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Tausta. Psykologisen testin oikealle ja luotettavalle käytölle n ratkaisevan tärkeää tietää testi mittaa, 
ja toimiiko se samalla tavalla erilaisissa yhteyksissä, eli onko sillä mittausinvarianssia. Wechsler 
Adult Intelligence Scale:n neljäs versio (WAIS-IV) julkaistiin Suomessa vuonna 2012. 
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faktorimalli, ja tiedot mittausinvarianssista (MI) eri ikä- ja koulutustasojen välillä ovat 
riittämättömiä. 
 
Menetelmät. Tutkimuksessa käytettiin suomenkielisen WAIS-IV:n normiaineistoa. Ensin 
testikäsikirjan faktorimallia tutkittiin ja parannettiin konfirmatorisella faktorianalyysillä, käyttäen 
data-teoria  -yhdistelmän lähestymistapaa. Toiseksi, paranneltua mallia testattiin tiukan jäljelle jäävän 
varianssin oletusta vastaan eri ikä- ja koulutustasoryhmissä, jotta voitiin tutkia täyttääkö testi 
hyväksyttävän MI:n tason. 
 
Tulokset ja johtopäätökset. Tulokset osoittavat, että aineistoa mallintivat parhaiten g:n poissulkeva 
vinofaktorimalli. Tutkimus myös toisti Tilan visualisointi –faktorin, johon latautuivat Kuutiotehtävät, 
Visuaaliset palapelit ja Kuvien täydentäminen sekä Kvantitatiivinen päättely  -faktorin, johon 
latautuivat Kuviovaaka ja Laskutehtävät. Tutkimuksessa löytyi myös aiemmin WAIS-IV:n 
faktorianalyyttisessa kirjallisuudessa mainitsematon yhteys Kuutiotehtävien ja Prosessointinopeus-
faktorin välillä. Tulokset kyseenalaistivat Laskutehtävien ja Kielellisen ymmärtämisen-faktorin 
välisen yhteyden, ja osoittivat taustalla olevan yhteisen varianssin lähteen olevan Yleistietouden ja 
Laskutehtävien välinen yhteys, joka tulkittiin Koulutukselliseksi saavutukseksi. WAIS-IV saavutti 
tiukan jäljelle jäävän MI:n tason sekä eri ikä- että koulutustasoryhmissä. Tutkimus löysi WAIS-IV:lle 
tarkemman faktorimallin ja antaa psykologeille luottamusta, että testiä voidaan soveltaa luotettavasti 
eri ikä- ja koulutustasoryhmillä Suomen normiväestössä. 
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Background. Knowing what a psychological test measures and if it works the same way in different 
contexts, i.e. has measurement invariance (MI), is crucial for its valid and reliable use. The Wechsler 
Adult Intelligence Scale – Fourth Edition (WAIS-IV) was published in Finland in 2012. However, 
recent research suggests that the factor model given in the WAIS-IV test manual and the information 
regarding MI between different age groups and levels of education are lacking.  
 
Methods. This study employed the normative sample of the Finnish WAIS-IV. First, the factor model 
in the manual was examined and improved using confirmatory factor analysis with a mixed data-
theory approach. Second, the new model was tested for strict residual MI for different age groups and 
levels of education, in order to study if the test reaches an acceptable level of MI.  
 
Results and conclusion. The results indicated that the normative data is best modeled by an oblique 
non-g model. The study also replicated a Spatial Visualization factor with loadings from Block 
Design, Visual Puzzles and Picture Completion, and Quantitative Reasoning factor with Figure 
Weights and Arithmetic. A previously unmentioned link in factor analytic literature on WAIS-IV was 
found between Block Design and Processing Speed factors. The results questioned the link between 
Arithmetic and Verbal Comprehension factor and found the underlying source of shared variance to 
be links between Information and Arithmetic, which was interpreted as Educational Achievement. 
WAIS-IV reached strict residual MI for both different age groups and levels of education. The study 
offers a more accurate factor model of WAIS-IV and gives confidence that psychologists can reliably 
apply it over different ages and levels of education in the normal population of Finland. 
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Introduction 
People are very keen on knowing more about what makes them “smart.” Intelligence as a 
written concept has been around at least since the times of Plato (Princiotta & Goldstein, 
2015, p. 83) and was present in China already a century earlier (Yang & Sternberg, 1997). 
Questions such as what intelligence is, who has it, how much and how it matters have been 
much debated throughout scientific psychology’s interest in the concept. Some traditional 
definitions of intelligence include the ability to deal successfully with cognitive complexity 
and act purposefully in order to successfully adapt to one’s surroundings (Binet, 1916; 
Gardner, 1983; Sternberg & Salter, 1982; Wechsler 1944). Measured intelligence has been 
shown to be a major predictor of outcomes such as school performance, income and mental 
ilness (Neisser et al., 1996; Strenze, 2015, p. 406). As it has been valued highly in the 
society, intelligence research has often been misused to further extreme viewpoints in 
many societal issues and controversies. Racial profiling and sterilization programs of the 
‘feebleminded’ in the early 1900s are a good example of this (see Greenwood, 2015, pp. 
129-133).  
Scientific psychology’s first interest in measurable intelligence dates back to late 19th 
century and sir Francis Galton’s attempts at devising tests for mental ability by measuring 
things like reaction time (see Jensen, 2002). The interest was first successfully 
operationalized when Alfred Binet developed the first practical intelligence test in 1905, 
the Simon-Binet. This test-focused area of intelligence research is part of psychometrics. 
Psychometrics as a paradigm seeks to operationalize, quantify and measure psychological 
phenomena. Unless otherwise specified, in this thesis the word ‘intelligence’ refers to the 
psychometric operationalization of the construct. 
In the field of intelligence testing, the most employed battery among psychologists in 
Finland is the Wechsler Adult Intelligence Scale (Kuuskorpi, 2012), currently in its 4
th
 
edition, the WAIS-IV (Finnish translation, Wechsler, 2012). For valid interpretation of the 
results and reliable use in diverse groups, a satisfactory structural model and measurement 
invariance are paramount. The manual of WAIS-IV does not answer some clinically 
relevant questions; it is e.g. not possible to assess if the test measures the same ability in 
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different subpopulations. Extrapolating from international research conducted after the 
publication of the original English version (Wechsler, 2008), improvements to the 
structural model are also likely to be found. The purpose of this study is to provide 
clinically relevant information on the factor structure and measurement invariance of 
WAIS-IV in the Finnish normative sample. 
Development of Psychometric Models of Intelligence 
Psychometrics has been and continues to be one of the leading paradigms in the scientific 
study of intelligence. The best known models are based on a more than a century of 
cumulative empirical research by some of the most famous psychologists of the 20
th
 
century such as Charles Spearman, Raymond Cattell, John Carroll, and countless others. 
The most common method these researchers have employed has been latent variable 
modeling, i.e. attempting to explain intercorrelation of the observed variables through a 
fewer number of unseen variables. The observed variables in studies are subtests of a 
comprehensive test battery, such as the Vocabulary subtest in the WAIS-IV and the unseen 
variables theoretical explanatory constructs such as Verbal Comprehension. In this chapter 
the word ‘factor’ is mentioned multiple times, and it refers to the statistical 
operationalization of the theoretical construct in question, such as fluid intelligence. In 
contrast, when the word ‘ability’ is used, it is directly referring to the theoretical construct 
in question.  
A proper introduction into models of psychometric intelligence could not be made without 
mentioning Charles Spearman’s pioneering research into structure of intelligence. In the 
beginning of the 20
th
 century Spearman (1904) developed a method of statistical analysis 
called factor analysis. Factor analysis is a specific type of latent variable modeling that 
seeks to explain the shared variance through linear combinations and residual terms. With 
few exceptions, all measures of cognitive ability are positively correlated, i.e. they have 
covariance, (Horn & Blankson, 2005, p. 61), and this phenomenon is called “the positive 
manifold.” Through running his early version of factor analysis on a large data sample, 
Spearman uncovered that just one latent factor could explain this positive manifold. The 
well-known term g-factor was coined in his theory of a general factor of intelligence 
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(Spearman, 1904) which he believed to be innate (Spearman, 1923). Spearman admitted 
that g alone could not explain all the variance in individual differences and theorized that 
there are more specific latent factors that influence each individual ability together with g 
(1939; see Figure 1), quite like modern bi-factor theories. Even until this day, most of the 
structural models for psychometric intelligence are lineage of Spearman’s work. 
 
However, Spearman’s analysis of the underlying cause of the positive manifold was not 
without its contenders. A critical analysis of Thomson (1916) and Thorndike (1927) put 
forward the Sampling Theory of intelligence which claims that psychometric tests always 
measure multiple interdependent abilities, and distinguishing this from one cause is 
statistically impossible. Another notable rival theory of intelligence would rise in the 
Primary Mental Abilities model of seven cognitive abilities by Thurstone (1938; see Figure 
1). Through development of factor analytic techniques Thurstone was able to model 
several distinct ability factors. The abilities he discovered were verbal comprehension, 
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word fluency, number facility, spatial visualization, associative memory, perceptual speed 
and reasoning. Thurstone (1947) did not contest the existence of the positive manifold 
between his factors but still emphasized the importance of more specific factors than g, 
which he theorized would be a hierarchic second-order factor. This assertion clearly 
reflects the later developments in structural modeling of intelligence as g is most often 
conceptualized as a hierarchic higher-order factor. 
The next major development in g-factor theory was the theory of crystallized and fluid 
intelligence proposed by Raymond Cattell in 1941 and further developed by John L. Horn 
(1965) and Horn & Cattell (1966) to also include other 2
nd
 order factors (see Figure 1). 
Cattell’s original gf-gc theory divides the general g-factor into two distinct parts that have a 
different functional purpose and also develop differentially during the lifespan, the fluid 
(Gf) and crystallized (Gc) intelligence, as named later on in the extended Gf-Gc theory 
(Horn & Cattell, 1967). Fluid intelligence was conceptualized as the ability to think, reason 
and solve problems in novel situations where previous knowledge cannot be used. 
Crystallized intelligence on the other hand was seen as the ability to use acquired 
knowledge and skills that can be used to reason and solve problems.  
What made the theory originally so groundbreaking was Cattell’s Investment Theory 
(1963) which explains g as the interplay between Gc and Gf in which Gc is seen as the 
cumulated application of Gf in intellectual pursuits. So far this was the most credible and 
eloquent theory of how intellectual abilities develop and an explanation why measures of 
Gf and Gc are so highly intercorrelated. Supporting this theory, the two intelligences show 
a different development pattern during lifespan as fluid intelligence begins to decline 
before the age of 40 but crystallized intelligence is often maintained until old age, 
especially by healthier individuals (Blum, Jarvik & Clark, 1970; Cattel, 1963; Horn & 
Cattel, 1967). A recent study looking at peaking ages of different cognitive functions 
(Hartshorne, & Germine, 2015) also seems to confirm this pattern. 
Among the first multi-level hierarchical models of intelligence is Vernon’s theory of 
hierarchical group factors. In 1950 Vernon proposed a dynamic model of intelligence 
where Spearman’s g was at the top and was followed by a number of intermediate level 
factors, verbal/educational (v:ed) and spatial/mechanic (k:m) being the most quoted 
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examples as the ones predicting academic ability. The next levels of factors grow 
continuously narrower until the direct relationship to an observable variable is reached. 
The most notable difference to the Gf-Gc and other hierarchical models is that in Vernon’s 
theory the way different levels interact is very dynamic, and lower order factors and 
observed abilities can be influenced by multiple higher order abilities from multiple strata 
(see Schneider & Flanagan, 2015, pp. 326-327). After a string of empirical successes 
starting with Johnson & Bouchard (2005), the model has received renewed interest but still 
lacks a solid research base to be considered alongside the most modern and comprehensive 
taxonomy of intelligence to date, the Cattel-Horn-Carroll, or the CHC, theory (Schneider 
& Flanagan, 2015, pp. 326-327). Still, according to Schneider & Flanagan (2015) Vernon’s 
theory does not differ greatly from the CHC theory which also incorporates multiple levels 
(strata) of abilities and allows a lower order ability to be influenced by several higher order 
abilities. 
After the great theoretical advancements by Cattel and Horn, the next leap came when 
John Carroll published his taxonomy of human abilities in 1993. Despite still somewhat 
unknown in the field, Carroll’s work was highly praised and even called Principia as an 
honorary reference to Newton’s The Mathematical Principles of Natural Philosophy 
(Schneider & McGrew, 2012, p. 103). In his research, Carrol reanalyzed and summarized 
more than 460 relevant datasets to reach his conclusion that intelligence was divided into 3 
strata (see Figure 1). On the stratum I were the narrow abilities, such as induction (Gf-I) or 
writing speed (Gs-WS), on the stratum II are the broad abilities, such as fluid (Gf) or 
psychomotor speed (Gs). On the last stratum III of Carroll’s model lies g-factor, the 
general intellectual ability factor. 
The integration between Cattell & Horn’s extended Gf-Gc and Carroll’s three stratum 
model began in 1997 by Kevin McGrew. McGew attempted to reconcile the taxonomic 
differences through confirmatory factor analysis (CFA) of studies made with 8 
comprehensive intelligence batteries and a content based analysis (McGrew, 1997). As an 
example of this reconciliation, the CHC model does include g, but its place is not central 
due to its controversial nature (Schneider & Flanagan, 2015, p. 327). McGrew’s work 
would mark the beginning of a process of gradual convergence of research and practice 
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under one umbrella (Ortiz, 2015, p. 223). Carroll’s original model included 8 broad 
abilities (stratum II) but this list has since been expanded and revised to include no less 
than 16 broad abilities and around 80 narrow abilities (Schneider & McGrew, 2012, pp. 
111-134). The development of the aforementioned models is depicted in Figure 1. 
Nonetheless, the CHC model is not complete and will likely be supplanted by a more 
accurate model in the future. This assertion does not only lean on the nature of inevitable 
scientific progress, but also on theoretical and empirical grounds. Recent work has 
identified intermediary stratum cluster abilities in the WJ-III between the stratum II and III 
in the CHC model (Taub & McGrew, 2014) and similar findings have also been made in 
the Wechsler Adult Intelligence Scale research (Drozdick, Holdnack, Weiss & Zhou, 2013, 
pp. 5-7). This claim is lent extended legitimacy as this possibility has been suggested by all 
the grandfathers of the theory, Cattell, Horn and Carrol (as cited in Schneider & Flanagan, 
2015, pp. 326-327), and is also in line with the organic flexibility of Vernon’s theory.  
Besides the psychometric challenges there are also other empirical grounds to examine 
alternatives such as the integrative neuroscientific model of intelligence, the Parieto-
Frontal Integration Theory (P-FIT; Jung & Haier, 2007) or Planning, Attention-Arousal, 
Simultaneous and Successive (PASS) theory of intelligence first proposed by Das, Kirby & 
Jarman (1975). The intrigue in these theories stems from the fact that they are explicitly 
based on scientific research on neurological functioning and not psychometric tests. One 
could reasonably claim that psychometric models are descriptive at best but not 
explanatory while P-FIT and PASS theories have explanatory power as theories. To be 
fair, however, the modern iterations of CHC theory have also made attempts at bridging 
the apparent limitation by linking theorized abilities to different neuropsychological 
functions (Schneider & McGrew, 2012, pp. 134-138). Nonetheless, the PASS and P-FIT 
theories will be better described the chapter 1.3. as the topic is closer to the nature of 
intelligence. 
 
7 
 
Psychometric Development of Intelligence Measures 
As the history and state of models of intelligence are becoming clear, one might ask how 
the research was made. Development of Intelligence measures is jointly a psychometric, 
theoretical and empirical undertaking. This chapter will present an overview the most 
essential concepts and methods for this study. 
All test development starts from theory, whether explicit or implicit. The theory states 
what the construct is, what its relations are with other significant constructs, and how to 
operationalize it. From this perspective, much of test development relies on a problematic 
definition of intelligence being what intelligence tests measure. This has led us to a 
nuanced view of the measured realm of intelligence and highly reliable measures, as 
research on intelligence mainly focused on test score relations, but so far there is no truly 
viable and overarching theory of intelligence and the processes that underlie it. Sternberg’s 
triarchic theory of successful intelligence (1985) and Howard Gardner’s theory of multiple 
intelligences (1983) can be thought of as criticism and alternative lenses to look at the 
concept of intelligence and guide research. Unfortunately both theories are largely 
untested, or found lacking. As mentioned in the previous chapter, a bridge is being built 
and the psychometric CHC taxonomy is starting to be conceptualized in terms of 
neuropsychological functions (Schneider & McGrew, 2012). 
The most important concept in test development is validity. Simply put, a test is valid if it 
measures the construct it was designed to measure. For example, a ruler would be a valid 
measure of length but a measure of intelligence would hardly be a valid measure of 
personality. The concept of test validity is usually divided into three, content, construct and 
criterion validity. According to Messick’s (1995) unified theory of construct validity, 
construct validity is the most central concept in test validity and has 6 qualitatively 
different but related dimensions which subsume both content and criterion validity. The six 
dimensions are consequential, content, substantive, structural, external and 
generalizability, or measurement invariance. All of the six have practical significance to 
the field as a whole but due to the topic of the thesis, only structural and generalizability 
validities will be introduced. 
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Structural validity broadly refers to how the test scores and the latent attributes they are 
claimed to measure correlate with each other and with constructs of interest, as defined by 
the theory. A test of intelligence that has four scales measuring verbal and spatial 
intelligence, two for each, should have scales which correlate with one another. But it is 
the relations of those correlations that determine the structural validity. The two scales of 
verbal intelligence should correlate stronger with each other than with the ones claiming to 
measure spatial intelligence. If this assumption is not supported by the data, then we can 
assume the structural validity of the test isn’t adequate, and we must proceed to either 
revise the test or theory to match the empirical results. One of the most modern ways to 
evaluate structural validity is structural equation modeling (SEM), where different models 
can be compared against each other regarding fit to the data. Current evidence of 
intelligence tests, such as WAIS- IV would indicate high structural validity (Wechsler, 
2012), although alternative structural models have been proposed (see pp. 20-21 ). 
However, these alternative models have only been researched in few cultures, and this does 
not allow for an assumption of universality. This necessitates an investigation of structural 
validity also in the Finnish version. 
Generalizability, or measurement invariance (MI), concerns whether the test scores can be 
interpreted in the same meaningful way in populations bigger or other than the research 
sample. An example of a poorly generalizable test would be one that would only make 
sense to a certain age group or people with a high or specific educational background. Such 
tests might be general knowledge as it was in the 50’s or a perfect citation of a certain 
verse from the bible as some priests might be able to. While they might measure a 
meaningful ability in a certain group of people, it would be unwise to think they measure 
similar or any relevant abilities in younger people or other professions. As with structural 
validity, it’s possible to test MI through SEM, and comparing the fit of an a priori model 
in different groups. Psychologists often have to administer tests to people from various 
backgrounds and it is important to know that the test scores can still be interpreted in the 
same way. International research on WAIS-IV seems to indicate WAIS-IV is roughly 
generalizable through different ages but no information is available for different 
educational background (see pp. 21-22). But as cross-cultural research on the topic is 
scarce, universal generalizability can’t be assumed. This makes it necessary to study 
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whether the Finnish version of WAIS-IV is generalizable through different ages and 
educational backgrounds. 
Reliability of a test relates to how consistent and trustworthy its results are. Reliability can 
be divided into at least four different classes, inter-rater, test-retest, inter-method and 
internal consistency. Some of the most common methods of evaluating of internal 
reliability in ability testing are Cronbach’s alpha, alternate-forms, test-retest and factor 
analysis, both exploratory and confirmatory. The topic of this thesis deals with the 
reliability of WAIS-IV only indirectly, and only through internal consistency. Internal 
consistency of the test tells how consistently a group of variables measure the same 
construct. In the case of WAIS-IV, it could be how consistently the tests measuring a 
factor such as Working Memory Index (WMI) are aligned together so that we have a factor 
whose results can be uniformly interpreted. Note, however, that this issue is highly 
entangled also with structural validity, as it also deals with the interrelations of test scores. 
The most common research methods in WAIS-IV literature are factor analysis and SEM. 
These methods have been used to study and test how a factor model fits to data and 
whether the test has MI. Factor analysis is a statistical methodology used to uncover latent 
explanatory variables from a larger amount of variables using linear combinations and 
error terms, while SEM refers to a method of presenting hypotheses about interrelations 
between variables in a visual format. In psychometrics factor analysis can be used to 
investigate the structural validity and internal reliability of a test (comprising of scales) or 
scales (formed of specific items). SEM models have enabled researchers to make 
sophisticated multilevel models and test their fit to their data, or to confirm the fit in 
different groups of people, i.e. testing MI. Figure 1 is an example of different structural 
models that can be compared against each other. 
There are several ways of making the factors as mathematically distinct from each other as 
possible , i.e. “rotating” the extracted factors to optimize the explained variance. Factor 
rotation can be done using either orthogonal or oblique methods. Orthogonal rotation 
methods assume that the factors don’t correlate and therefore estimate factors that are 
distinct from each other and arguably easier to interpret. However, the assumption of 
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uncorrelated factors is often inappropriate and unduly decreases the variance explained by 
each factor. Oblique rotation methods allow the factors to correlate, thus leading to a 
solution where each factor explains more of the variance, but might make them less 
distinct from each other. The correlation between oblique rotated factors can also be 
examined and in some cases explained with a common latent variable, like g. This is the 
case with Carroll’s three stratum theory (Carroll, 1993) and the modern CHC theory 
(Schneider & McGew, 2012). 
An old method that has recently received a lot of attention is cross-battery studies. Almost 
all previously mentioned leaps in psychometric description of intelligence have been the 
result of analyzing vast quantities of data consisting of numerous different tests. The 
current psychometric literature, however, seems to be largely test-specific with only a 
handful cross-battery studies made in the past years. This is most likely due to interest of 
both researchers and professionals to develop more valid and reliable instruments, as well 
as smaller studies being a lot easier to make, while comparison of methods might not be in 
the commercial interests of the test publishers. This has led to a great amount of 
psychometric information on specific batteries, such as WAIS-IV, but very little 
information on how they compare with each other. Recently there have been increasing 
calls in the field for cross-battery studies (Flanagan, Alfonso, & Reynold, 2013) to allow 
more intricate testing of theoretical models such as the modern CHC theory. 
Nature and Practical Significance of Measured Intelligence 
As we are researching of this phenomenon called intelligence (if indeed it is a coherently 
unitary construct), it is more than necessary to ask what functional processes underlie this 
performance and how our biology contributes to it. Without linking psychometric research 
with neuropsychological and biological constructs we run the peril of mistaking statistical 
inference for reality. The most important lines of research to elucidate the nature of 
intelligence seem to be linking it to executive functions and brain areas and functioning. 
Both of these fields have made strides in understanding human cognitive functioning. It 
also pays to ask, how testing intelligence has practical significance. 
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As much as it makes studying intelligence harder, Johnson & Bouchard (2005) make a 
clear case that as long as we study intelligence through psychometric means, it will be 
impossible to separate the learned from the innate capacities. They contend that all human 
performance reflects learned behaviors or skills, making it impossible to completely 
separate nature from nurture, as performance is always dependent on both. In addition, 
most tasks have multiple ways of solving, making any specific measure also somewhat 
unspecific and unreliable. 
Intellectual, or cognitive, processes can be approached through neuropsychological 
research, as is the case with the Planning Attention Serial-Simultaneous (PASS) theory of 
intelligence. The PASS theory is based on the monumental work of the Russian 
neuropsychologist Alexander Luria (Otero, 2015, p. 195) and was first described by Das, 
Kirby, & Jarman (1975). According to the theory, human cognitive processing is based on 
the four distinct but related basic processes (Otero, 2015). Each of the units is thus 
dependent on the other systems’ output. In the theory, planning means conscious 
evaluation of the situation and resources, and effective strategy finding. Attention involves 
orienting, selecting and sustaining attention to goal relevant stimuli. Simultaneous 
processing enables us to organize information and to see patterns in interrelated elements. 
Successive processing is used when dealing with serially presented or conceptualized 
information such as sounds. According to Otero (2015), neurobiological and 
neuropsychological evidence supports the validity of these systems. 
As the processes the PASS theory claims to measure are different from the traditional 
approaches trying to measure eg. verbal, visual and fluid intelligences, it could be highly 
complementary. The theory was operationalized by Naglieri & Das (1997) in the Cognitive 
Assessment System and its 2
nd
 version, the CAS2, was released in 2014 (Naglieri, Das & 
Goldstein). There is research to support the sensitivity and specificity of CAS in different 
neurological conditions (Otero, 2015). On the other hand, CAS’s construct validity has 
been questioned in some factor analytic studies, claiming that CHC theory is a better fit to 
the data than the PASS model (Keith, Kranzler & Flanagan, 2001; Kranzler & Keith, 
1999). A huge benefit of CAS is that it has been shown to be fairer towards people of 
different ethnicities, i.e. the gap in scores is greatly reduced and it is fairly language 
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independent (as summarized in Otero, 2015). Although McGill’s (2015) review of the 
renovated CAS2 is favorable, he does list similar psychometric concerns as did Keith et al. 
(2001) and Kranzler & Keith (1999). 
In the last decade, big strides have been made to elucidate how performance in measures of 
intelligence appears on the level of brain anatomy and function. Jung & Haier (2007a) 
published their synthesis of converging neuroimaging studies and proposed the Parieto-
Frontal Integration Theory (P-FIT) of intelligence. In their study, Jung & Haier reviewed 
37 neuroimaging studies and found converging evidence indicating the importance of 
integration of brain functioning in intellectual performances. The areas especially 
implicated were the dorsolateral-prefrontal cortex, the inferior and superior parietal lobule, 
parts of temporal and occipital lobes and white matter regions such as arcuate fasciculus. 
According to their review, P-FIT is also consistent in terms of human lesion studies. They 
propose that P-FIT offers a parsimonious framework to guide further research. Reviews of 
Jung & Haier’s (2007a) synthesis have been overall favorable and criticism on very 
detailed level (Jung & Haier, 2007b) or conceptual with critique interpreting psychometric 
test scores as measures of intelligence (Sternberg, 2007). A link between intelligence and 
caudate nucleus, a subcortical area heavily involved in learning, seems to be one 
overlooked area in P-FIT theory (Grazioplene et al., 2015). Tests of the theory have 
otherwise been largely supportive, lending support to the significance of theorized gray 
matter correlates with fluid, crystallized and spatial intelligence (Colom et al., 2009) and 
global connectivity of prefrontal cortex with cognitive control and intelligence (Cole, 
Yarkoni, Repovs, Anticevic & Braver, 2012).  
Another interesting recently revived line of researching involves the perceptual 
discrimination hypothesis which was outlined by Spearman as the almost perfect 
correlation between general intelligence and general sensory discrimination ability 
(GSDA; Spearman, 1904). This area was mostly revived by an article claiming a .78 
correlation between these factors (Meyer, Hagmann-von Arx, Lemola, & Grob, 2010). The 
difference between this article, and previous research that had been largely unsupportive of 
Spearman’s hypothesis, was that while previous research had focused on individual 
discriminative abilities, this new study used a composite measure (Meyer et al., 2010). 
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Further research seems to offer a possible explanation for this as it seems that general 
discriminative ability’s link with psychometric intelligence is fully mediated by working 
memory (Troche, Wagner, Voelke, Roebers, & Rammsayer, 2014; Voelke, Troche, 
Rammsayer, Wagner, & Roebers, 2014). Further research combining cognitive measures 
and eye-tracking and neuroimaging methodologies are required to further elucidate the 
nature of these connections. After more than 100 years it seems that Spearman’s 
hypothesis is likely to gain at least partial support. 
Academic performance and cognitive performance are two distinct, yet heavily interrelated 
concepts. While it is clear that academic achievement has to be learned and earned, it is 
also just as clear from the research that measures of intelligence are valid and substantial 
predictors of many forms of academic performance ranging from grade achievement to 
degree attainment (Strenze, 2015, p. 406). According to a recent study, the g calculated 
from tests of academic achievement and g from cognitive tests are highly interrelated 
concepts but still not isomorphic, with a .83 mean correlation coefficient (Kaufman, 2012). 
This relation could be at least partly explained by Cattell’s Investment Theory (Cattell, 
1987). In his Investment Theory Cattell proposes that academic achievement is the result 
of continuous application of fluid intelligence, or Gf, into academic pursuit (Cattell, 1987). 
While many of these correlations and links with education are important and have 
predictive value, it is important to note that the inter-individual variance it can explain is 
only slightly above a quarter at most. This speaks also for the influence of other factors, 
that David Wechsler called conative and non-intellective factors, such as drive, persistence 
and character (1950) 
While intelligence tests correlating with educational outcomes is not very surprising, given 
the similarities between tasks given in both contexts, it’s also good to ask if there is any 
other benefit other than better success at school on average. According to a summary of 
meta-analyses by Strenze (2015, p. 406) intelligence correlates with as varied outcomes as 
job performance whether rated by superiors or objectively measured (.53 & .38 
respectively), income (.20) or being diagnosed with schizophrenia (-.26). Recently, studies 
claiming job performance and intelligence are correlated have been criticized for 
systematic methodological bias (Richardson & Norgate, 2015).  
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In addition to assessing a candidate for suitability for a job, psychologists also employ tests 
of intellectual performance for assessment and rehabilitation purposes in educational, 
neurological and psychiatric settings. In Finland, psychological assessment is perhaps the 
only (almost) exclusive right of the psychologists and part of the job description for many 
psychologists. Psychological research has revealed that a weak performance or a specific 
profile of deficit on intelligence tests is predictive, or related to, specific learning 
disabilities (Mather & Schneider, 2015, pp. 415-429) and severe psychiatric diagnostic 
classes or neurological conditions, including but not limited to schizophrenia (Khandaker, 
Barnett, White & Jones, 2011; Michel et al., 2013) and traumatic brain injury (TBI, 
Königs, de Kieviet & Oosterlaan, 2012;). Out of the possible tests of intellectual 
assessment, WAIS-IV seems to be the most employed (Kuuskorpi, 2012), thus making the 
reliability and validity of this test a topic of high interest. 
The Updated WAIS-IV and Subsequent Research 
In 2008, WAIS-IV was published and marketed as a revolutionary change from the 
previous WAIS-III (see “Welcome to the Revolution of Psychology,” 2008), and for 
clinicians unaware of the developments in psychometric taxonomy of intelligence it might 
well have been. The revision of WAIS-III was guided by five goals: to 1) update 
theoretical foundations, 2) enhance clinical utility, 3) improve psychometric properties, 4) 
enhance user friendliness, and 5) increase developmental appropriateness. The revision 
program was extensive, and is well described in the manual (Wechsler, 2012, pp. 28-33) 
but as a whole is beyond the scope of this thesis. The most relevant revisions relate to goal 
number 1, updating theoretical foundations. This chapter will also summarize subsequent 
technical research on WAIS-IV and will delve more in depth into latent variable studies.  
The theoretical revision for WAIS-IV completely restructured the test and changed 
terminology of the latent 1
st
 order constructs from WAIS-III. The greatest change was 
elimination of the Verbal and Perceptual IQs (VIQ & PIQ) and opting for a more 
theoretically sound 4 factor solution incorporating Verbal Comprehension Index (VCI), 
Perceptual Reasoning Index (PRI), Working Memory Index (WMI) and the Processing 
Speed Index (PSI). In line with these changes, the goal was also to enhance measurement 
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of fluid intelligence, working memory and processing speed, resulting in two completely 
new and two revised subtests. Most subtests were revised and three subtests were removed. 
The content of the test is described in Table 1 and its structure in Figure 2. 
Despite the plentitude of research on the WAIS-IV internationally, so far only 2 studies, 
both Master’s theses from the University of Helsinki, have been made on the Finnish 
version. One studied subjective memory complaints of 50-80 year-old subjects in the 
normative data and found, counter-intuitively, that the complaints were not associated with 
impaired performance on VCI, PRI and WMI as had been hypothesized, but actually had 
better performance on PRI (Salo, 2015). The other studied the relations of observed and 
subject reported test and test performance. Examiner observed test anxiety was linked with 
impaired performance on the overall FSIQ and all the indexes and subject reported anxiety 
with impaired performance on the FSIQ and the WMI and PRI, making it imperative that 
the psychologist take test anxiety into account (Vuori, 2014). 
Psychologists are often faced with situations where completing the full WAIS-IV battery 
would not be feasible due to time constraints or subject exhaustion. This has led many to 
consider using short versions of the longer battery for estimates of the FSIQ. Two separate 
studies have looked at reliability and validity of IQ calculated from scores of only two 
subtests and both yielded comparable correlates (r = .70 - .91) with the FSIQ for each of 
the dyad composites (Denney, Ringe, & Lacritz, 2015; Girard, Axelrod, Patel, & 
Crawford, 2015). The worst working dyads were those derived from the same indexes 
(Girard et al., 2015). A German study looking only at Vocabulary + Matrix Reasoning 
dyad also found comparable correlation in the German normative sample (r = .86; 
Daseking, Petermann, & Waldmann, 2014). For more in depth results of specific dyads, the 
reader is advised to see Girard et al.’s study (2015). 
Authors of the three aforementioned studies recommend using these dyads if time is very 
limited, but caution against making important judgements based on the scores. The 
warning seems prudent, as a study looking at the ability of short forms of different length 
(2-5 subtests) in identifying intellectual disability showed that the psychometric properties 
of the dyad (Block Design + Similarities) are clearly inferior compared to the longer forms 
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(Ryan, Kreiner, Gontovsky, & Glass Umfleet, 2015). The study’s results seem to imply 
that the most reliable classification can be attained with 3-5 subtests (Block Design + 
Similarities + Coding + Matrix Reasoning + Vocabulary in this order) and a cutoff score of 
<79 of predicted FSIQ (Ryan et al.,2015). So far, no such studies have been made with the 
Finnish version, and therefore such use is not recommended as there is no data on 
reliability or validity of short forms. Such research is clearly warranted. 
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Table 1 
  WAIS-IV Subtest Content Description. 
 Index Subtest Description of Content 
Verbal 
Comprehension 
Index (VCI) 
Vocabulary The examinee defines words that are presented 
visually and orally. 
Similarities The examinee explains how two words are similar. 
Information The examinee answers questions on general 
knowledge. 
  
Comprehension The examinee answers questions on general 
principles and social situations. 
Perceptual 
Reasoning Index 
(PRI) 
Block Design The examinee views a picture and uses colored 
blocks to re-create the design within a time limit. 
Matrix Reasoning The examinee selects the response that completes 
the matrix or series. 
 
Visual Puzzles The examinee selects the three options that 
reconstruct the puzzle within a time limit. 
 
Figure Weights The examinee selects the option that balances a 
scale within a time limit. 
  
Picture Completion The examinee identifies the missing part of a 
picture within a time limit. 
Working Memory 
Index (WMI) 
Digit Span The examinee is read a sequence of numbers, and 
recalls the numbers in the same, backwards or 
specifically sequenced order. 
Arithmetic The examinee solves a series of mental arithmetic 
problems within a time limit. 
  
Letter-Number 
Sequencing 
The examinee is read a sequence of numbers and 
letters and recalls them in a certain order. 
Processing Speed 
Index (PSI) 
Symbol Search The examinee scans a  search group and indicates 
whether a symbol in the target group matches, 
within a time limit. 
Coding The examinee copies symbols that are paired with 
numbers within a time limit. 
  
Cancellation The examinee scans arranged shapes and marks 
target shapes, within a time limit. 
Notes. Supplemental subtests in italics.Adapted from public website 
http://www.helloq.com/tests/test-library/wais-iv.html. Copyright Pearson 2015. 
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Some interesting research has also been published on the normality of significant 
deviations from within-person mean results. An analysis of Index score scatter revealed 
that 73.5% of the normative U.S. sample has at least one index score that deviates 
significantly from the mean of index scores (and 50% cumulative percentage for 2 or more; 
Grégoire, Coalson, & Zhu, 2011). Adding even more depth to the picture, a study indicated 
that the higher the highest subtest score is, the higher the subtest score scatter will be (r = 
.63), and that the amount of scatter is more strongly related to the highest subtest score, 
than to the FSIQ (r = .20 ; Binder, & Binder, 2011). It is also advisable to be conscious of 
the fact that raw scores’ standard deviations (but not standardized scores’) can change with 
age, and a study on this reported that especially Block Design, Matrix Reasoning, Picture 
Completion, Symbol Search, and Coding have clear increases in between-person 
variability with age, but the change is much lesser or nonexistent with other subtests 
(Wisdom, Mignogna, & Collins, 2012). 
Factor Analytic Studies on WAIS-IV 
Analysis of the profile of performance is an important part of the interpretation of the 
meaning of the results and is a recommended step after looking at the FSIQ even according 
to the manual of WAIS-IV (Wechsler, 2012, pp. 70-76). Nevertheless, there are some 
dissenting voices with research to back up their claims. Canivez & Watkins (2010) 
published an exploratory factor analytic study looking at the amounts of unique variance g-
factor and the rest 1
st
 order factors (Indexes) could explain. Their findings showed that in 
the U.S. normative sample, g accounted for as much of the variance in the subtests as the 
1
st
 order factors, with the exception of processing speed factor explaining slightly more 
variance in its subtests (Canivez & Watkins, 2010). All in all, of the variance explainable 
by these factors g explained 67% and the 4 1
st
 order factors the rest, and working memory 
even as little as 3.9% (Canivez & Watkins, 2010). Another study by Cignac & Watkins 
(2013) looked at internal consistency of WAIS-IV using advanced omega coefficients (ωh 
& ωs) in bifactor model and their results indicated that while the FSIQ has a high internal 
consistency, the orthogonal index factors had poor consistencies. Bifactor model is another 
word for nested or direct-hierarchical models where g is also modeled as a 1st order factor, not 
a hierarchic higher order factor. 
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Conclusions given in both of the aforementioned studies are that clinical index score 
interpretations are not entirely justifiable, and that interpretation should be primarily at the 
level of FSIQ (Canivez, & Watkins, 2010; Cignac, & Watkins, 2013). While the studies are 
compelling, an alternative view is also possible. Primarily interpreting the FSIQ does not mean 
that the 33% left for the four 1st order factors in Canivez & Watkin’s study (2010) don’t have 
any meaning, but it does indicate that too in depth interpretation is probably not advisable. A 
study researching WAIS-IV’s predictive ability for educational attainment, found that beyond 
the psychometric g-factor only the latent Verbal Comprehension factor seems to possess 
unique predictive ability (Kranzler, Benson, & Floyd, 2015), which seems to confirm this 
interpretation. 
A straightforward interpretation of Cignac & Watkins (2013) would mean that when excluding 
g, the subtests in the same index are more distorted by method specific variance. This seems to 
be the case as the omega coefficients are higher for VCI (.22-.31 in different age groups) and 
PSI (.36-.47) that have more similar subtests than for PRI (.12-.22) & WMI (.00-.28) that have 
more variety in their subtests. What has not been said is that in reality it is impossible to 
separate g factor from index scores because of the statistical nature of g as an explanation for 
sample variance, not within-subject. Therefore any interpretation of indexes without g is 
impossible, as we simply don’t know the role it plays in any individual’s results. Certain 
neurological traumas or neuro-developmental conditions can also cause specific impairments, 
not accounted for by statistical models made on healthy individuals. 
Several studies have analyzed the factor structure of WAIS-IV after publication, and many 
of them from the viewpoint of the CHC theory. An important first step was taken by 
Benson, Hulac, & Kranzler in 2010 as they compared the original simple four-factor model 
with a CHC based five factor model and found a significant improvement in model fit with 
the five factor model. On the other hand, in 2012 Ward, Bergman, & Hebert conducted a 
more intricate analysis into WAIS-IV subtest covariance structure and ultimately found a 
modified four-factor model equal to a five-factor model, and claim it is also conceptually 
in line with CHC-theory. A highly discussed paper by Weiss, Keith, Zhu, & Chen (2013) 
again compared modified four-factor and five factor alternative models with each other and 
found a modified five-factor model to be superior in fit. Cignac, & Watkins (2013) 
included a CFA with a bifactor approach on both four factor and five factor models which 
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they found superior in fit over hierarchical g-based models. There was no statistically 
discernible difference between the four and five factor approaches (Cignac, & Watkins, 
2013). An interesting novel methodology to arrive on the field in the recent years is 
Bayesian statistics which were used to compare different models in a Swiss-French sample 
in a Bayesian Structural Equation Modeling, a variation of CFA (Golay et al., 2013). 
Findings from the study would again indicate that five factor bifactor models might be 
preferable over hierarchical or four factor models (Golay et al., 2013). 
Both Benson et al.’s (2010) and Weiss et al.’s st (2013) studies featured hierarchical 
models with g on the top while Ward et al.’s (2012) study used oblique models without a 
hierarchical g and allowed the 1
st
 order factors to correlate with each other. While a g 
inclusive model is a more standard one, and also included in CHC-theory, an oblique 
model is also justifiable through sampling theory. Benson et al’s (2010) and Weiss et al’s 
(2013) five factor models might also suffer from over-specificity as the hierarchical g was 
perfectly correlated with their specified Gf. Alternatively, it might also indicate that the 
psychometric (statistically inferred) g in WAIS-IV is identical to the psychometric Gf.  
Going deeper into the relevant findings, the previously mentioned CFA studies have found 
the factor corresponding to PRI, and Arithmetic subtest to be the most factorially complex. 
Studies examining a CHC five-factor based solution on all 15 subtests (Benson et al., 2010; 
Golay et al., 2013; Ward et al., 2012; Weiss et al., 2013) invariably divided the PRI into 
two factors, the Gf, fluid intelligence, and the Gv, visual intelligence. The Gv encompassed 
Block Design, Visual Puzzles and Picture Completion subtests, and Gf had Matrix 
Reasoning, Figure Weights and the Arithmetic. The Arithmetic was generally cross-loaded 
both with Gf and Gsm, short-term memory, but in one study it was even cross-loaded with 
Gc, crystallized intelligence (Ward et al., 2012). One study had a similar finding, as they 
allowed Arithmetic to correlate independently with Information (Niileksela et al., 2013). 
Importantly, there were great variations in the exact models used in CFA and the 
theoretical justifications used, making it hard to identify a genuinely reliable pattern of 
results. This gives a strong rationale to also examine the factor structure of the Finnish 
version. Schwartz (2013) argued that the very small differences in fit between four- and 
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five-factor approaches would indicate that selection in clinical use is more due to personal 
taste, than actual science, especially as not all CHC abilities are adequately measured by 
WAIS-IV (Flanagan et al., 2013). Arguably, a modified four-factor version would be easier 
to communicate to clinicians than a five-factor model, thus making four-factor models the 
priority in research.  
This gives us a rationale to look closer in Ward et al’s (2012) article. The study examined 
only oblique factor models for both four- and five-factor approaches, meaning the first 
order factors were allowed to correlate freely together. In other words, they did not 
consider g-based models in their study. The end result was the both oblique four- and five-
factor models had statistically indistinguishable good fit to the data. The most relevant 
aspects of this study are the modifications they made to the original four-factor model to 
arrive at their final model. In their article they found that the link between Figure Weights 
and WMI was better explained by a Quantitative Reasoning factor between Figure Weights 
and Arithmetic subtests. The analyses also revealed a hidden orthogonal Spatial 
Visualization factor in the PRI factor and explained additional variance in Block Design, 
Visual Puzzles and Picture Completion. Also deserving mention, the link between the 
Arithmetic & VCI was initially not significant but was again significant (although very 
weakly with .16 correlation). These findings give ample empirical guidance for this study. 
A few studies have looked at whether WAIS-IV’s original factor model has MI in different 
populations. WAIS-IV four-factor and five-factor approaches were not found to have 
cross-age invariance in the U.S. sample, which seemed to be related mostly to different 
cross-age loadings of Cancellation and FW. For comparison, an oblique version of WAIS-
IV baseline factor structure was found to be measurement invariant between the U.S. and 
Canadian samples for all 15 subtests for ages 16-70 and for all 12 completed subtests for 
ages over 70 (Bowden, Saklofske, & Weiss, 2011). A study examining MI in 70-90-year-
olds in the U.S. sample with an oblique four-factor and a hierarchical and bifactor CHC-
based five-factor models indicated that the bifactor model had the best fit, had good fit for 
younger population and had partial strict MI (Niileksela, Reynolds, & Kaufman, 2013), 
although as the fit indexes were still good, even strict MI could be inferred with more 
liberal criteria. Strict MI would mean that even the unexplained portions of the variance 
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are equal, i.e. other influencing factors besides set the factor model have similar influence. 
Weiss et al. (2013) investigated MI of modified hierarchical four-factor and five-factor 
models in a mixed clinical sample and found general support for MI in this mixed 
population.  
The results from MI studies seem to support a hypothesis of strict MI for different ages 
with modified factor models in the Finnish version as well. However, there were no studies 
examining MI in relation to educational background. Age and educational background do 
influence performance also in the Finnish version of WAIS-IV but it is not known whether 
this would affect the factor structure of the test in these different groups. As valid and 
reliable interpretation of the test depends on good enough MI, investigating different age 
groups and educational background seems a very important task indeed. 
Research Problems and Hypotheses 
As established, there is a need to provide Finnish practitioners relevant and deeper 
information about what the WAIS-IV measures and if it measures the same thing in 
different subpopulations. At the same time it also important to investigate what new the 
Finnish version has to offer for general development of WAIS-IV. This thesis will be 
based on two sequential studies. 
First, in Study 1 the structural equation model used in the manual (Figure 2) will be 
recreated and several theory and empirically guided modifications that are found in the 
literature will be tested out. 
Second, following the finding of the most suitable model, the MI of WAIS-IV will be 
tested within different age groups and levels of educational achievement. Based on the 
previous literature, it is hypothesized that the model will reach full residual measurement 
invariance (Bowden et al., 2011; Weiss et al., 2013). 
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Methods 
Participants 
The original standardization sample (n=657) represented the population of Finland by 
gender, rough geographical location, age and education according to the census in 2011. 
The data was collected by graduate psychology students who were specifically trained for 
the standardization process and in the use of WAIS-IV. The data were released to the 
Institute of Behavioural Science of the University of Helsinki to further study the test by 
NCS Pearson Inc. and their local partner, the former Psykologien Kustannus, currently 
Hogrefe Psykologien Kustannus. The raw scores for the subtests were deleted from the 
released data, leaving only the standardized scores. 
Exclusion procedure for the original sample was done both in the intake interview 
conducted through phone and with a structured questionnaire adapted from the one used in 
the US standardization process. Exclusion criteria were diagnosed conditions, illnesses, 
medication or other significant factors that could affect the cognitive performance of the 
participant. By these criteria 28 tested participants were still excluded from the final data 
by experts in clinical neuropsychology. For more details on the standardization sample and 
procedure, see the manual (Wechsler, 2012, pp. 35-40). Due to a high number of missing 
values (8), one participant was left out of the analyses in this study. After exclusion, the 
size of the sample used in analyses was 656. 
Statistical Methods 
The analyses in this study were done with IBM SPSS Statistics version 22.0.0 and its 
structural equation modeling (SEM) package IBM SPSS AMOS 22.0.0. The CFA was 
calculated using maximum likelihood estimation (MLE). Assumptions that MLE makes 
are continuity and normal distribution of data. MLE is also the preferred factor extraction 
method for this study as it is a prerequisite for calculating several commonly used fit 
indices. 
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Technically this study will concentrate on the goodness of fit between proposed models 
and the data. Thus, an array of fit indices is required. All common fit indices are calculated 
using the chi-square (χ2) distribution so it was included. A measure of χ2 change (Δχ2), 
significance test for difference of model fit and perfect fit, and a ratio with degrees of 
freedom (χ2/df) were also included. However, as the test for significant differences 
between two models done with χ2 fit index is overly sensitive with samples over 200 
(Jöreskog, 1969), the significance test won’t be the only criteria for distinguishing changes 
in fit. There is also no specific cut-off point for χ2/df but it is assumed that ratios under 2 
are indicative of good fit (Byrne, 1989). Thus, it was integral to include also other fit 
indices that are less sensitive to sample size and punish for overly complex model.  
Additional indices were selected based on the ones used in WAIS-IV Finnish manual and 
recommended in the literature (Hu & Bentler, 1998; Wechsler, 2012;). The selected indices 
were Standardized Root Mean Square Residual (SRMR), Comparative Fit Index (CFI), 
Tucker-Lewis Index (TLI), Root-Mean-Square Error of Approximation (RMSEA) and the 
Akaike Information Criterion (AIC) (Bentler, 1990; Akaike, 1987). However, the SRMR 
was used only in Study 1, as it can only be calculated from data with no missing values. 
The literature also contains some recommended cut-off values for interpreting the fit 
behind the numbers of the indexes (Hu & Bentler, 1999). For SRMR values under .08, for 
CFI & TLI, values over .95 & for RMSEA values under .06 are considered acceptable, if 
not good. As AIC in a purely comparative value, change in its value is the only way to 
interpret it; smaller value indicating improving fit.  For χ2/df there are no simple cut-off 
values but the smaller the value, the better. A study shows that change in CFI of .01 or 
larger indicates significant change in fit (Cheung & Rensvold 2002) and Hu & Bentler 
(1999) recommend it as the best overall index. Ultimately, the decision whether the fit was 
changing significantly was determined by the values of multiple indices. 
Missing Values 
Missing value analyses were made using IBM SPSS Statistics version 22.0.0. After 
excluding the participant with a high number of missing values, the overall pattern of 
missing data did not change. Missing values were mostly concentrated in the five 
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supplemental subtests, with the ten core subtests having missing values under 0.6% and 
four core subtests having no missing values at all. The supplementary subtests were shown 
to have a high amount of missing values as they ranged from 7.5% up to 13.7%. This 
amount of missing values can significantly affect data analyses if the data is not “missing 
completely at random” (MCAR) or “missing at random” (MAR) but is “not missing at 
random” (NMAR). MCAR was tested using Little’s MCAR test, which gave a generally 
acceptable level of confidence that data can be seen missing completely at random 
(χ2=277.43, 205, p=.135). This lends confidence that the results of participants with 
missing data don’t differ from other participants in any consistent way. 
In order to use the modification indices in AMOS, which require the data not to have 
missing values, the missing values were estimated using expectation-maximization (EM) 
algorithmic estimation. The EM estimation procedure provides more accurate estimations 
than listwise, pairwise or mean substitutions without losing statistical power like it happens 
with case-exclusion. Differences in indices for imputed and original data are given in 
results. All results in the tables are from analyses of data without imputation, except for the 
SRMR, as it cannot be calculated for the original data with missing values. It is unlikely 
that this should present a problem as SRMR is a robust statistic (Hu & Bentler, 1998) and 
the analyses are not dependent on just one index of fit. It is still important to note that the 
SRMR is calculated with the estimated values and thus does not necessarily fully reflect 
the actual values of the sample with missing values. 
Study 1 
The data analysis for Study #1, the analysis and modification of the SEM, was done in two 
parts.  First, the modification indices were used to guide a mixed data-theory driven 
modification process. The Modification indices in AMOS give an estimation of how the χ2 
fit index is likely to change with any given modification to the structural model. Second, 
the final analyses were re-run without imputation to make sure the EM process did not 
alter the results significantly.  
The study began by recreating the model originally reported in the Finnish WAIS-IV 
theoretical manual (Wechsler, 2012, p. 64). As the subtest scores received from Pearson 
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were standardized and the range reduced, and one more person excluded from the sample, 
it was to be expected that the model fit would differ slightly but not significantly from 
what was reported in the manual. Thus, an initial comparison was made between the 
manual and this study to make sure there were no discrepancies. After this, the 
modification process could start. 
The modifications were guided by empirical theory and literature and modification indices, 
i.e. a mix of theory and data driven approaches. The major guiding empirical sources will 
be the subtest components described in the Finnish manual (Wechsler, 2012, pp. 22-28), 
the CHC-theory of cognitive abilities and Ward et al.’s article (2012). Procedures for 
modifications to the SEM were the following: 1) Removal of non-significant factor 
loadings and error covariation paths 2) Allowing for theoretically plausible significant 
(p<.01) residual covariations that can form a coherent latent variable or indicate common 
methods 3) Allowing for theoretically plausible significant loadings (p<.01) on latent 
variables with standardized r
2
>.05. 4) A subtest will not be allowed to both load on a factor 
and have its residual correlate with the aforementioned factor’s subtest(s), unless there is a 
strong theoretical rationale. In cases where loading a subtest on a latent variable or 
correlating the residual variance with another subtest’s residual variance are competing, the 
decision will be made based on the theoretical coherence of either choice and the impact 
on the fit of the model. In the case of two theoretically coherent options, the one with the 
better fit will be chosen, and vice-versa. 
Study 2 
For the testing of MI, the participants were grouped separately according to age and 
educational achievement. For age the number of groups was 4, in the ranges of 16-24 ( n= 
176), 25-44 (n = 180), 45-64 (n = 123) and 65-92 (n = 177). For the level of educational 
achievement there were 3 groups, only primary (n = 201), secondary (n = 245) and tertiary 
or higher (n = 150), with 99 missing data on educational achievement. 
The testing of MI, i.e. whether the test measures the same construct in different groups, 
was conducted using Model 2 with an overall procedure recommended in the literature 
(Schmitt & Kuljanin, 2008; Vandenberg & Lance, 2000) using the original non-imputed 
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data. The conducted steps were the following: 1) configural invariance to make sure the 
overall structural model is the same across groups. 2) metric invariance, to confirm that the 
individual factor loadings are the same across groups. 3) scalar invariance to confirm that 
individual intercepts are the same across groups. 4) residual invariance, to confirm that the 
error variances, i.e. the unexplained variance, is the same across groups. 5) invariance of 
factor correlations to confirm that the relationships between the factors are the same across 
groups. Provided the model survives all the phases, we can comfortably say that the test 
measures the same construct in different groups, and the differences between them are the 
result of actual differences in latent factors. 
The technical procedure to test MI was conducted using recommendation from Yoon & 
Millsap (2007). Step 2, metric invariance, is done by constraining all individual factor 
loadings and releasing factor variances in all but the reference group. Step 3, scalar 
invariance, is done by constraining all individual factor intercepts and releasing factor 
means in all but the reference group. Step 4, residual invariance, is done by constraining 
the error variances to be the same across groups. Step 5, covariance invariance between 
factors, is done by constraining the covariance of the factors to be the same across groups. 
In testing for metric and scalar MI the variances and means are released in all but the 
reference group in order to be able to test for all loadings and intercepts while still 
identifying the model. In the end the decision about MI is made according to fit indices. 
The proper way would be to end when there is a significant drop in model fit, but as long 
as the fit indices show an overall fit of the model, MI can be assumed. 
Results 
Study 1; WAIS-IV Structural Equation Models 
Study 1 began by recreating the original structural model presented in the Finnish manual 
(Wechsler, 2012, p. 64). The average differences between the fit indices between the 
estimated data and data with missing (original - estimated data) values were Δχ2=-26.19, 
Δχ2/df=-.33, ΔCFI=.004, ΔTLI=-.002, ΔRMSEA=-.005 & ΔAIC=-26.29. Thus, the 
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changes to the fit are minimal. The changes made to the original structural model from the 
manual have been summarized in Table 2, along with the values of fit indices. 
Studying the estimates, it was revealed that the assumed loading of Arithmetic on the VCI 
is neither statistically nor practically significant (p=.667, r
2
<.001), and thus was removed 
which resulted in negligible change in model fit (see Table 2). The modification indices, 
however, did estimate a connection between the residuals of Information and Arithmetic 
subtests and allowing the two correlate resulted in a noticeable overall improvement in 
model fit. 
The next three steps of the analyses (1.3-1.5, Table 2) focused on the PRI and its subtests, 
Block Design, Visual Puzzles and Picture Completion. They were found to have significant 
residual covariation (i.e. covariation not explained by PRI) among each. All of the 
connections were significant (p<.001) and together resulted in a marked improvement in fit 
(Δχ2=42.44, Δχ2/df=.41, ΔSRMR=.002, ΔCFI=.011, ΔTLI=.013, ΔRMSEA=.006, 
ΔAIC=36.44). This did not reduce loadings of any of the subtests loading on PRI to be 
non-significant. 
Steps 1.6 & 1.7 were focused on analyzing the originally supposed loading of the Figure 
Weights subtest on the WMI and the finding that there is an even stronger connection 
between the residuals of Figure Weights (FW) and Arithmetic. Before step 1.6 the loading 
of FW on WMI was significant (p=.001, r
2
=0.05) and did not warrant removal. However, 
the modification indices indicated that allowing the residuals of Figure Weights and 
Arithmetic subtests to correlate would result in improvement of fit. The significance of the 
change itself was not remarkable but made the loading of FW on WMI non-significant 
(p=.398, r
2
=.006) while the correlation of residual of FW and Arithmetic was significant. 
Following the pre-established procedures, the loading of FW on WMI was removed. The 
removal resulted in a negligible change in fit, indicating that the link between residuals of 
FW and Arithmetic was stronger and had the power to explain the previously assumed 
connection. 
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Table 2 
Model fit indices 
Model χ2 df Δχ2 p χ2/df SRMRa CFI TLI RMSEA 
RMSEA 
90%CI 
AIC 
Model 1 277.18 83 
 
<.001 3.34 .055 .947 .923 .060 [.052, .068] 381.18 
1.1 AR off VCI 277.36 84 0.18 <.001 3.30 .055 .947 .924 .059 [.052, .067] 379.36 
1.2 correlated error 
between AR & IN 
260.98 83 -16.38 <.001 3.14 .054 .951 .930 .057 [.049, .065] 364.98 
1.3 correlated error 
between BD & VP 
244.97 82 -16.01 <.001 2.99 .053 .955 .935 .055 [.047, .963] 350.97 
1.4 correlated error 
between BD & PC 
231.78 81 -13.19 <.001 2.86 .052 .959 .939 .053 [.045, .061] 339.78 
1.5 correlated error 
between VP & PC 
218.54 80 -13.24 <.001 2.73 .052 .962 .943 .051 [.043, .060] 328.54 
1.6 correlated error 
between FW & AR 
209.29 79 -9.25 <.001 2.65 .051 .964 .946 .050 [.042, .058] 321.29 
1.7 FW off WMI 209.96 80 0.67 <.001 2.62 .050 .964 .947 .050 [.042, .058] 319.96 
1.8 BD on PSI 174.88 79 -35.08 <.001 2.21 .046 .974 .960 .043 [.034, .052] 286.88 
 
           
Final comparison 
           
Model 2b 174.88 79 -102.30 <.001 2.21 .046 .974 .960 .043 [.034, .052] 286.88 
Model 3 165.88 79 -9.00 <.001 2.10 .044 .976 .964 .041 [.032, .050] 277.88 
Model 4 149.11 77 -25.77 <.001 1.94 .036 .980 .969 .038 [.029, .047] 265.11 
Note. Δχ2 always incremental to the previous step/model, unless otherwise specified. a SMRS values are calculated from MI 
data. b Model 2's Δχ2 compared with Model 1. χ2=Chi-square, df=degrees of freedom, Δχ2=Change in chi-square, 
SRMR=Standardized Root Mean Square Residual, CFI=Comparative Fit Index, TLI=Tucker-Lewis Index, RMSEA=Root-
Mean-Square Error of Approximation, RMSEA=90% confidence intervals for RMSEA, AIC=Akaike Information Criterion. 
 
As the Arithmetic was found to have two unconnected residual links, a possible joint 
relationship between Arithmetic, Information and FW was investigated. Trilateral links 
were not discovered, however, based on modification and fit indices. Linking the three 
together by allowing the residuals of Information and FW to correlate only decreased the 
model fit. Both Information and FW seemed to have unique residual covariance with 
Arithmetic – along with the loading to WMI.  
Step 1.8 focuses on a new conceptual factor loading of Block Design on PSI. The 
modification indices indicated that this single loading was likely to result in a significant 
improvement in fit, which proved to be the case (Δχ2=-35.08, Δχ2/df=-.41, ΔSRMR=-.004, 
ΔCFI=.010, ΔTLI=.013, ΔRMSEA=-.007, ΔAIC=-33.08). The loading would also be 
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theoretically plausible as both PSI and Block Design emphasize psychomotor speed as a 
significant process component. 
Model 2 is structurally equivalent to the modified Model 1 (step 1.8), but the residual 
correlations have been conceptualized as latent factors and given names (see Figure 2). All 
conceptualizations and names, with the exception of the novel link between Information 
and Arithmetic, are in line with Ward, Bergman & Hebert (2012). 
 
Further analyses into Model 2 had revealed several statistically viable ways to improve the 
fit of the model; residual 1
st
 order factor correlations being the most theoretically 
interesting and plausible. As it is, there seemed to be residual correlations between the 
indexes that are not fully explained by the g-factor or the indexes. A viable empirically 
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based alternative would be to suppose an intermediary factor, the General Ability Index 
(GAI) (Wechsler, 2012, pp. 91-92) comprising of the VCI and PRI and in the end loading 
to G. This change resulted in Model 3 and an improvement in fit (see Table 2), which was 
not statistically significant. Another trials were the Verbal (VCI + WMI) and Performance 
IQ (PRI + PSI) factors used still in the WAIS-III (Wechsler, 1997), but resulted in negative 
residual variance. 
 
Thus, as supposing extra factors did not change the fact that residual factor correlations are 
an issue, the 1
st
 order factors were allowed to correlate amongst each other (see in Figure 
4). The changes in Model 4 resulted in a noticeable change in overall fit according to the fit 
indices when compared with Model 2 (as Model 4 does not suppose GAI & CPI), Δχ2=-
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25.77, Δχ2/df=-.27, ΔSRMR=-.010, ΔCFI=.006, ΔTLI=.009, ΔRMSEA=-.005, ΔAIC=-
21.77. Even though the fit of Model 2 did improve with adding GAI into the model, it was 
not included in the final Model 4 as including it resulted in a reduction in fit in models 
without g. Compared with the original model, the improvement in fit is significant, Δχ2=-
128.07, Δχ2/df=-1.40, ΔSRMR=-.019, ΔCFI=.033, ΔTLI=.046, ΔRMSEA=-.022, ΔAIC=-
116.07. Model 4 had the best fit the data according to all indices and was thus selected to 
be the final model to be used for MI analyses. 
Study  2; WAIS-IV Measurement Invariance 
The stepwise change in model fit for the Model 4 that was selected in Study 1 can be seen 
in Table 3. 
 
Table 3 
Fit indices for analysis of Measurement Invariance 
Step χ2 df Δχ2 p χ2/df CFI TLI RMSEA 
RMSEA 
90%CI 
AIC 
Educational achievement 
         
Configural invariance 283.05 231 
 
.011 1.23 .982 .972 .019 [.010, .027] 631.05 
Metric invariance 318.76 259 -35.71 .007 1.23 .979 .971 .020 [.011, .027] 610.76 
Scalar invariance 362.17 275 -43.41 <.001 1.32 .970 .960 .023 [.016, .029] 622.17 
Residual invariance 400.14 305 -37.97 <.001 1.31 .967 .961 .023 [.016, .029] 600.14 
Factor & error covariances 
invariant 
410.73 319 -10.59 <.001 1.29 .968 .964 .022 [.015, .028] 582.73 
 
          
Age 
 
         Configural invariance 448.23 308 
 
<.001 1.46 .962 .941 .026 [.021, .032] 912.23 
Metric invariance 486.15 353 -37.93 <.001 1.39 .963 .950 .024 [.019, .029] 866.15 
Scalar invariance 489.70 374 -3.55 <.001 1.31 .969 .960 .022 [.016, .027] 821.70 
Residual invariance 558.61 419 -68.91 <.001 1.33 .962 .957 .023 [.017, .027] 800.61 
Factor & error covariances 
invariant 
569.53 440 -10.92 <.001 1.29 .965 .962 .021 [.016, .026] 769.53 
Note. χ2=Chi-square, df=degrees of freedom, Δχ2=Change in chi-square, SRMR=Standardized Root Mean Square 
Residual, CFI=Comparative Fit Index, TLI=Tucker-Lewis Index, RMSEA=Root-Mean-Square Error of 
Approximation, RMSEA=90% confidence intervals for RMSEA, AIC=Akaike Information Criterion. 
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Fit indices for MI analysis of educational achievement indicated a gradual drop in fit for all 
indices, except the AIC. Despite the significant decline in fit, the model still proved to have 
acceptable levels of fit. It is then possible to conclude that Model 4 reaches full MI 
regarding educational achievement. 
Fit indices for MI improved for all other indices, except the pure chi-square measure, 
which can’t be interpreted without degrees of freedom. The TLI did not fulfill the set 
criteria for acceptable fit on the configural invariance step but does not change that as a 
whole the model still showed an acceptable amount of fit. 
Discussion 
The results of Study 1 clearly indicate a drastic improvement in fit over the incremental 
changes made to the original model finally resulting into the final Model 4. The significant 
and substantial change in fit adds to a growing body of literature that the originally 
reported model can be substantially improved. The study also shows one connection yet 
unpublished in scientific literature on WAIS-IV. Study 2 shows that the improved 
structural model holds in analyses of MI for both different age groups and levels of 
educational achievement. The null hypotheses can be rejected with confidence and MI can 
be assumed. The implications are both theoretically and practically significant. 
Best fit for a theoretically viable model was reached by collapsing the g and allowing each 
of the index factors correlate independently with each other. This questions the notion that 
g is the sole reason to explain the positive manifold between measures of intelligence. 
There is ample evidence in this study that g as a psychometric construct was the biggest 
single factor explaining the positive manifold, but it seems that it was not the only one.  
Based on the modification indices and superiority of Model 4 over Model 2 the latent first 
order factors appear more independent and have more complex interrelations than the 
original hierarchical model in the manual (Wechsler, 2012, p. 64) would imply. This is not 
a claim about the etiology of g but a psychometric assertion. G and its close correlate FSIQ 
are clearly valid and reliable measures of overall cognitive ability, psychometrically 
speaking. The results do not challenge that but paint a complimentary and a more complex 
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picture about the interrelatedness of the subtests. This is also important information for 
clinicians as the four Indexes have differing relations amongst each other. Model 4 seems 
to be the clearest way to present this conclusion. 
The result with perhaps the most potent call for a theoretical revision for the Wechsler test 
series comes in the form of a factor formed from three subtests (Block Design (BD), Visual 
Puzzles (VP) & Picture Completion(PC)) previously loaded solely on the PRI, namely the 
Spatial Visualization (SV). Spatial Visualization is the apparent name for the factor as all 
the three subtests require explicit spatial processing to perceive the stimuli. This finding 
mirrors the work done by Ward et al. (2012). The finding shows the complex 
interpretability of the PRI subtests and perhaps calls for a division between the factors. 
This is what several researchers have done in their factor analytic studies of WAIS-IV 
when supposing a 5-factor model based on the CHC theory (Benton et al., 2010; Cignac et 
al., 2013; Golay et al., 2013; Ward et al., 2012; Weiss et al., 2013). In these studies the PRI 
was divided into visual and fluid intelligences, Gv and Gf respectively, respecting the CHC 
terminology. It is of some importance here to note that the new WISC-V has adopted this 
division (see Wechsler, 2014).  
There is some evidence to both support and stand against dividing PRI into Gf and Gv in 
the WAIS-IV. All of the three subtests SV subtests carry a significant requirement to be 
able to make sense of visual information, not only reason based on that information. As a 
contrast, both the Matrix Reasoning (MR) and FW are visual tasks as well but with lesser 
requirements to make sense of the visual information but seem to have higher requirements 
for inductive reasoning ability, i.e. fluid intelligence. Relating to this, in Model 2, both MR 
and FW have strong loadings on the g-factor both in other studies as well as in this one 
(.656 & .642, respectively) compared with BD, VP and PC (.542, .500 & .319, 
respectively). After including SV into the model, two of the three subtests, BD and PC, had 
lower loadings on the PRI than before inclusion in the original model (70 vs. .49 & .49 vs 
.33, respectively). FW on the other hand had a higher loading on PRI (.48 vs .74), possibly 
because the PRI would be now more concentrated on inductive reasoning. All of the three 
subtests in SV, however, did still have stronger loadings on the PRI, rather than on SV. 
35 
 
This seems to speak for a sort of a division but not a clear cut one. On the other hand the 
PRI seems to be more focused on a (visual?) inductive reasoning factor now that the 
confounding Spatial Visualization is being controlled for. But this hardly makes for a sharp 
division between the subtests into a visual intelligence (Gv) factor including BD, VP & PC 
and a fluid intelligence (Gf) factor including MR & FW. While the PRI is complex to 
interpret, sharply dividing it into two would seem to overestimate the extent to which the 
factors are uniquely distinguishable from the subtests. It should be pointed out that the 
factor eigenvalues for the 5th or more factors are <1 in the Finnish data, based on a post 
hoc exploratory factor analysis with maximum likelihood extraction. The low eigenvalues 
speak of a smaller contribution of an added factor. Clearly a more in depth factorial study 
is required before recommending a division in the Finnish version of WAIS-IV between 
the Gv and Gf as proposed by some researchers (Benson et al., 2010; Canivez et al., 2010; 
Cignac et al., 2013; Golay et al.,2013; Weiss et al., 2013). However, clinicians are 
encouraged to consider the finding that some subtests of PRI also carry a notable spatial 
visualization component which may be a distinct cognitive process from visual or 
inductive perceptual reasoning, or fluid intelligence. Two subtests, the MR and FW, also 
seem to be much more concentrated on a reasoning-based factor rather than a spatial 
visualization factor. 
A very interesting finding in this study is that BD was discovered to load significantly on 
the PSI. While this has not been shown in previous factorial research on WAIS-IV, this 
conceptual link has been known to exist as mentioned in the manual (Wechsler, 2012, p. 
24). The reason for this link might also be rather obvious, namely the time related bonuses 
in the scoring of the test. In order to gain the highest scores in the subtest not only is the 
person required to have immense speed and clarity in spatial visualization but also in 
psychomotor functions and hand-eye coordination, both of whom the subtests under PSI 
measure. WAIS-IV also affords a possibility to score the subtest without giving time 
related bonuses and this might serve to eliminate the link. The finding gives added 
emphasis to the importance of the contrast scores in eliminating confounding influences 
such as processing speed from measuring the Spatial Visualization and perceptual 
reasoning component of the subtest. 
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The conceptualization of the Arithmetic subtest as partly loading on the VCI was 
questioned in the beginning of study 1, and linked more with the Information subtest (steps 
1.1 & 1.2) just as Niileksela et al (2013) found using comparable methods. Niileksela et al. 
(2013) did not find the link strong enough to warrant a theorized ability composite (r = .22) 
and suspected it was unlikely to replicate across samples. The now replicated and slightly 
stronger (r = .33) link between residuals of Information and Arithmetic, however, seems 
best conceptualized as Educational Achievement (EA). Both Information and Arithmetic 
depend heavily on culturally dependent knowledge, most often gained through formal 
education in the Finnish society. While loading the Arithmetic on VCI is conceptually 
plausible, it has been clear from a few previous studies (Benson et al., 2010; Ward et al., 
2012; Weiss et al., 2013) on the American & Canadian standardization sample as well as 
the Finnish manual (Wechsler, 2012, p. 64) that the link holds a very weak empirical claim 
in the normal population and this was found to be the case as well in the current study. The 
link may certainly, however, exist in groups and individuals with limited language 
abilities. The Information and Arithmetic subtests might be more sensitive to differences in 
educational achievement and keeping this in mind is important in subpopulations where 
discrepancies between general cognitive ability and educational achievement are more 
likely, such as psychiatric in- and outpatients. 
Another theoretically significant connection that was made with Arithmetic was the FW 
subtest, thus making the link between FW and the WMI non-significant. This has been 
observed in previous literature (Ward et al., 2012; Weiss et al., 2013) lending supported 
credibility to this claim. In the previous studies the link has been conceptualized as 
Quantitative Reasoning either as its own factor or a subservient for fluid intelligence (Gf) 
and theoretically associated with the CHC model of intellectual abilities. This also seems 
to be a justified conceptualization as opposed to having FW load on WMI, which should 
conceptually tax the auditory sketchpad part of working memory rather than the 
visuospatial sketchpad (working memory as conceptualized by Baddeley, 2000), while FW 
being a visual task like VP, which presumably would employ visuospatial sketchpad, does 
not load on the auditory sketchpad focused WMI (Ward et al., 2012). Quantitative 
Reasoning seems a much more plausible ability to underlie the correlation. 
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The correlation between the residuals of DS and LN are most likely due to common-
method covariance. Respecting earlier research (Ward et al., 2012) the latent factor was 
named Letter-Number Sequencing.  
Of all the subtests, Arithmetic and BD proved to have the most loadings to latent 
constructs. While BD’s loading on PSI is explainable due to the nature of the scoring 
system, the Arithmetic subtest genuinely seems to be a factorially complex subtest. In 
model 4 it has loadings on working memory, quantitative reasoning and educational 
achievement. According to total effects, it is also highly related the g-factor included in 
Model 2 (Figure 3), making it the 3
rd
 most g-rich subtest in the test, after the MR and FW 
(.638, see Appendix X). This strong connection has been noticed also in other studies, 
often loading the subtest straight on the fluid, Gf, factor, or indirectly through Quantitative 
Reasoning. It has been in the top 2 of subtest loadings on g in two major studies that 
included the data (Benson et al., 2010; Weiss et al., 2013). Despite the strong link to g, it 
must be cautioned that the Arithmetic is also much more confounded with other factors, 
unlike MR which is also a strong measure of g and a factorially simpler subtest at least in 
the context of WAIS-IV. 
The intermediate factor GAI in Model 3 was also shown to fit slightly better than Model 2. 
A recent study done on the Woodcock Johnson III intelligence battery also suggested 
intermediate factors between 1
st
 and 2
nd
 levels (Taub & McGrew, 2014). Especially their 
broad “Cognitive efficiency” factor seems identical in content to the CPI. This might be 
taken as an indication of further future developments as intermediary factors between the 
g-factor and 1
st
 order factors are studied more. 
Several other residual correlations had also been considered for this study but failed to 
meet inclusion criteria. Such were loading Picture Completion on PSI and Coding on VCI, 
linking the residuals of Matrix Reasoning and Symbol Search, and Information and 
Cancellation. All of them failed to meet the criteria for empirical strength of the connection 
and only loading PC on PSI seems to be theoretically viable as PSI does also measure 
speed and accuracy of visual search to some degree. 
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As WAIS-IV is used in various clinical populations in Finland, it is important to know 
whether the test actually has MI. MI is necessary to establish that the test measures the 
same abilities for different people. Unfortunately MI is often assumed without an actual 
investigation. In study 2, full MI was established for all levels of educational achievement 
and age groups. With educational achievement the fit indices did indicate of a drop in fit 
(e.g. ΔCFI=-.014) but still equivocally spoke of a well-fitting model. With age of the 
subject the fit indices did not decrease. The results indicate that subtest covariance does not 
markedly change within different groups of these two subpopulations. Previous studies on 
MI of WAIS-IV in other countries also support the conclusions on age related invariance 
(Bowden et al., 2011; Niileksela et al., 2013). This gives confidence to clinicians that at 
least in normal population the test measures what it claims to measure among 
subpopulations of different ages or educational achievement. This could also extend to 
mixed clinical populations (Weiss et al., 2013), although most likely only less severe ones. 
Limitations 
There are some limitations in the current study. The first one is related to using 
standardized scores only which was due to the fact that the released data only contained the 
standardized scores, leaving out the raw scores. Standardization process of the raw scores 
itself should not markedly affect how subtests covary, but as it limits the range of the 
scores, it also eliminates part of the variance. This could have a small effect on the 
covariance matrix and thus the factor analysis. However, as the process should not cause 
any systematic bias in the data, it is highly unlikely the results would change in any 
statistically or practically significant way. This conclusion is also backed up by the 
convergence with factor analytic research on WAIS-IV outside of Finland. 
The second limitation is related to imputation. It is possible that the use of imputed data in 
the modification indices -guided structural model construction affected the outcome. The 
imputation could have affected the modification indices so that it the modifications path 
taken was misleading. Analyses of the data did, however, show that missing data was 
missing completely at random (MCAR). Furthermore, imputation using the EM algorithm 
is unlikely to encourage that gross bias in the data and the differences in fit indices from 
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the imputed and original data were marginal. The SEM construction wasn’t also only 
informed by data driven approaches but also by theoretical considerations and the solution 
was also collaborated by the original data with missing values. The chance for the 
modification indices to have misled the construction is therefore very small. 
The third limitation is related to the nature of the normative sample. As the data of the 
study was collected from people in the general population and any instances where health 
problems could have had an impact on the results were removed it is important to note that 
the generalizability of the results is vastly limited in certain clinical contexts. This being 
noted, there is quite strong evidence that the WAIS-IV has full MI in American mixed 
clinical populations (Weiss et al., 2013).  However, there is ground to criticize such a study 
for using a very heterogeneous sample for MI testing. The uniqueness of several abnormal 
groups is easily lost when pooling data like that. The study only shows that groups 
classified as “clinical” do not have a general abnormality about them in terms of what 
WAIS-IV measures in them.  
Hence, it shouldn’t be concluded that individual groups don’t differ. Data from normal 
population is limited in informing us what the WAIS-IV measures in certain special groups 
such as people with neurological disorders or trauma, neuropsychiatric disorder or 
neurodevelopmental disorders. As there is increasing research indicating that intelligence 
operates in an integrative manner in the brains of healthy individuals as the P-FIT theory 
suggests (Cole et al., 2012; Colom et al., 2009; Jung & Haier, 2007a), it is important to be 
aware that in people whose brains do not function the same way the psychometric structure 
of intelligence could also be different. 
Future Directions 
The BD – PSI loading could not be fully investigated as item-level data or separate scoring 
was not available. The link found in this study may be well controlled for by the additional 
time-free scoring method. This is because the highest scorers don’t only need to perceive 
the stimulus correctly but also rotate and organize the cubes manually extremely fast for 
the highest time-bonuses. Further studies or manual reports are encouraged to make use of 
item-level scores or specifically request time-free scores to see whether the link with PSI is 
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also confounding the time-free scores. It seems likely that the time-free scores are free of 
the PSI influence in high scorers but this is not so clear with the low scorers, as the lower 
time limit still stays. Despite uncertain nature of the link under time-free scoring, it is 
advisable that clinicians use time-free scoring as an additional measure to control for the 
possible confounding effect of psychomotor speed.  
While Model 4 fit the data very well, it should be noted that there are still other factorial 
solutions and methods to consider. The recent scientific literature has seen a wide variety 
of confirmatory analyses based on different theories of intelligence. A CHC-based 5-factor 
model has been seen in the work of Benson et al. (2010), Weiss et al. (2013) or the bi-
factor model (direct non-hierarchical model) seen in the work of Cignac et al. (2013). 
Caution is advised, however, in interpreting bi-factor model fit as a recent study indicates 
that most CFA fitting procedures are substantively biased towards favoring bi-factor 
solutions even against real data indications (Murray & Johnson, 2013). All solutions 
seemed to be improvements psychometrically, however slight, over the original WAIS-IV 
4-factor solution. A methodologically notable factor analytic study on WISV-IV was 
conducted by Golay et al. (2013) based on Bayesian structural equation modeling, also 
supporting a 5-factor solution. 
A CHC-based 5-factor structural equation modelling investigation into the Finnish version 
is warranted by the available scientific literature, both as indirect hierarchic and direct 
hierarchic (bi-factor model) as well as employing more advanced mathematical methods 
such as Bayesian estimation. While studies analyzing the factorial composition of WAIS-
IV might not serve the immediate needs of the clinical field (Canivez, 2013), both the 
science of psychology and clinicians will benefit from the added value into test 
development. Caution in employing CHC based interpretation of the WAIS-IV is 
suggested as some constructs might not be adequately measured by a test not designed to 
measure the construct, or there might not be enough subtests to give a reliable estimate of 
the construct. Cross-battery studies would likely yield the most enlightening and consistent 
results (Flanagan et al., 2013), as any battery is limited to only the subtests it has and the 
correlations could be better disentangled in samples with more variables. 
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Some of the findings in this study could be interpreted through the CHC lens even if that 
was not the purpose of this study: The Spatial Visualization could be seen to connect with 
Visual Processing (Gv), the quantitative reasoning with the Fluid Reasoning (Gf) 
subservient Quantitative Reasoning (RQ) and the remaining Matrix Reasoning and Figure 
Weights straight with Gf. It also warrants attention that the 5-factor model has been 
adopted in the new WISC-V (Wechsler, 2014). This could be seen to foreshadow a similar 
change for WAIS-V. 
A line of research that would have immediate clinical use would be to validate shorter 
forms of WAIS-IV for settings where time or patient exhaustion is a concern. This would 
make the battery much more accessible for psychologists pressed on time. 
The present study establishes full MI for different levels of education and ages in normal 
healthy Finnish population but the results are limited when it comes to making 
generalizations about MI in specific subgroups. These groups can even include people 
whose first language is not Finnish.  According to Statistics Finland 5.7% of the population 
of Finland speak a foreign first language and 5.3% the other domestic language, Swedish 
(Statistics Finland, 2014, trans. Tilastokeskus), so around 11% of the total population.  
Other relevant groups for psychologists are people with neurological disorders or trauma, 
neurodevelopmental or neuropsychiatric disorders such as schizophrenia, autism and 
ADHD. Psychologists and neuropsychologists are employing WAIS-III and WAIS-IV 
daily in populations on which we have hardly any substantive data in Finland. It is of 
utmost clinical importance for decision making in treatment planning and execution, and 
well within our clients’ rights that we know how to employ our tests correctly. I wish to 
especially highlight the need to conduct proper data collection in various unique disorders 
or brain trauma populations to establish whether or not WAIS-IV reaches full MI with 
these populations as well.  
The field of intelligence research seem finally getting close to a new level of maturity as is 
evidenced by the emerging convergence of results in the factorial studies of WAIS-IV and 
WISC-IV (Bowden, 2013), whether they were interpreted to indicate a 4- or 5-factor 
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solution, and the finding of a very unitary psychometric g in cross-battery studies 
(Johnson, te Nijenhuis, & Bouchard, 2008). Flanagan et al. (2013) encourage further cross-
battery studies to better determine what is and what is not measured by our methods. They 
(Flanagan et al., 2013) champion an overarching theoretical framework, namely the CHC-
theory, to guide such research. Overall, adopting a test-free theoretical framework such as 
the CHC or Vernon’s theory will also aid in communicating back-and-forth between the 
scientific community and the clinicians. This is not a suggestion to accept the status quo, 
but to adopt the “best estimate” until a better one comes along. 
Researchers are encouraged to boldly look further into non-g models of intelligence. This 
study indicates that there are more latent cross-loadings between the first order factors than 
what general hierarchic g-based models would predict. Freeing the first order-factors to 
cross-load freely would better communicate that there might not be just one factor behind 
the positive manifold. While the psychometric g is often seen as a single general factor, 
research is making clearer by the day that there is no need for a single physical construct or 
process behind it (Conway & Kovacs, 2013, pp. 247-252). Studying how the first order 
factors are correlated, besides the psychometric g, with the aid of neuroscientific methods, 
might offer us further clues into how intelligence appears in the brains. A century old 
Spearman’s hypothesis about general intelligence being near perfectly correlated with 
general sensory discrimination ability (GSDA; Spearman, 1904) has also many possible 
lines of research about the applicability of GSDA in different context, such as how it 
relates to development of cognitive abilities with age and their decline, and what role it 
could play in different neurological and neuropsychiatric conditions. 
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Conclusions 
The study replicated some findings of earlier research (esp. Ward et al., 2012), questioned 
earlier research and revealed some new connections and finally established full 
measurement variance for people of different ages and educational background in the 
Finnish population. The results indicated that the positive manifold is best modeled by free 
inter-correlations, i.e. an oblique non-g model. It also replicated the Spatial Visualization 
factor with loadings from Block Design, Visual Puzzles and Picture Completion, and 
Quantitative Reasoning with Figure Weights and Arithmetic, as seen in Ward et al. (2012). 
A previously known but recently not mentioned link Block Design and Processing Speed 
was found. The study questions the link between Arithmetic and Visual Comprehension 
and links it to the correlation between the residuals of Information and Arithmetic, which 
was interpreted as Educational Achievement. The results of the study are highly useful for 
clinicians employing the battery in their work. 
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