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Abstract
The major sources of uncertainty in short-term assessment of global horizontal radiation
(G) are the pyranometer type and their operation conditions for measurements, whereas the
modeling approach and the geographic location are critical for estimations. The influence of
all these factors in the uncertainty of the data has rarely been compared. Conversely, solar
radiation data users are increasingly demanding more accurate uncertainty estimations. Here
we compare the annual bias and uncertainty of all the mentioned factors using 732 weather
stations located in Spain, two satellite-based products and three reanalyses.
The largest uncertainties were associated to operational errors such as shading (bias = -8.0%)
or soiling (bias = -9.4%), which occurred frequently in low-quality monitoring networks but are
rarely detected because they pass conventional QC tests. Uncertainty in estimations greatly
changed from reanalysis to satellite-based products, ranging from the gross accuracy of ERA-
Interim (+6.1+18.8 6.7 %) to the high quality and spatial homogeneity of SARAH-1 (+1.4
+5.6
 5.3%).
Finally, photodiodes from the Spanish agricultural network SIAR showed an uncertainty of
+6.9
 5.4%, which is far greater than that of secondary standards (±1.5%) and similar to SARAH-
1. This is probably caused by the presence of undetectable operational errors and the use of
uncorrected photodiodes. Photodiode measurements from low-quality monitoring networks
such as SIAR should be used with caution, because the chances of adding extra uncertainties
due to poor maintenance or inadequate calibration considerably increase.
Keywords: horizontal irradiance; uncertainty; satellite-based model; pyranometer; quality
control
Nomenclature
D difference between test and reference value
B beam (direct) surface irradiance received on a horizontal plane
D diffuse surface irradiance received on a horizontal plane
G global surface irradiance received on a horizontal plane
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1. Introduction
Solar resource assessment is essential for many disciplines such as environmental sciences,
climatology or energy production. They constantly demand more accurate solar radiation data
with high spatial and temporal coverage, but there is also a growing interest on the uncertainty
of the data. This information allows performing uncertainty propagation studies of models that
use solar radiation as input (Thevenard and Pelland, 2013). A good example of such is yield
estimations for new PV systems (Müller et al., 2017), where large uncertainties in solar data lead
to high financial costs. A better understanding of these uncertainties would also contribute to
mitigate their impact, as well as to select the best source of data for each application.
Uncertainty of solar radiation data depends on the source of data used and the type of radia-
tion analyzed. Data is typically available as global horizontal irradiance (G), that is the surface-
downwelling shortwave radiation received on a horizontal plane. For short-term assessments,
the uncertainty of G primarily depends on whether the data is measured or estimated. The type
of pyranometer and the maintenance procedures are the dominant factors in measured data
(McArthur, 2005), while the quality of estimations strongly varies with the modeling approach
(Urraca et al., 2017c). For long-term assessments, the inter-annual variability of solar radiation
and the decadal trends, known as global dimming and brightening (Wild, 2009; Müller et al.,
2014), must be also accounted. Additional uncertainties appear if other variables are used, such
as the diffuse (D) and beam (B) components or the irradiance at tilted surfaces (Gt). This is
because these variables are rarely measured, especially Gt, and are usually derived from G us-
ing decomposition (Gueymard and Ruiz-Arias, 2016; Moretón et al., 2017) and transposition
(Ineichen, 2011; Gracia and Huld, 2013) models. Herein we will only address the sources of
uncertainty in short-term assessment of G. We refer to the works listed above for evaluations of
the uncertainties related to long-term effects, decomposition and transposition models.
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Pyranometers are the most accurate source of G data when they are well-calibrated and
properly maintained. The main types of outdoor sensors are thermopiles and silicon-based
photodiodes (Vignola et al., 2012). Thermopiles are based on the thermoelectric effect and typi-
cally achieve the lowest uncertainty. They are the only ones compliant with the requirements of
WMO (WMO, 2008) and ISO 9060:1990 (ISO, 1990), which classifies them from highest to lowest
accuracy in (i) secondary standard, (ii) first class and (iii) second class. Photodiode sensors are
based on the photovoltaic effect and are an attractive alternative to thermopiles for remote areas
and agricultural monitoring stations because of their significantly lower cost and less mainte-
nance. Besides, their fast time response makes them the detectors used by rotating shadowband
irradiometers (RSI) with continuous rotation, which provide simultaneous records of G, B and
D by shading and unshading the detector periodically (Sengupta et al., 2017). However, pho-
todiodes generally have a lower accuracy than thermopiles, mainly due to the narrow spectral
response of silicon. Overall, uncertainty in ground measurements largely varies with the type
and cost of the instrument. Some of the factors limiting their accuracy are the cosine error, lin-
earity, spectral effects and temperature dependence (Diresse et al., 2016). The implementation of
corrections for these defects becomes essential to achieve acceptable uncertainties (Al-Rasheedi
et al., 2018). All these errors are inherent to the sensor and its calibration, and are referred to as
equipment errors (Younes et al., 2005; Journée and Bertrand, 2011). Excluding large deviations in
the calibration constants, equipment errors cannot be detected with quality control (QC) meth-
ods and are commonly present in measured data.
The operation conditions of measurement stations introduce additional uncertainties in ground
records. This is the case of shading by surrounding objects, accumulation of dust or snow, in-
correct leveling of the sensor and electronic problems (Younes et al., 2005; Journée and Bertrand,
2011). All of them are referred to as operational errors and are independent of the type of sensor
employed. Their magnitude highly varies with the severity of the defect but is generally larger
than that of equipment errors. The probability of detecting operational errors should be there-
fore higher, but common defects, such as shading and soiling, produce acceptable records from
a physical perspective. Hence, finding most operational errors in practice is also unlikely (Ur-
raca et al., 2017a) and they are frequent in ground datasets, especially on those from low-quality
networks and stations under extreme weather conditions.
Estimations are used in the absence of ground records, which is the most common case due
to the sparsity and limited temporal coverage of ground stations. Satellite-based and reanaly-
sis models are the most extended approaches (Bojanowski et al., 2014; Urraca et al., 2017c), as
they provide long-time series with spatially continuous estimations. Satellite-based models use
images from geostationary and polar-orbiting satellites to estimate cloud properties, and are
the most popular method due to their superior quality (Sengupta et al., 2015; Polo et al., 2016).
Reanalyses are based on the combination of numeric weather prediction (NWP) models with
ground and satellite observations, but they generally have less accuracy than satellite-based
models, mainly due to their coarse spatial resolutions (30-80 km). On their plus side, they pro-
vide hourly estimations of surface irradiance with global coverage, without gaps and include
many other climatic variables. The uncertainty of these products greatly varies spatially because
it depends not only on the characteristics of the database but also on the particular conditions
of the place being assessed (Urraca et al., 2017b).
The uncertainty in some of the sources of solar radiation data listed above has been ana-
lyzed individually. Radiation databases are commonly validated against measurements from
high quality ground stations (Suri and Cebecauer, 2014; Ineichen, 2014; Bojanowski et al., 2014;
Urraca et al., 2017b, 2018). The uncertainty of thermopiles (Habte et al., 2015; Vuilleumier et al.,
2014; Reda, 2012) and photodiodes (Al-Rasheedi et al., 2018; Wilbert et al., 2015; Geuder et al.,
2014) has been evaluated with side-by-side comparisons against reference sensors, limiting the
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number of radiometers used in these studies. The magnitude of cosine errors, linearity effect,
temperature dependence and spectral mismatch has also been estimated (Sengupta et al., 2012;
Driesse et al., 2015; Diresse et al., 2016). Nonetheless, uncertainties in estimated and measured
data are rarely evaluated and compared within a common framework, and there is a lack of in-
formation about the impact of operational errors because they are rarely detected by QC tests.
Our main goal in this study is to evaluate the uncertainty in annual G associated to (i) esti-
mations, (ii) operational errors and (iii) equipment errors. For that, we use measurements from
732 Spanish stations and estimations from two satellite-based products and three reanalyses.
The study is conducted in annual terms from 2005 to 2013 because this is the common tempo-
ral resolution used for the prospection of new PV systems (Müller et al., 2017); however daily
uncertainties are also reported for the comparison with previous studies. In case of equipment
errors, the lack of collocated reference radiometers hinders a strict uncertainty estimation. We
assume that the field uncertainty of the 53 secondary standard thermopiles from the national
meteorological network should be close to their calibration uncertainty. Based on this, we make
a rough estimate of the uncertainty of photodiodes that have a secondary standard closer than
20 km. Note that part of this uncertainty may be due to the reference instrument and to the
validation procedure. Finally, using a novel QC method (Urraca et al., 2017a) we detect small
operational errors by comparing the measurements against estimations from different indepen-
dent radiation databases. The cause of each operational error is identified by visual inspection
of the plots generated with the QC method, allowing the estimation of the uncertainty associ-
ated to each type of operational defect.
2. Data
2.1. Measurements: Weather stations
Fig. 1: Locations of the monitoring stations used in the study.
Ground records of G were retrieved from all Spanish weather stations that provided them
at no cost (Fig. 1). This results in a ground dataset comprised by 732 stations distributed in 9
networks, including global networks such as the Baseline Radiation Surface Network (BSRN)
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(BSRN, 2017), national networks such as the Agencia Estatal de Meterología (AEMET) (AEMET,
2017) and the Servicio Integral de Asesoramiento al Regante (SIAR) (SIAR, 2015), and several
regional networks such as Meteo Navarra (Meteo Navarra, 2017), Meteocat (Meteocat, 2017),
Euskalmet (Euskalmet, 2017), MeteoGalicia (MeteoGalicia, 2017), the SIAR branch in La Rioja
(SIAR Rioja) (SIAR La Rioja, 2017) and SOS Rioja (SOS Rioja, 2017). G was downloaded at
the highest temporal resolution freely provided for the period 2005-2013 (Table 1). Only years
with at least 7500 hours of valid data were included in this study. The number of years available
varies between the stations. For each station, the information about the pyranometer model was
collected and sensors were accordingly classified as thermopile (281 stations) and photodiode
pyranometers (380 stations). Note that some SIAR stations belong to the Spanish Ministry of
Agriculture and some others to the regional governments, so some differences may exist in the
maintenance and calibration routines.
Table 1: Description of the monitoring networks included in this study.
Type of pyranometer b
Network Type a Extent Temporalresolution SS FC SC Ph. NR Stations
BSRN met. World 1 min 1 - - - - 1
AEMET met. Spain 1 d 53 - - - - 53
SIAR agr. Spain 30 min - 19 35 348 66 468
Meteo Navarra met. Navarra 1 d 26 - - - - 26
Meteocat met. Cataluña 1 d - 15 - 5 - 20
Euskalmet met. Euskadi 10 min 43 - - - - 43
MeteoGalicia met. Galicia 10 min 1 21 34 27 1 84
SIAR Rioja agr. La Rioja 1 h - - 21 - - 21
SOS Rioja eme. La Rioja 1 h - 12 - - 4 16
Total 124 67 90 380 71 732
a rad. = radiometric, met. = meteorological, agr. = agricultural, eme. = emergencies.
b SS = secondary standard, FC = first class, SC = second class, Ph. = photodiode, NR = Not
Reported
2.2. Estimations: Radiation products
Two satellite-based products and three reanalyses were used to study the uncertainty of
radiation products (Table 2). Both satellite-based products are developed by the Satellite Ap-
plication Facility on Climate Monitoring (CM SAF): SARAH-1 (Müller et al., 2015b,c), using
images from the Meteosat geostationary satellites, and CLARA-A1 (Karlsson et al., 2012), us-
ing observations from polar-orbiting satellites. Both databases have been produced following
a semi-empirical modeling approach where the cloud coverage is calculated from the satellite
images and then it is combined with estimations from a clear-sky model. Products based on
geostationary satellites are the most widely used because these satellites have temporal resolu-
tions up to 15-min and spatial resolutions around 3-6 km. However, they only cover latitudes
within ±65 . Conversely, polar-orbiting satellites cover the whole world but products using
these satellites can only provide daily values. This is because each satellite passes over the equa-
torial region only twice per day (one diurnal observation and a complementary observation 12
hours later at night). Since 2000, CLARA-A1 uses records from 3-5 polar satellites (NOAA and
Metop seires) that are distributed in different observation nodes, passing over a region at differ-
ent diurnal times. Therefore, it uses 3-5 diurnal satellite images to calculate the cloud coverage,
limiting its output resolution to daily averages. More detailed information and validations of
these products can be found in the literature (Urraca et al., 2017b; Riihelä et al., 2015).
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The reanalysis datasets selected are two global reanalyses and one high-resolution regional
reanalysis. The two global reanalyses are developed by the European Centre of Medium-range
Weather Forecast (ECMWF): ERA-Interim (Dee et al., 2011), which is currently the operational
dataset of ECMWF, and ERA5 (ECMWF, 2017), which will substitute ERA-Interim by the end
of 2019. Both products use a similar modeling approach but ERA5 presents higher spatial (31
vs. 81 km) and temporal (1h vs. 3h) resolutions. A preliminary validation of surface irradiance
data from ERA5 (Urraca et al., 2018) revealed a substantial improvement in the estimation of
surface irradiance compared to former global products such as ERA-Interim. The regional re-
analysis used is COSMO-REA6 (Bollmeyer et al., 2015), developed by the Hans-Ertel-Centre for
Weather Research of Deutscher Wetterdienst (HErZ/DWD) for Europe. COSMO-REA6, based
on the regional NWP model from the DWD, uses a high-resolution grid of 6.2 km based on the
CORDEX EUR-11 domain.
Table 2: Main features of the radiation products included in this study.
Product Spatial Coverage Period Spatial resolution Temporal resolution Variables
ERA-Interim Global 1979 - present 0.75 ⇥0.75 (81 km) 3 h G
ERA5 Global 1950 - presenta 0.28 ⇥ 0.28 (31 km) 1 h G, B
COSMO-REA6 Europe 1995 - 2014 0.055 ⇥ 0.055 (6.2 km) 1 h B, D
SARAH-1 Eurasia, Africa (65 S - 65 N) 1983 - 2013 0.05 ⇥ 0.05 (5 km) 1 h G, B
CLARA-A1 Global 1998 - 2015 0.25 ⇥ 0.25 (25 km) 1 d G, B
a Preliminary release: 2010 - 2016
3. Methods
3.1. Data aggregation and quality control
The daily means of G were calculated for all stations to homogenize the temporal resolution
of the dataset. In the case of 1-min data, the 15-min averages were calculated if at least 5 minutes
were available, and then the hourly means were obtained if all four 15-min values were valid.
For time resolutions between 5-min to 30-min, the hourly means were directly calculated if all
values were available. Finally, daily means were obtained by averaging the hourly means if at
least 20 hourly values were present.
Ground data with sub-daily time resolution were quality controlled using the BSRN range
tests for physically possible and extremely rare limits (Long and Dutton, 2002). The daily
means of all stations were additionally verified using the procedure described in Urraca et al.
(2017a), which compares records against estimations from three independent radiation prod-
ucts: SARAH-1, CLARA-A1 and ERA-Interim. First, the confidence intervals (CIs) within which
the daily differences between products and records (DGd) lie for a region and a time of the year
were calculated. Then a window function was run at each station flagging periods of consecu-
tive days where the deviations of the three products were out of these CIs. The CIs were defined
as n times the mean absolute deviation (MAD) around the median:
CI = median(DGd)± n ⇥ MAD(DGd) (1)
where n is a tuning parameter to control the restriction level. The CIs were calculated in
a monthly basis (temporal aggregation) and the same CIs were used for all Spanish stations
(spatial aggregation). Only the 53 AEMET stations were used to obtain the CIS because they
have ventilated secondary standard pyranometers and are strictly maintained. These CIs were
used to filter all Spanish stations, including AEMET stations. If the QC method finds defects in
AEMET stations, the CIs are recalculated excluding those records. The window function was
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run two times, first looking for short-lived high deviations (n = 2.4, width = 20 days), and sec-
ond looking for long-term small deviations (n = 0.4, width = 90 days). Two plots were generated
for visual inspection of the errors detected: (i) the daily differences between all products and
measurements, and (ii) the hourly irradiance values of the sensor and SARAH-1 (the only prod-
uct with hourly resolution) overlapped. Samples flagged by the BSRN tests and the daily QC
method were not automatically removed. They were instead analyzed using the two previous
plots, investigating the presence of false alarms and the cause of the errors.
Satellite-based and reanalysis data were also retrieved at the highest temporal resolution
available (Table 2) and the aggregation procedure described for ground data was used to cal-
culate the daily values. In case of SARAH-1, daily values were directly retrieved from the CM
SAF website because hourly values present some gaps at sunrise and sunset and the use of an
aggregation procedure without gap filling would introduce a bias in the daily values. For the
products with high spatial resolutions (SARAH-1, CLARA-A1 and COSMO-REA6), values ex-
tracted are those of the corresponding pixel in the raster files. CLARA-A1 is included in this
group because the available raster files (25 km) are a spatial average of an original resolution
of 4 km. Inverse distance weighting (IDW) interpolation from the nearest four data points was
used in products with coarse spatial grids (ERA-Interim and ERA5).
3.2. Analysis of the influencing factors
The influencing factors were evaluated in terms of the annual global annual irradiance (Gy)
using the years with at least 312 available daily values (Gd). For each factor, the annual relative
difference (DGy[%]) between the irradiance provided by the source/factor being analyzed, the
test irradiance (Gtesty ), and the most likely true irradiance, the reference irradiance (G
re f
y ), was
calculated. The term "difference" (DG) was used in lieu of "error" to stress that reference values
have their own uncertainty (Gueymard, 2014). The conventional method to obtain the annual







However, the calculation of Gtesty and G
re f
y separately introduces a systematic deviation in
annual statistics if missing values are present either in the test or re f sets of data. Although this
is mitigated using a minimum number of 312 days to calculate the annual differences, the effect
of missing values can be removed estimating DGy[%] based on the annual relative bias (biasy)
of daily irradiances (Eq.3).
















Based on Eq 3, the annual comparisons between test and re f sets are made at daily level
guaranteeing that the same daily samples (Nd) are used from both sets. Besides, the use of
at least 312 days assures that the annual statistics cover most of the annual variability. In the
following sections, the specific details for the analysis of each individual factor are described,
focusing on defining which are the test and re f irradiances in each case.
3.2.1. Estimations from radiation products
Estimations from radiation products (Gesty ) were analyzed using ground records from 53
AEMET secondary standard pyranometers (Gmeas,ssy ) as reference values (Eq. 4).
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DGproducty = Gesty   Gmeas,ssy (4)
Ground records were quality controlled by removing the periods flagged by the daily QC
method. The analysis was limited to the period in which data from the five products were
simultaneously available (2010-2013).
3.2.2. Operational errors
The quality flags resulting from the BSRN range test and the daily QC method were clas-
sified into the following categories: shading, soiling, time shifts, stability issues in the sensor
(leveling), diurnal samples with zero radiation (diurnal G = 0) and large errors. The flags were
visually inspected using two plots generated by the QC method. Examples of how each op-
erational error is identified in these two plots can be found in Urraca et al. (2017a). Rain data
was retrieved from stations including a pluviometer to ease the identification of soiling cases.
In case of doubt with a potential failure, it was not considered for the analysis of operational
errors. If the presence of a defect was clear but not its cause, samples were classified as "Un-
known cause". Time shifts were not considered for the present analysis as they do not affect
the annual irradiance. Years with more than one type of defect were also excluded. For each
type of operational error, the annual difference between the ground measurements (Gmeasy ) and
SARAH-1 was calculated (Eq. 5).
DGopery = Gmeasy   Gest,sarahy (5)
The differences were calculated only at the stations and years in which an operational error
was found, using all ground data available (732 stations, 2005-2013).
3.2.3. Equipment errors
Uncertainties associated with equipment errors depend on the pyranometer model and cal-
ibration procedure. In this study, the evaluation of equipment errors was simplified to the
comparison of the 53 AEMET secondary standard pyranometers against the 348 SIAR photo-
diodes. Sensors from the same network were used in order to mitigate uncertainties related to
the calibration procedures followed by the networks. Sensors from the regional networks, first
class sensors and second class sensors were excluded because they are sparsely distributed in
Spain so their inclusion could lead to additional uncertainties related to the spatial location.
AEMET sensors are secondary standard pyranometers from Kipp&Zonen with an achiev-
able uncertainty at 95% CI of ±3% and ±2% for hourly and daily values respectively (Sengupta
et al., 2017). The uncertainty of annual values should be smaller due to the compensation of
seasonal deviations, so we assume an annual uncertainty of ±1.5%. SIAR photodiodes are the
SP1110 model (Skye Instruments), and their datasheet reports an absolute accuracy always bet-
ter than 5% and most times under 3%. However, their specifications do not detail either the
temporal resolution or the confidence level of this value. Besides, the field uncertainty of pho-
todiodes varies according to the empirical corrections applied. Our goal is therefore to make
a rough estimate of the real uncertainty of SIAR photodiodes. Two analyses were design to
overcome the lack of collocated measurements from photodiodes and thermopiles.
In the first analysis, the differences between both types of sensor (DGph|ssy ) and SARAH-1
were calculated (Eq. 6). SARAH-1 was defined as the reference because the goal is to evaluate
uncertainties on ground records, but measurements from both types of sensors should be a
priori closer to the true irradiance.
DGph|ssy = G
meas,ph|ss
y   Gest,sarahy (6)
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The second analysis was based on the direct comparison of photodiodes (Gmeas,phy ) against
secondary standard (Gmeas,ssy ) (Eq. 7), using a subset of 34 stations equipped with photodiodes
separated less than 20 km from a secondary standard sensor.
DGphy = G
meas,ph
y   Gmeas,ssy (7)
Quality controlled records were used in both analyses removing the impact of operational
errors (1 AEMET station, 74 SIAR stations). The analysis was restricted to the period 2007-2013,
because the time series of most AEMET stations start in 2007. Stations selected were those with
data for all the years from 2007 to 2013 avoiding the inclusion of any artificial trends.
3.3. Estimation of uncertainties from annual differences
Annual differences calculated in previous sections included the uncertainties of both test
and reference values. The uncertainty of the test values alone was estimated following the
GUM rules (JCGM 100:2008, 2008; JCGM 104:2009, 2009) in two steps: (i) calculating the random
and systematic components of the annual differences, and (ii) removing the uncertainty of the
reference values by using uncertainty propagation rules.
GUM analyzes random and systematic errors separately (Farrance et al., 2016), and it cal-
culates the uncertainty (u) only from random errors because it considers that systematic errors
can be detected and corrected. For instance, site-adaptation techniques are applied to eliminate
systematic errors in radiation databases (Polo et al., 2016), whereas systematic deviations in ra-
diometers are mitigated using empirical correction factors. However, from the perspective of
users of solar radiation data, systematic errors will be generally present in either measured or
estimated databases. Therefore, we kept the systematic error, hereafter referred as bias, for the
analysis of the data but we reported it separately from the uncertainty (bias ± u).
Parametric statistics were discarded to calculate the bias and uncertainty because the an-
nual differences are not normally distributed. The bias was calculated using the median, a
more robust central measurement than the mean for non-normal distributions. Uncertainties
were estimated as the distance between the 95% CIs and the bias, where the 95% CIs were ob-
tained using percentiles 2.5 (p2.5) and 97.5 (p97.5). The distance between the CIs and the median
was not symmetric for non-normal distributions. Thus, both negative (u ) and positive (u+)





Biases in reference values were directly removed to obtain the bias of the test values (Eq.
9). Contrary, all reference values had their own uncertainty because the true irradiance is never
known. The uncertainty of test values (utesty ) was obtained following the functional relationships
for uncorrelated uncertainties (Farrance and Frenkel, 2012). In the case of a subtraction (D =
test   re f ), the uncertainties of the test and reference values (Eq. 10) add in quadrature. For









2 = (utesty )
2 + (ure fy )2 ! utesty =
q
(uDy )2   (u
re f
y )2 (10)
Daily uncertainties were obtained similarly to annual uncertainties, but using daily differ-
ences (DGd = Gtestd - G
re f
d ) instead of annual ones.
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4. Results and Discussion
4.1. Estimations from radiation products
Satellite-based products exhibited the smallest bias overall (Fig 2), with mean biases of +1.4
and -1.6% for SARAH-1 and CLARA-A1, respectively. Our previous study made with 313 Euro-
pean weather stations (Urraca et al., 2017b) also showed a positive bias of +0.29% for SARAH-1,
whereas Gracia Amillo et al. (2014) and Müller et al. (2015a) obtained mean biases of +0.73%
and +1.3 W/m2 (< 1%), respectively. In the same study (Urraca et al., 2017b), we reported a
negative bias of -0.49% for CLARA-A1 over Europe. Similarly, Trentmann and Müller (2012)
obtained a bias of -3.3 W/m2 for CLARA-A1 using several BSRN stations worldwide. The bias
was also low for ERA5 (+1.3%), but ERA5 showed greater variability than satellite-based prod-
ucts. ERA5 presented strong intra-annual variations, overestimating G on cloudy days and
underestimating G on clear-sky days. We also found positive biases for ERA5 in a validation
made at 277 European weather stations (+3.47%) and 40 BSRN stations (+2.92%) (Urraca et al.,
2018). We observed the same bias variability, which is most likely caused by different failures in
the modeling of clouds. The impact of using data with a low annual bias but high intra-annual
variability should be further investigated.
ERA-Interim and COSMO-REA6 presented the largest bias among all the products evalu-
ated. ERA-Interim showed a positive bias of +6.1% produced by a strong overestimation of G
under cloudy conditions that aggravates the bias variability discussed for ERA5. According
to Träger-Chatterjee et al. (2010) and Boilley and Wald (2015), this effect is related to an un-
derestimation of the cloud fraction. The bias of ERA-Interim increased even more at coastal
locations due to its coarse spatial resolution. The strong overestimation of ERA-Interim was
also reported in the studies conducted over Europe by Bojanowski et al. (2014) (+9.08%) and
Urraca et al. (2018) (+9.28%), as well as in the study published by Träger-Chatterjee et al. (2010)
at Germany (+5.2 W/m2). COSMO-REA6 showed the same bias variability than ERA5 and
ERA-Interim, but it particularly underestimates G under clear-sky days. This led to a mean
negative bias of -8.2%, in line with the biases of -9.2 W/m2 (⇡ -5%) and -3.22% for Europe re-
ported by Frank et al. (2018) and by Urraca et al. (2018), respectively. Frank et al. (2018) outlined
that this underestimation is caused by the use of an aerosol climatology that overestimates the
aerosol content, and they proposed a bias-corrected version to mitigate the bias variability.
The spatial variability of the results substantially varied between products. ERA-Interim ex-
hibited the largest variability, with annual differences exceeding +20% along the Atlantic coast
while being below +10% for most inland regions. This is due to the coarse spatial grid of ERA-
Interim (81 km) that includes portions of water and land in a single grid point whereas solar
irradiance patterns rapidly change in coastal areas (Hazuba et al., 2013). This variability was
somewhat mitigated by the new ERA5 due to the finer grid used (31 km). COSMO-REA6 is
the only reanalysis that partly corrects this issue due to its high-resolution grid (6.2 km). Both
satellite-based products had the most homogeneous distributions for Spain, although certain
spatial patterns were still observed. Nonetheless, these variations are negligible if compared to
that of reanalysis products, making these types of products more reliable.
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Fig. 2: Annual difference [%] between radiation products (Gesty ) and AEMET secondary standard pyranometers (G
meas,ss
y )
in the period 2010-2013. Violin plots outline the kernel probability density. Boxplots visualize the lower quartile, median
and upper quartile. The red diamond represents the mean.
Uncertainties in estimated values are caused by the particular characteristics of the radiation
products and the conditions of the location to be assessed. Some of the strongest influencing
factors are the spatial and temporal resolution, and the type of model implemented. Differ-
ences were observed not only between satellite-based or reanalysis models, but also between
products within each type of technique. A key factor is the model representation of the atmo-
spheric components that attenuate solar radiation, mainly clouds (e.g. ERA-Interim and ERA5)
but also under clear-skies aerosols (e.g. COSMO-REA6) and water vapor. The influence of all
these factors in the quality of the estimations also changes spatially, which is a major differ-
ence between ground records and radiation products. When estimating solar irradiance, all the
regions covered by the product do not show the same uncertainty. Well-known examples of
regions where satellite-based products have large uncertainties are the mountains, regions with
bright surfaces (deserts and snow) and the edges of the satellite images (Suri and Cebecauer,
11
2014). On the contrary, shortcomings of reanalyses become more evident in cloudy regions and
coastline locations (Urraca et al., 2017a).
4.2. Operational errors
Most operational failures introduced annual differences around 10% (Fig. 3), while some
severe cases exceeded ±30%. The differences were generally negative, with some exceptions in
the leveling and large errors groups. Note that these differences include the bias and uncertainty
of SARAH-1 (+1.4+5.6 5.3%) so they are negatively biased. The true magnitude of the defects is
shown in Subsection 4.4 after removing the bias and uncertainty of SARAH-1. Anyway, the
magnitude of operational errors was much higher than that of SARAH-1, justifying the use of
SARAH-1 as the reference irradiance. All the defects showed a high variability as a consequence
of the different severity and duration of the defects. While the whole year was typically affected
in the case of shading, same cases of electronic errors lasted just few days or few hours, having
different impacts in the annual G. Excluding extreme cases of large errors and leveling, most
operational errors passed the BSRN range tests and were only detected by the daily QC method,
proving its capacity to detect low-magnitude defects.
Shading caused either by natural or artificial objects was the most common operational error
(56 stations). The bias was constant from year to year in most stations, indicating a bad selection
of the location, but the magnitude of the bias steadily increased in a few stations, suggesting a
poor maintenance. In all cases it resulted in negative differences (bias = -9.4%) that exceeded -
30% in extreme cases. Soiling was another common defect detected in 21 stations. It rarely lasted
more than 2-3 months and disappeared with maintenance or rain. While shading typically
occurs near sunset or sunrise, where the sun elevation is low, the attenuation due to soiling
keeps constant during the day. This hindered the identification of low-intensity soiling errors
because the resulting irradiance profile has a similar shape to the true irradiance. This may
be the most likely explanation for the 6 stations showing unidentified errors and classified as
"Unknown cause".
Large errors were also a common defect (23 stations) that involves malfunctions either in
the instrumentation or in the data processing (Zahumenský, 2004). The effect can equally be
positive or negative, lasting typically no more than one month and occurring even at night
(MeteoGalicia and Euskalmet). Large errors shown in Fig. 3 only include daily values in the
range -200 < G < 500 W/m2, but more extreme values were even obtained in some stations
with high temporal granularity such as Euskalmet. An incorrect leveling of the sensor was also
detected in 10 stations, and this is the only type of defect along with large errors that can lead
to positive differences when the pyranometer is facing towards the sun. A particular case of
large errors are diurnal periods with G=0. These were found in 7 stations, without taking into
account two SOS Rioja stations with G=0 all year round. This defect is probably caused by the
data logger returning ’0’ instead of ’Not Available’. It could be straightforwardly identified by
visual inspection, but calculations involving large datasets would make its detection difficult
because conventional QC methods, such as the BSRN tests, cannot filter it.
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Fig. 3: Annual difference [%] between stations (Gmeasy ) and SARAH-1 (G
est,sarah
y ) for the stations and years in the period
2005-2013 in which defects were detected. Bars depict the bias at each station. Violin plots outline the kernel probability
density. Boxplots visualize the lower quartile, median and upper quartile. The red diamond represents the mean.
Operational errors were not found in BSRN, SIAR Rioja and Meteonavarra.
The number and the intensity of the defects strongly varied between the different moni-
toring networks (Fig. 3). One single case was found in AEMET and BSRN that implement
the strictest maintenance procedures and keep their pyranometers ventilated reducing the ac-
cumulation of dust and humidity over the sensors. Similarly, SIAR Rioja, Meteonavarra and
Meteocat showed only one defect, which suggests that the maintenance is acceptable as well.
The majority of the errors occurred in SIAR, SOS Rioja, MeteoGalica and Euskalmet, which are
either agricultural or regional networks. Several deficiencies exist in the maintenance as well
as on the internal quality checks of these networks. In case of agricultural monitoring stations,
the selection of the location might be also inadequate because it is made based on agricultural
criteria instead of looking for the best location for solar radiation purposes. The number of de-
fects detected also increased with the temporal resolution of the data available. For instance,
most of large errors were detected in MeteoGalicia and Euskalmet, both providing 10-min data.
As some of these short-lived defects get masked when aggregating to hourly or daily values,
high-resolution data should be preferred to perform a good QC.
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4.3. Equipment errors
4.3.1. Comparison between secondary standards and photodiodes using SARAH-1 as reference
Fig. 4: Annual difference [%] between measurements (Gmeasy ) and SARAH-1 (G
est,sarah
y ) for quality controlled photodi-
odes (220 sensors) and secondary standards (35 sensors). Photodiodes without an evident operational error but flagged
by the QC method are depicted separately (27 stations with periods of negative bias, 18 stations with periods of positive
bias). Stations shown have valid annual values for all the years in the period 2007-2013. Violin plots outline the kernel
probability density. Boxplots visualize the lower quartile, median and upper quartile. The red diamond represents the
mean.
Annual differences between measurements (Fig. 4) and SARAH-1 presented a similar bias
for thermoelectric and photoelectric detectors (-1.9 vs. -1.7%). The spatial distributions were
also comparable, whereas photodiodes showed a slightly greater variability. The uncertainty of
secondary standards is known to be substantially lower than that of photodiode pyranometers.
Hence, the similarity between the distributions could be due to the fact that the uncertainty of
photodiodes is close to that of SARAH-1, and random errors in sensors and products might be
compensated. The results also indicate that the photodiodes are a priori unbiased, but the inter-
annual analysis in Fig. 5 reveals that differences obtained with secondary standards steadily
increased from 2007 to 2013, while that obtained with photodiodes randomly oscillated dur-
ing the same period. The steady increase of (Gmeas,ssy   Gest,sarahy ), which means that the bias
of SARAH-1 is decreasing, is in line with the trend of -1.7 W/m2 (⇡ 1%) documented in the
validations of SARAH-1 (Pfeifroth et al., 2016). This trend is caused by artefacts in the satellite
product and by the use of an aerosol climatology, and it hinders the precise modeling of climate
trends (Sanchez-Lorenzo et al., 2017). The oscillation of (Gmeas,phy   Gest,sarahy ) is therefore caused
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by artificial variations in the photodiodes. This is confirmed when the differences obtained with
both types of sensor are subtracted (Fig. 5). Assuming that the bias obtained with secondary
standard pyranometers is the true value, photodiodes overestimated around +2% in the period
2007-2009 and underestimated around -1% in the period 2011-2013. The most likely cause of
this sharp change is a major calibration campaign around 2009-2011, but the only information
provided by SIAR is the last calibration date (typically made in the last 2 years) and the installa-
tion date (around 2005-2006). Nonetheless, we found clear evidence that significant biases exist
either in recently installed sensors (2007-2009) or in potentially re-calibrated photodiodes (2011-
2013), while the spread of the differences is larger in photodiodes than in secondary standards.
Fig. 5: (A) Inter-annual variation of the annual difference [%] between stations (Gmeasy ) and SARAH-1 (G
est,sarah
y ) for
each type of pyranometer. (B) Difference between the bias of photodiodes and the bias of secondary standards against
SARAH-1 (DBias = Biasmeas,phy   Biasmeas,ssy ). Stations shown have valid annual values for all the years in the period
2007-2013.
The previous comparison between photodiodes and secondary standards was made exclud-
ing not only operational errors but also 60 SIAR photodiodes (45 without gaps in 2007-2013)
flagged by the QC method, in which it was not possible to identify operational errors. In all
these stations, samples flagged were long-term periods of at least 90 consecutive days with a
small but persistent bias around ±50 W/m2 between measurements and the three products.
The hypothesis of a simultaneous failure of all radiation products, i.e. a false alarm of the QC,
was discarded because this type of error was only found in SIAR photodiodes. Further, al-
though some of the negative biases (36 stations) could be caused by a undetected operational
errors, this type of error rarely produces long-term positive bias (24 stations). Thus, the most
likely cause is an equipment error related to the photodiode pyranometers. This is why these
stations were studied neither as an operational error of unknown cause nor in the Photodiode
QC group, because low-severity operational errors might exist in the case of negative biases.
Annual differences at these stations were higher, showing values of -5.0% and +0.1% for
stations with periods of negative and positive biases, respectively. The spread of these differ-
ences was similar to that of the main group of photodiode pyranometers. Most of these biases
followed a random pattern, spanning from 3 to 6 months, at any season of the year, and hap-
pening typically just one year of the time series. The causes of these biases could be related to
changes in temperature, aerosol or water vapor leading to temperature and spectral errors of
the instrument (Driesse et al., 2015). The negative biases may be caused by a small accumula-
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tion of dust over the pyranometer not detected during the QC visual inspection. On the other
hand, some of the positive biases appeared for a consecutive number of years at the beginning
of the time series (2005-2009). This agrees with the overestimation observed in Fig.5 of around
+2% for that period, suggesting that the QC method flagged those stations with large deviations
in the calibration constants. We assume that most of these errors were caused by limitations of
the photodiodes (spectral response, cosine error or temperature dependence) and miscalibra-
tions of the sensor, which increases the uncertainty reported for the main group of photodiodes
(Photodiode QC).
4.3.2. Direct comparison between photodiodes and secondary standards
The direct comparison of photodiodes against secondary standard pyranometers corrobo-
rated that significant differences exist between the annual readings of the two types of sensors
(Fig 6). The annual uncertainty was +7.1 5.6%, with 56% of annual differences out of the ±1.5%
uncertainty interval of secondary standards, while 15.3% of annual differences exceeded ±5%.
The number of years with positive differences was higher than the negative (60 vs. 40%), but
the bias, and hence the sign of the differences, also showed a high inter-annual variation (Fig.
7). Similarly to the results obtained using SARAH-1 as reference, a sharp change was observed
in many photodiodes from 2009 to 2011. Photodiodes overestimated annual G by around +2.5%
in the period 2007-2009, while they underestimated it by around -1% in the period 2011-2013.
Some of the inter-annual variations might be also caused by the different performance of pho-
todiodes with the amount and type of irradiance received each year, but they are in a second
order of magnitude compared to changes in the calibration constant.
Differences depicted in Figs. 6 and 7 include the uncertainty of secondary standard mea-
surements, and additional uncertainties because the sensors compared are not exactly in the
same place. However, no trend, neither in bias nor in the spread of the data, was observed with
increasing distance, while some of the largest differences were in fact obtained between pairs
of sensors closer than 8 km (Fig. 6). In addition, agricultural stations are typically installed in
low-lying areas with low spatial variability of irradiance, which means that the spatial repre-
sentativeness of these stations is typically high. This suggests that the uncertainty of the com-
parison is low so the differences observed between photodiode and secondary standard records
actually exist.
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Fig. 6: (A) Annual difference [%] between photodiodes (Gmeas,phy ) and secondary standards (Gmeas,ssy ), for the photodi-
odes that have a secondary standard in a radius of 20 km. (B) Distance between the photodiode and the secondary
standard sensor being compared. The dashed line represents the uncertainty of secondary standard pyranometers. Vi-
olin plots outline the kernel probability density. Boxplots visualize the lower quartile, median and upper quartile. The
red diamond represents the mean.
Fig. 7: Inter-annual variation of the annual difference [%] between photodiodes (Gmeas,phy ) and secondary standards
(Gmeas,ssy ), for the photodiodes that have a secondary standard in a radius of 20 km. The 24 pairs of stations visualized
have valid annual values for all the years in the period 2007-2013. The grey lines show the inter-annual variation for
each pair of stations. The red line visualizes the median. The black dots are extreme cases lying beyond 1.5 times the
interquartile range (length of the whiskers).
Different factors could be behind the differences observed in photodiodes. The main sources
of uncertainty in photoelectric detectors are the spectral response, cosine error, temperature de-
pendence and linearity. Reda (2012) estimated that the contributed uncertainty of each of these
defects was 5%, 2%, 1% and 1%, respectively. Driesse et al. (2015) analyzed the individual im-
pact of linearity, spectral response, temperature and the angle of incidence on photodiode and
thermopile pyranometers. They found positive errors up to +2% for high temperatures, up to
+3% for medium and low angles of incidence and up to +2% for high irradiances, while neg-
ative errors up to -3% were only observed for low irradiance. Similarly, Sengupta et al. (2012)
found an overprediction of photodiode pyranometers when compared to secondary standard
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sensors in the morning and the afternoon. Both studies emphasized the spectral limitations of
these pyranometers. The spectral response of silicon is limited to the range 350-1100 nm that
includes about 70-75% of the total energy (Meyers, 2011), whereas 96% of broadband irradiance
is received in the range from 300 to 3000 nm. Their calibration factors are consequently calcu-
lated to estimate the broadband irradiance from the narrowband measurement, but problems
arise when the part of the spectrum not seen by the sensors varies non-linearly. This occurs
with changes on the aerosols and water vapor concentrations, as well as with intra-daily and
intra-annual variations of the sun elevation angle that modify the dominant scattering process
in the atmosphere.
The previous defects introduce systematic deviations in the measurements that can be mit-
igated using empirical correction functions. Ideally, these corrections should be applied indi-
vidually per defect, type of sensor and location after side-by-side comparisons with a reference
radiometer. The calibration should last at least 1-2 months (Geuder et al., 2014; Al-Rasheedi
et al., 2018) to include different atmospheric conditions, and photodiodes should be recalibrated
every 2 years to mitigate the effects of sensitivity drifts (Sengupta et al., 2017). Previous studies
have reported that the uncertainty of uncorrected photodiodes oscillates within 5-10% for 1-min
values, doubling that of corrected ones that are generally below below 5% (Al-Rasheedi et al.,
2018). Specifically, Al-Rasheedi et al. (2018) obtained 91% of G records within ±5%, Vuilleumier
et al. (2017) reported an uncertainty of ±10% for presumably uncorrected photodiodes installed
at Payerne, and Wilbert et al. (2015) found that the uncertainty was reduced from 5.2% to 2.2%
using empirical corrections (Wilbert et al., 2015). All these values refer to 1-min records of G,
which hinders the comparison with our study where only daily and annual uncertainties are
reported. Besides, we did not carry a side-by-side validation against a reference instrument,
which increases the uncertainty in our results. Nonetheless, the results obtained suggest that
annual and daily uncertainties of SIAR photodiodes are larger than those reported in previous
studies. This might be explained by the presence of undetected operational errors in the quality
controlled data, which is likely due to the questionable maintenance of SIAR stations. Besides,
SIAR photodidoes were probably uncorrected, and even though corrected, it is likely to believe
that general empirical corrections were applied to most of the sensors. This would explain the
abrupt inter-annual changes observed in the measurements from SIAR photodiodes. Overall,
our results suggest that the poor maintenance and inadequate calibration of SIAR photodiodes
reduces substantially the accuracy of the measurements obtained.
4.4. Comparison of the different sources of uncertainty
The uncertainty associated to radiation databases, operational errors and equipment errors
(Fig. 8) was calculated from the annual differences shown in previous subsections by remov-
ing the uncertainty of the reference irradiance, i.e, the uncertainty of secondary standards in
the analysis of radiation products and photodiodes, and the uncertainty of SARAH-1 in the
analysis of operational failures. The expected uncertainty of secondary standards was used
(±1.5%) (Sengupta et al., 2017), while the annual uncertainty SARAH-1 was estimated based
on the validation against AEMET pyranometers (+1.4+5.6 5.3%). The uncertainty of daily values
was also reported, which is the highest temporal resolution in which the different radiation
sources can be compared. The daily bias is equal to the annual bias because this statistic is in-
dependent of the temporal resolution of the data. The daily uncertainty of SARAH-1 increased
up to +14.7 14.9%, whereas the expected daily uncertainty for secondary standards is ±2%. Note
that the field uncertainty of secondary standards could be somewhat larger due to the presence
of operational failures or an inadequate calibration. However, all secondary standards used as
reference are ventilated, have passed the two QC tests, and are strictly maintained by AEMET.
Besides, previous studies conducted by Vuilleumier et al. (2014) and Reda (2012) reported even
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lower field uncertainties of ±1.8% and ±2.6%, respectively, for 1-min records obtained with
properly calibrated and maintained secondary standard sensors. Therefore, the uncertainty
values assumed for secondary standard seems reasonable. Finally, the variations between the
differences discussed in previous sections and the uncertainties calculated here were almost
negligible, corroborating the adequacy of the reference value selected for each analysis.
The largest deviations were found in operational errors, with biases around 10% for most of
the defects and uncertainties within 10-20%. Despite the high magnitude of these values, these
defects can rarely be detected with conventional QC methods and they are commonly present
in ground datasets, especially in those from secondary networks. From user’s perspective, the
impact of these defects should be smaller because we have only used the years in which an
operational error occurred. The second largest source of uncertainty was the use of estimations
from radiation products. Here great differences were observed between reanalyses such as
ERA-Interim and COSMO-REA6 (bias = +6.1 and -8.2%), and satellite-based products such as
SARAH-1 and CLARA-A1 (bias = +1.4 and -1.6%). The gap between reanalysis and satellite-
based products increased even more for daily estimations, because the bias variability observed
in reanalysis datasets was compensated when aggregated to annual values. These systematic
errors in reanalysis are caused by failures in the modeling of clouds (ERA-Interim, ERA5) and
aerosols (COSMO-REA6). The daily uncertainty also increased more in CLARA-A1 (+18.4 20.5%)
than in SARAH-1 (+14.7 14.9%), probably caused by the lower number of daily images available from
polar satellites to estimate the cloud coverage. We confirm that satellite-based products using
images from geostationary satellites, such as SARAH-1, provide the estimations with the lowest
bias and uncertainty, and with the most homogeneous spatial performance (Polo et al., 2016).
Reanalysis data should be only used as gross estimates when satellite-based data is missing.
Significant differences were also found between different types of pyranometer. The annual
uncertainty of photodiodes (+6.9 5.4%) was substantially larger than that of secondary standards
(±1.5%). The uncertainty in photodiodes would be even higher from the user’s perspective,
because operational defects and 60 doubtful stations were removed from this analysis whereas
photodiodes are typically installed in secondary networks where the amount of operational er-
rors is typically high. The daily (+15.1 16.1%) and annual (
+6.9
 5.4%) uncertainties obtained were larger
than the values reported in previous studies made with photodiodes. These results should
be interpreted cautiously because part of this uncertainty could be attributed to the validation
procedure used. However, the presence of undetected operational errors and the inadequate
calibration of these sensors are the most likely causes of the high uncertainties obtained. Be-
sides, the results suggest that poorly maintained and incorrectly calibrated photodiodes could
obtain similar uncertainties than the best satellite-based radiation databases such as SARAH-
1. Therefore, SIAR photodiodes should avoided in applications in which high-quality data is
essential, such as the validation of satellite-based products or the analysis of climate trends.
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Fig. 8: Bias and uncertainty (95% CI) of the different sources of global horizontal radiation data evaluated. Annual and
daily values are depicted with solid and dashed lines, respectively. Uncertainties for daily values are shown between
parentheses.
5. Conclusions
In this study we evaluated the principal sources of uncertainty in the assessment of an-
nual global horizontal irradiance. For estimated data, large differences were observed be-
tween reanalysis and satellite-based products, and also between different geographic condi-
tions. Satellite-based products showed the lowest uncertainty, especially those based on images
from geostationary satellites such as SARAH-1 (+1.4+5.6 5.3%). Therefore, they should be generally
preferred to reanalyses if available. When using measurements from monitoring stations, op-
erational errors produced the largest uncertainties among all the factors analyzed with annual
biases of -8.0% and -9.4% for common errors such as shading and soiling, respectively. They
primarily occurred in secondary networks with low maintenance of the stations. Importantly,
they generally go unnoticed due to passing most of the conventional QC methods. The uncer-
tainty was also significantly different between thermoelectric and photoelectric pyranometers,
with the annual uncertainty of SIAR photodiodes (+6.9 5.4%) being far above than that of secondary
standard pyranometers (±1.5%) and similar to that of SARAH-1. The high uncertainty of pho-
todiodes might be explained by the presence of undetected operational errors and the lack of
corrections for cosine errors, spectral response and temperature dependence. Part of this un-
certainty might be also attributed to the validation procedure used. We recommend looking for
records from secondary standards when the accuracy of the results is a critical factor. Photodi-
odes should be especially avoided if they belong to low-quality monitoring networks because
the probability of having operational errors and uncorrected sensors substantially increases.
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