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Abstract
We focus on the method recently proposed by Lunin and Frolov-Krtousˇ-Kubiznˇa´k to solve the Maxwell
equation on the Kerr-NUT-(A)dS spacetime by separation of variables. In their method, it is crucial that the
background spacetime has hidden symmetries because they generate commuting symmetry operators with
which the separation of variables can be achieved. In this work we reproduce these commuting symmetry
operators in a covariant fashion. We first review the procedure known as the Eisenhart-Duval lift to construct
commuting symmetry operators for given equations of motion. Then we apply this procedure to the Lunin-
Frolov-Krtousˇ-Kubiznˇa´k (LFKK) equation. It is shown that the commuting symmetry operators obtained
for the LFKK equation coincide with the ones previously obtained by Frolov-Krtousˇ-Kubiznˇa´k, up to first-
order symmetry operators corresponding to Killing vector fields. We also address the Teukolsky equation
on the Kerr-NUT-(A)dS spacetime and its symmetry operator is constructed.
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1 Introduction
Black hole spacetimes and their perturbations have been a central topic in gravitational physics. Typically the
equations of motion for the perturbations become complicated. It is crucial to use various techniques to simplify
them. The importance of such techniques become higher especially in, e.g., analysis on astrophysical processes
around black holes. Among such techniques, separation of variables in perturbation equations provides a way
to simplify the problem because it reduces the perturbation equations given as partial differential equations into
a set of ordinary differential equations parameterized by separation constants.
In this paper, we focus on the electromagnetic perturbation on the background the rotating black hole
spacetimes [1, 2], which is governed by the Maxwell field equation
∇aFab = 0 . (1.1)
This equation becomes complicated due to the rotation of the background spacetime, and in general it cannot be
solved without resorting to elaborate techniques. For the Kerr spacetime in four dimensions, this problem was
resolved by Teukolsky [3,4] by expressing the equation based on the Newman-Penrose formalism and separating
variables completely.
Generalizations of this technique to higher dimensions had been sought for since then, and rather recently a
new method was proposed by Lunin [5], with which the mathematical structure behind the Teukolsky equation
can be simplified and as a result separation of variables is accomplished for all modes.
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In this technique, the hidden symmetry of the background spacetime was a key to achieve the separation
of variables. Kerr spacetime and its higher-dimensional counterparts are associated with Killing tensors Kab
satisfying
∇(aKbc) = 0 , (1.2)
and they yield constants of motion preserved on geodesics once contracted with momentum pa. They are
independent of those associated to explicit spacetime symmetry and Killing vectors, and in this sense the
Killing tensors correspond to hidden symmetry of the background spacetime. In Lunin’s work, this tensor was
used to introduce special coordinates that helped separating the variables of the perturbation equations.
About this technique, Frolov, Krtousˇ and Kubiznˇa´k [6, 7] clarified the significance of the hidden symmetry
of the spacetimes with regard to the separation of variables in the Maxwell equation. the principal tensor hab
defined as an anti-symmetric tensor satisfying
∇chab = gcaξb − gcbξa , ξa = 1
D − 1∇
bhba . (1.3)
It is known that the (off-shell) Kerr-NUT-(A)dS spacetime in arbitrary dimensions is the most general spacetime
admitting this principal tensor, and the Kerr spacetime in four dimensions and Myers-Perry spacetime in higher
dimensions are included in this family.
What they showed was that, by expressing the vector potential Aa expressed with a scalar Φ and a constant
β as
Aa = Bab∇bΦ , (1.4)
where Bab is the polarization tensor defined by
(gab − βhab)Bbc = δca , (1.5)
the Maxwell equation in the Lorenz gauge
∇aAa = ∇a(Bab∇bΦ) = 0 (1.6)
can be reduced to a scalar-type equation for Φ given by
Φ+ 2βξaB
ab∇bΦ = 0 , (1.7)
which we call the Lunin-Frolov-Krtousˇ-Kubiznˇa´k (LFKK) equation in this work.
They further showed that Eq. (1.7) and also the Lorenz gauge condition (1.6) can be expressed in terms of
mutually commuting symmetry operators, and the separation of variables is established thanks to the commu-
tativity of them. This bland-new technique initiated active discussions on this subject (see e.g. [8–12, 12–14]).
In our work, we give a covariant description to the above-mentioned techniques, particularly to origin of
the commuting symmetry operators. For this purpose we employ the Eisenhart-Duval lift [15, 16], in which
the original spacetime (M, gab) is supplemented with two additional dimensions, and the differential operator
+2βξaB
ab∇b in (1.7) can be expressed simply as the d’Alembertian ˜ = g˜AB∇˜A∇˜B on the uplifted spacetime
(M˜, g˜AB) in two higher dimensions. Hence, with this technique we can reduce the LFKK equation to the massless
Klein-Gordon equation by absorbing the additional term 2βξcB
cd∇d into the part of the higher-dimensional
spacetime.
It turns out that the uplifted metric associated with the LFKK equation falls into the standard form of the
metrics whose geodesics are completely integrable [17], and correspondingly it admits Killing vectors L˜(i)A and
tensors K˜
(i)
AB as many as the number of the spacetime dimensions. It can be shown that the differential operators
given by L˜(i) ≡ L˜A∇˜A and K˜(i) ≡ ∇˜AK˜(i)AB∇˜B commute with the d’Alembertian
[
˜, L˜(i)] = 0 = [˜, K˜(i)]
and also commute mutually as
[L˜(i), L˜(j)] = 0, [L˜(i), K˜(j)] = 0, and [K˜(i), K˜(j)] = 0. Hence the differential
operators K˜(i) act as commuting symmetry operators of the massless Klein-Gordon equation upstairs and provide
commuting symmetry operators L(i) and K(i) of the LFKK equation downstairs. Up to differences proportional
to L(i), these operators coincide with those of [7], in which only coordinate expressions of those operators were
given. Hence we devised a method to express the symmetry operators of [7] in a covariant manner and this is
the main result of this work.
This paper is organized as follows. We first propose a procedure to construct commuting symmetry operators
for the general second-order differential equation of motion in Sec. 2. We will take a geometric approach based
on the Eisenhart-Duval lift to simplify the equation of motion, and then construct the Killing tensors associated
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to the uplifted metric to obtain the commuting symmetry operators. As an illustration of our method, we apply
the procedure to the Maxwell perturbations on the four-dimensional Kerr spacetime in Sec. 3. Applying our
procedure to the Teukolsky equation for the Maxwell field, the uplifted metric, the Killing tensors associated
to it, and then the symmetry operators based on them are constructed in order. In Sec. 4, we consider
generalization to higher dimensions on the background of Kerr-NUT-(A)dS spacetime. Briefly reviewing the
properties of the background geometry and its hidden symmetry in sections 4.1 and 4.2, we apply our procedure
to the LFKK equation on this background in Sec. 4.3 to construct the commuting symmetry operators. In
Sec. 4.4 we compare them with the commuting symmetry operators of [7] and find that they coincide with each
other up to the lower-order differential operators associated to the Killing vectors. We also examine the Lorenz
gauge condition in Sec. 4.5. Then we conclude this work with discussion in Sec. 5.
Appendices are dedicated to technical details of this work. The Killing equation of the base and uplifted
spacetimes are summarized in appendix A, which becomes important to construct the symmetry operators from
the Killing tensors. Appendix B is a review on the derivation of Teukolsky equation for Maxwell perturbations
on the rotating black hole background based on the Hertz equation [18]. In appendix C we examine the com-
mutativity condition for the LFKK equations, which must be satisfied for the symmetry operators constructed
in Sec. 4 to commute with each other.
2 Construction of commuting symmetry operators
The Eisenhart-Duval lift [15, 16, 19] is a technique of dealing with classical and quantum mechanical systems
geometrically. It is especially useful to find symmetries of equations of motion covariantly. These symmetries
are described by commuting symmetry operators which map a solution to equations of motion into another one.
In this section, we review the procedure to construct commuting symmetry operators for a given equation of
motion by using the Eisenhart-Duval lift.
2.1 Eisenhart-Duval lift of a classical mechanical system
We consider the motion of a charged particle with unit mass and charge q on a D-dimensional Riemannian
manifold M with the metric g = gabdx
adxb. In the presence of vector and scalar potentials A = Aadx
a and V ,
the Hamiltonian is given by
H =
1
2
gab (pa − qAa) (pb − qAb) + V , (2.1)
where xa are local coordinates on M and pa are momenta conjugate to x
a. For such a system, we consider the
Eisenhart-Duval lift, which is the uplift from (M, g) with two directions given by a timelike vector field ∂/∂u
and a null vector field ∂/∂v, by introducing the (D + 2)-dimensional spacetime M˜ =M ×R2 with the metric
g˜ = g˜ABdx˜
Adx˜B = gabdx
adxb + 2qAadx
adu + 2dudv − 2V du2 , (2.2)
where (x˜A) = (xa, u, v) are local coordinates on M˜ . Here, the small indices a, b, . . . run over 1 to D, while the
capital indices A,B, . . . run over 1 to D + 2. Particularly, x˜D+1 = u and x˜D+2 = v. We put tilde to quantities
on M˜ besides the coordinates x˜A henceforth. It should be noted that the components g˜AB, i.e.,
g˜ab = gab(x
c) , g˜au = qAa(x
c) , g˜uv = 1 , g˜uu = −2V (xc) , (2.3)
are functions of xa only. The Hamiltonian for geodesics on the uplifted spacetime (M˜, g˜) is written as
H˜ =
1
2
g˜AB p˜Ap˜B =
1
2
gab(pa − qAapv)(pb − qAbpv) + V p2v + pupv , (2.4)
where
g˜ab = gab , g˜av = −qgabAb , g˜uv = 1 , g˜vv = q2AaAa + 2V , (2.5)
and we introduced the canonical momenta (p˜A) = (pa, pu, pv) on M˜ . Since gab, Aa and V are functions of
xa only, ∂/∂u and ∂/∂v are Killing vector fields on (M˜, g˜); hence, the corresponding momenta pu and pv are
constants. Putting H˜ = 0, pu = −E and pv = 1, we recover the equations of motion for the Hamiltonian (2.1)
with energy H = E from the Hamiltonian (2.4). Thus null geodesics on the uplifted spacetime (M˜, g˜) project
onto the solutions of the original system on M .
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2.2 Application to quantum mechanical systems
In quantum mechanics, the equation of motion corresponding to the system given by the Hamiltonian (2.1) is
obtained as
HΦ ≡
[
gab(∇a − iqAa)(∇b − iqAb)− 2V
]
Φ = EΦ , (2.6)
where ∇ is the Levi-Civita connection on (M, g). In the Eisenhart-Duval lift, the solutions to the equation of
motion (2.6) can be reproduced from a particular class of the solutions to the massless Klein-Gordon equation
on the uplifted spacetime (M˜, g˜),
˜Φ˜ = 0 , (2.7)
where ˜ ≡ g˜AB∇˜A∇˜B is the d’Alembertian with the Levi-Civita connection ∇˜ on (M˜, g˜). To see this, we shall
calculate the d’Alembertian ˜ with the expression (2.4), which leads to
˜ =
1√
|g˜|
∂
∂x˜A
√
|g˜|g˜AB ∂
∂x˜B
= − 2qAa ∂
∂xa
∂
∂v
− q(∇aAa) ∂
∂v
+ (q2AaA
a + 2V )
(
∂
∂v
)2
+ 2
∂
∂u
∂
∂v
, (2.8)
where  ≡ gab∇a∇b is the Laplacian on (M, g). Restricting the solutions to Eq. (2.7) to the specific ones of
the form
Φ˜ = eiEu/2eivΦ(xa) , (2.9)
we have
˜Φ˜ = eiEu/2eiv (H− E)Φ , (2.10)
where H is the one defined by (2.6). Hence, we find that, instead of solving the equation of motion (2.6), we
may solve the massless Klein-Gordon equation (2.7) on the uplifted spacetime (M˜, g˜). This fact is the key in
constructing symmetry operators of the equation of motion (2.6), as shown in the next subsections.
Below, we make several remarks on Eq. (2.6) which will be important in later discussion.
• The Eisenhart-Duval lift may be used a little more flexibly. Since discussion above is mostly unaffected
by the choice of the signature of the metric g, we may consider Eq. (2.6) as the equation on a D-
dimensional pseudo-Riemannian manifold (M, g). Then the signature of the uplifted (D+2)-dimensional
metric g˜ becomes ultrahyperbolic (−, . . . ,−,+, . . . ,+), since the signature of the metric corresponding to
the additional dimensions is (−,+). In this paper, we apply the Eisenhart-Duval lift to the Teukolsky
equation in Sec. 3 and the LFKK equation in Sec. 4. Both equations fit into the form (2.6) with the
Kerr-NUT-(A)dS metric which is Lorentzian.
• Eq. (2.6) is written in the alternative form(
− 2iqAa∂a + F
)
Φ = EΦ , (2.11)
where
F = −iq∇aAa − q2AaAa − 2V. (2.12)
This suggests that the Eisenhart-Duval lift is applicable to a wide range of equations of motion. For
example, since the LFKK equation (1.7) is provided in the form (2.11), we rewrite it into the form (2.6)
in Sec. 4.
• Eq. (2.6) is covariant under the gauge transformation,
Aa → A′a = Aa − iq−1(dΛ)a , (2.13)
with an arbitrary function Λ and gab and V unchanged. Under this transformation, the differential
operator H defined by (2.6) is transformed as
H → H′ ≡ gab(∇a − iqA′a)(∇b − iqA′b)− 2V = eΛHe−Λ , (2.14)
which shows that, if and only if Φ is a solution of Eq. (2.6), Φ′ ≡ eΛΦ is a solution of the equation of
motion
H′Φ′ = EΦ′ . (2.15)
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2.3 Separability and commuting symmetry operators
The separability of Eq. (2.6) is intimately related to the existence of first- and second-order differential operators
S(i) satisfying the commutation relations[
S(i),S(j)
]
= 0 , i, j = 0, 1, 2, . . . (2.16)
where [ , ] stands for the ordinary commutator [A,B] ≡ AB − BA and S(0) ≡ H. The operators S(i) that
commute with H, i.e., [H,S(i)] = 0, are called symmetry operators since they map a solution of Eq. (2.6) into
another solution. Equation (2.16) also states that symmetry operators must commute with each other.
How are these symmetry operators related to the separability? When Eq. (2.6) is solvable by separation of
variables, the separation constants s(i) are related to the commuting symmetry operators S(i) by the relation
S(i)Φ = s(i)Φ . (2.17)
Particularly, Eq. (2.17) for i = 0 is equivalent to Eq. (2.6) with s(0) = E. Later, we obtain the commuting
symmetry operators for the Teukolsky equation in Sec. 3 and the LFKK equation in Sec. 4. Then, we see that
they satisfy the relation (2.17).
Given commuting symmetry operators S(i) for Eq. (2.6), we perform the transformation
S ′(i) = eΛS(i)e−Λ (2.18)
with an arbitrary function Λ. Particularly, S ′(0) = H′ [cf. (2.14)]. Then we obtain[
S ′(i),S ′(j)
]
= eΛ
[
S(i),S(j)
]
e−Λ = 0 , i, j = 0, 1, 2, . . . (2.19)
and hence S ′(i) are commuting symmetry operators for Eq. (2.15). The existence of commuting symmetry
operators is preserved under the gauge transformation (2.13).
2.4 Construction of first- and second-order symmetry operators
In the Eisenhart-Duval lift, the symmetry operators for the equation of motion (2.6) can be constructed from
the symmetry operators for the massless Klein-Gordon equation (2.7). To show it, we consider first- and
second-order differential operators on M˜ in the covariant forms,1
L˜ = L˜A∇˜A , K˜ = ∇˜AK˜AB∇˜B , (2.20)
where L˜ = L˜A∂A is a vector and K˜ = K˜ABdx˜
Adx˜B is a rank-2 symmetric tensor on M˜ . The conditions that
L˜ and K˜ become the symmetry operators for Eq. (2.7) are[
˜, L˜
]
= 0 ,
[
˜, K˜
]
= 0 , (2.21)
which give rise to the conditions
∇˜(AL˜B) = 0 , ∇˜(AK˜BC) = 0 . (2.22)
These conditions mean that L˜ and K˜ are a Killing vector and a Killing tensor on (M˜, g˜), respectively. Moreover,
we obtain the anomaly-free condition [20],
∇˜A
(
K˜[A
CR˜B]C
)
= 0 , (2.23)
where R˜AB is the components of the Ricci tensor R˜ic = R˜ABdx˜
Adx˜B on (M˜, g˜). Thus we find that, if a
Killing vector L˜ is given, we can obtain the symmetry operator L˜ by (2.20); on the other hand, even if a Killing
tensor K˜ is given, we cannot obtain the symmetry operator K˜ by (2.20) necessarily. To construct the symmetry
operator K˜, the anomaly-free condition (2.23) should be satisfied for a given Killing tensor K˜.
Some Killing tensors K˜ are given as the square of a rank-p Killing-Yano tensor f˜ = (1/p!)f˜A1A2...Apdx˜
A1 ∧
dx˜A2 ∧ · · · ∧ dx˜Ap by K˜AB = f˜AC1...Cp−1 f˜BC1...Cp−1 . For such Killing tensors the anomaly-free condition (2.23)
is automatically satisfied since K˜[A
CR˜B]C identically vanishes. Contrarily, for Killing tensors that cannot be
1 We abbreviate “(i)” indexing Killing tensors K(i) in this subsection.
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expressed in terms of a Killing-Yano tensor, K˜[A
CR˜B]C does not vanish in general, and in such a case the
anomaly-free condition (2.23) must be satisfied only after taking the divergence ∇˜A. Later we see that the
Killing tensors associated with the symmetry operators for the Teukolsky equation and the LFKK equation fall
into the latter case.
There are various ways to construct Killing vectors and tensors, and one obvious way is to solve the Killing
vector and tensor equations (2.22) directly. A more sophisticated method is, for example, to utilize the integra-
bility conditions [21]. In this paper, we use the method proposed by Benenti [17] that provided the canonical
form of metrics admitting the separability of the geodesic equations and Killing tensors associated to them.
Now, we suppose that the components of the Killing vector L˜ and the Killing tensor K˜ on M˜ are independent
of the coordinates u and v,
∂uL˜
A = 0 , ∂vL˜
A = 0 , ∂uK˜
AB = 0 , ∂vK˜
AB = 0 . (2.24)
Applying the symmetry operators L˜ and K˜ on M˜ , defined by by (2.20), to the wave function Φ˜ of the form
(2.9) together with E = 0, we obtain the first and second-order differential operators L and K on M by
L˜Φ˜ = eivLΦ , K˜Φ˜ = eivKΦ . (2.25)
Since a simple calculation gives
[˜, L˜]Φ˜ = eiv[H,L]Φ , [˜, K˜]Φ˜ = eiv[H,K]Φ , (2.26)
the conditions (2.21) are satisfied if and only if
[H,L] = 0 , [H,K] = 0 . (2.27)
Thus we have found that, starting from a Killing vector L˜ and a Killing tensor K˜ on M˜ , we can construct the
first- and second-order symmetry operators L and K for the equation of motion (2.6).
To express the forms of L and K explicitly, we recast the components of the Killing vector L˜ and Killing
tensor K˜ on M˜ as(
L˜A
)
=
(
L˜a, L˜u, L˜v
)
=
(
La, I, J − qLaAa
)
, (2.28)
(
K˜AB
)
=

 K˜ab K˜au K˜avK˜ub K˜uu K˜uv
K˜vb K˜vu K˜vv


=

 Kab Ua Na − qKacAcU b C T + 2CV − qU cAc
N b − qKbcAc T + 2CV − qU cAc W − 2qN cAc + q2KcdAcAd

 , (2.29)
where L˜A and K˜AB have been recast into (La, I, J) and (Kab, Ua, Na, C, T,W ) without loss of generality. Here,
using the fact that L˜A is a Killing vector and K˜AB is a Killing tensor on M˜ , we can show that La and Ua are
Killing vectors and Kab is a Killing tensor on M , I and C are constants, and also ∇aNa = 0 (see appendix A).
Using the new variables, the symmetry operators L and K are expressed as
L = La(∇a − iqAa) + iJ , (2.30)
K = (∇a − iqAa)Kab (∇b − iqAb) + 2iNa(∇a − iqAa)−W . (2.31)
2.5 Commutativity conditions of the symmetry operators
To apply the symmetry operators to the separation of variables, it is important that they commute with each
other so that they generate independent separation constants. In this subsection we examine the conditions
necessary for such commutativity of the symmetry operators.
Below we focus on the symmetry operators given by (2.20) and (2.21). The conditions for two symmetry
operators to commute are[
L˜(i), L˜(j)
]
= 0 ,
[
L˜(i), K˜(j)
]
= 0 ,
[
K˜(i), K˜(j)
]
= 0 . (2.32)
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These conditions were studied in detail by Kolar and Krtous [22], according to which the conditions are reduced
to the commutation relations of the Killing vector L˜ and the Killing tensor K˜ with respect to the Schouten-
Nijenhuis bracket, [
L˜(i), L˜(j)
]
SN
= 0 ,
[
L˜(i), K˜(j)
]
SN
= 0 ,
[
K˜(i), K˜(j)
]
SN
= 0 , (2.33)
where the Schouten-Nijenhuis brackets [ , ]SN are defined by([
L˜(i), L˜(j)
]
SN
)
A
≡ L˜(i)B∇˜BL˜(j)A − L˜(j)B∇˜BL˜(i)A , (2.34)([
L˜(i), K˜(j)
]
SN
)
AB
≡ L˜(i)C∇˜CK˜(j)AB − K˜(j)D(A∇˜DL˜
(i)
B) , (2.35)([
K˜(i), K˜(j)
]
SN
)
ABC
≡ K˜(i)D(A∇˜DK˜
(j)
BC) − K˜
(j)
D(A∇˜DK˜
(i)
BC) , (2.36)
and the condition, which comes from the commutation relations of two Killing tensors,
∇Am˜(i,j)AB = 0 , (2.37)
where
m˜
(i,j)
AB ≡
(
K˜
(i)
C[A∇˜D∇˜CK˜
(j)
B]D − K˜
(j)
C[A∇˜D∇˜CK˜
(i)
B]D
)
−
(
∇˜DK˜(i)C[A
)(
∇˜CK˜(j)B]D
)
− 3K˜(i)C[AK˜
(j)
B]DR˜
CD . (2.38)
It is worth noting that the metric itself is a Killing tensor. If we set K˜ = g˜ in (2.33) and (2.37), we obtain the
conditions (2.22) and (2.23) as a result.
Finally, we demonstrate the commutativity of the operators S(i) on (M, g) constructed from the commuting
symmetry operators S˜(i) on (M˜, g˜) by
S˜(i)Φ˜ = eivS(i)Φ . (2.39)
By a simple calculation, we obtain [
S˜(i), S˜(j)
]
Φ˜ = eiv
[
S(i),S(j)
]
Φ . (2.40)
It follows consequently that L˜(i) and K˜(j) on the uplifted spacetime (M˜, g˜AB) commute with each other even
on the original spacetime (M, gab) once the conditions (2.33) and (2.37) are satisfied, and we obtain[
L(i),L(j)
]
= 0 ,
[
L(i),K(j)
]
= 0 ,
[
K(i),K(j)
]
= 0 , (2.41)
where L(i) and K(i) are the ones obtained by (2.25). As explained at Eq. (2.17), the eigenvalues of these
commuting symmetry operators,
K(i)Φ = κiΦ , L(i)Φ = iωkΦ , (2.42)
become the separation constants for the equation of motion (2.6), which is expressed as K(0)Φ = E Φ.
To summarize, the procedure for obtaining the commuting symmetry operators K(i) for the equation of
motion (2.6) is given as follows. First-order symmetry operator L(i) can be constructed in a similar manner.
1. Given the equation of motion in the form (2.6), read out g, A and V from its coefficients.
2. Using these quantities, construct the uplifted metric g˜ as (2.2).
3. Find Killing tensors K˜(i) on (M˜, g˜) such that the components are independent of u and v.
4. For the Killing tensors found in the step 3, check if the anomaly-free condition (2.23), and also the
commutativity conditions (2.33) and (2.38) hold.
5. If they hold, construct the commuting symmetry operators K˜(i) by (2.20). Then it follows that [˜, K˜(i)] =
0 = [K˜(i), K˜(j)].
6. Finally, obtain commuting symmetry operators K(i) from K˜(i) via (2.25) and (2.31). Then [H,K(i)] = 0 =
[K(i),K(j)].
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Figure 1: The procedure for obtaining the commuting symmetry operators K(i) for the equation of motion
(2.6). In this procedure, we must check if there exist Killing tensors K˜(i) on the uplifted spacetime (M˜, g˜) that
satisfy the conditions (2.23), (2.33) and (2.38) at the steps 3 and 4. First-order symmetry operator L(i) can be
constructed by a similar procedure.
3 Symmetry operators for the Teukolsky equation
In the previous section, we summarized the procedure to construct commuting symmetry operators for the
equation of motion (2.6). The aim of this section is to apply this procedure to the Teukolsky equation on the
four-dimensional Kerr-NUT-(A)dS spacetime to construct its symmetry operator. To this end, we first recall the
Carter form [23] of the four-dimensional Kerr-NUT-(A)dS metric in Sec. 3.1 and explain Benenti’s method for
constructing Killing tensors [24] by explicitly constructing the Killing tensor on the Kerr-NUT-(A)dS spacetime
in Sec. 3.2. Benenti’s method is used repeatedly in subsequent sections. After that, we review the separation
of variables in the Teukolsky equation [3, 4] briefly in Sec. 3.3 (see appendix B for details) and then construct
the symmetry operator for the Teukolsky equation in Sec. 3.4.
3.1 Carter form of the Kerr-NUT-(A)dS metric
The Kerr metric in the Boyer-Lindquist coordinates (t, r, θ, φ) is given by
ds2 = −∆
Σ
(
dt− a sin2 θdφ)2 + Σ
∆
dr2 +Σdθ2 +
sin2 θ
Σ
(
adt− (r2 + a2)dφ)2 , (3.1)
where
∆ = r2 − 2mr + a2 , Σ = r2 + a2 cos2 θ . (3.2)
This metric describes a rotating black hole in vacuum with mass m and angular momenta J = ma. Performing
the coordinate transformation
p = −a cos θ , τ = t− aφ , σ = −φ
a
, (3.3)
the metric is written in the Carter form [23]
ds2 = − Q(r)
r2 + p2
(dτ − p2dσ)2 + r
2 + p2
Q(r) dr
2 +
r2 + p2
P(p) dp
2 +
P(p)
r2 + p2
(dτ + r2dσ)2 , (3.4)
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where
Q(r) = r2 − 2mr + a2 , P(p) = a2 − p2 . (3.5)
The metric (3.4) satisfies the vacuum Einstein equation with cosmological constant λ,
Rab = λgab , (3.6)
if and only if Q(r) and P(p) are given by
Q(r) = −λ
3
r4 + ǫr2 − 2mr + a2 , P(p) = −λ
3
p4 − ǫp2 + 2lp+ a2 , (3.7)
with constants ǫ, a, m and l. This solution is called the Kerr-NUT-(A)dS metric. Once Q(r) and P(p) are
replaced with arbitrary functions depending only on r and p respectively, the metric (3.4) does not satisfy the
Einstein equation (3.6) anymore, but it still admits the Killing tensor as explained in the next section. In this
paper, we work on the metric (3.4) with arbitrary Q(r) and P(p), which is called the off-shell Kerr-NUT-(A)dS
metric or simply the Carter metric. The spacetime described by the (off-shell) Kerr-NUT-(A)dS metric is called
the (off-shell) Kerr-NUT-(A)dS spacetime.
3.2 Killing tensor on the Kerr-NUT-(A)dS spacetime
The (off-shell) Kerr-NUT-(A)dS spacetime admits a nontrivial Killing tensor, which guarantees the complete
integrability and separability of the geodesic equation [17]. To provide the Killing tensor explicitly, Benenti’s
method is useful.
Benenti’s method is the following: We first denote local coordinates (xa) by (xµ, ψk), where ψk are the Killing
coordinates of a D-dimensional metric g, i.e. the metric components gab do not depend on these coordinates.
When the number of the Killing coordinates ψk is D − n, the Greek indices µ, ν, . . . take 0, 1, . . . , n − 1 and
the Latin indices k, ℓ, . . . take n, n + 1, . . . , D − 1. If the components of the inverse metric gab are written in
Benenti’s canonical form
gµµ = φ¯µ+1(1) , g
µa = 0 (a 6= µ) , gkℓ =
n−1∑
µ=0
ζkℓ(µ)φ¯
µ+1
(1) , (3.8)
where φ¯µ(ν) is the element of the inverse Sta¨ckel matrix φ¯ and ζ
kℓ
(µ) is the element of the µth ζ-matrix ζ(µ), one
can construct n Killing tensors K(ν) whose contravariant components K
ab
(ν) are given by
Kµµ(ν) = φ¯
µ+1
(ν+1) , K
µa
(ν) = 0 (a 6= µ) , Kkℓ(ν) =
n−1∑
µ=0
ζkℓ(µ)φ¯
µ+1
(ν+1) . (3.9)
Since we have K(0) = g, we obtain n − 1 nontrivial Killing tensors. Here, the inverse Sta¨ckel matrix is the
inverse of the Sta¨ckel matrix, i.e., φ¯φ = 1, and the element φ(µ)ν of the Sta¨ckel matrix φ must depend only on
the coordinate xν , and any element ζkℓ(µ) of the µth ζ-matrix ζ(µ) must depend only on the coordinate xµ.
To illustrate it, we shall construct the Killing tensor on the off-shell Kerr-NUT-(A)dS spacetime. For the
off-shell Kerr-NUT-(A)dS metric (3.4), the components of the inverse metric are given by
grr =
Q
r2 + p2
, gpp =
P
r2 + p2
,
gττ = − r
4
Q2 g
rr +
p4
P2 g
pp , gτσ =
r2
Q2 g
rr +
p2
P2 g
pp , gσσ = − 1Q2 g
rr +
1
P2 g
pp .
(3.10)
They fit into Benenti’s canonical form (3.8) when the Sta¨ckel matrix φ and its inverse φ¯ are given by
φ =


r2
Q
p2
P
1
Q −
1
P

 , φ¯ =


Q
r2 + p2
p2Q
r2 + p2
P
r2 + p2
− r
2P
r2 + p2

 , (3.11)
and ζ-matrices ζ(µ) are given by
ζ(r) =
1
Q2
( −r4 r2
r2 −1
)
, ζ(p) =
1
P2
(
p4 p2
p2 1
)
. (3.12)
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Here, we have set n = 2. Namely, the Greek indices µ, ν, . . . take 0, 1 (or r, p) and the Latin indices k, ℓ, . . . take
2, 3 (or τ, σ), and hence we have (xa) = (x0, x1, ψ2, ψ3) = (r, p, τ, σ). From (3.9), the contravariant components
of the nontrivial Killing tensor are obtained by replacing φ¯µ(1) with φ¯
µ
(2) as
Krr =
p2Q
r2 + p2
, Kpp = − r
2P
r2 + p2
,
Kττ = − r
4
Q2K
rr +
p4
P2K
pp , Kτσ =
r2
Q2K
rr +
p2
P2K
pp , Kσσ = − 1Q2K
rr +
1
P2K
pp .
(3.13)
Thus we obtain the Killing tensor
K = p2
(
− Q(r)
r2 + p2
(dτ − p2dσ)2 + r
2 + p2
Q(r) dr
2
)
− r2
(
r2 + p2
P(p) dp
2 +
P(p)
r2 + p2
(dτ + r2dσ)2
)
. (3.14)
To express the Killing tensor in a simple form, it is convenient to introduce the orthonormal basis of 1-forms
e0 =
√
Q(r)
r2 + p2
(
dτ − p2dσ) , e1 =
√
r2 + p2
Q(r) dr , e
2 =
√
r2 + p2
P(p) dp , e
3 =
√
P(p)
r2 + p2
(
dτ + r2dσ
)
, (3.15)
with which the metric (3.4) is expressed as
g = −e0e0 + e1e1 + e2e2 + e3e3 . (3.16)
We also introduce the dual vector basis by ea(eb) = δ
a
b. The vector basis dual to (3.15) are given by
e0 =
1√
Q(r) (r2 + p2)
(
r2∂τ − ∂σ
)
, e1 =
√
Q(r)
r2 + p2
∂r , e2 =
√
P(p)
r2 + p2
∂p , e3 =
1√
P(p) (r2 + p2)
(
p2∂τ + ∂σ
)
.
(3.17)
The Killing tensor is written as
K = p2
(
−e0e0 + e1e1
)
− r2
(
e2e2 + e3e3
)
. (3.18)
3.3 Separation of variables in the Teukolsky equation
When a spacetime admits a gauged conformal Killing-Yano tensor (GCKY), the Maxwell equation (1.1) on
such a spacetime can reduce to a scalar-type equation by the method of the Hertz potential (see appendix B
for details). This scalar-type equation is not always solvable by separation of variables, but the Kerr spacetime
is known to admit three GCKYs and hence the Maxwell equation reduces to three scalar-type equations. An
interesting thing is that two of them coincide with the Teukolsky equation for s = ±1 [3,4], which was proposed
as the master equation for perturbations of Maxwell fields on the Kerr spacetime, and can be solved by separation
of variables.
Since even the off-shell Kerr-NUT-(A)dS metric (3.4) admits three GCKYs, the Maxwell equation reduces
to three scalar-type equations. Two of them can be written in the form
HΦ ≡ 1
r2 + p2
[
Q∂2r + (1 + s)Q′∂r + P∂2p + P ′∂p −
1
Q (r
2∂τ − ∂σ)2 + 1P (p
2∂τ + ∂σ)
2
+ s
(
Q′
Q
(
r2∂τ − ∂σ
)− iP ′P
(
p2∂τ + ∂σ
)− 4(r + ip)∂τ
)
+
s(s+ 1)
2
Q′′ + s
2
2
P ′′ − s2P
′2
4P
]
Φ = 0 (3.19)
with s = ±1. This equation coincides with the Teukolsky equation for s = ±1 (actually for arbitrary integer
s) when the off-shell Kerr-NUT-(A)dS metric is restricted to the Kerr metric, i.e., Q and P are given by (3.5).
In what follows, we still call Eq. (3.19) the Teukolsky equation. We immediately find that this equation can be
solved by separation of variables by setting
Φ = eiωτeimσR(r)Θ(p) , (3.20)
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where ω and m are constants. Thus it results in the separated equations in terms of r and p given by
1
Qs
d
dr
(
Qs+1 dR
dr
)
+
[
is(ωr2 −m)Q′ + (ωr2 −m)2
Q +
s(s+ 1)
2
Q′′ − 4isωr − κ
]
R = 0 , (3.21)
d
dp
(
P dΘ
dp
)
+
[
− (sP
′ − 2ωp2 − 2m)2
4P +
s2
2
P ′′ − 4sωp+ κ
]
Θ = 0 , (3.22)
where κ is a separation constant.
3.4 Symmetry operators for the Teukolsky equation
To explain the separability of the Teukolsky equation, we shall construct the symmetry operator for the Teukol-
sky equation. We first rewrite the Teukolsky equation (3.19) in the form
HΦ ≡
[
gab(∇a + sAa)(∇b + sAb)− 2V
]
Φ = 0 , (3.23)
where
A =
Q′
2Qdr −
χQ′ − 4Q
2χ2χ¯
(dτ − p2dσ)− iχP
′ + 4P
2χ2χ¯
(dτ + r2dσ) , (3.24)
2V = − s
2
r2 + p2
(Q′′
2
− 2Q
′
χ
+
4Q
χ2
+
P ′′
2
− 2iP
′
χ
− 4P
χ2
)
. (3.25)
Note that V is given by −s2∂2χQT with QT = (Q(r)−P(p))/(r2 + p2). Here, we have introduced the variables
χ = r + ip , χ¯ = r − ip , ∂χ = 1
2
(∂r − i∂p) , ∂χ¯ = 1
2
(∂r + i∂p) . (3.26)
This equation (3.23) corresponds to Eq. (2.6) with q = is, E = 0, g set to the off-shell Kerr-NUT-(A)dS metric
(3.4), and A and V set to A(1) and −s2λ(1)/2 given by (B.26) and (B.31), respectively.
To obtain the symmetry operator for Eq. (3.23), we consider the uplifted metric,2 which is constructed by
Eq. (2.2) with (3.4) and (3.25). The components of the inverse uplifted metric g˜AB are given by
g˜ab = gab ,
g˜rv = −isQ
′
2Qg
rr ,
g˜τv = −is
(
r2Q′
2Q2 −
2r
Q
)
grr − s
(
p2P ′
2P2 −
2p
P
)
gpp ,
g˜σv =
isQ′
2Q2 g
rr − sP
′
2P2 g
pp ,
g˜uv = 1 =
r2
Q g
rr +
p2
P g
pp ,
g˜vv = −s
2Q′′
2Q g
rr − s2
(P ′′
2P −
P ′2
4P2
)
gpp ,
(3.27)
where gab are given by (3.10) and the components not listed here are vanishing. It turns out that these
components fit into Benenti’s canonical form (3.8).3 We note that this property is a special feature of the
Teukolsky equation in the sense that the uplifted metric constructed from a generic equation of motion is not
2The components of the uplifted metric g˜AB become complex, since the vector potential used to lift the metric has complex
components. This is caused since the gauge transformation of the gauged conformal Killing-Yano tensor is C∗, rather than U(1)
for the Maxwell field. See appendix B for more details.
3Precisely speaking, the (r, v) component grv is not fitting into Benenti’s canonical form (3.8), but generalizing the ζ-matrices
appropriately one can transform it so as to fit into Benenti’s canonical form. Then, one can construct a Killing tensor by (3.9) and
making the inverse transformation one obtains the (r, v) component Krv of the Killing tensor. This result coincides with (3.28).
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guaranteed to fit into Benenti’s canonical form. From (3.9), the components of the Killing tensor are given by
K˜ab = Kab ,
K˜rv = −isQ
′
2QK
rr ,
K˜τv = −is
(
r2Q′
2Q2 −
2r
Q
)
Krr − s
(
p2P ′
2P2 −
2p
P
)
Kpp ,
K˜σv =
isQ′
2Q2K
rr − sP
′
2P2K
pp ,
K˜uv = 0 =
r2
QK
rr +
p2
P K
pp ,
K˜vv = −s
2Q′′
2Q K
rr − s2
(P ′′
2P −
P ′2
4P2
)
Kpp ,
(3.28)
and the other components are zero, and Kab are given by (3.14). Thus we obtain the symmetry operator of the
Teukolsky equation,
K = (∇a + sAa)Kab(∇b + sAb) + 2iNa(∇a + sAa)−W , (3.29)
where the second-derivative part is given by the Killing tensor (3.14), and N = Nadx
a and W are given from
Eq. (2.29) as
N =
2spQ
r2 + p2
(dτ − p2dσ) + 2isrP
r2 + p2
(dτ + r2dσ) , (3.30)
W = − s
2
r2 + p2
(
p2Q′′
2
− 2irpQ
′
χ
− 4p(p− 2ir)Q
χ2
− r
2P ′′
2
− 2irpP
′
χ
− 4r(r + 2ip)P
χ2
)
. (3.31)
In the present coordinates, the symmetry operator is explicitly given by
KΦ = p
2
r2 + p2
[
Q∂2r + (1 + s)Q′∂r −
1
Q (r
2∂τ − ∂σ)2 + s
(
Q′
Q
(
r2∂τ − ∂σ
)− 4r∂τ
)
+
s(s+ 1)
2
Q′′
]
Φ (3.32)
− r
2
r2 + p2
[
P∂2p + P ′∂p +
1
P (p
2∂τ + ∂σ)
2 − is
(
P ′
P
(
p2∂τ + ∂σ
)
+ 4p∂τ
)
+
s2
2
P ′′ − s2P
′2
4P
]
Φ .
Direct calculations show that the Killing tensor (3.28) of the uplifted spacetime satisfies the anomaly-free
condition (2.23), hence this operator commutes with the differential operator of the Teukolsky equation H
defined by Eq. (3.23):
[H,K] = 0 . (3.33)
Using Eqs. (3.20), (3.21) and (3.22), we can confirm that the eigenvalue of the symmetry operator K coincides
with the separation constant appearing in the Teukolsky equation
KΦ = κΦ . (3.34)
4 Symmetry operators for the LFKK equation in D ≥ 4 dimensions
While the higher-dimensional generalization of the Teukolsky equation has not been found so far, the LFKK
equation (1.7) works for the D-dimensional Kerr-NUT-(A)dS spacetime with arbitrary dimensions D. In this
section, we apply the Eisenhart-Duval lift summarized in Sec. 2 to the LFKK in general dimensions. As a
result we obtain a covariant expression of the commuting symmetry operators of [7], which played a key role to
guarantee the separability of the LFKK equation.
After reviewing the metric of the D-dimensional Kerr-NUT-(A)dS spacetime in Sec. 4.1 and its hidden
symmetry in Sec. 4.2, we apply the Eisenhart-Duval lift to the LFKK equation defined on this spacetime in
Sec. 4.3 to obtain the Killing tensors associated to the uplifted metric. Using them we can construct commuting
symmetry operators, and in Sec. 4.4 we confirm that they coincide with the symmetry operators of [7] up to the
first-order differential operators, which is one of the main results of our work. In Sec. 4.5 we briefly study the
Lorenz gauge condition. This section is supplemented with appendix C, which is devoted to the analysis on the
commutativity conditions that guarantee the differential operators obtained above become symmetry operators
commuting with each other.
13
4.1 Kerr-NUT-(A)dS metric in D ≥ 4 dimensions
The Kerr-NUT-(A)dS metric in D = 2n+ ǫ dimensions is given by
g =
n∑
µ=1
dx2µ
Qµ(x)
+
n∑
µ=1
Qµ(x)
(
n−1∑
k=0
σ(k)µ dψk
)2
+ ǫS
(
n∑
k=0
σ(k)dψk
)2
, (4.1)
where ǫ = 0 for even dimensions and ǫ = 1 for odd dimensions, and
Qµ =
Xµ
Uµ
, S =
c
σ(n)
, Uµ =
∏
ν 6=µ
(x2µ − x2ν) (4.2)
with a constant c and arbitrary functions Xµ = Xµ(xµ) depending only on xµ. The functions σ
(k), σ
(k)
µ are the
k-th elementary symmetric functions defined as
σ(k) =
∑
1≤ν1<ν2<···<νk≤n
x2ν1x
2
ν2 · · ·x2νk , σ(k)µ =
∑
1≤ν1<ν2<···<νk≤n
νi 6=µ
x2ν1x
2
ν2 · · ·x2νk . (4.3)
To express the coordinates to express the metric (4.1), we reserve Latin indices k, ℓ, . . . for the Killing directions
ψi and the Greek indices µ, ν, . . . for the non-Killing directions xµ. We express the coordinates of the whole
space with the Latin indices beginning a as before, that is, (xa) = (xµ, ψk).
The inverse metric of (4.1) is given by
g−1 =
n∑
µ=1
gµµ
(
∂
∂xµ
)2
+
n−1+ǫ∑
k,ℓ=0
gkℓ
∂
∂ψk
∂
∂ψℓ
, (4.4)
where
gµµ = Qµ, g
kℓ =
n−1+ǫ∑
µ=1
ζkℓ(µ)Qµ, ζ
kℓ
(µ) =
(−1)k+ℓx2(2n−2−k−ℓ)µ
X2µ
+
(−1)n+1
cx2µXµ
δnkδnℓ . (4.5)
To describe the metric (4.1), let us introduce the orthonormal basis defined as
eµ =
dxµ√
Qµ
, eµˆ =
√
Qµ
(
n−1∑
k=0
σ(k)µ dψk
)
, e0 =
√
S
(
n∑
k=0
σ(k)dψk
)
, (4.6)
where e0 exists only in odd dimensions (ǫ = 1). This basis describes the Euclideanized Kerr-NUT-(A)dS metric.
Their dual basis (vector field) is given by
eµ =
√
Qµ
∂
∂xµ
, eµˆ =
n−1+ǫ∑
k=0
(−1)kx2(n−1−k)µ√
QµUµ
∂
∂ψk
, e0 =
√
S
c
∂
∂ψn
. (4.7)
Indices of the orthonormal basis and the tensor components with respect to it are marked with underlines to
distinguish them from the coordinate basis indices a, µ, k. Using the orthonormal basis, the metric is expressed
as
g =
n∑
µ=1
(eµeµ + eµˆeµˆ) + ǫ e0e0 . (4.8)
4.2 Hidden symmetries of the Kerr-NUT-(A)dS spacetime
The Kerr-NUT-(A)dS spacetime has hidden symmetries associated to the principal tensor (1.3). See e.g. [25–27]
for details. The principal tensor h = (1/2)habe
a ∧ eb for the metric (4.1) is written as
h =
n∑
µ=1
xµe
µ ∧ eµˆ . (4.9)
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The associated 1-form ξa ≡ 1D−1∇bhba introduced by Eq. (1.3) is given by
ξµ = 0 , ξµˆ =
√
Qµ , ξ0 =
√
S , (4.10)
which gives a Killing vector field ξa = gabξb. We can check that the inverse metric (4.4) fits into Benenti’s
canonical form, and then the coordinate components of the commuting Killing tensors Kab(j) (j = 0, 1, · · · , n−1)
are obtained as
Kµµ(j) = σ
(j)
µ Qµ, K
kℓ
(j) =
n−1+ǫ∑
µ=1
ζkℓ(µ)σ
(j)
µ Qµ . (4.11)
If we use the orthonormal basis, they are written as
K(j) =
n∑
µ=1
σ(j)µ (e
µeµ + eµˆeµˆ) + ǫ σ(j)e0e0 . (4.12)
It can be seen that ηa(j) defined as the contraction of ξa and K
ab
(j),
ηa(j)
∂
∂xa
≡ ξaKab(j)
∂
∂xb
=
∂
∂ψj
, (4.13)
become Killing vectors.
4.3 Eisenhart-Duval lift of Maxwell’s equations on D-dimensional Kerr-NUT-
(A)dS spacetime
In this section, we construct the uplifted spacetime based on the LFKK equation and construct the Killing
tensors corresponding to it, which give the candidates of the symmetry operators for the LFKK equation.
The polarization tensor B is defined by Eq. (1.5). Using Eq. (4.9), the polarization tensor is calculated as
B =
1
1 + β2x2µ
(
eµeµ + eµˆeµˆ
)
+
βxµ
1 + β2x2µ
(
eµeµˆ − eµˆeµ
)
+ ǫ e0e0 . (4.14)
The corresponding ansatz of the Maxwell potential 1-form A = Aaea is given by
Aµ = 1
1 + β2x2µ
∇µΦ+ βxµ
1 + β2x2µ
∇µˆΦ (4.15)
Aµˆ = − βxµ
1 + β2x2µ
∇µΦ + 1
1 + β2x2µ
∇µˆΦ (4.16)
A0 = ∇0Φ . (4.17)
This corresponds to the magnetic polarization in [7].4 With this ansatz, Maxwell’s equation is reduced to the
LFKK equation (1.7), which may be expressed as
HΦ ≡ [gab (∇a − iqAa) (∇b − iqAb)− 2V ]Φ = 0 , (4.18)
where
qAa = iβξbB
ba (4.19)
and Eq. (2.12) implies V = iq∇aAa + q2AaAa. Using (4.14) and the orthonormal basis (4.7), we have
qA =
n∑
µ=1
−iβ2xµ
√
Qµ
1 + β2x2µ
eµ +
n∑
µ=1
iβ
√
Qµ
1 + β2x2µ
eµˆ + iβ
√
S e0 , (4.20)
V = −β
2
2
[
n∑
µ=1
xµ
Uµ
d
dxµ
(
Xµ
1 + β2x2µ
)
+ ǫ
n∑
µ=1
1
Uµ
(
Xµ
1 + β2x2µ
+
(−1)nc
x2µ
)]
. (4.21)
4 For the electric polarization, the ansatz for the Maxwell field is taken as Aa = hab∇
bΦ, and then Maxwell’s equation is reduced
to the Klein-Gordon equation Φ = 0 and the Lorenz condition becomes ξa∇aΦ = 0 [7] The commuting symmetry operators for
this equation can be found in, e.g., [26, 27].
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From (4.18), we find the explicit form of the uplifted metric as
g˜µµ = gµµ = Qµ,
g˜kl = gkl =
n−1+ǫ∑
µ=1
gµµζkℓ(µ),
g˜µv =
iβ2xµ
1 + β2x2µ
gµµ,
g˜kv = −iβ
n∑
µ=1
(−1)kx2(n−1−k)µ
Xµ(1 + β2x2µ
)gµµ (k = 0, 1, · · · , n− 1) ,
g˜nv = iβ3
n∑
µ=1
(−1)n
Xµ(1 + β2x2µ)
gµµ,
g˜vv = −β2
∑
µ
(
1
Xµ
d
dxµ
(
xµXµ
1 + β2x2µ
)
+ ǫ
xµ
1 + β2x2µ
)
gµµ,
g˜uv = 1 =
n∑
µ=1
x
2(n−1)
µ
Xµ
gµµ. (4.22)
In the above expressions, g˜kv can be expressed in an alternative form as
g˜kv =
(−1)niβ
2
n∑
µ=1
gµµ
1− β2x2µ
Xµ(1 + β2x2µ)
β2(1−n+k) ≡ gˇkv . (4.23)
This form of g˜kv plays an important role in comparison of our result with [7] as we discuss in Sec. 4.4.
The inverse metric g˜AB for (4.22) takes the form
g˜µµ = Qµ, g˜
AB =
n∑
µ=1
ζABµ Qµ (A = B 6= µ), (4.24)
where ζABµ is a function of only one variable xµ. This fits into Benenti’s canonical form of the inverse metric,
5
and then the mutually commuting Killing tensors K˜AB(j) (j = 0, 1, · · · , n− 1) are constructed as6
K˜µµ(j) = σ
(j)
µ Qµ , K˜
AB
(j) =
n∑
µ=1
ζABµ σ
(j)
µ Qµ
(
(A,B) 6= (µ, µ)
)
, (4.25)
where its components are given by
K˜µµ(j) = σ
(j)
µ Qµ,
K˜kl(j) =
n−1+ǫ∑
µ=1
K˜µµ(j)ζ
kℓ
(µ),
K˜µv(j) = i
β2xµ
1 + β2x2µ
K˜µµ(j) ,
5The inverse metric (4.22) has g˜µv 6= 0, which must be zero in Benenti’s canonical form of the inverse metric. However this
component can be set to zero by a coordinate transformation
dv → dv −
n∑
µ=1
iβ2xµ
1 + β2x2µ
dxµ .
This transformation does not affect the other metric components, hence the metric after this transformation manifestly fits into
Benenti’s canonical form, and then the separability of geodesic equations for the metric is guaranteed.
6In terms of the Sta¨ckel matrix for metric (4.1), Eq. (4.25) is given by
K˜
µµ
(j)
= φ¯µ(j+1) , K˜
AB
(j) =
n∑
µ=1
ζABµ (xµ)φ¯
µ
(j+1) .
16
K˜kv(j) = −iβ
n∑
µ=1
(−1)kx2(n−1−k)µ
Xµ(1 + β2x2µ)
K˜µµ(j) ,
K˜nv(j) = iβ
3
n∑
µ=1
(−1)n
Xµ(1 + β2x2µ)
K˜µµ(j) ,
K˜vv(j) = −β2
∑
µ
(
1
Xµ
d
dxµ
(
xµXµ
1 + β2x2µ
)
+ ǫ
xµ
1 + β2x2µ
)
K˜µµ(j) ,
K˜uv(j) = δj0 =
n∑
µ=1
x
2(n−1)
µ
Xµ
K˜µµ(j) . (4.26)
For j = 0, the above expression reduces to K˜AB(0) = g˜
AB.
Here, we introduce the orthonormal basis of the uplifted spacetime by
e˜a = ea , e˜+ = du , e˜− = dv − V du+ qAadxa . (4.27)
with which the metric is given as
g = δabe
aeb , g˜ = η˜ABe˜
Ae˜B = δabe˜
ae˜b + e˜+e˜− + e˜−e˜+ . (4.28)
In this basis, the Killing tensor (4.26) for the uplifted metric is expressed as
K˜(j)e˜Ae˜B =
n∑
µ=1
σ(j)µ (e˜
µe˜µ + e˜µˆe˜µˆ) + ǫσ(j)e˜0e˜0 + δj0(e˜
+e˜− + e˜−e˜+) + (1 − δj0)K˜(j)++e˜+e˜+, (4.29)
where
K˜
(j)
++ = −β2
n∑
µ
xµσ
(j)
µ
Uµ
d
dxµ
(
Xµ
1 + β2x2µ
)
− ǫβ2
n∑
µ=1
σ
(j)
µ
Uµ
(
Xµ
1 + β2x2µ
+
(−1)nc
x2µ
)
. (4.30)
Using the Killing tensors K˜(j) we can construct symmetry operators K(j) on the base space following the
procedure summarized in Sec. 2. For the Killing tensors K(j), gauge field A and scalar functions W(j) on the
base space, K(j) take the form
K(j) = (∇a − iqAa)Kab(j)(∇b − iqAb)−W(j) , (4.31)
where Aa is defined in (4.20) and
W(j) = Kˆ
(j)
++ . (4.32)
These operators are given by the general formula (2.31), where Na(j) identically vanishes in this case.
As explained in Sec. 2, the differential operators constructed from the Killing tensor (4.26) commute with
each other. Hence, the operatorsK(j) becomes symmetry operators commuting with the wave operatorH = K(0)
of the LFKK equation (4.18). See appendix C.
Equation (4.31) may be expressed as
K(j) = ∇aKab(j)∇b − 2iqAaKab(j)∇b + F(j), (4.33)
where F(j) are functions defined by
F(j) = −iq∇a(Kab(j)Ab)− q2Kab(j)AaAb −W(j). (4.34)
Then direct calculations yield F(j) = 0, hence
K(j) = ∇aKab(j)∇b − 2iqAaKab(j)∇b
= ∇aKab(j)∇b + 2βξcBcaKab(j)∇b
= ∇aKab(j)∇b + 2βξcKca(j)Bab∇b
= ∇aKab(j)∇b + 2βηa(j)Bab∇b . (4.35)
This gives the covariant expression of the commuting symmetry operators. In (4.35), we used Eq. (4.19) at the
second equality. At the third equality of this equation, we have used the fact that K(j) commute with B, as
we can see from their structures (4.12) and (4.14). The last equality follows from Eq. (4.13).
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4.4 Comparison with previous results
In the previous section we have constructed the symmetry operators for the LFKK equation that commute with
each other. We compare these operators to those proposed in [7].
We can express the symmetry operators (4.35) in terms of the coordinates as
K(j) =
n∑
µ=1
σj(xˆµ)
Uµ
Sµ , (4.36)
where
Sµ = (1 + β2x2µ)
∂
∂xµ
(
Xµ
1 + β2x2µ
∂
∂xµ
)
+
1
Xµ
(
n−1+ǫ∑
k=0
(−1)kx2(n−1−k)µ
∂
∂ψk
)2
+
2β
1 + β2x2µ
n−1∑
k=0
(−1)kx2(n−1−k)µ
∂
∂ψk
+ ǫ
[
Xµ
xµ
∂
∂xµ
− (−1)
n
cx2µ
(
∂
∂ψn
)2
− 2 (−1)
nβ3
1 + β2x2µ
∂
∂ψn
]
, (4.37)
where the last term proportional to ǫ appears only in the odd-dimensional case.
In the previous subsection we mentioned that g˜kv in Eq. (4.22) can be expressed in an alternative form gˇkv
defined by Eq. (4.23). Applying our procedure to gˇkv, we find the kv component of the Killing tensor to become
Kˇkv(j) ≡
(−1)niβ
2
n∑
µ=1
K˜µµ(j)
1− β2x2µ
Xµ(1 + β2x2µ)
β2(1−n+k) . (4.38)
We can show that Kˇkv(j) (Eq. (4.38)) and K˜
kv
(j) in Eq. (4.26) differs by a constant unless j = 0.
7 For example, in
four dimensions (n = 2) the difference is given by
K˜0v(1) − Kˇ0v(1) =
i
2β
, K˜1v(1) − Kˇ1v(1) = −
iβ
2
. (4.39)
Expression of the difference for general n is not illuminating and we omit it here. The symmetry operators can
be constructed using Kˇkv(j), and its expression is given by Eq. (4.36) with Sµ replaced by
Sˇµ = (1 + β2x2µ)
∂
∂xµ
(
Xµ
1 + β2x2µ
∂
∂xµ
)
+
1
Xµ
(
n−1+ǫ∑
k=0
(−1)kx2(n−1−k)µ
∂
∂ψk
)2
− (−1)nβ 1− β
2x2µ
1 + β2x2µ
n−1∑
k=0
β−2(n−1−k)
∂
∂ψk
+ ǫ
[
Xµ
xµ
∂
∂xµ
− (−1)
n
cx2µ
(
∂
∂ψn
)2
− 2 (−1)
nβ3
1 + β2x2µ
∂
∂ψn
]
. (4.40)
In the even-dimensional case (ǫ = 0), Sˇµ coincides with the operators C˜µ of [7], in which expressions in terms of
the coordinates are given.
The difference between Sµ and Sˇµ appears only in the third term on the right-hand side. Due to this
difference, the symmetry operators constructed from Sµ differ from those constructed from Sˇµ by a linear
combination with constant coefficients of first-order differential operators corresponding to the Killing vectors
(L(i) in Sec. 2). Hence the symmetry operators of [7] are given by Eq. (4.35) up to lower-order symmetry
operators L(i).
4.5 Lorenz gauge condition
Before closing this section we briefly examine the Lorenz condition ∇aAa = 0, which must be imposed to obtain
the LFKK equation (1.7). Using the ansatz (1.4) and also the symmetry operator (4.36), ∇aAa = 0 can be
written as
n−1∑
j=0
β2j
(
K(j)Z + β(2(n− j)− 3 + ǫ) ∂Z
∂ψj
)
+ ǫ
β2n
c
∂2Z
∂ψn2
= 0 . (4.41)
7When j = 0, K˜kv
(j)
and Kˇkv
(j)
both reduce to the metric g˜kv.
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In even dimensions, this expression corresponds to CZ = 0 of [7] (up to contributions from lower-order symmetry
operators mentioned in the previous subsection).
Using (2.42), the symmetry operators in Eq. (4.41) can be replaced with the separation constants as
n−1∑
j=0
β2j
(
κ(j) + β
(
2(n− j)− 3 + ǫ)iωj)− ǫβ2n
c
ω2j = 0 , (4.42)
which can be solved as an algebraic equation for β. Since κ(0) = 0 because of the equation of motion K(0)Z = 0,
one root is given by β = 0 and there are the other D − 2 nontrivial roots.
5 Summary
In this work, we focused on the commuting symmetry operators that enabled the separation of variables in the
LFKK formulation of the Maxwell perturbations on the Kerr-NUT-(A)dS spacetimes, and proposed a method to
reproduce those operators in terms of the covariant quantities associated to the background geometry. Applying
the Eisenhart-Duval lift to the background metric, the perturbation equations can be reduced to the massless
Klein-Gordon equations. Then the symmetry operators that commute with the d’Alembertian operator can
be constructed from the Killing tensor associated to the uplifted metric, if they satisfy the commutativity
conditions (2.23) and (2.37).
We showed that this procedure actually works for the Teukolsky equation in four dimensions, and also for
the LFKK equation in the general dimensions. For both of them, we found that the uplifted spacetime admits
the Killing tensors, and also that they satisfy the commutativity conditions so that the differential operators
constructed from them become commuting symmetry operators. We also confirmed that they coincide with
those in [7] up to lower-order symmetry operators generated from the Killing vectors. In this sense we found a
geometric interpretation of the commuting symmetry operators proposed by [7].
Formulation in Sec. 2 can be applied to more general equations, not only to the Maxwell equation. Hence it
may be possible to construct symmetry operators in a more transparent manner for various equations of motion.
For example, in four dimensions the perturbation equations of spin-s fields with arbitrary s can be reduced to
the Teukolsky equations. Then the uplifted metrics and the symmetry operators can be constructed as we
did for the Maxwell (spin-1) field. Particularly the gravitational perturbations (s = 2) can be studied in this
manner. It would be interesting to examine if we could learn how to generalize the LFKK formulation to the
gravitational perturbations of rotating black holes in four and higher dimensions, which is yet to be clarified.
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A Killing equations on the uplifted spacetime
We investigate the contravariant components of the Killing equations for a Killing vector L˜A and a Killing
tensor K˜AB on the (D + 2)-dimensional uplifted spacetime (M˜, g˜) with the metric (2.2),
∇˜(AL˜B) = 0 , ∇˜(AK˜BC) = 0 . (A.1)
Assuming that the components of L˜A and K˜AB do not depend on the coordinates u and v [cf. (2.24)], we can
recast the components of L˜A and K˜AB by the variables on the base space (M, g) introduced by (2.28), (La, I, J)
and (Kab, Ua, Na, C, T,W ). Then the Killing equation (A.1) for the Killing vector L˜A is summarized as
∇(aLb) = 0 , (A.2)
∂bI = 0 , (A.3)
∂aJ − qFabLb = 0 , (A.4)
La∂aV = 0 . (A.5)
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These show that La is a Killing vector on the base space, I is a constant and V is constant along the Killing
vector La. Similarly, the Killing equation (A.1) for the Killing tensor K˜AB is summarized as
∇(aKbc) = 0 , (A.6)
∇(aNb) + U(a∂b)V + qF c(aKb)c = 0 , (A.7)
∇(aUb) = 0 , (A.8)
∂aT + 2C∂aV − qFabU b = 0 , (A.9)
∂aW − 2(Kab − CV gab)∂bV − 2qFab(N b + V U b) = 0 , (A.10)
∂aC = 0 , (A.11)
Ua∂aV = 0 , (A.12)
Na∂aV = 0 . (A.13)
These show that Kab is a Killing tensor, U
a is a Killing vector, C is a constant and V is constant along the
vectors Ua and Na. Moreover, taking the trace of Eq. (A.7) and then using Eq. (A.12), we obtain
∇aNa = 0 . (A.14)
This divergence-fee condition for the vector Na becomes important to obtain the expression (2.31) for the
differential operator K.
B Teukolsky equations for Maxwell fields
Benn, Charlton and Kress discussed the Hertz equation on a spacetime admitting a gauged conformal Killing-
Yano tensor (GCKY), instead of treating the Maxwell equation. They demonstrated in [18] that, if a spacetime
in four dimensions admits such a tensor with certain additional conditions, the Hertz equation reduces to a
scalar-type equation called Debye equation. Since the Kerr spacetime admits three GCKYs, we obtain three
Debye equations. It is interesting that two of them can be solved by separation of variables, which are known
as the Teukolsky equations for Maxwell fields [3, 4]. We review its derivation following [18].
B.1 Reduction of the Hertz equation with GCKY
The Hertz equation is given by
∆P = dG + δW , (B.1)
where P, G and W are 2-form, 1-form and 3-form, and P is called Hertz potential. Here, d and δ are the
exterior derivative and co-derivative, i.e., for a p-form α,
(dα)a1...ap+1 = (p+ 1)∇[a1αa2...ap+1] , (B.2)
(δα)a1...ap−1 = −∇bαba1...ap−1 , (B.3)
and ∆ is the Laplace-de Rham operator, i.e., ∆ ≡ −dδ − δd.
Given a Hertz potential P, one can construct the gauge potential for a Maxwell field by
A = δP + G . (B.4)
Since its field strength F ≡ dA is given by
F = d(δP + G) = −δ(dP +W) , (B.5)
this F solves the Maxwell equation,
dF = 0 , δF = 0 . (B.6)
Hence, we may solve the Hertz equation for P, instead of solving the Maxwell equation for F .
To solve the Hertz equation (B.1), Benn, Charlton and Kress [18] considered a rank-2 GCKY h to make an
ansatz for the Hertz potential P. A rank-2 GCKY h is the 2-form satisfying the equation
∇ˆ(ahb)c = ξcgab − ξ(agb)c , ξa =
1
3
∇ˆbhba , (B.7)
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where the hatted nabla denotes the gauge-covariant derivative ∇ˆ ≡ ∇ +A. Note that, since the gauge field
in the gauge-covariant derivative and the gauge potential of Maxwell field are different objects in general, we
denote the former by A and the latter by A in order to distinguish them.
Now, suppose that a 4-dimensional spacetime (M, g) admits a rank-2 GCKY h and it satisfies the eigenvalue
equation
Mh = λhh (B.8)
with some function λh, where M is a linear map on the space of 2-forms given by
(Mh)ab = 1
2
Cab
cdhcd − 1
6
Rhab − F c[ahb]c . (B.9)
Here, Cabcd, Rab and R are the Weyl, Ricci and scalar curvatures and F = dA. For such a rank-2 GCKY h
and a scalar Φ, we obtain
∆(Φh) =
(
ˇΦ+ λhΦ
)
h+ dG+ δW , (B.10)
where
Ga = 2Φξa , Wabc = −2Φ∇ˆ[ahbc] . (B.11)
Here, ˇ is the Laplace-Beltrami operator with respect to the gauge-covariant derivative ∇ˇ ≡ ∇ − A, i.e.
ˇ = gab∇ˇa∇ˇb. Hence, it turns out that P = Φh becomes the Hertz potential satisfying Eq. (B.1) with G = G
and W =W if and only if the scalar Φ satisfies the equation
ˇΦ+ λhΦ = 0 . (B.12)
This equation is called the Debye equation. When we consider the Maxwell equation in the Kerr spacetime, the
Debye equation corresponds to the Teukolsky equation for s = ±1.
It is important to notice that the GCKY equation (B.7) is invariant under the gauge transformation
h→ h′ = Ωh , A→ A′ = A− d logΩ (B.13)
for an arbitrary function Ω. After this gauge transformation, h′ and A′ still satisfy the condition (B.8) with
the same λh and hence the Debye equation (B.12) becomes
ˇ
′Φ′ + λhΦ
′ = 0 , (B.14)
with Φ′ = Ω−1Φ, where ˇ′ is the Laplace-Beltrami operator of the gauge-covariant derivative ∇ˇ′ = ∇−A′.
In [18], it was shown that if a repeated principal null direction (RPND) is shear free and geodesic, one
can construct a GCKY from such a RPND and it satisfies the eigenvalue equation (B.8). Hence, there might
be at least one GCKY in algebraically special spacetimes of type II, III, D and N. Particularly, since type D
spacetimes have two RPNDs, one might have two GCKYs. Moreover, it was shown that given two GCKYs, one
can construct a third GCKY from the two GCKYs. Remembering the Goldberg-Sachs theorem, the RPNDs
in a Ricci-flat type D spacetime are shear free and geodesic, so one has three GCKYs. In the present paper,
we consider the off-shell Kerr-NUT-(A)dS spacetime with the Carter metric, which is known as the type D
spacetime admitting a rank-2 Killing-Yano tensor. As shown below, the RPNDs in this spacetime are shear free
and geodesic, so we obtain three GCKYs.
B.2 Null tetrad and its spin coefficients for the Carter metric
The null tetrad vectors {k, l,m, m¯}8 are given by
k =
√
r2 + p2
Q(r)
(
e0 + e1
)
, l =
1
2
√
Q(r)
r2 + p2
(
e0 − e1
)
, m = −
√
r2 + p2√
2χ¯
(
e2 − ie3
)
, (B.15)
where χ is defined by Eq. (3.26) and m¯ is complex conjugate of m. The basis of (B.15) satisfy that
gabk
alb = −1 , gabmam¯b = 1 , (B.16)
8The null tetrad is same as the one used in [28] (see eq. (170) in page 299). In [28], however, the inner products between the
basis are chosen as gabk
alb = 1 and gabm
am¯b = −1 with the signature of the metric (+,−,−,−). Contrary to this, since we are
now using the signature of (−,+,+,+), we have (B.16).
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and the other inner products are zero. The null tetrad 1-forms {k♭, l♭,m♭, m¯♭} dual to the basis of (B.15) in
the sense that for any vector X, its dual 1-form X♭ is given by g(X,−) are
k♭ =
1
2
√
Q(r)
r2 + p2
(
e0 + e1
)
, l♭ =
√
r2 + p2
Q(r)
(
e0 − e1) , m♭ = −
√
r2 + p2√
2χ
(
e2 + ie3
)
, (B.17)
with which the metric is given by
g = −2k♭l♭ + 2m♭m¯♭ . (B.18)
With this null tetrad, the Weyl scalars are zero except for
Ψ2 = −Cabcdkambm¯cld . (B.19)
This means that k and l are RPNDs, so that the off-shell Kerr-NUT-(A)dS spacetime is of type D. The nonzero
Weyl scalar is explicitly given by
Ψ2 = Ψ
(re)
2 + iΨ
(im)
2 , (B.20)
where the real and imaginary parts are expressed with QT = (Q(r) − P(p))/(r2 + p2) as
Ψ
(re)
2 =
r2 + p2
12
[
∂r
( ∂rQT
r2 + p2
)
− ∂p
( ∂pQT
r2 + p2
)]
, Ψ
(im)
2 = −
1
4
∂r∂pQT . (B.21)
For this null tetrad, the corresponding spin coefficients are given by
κ = σ = λ = ν = 0 ,
α =
√
r2 + p2
2
√
2χ
(
p+ 2ir
r2 + p2
− ∂p
)√ P(p)
r2 + p2
, β =
√
r2 + p2
2
√
2χ¯
(
p
r2 + p2
+ ∂p
)√ P(p)
r2 + p2
,
ǫ = 0 , γ =
Q(r)
2χ2χ¯
− Q
′(r)
4 (r2 + p2)
, ρ =
1
χ
, µ =
Q(r)
2χ2χ¯
,
τ = − i√
2
√
r2 + p2
√
P(p)
r2 + p2
, π =
iχ¯√
2χ
√
r2 + p2
√
P(p)
r2 + p2
. (B.22)
Since σ = λ = 0, k and l are shear free. Since κ = ν = 0, k and l are geodesic. Hence, k and l are shear free
and geodesic.
B.3 GCKYs for the Carter metric and the Teukolsky equations
The Carter metric (3.4) admits three GCKYs h(1), h(2) and h(3), which are given by
h(1) = l♭ ∧ m¯♭ , (B.23)
h(2) = k♭ ∧m♭ , (B.24)
h(3) = k♭ ∧ l♭ −m♭ ∧ m¯♭ , (B.25)
with the gauge fields
A(1) = 2(ǫ+ ρ)k♭ + 2γl♭ + 2(β + τ)m♭ + 2αm¯♭ , (B.26)
A(2) = −2ǫk♭ − 2(γ + µ)l♭ − 2βm♭ − 2(α+ π)m¯♭ , (B.27)
A(3) = ρk♭ − µl♭ + τm♭ − πm¯♭ . (B.28)
They satisfy
A(1) +A(2) = 2A(3) , (B.29)
and A(3) is pure-gauge, expressed as A(3) = d logχ. This implies that their field strengths satisfy F (1) = −F (2)
and F (3) = 0. Since we can check that h(i) for i = 1, 2, 3 satisfy
Mh(i) = λ(i)h(i) (B.30)
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with
λ(1,2) = −R
6
− 4Ψ2 , λ(3) = −R
6
+ 2Ψ2 , (B.31)
the corresponding Debye equations are given by [cf. (B.12)]
H(i)Φ ≡
(
ˇ
(i) + λ(i)
)
Φ = 0 , (B.32)
where ˇ(i) ≡ gab
(
∇a −A(i)a
)(
∇b −A(i)b
)
. Especially, the Debye equation for h(1) is explicitly given by
H(1)Φ = 1
r2 + p2
[
Q∂2r + P∂2p + P ′∂p −
1
Q (r
2∂τ − ∂σ)2 + 1P (p
2∂τ + ∂σ)
2
− Q
′
Q (r
2∂τ − ∂σ) + iP
′
P (p
2∂τ + ∂σ) + 4(r + ip)∂τ +
2PP ′′ − P ′2
4P
]
Φ , (B.33)
which can be solved by separation of variables. This equation coincides with the Teukolsky equation for s = −1
when the Carter metric is restricted to the Kerr metric, i.e., Q and P are given by (3.5).
The Debye equations for h(2) and h(3) are not separating the variables. To obtain the Teukolsky equation
for s = 1, we need to perform the gauge transformation
h(2) → h(2)′ = χ2h(2) , A(2) → A(2)′ = A(2) − 2A(3) , (B.34)
and then obtain the GCKY h(2)′ with A(2)′ satisfying A(1) + A(2)′ = 0. Here, A(2)′ = −A(1) is crucial for
separating the variables in the Debye equation (see [18] for details). Actually, the Debye equation for h(2)′ with
A(2)′ is explicitly given by
H(2)′Φ = 1
r2 + p2
[
Q∂2r + P∂2p + 2Q′∂r + P ′∂p −
1
Q (r
2∂τ − ∂σ)2 + 1P (p
2∂τ + ∂σ)
2
+
Q′
Q (r
2∂τ − ∂σ)− iP
′
P (p
2∂τ + ∂σ)− 4(r + ip)∂τ + 2PP
′′ − P ′2
4P +Q
′′
]
Φ . (B.35)
When we consider the Kerr metric case in which Q and P are given by (3.5), this coincides with the Teukolsky
equation for s = 1 and can be solved by separation of variables.
C Calculations on the commutativity conditions
In this appendix, we examine whether or not the commutativity conditions (2.37) are satisfied with the Killing
tensor (4.29) of the uplifted metric (4.22). For this purpose we introduce the orthonormal basis in Sec. C.1,
and then evaluate the commutativity conditions (2.37) by direct calculations in Sec. C.2.
C.1 Orthonormal basis, covariant derivatives, and curvature quantities of the up-
lifted metric
We introduce the orthonormal basis of 1-forms {e˜A} = {e˜a, e˜+, e˜−} by Eq. (4.27), with which the base metric
g and the uplifted metric g˜ are given by Eq. (4.28). with ηab = diag(−1, 1, . . . , 1). Hence, the dual basis
{e˜A} = {e˜a, e˜+, e˜−} are given by
e˜a = ea − qAa∂v , e˜+ = V ∂v + ∂u , e˜− = ∂v . (C.1)
With this basis, the first structure equation d˜e˜A + ω˜AB ∧ e˜B = 0 and ω˜BA = −ω˜AB give us the connection
1-forms on (M˜, g˜),
ω˜ab = ωab − q
2
Fab e˜
+ , ω˜+a = −(∇aV ) e˜+ + q
2
Fab e
b , ω˜−a = ω˜+− = 0 , (C.2)
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where ωab are the connection 1-forms on (M, g) and Fab are the components of the field strength F = dA on
(M, g). Using the formula ∇˜e˜A e˜B = −ω˜BC(e˜A) e˜C , we have
∇˜e˜a e˜b = −ωbc(ea) e˜c −
q
2
Fa
b e˜+ , (C.3)
∇˜e˜a e˜− =
q
2
Fab e˜
b , (C.4)
∇˜e˜+ e˜a =
q
2
F ab e˜
b − δab(∇bV ) e˜+ , (C.5)
∇˜e˜+ e˜− = (∇aV ) e˜a , (C.6)
and the others are zero.
The curvature 2-forms R˜AB = d˜ω˜AB + ω˜A
C ∧ ω˜CB on (M˜, g˜) are then given by
R˜ab = Rab − q
2
∇cFab e˜c ∧ e˜+ ,
R˜a+ = −(∇adV ) ∧ e˜+ + q
4
∇aFbc e˜b ∧ e˜c − q
2
4
FbcF
b
a e˜
c ∧ e˜+ ,
R˜a− = R˜+− = 0 , (C.7)
where Rab are the curvature 2-forms on (M, g).
The non-zero components of the Ricci curvature R˜AB are given by
R˜ab = Rab , R˜a+ = − q
2
∇bFba , R˜++ = q
2
4
FabF
ab . (C.8)
C.2 Calculating the commutativity conditions
The commutativity conditions (2.37) are expressed by
δ˜m˜(i,j) = 0 , (C.9)
where
m˜(i,j) =
1
2
m˜
(i,j)
AB e˜
A ∧ e˜B
=
1
2
m˜
(i,j)
ab e˜
a ∧ e˜b + m˜(i,j)a+ e˜a ∧ e˜+ + m˜(i,j)a− e˜a ∧ e˜− + m˜(i,j)+− e˜+ ∧ e˜− . (C.10)
Here, δ˜ is the co-derivation on (M˜, g˜). We note that, by use of the orthonormal basis (C.1) and the covariant
derivatives (C.3), we may calculate the co-derivation δ˜ as
δ˜ = −η˜ABe˜A−| ∇˜e˜B , (C.11)
where −| denotes the inner product.
Since we have Le˜±m˜(i,j) = 0 and e˜a = ea, it is natural to define the differential forms on (M, g),
m(i,j) =
1
2
m˜
(i,j)
ab e
a ∧ eb , U (i,j)+ = m˜(i,j)a+ ea , U (i,j)− = m˜(i,j)a− ea , (C.12)
and then we obtain
δ˜m˜(i,j) = δm(i,j) +
(
δU
(i,j)
+ − δabm˜(i,j)a− ∇bV +
q
2
m˜
(i,j)
ab F
ab
)
e˜+ + δU
(i,j)
− e˜
− , (C.13)
so that the commutativity conditions (C.9) are rewritten into the following equations:
δm(i,j) = 0 , (C.14)
δU
(i,j)
+ − δabm˜(i,j)a− ∇bV +
q
2
m˜
(i,j)
ab F
ab = 0 , (C.15)
δU
(i,j)
− = 0 . (C.16)
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In what follows, we calculate the commutativity conditions (C.9) for the Killing tensors (4.29) on the uplifted
spacetime. To do so, we first calculate the 2-form m˜(i,j). After a straightforward calculation, we find that the
components m˜
(i,j)
µµˆ , m˜
(i,j)
µ+ , m˜
(i,j)
a− , and m˜
(i,j)
+− are vanishing. Hence, U
(i,j)
− vanishes and thus Eq. (C.16) is satisfied.
Also, the second term of Eq. (C.15) vanishes, and U
(i,j)
+ is given by
U
(i,j)
+ =
n∑
µ=1
m˜
(i,j)
µˆ+ e
µˆ + ǫ m˜
(i,j)
0+ e
0 . (C.17)
Using the fact that the components m˜
(i,j)
µˆ+ and m˜
(i,j)
0+ of U
(i,j)
+ satisfy the conditions
eνˆm˜
(i,j)
µˆ+ = e0m˜
(i,j)
µˆ+ = 0 , eνˆm˜
(i,j)
0+ = e0m˜
(i,j)
0+ = 0 , (C.18)
we can show that
δU
(i,j)
+ = 0 . (C.19)
Moreover, we can calculate that for the gauge field A by (4.20), its field strength is given by
F = dA = iβ
∂φ
∂xµ
eµ ∧ eµˆ, (C.20)
where
φ =
n∑
ρ=1
Qρ
1 + β2x2ρ
+ ǫS. (C.21)
Here, ǫ = 0 for even dimensions and ǫ = 1 for odd dimensions. While the nonzero components of F are µµˆ
components only, all the µµˆ components of m˜(i,j) vanish, which leads to m˜
(i,j)
ab F
ab = 0 and then Eq. (C.15) is
satisfied. Finally, Eq. (C.14) holds since the Killing tensors on the Kerr-NUT-(A)dS spacetime commute with
each other (see, e.g., [22]).
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