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Abstract
A test collection is crucial to evaluate the relative effectiveness of an Information Retrieval
(IR) system. Relevance assessments are central to this approach of IR system evaluation;
and the accuracy of assessors judging relevance, therefore, will have direct implications to
the generality of the conclusions drawn from evaluation metrics based on test collection.
Comparing the degree of agreement between new judgements made by an assessor with
already existing relevance assessments of the highest quality also known as gold standard
judgements is commonly used to determine the accuracy of an assessor. Gold standard
judgements are developed using subject experts who judge documents for their own
information needs expressed in the form of topics. However, gold standard assessments
are rarely available, and they are the most expensive to develop. As a result, gathering
reliable relevance judgements through non-topic originators has become an increasingly
important problem in relevance evaluation.
On the basis of the findings from previous studies, including our earlier works, we
assert that the order of document presentation and the difficulty of a topic influences
the accuracy of a judge quantified using agreement. In this work, we explore document
presentation order and topic difficulty during a relevance assessment exercise with the aim
of improving agreement and consequently reliability of relevance judgements. The study,
therefore, makes contributions in the following three aspects.
First, TREC and NTCIR are two of the most widely known evaluation campaigns in IR.
Leveraging document presentation order commonly used in these campaigns, we designed
an experiment ordering documents using TREC assigned identifiers and using documents’
expected relevance. When compared with those who judged the exact documents in
relevance order, we found agreement to be higher among assessors who judged documents
ordered using the TREC identifiers.
Second, we extend our finding further to explore dwell time – the time an assessor
takes to judge a document – as an implicit factor influencing relevance judgement. We
proposed two measures of dwell time normalisation which take into account the differences
in individual reading speed and the differences in the length of documents. We found that
assessors can quickly identify non-relevant documents than relevant.
Third, motivated by the notions of topic difficulty– the difficulty of a topic to IR systems
(system topic difficulty) and the difficulty of a topic to an assessor judging relevance (user
topic difficulty); we set-up an experiment to study the relationship between the two. We
found a weak agreement between the two notions of topic difficulty. Further analysis is
then undertaken to select representative topics of both notions of difficulty. An experiment
is designed using the selected topics to abet assessors, so they can more easily discriminate
between relevant from non-relevant documents leading them to rapidly converge on a
consistent notion of relevance during the assessment exercise. Several methods of document
presentation ordering investigated. We then proposed a document presentation order that
maximises agreement despite topic difficulty when compared with the orderings commonly
used in the relevance assessment campaigns.
We expect that our proposed approaches provide ways to understand order and topic
difficulty in relevance assessment and that the findings can be applied to maximise
agreement as well as gauge the quality of relevance assessments and help gather reliable
relevance assessments in situations where gold data are not available.
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CHAPTER 1
Introduction
Information retrieval (IR) has been an area of active research for over 50 years. Historically,
IR used to be an activity confined to reference librarians, paralegals, and similar professional
searchers [108]. However, recently that has changed, and millions of people are using IR
every day, and search is now a tool that is indispensable in our daily lives. For example,
Google1, one of the popular search engines, on average processes over 40,000 search queries
every second.2 This number is only from one of the many public search engines available
to serve users search requests, and it can demonstrate how search has become integral to
our everyday life.
A search for a particular destination address nowadays, for example, will not only show
the route from a source or current address but also provides useful additional information
including how long it takes to arrive at the destination depending on the transportation
type (driving, bus, train or walking) and traffic conditions. Equally important to the
diversity of information returned to a search, the performance of the search is crucial to
empower a user with quality information.
As shown in Figure 1.1,a user constructs a sequence of terms (query) based on the
information need and submits to a search engine via the search engine interface. The search
engine then processes the query and returns a ranked list of results. The search engine
uses statistics associated with the index (including the number of documents containing
each term of the query) to rank and return results.
Efficiency and effectiveness are used to quantify the search performance of an IR
system [21]. For a user searching using an IR system, efficiency is how quickly the search
engine return results (the time interval between issuing a query and seeing a result);
whereas, effectiveness is about the quality or the relevance of the results returned in
response to the information need, which is posed as query and submitted to the search
engine via the search interface.
1http://www.google.com (accessed September 6, 2018)
2http://www.internetlivestats.com/google-search-statistics/ (accessed September 6, 2018)
25
User is pr
esented w
ith search
 results
Information need
Query (sequence of terms)
Information need formulated as query 
Index
Search engine searches from Index
 Ranked results returned
R
anked result list
Figure 1.1: Components of a typical IR system.
Relevance is fundamental to measuring the effectiveness of a retrieval system [108].
In traditional methods of IR system evaluation, system or algorithmic relevance, which
is a measure of the relationship between the terms in the query and the search result is
the most widely recognised definition of relevance [14]. This notion of relevance is clear,
and can be implemented objectively using measures of similarity. For example, boolean,
vector space and probabilistic models are example implementations of the system view of
relevance. The subjective view of relevance, on the other hand, is about the usefulness,
utility or usability of the search results to the query, and satisfy the information need [161].
This notion of relevance is complex to implement [182], and requires users or assessors to
judge the relevance association between query terms and documents.
The shift in the inclusion of a user in the notion of relevance is due to the realisation
that, ultimately it is up to the user’s decision to declare the relevance of a document
to one’s own information need. For example, an IR system might present a document
containing information about Jaguar (the animal) relevant to a query term Jaguar, but a
user might find the document irrelevant to one’s own information need which is about a
car model. In test collection development, usually the term assessor is used to denote a
person who determines the relevance relationship between a document and a topic, and
we also use the term assessor and judge interchangeably to refer to a person making
relevance assessments. The primary focus of our study is to examine factors that affect
this subjective notion of relevance in IR.
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1.1 Motivation
Test collections are the most widely used framework for the evaluation of the effectiveness
of IR systems. A test collection consists of a representative set of search topics, a collection
of documents to search and for each topic-document pair that is returned by a system,
and a set of relevance judgements that indicate whether the document is an appropriate
response for the topic being considered [108]. This framework of evaluation methodology
is based on the Cranfield tests of controlled laboratory experiments [28, 29]. The methods
introduced by Cleverdon in the Cranfield test is continued in the SMART project [62],
and later popularised through the agency of TREC [129], one of the longest running
evaluation campaigns in IR. TREC is a result of a joint annual event co-sponsored by
the U.S. National Institute of Standards and Technology (NIST) and U.S. Department of
Defence, which began in 1992 with the purpose of supporting research in the evaluation of
methodologies used in large-scale IR.3
In addition to TREC [183] , CLEF [16] , NTCIR [78], FIRE [131] and INEX [57] are
instance examples of publicly available evaluation campaign being held to construct test
collections. The number of relevance judgements available in a test collection directly
affects the accuracy of the measure of system effectiveness and the generality of the
conclusions to be drawn from a test collection. However; since human assessors are
required to determine the relevance relationship between a search topic and a document,
they are usually expensive to obtain. As a result, a subset of documents is selected and
assessed for relevance.
A subset of documents from a collection for human relevance assessment is formed using
a process known as pooling [33, 34, 100]. Pooling is the process of combining documents
from the different system runs participated in the campaign per each of the topic in the
collection. That is, people submit runs, subset of documents from each of the submitted
runs are sampled, combined and form the pool of documents for relevance assessment.
Each document in a test collection is assigned with a unique document identifier and
then judged for relevance using human assessors. Those unjudged documents are usually
assumed to be non-relevant [20]. The documents in the TREC campaigns, for example, are
ordered and presented to assessors for relevance assessment using these uniquely assigned
document identifiers [183], and this method of document presentation order is referred
from here on as DocID order; whereas in NTCIR the popularity of a document in the
different run submissions together with the sum of the document rank positions in those
participating runs is used, which is an approximation of a decreasing expected relevance
order [133].
An information need for a test collection can be specified using topic statements. A
3https://trec.nist.gov/overview.html (accessed September 6, 2018)
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<top>
<num>Number: 400
<title> Amazon rain forest
<desc> What measures are being taken by local South American
authorities to preserve the Amazon tropical rain forest?
<narr>Relevant documents may identify: the official organizations,
institutions, and individuals of the countries included in the Amazon rain
forest; the measures being taken by them to preserve the rain forest; and
indications of degrees of success in these endeavors.
</top>
Figure 1.2: An example showing the components of a typical TREC topic.
typical TREC topic, for example, has a number, a title, a description and a narrative
as shown in Figure 1.2. The topic number is a unique numeric identifier assigned to a
topic. The title of a TREC topic is similar to sequences of the terms (query) submitted
to a search engine to search for an information need. The description of a topic provides
a short commentary about the information need and the narrative presents additional
information such as content wise document relevance criteria.
Previous studies reported that the order of document presentation [44, 73] and the
difficulty of a topic [19] affects relevance judgement. These studies are separate and did not
investigate how these two variables (topic difficulty and order of document presentation)
interact and influence relevance assessment. In addition, in this research work, we
investigate the effect of topic difficulty, and the order in which documents are presented to
assessors in making relevance judgements and its influence on assessor agreement.
Agreement in relevance assessment refers to the similarity of the relevance rating
assigned to document-topic pairs, and it can be measured between two or more assessors
or within an assessor at different times during the relevance judging process. Agreement
is useful if relevance is to be gathered from secondary assessors (those who are neither
information professionals nor domain experts) [142], and to demonstrate the stability of
evaluation metrics [173]. The assumption that a single set of judgements representing
an entire user population is heavily criticised [149, 182, 189]. In other words, relevance
judgements can be gathered from multiple assessors and later used to evaluate the effec-
tiveness of a retrieval system. Hence, differences in human judgements of relevance can
potentially lead to different conclusions about system effectiveness, and so the question
of judgement consistency becomes an important consideration regarding the generality
of the conclusions to be drawn from a test collection. Judgement consistency can be
measured by calculating the inter-rater agreement between different human assessors
who are asked to judge the relevance of common topic-document pairs in response to an
information need. In addition, relevance is dynamic, and change of the previously assigned
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relevance to a document can occur within an assessor at different points of time during
the relevance judging process [85, 139]. This type of consistency can be measured by
calculating intra-rater agreement of an assessor at different points in time. In the rest
of the thesis, we use the term assessor agreement to refer inter-rater agreement. We use
the term inter-rater agreement and intra-rater agreement to refer to each explicitly if the
context does not make the reference clear.
For instance, on the basis of the quality of the assessment gathered from assessors,
Bailey et al. [10] identified three classes of judges - gold, silver and bronze - and established
that assessments created by silver judges were often comparable to gold judges, but that
extra care was needed when using bronze level judgements. However; the study did
not prescribe how this extra care might be accomplished. In addition, are all bronze
assessors the same? Gold and silver judges are domain experts where gold judges are topic
originators in addition to being subject experts. Our study focuses on bronze judges who
are neither topic originators nor domain experts. Now that assessment at the bronze level
is becoming a common practice in IR outside the evaluation campaigns such as TREC,
in particular with the growing popularity of crowdsourcing, we set-up an experiment
to investigate the homogeneity of assessment quality collected from different variants of
bronze judges.
In addition, indirect measures of relevance such as time spent judging the relevance of a
document can help infer various aspects of a relevance assessment task. For example Kelly
and Belkin [90] studied time as an implicit measure of document relevance. However;
Kelly [88] stressed the need to exercise caution when using implicit measures to infer
relevance, and argued that the context in which the implicit measure is recorded should
also be taken into account. That is, a search for one’s own information need results in
different document interaction and dwell time compared to a relevance assessment task
where a judge’s interaction to a document is primarily to gather evidence of relevance. We
note that there is a difference between the purpose of examining documents for personal
information need and for doing a relevance assessment task. To clarify the distinction
between the two, in the rest of this study, in addition to providing a contextual cue, we use
the term search when referring to users searching documents for a personal information
need, and relevance assessment when referring to assessors judging documents for the
construction of IR test collections. Unlike the study by Kelly and Belkin [90], who analysed
the recorded time spent on a document as it is, we proposed two measures of dwell time
which take into account the differences in individual reading speed and the differences in
the length of documents being judged.
The study further makes a distinction between “easy”, “medium” and “hard” topics
to explore their effect on assessor agreement. Topic difficulty can be viewed either from
a system view [24, 38, 152] or from a user view [37, 66, 96]. The system view of topic
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difficulty estimates topic difficulty on the basis of the performance of a topic on a retrieval
system; where as, the users view of topic difficulty gauges the difficulty of a topic from the
user’s point of view. The categorisation of topics into easy, medium and hard is performed
from the systems’ and the users’ notion of topic difficulty. The interaction of these classes
of topics with presentation order and the resulting influence on assessor agreement is the
main theme of the study.
Moreover, test collection construction is an expensive endeavour and cost is one of the
constraints. Finding the balance between resources available and quality of assessment
is an interesting problem. Scholer et al. [146] studied the impact of the relevance of
documents that are seen early in the judging process on levels of relevance assigned to
later documents, and concluded that presenting documents of varying relevance levels
to assessors early on the judging process allowed assessors to calibrate their relevance
thresholds. On the basis of Scholer et al. [146] recommendation, how to realise the idea
of presenting documents of varying relevance levels early on the judging process in the
absence of ground truth data and maximise agreement is also part of the problem that
will be investigated in this study.
In summary, the broader goal of this work is to examine factors influencing relevance
assessment when constructing a new test collection. To that end, we focus on particular
issues such as document presentation order, topic difficulty, dwell time and experimental
set-up when collecting relevance judgements.
1.2 Research Questions
In this thesis the following five key research questions will be answered:
RQ1: Does the presentation order of documents for relevance judging affect assessors
agreement?
RQ2: Does the difficulty (system and/or user) of a topic in relevance judging affect assessor
agreement?
RQ3: Does the amount of time spent on judging documents have an effect on relevance
assessment?
RQ4: Does the level of agreement help gauge the quality of relevance assessment?
RQ5: How can we maximise the quality of relevance assessments when constructing new
test collections?
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1.3 Thesis Outline
This thesis is organised as follows:
 Chapter 2. Background and Related Work contains the related background
work on relevance, inter-rater and intra-rater agreement and factors affecting agree-
ment between two or more assessors in relevance assessment, order and topic difficulty,
dwell time and quality of assessment.
 Chapter 3. Order Effects, Topic Difficulty and Dwell Time describes the
first experimental study about the effects of document order and topic difficulty on
assessor agreement. In addition, the implications of the time an assessor takes to
judge a document on topic difficulty and the degree of a document’s relevance. Finally,
a highlight of the lessons learned from the design and analysis of the experiment.
 Chapter 4. Quality of Relevance Assessment describes the application of inter-
rater agreement to gauge the quality of relevance assessments collected from different
experimental settings of bronze assessors. The chapter reports the results of the
relationship between experimental set-up and quality of assessment as measured using
inter-rater agreement (agreement between assessors) and gold agreement (agreement
between an assessor and ground truth).
 Chapter 5. Assessor Agreement focuses on determining ways of maximising
agreement accounting for topic difficulty and document presentation order. It
explores several document presentation order and topic difficulty from both users
and/or system notions of difficulty and the resulting agreement and reliability of
assessment.
 Chapter 6. Conclusions and Future Work concludes this thesis by summarising
the main findings, considering the contributions and the limitations of the study,
and discussing future directions.
1.4 Contributions
This study is concerned with the effect of topic difficulty and order of document presentation
in relevance assessment. Human relevance assessment plays a significant role in the
construction of reliable and reusable test collections, which are crucial in IR system
evaluation. In particular, the major contributions of this work are,
 In analysing factors affecting relevance assessments (topic difficulty and order of
document presentation):
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– Topic difficulty and order of document presentation are factors analysed to affect
relevance assessment. In setting up a relevance assessment task, topic difficulty
and order of document presentation are two potential factors affecting relevance
assessment. Factoring these two in relevance assessment task contributes to the
stability and reliability of the evaluation metrics used to compare IR system
effectiveness.
 In using time to judge (dwell time) to infer document relevance:
– We proposed two measures of dwell time normalisation which take into account
the differences in individual reading speed and the differences in the length
of documents. Using our proposed methods of dwell time normalisation in
relevance assessment, assessors quickly identify non-relevant documents than
relevant. Hence, time spent judging a document is useful to infer the significance
of documents to a topic.
 In gauging quality of a relevance assessment:
– A procedure based on an existing measure of agreement for gauging the qual-
ity of relevance assessment is proposed using different configurations of an
experimental setup when gold standard judgements are not readily available.
The experimental configurations are designed using a lab and a crowdsourcing
platform. Our proposed procedure of quantifying agreement gauges reliably
the quality of relevance assessment gathered from varying configurations of an
experimental setup.
– Gathering assessments using lab configuration provides the highest quality rele-
vance judgement when compared to assessments gathered from a crowdsourcing
platform. However, the highest quality of lab experimental setup is expensive
when compared to assessments gathered using a crowdsourcing platform.
 In selecting topics of varying difficulty and maximising agreement:
– A study of several techniques of measuring topic difficulty and an analysis of the
characteristics for measuring topic difficulty is carried out. Motivated by the
notions of topic difficulty- the difficulty of a topic to IR systems (system topic
difficulty) and the difficulty of a topic to an assessor judging relevance (user
topic difficulty), topics which are representative to both notions of difficulty
are selected and analysed.
– An order of document presentation method maximises agreement by minimis-
ing disagreement in relevance assessment is proposed. When compared with
the ordering methods which are commonly in use in a relevance assessment
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campaigns, our proposed presentation order maximised assessor agreement and
the quality of relevance assessment.
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CHAPTER 2
Background and Related Work
This chapter reviews previous works related to the theme of the study. The organisation
of the chapter is background about relevance (Section 2.1), IR system effectiveness
and effectiveness measures (Section 2.1.2), significance testing (Section 2.2), inter-rater
agreement (Section 2.3), measures of agreement (Section 2.4), order and topic difficulty
(Section 2.5), dwell time (Section 2.6), assessment quality (Section 2.7), designing user
studies in IR (Section 2.8), and finally, Section 2.9 will provide a summary of the chapter.
2.1 Relevance
Relevance is a central concept in IR. Researchers have devoted a substantial portion of their
research efforts to define and contextualise relevance [14, 32, 139]. Saracevic [138] made a
further distinction between the system view and the user view of relevance, and argue that
these two views are not necessarily in agreement. Algorithms, measurements and evaluation
metrics attempt to provide system measures of relevance. However, user dimensions of
relevance are cognitive, affective and situational, and can encompass topicality, utility and
cognitive matching.
Human relevance judgements are crucial in the formation of test collections for IR
system evaluation. The participation of humans in relevance judgement adds a subjective
point of view to the process. This subjective nature of relevance is likely to result in
disagreement between judges [161? ]. The implications of these are two-fold. First, if
relevance assessment uses two or more assessors, then the resulting inter-rater agreement
may not be high [80], and second, if relevance assessment uses a single assessor, then
effectiveness scores from test collections using judgements from a single assessor may not
be representative [136]. As a result, the magnitude of scores might change when computing
results using judgements from different human assessors; which might impact the relative
ordering of systems [181].
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2.1.1 Scales of Relevance
Broadly, relevance scales used for relevance assessment fall either into a binary or a non-
binary type of scale. Earlier relevance judgements used in the TREC campaign were binary
scale.1 In other words, a document is either relevant or non-relevant to the information
need. The problem with the binary relevance scale is that it gives equal credit to all
documents despite an obvious difference between the contents and significance of the
relevant documents to the information need [75].
The working definition of relevance for TREC is: if an assessor uses any piece of
information from a document to write a report on a topic, then that document is relevant
or non-relevant otherwise [183]. We used this binary scale of relevance when we want to
compare the relevance assessments collected from our assessors with the TREC judgements.
Zhou and Yao [200] identified two broad classes of the non-binary relevance scales.
The first category describes relevance as qualitative; whereas for the second category
relevance is quantifiable. The qualitative view assumes relevance is relative and document
relevance is a comparison with other documents listed in response to an information
request. As a result, a document can be more relevant than the others in the list of relevant
documents [190, 195]. The quantitative notion of relevance scale, on the other hand,
express relevance by assigning a number or a grade. For example, to qualify relevance, the
TREC8 and NTCIR-6 cross-language IR used a 3-level (relevant, partially relevant and
non-relevant) and 4-level (highly relevant, relevant, partially relevant and non-relevant)
scale, respectively. Maron and Kuhns [109] adopted a 5-point scale (very relevant, relevant,
somewhat relevant, only slightly relevant, and irrelevant). Eisenberg and Barry [44] used
a 7 point category scale in one experiment (1 = low relevance, 7 = highly relevant), and
a magnitude estimation technique in another. Magnitude estimation is an open-ended
relevance estimation originally proposed by Stevens [163], where assessors estimate the
intensity of document relevance for a topic using numbers (whole numbers, fractions, or
decimals).
The type and the optimal number of levels to use in relevance assessment are sources
of an ongoing debate among researchers [110, 125, 168]. The consensus about the optimal
number of levels, however, is that it depends on the context and the standard people chose
to use in their research [35]. In recent studies like Kutlu et al. [101], McDonnell et al.
[112], a 4-point scale is used to gather relevance assessments. The 4-point relevance scale,
according to Kutlu et al. [101] have the benefit of evenly spacing the relevance scales across
the spectrum of relevance and simplifies conversion to binary as well as judges can easily
understand the levels. We also adopted a 4-point relevance scale as defined in Sormunen,
and the definitions of each of the level are:
1https://trec.nist.gov/data/reljudge eng.html (accessed August 29, 2018)
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 Non-relevant : The document does not contain any information about the topic. We
used the integer number 0 to represent this relevance level in our analysis.
 Marginally relevant : The document only points to the topic. It does not contain
more or other information than the topic description. We used the integer number 1
to represent this relevance level in our analysis.
 Relevant : The document contains more information than the topic description but
the presentation is not exhaustive. In case of a multi-faceted topic, only some of the
sub-themes or viewpoints are covered. We used the integer number 2 to represent
this relevance level in our analysis.
 Highly relevant : The document discusses the themes of the topic exhaustively. In
case of a multi-faceted topics, all or most sub-themes or viewpoints are covered. We
used the integer number 3 to represent this relevance level in our analysis.
2.1.2 IR System Effectiveness
The effectiveness of an IR system represents an IR system’s ability to discriminate and
retrieve relevant documents from a set of documents in a collection [165]. Recall and
precision is a classical measurement for the effectiveness of a retrieval system in IR research
community [56, 153]. A recall is the proportion of relevant documents returned from a
collection whereas precision is the proportion of returned documents that are relevant [108].
Let R be all the relevant documents of a topic in a collection, and r be the retrieved
documents, then recall and precision can be expressed as:
recall =
|{R}⋂ {r}|
|{R}|
precision =
|{R}⋂ {r}|
|{r}|
For example, consider Figure 2.1. There are 120 documents for atopic, of which 90
are non-relevant, and the remaining 30 are relevant. Suppose an IR system retrieved 50
documents, of which 15 are relevant, and the remaining 35 are non-relevant. To compute
the recall and precision, we need the count of relevant documents from retrieved (15
documents), the total number of relevant documents in the collection (30 documents) and
the total number of documents retrieved (50 documents). Computing recall and precision
using the above information gives 0.5 and 0.3 respectively as shown in Figure 2.1. Note that
computing recall assumes all relevant documents in the collection are known; precision only
needs knowledge of the retrieved set. Labelling documents as relevant and non-relevant
regarding each topic is completed by human assessors. This study investigates the effect of
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(90 docs)
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(35 docs)
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30
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15
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50
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Figure 2.1: Example of recall and precision of a topic.
Table 2.1: Precision and recall explained in terms of an IR system prediction and actual
relevance judgement.
Actual relevance class
System
predicted
class
Relevant Non-relevant
Relevant true positives (tp) false positives (fp)
Non-relevant false negatives (fn) true negatives (tn)
document presentation order on relevance assessment. The relevance assessments collected
from human assessors are crucial for the evaluation of IR system effectiveness.
The notions of recall and precision can also be explained using the information in
Table 2.1. True positive (tp) refers to correctly predicted relevant documents, false
negative (fn) refers to incorrectly predicted relevant documents, false positive (fp) refers
to incorrectly predicted non-relevant documents, and true negative (tn) refers to correctly
predicted non-relevant documents by the IR system; and based on this information, recall
and precision can be expressed as:
recall =
tp
tp+ fn
, and precision =
tp
tp+ fp
An IR system that returns all the documents for all topics in the collection will have
a recall of 100% or 1, but precision decreases as the number of documents retrieved
increase [108]. To deal with the issue of computing precision and recall separately, and
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be able to assign weights to each of the variables depending on the expected degree of
precision and recall from a system, an F-measure was developed.
2.1.2.1 F-measure
The F-measure combines recall and precision to get a single measure [26, 141]. F-measure
provides a way to combine both precision and recall but assigns different weights to each
of them, and the mathematical expression is:
Fβ =
(β2 + 1.0).precision.recall
(β2.precision) + recall
where β is the weight parameter, and if β = 1.0, then equal weights are assigned to both
precision and recall , with this configuration, a system with a precision and recall of 0.5
will have a higher F-measure than a system which has recall of 0.2 and precision of 0.8.
Depending on the requirement, different weights can be assigned to β, for example, for
recall-oriented tasks (β > 1.0), and for precision-oriented tasks (β < 1.0) weights can be
assigned. F-measure, recall and precision are useful evaluation measures of unranked sets
of documents [198, 202]; and in the next section we will discuss the common methods of
evaluation for systems that return a ranked list of documents.
2.1.2.2 Precision at k Documents (P@k)
Precision at k documents (P@k) is the proportion of top k documents that are relevant [21,
174]; and can be expressed as:
P@k =
|r[1...k] ∩R|
k
This measure assumes that a user will inspect all of the top k documents even after a
relevant document is found [21]. In addition, the total number of relevant documents for a
topic has a strong influence on the value of the P@k . Note that when the total number of
relevant documents of a topic is smaller than k , P@k can never be 1. Hence, one has to
exercise caution when using the metric. For example as shown in Figure 2.2, P@10 is 0.5,
which means 5 out of the top 10 documents are relevant to the topic; but those relevant 5
documents could be anywhere in the top 10 retrieved documents.
2.1.2.3 Average Precision (AP)
Average precision (AP) tries to address the issue of reporting P@k , that is, it is not clear
how the value of the k threshold should be chosen for reporting P@k [21]. Let r(k) be
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          3
5 = 0.6P@5=
          1
1 = 1.0P@1=
          5
10 = 0.5P@10=
Figure 2.2: P@k of a ranked list of top 10 documents from left to right and a relevant (green)
and non-relevant (red) shown at a rank position. The P@k is computed at a k threshold of top
1, 5 and 10 documents.
p@1=1.0 p@5=0.6 p@9=0.44 p@10=0.5p@3=0.67
        1.0+0.67+0.6+0.44+0.5
5
0.642= =AP
Figure 2.3: AP expressed in terms of the average of the P@k at ranks where a relevant
document is returned in a ranked results list (assume the total number of relevant documents for
the topic is 5)
.
1 if the k-th document in r is relevant or 0 otherwise, and for r(k) ∈ R the AP can be
expressed:
AP =
1
|R| ·
|r|∑
k=1
r(k) · P@k
As shown in Figure 2.3, AP computes the precision by going down one rank at a time
and calculating the P@k if a document at rank k is relevant, and reports the value of all
the P@k values divided by the total number of relevant documents of the topic.
2.1.2.4 Mean Average Precision (MAP)
Mean average precision (MAP) is the most widely used standard measure of effectiveness
among the TREC community that provides a single measure for a set of topics on a
retrieval system [108]. For a topic tj ∈ T , MAP can be expressed:
MAP (T ) =
1
|T | ·
|T |∑
j=1
· 1|R| ·
|r|∑
k=1
r(k) · P@k
As can be seen from Figure 2.4, T has 3 topics, and the AP score of each topic on
system S is computed, averaged and reported.
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Ranked list of documents for topic-1 on system (S) 
AP(topic-1)=0.642
AP(topic-2)=0.940
AP(topic-3)=0.350
3
==MAP 0.644
Ranked list of documents for topic-2 on system (S) 
Ranked list of documents for topic-3 on system (S) 
0.642+0.940+0.350
Figure 2.4: MAP expressed in terms of the average of the AP of a ranked relevance list of
multiple topics (3 in this example) on a particular system (S ).
2.1.2.5 Discounted Cumulative Gain (DCG)
The effectiveness measures of IR we have discussed so far assumes binary relevance. That
is, a document is either relevant or non-relevant to a topic. However, in reality not all of
the relevant documents are equally relevant to an information need and it is desirable to
rank highly relevant documents on top of relevant documents when presenting documents
to a user [75]. As a result, DCG assumes there are more than two levels of relevance or
assumes relevance is graded; and the significance of a document to a user’s information
need decreases with rank (penalises highly relevant documents appearing in lower ranks of
a result list). In other words, DCG can be considered as a measure of ranking quality or
the usefulness or gain of a document based on its rank position. Let rel be the relevance
associated to a document at rank position i , the DCG will be computed using:
DCGk = rel1 +
k∑
i=2
reli
log2(i+ 1)
The Normalised DCG value (NDCG) is the result of normalising the DCG by the
“best” ideal ordering of documents for a given topic [187].
2.2 Significance Testing
The comparison of two systems using effectiveness measures such as MAP is typically
followed by a test of significance to provide confidence that an observed result is not due
to chance [156]. The essential constituents of a statistical significance test are [15, 59]:
1. Stating the hypothesis : an example null hypothesis could be, there is no significant
difference between the two systems for a given test static.
41
2. Setting the criteria for a decision: this is usually expressed in terms of significance
level, and it is commonly a threshold (α).
3. Computing the test statistic: the value of the test static is used to make a decision
regarding the null hypothesis. For example using MAP to compute a test static and
make a decision regarding the null hypothesis.
4. Making a decision: on the basis of the test statistic and the level of significance, a
conclusion to accept or reject the null hypothesis can be arrived at.
Statistical significance tests can be parametric or non-parametric. The difference between
parametric and non-parametric tests lies in their underlying assumptions about the
population distribution [150]. Non-parametric tests are distribution free (the tests do not
rely on population distribution) whereas, parametric tests assume that the sample data
comes from a normal distribution. In this section, we will describe the t test , ANOVA,
chi-squared test , Kendall’s tau, Wilcoxon and Cronbach’s alpha. In addition, we will also
describe the mathematical models used in later chapters of this study.
2.2.1 The t-test
The t-test compares the mean of two groups and reports if the difference between the two
groups is significant or random [54]. There are several types of t-test :
 The one-sample t-test, used to compare the mean of a population with a theoretical
value.
 The unpaired two sample t-test, used to compare the mean of two independent
samples.
 The paired t-test, used to compare the means between two related groups of samples.
As mentioned above, one-sample t-test is used to compare the mean of a population to a
specified theoretical mean (µ). Let X represents a set of values with size n, with mean
m and with standard deviation s. The comparison of the observed mean (m) of the
population to a theoretical value µ is performed with [130] :
t =
m− µ
s√
(n)
Independent (or unpaired two sample) t-test is used to compare the means of two
unrelated random groups of samples [120]. Let A and B represent the two groups or
systems to compare. Let mA and mB represent the means of groups A and B , respectively.
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Let nA and nB represent the sizes of group A and B , respectively. The t-test statistic
value to test whether the means are different can be calculated as follows [193]:
t =
mA −mB√
s2
nA
+ s
2
nB
s2 is an estimator of the common variance of the two samples. It can be calculated as
follows:
s2 =
∑
(x−mA)2 +
∑
(x−mB)2
nA + nB − 2
Paired t-test is used to compare the means of two related samples [72], that is, when there
are pairs of values for the same samples. To compare the means of the two paired sets
of data, the differences between all pairs must be calculated first. Let d represent the
differences between all pairs. The average of the difference d is compared to 0 if we are
testing for equal means. If there is any significant difference between the two pairs of
samples, then the mean of d (m) is expected to be far from 0. The t-test statistic value
can be calculated as follows [93]:
t =
m
S√
(n)
2.2.2 ANOVA
Analysis of variance (ANOVA), is a statistical technique that is used to analyse differences
between two or more means or components through significance tests [124]. The ANOVA
test is performed by comparing two types of variation, the variation between the sample
means, as well as the variation within each of the samples. The formula for a one way
ANOVA (a design which deals with only single factor or predictor) is as follows [18]. Let
MSb be mean sum of square between group, and MSe mean sum of square due to error,
k be the number of treatments or independent comparison groups, N be total number
of observations or total sample size and nj sample sizes per group, xi be the individual
observation, X¯j be the sample mean of the j-th treatment (or group), and X¯ be the overall
sample mean, and the ANOVA coefficient F is then given by:
F =
MSb
MSe
, MSb =
SSb
k − 1 , MSe =
SSe
N −K
SSb =
∑
nj(X¯j − X¯)2, SSe =
∑∑
(xi − X¯j)2
There are several types of experiments and techniques which utilise ANOVA. These
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include one way ANOVA (described above), two-way ANOVA and multiple ANOVA, which
come from experiments employing randomised design (the completely randomised design,
randomised complete block design), repeated measures design or factorial experiment
design; details of these ANOVA models can be found Bartko [12], Cramer et al. [36], Cuesta-
Albertos and Febrero-Bande [40], Quinn and Keough [124], Wonnacott and Wonnacott
[191]. In our experiment we used a one way ANOVA to test for statistical significance
between groups of relevance levels.
2.2.3 Chi-Squared Test (χ2)
Let x be a number recorded after measuring a variable in an experiment, and expecting
the same distribution of results for the same variable measured N times, and dividing
the range of possible results of x into n bins, where k=1, 2, ..n. Ok is a count of the
observations falling in each of the k bins and Ek is the expected average number after we
repeat our whole series of measurements many times, the chi-squared test (χ2) procedure
is defined [171]:
χ2 =
∑n
k=1(Ok − Ek)
Ek
χ2 will be 0 if there is perfect agreement between the observed and expected measures
of distribution(Ok = Ek), χ
2 ≤ n when the observed and expected distributions agree (the
measurements were distributed as expected), and if χ2  n the observed and expected
numbers differ significantly. This measure is used in our experiment to test for statistical
significance of document lengths variability across the collection.
2.2.4 Kendall’s Tau (τ)
Kendall’s Tau (τ) is a distribution free measure of relationship between two sets of ranked
data [55]. The Tau correlation coefficient returns a value of −1 to 1, where:
 τ = 0, where there is no relationship between the ranked data,
 τ = 1, where there is a perfect relationship between the ranked data
 τ = −1, where there is a perfect inverse relationship between the ranked data
Several versions of Tau (τ) exist depending on how ties are handled, τA, τB and τC .
First observations are arranged in increasing order of ranks. Each paired difference is then
scored, and a count is performed of concordant and discordant pairs. Let,
 Nc and Nd be the number of concordant and discordant pairs respectively,
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 I and J be the number of unique values in X1, ..., Xn and Y1, ..., Yn respectively
 q be min(I, J),
 ki and mj be the number of tied values in the i-th group of ties in X1, ..., Xn and
j-th group of ties in Y1, ..., Yn respectively.
The estimates of Kendall’s rank correlation can then be given by [159]:
τA =
Nc −Nd
n(n−1)
2
, τB =
Nc −Nd√
(N −NX)(N −NY )
, τC =
2q(Nc −Nd)
(q − 1)n2
Where the values of N , NX and NY is estimated by:
N =
n(n− 1)
2
, NX =
I∑
i=1
ki(ki − 1)
2
, NY =
J∑
i=1
mj(mj − 1)
2
We used this measure to examine the ordinal association between system difficulty and
two configurations of user topic difficulty.
2.2.5 Wilcoxon Signed-rank Test (W )
The Wilcoxon sign rank test (W ) is a non-parametric alternative to the unpaired t-test ,
which can be used to compare two independent groups of samples, so it is used when
the data are not normally distributed [192]. Let N be the sample size (the number of
matched pairs), and there will be a total of 2N data points. For pairs i = 1, ..., N, letx1,i
and x2,i denote the measurements, and when the difference between the pairs is zero, the
observation will be discarded. The procedure for calculating the test statistic for W will
be [127]:
1. for i = 1, ..., N, calculate di = x2,i − x1,i and sgn(di), where sgn is the sign function
that extracts the sign of a number, and exclude pairs with |di| = 0.
2. Let Nr be the reduced sample size included in the analysis, order the remaining Nr
pairs from smallest absolute difference to largest absolute difference, |di|.
3. Rank the pairs, starting with the smallest as first. Ties receive a rank equal to the
average of the ranks they span. Let Ri denote the rank.
4. The test statistic W is:
W =
Nr∑
i=1
[sgn(di) ·Ri],
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5. As Nr increases, the sampling distribution of W converges to a normal distribution.
Thus, for Nr ≥ 10, a z-score can be calculated as:
z =
W
sW
, sW =
√
Nr(Nr + 1)(2Nr + 1)
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This measure is used to analyse the relationship between the time assessors need to
make relevance judgement and topic difficulty. In addition, it is used to analyse time to
make relevance judgement and document presentation order.
2.2.6 Cronbach’s Alpha (Cronbach′s α)
Cronbach′s α is a measure of internal consistency, that is, how closely related a set of
items are as a group [169]. It can be written as a function of the number of test items
and the average of the inter-correlation among the items. Let N be the number of items,
c¯ is the average inter-item covariance among the items, v¯ be the average variance, and
Cronbach′s α can be computed as follows [13]:
Cronbach′s α =
N · c¯
v¯ + (N − 1) · c¯
It can be seen from the formula that an increase in the number of items will increase
the Cronbach′s α. In addition, if c¯ is low, Cronbach′s α will also be low, conversely,
holding the number of items constant, an increase of c¯ will increase Cronbach′s α as well.
2.2.7 Mathematical Models
Models can describe aspects of our beliefs about an event or an encounter in the physical
world, and mathematical modelling can be used to translate those encounters into the
language of mathematics [1, 97]. In this section, we will discuss structural equation
modelling (SEM ) and generalised linear mixed model (GLMM ) which are used to model
conceptual constructs such as user topic difficulty and gold agreement in later chapters.
2.2.7.1 Structural Equation Modelling(SEM )
Structural equation modelling (SEM ) is a multivariate statistical analysis technique that
is used to analyse structural relationships between observed variables (measured variables)
and latent constructs (unobserved or hypothetical variables) [71]. SEM enables the
estimation of multiple and interrelated dependence in a single analysis [92, 106]. The
purpose of SEM is to examine a set of relationships between one or more independent
variables and one or more dependent variables [147]. The independent variables are
considered either predictor or causal variables since they predict or cause the dependent
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variables (the response or outcome variables), and both the independent and dependent
variables can be factors or measured variables [177].
Structural Equation Modelling (SEM ) can be viewed as a combination of factor analysis
and regression or path analysis. The interest in SEM is often modelling theoretical
constructs such as user topic difficulty in our study, which are represented by the latent
factor. The SEM implies a structure for the covariances between the observed variables or
factors in the model [71]. Examples of SEM includes Confirmatory Factor Analysis (CFA)
and path analysis. CFA operates with observed and latent variables [49], path analysis is
used to model relationships between multiple observed variables [105].
The fundamental idea underlying factor analysis is that some but not all variables
can be directly observed, and those unobserved variables are referred to as either latent
variables or factors [118]. Information about latent variables can be gained by observing
their influence on observed variables. Factor analysis examines covariation among a set of
observed variables trying to generate a smaller number of latent variables, and whereas, in
exploratory factor analysis (EFA), the aim is exploring the relationship among the variables
(does not have a priori fixed number of variables), and confirmatory factor analysis (CFA)
explicitly assumes a priori about the number of factors and the expectations based on
published findings of factor analysis [22, 147].
2.2.7.2 Generalised Linear Mixed Model(GLMM)
Generalised linear mixed models (GLMMs) include random effects (factors assumed at a
distribution level) in the predictor in addition to the fixed effects (inference conducted
on the data collected) extending the generalised mixed model [17, 111]. Suppose that,
given a vector of random effects r, the responses y1, ..., yn are independent such that the
conditional distribution of yi given r is a member of the exponential family and is estimated
using [77]:
fi(yi|r) = exp
{
yiξi − b(ξi)
ai(φ)
+ ci(yi, φ)
}
where b(·), ai(·), ci(·, ·) are known functions, and φ is a dispersion parameter which may or
may not be known. The quantity ξi is associated with the conditional mean µi = E(yi|r),
which, in turn, is associated with a linear predictor:
ηi = x
′
iβ + z
′
ir
where xi and zi are known vectors and β a vector of unknown parameters (the fixed
effects), through a known link function g(·) such that
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g(µi) = ηi
GLMM is often used to model correlated discrete or categorical responses. For example,
let ri and r
′
j be the random effects corresponding to the i
th TREC response and jth assessor
(our assessor) response involved in the experiment. Given 30 different documents of each
response, a GLMM may be formulated as follows. Suppose that, given the random effects
r1, ..., r30 for the TREC responses, and r
′
1, ..., r
′
30 for our assessors, the binary responses
yijk are conditionally independent such that logit{P (yijk = 1|r, r′)} = x′ijβ + ri + r′j . Here
yijk represents the k
th binary response corresponding to the same pair of the ith TREC
and jth assessor of ours, xij is a vector of fixed covariates, and β is an unknown vector of
regression coefficients.
2.3 Inter-rater Agreement
Inter-rater agreement measures the level of concordance of scores assigned to items between
two or more independent raters [53]. Several previous studies have investigated factors that
influence inter-rater agreement. Voorhees [181] was among the first to study agreement
between primary TREC assessors and secondary assessors and found a 70% overlap between
the two groups implying a difference due to being topic originator and being topic expert.
An overlap for two groups is defined as a ratio of the intersection of documents judged over
the union of document judged in the groups. Let A be a set of relevance assessed by the
query author and B represents a set of relevance assessed by outside subject expert, then
the overlap of the two can be given by (A ∩ B)/(A ∪ B) [134]. Bailey et al. [10] stated
a similar finding as Voorhees that agreement can be influenced by topic familiarity and
topic origination. The analysis of Bailey et al. shows that assessors who are neither topic
originators nor topic experts (bronze assessor) exhibit more variation in their relevance
judgements than those who are either topic originators or topic experts (silver assessors)
or both (gold assessors). Primary assessors of TREC correspond to gold assessors, and
secondary assessors correspond to silver and bronze assessors of Bailey et al..
Research on relevance assessment exercises reported that agreement can also be in-
fluenced by topic difficulty [5]. The study asked assessors to rate topics on a scale of
1 (easy) to 5 (very difficulty), and found an inverse correlation between agreement and
difficulty. Other studies have also shown a correlation between assessor experience and
high agreement [39, 140]. However; self reported measures such as interest and knowledge
appear not to affect inter-rater agreement [184].
Sormunen [158] compared the assessments of 5,271 documents from 38 topics chosen
from TREC7 and TREC8 by a team of 9 master’s students using a 4-point ordinal
relevance scale with previous ratings from NIST assessors on a binary relevance scale. Of
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the TREC-relevant documents (2,772), 13% were re-assessed as highly relevant, 26% as
relevant, 36% as marginally relevant and 25% as non-relevant. When the distribution of
relevance agreement between TREC and the re-judged documents were compared, 25% of
the documents rated relevant by TREC assessors were re-judged as non-relevant, 36% were
judged to be marginally relevant, and 1% originally found to be non-relevant in the TREC
assessment were judged relevant by the Sormunen assessors. Al-Maskari et al. [2] also ran
an experiment on 56 TREC8 topics using 56 participants in an interactive search task. The
study found a 37% difference between TREC and non-TREC assessors. That is, out of the
2, 262 documents judged relevant by the non-TREC assessors, 834 of the documents were
judged non-relevant by the TREC assessors. In both studies, there is a clear difference
between the TREC assessors who are topic originators, and the non-TREC assessors who
often are not. These results clearly show the existence of disagreement between the two
sets of assessors; which supports the findings of Bailey et al. [10], Voorhees [181].
2.3.1 Assessment Error
Assessment error is another factor affecting agreement between two or more independent
assessors judging the relevance of a document [101]. Scholer et al. [145] studied assessment
errors in qrel files, and measure intra-assessor consistency. The study demonstrated that
inconsistencies in document assessments increase with time between judgements. The
study contends that this might be due to assessors either forgetting or changing their
relevance criteria over time. The study measure assessment error using manual inspection
of retrieved documents with a cosine similarity threshold of 0.9 or higher (which are
documents considered to be similar, near or exact duplicate documents) that an assessor
is expected to judge consistently. However, the study did not investigate how the order of
the documents that assessors need to judge consistently affected agreement. In addition
to affecting agreement between two or more assessors, assessment error can have a large
effect on system rankings as well [23].
2.3.2 Cognitive Bias
Cognitive bias is the result of an anomaly caused by deviating from the usual rationality
in judgement [41]. For example, Scholer et al. [146] examined the effect of priming during
relevance assessment. Priming is the extent to which the relevance of documents viewed
early during the assessment process impacted subsequent assignments of relevance to a
document. The study exposed assessors to a prologue containing only highly relevant, only
moderately relevant and only non-relevant documents followed by a common epilogue of
mixed relevance. Participants who are exposed to non-relevant documents in the prologue
assigned significantly higher relevance score compared to those exposed to highly relevant
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and moderately relevant documents in the prologue. It can be inferred from this finding
that previously judged documents impact the relevance scores assigned to subsequent
documents in the assessment list which can have a potential for affecting inter-rater
agreement.
In addition to cognitive bias, Xu and Wang [194] examined factors related to cognitive
bias which affects relevance judgement such as the learning effect, the subneed scheduling
effect, and the cursoriness effect in a simulated retrieval task. A learning effect occurs when
a user learns more about the topic as a result of encountering more number of relevant
documents. The subneed scheduling effect is related to a pre or post mature arrival of
relevant documents leading to a suboptimal relevance judgement. The cursoriness effect
occurs as a result of fatigue (when cognitive capacity or motivation is low) and judges
use peripheral cue such as a title only instead of the entire content to judge a document.
Hence, documents tend to receive an average relevance score which underestimates highly
relevant documents and overestimates less relevant documents. The study observed a weak
effect of these three factors at a document list length of 40 and recommends the factoring
of these cognitive aspects which are related to cognitive bias in relevance assessment.
Unlike the previous studies, our current study focuses on a different aspect of inter-rater
agreement. That is, does document presentation ordering and the difficulty of a topic
(system and/or user) lead to a measurable impact on inter-rater agreement? We note the
probability of cognitive bias and the related aspects affecting our study, however, they
remain a constant effect for all of our study participants.
2.3.3 Reliability
Agreement can be measured between two or more human assessors or within a particular
assessor at different points in time of a repeated assessment. In this study, agreement is
used to refer both of these concepts, and when making a distinction between the two is
not clear from the context, we use the term inter-rater agreement to describe the measure
of concordance between ratings of two or more assessors and intra-rater or self agreement
to refer to an assessor’s agreement to oneself at different points of time in a repeated
relevance assessment task.
Inter-rater agreement and inter-rater reliability are related concepts with technical
differences [52, 98]. Agreement refers to the degree with which ratings of two or more
judges are identical, whereas reliability relates to assessors concordance in the relative
ordering of subjects under investigation. A higher agreement means different judges assign
the same precise value for each of the subjects being rated; whereas a higher reliability
indicates different judges are consistent in identifying subjects relative to each other.
These two concepts are commonly used to quantify quality of judgements in crowdsourcing
experiments [58, 82, 157].
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Kazai [82] used agreement to clean assessments using an existing gold standard judge-
ments; and found out that quality of the relevance judgements gathered improved. Note
that Kazai measured quality by calculating the accuracy of assessors using an existing
gold standard judgements. The shortcoming of using gold standard judgements to improve
the quality of relevance assessment is, gold standard judgements are not always readily
available. In addition, they are also expensive to develop. Grady and Lease [58] suggested
that it will be more efficient and effective to collect fewer assessments when inter-rater
agreement is higher.
The scales used to rate documents relevance can impact agreement and reliability. For
example, a binary scale is more likely to produce higher agreement due to the probability
of randomly assigned ratings being similar; but the same scale of rating might have
lower reliability because a mismatch yields an exact opposite in the relative ordering of
a document rating unlike ratings on a scale of more than two choices [86]. Using too
many relevance levels will overwhelm assessors towards a lower inter-rater agreement [58].
Noting this, we gathered relevance on a 4-point graded relevance scale, and details can be
found in Section 2.1.1.
2.4 Measures of Agreement
There are a number of statistics that a researcher can use to measure agreement. In this
section we will review the following measures of agreement:
1. Percent Agreement
2. Cohen’s kappa (κ)
3. Fleiss’ kappa (K)
4. Krippendorff’s alpha (α)
2.4.1 Percent Agreement
Percent agreement is both the easiest statistic to compute and to interpret. To compute
pairwise agreement, given two coders and one observation for example, your results can only
be 100% (they agree) ore 0% (they disagree). If you are working with multiple coders and
multiple cases, percent agreement can be calculated using the average pairwise agreement
among all possible coder pairs across observations. However, the measure becomes more
incremental when one uses more coders or more cases. For three coders rating a single
item, two of whom agree, the percent agreement will be 33.3%. This calculation requires
average pairwise percent agreement, in which the agreements of all possible pairs are
calculated and averaged. The drawbacks of percentage agreement are [60, 162]:
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 there is no comparative reference point to examine if the rate of agreement is higher
or lower than chance.
 Percent agreement is figured as an average across observations or across variables
and as a result, it can hide significant disagreements between pairs of observations.
 If percent agreement is averaged across variables, it is possible to artificially raise
agreement by purposefully selecting and using variables with low variance and high
agreement.
2.4.2 Cohen’s Kappa (κ)
Cohen’s kappa (κ) is a statistic which measures inter-rater agreement for qualitative
(categorical) items. It is generally thought to be a more robust measure than simple
percent agreement calculation, as κ takes into account the possibility of the agreement
occurring by chance. The formula for computing κ [113] between two raters who each
classify N items into C mutually exclusive categories:
κ =
po − pe
1− pe , 1−
1− po
1− pe
where po is the relative observed agreement among raters (identical to accuracy), and pe is
the hypothetical probability of chance agreement, using the observed data to calculate the
probabilities of each observer randomly seeing each category. If the raters are in complete
agreement then κ = 1. If there is no agreement among the raters other than what would
be expected by chance (as given by pe), κ = 0. It is possible for the statistic to be negative,
which implies that there is no effective agreement between the two raters or the agreement
is worse than random.
2.4.3 Fleiss’ Kappa (K)
Fleiss’ Kappa is a way to measure agreement between three or more raters. Fleisss Kappa
is an extension of Cohens kappa for three raters or more. In addition, the assumption with
Cohens kappa is that your raters are deliberately chosen and fixed. With Fleiss kappa,
the assumption is that your raters were chosen at random from a larger population. The
formula for computing K [47] is:
K =
(
P − P e
1− P e
)
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where P e is the proportion of agreement expected if assessors were to make their rating
purely at random ( can be measured by the mean of the proportions of raters agreeing
solely due to chance) and 1− P e adjusts to the agreement predicted by chance from the
maximum attainable level of agreement between raters (which is 1). P is the measure
of the overall extent of agreement (can be measured by the mean of all the proportions
of the raters who agree), and P − P e adjusts to the proportion of agreement predicted
at random. The values produced by these metrics is between −1 and 1, where a level
of 0 indicates agreement at the level predicted by chance, 1 signifies perfect agreement
between raters, and a negative score occurs when agreement is less than what is expected
by chance alone.
2.4.4 Krippendorff’s Alpha (α)
Krippendorff’s alpha(α) is a chance-corrected measure of rater agreement that takes into
account the type of data (ordinal, nominal,interval or ratio) being measured, and adjusts to
different sample and group sizes [43, 68]. The value of the α coefficient is bounded between
-1 and 1, where zero indicates the absence of agreement (that is, observed agreement is
equal to the level of agreement expected by chance), while 1 indicates perfect agreement
between assessors. A negative value indicates that disagreement surpasses what is expected
by random chance. Krippendorff’s α can be calculated using the formula:
α = 1−
(
Do
De
)
where Do is the disagreement observed and De is the disagreement expected by chance.
Table 2.2 gives a summary of the measures of agreement discussed above.
2.5 Order Effect and Topic Difficulty
In this section, we survey previous studies concerning the effect of document presentation
order and topic difficulty on relevance assessment.
2.5.1 Document Presentation Order
The study by Eisenberg and Barry [44] is one of the earliest works on order effects and
relevance assessment. The study sets out to answer the question “does the order in which
document descriptions are presented to judges influence the relevance scores assigned to
those documents?” and presented an information query and fifteen document description
in two orderings – from high to low relevance in the first instance and from low to high
relevance in the second instance. Huang and Wang [73] investigated the relationship
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Table 2.2: Statistical measures for calculating inter-rater agreement.
Methods Descriptions Limitations
Percentage agreement [113] The count of scores agreeing divided by
the total number of scores.
 Does not account for chance
agreement.
 Hide unreliable categories be-
hind reliable ones.
Cohen’s kappa [11] A chance-corrected measure of nominal
scale agreement between two raters. It
springs from the notion that the ob-
served cases of agreement include some
cases for which the agreement was by
chance alone.
 Limited to two raters.
Fleiss’ kappa [121] A chance corrected measure which esti-
mates the degree of consensus between
three or more raters.
 It does not permit adjustment
for prevalence and is affected
by the number of observations
in the dataset.
 It does not permit weighting
to penalise disagreements of a
larger magnitude.
Krippendorff’s alpha [99]  It can be used for any number
of coders (not just two).
 It can also be used for differ-
ent kinds of variables (nom-
inal, ordinal, interval, ratio,
and more).
 It can be used for large or
small sample sizes and has no
minimum. Finally, it can be
used for incomplete or missing
data.
 Conceptually and computa-
tionally difficult as it measures
observed and expected dis-
agreement unlike Fleiss’ kappa
which measures observed and
expected agreement.
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between number of documents judged and order effect. Documents are presented to
assessor in a similar fashion with that of Eisenberg and Barry [44] study, that is from
highest to lowest and from lowest to highest relevance order. Both studies acknowledged
the presence of order effect; and relevance is underestimated when documents are ordered
from high to low relevance, and document significance is overestimated if the order of
documents is in reverse relevance (from low to high) order. However; Huang and Wang
[73] mentioned that order effect is significant when the number of documents are 15 or
30; and order does not affect subjects when the set of documents in the judging list has 5
and 75 documents. This recommendation for the minimum number of documents where a
significant order effect is observed is important for determining the number of documents
per topic for our experiment.
Scholer et al. [146] studied the impact of the relevance of documents that are seen
early in the judging process on the relevance assigned to later documents. The study
concluded that presenting documents of varying relevance levels to assessors early on the
judging process allowed assessors to calibrate their relevance thresholds. In other words,
adapting an ordering procedure which expose assessors to documents representing the
different relevance labels available will help assessors calibrate their notion of relevance.
2.5.2 Topic Difficulty
Topic difficulty has many different guises in IR. Query performance, query hardness, query
quality and query ambiguity are but a few common formulations of topic difficulty. The
difficulty of a topic can be viewed either from a system view or from a user view .
2.5.2.1 System Topic Difficulty
Using techniques to predict the difficulty of a topic, there are two major classes of
system topic difficulty [65, 152], namely post-retrieval and pre-retrieval topic difficulty.
Post-retrieval query performance prediction techniques use a ranked search result to
determine the difficulty of a topic for a system, and is therefore also known as search result
dependent . The work of Aslam and Pavlu [8], Carterette et al. [24], Pe´rez-Iglesias and
Araujo [123], Shtok et al. [152], Yom-Tov et al. [197], and Cronen-Townsend and Croft [38]
all belong to the search dependent post-retrieval class. For example, Cronen-Townsend
and Croft used clarity score to quantify the ambiguity of a query with respect to a
collection of documents and use the result to estimate the difficulty of a query. If a query
is “clear”, it will have a higher clarity score and identify specific set of documents instead
of identifying the entire documents in the collection [175]. Aslam and Pavlu [8] estimate
query difficulty by measuring the level of agreement between the retrieved list for a query
using different retrieval functions. That is, the returned result set will be more diverse for
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difficult queries among different retrieval functions; whereas, Mizzaro and Robertson [115]
used the Average of Average Precision of topic (AAP) to determine the difficulty of a
topic, that is the higher the AAP score, the easier the topic is – the topic performed well
on all or most of the systems. The AAP of a topic (the AP for a single topic for many
different systems) is calculated using the average of Average Precision (AP) of a topic
across all runs:
AAP (tj) =
1
m
m∑
i=1
AP (si, tj).
Later, AAP was used by Carterette et al. [24] to to classify topics into “easy”, “medium”
and “hard” for the 2009 million query track.
Search dependent class of topic performance prediction uses relevance scores for a
query, and a given retrieval model to flag a query as hard. Pre-retrieval techniques on
the other hand do not depend on search results and is therefore also known as search
result independent. The techniques use semantic features such as polysemy or syntactic
features such as distance between syntactically related query terms [117], query length and
the number of documents containing one of the query terms [69], query variability and
similarity between query and collection [199]. He and Ounis [69], Zhao et al. [199], and
Mothe and Tanguy [117] are example studies using the search independent pre-retrieval
query performance prediction techniques. Table 2.3 provides a chronological summary
of the studies on system query difficulty, class (pre- or post- retrieval), and the methods
and models used to predict query difficulty. The accuracy of query difficulty prediction,
however, is higher in post-retrieval methods than those using pre-retrieval techniques [65].
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Table 2.3: Summary of the pre- and post- retrieval query difficulty prediction techniques and
their formal specification.
Study Class Method (Model)
H
e
a
n
d
O
u
n
is
[6
9
]
(2
0
0
4
)
P
re
-r
e
tr
ie
v
a
l
 ql (query length): the number of non-stop words in the
query
γ1 = σidf , idft =
log2(N + 0.5)/Nt
log2(N + 1)
, γ2 =
idfmax
idfmin
SCS =
∑
Q
Pml(w|Q) · log2
Pml(w|Q)
Pcoll(w)
 σidf is the standard deviation of the idf of the terms in
Q .
 Nt is the number of documents in which the query term t
appears and N is the number of documents in the whole
collection.
 idfmax and idfmin are the maximum and minimum idf
among the terms in Q respectively
 γ1 and γ2 are informative amount distribution in the
composing terms of a query Q .
 SCS is the simplified query clarity score.
M
o
th
e
a
n
d
T
a
n
g
u
y
[1
1
7
]
(2
0
0
5
)
P
re
-r
e
tr
ie
v
a
l
 Morphological features
– number of words, average word length, average
morphemes per words, average of acronyms, aver-
age of unknown tokens
 Syntactical features
– average of conjunction, average of prepositions av-
erage of personal pronouns, average of syntactic
depth, average of syntactic links span
 Semantic features
– average polysemy value
Z
h
a
o
e
t
a
l.
[1
9
9
]
(2
0
0
8
)
P
re
-r
e
tr
ie
v
a
l
MaxSCQ = max
[
∀t∈Q(1 + ln)(f(c, t))× ln
(
1 +
N
ft
)]
 Q is a query with terms t1, ...tn, similarity between query
and collection (SQC ) given Q(t1, ...tn), N is the total
number of documents in the collection C , f(c, t) is fre-
quency of term t in the collection and ft is the number
of documents that contain term t
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Table 2.3 continued from previous page
Study Class Method (Model)
C
ro
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d
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[3
8
]
(2
0
0
2
)
P
o
st
-r
e
tr
ie
v
a
l
CS =
∑
w∈v
P (w|Q) log2
(P |Q)
Pcoll(w)
, P (w|Q) =
∑
D∈R
P (w|D)P (D|Q)
P (w|D) = λPml(w|D) + (1− λ)Pcoll(w), P (Q|D) =
∏
q∈Q
P (q|D)
 CS is clarity score, w is term, D is a document, Q is the
query, and R is the set of all documents containing at
least one query term.
 D inside conditional probabilities refers to a language
model estimated from the corresponding single docu-
ment.
 Pml(w|D) is simply the relative frequency of term w in
documents D .
 Pcoll(w) is the relative frequency of the term in the col-
lection as a whole, and λ is set at 0.6.
Y
o
m
-T
o
v
e
t
a
l.
[1
9
7
]
(2
0
0
5
)
P
o
st
-r
e
tr
ie
v
a
l
Histogram based algorithm is used to estimate query difficulty
as follows:
 find the top N results for the full query and for each of
the sub-queries.
 Build a histogram of the overlaps hi, i = 0, 1, ..., N ,
where hi counts the number of sub-queries which agree
with the full query on i documents in the top N results.
 Predict difficulty by multiplying the histogram h, by a
linear weight vector c such that Pred = CT .h.
M
iz
z
a
ro
a
n
d
R
o
b
e
-
rt
so
n
[1
1
5
]
(2
0
0
7
)
P
o
st
-r
e
tr
ie
v
a
l
AAP (tj) =
1
m
m∑
i=1
AP (si, tj).
 m is the total number of systems considered, t and s
stands for a topic and a system respectively.
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Table 2.3 continued from previous page
Study Class Method (Model)
A
sl
a
m
a
n
d
P
a
v
lu
[8
]
(2
0
0
7
)
P
o
st
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e
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ie
v
a
l
The study hypothesised that different retrieval runs will return
“similar” results with respect to “easy” queries and “dissimilar”
results with respect to “hard” queries, and used a three step
methodology to predict difficulty:
 submit the query to multiple scoring functions (retrieval
engines), each returning a ranked list of documents.
 Map each ranked list to a distribution over the document
collection.
 Assess the “disparity” (collective distance) among these
distributions.
P
e´
re
z
-I
g
le
si
a
s
a
n
d
A
ra
u
jo
[1
2
3
]
(2
0
1
0
)
P
o
st
-r
e
tr
ie
v
a
l
The study proposed measures of difficulty based on standard
deviation.
 Maximum standard deviation: this measure tries to min-
imise the effect of the ranking list tail by computing the
standard deviation at each point in the ranking list and
selecting the maximum value of the standard deviation
found.
 Standard Deviation at a Common Best k: computing
the standard deviation manually fixing the size k for all
queries ( a common globally shared k for all queries).
 Estimating a Cut-Point k Automatically for each Query:
This proposes a method of fixing the size k specifically
for each query.
The best query performance prediction results have been achieved
by fixing automatically a suitable ranking list size (k) for each
topic.
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Table 2.3 continued from previous page
Study Class Method (Model)
S
h
to
k
e
t
a
l.
[1
5
2
]
(2
0
1
2
)
P
o
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e
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ie
v
a
l
Estimated query performance prediction based on query drift in
the list of top-retrieved documents using the standard deviation
of the retrieval scores.
NQC =
1
Score(D)
√√√√ 1k ∑
d∈D(k)]q q:Score(d)≤µ
(Score(d)− µ)2
 Score(d) to denote the retrieval score assigned to d in
response to q by M, and q, d, D and M be a query,
document, corpus, and retrieval method, respectively.
 D
[k]
q is the result list of the k documents that are the
most highly ranked.

1
k
∑
d∈D(k)]q q:Score(d)
corresponds in several retrieval
methods to the retrieval score.
 µ is the the mean retrieval score of documents.
2.5.2.2 User Topic Difficulty
In order to investigate user topic difficulty, Koopman and Zuccon [96] asked assessors
how difficult documents were to assess, and analysed several cognitive factors affecting
relevance judgements. The study reported that the difficulty of interpreting a query, and
the presence of multiple aspects of a query can contribute to user query difficulty. Hauff
et al. [66] compared user and system query performance prediction for topics given a
query and its description, and concluded that assessors were able to distinguish between
“good” (effective) and “bad” (ineffective) performing topics. A similar user experiment was
conducted by Lioma et al. [104], who gathered users’ opinion for queries based on user
personal experiences, and found out that users underestimate system hard queries when
using only topics, but their assessment shows improvement when the users were asked
to assess against individual causes of topic difficulty such as ambiguity and specificity.
Improvements in user accuracy when extra information is provided for difficult topics aligns
with observations made by Kelly [89], who recommended using a post hoc approach when
attempting to analyse dependent variables in interactive information retrieval scenarios.
Topic difficulty not only affects systems and users. It can also play an important role in
user agreement during assessment exercises [146].
60
2.6 Dwell Time
Dwell time is another important factor in user focused relevance studies, and appropriate
interpretation of the interaction of time with topic difficulty and document presentation
order requires a careful consideration of the context in which the measurements are made.
For example, in a typical IIR scenario, users may spend more time reading documents
that they find relevant or “interesting” with respect to their information need. This may
not be the case in other tasks such as relevance assessment where the main interaction
with a document is to determine if a document is related to the information need. Hence,
trying to associate longer reading time with document relevance and not considering the
context of the task may lead to inappropriate conclusions.
User focused relevance studies have started incorporating time as an important variable
in relevance assessment. Cooper and Chen [31], Konstan et al. [95] and Seo and Zhang
[148] concluded that users spend more time reading documents that they find relevant.
Konstan et al. [95] studied Usenet news group users and found a correlation between time
and relevance. Though the correlation was not strong, the findings suggested that users
spend longer reading news items which they find relevant than those items which are not.
Cooper and Chen [31] used a logistic regression model to predict relevance. The predictive
model was developed using variables characterising a web-based catalogue search. Their
findings supported the hypothesis that users spend more time on relevant sessions than
non-relevant sessions.
Kelly and Cool [91] studied the relationship between familiarity and reading time.
Though the finding did not observe any significance, the study concluded with the general
trend that subjects who had higher topic familiarity spent less time reading documents.
Kelly [88] stressed the need to exercise caution when using implicit measurements to infer
relevance, and argued that the context should also be taken into account. Using dwell time
to infer relevance without considering the purpose of users interaction with documents
could lead to an incorrect interpretation of the results. The distinction between users who
search to identify informative documents, and those of relevance judges who search for
evidence of relevance in a document was further explored by Yilmaz et al. [196]. Their
study modelled a two stage process for users – initial assessment and extract utility –
where users make adjustments to their expectation followed by a commitment to read
an entire document. Unlike users, assessors commit to find evidence of relevance in a
document throughout the entire assessment task. The study concluded that judges are
likely to spend more time on documents requiring higher effort to find relevant information.
High-effort documents are documents which are too long or too difficult to read, and
require assessors to exert extra effort to find relevant information.
Smucker and Clarke [154] proposed a time-biased evaluation metric which takes into
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account the time a user takes to reach at a particular document in a ranked search result
list. Smucker and Jethani [155] used time as an indicator of assessor error in relevance
judgements, and found out that, on average assessors spend more time making inaccurate
judgements than when making correct judgements. Kelly and Belkin [90] studied the
correlation between reading time and relevance. The distribution of documents identified as
relevant and non-relevant by the participants of the study Kelly and Belkin were 43% (240
documents) and 57% (321 documents) respectively; and they found no significant reading
time difference between relevant and non-relevant documents. The study, however, did not
consider the length of documents. Though findings by Konstan et al. [95] and Morita and
Shinoda [116] asserted that there is no significant correlation between time and document
length, Smucker and Clarke [154] later reported a correlation between document length
and dwell time in their study. As a result, we factored the length of documents into the
analysis of dwell time in our experiment. Table 2.4 provides a summary of the methods
used and the findings of the studies conducted on dwell time in IR user studies.
Table 2.4: Summary of the methods and findings of studies conducted on dwell time in user
studies of IR
Study Method used Findings
M
o
ri
ta
a
n
d
S
h
in
o
d
a
[1
1
6
]
(1
9
9
4
)
The time spent for reading each of the 7,832 articles is
recorded using a customised news reader, and the ac-
tion taken after reading the article (saving the article
or posting a follow-up) is recorded. After reading the
article, users were asked to rate the news as A (very
interesting), B (interesting), C (neither interesting
nor not-interesting) and F (not interesting)
 Users spend a longer time on rated in-
teresting articles than those rated not-
interesting articles.
 The correlation between time and length
of document is insignificant.
K
o
n
st
a
n
e
t
a
l.
[9
5
]
(1
9
9
7
) Designed a system called GroupLens, a client-server
architecture, which captures users rating and time
spent reading a news article.
The results provide large-scale confirmation
of the findings of Morita and Shinoda [116];
that is, the relationship between time and
rating (users spending more time on inter-
esting news) holds true without regard for
the length of the article.
S
e
o
a
n
d
Z
h
a
n
g
[1
4
8
]
(2
0
0
0
)  Reinforcement learning is used to adapt the term
weights in the user profile and represent user’s pref-
erences.
 Learns user preferences implicitly from direct ob-
servations of user behaviours during interaction.
Users spend a longer time to read “relevant”
rated documents than those rated “irrele-
vant”.
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Study Method used Findings
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[3
1
]
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0
0
1
)
 Principal components analysis is used to extract a
new set of variables out of the original set.
 Stratified random sampling technique was used to
form ten strata such that each new strata session
contained the same proportion of relevant to non-
relevant sessions.
 Information about the time spent and the number
of errors and help requests are recorded.
Users spend more time on relevant sessions
than non-relevant sessions
K
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B
e
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[9
0
]
(2
0
0
1
)
 The study used secondary data analysis method,
and data extracted from trace files generated dur-
ing the TREC8 Interactive Searching Study which
included data of time spent reading a document is
used.
 Time spent reading a document is measured be-
tween the beginning of starting to read a document
(a user clicked on a document title to display its
full text) to the end of reading a document indi-
cated by a user executing another action signalling
the end of reading the document (such as saving
the document, displaying the text of another docu-
ment, scrolling through the title summary window,
running a new search or exiting the system).
There is no statistically significant difference
between the amount of time users spent on
reading relevant and non-relevant document.
A similar amount of time is spent on reading
relevant and non-relevant documents.
K
e
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y
a
n
d
C
o
o
l
[9
1
]
(2
0
0
2
)
 Secondary data analysis method is used using the
data from Kelly and Belkin [90].
 Time spent reading a document is derived from the
search logs.
 Participants’ self rating of topic familiarity is gath-
ered on a 1 to 5 point Likert scale, where 1 is not
at all, 3 is somewhat and 5 is extremely familiar.
 Participants spend less time reading doc-
uments retrieved for highly familiar top-
ics and more time reading those for which
participants held a low degree of familiar-
ity.
 At familiarity level of 2, 3, and 4, a simi-
lar amount of time is spent reading docu-
ments for the topics.
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Study Method used Findings
K
e
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[8
7
]
(2
0
0
4
) The amount of time each participant spent reading
documents is recorded during each of the three ses-
sions (relevance judgement, simple question answer-
ing or fact finding, and complex question answering).
The time spent reading is determined by recording
the time when participants loaded a new document
until they submitted their judgement or answer.
 Participants spend more time reading rel-
evant documents than nonrelevant docu-
ments when taking part in the relevance
judgement condition, but the difference is
not statistically significant.
 Users spend more time reading documents
containing the answer for simple question
answering tasks than those that do not
contain the answer.
 Users spend more time reading documents
that contain the answer for complex ques-
tion answering tasks than those that do
not contain the answer.
J
e
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a
n
i
a
n
d
S
m
u
ck
e
r
[7
6
]
(2
0
1
0
) Time to judge a document given a document’s length
in words is modelled using T (w) = sw+ra+c where s
is scan rate in seconds per word, w is document length
in words, r is the reading rate in seconds per word and
c is a constant overhead for judging in seconds
The study found out that document length
does have a significant influence on the time
to judge document relevance.
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2
)
The time spent on a full page of ranked list with a
uniform precision is measured before participants save
the document as relevant or leave the page. Average
participant times is formed by taking the average time
of a participant on a topic, and then average across
topics for that participant to produce a participant
average. The study finally averaged the time across
participants to produce average participant times.
 Participants took significantly longer to
judge documents when they made an er-
ror compared to when they were correct
in their judgement.
 The time to judge a document relative to
other documents, gives an indication of
the difficulty of judging the document.
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[1
5
4
]
(2
0
1
2
) Time-biased gain measure is modelled, which at its
core is the computation of the time to reach rank k
of a ranked list.
Users take longer to judge longer documents.
V
il
la
a
n
d
H
a
lv
e
y
[1
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)
Time taken to make a judgement was recorded in
seconds per document and document relevance is
recorded using three levels, “non-relevant”, “relevant”
and “highly relevant” and documents classified into
three classes (small, medium and large) based on word
counts and then split into three equally sized groups.
 Document size has a significant effect
on time to make a relevance judgement.
Users significantly spending more more
time in the order of (small, medium and
large) size documents.
 Though a significant overall effect is found
between time and document relevance
level, there is no significant pairwise com-
parisons effects were found.
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Study Method used Findings
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The study made a distinction between dwell time
(time gathered from real users) and judgement time
(time gathered from relevance judges); and a 30 sec-
ond time threshold is used to create the following cat-
egories for further analysis of time (where less than 30
seconds qualifies for low and grater than 30 seconds
qualifies for high) :
 low dwell time, low judgement time
 high dwell time, low judgement time
 low dwell time, high judgement time
 high dwell time, high judgement time
 Relevant documents are clearly in the
high dwell time, low judgement time cat-
egory.
 Less useful documents are in the low dwell
time, high judgement time category.
 Documents that can not be answered eas-
ily ( complex requests) fall under the high
dwell time, high judgement time.
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[1
5
1
]
(2
0
1
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)
Dwell time is calculated from a log data gathered from
a search engine based on the time between subsequent
search engine interactions, including re-visits to the
search result page and query reformulations (dwell
time can not be computed for the last clicks since
there was no subsequent event on which to base dwell
time estimates).
 Dwell time as proxy for document rele-
vance should be used with caution. Par-
ticularly, for the documents presented to-
wards the bottom of a ranked list, which
are likely to be considered only after
higher-ranked documents.
 The models used to infer relevance from
dwell time could be improved by incorpo-
rating the relevance label (or dwell time)
of the previously judged or clicked doc-
ument. The relevance of the previously-
clicked document can also have a signifi-
cant impact on the time searchers spend
on the current document, which could
significantly affect relevance inferred via
dwell time.
2.7 Quality of a Relevance Assessment
Measures of a retrieval system effectiveness depend on the availability of relevance assess-
ments. The relevance assessments are carried out by human assessors which are prone to
error due to the subjective nature of relevance. Hence, the quality of assessment gathered
from human assessors is critically important for the reliability of the conclusions that can
be drawn from such values about a retrieval system.
2.7.1 Definition
According to Lachica et al. [102], Taylor and Taylor [172] quality reflects the intrinsic value
of an information object. In other words, a person’s choice of using a particular information
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object over others are made by assigning higher value to the preferred information object
when compared to the others. Wang and Strong [186] defines quality in terms of “fitness
for use” which at the same time can not be assessed independent of the people who use
the data. Quality is also subjective [94], and it can be identified by the extent to which
users think the information is useful, good, current and accurate [128].
The perception of the user, the source of information and the process of accessing it are
factors affecting quality [119]. The user is ultimately the one who decides the information
is qualitative or not. The source of information including price and completeness are
quality factors associated to the information itself. Accessing the information including
the response time of the information is also an important factor influencing quality.
2.7.2 Attributes
Accuracy, timeliness, precision, reliability, currency, completeness and relevancy are some
of the data quality attributes [9, 74, 166]. The value of quality can be estimated either
manually and/or automatically [102]. The manual estimation of quality value assumes a
direct score can be assigned to the quality attributes, whereas, the assignment of scores to
the attributes as a result of access and use is a method used to automatically estimate
quality attributes.
Kazai and Milic-Frayling [83] used agreement between assessors, existence of annotations
together with relevance rating and learning effect are used as a measure of quality control
in relevance assessment. Trust values can be assigned to judgements based on the numbers
of assessors agreed upon. That is, judgements where more number of assessors agreed
upon can be assigned higher trust value scores than those judgements with less number
of assessors agreed. Annotations or comments added to pages by assessors can signal
extra effort and hence can be used as evidence for assigning a certain degree of trust
compared to judgements without annotations. In addition, judges learn over time in the
process of judging documents. This can be inferred from changes in the pattern of dwell
time and assessors becoming faster in judging documents over time. Considering the
above findings, we have incorporated annotations and agreement to monitor quality in
the design and analysis of our experimental study. Kutlu et al. [101] compared crowd
workers with expert judges and studied the reliability of using crowd workers to evaluate
IR systems. The study used documents from the 2014 Web Track and asked assessors
to judge crawled webpages, and measured the accuracy of crowd judges with respect to
TREC assessors. The experiment is designed so that workers judge documents within
topics than across topics. This study concluded despite the presence of disagreement
between crowd workers and TREC judges, crowd judgements can be used to reliably rank
IR systems. Furthermore, this study analysed disagreement and its underlying cause in the
crowd judges, and found out that missing relevant content (lack of concentration or other
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unknown human error) and misunderstanding (misunderstanding the topic) are the main
causes of disagreement among crowd workers. The study suggested that misunderstanding
can be resolved by providing better topic descriptions and task instructions. However;
disagreement caused by missing relevant content is a harder problem fix.
2.8 Designing User Studies in IR
Identifying purpose and aim, designing the experiment, dealing with ethical issues and
finalising practical information before commencing the study are the key activities involved
in the design of a user study [160, 164].
2.8.1 Identifying the Purpose and Aim
User studies are designed with a general purpose of learning more about a problem, and get
empirical evidence to explain the problem instead of using personal opinions. Hypothesis
formulation and variable identification are some of the main activities that set at this
stage of the study [46].
Variables in a research study are classified into either dependent or independent variables.
Dependent variables are the outcome we want to measure by manipulating the controlled
variables called independent variables [89]. The independent variable is manipulated in
the experiment, whereas, the dependent variable is examined given the conditions of the
independent variable.
2.8.2 Designing the Experiment
In user studies, the two common approaches of answering the research questions are
observational and experimental methods [45, 51]. Observational studies observe what
happens in the natural environment without interfering whereas, experimental methods
manipulate some aspects and observe the effect. The experimental designs can be conducted
within-subject (repeated measures) or between-subject (independent measures) [25].
In all types of experiments rotation and counterbalancing is important to control the
effects of variables order of arrangement; and variables can be rotated using Latin square
design or the Graeco-Latin square design [89]. Graeco-Latin square can accommodate the
rotation of multiple variables, whereas, a Latin square can accommodate the rotation of a
single variable. Running a pilot study helps to evaluate the feasibility of the user study.
The pilot study also helps examine if there are other unaccounted factors influencing the
study and use the lesson learned from the pilot to resolve if there are issues impacting the
study.
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2.8.3 Ethical Issues and Considerations
The ethical issues involved are another source of challenges of conducting a user study [137].
The ethical issues include:
 Getting the proper ethics approval from the ethics committee. Some organisations
have ethics committee to oversee ethics for user studies to be conducted within the
organisation.
 Protecting the confidentiality of participants.
 Protecting participants from physical and psychological risks.
 Informing participants and getting consent from them.
The communication takes place during the experiment might bias the study if not properly
planned and taught ahead of the commencement of the experiment. Table 2.5 summarises
the procedures of conducting a user study
2.9 Summary
The chapter discussed background work on relevance and the scales used to describe the
relevance of a document to a topic. In addition, the chapter discussed factors affecting inter-
rater agreement including error, cognitive bias and reliability, and the common methods
of quantifying agreement is also discussed. A review of literature related to order effect
and topic difficulty from the system and user perspective and their formalisation in the
literature were central concepts in this chapter. Furthermore a review of key considerations
when interpreting dwell time in IIR, the different techniques used to quantify the quality
of a relevance assessment, and common activities used in the design of user studies were
also discussed in this chapter.
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Table 2.5: Summary of the main procedures and key activities used during the process of
conducting a user study.
Procedure Activities
Identifying the purpose
and aim
 Defining the research topic
 Identifying the dependent and independent variables
 Asking questions and formulating hypothesis
Designing the Experiment  Determining sample size (Latin Square, Graeco-Latin Square,
Power analysis)
 Running a pilot study
– Evaluate the feasibility of the user study in terms of
time and cost
– Examine if there are unaccounted factors affecting the
user study
– Use the lesson learned to improve upon the main study
Recruiting participants  Inform participants about the purpose and duration of the
study and if there are breaks available during the study.
 Inform participants about their right to withdraw any time
during the experiment
 Inform participants about confidentiality and get consent from
each participant.
 Do a survey on demographics and if there are questions related
to the experiment
 Give clear instructions on the task and be available for ques-
tions and informal feedback
 Let participants do the task and record responses to the vari-
ables
Analysing the result  On the basis of the analysis, accept or reject the hypothesis
and report the result.
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CHAPTER 3
Order Effects, Topic Difficulty
and Dwell Time
3.1 Summary
Human relevance judgements are a key component for measuring the effectiveness of
information retrieval systems using test collections. Since relevance is not an absolute
concept, human assessors can disagree on particular topic-document pairs for a variety
of reasons. In this chapter we investigate RQ1 – the effect that document presentation
order has on agreement, comparing two presentation ordering approaches similar to those
used in IR evaluation campaigns: decreasing relevance order (Rel order) and document
identifier order (DocID order). Figure 3.1 is an example showing 10 documents ordered
and presented to assessors using DocID order (middle) and Rel order (right). In relation
to RQ1, we will specifically answer the following questions:
 Does the presentation order of documents for relevance judging affect inter-rater
agreement? (RQ1.1)
 Does the presentation order of documents for relevance judging affect intra-rater
agreement?(RQ1.2)
 How does the presentation order of documents for relevance judging affect agreement
with the ground truth assessors? (RQ1.3)
To explore RQ2, topic difficulty and agreement, we make a further distinction between
“easy” topics and “hard” topics.
In addition, we investigate the relationship between how long it takes for an assessor
to judge the relevance of a document, and three key factors that may influence the judging
scenario: the difficulty of the search topic for which relevance is being assessed; the degree
to which the documents are relevant to the search topic; and, the order in which the
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(DocID-0055, R)
(DocID-0025, NR)
(DocID-0059, NR)
(DocID-0107, NR)
(DocID-1042, MR)
(DocID-1129, NR)
(DocID-2213, NR)
(DocID-3355, HR)
DocID-5012, R)
(DocID-8251, MR)
Documents sampled for a particular topic 
(DocID-0055, R)
(DocID-0025, NR)
(DocID-0059, NR)
(DocID-0107, NR)
(DocID-1042, MR)
(DocID-1129, NR)
(DocID-2213, NR)
(DocID-3355, HR)
DocID-5012, R)
(DocID-8251, MR)
Documents ordered using DocID 
(DocID-0055, R)
(DocID-0025, NR)
(DocID-0059, NR)
(DocID-0107, NR)
(DocID-1042, MR)
(DocID-1129, NR)
(DocID-2213, NR)
(DocID-3355, HR)
DocID-5012, R)
(DocID-8251, MR)
Documents ordered using Relvance order 
Figure 3.1: An example showing 10 documents ordered and presented for assessment in DocID
order and Rel order where NR, MR, R and HR stands for non-relevant, marginally relevant,
relevant and highly relevant documents respectively and the number DocID- followed by 4 digits
number is an example hypothetical document identifier.
documents are presented for judging. The questions that will be answered in relation to
RQ3 are:
 What is the relationship between the time that assessors need to make relevance
judgement and the difficulty of the search topic for which such judgements are being
made? (RQ3.1)
 Is there a relationship between the time an assessor takes to judge a document and
the level of relevance of the documents being judged? (RQ3.2)
 Does the presentation order of documents have an impact on the amount of time
needed to perform relevance judgement? (RQ3.3)
The results indicate that:
 assessor agreement is higher when documents are judged in document identifier order
(DocID order) compared to the decreasing relevance order (Rel order).
 The overall agreement is higher on “easy” topics than on “hard” topics.
 There is a statistically significant relationship between judgement speed and topic
difficulty.
 There is a statistically significant relationship between the level of relevance of the
document being assessed and an overall judgement speed.
72
 Our results suggest that the presentation order of documents can also affect overall
judgement speed. However, these ordering effects are not significant when also
accounting for document length variance.
3.2 Introduction
Test collections are widely used for the evaluation of information retrieval system effective-
ness. A key component of this approach is a set of relevance judgements, indicating which
documents are considered to be appropriate answers in response to a topic. The subjective
nature of relevance can potentially lead to disagreement among assessors about document’s
relevance to a topic if relevance is to be gathered from two or more assessors. However, the
disagreement can be normalised by aggregating the relevance judgements using measures
of inter-rater agreement. Since relevance is dynamic, it can also be informative to consider
intra-rater agreement , reflecting the consistency of judgements made by the same judge at
different points of time.
Given an information need, disagreement can exist between assessors as to which
of the documents presented are relevant [42], and previous work has shown that topic
familiarity [10], topic knowledge [126], document-specific factors [61] such as the features
and terms used to represent a document, for example the use of subject headings versus a
single term to represent a document in an index; and the degree of relevance of documents
that are presented early in the judging process [146], are all factors that can affect
agreement.
The number of relevance judgements directly affects the accuracy with which system
effectiveness can be measured; however, relevance judgements are expensive (in time and
cost) to obtain, since human assessors are required to determine the relevance relationship
between a search topic and a document. Understanding the factors that contribute to the
amount of time that it takes assessors to make relevance judgements is therefore an issue
of critical importance for the evaluation of IR system effectiveness.
A direct measure of the assessor effort required when making relevance judgements
is dwell time, defined as the amount of time from when an assessor is first presented
with a document to judge, until they enter their judgement into an online rating system.
However, using this raw quantity to investigate the variables outlined above leads to at
least two confounding factors: different assessors have different levels of reading ability,
as reflected in different reading speeds; and, the documents to be judged are of different
lengths. We therefore propose two measures of judgement time to account for these issues.
Normalised dwell time (NDT) accounts for differences in dwell time across assessors using
geometric averaging. Normalized processing speed (NPS) builds on NDT by normalising
the reading speed of the assessor with respect to the length of each document – resulting
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in an average “words per minute” processing speed. Note that these two measures have
different relationships with assessor judgement time: a higher NPS means that the assessor
was faster on average when judging a document, while a lower NDT similarly shows that
the assessor was faster.
We analyse topic difficulty, degree of document relevance, and presentation order
and the association of each with the time taken to perform relevance judgements. The
results provide new insights into various aspects of the relevance judgement process, which
is the most resource intensive component when building new test collections, and have
implications when designing new human assessment approaches. Further, we propose and
report on two measures to take into account potential confounding factors when considering
judgement time, providing additional insights into the analysis and interpretation of
judgement time during relevance assessment exercises.
In this chapter, we therefore investigate the impact of presentation order on assessors
when making relevance judgements, as measured by inter-rater agreement and intra-
rater consistency. We also analyse the stability of agreement in the context of topic
difficulty, from both the system and user perspective. This issue has direct implications in
information retrieval evaluation, and the design and construction of test collections [132].
Two document orderings are considered: decreasing relevance order, where documents are
sorted from most to least relevant; and document identifier order, where documents are
sorted by document identifier. We refer to these two orderings as Rel order and DocID
order in the remainder of this chapter. Rel order is similar to the approach used by
the NTCIR evaluation campaign, where a pool of documents to be judged is sorted in
decreasing expected relevance order, based on the number of participating systems that
retrieved a document [133]. Here we use existing relevance judgements to ensure decreasing
relevance order. DocID order is similar to that used by the TREC evaluation campaign,
where the distribution of relevant documents can vary widely from topic to topic. We
also report the results of the study on the relationship between the amount of time that
assessors need to make relevance judgements and three key factors that may influence
this process, namely the difficulty of the topics being judged, the level of relevance of the
documents being judged, and the order in which documents are presented to assessors.
Note that in NTCIR assessors can form a pattern of a decreasing relevance order in their
head from the documents they judge, which is different from our study and could lead to
a different outcome. Our goal is to test the ordering effect when the assessor did not have
a pre-conceived notion of the ordering.
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3.3 User Study
To study the effect of document ordering on assessor agreement and consistency, we carried
out a small scale user study using 120 documents, and 4 topics from the TREC7 and
TREC8 collections that were judged both by NIST assessors on a binary scale, and later
by Sormunen [158] using a 4-point scale. The graded relevance judgements from Sormunen
are also used as the ground truth in addition to the TREC binary relevance judgements.
The grades of the scale in Sormunen are:Highly relevant (3), Relevant (2), Marginally
relevant (1), and Non-relevant (0), see Section 2.1.1 of Chpater 2 for details.
3.3.1 Query and Document Selection
The user study makes use of the TREC7 and TREC8 document collections, and the 4-level
graded relevance judgements of those previously created by Sormunen [158]. There are 41
topics with relevance judgements in this dataset, of which 4 topics were selected to pilot
study. We selected a mixture of hard and easy search topics, since we hypothesised that
topic difficulty may have an effect on agreement.
Following the approach of Carterette et al. [24] in the TREC Million Query track, we
classified topic into difficulty classes based on the per-topic Average-Average-Precision
(AAP) scores (that is, average precision for each individual topic across a set of retrieval
systems), see Section 2.5.2.1 of Chapter 2 for details. We refer to this as system topic
difficulty in this study. AAP was calculated for the topics of the 2004 Robust track
(which included the TREC7 and TREC8 topics with dual binary and ordinal relevance
judgements) for the 110 runs that participated in the track. From this ordering, we selected
two from the highest and two from lowest AAP scoring topics: #356 el nino (AAP
= 0.723), #410 schengen agreement (AAP = 0.643), #378 euro opposition (AAP =
0.046), and #448 ship losses (AAP = 0.024).
For each of the chosen topics, 30 documents were selected for judging in our user
study. The selection process was designed so that the distribution of documents at all four
relevance levels in the sample was the same as the relevance distribution of the full set of
documents available for each topic in the original Sormunen [158] relevance judgements
file. For example, consider topic #365. There are a total of 198 documents, of which 33
are relevant, and the remaining 165 non-relevant. Out of the 33 relevant documents, 24
were judged as marginally relevant, 8 were judged relevant, and 1 was found to be highly
relevant in the relevance judgement file. Given this distribution, the proportional selection
for the 30 documents would be 25, 4, 1 and 0 for non-relevant, marginally relevant, relevant
and highly relevant respectively. However, an exception was made for topics #365 and
#410, where only one highly relevant document exists in the relevance judgements file. For
both cases, the highly relevant document was included in the list of the 30 experimental
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Table 3.1: Total number of documents, distribution of relevance in the Sormunen relevance file
and proportion of documents sampled for our pilot user study.
Query
Number
Total number
of documents
in Sormunen
relevance file
Distribution of relevance
in Sormunen relevance file
Proportion of
relevance sampled
for pilot experiment
#365 198
Non-relevant:165 Non-relevant:24
Marginally relevant:24 Marginally relevant:4
Relevant:8 Relevant:1
Highly relevant:1 Highly relevant:1
#378 185
Non-relevant:123 Non-relevant:20
Marginally relevant:52 Marginally relevant:8
Relevant:10 Relevant:2
Highly relevant:0 Highly relevant:0
#410 138
Non-relevant:99 Non-relevant:21
Marginally relevant:17 Marginally relevant:4
Relevant:21 Relevant:4
Highly relevant:1 Highly relevant:1
#448 163
Non-relevant:119 Non-relevant:22
Marginally relevant:14 Marginally relevant:2
Relevant:27 Relevant:5
Highly relevant:3 Highly relevant:1
documents by removing a non-relevant document. This was to ensure that all relevance
levels are present for each topic. Table 3.1 shows the total number of documents and
the relevance distribution in the Sormunen relevance judgement file and the proportion of
documents sampled for the pilot study.
We also considered topic difficulty from a user perspective by analysing participants’
responses to the exit assessment questionnaire item “How easy was it to identify relevant
documents for the search topic?”; and a correlation between user and system topic difficulty
is found. We therefore continue to classify topics #365 and #410 as easy, and topics
#378 and #448 as hard. (See Appendix D for the details of the pre- and post- experiment
questionnaires used for this experiment.)
3.3.2 Assessment Interface
An online assessment system was developed to gather relevance assessments from partic-
ipants. The main part of the study consisted of making relevance judgements. At the
top of the screen, the system displayed a search topic, including the title, description
and narrative of the official TREC topic statement. Below this, a single document was
displayed. An assessor could enter a response by clicking on a radio button, to indicate
their relevance assessment on the 4-point Sormunen scale. After selecting a relevance level,
the user could click a button to record their judgement and move on to the next document.
Figure 3.2 shows a sample interface of the online assessment system developed as part of
this study. The system did not allow users to go back and change the ratings assigned to
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Title: El Nino
Description: What effects have been attributed to El Nino. 
Narratives: A document is relevant if it describes a particular phenome-
non (either specific event or generalization) like flood, drought, warm-
ing, etc. and names El Nino as the cause or as being a contributing 
factor.   
SMALL BUSINESS ADMINISTRATION
Declaration of Economic Injury Disaster Loan Area 
California (And Contiguous Counties in Oregon); Declaration of Disaster Loan Area 
Del Norte, Humboldt, Mendocino, and Sonoma Counties and the Contiguous counties of Glenn, Lake, Marin, Napa, Siskiyou, 
Tehama, and Trinity in the State of California, and Curry and Josephine Counties in the state of Oregon constitute an economic injury disaster 
loan area due to the effects of the warm water currents known as El Nino which occurred during 1994. Eligible small business without credit 
available elsewhere may file applications for economic injury assistance until the close of business on May 22, 1995 at the address listed 
below: U.S Small Business Administration, Disaster Area 3 Office, 4400 Amon Carter BlVd. , suite, 102, FT. Worth, TX 76155, or other 
locally announced locations. The interest rate for eligible small business and small agriculture cooperatives is 4 percent. 
The economic injury number for  the State of Oregon is 831300.  
Next
Highly relevant
Relevant
Marginally relevant
Non-relevant
Figure 3.2: Relevance assessment interface developed for our assessment exercise. For each
topic – document pair, the query, description, and topic narrative are presented using the original
TREC information, followed the document. At the bottom of each document, the user enters
their judgement. For each document judged, the relevance and dwell time (in seconds) is recorded.
previous documents as presentation order is the key control variable in the study. Thus,
a strict judging ordering was enforced by the assessment tool. The strict judging was
enforced purposefully since assessors can change the relevance judgement in their second
pass after examining the document list during the first pass, so that this factor can be
used to analyse the intra-rater consistency.
Each assessor was asked to judge two of the four topics, one easy and one hard, using
the relevance assessment system. For each topic, a sequence of 30 documents had to
be judged. The system recorded each response, as well as the wall clock time spent
judging each document, measured from when the current document’s page loaded until the
time that the assessor clicked the next button to record their relevance judgement. The
presentation order of documents was controlled using either decreasing relevance order (Rel
order), or the TREC assigned identifier (DocID order). Each subject was assigned a unique
assessment identifier. A pre-assessment questionnaire was used to collect participants
prior level of familiarity of the query, the perceived clarity of the query descriptions and
narratives, and their level of confidence in identifying relevant documents. At the end of
the experiment, a post-assessment questionnaire was also used to collect the participants
perceptions of topic familiarity, topic clarity and ease of identifying relevant documents for
the search topics. A five point Likert scale was used for both the pre- and post-assessment
questionnaires. See Appendix D for the questions used for the pre- and post- assessment
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questionnaires of this experiment. There is no significant difference between assessors in
their self-rating of topic familiarity (Median=2 for all topics except 378 with a Median of
1) on a five-point Likert scale.
3.3.3 Variables and Participants
Variables in a research study are classified into either dependent or independent variables,
as discussed in Section 2.8 of Chapter 2. Document presentation order, topic difficulty, the
relevance scales are the independent variables and agreement and time are the dependent
variables in this experiment.
A total of 16 graduate students were recruited at RMIT University to participate in
the pilot study, and were between the ages of 25 and 35. The study was approved by
the RMIT University Ethics Board. All participants of the pilot study were computer
science students, and all indicated familiarity with online searching in the pre-experiment
questionnaire.
After arriving at the lab where the study was conducted, each participant was given an
introduction to the experiment and a brief explanation of the online judging system. Since
the amount of time spent making relevance judgements is also a key response variable of
interest, the experiment was conducted in a quiet room to control external factors which
might otherwise can impact assessors concentration and focus. The relevance assessment
task was explained to participants, based on an instruction script (See Appendix C for
the instruction read to participants). We did not provide information about the order of
documents presented to assessors.
The relevance criteria for rating documents as highly relevant, relevant, marginally
relevant or non-relevant [158] was provided on paper, and placed on the desk next to each
assessor so that it could be referred to during the experiment. The definitions were also
displayed on screen as part of an initial practice task. Participants were compensated for
their time with a shopping voucher of $20 AUD.
The main factors being investigated in this study includes document ordering – Rel
order and DocID order – and topic difficulty – easy and hard ; and as participants judged
documents for two topics, this led to eight combinations. The same process is repeated
for the remaining two topics, giving a total number of 16 combinations (and assessors)
for our experiment. A one hour task split into thirty minutes each with a health break
in between is carried out to control potential confounding factors such as fatigue and
motivation which are known to affect relevance judgement [81, 185]. An assessor can judge
documents for 2 topics in one hour, where each topic has 30 documents to be assessed. In
other words, on average an assessor has a minute per a document to be judged.
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Figure 3.3: Raw dwell time for each individual assessor.
3.3.4 Data Analysis
In this section we discuss the data analysis techniques used in this chapter. Each assessor
judged two topics; and a total of 16 assessors participated, each judging the relevance of
30 documents per topic; therefore a total of 960 data points (16 assessors × 2 topics × 30
documents).
3.3.5 Agreement
The common methods of measuring agreement between two or more assessors (inter-rater
agreement) and agreement with oneself at different points of time (intra-rater agreement)
are discussed in Section 2.4 of Chapter 2 ( summary can be found in Table 2.2). In this
chapter, Krippendorff’s alpha (α) and Cohen’s kappa (κ) are used to measure inter-rater
and intra-rater agreement respectively.
3.3.6 Significance Testing
When we are concerned with the time taken to make relevance judgements during the
assessment exercise, all the variables (relevance level, topic difficulty and document
presentation order) involve the analysis of two or more classes and a one-way ANOVA
is used to test for statistical significance between groups. Where significance is detected,
ANOVA is followed by a post hoc Tukey’s HSD test to examine which specific pairs of
items have a significant difference. For all significance tests, a threshold of p < 0.05 is
taken as being indicative of statistical significance.
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3.3.6.1 Normalisation
The study considers the time taken to make relevance judgements as a dependent variable,
and the relationship with topic difficulty, document relevance level, and presentation order
as independent variables. A raw measurement for the dependent variable is therefore the
wall clock time that each judge took to assess each topic-document pair. However, at
least two possible confounding variables are present. First, the length of documents varies,
where longer documents may simply take longer to read than shorter documents. The
length of documents varied from a minimum of 118 words to a maximum of 96,910 words,
with a mean and median word count of 4,695 and 666, respectively. A chi-square test
shows that document lengths vary significantly across the collection (χ2 (959) = 32,945,000,
p < 0.0001). A second potential problem may arise due to individual differences between
participants, whereby some people are faster readers than others. Figure 3.3 shows the
distribution of raw times taken by each assessor when judging 60 documents. An ANOVA
shows significant differences in mean dwell time across the 16 participants (F(15, 944)
= 5.547, p < 0.0001).
Given the significant effects of individual judgement speed and document length,
we propose two different normalisations of the raw clock time taken to make relevance
judgements: normalised dwell time (NDT) and normalised processing speed (NPS). The
former accounts for the differences in speed per assessor, and the latter accounts for
different document lengths.
To normalise the time taken by different individuals to judge the relevance of indi-
vidual topic-document pairs and obtain normalised dwell time (NDT ), we use geometric
averaging [176]. First, log(time) is calculated for all raw scores. Next, the mean of these
log(time) scores is calculated for each assessor (µa). In addition, a global mean (µ) is
calculated based on all of the transformed data points. Each of the individual transformed
time data points is then adjusted, by adding on the global mean (µ), and subtracting off
the per-assessor mean (µa). Finally, each score is reverted to the original scale by applying
the antilog:
NDT = exp(log(time)+µ−µa)
To calculate normalised processing speed (NPS ), the previously obtained normalised
dwell time (NDT ) can be computed with respect to document length (docLen) counted
as number of words:
NPS =
docLen
NDT
It is important to note that these two measures have different relationships with the
raw time scores. For NDT , which is based on total dwell time per document, smaller
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Table 3.2: Inter-rater agreement measured using Krippendorff’s α for Rel order and DocID
order presentation of documents, with ratings on a 4-level ordinal scale.
Relevance DocID Assessors
All 0.570 0.700 16
Easy 0.668 0.746 8
Hard 0.473 0.655 8
Easy (el nino) 0.842 0.858 4
Easy (schengen agreement) 0.548 0.656 4
Hard (euro opposition) 0.428 0.612 4
Hard (ship losses) 0.417 0.672 4
values represent less time in making judgements (assessors were faster), while for NPS ,
which is based on “words per minute” (wpm), smaller values equate to a longer time
(assessors were slower). Both metrics are therefore related to more traditional work on
dwell time, but care should be taken when looking at the comparisons.
3.4 Results and Discussion
In this section we discuss the results on the basis of the data we collected from the study.
3.4.1 Inter-rater Agreement
The agreement results from our user study as measured using Krippendorff’s α are shown
in Table 3.2. The overall level of agreement across all four topics is 0.570 for Rel order
and 0.700 for DocID order : assessors in our study agreed more on relevance when they
were shown documents in a DocID order based on the TREC document identifier than
when shown documents in decreasing relevance order. Splitting the topics into easy and
hard groups (rows 2 and 3 of the table) shows that this effect is consistent: DocID order
presentation leads to higher agreement in both cases. However, the difference in α is larger
for the hard topics, suggesting that the choice of ordering plays a larger role when topics
are difficult, and it would seem that documents for hard topics are harder to agree on
than documents for the easy topics.
The results in Table 3.2 may appear surprising at first glance. Intuitively, when
documents are shown in decreasing relevance order, one might expect that it is easier for
assessors to recognise similar sources of evidence that are presented close together, and
that they therefore give more similar ratings. However, an alternative interpretation is
that variation plays an important role identifying relevant documents. For example, after
seeing a number of non-relevant documents, a subsequent document that includes some
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Figure 3.4: Document ordering and judgement results for the topic Easy (el nino) (a) & (b)
and (schengen agreement) (c) & (d); Hard (euro opposition) (e) & (f) and (ship losses)
(g) & (h) depicting Rel order (first column) and DocID order (second column).
relevant material may become easier to spot. This would lead to higher overall agreement
between assessors.
To investigate this further, Figure 3.4 shows the presentation order and judging results
for each of the 4 topic and ordering combinations. Each plot shows the 30 documents that
were presented to assessors along the x-axis, and the corresponding relevance levels on the
y-axis.
The purple line shows the ground truth (Sormunen) relevance label, while the four
coloured bars show the judgements made by each of the four assessors for a particular
topic-ordering combination. (Note since each experimental participant only judged two
topics, the colours do not represent the same assessor in each graph.)
A particular feature that becomes apparent from the plots is that the DocID order
for two topics, el nino; Figure 3.4(a) and Figure 3.4(b); and ship losses; Figure 3.4(g)
and Figure 3.4(h), cluster relevant documents towards the end of the list, approaching
a reverse relevance ordering. This is an artefact of following the TREC convention of
ordering documents by the document identifier string.
In the NewsWire collections in particular, documents may come from several different
sources (LA Times, Wall Street Journal, and so on), and this information is encoded in
the document identifier. The reverse ordering occurred in our study since we selected only
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enough documents per topic to investigate order effects as per the findings of Huang and
Wang [73]; where a significant order effect takes place when 15 and 30 documents are
presented for assessment; which happens to be a small subset of documents per topic. A
similar clustering effect is also present in the TREC judgements [145].
Vakkari and Sormunen [178] reported that test subjects are able to recognise highly
relevant documents quite consistently, but tend to err on marginal and non-relevant ones.
Sormunen [158] also found inconsistency of assessment between neighbouring relevance
levels. This concern motivates the need to assess user agreement on a binary scale in
addition to the graded relevance scale.
3.4.1.1 Binary Folding
In addition to analysing the consistency of assessments between neighbouring relevance
levels [158], binary folding is necessary since the TREC assessments of the documents
used in this study are available on a binary scale only. Two techniques of binary folding
are available. In the TREC evaluation framework, a document that has any reference
to the topic is considered relevant (marginally relevant documents of a graded relevance
judgement are counted as being relevant). The second type of folding by Scholer and
Turpin [144] recommends the folding of marginally relevant documents with non-relevant
documents (folding non-relevant and marginally relevant together into non-relevant; highly
relevant and relevant into relevant). We refer these two folding methods as M-1 and M-2
respectively.
When using both methods of binary relevance folding, the overall trends are similar to
those shown for graded relevance, with DocID order leading to higher agreement than Rel
order α = (0.557, 0.531) for Rel order , and α = (0.673, 0.592) for DocID order respectively
for the (M-1, M-2) pairs. Table 3.3 shows the inter-rater agreement results for the M-1
and M-2 binary folding.
The results in Table 3.3 (M-1 binary folding) confirms a similar trend of the agreement
we found using graded relevance judgements. The only exception to this is the topic el
nino, where there is a slight difference compared to the the graded agreement score. That
is, agreement in Rel order is slightly higher than the DocID order . However, the difference
did not affect the overall agreement when the score is aggregated using topic types – higher
agreement for DocID order than Rel order .
The result shown using M-2 binary folding provides further evidence to a higher overall
agreement in DocID order than Rel order . The exception to this claim is the topic el
nino and its overall influence in the aggregate easy topics α score. Unlike the score in
M-1 folding, which did not affect the aggregate of the easy topics score, the M-2 binary
relevance folding , affected both the topic and its aggregate score with the other easy topic
schengen agreement (see 2nd and 3rd row of Table 3.3). The Rel order for the topic el
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Table 3.3: Inter-rater agreement measured using Krippendorff’s α for Rel order and DocID
order presentation of documents, with ratings on a binary relevance level using M-1 folding (all
except the non-relevant documents are folded to relevant), and M-2 folding (where marginally
relevant and non-relevant documents folded to non-relevant; and relevant and highly relevant
folded to relevant).
M-1 folding M-2 folding
Relevance DocID Relevance DocID Assessors
All 0.557 0.673 0.531 0.592 16
Easy 0.667 0.719 0.657 0.589 8
Hard 0.440 0.624 0.359 0.587 8
Easy (el nino) 0.849 0.834 0.849 0.627 4
Easy (schengen agreement) 0.520 0.616 0.445 0.562 4
Hard (euro opposition) 0.374 0.596 0.315 0.531 4
Hard (ship losses) 0.409 0.625 0.344 0.652 4
nino has an agreement rate of 0.849 which is higher than the DocID order (α=0.627).
The result also affected the overall easy topics aggregate (0.657, 0.598) for Rel order and
DocID order respectively. The results from Table 3.3 confirm the above claim of the
existence of inconsistency of assessment between neighbouring relevance levels [158]; and
can also serve as the need for further evaluation of easy topics improved accuracy in the
M-2 binary folding as shown in Figure 3.5. The constant factors interplaying between
M-1 and M-2 folding are the marginally relevant documents, and it might be that rated
marginally relevant documents of easy topics of our assessors might be subject to opinions
so folding them as relevant in M-1 results in a worse agreement with the TREC assessors
who might have rated those same documents as non-relevant.
Agreement can also be measured between our study participants and the Sormunen
judgements by computing Krippendorff’s α between these two groups. The trend for this
comparison is also consistent with the findings reported in this section (mean pairwise
α = 0.668 for Rel order , and α = 0.705 for DocID order). We note that for some
documents, the majority of our participants disagree with the Sormunen ratings, as can
be seen in the plots in Figure 3.4. We have extended the analysis further and compared
our assessors with TREC.
Figure 3.6 shows the accuracy of our assessors compared to the TREC assessors on
a binary scale using Cohen’s kappa (κ). We used un-weighted kappa since the data is
binary and the degree of disagreement between the relevance scales is always constant.
It can be seen from the Figure 3.6 when measured using TREC assessors, accuracy is
higher in M-2 than the M-1 in both ordering. This provides an interesting insight into the
effect of marginally relevant documents on accuracy of assessors. In other words, assessors
accuracy is higher when marginally relevant documents are folded as non-relevant which
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Figure 3.5: Pairwise agreement of our assessors when compared with TREC assessors using
Cohen’s kappa (κ) on the M-1 and M-2 binary folding comparison.
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Figure 3.6: Pairwise agreement of our assessors when compared with TREC assessors using
Cohen’s kappa (κ) on the M-1 and M-2 binary folding methods.
agrees with the Scholer and Turpin recommendations.
3.4.2 Intra-rater Agreement
An assessor repeated and judged the same number of 30 documents of a topic in two
rounds. Assessors do not have access to their first-round response, and we presented
the second round assessment as an independent assessment task after the submission of
the first-round assessment. Intra-rater agreement for each assessor is computed using
the relevance judgements of the repeat experiment. That is, the relevance assigned to a
document in the first round is compared with the relevance assigned to the same document
in the second round by the same assessor. The documents are presented in exactly the same
ordering in both rounds. We used weighted kappa to compute the degree of agreement
between the first and second round rating of an assessor per topic. Weighted kappa enables
the control of the degree of agreement that can be assigned for a rating variation between
rounds. The process of assigning weights on the basis of rating difference can be done using
either quadratic or linear weighing scheme [30, 188]. The formula where i is the difference
between categories (relevance category as in between non-relevant and marginally relevant)
and k is the total number of categories which is 4 in our case (the count of relevance
categories – non-relevant, marginally relevant, relevant and highly relevant) is:
lwi = 1− i
k − 1
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Table 3.4: Degree of agreement between the different relevance category scales measured using
linear weighted kappa.
Non-relevant Marginally relevant Relevant Highly relevant
Non-relevant 1.00 0.67 0.33 0.00
Marginally relevant 0.67 1.00 0.67 0.33
Relevant 0.33 0.67 1.00 0.67
Highly relevant 0.00 0.33 0.67 1.00
Table 3.5: Degree of agreement between the different relevance category scales measured using
quadratic weighted kappa.
Non-relevant Marginally relevant Relevant Highly relevant
Non-relevant 1.00 0.89 0.56 0.00
Marginally relevant 0.89 1.00 0.89 0.56
Relevant 0.56 0.89 1.00 0.89
Highly relevant 0.00 0.56 0.89 1.00
qwi = 1− i
2
(k − 1)2
The choice of quadratic over linear weighting is on the basis of the degree of the
difference we want to assign between the relevance categories. Table 3.4 and Table 3.5
show the degree of weights assigned between the relevance categories when measured using
the linear and quadratic weighting scheme respectively.
For example if an assessor rates a document relevant in the first round and non-relevant
in the second round, an agreement credit of 0.33 (linear weighting) or 0.56 (quadratic
weighting) will be assigned to the assessor depending on the weighting scheme used, or
as shown in Table 3.6 if an assessor rates a document non-relevant in the first round
and marginally relevant in the second round, the category difference between the two
round assessment is one. As a result, a 0.67 and a 0.89 credit weight of agreement will
be assigned if using the linear and the quadratic kappa weighting scheme respectively.
In other words, the quadratic assigns 0.89 agreement weights between non-relevant and
Table 3.6: Weights associated to the degree of differences between relevance scales with respect
to a quadratic and linear kappa weighting scheme.
Difference Linear Quadratic
No difference 1.00 1.00
One category 0.67 0.89
Two category 0.33 0.56
Three category 0.00 0.00
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Figure 3.7: Consistency of individual assessors measured between the first and second round
assessments using weighted kappa (kappa).
marginally relevant, whereas the linear assigns a weight of 0.67. Since we want to penalise
the difference between marginally relevant and non-relevant documents (or the difference
between relevant and highly relevant document), we used quadratic weighting.
As can be seen from Figure 3.7, the minimum agreement score as measured using
Cohen’s kappa is 0.595 and maximum 1 with a mean, median and standard deviation
triplet (0.906, 0.943, 0.11) whereas for hard topics the minimum is 0.219 and maximum 1
with a mean, median and standard deviation (0.761, 0.805, 0.204). Comparing the two
ordering, DocID order and Rel order , the minimum (0.219), maximum (1), mean (0.826),
median (0.853) and standard deviation (0.209) and Rel order minimum (0.583), maximum
(1), mean (0.842), median (0.865), standard deviation(0.146), shows that consistency of
assessors is higher for Rel order than DocID order unlike the inter-rater agreement which
is higher for DocID order . However, like the inter-rater agreement, intra-rater agreement
is also higher for easy topics than hard.
To return to the problem of system versus user difficulty, our study assumes the two
are correlated; while this might not always be true, our post-hoc questionnaire provides
some evidence that the two are aligned for the queries used in this study. Assessors were
asked to answer the question “How easy was it to identify relevant documents for the
search topic?” after completing assessments for each topic, with responses made on a
five-point Likert scale, ranging from “Extremely easy (4)” to “Not easy at all (0)”. The
boxplot in Figure 3.8 shows the distribution of responses for all 16 assessors, aggregated
by system difficulty.
As can be seen from the plot, system and user topic difficulty align for the selected
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topics. That is, when aggregated using the post-hoc question “How easy was it to identify
relevant documents for the search topic?” The majority of assessors responded that it
is easier to identify relevant documents for easy topics. A detailed discussion of the
distinction between system and user notions of topic difficulty is given in Section 5.4.1 of
Chapter 5. In the following section we describe results of our experiment related to dwell
time.
3.4.3 Judgement Time and Topic Difficulty
The first variable associated to dwell time focuses on the relationship between the time
that assessors need to make relevance judgements and the difficulty of the search topic for
which the judgements are being made. Figure 3.9 plots the distribution of times by topic
difficulty (easy and hard), for both NDT and NPS .
It can be seen from Figure 3.9 that there is a noticeable difference in NPS between
the easy and difficult topics. An unpaired Wilcoxon signed rank test reveals a significant
difference of 265.2 in NPS (p = 0.0009; 99% confidence interval [57.3637, 484.5044]). Our
judges read documents more quickly for easy topics than hard ones. Recall that our
topic sets were split for difficulty based on both system-centric (AAP) and user-centric
(direct participant response about perception of difficulty) notions, and that these were
directly correlated – the finding therefore applies to both user and system notions of topic
difficulty. For NDT , which also takes individual differences between participants into
account, the difference of −6.7 is also significant (p < 0.0001; 99% confidence interval
[−10.3146, −3.3324]). That is, normalised dwell time (NDT ) is significantly less for easy
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Figure 3.9: Normalised processing speed, NPS (left), and normalised dwell time, NDT (right),
for assessors with respect to topic difficulty. Note that NPS and NDT are on a log scale.
topics than hard topics for all assessors, which is consistent with the NPS comparison.
The evidence suggests that assessors spend less time judging documents for easy search
topics than they do for hard topics.
3.4.4 Judgement Time and Degree of Relevance
The second factor with respect to dwell time is how the relevance level of a document being
judged influence the time that assessors need to make their judgements. Figure 3.10 shows
the distribution of judgement times, for NDT and NRS , split by the Sormunen relevance
level of the document being judged (0–not relevant; 1–marginally relevant; 2–relevant;
3–highly relevant).
A one-way ANOVA to compare the effects of the degree of relevance on processing
speed for the aggregated data shows significant differences for both NDT (F(3, 956) =
8.152, p < 0.0001) and NPS (F(3, 956) =18.76, p < 0.0001). A Tukey’s HSD post hoc
test for differences between the individual levels is shown in Table 3.7 (see row “All”).
The impact of relevance level can also be examined at other levels of aggregation,
such as at the topic difficulty level, easy versus hard topics, or at the level of each topic
individually. The distribution of NPS scores are shown for each topic in Figure 3.11. It
can be seen that the trend of non-relevant documents leading to faster judgement times
holds across all four topics.
Detailed statistical test results at different levels of granularity are presented in Table 3.7.
We first consider the trends in NPS , where the analysis shows that the overall difference
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Figure 3.10: Normalised processing speed, NPS (left), and normalised dwell time, NDT (right),
for assessors with respect to degrees of document relevance. Note that NPS and NDT are on a
log scale.
#365 (System easy topic) #378 (System hard topic) #410 (System easy topic) #448 (System hard topic)
0 1 2 3 0 1 2 3 0 1 2 3 0 1 2 3
30
50
100
200
1000
2000
5000
Relevance level
N
PS
 (w
pm
)
Figure 3.11: Normalised processing speed (NPS ) for each level of relevance, per topic, with
the mean shown as a yellow diamond. Note that NPS is on a log scale.
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Table 3.7: ANOVA and Tukey’s HSD test results for the effect of different relevance levels of
documents being judged.
Topic Normalized Processing Speed (NPS ) Normalized Dwell Time (NDT )
ANOVA Tukey’s HSD ANOVA Tukey’s HSD
p-value Pairwise p-value p-value Pairwise p-value
All (F(3, 956) =8.152, p < 0.0001)
1-0 = 0.0023*
(F(3, 956) =18.76, p < 0.0001)
1-0 < 0.0001*
2-0 = 0.0158* 2-0 < 0.0001*
3-0 = 0.0191* 3-0 = 0.0041*
2-1 = 0.9999 2-1 = 0.9999
3-1 = 0.9999 3-1 = 0.7037
(#365,#378,#410,#448) 3-2 = 0.9999 3-2 = 0.7277
Easy (F(3, 476) =6.393, p = 0.0003)
1-0 = 0.0034*
(F(3, 476) =7.825, p < .0001)
1-0 = 0.0034*
2-0 = 0.0572 2-0 = 0.0038*
3-0 = 0.0767 3-0 = 0.1078
2-1 = 0.9999 2-1 = 0.8822
3-1 = 0.9999 3-1 = 0.9973
(#365,#410) 3-2 = 0.9999 3-2 = 0.8547
Hard (F(3, 476) =2.363, p = 0.0705)
–
(F(3, 476) =13.29, p < .0001)
1-0 < 0.0001*
– 2-0 = 0.0035*
– 3-0 = 0.0638
– 2-1 = 0.6016
– 3-1 = 0.1981
(#378,#448) – 3-2 = 0.8921
#365 (F(3, 236) =1.807, p = 0.146)
–
(F(3, 236) =2.053, p = 0.107)
–
– –
– –
– –
– –
(el nino) – –
#410 (F(3, 236) =5.358, p = 0.0014)
1-0 = 0.0184*
(F(3, 236) =4.653, p = 0.0035)
1-0 = 0.0539
2-0 = 0.0417* 2-0 = 0.0408*
3-0 = 0.0953 3-0 < 0.1338
2-1 = 0.9999 2-1 = 0.9919
3-1 = 0.9998 3-1 = 0.9996
(schengen agreement) 3-2 = 0.9999 3-2 = 0.9986
#378 (F(3, 236) =2.595, p = 0.0532)
–
(F(3, 236) =5.132, p = 0.0019)
1-0 = 0.0077*
– 2-0 = 0.1002
– 3-0 = 0.1644
– 2-1 = 0.9384
– 3-1 = 0.9109
(euro opposition) – 3-2 = 0.9996
#448 (F(3, 236) =1.647, p = 0.179)
–
(F(3, 236) =7.92, p < 0.0001)
1-0 < 0.0001*
– 2-0 = 0.1361
– 3-0 = 0.8602
– 2-1 = 0.3997
– 3-1 < 0.0271
(ship losses) – 3-2 = 0.6754
in processing speed is significant between any pairwise combination of non-relevant and
the other levels (marginally relevant, relevant and highly relevant). The ANOVA further
indicates significance when aggregating the relevance levels for easy topics, but not when
aggregating the hard topics. The pairwise comparison for each degree of relevance in the
easy topics shows that the difference for NPS is significant between marginally relevant
and non-relevant documents. For difficult topics, there was no statistically significant
difference in the degrees of relevance for NPS in our study. See Table 3.7 for a detailed
breakdown of the pairwise significance effects.
When considering NDT , significant differences are shown between any pairwise com-
bination of non-relevant and the other levels (marginally relevant, relevant and highly
relevant), similar to what was observed for the “All” level for NPS . For easy topics, a
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significant difference in NDT is shown between the pairwise combinations of marginally
relevant and (relevant, non-relevant). For difficult topics, pairwise significance is observed
between marginally relevant and non-relevant documents. See the right-hand side of
Table 3.7 for the detailed results of the ANOVA and pairwise significance effects for NPS .
The overall results suggest that assessors process non-relevant documents more quickly
than marginally relevant, relevant or highly relevant documents. In other words, assessors
spend less time on non-relevant documents, and they may be able to identify non-relevant
documents more quickly than others.
3.4.5 Judgement Time and Order of Presentation
The third factor that was investigated when analysing dwell time was presentation order.
Here, we experimented with two common presentation orderings, namely decreasing
relevance order (Rel order) and document identifier order (DocID order). In Rel order ,
documents are ordered from highest to lowest document relevance based on the Sormunen
ground truth judgements. In DocID order , documents are simply sorted using their
document identifier and presented to assessors. The distribution of NDT and NPS times
are shown, by document order, in Figure 3.12. It can be seen that judgement speed was
slightly faster, on average, when documents are shown to assessors in relevance order. An
unpaired Wilcoxon signed rank test shows that these differences are significant for NDT
(p = 0.0020, with a 99% confidence interval of [−7.3724, −0.6642], and a difference of −3.96
in assessors’ NDT between Rel order and DocID order), but not for NPS (p = 0.0660,
with a a 99% confidence interval of [−60.9352, 380.4462] and a NPS difference of 147.9
words per minute). This difference might be due to the placement of documents of different
lengths in the two ordering approaches, with document length only being taken into
account in NPS but not NDT . In addition, in Rel order assessors encounter relevant
documents at the very beginning of the assessment task when assessors are fresh, where
as, in DocID order specially for topic #365 el nino and #448 ship losses relevant
document are encountered at the tail of the assessment list. Overall, the results suggest
that assessors spend less time when documents are presented in relevance order, but the
effect is weak, and not significant with respect to NPS .
A final view into our results are representative NPS and NDT per-document break-
downs for the hard query euro opposition. Figure 3.13 shows the effect of presentation
ordering for our two dwell time normalisations. This simple perspective reinforces the
inverse nature of our two metrics, and provides an interesting view into the behaviour
of the assessors during the exercise when faced with different orderings and degrees of
relevance.
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Figure 3.12: Normalized processing speed, NPS (left), and normalized dwell time, NDT (right),
for assessors with respect to document order during assessment. Note that NPS and NDT are
in log scale.
3.5 Lessons Learned
The following paragraphs summarise the challenges and lessons learned from the pilot user
study.
 The first challenge is associated to topic difficulty. We found out that topic difficulty
classification using AAP score does not always correlate with the notion of user
topic difficulty– the difficulty of topics to assessors. For example topic number #410
schengen agreement with an AAP score of 0.6433 is one of the system easy topics.
However, 6 out of 8 assessors responded neutral to the post hoc question about
the overall topic difficulty (corresponding to the 3 box of the 5 point Likert scale).
This can further be supported by the same assessors self familiarity rating (7 out
of the 8 assessor who judged the topic indicated their familiarity below the neutral
point). This calls for the need to explore topic difficulty from the users side as well to
balance topic selection from both users and system perspective, an issue considered
in Chapter 5.
 The second problem observed is in relation to the selection and presentation of
documents for the relevance assessment task. The actual distribution of relevance
is used when documents are sampled for this study. However, the true relevance
distribution of a collection is not always readily available. In addition, the ordering
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Figure 3.13: Dwell time and processing speed for the hard topic euro opposition. The top
two graphs show NPS and NDT when documents are presented in relevance order, and the
bottom two graphs show the results when presented in TREC ID order. These representations
clearly show the expected inversion between NPS and NDT with respect to the assessors.
of documents in Rel order depends on the availability of true relevance judgement
at our disposal. In other words, it is not always possible to order documents using
Rel order in the absence of true relevance judgements. An alternative of document
ordering in the absence of relevance judgement should be investigated. This is
considered in Chapter 5.
 Furthermore, the DocID order exhibit a reverse relevance order for two of the four
topics. This is due to the document collections from TREC7 and TREC8 being
composed of several different sub-collections from different NewsWire sources, with
each document being named with a prefix string that identifies its sub-collection
of origin. Relevant documents often occur predominantly in a single sub-collection,
and after down-sampling to a smaller number of documents, and then sorting by
DocID order , relevant documents from the same sub-collection are more likely to
occur close together. Figure 3.14 shows the position of relevant documents when
the 30 documents are presented to assessors. As can be seen from Figure 3.14, topic
#365 and #448 have an exact opposite of Rel order when the documents are ordered
using DocID order .
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Figure 3.14: Position of relevant documents in the pilot study respective to document order
where ID refers to DocID order and Rel refers to Rel order . The number in parenthesis shows
the TREC topic identifier and red colour shows the position of non-relevant documents.
3.6 Conclusion
Relevance judgements are a key component of test collections, and the order in which
documents are presented to assessors may influence the judging outcomes. In this chapter
we investigated the influence of two common document orderings – Rel order and DocID
order – on judgement consistency (RQ1) for easy and hard topics (RQ2), using Krippen-
dorff’s α and Cohen’s Kappa (κ) as a measure of inter-rater and intra-rater agreement. We
investigated the time that assessors need to make relevance judgements, and the influence
of topic difficulty, relevance of the underlying document, and document ordering (RQ3).
Two measures, normalising for individual speed differences (NDT ) and for document
length (NPS ) were proposed and reported. We also considered the subtle distinction
between system and user difficulty, as both can play an important role in the assessment
process.
The results of our pilot user study show that agreement tends to be higher when
documents are presented in DocID order (RQ1). A possible explanation for this effect is
that a more mixed presentation of relevance ordering helps to create a “surprise” effect
when items of more starkly different relevance levels follow each other, and this surprise
effect, being relatively easier to spot, leads to greater overall judgement consistency – inter-
rater agreement (RQ1.1), intra-rater agreement (RQ1.2) and agreement with the ground
truth assessors (RQ1.3). Interestingly, topic difficulty can amplify this effect (RQ2).
We use the lessons learned in this study to design a more comprehensive comparison of
alternative document presentation orderings, and investigate the effects of query difficulty
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on inter-rater agreement.
Our findings related to RQ3.1 indicate a significant relationship between dwell time
and topic difficulty for both NPS and NDT : assessors are faster when judging documents
of easy topics (processing more words per minute, and spending less dwell time on such
documents).
Our analysis also demonstrated a significant effect on dwell time based on the level
of document relevance (RQ3.2). The pairwise overall post hoc analysis using Tukey’s
HSD showed that there is a difference between any pairing of non-relevant and marginally
relevant, relevant, or highly relevant documents for NDT and NPS . At the level of easy
versus hard topics, an effect was observed in easy topics between marginally relevant and
non-relevant pairings for NPS ; for NDT , an effect was also observed between marginally
relevant / non-relevant, and relevant / non-relevant pairs. This suggests that assessors
can more easily identify non-relevant documents, and spend less time on these than on
documents of other relevance levels.
In response to RQ3.3, the results showed a significant effect for NDT : assessors spend
less time when documents are presented in Rel order than in DocID order . However, the
results for NPS were inconclusive.
This chapter does not address constructing ground truth relevance judgements from
multiple assessors. Forming reusable ground truth relevance assessments from multiple
assessors is a good candidate for future work. The question “Does the order in which
assessors judge documents affect the construction of ground truth relevance assessments
when combining judgements from multiple assessors?” is worth investigating.
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CHAPTER 4
Quality of Relevance Assessment
4.1 Summary
In recent years, gathering relevance judgements through non-topic originators has become
an increasingly important problem in IR. Relevance judgements can be used to measure
the effectiveness of a system, and are often needed to build supervised learning models
in learning-to-rank retrieval systems. The two most popular approaches to gathering
bronze level judgements – where the judge is not the originator of the information need
for which relevance is being assessed, and is not a topic expert– is through a controlled
user study, or through crowdsourcing. However, judging comes at a cost (in time, and
usually money) and the quality of the judgements can vary widely. We directly compare
the reliability of judgements using three different types of bronze assessor groups. Our
first group is a controlled Lab group; the second and third are two different crowdsourcing
groups, CF-Document where assessors were free to judge any number of documents for
a topic, and CF-Topic where judges were required to judge all of the documents from
a single topic, in a manner similar to the Lab group. In this chapter, we answer the
fourth research questions, does the level of agreement help gauge the quality of relevance
assessment? (RQ4). Specifically we want to address the following questions:
 Are there differences in the quality of relevance judgements gathered from different
sub-classes of bronze-level judges? (RQ4.1)
 How do different modes of bronze-level relevance gathering compare in terms of cost?
(RQ4.2)
Our study shows that Lab assessors exhibit a higher level of agreement with a set
of ground truth judgements than CF-Topic and CF-Document assessors. Inter-rater
agreement rates show analogous trends. These findings suggest that in the absence of
ground truth data, agreement between assessors can be used to reliably gauge the quality
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of relevance judgements gathered from secondary assessors, and that controlled user studies
are more likely to produce reliable judgements despite being more costly.
4.2 Introduction
Gathering relevance judgements using humans is a key component in building IR test
collections. However, human interpretation of “relevance” is an inherently subjective
process [? ]. According to Tang and Solomon [167], judging relevance is a dynamic,
multidimensional process likely to vary between assessors, and sometimes even with a
single assessor at different stages of the process. For example, Scholer et al. [145] found
that 19% of duplicate document pairings were judged inconsistently in the TREC7 and
TREC8 test collections. Understanding the factors that lead to such variation in relevance
assessments is crucial to reliable test collection development.
To address this issue, Bailey et al. [10] proposed three classes of judges – gold, silver
and bronze – based on the expertise of the assessor. Gold judges are topic originators as
well as subject experts; whereas silver judges are subject experts but not topic originators.
Bronze judges are neither topic originators nor subject experts. But are all judges in a
single class really the same? Secondary assessors who are neither topic creators nor experts
are all bronze assessors, but there are in fact many different types of assessors who fall into
this class. As assessment at the bronze level is now becoming a common practice in IR,
in particular with the growing popularity of crowdsourcing, we set up an experiment to
investigate the homogeneity of assessment quality using three different variants of bronze
judges. The classes used in this study are:
 Lab: This group of assessors carried out a relevance assessment task in a monitored
lab environment, with a requirement to assess a pre-determined number of 30
documents in relation to a single search topic.
 CF-Topic: This group of assessors are an exact replica of the Lab group task except
that the task was administered using the CrowdFlower crowdsourcing platform.
 CF-Document : This group of assessors performed the task using CrowdFlower just
as the CF-Topic group, but unlike the other two groups, each participant could
judge as few (minimum 1) or as many (maximum 30) documents as they liked for a
topic.
In this chapter, we are going to examine if there exists a difference in the quality of
relevance judgements gathered from the different sub-classes of bronze-level judges. The
different sub-classes of bronze-level judges that will be investigated in this chapter are the
Lab, the CF-Topic and CF-Document each of which are highlighted above.
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Figure 4.1: Role of requesters and workers in a Crowdsourcing environment
4.3 Quality Control in CrowdFlower
In this section we describe quality control in a crowdsourcing platform, and how quality
control is managed in our CrowdFlower experiment in particular. Figure 4.1 shows the
typical roles of requesters and workers in a crowdsourcing platform such as Amazon
Mechanical Turk1 and CrowdFlower2. A requester is an owner of a task and submits the
task in the form of “Human Intelligence Tasks” (HITs) via the platform. A worker on the
other end selects a HIT and submits a contribution by completing it [6].
In conventional laboratory studies, the experiment owner has direct control over the
external variables likely to affect the outcome of the experiment. For example, the problem
of interrupting subjects in the middle of the task by an intruder (a friend, member of
a family or a phone call) can be controlled by dedicating a room and monitoring the
activities for the duration of the experiment. The absence of physically monitored workers
and control random behaviours [201] in crowdsourcing platforms is known to affect quality
of tasks completed by workers. As a result, several studies [103, 135] have analysed worker
habits and suggested methods of ensuring quality in crowdsourcing experiments. For
1https://www.mturk.com/(accessed March 2, 2018)
2www.crowdflower.com(accessed March 2, 2018)
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example, Kazai et al. [84] studied worker types and personality traits in crowdsourcing
relevance assessment tasks. The study identified five types of workers on the basis of their
behaviour, namely diligent, competent, sloppy, incompetent and spammer. Spammers
compared to the other four produce low quality work, and diligent workers produce the
highest quality work. The study measured quality in terms of accuracy, which is computed
by comparing crowd-workers response to a previously known answer of the task. Gadiraju
et al. [50] analysed the implicit behavioural patterns of malicious worker on the basis of a
worker’s response to tasks. Malicious workers are workers who have ulterior motives to
deviate from the instructions and expectations. Gadiraju et al. introduced a method for
identifying maliciousness using tipping point – the first point at which a worker begins
to exhibit malicious behaviour after having provided an acceptable response – and found
that the greater the probability of a worker being malicious, the earlier the ‘tip’ is towards
unacceptability. As a result, Gadiraju et al. suggested that a worker who provides poor
responses in the beginning should be dealt with stricter measures, since there is a greater
probability that the worker is malicious.
Allahbakhsh et al. [3] proposed quality in crowdsourcing as a characterisation along two
dimensions – workers and tasks. In other words, a requester, can enforce quality either on
the design of the task or the profile of the worker or the combination of both. For example
in CrowdFlower, the crowdsourcing platform used for our study, a task can be assigned to
one of the three levels of contributors –Level 1, Level 2 or Level 3 contributor level. The
accuracy of the contributors increases in the order of Level 1, Level 2 and Level 3 where
as response time decreases since Level 3 contributors are the most experienced workers
maintaining the highest accuracy but with the smallest group. To control quality at the
different levels of accuracy, test questions (questions with an already known answers) can
be used. The test questions will then be distributed automatically to each page of a task
and a minimum percentage of accuracy a contributor must maintain per page can be set.
These are task design features to control quality in CrowdFlower. If a contributor falls
below the minimum percentage of accuracy set on a page, then the contributor will be
removed from the job and the answers submitted will be disregarded. In addition, features
such as setting the minimum time a worker must spend per page and the maximum number
of judgements a contributor is allowed to submit are also settings that can help control
the quality of contributions.
Since contributors get paid on the basis of completed and submitted tasks, some
workers might rush into submitting more tasks for monetary reasons which can affect
the quality of the task. Kazai [82] shows paying more per task submitted attracts more
spammers and paying to little can also result in poor responses, so finding a balance and
deciding the right pay amount is critical for the success of crowdsourcing tasks.
Table 4.1 summarises the cost associated to the three experimental set-up of our study
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Table 4.1: Cost breakdown and quality control mechanisms used in the three experimental
set-up where J. stands for Judgements
price/doc. doc./page
price/page
(c)
no.rows
(unique)
J./doc.
(j )
Total J. sec./page
Total
cost
CF-Document 5 5 25 240(120) 10 1200 10 $72
CF-Topic 15 30 450 240(120) 10 1200 300 $216
Lab 50 1 50 240(120) 8 960 N/A $480
groups.
Note that CrowdFlower estimates payments automatically using:
C = j × (P × v) + b+ c.
P refers to total number of pages, j refers to the number of judgement required to collect
for a document, and CrowdFlower transaction fee c is 20% of the total amount estimated
for the job and the buffer (b) is the amount due to pay for failed judgements collected
which is predicted based on the overall failed judgements collected by other jobs of a
requester. For example, to estimate the pay for the CF-Document using the values given
on Table 4.1, j = 10, the total number of pages (4− topics× 30 documents) is the ratio of
number of unique rows and document per page which is 120
5
= 24 pages, v which stands
for price per page= 25, and there is no associated buffer cost for our experiment as we
have paid for all the judgements collected. So, the estimated cost for the CF-Document
experiment will be (10× 24× 25= 6000), which is equal to $60. The 20% transaction fee
for the $60 is $12, and summing $12 and $60 together gives the total estimated cost of the
task (CF-Document), which is $72. Note that for the Lab experiment, we did not set time
per page, but assessors are informed of a 30 minutes limit per a topic of 30 documents,
which on average gives a minute per a document to be judged.
The following list summarises the quality control mechanisms we used in the Crowd-
Flower experiments:
 Worker quality control mechanism
– Assigning tasks to contributors with Level 3 profile. This group of people is
believed to be the most experienced.
 Task design quality control mechanism
– Setting the minimum time per page. If an assessor spends less than 10 seconds
on CF-Document and 300 seconds on CF-Topic per a page of the experiments,
then the assessor will be expunged (results will be dropped).
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– Setting the minimum level of accuracy to maintain per page. To continue
working on our task, an assessor must maintain a 60% accuracy on every
page of the task. We used test questions – questions with a known answer–
to maintain the desired level of accuracy. In other words, if there are 3 test
questions on a page with 6 documents, an assessor must answer 2 of the test
questions to get the desired level of accuracy and proceed to judge documents on
the next page, otherwise the contribution will be disregarded and the contributor
will be excluded from submitting any more to the task. Pages with less than
2 test questions on individual pages, all of the questions must be answered to
maintain a 60% accuracy. The default number of test question per page is 1 for
a page with 1 to 19 rows (documents).
4.4 User Study
The TREC7 and TREC8 datasets are used in this study. We focus on topics from these
collections since they are widely believed to be among the most complete collections
available [107], and provide a strong ground truth when attempting to quantify reliability
in re-assessment exercises. Our work builds on the previous study described in Chapter 3
using the same topic configuration, and provides further details about the user study
configuration. We used the same 4 topics used in Chapter 3. We used AAP score [115]
to select topics for the experiment (refer to Section 3.3 of Chapter 3 for details of topics
and document selection for the experiment). Topic #365 (el nino) and #410 (schengen
agreement) are among the 2 highest AAP scores, and topic #378 (euro opposition)
and #448 (ship losses) are among the 2 lowest AAP scoring topics in the collection.
For assessment, 30 documents were chosen for each topic, in proportion to an existing
distribution of graded document relevance judgements made by Sormunen [158].
A total of 32, 40 and 43 assessors judged documents in the Lab, CF-Topic and
CF-Document experimental groups, respectively. For all crowdsourcing experiments, a
mandatory explanation of relevance assignment per document was required, and manually
checked as a quality control in addition to the quality control mechanisms discussed in
Section 4.3, to ensure that crowdsourcing participants were performing assessments in
good faith. For example, providing comments in a language other than English in the
comment box is an indication that instruction is not correctly followed and assessment
is completed carelessly. (See Appendix B.2 for a sample interface showing the different
components of the experiment design.) A total of 10 assessors, 5 from CF-Topic and 5 from
CF-Document failed the sanity check, and their data was removed from the final evaluation.
All crowdsourcing experiments were conducted using the CrowdFlower platform in a
manner similar to previously run studies such as Alonso and Mizzaro [4].
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Figure 4.2: Distribution of number of documents judged per assessor by the CF-Document
group.
The set-up for the CF-Document group was designed to be as flexible as possible,
with assessors free to judge any number of the 30 documents for any of the 4 topics,
which were assigned in a random order by the system. This setup introduces challenges
during the final data analysis, however, since assessors judged an unequal number of
documents, as shown in Figure 4.2, and a comparison of agreement between assessors with
the same level of precision requires an incomplete balanced block design to be constructed,
as described by Fleiss [48]. This results in a sparse matrix of relevance scores for the
maximum number of unique documents (30 per topic in our case) across the 121 unique
assessors who contributed judgements.
Krippendorff’s Alpha (α) is a chance-corrected measure of agreement, and not affected
by differences in sample sizes or missing values, and therefore appropriate for analysis of our
experimental data [68]. Cohen’s Kappa (κ) which is more suited for categorical data [179]
is also used to quantify assessment quality against a gold standard (See Section 2.4 of
Chapter 2 for a detail discussion on quantifying the level agreement.)
4.5 Results and Discussion
Assessor reliability – measured by the mean pairwise agreement between each assessor and
the Sormunen gold standard assessments – is used to assess the quality of the assessments
from each experimental group. This analysis is then compared with a measure of assessment
quality using only inter-rater agreement, in the absence of any ground truth.
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Table 4.2: Average pairwise agreement between judges and Sormunen gold standard judgements,
measured across All and individual topics using Krippendorff’s Alpha (α) on a 4-levels of ordinal
scale and Cohen’s Kappa(κ) on a binary scale.
Krippendorff’s Alpha (α) Cohen’s Kappa(κ)
Lab CF-Topic CF-Document Lab CF-Topic CF-Document
All 0.687 0.407 0.561 0.581 0.236 0.522
el nino (#365) 0.843 0.531 0.725 0.761 0.277 0.599
schengen agreement (#410) 0.622 0.057 0.380 0.558 0.111 0.410
euro opposition (#378) 0.665 0.437 0.377 0.436 0.112 0.391
ship losses (#448) 0.617 0.561 0.704 0.565 0.416 0.666
Table 4.3: Statistical significance of Table 4.2 results, evaluated using an unpaired two-tailed
t-test for all bronze assessors. Results for Krippendorff’s Alpha (α) are shown below the diagonal
line with ratings on a 4-level ordinal scale, while results for Cohen’s Kappa (κ) are shown above
the diagonal line with ratings on a binary scale, flattening 0 and 1 to 0; and 2 and 3 to 1.
Lab CF-Topic CF-Document
Lab [α = 0.687/κ = 0.581] 95%κ CI 0.211, 0.479 95%κ CI −0.099, 0.216
Labκ (M=0.581, SD=0.308) Labκ (M=0.581, SD=0.308)
CF-Topicκ (M=0.236, SD=0.244) CF-Documentκ (M=0.522, SD=0.347)
t(65)κ = 5.082, p < 0.001 t(68)κ = 0.739, p = 0.462
CF-Topic 95%α CI 0.123, 0.435 [α = 0.407/κ = 0.236] 95%κ CI −0.426, −0.144
Labα (M=0.687, SD=0.214) CF-Documentκ (M=0.522, SD=0.347)
CF-Topicα (M=0.407, SD=0.390) CF-Topicκ (M=0.236, SD=0.244)
t(65)α = 3.583, p < 0.001 t(71)κ = −4.026, p < 0.001
CF-Document 95%α CI −0.142, 0.266 95%α CI −0.325, 0.018 [α = 0.561/κ = 0.522]
Labα (M=0.687, SD=0.214) CF-Topicα (M=0.407, SD=0.390)
CF-Documentα (M=0.561, SD=0.345) CF-Documentα (M=0.561, SD=0.345)
t(68)α = 1.793, p = 0.077 t(71)α = −1.781, p = 0.079
4.5.1 Assessor Reliability
The pairwise overall average reliability score of the Lab, CF-Topic and CF-Document
groups, measured using [Krippendorff’s α, Cohen’s κ] is [0.687, 0.581], [0.407, 0.236] and
[0.561, 0.522] respectively. The κ scores are calculated on binary folds of the 4-level
graded relevance levels – non-relevant (0), marginally relevant (1), relevant (2) and highly
relevant (3). The marginally relevant (1) and non-relevant (0) judgements are binarized as
non-relevant and the others as relevant as recommended by Scholer and Turpin [144].
The results in Table 4.2 indicate Lab and CF-Document assessors are more reliable
than CF-Topic assessors. The statistical significance of the differences is evaluated using
an unpaired two-tailed t-test across the individual pairwise agreement scores, and the
result is reported in Table 4.3.
For both α and κ, the overall pattern from highest to lowest reliability score measured
using the Sormunen judgements as a baseline is: Lab, CF-Document and CF-Topic
respectively. One explanation for this trend might be that the Lab study is a more directed
environment, and assessors know that they are being closely monitored the entire time.
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Table 4.4: Inter-rater agreement (left) and majority vote (right) measured between the top and
bottom 15 documents of the CF-Topic assessors using Krippendorff’s alpha (α) across All and
individual topics with ratings on a 4-level ordinal scale. The number of assessors for inter-rater
agreement is shown in parenthesis next to each α value.
Inter-rater agreement Majority vote
Topic Top 15 docs. Bottom 15 docs. Top 15 docs. Bottom 15 docs.
All 0.2546 (35) 0.1897 0.5391 0.3652
el nino 0.2718 (8) 0.1240 0.8270 0.3335
schengen agreement 0.0577 (8) 0.0202 0.4005 0.0935
euro opposition 0.3125 (9) 0.5095 0.6610 0.1831
ship losses 0.3765 (10) 0.1051 0.2680 0.8510
This could contribute to longer periods of focus, resulting in a higher overall agreement with
the gold standard, and therefore a presumed higher overall quality of obtained judgements.
When comparing only the two crowdsourcing groups, the CF-Document assessors
show higher reliability. This is a somewhat surprising result, since the judges assess
fewer documents and therefore spend less time overall forming a notion of relevance for a
particular topic. However, this lack of “domain knowledge” might be counteracted by task
completion time: an assessor in CF-Topic had to judge all 30 documents to get paid, and
when an assessor encounters long or difficult documents at the tail of an assessment list,
the likely outcome is that the assessor becomes less motivated to get any single judgement
exactly right. Table 4.4 shows the inter-rater agreement and majority vote score split into
top and bottom 15 documents of the CF-Topic assessors. To the overall agreement is
higher in the top 15 documents than bottom 15 documents.
In addition, fatigue and motivation are also known to influence relevance judgement
outcomes [81, 185], and perhaps contribute to the drop in quality in the CF-Topic. In
contrast, CF-Document assessors may perceive that less effort is required on their behalf to
judge a single topic-document pair before getting paid. These “micro” transactions could
very well be a strong motivator for crowdsourced assessors to maintain their accuracy level
profile and continue getting more tasks assigned, despite having an implicit start-up cost
in understanding the task at hand that is amortised when judging multiple documents for
the same topic.
Figure 4.3, Figure 4.4 and Figure 4.5 give further insight on the reliability levels
(agreement with the gold standard) of individual Lab, CF-Topic and CF-Document
assessors, respectively. The reliability score for the Lab group as can be seen from
Figure 4.3 is consistently well above α > 0.2, with no negative scores for any assessors. A
number of assessors in CF-Topic showed lower levels of agreement with the gold standard
than expected by chance alone for 2 of the topics as shown in Figure 4.4. Reliability for
the other 2 topics in this group is similar to the trend observed for the Lab assessors. Only
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Figure 4.3: Reliability of Lab assessors when compared with the Sormunen judgements using
Krippendorff’s Alpha (α) for the topics: (a) El nino; (b) Schengen agreement; (c) euro opposition;
and (d) ship losses.
one assessor’s relative performance in the CF-Document set-up deviated from the others,
as shown in Figure 4.5. Note that all of these assessors passed manual sanity control
measures,and appeared to be performing judgements in good faith.
4.5.2 Agreement
As can be seen in Table 4.5, overall agreement is higher in Lab, followed by CF-Document
and CF-Topic, which are in the same relative order as the reliability scores when comparing
against a gold standard, suggesting that inter-rater reliability is a reasonable proxy for the
quality of judgements.
To further establish our belief of assessor reliability, we computed the median of the
multiple assessments made for each document in each experimental group, and computed
the Krippendorff’s Alpha (α) agreement between individual assessors and this score, shown
in Table 4.5 (right). The overall trend is again consistent with the findings of Table 4.2.
Getting gold standard relevance labels is rarely possible in a live judging scenario, but
it is possible to compute inter-rater agreement between assessors, and use this to establish
the quality of assessments. Our experiments confirm that using agreement between judges
to gauge the quality of relevance judgements collected is indeed one possible approach to
controlling the quality of judgements gathered using bronze level assessors.
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Figure 4.4: Reliability of CF-Topic assessors when compared with the Sormunen judgements
using Krippendorff’s Alpha (α) for the topics: (a) El nino; (b) Schengen agreement; (c) euro
opposition; and (d) ship losses.
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Figure 4.5: Reliability of CF-Document assessors when compared to the Sormunen judments
using Krippendorff’s Alpha (α).
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Table 4.5: Inter-rater agreement (left) and majority vote (right) measured between assessors
in the Lab, CF-Topic and CF-Document groups using Krippendorff’s alpha (α) across All and
individual topics with ratings on a 4-level ordinal scale. The number of assessors for inter-rater
agreement is shown in parenthesis next to each α value.
Inter-rater agreement Majority vote
Topic Lab CF-Topic CF-Document Lab CF-Topic CF-Document
All 0.657 (32) 0.426 (35) 0.530 (121) 0.787 0.544 0.663
el nino 0.845 (8) 0.394 (8) 0.682 (31) 0.917 0.608 0.771
schengen agreement 0.634 (8) 0.170 (8) 0.500 (29) 0.691 0.436 0.542
euro opposition 0.565 (8) 0.464 (9) 0.431 (29) 0.867 0.537 0.599
ship losses 0.558 (8) 0.377 (10) 0.471 (32) 0.710 0.605 0.799
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Figure 4.6: Cost in USD versus quality trade-offs measured using (α, κ) pair.
4.6 Conclusion
This chapter analysed the quality of relevance judgements generated in three (of many
possible) different sub-classes of bronze assessors, using Krippendorff’s Alpha (α) and
Cohen’s Kappa (κ). The results of both metrics confirm the existence of assessment quality
differences among the three sub-classes of bronze assessors (RQ4.1), warranting further
investigation. Nevertheless, inter-rater agreement can be a reliable tool to benchmark the
quality of relevance judgements when gold standard judgements are not readily available.
In addition, we analysed the cost and quality associated to the different modes of
relevance gathering using bronze level assessors (RQ4.2). This is established with the
use of using both a Lab based and a crowdsourcing experiment. The analysis of the cost
associated to the two CrowdFlower experiments – CF-Topic and CF-Document – confirms
the findings of Kazai [82] that high pay does not guarantee high quality of assessments
in crowdsourcing environment. CF-Topic costs approximately three times higher than
CF-Document but the reliability of the CF-Document assessors is higher than those of the
CF-Topic. Figure 4.6 shows cost and quality trade-offs measured in terms of (α, κ) pair.
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The α score shows agreement between assessors (inter-rater agreement) where as κ score
is a measure of agreement with the Sormunen assessors using majority vote as discussed
in Section 4.5.
The y-axis in Figure 4.6 indicates the cost (amount in USD) spent to gather the
relevance assessment. As can be seen from Figure 4.6, the quality of assessment from
Lab is the highest compared to CF-Document and CF-Topic. However, the quality of Lab
comes at a cost, it is twice as expensive as CF-Topic, and six times more expensive than
CF-Document .
We compare the two configurations of CrowdFlower experiments (CF-Topic Vs CF-Document)
to examine if getting a crowd worker do more judgement would improve the agreement
(and cost less). We found higher agreement in CF-Document , and it is three times cheaper
than CF-Topic. The configuration of the experimental set-up has a significant implication
to collect better relevance assessments using crowdsourcing platforms at a reduced cost.
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CHAPTER 5
Assessor Agreement
Consistency of relevance judgements is a vital issue for the construction of test collections
in information retrieval. As human relevance assessments are costly, and large collections
can contain many documents of varying relevance, collecting reliable judgements is a
critical component to building reusable test collections. In this chapter, we explore the
impact of document presentation order on human relevance assessments (RQ5). Our
primary goal is to determine if assessor disagreement can be minimised through the order
in which documents are presented to assessors. Specifically, we will answer the following
questions:
 What is the relationship between user-based and system-based notions of topic
difficulty? (RQ5.1)
 How does presentation ordering affect inter-rater agreement when judging the rele-
vance of documents? (RQ5.2)
 How do system- and user -based notions of difficulty for a topic interact with presen-
tation order when judging the relevance of documents? (RQ5.3)
To answer these questions, we compare two commonly used presentation orderings with
a new ordering designed to aid assessors to more easily discriminate between relevant
from non-relevant documents. By carefully controlling the presentation ordering, assessors
can more quickly converge on a consistent notion of relevance during the assessment
exercise, leading to higher overall agreement. In addition, we also highlight important
interactions between presentation ordering and topic difficulty on assessor agreement. Our
findings suggest that document presentation order does indeed have a substantial impact
on assessor agreement, and that our new proposed ordering is more robust than previous
approaches across a variety of different topic types.
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5.1 Introduction
Test collections are at the heart of IR evaluation, and the Cranfield projects which started
in early 1960s provided a foundation for the methodologies used today to evaluate IR
systems [27, 63, 129]. Many highly influential IR evaluation campaigns have built on
these foundations, including TREC [183], NTCIR [78], CLEF [16] and FIRE [131]. Test
collections are the most widely-used approach for evaluating the effectiveness of information
retrieval system [136], and human relevance assessments – indicating the responsiveness of
answer items to a search topic – are the most resource-intensive component when creating
such evaluation test-beds, requiring time, cognitive effort, and often money.
The introduction of graded relevance levels in most recent test collections [67] has
further increased the costs, as collecting credible and consistent relevance judgements using
human assessors is impacted by the greater range of possible subjective interpretations of
relevance introduced by graded relevance levels [178]. Refer Section 2.1.1 of Chapter 2 for
a detailed discussion of relevance scales.
The introduction of crowdsourced relevance judgements has provided an alternative
lower-cost and faster method of creating new relevance assessments, but with an associated
risk that such assessments may be of lower quality, and with lower agreement between
assessors, if the judgements are not collected carefully [58, 82, 157]. Various factors have
been shown to affect how assessors judge documents, including topic familiarity [10], topic
knowledge [126] and the degree of document relevance that is encountered early in the
judging process [146].
In Chapter 3 (Order Effects, Topic Difficulty and Dwell Time), we studied the effect of
document presentation order and topic difficulty on assessor agreement and dwell time
in relevance assessment; and in Chapter 4 (Quality of Relevance Assessment), we have
demonstrated that the level of agreement between assessors can be used to gauge the
quality of the relevance judgements. In this chapter, we extend the study carried out
Chapter 3 by incorporating the lessons learned in the design of this experiment. The
lessons learned are discussed in Section 3.5 of Chapter 3. Section 5.3 revisits the lessons
learned and the details of how we have incorporated the lessons learned into the design of
the experiment for this study.
In this chapter, we investigate two key variables – presentation ordering and topic
difficulty – and study their impact on assessor agreement. A user’s understanding of a pre-
defined topic can have a strong effect on their ability to distinguish between relevant and
non-relevant documents, and priming is a well-known technique which reduces relevance
drift as assessors judge documents [146, 170]. Leveraging these concepts, we propose a
new presentation ordering technique that interleaves the most and least likely relevant
documents; we call this approach Interleaved Likelihood of Relevance (ILR). This study
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aims to determine if assessor disagreement can be directly minimised through the order in
which documents are presented to assessors. The key idea is to maximise the difference
between relevant and non-relevant documents presented to assessors, so they can more
quickly converge on a consistent notion of relevance during the assessment exercise. We
show that ILR is more resilient to variance in topic difficulty, and leads to higher overall
agreement than the two more common presentation orderings which are widely used
to gather relevance judgements in building test collections – Decreasing Likelihood of
Relevance (DLR) and Random Likelihood of Relevance (RLR).
5.2 Contributions
Our contribution in this chapter is, we conducted a large user study of 96 users across 8
topics of varying difficulty. We adopt a Gold Benchmarking experimental set-up, where
the relevance assessment task is set up independently of any existing relevance information
(but existing relevance judgements can be used to validate the quality of the set-up, if
available). We analyse inter-rater agreement and interactions between topic difficulty
and order of document presentation in order to address the research questions. Finally,
we introduce a new method of document presentation ordering (ILR) which maximises
agreement, consistency and the quality of relevance judgements in building reusable test
collections.
5.3 Methodology
Evaluating the effectiveness of an IR system often relies on the construction of a test
collection. A test collection has queries, documents and a set of relevance judgements
indicating which documents are relevant to which query. The relevance judgements are
commonly created manually by human assessors.
In a relevance assessment task, bronze class assessors (i.e those who are not the creators
of the test topic, nor subject experts in the topic’s domain, such as would for example
be the typical case where relevance judgements are crowdsourced), together with some
existing gold standard judgements can be used in one of two ways.
The first alternative is to use gold judgements to inform the design of a relevance
assessment task. That is, the selection of documents and topics for an experiment are
based on the information available from existing gold assessments [5]. We refer to this
as Gold Guided Design. A second alternative is to set up a relevance assessment task
independent of the information available in the gold assessment; and to potentially use gold
assessments (if available) to benchmark various aspects of the assessment results [133, 181].
We refer to this as Gold Benchmarking . Our study is based on the later alternative.
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In Chapter 3, we investigated the effect of document ordering and topic difficulty
on assessor agreement using a Gold Guided Design. The study experimented with two
commonly used document ordering techniques in IR evaluation campaigns: relevance
order [132] and document identifier order [183]. With relevance ordering, documents are
presented to assessors from highest to least relevant for a topic; and in document identifier
order, documents are ordered using the TREC assigned document identifier, referred to
as as DocID order . The analysis in Chapter 3 found higher inter-rater agreement for
DocID order than Rel order order. The higher agreement for DocID order was explained
with what we called the “surprise effect” - a situation that occurs when assessors did not
find any relevant document to the topic in the first couple of documents presented for a
topic. That is, documents presented in decreasing relevance order are subject to relevance
underestimation due to highly relevant documents being seen early in the assessment
list [44, 73]. For DocID order , relevant documents are spread across the assessment list
and interspersed with non-relevant documents, creating the “surprise effect” and allowing
assessors to more easily distinguish relevant documents from non-relevant ones.
There were two major caveats of the results reported in Chapter 3. First, when creating
a new test collection, relevance judgements are rarely available for pre-sorting documents
prior to presenting them to assessment. Second, while DocID order order may create
a “surprise effect” as reported in the Chapter 3, this is not a given. Figure 5.1 shows
the results of a simulation carried out using the TREC7 and TREC8 collections, where
thirty documents were sampled randomly from 5 topics, and then presented in either
DocID order (D) or random (R) order, shown as pairs of rows. As can be seen from
Figure 5.1, relevant documents often cluster together in DocID order order. This is due to
the document collections from TREC7 and TREC8 being composed of several different
sub-collections from different NewsWire sources, with each document being named with
a prefix string that identifies its sub-collection of origin. Relevant documents can often
occur predominantly in a single sub-collection, and after down-sampling to a smaller
number of documents, and then sorting by DocID order , relevant documents from the
same sub-collection are more likely to co-occur.
In Chapter 3, we also found that topic difficulty can impact inter-rater agreement in
addition to document ordering. System easy topics (topics that have a high AP score for
many different systems) have a higher overall inter-rater agreement than system difficult
topics. However, the study was a pilot, did not compare interaction effects between topic
difficulty and presentation ordering, used a Gold Guided Design, and did not provide any
insights into how to operationalise the “surprise effect”.
In this chapter, we leverage the framework and lessons learned to further investigate how
document presentation order influences agreement. To this end, we set up an experiment
with three different document presentation orderings. Two common orderings are used as a
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Figure 5.1: Position of relevant documents simulated for randomly selected 5 topics for a
sample of 30 documents ordered using DocID order (D) and random method (R). Red shows the
position of non-relevant documents and green shows the position of relevant documents. The
shaded region highlights documents in a topic ordering using both methods.
baseline – Decreasing Likelihood of Relevance (DLR) and Random Likelihood of Relevance
(RLR), which are both adaptations of commonly used during test collection construction
exercises at international IR evaluation campaigns [132, 183], but without unexpected
consequences of document clustering observed in DocID order ordering as we are using the
same test collection. In addition, we propose a new presentation ordering called Interleaved
Likelihood of Relevance (ILR) where a careful combination of those documents that are
most and least likely to be relevant are interleaved and presented to the user.
Note that our investigation is not based on Gold Guided Design principles. Rather, we
explore the notion of likelihood of relevance. The likelihood ordering which approximates
a decreasing relevance order (DLR) is derived from NTCIRPOOL [133] , and is a pseudo-
relevance approach based on the number or runs that return a document (the higher the
better), and the sum of document rank positions in ranked lists (the lower the rank, the
better). RLR is produced by randomly shuﬄing the documents from the DLR list. Our
new approach, ILR, is motivated directly by the surprise effect reported in Chapter 3.
As previously explained, we also consider the influence of topic difficulty, from both a
system and a user perspective. Since these factors will influence the choices of documents
for our main study, we next describe a crowdsourcing study on the issue of measuring
user-perceived topic difficulty.
5.3.1 Crowdsourcing: Topic Difficulty Experiment
This experiment is designed in response to addressing one of the lessons learned in
Section 3.5 of Chapter 3. The experiment was conducted via crowdsourcing, using the
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CrowdFlower platform. The goal of the user study was two-fold. First, we wanted to
better understand the relationship between user topic difficulty (a human user’s perception
of how difficult a topic is) and system topic difficulty (a measure of how difficult it is for
the system to supply a good ranked results list). We also wanted to select topics of varying
system and user difficulty for the experiment (presented in the next section) and therefore
we needed to identify topics of varying difficulty for the experiment. The CrowdFlower
study made use of a subset of topics and documents from a collection created by Sormunen
[158], where a set of 41 topics from the TREC7 and TREC8 test collections were re-judged
on a 4-level relevance scale. We set out to select a subset of 8 topics from this set, as this
corresponded to our available resources for the subsequent lab-based user study. Selection
was carried out on the basis of both system and user difficulty. See Appendix B.1 for
details of the CrowdFlower experiment.
5.3.1.1 System Topic Difficulty
System topic difficulty aims to capture the notion of how hard it is for a retrieval system to
supply a good ranked results list in response to a topic. We make use of AAP (discussed
in Chapter 2 Section 2.5.2), calculated using the average of Average of AP values for a
topic across all systems [79, 115]. Note that AAP is the AP for a single topic for many
different systems or runs, while MAP is the mean AP across multiple topics for a single
system. While the naming is confusing (not our convention) they are not the same (See
Section 2.1.2 of Chapter 2 for details of MAP and AP). In our experiment, AAP was
calculated for the topics of the 2004 Robust track (which included topics from the TREC7
and TREC8 test collections with dual binary and 3-level ordinal relevance judgements) for
the 110 runs that participated in the track. Following the approach by Carterette et al.
[24] to classify topics as system easy (SE ), system medium (SM ) and system hard (SH ),
we split topics into three classes based on AAP scores, leading to a classification of the
41 topics into: 12(29%) SE category, with AAP scores in the range (0.3, 1]; 13(32%) SM
category, with AAP scores in the range [0.3, 0.196); and 16(39%) SH category, with AAP
scores in the range (0.196, 0]. The difference in the number of topics in the classes is due
to some topics having the same AAP score.
5.3.1.2 User Difficulty
We estimated user topic difficulty using the 6 questions shown in Table 5.1, similar to
those proposed by Crescenzi et al. [37]. The difference between our study questions
and those of Crescenzi et al. is, the questions in our study are presented as a statement
in Crescenzi et al. work, other than this, they are similar. This is done in order to keep
the questions consistent with our previous study. Users were asked to supply answers to
these questions on a 5-point Likert scale. Each of the 41 topics was crowdsourced and
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Table 5.1: Questions used for estimating topic difficulty from a user perspective.
Qn. No. Question
Q1. How interested are you to learn more about the topic?
Q2. How much do you already know about the topic?
Q3. How clear is the information need for the topic?
Q4. How difficult do you think it will be to search for
information for the topic?
Q5. How difficult do you think it will be to determine the
relevance of documents for the topic?
Q6. Overall how difficult do you think the topic is?
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Figure 5.2: Distribution of number of topics judged per assessor in the first scenario where
assessors rate the difficulty of a topic on the basis of topic statements only.
received 10 assessments, five in each of the two scenarios. In the first, workers rated the
questions after being shown only the TREC topic statements. In other words, in this
scenario, assessors are not shown a list of documents pertaining to the topic. This results
a total of 3,000 data points to analyse from 38 unique workers, and the distribution of
topics per individual assessors is shown in Figure 5.2. In the second case, workers were
additionally shown two documents –one highly relevant, and one non-relevant – based on
the original Sormunen relevance judgements. A total of 65 unique workers participated in
this scenario; and 3,568 data points to analyse, and this is shown in Figure 5.3. A worker
is allowed to rate any number of topics between 1 and 41.
Comparing the two scenarios, assessors in the first scenario where they did not see
sample documents have a higher positive ordinal association to the system difficulty
measure used (AAP score) than the second scenario assessors (where assessors are shown
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Figure 5.3: Distribution of number of topics judged per assessor in the second scenario where
assessors rate the difficulty of a topic on the basis of topic statements and two sample documents
of one highly relevant and one non-relevant.
two sample documents before rating topic difficulty). The ordinal association with AAP
between scenario one and scenario two as measured using Kendall’s rank correlation
coefficient (τ) is 0.189 and -0.039 respectively. In other words showing sample documents
does not help assessors correlate with system difficulty of topics measured using AAP .
Cronbach’s α [169] is used to analyse the internal consistency between question items
measuring topic difficulty: Q4, Q5 and Q6. Cronbach’s α score is between 0 and 1, and
a value above 0.7 is usually considered acceptable to validate consistency between items.
Structural equation modelling (SEM ), which is discussed in Section 2.2.7 of Chapter 2, is
a compatible measure of further analysis when an analysis shifts from individual items
to composites [7]. Hence, we used SEM with a scaling factor to form a composite of the
individual question items measuring the construct factor user difficulty.
The topics were then sorted using the the composite of user difficulty – the smaller the
value, the easier the users think the topic is. Finally, the topics were split into 3 equal
sized classes: 14 as user easy UE ; 13 as user medium UM ; and 14 as user hard UH . The
minimum score resulted from the computation for the composite variable is 1.8 and the
maximum is 4.08; and the range for the topic classes are UE [1.8, 2.81); UM [2.81, 3.03);
UH [3.03, 4.08]. The results and analysis of this modelling are presented in Section 5.4.1.
5.3.1.3 Topic Selection
The final set of 8 topics were selected using the intersection of the system difficulty and
user difficulty categories. Table 5.2 shows topics and their class with respect to user self
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Table 5.2: Topics and the intersection of their user and system difficulty classes; the class
reference is a combination of U (User), S (System), E (Easy), M (Medium) and H (Hard).
Topic ID Query Class
#364 rabies UE & SE
#420 carbon monoxide poisoning UE & SE
#393 mercy killing UE & SH
#442 heroic acts UE & SH
#385 hybrid fuel cars UE & SM
#400 amazon rain forest UH & SE
#416 three gorges project UH & SM
#440 child labor UH & SH
rating and AAP score.
Using the 8 topics, the study analysed if the concept of user topic difficulty is shared
between CrowdFlower and lab user study group; and can be measured uniformly using a
set of self rating scales between the two groups in order to resolve user and system notion
of topic difficulty.
5.3.2 Lab Study: Relevance Judging and Presentation Order
One of the lessons learned from the study in Chapter 3 is relevance judgement or distribution
of relevance in a collection is not always readily available. As a result, we adopted a
Gold Benchmarking experimental set-up. This section outlines the procedure we followed
to incorporate the lessons learned and order documents for relevance assessment. The
lab-based user study is carried out in order to investigate the influence of presentation
order when judging documents, as well as the interaction with system and user topic
difficulty.
The number and arrangement of subjects for the experiment is designed using a Graeco-
Latin square [89]. A Graeco-Latin square controls the learning effect by rotating topic and
presentation order simultaneously (See Section 2.8 of Chapter 2 for designing user studies
in IR). The number of topics and presentation order determine the number of participants
required. Since timing and fatigue is known to impact user study results [89], estimated
participation time was kept to 1 hour, and each assessor was asked to complete 2 topics,
giving an average of one minute per document. Participants are asked to take a health
break after completing a topic (after thirty minutes), which is enforced to control potential
confounding factors such as fatigue and motivation which are known to affect relevance
judgement [81, 185]. Each topic has 30 documents to be assessed, giving an average of a
minute to submit a relevance judgement per document.
121
Table 5.3: A basic design with Graeco-Latin square rotation for topic and document presentation
order.
Subject Set Time1 Time2 Time3 Time4
1 O1: 1, 2 O2: 4, 3 O3: 5, 6 O1: 8, 7
2 O1: 2, 3 O2: 5, 4 O3: 6, 7 O1: 1, 8
3 O1: 3, 4 O2: 6, 5 O3: 7, 8 O1: 2, 1
4 O1: 4, 5 O2: 7, 6 O3: 8, 1 O1: 3, 2
5 O1: 5, 6 O2: 8, 7 O3: 1, 2 O1: 4, 3
6 O1: 6, 7 O2: 1, 8 O3: 2, 3 O1: 5, 4
7 O1: 7, 8 O2: 2, 1 O3: 3, 4 O1: 6, 5
8 O1: 8, 1 O2: 3, 2 O3: 4, 5 O1: 7, 6
9 O2: 1, 2 O3: 4, 3 O1: 5, 6 O2: 8, 7
10 O2: 2, 3 O3: 5, 4 O1: 6, 7 O2: 1, 8
11 O2: 3, 4 O3: 6, 5 O1: 7, 8 O2: 2, 1
12 O2: 4, 5 O3: 7, 6 O1: 8, 1 O2: 3, 2
13 O2: 5, 6 O3: 8, 7 O1: 1, 2 O2: 4, 3
14 O2: 6, 7 O3: 1, 8 O1: 2, 3 O2: 5, 4
15 O2: 7, 8 O3: 2, 1 O1: 3, 4 O2: 6, 5
16 O2: 8, 1 O3: 3, 2 O1: 4, 5 O2: 7, 6
17 O3: 1, 2 O1: 4, 3 O2: 5, 6 O3: 8, 7
18 O3: 2, 3 O1: 5, 4 O2: 6, 7 O3: 1, 8
19 O3: 3, 4 O1: 6, 5 O2: 7, 8 O3: 2, 1
20 O3: 4, 5 O1: 7, 6 O2: 8, 1 O3: 3, 2
21 O3: 5, 6 O1: 8, 7 O2: 1, 2 O3: 4, 3
22 O3: 6, 7 O1: 1, 8 O2: 2, 3 O3: 5, 4
23 O3: 7, 8 O1: 2, 1 O2: 3, 4 O3: 6, 5
24 O3: 8, 1 O1: 3, 2 O2: 4, 5 O3: 7, 6
5.3.2.1 Participants and Study Design
A total of 96 participants took part in the user study, which involved making document
relevance assessments. 8 participants abandoned the experiment at different stages of the
study; and 4 participants used an invalid age (indicating that they were over 60 when this
clearly was not true) and casting doubt on the validity of their relevance assessments; this
data was excluded from the final analysis.
Table 5.3 shows the experimental set-up using a Graeco-Latin square (how order and
topic is rotated across assessors) and the potential of learning effect is handled. O1, O2
and O3 represent DLR, RLR and ILR respectively. The numbers from 1 to 8 stand for the
topics in the order #364, #385, #393, #400, #416, #420, #440 and #442 respectively.
Time1, Time2 and Time3 are points in time (or sequence) of the experiment and the rows
represent subject sets. The minimum number of required participants for this arrangement
is 24, where a subject set contains only one assessor doing all the four rotations. In other
words, an assessor needs to judge 240 documents in 4 hours, if an assessor spends on
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average a minute per a document. This has a potential of biasing the study result due to
fatigue [89] as a result of this, we set up a between subjects experiment so that an assessor
can judge 60 documents in one hour. Hence, 4 assessors are required in a subject set. This
results in a total of 24× 4 = 96 individual participants as shown in Table 5.3.
The assessments from the remaining 96 assessors (39 female, 56 male and one who
preferred not to respond) constituted the analysed data. Assessors were between the
ages of 21 and 39 (mean = 30.01 and SD = 5.02), and 41% of the participants were
undergraduate students at RMIT.
Using a 5-point Likert-scale question “I use a search engine like Google, Bing or Yahoo
everyday” (1: strongly disagree to 5: strongly agree), most participants (92) classified
themselves as regular users of web search engines (mean=4.59 and SD=0.642) and for the
question “I am good at finding information using a search engine like Google, Bing or
Yahoo” (1 strongly disagree to 5 strongly agree), most participants (87) consider themselves
good at finding information using search engines (mean=4.46 and SD=0.72). The subjects
participated voluntarily in the experiment, and were compensated for attending with a
$20 gift voucher.
To investigate the effect of the research variable document presentation order (DLR,
RLR, and ILR), each participant completed a subset of two out of the set of eight possible
topics (selected as described previously in Section 5.3.1.3). Each topic requires making 30
document judgements.
All participants spent around 60 minutes in a controlled laboratory setting to complete
their entire task. A script detailing the aim and process of the relevance assessment task
was prepared and read out to each individual participant. After participants agreed and
signed the consent form, they proceeded to the training exercise. The training exercise is
similar to the actual assessment task where a search topic and two documents are displayed,
with one document being shown at a time and taking up a full page. Participants were then
presented with a pre-experiment questionnaire gathering basic demographic information
and familiarity with web search. Following the pre-experiment questionnaire, participants
proceeded to the main task. Here, each page of an assessment task displays a topic,
a document, and radio buttons of the relevance grades available for assessors to rate
documents. A document is the only variable that changes on a page. Following the main
assessment of 30 unique documents for a topic, a post-hoc questionnaire about the topic
just completed is presented to ask about their interest, knowledge, information need clarity,
the difficulty to search information, difficulty to determine document relevance, and overall
topic difficulty, each using a 5-point Likert-scale (1: strongly disagree to 5: strongly agree).
Assessors were then given a 10 minute break before proceeding to a second topic, with a
similar procedure, except that the pre-experiment questionnaire was presented only once
per assessor. See Appendix C and Appendix E for additional information for instructions
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and questionnaire used for the experiment respectively.
5.3.2.2 Topics and Dataset
The dataset used in the lab user study is the same as that used in the crowdsourcing
experiment, with topics selected using the technique detailed in Section 5.3.1. Recall that
topics, and the corresponding system and user difficulty categories that they fall into, are
shown in Table 5.4. The 8 topics for the experiment are then drawn from these intersection
classes, and are shown in Table 5.2.
5.3.2.3 Document Sampling
Participants were asked to judge the relevance of 30 documents for each topic. Therefore,
30 documents from the TREC7 and TREC8 test collections were sampled for each of
the 8 selected topics. The documents were sampled from document pools, formed using
contributing runs from the particular test collection. A run was considered to be a
contributing run if all of the the top 100 documents of the run have explicit judgements in
the official TREC relevance files. A total of 103 and 129 runs were submitted to TREC7
and TREC8 respectively, of which 51 in TREC7 and 60 in TREC8 passed our contributing
run filter. See Appendix A for the list of contributing run names.
A pool was formed and sorted using the NTCIRPOOL [133] approach. NTCIRPOOL
contains a set of scripts for creating pools for relevance assessments. The tool creates a
pseudo-relevance based on the sum of document rank positions in retrieval models (the
smaller the better) and number of runs containing a document (the higher the better).
Here, documents are first sorted based on a count of the number of contributing runs that
returned the document, in decreasing order. Ties are resolved based on the sum of the
rank positions at which documents were retrieved in the runs, in increasing order. That is,
if two documents of a topic have an equal number of contributing runs, a document with
a smaller sum of the rank positions at which the document is retrieved in the runs will be
ranked above a document with a higher sum of rank positions. Table 5.7 shows the total
number of documents in the pool and number of unique documents for each of the topics
used in our study.
To obtain a set of 30 documents for each topic, the top 5 and bottom 5 documents are
taken from the fully sorted list for that topic. The remaining 20 documents were selected
by sampling at regular intervals from the remaining N − 10 documents in the lists. The
top and bottom 5 documents were included with the aim of making a number of “best”
and “worst” documents available for each topic.
124
Table 5.4: Topic pools based on the intersection of users rating and AAP score. * indicates
classes where topics are not drawn for our user study.
Class Topic ID Total
UE ∩ SE #364,#351,#420,#392 4
SE ∩ UH #365,#400,#396 3
SH ∩ UE #372,#427,#445,#388,#393,#442 6
SH ∩ UH #355,#387,#362,#440,#378,#437 6
SM ∩ UE #407,#385,#408,#428 4
SM ∩ UH #402,#416,#373,#358,#353 5
UM ∩ SE* #410,#403,#431,#415,#418 5
UM ∩ SH* #405,#399,#421,#448 4
UM ∩ SM* #377,#360,#414,#384 4
Total 41
5.3.2.4 Document Ordering
Recall that we aim to explore three possible orderings: expected decreasing relevance order
(DLR) and random ordering (RLR) – two commonly used document ordering methods in
human relevance assessment exercises – and ILR, our proposed approach that maximises a
surprise factor. We operationalise surprise by estimating the “true” relevance distribution
for a set of documents to be judged. Then the subset of most likely to be relevant is
interleaved with the subset of most likely to be non-relevant (from most likely to least
likely) in order to maximise the surprise effect. We hypothesise that this ordering should
increase agreement across assessors. In detail, the ILR method is a three stage process
(see Figure 5.4) where:
 In stage I, the assessment list is ordered using DLR order which is produced by
NTCIRPOOL. Note that alternative techniques could be used to derive this ordering. We
use NTCIRPOOL, as this approach has been shown to be correlated with actual document
relevance [133], and for reproducibility purposes.
 In stage II, the DLR list is divided into equally sized blocks. One of the blocks contains
documents which are expected to be relevant. An estimation of proportions of relevance
is obtained by considering data external to the set of 8 topics that were selected for
this study. For example, in TREC7, 6% of the documents were relevant (See Table 5.5
for details of relevance distribution in the collections used in this study); assuming the
same percentage, for a topic drawn from this collection that has 961 unique documents
in a pool, around 58 documents would be expected to be relevant. When scaled to 30
documents being judged, we expect ≈ 6 of them to be relevant. The top block which
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Figure 5.4: Interleaved ordering as a three stage process. The blocks highlighted in yellow
indicate documents which are most likely to be relevant. The number of documents selected is
based on an estimate of how many documents are likely to be relevant on average per topic in
the collection.
contains the “most likely to be relevant” documents is used to insert a relevant document
into each of the remaining blocks, that are ordered bottom up. So, the first block of
documents presented to a user is a set of 5 or 6 documents from the top block where
the lowest ranking documents with the highest ranking document injected to maximise
the difference between relevant and non-relevant. When the assessor gets to the bottom
of the assessment list, the assessor will have formed a clearer notion of relevance for the
topic, thus reducing the likelihood of relevance drift.
 In stage III, each of the blocks are randomised independently and combined to form the
final assessment list.
5.3.2.5 Experimental Design Summary
Figure 5.5 shows the interface used in the experiment. Each assessor completes an
introduction and training phase, followed by a pre-experiment questionnaire. Assessor has
a unique user identifier assigned to them to complete the pre-experiment questionnaire,
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Table 5.5: Number and percentage of relevance distribution in the qrel files where N/A means
a relevance judgement is not available for the relevance level and the value in brackets is the
number expressed as percentage with respect to the relevance level.
qrel 0 1 2 3 Total
Trec7 75671 (94%) 4674 (6%) N/A N/A 80345
Trec8 82102 (95%) 4728 (5%) N/A N/A 86830
2004 Robust 293998 (94.4%) 16381 (5.3%) 1031(0.3%) N/A 311410
Sormunen 3715 (60.8%) 1196 (19.6%) 813 (13.3%) 391 (6.3%) 6115
which gathers basic demographic and background information about assessor’s web and
search engine usage experience. Assessors will then be directed to the first topic followed by
the post-hoc questionnaires described in Table 5.1 (See Appendix E for more information
about the pre-experimental questionnaire and the interface of the post-hoc questionnaire).
The process topic followed by a post-hoc questionnaire is repeated for the second topic. A
10 minute break is provided between the two topics.
5.4 Results and Discussion
Each assessor judged two of the eight topics, therefore we collected 5,760 data points (96
assessors × 2 topics × 30 documents). We focus on the two main research variables as
effects of the document order (ILR, DLR and RLR) and topic difficulty (user difficulty:
easy and hard, and system difficulty: easy, medium, and hard).
To investigate our research questions, we introduced a method to classify the user
topic difficulty as user easy, user medium and user hard topics, and we measured the
inter-rater agreement between our assessors regarding the effect of presentation order. We
then compared our user’s judgements and the gold standard, for RQ5.3 – the interaction
between the topic difficulty and document ordering.
Several analysis techniques are used in this study. First, to quantify the notion of
user topic difficulty, we used structural equation modelling (SEM ) [7, 71] with scaling
and t-testing to compare the ratings of the lab and CrowdFlower assessors. Second, we
adopted a generalised linear mixed model (GLMM ) [17] with a binomial distribution
and a logit function when comparing for gold standard agreement (See Section 2.2.7 of
Chapter 2 for detail of the mathematical models). We acknowledge that there may be
individual differences which are caused by using between-subject design, and participant
familiarity with web search. To consider the individual differences, we adopted a mixed
model instead of a generalised linear model (GLM ), because the random effect between
subjects (σ2s) were greater than the standard error. If a significant effect was observed, we
ran a post-hoc analysis test using standard error of differences (SEDs) to find the specific
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Figure 5.5: Procedure of the experimental design.
pairs responsible for the difference. Third, Krippendorff’s α [43, 68] was used as a chance
corrected measure of agreement between two or more assessors, and to measure inter-rater
agreement.
5.4.1 User Topic Difficulty
We conducted two crowdsourcing experiments using CrowdFlower to analyse topic difficulty
from a user perspective. In the first experiment, assessors were provided with only TREC
topics to rate topics using the questions in Table 5.1. We employed the same questions
for the second experiment, but assessors were shown one highly relevant and one non-
relevant document along with each of the topics. Ordering of the relevant and non-relevant
documents was balanced, so that half of the participants received the documents in each
ordering. The aim of including these example documents was to balance the anchoring
effect [151]. A recent study has also used the method showing documents to help assessors
clarify and fix their relevance criteria [158].
We computed the Cronbach’s α score between Q4, Q5 and Q6 to measure the consistency
of the questions for user topic difficulty, and the scores are 0.90 and 0.95 for the first and
second experiments, respectively. We confirmed consistency between user and system
difficulty, and finally we applied SEM to specify a model for the composite factor – user
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Table 5.6: Factor loadings (λi) and standard error (δi) of the model Di = λiξi + δi
experiment 1 experiment 2
Qns. λi δi λi δi
Q4 1.000 1.000
Q5 0.957 0.117 0.955 0.088
Q6 0.770 0.123 0.886 0.080
topic difficulty. A Composite variable difficulty (Di) is estimated using the model:
Di = λiξi + δi
Here δi represents error associated to a rating, λi represents factor loadings – latent variable
estimates of questions – and ξi is the scaling factor. Table 5.6 shows the factor loadings
and standard error of the rating estimates of questions in the model. The scaling factors
(ξi) for experiments one and two is 1.103 and 1.056 respectively; which is the sum of the
number of questions (3) divided by the sum of the factor loadings in each experiment.
The averages across the two experiments were then used to sort topics by user difficulty.
Lower values of the average score indicate that users find the topics easier than higher
average values of the composite. The sorted list is divided into three equal segments
where equal number of topics will be in each of the segments. The top 14 topics are put
into the first segment and labeled as user easy (UE ), the bottom 14 topics into the third
segment and labeled as user hard (UH ), and the remaining middle 13 topics in the second
segment and labeled as user medium (UM ). This method is analogous to the method by
Carterette et al. [24] to assign category labels to topics using the AAP score (except we
used a composite of user ratings).
Easy and hard topics are the main focus of our study. Since distinctions between system
medium and user medium difficulty are often ambiguous, and less interesting for this
study, two system medium topics were included in the user study for calibration purposes.
Eight topics were ultimately selected from the different classes shown in Table 5.4. We
ran a test to analyse assessor self rating of topic difficulty between the lab user study and
CrowdFlower assessors using an unpaired t-test. The result (t(13.481) = 0.8273, p = 0.422)
showed no significant difference between the self-ratings of the two assessor groups, for the
eight topics chosen for the lab user study.
In response to RQ5.1 the evidence suggests that user difficulty is a shared construct
between CrowdFlower and lab user study groups for the eight topics. In addition, the
results reinforce the belief that questions Q4, Q5 and Q6 in Table 5.1 can be used to
measure user topic difficulty.
129
−0.06
0.00
0.20
0.40
0.60
0.80
364 385 393 400 416 420 440 442
Topic ID
Kr
ip
pe
nd
or
ff'
s 
al
ph
a 
sc
or
e
Order
DLR
ILR
RLR
Figure 5.6: Average pairwise agreement between our assessors and TREC gold standard
judgements, measured across an aggregate of topics and order using Krippendorff’s α on ratings
on a binary scale, flattening 0 and 1 to 0; and 2 and 3 to 1.
5.4.2 Document Presentation Order
This section further explores RQ5.2 – how does presentation ordering affect inter-rater
agreement when judging the relevance of documents? Inter-rater agreement can be
measured between our assessors and the TREC assessors; or between the assessors who
completed the assessment tasks. We call the agreement between our assessors and TREC
assessors gold agreement and the agreement between our assessors inter-rater agreement .
5.4.2.1 Gold Agreement
Gold agreement is measured by comparing each assessor’s judgement with an existing
TREC judgement. The TREC judgements are binary, while our judgements are collected
using a 4-level ordinal scale. The ordinal scales therefore need to be folded into binary;
we combine non-relevant and marginally relevant documents into a single non-relevant
category, while relevant and highly relevant documents are combined into a single relevant
category [144]. See Section 3.4 of Chapter 3 for alternative ways of folding graded relevance
scales into binary. Following the binary folding of ratings, Krippendorff’s α is computed
between each assessor and the gold ratings. Finally, the result is aggregated across the
topics and presentation orders.
As can be seen in Figure 5.6, for all topics except 442, ILR ordering has the highest gold
agreement. The mean gold agreement scores across the 8 topics are 0.539 for ILR, 0.446
for DLR, and 0.365 for RLR. Topic 442 is one of the system hard topics; and the overall
pairwise agreement is the lowest compared to the other topics. In addition, comparing
the orderings within the topic itself, the agreement is also the lowest (−0.057) in ILR as
compared to DLR and RLR. This overall lowest gold agreement of topic 442 might be due
130
Table 5.7: Number of judged relevant by TREC assessors in the original TREC QREL files
and in the sample 30 documents used for the lab user study as generated by the NTCIRPOOL
and our document sampling method.
Total docs. in Relevant docs. in
Topic ID AAP pool uniq. QREL (TREC) QREL (TREC) sample
#364 0.45 5029 961 1513 35 7
#420 0.38 5897 812 1136 33 4
#393 0.04 4977 1507 2291 71 6
#442 0.01 5959 2101 2679 94 1
#385 0.21 5100 921 1326 86 2
#400 0.42 5045 669 1009 125 9
#416 0.30 5890 1002 1235 42 5
#440 0.09 5964 1443 1830 54 4
Table 5.8: Number of assessors with a statistically significant pairwise difference compared to
TREC assessors as measured using an unpaired t-test.
Topic ID
Order #385 #393 #400 #420 #442 Total
ILR 6 0 0 0 8 14
DLR 1 1 2 0 5 9
RLR 4 2 4 1 3 14
Total 11 3 6 1 16 37
to the number of relevant documents in the assessment list. According to the findings of
Al-Maskari et al. [2], topics with fewer relevant documents result in proportionally more
documents being judged differently when compared to TREC assessments. Topic 442
and 385 have the lowest number of relevant documents compared to the other topics in
our experiment. Table 5.7 shows the count of relevant documents in the TREC qrels,
and in our assessment list as judged by the TREC assessors. Note that count of the
number of relevant documents in our assessment list and TREC qrels is performed after
the experiment is completed.
From Table 5.7 and Figure 5.6 it can be seen that the agreement in ILR order is higher
when there are 6 or more relevant documents in the assessment list.
Out of a total of 192 assessors (considering each topic-assessor combination as distinct),
37 assessors differed significantly in their assessment with TREC assessors, as shown in
Table 5.8. Our assessors exhibit no significant difference on their relevance judgements
when compared to TREC assessors for three of the topics (#364, #416, #420).
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Table 5.9: Inter-rater agreement measured between assessors using Krippendorff’s alpha (α)
across individual topics with ratings on a 4-level ordinal scale. Each topic is assessed by 8
assessors
Topic ID Title Document Ordering
ILR DLR RLR
#364 Rabies 0.965 0.843 0.883
#420 carbon monoxide 0.755 0.533 0.460
poisoning
#393 mercy killing 0.836 0.731 0.360
#442 heroic acts 0.727 0.596 0.225
#385 hybrid fuel cars 0.591 0.511 0.323
#400 amazon rain forest 0.866 0.510 0.315
#416 three gorges project 0.941 0.679 0.475
#440 child labor 0.802 0.652 0.449
UE User Easy 0.775 0.643 0.450
UH User Hard 0.869 0.614 0.413
SE System Easy 0.862 0.629 0.553
SM System Medium 0.766 0.595 0.399
SH System Hard 0.788 0.659 0.345
All 0.810 0.632 0.430
5.4.2.2 Inter-rater Agreement
Inter-rater agreement is measured using Krippendorff’s α and the results are shown in
Table 5.9.
As shown in Table 5.9, the highest overall (All) inter-rater agreement is reported
for ILR ordering (0.810), much higher than for either DLR (0.632) or RLR (0.430). In
addition, between user easy and user hard topics, agreement is higher in easy topics than
hard topics for the other two ordering (DLR and RLR). This is an interesting result, as
ILR order might help maximize agreement in user hard topics; which is the behavior we
would most like to address (reducing relevance drift). The results in Table 5.9 also show
that the agreement for DLR ordering is higher than in RLR ordering. Assessors using
DLR ordering have the benefit of learning more about the topic in the first few documents,
which may not be the case in RLR ordering. A trend of relevance drift can be observed for
the RLR ordering. This might be the reason for higher agreement in DLR than in RLR.
It is worth noting that this effect may not be true for real TREC assessors, as they are
typically topic originators, and therefore may have a clearer notion of relevance for the
topic before the assessment exercise begins. Our findings focus on the case of gathering
relevance assessments for topics that do not originate from the assessor. These are very
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Table 5.10: Gold agreement for each order, broken by user and system difficulty, and the
interactions between the order and difficulty.
ILR DLR RLR
p-value
Order Difficulty Interaction
User difficulty [%]
UE 85.92 87.92 84.83
* 0.259 **
UH 88.60 83.89 80.80
System difficulty [%]
SE 92.10 86.50 85.69
* *** **SM 81.67 85.83 78.33
SH 85.28 86.67 84.31
*Significant at 0.05 level. ** Significant at 0.01 level. *** Significant at 0.001 level.
different scenarios.
In response to RQ5.2, gold agreement is higher for easy topics than hard (user or
system), and ILR order has the highest overall gold agreement (pairwise mean= 0.539)
compared to DLR (pairwise mean= 0.446) and RLR (pairwise mean= 0.365). In addition,
the overall results show that inter-rater agreement was highest in ILR. In other words,
presentation ordering using ILR helps assessors converge on the notion of relevance more
quickly when compared to the other two orderings.
5.4.3 Topic Difficulty and Document Ordering Interaction
To answer RQ5.3, which focuses on the interaction between topic difficulty and pre-
sentation order, we adopted a GLMM (full model) for the gold agreement comparisons
rather than using inter-rater agreement, in order to consider three research variables
simultaneously, i.e., the order, user difficulty, system difficulty and their interactions.
Before exploring the interactions, the order and system difficulty effects were compared
with the gold assessments, as shown in Table 5.10 (σ2s = 0.056, X
2 = 3.62, df = 2, p < 0.01,
and X2 = 11.14, df = 2, p < 0.001, respectively). The results on order effects indicate
that users judging in ILR order exhibited higher gold agreement than when using RLR
order (86.9% vs 83.3% for the ILR and RLR orders, respectively), although there is no
significant difference between ILR and DLR orderings (86.4%). Surprisingly, the assessors
showed similar gold agreement with system easy and hard topics, but the agreement with
system medium topics was lower than the others (88.1%, 85.4%, and 81.9% for system
easy, hard, and medium, respectively).
For the interaction between the order and user difficulty, we found significant effects
relative to the gold assessments (X2 = 5.30, df = 2, p < 0.01). As shown in Table 5.10,
RLR order displays only 84.83% for user easy topics, which is significantly lower than
DLR order (87.92%). For user hard topics, assessors showed the highest gold agreement
133
(88.60%) with the ILR order, whereas they recorded 83.89% and 80.80% with the DLR
and RLR orders, respectively. This indicates that the ILR order is superior when assessing
user hard topics.
Order and system difficulty also show significant interactions with respect to gold
agreement (X2 = 4.17, df = 4, p < 0.01). Table 5.10 shows that the assessors, for system
easy topics, had higher gold agreement with ILR order (92%) than with other orders (86%
for both DLR and RLR orders). Our participants also recorded the worst gold agreement
with the RLR order (78%) in the cases of using system medium topics, and they exhibit
no significant difference with system hard topics.
Summarising the above results for RQ5.3, assessors using ILR tend to exhibited
significantly higher gold agreements for user hard and system easy topics, and performed
better or similarly for other levels of topic difficulty. In addition, RLR order seems to be
the worst with respect to gold agreement across all combinations of topic difficulty.
For the effect of presentation order, we cannot say that ILR order is overwhelmingly
superior when considering each result by user and system difficulties as shown in the result
of inter-rater agreement, but ILR order is generally better than RLR order, and is better
or similar to the DLR order in the gold agreement. In particular, hard topics seem to be
much more consistent when using ILR, which is an important finding.
5.5 Conclusions and Limitations
In this chapter we investigated key research questions about defining and measuring user
topic difficulty, and the effects of document presentation order and their interactions.
5.5.1 Limitations
We carefully designed two large scale user studies, and conducted them with 103 and
96 participants. However, a number of limitations should be considered. First, we
acknowledge that these results may not represent the search behaviour of the general
public, although we conducted the crowdsourcing and laboratory user studies with large
numbers of participants (103 and 96, respectively). Second, we assumed that participants
can maintain their concentration for an hour in a lab-based setting, although to mitigate
this issue participants were able to take a break between each topic exercise, and they
were allowed to leave at any point during the experiment if they felt uncomfortable. Third,
while we carefully selected topics to represent different levels of user and system difficulty,
the final study used a selection of eight topics, and so the presence of other topic effects
cannot be ruled out.
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5.5.2 Conclusions
To address the problem related to the relationship between user based and system based
notions of topic difficulty, we analysed topic difficulty from the perspective of users through
a questionnaire. Our findings across both crowdworker and lab-based participants suggest
that user difficulty is a shared construct which can be measured using related variables such
as perceived difficulty to search information, difficulty to determine documents relevance,
and an overall perception of topic difficulty given a topic. Our results show that the chosen
representations of user and system difficulty are orthogonal; for our study we therefore
carefully selected a range of topics that cover a range of both user and system difficulty.
In response to the question regarding the effect of presentation ordering, we explored
using gold agreement (agreement between our assessors and the TREC judgements) and
inter-rater agreement (the agreement between our assessors’ judgements). The key finding
is that our proposed presentation order (ILR) is the most effective order to maximise
agreement (both inter-rater and agreement with TREC judgements) and consistency of
relevance judgements across the different classes of topic difficulty investigated in this
research. In particular, a level of inter-rater agreement of 0.81 was obtained using our new
method, compared to 0.63 and 0.42 for decreasing relevance and random orderings. This
is a crucial finding and has direct application for the design of reusable test collections.
For the question about the interaction between presentation order and topic difficulty,
we investigated the effect of interaction among document presentation ordering, user
difficulty and system difficulty. We found significant interactions between order and topic
difficulty (user and system), that is, the proposed ordering, ILR, contributes to the higher
consistency of relevance judgements than the other two orderings, especially for both
system and user hard topics.
Overall, our proposed method of document ordering improves the consistency of
relevance judgements and agreement between two or more assessors. The performance of
ILR is superior compared to DLR and RLR when comparing the judgements with the
gold standard, and the technique also leads to higher inter-rater agreement. The technique
therefore offers a direct benefit when creating new test collections, without requiring any
additional resources.
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CHAPTER 6
Conclusions and Future Work
IR test collections are composed of topics, documents and relevance judgements which
encodes the relevance relationship between the topics and the documents in the collection;
and they are the most widely used framework for the evaluation of the effectiveness of
retrial systems. The relevance judgements are created by humans known as assessors or
judges, and are central to test collection based evaluation of IR systems.
Several factors are known to influence human relevance assessments, including the
aboutness and recency of a document [64, 143]. In this research work, we investigated two
of the factors affecting relevance judgement, namely topic difficulty and presentation order
of documents; and the influence of these two factors on assessor agreement. If relevance
assessment is to be aggregated from two or more assessors, differences in human relevance
judgements can potentially lead to different conclusions about system effectiveness, and so
the question of judgement consistency can be an important consideration regarding the
generality of the conclusions that can be drawn from a test collection.
Judgement consistency can be measured by calculating the inter-rater agreement
between different human assessors who are asked to judge the relevance of common
topic-document pairs in response to an information need. In addition, relevance is
dynamic [114, 122], and changing the relevance assigned to a document is also known
as drift can occur within an assessor at different points of time during the relevance
judging process [139]. This type of consistency can be measured by calculating intra-rater
agreement of an assessor at different points in time.
Our study also made a distinction between “easy”, “medium” and “hard” topics and
explored their interaction with presentation order and agreement. The grouping of topics
into easy, medium and hard is performed using system and user notions of difficulty. A
system notion of topic difficulty is quantified by computing an AAP score of each individual
topic. A user notion of topic difficulty, however, is the result of a direct rating of the
difficulty of the topics by users. The effect of topic difficulty and document presentation
order on assessor agreement, and how to maximise agreement without compromising the
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reliability of assessments, is the main theme of this thesis.
6.1 Summary and Thesis Outcome
The main features of each of the chapters and a summary of the contributions of the
studies that are in Chapter 3, Chapter 4 and Chapter 5 of this thesis are as follows:
 Chapter 1. Introduction: The motivation and objective of the study are outlined.
Test collections and their significance in retrieval system evaluations are described;
the importance of human relevance judgements in test collection development, factors
affecting human relevance judgement, and a brief introduction to previous studies
related to the effect of topic difficulty and order of document presentation in relevance
assessment are discussed. We also presented the goal of the research, that is to
propose a presentation order that minimises disagreement by maximising agreement
during a relevance assessment.
 Chapter 2. Background and Related Work: We surveyed and synthesised the
background knowledge for conducting the study. This included an introduction to
relevance and scales of relevance assessment; retrieval system effectiveness evaluation
measures (precision and recall); factors affecting agreement and measures of agree-
ment; a survey of order and topic difficulty, dwell time, and setting up user studies
in IR. We also survey previous studies related to quality of assessment of relevance
judgements.
 Chapter 3. Order Effects, Topic Difficulty and Dwell Time: The effect of
topic difficulty and document presentation order on assessor agreement are explored.
We found a higher inter-rater agreement when documents are ordered using the
TREC assigned identifier than when ordered using documents expected relevance
(Rel order). However, intra-rater agreement is slightly higher when documents are
assessed in relevance order (Rel order) than TREC assigned identifier order. In
addition, when compared with difficult topics (system and/or user), higher agreement
is achieved in easy topics. Moreover, we analysed dwell time – the time an assessor
takes to judge relevance – as an implicit measure to infer relevance, and found that
judges can identify non-relevant documents more quickly than relevant documents.
The main contribution of this chapter is the finding that topic difficulty and document
presentation order have an influence on relevance assessment, and factoring these two
variables in test collection construction will enhance the reliability of the conclusions
that can be made about the effectiveness of a retrieval system. In addition, time
spent judging a document is a useful implicit measure to infer the significance of
documents to a topic.
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 Chapter 4. Quality of Relevance Assessment: We setup an experiment to
investigate the quality of relevance assessments gathered from non-topic originators.
We structured the experiment using three different ways of configuring bronze-
assessors, specifically one in a lab setting and the other two using a crowdsourcing
platform. Our findings suggest that a lab environment provides a better environ-
ment to collect high quality judgements when compared with the crowdsourcing
environment. Conceivably the reason could be, assessors are aware of being moni-
tored during the entire assessment exercise. However, the high quality of the lab
experiment comes at a cost (as much as six times more expensive than an equivalent
crowdsourcing experiment). Comparing the two configurations of crowdsourcing
experiments, we concluded that the number of documents assessors judge per page
can have a significant effect on the quality of relevance assessment. The contribution
of this chapter is the demonstration that, while the lab configuration is preferable
for gathering quality relevance assessment, there is a trade-off associated to cost. In
addition, in the absence of gold relevance assessments, we found out that inter-rater
agreement can be be used to gauge the quality of relevance assessment.
 Chapter 5. Assessor Agreement: We explored the possibility of maximising
assessor agreement through the “surprise” effect by alternating and presenting
relevant and non-relevant document for relevance assessment. Two documents of
similar relevance next to each other can lead to more uncertainty than having
two documents where one is obviously relevant, and the other is not. “Surprise”
occurs when judging an obviously relevant and non-relevant document together. We
experimented with several presentation ordering using topics of various system and
user topic difficulty. We demonstrated that agreement is higher when documents
are ordered using our proposed ordering method than other presentation orders such
as random and expected decreasing relevance order. The likely explanation for this
is priming, that is, assessors are exposed to documents of the different relevance
category in the initial assessment list unlike the other two presentation orders. The
overall findings suggest that assessor agreement can be refined by using an ordering
which primes assessors with documents of different relevance levels initially. This
chapter contributes to help and find appropriate document presentation ordering
that maximise assessors agreement and the reliability of relevance judgements in the
construction of test collections when relevance judgements are not readily available.
6.2 Future Directions
In this section, we summarise the findings based on the research questions and discuss
potential areas of research for future directions. To summarise the key findings based on
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the Research Questions in Section 1.2:
RQ1: Does the presentation order of documents for relevance judging affect assessors
agreement?
We investigated the problem using two common document orderings–Rel order and
DocID order, and the influence on assessor agreement. The result shows assessors’
agree more when they judge documents in DocID order.
RQ2: Does the difficulty (system and/or user) of a topic in relevance judging affect assessor
agreement?
We analyse topic difficulty from system and user perspective. How difficult it is
for an IR system to retrieve relevant documents for a topic defines system topic
difficulty. How difficult it is for an assessor to judge document relevance for a topic
provides the context of user topic difficulty. Though the correlation between user
and system topic difficulty is weak, the overall trend is, assessors agreement is higher
on easy topics than on hard topics.
RQ3: Does the amount of time spent on judging documents have an effect on relevance
assessment?
We studied the time that assessors need to make relevance judgements, and the
influence of topic difficulty, the relevance of the underlying document, and document
order. Our results show a significant relationship between judgement speed and
topic difficulty. Evidence from our study indicates a significant relationship between
the documents’ relevance level and judging speed. Compared to DocID, assessors
spend less time when they judge documents in Rel Order. However, the ordering
effect is not significant when also accounting for document length variance.
RQ4: Does the level of agreement help gauge the quality of relevance assessment?
To address this question, we compare the reliability of judgements gathered using
three different bronze– where the judge is not the originator of the information need
for which relevance is being assessed and is not a topic expert– assessor groups.
Lab, CF-Topic and CF-Document are the three assessor groups used to address the
research question. Our study result shows that Lab assessors exhibit a higher level of
agreement with a set of ground truth judgements than CF-Topic and CF-Document
assessors. Inter-rater agreement rates show analogous trends. These findings suggest
that in the absence of ground truth data, the agreement between assessors can
reliably gauge the quality of relevance judgements gathered from secondary assessors,
and that controlled Lab user studies are more likely to produce reliable judgements
despite being more costly. When comparing CF-Topic and CF-Document, we found
higher agreement in CF-Document, and it is three times cheaperthan CF-Topic.
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RQ5: How can we maximise the quality of relevance assessments when constructing new
test collections?
To answer this question, we propose a new presentation ordering technique that
interleaves the most and least likely relevant documents; we call this approach Inter-
leaved Likelihood of Relevance (ILR). We compare two commonly used presentation
orderings –Decreasing Likelihood of Relevance (DLR) and Random Likelihood of
Relevance (RLR)– with our new proposed ordering (ILR) designed to help assessors
easily identify relevant and non-relevant documents. The key finding is that our
proposed presentation order is the most effective order to maximise agreement which
leads to higher overall agreement.
The potential directions for future works include a diverse range from proposing a
baseline document presentation order for relevance assessment to studying the cognitive
aspects of topic difficulty and the influences of such on the overall evaluation of retrial
systems.
 Investigating techniques of predicting the contribution of each individual assessor
to the overall agreement in relevance assessment is an important problem. All
assessors are not equally reliable, and hence the influence of each individual assessor
to the overall agreement varies. As a result, studying methods of predicting the
contribution of each individual assessor, and identifying those unreliable assessors
prior to completing more assessment tasks is desirable but challenging. One way of
achieving this could be with the help of a qualifying test administered at different
stages of the relevance assessment task; so an assessor who performs well initially
can also be filtered out from submitting noisy judgements at later stages of the
assessment exercise. The mechanism of modelling and implementing the qualifying
test is open for investigation. The significance of the test will be to automatically filter
unreliable assessors from the assessment task prior to submitting noisy judgements.
This will help improve the quality of assessments gathered for the evaluation of the
effectiveness of information retrieval systems.
 Due to budget and time constraints, this study was carried out using a limited number
of topics and documents. Experimenting with additional topics and more number of
documents will help to project the findings of the study to a wider context of test
collection development. In addition, the users notion of topic difficulty interacts with
several other factors such as familiarity and expertise. Investigating ways of eliciting
and modelling user topic difficulty for relevance assessment is an interesting future
endeavour. In addition, it is known in IR that the “best run” does not perform
equally well for for all topics in the task [19]. Identifying those topics where the
“best” performing system performs poorly and analysing their interaction with the
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users notion of topic difficulty might give an interesting insight to understand topic
difficulty.
 Exploring the interaction between the time an assessor takes to judge a document
and agreement is an interesting future endeavour. That is, how does time correlate
to agreement? Exploring as cut-off point in time during the assessment exercise right
before assessors start to exhibit significant disagreement could add additional cues
to the study of how long an assessor should continuously judge relevance without
interrupting. Investigating the cumulative effect of time spent judging documents
and its interaction with the level of agreement will help set the duration of user
study experiments per assessor for gathering reliable relevance assessment. This
could add further insight to the construction of reliable test collection.
 The choice of relevance scale is known to affect relevance judgement [64]; however,
how this affects agreement is an open area of further study. The ease and number
of rating categories and how these affect agreement and reliability of relevance
assessment will provide an interesting insight to understand the effect of relevance
scales and categories on eliciting reliable relevance judgements from assessors.
 Experimenting on the problem we investigated using a within subjects design might
provide an interesting result. That is, due to number of documents and topics, our
experiment is conducted using a between subjects design. A within subject design
adjusts to biases that might arise due to individual differences; and comparing the
findings resulting from this design with our results will provide additional insight to
the problem and the experimental design.
 We experimented with only three classes of bronze-assessors to gauge the quality
of relevance assessment. Extending this to include other configurations of bronze
assessor classes such as varying the number of documents per page and study how
that affects the quality of relevance assessment is an opportunity for further study.
 Investigating the problem with additional document presentation ordering techniques
to maximise agreement on the basis of topic difficulty and number of documents to be
judged is useful for improving the quality of relevance assessments and the reliability
of test collections. In addition, establishing a baseline document presentation order
that maximises agreement and reliability of relevance assessments is an interesting
problem with far reaching significance for the reliability of relevance judgements.
 We studied the order of a document presented as an independent variable. Herr
et al. [70] studied contextual phenomena such as priming and its consequences like
assimilation and contrast and the effect of such on a judgement. It is possible to
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ask interesting questions such as “What are the different contextual phenomenon
likely to lead to an ordering effect?” and “How each of the contextual phenomena
identified affect order?” by studying order as a dependent variable. One way of
achieving this can be by exposing subjects to the independent variable(for example,
priming) and ask them to order tasks or documents of a topic.
6.3 Closing Remarks
The work presented in this thesis helps us understand the influence of document presenta-
tion order and topic difficulty in relevance assessment. We believe that our approach will
contribute to understanding factors (topic difficulty and order of presentation) affecting
assessors during a relevance assessment task. This will help us order documents in such a
way that assessors can recognise relevant and non-relevant document easily, and gather
reliable relevance assessments in situations where gold assessments are not available.
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Table A.1: Contributing run submission names of Trec8 and Trec7 for the topics of our main
experiment.
TREC8 TREC7
1 MITSLStd acsys7al mds98t
8manexT3D1N0 MITSLStdn acsys7mi mds98td
acsys8alo nttd8ale APL985LC MerAdRbtnd
acsys8amn nttd8alx APL985SC MerTetAdtnd
AntHoc1 ok8alx att98atdc nectitechdes
apl8c221 ok8amxc att98atde nsasgrp3
apl8n orcl99man bbn1 nsasgrp4
att99atdc pir9Aatd Brkly25 nthu1
att99atde pir9Attd Cor7A1clt nthu2
Dm8TFbn plt8ah2 Cor7A3rrf nttdata7Al2
Dm8TFidf READWARE dsir07a01 ok7am
Flab8as READWARE2 dsir07a02 ok7ax
Flab8atdn ric8dpx FLab7ad pirc8Aa2
fub99a ric8tpx FLab7at pirc8Ad
fub99tf Sab8A1 ibmg98b ScaiTrec7
GE8ATDN1 Sab8A2 ibms98a t7miti1
ibmg99a surfahi1 ibms98b tno7exp1
ibmg99b surfahi2 iit98ma1 tno7tw4
ibms99a tno8d3 INQ501 umd98a2
ibms99b tno8d4 INQ502 uoftimgr
ic99dafb umd99a1 INQ503 uoftimgu
iit99au1 unc8al32 iowacuhk1
INQ603 unc8al42 iowacuhk2
INQ604 UniNET8Lg jalbse011
isa25 UT810 jalbse012
isa50 UT813 lanl981
kuadhoc uwmt8a1 LIArel2
mds08a4 uwmt8a2 LIAshort2
Mer8Adtd1 weaver1 LNaTitDesc7
Mer8Adtd2 weaver2 LNmanual7
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APPENDIX B
Instruction Used for the
CrowdFlower Experiment
B.1 Rate the Difficulty of Search Topics
Overview
Help us determine the difficulty of a topic expressed in terms of Query, Description
and Narrative.
Steps
1. Read and Understand the Search Query
2. Read and Understand the Description of the topic
3. Read and Understand the Narrative of the topic
4. Rate each questions based on the information given as query, description and
narrative.
Rules & Tips
You should be assessing the results based on the information need.
 An information need is expressed as query, description and narrative.
– A query is a search term which a searcher submits to search engine.
– A description provides additional information about the query.
– A narrative contains statement on what makes a document relevant.
 Review the information we’ve provided before making your decision.
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Rating Definitions
 1 corresponds to Not at all
 2 corresponds to Slightly
 3 corresponds to Somewhat
 4 corresponds to Moderately
 5 corresponds to Very much
Examples
Not at all Very much
1 2 3 4 5
Not at all Very much
1 2 3 4 5
Not at all Very much
1 2 3 4 5
Not at all Very much
1 2 3 4 5
Not at all Very much
1 2 3 4 5
Not at all Very much
1 2 3 4 5
How interested are you to learn more about the topic?
How much do you already know about the topic?
How clear is the information need for the topic?
How difficult do you think it will be to search for information for the topic?
How difficult do you think it will be to determine the relevance of documents 
for the topic?  
Overall how difficult do you think the topic is?
Title: Hubble Telescope Achievements
Description: Identify positive accomplishments of the Hubble telescope 
since it was launched in 1991.
Narrative: Documents are relevant that show the Hubble telescope has pro-
duced new data, better quality data than previously available, data that has 
increased human knowledge of the universe, or data that has led to disproving 
previously existing theories or hypotheses. Documents limited to the short-
comings of the telescope would be irrelevant. Details of repairs or modifica-
tions to the telescope without reference to positive achievements would not be 
relevant.
Figure B.1: An example topic and interface used to familiarise assessors to the task.
166
B.2 Judgement Variation in Relevance Assessment
Overview
In this job, we need your help to rate the relevance of retrieved documents and queries.
*Note: This is a part of research project on Judgement Variation in Relevance
Assessment. The results (relevance judgement) will appear in publications (including
journals and/or conference proceedings). The task is strictly voluntary and anonymous.
By completing the task, you are giving consent for us to use your result for our project.
Steps
1. Read the query, description and narrative
2. Read the document
3. Carefully provide ratings for the relevance between the documents and the query.
There are 4 different corresponding to how strongly you feel about the relevance,
non-relevant, marginally relevant, relevant and highly relevant. The rating is required
for the task.
4. Leave remarks about the task for at least one aspect on why you believe the document
is highly relevant, relevant, marginally relevant or non-relevant. You can give your
explanation, or copy and paste the sentence from the document that you found
relevant to this text box. This is required and will be used to decide whether your
judgement is useful or not for the task.
5. Please also leave your comments if you are not confident in your answer, or if the task
description or instruction or examples are clear or not. This is highly appreciated so
that we can improve the quality and clarity of this job and future jobs.
Rules & Tips
 Review the information we have provided before making your decision.
 Choose:
– Highly relevant: The document discusses the themes of the topic exhaustively.
In case of multi-faceted topic, all or most sub-themes or viewpoints are covered.
Typical extent: several text paragraphs, at least 4 sentences or facts.
– Relevant: The document more information than the topic description but the
presentation is not exhaustive. In case of multi-faceted topic, only some of the
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sub-themes or viewpoints are covered. Typical extent: one text paragraphs, 2-3
sentences or facts.
– Marginally relevant: The document only points to the topic. It does not
contain more or other information than the topic description. Typical extent:
one sentence or fact.
– Non-relevant: The document does not contain any information about the
topic.
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Example
 the  water level. Petrobras is associated in the deal with the  company BHP Australia and other 
European companies. Even by selling 20 percent of its participation, Petrobras still holds 
40 percent of the capital of this enterprise, which is called San Julian-Marine. "We are still the 
largest shareholders in the deal," Renno said.  Petrobras also is investing in a new gas prospect-
ing area in  northwestern Argentina and is selling fuel oil to Buenos Aires  thermal electric 
plants.  
  "Brazil is currently the main buyer of Argentine oil and  Argentina is our second supplier after 
Saudi Arabia," Brazilian  Ambassador to Argentina Marcos Azambuja said.   Yesterday was a 
good day to commemorate the increase of  Brazilian purchases. The Argentine Government has 
published its  January trade balance figures. And there was no good news.  Argentina registered 
a $600 million deficit, which is larger  than last year's accumulated January-May deficit. The 
Argentine  trade deficit with Brazil in January was $96 million.  Yesterday was a typical Mer-
cosur [Common Market of the South]  day in the Brazilian Embassy in Buenos Aires. A group 
Query:
Falkland petroleum exploration
Description:
What information is available on petroleum exploration in the South 
Atlantic near the Falkland Islands?
Narrative:
Any document discussing petroleum exploration in the South Atlantic 
near the Falkland Islands is considered relevant.  Documents discussing 
petroleum exploration in continental South America are not relevant.
Read the document below and carefully provide the rating for how 
strongly you feel this document is relevant to the query.
Please provide how much the document retrieved is relevant to the query?
Non-relevant Marginally relevant Relevant Highly relevant 
The document contains more information than the topic descritption. Examples from the text are President 
Joel Renno was in Buenos Aires on 13 April closing  several deals. ...  Petrobras also is investing in a new gas 
prospecting area in  northwestern Argentina and is selling fuel oil to Buenos Aires  thermal electric plants. 
Provide at least one aspect from the text on why you believe the document is 
highly relevant, relevant, marginally relevant or non-relevant.
Remark about the clarity of the task and your confidence about the answer 
The task is clear and I am confident that I can be able to identify relevant documents to the given query, 
description and narrative. 
Figure B.2: An example topic and interface used to familiarise assessors to the task.
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APPENDIX C
Script Read Out to Assessors and
Instructions Used for the Lab
Experiment
Assessors are greeted when they arrive for the experiment and a script is read out to
assessors. Following the script read, assessors proceed to the task instruction.
C.1 Script Read to Assessors
Dear Participant,
Thank you for agreeing to take part in this survey. The purpose of the survey is to
investigate and model the effects of assessor disagreement in information retrieval systems.
The entire survey should take you a maximum of 1 hour.
The survey has four parts. The first part provides a training to familiarise you with
the assessment environment. The second part gathers basic demographic information and
your prior search experience. The third part of the survey is where your will spend most
of the one hour session judging documents pertaining to the information need provided.
There are a total of 30 documents for each query which you will judge. For each query, you
will decide if the document is relevant to the information need. Finally, you will answer
questions to assess your overall search experience and understanding of the search task
you have just completed.
After completing the survey, you will receive a A$20 Coles-Myer gift voucher for helping
in this survey. Thank you once again for participating in the study; should you have the
need for further explanation, please feel free to ask any time.
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C.2 Instruction
The Assessment Task
The aim of this task is to assess the relevance of documents for a particular search query.
You will be provided with a search query to work on. You will then be presented
with a serious of documents, one at a time. Read each document and decide if it is relevant
for the query based on the following relevance criteria:
Highly relevant: The document discusses the themes of the topic exhaustively.
In case of multi-faceted topics, all or most sub-themes or viewpoints are covered.
Typical extent: several text paragraphs, at least 4 sentences or facts.
Relevant: The document contains more information than the topic description
but the presentation is not exhaustive. In case of multi-faceted topic, only some of
the sub-themes or viewpoints are covered. Typical extent: one text paragraph, 2-3
sentences or facts.
Marginally relevant: The document only points to the topic. It does not contain
more or other information than the topic description. Typical extent: one sentence
or fact.
Non-relevant: The document does not contain any information about the topic.
Instructions
Thank you for helping with this relevance assessment task. The aim of the task is to
establish whether a series of displayed documents are relevant to a stated search query.
The task consists of four components:
 Short training exercise
 Pre-experiment questionnaire
 The main document assessment exercise
 Post-experiment questionnaire
When you are ready to start, please press the next button to proceed.
Thanks for participating.
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APPENDIX D
Questionnaire Used for the Pilot
Study
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Not familiar Extremely familiar
Not clear 
at all
Extremely
 clear
Not confident 
at all
Extremely
 confident 
Submit
How familiar are you with the search 
topic?
topic?
How clear is the information need for the search
How confident are you in being able to identify relevant
documents for the search topic?
Figure D.1: Pre-experiment questionnaire used before the completion of each topics in the
pilot study.
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Not familiar Extremely familiar
Not clear 
at all
Extremely
 clear
Not easy 
at all
Extremely
 easy
Submit
How familiar are you with the search 
topic?
topic?
How clear is the information need for the search
How easy was it to identify relevant documents for the
 search topic?
Figure D.2: Post-experiment questionnaire used after the completion of each topic in the pilot
study.
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APPENDIX E
Questionnaire Used for the Main
Study
E.1 Pre-experiment Questionnaire
The aim of the pre-experiment questionnaire is to gather general information about partic-
ipants search experience. It is general and anonymous.
Thank you for your cooperation.
1. Type the unique user identifier provided to you by the researcher in the space
provided.
( )
2. Please type your age in the space provided.
( )
3. Select your gender
◦ M ◦ F ◦ X
4. Choose your educational level.
◦ doing Undergraduate ◦ doing Postgraduate
5. I use a search engine like Google, Bing or Yahoo everyday.
Strongly agree ◦ ◦ ◦ ◦ ◦ Strongly disagree
6. I am good at finding information using a search engine like Google, Bing or Yahoo.
Strongly agree ◦ ◦ ◦ ◦ ◦ Strongly disagree
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E.2 Post-experiment Questionnaire
I am interested to learn more about 
the topic.
I already know much about 
the topic.
The information need is clearly 
specified.
It is difficult to search information 
for the topic.
It is difficult to determine the relevance 
of documents for the topic.
Overall the topic is difficult .
Strongly agree Strongly disagree
Submit
Figure E.1: Post-experiment questionnaire used after the completion of each topic in the main
study.
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Index
AAP, 118
Agreement, 50
Cohen’s Kappa, 84
Cohen’s kappa, 52
Fleiss’ kappa, 52
gold agreement, 31
inter-rater agreement, 28, 31, 48
intra-rater agreement, 29, 86
Krippendorff’s alpha, 53
Percent agreement, 51
reliability, 50, 105
weighted kappa, 86
Assessment error, 49
assessor, 26
bronze, 99, 115
bronze assessor, 48, 100
gold assessor, 48, 100
non-TREC assessor, 49
secondary assessors, 100
silver assessor, 48, 100
TREC assessor, 49
bronze judges
CF-Document, 100
CF-Topic, 100
Lab, 99, 100
clarity score, 55
classes of judges, 29
bronze, 29
gold, 29
silver, 29
cognitive aspects, 50
cursoriness effect, 50
learning effect, 50
subneed scheduling effect, 50
Cognitive bias, 49
crowdsourcing, 101
quality, 102
quality control, 103
requester, 101
worker, 101
drift, 137
dwell time, 61, 73, 81, 138
NDT, 73, 80
NPS, 73, 80
effectiveness, 25, 37
AP, 39
DCG, 41
F-measure, 39
MAP, 40
k, 39
precision, 37
recall, 37
efficiency, 25
evaluation campaign
CLEF, 27
FIRE, 27
INEX, 27
NTCIR, 27
TREC, 27
evaluation campaigns, 114
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gold agreement, 130
Gold Benchmarking, 115
Gold Guided Design, 115
gold standard, 105
graded relevance scales
Highly relevant, 37
Marginally relevant, 37
Non-relevant, 36
Relevant, 37
Graeco-Latin square, 121
High-effort documents, 61
inter-rater agreement, 130
Judgement consistency, 28
MAP, 118
NTCIRPOOL, 117, 124
polysemy, 56
pooling, 27
priming, 49, 114
query, 25
query length, 56
relevance, 26, 28, 35, 100
quality, 51
subjective, 26
system or algorithmic, 26
system view, 35
user view, 35
relevance judgement, 27
quality, 65
relevance scales, 36
binary, 36
non-binary, 36
search result dependent, 55
search result independent, 56
significance test, 41
Cronbach′s α, 46
χ2, 44
τ , 44
W , 45
t-test, 42
ANOVA, 43
significance tests, 79
ANOVA, 80
chi-square, 80
Tukey’s HSD, 90
system topic difficulty, 55, 118
post-retrieval, 55
pre-retrieval, 55
test collections, 27
time, 29
dwell time, 29
topic, 27
description, 28
narrative, 28
number, 28
title, 28
Topic difficulty, 29, 55
ambiguity, 60
system view, 29
users view, 30
user topic difficulty, 94, 118
Variables, 78
dependent, 78
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