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INTRODUCTION
A two-dimensional image is usually stored as digitized samples uniformly distributed in a plane. The matrix elementf, represents the gray level of a pixel located at position row i and column j . This representation allows convenient renditions of images as twodimensional patterns. Shannon's sampling theorem requires that the spatial sampling frequency be at least twice the highest frequency component in the image, or aliasing error will be introduced. In reality, image signals are always contaminated with noise such as quantum noise caused by the sensor and thermal noise caused by the circuit. Even though the image representation is exact, real samples are always an approximation to the original signal. McCaughey and Andrews [ l ] showed that it is beneficial to consider functional approximations of an image as a surface with a "defined degree of freedom" related to the information content. B-spline functions (piecewise polynomials) are placed at regular positions with variable densities to approximate this surface. Although the signal representation using B-spline functions is not exact, the resulting data compression reduces the total storage required.
The approximation techniques for image signal representations were summarized by Ram [ 2 ] . Besides the raster matrix, the signal can be represented by graphics descriptions. One approach is to use vectors such as in a chain code. Another method is to use ordered coordinates which can be contours with associated gray levels between them. A third approach is to use gray level samples irregularly spaced in the plane. Intuitively, sampling with regular spacing is wasteful in areas where no gray level variations exist. If the samples can be selected strategically the representation becomes more efficient. The issue is how to determine the irregular sample spacings in the plane.
In Andrew's work, the image is divided into many smaller rectangular blocks [I] . A B-spline function with evenly distributed knots is used for interpolation within each block. The density of knots, or samples (the B-spline coefficients) is different for each block and is proportional to the value of in the block where 11 . \I2 is the L2 norm. When the gray level variation is large in the block, a higher density of knots is used. Basically, uniformly spaced samples with different densities in each block are employed in Andrew's work. The issue of how to choose irregular sample spacings in the plane is still not resolved.
A new method to select the irregular samples is reported here. Samples are placed along the gray level contours of an image based on the curvature of the contour as well as the contour density in the neighborhood. Experimental results show that this is a viable way to select irregular samples in an image. Two methods are employed to reconstruct the image surface from the irregular samples, and the reconstructed image is evaluated against the original image both quantitatively and qualitatively. The proposed method was tried on four sets of aerial photographs, from a simple scene to busy scenes. The tradeoff between the data compression ratio and the relative mean square error is illustrated, and the sensitivity of the process to variations in parameters is also addressed.
U.S. Government work not protected by U.S. copyright BACKGROUND The objective for computer vision, image understanding, and pattern recognition is to extract information about three dimensional objects from images. The process always employs analysis, but this can be considered as the solution to an inverse problem in which information about the structure of the object is determined. Much research effort has been directed toward characterizing and describing the structure in an image. This is discussed by Shani and Ballard in [3] . The fundamental problem is the large amount of image data. It is important to condense the information contained in an image using some description so that matching or recognition is easier. Representing an image using irregular samples is one kind of condensing process, and the interpolated surface between samples may be used to characterize the unknown object. In this correspondence the characteristics of this reduction process are studied.
In 1967, Graham reported results of computer simulation of an image transmission system [4] . He extracted the low frequency components by retaining slow background variations from the image. A trace procedure is used to extract closed contours from the edge enhanced picture, and an efficient vector direction change coding method is used to transmit the contours. To reconstruct the output, both the low frequency image and the edge image are properly scaled and combined. It was demonstrated that contours can be used to transmit edge pictures. Other image coding techniques are discussed in the literature (241. In the work presented here, samples are selected not along the edge contour but along the gray level contour, and the redundancy in the contour itself is suppressed.
In computer geometrical design and computer aided design (CAD) an object is usually represented by surface patches and control vertices which are located at irregular positions in space [SI, [6] . This is a typical synthesis process. Efforts were usually concentrated on interpolating the surface patch with piecewise smooth polynomials such as B-spline functions [6] . A user specifies the control vertices in an interactive graphics environment, and irregular samples characterizing the object are extracted manually. It is also possible to generate shaded displays. This method of showing shaded images under illumination is used both in CAD and the computer aided tomographic (CAT) images [7] . The CAT images are cross sectional slice views of a human body. To show anatomical structure it is necessary to define the boundary line in the CAT slice images first. Block and Udupa have reported that the boundary detection still relies on human interaction [7] . Points are extracted from the adjacent slice contours to form either a triangular or quadrilateral tile. This triangulation process was first studied by Keppel [8] . He selected the points on the contours to maximize the enclosed volume. This strategy was modified by others to make it more efficient [9J, [12] , but, still no automatic solution shows better results than manual procedures [7] . To a certain extent, the ideas of selecting tiles from contours is somewhat related to the ideas of selecting irregular samples proposed here. The samples of an image do not have to be vertices of any specific tile. The samples are selected to capture the information in the image, and a large amount of contour redundancy is removed.
In digital terrain modeling, a raster matrix representing elevation is used to generate cartographic contours. Jancaitus and Junkins used a least squares procedure to fit a polynomial to neighboring points in space which were regularly distributed on a predetermined grid [IO] . They then interpolated these patches using a polynomial weighting scheme called Weight Interpolation Technique (WIT). Peucker et a l . pointed out quantitatively that digital terrain models often are needlessly redundant [ 1 11. He proposed manual selection of sample points and links which constitute the triangular irregular network (TIN). The study emphasized the accuracy of the generated contours and terrain features such as peak, pit, channel, ridge, and pass.
Here, an automatic selection of irregular samples from the image surface is studied. The requirements on the sampling process depend on the accuracy that must be retained in the compressed surface model. In the case of terrain modeling, the samples have to yield accurate cartographic features. In the case of image surface modeling, the samples need only yield compressed results with relevant image information retained and redundancy and noise removed. Part of the difficulty is that the definition of relevant information and noise is usually application dependent. Here, irregular sample selection is studied in the context of image compression.
EXPERIMENTAL PROCEDURES
The experimental procedures here can be divided into three phases: contour extraction, irregular sample selection, and surface reconstruction. In the evaluation process, the reconstructed signal is compared with the original signal both qualitatively by human observers and quantitatively in a computer. It is also of interest to reveal the sensitivity of the process to various parameter settings. The objective is to search for a stable set of parameters that can be used in the reduction process.
Contour Extraction
Due to possible noise in the original signal, the first step is a 3 X 3 averaging filter operation. The contour extraction uses a tracing algorithm, and the user can specify the number of layers (NL) needed. The layers are evenly distributed from gray level minimum to maximum. Each layer may contain one or more contours. Contours of a layer which are specified as a sequence of connected points in the plane, are cuts of the image surface with a plane perpendicular to the gray level axis. Three forms of outputs are generated from this process:
1) The layer record, which contains the gray scale of each layer and the number of contours that belongs to it.
2 ) The contour record, which has contours (closed or open) concatenated together in the record.
3) The character map, which contains nonblank characters from A to Z in a matrix to represent the projection of contours of all layers onto the image plane.
Because of noise, many contours with small numbers of points are generated in the process. A smoothing effect is achieved by eliminating contours with fewer points than a specified threshold (THRES).
Irregular Sample (Knot) Selection
Irregular knots are chosen along the contours. Wherever the contour curvature changes rapidly, more knots are chosen to achieve a smoother and closer fit. Another factor requiring more knots is the density of contour lines of all gray levels in the neighborhood of a point. Consequently, the irregular sample selection method is sensitive to the two-dimensional gray scale variation in the image. This allows irregular knots to be selected automatically, and the number of selected knots is much less than that of the number of pairs in the contours. Hence, a high compression ratio can be achieved.
Dierckx's [14] method is used here for spline approximation. t , ] , for i = 1, 2, . . . , n + 1, S, and S,
The objective is to select knots so that the following goals are 1) S,(z) and S y ( z ) should be as smooth as possible. 2) S,(z) and S,(z) should fit the m contour points as closely as specified. Obviously a compromise is needed between these two contradictory objectives. For each point (x, , y , ) there is a positive weight w, . To measure the closeness of fit, the weighted sum of squared residuals 6 is used.
where w, essentially controls how closely S, and S , should fit the individual point. Usually w, is determined by the inverse of the noise standard deviation in the measurements. In our case, w, is a function of the contour density. The lack of smoothness 7 can be measured as the total discontinuity of the kth derivatives.
with discontinuity of the kth derivative at knot tj given as,
, means that the t approaches t, from the positive (right) side; conversely r, -o means the opposite.
Let SF be a nonnegative smoothing factor to control the extent of smoothing. The approximation criterion is formulated as:
Minimize 7 subject to 6 5 SF.
Two issues are involved here. One is how to choose a set of knots, and the other is how to calculate S, (z) and S, (z) such that the above goals are satisfied. Dierckx [15] starts with a least square polynomial with knots at the end points and successively adds knots to the interval with the largest square residual in (3) . The number of knots added at each iteration depends on the number added on the previous step and on the total residue reduction. It is an adaptive strategy such that the spline will have more knots in those regions where the function underlying the data changes more rapidly. After finding the set of n knots, a rational interpolation scheme is used to iteratively search for the approximation [14] , [16] .
S, (z, ) and S, (z, ) are evaluated at the knot positions z, for j = 1, 2 , * . , n which are the positions of the irregular samples. The gray scale level and the positions of these samples form the new representation. This procedure does not try to find the minimum number of knots nor their optimal positions, but the size of the knot set n is much smaller than the size of the data points m.
If SF is large, it is a loose fit, and consequently fewer knots are needed for a satisfactory fit, and the approximation becomes smoother. When a large number of data points ( m ) are involved, the computation time increases significantly. It is necessary to increase SF to keep the computation time reasonable. On the other hand, too large a value of SF introduces inaccuracy due to too much smoothness. An experimentally determined SF value SF = &(m modulo 100 + 1) ( 5 ) was found to yield good results. Modulo 100 is just one choice used here.
When the contour density is high around a data point, a large w, is assigned to that point. In order to keep the total residual in (3) small, more knots are added into the set near that point. For each point, the number of contours of all layers along the north, east, south, and west directions are counted from the character map as qn, qel qs, and qw. The spatial extent of the counting is restricted to 5 pixels. The density of the contour is q, = MAX (q,,, qe, q s , q w ) . W , = WO + 4, AW ( 6 ) where wo is the base weight, Aw is the incremental weight, q, is the contour density.
If a contour map is noisy, more knots are used to represent the noise. In our contour extraction process, prefiltering and post threshold operations are designed to avoid this situation.
Surface Reconstruction
In the new representation, a set of distinct irregular samples are given as the triple ( x k , Y k , f k ) . k = 1, 2, * , N . For reconstruction, it is necessary to find a smooth function F ( x , y ) such that F(xkr y k ) = f k , k = 1, 2, * , N . If the value of F ( x , y ) at a point depends on all f k , it is a global interpolation. On the other hand, if F ( x , y ) depends only on the neighboring f k values, it is a local interpolation. Obviously, the correlation between two pixels usually decreases rapidly with the distance, thus, influence of a sample must be inversely proportional to the distance from it. Local interpolation methods were used in this investigation to keep the reconstruction time reasonable. Many other interpolation techniques are also discussed in the literature [ 161, [17] , [23] . Grimson and Terzopoulos have done recent work on visual surface reconstruction using scattered data [21] , [22] . Two simple methods adopted here are the triangle element method and the local thin plate spline method.
The Triangle Element Method: In the triangle element method, the first step is to build a triangular network covering the convex hull of the samples. The ( x k , Y k ) are the vertices of the triangular cells. The second step involves the evaluation of an arbitrary point (x, y ) in the output array. It is done by linearly interpolating the point from the values at the vertices of the triangle to which the point belongs. This method generates a CO continuous surface. The first derivative is discontinuous across the edges of the triangles. The construction of triangular cells that partition the convex hull for a given set of samples is not unique. Some triangularizations are superior to others in the sense that fewer long thin triangles are generated. The algorithm reported by Lawson [ 181 is adopted here. Using the three closest pairs of points, the first triangle is constructed. Points are added in a sequential manner in ascending order of the distance from the midpoint of the existing edge visible to it. The triangle and the new neighboring triangle together form a quadrilateral. The program tests whether the alternative dissection can increase the minimum interior angles of the resultant two triangles. Whenever necessary, adoption of the new triangle is made.
The Thin Plate Spline Method: Dunchon and Meinguet originally developed the thin plate spline theory for global interpolation [19] , [20] . The thin plate spline is used here to yield a local interpolation over a small region of validity based on the enclosed samples. The image plane is divided into many overlapping regions of validity. The local interpolation functions obtained for these regions are then blended together by the weight functions which form a partition of unity on the plane. The idea of a weighted average of local surfaces was studied by Jancaitus, Junkins, and Franke [lo] , [ 171. Jancaitus and Junkins showed that the local surfaces can join with each other smoothly across a boundary. Depending on the choice of the weighting function, nth order continuity can be achieved. Franke's approach, which is used here, yields a C' continuous interpolation surface.
Over the plane, an auxiliary grid can be arranged with grid points 
It has the following properties:
F ( x , y) is at least as smooth as Wij and
F ( x , y) depends only on data, i.e., given a (x, y), only four terms are nonzero.
The weight function WiJ is a bicubic Hermite polynomial [17] , and r2 is the total number of regions of validity. The local approximation Q,,(x, y ) is a thin plate spline forced to pass through the data samples in RI,.
This system is symmetric, but not positive definite, and can be solved for the unknowns A k , a , b, and c. Then the interpolated pixels at the output grid can be calculated from (7). The Number of Points Per Region (NPPR) specifies the average number of points within the R,,. The total number of rectangles in the auxiliary grid is ( r + 1 )*, and each contains one-fourth of the total NPPR points.
Therefore, ( r2 + 1 )2( 1 /4) NPPR = N a n d is used to set up the auxiliary grid EXPERIMENTAL RESULTS A N D EVALUATION To compare the reconstructed image F ( x , y ) to the original image g(x, y ) the root mean square error, E R M S , is used. The relative error E R E L , on the other hand, shows the overall error relative to the energy in the image. Knowing that least square criterion sometimes is irrelevant, the evaluation by a human observer is also a key factor in deciding how effective these processes are.
Four different images, ranging from the monotonous scene in As mentioned previously, many parameters are stable enough so that their variation does not change the results significantly. Based on our experience, only w,, and Aw, are varied to show the dependency.
In order to evaluate the effect of contour extraction in the experiments, several measurements were used. In each process the CPUTIME (minutes) shows the execution time required for that process.
A series of ten experiments were performed for each of the images using different input parameters. The measurements and the associated input parameters for each of the images are tabulated. For example, the results for the experiments conducted with image 1 are shown in Table I . Changing the input parameters in each process can affect the reconstructed results to a certain extent. Thus, it is necessary to evaluate intermediate results for revealing the sensitivity of the process. After contour extraction, a contour plot can provide some idea about the effect of changing parameters. The contour plot corresponding to Fig. I , with one set of NL and THRES, is shown in Fig. 2 where all (x, y ) pairs are connected with line segments.
It was found that other kinds of smoothing filters, such as a median filter, can be used in lieu of the 3 X 3 average filter. The number of contour layers (NL) chosen directly affects the number of contours (TOTCONT) generated. It is satisfactory to use a value of NL between I O and 15. A smaller value of NL tends to introduce more error in the reconstructed results, and a larger NL tends to degrade the compression ratio. In the post thresholding operation, any contour with a number of pairs less than "THRES" is eliminated. If "THRES" is too large, more contours with smaller sizes are removed from the image so that detail in the result degrades. A value ranging from 5 to IO for "THRES" was found to be satisfactory. The TOTPAIR shows the total number of contour pairs which is proportional to the length of the contours extracted. For VAX 750 CPU. the simple salt pan scene, only 12 011 pairs were generated. For the complicated house scene, the generated pairs were as high as 36 793.
In the irregular sample selection phase, as mentioned previously, the smoothing factor SF controls the compromise between the smoothness and the closeness of fit. It is proportional to the length of the contour as shown in (5). For each sample, there is a weight w, in (6) which controls the fit. For areas where the sample has a large wJ , the approximation has to be closer to the samples so that the total squared residual 6 can be kept within a certain bound. The w, is proportional to the contour density in the neighborhood determined by the size SPAN. Therefore, q, can be as high as 5. Approximately five different settings of wo and Aw were used in the experiments, and the details are shown in Table I . The number of selected knots n is highly dependent on the setting. For a patameter setting of w, , = 1.2 and Aw = 0.2; the worse case w, is 2.2. The image in Fig. 1 had 4570 selected knots generated. Using a different setting, wo = 1 .O and Aw = 0, the worse case w, is 1 .O.
Consequently, there were only 3223 selected knots. As shown in Table I , given the same wo, the number of selected knots and the execution time are proportioned to the worst case w,. On the other hand, the compression ratio C, is inversely proportional to the worst case w,. Thus, it is observed that larger wo's always increase the number of selected knots.
The contour plot of the selected knots with various wo's and Aw's is also compared with the contour plot after the contour extraction process. Line segments were used to connect the selected knots in the plots. The contour plot of the selected knots for one parameter setting is shown in Fig. 3 . Comparing Figs. 2 and 3 , it is obvious that large amounts of redundant contour information were suppressed.
In the triangle element reconstruction process, the total number of triangles (TRIA) generated is proportional to the number of irregular samples. Consequently, five times longer execution time is required for the complicated residential house image than the simple image. For the runway image in Fig. 1 , the triangle element reconstructed image is shown in Fig. 4 .
In the local thin plate spline reconstruction process, NPPR was chosen with a value from 10 to 20. The larger NPPR is, the bigger the region of validity, because more samples are used to do the local approximation. Consequently, the execution time for a larger NPPR is slightly longer. The root mean square error and relative error for each reconstruction process are shown in Table I . The local thin plate spline reconstructed images for Fig. 1 is shown in Fig. 5 . It is clear that the local thin plate spline results are smoother than those for the triangle element.
There is a major problem associated with the local thin plate spline method. If NPPR is too small, the area of the region of validity is small so that not enough irregular samples (less than three) are enclosed. Consequently, the interpolation attempts the inversion of a singular matrix. Thus, the local thin plate spline method is not as robust as the triangle element method. On the other hand, the execution time is shorter than that of the triangle element method. For simple images, such as Fig. 1 , the reconstruction error of the local thin plate spline method is smaller than that of the triangle element method. On the other hand, for complicated images the reconstruction error becomes big because the local spline interpolation is over a large number of irregular samples.
With the contour extraction and reconstruction input parameters fixed, the sample selection parameters were varied to investigate the results both quantitatively and qualitatively. For a good tradeoff between the evaluation and the compression ratio, wo = 1.0 and Aw = 0.1 were found to be satisfactory for all four images.
The data compression ratio generally depends on the contents of the image. It ranges from a value of 30 for a simple image to a value of 7 for a complicated image. Compared to the results re- If the product of compression ratio and qualitative error is considered, the experiment described here and those of Andrews yield about the same value. Another important factor is the required computation time.
The time spent in the compression steps and the reconstruction step are about the same, assuming that the local thin plate spline method is used. For a complicated scene, too many triangles are involved which make the triangle element method unattractive. Consider the cases of zero and nonzero A w . As indicated by the results shown in the table, the zero A w cases, in general, yield a high compression ratio and also a high relative error. Incorporating the three dimensional effect with nonzero A w tends to reduce the relative error slightly. CONCLUSION A new method is used here to approximate image surfaces using irregular samples. Experimental results show that a high compression ratio can be achieved for simple or complicated images. A method accounting for the three dimensional effects is proposed here as a way of selecting the irregular samples from the image. Approximation spline. knots are chosen along the contours, and the knot replacement is sensitive to the curvature along contours and the density of contours in the near neighborhood. In general, the proposed method was shown to reduce the reconstruction error both qualitatively and quantitatively, and it can be used to model the image surface for the purpose of data compression and representation. This approach retains key features in images and throws away redundant data.
The quantitative advantage of using a nonzero Aw did not show strongly in the results. There are still too many varying parameters such as w,, and A w in our experiment. As a result it is beneficial to consider an alternative definition for wi in (6) such that the total sum of wi is normalized and proportional to m. Consequently, the variation of only one parameter determines the total compression ratio achieved in the process. Thus, it is better to compare those cases which achieve the same data compression ratio and find out which has the best reconstruction results.
Except for the approach proposed by McCaughey and Andrews there is no easy method for applying bicubic spline functions to select irregular samples directly on a 3-D image surface. A slowly varying gray from minimum to maximum could have no edges. The selection of samples based on edges will fail for those kind of images. In the contour extraction phase, the layers are equally spaced between the gray level minimum and maximum. It is possible to position the layers the same way as in the histogram equalization technique, i.e., the spacings in gray level between layers divides pixels into equally populated bins. This may reduce the overall reconstruction error for certain kinds of images. A complicated image already has wide spread and flat histogram. The equalization approach will not help much. Special ways to triangulate the convex hull may reduce the reconstruction error and increase the computation speed. Another issue related to the selection of irregular samples is that it may be beneficial to include other samples not along the contours, such as at local maxima and local minima, for example. This aspect of the irregular sample selection is left for future investigation. In [ 11, Tanimoto describes an algorithm for histogram computation on a pyramid which involves performing one log ( n ) time "pass" from the bottom of the pyramid to the top for each graylevel value to be computed. The algorithm presented below for hypercubes computes the complete histogram in log ( n ) time independent of the range of grziy-level values.
SIMD HYPERCUBE MULTIPROCESSORS
A hypercube multiprocessor consists of 2 M (for some M) processing cells interconnected as if each were located at one vertex of an M-dimensional hypercube, so that two cells share a direct connection if and only if their corresponding hypercube vertices are connected by a hypercube edge. Furthermore, if the hypercube has unit side, and we assign to each cell an address given by the M-dimensional coordinates of the corresponding vertex, then we can see that two cells will share a direct connection if and only if their addresses differ in exactly one bit position [2] .
In an SIMD (single-instruction stream, multiple-data stream) multiprocessor, all processing cells execute in unison a stream of commands broadcast from a single controller. The exception to this is that some subset of the cells may ignore a given instruction; the decision to do so being based on the contents of their local cell memory.
THE ALGORITHM
Let us represent a histogram as a set of ordered pairs, where each pair contains an index and a count. The count is the histogram value for the corresponding index, i.e., the count gives the number of data elements having the value given by the index.
Initially each cell in the hypercube contains a single gray-level value. We create in each cell a histogram consisting of a single pair, which is obtained by pairing the gray-level value in the cell with the count 1.
The basic algorithm is simple, and bears a similarity to the standard procedure for combining a set of values distributed across all the cells of a hypercube [3] . The standard procedure can be described as M steps in which during s t e p j the value stored in cell uM-i * * * lal-i * .
is sent to cell aj+lOaj-l * and combined with the value stored in the latter. After M steps the combination of all of the values originally stored in the hypercube can be found in cell * --00.
This procedure is used with combining operations such as addition in which the amount of storage required to hold combined values does not increase or increases only slowly as more values are combined. However this procedure cannot work for histograms, since the combination of two histograms may be twice as large as either of the original histograms, leading to exponential growth in the storage required for the histogram in given cell. This problem is alleviated in the following approach by allowing the histogram information to remain distributed to a certain degree while still aggregating it in a useful way in a series of log ( n ) steps.
The algorithm works as follows. At iteration j of the algorithm all pairs with index of the form im-l . $+lOil-l * * * io 0162-8828/89/0200-0212$01 .OO 0 1989 IEEE
