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Summary 
The proliferation of digital mobile communication systems has catalysed research 
into high quality and efficient speech compression algorithms. Low bit rate (LBR) speech 
coding algorithms estimate, quantise and efficiently encode the parameters of a speech pro- 
duction model, using the input speech signal. The most popular of these models is based 
on linear prediction (LP) techniques, which have resulted in a class of Linear Predictive 
Coding (LPC) algorithms. Voice communication is achieved by the periodic transmission 
of the model parameters. At the receiver, the same model is used to synthesis'e a speech 
signal, which is 'subjectively close' to the original. During transmission, degradations on 
the channel, which arise from limitations in bandwidth and transmission power, result 
in the corruption of these parameters. Forward error control (FEC) techniques therefore 
have to be used in order to achieve reasonable speech quality. Traditionally, this FEC 
has been achieved by applying error correction codes, which use redundancy added by 
the transmitter to the source data, to correct errors at the receiver. The work reported 
in this thesis investigates and formulates effective error control strategies for three LBR 
speech transmission systems, with increasingly worse channel aveBER's, employing dif- 
ferent LPC-based speech coders. For each system, strategies are formulated to achieve a 
closer synergy of the source and channel coders, thereby providing adequate FEC with 
minimum redundancy. 
For LPC-based speech coders, efficient and robust coding of the LP filter parameters 
is vital for low bit rate and high speech quality. The line spectral frequencies (LSFs), a 
transformation of LP parameters which can meet these requirements, are presented. A 
structured technique for controlling errors on the LSFs, without the use of redundancy, is 
formulated and applied to the three systems investigated. FEC techniques are formulated 
for a base-band CELP speech coder adapted for a land-mobile satellite system. The 
integrated system was submitted as a candidate for the Inmarsat-M standardisation. trials. 
A high quality VSELP-type coder was designed for a cellular DMRS to meet the half-rate 
GSM system requirements. An integrated approach was adopted during the design process 
in order to reduce complexity and increase robustness to channel errors. To combat the 
severe bursty errors on the land-mobile channel, a soft decision Reed-Solomon codec was 
formulated and implemented. For a rural communication system based on VSATs, the 
CELP coding algorithm was adapted to achieve low complexity, high quality, dual-bit 
rate operation and robustness to channel errors. The FEC for this application used 
simple Hamming codes in a highly efficient array configuration. 
Each FEC scheme was optimised to the channel conditions and characteristics of the 
speech coder. The in-built error control strategies at the speech decoders exploit paramet- 
ric relationships to achieve parameter replacement, smoothing and frame reconstruction 
techniques for severely corrupted parameters. The thesis concludes that the robustness 
of LBR speech coders should be given as much consideration as the speech quality and bit 
rate, during the design stage. This combined source and channel coding approach pro- 
duces robust coders, which will then require only minimal conventional FEC measures to 
combat the more severe error conditions. These extra measures should be adapted to the 
speech coder and closely matched to the channel characteristics. 
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Chapter 1 
INTRODUCTION 
1.1 BACKGROUND 
Speech communication is the most prevalent and convenient means of communication be- 
tween humans. This has largely been borne out by the widespread adoption of telephony 
since its inception in mid to late 19th century. In analogue transmission, the sound wave- 
form is transduced into an electrical signal ready for transmission. Transmission is either 
in the base-band, or the waveform is used to modulate a carrier which is then transmitted 
via cable or radio. Despite great advances in analogue telephony, it is fundamentally 
limited by its in ability to deliver good quality to the user consistently. In digital trans- 
mission, the transduced sound waveform is sampled, quantised and then represented as a 
binary digit stream for transmission. This representation is more flexible since it possesses 
all the advantages of digital technology. On some transmission paths, signal regeneration 
as opposed to amplification can be employed at regular intervals. This renders the re- 
ceived speech quality independent of transmission distance by avoiding the accumulation 
of noise which degrades analogue transmitted signals. Error control techniques can be 
applied to correct any digital errors introduced in the data. Security of the transmission 
path can be ensured by the use of digital encryption techniques. Furthermore, signalling 
information can be treated in the same manner as the speech, affording more flexibility. 
The widespread use of digital technology leads to lower system costs, due to the mass pro- 
duction of advanced integrated circuits (VLSI) and also offers the opportunity for future 
integration of telephone networks with the emerging Integrated Services Digital Networks 
(ISDN). 
For a long time after the advent of telephony, digital speech transmission rates were 
largely governed by the Nyquist sampling rate. Telephony signals are band-limited be- 
tween 30OHz and 340OHz. Thus the first generation digital speech transmission systems 
used 64Kb/s Log-PCM based on 8KHz sampling and 8 bits/sample coding (7 bits/sample 
in the U. S. and Japan to give 56Kb/s). For second generation systems, adaptive quan- 
tisation techniques (e. g. ADPCM) were applied to achieve 32Kb/s high quality speech. 
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Speech transmission at these high rates has generally been feasible only on trunk tele- 
phone links, with their relatively broad bandwidths. During the past 20 years however, 
the emergence of new systems such as satellite communications (fixed and mobile), digital 
mobile radio systems etc. and also a desire to digitise the low bandwidth subscriber loops, 
has produced the need to reduce the transmission bit rate for speech. In these systems, 
power and/or bandwidth are often limited, making signal compression imperative. This 
has led to the development and adoption of various low bit rate (LBR) speech coding 
techniques, which can achieve reasonable speech quality at rates as low as 2.4Kb/s, and 
possibly below. In these coders, the speech information is compressed into a few param- 
eters which are then coded for transmission. The power and/or spectral limitations in 
systems employing these coders often result in transmission channel degradations, which 
in the baseband, manifest themselves as errors in the transmitted speech parameters. 
Furthermore, because a great deal of information is compressed into the few transmitted 
parameters, their corruption often results in severely annoying distortions on the received 
speech. The aim of the work in this thesis was to formulate and evaluate techniques for 
controlling the impact of these errors on the subjective quality of the output speech at the 
receiver. In order to achieve more realistic results, the formulated error control techniques 
were based on real coders, developed for typical LBR speech transmission applications. 
1.2 APPROACHES AND MOTIVATION 
The two traditional techniques used in controlling errors in digital systems are (a) forward 
error correction (FEC) coding and, (b) error detection with requested retransmission or 
automatic repeat request (ARQ) [661. In speech transmission for real-time telephony pur- 
poses however, only FEC is feasible. In FEC techniques, redundant information calculated 
from the data is transmitted together with the data. At the receiver, this information 
can be used to detect and possibly, correct some errors on the data. Generally, the more 
redundancy used, the greater the error correction capability of the FEC scheme. The ap- 
plication of FEC techniques to LBR speech transmission systems thus presents a dilemma 
to the communication engineer. A major constraint is the fact that transmission bit rate 
is limited by the available power and/or spectrum. Furthermore, for a given speech coding 
scheme, the higher the bit rate, the better the speech quality. Thus the engineer will seek 
to maximise the source coder bit rate in order to maximise speech quality. For reason- 
able performance, FEC techniques must use substantial redundancy. This will however, 
subtract from the source coder bit rate, leading to a degradation in speech quality. 
In this work, three parallel approaches have been investigated. Firstly, the inherent 
redundancies in speech can be used to control errors by smoothing and parameter substitu- 
tion techniques. Even though the basis of LBR speech coding algorithms is the extraction 
of this redundancy, the speech parameters are updated rapidly enough to maintain some 
of this redundancy. The main task in this area is therefore to identify and characterise 
this redundancy. Additionally, during quantisation and coding, the speech parameters 
can be interpreted or transformed in such a way that errors will result in less severe dis- 
2 
tortions. Such schemes seek to render some error patterns "subjectively unimportant" to 
the listener. The ideas described above provide some measure of error control without any 
conventional redundant information, and so are variously referred to as zero- redundancy, 
and combined source and channel coding schemes. The second approach examined is the 
use of low redundancy, specifically for error detection to aid the zero redundancy schemes. 
The main task here is to minimise this redundancy and only employ it for those speech 
parameters which are responsive to the zero-redundancy schemes. In the third approach, 
strategies were formulated to maximise the error correcting performance of relatively low 
redundancy conventional FEC codes for use on the more degraded speech communication 
channels. This is the only viable approach for parameters which are not responsive to 
zero-redundancy schemes. It is hoped that the application of all three schemes to varying 
degrees in contemporary speech communication systems, will enable maximum subjective 
performance to be achieved in channel error conditions. 
1.3 OUTLINE OF THESIS 
From the start of this project, it was realised that all error control schemes should be 
designed for a given coding algorithm and application in mind. The type and nature 
of subjective degradations resulting from corrupted speech parameters are dependent on 
the structure of the source coding algorithm. On the other hand, the nature of channel 
degradations that result in corruption of these parameters is dependent on the transmis- 
sion channel. Thus, the speech coding and error control schemes have to be adapted 
to each other and to the channel characteristics. In this thesis, three different applica- 
tion areas have been investigated. The systems investigated differ in the type of channel 
degradations and therefore, the BER of the base-band channel. They also differ in the 
speech quality expected at the receiver, in the presence of channel errors. During the last 
decade, the CELP speech coder has emerged as the most viable low bit rate speech coding 
algorithm. Variants of this basic algorithm, guided by complexity, robustness to errors 
and speech quality considerations have been adopted for all the applications investigated 
in this thesis. 
In Chapter 2, the main characteristics of speech coding algorithms, that influence 
their consideration for given applications, are considered. A review of the emerging appli- 
cations which employ LBR speech coders is also presented, emphasising those character- 
istics of the system which influence the choice of speech coding and error control schemes. 
For systems that are already operational or in the commissioning stage, the speech coding 
and error control schemes adopted are highlighted and their characteristics matched with 
the system requirements. 
Over the last 3 decades, speech coding research has been based around a source-filter 
model of speech production. This filter has been widely modelled as a linear predictive 
filter. This has led to a generic class of Linear Predictive speech Coders (LPC) which 
only differ in the way the source (excitation) is modelled. Chapter 3 pro--ý, Ides a brief 
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formulation of linear predictive coding and then goes on to analyse the many types of 
LPC-based coding schemes developed over the last three decades. Linear prediction is 
highlighted as a means of removing the short term correlations in speech (or extracting 
the spectral envelope) which then leaves a more 'random' signal called the residual. Long 
term prediction (LTP) is further shown to extract the periodicity of this residual, leaving a 
second residual which can essentially be modelled as white noise. For each coding scheme 
described, its complexity, achievable bit rate, output speech quality, delay and robustness 
to transmission and background noise are also mentioned. Some of these coding schemes 
have already been adopted as standards in various applications. 
Chapter 4 provides a review of error control techniques for speech transmission 
systems. First of all, the various channels over which speech is often transmitted are 
analysed, indicating the type and distribution of their errors. Over the last few years, 
researchers have been drawn into the area of combining source and channel coding to 
achieve speech coders that are inherently robust to channel errors. An examination of 
the motivation behind such schemes is carried out in this chapter, followed by a review 
of some of the ideas being advanced. Though some significant achievements have accrued 
from such schemes, FEC techniques still represent the only alternative for systems such 
as cellular DMRS in which the channel degradations are very severe. Some of the more 
popular error correction codes, together with their encoding and decoding are also briefly 
examined in this chapter. Finally, we contend that for effective error control, the speech 
and error control schemes must be adapted to each other and to the channel. In fact, the 
design of any speech communication scheme should be integrated, achieving a synergy 
between the source and channel coder and possibly the modem. Frame reconstruction for 
severely corrupted or erased speech frames is also introduced in this chapter. 
For all LPC-based coding schemes, reception of the LP filter coefficients is vital in 
obtaining reasonable quality speech at the output of the synthesiser. In a LBR speech 
transmission system it is thus very important that the integrity of these parameters be 
maintained with as little redundancy as possible. This means that these parameters 
must be transmitted efficiently and in a form that makes them robust to errors or at 
least, gives them some properties that can be exploited in error control. Line spectral 
frequencies (LSFs) are a transformation of LP filter parameters which possess exactly 
these properties [90]. Chapter 5 begins with a brief description of one of the less complex 
schemes of converting LP filter coefficients to LSFs. The properties of LSFs are reviewed, 
indicating, at each stage how they can contribute to transmission efficiency and/or error 
control. One of these properties gives LSFs a sufficient and testable condition for the 
stability of the LP synthesis filter. Errors on the transmitted LSFs occasionally cause 
this stability criterion to be violated. The detection of this violation is the hub of error 
control schemes formulated to locate a corrupted parameter, and then replace it with 
an appropriate value that restores stability. Various parameter location and replacement 
schemes are formulated and evaluated, with a view to adopting an optimum combination 
for all LPC-based coders. 
The CELP- 1313 coder [60] is a hybrid of vector, residual and pulse excited LPC first 
reported in 1988. It combines the low bit rate of vector excited, the low complexity and 
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high quality of residual and pulse excited coders to achieve an optimum coder which is 
very robust to background acoustic noise. In 1989, Inmarsat initiated a programme to 
choose appropriate source and channel coding schemes for their new Inmarsat-M system. 
Chapter 6 begins with a brief examination of the constraints on land-mobile satellite 
(LMS) systems and requirements of the Inmarsat-M system, highlighting the need for 
(a) low bit rate to conserve satellite power and spectrum, and (b) background noise 
robustness to accommodate vehicular receivers. A description of the basic CELP-1313 
algorithm is then given, followed by a report on the application of combined source and 
channel coding techniques to achieve a more robust CELP-1313 coder suitable for this 
application. The various schemes formulated are reported and evaluated as to their effect 
on the error performance of the codec on simulated LMS channels. Low redundancy, 
predominantly for error detection, is adopted to augment performance over the more 
severe channel conditions. The resulting 6.4Kb/s codec, submitted as a candidate for 
Inmarsat-M subsequently emerged as one of the final six codecs considered. The chapter 
concludes with a brief description of the adopted IMBE vocoder [43], contrasting its 
characteristics and performance with those of the CELP-1313 codec. 
During the past decade, speech coding technologists in Europe have been involved 
in the design and implementation of appropriate speech and channel codecs for the Pan- 
European cellular DMRS (GSM). The full rate GSM (F-GSM) based on 13Kb/s RPE-LTP 
speech coding and 9.8Kb/s convolutional FEC is due to start operation during the early 
1990s. The organisation in charge of standardisation of GSM applications has already 
initiated a project to choose schemes for a half rate GSM (H-GSM) scheme operating at a 
gross bit rate of 11.4Kb/s. Chapter 7 presents the work carried out to design an integrated 
source and channel coding scheme for a cellular DMRS that meets the specifications for 
H-GSM. After examining the requirements of the system, an analysis of the considerations 
leading to the choice of a VSELP-based source codec is given. The design of a robust, 
relatively low complexity 6-8Kb/s VSELP type codec is then given. Because of the severity 
of degradations on the radio path, the channel is perturbed by bursty errors of high 
aveBER. This aveBER is significantly higher than on the other two systems considered 
in this thesis, thus requiring a higher rate of redundancy and substantial error correction. 
A 4.6Kb/s FEC scheme based on multiple RS codes is described. To maximise error 
correction performance, a novel soft decision decoding scheme [13] (with a degree of soft 
decision output) was formulated, and various complexity reduction techniques adopted in 
order to achieve a single AT&T WE-DSP32C chip implementation of the FEC scheme, 
which operates within the delay constraints. A description of a lost frame reconstruction 
scheme that is triggered during frame erasures is also presented. The whole package is 
then evaluated and its performance and characteristics matched to the original H-GSM 
requirements. 
Since the de-regulation of public telecommunications in the U. S. A in 1984, there 
has been an explosion in the use of satellite communications for closed business networks. 
This has been made possible by the introduction of cheap, low capacity, light weight ter- 
minals with small antenna dishes, known as VSATs. VSATs are also convenient for setting 
up temporary communication links into the "global network" for reporting international 
events e. g. sports, wars, and natural disasters. A rapidly emerging application for VSAT 
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systems is in rural communications where the extent of the terrestrial infrastructure is 
limited. Although VSATs were originally meant for low rate data communication, they 
can also be used for speech communication, especially in rural areas or developing coun- 
tries. Chapter 8 examines the characteristics of such VSAT networks, observing the low 
aveBER on the channels concerned. Since VSATs provide stand-alone communication 
links (often only one channel - SCPC), it is desirable for speech coders meant for VSAT 
applications to possess a multi-rate capability. In such a system, if only speech needs to 
be transmitted, a high rate codec can be switched on, providing high quality speech. For 
transmission of low rate data, speech can be coded at a lower rate and then multiplexed 
with the data on the single channel. A robust CELP coder operating at two different 
rates (6.4Kb/s and 9.6Kb/s) designed for such a system is described. Because of the com- 
plexity of the CELP algorithm and the delay due to the space segment in satcoms, any 
FEC scheme adopted has to be simple and effective. Hamming codes were therefore used 
because of their simplicity. Nevertheless, they were applied in a multi-dimensional array 
configuration to achieve high error correction ability. It is pointed out that by incurring 
limited increases in decoding complexity, the error correction capability can be increased. 
Although the aveBER on this channel is lower than on the LMS channel of Chapter 6, 
maintaining reasonable speech quality during channel errors is more vital because of the 
connection to the PSTN. 
Chapter 9 presents some conclusions that can be drawn from the work reported in 
the rest of the thesis. After pointing out the limitations of the techniques formulated and 
the results presented, the chapter concludes with a brief discussion on possible directions 
of future research to augment and consolidate this work. A general observation on future 
trends in speech and channel coding is also given. 
1.4 ORIGINAL ACHIEVEMENTS 
In summary, we contend that the original work covered in this thesis is as follows: 
A comprehensive review of all the approaches to the problem of error control for 
LBR speech transmission systems and their limitations. 
2. The formulation of a novel scheme for detecting and mitigating the errors on the 
most important parameters (LP filter coefficients) in any linear predictive coder. 
3. Formulation and evaluation of a soft decision decoding algorithm for RS codes (with 
limited soft decision output). For a severely bursty channel, this algorithm was 
shown to improve error correction (over the hard or conventional decoder) by more 
than 20% [13]. 
Formulation of complexity reduction schemes for RS decoding Ný, hich have allowed 
the implementation of the encoder and full (hard and soft decision) decoder on a 
single DSP chip within the delay constraints set. 
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5. Various novel and algori thm- specific zero redundancy error control strategies were 
developed for 3 CELP-like coders, for different applications. These were variously 
augmented by simple FEC techniques configured to maximise error detection and/or 
correction performance. 
A discussion of the problems involved in replacing erased speech frames for the 
coders treated and the formulation of optimum schemes to mitigate this situation. 
7. An overall integrated approach at designing LBR speech coding and error control 
schemes has been formulated and implemented, achieving, in all cases what we call 
"the synergy of source and channel coding". In design, the foremost goals have been 
to minimise delay, complexity and redundancy whilst maximising robustness and 
quality. 
Various papers resulting from the work presented in this thesis have been published 
at conferences and in some journals. A list of these publications is given in Appendix D. 
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Chapter 2 
SPEECH TRANSMISSION 
SYSTEMS 
2.1 INTRODUCTION 
The advent of pulse-code modulation (PCM) in 1940 triggered a revolution in digital 
communications. Because of its many advantages, digital technology has been adopted 
for virtually all communication applications. For a long time, digital communication 
rates were governed by the conventional Nyquist sampling rate and dynamic range of the 
signal to be transmitted. Telephone bandwidth speech (300 - 340OHz) was thus sampled 
at 8KHz and transmitted at 64Kb/s (8 bits/sample in Europe) and 56Kb/s (7 bits/sample 
in N. America and Japan). Although ADPCM reduced this rate to 32Kb/s, further rate 
reductions were limited by the lack of technology. Speech at such high rates was thus 
only carried on trunk PSTN circuits. 
Since 1960, there has been a proliferation of speech coding research. This has 
been fuelled by rapid developments in VLSI technology and the resultant emergence and 
implementability of many complex bandwidth reduction or speech coding algorithms. 
These algorithms have progressively reduced the transmission rate of speech from high 
(> 16Kb/s) to medium ( ': ýý 8Kb/s) and then to low (< 8Kb/s) rates. This bit rate 
reduction has largely been brought about by the emergence of applications which need to 
utilise narrow transmission bandwidth per channel in order to increase usage and revenue. 
The main application areas for digital speech transmission include: (i) digital tele- 
phony (PSTN) which employs high and medium bit rates; (ii) cellular digital mobile 
radio (DMR) systems, and (iii) satellite fixed, mobile and leased line systems which em- 
ploy medium and low bit rate coders. In section 2.2 of this chapter, the important factors 
which are taken into consideration when adopting a speech coder for a particular appli- 
cation are examined. Section 2.3 discusses the various application areas for low bit rate 
speech coders and highlights the important characteristics of the adopted coders. Section 
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2.4 presents some concluding remarks on the chapter. 
2.2 CHARACTERISTICS OF SPEECH CODERS 
One of the most important subsystems of any digital speech communication system is 
the speech encoder. In designing any speech communication system, an optimum balance 
has to be achieved between often conflicting system requirements. Speech coding algo- 
rithms possess certain characteristics which also have to be reconciled with these system 
constraints. These characteristics include the following: 
2.2.1 M-ansmission Rate versus Speech Quality 
These are frequently the two most important factors in the choice of a speech coding 
algorithm for any application. It is generally agreed that for a given algorithm, the higher 
the designed transmission or output bit rate of the coder, the better the output speech 
quality. However, in most applications, bit rate is limited by scarcity of transmission 
bandwidth and/or power. Furthermore, because of the limited bandwidth, modern appli- 
cations frequently operate at transmission rates very close to the channel capacity [34]. 
Transmission on these channels is thus prone to errors. Complex modulation and error 
control schemes have to be adopted to mitigate the effects of these errors. Both of these 
require some redundancy which can be maximised if the speech coding rate is minimised. 
Unfortunately, decreasing the bit rate generally results in a lowering of the output 
speech quality. For systems that connect to the PSTN, the quality requirements laid 
down by regulatory bodies such as CCITT, GSM etc. are very stringent. For these 
systems, the speech coder must produce speech of the same quality as existing analogue 
systems. This speech quality is often vaguely described as toll quality. Low bit rate 
coders are mostly used in mobile and military applications, e. g. the 2.4Kb/s LPC-10 [96], 
the 6.4Kb/s INMARSAT standard M coder [47], and the envisaged 11.4Kb/s (source 
and channel coded) GSM half rate coder. For most of these applications, the output 
speech is often described as being of synthetic or communication quality. These are 
all subjective quality descriptions based on comparative perception. There is on-going 
research to find meaningful objective quality measures for speech (57]. The current state 
of the art speech coding techniques just produce intelligible speech at rates around 1Kb/s 
and below (see Proc. of ICASSP-90, pages 645-656). These coders are however very 
complex to implement. 
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2.2.2 Complexity 
As seen above, speech quality can be maintained as the bit rate falls if the complexity 
of the algorithm is unlimited. The complexity of a speech coding algorithm is related 
to the number of computations carried out during the encoding and decoding processes. 
A common indication of complexity is the number of floating point operations (FLOPs) 
carried out during these processes. This algorithmic complexity is essentially different 
from the hardware or software complexity of an implementation. The latter depend on 
the state and availability of technology and the quantities required whilst the former pro- 
vides a basic benchmark for comparison purposes. Of course, in some applications, such 
algorithmic complexity can be made transparent by the use of sophisticated technology. 
In most speech transmission applications, low cost real-time implementation of the 
speech coder is desirable in order to attract a mass market. For low complexity coding 
algorithms, implementation costs can be minimised by using low cost (simple) compo- 
nents or very few high cost (sophisticated) components. To minimise processing delay in 
complex coding algorithms, many fast and costly components have to be used, increasing 
the cost of the overall system. In order to improve the take up rate of new applications, 
many of the originally complex coding algorithms have been extensively simplified. Re- 
cently though, advances in VLSI technology have resulted in faster and cheaper digital 
signal processors (DSP), e. g. the AT&T WE-DSP32C [8]. The low cost and sophistica- 
tion of these devices seems to have relegated the complexity problem to the background. 
Another problem related to complexity is power consumption. For mobile applications, it 
is vital to minimise the power requirements of the hand-held terminals in order to prolong 
battery life. In implementations, low power consuming components therefore have to be 
used, setting an upper limit to the amount of processing that can be done. 
2.2.3 Delay 
The end-to-end delay in speech communication systems can be divided into the speech 
encoder delay, the transmission channel delay (includes the error control codec/modem 
delays) and the speech decoder delay. In most land based systems, the speech codec delays 
predominate while in satellite based and long-haul terrestrial systems, the transmission 
delay is quite substantial. Due to frequent impedance mismatch in switching and hybrid 
equipment, speech transmission systems often suffer from echoes. In systems with exces- 
sive end-to-end delays these echoes become subjectively annoying. Furthermore, there is 
usually an additional subjective annoyance factor to the user arising from "double speak" 
due to excessive end-to-end delays. It is therefore desirable to minimise delay in speech 
transmission systems. Since the transmission delay is essentially fixed for a given access 
scheme, (except for packet switched systems) the speech codec delay is usually minimised 
in order to achieve an optimum end-to-end delay. 
The speech codec delay can further be broken into algorithmic and processing com- 
ponents. Algorithmic dela-v is required for input and output speech buffering In predictive 
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coders. It is thus usually bigger in forward predictive (. --. 16 to 32ms) as compared to 
backward predictive 0 to 5ms) speech coders. In forward predictive coders, shorter 
buffers decrease the algorithmic delay. This however implies a faster frame rate which 
could lead to a higher bit rate. Processing delay can be minimised for well implemented 
low complexity coders, employing sophisticated DSP hardware. 
Systems in which the end-to-end delay approaches the maximum recommended by 
regulatory bodies have to employ echo cancellation or suppression equipment. These are 
already obligatory in satellite and mobile systems because of the excessive propagation 
delays. The use of extra echo cancellers in new applications increases the overall cost of 
the system. In choosing a low bit rate coder for a given application, the overall codec 
delay therefore has to be taken into consideration. 
2.2.4 Robustness to 'I'ransmission Errors 
Since low bit rate speech coding compresses speech information into a few model pa- 
rameters, their correct reception is vital for good perception of the received signal. Ide- 
ally, we would like the input to the speech decoder to be free of errors. However, the 
transmission channels in most speech communication applications frequently suffer from 
degradations which introduce errors into the transmitted parameters. This corruption 
of the model parameters will result in serious degradations in the output speech quality 
if left unchecked. Previous applications used forward error correction (FEC) techniques 
to protect the parameters. These often introduced a high degree of redundancy into the 
bit stream, (especially for channels with high BERs), resulting in inefficient use of the 
transmission bandwidth. The exclusive use of FEC is thus not very attractive. We should 
therefore also seek to minimise the redundancy used for FEC in order to maximise the 
output speech quality. 
The penalty for low redundancy FEC is a high residual BER from the error decoder. 
The speech coder can however deal with these residual errors if it possesses built-in ro- 
bustness to errors. These built-in error control measures include the use of optimum 
quantisation and coding schemes, error detection and concealment, parameter smooth- 
ing and replacement, and lost frame reconstruction techniques, see section 4.3. These 
measures have to be designed into the coding algorithm itself and should be given equal 
consideration as the quality and coding rate from the start. As will be pointed out in 
section 4.3, some quantisation schemes may make some parameters sensitive to errors. 
At the very least, serious consideration should be given to the error sensitivity of such 
parameters if these quantisation schemes are to be adopted. 
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2.2.5 Noise Reproduction and Dynamic Range 
In order to maintain naturalness during conversations, speech decoders have to faithfully 
reproduce the acoustic background noise at the transmitter. Unfortunately, for many 
coding schemes, as well as poor background noise reproduction, the speech quality itself 
often suffers under background noise conditions. For these coders, e. g. the LPC-10 
vocoder, background noise distorts the speech signal characteristics on which the speech 
coding parametric model is based. Furthermore, to avoid any amplification or clamping 
distortions of the variable input signal, the speech coder must be able to accept input 
signals with a wide dynamic range, with 25dB usually recommended as the minimum 
value. 
2.2.6 Tandeming 
Most speech transmission systems have to interconnect with other systems which fre- 
quently do not employ the same speech encoding algorithms. In these situations, inter- 
facing of the two systems involves decoding of the speech from the first system and then 
transcoding in the second system. A similar situation also exists in a system which though 
employing equivalent encoder and decoder subsystems, includes an intervening analogue 
segment in the transmission path. This is very common in developing countries where 
recently installed rural systems tend to be based around digital PABX's which then con- 
nect to a national analogue network. In this case, the gateway into the analogue segment 
should include encoder and decoder subsystems. This represents a back-to-back connec- 
tion (tandeming) of the speech coder. In either of the above situations, the first speech 
coder should not introduce characteristics into the output speech which are inconsistent 
with the parametric modelling in the second coder. The effect of this could be a worsen- 
ing in the overall end-to-end output speech quality. This problem is especially acute in 
contemporary low bit rate coders which frequently employ post filtering and other post 
processing techniques in order to achieve smoother and sharper output speech quality. 
2.2.7 Transmission of non-speech Signals 
Frequently, speech communication channels have to carry signals whose characteristics are 
significantly different from those of speech signals. These signals include signalling (e. g. 
DTMF) tones and modem tones used for transmitting voice-band data. In most instances, 
the points of entrance to and exit from the system of these signals are the same as those for 
speech, the handset. These signals therefore have to be encoded and subsequently decoded 
by the speech codec. In order to maintain the information in these signals, the speech 
codec must not impose significant distortions on the signals. The compressing effect of 
the speech codec thus has to be transparent to the data communication equipment. In 
choosing a speech coding algorithm for any application, we must determine the kinds of 
non-speech signals that will need to be encoded and decoded and whether or not the effect 
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of the speech codec on them will be transparent to the receiver. 
2.3 SPEECH TRANSMISSION APPLICATIONS 
In this section, a brief survey of some speech transmission applications is presented. Some 
of these applications have just been standardised and are operational whilst others have 
actually moved into a second or even third generation, employing more sophisticated 
bandwidth reduction or speech coding algorithms. For each application, the iniportant 
characteristics of the system are examined and reconciled with those of the speech coders 
adopted. Changes that are expected to take place in these systems in the near future are 
discussed and, in some cases, their feasibility and the progress made are evaluated. 
2.3.1 Public Switched Telephone Network 
Public switched telephone networks (PSTNs) are regulated by international bodies such 
as the CCITT, ITU etc. The system requirements are therefore very stringent. One of 
the most important requirements is high speech quality. The speech quality for coders 
employed on the PSTN generally ranges from toll to broadcast quality. Another important 
requirement is low delay in order to minimise echo. Economically, it is also desirable for 
complexity and implementation costs to be low so as to maximise the take up rate of the 
terminals. 
Because of these requirements, the speech coders currently employed on the PSTN 
tend to be very high rate (>32Kb/s) waveform coders. Since the local loop has very 
narrow bandwidth, most PSTNs employ digital speech transmission only on the higher 
trunk links of the network (and on private non-switched lines). On long-haul trunk links, 
signal regeneration at regular intervals makes speech quality almost independent of trans- 
mission distance. In 1972, CCITT adopted 64Kb/s PCM (A- and y-law companding) as 
the standards for digital speech on PSTNs. With the drive to increase bandwidth usage 
and so increase revenue, CCITT in 1985 again recommended the 32Kb/s ADPCM coding 
algorithm for digital speech and data over PSTNs. Both of these coders produce very 
high quality speech and are very easy to implement. CCITT is again in the process of 
standardising a Low Delay CELPC (LD-CELPC) at 16Kb/s as the next generation algo- 
rithm for speech coding subsystems for the PSTN. Despite its complexity, this algorithm 
produces toll quality speech and has very low delay (- 2ms), because of the backward 
prediction employed. 
With their very wide geographical coverage, PSTNs are presently being updated 
into networks which are expected to form the basis of the emerg. ng world-wide Integrated 
Services Digital Network (ISDN). In these all digital networks, traffic will include voice, 
data, video, facsimile, telex etc, all multiplexed on the same physical media. During 
the last decade, most PSTN providers have been busy increasing the capacity of their 
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trunk links by installing high bandwidth and more secure media such as optical fibres. 
Digitisation of the denser local loop however, remains elusive. This is due, in part, to 
the high costs involved as well as the limited bandwidth. So far, speech coding research 
has not Yet produced the sub 4.8Kb/s coders (with toll quality speech), appropriate 
for the twisted pair wires on these links. On the other hand, the cost of replacing the 
transmission media with broader bandwidth media to accommodate higher rate coders is 
still prohibitive. 
2.3.2 Mobile Communications 
As means of transportation became more efficient and business operations became more 
geographically dispersed, it became desirable for travelling executives and business men 
to maintain contact with their offices and destinations even during the journey. The 
fixed networks do not suit the lifestyles of these people. Mobile systems incorporate 
networks over which subscribers can transmit and/or receive messages, at or from an 
arbitrary location (within a coverage area), either on the move or stationary. Other 
users of mobile systems include haulage and dispatch firms for units to keep in contact 
with their base and/or destination; emergency services like police, fire, ambulance and 
rescue services to ease deployment and cut response times; and any other professionals 
who need to be reached and to reach others at any time, anywhere [17]. The numerous 
telecommunications services that have evolved for use on these networks include paging, 
dispatch, mobile telephony and citizen band services based on limited range broadcasting. 
In this section, only mobile telephony is discussed. 
2.3.2.1 Land-Mobile Radio Communications 
Currently, land-mobile telephony is predominantly based on cellular radio systems. Digital 
(cellular) mobile radio (DMR) systems include speech coding subsystems. The transmis- 
sion channels on DMR systems suffer from severe bursty errors. This is due to co-channel 
interference as a result of the frequency re-use employed in order to maximise the use of 
the limited bandwidth. Another source of bursty errors is fading due to multipath ef- 
fects which are especially severe in built-up areas. The speech coders employed therefore 
have to be especially robust to channel errors. In addition, error correction codes and 
complex modulation techniques are usually employed. The bit rate of the source coder is 
thus limited by both the available bandwidth and the need for this FEC and modulation 
redundancy. DMR system subscribers frequently have to call PSTN subscribers. The 
speech quality thus has to be at least better than on present analogue cellular systems 
(which is significantly worse than on PSTN). The propagation delay over the radio chan- 
nels is quite substantial so an upper limit has to be set on the speech and channel coding 
delays to avoid the excessive use of echo cancellers. 
During the past six years, speech coding researchers in Europe have been involved 
in the specification of a speech coder to be employed on the Pan-European DMR system 
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(GSM) which will be commissioned in 1992. A 13Kb/s high quality Regular Pulse Excited 
LPC with long term prediction (RPE-LTP) has been adopted for source coding [14]. A 
9.8Kb/s half-rate convolutional code was used to protect the most sensitive bits. A 
diagonal inter-frame interleaver is used to combat the bursty channel errors. The system 
called Full Rate GSM (F-GSM), therefore operates at 22.8Kb/s per speech channel. For 
efficient use of the transmission bandwidth and to reduce interference on the radio links, a 
discontinuous transmission (DTX) system, in conjunction with an associated voice activity 
detector (VAD) are employed. Under more severe channel degradations, a combination 
of a lost frame reconstruction and comfort noise generation techniques is employed to 
minimise subjective annoyance. 
In order to further increase bandwidth utilisation, GSM is already in the process of 
choosing an appropriate source and channel coder combination operating at half the full 
rate (H-GSM), 11.4Kb/s. This system will operate by interleaving two speech channels 
on one full rate channel, effectively doubling the number of speech channels of the F-GSM 
system. Other DMR systems either under study or in the commissioning phase include the 
North American DMR which employs an 8Kb/s VSELPC; and the Japanese DMR which 
also employs a 7.5Kb/s VSELPC. A major revolution in land-mobile communications is 
underway with the emergence of personal communication networks (PCN). 
2.3.2.2 Personal Communication Networks 
The philosophy of personal communication networks (PCN) is based on the desire to 
have communication terminals, such as handsets for people instead of places or locations. 
Each network subscriber will have a private (possibly customised) handset which they can 
use to access various services over a fully digital network, without restrictions on mobility 
and/or location. It will be an equivalent of ISDN for mobile networks in which services are 
delivered directly to users cheaply by radio rather than by wire. The PCN will operate like 
the present PSTN (or possibly the ISDN), except it will combine both fixed and mobile 
applications in a single wireless network. The PCN idea is, however, still an ideal. What 
exists at present, are two imperfect realisations of this personal communicator ideal. 
The first of these imperfect PCN realisations is based on cellular radio systems. The 
present growth of mobile communications started with analogue cellular telephones. The 
main attraction of cellular systems was the possibility to reuse the limited number of 
radio frequencies in a regular and systematic way. Their proliferation in Europe and N. 
America has been phenomenal with the number of users in the U. K. already more than 1 
million (40% of the European total) [99]. The adoption of digital transmission will result 
in more consistent speech quality, and possibly increased capacity. The GSM initiative in 
Europe is a fore-runner in this direction, while the U. S. A and Japan are poised to follow 
suit. However, limitations of cellular technology as compared to the PCN ideal include 
the limited capacity and also the present cost of handsets. 
The second effort towards the PCN dream is the Cordless telephone system. First 
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generation cordless telephones are analogue and can be regarded as ordinary telephones 
with a radio link connecting the handset and the rest of the customer equipment. The 
second generation cordless telephone (CT2) system will employ digital transmission. The 
cordless handset is effectively detached from the receiver and has an identity of its own. 
However, to make (or receive) a call, the handset has to be within 50-100m of a base 
station. Under the U. K. CT2 standard, a free channel is dynamically selected from 40 
available every time a call is made. Eaves-dropping is eliminated because each handset has 
a unique code which is exchanged with the base station every few seconds to confirm the 
integrity of the link. The CT2 handset can be used in three different modes. F6r domestic 
use as a conventional cordless telephone, radio equipment is installed in a conventional 
telephone socket which is connected to a base station. A second mode is the use of the 
handset with a network of linked base stations within a small area such as an office block. 
This is effectively a cordless PABX. In both these modes, users can both receive and 
make calls. In a third mode called Telepoint, cordless users can only make calls. They 
have to be located within 100m of one of many base stations linked to the PSTN. An 
operator is thus needed to set-up and operate these base stations. The base stations are 
generally located in public places such as shopping precincts, airports, garages, train and 
bus stations etc. 
Telepoint operators in the U. K. have already installed more than 10000 base stations. 
However, because of the many operators involved (4 licensed in the U. K alone), there 
is a need for standardisation [1]. The Digital European Cordless Telecommunications 
(DECT) initiative is an attempt to harmonise standards for CT2 applications within 
Europe. This will be available in 2-3 years. In the mean time, in order to enable inter- 
working of equipment from different manufacturers, the U. K operators came together and 
defined a common air interface standard (CAI). Cordless systems in common with the 
PCN ideal can serve a large market with very little spectrum allocation and can offer 
very cheap handsets. However, they have limited facilities, in particular, the coverage is 
not contiguous and in Telepoint mode (at least for now) subscribers cannot receive calls 
because the system does not track all users at all times. Pursuing the PCN dream in the 
U. K, the 3 licenced providers, are designing systems that will provide more sophisticated 
services than Telepoint. One of these providers (Orbitel in collaboration with Texas 
Instrument) has presented handsets for CT2 services employing a modification of the 
CCITT ADPCM G. 721 [30]. Although all the manufacturers seem to be adopting many 
of the functions of the GSM system in their networks, the performance of the GSM speech 
coder in this more difficult environment is questionable. Because speech will probably 
represent the most dominant traffic in these systems, we believe that such a network will 
have to extensively adopt low bit rate speech and channel coders to be viable. 
2.3.2.3 Mobile Satellite Communications 
Mobile satellite systems operate in broadcast and other multiple access modes, with the 
terminals communicating via one (or more) geo-stationary satellites. Any receiving or 
transmitting terminal therefore has to be within the foot print of one of the satellite 
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antennas in use. The total area covered by the foot prints of all the antennas comprises 
the coverage area of the network. The most important characteristic of speech coders 
for these systems is their low bit rate. This helps to maximise bandwidth efficiency and 
minimises the use of the scarce satellite transmission power. Channel degradations on 
these mobile systems occasionally result in bursty errors due to fading (from multipath 
effects) and shadowing from buildings and trees. Reasonable error control techniques 
therefore have to be employed. There is an inherent and substantial delay in the system 
due to the space segment propagation and so there has to be an upper limit to the speech 
and channel coding delays. 
One of the first digital mobile satellite system to be specified was the Inmarsat 
standard B system which uses a 16Kb/s Adaptive Predictive (APC) speech codec (with 
convolutional channel coding) for maritime communications. The system, based on the 
Inmarsat satellites, has been under study since 1985 and will provide communication links 
between ships and land-based base stations. In 1990, Inmarsat selected a 6.4Kb/s (source 
and Golay/Hamming channel coded) Multi-Band Excitation (MBE) vocoder for a new 
Standard M. This is to be used in satellite based land and marine-mobile communications. 
The MBE vocoder utilises a novel speech perception/ production model which, as well 
as producing very high quality speech, is also very robust to channel errors. Its main 
disadvantage so far, has been its complexity. Another land-mobile satellite communication 
system resulted from the NASA mobile satellite experiment (MSAT-X), and employs a 
4.8Kb/s Vector Adaptive Predictive Coder (VAPC). This provides mobile communications 
for private, commercial and government vehicles in the USA and Canada. 
2.3.2.4 Aeronautical Communications 
Business executives on inter-continental flights often need to communicate with their 
offices, homes etc. Aeronautical communication systems carry messages (speech and 
possibly data) between aircraft and ground, usually via satellites. Another important 
use is for communication between the air crew and air traffic controllers. Because of 
the noise in the aircraft, speech coders for this application have to be very tolerant to 
background noise. In common with other satellite communication systems, transmission 
power is limited so a low bit rate speech coder has to be employed. Errors on the channel 
are predominantly random with short bursts due to Doppler effects. In 1989, British 
Telecom launched trials of their Skyphone system on two British Airways carriers flying 
the north Atlantic. The system employs 9.6Kb/s Multi-Pulse Excited LPC (MPELPC) 
source and convolutional channel coders. Based on the analysis- by- synthesis technique, 
MPLPC is a "residual substitution" coder which is very robust to background noise and 
non-speech signals [91]. Originally based on the Intelsat MCS-13 Atlantic Ocean Region 
transponder leased and operated by Inmarsat [85], Skyphone was ultimately adopted as 
an international standard after international agreements and formal specifications. 
17 
2.3.3 Military Communications 
Military communications can either be fixed or mobile. However, it is a specialist area 
which warrants a brief treatment on its own. Fixed and mobile military communications 
share the same characteristics. These include: 
1. Security: This is the most vital characteristic of most military comr1pni cations. 
In order to eliminate eavesdropping, the messages frequently have to be encrypted. 
Another aspect of security is the correct reception of the message. Therefore, channel 
errors must be dealt with decisively. 
2. Intelligibility: Military communications frequently have to be very precise in their 
meaning. In military speech communications, there is no need to convey speech 
fidelity and the emotions of the speaker. Speech coding algorithms are therefore 
very simple to implement and provide at best, synthetic quality speech. 
3. Easy set-up and clear communications: Communications equipment should not be 
bulky in order to ease deployment. Some equipment has to be used by soldiers 
whilst on the move and so should be light. Implementations thus have to be very 
simple. 
An example of a speech coder for military communication purposes is the 2.4Kb/s US 
Military LPC-10. This was adopted in 1977 and employs a Pitch Excited LPC Vocoder. 
In 1990, the US Department of Defence developed a 4.8Kb/s CELP source and channel 
coder as the Federal Standard for digital speech transmission. It is hoped that this will 
augment and finally replace the LPC-10. 
2.3.4 Fixed Satellite Communications 
This section, will briefly discuss communications over fixed satellite links. Most interna- 
tional PSTN trunk links are based on the INTELSAT satellites. As mentioned above, 
where digital transmission is employed, speech channels on these links operate at 64Kb/s 
and 32Kb/s. With the standardisation of the 16Kb/s LD-CELP for PSTN operation by 
the CCITT, it is hoped that these links will become more efficient. Another emerging 
use of satellite communications is in developing countries where there are only limited or 
no fixed terrestrial networks. In these countries, inaccessible terrain due to relief and/or 
vegetation; and lack of capital and skilled personnel limit the viability of terrestrial net- 
works. Many countries, especially those covering wide areas, are thus adopting domestic 
satellite networks (DOMSATs), either based on regional satellites or leased transponders 
on INTELSAT satellites. Since the rest of the world is moving towards digital trans- 
mission, these systems tend to be digital. For international connectability, it is desirable 
for international standards to be observed on these networks. To maximise the number 
of users on such systems, it is desirable to employ lower rate speech coders. The most 
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vital aspect of satellite communications which affects speech transmission is the excessive 
space segment propagation delay. Because of this, CCITT recommends a maximum of 
two hops on international telephone links via satellites. 
2.3.4.1 VSAT Networks 
Very Small Aperture Terminals (VSATs) employ small antenna dishes (typically less than 
3m in diameter) for direct communications via satellites [83]. Operational VSAT' networks 
are mostly based on INTELSAT satellites. The networks usually operate in a star config- 
uration, with the terminals linked to a central HUB station. The HUB employs a larger 
antenna, and possesses enough processing power for running an access protocol to the 
satellite transponder, switching, and other network house-keeping functions. Each VSAT 
terminal sends its demand for access and the destination to the HUB via the satellite. The 
HUB queries the destination and if ready, assigns channels for the up-link and down-link 
and then informs the communicating parties (via the satellite). Various access protocols 
have been employed in VSAT networks, e. g. Demand Assigned Multiple Access (DAMA) 
[4], slotted aloha random access (for short transmissions) and stream access in which a 
slot is allocated for a long time to one terminal [36]. 
VSAT networks e. g. INTELSAT's Intelnet system, were originally designed to pro- 
vide 64Kb/s data communication channels for large corporate users [49]. However, the 
need for voice communications on VSATs soon emerged. For some small countries, the 
cost of installing international standard INTELSAT earth stations is prohibitive. In these 
countries, VSAT networks can be used to connect many countries in the region to a shared 
regional international earth station. In both developing and the more developed coun- 
tries, VSAT networks frequently offer rural areas access to the national telephone network 
(for national or international dialing) through a reliable satellite link without the cost of 
installing extensive terrestrial infrastructure. VSATs are ideal for reporting international 
events such as sports, wars, and disasters, where it is desirable to be able to setup and 
dismantle as quickly as possible temporary satellite communication links. In the field 
of defence, VSAT networks also offer redundancy in routing between field terminals and 
headquarters via an overlay low cost network. Speech coders for all these applications 
have to be of very low rates and cheaply implementable, to minimise power consumption. 
2.4 CONCLUDING REMARKS 
In this chapter, types of digital speech transmission systems have been examined. For 
each system, the characteristics of the system and the constraints on its speech coding 
subsystem have been highlighted It has emerged that the predominant areas of application 
for low bit rate speech coding are satellite and land-mobile systems. For these applications, 
specific low bit rate speech and channel coders, with qualities that match the system 
requirements, have been adopted. Whilst a few of these systems are operational, some 
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are still in the specification or commissioning stage. Finally, it was indicated how low cost 
satellite communication is emerging as the only viable means of communication for poorer 
countries of the world. The ultimate aims of digital mobile communication research are the 
personal communication networks and digitisation of the PSTN local loop. We believe 
that, a precondition in the achievement of these aims is the emergence of joint speech 
and channel coding techniques which meet the appropriate capacity, quality, robustness, 
complexity, and delay requirements. Since these features cannot easily be added to an 
algorithm after development, we believe that optimum results are obtainable only if they 
are taken into consideration during the design stage. 
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Chapter 3 
LINEAR PREDICTIVE CODING 
OF SPEECH 
3.1 INTRODUCTION 
Linear predictive coding (LPC) has emerged as one of the most powerful techniques 
for reducing the amount of information used for speech transmission. It derives from 
the idea of model-based coding which operates by coding, as it were, the source of the 
speech signal (source or voice coding), as opposed to coding the speech signal itself or 
a transduced version of it (waveform coding). This can be achieved, by exploiting the 
correlation properties of speech samples. In source coding of speech, the speech signal is 
regarded as the output from a slowly time-varying parametric speech production model 
(of the vocal tract). The most widely used model of the vocal tract is the linear predictive 
(LP) model. In LP modelling, the vocal tract is regarded as an acoustic tube excited by 
a separate excitation signal. This model can thus be simplified into an excitation source 
and a low order filter, (the classic source-filter model). This filter is used to extract the 
short term correlations (between speech samples) in linear predictive coding (LPC). 
LPC is thus based on a speech production model that requires both the determina- 
tion of the excitation and parameters of the vocal tract filter. In transmission systems, 
these model parameters and excitation are coded and then transmitted as a binary stream. 
Section 3.2 discusses the mathematical interpretation of the source-filter model. Deter- 
mining the filter parameters has been relatively standardised. However, modelling of the 
excitation by various authors has led to a generic class of LP-based coding schemes. In 
sections 3.3 and 3.4, an overview of these schemes with indications on achievable bit rates, 
speech quality and complexity is presented. Section 3.5 presents some concluding remarks 
on the chapter. 
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Figure 3.1: The linear predictive source-filter model 
3.2 SPEECH PRODUCTION MODEL 
The basic premise behind LPC is that, the current speech sample can be derived from a 
linear combination of past samples, with some contribution from the present vocal tract 
excitation. This can be summarised by Eqn. (3.1). 
s(n) - Gu(n) + als(n - 1) + a2S(n - 2) +.... aps(n - P) 
where s(n) is the speech signal, ak are the prediction coefficients, u(n) is the excitation, 
G is a gain term and P --4oo. 
In the Z-domain, Eqn. ( 3.1) represents the linear system H(z) given by Eqn. ( 3.2). 
H(z) = 
C 
p 
-k + 1: ak Z 
k=l 
(3.2) 
Eqn. ( 3.2) represents the transfer function of the Pth order recursive filter illustrated 
in Fig. 3.1. In practice, P is chosen as a small value, p, (typically between 10 and 20). 
Thus clearly stated, the LPC problem is to calculate the ak, k= 11 2,.., p; the excitation, 
u(n) and its gain for a given speech sample s(n). In practice, these values are calculated 
as averages over a speech segment (LPC analysis frame) typically around 16 to 32ms 
in duration. If Cfk are the quantised estimates of ak, then because of the error in these 
estimates and the limit on P, the prediction error between a predicted sample ý(n) and 
S (71) Is: 
P 
e (n) =s (n) -ý (n) -s (n) -1: C(kS(n - k) 
(3-3) 
k=1 
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This error, also called the residual, includes the scaled excitation which has not yet been 
calculated. In practice, it can be derived by exciting the inverse filter H-1 (z) with the 
speech signal, s(n). By minimising the mean square of this errorl e2 (n), over an LPC 
analysis frame of N samples (typically 128 <N< 256 at 8KHz sampling), ak can be 
estimated as close to ak as possible. Various methods for solving Eqn. (3-3) have been 
reported [69]. 
The MSE to be minimised is given by Eqn. (3.4) 
p 2- 
E[e 2 (n)] =E 
(s(n) 
- 1] CekS(n k) 
k=l 
Setting its partial derivatives wrt the ak to zero, results in the following equations, 
p 
s(n) -1: Ce kS(n 
k=l 
k» s(n - z)] = 01 
Eqn. (3.5) can be re-written to give Eqn. (3-6), 
p 
ak0n(t, k) =On (Z 7 0)j 
k=l 
where 
E [s(n - Z)s(n - 
IP. 
il... lp 
(3.4) 
(3.5) 
(3.6) 
(3.7) 
Since this analysis is carried out for a short segment of speech which is assumed to be 
stationary, the expectations in Eqns. (3.4) to (3.6) can all be replaced by finite summations 
over these segments. Thus Eqn. (3.7) can be written as: 
On(z, k) == Z -3n(rn - z)s(m - k), il k= 11 ... 1p (3-8) 
There are different ways of interpreting Eqn. (3.8), leading to two possible ways of solving 
it, i. e. the Autocorrelation and Covariance methods. Both of these methods are fully 
explained in [80]. In this thesis, the autocorrelation method is used exclusively and so is 
described next. 
3.2.1 Autocorrelation Method of LPC Analysis 
In this method, the waveform s,, (rn) is a windowed segment of speech with the window 
extending from n to n+N. The index m thus has the range 0<m<N for this speech 
segment. The limits in Eqn. 3.8 can then be set as, 
N+P-l 
On(1, k) =Z Sn(M - z)Sn(M- k), 1=1, ---, p; k= 
(3-9) 
m=O 
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Eqn. (3.9) can be simplified into a short-time autocorrelation which can be expressed more 
clearly as, 
On(i, k) = 
Rn(IZ- ki) Z=1,..., p; k 
where N-1-k 
R, (k) == 1: s, (m) s, (m + k) 
M=o 
Using this result in Eqn. (3.6) gives, 
p 
ak&(IZ - kj) -- R,, (Z), 2 
k=1 
which with R,, (Z) = R(z) can be expressed in matrix form as, 
R(O) R(l) R(p - 1) a, R(l) 
R(l) R(p - 2) Ce2 R(2) 
R(p*- 1) R(O) ap R(p) 
(3-13) 
The pxp matrix is symmetrical with all the elements along any given diagonal equal. 
It is therefore a Toeplitz matrix. A solution of the above equation by matrix inversion 
is a computationally expensive endeavour in which rounding-off errors may accumulate. 
Very efficient iterative or recursive procedures have been devised for solving this equation 
[69]. The most widely used, (also used in this thesis), is Durbin's algorithm which is 
summarised below: 
E(O) = R(O) 
ki = R(i)-Ea. 
(, '-')R(i-J) IE('-'), 1: 5i: 5p 
aý') = ki 
ce(i) = 
(i-1) i< a3 - k-a('-'), 3t t-j - 
2t 
The above equations are solved recursively for i=1, p, arriving at a final solution for 
which, a- = a. 
ýP), I<j<P. 
0 3.2.2 Application of Linear Prediction to Speech Coding 
In linear predictive speech coders, the quantised aj are then transmitted together with 
an excitation signal. At the receiver, the LP synthesis filter is reconstituted and excited 
with the excitation to produce speech. The prediction residual, C(n) of Eqn. (3.3) can be 
considered as the ideal excitation for H(z) to produce s(n). However, the transmission 
of the entire e(n) would be very inefficient. The most widely adopted approach is to use 
another parametric model for the excitation signal. Quantised estimates of the parameters 
(3-10) 
(3.11) 
(3.12) 
24 
of this model are then transmitted together with the a, to the receiver. At the receiver, 
the excitation and the filter are then used to synthesise a 'subjectively close' replica of 
the original speech signal. 
In practical implementations of LPC based schemes, the linear prediction analysis 
is usually performed on speech segments of between 16 to 32ms (LP analysis frame). 
It is assumed that the LP parameters stay relatively constant throughout the duration 
of each LPC frame. The excitation model parameters however, change more rapidly. 
Therefore, excitation parameters are usually updated more frequently, (typically every 
4 to lOms). The frequency response of the LP filter is usually an approximation of the 
spectral envelope of the speech frame as shown in Fig. 3.2. Linear Prediction is thus often 
regarded as extraction of the spectral envelope. Also, since it was originally adopted 
to remove short term correlation in speech, the LP filter is also known as the short 
term prediction (STP) filter. The above formulation is common for all LP-based coders. 
However, different models of the excitation signal have led to varied classes of LP-based 
coding schemes. In the following sections, numerous coding algorithms, which essentially 
only differ in the modelling of the STP filter excitation, will be described. 
3.2.3 Long Term Prediction of Speech 
Voiced speech is said to be quasi-periodic in nature. For segments that exhibit this 
periodicity, we can accurately determine the period or pitch. Within such segments, 
significant correlations exist between samples separated by the period or multiples of it. 
This is however, not the case for unvoiced segments. Called long term or pitch correlations, 
these correlations can be extracted during speech coding by a long term predictor (LTP), 
just as the STP extracts the short term or sample correlations. Performing LTP in cascade 
with STP results in a second residual signal even whiter than the first residual from the 
STP. Speech coders which employ LTP thus use this technique to reduce the amount of 
information to be coded in the excitation signal. Fig. 3.3 shows the typical effects of the 
two predictors on a speech segment. 
The long term correlation in speech can be incorporated into the expression for the 
source-filter speech production model thus: 
Kp 
s(n) = Gu(n) + b, x(n -D- m) +E ais(n - (3-14) 
m=-K j=l 
where x(n), given by Eqn. (3.15) is the STP synthesis filter excitation, D is termed the 
LTP lag while b, are UP gains. In general, D can be thought of as the pitch or period 
referred to in the previous paragraph. 
K 
x(n) -- Gu(n) + 1: b, x(n -D- m) (3-15) 
m=-K 
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Figure 3.3: Typical effect of the STP-LTP cascade on speech: 
(a) original waveform (b) residual after STP (c) residual after UP 
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In the Z-domain, Eqn. ( 3.15) becomes, 
P(Z) = G K 
1: b .. Z-(m+D) 
m=-K 
(3-16) 
This represents the transfer function of a (K + 1)-th order recursive filter. The main 
task is to find (bm, D) by minimising the long term prediction error. Very little difference 
has been observed between performing LTP on the original speech signal itself or on 
the LP residual. Usually, D is first computed and then the associated b, 's computed. 
Many methods of calculating D have been reported. These include cross- correlation [79], 
average magnitude difference [106], cepstrum [76], maximum-likelihood [100], with the 
cross- correlation being the simplest. Since this latter method is used throughout this 
thesis, it is summarised below. 
For speech coders that apply LTP, the whiteness of the second residual depends on 
the prediction efficiency achieved. There has been widespread research to improve this 
efficiency. This research has mostly been centered around increasing the accuracy of the 
UP lag computation. This filter is typically of very low order <3. In the following, we 
assume a single tap UP filter and also that UP is performed for a speech segment L 
samples long. In the open-loop cross- correlation method, we aim to minimise the MSE 
between the UP memory buffer x(n) and the reference signal r(n). This MSE E is given 
by, 
)2 
E=-1: [r(n)- #dX(n - d)] Id=J,... ' W 
(3-17) 
L 
n=O 
where, for the moment, J and W are arbitrary integers. This can be interpreted as 
finding a speech segment within the UP memory buffer which gives the closest match 
to the reference signal r(n). By expanding this equation and then differentiating with 
respect to d, the problem is finally simplified as follows: 
1. Choose the d which gives the maximum cross- correlation coefficient R(d) in Eqn. (3.18) 
as the optimum lag D. 
L-1 
R(d) =E x(n - d)r(n), d=J, W 
n=O 
where x (n) is the memory contents of the UP filter and, for i>0, x (z) =x (z - d+ 1). 
2. The UP gain, OD is then given by, 
OD -- 
r(n)x(n - 
n=O 
x2 (n 
n=O 
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(3.19) 
In the closed-loop method, the matching to find the optimum lag D is performed at the 
output of the STP synthesis filter. Thus Eqns. (3.18) and (3-19) are modified to, 
L-1 
R(d) 1: i(n - d)s(n), d=i... ýw 
(3.20) 
n=O 
and L-1 
1: s(n)X^ (n - D) 
OD 
- 
n=O (3.21) 
ý2 (n - D) 
n=O 
where s(n) is the original speech signal, and ý(n) is the convolution of x(n) with the 
impulse response of the STP filter. The closed-loop method is generally said to give 
better prediction efficiency than the open-loop method. Its two main disadvantages are 
however, increased complexity and higher sensitivity to transmission errors because of the 
joint optimisation involved. For normal speech sampled at 8KHz, D typically lies within 
the average period of the speech segment which ranges from about 2- 18.7ms. This means 
that assuming 8KHz sampling, D covers 16 - 150 samples. Reasonable and frequent choices 
for J and W are thus 20 and 147 respectively, allowing D to be transmitted with 7 bits. 
As can be observed in Fig. 3.4, the effect of LTP on the speech coding process is 
to produce a second prediction residual with a whiter spectrum. In fact, with optimum 
prediction, this second residual should be similar to Gaussian noise. However, it has been 
observed that this residual still carries significant information (especially any information 
that the STP failed to extract) [78]. Therefore, to give better fidelity to the output 
synthetic speech, it has become desirable to also transmit this residual. In the fight to 
achieve better quality at even lower bit rates, different schemes which try to employ a 
low residual coding rate whilst producing high quality speech have been reported. These 
hybrid coding schemes typically produce communication to toll quality speech at rates 
between 4.8Kb/s and 16Kb/s and will be surveyed in section 3.4. 
3.3 VOICE CODING WITH LPC 
LPC of speech was originally adopted for voice coding (or vocoding) techniques. In vocod- 
ing, a parametric model is used to represent the signal source. The parameters of this 
model are then transmitted to the receiver, which interprets and uses them to generate 
a signal which is a close synthetic replica of the original signal. This section reviews two 
LPC vocoding techniques known to produce reasonable quality synthetic speech. 
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Figure 3.4: Typical effect of the STP-LTP cascade on speech spectrum: 
(a) original spectrum (b) STP residual spectrum (c) UP residual spectrum 
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3.3.1 Pitch Excited LPC 
Pitch excited LPC (PELPC) was the first and is still the most widespread LPC based 
vocoding technique. After calculating the gain term G, Eqn. (3.1), the excitation is then 
classified as voiced (quasi-periodic and pulsed) or unvoiced (non-periodic and random), 
Fig. 3.5(a). For voiced excitations, a period T, is also calculated. The gain, period, 
together with the voiced/unvoiced decision and the LP parameters are then transmitted. 
At the receiver, voiced excitations are represented by a pulse train whose pulses are 
separated by T samples. For unvoiced frames, the excitation is represented by a random 
noise sequence. The excitation is scaled by G and then used to excite the LP filter. 
This scheme typically operates at < 2.8Kb/s and produces speech of synthetic qual- 
ity. The synthetic speech is devoid of speaker characteristics such as sex, emotions etc. 
The most widely applied coder of this type is the U. S. Government standard LPC-10 
operating at 2.4Kb/s [96]. 
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3.3.2 Sine Wave Excited LPC 
Sine Wave Excited LPC (SWELP) uses Sinusoidal Transform Coding [73] techniques to 
model the excitation of the LP filter. The LP excitation signal is frequently a combined 
voiced and unvoiced signal unlike implied by the model used in PELPC. Another limita- 
tion of PELPC is inaccuracy in the computation of the period or pitch in the presence of 
background acoustic noise. SWELP is thus regarded as a vocoding technique with a more 
generalised excitation model, incorporating both voiced and unvoiced excitations and any 
other combination in between. 
In SWELP, Fig. 3.5(b), the excitation is modelled as a composition of many sinu- 
soids with varying frequencies, amplitudes and phases. For excitation transmission, a 
sufficient number of these frequency components, together with the associated phases and 
amplitudes has to be transmitted. Together, these require a very high coding rate. By 
exploiting the quasi-periodic nature of voiced speech, these sinusoids can be represented 
as harmonics of a computed fundamental. In this case, only a set of amplitudes (sam- 
ples of the spectrum at multiples of the fundamental), their phases, and the frequency of 
the fundamental component have to be transmitted. This can be extended to unvoiced 
segments by simply transmitting more harmonics of an arbitrary fundamental frequency. 
At the receiver, sinusoids of the harmonic frequencies are generated, scaled by their re- 
spective amplitudes and then summed to provide the excitation. Recently, it has been 
reported [104] that a predictive phase model can be used to further reduce the coding 
rate required for the phase information. SWELP has been reported to produce speech of 
a synthetic quality better than PELPC at between 2.4 to 2.8Kb/s [104]. 
3.4 HYBRID LPC 
During the last few decades, researchers have adopted LPC techniques in the coding of 
speech for rates as high as 16Kb/s. In order to increase the synthetic speech quality 
from that of basic LPC vocoding techniques, it was realised that more information about 
the excitation had to be transmitted. Hybrid coding schemes stem from using LPC, a 
vocoding technique, for spectral transmission whilst using waveform. coding techniques to 
code the excitation signal. As shown in section 3.2, the best estimate of the excitation 
signal is the LP residual. This residual however, still possesses significant long term 
(pitch) correlations, especially for voiced segments, Fig. 3.3 . To increase coding efficiency 
of the residual, most LPC hybrid schemes use long term prediction (LTP) to extract this 
correlation. This reduces, to a large extent, the amount of significant information left 
in the remaining excitation (second residual). Thus for most hybrid coding schemes, the 
speech production model comprises an excitation source and a cascade of the UP and 
STP synthesis filters. 
Furthermore, for most hybrid schemes, in order to reduce the coding rate of the 
second residual, a separate model is used for the excitation. As with others, this model is 
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based on assumptions on the nature of the signal (the second residual), to be coded. To 
minimise the degradations caused by this modelling and also quantisation noise effects, 
it is desirable to choose only those excitation model parameters that would produce a 
synthetic speech signal closest to the original signal being coded for transmission. To 
do this, a local speech decoder within the encoder is frequently used to synthesise the 
candidate output signals. We can then evaluate how closely our synthesised signals match 
the original. This is the so called analysIS-by-synthesis (AbS) procedure [65]. In order to 
choose the best synthetic signal, we have to be able to say how close each signal is to the 
original. There has been widespread research on perceptually meaningful objective criteria 
to measure the difference between two speech signals [31,55]. However, the most widely 
used criterion is the objective mean squared error (MSE) between the two signals. Ideally, 
we would like this matching to take into account human speech perception characteristics. 
This is introduced to some extent by passing the candidate signals through the so called 
perceptual weighting filter derived from the LP filter coefficients. Alternatively, the error 
signal could be passed through this filter before the MSE is calculated. 
3.4.1 Residual Excited LPC 
This is the simplest of the LPC hybrid coders, Fig. 3.6. The basic idea is to transmit the 
residual signal for use as the excitation at the receiver. The assumption that the residual 
has a flat spectrum is used to minimise the coding rate. Since the spectrum of the residual 
is flat, very little degradation is caused by only coding its baseband for transmission. The 
baseband can be extracted in the time domain (by filtering) or windowed (0 - 1KHz) 
in the frequency domain. It is then sampled and decimated. The decimated samples 
are quantised and coded as magnitudes (also phases in the frequency domain) using 
conventional waveform coding techniques and then transmitted. At the receiver, the 
excitation is built up to full-band with high frequency regeneration [70]. It should be 
noted that in some implementations, e. g. [98], RELP does not employ LTP. This is a 
deliberate attempt to maintain robustness to channel errors as the UP parameters are 
very sensitive to errors. However, it has been claimed [70] that including UP improves 
the high frequency regeneration and ultimately the speech quality. 
Since the residual signal itself is coded for transmission, RELP performance in back- 
ground noise conditions is very good. However, because of the relatively high coding rate 
required by the excitation, good performance is limited to around 9.6Kb/s and above. 
RELP has been used in the Motorola STU III family of telephones [37]. 
3.4.2 Pulse Excited LPC 
In pulse excited LPC schemes, the excitation is made up of a number of pulses of varying 
amplitudes. By cutting down on the number of pulses by transmitting only the most 
perceptually important, the coding rate of the excitation is reduced (as compared to 
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RELP). The first pulse excited scheme was the Multipulse Excited LPC (MPELPC) [7] 
reported in 1982. Regular Pulse Excited LPC (RPELPC) [63] was derived as a hybrid of 
MPLPC and RELP. 
3.4.2.1 Multi-Pulse Excited LPC 
In MPELPC, a number of pulses (typically 8- 10 per 30ms speech frame) are employed 
as the excitation signal, Fig. 3.7. The pulses are derived in an AbS procedure by min- 
imising the perceptual difference between the original speech and speech synthesised by 
exciting the LP filter with each candidate pulse in turn. For each pulse, a position and 
an amplitude are determined. The pulses are determined sequentially. After determin- 
ing a pulse position and its quantised amplitude, its synthesised response through the 
filter(s) is subtracted from the original speech and the procedure repeated for the next 
pulse. MPLPC uses a perceptual weighting filter which introduces a degree of subjectivity 
into the waveform matching process. The original formulation of MPELPC [7] did not 
incorporate LTP. However, various publications [89] have indicated that by incorporat- 
ing UP in MPELPC, the output speech quality can be maintained at relatively lower 
coding rates. MPELPC produces high communicatzon quality speech at rates around 
8Kb/s and above. The coding rate for the pulses however, is relatively high since both 
the pulse positions and their amplitudes have to be transmitted. Furthermore, because 
MPELPC is an AbS scheme, the complexity is relatively high as compared to RELP. A 
9.6Kb/s MPELPC with a half-rate convolutional code was employed in the Skyphone 
service [18] for communication between commercial aircraft and ground. After extensive 
trials, it was subsequently adopted as an international standard for aeronautical mobile 
communications. 
3.4.2.2 Regular-Pulse Excited LPC 
Regular-Pulse Excited LPC (RPELPC) [63], was derived as a hybrid of RELP and 
MPELPC. It combines the pulse excitation model of MPELPC with the relatively low 
complexity of RELP. The excitation pulses are regularly spaced and are usually derived 
from the highest energy base-band signal after decimation or block filtering of the resid- 
ual signal. The excitation model is therefore like that of RELP with variable baseband 
grid selection, Fig. 3.8. As in MPELPC, the inclusion of an UP reduces the amount of 
information to be coded in the excitation. Once more, because the residual signal is trans- 
mitted, RPELPC exhibits good performance under high background noise conditions. A 
relatively high coding rate is used for the excitation (even though an overall grid position 
instead of each pulse position is transmitted). The output speech quality therefore starts 
degrading as the rate falls below about 9.6Kb/s. 
In 19S7, a 13Kb/s RPELPC with UP (RPE-LTP) was adopted as the speech coder 
for the Pan-European cellular digital mobile radio system (GSM) [14]. To reduce the 
coding rate of the excitation, the pulse amplitudes are all normalised with respect to 
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the highest one. The full system operates at 22.8Kb/s with convolutional coding and 
signaling. To combat the bursty errors on the radio channel a diagonal interleaving 
technique is employed. Additionally, the speech coder is quite robust to channel errors. 
3.4.3 Vector Excited LPC 
As seen above, the pulse excited coders use a high proportion of the coding rate for 
transmitting the excitation. For lower coding rates more efficient quantisation schemes 
have to be used. Vector quantisation (VQ) [42,2], is a quantisation technique which 
can be used to achieve fractional bits per sample coding. In VQ, a set or vector of the 
quantities to be transmitted are quantised together by choosing a best match from an 
ensemble of vectors in a codebook. In vector excited LPC schemes, the excitation signal 
is vector quantised and the address or index of the chosen codebook vector coded for 
transmission. At the receiver, this address is decoded and used to fetch the excitation 
sequence from an identical codebook. Although VQ schemes are very computationally 
complex, complexity issues are progressively becoming less inhibitive as advances in Very 
Large Scale Integration (VLSI) technology result in faster and more flexible digital signal 
processors (DSP). There are three main vector excited LPC schemes although many 
variants of each scheme have been reported. 
3.4.3.1 Code Excited LPC 
Code Excited LP (CELP) (or stochastic) coding, was the first vector excited LPC scheme 
reported by Shroeder and Atal in 1985 [88]. In CELPC, Fig. 3.9(a), the VQ codebook is 
made up of 2C Gaussian noise sequences, each of length L, (the excitation frame size). 
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Each address can thus be transmitted using C bits. The excitation signal is obtained by 
exhaustively synthesising each sequence of the codebook through the filter(s). In this AbS 
procedure, the sequence which minimises the perceptually weighted mean squared error 
(MSE) between the original speech and synthesised signal is chosen as the optimum exci- 
tation (innovation). To increase the vector space of the excitation ensemble or codebook, 
a gain term is also computed, quantised and used in the error minin-ýsation. The VQ is 
thus effectively a shape-gain quantisation. The transmitted excitation is thus embodied 
in the quantised gain and the address (code) of the optimum excitation sequence. 
During the last decade, CELP has emerged as one of the most promising hybrid 
LPC schemes for rates below 8Kb/s. This is supported by the number of applications 
for which CELP-type coders have been adopted. The main disadvantage of the CELPC 
algorithm has been the computational complexity resulting from the exhaustive codebook 
search. Work on complexity reduction has been centered on the use of sparse and linear 
(overlapping) codebooks and modifications of their respective search procedures. CELPC 
produces very good communication quality speech at rates as low as 4.8Kb/s. The 
transmission of the excitation is also quite robust to channel errors as one random sequence 
is not too different from the other. A 4-8Kb/s CELPC has been chosen as a US DoD 
standard [52]. In higher rate regions, the only remaining candidate for the new CCITT 
16Kb/s standardisation process is also a variant of CELPC, low delay CELPC (LD- 
CELPC) which employs backward prediction with a 50th order LP filter. The filter 
coefficients are thus not transmitted. However, the update rate for the excitation is quite 
high (every 5 samples). The overall delay is only 2ms which lies within the original CCITT 
specification. 
3.4.3.2 Self-Excited LPC 
As the number of vectors in codebook based excitation schemes is reduced (in order to 
reduce complexity), the output speech becomes less smooth. This roughness can be traced 
back to the fact that the spectrum of the second residual is frequently not flat as implied 
in the use of Gaussian-type codebooks. Self-Excited LPC (SELPC), overcomes this limi- 
tation by using an adaptive codebook whose entries are derived from past second residual 
sequences. This is typically modelled as additional single tap long term predictor stages, 
Fig. 3.9(b). In SELPC, the excitation is derived from the memories of these additional 
LTPs in an AbS or closed-loop procedure [84]. Once again, a perceptual weighting filter 
is used in the mean squared error minimisation process to introduce some subjectivity. 
The UP lags and associated gain(s), see section 3.2.3, which minimise the perceptual 
error criterion are then transmitted. 
The complexity of SELPC (with one additional LTP stage), is equivalent to that of a 
classic CELPC which uses a linear codebook of the same length as the memory of this last 
LTP. Center-clipping of this memory however, has been reported to reduce complexity 
[84]. The output speech quality of SELPC is said to be comparable to that of CELPC. 
SELPC however, is not very robust to transmission errors. Under error conditions, the 
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memories of the UP stages at the encoder can differ significantly from those at the 
decoder. Since the excitation is adapted from these memories, SELPC suffers from error 
propagation effects. 
3.4.3.3 Vector Sum Excited LPC 
By reducing the size of the excitation codebook in CELP coders, the complexity of the 
algorithm can be reduced. Unfortunately, this reduces the vector space from which pos- 
sible innovation sequences are taken. As seen in the last section, this has the unfortunate 
effect of significantly degrading the output speech quality. The Vector Sum Excited LPC 
(VSELPC) algorithm provides a means of reducing the codebook size whilst maintain- 
ing the wide vector space. In VSELPC, Fig. 3.10, the codebook is composed of a small 
number (typically 8 to 14) basis vectors. To derive the excitation, each basis vector is 
used to excite the LP filter. Each synthesised signal is then orthogonalised to the signal 
synthesised from the memory of the LTP. This has the effect of covering a wider vector 
space for the few codebook entries. Each of the orthogonalised signals is then scaled 
by a gain term to minimise the perceptually weighted mean squared error between their 
sum and the original speech signal [39]. The optimum summation signal is then inverse 
filtered and an overall gain term calculated. The output of the inverse filter cascade is 
then synthesised through the filters to update their memories. At the decoder, each basis 
vector is again synthesised and orthogonalised to the synthesised LTP. The sum of the 
orthogonalised vectors, each scaled by its respective gain is then inverse filtered through 
the filters to derive the excitation. This excitation is scaled by the overall gain and then 
synthesised to restore or update the filter memories. The output speech is taken from the 
output of this synthesis or simply the orthogonalised vector sum, scaled by the overall 
gain. 
This scheme cuts down on the complexity of CELPC by synthesising only a few 
basis vectors through the filters. However, another orthogonalisation has to be executed 
at the decoder. This is not a major disadvantage as the decoder is usually less complex 
than the encoder. Recently, a novel scheme has been reported which reduces the coding 
rate of the basis vector gains by exploiting the degree of their correlation [65]. The output 
speech quality of VSELPC is quite close to that of CELPC. The VSELP algorithm will 
be investigated in more detail in Chapter 7. 
3.5 CONCLUDING REMARKS 
In this chapter, an overview of the major classes of linear prediction based coding schemes 
has been presented. The algorithms have been put into classes which differ only in respect 
of their excitation modelling. The schemes range from the relatively simple vocoding 
schemes to the fully parametric vector excited schemes which involve residual substitution 
and are more difficult to understand and complex to implement. The emphasis in vocoding 
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schemes is on intelligibility and very low rates (around 2.8Kb/s and lower). The speech 
quality from such schemes can thus best be described assynthetic. Coders in this class are 
generally employed in military applications where security, cost and message intelligibility 
factors are more important than the quality or fidelity. 
For better quality, more information has to be transmitted about the excitation. 
This has led to a class of low to medium (from 4.8 to 16Kb/s) bit rate hybrid coders which 
employ LP for spectral transmission together with further models for the excitation. In 
the quest for more efficient coding rates, long term prediction is generally used in these 
coders to reduce the amount of information carried in the LP excitation signal to be 
coded. Having modelled the excitation artificially, researchers then adopted the analysis- 
by-synthesis procedure in order to ensure that the transmitted excitation is the optimum 
from the available ensemble. To include a subjective dimension into the choice of the 
optimum excitation, a perceptual weighting filter is used. Despite an extensive search 
for a perceptually meaningful optimisation criterion, the minimum mean squared error 
is still the prevalent choice. As pointed out, these latter schemes are very complex to 
implement. However, with the development of better and faster DSPs, complexity issues 
are being forgotten while researchers concentrate more and more on reducing the coding 
rate whilst maintaining, or even improving the quality. Additionally, some indications as 
to the achievable quality were also presented. The coders in this class generally produce 
speech of communication quality. The CELP coder is generally accepted to be the most 
promising, even at lower rates. 
During the last decade, the LPC model has dominated speech coding research. This 
model possesses certain limitations which, it can be argued, have held up the progress 
towards lower rates. Such limitations include non-linearities in real speech production, the 
information carried in the zeroes of the vocal tract filter and the extra coding capacity 
spent on the filter coefficients. New speech production and/or perception models are 
required if toll quality speech is going to be achieved at rates lower than 6.4Kb/s. One such 
perception model has been applied in the Multi-band Excited Coding (MBEC) algorithm 
[43] developed at MIT. A coder employing this algorithm beat many LPC based coders 
to win as the INMARSAT standard M 6.4Kb/s coder (with FEC) for land and marine 
mobile satellite communications [47). As well as producing very high quality speech, 
this algorithm is very robust to transmission errors. Recently, researchers have reported 
achieving communication quality speech coding at 2.4Kb/s using the multi-band model 
[74,105]. A problem with this scheme however is its complexity. We believe that if this 
problem is resolved, such models might overtake LPC-based coders in the race towards 
toll quality at 4.8Kb/s. 
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Chapter 4 
ERROR CONTROL IN SPEECH 
TRANSMISSION 
4.1 INTRODUCTION 
In low bit rate speech transmission systems, the transmission channels frequently suffer 
from degradations like interference, cross-talk, shadowing, fading and multipath effects, 
depending on the transmission medium and stationarity of the transmitter and receiver. 
These can all be generalised as noise. In the base-band, this noise can result in errors in 
the received bit stream. To safe-guard the optimum subjective perception of the speech 
synthesised at the receiver under these imperfect channel conditions, some form of error 
control strategy has to be employed. In real-time speech transmission, this strategy is 
invariably, forward error control (FEC). 
In section 4.2, a review of the channel degradations that exist in speech transmission 
systems is given. Conventional error coding schemes involve the transmission of redundant 
data which can be used in error detection and correction at the receiver. This redundancy 
compromises the original aim of speech transmission at low bit rates. During the last 
decade, there has been a gradual, if haphazard, shift towards zero redundancy error control 
for low bit rate speech transmission. This has led to the adoption of a combined source and 
channel coding approach for speech transmission applications. In section 4.3, a detailed 
look at this approach is presented. For channels with high bit error rates (BER), these in- 
built error control schemes still have to be augmented with error correction coding schemes 
for reasonable operation. Section 4.4 examines the coding, decoding and characteristics of 
two of the more popular error control codes. For optimum performance in any application, 
the design of source and channel coders must take into account the channel characteristics. 
Section 4.5 discusses the factors that have to be considered in the choice of an error 
correction code for a given channel and application. Discussions on how the speech coder 
and channel characteristics can be matched to produce optimum error performance are 
also presented. Section 4.6 presents the conclusions on this chapter. 
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4.2 SPEECH TRANSMISSION CHANNELS 
The noise on speech transmission systems can generally be classified as (a) additive, 
in which the noise waveform is added to the transmitted signal; or (b) multiplicative, 
in which the noise signal modulates the transmitted signal. This modulation itself can 
be either amplitude or frequency modulation [23]. When the noise signal has sufficient 
power, its effect is to cause the receiver (demodulator) to interpret incorrectly the received 
signal and so introduce errors in the received bit stream. Additive noise becomes less 
effective at producing errors as the signal level increases (high transmission power), while 
multiplicative noise, which is more important in carrier systems, has the same effect 
regardless of transmission power. In the base-band, errors occur either randomly or in 
bursts covering several bits. In the following sections, the various application areas of 
digital speech transmission are briefly reviewed with a view to characterising the nature 
of their channel degradations and hence, the errors on them. 
4.2.1 Public Telephone Networks 
By far the greatest source of errors on switched telephone lines is additive impulsive noise. 
Impulsive noise is usually introduced by direct pickup from electromechanical switches 
in exchanges, and also through common impedance coupling via exchange batteries to 
the switches, and other equipment or telephone circuits fed from them. Impulsive noise 
usually occurs in bursts of about 20ms, sometimes in quick succession but mostly widely 
separated. It therefore results in bursty errors. 
Over private lines, amplitude modulation noise causes a large proportion of errors, 
especially if the line contains carrier links which operate at high signal levels. The noise is 
band-limited white noise and occurs in bursts of up to one or two seconds long, introducing 
burst errors in the base-band. Other sources of error in telephone circuits include (i) 
signaling crosstalk and white noise, especially troublesome at low transmission power 
levels; (ii) phase jitter and frequency offset; and (iii) sudden signal level changes. These 
last two result in modulation (multiplicative) noise. 
4.2.2 Land-Mobile R. F. Channels 
The main source of additive noise in radio systems is atmospheric noise caused by light- 
ning discharges. This is effectively Gaussian distributed after band limiting in the receiver 
filters. It therefore introduces intermittent errors of a predominantly random nature. Im- 
pulsive noise in radio links is usually from man made interference. This is quite severe in 
built up areas or where the receiving equipment is close to a source of electrical interfer- 
ence. This is particularly acute in vehicle based receivers where the car engine is a severe 
source of interference. In digital radio links, severe interference from other radio signals 
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whose spectra overlap that of the wanted signal is a source of burstY errors. 
Fading in radio waves results from reception of multiple reflections of the transmitted 
signal. This is very severe in built up areas, and results in severe attenuation of the 
received signal, an amplitude modulation effect. Doppler shift alterations due to changes 
in the effective height of the ionosphere result in frequency modulation effects. Both of 
these effects result in severe bursty errors. 
4.2.3 Satellite Channels 
Satellite communication channels suffer from a great deal of atmospheric absorption at 
high frequencies. This leads to signal attenuation which results in fades, a problem com- 
pounded by the long transmission paths devoid of repeaters. Mispointing errors of the 
antennas also result in signal attenuation. Land-mobile satellite communication channels 
are occasionally degraded by shadowing from trees and houses, which results in relatively 
rare (except in built-up areas) bursts of errors in the baseband. Shot noise in the amplifiers 
leads to random errors of quite low bit error rates (BER). Fixed satellite communication 
channels are predominantly perturbed by random errors which result from additive white 
Gaussian noise (AWGN) characteristics, while bursty errors are also present in satellite 
based mobile channels. 
4.3 SOURCE-CHANNEL CODING SYNERGY 
The conventional FEC schemes employed in digital communication systems involve the 
transmission of redundant information. During the design of any communication system, 
because of scarcity of transmission bandwidth, the engineer has to strike an optimum 
balance between the amount of coding redundancy used and the degree of protection 
offered (i. e. output BER of the error decoder). For channels with high BER, as in mobile 
systems, a high degree of redundancy is needed. This is however not usually feasible, 
with the limitation on transmission bandwidth being a prohibitive factor. Thus for low 
bit rate speech transmission systems, we would like to somehow eradicate the effects of 
channel errors on the output speech at the receiver without the use of any redundancy. 
Over the last decade, research effort has been moving gradually towards the design of 
embedded error control schemes for speech coders that employ little or no redundancy [75, 
59,94]. These schemes are all based on the ideas of combined source and channel coding 
[9) and error concealment [95], which are thought to yield a better redundancy/protect ion 
trade-off. This has led to the so called robust speech coder, which is expected to be self- 
recovering from transmission errors [26]. In the following sections we briefly examine the 
motivation behind, and the ideas exploited in such schemes. 
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4.3.1 Motivation 
Since speech coding involves the use of predictive models, the dynamics of speech signals, 
and hence those of the models are fairly well understood. Since these models are based on 
slowly varying speech characteristics, the changes in some of their parameters are therefore 
usually quite smooth. Thus at the receiver, we do not expect to observe uncharacteristic 
changes in such parameters from frame to frame. This idea can be used in a rudimentary 
error detection strategy. Additionally, if we can characterise the expected changes in such 
parameters, uncharacteristic values can be reset accordingly. 
In human perception of speech, some degradations are more subjectively annoying 
than others. Speech parameters can be quantised and/or coded in such a way that the 
more annoying degradations can be detected and possibly diffused, while disregarding the 
less annoying ones. In such quantisation and coding schemes, we seek to make some errors 
"subjectively unimportant". Additionally, for most speech coders, this crude classification 
matches sets of parameters. Since the parameters exhibit a wide range of error sensitivi- 
ties, errors on some parameters are more critical than on others. By only considering the 
more sensitive parameters in error control strategies, effective unequal error protection, 
which error correction codes do not generally offer, can be achieved. Furthermore, since 
the parameters are derived from a common model, there are certain relationships between 
some of them. It is reasonable to assume that errors distort these parametric relation- 
ships. Such relationships, if characterised, can be exploited in error mitigation. Finally, 
if after implementing all these source dependent error control schemes, additional conven- 
tional error control is still needed, the optimum amount of redundancy will, hopefully, be 
smaller than in the case where error control coding is used exclusively. 
4.3.2 Error Sensitivity of Typical Quantisation Techniques 
In. this section, a brief discussion of the merits of some of the various schemes used 
iii the quantisation of LPC-based coder parameters with respect to their sensitivity to 
transmission errors is presented. Explanations are given for occasions when some of these 
schemes result in parameters more sensitive to transmission errors than they would be if 
they were directly scalar quantised. 
4.3.2.1 Vector Quantisation 
Vector quantisation (VQ) [42,2] is a very powerful multi-dirnensional quantisation tech- 
nique for achieving low coding rates in low bit rate speech coding. It is often used to 
achieve fractional bits per sample coding rates. In VQ, a set of parameters is quantised 
together by choosing the best-match vector in a codebook. The address or index of this 
ý'ector is then transmitted and at the receiver, it is used to retrieve the vector from an 
identical codebook. However, if a single bit error occurs on the index, a 
different index 
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is received and so a completely different vector is retrieved. Frequently, virtually all the 
elements of this vector are different from those of the intended vector. VQ has been 
used to quantise almost all classes of parameters in speech coders. VQ however, invari- 
ably increases the error sensitivity of parameters. It is thus advisable not to use VQ on 
very sensitive parameters, especially the STP filter parameters [10]. At rates lower than 
4.8Kb/s however, low coding rate is more important than error performance and so VQ 
is frequently used. The error sensitivity of VQ can be reduced by breaking the parameter 
vector into shorter sub vectors and VQ-ing each sub vector separately [65] (pages 94 to 
99). 
As seen in section 3.4.3, vector excited LPC-based coders have an excitation model 
based on VQ. In the classic CELPC [88], where stochastic codebooks are used, the error 
sensitivity of the excitation is very low because the random noise sequences are not too 
different. However, in schemes that employ more structured codebooks [64], this sensi- 
tivity is significantly increased. The error sensitivity of the VQ in these coders can be 
decreased by a careful assignment of the codebook indices (see section 4.3.4 below). In 
coders which use multiple-tap long term prediction filters, VQ is often applied to the UP 
gains. These parameters, especially in a closed-loop configuration are usually very sensi- 
tive to errors. Here, careful codebook index assignment can also decrease error sensitivity. 
VQ is often performed for the same class of excitation parameters across the LPC frame. 
Such schemes are characterised by drastic distortions if the VQ-ed parameters are gain 
terms. 
4.3.2.2 Adaptive Quantisers 
Adaptive quantisation, AQ, can also hold down the coding rate in speech coders. In AQ, 
a set of parameters of the same class is quantised after normalisation with a factor. This 
factor varies in magnitude from frame to frame. For most schemes, this normalisation 
factor tends to be one of the parameters in the set. This normalisation factor has to 
be scalar quantised and transmitted. Since the variance of the normalised parameters is 
lower, they can, in theory be coded with fewer bits. However, because their real values 
all depend on the normalisation factor, its correct reception is vital. This factor therefore 
has to be given a high degree of protection. 
To avoid coding the normalisation factor, some AQ schemes calculate it from the 
memory of one or other of the prediction filters. Though the coding rate is significantly 
reduced, a more drastic source of error is introduced into the system. Under any error 
conditions, the memory of the filter at the encoder will be different from that of the equiv- 
alent filter at the decoder. The normalisation factor will thus be different. Furthermore, 
since this memory persists in the system for some time, the error effects will propagate to 
future speech frames. When this scheme is applied to gain parameters, the output speech 
sounds very coarse, exhibiting uncharacteristic energy excursions under error conditions. 
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4.3.2.3 Differential Quantisers 
In order to reduce the coding rate in differential quantisation, the variance of the set of 
values to be quantised is reduced by quantising the differences between the parameters. 
This works very well for parameters which are correlated within the quantisation frame. 
The first parameter in the set however has to be fully scalar quantised. At the receiver, 
the parameters are accumulated from all the transmitted differences. There are two main 
sources of degradation in such systems during channel error conditions. It- is vital for 
the first parameter to be received correctly. Additionally, if the first parameter or any 
of the differences are received in error, (except for the last one), the error propagates 
through to all the subsequent parameters. To cut down on this error propagation, the 
parameter set is frequently broken up into subsets which are then separately differentially 
quantised. Differential quantisation is widely used for STP filter coefficients and UP lag 
transmission where the quantisation is over the LPC frame [52]. 
4.3.3 Parameter Substitution or Smoothing 
Most speech coding algorithms are based on a slowly time-varying speech production 
model. At the decoder, the parameter update rate is usually quite high (typically less 
than every 10ms for excitation and less than 30ms for spectral parameters). This means 
that, for most parameter types, the short term variations are quite small. In other words, 
these parameters exhibit a smooth contour. In such a scenario, any excessive variations are 
uncharacteristic and so could therefore indicate corruption of the parameter. Furthermore, 
we can mitigate the effects of such errors on the output speech by replacing the parameter 
with a value that maintains or restores the smoothness of the contour. Replacing the 
offending parameter in this way (usually with an average of its neighbours) is known as 
smoothing. 
Smoothing techniques if well applied, usually result in better subjective quality 
than would otherwise be observed. Its main attraction is that it is most effective with 
severe errors that would cause more degradation. However, the uncharacteristic variations 
exploited in its application are sometimes necessary to improve fidelity. Taking out too 
many of these, could degrade the clear channel performance of the speech decoder. In 
practice, a fall in clean channel fidelity has to be traded-off against the increase in quality 
achieved during operation in channel error conditions. 
For some speech coding algorithms, a relationship exists between some classes of 
parameters. By characterising this relationship, it can be exploited in reducing the output 
degradation once a parameter from such classes is construed as being in error. An example 
of such a relationship was reported in [10] for CELP-type coders. In these coders, it was 
found that if the degree of LTP is very high, UP gain > 0.8 say, then most of the LPC 
excitation is derived from the LTP filter memory. Therefore, cutting out the codebook 
contribution to the LPC excitation, results in very little degradation. This would be 
beiieficial in cases where the codebook vector gain is known to be corrupted. 
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4.3.4 Robust Parameter Coding Strategies 
Parameter coding refers to the assignment of appropriate indices to the levels of a one 
dimensional quantiser or to the entries in the codebook of a multi- dimensional or vector 
quantiser. Chosen indices are then converted into a bit stream for transmission. If the 
most likely error rate or the average BER, aveBER, of a channel is determined, a robust 
coding strategy can be designed. In such schemes, each index is assigned such that when 
corrupted by some error patterns (estimated from the aveBER), the resultant (corrupted) 
index would correspond to a quantiser level or vector index whose effect in the speech 
decoder is close to the intended effect. Hopefully, this minimises the effect of the error on 
the output speech. 
Fig. 4.1 (a) shows an 8-level quantiser with natural binary index assignment, while 
the quantiser in Fig. 4.1(b) has a pseudo-gray scale code assignment. Imagine that we 
want to transmit level 4 over a channel over which the possibility of more than one bit in 
three being in error is negligible. The figure demonstrates the difference between the error 
performance of the two coding schemes. Notice however that, for our pseudo-gray scale 
coding, an error pattern of 010 on levels 0 or 7 results in large errors. However, for most 
quantisers, these two end levels are comparatively rarely transmitted. Furthermore, it is 
very likely that such a drastic change will be detected as uncharacteristic and so mitigated 
by smoothing techniques. In practice, this pseudo-gray scale coding technique is usually 
applied for quantisers with < 16 levels. For quantisers with more levels, especially for 
VQ, more complex code assignment schemes have been employed. Notable amongst these 
is the use of simulated annealing techniques based on the distribution of quantiser levels 
or codebook entries over a large training database [56,71]. 
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Another effective code assignment scheme uses block codes [38]. In these schemes, 
binary block codewords are assigned as indices to the quantiser levels or codebook entries. 
At the decoder, each received index is decoded as a normal block code and errors detected 
and possibly, corrected. In such schemes, the following points have to be reconciled: 
For reasonable performance, codes of very low rate (large n, small k) have to be 
used. 
2. Since an (n, k) block code has only 2k codewords, 2n -2 k quantiser levels have to 
be fused with others, effectively forming a coarser quantiser. 
Therefore the lower the code rate, the coarser the quantiser which ultimately results in 
a more degraded clear channel performance of the speech decoder. This scheme is thus 
only feasible with high rate codes, n-k<2 wherein only error detection is employed. It 
is thus only useful for those parameter classes which respond to parameter replacement 
or smoothing techniques. 
The main draw-back of code assignment schemes vis a vis error control is that 
they are designed for a given aveBER. If this is exceeded during operation, performance 
becomes unpredictable. For operation within the aveBER however, they provide an error 
control capability without the use of any redundancy and even as the designed aveBER 
is exceeded, they exhibit graceful degradation as opposed to the brick-wall effect of most 
error control codes [9]. 
4.4 ERROR CONTROL CODING 
The theory of error control coding is based on the work of Shannon [86]. The conclusion 
from Shannon's theorem is that: if for any communication system, power for transmis- 
sion is limited, near perfect communications can be achieved by employing a very wide 
transmission bandwidth, provided some theoretical channel capacity is not exceeded. For 
modern communication theory, this implies that, since transmission power is always lim- 
ited, provided the channel transmission capacity is not exceeded, the probability of error 
at the receiver output can be made infinitesimally small by using channel codes of very 
long block lengths. Unfortunately, structured techniques for deriving these long chan- 
nel codes have remained elusive. In practice, given a channel of particular capacity and 
source data rate, the communication engineer has to strike a balance between the receiver 
output BER for a given transmission power level, and complexity of the coding scheme. 
Furtliermore, in practical applications, the long delay inherent in the coding and decoding 
of long codes is frequently undesirable. 
A simplified digital communication system is depicted in Fig. 4.2. The source en- 
coder provides channel symbol blocks of the form, 
(UO, Uli U21 ---i Uk-1) of k symbols each, 
to the channel encoder. The channel encoding process adds (n - k) other symbols to 
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each input block, resulting in an output block, (CO, C1 i C2 i ... i Cn-1) of n>k, symbols. 
The (n - k) symbols added by the encoder do not carry any information of value to the 
data sink at the receiver and so are referred to as redundant symbols or redundancy. 
Each n-symbol block is referred to as a code word and the ratio R= k/n, called the 
code rate, measures the number of information symbols sent over the channel for each 
channel symbol. The code words are then transmitted to the receiver over the intervening 
channel. The various noise effects on the channel force some of the transmitted symbols 
to change so introducing errors in the transmitted code words. In carrier systems, this 
channel comprises modulation and demodulation. 
At the receiver, the received n-symbol block, (ro, ri, r2, ... I rn-1), goes through an 
error decoding process which detects (and possibly corrects) some or all of the errors 
within the block. Coding and decoding algorithms are frequently based on algebraic 
techniques. It is thus desirable to use a polynomial description of codes. Symbol sequences 
are frequently expressed in polynomial form like c(x) below: 
C(X) = e(ý_1)X(n-1 
) +C(ii-2) X(n-2) + IC(n-3) X(n-3) +... + CJX + Cýo 
where n is the block length of the code, each of the coefficients q, I=0,1, ..., 
(n - 1), 
is a valid channel symbol and the power of x indicates the position of the coefficient within 
the symbol sequence. In the following sections, we examine block and tree codes, the two 
NN, idespread classes of error correction codes [241. We examine in detail one error correction 
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code from each class. 
4.4.1 Block Codes 
In block coding, each block of k symbols is coded independently of the others. The 
number of correctable symbol errors, t, per code word has an upper bound governed by 
d, j, > 2t + 1. The factor d,,, i,,, is called the minimum distance of the code. )Jost block 
codes were designed for random error channels. The theory of burst-error correcting codes 
is therefore not very developed. However, during the last few decades, the adoption of 
Reed-Solomon (RS) [81] codes for numerous applications has revived the interest in burst 
error correcting codes. Present and future applications for these codes include deep space 
communications [82], compact discs [3], and tape streamers. The following section treat: 5 
in some detail, the theory of RS codes. These codes were investigated in this work for use 
on a land-mobile channel. 
4.4.2 Reed-Solomon Codes 
Reed-Solomon (RS) codes are based on Finite or Calois Field (GF) theory so their im- 
plementation invariably requires a Finite Field processor [66] (pages 15 to 40). Any RS 
code defined over a Finite Field, GF(2"n), where m is an integer and m>2, can have 
code words of length 2m -1 symbols, with each symbol composed of m bits. Algebraic 
encoding and decoding operations are performed using a GF(2M) processor and so each 
possible symbol has to be mapped to a unique element of GF(2rn). Each code word, c(x) 
consists of k data symbols and 2t redundant symbols, where, k+ 2t =n< 2m - 1. The 
minimum distance of the code is 2t +1 and so the code can correct up to t symbol errors 
per code word. RS codes are often described as maximum distance separable because 
dmin = n- k+ 1. 
4.4.2.1 Spectral Interpretation of RS Codes 
RS code words are GF polynomials which can be viewed as either in the spectral or time 
domains. The time domain polynomials and their spectra have some relationships that 
can be exploited in the algebraic encoding and decoding of RS codes. For polynomials 
over GF(27n), a forward Galois Field transform, Eqn. ( 4.2), can take a time domain 
polynomial, v(x), to the spectral domain polynomial V(z), and an inverse Galois Field 
transform, Eqn. ( 4.3), takes it in the reverse direction. 
2'-2 
ma 01 11 ... 12' - 
2. (4.2) 1 
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2'-2 
vt z= 01 11 ... 1 2" - 2. (4.3) j=O 
where a is a primitive element of GF(2') and each of vi, Vj E GF(2 rn ). The sequence V(z) is called the spectrum of the sequence v(x). The time domain RS code word c(x) 
with components c, and its spectrum C(z), with components Cj, zlj' = 01 2' - 21 have two main relationships used in RS code algebra: 
Lemma 1 
For all Cj = 0, c(aj) = 0. i. e. a time domain polynomial c(x) has a zero at a'* if 
and only if there is a spectral null at Cj. 
2. For all ci 0, C(a-') 0. i. e. the time domain polynomial c(x) has a null 
component ci if and only if the inverse of a' is a zero of its spectrum C(z). 
In fact, seen in the context of GF polynomials and their spectra, the encoding of a t- 
symbol error correcting RS code is basically the fixing of 2t spectral nulls, while the 
decoding involves their detection and possible restoration. 
4.4.2.2 Encoding of RS Codes 
Encoding can either be done in the spectral or time domains. In the spectral domain, we 
assume that the k-symbol input sequence, uj, J= 01 11 ... )k-1, is part of the spectrum, C(z) of a code word, c(x). We then set particular 2t components of this spectrum to zeros 
and then perform a (2' - 1)-points inverse GF transform on the resulting n= 2t +k 
symbol sequence C(z) to give the code word c(x). With this coding scheme, decoding 
at the receiver is relatively less complex. However, the disadvantage of spectral domain 
encoding is that we will have to transmit all 27" -1 time domain symbols even if originally, 
we intended for n< 2m - 1. Also, the data cannot readily be extracted at the decoder 
if , 
for example, error correction fails and we want to apply post processing techniques to 
the uncorrected data. 
Time domain encoding allows for truncated RS encoding in which n< 2m - I. This 
however, means that the decoder will be more complex. In time domain encoding, we 
assume the k-symbol sequence u(x) is part of a time domain code word. We decide on 
the positions to impose 2t spectral nulls in the spectral domain. To fix ideas, let these 
positions be, pi, i=0,1, . .., 2t - 1. Then, according to Lemma 1, the final code word 
c(x) will have the aP- as its zeroes. Therefore, for i=0,1, ... '2t - 1, c(ctPl) = 0. Assuming 
systematic encoding which is exclusively used in this thesis, these positions are contiguous 
and are set to the 2t low order positions of the code word i. e. p, = i. 
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Thus for systematic codes defined as above, if the k-symbol data sequence is u(x) 
and the final code word is c(x), then the encoding process is the polynomial multiplication: 
C(x) = U(X)X 
2t + [U(X)q(X)](2t-1) 
0 
2t-1 
_q(x) = 
11 (X + cep. ) (, l. 4) 
i=O 
where g(x) is called the generator polynomial and has coefficients go, g, 7... 7 q(2t-l)i 
and [y(x)]' means that only the q+1 low order terms of the polynomial y(x) are considered. 0 
The encoding process is thus similar to that of other cyclic codes. It is easily achieved 
by using the shift register circuit shown in Fig. 4.3 which can be implemented in either 
software or combinational logic. 
T 
Input Data Symbols 
ch 
k-I Uk-2 UO ---- UIUO 
Figure 4.3: A shift register encoder for a t-symbol error correcting RS code 
The data sequence u(x) is shifted through the encoder circuit beginning with symbol 
U(k-1) . 
After shifting uo into the circuit, the 2t redundant symbols are taken from the 
contents of the shift register stages and attached at the back of u(x) to give c(x) which 
is then ready for transmission. The encoder is not very complex as g(x) is generally 
computed off-line. 
4.4.2.3 Decoding of RS Codes 
Assuming the imperfect nature of the channel, degradations on the channel will cause an 
error sequence e(x) in the code word c(x) to give the received word r(x), Eqn. ( 4.5). 
r(x) = c(x) + e(x) (4.5) 
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The decoding process attempts to extract an estimate v(x) of c(x) from r(x) according 
to Eqn. ( 4.6). 
v(x) = r(x) + e(x) (4.6) 
The sequence v(x) is a valid code word and is a maxi mum- likelihood estimate of the 
transmitted code word c(x). If correct decoding takes place, v(x) = c(x), satisfying 
Eqn. ( 4.5). If however, the decoder makes an error, v(x) =A c(x) and is in fact, usually 
more corrupted than the received word, r(x). Decoding theory is based on v(x) = c(x), so 
in the following, they will be used interchangeably. As in encoding, decoding can be done 
both in the spectral and time domains. In this thesis only spectral domain decoding is 
considered. RS decoding can be split into two main stages comprising (a) error detection, 
(b) error correction. 
4.4.2.4 Error Detection 
Error detection involves the calculation of a syndrome sequence s(x), given by: 
s(x) = r(x) mod g(x) 
si = r(aP'), 7=0,2t - 1. (4.7) 
Note that if r(x) is a valid code word or r(x) = c(x), then the aP, would be its roots. 
Thus: 
n-1 
r (aP') 
E 
rj aPi3 = ol 
j=o 
i= 07 17 21 ... l2t - 1. 
(4.8) 
For a systematic code with pi =Z as defined above, the above equation is actually a 
forward GF transform (compare with Eqn. ( 4.2)) which gives the first 2t components of 
the spectrum, R(z) of r(x). For a general systematic code defined as above, sp, = Rpi, i= 
0111 ... 12t - 1. 
Also, since v(x) is a code word, taking Eqn. ( 4.6) in the spectral domain, 
R(z) = V(z) + E(z) (4.9) 
Since Vp, =0 for 0<i< 2t, the syndrome sequence spi only depends on the error 
spectrum E(z). In fact, since sp, is composed of known 2t components of E(z), it is said 
to give us a window on the error spectrum E(z). The received word is said to be in error if 
sp, - Rpj :ý0,1 = 0,1,... 12t - 
1, i. e. when any of the syndrome components is non-zero. 
Therefore, for error detection, perform a forward GF transform on the received word and 
test the first 2t components for non-zero values. If no errors occurred, si = 0, the data 
is simply retrieved from ri, Z -_ 2t, 2t + 1, ..., n-1. 
If however, error(s) are detected, 
sp, 34 0, we proceed into an error correction routine. 
4.4.2.5 Error Correction 
Unlike in binary codes, error correction in RS codes involves two steps: (a) locating the 
errors within the received word, (b) finding their values and then taking them out. 
Since 
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decoding is done in the spectral domain, we aim to derive the error spectrum E(z). After 
deriving this spectrum we can either (i) use Eqn. ( 4.9) to get V(z) which is then inverse 
transformed to v(x) or (ii) inverse transform E(z) into e(x) and use Eqn. ( 4.6) to derive 
v(x). The decoded sequence, v(x) is hopefully equal to c(x). Option (1) entails more 
complexity as two full-sized transforms have to be performed. So, in this thesis option 
(ii) is used. 
For error location, define an error locator polynomial, A(x), in the time domain, 
orthogonal to e(x). Hence, Ai =0 when ej :ý0. Therefore, 
A(x)e(x) =0 (4.10) 
By considering Eqn. ( 4.10) in the spectral domain, the multiplication becomes a cyclic 
convolution and we have: 
A(z) * E(z) =0 
t 
1: AiEk-i =0 
i=O 
where '*' denotes convolution, k=t It+ II... 7 2t - 1, 
A(z) and E(z) are the spectra 
of the error locator and error polynomials, respectively. As an aside, note that from 
Lemma 1, the zeroes of A(z) are of the form a-z where the i give the positions of the 
errors in the time domain r(x). For correct decoding, the maximum degree of A(z), 
(number of zeroes or error locations), is t as we can correct a maximum of t-symbol 
errors. Thus the limit of the above summation is set to t. These t equations in t+I 
unknowns (Ek, k=0,1, ..., 2t -I are 
known), are called the key equat? *ons and can be 
solved by setting Ao = 1. This is justified since, by definition, zero cannot be a root of 
A(z) =0 for a non-zero A(z). If this were possible, then there would be an i for which 
a-i = 0. 
There are two main methods of solving the key equations for the Aj. An iterative 
procedure described by Berlekamp and Massey [24] (pages 201 to 219), can be used. How- 
ever, in this thesis, a more structured algorithm adapted from the Euclidean remainder 
theorem is used. Because this algorithm can easily be analysed, it was hoped that it can 
be simplified and speeded up for real-time implementation. If the solutions to the key 
equations are -/,, i= 11 21 ... 1 
1, where I is the degree of A(z), then: 
D(z) (z + 71) (4.12) 
where D(z) is a polynomial of degree 1. Since this polynomial is a multiple of the greatest 
common divisor of A(z) and E(z), it can be derived using the Euclidean algorithm as 
applied to polynomials [68](pages 362 to 365). This algorithm and the algebraic derivation 
of the solution are fully described in Appendix A. 
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Figure 4.4: Recursive extension feedback shift register for t-symbol error correcting RS 
code 
After deriving the error locator spectrum, we can then compute the rest of the error 
spectral components. Substituting AO = 1, (it is normalised to one if after derivation, 
Ao :ý 1), into Eqn. ( 4.11) and rearranging gives: 
1 
Ek= EAiEk-i k=t, t+ 1,..., n - 1. (4.13) 
i=l 
where I is the degree of A(z) (equal to the number of symbol errors). This is a recursive 
extension which can be used to compute the error spectral components Ek- It can be 
implemented efficiently using the I-stage feed-back shift register of Fig. 4.4. 
If the generated error spectrum E(z) does not exhibit folding (generated sequence is 
not cyclic), then there are more than t errors in the received word and so error correction 
is said to have failed. 
4.4.2.6 Erasure Decoding of RS codes 
During operation, the channel occasionally becomes so degraded that the data commu- 
nication equipment cannot make a decision on the received symbols with any certainty. 
These symbols are then said to be erased. Erasure RS decoding can fill these erasures. 
Erasure decoding of at symbol error correcting RS code can fill p erasures and correct 
another 0 errors per code word if: 
2t > 20 (4.14) 
Assume that the p symbols erased are in locations Then calculate the 
spectral domain erasure locator polynomial given by Eqn. ( 4.15). 
P-1 
F(Z) (a liz + 
t=O 
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Erasure decoding entails computing a joint erasure and error locator spectral polynomial 
A'(z) which replaces A(z) in the recursive extension to find the error spectrum. This can 
again be computed using the Euclidean algorithm. In this case, however, a modification, 
S'(z), of the original syndrome S(z), as shown in Eqn. ( 4.16) has to be used. Other 
initialisations and changes from the non-erasure decoding case can be seen in Appendix 
A. 
SI(Z) = [S(Z)]p(Z)]2t-1 0 
4.4.3 nee Codes 
(4.16) 
For tree codes, we will consider all symbols as bits. Each k-bit block is thus encoded into 
an n-bit block, many of such blocks making up the transmitted encoded sequence. 
However, each encoded block not only depends on the k-bit input block but also on M 
previous message blocks. The factor m is called the memory order of the encoder. The 
most widely used and probably the only practical tree codes are convolutional codes. 
An (n, k, m) convolutional code consists of the set of all encoded sequences produced by 
a k-bit input, n-bit output encoder of memory order m. The factors n, k are typically 
small integers anderror control powercan be added by increasing the memory order m 
while keeping n, k and R= k/n constant. Since the encoder contains memory, it must 
be implemented with a sequential circuit. In the following sub-sections we will briefly 
explain the encoding and decoding of convolutional codes. 
4.4.3.1 Encoding of Convolutional Codes 
From their name, convolutional codes imply that the output sequence of the encoder is 
a convolution; (of the input sequence and the encoder memory contents). For each input 
bit, this convolution results in an impulse response. Each output is derived from the 
summation of appropriate terms of the impulse responses from given input bits. This 
relationship is often presented in the form of generator polynomials of the form: 
9(t cmD' + c,, -, 
D'-'+ Cm-2D'-2 + 
where g('), is the contribution to output bit i of the impulse response due to input 
bit J. The term D is a single frame delay operator (equivalent to z-1 in sampled systems) 
which operates on the input sequence. Its power term can also be regarded as an index to 
the corresponding impulse response. The coefficients c,,, s=m, m-II are either 0 
or 1. The integers, Z and J define the ordering of the output and input bits, respectively. 
As an example, Fig. 4.5 shows the convolutional encoder sequential circuit for a half rate 
convolutional code with k=I and n-2. 
Keeping the general notation above, the two generator polynomials for this code 
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)ut data sequence 
Figure 4.5: Sequential circuit for encoding the (2,1,2) convolutional code 
are: 
g(O)o -D2+D+I 
Mo 
-D2+1 
The memory order of this code is 2 (the maximum number of shift register stages 
along any path through the encoder). Another factor which influences the complexity of 
the decoder is the constraint length of the code, K, defined as the sum of the memory 
elements and the input bits, i. e. K=k+v, where v, sometimes called the memory 
span, is the number of memory elements in the encoder. Decoding complexity increases 
as the constraint length increases. At the beginning of the encoding process, the encoder 
memory is reset to zero. After shifting the whole data sequence through the encoder 
circuit, m additional zeros have to be shifted in to flush the memory. This results in 
a tailing sequence of up to mn bits which represents a significant overhead for short 
transmission sequences. As the encoder is basically a sequential circuit, convolutional 
encoders are sometimes characterised by the number of states in the circuit. In general, 
an encoder with v memory elements is a state machine with 2v states. The encoder of 
Fig. 4.5 is thus a 4-state state machine with the state diagram of Fig. 4.6. 
4.4.3.2 Decoding of Convolutional Codes 
The decoding of tree codes like convolutional codes, involves the use of a conceptual tree. 
There are numerous algorithms for decoding convolutional codes [66] (pages 287 to 428). 
The most widely used fall in the class of maxi mum- likelihood decoders. The nodes on the 
tree represent the states of the encoder circuit while the branches represent transitions to 
other states based on assumed inputs. At each transition, we accumulate a metric based 
on the difference between the output of the encoder along that transition and the received 
block. At the end of the channel sequence, we choose the path through the tree (sequence 
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0/00 
1/01 
States: 'x y' means x at delay D2 and y at delay D 
Paths: 'I / uv' means input 1, outputs u=9 
(1) 
and v= 
40) 
Figure 4.6: State transition diagram for the (2,1,2) convolutional encoder 
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of states) that minimises the accumulated metric, as the encoder path. The data can then be extracted from the transitions along this path. 
This decoding algorithm is very computationally complex for real-time implemen- 
tations. For more efficient performance, it has been widely simplified. One of the most 
widely used algorithms is the Viterbi algorithm which applies a tree pruning scheme to 
reduce the complexity of the full tree maxi mum- li keli hood decoder. The decoder tree is 
thus reduced to a trellis which despite having fewer branches to evaluate, provides the 
same error correcting performance. A full description of the Viterbi algorithm'C'an be seen 
in [66] (pages 315 to 358). 
4.4.4 Performance Enhancement for Error Decoders 
Error correction codes generally have an upper bound in their error correcting abilities. 
The performance of codes on given channels is measured by the coding gazn. In its 
most basic form, the coding gain, measured in dB, can be described as the savings in 
transmission power due to the code, if the same bit error rate is achieved as before 
coding. For optimum operation, codes should be optimised for maximum performance on 
the channels on which they are employed. Such optimisation strategies include: 
4.4.4.1 Interleaving 
If random error correcting codes are used on a burst error channel, interleaving can be 
used to effectively change the bursty errors into random errors [51]. On channels with 
extremely long but intermittent bursts employing burst correcting codes, block interleav- 
ing techniques can be used to split long bursts between adjacent code words [13]. The 
interleaving degree is the number of code words stacked together in the interleaver. Higher 
interleaving degrees result in better coding gain. However, the end-to-end coding delay is 
significantly increased. Convolutional or diagonal interleaving schemes as used in the full 
rate GSM [19] channel present a compromise between delay and interleaving performance. 
4.4.4.2 Soft-Decision Decoding 
In the decoding schemes examined above, it was assumed that the demodulator only sup- 
plies the error decoder with a hard symbol. Frequently, it is desirable for the demodulator 
to also supply a certainty value about its hard decision. This combination is referred to as 
a soft decisZon. The error decoder can use this information as a first indication of whether 
or not the symbol is likely to be in error. Soft decision decoding is more structured and 
developed for convolutional than for block codes. It is generally agreed that soft decision 
decoding of error control codes, if well implemented adds at least 2dB to the coding gain 
on additive white Gaussian noise channels [34]. 
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4.4.4.3 Concatenation 
As indicated above, the distance properties of codes provide an upper limit to their error 
correcting abilities. This ability can be increased by lengthening the distance of the code. 
Codes, possibly of different types, can be concatenated together to achieve long block 
lengths with reasonable decoding complexity [66] (pages 535 to 538). Typical schemes 
concatenate burst error with random error correcting codes on compound channels, (chan- 
nels perturbed by both burst and random errors) e. g [67]. 
4.5 OPTIMISATION OF SOURCE AND CHAN- 
NEL CODECS 
As has been seen above, zero-redundancy error control schemes fail when the designed 
aveBER is exceeded. In practice, as many as possible of these schemes are designed into 
the coder to achieve the so called robust coder. The channel error performance of these 
schemes can then be augmented with conventional error control codes. During operation, 
we will hope that the zero-redundancy schemes will mask any FEC decoder residual errors. 
In order to achieve efficiency and maximise performance, error control coding has to be 
adapted to both the source coder and the predominant channel characteristics. 
4.5.1 Choice of FEC Code 
For optimum performance, error correction codes appropriate for the channel and the 
application have to be chosen. The various considerations for the choice of appropriate 
codes include: 
Burst or random error correction: For channels with predominantly random errors, 
random error correcting codes should be used. For bursty error channels however, 
random error correcting codes can be used with interleaving if the end-to-end delay 
is not exceeded. Burst error correcting codes are ideal for these channels if the delay 
budget is very low. A concatenation of random and burst error correcting codes is 
frequently used on compound channels. 
2. Complexity: There is usually a limit on the end-to-end delay. Interleaving schemes 
across speech frames involve quite substantial delays. Codes with complex encod- 
ing and/or decoding algorithms might be too costly to implement or if cheaply 
implemented, might cause the delay budget to be exceeded. 
I Coding Rate versus Performance: For a given channel, the coding rate is determined 
jointly by the available bandwidth, the bit rate (quality) of the speech coder and the 
maximum FEC decoder residual error rate that the speech decoder can withstand. 
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Low coding rates, mean lower residual error rates. On the other hand, the high 
redundancy involved subtracts from the source coder bit rate, resulting in lower 
quality speech. The choice of an FEC code is made only after careful consideration 
of all these factors. 
4.5.2 Unequal Error Protection 
This involves the adaptation of the speech coder to the FEC. Only some of the parameters 
of the speech production model are vital for speech perception and intelligibility. Some 
others are only included to enhance fidelity. The various parameters therefore exhibit 
a wide range of error sensitivities. Even within the bit map for each parameter, the 
individual bits also exhibit different error sensitivities. Ideally, we would like to use an 
FEC scheme which offers more protection to the more sensitive bits than to the less 
sensitive ones. Codes with these properties are called unequal error protection codes. 
Though a few papers have been published on these codes, e. g. [44,72], the area as a whole 
is not well established. In practice, we employ varying degrees of redundancy for different 
codes both for error detection and correction on the various parameters or bits. The 
redundancy required for error correction is thus minimised by employing the more powerful 
low rate codes only for the most sensitive parameters or bits. Furthermore, for parameters 
which are highly responsive to substitution or smoothing techniques, redundancy might 
be needed only for error detection. 
In transmission channels which employ a packet or block based protocol, e. g. TDMA, 
during some transmission intervals, data is more prone to some types of errors than dur- 
ing other intervals. In sequential systems for example, the clock synchronisation error 
likelihood is very low at the beginning of each data frame just after the synchronisation 
signal has been received. This likelihood increases towards the center of the frame when 
the transmit and receive clocks drift apart and then falls towards the end as they re- 
synchronise. In such a system, better performance can be achieved by transmitting the 
most sensitive bits at the head and tail of the frame. This realisation was exploited for 
the GSM system in which the most sensitive bits within the half bursts are transmitted 
immediately after the equalisation training sequence has been transmitted [19]. 
In designing an unequal error control scheme, it is vital to determine the error 
sensitivities of the various parameters and bits. The ideal way to do this would be by 
subjective comparisons. However, since these tests are usually quite involved and also, 
the perceptual sensitivities might be very minute, objective methods are usually used. 
We therefore have to choose an appropriate objective quality evaluation criterion. The 
chosen criterion must be capable of evaluating accurately the effect of corrupting each 
parameter or bit of the speech coding algorithm. 
As seen above, every error control code has a limit to its performance. As mentioned 
before, this performance can be enhanced by using soft decoding techniques. It is also 
desirable for the error decoder to pass some indication to the speech decoder about the 
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Figure 4.7: A digital communications system with a soft input and output error decoder 
certainty of its decisions. This information can be employed by the in-built error control 
schemes or in very severe cases, used to evaluate the loss of a speech frame. This infor- 
mation is frequently a hard decision in itself indicating that the decoder encountered an 
undecodable error pattern. Recently, however, Hagenauer [451 has reported a soft output 
convolutional decoder. Fig. 4.7 is a modification of the digital communication channel of 
Fig. 4.2 to include these soft decision input/soft decision output error decoders. 
4.5.3 Lost Frame Recovery 
During operation, the channel sometimes becomes so degraded that speech information is 
completely erased and effectively lost to the speech decoder. This is a relatively common 
I which frequently suffer from severe interference and occurrence on land-mob*le channels I 
fading. Various authors have shown that if such frame loses are indicated to the speech 
decoder, frame reconstruction techniques can be used to mitigate the degradation caused 
[13]. 
In waveform coding schemes, the lost frame can simply be replaced with another 
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waveform, hopefully as close to the intended as possible. In LPC-based coders however, 
there are filters in the decoder and so any lost frame reconstruction strategy has to consider 
the effect on the filter memories. Frame reconstruction invariably implies the corruption 
of these memories. Therefore we have to worry, not only about the degradation caused 
by using a replacement frame instead of the real thing, but also about that caused by 
the propagation of these corrupted memories to future frames. Frame recovery strategies 
here therefore involve the use of estimated parameters in continuous synthesis through 
the filters. This helps to flush out the filter memories as soon as possible [121- 
In some systems, channel erasures might last over multiple frame periods. The coder 
has to possess a means of reducing the reverberations that result from the resultant mul- 
tiple frame reconstructions. Ideally, the output should be made to degrade as gracefully 
as possible. In the full rate GSM coder [20], lost frames are reconstructed by repeating 
the parameters of the previous frame with scaled down gains. In cases of contiguous 
multiple frame losses, this has the effect of muting the output after about 320ms, after 
which comfort noise is generated at the decoder output. This scheme works extremely 
well for the RPE-LTP coder employed. For other coders however, separate lost frame re- 
construction techniques have to be developed tailored to the characteristics of the speech 
coding algorithm used. For all the systems described in the second half of this thesis, 
algorithm-specific lost frame reconstruction techniques are formulated to interact with 
the FEC schemes adopted. 
4.6 CONCLUDING REMARKS 
In this chapter, the channel degradations that result in errors on the transmitted bit 
stream in speech communications systems have been reviewed. For optimum perception 
of the transmitted speech, the effects of these errors have to be mitigated at the receiver. 
In designing the speech coding algorithm, the characteristics of the channel on which it will 
operate have to be considered. During design, careful consideration of the quantisation 
techniques adopted and employing coding schemes adapted to the channel, can render 
some errors subjectively unimportant. These zero-redundancy measures are expected to 
result in a coder which is inherently robust to channel errors. 
In the past, engineers frequently used only forward error correction codes to cor- 
rect some of these errors at the receiver. This approach however, besides introducing 
redundancy into the transmitted bit stream, also overlooks the variability in parameter 
sensitivities to errors. Speech coding algorithms were based around removing redundancy 
in order to reduce coding rate. Coding engineers then immediately re-introduced this 
redundancy in an attempt to control errors. Frequently, large amounts of redundancy 
were used in order to achieve reasonable performance. This seriously compromised the 
original aim of low-bit-rate coding the speech in the first place. 
It has been shown that the characteristics of speech signals and speech coding al- 
goritlirns can be exploited to introduce a degree of embedded error control into speech 
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coders. This enables the speech decoders to maintain good speech quality during oper- 
ation in low BER conditions. To maximise performance, these schemes should be fully 
optimised for particular speech coding algorithms and transmission channels. The chan- 
nel error performance of the resultant robust coder can then be augmented by the use 
of conventional error correction codes, employing relatively low redundancy. The perfor- 
mance of the chosen codes can also be maximised by optimisation to the channel and the 
application of various enhancement techniques like soft decision decoding. Furthermore, 
by taking into account the varied importance of the parameters or bits in speech percep- 
tion, an optimum trade-off can be achieved between performance, amount of protected 
information, and the required redundancy. 
Finally, the channel sometimes erases all the transmitted information. No error 
correction code can be expected to deal with this all the time. It is thus desirable that 
the error decoder informs the speech decoder about the loss of information. The speech 
decoder can then employ a frame replacement strategy to minimise the quality degradation 
resulting from the loss. Frequently, this lost frame information is a hard decision. It could 
be helpful during normal operation to supply soft decision values for the speech decoder to 
use in parameter substitution and smoothing strategies. All the schemes reported in this 
chapter will be employed and evaluated in various combinations in the following chapters. 
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Chapter 5 
TRANSMISSION OF LPC FILTER 
COEFFICIENTS 
5.1 INTRODUCTION 
The short term prediction (STP) or linear prediction (LP) filter coefficients are, arguably, 
the most important parameters in any LPC-based coding scheme. Since LP is widely 
used in low bit rate speech coding, there has been intense research to find efficient coding 
techniques for and robust methods of transmitting the LP filter parameters. A major 
requirement for output speech intelligibility is the stability of the STP filter both at the 
encoder and decoder. The LPC filter coefficients (often referred to as a coefficients), 
derived in Chapter 3 exhibit a wide dynamic range. Unfortunately, as a result of this, 
they are very sensitive to quantisation noise. For efficient quantisation and filter stability, 
they are often transformed into one of many alternative forms, e. g. Log- Area- Ratios, 
Inverse Sine transformed reflection coefficients, partial correlation coefficients, etc. One 
representation of LPC parameters that has attracted a lot of interest recently is the Line 
Spectrum Pairs (LSP) (or Frequencies (LSF)) [90,54]. The two forms have equivalent 
properties and are inter- changeable. Although many authors have found that LSFs pro- 
vide very little or no extra coding efficiency (using scalar quantisers) as compared to 
the other representations [101,6], they do however possess characteristics which can be 
exploited in error control, making them the most robust means of transmitting the LP 
filter coefficients. In this chapter, some of these characteristics will be presented, and 
techniques of exploiting them for lower rate coding and error control will be formulated 
and presented. 
In section 5.2, a brief derivation of LSP and LSF from LPC a coefficients is presented. 
In speech transmission applications, instabilities can be introduced into LSF parameters 
either during quantisation at the encoder or as a result of transmission errors on the 
channel. During quantisation, these instabilities can be readily detected and corrected 
since the correct LSFs are still present. However, if LSFs are destabilised by transmission 
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errors, the instability has to be corrected at the receiver without any knowledge of the 
original values. The attraction of LSFs for STP parameter transmission stems from 
properties that can be exploited in low rate coding/quantisation and also zero redundancy 
error control. Section 5.3 examines some of these properties. Section 5.4 reports on some 
experiments with error control on corrupted LSFs and discusses the results achieved, with 
a view to choosing the best scheme for incorporation into speech transmission systems. 
Section 5.5 provides some concluding insights into the chapter. 
5.2 DERIVATION OF LSFs 
Line Spectrum Pairs are related to the poles of the LPC filter H(z), whose transfer 
function is given in Eqn. 5.2. They can thus be easily derived from the LPC a coefficients. 
H (z) =1 A(z) 
A(z) + 
(5.2) 
For a p1h order LPC analysis (assume p is even), A(z) can be expressed as: 
A(z) z-- 1+ C(lZ-l + a2 Z-2 +... + apZ-p 
P(z) + Q(z) (5-3) 
2 
where, 
P(z) = A(z) + z-(P+')A(z-' 
+ (a, + ap)z-1 + (Ct2 + a(P_j))Z-2 +--- + (olp + ai)z-' +z -(P+l) 
(P+1) 
Z-(P+l) 11 (z - aj) 
i=O 
(5.4) 
Q(z) A(z) - z-(P+')A(z-1) 
+ (a, - CeP)z-I + (a2 _ Ce(P_j))Z-2 +-.. + (ap - al)z-p - z-(P+I) 
(P+l) 
= Z-(P+l) rj (z - bi) 
(5.5) 
t'=O 
where ai and bi are the roots (generally complex) of P(z) and Q(z) respectively. 
P(z) has only one real root at z = -1 while Q(z) also has its only real root at z=I. 
The other roots of P(z) and Q(z) have the following properties: 
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1. They all lie on the unit circle, p/2 on the upper half and p/2 on the lower half. Each 
root can thus be expressed as ejw where w is the angular location of the root. The 
two sets of p/2 roots form complex conjugate pairs. Each polynomial can thus be 
fully represented using the angles of the roots on the upper half of the circle, the 
angles of roots on the lower half being negatives of these. 
2. The roots of P(z) and Q(z) alternate on the unit circle, i. e. 0< WQO < wpo < WQ1 < 
wpl < ... < r. This is a necessary and sufficient condition for the stability of A(z). 
It must be tested and seen to be satisfied both before and after quantisation at the 
encoder and before synthesis at the decoder. 
The angles, w, range from 0 to ir radians, and are related, in pairs, (wQj, wpi), to the Line 
Spectral Pairs, i=0, ..., p/2 - 1. The LSP are calculated as the cosines of these angles: 
LSP(20 = cos(wQ, ) (5-6) 
LSP(2Z + 1) = cos(wp, ), z= 01 1). 1p (5.7) 2 
These parameters thus have the range -1.0 < LSP(Z) < 1.0. If instead, we are interested 
in the LSFs, they can then be derived from the LSP according to Eqn. (5.8). 
LSF(Z) = 
cos-'(LSP(z)) (5-8) 
2rT 
where T is the sampling period of the speech signal. For a sampling frequency of 8KHz, 
0.0 < LSF(Z) < 4000.0. As can be seen, this range covers the bandwidth of the sampled 
speech. In fact, LSFs are closely related to the formants of the speech segment from which 
they are derived. They are said to mark the outer boundaries of the formants. 
In the reverse direction, the LSP to LPC transformation involves the derivation 
of A(z) from the LSP. This can be readily accomplished by computing P(z) and Q(z) 
from their roots according to the final parts of Eqn. ( 5.5). This involves an iterative 
multiplication of all the factors of these polynomials. A(z) with its coefficients la, } is 
then derived from Eqn. ( 5.3). Various methods that can be used to solve for the roots of 
P(z) and Q(z) are well documented in the literature e. g. [65]. One of the fastest methods, 
used in this thesis, converts the complex polynomials into polynomials with real roots and 
then applies the Newton-Raphson method in an iterative search for these roots. This is 
briefly treated in Appendix B. 
5.3 PROPERTIES OF LSFs 
LSFs and LSPs possess characteristics that make them more attractive than other repre- 
sentations for coding the STP parameters in speech. As seen above, both representations 
are equivalent. The LSFs however involve extra computations. Of the two represen- 
tations, the LSFs are more directly related to observable speech spectral features such 
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as the formants. Additionally, their wider range means that they are more manageable 
than the LSPs in smoothing and parameter substitution techniques which constitute zero 
redundancy forward error control. For these reasons, LSFs are exclusively used in this 
thesis for LPC parameter transmission. In what follows, since the LSFs derived from a 
p-th order LPC analysis form a p-tuple, they are jointly referred to as an LSF vector. 
This section examines some properties of LSFs and highlights their exploitation in low 
bit rate speech coding and error control. 
5.3.1 Inter-frame Correlations 
LSF vectors exhibit a high degree of correlation from frame to frame. This inter-frame 
correlation can be seen by observing the LSF trajectories from consecutive speech frames 
plotted in Fig. 5.1. 
In speech coding, this correlation can be exploited in a number of ways. 
1. Interpolation of LPC parameters: Because of the segmental nature of LPC analysis, 
speech quality is often affected by spectral discontinuities between LPC frames and 
excitation subframes. Traditionally, LPC frame overlapping was often used to limit 
these discontinuities during speech processing [6]. This however, increases complex- 
ity, bit rate, and delay. Spectral interpolation between LPC and excitation frames 
provides the same benefits without the extra problems. LSFs with their smooth 
contours, are ideal for spectral interpolation during synthesis [97]. 
2. Low bit rate quantisation and The high inter-frame and intra-frame corre- 
lations between LSF vector elements make them ideal candidates for low bit rate 
quantisation schemes such as predictive, differential, adaptive and vector quantisa- 
tions [65,93]. 
3. Error control: If the current vector is known to be corrupted, good estimates of its 
elements can be derived from the past immediate vectors since each of them is close 
to the current vector. This provides a form of error control at the speech decoder. 
5.3.2 Monotonicity of vector elements 
As already seen above, the monotonicity of LSF vector elements can be exploited to 
reduce complexity during their evaluation. This monotonicity is the basic criterion for the 
stability of the STP filter. Since this stability criterion is safeguarded during quantisation 
at the encoder I its violation at the 
decoder indicates the presence of transmission errors. 
Parameter substitution techniques (buttressed by the inter/ int ra- frame correlations) can 
be used to mitigate such errors. Additionally, an instant of violationby definition, confines 
this severe error condition between two elements. Error locator techniques can thus be 
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Figure 5.1: Typical plot of LSF trajectories for 80 consecutive frames 
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used to isolate and modify only the culprit element(s), thus minimising the resultant 
spectral distortion and ultimately, the degradation in speech quality. 
5.3.3 Relationship to Speech Formants 
Each LSF pair, (corresponding to a LSP), marks the bandwidth limits of the relevant 
speech formant. This is evident in Fig. 5.2 which shows typical LPC spectrM envelopes 
with the LSF positions superposed as vertical lines. Since the LPC model stresses the 
importance of the formants in speech perception, spectral reconstruction at the decoder 
can be made more effective since we deal directly with the positions and bandwidths 
of these formants. The difficulty of transmitting tones can be visualised more easily in 
this case. Since the tone spectrum is only a pulse, (a very sharp or narrow formant), 
the LSF pair which mark its bandwidth will be coincident, presenting problems during 
computation and quantisation. 
5.4 ERROR CONTROL FOR LSFs 
The stability criterion highlighted above is the hub of the error control strategies on the 
LSFs described in this chapter. It is basically used as an error detector. It is also a 
desirable error indicator because it detects only the most severe errors (potential instabil- 
ities) whilst disregarding the less severe ones. At the point of instability within an LSF 
vector L,,, a low order element L,, (Z - 1) will be of a higher frequency than a higher order 
element L, (Z), i. e. Ln(Z - 1) > Ln(i). The two LSFs at this point are said to exhibit 
cross over. At such instances, the error control problem is to correct this instability whilst 
minimising the resultant spectral distortion. This section describes and evaluates three 
spectral stability restoration techniques. Since the LPC (or LSF) transmission is common 
for different coding algorithms, a very simple speech analysis- synthesis model was used 
to evaluate the formulated techniques instead of any specific speech coding algorithm. 
5.4.1 Performance Evaluation Model 
The intention of these experiments is to find an optimum stability restoration strategy for 
corrupted LSFs. Thus, the evaluation model used must ensure that any degradation in 
speech quality at the synthesiser is due exclusively to the effects of corruption and error 
control on the LSFs. Fig. 5.3 shows the basic model used in these evaluations. In analysis, 
speech is divided into 30ms (240 samples at 8KHz sampling) frames and LPC analysis 
performed on each frame. The LPC filter coefficients are then transformed into LSFs and 
quantised using non-uniform scalar quantisers with a gross bit rate of 37 bits per frame 
(see Table CA of Appendix C). The quantised LSFs are inverse transformed into LPC 
filter coefficients which are then used to inverse filter the speech frame. The output of 
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this filtering process is the LPC residual. Using this residual to excite the LPC synthesis 
filter (with uncorrupted coefficients), amounts to a reversal of the inverse filtering process 
and so results in a signal which matches the original speech signal, sample for sample. 
To evaluate the simulated LSF stabilisation schemes, the bit map from the quantised 
and coded LSFs will be corrupted with random errors at various bit error rates (BER) and 
then decoded and dequantised. Each stabilisation. scheme is applied in turn during LSF 
dequantisation to correct any LSF cross overs detected. The LPC parameters derived from 
the stabilised LSFs are then used to synthesise a speech signal ý(n). The performance of 
each scheme is then evaluated by measuring the segmental signal-to-noise ratio (segSNR) 
between s4n) and the original speech s(n). Use of the segSNR for objective evaluation is 
quite justified since any speech synthesised with the correct LPC coefficients will match 
the original, sample for sample, giving a segSNR --+ oo. It should be noted that for each 
stabilisation scheme, there are some LSF elements which are corrupted but do not cause 
cross over. With common error patterns, these are also common to all the schemes, and 
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so do not therefore affect the comparisons. The speech data used in these experiments 
was composed of over 90 seconds of speech spoken by 8 speakers (5 males and 3 females). 
5.4.2 Whole Vector Interpolation 
This method seeks to exploit the high inter-frame correlations between LSF vectors. In 
this scheme, any unstable vector is replaced with the previous vector which is known to 
be stable. Thus only the previous LSF vector has to be stored at the decoder. The main 
attractions of this method are its simplicity and low memory requirements. However, 
during transitional and unvoiced regions of speech, the inter-frame correlation is very low 
and so the LSFs change rapidly. In these regions, neighbouring vectors are no longer very 
correlated and so this method results in excessive spectral degradation. This degradation 
can be reduced by substituting fewer elements in the unstable vector. 
5.4.3 Double Element Interpolation 
To reduce the number of elements that are adjusted in an unstable vector, it is worth 
noting that at the cross over point in an LSF vector L, only two elements are involved. 
Cross over occurs if, for I<i< 91 Ln(Z - 1)> Ln(Z)- In this stabilisation scheme the two 
LSF elements involved are replaced with the corresponding elements from the previous 
stable vector, i. e. Ln(Z - I)-- Ln-1 (i -1) and L. (i) = Ln-1 (Z) - 
If cross over still exists, 
then progressively replace element pairs in this way until the vector is stabilised. In the 
worst case, this method will finally default to the whole vector replacement method. A 
disadvantage of this method is that if the previous and current vectors were different at 
the encoder, the result of this procedure is the corruption of at least one more element. 
This method shares the advantages of low complexity and storage requirement with the 
previous method. 
5.4.4 Single Element Interpolation 
In this scheme, we seek to identify and adjust only the corrupted element. Frequently, the 
average BER (aveBER) on the channel is so low that the probability of having two adjacent 
corrupted LSF elements is quite low. Even for operation in bursty error conditions, this 
probability can be minimised by stuffing the LSF bit map with bits from other speech 
parameters. It can thus be assumed that at most cross over points, only one element is 
corrupted. Clearly, the best solution in this case is to, (a) identify and (b) adjust only 
this corrupted element. Two approaches for locating the culprit element are investigated 
below. 
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5.4.4.1 Formant Tracking Approach 
This element locator scheme, reported in [102], is again based on the inter-frame corre- 
lation of LSFs- LSF inter-frame correlation is a consequence of the relative stationarity 
of speech formants (in frequency) from frame to frame. This can be observed in Fig. 5.4 
which shows the tracking of formants for four consecutive LPC frames. This is only to be 
expected because of the high degree of short term correlation in speech. Since the LSFs 
mark the bandwidths of these formants, their shifts from frame to frame are ýexpected to 
be directly related to the slight movements of the formants along the frequency'axis. This 
element location scheme compares the shifts (from the previous vector) in the two LSF 
elements at any cross over point and picks out the one with the larger frequency shift as 
having been corrupted. 
Thus for two adjacent LSF vectors, L,, -, and 
L, if a cross over is detected between 
L, (Z - 1) and L,, (Z), the following procedure is followed: 
Set d(Z - 1) = ILn(z - 1) - Ln-1(Z - 1)1i 
2. Set d(i) -- 
JLn( 
-L 2) n-1(Z)ji 
3. If d(Z - 1) d(Z) then 
Ln(I 1) is the culprit otherwise, 
Ln(Z) is- 
Note that the element with the larger shift is assumed to be corrupted since it is assumed 
that the formants only move slightly along the frequency axis. Problems arise with this 
method during unvoiced and transitional regions of speech. As can be observed in Fig. 5.4, 
the formant stationarity assumed does not always apply during these regions in speech. 
Thus during these regions, there is an equal chance that the uncorrupted element will be 
hit as the corrupted one. Table 5.1 (row 2) gives the hit ratio (proportion of destabilising 
elements correctly identified) at various BER. Although on the average, about 50% of 
destabilising elements are correctly identified, better performance is required. 
5.4.4.2 Fýrequency Spacing Approach 
First suggested in [10], this scheme is based on comparisons of the frequency spacings 
between the LSF elements within vectors with their statistical averages. Fig. 5.5(a) shows 
the ordered positioning of LSF vector elements L,, (i), i= 01 11 ... 
9, along the frequency 
axis for a stable vector. The frequency separation between elements L"(0 and L"(I + 1) is 
indicated as d(i), z= 01 11 ... 18. 
At the decoder, if cross over exists between L' (1 1) and n 
L' (7), then assuming that L' (z - 1) is corrupted, Fig. 5-5(b), then d'(7 - 2) > 
d(I - 2). nn 
Alternatively, if L' (i) is the culprit, then d(z) > d(i). To identify the destabilising n 
element at the decoder, d(z - 2) and d'(Z) will be calculated and tested. 
Let j(z) and or(z) be the mean and standard deviation, respectively, of the frequency 
separation between LSF elements L, (z) and L,, (z + 1), (0 <z<P- 1), calculated o%, er 
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a speech database with n=1,2,. N. P is the order of the LPC analysis, and N, the 
number of LPC frames where, N oo. If the n 
th 
received vector L' exhibits cross over n 
between L' (Z - 1) and L' (Z), then the destabilising element can be identified as follows. nn 
Let 
d(Z - 2) = IL'(Z - 1) - L'(i - 2)1,1 <Z< P-1- (5.9) 
and also, 
IL(z 1) - L'(z)1 , 
The culprit element can be identified with the following tests, 
= Id(i - 2) - u(2 - 2)1 < 
j(i - 2), 1<< P- 1. (5-11) 
Id(z) - or(i)1 < j(i), 0<Z<P-1. 
(5.12) 
A, - j(i - 2) 
>- Ah -j 
(1), 1<Z< p- 1 
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Eqn. (5.12) is the test for i=1, Eqn. (5.11) is the test for i=9, with Eqn. (5.13) 
being the final test for the other cases. If test (5-11) fails, d(i - 2) is assumed to be 
extraordinarily large and so L', (Z - 1) must have moved up in frequency. L', (z - 1) is 
thus hit as the culprit, otherwise, L',, (z) must be the culprit. If test (5-12) is used and 
fails, then L,, (Z) is assumed to have moved down in frequency and is then hit, otherwise 
the corrupted element must be L',, (z - 1). Alternatively, failure of test (5.13) means L,, (2) 
is the culprit, or else L',, (l - 1) must be hit. 
The frequency spacing statistics of the LSF vector elements were derived from a 
large speech database composed of 120s of speech spoken by 10 speakers, (5 males, 3 
females and 2 children). This database was different from that used for the evaluation of 
the recovery schemes. The hit ratio figures of this scheme are presented in Table 5.1 (row 
3). Compared with the performance of the formant tracking (FT) scheme, the superiority 
of the frequency separation (FS) algorithm is evident. 
BER 0.1 1 1.0 1 2.0 1 2.5 1 3.0 1 4.0 
FT 0.60 0.47 0.52 0.54 0.53 0.53 
FS 0.90 0.79 0.80 0.81 0.79 0.79 
FSv 1.00 0.80 0.80 0.82 0.79 0.80 
Table 5.1: Hit Ratios for destabilising element locator algorithms 
A further enhancement to the FS algorithm was achieved by including a voicing 
decision to give the so called, frequency separation algorithm with voicing (FSv). Because 
of the periodic nature of voiced speech, its formants (especially the first two or three) 
are expected to be generally sharper than those from unvoiced speech. This consistent 
sharpness of formants translates into smaller variations in the spacings of the LSF pairs 
that mark their boundaries. Therefore, it is expected that the spacing variances for 
voiced frames will be smaller than those for unvoiced frames (compare columns 5 and 7 in 
Table 5.2). Thus, for each unstable vector, if an accurate voicing estimate for the speech 
frame is determined and the corresponding statistics used in the above tests, a better 
overall hit ratio can be expected. The 120s speech database was used to compute the 
voiced and unvoiced frequency spacing statistics (see Table 5.2). The basic zero-crossing 
rate algorithm [771 was used to determine voicing for each frame. During operation, the 
voicing of the current frame can only be estimated from the past frames. Thus it is 
assumed that the voicing of the current frame is the same as that of the previous frame. 
Row 4 of Table 5.1 shows the improved hit ratios achieved with this enhancement to 
the FS algorithm. This enhancement however involves a small increase in complexity to 
characterise the frame as voiced or unvoiced. 
5.4.5 Destabilising Element Adjustment 
Having located the destabilising element, the next problem is to find a good replacement 
for it, whilst minimising the resultant spectral distortion. In the work reported above, 
corresponding elements of the previous stable LSF vector are carried forward to replace 
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No Voicing Voiced Statistics Unvoiced Statistics 
I d(I) U(I) j, (I) a, (I) ju (I) Oru(I) 
0 193.44 136.44 204.48 20.25 171.88 12.49 
1 359.95 45-05 362.82 165.66 353.17 202.70 
2 429.90 179.10 420.82 306.16 448.84 385.86 
3 399.14 134.14 394.10 63-57 412.45 93.95 
4 369.66 21.34 360.66 7.37 391.94 25-97 
5 400.98 27.02 400.68 148.48 399-39 173-55 
6 330.10 94.90 332.41 172.04 323-11 209.72 
7 405.17 4.17 402.55 98.92 406.69 119.25 
rý T332.48 88.52 336.76 115.85 329.82 141.97 
Table 5.2: Separation statistics used in FS (and FSv) corrupted LSF locator algorithms 
the destabilising elements of the current vector. This is based on the assumption that 
the current vector is highly correlated with the previous one. This method has been 
extensively adopted by many authors, specifically because of its simplicity [101,26,52]. 
However, as observed in the limitations of the formant tracking algorithm, this inter-frame 
correlation does not always exist during unvoiced and transitional regions of speech. In 
cases where these regions span more than one LPC frame, consecutive LSF vectors are 
substantially different from each other. In these regions, this simple interpolation scheme 
is inadequate, resulting in very high spectral distortions. To minimise these distortions, 
more robust element adjustment schemes have to be used. 
5.4.5.1 Bit-Level Adjustment 
In this scheme, it is assumed that only a few bits of the transmitted bit map have been 
corrupted for the destabilising element. It is therefore very likely that by toggling some 
of the received bits in a trial by error process, the corrupted bit(s) will be corrected and 
stability restored. The most significant bits (msb) of the hit or corrupted element are held 
constant whilst the least significant bits (Isb) are toggled in turn. Each new bit map is 
decoded into an LSF element which is again used in the stability test. If this element is hit 
again, then the number of 1sb to be toggled and tested is incremented. This trial and error 
procedure continues until a stable value is found for this element. The indeterministic 
nature of this trial and error procedure is however, a significant disadvantage. 
To reduce the number of trial and error iterations, the bit maps from the previous 
received vector can be used as a good starting point. In this process, the mean 
Hamming 
weight between the quantiser indices of the two vectors is calculated. The index of the 
hit element is however excluded from this calculation. A new quantiser index is 
derived 
for the hit element by adding the binary value of this mean Hamming weight 
to the 
quantiser index of the corresponding element in the previous vector. It was 
found that 
this procedure resulted in many corrected elements. However, the root mean squared 
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Figure 5.6: Performance of the 3 destabilising element replacement schemes 
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(rrns) error for the miscorrected elements was very high, resulting in excessive spectral 
distortions. The rms errors for the 10 elements after corruption with random errors at 
10-2 BER and stabilisation are plotted in Fig 5.6. The performance is clearly worse than 
for the previous element interpolation scheme. 
5.4.5.2 Stabilisation Buffer Interpolation 
Careful observation of Fig. 5.1 will show that frequently, a vector is more similar to others 
( rn >1 frames in the past) than to its immediate neighbour. This can be traced back 
to the long term periodicity in speech. If the closeness of LSF vectors can be determined 
accurately, then a good match for the current vector can be found by matching it with 
as many past vectors as possible. If the immediate previous vector is included in the 
search, it will be chosen when it is the best match, thus catering for previous neighbour 
correlations. This scheme is thus a generalisation of the previous element interpolation 
scheme which is effectively a buffer interpolation scheme with a buffer size of one vector. 
A FIFO stabilisation buffer has to be set aside at the decoder to store the past vectors. 
In order to minimise the storage and complexity that arises from the matching procedure, 
an optimum size has to be determined for this buffer. 
The rms error E.,,,, between the two vectors, L, and L, -,., to 
be matched is used as 
the vector matching criterion, Eqn. ( 5.14), where L,, is the unstable vector and L,, -, - 
is a 
stable LSF vector j frames ago. 
k-1 
1 21 Enj* -Z (Ln(*) - Ln-j(*» +9Z (Ln ( ») - Ln-i ( »» 111 9 l=O 
where L,, (k) is the masked off hit element of the current vector and m, the buffer depth, 
is the number of vectors in the buffer. Since the hit element of the unstable vector is 
assumed to be corrupted, it is excluded (masked off) from the rms error calculation. 
Thus once an element is hit, it is masked off and the rest of the vector matched with all 
the vectors in the stabilisation buffer. The vector giving the lowest rms error is chosen 
as the best match. The destabilising element is then replaced with the corresponding 
element from this vector. 
To determine an optimum depth for the buffer, the rms errors for each element were 
calculated over the whole of the test data after stabilisation (from a 10-' BER corrupted 
bit map) using this scheme with 12 different buffer depths. The results for 7 depths can 
be observed in Fig 5.7. Note that in choosing the optimum depth, only the depths with 
performance better than for the previous element interpolation (one vector buffer) scheme 
need to be considered. Although a depth of 12 looks the best, 8 was chosen in order to 
limit complexity and storage. On the average, this is better than the one vector buffer 
scheme. 
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5.4.6 Discussion of Results 
Table 5.3 shows the results of the error control techniques applied to the LSFs derived 
from the model of section 5.4.1. They show that the vector interpolation scheme gives the 
worst performance, followed by the double element interpolation scheme. As can be seen, 
the single element interpolation strategy gives good results which can still be improved 
upon by using other single element adjustment strategies. Fig. 5.6 presents a comparative 
study of the three single element adjustment strategies considered. The stabiligation buffer 
strategy with a depth of 8, produces only a marginal overall improvement in rms error 
which is, however, translated into a significant increase in segSNR (compare rows 4 and 
5 of Table 5.3), especially at lower BERs. This however, is at the expense of a significant 
increase in complexity and storage requirement at the decoder. The element interpolation 
scheme, though, has the advantage of simplicity. It could thus be used in applications with 
limited processing time without too much degradation. In the single element replacement 
BER (%) 1 1 0.1 1.0 2.0 2.5 3-0 F77ýý 
Vector (dB) 113.74 62.19 33.43 27.62 21-68 14.73 
Two Element (dB) 114.07 63-61 36.08 30-16 24-35 17.27 
Single Element (dB) 114.09 64.72 36.82 31.23 25.19 17-95 
r-Stability Buffer (dB) 1 1 114.24 65.40 37.50 31-83 25-53 1 1: 8:.: 1: 1] 
Table 5.3: Comparative performance (segSNR) of three LSF stabilisation schemes 
strategies, since the hit ratio is not always one, sometimes the wrong element is hit. 
Frequently, adjustment of this element does not restore stability. So during operation, a 
limit is set on the number of stabilisation attempts on a given element. If this limit is 
exceeded, then this element is restored to its decoded value and its partner at the cross 
over point taken as the destabilising element. If the stabilisation limit is again exceeded, 
then we resort to the double element interpolation scheme. In these tests, a limit of 2 
attempts was used. Thus, the overall optimum strategy uses the FS algorithm, enhanced 
with a voicing decision to detect the destabilising element and then replaces it using the 
buffer interpolation strategy with a buffer depth of 8. Fig. 5.8 compares the trajectories 
of quantised LSFs and the same LSFs corrupted with random errors at (3 x 10-') BER. 
Notice the boxed cross over points. Fig. 5.9 is the same picture, with all instabilities 
removed, using this optimum strategy. 
In all the results presented here, corrupted LSF elements which are non-destabilising 
cannot be detected and are thus ignored. Some authors, e. g. [52], set a minimum fre- 
quency spacing between the LSF elements in a single vector during quantisation at the 
encoder. As well as eliminating tonal noise, this can be exploited at the decoder to detect 
errors on non-destabilising LSF elements. At the decoder, an error is detected if any LSF 
pair are closer than this minimum separation. The strategies described above can then be 
used to identify the offending element and force the minimum separation. Obviously, for 
better error detection, a wider minimum frequency spacing should be adopted. However, 
this will increase LSF quantisation noise which in turn reduces prediction efficiency during 
aiialysis. Additionally, a speech coder employing this technique might introduce exces- 
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sive distortions during the encoding of modem or DTMF tones. These distortions will 
arise from the artificial separation imposed between the LSFs which mark the bandwidth 
of tone formants. As observed above, members of such a pair are naturally very close 
together as the formant from a tone is generally only a narrow spike on the frequency 
axis. 
5.5 CONCLUDING REMARKS 
A minimum requirement for output speech intelligibility in LPC-based coders is a fairly 
accurate spectral envelope reproduction at the decoder. The corruption of LP filter coef- 
ficients can lead to instability of the LP synthesis filter, which in the worst case, might 
lead to a break down of the coder. This implies that the LP filter parameters are the most 
sensitive to transmission errors. Thus, in low bit rate speech transmission applications, 
their coding has to be efficient and robust to channel errors. As a minimum condition, the 
decoder must be capable of detecting and correcting the instability of the LP synthesis 
filter. The transformation of LP filter coefficients to LSFs provides a means of meeting 
both of these objectives. LSFs possess properties which can be exploited in error detec- 
tion and reasonable error control without the need for extra redundancy. In this chapter, 
we have reported on experiments which exploit these properties to achieve a measure of 
error control. The results obtained indicate that individual LSF elements which cause 
instabilities as a result of errors can be identified at the decoder with a high degree of 
certainty. However, it is very difficult to do anything about those elements which despite 
being corrupted do not cause instability. For error control on such elements, redundancy 
has to be employed. Since the element adjustment strategies presented above maintain 
reasonable speech quality during errors, this redundancy could be employed only in error 
detection. The adjustment strategies above can then be used to mitigate the effects of 
any detected errors. This is very desirable for low bit rate applications where redundancy 
has to be minimised. In the following chapters, various low redundancy schemes are 
adopted for FEC on these parameters to mitigate the degradations caused by corrupted 
but non- dest abili sing elements. 
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Chapter 6 
ROBUST CELP-BB CODER FOR 
LAND-MOBILE SATCOMS 
6.1 INTRODUCTION 
The formation of the International Maritime Satellite Organisation (Inmarsat) in 1979, 
heralded the coordinated (international) development of maritime-mobile satellite commu- 
nications. The first generation Inmarsat-A system for maritime satellite communications, 
based on a hybrid of analogue and digital technology, was quite limited in the range of 
services that could be provided to customers. The drive to increase efficiency by reducing 
per-channel satellite power and bandwidth requirements, so as to maximise the traffic 
carrying capacity of Inmarsat satellites, led to the adoption of digital transmission for the 
new Inmarsat-B system which was standardised in 1985. For digital speech transmission, 
a 16Kb/s Adaptive Predictive Coder (APC) was adopted (24Kb/s with half-rate convolu- 
tional FEC) for the voice coding function in Inmarsat-B. Inmarsat-B which, it is hoped, 
will begin operation between 1992 and 1993, will be used for communication between 
mariners and the shore via the Inmarsat satellites. The baseline services offered by the 
Inmarsat-B system include [48]: 
Both duplex and simplex telephony using 16Kb/s (optionally also 9.6Kb/s) APC 
with transparency to voice-band data up to 2.4Kb/s. 
2. Duplex and simplex Telex at 50 baud which uses an alphabet based on the interna- 
tional telegraph alphabet (ITA) No. 2, and supports shore-to-ship group calls. 
3.9.6Kb/s Facsimile compatible with CCITT Group-3. 
Data up to 9.6Kb/s, with potential access to the terrestrial circui t-sNN' itched and 
packet-switched networks. 
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Although its original mandate was only the development of maritime satcoms, In- 
marsat has been gradually moving into the areas of aeronautical and land-mobile satellite 
communications. In 1987, Inmarsat played a key role in the adoption of the 9.6Kb/s 
(gross bit rate) MPELPC-based codec of the Skyphone system [18], as an international 
aeronautical standard for speech communication between aircraft and ground via the In- 
marsat satellites. It is hoped that as well as providing telephony services for air travellers, 
this system will be used by air crew in communications with air traffic controllers. Re- 
cently, there has been a great interest in extending mobile satellite services (MSS) to 
land-mobile systems. In 1989, Inmarsat initiated the Inmarsat Codec Evaluation Process 
(ICEP) aimed at choosing a low bit rate coder (6.4Kb/s gross bit rate) which will be stan- 
dardised for the voice coding function in the new Inmarsat-M for land-mobile and marine 
communications. The Inmarsat-M system will be based on low-cost, lightweight mobile 
earth stations intended to penetrate new maritime and land-mobile markets. It will ini- 
tially use the same infrastructure as Inmarsat-B in order to maintain continuity. This 
chapter reports on the design of a low complexity, robust Base-Band CELP (CELP-BB) 
coder [60] which was submitted as one of the contenders for this application. 
In section 6.2, the major characteristics of and trends in land-mobile satellite (LMS) 
communication systems are discussed. Section 6.3 details the theory and design of the 
CELP-BB coder, matching its various characteristics to the system requirements. In-built 
robustness strategies which achieve a measure of combined source and channel coding are 
described in section 6.4. For satisfactory operation under the more severe error conditions, 
some redundancy had to be used to augment performance. Section 6.5 examines the 
details of an optimised channel coding scheme which was designed to maximise error 
control performance with minimum redundancy. Section 6.6 provides some performance 
results of the designed integrated scheme. A Multi-Band Excited (MBE) vocoder [43] 
was finally chosen for the speech coding function in standard M. Section 6.7 discusses the 
major characteristics of this coder with a view to comparing with the CELP-BB based 
scheme. In section 6.8, some concluding remarks about the project and the direction of 
LMS systems are given. 
6.2 LAND-MOBILE SATCOMS SYSTEMS 
In land-mobile satellite (LMS) communication systems, see Fig. 6.1, mobile terminals 
(transportable and vehicular mounted) will communicate with each other (and with the 
fixed networks, such as PSTN through large earth station gateways) via satellite links. 
Thus for voice transmission, the speech coder must produce high quality speech which is 
acceptable on the PSTN. For effective communications, the terminals have to be continu- 
ously located within the foot print of the satellite antennas concerned. It is only recently 
that interest in applying satellite communication to the land-mobile environment has in- 
tensified. The attractions of using satellites for land-mobile communications as opposed 
to terrestrial radio systems include: 
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1. Contiguous coverage: Each mobile terminal located within the antenna foot print 
can be reached in the network by paging only when required, without the need for 
continuous tracking of terminals as exists in cellular mobile systems. Conceptually, 
the coverage area is very wide since there is no need to install additional ground 
equipment in order to facilitate access especially in rural and thinly populated areas. 
2. Higher Efficiency: In cellular systems, each mobile terminal has to continuously 
inform the network on its location. Transmission of the signals involved uses up 
capacity which in land-mobile satellite systems will be available for signalling or 
other data transmission. 
3. Quality of Service: Terrestrial- based land-mobile systems suffer from excessive in- 
terference, fading and shadowing effects, making the communication channels ex- 
tremely susceptible to transmission errors. Most of the noise on satellite channels on 
the other hand, can be modelled as AWGN leading to mostly random errors. The 
occasional fades (more severe in built-up areas) can easily be mitigated by applying 
adaptive equalisation techniques, polarisation discrimination and ultimately, FEC 
and other fade counter measure techniques [33]. The FEC techniques used should 
be able to cope with random errors of up to 10' BER, which are occasionally ex- 
perienced during normal conditions, as well as the occasional short bursts of errors 
due to shadowing effects [29]. 
Nevertheless, land-mobile satellite communication is not without its problems. Mo- 
bile terminals tend to be VSATs equipped with very small antenna dishes in order to 
ease mobility. This means that the satellite has to radiate high power and the antennas 
have to possess very high gains (typically in excess of 12dBi). This attracts questions on 
the viability of low cost light-weight mobile terminals because of the power requirements. 
Furthermore, the spectrum allocation for LMS systems (predominantly at L-band) is quite 
small, see Fig. 6.2 [33]. This means that land-mobile satellite communications will become 
congested very rapidly. Thus a major requirement for current and future LMS systems 
is spectral efficiency. This mandates an extensive application of low bit rate source and 
channel coding techniques which also help to conserve satellite power per channel. During 
operation, satellite power can be further conserved by providing access to terminals on 
a demand assigned basis. The signalling and protocol management functions are carried 
out by more sophisticated fixed earth stations. Most operating communication satellites 
used in LMS systems are in geo-stationary orbit. At high latitudes, the angle of elevation 
of these satellites is quite low, increasing the possibility of shadowing by buildings trees, 
bridges and mountains. Figures of 8 to 20dB have been quoted for signal attenuation by 
shadowing. It is generally not feasible to provide link margins for such fading degrees. 
Another source of signal degradation at these latitudes is the increased absorption due to 
the long propagation path through the atmosphere. Multipath effects become very severe 
when the elevation angle falls below 20'. Currently, highly elliptical orbits such as the 
MOLNIYA orbit are being investigated for future LMS systems. Up to three satellites, 
placed in different planes in such orbits will be required to provide continuous coverage at 
high latitudes with the associated hand-over problems. Another major problem related to 
real-time speech communication is the excessive space segment delay inherent in satellite 
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links. In order to avoid echoes, the use of echo cancellation and suppression equipment 
will be required. 
Apart from the Inmarsat-M which is the subject of this chapter, other envisaged 
land-mobile satellite systems include the AUSSAT MobileSat system and the North Amer- 
ican MSAT system. The MobileSat which will provide integrated voice and data services 
to mobiles and VSATs within Australia and its surrounding waters, aims at maintaining 
compatibility with Inmarsat-M. In fact, the tests for an appropriate speech coder were 
conducted together, resulting in the adoption of the same coding algorithm for both sys- 
tems. It is hoped that MobileSat which will be based on an Australian DOMSAT will 
commence operation during the early 1990s. The North American MSAT system which 
resulted from the NASA MSAT-X project is a joint initiative between the US and Canada. 
This system employs a 4.8Kb/s Vector Adaptive Predictive Coder (VAPC) for the voice 
coding function. 
In summary, candidate speech coders for LMS systems must possess a low bit rate 
(6.4Kb/s gross for Inmarsat-M) in order to conserve the frequency spectrum and satellite 
Earth-to-space (uplink) 
LMSS Land Mobile Satellite Service 
( ----- ) secondary or co-allocation 
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power. They also have to be robust to channel errors, thus avoiding the need for exces- 
sive FEC redundancy which would take up transmission bit rate. It is envisaged that 
the majority of mobile terminals will be vehicular mounted. Consequently, the speech 
coders also have to be very tolerant to background acoustic or any other noise effects 
which are common in vehicular communications. To reduce the use of echo cancellation 
equipment, the back-to-back delay of the coder has to be very low (100ms for Inmarsat- 
M). The coder must produce communication quality speech which is acceptable to PSTN 
operators and users. To conserve satellite and terminal power, the coder should also be 
easily implementable. CELP-BB is a low complexity speech coding algorithrfi, capable of 
achieving high quality speech at quite low bit rates. Being a residual excited coder, it is 
very tolerant to background noise. It has been shown to be quite robust to transmission 
errors [10]. It is thus a serious contender for applications such as LMS systems. The next 
section details the theory of the CELP-BB algorithm. 
6.3 BASE-BAND CELP ALGORITHM 
The CELP-1313 algorithm can be broadly classified as a residual excited linear predictive 
coder. It applies vector quantisation as in conventional CELP to the LPC residual. The 
LPC residual is first low-pass filtered and then decimated (as in RELP) and the best 
base-band grid chosen (as in RPE) for vector quantisation and transmission. CELP-1313 
has thus been described as a hybrid of vector excited (e. g. CELP) and pulse excited (e. g. 
MPE and RPE) LPC. Transmission of the residual offers the possibility of achieving the 
high quality of residual and pulse excited coders. Vector quantisation of this residual 
means that this high quality is achieved at very low bit rates, unlike in the conventional 
residual and pulse excited coders. The VQ is performed on a decimated version of the 
residual, thus avoiding the inherent complexity associated with vector excited coders such 
as CELP. This combination therefore achieves an optimum balance between low bit rate, 
simplicity and high quality. In this section, details of the CELP-1313 algorithm will be 
discussed. 
The block diagrams of the CELP-BB encoder and decoder are shown in Figs. 6.3(a) 
and (b) respectively. The input speech s(n) is initially windowed into frames of N samples 
each. LPC analysis is then performed on each frame, using Durbin's method to derive 10 
LPC filter coefficients. The speech signal s(n) is then filtered with an LPC inverse filter 
whose coefficients are derived from the quantised LPC parameters. The output of this 
inverse filter is the LPC residual r(n) which needs to be quantised efficiently and with 
minimal complexity. The residual r(n) is divided into Q excitation subframes, each of N, 
samples (Q =N+N,, ). Each subframe is then passed through a weighting filter W(z) 
whose effect is to low-pass filter the subframe, minimising any aliasing effects which might 
be introduced by the subsequent decimation process. For an appropriate weighting filter, 
an 11-tap FIR filter with an impulse response sequence 1-0.01636, -0.04565,0.00,0.25079, 
0.70079,1.007 0.700797 0.25079,0.00, -0.04565, -0.01636 1 was used. This is a truncated 
,,; I*n(x)lx function with a pass-band gain of about 5dB. This equalises the energy that 
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will be lost by the decimation process. The weighted subframe iý(Z) is then divided into a 
number A of base-band sequences as, 
dj(k) = «kA + j), k -- 01... , 
N, 
_ 11 1. = 01 1A-1 A 
where dj(k) is the 1-th base-band grid or sequence and A is the decimation factor, see 
Fig. 6.4. The base-band sequence which possesses the highest energy is then chosen for 
transmission. This sequence di(k) is the one which gives the maximum ? from Eqn. Olj 
(6.2). 
N, 
2 
o, j2= dj' (k), 
k=O 
I. = ol IA-I 
(6.2) 
The optimum grid position J is then coded for transmission. This optimum base-band 
matching approximates that of the RPELPC [63]. 
The sequence di(k) is then considered as a continuous sequence of N, 1A samples. 
Long term prediction analysis is carried out on this sequence, to determine a lag, D and 
a gain 0. Since di(k) is a decimated sequence, the traditional upper and lower limits 
of the 'pitch' search are reduced by a factor A. The calculation of D and 0 involves 
a simple cross- correlation process between di(k) and the pitch filter memory. The pitch 
filter response, f (k), generated from the UP filter memory using the D and the quantised 
is then subtracted from di(k) to give jj(k). By limiting the minimum lag value to not 
less than the decimated sequence size, N, /, A, the secondary excitation sequence 
ji(k) can 
be vector quantised by choosing the sequence vj(k) in a codebook which gives a mnXimum 
Ei calculated as, 
IV, 
A 
Ej E V, (k)dj(k 
2i= 0717 ... 12C -1 
(6.3) 
k=O 
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where the v-(k) are the excitation codebook entries, and IC is the number of bits which will 
be used to transmit the optimum codebook index I. The above VQ process is a simple 
pattern matching process which can be interpreted as a limited analysis- by-synthes, s 
procedure based around the UP filter alone [601. The optimum excitation gain factor G 
is then computed as 
vj(k)jj(k) 
k=O 
(6.4) 
At the decoder, the received index F is used to retrieve the optimum excitation 
sequence vi, (k) from an identical copy of the codebook. This sequence is then scaled by 
the optimum excitation gain factor G' and then added to the UP synthesis filter response 
f(k), derived with the associated lag D' and gain #'to give the decimated sequence dj (k) 
as, 
dj(k) = G'vj(k) + f(k), k= 01 1) ... I 
N., 
(6-5) 
A 
where f'(k) is the UP filter contribution. The sequence dj(k) is first used to restore 
the UP filter memory and is then shifted to the correct grid position indicated by the 
received optimum grid position Y. This decimated residual is then built up to a full-band 
excitation sequence ý'(n) by inserting zeros into the untransmitted grid positions, i. e. 
dj('Aj) if (n - J) mod A=0 (6-6) 
0 otherwise 
The up-sampled residual iý'(n) is then used to excite the LPC synthesis filter to produce 
the output speech signal ý(n). The transmission bit rate of the CELP-BB coding scheme is 
thus dependent on the decimation factor and the update rate of the excitation parameters. 
By varying these, good quality low bit rate speech coders can be obtained at bit rates 
ranging from 2.4 to 9.6Kb/s. 
6.4 ROBUST 5.63Kb/s CELP-BB CODEC 
As seen above, the CELP-BB coder can produce high quality speech at very low complex- 
ity. In fact, prior to this work, a single chip implementation of an earlier version of the 
encoder and decoder had been achieved at 8Kb/s on an AT&T WE-DSP32C [5]. The low 
complexity of the VQ scheme derives from the limited AbS Procedure which is performed 
only around the UP filter instead of the LTP-STP filter cascade. Table 6.1 summarises 
the characteristics of the initial coder that will be adapted for the LMS application. 
Because of the low bit rate requirement for land-mobile satellite applications, ý%'e 
cannot afford to take up too much transmission capacity with FEC. Additionally, in 
order to achieve a good quality output, the bit rate of the coder has to be maximised. 
From previous listening tests, a lower limit of 5Kb/s was considered adequate to produce 
reasonable quality. The source coder thus has to be inherently very robust to transmission 
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Sampling Rate 8KHz 
Frame Window Hamming 
LPC Frame Size 240 samples (30ms) 
LPC Filter Order 10 
Excitation Frame 40 samples (5ms) 
UP 1 tap 
Decimation factor 3 
VQ Codebook 9 bits 
Table 6.1: Summary of initial CELP-BB coder characteristics 
errors. In this section, quantisation and coding techniques which result in a more robust 
coder are described. 
6.4.1 Quantisation of LPC Parameters 
As seen in Chapter 5, the LSFs or LSP provide the best chance of achieving robust 
transmission of the LPC parameters. Furthermore, scalar quantisation of the LSFs pro- 
duces an optimum quality and robustness performance. The LPC parameters are thus 
transformed into LSFs for quantisation and transmission. Independent scalar quantisers 
were designed for each LSF element. Using the procedure described by Soong [90], a bit 
assignment of j3,4,4,4,4,4,4,4,3,3} was chosen for the 37 bits allocated to the LPC param- 
eter coding. The quantisation tables for the 10 independent scalar quantisers are given 
in Table CA of Appendix C. In order to achieve smoother spectral transitions between 
LPC frames during synthesis, the quantised LSFs are zero-delay interpolated between 
excitation subframes according to, 
Ln, 
O(Z) + 0.175L = 0.825Ln-1 n 
(i) 
L', Z n l( = 0.625L-1(2) + 0.375Ln 
(i) 
1 L n, 2 0.475Ln- 0.525Ln 
n3( 0.125Ln- 0.875Ln 
L1, % n 4(*) = 
Ln(Z) 
L' Z n, 5 
( *) = Ln (Z) 
*) are the interpolated LSFs for the J-th subframe of the n-th frame and L,, (Z) where L,, -(Z nj 
are the LSFs originally computed for this frame. This interpolation is also performed at 
the decoder, where it has the added advantage of smoothing out any errors on the LSF 
elements. 
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Level I UP gain I Vector Gain I Cray Code 
0 0.20 1.0 000 
1 0.40 30.0 001 
2 0.60 55.0 011 
3 0.80 80.0 010 
4 1.00 110.0 110 
5 1.20 150.0 1 00 
6 1.50 200.0 101 
7 1.90 250.0 111 
Table 6.2: Quantiser levels and transmitted codes for the LTP and vector gains 
6.4.2 Quantisation and Coding of LTP Parameters 
The UP parameters in CELP-BB are the UP lag and gain. The LTP gain (together 
with the excitation gain) determines the energy of the output speech and also the dynamic 
range at the input to the coder. The quantiser for the UP gain should therefore provide 
as wide a range as possible. The UP gain was limited to a range from zero to 1.90 in 
order to avoid clipping problems that might occur during rapid energy changes e. g. when 
going from silence to high energy voiced speech. A three bit scalar quantiser was found 
to be adequate for coding the LTP gains. Furthermore, in order to increase robustness 
to transmission errors, the quantiser level indices were pseudo-gray scale coded before 
transmission. As explained in Chapter 4, single bit errors will result in quantiser levels 
very close to those originally transmitted. Table 6.2 illustrates this quantiser (column 2) 
and the code assignment scheme (column 4). Note that pseudo-gray scale coding is only 
applied to the 2 Isb's. 
In normal LPC-based coders like CELP which apply an UP stage, the UP lag often 
ranges from 20 to 147 samples, requiring 7 bits (128 lags) for coding and transmission. In 
CELP-1313 however, UP is carried out on a decimated primary residual. The number of 
possible UP lags is thus reduced by a factor of A, the decimation factor. With A=3 
for this coder, and since the minimum lag is set equal to the subsequence size, 32 possible 
lags (5 bits per update) were found to be enough. Since the UP lags are very sensitive 
to transmission errors, a robust coding scheme had to be adopted for their transmission. 
Speech is generally considered to be quasi-stationary, so it is reasonable to assume that 
the pitch period (which can be shown to be directly related to the UP lag for voiced 
segments) does not vary excessively between excitation subframes. Additionally, since we 
operate on a decimated signal, a pitch period difference of only I samples, say, represents 
up to IA samples in the undecimated signal. So in the decimated 'domain', it can 
be 
assumed that the pitch periods of the neighbouring subframes will only be a few samples 
removed from each other. To reduce complexity during pitch estimation for the next 
subframe, only those samples close to the present lag (within a given lag window) need to 
be considered. After extensive simulations and tests, it was found that a lag wZndow size 
of 8 samples was quite sufficient. The positioning of this lag window for three separate 
cases of a reference lag P can be observed in Fig. 6.5. 
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(a) Upper end of LTP memory (t <4& P+4 > 45) (b) Lower end of LTP memory (t<4 & P-4 < 13) 
(c) Middle of UP memory (P+4 < 45 & P-4 >= 13) 
Figure 6.5: Variations in the lay window positioning according to the reference lag P 
99 
Lag window Lag window 
p 
ic ----------------------------- Lag window 
Since unvoiced segments are, by definition aperiodic, the UP lag is not related to 
a 4pitch period' as assumed above. However, most of the LPC excitation energy during 
unvoiced segments is contributed by the excitation codebook, the UP supplying only 
a small proportion. It is thus assumed that the above explanation would also apply to 
unvoiced segments with little or no degradation in speech quality. Thus, to increase ro- 
bustness of the UP lag to transmission errors, only the lags of the odd subframes are 
coded in 5 bits. The lags of the even subframes are quantised by coding their positions 
within an 8-sample lag window based around the 5-bit coded lag of the preceding odd 
subframe, using only 3 bits for each lag. Each even lag is thus simply coded as an offset 
from the preceding odd lag, giving a coding scheme of 15,3,5,3,5,31 bits for the 6 sub- 
frames, respectively. Besides the complexity savings achieved, errors on the offset coded 
lags represent errors on the lsb's of the overall lag and so are less severe. Additionally, each 
3-bit lag was gray-scale coded with the code given in Table 6.2 (column 4). However, the 
lags for the odd subframes have become more sensitive since errors on them propagate to 
the following even lag. Another problem with this coding scheme is the slight coarseness 
perceived in female utterances. Female pitch is generally more variable than male pitch 
and so the 8 sample lag window might not be sufficient for some female speech utterances. 
However, it is hoped that this clear channel quality degradation will be more than offset 
by the benefits in robustness achieved during operation over degraded channels. 
6.4.3 Quantisation and Coding of Excitation Parameters 
The excitation parameters include (per subframe), the codebook index (I), the optimum 
vector gain (G) and the optimum base-band grid (J). After extensive tests, a center 
clipped Gaussian codebook was found to give the best performance both in terms of 
complexity and quality [61]. The optimum excitation sequence is the codebook sequence 
which shows the maximum correlation (in amplitude) with the input decimated sequence. 
The optimum vector gain thus includes a sign bit. An optimum 3-bit scalar quantiser was 
designed for the gain magnitudes. The quantiser levels are shown in Table 6.2 (column 
3). These magnitudes are also pseudo-gray scale coded with the codes in the same table. 
Because of the unstructured nature of the codebook, no robustness techniques could be 
applied to the transmission of the codebook index I, which was coded in 9 bits. There are 
A=3 possible decimated sequence (grid) positions and so each was transmitted using 2 
bits, coded as 100,11,101, in that order. Note that '01' is not transmitted. Thus receiving 
'01' is an indication that an error has occurred. Furthermore, since random errors are 
more common, if these two bits are transmitted next to each other, the probability that 
both of them will be corrupted is quite low. Therefore, if '01' is received then it is assumed 
that either '00' or '11' was transmitted. J, _1 is 
tested and J, replaced as in Eqn. (6.7). 
J, 
-, 
if Jý, 
-, = 
'00' or J., -, '11' 
if J, -, = 
'10' 
(6-7) 
wliere J, -, is 
the grid position used to synthesise the last subframe. In setting 
J, = 
'11' when J, -, - 
101 Nve assume that the grid position is more likely to change 
by only 
71111 
one sample from subframe to subframe, an assumption which was found to 
be reasonably 
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Parameter Update Rate 
Per 30ms 
Bits/update Total Bits I Total Bit 
Rate 
LPC via LSF 1 37 37 1233.21 
LTP Lag 6 5 or 3 24 799.92 
LTP Gain 6 3 18 599.94 
Grid Position 6 2 12 399.96 
Vector Index 6 9 54 1799-82 
Vector Gain 6 4 24 799.92 
Total 169 5qý ý. 77 
Table 6.3: Final bit allocation for source coder 
accurate especially for voiced segments. In this case however, we bias that change towards 
the middle grid position which, at worst, only differs from the correct position by one 
sample. Table 6.3 surnmarises the overall bit allocation of the optimised source coder. 
6.5 FORWARD ERROR CONTROL CODING 
For a gross bit rate of 6.4Kb/s, the source and channel coding for each 30ms speech frame 
should result in 192 bits for transmission. Thus, having used up 169 bits in the source 
coder, Table 6.3, only 23 bits are left for FEC purposes. No viable error correction coding 
scheme can provide adequate error control with such a low redundancy. In the design of 
the speech coder, robust quantisation and coding techniques were extensively adopted. 
Previously, a 4.8Kb/s CELP-1313 coder applying some of these techniques for error control 
with limited redundancy, had achieved a MOS of 2.8 (scale 1-5) with random errors at 
2x 10-2 BER [9]. Thus, from the on-set of the design, the primary aim was to achieve high 
quality from the source coder by maximising the source coder bit rate. It was hoped that 
redundancy will be needed mostly for error detection to augment the built-in robustness 
with parameter replacement and other smoothing techniques. Furthermore, because of 
the predominance of random errors on the land-mobile satellite channel, it was hoped 
that this strategy will produce the optimum performance. The occasional error bursts 
will be dealt with using lost frame reconstruction techniques. 
Informal listening tests were carried out to determine the relative error sensitivities 
of the coded parameters. The encoder bit map was corrupted with random errors at 
various BERs and a subjective appraisal of the degradation in speech quality taken from 
20 different listeners. The parameter sensitivity for each error rate was then taken as the 
mode of the grades given for speech synthesised from the corrupted parameters. As can 
be 
seen in Table 6.4, even with the stabilisation procedure described in Chapter 5, the 
LSF 
are still the most sensitive, followed by the LTP lag, UP gain and optimum vector gain 
in that order. The codebook index and decimated grid position are relatively insensitive 
to errors. The grades in the table represent the following generalised conditions: 
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Appraisal at BER 
Parameter 10-3 1 10-2 2x 10-2 
LSFs B D D 
UP Lag B C D 
UP Gain B B C 
Grid Position A A B 
Vector Index A A B 
Vector Gain A B C 
Table 6.4: Informal subjective appraisal of parameter sensitivity to errors 
A= No noticeable degradation 
B= Noticeable degradation 
C= Significant degradation 
D= Just or not intelligible 
The error control strategies that will be described in this section are concentrated on 
the 4 most sensitive parameter types. The grid position and codebook index are transmitted 
without any protection. In order to be able to test the error control schemes during 
simulations, the satellite mobile channel had to be simulated. 
6.5.1 Channel Simulations 
As seen in section 6.2, the land-mobile satellite channel is predominantly perturbed by 
AWGN resulting in random errors. Ocassionally however, shadowing, fading and Doppler 
effects result in bursty errors whose extent and duration are dependent on the speed 
of the mobile receiver. This effect is more frequent and severe in urban areas where 
fading from multi-Path reflections off surrounding surfaces predominates. In rural areas, 
relatively infrequent shadowing especially from trees is experienced. The land-mobile 
satellite channel is thus a classic example of a compound channel which can be effectively 
modelled with the Gilbert-Elliot model [32]. This model is a modification of the Gilbert 
model [41] shown in Fig. 6.6. The Gilbert channel is modelled as a two state Markov 
process in which the channel is either in a good (G) state or a bad (B) state. When in 
the good state, the channel is completely clear of errors, with a probability of transition 
P to the bad state. In the bad state, there is a probability of error p,,, for each received 
bit, with a probability of transition Q back to the good state. In the Gilbert-Elliot model 
however, there is an additional probability of error p, G 
for each bit while the channel is 
in the good state. 
This model therefore models bursty errors when in state B and random errors when 
in state G. Since the channel is frequently in state G, random errors predominate, as in 
a typical land-mobile satellite channel. These simulations used values of P=0.001466 
and Q=0.04135 which have been quoted for the transition probabilities in mobile radio 
[581. It is generally thought that these probabilities are a pessimistic approximation for 
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Figure 6.6: The two state Markov model of the Gilbert channel 
mobile satellite applications [106]. On the Gilbert-Elliot channel, the average bit error 
rate, aveBER can be obtained as, 
avcBER =O'GPeG + O'BPeB (6-8) 
where, 
(OG 
i O'B) =(Qp (6-9) P+Q' P+Q 
and OG and oB are the standard deviations of the stationary probability distributions 
related to the fraction of time spent in each state. Using Eqn. (6.8), the avCBER for 
the channel can thus be changed by varying p, G and/or p,,,, biasing the channel towards 
random errors and bursty errors, respectively. 
6.5.2 FEC Redundancy for LSFs 
In Chapter 5, we formulated an optimum zero-redundancy scheme for controlling the 
errors on the LSFs. The whole scheme was based on detecting errors on the LSF elements 
using the LSF stability criterion. Thus, the effect of the scheme on synthesised speech 
quality was limited by those LSFs that despite being corrupted, did not cause cross- 
over and so were undetectable. This can be observed by comparing Figs. 5.8 and 5.9 
which are reproduced in M6. nd Fig. 6.8, respectively. Note that because of the 7a 
inclusion of redundant bif'stthe error patterns are slightly different. The overall spectral 
distortion can be reduced if these corrupted but non-destabilising elements are detected 
and appropriately adjusted. For this purpose, conventional parity checks can be computed 
for each LSF element, requiring 10 bits of redundancy. It is however, desirable to reduce 
the number of bits used for error detection on the LSFs, since redundancy is at a premium. 
The above goal was achieved by combining redundancy with the corrupted element 
locator algorithms formulated in Chapter 5. Since both these algorithms work on only 
two elements at a time, a single parity check could be computed over an adjacent pair of 
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Dotted lines: corrupted LSF; Full lines: Original Quantised LSF 
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Figure 6.7: Quantised and corrupted LSF trajectories (only the first 6 LSFs shown) 
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Dotted lines: stabilised LSF; Full lines: Original Quantised LSF' 
2100.0 
I- N 
-T- 
1100.0 
i or) o 
I' 
- 
I 
II I 
' fl I 
II 
II 
I 
I 
I 
'I 
I I 
I I I 
0.0 20.0 40.0 60.0 80.0 
Time (LPC frames) 
Figure 6.8: Quantised and stabilised LSF trajectories (only the first 6 LSFs shown) 
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segSNR dB 
BER Stabilised only Parity checked 
10-3 114.24 114.58 
10-2 65.40 66.54 
2x 10-2 37.50 37-88 
3x 10-2 25.53 25.50 
4x 10-2 18.11 17.74 
Table 6.5: Effect of parity checks on LSF stabilisation 
elements, requiring only 5 parity bits for the 10 elements. If any one of these parity checks 
fail at the decoder, then the corrupted element locator algorithms can be used on the cor- 
responding pair to pick out the culprit element. Again, as in Chapter 5, it is assumed that 
the BER is very low and so the probability of both elements in a pair being corrupted is 
small. This assumption is quite valid for LMS systems under normal operating conditions 
when random errors at < 10' BER predominate. However, during periods of bursty 
errors, the probability of both elements in a pair being corrupted increases. Neverthe- 
less, it is hoped that these conditions will be detected, triggering appropriate lost frame 
reconstruction strategies. 
So during operation, each received LSF vector is first fully stabilised as detailed in 
Chapter 5. At every new point of instability, an error count e, (initialised to zero for 
each frame), is incremented by one. For each element altered during stabilisation, the 
associated parity check is reset to indicate success. After stabilising the vector, those 
paired elements whose members were not involved in stabilisation are then checked for 
the correct parity. If any of these checks fail, the culprit element is located using the 
formant tracking technique (see section 5.4). This was found to perform better than the 
frequency spacing technique. An explanation for this is that the FT technique is more 
sensitive to small perturbations in the LSFs than the FS technique. The culprit element is 
then replaced from a stabilisation buffer with a depth of 8. Fig. 6.9 shows typical results 
of this parity checked adjustment scheme on the LSFs plotted in Fig. 6.8. After parity 
checked adjustments, a further stabilisation pass is performed to ensure correct operation. 
To test the overall effectiveness of this scheme, the tests described for the model in 
Chapter 5 were carried out. Table 6.5 compares the best results achieved in Chapter 5 
(column 2) with the results achieved by this parity checked scheme (column 3) on the same 
database and evaluation model. As can be observed, there is a slight improvement on the 
segSNR figures at low BERs. However, the result worsens as BER increases, actually 
producing inferior performance at about 3x 10-' BER. The following explanations can 
be given for this, 
1. At higher BERs, there is a significant probability that the parity bits themselves 
will be corrupted, possibly leading to adjustment of LSFs which are uncorrupted, 
2. At such BERs, both elements on which a parity bit is calculated might be corrupted 
or there might be more than one error on a single element leading to an incorrect 
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Figure 6.9: Quantised and parity checked LSF trajectories (only the first 6 LSFs shown) 
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hit decision, 
3. Since the performance (hit ratio) of the FS element locator algorithm is quite low 
at high BER (see Table 5.1), incorrect Us are very common at high BERs. 
Nevertheless, these high BER situations are not a common occurrence on LMS systems, 
and even when they do occur, it is hoped that they will be detected and dealt with by 
frame reconstruction techniques. 
6.5.3 FEC Redundancy for LTP and Excitation Parameters 
The sensitive parameters referred to here include the LTP parameters and the vector gain. 
The UP lag parameters do not readily respond to smoothing or parameter replacement 
techniques. Error control on these parameters thus has -to involve some error correction. 
The most significant bits of the respective lags were chosen for error correction coding 
with 2 (14,10) Hamming codes. The first code was used for the lags of the first three 
subframes with the data bits chosen as (4,2,4) respectively, whilst the second codeword 
was used to protect the lags from the last three subframes with bits (3,4,3). Because these 
two codes are truncated (15,11) codes, they can detect some patterns of two bit errors or 
more. Another (15,11) Hamming codeword is used to protect the most significant bits of 
the UP gains (one msb from each gain) and the sign bits of the vector gains of the first 
five subframes. After decoding each code, the error count e, is incremented by one if there 
was error correction. If an uncorrectable error pattern was detected (for the truncated 
codes), the error count is incremented by two. The rest of the redundancy (6 bits = 23 
-5- 40), was used as parity checks on the vector gain magnitudes. The error count C, 
was incremented by 0.5 for the failure of each of these parity checks, after smoothing the 
culprit gain. 
6.5.4 Vector Gain Smoothing 
Errors on the optimum vector gains result in 'clicks' and 'pops' in the synthesised speech. 
These are more subjectively annoying than the roughness or coarseness that is perceived 
when the UP parameters are corrupted. Fortunately, it was found that this parameter 
was very responsive to parameter replacement and smoothing techniques. The energy of 
the LPC excitation is jointly contributed to by the LTP filter memory and the scaled 
excitation vector from the codebook. During voiced segments when the UP memory 
contribution is high (indicated by a high UP gain magnitude), the excitation vector 
contribution is not vital for good speech quality at the LPC synthesis filter output. 
This 
idea has been recently applied by Shoham [87] to limit the number of candidate codebook 
excitation vectors, so as to optimise the UP filter contribution during voiced segments. 
Thus, in subframes Nvith a high UP gain value, if the parity check for the vector gain 
niagnitude fails, the gain can simply be reset to a low value, without an appreciable 
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reduction of the output energy, see Fig. 6.10. From subjective tests, the appropriate 
threshold for a 'high' UP gain value was set at 0.80 (the fourth quantiser level), whilst 
the reset value for the vector gain was 35% of the average gain magnitude from the two 
previous subfrarnes, assuming the received sign bit is uncorrupted. Fig. 6.10 shows typical 
plots of a speech segment synthesised with (a) full UP and codebook contributions and, 
(c) muted codebook contributions for 3% of subframes for which the UP gain is more 
than 0.80. The 'pulses' of plot (b) indicate those subframes synthesised with muted 
excitations. A by-product of the above realisation was to use the 0.80 UP gain threshold 
as a crude voicing decision for the FS destabilising LSF element locator used. in section 
6.5.2. 
For subframes with low UP gains, another test is performed based on the follow- 
ing theory. During periods of silence in speech, the vector gain magnitude frequently 
maintains quite low values over a number of subframes. Thus if the gain magnitudes of 
the last three subframes are all equal to the lowest quantiser level, it can be assumed 
that we are either at the beginning or middle of a silence period. The magnitude of the 
corrupted vector gain can then be reset to the lowest quantiser level, whilst maintaining 
the received sign. This was especially effective at reducing subjective degradations, be- 
cause the 'clicks' and 'pops' that would otherwise occur are more annoying during silence 
than during active speech. For subframes where neither of the above conditions apply, a 
smoothing technique which ensures that the gain magnitude is not higher than that of 
the previous subframe was employed. The hope here is that while the gain magnitude 
is not greater than the previous one, the characteristic amplitude excursions that result 
in the annoying 'pops' and 'clicks' will be curtailed. Thus the corrupted gain magnitude 
was reset to 65% of the average magnitude from the two previous subframes. 
6.5.5 Lost Prame Reconstruction 
During the relatively short bursts of errors on the channel, the performance of the simple 
error control strategies described above becomes inadequate. Interleaving of the parameter 
bit map on the channel helps to improve the performance of especially the parity checked 
LSF adjustment strategy. However, more than one error in any of the code-blocks will 
result in failed error detection and/or correction which in some cases will be disastrous. 
The accumulated error count e, is used as a rough estimate of the number of errors on the 
transmitted parameters. Once e, exceeds 7, the frame is considered lost and further error 
detection and/or decoding abandoned. A flag is then forwarded to the speech decoder to 
signal this condition. A lost frame reconstruction strategy is then triggered to minimise 
the degradation that would otherwise result. 
In the event of a lost frame, the speech decoder uses the parameters of the previous 
frame for speech synthesis, with all UP gains set to the second quantiser level. The 
aiin of the reconstruction is to mostly use the LTP filter memory contribution as the 
LPC excitation, since this memory holds valuable information. Furthermore, in the event 
of continuous frame loses, we want the output to die down gracefully to silence or just 
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(a) 
(b) 
(c) 
60.0 1060.0 2060.0 3060.0 
Figure 6.10: Comparison of (a) fully synthesIsed speech with (c) 3% muted exci tat ion 
speech 
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white noise. The excitation model of the coder is effectively changed to that of a self- 
excited coder e. g. SELPC by 'muting' the codebook contribution (set vector gain to just 
greater than zero). It was found that actual muting (vector gain set to zero) introduced 
significant degradations in situations of multiple frame loss. In these situations, the 
UP filter memory cycles round completely spectrally unmodified, culminating in ringing 
instability. The 'muting' of the excitation and the low UP gains prevent an abrupt break 
in the speech output, thereby reducing subjective annoyance. 
6.6 PERFORMANCE OF THE 6.4Kb/s CODEC 
To evaluate the performance of the simulated codec, two sets of informal listening tests 
were performed on it. In Test (a), the Gilbert-Elliot channel simulations were used. The 
probability, p,,, was set to 5x 10' (typical random BER on satellite channels during 
normal operating conditions) and then p,,, varied to achieve various burst distributions, 
and corresponding aveBER values. For each aveBER, informal listening tests were then 
performed based on the MOS values with a scale of 1-5 and 12 subjects. Table 6.6 shows 
the average MOS for each error rate. 
p, aveBER MOS 
0.0 0.0 3.94 
5X 10-3 5X 10-3 3.54 
0.15 10-2 3.23 
0.44 2x 10-2 2.82 
0.74 3X 10-2 2.23 
MOS =- Mean Opinion Score 
Table 6.6: Test (a): results of listening tests on the 6.4Kb/s codec 
In addition to the channel simulations, real time channel data recorded in a land- 
mobile satellite receiver around the Elephant & Castle and Regents Park regions of London 
was also available. Transmissions were via an Inmarsat satellite at L-band. The two 
data files were made up of good/bad channel decisions taken by matching the 10ms 
average received signal power to some threshold. This data could be interpreted as channel 
erasure data, since the FEC used was not powerful enough to combat the error bursts 
associated with the fading modelled by the data. Furthermore, since each speech frame 
is 30ms in duration, lost frame information was derived form this data by voting on 3 
consecutive erasure values. In Test (b), random errors at various BERs were applied on 
the transmitted bit-map and the lost frame information derived from the worse of the 
real time channel data files (Elephant & Castle file) superposed on it. At each lost frame 
decision, the lost frame recovery strategy discussed in section 6.5.5 was triggered. Table 
6.7 shows the MOS values for the various random BER. 
All the results reported above were carried out under simulation. The main 
differ- 
ence between the simulated codec and the implemented version which was submitted to 
ill 
BER 0.0 1 10-3 1 10-2 1 2x 10-2 1 3x 10-2 
MOS 3.67 1 3.24 1 2.98 1 2.78 1 2.4 0_ 
Table 6.7: Test (b): results of listening tests on the 6.4Kb/s codec 
Error Condition Female Male Weighti 
10-3 BER 2.66 3.60 2 
10 -2 BER 1.54 1.97 3 
Burst Errors 1.16 1.50 3 
Acoustic Noise (15dB S/N) 2.10 2.76 2 
Weighted Average 1.76 2.31 2.03 
Table 6.8: Summary of ICEP phase I tests on the hardware codec 
Inmarsat for tests, was the error control scheme on the LSFs- Due to ti the ime constraints) 
elaborate schemes described in Chapter 5 and in section 6.5.2 were not fully implemented. 
Four of the 5 bits used for error detection on these parameters were thus used in another 
(15,11) Hamming code on the msb's of these parameters. The remaining one bit was used 
as a parity bit on the sign bits of the optimum vector gains. For error control on the LSFs, 
only instabilities were corrected. Thus, when cross-over was detected, the two elements 
involved were simply replaced by the corresponding elements from the previous frame. 
If two cross-over points were detected within a single vector, then the whole vector was 
replaced by the previous one. The implemented codec was thus significantly less robust to 
errors than the simulated version. At the formal evaluation tests for the candidates, the 
implemented codec was eliminated in the first phase, slightly outperforming the seventh 
candidate. 
Table 6.8 summarises the results of this final tests conducted at TRL in Australia. 
The high quality and inherent robustness of the codec is evident at 10-' BER for both 
male and female talkers. However, the output is severely degraded at 10-' BER and 
bursty errors. This can be explained by the rudimentary error control on the LSFs. The 
differences between the male and female talker results can be attributed to the increased 
error sensitivity of the UP parameters, especially the lag for female speech. Additionally, 
female pitch usually covers a wider range and variation than male speech, so for female 
utterances, the 8 sample lag window for the even subframes is frequently inadequate, 
leading to some coarseness. This difference is more evident in acoustic noise since the 
pitch search is more likely to result in a wrong lag, even for the odd subframes which are 
fully coded. This is also borne out by the results of this formal test. 
6.7 THE STANDARD-M IMBE VOCODER 
In this section, a summary of the Improved Multi-Band Excitation (IMBE) vocoder al- 
gorithm that was chosen for the Inmarsat-M system will be given. All the coders that 
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were short-listed met the quality requirements. However, the IMBE vocoder emerged 
as the best coder in terms of robustness to background noise and transmission errors. 
Originally developed by Griffin and Lim at MIT [431, the IMBE vocoder employs a novel 
speech production/ perception model which overcomes all the limitations of other basic 
vocoders. Furthermore, it also employs very robust techniques for estimating the coder 
parameters. With limited filtering processes as involved in LPC coding schemes, filter 
instability problems are avoided, resulting in very high robustness to transmission errors. 
6.7.1 Multi-Band Excitation Speech Model 
In the MBE speech model, each windowed speech frame spectrum, S(w) is modelled as 
the product of a spectral envelope H(w) and an excitation spectrum E(w), i. e. 
S(w) = E(Lo)H(w) 
The spectral envelope H(w) is generally a smoothed version of the speech spectrum S(W) 
and can be represented accurately by LP coefficients, cepstral coefficients, formant fre- 
quencies or, in the most simple case, samples of the speech spectrum. In excitation 
analysis, the excitation is split into a number of frequency bands, each centered on a 
harmonic of the fundamental frequency wo. Each band is then designated as voiced or un- 
voiced, based on how well the synthesised spectrum matches the original speech spectrum 
within that band. During excitation synthesis, voiced bands of the excitation spectrum 
are replaced with the spectrum of a pulse train of frequency WO, while unvoiced bands 
are replaced with a band-limited random noise spectrum. The synthetic speech spec- 
trum is then derived by multiplying the synthesised excitation spectrum with the spectral 
envelope as in Eqn. (6.10). See Fig. 6.11. 
The MBE speech model thus differs from those of other vocoders by applying mul- 
tiple voiced/unvoiced decisions on separate frequency bands (the so-called frequency de- 
pendent voiced/unvoiced mixture). This avoids the classification of mixed-voicing frames 
as voiced or unvoiced and so eradicates the traditional 'buzziness', common in vocoders, 
in the output speech. The main disadvantage of any MBE-based vocoder is the com- 
plexity involved in the determination of the parameters and generation of the synthetic 
speech. As the model suggests, the output speech signal s(n) can be derived from an 
inverse short-term discrete Fourier transform (ST-DFT) of the synthetic spectrum S(W). 
However, this involves significant complexity as there are other ST-DFT's in the algo- 
rithm (to find the speech spectrum, and the noise and harmonic spectra). To reduce 
complexity during synthesis, voiced excitations are synthesised as 'the sum of sinusoidal 
oscillators with frequencies at the corresponding harmonics of Wo and amplitudes set by 
the spectral envelopes'. The unvoiced bands can be derived from the output of band-pass 
filters excited with white noise. 
Thus in an MBE vocoder the transmitted parameters include: the fundamental fre- 
quency (wo), the spectral envelope magnitudes at each harmonic of wo, the voiced/un\'oiced 
decision for each excitation band and the phase of the spectral envelope at each voiced 
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Figure 6.11: Waveforms to illustrate the MBE model (a) speech spectrum (b) spectral 
envelope (c) harmonic spectrum (d) unvoiced spectrum (e) band voicing (f) synthesised 
spectrum (normalised) (g) synthesised spectrum modulated with spectral envelope 
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(a) C., (b) 
I Parameter I Bits7] 
Fundamental Frequency 9 
Harmonic Magnitudes 94-139 
Harmonic Phases 45-0 
_Voicing 
Decisions 12 
Total 160 
Table 6.9: 8Kb/s MBE vocoder bit allocation 
band. The number of frequency bands is variable, depending on Wo. i. e. the number of 
harmonics in 4KHz of the speech spectrum. Thus, the decoder depends on an accurate 
reception of wo to decide on the number of harmonics and frequency bands involved in 
the excitation spectrum. wo is thus very sensitive to errors and so must be calculated 
accurately and protected effectively during transmission. In the IMBE vocoder the initial 
estimate of wo is further smoothed by taking into consideration the fundamental frequen- 
cies of the previous two and future two frames. In the next section, a brief outline of the 
'Improved' MBE vocoder adopted for Inmarsat-M is given. 
6.7.2 The IMBE Vocoder 
The theoretical outline of the MBE model given above was used to design an 8Kb/s 
vocoder which was reported to produce very high quality speech [43]. In this vocoder, 
the excitation spectrum was divided into 12 equal bands. The harmonic amplitudes were 
given a variable bit allocation based on the number of voiced bands (less voiced bands 
mean savings in harmonic phase quantisations since there are no phases for unvoiced 
bands). Table 6.9 is a summary of the bit allocation given in [43]. 
For the Inmarsat-M system, the bit rate had to be reduced, while maintaining the 
high quality, and also to leave enough bits for FEC on the very error sensitive Wo. The 
differences between IMBE and the original 8Kb/s vocoder include: (a) no harmonic phase 
information is computed or transmitted (b) the harmonic amplitudes are quantised by 
applying vector predictive quantisation to their discrete cosine transform (DCT) coeffi- 
cients. Another difference is that each frequency band of the excitation has to hold 3 
harmonics. Thus variable numbers of bits are allocated to the harmonic amplitudes and 
the voicing decisions, based on the number of harmonics (given by wo). The fundamental 
frequency is now only coded in 8 bits, giving 83 bits at a frame rate of 50Hz (4.15Kb/s). 
6.7.3 Error Control for IMBE Vocoder 
Since only 83 bits are used for the source coder, there are 45 bits left for FEC purposes. 
A coi-ribination of intra-frame bit interleaving, error correction, error detection7 adaptive 
smoothing and frame repeats are used to achieve viable error control on the 
land-mobile 
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satellite channel. The bit map is first divided into 8 classes or codewords 1UO) U11 .... I U71 
according to sensitivity to errors. uo holds the 6 msb of wo and some bits from the 
quantisation of the harmonic amplitudes. These bits are further protected in groups of 3 
with 3 separate parity checks, which are also included into uO. uO and ul are both coded 
using (23,12) Golay codes. U2, ... i U6 are coded with (15,11) Hamming codes, whileU7 is 
left unprotected. The bits are interleaved on the channel in order to spread short bursts 
of errors among several codewords. Interleaving is done in such a way that the minimum 
separation between any two bits from one codeword is 5 bits. During decodýing, a BER 
estimate is taken from the number of errors corrected and detected with the parity checks. 
The range of the wo quantiser index is limited to wo < 192. So if any value is received 
above this, a frame repeat is performed. Adaptive smoothing is applied on the harmonic 
amplitudes and voicing decisions according to the estimated error rate [46]. 
6.8 CONCLUDING REMARKS 
This chapter has detailed the design of a CELP-1313 codec as a contender for a land-mobile 
satellite system. The CELP-1313 algorithm described combines low complexity, low bit 
rate, high quality with faithful background noise reproduction, all qualities desirable in 
an LMS system. In the design of the source coder, the aim was to maximise bit rate so 
as to maximise output speech quality. There was thus very little transmission capacity 
available for FEC, increasing the desirability of zero-redundancy error control schemes. 
Robust quantisation and coding techniques were therefore adopted, which significantly 
increased the robustness of the coder to transmission errors. With the little redundancy 
available, a simple error control scheme was designed to augment the performance of the 
built-in error control techniques, predominantly through error detection. This offered a 
basis for designing effective parameter smoothing and replacement techniques for some 
of the parameters. In extreme conditions i. e. during the short bursts that sometimes 
characterise LMS channels, lost frame recovery will be invoked to mitigate the effects of 
errors. 
The resultant codec (with only a subset of the error control strategies reported 
here) subsequently emerged as one of the contenders for the Inmarsat-M system. The 
main short coming of the hardware codec submitted for tests was an insufficient strategy 
for controlling errors on the LSFs (the most sensitive parameters), leading to a general 
inability to cope with bursty errors and random errors (ý! 10-' BER). This problem was 
even worse for female talkers, as the strategy adopted for coding the UP parameters 
already had a quality degradation penalty because of the variability of female pitch. An 
IMBE vocoder was finally chosen for this application. In contrast to the hardware CELP- 
BB coder, the MBE model is inherently robust to errors, requiring perfect reception only 
for the fundamental frequency. Furthermore, unlike the CELP-1313 codec which used only 
8OOb/s for FEC, the IMBE vocoder used up to 2250b/s, giving it a significant edge during 
bursty and severe random error conditions. Even though the IMBE vocoder is vastly 
more complex than CELP-1313 (very few full DSP implementations of the standard have 
116 
been reported), its superior error and background noise performance helped to swing the 
balance in its favour, even though the clear channel speech qualities of all the submitted 
codecs were said to be comparable [103]. 
On a more general note about LMS systems, it is an emerging application which 
is attracting increasing interest as operators begin to notice the limitations of terrestrial 
mobile communications. These limitations include a slow start-off as exemplified by the 
GSM system, and the piecemeal development and consequent lack of standards. It has 
also been suggested that satcoms can be used in a three-dimensional confi guration to 
augment terrestrial mobile systems such as the cellular DMRS. In such a system, satel- 
lites can be used for locating mobile terminals prior to call set-up. Furthermore, whilst 
satellites can provide wide coverage even for remote regions, base stations for DMRS tend 
to be situated mostly in population centres. The main problems currently being investi- 
gated for LMS systems are the small spectral allocation, and the poor reception quality 
from geo-stationary satellites at high latitudes. It is hoped that research into the use of 
highly elliptical orbits will Yield a lasting solution to the latter problem. In current LMS 
systems, the satellites simply relay the signals (after frequency conversions). This has the 
disadvantage of long delays, especially during call set-up. On-board processing is a fast 
maturing technology which, it is hoped, will change future communication satellites into 
"exchanges in the sky". Such satellites will be capable of providing the channel assign- 
ments and switching needed during call set-up, effectively reducing the time involved by 
half. As demonstrated by the tests on the Inmarsat system, the speech and error control 
coding technologies are already at the point where they can supply viable voice quality 
codecs for LMS applications which meet most of the operational requirements. 
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Chapter 7 
CODING FOR LAND-MOBILE 
COMMUNICATIONS 
7.1 INTRODUCTION 
The increased mobility of businessmen over the last 30 years has catalysed the growth in 
mobile communication systems. During the last decade, there has been a proliferation in 
analogue mobile telephony, mostly in Europe and America. Many of the systems that have 
emerged over the last decade are based on analogue cellular radio technology. For future 
expansion and increased spectral efficiency, digital transmission is being adopted for a new 
generation of digital mobile radio systems (DMRS). Digital land-mobile communication 
systems face unique problems which have not been addressed for other telecommunication 
systems. 
In the new DMRS, spectral efficiency is one of the main priorities. For voice trans- 
mission therefore, low bit rate speech coders have to be employed. Another measure fre- 
quently used to improve spectral efficiency in cellular mobile systems is carrier frequency 
re-use. This, however, creates the problem of co-channel interference as the location of the 
terminals approaches the cell boundaries. The system must therefore be robust to trans- 
mission errors arising from this interference, as well as the traditional fading experienced 
in radio systems. Furthermore, a viable system must provide voice communication quality 
that at least matches the present analogue systems in order to be competitive. Lastly, the 
implementation must be of moderate complexity to meet the cost and power limitations 
under which portable hand-held terminals must operate. This chapter discusses the de- 
velopment of a low bit rate speech coder with an effective error control scheme to provide 
robust, spectrally efficient high quality voice communications on a cellular DMRS. 
The work presented was originally carried out under a project to design and imple- 
nient appropriate candidate speech coding and error control schemes for the "half rate 
GSW system. Section 7.2 gives a brief background to this system and examines some 
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of the main constraints involved. The speech coding algorithm employed was a vector 
excited LPC scheme, best described as a CELP-VSELP hybrid. In its design, a com- 
bined source and channel coding approach was adopted to achieve optimum robustness 
to channel errors. Section 7.3 describes this VSELP-type algorithm, the simplifications 
to reduce the complexity and the robust quantisation and coding techniques adopted. In 
section 7.4, a soft decision decoded FEC scheme designed for optimum performance on 
the simulated channels is described. During severe fading and/or interference, the FEC 
scheme fails and so the speech decoder must resort to lost frame reconstruction in order 
to maintain reasonable speech quality. Section 7.5 presents a lost frame recovery strategy 
optimised to both the source and channel coders. Although these three major blocks 
of the system are described separately, it should be understood that there was constant 
feedback during development to re-optimise each of the major parts. Section 7.6 provides 
some concluding remarks on the whole chapter and project. 
7.2 THE PAN-EUROPEAN CELLULAR DMRS 
During the 1990s, a common cellular DMRS is set to commence operation in many Eu- 
ropean countries. The system has, and is still being specified and standardised by a 
technical group of the European Conference of Posts and Telecommunications Admin- 
istrations (CEPT) called GSM (Groupe Speciale Mobile). It is intended to ultimately 
replace up to 9 different systems (all analogue) that have been deployed across Europe 
during the past decade [99]. The main objectives of this Pan-European DMRS include: 
1. To define a common air interface to allow subscribers to make and receive calls from 
and to anywhere in Europe, using equipment from different manufacturers. 
2. To achieve significantly better spectral efficiency than the first generation analogue 
cellular systems so as to enhance growth, especially in densely populated areas. This 
will provide a competitive edge over the systems already deployed. 
3. To allow for the design and use of cheap, compact, light-weight and efficient hand- 
held terminals. This has led to severe limitations on the allowed power consumption 
of these terminals which has in turn influenced the implementation complexity of 
the chosen subsystems. 
As with most other communication networks, the predominant service on this system will 
be voice communications. GSM defined certain performance criteria that had to be met 
by the speech codec. These included: 
1. The overall output speech quality of the codec had to be, on average, better than 
that of the companded FM analogue systems in the 90OMHz band that were already 
in use across Europe. 
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2. The transmission had to be especially robust to channel degradations. Specifically, 
the speech quality should not degrade noticeably at BER of 10' and speech intel- 
ligibility should be maintained at up to 10-2 BER. 
3. For efficient use of the available radio spectrum (890-915MHz and 935-96OMHz), 
the bit rate of the speech coder should not exceed 16Kb/s. 
4. In order to avoid problems associated with echo, the combined algorithmic and 
processing delay of the speech codec (back-to-back) should not exceed 65ms. 
Other requirements placed on the speech codec included robustness to and faithful re- 
production of background noise, wide dynamic and speaker range, little degradation on 
tandeming, low complexity and power consumption of its implementation. Transmission 
of voice band data through the codec was not a requirement because it was believed that 
the penalty for optimising a speech coder for data transmission was a reduced speech 
quality. Special data transmission terminals which bypass the speech codec will thus be 
provided. 
Following a series of tests performed by GSM on the submitted candidate schemes 
[25], a compromise codec which met all the performance criteria (some of these revised) 
was adopted for the speech coding subsystem. The compromise scheme was a 13Kb/s 
speech coder based on the Regular Pulse Excited LPC algorithm with long term prediction 
(RPE-LTP) [14]. A half rate convolutional coding scheme, concatenated with a 3-bit cyclic 
redundancy check (CRC) was adopted for FEC [19]. A diagonal interleaving technique was 
employed to achieve temporal separation of the transmitted bit stream in order to combat 
the bursty errors on the channel. Error correction and detection, lost frame replacement, 
and comfort noise generation schemes are used to maintain reasonable speech quality 
during relatively high levels of interference. To further increase spectral efficiency and/or 
reduce co-channel interference in the airwaves, a voice activity detector (VAD) which 
controls a discontinuous transmission device (DTX) is also incorporated [141. The gross 
bit rate of this system, often referred to as full rate GSM (F-GSM), is 22.8Kb/s. This 
rate includes bits for in-band signaling and synchronisation. 
Immediately after the standardisation of F-GSM, GSM initiated a programme aimed 
at achieving a half rate scheme (H-GSM), to operate at a gross bit rate of 11.4Kb/s. The 
fl-GSM system will operate by carrying two speech channels on a single F-GSM channel, 
effectively doubling the capacity of the DMRS. During the past 3 years there has been a 
concerted effort by European academia and industry to design and implement source and 
channel coders which together meet all the performance criteria. This chapter describes 
the work carried out in an attempt to design a joint speech and channel coder which 
i-neets all the requirements. The F-GSM performance criteria were stated as the reference 
for H-GSM. Table 7.1 [53] summarises the main requirements of the half rate system. 
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Gross Bit Rate 
Frame length 
Sampling Rate 
Interleaving 
Overall end-to-end Delay 
Speech Quality 
Non-Voice Signals 
Complexity 
11.4Kb/s including channel coding 
multiple of 10 ms (114 bits in F-GSM) 
8KHz 
<8 subframes (57 bits/subframe) 
< 90MS 
Reference Quality is F-GSM 
All tones defined by CCITT Recs. Q35, Q23 
<4 times F-GSM 
Table 7.1: Outline of the requirements for H-GSM speech and channel c6decs 
7.3 SPEECH CODER DESIGN 
The major constraint set out for H-GSM is the gross bit rate, which must not exceed 
11.4Kb/s. The chosen scheme is meant to operate on the same physical medium as F- 
GSM. Because of reduced temporal separation of the transmitted bits, the impact of 
channel degradations is expected to be, at best, twice as bad as during F-GSM operation. 
Up to 43% (9.8Kb/s) of the transmission capacity in F-GSM is used for error control 
(and signaling). For reasonable FEC performance with H-GSM, a similar proportion of 
the coding rate must be reserved for the FEC. This puts the maximum acceptable bit 
rate for the speech coder at about 7. OKb/s. The main considerations that governed the 
choice of a candidate speech coding scheme are analysed below. 
7.3.1 Choice of Speech Coding Algorithm 
7.3.1.1 Output Speech Quality 
The output speech quality for the candidate codec should at least be the same as that of 
the F-GSM coder under equivalent input conditions. During the past decade, the adoption 
of CELP-based algorithms for the speech coding function in many standardised applica- 
tions e. g. [52,22], lent more weight to the supposition that CELP, or more generally, 
vector excited LPC schemes were the most promising for rates around 6. OKb/s. Fur- 
thermore, with its residual substitution analysis-by-synthesis (AbS) structure, CELP also 
shows favourable performance under background noise conditions. This meets another 
system requirement and thus establishes the CELP algorithm as a favoured contender. 
However, the CELP algorithm has to be adapted in order to meet the other system 
requirements. 
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7.3.1.2 Complexity 
One of the main disadvantages of the CELP algorithm is its complexity. With the develop- 
ment of faster and more flexible DSPs, complexity can be overlooked in some applications. 
However, in H-GSM, power consumption and the cost of hand-held terminals has to be 
kept to a minimum. This places an upper limit on the complexity or number of DSPs 
that can be used for any implementation. An ideal target for H-GSM is a single chip im- 
plementation of the speech coder and decoder. However, a more realistic target is a two 
chip implementation, the decoder and encoder on separate chips. To achieve this target, 
the CELP standard algorithm has to be extensively simplified, whilst maintaining the 
output speech quality. The complexity of the CELP algorithm arises from the exhaustive 
searching of the large codebook in an AbS procedure to determine the optimum excitation 
sequence. This is basically a "trial and error" technique. The Vector Sum Excited LPC 
algorithm (VSELP) [40] is a variant of CELP in which the excitation is determined with a 
numeric and relatively deterministic technique. The output speech quality is only slightly 
lower than for traditional CELP. However, with further optimisation of this algorithm, 
the quality of CELP can be achieved. 
7.3.1.3 Algorithmic Delay 
The delay limit set for end-to-end operation of the system is 90ms. This can be divided 
into algorithmic (predominantly from buffering) delay and processing delay. In forward 
predictive LPC-based coders, buffering delay typically ranges from 16 to 32ms, with 20 
and 30ms being the prevalent choices. Shorter buffering delays result in faster frame rates 
which in turn mean higher overall transmission bit rates. Additionally, the constraint 
on the frame size requires that the LPC frame duration be a multiple of 10ms. A delay 
of 20ms is thus a good compromise. This leaves up to 70ms for processing (source and 
channel codecs), interleaving, and transmission. 
7.3.1.4 Robustness to Channel Errors 
An additional reason for looking at CELP-type coders was their relative robustness to 
transmission errors. It is generally accepted that the excitation in vector excited coders 
is not very sensitive to transmission errors at low BERs. This is because, as mentioned 
in section 3.4.3, the codebook entries in vector excited LPC based coders tend to be very 
shnilar. The codebook indices can thus be transmitted with minimal protection, reducing 
the overall redundancy required. 
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7.3.2 Vector Sum Excited LPC 
For high output speech quality, CELP coders have to employ large codebooks (sizes of 
C>8 bits are common). However, the larger the codebook, the greater the processing 
power required for an exhaustive search. The large codebooks are meant to provide a 
bigger ensemble of candidate excitation sequences, u, (n), i=1,2,..., 2C. However, in the 
AbS technique of CELP, the optimum excitation u,, pt(n) is chosen by matching synthesised 
signals ýi(n) to the original speech s(n).. It can therefore be argued that an optimised linear 
combination of the sequences in an ensemble populated by such synthesised sequences 
(excitation sequences which have been spectrally shaped by the LPC synthesis filter), will 
produce equivalent results. Furthermore, if these sequences are fully orthogonal to each 
other, a wider vector space can be covered by only a few of them, thus fully approximating 
the characteristics of the CELP codebook. The orthogonal sequences can be appropriately 
scaled and summed together to give an optimum synthesised signal ý, pt(n) from which 
uopt(n) can be derived by inverse filtering. A technique which applies this philosophy to 
derive uopt(n) is the Vector Sum Excitation (VSE) technique [39]. 
7.3.2.1 Theoretical Derivation of VSE 
Let each candidate synthesised signal S^(n) be given by, 
aixi (n), 011,1 L-I (7.1) 
where the fixed sequences x, (n) were derived from exciting the LPC synthesis filter with M 
different excitation sequences, ai are variable scaling factors, L is the excitation subframe 
size and m<L in order to give a smoother approximation of s(n). An optimum synthe- 
sised signal s,, pt(n) can be 
derived by choosing the set of coefficients ai, i= 17 21 ... IM 
which minimises the mean squared error (MSE) between s^(n) and the original speech s(n) 
given by, 
L-1 
S(n)]2 1: [s (n) - E 
1 L-1 [s(n) 
aix, (n) 
M 
2 
(7.2) 
] 
L n=O L n=O i=1 
This minimisation can be guaranteed by solving the set of equations which require the 
partial derivatives of Eqn. (7.2) with respect to each of the variables ai to be zero. i. e. 
L-1 
1: [s(n) 
M 
)]2 
-E aixi(n 0 
(7.3) 
i9aj n=O t'=I 
which can be simplified into 
M 
aiR (z, 1,2, -M 
(71.4) 
where 
R(I x t(n)x, 
(n) (7.5) 
t*=O 
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and L-1 
O(j) E s(n)xj(n) 
n=O 
(7.6) 
Let the vectors xj(n) = x--(n) which are by definition linearly independent and 
orthogonal. Then, 
L-1 =0 for 1 54 R(z, j) = 1: jýj (n): ij (n) 0 for Z 
(7.7) 
n=O 
7 
Thus, substituting Eqn. (7-7) into Eqn. (7.4) and rearranging, the fail can be calculated 
thus 
a- = O(Z)/R(i, i), i=1,21... , rn 
(7.8) 
The best estimate for s(n) is then given by, 
m 
s opt 
(n) jt i (n), n=0, (7.9) 
The above procedure comprises a least mean square (LMS) approximation in which 
the optimum solution can be derived only if the set of sequences x, -(n) are linearly inde- 
pendent (form a basis) and are orthogonal to each other. A popular method for achieving 
this orthogonalisation is the Gram-Schmidt procedure, surnmarised below. 
Consider a set of m+I vectors pi(n) each of length L which form a basis. The 
objective is to construct orthogonal vectors qi(n) so that 
L-1 
=0 for j 1: qi (n) qj (n) Ili = Ol 11 ... Im 
(7.10) 
n=O 
I 
:ý0 for I=j, 
Let qo(n) = po(n), and define qi(n) as a linear combination of qo(n) and pi(n), then 
q, (n) = pi (n) - ao, qo (n) 
Then for qi(n) to be orthogonal to qo(n), 
ql(n)qo(n) =0 (7.12) 
n=O 
i. e 
L-I 
pi (n) qo (n) -E aolq2(n) =0 
n=O n=O 
0 
(7.13) 
Thus in general, 
k-i 
qk (n) = pk (n) - 1: aj k qj (n), k=1,..., M. 
(7.14) 
3. =o 
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where 
a3* k ::::::::: 
Pk(n)qj(n) 
n=O 
q,. (n) 
n=O 
j=O, 1,..., k-1 (7-15) 
Therefore, the basic task in VSE is to obtain A,, pt(n) by deriving the set of orthogonal 
vectors t, (n) and their optimum scaling factors aj. The optimum excitation u, pt(n) can then be derived by passing ý, pt(n) through the STP-LTP inverse filter cascade. 
7.3.2.2 The VSE-LP Codec 
The block diagram of a VSELP encoder is shown in Fig. 7.1. The LPC and LTP analysis 
are performed conventionally as in closed-loop CELP. The LPC filter coefficients are 
transformed into LSF and non-uniformly scalar quantised and coded with 35 bits using 
the quantiser of Table C. 2. The synthesised vectors xi (n), i=1, ..., m are each derived by exciting the LTP-STP synthesis filter cascade (with zero memory) with a separate 
excitation sequence u, (n) from a codebook. This codebook is populated with a small 
number m (typically m< 25% of L) of well chosen sequences ui(n), each of length L 
samples which form a basis. An exhaustive review of methods for deriving the basis 
vectors to populate this codebook is given in [65]. The other vector xo(n) is derived 
by synthesising the LTP contribution through the LPC synthesis filter. The vectors 
synthesised from the codebook form a basis since they were synthesised from a set of 
basis excitation vectors. However, they must be made orthogonal to each other and 
also to the UP response. After this orthogonalisation, optimum scaling factors jai} are 
computed for each excitation-derived vector ti(n), i= 
After deriving the jai}, si, pt(n) is computed according to 
Eqn. (7.9). The sum of the 
scaled basis vectors S^,, pt(n) is inverse filtered through the LPC and LTP inverse 
filter cas- 
cade to derive the optimum secondary excitation u^opt(n). Using this excitation, the overall 
scaling factor is then computed as in standard CELP. The final synthetic speech signal 
is then derived by adding the scaled excitation to the LTP contribution and synthesising 
through the STP with all memories restored. It should be noted that the orthogonalisa- 
tion also has to be performed at the decoder. In addition, the inverse filtering also has 
to be performed in order to derive the secondary excitation which is then synthesised to 
update the filter memories correctly. The main difference between the VSE discussed here 
and the original VSE [39] is the full orthogonalisation of the basis vectors to each other 
as well as the LTP response. 
The easiest approach to derive the scaling factors jaj is by the use of a vector 
quantisation (VQ) codebook. The codebook can be initially trained off-line by using 
Eqn-(7-3) to compute the lat-I from a large database. Thus each vector, a in the codebook 
is an m-tuple. After orthogonalisation of the synthesised basis vectors, an exhaustl%'C 
search of the codebook is performed in order to find the la, -j which minimise the NISE 
given by Eqn. (7.2). The index of the optimum vector ii is then coded and transmitted. 
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Figure 7.1: Block diagram of the VSELPC encoder 
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This VQ is very efficient and with a trained codebook, resulted only in a I. IdB drop 
in segSNR between the quantised and unquantised speech. The characteristics of the 
source coder chosen for further optimisation are summarised in Tables 7.2, with its bit 
allocation detailed in Table 7.3. 
Sampling Rate 8KHz 
LPC Frame Size 160 samples (20ms) 
LPC Filter Order 10 
Excitation Frame 40 samples (5ms) 
UP 1 tap 
Basis Vectors 10 
VQ Codebook 10 bits 
Table 7.2: Summary of base-line source coder for further optimisation 
Parameter Bits per update I Update Rate Total Bits 'Bit R 
LPC via LSF 35 1 35 1750 
Overall Gain 6 4 24 1200 
UP Lag 6 4 24 1200 
UP Gain 3 4 12 600 
VQ Index 10 4 40 2000 
Totals 135 
Table 7.3: Initial bit allocations for the source coder 
7.3.3 Robustness Considerations 
The source coder described above uses some techniques that will result in parameters 
which are very sensitive to channel errors. In order to increase the robustness of the coder, 
these techniques have to be replaced with others that reduce the error sensitivities of these 
parameters. Fig. 7.2 shows the error sensitivities of the entire bit map from the initial 
coder. To calculate the error sensitivity of a given bit, the bit was consistently toggled 
every 4 speech frames (over 2000 speech frames spoken by two males and two females) and 
a segNSR (segmental noise to signal ratio) computed between the synthesised speech and 
the clear channel coded speech. This rate of toggling is equivalent to a uniform error rate 
of around 2x 10'. Although the segNSR is not a rigorous objective quality measure, it 
is sufficient in this case since we are only interested in relative bit sensitivities. By taking 
the segNSR between the corrupted and clear channel output (as opposed to the original 
speech), quantisation noise effects are eliminated from the results. The more sensitive the 
bit, the higher the corresponding segNSR and vise versa. In these tests, LSF cross-over 
was rectified by replacing the offending pair with the corresponding pair from the previous 
frame. The LSFs are shown in the order, L(O),... I L(9) while the other parameters are 
ordered according to the excitation subframe number. For each parameter, the bits are 
ordered from the msb to the Isb going from left to right, taking the sign bit of any signed 
parameter as its insb . The following sections report on alternative quantisation and 
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coding schemes which reduce the relative error sensitivities of some of these parameters 
and/or bits. 
7.3.3.1 M-ansmission of Scaling Factors 
As mentioned in Chapter 4, VQ of gain factors such as the vector scaling factors f ai 1, is 
generally very sensitive to channel errors. The corruption of a transmitted co&book index 
results in the reception of a different index. Thus, a set of completely different gain factors 
is retrieved from the codebook and so all the basis vectors will be incorrectly scaled. On 
the other hand, scalar quantisation of these factors will result in a higher transmission 
bit rate and entails increased complexity for their computation. The interpretation and 
consequently, the quantisation and coding of these factors can however be changed in 
order to decrease sensitivity to errors and maintain the low coding rate. 
The orthogonal basis vectors ti(n) to be scaled are all shaped by the spectral en- 
velope of the original speech (derived from the LPC spectrum). Each of these vectors 
thus has the same spectral envelope as the speech signal. We would also expect it to be 
highly correlated with the speech signal in the time domain. Thus, in the summation 
of Eqn. (7.9), the scaling factors f&ij can be interpreted as the degree of time domain 
correlation of the respective ýti(n) with the original speech. Since the magnitudes of these 
scaling factors are gain terms, each one can be normalised to indicate only the relative 
degree of correlation (from zero) to the speech signal s(n). The jai} can then be repre- 
sented by ±1, indicating positive and anti-correlation, respectively, whilst their scaling 
effect is incorporated in the overall excitation gain. Each factor is thus a binary term, 
transmitted as one bit resulting in a minimal decrease (0.43dB segSNR down from the 
trained VQ case) in speech quality. 
As well as the complexity reduction which results from removing the VQ, this coding 
scheme also results in less sensitivity to errors. The corruption of any single bit within 
the set results in a simple inversion of only one vector. The distorting effect of this is far 
less than the effect of receiving a corrupted VQ index. This is clearly evident in Fig. 7.3 
where the sensitivity of the associated bits is seen to have reduced almost by half. Another 
bonus obtained from this scheme is that with soft decision information at the decoder, 
vectors whose correlation degree bits are received with a high probability of error can be 
excluded in the summation of Eqn. (7.9), thus avoiding the distortions that will be caused 
by an inverted vector. 
7.3.3.2 Transmission of Overall Gain Factor 
Correct reception of the gain factor jGij for each excitation subframe is vital 
for reason- 
able output speech quality at the decoder. In the tentative coder, this factor is quantised 
in 6 bits (5 for the magnitude and one for the sign). The magnitude for each excita- 
tion subframe determines the overall energy level of the synthetic speech while 
the sign 
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determines the phase of the signal. As the energy level must match that of the input 
speech, the quantiser for the magnitudes must cover the whole range of the input signal 
to avoid clamping distortions. For direct scalar quantisation, this means the use of many 
quantiser levels, with the associated increase in bit rate, or a coarser quantiser resulting 
in roughness of the output speech. Because of the wide range of the quantiser, corruption 
of the most significant bits of transmitted quantiser indices can lead to muting of high 
energy sub-frames or excessive amplification of low energy or silent subframes if direct 
scalar quantisation is used. The relative error sensitivity of these bits can be observed in 
Fig. 7.2. Better dynamic range quantisation and reduced error sensitivity can be achieved 
by using an adaptive quantiser. 
Since the IGI I indicate the energy levels of the synthetic speech, they are directly 
related to the input energy level at the encoder. The quantisation of JGj} can thus be 
made adaptive by normalising with the input frame energy. Thus, we normalise each GI 
to g, according to, 
GI = gj, ýI-P, I 1001L (7.16) 
where L is the excitation subframe length, P is a factor depending on the energy level 
of the input speech frame and IgIl can be quantised 'independently' of the signal. This 
quantiser is thus designed for normalised input, avoiding the need to transmit the signs. 
With this arrangement however, the factor P also has to be transmitted and it is even more 
important that it should be received in a reasonably uncorrupted state. The quantisation 
of the JGj} is thus carried out in two stages, (1) determination and quantisation of P 
and, (2) the normalisation of JGj} to, and quantisation of the factors fgl}. 
1. Compute the mean square value of the input speech frame, i. e. 
N-1 
pE S2 (n) 
Nn=O 
(7.17) 
where N= 160 is the LPC frame length in samples. P is then expressed as a ratio in 
dB, relative to the maximum possible frame energy from the A/D converter. Thus, 
PdB : -- 1010910[P/Pmax] (7.18) 
where P,,,,,., =s2 ax and s,,, a, 
is the highest speech sample magnitude from the A/D 
converter. PdB is then quantised with 5 bits using a uniform quantiser with a step 
M 
size of 2dB (giving a dynamic range of 32dB) by choosing the quantiser level Q(O 
which minimises the error E, 
E= abs QW - 
(PdB + 66) 
2 
11 21 ... 131 
(7-19) 
where the factor -66dB is subtracted to provide a positive non-zero value 
for quan- 
tisation. The optimum index, I is then coded for transmission. The zero lewl 
is reserved for when the encoder needs to transmit silence to the decoder. The 
quantised value of P can then be retrieved as: 
Pq = Pmax(10 
(21-66)/10 ) (7.20) 
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2. Each JGIJ is then normalised to fgl} using Eqn. (7.16) with P replaced by Pq. Each 
g, thus ranges from 0.0 to 1.0 and can be scalar quantised using 5-bits. An optimally 
designed quantiser for g, is shown in Table 7.4. 
Index gi indeX 1 ýgj 
0 0.0033 16 0.2833 
1 0.0117 17 0.3050 
2 0.0200 18 0.3267 
3 0.0283 19 0.3483 
4 0.0367 20 0.3700 
5 0.0450 21 0.3917 
6 0.0667 22 0.4133 
7 0.0883 23 0.4350 
8 0.1100 24 0.4567 
9 0.1317 25 0.4783 
10 0.1153 26 0.5000 
11 0.1750 27 0.5433 
12 0.1967 28 0.6267 
13 0.2183 29 0.7167 
14 
- 
0.2400 30 0.8167 
rl 5 1 0.2617 31 
Table 7.4: Normalised unit variance quantiser for the overall excitation gain 
This quantisation scheme resulted in an increase in the bit rate of the basic coder 
(one extra bit per frame or 50b/s). The net bit rate is however, still within the 7. OKb/s 
limit. The error sensitivity of the IG1}, see Fig. 7.3, and the resultant annoying 'pops' 
under error conditions are significantly reduced. Another price paid for this reduced error 
sensitivity is the high sensitivity of the frame energy index I. This parameter thus has 
to be highly protected. This problem is however not too daunting since there are only 5 
bits per frame to safeguard. Furthermore, the frame energy changes relatively smoothly 
from frame to frame. From experiments conducted over a large speech database, it was 
found that for up to 93% of the frames, the maximum change in the frame energy between 
adjacent frames was less than 16dB (8 quantiser levels). Smoothing techniques can thus 
be applied after error decoding to limit the variability of this parameter to within this 
range. This will be elaborated upon in section 7.4. Other robustness techniques applied 
include pseudo-gray scale coding of the UP gain parameters, and interpolation of the 
LSFs between excitation subframes. Table 7.5 surnmarises the final bit allocation for the 
optimised coder. 
7.4 FORWARD ERROR CONTROL CODING 
The in- built robustness strategies described above are sufficient during random error op- 
eration at low BER's (< 
10-3 However, the land-mobile channel is predominantly 
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Parameter Bits per update Update Rate Total Bits Bit Rateý] 
LPC via LSF 35 1 35 1750 
Frame Energy 5 1 5 250 
Overall Gain 5 4 20 1000 
UP Lag 6 4 24 1200 
LTP Gain 3 4 12 
VQ Index 10 4 40 2tOO 
Totals 136 6800 
Table 7.5: Final bit allocations for the optimised source coder 
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perturbed by bursty errors due to interference (from carrier frequency reuse), near-far, 
and fading (due to shadowing and multipath propagation) effects. During normal oper- 
ation, these bursts usually result in a high average BER on the channel. Additionally, 
the other sensitive coder parameters e. g. the UP parameters have not been considered 
in the in-built robustness techniques. The robustness of the speech coder thus has to 
be augmented by conventional forward error correction (FEC) codes. In fact, one of the 
rnain motivations for adopting digital transmission on land-mobile systems in the first 
place was the possibility of using FEC to combat the high degree of bursty errors on the 
channel. The FEC scheme chosen must be matched to the channel conditions and the 
coded speech parameters. In this section, an FEC scheme based on multiple soft decision 
decoded RS codes is presented for use on the land-mobile system described above [13]. 
The main constraint on the choice of an FEC scheme for this system is the exces- 
sive propagation delay that exists in land-mobile networks. Because of the end-to-end 
delay constraint on the system, it is desirable that the FEC scheme only introduces a 
minimal increase in delay. Burst error correcting codes are thus attractive since they can 
provide reasonable error correction on the bursty channel without the need for an exces- 
sive interleaving delay. Reed-Solomon (RS) codes are the most widely used burst error 
correcting codes. Their other attraction for land-mobile channels is their ability to detect 
most uncorrectable error patterns [15]. The speech decoder can interpret this as a lost 
frame indicator and so initiate an appropriate lost frame recovery strategy. At a system 
level, repeated frame losses could signal the need for a base transceiver station hand-over. 
The main disadvantages of RS codes however, have been the difficulty in exploiting soft 
decision information in the decoder and also, the relative complexity of the decoder. In 
this work, a simplified soft decision RS decoder was designed and implemented on a sin- 
gle DSP32C [11]. For evaluation purposes, simulations of the GSM land-mobile channel, 
originally issued to help in designing appropriate source and channel coding schemes for 
the F-GSM system were used. These are described in the next section. 
7.4.1 Channel Simulations 
The simulations were issued in three files, representing different sets of operating condi- 
tions as summarised in Table 7.6. In all three simulations, independent Rayleigh fading, 
frequency hopped transmission and stationary receivers were assumed. Each file results 
from a simulation of 6000 F-GSM frames. Each simulated frame has 456 integer values 
corresponding to the 456 transmitted F-GSM bits per speech frame. The magnitude of 
each value ranges from 0 to 127 and is a quantised log-likelihood ratio (LLR), which 
measures the certainty of the hard decision made by the channel equaliser. These mag- 
nitudes can be interpreted as soft decisions which ought to be exploited to improve the 
performance of the FEC decoder. The sign associated with each value indicates whether 
the corresponding bit is corrupted (negative sign) or not (positive sign). On the trans- 
mission channel, each H-GSM frame is shared only between four TDMA slots as opposed 
to F-GSM in which one speech frame is interleaved across eight TDMA slots. In normal 
H-GSM operation, the alternate empty TDMA slots will carry bits from another user. 
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This is summarised in Fig. 7.4. Thus for simulation purposes, each channel simulation 
frame is broken up into 4 bursts of 114 bits each and only the odd numbered bursts are 
used to corrupt the data. The error control strategy presented here was optimised for the 
EP2 conditions because they are thought to represent a pessimistic evaluation of normal 
operating conditions. 
7.4.2 Channel Encoding 
The bit map from each frame is classified, according to parameter importance and bit 
sensitivity, into three different classes. Class A (43 bits) holds the most sensitive bits of 
the excitation parameters (LTP and codebook parameters) and the frame energy factor. 
The majority of the bits in this class are excitation parameter bits whose segNSR error 
sensitivity measure lay above the set threshold of 27.5dB (see Fig. 7.3). Class B is exclu- 
sively made up of the 35 bits of the LSF parameters. As shown in Chapter 5, the effects 
of errors on these parameters can be mitigated by parameter smoothing and replacement 
techniques. They are thus regarded as less sensitive to errors than the excitation pa- 
rameters. Class C (58 bits) held the binary excitation correlation factors and the least 
significant bits of the other excitation parameters. Table 7.7 is a summary of this bit 
classification. In the "Classes" columns in this table, the letters indicate the classification 
of the corresponding bit from the parameter in the "Parameter" columns. The bits of 
each parameter are shown with the msb to the left and the Isb to the right. The binary 
correlation factors from each subframe are considered as one 10-bit parameter. The verti- 
cal ordering of parameters (going from the left columns to the right) in the table exactly 
matches the horizontal ordering in Figs. 7.2 and 7.3. 
The bits in Class C are considered to be the least sensitive and so are transmitted 
unprotected. The sensitive Class A bits are protected with RS1, a (21,9) RS code while 
the Class B bits are protected with RS2, a (13,7) RS code. To increase error detection 
after RS decoding, a2 bit CRC is computed on and then included in the Class A bits 
before RS encoding. Both RS codes are based on GF(2') and so each RS symbol is a 
5-bit tuple. It was found that, with a typical guard space of 6 bits on EP2, about 97% 
of the bursts were of length less than 15 bits and so possibly correctable by the lower 
redundancy code. This was an additional justification on the choice of GF(2') which was 
originally chosen to limit complexity. Each RS code was encoded in the time domain 
using the algorithm described in Chapter 4. This FEC operates at 4.6Kb/s thus meeting 
the gross bit rate requirement of 11.4Kb/s. 
File] Coverage C/I (dB) I aveBER 
EPI 50 10 4.5 
EP2 90 7 8.3 
EP3 100 4 13.4 
Table 7.6: Summary of simulated channel conditions 
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Figure 7.4: Multiplexing of speech frames on the GSM channel 
Parameter I Classes Parameter Classes Parameter Classes 
LSF 0 B B B LSF 9 BBB LTP Gain 3 AAC 
LSF I BB B Fr. Energy AAACC Bin. Scales 0 CCCCCCCCCC 
LSF 2 B B B B LTP Lag 0 AAAAAC Bin. Scales 1 CCCCCCCCCC 
LSF 3 B B B B LTP Lag I AAAAAC Bin. Scales 2 CCCCCCCCCC 
LSF 4 B B B B LTP Lag 2 AAAAAC Bin. Scales j CCCCCCCCCC 
LSF 5 B B B B LTP Lag 3 AAAAAC Opt. Gain 0 AAACC 
LSF 6 B B B B LTP Gain 0 AAC Opt. Gain 1 AAACC 
LSF 7 B B B LTP Gain I AAC Opt. Gain 2 AAACC 
LSF 8 B B B LTP Gain 2 AAC Opt. Gain 3 AAACC 
Table 7.7: Classification of encoder bit map for FEC encoding 
Interleaved H-GSM TDMA multiffame structure 
135 
F-GSM frame boundary 57. bits half-burst 
Received word: 
NB: Crosses indicate corrupted symbols 
Decodable erasure and 
error pattem 
p=2; v= 1; 
NB: Shading indicates erased symbols 
Undecodable erasure and 
error pattem 
2; v =2; 
Figure 7.5: Decodable and undecodable erasure marking for a (7,3) RS code 
7.4.3 Channel Decoding 
RS decoding at the receiver is performed in the spectral domain using the algorithm 
described in Chapter 4. RS, is expected to correct 6 symbol errors (possibly an error 
burst of 30 bits) whilst RS2 should correct 3 symbol errors (possibly 15-bit error bursts)- 
In order to exploit the availability of channel state information in decoding, a scheme was 
devised which utilised the soft decision values as an aid to erasure decoding. As stated 
in Chapter 4, a ti-symbol error correcting RS code, with erasure decoding can correct an 
extra v errors after filling p erased symbols if 
2ti > 2v +p (7.21) 
Thus, by maximising p, i. e (p = 2tj - 2, v= 1), 2tj -I symbol errors can effectively be 
corrected. For the codes used, this translates to a possibility of correcting with RS, 11, 
and with RS2,5 symbol errors. To achieve this performance, we must ensure that after 
marking 2t, -2 symbols as erased in a received word with symbol error count 
(SEC) 
< 2tt - 1, only one symbol error remains in the rest of the word. Thus, as many as 
possible of the corrupted symbols should be marked as erasures. This requirement is 
illustrated in Fig. 7.5 for a double-symbol error correcting (7,3) RS code over GF(8). 
From an analysis of the SEC statistics based on EP2, more than 50% of the received 
words had SEC < t,, ýsee Fig. 7.101 Erasure decoding for these words thus represents an 
avoidable overhead. Therefore, each received word will be hard decoded first, and erasure 
(soft decision) decoding embarked upon only after the hard decoding falls. 
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7.4.3.1 Erasure Marking 
The most common methods of using soft decisions to erasure decode block codes, in- 
volve incremental 'trial- and-error' erasure decoding. In the generalised minimum distance 
(GMD) algorithm first described by Forney in [50], symbols estimated as being in error 
(from the soft decision information) are progressively erased, the resulting word erasure 
decoded and the distance of its output with the received word measured and compared 
to a threshold. If this threshold test fails, then the number of erasures is increased by two 
and the process repeated. The maximum number of erasures that can be tried for a block 
code is d,,,,, - 1, where d,,, i,, is the minimum distance. The decoded word which passes the 
threshold test is chosen as the correct codeword. However, if the erasure limit is reached 
before such a codeword is found, a decoder error is signalled. In the Chase algorithm, 
described in [21,95], many erasure patterns are iteratively tried for the less certain sym- 
bols. Error and erasure decoding is then performed for each of the resulting words. The 
decoded word with the minimum distance from the received word (in a Euclidean sense), 
is then chosen as the transmitted codeword. The main problem with these schemes is 
the amount of complexity incurred in repeated erasure decoding, especially for the Chase 
algorithm. Specifically, the GMD algorithm is said to be about 0.5(d,,, -,, - 1) times as 
complex as a straight errors- and-erasure decoder for the same code [50]. Since delay is at 
a premium for this work, a different approach is adopted. The soft decision information 
from the channel equaliser/ demodulator will be used to derive erasure indicators in an 
erasure marking process. Hopefully, these will be accurate enough to pick out most of the 
corrupted symbols, enabling error- and-erasure correction to be achieved in one decoding 
pass. It is also hoped that incorporating this erasure marking into the GMD algorithm for 
other applications, e. g. data transmission on the same system, could result in a reduction 
of the number of decoding iterations required. 
The aim of erasure marking is to maximise the number of corrupted symbols that 
are marked as erasures. A scheme which utilises the statistics of the soft decision values 
associated with the received bits was devised to achieve this goal. For each symbol in 
the received word, an erasure metric is defined and initialised to zero. From comparisons 
of the variations in different aspects of the soft decision statistics within the word and 
symbols, these metrics are updated with varying penalty points. At the end of this 
process, the 2tj -2 symbols with the highest metrics are then tagged as erasures. 
Firstly, 
a careful analysis of the LLR magnitudes from all the channel simulations indicated that 
for ILLRI > 40, the probability of bit error was practically zero. This can be seen in 
Fig. 7.6 which shows the cumulative distribution of LLR values for all the corrupted bits 
(negative sign for certainty information). Thus, any symbols in which the LLR's of all 
its bits lay outside this erasure window (ILLRI > 40) were immediately flagged as non- 
erasable and their metrics set to zero. The statistical entities used in penalising the rest 
of the metrics will now be explained. 
Each LLR magnitude rt can be converted into a probability of bit error p, given by 
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Figure 7.6: Distribution of ILLRI for corrupted bits (showing the erasure window) 
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e- ri/8 
+ e-rj/8 
(7.22) 
where 0< pi :! ý, 0.5. Using these bit error probabilities, a probability of error Pj for the 
J-th 5-bit symbol in the received word can be estimated as, 
5 
Pi =1- 11(i - PI), j -- oil) ... n-1 
(7.23) 
where n is the block length of the RS code concerned. The above approximation assumes 
that the error probabilities for the bits within a symbol are independent of each other. 
Although on the channel this is not strictly true, the equaliser or demodulator generally 
makes its decision on a bit by bit basis. Furthermore, for the O-QPSK modulation scheme 
assumed in the simulations, this is a reasonable assumption. The metric Mj for the 1-th 
symbol is then incremented with 0.8 1 where I is the position of Pj in an ascending order 
sort of the Pj for all the erasable symbols. 
Other statistical entities used included the sum, mean and variance of all the LLR 
magnitudes for a symbol. The higher the means and sums, then the lower the probability 
that the symbol concerned was corrupted. However, if the variation of the LLRs within 
a single symbol was large, this indicated a possible corruption of the symbol. Thus, the 
mean and sum of the symbol LLRs are sorted into descending order and the corresponding 
Mj incremented with 0.4 - I, respectively, whilst the variances are sorted 
into ascending 
order and the Mj incremented with 0.6 1, where I is the position in the sorted sequence. 
This metric update procedure is summarised in Fig. 7.7. 
7.4.3.2 Improving Performance by Inter eaving 
A diagonal interleaving technique similar to that adopted for F-GSM was used to achieve 
temporal separation of the symbols in order to reduce the number of symbols per frame 
covered by a single error burst. The bits from each frame were thus broken into 4 half 
bursts of 57 bits each. Two half bursts from successive frames were then interleaved 
(symbol-wise) to give a 114 bits burst which is then put into a single TDMA slot, see 
Fig. 7.4. To increase the performance of each code, bits from the two codewords were 
interleaved (immediately after RS encoding) before this inter-frame diagonal interleaving. 
This inter-code interleaving helps to share error bursts between the two codes, effectively 
increasing the number of received words with correctable error patterns (SEC < 2tj - 
1). Additionally, the uncoded Class C bits are stuffed in between the symbols of the 
interleaved bit map to enhance the burst sharing. In order to exploit the burst error 
correcting capabilities of the RS codes, symbol-wise interleaving was used. In the 
best 
symbol-wise inter-code interleaving scheme derived after extensive trials, the symbols of 
RS, where transmitted in pockets of 3, separated by pockets of 2 RS2 symbols. 
Two bits 
from Class C were then stuffed between each pair of symbols. Fig. 7.8 illustrates this 
interleaving and stuffing. 
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Figure 7.7: Summary of statistical accumulation of erasure metrics 
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Figure 7.8: Section of frame bit stream showing inter-code interleaving and bit stuffing 
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Figure 7.9: SEC distribution on channel without inter-code burst sharing 
Fig. 7.9 shows the distribution of symbol error counts (SEC) per codeword on the 
EP2 channel over 2000 speech frames without inter-code interleaving (transmission order 
is RSI, RS2 and then Class C). For ideal performance, the distribution for each code RS, 
should have a cut-off at SEC = tj where i= 11 2 and tj is the number of correctable symbol 
errors for the code. The aim of the inter-code interleaving and bit stuffing scheme was to 
push these cut-offs towards the respective t, (or 2tj -I for erasure decoding) by reducing 
the proportion of frames with SEC = 0. Fig. 7.10 shows the SEC distribution at the 
decoder after employing the interleaving scheme described above. The vast improvement 
is evident. 
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7.4.4 Implementation of Channel Codec 
The first stage in the efficient implementation of any algorithm is to identify the most 
computationally intensive segments in the algorithm, and then find suitable simplifica- 
tions for these. These modifications often involve a trade-off between memory usage and 
complexity. Time domain RS encoding is computationally fairly simple. Thus, in the 
following, only the simplifications applied to the decoder are detailed. Most of the com- 
putations at the decoder are invested in the Galois Field (GF) transforms. The use of an 
FFT instead of a DFT algorithm could reduce these computations. However, "an appro- 
priate FFT does not exist in this case because of the prime fieldsize. For primitive codes, 
the transforms will involve (2' _ 1)2 GF multiply and accumulate (MAC) operations, see 
Eqns. ( 4.2) and (4.3). The truncated codes used here are of the form (Np, Np - 2tp) where 
the blocklength Np < 2' -1 and p=1,2 to indicate RS, and RS2, respectively. The 
following schemes were adopted to reduce the number of computations: 
The forward transform to find the syndrome S(z) involves only Np x 2tp MACs since 
only 2tp coefficients are needed. 
The inverse transform to find the error c(x) requires only (2' - 1) x Np MACs since 
only Np coefficients are needed. 
In the forward transforms Eqn. (4.2), the terms a" only depend on zj' and their range 
(which in turn depends on tp and Np). These terms were thus calculated off-line and 
held in two tables corresponding to the two codes. The terms a- tj in the inverse 
transform Eqn. (4.3), are common for both codes and so required only one table. 
GF addition and division operations were implemented as table look-ups. Their 
execution was thus reduced to the calculation of an index pointing to the result. 
As a measure of the complexity reduction achieved, the full GF(2') inverse DFT for RS, 
took 12ms before and only 2.3ms after the above measures were adopted on the DSP32C. 
In erasure decoding algorithms for block codes, the erased symbols are often given 
some estimates before erasure decoding. In the scheme described here, this could be done 
by toggling those bits of each erased symbol with suspect soft decisions. However, this 
meant that a new syndrome had to be computed from the new set of symbols and then 
modified with the erasure polynomial in erasure decoding. This entails an extra forward 
GF transform which obviously increases the complexity of the erasure decoder. To avoid 
this extra complexity, no erasure marked symbols were changed prior to erasure decoding. 
The Euclidean algorithm is a major bottleneck since it involves repeated polynomial 
divi- 
sions and multiplications (see Appendix A). Additionally, in the worst case, it is executed 
during both the hard and soft-decodes. The multiplication of multi-term polynomials is 
avoided by returning only a single term quotient at each division stage. This meant that 
the remainder at each stage was often of a higher degree than the divisor, increasing the 
number of division iterations. The resultant complexity is, however, more than offset 
by 
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the savings from the simpler polynomial divisions and multiplications. Computation of 
the erasure polynomial was simplified by exploiting the nature of the factors being mul- 
tiplied. By accumulating the result in one polynomial, a multi-term polynomial had to 
be multiplied with another of the form (1 + bkZ k) . This simplifies to scaling the k-shifted 
accumulator by bk followed by the addition of the original accumulator. The shift-register 
initialisation and updating involved in a full polynomial multiplication was thus avoided 
[16](pages 130 to 160). 
As an initial target, an upper limit of 20ms was set for the channel e'ncoder and 
decoder each, running on separate DSPs- Table 7.8 shows the percentage of this comPu- 
tational time for the main routines and also the memory usage. Each entry is for both 
codes. The soft decode time, is for the worst case scenario and so includes the time taken 
to decide that hard decoding has failed for both codes before proceeding to soft decision 
decoding. It is worth noting that the encoder and decoder can actually run on a single 
DSP, within the given 20ms time limit. 
Encoder Decoder 
Hard Soft 
Percentage of Available Time 11.3% 42.9% 77.0% 
Total Storage (bytes) 9268 26200 
Table 7-8: Channel encoder and decoder total timing and storage allocation. 
7.4.5 Performance of Coding Scheme 
Table 7.9 shows the performance of the two codes with all the channel simulations. The 
figures shown are the percentage of 3000 frames correctly decodable (columns 3 and 4) and 
actually decoded (column 5). The maximum possible soft decoder performance offered 
by the inter-code and inter-frame interleavers is shown in column 4 while column 3 shows 
the maximum performance achievable if only hard decoding had been used. The actual 
performances (column 5) achieved for each code are however, lower than those shown in 
column 4. This is mainly due to limitations in the erasure marking procedure which result 
in the erasing of correct symbols, especially for RS2 because of the short blocklength and 
small ti = 3. Nevertheless, the performance improvement between hard decoding and 
erasure decoding is quite substantial, ranging from 9.55% to 27.28% for the longer code 
(RSI). This is very beneficial as RS, protects the most important information. In tests 
with random errors at various BERs, transparent performance was obtained with errors 
at < 3% BER and speech intelligibility maintained at up to 8% BER. 
7.4.6 Detection of Decoder Error 
Fig. 7.11 is a geometric representation of the decoding possibilities of a t-symbol error 
correcting (n, k) RS code over GF(q). U represents the set of all n-symbol vectors whose 
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File l i Code I Hard Decoding coding Actual Decoýý 
si 87-00% 98.07% 
_ 
96-55% 
EP1 78-87% 94.10% _89.55% 
_ RSI 69-80% 95.00% 91.30% 
EP2 RS2 59.30% 80.35% 73.40% 
RSI 
- 
42.97% 82.33% 70.15% 
EP3 [ RS2 32-87% 61.87% 50.75% 
Table 7.9: Decoding performance of RS1 and RS2 with all the simulations 
symbols are elements of GF(q). Three valid RS codewords, cl, c2, c3 are shown as 
centroids of a cluster of vectors which differ by <t symbols. The figure also shows four 
possible locations of the received word at the decoder, given that cl was transmitted and 
corrupted. If the received word lies within the cluster centered on cl e. g. hl, then it can 
be hard decoded correctly. A received word at wl is already located in the cluster centered 
on c2 and so will be hard 'decoded' wrongly to c2 instead of cl. Erasure decoding can be 
applied to words at el and w2. However, the word at w2 is much nearer c3 and c2 than 
cl. Actually, it has more than 2t -I errors and so cannot be erasure decoded correctly. 
Thus in the decoding scheme presented above, hard decoding will fail for C1 and w2 (error 
spectrum non-cyclic), invoking erasure decoding. However, hard decoding will produce 
the wrong codeword in the case of wl. The decoder is then said to have made a hard 
decoding error. For any (n, k) RS code over GF(q), an upper limit to the probability of 
a hard decoder error Pdh, can be estimated as the ratio of the number of correctable error 
patterns to the number of possible syndromes. This is given by Eqn. (7.24). 
Pdh 
t 
i=O 
, n-k 
(7.24) 
Evaluated for the codes used here, these probabilities are 4.23 x 10-5 and 8.0 x 10-3 
for RS, and RS2 respectively. The value for RS, is extremely low and in all our trials, 
a hard decoder error was not detected. RS2 however, presents a significant probability 
of decoder error. Nevertheless, if we remember that for EP2, only about 20% (according 
to Table 7.9) of all the codewords are received with more than 2t -1 errors, then this 
probability reduces to about 1.6 x 10-3 . 
For both codes therefore, the hard decoder failure 
is a reasonable indicator that erasure decoding is needed. In the case of el and w2 where 
erasure decoding has to be employed, the maximum probability of soft decoder error PdS 
with p erasures is given by, 
Pds ý 
t-(P/2) 
n 
i=O 
qn-p-k 
(7.25) 
and evaluated for these codes, gives 3.34 x 10-1 for RS, and 2.73 x 10-' 
for R-52. The 
conditions for erasure decoding errors are cases in which there are more than 2t -I errors 
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in the received word and also cases in which after erasing p symbols, Eqn. (7-21) does not 
hold. Since with EP2, the former condition occurs only for about 5% and 20% of frames 
for RS, and RS2 respectively, in practice, Pds was quite low. Even when decoding errors 
do occur, the CRC on RSI and LSF cross-over detection for RS2 were used to detect 
(almost all of) them. Thus the channel decoder, in addition to the decoded data, also 
passes 2 flags (F1 and F2) to the speech decoder. F1 is set by erasure decoder failures 
of RSi or CRC failures on the decoded Class A bits, while F2 is set by erasure decoder 
failures of RS2or LSF stability check failures on the decoded Class B data. The setting of 
either of these flags will signal the invocation of lost frame reconstruction and- parameter 
replacement strategies in the speech synthesiser. 
For a very small proportion of frames, all these checks could fail. If no cross-over is 
detected on the LSF, then the degree of degradation will be relatively low even if all the 
elements are corrupted as the synthesis filter is still stable. However, for the excitation 
parameters protected by RS1, failure to detect a decoder error could result in significant 
distortions. Although this situation was found to be quite rare, occurring for only about 
0.2% of the frames, it resulted in sudden and excessively annoying "pops" and "clicks" 
in the output speech due to the corruption of the frame energy factor. To combat this, 
a third flag, F3 was introduced to be forwarded from the channel decoder to the speech 
synthesiser. Setting of this flag is an indication that the channel decoder is not very certain 
of its output. This instructs the speech decoder to limit the change in the frame energy of 
the current frame to within 16dB of that of the previous frame. Additionally, this limited 
frame energy P, is further smoothed to P, = VP-T--1P,,, with the same limitation and 
smoothing applied to the next frame in order to achieve a smoother energy transition. 
The decision to set F3 is taken by estimating how distinct the erasure rnetrics for the 
erased symbols are from those of the unerased symbols. This can be viewed as a measure 
of the certainty of correct decoding for the whole codeword. Firstly, the mean erasure 
metric ff is calculated over all the decoded RS, symbols. Then, a certainty factor 0 is 
accumulated as, 
20 
Qj 
t=O 
where 
(7.26) 
=0 if the i-th symbol was erased, 
f2i =0 if Mi < ft/2, (7.27) 
I= 
Mi - M/2 otherwise. 
0 is thus a measure of how near the erasure metrics of the unerased symbols are to those 
of the erased symbols. If 0 is very high, indicating that many of the unerased symbols 
had erasure metrics very close to those of the erased symbols, then there is a distinct 
possibility that some of these symbols were also corrupted, increasing the likelihood of 
a decoder error. Fig. 7.12 shows a typical plot of the factor 0 calculated for erasure 
decoded frames for which neither a decoder nor CRC failure was recorded. The darker 
bars mark decoder errors. As can be observed I if 0 exceeds an appropriate 
threshold, then 
we can be sure of a decoder error. If this threshold is set very high, then some decoder 
errors will escape detection. On the other hand, setting a very low threshold will result 
in flagging many correctly decoded frames as decoder errors. Fig. 7 . 13 shows the results 
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of experiments to determine an optimum threshold for 0. The horizontal axis shows the 
possible threshold settings while the vertical axis shows the percentage (X 10) of over 4000 
decoded frames affected. The thick curve shows detected decoder errors (0 > threshold); 
the dashed curve shows undetected decoder errors; while the thin curve shows correctly 
decoded frames flagged as decoder errors for each threshold value. From these results, 
two separate thresholds were set. If 0> 250, then F1 was set to indicate a decoder error 
for RS1. This avoids the flagging of any correctly decoded frames. If 100 <0< 250, then 
F3 was set. Although this lets through a few decoder errors and also flags down a few 
correctly decoded frames, this combination produced the best subjective quafity. 
7.5 LOST FRAME RECONSTRUCTION 
As the results of Table 7.9 suggest, frequently, during severe channel degradations, only 
part of the transmitted data is erased. In fact, under the EP2 conditions, the two flags F1 
and F2, were both set for less than 15% of the frames. Since the classes of information loss 
represented by these flags are different, separate recovery techniques could be developed 
for each class. For frames in which only one class is lost, it is hoped that the class with 
the intact parameters will smooth, to some extent, the adverse effects of reconstructing 
the other class. This reduces the number of the more severe full frame reconstructions, 
resulting in a better overall quality during severe erasures. The design of the FEC scheme 
was based on separating the sensitive parameters into classes so as to achieve this result. 
The next two sections present the techniques developed for recovery from the loss of each 
class [12]. 
7.5.1 Spectral Reconstruction 
Due to system constraints, all lost information had to be recovered from past information. 
The spectral parameters, protected by RS2 are LSFs. As seen in Chapter 5, they are 
highly correlated from frame to frame. Additionally, because of the prevalence of bursty 
errors on the channel, more than a few LSFs are usually corrupted when F2 is set. The 
LSF recovery schemes described in Chapter 5 could not therefore be used. Thus the less 
effective vector replacement method was adopted in which the LSFs from the previous 
frame are carried forward to replace those lost. In order to reduce the impact of the 
recovered formants on the reconstructed frame, a bandwidth expansion of 135Hz is applied 
to the LPC coefficients. Thus, when the n-th frame is lost, the LSF vector jLn-j I received 
for the previous frame is transformed into LPC coefficients Ja(z)}. Bandwidth expansion 
is then applied to f a(z) I to derive a vector 16(l) 1 which is transformed into an LSF vector 
fLnj- Ln is then interpolated, as usual, across the excitation subframes according to, 
Ln, o(z) =:: 0.675Ln-I(z)+0.325Ln(z) 
Ln, 
1 
(Z)= 0.325Ln - l(1) + 0.675Ln(1) 
Ln, 
2(Z) Ln(1) 
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Ln, 3(i) = Ln(l) 
where Lnj 7 0,3 will be converted into LPC coefficients 
10n, 
j* 
(1) 1 
which will be 
used for synthesising the J-th subframe. 
7.5.2 Excitation Reconstruction 
To recover the excitation signal, it is assumed that the lost excitation is voi c'ed with a 
given period -r. This can be generalised to include unvoiced excitations with arbitrary 
periodicity. The period is found using a backward auto- correlation technique on the past 
LPC residual signal held in a buffer. The period is the position m- Twhich gives the 
maximum auto- correlation coefficient R(m) in Eqn. (7.28). 
1 
R(m) = 1: x(n + m)x(n), m= 20,..., 100 (7.28) 
n=-160 
where the buffer x(n) holds the past 160 samples of the LPC excitation signal with x(-I) 
the most recent one. The reconstructed LPC excitation e(n) is then built up from a scaled 
repetition of the pitch window as follows, 
e(n) = Px(n -, r) (7.29) 
The gain term P is computed from the ratio of the energies of the first and second pitch 
windows of the residual signal as follows, 
0= 
1: 
X2 (-n) 
n=I 
2-T 
E 
X2 (-n) 
n=, r+l 
(7-30) 
The excitation e(n) is then synthesised through the STP synthesis filter to give the re- 
constructed speech frame. This continuous synthesis makes use of the significant amount 
of information contained in the filter memories and also helps to flush these memories 
as soon as possible and so cuts down on the propagation of frame loss effects to future 
frames. The UP memory is then updated with e(n). A typical plot of the effect of 
regular excitation and spectral reconstruction on the segSNR between the clear chan- 
nel and reconstructed speech can be observed in Fig. 7.14. In this figure, 1OOdB is set 
as the upper limit of segSNR i. e. frames with 1OOdB segSNR or more are considered 
to have the same quality as the clear channel output. As will be explained in the next 
paragraph, when a frame is being reconstructed, its output energy is restricted in order 
to avoid energy explosions. It is therefore expected that the segSNR of a reconstructed 
frame will be significantly lower than the 1OOdB reference. However, a basic evaluation 
of performance can be obtained by observing how quickly the segSNR for the following 
frames recovers towards the 1OOdB reference. From Fig. 7.14(a), it is observed that whilst 
recovery to the reference 1OOdB level at a loss rate of I in 20 is quite rapid, recovery 
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Loss Rate I S-pectrum Excitatic le F-GSM sche-m-e-] 
5% 74.15 64-96 63--8-8 62.23 
10% 53.22 39.53 37.71 35-74 
20% 33.44 20-53 18-82 15.46 
Table 7.10: segSNR measurements for random frame recovery at various rates 
at a loss rate of I in 10 is very slow. In fact, at the latter loss rate, only. a very low 
percentage of all the frames attain the reference level. However, the subjective quality 
and intelligibility were still reasonably maintained for the two loss rates. As is expected, 
the effect of spectral reconstruction on the segSNR, Fig. 7.14(b), is not as severe as that 
of excitation reconstruction. This is evident from the fast recovery of the SegSNR and 
was also confirmed in informal listening tests. 
The above formulation for recovering the excitation approximates the excitation 
model of SELPC described in Chapter 3. A persistent problem with this scheme was the 
tendency for this 'extra LTP' to introduce instabilities in the output speech, resulting in 
annoying 'pops' and 'clicks' especially during transitional and unvoiced regions. This was 
overcome by bounding 0 between 0.6 and 1.2. Additionally, the output frame energy for 
each reconstructed frame (and the one immediately after) was restricted to be not greater 
than 90% of the energy of the preceding frame. Furthermore, the excitation signal in 
CELP-type coders frequently includes a high noise-like component unlike in pulse-excited 
coders. This noise distorts the periodicity of the LPC residual, decreasing the accuracy of 
the pitch period calculation routine, a result of which is significant roughness in the output 
speech. This problem was alleviated with a slight de-emphasis (0.3 filter coefficient) on 
the buffered residual prior to pitch periodicity estimation. The resultant improved output 
quality was especially noticeable as the frame loss rate increased. 
7.5.3 Performance of Frame Reconstruction 
In evaluating the performance of the frame reconstruction strategy, a random frame loss 
situation is deemed to be more realistic than the uniform frame loss from which the plots 
of Fig. 7.14 were obtained. Once again, the performance measure used is the segSNR 
between the clear channel speech and the reconstructed speech. Table 7.10 presents 
the results at three different loss rates. Columns 2 and 3 show the results of separate 
spectral and excitation reconstruction, respectively. The last two columns compare the 
performance of this strategy with that employed in the F-GSM system [201. In obtaining 
the results of column 4, a lost frame decision was interpreted as meaning a loss of both the 
spectral and excitation information. Although the loss of both classes in this comparison 
is incompatible with the strategy presented here, the performance improvement over the 
GSM scheme is still quite evident. It is hoped that under normal operating conditions, 
the rate of loss of both classes will be lower, resulting in overall better quality. 
Fig. 7.15 shows typical waveform plots derived from the lost frame reconstruction 
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strategy. The central frame is the the reconstructed one. As can be seen, excitation 
reconstruction, Fig. 7.15(c) is more successful in this case than spectral Fig. 7.15(b) or 
full Fig. 7.15(d) reconstruction. This is because the periodicity of the lost frame (pitch 
period shown as T in (a)) matches that of the excitation in the reconstruction buffer. The 
accuracy of the fine structure is due to the intact LPC coefficients and also an accurate 
determination of the pitch period. However, because of the change in periodicity of 
the next frame, coupled with the corrupted UP memory and limitations in the energy, 
recovery is quite slow, picking up only towards the end of the next frame. The non- 
accurate spectral reconstruction, dominates the full frame reconstruction. However, when 
compared with the spectral reconstruction, recovery for the next frame in the spectral 
reconstruction is more rapid, consistent with the original basis for separating potential 
losses into separate classes. 
7.5.4 Timings of integrated system 
The schematic of the implemented prototype of the integrated system on 5 separate DSP 
boards is shown in Fig. 7.16. Fig. 7.17 summarises the timings of the major blocks 
of the whole system, measured from this real-time implementation. As can be seen, 
channel and source encoding for each frame of speech takes about 40.8ms. This includes 
inter-code interleaving and half of the processing time for the inter-frame interleaver. 
After the encoding of one frame, we have to wait for the next frame to be fully encoded 
before inter-frame interleaving is performed. Since each process of source and channel 
coding is performed on a separate DSP, the processing times for the two frames overlap, 
giving a total of only 60.8ms delay from the time the first sample is received to the 
time information about it leaves the transmitter. At the decoder, the maximum channel 
decoding time (hard and soft decision for both codes) is 15.1ms. Since the speech decoder 
takes 8.8ms, the total time taken to output the first speech sample from the current frame 
is thus 23.9ms. The significant thing here is that the total back-to-back time of 84.7ms is 
significantly lower than the 90ms limit given in the specification. 
7.6 CONCLUDING REMARKS 
In this chapter, the design of an integrated source and channel coding scheme for a 
cellular DMRS has been described. The design was geared towards achieving defined 
operational requirements for an envisaged system (half rate GSM). Although the major 
blocks of the prototype system are described separately for convenience, there was a 
constant flow of information between the stages during design resulting in re-adjustments 
and re-optimisations. We believe that as a result of this integrated source and channel 
coding approach, an optimum balance in the system characteristics was achieved. The 
results presented show that a majority of the requirements were met. The major constraint 
on the complexity of the source coder was achieved by adopting a hybrid of CELP and 
VSELP NN, hich combines high quality with low complexity. In informal subjective tests, 
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Figure 7.15: Typical waveform plots of (a) original (b) spectral reconstructed (c) excita- 
tion reconstructed (d) full frame reconstructed speech 
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some subjects judged the clear channel performance of the codec to be slightly lower than 
that of the RPE-LTP coder used in F-GSM. Some of these subjects however, expressed 
a preference for this codec for certain speech utterances. For these utterances, the codec 
output was frequently smoother and sharper than that of the F-GSM codec. Obviously, 
a more rigorous subjective test is needed to ascertain the exact quality of the codec 
as compared to the F-GSM codec. The inherent robustness of the coder, significantly 
enhanced by the adoption of sensible quantisation and coding techniques, was clearly 
higher than that of the RPE-LTP coder as shown by the results of informal listening tests 
in channel error conditions without FEC coding. This high robustness also feeds through 
into the performance of the gross codec on the simulated channels, where the quality 
with EP2 was comparable, and with EP3 slightly worse, than is set out in the H-GSM 
specifications. The performance with EP1 often exceeded the quality of the F-GSM gross 
codec under equivalent input conditions. 
The initial motivation to choose RS codes for the channel coding function was their 
burst-error- correct i ng capabilities, coupled with their high error detection rate for unde- 
codable error patterns. The former property meant that reasonable performance could 
be achieved without incurring an excessive interleaving delay which more established 
random-error correcting codes, such as convolutional codes will require. The ability to 
detect undecodable errors could be exploited in lost frame reconstruction strategies. From 
the start of the project, it was realised that soft decision decoding techniques had to be 
applied in order to maximise the error correcting performance of any chosen code. Faced 
with the absence of systematic techniques for soft decision decoding of multi-level block 
codes, a novel soft decoding technique was formulated which used soft decision informa- 
tion as an aid to erasure decoding of RS codes. The significant improvements over 'hard' 
decoding achieved were presented in section 7.4.5. In order to comply with the lost frame 
recovery technique which required the separation of the parameters into classes, two RS 
codes were adopted with different degrees of redundancy, effectively offering unequal er- 
ror protection. A very effective inter-code interleaving scheme was formulated to increase 
decoding performance by sharing long bursts between the two codes. Additionally, var- 
ious simplifications to the decoding algorithm provided the possibility of a single chip 
implementation of both the RS encoder and decoder on the AT&T DSP32C. Of course, 
in an operational system environment, application specific chips (ASICs) can be used. 
Finally, a decoder error detection scheme was developed to further enhance the high error 
detection rate of the more important RS code. We contend that this can be enhanced to 
provide decoder certainty information for every decoded bit to the speech decoder. 
The lost frame reconstruction adopts separate recovery techniques for the loss of 
different classes of parameters. This exploits the realisation that frequently, only part of 
the frame information is erased. The high performance achieved is due to the minimisation 
of the rate of full frame reconstructions. As has been seen in section 7.4.5, the RS decoder 
performance is still short of that possible with the burst sharing scheme adopted. Further 
avenues for improved FEC performance include more investigations and/or re-tuning of 
the erasure marking scheme, a closer look at other inter-code interleaving and higher 
degree inter-frame interleaving schemes which keep the delay within the given constraint. 
Ideas for improving the speech quality of the codec include full (128) UP lag searches, 
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higher resolution pitch lag quantisation [62] and possibly, better training of the basis 
vectors or increasing their number. All these schemes imply a significant increase in 
complexity which, it is hoped, can be simplified with further research. It is hoped that 
with these improvements, the integrated system will meet or even surpass all the H-GSM 
operational requirements. 
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Chapter 8 
MULTI-RATE CODING FOR 
VSAT APPLICATIONS 
8.1 INTRODUCTION 
The de-regulation of public telecommunications in the U. S. A. in 1984, was followed by an 
explosion in the use of satellite communications for closed business networks. This was 
mainly catalysed by the introduction of cheap, low capacity, light-weight terminals with 
small antenna dishes, (typically less than 3m in diameter), known as very small aperture 
terminals (VSATs). VSATs are convenient for setting up temporary communication links 
into the "global network" for reporting international events e. g. sports, wars, and natural 
disasters. A rapidly emerging application for VSAT systems is in rural communications 
where, for economic or geographical reasons, the extent of the terrestrial infrastructure is 
limited. Although VSATs were originally meant for low rate data communication, they 
are increasingly being used for speech communication, especially in rural areas and/or 
developing countries [28]. This chapter details the adaptation of a conventional CELP 
coder for rural telecommunications via a VSAT system. 
Since VSATs provide stand-alone communication links (often only one channel - 
SCPC), it is desirable for speech coders meant for VSAT applications to possess a multi- 
rate capability. In such a system, if only speech needs to be transmitted, a high rate 
codec can be switched on to provide high quality speech. For transmission of low rate 
data, speech can be coded at a lower rate and then multiplexed with the data onto the 
single channel. A good example of such a VSAT system is the MP-SP2300 VSAT system 
developed by Multipoint Communications and SPL in the U. K. [4]. On this system, 
the VSATs communicate with the HUB on a SCPC basis, with the frequencies assigned 
on demand by the HUB. The HUB is thus said to operate a DAMA (demand assigned 
rnultiple access) switch. Communication from the HUB to the VSATs (via the satellite) 
is based on a TDMA protocol. In this chapter, a robust CELP coder operating at two 
different gross bit rates (6.4Kb/s and 9.6Kb/s) designed for such a system is described. 
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Because of the complexity of the CELP algorithm and the delay due to the space segment 
in satellite communications, any FEC scheme adopted had to be simple and effective. 
Hamming codes were therefore chosen because of their simplicity. Nevertheless, they 
were applied in a multi-dimensional array configuration to achieve high and variable error 
correction capabilities. It is also shown that by incurring limited increases in decoding 
complexity, the error correction capability of the codes can be increased. 
Section 8.2 examines the characteristics of such VSAT networks, observing the low 
aveBER on the channels concerned. A brief analysis of a typical operating scenario (a 
rural VSAT subscriber placing a call through the fixed network) is also given. Over the last 
decade, the CELP algorithm has emerged as the most promising for LBR applications. 
In section 8.3, the basic CELP algorithm is described, in the context of a generalised 
concept of vector excited LPC-based coders. The two main problems with the basic 
CELP algorithm are its complexity and low robustness to channel errors [9]. In section 
8.4, the basic algorithm is modified to reduce the computations required and also provide 
some robustness to channel errors. The parameterisation schemes that result in a dual- 
rate codec are also presented. Section 8.5 describes the design of simple but effective FEC 
schemes, adapted to the characteristics of the codecs. The performance of the integrated 
scheme, and parts of it are tested and the results discussed in section 8.6, whilst section 
8.7 provides some concluding remarks to the chapter and further discussions on the results 
obtained. 
8.2 CHARACTERISTICS OF VSAT SYSTEMS 
In VSAT networks, e. g. Fig. 8.1, small terminals can communicate with each other or the 
fixed network via a satellite and a central HUB station. Communication channels through 
the satellite transponders are allocated to the VSATs based on a demand assigned multiple 
access (DAMA) protocol. Current VSAT networks generally have a star architecture in 
which the HUB station has a larger antenna and more sophisticated processing capability. 
The HUB is in charge of signalling, protocol management, switching and general house- 
keeping functions in the network. Additionally, the HUB plays the part of a gateway 
into the fixed network, with terrestrial links to a network exchange. If the VSAT system 
is connected to an analogue fixed network, LBR speech and FEC codecs will also be 
located at the HUB. When a VSAT subscriber has to call a fixed network subscriber, the 
IIUB decodes this requirement from the first few digits of the dialed number. It then 
finds out whether an exchange line is available. If it is, the HUB tries to assign up-link 
and down-link channels, after which it passes the rest of the dialed digits to the network 
exchange which treats them just as it would digits from a conventional telephone. The 
11UB then opens communication between the VSAT and the network exchange over the 
assigned channels. During this setup process, the VSAT subscriber hears the usual busy 
or disconnected tones [83], depending on the progress of the connection setup. During 
the conversation, the HUB relays messages to the VSAT subscriber via the satellite, and 
from the VSAT to the called subscriber via the fixed network. 
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Figure 8.1: Schematic of a typical rural deployed VSAT system 
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Sometimes, a VSAT subscriber has to call another VSAT subscriber in a different 
area (not connected to the same VSAT). In this case, an equivalent process is followed to 
setup a VSAT-HUB-VSAT communication link. From the point of view of the communi- 
cating VSATs, the HUB is a simple repeater station. The relevant aspect of this process 
to speech transmission is the double space hop, which means that the link has an inherent 
loop delay of about one second, requiring the use of echo cancellation. Any speech coders 
adopted should thus introduce a minimal increase in delay on the communication path. 
The speech codec implementation should also reserve processing capacity for the echo 
canceller. With the emergence of high power satellites, VSAT to VSAT (h0less) links 
are becoming increasingly possible [271. These links will only become feasible with the 
maturity of on-board processing (013P) technology. The VSAT channel, being a satcoms 
channel, suffers from very few degradations and so operates at a low aveBER. However, 
because VSAT systems are generally based on low power satellites coupled with low gain 
antennas, the aveBER is expected to be slightly higher than for conventional satcoms. 
Occasional fading due to rain attenuation and interference will also result in bursty errors 
if adequate link margins were not designed into the satellite link. Most other channel 
degrading effects are also compensated for by the link margins. It can therefore be said 
that random errors predominate on the VSAT channel with a nominal aveBER of less 
than 2%. 
Since VSATs were originally aimed at producing stand-alone communication links, 
they frequently operate on a single channel per carrier (SCPC) basis. Current VSAT 
systems are mostly based on the INTELSAT satellites. The single channels available for 
communication thus have the traditional 64Kb/s capacity. If a VSAT is meant to serve 
a rural community, many speech channels must be multiplexed on this limited capacity. 
In summary, the following have to be considered when choosing a speech codec for this 
application: 
Speech Quality: Since the VSAT system links rural communities to the fixed net- 
work (PSTN), the output speech quality of the codec must be acceptable to PSTN 
subscribers. For international links, it must meet CCITT standards. 
2. Tandem Connections: Possible tanderning or transcoding will be necessary for VSAT 
to VSAT connections or when the called subscriber is on another digital network 
e. g. DMRS. The codec must therefore produce good quality speech without applying 
post-processing techniques which might distort the speech signal. 
3. Low bit rate: In order to connect as many users as possible to the fixed network at 
any one time, many speech channels must be multiplexed on the available 64Kb/s 
capacity of the VSAT channel. The lower the bit rate of the codec, the more of 
these channels can fit into the available capacity. 
4. Robustness: Since we have to maximise the quality with minimum bit rate-, it is 
undesirable for too much of the available capacity to be taken up with redundancy 
for FEC. Thus, the codec has to be inherently robust, and then low redundancy used 
only to increase robustness and assure operation during the more severe channel 
degradations. 
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Low complexity and delay: The attraction of VSATs for rural communications is 
that they represent a cheaper alternative to terrestrial links. It is undesirable to 
offset this low cost with a complex and therefore expensive hardware implementation 
of any of the network subsystems. Such subsystems include the speech and channel 
codecs, echo cancellers, modems etc. Furthermore, excessive processing delays will 
worsen the problem with echoes. 
8.3 THE CELP ALGORITHM 
The Code-Excited Linear Predictive (CELP) Coder, based on a vector excitation algo- 
rithm, was first reported by Shroeder and Atal in 1985 [88]. The algorithm applies vector 
quantisation of the excitation signal to achieve efficiency in coding, sometimes described 
as fractional bits per sample coding. CELP is known to produce good quality speech at 
medium bit rates (< 8Kb/s), the principal rates of interest for this project. In fact over 
the last decade, CELP has emerged as the most viable LPC-based algorithm at these bit 
rates. This has been borne out by the increasing number of standards based on CELP or 
CELP-like coders [52,22]. The disadvantages of CELP include its high complexity and 
low robustness to transmission errors. The basic CELP algorithm, a schematic of which 
is shown in Fig. 8.2, had to be extensively revised to meet the constraints of this VSAT 
application. The following section gives a detailed description of the algorithm. 
8.3.1 Algorithm Overview 
Input speech into the CELP encoder is segmented into blocks of N samples each, on which 
linear prediction (LP) analysis is performed to derive 10 LP filter coefficients. N usually 
lies within the range 160 to 240 samples (equivalent to 20 to 30ms at 8KHz sampling), and 
is chosen based on a trade-off of the required bit rate and speech quality. After quantising 
the LP coefficients, the input speech is inverse LPC filtered to give the first residual. 
This residual is then passed through a weighting filter W(z) in order to introduce some 
percept ually- based matching into the later stages. The transfer function for this weighting 
filter is given by Eqn. (8-1). 
W(Z) = 
A(z) 
Al(z) 
10 
aiz-' 
10 
ai-Y tz- t 
(8.1) 
where -ý = 0.8, is called the weighting factor. The filters A'(z) in Fig. 8.2 
have a transfer 
function equal to the denominator of W(z). 
Long term predictive analysis (LTP) is then performed. LTP is often 
based on a 
si-naller number of samples (excitation subframe size, N, ) usually between 
5 aiid 10nis (40 
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Figure 8.2: Schematic of the basic CELP coding algorithm 
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to 80 samples), analysis being performed on each subframe in turn. As seen in Chapter 
3, UP can either be (a) open-loop when the reference is the first residual; or (b) closed- 
loop when the reference is the original speech, with the memory of the STP filter from 
previous blocks removed. In this work closed-loop analysis was used in LTP. Although the 
UP filter can be multi-tap, a single tap filter was used in order to minimise complexity 
and increase robustness. UP analysis thus results in a single lag (D) and a gain (0), 
which are then used to extract the 'pitch' correlations from the input speech. As ha-s been 
said before, the above formulation is common for most LPC-based coding algorithms. 
The uniqueness of CELP arises from the determination or quantisation of the excitation 
signal. 
As in UP analysis, the excitation is determined every excitation subframe. In stan- 
dard CELP, the excitation is selected from a 'fixed' codebook of Caussian noise sequences. 
Each codebook sequence or vector is made up of N., samples whose amplitudes have a 
Gaussian distribution with zero mean and unit variance. For each candidate vector, a 
gain term is calculated and quantised. The candidate is then scaled with the quantised 
gain and synthesised through the UP and STP synthesis filter cascade (with all mem- 
ories set to zero). The optimum excitation vector is the one that produces a synthetic 
signal which is objectively closest to the original speech. Since both the gain and vec- 
tors are optimised to give the best-match signal, this process is often referred to as a 
cgain-shape vector quantisation'. In this work, the mean squared error (MSE) was used 
for objective matching of the two signals. Finally, the chosen excitation, scaled with the 
quantised gain, is used to excite the LTP-STP synthesis filter cascade (with all memories 
restored) in order to update the filter memories. At the decoder, the received quantised 
STP and LTP parameters are used to configure the respective filters, both with their 
full memories, which are then excited by the optimum vector retrieved from an identical 
copy of the excitation codebook to give the synthesised speech. It should be remembered 
that updating of the filter memories at the encoder is done with quantised parameters, 
enabling these memories to be identical at the encoder and decoder during operation over 
a perfect channel. 
8.3.2 Insights into the CELP Algorithm 
The CELP algorithm can be divided into three basic stages, which are discussed separately 
below. In the following discusslons, the complexity, delay and inherent robustness of the 
CELP algorithm stages are elaborated on. 
I. LPC analysis and filte STP analysis is common to all LPC-based coders. Thus 
as compared to other LPC-based coders, the cost of the STP analysis in terms of 
complexity, algorithmic delay and quality degradation is the same. The algorithmic 
delay arises from the need to buffer samples for LPC analysis. Shorter buffer 
lengths 
mean shorter delays and less complexity per frame, because of the smaller number 
of samples on which computations are carried out to determine the LPC coefficients. 
Shorter frame sizes generally result in smaller degradations due to STP. 
However, 
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the frame rate and ultimately the bit rate are increased. A popular method of LPC 
analysis is Durbin's algorithm [69] which is used here. The quality degradation that 
arises from linear prediction is due to the assumptions inherent in the LPC model. 
Some of these are more fully analysed in [65]. 
2. LTP analysis and filte UP removes the 'pitch' correlations in speech. Closed- 
loop UP analysis is an AbS process which is meant to provide accurate UP pa- 
rameter determination. The main disadvantage of this technique is its complexity. 
This arises from the need to synthesise the vector from each candidate lag through 
the STP synthesis filter prior to signal matching. Computation of the M5E for each 
signal-match is, in itself, quite computationally demanding. The candidate UP lags 
often lie within 20 to 147 samples (128 lags) requiring 7 bits for coding each lag. 
This can be reduced to about 32 lags, reducing complexity and bit rate but, unfortu- 
nately, introducing significant degradation in the synthesised speech quality. Some 
authors refer to the UP filter memory as an adaptive codebook since the entries are 
frequently updated in a quasi-FIFO process. The UP filter memories contribute 
the greater part of the output energy for most speech segments. Therefore, corrup- 
tion of the UP parameters results in excessive degradation of the synthetic speech. 
This degradation arises from, on the one hand, the immediate effects of parameter 
corruption, and on the other hand, the propagation of the corrupted filter memories 
to future speech frames. 
3. Excitation Determination: This is essentially a vector quantisation process. Thus 
for better subjective performance, the number of vectors in the codebook (codebook 
size) has to be large. However, this is expensive in terms of storage and complexity. 
In common with UP analysis, significant complexity is involved in the repeated 
synthesis and matching of the candidate vectors. Since this 'fixed codebook' is 
, 
frequently laxger than the 'adaptive codebook', most of the complexity of CELP 
(compared with other AbS LPC schemes) arises from the excitation determination 
stage. In order to achieve a real-time implementation with reasonable quality, the 
codebook search processes must be simplified. Another consideration for improved 
quality concerns the vector size of the excitation signal. Long excitation sequences 
result in a coarse quantisation, which introduces 'buzzy' noise into the sYnthesised 
speech. The excitation subframe length must therefore be limited, and the codebook 
search possibly constrained for voiced segments [87]. 
8.4 ROBUST DUAL-RATE CELP CODER 
In the CELP coder adapted for this application, the above shortcomings had to be dealt 
with in order to achieve a viable real-time Implementation. The adaptations undertaken 
were aimed at improving robustness and decreasing complexity without seriously com- 
promising the high speech quality associated with CELP coders. Dual-rate capability 
was introduced by varying N,, and the UP lag search range, thus achieving two coders 
operating at net bit rates of 7.1Kb/s and 4233b/s. The lower rate coder had an excitation 
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Rate Subframe No. L, -, 
- nI L n 1 0.825 0.175 
2 0.675 0.325 
7. lKb/s 3 0.475 0.525 
4 0.0 1.0 
5 0.0 1.0 
6 0.0 1.0 
1 0.875 0.125 
2 0.625 0.375 
4233b/s 3 0.0 1.0 
4 0.0 1.0 
Table 8.1: LSF interpolation coefficients for the dual-rate CELP coder 
subframe of 60 samples, whilst for the higher bit rate, N, was 30 samples. In the following 
sections, an analysis of the simplification and robustness measures is given. 
8.4.1 LPC analysis 
In LPC analysis, a Hamming window is used to segment the speech input. After comput- 
ing the LPC parameters, a slight bandwidth expansion of about 35Hz is applied to reduce 
tonal noise and to assure distortionless transmission of tones. The 10 LPC parameters 
are then transformed into LSFs which are then quantised using the 37 bit quantiser of 
Table CA (Appendix C). The LSFs are interpolated across excitation subframes to elim- 
inate spectral discontinuities. This interpolation is also performed at the decoder, where 
it helps to smooth any errors on the received LSFs. Table 8.1 gives the interpolation 
coefficients used. Ln-1 are the LSFs from the previous frame, whilst L, ' are the LSFs 
computed for the current frame. 
8.4.2 Closed-loop LTP Analysis 
Compared to open-loop UP analysis, closed-loop UP (CL-LTP) analysis is said to pro- 
vide a more accurate means of determining the UP lag. A schematic diagram of CL-LTP 
analysis is shown in Fig. (8.3). As described in Chapter 3, in CL-LTP analysis, the MSE 
is minimised between the weighted reference signal (or original speech signal) and the 
response of the UP memory through the LPC synthesis filter. As well as the two sources 
of complexity mentioned above, there is also the need to recurse the UP memory, in 
order to provide a full excitation vector for candidate lag values which are smaller than 
the excitation subframe. In the following, D,,,,, and Dold delimit the range of candidate 
lags. For full lag searches, Dnew- 20 and Dold 147. However, the number of compu- 
tations required in the synthesis of each candidate lag vector can be reduced if careful 
consideration is given to the synthesis process. 
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Figure 8.3: Schematic diagram of closed-loop UP analysis 
Since the samples from the LTP memory buffer enter the STP synthesis filter from 
the oldest to the newest, the following simplifications of the synthesis-matching process 
were achieved: 
Only the first lag vector (excitation samples recursed from time range t=0,..., D,,,,,, ) 
has to be fully synthesised. 
For the rest of the lags, t= Dnew +11... I Dold i the 
difference between the vectors 
for the (t - I)-th and the t-th lags is simply the sample at the t-th time unit of the 
LTP memory. Remembering that the response of the last sample of the previous lag 
vector through the filter cascade was only one sample long, the differences between 
the (t - 1)-th and t-th synthesised vectors, pt-j(z) and pt(i) respectively, is simply 
a phase shift and the response of the t-th sample of the LTP filter memory. Thus, 
pt(z - 1) _ pt-, (z) + x(t)h(i - 1) 1Z= 
(8.2) 
where h(Z) is the impulse response of the LPC synthesis filter, and x(t) is the memory 
of the UP filter. Thus, the last sample of the previous synthesised vector is dropped 
and then the vector shifted by one sample (towards t= 0), and the synthesis filter 
response of the sample at the new lag position added to give pt(O. Thus, only the 
t-th sample needs to be fully 'synthesised'. 
Since h(t) is pre-computed prior to LTP analysis, the above interpretation reduces 
the complexity significantly. Traditionally, up to 128 lags are considered. As observed 
in Chapter 6, this range can be limited without excessive degradation in speech quality. 
In the higher rate codec were N, = 30, (8 excitation subframes), D,,,,, = 20 while 
Dold = 147 for the odd lags (coded in 7 bits), with the even lags offset coded 
from the 
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preceding odd lag with 5 bits each. In the lower rate codec however) excitation subframes 
are longer, N. = 60 (4 excitation subframes). Therefore, limiting the lag search too 
much introduces significant degradations. Thus the odd lags are coded in 7 bits each (full 
search) while the even lag searches are restricted and coded as offsets (6 bits) from the 
odd lags according to the scheme described in Chapter 6. As explained before, as well 
as reducing the complexity of the lag search, this method introduces some robustness to 
transmission errors on the received lags. The optimum UP gain is quantised using 5 bits 
coded as shown in Table 8.2 (columns 2 and 4). Note that pseudo-gray- scale coding is 
used for the 2 least significant bits. 
8.4.3 Linear Codebook Search 
In traditional CELP, the excitation codebook is viewed as composed of 2C distinct excita- 
tion or innovation vectors. Since each vector is made up of N,, values, the codebook then 
holds 2CN, floating point values, requiring increasingly large amounts of storage space 
for a modest increase in C. Furthermore, since the codebook search is an AbS procedure, 
the complexity resulting from the synthesis of all the innovation sequences is phenomenal. 
However, if the codebook is viewed as a one dimensional array, in which the difference 
between two adjacent vectors is limited to a few samples, both storage and complexity can 
be significantly reduced. A linear or over-lappZng codebook composed of 2C vectors, each 
of which shares N,, -q samples with its immediate neighbour, does not have to hold more 
than q(2C - 1) + N. samples. The factor q is known as the shift. The codebook search 
procedure is then equivalent to the UP lag search procedure outlined above, except that 
for successive vectors, the previous sYnthesised vector is shifted by q samples and then the 
response of q new samples added. Thus for q=1, Eqn. (8.2) can be used, where h(z) is 
now the impulse response of the LTP-STP filter cascade, and x(t) is the linear codebook. 
As well as the reduced storage and computations required in the search process, this 
technique also significantly improves the robustness of the codebook index to transmission 
errors. For a two dimensional codebook, if the index, which is transmitted with C bits, is 
corrupted, the completely different vector retrieved at the decoder may or may not have 
any samples in common with the encoded vector. With the over-lapped codebook, entries 
which do not share any samples lie at least N, samples apart. It is thus very unlikely that 
a corrupted index will result in a vector completely distinct from the intended vector. If a 
corrupted index results in a neighbouring vector, the resultant degradation will be minimal 
since the samples are almost identical. In another complexity reduction technique, a 
center-clipped (or sparsely populated) codebook is utilised. Its zero valued entries do not 
require any synthesis, further reducing the number of computations. This introduces a 
minor, but hardly noticeable, reduction in fidelity which can be readily endured when the 
complexity savings are considered. The 6 bits (C = 6) center-clipped codebook used for 
these codecs had only 25% non-zero values in it. The optimum vector gain is quantised 
in 5 bits (4 for the magnitude and I for the sign) and coded for transmission as shown in 
Table 8.2 (columns 3 and 4). Table 8.3 summarises the final bit allocation for each codec 
rate. 
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Level UP Gain I Excitation Gai-i-n-i-f -Txt. Code 
00 -0.993 -998 10000 
01 -0.831 -653 10001 
02 -0.693 -495 10011 
03 -0.555 -390 10010 
04 -0.414 -314 10111 
05 -0.229 -255 10110 
06 0.000 -209 10100 
07 0.193 -168 10101 
08 0.225 -134 11011 
09 0.368 -102 11001 
10 0.457 -74 11000 
11 0.531 -48 11010 
12 0.601 -27 11100 
13 0.653 -10 11101 
14 0.702 -3 11111 
15 0.745 -1 11110 
16 0.780 1 01110 
17 0.816 3 01111 
18 0.850 10 01101 
19 0.881 27 01100 
20 0.915 48 01010 
22 0.948 74 01000 
22 0.983 102 01001 
23 1.020 134 01011 
24 1.062 168 00101 
25 1.117 209 00100 
26 1.193 255 00110 
27 1.289 314 00111 
28 1.394 390 00010 
29 1.540 495 00011 
30 1.765 653 00001 
31 1.991 998 00000 
Table 8.2: Quantiser table and codes for the UP and Excitation gains 
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Higher Rate Lower Rate 
Parameter Bits per 
frame 
Ra 1+1 e 
(bits/s) 
Bits per 
frame 
Rate 
(bits/s) 
LPC via LSF 37 1233.21 37 1233.21 
UP lag 48 1599-84 26 866-53 
UP Gain 40 1333.20 20 666-66 
Vector Index 48 1599.84 24 799.92 
Vector Gain_ 40 1333.20 20_ 666-66 
F-TOTALS 213 7100-00 127 4233-00 
Table 8.3: Final bit allocation for the dual-rate codec 
8.4.4 Optimum Vector Gain Control 
As has been seen in the previous two chapters, the optimum excitation gain parameter is 
very sensitive to errors in vector excited LPC-based coders. In the VSELP-type coder of 
Chapter 7, each of these gain factors was normalised with the overall energy of the speech 
frame. Although this provided a smoothing effect at the decoder for corrupted gains, the 
frame energy factor was then very sensitive to errors and so had to be effectively protected. 
The methods used in Chapter 6 for the CELP-1313 coder, although very successful, also 
involved a significant degree of redundancy, because each gain factor had its own parity 
check bit. It is worth noting that the more subjectively annoying degradations generally 
arise from corrupted gains whose values are larger than those transmitted. These upwardly 
corrupted gains produce amplitude excursions at the output of the synthesis filter which 
result in energy blasts, resulting in very annoying 'clicks' and 'pops' in the output speech. 
As can be seen from Table 8.2, the vector gain parameter in these CELP coders has a very 
wide dynamic range. Thus if the gain is uncontrolled, upward corruption of a gain can 
result in a significant energy blast at the output. Therefore, the gain control formulated 
here only seeks to locate and reduce those gain terms that have been upwardly corrupted, 
whilst ignoring any downward gain movements. In this process, the signs are excluded 
and only the gain magnitudes are considered. 
Gain control is instigated after error correction decoding. It is assumed that in the 
worst case, the ratio of any subframe gain magnitude Jg(z) I, z=1, ---7N .* Ns to the 
mean gain magnitude g of the corresponding LPC frame, is not greater than a factor a. 
This assumption is justified by the fact that the Ig(Ol for each LPC frame are related 
to the total frame energy as seen in Chapter 7. Since this energy is averaged over all 
the subframes, the Ig(Ol within each LPC frame have a limited variance. This can be 
observed from Fig. 8.4 which shows the correlation between the gain magnitudes for 
adjacent subframes. Fig. 8.5 shows typical histograms of the standard deviation of the 
gain magnitudes within each LPC frame. Note the concentration below a deviation of 50. 
The second assumption is that the BER on the channel is low enough that only 
one gain term per LPC frame is corrupted. Again, this is a reasonable assumption for a 
satellite channel, except perhaps, during periods of deep fading when the aveBER can 
171 
250.0 
200.0 
150.0 
100.0 
50.0 
0.0 
-50.0 
-100.0 
-150.0 
-200.0 
-250.0 
0 .0 
100.0 200.0 300.0 
Time (excitation subframes) 
400.0 500.0 
Figure 8.4: Typical quantised values for the excitation gain parameter 
172 
15.0 
10.0 
c 0 
-t 
0 CL 
0 
L-- 
a- 
5.0 
0.0 
0.0 10.0 20.0 30.0 40.0 50.0 60.0 70.0 
Gain standard deviation per LPC frame 
Figure 8.5: Histogram of standard deviations of quantised excitation gains within the 
LPC frame 
173 
rise to about 3x 10-2. In the design, it is assumed that these (rare) situations will be 
detected and coped with by employing lost frame reconstruction techniques. Thusl at the 
receiver) we wish to (a) find any gain for which lg(z)l '. 9>a; and then (b) adjust it to 
achieve the desired ratio. There are two related problems that first need to be solved. 
Whenever gain control is invoked, we are assuming that there is at least a single gain 
term corrupted within the LPC frame. Thus, the average gain g for the LPC frame 
cannot simply be computed from the sum of the received gains. This problem was 
overcome by computing separate sub-average gains, g(z) for N: N, Q clusters of 
gains. The i-th cluster was composed of all the other subframe gains except lg(z)l. 
Thus, 
IQ; 
(8.3) 
Q 
where g(i) is the excluded gain and Q, is the number of excitation subframes per 
LPC frame. 
2. Since we now have Q sub-average gains, we have to determine which one to use 
in the corruption tests. Since we are only interested in upwardly corrupted gains, 
and taking into account the assumption that the variance of the gains is limited, 
we would. expect the cluster of gains with the corrupted gain to have the highest 
variance. Therefore, the best sub-average to use is that of the cluster with the 
minimum variance, as this is more likely to be closest to the full average gain g. 
The cluster variances o, 2 (1) are calculated as, 
1q( )1)2 11 ... Q; (8.4) 
Let the cluster with the minimum variance be cluster I. Then if the test for upward 
corruption, 
19 (1) 1 :5 ceg (1) (8.5) 
fails, g'(I) the controlled gain is reset as: 
x szgn[g(I)] (8.6) 
The ratio a is very important in these tests. If it is set too high, then a significant 
proportion of corrupted gains will pass the test, resulting in a degraded performance with 
channel errors. On the other hand, setting a too low means some uncorrupted gains will 
be 'adjusted', leading to substantial degradation in the clear channel speech quality of 
the coder. In practice, it is very difficult to strike a reasonable balance which is speaker 
independent. A more attractive alternative is to adopt an adaptive approach in which 
the test factor changes according to the gains being considered. Since the test is trying to 
determine the deviation of the suspect gain from the mean gain, the test can be changed 
into, 
Ig(I) I< a'or(I) (8.7) 
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Figure 8.6: CELP decoder with 'pitch' pulse enhancement filter 
where a', the adaptive factor is given by, 
a' = MIN[c(i)} ýIi=1,. .'Q (8.8) 
This was found to produce the best performance, giving only a 0.6dB reduction in clear 
channel segSNR, whilst detecting a high proportion (about 88%) of the corrupted gains. 
8.4.5 Voicing Enhancement at the Decoder 
The matching process to determine the optimum UP vector employs the basic MSE 
criterion. This criterion tries to minimise the relative errors between the samples of the 
two signals. Therefore, for the best-matched vector, the absolute errors on large 'pitch' 
pulses can be very high, resulting in 'crackling' at the output of the synthesiser. To combat 
this effect, pitch pulse amplitude enhancement was carried out on the LPC excitation after 
UP synthesis at the decoder. This pulse amplitude enhancement can be visualised as an 
extra UP synthesis filter with a modified gain. Fig. 8.6 shows the CELP decoder with 
this 'pitch post-filter' added. The scaling factor -y is given by a#, where a is chosen based 
on the degree of pulse enhancement required. In this coder a value of 0.4 was chosen for 
a. The transfer function of the pitch post-filter is thus given by, 
y(Z) =1+ apZ-D (8-9) 
where D and P are the original UP lag and gain, respectively. In the time domain, 
Eqn. (8.9) becomes, 
q(n) = r(n) + apq(n - (8.10) 
Comparing any 'pitch' pulse amplitude, qp, with any sample amplitude qi between the 
pitch pulses, since qp > q,, then for any 0< laol < 1, aoqp > aoqt-. Thus, the 
value added to the pitch pulses is always greater than that added to the samples in- 
between. This effectively raises (enhances) the pitch pulses while suppressing those pulses 
in-between. This can be observed in Fig. 8.7 which shows the LPC excitation before and 
after pitch post-filtering. The error waveform shown in (b), has been scaled by 5 to show 
its shape more clearly. It should be realised however, that the energy of q(n) can 
be 
significantly higher than that of r(n). Thus the final LPC excitation has to be normallsed 
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as, 
q'(n) = 
RMS r(n)] 
q(n) RMS[q(n)] (8.11) 
where RMS[x(n)] is the root-mean square of the signal x(n). The pitch pulse enhance- 
ment introduces sharpness to the output speech which is otherwise slightly crackly and 
coarse. For unvoiced segments, the pulse enhancement has very little or no effect since 
the samples are all scaled in proportion to their amplitudes. 
8.5 CHANNEL CODING 
The robustness schemes discussed above had to be supported with some FEC coding, 
especially to maintain acceptable operation during the occasional fades on VSAT channels. 
Despite all the complexity reduction schemes adopted, the CELP algorithm described 
above, is still relatively complex. The target of these simplifications was to achieve a 
full real-time implementation (back-to-back) on a single DSP chip. On an AT&T WE- 
DSP32C running at 5OMHz, with the whole frame time (30ms) available for processing, 
approximately 84% and 81% of this processing time was used up by the 4233b/s and 
71OOb/s codecs, respectively [92]. Additionally, an adaptive echo canceller had to be 
implemented as well on the same chip. The amount of processing time available for FEC 
encoding and decoding was thus limited, as the FEC will also have to be implemented 
on the same chip. The main features of any error correcting codes to be considered thus 
included: 
1. Simplicity of encoder and decoder: Since these also had to be implemented back-to- 
back on the speech codec DSP, the processing time available was limited to the 16% 
and 19% left after the source codecs minus whatever time will be taken up by echo 
cancellation. 
2. High error correcting ability: To be beneficial to the system, the simple codes must 
be applied in a way that enables high error correction ability. 
3. Low redundancy: The gross bit rates of the codecs had to be 6.4Kb/s and 9-6Kb/s 
for the lower and higher rate codecs, respectively. Thus only 65 and 75 bits per 
frame were available for error correction coding. Thus, to protect as many bits as 
possible, the FEC scheme had to be very efficient. 
4. Variable protection: In order to maximise overall system performance, the chosen 
codes must offer more protection to the most sensitive parameters or bits. 
5. Some undecodable error detection capability to augment some of the zero rcdun- 
dancY FEC schemes. 
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Figure 8.7: Waveform plots of LPC excitation (a) before pulse enhancement, (b) error 
between (a) and (c)(x 5), (c) after pulse enhancement 
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LSF Order I No. of Bits Coded 
0 3 vv -V/ 
1 4 vV -V/ V 
2 4 IV/ v -V/ -V/ 
3 4 VVVx 
4 4 vvvv 
5 4 VVVx 
6 4 X/ V V/ 
7 4 VVx 
8 3 xxx 
9 3 xxx 
Table 8.4: Classification of LSF bit map for FEC encoding 
Parameter Classes Parameter Classes 7] 
UP Gain 0 A A A C C Vector Gain 0 A A A C C 
UP Gain 1 A A A C C Vector Gain 1 A A A C C 
UP Gain 2 A A A C C Vector Gain 2 A A A C C 
UP Gain 3 A A A C C Vector Gain 3 A A A C C 
UP Lag 0 A A A A A CC Vector Index 0 C C C C C C 
UP Lag 1 A A A A A C Vector Index I C C C C C C 
UP Lag 2 A A A A CC Vector Index 2 C C C C C C 
UP Lag 3 A A A A A C Vector Index 3 C C C C C C 
Table 8.5: Classification of 4233b/s encoder bit map (except LSFs) for FEC encoding 
8.5.1 FEC Encoder 
In order to provide the variable error protection required, the bit streams from the codecs 
were analysed to measure the sensitivity of each bit to errors. This experiment was 
described for the VSELP-type coder of Chapter 7. From the bit sensitivity measurements, 
the lower rate codec bit stream was divided into 3 different classes (A, B, and C) whilst the 
higher rate codec had 6 different classes (A, B, C, D, E, F). Table 8.5 shows the classification 
of the bits for the lower rate codec. This table does not include the LSF bits, whose 
classification (common for both rates), is shown in Table 8.4. In this table, a ', /' indicates 
that the corresponding bit is protected, whilst a 'x' indicates that it is transmitted in the 
unprotected class for each rate. Table 8.6 shows the classification of the rest of the bit 
map for the higher rate codec. 
The LSF bits to be coded are put in Class B for the 4233b/s case, and Class E for 
the 71OOb/s case. The unprotected classes for the two rates are Classes C and F, In that 
order. It should be noted that the unprotected bits of the UP and vector gains, are 
mostly the gray- scale- coded Isb's, thus reducing their sensitivity to errors. The msb (or 
left-most bit) of the vector gains in the tables is actually the sign bit. Single-bit error 
correcting Hamming codes were chosen for FEC because of their simplicity. However. in 
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Parameter I Classes -T Parameter Classes 
UP Gain 0 B C D F F Vector Gain 0 C A C F F 
UP Gain 1 B C F F F Vector Gain I C AD F F 
UP Gain 2 B C F F F Vector Gain 2 C A D F F 
UP Gain 3 B C F F F Vector Gain 3 C A D F F 
UP Gain 4 B C F F F Vector Gain 4 C A D F F 
UP Gain 5 B C F F F Vector Gain 5 C A D F F 
UP Gain 6 B C F F F Vector Gain 6 C A D F F 
UP Gain 7 B C D F F Vector Gain 7 C A C F F 
UP lag 0 B B B D D FF Vector Index 0 F F F F F F 
UP lag I B B D F F Vector Index 1 F F F F F F 
UP lag 2 B B B D D FF Vector Index 2 F F FF F F 
UP lag 3 B B D F F Vector Index 3 F F F F F F 
UP lag 4 B B B D D FF Vector Index 4 F F F F F F 
UP lag 5 B B D F F Vector Index 5 F F F F F F 
UP lag 6 B B B D D FF Vector Index 6 F F F F F F 
UP lag 7 B B D F F Vector Index 7 F F FF 
Table 8.6: Classification of 7.1Kb/s encoder bit map (except LSFs) for FEC encoding 
order to improve their error correcting ability, they were applied in an array configuration. 
For each rate, two code arrays were used, one for the LSF bits and the other (excitation 
code array) for the rest of the parameters. Fig. 8.8 shows the layouts of the three code 
arrays used. 
8.5.1.1 LSF Code Array 
The LSF code array, Fig. 8.8(a), was the same in both cases. It was composed of four 
codewords of a single-bit error correcting (15,11) Hamming code, truncated to an (11,7) 
code. Each codeword held data bits from only two LSF elements. The truncation of 
the code meant that some patterns of two or more bit errors could be detected during 
decoding. The whole array thus required 16 bits per frame of redundancy for both codecs. 
8.5.1.2 Excitation Code Arrays 
The excitation code array for the lower rate codec, Fig. 8.8(b), was a truncated 
'product' 
code, composed of 11 (7,4) Hamming codewords as the horizontal code and 
4( 15,11) 
codewords as the vertical code. The data for this array is the 44 bits 
from Class A, 
Table 8.5. In order to minimise redundancy, the 'redundancy on the redundancy' part 
of the array was left out. Thus the code array required a total of 49 
bits per frame for 
redundancy. The excitation code array for the higher rate codec, Fig. 8.8(c), required a 
total of 59 bits for redundancy and was a little more complicated. It 
is composed of: 
179 
(a) 
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Figure 8.8: Hamming code arrays (a) LSF code array (b) 4233b/s excitation code array 
(c) 71OOb/s excitation code array 
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Two (7,4) codewords as a vertical code the data for which are the 8 Class A bi I its. 
9 Seven (7,4) codewords as a horizontal code, the data for which are the 28 Class B bits. 
Four (15,11) codewords as a horizontal code, the data for which are the 8 Class A bits (already vertically coded), 16 Class C bits, and 20 Class D bits. 
9 Four (15,11) codewords as a vertical code, the data for which are the 28 Class B 
bits and the 16 Class C bits, both already horizontally coded. 
8.5.2 FEC Decoder 
Table 8.7 summarises the final bit allocation of the integrated codecs. The truncation of 
the codewords for the LSF code array means that some patterns of uncorrectable errors 
can be detected during decoding. On such occasions, the FEC decoder passes a flag to 
the speech decoder, informing it that the corresponding LSF pair is corrupted. Again, 
assuming that only one of the pair is actually corrupted, the element locator techniques of 
Chapter 5 are then used to pick out the corrupted element. The choice of which technique 
to use depends on whether or not LSF cross-over is detected. If cross-over is detected, 
then the zero-crossing rate algorithm is used to estimate the voicing of the current frame 
from the last 160 synthesised samples of the previous frame. This voicing decision is 
then used in the frequency spacing element locator technique. During decoding, an LSF 
error count is taken (incremented by I after correction of any error). However, if an 
uncorrectable error pattern is detected, the error count is incremented by 3. If this LSF 
error count exceeds 6 (or more than one codeword is found to have an undecodable error 
pattern), decoding is abandoned and a lost LSF flag returned to the speech decoder. The 
speech decoder then uses the spectral reconstruction algorithm described in Chapter 7 to 
reconstruct the LPC parameters. 
Lower Rate Higher Rate 
No. of Bits I Rate No. of Bits I Rate 
Protected Source 72 2399.76 100 3333.33 
Unprotected 
1 
55 1833-31 L 113 3766.29 
Total Source 127 4233-00 213 7100.00 
FEC 65 2166.45 75 2499.75 
I Overall Totals 1 192 16400.00 288 9600-00 
Table 8.7: Final FEC and source bit allocations for the multi-rate CELP 
Decoding of the excitation arrays involves iteration, since some of the data bits 
are cover coded' by more than one code. For the excitation code array of the 4233b/s 
codec, decoding the horizontal codes before the vertical codes was found to give better 
performance. The optimum decoding order for the excitation code array of the higher 
rate case was found to be: 
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The 7x (7,4) horizontal codes over the Class B bits. 
The 4x (15,11) vertical codes over the Classes B and C bits. 
The 4x (15,11) horizontal codes over the Classes A, C and D bits. 
The 2x (7,4) vertical codes over the Class A bits. 
It can be seen from the latter code array, Fig. 8.8(c), that the amount of prcttection for 
the different classes is decreasing with increasing class letter. It was found that, with 
additional decoding passes over the excitation code arrays, better error correction was 
possible. However, this requires additional processing time which is nevertheless, less 
than the time required for the first pass since the array now contains fewer errors. For 
each error corrected in the first pass, an excitation error count is incremented by 1. If 
this count exceeds 8 for the lower rate codec or 10 for the higher rate codec, decoding is 
abandoned and a flag is passed to the speech decoder to initiate excitation reconstruction. 
The scheme described in Chapter 7 was again used, with the rms value for the last 160 
synthesised samples of the previous frame taken to be the frame energy estimate for the 
current frame. 
8.6 PERFORMANCE RESULTS 
Two sets of tests were performed in order to evaluate the performance of the system. A 
separate set of experiments was performed to show the effectiveness of the FEC scheme. 
The residual bit error rate (rBER) after decoding is taken as a basic measurement of 
performance. To evaluate the speech quality at various BERS, informal listening tests 
were also performed. The next sections discuss the results of these tests. 
8.6.1 FEC Objective Performance 
In order to optimise the FEC, experiments were conducted to measure its performance 
at various random BERs for the two codecs. In these experiments the encoded 
bit map 
is corrupted with random errors at different BERs, decoded and then the rBER on the 
data calculated. The rate of LSF and excitation loss based on the number of corrected 
errors, is also measured. Table 8.8 gives the results of these experiments for the 
6.4Kb/s 
codec, whilst Table 8.9 gives the results for the 9.6Kb/s case. All entries 
in the tables 
are percentages, with columns 4 and 5 being percentages of 3000 decoded 
frames. To 
see the actual performance of the FEC scheme, compare column 2 
(the error rate on the 
protected bits) with column 3 (the residual error rate on these bits after 
decoding) in the 
two tables. Columns 4 and 5 give the percentages of decoded frames for which the 
LSFs 
and excitations respectively were flagged as lost, based on the value of the corrected error 
counts. As can be seen, the excitation loss rate is higher for the 
IoNver rate codec. This 
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Channel BER Data BER rBER Lost LSF Lost Excit. rBERI 
0.1 0.092 0.00 0.0 0.0 0.0 
1.0 0.908 0.048 0.0 0.0 0.035 
2.0 1.965 0.235 0.01 0.19 0.177 
3.0 2.820 0.427 0.12 0.42 0.397 
4.0 3.784 0.886 0.29 0.73 0.738 
Table 8.8: FEC performance for the 6.4Kb/s codec 
Channel BER Data BER rBER Lost LSF Lost Excit. rBER, 
0.1 0.093 0.00 0.0 0.0 0.0 
1.0 1.067 0.01 0.0 0.0 0.0 
2.0 2.104 0.34 0.0 0.0 0.314 
3.0 3.033 0.76 0.13 0.13 0.760 
4.0 3.998 1.37 0.27 0.67 1.358 
Table 8.9: FEC performance for the 9.6Kb/s codec 
is only to be expected because of the simplicity of the code array concerned. The LSF 
loss rates are, however, almost identical for both codecs, the slight disparity arising from 
differences in the incidence of error patterns. Columns 6 in both tables show the improved 
rBERs after a single additional decoding pass over the respective excitation code arrays. 
8.6.2 Informal Subjective Tests 
It is generally agreed that, the best way of assessing the performance of any codec is by 
means of subjective tests. Informal listening tests were performed to assess the output 
speech quality of the codecs at various simulated random BERs. In the tests, a five point 
quality scale (the mean opinion score - MOS) was used based on, I= 
bad, 2= poor, 
3= fair, 4= good and 5= excellent. Six mixed sentences spoken by two males and 
two females were presented randomly to the 10 subjects. Each subject was given a brief 
explanation of the tests but was not allowed to listen to any of the test material prior to 
the actual tests. The MOS results at various BERs for the two codec rates are shown in 
Table 8.10. 
These preliminary results suggest that, in the absence of errors, the 6.4Kb/s codec 
produces speech of a quality slightly better than that of the 4.8Kb/s DoD CELP, which 
is 
nevertheless far more computationally intensive [52]. The 9.6Kb/s codec's clear channel 
performance is very close to that of the 13Kb/s full-rate GSM. From these results, it can 
be seen that the FEC scheme is very effective up to 3% BER. This is only to be expected 
considering the low residual error, LSF and excitation loss rates from the FEC 
decoders 
for both codecs, see Table 8.8 and Table 8.9. At 4% BER however, the LSF and excitation 
loss rates, and also the residual BERs for both codecs are substantially higher, 
leading to 
rapidly worsening MOS result. The 9.6Kb/s codec speech quality is however consistently 
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6.4Kb/s 9.6Kb/s 
BER (X 10-2) MOS 1 ormos MOS 1-Ormos 
0.0 3.3 0.14 1-3.8 0.12 
0.1 3.3 0.14 3.8 0.13 
1.0 3.1 0.17 3.5 0.22 
2.0 2.9 0.22 3.2 0.18 
3.0 
-- 
2.8 
' 
0.19 3.0 0.18 
r 4.0 
___2.4 
1 0.25 1 1 2.6 1 0. 
Table 8.10: Subjective test results for the dual-rate codecs 
better than the 6.4Kb/s one. Also, as the MOS standard deviation values show, judging 
of the 9-6Kb/s codec performance is more consistent than for the 6.4Kb/s codec. This 
is because the clear channel degraded speech quality of the lower rate codec makes it a 
little more difficult to judge the quality degradation introduced by channel errors. 
8.7 CONCLUDING REMARKS 
VSAT systems have emerged as a cheap means of providing telecommunication services to 
rural or less developed communities. They are typically adopted in situations where the 
demographic or geographical conditions make it uneconomic to install terrestrial links. 
VSAT systems also provide an easy and rapid way of introducing digital services in some 
areas, either as backup for terrestrial links or as overlay for established analogue networks. 
In this chapter, a CELP coder has been adapted for a rural telecommunication system 
via VSATs. The adaptations applied to the standard algorithm were aimed at reducing 
its complexity and increasing its robustness to channel errors. The complexity reduction 
measures made it possible for the resultant codec to be implemented on a single DSP 
chip. The implementation has resulted in a codec which can operate at two possible rates, 
increasing the possibility of multiplexing other data onto the limited VSAT capacity. For 
additional FEC applied to the robust codecs, array decoded Hamming codes have been 
adopted, providing very high error correction performance. It has been shown that by 
incurring incremental amounts of complexity, the error correcting capabilities of the array 
codes can be increased. The implementation of the integrated system on a single DSP 
chip, still leaves spare capacity for the inclusion of an echo canceller which will be vital for 
this VSAT application. 
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Chapter 9 
CONCLUSIONS 
9.1 PREAMBLE 
The subject of this thesis has been the investigation and formulation of error control 
strategies for low bit rate speech transmission systems. Although this subject can be 
approached in a very theoretical manner in which the ideas of information theory and 
rate distortion play a central role, this thesis has adopted a more practical or 'engineer- 
ing' approach. The schemes formulated have been for real low bit rate coders, for real 
systems, and the results achieved show, for the most part, that they do work. Over the 
last decade, numerous speech transmission applications that employ LBR speech coders 
have emerged. This explosion has been fuelled mainly by the emergence of fast and ro- 
bust digital signal processors (DSP) which have made the real-time implementation of 
very complex LBR speech coding algorithms feasible. Linear Predictive Coding (LPC) 
techniques have emerged as the most popular means of achieving high quality speech 
transmission at low to medium bit rates. 
The problem of errors for LBR speech transmission systems is especially acute for 
two main reasons. Firstly, LBR speech coders, such as LPC-based coders, are based on 
parametric models of speech production and/or perception. The essence of such speech 
coding algorithms is thus to determine an optimum set of parameters for this model (av- 
eraged over some time interval), and then to encode them into a binary stream ready 
for transmission. It can thus be said that all the speech information for that interval is 
(compressed' into these few parameters. If these parameters are corrupted during trans- 
mission, the parametric model at the receiver differs (sometimes, significantly) from that 
at the transmitter. The signal produced by this corrupted model is thus going to be 'per- 
ceptually' different from the original speech signal Secondly, those speech transmission 
systems which require LBR coders frequently operate with limited transmission power 
and bandwidth, with some, e. g. cellular DMRS, actually operating at higher than the 
theoretical channel capacity. The possibility of co-channel interference and other 
degra- 
dations, which result in an increased probability of corruption of the model parameters, 
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although variable from system to system, is thus significantly higher than for traditional 
digital communication systems. Therefore, on the one hand, the signal is transmitted in 
a form that makes it very sensitive to errors, whilst on the other hand, the transmission 
channels are highly likely to introduce errors on the transmitted parameters. 
On setting out to control errors on such LBR speech transmission systems, two 
major points have to be taken into consideration. (a) Humans can usually compensate 
for defects in what they hear, to make reasonable sense of 'noisy' speech. (b) The synthetic 
speech at the receiver is just another signal that sounds like the original at the encoder. 
Therefore, to replace a corrupted segment of speech, we do not have to recover it, but 
only substitute a 'like-sounding' signal in its place. Therefore, the aim of this thesis has 
been, not to eradicate all the errors at the input of the speech decoder, but only to reduce 
their subjective impact on the synthesised output speech at the receiver. In this task, 
LPC-based coders have been adopted for three typical systems of varying characteristics. 
In the following section, general appraisals of the systems and some concluding insights 
into the results obtained will be given. This will be followed by a section on possible 
directions of further research to augment and consolidate this work. 
9.2 CONCLUDING OVERVIEW 
The main body of the thesis can be roughly divided into two parts. The first part 
comprises a survey of speech transmission systems and their traditional source and channel 
coding subsystems, whilst the second part discusses the formulation of error strategies for 
given speech coders, in particular applications. This first part started with a brief survey of 
the characteristics of speech coders and those communication systems which employ LBR 
coding subsystems. After a presentation of the principles behind linear predictive coding 
techniques, a review of LPC-based speech coding algorithms was given. For each coding 
algorithm, its complexity, achievable speech quality, transmission bit rates and robustness 
to channel errors were highlighted. Of special significance for LPC-based coders, is the 
analysis-by-synthesis optimisation process which has enabled the achievement of 'natural' 
sounding speech. Traditional forward error control (FEC) codes were analysed in the last 
chapter of this review section of the thesis. It was pointed out that these codes involve the 
transmission of redundancy which takes up the already scarce transmission bit rate. The 
ideas behind the so-called zero-redundancy were surveyed and some new ones advanced. 
These included ideas that exploit the quasi-stationarity of the speech coding model to 
tsmooth'errors on transmitted parameters and exploiting 'robust' quantisation and binary 
code assignment schemes to render some parameter errors 'subjectively unimportant'. 
The conclusions presented from this first part of the thesis deal with the limitations of 
the linear predictive model and the need to achieve better synergy of source and channel 
coding techniques in the pursuit of the challenges of the emerging PCN. In the opinion of 
this author, the limitations of the linear predictive model hamper further progress towards 
high quality speech at lower bit rates, 
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The second part of the thesis formulates and applies some of the ideas surveyed in the 
first part to specific speech transmission systems. For each system, its characteristics are 
analysed, thus defining the constraints on any speech and/or channel coding subsystems 
that might be considered. Efficient and robust transmission of the LPC parameters is vital 
to achieving low bit rate and good speech quality of LPC-based coders. A robust LPC 
parameter transmission scheme based on LSFs was formulated and evaluated in Chapter 5. 
This scheme is utilised, with suitable adaptations, for LPC parameter transmission in all 
the systems considered. The CELP-BB algorithm was adopted for a land-mobile satellite 
system, specifically as a contender for the Inmarsat-M system. The main parameters for 
this system included high quality speech, low delay, complexity, robustness to channel 
errors and a gross bit rate of 6.4Kb/s. The CELP-BB algorithm produces speech of a 
lower quality than traditional CELP but at a significantly reduced complexity penalty. 
The modifications to the original algorithm to introduce more robustness included, off- 
set UP lag coding, gray-scale coding of some of the parameters, LSF quantisation of 
LPC parameters, augmented by minimal extra redundancy, mostly for error detection. A 
combination of parameter replacement, smoothing, and whole frame reconstruction was 
used to combat the effects of detected errors. A subset of these measures was implemented 
for the coder that ultimately emerged 6th in the Inmarsat-M official trials. 
For the cellular DMRS (based on H-GSM) considered, a VSELP-type speech cod- 
ing algorithm was adopted with extensive modifications to introduce robustness. These 
modifications included, adaptive quantisation of the excitation gains, modification of the 
vector sum excitation model to replace gain terms with correlation factors, and extensive 
parameter smoothing at the decoder. The channel is severely bursty and so an error 
correction code was required for adequate operation. RS codes were chosen because of 
their burst error correction capability, efficiency and low delay. For real-time implemen- 
tation however, various complexity reduction techniques had to be devised to meet the 
delay constraints of the system. For adequate error correction performance, a scheme 
was formulated to use soft decision values in the decoder. As far as this author knows, 
this scheme is the first of its kind to give the 11.4Kb/s through-put levels within the 
system constraints. Additionally, a novel lost frame reconstruction strategy, formulated 
and adapted to the speech and channel codecs, was designed for this system. 
The next system considered in this thesis was a VSAT system for rural telecom- 
munications. The main constraints on the speech coding subsystem for this application 
include, high quality (near 'toll') even in the presence of channel errors, reasonable delay, 
low complexity, low bit rate, and possibly, multi-rate capability. A CELP coder capable 
of operation at 6.4Kb/s and 9.6Kb/s (gross) was chosen for this application. The main 
work here involved reducing the complexity of the algorithm and increasing inherent ro- 
bustness to transmission errors. Complexity is reduced by off-set 'pitch' searches, and 
a linear interpretation of the codebook vector synthesis during excitation modelling. A 
combination of LSFs, gray-scale coding and vector gain smoothing was applied to achieve 
a 'robust' coder. Although the fixed satellite channel is less degraded than the mobile 
satellite channel, the FEC in this system has to be more powerful than for the LMS svs- 
tem because of quality constraints for PSTN connections. The robustness of the codec 
was therefore augmented by the use of array or product Hamming coding, which offers 
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variable error protection and high error correcting capabilities. 
Some of the conclusions that can be drawn from this thesis and the above overview 
include: 
Although speech coding has so far been dominated by LPC-based schemes, new 
models and/or analysis techniques are needed for high quality at even lower bit 
rates (< 4Kb/s). 
2. In LPC-based coding schemes, reasonable recovery of the spectral envelope is a 
minimum requirement for maintaining speech intelligibility at the receiver. The LPC 
filter coefficients are thus the most error sensitive parameters of most LPC-based 
coders. Currently, the best means of assuring their efficient and robust transmission 
is by the use of LSFs (or LSP). 
3. For LBR speech transmission applications, the designers of speech coding algorithms 
need to give equal consideration to robustness to channel errors, as well as high 
quality, low bit rate etc. These goals should, ideally, be optimised together for given 
applications, resulting in the robust coder. 
4. Although speech coding algorithms are based on removing the redundancy in speech, 
the transmitted parameters are updated so regularly that there is still some redun- 
dancy present. This redundancy can be exploited at the decoder to mitigate the 
effects of parameter errors on the synthesised speech. Additionally, relationships 
exist between the parameters which can be exploited for further error mitigation. 
5. Whilst traditional digital systems e. g. ISDN quote nominal BERs of 10', BERs of 
3x 10' are more common for the emerging LBR speech transmission systems. Suc- 
cessful error control for these systems thus involves a 'robust' source coder together 
with high performance (but low redundancy) error correcting codes. 
6. To achieve high error correction performance with low redundancy codes, soft deci- 
sion decoding, low-delay interleaving, and variable error protection schemes have to 
be used. Although block codes are more suitable to the 'blocked structure' of LBR 
coders, soft decision decoding for these codes is not well developed. 
7. Sometimes, the transmission channel is so degraded that the FEC codes fail and 
so lost frame reconstruction techniques have to be used to maintain reasonable 
intelligibility of the output speech. These techniques however, differ from algorithm 
to algorithm and so must be designed in conjunction with error control techniques 
and the particular speech coding algorithm. 
S. These conclusions are going to be even more important for the emerging PCN ap- 
plications where high quality ('toll'), low delay (: ý 10ms end-to-end), robustness 
(transparent operation at < 10-2 BER) and tanderning are vital constraints. 
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9.3 FUTURE WORK 
The achievements of the work so far are capable of further development in several respects. 
In the following, generalised statements are made regarding further expansion of some 
aspects of the work presented in this thesis. 
This author believes that error control strategies for speech transmission applications 
should be closely tailored to the specific speech coder and application. The work 
carried out so far has concentrated on land-mobile satellite communications (CELP- 
BB coder), cellular digital radio communications (VSELP and soft decision decoded 
RS codes) and VSAT rural telecommunications. For the future we hope to consider 
and adapt this work for other low bit rate speech coders and applications. 
2. Most LPC-based speech coders employ long-term prediction (LTP) as a means of 
reducing the redundancy in the LPC filter excitation. The LTP filter parameters are 
not susceptible to smoothing techniques because of their limited correlation from 
segment to segment. This author contends that zero-redundancy error control on 
these parameters must involve their coding for transmission. Future work aims at 
investigating this possibility, specifically by the use of simulated annealing tech- 
niques for given channels. Success in this area will be beneficial to most types of 
speech coders. 
3. Recently, it has been shown that differential and vector quantisation for the LPC 
parameters via LSFs is more efficient than scalar quantisation [65]. However, the 
disadvantage of these methods is the increased error sensitivity of the parameters. 
The LSF error control strategy, formulated in Chapter 5, is dependent on the dif- 
ferentials between LSF elements. Further research can be carried out to investigate 
whether this can be combined with differential quantisation to achieve more efficient 
and robust transmission of the LSFs. 
4. For the RS soft decision decoder formulated in Chapter 7, the soft decision output of 
the demodulator was used to accumulate an erasure metric for each RS symbol. The 
symbols with the highest metrics are then erased. It was seen that the limitations 
of the metric accumulation process limited the error correction performance of this 
scheme. Further research is necessary to refine the metric accumulation process in 
order to achieve more confidence during erasure marking. Related to this, investiga- 
tions have to be carried out to find more ways of simplifying algebraic RS decoding 
in order to achieve more error- and-erasure decoding passes within the given time 
constraints. Further investigations will be carried out on the adaptation of erasure 
thresholds to maintain desired probabilities of error correction and detection. 
In a 
further attempt to integrate the speech and channel decoders, the soft 
decision RS 
decoder also had a minimal soft decision output. This information was used 
by the 
speech decoder for parameter smoothing and replacement. In a refinement of 
this 
idea, channel decoder certainty information can be conveyed to the speech 
decoder 
for each received bit. 
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5. This author contends that the limitation of the soft decision RS decoder, discussed 
above, arises from the need to decode all errors and erasures in a single pass. If 
it were possible to achieve incremental error and erasure correction, then better 
performance will be obtained. Future research will investigate incremental error 
and erasure decoders, specifically, the Kasami-type generalised minimum distance 
(GMD) algorithm [66]. If such schemes are applicable (with low complexity) to RS 
codes, combination with the above soft decision decoding technique might yield a 
high performance, more structured soft decision decoder. 
6. Use of different modulation techniques, combined with appropriate codin'g to better 
represent multi- dimensional information in a way that will minimise the subjective 
effects of errors will also be investigated. This will represent a first step towards 
combining source and channel coding with modulation techniques. Recently, in- 
terest in this area has increased, specifically concerning the application of coded 
modulation techniques [35]. 
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Appendix A 
SOLVING KEY EQUATIONS IN 
RS DECODERS 
A. 1 THE EUCLIDEAN ALGORITHM 
Given two polynomials, f (x) and g(x) in any Galois Field, their greatest common divisor, 
(gcd), is the polynomial of maximum degree which divides both f (x) and g(x). If deg(g) 
< deg(f ), then f (x) can be expressed as: 
(x) = q(x)g(x) + r(x) (A. 1) 
where q(x) is the quotient, r(x) is the remainder and deg(r) < deg(g). In the Euclidean 
algorithm for polynomials, given r-l(x) and ro(x) with deg(ro) :5 deg(r-j), repeated 
divisions, in the form of Eqn. ( A. 1) can be executed to obtain the series of equations: 
r- , (x) = q, (x) ro (x) + ri (x) 
ro (x) = q2 (x) ri (x) + r2 
(X) 
rj-2(X) = qj(x)rj-, (x) + rj(x) 
rj-, (x) = qj+, (x)rj(x) 
The last nonzero remainder, rj(x), in the division sequence is the gcd of r-, (x) and ro(x). 
A. 2 APPLICATION TO KEY EQUATIONS 
In RS decoding, the LHS of the key equations: 
t 
AiEk-i* = 0, k=t, t+ 1).. ) 2t -1 
i=O 
(A. 2) 
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comprises all the terms of the multiplication, A(z)E(z), of degree, A, (t <A< 2t - 1). 
These terms are thus fully represented in the expression: 
t 
E AiEk-i = A(z)E(z) + F(z)z 
2t 
+ Q(z), k=t, t + 1,2t -1 (A. 3) i=O 
where F(z)z 2t represents all the terms from A(z)E(z) of degree 2t or more, and Q(-) 
represents those of degree less than t. 
Let the initial polynomials for the Euclidean algorithm be a(z) and b(z). Let the 
sequence of polynomial divisions in the Euclidean algorithm terminate immediately a 
remainder, r(z), of degree less than some preassigned value is obtained. Then by contin- 
uous backward substitution of the series of remainders in the previous stages, the initial 
polynomials will ultimately appear in an expression of the form: 
a(z)Q(z) + b(z)G(z) = r(z) (A. 4) 
where, in general, Q(z) and G(z) are some arbitrary polynomials. Assume in this case 
that deg(r) < t. Setting a(z) =z 2t and b(z) -- E(z), Eqn. ( A. 4) becomes: 
Z21Q(Z) + E(z)G(z) - r(z) (A. 5) 
Begining with a(z) and b(z), use the Euclidean algorithm, to continuously execute the 
polynomial divisions, evaluating G(z) at each stage as in Eqn. ( A. 5), until the degree of 
the remainder is less than t. Then comparing Eqn. ( A. 5) to Eqn. ( A. 3), G(z) = A(z), the 
solution to the key equations, while Q(z) = F(z) and r(z) = Q(z). 
Thus, the first step is to divide a(z) by b(z) to find a quotient qj(z) and a remainder 
ri (z): 
a (z) = q, (z) b(z) + ri (z) (A. 6) 
If deg(ri) < t, then the solution has been reached with, Q(z) = 1, G(z) = qj(z) and 
r(z) = rj(z). Otherwise, set gj(z) = qj(z) and proceed to the next step. 
The next step is to divide b(z) by rl(z) giving: 
b(z) = q2(z)rl(z) + r2(Z) (A. 7) 
Note that deg(r2) has to be less than deg(ri) so that the process finally terminates. 
Eliminating rj(z) from Eqns. ( A. 6) and (A-7), 
q2(z)a(z) = 
[q2(Z)91(Z) +11 b(z)+ 72 (Z) (A. 8) 
Set 92(z) = [q2(z)gl(z) + I]- If deg(r2) < t, then F(z) = q2(z) and 
G(z) = 92(Z)- 
Otherwise go and execute the next division: 
rl(z) = q3(Z)r2(Z) + r3(Z) 
(A-9) 
Using Eqn. ( A-7) and Eqn. ( A. 8) to eliminate ri(z) and r2 (Z) from Eqn. ( A-9) gives: 
[q2(z)q3( )+ 1) a(-) = 
[q3(Z)92(Z) + gl(z)] b(z) + r3(0 
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Set 93 (Z)= q3(Z)92(Z)+91(Z). If deg(r3 t, then F(z) = q2(z)q3(Z)+l and G(z) ::: z 93(Z)- 
Otherwise go to the next step and continue until the degree of the remainder is less than 
t. After the n-th division, set: 
gn(z) = qn(Z)gn-l(Z) + gn-2(Z)- (A. 11) 
At the beginning, go(z) = I, g-j(z) = 
A. 2.1 Direct Algebraic Decoding 
1. Set: 
0, 
(b) n=0. 
(c) go (Z) = 1, 
(d) ao (z) Z2t1 
(e) bo (z) E (z), 
(f ) ro (z) bo (z), 
2. Increment n. Divide an-l(z) by bn-1 
(Z) to find quotient qn(z) and remainder r,, (z). 
3. Calculate g,, (z) from Eqn. (A. 11). 
4. If deg(r,, )> t, set: 
(a) an(Z) = rn-l(Z)i 
(b) bn(Z) = rn(Z)i 
(C) gn-2(Z) = gn-I(Z)i 
(d) gn-I(Z) = gn(Z) 
(e) goto step 2. 
5. Set A (z) = g,, (z). 
A-2.2 Extended (Erasure) Decoding 
For erasure decoding, F(z) is the erasure locator polynomial S'(z) is the modified syn- 
drome, whilst A'(z) is the joint erasure- error-locator polynomial and p is the number of 
erasures. 
1. Set: 
g-I (z) = 
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(b) n=0. 
(c) go(Z) = F(Z), 
(d) ao (z) = Z2t1 
(e) bo (z) = S' (Z), 
(f ) ro (z) = bo (z), 
2. Increment n. Divide a, -, 
(z) by b, 
-I(z) to 
find quotient q,, (z) and remainder r, (z). 
3. Calculate g,, (z) from Eqn. (A. 11). 
4. If deg(r,, )> t+ p12, set: 
(a) an(Z) rn-l(Z)i 
(b) bn(Z) rn(Z)l 
(C) gn-2(Z) = gn-l(Z)l 
(d) gn-l(Z) = gn(Z) 
(e) goto step 2. 
Set A'(z) = 
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Appendix B 
ROOT SEARCH METHOD FOR 
COMPUTING LSP 
B. 1 NEWTON-RAPHSON METHOD 
The zeros of a polynomial f (x) can be estimated using an iterative procedure provided, 
for each zero, the iteration starts with a good estimate. In observing the sketch of the 
function f (x) in Fig. B. 1, it can be seen that a root exists near x, -,. 
Our aim is to derive 
an even closer estimate x,,. The gradient of f (x) at x, -,, 
O(x, 
-, 
) is given by: 
O(Xn-1) 
-_f 
(Xn-1) 
_ (Xn 
- Xn-1) 
Since O(x) = f'(x), x,, can be calculated by rearranging Eqn. (B. 1) to give 
In Xn-l +f 
(Xn-1) 
(B. 2) 
f'(Xn-1) 
Figure B. 1: Sketch of f (x) showing the first two estimates of a root 
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where f'(x) is the first derivative of f (x). Eqn. (B-2) can be used in the Newton-Raphson 
iterative method to derive ever closer estimates of the roots of f (x), provided the first 
estimates are close enough. 
B. 2 SOLVING FOR THE LSP 
For a p1h order LPC analysis, the LSP are the zeros of the polynomials P(z)'and Q(z), 
see Chapter 5 and [65], which are given by, 
P(z) =1+ (a, + a, )z-1 + (a2 + ap-, )z-2 +---+ (ap + al)z-P + z-(P+l) 
Q(Z) =1+ (a, - a, )z- 1+ 
(a2 
- Cep-l)Z-2 +---+ 
(ap 
- al)z-P - z-(P+l) 
(B-3) 
Since we know that ±1 are roots, the order of these polynomials can be reduced by 1: 
Pf(z) = 
P(z) 
(I - Z) 
= Poz, + Piz'-' ++P, (B. 4) 
(B. 5) 
QI(Z) = 
Q(z) 
(1 + Z) 
= Qozp + Qlzp-, +---+ Qp 
(B. 6) 
where, 
PO = 
Qo = 
Pk (ak - ap+, -k) + 
Pk-l 
Qk (ak + ap+l-k) - Qk-li 
and k= 11 2, ---, p, with p the order of the 
LPC filter. 
From the above equations, it can be shown that the coefficients of P'(z) and Q'(z) 
are symmetric. Thus, the degree of both polynomials can be halved; i. e. 
P'(z) = Pozp + Plzp-, +---+ Piz 1+A 
p/2[p -1 + Z-(p/2-1) =z O(Zp/2 + Z-p/2) + 
pl(Zp/2 ++ pp/21 
I 
(B. 7) 
Ql(z) = Qozp + Q, zP-l +---+ Qiz' + Qo 
p/2[QO(Zp/2 + _-p/2) + QI(Zp/2-1 + Z-(p/2-1) (B - 8) =z)++ 
Qp/21 
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Since all the roots lie on the unit circle, they can be expressed as cj*ui. 
as: 
Let z= e3'; then z' + z-' = 2cos(w). Thus the above equations can be rewritten 
d 2e 
jpw12 [p cos (EW) p cos( 
1 
P'(e 02+12+---+2 Pp121 (B. 9) 
ei»pw12[QoCOS(EW) + QJCO, 2 g( +1 QP/21 (B. 10) 
By substituting x for cos(w), these equations can be solved for x using the Newton- 
Raphson method. Thus, with p= 10, P'(z) forms the equation, 
16Pox5+8P, X4 + (4P2 - 20PO 
)X3+ (2P3 - 8P, 
)X2 + (5Po - 3P2 + P4)x + (PI - 
P3 + 0.5P5) = 0. 
(B. 11) 
and similarly for Q'(z). 
We know that the roots lie between 1.0 and -1.0. In finding the first root of Q'(z), 
the initial estimate can be set to 1.0. Because the LSP are ordered, the previous one can 
be taken as the initial estimate for the current one derived, alternately, from the roots of 
P'(z) and Q'(z). 
B. 2.1 Summary 
Initialise LSP(z*) for the Newton-Raphson iteration method thus: 
1. xQ, is initialised to 1.0. 
2. xp,,, is initialised to xQ,,,. 
xQ,,,, n>1 is initialised to xp,,, -,. 
This reduces the number of iterations that have to be performed for a single root. 
In the case of frequency tones, the Q and P-roots are very close together and so the root 
search procedure requires a large number of iterations for convergence. This problem is 
usually solved by setting a maximum number of iterations. If this maximum number 
of iterations is exceeded, the current LSP vector is abandoned and the previous vector 
substituted. 
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Appendix C 
LSF SCALAR QUANTISERS 
CA 37 BITS PER VECTOR 
The 10 non-uniform scalar quantisers shown in Table CA were used for the LSF stabili- 
sation experiments in Chapter 5, the CELP-BB coder of Chapter 6, and the CELP codec 
of Chapter 8. The bit assignment j3,4,4,4,4,4,4,4,3,3j is used, resulting in 37 bits/vector. 
Order 
Level 0 1 2 3 4 5 6 7 8 
0 178 210 420 752 1041 1438 2005 2286 2775 3150 
1 218 235 460 844 1174 1583 2115 2410 2908 3272 
2 236 265 500 910 1274 1671 2176 2480 3000 3354 
3 267 295 540 968 1340 1740 2222 2528 3086 3415 
4 293 325 585 1016 1407 1804 2260 2574 3159 3473 
5 332 360 640 1064 1466 1855 2297 2613 3234 3531 
6 378 400 705 1110 1514 1905 2333 2650 3331 3580 
7 420 440 775 1155 1559 1947 2365 2689 3453 3676 
8 480 850 1202 1611 1988 2394 2723 
9 520 950 1249 1658 2034 2427 2758 
10 560 1050 1295 1714 2081 2463 2790 
11 610 1150 1349 1773 2135 2501 2830 
12 670 1250 1409 1834 2193 2551 2879 
13 740 1350 1498 1906 2267 2625 2957 
14 810 1450 1616 2008 2369 2728 3049 
15 880 1550 1808 2166 2476 2851 3197 
Table CA: Independent scalar quantisers for 10th order LSF vector (37 bits/vector) 
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C. 2 35 BITS PER VECTOR 
The 10 non-uniform scalar quantisers shown in Table C. 2 were used for the VSELP coder 
of Chapter 7. The bit assignment j3,3,4,4,4,4,4,3,3,3j is used, resulting in 35 bits/vector. 
Order 
Level 0 2 3 4 5 6 7 8 9 
0 143.4 236.7 402.1 617.4 981.8 1334.1 1830.7 2347.7 2730.3- 3140.6 
1 182.7 301.0 470.8 732.3 1081.9 1446.8 1959.8 2481.0 2881.5 3246.0 
2 214.1 365.9 522.1 819.9 1172.1 1539.6 2056.5 2583.1 2984.4 3326.8 
3 246.6 439.1 571.8 885.4 1254.1 1626.0 2134.6 2674.9 3066.1 3395.2 
4 284.2 528.3 621.4 944.3 1329.2 1697.6 2198.6 2767.5 3141.8 3458.8 
5 329.6 633.1 671.6 1001.9 1403.3 1763-T 2254.3 2874.6 3223.0 3524.6 
6 389.4 752.6 724.3 1060.8 1473.0 1828.7 2303.5 3005.6 3315.4 3601.5 
7 475.9 923.0 778.8 1121.2 1539.9 1890.6 2349.2 3202.5 3436.8 3709.6 
8 835.1 1186.2 1609.2 1954.1 2397.6 
9 902.8 1260.3 1679.5 2019.5 2448.1 
10 979.5 1342.0 1753.3 2087.6 2500.3 
11 1065.6 1425.3 1826.9 2160.4 2560.1 
12 1 1147.1 1514.9 1908.2 1 2238.3 2632.3 
13 1241.2 1613.6 1998.6 2328.8 2715.1 
14 1357.1 1723.0 2106.6 2420.7 2823.4 
- - - - 15 1517.1 1885.4 1 2236.5 2526.1 
r 2 966 2 1 
Table C. 2: Independent scalar quantisers for 10th order LSF vector (35 bits/vector) 
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