We point some contributions to the construction of Locally Recoverable codes from algebraic curves recently presented by A. Barg, I. Tamo and S. Vladut, that can lead to improvements concerning the definition, the parameters and the local recovering of these codes.
I. INTRODUCTION
Locally Recoverable (or LRC) codes were introduced in [5] motivated by the recent and significant use of coding techniques applied to distributed and cloud storage systems [2] , [3] , [8] . Roughly speaking, local recovery techniques enable us to repair lost encoded data by a "local procedure", which means by making use of small amount of data instead of all information, ensuring a high performance of the system.
Let C be a code of length n and cardinality q k over the field F q . As a notation, given a vector x ∈ F n q and a subset R ⊆ {1, . . . , n}, we write x R = pr R (x) and C R = pr R (C), where pr R is the projection on the coordinates of R. We recall that a coordinate i ∈ {1, . . . , n} is locally recoverable with locality r if there is a recovering set R(i) ⊆ {1, . . . , n} with i ∈ R(i) and #R(i) ≤ r, such that for any codeword x ∈ C, an erasure at position i can be recovered by using the information of x R(i) . That is to say, if for all x, y ∈ C, x R(i) = y R(i) implies x i = y i . This is equivalent to say that the code CR has minimum distance d(CR) ≥ 2, whereR = R ∪ {i}, as a code of minimum distance d corrects up to d − 1 erasures. Under this condition there is a well-defined recovering map rec i : C R(i) → F q , rec i (x R(i) ) = x i , that allows us the recovering of x i by evaluating rec i (x R(i) ). The code C has all-symbol locality r if any coordinate is locally recoverable with locality at most r. We use the notation (n, k, r) to refer to the parameters of C. The minimum distance of an (n, k, r) code is bounded by the Singleton-like relation
see [5] . Codes reaching equality are called optimal LCR codes. The notion of local recoverability can be extended to multiple erasures as follows: C is said to have the (ρ, r) locality property if for each coordinate i there is a subsetR(i) containing i such that #R(i) ≤ r+ρ−1 and d(CR (i) ) ≥ ρ, that is if ρ − 1 erasures in xR (i) can be recovered from the remaining ≤ r coordinates of xR (i) . We use the notation (n, k, r, ρ) to refer to the parameters of such a code.
MDS codes (and Reed-Solomon codes in particular) are systematic at every k positions, hence they have the largest locality r = k. Thus they are optimal but not good candidates as LRC codes. In [8] a variation of RS codes for local recoverability purposes was introduced by Tamo and Barg. These so-called LRC-RS codes are also optimal and can have much smaller locality. However, it is well known that one of the main drawbacks of RS codes for practical applications relies on its small length. The same happens for LRC-RS codes. A classical way to overcome this problem is to consider codes from algebraic curves with many rational points. In this way the above construction of LRC-RS codes was extended by Barg, Tamo and Vladut [2] , [3] , to the so-called LRC-Algebraic Geometry (LRC-AG) codes, obtaining larger and powerful LRC codes.
In this paper we present some observations on the construction and properties of LRC-AG codes. In Section III we slightly generalize the original definition given by Barg, Tamo and Vladut. This generalization expands the family of LRC-AG codes so that we can get some codes with better parameters. In particular, some of these new LRC codes are of algebraic geometry type as shown in Section IV. Finally in Section V we deal with local recovery. We prove that some LRC-AG codes admit a simplified recovering method by simple checksum and propose a family of curves that provide codes with this property. For the convenience of the reader, we start by briefly recalling the construction of LRC-AG codes.
II. LRC CODES FROM ALGEBRAIC GEOMETRY
The construction of LRC-RS codes is as follows [8] : let A(F q ) be the affine line over F q and let P 1 , . . . , P t ⊂ A(F q ) be t > 1 pairwise disjoint subsets of cardinality r + 1 such that there exists a polynomial φ(x) ∈ F q [x] which is constant over each P i = {P i,1 , . . . , P i,r+1 }, i = 1, ..., t. Set P = P 1 ∪ · · · ∪ P t and n = t(r + 1). Fix an integer k such that r|k and k + k r ≤ n, and consider the linear space
The code C is obtained by evaluation of V at the points of P, ev :
. . , r + 1. Such δ i 's can be computed through interpolation at any r points of P i , so a recovering set for the coordinate corresponding to a a point P ij is R(i) = P i \ {P ij }. Then C is an (n, k, r) optimal code. Slight modifications allow to construct codes for multiple erasures.
The above method is extended to construct LRC-AG codes as follows [2] , [3] : let X , Y be two algebraic (projective, non-singular, absolutely irreducible) curves over F q , and let φ : X → Y be a rational separable morphism of degree r + 1. Take a set S ⊆ Y(F q ) of rational points with totally split fibres of rational points of X and let P = φ −1 (S) ⊆ X (F q ). Take also a rational divisor D on Y with support disjoint from S. Denote by L(D) its associated Riemann-Roch space of dimension ℓ(D). By the separability of φ there exists an element y ∈ F q (X ) verifying F q (X ) = F q (Y)(y). Since φ has degree r + 1 we can consider the F q -linear space
The LRC-AG code C is defined as the image of V by the evaluation at P map, C = ev P (V ) ⊆ F n q , with n = #P. Note that C is a subcode of the algebraic geometry code
Since the functions of L(D) are constant on each fibre φ −1 (S), S ∈ S, the local recovery of an erased coordinate f (P ) of ev P (f ) can be performed by Lagrangian interpolation at the remaining r coordinates of ev P (f ) corresponding to points in the fibre φ −1 (φ(P )) of P .
In all examples we present in this paper we shall take Y = P 1 . So often we only specify the curve X .
Example II.2. In [8] two families of LRC codes from the Hermitian curve H defined by x q+1 = y+y q over F q 2 are studied. (a) For the first one we consider the morphism φ = x : H → P 1 of degree q which leads to a code with locality r = q − 1. We take S = A(F q 2 ) ⊆ P 1 and thus
The second family is obtained by using the morphism φ = y of degree q + 1. The ramified points are exactly the points in the set M = {b ∈ A(F q 2 ) : b q + b = 0} ∪ {∞}, so we take S = P 1 \ M. If D = l∞ we get LRC codes with locality r = q and parameters n = q 3 − q, k = r(l + 1) and
Example II.3. LRC-AG codes from the Norm-Trace curve x 1+q+···+q u−1 = y + y q + · · · + y q u−1 over F q u are studied by Ballico and Marcolla in [1] . Following similar ideas as in the previous example, they find (a) a family of LRC codes of locality r = q u−1 − 1 and parameters
; and (b) a family of LRC codes of locality r = q + · · ·+ q u−1 and [7] . Thus Hermitian and Norm-Trace curves (among many others) are Castle. Take φ ∈ L(∞Q) such that −v Q (φ) = m. Under the Castle conditions it holds that for every a ∈ F q the fibre φ −1 (a) consists of m points. Then, by taking S = F q and D = l∞ we can construct LRC codes of length n = qm = #X (F q )−1 and locality r = m − 1. Another possible generalization of these constructions will be given in Section V.
III. IMPROVING THE PARAMETERS
In this section we propose a slight variation on the definition of LRC-AG codes that may lead to improvements on the parameters k and d of the obtained codes without affecting neither the locality nor the recovering method. As LRC codes are designed to be used in large storage systems, improvements on the dimension could be of practical interest.
Keeping the notation used in the previous section, we have two curves X , Y, over F q and a separable morphism φ : X → Y of degree r + 1. Instead of considering a unique divisor D on Y, we may consider r rational divisors, D 0 , . . . , D r−1 , on Y with support disjoint from S. Then we have the space of functions
where G is the smallest rational divisor with respect to ≤ whose space L(G) contains V ′ , and d i is the minimum distance of
The local recovery of an erased coordinate f (P ) of ev P (f ) can be performed by Lagrangian interpolation at the remaining r coordinates of ev P (f ) corresponding to points in the fibre φ −1 (φ(P )) of P .
Proof: The statement on the parameters follows immediately from the construction. Since the functions in L(D i ), i = 0, ..., r − 1, are constant over each fibre of φ, for any codeword in C the coordinates corresponding to points in such a fibre can be seen as evaluations of polynomials of degree r − 1, which can be retrieved from any r coordinates in the fibre through interpolation. Note that n > deg(G) implies that ev P | V ′ is injective. Codes of this type were considered by Maharaj in [9] using the language of function fields. In that paper, it is shown that the divisor G may be described
, so that we increase the dimension without affecting the estimate on the minimum distance.
Example III.2. Consider the Hermitian code C of Example II.2(a),
. By taking l r−i = l + i − 1, i = 0, . . . , r, and ′ of these codes have been computed with Magma [6] and are listed in Table 1 .
The modified construction also allows us to recover more than one erasure. Following the standard notation stated in the Introduction, suppose we want to correct ρ − 1 erasures in the r + ρ − 1 coordinates corresponding to a fibre of φ. For this, write the degree of the separable morphism φ : X → Y as r +ρ−1. Then we consider the space of functions
and define C = ev P (V ′ ) ⊆ F n q . Given a function f ∈ V ′ , the restriction of f at the points in a fibre of φ is a polynomial of degree r − 1 that can be computed from the information of any r available coordinates among the r + ρ − 1 corresponding to points in this fibre. As in the case of one erasure, C is an LRC code of parameters k = IV. AG CODES AS LRC CODES As in the previous section, let X , Y be two curves over
and C = ev P (V ). Our estimate on the minimum distance of C comes from the Goppa bound on the minimum distance of the AG code C(P, G) = ev P (L(G)), where G is the smallest divisor on X such that V ⊆ L(G). It follows that C(P, G) is the smallest AG code containing C. The error correction capabilities of C are estimated through the corresponding capabilities of C(P, G). Furthermore, no efficient algorithms for decoding C are currently available, so that we are compelled to decode C as a subcode of C(P, G). Consequently the best results are obtained when C is an AG code itself, that is when V = L(G). In general we can not expect this to happen when D 0 = · · · = D r−1 but it is possible when these divisors are suitably chosen. To show an example, in this section we discuss the case of Hermitian codes and the morphism φ = x. Note that in this case a function f ∈ L(∞Q) ⊂ F q 2 (H) can be uniquely written as a polynomial f ∈ F q 2 [x][y] with deg y (f ) < q. Such f may appear in the set V of an LRC code if deg y (f ) < q − 1.
Proposition IV.1. Let H be the Hermitian curve
In particular l t = 0 or l t = 1. A similar argument proves that for all i = 1, . . . , t, we have l i−1 ≥ l i + 1. From these two conditions we deduce that there exists j, 0 ≤ j ≤ t + 1, such that l t−i = i if i < j and l t−i = i + 1 if i ≥ j. Conversely, it is simple to check that under these conditions we have m = −v Q (x l t−j y t−j ) = (j + 1)q + (t − j)(q + 1) = (t + 1)q + t − j if j ≤ t and m = −v Q (y t ) = t(q + 1) if j = t + 1. In either case it holds that dim(V ) = ℓ(mQ), hence we get equality V = L(mQ). 
V. A SIMPLIFIED RECOVERING METHOD FOR SOME LRC-AG CODES The second remark on the properties of LRC-AG codes we present concerns the recovering method. In order to motivate this section, we begin with a simple example. 
Since a function f ∈ V can be written as f = g 0 (x) + g 1 (x)y, with g 0 , g 1 ∈ L(D), we have f (P ab i ) = g 0 (a) + g 1 (a)b i and thus
as it is the sum of the roots of the polynomial t(T ) = T 3 + T − a 4 (that is the coefficient of T 2 ). Then the coordinate f (P ab 1 ) of the codeword ev P (f ) can be recovered as
Thus, although the general construction of LRC-AG codes ensures the local recovery by polynomial interpolation, the above example shows that in some cases recovering may be performed also through a simple checksum, which is much faster and easier. Furthermore this property can be viewed as an additional feature of such codes, allowing a simple and fast checking of each block in a codeword for possible errors. In this section we shall show a wide family of LRC-AG codes with this property. To that end we first recall some identities regarding roots of univariate polynomials. Consider the elementary symmetric polynomials over a domain A
, the elementary symmetric polynomials on the roots x 1 , ..., x d of t are related to its coefficients by the identities
known as the Vieta's formulae [4] . Consider now for s ≥ 1 the multivariate polynomials
, which are related to the elementary symmetric polynomials by the Newton-Girard relations [4] : for each integer s ≥ 1 we have
is linearized if the exponents of all its nonzero monomials are powers of p. In this case, a polynomial L(x) − α, α ∈ F q , is called affine p-polynomial.
Proof: By induction. Clearly
Next we extend the idea of Example V.1 to a wide class of curves providing families of LRC codes allowing local recovery by a checksum function. The codes we propose come from the family of ArtinSchereir curves. More precisely let X be an algebraic smooth curve defined over F q by an equation of separated variables u(x) = v(y), where u and v are univariate polynomials over F q of coprime degrees and v is a separable linearized polynomial of degree m = p h , with p = char(F q ). Let φ : X → P 1 be the morphism of degree m given by the rational function x and consider the set M = {a ∈ F q : there exists b ∈ F q with u(a) = v(b)}.
Note that, by our assumptions on v, for each a ∈ M the function x − a has m distinct zeroes. Note also that X has exactly one point at infinity Q which is the common pole of x and y. Q is the only point of X that ramifies over the morphism φ. Let S ⊆ M be a subset of cardinality s > 0. For i = 0, . . . , m − 2, take a divisor D i = l i ∞ of P 1 and consider the space of functions
with F q (X ) = F q (x)(y). Clearly it holds that V ⊆ L(∞Q) and the Weierstrass semigroup S(Q) of X at Q is generated by −v Q (x) = deg(v) and −v Q (y) = deg(u). Consider also the set of points P = φ −1 (S)\{Q}. Then we have a code C = ev P (V ) ⊆ F n q of length n = #P = ms. According to the results stated in Section III, C is an LRC code based on polynomial interpolation with locality r = m − 1.
Proposition V.3. The linear code C ⊆ F n q described above is an LRC code with locality m − 1 allowing a local recovery based on addition.
Proof: Let φ −1 (a) = {P 1 , ..., P m } be the fibre of x at a ∈ F q and write f aj = f (P j ) the evaluation at the point P j ∈ φ −1 (a) of a function
The functions g i ∈ L(D i ) are constant over each fibre so we can write g i = g i (P j ) ∈ F q for any P j . Then 
