Despite embodying fundamentally different assumptions about attentional allocation, a wide range of popular models of attention include a max-of-outputs mechanism for selection. Within these models, attention is directed to the items with the most extreme-value along a perceptual dimension via, for example, a winner-take-all mechanism. From the detection theoretic approach, this MAX-observer can be optimal under specific situations, however in distracter heterogeneity manipulations or in natural visual scenes this is not always the case. We derive a Bayesian maximum a posteriori (MAP)-observer, which is optimal in both these situations. While it retains a form of the max-of-outputs mechanism, it is based on the maximum a posterior probability dimension, instead of a perceptual dimension. To test this model we investigated human visual search performance using a yes/no procedure while adding external orientation uncertainty to distracter elements. The results are much better fitted by the predictions of a MAP observer than a MAX observer. We conclude a max-like mechanism may well underlie the allocation of visual attention, but this is based upon a probability dimension, not a perceptual dimension.
Introduction
While it is undoubtedly the case that high-level factors such as scene context (Henderson, 2003; Torralba, 2003) and task demands (Buswell, 1935; Land & Hayhoe, 2001; Yarbus, 1967) play an important role in natural visually guided behaviors, it is also well known that simple visual features can affect the allocation of visual attention. For example in visual search, search efficiency is dependent upon the feature dimensions used (Wolfe, 1998) and the heterogeneity of the distracters (Duncan & Humphreys, 1989 , 1992 Pashler, 1987) . These phenomena require an explanation: in what way are basic visual cues utilized to guide visual attention?
There has been an abundance of approaches and models applied to this problem. While not universally accepted (Allport, 1989) , many approaches such as Feature Integration Theory (Treisman & Gelade, 1980) and Guided Search (Wolfe, 1994) , are strongly influenced by the notions of finite processing capacity, internal selection processes, and serial deployment of attention. A key experimental phenomenon supporting this notion was the set size effect: for features not classed as 'basic' (Wolfe & Horowitz, 2004) increasing the number of display items took longer to search (the set size effect). Despite various advantages, studies that use long presentation times and primarily use reaction time as a dependent variable have the disadvantage that eye movements can be made during the search. Unless eye trackers are used, one could not control for, nor eliminate, their influence on reaction times. For example, it is known for many features, including oriented lines, that detectability dramatically declines with retinal eccentricity (Carrasco & Frieder, 1997) and so Zelinsky and Sheinberg (1997) argued that inferences about internal search processes are confounded with eye movements unless these are specifically accounted for. Controlling for retinal location of stimuli, combined with the notion of detectability (e.g. Verghese & Nakayama, 1993) underlies an alternative approach.
The detection theoretic approach was applied to visual search by Palmer, Ames, and Lindsey (1993) whose mathematical terminology we partially use here. It uses short stimulus presentation times so as to control for eye movements and records performance measures as the dependent variable, see review by Verghese (2001) . This approach has 3 main steps: 1) representation of the stimuli; 2) a combination rule which utilizes the visual information; 3) a decision rule that determines behavioral response.
This signal detection theory account which we describe below has provided close matches to human visual search performance, shedding light on a variety of empirical phenomena. These include: set size effects (Cameron, Tai, Eckstein, & Carrasco, 2004; Eckstein, 1998; Eckstein, Thomas, Palmer, & Shimozaki, 2000; Palmer, 1994; Palmer et al., 1993) and conjunction searches where the target is defined by a combination of 'basic' features present in the distracters (Eckstein, 1998; Eckstein et al., 2000) . Predictions for target distracter similarity manipulations, effects of multiple targets and external noise have also been calculated (Palmer, Verghese, & Pavel, 2000) . While the detection theoretic approach applied to visual search thus far stops at this decision stage, it is still a model of attentional allocation, and there is no a priori reason why it cannot be extended to longer display duration. Search performance in such detection tasks has been related to search time (Palmer, 1998) , but further work in this area is needed (see Najemnik & Geisler, 2005) .
Many detection theoretic applications to visual search have examined performance on a 2-TAFC (Temporal Alternative Forced Choice) task where subjects respond which of 2 successive stimulus displays contains a target. Many of these also provide at least appendices on how the approach applies to yes/no detection: responding if a target is present or absent in a single stimulus presentation. While the TAFC task has the advantage of only requiring calculation of a percent correct measure, it has the potential to inadvertently involve memory mechanisms if the delay between successive stimulus presentations is long. For example, Wilken and Ma (2004) apply SDT to a 2-TAFC design with the specific aim of studying visual short term memory. Here, we avoid this possibility by examining visual search performance with the yes/no task.
Below, we describe the signal detection theory account and show that while it has successfully accounted for many phenomena, its assumptions limit its robustness, sometimes resulting in suboptimal predicted performance levels. Therefore, we develop a Bayes-optimal observer which maintains optimal performance in situations where the detection theoretic model does not. The major difference is that the Bayes-optimal observer makes decisions based upon maximum a posteriori probability (hence the name MAP-observer) as opposed to the maximum observation along a perceptual dimension. Our results support the notion that we are near Bayesian-optimal observers, making decisions based on a probability axis, rather than a perceptual one.
Signal detection theory for yes/no task (the MAX observer)
Step 1-Representation While target and distracter items take on specific experimentally defined values (v) such as orientation, our internal estimate (i.e. percept) of these (u) stimuli values has a degree of uncertainty. The uncertainty will take on specific extents, thus our representations of targets (T) and distracters (D) can be described by Gaussian distributions (Green & Swets, 1966) . In this way our representations accurately capture both the average percept associated with a stimulus and also its degree of variability.
Step 2-Integration
In standard (and most commonly used) detection theory, a MAX combination rule is used. In the yes/no detection task, 1 presentation is given that can either be a signal (s) or noise trial (n). The internal percepts of the N display items in the target present trial can be described as U s = {t 1 , d 1 , Id Nj1 } while the target absent trial as vector U n = {d 1 , Id N }. According to the MAX rule, only the highest valued percept is considered (i.e. max(U n ) and max(U s )) and then passed on for the last step of decision making.
Step 3-Decision A decision of whether the target was present or absent in a given trial is determined by comparing the maximum of internal responses on the trial to an internal threshold criterion, c. The probability of deciding the target is present in a noise trial (i.e. false alarm rate) is simply the proportion of maximum percept above a criterion on noise trials P('yes'ªn) = P(max(U n ) 9 c). Similarly the probability of deciding the target is present in a signal trial (i.e. hit rate) is the proportion of maximum percepts above a criterion on signal trials P('yes'ªs) = P(max(U s ) 9 c), see Palmer et al. (2000) . By moving the models' internal criterion c, it is possible to trace out a predicted ROC curve: this can be compared to empirically collected hit and false alarm rates in yes/no visual search experiments.
decisions about target presence and absence: but only under specific conditions. In particular, when the degree of uncertainty of noisy observations of targets and distracters are identical (and Gaussian distributed) then the MAX observer will perform as well as possible. The majority of detection theoretic studies of visual search studies have used searches which do conform (or closely approximate) this particular situation (see Figure 1a ). An intuitive way to understand why the MAX observer is optimal in this situation, is to see that given an observation, the probability that it was a target monotonically increases with the value of the observation (Figure 1a ; see Appendix A for more details).
One situation which will most obviously violate the narrow conditions of optimality of the MAX observer is an experiment in which distracter heterogeneity is manipulated. Here, distracters are often pseudo-randomly chosen from a number of distinct feature values (e.g. 40-, 45-, 50-oriented lines) such that the observer has increased uncertainty about what features are observed in the presence of distracters. Alternatively one can, as we do in this study, inject continuous external Gaussian distributed noise onto the feature property (i.e. orientation) displayed on the screen associated with distracters (see Figure 1c) . Now, the MAX observer will no longer optimally decide on presence or absence because given an observation, the probability it was caused by a target item no longer monotonically increases with increasing values of the sensory observation (Figure 1d ).
Rosenholtz (2001) compared human performance to predictions of SDT and 2 close variants, for visual searches for oriented lines. Targets always took on a specific and unchanging orientation. Distracters however, could take on either 1, 2 or 3 specific orientations (depending on the experiment). Within an experiment, distracters could take on particular orientations with a set of probabilities (depending on condition). Overall, correlations between human and predicted performance were fair, in the range r = 0.68 to r = 0.87, but left plenty of scope for improvements to be made to the model. Rosenholtz suggested this may be done through accounting for difficulty of representing targets.
An additional reason why model fits left room for improvement is that the signal detection theory (i.e. MAX observer) is suboptimal in the case where there is unequal uncertainty in target and distracter properties. If humans are optimal observers, clearly the MAX observers good fit to human data in previous studies will not extend to manipulations of distracter heterogeneity. In this study we use a distracter heterogeneity manipulation and show that human performance is better described as being near Bayesian-optimal than by the MAX observer described above. Before we can show this, we derive the optimal Bayesian observer (a MAP observer). The essential difference is that the MAP observer makes decisions based upon the probability that any observation is to actually be a target, as opposed to the MAX observer which makes decisions upon a perceptual feature dimension.
Bayesian optimal observer for yes/no task (the MAP observer)
Because the yes/no task involves two mutually exclusive and exhaustive hypotheses (target present or absent), it has been customary to formulate optimal observers in terms of a likelihood ratio (Green & Swets, 1966; Wickens, 2002) . This has certain advantages and we detail it in Appendix A, but for our purposes we use Bayes equation and detail the account below. This makes no difference to the predictions, and the way of describing the model only has an impact when considering neural implementation of such an account (see later). Ideal observers for the yes/no task have been used previously; see Palmer et al. (2000) and Shimozaki, Eckstein, and Abbey (2003) . In the case where uncertainty about an observed feature value of both target and distracter items is equal (left column) then the MAX and MAP predictions are identical (left column; a). In this case, the probability of observing a target monotonically increases with the sensory observed value increases (b). When target and distracter uncertainty is unequal (right column; c), MAX observers result in suboptimal predictions because target probability is no longer monotonically related to an increase in sensory observation (d). The MAP observer is optimal in both situations. (2009) 9(5):15, 1-11 Vincent, Baddeley, Troscianko, & Gilchrist
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Step 1: Representation of targets and distracters
Targets and distracters are represented in the same way as before. However because we later invoke Bayes equation these representations are the likelihoods P(uªT) and P(uªD), that is the probability of an internal percept given the display item is a target or distracter, respectively. For our purposes, it is also useful to define two separate sources of uncertainty: one external source of real uncertainty in the display and distracter items, A T and A D . The second source is internal noise A N , produced for example by neural noise (e.g. Tolhurst, Movshon, & Dean, 1983) . We make the simplifying assumption that internal noise is homogeneous over certain ranges of stimulus values (v). Therefore, resulting target and distracter distributions respectively are P(uªT) = N(2 T , ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
In words, target and distracter representations not only capture the actual variability in the orientation displayed in an experiment, but also the degree of internal noise of estimating the actual orientation.
Step 2: Bayesian optimal combination rule Rather than calculating the max of sensory percepts, the posterior probability of each display item is calculated, and the maximum of these values is taken (i.e. maximum a posteriori, MAP). MAP s defines a vector of posterior probabilities observed on signal trials MAP s = max(P(TªU s )) and similarly MAP n for noise trials MAP n = max(P(TªU n )). While this may seem a trivial difference, it is this which determines if feature information is utilized in an optimal way or not. The question then is how to calculate these posterior probabilities P(TªU). This can be done simply by using Bayes equation
where the evidence term P(u) describes a 'weighted sum' of target and distracter likelihoods P(u) = P(uªT) I P(T) + P(uªD) I P(D). This can be thought of as a distribution representing the relative occurrence of features observed. The Bayesian prior probabilities P(T) and P(D) define the relative occurrence of targets and distracters. On target present trials, only 1/N of the display items is the target. However the prior probability of the target appearing is not 1/N because target present trials only occur half of the time. Therefore the prior probability of a display item being a target is P(T) = 1/2N. And correspondingly, the rest of the display items will be distracters P(D) = 1 j P(T). For example, if the set size N = 4 then P(T) = 1/8 and P(D) = 7/8.
Step 3: Decision
The decision rule is exactly the same as for the SDT account described above, except now we compare the MAP values against the criterion rather than the max of the internal percepts. False alarm rates can be determined by P('yes'ªn) = P(MAP n 9 c) and hit rates by P('yes'ªs) = P(MAP s 9 c) and by varying the criterion c we obtain an ROC curve.
Monte Carlo simulated trials
Previous investigators have calculated predicted performance for the max rule in the AFC task and the yes/no task by developing analytical expressions. The advantages are that the evaluation is tractable because of the simple Gaussian distribution of target and distracter percepts, and they result in precise predicted performance levels. However these may be troublesome to calculate if dealing with arbitrary target and distracter feature distributions. In our calculation of predicted performance for MAX and MAP observers, we use the process of Monte Carlo simulated trials which is summarized in Figure 2 . This has the advantage of more intuitively representing the modus operandi of observers during real trials. Calculation of performance asymptotic with analytically derived results can be achieved by using a large numbers of simulated trials: we used 500,000 simulated trials per data point. As Figure 2 . Summary of generating simulated Monte Carlo visual search stimuli for a set size of N, and how MAX and MAP observers make decisions on each simulated trial. By repeating this process many times, one can determine hit and false alarm rate which then result in ROC curves. Figure 2 , the major difference is that the MAP observer makes decisions based upon a probability dimension rather than a perceptual dimension.
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(2009) 9(5):15, 1-11 Vincent, Baddeley, Troscianko, & Gilchristcan be seen in
Application to our task
In many search tasks for orientation, the mean target and distracter orientations are different, and the magnitude of this difference is intuitively related to task difficulty. In the particular search we employed, distracters had an orientation of 0-(vertical) and distracters had a mean orientation of 0-. In the case of no added distracter orientation uncertainty (Figures 3a and 3b) , this task cannot be performed above chance (i.e. dV= 0). However, as an increasing amount of distracter uncertainty is applied (Figures 3c, 3d, 3e , and 3f) then it becomes more probable that the distracter orientations are different from target orientations. This prediction of increasing performance with increasing distracter heterogeneity is the opposite trend to that seen in previous reports using the reaction time paradigm (e.g. Duncan & Humphreys, 1989 , 1992 ; however this is specifically due to the fact that in our task the target and distracter orientations have identical mean values. Pilot (unpublished) data does in fact show that if target and distracters have different means, performance does decrease with increasing distracter heterogeneity, in line with previous reports. The advantage of our choice of identical target and distracter means combined with high distracter variability is that distracter orientation can be both higher and lower than the target orientation, so is ideally suited in distinguishing MAX and MAP observer hypotheses.
Methods Participants
Three subjects with normal or corrected to normal vision participated in this study without payment. Subjects were instructed that response time was unimportant. They were also informed that by chance target presence or absence may repeat a number of times, but that they should base their response solely upon the visual features present on a trial.
Apparatus
Images were displayed on a CRT monitor with resolution set to 1024 Â 768 and refresh rate of 85 Hz. The room was darkened to avoid reflections on the monitor or unequal luminance levels due to external sunlight level changes. Viewers used a chin-rest resulting in a stable viewing distance of 52 cm. The screen subtended 38.2-Â 29.2-, with È26 pixels/-.
Stimuli
All stimuli were Gabors with spatial frequency of 4 cpd, contrast of the full range of the monitor and the Gaussian envelope had a standard deviation of 0.22-. Targets were always oriented vertically with no experimentally induced variation (2 T = 0-, A T = 0-). Distracter orientation was sampled from a Gaussian distribution with a mean of 0-and standard deviation A D which was experimentally manipulated. This reflects the degree of externally added orientation noise. To clarify, this results in a heterogeneous set of distracters on each individual stimulus presentation. All display items were presented at constant retinal eccentricity of 11.2-from screen center to minimize eccentricity based variation in detection probability. A set size of N = 4 display items was used, items were presented on the diagonals. Use of 4 display items avoids any potential crowding or lateral interaction effects as inter-item distance is high. This is important as it would violate the assumption that each display items in an independent observation. On target absent trials 4 distracters were present, on present trials, 1 target and 3 distracters were present.
Procedure
A yes/no detection procedure was used. A small fixation blob was continuously present at screen center, avoiding problems maintaining accurate vergence on an otherwise homogenous screen lacking in depth cues. A pre-trial interval of 1000 ms was used. On each trial the target was either present or absent, pre-computed to ensure 50% of each, presented in randomized order. The stimuli for each (2009) 9(5):15, 1-11 Vincent, Baddeley, Troscianko, & Gilchristtrial were presented for 94 ms (a multiple of the screen refresh interval) before being removed, thus controlling for eye movements during stimulus display. One disadvantage of the yes/no task is that an internal criterion value needs to be systematically manipulated in order to trace out an ROC curve. This requires many trials and highly practiced observers. In preliminary experiments we found the use of a rating procedure (Wickens, 2002, chapter 5 ) avoided these problems and provided accurate and repeatable ROC curves. In this procedure, detailed in Wickens (2002; chapter 5) , if subjects thought the target was absent they responded with a key-press of "Q" confident, "W" reasonably confident, "E", not confident and if they thought it was present they responded with "P", confident, "O" reasonably confident, "I", not confident. We recorded the frequency of each response in signal and noise trials. A session consisted of 7 blocks of 40 trials, resulting in 280 trials for each condition. The experiment started with a practice block. Subject BV had many hours of practice sessions over many days, CS had a 1 hour practice session on a day prior to testing, GH had no practice sessions.
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Analysis
In every trial, the participant responds with 1 of 6 responses (see above), which can be modeled as a multinomial process. For each condition, this resulted in 5 points along an ROC curve (Wickens, 2002) and the trapezoidal area under the ROC curve (AUC) was calculated. This amounts to the maximum likelihood estimate of the AUC. In order to calculate confidence intervals in the AUC measure, 1000 samples from a Dirichlet distribution (the conjugate prior of the multinomial-its parameters were the rating frequencies) were taken, then converted to FAR and HR values and AUC values of all 1000 samples were calculated. We report mean and 95% confidence of these values ( Figure 5 ). This approach takes the non-independent errors of each FAR/ HR point into account.
In order to determine the best fitting internal noise parameter we used leave-one-out cross validation (based on experimental conditions) and pick the internal noise value with lowest mean training set error, but report mean test-set error. Fits are RMS errors between predicted and human AUC values, averaged over each cross validation fold.
Results
The generalization performance (based on leave-oneout cross validation) of the MAP and MAX observers to account for human performance was calculated. This goodness of fit was calculated over many values of the single free parameter of both models, the internal noise (Figure 4 , left column). The MAX observer provides a consistently poor fit, whereas the MAP observer provides a good fit to the data over a wide range of parameter values. The possible exception to this is in the case of nearly no internal noise (for subject BV) where the MAP observer predicts abnormally high levels of performance (not shown).
Furthermore, for each observer, there is a clear range of internal noise values which fits the human performance data over all conditions very well (best fitting A N values based on test set performance: BV 5.9-, CS 4.4-, GH 4.9-). From the goodness of fit (Figure 4 , left column), we can conclude that the MAP observer provides a much better account than the MAX observer for all realistic situations (i.e. when internal noise is not entirely absent). But how well do the predictions fit performance as a function of distracter heterogeneity?
Using the value of the internal noise parameter corresponding to best training set fit (which is of the Figure 4 . Results for each subject (BV, top; CS, middle; GH, bottom). The left column shows the goodness of fit (cross validation test set error) between predicted and human AUC values. Black lines show MAX-observer goodness of fit, and red lines show MAP-observer goodness of fit. The best fitting (training set) internal noise parameter for each subject was used to calculate predicted performance as a function of external noise for MAP and MAX observers (right column). Human performance is shown by blue data points with 95% confidence intervals. (2009) 9(5) (Figure 4 , right column). All subjects (rows of Figure 4 ) have a clear trend of increasing performance as distracters become more variable (blue data-points; error bars are 95% confidence intervals). The MAP observer predicts this increase in performance (red curves; also see predicted trend in Figure 3) . Conversely, the MAX observer not only predicts a performance change in the wrong direction, but also predicts below-chance levels of performance. Due to its limitations, the best the MAX observer can ever do at this particular search task is a performance calculated by area under ROC curve of 0.5 and would require internal noise to be infinite. Even though distracter noise does make distracters more distinguishable from the targets, the MAX observer predicts under chance performance because of the action of the max operation on multiple distracters. The trends apply to all participants despite their varied level of practice at the task. Qualitatively, it would seem that practice is not required for observers to act in an optimal manner.
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It is possible, that the MAP observer could accurately predict AUC performance values, but fail to predict the shape of the ROC curve. As a final test of the MAP observer, we plot each subject's false alarm and hit rate data ( Figure 5 , blue points with 95% confidence intervals) and compare this to the predicted ROC curve of the MAP observer (red curves). It can be seen that the MAP observer not only captures the area under the ROC curve (Figure 4) , but also the shape of the ROC curve itself ( Figure 5 ) across all conditions, for all subjects.
Discussion Relation to previous SDT work
It is important to clarify how the current results relate to the existing detection theoretic literature applied to visual search. Our findings do not in any way conflict with the previous results. Firstly, the predominant use of the MAX observer in such work will in fact produce identical predictions to the MAP observer in single-feature searches where target and distracter variance is identical (see Figure 1 and Appendix A). In this case, empirical data can be seen as equally consistent with both MAX and MAP observers. In cases which violate these conditions, such as distracter heterogeneity manipulations, then the MAX observer is suboptimal and results in a less convincing, if not poor, explanation of the data (Rosenholtz, 2001). Shimozaki et al. (2003) have shown that the MAX observer performs suboptimally in a yes/no cued detection task when the signal-to-noise ratio or the target's contrast is low. This brings into question the role of a max-ofoutput mechanism in visual search. Here we have shown that in the distracter variance case, that the MAP observer does fit the empirical data well: we interpret this (alongside Figure 5 . Performance of subjects (blue points) with predicted MAP ROC curve (red) and predicted MAX ROC curve (black). Error bars of FAR/HR points are 95% confidence intervals, estimated using a Dirchlet distribution (see Methods). For each subject, a single internal noise parameter is fitted across all conditions.
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It may be possible to propose a variety of observer hypotheses which still make decisions based on a perceptual dimension but which perform better than the MAX observer. For example, observers based not upon the percepts themselves, but on differences between percepts may be able to achieve above MAX level performance. See the RCref model (Rosenholtz, 2001 ) and the signedmax observer (Baldassi & Verghese, 2002) .
Relation to other models of attentional allocation
Having found poor fits of the MAX-observer to human data, we have claimed that the max-of-outputs type mechanism which acts on a sensory feature dimension should be abandoned (see also Vincent, Troscianko, & Gilchrist, 2007) . This can be replaced with a similar maxmechanism, but this operates upon a probability dimension. This has the intuitive appeal that decisions are directly based upon how probable they are to be targets.
This result also has implications for the nature and role of the master map within Guided Search (Wolfe, 1994) and Feature Integration Theory (FIT, Treisman & Gelade, 1980) . Within these models perceptual dimensions (or features) are initially processed in independent maps which are then brought together via attention to select the location with the maximum combined activity.
One potential 'work-around' this problem would be to double the complexity of a max-mechanism and suppose that there are 2 thresholds operating on a feature dimension but each with a different polarity. This approach could be described as a MAX-MIN-observer, and could result in predictions akin to the MAP observer. However, such a model would not be as parsimonious and have none of the theoretical elegance that the Bayesoptimal observer has.
Assumptions the brain makes about the world
While the differences between the MAX and the optimal (MAP) observer may seem a very indirect way of understanding the brain, they do, in fact, have meaningful implications about the way the brain makes assumptions about the external world. In viewing natural scenes, it seems reasonable to assume that the entire background (everything excluding the target) can be considered as 'distracters'. If the brain made the simplifying assumption that targets and background had equal variance, then in the simplified case of a single feature dimension, the MAX observer would provide the optimal way of detecting targets. We showed the MAX observer provides a poor fit to human data, therefore we argue that the brain probably does not make this simplifying assumption about the world. Instead, we know at the least that the brain incorporates knowledge that the distracters or background can be much more variable than targets.
Because the visual world is complex and consists of many feature dimensions, it could be the case that the brain does make certain assumptions in order to facilitate learning of new target features, or background contexts. Determining precisely what, if any, assumptions about the structure of the environment the brain does use remains to be seen.
Neural basis
Having a simple theoretical framework with which to understand visual search phenomena is appealing, however unless this theory can be realistically implemented by the brain then any theory will remain of limited use. Existing work suggests the simple 3 stage optimal observer (representation, integration and decision) can be readily implemented by the brain. In terms of representation, the probabilistic population coding interpretation of neural coding makes convincing arguments that neural tuning curves literally represent probability distributions (Pouget, Dayan, & Zemel, 2000) . For example the Gaussian representations of target and distracters (i.e. likelihoods; Figures 3a, 3c , and 3e) discussed in this paper can be implemented by neurons or groups of neurons whose neural tuning curves match the distribution of observed orientations. In terms of integration, Gold and Shadlen (2001) and Ma, Beck, Latham, and Pouget (2006) describe how neurons with such tuning curves can be used for probability and likelihood calculations. Whether the brain calculates posterior probability or log posterior odds (see Appendix A) does not affect the fit of theory to data, but further empirical investigation could shed light on neural implementation. In terms of decision, the notion that observers make decisions by a threshold mechanism upon sensory dimensions is a fundamental tenant of signal detection theory (for example Ress & Heeger, 2003) .
The emerging probabilistic account of visual search
We argue that the Bayesian approach is a natural way to formulate the problem of eye guidance in a noisy and uncertain visual environment, and there is no prior reason to believe the processes underlying visual search should change in a psychophysics setting. Probabilistic accounts of visual search processes are beginning to emerge and are both highly appealing on theoretical grounds, but also very powerful at accounting for empirical observations. For example Torralba, Oliva, Castelhano, and Henderson (2006) showed that humans infer likely locations of targets using knowledge derived from global scene composition (Oliva & Torralba, 2001) . A probabilistic account of accumulating data with internal noise within individual fixations has also been investigated (Carpenter & Williams, 1995) . Optimality in visual scanning over multiple fixations has also been examined (Najemnik & Geisler, 2005) with interesting insight into trans-saccadic memory. The optimal feature integration detailed here provides a generative account of where the 'visibility function' in the work of Najemnik and Geisler (2005) may arise from.
A key part of the developing Bayesian probabilistic account of visual search is how knowledge of target features is integrated. Palmer and colleagues first applied signal detection theory to the problem of visual search in 1993 and the approach has been fruitful in accounting for many visual search performance effects such as set size effects, conjunction searches and search asymmetries (see Verghese, 2001 , for a review). Until now this approach provided a less than satisfactory account for distracter heterogeneity manipulations; however this obstacle has been removed when realizing features are integrated optimally.
Conclusion
We developed a Bayesian optimal account of featurebased visual attention. Within this account the decision is based on a dimension of probability rather than the more usual (but suboptimal) perceptual dimension, but this alone does not tell us the actual modus operandi of humans. In order to empirically determine this, we compared predicted and human performance in a distracter heterogeneity visual search manipulation. Human performance at visual searches exceeded the maximum performance predicted by the SDT account. We take this as evidence that humans do not utilize cues according to the MAX rule. Instead, performance was better accounted for by the Bayesian optimal observer where humans evaluate the probability that each display item is the target given the feature data available: present or absent response is determined by a threshold upon this posterior probability dimension. The contribution of this paper is not so much the formulation of the optimal observer itself Shimozaki et al., 2003) , but the empirical data that supports it as a good model of the processes underlying visual search.
Appendix A
Writing the optimal observer using log posterior odds terminology can provide additional insight. In relation to the optimal observer described in the main text: step 1 is identical; step 2 involves calculating the log posterior odds rather than the posterior probability; step 3 is identical, but decision threshold applies to the log posterior odds.
The log posterior odds can be written as below, and we also know the likelihoods are Gaussians and know the priors in relation to N.
Focusing upon the log likelihood, first term on RHS of Equation A1, we can consider the case where target and distracter uncertainty is identical (A T = A D = 1) and 2 T = 2 D . The resulting log likelihood (first term in Equation A1 ) leaving just the log prior odds (second term in Equation A1 ), which is a constant log[1/(N j 1)] for a given set size. This can be compared to the flat posterior for the same situation show in Figure 3b . We also consider the more general situation where target and distracter means are different, 2 T = dV, 2 D = 0 and simplify. This results in a log likelihood of dV(u j dV/2) (also see Wickens, 2002, p. 161) which is also a linear function of the internal percept, u. The log prior odds is just a constant for a given set size, so does not affect the linearity. Because the log posterior odds is a linear function of u, then the display item with the highest internal sensory percept u will also have the highest log posterior odds. In summary, when targets and distracters are Gaussians of equal variance, then the MAX observer is equal to the optimal observer.
Considering the case of targets and distracters with unequal uncertainty (A T m A D ), the same simplification procedure of Equation A1 results in quadratic functions of u, regardless of whether the target and distracter means are equal or not. Because of this, the maximum value along the stimulus dimension u will not necessarily equate to the maximum value along the log posterior odds. Thus MAX and MAP observers result in different predictions in the case A T m A D .
European Conference of Visual Perception, Utrecht (Vincent, 2008 Because orientation is a periodic value (i.e. 0-K 360-) then technically, circular normal distributions should be used. However, because we deal with relatively low standard deviations of external noise, Gaussian distributions are entirely satisfactory.
