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Abstract
We study the problem of statistical multiplexing of cell streams which have correla-
tions at multiple time-scales. Each stream is modeled by a singularly perturbed Markov-
modulated process with some state transitions occurring much more infrequently than
others. We develop a set of large deviations results to estimate the buffer overflow prob-
abilities in various asymptotic regimes in the buffer size, rare transition probabilities and
the number of streams. Using these results, we characterize the multiplexing gain in both
the channel capacity and the buffering requirements, and highlight the impact of the
slow time-scale of the streams. It is also shown that while a recently proposed effective
bandwidth concept generalizes naturally to multiple time-scale streams in some parameter
regimes, in other regimes it breaks down and has to be replaced by better estimates.
1 Introduction
A key concept behind the emerging Asynchronous Transfer Mode (ATM) broadband in-
tegrated service networks is the efficient sharing of link capacities through statistical mul-
tiplexing of variable-rate traffic streams. Buffering is required at the network nodes to
absorb traffic fluctuations when the instantaneous rate of the aggregate incoming stream
exceeds the capacity of the outgoing link. To be able to provide quality-of-service guar-
antees to users of the network, it is necessary to estimate the cell loss probabilities due
to buffer overflows when these traffic streams interact. A better understanding of this
problem is essential for dealing with higher-level network management issues such as call
admissions, call routing, bandwidth and buffer allocation, and congestion control. The
problem is particularly challenging because the traffic streams can belong to different
classes of services with very different statistical characteristics.
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In this paper, we will focus on the simple scenario when multiple streams are multi-
plexed onto a common fixed-capacity link at a buffered switch. While this is a well-studied
problem in the literature, the novelty here is our model of the traffic streams as singularly
perturbed multiple time-scale Markov processes. The key characteristic of this class of
models is that some state transitions in the Markov chain occur much more infrequently
than others, and this allows the modeling of correlations in the traffic stream arrival rate
at different time-scales.
The motivation for considering this model is two-fold. First, experimental studies of
variable-rate compressed video traffic (eg. [NF089, SMRA89]) have demonstrated that
statistical correlations in the bit-rate typically exist at several time-scales, such as intra-
frame correlations, correlations between adjacent frames, and long-ranging correlations
associated with phenomena such as scene changes when the coder adapts to the char-
acteristics of different scenes. Second, this model enables us to study situations when
dynamics of different traffic streams occur at different time-scales. Because these net-
works will carry traffic from very different classes of services, this is expected to be a
common phenomenon.
Recently, the single-link statistical multiplexing problem has received a lot of attention.
In particular, there has been a line of work suggesting that the nature of the interaction
of the streams is such that, for a given cell loss probability p, it is possible to assign
an effective bandwidth to a traffic stream depending only on p and the statistics of the
stream, with the property that the loss probability requirement is approximately satisfied
if and only if the sum of the effective bandwidths of the incoming streams is less than the
capacity of the out-going link (Kelly [Kel91], Guerin et al. [GAN91], Gibbens and Hunt
[GH91], Elwalid and Mitra [EM93], Kesidis et al. [KWC93], Whitt [Whi93]).
While these works differ in the stochastic models for the traffic streams , they are all
essentially based on large deviations estimates of the loss probability in the asymptotic
regime of large buffers. In this sense, effective bandwidth is only an approximate notion
for finite buffers. One difficulty of applying these results in practice is that there is
little intuition regarding how large buffers have to be for the asymptotic estimates to
be accurate. A thesis of this paper is that it is crucial to take into consideration the
correlation time-scales of the streams, particularly in relation to the size of buffer. By
explicitly incorporating this information in our multiple time-scale models and in our
asymptotic estimates, we will show that while the effective bandwidth concept generalizes
naturally to multiple time-scale streams in some parameter regimes, in other regimes
it breaks down and has to be replaced by better estimates. Moreover, the correlation
time scales have a major impact on the amount of statistical multiplexing gain that can
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be achieved. Numerical work demonstrating the inaccuracy of the effective bandwidth
approximation in some regimes has also been reported in Choudhury et al. [GCW94].
Our approach is based on a set of large deviations results for the cell loss probability in
various joint asymptotic regimes in the buffer size, the correlation time-scale parameter,
and the number of traffic streams sharing the link. The results not only yield estimates
for the loss probability but, perhaps more importantly, provides insights on the typical
bursting behavior of the traffic streams that leads to the cell losses. They show that,
depending on the parameter regimes, the dynamics at the fast time-scale or at the slow
time-scale play the major role in the overflow behavior.
The paper is organized as followed. In Section 2, we review the basic large deviation
result underlying the effective bandwidth concept for single time-scale Markov-modulated
processes. In Section 3, we give a derivation of that result using martingale techniques
to clarify the role of the correlation time-scale in the accuracy of the approximation. We
introduce the multiple time-scale Markov models in Section 4, and present large deviations
results for a single multiple time-scale stream. Using these results, we obtain an expression
for the effective bandwidth of multiple time-scale streams in Section 5. In Section 6, we
obtain large deviations results for the loss probability when a large number of independent
and statistically similar multiple time-scale streams are multiplexed together, and show
that the effective bandwidth approximation can be overly conservative in this regime.
Finally, in Section 7, we apply these large deviations results to quantify the statistical
multiplexing gain in terms of both link capacity and buffer requirements. The appendices
contain the technical details of the proofs of the results in the paper.
2 Effective Bandwidth of Single Time-Scale Markov
Stream
Consider a time-slotted model with Xt being the number of cells 5 arriving at the multi-
plexer in time slot t. The multiplexer is served by a fixed-rate channel of capacity c cells
per time slot. Cells that cannot be immediately transmitted on the outgoing channel are
queued up in a buffer of size B. Excess cells arriving at a full buffer are considered lost.
We consider a Markov-modulated model for the arrival stream. Specifically let {Ht}
be a discrete-time, finite-state, irreducible, stationary Markov chain with state space S,
and let (pij) be its transition matrix. We shall call {Ht} the source state process. The
arrival stream {Xt} is modulated by the Markov chain {Ht}, such that the distribution
5 Xt could equally be the number of bits, bytes, etc.
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of Xt at time t depends only on the source state Ht at time t, and given a realization of
the chain {Ht}, the Xt's are independent. Since {Ht} is stationary, so is the cell arrival
process {Xt}. The source state Ht can be thought of as modeling the burstiness of the
stream at time t; the Markov structure models the correlation in the cell arrival statistics
over time. For stability, we assume that the average number of cells arriving per time slot
is less than the channel capacity, E(X 1) < c.
We are interested in the regime where cell loss is a rare event (of the order 10- 4 to
10-9). The effective bandwidth of the arrival stream is based on certain large deviations
approximation of the cell loss probability p(B) when the buffer size B is large. Let
gi(r) = E[exp(rXt)lHt = i] be the generating function (which we assume to exist and be
differentiable for all r) of the conditional distribution of Xt given the source state Ht = i.
Consider the matrix A(r) whose entries are aij(r) = pijgj(r), i,j E S. Since the given
chain is irreducible, the matrix A(r) is also irreducible for any r. By the Perron-Frobenius
theorem, the matrix A(r) has a largest positive simple eigenvalue p(r) (the spectral radius
of A(r)) with a strictly positive right eigenvector ik, unique up to scaling:
A(r)r, = p(r)7jr (2.1)
It can be shown (see for example [DZ92]) that the log spectral radius function A(r)-
log p(r) is convex and differentiable for all r E R, and that A(O) = 0 and A'(0) = E(X1 ).
It follows that if E(X1) < c, then the equation
A(r) - cr = 0
has a unique positive root r* > 0. 6 The key result underlying the effective bandwidth
concept is that in the asymptotic regime of large buffer sizes, the loss probability decays
exponentially with B, with the exponent given by r*; i.e.,
lim -log p(B) = r* (2.2)
B-Boo B
Less formally, this result means that for large buffer size B, the loss probability is ap-
proximately:
p(B) - exp(-r*B) (2.3)
The result (2.2) is essentially a consequence of a more general theorem of de Veciana
and Walrand [dVW93], which makes precise a more heuristic argument presented earlier
by Kesidis,Walrand and Chang [KWC93]. A similar large deviations result was proved
6 We take r* = oo when there are no roots. This only happens in the uninteresting case when the
overflow probability is 0.
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by Dembo and Karlin [DK91] but in a slightly different setting. Analogous results for
continuous-time Markov fluid models were obtained by Gibbens and Hunt [GH91] and by
Elwalid and Mitra [EM93] via spectral expansions.
Now consider the situation when the channel is shared by N independent Markov
modulated streams with possibly different statistics. Let Aj be the log spectral radius
function of the jth stream, as defined earlier. Note that the aggregate arrival stream
is also a Markov-modulated process, and by direct computation, its log spectral radius
function is simply E N Aj. Using result (2.2) and the convexity of the log spectral radius
function, we see that if the loss probability requirement is such that for some prescribed
6 > 0, the loss probability satisfies:
lim -logp(B) < -6
B- oo B
then a necessary and sufficient condition for meeting this requirement is that
N
Aj(5) - c5 < 0
j=1
Hence, one can assign an effective bandwidth
ej (6)- A (6) (2.4)
to each stream, and the loss probability requirement is satisfied iff Ej ej(6) < c.
3 How Large is Large?
The validity of the effective bandwidth formula (2.4) depends critically on the accuracy of
the large deviations approximation (2.3) of the loss probability. It is imperative therefore
to have a better understanding of what the assumption of "large buffers" really means
in terms of the statistics of the arrival stream (i.e., large with respect to what?). This
is not only helpful in having a better sense of when this effective bandwidth formula is
applicable in practice, but also motivates the multiple time-scale models to be introduced
in the sequel. Here, we will use martingale techniques to shed some insight on this issue.
Let us first consider the simplest case where the time-slotted arrival stream {Xt} is
an i.i.d. process. Using a reasonably standard reduction by means of renewal theory
(see for example [PW89]), the cell loss probability in this case can be well approximated
by the probability that, starting from an empty buffer, the buffer becomes full before
emptying it out again. This is a barrier-hitting probability for the negative-drift random
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walk So = 0, St = ,t=,(X, - c), and can be analysed using Wald's martingale Mt(r) =
exp{rSt- t(A(r) - cr)}, where A(r) = log E[exp(rX1)] is the log moment generating
function of the number of cells arriving per time slot. (For details on this approach, see
for example [Ros83].) Defining the stopping time T = min{t > 1 : St > B or St < 0}, and
applying the optional stopping theorem 7 on the martingale Mt(r*) (where A(r*) - cr*
0, r* > 0), we get
E[exp(r*ST)] = (3.5)
(This is also known as Wald's Identity.) Note that when the random walk {St} first hits a
barrier, there may be overshoots. However, if we make the assumption that the overshoots
are small compared to the buffer size, then eqn. (3.5) implies that
P(ST > B) exp(-r*B)
Thus in this i.i.d case, one should expect the large deviations loss probability approxima-
tion (2.3) to be accurate when the fluctuations of the net number of cell arrivals per time
slot are small relative to the buffer size B. Using the martingale approach, one can also
show that, conditional on filling the buffer before emptying out again, the expected time
to fill the buffer starting from an empty buffer is proportional to the size of the buffer
[Ros83].
For the general case when the arrival process is modulated by a Markov chain {Ht}
with log spectral radius function A(r), we can use a martingale generalized from Wald's
martingale in the i.i.d. case:
iM(r) - exp{rSt - t(A(r) - cr)} r (Ht) (3.6)
Cr),(Ho)
where Or/ is a right eigenvector defined in Eqn. (2.1). A more insightful approach, however,
is to essentially transform the problem back to the i.i.d. case by imposing a regenerative
structure on the process {St}. (This approach is used by Ney and Nummelin [NN87] in
their study of general large deviations properties of Markov additive processes.) Specif-
ically, let To = 0 and Ti (i > 1) be the ith time the chain {Ht} returns to the state Ho.
Define Yo = 0, Yi = S i - S~, -c(ri - Tr-1) for i > 1. Note that {Yt} is an i.i.d. process,
and if we define a stopping time T as the smallest i such that ri occurs after the first
barrier crossing, then
E[exp(ryST)] = 1
7The optional stopping theorem says that under appropriate regularity condition, E(MT) = E(Mo)
for any martingale {Mt} and random stopping time T. If Mt is interpreted as a gambler's fortune after
the tth game, this essentially says that one cannot win in a sequence of fair games without looking ahead.
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where ry is the unique positive root of the equation Ay(r) = 0, Ay(r) - log E[exp(rYi)].
The parameter ry can be expressed in terms of the statistics of the original Markov-
modulated process. It can be shown that the optional stopping theorem is also applicable
to the martingale Mt in (3.6) and the return time r1 . This yields:
E[exp{rY1 - 7 (A(r) - cr) }] = 1
Hence the unique positive root r* of the equation A(r) - cr = 0 also satisfies the equation
Ay(r) = log E[exp(rYi)] = 0. By the uniqueness of ry, this implies that ry is in fact the
unique positive root of the equation A(r) - rc = 0.
Hence we can re-interpret the estimate (2.3) of the loss probability for Markov-
modulated arrivals as that of the loss probability of the embedded i.i.d. arrival process
{S~+i - Si,} with a channel of varying capacity {(Ti+i - ri)c}. In this sense, the large
deviations behavior underlying the result for Markov-modulated arrivals is qualitatively
not too different from the large deviations behavior for i.i.d. arrivals. In the regime where
one can expect the estimate to be accurate, the typical route to buffer overflow would be
through a large number of regeneration epochs (proportional to the size of the buffer),
with the overshoot small compared to the buffer size. Here, the overshoot is the net num-
ber of cells that arrive in the period between the time the buffer first overflows and the
next regeneration epoch. (See Figure 1.) This holds when the fluctuations in the number
of cells arrived in a regeneration period is small compared to the buffer size. When the
calculations are done using the martingale (3.6), the term involving the right eigenvector
accounts for this overshoot.
4 Large Deviations of Multiple Time-Scale Markov
Streams
When the traffic stream has only fast time-scale correlation, the time it takes to return
to any one source state is small, and the above qualitative picture for the large deviations
behavior holds rather accurately. On the other hand, when the stream has slow time-scale
dynamics as well, the qualitative picture is not so appropriate since the regeneration time
has a much wider fluctuation. Thus, the large deviations approximation may not be jus-
tified. In the next few sections, we will explicitly model the multiple time-scale dynamics
and derive a set of large deviations results for this model, together with qualitative pictures
of the typical manner in which buffer overflows occur in the multiple time-scale setting.
These large deviations results will form a basis for understanding bandwidth and buffer
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Figure 1: Regenerative structure and overflow path.
allocation issues for multiple time-scale streams, as well as the statistical multiplexing
gain achievable. We will discuss these issues in Section 7.
As before, the traffic stream is modeled by a stationary Markov-modulated process
(Ht, Xt), with the underlying Markov chain having a finite state space S. The multi-
ple time-scale aspect is modeled by imposing an asymptotic structure on the underlying
Markov chain. Specifically, we index the process by a small parameter a and let (pij(a))
be the transition matrix of the modulating chain, where the transition probabilities are
assumed to be differentiable functions of the parameter a. For a Z 0, the Markov chain is
irreducible. As a -O 0, the probabilities of some of the transitions go to zero. These are the
rare transitions which govern the slow time-scale dynamics. Let R7 = {(i,j): pij(O) = 0}
be the set of such rare transitions. When a = 0, the chain is decomposed into K ir-
reducible component sub-chains with state spaces S1,S 2 ,...,SK. They model the fast
time-scale dynamics in the different regimes of the source. Thus, for a > 0 but small, the
source would typically spend a long time in a sub-chain, and then occasionally jump to a
different sub-chain through a transition in 7Z.
This multiple time-scale model is similar to the singular-perturbed or c-decomposable
Markov models (see for example [Cou77]), although here there is no restriction that the
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rare transition probabilities must be integral powers of a.
We introduce the asymptotic structure on the rare transition probabilities to model
the fact that the process remains in each sub-chain for a long time before switching to
another sub-chain. However, we assume that the process spends a significant fraction
of time in each sub-chain. More precisely, for each cka O, let l7rc be the steady-state
distribution of the entire ergodic chain. We make the assumption that for each sub-chain
k,
lim 1c (Sk) -r (Sk) > Oy--+0
Also, let pui _ E[XtlHt = i] be the average arrival rate (per time slot) when the chain is in
state i, and let fk = -ieSk -(i) be the average arrival rate (per time slot) conditional
on being in sub-chain k (in the limit as a -* 0). For brevity, we will refer to fik as the
average rate of sub-chain k.
We also assume that the transition probabilities within each sub-chain remain fixed,
independent of a. More formally, for all 1 < k < K and for all i, j E Sk, the probability
of a transition from state i to j conditional on the process staying within sub-chain k,
Pij(a)
Pijlk (C) _-
Pijk(a) sESk Pis(>a)
is fixed independent of a. s
For the kth fast sub-chain of the stream, we can compute the spectral radius function
pk(r), and the log spectral radius function Ak(r) log pk(r), of the matrix
Ak(r) - (Pijlkgi(r)) {ijES, (4.7)
where gi(r) _ E(exp(rX )IH = i).
Also, let [ )...i( l) be a (positive) right eigenvector of the matrix Ak(r)
corresponding to the eigenvalue pk(r).
We define:
Pmax(r) = max pk(r), Amax(r)-- max Ak(r).l<k<K l<k<K
We are interested in obtaining estimates of the loss probability in the regime where
the buffer size is large with respect to the fast time-scale dynamics, but not necessarily
with respect to the slow time-scale dynamics. To capture this mathematically, we take
8 This assumption is not necessary, and in general all our asymptotic results can instead be expressed
in terms of the limiting conditional probabilities (as a - 0). The assumption simplifies the notations in
the paper.
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the joint limit as both the buffer size B becomes large and the slow time-scale parameter
c goes to zero. 9
We use a combination of martingale techniques and large deviations theory to obtain
our results. The main result we need from large deviations theory is the Giirtner-Ellis
Theorem. Here is a special case which suffices for our purposes. For a proof of the general
result, see [DZ92].
Theorem 4.1 Let Z 1, Z 2 ,. .. be a sequence of real-valued random variables, possibly de-
pendent, and define for each n,
As(r) - log E[exp(rnZ,)]
n
Suppose that the Z, 's have asymptotically the same mean, lim.,, E(Z) = -f, and the
asymptotic log moment generating function, defined as A(r) _ lim O,, An(r), exists and
is differentiable for all r. Then for all / > p,
lim -logP(Z. > A) = -A*([t)
n---+oo 
where A* is the Legendre transform of A, defined by:
A*(/1) _ sup[pr - A(r)] (4.8)
r>O
In the main case of interest, the random variables Zn's are given by Zn = E 1t=l Xt,
where {Xt} is a Markov-modulated process. It can be shown that in this case, the
asymptotic log moment generating function is in fact equal to the log spectral radius
function [DZ92]:
1 ~n
lim log E[exp(r E Xt)] = log p(r) (4.9)
n--*oo /% t=l
where p(r) is the spectral radius function for the process {Xt}.
The following is the first major result of the section.
Theorem 4.2 Suppose the multiple time-scale stream {Xt} is served by a channel of
constant rate c, and let B be the buffer size. If the average rate ik of each sub-chain is
less than c, then the steady-state loss probability p(B, ca) in the regime of large buffers B
and small a is 10:
lim log p(B, a) =-r*
B--o,C---0 B
9 From now on, we will denote the loss probability by p(B, or) to emphasize its dependence on the slow
time-scale parameter a.
10 Note that the limit for the loss probability is independent of the relative rates of approach of B and
ca to their respective limits.
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where r* is the unique positive root of
Amax(r) - rc = O
Alternatively, r* = min{r*,. .. , r}, where r* is the unique positive root of Ak(r) - rc = 0
That the two characterizations of r* are equivalent follows from the convexity of the
functions Ak's.
We have seen that if the stream is a single time-scale Markov-modulated process with
log spectral radius function A(r), then the exponent for the loss probability is just the
positive root of the equation A(r) - rc = 0. Hence, Theorem 4.2 is a generalization
of this result to multiple time-scale processes. The theorem essentially says that the
loss probability is determined by the "worst" sub-chain, the one with the largest loss
probability when regarded as a single time-scale process. Note that maxk Ak(r) is also a
convex function, we can view this as a generalized log spectral radius function.
Due to space limitations, we will only sketch the main ideas of the proof of this and
other results in this paper. Refer to the appendices for the technical details.
Sketch of Proof.
Uppper Bound: Suppose the system is in steady-state. Let / > 0. We first upper
bound the probability of the event E: that a cell arrives at a full buffer at time 0 and the
buffer was last empty at time -3B. A necessary condition for this event to happen is
that more than PBc + B cells have arrived in the time interval [-fB, 0]. Let N, be the
number of rare transitions (jumps from one sub-chain to another) in this time interval.
We show that with high probability, Nt = o(B) 1, and that when there are that few
transitions, we can get a good large deviations upper bound on p'(E,). Specifically,
0
P(EO) < P( E (Xt-c) B)
t=-j3B
0
< P( E (Xt-c) > B & N < m)+P(N > m) (4.10)
t=-P3B
for any m < fiB. It can be shown that:
P(where > m) ( d(e as 0. This follows from astandard
where d(a) r maxiEs Z(i~j)eZ pij (a) and d(a) -4 0 as a -* 0. This follows from a standard
combinatorial bound on the sum of Bernoulli random variables and a coupling argument.
1la, = o(b,) if lim,,oo - = 0
We can upper bound the second term in (4.10) using Chernoff's bound: for any r > 0,
0 0
7P( E ((t - c) > B & No < m) < E exp{r E (Xt - c)} exp{-rB}
t=-3B t=-PB
where 1A is the characteristic function on a set A. To bound the expectation term above,
consider first the simple case when each sub-chain has only one state (i.e. an i.i.d. process).
Then, since conditional on each source state sequence, {Xt} is an i.i.d. process,
0
E exp{r E (Xt-c)} I{N <m}] < mkaxgk(r)exp{-cr}
t=-OB [
where gk is the generating function of the kth sub-chain. To tackle the general case
when each sub-chain has multiple states, we use use the idea discussed in Section 3
on the reduction of Markov-modulated processes to i.i.d. processes using regenerative
constructions. Specifically, if it were true that for each sub-chain k, there is a state sk
such that the process always enters and leaves the sub-chain through sk, then we can just
"sample" the process at the time instants it is in one of the sl, s2,..., sK, and we are
essentially back in the case when each sub-chain has a single state with corresponding
generating function pi(O). However, if the process enters and leaves a sub-chain in different
states, then we have to introduce a "correction term" each time this happens, analogous
to the overshoot term described earlier. One can implement this idea by making use of
martingales of the type (3.6), and it can be shown that
E [exp{r E (Xt - c)}I{N<m} < [maxpk(r)expxp{-cr}) h(r)m +l
where h(r) > 0 is an upper bound on the overshoot terms (h(r) can be obtained terms of
the components of the right eigenvectors corresponding to the spectral radius functions
of the sub-chains.) Putting all this together in (4.10), we have:
P(Ef) < pmax(r) 3Bh(r)m+l exp{-rB(1 + cfl)} + (Bd(a)e)
where pmax(r) = maxk p(r). One can choose m as a function of B and a such that as
B -- oc and a -t 0, limB ,,,,O m(B,) = 0 and the second term above goes to zero faster
than exponentially in B. Hence,
lim sup -log P(E1) < Ama,(r) - r(1 + co)
B-0oo,-o0 B
Optimizing over all r > 0 to get the tightest bound, we get:
limsup Ilog P(E,) < -/A*ax(C+ )
B--00,ca--+0 B1
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Amax(F) - cr
A* .. (c + 3) r
tangent of slope ,
Figure 2: Geometric interpretation of optimization problem.
where A*ax is the Legendre transform of Amax as defined in eqn. (4.8). Note that the loss
probability p(B, a) is equal to P(Ue>oEa). It can be shown, using techniques similar to
those in [dVW93] and [CW93], that in the large deviations regime,
1 1 1
lim sup -log p(B, a) = sup lim sup log P(Ep) < - inf /3Aax(c +-) (4.11)
B- ooa-o0 B p3>0 B-+oo,cx-O B 3>o 0
This is essentially an example of Laplace's principle, that the probability of a rare event
is of the same order of magnitude as the probability of the most likely way that the rare
event can happen. The optimization problem in (4.11) has a nice geometric interpretation
(see Figure 2); solving it gives
lim sup log p(B, c) <r* Amax(r*) - cr* = 0
B---oo,--0O B
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Lower Bound: Fix 3 >_ 0. A sufficient condition for cells to be lost some time during
the interval t[-iB, 0] is Et=_B+l(Xt - c) > B Now,
p(B, c) > 'P( cells are lost during the interval[-f3B, 0]) (union bound)
OB
1
> -P( Z (Xt-c)>B) (4.12)
-fB t=-/B+1
The probability of the event Fk that the stream stays in the same sub-chain k through-
out the interval [-/3B, 0] is at least 7r(Sk)(1 - d(a)) zB Hence, for each k,
tP( E (Xt - c) > B) > 7r(Sk)(1 - d(ca))B v ( (Xt - c) > B IFk (4.13)
Pt=-,3B+1 t=-PB+l1
This second probability can be estimated by the Gartner-Ellis Theorem, applied to a
Markov-modulated process corresponding to sub-chain k:
im- log (t=B 1 (Xt - c) > BIFk) = -OA;(c + )
B-oo B + k
Using this in (4.13) and since as ca -- 0 and B --+ oo, d(a) -- 0 and the term (1 - d(a))1B
does not go to zero as fast as exponentially in B, we get:
liminf log p(B, a) > -iA*(c + a)
B-,C+--aO B k
But this holds for all d > 0 and for all sub-chains,
lim inf log p(B, c) > - min inf Ak(c + ) = -min r
B-oo,ce-O B k 3>0o k 
The above proof provides not only an estimate of the loss probability but also the
typical way that the buffer gets filled. First, the stream enters the sub-chain with the
smallest root r; (slow time-scale dynamics). Then, starting from an empty buffer, the
buffer gets filled due to a burst of arrivals while the stream remains in that sub-chain (fast
time-scale dynamics). Hence, the above result implies a clean separation of time-scales in
the typical way of overflowing the buffer.
Such separation of time-scale phenomenon needs not hold in all large deviations rare
events associated with multiple time-scale processes. See [Tse94] for an example in which
there is a tight coupling between the slow and fast time-scale dynamics in the typical way
leading to the rare event.
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Theorem 4.2 covers only the case when the average rates of all the sub-chains are less
than the channel capacity. We now turn to the case when some of the sub-chains have
average rates greater than the channel capacity.
In this case, the situation depends critically on the relationship between the slow
time-scale and the buffer size. Specifically, if pij(a)B - 0 for all rare transitions (i,j),
then the probability of cell loss is significant while the traffic stream is in a sub-chain with
average rate greater than the channel rate. This is because with high probability, the time
the stream spends in that sub-chain (proportional to the reciprocal of the rare transition
probabilities) will be larger than the time it takes to fill the buffer with the average rate
of the sub-chain (proportional to the buffer size). On the other hand, if pij(a)B >> 0 for
all rare transitions (i,j), then the buffer is large with respect to the slow time scale. In
this regime, the loss probability can still be made small, as long as the overall average rate
of the stream is less than the channel capacity. Intuitively, the expected time to fill the
buffer in this regime is proportional to the buffer size, so that there is still sufficient time
to average between the high-rate and low-rate sub-chains in the path leading to buffer
overflow.
The situation in the first regime is made precise by the following theorem.
Theorem 4.3 Suppose there is a sub-chain k whose average rate Pk is greater than the
channel capacity c. Then
lim inf p(B, a) > 0{pjaB B-oo )
pij(c)B O- 0 V(i,j) E 
To derive an estimate for the loss probability in the regime where pij(a)B >> 0 , we
need to make a regularity assumption on the rare transition probabilities. We assume that
the probabilities of all the rare transitions are linear in the parameter a, so that they are
of the same order of magnitude. We are interested in the regime where the product aB is
large. The key result is that in this regime, the loss probability can be well approximated
by the situation when the arrival process is a certain continuous-time, continuous-space
Markov fluid and when the buffer size is scaled to be aB. The states of the Markov fluid
are obtained by appropriately averaging the sub-chains of the original multiple time-scale
process. The fast time-scale dynamics of the individual sub-chains are irrelevant, and the
slow time-scale dynamics essentially take on the role of the fast time-scale dynamics in
the scaled picture.
Recall that 7r is the steady-state distribution of the entire modulating chain, and Pk
is the average rate of sub-chain k.
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Theorem 4.4 Assume that the overall average arrival rate (per time-slot) of the multiple
time-scale stream is less than the channel rate c, but at least one of the fLk 's is greater
than c. Then the loss probability in the asymptotic regime of small a and large caB is
given by:
lim log p(B, c) = -r
ce--O,caBoo aB 
where r* is the unique positive root of the equation Af(r) - rc = 0 and Af(r) is the largest
eigenvalue of the matrix Q + rM, where
Q- [r(i)pij(O ,) M -_ diag(,i2,..., i K).
LiESk,JESI k,l=l,...K
(p'j(O) is the derivative of pi-j(a) with respect to ac evaluated at ac = 0.)
The exponent r* is the same as the large deviations exponent of the loss probability
when the buffer size is aB and the arrival stream is a continuous-time Markov fluid with
infinitesimal generator Q and rate matrix M ([EM93, GH91]). This result shows that
the fluid model is appropriate for estimating the large deviations loss probability when
the sojourn time in one source state is long compared to the fluctuations of the arrival
process about its drift, but small compared to the buffer size. (This is essentially a result
on the robustness of the idealized Markov fluid model. While it is quite obvious that the
Markov fluid model would be rather robust with respect to average quantities such as
average delays or average buffer occupancy, it is not a priori clear that it is also robust
with respect to small large deviations probabilities of rare events such as buffer overflow.)
We note that although the loss probability goes to zero in this asymptotic regime,
it only goes to zero exponentially in the product aB, whereas in the regime where the
average rates of all sub-chains are less than the channel capacity, the loss probability goes
to zero exponentially in the buffer size B.
Sketch of Proof. As in the proof of Theorem 4.2, one can show that the loss probability
can be estimated by first fixing a / > 0 and estimating P(E°=_B(Xt - c) > B), and
then maximize over all / (a la Laplace's Principle). We estimate this former probability
by applying the Gartner-Ellis Theorem to an appropriately scaled process. Specifically,
0 1 0 1
Pt( (Xt -c) > B) = 7( E Xt > c + ) (4.14)
t=-/3B a0 t=-3B I
Define n -_ caB and Zn B Et=-B cXt. To apply the Gartner-Ellis Theorem to
estimate (4.14), we compute the asymptotic log moment generating function and find that
lim -log E[exp(rnZ,)] = Af(r).
-+0,n--oo n
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To show this, we make use of the martingale (3.6) to convert the problem into that of
computing limits of the spectral radii and right eigenvectors of irreducible matrices, and
then use perturbation techniques together with the properties of the spectral radius of
irreducible matrices to compute the limit. Since Af is differentiable for all r,
lim logP(Z, > c +) -Af(c +-)
o---0,n -- oon f
Optimizing over / > 0 gives us the desired result. E
5 Effective Bandwidth for Multiple Time-Scale Streams
Let us now consider the multiplexing of N independent multiple time-scale Markov-
modulated streams. Suppose the jth stream has KIj sub-chains, with log spectral radius
functions Ajk, k = 1,..., Kj. Let Aj,max=- maXkAjk be the generalized spectral radius
function of stream j. It can be seen that the superposition of these streams is also a mul-
tiple time-scale Markov-modulated stream, and its generalized spectral radius function is
fj-=1 Aj,max
One can derive an expression for the effective bandwidth of multiple time-scale streams,
in analogy to the formula (2.4) for single time-scale streams. As before, suppose the
requirement on the loss probability is such that
lim Blogp(B) < -S.
B--oo B
It follows from the results of the previous section and the convexity of E 1 Amax(r)-rc
that this requirement is satisfied if and only if
Aj, () < c
j= 
Thus, one can assign an effective bandwidth
e3 (5)- Ajmax(6)ej (6)
to the jth stream such that the loss probability requirement is satisfied if and only if
the sum of the effective bandwidths of the streams does not exceed the shared capacity
of the out-going link. Rewriting this in terms of the log spectral radius functions of the
sub-chains of the j th stream, we obtain
ej () = max k() (5.15)
-1k<K, S
Thus, the effective bandwidth of a multiple time-scale source is the maximum of the effec-
tive bandwidths of its component sub-chains when regarded as single time-scale streams.
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6 Multiplexing of Large Number of Streams
The effective bandwidth formula (5.15) for multiple time-scale streams is based on the
large deviations estimate of the loss probability in Theorem 4.2. The qualitative picture
for the typical overflow path associated with this estimate is that, first, the streams enter
into a certain worst-case combination of sub-chains and, second, there is an unlikely burst
of cell arrivals to fill the buffer while the streams remain in this combination of sub-chains.
The asymptotic estimate is essentially an estimate of the probability of the second event
while ignoring the probability that the streams are in that worst-case combination of
sub-chains. This is because for a fixed number of streams and fixed steady-state statistics
of the streams, this latter probability is constant and therefore gets washed out in the
asymptotics of large buffers. However, if the number of streams is large and their statistics
are similar, this probability of being in the worst-case combination may in fact be very
small and should not be neglected in approximating the loss probability. We will look at
the joint asymptotic regime where there are many streams, in addition to a large buffer
and rare transition probabilities, and derive better estimates of the loss probability which
in turn yields a formula for the effective bandwidth less conservative than (5.15).
As a base case for comparison, consider first the problem of approximating the loss
probability when a large number of statistically identical and independent single (fast)
time-scale streams are multiplexed together. Each stream {XUi)}(j = 1,2,...,N) is a
stationary Markov-modulated process.Let A(r) be the (common) spectral radius function,
and Pi be the steady-state average cell arrival rate for each stream. Let Nc and NB be the
capacity of the out-going link and the buffer size respectively, scaled so that the capacity
and buffer per incoming stream remains fixed. Let p(B, N) be the loss probability, as
a function of both the buffer size and the number of streams. We are interested in the
asymptotic regime where both the number of streams N and the buffer per stream are
large.
Theorem 6.1 If c > fi then the loss probability plo 3S(B, N) decays exponentially with the
product NB, with the exponent given by
lim log p(B, N) = -r*,
B--+oo,N--+oo N B
where r* is the unique positive root of the equation A(r) - rc = 0
The above result says that if the channel capacity is linearly scaled as the number of
streams N increases, the exponential rate of decrease of the loss probability in the total
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buffer size (NB) can be kept fixed at r*. This means that the effective bandwidth of fast
time-scale streams remains additive even when a large number of them are multiplexed
together. There is also no qualitative change in the typical behavior leading to cell loss as
the number of streams increase. Namely, typical losses are due to simultaneous bursting
of all the streams, each bursting at a rate equal to that leading to typical cell losses in
the case when the stream is served alone by a channel of capacity c.
The situation is more interesting when a large number of multiple time-scale streams
are multiplexed together. Suppose now each stream consists of K sub-chains between
which there are rare transitions in the set IZ. Let Al(r),..., AK(r) and F1,..., PK be
the log spectral radius functions and the average rates of the sub-chains respectively, and
let ji be the overall average rate of each stream. Also, let ql,..., qK be the steady-state
probabilities that the stream is in each of the sub-chains, in the limit of small ca.
We focus on the situation when the slow time-scale is long compared to the buffer size.
Recall the corresponding situation for a single stream using a dedicated channel. Theorem
4.3 basically says that when the slow time-scale is long compared to the buffer size, it
(the maximum of the average rates of the sub-chains) cannot be greater than the channel
capacity if the buffer fullness probability is to be small. However, when we multiplex a
large number of sources, the situation is different. We will show that if the number of
streams are large, then one can satisfy a small loss probability requirement even with a
channel capacity per stream less than ft.
Let Y be a random variable which takes on value fk with probability qk, k = 1,..., K.
Let Ay (r) be the log moment generating function of Y. We have the following result.
Theorem 6.2 1) If At > c > If then the loss probability decays exponentially with N,
lim -logp(B, N, a) =-A*(c).
N -- oo, B 0 oo N
pij(ca)B --* 0, (i,j) E R7
2)If c > At, then the loss probability decays exponentially with the product ND, with
exponent given by
lim log p(B, N, a) = -r*
N - oo, B - N B
a --+ O
where r* is the unique positive root of Amax(r) - rc = 0.
Recall that the effective bandwidth formula for multiple time-scale streams assigns a
bandwidth corresponding to the maximum of the effective bandwidths of the sub-chains
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of a stream, and this bandwidth is at least A,. The additive of the effective bandwidth
means that it predicts a required bandwidth of at least Nii for the aggregate stream.
The previous theorem however says that one can in fact get by with a bandwidth of
less than NA, if the number of streams is sufficiently large. Hence, effective bandwidth
of multiple time-scale streams is actually sub-additive as the number of streams become
large. This is the fundamental difference between multiplexing of fast time-scale streams
and multiplexing of streams with a slow time-scale component.
In the first case of Theorem 6.2, the loss probability is approximated by the Chernoff's
estimate for the probability P( 1 i, > Nc), where Y1,..., YN are i.i.d. copies of Y. In
this case, the typical behavior leading to cell losses is no longer entering into a certain
worst-case combination of sub-chains and then bursting at unusually high cell arrival rates
while staying in that worst-case combination. Rather, the typical behavior leading to cell
losses is entering into combinations of sub-chains such that the total average cell arrival
rate is greater than the capacity of the out-going link. Once such a combination is entered
upon, cell losses will likely occur because the time spent in this combination will with
high probability be significantly longer than the time it takes to fill the buffer. Thus,
in this case, the fast time-scale dynamics have little role to play in the typical behavior
leading to cell losses. Also, the cell loss probability is approximately the same as that for
an unbuffered multiplexing system, as derived by Hui [Hui88].
Sketch of Proof. To show the upper bound, we decompose each arrival stream into a
superposition of fast and slow time-scale components. For each stream j, let Gj) be the
index of the sub-chain that stream j is in at time t. Fix e > 0 and define processes:
u -xG - - + - )- -HG(j) - Vt(j) -G('J) +
Using an argument based on the union bound, it can be shown that:
p(B, N, a) < P(Wt > NB) + P(WV' > 0) (6.16)
where {WU'} and { WtV} are stationary processes satisfying
N N
Wt?+1- = (WtU + E Ut)+, Wt/+l = (Wt + E VtJ - Nc)+
j=1 j=1
Wtv is the queue length process when the fast-time scale component is removed from the
original stream (the slow system). WtU is the queue length process of a fictitious system
with arrival process consists of only the fast time-scale component of the original stream
but the channel has capacity 0 (but note that the number of "arrivals" in a time slot can
be negative!).
20
Using techniques similar to the proof of Theorem (4.2), one can show that:
lim log P(Wt > NB) = -r
N -- oo, B -- o N
where re is the unique positive root of maxl<k<K[Ak(r) - Fkr] - Er = 0.
Consider now the second term. Using Little's Law, one can relate the probability
that the slow system is busy to the probability that the instantaneous arrival rate of the
slow system is greater than the channel capacity, which can then be estimated by the
Chernoff's bound. It can be shown that:
lim sup logP(WV' > 0) < -A, (c- 26)
N -x-+ o, B -* oo
Thus the first term decays exponentially in the product ND and hence is negligible
compared to the upper bound for the second term. hence,
1
lim sup log p(B, N, a) < -A (c - 26)
N - oo, B - oo
a --+ O
Taking c -e 0 gives us the desired upper bound.
To show the lower bound, one argues that as long as the arrival streams enter into a
combination of sub-chains such that the total average rates of the sub-chains is greater
than the channel capacity, then with high probability there will be cell losses. This is
because the slow time-scale is significantly longer than the time-scale dictated by the
buffer size. Hence, the loss probability is essentially lower bounded by the steady-state
probability that the instantaneous total average rate of the sub-chains exceeds the chan-
nel capacity, and it is fairly standard to estimate this probability using large deviations
techniques. []
7 Statistical Multiplexing Gain: Bandwidth and Buffer
Requirements
Here, we will look into the effect of the presence of a slow time-scale on the gain achievable
by multiplexing a large number of independent and statistically identical Markov streams.
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We will evaluate the gain in terms of both bandwidth and the buffering required for
the same loss probability. Specifically, given the total available buffer space, how much
bandwidth can one save by multiplexing rather than allocating a dedicated channel and
buffer to each stream? And given the same total channel capacity, how much buffering
can be saved by using a shared buffer and channel?
Suppose p is the desired loss probability. First let us fixed the amount of buffer to be
B cells per stream. For single fast time-scale streams with log spectral radius function A,
Theorem 6.1 tells us that the channel capacity per stream we need if the N streams are
multiplexed and share a buffer of size NB is approximately:
Cm(p,B, N) NB loP)
- logp NB
If each stream is given a dedicated buffer of size B and a dedicated channel, then the
capacity of the dedicated channel needed to achieve the same loss probability is
Cd(p, B) - logB ( 
_1og p B
It can be seen that since A(O) = 0 and A(r) is increasing and convex for r > 0 (the mean
rate of the stream being positive), there is always a multiplexing gain. (See Figure 3.) As
N --+ C, ,(p, B, N) approaches the mean arrival rate of each stream.
Consider now the analogous calculations for independent and statistically identical
multiple time-scale streams, whose slow time-scale is significantly longer than the time-
scale dictated by the buffer. Let A1 ,A 2 ,...,AK be the log spectral radius functions of
the sub-chains of a stream. Using Theorem 4.2, one can compute the channel capacity
required per stream in the dedicated scenario:
B Alogp
cd(p, B)= -- max Ak( log p k B
In the multiplex scenario, one can use Theorem 6.2 to compute the channel capacity
required per stream:
c,(p, B, N) = (A)-(
As N 0 o, cm(p, B, N) approaches the mean rate of each stream. Figure 4 shows
Cd(p, B), cm(p, B, N) and also the capacity requirement Ceff(P, B, N) predicted by the
effective bandwidth formula (5.15). It can be seen that the latter is overly conservative
for large N.
The differences between multiplexing of fast time-scale streams and multiplexing of
multiple time-scale streams become more striking when one looks at the gain in the
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A(- _O-P)
-loop rNA( B )
- log P --UoP rNB B
Figure 3: Graphical illustration of multiplexing gain.
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capacity per
user
Cd(p, B)
Ceff (p, B. N)
cm (p, B, N)
N=I N
Figure 4: Channel capacity requirements for given loss probability p and buffer size B
per stream.
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amount of buffering required for a given capacity c per stream. Consider first the multi-
plexing of fast time-scale streams. Using Theorem 6.1, it can be seen that if B is the size
of the buffer for each stream in the dedicated channel scenario, the amount of buffering
needed in a shared buffer would also be approximately B to achieve the same loss prob-
ability. This means there is a multiplexing gain of a factor of N in the buffering needed
per stream.
Consider now the case of multiplexing of multiple time-scale streams, where the chan-
nel capacity allocated per stream c is less than A, the maximum of the average rates of
the sub-chains, but greater than If, the average rate of the entire stream. In the situation
when each stream has a dedicated channel of capacity c, it follows from Theorems 4.3 and
4.4 that to have small loss probability, one needs caB to be large (a is the order of the
rare transition probabilities) so that the buffer can absorb the slow time-scale variation in
the traffic intensity. Specifically, to satisfy a loss probability requirement of p, Theorem
4.4 says that we need a buffer of size approximately
-log pBd(p, a) loa
where r} can be computed from the statistics of the stream and the channel capacity, but
is independent of the slow time-scale parameter a. On the other hand, if the streams are
multiplexed together then we need approximately N = iogp streams and a shared buffer
of size NBm to achieve a loss probability of p, as long as B, is large enough to absorb
the fast time-scale fluctuations of an individual stream. We note that in this multiplex
scenario, both the number of streams and the buffering per stream needed to achieve the
required loss probability is independent of the slow time-scale parameter a. This means
that if a is very small, the multiplexing gain in terms of buffering is very significant, of
the order of , compared to the multiplexing gain of - for fast time-scale streams.
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APPENDICES
In the followings appendices we give the technical details of the proofs of the theorems
of the paper.
A Proof of Theorem 4.2
We need the following lemmas which bound the probability of having too many rare
transitions of the Markov chain within a time period.
Lemma A.1 For n, i > 0,
(a) n(e)
Proof. Use Stirling's formula. E
Lemma A.2 Let NT be the number of rare transitions the modulating Markov chain
makes in the time interval [1, T]. Then for m > 0,
P(NT > m) < Td(a)e
where
d(a) max Z: pi -(a)
iE$ (i,j)ERZ
Proof.
Define {Yt} to be a process such that Yt = 1 when there is a rare transition of the
Markov chain at time t and Yt = 0 otherwise. Consider another process {Yt} which is
i.i.d. with 'P(Yt = 1) = d(a) and P(Yt = 0) = 1 - d(ac). By a coupling argument, one can
show that the process {Yt} is stochastically dominated by {Yt}, so that
T
t=l
T
< P( t > m)
t=l
(T )d(a) m (union bound)
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< (Te) d(a) m by Lemma A.1
Proof of Theorem 4.2:
Upper Bound:
Fix a constant A > 0 and decompose the time line into intervals such that each interval
is of length [B1] time slots and the ith interval ends at time slot ti = iB- ]. Assume the
system is in steady state. Decompose the event of a full buffer at time 0 into a union of
events Ei that the buffer is full at the end of time slot 0 and the last time the buffer is
empty is some time during interval -i. Clearly,
00
p(B, a) = EP(Ei)
i=O
A necessary condition for event Ei to occur is that
0 B
E Xt>i ljc+B
t=-(i+x)rBl+,
Hence,
p(B,a) _< P E Xt > iA1c + B (A.17)
i=O t=_(i+l) [rB+l
Let Nt be the number of rare transitions between sub-chains in the time interval [1, t],
and let
d(a) -max pij (a)
(i,j)ER
Note that d(a) -* 0 as oa - 0.
We have, for all t > 0 and L > 0,
P(St > L)
= fSt > L & Nt < n(
L L -- Ind(ae) 
+[ St > L Nt > -(Nt > )
< P St > L & Nt < + (Nt > ) (A.18)L9-lnd(ce) J n-l d(a)
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The second term can be bounded using Lemma (A.2):
P(Nt > ) < (d(a)e- ln d(c))V¥- "n ) (A.19)
/- In d(a)
We apply Chernoff's bound to the first term, and get, for any r > O,
P St > L & Nt < ]
< [ < t E[exp(rSt) Nt < - exp {-rL} (A.20)
/[ -ln d(j) In-ln d(c)
We claim that there exist a positive function h(r) such that for all r > 0 and integer
tm>0
P(Nt < mn)E (exp(rSt) INt < m) < pmax(r) t .h(r)m + l (A.21)
where
Pmax(r) -l max pk(r)
l<k<K
Starting with the chain in steady-state at time 0, let T{,T2,... be the consecutive
(random) times when rare transitions between sub-chains occur. For a fixed time t > 0,
define Ti = minTj', t},i = 1,2,.... It can be seen that the event {Nt < m} is equivalent
to the event that there are no rare transitions. in the time interval (T,, t].
E exp(rSt) Nt < m)
=- ETmHTm+l (E [p(rST exp(r(St - ST)) INt < mTm HTm+l)
iPma.x(r)Tm Pmax(r)tTm
= ETmHTml (E [Eexp(rSTm) INt < m T., HTm+1]
ELmH~+ Ea Pmx( r)T)m | _m T
E [exp(YI'NSTm)) Nt <m T, HTm+l]
= ETmHTm+l (E [p()_ ,,,Nt < m Trn, Tm I HT+ 
Pmax(r)T-
E [Pxp(r(St-STm)) ITm,HTm+1 no rare transitions in (Tm,t]])
Now, conditional on remaining in sub-chain k, the process
Mn(r)- tp(r i o) (A.22)pk(r)n 30(Ho )
is a martingale, where [ki(1),.. , r(Sk)] is a right eigenvector corresponding to  the spec-
tral radius pk(r) for sub-chain k. Hence, for each n,
E(Mln(r)lHo,no rare transitions in [O, n]) = 1
Using this fact and defining
h (r) maxl<k<K maxsESk r (s)
minl<_k<Kx minsesk ,7(s)
we have the following bound:
E ( Pax(rt )t- T m)) IT, HTm+, no rare transitions in (T, t]) < h(r)
Hence,
E( exp(rSt) Nt m)
< h(r)E (exp(rST,) INt < m)
IJkr)J Pmax(r)Tm
h<r) pm..~(r~)T ~(A.23)
P(Nt < n)
We now bound the expectation term.
/exp(rST-) exp(rSt,)E (t) ) = ET.m- ,HT,_+1 (E Lpm (,_ T = tml, HTn- +1 
Pmax(r)T E Pmax(tm)l 
[ 9exp(r(Srm - Stm-,)) T1) = tn-1, HT,
We note that in the time interval (Tm,_1,Tm], the process remains in the same sub-chain.
If we now interpret Tm- tm_l as a stopping time, then using the fact that Mn defined in
eq. (A.22) is a martingale, we get:
E (exp(r(STm - Stm- )) Tmi=--tm,1HTm_ + =i) h(r)
Pmax(r)Tm-tM-l=
Hence,
E(exp(rSTm)\ < h(r E(exp(rSTmn1)\
f Pmax(r)T h() Pmax(r)Tml 1
Repeating the above argument m - 1 more times, we get
E( exp(rST)) < h(r)m
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Substituting this into inequality (A.23),
E exp(rSt) IN < m < h()m+
max(r)t Nt < m P(N < m)
thus proving our claim (A.21). Applying this result to (A.20), we get:
t 1L[St > L & ATt < 1pmax ,(r)t ]h(r) v (exp -rL}
Putting this and inequality (A.19) into (A.18) yields:
P(St > L)
< Pmax(r)th(r)V `() exp -rL} + (d(a)e -lnd(a))¥:'t(Q) (A.24)
Using this bound in eqn. (A.17). we get for non-negative ro, r 1 ,...,
p(B, a)
< (Pmax(ri)h(ri)/-Ind(-) Aexp -ri(ciF +B)
(i+l)[ff]
+ (d(a)e/-lnd(c)) -'n
(d(ca)e /-In d(ca)) _- FAi1 r [j1(d(a)e -Iln d(oa))V A
+ (B K'(A+ 1 A-A (Am(r') +,) )+/ o exp -B ri.(ACq + 1) i-- A Amax(/)- + + q (r-, i /A + i-lnd(a)
(A.25)
where H(r) = log h(r) and ei(r, B) --+ 0 as B --+ oo. For each i, let r* > 0 to maximize:
+1fi(r) _ r(c + 1)-) A Amax(r)
A A
Let
7 = inf sup fi(r)
i>O r>O
Since the function Amax(r) - rc is convex, has a zero at r = 0 and also has a positive
zero by assumption, we can choose some i > 0 such that
rc - Amax(r) > 0
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and, together with the fact that d(a) -- 0 as a -- 0, this implies that there exists a K, 6
and 6 such that for every i > K and a < e,
(A + 1) i + max() + > + Zi)
A A
By setting ri = r? for i < IK and ri = r for i > K, we have the following asymptotic limit
for the second term in (A.25):
liB-m, log exp -B r*( Ac + 1) Amax(r/) Hq -
i=0 AVI In d(a)
As B -> oc and ca - 0, the first term in (A.25) goes to zero faster than exponentially
in B, and hence becomes negligible. Hence
lim sup , ogp(L, a) < -7y -infsup r(C+ 1) Amax(r)B bOo,aU-O L g )- i>O r>O A mA x
Since A is arbitrary, we may now take A -* oo and obtain:
limsup logp(B, a) < - inf /Amax(C+ 1)
B--OOC- +O B P>0 
The solution of this optimization problem is the unique positive root of
Amax(r) - rc = O
thus proving our desired upper bound.
Lower Bound:
The proof of the lower bound has already been given in the main body of the paper.
B Proof of Theorem 4.3
Proof.
Let Wt be the number of cells in the buffer at the end of time slot t. Focus on a
sub-chain k with average rate Fik > c, and let [T2j, T 2j+l] be the jth period of time since
time 0 during which the stream is in sub-chain k. If Aj and Lj are the total number
of cells that have arrived and that are lost during this time period respectively, then
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T2 +,, - WT2 j > Aj - (T 2j+l - T2j)c- Fj. Summing this and averaging over m such time
periods,
j=l(WT 23+ 1 - /T 2 3) > j 1 Aj Ej= Lj(T +1 -2 -> - T3 ) -c-=1 (B.26)
EjZ=(T2j+ 1 - T2j) - jm=l(T2j+i - T2j) jm=1 (T2j+l - T2j)
If d(a) _ maxies E(i,j)ER pij(a), then by a coupling argument similar to the one used in
Lemma A.2, one can show that the expected sojourn time in sub-chain k satisfies
E(T2j+l - T2j) > 
Now, consider a stationary Markov modulated process {(Gj,Z j )} where Gj = HT2j
is the state in sub-chain k the source is in at time T2j when it first enters sub-chain k;
Zj = T2j+1 - T2j is the length of the jth period the source spends in sub-chain k. It is clear
that the process {Gj} is an ergodic Markov chain with state space Sk, and that conditional
on a realization of {Gj}, the process {Zj} is independent. AlsQo, the distribution of Yj
is completely specified by the state Gj. Using renewal theory, it can be shown that the
process {Zj} satisfies a strong law of large numbers, i.e. with probability 1,
lim N
N-~oo -ZZ 1 (
Also, IWTV2 +, - WT2j I < B. so with probability 1,
ET~ (W r~+, - WT2j)
lim sup I = (WT2,+-T 2 ) < d(a)B
m---oo Ej=1 ( 2j+l - T 2 j)
By the ergodicity of the modulating chain of the source, we also get:
Ejm Aj Ejml Lj < p(B,ca)lim 3=1 3 = fk, lim Z 1j= <
m+°° Ej=1 (T2j+- T2j) m- oo Em=l (T2j+l- T2 j) - 7r(Sk)
Thus, taking limits as m -* oo in Eqn. (B.26), we get d(a)B > ik - c - ip(BC) Hence,
lim inf p(B, ) > r(Sk)ik - > 0.
p Pj(a)-B -+ V(i,j) C R
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C Proof of Theorem 4.4
We first prove the following key lemma, which says that as space and time are scaled by a
factor of a, the relevant log moment generating functions of the discrete process converges
to the asymptotic log moment generating function of the Markov fluid process.
To make the dependence of the arrival process on the slow time-scale parameter a
more explicit, we shall index the process {Xt} by a below.
Lemma C.1 For ca > 0 and any positive integer B, define
Ar,B(r) = log E [exp { CXi}]
Then for every r,
lim A ,Bs(r) = Af(r)
cY --+O,oB-- oo
where Af is defined as in the statement of Theorem 4.4
To prove this lemma, we need the following spectral properties of non-negative irre-
ducible matrices.
Fact C.2 (Theorem 4.4, p. 16 of [Min87]) Every nonnegative irreducible matrix has
exactly one eigenvector with non-negative components, unique up to scaling. It corresponds
to the positive eigenvector associated with the largest eigenvalue of the matrix.
This is a rather strong statement. It says that not only the largest eigenvalue is
a simple root of the characteristic equation, but also that there cannot be any other
eigenvalue with a nonnegative eigenvector.
We also have the following bounds on the spectral radius of nonnegative matrices.
Fact C.3 (Theorem 1.1, p.24 of [Min87]) Let A be a non-negative irreducible matrix and
let Ri be the sum of the entries of the ith row. Then the largest eigenvalue of A satisfies
minRi < p(A) < max Ri
Proof of Lemma C.1
Let
t
s)= aEXi )
i=1
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Define the matrix A(a,r) = [pij(ac)gi(ar)], where P(a) = [pij(a)] is the transition
matrix of {Ht()}, The matrix A(c, r) has a largest positive eigenvalue p(a,r), and an
associated normalized unique positive right eigenvector re,r .
We make use of the previously mentioned fact that the process
exp(rS, ) 77,,r(HP' ))
p(a, r) t iH~)
is a martingale with respect to the underlying modulating chain. This implies that for
any B > 0,
E[MB(r)] = 1
Hence,
-log p(ce, r)- -h(c, r) < Ac,B(r) < log p(a, r) + h(a, r) (C.27)
a aB a aB
where
maxkes iVc~,r(k)h(c, r) logh(a, r) minkEs r7/,r(k)
We will show that for every r,
lim -log p(a, r) = Af (r)
c--*O a
lim /1'r = 77r
where Af (r) is the largest eigenvalue of the matrix
F(r) - Q+rM
i _ [ 1rsj(i)P',j(0)1
iESk,jES kl=l,=....K
M diag(fi1, f 2 , ... ,fK)
and
r* -[rlf (1), 7f (1) ,...,Tf(1),Vrf (2), ... 7rf (2), ... , 77 (K)..., 7 (K)t ]
where rf is a positive right eigenvector of F(r) corresponding to the largest eigenvalue
Af(r), and the number of times the component rf (k) is repeated is the number of states
in sub-chain k.
Now for all a > 0,
A(C, r) 77,r = p(C, r)l,r (C.28)
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and since p(ac, r) is a simple root of the characteristic equation of A(ca, r), both p(a, r) and
q,,, are differentiable functions of a. Note that as a -+ 0, each of the row sums of A(a, r)
approaches 1. Hence, by Fact C.3, p(oa, r) approaches 1 also. Note that 1 is an eigenvalue
of A(O, r). Viewing the matrix A(a, r) as a smooth perturbation of the matrix A(0, r), it
follows from standard perturbation theory that r7 ,,r must also be a smooth perturbation
of some eigenvector r/O, of A(0, r) corresponding to the eigenvalue 1. We want to compute
71o,r and ,p(0, r).
First, A(0, r) = diag(Pi, P2 ,... , Pk), where Pk is the probability transition matrix of
sub-chain k in the limit as a --+ 0. Hence the right eigenspace of A(O, r) is the product
of the one-dimensional right eigenspaces of the Pk's. It follows that r0O,r must be of the
form:
T0,r - [u(1), I (1), u(1), u(2),..., u(2),... , ... u(K)]t (C.29)
for some K-dimensional vector u, and the number of times the component u(k) is repeated
is the number of states in sub-chain k.
Differentiating eqn. (C.28) and evaluating at ca = 0, we obtain:
- A(0,r) or- p(O, r)7o0,r = (I - A(O, r)) 0, (C.30)
Recall that 7rs is the steady-state distribution of the entire modulating Markov chain
in the limit as a goes to zero. Note that 7rs restricted on the states of sub-chain k is a
left eigenvector of the transition matrix Pk for the eigenvalue 1. Hence, if for each k, we
define the ISI-dimensional vector vk to be
Vk( ) { 0 if i Sk (Ci.3 1)
then vk is a left eigenvector of the matrix A(0, r) for the eigenvalue 1. Pre-multiplying
eqn. (C.30) by each of the vk's, we get:
[A (O,r)- p(O,r)I] o,r = O k = 1,...,K
Using eqns. (C.29) and (C.31), the above equations are equivalent to
F(r)u = p(O, r)u
The vector 7r/,r is strictly positive for any a > 0 by the Perron-Frobenius Theorem,
and hence by continuity, the vector r0O,r must be nonnegative. Hence u is also nonnegative.
Now, the matrix F(r) is irreducible and essentially nonnegative, i.e. all its entries are
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non-negative except for possibly the ones on its diagonal. Hence and for a sufficiently
large w, the matrix F(r) + wI is nonnegative and irreducible. Thus, u is an nonnegative
eigenvector of F(r) +wI. By Fact C.2, we can conclude that u is in fact a strictly positive
eigenvector corresponding to the largest eigenvalue of F(r) + wI, and ap(a, r) is in fact
the largest eigenvalue Af(r) of F(r). Hence, 77a,r converges to a strictly positive vector
and
lim - log p(ac, r) = Af(r)
a--0 a
Thus, we can conclude from (C.27) that
lim AB = Af(r)CY-O,CB--oo
thus completing the proof.
Proof of Theorem 4.4
Upper Bound
Fix a constant A > 0 and decompose the time line into intervals with endpoints
ti = iF1 . Assume the system is in steady state. Let Sn = ~t=l Xt. Partitioning the
sample space by the time interval in which the buffer was last empty, we get:
p(B, ) •< EP [S(i+l) B > i [1 c + B]
i=o A A
For each i, apply Chernoff's bound using parameter ari, ri > 0:
P [S(i+lr)[1 i 1 -c+B]BA.
<_exp{-cr(i c + B)}E [exp{-(i + Eex ()]
= exp {-cri(i[ -c+ B)+ c(i + l) AA,(i+l,)l (ri)
= exp {-B ri( c + 1)- i A(ri) + Ei(ri, a,B)
where Cj(ri, Ca, B) -+ 0 as a -- 0 and aB -* oo. This follows from Lemma C.1.
We are now in familiar territory. It is easy to see that the equation
Af(r) - rc = O
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has a unique positive root, due to the assumption that the overall average arrival rate is
less than the channel rate. By the usual technique of choosing each ri to optimize the
bound, we get
lim sup log p(B, a) < - inf sup 1) A (r
U-+O,ceB-boo aB i>_0 r>O A
Taking A -x oc and solving the standard optimization problem, we get:
lim sup log p(B, a) < -r
a--O,aB-oo B f
where r* is the unique positive root of
Af(r)-rc = O
Lower Bound
For any : > 0, the probability that the buffer is full somewhere within any L[BJ]
consecutive time slots is at least P(SLpBJ - LBJ]c > B). By the union bound,
P(buffer is full some time within LOBJ time slots) < LfB] p(a, B)
Hence,
p(B,a) > P(SLOB] - LflB c> B)
B (LBT] Ei= d )[OBJ a LO
Now, for every r,
lim logE exp r [E X })1
ca-TO,cB--too a;L/BJ i=lep
lim A.,[~BJ(r)
x---O,cB -- 00oo
= A(r)
by Lemma C.1. Since Af exists and is differentiable for every r, it follows from the
Gartner-Ellis Theorem that
-- 0,i. L1Bj l og B7 E X( ) > ( )+ - -A.(c + [OBB-ooog a J 1aLOBJ j >(+ +39
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Hence
1 1lim inf log p(B, a) > -3A* (c+- )
a-+O,aB-* oo rB .c
Maximizing the right side over all d > 0 to get the tightest bound, we get:
lim inf 1 log p(B, a) > -r*
ce-+0,aB--oo B f
thus completing the proof. o
D Proof of Theorem 6.1
Upper Bound
Fix a constant A > 0 and decompose the time line into intervals with endpoints
ti = iZ[Bl. Assume the-system is in steady state. Let Ei be the event that cells get
lost at time 0 and the last time the shared buffer is empty is in interval -i. Clearly,
p(B, N) = EC=o P(Ej).
For the jth stream, define Sj(k) - j-_koX). A necessary condition for event Ei to
occur is that
N-' S Z ((i + ) > Nci A1 + NB
By Chernoff's bound, for any ri > 0,
'P SI o((i + 1) I 1 > Nci F- l + NB]A A}
[exp ri ((i + 1) ) }] exp {-riNci F- + NB}
= exp {NB [-r (c + 1)+ A(ri) +(ri, B)
(D.32)
where c(ri, B) - 0 as B -* oc. Applying the usual technique of optimizing each ri to get
the tightest bound, we get
limNsup logp(B, N) < - inf sup r(c- + 1)- A(r)
N -- oo,B boo NB i>O r>O A A
Since this holds for any A > 0, we now let A -- oo and get:
lim sup log p(B, N) < - inf sup [r(cf + 1) - /A(r)] = -r* (D.33)
N-- oo,B-+oo N - >0 r>O
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where r* is the unique positive root of the equation
A(r) - cr = 0
Lower Bound:
Fix 3 > 0. The probability that cells are lost somewhere within any L3BJ consecutive
time slots is at least P(LEil Si( L3B )- I3BiNc > NB). Using the union bound, we get
p (z1'B S((LBj])- L[BjNc > NB) (D.34)p(B,N) _ (D.a4)
Now,
N N( S(LBJ)- iL3BJNc > NB) >Ž P (Si(L3BJ) - LUBIc > B)
\~~~~~~1=1 I ~/1=1
= [P(Si(LOfBJ)- LPBJc > B)]N
Substituting this lower bound into (D.34) and applying the Gartner-Ellis Theorem, we
get:
lim inf log p(B, N) > -/A*(c + ).
N-ooc,B-+co NB
Since this lower bound holds for all / > 0, we have:
lim inf log p(B, N)
N--O,B-+oo NB
= - inf r*
thus proving the matching lower bound.
E Proof of Theorem 6.2
Case 1:
Upper bound:
Assume the system is in steady state. Let Ft be the event that cells get lost at time
0 and the last time the shared buffer is empty is in time slot -t. Clearly,
p(B, N, a) = 'P(UoFt) (E.35)
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Define St() - -_to Xj ). A necessary condition for event Ft to occur is that
E st)- Nct > NB
1=1
Using eqn. (E.35), we get:
p(B, N, ) < T S up( Sj) - Nct) > NB)
t>O 
For each stream j, let G?) be the index of the sub-chain that stream j is in at time t.
Fix E > 0 and define processes:
-t- t G(j)
N
Ut _E Ut(j)
j=1
i=+
N
t - E t(U)
j=1
Note that
t Ut( + vt(j)
Modulo the e-term, this is essentially a decomposition of the arrival process into fast and
slow time-scale components.
Now,
p(B, Na) < p (sup(Ut + Vt - Nct) > NB
( sup(Vt - Nct) >O) + (sup Ut > NB) (union bound)
t>O t>O
(E.36)
We now bound both terms, and show that the second term, associated with the fast
time-scale dynamics, is negligibly small compared to the first term.
To estimate the first term, we re-interpret it as the steady-state probability that a
certain queueing system is busy. Let
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NMtE PG'(j)
j=1
and consider the queue length process of a discrete-time queue with arrival process {Mt}
and constant service rate Nc:
Wo = O, Wt+l = (Wt + Mt - N(c- E)) +
Wt is the queue length at time t, starting with an empty queue. From basic queueing
theory, it can be seen that Wt has the same distribution as maxo<m<t(Vm - Ncm). Since
Wt converges in distribution to W, the steady-state distribution of the queue, it follows
that supt> 0(Vt - Nct) has the same distribution as W. Hence
(sup(Vt - Nct) > O) = P(W > 0),
the steady-state probability that this queue is busy. We use the ergodicity of the queue
length process to estimate this probability. Define:
Bt I if Mt - N(c-e) >-Ne
t { 0 otherwise
Starting at time 0, let Li be the length of the ith time interval during which Bt = 1.
Fix time t. and let mt be the number of such intervals which start before time t. The
length of time for which the system is busy in the time interval [0, t] is at most
Li + ( Li
The second term is the maximum time it takes, during the periods when Bt = 0, to clear
the load built-up during the ith time interval when Bt = 1. This follows from the fact
that when Bt = 1, the rate of building up of the queue is at most NA - N(c - e), while
when Bt = 0, the rate of clearing of the queue is at least Ne.
Now,
P(W > 0)
-< 1im Z t _(1i +-c+ ) Li w.p. 1, by ergodicity
t---oo t C
= (+ i- c) (Bo > O) w.p. 1, again by ergodicity
< (1 + i-c + ) exp(-NA,(c - 26)) (Chernoff's bound) (E.37)
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for sufficiently small e > 0.
This gives a bound to the first term of (E.36). Next, we look at the second term,
P(supt>0 Ut > NB), where
Ut = E E() )
j=1 i=O
Fix an A > 0. Divide the time-line into intervals such that the ith interval ends at
time slot i [B]. Now, if at some time slot t, Ut > NB, and if t lies in the ith interval, then
U[rB1 > Ut - N(A + 6)(i1 I -t) > NB- N(± + E)F-1
Hence,
P(sup Ut > NB)
t>O
P (sup UIrAB> NB-N(A+ )A1)
00 B
< P (ui[_l > NB- N(A + ) e)r) (union bound) (E.38)
To bound each of the terms above, we use the idea of the "modified" Chernoff bound
introduced in the proof of Theorem 4.2.
Let Rft) be the number of rare transitions made in stream j in the time interval [-t, 0],
and let
N
Rt E Rj)
j=1
Also, let
d(a) max ] pij(a) (E.39)
(i,j)ER(
which bounds the probability of having a rare transition in any one state.
We have, for all t > 0 and L > 0,
P(U, > L)
=P Ut > L & Rt N(t + 1)L-In d(a)
+ Ut> B Rt > N(t + 1) 1 P(R > N(t + 1)
I-ln d(cxj I / In d(ce)
[ P B & R N(t + 1) + (R > N(t + 1) ) (E.40)L_-In d(a) ln d(a+)
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Using almost exactly the same proof of Lemma (A.2), one can show that for every
m > 0,
P(Rt > m)< (N(t + l)d(ca)e
Hence,
N(t + 1) I
1(R, > gf; I (d(ar)ee
-
n d(a)) n,~( (E.41)( ind(ca)
We apply Chernoff's bound to the first term, and get, for any r > 0,
N(t +l) 1)7[Ut>B & At -
-n d(a)J
[ N(t + 1) N(t + 1)
< Rt < - E [exp (rUt) Rt L< exp{-r (E.42)
Analogous to (A.21) in the proof of Theorem 4.2, we claim that there exist a positive
function h(r) such that for all r > 0 and integer t, m > 0
P(Rt < m)E (exp(rUt) IRt < m) < Pmax(r)N(t +l ) ' h(r)N+m+l (E.43)
where
pmax(r) max pk(r) exp {-(fk + e)r}
l<k<K
and pk(r) is the spectral radius function of the kth sub-chain of any of the streams. (Recall
that they have identical statistics.)
Now,
N -t
Ut= E z (Xi - (j) )
j=1 i=O
Define
z(=) -= -e
and consider a new super-process {Zt} obtained by concatenating the various streams
together:
Z ((l) (2)... Z(l) Z O(2 ) . . . ,( 2 ) . . . Z( N - 1) Z( N ) ... Z( N )
We apply a similar idea as in the proof of (A.21). For this super-process, define
To, T 1 ,..., to be the consecutive times when either rare transitions between sub-chains
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occur within a stream, or there are transitions from one stream to another. The condition
Rt < m implies that there are at most N + m such transitions. Note that between
these times, the process lies entirely within a sub-chain in the same stream, and that
the asymptotic log moment generating function of {Zt} conditional of being in the kth
sub-chain is log pk(r). As in the proof of (A.21), one can show that
F exp(rUt) < h(r)Nm+l
E max(r)N(t+l) IRt < m P(Rt < m)
where
w heremaxl<k<K maXsEsk T/ (s)
minl<k<K minsesk ri(s)
and [/k~(1),... . (ISkl )]t is a positive right eigenvector corresponding to the spectral radius
Pk(r).
This proves claim (E.43).
Putting this and inequality (E.41) into (E.40) yields:
P(Ut > L)
N- z+1 Nt+l)
< Pmax(r)N(t+l)h(r a) exp{-rL} + (d(a)e%/-Ind('(a)) (E.44)
Using this bound in eqn. (E.38). we get for non-negative r0, r l , ... ,
P(sup Ut > NB)
t>O
0oo JN(if1+1)
< Pmx(ri )N(ifAl+l)h(ri)N+ / () + exp {-ri[NB - N(A + e)]}
i=l
N(i ral+i)
+ (d(a)e -lInd(a)) n
N( r+i)
(d(a)e J-ln d(cx))
+ exp (-NB [ri Au(ri) + i(ri,N,B, x)]) (E.45)
i=1
where
Au(r) = max [Ak(r) - (lkt + E)r]
l<k<K
and
lim Ei(r, N, B, ca) = 0.{ B - oo, N -+oo, 
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As N, B -- oo and d(a) -O 0, the first term in (E.45) goes to zero faster than expo-
nentially in the product NB.
For the second sum in (E.45), we can as usual choose the ri > 0 to give the tightest
bound for each term. Since for every sub-chain k, its steady state average rate is pk, the
equation
Au(r) = 0
has a unique positive root r*(c). This implies that there exist r > 0 such that Au(r) < 0.
Using this fact, one can show that the second sum in (E.45) is dominated by the term
whose exponent is smallest. Hence,
limsup 1 log P(sup Ut > NB) < -inf sup j[r ()]
NB t>O i>- r>O AB --+ o, N --+, oo,
a --+ 0
Letting A -* oc and solving the resulting optimization problem, we get
1
limsup NB log P(sup Ut > NB) < -r*(6) < 0
B -* oo, N -+ , NB 
oa -- O
This shows that the contribution of the second term of (E.36) is at most exponentially
small in the product NB, whereas (E.37) shows that the first term is at most exponentially
small in N. Hence,
lim sup log p(B, N, c) < -A (c,- 2)
B --, ooN -- oo,
a - O0
Since this holds for all e > 0 sufficiently small, and A* is continuous at c, it follows
that:
lim sup Nlogp(B, N, a) < -A*(c)
B -+ oc, N -- o,
a --+ 0
thus proving the upper bound.
Lower Bound
Fix an E > O. For any fixed b, which we will later specify as a function of e,
) > P(buffer is full somewhere in (-b, 0))
b
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by the union bound.
For any integer 1, which we will again later specify, let T 1 be the first time the buffer
is full after time slot -1. Let T 2, T 3,. .. be the successive times when the buffer is full. We
want to lower bound the probability that there exists an i such that Ti E [-b, 0).
P(there is an i s.t.Ti E [-b, 0))
> P(there is an i s.t.Ti E [-b, 0)IM_1 > N(c + 26) and no rare trans. in [-1, b))
* P(M_ >_ N(c + 2e) and no rare trans. in [-1, b)) (E.46)
Let TM be the last time slot before t = 0 when the buffer is full. (M is a random
variable here.). The event that there is a Ti E [-b, 0) is the same as the event that T1 < 0
(the buffer becomes full before t = 0) and TM+1 - TM < b.
To simplify notation, let Ht - (Htl), HI2),. . , Ht()) be the vector summarizing the
states of all the N streams at time t.
Now, since all the sub-chains are ergodic, for every 6, there exists a t(6), such that for
every stream i, every sub-chain k and every state s,
[E(X(')IHo(i)= i, and no rare transitions in [0,t])- -k < 6 Vt > t(6) (E.47)
because of the uniform convergence to the steady state.
So starting from any arbitrary joint state of the streams, the aggregate rate of the
streams gets close to the total rate of the sub-chains, Mt, if there are no rare transi-
tions. In particular, after time t(e), the aggregate rate is at least Mt - Nc. Since during
this transient period, the aggregate rate of the streams cannot be negative, we have the
following bound on the probability that T 1 < 0, given any initial state s at t = -1.
P (T1 < 0 HI_l = s, M-_ > N(c + 26), no rare transitions in [-1, b))
> 1p ( Z (X') -c) > NB +Nct() H- =, M 1 > N(c + 2c),
i=l t=-l+t(e)
no rare transitions in [-1, b)) (E.48)
Note that the conditional expectation of the sum in the above expression is at least
(I - t(e))Nc. By now choosing
I = t(e) + 2 B + ct(e)) (E.49)
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the conditional expectation is at least 2N(B + ct(E)). By a law of large number type
argument, one can see that for sufficiently large N and B, (E.48) will converge to 1. Since
this holds for all initial states s,
lim P (Ti < 0 IM-1 > N(c + 26), no rare transitions in [-I, b)) = 1 (E.50)N,B-+oo
with I chosen as in (E.49).
Next, we lower bound the probability that TM+1 - TM is less than b, conditional on
Mt > N(c + 2E) and no rare transitions. The argument is similar to above. We are now
interested in the probability that the buffer becomes full again within b time slots. Let s
be any joint state. Then
p (TM+l-TM < b HTM = S, M-l > N(c + 26), no rare transitions in [-I, b))
/ N TM+b-1
> X ( 3 (X( )-c) > Nct(6) HTm = Si Ml > N(c + 26),
i=1 t=TM+t(e)
no rare transitions in [-I, b)) (E.51)
By choosing
b = t(e)+ () (E.52)
the conditional expectation of the sum in the above is at least 2Nct(c). By law of large
numbers, (E.51) will converge to 1. Hence, for any state s,
lim P (TM+1- TM < b lHTM = , M-1 > N(c + 2c), no rare trans. in [-I, b))
= 1 (E.53)
with b chosen as in (E.52). Since this holds for all states s that the streams can be in at
time TM,
lim P (3i s.t.Ti E [-b, 0) IM_1 > N(c + 2e),no rare transitions in [-1, b))N,B-*oo
lim P (T1 < 0 & TM+1 - TM < b IMI > N(c + 26)N,B---oo
,no rare transitions in [-I, b))
1 (E.54)
for b and I chosen as in (E.52) and (E.49). Now recall that
d(ca) -max > pij(a)
(i,j)ER
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We have:
lim inf log p(B, N, c)
pij(a)B - 0 (i,j) E R
> lim inf
N--+oo ,B - oo
pij()B -O 0 V(i,j)e R 
1 7 (buffer full somewhere in (-(t(e) + ct() , 0))log 
N t(6) + 2or(c)
lim inf
pij((a))B-+0 V(i,j) C R
N log (buffer full somewhere in (-(t(e) + 2ct), 0))
lim inf
N o-,oo, B - oo{ pij(a)B -- O V(i,j) E R 
log P(M_1 > N(c + 26) and no rare transitions in [-1, t(e) + 2))
by (E.46) and (E.54)
lim inf
N -- oo, B -oo
{ pij(a)B -O (i,j) e E }
Nlog [7P (M_ > N(c + 26)) (1 - d(a))N(+t()+ ) ]
c2( + )2ct())
+ lim inf (2t(e) + 2(B + 2ct()) log(1 - d(a))
N -- oo,B -- o6
Pij(a)B -O 0 V(i,j) E R 
A- (c + 2c) since d(ac)B -* 0
Since this holds for all E > 0, the lower bound follows.
Case2:
The proof of the upper bound is similar to the proof of the upper bound in Case 1,
while the proof of the lower bound is similar to that of Theorem 6.1. The details will not
be repeated.
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