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We study Cooper pair transport through a quantum point contact between a superconductor
and a quantum Hall edge state at integer and fractional filling factors. We calculate the tunnelling
current and its finite-frequency noise to the leading order in the tunneling amplitude for dc and ac
bias voltage in the limit of low temperatures. At zero temperature and in case of tunnelling into
a single edge channel both the conductance and differential shot noise vanish as a result of Pauli
exclusion principle. In contrast, in the presence of two edge channels, this Pauli blockade is softened
and a non-zero conductance and shot noise are revealed.
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I. INTRODUCTION
The quantum Hall (QH) effect [1, 2] is one of the
most important effects of modern mesoscopic physics. Its
main observable feature is the precise quantization of the
Hall conductance to the value GH = νe
2/h, where ν is
the so-called filling factor. In a two-dimensional elec-
tron gas (2DEG) at integer (ν ∈ N) or certain fractional
[ν = 1/(2n + 1) where n ∈ N] filling factors, electron
transport occurs through one-dimensional (1D) channels
located close at the edges of the sample [3]. The electron
motion in these 1D channels is chiral, i.e., the electrons
propagate in one direction with a speed of the order of
104 to 106 m/s [4–6]. Electrons in such edge channels
propagate ballistically without backscattering, in a way
similar to photons in wave guides. This analogy has led
to the emergence of the field of electron quantum optics
which aims to realize quantum-optics-type experiments
with electrons [7].
Recent progress in experimental techniques at the
nanoscale has allowed experimentalists to create hybrid
mesoscopic systems where QH edge states are coupled to
other edge states [7–9], to quantum dots [6, 10–13], to
Ohmic contacts [14–17], or to superconductors [18–22].
This development has provided a successful platform to
study some of the fundamental questions of mesoscopic
physics, such as phase-coherence [23–29], charge [14, 30–
32] and heat quantization [16, 33], equilibration [34–39]
and entanglement [9, 40]. A particularly important setup
for studying the transport properties of hybrid meso-
scopic systems is based on QH edge states coupled to
a metal via a quantum point contact (QPC), a narrow
region between two electrically conducting systems. Such
QPCs allow for tunneling experiments in the presence of
an applied dc or ac bias voltage. In particular, the cur-
rent and shot noise through a QPC connecting a QH edge
state have been investigated in many experiments [7].
These experiments have made it possible to study the
crossover from Fermi liquid to non-Fermi liquid phases
in the I − V (current-voltage) characteristics and in the
corresponding noise measurements.
To study the transport in mesoscopic devices based
on QH edge states, the low-energy effective theory de-
veloped by Wen is commonly used [41]. This bosoniza-
tion approach shows that fractional edge states of the
Laughlin series [ν = 1/(2n+ 1)] can be modelled as Lut-
tinger liquids with Luttinger parameter K = ν. This
theory has allowed the interpretation of the experimen-
tal data [7, 9] obtained for transport properties of 1D
chiral edge states. Moreover, the tunnelling current and
conductance, as well as the zero-frequency and finite-
frequency non-equilibrium noise between edge states were
studied theoretically [42–60].
In these works, it was already shown that the typi-
cal behavior of the tunneling conductance of Laughlin
fractional QH chiral edge states at low temperatures fol-
lows a power law, i.e., G(T ) ∝ T 2g−2, where T is the
temperature and the parameter g is equal to ν or 1/ν
depending on the geometry of QPC. Additionally it was
shown that the behavior of the dc I − V characteris-
tic at zero temperature, low bias and g 6= 1 is non-
Ohmic, Idc(V ) ∝ V 2g−1, which is associated with the
non-Fermi (Luttinger) liquid phase. In the case of a time-
dependent bias voltage, V˜ (t) = V0 + V1 cos(Ωt) with fre-
quency Ω and amplitude V1 in the periodic ac part, the
dc component of the current was found to have the form
Idc =
∑
n J
2
n(e
∗V1/~Ω)|e∗V0 + n~Ω|2g−1, where e∗ is the
effective charge of the tunneling particle, Jn(e
∗V1/~Ω)
gives the Bessel function of the first kind and n is an in-
teger number. Apart from the I − V characteristic, the
study of the zero- and finite-frequency noise in these ref-
erences revealed a power-law dependence of the noise on
the frequency at low temperatures. For instance, to the
lowest order in the tunnel coupling, the finite-frequency
symmetric noise at frequency ω is proportional to the
sum of two terms |ω ± ω0|2g−1, which exhibit singulari-
ties at frequencies ω0 = e
∗V/~ and g < 1/2. In the case
of a time-dependent bias voltage, the result gets modified
similarly to the current to |ω± (ω0+nΩ)|2g−1, and again
exhibits singularities at certain frequencies. The noise
thus provides one of the most straightforward methods
to measure the effective charge e∗ of tunneling Laughlin
quasiparticles [7].
In the recent past, it has become possible to investi-
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2gate such transport problems not only between identical
ballistic chiral QH states but also between distinct sys-
tems, such as QH edge states and superconductors, both
theoretically [61–71] and experimentally [19, 20, 22, 72–
75]. This line of research is particularly relevant for the
creation of parafermion bound states, non-Abelian quasi-
particles with potential application in topological quan-
tum computation [76–85]. Motivated by this progress, we
investigate the noise properties of the tunneling current
between a superconductor and QH edge states at integer
and Laughlin filling factors. We show that the previ-
ously demonstrated Pauli blockade [61] in the tunneling
current at filling factor ν = 1 also manifests itself in shot
noise experiments. We expect that one can investigate
shot noise and finite-frequency noise experimentally, as
was done in Refs. [86] and [7] where the authors measured
the dependence of noise on temperature and applied bias.
We note that due to the magnetic field the QH edge
state is spinless (spin-polarised), which suppresses any in-
duced correlations from an s-wave SC. This suppression
can be lifted by spin-orbit coupling, such as the Rashba
spin-orbit coupling inherent to the geometry of a 2DEG
[71]. This is relevant when the QH material is e.g. InAs,
but for the popular choice of graphene this is relatively
weak. It has been suggested [87] that the QH edge state
can be considered having effective spin-orbit coupling in-
herited through proximity with a superconductor with
bulk [88] or surface [89] spin orbit coupling.
The rest of this article is structured as follows. In
Sec. II, we introduce the model of a QPC in the spirit of
Ref. [61]. In Sec. III, we calculate the tunneling current
and the conductance perturbatively for a finite dc bias,
which we will need in the following section. In Sec. IV,
we calculate the finite-frequency noise in the dc regime.
Sec. V is devoted to the derivation of the tunneling cur-
rent and the finite-frequency noise for a periodic ac bias
voltage. Finally, we present our conclusions and some
future perspectives in Sec. VI. Details of the calculations
and additional information are presented in the Appen-
dices. Throughout the paper, we set |e| = ~ = kB = 1.
II. THEORETICAL MODEL OF A QUANTUM
POINT CONTACT
We start by introducing the Hamiltonian of a QPC be-
tween a QH edge state at filling factor ν and an s-wave
superconductor (see Fig. 1). To describe this system the-
oretically, we use the phenomenological model presented
in Ref. [61]. We consider a total Hamiltonian of the sys-
tem consisting of a term describing the QH edge, a term
describing the SC and a tunneling term,
Hˆ = HˆQH + HˆSC + HˆT . (1)
The exact form of the term HˆQH depends on the filling
factor and the cases of integer and fractional states as well
as of a pair of co-propagating states will be presented in
next sections.
Tunneling between the superconductor and the edge
state is a two-step process. A Cooper pair from the su-
perconducting condensate first splits into two electrons
with opposite spins in a singlet state, both of which tun-
nel into the QH system. However, since the edge state
is spin-polarized, a further spin-flip process, which can
be brought about by spin-orbit coupling, is necessary to
reach the final state which contains two electrons with
the same spin propagating in the edge state. At temper-
atures much smaller than the superconducting gap, the
Cooper pairs can be described as the mean value of the
bosonic field cˆ describing the superconducting conden-
sate, ∆ = 〈cˆ〉. We assume that the Cooper pair tunnel-
ing happens at the point x = 0, and use this to build the
tunneling Hamiltonian
HˆT =
∫
dxdx′ t1(x, x′)
(
ψˆ†↑(x)ψˆ
†
↓(x
′)cˆ(x = 0) + H.c.
)
+
∫
dx t2(x)
(
ψˆ†↑(x)ψˆ↓(x) + H.c.
)
. (2)
where t1 and t2 are tunneling and spin-flip amplitudes,
respectively, and ψ↑(x) is the annihilation operator for
a spin-up electron in the edge state at position x. If we
consider the Hamiltonian perturbatively in t1 and t2, at
second order we find the term∫
dxdx′ τ(x, x′)
[
ψˆ†↑(x)ψˆ
†
↑(x
′)cˆ(x = 0) + H.c.
]
. (3)
where we have the effective tunneling parameter
τ(x, x′) = t1(x, x′)[t2(x) − t2(x′)]. This term is the low-
est order term which includes both spin flip and Cooper
pair tunneling in such a way as to remove the Cooper
pair from the SC and create two spin up electrons in
the QH edge. Thus, at low energies this term will dom-
inate the transport process across the interface, and we
will neglect all other terms. The term represents an effec-
tive p-wave pairing which is suppressed at short distances
by the Pauli principle and vanishes exponentially at dis-
tances larger than the superconducting coherence length
ξ ∝ vF /∆ [90], where vF is the Fermi velocity of the SC.
This allows us to effectively approximate the term using
a fixed distance ξ between the electrons in the final state,
Hˆ ′T = τψˆ
†
↑(x = ξ)ψˆ
†
↑(x = 0)cˆ(x = 0) + H.c., (4)
without loss of qualitative generality [61]. From here on
we will suppress the spin index.
In the following, we consider the effective Hamiltonian
given by taking Hamiltonian (1) and replacing HˆT with
Hˆ ′T , which gives a complete description of the system un-
der consideration. In the following, the relevant energy
scales are assumed to be small compared to the Fermi
energy, allowing us to use the effective low-energy theory
to take into account the strong electron-electron interac-
tion in edge states for the cases of filling factor ν = 2 and
ν = 1/(2n+ 1) (n ∈ N) [41, 42]. The tunneling term (4)
is considered perturbatively.
3SC QH
B
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τ
ξ
SC QH
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FIG. 1. Schematic representation of the system: a QPC
with tunneling amplitude τ connects a superconductor (SC)
to the chiral edge states of an integer quantum Hall (QH)
phase at filling factor ν. At ν = 1 both electrons of the
Cooper pair would have to occupy the same state, leading
to a Pauli blockade, while at ν = 2 the electrons can enter
different states. The bias is applied between the chiral edge
channel and the superconductor.
III. TUNNELING CURRENT IN THE DC
REGIME
The operator for the tunneling current is given by Jˆ =
dNˆQH/dt = i[Hˆ, NˆQH ], where NˆQH =
∫
dxψˆ†(x)ψˆ(x) is
the electron number operator in the QH channel. It can
be expressed as
Jˆ = 2iτ∆(Aˆ† − Aˆ), (5)
where the operator Aˆ = ψˆ(0)ψˆ(ξ) consists of two
fermionic fields. According to the real-time Keldysh ap-
proach the average tunneling current in the interaction
picture is given by the expression
I(t) = 〈Uˆ†(t,−∞)Jˆ(t)Uˆ(t,−∞)〉, (6)
where the average is taken with respect to the dc bi-
ased ground state of QH edges and superconductor. The
current becomes time-independent once the system has
reached a steady state. At the lowest order of tunneling
coupling, the time evolution operator is given by
Uˆ(t1, t2) ≈ 1− i
∫ t1
t2
dtHˆT (t). (7)
One then finds that the average tunneling current can be
written in term of a commutator of A operators [91–93]
Idc(V ) = 2(τ∆)
2
∫ ∞
−∞
dte2iV t
〈[
Aˆ†(t), Aˆ(0)
]〉
0
, (8)
where V is the applied dc bias voltage. The average is
taken with respect to the ground state of the uncoupled
system, i.e., with respect to the equilibrium density ma-
trix ρˆ0 ∝ exp[−(HˆQH+HˆSC)/T ], where T is the temper-
ature. The integrand of Eq. (8) only depends on one time
variable due to time translation invariance in presence of
dc bias. The pre-factor 2 reflects the charge 2e of the
Cooper pairs. The perturbative result is valid as long
as the tunneling current is small compared to the Hall
current. Restoring the natural units, the Hall current is
given by the relation IH = νe
2V/2pi~.
A. Filling factor ν = 1
As an illustration of our approach based on Eq. (8), we
first start by considering a system at filling factor ν = 1
and described by
HˆQH = −ivF
∫
dxψˆ†(x)∂xψˆ(x). (9)
Without loss of generality we consider right-moving
fermions and focus on a positive applied dc bias voltage
V > 0. In the case of finite temperature T , an analytical
continuation in the complex plane is applied to Eq. (8).
One finds the following result for the tunneling current,
Idc(V )/I0 =
ξT
vF
sinh
(
V
T
)
(10)
×
[
F
(
0,
V
piT
)
−F
(
2piξT
vF
,
V
piT
)]
,
where I0 = (τ∆)
2/pivF ξ is a normalization factor and the
terms in square brackets are given by the integral
F(a, b) =
∫ +∞
−∞
cos(bz)dz
cosh(a) + cosh(z)
. (11)
Here one can check that the tunneling current vanishes
at V → 0 or ξ → 0. In the general case, the re-
sult of Eq. (10) can be expressed in terms of hyperge-
ometric functions. However, we are mainly interested
in the regime of low temperature compared to the su-
perconducting gap, ξT/vF  1. Moreover, as we are
mainly interested in the linear conductance, we also as-
sume low voltages compared to the temperature scale,
V/T  1. In this case the result simplifies to Idc(V ) '
(4/3pi)(τ∆/vF )
2V (piξT/vF )
2.
A direct calculation of the conductance G =
∂Idc(V )/∂V at V → 0 from Eq. (10) gives
G(T )/G0 = 1− 2piξT/vF
sinh(2piξT/vF )
, (12)
where the normalization is equal to G0 = 2(τ∆)
2/piv2F .
In the low-temperature limit ξT/vF  1 we find that
G(T )/G0 ' (2/3)(piξT/vF )2.
Next, we will discuss the results at zero temperature.
Using Eq. (10), we obtain the expression for the tunneling
current at T = 0,
Idc(V )/I0 =
2V ξ
vF
[
1− sin(2V ξ/vF )
2V ξ/vF
]
. (13)
40 2 4 6 8
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FIG. 2. The normalized tunneling current Idc(V )/I0 for
filling factor ν = 1 oscillates with the dimensionless bias
2V ξ/vF around an Ohmic behaviour, with non-zero temper-
ature damping the oscillation (see Eqs. (10) and (13)).
In the limit of small bias voltage V ξ/vF  1, we find non-
Ohmic behaviour Idc(V ) ∝ (τ∆)2V 3ξ2/v4F , as shown in
Fig. 2. The oscillatory term is associated with the fact
that the tunneling occurs at two points, separated by the
superconducting coherence length, ξ. The linear QPC
conductance associated with tunneling current is given
by G = ∂Idc(V )/∂V at V → 0. The direct calculation
gives G = 0 at zero temperature. According to Ref. [61],
the vanishing conductance and the non-Ohmic behavior
of the tunneling current is related to the Pauli exclusion
principle. At low energy scales, Pauli exclusion dimin-
ishes the effective density of states for electron-pair tun-
neling, namely ρDOS ∝ (V ξ/vF )2 at zero temperature
and ρDOS ∝ (Tξ/vF )2 at finite temperature. Physically
this means that after the first electron has tunneled, the
tunneling of a second electron is strongly suppressed up
to times t ∼ ξ/vF .
B. Filling factor ν = 2
In this subsection, we consider the QH edge at fill-
ing factor ν = 2. First, we describe the non-interacting
case. A pair of electrons from the superconductor can
now tunnel simultaneously into two different edge chan-
nels [61], denoted by 1 and 2. To model this process,
the electron operator in Eq. (5) can be represented as a
superposition of independent fermionic fields ψˆ1,2(x) as
ψˆ =
√
pψˆ1 +
√
1− pψˆ2, where p is the probability of an
electron tunneling into edge state 1, and 1−p is the prob-
ability of tunneling into edge state 2. To calculate the
tunneling current (8) we need the two-point correlation
functions Gj(x1 − x2; t1 − t2) = 〈ψˆ†j (x1, t1)ψˆj(x2, t2)〉0,
where j = 1, 2 denotes the edge channel and for simplic-
ity we assume both edges states to have the same Fermi
velocity vF . A difference in Fermi velocities could be
absorbed into a redefinition of p.
At finite temperatures, similar steps as for filling factor
ν = 1 lead to the following expression for the tunneling
current
Idc(V )/I0 =
ξT
vF
sinh
(
V
T
)
(14)
×
[
F
(
0,
V
piT
)
−N (p, kξ)F
(
2piξT
vF
,
V
piT
)]
,
with F(a, b) defined as in Eq. (11). We have introduced
the interference factor
N (p, kξ) = 1− 2p(1− p)[1− cos(kξ)], (15)
where k = Bl is the momentum difference between the
two edge channels when separated by a length l in a mag-
netic field of strength B. This reflects the inherent re-
lationship between momentum and position of QH edge
states[94], where taking the difference avoids all depen-
dence on the choice of gauge. The result for the zero-bias
conductance at finite temperature reads
G(T )
G0
= 1− 2piξTN (p, kξ)
vF sinh(2piξT/vF )
. (16)
For ξT/vF  1 we have G(T )/G0 ' 1 − N (p, kξ) +
(2N (p, kξ)/3)(piξT/vF )2. The leading order generally
does not vanish and does not depend on temperature.
Physically this is due to a circumvention of the Pauli
blockade by allowing the electrons to tunnel simultane-
ously into different channels.
Employing Eq. (14), we get the result for the tunneling
current at zero temperature
Idc(V )/I0 =
2V ξ
vF
[
1−N (p, kξ) sin(2V ξ/vF )
2V ξ/vF
]
. (17)
As before, the current vanishes if either V → 0 or ξ → 0.
For tunneling into a single edge state (p = 1 or p = 0)
one has N = 1 and thus recovers the result from Eq. (13).
It is interesting to note that for arbitrary p, one can still
have N = 1 if cos(kξ) = 1, which is likely due to destruc-
tive interference of the two tunneling events. While most
of the parameters in the cosine argument are material
specific, and thus hard to vary experimentally, it should
be possible to observe this recovery of the Pauli blockade
by varying the B-field within an interval maintaining the
ν = 2 filling factor.
In the limit V ξ/vF  1, we find that having two
edge channels available and thus the possibility to avoid
the Pauli blockade restores Ohmic behaviour: Idc(V ) ∝
(τ∆/vF )
2(1−N )V , whereas the sub-leading term is pro-
portional to (τ∆)2NV 3ξ2/v4F . Eq. (14) is shown in Fig. 3
for fixed finite temperature and tunneling probability.
The oscillations with respect to the voltage are similar to
those in Fig 2, while the oscillations with respect to the
interference factor argument kξ are related to the Pauli
blockade. For a fixed applied bias, these Pauli blockade
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FIG. 3. At filling factor ν = 2, the normalized tunneling
current oscillates both with the dimensionless bias 2V ξ/vF
and the interference factor argument kξ. These oscillations
are shown at finite temperature, 2ξT/vF = 0.5, and tunneling
probability p = 0.5 (see Eq. (14)). Black lines indicate integer
values of the current.
oscillations are peaked at kξ = 2pin, with n ∈ N. At zero
temperature these peaks become sharper, demonstrating
a stronger blockade regime. Further, a straightforward
calculation leads to the zero-temperature conductance
G(T = 0)/G0 = 1−N (p, kξ).
We now introduce electron-electron interactions both
within a given edge state as well as between the two edge
states. To study the effects of these interactions on the
Pauli blockade, we start in the blockaded regime and thus
assume that electrons only tunnel into one edge chan-
nel, corresponding to p = 1 or p = 0. To describe the
edge states in the presence of interactions we use an ef-
fective field theory [41, 42]. The edge state excitations
are then described as collective fluctuations of the charge
density ρˆj(x) = (1/2pi)∂xφˆj(x), where the index j = 1, 2
labels the edge state and φˆj(x) is a bosonic field oper-
ator which satisfies the standard commutation relations
[φˆi(x), φˆj(y)] = ipiδijsgn(x− y). The Hamiltonian of the
QH edge states is then given by
HˆQH =
1
2
∑
ij=1,2
∫
dx
∫
dyρˆi(x)Vij(x, y)ρˆj(y), (18)
where the interaction kernel is given by Vij(x, y) =
(U+2pivF δij)δ(x−y) with U > 0 describing the screened
Coulomb interaction. The Hamiltonian HˆQH can be di-
agonalized by the unitary transformation [91]
φˆ1 =
1√
2
(χˆ1 + χˆ2), φˆ2 =
1√
2
(χˆ1 − χˆ2), (19)
which conserves the bosonic commutation relations
[χˆi(x), χˆj(y)] = ipiδijsgn(x−y). Substituting these fields
into the Hamiltonian (18) we obtain
HˆQH =
1
4pi
∑
j=1,2
vj
∫
dx(∂xχˆj)
2, (20)
which now contains a fast charge mode (j = 1) and a
slow dipole mode (j = 2), with velocities v1 = U/pi + vF
and v2 = vF , respectively. This bosonization procedure
allows us to take into account electron-electron interac-
tions with arbitrary strength explicitly and shows that
the spectrum is split into two modes. Now, it is straight-
forward to calculate the four-point correlation functions
using this diagonal Hamiltonian and the unitary trans-
formation (19) (see App. B). Substituting the correlation
functions from Eq. (B3) into Eq. (8), we get the follow-
ing expression for the tunneling current at finite temper-
atures
Idc(V )/I0 =
v2
v1
2ξT
v2
sinh
(
V
T
) ∏
j=1,2
sinh
(
piTξ
vj
)
× J
(
2piTξ
v1
,
2piTξ
v2
,
2V
piT
)
, (21)
where the last factor has the integral form
J (a1, a2, b) =
∫ ∞
−∞
dy
cosh−2(y) cos(by)∏
i=1,2
√
cosh(2y) + cosh(ai)
. (22)
At low temperatures Tξ/v2  1, the asymptotic form
of the conductance is G(T )/G0 ' (2/3)(piξT/√v1v2)2,
where G0 = 2(τ∆)2/piv1v2 is a normalization coefficient.
At zero temperature and V ξ/v2  1 with v1 > v2 we get
Idc(V ) ∝ (2/3pi)(V 3ξ2)/(v1v2)2, resulting in vanishing
zero-bias conductance. Thus we get the same result as in
case of filling factor ν = 1 in Eq. (13) at V ξ/vF  1. The
Pauli blockade persists even with cross-channel interac-
tion. As one can see, the interaction renormalizes the
Fermi velocity, so to obtain the current at T → 0 one has
to change vF to
√
v1v2 in asymptotics of Eq. (13). The
dependence of the tunneling current on the applied bias
at different interaction parameters, v2/v1, is shown in
Fig. 4. Here v2/v1 = 1 corresponds to the non-interacting
case. One can see that the interaction parameter slightly
decreases the magnitude of the tunneling current in com-
parison with the non-interacting regime, while the oscil-
lation period is increased.
C. Filling factor ν = 1/(2n+ 1)
The fractional QH edge state with Laughlin filling fac-
tor ν = 1/(2n + 1), n ∈ N, consists of a single channel
with a free bosonic field φˆ(x) propagating with velocity
v. The electron operator is given by the vertex operator
ψˆ(x) ∝ eiφˆ(x)/
√
ν [41, 42]. We can then repeat the steps
of the previous sections to get the tunneling current at
60 2 4 6 8
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FIG. 4. When the electrons tunnel into two interacting QH
edge states, we see a decrease in the magnitude of the nor-
malized tunneling current, as well as longer oscillation periods
with applied bias, for stronger interactions. The figure shows
the case for finite temperature 2ξT/vF = 0.5 with an interac-
tion parameter v2/v1 which has v2 = vF (see Eq. (21)), and
where v2/v1 is the non-interacting case.
finite temperature
Idc(V )/I˜0 = 2
1/ν ξT
v
(
rT
2v
)2/ν−2
× sinh2/ν
(
piξT
v
)
sinh
(
V
T
)
Q
(
2piξT
v
,
2V
piT
)
, (23)
where r is an ultraviolet cut-off, I˜0 = (τ∆)
2/pivξ is the
normalization coefficient, and we use the dimensionless
integral
Q(a, b) =
∫ ∞
−∞
dy
cosh−2/ν(y) cos(by)
[cosh(2y) + cosh(a)]1/ν
. (24)
At Tξ/v  1 we get the asymptotic behavior of the con-
ductance
G(T )
G˜0
'
√
pi
2
Γ(2/ν)
Γ(1/2 + 2/ν)
(
rT
2v
)2/ν−2(
piξT
v
)2/ν
,
(25)
where Γ(x) denotes the gamma function and G˜0 =
2(τ∆)2/piv2. Further, at zero temperature and low volt-
ages V ξ/v  1, using Eq. (23), we find that the current
has the form
Idc(V )/I˜0 ' 2pi
2vξ
r2
(
2rξ
piv2
)2/ν
V 4/ν−2
Γ(4/ν)
. (26)
Consequently, the conductance vanishes as in the case of
filling factor ν = 1, i.e. G = 0. This result can also be
obtained from Eq. (25) at T → 0. This is related to the
power-law behavior of the tunneling current with respect
to the applied voltage due to the positive integer power
in Eq. (26). Even though we have tunneling between two
effectively bosonic systems, the Pauli blockade persists
and makes the QPC an insulator at zero bias. At filling
factor ν = 1 the results of this subsection coincide with
the results of subsection (III A).
IV. FINITE-FREQUENCY NOISE IN THE DC
REGIME
In this section, we consider the finite-frequency noise in
the case of an applied dc voltage. The exact experimen-
tally measurable current noise depends on the details of
the setup, so we calculate the non-symmetrized current
correlation function from which other forms of noise, e.g.,
the symmetrized noise, can be obtained [48, 93, 95, 96].
It is defined as
Sdc(ω, V ) =
∫ +∞
−∞
dteiωt〈δJˆ(t)δJˆ(0)〉, (27)
where δJˆ(t) = Jˆ(t)−〈Jˆ(t)〉 and the average is taken with
respect to the dc biased ground state of QH system and
superconductor. Using the time translation invariance
of the vertex operators (see App. C), the noise can be
written to the lowest order of the tunneling coupling as
Sdc(ω, V ) = g(ω + 2V ) + g(ω − 2V ), (28)
where the correlation function on the right is given by
g(ω) = 4(τ∆)2
∫ +∞
−∞
dteiωt〈Aˆ†(t)Aˆ(0)〉0. (29)
It is worth pointing out that the shot noise at ω = 0 is
determined by the anti-commutator of Aˆ operators, in
contrast to the tunneling current in Eq. (8), namely [93]
Sdc(0, V ) = 4(τ∆)
2
∫ +∞
−∞ dte
2iV t〈{A†(t), A(0)}〉0. The
noise can be symmetrized as the even combination of
the two non-symmetrized terms, [S(ω) + S(−ω)]/2, and
whether measuring the non-symmetrized or the sym-
metrized noise is possible depends on the experimental
detector [95].
A. Filling factor ν = 2
We start again by considering a system with positive
bias voltage V > 0, no interactions and Cooper pairs
tunneling simultaneously into both edge channels (see
Sec. III B). Using Eq. (27) and the two-point correlation
functions from App. A, the noise at finite temperature
becomes
Sdc(ω, V )/I0 =
∑
σ=±
ξT
vF
exp
(
ω + 2σV
2T
)
(30)
×
[
F
(
0,
ω + 2σV
2piT
)
−N (p, kξ)F
(
2piξT
vF
,
ω + 2σV
2piT
)]
,
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FIG. 5. The normalized finite frequency non-symmetrized
noise of the dc tunneling current Sdc(ω, V )/I0 at filling factor
ν = 2 as a function of the dimensionless frequency ωξ/vF at
applied voltages 2V ξ/vF = 4 (blue lines) and 2V ξ/vF = 6
(red lines). Here, the solid lines correspond to finite temper-
ature 2Tξ/vF = 0.5 and the dashed lines correspond to zero
temperature. Notably, we find no resonances (singularities).
We have p = 0.5 and kξ = 2pi/3. See Eqs. (30) and (31).
where F(a, b) is defined in Eq. (11) and the normalization
coefficient I0 is given after Eq. (10).
At zero temperature we can use Eq. (30) to obtain the
expression
Sdc(ω, V )/I0 =
∑
σ=±
2θ(ωξ/vF + 2σV ξ/vF ) (31)
×
{ |ω + 2σV |ξ
vF
−N (p, kξ) sin
( |ω + 2σV |ξ
vF
)}
,
where N (p, kξ) is given in Eq. (17) and θ(x) is the Heavi-
side step function. The dependence of noise on frequency
at zero and finite temperatures is shown in Fig. (5). The
oscillations are again related to the tunneling of elec-
trons into two spatially separated points, x = 0 and
x = ξ. At small frequencies 0 < ω  2V , the linear
frequency dependent part appears in a sub-leading term,
namely Sdc(ω, V )/I0 ≈ 2(2V ξ/vF − N sin(2V ξ/vF )) +
2(1−N cos(2V ξ/vF ))(ωξ/vF ). At large frequencies ω 
2V > 0, the frequency dependent part appears in the
leading order, Sdc(ω, V )/I0 ≈ 4ωξ/vF . Furthermore, we
calculate the derivative of the shot noise with respect to
the applied bias at V → 0 and get
G−10
∂Sdc(0, V )
∂V
∣∣∣∣
V→0
= 2[1−N (p, kξ)], (32)
where the prefactor G0 on the left is given after Eq. (12).
Here, as with the corresponding conductance, we see that
at filling factor ν = 2 the Pauli blockade is lifted. At low
temperatures ξT/vF  1, the sub-leading correction to
Eq. (32) is given by (4/3)N (p, kξ)(piξT/vF )2, i.e. the
temperature independence is only to leading order.
Furthermore, using Eqs. (14) and (30), and F(a,−b) =
F(a, b), one can see that the Fano factor has the well-
known form [7]
Sdc(0, V )/Idc(V ) = 2 coth
(
V
T
)
. (33)
Therefore, the current fluctuations satisfy a classical
Poissonian shot noise form [7]. At zero temperature,
we have coth(V/T ) → 1, so the Fano factor becomes
Sdc(0, V )/Idc(V ) = 2, which can be taken as an in-
dication that the elementary charge carriers tunneling
through the QPC are indeed charge-2e Cooper pairs.
The result for filling factor ν = 1 can be obtained
setting N (p, kξ) = 1 at p = 1 or p = 0. In particular,
at low temperatures and bias voltage, ξT/vF  1 and
V/T  1, we get
Sdc(0, V )/I0 ' 8V ξ
3vF
(
piξT
vF
)2
. (34)
Thus, the right hand side of Eq. (34) becomes propor-
tional to the differential conductance (12) at V → 0, i.e.
∂Sdc(0, V )/∂V ∝ (ξT/vF )2.
Taking into account electron-electron interactions, as-
suming tunneling into only one channel, and repeating
the steps leading to Eq. (21) and (30) for finite temper-
atures yields the following result
Sdc(ω, V )/I0 =
∑
σ=±
v2
v1
2ξT
v2
exp
(
ω + 2σV
2T
)
×
∏
i=1,2
sinh
(
piTξ
vi
)
J
(
2piTξ
v1
,
2piTξ
v2
,
ω + 2σV
piT
)
,
(35)
where I0 is given in Eq. (21), and J is given in Eq. (22).
Calculating the zero-frequency noise, one finds that the
Fano factor is given by Eq. (33), as it is expected. It is
worth mentioning here that at V → 0, the differential
shot noise vanishes.
At zero temperature, using Eq. (35), for the shot noise
at ω = 0 and V ξ/v1, V ξ/v2  1 we get
Sdc(0, V )/I0 ' 8v
2
2
3v21
V 3ξ3
v32
. (36)
Direct calculations using the asymptotic result in
Eq. (36) or the exact expression at ω = 0 in Eq. (35),
give that ∂Sdc(0, V )/∂V = 0 at V → 0, which is caused
by the Pauli blockade.
B. Filling factor ν = 1/(2n+ 1)
Repeating the steps of the previous subsections, in case
of finite temperature we get the following result for noise
8at fractional filling factors
Sdc(ω, V )/I˜0 =
∑
σ=±
21/ν
ξT
v
(
rT
2v
)2/ν−2
sinh2/ν
(
piξT
v
)
× exp
(
ω + 2σV
2T
)
×Q
(
2piξT
v
,
ω + 2σV
piT
)
,
(37)
where Q(a, b) is given in Eq. (24) and the normaliza-
tion factor is given in Eq. (23). Taking this equation at
Tξ/v  1 one can show that the differential shot noise
at zero bias is proportional to the conductance, namely
∂Sdc(0, V )/∂V ∝ (rT/2v)2/ν−2(piξT/v)2/ν . This expres-
sion vanishes at T → 0. In particular we find that at zero
temperature, zero frequency, ω = 0, and V ξ/v  1 we
obtain the asymptotic expression for shot noise
Sdc(0, V )/I˜0 ' 4pi
2
Γ[4/ν]
vξ
r2V
(
2rξV 2
piv2
)2/ν
. (38)
This expression results in vanishing differential shot
noise, namely ∂Sdc(0, V )/∂V = 0 at V → 0. It is worth
mentioning that at ν = 1 the result of this subsection
agrees with the expressions of the previous subsection
and Eq. (33) for Fano factor at finite temperatures is sat-
isfied. We note that no resonances (singularities) appear
in Eqs. (31), (35) or (37). For instance, at zero temper-
ature, this can be seen from the fact that the power-law
correlation functions result in the linear frequency behav-
ior of noise S(ω, V ) ∝ ω at small, ω  2V , and large,
ω  2V , frequencies.
V. TUNNELING CURRENT AND FINITE
FREQUENCY NOISE IN THE AC REGIME
To study the case of time-dependent voltage, we as-
sume a periodic bias of the form V˜ (t) = V + V1 cos(Ωt),
where Ω is the driving frequency. The time-dependent
part of such bias averages to zero over one period T =
2pi/Ω, and the dc part of the time averaged tunneling
current in the case of ac bias is given by
I =
2
T
∫ T
0
dt
∫ t
−∞
dt′Re
{
ei
∫ t
t′ V˜ (t
′)〈[Aˆ†(t), Aˆ(t′)]〉0
}
.
(39)
With the exact form of the vertex operators from App. B
and App. C, and using an expansion in terms of Bessel
functions, exp[iλ sinϕ] =
∑∞
n=−∞ Jn(λ) exp[inϕ], we
find
I =
+∞∑
n=−∞
J2n(2V1/Ω) Idc(V + nΩ/2), (40)
where Idc(V + nΩ/2) has been calculated in Eqs. (10),
(14), (21) and (23). At Ω → 0 and V1 → 0, the sum of
Floquet factors goes to one, i.e
∑∞
n=−∞ J
2
n(2V1/Ω) → 1
and thus we recover the result of Eq. (8) in the case of
dc bias for all filling factors.
We proceed by calculating the noise in the presence of
such an ac bias voltage. Again, we consider the finite-
frequency noise averaged over a drive period T . Due to
the drive, this can be regarded as noise due to photon
assisted electron transport across the QPC. The time-
averaged photon assisted finite-frequency noise is given
by the following Wigner transformation
S(ω) =
1
T
∫ T
0
dτ
∫ +∞
−∞
dτ ′S(τ + τ ′/2, τ − τ ′/2)eiωτ ′ ,
(41)
where we have introduced the “center of mass” and “rel-
ative” time variables, τ = (t + t′)/2 and τ ′ = t − t′,
respectively. The integrand includes the current-current
correlation function S(t, t′) = 〈δJˆ(t)δJˆ(t′)〉 with δJˆ(t) =
Jˆ(t) − 〈Jˆ(t)〉 and the average is performed with respect
to the biased ground state of the system. Using again an
expansion of the exponent in terms of Bessel functions,
the time invariance of the vertex correlation functions
(see App. C) and J2−n(x) = J
2
n(x) we get the final result
for finite-frequency noise
S(ω) =
∞∑
n=−∞
J2n(2V1/Ω) Sdc(ω, V + nΩ/2), (42)
where Sdc(ω, V +nΩ/2) has been calculated in Eqs. (30),
(31), (35) and (37). Here again, as Ω → 0 and
V1 → 0, the sum of Floquet factors goes to one, i.e∑∞
n=−∞ J
2
n(2V1/Ω) → 1 and thus we recover the result
of Eq. (27) in the case of dc bias. The dependence of
noise on frequency, Eq. (42) at filling factor ν = 1 is
presented on Fig. 6. As in case of dc bias, there are
no resonances (singularities) in the frequency dependent
noise, which is a consequence of the positive power-law
behaviour with respect to frequency (see the discussion in
the last paragraph of Sec. IV.) In Ref. [97], in the low fre-
quency regime, it was experimentally demonstrated that
a similar equation, Λ =
∑n=∞
n=−∞ J
2
n(V1/Ω)Λdc(V + nΩ),
holds for electron current, heat current and shot noise
under ac bias over a QPC contact between two edge
states. According to Eq. (42), this statement holds in
one more general case, namely for finite-frequency noise.
This result can be used to interpret the experiments on
dynamical response of Laughlin anyons in presence of
time-dependent bias [97].
VI. CONCLUSION
In this paper we have studied tunneling between a su-
perconductor and a QH edge state at different filling fac-
tors, namely ν = 1, ν = 2 and ν = 1/(2n+1). To account
for electron-electron interaction in the QH edge state, we
used a low-energy effective theory based on bosonization.
In the bosonic picture of collective excitations, the spec-
trum splits into two modes, namely the fast charge mode
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FIG. 6. The normalized finite frequency non-symmetrized
noise of the tunneling current in presence of periodic time-
dependent (ac) bias, V˜ (t) = V + V1 cos(Ωt) at zero temper-
ature for different 2V ξ/vF , see Eq. (42). Again we find no
resonances. In this figure we show the case of filling factor
ν = 1 and choose Sdc(ω, V ) from Eq. (31). We set p = 0 or
1, 2V1ξ/vF = 2 and Ωξ/vF = 1.
and slow dipole mode. Exact diagonalization allows us to
calculate the two- and four-point equilibrium correlation
functions, which are necessary to evaluate the transport
properties of system, such as current and noise. We in-
vestigated the tunneling between the QH edge states and
the superconductor to the lowest order in the tunneling
coupling under the dc and ac biases.
For filling factor ν = 1, at zero temperature and
V ξ/vF  1, we found that the tunneling current is
proportional to Idc(V ) ∝ (τ∆)2ξ2V 3/v4F , which is a
manifestation of non-Ohmic behavior. This scaling of
the tunneling current with the applied dc bias results
in a vanishing conductance. At finite temperatures,
at ξT/vF  1 and V/T  1, the current is propor-
tional to the applied bias, and the density of states is
renormalized by the dimensionless factor ξT/vF , namely
Idc(V ) ∝ (τ∆/vF )2(ξT/vF )2V . In addition to the
tunneling current, we presented results for the finite-
frequency current noise. The ratio between shot noise
and tunneling current, known as the Fano factor, was
found to be Sdc(0, V )/Idc(V ) = 2. Thus, the differen-
tial shot noise, ∂Sdc(0, V )/∂V at V → 0 vanishes as
well. At finite temperatures the Fano factor has the
form Sdc(0, V )/Idc(V ) = 2 coth(V/T ). As a result, at
ξT/vF  1, the differential shot noise at V → 0 is pro-
portional to the conductance and vanishes as T → 0.
For filling factor ν = 2, in case of simultaneous tun-
neling of a Cooper pair into different QH channels, the
situation changes drastically. At zero temperature and
V ξ/vF  1, the current manifests Ohmic behavior
to leading order, Idc(V ) ∝ (τ∆/vF )2(1 − N )V , where
0 < N < 1 in case of simultaneous tunneling into two
edge states. The shot noise is proportional to the cur-
rent, Sdc(0, V )/Idc(V ) = 2, so the differential shot noise
at V → 0 is generally not equal to zero. At low tem-
peratures ξT/vF  1 the leading behavior of both the
conductance and the differential shot noise does not de-
pend on temperature. The temperature dependence ap-
pears only in a subleading correction proportional to
N (ξT/vF )2. In the presence of electron-electron inter-
action the results are qualitatively similar, but one has
to replace the Fermi velocity by the geometric average of
the velocities of the charged and dipole modes,
√
v1v2.
For filling factor ν = 1/(2n+ 1), the power-law behav-
ior of transport quantities depends on ν. At V ξ/v  1,
the current is given by Idc(V ) ∝ V 4/ν−1 and the con-
ductance vanishes. At low temperatures, ξT/v  1, we
have Idc(V ) ∝ T 4/ν−2V and the conductance depends on
temperature. The behavior of the differential shot noise
at V → 0 with respect to temperature is identical to that
of the conductance, namely ∝ T 4/ν−2.
We also provided a general expression for the tunnel-
ing current and the finite-frequency noise in the presence
of a periodic ac bias voltage. This result, valid for all
filling factors considered, demonstrates that the current
and finite-frequency noise can be expressed as the sum
of dc currents and noise terms with Floquet coefficients.
Recently, it was experimentally found that an expression
similar to our result (42) holds for shot noise [97]. We
have found that this statement holds in the more general
case of finite-frequency noise.
At Laughlin filling factors, in addition to the Coulomb
blockade [98], it has been found that the vanishing con-
ductance [61] and differential shot noise at low tempera-
tures is a consequence of an additional suppression mech-
anism called the Pauli blockade: after the tunneling of
the first electron of a Cooper pair the tunneling of the
second electron into the QH edge state is suppressed up
to times ξ/vF , where vF is the velocity of the edge ex-
citations, due to the Pauli exclusion principle. At filling
factor ν = 2, in the case of simultaneous tunneling of
a Cooper pair into both channels, the Pauli blockade is
partially removed. Electron-electron interactions do not
change the physics qualitatively but result in a renor-
malization of the Fermi velocity. Finally, as a future
perspective, it would be interesting to consider a similar
problem in the context of levitonic physics [9], where the
injection of single particles due to tailored voltage pulses
is investigated.
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Appendix A: Two-point correlation function
In this Appendix we calculate the two-point correlation function of right-moving fermions Gj(x, t;x
′, t′) at fill-
ing factor ν = 1 and at finite temperature T . We use bosonization technique, which is further necessary to take
into account the electron-electron interaction. Here the subscript j = 1, 2 denotes the QH channel. According to
bosonization technique, we can write
Gj(x, x
′; t, t′) = 〈ψˆ†j (x, t)ψˆj(x′, t′)〉0 =
1
r
〈e−iφˆj(x,t)eiφˆj(x′,t′)〉0 = 1
r
eM(x,t;x
′,t′) (A1)
where r is an ultra-violet cut-off, and in Gaussian approximation under consideration the exponent is given by
M(x, t;x′, t′) = −1
2
〈φˆ2j (x, t)〉0 −
1
2
〈φˆ2j (x′, t′)〉0 + 〈φˆj(x, t)φˆj(x′, t′)〉0. (A2)
Using the expansion of bosonic field in terms of creation and annihilation operators of bosons, we get the following
expression (zero modes are ignored)
M(x, t;x′, t′) =
∫ ∞
0
dk
k
e−
rk
2pi
[
(1 + fB(k))
(
eik[X(t)−X
′(t′)] − 1
)
+ fB(k)
(
e−ik[X(t)−X
′(t′)] − 1
)]
, (A3)
where X = x− vjt, X ′ = x′− vjt′ and fB(k) = (evjk/T − 1)−1 =
∑∞
n=1 e
−vjβkn is an equilibrium bosonic distribution
function with inverse temperature β = 1/T . Further integration with respect to momentum variable k gives
M(x, t;x′, t′) = log
[
ir/2pi
X(t)−X ′(t′) + ir/2pi
]
−
∞∑
n=1
log
[
1 +
[pi(X(t)−X ′(t′) + ir/2pi)/vjβ]2
pi2n2
]
. (A4)
Next, exponentiating the above relation and using the definition of hyperbolic sine
sinh(z) = z
∞∏
n=1
(
1 +
z2
pi2n2
)
, (A5)
we finally get the result for two-point correlation function at finite temperature
Gj(x, x
′; t, t′) =
−iT
2vj
1
sinh [piT (t− t′ − (x− x′)/vj − iγ)] , γ → +0. (A6)
The correlation function at zero temperature is obtained, using that sinh(x) ∼ x, namely
Gj(x, x
′; t, t′) =
−i
2pivj
1
t− t′ − (x− x′)/vj − iγ . (A7)
Appendix B: Four-point correlation function
In this Appendix we derive the expression for four-point correlation function [99]. We again use the Gaussian
character of theory to calculate it, namely the average of four vertex operators is written as the exponent of combination
of averages of bosonic field. To demonstrate this, we use bosonization technique to rewrite the four-point correlation
function, namely
L1 = 〈ψˆ†1(x1, t1)ψˆ†1(x2, t2)ψˆ1(x3, t3)ψˆ1(x4, t4)〉0 =
1
r2
〈e−iφˆ1(x1,t1)e−iφˆ1(x2,t2)eiφˆ1(x3,t3)eiφˆ1(x4,t4)〉0, (B1)
where we have omitted the arguments of L1 and the average is taken with respect to equilibrium zero density matrix,
ρˆ0. Next, using the Eq. (19) from main text, the above expression can be rewritten as a product of two four-point vertex
correlation functions corresponding to charged and dipole modes in presence of interaction, namely L1 = L11 × L22,
where χˆj(x, t) = χˆ1(x− vjt) and consequently
Lj1 =
1
r
〈e−i√2 χˆj(x1−vjt1)e−i√2 χˆj(x2−vjt2)e i√2 χˆj(x3−vjt3)e i√2 χˆj(x4−vjt4)〉0. (B2)
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Further in Gaussian approximation [99], in term of new bosonic fields, the above correlation function takes the from
Lj1 =
1
r
exp
[
−1
4
4∑
i=1
λ2i 〈χˆ2j (xi − vjti)〉0 −
1
2
4∑
i<l
λiλl〈χˆj(xi − vjti)χˆj(xl − vjtl)〉0
]
, λi = ±1. (B3)
Further calculations gives the final result for correlation function
Lj1 =
1
r
√
L13L14L23L24
L12L34
, Lij =
−irT
2vj
1
sinh[piT (ti − tj − (xi − xj)/vj − iγ)] , i, j = 1, 2, 3, 4. (B4)
All other four-point correlation functions can be calculated in the same manner. Correlation function at zero temper-
ature can be obtained using the Eq. (A7). It is worth mentioning that the higher order correlation functions in the
perturbative expansion, which give the sub-leading corrections to current and noise, may depend on the regularization
of the point-like tunnelling Hamiltonian [100].
Appendix C: Time invariance of vertex correlation functions
In this Appendix we show the time invariance of vertex correlation functions, namely that
〈Aˆ†(t)Aˆ(0)〉0 = 〈Aˆ(t)Aˆ†(0)〉0 = 〈Aˆ†(0)Aˆ(−t)〉0. (C1)
To do this, we represent these vertex correlation function though two-point correlation functions Gj(x − x′, t − t′)
defined in previous Appendix. For filling factor ν = 1 it is obvious because of Wick’s theorem. For filling factor ν = 2
but without interaction
〈Aˆ†(t1)Aˆ(t2)〉0 = 〈Aˆ(t1)Aˆ†(t2)〉0 = [p2 + (1− p)2]
∑
j=1,2
[Gj(0, t1 − t2)Gj(0, t1 − t2)−Gj(ξ, t1 − t2)Gj(−ξ, t1 − t2)] +
+ p(1− p) [2G1(0, t1 − t2)G2(0, t1 − t2)−G1(ξ, t1 − t2)G2(−ξ, t1 − t2)−G2(ξ, t1 − t2)G1(−ξ, t1 − t2)] ,
(C2)
thus is it straightforward to confirm the time invariance relations. At filling factor ν = 2 in presence of interaction
using the Eq. (B3) and commutation relation [χˆα(x1 − vαt1), χˆβ(x2 − vβt2)] = ipiδαβsgn(x1 − x2 − vαt1 + vβt2) one
can justify the Eq. (C1).
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