A comprehensive heuristic analysis of the Pollard's Rho Method (PRM) is given. The analysis is based on ultimate periods and tails distribution of sequences. If n is the composite number to be factored, then an improved version of PRM is developed which has an expected run time of O( 8 √ n ln n) on a multi-core architecture which utilized a clever way of evaluating polynomials.
Introduction
The security of cryptographic schemes based on RSA, the most widely used cryptosystem for secure data transmission on the Internet, relies on the factorization of large integers. Hence integer factorization algorithms must play a very importance role in secure communication on the Internet.
There are several algorithms of factorizing integers, the most common ones being: trivial division, Pollard's rho and (p − 1) methods, Fermat's method, Index calculus method, Elliptic curve method, Quadratic sieve method and number field sieve method. A good survey of modern factorization method is given by Lenstra [12] . Good analyses for most of the methods are found in the literature [1, 2, 3, 12, 16] . Trivial division is the most inefficient one of all the factorization methods. To find a factor p of a composite number √ n by trivial division, one needs to divide n by all primes less than n. The best factorization algorithm so far is the number field sieve, which has subexponential run time as indicated by Lenstra [12] . The Pollard's rho method has a heuristic expected run time of O( √ p), where p is the smallest factor of a composite number n [2, 3, 11, 12 ].
Pollard's rho method is one of the earliest factoring method in contemporary world which was developed by Pollard [14] . Since is invention in the seventies, there are very few analyses found in the literature: the well-known heuristic analysis based on the Birthday Paradox and the analysis which determining the probability of success discussed by Bach [2] . This paper proposed a new analysis of PRM, which is based on ultimate periods and tails distribution of sequences in Z p . An improve parallel implementation of PRM is proposed, which has expected run time O((ln p) 4 √ p).
Let p be a prime number ≥ 5 and f (x) be a polynomial function over Z p , and a k = f (a k−1 ) be a sequence in Z p . Fixing a choice of coefficients of f (x), then the average of the ultimate periods of a k as a 0 runs over all element in Z p is called the ultimate period of f with respect to p, and is denoted by up p (f ). We conjecture that for a polynomial f (x) ∈ Z[x] which is not a permutation, we have that up p (f ) ≤ √ p.
If a k = f (a k−1 ) is a sequence, then Floyd Cycle Detection Algorithm (FCDA), as explained by Pollard [14] and Brent [3] , picks every other element in a k by using the (sub)sequence b k = f 2 (b k−1 ), where b 0 = a 0 . Every sequence in Z p is ultimately periodic, hence it has a tail. The presence of tail makes the use of FCDA algorithm to detect collision inevitable as one is not sure when the sequence will enter a circle. With an appropriate selection of sequence generator, we show that the distribution of of the tails can be approximated by the function ln(p) 4 √ p. This can be used to improve the run time of PRM.
On the other hand, if the period of the sequence a k is even, them application of FCDA reduces it by half. Referring to original FCDA as the FCDA of index 2, one can introduce an FCDA of index t. Then using the algorithm, the period of a k is reduced by a factor of t, provided t divides the period of a k . We show that by utilizing suitable FCDA of length t, one can obtain sequences b k with expected period ln(p) 4 √ p.
Parallel implementation of factoring algorithms have been use in order to increase the efficiency of factoring algorithms [5, 6, 7] . For the PRM, two parallel implementation have been consider which have run time of O( √ p) and O( √ p(log m) 2 /m) [6, 7] . An improved parallel implementation which with the help of fast polynomial multiplication is proposed.
A brief review of the literature is given in Section 1, while in Section 2 an investigation of ultimate periods of some special sequences and subsequences is discussed. In Section 3, the analysis of PRM is provided together with an improve parallelization of PRM. Finally conclusion and further research areas are given in Section 4.
Literature Review
In this section a literature review of the PRM analysis is given. Also a brief review of fast polynomial evaluation algorithms and it runtime is provided.
Pollard's Rho Factorization Method.
Let n be a square-free composite number, and let p be the smallest prime dividing n. If one picks numbers a 0 , a 1 , a 2 , ... from Z n independently at random, then after at most p + 1 such picks we have for the first time two numbers a i , a s with i < s such that a i ≡ a s mod p. Since n is composite, there is another prime factor q of n with p < q such that x i = x s mod q with probability at least 1 − 1/q even when a i ≡ a s mod p. Hence q must divide n, and so gcd(n, a i − a s ) = q is a non-trivial divisor of n with probability 1−1/q. The fact that a i ≡ a s mod p for i < s will be referred to as collision. By using the Birthday Paradox, the expected number of cycles before one encounters a collision is roughly of the order of √ p. This briefly explains the Pollard's Rho Factorization Method (PRM).
To generate a random sequence, a "random" function f on Z p is used. Since all function on Z p are polynomials, a polynomial f (x) which is not a permutation polynomial can be use as a random map. The so called magical polynomial f (x) = x 2 + c, where c = 0, −1, −2 are widely used. The current analysis of the algorithm work under the assumption that f (x) behave like a random function which has never been proved! To find a factor p of composite integer n by PRM, a Floyd Cycle Detection Algorithm (FCDA) is used. The algorithm simultaneously compute a k = f (a k−1 ) and b k = f (f (b k−1 )), where b 0 = a 0 and check whether gcd(a j − b j , n) > 1 for some j > 0. In that situation we would have encounter a collision mod p. The algorithm can be improved by accumulating the differences a j − b j and compute the gcd in a batch, that is, by letting z j = l j=1 a j − b j and compute gcd(z j , n) only when l is a multiple of m for log 2 n ≤ m ≤ 4 √ n as shown by Pollard [14] .
1.2. Analysis of PRM in the literature. As stated in the introduction the most well-known analysis of PRM found in the literature are the one based on the Birthday Paradox. Pollard [14] heuristically established that a prime factor p of a composite number n can be found in O( √ p) arithmetics operations. The heuristics was based on the fact that the generating sequence, which was then the polynomial x 2 + c for an integer c = 0, 2, is a random polynomial chosen among the p p . The first rigorous analysis of PRM was done by Bach [2] , who showed that the probability that a prime factor p is discovered before the kth iteration, for k fixed, is at least ( k 2 ) /p+O(p −3/2 ). The original PRM uses FCDA to determine collision. Brant [3] proposed another cycle-finding algorithm which is on average about 36 percent faster than FCDA. He used his algorithm to improve PRM by about 24 percent. The improvement was obtained by omitting the terms a j − b j in the product z j if k < 3r/2, where r is the power of 2 less than or equal to sum of the tail and period [3, sec. 7] . However to find a r one has to find a cycle first! Parallel implementation of PRM method was discussed by Brent [5] . He showed that if one uses m parallel machines, the expected heuristic run time of PRM is O( ). However, the heuristic has never been tested as noted by Brent [5] .
1.3. Fast Polynomial Evaluation. Two type of fast polynomials evaluation are found in the literature. Sequential implementation uses a single core architecture, while parallel implementation utilizes a multi-core architecture. The well-known Horner's method, which is sequential, is often the default method for evaluating polynomials in many many computer libraries as noted by Reynolds [15] . The method has a runtime of O(m), where m is the degree of the polynomial. There are two parallel algorithms which are the most common. Dorn's method, which is a generalized form of Horner's form, and has a run time of at least 2m/k + 2 log 2 k, where k is the number of processors as indicated by Munro, Paterson [13] . The other one is Estrin's algorithm, also explained by Munro et. al. [13] , which has run time of O(log 2 m), hence is very suitable for polynomial whose degree is a power of 2. The later was also discussed by Xu [17] and Reynolds [15] .
Preliminaries
In this section we special sequence in Z n and their properties, as well as the relation between sequence in Z n and those in Z p for a factor p of n.
Definition 2.1. [3, 8] A sequence a k is a ultimately periodic if there are unique integers µ ≥ 0 and λ ≥ 1 such that a k = a k+λ for each k ≥ µ. The number λ is called the ultimate period or period of the sequence, while the number µ is the tail or prepedriod of the sequence. The sum λ + µ is the length of the sequence.
Example. The sequence a k : 1, 2, 5, 3, 10, 9, 13, 9, 13, 9, 13, 9, 13, 9, 13 is ultimately periodic of ultimate period 2, tail 5 and length 7.
Let p be an odd prime. Then any natural sequence in Z p is eventually periodic, since Z p is a finite set. Consider a polynomial function f (x) over
is a subsequence of a k . Note that the subsequences b k defined above are obtained by picking every t-th element of a k .
Example. Consider the sequence a k : 1, 2, 5, 3, 10, 9, 13, 9, 13, 9, 13, 9, 13, 9, 13 . Then b k : 1, 5, 10, 13, 13, 13, ... and b k : 2, 3, 9, 9, 9, .. . are subsequences of a k of ultimate period 1.
Consider the sequences a k = f (a k−1 ) in Z p generated by polynomial f over Z p , and their corresponding subsequences b k = f t (b k−1 ) for some positive integer t. Then the ultimate periods of a k and b k are related as shown in the following result. Lemma 2.2. Let a k = f (a k−1 ) be a sequence in Z p generated by a polynomial f over Z p with ultimate period λ and let b k = f t (b k−1 ) for some positive integer t be a subsequence with ultimate period δ. Then i. δ divides λ, and ii. δ = m/ gcd(λ, t).
Proof. i. b k is obtained by picking elements with indices 0, δ, 2δ, 3δ, . . . . Since δ ≤ λ and b k is ultimately periodic, it follows that δ|λ.
ii. Since the sequences are ultimately periodic, there is an integer s such that a 0 = b δ = a sλ = a δt , so that sλ = δt, which implies that δ = λ t/s . We claim that t/s = gcd(λ, t). If t/s = g, then observe that g|λ, since δ is indeed an integer. On the other hand λ = δg, so that sδg = δt, which implies that t = sg. Hence g is a common divisor of δ and t. To show that g = gcd(λ, t) is left as an exercise.
2.1. Ultimate period of a Prime. Let n be a square-free composite integer and p a prime factor of n. In this section an investigation of ultimate period of special sequences in Z p is given. Also relationship of ultimate periods of sequences in Z n and Z p is discussed.
Let f (x) is a fixed polynomial of degree m, then there are about p such sequences a k . So as j runs from 1 to p we get p ultimate periods. Now if the coefficients of f are chosen at random, then there are p m choices of coefficients, and we get p m+1 ultimate period. The average of these periods might be some thing useful. Definition 2.3. Let p > 3 be a prime, let f (x) be a polynomial over Z p of degree m and let a k = f (a k−1 ) be a sequence in ∈ Z p .
1. The average ultimate period of a k for a given coefficients of f as the initial seed a 0 runs over {1, 2, 3, ..., p} is called the ultimate period of f (x) with respect to p, and will be denoted by up p (f ). 2. Then the average ultimate period of a k as the coefficients of f and the initial seed a 0 run over {1, 2, 3, ..., p} is called the ultimate period of p with respect to f (x), and will be denoted by up f (p).
Let f (x) = x 2 + 1 , g(x) = f 2 (x) and h(x) = g 2 (x). Then the ultimate periods of f, g and h with respect to the primes p between 3 and 225 Figure  1 . From the figure we can observe that the ultimate period of a polynomial with respect to a a prime p is a most √ p. We have the following conjecture. Remark 2.5. The ultimate period of a prime p with respect to a polynomial f , up f (p) is more interesting, because the sound parallelization of PRM found in the literature [5] use random coefficients and initial seeds. However, it exact computation is very time consuming.
Suppose that a k = f (a k−1 ) for some polynomial f over Z p . We determine the relationship of ultimate period in Z n and in Z p i for i = 1, 2, ..., s. This will be very useful in the coming sections when we analyze the Rho Factorization Method.
Proposition 2.6. Let n = p 1 p 2 · · · p s be a square-free integer and let a k = f (a k−1 ) for some polynomial f over Z. If a k has ultimate periods λ 1 , ..., λ s respectively in Z p 1 , Z p 2 . . . , Z ps , then it has ultimate period lcm(λ 1 , · · · , λ s ) in Z n .
Proof. It can be easily deduced that the sequence (a k mod p 1 , . . . , a k mod p t ) has ultimate period lcm(λ 1 , . . . , λ s ) in Z p 1 × · · · × Z ps . Then the result follows from the fact that Z n Z p 1 × · · · × Z ps via the isomorphism ϕ : Z p 1 × · · · × Z ps → Z n given by ϕ(a 1 , . . . , a s ) = e 1 a 1 + · · · + e s a s , where e i are elements in Z n such that 1 = e 1 + · · · + e s .
Remark 2.7. The converse of Proposition 2.6 is indeed true, namely if a k is a sequence in Z n with ultimate period m = lcm(λ 1 , ..., λ s ), then a k has ultimate period λ i in Z p i for some i from 1, ..., s. One thing to note here is that it happen sometimes that all λ i are the same! Remark 2.8. In the next sections, all the analysis will be based on a prime factor p of a composite n. Although one will be working in n, but because of the classification theory of finite abelian groups, the structure of p in n is kept intact.
Analysis of Pollard's Rho Method
In this section analysis of rho method using tails distribution of sequence a k generated by a polynomial f over Z p and ultimate period of the sequences a k is given. The analysis is based on two experiments done the researcher.
Tail and period distributions.
As mentioned in the literature review, Brant [3] proposed another cycle-finding algorithm which he used to improve PRM by about 24 percent. The improvement was obtained by omitting the terms a j − b j in the product z j if k < 3r/2, where r is the power of 2 less than λ + µ [3, Sec. 7]. The motive behind this move was to compute gcd using terms which lie in a cycle. This means that the knowledge of a position in a sequence where a cycle start (the end of the tail) may improve the PRM.
Let n be a composite number and a k = f (a k−1 ) be a sequence in Z n . Suppose that λ is a period of the sequence a k = f (a k−1 ) and µ is its tail. Then using the help of FCDA, the algorithm PRM finds the smallest prime factor p of n after exactly λ + µ terms.The subsequence b k of a k found during the execution of PRM has ultimate period λ 1 = λ/ gcd(2, λ) by Lemma 2.2. Now if FCDA is applied on b k , gcd(b j , b 2j ) > 1 would be obtained after exactly λ 2 = µ/2 + λ 1 terms, and if λ was even, one would need to compute even smaller number of terms, namely (λ + µ)/2. Hence, applying several FCDA would reduce the number of terms required to get gcd(a j , b j ) > 0 even when the order λ is not even, as it would reduce the tail by a power 2.
Remark 3.1. 1. In the original PRM and and its subsequent variants, the choice b k = f 2 (a k−1 ) was preferred only because of computation complexity of higher degree polynomials. In other word, any power t ≥ 2 would have suffices for successful computation of period of a k , with increased number of computation as t increases.
2. The nature of the sequences b k are perfectly suitable for implementation in computers with t core processors using Estrin's algorithm. Since the degree 2 t , then the algorithm has a run time of O(t).
3.2.
Setting up of the experiments. In the first experiment, tails of difference sequences in Z p for different primes p were computed. For the prime between 4 and 5000 tails for the sequences generated by f (x) = x 2 − 1 and g(x) = f 2 (x) were computed for all initial seeds a 0 in Z p . For the primes in the other ranges a sample of size √ p was considered. The second experiment was conducted to determine the proportion of periods of sequences less than ln(p) 4 √ p, where p is a prime number. The sequence generator was The above analysis draws the following conclusion: If a k = f (a k−1 ) is a sequence generated by a non-permutation polynomial f over Z p , then, for some positive integer t, the expected tail of the sequence b k = f t (b k−1 ), where b 0 = a 0 is ln(p) · 4 √ p with reasonable probability.
Remark 3.2. As p increases LF (p) is moving below T M g (p), in other word probability of having a good number of tails below LF (p) decreases. However, in the analysis we used t = 2, so an increase of t will remedy this problem.
Analysis of Experiment 2. The outcome of the experiment is shown in Table 1 . Row two of the table shows probabilities for different primes when random a 0 , c are used. They are all greater than 0.5, hence good probabilities. On the other hand, when the parameter c is fixed (row 3), there are all kind of probabilities, 0, very small and very big.
There are at least few of inferences that can be drown from the table. First, it highlight the concern J. M. Pollard himself raised by Crandall [7] about the consequence of fixing c, as there will be then very few periods O(≤ ln p ). Moreover, it strengthen the idea of using random parameters a 0 and c in the construction and execution of PRM, as one has a very wide iterative cycles to work with noted by Crandall [7] . In all the cases considered there were more than ln(p) 2 different cycles.
One can then infer that the use of random parameters a 0 and c are important in implementation of PRM, both single and parallel modes. Moreover, ln(p) 4 √ p is a good estimate of the expected period of a sequence b k in heuristic terms.
Remark 3.3. From row 2 one can observe that as p increases the proportion of periods less than ln(p) 4 √ p decreases. This can be offset by taking appropriate value of t. Note that in this example t = 2.
A Parallelization.
Let n be a composite whole number to be factored, and a k = f (a k−1 ) be a sequence generated by the polynomial f (x) = x 2 + c, in Z n , where c = 0, −2 is an integer. Choose t such that 2 t ≤ ln √ n . A set of t independently machines will be used and in each one of them, a PRM will be run using the sequences b k = f t (b k−1 ) for t = 2, ..., t.
The algorithm. Each machine j should perform the following steps:
(1) Set the sequence b j k for j = 2, ..., t, and generate random parameters a 0 and c.
(2) Compute the first M = 8 √ n ln √ n terms, and store the term b j M . (3) Set N = ln √ n , for l = 0, N, 2N, ..., compute the terms b j k for k > M and store the product Analysis of the algorithm. The analysis will be based on two implementation, namely a single core architecture and a multi-core architecture. The first thing to note is that the algorithm is a Monte Carlo algorithms, it has a probability of success, which we will try to determine. In Step 2 the algorithm is trying to escape the tail and enter a circle, an idea which was use with success by Brent [3] . Using Remark 3.2, Step 2 will reach its goal with a very good probability.
Case 1. For one core architecture, computation of the terms of b k in Step 3 can be estimated as follow. By using the Horner's form, each term of b k for k > 0 can be computed in O(ln √ n) arithmetic operations, since its degree is less than ln( √ n).
Step 3 will require O( 8 √ n(ln √ n) 2 ) arithmetic operations from each machine. Apart from computation of b i k in Step 3 and 4, there is multiplication of terms and computation of gcd. But it is plausible to consider the cost of only a k and ignore the other. The motive behind this move is the fact that computation of b k is more costly than multiplication and gcd computations. Moreover, the cost bound set on b k is the worst-case scenario, in other word, very few machine will come near the bound. Now the expected cost of each machine is O(
where ln √ n is the cost of computation of terms as in the sense of [6] . Case 2. Using Estrin's method on multi-core architecture, each b k in Step 3 can be computed in O(t) arithmetic operations. Hence the step will require O( 8 √ n ln √ n) arithmetics operations from each machine. By using the same assumption as in Case 1, the expected cost of each machine is now O( 8 √ n ln √ n), vast improvement from Case 1.
Summary and Conclusion
Analysis of Pollard's rho factorization method is given which is based on the distribution of periods and tails of sequences. An improved parallelization of the method is given with a run time of O( 8 √ n ln √ n). The parallelization can be improved with an improve in the polynomial evaluation algorithms and an increase in the number of cores in a machine.
