Let .d(2) be the mod-2 Steenrod algebra, and let P, = [F2 [.s , , , .Y,,] be the mod-2 cohomology of the s-fold product of IWP' with itself, with its usual structure as an .d(2)-module. A polynomial P E p, is said to be hit if it is in the image of the action .d(2) @ P" + IPA, where x/(2) is the augmentation ideal of .d(2). In this paper we state two equivalent forms of a conjecture that a certain family of monomials is hit, and prove the conjecture in a special case. In the process, we use information about the canonical antiautomorphism x of x/(2) to show that a hit polynomial P remains hit when multiplied by any polynomial raised to a sufficiently high 2-power. The relevant 2-power depends only on the Milnor basis elements required to hit P.
Introduction
Let .n/(2) be the mod-2 Steenrod algebra, and let pY = IFI [.yl , . . , x,] be the mod-2 cohomology of the s-fold product of RP" with itself, with its usual structure as an .c/(2)-module. A polynomial P E EJs is said to be hit if it is in the image of the action .rJ(2) @ OD, + kDY, where XI(~) is the augmentation ideal of .d (2) . In particular, a hit polynomial case can be written as a finite sum for suitable polynomials P+ Here the Sq(.@) are the Milnor basis elements indexed by sequences .?R = (rl,r2, . . . ) of non-negative integers almost all of which are 0.
In this paper we state two forms of a conjecture that a certain family of monomials is hit (Conjectures 1.1 and 1.2). We prove the forms equivalent (Proposition 5.1) and prove the conjecture in a special case (Theorem 1.4). In the course of our proof, we are led naturally to discover that certain other families of polynomials are also hit. For example, we show that if P is hit, as in Eq. (1) then so is any polynomial of the form P. F2' ', where F is arbitrary and L' is an integer depending only on the sequences .+9 that appear in Eq.
(1) (Theorem 3.3) . As a consequence we show hit a family of polynomials of the form P. F2' ', where P is symmetric and L' is sufficiently large (Theorem 3.4) .
In order to state our conjectures and main result, we introduce some notation. If p > 0 is an integer, write p Lkl for the result of truncating the binary representation of We will prove Conjecture 1.1 equivalent to the following conjecture.
Conjecture 1.2. Let E and F be polynomials of degrees e and .f; respectively. and suppose that r < (Zk+' -l)&(f) for some k 2 0. Then E. F"" is hit. Remark 1.3. The main result of Wood's paper [6] can be interpreted as saying that Conjectures 1.1 and 1.2 are true in the case k = 0.
Our main result is the following theorem. We remark that the main results of [2-51 concerning hit polynomials can also be interpreted as special cases of our conjecture.
We wish to say a few words about the motivation behind Conjecture 1. Finally, we wish to draw the reader's attention to Theorems 3.3 and 3.4, which describe situations in which the product of two hit polynomials is itself hit. We use such hits to prove Theorem 1.4, but they are perhaps of interest in their own right, and may eventually contribute to the final determination of the space of all hit elements in PT.
The Steenrod algebra .d(2)
The Milnor basis of the mod-2 Steenrod algebra .d (2) 
for i = 1,2,3, . where the unknowns y, are non-negative integers. For our purposes, it suffices to know that each coefficient ,f(i,~) satisfies
To each solution Y = jyXi of Eqs. (3) We use Proposition 2.1 to prove a further result about x. If n is a positive integer, define its 2-valuation v2(n) to be the largest integer v for which 2" ( n; set ~~(0) = co. It is easy to prove the following necessary condition for a multinomial coefficient to be odd:
Given a sequence .&'= (rI,r2, ) ~6, define its 2-valuation ~~(9) to be ~~(9) = min {v2(ri)). Proof. To prove Proposition 2.2, it will suffice to show that for every solution Y of Eqs. (3) In this section we state some useful facts concerning the <d(2) action on IFDs and use them to describe a large class of hit polynomials.
To begin with, we recall the familiar fact that for any polynomial F of degree ,f. we have Sq(f)F = F2, so that in particular all squares in L& are hit. We next introduce some notation. Given .X = (r,, r2, . . . ) E G and e 2 I(.#), define the symmetric sum where the sum is over all ordered e-tuples {a, , . . , a,), such that exactly rj of the Ui are equal to j for all j 2 1, and the rest of the 9i are equal to 0. 
(2) Let E be uny monomial qfdegree e. [f e -=I 1, then S9(.#)E = 0. !f e 2 1, then euch monomial M ofSq(.%)E sutisjes Ed I e -1. (3) !f 9' E G is a sequence with ~~(9) = L', then Sq(,T%')F"" = 0,for all polynomials F.
Proof. The proofs of (1) and (3) 
a(M')] I c,(M'
). This along with (1) concludes the proof of (2). 0
The following observation, due to Wood [6] , is central to our argument. 
. For ull polynomials E and F and ~11 0 E .&'(2), we huve the congruence OE. F = E. [x(O)F] modulo hit elements, where x is the canonicul unti-uutomorphism as in Section 2.
We are now ready to describe a situation in which the product of two hit polynomials is itself hit. We begin by assuming that a polynomial P is hit, so that Eq.
(1) holds for certain sequences .9 distinct from the zero-sequence, and for certain polynomials PM.
Theorem3.3. Let v he the maximum value ?f ~~(a), us .X runges over the sequences uppeuring in Eq. (1). Then P. F" ' is hit,,for all polynomials F.
Proof. Without loss of generality we may assume that P = Sq(.JR)E for some non-zero sequence .9 and polynomial E. Let v, (8) In view of Lemma 3.1, we may single out a case in which the hit polynomials described in Theorem 3.3 are particularly recognizable.
Theorem 3.4. !f ~~(-9) = v and e 2 /(./A), then Sym,(.#). F" " is hit,for all polynomials F.
To place Theorems 3.3 and 3.4 in context, observe that if P is any polynomial of degree e < 2", then P. F2"" is hit by Sq(2") for all polynomials F # 1. These theorems may be viewed as giving, in the case that P itself is hit, a better estimate of the minimum exponent m = m(P) such that P. F2" is hit for all F.
Number theory
We will need the following number-theoretic lemma in our proof that Conjectures 1.1 and 1.2 are equivalent. 
Then the,following conditions are equivulent:
(ii) e 2 (2'+' -l)S,(,f).
(iii) e 2 6,(d). So relation (9) implies that e 2 (2k+ ' -l)S,(,f ), and we have proved the implication (i) =j (ii).
Conversely, suppose that e 2 (2kt1 -l)S,(f'). Let .%'(j') = (s1,s2, . ) be the minimal representation of ,f; as described in Section 1, so that Cj z 1 Sj = S,(f). Consider the sequence .# = (rl,r2, . ..) defined by r, = e -(2kt' -l)&,(S) (non-negative by hypothesis),rj=Oifl<jIk+l,andrj=sj_,~,ifj>k+l.Then.~isarepres-entation of d with (Sk(,#) = e. We have proved that (ii) a(i).
We now show that (iii) *(i). Note that one always has d E fik(d)(mod2k"), and that Eq. (7) 
But this is impossible, as Eq. (7) 
Equivalence of conjectures
In this section we show the following result. We are now ready to prove the main theorem.
Proof of Theorem 1.4. We will prove the case k = 1 of Conjecture 1.2. Our proof is based on Lemma 3.2, which is the principal ingredient in Wood's proof of the case k = 0 of the conjecture [6] .
Suppose that E and F are polynomials of degrees e and .f; respectively, satisfying the hypotheses of Conjecture 
l*I=2/.a,(X)z 1
We proceed to show that each of the summands of Eq. (I 2) is hit. (12) is hit, we conclude that E. F*' is itself hit. This proves the theorem. 0
