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 La teoria è quando si sa tutto ma non funziona niente. 
 
La pratica è quando funziona tutto ma non si sa il perché. 
 
In ogni caso si finisce sempre con il coniugare la teoria con la pratica: non funziona  
 
niente e non si sa il perché. 
 
 
(Albert Einstein). 
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Introduzione 
 
 
La famiglia degli standard IEEE 802.16 per le reti wireless su scala 
metropolitana, Metropolitan Area Networks  (MAN), utilizzano la tecnica di accesso 
multiplo OFDMA (Orthogonal Frequency Division Multiple Access). In questi 
sistemi l’imprevedibilità dell’ accesso di ciascun utente alle risorse radio, nonché gli 
errori di timing fra il segnale in uplink e il riferimento della Base Station (BS), 
possono provocare interferenza fra i canali (interchannel interference) oltre che 
interferenza da accesso multiplo (MAI), degradando seriamente le prestazioni. Per 
questo motivo gli utenti che intendono stabilire un collegamento di comunicazione 
con la BS devono passare prima attraverso un processo di sincronizzazione del 
segnale chiamato Initial Ranging (IR) attraverso il quale i segnali in uplink dei vari 
utenti arrivano alla BS con lo stesso riferimento temporale e approssimativamente 
con lo stesso livello di potenza, grazie alla tecnica del Power Control (Controllo di 
Potenza). [1] Supponiamo ad esempio due utenti che intendano accedere alle risorse 
radio della BS, essendo rispettivamente il primo lontano da essa e il secondo vicino 
(configurazione Near-Far); ebbene se entrambi gli utenti trasmettessero con la stessa 
potenza, solo il segnale dell’utente vicino alla BS sarebbe rilevato, mentre il segnale 
dell’utente lontano sarebbe completamente cancellato dall’altro. E’ per questo motivo 
che risulta necessario un controllo di potenza sui segnali trasmessi, ovvero la BS deve 
comunicare ai vari utenti se il livello di potenza  del segnale trasmesso è troppo alto o 
troppo basso, in modo che i terminali possano diminuirlo oppure aumentarlo 
rispettivamente, ed essere rilevati con lo stesso livello di potenza. 
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Applicheremo al controllo di potenza la Teoria dei Giochi, scienza 
matematica che analizza situazioni di contesa tra due o più giocatori (gli utenti) 
intenti ad ottenere il massimo guadagno derivante dalle proprie decisioni, e ne ricerca 
soluzioni competitive e cooperative tramite modelli analitici.  La Teoria Dei Giochi è 
stata già ampiamente utilizzata per risolvere problemi di controllo di potenza nei 
sistemi di comunicazione, come ad esempio nell’uplink dei sistemi Code Division 
Multiple Access (CDMA) .  
Il processo di Initial Ranging è una procedura di accesso casuale basato sulla 
contesa strutturato nel seguente modo. Ogni Terminale di Ranging (RT) che vuole 
stabilire un link di comunicazione con la BS riceve su un canale di controllo dedicato 
i parametri di sincronizzazione (Timing Offset e livello di potenza) stimati dalla BS, e 
li utilizza per mandare un pacchetto di richiesta di allineamento in uno slot di ranging 
scelto casualmente fra quelli disponibili. Per limitare l’interferenza con altri segnali di 
reverse link, ogni terminale inizia la procedura di IR con un livello di potenza 
relativamente basso. Il pacchetto di richiesta di accesso alla rete è costituito da uno o 
due codici di allineamento (Ranging Codes) a seconda che le dimensioni del segnale 
di allineamento siano di due o quattro simboli OFDMA. Se due o più RT trasmettono 
le loro richieste di accesso alla rete simultaneamente, esse saranno destinate a 
collidere sullo stesso canale di allineamento. Per limitare tale collisione, il tempo tra 
due tentativi di ranging è tipicamente randomizzato sulla base di metodi specifici di 
soluzione di contesa adottate nello standard IEEE 802.16e realizzate con l’algoritmo 
del binary exponential back off (BEB) [1]. Dopo aver identificato i codici, la BS 
estrae le informazioni sui parametri di timing e potenza corrispondenti  e alloca le 
risorse di downlink e uplink dei codici rilevati per la successiva trasmissione dati. La 
stazione non conoscerà quale terminale avrà trasmesso un dato codice, ma rileverà 
solo il codice stesso. Dunque trasmetterà un messaggio di risposta con il codice 
identificato e le opportunità di ranging, nonché istruzioni su timing offset e potenza 
da usare nella successiva trasmissione. Se il generico RT non riceve risposta di 
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identificazione, allora tenterà una nuova procedura di IR, scegliendo un nuovo codice 
di allineamento e trasmettendo con un livello di potenza maggiore. Se però viene 
raggiunto il livello di potenza massimo consentito, il terminale ripete la procedura di 
IR iniziando di nuovo dal livello di potenza minimo. 
In questa tesi si affronta un gioco non cooperativo, statico,  rappresentato 
dalla procedura di IR di alcuni RTs in un sistema monocella WiMax (Worldwide 
Interoperability for Microwave Access). Nel Capitolo 1 presenteremo lo stato 
dell’arte della tecnologia WiMax e i concetti  principali della procedura di IR. Nel 
Capitolo 2 si descrivono gli aspetti fondamentali della Teoria dei Giochi con 
particolare attenzione ai giochi non cooperativi e verranno analizzati alcuni classici 
esempi applicati alla wireless engineering, con rispettive soluzioni. Nel Capitolo 3 si 
descrive il modello del sistema e la tecnica di IR nel dettaglio, nonché la 
formulazione del problema e la soluzione del gioco, costituita dalla strategia di 
decisione ottima, e verrà infine analizzato il punto di equilibrio di Nash. Nel Capitolo 
4 vengono mostrati i risultati numerici, l’implementazione dell’algoritmo, che sarà 
confrontato con altre alternative esistenti, e le prestazioni ottenute dalle simulazioni 
implementate con linguaggio Matlab.  
 
  
 
  
Capitolo 1 
Le reti cellulari di quarta 
generazione: Initial Ranging 
 
 
1.1. Generalità 
Il controverso dibattito sulle trasmissioni Orthogonal Frequency Division 
Multiplexing (OFDM) e Single Carrier (SC) è iniziato durante gli anni ’80 con 
l’avvento dei progetti Europei di Digital Audio Broadcasting (DAB) e Digital Video 
Broadcasting (DVB). Lo stesso dibattito ebbe luogo dieci anni dopo per le wireless 
communications quando si adottò la trasmissione OFDM/TDMA nello standard 
802.11a per le reti locali wireless (Wireless Fidelity o più semplicemente WiFi), e per 
i sistemi WiMAX fissi. Successivamente è stata adottata la tecnica di accesso multiplo 
Orthogonal Frequency Division Multiple Access (OFDMA) per i sistemi WiMAX 
mobili e ancor più di recente per il downlink dei sistemi Long Term Evolution (LTE), 
mentre per l’uplink di questi ultimi è stata adottata la tecnica Single-Carrier FDMA. 
Ma nonostante tutti i dibattiti è ormai chiaro che le trasmissioni multicarrier, in 
particolare OFDM/OFDMA, sono quelle maggiormente candidate per lo scambio dati 
su reti di telecomunicazioni a banda larga (BWA – Broadband Wireless Access). Già 
le reti WiMAX fisse sono state pensate come valide alternative wireless alle 
infrastrutture cablate dei servizi Digital Subscriber Line (DSL). [2] Il WiMAX mobile 
è una soluzione che permette la convergenza fra le reti a banda larga fisse e mobili su 
una vasta area comune attraverso una flessibile architettura di rete. Si otterrebbe così 
Cap. 1 – Le reti cellulari di quarta generazione: Initial Ranging 
2 
 
un’elevata integrazione tra terminali fissi e mobili e un conseguente scambio dati di 
enormi dimensioni. Ma ciò non risulta essere un problema in quanto la capacità dei 
sistemi WiMAX mobili può raggiungere anche picchi in downlink di 46Mbps, e 
picchi di uplink di 14Mbps, su un canale di 10 MHz utilizzando tecnica MIMO 
(Multiple Input Multiple Output), ovvero sistemi in diversità di trasmissione e 
ricezione [3]. 
Prima di poter effettuare trasmissioni di tale portata, però sono necessarie 
successive procedure di sincronizzazione del segnale con la BS. Infatti una 
caratteristica peculiare del Reverse Link (collegamento dal terminale mobile alla Base 
Station) è che all’antenna della stazione arriva un miscuglio di segnali trasmessi da 
vari dispositivi, contenenti diversi errori di tempo e frequenza. [4] Una volta separati i 
vari utenti, ognuno di essi può iniziare le varie procedure di Allineamento del Reverse 
Link, ovvero: 
-Initial Ranging (IR), attuata dai terminali mobili per sincronizzarsi alla rete 
prima di stabilire un link di comunicazione con la BS; 
-Periodic Ranging (PR), processo periodico necessario per mantenere 
l’allineamento con la rete; 
-Bandwith Request Ranging (BR), richiesta di accesso alle risorse condivise 
dello spettro; 
-Hand-Over Ranging (HO), definisce le operazioni per passare da una BS a 
un’altra. 
Nei paragrafi successivi si analizza dunque la procedura di Initial Ranging di 
uno o più dispositivi con la BS, all’interno di un contesto monocellulare WiMAX, 
ovvero costituito da una connessione punto-multipunto. 
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1.2. OFDM/OFDMA 
La modulazione Orthogonal Frequency Division Multiplexing (OFDM) è la 
modulazione attualmente utilizzata nelle trasmissioni DVB-T (Digital Video 
Broadcasting-Terrestrial), ovvero per la trasmissione televisiva digitale terrestre. 
Come esplicitato dall’acronimo, si tratta di una tecnica a divisione di frequenza, in cui 
i diversi canali adottano forme d’onda tra loro ortogonali. Con questa tecnica si riesce 
a evitare il problema della selettività in frequenza del canale. Il principio portante 
dell’OFDM è la suddivisione di un flusso di simboli ad alta velocità di segnalazione 
1/T, in N sottoflussi a velocità minore 1/Ts = (1/T)/N = 1/N*T, che vanno a modulare 
N sottoportanti adiacenti separate tra loro da un intervallo frequenziale ∆f = 1/Ts.  
La banda del segnale modulato è dunque dell’ordine di 1/Ts, ovvero N volte minore 
del segnale originario, per cui, scegliendo N ragionevolmente elevato, si può far in 
modo che ogni singolo sottoflusso veda una porzione di canale di propagazione 
approssimativamente piatta e non distorcente. L’unico effetto del canale sarà dunque 
quello di attenuare e sfasare i singoli segnali a banda stretta, riconducendosi dunque 
alla condizione di canale non selettivo in frequenza. Recuperando al ricevitore questi 
parametri di fase e ampiezza per ogni sottoportante si possono neutralizzare di fatto 
gli effetti del canale. Tale procedura è nota come “equalizzazione in frequenza” del 
segnale ricevuto, nel senso che recuperare ampiezza e fase di ogni sottoportante 
significa andare a compensare la risposta in frequenza del canale componente per 
componente su di un pettine di frequenze molto fitto. 
La tecnica di accesso multiplo Orthogonal Frequency Division Multiple 
Access (OFDMA) è basata esattamente sugli stessi principi dell’OFDM con la 
differenza che le varie sottoportanti non sono tutte assegnate a un solo utente, ma 
ripartite in maniera interallacciata a più utenti che possono quindi usufruire di quella 
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condizione di canale non selettivo menzionata precedentemente. Nei paragrafi 
successivi verranno descritte entrambe le tecniche nelle loro caratteristiche generali. 
  
1.2.1 La modulazione OFDM 
Nel paragrafo precedente si sono accennati i principi base dell’OFDM, ovvero 
si è descritto il modo in cui il segnale originario a banda larga, di durata T, viene 
demultiplato in N segnali a banda stretta di durata Ts = NT, detto intervallo di simbolo 
OFDM. Dunque si devono specificare due indici per ogni simbolo cn del segnale 
originario, ovvero: k indicizzerà la sottoportante su cui è trasmesso il simbolo, ed m 
l’indice temporale del simbolo OFDM; di conseguenza la relazione fra i simboli 
successivi sui vari blocchi OFDM diventa n mN kc c += [5]. Possiamo dunque esprimere 
il segnale OFDM in banda base nel seguente modo: 
1
2( )
0
( ) ( ) sc
N
j kf tm
k s
m k
x t c g t mT e pi
+∞ −
=−∞ =
= −∑ ∑                                  (1.1) 
dove g(t) è un impulso rettangolare di ampiezza unitaria nell’intervallo 0 ≤ t ≤ Ts, 
mentre fsc = 1/Ts è la spaziatura fra le sottoportanti, e i simboli di sorgente sono 
normalizzati a potenza unitaria ( 2( ) 1mkc = ). In Fig 1.1 viene evidenziata la 
generazione del segnale OFDM. Supponendo di essere in ambiente Additive White 
Gaussian Noise (AWGN), il demodulatore ottimo del generico sottoflusso k prevede 
una conversione in banda base del segnale, un filtraggio adattato con campionamento 
e infine decisore a soglia, come rappresentato dalla Fig. 1.2. Chiamando r(t) il segnale 
ricevuto, la variabile di decisione sul simbolo della sottoportante #k nell’intervallo 
temporale m=0 risulta: 
2(0)
0
1 ( )s scT j kf tk
s
z r t e dt
T
pi−
= ∫                                       (1.2) 
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Fig. 1. 1 – Schema generale di un modulatore OFDM 
 
 
 
 
Fig. 1. 2 – Ricevitore ottimo per il sottoflusso k-esimo 
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Per adesso abbiamo però supposto l’assenza degli altri sottocanali, che in 
realtà generano un’interferenza tra le sottoportanti. Infatti supponiamo che il generico 
canale i k≠ sia il canale interferente sulla sottoportante k. Considerando l’intervallo 
temporale m=0, trascurando l’effetto del rumore, si ottiene una componente di 
interferenza espressa da: 
2 ( )
2 2(0) (0) (0)
, 0
1
2 ( )
sc s
s
sc sc
j i k f TT j if t j kf t
i k i i
sc
eI c e e dt c j i k f
pi
pi pi
pi
−
−
−
= ⋅ =
−
∫                    (1.3) 
Risulta facile dimostrare che tale interferenza si annulla quando sc sf T q= , con 
q intero, ma per limitare la banda del segnale modulato conviene scegliere q minimo 
in modo da avere le sottoportanti vicine il più possibile tra loro, ovvero si sceglierà 
1 1
sc
s
f
T NT
= = . Quest’ultima risulta dunque essere la condizione di ortogonalità fra le 
sottoportanti che dà il nome alla modulazione OFDM. I dati dei vari canali si 
recuperano con un banco di ricevitori come quello in Fig. 1.2 mentre il flusso dati 
originario si recupera mandando i sottoflussi a un convertitore parallelo serie P/S 
duale di quello S/P visto in Fig. 1.1. 
Possiamo allora riscrivere il segnale OFDM come segue 
21
( )
0
( ) ( ) s
j ktN
Tm
k s
m k
x t c g t mT e
pi+∞ −
=−∞ =
= −∑ ∑                                  (1.4) 
A questo punto rimane da descrivere l’occupazione spettrale di questo segnale 
tramite la sua densità spettrale di potenza (DSP). Essendo la somma di N segnali 
statisticamente indipendenti, ciascuno modulato su una diversa sottoportante, si può 
affermare che la DSP del nostro segnale sarà del tipo : 
 
1
0
( ) ( )
N
x
k s
kS f S f
T
−
=
= −∑                                             (1.5) 
dove S(f) rappresenta la DSP del generico sottoflusso a velocità 1/Ts, privato della 
modulazione sulla sottoportante 
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( )( ) ( )mk k s
m
x t c g t mT
+∞
=−∞
= −∑                                                 (1.6) 
Omettendo i dettagli di calcolo, la densità spettrale di potenza di xk(t) sarà 
2( )
2 2[ ]( ) ( ) sinc ( )
m
k
s s
s
E c
S f G f T fT
T
= =                                 (1.7) 
La situazione complessiva, senza effettuare la somma su k, è quella rappresentata in 
Fig.1.3, dove si nota una sovrapposizione degli spettri dei singoli sottoflussi, che però 
non risulta dannosa grazie alla condizione di ortogonalità fra le sottoportanti. 
 
Fig. 1. 3 – Sottoportanti ortogonali parzialmente sovrapposte in frequenza 
 
Campionando a questo punto x(t) alla frequenza di campionamento fc=1/T=N/Ts si 
ottiene la sequenza numerica: 
2
1
( )
0
[ ] ( )
j knT
s
N
Tm
k s
m k
s n c g nT mT e
pi
−
=
= −∑∑                                     (1.8) 
ma continuando sulla nostra convenzione di limitarci al primo simbolo OFDM (m=0), 
si ha: 
21
(0)
0
[ ] ,0 1
j knN
N
k
k
s n c e n N
pi
−
=
= ≤ ≤ −∑                                        (1.9) 
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che risulta essere la Trasformata Inversa Discreta di Fourier (Inverse Discrete Fourier 
Transform IDFT) della sequenza costituita dagli n simboli sorgente (0) (0) (0)0 1 1, ,..., Nc c c − , 
che formano il blocco OFDM numero 0. Essa in genere viene calcolata attraverso 
l’algoritmo veloce IFFT (Inverse Fast Fourier Transform). 
Analogamente campionando il segnale ricevuto r(t) alla frequenza di campionamento 
fc=1/T=N/Ts, e approssimando l’integrale con una sommatoria, la variabile di 
decisione per il sottocanale k-esimo risulta: 
21
(0)
0
1 [ ] , 0,1,..., 1
j knN
N
k
n
z r n e k N
N
pi−
−
=
≈ = −∑                           (1.10) 
che equivale alla trasformata discreta di Fourier (Discrete Fourier Transform DFT) 
della sequenza r[n], calcolabile attraverso l’algoritmo veloce FFT (Fast Fourier 
Transform). 
          Torniamo un attimo a parlare di x(t), ovvero il segnale modulato. Il suo spettro 
in banda base  è uno spettro periodico, com’è facile notare in Fig.1.4; se dunque si 
utilizzano tutte le sottoportanti nella banda a disposizione insorge la presenza di 
aliasing. Per questo motivo conviene non modulare alcune portanti (dette sottoportanti 
virtuali) ai margini dello spettro, ovvero si trasmettono su di esse degli zeri. 
 
 
Fig. 1. 4 – Aliasing sulle sottoportanti ai margini dello spettro 
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Fig. 1. 5 – Limitazione dello spettro tramite le sottoportanti virtuali 
 
Con questa configurazione avremo N-Nv simboli informativi, dove Nv è il numero di 
sottoportanti virtuali, che contribuisce ad arrivare all’ordine della IFFT, normalmente 
una potenza di 2 (es. N=64; N=2048). 
          Non vanno inoltre dimenticati gli errori di distorsione di canale che possono 
verificarsi a causa della propagazione per cammini multipli: le due soluzioni applicate 
all’OFDM sono l’intervallo di guardia Tg, e il prefisso ciclico Cp. 
Chiamiamo h(t) la risposta impulsiva del canale (in banda base) e trascuriamo il 
rumore. Il segnale ricevuto avrà la forma: 
( ) ( ) ( )r t x t h t= ⊗                                                 (1.11) 
Dunque se la durata della risposta impulsiva del canale è Th, la durata dell’impulso 
ricevuto nel demodulatore per il k-esimo flusso sarà Ts+Th, e ciò causerà certamente 
interferenza intersimbolica (fra i simboli OFDM). Tale interferenza si può evitare 
spaziando i simboli OFDM tra loro con l’intervallo di guardia Tg tale che h gT T≤ . 
Come è facile intuire ciò peggiorerà l’efficienza spettrale del sistema anche se 
modestamente dato che i ritardi massimi nelle bande di interesse sono dell’ordine di 
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qualche decina di sµ , a fronte di un intervallo di simbolo di almeno un centinaio di 
sµ . 
D’altra parte il ricevitore dovrebbe sincronizzarsi perfettamente con la parte utile del 
simbolo OFDM, mentre dovrebbe trascurare l’intervallo di guardia. E’ per questo che 
all’interno di Tg viene trasmessa una estensione del simbolo OFDM, detta prefisso 
ciclico, costituita dai primi  Tg secondi sui Ts totali, ovvero vengono trasmessi i primi  
Ng campioni (se il prefisso ciclico è posto alla fine, gli ultimi se Cp è posto all’inizio), 
con  
g s
g g
N T
T N T
N
= = . Con queste due tecniche (intervallo di guardia e prefisso 
ciclico) si compensano gli errori di ritardo del canale e il sincronismo del ricevitore. 
Ma il canale introduce una rotazione di fase e una variazione di ampiezza, diverse per 
ogni sottoportante. Ecco perché si rende necessaria una equalizzazione in frequenza, 
ossia viene stimato il canale attraverso la conoscenza di alcuni simboli trasmessi su 
sottoportanti note, dette sottoportanti pilota. Il secondo passo consiste 
nell’interpolazione della risposta del canale tra due valori noti consecutivi. 
          Per completezza di trattazione vanno menzionate quelle che sono le prestazioni 
in termini di Bit Error Rate (BER) di un sistema OFDM. Nel caso in cui la stima di 
canale sia priva di errori, si può calcolare un bound inferiore, al di sotto del quale 
nessun ricevitore può spingersi. Sul generico sottoflusso k avremo la seguente 
variabile di decisione: 
( ) ( ) ( )m m m
k k k
s
k
z c H w
T
 
= + 
 
                                          (1.12) 
dove 
s
kH
T
 
 
 
 è la risposta in frequenza del canale sulla k-esima sottoportante, e ( )mkw  
è una variabile aleatoria gaussiana complessa con parte reale e immaginaria 
indipendenti e a media nulla, aventi ciascuna varianza 2wσ . Supponendo di 
compensare in maniera ideale la distorsione del canale si otterrebbe la variabile di 
decisione equalizzata  
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( ) ( ) ( )
' '
m m m
k k kz c w= +                                                     (1.13) 
dove ( )' mkw  è una variabile aleatoria gaussiana complessa con parte reale e 
immaginaria indipendenti e a media nulla, aventi ciascuna varianza  
2
2
' 2
w
w
s
kH
T
σ
σ =
 
 
 
                                                      (1.14) 
Con riferimento a una modulazione QPSK (Quaternary Phase Shift Keying), 
utilizzando la mappatura di Gray è possibile esprimere la BER sulla k-esima 
sottoportante come: 
,
2
'
2 b k
k
w
E
BER Q
σ
 
≈  
 
 
                                               (1.15) 
in cui 
,b kE  è l’energia per bit del simbolo 
( )m
kc . Considerando le N-Nv sottoportanti 
attive, la BER media diventa 
1 1
,
2
0 0 '
21 1N Nv N Nv b k
k
k kv v w
E
BER BER Q
N N N N σ
− − − −
= =
 
= =  
 
− −  
∑ ∑                   (1.16) 
Questi erano gli aspetti fondamentali dell’OFDM. Nel prossimo paragrafo vedremo 
come vengono utilizzati per implementare la tecnica di accesso multiplo OFDMA. 
 
1.2.2 La tecnica di accesso multiplo OFDMA 
L’OFDMA segue lo stesso principio di funzionamento dell’accesso FDMA 
(Frequency Division Multiple Access) con la peculiare caratteristica di limitare 
l’interferenza fra le portanti grazie al principio di ortogonalità descritto nel paragrafo 
precedente. Le sottoportanti sono divise in un certo numero di sottogruppi, ognuno dei 
quali contiene sottoportanti appartenenti a sottocanali diversi, un sottocanale per ogni 
utente diverso, come mostrato in Fig. 1.6. In pratica in ogni sottogruppo c’è solo una 
sottoportante per ogni sottocanale/utente. Dunque il numero di sottogruppi definisce 
anche il numero di sottoportanti assegnate ad ogni singolo sottocanale/utente. Inoltre 
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all’OFDMA viene affiancata la tecnica TDMA, in modo che ogni utente può usare le 
sottoportanti del suo sottocanale solo in determinati Time Slot, permettendo l’accesso 
ad altri utenti durante slot differenti, e garantendo quindi l’accesso a un numero 
maggiore di utenti. Il formato della trama OFDMA/TDMA è rappresentato in Fig. 1.7. 
Essendo una tecnica di tipo adattivo, se l’assegnazione delle portanti avviene in 
maniera sufficientemente veloce, si possono raggiungere prestazioni elevate sia in 
termini di robustezza al fading, sia in termini di contrasto dell’interferenza co-canale, 
con un’efficienza spettrale particolarmente soddisfacente e migliore rispetto 
all’utilizzo di un ricevitore rake CDMA.[6] Di contro c’è lo svantaggio di un’elevata 
sensibilità agli offset frequenziali e di fase.  
Tale modalità di accesso multiplo si è comunque inserita abbondantemente 
nelle trasmissioni moderne. La troviamo infatti nella modalità mobile dello standard 
Wireless MAN IEEE 802.16 (WiMAX); nel downlink del 3GPP (3rd Generation 
Partnership Project) LTE (Long Term Evolution), standard mobile a banda larga di 
quarta generazione; è utilizzata nello standard mobile Wireless MAN IEEE 802.20, 
noto anche come MBWA (Mobile Broadband Wireless Access); è inoltre una 
candidata per il metodo di accesso IEEE 802.22 WRAN (Wireless Regional Area 
Network), progetto che intende definire il primo standard basato sulle cognitive radio, 
operante sullo spettro Very High Frequency VHF-low Ultra High Frequency UHF 
(spettro TV). Nel prossimo paragrafo verranno descritte le caratteristiche generali del 
WiMAX (Worldwide Interoperability for Microwave Access) per poi passare alla 
descrizione della fase di Initial Ranging IR, per terminali mobili che intendano 
accedere a una rete che implementa tale tecnologia. 
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Fig. 1. 6 – Distribuzione delle sottoportanti a utenti diversi 
 
 
Fig. 1. 7 – Trama OFDMA/TDMA 
 
 
 
1.3. Worldwide Interoperability for Microwave Access (WiMAX) 
Il WiMAX è uno standard tecnico di trasmissione dell’Institute of Electrical 
and Electronic Engineers (IEEE), che consente l’accesso wireless a reti di 
telecomunicazioni a banda larga. L’acronimo è stato definito dal WiMAX Forum, 
consorzio costituito da 420 aziende che sviluppano, supervisionano, promuovono e 
testano l’interoperabilità di sistemi basati sullo standard IEEE 802.16, Wireless MAN, 
un po’ quello che faceva la Wi-Fi Alliance per il Wi-Fi. 
WiSOA (WiMAX Spectrum Owners Alliance) è la prima organizzazione 
globale composta dai proprietari dello spettro per WiMAX, che occupa le bande 2.3-
2.5 GHz e 3.4-3.5 GHz. 
La flessibilità del WiMAX permette di utilizzare tale standard su molteplici 
tipi di territorio, dall’urbano (TU-Typical Urban) al rurale (HT- Hilly Terrain). Inoltre 
sul fronte sicurezza vengono implementate diverse tecniche di crittografia e 
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autenticazione per evitare intrusioni da parte di terzi. E’ ormai noto il vantaggio in 
termini di throughput ed efficienza spettrale di tale tecnologia e la sua indipendenza 
dal tipo di apparato o dal provider e anche la “necessità di LOS (Line Of Sight)” tra 
trasmettitore e ricevitore è stata superata grazie alla definizione dello standard IEEE 
802.16e seppur garantisca prestazioni ridotte. 
Questa tecnologia supporta velocità di trasmissione dati condivisi fino a 70 
Mbit/s in aree metropolitane e non necessità di visibilità ottica, anche se le prestazioni 
diminuiscono notevolmente e la connettività viene limitata ad aree inferiori (in 
condizioni pratiche d’impiego appare realistico aspettarsi velocità effettive dell’ordine 
di 10 Mbit/s su distanze di circa 10 km, con possibilità di bande maggiori su distanze 
più brevi, o minori su distanze più grandi) [7].  
Secondo i proponenti l’ampiezza di banda riuscirebbe a supportare 
simultaneamente 40 aziende con connettività di tipo T1 (standard americano che 
supporta velocità di 1.5 Mbit/s) e 70 abitazioni con connettività al livello di una DSL 
da 1 Mbit/s. 
Dunque WiMAX potrebbe essere usato per la connessione fra vari Hotspot 
Wi-Fi e tra Hotspot e rete Internet bypassando la rete cablata; come alternativa alla 
tecnologia xDSL; per garantire servizi e connessione ad alta velocità per la 
trasmissione da apparecchi mobili quali PDA, Smartphone e Tablet. 
A tal punto occorre però precisare che il vero roaming a banda larga di tipo 
cellulare senza fili si baserà sullo standard 802.20, che sarà comunque compatibile con 
WiMAX. 
Tornando al nostro 802.16, poiché trasmettitore e ricevitore devono trovarsi in 
linea di vista (LOS), si intuisce facilmente che la mancanza di questa condizione 
riduca drasticamente le prestazioni. Il multipath può comunque essere generato da 
eventi atmosferici quali pioggia o nebbia (le gocce di pioggia hanno dimensioni 
paragonabili alla lunghezza d’onda del segnale trasmesso) e ciò rende il canale 
selettivo in frequenza. Per questo motivo si adotta la modulazione OFDM, che come 
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descritto nel paragrafo 1.2.1 suddivide il segnale in un certo numero di sottoportanti 
ortogonali fra loro che vedono dunque un canale approssimativamente piatto. 
Così come per l’OFDM, l’OFDMA impiega sottoportanti ortogonali 
equispaziate fra loro, ma divise in più sottogruppi, chiamati sottocanali. Ogni 
sottocanale non deve essere necessariamente costituito da sottoportanti adiacenti. La 
sottocanalizzazione, rappresentata in Fig. 1.8, definisce i sottocanali da assegnare agli 
utenti in base alle loro condizioni di canale e richiesta di risorse. Con tale tecnica una 
BS Mobile WiMAX può allocare più potenza di trasmissione agli utenti rapporti 
segnale-rumore (SNR, Signal to Noise Ratio) maggiori. 
 
Fig. 1. 8 – Sottocanalizzazione per OFDM e OFDMA in funzione del tempo 
 
 
La sottocanalizzazione permette un risparmio notevole di energia ed ecco perché è un 
buon metodo da implementare per i dispositivi mobili alimentati a batteria, che 
accedano a una rete Mobile WiMAX. 
          Come si può intuire facilmente, il sistema descritto necessita di riferimenti 
temporali e frequenziali molto affidabili per evitare una diminuzione notevole delle 
prestazioni. Tali riferimenti sono ricavabili da alcune procedure di allineamento 
(Ranging), che un dispositivo deve effettuare prima e durante la trasmissione, e che 
sono descritte nei prossimi paragrafi, con particolare attenzione alla fase iniziale di 
allineamento, detta Initial Ranging.  
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1.4. La procedura di Initial Ranging 
Per lo standard IEEE 802.16e-2005, che permette la mobilità [8], sono 
necessarie varie tecniche di allineamento per non perdere il sincronismo e i riferimenti 
frequenziali fra terminali mobili e BS. Tali tecniche possono supportare le seguenti 
modalità: 
-Initial/Handover Ranging su due simboli 
- Initial/Handover Ranging su quattro simboli 
-Periodic/bandwidth request su un simbolo 
-Periodic/bandwidth request su tre simboli. [9] 
Poiché si tratta di un accesso multiplo, il time slot scelto dagli utenti sarà 
casuale, per cui per allinearsi saranno trasmessi dei codici CDMA. Come stabilito 
nello standard IEEE 802.26e-2009 [10], il livello MAC (cioè il livello fisico che 
riceve i bit pacchettizzati dal Data Link Layer DLL) definisce un canale di 
allineamento (Ranging Channel) come un gruppo di 6 sottocanali, ognuno dei quali è 
separato in 6 Tiles (non necessariamente adiacenti). Ogni Tile contiene 4 sottoportanti 
adiacenti, per un totale dunque di 144 sottoportanti distribuite su 36 tiles. 
Un terminale che intenda iniziare una procedura di ranging trasmetterà dunque 
una sequenza di 144 simboli sulle sottoportanti dedicate all’allineamento. Se due o più 
utenti trasmettono contemporaneamente un segnale di allineamento, questi 
collideranno sulle 144 sottoportanti di ranging. 
 
1.4.1 Layout di rete 
Una struttura di rete che utilizza lo standard WiMAX è costituita 
principalmente da: alcune BS collegate a Internet e i teminali, che possono essere 
terminali mobili o fissi con un link diretto all’accesso WiMAX. 
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Fig. 1. 9 – Esempio di rete che utilizza il WiMAX 
 
In genere il territorio su cui si vuole installare una rete radiomobile viene 
suddiviso in cellule, o celle, in ognuna delle quali viene installata una BS che fornisce 
le risorse richieste dai vari dispositivi. Come accennato nei paragrafi precedenti, le reti 
WiMAX sono più performanti se trasmettitore e ricevitore sono in linea di vista, LOS. 
Altrimenti, se sono presenti degli ostacoli che possano assorbire l’energia 
elettromagnetica del segnale, le prestazioni degradano leggermente. Vanno inoltre 
considerate le perdite atmosferiche a causa di nebbie e precipitazioni. Considerando 
poi che stiamo parlando di un canale radiomobile, è necessario utilizzare antenne 
omnidirezionali per le BS, in modo da poter seguire i terminali in movimento. A causa 
degli ostacoli fra trasmettitore e ricevitore inoltre saranno presenti più raggi che li 
collegheranno (multipath). In questa tesi verrà preso in considerazione un sistema 
monocella, costituito cioè da una sola BS che cerca di rilevare i codici di ranging 
trasmessi dai vari utenti che tentano di accedere alla rete. 
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Fig. 1. 10 – Esempio di multipath urbano 
 
 
1.4.2 Reverse Link Synchronization 
La caratteristica peculiare del Reverse Link (il collegamento radio tra 
terminale mobile e BS) è che all’antenna della stazione arriva un certo numero di 
segnali trasmessi da vari dispositivi, con diversi offset di timing e frequenza. A 
differenza del Forward Link (collegamento radio tra BS e terminale mobile), prima di 
effettuare una sincronizzazione bisogna separare i vari utenti. 
Una buona tecnica di sincronizzazione potrebbe essere la seguente: durante il 
forward link, le stime di tempo e frequenza usate per rilevare il data stream vengono 
riutilizzate come riferimento per la trasmissione del reverse link. A causa dell’effetto 
doppler e del ritardo di propagazione, il segnale che arriva alla BS potrebbe essere 
affetto da errori residui di tempo e frequenza [11]. 
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Supponiamo che la BS trasmetta l’l-esimo blocco OFDMA al tempo Bt lT=  
alla frequenza 0f . L’u-esimo utente lo riceverà al tempo Bt lT= + uτ e alla frequenza 
0 ,D uf f+  , con: 
u
u
x
c
τ
∆
=                                                                   (1.18) 
e 
0
,
u
D u
v ff
c
=                                                                (1.17) 
essendo uτ  il ritardo di propagazione, ,D uf  la frequenza Doppler dovuta al moto 
relativo del terminale u-esimo rispetto alla BS, uv  la velocità del terminale medesimo, 
ux∆  la distanza tra l’ u-esimo terminale e la BS, c la velocità della luce nel vuoto 
espressa da 83 10 /c m s= ⋅ . 
          Con le stime ottenute, il terminale allinea tempo e frequenza a quelle della BS; 
finita la fase di forward link, il terminale inizia a trasmettere il suo blocco OFDMA in 
reverse link, al tempo B ut iT τ= +  e alla frequenza 0 ,D uf f+ . In tal modo il segnale 
arriverà alla BS al tempo 2B uiT τ+  e alla frequenza 0 ,2 D uf f+  cioè si avrà un errore di 
tempo e frequenza rispettivamente di  2 uτ  e ,2 D uf . Questa tecnica è possibile in quei 
sistemi in cui gli errori di tempo e frequenza sono molto piccoli, a differenza di quei 
sistemi in cui invece forward e reverse link non sono connessi tra loro, ove peraltro 
non sono necessari blocchi di sincronizzazione per garantire l’allineamento. Per avere 
un’idea, possono essere trascurati i blocchi di training in reverse link se lo 
spostamento doppler dovuto al moto è adeguatamente più piccolo rispetto alla 
spaziatura fra le portanti, e il prefisso ciclico è così grande da compensare sia la durata 
della risposta impulsiva del canale sia il ritardo di propagazione dell’onda andata e 
ritorno 2 uτ . 
2 uCP CIR τ≥ +                                                       (1.18) 
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,D uf f<< ∆                                                            (1.19) 
          Per allinearsi i terminali mobili trasmettono un determinato codice CDMA su 
uno specifico canale di ranging. Come stabilito dallo standard IEEE 802.16e-2009 
(WiMAX Mobile), il livello MAC definisce un canale di allineamento come un 
gruppo di sei sottocanali, per un totale di 144 sottoportanti distribuite su 36 tiles. 
          Un terminale che vuole iniziare una trasmissione di Initial Ranging deve 
scegliere una Pseudo-Random Binary Sequence PRBS, ovvero una sequenza lunga 
144 bit apparentemente casuale ma generata da un Linear Feedback Shift Register 
LFSR (Fig. 1.11) che implementa il polinomio: 
       
1 4 7 151 X X X X+ + + +                                               (1.20) 
Dopo una mappatura BPSK la sequenza di codice viene modulata sulle 144 
subcarriers e dunque trasmessa sul canale di ranging. Con questa configurazione si 
otterrebbero 256 codici disponibili, ma ogni BS usa solo un sottogruppo di Nc codici: 
cN N M L O= + + +                                                  (1.21) 
N codici sono usati la procedura di IR; M per quella di PR; L per la procedura di BR e 
O sono destinati all’Handover. 
 
Fig. 1. 11 – Linear Feedback Shift Register 
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Chiamiamo bp=[bp(0), bp(1),..., bp(143)] il codice di ranging scelto da un dato 
terminale, mentre p=1,...256 gli indici dei codici disponibili. Il vettore bp deve essere 
esteso a N=1024 campioni tramite zero padding. Si ottiene così un vettore nel dominio 
della frequenza di dimensione N, cp=[cp(0), cp(1),..., cp(N-1)], con valori: 
( ), ( )( )
0,
p r
p
b l n i l
c n
altrimenti
=
= 

                                                (1.22) 
dove ir(l) corrisponde a una frequenza di ranging, essendo l’indice frequenziale dell’l-
esima subcarrier di ranging. Questi campioni vanno in ingresso a un dispositivo che 
effettua la IDFT che genera il segnale N-dimensionale  sp=[sp(0), sp(1),..., sp(N-1)]. Il 
time slot impiegato per l’IR occupa due simboli OFDMA ed è ottenuto concatenando 
due copie di sp nel dominio del tempo. Questo vettore è ulteriormente esteso inserendo 
un prefisso ciclico CP e un postfisso di guardia GRD di lunghezza Ng. 
 
 
Fig. 1. 12 – Time Slot di Initial Ranging che usa due simboli OFDM 
 
Il vantaggio è che si evitano discontinuità di fase su tutto lo slot di allineamento, e il 
primo blocco farebbe da “megaprefisso” al secondo. 
          Per migliorare ulteriormente la capacità di rilevazione del codice, la BS può 
allocare due time slot adiacenti per Initial Ranging ed Handover. 
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          I time slot impiegati per Periodic Ranging e Bandwith Request Ranging 
comprendono invece un solo simbolo OFDMA, ciò perché sono operazioni svolte da 
terminali già sincronizzati alla rete e allineati alla BS, dunque l’errore di fase che ne 
può scaturire è teoricamente più piccolo del prefisso ciclico. 
          Il processo di sincronizzazione è descritto in Fig. 1.13 ed è costituito dai 
seguenti punti: 
a) Ogni RT (Ranging Terminal) che intende accedere alla rete si sincronizza alla 
BS tramite i parametri ottenuti dalla trasmissione in forward link della BS 
stessa, che includono messaggi riguardanti la descrizione del canale, la 
modulazione da usare, informazioni riguardo il livello fisico MAC, e ancora 
disponibilità di opportunità di ranging, sottocanali di ranging e ranging code. 
b) I parametri di sincronizzazione ottenuti in forward link vengono usati come 
riferimenti nella fase di reverse link successiva per trasmettere un pacchetto di 
richiesta di ranging (RNG-REQ), in un determinato time slot scelto 
casualmente. Il pacchetto consiste di uno o due ranging codes in base alla 
scelta di trasmettere due o quattro simboli OFDMA. Se due RTs trasmettono 
due richieste di sincronizzazione simultaneamente, collideranno sullo stesso 
canale di ranging. 
c) A causa della diversità di dislocazione dei terminali mobili, i vari segnali 
arrivano alla BS con diversi ritardi di propagazione e spostamenti Doppler. 
Dopo aver separato i vari codici entrati in collisione, la BS estrae le 
corrispondenti informazioni di timing, frequenza e potenza, e alloca le risorse 
di forward link e reverse link per la successiva trasmissione dati. Per ogni 
codice rilevato la BS controlla se i suddetti parametri soddisfano i requisiti 
specificati; in caso affermativo si passa direttamente al punto e), altrimenti si 
prosegue con il punto d). 
d) La BS non ha modo di carpire quale RT ha trasmesso una data richiesta di 
accesso alla rete, ma solo di rilevare il codice CDMA trasmesso dal terminale 
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mobile, e dunque trasmetterà un pacchetto di risposta (RNG-RSP), contenente 
il codice rilevato e le corrispondenti opportunità di ranging (numero di simboli 
OFDMA e numero di sottocanale). Il pacchetto contiene inoltre istruzioni per 
aggiustamenti di timing, frequenza e potenza del segnale. A questo punto il 
terminale dovrebbe proseguire la procedura di ranging come nel primo punto, 
scegliendo cioè un nuovo codice dal dominio dei ranging codes e 
trasmettendolo nella regione di periodic ranging con i parametri di 
sincronizzazione aggiornati. Se invece il terminale non riceve risposta di 
avvenuta rilevazione dalla BS, sceglierà un nuovo codice e tenterà una nuova 
procedura di initial ranging trasmettendo con un livello di potenza più alto. 
e) La BS trasmette una RNG-RSP contenente un messaggio di “Successo” 
informando il RT che la procedura di IR si è completata positivamente. Il RT 
allora trasmette le sue informazioni di identificazione alla BS, che 
eventualmente effettua la registrazione e l’autorizzazione del nuovo utente. 
          Quanto descritto indica che la funzione principale della BS durante la procedura 
di IR può essere classificata come multiuser code identification e multiuser estimation 
of timing, frequency and power. Gli algoritmi specifici per compiere tali processi 
saranno descritti nel terzo capitolo e comprendono un approccio ad hoc, e uno 
eseguito sulla base della Teoria dei Giochi, della quale verranno descritti i fondamenti 
nel prossimo capitolo. 
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Fig. 1. 13 – Sintesi della procedura di accesso alla rete 
          
        
Capitolo 2 
Teoria dei Giochi e allocazione 
delle risorse radio 
 
 
 
La teoria dei giochi è una scienza matematica che studia i problemi di 
decisione prese, o da prendere, da parte di più persone. La maggior parte delle sue 
applicazioni abbraccia il contesto economico,anche se in molti casi viene usata 
nell’organizzazione industriale e nelle applicazioni delle Information and 
Communication Tecnology (ICT), in quanto la teoria dei giochi può essere usata 
davvero a 360 gradi. Ad esempio, un lavoratore che aspiri a una promozione potrebbe 
scegliere una strategia di lavoro ottima per raggiungerla, o ancora a più alti livelli, 
varie nazioni potrebbero scegliere questa o quella politica economica per prevalere 
sulle altre e ottenere maggiori benefici.  
Nei prossimi paragrafi si affronteranno i temi principali della Teoria dei 
Giochi da un punto di vista didattico, per poi passare alle applicazioni di questa 
scienza ai modelli delle reti di telecomunicazione wireless, con particolare attenzione 
alle tecniche di accesso multiplo e controllo di potenza. 
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2.1. Fondamenti di Teoria dei Giochi  
In questo capitolo ci occuperemo dei giochi strategici, ovvero dei giochi che 
hanno la seguente semplice forma: prima i giocatori scelgono la loro azione strategica 
simultaneamente; successivamente ricevono i loro payoff sulla base delle 
combinazioni delle azioni scelte dai vari giocatori [12]. 
In questa tesi ci occuperemo di giochi non cooperativi, ossia quei giochi in cui 
i giocatori prendono la loro decisione individualmente, senza la “cooperazione” degli 
altri giocatori. In caso contrario, se cioè ogni giocatore prende una decisione 
cooperando con gli altri, si parla allora di giochi cooperativi. 
D’altra parte in questa tesi i giocatori sono rappresentati da terminali mobili 
che vogliono accedere alle risorse radio, e dunque se volessimo una cooperazione fra i 
terminali stessi bisognerebbe aggiungere un canale di segnalazione in cui trasmettere 
le informazioni sulle strategie di tutti i dispositivi, e ciò necessiterebbe di risorse 
maggiori, con problemi in termini di scalabilità della rete. 
Si parlerà inoltre dei giochi statici, a cui appartengono i vari algoritmi che 
tratteremo nel corso della tesi, e verranno accennate le caratteristiche principali dei 
giochi dinamici per completezza di trattazione. 
  
2.1.1. Giochi Statici 
          Un gioco è la descrizione di un’interazione di strategie, che include i vincoli 
sulle decisioni che i giocatori prendono e gli interessi degli stessi [13]. 
L’entità di base è il giocatore che può essere pensato come un individuo o un gruppo 
di individui che prendono decisioni indipendentemente dagli altri giocatori (nel caso 
di giochi non cooperativi). 
Il gioco più semplice è quello statico, in cui i giocatori prima prendono le loro 
decisioni simultaneamente, o comunque senza conoscere le mosse degli altri, e dopo 
ricevono i loro guadagni (payoff) sulla base della combinazione delle decisioni prese 
da tutti gli altri giocatori. Questi payoff sono determinati dalla funzione di utilità di 
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ciascun giocatore. Se questa funzione è nota a tutti si parla di gioco a completa 
informazione, in caso contrario si parla di giochi a incompleta informazione o 
Bayesiani. 
Per descrivere completamente un gioco servono tre elementi: 
1. un insieme finito di giocatori K = {1,...,K}; 
2. un insieme finito di strategie {Ak} disponibili per ciascun giocatore; 
3. l’insieme dei payoffs ricevuti da ciascun giocatore per ogni 
combinazione di strategie che possono essere scelte {uk(a)}. 
A questo punto è possibile dare la seguente definizione: 
          Definizione 2.1: La rappresentazione in forma strategica di un gioco è data da  
G = [K, {Ak}, {uk(a)}]. 
Se il numero di azioni è finito si parlerà di giochi finiti, altrimenti saranno detti 
giochi infiniti. 
La strategia scelta dal giocatore k può essere espressa come ak ∈  Ak; se 
consideriamo lo spazio delle strategie pure, esiste una relazione deterministica che 
assegna ad ogni giocatore una strategia, andando a costituire il profilo delle strategie 
pure a = [ 1a ,..., Ka ]. Estendendo questo concetto si può parlare di strategie miste 
kξ ∈ kΞ , dove kΞ  è il relativo spazio e kξ  la distribuzione che assegna una probabilità 
( )k kaξ  ad ogni azione ka . Lo spazio kΞ  contiene quello delle strategie pure, che si 
ottiene per degenerazione assegnando una probabilità nulla a tutte le azioni tranne che 
ad ka . 
Il payoff ricevuto da ciascun giocatore è indice del grado di soddisfazione che 
una data azione può portare. L’utilità uk(a) non dipende solo dalla strategia ka  ma 
anche dalle azioni di tutti gli altri partecipanti al gioco, gli opponenti indicati con 
\k K k− ≜ . Possiamo dunque definire il profilo delle strategie pure come a = 
[ ka , k−a ], con 1 1 1[ ,..., , ,..., ]k k k Ka a a a− − +=a ∈  A-k, e uk(a) = uk ( ka , k−a ). 
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La forma strategica di un gioco descrive i vincoli dei giocatori, ma non 
specifica quali azioni essi debbano prendere. Per risolvere un gioco statico (prevedere 
cioè la strategia che ciascun giocatore deciderà di prendere) è necessario che sia a 
completa informazione, cioè che la forma strategica del gioco sia nota a tutti i 
giocatori, e che questi siano razionali, ovvero consci delle alternative e capaci di 
decidere liberamente dopo un processo di ottimizzazione. In questo caso nessun 
giocatore razionale sceglierà una strategia strettamente dominata, ossia una strategia 
il cui payoff è minore di almeno una delle altre strategie possibili, per tutte le possibili 
combinazioni degli avversari. Dunque intuitivamente si potrebbe trovare la soluzione 
del gioco eliminando iterativamente le strategie strettamente dominate, ma spesso ciò 
non riesce a fornire una soluzione al problema. Ecco che allora nasce la necessità di 
introdurre il concetto più importante della teoria dei giochi non-cooperativi, 
l’equilibrio di Nash. Si tratta di un punto operativo stabile in quanto descrive un 
profilo di strategie dal quale nessun giocatore può ottenere un vantaggio deviando 
unilateralmente da esso. Potrebbe invece nascere un vantaggio per il singolo nel caso 
in cui più di un giocatore decidesse di cambiare strategia, ma proprio perché si tratta 
di un equilibrio nessun giocatore sarà incentivato a deviare da esso. 
Definizione 2.2: Un profilo nell’ambito delle strategie pure * * *[ , ]k ka −=a a  è un 
equilibrio di Nash del gioco in forma strategica G = [K, {Ak}, {uk(a)}] se, per ogni 
giocatore k ∈  K 
* * *( , ) ( , )k k k k k ku a u a− −≥a a      ka∀ ∈  Ak,                              (2.1) 
con * * * * *1 1 1[ ,..., , ,..., ]k k k Ka a a a− − +=a . 
          L’equilibrio di Nash può anche essere rivisitato attraverso il concetto di best 
response. La best response per il giocatore k è la funzione kr : A-k →  Ak che assegna 
ad ogni profilo di opponenti il valore:  
' '( ) arg max ( , ) { : ( , ) ( , ), }
k k
k k k k k k k k k k k k k k k
a A
r u a a A u a u a a A
− − − −
∈
= = ∈ ≥ ∀ ∈a a a a      (2.2) 
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Definizione 2.3: Il profilo *a  è un equilibrio di Nash per le strategie pure del gioco G 
= [K, {Ak}, {uk(a)}] se e solo se  * *( ),k k ka r k K−∈ ∀ ∈a . 
          Di fondamentale importanza è il seguente teorema, di cui si può trovare la 
dimostrazione in [12, 14]. 
          Teorema 2.1 [15]: Nel gioco in forma strategica G = [K, {Ak}, {uk(a)}], se K è 
finito e Ak è finito ∀ k (cioè in un gioco finito), esiste almeno un equilibrio di Nash, 
eventualmente coinvolgendo le strategie miste. 
          La possibilità di coinvolgere le strategie miste implica che in ogni gioco finito 
possono esserci molteplici equilibri di strategie pure, un solo equilibrio di strategie 
pure, o nessun equilibrio di strategie pure. 
          Per concludere l’analisi dei giochi statici bisogna considerare l’efficienza 
dell’equilibrio di Nash raggiunto nel gioco. Si introducono a tal scopo i concetti di 
Pareto-dominanza e Pareto-ottimalità, definiti come segue: 
Definizione 2.4: Un profilo di strategie aɶ  Pareto-domina un altro vettore a  se,  
∀ k∈K , ( , ) ( , )k k k k k ku a u a− −≥a aɶɶ  e, per qualche k∈K, ( , ) ( , )k k k k k ku a u a− −>a aɶɶ . 
Definizione 2.5: Un profilo di strategie aɶ  è Pareto-ottimale se non esiste nessun 
profilo di strategie a  tale che ( , ) ( , )k k k k k ku a u a− −≥a aɶɶ  ∀ k∈K e 
( , ) ( , )k k k k k ku a u a− −>a aɶɶ  per qualche k∈K. 
          In altre parole un profilo è più efficiente (Pareto-dominante) rispetto a un altro 
se è possibile incrementare l’utilità di alcuni giocatori senza svantaggiarne altri. Al 
contrario, in un profilo Pareto-ottimale non è possibile aumentare il payoff di un 
giocatore senza ridurre l’utilità di almeno un altro partecipante al gioco. Possono 
coesistere diversi profili Pareto-ottimali, costituenti la cosiddetta frontiera di Pareto. 
Bisogna infine osservare che un profilo di strategie Pareto-ottimale non è 
necessariamente un equilibrio di Nash.   
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2.1.2 Giochi Dinamici 
A differenza dei giochi statici, i giochi dinamici sono costituiti da 
un’interazione sequenziale tra i giocatori, in quanto essi sono condizionati dalle mosse 
precedenti nel gioco. Se nel momento in cui deve prendere una decisione il giocatore 
conosce tutta la storia precedente del gioco, allora il gioco si dice a perfetta 
informazione, altrimenti è detto a imperfetta informazione. In quest’ultimo caso i 
giocatori prendono le decisioni simultaneamente non conoscendo tutte le informazioni 
sullo svolgimento del gioco. I giochi statici rappresentano dunque una classe dei 
giochi dinamici a imperfetta informazione costituiti da un solo passo. 
Poiché in un gioco dinamico i giocatori scelgono le proprie mosse in maniera 
sequenziale è necessario fornire una rappresentazione estesa, benché equivalente alla 
rappresentazione strategica. 
Definizione 2.6: Un gioco in forma estesa consiste di: 
1. un insieme di giocatori; 
2. l’ordine delle mosse; 
3. le scelte che possono prendere i giocatori al momento di fare la mossa; 
4. ciò che ciascun giocatore conosce quando prende la propria decisione; 
5. il payoff ricevuto da ciascun giocatore per ogni combinazione di strategie che 
possono essere scelte. 
Mentre un gioco in forma strategica è rappresentabile graficamente attraverso una 
matrice con valori di utilità conseguenti a ciascuna possibile mossa, un gioco in forma 
estesa è rappresentato da un diagramma ad albero, costituito da nodi ordinati, in cui 
ogni livello è un passo del gioco, e la cui radice è un punto di partenza. 
          Alla classe dei giochi dinamici appartiene la sottoclasse dei giochi ripetuti, in 
cui i giocatori affrontano lo stesso gioco statico a un passo, ripetutamente. Questi 
giochi si possono classificare in base all’orizzonte di ripetizione finito o infinito, 
oppure all’obiettivo di massimizzazione: se la finalità dei giocatori è massimizzare la 
propria funzione di utilità solo per il passo successivo allora il gioco è detto miope, e 
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la sua soluzione è analoga a quella di un gioco statico; se invece il payoff è costituito 
da una media pesata dei payoff in ogni singolo passo, allora il gioco è detto a lungo 
termine.  
 
2.2. Tecniche di Teoria dei Giochi per la sincronizzazione del segnale 
La teoria dei giochi è stata applicata alla risoluzione dei problemi relativi alle 
wireless communications a partire dalla fine degli anni 1990. 
Il problema dell’acquisizione del segnale è formulato come un gioco non 
cooperativo in cui ogni coppia trasmettitore-ricevitore nella rete cerca di massimizzare 
una data funzione di utilità. Una funzione d’utilità significativa è data dal rapporto tra 
probabilità di rilevazione del segnale sull’energia trasmessa per bit, e il gioco a cui si 
presta ogni terminale consiste nell’impostare la propria potenza di trasmissione e la 
soglia di rilevamento, con un vincolo sulla massima probabilità di falso rilevamento. 
Da ciò scaturisce la necessità di un compromesso tra ottenere buone prestazioni di 
rilevamento e risparmiare più energia possibile. [16] 
Per chiarire ulteriormente l’applicabilità della teoria dei giochi al mondo 
dell’ingegneria delle telecomunicazioni verranno proposti alcuni semplici esempi di 
giochi non cooperativi con le relative soluzioni. 
 
2.2.1 Esempi applicati alla wireless engineering 
Sulle orme del Prisoner’s Dilemma [17], uno fra i più famosi giochi della 
letteratura classica della teoria dei giochi, si pone il Forwarder’s Dilemma [18]. Si 
considerino due dispositivi come giocatori, p1 e  p2. Entrambi vogliono inviare un 
pacchetto al proprio destinatario, dst1 e dst2 rispettivamente, usando l’altro giocatore 
per inoltrare il messaggio, come mostrato in Fig. 2.1. 
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Fig. 2. 1 – Scenario del Forwarder’s Dilemma. 
 
La comunicazione tra sorgente e destinatario è possibile solo se l’altro 
giocatore inoltra il pacchetto. Se il giocatore che deve inoltrare il pacchetto effettua 
questo servizio spenderà delle risorse (costo) pari a 0 < C << 1, garantendo al 
contempo un beneficio pari a 1 all’altro giocatore. Il payoff è dato dalla differenza tra 
beneficio e costo. Risulta dunque evidente che entrambi i giocatori sono tentati dal 
trascurare i pacchetti dell’altro per risparmiare energia.  
Le possibilità di azione per ciascun giocatore sono dunque decidere di inoltrare 
(I) il pacchetto dell’altro, oppure trascurarlo (T). La forma strategica del gioco può 
essere rappresentata in modo conveniente tramite una matrice in cui ogni cella è una 
possibile combinazione delle strategie dei giocatori, e contiene una coppia di valori 
rappresentanti rispettivamente i payoffs di p1 e  p2. 
 
Tab. 2. 1 – Forma strategica del gioco Forwarder’s Dilemma. 
  
 Per risolvere il gioco si usa il metodo della dominanza stretta iterata. Si 
consideri il gioco dal punto di vista di p1. In questo caso la strategia I è strettamente 
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dominata dalla T, quindi si può eliminare la prima riga della matrice. Con 
ragionamento analogo dal punto di vista di p2 si può cancellare anche la prima 
colonna della matrice. La soluzione del gioco è dunque (T,T) con conseguente vettore 
dei payoff (0,0). Come si può facilmente verificare (T,T) è un equilibrio di Nash. 
Questo risultato ottenuto dalla mancanza di fiducia tra i giocatori, per quanto 
paradossale dato che il profilo di strategie (I,I) avrebbe portato un payoff maggiore ad 
entrambi, non è Pareto-ottimale. Lo sono invece i profili (I,I), (I,T), (T,I) anche se non 
sono equilibri di Nash. 
In generale la maggior parte dei giochi non può essere risolta con la tecnica 
della dominanza iterata. Ad esempio si consideri il gioco dell’Accesso Multiplo [16]. 
Due dispositivi (giocatori) intendono accedere alle risorse del canale di 
comunicazione per inviare un pacchetto ai loro ricevitori. Entrambi i giocatori hanno 
due possibili decisioni: accedere al mezzo (A) oppure attendere (W). Supponiamo 
inoltre che i terminali e i rispettivi ricevitori siano nelle zone di copertura gli uni degli 
altri in modo da essere mutuamente interferenti. Se p1 trasmette il proprio pacchetto 
incorre in un costo 0 < C << 1. Se anche p2 trasmette nel medesimo slot temporale 
avviene una collisione, altrimenti il pacchetto di p1 è trasmesso con successo, e il 
terminale riceve un beneficio pari a 1. Si riporta in Tab. 2.2 la rappresentazione in 
forma strategica del gioco. 
 
Tab. 2. 2 – Forma strategica del gioco dell’Accesso Multiplo. 
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Si può osservare che non vi sono strategie strettamente dominanti nel gioco. 
Per risolverlo con le strategie pure si fa quindi uso del concetto di best response. Se p1 
trasmette, la best response per p2 è attendere. Se invece p2 attende, la best response 
per p1 è accedere al mezzo. Si possono dunque identificare due equilibri di Nash nelle 
strategie pure (W,A) e (A,W). 
Si consideri ora il gioco statico non cooperativo dell’Effetto Near-Far, 
rappresentato in Fig. 2.2 [16]. Due utenti vogliono trasmettere all’Access Point (AP). 
Se decidono di trasmettere, allora la loro potenza di trasmissione è ip p= , altrimenti 
0ip = , con i = {1, 2}. I loro payoff sono invece 1 c−  e c−  rispettivamente se la 
trasmissione va a buon fine o meno, mentre è 0 se non trasmettono (con c <<1). La 
forma strategica del gioco è definita in Tab. 2.3. 
 
 
 
 
 
Fig. 2. 2 – Scenario di rete nel gioco dell’effetto Near-Far. 
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Tab. 2. 3 – Forma strategica del gioco dell’effetto Near-Far. 
 
Risulta evidente che p1 deciderà di trasmettere in quanto il suo payoff è in 
ogni caso 1 c− . Si elimina dunque la prima riga. Invece p2 deciderà di non trasmettere 
per non sprecare c− . Dunque l’unico equilibrio di Nash è il profilo ( ,0)p , oltre ad 
essere Pareto-ottimale insieme a (0, )p . Si conclude che senza un controllo di potenza 
p2 non trasmetterebbe mai. 
Andiamo ad analizzare dunque per completezza il gioco dell’effetto Near-Far 
con controllo di potenza [16]. Supponiamo cioè che le strategie possibili per i nostri 
giocatori siano due livelli di potenza diversi da zero, p e pµ , con 0 < µ  < 1 detto 
fattore di controllo di potenza. Grazie ad esso il ricevitore riceve lo stesso livello di 
potenza quando l’utente lontano usa p e quello vicino usa pµ . La tabella dei payoffs 
diventa quella in Tab. 2.4. L’utente lontano riesce a trasmettere solo se il suo livello di 
potenza è maggiore di quello dell’utente vicino. Essendo 1 1c cµ− > − , la migliore 
strategia dell’utente vicino è 1p pµ=  e quella dell’utente lontano è 2p p= . Il profilo 
( , )p pµ  è il NE profile (Nash Equilibrium) ed è anche l’unica soluzione Pareto-
ottimale. 
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Tab. 2. 4 – Forma strategica del gioco dell’effetto Near-Far con controllo di potenza. 
 
A questo punto però risulta evidente che il throughput conseguente alle diverse 
decisioni sarà diverso. Cioè se i terminali trasmettono con potenza p , il loro 
throughput sarà t ; se invece trasmettono con potenza pµ , il throughput sarà tλ , con 
µ  < λ < 1, t  >> c . La tabella dei payoff risultante è riportata in Tab. 2.5. 
 
Tab. 2. 5 – Forma strategica del gioco dell’effetto Near-Far con controllo di potenza e 
throughput variabile. 
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In questo modello l’equilibrio di Nash risulta essere il profilo ( , )p pµ , mentre 
le soluzioni Pareto-ottimali sono ( , )p pµ  e ( , )p pµ . Sembrerebbe di essere tornati 
alla situazione di assenza di un controllo di potenza. Il problema si potrebbe risolvere 
introducendo il concetto di social optimality [16] e una strategia di risoluzione 
decentralizzata tramite i giochi dinamici, ma ciò esula dalla nostra trattazione, in 
quanto voleva fornire alcuni cenni di risoluzione di giochi statici non cooperativi 
rappresentanti applicazioni della wireless engineering.  
 
 
2.2.2 Controllo di potenza con teoria dei giochi per l’acquisizione del segnale 
Finora abbiamo applicato il gioco del controllo di potenza alla rivelazione del 
segnale dati. Ma prima di instaurare una connessione dati c’è sempre la delicata fase 
della sincronizzazione del segnale, che sia di timing (nelle reti TDMA), o di codice 
(CDMA), o di timing offset e codice (come vedremo nel seguito della tesi per una rete 
monocellulare OFDMA). Analizziamo per ora il caso CDMA [16]. Sostituiamo la 
funzione di utilità definita come throughput per energia trasmessa, con la probabilità 
di acquisire il codice per energia trasmessa. 
Il segnale trasmesso dall’l-esimo utente può essere espresso come segue: 
 ( ) 2 ( )l l l b
n
s t p g t nT= −∑                                                   (2.3) 
essendo ( )lg t la forma d’onda dell’l-esima firma data da: 
1
( )
0
( ) ( )
M
l
l m c
m
g t c t mTα
−
=
= −∑                                                     (2.4) 
ed essendo Tb=MTc il tempo di bit, inverso del bit rate Rb, mentreTc è il tempo 
di chip del codice CDMA, inverso del chip rate Rc, e legato a Rb da Rc=MRb. Il fattore 
M è lo spreading factor CDMA. I simboli ( )l
m
c  appartengono all’alfabeto { 1}±  e sono 
indipendenti e identicamente distribuiti con aspettazione statistica pari a  
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( ) ( ) 1, 0{ }
0, 0
l l
m m l
l
E c c
l+
=
⋅ = 
≠
                                               (2.5) 
( ) ( ){ } 0l j
m m lE c c +⋅ =        ,j l l∀ ≠ ∀                                    (2.6)  
Inoltre ( )tα  è un impulso a radice di coseno rialzato (Square Root Raised 
Cosine SRRC) con energia Tc. Per semplicità, assumiamo che non sia presente la  
modulazione dei dati. La trasmissione avviene su un canale piatto in frequenza e con 
fading lento, con rumore additivo gaussiano bianco AWGN (Additive White Gaussian 
Noise). 
Assumendo perfetta sincronizzazione in frequenza, il segnale ricevuto sarà: 
1
( ) ( ) ( )l
K
j
l l l
l
r t h e s t tϑ τ η
=
= − +∑                                        (2.7) 
dove lh , lϑ , lτ  sono attenuazione, l’offset di fase e il ritardo, rispettivamente, 
riscontrato dal segnale dell’l-esimo utente propagandosi nel canale. Mentre ( )tη  
rappresenta il rumore AWGN, variabile aleatoria complessa a valor medio nullo e 
densità spettrale di potenza (DSP) bilatera pari a 02N . 
Per semplicità si suppone un sistema CDMA sincrono, dove cioè l l cTτ = ∆  è 
un multiplo intero di Tc. 
 
Fig. 2. 3 – Architettura di ricerca seriale per lo shift k∆ del codice del k-esimo utente. 
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Dopo filtro adattato e campionamento, il segnale ricevuto può essere 
rappresentato come: 
( )
1
1[ ] ( ) ( ) 2 [ ]l
l
c
K
j l
l l m
lc t mT
x m r t t h e p c m
T
θα ν+∆
=
=
= ⊗ − = +∑                 (2.8) 
dove [ ] [ ] [ ]I Qm m j mν ν ν= +  ha distribuzione gaussiana, con componenti indipendenti 
[ ]I mν , [ ]Q mν  ∈N   (0, 2σ ), e 2 0 / cN Tσ = . Il ricevitore alla BS è equipaggiato con K 
rivelatori per cercare il giusto shift di codice k∆  per tutti i K utenti (ricerca seriale) 
come mostrato in Fig. 2.3. 
          La statistica sufficiente del test di allineamento di codice è ottenuta dopo il 
despreading pesando i campioni ricevuti [ ]x m  come segue: 
( )1[ ; ]
2 k
k
k m
k k
v m c
h p +∆
∆ = ⋅ ɶɶ                                                (2.9) 
dove k∆ɶ  è lo shift di tentativo del codice della sequenza kc  generata localmente. Da 
notare che il ricevitore per l’utente k deve stimare la potenza kp  e attenuazione di 
canale kh . Per semplicità di analisi supponiamo che ciò avvenga in maniera perfetta. 
All’uscita del despreader si ottiene: 
( )
( ) ( )
1
2[ ] [ ]
2 2
l
k
l k
kjK
ml l l k
k m m
l k k k k
ch e p
y m c c m
h p h p
ϑ
ν +∆+∆ +∆
=
∆ = ⋅ + ⋅∑
ɶ
ɶ
ɶ
                (2.10) 
e dopo una raccolta di M campioni, si ottiene: 
1
( ) ( )
0
[ ] [ ] [ ] [ ]k
M
j MAI AWGN
k k k k k k
m
z n y m e n nϑµ ζ ζ−
=
∆ = = + +∑ɶ                     (2.11) 
dove 
1,
0,
k k
k
k k
µ
 ∆ = ∆
= 
∆ ≠ ∆
ɶ
ɶ
                                                    (2.12) 
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e con ( )[ ]MAIk nζ  termine derivante dall’interferenza da accesso multiplo (Multiple 
Access Interference) intrinseca al CDMA asincrono. L’ultimo termine è dovuto al 
rumore AWGN ed è pari a  
 
( ) ( ) ( )
, ,
[ ] [ ] [ ]AWGN AWGN AWGNk I k Q kn n j nζ ζ ζ= +                              (2.13) 
dove  
( )
,
[ ]AWGNI k nζ , ( ), [ ]AWGNQ k nζ ∈  N   (0, 02 /2
c
k k
N T
h p M⋅ ⋅
).                        (2.14) 
Grazie al teorema del limite centrale il termine dovuto alla MAI può essere 
approssimato a una variabile aleatoria gaussiana 
( )
,
[ ]AWGNI k nζ , ( ), [ ]AWGNQ k nζ ∈  N   (0, 
2
2
2 / 2
2
l l
l k
k k
h p
h p M
≠
∑ i
i i
).                     (2.15) 
Si può dunque esprimere [ ]k kz n ∆ɶ  in maniera più compatta: 
, ,
[ ] [ ] [ ]k k I k k Q k kz n z n j z n∆ = ∆ + ∆ɶ ɶ ɶ                                  (2.16) 
       
,
[ ]I k kz n ∆ɶ ∈  N   ( cosk kµ ϑ ,
1
2 kγ
)                                     (2.17) 
,
[ ]Q k kz n ∆ɶ ∈  N   ( sink kµ ϑ ,
1
2 kγ
)                                     (2.18) 
dove  
( ) 2
2 2
0, 0
r
k k k
k
k l l
l k
E M h p
I N h p
γ
σ
≠
⋅ ⋅
= =
+ ⋅ +∑
                                   (2.19) 
è il Signal to Interference and Noise Ratio (SINR) dell’utente k, definito come 
rapporto tra energia per bit dell’utente k raccolta al suo ricevitore ( )rkE , e le DSP 
ricevute dovute alla MAI 0,kI  e al rumore AWGN 0N . 
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          Combinando opportunamente 
,
[ ]I k kz n ∆ɶ  e , [ ]Q k kz n ∆ɶ  si ottiene una statistica 
[ ] ;k k kw n ρ∆ɶ  che è funzione dello shift code k∆ɶ  e della strategia di decisione scelta 
kρ . L’uscita si confronta con una soglia opportunamente dimensionata kλ . 
Se [ ] ;k k kw n ρ∆ɶ  < kλ  allora si seleziona un nuovo k∆ɶ per la generazione delle 
sequenze di Pseudo Noise (PN). Se invece [ ] ;k k kw n ρ∆ɶ  > kλ allora il ricevitore 
assume che il ritardo di tentativo è corretto. 
          Questo processo serve ad evitare blocchi di codice falso, dannosi al ricevitore in 
termini di aumenti di tempo di sincronizzazione e la successiva rivelazione dati. 
Anche se robusta, la verifica è costosa in termini di tempo e risorse di elaborazione. 
          Un indicatore chiave delle prestazioni della strategia di acquisizione è dato dalla 
Probabilità di Falso Allarme: 
( , ; ) Pr{ ; }FA k k k k k k k kP wγ λ ρ λ ρ= > ∆ ≠ ∆ɶ                              (2.20) 
che deve essere più bassa possibile, e dalla Probabilità di Rilevazione o Detection: 
( , ; ) Pr{ ; }D k k k k k k k kP wγ λ ρ λ ρ= > ∆ = ∆ɶ                              (2.21) 
che deve essere più alta possibile.   
                                                     
2.2.2.1  Formulazione del gioco della sincronizzazione di codice 
Il compromesso tra buona sincronizzazione e risparmio di energia si raggiunge 
definendo una funzione di utilità come rapporto tra Probabilità di rilevazione ed 
energia trasmessa per bit (o per acquisizione) ( )tk k bE p T= ⋅  [16]. 
( ; ; )( , ) [( , ), ] D k k kk k k k k k
k b
P
u u p
p T
γ λ ρλ λ
−
= =
⋅
p p                                (2.22) 
ogni coppia trasmettitore-ricevitore stabilisce rispettivamente la potenza di 
trasmissione kp  e la soglia di decisione kλ . La strategia di decisione kρ  è supposta 
nota in quanto basata su alcune informazioni a priori ricavate dal trasmettitore come 
ad esempio l’offset residuo di fase kϑ  che al ricevitore non è disponibile. 
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          Anche se ( )tkE  dipende da kp , solo DP  dipende dal SINR e da kλ . Inoltre kγ non 
dipende solo da kp  ma anche da k−p , dunque il problema è a più dimensioni. 
          In questo contesto possiamo dunque formulare un gioco non cooperativo a 
completa informazione, in cui ogni coppia trasmettitore-ricevitore cerca di 
massimizzare il proprio payoff scegliendo una configurazione ottima (potenza 
trasmessa, soglia di decisione). Inoltre è necessario porre un limite superiore alla FAP  
dell’utente k (
,FA kP ) intesa come Quality of Service (QoS) richiesta dall’utente. 
          Si definisce il gioco G = [K, {Ak}, {uk(a)}], in cui K definisce l’indice della 
coppia trasmettitore-ricevitore; k k kA P= × Λ  è il set di strategie scelte dalla coppia k, 
dove kP  è il set delle potenze comprese nell’intervallo [ , ]k kp p , e kΛ  il set delle 
soglie possibili appartenenti a [0,1]; uk è la funzione payoff per la coppia k K∈ . 
          Formalmente G può essere espresso come: 
* *
,
( , ) arg max ( , )
k k k k
k k k kp P
p u
λ
λ λ
∈ ∈Λ
= p                                    (2.23) 
Invertendo la (2.19) si ottiene la kp  come rapporto tra kγ  e un fattore che tiene conto 
di tutti gli altri termini, ossia kk
k
p γξ= . Omettendo per semplicità tutti i passaggi 
matematici, si ottiene 
* *
[0, ], [0,1]
( , ; )( , ) arg max
k k k k
D k k k
k k p
k
P
γ ξ λ
γ λ ργ λ
γ∈ ∈
=                              (2.24) 
con vincolo sulla FAP , ,( , ; )FA k k k FA kP Pγ λ ρ ≤  e con * *k k kpγ ξ= . Dopo alcuni passaggi 
matematici che possono trovarsi in [15] si giunge all’espressione del gioco in forma 
chiusa: 
* *
[ , ], [ ( ),1]
( , ; )( , ) arg max
k k k k k k k
D k k k
k k p
k
P
γ γ ξ λ λ γ
γ λ ργ λ
γ∈ ∈
=                        (2.25) 
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Quest’espressione include un trade-off di efficienza energetica, ovvero un 
compromesso tra buona sincronizzazione e risparmio energetico; la strategia di 
sincronizzazione scelta; la QoS in termini di probabilità di falso allarme. 
          Si può dimostrare, ma noi non lo faremo, l’esistenza dell’equilibrio di Nash NE 
(sotto due condizioni che sono la concavità e la continuità di ( , )k ku λp , e 
' [ , ] [ ( ),1]k k k k k kA pγ ξ λ γ= ×  sottospazio Euclideo non vuoto e convesso ). Si può anche 
dimostrare che tale equilibrio è unico e non è Pareto-ottimale. 
          Nel seguito questo approccio verrà applicato allo scenario di Initial Ranging di 
un sistema monocella di tipo OFDMA, valutandone i vincoli di applicabilità e le 
prestazioni, e se ne confronteranno i risultati con l’approccio effettivamente usato 
nello standard IEEE 802.16e (WiMAX). 
  
 
  
Capitolo 3 
Controllo di potenza per la 
procedura di Initial Ranging 
 
          In questo capitolo ci occuperemo del problema del controllo di potenza per la 
procedura di Initial Ranging, analizzandone i dettagli analitici, definendo il modello 
del segnale e del sistema utilizzato per le simulazioni, rappresentando il problema e la 
formulazione del gioco, e fornendo infine i metodi risolutivi, costituiti dalla strategia 
di decisione ottima, e verrà infine analizzato il punto di equilibrio di Nash. 
 
3.1. Modello del segnale e del sistema 
Il nostro sistema è compatibile con lo standard IEEE 802.16 per reti locali e 
metropolitane basate su OFDMA [10]. Definiamo N il numero di sottoportanti 
separate da un intervallo frequenziale f∆ . Per evitare problemi di aliasing al 
ricevitore, vengono forzate a zero un certo numero di sottoportanti ai margini dello 
spettro del segnale. Come specificato in [10], un canale di allineamento occupa 144 
subcarriers, organizzate in M = 36 tiles, ognuno dei quali comprende V = 4 subcarriers 
adiacenti. Definiamo im+v l’indice della v-esima sottoportante all’interno dell’m-
esimo tile, dove gli indici {im+v ; v=0, 1,..., V - 1} sono il risultato di specifiche regole 
di permutazione che mappano i tiles set mutuamente esclusivi di sottoportanti 
distribuite sullo spettro disponibile in maniera pseudo-casuale. Senza perdita di 
generalità assumiamo che il time slot di allineamento includa solo due simboli 
OFDMA [10] di durata T = 1/ f∆ e che K sia il numero di Ranging Terminals (RTs) 
Cap.3 –Controllo di potenza per la procedura di Initial Ranging 
46 
 
simultaneamente attivi sul medesimo slot. I simboli OFDMA sono ottenuti da un 
codice di allineamento BPSK (Binary Phase-Shift Keying), preso casualmente dal set 
di codici C. 
Chiamiamo lϑ  e lε  rispettivamente l’errore di timing (normalizzato al periodo 
di campionamento Ts) e l’errore frequenziale (carrier frequency offset - CFO) del 
segnale ricevuto (normalizzato a f∆ ) dell’l-esimo RT. Gli errori di timing sono dovuti 
alle diverse distanze ld  che intercorrono tra RT e BS. Il loro valore massimo 
corrisponde al ritardo di propagazione (andata e ritorno) per un terminale posto al 
confine della cella ed è dato da max 2 / sR cTϑ =  dove R  è il raggio della cella, mentre 
c  è la velocità della luce. Nella pratica, si dimensiona la cella in modo che maxϑ  non 
superi la lunghezza N del simbolo OFDMA. D’altra parte, dal momento che durante il 
periodo di IR i CFOs son principalmente dovuti a spostamenti Doppler ed errori di 
sincronizzazione in downlink, ci si aspetta che questi siano significativamente più 
piccoli di f∆ . In questa tesi, consideriamo applicazioni a bassa mobilità dei terminali, 
e assumiamo che le stime degli errori frequenziali in downlink siano dell’ordine del 
2% di f∆ , come specificato in [10]. Con queste ipotesi, l’effetto dei CFO sulla 
procedura di IR può essere ragionevolmente trascurato.  
Analizziamo ora il modello del segnale. Come descritto in [1] alla BS il primo 
simbolo OFDMA nello slot di ranging considerato viene trascurato, in quanto contiene 
solo parti incomplete del codice CDMA trasmesso, mentre il secondo simbolo viene 
fornito come input ad un’unità di DFT (Discrete Fourier Transform) per il processing 
successivo. Supponiamo che gli utenti già sincronizzati alla BS non generino 
interferenza sul canale di ranging. Chiamando X(im+v)  l’output dell’unità DFT sulla 
v-esima sottoportante dell’m-esimo tile, possiamo scrivere 
2 ( )
1
( ) ( ) ( ) ( )
m lj i vK
N
m l l l m m
l
X i v p c mV v H i v e n i v
pi ϑ− +
=
+ = + + + +∑            (3.1)  
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dove [ (0), (1),..., ( 1)]Tl l l lc c c MV= −c  è il codice di allineamento selezionato dall’l-
esimo RT dall’intero set di codici C, con { ( )} 1lc mV v+ = ± , e lp  è la potenza 
trasmessa dal medesimo terminale, mentre ( )l mH i v+  rappresenta l’l-esima risposta in 
frequenza del canale sulla ( )mV v+ -esima sottoportante. La quantità ( )mn i v+ tiene 
conto del rumore, ed è modellata come una variabile aleatoria complessa Gaussiana a 
valor medio nullo e varianza 2nσ . La potenza ricevuta dalla BS da parte dell’l-esimo 
terminale può essere espressa come 
1 1
2
,
0 0
1 ( )
M V
R l l l m
m v
P p H i v
MV
− −
= =
= +∑∑ .                                   (3.2) 
          Come di consueto, assumiamo che la larghezza del tile V f∆  sia molto più 
piccola della banda di coerenza del canale, per cui possiamo trattare la risposta del 
canale come quasi piatta su ogni tile e rimpiazzare la quantità { } 10( ) Vl m vH i v −=+  con una 
risposta in frequenza media data da  
2 / 1
0
( ) ( )
m lj i N V
l l m
v
eH m H i v
V
pi ϑ−
−
=
= +∑ .                                 (3.3) 
Nelle precedenti ipotesi, definendo  
( ) ( )l l lS m p H m= ,                                            (3.4) 
la  (3.1) può essere riscritta come  
2
1
( ) ( ) ( ) ( )
lj vK
N
m l l m
l
X i v c mV v S m e n i v
pi ϑ−
=
+ = + + +∑ ,                  (3.5) 
e la (3.2) diventa 
1
2
,
0
1 ( )
M
R l l l l
m
P S m p
M
α
−
=
= =∑ ,                                    (3.6) 
Dove abbiamo definito lα  come l’attenuazione  introdotta dal canale. Analogamente, 
definiamo ( ) [ ( ), ( 1),..., ( 1)]Tm m mm X i X i X i V= + + −X  il vettore contenente gli output 
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dell’unità DFT all’interno dell’m-esimo tile, in modo da poter riscrivere la (3.5) in 
forma matriciale come segue 
1
( ) ( ) ( ) ( ) ( )
K
l l l l
l
m p m H m mϑ
=
= +∑X C a n ,                                    (3.7)  
dove ( ) [ ( ), ( 1),..., ( 1)]T
m m m
m n i n i n i V= + + −n  è il contributo di rumore AWGN a valor 
medio nullo e matrice di covarianza 2
n Vσ I , dove VI  è la matrice identità di dimensioni 
V V× . Inoltre abbiamo  
2 / 2 ( 1) /( ) [1, ,..., ]l lj N j V N Tl e epiϑ pi ϑϑ − − −=a ,                                         (3.8) 
e ( )l mC è una matrice diagonale espressa da  
( ) { ( ), ( 1),..., ( 1)}l l l lm diag c mV c mV c mV V= + + −C .                       (3.9) 
 
3.2. Formulazione del problema 
Come accennato nei paragrafi precedenti, la procedura di IR avviene nel 
canale di uplink, occupato da terminali mobili alimentati a batteria. Lo scopo di questa 
tesi è quello di far scegliere a ogni terminale la propria potenza di trasmissione e la 
strategia di decisione in modo da massimizzare la propria utilità. Da ciò deriva 
l’intenzione di una gestione  efficiente (energy-efficient) delle risorse disponibili, in 
modo da ottenere buone prestazioni di sincronizzazione risparmiando al tempo stesso 
più energia possibile, per prolungare la vita della batteria di ogni terminale. Per 
raggiungere tale compromesso, possiamo quantificare l’efficienza energetica 
raggiunta dal generico k-esimo terminale attraverso una funzione di utilità, definita 
come il rapporto tra la probabilità di corretta decisione del codice 
,D kΠ , e l’energia 
trasmessa per simbolo OFDMA k kE p T= : 
,
( , )( , ) D k kk k
k
L
u L
p T
Π
=
p
p ,                                     (3.10) 
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espressa in J-1, dove 1[ ,..., ]TKp p=p  è il vettore contenente le potenze trasmesse di 
tutti i possibili K utenti attivi, e kL  è la strategia di rivelazione adottata dalla BS per 
rivelare il k-esimo utente. Da notare la dipendenza di 
,D kΠ  da tutti i valori di p , 
ovvero non solo dalla potenza di trasmissione kp  del k-esimo utente, ma da quelle di 
tutti gli utenti interferenti lp  l k≠ . Assumiamo inoltre l’uso di una strategia di 
rivelazione single-user, ovvero la BS si concentra su un utente alla volta, in modo da 
semplificare il problema e la sua implementazione. 
          Per aumentare l’efficienza energetica della rete, possiamo formulare un 
problema di ottimizzazione in cui tutti i link attivi aspirano a incrementare la loro 
funzione di utilità, basandosi sui soli parametri che sono in grado di controllare, come 
potenza di trasmissione kp  e strategia di rivelazione kL . A causa della dipendenza da 
p , massimizzare ( , )k ku Lp  non può essere considerato un problema di ottimizzazione 
unidimensionale, ma multidimensionale [1].    
 
3.2.1 Formulazione del gioco 
In questo contesto, possiamo formulare un gioco non cooperativo a completa 
informazione [14] in cui ogni coppia trasmettitore-ricevitore (il giocatore) cerca di 
massimizzare la sua utilità scegliendo una coppia ottima di valori per la potenza di 
trasmissione e la strategia di decisione: 
( ) ( )
,
[ , ] arg max ( , )
k k
k k
opt opt
k kp L
p L u L= p ,                                       (3.11) 
sotto la condizione che 
,
( , )FA k k FALΠ = Πp , k∀ ∈K, dove , ( , )FA k kLΠ p  rappresenta la 
probabilità di falso allarme, in genere funzione di p  e kL , e FAΠ  è la massima 
probabilità tollerabile di falso allarme come QoS richiesta dal sistema. Così com’è, la 
(3.11) è mal posta, in quanto porta a una soluzione non desiderata: se 0kp → , 
otteniamo una probabilità non nulla di corretta rivelazione del codice, ovvero 
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, ,
( , ) ( , )D k k FA k kL LΠ = Πp p , kL∀ . Di conseguenza un utente potrebbe raggiungere 
un’utilità potenzialmente infinita trasmettendo a potenza nulla, mentre sperimenta una  
probabilità non nulla di rivelazione del codice. 
Considerando il nostro vincolo 
,
( , )FA k T k FALΠ = ΠP , una via d’uscita si può 
trovare modificando il nostro problema di ottimizzazione, e considerando un nuovo 
gioco, con funzione di utilità 
,
( , )( , ) D k k FAk k
k s
L
v L
p T
Π − Π
=
p
p ,                              (3.12) 
che ben approssima la (3.11) nel caso di FAΠ  sufficientemente piccola, evidenziando 
la proprietà desiderata che il numeratore vada a zero quando kp  tende a zero [19]. 
          Si definisce il gioco G = [K, {Ak}, { v k}], in cui K =[1,..., K] definisce il set 
dei giocatori; Ak = Pk ×L
k
 è il set di strategie possibili per il giocatore k, dove Pk  è 
il set delle potenze trasmesse comprese nell’intervallo Pk =[ , ]k kp p , e Lk il set delle 
strategie di rivelazione possibili; kv  è la funzione payoff per il giocatore k definita 
come in [19]. Con grande abuso di notazione, la soluzione del gioco G può essere 
espressa come1 
* *
,
[ , ] arg max ( , )
k k
k k
k kp L
p L v L= p ,                                   (3.13) 
sotto la condizione che 
,
( , )FA k k FALΠ = Πp , che fornisce una stima accurata della 
massimizzazione della funzione di utilità (3.10). Nei prossimi paragrafi verrà discussa 
la soluzione del gioco G, e verranno calcolati i valori * *[ , ]
k k
p L . 
 
 
 
1Per la precisione, la soluzione al problema non è necessariamente unica, in quanto l’operatore arg max 
fornisce un intero set di soluzioni. Il segno uguale tiene conto dunque di tutti i possibili valori forniti 
dal massimo della funzione di utilità. 
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3.3. Soluzione del gioco 
La soluzione maggiormente usata per i giochi non cooperativi è l’equilibrio di 
Nash (NE) [14], che rappresenta un set di strategie scelte dai giocatori per cui nessun 
giocatore può unilateralmente incrementare la propria utilità. Formalmente un profilo 
* * *
1[ ,..., ]Ka a=a , con * * *( , )k k ka p L= , è un equilibrio di Nash del gioco G se, per ogni 
giocatore k ∈  K 
* * * * *
\ \([ , ], ) ([ , ], )k k k k k k k kv p L v p L≥p p ,   ∀ kp ∈Pk,∀ kL ∈Lk     (3.14) 
e con * * * * * * *\ 1 1 1\ [ ,..., , ,..., ]k k k k Kp p p p p− += =p p . 
L’equilibrio di Nash assume particolare interesse nel contesto degli algoritmi 
distribuiti, in quanto offre un’uscita prevedibile di un gioco in cui agenti multipli con 
interessi contrastanti competono attraverso l’auto-ottimizzazione e raggiungono un 
punto dal quale nessun giocatore vuole più deviare. In questa tesi ci occupiamo delle 
strategie pure (cioè deterministiche) non considerando invece le strategie miste (che 
si basano su fondamenti statistici) [14]. In quest’ultimo caso ogni giocatore potrebbe 
scegliere una distribuzione di probabilità che rappresenti le sue strategie, e poi 
sceglierne la migliore. Comunque dal momento che per il nostro problema non 
esistono profili di strategie miste più efficienti (Pareto-dominanti [14]) di qualsiasi 
altro profilo di strategie pure [18], ci concentreremo solo su queste ultime e ne 
studieremo l’esistenza e l’unicità degli equilibri di Nash corrispondenti. 
Va infine osservato che in generale non è necessario che esistano equilibri di 
Nash nell’ambito delle strategie pure.   
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3.3.1. Strategia di rivelazione ottima 
Per risolvere il gioco G useremo la (3.12) per riscrivere la formulazione del 
gioco (3.13) in una forma più conveniente: 
,
1
max max{ ( , ) }
k k
D k k FAp L
k
L
p
 
⋅ Π − Π 
 
p ,    con 
,
( , )FA k k FALΠ = Πp .     (3.15) 
Dal momento che FAΠ  è una costante, il problema può essere risolto 
rispolverando il teorema di Neyman-Pearson [20], che fornisce la strategia di 
decisione ottima al punto di equilibrio di Nash NE (se esiste): 
*
\
( ; )
( ; )
k
k
k
pdf HL
pdf H η= ≥
X
X
,                                             (3.16) 
dove: ( ; )kpdf HX  rappresenta la funzione densità di probabilità del vettore di 
osservazione [ (0), (1),..., ( 1)]TM= −X X X X  condizionata all’ipotesi kH ; l’ipotesi kH  
rappresenta il caso in cui il codice kc è presente in X , mentre l’altra ipotesi \kH  tiene 
conto del caso in cui kc  non risulta presente in X . Nonostante sia subottimo, questo 
approccio ha il vantaggio di semplificare il problema della rivelazione come segue 
\ : ( ) ( )k kH m m=X w                                                                   (3.17) 
                        : ( ) ( ) ( ) ( ) ( )k k k k kH m m S m mϑ= +X C a w                                    (3.18) 
dove ( ) ( )k k kS m p H m= e ( )k mw  tiene conto del contributo della MAI più il rumore 
termico. 
La soglia di decisione è dimensionata in modo tale da far valere 
*
*
, \
:
( , ) ( ; )
k
FA k k k FA
L
L pdf H d
η>
Π = = Π∫
X
p X X .                          (3.19) 
Procediamo assumendo che 10{ ( )}Mk mS m −=  e kϑ  nella (3.18) siano parametri incogniti ma 
deterministici, e modelliamo i valori di ( )k mw  come variabili casuali Gaussiane 
indipendenti, a valor medio nullo e potenza incognita 
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2 2
n l l
l k
pσ σ α
≠
= +∑                                                 (3.20) 
con  
1
2
0
1 ( )
M
l l
m
H m
M
α
−
=
= ∑ .                                            (3.21) 
Osserviamo adesso che il calcolo della ( ; )kpdf HX  e \( ; )kpdf HX  nella (3.16) 
richiedono la conoscenza dei parametri incogniti 10{ ( )}Mk mS m −= , kϑ  e 2σ . Allora il test 
sul rapporto di verosimiglianza, likelihood ratio test (LRT) espresso dalla (3.16) può 
essere approssimato con quello generalizzato, generalized likelihood ratio test 
(GLRT) come descritto in [20], che assume la forma   
*
2
ˆ( )k k
kL
ϑ λΛ= ≥
X
                                               (3.22) 
dove 1/( )1 MVλ η −= − , e ˆkϑ  è la stima a massima verosimiglianza (ML) di kϑ , data da 
0
ˆ arg max ( )
k
k k kϑ ϑ
ϑ ϑ
≤ ≤
= Λ                                          (3.23) 
essendo ϑ  il massimo errore di timing normalizzato (corrispondente al tempo di 
andata e ritorno del segnale di un terminale posizionato al confine della cella) e  
1 2
0
1( ) ( ) ( ) ( )
M
H
k k k k
m
m m
V
ϑ ϑ
−
=
Λ = ∑ a C X .                           (3.24) 
Dalla (3.22) come descritto in [21], otteniamo 
*
, 1( , ) [ ( 1), ]FA k kL I M V Mλ−Π = −p                                 (3.25) 
*
, 1( , ) [ ( 1), ]kD k kL I M V Mξ−Π = −p                                 (3.26) 
dove  
1
11[ , ] (1 )
i j
n i j n
x
n i
i j
I i j x x
n
+ −
+ − −
=
+ − 
= − 
 
∑                             (3.27) 
è la funzione beta incompleta [22], mentre  
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1 (1 )k k
λξ λ γ= + −                                                               (3.28) 
essendo kγ  il SINR ricevuto alla BS dell’utente k dato da  
\2 ( )k kk k k k
n l l
l k
V p p
p
αγ µ
σ α
≠
= =
+∑
p                                           (3.29) 
Dalla (3.25) possiamo vedere che *
,
( , )FA k kLΠ p  è funzione solo della soglia λ , per cui 
da ora in poi possiamo togliere la dipendenza da k. Inoltre la corrispondenza biunivoca 
tra p e kγ  nella (3.29) ci permette di sostituire *, ( , )D k kLΠ p  con *, ( , )D k k kLγΠ  nella 
(3.15). Mettendo insieme tutti i risultati, la soluzione del problema di massimizzazione 
diviene 
*
,*
( , )
arg max
k
D k k k FA
k p
k
L
p
p
γΠ − Π
=                                     (3.30) 
con λ  dimensionata in modo tale che 1 [ ( 1), ]FA FAI M V Mλ−Π = − = Π . 
3.3.2  Analisi dell’equilibrio di Nash  
Usando la (3.29) nella (3.30) si giunge al problema equivalente 
*
,*
[ , ]
( , )
arg max
k k k
D k k k FA
k
k
L
γ γ γ
γγ
γ∈
Π − Π
=                                  (3.31) 
con 
\
*( )
kk k k
pγ µ= p  e 
\
*( )
kk k k
pγ µ= p . Di conseguenza si ottiene 
\
* * */ ( )
kk k k
p γ µ= p . 
          Teorema 1: Il gioco G = [K, {Ak}, { v k}], ammette (almeno) un’unica strategia 
pura che sia un equilibrio di Nash. Quest’ultimo è raggiunto quando *kL  è espressa 
dalla (3.22) e2 
\
*
*
*( )
k
k k
p
k
k
k p
p γ
µ
 
=  
  p
                                                   (3.32) 
 
 
2Per convenzione assumiamo che y=[x] ba  significa y=a  se x a≤ , y=b  se x b≥ , y=x altrimenti.   
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dove il SINR ottimo * *kγ γ=  è soluzione di 
* *
,' * *
, *
( , )( , ) D k k k FAD k k k
k
L
L
γγ
γ
Π − Π
Π =                                (3.33) 
per ogni k ∈K, con ' * *
, ,
( , ) ( , ) /D k k k D k k k kL d L dγ γ γΠ = Π . 
Dimostrazione: Il gioco G appartiene alla classe dei giochi infiniti [14], dal momento 
che A è infinito (Pk è un insieme continuo di potenze di trasmissione, così com’è 
infinito l’insieme di strategie di decisione). In un gioco non cooperativo esiste almeno 
una strategia pura NE, se per tutti i k ∈ K: 
a) Ak = Pk ×L
k
 è un insieme non vuoto, convesso, e compatto di uno spazio 
Euclideo 
b) ( , )k kv Lp  è continuo in ( , )k k ka p L=  e quasi concavo in ka . 
Bisogna notare che la strategia di decisione basata sull’LRT massimizza 
,
( , )D k kLΠ p  
(e dunque 
,
( , )D k k FALΠ − Πp ) per una data probabilità di falso allarme FAΠ , non 
badando a tutte le potenze di trasmissione come emerge dalla (3.15). Ogni giocatore 
può scegliere sempre *k kL L= , praticamente nella sua forma di GLRT. Da qui in 
avanti, durante la dimostrazione, concentreremo su *k kL L= . 
Di conseguenza la condizione a) è soddisfatta usando la definizione di Pk =[ , ]k kp p , e 
k kp p≤ . 
          Possiamo inoltre trarre vantaggio dalla (3.12) per provare la condizione b). 
Poiché \( )k k k kpγ µ= p , con 0k kp p≥ > , è evidente dalla (3.29) che *( , )k kv Lp  è 
continua in *( , )k k ka p L= . Per dimostrare che *( , )k kv Lp  è quasi concava in ka  per tutti 
i k in G è sufficiente dimostrare che (almeno) una di queste condizioni sussista [23]: 
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i) *( , )k kv Lp  è non decrescente; ii) *( , )k kv Lp  è non crescente; iii) esiste un punto *kγ  
tale che, per *k kγ γ<  *( , )k kv Lp  è non decrescente, per *k kγ γ>  *( , )k kv Lp  è non 
crescente.  
          A tal scopo studiamo la derivata prima *( , ) /k k kdv L dγp . Ricordando la (3.12) si 
ha 
*
' * *\
, ,2
( , ) ( ) [ ( , ) ( ( , ) )]k k k k D k k k k D k k k FA
k k
dv L L L
d T
µ γ γ γ
γ γ
= Π − Π − Πp p .                (3.34) 
Supposto che \( ) / 0k k Tµ >p , dobbiamo studiare il segno di 
' * *
, ,
( ) ( , ) ( ( , ) )k D k k k k D k k k FAf L Lγ γ γ γ= Π − Π − Π  per [0, )kγ ∈ +∞ , e restringeremo poi 
l’analisi all’intervallo [ , ]k k kγ γ γ∈ . Valutando la (3.34) per 0kγ =  si ha ( ) 0kf γ = . 
Dunque 0kγ =  è un punto stazionario e il valore della funzione di utilità in questo 
punto è *( , ) 0k kv L =p . Se poniamo l’attenzione ad un intorno ε  (piccolo numero reale 
positivo) di 0kγ = , notiamo che la funzione di utilità è positiva, il che implica che è 
crescente in 0kγ = , cioè questi non è un massimo locale. 
          Per valori non nulli della potenza di trasmissione, cioè per 0kγ > , sfruttiamo la 
proprietà che *
, 1( , ) [ ( 1), ]kD k k kL I M V Mξγ −Π = − . In particolare esiste un punto di flesso 
kγɶ  tale che *, ( , )D k k kLγΠ  è strettamente convessa per 0 k kγ γ≤ ≤ ɶ , e strettamente 
concava per k kγ γ≥ ɶ . Usando le proprietà delle funzioni convesse [23], è facile 
mostrare che ( ) 0kf γ >  per 0 k kγ γ< < ɶ , e dunque *( , ) / 0k k kdv L dγ >p . In particolare 
*( , ) / 0
k k
k k kdv L d γ γγ = >p ɶ . Quando k kγ γ> ɶ , ( )kf γ  è una funzione continua e 
strettamente decrescente, dato che  
2 *
,
2
( , )( ) 0D k k kk k
k k
d Ldf
d d
γγ γ
γ γ
Π
= ⋅ <                                     (3.35) 
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dovuto alla stretta concavità di *
,
( , )D k k kLγΠ  nell’intervallo considerato. Inoltre 
lim ( ) 1 0
k
k FAfγ γ→+∞ = Π − <  e 
*
,
lim ( , ) 1
k
D k k kLγ γ→+∞ Π =  [19]. 
Inoltre esiste un valore *k kγ γ≥ ɶ  che soddisfa *( ) 0kf γ = , e dunque *( , ) / 0k k kdv L dγ =p . 
La derivata parziale del secondo ordine di *( , )k kv Lp  sempre rispetto a kγ  rivela che 
questo punto è un massimo locale (e globale), e la soluzione della (3.33) è 
* *arg max ( , )
k
k k kv Lγγ p≜ . Per le proprietà di ( )kf γ , 
*( , ) / 0k k kdv L dγ >p  per *0 k kγ γ≤ ≤ , 
e *( , ) / 0k k kdv L dγ <p  per *k kγ γ> . Ne consegue che la funzione di utilità dell’utente k 
è quasi concava in kγ  per tutti i k. 
          Si giunge alle stesse conclusioni se * [ , ]k k kγ γ γ∉ . Se *k kγ γ>  è facile verificare 
che in [ , ]k kγ γ  la funzione *( , )k kv Lp  è strettamente crescente, e dunque ancora quasi 
concava. In ogni caso fra quelli visti, la migliore configurazione per la potenza di 
trasmissione *kp  che massimizza 
*( , )k kv Lp  è data dalla (3.32), come volevasi 
dimostrare. □  
Teorema 2: Il gioco G = [K, {Ak}, { v k}], ammette un unico equilibrio di Nash NE 
nell’ambito delle strategie pure. 
Dimostrazione: Dal teorema 1 sappiamo che nel gioco in questione esistono dei NE. 
Considerato un SINR obiettivo * *kγ γ=  ottenuto dalla (3.33) per la strategia *kL  data 
dalla (3.22), la best response dell’utente k a un dato vettore interferenza \kp , può 
essere ottenuta combinando le (3.2), (3.20), (3.29), (3.32): 
\
* 2
*
*
\ *( ) ( )
k
k l l
l kk
k k k
k k
p
p r
MV
γ σ αγ
µ α
≠
 
+ 
 
= = =
∑
p
p
.                       (3.36) 
Supponiamo che *p  sia il vettore delle potenze al NE. Per definizione dovrà 
soddisfare la relazione * *( )=p r p , dove * * *1 \1 \( ) [ ( ),..., ( )]K Kr r=r p p p . Il punto fisso 
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* *( )=p r p  è unico se la corrispondenza ( )r p  è una funzione standard [25], se 
soddisfa cioè le seguenti proprietà: 
1. Positività, ( ) 0>r p ; 
2. Monotonicità: se '>p p  (cioè 'l lp p> , l k∀ ∈ ) allora ( ) ( ')>r p r p ; 
3. Scalabilità: per tutti i 1β > , ( ) ( )β β>r p r p . 
Riprendendo in considerazione la (3.36), la prima condizione si traduce in * 0kp > , per 
tutti i k. Usando \( )k k k kpγ µ= p  e la (3.29) la prova è evidente. Richiamando inoltre la 
(3.36) anche la seconda e terza condizione sono evidenti in quanto \kp  modifica solo 
il numeratore della (3.32). □  
          Teorema 3: Una condizione necessaria e sufficiente per un * *kγ γ=  desiderato 
che sia simultaneamente raggiungibile da tutti i giocatori, è che  
*( 1)K Vγ − < .                                               (3.37) 
Se tale condizione è soddisfatta, al NE ogni utente k finirebbe con il trasmettere alla 
potenza  
2 *
*
*( 1)
n
k
k
p
V K
σ γ
α γ
= ⋅
− −
.                                       (3.38) 
Dimostrazione: Usando le (3.6), (3.20), (3.29), e (3.33), al NE abbiamo 
* *
* *
2 * 2 * *
k k k k
k
n l l n l l k k
l k l
V p V p
p p p
α αγ γ
σ α σ α α
≠
= = =
+ + −∑ ∑
.                    (3.39) 
Modificando opportunamente la (3.38) si ottiene 
*
* 2 *
*k k n l l
l
p p
V
γ
α σ α
γ
 
= + +  
∑ .                             (3.40) 
Sommando su k ambo i membri si ottiene: 
* *
* 2 * 2 *
* *k k n l l n k k
k k l k
Kp p p
V V
γ γ
α σ α σ α
γ γ
    
= + = +    + +    
∑ ∑ ∑ ∑ ,          (3.41) 
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in cui si è sostituito l’indice l con k per convenienza di notazione. Segue che la 
condizione 
* 2
*
*
0( 1)
n
k k
k
Kp
V K
γ σ
α
γ
⋅ ⋅
= >
− − ⋅
∑                                (3.42) 
deve valere a qualsiasi NE, provando così la condizione necessaria (3.37). per 
concludere la dimostrazione, possiamo verificare che, se tutti i RT usano la (3.40), 
allora tutti raggiungeranno il SINR * *kγ γ= , provando anche la sufficienza. 
Sostituendo la (3.42) nella (3.40), il risultato (3.38) risulta evidente, e quindi il 
teorema dimostrato. □  
Risulta necessario osservare che né la (3.32), né la (3.38) forniscono metodi pratici per 
garantire che ogni RT raggiunga il NE non cooperando con gli altri. Ciò segue 
facilmente osservando che la (3.32) richiede la conoscenza di 
\
*( )
kk
µ p , mentre la 
(3.38) richiede la conoscenza di K. Entrambi i parametri sono sconosciuti ai RT e non 
possono essere stimati direttamente. Per superare questo ostacolo, nel prossimo 
capitolo verrà mostrato come usare l’analisi dell’ equilibrio di Nash per derivare un 
pratico algoritmo che permetta ai RT di raggiungere *γ , aggiustando la loro potenza. 
  
 
Capitolo 4 
Risultati Numerici 
 
 
In questo capitolo saranno mostrati i risultati numerici, l’implementazione 
dell’algoritmo, che sarà confrontato con altre alternative esistenti, e le prestazioni 
ottenute dalle simulazioni implementate con linguaggio Matlab. 
  
4.1. Implementazione dell’algoritmo 
Sostituendo \( )k kµ p  con \
*( )
kk
µ p  nella (3.29) si ottiene 
\
*( )
k
k
k
kp
γµ =p                                                      (4.1) 
dalla quale, usando la (3.32) possiamo scrivere 
*
*
k
k
p
k
k k
k p
p p γ
γ
 
=  
 
.                                                  (4.2) 
Da questo risultato si deduce che la valutazione della potenza di trasmissione 
ottima per una data 
\
*( )
kk
µ p  richiede la conoscenza del SINR kγ . Chiaramente il k-
esimo RT non dispone di questa informazione, che può essere però stimata dalla BS e 
mandata in feedback al RT attraverso un reverse link affidabile. Sulla base delle 
considerazioni fatte nel capitolo precedente, e considerando la proprietà di invarianza 
dello stimatore ML [26], il SINR può essere stimato come [27]: 
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( )( )
( )
2
2
ˆ
ˆ
ˆ
k k
k
k k
M V
M
ϑ
γ
ϑ
Λ −
=
− Λ
X
X
.                                        (4.3) 
Dal momento che la BS non ha conoscenza a priori di quali codici siano attivi 
al momento della stima, dovrà stimare il SINR ricevuto per tutti i possibili codici 
k ∈c C. Le stime dei SINR ˆkγ  vengono dunque inviati in feedback ai RT, con gli 
indici di codice corrispondenti. I terminali che trovano l’informazione relativa al 
proprio codice nel messaggio di risposta della BS aggiorneranno la loro potenza di 
trasmissione in accordo alla (4.2), sostituendo kγ  con ˆkγ . Ricordiamo che abbiamo 
supposto che diversi RT scelgono codici diversi per evitare conflitti tra i terminali 
stessi. Questa ipotesi è ragionevole dal momento che in genere il numero di utenti K è 
molto più piccolo della cardinalità del set di codici C . 
Sulla base di queste considerazioni, è possibile derivare un algoritmo 
distribuito e iterativo per fare in modo che ogni utente attivo raggiunga l’equilibrio di 
Nash del gioco proposto G basato sulle dinamiche di best-response come segue: 
a. Inizializzazione del gioco: 
1) Ogni utente attivo k = 1, 2,..., K calcola il livello di SINR 
* *
kγ γ=  usando la (3.33), in cui la FAΠ  è considerata nota 
all’interno della rete; 
2) Ogni utente attivo k = 1, 2,..., K inizializza la potenza di 
trasmissione (0)kp  a un valore predeterminato; 
3) Ogni utente attivo k = 1, 2,..., K imposta n = 0. 
4) La BS imposta la soglia di decisione ottima λ  vincolata alla 
FAΠ  invertendo la (3.25) 
b. Algoritmo Generalized Likelihood Ratio Test: a ogni passo n 
dell’algoritmo, per ogni codice k ∈c C, la BS 
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1) Applica la (3.23) per ottenere ˆ ( )k nϑ ; 
2) Decide per l’ipotesi ( )kH n  se la (3.22) è verificata, e per 
l’ipotesi \ ( )kH n  altrimenti; 
3) Stima il ˆ ( )k nγ  ricevuto usando la (4.3); 
4) Restituisce sul canale broadcast di ritorno i risultati del GLRT e 
il SINR ˆ ( )k nγ ; 
c. Algoritmo best response: a ogni passo n dell’algoritmo, ogni utente 
attivo k = 1, 2,..., K  
1) Riceve il SINR ˆ ( )k nγ  stimato dalla BS, e il risultato del test di 
rivelazione del codice (3.22) basato sui parametri correnti 
stimati, associati al codice kc ; 
2) Se il GLRT per il codice kc  è verificato, esce dal gioco, 
altrimenti va al passo successivo; 
3) Aggiusta la potenza di trasmissione in accordo alla 
*
( 1) ( ) ( )
k
k
p
k
k k
k p
p n p n
n
γ
γ
 
+ = ⋅ 
 
;                            (4.4) 
4) Aggiorna n = n + 1; 
Un’analisi accurata dei passi c.1) -  c.4) rivela che l’algoritmo richiede che i 
terminali conoscano solo il loro SINR stimato e il risultato del GLRT. Ciò significa 
che l’algoritmo potrebbe essere utilizzato in modo completamente decentralizzato, in 
cui il numero di RT e i livelli di potenza cambiano nel tempo. Bisogna osservare che 
la convergenza dell’algoritmo best response al NE è garantito per qualsiasi potenza 
iniziale dall’analisi teorica presentata in [25]. Quando il k-esimo terminale esce dal 
gioco, o anche quando l’ipotesi kH  è verificata, la BS gli trasmette ˆkϑ  e 
( )( ) ( )2ˆˆ / / 1k k k kp V Vα ϑ= Λ − −X , in modo che possa usarli per aggiustare il suo 
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shift temporale e la potenza di trasmissione, in modo da entrare nella successiva fase 
di trasmissione dati con gli opportuni valori dei suddetti parametri [27]. 
 
4.2. Confronto con altri algoritmi di controllo di potenza 
In questo paragrafo valuteremo le prestazioni dell’algoritmo appena descritto, 
e le confronteremo con quelle di altri algoritmi esistenti, basati su un incremento 
deterministico della potenza di trasmissione. In particolare analizzeremo due algoritmi 
deterministici che adottano un incremento di potenza rispettivamente con e senza 
binary exponential backoff (BEB) adottato dallo standard [10]. Tale algoritmo 
funziona come segue: al passo temporale n ogni terminale l trasmette con un certo 
livello di potenza ( ) ( )dlp n . Se il codice lc  non viene rivelato, allora il terminale 
aggiorna la sua potenza secondo la formula: 
( ) ( )( ) [ ( )] l
l
pd d
l b l pp n n p n+ = ∆ ⋅ ,                                    (4.5) 
dove ∆  è un incremento di potenza deterministico, comune a tutti i RT, e bn  è un 
numero intero casuale uniformemente distribuito nell’intervallo [0, 1]lW − , essendo 
lW  il valore corrente della finestra di backoff dell’utente l-esimo. In altre parole, bn  
rappresenta il numero di ranging slot che l’utente l deve aspettare prima di 
ritrasmettere alla potenza ( ) ( )dl bp n n+ , in caso di mancata rivelazione del proprio 
codice. Per il primo tentativo di trasmissione la dimensione della finestra di backoff è 
settata a un valore specifico W, che viene raddoppiato a ogni insuccesso del test sul 
codice: dopo q trasmissioni successive senza successo, lW  raggiunge il valore finale 
Wl = 2qW, con q q≤ , dove quest’ultimo valore q  rappresenta il numero massimo di 
tentativi di allineamento consecutivi che possono essere compiuti senza ottenere un 
messaggio di risposta di successo. 
          Nelle nostre simulazioni, abbiamo supposto che 1∆ =  dB; W = 1 nel caso di 
algoritmo che prevede la BEB, W = 0 altrimenti; 5q = . Nel caso  W = 0 i terminali 
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trasmetteranno in modo continuo su tutti i ranging slot fino a quando non saranno 
rivelati. 
          Consideriamo una rete in cui sono attivi K = 4 ranging terminal sullo stesso 
time slot, e scelgono uno dei 32C =  ranging code disponibili (basati sulle sequenze 
pseudo casuali a lunghezza massima [10]). La prima simulazione analizza 
l’andamento dei parametri principali (potenza, SINR, numero di iterazioni per la 
rivelazione) in funzione della distanza del k-esimo terminale dk dalla BS, che è stata 
fatta variare tra r/10 e r, dove r è il raggio della cella. La seconda simulazione invece 
prevede una distanza dell’utente di riferimento pari a r/2, in modo da analizzare i 
suddetti paramentri in funzione del numero di utenti K, che abbiamo supposto essere 
compreso tra 1 e 4, in quanto in condizioni pratiche all’interno di una cella è 
ragionevole pensare che in uno stesso time slot non vi siano più di quattro utenti 
contemporaneamente attivi che tentano la procedura di IR. 
          Per quanto riguarda il modello del canale, viene usato il profilo ITU modified 
vehicular-A a sei percorsi [10] i cui valori sono rappresentati in Tab. 4.1. 
 
Tab. 4. 1 – Modello ITU modified vehicular-A. 
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Il fading di canale è normalizzato rispetto a r/2 usando 2ς =  come esponente di 
perdita. Le potenze di trasmissione massima e minima si suppongono uguali per tutti i 
RT e pari a  
2 10
n
p
σ
= −  dB,                                                            (4.6) 
2 20
n
p
σ
= +  dB.                                                            (4.7) 
Sia inoltre 310FA
−Π = , e di conseguenza otterremo * * 0.23kγ γ= =  dB e 0.37λ ≈ . 
Supponiamo che il SINR ( )k nγ  sia misurato senza errori di stima, in modo da valutare 
i limiti delle prestazioni della soluzione proposta. Supponiamo inoltre che non basti 
che il codice superi la soglia del GLRT, se il SINR attuale ( ) 0k nγ <  dB, in modo da 
garantire una sufficiente accuratezza del GLRT, che serva alla stima dei parametri di 
timing e potenza, da usare nella successiva fase di trasmissione dati. 
          Settiamo 2 *(0) /( )k n kp Vσ γ α=  per minimizzare il tempo di convergenza 
dell’algoritmo best-response [28], mentre usiamo ( ) (0)dkp p=  per gli algoritmi di 
allocazione di potenza deterministici (con e senza BEB) per ridurre la MAI. 
I risultati, mostrati nel seguito attraverso grafici dettagliati, sono stati ottenuti 
mediando 10000 realizzazioni indipendenti di rete. Si osserverà che l’algoritmo best-
response risulta migliore di quelli deterministici in termini di efficienza energetica, 
oltre che di fairness nell’allocazione delle risorse in funzione della distanza tra 
terminale e BS. 
          In Fig. 4.1 viene mostrata la potenza media spesa normalizzata al rumore in 
funzione della distanza del terminale dalla BS, anch’essa normalizzata al raggio della 
cella. La Fig. 4.2 invece rappresenta il numero medio di iterazioni richiesto per una 
procedura di IR con successo sempre in funzione della distanza normalizzata del 
terminale dalla BS. 
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Fig. 4. 2 – Consumo di Potenza media normalizzata in funzione della distanza dalla BS  
(K = 4, 310FA −Π = ). 
 
 
 
 
 
 
Fig. 4. 2 – Numero medio di iterazioni richiesto per accesso in funzione della distanza dalla BS. 
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I cerchi si riferiscono all’algoritmo proposto, mentre i marker quadrati e triangolari 
rappresentano i risultati per i casi senza BEB (W = 0) e con BEB (W = 1) 
rispettivamente. L’allocazione di potenza deterministica con BEB permette i RT di 
risparmiare un po’ di energia, a discapito di un incremento del tempo medio per 
acquisizione. Al contrario l’allocazione deterministica senza BEB è più veloce di 
quella con BEB, ma richiede un significante aumento di consumo energetico. 
L’allocazione di potenza con teoria dei giochi mantiene limitato a un massimo di 6 
simboli OFDMA il tempo medio per acquisizione per l’utente lontano e richiede un 
leggero incremento del dispendio energetico (meno di 15 dB sopra la potenza 
dell’AWGN per l’utente lontano) e dunque è particolarmente consigliato per uno 
scenario di traffico costituito da burst, con messaggi costituiti da un piccolo numero 
di pacchetti. In Fig. 4.3 viene mostrato l’andamento del SINR di uscita dal gioco in 
funzione della distanza normalizzata del terminale dalla BS. Si osservi una certa 
polarizzazione del SINR che lo rende diverso da * 0.22γ ≈  dB, dovuta al fatto che nel 
momento in cui un codice viene rivelato ed esce dal gioco, rende la MAI minore e di 
conseguenza il SINR maggiore. 
 
 
Fig. 4. 3 – SINR di uscita dal gioco in funzione della distanza dalla BS. 
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Analizziamo adesso gli stessi parametri in funzione del numero di utenti nella cella 
(fino a un numero massimo di 4) avendo fissato la distanza di riferimento 
(normalizzata) dell’utente k dalla BS a dk = 0.5. In particolare in Fig. 4.4 mostreremo 
la potenza media spesa normalizzata al rumore in funzione del numero di utenti nella 
cella che tentano contemporaneamente la procedura di IR.  
 
Fig. 4. 4 – Consumo di Potenza media normalizzata in funzione del numero di utenti nella cella. 
 
 
Fig. 4. 5 – Numero medio di iterazioni richiesto per accesso in funzione del numero di utenti. 
Cap. 4 –Risultati Numerici 
 
70 
 
Per quanto riguarda velocità dell’algoritmo e consumo energetico si possono fare 
considerazioni analoghe a quelle già effettuate per i risultati in funzione della 
distanza, con la differenza che sia il consumo energetico, sia il numero di iterazioni 
aumentano all’aumentare del numero di utenti. In Fig. 4.6 viene mostrato il SINR 
d’uscita in funzione del numero di utenti. 
 
 
Fig. 4. 6 – SINR di uscita dal gioco in funzione del numero di utenti nella cella. 
 
Oltre alla polarizzazione già menzionata per il caso in funzione della distanza, anche 
qui bisogna osservare un andamento crescente del SINR all’aumentare del numero di 
utenti nella cella. 
Conclusioni 
 
In questa tesi ci siamo occupati dello studio di alcune tecniche per la procedura di 
Initial Ranging per sistemi basati sullo standard IEEE 802.16 con accesso multiplo di 
tipo OFDMA. In particolare abbiamo definito un sistema monocellulare in cui 
abbiamo immerso il nostro sistema, costituito dalla BS e da alcuni terminali mobili 
che intendono effettuare la suddetta procedura di sincronizzazione. Dopo aver 
formulato il problema dal punto di vista puramente analitico ne abbiamo delineato il 
profilo dal punto di vista della teoria dei giochi, modellandolo come un gioco non 
cooperativo a informazione completa, in cui i giocatori sono rappresentati dai 
terminali; le strategie sono i vari livelli di potenza con cui essi possono trasmettere 
alla BS, correlati dalla strategia di decisione adottata per la detection del codice 
CDMA trasmesso nel simbolo OFDMA di ranging; il payoff è rappresentato da una 
funzione di utilità che fornisce buona probabilità di detection in corrispondenza di un 
ridotto consumo delle risorse di batteria del terminale. 
          Sono stati confrontati tre algoritmi diversi con cui i terminali aggiornano la 
potenza in caso di mancata rivelazione, tra cui gli algoritmi deterministici con e senza 
backoff, che prevedono un incremento di potenza deterministico fino alla rivelazione, 
oppure al raggiungimento della potenza massima consentita dal sistema, e l’algoritmo 
best-response, implementato secondo i principi della teoria dei giochi in cui 
l’incremento di potenza avviene secondo una legge ottima che chiama in causa 
l’equilibrio di Nash, oltre che il SINR del generico terminale ricevuto alla BS (o 
meglio la sua stima). Dai risultati ottenuti si è evidenziato come l’algoritmo best-
response richieda un trade-off nel dispendio energetico fra i due algoritmi 
deterministici, a favore di una rivelazione più veloce in termini di numero medio di 
iterazioni per accesso, e di SINR di uscita dalla fase di ranging. Ciò rende tale 
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algoritmo utilizzabile in scenari di tipo bursty-traffic, ovvero contesti in cui vi è uno 
scambio di messaggi fra terminali e BS costituiti da un piccolo numero di pacchetti. 
          L’algoritmo best-reponse è stato inoltre usato, con le opportune modifiche,  
anche per l’allocazione di potenza in reti di sensori radar RSN (Radar Sensor 
Networks) [29], appartenenti a sistemi di combattimento impiegati su aerei o veicoli 
di superficie, o impiegati per l’homeland security (HS), per garantire la sicurezza 
pubblica e di strutture sensibili ad attacchi terroristici. In tali reti più apparati radar (i 
giocatori) gestiscono in maniera efficiente le proprie risorse energetiche, ottenendo 
buone prestazioni in termini di probabilità di rivelazione e falso allarme. 
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