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Abstract We review the mathematics of the theory of entanglement measures. As well as giving proofs
from rst principles for some well-known and important results, we provide a sharpened version of a unique-
ness theorem which gives necessary and sucient conditions for an entanglement measure to coincide with
the reduced von Neumann entropy on pure states. We also prove several versions of a theorem on extreme
entanglement measures in the case of mixed states. We analyse properties of the asymptotic regularization
of entanglement measures proving, for example, convexity for the entanglement cost and for the regularized
relative entropy of entanglement.
1 Introduction
Quantifying entanglement [1, 2, 3, 4] is one of the central topics of quantum information theory. Any function
that quanties entanglement is called an entanglement measure. Entanglement is a complex property of a
state and, for arbitrary states, there is no unique denitive measure. In general, there are two \regimes"
under which entanglement can be quantied: they may be called the \nite" and the \asymptotic" regimes.
The rst deals with the entanglement of a single copy of a quantum state. In the second, one is interested
in how entanglement behaves when one considers tensor products of a large number of identical copies of a
given state. It turns out that by studying the asymptotic regime it is possible to obtain a clearer physical
understanding of the nature of entanglement. This is seen, for example, in the so-called \uniqueness theorem"
[6, 3, 4] which states that, under appropriate conditions, all entanglement measures coincide on pure bipartite
states and are equal to the von Neumann entropy of the corresponding reduced density operator. However,
this theorem was never rigorously proved under unied assumptions and denitions. Rather, there are
various versions of the argument scattered through the literature.
In Ref. [4], the uniqueness theorem was put into a more general perspective. It was shown that two basic
measures of entanglement { the entanglement cost (denoted by EC) and the entanglement of distillation
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(denoted by ED) { are, respectively, an upper and a lower bound for any entanglement measure satisfying
appropriate postulates in the asymptotic regime [5]. Thus we have the following clear picture: entanglement
cost and entanglement of distillation are extreme measures, and provided they coincide on pure states, all
other entanglement measures coincide with them on pure states as well. However as mentioned above, the
fact that ED and EC coincide on pure states was not proven rigorously. Moreover, it turned out that the
postulates are too strong. They include convexity, and some additivity and continuity requirements. Now,
ED and EC satisfy the additivity requirement, but it is not known whether or not they are continuous in the
sense of Ref. [4]. There are also indications that the entanglement of distillation is not convex [7]. On the
other hand, two other important measures, the entanglement of formation (denoted by EF ) and the relative
entropy of entanglement (denoted by ER) are continuous [8, 9] and convex, but there are problems with
additivity. The relative entropy of entanglement is certainly not additive [10], and we do not know about
the entanglement of formation.
In this situation it is desirable to prove the uniqueness theorem from rst principles, and to study to
what extent we can relax the assumptions and still get uniqueness of entanglement measures on pure states.
The rigorous approach to these questions has been initiated in [11, 12]. In the present paper we have solved
the problem completely by providing necessary and sufficient conditions for a measure of entanglement to
be equal to the von Neumann entropy of reduced density operator for pure states.
We also played with the assumptions of the theorem on extreme measures stated in Ref. [4], relaxing
some assumptions and strengthening others. As a result we obtain several useful versions of the theorem.
As one of the crucial postulates of entanglement measures is that they do not increase under some class
of maps acting on states, we also examine the problem of rigorously dening and characterizing quantum
operations. In the operational approach to quantum mechanics and quantum optics [13, 14], the main results
on completely positive maps have been derived only for maps with coinciding domain and range. However,
maps between Hilbert spaces of varying dimensions are involved in the theory of entanglement. Thus we
need a generalization of the standard Kraus representation theorem [15, 13] for completely positive maps.
This paper is structured as follows: in Section 2 we collect some preliminary denitions and results,
Section 3 discusses quantum operations and claries the relation between operations and completely positive
maps. Then the classes of operations relevant for entanglement theory are presented. In Section 4 we
present a straightforward and self-contained proof of the dicult implication in Nielsen’s theorem. Properties
of entanglement measures and relations between them are analysed in Section 5. The most prominent
entanglement measures { entanglement of distillation, entanglement cost, entanglement of formation and
relative entropy of entanglement are dened and studied in Section 6. In Section 7 we present our versions
of the theorem on extreme measures. Finally, Section 8 contains our version of the uniqueness theorem
for entanglement measures stating necessary and sucient conditions for a functional to coincide with the
reduced von Neumann entropy on pure states.
2 Preliminaries
Throughout this paper, all spaces considered are assumed to be nite dimensional. The set of trace class
operators on a Hilbert space H is denoted by T (H) and the set of bounded operators on H by B(H). A
density operator (or state) is a positive trace class operator with trace one. The set of states on H is denoted
by (H) and the set of pure states by p(H). The trace class norm on T (H) is denoted by k  k1. For a
wavefunction jψi 2 H the corresponding state will be denoted by Pψ  jψihψj. The support of a trace class
operator is the subspace spanned by its eigenvectors with non-zero eigenvalues.
In the present paper we restrict ourselves mainly to the situation of a composite quantum system con-
sisting of two subsystems with Hilbert space HA ⊗ HB where HA and HB denote the Hilbert spaces of
the subsystems. Often these systems are to be thought of as being spatially separate and accessible to two
independent observers, Alice and Bob.
Definition 1 Let HA and HB be Hilbert spaces. A density operator % on the tensor product HA ⊗ HB is
called separable or disentangled if there exist a sequence (ri) of positive real numbers, a sequence (ρAi ) of
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i ⊗ ρBi , (1)
where the sum converges in trace class norm.
The Schmidt decomposition [16] is of central importance in the characterization and quantication of
entanglement associated with pure states.
Lemma 2 Let HA and HB be Hilbert spaces and let jψi 2 HA ⊗ HB. Then there exist a sequence of








By S(%) we will denote von Neumann entropy of the state % given by
S(%) := −tr% log2 %. (2)
The von Neumann reduced entropy for a pure state σ on a tensor product Hilbert space HA ⊗ HB is
dened as
SvN(σ) := −trA((trB σ) log2(trB σ)), (3)
where trA and trB denote the partial traces over HA and HB respectively. For σ = Pψ = jψihψj, it is a
straightforward consequence of Lemma 2 that




where (pi)i denotes the sequence of Schmidt coecients of jψi. However, for a general mixed state σ,
trA((trBσ) log2(trBσ)) may not equal trB((trAσ) log2(trAσ)).
3 Classes of quantum operations
In quantum information theory it is important to distinguish between the class of quantum operations on a
composite quantum system which can be realized by separate local actions on the subsystems (i.e. separate
actions by \Alice" and by \Bob") and those which cannot. The class of local quantum operations assisted by
classical communication (LQCC) is of central importance in quantum cryptography and the emerging theory
of quantum entanglement. We will rst describe general quantum operations. Then we will pass to some
particular classes of operations, such as LQCC operations, one-way LQCC operations, and separable operations.
3.1 Quantum operations
An operation is a positive linear map  : T (H1) ! T (H2) such that tr((σ))  1 for all σ 2 (H1).
Quantum operations are all those operations that can be composed out of the following elementary operations
[3, 1]
(O1) Adding an uncorrelated ancilla:
1 : T (H1) ! T (H1 ⊗K1),1(ρ) := ρ⊗ σ, where H1 and K1 denote the Hilbert spaces of the original
quantum system and of the ancilla respectively and where σ 2 (K1);
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(O2) Tracing out part of the system:
2 : T (H2 ⊗ K2) ! T (H2),2(ρ) := trK2(ρ) where H2 ⊗ K2 and K2 denote the Hilbert spaces of the
full original quantum system and of the dismissed part respectively and where trK2 denotes the partial
trace over K2;
(O3) Unitary transformations:
3 : T (H3) ! T (H3),3(ρ) = UρU y where U is a unitary operator on H3. Being pernickety, we also
allow unitary isomorphisms between distinct Hilbert spaces.
(O4) Lu¨ders-von Neumann measurements:
4 : T (H4) ! T (H4),4(ρ) =
Pr
i=1 PiρPi where (Pi)
r
i=1 is a (not necessarily complete) sequence of
pairwise orthogonal projection operators on H4.
The purpose of this subsection is to clarify the relation of the set of operations composed out of operations
of the form (O1)-(O4) with the class of completely positive operations.
Definition 3 An operation  : T (H1) ! T (H2) is completely positive if, for all n  0, the map n :
T (H1⊗Cn) ! T (H2 ⊗ Cn) defined by n  ⊗In is positive, where In denotes the identity map on T (Cn).
Lemma 4 Any operation composed out of operations of the form (O1)-(O4) is completely positive.
Proof : Straightforward. 
Our rst goal is to derive the Choi-Kraus representation for completely positive maps (Proposition 10
below), [13, 15, 14, 17]. An elegant proof can be found in [17]. Here we use a slightly dierent approach.
Proposition 5 Let H1 and H2 be finite dimensional Hilbert spaces. Let n := dimH1. Choose an or-





jψi ⊗ ψii 2 H1 ⊗ H1. Let Ω be the space of
linear maps from T (H1) to T (H2). Then there is a bijective linear map from Ω to T (H2 ⊗H1) defined by
 7! τΛ := (⊗ I1)(jΨ+(H1)ihΨ+(H1)j) where I1 is the identity map on T (H1).  is completely positive if
and only if τΛ  0. τΛ is a state if and only if  is completely positive and tr(11) = n where 11 2 T (H1)
is the identity operator.
Proof : The proof is split into a series of lemmas. We denote the pure state corresponding to the wavefunction
jΨ+(H1)i by P+(H1)  jΨ+(H1)ihΨ+(H1)j.
Lemma 6 Let  2 Ω. Then  is uniquely determined by ( ⊗ I1)(P+(H1)) and  is completely positive if
and only if (⊗ I1)(P+(H1))  0.
Proof : Let H3 be a nite-dimensional Hilbert space with orthonormal basis (jηki)k. Let ji 2 H1 ⊗ H3.
Then ji =Pik aikjψi ⊗ ηki for some sequence (aik) of complex numbers.
Dene A :=
P





Dene µ : T (H1) ! T (H3) by µ(C) := ACAy. Note that for F,G 2 T (H1),
(⊗ I3)((I1 ⊗ µ)(F ⊗G)) = (F )⊗ µ(G)
= (I2 ⊗ µ)((⊗ I1)(F ⊗G))
where Ii : T (Hi) ! T (Hi) is the identity map on T (Hi) for i = 1, 2, 3. Note that these maps are dierent
from the identity operators 1i 2 T (Hi).































































= n(⊗ I3)((I1 ⊗ µ)(P+(H1))) = n(I2 ⊗ µ)((⊗ I1)(P+(H1))).
Applying this to the case in which H3 = C shows that (jihj) is determined for all ji 2 H1 by
(⊗ I1)(P+(H1)). This is sucient to determine .
If C 2 T (H2 ⊗H1) is positive, then C = DyD for some D 2 T (H2 ⊗H1) and so
(I2 ⊗ µ)(C) = (12 ⊗A)DyD(12 ⊗Ay)  0.
Thus
(⊗ I1)(P+(H1))  0 =) 0  n(I2 ⊗ µ)((⊗ I1)(P+(H1))) = (⊗ I3)(jihj)
and this implies that ⊗ I3 is a positive map for all Hilbert spaces H3. 
Lemma 7 Let τ 2 T (H2 ⊗H1). Then there exists τ 2 Ω such that (τ ⊗ I1)(P+(H1)) = τ .
Proof : Let (jχji)j be an orthonormal basis for H2. Write ai  hψij considered as a map from H1 ! C.
Then ayi = jψii considered as a map from C ! H1. Dene τ by linearity from its action on the basis
(jψiihψi0 j)ii0 of T (H1) by setting τ (jψiihψi0 j) := n(12 ⊗ ai)τ(12 ⊗ ayi0). Then

























= hχj j(12 ⊗ ai)τ(12 ⊗ ayi0)jχj0i
= hχjψijτ jχj0ψi0 i.






Proof : With the notation from the proof of Lemma 7 we nd


























hχj jτ (11)jχj0 i.
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It follows that τ 2 T (H2 ⊗H1) is a state (i.e., a positive trace class operator with trace 1) if and only if τ
is completely positive and tr(τ (11)) = n. This completes the proof of Proposition 5. 
Let Ω+1 denote the space of completely positive linear maps from T (H1) to T (H2) such that tr((11)) = n
for all  2 Ω+1 and let (H2 ⊗ H1) be the space of states on H2 ⊗ H1. Then τ 7! τ is a linear bijection
from (H2 ⊗H1) onto Ω+1 with inverse  7! τΛ.
Lemma 9 Let τ 2 (H2 ⊗H1) be pure. Then τ takes the form τ (B) = WBW y where W : H1 ! H2 is
a bounded linear operator.
Proof : Write τ = jihj for ji 2 H2⊗H1. We use the notation from the proof of Lemma 7. Suppose that
ji = jicjijχjψii. Then,




















cj0q0 jψq0 ihχj0 j





jq cjqjχjihψqj : H1 ! H2. 





k for B 2 T (H1) where n1  dimH1 and n2  dimH2.
Proof : Write 0 = n1tr((11)). Then tr(0(11)) = n1 and so τΛ0 = n1tr((11))τΛ 2 (H1 ⊗ H2). τΛ0
can be decomposed into a convex combination of at most n1n2 pure states to each of which the preceeding
lemma can be applied. 
Theorem 11 A trace preserving operation  : T (H1) ! T (H2) is completely positive if and only if  can
be composed out of operations of the form (O1)-(O3).
Proof: From Lemma 4 we know that any operation composed out of operations of the form (O1)-(O3) is
completely positive and obviously also trace-preserving. Thus we need only show that any trace-preserving
completely-positive map can be composed of operations of the form (O1),(O2), and (O3). The argument is
based on [18].












iWi = 11. Consider another space H3 with dimH2 = dimH3.
We show that there exists a vector j023i 2 H2 ⊗ H3 and a unitary transformation U : H1 ⊗ H2 ⊗ H3 !
H1 ⊗H2 ⊗H3 such that
(σ) = tr13

U(σ ⊗ j023ih023j)U y

(4)
where tr13 denotes the trace over H1⊗H3. To this end let (jφj1 i), (jχk2i) and (jµr13i) be orthonormal bases
of H1, H2 and H1 ⊗H3 respectively. Since the Choi-Kraus representation involves at most n1n2 terms, the
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operators Wi can be labeled by the same index as the basis (µr13). Let us now construct the operator U , by
dening rst only some of its matrix elements:
hχk2 jhµr13 jU jφj1ij023i  hχk2 jWr13 jφj1i. (5)
Here j023i is an arbitrary xed normalized vector in H2 ⊗H3. Equation (5) determines the rst n1 columns
of a matrix representation of the operator U . If the columns are orthonormal, one can ll the remaining
n1n
2
2 − n1 columns with some other vectors, satisfying only the condition that together with the rst n1
columns they will constitute an orthonormal basis. The operator U determined by the resulting matrix
will then be unitary. So let us show that the columns dened by equation (5) are orthonormal. Take two
columns corresponding to j1 = r and j1 = s respectively. They are given by the vectors jψri  U jφrij023i,
jψsi  U jφsij023i. Using equation (5) and the fact that
P
r13








hφr jW yr13 jχk2ihχk2 jWr13 jφsi = hφr jφsi.
Thus the vectors jψri, jψsi are orthonormal, (as (jφj1 i) is an orthonormal basis in H1).
It remains to show that equation (4) is satised. It suces to check the map on operators of the form jφrihφsj
(since the set of all such operators constitutes a basis in the space T (H1)). For such operators equation (4)
follows if one writes the right hand side asX
r13
hµr13 jU jφrij023ih023jhφsjU yjµr13i. (6)
Now one can insert (5) to get (4). 
Now we turn briefly to the general case of arbitrary operations.
Proposition 12 An operation  : T (H1) ! T (H2) is completely positive if and only if  can be composed
out of operations of the form (O1)-(O4).
Proof : Every map composed out of operations of the form (O1)-(O4) is completely positive by virtue of
Lemma 4.














kWk. Let H4 = H2  H1 with P2 and P1 the projections from H4 onto H2
and H1 respectively.
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Finally, we conclude this section with a useful technical lemma.
Lemma 13 Let  : T (H1) ! T (H2) be a positive trace-preserving map and suppose that B 2 T (H1) with
B = B. Then k(B)k1  kBk1.
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jβij k(jψiihψij)k1 = kBk1
as kBk1 =
Pn1
i=1 jβij and (jψiihψij) is a positive trace class operator with unit trace. 
3.2 Classes of operations
In this section we will describe some important classes of operations [1, 19]. Having described local operations
in Section 3.1, we can dene local operations assisted by classical communication. As always in this paper
we consider a quantum system consisting of two (possibly separate) subsystems A and B with (initial)
Hilbert spaces HA and HB respectively. There are three cases: the communication between A and B can be
unidirectional (in either direction) or bidirectional.
Let us rst dene the class of local quantum operations (LO) assisted by unidirectional classical com-
munication (operations in this class will be called one-way LQCC operations) with direction from system A
(Alice) to system B (Bob). In this case, the operations performed by Bob depend on Alice’s operations, but
not conversely.
Definition 14 A completely positive map  : T (HA1 ⊗ HB1 ) ! T (HA2 ⊗ HB2 ) is called a one-way LQCC




(1A2 ⊗WBji )(V Ai ⊗ 1B1 )σ(V Ai y ⊗ 1B1 )(1A2 ⊗WBji y) (7)



















2 are the unit operators acting
on the Hilbert spaces HA1 , HB1 and HA2 , respectively.
Of course, by Proposition 10 any operation  of the form
 = A ⊗ IB1 , (8)
where A : T (HA1 ) ! T (HA2 ) is a completely positive trace preserving map and IB1 is the identity operator
on T (HB1 ), is a one-way LQCC operation from A to B.
Let us now dene local quantum operations assisted by bidirectional classical communication (LQCC
operations).
Definition 15 A completely positive map  : T (HA ⊗ HB) ! T (KA ⊗ KB) is called an LQCC operation
if there exist n > 0 and sequences of Hilbert spaces (HAk )n+1k=1 and (HBk )n+1k=1 with HA(B)1 = HA(B) and








for all σ 2 T (HA ⊗HB) where V ABi1,... ,i2n : HA ⊗HB ! KA ⊗KB is given by
V ABi1,... ,i2n := (1
A
n+1 ⊗W i2n,... ,i12n )(V i2n−1,... ,i12n−1 ⊗ 1Bn )(1An ⊗W i2n−2,... ,i12n−2 )    (1A2 ⊗W i2,i12 )(V i11 ⊗ 1B1 )
with families of operators 
V
i2k−1,... ,i1









such that for k = 0, . . . , n− 1 and each sequence of indices (i2k, . . . , i1)
K2k+1X
i2k+1=1
(V i2k+1,... ,i12k+1 )
yV i2k+1,... ,i12k+1 = 1
A
k+1 (11-a)
and for k = 1, . . . , n and each sequence of indices (i2k−1, . . . , i1)
K2kX
i2k=1
(W i2k,... ,i12k )
yW i2k,... ,i12k = 1
B
k (11-b)
where for all k, 1Ak and 1
B
k denote the unit operator on HAk and HBk respectively.
Obviously the class of one-way LQCC operations is a subclass of the class of LQCC operations. There is
another important class: separable operations. A separable operation is an operation of the form:
 : T (HA ⊗HB) ! T (KA ⊗KB), (σ) 
kX
i=1
(Vi ⊗Wi)σ(Vi ⊗Wi)y (12)
with
P
i=1(Vi ⊗Wi)yVi ⊗Wi = 1AB where 1AB denotes the unit operator acting on HA ⊗HB. The class of
separable operations is strictly larger than the LQCC class [20].
Finally one can also consider a small class obtained by taking the convex hull C of the set of all maps
of the form A ⊗ B. Such operations require in general one-way classical communication, but they do not
cover the whole class of one-way LQCC operations.
All the classes above are closed under tensor multiplication, convex combinations, and composition. The
results of our paper apply in principle to all the classes apart from the last (i.e., apart from the class of all
operations in the convex hull C of the set of all maps of the form A ⊗ B). For deniteness, in the sequel
we will use LQCC operations.
4 Nielsen’s theorem
Nielsen’s theorem [21] is one of the most beautiful and powerful results in quantum information theory. In
one direction, the proof is straightforward, and we refer to [21]. The other direction is more dicult. We
present here an entirely self-contained proof. An alternative proof has been given by Jensen and Schack [22].
Before we state the theorem we need the following denition.
Definition 16 Let (pi)m1i=1 and (qi)
m2
i=1 be two probability distributions with probabilities arranged in decreas-
ing order, i.e., p1  p2  . . .  pm1 and similarly for (qi)i. Then we will say that (qi)i majorizes (pi)i (in







Theorem 17 (Nielsen) Let HA and HB be Hilbert spaces and let (jχmi)Mm=1 and (jκmi)Mm=1 be orthonormal
bases for HA and HB respectively. Let jΨi =PMm=1ppmjχmκmi and ji =PMm=1pqmjχmκmi be Schmidt
decompositions of normalized vectors jΨi and ji in HA⊗HB with p1  p2      pM and q1  q2     
qM . Then jΨihΨj can be converted into jihj by LQCC operations if and only if (qi) majorises (pi).
Proof : (One direction only.) Suppose that (qi) majorises (pi). Set ρ  jΨihΨj and σ  jihj. We shall
prove that there is a sequence (n)Nn=1 with N < M of completely positive maps on T (HA ⊗ HB) of the
form
n(ω) = (Cn ⊗ Un)ω(Cn ⊗ Un)y + (Dn ⊗ Vn)ω(Dn ⊗ Vn)y (14)
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where Un, Vn 2 B(HB) are unitary and Cn, Dn 2 B(HA) satisfy CynCn + DynDn = 1A such that 1 
2      N(ρ) = σ. Note that all the n are one-way LQCC operations from A to B and hence their
composition also is. As the Schmidt decomposition is symmetrical between A and B, we could also use




m=1 pm for k = 1, 2,    ,M . Then δM = 0.
Let N = N(jΨi, ji) be the number of non-zero δk. We shall prove the result by induction on N . jΨi = ji
if and only if δ1 = δ2 =    = δM−1 = 0. In this case N(jΨi, ji) = 0, ρ = σ, and the result is certainly true.
Suppose that the result holds for all pairs (jΨi, ji) satisfying the conditions of the proposition with
N(jΨi, ji) = 0,    , L and that (jΨi, ji) is a pair with N(jΨi, ji) = L+ 1. Then there exists J  1 such
that δ1 = δ2 =    = δJ−1 = 0 and δJ > 0. Setting δ0 := 0, we have qj − pj = δj−1 + qj − pj = δj for
j = 1,    , J . This implies that pj = qj for j = 1,    , J − 1 and that qJ > pJ . Suppose that δk > 0 for
k = J, J + 1,    ,K − 1 and that δK = 0. pK − qK = pK − qK + δK = δK−1 and pK > qK . Moreover, if
K < M then qK+1 − pK+1 = δK + qK+1 − pK+1 = δK+1  0. Summarizing, we have
pJ−1 = qJ−1  qJ > pJ  pK > qK  qK+1  pK+1.
Dene (rm)Mm=1 by rm := pm for m 6= J,K and by rJ := pJ + δ, rK := pK − δ where δ := minfδk :
k = J,    ,K − 1g. By construction δ > 0. Now δ  δJ implies qJ  rJ  pJ and δ  δK−1 implies
pK  rK  qK . This in turn implies that r1  r2      rM . Thus for k = 1,    , J − 1 and for












Dene ji := PMm=1prmjχmκmi. Then N(ji, ji)  L so that, by the inductive hypothesis, there is a
sequence (n)Nn=1 of maps of the required form with N = N(ji, ji) such that
1  2      N(jihj) = σ.
Thus to complete the proof, we need only nd a completely positive map  of the required form such that
(jΨihΨj) = jihj. (15)
To this end set P :=
P




































Note that pJ  pK > qK  0, that rJ > rK , that rJpJ > rKpK , and that rJpK − rKpJ = (pJ + δ)pK −







V is unitary and


























































This completes our proof of the theorem in one direction. 
5 Entanglement measures
Definition 18 Consider a bipartite composite quantum system with Hilbert space of the form HA ⊗ HB
where HA  HB  Cd. Assume that isomorphisms between Cd, HA, and HB are chosen. As in Proposition






djψi ⊗ ψii 2 HA ⊗HB.
jΨ+(Cd)i is a maximally entangled wavefunction. All other maximally entangled wavefunctions in HA⊗HB
can be obtained by applying a unitary operator of the form 1A ⊗ UB to jΨ+(Cd)i where UB is a unitary
operator on HB. The pure state corresponding to jΨ+(Cd)i will be denoted by P+(Cd)  jΨ+(Cd)ihΨ+(Cd)j.
In an arbitrary bipartite composite system, we shall refer to any wavefunction with the same Schmidt
coefficients as jΨ+(Cd)i as a representative of jΨ+(Cd)i and to the corresponding state as a representative
of P+(Cd).
5.1 Conditions on mixed states
The degree of entanglement of a density operator on the Hilbert space of a bipartite composite quantum
system can be expressed by an \entanglement measure." This a non-negative real-valued functional E dened
on (HA⊗HB) for all nite-dimensional Hilbert spaces HA and HB. Any of the following conditions might
be imposed on E [1, 23, 2, 4, 3]
(E0) If σ is separable, then E(σ) = 0.
(E1) (Normalization.) If P d+ is any representative of P+(C
d) then E(P d+) = log2 d for d = 1, 2, . . . .
A weaker condition is:
(E10) E(P+(C2)) = 1.
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(E2) (LQCC Monotonicity.) Entanglement cannot increase under procedures consisting of local operations
on the two quantum systems and classical communication. If  is an LQCC operation, then
E((σ))  E(σ) (16)
for all σ 2 (HA ⊗HB).
A condition which, as we shall conrm below (Lemma 19), is weaker than (E2), is
(E20) E((σ)) = E(σ) whenever σ 2 (HA ⊗HB) and  is a strictly local operation which is either unitary
or which adds extraneous dimensions. On Alice’s side, these local operations take the form, either of
1(%) = (UA⊗IB)%(UA⊗IB)y where UA : HA ! HA is unitary, or of 2(%) = (WA⊗IB)%(WA⊗IB)y
where HA  KA and WA : HA ! KA is the inclusion map. There are equivalent local operations on
Bob’s side.
(E200) E((σ)) = E(σ) whenever σ 2 (HA ⊗HB) and  is a strictly local unitary operation.
Without further remark, we shall always assume that all our measures satisfy (E200).
(E3) (Continuity.) Let (HAn )n2N and (HBn )n2N be sequences of Hilbert spaces and let Hn  HAn ⊗ HBn
for all n. For all sequences (%n)n2N and (σn)n2N of states with %n, σn 2 (HAn ⊗ HBn ), such that
k %n − σnk1 ! 0, we require that
E(%n)− E(σn)
1 + log2 dimHn
! 0.
A weaker condition deals only with approximations to pure states:
(E30) Same as (E3) but with %n 2 p(HAn ⊗HBn ) for all n.
Sometimes we are interested in entanglement measures which satisfy an additivity property:
(E4) (Additivity.) For all n  1 and all % 2 (HA ⊗HB)
E(%⊗n)n = E(%).
Here %⊗n denotes the n-fold tensor product of % by itself which acts on the tensor product (HA)⊗n⊗(HB)⊗n.
An apparently weaker property, which as we shall see in Lemma 20 is actually equivalent to (E4), is
(E40) (Asymptotic Additivity.) Given  > 0 and % 2 (HA ⊗HB), there exists an integer N > 0 such that
n  N implies
E(%⊗n)n−   E(%)  E(%⊗n)n+ .
(E5) (Subadditivity.) For all %, σ 2 (HA ⊗HB),
E(%⊗ σ)  E(%) + E(σ).





 E (%⊗m+ E (%⊗n .









In Lemma 22 we shall prove the well-known result that (E50) is a sucient condition for (E500). When (E500)
holds, we shall refer to E1 as the regularization of E. We shall discuss some general properties of E1 in
Proposition 23.
(E6) (Convexity.) Mixing of states does not increase entanglement.
E(λ%+ (1− λ)σ)  λE(%) + (1− λ)E(σ)
for all 0  λ  1 and all %, σ 2 (HA ⊗HB).
(E6) might seem to be essential for a measure of entanglement. Nevertheless, there is some evidence that an
important entanglement measure (the entanglement of distillation) which describes asymptotic properties of
multiple copies of identical states may not be convex [7]. A weaker condition is to require convexity only on
decompositions into pure states. We shall prove below that this property is satised by the entanglement of
distillation.
(E60) For any state % 2 (HA⊗HB) and any decomposition % = Pi pijψiihψij with jψii 2 HA⊗HB, pi  0
for all i and
P





5.2 Conditions on pure states
The conditions imposed on an entanglement measure can be weakened by requiring that they only apply for
pure states. Indeed, it might not even be required that the measure is dened except on pure states. Recall
that p(HA ⊗HB) denotes the set of pure states on the composite space.
(P0) If σ 2 p(HA ⊗HB) is separable, then E(σ) = 0.
(P1) = (E1) (Normalization.) If P d+ is any representative of P+(C
d) then E(P d+) = log2 d for d = 1, 2, . . . .
(P10) = (E10) E(P+(C2)) = 1.
(P2) Let  be an operation which can be realized by means of local operations and classical communications.
If σ 2 p(HA ⊗HB) is such that (σ) is also pure, then
E((σ))  E(σ).
(P20) For σ 2 p(HA ⊗HB), E(σ) depends only on the non-zero coecients of a Schmidt decomposition of
σ.
By Nielsen’s theorem and the proof of Lemma 19 below, (P2) is equivalent to assuming (P20) and that if
the Schmidt coecients of % majorize those of σ then E(%)  E(σ). Our proof of the theorem shows that,
given (P20), only local operations and operations of the specic form of Equation (14) need be considered
for (P2) (cf. [24]).
Below we will in particular be interested in entanglement measures satisfying the following additional
conditions:
(P3) Let (HAn )n2N and (HBn )n2N be sequences of Hilbert spaces and let Hn  HAn ⊗ HBn for all n. For all
sequences (%n)n2N and (σn)n2N of states with %n, σn 2 p(HAn ⊗HBn ), such that k %n − σnk1 ! 0, we
require that
E(%n)− E(σn)
1 + log2 dimHn
! 0.
(P4) For all n  1 and all % 2 p(HA ⊗HB),
E(%⊗n)n = E(%).
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Of course, when % is pure, so is %⊗n.
(P40) Given  > 0 and % 2 p(HA ⊗HB), there exists an integer N > 0 such that n  N implies
E(%⊗n)n−   E(%)  E(%⊗n)n+ .








5.3 Some connections between the conditions
Lemma 19 (E20) is implied by (E2).
Proof: By Equation (8), the operations considered in (E20) are LQCC. To see this for 2, note thatWAyWA =
1HA . Thus (E2) implies E(i(σ))  E(σ) for i = 1, 2. Unitary maps are invertible and so E(1(σ))  E(σ).
On the other hand, if HA  KA and PA is the projection onto HA, then, for any τA 2 p(HA), the map
A3 : (KA) ! (HA) dened by A3 (%) := PA%PAy + tr(%(1 − PA))τA is completely positive and trace
preserving, so by Equation (8), the map on (KA ⊗HA) dened by 3 = A3 ⊗ IB is LQCC.
3(2(σ)) = σ and hence (E2) implies E(σ)  E(2(σ)). 
Lemma 20 (E40) is equivalent to (E4) and (P40) is equivalent to (P4).
Proof: That (E4) implies (E40) is immediate. Suppose (E40) and choose m, %, and .
By (E40), there exists N such that n  N implies jE(%)−E(%⊗n)/nj   and jE(%⊗m)−(E(%⊗m)⊗n)/nj 
. But, by denition, (%⊗m)⊗n = %⊗mn where the equality relates equivalent density matrices on products
of isomorphic local spaces. Thus n  N impliesE(%)− E(%⊗m)m  E(%)− E(%⊗mn)mn+ E(%⊗mn)mn− E(%⊗m)m  2.
(E4) follows. The same proof shows the equivalence of (P40) and (P4). 
Lemma 21 Let E be an entanglement measure which satisfies (P10), (P2), and (P4). Then E satisfies (P0)
and (P1). Moreover, if E is defined on mixed states and satisfies either (E2) or (E60) then (E0) is satisfied.
Proof: First we deal with separable states.
Choose  > 0. Any pair of separable pure states are interconvertible by local unitary operators. If σ is
such a state, then so is σ⊗n, and so, by (P2), E(σ) = E(σ⊗n). But (P4) implies that E(σ) = E(σ⊗n)/n and
hence E(σ) = 0. This gives (P0) and the d = 1 case of (P1).
Now let % 2 (HA ⊗HB) be a mixed separable state. Expanding the states %Ai and %Bi of Equation (1)
into pure components shows that σ is a convex combination of pure separable states: σ =
P
i piσi.
Thus (E60) is sucient to go from (P0) to (E0). But (E2) is also sucient, because if i : T (HA⊗HB) !
T (HA ⊗HB) is a local operation such that i(σ1) = σi, then  :=
P
i pii is an LQCC operation such that
(σ1) = σ and so (E2) and (P0) yield E(σ)  E(σ1) = 0.
Now we turn to showing that, for d  2, E(P d+) = log2 d follows from (P10), (P2), and (P4). By (P20),
E(P d+) is independent of the representative of P+(Cd) considered.
Choose  > 0 and d  2. Choose N > 1/. Set w(n)  E(Pn+).
By Nielsen’s theorem, (P2) implies that w(d1)  w(d2) whenever d1  d2.
Up to local isomorphisms, (P d+)⊗n = P d
n
+ , so that, by (P4), w(d) = w(dn)/n for all n and, by (P10),
w(2) = w(2n)/n = 1.
Choose n1, n2 > N such that 2n2+1  dn1  2n2 . Then log2 d  n2/n1, jn2/n1 − log2 dj  1/n1 <  and,
using (P4),
jw(d) − log2 dj  jw(dn1 )− n2j/n1 + jn2/n1 − log2 dj  jw(dn1 )− n2w(2)j/n1 + 
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and
jw(dn1 )− n2w(2)j/n1 = jw(dn1 )− w(2n2)j/n1  jw(2n2+1)− w(2n2)j/n1 = 1/n1  .
It follows that w(d) is arbitrarily close to log2 d. 
Lemma 22 (E50) implies (E500). Indeed, (E50) implies that E(%⊗m)m! inf fE(%⊗m)m : m  1g.
Proof: (see [25] Theorem 4.9). Fix k > 0. Every m  1 can be written m = nk + r with 0  r < k. Then
for all m > 0 set f(m) := E(%⊗m). (E50) implies that
f(m)m  nf(k) + f(r)nk + r  nf(k)nk + f(r)nk = f(k)k + f(r)nk.
As m!1 then n!1 so lim supm!1 f(m)m  f(k)k and thus lim supm!1 f(m)m  infk1 f(k)k. Now
infk1 f(k)k  lim infm!1 f(m)m shows that limm!1 f(m)m exists and equals infm1 f(m)m. 
Proposition 23 Let E be an entanglement measure which satisfies (E500). Then
(1) E1 satisfies (E4)
(2) If E satisfies (E0), then so does E1.
(3) If E satisfies (E1), then so does E1.
(4) If E satisfies (E2), then so does E1.
(5) If E satisfies (E5), then so does E1.
(6) If E satisfies (E5) and (E6), then so does E1.
Proof :




2) If σ is separable, then so is σ⊗n for all n.
3) If P d+ is a representative of P+(C
d), then (P d+)
⊗n is a representative of P+(Cd
n
).
4) If  is LQCC, then so is ⊗n and (σ)⊗n = ⊗n(σ⊗n).
5) For all %, σ and k  1, (E5) implies that
E((%⊗ σ)⊗k)k  E(%⊗k)k + E(σ⊗k)k.
6) Suppose that E satises (E5) and (E6). Let %, σ 2 (HA ⊗ HB) and choose x1, x2 2 [0, 1] with
x1 +x2 = 1. Let ω = x1%+x2σ. Expanding ω⊗n as a sum of products, using convexity of E, and then using














where the second inequality is a consequence of (E5). To complete the proof, we need the following lemma:




Proof : It is sucient to prove the rst limit. Set g(m) = E(%⊗m)/m and L = E1(%). Choose  > 0. By
Lemma 22, there exists K such that k  K implies jg(k)−Lj < /2 and there is a constant C > 0 such that












Set h(x) = (x+y)n =
Pn
k=0 n()kx
kyn−k. xh0(x) = nx(x+y)n−1 =
Pn
k=0 n()kkx



















































Continuity (E3) is not mentioned in Proposition 23, although we could use Lemma 22 to deduce upper-
semicontinuity from (E3) and (E50), as the inmum of a family of real continuous functions is upper-
semicontinuous. For an example which may be relevant, consider the sequence of functions on [0, 1] dened
by fn(x) = nxn. Clearly fm+n(x)  fm(x) + fn(x). gn(x) = xn converges (pointwise) as n ! 1 to a
discontinuous, but upper-semicontinuous, function.
6 Examples of important entanglement measures
In this section we will present some important entanglement measures and check which of the postulates
from Section 5 they satisfy.
6.1 Operational measures
Here we shall describe two entanglement measures, entanglement of distillation and entanglement cost [1]
(see also [19, 26]), which are dened in terms of specic state conversions.
Lemma 25 Let % 2 (HA ⊗HB) with HA  HB  H and dimH = d. Let jφi = jφAi ⊗ jφBi 2 HA ⊗HB
be a separable wavefunction and P d+ be a representative of P+(Cd) on HA ⊗ HB. Then there exist LQCC
operations 1 and 2 such that 1(%) = jφihφj and 2(P d+) = %.















(φA 〈ψAi ⊗ 1Bσ (ψAi  〈φA⊗ 1B
! (




φA ⊗ φB 〈ψAi ⊗ ψBj  σ ψAi ⊗ ψBj  〈φA ⊗ φB = jφitr(σ)hφj = jφihφj
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for all σ 2 (HA ⊗HB).
For 2, we note that if jΨihΨj 2 (HA ⊗HB) is any pure state, then, by Nielsen’s theorem, there exists
an LQCC operation mapping P d+ to jΨihΨj because the distribution (1d)di=1 is majorized by any probability
distribution on f1, . . . , dg. Now, as in the proof of Lemma 21, we can construct 2 as a convex combination
of operations mapping P d+ to pure components of %. 
Given a state % on HA ⊗ HB, consider a sequence of LQCC operations (n) with n : T ((HA)⊗n ⊗
(HB)⊗n) ! T ((HA)⊗n ⊗ (HB)⊗n). Suppose, that σn  n(%⊗n) satises
kP dn+ − σnk1 ! 0
for some representative P dn+ of P+(C
dn) on (HA)⊗n ⊗ (HB)⊗n. We call such a sequence (n) an LQCC
distillation protocol. The asymptotic ratio attainable via this protocol is then dened by
ED((n), %)  lim sup
n!1
log2 dnn. (17)
Lemma 25 shows that, for any state, a distillation protocol always exists with dn  1.
Definition 26 The distillable entanglement or entanglement of distillation ED is defined as the supremum




By construction ED satises the properties (E2) and (E4) of entanglement measures. The proof is
analogous to the proof of Lemma 1 in [26]. It is not known whether ED satises (E3) or (E6). (Indeed, as
already mentioned, there is evidence that (E6) may not be satised [7]). We shall conrm in Lemma 34 that
(E0) and (E1) are satised.
The so-called entanglement cost EC is dened in a complementary way. Given a state % consider a
sequence of LQCC operations n : T (Cdn) ! T ((HA)⊗n⊗(HB)⊗n) transforming a representative of P+(Cdn)
into a state σn such that
kσn − %⊗nk1 ! 0.
The asymptotic ratio attainable via this formation-protocol is then given by
EC((n), %)  lim inf
n!1 log2 dnn. (19)
Once again Lemma 25 shows that, for any state, a formation protocol always exists with dn  dn where
d = maxfdimHA, dimHBg.
Definition 27 The entanglement cost EC is defined as the infimum of Equation (19) over all possible LQCC
formation protocols:
EC(%)  inffΛngEC((n), %). (20)
By constructionEC satises property (E2). As we shall discuss in the next section, by [26] and Proposition
23, it also satises (E0), (E1), (E2), (E4), (E5), and (E6). It is not known whether it satises (E3). We
shall also prove below that for pure states both ED and EC are equal to the reduced von Neumann entropy
given by Equation (3).
6.2 Abstract measures
The entanglement measures discussed in this subsection quantify entanglement mathematically but their
denitions do not admit a direct operational interpretation in terms of entanglement manipulations. The
rst one is the so-called entanglement of formation [1] which is dened as follows:
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Definition 28 Let HA and HB be finite dimensional Hilbert spaces and let jψi 2 HA ⊗ HB, then the
entanglement of formation is defined for pure states as
EF (Pψ) := SvN(Pψ), (21-a)
where SvN(Pψ) (defined in Equation (3)) is the von Neumann entropy of either of the reduced density matrices
of jψi. For mixed states % 2 (HA ⊗HB) we define




where the infimum is taken over all possible decompositions of % of the form % =
P
i pijψiihψij with pi  0
for all i and
P
i pi = 1.
The entanglement of formation satises (E0) { (E3), (E5), and (E6). In particular, (E2) was shown in
Ref. [1], (E3) in Ref. [8], and (E0), (E1), (E5), and (E6) follow directly from the denition of EF .
The entanglement of formation EF is believed but not known to be equal to the entanglement cost EC .
However, it is known that the regularized entanglement of formation E1F (which exists by (E5
0)), is equal to
the entanglement cost [26]. This allows us to apply Proposition 23 to EC .
Let us now present another important measure, namely, the relative entropy of entanglement [23, 2]. It




where Srel(%jσ)  tr% log2 % − tr% log2 σ is the quantum relative entropy, and where the inmum is taken
over all separable states σ. One can consider variations of the above measure, by changing the set of states
over which the inmum is taken (this set should be invariant under LQCC operations though). Like the
entanglement of formation, ER satises (E0){(E3), (E5), and (E6). In particular, (E1) and (E2) were shown
in Ref. [23], (E3) in Ref. [9], (E0) follows immediately and (E5) almost immediately from the denition of
ER, (E6) follows from the convexity of the quantum relative entropy Srel.
The properties of ER and Proposition 23 show that the regularized relative entropy of entanglement E1R
exists and satises (E0), (E1), (E2), (E4), (E5), and (E6). It is shown in [10] that ER does not satisfy (E4).
This implies, of course, that ER and E1R are not always equal (cf. [31]).
Finally, let us note that for pure states both the entanglement of formation (by denition) and the relative
entropy of entanglement ([2], [32]) are equal to the reduced von Neumann entropy SvN (dened in Equation
(3) above). An immediate consequence of the additivity of SvN is that E1F = EC and E
1
R are also equal to
SvN on pure states (see also Theorem 33).
7 Entanglement of distillation and entanglement cost as extreme
measures
In this section we improve the theorem of Ref. [4] saying that that under suitable assumptions ED and EC
are extremal entanglement measures. We propose three versions of the theorem.
Proposition 29 Suppose that E is an entanglement measure defined on mixed states which satisfies (E1)–
(E4). Then for all states % 2 (HA ⊗HB)
ED(%)  E(%)  EC(%). (23)
Proof : Choose  > 0. We shall prove the result in three steps:
I. First we prove that, having if necessary passed to a subsequence, there exists an integer N1 > 0 such that
n  N1 implies
E(%⊗n)n  ED(%)− . (24)
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Consider a near-optimal LQCC protocol (n)n. By the denition of distillable entanglement, there exists a




jED(%)− log2 dnnj  /2 (25-b)
for all n  N 01. (E3) implies thatE(n(%⊗n))− E P dn+  1 + n log2 d! 0 (26)
as n!1 where d = dimHA ⊗HB. It follows that we can choose N 001 > 0 such that n  N 001 impliesE(n(%⊗n))n− E P dn+ n  /2 (27)
and so, using (E2), for n  N1 = maxfN 01, N 001 g,




n− /2 = log2 dnn− /2  ED(%)− . (28)
II. As a second step, we prove that, having if necessary passed to another (perhaps disjoint) subsequence,
there exists an integer N2  N1 such that n  N2 implies
E(%⊗n)n  EC(%) + . (29)
This is similar to the rst step. Consider a near-optimal protocol (n)n for %. We have (after possibly











n+ /2 = log2 dnn+ /2  EC(%) + . (30)
III. The nal step is to invoke (E4) to give
ED(%)−   E(%) = E(%⊗n)n  ED(%) + . (31)

Unfortunately, as we do not at present know of any function for which we can prove that postulates
(E1){(E4) hold for all states, it is possible that Proposition 29 may be empty. Nevertheless, by modifying
the nal step of the proof, we can obtain the following:
Proposition 30 Let E be an entanglement measure defined on mixed states and satisfying (E1), (E2), (E3),
and (E500). Then for all states % 2 (HA ⊗HB),
ED(%)  E1(%)  EC(%). (32)
Proof : Without using condition (E4) or any properties of E1 except its existence, we can maintain the
structure of the previous proof, simply by replacing E(%) in (31) by E1(%). 
Proposition 30 is certainly non-empty. Indeed, as mentioned in the previous section, both the entangle-
ment of formation and the relative entropy of entanglement satisfy all assumptions of the proposition. We
obtain
Corollary 31 The entanglement of distillation ED is less than or equal to the entanglement cost EC for all
states.
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Although, in physical terms, Corollary 31 seems almost necessary, a rigorous proof requires some control
both over changes in state and over changes in dimension.
Let us now consider yet another version, where we weaken the assumptions in the theorem on extreme
measures of Ref. [4]. We impose the condition (E30) which is stronger than (P3) but weaker than (E3).
One mechanism for deriving condition (E30) might be to establish the inequalities
f(%)  E(%)  g(%) (33)
where f, g are functions satisfying (E30) which coincide on pure states. We will take f(%)  S(%A) − S(%)
and g(%)  S(%A) (where %A := trHB%). Both of these functions f and g do satisfy (E30). This follows
immediately from two facts:
(i) Fannes inequality [28, 29]
jS(σ)− S(%)j  kσ − %k1 log2 dimH + η(kσ − %k1) (34)
which holds for any two states σ and % acting on the Hilbert space H and satisfying kσ − %k1  13;
here η(s)  −s log s and S denotes the standard von Neumann entropy as above;
(ii) kσA − %Ak1  kσ − %k1 where σA and %A are the reduced density operators of % and σ respectively.
With the above choices for f and g one can show that EF and ER satisfy the inequalities in (33) see
[1, 2, 30, 32]. Indeed, E1R and E
1
F also satisfy inequalities (33), because the additivity of the von Neumann
entropy implies that both f and g satisfy (E4). ED also satises the inequality ED  g but we do not
know whether or not it satises the second inequality. However, a stronger inequality (the so-called hashing
inequality), which would have many interesting implications, was conjectured in Ref. [33]. Strong evidence
for this conjecture was provided there.
We shall also use the weak form of convexity (E60).
Proposition 32 Let E be an entanglement measure defined on mixed states and satisfying (E1), (E2),
(E30), and (E60). Then for all states % 2 (HA ⊗HB) we have
ED(%)  E(%)  EC(%) (35)
if (E4) holds and
ED(%)  E1(%)  EC(%) (36)
if (E5) holds.
Proof: Step I of the proof of Proposition 29 goes through with (E30) replacing (E3) in inequality (27).
To replace step II, we use the estimate EC  E1F . This follows from Proposition 30 (but also of course











In Ref. [27] it was shown that such a decomposition exists.
As (E1)=(P1) ) (P10), (E2) ) (P2), and (E30) ) (P3), we can apply Theorem 33 below to show that
E(Pψi) = SvN(Pψi) if E satises (E4) and E1(Pψi) = SvN(Pψi) if E satises (E5).
Now (E60) implies, in the rst case, that E(%)  EF (%) (cf. [27]) and hence
E(%) = E(%⊗n)n  EF (%⊗n)n
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which yields the required upper bound when n!1. For the second case, we can use the proof of part (6)
of proposition 23 to show that (E60) holds for E1. This yields E1(%)  EF (%) and
E1(%) = E1(%⊗n)n  EF (%⊗n)n.
Again the required bound follows on taking n!1. 
8 The uniqueness theorem for entanglement measures
Theorem 33 Let E be a functional on pure states. Then the following are equivalent
(1) E satisfies (P10), (P2), (P3), and (P40).
(2) E satisfies (P0), (P1), (P2), (P3), and (P4).
(3) E coincides with the reduced von Neumann entropy E = SvN.
On the other hand, if E satisfies (P10), (P2), and (P3), then E satisfies (P500) and, on pure states, E1 =
SvN.
Proof : The equivalence of (1) and (2) is proved in Lemmas 20 and 21.
It is clear that the reduced von Neumann entropy satises (P0), (P1) and (P4). (P3) follows from the
facts (i) and (ii) of the previous section. Finally (P2) is a consequence of Nielsen’s Theorem and the fact
that the von Neumann entropy is a Schur-concave function [34]. Indeed, with the inductive decomposition
of LQCC operations introduced in our proof of Nielsen’s theorem, we can prove (P2) just by showing, in the
notation of Equation (15), that SvN((jΨihΨj))  SvN(jΨihΨj). This amounts to proving that, for pJ  pK
and suitable δ,
−(pJ + δ) log2(pJ + δ)− (pK − δ) log2(pK − δ)  −pJ log2 pJ − pK log2 pK
and this is easily conrmed by dierentiating with respect to δ.
Now suppose that E satises (P0), (P1), (P2), and (P3). Using (P20), we may assume that HA  HB 
H. Suppose that dimH = d and let jψi 2 H ⊗H. Write S  SvN(jψihψj) for the von Neumann entropy of
the reduced density matrix of jψi. Consider n copies of the wavefunction jψi: jψ⊗ni 2 Htot  H⊗n ⊗H⊗n.
Let fqj : j = 1, . . . , dg be the set of eigenvalues of the reduced density matrix of jψi and fpi : i = 1, . . . , d2ng
be the set of eigenvalues of the reduced density matrix of jψ⊗ni. Again using (P20), we may adjust d so
that qj > 0 for j = 1, . . . , d. In view of (P0), we may also assume that S > 0. Considered as a probability
distribution, fpig is the distribution for n independent trials each with distribution fqjg. Choose bases




Choose  > 0. By the asymptotic equipartition theorem ([35] Theorem 3.1.2), there exists an integer
N  N() such that, for all n  N , one can nd a subset TYP  TYP(n, ) of the set of indices figd2ni=1 with
the following properties:




pi  1− , (37-b)
#TYP  2n(S+). (37-c)
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Here #TYP denotes the number of elements in TYP.






This wavefunction satises 〈ψ⊗njφn2 = p  1−  (38)
and so ∥∥jψ⊗nihψ⊗nj − jφnihφnj∥∥1 = 2
q
(1− jhψ⊗njφnij2)  2
p
. (39)
Now, the crucial observation (cf. [21]) is that for  < minf12S, 12g and n suciently large, there exist
completely positive maps n and 0n such that
n(jφni hφnj) = P a+ (40-a)
for P a+ a representative of P+(Ca) in Htot with jlog2 an− Sj < + 2n and
0n(P
b
+) = jφni hφnj (40-b)
for P b+ a representative of P+(C
b) in Htot with jlog2 bn− Sj <  + 1n. Indeed, to see equation (40-a), set
a  bp2n(S−)c, i.e. a is the largest integer smaller than or equal to p2n(S−). Then a  p2n(S−)  p/pi and
we see that the distribution (pip)i2TYP is majorized by (1a)
a
i=1, hence equation (40-a) follows from Nielsen’s
Theorem. Equation (40-b) follows by a similar argument when we take b  dp2n(S+)e, i.e., b is the smallest
integer larger than or equal to p2n(S+). The conditions on  and n are sucient to go from a  bp2n(S−)c
to jlog2 an− Sj < +2n and from b  dp2n(S+)e to jlog2 bn− Sj < +1n, ensuring, for example, that a 6= 0.
Now choose a sequence (j)j2N of positive numbers such that j ! 0 for j ! 1. Suppose that (nk)k2N
is a sequence of integers such that nk !1 and E(jψ
⊗nkihψ⊗nk j)
nk
! L for some L.











E(jψ⊗nkj ihψ⊗nkj j)− E(jφnkj ihφnkj j)
nkj
+
E(nkj (jφnkj ihφnkj j))
nkj
=

















As j ! 1, the rst term vanishes due to (P3) and the second approaches SvN(Pψ). This implies that




























This completes the proof of Theorem 33. 
It is natural to wonder whether the conditions in Theorem 33 can be weakened, and, in particular,
whether (P3) is necessary. To see that it is, consider the entanglement measures dened on pure states
by E1(σ) = − log2 p1(σ) where p1(σ) is the largest coecient in a Schmidt decomposition of σ and by
E2(σ) = log d(σ) where d is the number of non-zero coecients. E1 and E2 both satisfy (P0), (P1), (P2) (by
Nielsen’s theorem), and (P4). E1 is even trace norm continuous on Hilbert spaces of xed dimension. (P3)
however does not hold for either. This is, of course, a consequence of Theorem 33. An explicit example of the






njψiψii and jni 
P4n
i=1 12
njψiψii for some orthonormal family (jψii)
of wavefunctions. In fact, any entanglement measure E dened on pure states and satisfying (P0), (P1),
(P2), and (P4), will satisfy E1(σ)  E(σ)  E2(σ) for all pure σ. The upper bound here is a consequence
of lemma 25 while, for the lower bound, we modify the proof of Theorem 33 using the fact that jψ⊗nihψ⊗nj
can always be converted without approximation into P c+ where c is the largest integer smaller than or equal
to 1/p1.
An example of a measure on pure states satisfying (P0), (P1), (P2), (P3), but not (P4), is given by
E3(σ) = 2(1− p1(σ))SvN(σ) for p1(σ)  12, E3(σ) = SvN(σ) for p1(σ)  12.
Finally, let us consider entanglement of distillation and entanglement cost in the above context. Using
the maps constructed in Theorem 33, we show that they are equal to SvN. We have already noted that for
EC this also follows from [26].
Lemma 34 The entanglement of distillation ED and the entanglement cost EC both coincide on pure states
with the von Neumann reduced entropy ED(Pψ) = EC(Pψ) = SvN(Pψ) for all jψi 2 H ⊗H.
Proof : From Section 7 we know that ED  EC . It suces to show that on pure states ED  SvN and
EC  SvN. We will continue to use the notation from the proof of Theorem 33.
That EC(Pψ)  SvN(Pψ) follows directly from the denition of EC , using the operations dened by the
0nj which satisfy Equation (40-b) and estimate (39).
To show that ED(Pψ)  SvN(Pψ), let us apply the map nj from Equation (40-a) to the state jψ⊗nj ihψ⊗nj j.
We only need check that the resulting state nj (jψ⊗nj ihψ⊗nj j) approaches P a+ as j !1. But, by Lemma
13,∥∥nj (jψ⊗nj ihψ⊗nj j)− P a+∥∥1 = ∥∥nj (jψ⊗nj ihψ⊗nj j)− nj (jφnj ihφnj j)∥∥1  ∥∥jψ⊗nj ihψ⊗nj j − jφnj ihφnj j∥∥1
and once again estimate (39) is sucient. 










piED (jψiihψij) , (41)
where pi  0 for all i and
P
i pi = 1.
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