ABSTRACT. Let Ω be a bounded convex Reinhardt domain in C 2 and φ ∈ C(Ω). We show that the Hankel operator H φ is compact if and only if φ is holomorphic along every non-trivial analytic disc in the boundary of Ω.
the polydisc in C n , and φ ∈ C(Ω), the Hankel operator H φ is compact on A 2 (Ω) if and only if φ = f + g where f and g are continuous on Ω, f = 0 on bΩ, and g is holomorphic on Ω. We prove the following theorem, generalizing Le's result in C 2 .
Theorem 1.
Let Ω be a bounded convex Reinhardt domain in C 2 and φ ∈ C(Ω). Then the Hankel operator H φ is compact on A 2 (Ω) if and only if φ • f is holomorphic for any holomorphic function f : D → bΩ.
We note that in the theorem above there is no regularity restriction on the domain, but the class of domains is smaller than the one considered in [ČŞ09] . It would be interesting to know if the same result is still true on convex domains in C n .
PROOF OF THEOREM 1
Let us start by some notation. We denote D r = {z ∈ C : |z| < r}, S r = {z ∈ C : |z| = r}, A(0, δ 1 , δ 2 ) = {z ∈ C : δ 1 < |z| < δ 2 } for r, δ 1 , δ 2 > 0.
In the next lemma we prove that any analytic disc ∆ 0 ⊂ bΩ is contained in a disc that intersects the coordinate axis. This allows us to simplify the problem for convex Reinhardt domains, since any disc in bΩ must be horizontal or vertical.
Lemma 1.
Let Ω be a bounded convex Reinhardt domain in C 2 and ∆ ⊂ bΩ be a non-trivial analytic disc. Then there exists r > 0 and p ∈ C such that either ∆ ⊂ D r × {p} ⊂ bΩ or ∆ ⊂ {p} × D r ⊂ bΩ.
Proof. Suppose that F(D) = ∆ is a non-trivial disc in bΩ where F(ξ) = ( f (ξ), g(ξ)). Then either f g ≡ 0 or there exists ξ 0 ∈ D such that f (ξ 0 )g (ξ 0 ) = 0. In case f g ≡ 0, by identity principle, we conclude that either f ≡ 0 or g ≡ 0. That is, either f or g is constant.
On the other hand, if f (ξ 0 )g (ξ 0 ) = 0 then the disc ∆ is a smooth complex curve in a neighborhood F(ξ 0 ). Furthermore, the fact that Ω is Reinhardt domain in C 2 implies that bΩ is smooth locally in a neighborhood of F(ξ 0 ). This can be seen as follows: Without loss of generality we assume that f (ξ 0 ) = 0. Let ξ 0 = x 0 + iy 0 and
Then one can show that the image of G is a smooth surface in C 2 near G(ξ 0 , 0) = F(ξ 0 ) as the Jacobian of G is of rank 3 at (ξ 0 , 0). Since bΩ is a 3 dimensional surface we conclude that the boundary of Ω is smooth near near F(ξ 0 ) as it can be seen as the image of G(x, y, θ). Then we can apply [ČŞ14, Lemma 2] (since bΩ is smooth near F(ξ 0 )) and use the identity principle to conclude that either f or g is constant. We reach a contradiction with the assumption that f (ξ 0 ) = 0. Therefore, either ∆ is flat and horizontal (g is constant) or flat and vertical ( f is constant).
For the rest of the proof, without loss of generality, we assume that ∆ is horizontal. There exists p ∈ C, δ 1 > 0, and δ 2 > 0 such that
The assumption that Ω is convex and Reinhardt implies that Ω is complete. So,
Next, we will show that {(z, w) ∈ C 2 : |z| ≤ δ 1 , |w| > |p|} ∩ Ω = ∅. Suppose that there exists (z 0 , w 0 ) ∈ {(z, w) ∈ C : |z| ≤ δ 1 , |w| > |p|} ∩ Ω and let z ∈ C such that |z| = δ 2 . We choose λ > 0 small enough such that (|z| − λ, |p| − λ) ∈ Ω and the line segment joining (|z| − λ, |p| − λ) with
However, since
Since the initial and terminal points of L 1 lie in Ω and Ω is convex, we arrive at a contradiction. This shows that {(z, w) ∈ C 2 : |z| ≤ δ 1 , |w| > |p|} ∩ Ω = ∅. Combining this with (1) we conclude that {(z, w) ∈ C 2 : |z| ≤ δ 2 , |w| = |p|} ⊂ bΩ.
We take this opportunity to correct a typo in [ČŞ14, Lemma 2]. In the statement of the lemma, the word "complete" should be "convex". The lemma is proven for the correct domains: piecewise smooth bounded convex Reinhardt domains in C 2 .
Remark 1. Lemma 1 implies that if Ω ⊂ C 2 is a bounded convex Reinhardt domain with a piecewise smooth boundary, then any horizontal analytic disc in bΩ is contained in D r × S q for some r > 0 and q > 0. Likewise, any vertical analytic disc in bΩ is contained in S q × D r for some r > 0 and q > 0.
|w| |z|
As in [ČŞ14] we represent a complete Reinhardt domain Ω ⊂ C 2 as union of horizontal slices. In other words, let H Ω be an open disc in C such that
where ∆ w = {z ∈ C : |z| < r w } is the slice of Ω at w level. That is, (z, w) ∈ Ω if and only if |z| < r w .
Lemma 2 ([ČŞ14]
). Let φ ∈ C(C) and f : C → C be an entire function. Then
Lemma 1, Lemma 2, and [ČŞ14, Lemma 3] imply the following corollary.
Corollary 1.
Let Ω be a bounded convex Reinhardt domain in C 2 , φ ∈ C(C), and ∆ w 0 × {w 0 } be a non-trivial analytic disc in bΩ where w 0 ∈ bH Ω . Then
Lemma 3.
Let Ω be a bounded convex Reinhardt domain in C 2 and φ ∈ C(Ω). Furthermore, let w 0 ∈ bH Ω and φ 0 (z, w) = φ(z, w 0 ). Assume that H φ is compact on A 2 (Ω) and {g j } is a bounded sequence in
Proof. We note that g j → 0 weakly in A 2 (Ω) as j → 0. Hence, by compactness of
So, we just consider the first term on the right hand side of the above inequality. Since {g j } is a bounded sequence, there exists
We note that, below, V(Ω) denotes the volume of Ω with respect to Lebesgue measure.
Since (φ − φ 0 ) ∈ C(Ω) and g j → 0 uniformly on {(z, w) ∈ Ω : |w − w 0 | > δ} as j → ∞, we conclude that for any δ, ε > 0 there exists j 0 ∈ N such that
for j ≥ j 0 and the proof of the lemma is complete.
Before we state the next lemma some explanation about the notation is in order. We think of the operators as defined on spaces on Ω unless the domain is indicated as a superscript. For instance, for an open subset V of Ω the operators H V φ and P V are defined on A 2 (V) and L 2 (V), respectively; whereas, H φ and P are defined on A 2 (Ω) and L 2 (Ω), respectively. Furthermore, in the next two lemmas, we think of φ as a function of z (or as a function of (z, w) but independent of w). For instance, φ is a function of z in H ∆ w φ and a function (z, w) (but independent of w) in H φ .
The following lemma is a special case of equation (3) in [ČŞ14, pg. 637] for φ = ψ 0 = φ 0 and
Lemma 4 ([ČŞ14]).
Let Ω be a bounded convex Reinhardt domain in C 2 and φ ∈ C(Ω) such that
Similarly the following lemma is included in [ČŞ14, pg 640] again for φ = ψ 0 = φ 0 and
Lemma 5 ([ČŞ14]).
The next lemma allows us to approximate the symbol with smooth appropriate symbols. We define Γ Ω ⊂ bΩ to be the closure of the union of all non-trivial analytic discs in bΩ. That is,
Lemma 6. Let Ω be a bounded convex Reinhardt domain in C 2 that is not the product of two discs. Assume that Γ Ω = ∅ and φ ∈ C(Ω) such that φ • f is holomorphic for any holomorphic function f : D → bΩ. Then there exists {ψ n } ⊂ C ∞ (Ω) such that i. ψ n • f is holomorphic for all n and for any holomorphic function f :
Proof. Let ∆ 1 = D r 1 × S s 1 be the family of horizontal analytic discs in bΩ as outlined in Lemma 1. Then for 0 < r < 1 we define
Since φ ∈ C(Ω), one can show that φ r → φ uniformly on Ω as r → 1 − .
We consider φ, restricted to ∆ 1 , to be a function of (z, θ) for z ∈ D r 1 and periodic in θ ∈ R with period 2π. By assumption, the function φ r (., θ) is holomorphic on a neighborhood of D r 1 for every θ ∈ R. Let γ ∈ C ∞ 0 ((−1, 1)) be such that γ ≥ 0 and
Notice that {γ δ } δ>0 and {χ ε } ε>0 are approximate identities. We define the convolution
One can show that for ε > 0 sufficiently small (depending on r) the function C φ r,ε (., θ) is holomorphic on a neighborhood of D r 1 for every θ ∈ R. Also the assumption that φ ∈ C(Ω) implies that C φ r,ε → φ r uniformly on ∆ 1 as ε → 0 + for all 0 < r < 1. Therefore, the functions C φ r,ε are holomorphic "along" horizontal analytic discs in bΩ for small ε > 0. Now, we extend C φ r,ε as a C ∞ -smooth function onto Ω and call this extension C φ r,ε . If bΩ contains non-trivial vertical analytic discs ∆ 2 then we can use a similar construction on ∆ 2 . That is, using the regularization procedure outlined above in this proof, we can construct a collection of functions B φ r,ε ∈ C ∞ (Ω) such that B φ r,ε are holomorphic "along" any vertical analytic disc in ∆ 2 for small ε > 0 and B φ r,ε → φ r uniformly on ∆ 2 as ε → 0 + for all 0 < r < 1. Since Ω is not the product of discs, (hence
We define
By construction, χ F ≡ 0 on G and χ G ≡ 0 on F. Furthermore, C φ r,ε is holomorphic along ∆ 1 , and B φ r is holomorphic along ∆ 2 for small ε > 0. For n = 1, 2, . . . we choose r n = (n − 1)/n and ε n → 0 + so that i. φ r n ,ε n • h is holomorphic for all n and every holomorphic h : D → bΩ, ii. φ r n ,ε n → φ uniformly on Γ Ω as n → ∞.
Finally, we finish the proof by defining ψ n = φ r n ,ε n . Let X and Y be two normed linear spaces and T : X → Y be a bounded linear operator. We define the essential norm of T, denoted by T e , as
where . denotes the operator norm.
Lemma 7.
Let Ω be a bounded convex domain in C n and Γ Ω = ∅ be defined as in (3). Assume that {φ n } ⊂ C(Ω) is a sequence such that φ n → 0 uniformly on Γ Ω as n → ∞. Then lim n→∞ H φ n e = 0.
Proof. Let ε > 0. Then there exists N such that sup{|φ n (z, w)| : (z, w) ∈ Γ Ω } < ε for n ≥ N. For n ≥ N we choose an open neighborhood U n,ε of Γ Ω such that |φ n (z, w)| < ε for (z, w) ∈ U n,ε . Furthermore, we choose a smooth cut-off function χ n,ε ∈ C ∞ 0 (U n,ε ) such that 0 ≤ χ n,ε ≤ 1 and χ n,ε = 1 on a neighborhood of Γ Ω .
Let us define φ 1,n,ε = χ n,ε φ n and φ 2,n,ε = (1 − χ n,ε )φ n .
Then φ n = φ 1,n,ε + φ 2,n,ε and |φ 1,n,ε | < ε on Ω while φ 2,n,ε = 0 on a neighborhood of Γ Ω in Ω.
Furthermore, H φ 1,n,ε e ≤ H φ 1,n,ε ≤ sup{|φ 1,n,ε (z, w)| : (z, w) ∈ Ω} < ε.
Next we will show that H φ 2,n,ε is compact. Since φ 2,n,ε = 0 on a neighborhood of Γ Ω in Ω, using convolution with approximate identity, one can choose {ψ k,n,ε } ⊂ C ∞ (Ω) such that ψ k,n,ε = 0 on a neighborhood of Γ Ω in Ω for all k and ψ k,n,ε → φ 2,n,ε uniformly on Ω as k → ∞. We choose finitely many open balls U j = B(p j , r j ) for j = 1, . . . , N such that Γ Ω ⊂ ∪ N j=1 U j , p j ∈ Γ Ω , and ψ k,n,ε = 0 on U j for all j. Then we cover bΩ \ ∪ N j=1 U j by finitely many open balls U j = B(p j , r j ) for j = N + 1, . . . , M such that p j ∈ bΩ and U j ∩ Γ Ω = ∅ for j = N + 1, . . . , M.
Below R V denotes the restriction operator onto R U j ∩Ω is compact for j = N + 1, . . . , M.
Therefore, we have chosen finitely many balls U j = B(p j , r j ) for j = 1, . . . , M such that i. p j ∈ bΩ and bΩ ⊂ ∪ M j=1 U j , ii. the operator H
So, the local Hankel operators H U j ∩Ω R U j ∩Ω (ψ k,n,ε ) R U j ∩Ω are compact for all j = 1, . . . , M. Now we use [ČŞ09, Proposition 1, (ii)] to conclude that H ψ k,n,ε is compact. Hence H φ 2,n,ε is compact and H φ n e ≤ ε for n ≥ N. Therefore, lim n→∞ H φ n e = 0.
We will now show one implication of the main theorem if the symbol is smooth up to the boundary.
Lemma 8.
Let Ω ⊂ C 2 be a bounded convex Reinhardt domain that is not the product of two discs and φ ∈ C ∞ (Ω). Assume that φ • f is holomorphic for any holomorphic function f : D → bΩ. Then H φ is compact on A 2 (Ω). . So if bΩ does not contain any non-trivial analytic disc, there is nothing to prove as the operator H φ is compact. Lemma 1 implies that the analytic discs in bΩ are flat and horizontal or flat and vertical. We assume that there are non-trivial vertical and horizontal analytic discs in bΩ as the proof is even simpler if there are no vertical or horizontal discs. Let ∆ 1 and ∆ 2 be the horizontal and the vertical discs in bΩ. So there exists 0 < r 1 < s 2 , 0 < r 2 < s 1 (since Ω is not product of two discs) such that
We note that Γ Ω = ∆ 1 ∪ ∆ 2 and ∆ 1 ∩ ∆ 2 = ∅. Let us define
1 w ∂φ(z, w) ∂w for w = 0. We note that φ 1 is a C ∞ -smooth function on Ω for w = 0 and φ 1 = φ on ∆ 1 . Furthermore, using the fact that φ(., w) is holomorphic on D r 1 for |w| = s 1 , one can verify that
1 z ∂φ(z, w) ∂z and one can verify that φ 2 = φ and ∂φ 2 = 0 on ∆ 2 .
We choose χ 1 , χ 2 ∈ C ∞ (Ω) such that i. χ 1 ≡ 1 on a neighborhood of ∆ 1 and χ 1 ≡ 0 on a neighborhood of ∆ 2 ∪ {(z, w) ∈ Ω : |w| = 0}, ii. χ 2 ≡ 1 on a neighborhood of ∆ 2 and χ 2 ≡ 0 on a neighborhood of ∆ 1 ∪ {(z, w) ∈ Ω : |z| = 0}.
Then we define
We note that ψ = φ and ∂ψ = 0 on Γ Ω . Lemma 7 implies that H φ−ψ is compact on A 2 (Ω). Proof. Let T 2 = {(z, w) ∈ C 2 : |z| = |w| = 1} be the distinguished boundary and
and σ is the normalized Lebesgue measure on T 2 . We let S N,2 be the N-th Fejér kernel on T 2 . As in [Kat04, Chapter I, Section 9], it is just the product of the N-th Fejér kernels on the circle. Since f ∈ C(T 2 ), and the convolution S N,2 * f = F N , Fejér's Theorem on Cesàro summability (see, for example, [Kat04, Section 9.2, pg 64] for homogeneous Banach spaces) implies that
Now we claim that a mj (P) = 0 for any holomorphic polynomial P and m ≤ −1 or j ≤ −1. Let
b lk z l w k and m ≤ −1 or j ≤ −1. Then
b lk e iθ 1 l e iθ 2 k e −iθ 1 m e −iθ 2 j dθ 1 dθ 2 (5)
=0.
Next we will show that a mj ( f ) = 0 for m ≤ −1 or j ≤ −1. Without loss of generality, we suppose that j ≤ −1. Since f (e iθ 1 , .) is holomorphic on D, using Mergelyan's Theorem, there exists a sequence of holomorphic polynomials {P n,θ 1 } n∈N converging to f uniformly on D as n → ∞. Let us define P n,θ 1 ,r (ξ) = P n,θ 1 (rξ) and f r (z, w) = f (z, rw) for 0 < r < 1. Then P n,θ 1 ,r → f r (e iθ 1 , .) uniformly on D as n → ∞. As we have computed above in (5), one can show that a mj (P n,θ 1 ,r ) = 0 for all m ∈ Z, n ∈ N, and 0 < r < 1. So by taking limits as n → ∞ we have a mj ( f r ) = 0 for all 0 < r < 1. Finally taking the limit as r → 1 − we conclude that a mj ( f ) = 0 for j ≤ −1. The proof for m ≤ −1 is similar. Hence we have shown that a mj ( f ) = 0 for j ≤ −1 or m ≤ −1.
Since we have shown w) is holomorphic in w and (G N − f )(z, e iθ ) is holomorphic in z, using the Maximum Modulus Principle for holomorphic functions, we have
Remark 2. Even though we stated the previous proposition on D 2 the same proof, with trivial modifications, works on products of two discs.
Now we are ready for the proof of the main result.
Proof of Theorem 1. First we will prove the sufficiency. Assume that H φ is compact on A 2 (Ω).
If there is no non-trivial analytic disc in the boundary of Ω then there is nothing to prove. So assume that ∆ = f (D) is a non-trivial disc in bΩ such that φ • f is not holomorphic. Without loss of generality we may assume that ∆ is horizontal as the proof for vertical discs is similar. Let us fix (z 0 , w 0 ) ∈ ∆ and define α j = (j − 1)/j. Then one can check that (w
. Then g j L 2 (H Ω ) = 1 for all j. Furthermore, g j → 0 uniformly on any compact subset in Ω as j → ∞. Without loss of generality, we assume that ∆ is the largest horizontal disc in bΩ passing through (z 0 , w 0 ) and φ 0 be a continuous function on C 2 such that φ 0 (z, w) = φ(z, w 0 ) for all (z, w) ∈ Ω. That is, φ 0 is the extension of φ| ∆ to C in z. Since φ 0 is not holomorphic (as a function of z) on ∆ we have H ∆ does not converge to 0 as j → ∞. This contradicts Lemma 3 as we have assumed that H φ is compact.
Finally we will prove the necessity. We assume φ ∈ C(Ω) is such that φ • f is holomorphic for any holomorphic function f : D → bΩ. Furthermore, we assume that Ω is not the product of two discs as that case is covered in Proposition 1. Lemma 6 implies that there exists a family of functions {ψ n } ⊂ C ∞ (Ω) such that i. ψ n • f is holomorphic for any n and any holomorphic f : D → bΩ, ii. ψ n → φ uniformly on Γ Ω as n → ∞.
Lemma 8 implies that H ψ n is compact and Lemma 7 implies that H φ−ψ n e → 0 as n → ∞. Therefore,
H φ e = H φ e − H ψ n e ≤ H φ−ψ n e .
