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Abstract - Traditional software-oriented computing 
degrees do not include courses on embedded systems 
design in their syllabus, since in the past embedded 
applications were seen as small-sized solutions developed 
without the need of engineering approaches. This reality 
has dramatically changed in the last decade and nowadays 
several embedded systems are quite complex. Embedded 
systems present several idiosyncrasies that make their 
development more difficult and complex than desktop 
solutions, namely when considering non-functional 
requirements, time-related deadlines, or the correctness of 
the solution.  
To be well prepared for their professions, students of 
software-oriented computing degrees must acquire skills 
and competencies in embedded systems engineering. Being 
able to master high-level programming languages and to 
develop solutions only for desktop computers means that 
the students cannot consider numerous opportunities, after 
graduation.   
This paper discusses which topics in embedded software 
design to include in a second cycle degree on Software 
Engineering that was structured to consider the Bologna 
Declaration that is now being used in Europe to recast all 
university degrees. The syllabus of a 15-ECTS module 
dedicated to teach the fundamental concepts of embedded 
systems engineering and embedded software development 
is also described. 
 
Index Terms - Bologna declaration, Embedded systems, 
Master degree, Software engineering. 
INTRODUCTION 
Nowadays, the majority of the computer-based systems are 
embedded devices (i.e., hardware-software solutions quite 
different from desktop computers). Additionally, it was 
estimated or predicted that by 2010, around 90% of the 
programming code will be developed for embedded devices 
[1]. 
However, the dominance of embedded applications in the 
market was not yet accompanied by a change in computer 
science education [2, 3]. Currently, computer science 
education is mainly directed towards the limited needs of the 
desktop computing, where students are exposed to the 
classical von Neumann architecture and to high-level 
programming languages. This has mainly two disadvantages: 
(1) students do not see the complete set of potential 
employment opportunities; (2) graduates do not have the 
adequate skills for working in many application areas.  
In a considerable number of universities, the typical 
content in an introductory course in embedded systems and 
microprocessor design employs an 8-bit processor, so that 
students learn how to program in assembly language and how 
to implement hardware interfacing to the outside world on a 
prototyping board. A modern course in embedded systems 
must include a 32-bit processor [4] and several topics related 
to the methodological development of systems, namely give 
great attention to the analysis and design activities [5]. 
Embedded systems present a set of characteristics that 
make their development extremely hard, especially when it is 
necessary to handle non-functional requirements, to meet 
time-related deadlines, or to guarantee the correctness of the 
solutions. These restrictions are not typically present during 
the development of desktop applications.  
Additionally, small computing platforms, like PDAs 
(Personal Digital Assistants) or mobile phones, are 
approaching the capabilities of desktop computers. Overall, 
this implies that the level of complexity for developing an 
embedded system is similar to the one needed to develop a 
desktop application, but the former presents a bigger number 
of restrictions that make the development of the software to 
run on those devices much more difficult.  
The lack of engineers, with specific skills to develop 
software for embedded devices, seems to be currently a 
common and severe problem in all industrial countries and 
application areas [6-8]. This fact, associated with the growing 
body of knowledge produced in the field, is creating a growing 
interest in proposing curricula on embedded software and 
systems for university-level education. A good overview of 
some current issues in embedded systems education can be 
found in eight articles of the August 2005 issue of the ACM 
Transactions on Embedded Computing Systems [9].  
This paper discusses which topics in the embedded 
computing field must be included in a computing degree that 
mainly concentrates on software development, so that its 
graduates can approach the market better skilled to face all the 
software development problems, namely in the embedded 
arena. The focus of the discussion is clearly on the software 
parts of embedded systems, even though design of those 
systems involves both hardware and software expertise. Our 
experience in teaching embedded systems in software-oriented 
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courses has shown us that, generally speaking, students are not 
motivated for topics in control, electronics, and hardware 
design; a similar observation is also reported in [10]. 
Therefore, we believe that the topics to be taught must give 
the students the opportunity to acquire skills in developing 
software for embedded devices. This requires them to have the 
general knowledge of hardware design that is typically part of 
CS, CE and EE curricula.  
EMBEDDED SYSTEMS 
Some authors claim that defining embedded systems is not 
easy. In fact, embedded computing is often defined in a 
negative form, by stating that it is “not” application software 
executing on the CPU of a general-purpose or desktop 
computer [11]. 
An embedded system can be defined as a combination of 
computer hardware and software, and perhaps additional 
mechanical and others parts, developed to perform a specific 
or dedicated function. Typically, an embedded system is part 
of some larger system. 
I. Categories of Embedded Systems 
Embedded applications vary so much in characteristics: two 
embedded systems may be so different, that any resemblance 
between both of them is hardly noticed. In fact, the term 
“embedded” covers a surprisingly diverse spectrum of systems 
and applications, including simple control systems, such as the 
controller of a washing machine implemented in a 4-bit micro-
controller, but also complex multimedia or telecommunication 
devices with severe real-time constraints or distributed 
industrial shop-floor controllers.  
Embedded systems can be found in applications with 
varying requirements and constraints such as [12]: 
• Different production units, from a unique system for a 
specific client to mass market series, implying distinct 
cost constraints; 
• Different types of requirements, from informal to very 
stringent ones, possibly combining quality issues, such as 
safety, reliability, real-time, and flexibility; 
• Different operations, from short-life to permanent 
operation; 
• Different environmental conditions in terms of radiation, 
vibrations, and humidity; 
• Different application characteristics resulting in static 
versus dynamic loads, slow to fast speed, compute versus 
interface intensive tasks; 
• Different models of computation, from discrete-event 
models to continuous time dynamics. 
 
Koopman et al. divide, from an application point of view, 
embedded computing in the following twelve distinct 
categories [11]: (1) small and single microcontroller 
applications, (2) control systems, (3) distributed embedded 
control, (4) system on chip, (5) networking, (6) embedded 
PCs, (7) critical systems, (8) robotics, (9) computer 
peripherals, (10) wireless data systems, (11) signal processing, 
and (12) command and control. 
This large number of application areas, with very distinct 
characteristics, leads us to the inevitable conclusion that 
embedded systems are quite hard to define and describe. This 
clearly makes generalizations difficult and complicates the 
treatment of embedded systems as a field of engineering. 
One possible solution is to agree on a division of the 
embedded field, and consider, for example, four main 
categories: (1) signal-processing systems, (2) mission critical 
control systems, (3) distributed control systems, and (4) small 
consumer electronic devices [13]. For each category, different 
attributes, such as computing speed, I/O transfer rates, 
memory size, and development costs apply. Furthermore, 
distinct models of computation, design patterns and modeling 
styles are also associated with those categories. 
An alternative and simpler classification is proposed in 
[14]: (1) reactive, (2) interactive and (3) transformational 
embedded systems. The important message to retain here is 
that generalization about embedded systems may sometimes 
only apply to a specific category. 
II. Characteristics and Idiosyncrasies of Embedded Systems 
Even though some computing scientists consider very naïvely 
or arrogantly that embedded software is just software that is 
executed by small computers, the design of this kind of 
software seems to be tremendously difficult [15]. An evident 
example of this is the fact that PDAs must support devices, 
operating systems, and user applications, just as PCs do, but 
with more severe cost and power constraints [16]. In this 
section, we argue that embedded software is so diverse from 
conventional desktop software that new paradigms of 
computation, methods and techniques, specifically devised for 
developing it, need to be devised and taught. 
The principal role of embedded software is not the 
transformation of data, but rather the interaction with the 
physical world, which is apparently the main source of 
complexity in real-time and embedded software [17]. The role 
of embedded software is to configure the computer platform in 
order to meet the physical requirements. Software that 
interacts with the physical environment, through sensors and 
actuators, must acquire some properties of the physical world; 
it takes time to execute, it consumes power, and it does not 
terminate (unless it fails). This clearly and largely contrasts 
with the classical notion of software as the realization of 
mathematical functions as procedures, which map inputs into 
outputs. In traditional software, the logical correctness of the 
algorithm is the principal requirement, but this is not sufficient 
for embedded software [18]. 
Another major difference is that embedded software is 
developed to be run on machines that are not just computers, 
but rather on cars, radars, airplanes, telephones, audio 
equipments, mobile phones, instruments, robots, digital 
cameras, toys, security systems, medical devices, network 
routers, elevators, television sets, printers, scanners, climate 
control systems, industrial systems, and so on. An embedded 
system can be defined as an electronic system that uses 
computers to accomplish some specific task, without being 
explicitly distinguished as a computer device. The term 
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“embedded”, coined by the US DoD, comes actually from this 
characteristic, meaning that it is included in a bigger system 
whose main (the ultimate) function is not computation. This 
classification scheme excludes, for example, desktop and 
laptop computers from being embedded systems, since these 
machines are constructed to explicitly support general-purpose 
computing. As a consequence of those divergent 
characteristics, the embedded processors are also quite 
different from the desktop processors [19]. 
The behavior of embedded systems is typically restricted 
by time, even though they may not necessarily have real-time 
constraints [20]. As stated by Zave: “Embedded is almost 
synonymous with real-time” [21]. The correctness of a real-
time system depends not only on the logical results of the 
computation, but also on the time at which those results are 
produced [22]. A common misconception is that a real-time 
system must respond in microseconds, which implies the need 
to program it in a low-level assembly language. Although 
some real-time systems do require this type of answer, this is 
not at all universal. For example, a system for predicting the 
weather for the next day is a real-time system, since it must 
give an answer before the day being forecasted starts, but not 
necessarily in the next second; if this restriction is not 
fulfilled, the prediction, even if correct, is useless from a 
practical point of view. 
Embedded systems are also typically influenced in their 
development by other constraints, rather than just time-related 
ones. Among them one can include: liveness, reactivity, 
heterogeneity, reliability, and distribution. All these features 
are essential to guarantee the correctness of an embedded 
program. In particular, embedded systems are strongly 
influenced in their design by the characteristics of the 
underlying computing platform, which includes the computing 
hardware, an operating system, and eventually a programming 
framework (such as .NET or EJB) [23]. Thus, designing 
embedded software without taking into account the hardware 
requirements is nearly impossible, which implies that, at least 
currently, “Write Once Run Anywhere” (WORA) and the 
Model-Driven Architecture (MDA) principles are not easily or 
directly applicable. 
Reactive systems, a class of systems in which embedded 
systems can be included, have concurrency as their essential 
feature [24]. Put in other words, development of embedded 
software requires models of computation that explicitly 
support concurrency. Although software must not be, at all, 
executed in sequence, it is almost universally taken for granted 
that it will run on a von Neumann architecture and thus, in 
practice, it is conceived as a sequential process. Since 
concurrency is inherent in all embedded systems, it must be 
undoubtedly included in every development effort. 
With all these important distinctions, one clearly notices 
that the approaches and methods that are used for traditional 
software are not suitable for embedded software. Embedded 
software requires different methods, techniques and models 
from those used generically for software. The methods used 
for non-embedded software require, at a minimum, major 
modifications for embedded software; at a maximum, entirely 
new abstractions are needed that support physical aspects and 
ensure robustness [25]. 
The inadequacy of the traditional methods of software 
engineering for developing embedded systems appears to be 
caused by the increasing complexity of the software 
applications and their real-time and safety requirements [26]. 
These authors claim that the sequential paradigm, embodied in 
several programming languages, some object-oriented ones 
included, is not satisfactory to adequately model embedded 
software, since this type of software is inherently concurrent. 
One of the problems of object-oriented design, in what 
concerns its applicability for embedded software, is that it 
emphasizes inheritance and procedural interfaces. Object-
oriented methods are good at analyzing and designing 
information-intensive applications, but are less efficient, 
sometimes even inadequate, for a large class of embedded 
systems, namely those that utilize complex architectures to 
achieve high-performance [27]. 
According to Lee [25], for embedded software, we need 
a different approach that allows us to build complex systems 
by assembling components, but whose focus is concurrency 
and communication abstractions, and admits time as a major 
concept. He suggests the term “actor-oriented design” for a 
refactored software architecture, where the components are 
not objects, but instead are parameterized actors with ports. 
Actors provide a uniform abstract representation of concurrent 
and distributed systems and improve on the sequential 
limitations of passive objects, allowing them to carry out 
computation in a concurrent way [28, 29]. Each actor is 
asynchronous and carries out its activities potentially in 
parallel with other actors, being thus control distributed among 
different actors [30]. The ports and the parameters define the 
interface of an actor. A port represents an interaction with 
other actors, but does not necessarily have call-return 
semantics. Its precise semantics depends on the model of 
computation, but conceptually it just represents 
communication between components. 
M.SC. DEGREE IN SOFTWARE ENGINEERING 
The M.Sc. degree runs in four semesters and consists of a total 
of 120 ECTS (European Credit Transfer and Accumulation 
System). The ECTS system is based on the principle that 60 
credits measure the workload of a full-time student during one 
academic year. The general structure of the degree is 
presented in table 1. More details, namely the contents of the 
first year’s modules, are available in [31] 
The course’s first year is divided in two one-year modules. 
Each 30-ECTS module is composed of five curricular units, 
with one of them devoted to integrate the module’s topics, by 
adopting a set of laboratorial and practical experiments. The 
second year includes either a professional or a scientific path. 
In the former, students enroll, during the first semester, in two 
15-ECTS modules and, in the second semester, develop an 
industrial project. In the latter, students enroll, during the first 
semester, in just one 15-ECTS module and start a research 
oriented master dissertation, which they continue in full time 
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in the second semester. Each 15-ECTS module is composed of 
three 5-ECTS curricular units. 
 
TABLE I 
GENERAL STRUCTURE OF THE M.SC. DEGREE 
first semester second semester 
Module on Analysis and Design (30 ECTS) 
first  
year 
Module on Quality and Management (30 ECTS) 
Professional path Scientific path 














(30 ECTS) Master Dissertation 
(45 ECTS) 
 
Each 15- or 30-ECTS module must obey the following 
issues: 
• There is a unique assessment (i.e., it exists only one 
unique mark for the module, even though it is composed 
of five internal curricular units). 
• The module is supported by a set of teachers, being one of 
them the coordinator. 
• Each laboratory must cover a major part of the subjects 
included in the other four internal curricular units. All 
teachers of the module must accompany it, so that they 
can adjust their materials to better support the execution 
of the project. 
• The project must develop not only the technical 
competences of the students, but also planning and 
management skills. 
 
The 15-ECTS modules must address one application area 
of the main topics of the master course. Each 15-ECTS 
module must incorporate the methodological approaches 
covered by the first year modules. Examples of these 15-
ECTS modules are: (1) data–oriented enterprise applications; 
(2) pervasive software and ubiquitous services; (3) real–time, 
embedded and critical systems; (4) industrial informatics and 
automation. Students must choose either one or two 15-ECTS 
modules, depending on the chosen path (professional or 
scientific). In the next section, we present and discuss a 
possible syllabus for one of those modules in Embedded 
Systems Engineering. 
MODULE IN EMBEDDED SYSTEMS ENGINEERING 
We propose embedded systems engineering topics, with an 
emphasis on the software parts, to be included in a 15-ECTS 
module, for both the professional and the scientific paths of 
the M.Sc. degree. This 15-ECTS workload seems to be 
sufficient to guarantee that students acquire the needed skills 
to develop embedded software at a professional level. 
The emphasis of the module is on embedded software 
development, with hardware-related concepts being only 
superficially addressed whenever necessary. Thus, it is 
important that students become aware of the differences 
between desktop (or traditional) software and embedded 
software. 
Internally, the module is divided into three courses that will 
run in parallel. These three courses are aimed to provide the 
students with: 
1. The general overview of the principles and 
characteristics of embedded systems, as well as a solid 
foundation of all the techniques specifically needed to 
deal with the design of embedded software solutions. 
This course is entitled “Engineering of Embedded 
Systems”.  
2. The technological capability of programming embedded 
solutions by adopting solid architectural models and 
patterns and efficient frameworks and development 
environments. This course is entitled “Embedded 
Software Programming”. 
3. The systematic approach of creating decision support 
models to analyze conflicting attributes and to help the 
adoption of design trade-offs, within a global quality 
assessment of architectural and behavioral solutions. 
This course is entitled “Modeling and Simulation of 
Reactive Systems”. 
 
After completing this 15-ECTS module in Embedded 
Systems Engineering, students will be able:  
• to make a precise description of an embedded software 
system;  
• to idealize different solutions to solve the same problem 
and evaluate (justifying) which one is the best with 
respect to its design quality; 
• to configure best practices of software referential design 
processes to support the development of embedded 
software solutions;  
• to use development tools to make the previous tasks 
more efficient;  
• to identify the technologies that can be used to realize the 
specified embedded software solutions.  
 
We present in the next subsections these courses, and for each 
one we introduce its topics and discuss its aims.  
I. Engineering of Embedded Systems 
This course aims to provide students with a general 
appreciation of the current trends and application domains of 
embedded (hardware/software) systems. It is intended to 
characterize the foundations of embedded systems engineering 
as a global approach to the development of computer–based 
solutions with strong non-functional constrictions to be 
integrated in non-computing environments. In particular, 
students who successfully complete the course understand the 
interplay between the different requirements in a complex 
embedded software design, involving issues such as 
concurrency, reliability, and timing constraints. 
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The course contents is organized as follows: 
1. Introduction (principles and characteristics of embedded 
systems). 
2. Target architectures (von Neumann architecture, Harvard 
architecture, DSPs, ASIPs, reconfigurable technologies, 
custom computing machines). 
3. Interfacing techniques (pooling and interrupts). 
4. Scheduling strategies (rate-monotonic and earliest 
deadline first). 
5. Models of computation (data-flow, control, synchronous, 
reactive). 
6. Quality attributes, focusing on non-functional ones 
(performance, real-time, dependability, inter-operability, 
portability, etc).  
7. Application domains (telecommunications, industrial 
informatics, home automation). 
II. Embedded Software Programming 
This course aims to provide students with skills on 
programming embedded systems. Students who successfully 
complete the course master the principles underlying the 
development of software for embedded systems, by adopting 
solid methodic approaches. They also have the ability to 
compare different models of computation (especially data-
flow and object-oriented) and apply the most adequate ones to 
the systems under consideration.  
The course contents is organized as follows: 
1. Introduction (fundamental concepts and principles of 
software design for embedded systems).  
2. Embedded software architectures (reference models, 
catalogue of patterns). 
3. Behavioral composition and synthesis (operational 
semantics, transactional and state-orientation 
interpretation). 
4. Programming languages for embedded systems (Esterel, 
Ada, Lustre, C#) 
5. Data-flow programming (LabVIEW framework). 
6. Object oriented programming (.NET, Java). 
7. Code compilation and optimization techniques. 
III. Modeling and Simulation of Reactive Systems 
This course intends to put students in contact with topics 
related to modeling and simulation of behavior-intensive 
software systems, which need to address issues like 
concurrency, resource sharing, synchronization, and 
performance. Students who successfully complete the course 
are able to produce models that can be simulated, animated, 
and analyzed by tool-supported processes, in order to reason 
about the behavioral properties of the system under 
development, taken also into account how the environment 
affects it.  
The course contents is organized as follows: 
1. Introduction to quality assessment (properties estimation, 
requirements validation). 
2. Conflicting attributes and design trade-offs (design space 
exploration, design decisions, prioritization). 
3. Evaluation of architectural solutions (performance and 
dependability analysis). 
4. Modeling and analysis of behavior (statecharts, Petri 
nets, data-flow diagrams). 
5. Simulation, animation and performance evaluation 
(Arena and CPN Tools). 
CONCLUSIONS 
This paper intends to propose a 15-ECTS module on 
Embedded Systems Engineering, integrated in a 2-year M.Sc. 
degree in Software Engineering. This proposal is made under 
the evidence that software engineers with skills in embedded 
systems engineering are nowadays needed (and will be even 
more in the future) by the industry to design and build 
complex embedded computing systems. 
The broad competences needed in embedded computing 
systems demand careful integration in current degrees, namely 
to not unbalance the degree in other important topics. 
We hope that the proposal made in this paper helps in 
promoting a discussion on the computer science, software 
engineering, and education communities about the role and 
position that Embedded Systems Engineering deserves in 
Computing degrees in general and more specifically in 
Software Engineering ones. 
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