Round Robin (RR) Scheduling is the basis of time sharing environment. It is the combination of First Come First Served (FCFS) scheduling algorithm and preemption among processes. It is basically used in a time sharing operating system. It switches from one process to another process in a time interval. The time interval or Time Quantum (TQ) is fixed for all available processes. So, the larger process suffers from Context Switches (CS). To increase efficiency, we have to select different TQ for processes. The main objective of RR is to reduce the CS, maximize the utilization of CPU and minimize the turn around and the waiting time. In this paper, we have considered different TQ for a group of processes. It reduces CS as well as enhancing the performance of RR algorithm. TQ can be calculated using min-max dispersion measure. Our experimental analysis shows that Group Based Time Quantum (GBTQ) RR algorithm performs better than existing RR algorithm with respect to Average Turn Around Time (ATAT), Average Waiting Time (AWT) and CS.
INTRODUCTION
In the time sharing environment, the processes are sharing CPU time one after another. The time is referred as time slice or time interval or TQ. After the specified TQ is expired, the CPU time is used by another process. If a process completes its execution before TQ expired, then next process is assigned to the processor. When TQ is very less, the response time and the context switching are more. Normally, TQ is in between 10 to 100 milliseconds [7] . Context switch is the time required to switch from one process to another process. The queue used in RR is a circular queue [2] .
RR is the most prominent scheduling algorithm in time sharing systems. It gives equal priority to each process present in RQ. The response time of processes is reduced into a greater extent. The main objective of RR is to minimize the turn around time and the waiting time, maximize the CPU utilization and reduce the CS [3] . CS is an overhead to the OS.
Scheduling algorithms are divided into two types: preemptive and non-preemptive. In preemptive, higher priority process can preempt the current process in the middle of execution. The current process is moved to RQ. But, Non-preemptive process cannot be released in the middle of execution. A preemptive algorithm may have more CS than Nonpreemptive algorithm. RR is a preemptive scheduling algorithm.
Scheduling is done using three schedulers: Long term, Short term and Medium term. Initially, the process is in the spool disk. Long term scheduler is responsible for loading the process from the spool disk to the RQ [2] [4] . When the main memory is free, one of the processes present in the RQ is loaded into main memory. The short term scheduler is responsible for this queuing action. The medium term scheduler is used for I/O execution. The process may require an I/O operation. For I/O execution, the process is moved from the main memory to I/O waiting queue. After I/O operation is over, it is again moved from waiting queue to the ready queue.
CPU scheduling determines which process is allocated to main memory. Each scheduling algorithm is trying to optimize the ATAT, AWT and Average Response Time (ART) [4] [5] [6] . CPU utilization and throughput are also used to measure the performance of an algorithm.
The remaining part of this paperwork is organized as follows. Related work is presented in section 2. The preliminaries are shown in Section 3. Section 4 elaborates the proposed GBTQ RR algorithm with flow chart. The performance analysis is presented in Section 5. We conclude our work in Section 6.
RELATED WORK
Many researchers have been proposed various methods to improve CPU scheduling. As TQ is inversely proportional to response time, choosing a high TQ will not be wise. Also, static time quantum leads to more CS. So, we have to design such an algorithm which chooses TQ properly as well as CS is very less.
It is better to repeatedly adjust the TQ. Matarneh [6] , Panda et al.
[1], Bhoi et al. [3] proposes an algorithm based on TQ set. They use a different mathematical measure to choose the TQ. Mostafa et al. [5] uses integer programming to decide the TQ. The TQ is not a too big or too small value. It also reduces the CS.
Noon et al. [4] presents a dynamic TQ mechanism. It also overcomes the demerit of RR such as the fixed TQ problem, CS etc. Bhunia [9] et al. proposes an enhanced version of feedback scheduling. It focuses on the lower priority queue process.
Robin (MMRR) [1], Self Adjustment Round Robin (SARR) [6] , Virtual Time Round Robin (VTRR) [8] , Subcontrary Mean Dynamic Round Robin (SMDRR) [3] etc. The algorithms are listed below. All units are in seconds.
FCFS
It seems like a ticket counter. The process which arrives first in RQ is served first. It is a non-preemptive scheduling algorithm. It means processor cannot release the process before its execution is over. It suffers from Starvation. The process present in the last of RQ has to wait until all process execution is over. So, the TAT and WT are more.
SJF
The algorithm gives priority to shortest process available in RQ. It is also a non-preemptive scheduling algorithm. The process has high Burst Time (BT) suffers most in this algorithm. This type of suffering is called as Aging.
SRTF
It is a preemptive scheduling algorithm. Like SJF, it chooses shortest process first. But, if a new process arrives in RQ, then it compares the new process with the running process. The process which takes less remaining time will occupy the CPU first.
HRRN
The algorithm gives priority to the process which holds the highest response ratio (HRR). The response ratio can be calculated using the equation 1 [2] . 
SARR
Like MMRR, the TQ is adjusted in SARR. It uses Median to repeatedly adjust the TQ. If the TQ is less than 25, then it automatically sets the TQ to 25 [6] . It is also reducing the context switch between processes.
VTRR
It is based on a fair queuing algorithm. O (1) time is required to schedule a client for execution. It was implemented on Linux platform [8] .
SMDRR
It uses harmonic mean or subcontrary mean to adjust the TQ. Based on the burst time, it will calculate the harmonic mean. Then, it selects the TQ [3] . 
PROPOSED ALGORITHM 4.1 Notations

Descriptions
In our GBTQ algorithm, the processes are sorted in RQ. The quartile measure is used to form a group among the processes. The Q 1 is the 25% of the data set. The Q 2 (or median) is the 50% of the data set. Finally, the Q 3 is the 75% of the data set. It is used in our algorithm because the too short TQ may lead to more CS. Alternatively, the too large TQ may lead to starvation. Based on the CPU BT, the processes are formed four groups. Each group has different TQ. Different TQ is used to reduce CS. As shown in my earlier paper [1], MinMax dispersion or spread measure was taken to calculate the TQ. The formula is shown in equation 2. It may suffer from CS, if the difference between MaxBT and MinBT is very less. So, in the proposed algorithm, α is used as a threshold to reduce CS. Finally, the TQ is assigned to each group. The process is continued until RQ is empty. After execution of all processes, ATAT, AWT and CS are calculated.
Performance Measure
Turn Around Time (TAT)
It is the overall time a process requires for execution. It can be calculated using the equation 3. The average of all process is termed as ATAT. It can be calculated using equation 4.
Waiting Time (WT)
It is the queuing delay time require for execution. It may be the time spent in RQ or I/O queue. Normally, it can be calculated using the equation 5. The average WT of all process is termed as AWT. It can be calculated using equation 6.
Context Switch (CS)
It is the time required to move from one process to another process. In the proposed algorithm, CS is considered as zero. Suppose P i and P j are two processes such that P j > P i . It means 
EXPERIMENTAL RESULTS
Illustrations
We have considered different cases by varying arrival time and burst time. The processes are numbered as P 1 , P 2 , P 3 , … , P N where N is the number of processes available in RQ. The below case cover both uniform (U) and non-uniform (NU) BT. The specification of different cases is listed in Table 1 . 
Case 1
Let us assume that 10 processes (with AT = 0) have arrived in RQ. The Table 2 shows the AT and BT of each process. In this case, the threshold value is assumed to be α = 20 for processes. The Table 3 shows the comparison of RR and GBTQ respectively. The Figure 3 and 4 shows the gantt chart for RR and GBTQ respectively. Fig. 3 : Gantt chart for RR P 1 P 2 P 3 P 4 P 5 P 6 P 7 P 8 P 9 P 10 P 3 P 4 7 22 42 81 120 150 180 210 230 250 254 293 P 5 P 6 P 7 P 8 P 9 P 10 P 4 P 5 P 6 P 7 P 8 P 9
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Case 2
Let us assume that 4 processes (with AT = 0) have arrived in RQ. The Table 4 shows the AT and BT of each process. Like Case 1, the threshold is assumed to be α = 20 for processes. The Table 5 shows the comparison of RR and GBTQ respectively. The Figure 5 and 6 shows the gantt chart for RR and GBTQ respectively. 
Case 3
Let us assume that 4 processes (with uniform BT) have arrived in RQ. The Table 6 shows the AT and BT of each process. In this case, the threshold value is assumed to be α = 20 for processes. The Table 7 shows the comparison of RR and GBTQ respectively. The Figure 7 and 8 shows the gantt chart for RR and GBTQ respectively. 
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Case 4
Let us assume that 8 processes (with uniform BT) have arrived in RQ. The Table 8 shows the AT and BT of each process. In this case, assumed value for threshold is α = 20 for processes. The Table 9 shows the comparison of RR and GBTQ respectively. The Figure 9 shows the gantt chart for RR as well as GBTQ. 
Case 5
Let us assume that 5 processes (with AT) have arrived in RQ. The Table 10 shows the AT and BT of each process. In this case, value of threshold is assumed to be α = 20 for processes. The Table 11 shows the comparison of RR and GBTQ respectively. The Figure 10 and 11 shows the gantt chart for RR and GBTQ respectively. 
Case 6
Let us assume that 7 processes (with AT) have arrived in RQ. The Table 12 shows the AT and BT of each process. In this case, assumed threshold value is α = 20 for processes. The Table 13 shows the comparison of RR and GBTQ respectively. The Figure 12 and 13 shows the gantt chart for RR and GBTQ respectively. 
CONCLUSION
Scheduling is a major area in the operating system. Scheduling process may be user process or kernel process. A process may demand for more I/O than the CPU. So, we need an efficient scheduling to compensate CPU process with I/O process. In the proposed GBTQ algorithm, we are focusing on CPU process only. A group based TQ is proposed in this algorithm. Each group has different TQ. This algorithm reduces starvation as well as CS.
In the future, we can extend it to I/O processes. Deadline constraints may be considered as a part of research. We can 
