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Abstract
We consider a two-component diffusion process with the second component treated as the observations
of the first one. The observations are available only until the first exit time of the first component from a fixed
domain. We derive filtering equations for an unnormalized conditional distribution of the first component
before it hits the boundary and give a formula for the conditional distribution of the first component at the
first time it hits the boundary.
c⃝ 2011 Elsevier B.V. All rights reserved.
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Let (Ω ,F , P) be a complete probability space with an increasing filtration {Ft , t ≥ 0} of
complete, with respect to (F , P), σ -fields Ft ⊂ F . Denote by P the predictable σ -field in
Ω × (0,∞) associated with {Ft }. Let d ≥ 1 and d1 > d , be integers and wt be a d1-dimensional
Wiener process with respect to {Ft }.
Consider a d1-dimensional two-component process zt = (xt , yt ) with xt being d-dimensional
and yt d2 := (d1 − d)-dimensional. Let G be a bounded C2 domain in Rd . We assume that zt is
a diffusion process defined as a solution of the system
dxt = b(t, zt )dt + θ(t, zt ) dwt ,
dyt = B(t, zt )dt +Θ(t, yt ) dwt (0.1)
with some initial data independent of the process wt .
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The coefficients of (0.1) are assumed to be vector- or matrix-valued functions of appropriate
dimensions defined on [0,∞)×Rd1 . ActuallyΘ(t, y) is assumed to be independent of x , so that
it is a function on [0,∞)×Rd2 rather than [0,∞)×Rd1 but as always we may think of Θ(t, y)
as a function of (t, z) as well. Finally, let τ := τG be the first exit time of xt from G, that is
τG = inf{t ≥ 0 : zt ∉ G}, G := G × Rd2 .
The component xt is treated as unobservable and ys∧τ , s ≤ t , is treated as the only available
observations at time t . The problem is to find the conditional distribution of (t ∧ τ, xt∧τ ) in
[0,∞)× G¯ given ys∧τ , s ≤ t .
Notice, that we will assume that yt is a uniformly nondegenerate process. Hence, knowing
ys∧τ , s ≤ t we know exactly if τ ≥ t or not because after τ the process yt∧τ will not move
which is quite a noticeable difference with its behavior before τ . Therefore, our problem splits
into two parts: (i) Find the density of conditional distribution of xt in G given ys, s ≤ t , and
given that t < τ and (ii) Find the density of conditional distribution αt (dx) of xτ on ∂G given
ys, s ≤ τ , and given that τ = t .
One can give the following interpretation of the problem. We have a moving target which
moves as a diffusion process in Rd with observations yt corrupted by a noise. In our setting the
noise in the observations also enters the diffusion part of xt . The setting is such that we can obtain
the observations only until xt lives in G. Once it hits ∂G we hear a loud bang, no observations are
available after that, and we have to find the conditional distribution of xτ given the observations
on [0, τ ]. We also want to know the conditional distribution of xT given the observations on
[0, T ] and given that there was no bang before T .
To the best of authors’ knowledge Pardoux [14,15] is the first and the only author who
considered in the past filtering problem for diffusion processes with the signal restricted to
move in a bounded region. However, he considered a process which either stops once it hits the
boundary (the observations are still available after that moment) or reflects from the boundary.
Our setting differs dramatically, in our scheme no observations after the hitting time are available.
Because of this, actually, we only need Eq. (0.1) to be satisfied only until xt hits the boundary,
after that zt may behave in any way one likes.
The structure of the article is as follows. In Section 1 we state our main results and a
few auxiliary results needed to state them. It turns out that the conditional distribution of xτ
is expressed through the “normal derivative” of a solution of an appropriate SPDE (Zakai’s
equation). We investigate this derivative in Section 2. In a rather short Section 3 we prove a
simple but important for the future result that the conditional probability of {τ > T } given
yt , t ≤ T , is >0 (a.s.) for any T ∈ [0,∞). The final Section 4 is devoted to proving our main
results.
The authors are sincerely grateful to Hongjie Dong and Doyoon Kim for letting us know their
results in [1] and to the referee for prompt and thorough report with many valuable comments
and suggestions helping improve the presentation.
1. Main results
First we state and discuss our assumptions. Let K , δ > 0 be fixed (finite) constants.
Assumption 1.1. The functions b, θ, B, and Θ are Borel measurable and bounded functions of
their arguments. Each of them satisfies the Lipschitz condition in z with constant K .
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Introduce
θˆ (t, z) =

θ(t, z)
Θ(t, y)

, aˆ(t, z) = 1
2
θˆ θˆ∗(t, z), bˆ(t, z) =

b(t, z)
B(t, z)

,
Lˆ(t, z) = aˆi j (t, z) ∂
2
∂zi∂z j
+ bˆi (t, z) ∂
∂zi
, (1.1)
where θˆ∗ is the transpose of θˆ and the summation convention is imposed.
Remark 1.2. System of Eqs. (0.1) can be now written as
dzt = bˆ(t, zt )dt + θˆ (t, zt )dwt .
Assumption 1.3. The process zt is uniformly nondegenerate: for any λ, z ∈ Rd1 and t ∈ [0, T ]
we have
aˆi j (t, z)λiλ j ≥ δ|λ|2.
Remark 1.4. Owing to Assumption 1.3 the symmetric matrix ΘΘ∗ is invertible and
Ψ := (ΘΘ∗)− 12
is a bounded function of (t, y).
Before stating the next assumption we introduce the space W 12 = W 12 (G) as the closure of the
set of continuously differentiable functions in G¯ in the norm
‖u‖W 12 = ‖u‖L2 + ‖Du‖L2 ,
where Du is the gradient of u and L2 = L2(G), and we introduce
0
W 12 =
0
W 12(G) as the closure
of C∞0 = C∞0 (G) in the above norm.
Assumption 1.5. The random vector z0 = (x0, y0) is independent of the process wt . The
conditional distribution of x0 in G given y0 has a density, which we denote by π0(x) = π0(ω, x).
More precisely, for any Borel Γ ⊂ G we have (a.s.)
P{x0 ∈ Γ | y0} =
∫
Γ
π0(x) dx .
Finally, π0 ∈ L2(Ω , L2) and P(x0 ∈ G) = 1.
Next we introduce a few more notation. Let
Ψt = Ψ(t, yt ), Θt = Θ(t, yt ), at (x) = 12θθ
∗(t, x, yt ), bt (x) = b(t, x, yt ),
σt (x) = θ(t, x, yt )Θ∗t Ψt , βt (x) = Ψt B(t, x, yt ).
Everywhere below in the article we use the notation
Di = ∂
∂x i
, Di j = Di D j
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only for i, j = 1, . . . , d and set
L t (x) = ai jt (x)Di j + bit (x)Di , (1.2)
L∗t (x)ut (x) = Di j (ai jt (x)ut (x))− Di (bit (x)ut (x))
= D j

ai jt (x)Di ut (x)− b jt (x)ut (x)+ ut (x)Di ai jt (x)

, (1.3)
Λkt (x)ut (x) = βkt (x)ut (x)+ σ ikt (x)Di ut (x), (1.4)
Λk∗t (x)ut (x) = βkt (x)ut (x)− Di (σ ikt (x)ut (x))
= −σ ikt (x)Di ut (x)+ (βkt (x)− Diσ ikt (x))ut (x), (1.5)
where t ∈ [0,∞), x ∈ Rd , k = 1, . . . , d2, and as above we use the summation convention
over all “reasonable” values of repeated indices, so that the summation in (1.2)–(1.5) is done
for i, j = 1, . . . , d (whereas in (1.1) for i, j = 1, . . . , d1). Observe that Lipschitz continuous
functions have bounded generalized derivatives and by
Di a
i j
t , Diσ
ik
t
we mean these derivatives. By assumption the operator L defined by (1.2) is uniformly elliptic
with constant of ellipticity δ.
Finally, by F yt we denote the completion of σ {ys : s ≤ t} with respect to P,F . By P y we
mean the predictable σ -field generated by {F yt , t ≥ 0}.
Let us consider the following initial value problem
dπ¯t (x) = L∗t (x)π¯t (x) dt + Λk∗t (x)π¯t (x) dy˜kt , (1.6)
π¯0(x) = π0(x),
where t ≥ 0, x ∈ G, π¯t (x) = π¯t (ω, x), and
y˜kt =
∫ t
0
Ψ krs dy
r
s .
In the theory of nonlinear filtering (1.6) is known as Zakai’s equation for unnormalized
conditional density.
To explain in which sense we understand this equation and the initial condition, for T ∈
(0,∞) introduce
GT = (0, T )× G,
0
W12(GT ) = L2(Ω × (0, T ),P y,
0
W 12),
and introduce
0
W12(GT ) as the set of functions ut (x) = ut (ω, x) such that
(i) For each (ω, t) ∈ Ω × [0, T ], ut is a generalized function on G;
(ii) We have u ∈ 0W12(GT );
(iii) u0 ∈ L2(Ω ,F y0 , L2) and there exist f j , gk ∈ L2(Ω × (0, T ),P y, L2), i = 0, . . . , d ,
k = 1, . . . , d2, such that for any ζ ∈ C∞0 (= C∞0 (G)) with probability one
(ut , ζ ) = (u0, ζ )+
∫ t
0

( f 0s , ζ )− ( f is , Diζ )

ds +
∫ t
0
gks dy˜
k
s
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for all t ∈ [0, T ], where by ( f, ζ ) we mean the action of a generalized function f on ζ , in
particular, if f is locally summable,
( f, ζ ) =
∫
G
f (x)ζ(x) dx .
In case (iii) holds, we write
dut = (Di f it + f 0t ) dt + gkt dy˜kt
for t ∈ [0, T ].
Accordingly, we are looking for a function π¯ ∈ ∩T
0
W12(GT ) such that (1.6) holds for all T
and t ∈ [0, T ], that is, for all t ≥ 0. To be more specific, we require that for each ζ ∈ C∞0 with
probability one for all t ∈ [0,∞) it hold that
(π¯t , ζ ) = (π0, ζ )−
∫ t
0
(ai js Di π¯s − b js π¯s + π¯s Di ai js , D jζ ) ds
−
∫ t
0
(σ iks Di π¯s + (Diσ iks − βks )π¯s, ζ ) dy˜ks . (1.7)
Observe that all expressions in (1.7) are well defined due to the fact that the coefficients of π¯
and of Di π¯ are bounded and appropriately measurable and
π¯ , Di π¯ ∈ L2(T ) := L2(Ω × (0, T ),P y, L2)
for any T ∈ (0,∞).
Remark 1.6. Observe that if u ∈ 0W 12 and v ∈ W 12 , then (Di u, v) = −(u, Div). This well-
known fact is easily proved by approximating u by C∞0 -functions and integrating by parts. Since
π¯s ∈
0
W 12 for almost all (ω, s) we have that, for any ζ ∈ W 12 (not
0
W 12), with probability one
−
∫ t
0
(σ iks Di π¯s + (Diσ iks − βks )π¯s, ζ ) dy˜ks =
∫ t
0
(π¯s,Λks ζ ) dy˜
k
s
for all t ≥ 0. It follows that, for ζ ∈ C∞0 , Eq. (1.7) is equivalent to the following
(π¯t , ζ ) = (π0, ζ )+
∫ t
0
(π¯s, Lsζ ) ds +
∫ t
0
(π¯s,Λks ζ ) dy˜
k
s . (1.8)
An advantage of having (1.7) is that (1.7) holds not only for ζ ∈ C∞0 but also for ζ ∈
0
W 12.
Indeed, if we approximate ζ ∈ 0W 12 by ζ n ∈ C∞0 in W 12 -norm, then, as is easy to see, the terms in
(1.7) with ζ n in place of ζ will converge to the corresponding terms of (1.7) uniformly on finite
time intervals in probability.
In all what follows we suppose that Assumptions 1.1, 1.3 and 1.5 are satisfied. Two of
auxiliary results consist of the following.
Lemma 1.7. There exists a unique solution π¯ of (1.6) with initial condition π0 in the sense
explained above. In addition, π¯t ≥ 0 for all t ∈ [0,∞) (a.s.). With probability one π¯t is
continuous in L1 = L1(G) and in L2.
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The existence, uniqueness, and the (a.s.) continuity in L2 of π¯ is a classical result proved
in many places in a variety of settings (see, for instance, [13,10,16], and the references therein).
That π¯t is (a.s.) continuous as an L1-function follows from its L2-continuity and the boundedness
of G. The fact that π¯ ≥ 0 follows from the maximum principle (see, for instance, Theorem 1.1
of [6]) and the fact that, if u ∈ 0W 12, then u+ ∈
0
W 12. However, it is still worth noting that all the
above is formally true if we allow π¯ to be predictable with respect to the filtration {Ft , t ≥ 0}
and not {F yt , t ≥ 0}. The fact that, actually, π¯t is P y-measurable is proved in a standard way by
using Girsanov’s theorem as, for instance, in [8].
Introduce
w˜t =
∫ t
0
ΨsΘs dws, β˜s = βs(xs),
ρt = exp

−
∫ t
0
β˜s dw˜s − 12
∫ t
0
|β˜s |2 ds

.
As is easily derived from Le´vy’s theorem, w˜t is an Ft -Wiener process. In our view the following
lemma is of independent interest.
Lemma 1.8. For any Borel bounded or nonnegative function φ on G and T ∈ [0,∞) we have
(a.s.)
E

Iτ>Tφ(xT ) | F yT } = (π¯T , φ)mT , (1.9)
where
mT := E

ρT | F yT }.
In particular, for each T ∈ [0,∞) (a.s.)
P{τ > T | F yT } = (π¯T , 1)mT . (1.10)
Finally, (a.s.) for all T ∈ [0,∞) we have (π¯T , 1) > 0.
We prove Lemma 1.8 in Section 4. Here are two main results of the article. Introduce G yt as
the completion of
σ {ys∧τ : s ≤ t}
with respect to P,F .
Theorem 1.9. For any Borel bounded or nonnegative function φ on G and T ∈ [0,∞) we have
(a.s.) on {ω : τ > T } that
E

φ(xT ) | G yT } =
(π¯T , φ)
(π¯T , 1)
.
This theorem says that (by definition) the conditional density of the distribution of xT given
yt∧τ , t ≤ T , on the set {τ > T } is
πT = π¯T
(π¯T , 1)
.
We prove Theorem 1.9 in Section 4.
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If we have a Borel subset C of a Euclidean space, by B(C) we denote the σ -field of Borel
subsets of C .
Theorem 1.10. Let ν be the interior normal to ∂G. Then
αt (B) =

ai jt ν
iν j
∂π¯t
∂ν

(B)

ai jt ν
iν j
∂π¯t
∂ν

(∂G)
−1
(1.11)
is well defined as a function on Ω × [0,∞) × B(∂G) such that it is P y-measurable for each
B ∈ B(∂G), it is a probability measure with respect to B for any (ω, t), and for any Borel
bounded or nonnegative φ given on ∂G and T ∈ (0,∞) with probability one on the set {τ ≤ T }
(a.s.) we have
E{φ(xτ ) | G yT } =
∫
∂G
φ(x) ατ (dx). (1.12)
Theorem 1.10 is proved in Section 4.
It is to be said that the notation (1.11) is understood in a certain generalized sense (see
Remark 2.7). The point is that even the continuity properties of π¯t near the boundary can be
rather poor if σ ≢ 0 (see, for instance, [5] or [4]) so that there is no hope to define its normal
derivative in a usual way. The situation here is similar to the local time of the one-dimensional
Wiener process which is often written as∫ t
0
δ0(ws) ds,
where δ0 is the delta function concentrated at zero, although δ0(ws), understood literally, should
be zero with probability one since P(wt = 0) = 0 (see more about this in Remark 2.4).
Not surprisingly, the right-hand side of (1.12) does not depend on T . Indeed, its left-hand side
stops changing after τ since no new observations are coming in.
Theorem 1.10 says that for any dx ∈ B(∂G) and T ∈ [0,∞) with probability one on the set
{τ ≤ T } we have (a.s.)
P(xτ ∈ dx | ys∧τ , s ≤ T } = ατ (dx).
We derive the above results quite formally without using filtering theory, which at this stage
seems not to be applicable in our situation. Anyhow, it would be very interesting to find any
heuristic explanation of Theorem 1.10.
2. Defining the normal derivative of π¯ on ∂G
For ε > 0 introduce
Gε = {x ∈ G : dist (x, ∂G) > ε}, G−ε = {x ∉ G : dist (x, ∂G) > ε},
δεG = G¯ \ Gε, δ−εG = Gc \ G−ε.
Also define
dist (x, ∂G) = dist (x, ∂G) if x ∈ G¯,
dist (x, ∂G) = −dist (x, ∂G) if x ∉ G.
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By Lemma 14.16 of [2] for a sufficiently small ε1 > 0 the function dist (x, ∂G) is twice
continuously differentiable in δε1 G ∪ δ−ε1 G (actually, the lemma asserts the twice continuous
differentiability only in δε1 G but what is proved is exactly that we have this property in
δε1 G ∪ δ−ε1 G). Next, take and fix a ε0 ∈ (0, ε1) and take any function u ∈ C∞0 (R) such that
u(t) = t for t ∈ (−ε0, ε0) and u(t) = ε1 for |t | ≥ ε1. Then we introduce
ψ(x) := u(dist (x, ∂G)), ν(x) := gradψ(x).
By the above ψ(x) is twice and ν(x) is once continuously differentiable in Rd . Notice that, in
δε0 G, ν(x) = grad dist (x, ∂G), so that ν(x) is a natural extension of the interior normal to ∂G
into δε0 G.
We start with a remark and a technical results.
Remark 2.1. For any T ∈ [0,∞) we have
E
∫ T
0
‖π¯t/ψ‖2L2 dt <∞.
This fact follows from Hardy’s inequality: for any u ∈ 0W 12
‖u/ψ‖L2 ≤ N‖u‖W 12 ,
where the constant N is independent of u. In turn this inequality is obtained by using flattening
the boundary and partitions of unity from the one-dimensional Hardy inequality∫ ∞
0
|u(x)/x |2 dx =
∫ ∞
0

∫ 1
0
u′(xt) dt

2
dx
≤
∫ 1
0
∫ ∞
0
|u′(xt)|2 dx
1/2
ds
2
=
∫ ∞
0
|u′(x)|2 dx
∫ 1
0
t−1/2 dt
2
,
which is valid for smooth functions on [0,∞) vanishing at 0, where the inequality follows from
Minkowski’s inequality.
Lemma 2.2. With probability one for all t ≥ 0
m2
∫ t
0
(π¯s, (1− mψ)+)2 ds → 0. (2.1)
In particular,
m
∫ t
0
(π¯s, (1− mψ)+) ds → 0.
To prove the lemma it suffices to observe that the left-hand side of (2.1) is majorated by∫ t
0
(ψ−1π¯s, (1− mψ)+)2 ds,
(1− mψ)+ → 0 and π¯s/ψ is in L2(T ) for any T ∈ (0,∞) in light of Remark 2.1.
N.V. Krylov, T. Wang / Stochastic Processes and their Applications 121 (2011) 1785–1815 1793
Recall that
y˜kt =
∫ t
0
Ψ krs dy
r
s .
Next we introduce a process At which characterizes the charge π¯ puts near the boundary up
to time t .
Lemma 2.3. The process
At := 1− (π¯t , 1)+
∫ t
0
(π¯s, β
k
s ) dy˜
k
s (2.2)
is an increasing continuous F yt -adapted process. Furthermore, uniformly on finite time intervals
in probability
Amt := 2m2
∫ t
0
∫
δ1/m G
ai js ν
iν j π¯s dxds → At (2.3)
as m →∞.
Proof. It suffices to prove only the second assertion. Indeed, it implies that (a.s.) At ≥ As
whenever t ≥ s. This “almost surely” can be removed by modifying the stochastic integral in
(2.2) on an event of zero probability.
Introduce f (r) = (r − 1)2 for r ∈ [0, 1], f (r) = 0 for r ≥ 1. Also, for m = 1, 2, . . . , set
Fm = f (mψ). Then for m > 1/ε0, in G \ G¯1/m (⊂δε0 G) we have
2m2ai js ν
iν j = ai js Di j Fm + 2m(1− mψ)+ai js Di jψ. (2.4)
Also, obviously, the right-hand side is zero in G1/m .
Next, if ζ ∈ C∞0 , then, owing to the fact that DFm has bounded (generalized) derivatives,
integrating by parts yields
(D jζ, a
i j
s Di Fm) = −(ζ, (D j ai js )Di Fm + ai js Di j Fm).
By approximation, this formula extends to any ζ ∈ 0W 12(G). Hence, almost surely for all
m > 1/ε0 and t ≥ 0
Amt = −
∫ t
0
[(π¯s D j ai js , Di Fm)+ (D j π¯s, ai js Di Fm)] ds
+ 2m
∫ t
0
(π¯s, (1− mψ)+ai js Di jψ) ds
= I 1mt −
∫ t
0
(Di Fm, a
i j
s D j π¯s + π¯s D j ai js − bis π¯s) ds,
where
I 1mt := 2m
∫ t
0
(π¯s, (1− mψ)+Lsψ) ds
and I 1mt → 0 uniformly on finite time intervals (a.s.) by Lemma 2.2.
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Due to Remark 1.6, for Hm = 1− Fm , we have
Amt = I 1mt + (π0, Hm)− (π¯t , Hm)+
∫ t
0
(π¯s,Λks Hm) dy˜
k
s
= At + I 1mt + I 2mt + I 3mt + I 4mt + I 5mt , (2.5)
where,
I 2mt = −(π0, Fm), I 3mt = (π¯t , Fm), I 4mt = −
∫ t
0
(βks π¯s, Fm) dy˜
k
s
I 5mt = 2m
∫ t
0
(π¯s, (1− mψ)+σ iks Diψ) dy˜ks .
By Ho¨lder’s inequality |I 2mt | ≤ ‖π0‖L2‖Fm‖L2 → 0 as m → ∞ since Fm ↓ 0 as m → ∞.
Similar estimate and the fact that ‖π¯t‖L2 is continuous in t (a.s.) shows that I 3mt → 0 uniformly
on finite time intervals (a.s.).
The remaining terms I 4mt and I
5
mt are stochastic integrals and to show that they tend to zero
uniformly on finite time intervals in probability it suffices to prove that the same holds for their
quadratic variations. In what concerns I 4mt it suffices to observe that∫ t
0
|(βks π¯s, Fm)|2 ds ≤ ‖Fm‖2L2
∫ t
0
‖βks π¯s‖2L2 ds. (2.6)
In the case of I 5mt we get the result from Lemma 2.2.
We recall that (π0, 1) = 1 and after that coming back to (2.5) we see that, indeed,
the convergence in (2.3) is uniform on finite time intervals in probability and the lemma is
proved. 
Remark 2.4. Consider a sequence of random processes given by the formula
2m2
∫
δ1/m G
ai jt ν
iν j π¯t dx . (2.7)
It is very tempting to try to prove that they converge to a process as m →∞ and that At is just
the integral of the limit process over (0, t). Most likely this is true if σ ≡ 0.
However, if σ ≠ 0, there is the following obstruction. Let wt and Bt be independent
one-dimensional Wiener processes. Define zt = (xt , yt ) by
xt = x0 +

2− ϑ2 Bt + ϑwt , yt = wt ,
where x0 has a nice density with support in G = (0, 1) and |ϑ | ≤
√
2. Then Eq. (1.6) becomes
dπ¯t = D2π¯t dt + ϑDπ¯t dwt .
It follows from Theorem 5.1 of [4] that if a number c > 0 and ϑ satisfy
0 < c

2− ϑ2 < ϑ,
then with probability one there exists a dense subset S ∈ [0, T ], which is unrelated to π0 and is
such that, for any t0 ∈ S, we have
lim
x↓0
π¯t0(x)
xλ(c)
= ∞,
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where λ(c) is a certain deterministic function such that, as c →∞, λ(c) ∼ (2π)−1/2ce−c2/2, so
that λ(c) is extremely small if ϑ2 is close to 2.
In this case quantity (2.7) becomes
2ϑm2
∫ 1/m
0
π¯t (x) dx
and by the above this goes to infinity if t ∈ S and λ(c) < 1.
One can compare the above construction ofAt with the local time of one-dimensional Wiener
process wt at zero, which is defined as
lim
m→∞ 2m
∫ t
0
I(−1/m,1/m)(ws) ds
and turns out to equal one half of
|wt | −
∫ t
0
signwt dwt .
Here, as above, the integrands 2m I(−1/m,1/m)(wt ) do not converge to anything meaningful. By
the way, observe that in the above example At = 1 − (π¯t , 1) and we believe that At is not
absolutely continuous with respect to t .
Remark 2.5. From (2.2) it follows that
EA2t ≤ 1+ E
∫ t
0
(π¯s, β
k
s ) dy˜
k
s
2
≤ 1+ 2E
∫ t
0
(π¯s, β
k
s ) dw˜
k
s
2
+ 2E
∫ t
0
(π¯s, β
k
s )β˜
k
s ds
2
,
where we recall that
w˜t =
∫ t
0
ΨsΘs dws
is a Wiener process and β˜t = βt (xt ). It follows by the isometry of stochastic integration and by
Ho¨lder’s inequality that
EA2t ≤ 1+ N (1+ t)E
∫ t
0
‖π¯s‖2L2 ds <∞,
where the constant N is independent of t .
The main result of this section is the following theorem.
Theorem 2.6. There exists a function αt (B) = αt (ω, B) defined on Ω × [0,∞)×B(∂G) which
is P y-measurable for each B, it is a probability measure with respect to B for any (ω, t), and is
such that uniformly on finite time intervals in probability
2m2
∫ t
0
∫
δ1/m G
fsa
i j
s ν
iν j π¯s dxds →
∫ t
0
∫
∂G
fs αs(dx) dAs (2.8)
as m →∞ for any function ft = ft (x) = ft (ω, x) possessing these properties:
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(i) for any ω the function ft (x) is continuous with respect to (t, x) ∈ [0,∞)× G¯;
(ii) for any (t, x) ∈ [0,∞)× G¯, ft (x) is a random variable.
Remark 2.7. By definition for dx ∈ B(∂G) we set
αt (dx) =:

ai jt ν
iν j
∂π¯t
∂ν

(dx)

ai jt ν
iν j
∂π¯t
∂ν

(∂G)
−1
. (2.9)
This definition is natural in the following sense. If we assume that the derivative ∂π¯s/∂ν exists
at the boundary, then for f independent of (ω, t)
2m2
∫ t
0
∫
δ1/m G
f ai js ν
iν j π¯s dxds
is close to
Imt ( f ) = 2m2
∫ t
0
∫
δ1/m G
f ai js ν
iν j
∂π¯s
∂ν
ψ dxds.
As is easy to see
2m2
∫
δ1/m G
ψ dx
tends to the surface area of ∂G. Then naturally
Imt ( f )→
∫ t
0
∫
∂G
f ai js ν
iν j
∂π¯s
∂ν
Σ (dx)ds =: Jt ( f ),
where Σ is the surface measure. Hence,
Jt ( f )− Js( f )
Jt (1)− Js(1) =
1
At − As
∫ t
s
∫
∂G
f αr (dx) dAr .
By letting s ↑ t and using the arbitrariness of f , we naturally come to (2.9).
Remark 2.8. From the proof of Theorem 2.6 it will be seen that we do not use any relation of
π¯ to the filtering problem at hand. Similar results can be obtained for any SPDE in divergence
form.
To prove Theorem 2.6 we need a few auxiliary results. Here is a generalization of Lemma 2.3.
Lemma 2.9. Let f be a twice continuously differentiable function in G¯. Introduce
At ( f ) = (π0, f )− (π¯t , f )+
∫ t
0
(π¯s, Ls f ) ds +
∫ t
0
(π¯s,Λks f ) dy˜
k
s .
Then uniformly on finite time intervals in probability we have Amt ( f )→ At ( f ), where
Amt ( f ) = 2m2
∫ t
0
∫
δ1/m G
f ai js ν
iν j π¯s dxds.
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Proof. Take the functionsψ and Fm from the proof of Lemma 2.3 and observe that for m > 1/ε0,
in G \ G¯1/m we have
2m2 f ai js ν
iν j = ai js f Di j Fm + 2m(1− mψ)+ f ai js Di jψ
= ai js Di j ( f Fm)− Fmai js Di j f
+ 2ai js m(1− mψ)+[ f Di jψ + 2(Di f )D jψ]
and the last expression vanishes in G1/m . Therefore, as in the proof of Lemma 2.3 we see that
uniformly on finite time intervals in probability we haveAmt ( f )− Qmt → 0 as m →∞, where
Qmt =
∫ t
0
(π¯s, a
i j
s Di j ( f Fm)) ds = −Q1mt + Q2t ,
Q1mt =
∫ t
0
(π¯s, a
i j
s Di j ( f Hm)) ds, Q
2
t =
∫ t
0
(π¯s, a
i j
s Di j f ) ds.
Next, from (1.7) we infer that
Q1mt = −
∫ t
0
(ai js Di π¯s − b j π¯s + π¯s Di ai js , D j ( f Hm)) ds −
∫ t
0
(b j π¯s, D j ( f Hm)) ds
= (π¯t , f Hm)− (π0, f Hm)−
∫ t
0
(π¯s,Λks ( f Hm)) dy˜
k
s −
∫ t
0
(b j π¯s, D j ( f Hm)) ds.
Hence, by simple manipulations we get that
Qmt = At ( f )+ Q3mt + Q4mt + Q5mt ,
where
Q3mt = (π¯t , f Fm)− (π0, f Fm),
Q4mt =
∫ t
0
(σ iks Di π¯s + (Diσ iks − βks )π¯s, f Fm) dy˜ks ,
Q5mt = −
∫ t
0
(b js π¯s, Fm D j f ) ds, Q
6
mt = 2m
∫ t
0
(b js π¯s, f (1− mψ)+Diψ) ds.
As in the proof of Lemma 2.3 we show that Q3mt + Q4mt + Q5mt → 0 uniformly on finite time
intervals in probability and this proves the lemma. 
Now we further generalize these results for continuous f .
Lemma 2.10. There exists a function αt (B) = αt (ω, B) possessing the properties listed
in Theorem 2.6 and is such that uniformly on finite time intervals in probability
Amt ( f )→
∫ t
0
∫
∂G
f αs(dx) dAs
as m →∞ for any bounded and continuous function f given on G¯.
Proof. We will be arguing in the same way as in [9] in a similar situation. Let C(G¯) denote the
Banach space of continuous functions on G¯, let C+(G¯) be its subset consisting of nonnegative
functions, and let C0(G¯) be the subspace of C(G¯) consisting of functions vanishing on ∂G. Let
F+ be a countable dense subset of C+(G¯) such that F+∩C0(G¯) is dense in C+(G¯)∩C0(G¯). We
also take F+ to be such that its elements are twice continuously differentiable in G¯ and 1 ∈ F+.
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Take an f ∈ F+ and take the processes At ( f ) introduced in Lemma 2.9 and the process
At = At (1) from Lemma 2.3. It follows from Lemmas 2.3 and 2.9 that At ( f ) and At are
continuous and satisfy (a.s.)
0 ≤ At ( f )−As( f ) ≤ sup
G¯
| f |(At −As)
for all s, t such that 0 ≤ s ≤ t .
Due to an appropriate measurability of At ( f ) with respect to ω, the quantities
ν f (B) = E
∫ ∞
0
IB(ω, t) dAt ( f ), µ(B) = E
∫ ∞
0
IB(ω, t) dAt
are measures on (Ω × (0,∞),F ⊗ B(0,∞)) and the first one is absolutely continuous with
respect to the second one. However, we will be only interested in their values on the σ -field P y .
Observe that on this σ -field µ is σ -finite, since for
γn = inf{t ≥ 0 : At ≥ n}
we have that L0, γn]] ∈ P y,Ω × (0,∞) = ∪nL0, γn]] , and µ(L0, γn]]) ≤ n . In addition,
ν f ≤ supG¯ | f |µ, which by the Radon–Nikody´m theorem allows us to conclude that there exists
a P y-measurable process αt ( f ) such that
0 ≤ αt ( f ) ≤ sup
G¯
| f |,
E
∫ ∞
0
IB(ω, t) dAt ( f ) = E
∫ ∞
0
IB(ω, t)αt ( f ) dAt
for any B ∈ P y . In particular, for any n ≥ 1 and F yt -stopping time γ we have
E

Aγ∧γn ( f )−
∫ γ∧γn
0
αt ( f ) dAt

= 0,
which implies that
At∧γn ( f )−
∫ t∧γn
0
αs( f ) dAs
is an F yt -martingale. Since it is continuous and has locally bounded variation, it is zero for all
t ≥ 0 (a.s.). By letting n →∞ we obtain that (a.s.)
At ( f ) =
∫ t
0
αs( f ) dAs, ∀t ≥ 0. (2.10)
The above construction of αs( f ) is obviously valid with trivial modifications for any linear
combination of elements of F+. In particular, for any numbers n ≥ 1, ri , i = 1, . . . , n, and
fi ∈ F+, i = 1, . . . , n, we have a well-defined process
αs(g), g =
n−
i=1
ri fi .
Furthermore, by uniqueness of Radon–Nikody´m derivatives we have that
αs

n−
i=1
ri fi

=
n−
i=1
riαs( fi ) (2.11)
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almost everywhere with respect to µ. Alsoαs

n−
i=1
ri fi
 ≤ supG¯
 n−
i=1
ri fi
 (2.12)
almost everywhere with respect to µ. Now we define Γ as the set of (ω, s) such that Eqs. (2.11)
and (2.12) hold for all n ≥ 1, rational ri , i = 1, . . . , n, and fi ∈ F+. Since αs( f ) are P y-
measurable, the same holds for Γ and
0 = µ((Ω × (0,∞)) \ Γ ) = E
∫ ∞
0
IΓ c (ω, s) dAs . (2.13)
Furthermore, for any (ω, s) ∈ Γ we have a continuous functional αs(g) defined on a dense
subset of C(G¯) and linear over the set of rational numbers. It extends uniquely by continuity to
become a linear bounded functional αs( f ) on the whole of C(G¯) and by the Riesz representation
theorem there exists a (signed) measure αs on G¯ such that |αs |(G¯) ≤ 1 and for any f ∈ C(G¯)
and (ω, s) ∈ Γ
αs( f ) =
∫
G¯
f (x) αs(dx).
Extension by continuity preserves measurability properties, so that αs( f ) is a P y-measurable
function on Γ for any bounded continuous f implying the same property for αs(B) for any
B ∈ B(G¯). By substituting f = 1 into (2.10) we see that αs(G¯) = 1 almost everywhere with
respect to µ.
Next, observe that the set Γˆ = {(ω, s) ∈ Γ : αs(G¯) = 1} is P y-measurable. On this set
αs(G¯) = 1 and |αs |(G¯) ≤ 1, which implies that αs is a probability measure on G¯ for (ω, s) ∈ Γˆ .
Now we define αˆs(B) = αs(B) if (ω, s) ∈ Γˆ and for (ω, s) ∉ Γˆ we set αˆs(B) to be any fixed
nonrandom probability distribution on ∂G. We will show that αˆs(B) is almost the function we
need.
Its P y-measurability follows from the above. Then, for f ∈ C(B¯) set
Aˆt ( f ) =
∫ t
0
∫
G¯
f (x) αˆs(dx) dAs .
Eq. (2.13) holds also if we replace Γ with Γˆ , which shows that with probability one
Aˆt ( f ) =
∫ t
0
∫
G¯
f (x) αs(dx)IΓˆ dAs =
∫ t
0
IΓˆαs( f ) dAs (2.14)
for all t ≥ 0. If f ∈ F+, the process αs( f ) was defined on a larger set than Γ and it satisfied
(2.10) for all t ≥ 0 (a.s.). For such f one can harmlessly drop the indicator in the last term of
(2.14) and then one sees that (a.s.) Aˆt ( f ) = At ( f ) for all t ≥ 0, which implies that uniformly
on finite time intervals in probability
2m2
∫ t
0
∫
δ1/m G
f ai js ν
iν j π¯s dxds →
∫ t
0
∫
G¯
f αˆs(dx) dAs (2.15)
as m →∞ for any function f ∈ F+. Owing to the denseness of F+ in C+(G¯), (2.15) holds for
any nonnegative f ∈ C(G¯) and, by linearity, for any f ∈ C(G¯).
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For f ∈ F+ ∩ C0(G¯) the left-hand side of (2.15) is obviously going to zero. Therefore, the
right-hand side is zero (a.s.) for such f . It follows that∫ t
0
αˆs(G) dAs = 0
(a.s.), αˆs(G) = 0 almost everywhere with respect to µ and then the function αˇs(B) defined as
αˆs(B) for those (ω, s) for which αˆs(G) = 0 and defined elsewhere to be any fixed nonrandom
probability measure on ∂G will possess all the properties claimed in the lemma, which is thus
proved. 
Upon combining Lemmas 2.9 and 2.10 we obtain the following extension of (1.8) to functions
not necessarily vanishing on the boundary.
Corollary 2.11. Let f be a twice continuously differentiable function in G¯. Then with probability
one for all t ≥ 0 we have
(π¯t , f ) = (π0, f )+
∫ t
0
(π¯s, Ls f ) ds +
∫ t
0
(π¯s,Λks f ) dy˜
k
s −
∫ t
0
∫
∂G
f αs(dx) dAs .
Proof of Theorem 2.6. We take αt (B) from Lemma 2.10 and first let fs be independent of ω and
be piecewise constant in s that is fs(x) = f k(x) for t ∈ (tk, tk+1], where 0 = t0 < t1 < t2 < · · ·
and tk →∞ as k →∞. Observe that then the left-hand side of (2.8) equals
∞−
k=0
2m2
∫ t∧ti+1
t∧tk
∫
δ1/m G
f kai js ν
iν j π¯s dxds.
In this situation we get (2.8) uniformly on finite time intervals in probability by Lemma 2.10
because on each finite time interval the series can contain only finitely many nonzero terms. By
using uniform approximations of continuous functions by piecewise constant ones we convince
ourselves that the assertion of the theorem is true if f is independent of ω.
In the general case take a T ∈ [0,∞) and let C([0, T ] × G¯) be the Banach space of
(nonrandom) continuous functions on [0, T ] × G¯. Since C([0, T ] × G¯) is a Polish space, for
any random element fs(x) = fs(ω, x) with values in this space and ε > 0 one can find finitely
many f k ∈ C([0, T ] × G¯), k = 1, . . . , n(ε), and an event Ωε such that P(Ωε) ≥ 1 − ε and for
each ω ∈ Ωε one can find a k = k(ω) such that | f − f k | ≤ ε on [0, T ]× G¯. In other words, there
are events Ω kε ⊂ Ωε such that | fs(x)− f εs (x)| ≤ ε for ω ∈ Ωε and (s, x) ∈ [0, T ] × G¯, where
f εs (x) =
−
k
f ks (x)IΩ kε .
Now denote by Amt ( f ) and At ( f ) the left-hand side and the right-hand side, respectively, of
(2.8) and observe that, by the above Amt ( f ε) −At ( f ε) → 0 uniformly on finite time intervals
in probability. Also for t ≤ T
|Amt ( f − f ε)| ≤ IΩ cε sup[0,T ]×G¯
| f |AmT (1)+ εAmT (1),
|At ( f − f ε)| ≤ IΩ cε sup[0,T ]×G¯
| f |AT (1)+ εAT (1).
This after being combined with
Amt ( f )−At ( f ) = Amt ( f ε)−At ( f ε)+Amt ( f − f ε)+At ( f − f ε)
N.V. Krylov, T. Wang / Stochastic Processes and their Applications 121 (2011) 1785–1815 1801
and the fact that AmT (1) = AmT → AT = AT (1) in probability shows that for any κ > 0
lim
m→∞ P

sup
t≤T
|Amt ( f )−At ( f )| > κ

≤ P

2IΩ cε sup[0,T ]×G¯
| f |AT + 2εAT > κ

≤ ε + P(2εAT > κ/2).
Here the last expression tends to zero as ε ↓ 0, which shows that the first expression (independent
of ε) is zero and brings the proof of the theorem to an end.
Here is a convenient reformulation of Theorem 2.6.
Remark 2.12. Owing to (2.4) and Lemma 2.2 one can replace the left-hand side of (2.8) with∫ t
0
∫
G
fs π¯s Ls Fm dxds or
∫ t
0
∫
G
fs π¯sa
i j
s Di j Fm dxds.
3. On the conditional probability of {τ > T } given F yT
The goal of this section is to prove the following intuitively clear result, which will be used in
the proof of the last assertion of Lemma 1.8.
Theorem 3.1. For any T ∈ [0,∞), we have P{τ > T | F yT } > 0 (a.s.).
We start with an auxiliary result.
Lemma 3.2. Consider system (0.1) in which we replace the first equation with
dxt = [b(t, zt )+ γ (xt )] dt + θ(t, zt ) dwt ,
where γ = γ (x) is an Rd -valued bounded function on Rd which is Lipschitz continuous. Then
for any p > 0 and T ∈ [0,∞) there exists a function γ with the properties described above such
that
P(τ ≤ T ) ≤ p. (3.1)
Proof. Of course we will take γ pointing inside G near ∂G with sufficiently large |γ |. Take ψ
and ε0 from the beginning of Section 2, set ε = ε0/2, and for a constant c > 0, to be specified
later, define
γ (x) = −c(ψ(x)− ε)gradψ(x).
Owing to properties of ψ, γ is Lipschitz continuous on Rd . Then fix a constant κ > 0 and
introduce
U (x) = expκ(ψ(x)− ε1)4.
Observe that in [0,∞)× δε0 G × Rd2 we have
∂tU + Lˆ tU + γ i DiU −U
= 4Uκ(ψ − ε)2[4κ(ψ − ε)4ai j (Diψ)D jψ + 3ai j (Diψ)D jψ + (ψ − ε)ai j Di jψ]
− 4Uκc(ψ − ε)4|gradψ |2 + 4biUκ(ψ(x)− ε)3 Diψ −U.
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Since |gradψ | = 1 at ∂G, by reducing ε0 if necessary we may assume that |gradψ | ≥ 1/2 in
δε0 G. Then in [0,∞)× δε0 G × Rd2 it holds that
U−1(∂tU + Lˆ tU + γ i DiU −U ) ≤ N (κ2 + 1)(ψ − ε)2 − κc(ψ − ε)4 − 1,
where the constant N is independent of κ (and (t, z), which are dropped for convenience
of notation). It follows that for any κ > 0 there is a sufficiently large c > 0 such that
∂tU + Lˆ tU + γ i DiU −U ≤ 0 in [0,∞)× δε0 G × Rd2 .
Now let
τ1 = inf{t ≥ 0 : xt ∉ Gε}, τ2 = inf{t ≥ τ1 : xt ∉ δε0 G}.
By the way, observe that τ2 ≤ τ and τ <∞ (a.s.) because xt is uniformly nondegenerate and G
is bounded. Now by Itoˆ’s formula
Ee−τ2 exp(κε4) = Ee−τ2U (xτ2) = Ee−τ2U (xτ2)Ix0∈δεG + Ee−τ2U (xτ2)Ix0∈Gε
= Ee−τ2U (xτ2)Ix0∈δεG + Ee−τ1U (xτ1)Ix0∈δεG
+ E Ix0∈δεG
∫ τ2
τ1
e−t (∂tU + Lˆ tU + γ i DiU −U )(t, zt ) dt
≤ Ee−τ2U (xτ2)Ix0∈δεG + Ee−τ1U (xτ1)Ix0∈δεG .
Since U (xτ1) = 1 provided that x0 ∈ δεG, the second term in the inequality is less than 1 and
we conclude
P(τ ≤ T )e−T exp(κε4) ≤ Ee−τ2 exp(κε4) ≤ exp(κε4)P(x0 ∈ δεG)+ 1,
P(τ ≤ T ) ≤ eT P(x0 ∈ δεG)+ exp(T − κε4).
Finally, by reducing further ε0, if necessary, we may assume that P(x0 ∈ δεG) ≤ e−T p/2 and
then, by choosing κ large enough (and choosing c accordingly) we can have exp(T−κε4) ≤ p/2.
Then we come to (3.1) and the lemma is proved. 
Proof of Theorem 3.1. Take T ∈ [0,∞) and assume that our assertion is false. Then there is an
event H ∈ F yT and a number p > 0 such that
P(τ > T, H) = 0, P(H) = p.
We are going to use Girsanov’s theorem and, therefore, we need a more detailed notation. We
write τ(x·) to specify that τ is the first exit time of xt from G. Also each event H ∈ F yT can
be written as {ω : y· ∈ Γ } where Γ is a Borel subset of the space of Rd2 -valued continuous
functions on [0, T ]. Now our assumption becomes
P(τ (x·) > T, y· ∈ Γ ) = 0, P(y· ∈ Γ ) = p. (3.2)
Consider the following system
dxˆt = b(t, zˆt ) dt + θ(t, zˆt )

dwt −Θ∗(t, yˆt )Ψ2(t, yˆt )B(t, zˆt ) dt

,
dyˆt = Θ(t, yˆt ) dwt ,
where zˆt = (xˆt , yˆt ) with initial condition zˆ0 = z0. If we introduce
wˆt = wt −
∫ t
0
Θ∗(s, yˆs)Ψ2(s, yˆs)B(s, zˆs) ds,
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then, as is easy to check, zˆt satisfies (0.1) with wˆt in place ofwt . It follows by Girsanov’s theorem
that
P(τ (xˆ·) > T, yˆ· ∈ Γ ) = 0, P(yˆ· ∈ Γ ) > 0.
We see that, while proving that (3.2) is impossible, we may assume that B ≡ 0. We proceed
further under this assumption.
Our next step is to change the underlying probability measure in such a way that the second
relation in (3.2) would remain unchanged and τ would be almost infinite. Then the two relations
in (3.2) will become incompatible.
Take the function γ = γ (x) from Lemma 3.2, where we take p/2 in place of p, and consider
the system
dxˇt = [b(t, zˇt )+ γ (xˇt )] dt + θ(t, zˇt ) dwt , dyˇt = Θ(s, yˇs) dws,
where zˇt = (xˇt , yˇt ) with initial condition zˇ0 = z0. Obviously, yˇt = yt , so that P(yˇ· ∈ Γ ) = p.
On the other hand, by Lemma 3.2 we have P(τ (xˇ·) ≤ T ) ≤ p/2. It follows that
P(τ (xˇ·) > T, yˇ· ∈ Γ ) = P(yˇ· ∈ Γ )− P(τ (xˇ·) ≤ T, yˇ· ∈ Γ ) ≥ p/2.
However, if we knew that the distribution of {zˇt , t ∈ [0, T ]} is absolutely continuous with
respect to the distribution of {zt , t ∈ [0, T ]}, then the first relation in (3.2) would imply that
P(τ (xˇ·) > T, yˇ· ∈ Γ ) = 0 and this would lead to the desired contradiction.
By Girsanov’s theorem the above mentioned absolute continuity holds if, for instance, there
is a bounded Rd1 -valued P-measurable process γˇt such that
γ (xˇt )
0

= θˆ (t, zˇt )γˇt . (3.3)
To find an appropriate γˇt observe that as we know (see, for instance, [11]), owing to the fact
that θˆ θˆ∗ is uniformly nondegenerate, we have that the d × d-matrix valued function
U = U (t, z) := θ [1−Θ∗Ψ2Θ]θ∗
is also uniformly nondegenerate. Now we claim that the bounded process
γˇt = [1−Θ∗t Ψ2t Θt ]θ∗(t, zˇt )U−1(t, zˇt )γ (xˇt )
satisfies (3.3) (keep in mind that yˇt = yt in the arguments of Θ and Ψ ). Indeed, by the definition
of U we have
θ(t, zˇt )γˇt = θ(t, zˇt )[1−Θ∗t Ψ2t Θt ]θ∗(t, zˇt )U−1(t, zˇt )γ (xˇt ) = γ (xˇt ).
Furthermore, ΘΘ∗Ψ2 = 1 so that Θ[1−Θ∗Ψ2Θ] = 0 and
Θ(t, zˇt )γˇt = 0.
The theorem is proved. 
4. Proof of the main results
We are going to use the approach from [11] which allows us to derive all our results about
filtering without using anything from filtering theory itself. According to this approach we first
solve an appropriate deterministic problem.
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Take a function φ(t, z) of class C∞0 (R×Rd1) and a Borel bounded function c(t, z) onR×Rd1 ,
take a T ∈ (0,∞), recall that G = G × Rd2 , set
∂t = ∂
∂t
and consider the following equation
∂tv(t, z)+ Lˆ tv(t, z)+ c(t, z)v(t, z) = 0 (4.1)
in GT := (0, T )×G = (0, T )× G × Rd2 with boundary and terminal condition equal to φ:
v = φ on [0, T ] × ∂G, v(T, z) = φ(T, z) on G. (4.2)
For p ≥ 1 introduce W 1,2p (GT ) as the closure of C1,2(G¯T ) with respect to the norm
‖u‖W 1,2p (GT ) = ‖∂t u‖L p(GT ) + ‖D
zu‖L p(GT ) + ‖(Dz)2u‖L p(GT ) + ‖u‖L p(GT ),
where Dzu is the gradient and (Dz)2u is the Hessian matrix with respect to z of the function
u(t, z).
Lemma 4.1. There exists a unique function v on G¯T such that v ∈ W 1,2p (GT ) ∩ C(G¯T ) for all
p ∈ ((d + 2)/2,∞), v satisfies (4.1) (a.e.) in GT and satisfies (4.2). Moreover, Dzv(t, z) is
bounded and continuous in G¯T .
Proof. The first assertion, in what concerns the solvability in the space W 1,2p (GT ), is classical
if the coefficients of Lˆ t are uniformly continuous in (t, z) (see, for instance, Theorem IV.9.1,
its corollary, and the comment about (IV.9.31) in [12]). However, we are only given that they
are Lipschitz continuous in z and no regularity with respect to t is assumed. In any case the
coefficients are measurable in t and as functions of z they belong to the class VMO (vanishing
mean oscillation), which contains all uniformly continuous functions. In such a situation interior
and boundary estimates in half spaces needed for the arguments in [12] to work are obtained
in [1]. Actually, in [1] higher order elliptic and parabolic systems are considered, so that applying
the results from there looks somewhat strange but yet we could not find in the literature an
appropriate result for second order single parabolic equations. On the other hand, it is worth
mentioning that in [1] the boundary values are assumed to be zero. As always, one reduces our
situation to theirs by considering v − φ which will lead only to appearing of a free term in
(4.1). One more comment is that neither in [12] nor in [1] it is mentioned that the solution is
independent of p as in W 1,2p (GT ), the space where it is looked for. This fact is absolutely trivial
for equations in bounded domains and proved in a standard way for unbounded domains by using
embedding theorems. In this argument one can take any p ∈ (1,∞).
Once we know that v ∈ W 1,2p (GT ) its boundedness and continuity in G¯T follow from
embedding theorems if we take p > (d + 2)/2 (see, for instance, Lemma II.3.3 of [12]). The
boundedness and continuity in G¯T of Dzv also follow from embedding theorems if we take
p > d + 2. The lemma is proved. 
The reader might have noticed that if we have a function ψ(t, z), then by ψt or ψt (x) we
denote the function ψ(t, x, yt ). We are going to use this stipulation quite often and also write ψ˜t
for ψt (xt ) = ψ(t, xt , yt ).
We want to relate π¯t to our filtering problem by considering (π¯t , vt ). In order to do that we
first cut off vt (x) near ∂G.
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Lemma 4.2. Take v from Lemma 4.1 and Fm and Hm from the proof of Lemma 2.3. Set
vmt (x) = Hm(x)v(t, x, yt ). Then vm ∈
0
W12(T ) and on [0, T ] we have
dvmt = Hm Dyi vt dyit − Hm

ctvt + L tvt + 2aˆi,d+ jt Di Dyj vt + Bit Dyi vt

dt
in the sense of generalized functions, where
Dyi =
∂
∂yi
and we first apply the differentiations and then plug in the argument (t, x, yt ).
Proof. First we take a ξ ∈ C1,2(G¯T ) and use Itoˆ’s formula to write that for any x ∈ G (recall
that Θ is independent of x)
dξ(t, x, yt ) =

∂tξ(t, x, yt )+ aˆd+i,d+ j (t, yt )Dyi jξ(t, x, yt )
+ Bi (t, xt , yt )Dyi ξ(t, x, yt )

dt + Dyi ξ(t, x, yt )Θ ikt dwkt , (4.3)
where Dyi j = Dyi Dyj .
Next, we take a test function ζ ∈ C∞0 , multiply both part of (4.3) by ζHm and integrate with
respect to x over G, that is, use the stochastic Fubini theorem (see, for instance, Lemma 2.7
of [7]). Then we obtain that, with probability one, for all t ≥ 0
(Hmξt , ζ ) = (Hmξ0, ζ )+
∫ t
0
(Hm D
y
i ξs, ζ )Θ
ik
s dw
k
s
+
∫ t
0

Hm

∂sξs + aˆd+i,d+ js Dyi jξs + B˜is Dyi ξs

, ζ

ds. (4.4)
Now we take a sequence ξn ∈ C1,2(G¯T ), n = 1, 2, . . . , which converges to v in W 1,2p (GT )
as n →∞ for p = d + 1 and p = 2(d + 1), so that ξn → v also in C(G¯T ). We plug ξn in place
of ξ into (4.4) and pass to the limit as n →∞. Observe that by Ho¨lder’s inequality
In := E
∫ T
0
|(Hm Dyi (ξns − vs), ζ )|2 ds
≤ N
∫
G
E
∫ T
0
|Dy(ξn(s, x, ys)− v(s, x, ys))|2 dsdx,
where and below by N we denote various constants independent of n. By Theorem 2.3.3 of [3]
the right-hand side is dominated by
N
∫
G
∫
[0,T ]×Rd2
|Dy(ξn(s, x, y)− v(s, x, y))|2(d+1) dyds
1/(d+1)
dx,
which again by Ho¨lder’s inequality is dominated by
N
∫
G
∫
[0,T ]×Rd2
|Dy(ξn(s, x, y)− v(s, x, y))|2(d+1) dydsdx
1/(d+1)
≤ N‖ξn − v‖2
W 1,22(d+1)(GT )
,
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and the latter tends to zero as n →∞. Therefore,∫ t
0
(Hm D
y
i ξ
n
s , ζ )Θ
ik
s dw
k
s →
∫ t
0
(Hm D
y
i vs, ζ )Θ
ik
s dw
k
s
uniformly on [0, T ] in probability. Uniform convergence in probability of the usual integrals with
respect to s in (4.4) is proved similarly and, since ξn → v uniformly in G¯T , the remaining terms
in (4.4) with ξn in place of ξ will also converge uniformly on [0, T ] (for any ω).
Hence, with probability one for all t ∈ [0, T ]
(Hmvt , ζ ) = (Hmv0, ζ )+
∫ t
0
(Hm D
y
i vs, ζ ) dy
i
s +
∫ t
0

Hm

∂svs + aˆd+i,d+ js Dyi jvs

, ζ

ds.
Here the expression in the brackets can be transformed on account of (4.1). This yields
(Hmvt , ζ ) = (Hmv0, ζ )+
∫ t
0
(Hm D
y
i vs, ζ ) dy
i
s
−
∫ t
0

Hm

csvs + Lsvs + 2aˆi,d+ js Di Dyj vs + Bis Dyi vs

, ζ

ds.
The lemma is proved. 
The following theorem concludes the first step in relating π¯t to the conditional distribution
of xt .
Theorem 4.3. Take v from Lemma 4.1 with c depending only on (t, y) and introduce
κt = κt (c) = exp
∫ t
0
cs ds.
Then with probability one for all t ∈ [0, T ] we have
(π¯t , vt )κtρt = (π0, v0)−
∫ t
0
κsρs
∫
∂G
φs αs(dx) dAs
+
∫ t
0
κsρs(π¯s, D
y
j vsΦ
jk
s + Λksvs − β˜ks vs) dw˜ks . (4.5)
Proof. Take Hm from the proof of Lemma 2.3 and set vmt (x) = Hm(x)v(t, x, yt ). We remind the
reader that Itoˆ’s formula for the L2-norm of
0
W12-processes is a classical result proved in various
settings in many places. Both π¯t and vmt are such processes.
By applying Itoˆ’s formula for ‖π¯t − λvmt‖2L2 and comparing the coefficients of λ we see that
a natural result holds for (π¯t , vmt ). Namely,
(π¯t , vmt ) = (π0, vm0)+ Imt + Jmt , (4.6)
where
Imt :=
∫ t
0

π¯s, Lsvms − Hm

csvs + Lsvs + 2aˆi,d+ js Di Dyj vs + Bis Dyi vs

ds
+
∫ t
0
(Λk∗s π¯sΨ krs Θ
r j
s , Hm D
y
i vs)Θ
i j
s ds,
Jmt :=
∫ t
0

(π¯s, Hm D
y
i vs)+ (Λk∗s π¯s, vms)Ψ kis

dyis .
N.V. Krylov, T. Wang / Stochastic Processes and their Applications 121 (2011) 1785–1815 1807
Denote Φs = Ψ−1s and notice that
ΨsΘsΘ∗s = Φs, Ψ krs Θr js Θ i js = Φkis .
We also use the fact that by definition
2aˆi,d+ jt Ψ
jk
t = σ ikt , β it = Ψ ikt Bkt .
Consequently,
2aˆi,d+ jt = σ iks Φk jt , Bit = Φkis β is .
Then we find that
(Λk∗s π¯sΨ krs Θ
r j
s , Hm D
y
i vs)Θ
i j
s = (π¯s,Λks (Hm Dyi vs))Φkis
= (π¯s, βks Hm Dyi vs)Φkis + (π¯s, Hmσ jks D j Dyi vs)Φkis
+ (π¯s, σ jks (D j Hm)Dyi vs)Φkis
= π¯s, HmBis Dyi vs + 2aˆi,d+ js Di Dyj vs
− 2(π¯s, aˆi,d+ js (Di Fm)Dyj vs).
This allows us to cancel certain terms in the definition of Imt . Furthermore, observe that
Lsvms = Hm Lsvs + vs Ls Hm − 2ai js (Di Fm)D jvs .
Then we see that
Imt = −
∫ t
0

π¯s, vs Ls Fm + csvms + 2ai js (Di Fm)D jvs + 2aˆi,d+ js (Di Fm)Dyj vs

ds.
By Remark 2.12 and Lemma 2.2 we obtain that uniformly on [0, T ] in probability
Imt →−
∫ t
0
∫
∂G
φs αs(dx) dAs −
∫ t
0
cs(π¯s, vs) ds
(here we also used the fact that c = c(t, y), so that ct = c(t, yt ) is independent of x , and the fact
that vs(x) = φs(x) if x ∈ ∂G).
Coming to Jmt we notice that
(Λk∗s π¯s, vms) = (π¯s,Λksvms) = (π¯s, HmΛksvs)+ (π¯s, vsσ iks Di Fm).
After that an already familiar argument convinces us that uniformly on [0, T ] in probability
Jmt →
∫ t
0
(π¯s, D
y
i vs + ΛksvsΨ kis ) dyis .
It follows from (4.6) that with probability one for all t ∈ [0, T ]
(π¯t , vt ) = (π0, v0)+
∫ t
0
(π¯s, D
y
j vsΦ
jk
s + Λksvs)Ψ kis dyis
−
∫ t
0
∫
∂G
φs αs(dx) dAs −
∫ t
0
cs(π¯s, vs) ds.
Now our assertion follows directly from Itoˆ’s formula and the theorem is proved. 
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Lemma 4.4. Under the assumptions of Theorem 4.3 the stochastic integral in (4.5) and the
process
mt :=
∫ t
0
κsρs(π¯s, β
k
s − β˜ks ) dw˜ks
are martingales on [0, T ]. Furthermore, with probability one, for all t ≥ 0
(π¯t , 1)ρt = 1−
∫ t
0
ρs dAs + mt . (4.7)
Proof. One knows that the stochastic integral in (4.5) is a martingale on [0, T ], if
−
k
E
∫ T
0
κ2s ρ
2
s (π¯s, D
y
j vsΦ
jk
s + Λksvs − β˜ks vs)2 ds
1/2
<∞. (4.8)
Here
(π¯s, D
y
j vsΦ
jk
s + Λksvs − β˜ks vs)2 ≤ N‖π¯s‖2 sup
GT
(|Dzv|2 + |v|2),
where and below by N we denote constants independent of ω.
Hence the left-hand side of (4.8) is less than
N E
∫ T
0
κ2s ρ
2
s ‖π¯s‖2 ds
1/2
≤ N E sup
[0,T ]
κtρt
∫ T
0
‖π¯s‖2 ds
1/2
≤ N

E sup
[0,T ]
κ2t ρ
2
t
1/2
‖π¯‖L2(T ).
The last expression is finite since π¯ ∈ 0W12(GT ) and c and β˜ are bounded, so that κ is bounded
and sup[0,T ] ρt has all moments finite. It is much easier to prove that mt is a martingale.
Finally, one obtains (4.7) from (2.2) by applying Itoˆ’s formula and the lemma is proved. 
In Theorem 4.3 the distribution of xT is not involved. The following result makes it enter the
picture and excludes v from further investigation.
Theorem 4.5. Let c be a Borel bounded function of (t, y) ∈ [0, T ] × Rd2 and let φ be a Borel
bounded or nonnegative function of (t, z) ∈ [0, T ] × Rd1 . Then
E Iτ>Tφ(T, zT )κT (c) = E

π¯T , φ(T, ·, yT )

κT (c)ρT , (4.9)
E Iτ≤Tφ(τ, zτ )κτ (c) = E
∫ T
0
κs(c)ρs
∫
∂G
φ(s, x, ys) αs(dx) dAs . (4.10)
Proof. Since the values of φ on {T } × G and [0, T ] × ∂G are unrelated it suffices to prove that
Eφ(T ∧ τ, zT∧τ )κT∧τ = E

π¯T , φ(T, ·, yT )

κT ρT
+ E
∫ T
0
κsρs
∫
∂G
φ(s, x, ys) αs(dx) dAs . (4.11)
N.V. Krylov, T. Wang / Stochastic Processes and their Applications 121 (2011) 1785–1815 1809
Standard measure-theoretic arguments show that we may concentrate on smooth c and φ with
compact support. In that case take v from Lemma 4.1 and notice that v ∈ W 1,2d+1(GT ) so that by
Itoˆ’s formula
E(π0, v0) = E
∫
G
v(0, x, y0)π0(x) dx
= Ev(0, z0) = EκT∧τφ(T ∧ τ, zT∧τ ).
Now it only remains to use Theorem 4.3 and Lemma 4.4. The theorem is proved. 
Remark 4.6. Observe that by Doob’s inequality for any p > 1
E sup
t≤T
ρ
p
t ≤ N (p)Eρ pT
and the latter is finite because β˜ is bounded.
Next, by taking c = 0 in (4.10) we get that
P(τ ≤ T ) = E
∫ T
0
ρs dAs . (4.12)
Here the right-hand side is continuous in T owing to the dominated convergence theorem and
the fact that
EAT sup
t≤T
ρt ≤

EA2T
1/2E sup
t≤T
ρ2t
1/2
,
which is finite by Remark 2.5 and the fact mentioned above. It follows from (4.12) that the left-
hand side is also continuous in T , that is, P(τ = T ) = 0 for any T ≥ 0. This is, of course, a very
well-known result from the theory of uniformly nondegenerate processes following from the fact
that {τ = T } ⊂ {xT ∈ ∂G} = {zT ∈ ∂G × Rd2}, with ∂G × Rd2 having zero Lebesgue measure
in Rd1 whereas zT has a density.
In order to be able to use the arbitrariness of c in Theorem 4.5 and conclude from (4.9)
that certain conditional expectations given F yT coincide, we need one more auxiliary result. The
following lemma is probably well known. We give it with a proof for completeness.
Lemma 4.7. Let ξt be an Rk-valued random process on [0,∞) which is continuous at zero and
left continuous on (0,∞). Let η be a random variable with finite expectation. Fix T ∈ [0,∞),
define F ξT as the completion with respect to F , P of the σ -field generated by ξs, s ≤ T , and
assume that
Eη exp
∫ T
0
c(t, ξt ) dt = 0
for any continuous bounded function c on [0, T ] × Rk . Then (a.s.)
E{η | F ξT } = 0. (4.13)
Proof. For a complex parameter λ introduce
χ(λ) = Eη exp
∫ T
0
λc(t, ξt ) dt.
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Then χ is a continuous function whose integral over any circle is zero. Therefore χ is an analytic
function. Since it is zero on the real axis, it also vanishes on the imaginary axis. Hence
Eη exp
∫ T
0
ic(t, ξt ) dt = 0
for any continuous bounded function c. Here the boundedness requirement can be dropped on
account of the dominated convergence theorem. In particular, for any continuous Rk-valued
c = c(t) we have
Eη exp
∫ T
0
i(c(t), ξt ) dt = 0. (4.14)
Simple approximations show that one can allow c(t) in (4.14) to be piecewise constant. Then
from the fact that, if s > 0, then
n
∫ s
s−1/n
ξt dt → ξs
because ξt is left continuous, it follows that, if 0 < t1 < · · · < tm ≤ T and c1, . . . , cm ∈ Rk ,
then
Eη exp
m−
j=1
ic jξt j = 0.
The continuity at zero of ξt allows us to relax the restriction on ti to 0 ≤ t1 < · · · < tm ≤ T .
Since one can approximate any bounded continuous function by trigonometric polynomials we
get that
Eη f (ξt1 , . . . , ξtm ) = 0
for any continuous bounded and then, by a standard measure-theoretic argument, for any Borel
bounded f . This means that (a.s.)
E{η | ξt1 , . . . , ξtm } = 0.
Now for n = 1, 2, . . . we see that
E{η | ξT/2n , ξ2T/2n , . . . , ξ(2n−1)T/2n , ξT } = 0. (4.15)
The σ -fields σ(ξT/2n , ξ2T/2n , . . . , ξ(2n−1)T/2n , ξT ) are increasing with n and the smallest σ -field
containing the completion of their union is F ξT , since ξt is left continuous. By Le´vy’s theorem
(4.15) implies (4.13) and the lemma is proved. 
One more lemma serves the purpose of facilitating dealing with G yt , which is by definition the
completion of σ(ys∧τ ; s ≤ t) with respect to F , P .
Lemma 4.8. (i) The random variable τ is a stopping time with respect to the filtration G yt , t ≥
0.
(ii) If t ∈ [0,∞) and η is an F yt -measurable random variable, then ηIτ>t is G yt -measurable.
(iii) If ξt is a P y-measurable process, then ξτ Iτ≤t is G yt -measurable for any t ∈ [0,∞).
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Proof. (i) First observe that as is well known for any 0 ≤ s < t in the mean square sense
Jn(s, t) :=
n−1
i=1
|yτ∧ti+1,n − yτ∧ti,n |2 →
∫ t∧τ
s∧τ
‖Θ(r, yr )‖2 dr,
where ti,n = i/n. Since Θ is nondegenerate (or just ≠ 0), the last expression, which is
G yt -measurable by the above formula, is >0 if and only if τ > s. It follows
{ω : τ > s} ∈ G yt ,
whenever t > s ≥ 0. By letting s ↑ t along rational s we see that {ω : τ ≥ t} ∈ G yt for any
t > 0. Now Remark 4.6 implies that {ω : τ > t} ∈ G yt for any t > 0. The same holds for t = 0
since P(τ > 0) = 1.
(ii) Denote by Λ the set of events A such that A ∩ {τ > t} ∈ G yt . Obviously Λ is a λ-system.
Furthermore, for any integer n and t1, . . . , tn ∈ [0, t] and Borel Γ1, . . . ,Γn ⊂ Rd2 for the event
{yt1 ∈ Γ1, . . . , ytn ∈ Γn} (4.16)
we have that
{yt1 ∈ Γ1, . . . , ytn ∈ Γn} ∩ {τ > t} = {yt1∧τ ∈ Γ1, . . . , ytn∧τ ∈ Γn} ∩ {τ > t} ∈ G yt .
The collection of events of type (4.16) is a π -system which is contained inΛ. By the lemma about
λ- and π -systems, Λ contains the σ -field generated by the π -system. Hence, for any A ∈ F yt we
have that A ∩ {τ > t} ∈ G yt . A standard measure-theoretic argument finishes proving (ii).
(iii) Recall that P y is the σ -field of subsets of Ω × (0,∞) (not of Ω × [0,∞)) generated by
the sets B × (r1, r2], where 0 ≤ r1 ≤ r2 and B ∈ F yr1 are arbitrary. As usual, it suffices to prove
assertion (iii) for the indicator functions of generating sets. Thus take such a set, denote by ξt its
indicator and use the fact that
ξτ Iτ≤t = (IB Iτ>r1,r1≤t )Ir1∧t<τ≤r2∧t .
Here the first factor on the right is G yr1 - and G yt -measurable by assertion (ii) and the second factor
is G yt -measurable by assertion (i). The lemma is proved. 
Proof of Lemma 1.8 and Theorem 1.9. By (4.9) for any Borel bounded c(t, y) and Borel
bounded φ(x)
E Iτ>Tφ(xT )κT (c) = E(π¯T , φ)ρT κT (c).
Owing to Lemma 4.7 and the continuity of yt , we have that (a.s.)
E{Iτ>Tφ(xT ) | F yT } = (π¯T , φ)mT
for each T , where mT = E{ρT | F yT }. This proves (1.9).
By taking φ ≡ 1 we obtain (1.10), which along with Theorem 3.1 implies that, for any
T ∈ [0,∞) we have (π¯T , 1) > 0 (a.s.). Recall that (π¯t , 1) is a continuous F y-adapted process,
set
γ = inf{t ≥ 0 : (π¯t , 1) = 0},
and define πˇt = π¯t∧γ . Obviously, πˇt satisfies (1.6) and has the same initial value as π¯t , By
uniqueness, with probability one, πˇt = π¯t for all t ≥ 0, that is π¯t = π¯t∧γ . If we assume
that P(γ < ∞) > 0, then for some T ∈ [0,∞) we would have that π¯T = 0 with nonzero
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probability. This however contradicts (1.10) owing to Theorem 3.1. This proves the last assertion
of Lemma 1.8 and finishes its proof.
It follows from (1.9) that for any Borel bounded f (y1, . . . , yn) and 0 ≤ t1 ≤ t2 ≤ · · · ≤
tn ≤ T
E Iτ>Tφ(xT ) f (yt1 , . . . , ytn ) = E(π¯T , φ)mT f (yt1 , . . . , ytn )
and
E Iτ>Tφ(xT ) f (yt1∧τ , . . . , ytn∧τ ) = E(π¯T , φ)mT f (yt1 , . . . , ytn ). (4.17)
One encounters here a paradoxical situation: the left-hand side involves (yt1∧τ , . . . , ytn∧τ ) and
on the right-hand side we are dealing with (yt1 , . . . , ytn ).
Help comes from (1.10) and the last statement of Lemma 1.8 by which
E(π¯T , φ)mT f (yt1 , . . . , ytn ) = E
(π¯T , φ)
(π¯T , 1)
f (yt1 , . . . , ytn )P{τ > T | F yT }
= E Iτ>T (π¯T , φ)
(π¯T , 1)
f (yt1 , . . . , ytn )Iτ>T
= E Iτ>T (π¯T , φ)
(π¯T , 1)
f (yt1∧τ , . . . , ytn∧τ ).
After that by coming back to (4.17) and using the arbitrariness of f, n, t1, . . . , tn and
Lemma 4.8, we conclude that on the set {τ > T } (a.s.) we have
E{φ(xT ) | G yT } =
(π¯T , φ)
(π¯T , 1)
.
This brings to an end the proof of Lemma 1.8 and Theorem 1.9. 
The proof of Theorem 1.10 is based on (4.10) the right-hand side of which looks even more
puzzling than (4.17), since it contains κs for all s ≤ T , whereas its left-hand side contains only
κτ . In order to overcome this difficulty we prove the following lemma which, actually, says that
the process
P{τ ≤ t | F yt } −
∫ t
0
ms dAs
is an F yt -martingale.
Lemma 4.9. For any bounded or nonnegative P y-measurable process ft and T ∈ (0,∞) we
have
E
∫ T
0
ftρt dAt = E fτ Iτ≤T . (4.18)
Proof. As usual, it suffices to prove (4.18) for the indicator functions of sets B × (r1, r2], where
0 ≤ r1 ≤ r2 and B ∈ F yr1 are arbitrary, which generate P y . Take such a set and use (4.7) to write
I := E
∫ T
0
ρt IB×(r1,r2] dAt = E IB
∫ r2∧T
r1∧T
ρt dAt
= Eρr1∧T IB(π¯r1∧T , 1)− Eρr2∧T IB(π¯r2∧T , 1).
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If r1 ≥ T , then r1 ∧ T = r2 ∧ T = T , and
I = 0 = E IB×(r1,r2](ω, τ)Iτ≤T .
In case r1 < T we have r1 ∧ T = r1 and we can use (1.9). Then we find that
I = E IB(π¯r1 , 1)E{ρr1 | F yr1} − E IB(π¯r2∧T , 1)E{ρr2∧T | F yr2∧T }
= E IB E{Iτ>r1 | F yr1} − E IB E{Iτ>r2∧T | F yr2∧T }
= E IB Ir1<τ≤r2∧T = E IB×(r1,r2](ω, τ)Iτ≤T .
Hence, the equality between the extreme terms holds in all the cases and the lemma is
proved. 
Proof of Theorem 1.10. First of all, owing to Theorem 2.6∫
∂G
φ(s, x, ys)αs(dx)dAs
is P y-measurable for any Borel bounded or nonnegative function φ(t, z). We use Theorem 4.5
and Lemma 4.9 to see that for any Borel bounded or nonnegative function φ(t, z) and any Borel
bounded function c(t, y) we have
E Iτ≤Tφ(τ, zτ )κτ (c) = Eκτ (c)
∫
∂G
φ(τ, x, yτ ) ατ (dx)Iτ≤T ,
that is
Eκτ (c)η = 0, (4.19)
where
η := Iτ≤Tφ(τ, zτ )− Iτ≤T
∫
∂G
φ(τ, x, yτ ) ατ (dx).
We observe that on the event {τ ≤ T } we have
κτ (c) =
∫ T
0
c(s, ys)Is≤τ ds
and then exactly as in the proof of Lemma 4.7 we obtain that (4.14) holds for any Borel
Rd2 -valued function c(t) if we set ξt := yt It≤τ . Then as in the proof of Lemma 4.7 this leads to
(4.13).
We now claim that
F ξT = G yT . (4.20)
To prove the claim observe that ξt = yt∧τ It≤τ , which is G yt -measurable by the definition of G yt
and Lemma 4.8(i). Therefore, F ξT ⊂ G yT .
On the other hand, notice that
{ω : ξt ≠ 0} ⊂ {ω : t ≤ τ } ⊂ {ω : ξt ≠ 0} ∪ {ω : yt = 0},
where, for t > 0, the event {ω : yt = 0} has probability zero since the nondegenerate diffusion
process zt with Lipschitz continuous coefficients has a density of distribution at any t > 0. It
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follows that {t ≤ τ } ∈ F ξt for any t ≥ 0. In particular, ξs It≤τ is F ξt -measurable whenever s ≤ t .
Now from
yt∧τ = ξt + yτ Iτ<t
and the fact that
yτ Iτ<t = lim
n→∞
n−1
k=0
ykt/n Ikt/n≤τ<(k+1)t/n = lim
n→∞
n−1
k=0
ξkt/n(1− I(k+1)t/n≤τ )
we infer that yt∧τ is F ξt -measurable and hence F ξT ⊃ G yT . This proves (4.20).
Now (4.13) and (4.20) imply that
E{Iτ≤Tφ(τ, xτ ) | G yT } = E{Iτ≤T
∫
∂G
φ(τ, x, yτ ) ατ (dx) | G yT }
and to obtain (1.12) it only remains to use Lemma 4.8. The theorem is proved. 
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