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ON A NON-VANISHING CONJECTURE OF KAWAMATA AND
THE CORE OF AN IDEAL
EERO HYRY AND KAREN E. SMITH
Abstract. We show, under suitable hypothesis which are sharp in a certain
sense, that the core of an m-primary ideal in a regular local ring of dimension d
is equal to the adjoint (or multiplier) ideal of its d-th power. This generalizes
the fundamental formula for the core of an integrally closed ideal in a two
dimensional regular local ring due to Huneke and Swanson. We also find a
generalization of this result to singular (non-regular) settings, which we show to
be intimately related to the problem of finding non-zero sections of ample line
bundles on projective varieties. In particular, we show that a graded analog
of our formula for core would imply a remarkable conjecture of Kawamata
predicting that every adjoint ample line bundle on a smooth variety admits a
non-zero section.
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1. Introduction
Let I be an ideal in a commutative ring. By definition, the core of I is the
intersection of all sub-ideals having the same integral closure as I. Because the
notion of integral closure is so fundamental, the core is a natural and interesting
object. Originally defined by Rees and Sally in [37], the first substantial progress
understanding core is due to Huneke and Swanson in [22], who proved that the core
of an integrally closed m-primary ideal I in a two dimensional regular local ring is
equal to the adjoint (or multiplier) ideal of I2. Since then, the algebraic properties
of core have been thoroughly studied; see, for example, [6] and [7]. Our own interest
in the core is motivated by seemingly unrelated geometric concerns: the core of a
certain ideal governs whether or not an ample line bundle on a projective algebraic
variety has a non-zero global section.
The purpose of this paper is two-fold. On the algebraic side, we find struc-
ture theorems for the core naturally generalizing the Huneke-Swanson results to
the higher dimensional and singular case. On the geometric side, we show how a
sufficiently good understanding of the core of a certain ideal in a very special kind
of graded ring would settle a remarkable conjecture of Kawamata predicting that
“adjoint” nef divisors are always effective. In particular, our higher dimensional
singular version of the Huneke-Swanson formula for core can be viewed as a local
analog of Kawamata’s conjecture. Our work shows that commutative algebraists
and algebraic geometers, working completely independently of each other and mo-
tivated by very different problems, both discovered and conjectured different facets
of the same beautiful—and still largely buried— mathematical diamond.
It is perhaps no surprise that multiplier (adjoint) ideals arise in the search for
non-vanishing theorems for nef line bundles. In recent years, multiplier ideals have
found many rich applications to algebraic geometry, particularly to issues of effec-
tiveness; see [8], [42]. Originally defined as ideals of holomorphic functions belong-
ing to a certain weighted L2-space, multiplier ideals can also be developed purely
algebraically (see [35]) or algebro-geometrically (see [9] or [31]). Recently, multi-
plier ideals have been used to prove surprising new results in commutative algebra
as well; see [10] and [11].
31.1. The motivating Geometry. Let X be a complex smooth projective variety
and let L be an ample line bundle on X . Being ample, the line bundle
Ln = L⊗ L⊗ · · · ⊗ L︸ ︷︷ ︸
n times
has many global sections for large enough n. On the other hand, L itself need not
have any sections at all. A fundamental unanswered question in algebraic geometry
is this: what n is large enough so that Ln has even one non-trivial global section?
As stated, there is no general answer to this question; there is no uniform n that
works for all line bundles on a given variety X . So we must restrict attention to
particular classes of bundles. For example, suppose that L is an adjoint bundle,
that is, that L is of the form KX ⊗ H where H is some ample line bundle and
KX is the canonical bundle of X . The Kodaira vanishing theorem implies that
the higher cohomology groups of L must all vanish, but as pointed out by Ambro
in [1], not a single example is known in which the zeroth cohomology group also
vanishes. In fact, even for numerically effective (“nef”) line bundles L of the form
KX ⊗ H where H is ample, the celebrated theorem of Shokurov guarantees that
Ln has many sections for sufficiently large n [40]; again, in all known examples, L
itself already has a non-zero section.
In [25], Kawamata conjectured that every numerically effective line bundle L
adjoint to an ample line bundle must have a non-zero global section: that is, if L
is of the form KX ⊗H for some ample H , then L
n has a non-zero section for every
n ≥ 1. More generally, Kawamata stated his effective non-vanishing conjecture
in a singular, logarithmic version, indeed, under the same general hypothesis of
Shokurov’s non-vanishing theorem (or of the “Base Point Free Theorem”) [25]:
Conjecture 1.1.1. Let D be any numerically effective (“nef”) Cartier divisor on
a normal projective variety X. If there exists an effective R-divisor B such that
the pair (X,B) is Kawamata log terminal 1 and such that the R-Cartier divisor
D − (KX + B) is big and nef, then the line bundle OX(D) has a non-zero global
section.
This remarkably strong conjecture was first raised as a question by Ambro in [1].
For curves it is trivially true and for surfaces it can be shown using a Riemann-Roch
argument ([25, Theorem 3.8]), but in higher dimensions it seems quite surprising.
For example, Conjecture 1.1.1 predicts that the linear system of every nef divisor
on a smooth Fano variety is non-empty; in particular, every Fano variety admits
an effective anti-canonical divisor. For smooth varieties for which KX is trivial,
Conjecture 1.1.1 asserts that every big and nef line bundle has a non-zero section;
in particular, every ample line bundle on a Calabi-Yau manifold admits a non-trivial
global section. At the opposite extreme, Conjecture 1.1.1 guarantees the existence
of non-zero sections for the bi-canonical bundle on a smooth minimal model of
general type.
1One can get interesting, but less technical statements by taking B to be zero and X to
be Gorenstein: then the condition that (X,B) is Kawamata log terminal amounts to X having
rational singularities. For the basic terminology of singularities of pairs used here, we recommend
[29] or [30] as a general reference.
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1.2. From Geometry to Algebra. Kawamata has shown that in order to prove
Conjecture 1.1.1, it suffices to prove the case where D is ample [25, Theorem 2.2].
This opens up the possibility of using commutative algebra.
Given a pair (X,D) consisting of a normal projective variety X and an ample
divisor D, consider the section ring
S =
⊕
n∈N
H0(X,OX(nD)),
a normal, finitely generated graded ring whose associated projective scheme recovers
X . As we describe in detail in Section 6, Kawamata’s Conjecture leads naturally
to an equivalent statement about the graded core of a certain submodule of the
canonical module ωS of S. This statement takes its simplest form in the case where
D = −KX is the anti-canonical bundle on a smooth Fano variety. In this case, the
section ring S is Gorenstein and the line bundle −KX will have a non-zero section
if the formula
(1) gradedcore (I) = adj (Id), where d = dimS,
holds for the integrally closed ideal I = S≥n generated by elements of degrees at
least n, for some (equivalently, every) fixed large n. Here the graded core of I is the
intersection of all homogeneous subideals whose integral closure is I, and adj (Id)
is the adjoint ideal (or multiplier ideal) of Id. (The definition is recalled in Section
5.3).
For more general pairs (X,D), the section ring S will not be Gorenstein, so the
usual notion of a multiplier ideal need not be defined. However, we overcome this
difficulty by using an alternate construction of adjoint module; this adjoint module
is a submodule of ωS rather than an ideal of S, agrees with the adjoint ideal for
local Gorenstein rings after fixing an isomorphism ωS ∼= S, but seems better suited
for working on singular varieties.2 In this more general setting, we show that D
has a section if
(2) gradedcore (IωS) = adj (I
dωS), where d = dimS,
holds for the ideal I = S≥n, n ≫ 0, where gradedcore (IωS) is the intersection
of the submodules JωS in ωS, as J ranges over all homogeneous ideals J whose
integral closure is I, and adj (IdωS) is the adjoint module, as defined in Remark
6.0.7.
Thus it may be possible to prove Kawamata’s Conjecture by proving formulas
(1) or (2) for section rings of divisors D satisfying the conditions of Kawamata’s
hypothesis. Such section rings are very special: for example, in the Fano case above,
the Rees ring S[It] turns out to be Cohen-Macaulay and even to have rational
singularities; even for more general pairs, the Rees ring is S[It] still has the very
strong property that its irrelevant ideal is a Cohen-Macaulay module. Under the
strong conditions imposed by the geometric hypothesis, we hope to eventually prove
formula (2) and hence Kawamata’s Conjecture. What we do in the current paper
is a local version of just that.
2The point is that its definition does not require the existence of a relative canonical divisor.
51.3. The Main Algebraic Results. Guided by the conjectural formulas (1) and
(2), we prove formulas for the core of an ideal I in a local ring A satisfying hypothe-
ses satisfied by the ideal I = S≥n in the special section rings S arising from a pair
(X,D) satisfying the assumptions of Conjecture 1.1.1. For example, a special case of
our main theorem produces the following higher dimensional (and singular) version
of the Huneke-Swanson formula for core mentioned in the opening paragraph:
Theorem 1.3.1. Let (A,m) be a Gorenstein local ring of dimension d essentially
of finite type over a field of characteristic zero, and let I be an m-primary ideal of
A. If the Rees ring A[It] of I has rational singularities, then
(3) core(I) = adj(Id),
where adj(Id) denotes the adjoint (or multiplier) ideal of the ideal Id.
Although the assumption above that the Rees ring has rational singularities
is quite strong, it is quite natural for two reasons. First, it is satisfied when S
is the section ring of the anti-canonical divisor on a Fano variety and I = S≥n,
n ≫ 0. Thus Theorem 1.3.1 can be viewed as a “local version” of (1) and hence
a local version of (a special case of) Kawamata’s Conjecture. Second, it always
holds whenever I is an integrally closed ideal in a two-dimensional regular local
ring, the setting of the Huneke-Swanson formula. In fact, we also show that under
some further restrictions, rational singularities of A[It] is necessary and sufficient
for formula (3) to hold (see Theorem 5.3.1).
Passing away from Gorenstein (and even Cohen-Macaulay) case, as we must in
order to prove Kawamata’s Conjecture in full generality, we arrive at a similar result
inside the canonical module:
Theorem 1.3.2. Let (A,m) be a local ring essentially of finite type over a field of
characteristic zero, and let I be an m-primary ideal such that the irrelevant ideal
of the Rees ring A[It] is a Cohen-Macaulay A[It]-module. Then if Y = ProjA[It]
has rational singularities,
core (IωA) = adj(I
dωA) := Γ(Y, I
dωY )
as submodules of ωA where d is the dimension of A.
Theorem 1.3.2, then, can be interpreted as a local version of (2), and so a local
analog Kawamata’s Conjecture. Indeed, its hypothesis is precisely satisfied by
a section ring S of a pair (X,D) satisfying the hypothesis of Conjecture 1.1.1.
Therefore, for such a section ring, Theorem 1.3.2 implies that
(4) core(IωS) = adj(I
dωS)
where I = S≥n is the ideal generated by the elements of degrees at least n≫ 0 and
d is the dimension of S. We conjecture that furthermore
(5) gradedcore(IωS) = adj(I
dωS)
holds, which, as we show in Section 6, implies Conjecture 1.1.1. The difference
between (4), which we prove to be true, and (5), which implies Kawamata’s Con-
jecture, is that in the latter we are intersecting over only homogeneous ideals J .
On the other hand, since both intersections are actually finite and there are plenty
of homogeneous reductions, it is reasonable to expect that perhaps equality holds.
This, however, seems to be a very subtle question.
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Our formulas for core also elucidate the relationship between the core and the
coefficient ideals of Aberbach and Huneke (see Corollary 5.4.1), and support some
very general conjectures of Corso, Polini and Ulrich, which built on the Huneke-
Swanson work; see [7]. For example, we prove:
Theorem 1.3.3. Let (A,m) be a Cohen-Macaulay local ring containing the rational
numbers and let I be any equimultiple ideal of positive height. If the Rees algebra
A[It] is Cohen-Macaulay, then
core I = Jr+1 : Ir for r ≫ 0,
where J is any minimal reduction of I.
This formula for core is conjectured in more general settings in [7].
The format of the paper is as follows. Section 2 summarizes some background
material and conventions, while recording various technical lemmas for later use.
Section 3 forms the technical heart of this paper. Here we prove our main technical
theorem, Theorem 3.0.2, describing the core module core(IωA) of an ideal in the
canonical module as an “adjoint-type” module. Theorem 3.0.2 requires a certain
Brianc¸on-Skoda-type hypothesis, and in Section 4, we identify some natural classes
of rings and ideals for which these hypotheses are satisfied. In Section 5, we pull
together these results to deduce our main local results, including Theorems 1.3.1
and 1.3.3. Finally, in Section 6, we show how Kawamata’s Conjecture reduces to a
purely algebraic statement about the graded core analogous to our main results in
the local case.
Throughout this paper, all rings and schemes are assumed Noetherian, and are
assumed to possess a dualizing complex. The notation (A,m) denotes a local ring
whose unique maximal ideal is named m. For an affine scheme SpecA, we frequently
abuse terminology by deliberating blurring the difference between a quasi-coherent
sheaf of modules on SpecA and the corresponding A-module of its global sections.
2. Algebraic Preliminaries.
This section summarizes some definitions, tools and conventions we will use.
With the exception of the definition of core and graded core in Subsection 1 and a
few technical results (likely to be well-known to experts), nearly all of this material
can be unearthed from the sources [19], [17], and [34]. Readers may prefer to skip
this section and refer back only as necessary.
2.1. Integral Closure, Reductions, and the Core. Let I be an ideal in a
Noetherian ring A. The integral closure of I is defined as the set of all elements z
in A satisfying a polynomial equation
zn + a1z
n−1 + · · ·+ an = 0,
where ai ∈ Ii. The integral closure I of I is an ideal of A containing I and contained
in the radical of I. In the case where I is a homogeneous ideal of a graded ring, I
is also homogeneous.
A reduction of I is any sub-ideal of I having the same integral closure. Equiva-
lently, J is a reduction of I if there is a positive integer r such that
Ir+1 = JIr.
7The smallest such r is called the reduction number of the pair (I, J). Equivalently,
a sub-ideal J is a reduction if and only if the corresponding inclusion of Rees Rings
A⊕ J ⊕ J2 · · · ⊂ A⊕ I ⊕ I2 . . .
is integral.
A minimal reduction of an ideal I is a reduction that does not properly contain
any smaller reduction of I. Every ideal admits minimal reductions. If I is an m-
primary ideal in a local ring (A,m) of dimension d, then any reduction generated
by d elements is a minimal reduction of I. Conversely, if the residue field A/m is
infinite, then every minimal reduction is generated by d elements.
See [19, §4, §10] for more information on integral closures and reductions.
Definition 2.1.1. The core of an ideal is the intersection of all its reductions.
If the ideal is a homogeneous ideal in a graded ring, then its graded core is the
intersection of all its homogeneous reductions.
Remark 2.1.2. Obviously, core I ⊂ gradedcore(I) for any homogeneous ideal in
a graded ring, but the inclusion can be strict in general, even when I has many
homogeneous reductions; see Remark 6.4.2.
Our main interest from the point of view of Kawamata’s conjecture is the ideal
of elements of degrees at least n in a graded ring. In this case we have the following
simple descriptions of integral closure, reductions, and the graded core.
Proposition 2.1.3. Let S be an N-graded reduced ring finitely generated over an
infinite field S0 = k. Suppose that the set of elements of S of degree n generate a
cofinite ideal I (that is, that S/I is finite dimensional over k). Then
(1) I = S≥n, the ideal generated by all elements of degrees at least n.
(2) Every minimal homogeneous reduction of I is generated by a system of
parameters for S consisting of elements of degree n.
(3) The graded core of I is the intersection of all homogeneous systems of pa-
rameters consisting of elements of degree n.
Proof. Suppose that I is generated by elements of degree n and let w be a ho-
mogeneous element of I. Then w satisfies a homogeneous equation of integral
dependence
wt + a1w
t−1 + · · ·+ at−1w + at = 0
where ai ∈ Ii. Since Ii is generated by elements of degree in, we see that the
degree of w must be at least n: otherwise the homogeneity forces all ai = 0 and so
w would be nilpotent. Thus no element of degree less than n can be in I.
On the other hand, fix any system of parameters {x1, . . . , xd} consisting of ele-
ments of degree n. Then we have a finite integral extension of graded rings
A = k[x1, . . . , xd] →֒ S,
and so every homogeneous element w of S satisfies a homogeneous equation of
integral dependence
wt + a1w
t−1 + · · ·+ at−1w + at = 0,
where ai ∈ A. Now if w has degree at least n, the elements ai have degree at least
in. Thus ai ∈ (x1, . . . , xd)
i, and w is integral over (x1, . . . , xd).
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Let J be any minimal homogeneous reduction of I (or of I). From the above
arguments, J is necessarily generated by degree n elements, and since the ground
field is infinite, these generators form a system of parameters. This completes the
proof. 
2.2. Canonical sheaves and trace. A general reference for the material in this
section is [17]. See also [5].
A canonical sheaf for a Noetherian scheme of dimension d is defined to be the
coherent sheaf given by the −d-th cohomology of a normalized dualizing complex
for the scheme, when such a dualizing complex exists. When the scheme is Cohen-
Macaulay, the canonical sheaf is a dualizing sheaf in the sense of Grothendieck.
Dualizing complexes exist for any equidimensional scheme essentially of finite type
over an affine Gorenstein scheme; see [17, p299, p306].
The canonical sheaf of a scheme Y is not uniquely determined up to isomorphism
in general. However, in many situations, there is a canonical choice for the canonical
sheaf. For example, if Y is a normal algebraic variety, then the usual notion of the
canonical sheaf (namely, the unique reflexive sheaf that agrees with the sheaf of top
differential Ka¨hler forms on the smooth locus; see (6.1)) provides a natural, “truly
canonical” choice for ωY . More generally, when all schemes are equidimensional
and essentially of finite type over a fixed ground scheme SpecA that admits a
residual complex, there is a functorial procedure (“upper shriek,” denoted “!”) for
constructing natural dualizing complexes on them from the given one on A. In this
paper, all schemes will be of essentially finite type over a fixed local ground scheme
possessing a dualizing complex (a field in the geometric settings), with respect to
which all canonical sheaves will be constructed.
For affine schemes, we also use the terminology canonical module. The canonical
module of a local ring (A,m) can be described as a finitely generated module whose
dual is the top local cohomology module Hdm(A), where d = dimA (with the duality
as described in Subsection 2.3).
2.2.1. The Canonical sheaf and Cohen-Macaulayness. The canonical sheaf of a
Cohen-Macaulay scheme is itself a Cohen-Macaulay sheaf of the same dimension.
Even for non-Cohen-Macaulay schemes, the canonical sheaf retains a bit of its
Cohen-Macaulayness: the canonical sheaf satisfies Serre’s S2 condition. In par-
ticular, the canonical sheaf of a scheme Y of dimension at most two is a Cohen-
Macaulay sheaf, even if Y itself is not Cohen-Macaulay. The basic properties of
canonical modules over (non-Cohen-Macaulay) local rings are summarized, with
references, in [20, Section 2].
2.2.2. Trace. Fix a proper map
Y
f
−→ SpecA,
where SpecA is an equidimensional local scheme of dimension d with fixed normal-
ized residual complex R•. Letting R•Y := f
!R• be the corresponding normalized
residual complex for Y , Grothendieck’s general theory of trace provides a map
RΓ(Y,R•Y ) −→ R
•;
see [17, p318] for details on f ! and [17, p383] for more on trace. In particular, when
A and Y have the same dimension d, we can take the −d-th cohomology, and we
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Γ(Y, ωY ) −→ ωA,
which we call the trace map. The dual of the trace map is the natural map of local
cohomology modules
Hdm(A) −→ H
d
Z(OY ),
where m is the unique maximal ideal of A and Z = f−1({m}) (with the duality as
discussed below in Subsection 2.3).
The most important case for us is when Y −→ SpecA is proper and birational,
specifically, a blowup along an ideal in SpecA. In this case, the trace map turns out
to be injective; dually, the natural map of local cohomology modules Hdm(A) −→
HdZ(OY ) is surjective. See, for example, [36, p103]. Throughout this paper, we will
always identify Γ(Y, ωY ) with a submodule of ωA using this trace morphism when
Y −→ SpecA is projective and birational.
In geometric situations, the meaning of the trace map is often clear. For example,
if both Y and SpecA are normal and Y
f
−→ SpecA is the blowing up of some closed
subscheme W ⊂ SpecA of codimension at least 2, then there is a natural inclusion
Γ(Y, ωY ) →֒ ωA
obtained by restricting a global section of ωY to Y \ f−1(W ) = SpecA \W and
then extending uniquely to a section of ωA.
2.2.3. Adjunction. Let E be a subscheme of a Cohen-Macaulay scheme Y defined
locally by a nonzerodivisor. Let OY (−E) denote the ideal sheaf of E, so that
OY (E) denote its dual. Then the “upper shriek” construction in which a canonical
module on Y determines one on E is easy to describe. Explicitly,
ωE := Ext
1
OY (OE , ωY ).
In particular, ωY and ωE are related by the following exact sequence
0 −→ ωY −→ ωY (E) −→ ωE −→ 0,
obtained from the long exact sequence that arises by applying the functorHomOY (−, ωY )
to the exact sequence 0 −→ OY (−E) −→ OY −→ OE −→ 0.
If Y fails to be Cohen-Macaulay but is proper over a local scheme, and E is
locally defined by a nonzerodivisor, then we still have an exact sequence
0 −→ ωY −→ ωY (E) −→ ωE ,
but exactness on the right can fail in general.
2.3. Duality. Throughout this paper, the term “duality” always refers to the fol-
lowing version of Grothendieck duality combining global and local duality as devel-
oped in [17]. For a careful proof of this form of duality, see [33, p188].
Let (A,m) be a local ring that is a homomorphic image of a Gorenstein ring
(for example, essentially of finite type over a field). Let Y
f
−→ SpecA be a proper
morphism and let Z = f−1({m}) denote its closed fiber. If Y is Cohen-Macaulay
of equidimension d, then for any coherent OY -module F , there exist A-module
isomorphisms for all i
(6) HiZ(Y,F)
∼=
−→ HomA(Ext
d−i
Y (F , ωY ), EA(A/m)),
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where EA(A/m) is an injective hull of the residue field of A, and H
i
Z(Y,F) de-
notes the local cohomology module of F with supports in Z. In particular, if F is
invertible, then
HiZ(Y,F) is dual to H
d−i(Y,F−1 ⊗ ωY ).
Note that this duality includes Serre duality as a special case. Indeed, if Y is
a projective variety over a field k, then applied to the proper map Y −→ Spec k
(so that Y = Z and EA(A/m) = k), we recover the standard statement of Serre
duality (as in [18, p243]). At the other extreme, taking f to be the identity map
SpecA −→ SpecA, we recover the standard local duality familiar to commutative
algebraists (as in [4, p133]).
When Y is not Cohen-Macaulay, the isomorphism (6) holds as stated only for
i = d. To get duality for all i, one must replace ωY in the statement of (6) by the
normalized dualizing complex for Y . We will not need such general formulations of
duality in this paper. See [33, p188].
2.4. Rees Rings and Associated Graded Rings. Let I be an ideal in a Noe-
therian ring A. The Rees ring of A with respect to A is the N-graded ring
A[It] := A⊕ I ⊕ I2 ⊕ I3 ⊕ . . . ,
and the associated graded ring or form ring is the N-graded ring
grI A := A/I ⊕ I/I
2 ⊕ I2/I3 ⊕ I3/I4 ⊕ . . . .
In both cases, the “multiplication” is the one naturally induced by multiplication
in A. If the ideal I has positive height, then the Rees ring has dimension d + 1,
where d = dimA, and the associated graded ring has dimension d. (See e.g. [19,
Theorem 9.7]).
Now let R and G be the Rees and associated graded rings, respectively, for A
with respect to some ideal I of positive height. Set Y = ProjR. By definition,
the natural projection Y
π
−→ SpecA (induced by the inclusion of A in R) is the
blowing up morphism of the ideal I. The ideal sheaf IOZ is invertible, and defines
the scheme theoretic pre-image of the subscheme of SpecA defined by I. Thus
this pre-image is a divisor, E, called the exceptional divisor 3 of π. The natural
isomorphism R⊗A A/I −→ G identifies E with ProjG, so there is a fiber diagram
Z −−−−→ E := ProjG −−−−→ Y := ProjRy y y
Spec(A/m) −−−−→ Spec(A/I) −−−−→ SpecA,
where Z is the scheme-theoretic fiber over the closed point m of SpecA. In this
diagram, the horizontal maps are all closed embeddings whereas the vertical maps
are all proper. If I is an m-primary ideal, the schemes Z and E share the same re-
duced subscheme. The invertible sheaves InOY can be identified with the coherent
sheaves OY (n) arising from the graded R-modules R(n) (where R(n)m = Rn+m).
This justifies our use of the notations
InOY , OY (n), and OY (−nE)
interchangeably, even when n is negative.
3Caution: If I has height one, the actual exceptional set for the map pi may not be a divisor
at all, but a proper subset of Ered.
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2.4.1. Arbitrary Filtrations. More generally, Rees rings and associated graded rings
can be defined with respect to an arbitrary filtration of a Noetherian ring A. Let
{In}n∈N be a filtration of A, that is, a descending sequence of ideals satisfying
InIm ⊂ In+m for all n,m ∈ N and I0 = A. Then the Rees ring and associated
graded rings are defined by
A⊕ I1 ⊕ I2 ⊕ . . . and A/I1 ⊕ I1/I2 ⊕ I2/I3 ⊕ . . . ,
respectively. The standard Rees and associated graded rings of the previous para-
graph correspond to the filtration {In} = {In}. In general, the Rees ring and
associated graded ring of an arbitrary filtration need not be Noetherian. However,
if they are Noetherian and I1 has positive height, then the dimensions are d + 1
and d, respectively, where d is the dimension of A, just as for filtrations by powers
of ideals.
Given any filtration {In} and a fixed natural number k, there is a Veronese sub-
filtration whose n-th member is Ikn. In this case, the corresponding Rees ring is
the k-th Veronese subring of the Rees ring for {In}. (The affect on the associated
graded ring is more subtle.) Because every finitely generated graded algebra has
a Veronese sub-ring generated in degree one, any filtration giving rise to a finitely
generated Rees ring admits a Veronese sub-filtration consisting of powers of an ideal
Ik.
The only type of filtration we use in this paper (other than powers of I) is the
“natural” filtration in a graded ring: If S is a Noetherian N-graded ring, then set
In = S≥n to be the ideal generated by elements of degrees at least n. In this case,
the Rees ring, denoted S♮, is Noetherian and the associated graded ring is naturally
isomorphic to S.
2.4.2. The a-invariant. Let R be an arbitrary Noetherian graded ring over a local
ring, and let M denote its unique homogeneous maximal ideal. The a-invariant of
R is defined as
a(R) = max
n
{[HdM(R)]n 6= 0}.
The a-invariant of a Rees ring is always −1 while the a-invariant of the associated
graded ring carries subtle information about the singularities of A and R (see 2.5.2
below). The term “a-invariant” is due to Goto and Watanabe; see [14].
2.5. The Sancho de Salas Sequence. Let
R = R0 ⊕R1 ⊕R2 ⊕ . . .
be an arbitrary graded ring over a ring R0 = A, and let m be an arbitrary ideal of
A. Set Y = ProjR and Z = Y ×SpecA SpecA/m. Then for any graded R-module
N =
⊕
n∈ZNn, there is a degree-preserving long exact sequence:
. . . −→ HimR(N) −→
⊕
n∈Z
Him(Nn) −→
⊕
n∈Z
HiZ(Y,Nn) −→ H
i+1
mR
(N) −→ . . .
where mR = m⊕R1⊕R2⊕. . . and Nn denotes the quasi-coherentOY -module corre-
sponding to the graded R-module N(n). This very useful sequence was introduced
in [38] in a special case, and later developed by Lipman in [34].
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2.5.1. Local vs Global Cohomology. For example, consider the extreme case where
m = 0. Then Y = Z and because Hi0(N) = 0 for i > 0, the Sancho de Salas
sequence degenerates to the long exact sequence
0 −→ H0R>0(N) −→ N −→
⊕
n∈Z
H0(Y,Nn) −→ H
1
R>0(N) −→ 0,
where R>0 = R1 ⊕R2 ⊕ . . . is the “irrelevant ideal” of the graded ring R, and the
graded isomorphisms⊕
n∈Z
Hi(Y,Nn) ∼= H
i+1
R>0
(N) for i ≥ 1.
This is the familiar identification between sheaf cohomology on a projective scheme
and the corresponding local cohomology with supports in the irrelevant ideal.
2.5.2. The case of Rees rings. Let R be the Rees ring of a local ring (A,m) of
dimension d with respect to a Noetherian filtration of ideals In of positive height.
In this case, mR = m ⊕ R1 ⊕ R2 ⊕ . . . is the unique homogeneous maximal ideal
MR of R. For the case N = R, the Sancho de Salas sequence is
. . . −→ HiMR(R) −→
⊕
n∈N
Him(In) −→
⊕
n∈Z
HiZ(Y,OZ(n)) −→ H
i+1
MR
(R) −→ . . . .
This exact sequence can be used to quickly deduce many useful well-known facts,
including:
(1) As graded A-modules, Hd+1mR (R)
∼= ⊕n<0HdZ(Y,OY (n)). This is because the
maps Hdm(In) −→ H
d
Z(Y,OY (n)) are surjective for all n ≥ 0 (see, e.g. [36,
p. 103].)
(2) If R is Cohen-Macaulay, then HiZ(Y,OY (n)) = 0 for all n < 0 and all i < d.
By duality, this is the same as Hi(Y, ωY (n)) = 0 for all n > 0 and all i > 0.
(3) If I ism-primary and bothA andR are Cohen-Macaulay, then alsoHiZ(Y,OY (n)) =
0 for all n ≥ 0 and all 1 < i < d. The dual statement is Hi(Y, ωY (n)) = 0
for all n ≤ 0 and all 0 < i < d− 1.
(4) If A is Cohen-Macaulay, then R is Cohen-Macaulay if and only if G is
Cohen-Macaulay with negative a-invariant. [13], [34]
(5) If G is Cohen-Macaulay, then HiZ(Y,OY ) = 0 for all i < d. Dually,
Hi(Y, ωY ) = 0 for all i > 0. [38], [34]
To deduce the above statements involving Cohen-Macaulayness, use the fact that
a module M over a local (or graded) ring (R,M) is Cohen-Macaulay if and only if
the local cohomology modules HiM(M) vanish for all i < dimM .
2.6. The Graded Canonical Module. Let R =
⊕
n∈NRn be an N-graded ring
finitely generated over a local ring R0 = A, where (A,m) is a homomorphic image of
a Gorenstein local ring. LetMR = m⊕R1⊕R2⊕. . . denote the unique homogeneous
maximal ideal of R. Then R admits a graded canonical module, which by definition,
is a finitely generated graded R-module such that
HomA(ωR, EA(A/m))
∼= HdimRMR (R),
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where EA(A/m) is an injective hull of the A-module A/m and the notation Hom
denotes “graded homomorphisms”, namely
HomA(ωR, EA(A/m)) =
⊕
n∈Z
HomA([ωR]−n, EA(A/m)).
In other words, a graded canonical module is a finitely generated graded R-module
whose “graded Matlis dual” is isomorphic, as a graded R-module, to the top local
cohomology module with supports in the unique homogeneous maximal ideal of
R. The graded canonical module is uniquely determined up to degree preserving
homomorphism. Furthermore, it is a canonical module for R in the non-graded
sense as well. For details and generalities on graded canonical modules and related
material, see [19], Chapter VII, especially Section 36, or [4], Section 3.6, or the
original paper of Goto and Watanabe [14].
2.6.1. The canonical module for rings graded over a field. Let S be an N-graded
ring over a field k = A, and let X = ProjS be the corresponding projective scheme.
By definition, the graded pieces of the graded canonical module ωS are dual to the
graded pieces of HdimSMS (S). In the case where X has dimension at least one (so S
has dimension at least two), this latter module can be identified with (see 2.5.1)⊕
n∈Z
HdimX(X,OX(n)).
So, we use duality (which holds at the top spot even when X is not Cohen-
Macaulay) to conclude that
ωS =
⊕
n∈Z
H0(X,ωY (n))
is a graded canonical module for S.
2.6.2. The canonical module for R. In the case where R is a Rees ring of an ideal
of positive height in a local ring (A,m), we have
ωR =
⊕
n>0
H0(Y, ωY (n)),
where ωY is the canonical module on Y = ProjR constructed from the fixed one
on A. Indeed, its dual is
⊕
n<0H
d
Z(Y,OY (−n)), which is identified with H
d+1
MR
(R)
as a graded module, by 2.5.2 (1). More generally, this argument shows that for
any graded ring R over a local ring A, [ωR]n = H
0(Y, ωY )n) for positive n, where
Y = ProjR.
2.6.3. The canonical module for G. Likewise, there is a similar choice for the asso-
ciated graded ring G of an m-primary ideal, at least when d ≥ 2, namely
ωG =
⊕
n∈Z
H0(E,ωE(n)),
where ωE is the canonical module on E = ProjG constructed from the fixed one on
A. Indeed, its dual is
⊕
n∈ZH
d−1(E,OE(−n)), which is identified with HdMG(G) as
a graded module, by the identity (2.5.1) above. In dimension one, these arguments
give only that
[ωG]n = H
0(E,ωE(n))
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for positive n. The non-positive pieces of ωG are more complicated to describe (and
are of crucial importance in our arguments). These will be treated later in Lemma
3.2.1.
2.6.4. The effect of killing a parameter. Let ωG be the graded canonical module of a
Cohen-Macaulay graded ring G over a local ring G0, and let x be any homogeneous
nonzerodivisor. Set G to be the graded ring G/xG. Then
ωG
∼=
ωG
xωG
(n),
as graded modules, where n is the degree of x. Here recall that for a graded module
M , the notation M(n) denotes the same module with the degree shifted so that
[M(n)]t = [M ]n+t. This is well-known and easy to prove; see, for example, [4,
Corollary 3.6.14].
More generally, even when G is not Cohen-Macaulay, we often have useful state-
ments along these lines. For example, we will make use of the following proposition:
Proposition 2.6.1. Let G be an N-graded ring of dimension d > 0, finitely gener-
ated over an Artin local ring G0, and let x be any homogeneous element of degree
n. Then there is a natural degree-preserving injection
ωG
xωG
(n) →֒ ωG,
where G denotes the ring G/xG, whenever the dimension of AnnG(x) (as a G-
module) is strictly less d.
Proof. Consider the four term exact sequence of degree preserving maps
0 −→ AnnG(x) −→ G(−n)
x
→ G −→ G/xG −→ 0.
Breaking this up, the short exact sequence
0 −→ AnnG(x) −→ G(−n)
x
→ xG −→ 0
induces an isomorphism
HdMG(G)(−n)
x
−→ HdMG(xG),
since HdMG(AnnG(x)) = 0. So the sequence
0 −→ xG −→ G −→ G/xG −→ 0
gives rise to the exact sequence
Hd−1MG (G/xG) −→ H
d
MG
(G(−n))
x
−→ HdMG(G) −→ 0.
Dualizing (that is, applying the graded Matlis dual functor; see 2.6) yields an exact
sequence
0 −→ ωG
x
−→ ωG(n) −→ ωG/xG,
which provides the natural inclusion
ωG
xωG
(n) →֒ ωG.

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3. The Main Technical Theorem
This section forms the technical heart of this paper. Here we prove Theorem
3.0.2, which will later be used to deduce the higher dimensional versions of the
Huneke-Swanson formulas for core, our “local version” of Kawamata’s conjecture,
a formula for core conjectured by Corso, Polini and Ulrich, the results linking core
and coefficients ideals, and other properties of core in Section 5 and 6.4.
Recall that if Y = ProjA[It] −→ SpecA is the blow-up of SpecA along an ideal
I, then the A-module H0(Y, ωY ) can be naturally identified with a submodule of
ωA (see 2.2.2). Likewise, the modules H
0(Y, InωY ) for n ≥ 0 can be identified with
submodules of ωA, denoted by Ωn.
Theorem 3.0.2. Let I be an m-primary ideal in a local ring (A,m) of positive
dimension d containing the rational numbers. Assume that for any reduction J of
I,
(7) JωA ∩ Ωd−1 = J(Ωd−2 ∩ ωA),
as submodules of ωA. Then
core (IωA) ⊂ Ωd
as submodules of ωA, where core IωA denotes the intersection in ωA of the submod-
ules JωA as J ranges through all reductions of I.
Remark 3.0.3. Note that if d ≥ 2, then Ωd−2 is contained in ωA in any case; the
intersection with ωA is relevant only when d = 1.
Remark 3.0.4. For ideals I of reduction number at most one, the assumption that
A contains the rational numbers is unnecessary; see Remark 3.4.7.
Remark 3.0.5. In the geometric setting, the module H0(Y, IdωY ) is closely related
to the adjoint ideal (or multiplier ideal) of Id, at least when Y happens to be
smooth (or have rational singularities). See Remark 6.0.7.
As we will see in the next section, the hypothesis (7) of Theorem 3.0.2 is a
type of “Brianc¸on-Skoda” statement, and it is satisfied in many nice situations.
For example, we will show that (7) holds whenever A and the Rees ring A[It] are
Cohen-Macaulay, or more generally even if A is not Cohen-Macaulay provided that
the irrelevant ideal of the Rees ring A[It] is a Cohen-Macaulay module. This latter
condition arises naturally in the geometric setting that motivates us.
The proof of Theorem 3.0.2 will occupy this entire section. The main point is
that Lemma 3.3.1 reduces us to a related statement about the intersection of the
corresponding submodules of the canonical module ωG of the associated graded
ring G. This statement about ωG is then proved by induction on the dimension,
with the hard part being the case where d = 1. For all these steps, we need a rather
delicate understanding of the structure of the canonical module for G—especially
how its graded pieces are related to the adjoint-type modules Ωn. Thus we begin
in Subsection 3.1 with a detailed study of the modules Ωn.
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3.1. The filtration by Adjoint-type modules. We fix some notation to be used
throughout the rest of this section. We let (A,m) denote a local ring of dimension
d ≥ 1 which is assumed to have an infinite residue field (and as always, possesses a
canonical module). Let I denote a proper ideal in A of positive height. Let R and G
denote the Rees ring and the associated graded ring with respect to I, respectively.
We set Y = ProjR and let Y
π
→ SpecA denote the natural blowing up morphism.
As always, we identify π∗ωY with a submodule of ωA (see Subsection 2.2.2).
We first establish some elementary properties of the “adjoint-type” A-modules
Ωn := Γ(Y, I
nωY ),
where n ∈ Z. First note that:
(1) Each Ωn is a finitely generated A-module.
(2) If n ≥ m, then Ωn ⊂ Ωm.
(3) For all n ∈ Z, we have IΩn ⊂ Ωn+1.
(4) There are natural identifications Ωn = HomA(I
p,Ωn+p) for all n ∈ Z and
all p ≥ 0.
The first property is immediate from the properness of Y −→ SpecA, while the
next two properties follow immediately from the definition. The fourth property
follows from the useful but elementary general fact: Let F be a coherent OY -module
such that the local generator for IOY is a nonzerodivisor on F at each point of Y .
Then HomY (JOY ,F) = HomA(J,Γ(Y,F)) for any ideal J ⊂ A. (This fact is easy
to prove; see, for example, Lemma 2.1 of [24].)
Our proof of Theorem 3.0.2 will exploit the following relationship between the
Ωn and the graded pieces of ωG.
Lemma 3.1.1 (Cf. [24], Theorem 2.2e). Let I be an m-primary ideal in a local ring
(A,m) of positive dimension d. Then there is a natural inclusion⊕
n≥1
Ωn−1/Ωn →֒ ωG
of graded G-modules. This inclusion is an isomorphism if Y is Cohen-Macaulay
and H1(Y, ωY (n)) = 0 for all n, for example, if both R and A are Cohen-Macaulay.
Proof. Consider the adjunction sequence
0 −→ ωY −→ ωY (−1) −→ ωE,
which is exact also on the right if Y is Cohen-Macaulay. Tensoring with OY (n)
and computing cohomology we get an exact sequence of cohomology
0 −→ H0(Y, ωY (n)) −→ H
0(Y, ωY (n− 1)) −→ H
0(E,ωE(n)).
Thus there is a natural injection⊕
n∈Z
Ωn−1/Ωn →֒
⊕
n∈Z
H0(E,ωE(n))
for all n ∈ Z. Since ωG and
⊕
n∈ZH
0(E,ωE(n)) agree in positive degrees, (see
2.6.3), the first claim is proven.
If Y is Cohen-Macaulay, then we have an exact sequence
0 −→ H0(Y, ωY (n)) −→ H
0(Y, ωY (n− 1)) −→ H
0(E,ωE(n)) −→ H
1(Y, ωY (n)),
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so the inclusion is a bijection in degree n if H1(Y, ωY (n)) = 0. When R and A
are both Cohen-Macaulay, the scheme Y = ProjR is Cohen-Macaulay, and this
vanishing holds (see 2.5.2). The lemma is proved. 
Remark 3.1.2. The proof of Lemma 3.1.1 shows that if d ≥ 2, the inclusion⊕
n∈Z Ωn−1/Ωn →֒ ωG holds for all n, not just positive n. A nice consequence
is that, for dimension ≥ 2, the increasing chain of modules
· · · ⊂ Ω2 ⊂ Ω1 ⊂ Ω0 ⊂ Ω−1 ⊂ Ω−2 . . .
must stabilize for −n < −a, where a is the a-invariant of G. In fact, it stabilizes to
ωA:
Lemma 3.1.3. Let I be an m-primary ideal in a local ring (A,m) of dimension at
least two. Then
Ω−n = ωA
for all n > a(G).
Proof. Fix n≫ 0. To verify that ωA ⊂ Ω−n, recall that Ω−n = HomA(In,Ω0). So
it will suffice to show that for n ≫ 0, InωA ⊂ Ω0 (then each f in ωA determines
the element “multiplication by f” in Ω−n = HomA(I
n,Ω0).) Because the blowup
map restricts to an isomorphism away from the closed set Spec(A/I), the trace
map Ω0 ⊂ ωA becomes an identity after localizing at any element of I. So some
power of I annihilates ωA/Ω0, and I
nωA ⊂ Ω0 for large n, as needed.
To check the reverse inclusion, consider the exact sequence of A-modules
0 −→ ωA −→ Ω−n −→ Q −→ 0
where, because I is m-primary, the module Q is supported atm. There is an induced
sequence of local cohomology
H0m(Ω−n) −→ H
0
m(Q) −→ H
1
m(ωA).
The right term above vanishes because ωA is S2 while the left term vanishes be-
cause Ω−n = HomA(Ωn,Ω0) ⊂ HomA(Ωn, ωA), so no element can be killed by any
parameter in A. Thus H0m(Q) = 0, and since Q is supported only at m, Q = 0 as
well. 
In dimension one, the picture is somewhat different: although it is still true that
ωA ⊂ Ω−n for large n, we do not get stabilization.
Lemma 3.1.4. If I is integral over a principle ideal, then Ωn = xΩn−1 for all
n ∈ Z, where x generates a minimal reduction for I. This holds in particular when
I is an m-primary ideal in a local ring of dimension one.
Proof. In this case, Y = ProjA[It] is affine, so
Ωn = I
nωY = x
nωY = x(I
n−1ωY ) = xΩn−1
for all n. 
The next lemma refines our understanding of the modules Ωn for the case of
non-negative n.
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Lemma 3.1.5. Let (A,m) be a local ring and let I be a proper ideal of A of height
greater than one. Then Ωn+1 :ωA I = Ωn for all n ≥ 0. In fact, Ωn+p :ωA I
p = Ωn
for all n ≥ 0 and all p ≥ 1. This also holds for ideals of height one that are integral
over a principle ideal.
Proof. Recall that Ωn = HomA(I
p,Ωn+p). Clearly each element w of Ωn+p :ωA
Ip gives rise to an element of Ωn, namely, the “multiplication by w map” in
HomA(I
p,Ωn+p). We need to show that every A-module map from I
p to Ωn+p
arises this way.
We treat the height greater than one case first. Because Ip contains a regular se-
quence of length two on ωA, we have HomA(I
p, ωA) = ωA. Since HomA(I
p,Ωn+p) ⊂
HomA(I
p, ωA), this implies that every element of HomA(I
p,Ωn+p) arises by multi-
plication by some element of ωA, as needed.
Now suppose I has a reduction generated by one element, say x. By Lemma
3.1.4, we have Ωn+1 = xΩn for all n ∈ Z. So also Ωn+p = xpΩn for all n ≥ 0
and all p ≥ 1. Take any u ∈ Ωn = HomA(Ip,Ωn+p). Then u(xp) = xpω for
some ω ∈ Ωn ⊂ ωA. We claim now that u is the map “multiplication by ω.” To
check this, take any a ∈ Ip. We get xpu(a) = au(xp) = axpω, so because xp
is a nonzerodivisor on ωA, we conclude that u(a) = aω. This shows that Ωn =
HomA(I
p,Ωn+p) ⊂ Ωn+p :ωA I
p. The proof is complete. 
3.2. The canonical module ωG in the dimension one case. Because our strat-
egy for proving Theorem 3.0.2 is to reduce to the one-dimensional case, we need
to understand ωG in the case d = 1. In dimension one, if R and G are both
Cohen-Macaulay, it is easy to see that
ωG ∼=
⊕
n>0
Ωn−1
Ωn
.
However, our reduction to the dimension one case will destroy the Cohen-Macaulayness
of R (even when it is assumed at the start), so the following lemma is crucial.
Lemma 3.2.1. Let (A,m) be a one-dimensional local ring. Let I ⊂ A be an m-
primary ideal. Then
[ωG]n =
{
Ωn−1/Ωn for n > 0
Ωn−1
⋂
HomA(I
−n,ωA)
Ωn
for n ≤ 0.
Here, for n ≤ 0, the intersection is carried out in HomA(I
−n+1, ωA) which naturally
contains both Ωn−1 = HomA(I
−n+1,Ω0) and HomA(I
−n, ωA).
To understand the lemma, note that for n ≤ 0, the module Ωn can be consid-
ered as a submodule of HomA(I
−n, ωA) via the injection Ωn = HomA(I
−n,Ω0) −→
HomA(I
−n, ωA) induced by the inclusion Ω0 ⊂ ωA. Also, there is a natural inclu-
sion of HomA(I
−n, ωA) in HomA(I
−n+1, ωA), induced as the dual of the inclusion
I−n+1 ⊂ I−n, since HomA(I
−n/I−n+1, ωA) = 0.
Proof. Consider the long exact sequence (see 2.5.1) relating cohomology for G and
ProjG:
0 −→ H0MG(G) −→ G −→
⊕
n∈Z
H0(E,OE(n)) −→ H
1
MG
(G) −→ 0.
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Applying duality for the proper map E −→ SpecA/I, we get an exact sequence
0 −→ ωG −→
⊕
n∈Z
H0(E,ωE(n)) −→
⊕
n∈Z
HomA/I(Gn, EA/I) = EG,
where EA/I denotes the injective hull of the residue field of the zero dimensional
ring A/I (and EG is by definition the graded injective hull of the residue field of
G; see [19, p293]). For n > 0, [EG]n = 0, so there are natural isomorphisms
[ωG]n = H
0(E,ωE(n))
for all n > 0, whereas for −n ≤ 0, we have
[ωG]−n = ker [H
0(E,ωE(−n)) −→ HomA(I
n/In+1, EA/I)].
Note that Y is always Cohen-Macaulay: Away from E, Y is isomorphic to the
zero-dimensional scheme SpecA\m, whereas since E is defined by a nonzerodivisor
locally in Y , the Cohen-Macaulay property of the zero-dimensional scheme E lifts
to Y . So we have a twisted adjunction sequence
0 −→ ωY (n) −→ ωY (n− 1) −→ ωE(n) −→ 0.
Because Y is affine, we have a corresponding sequence of global sections
0 −→ Ωn −→ Ωn−1 −→ H
0(E,ωE(n)) −→ 0.
Hence Ωn−1/Ωn = H
0(E,ωE(n)) for all n ∈ Z. So for n > 0, we conclude that
[ωG]n = Ωn−1/Ωn,
as needed.
It remains to treat the case n ≤ 0. Because the case n = 0 is the only one we
actually need later, we write down the argument carefully only in this case for the
sake of clarity. However, the same exact argument “twisted” by O(n) produces the
result for any n ≤ 0.
Consider the case n = 0. Because ωA/I is an injective hull of the residue field
for the zero-dimensional local ring A/I, we have that
[ωG]0 = ker [H
0(E,ωE)
η
→ HomA(A/I, ωA/I) = ωA/I ].
We need to understand the map η. Being dual to the natural map
A/I = H0m(A/I) −→ H
0
E(OE) = OE ,
the map η is in fact the trace map for the proper map of zero dimensional schemes
E −→ SpecA/I. (Note that the functors HomA(−, ωA/I) and HomE(−, ωE) are
identical on OE-modules by the adjointness of tensor and Hom.)
To understand η, we consider the commutative diagram of A-modules, whose
existence we will justify momentarily:
0 −−−−→ HomA(A,ωA) −−−−→ HomA(I, ωA) −−−−→ Ext
1
A(A/I, ωA) = ωA/I −→ 0x x ηx
0 −−−−→ HomOY (OY , ωY ) −−−−→ HomOY (IOY , ωY ) −−−−→ Ext
1
OY (OE , ωY ) = ωE −−−−→ 0.
In this diagram, the first two upward arrows are injective (note the first one is the
trace map for Y −→ SpecA), and it is the kernel of the rightmost upward arrow
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that we want to understand. Knowing that [ωG]0 = ker η, a look at this diagram
shows that there is a natural identification
[ωG]0 =
HomOY (IOY , ωY ) ∩ HomA(A,ωA)
HomOY (OY , ωY )
=
Ω−1 ∩ ωA
Ω0
,
as claimed. This will complete the proof in the case where n = 0; the proof for
arbitrary negative n is essentially the same, just “twisted” by n. It remains only
to justify this commutative diagram.
Finally, to justify the diagram is easy.4 It is induced from the diagram of long
exact sequences arising from the natural diagram of A-modules
0 −−−−→ I −−−−→ A −−−−→ A/I −−−−→ 0y y y
0 −−−−→ IOY −−−−→ OY −−−−→ OE −−−−→ 0,
where the downward arrows are the natural inclusions. (Recall that Y and E are
affine, so we abuse notation, identifying OY and OE with their corresponding rings
of global sections.) The existence of a natural induced map between the corre-
sponding long exact Ext-sequences is a very general fact holding for any diagram
of short exact sequences over any commutative rings R −→ S. Indeed, say M and
P are R-modules, and N and Q are S-modules. Given R-module maps M −→ N
and Q −→ P , there are naturally induced functorial maps
ExtiS(N,Q) −→ Ext
i
R(M,P )
for each i ∈ N. These maps can be viewed as the composition of three natural maps
of R-modules:
ExtiS(N,Q) −→ Ext
i
R(N,Q) −→ Ext
i
R(N,P ) −→ Ext
i
R(M,P ).
The first arrow above is naturally induced by the “forgetful functor.” (An injective
resolution Q −→ I• of Q as an S-module can be viewed as an exact sequence of R-
modules; then for any injective resolution Q −→ J• of Q as an R-module, there will
be an induced R-module map of complexes I• −→ J•. This induces an R-module
map of complexes HomR(N, I
•) −→ HomR(N, J•), which can be pre-composed
with the map that forgets the S-structure HomS(N, I
•) −→ HomR(N, I•). This
map of complexes induces a unique map on the level of cohomology, and this is the
natural map of Ext groups we have in the first arrow above.) The second arrow is
the natural covariantness of the functor Ext in the second argument, and the third
arrow is the natural contravariantness in the first argument.
The proof of Lemma 3.2.1 is complete, at least for n ≥ 0. The proof for arbitrary
negative n is essentially the same as the proof for n = 0, just “twisted” by n. (We
will use this lemma only in the cases n = 0 and n = 1.) 
3.3. Reduction to the Associated Graded Ring. We now state and prove the
key lemma which provides the crucial step of reducing Theorem 3.0.2 to a related
statement about the canonical module of the associated graded ring.
4One can do this abstractly, using the point of view of [17], but we prefer a hands on verification.
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Lemma 3.3.1 (Key Lemma). Let I be an m-primary ideal in a local ring (A,m)
of positive dimension d. Let R be any non-empty set of minimal reductions of I.
As in Theorem 3.0.2, assume that
JωA ∩ Ωd−1 = J(Ωd−2 ∩ ωA)
for all reductions J ∈ R. Then⋂
{x1,...,xd}∈R
(x1, . . . , xd)ωA ⊂ Ωd
if ⋂
{x1,...,xd}∈R
[(x∗1, . . . , x
∗
d)ωG]d = 0,
where x∗i denotes the degree one element of G given by the class of xi modulo
I2. The converse also holds if Y is Cohen-Macaulay and both H1(Y, ωY (d)) and
H1(Y, ωY (d− 1)) vanish.
Proof. Set
W =
⋂
{x1,...,xd}∈R
(x1, . . . , xd)ωA.
We already know that Ωd ⊂ W , because of our assumption that Ωd ⊂ JωA for
all reductions J . Let x ∈ W \ Ωd. Since the only associated prime of ωA/Ωd
is m, we may assume that x ∈ Ωd :ωA m ⊂ Ωd :ωA I. But then x ∈ Ωd−1 by
Lemma 3.1.5, and its class in Ωd−1/Ωd determines a non-zero element of [ωG]d
under the natural inclusion Ωd−1/Ωd →֒ [ωG]d guaranteed by Lemma 3.1.1. Because
JωA ∩Ωd−1 = J(Ωd−2 ∩ ωA) for any minimal reduction J of I (by hypothesis), we
see that
x ∈
⋂
{x1,...,xd}∈R
(x1, . . . , xd)(Ωd−2 ∩ ωA).
By Remark 3.1.2 and Lemma 3.2.1, we conclude that the class of x is in⋂
{x1,...,xd}∈R
[(x∗1, . . . , x
∗
d)ωG]d,
and hence is zero by assumption. So in light of the inclusion Ωd−1/Ωd ⊂ ωG, the
element x must have been in Ωd after all. The proof that the second condition
implies the first is complete.
For the converse, consider a degree d element in⋂
{x1,...,xd}∈R
(x∗1, . . . , x
∗
d)ωG.
Our additional hypotheses imply that [ωG]d
∼= Ωd−1/Ωd, so this element is rep-
resented by some x in Ωd−1. Likewise, since [ωG]d−1
∼= (Ωd−2 ∩ ωA)/Ωd−1 and
Ωd ⊂ JωA, we can assume with out loss of generality that
x ∈ (x1, . . . , xd)(Ωd−2 ∩ ωA),
for any (x1, . . . , xd) ∈ R. Since such x in is
⋂
{x1,...,xd}∈R
(x1, . . . , xd)ωA, our hy-
pothesis ensures that it is in Ωd, so that x represents the zero class in ωG. This
implies that ⋂
{x1,...,xd}∈R
[(x∗1, . . . , x
∗
d)ωG]d = 0.
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
3.4. The Proof for ωG. In light of the Key Lemma 3.3.1, the next result will
complete the proof of Theorem 3.0.2.
Theorem 3.4.1. Let (A,m) be a local ring containing the rational numbers. Let I
be any m-primary ideal. Then⋂
(x1,...,xd)∈R
[(x∗1, . . . , x
∗
d)ωG]d = 0,
where R is the set of all minimal reductions of I. Furthermore, if A is the local-
ization of a finitely generated N-graded domain S and I is the expansion to A of a
homogeneous ideal of S generated by elements of all the same degree n, then the set
R can be taken to be the set of all reductions of I generated by elements of degree
n.
We will prove Theorem 3.4.1 by induction on d. The hard part will be to deal
with the case where d = 1. The inductive step looks slightly technical also, because
of the necessity of dealing with non-Cohen-Macaulay associated graded rings. We
isolate most of these technicalities in the following lemma, which compares the
canonical modules of two graded rings closely related to G. The reader is advised
to think about the case where G is Cohen-Macaulay on a first read through, as this
simplifies the arguments and is sufficient for our main algebraic results (but not for
Kawamata’s Conjecture).
Lemma 3.4.2. Let (A,m) be a local ring of dimension d ≥ 2, and let G be the
associated graded ring of A with respect to an m-primary ideal I. Let y ∈ I \ I2
be a general element of I, and let y∗ = y + I2 denote the corresponding degree one
element in G. Then
(1) (y) ∩ In = yIn−1 for all n≫ 0.
(2) There is a natural degree preserving surjection
G/y∗G −→ G :=
A
I
⊕
I
I
2 ⊕
I
2
I
3 ⊕ . . . ,
where G denotes the associated graded ring of A = A/yA with respect to
the image ideal I = IA, which becomes an bijection in degrees n≫ 0.
(3) This surjection induces a degree preserving isomorphism
ωG −→ ωG/y∗G.
Remark 3.4.3. When the associated graded ring G is Cohen-Macaulay (as it is in
our main applications), the equality holds in (1) for all n > 0 and the map in (2)
is an isomorphism, making (3) obvious.
Proof. Condition (1) is easy to prove and well-known: the point is to choose y so
that y∗ avoids the relevant associated primes of G. (Such an element y is called
“filter regular.”) See, for example, [44, Lemma 3.2].
Condition (2) follows immediately. Indeed, one simply verifies that in degree n,
this map looks like
In
xIn−1 + In+1
−→
In
(x) ∩ In + In+1
.
This is obviously surjective for all n, and becomes an isomorphism when n≫ 0.
23
To prove (3), note that the kernel of the natural degree preserving surjection
G/y∗G −→ G
is non-zero in only finitely many degrees, and therefore has finite length. In par-
ticular, the kernel K is a zero dimensional graded G/y∗G-module. As both graded
rings above have dimension (d− 1), the corresponding long exact sequence of local
cohomology induces an isomorphism
Hd−1MG/y∗G(G/y
∗G) −→ Hd−1MG
(G),
since Hd−1MG (K) = 0.
Dually (after applying the graded Matlis dual; see Subsection 2.6), we have the
desired degree preserving isomorphism
ωG −→ ωG/y∗G.

Proof of Theorem 3.4.1. We first carry out the inductive step. Assume that d > 1
and that the theorem has been proven for rings A of dimension d−1. Suppose that
ω ∈
⋂
(x1,...,xd)∈R
[(x∗1, . . . , x
∗
d)ωG]d.
We will construct a sequence y1, y2 . . . of elements of I (of degree n in the graded
case) such that the corresponding elements y∗1 , y
∗
2 . . . of G1 are nonzerodivisors on
ωG with the property that
ω ∈ (
t∏
i=1
y∗i )ωG
for all t ≥ 1. This will imply the claim, because then ω ∈ ωG would be divisible
by elements of arbitrarily large degree, which is impossible since ωG is Noetherian,
and hence vanishes in sufficiently negative degrees.
To construct the sequence of yi’s, we proceed inductively. Assuming that y1, . . . , yt−1
have already been constructed, choose a general yt ∈ I (of degree n in the graded
case) such that {y∗1 · · · y
∗
t−1, y
∗
t } is part of a sequence of parameters for G. This is
possible, since the elements x∗ with x ∈ I (of degree n) generate an MG-primary
ideal. We must verify that ω is divisible by the product y∗1 · · · y
∗
t−1y
∗
t .
Consider the class of ω modulo y∗tωG. This is an element of ωG/y
∗
tωG of degree d,
so in light of the injection provided by Proposition 2.6.1, it determines an element
of degree d − 1 in ω G
y∗t G
. By Lemma 3.4.2, therefore, we can interpret it as an
element in
[ωG]d−1,
where G is the associated graded ring of the ring A/ytA with respect to the image
of I.
Now any minimal reduction of I in A, say (x1, . . . , xd−1), lifts to a minimal
reduction (x1, . . . , xd−1, yt) of I, because, again by Lemma 3.4.2, for all r≫ 0,
Ir+1 ⊂ (x1, . . . , xd−1)I
r + (yt) ∩ I
r+1 ⊂ (x1, . . . , xd−1)I
r + ytI
r.
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It thus follows that
ω ∈
⋂
x1,...,xd−1
[(x1
∗, . . . , xd−1
∗)ωG]d−1 = 0,
where x1, . . . , xd−1 ranges through the set of all minimal reductions of I in A. (In
the graded case, we assume the xi’s all to have degree n.)
By the inductive hypothesis, we can assume the result is true for the (d − 1)-
dimensional ring G, which is the associated graded ring for an m-primary ideal in a
ring of dimension d−1. So we have ω = 0. In other words ω ∈ (y∗t )ωG. This means
that ω ∈ (y∗1 · · · y
∗
t−1)ωG ∩ (y
∗
t )ωG. Because the two element set {y
∗
1 · · · y
∗
t−1, y
∗
t }
is an ωG-regular sequence, this means that ω ∈ (y∗1 · · · y
∗
t )ωG as wanted. This
completes the proof of the inductive step.
It remains only to prove the case where d = 1. For this, we will invoke the
careful description of ωG in the one dimensional case proved in Lemma 3.2.1. We
will also need the following two lemmas. The first is a modification of [7, Lemma
2.2], which in turn is inspired by [22, Lemma 3.8]. The second is a one-dimensional
version of [24, Proposition 2.3] valid also in the non-Cohen-Macaulay case.
Lemma 3.4.4. Let (A,m) be a local ring and let N ⊂ N ′ ⊂M be A-modules. Let
x, y ∈ A, with x a nonzerodivisor on M . Suppose that yN ⊂ xN . Let u1, . . . , um ∈
A be units of A whose images are distinct modulo m, and assume that m ≫ 0
(specifically, m > dimk(N :N ′ m)/N , where k = A/m). Then
x(N :M m)
⋂ m⋂
i=1
(x+ uiy)(N :N ′ m) ⊂ xN
′.
Proof. Suppose that w = xs = (x+u1y)s1 = . . . = (x+umy)sm where s ∈ N :M m
and si ∈ (N :N ′ m) for each i = 1, . . . ,m. For all r ∈ N :M m, let r denote the class
r +N in N :M m/N . Also let a denote the class a + m ∈ A/m for all a ∈ A. The
elements u1 s1, . . . , um sm ∈ (N :N ′ m)/N are linearly dependent, since m exceeds
the dimension of this space. By replacing m by a possibly smaller positive integer,
we will assume henceforth that every proper subset of the set
{u1 s1, . . . , um sm}
is linearly independent, but that the full set itself is dependent. Clearly m > 1;
otherwise, all si are in N and so (x+ uiy)si ∈ xN ⊂ xN ′ as needed.
There exist units λ, . . . , λm ∈ A such that
(8)
m∑
i=1
λi ui si = 0.
This implies
m∑
i=1
λiuisi ∈ N, so that (
m∑
i=1
λiuisi)y ∈ yN ⊂ xN.
Hence
(
m∑
i=1
λiuisi)y = tx
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for some t ∈ N . Set
λ =
m∑
i=1
λi.
Then
λsx =
m∑
i=1
λisi(x+ uiy) =
m∑
i=1
λisix+
m∑
i=1
λisiuiy =
m∑
i=1
λisix+ tx.
As x is M -regular, this implies that
λs =
m∑
i=1
λisi + t.
Now λ ∈ m would imply λs ∈ N and so
m∑
i=1
λi si = 0.
In this case, we can solve
sm = −
m−1∑
i=1
λi
λm
si
and plug into equation (8) above. Because the ui’s are pairwise distinct, this
produces a non-trivial linear relation on the set
{u1 s1, . . . , um sm−1},
a contradiction. This forces λ to be a unit in A, and so
s =
m∑
i=1
λ−1λisi + λ
−1t ∈ N ′.
The proof of Lemma 3.4.4 is complete. 
Lemma 3.4.5. Let I be an m-primary ideal in a local ring (A,m) of dimension
one. Let (x) be any minimal reduction of I. Then
Ω0 = (x
tωA :ωA I
t)
for all t≫ 0.
Proof. Note that the blowup of SpecA along I is the affine scheme Y = SpecA[ Ix ].
So the proper map Y −→ SpecA corresponds to a finite map of rings A → A[ Ix ].
Thus
Ω0 = ωOY = HomA(OY , ωA).
To compute Ω0, note that without loss of generality, the A-module generators
for the ring OY may be assumed of the form
z
xt where z ∈ I
t, for some fixed t≫ 0.
We claim that Ω0 = (x
tωA :ωA I
t) for this fixed t.
To check the inclusion Ω0 ⊂ (xtωA :ωA I
t), take any f ∈ HomA(OY , ωA). Then
the restriction of f to A is given by multiplication by f(1) ∈ ωA. Because f(
z
xt ) ∈
ωA for any z ∈ It, one readily verifies that f(z) ∈ xtωA and so f(1)It ∈ (xt)ωA.
Then the map f 7→ f(1) gives the natural inclusion Ω0 ⊂ (xtωA :ωA I
t).
For the reverse inclusion, take any w ∈ (xtωA :ωA I
t). For z ∈ It, we have
wz = xtu for some u ∈ ωA. Set fw(
z
xt ) = u. Using the fact that x is a nonzerodivisor
on ωA, one easily checks that the association w 7→ fw gives a well-defined injection
(xtωA :ωA I
t) ⊂ HomA(OY , ωA) inverse to the map in the previous paragraph. 
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We now prove the dimension one case of Theorem 3.4.1, which will complete its
proof, and hence the proof of the main technical theorem, Theorem 3.0.2.
Let d = 1. Suppose that ω ∈ [x∗ωG]1 for all x ∈ I which generate a minimal
reduction of I (of degree n in the graded case). As x is not in any minimal prime of
A, the element x forms a system of parameters for A and so x is nonzerodivisor on
the A-module ωA. By Lemma 3.2.1 we know that [ωG]1 = Ω0/Ω1. So we represent
ω by some for some w ∈ Ω0, modulo Ω1. We want to prove that ω = 0, which is
the same thing as proving that w ∈ Ω1.
Because the module [ωG]1 = Ω0/Ω1 is an Artinian A-module, we might as well
assume that mω = 0. In other words, we can assume that w ∈ Ω1 :Ω0 m. Again by
Lemma 3.2.1, we know that [ωG]0 = (Ω−1 ∩ ωA)/Ω0. So, using also that Ω1 = xΩ0
by Lemma 3.1.4 we can write w = sx for some s ∈ Ω−1 ∩ ωA. Since
msx = mw ∈ Ω1 = xΩ0,
we have that
ms ∈ Ω0,
as x is a nonzerodivisor on ωA. This means that s ∈ Ω0 :ωA m. Our goal is to show
s ∈ Ω0. This will complete the proof since then w = xs ∈ IΩ0 ⊂ Ω1, whence the
class of w in ωG is zero.
To achieve our goal of showing that s ∈ Ω0, we invoke Lemma 3.4.5, which
guarantees that it is enough to show that s ∈ xtωA : It for t ≫ 0. For this, note
that it is enough to show that
Claim 3.4.6. For any y ∈ I (homogeneous in the graded case), s ∈ (xtωA :ωA y
t)
for all t≫ 0.
Indeed, because Q ⊂ A, the ideal generated by the t-th powers of the elements
of an ideal I (homogeneous elements of degree n when I is generated in degree n)
is simply It. This follows easily from the identity
(9) t!X1 · · ·Xt =
∑
1≤k≤t
∑
1≤i1<...<ik≤t
(−1)t−k(Xi1 + . . .+Xik)
t.
To prove Claim 3.4.6, take any y ∈ I (of degree n in the graded case). We wish
to apply Lemma 3.4.4 to the A-modules
Ω0 ⊂ N
′
t ⊂ ωA,
where N ′t = (x
tωA :ωA y
t). Note here that Ω0 ⊂ N ′t for all t, since
ytΩ0 ⊂ I
tΩ0 ⊂ Ωt = x
tΩ0 ⊂ x
tωA.
To this end, choose distinct units u1, . . . , um (of degree zero in the graded case),
with m≫ 0, and so that each x+ uiy generates a reduction for I. Then
(10) w = xs = (x+ u1y)s1 = . . . = (x+ umy)sm
for some s1, . . . , sm ∈ Ω0 :ωA m. Therefore, assuming for the moment that the
elements si are also in N
′
t , then xs is in
x(Ω0 :ωA m) ∩ [(x + u1y)(Ω0 :N ′t m)] ∩ · · · ∩ [(x+ umy)(Ω0 :N ′t m)],
and so applying Lemma 3.4.4, we have
xs ∈ xN ′t .
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Because x is a nonzerodivisor on ωA (and so on any submodule), we see that
s ∈ N ′t = (x
tωA :ωA y
t), which is precisely what we needed to show.
It remains to show that each si is in N
′
t = (x
tωA :ωA y
t) for t ≫ 0. We in fact
will show this for all t ≥ 0, using induction on t. If t = 0, the si are trivially in N ′0.
Assume then that
s1, . . . , sm ∈ N
′
t−1 = (x
t−1ωA :ωA y
t−1).
So by the argument above using Lemma 3.4.4, we have also that s ∈ N ′t−1. Since
xs = (x+ uiy)si,
we have
ysi = u
−1
i x(s− si) ∈ xN
′
t−1 = x(x
t−1ωA :ωA y
t−1) ⊂ xtωA :ωA y
t−1.
But then for each i = 1, . . . ,m, we have
si ∈ (x
tωA :ωA y
t) = N ′t ,
as we sought to show.
This completes the proof of Claim 3.4.6, and hence the proof of Theorem 3.4.1
in the dimension one case, and the proof of our main technical theorem, Theorem
3.0.2. 
Remark 3.4.7. In Theorem 3.0.2, as well as in its later applications in Section 5,
the assumption that A contains the set of rational numbers is unnecessary in case
the ideal I has reduction number at most one. Note that the reduction number
does not increase as we reduce to the one-dimensional case. Now it is easy to
see that in Lemma 3.4.5, one can take t to be the reduction number, that is,
Ω0 = (x
tωA :ωA I
t) = (xrωA :ωA I
r) where r is the reduction number of I. So when
the reduction number of I is at most one, it suffices to prove Claim 3.4.6 for the
case t = 1. This follows in the same way without making use of Identity (9).
4. Brianc¸on-Skoda Type results.
In this section, we identify general conditions under which the hypothesis of our
Main Technical Theorem 3.0.2 are satisfied. The results of this section will allow
us to apply the main technical theorem proved in the preceding section to deduce
our main results in the following section.
4.1. The Brianc¸on-Skoda Theorem and related properties of adjoints.
The next result is analogous to the “Brianc¸on-Skoda Theorem with adjoints” proved
by Lipman for regular schemes in [35]. See also the “Skoda Theorem” discussed in
[31].
Lemma 4.1.1. Let (A,m) be a local ring of dimension d ≥ 1, and let I ⊂ A be an
ideal of positive height. Assume that ωY is m-regular in the sense of Castelnuovo-
Mumford, meaning that
Hi(Y, ωY (m− i)) = 0
for all i > 0. Then Ωn+1 = JΩn for all n ≥ m, where J is any reduction of I.
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Proof. This follows from a standard argument. As Ir+1 = JIr, we have JOY =
IOY = OY (1). Generators of J therefore give rise to global sections which generate
the sheaf OY (1). These give rise to an exact Koszul complex. One can then argue
as in [35, p. 747] (or as below in the proof of Proposition 4.1.4) to conclude that
Ωn+1 = JΩn for all n ≥ m under the stated vanishing conditions. 
Corollary 4.1.2. If I is m-primary, and A and R = A[It] are Cohen-Macaulay,
then
Ωn = JΩn−1
for all n ≥ d = dimA.
Proof. By Proposition 4.1.1, it suffices to check that ωY is (d− 1) regular. But the
the vanishing of Hi(Y, ωY (d− 1− i)) for positive i is the same as the vanishing of
HiZ(Y,OY (−i+ 1)) for i ≤ d− 1. This vanishing follows easily from the Sancho de
Salas sequence for R, as recorded in 2.5.2. 
Remark 4.1.3. Corollary 4.1.1 holds also for ideals I that have a reduction generated
by regular sequence, with d now the height of I. Furthermore, because IOY =
OY (1) is ample for the map π, we have Hi(Y, ωY (m− i)) = 0 for all i > 0 and for
sufficiently large m. So for large enough n, we always have Ωn+1 = JΩn, where J
is any reduction of I.
The next result ensures that Theorem 3.0.2 can be applied to some interesting
cases. Note that when n ≥ d, this statement collapses to the Brianc¸on-Skoda
Theorem above in 4.1.2; the following result thus informs us also of what goes on
for smaller indices n.
Proposition 4.1.4. Let I be an m-primary ideal in a Cohen-Macaulay ring (A,m)
of dimension d > 0, and let J be any minimal reduction of I. Let R denote the Rees
ring A[It] of A with respect to I, and assume that R is Cohen-Macaulay. Then
JωA ∩ Ωn = JΩn−1
for all n ∈ Z.
Proof. The case d = 1 is degenerate. The condition that R is Cohen-Macaulay
forces I to be principle (see e. g. [19, Cor 25.2]), so I = J = (x). Then Y = SpecA
and Ωn = x
nωA for all n. This makes the statement obvious.
Assume d > 1. Because A and R are both Cohen-Macaulay, Ωn = ωA for non-
positive n; see Lemma 3.1.3 and 2.5.2. So the statement is trivial for negative
n. Also, when n ≥ d, the statement follows from Corollary 4.1.2. It remains to
consider the case 1 ≤ n < d.
Let us first consider the weaker statement that
JΩn−2 ∩ Ωn = JΩn−1
for all n < d. To prove this, it is sufficient to prove that the natural map
Ωn/JΩn−1 −→ Ωn−1/JΩn−2
is injective.
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Because Ir+1 = JIr for some r ≥ 0, we have IOY = JOY . Fix generators
{x1, . . . , xd} for J as an ideal of A. These elements give rise to generating global
sections of IOY , and hence a surjection
⊕d
i=1OY −→ IOY , and so also a surjection
F :=
d⊕
i=1
OY (−1)


x1
...
xd


−→ OY .
This means that the Koszul complex
0 −→ ∧dF ⊗ ωY (n) −→ . . . −→ ∧
1F ⊗ ωY (n) −→ ωY (n) −→ 0
is exact, where
∧jF ⊗ ωY (n) = (ωY (n− j))
⊕(dj),
for all j = 0, 1, . . . , d. We now split this complex into d− 1 short exact sequences
0 −→ Kj −→ ∧
jF ⊗ ωY (n) −→ Kj−1 −→ 0,
where K0 = ωY (n) and Kd−1 = ωY (n−d). The corresponding long exact sequences
of cohomology give the exact sequences
Hj−1(Y,∧jF ⊗ ωY (n)) −→ H
j−1(Y,Kj−1) −→ H
j(Y,Kj)
for each j = 1, 2, . . . , d− 1. When j = 1 we get the sequence
d⊕
i=1
Ωn−1


x1
...
xd


−→ Ωn −→ H
1(Y,K1)
which gives an injection
Ωn/JΩn−1 →֒ H
1(Y,K1).
Note that Hj−1(Y, ωY (n − j)) = 0 for 1 < j ≤ d − 1; this follows easily from
the Sancho de Salas sequence (see 2.5.2), taking into consideration the abundant
vanishing afforded because A and R are Cohen-Macaulay. Thus we obtain injections
Hj−1(Y,Kj−1) →֒ H
j(Y,Kj)
and finally, an injection
Ωn/JΩn−1 →֒ H
d−1(Y, ωY (n− d)).
The inclusion InωY ⊂ In−1ωY induces a homomorphism of complexes
0 −→ ∧dF ⊗ ωY (n) −→ . . . −→ ∧1F ⊗ ωY (n) −→ ωY (n)y y y y
0 −→ ∧dF ⊗ ωY (n− 1) −→ . . . −→ ∧1F ⊗ ωY (n− 1) −→ ωY (n− 1),
which in turn induces a commutative diagram
Ωn/JΩn−1 −−−−→ Hd−1(Y, ωY (n− d))y y
Ωn−1/JΩn−2 −−−−→ Hd−1(Y, ωY (n− 1− d))
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Thus we can get the desired injectivity of Ωn/JΩn−1 −→ Ωn−1/JΩn−2 by proving
injectivity for the homomorphism
Hd−1(Y, ωY (n− d)) −→ H
d−1(Y, ωY (n− 1− d)).
To this end, consider the adjunction sequence for E ⊂ Y ,
0 −→ ωY −→ ωY (−1) −→ ωE −→ 0.
Tensor with the flat module In−dOY to get a short exact sequence
0 −→ ωY (n− d) −→ ωY (n− 1− d) −→ ωE(n− d) −→ 0.
Taking cohomology, we get the exact sequence
Hd−2(E,ωE(n− d)) −→ H
d−1(Y, ωY (n− d)) −→ H
d−1(Y, ωY (n− 1− d)).
Thus it is sufficient to show that Hd−2(E,ωE(n − d)) = 0. By duality applied to
the map E −→ SpecA/I, it is enough to show H1(E,OE(d − n)) = 0. But this
follows easily from the Sancho de Salas sequence for the graded ring G:
H1m(Gd−n) −→ H
1(E,OE(d− n)) −→ [H
2
MG
(G)]d−n.
Indeed, because n < d, the module H1m(Gd−n) = H
1
m(I
d−n/Id−n+1) vanishes (as
the module Id−n/Id−n+1 has zero-dimensional support). Now when both R and A
are Cohen-Macaulay, the associated graded ringG is Cohen-Macaulay with negative
a-invariant (see 2.5.2), so the module [H2MG(G)]d−n certainly vanishes, as d−n > 0.
We have now shown that
JΩn−2 ∩ Ωn = JΩn−1
for all n < d. To complete the proof, note JΩn−1 ⊂ JωA ∩ Ωn for all n ≥ 1. So
we need to show the reverse inclusion. We will do this by induction on n, starting
from n = 0.
For n = 0, we verify that JωA ∩ Ω0 ⊂ JΩ−1. Indeed, because the a-invariant of
G is non-positive, we know that ωA ⊂ Ω−1. So JωA ⊂ JΩ−1, and of course then
JωA ∩ Ω0 ⊂ JΩ−1.
Now assume that n > 0 and the inclusion has been proved for smaller indices.
Take x ∈ JωA ∩ Ωn. Then certainly x ∈ JωA ∩ Ωn−1, which is JΩn−2 by the
induction hypothesis. So x ∈ JΩn−2 ∩ Ωn. But by the weaker statement proved
above, this implies that x ∈ JΩn−1. The proof is complete. 
4.2. The case where A is not necessarily Cohen-Macaulay. The following
proposition offers an even more general setting in which the hypothesis of our
main technical theorem are satisfied. Its proof is decidedly less elementary than
the argument we have already made for Proposition 4.1.4 (which is why we have
included a separate proof for 4.1.4).
Proposition 4.2.1. Let (A,m) be a local ring of dimension d > 1. Let I ⊂ A
be an m-primary ideal such that the irrelevant ideal of the Rees ring A[It] is a
Cohen-Macaulay A[It]-module. Then, for any reduction J of I,
JωA ∩ Ωn = JΩn−1
for all n ∈ Z.
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Proof. Let R+ denote the irrelevant ideal of R = A[It]. Because R+ is Cohen-
Macaulay, the a-invariant of the associated graded ring G is non-positive, as one
checks by looking at the Sancho de Salas sequence. So from Lemma 3.1.3, we have
that Ωn = ωA for n < 0. Thus statement is trivial for n ≤ −1. Also the case n = 0
is clear, since JωA ∩ Ω0 = JΩ−1 ∩ Ω0 = JΩ−1. For n > 0 we proceed by induction
on n as in the proof of Proposition 4.1.4. As in that argument, it is sufficient to
prove the weaker statement that
JΩn−2 ∩ Ωn = JΩn−1
for all n ≥ 1.
Choose N ≫ 0 such that ΩN+1 = JΩN . Write
lA(Ω−1/ΩN+1) = lA(Ω−1/Ω0) +
N∑
n=0
lA(Ωn/Ωn+1),
where lA(M) denotes the length of an A-module M , and
lA(Ω−1/JΩN) = lA(Ω−1/JΩ−1) +
N∑
n=0
lA(JΩn−1/JΩn).
Then
lA(Ω−1/JΩ−1) = lA(Ω−1/Ω0) +
∞∑
n=0
(lA(Ωn/Ωn+1)− lA(JΩn−1/JΩn)).
Consider the G-module W =
⊕
n≥0Ωn−1/Ωn. Fix generators {x1, . . . , xd} for J as
an ideal of A. Let J∗ denote the ideal (x∗1, . . . , x
∗
d) ⊂ G. Because
lG(W/J
∗) = lA(Ω−1/Ω0) +
∞∑
n=1
lA(Ωn−1/JΩn−2 +Ωn)
= lA(Ω−1/Ω0) +
∞∑
n=1
(lA(Ωn−1/Ωn)− lA(JΩn−2 +Ωn/Ωn))
= lA(Ω−1/Ω0) +
∞∑
n=1
(lA(Ωn−1/Ωn)− lA(JΩn−2/JΩn−2 ∩ Ωn))
= lA(Ω−1/Ω0) +
∞∑
n=0
(lA(Ωn/Ωn+1)− lA(JΩn−1/JΩn−1 ∩ Ωn+1)),
we now obtain
lG(W/J
∗)− lA(Ω−1/JΩ−1) =
∞∑
n=0
(lA(JΩn−1/JΩn))− lA(JΩn−1/JΩn−1 ∩ Ωn+1))
=
∞∑
n=0
lA(JΩn−1 ∩ Ωn+1/JΩn).
In order to prove our claim we thus have to show that lG(W/J
∗)−lA(Ω−1/JΩ−1) =
0. For this, recall the notion of the I-invariant of a graded module (see e. g. [43,
p. 6]). Let B be a graded ring defined over a local ring, and let N be a graded
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B-module with r = dimN . Then the I-invariant
I(N) =
r−1∑
i=0
(
r − 1
i
)
lB(H
i
N(N))
where N denotes the homogeneous maximal ideal of B. It is a general fact that if
(y1, . . . , yr) is any homogeneous system of parameters for B/AnnN , then always
lA(N/(y1, . . . , yr)N)− e(y1, . . . , yr;N) ≤ I(N), where e denotes the multiplicity of
N with respect to (y1, . . . , yr). If the equality holds, then the system of parameters
(y1, . . . , yr) is called standard.
By definition the multiplicity e(J∗;W ) = e(G+;W ) is equal to d! times the
leading coefficient of the numerical polynomial lA(Wn) where n ≫ 0. But for
n≫ 0,
Wn = Ωn−1/Ωn = J
n−1−NΩN/J
n−NΩN
showing that e(J∗;W ) = e(J,ΩN ). For any p ∈ SpecA, p 6⊃ I, we clearly have
(Ωn)p = ωAp for all n ∈ Z. Therefore
e(J,ΩN) =
∑
p∈MinA,dimA/p=d
lAp((ΩN )p)e(J + p/p;A/p)
=
∑
p∈MinA,dimA/p=d
lAp(ωAp)e(J + p/p;A/p)
=
∑
p∈MinA,dimA/p=d
lAp((Ω−1)p)e(J + p/p;A/p)
= e(J ; Ω−1).
So e(J∗;W ) = e(J ; Ω−1).
Set Ω =
⊕
n≥−1Ωn and Ω
′ =
⊕
n≥0Ωn. Observe that Ω
′ = ωR+ where ωR+
denotes the canonical module of the R-module R+, that is, Ω′ is the graded dual of
the top local cohomology module of R+ with supports in the unique homogeneous
maximal ideal. Indeed, a look at the Sancho de Salas sequence
0 −→ Hdm(R
+
n ) −→ H
d
E(X,OX(n)) −→ [H
d+1(R+)]n −→ 0
shows that there is an isomorphism HdE(X,OX(n)) = [H
d+1(R+)]n, for all n ≤ 0.
Dualizing, we then see that Ωn = [ωR+ ]n for all n ≥ 0. On the other hand,
by considering the long exact sequence of cohomology corresponding to the exact
sequence
0 −→ R+ −→ R −→ A −→ 0
and taking into account that a(R) = −1, we get [Hd+1(R+)]n = [Hd+1(R)]n =
0 for n > 0 so that [ωR+ ]n = 0 when n < 0. By [39, Satz 3.2.2], it follows
that Ω′ is Cohen-Macaulay. By means of the long exact sequences of cohomology
corresponding to the exact sequences
0 −→ Ω′ −→ Ω −→ Ω−1(1) −→ 0 and 0 −→ Ω
′ −→ Ω(−1) −→W −→ 0
one then easily checks thatHiM(W ) = H
i
m(Ω−1) for all 0 ≤ i < d. Therefore I(W ) =
I(Ω−1). As a(G) ≤ 0, Lemma 3.1.3 implies that Ω−1 = ωA. Using [15, Theorem
1.1, Appendix] and [15, Corollary 6.18] we know that (x1, . . . , xd) is a standard
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system of parameters for A. Moreover, by [15, Theorem 3.17], then (x1, . . . , xd) is
standard also for ωA. This implies that I(ωA) = lA(ωA/JωA)−e(J ;ωA). Therefore
lG(W/J
∗)− lA(Ω−1/JΩ−1) = (lG(W/J
∗)− e(J∗;W ))
− (lA(Ω−1/JΩ−1)− e(J ; Ω−1))
≤ I(W )− I(ωA) = 0
as wanted. The proof is complete. 
5. The main local algebraic results
In this section, we prove our main results about the core in a local ring, including
the theorems relating core, adjoint, and coefficients ideals, the “local” version of
Kawamata’s Conjecture, and a formula for core conjectured in [7]. All are deduced
from the main technical theorem, Theorem 3.0.2, using the Brianc¸on-Skoda results
of Section 4. Further corollaries for graded rings appear at the end of Section 6.
5.1. Formulas for Core in the Cohen-Macaulay case. Recall that an equimul-
tiple ideal in a local ring (A,m) is an ideal whose height equals its analytic spread
(see [19, p58]). When the ring A has an infinite residue field, an equimultiple ideal
is precisely an ideal having a reduction generated by part of a system of parameters.
Every m-primary ideal in a local ring is equimultiple.
Corollary 5.1.1. Let (A,m) be a Cohen-Macaulay local ring containing a field of
characteristic zero, and let I be an equimultiple ideal of height h whose Rees ring
A[It] is Cohen-Macaulay. Then
core(I) = H0(Y, IhωY ) :A ωA = J
r+1 :A I
r
where, as always, H0(Y, IhωY ) is considered as a submodule of ωA via the trace
map, and J is any reduction of I.
Remark 5.1.2. In Corollary 5.1.1, if the height h is two (or less), then the assumption
that A contains the rational numbers is not needed. See Remark 3.4.7. The case
where h is height one is trivial, because our assumption on the Rees ring forces I
to be principal.
Remark 5.1.3. The formula core(I) = Jr+1 : Ir is conjectured in [7, Conjecture
5.1] under more general hypothesis.
Corollary 5.1.1 follows easily from the following theorem, which generalizes our
main technical theorem to ideals that may not be m-primary.
Theorem 5.1.4. Let (A,m) be a Cohen-Macaulay local ring containing the set of
rational numbers. Let I ⊂ A be an equimultiple ideal of positive height h such that
the corresponding Rees ring A[It] is Cohen-Macaulay. Then
core(IωA) = Γ(Y, I
hωY )
as submodules of ωA, where Y = ProjA[It].
Remark 5.1.5. In fact, Ωh ⊂ core (IωA) for equimultiple ideals I in a Cohen-
Macaulay local ring A without any assumption on the Rees ring. The point is
to prove the reverse inclusion. As we’ll see in the proof, the reverse inclusion holds
even when it is assumed only that the irrelevant ideal of R is Cohen-Macaulay (even
when A is not).
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To see that that Theorem 5.1.4 implies Corollary 5.1.1, we need the following
lemma.
Lemma 5.1.6. Let (A,m) be a Cohen-Macaulay local ring, and let I be an equi-
multiple ideal of height h. Let J be any minimal reduction of I. Then
Ωh :A ωA = J
r+1 :A I
r
for any integer r such that Ir+1 = JIr. In particular, Jr+1 : Ir is independent of
the choice of reduction J .
Proof. We first note that
Ωn = J
n−h+r+1ωA :ωA I
r
for all n ≥ 0. Indeed, set X = ProjA[Jt] and Y = ProjA[It]. Since J is generated
by a regular sequence, ωA[Jt] has the expected form:
[ωA[Jt]]n = Γ(X, J
nωX) = J
n−h+1ωA
for all n ≥ 1 (see e.g. [45, p. 142]). The canonical sheaf for Y can therefore be
computed from the canonical sheaf for X via the finite map Y −→ X induced by
the inclusion of the Rees rings A[Jt] →֒ A[It]. Working this out, we arrive at
(11) Γ(Y, InωY ) = Γ(X, J
n+rωX) :ωA I
r
as submodules of ωA for all n ≥ 0. For details, see [24, Proposition 2.3].
Now we note that because J is generated by a regular sequence,
(12) JnωA :A ωA = J
n
for all n ≥ 0. This can be proved by induction on n. When n = 1, this follows from
the fact that ωA/J = ωA/JωA is a faithful A/J-module. Suppose then that n > 1.
Let x ∈ JnωA : ωA. By the induction hypothesis, we know that x ∈ Jn−1. There
thus exists a form F ∈ A[t1, . . . , tr] of degree n − 1 such that x = F (a1, . . . , ar).
As F (a1, . . . , ar)ωA ∈ JnωA and (a1, . . . , ar) is an ωA-regular sequence, every coef-
ficient of F must lie in JωA : ωA = J . Hence x ∈ Jn.
Finally, to see that
Ωh :A ωA = J
r+1 :A I
r,
we simply compute
Ωh :A ωA = (J
r+1ωA :ωA I
r) :A ωA = (J
r+1ωA :A ωA) :A I
r = Jr+1 : Ir.
Here, the first equality follows from (11) above, and the last equality follows from
(12). 
Proof that Theorem 5.1.4 implies Corollary 5.1.1. Say that y ∈ core(I). Then
yωA ⊂ core(IωA) = Ωh
by Theorem 5.1.4, so y ∈ Ωh :A ωA = Jr+1 :A Ir. Conversely, say that
y ∈ Ωh :A ωA = J
r+1 :A I
r.
Then y ∈ Jr+1 :A Jr = J for every reduction J of I, so y ∈ core(I). The proof of
5.1.1 is complete. 
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Proof of Theorem 5.1.4. Assume that I is equimultiple. As usual, write Ωh for
Γ(Y, IhωY ), considered as a submodule of ωA. To see that Ωh ⊂ core(IωA), recall
that Ωh = J
r+1ωA :ωA I
r (as in the proof of Lemma 5.1.6). Thus Ωh ⊂ Jr+1ωA :ωA
Jr ⊂ JωA, since J is generated by a regular sequence.
It remains to show that core(IωA) ⊂ Ωh. Fix elements x1, . . . , xd−h ∈ A such
that (x1+I, . . . , xd−h+I) is a system of parameters on A/I and a regular sequence
of degree zero elements on G, the associated graded ring of A with respect to I (see
e.g. [19, Proposition 10.24 and its proof]). Then also (xt1 + I, . . . , x
t
d−h + I) is a
regular sequence on G. Set A = A/(xt1, . . . , x
t
d−h) and let I denote the image of I
in A. Then I is an m-primary ideal of A. Moreover, the corresponding associated
graded ring
G = grI A :=
A
I
⊕
I
I
2 ⊕ . . .
is easily seen to be isomorphic to
G/(xt1 + I, . . . , x
t
d−h + I),
and hence Cohen-Macaulay. (For example, one can use the fact that (xt1, . . . , x
t
d−h)∩
In = (xt1, . . . , x
t
d−h)I
n for all n ≥ 0; see e. g. [19, Theorem 13.10 and Theorem
13.7]).
Furthermore, because G is obtained from G by killing elements of degree zero,
the a-invariants of G and G are equal (see Remark 2.6.4 here, or [45, Remark
5.1.21]). Because the Rees ring A[It] is Cohen-Macaulay, the a-invariants a(G) and
a(G) are negative. So because G is Cohen-Macaulay with negative a-invariant, the
corresponding Rees ring
R = A⊕ I ⊕ I
2
. . .
is Cohen-Macaulay. So Theorem 3.0.2 can be applied to the m-primary ideal I in
the Cohen-Macaulay ring A.
Now observe that every minimal reduction of I is of type can be obtained as
the image J in A of some minimal reduction J of I. Indeed, let (a1, . . . , ah) be a
minimal reduction of I with a1, . . . , ah ∈ I. Then I
n+1
= (a1, . . . , ah)I
n for some
n ≥ 0 implies
In+1 ⊂ (a1, . . . , ah)I
n + (xt1, . . . , x
t
d−h) ∩ I
n+1
= (a1, . . . , ah)I
n + (xt1, . . . , x
t
d−h)I
n+1
so that In+1 ⊂ (a1, . . . , ah)In. It thus follows that (a1, . . . , ah) is a minimal reduc-
tion of I.
Finally, let y ∈ core(IωA). Since ωA =
ωA
(xt
1
,...,xtd−h)ωA
, the above computation
shows that y ∈ core(IωA). Set Y = ProjR. Then by Theorem 3.0.2 together with
Proposition 4.1.4, we have
core (IωA) ⊂ Γ(Y , ωY (h)).
Now, again using the injection Γ(Y , ωY (n)) →֒ ωA induced by the trace map, one
easily checks that there is an induced isomorphism
Γ(Y , ωY (n))
∼=
Ωn
(xt1, . . . , x
t
d−h)Ωn
36 EERO HYRY AND KAREN E. SMITH
for all n ∈ Z. Thus
y := y mod (xt1, . . . , x
t
d−h)ωA ∈
Ωh
(xt1, . . . , x
t
d−h)Ωh
⊂
ωA
(xt1, . . . , x
t
d−h)ωA
,
so
y ∈ Ωh + (x
t
1, . . . , x
t
d−h)ωA.
Finally, because this works for any positive t, we have
y ∈
⋂
t≥1
(Ωh + (x
t
1, . . . , x
t
d−h)ωA) = Ωh.
This shows that core(IωA) ⊂ Ωh, and the proof is complete. 
5.2. Core in Dimension one. The main technical theorem easily gives a formula
for the core of an m-primary ideal in a local ring of dimension one, without any
Cohen-Macaulay hypothesis at all.
Corollary 5.2.1. Let (A,m) be a one dimensional local ring containing the rational
numbers. Then for any m-primary ideal I, we have
core(IωA) = Ω1.
In particular, if A is Cohen-Macaulay, then
core(I) = Jr+1 : Ir,
where J is any reduction of I and r is any positive integer such that Ir+1 = JIr.
Proof. The second statement follows immediately from the first using Lemma 5.1.6.
The first statement follows immediately from the the main technical theorem, The-
orem 3.0.2. One need only verify that Ω1 ⊂ JωA and JωA∩Ω0 = J(Ω−1∩ωA), but
this is trivial by Lemma 3.1.4 since J is generated by a non-zero-divisor on ωA. 
5.3. Core and adjoints. We recall the definition of an adjoint (or multiplier) ideal.
Although a definition can be given that does not refer to resolution of singularities
(see [35]), we prefer the following approach.
Let X be a Gorenstein scheme essentially of finite type over a field of character-
istic zero, and let a be a coherent sheaf of ideals on X . Fix a log resolution of a,
that is, a proper birational map Y
π
→ X from a smooth scheme Y such that aOY is
locally principal and the union of the support of the corresponding divisor and the
exceptional divisors is a divisor with normal crossing support. Then the multiplier
(or adjoint) ideal of a is the ideal sheaf of OX
adj(a) = π∗(aωY/X),
where ωY/X = ωY ⊗π
∗ωX is the relative canonical sheaf of π. This is independent of
the choice of the log resolution. Note that becauseX is Gorenstein, ωX is invertible,
so ωY/X is invertible as well. See [31] or [9] for the general theory of multiplier ideals
from the algebro-geometric point of view, or [35] for a more algebraic point of view.
In [22], Huneke and Swanson studied the core of an integrally closed m-primary
ideal in a two-dimensional regular local ring. In particular, they showed that in
this case,
core (I) = adj (I2) = I adj (I).
However, such ideals are very special in a sense: the corresponding Rees algebra
always has rational singularities (see [33, Proposition 1.2] and [23, Proposition 2.1]).
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In particular, it is Cohen-Macaulay and normal. For this reason the following can
be considered a natural generalization of their result to higher dimension.
Corollary 5.3.1. Let A be regular local ring essentially of finite type over a field
of characteristic zero. Let I ⊂ A be equimultiple ideal of positive height h such that
the Rees ring A[It] is normal and Cohen-Macaulay. Then the following conditions
are equivalent
1) A[It] has rational singularities;
2) Ωn = adj(I
n) for all n ≥ 0;
3) core(I) = adj(Ih).
If this is the case, then
core(I) = I adj(Ih−1) and adj(Ih−1) = core(I) : I.
Remark 5.3.2. In fact, as is clear from the proof, it is not necessary that A be regular
for this theorem. It is sufficient if A is Gorenstein with rational singularities.
Remark 5.3.3. In dimension two it is not necessary that A is essentially of finite
type over a field of characteristic zero. Indeed, resolutions exist in this setting, and
the hypotheses on the Rees ring imply that the reduction number is at most one; see
Remark 3.0.4. In particular, since the hypotheses on the Rees ring hold automat-
ically for any m-primary integrally closed ideal in a two regular local dimensional
local ring, the Huneke-Swanson theorem is recovered in full generality.
Proof. Set Y = ProjA[It]. Observe first that A[It] has rational singularities if and
only if Y has rational singularities (see for example, [32, Proposition 1.2] and [23,
Proposition 2.1]). Let f : Z −→ Y be a log resolution of IOY . Because Y is Cohen-
Macaulay and normal, it follows that Y has rational singularities if and only if the
natural inclusion
f∗ωZ ⊂ ωY
is an isomorphism; [28]. On the other hand, because IOY is ample for the map
Y −→ SpecA, this equivalent to requiring that the natural map
Γ(Y, InOY ⊗ f∗ωZ) →֒ Γ(Y, I
nωY )
be an isomorphism for all n ≫ 0. Because InOY ⊗ f∗ωZ can be identified with
f∗(I
nωZ), this is the same as the the natural inclusion
(13) adj(In) = Γ(Z, InωZ) →֒ Γ(Y, I
nωY ) = Ωn
being an isomorphism for all n≫ 0.
Now, by Lipman’s Brianc¸on-Skoda Theorem (see also [31])
adj(Ih) = I adj(Ih−1)
and by our Brianc¸on-Skoda Theorem (actually Corollary 4.1.2 and the subsequent
remark)
Ωh = IΩh−1.
So remembering also that Ωn+1 :ωA I = Ωn for all n ≥ 0, by Lemma 3.1.5, we
conclude that (13) is an isomorphism for all n≫ 0 if and only if it is an isomorphism
for n = h−1. This proves the equivalence of statements (1) and (2). The equivalence
with (3) is also clear, since core(I) = Ωh by Theorem 5.1.4.
Finally, the formula adj(Ih−1) = core(I) : I is a consequence of the formula
Ωh−1 = Ωh :A I of Lemma 3.1.5. The corollary is proved. 
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Example 5.3.4. Let I be a normal equimultiple monomial ideal of height h in a
polynomial ring S over C. Then
core I = adj(Ih) = I adj(Ih−1).
Indeed, in this case, the Rees ring S[It] is a normal semi-group algebra, and hence
has rational singularities (since it is a direct summand of a polynomial ring [3]). In
particular, if I is generated by monomials xAi = xai11 x
ai2
2 . . . x
aid
n , then core(I) is
generated by monomials xB = xb11 . . . x
bd
d where
(b1 + 1, b2 + 1, . . . , bd + 1)
is in the interior of the convex hull of the points hA1, . . . , hAr in N
d; [21].
5.4. Core and coefficient ideals. If J ⊂ I is a reduction of I, Aberbach and
Huneke defined the coefficient ideal a(I, J) as the largest ideal a such that Ia = Ja;
see [2]. The next corollary relates this notion to the core.
Corollary 5.4.1. Let (A,m) be a Gorenstein local ring containing the set of rational
numbers. Let I ⊂ A be an equimultiple ideal of positive height h such that the Rees
ring A[It] is Cohen-Macaulay. If J ⊂ I is any minimal reduction, then
core(I) = Ia(I, J) and a(I, J) = core(I) : I.
Proof. By Theorem 5.1.4 we know that core(I) = Ωh. By the Brianc¸on-Skoda
Theorem (Lemma 4.1.1), Ωh = IΩh−1. On the other hand, according to [24,
Theorem 3.4], Ωh−1 = a(I, J). Thus the first claim follows. The second one is now
a consequence of the formula Ωh−1 = Ωh : I of Lemma 3.1.5. 
Remark 5.4.2. In fact, rational singularities of A[It] can be characterized in terms
of the equality a(I, J) = adj(Ih−1) where J ⊂ I is any minimal reduction; See [24,
Corollary 3.5].
5.5. Further Properties of Core, and Questions.
Corollary 5.5.1. Let A be a Gorenstein local ring essentially of finite type over a
field of characteristic zero. Let I be an equimultiple ideal of positive height h such
that the Rees ring A[It] has rational singularities. Then
core(I) ⊂ core(I ′)
for any ideal I ′ of height h containing I.
Proof. Because I ⊂ I ′, we know adj(Ih) ⊂ adj ((I ′)h). By Corollary 5.3.1, we
have core(I) = adj(Ih) ⊂ adj ((I ′)h). On the other hand, from the Brianc¸on-
Skoda theorem ([35]), adj ((I ′)h) is contained in every reduction of I ′. So core(I) ⊂
core(I ′). 
Question 5.5.2. If I is an integrally closed ideal, then is core(I) ⊂ core(I ′) for
all ideals I ′ containing I? If I is not integrally closed, the answer is no in general.
Indeed, whenever I ⊂ I ′ is an integral extension of ideals, then a minimal reduction
of I is a minimal reduction of I ′, but I ′ may admit reductions that are not reductions
of I. So clearly core(I ′) ⊂ core(I), but the inclusion can be strict, and usually is,
for example, when I is a minimal reduction of I ′. On the other hand, the same
reasoning indicates that there is no loss of generality in assuming that also that I ′
is integrally closed in Question 5.5.2. This question was first raised in [22].
The next result has to do with when the core itself is integrally closed.
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Proposition 5.5.3. Let A be a Cohen-Macaulay local domain of dimension d con-
taining the set of rational numbers. Let I ⊂ A be a normal equimultiple ideal of
positive height h such that the Rees ring A[It] is Cohen-Macaulay. Then core(I) is
an integrally closed ideal of A.
Proof. Set Y = ProjA[It]. Consider ωY as a sub-sheaf of the constant sheaf K
where K is the quotient field of A. Since ωY is reflexive, we know that
Ωh = Γ(Y, I
hωY ) =
⋂
codim {x}=1
IhωY,x.
But then
core(I) = Ωh :A ωA =
⋂
codim {x}=1
IhωY,x :A ωA.
Thus core (I) is integrally closed, because it is an intersection of integrally closed
ideals of A. 
Question 5.5.4. Under what conditions is the core of a normal ideal integrally
closed? This issue was first raised in [22]. See also [7, Examples 3.9 and 3.10].
Finally, we record an observation about the asymptotic behavior of core, as a
partial answer to a question raised in [22].
Corollary 5.5.5. Let (A,m) be a Gorenstein local ring containing the rational
numbers. Let I ⊂ A be an equimultiple ideal of positive height h such that A[It] is
Cohen-Macaulay. Then
core(In) = I(n−1)h core(I)
for all n ≥ 1.
Proof. Set Y = ProjA[Int]. Since Y = ProjR(n) ∼= ProjR, we observe that
Γ(Y, InkωY ) = Ωkn for all k ∈ Z. The ideal In being also equimultiple of height h,
Theorem 5.1.4 and Corollary 4.1.2 (and the subsequent remark), now give
core(In) = Γ(Y, InhωY ) = Ωnh = I
nh−hΩh = I
(n−1)h core(I).

6. Non-Vanishing Sections and the Core
The goal of this section is to reduce Kawamata’s Conjecture to a purely algebraic
statement relating the core of an m-primary ideal in a local ring of dimension d to
the adjoint ideal (or multiplier ideal) of the d-th power of the ideal. Actually, of
course, we must work in the graded category. Also, to get at the most general
version of Conjecture 1.1.1, we must expand the notions of the core and the adjoint
to submodules of the canonical module. The main result of this section is the
following theorem.
Theorem 6.0.6. Let D be an ample Cartier divisor on a rationally singular pro-
jective variety X of positive dimension, and let
S =
⊕
n≥0
H0(X,nD)
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be the corresponding section ring. Fix n≫ 0, and let I = S≥n be the ideal generated
by all elements of degrees at least n in S. Then H0(X,D) 6= 0 if
(14) gradedcore (IωS) = adj(I
d+1ωS), where d+ 1 = dimS,
as subsets of ωS.
Remark 6.0.7. Here, gradedcore (IωS) denotes the intersection of all submodules
of ωS of the form JωS, where J is a homogeneous reduction of I. Likewise, for
any ideal I in a normal domain S, adj(IωS) denotes the following natural variant
of the adjoint ideal. Fix a log resolution Y → SpecS of I. Then adj(IωS) is the
submodule of ωS given by π∗(IωS). This definition is independent of the choice
of log resolution. This is like the usual notion of multiplier ideal, but the relative
canonical modules has been replaced by the absolute canonical module of Y . This
has the advantage of being defined even when S is not Gorenstein (orQ-Gorenstein).
However, it is a submodule of ωS rather than an ideal of S.
Remark 6.0.8. Formula (14) is a graded version of the formula we proved (under
certain conditions on the ring and ideal) in Section 5. As we will see, rings arising
from divisors satisfying the hypothesis of Conjecture 1.1.1 satisfy these conditions,
so Kawamata’s Conjecture is very closely related to our formulas in 5.3.1.
Remark 6.0.9. As will be clear from the proof, a version of Theorem 6.0.6 holds if
X is not necessarily rationally singular, but is only normal. In this case, H0(X,D)
is non-zero if gradedcore(IωS) = Ωd+1, with notation as in Section 3.
Remark 6.0.10. In fact, the converse of Theorem 6.0.6 is also true: H0(X,D) is
non-zero if and only if the formula (14) holds for n ≫ 0 in the section ring S of
D. However, the proof of the requires rather different ideas and techniques, so we
postpone it to a subsequent paper.
In this section, we first prove Theorem 6.0.6. We then investigate the hypothesis
forced upon the section ring S of a pair (X,D) satisfying the hypothesis of Conjec-
ture 1.1.1. Finally, we end with a discussion of core versus graded core in a graded
ring.
6.1. A general criterion for non-vanishing. Let D be an ample Cartier divisor
on a normal projective variety X of dimension d ≥ 1. By definition, the section
ring of the pair (X,D) is the N-graded ring
S =
⊕
n∈N
H0(X,OX(nD)),
whose multiplication is given by the natural multiplication of sections. The ring S
is a normal graded domain, finitely generated over the field k = H0(X,OX), which
we will assume to be infinite. There is a canonical isomorphism from X to ProjS
under which the invertible sheaf OX(nD) corresponds to the coherent module on
ProjS arising from the graded S-module S(n), where S(n) denotes the module S
with its grading shifted so that S(n)m = Sm+n. For a general reference on section
rings, see [16, Section 4.5].
Proposition 6.1.1. Let D be an ample divisor on a normal projective variety X,
and let S be the corresponding section ring of the pair (X,D). Fix n≫ 0. Then
H0(X,D) = 0
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if and only if
[ωS ]n(d+1)−1 ⊂ gradedcore(IωS),
where ωS is the (graded) canonical module of the normal ring S, and I is the ideal
of S generated by elements of degrees at least n.
Proposition 6.1.1 follows readily from the following very general criterion for the
vanishing of the space of global sections of an ample line bundle.
Lemma 6.1.2. Let D be an ample Cartier divisor on a normal projective variety
X of dimension d ≥ 1. Fix any integer i. Then H0(X, iD) = 0 if and only if for
some (equivalently, every) n≫ 0, and any set x0, . . . , xd of d+ 1 global generators
for OX(nD), the natural inclusion
d∑
i=0
xiH
0(X,KX + (nd− i)D) ⊂ H
0(X,KX + [n(d+ 1)− i]D)
is an equality. 5
Proof of Lemma 6.1.2. Fix any set of d+ 1 global generators for OX(nD). Such a
set always exists (assuming X to be defined over an infinite field), because we can
take generic linear combinations of any set of global generators for OX(nD).
Consider the Koszul complex determined by the xi’s:
0 −→ OX(−(d+ 1)nD) −→ . . . −→
d⊕
i=0
OX(−nD)


x0
...
xd


−→ OX −→ 0.
Because the xi’s generate OX(nD), this complex is exact. Tensoring with the
invertible sheaf OX(KX + [(d+ 1)n− i]D), we get an exact complex
0 −→ OX(KX−iD) −→ . . . −→
d⊕
i=0
OX(KX+(dn−i)D)


x0
...
xd


−→ OX(KX+[(d+1)n−i]D) −→ 0.
Because Hi(X,OX(KX +mD)) = 0 for all m ≥ n − i and all i > 0, a standard
argument 6 shows that the map of global sections
d⊕
i+0
H0(X,KX + (dn− i)D)


x0
...
xd


−→ H0(X,KX + [(d+ 1)n− i]D)
5The precise condition on n in Propositions 6.1.1 and 6.1.2 is that n should be large enough
that OX(nD) is globally generated and H
i(X,KX +mD) vanishes for all i > 0 and all m ≥ n− i.
6The standard argument is this: break the complex into several short exact complexes of
sheaves. Then look at the corresponding long exact complexes of cohomology, beginning with
the 0-th cohomology of the short exact sequence arising from the right-most part of the complex.
Working backwards, the relevant cohomology is the i-th cohomology of the i-th short exact se-
quence from the right. A similar argument is written down in full in the proof of Proposition
4.1.4.
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is surjective if and only if Hd(X,KX − iD) = 0.
By Serre duality (which holds at the “top spot” even ifX is not Cohen-Macaulay),
the claim that H0(X, iD) is zero is identical to the claim that Hd(X,KX − iD) is
zero. So H0(X,D) vanishes if and only if
H0(X,KX + [n(d+ 1)− i]D) ⊂ (x0, . . . , xd)H
0(X,KX + [nd− i]D).
The proof of Lemma 6.1.2 is complete. 
Proof of Proposition 6.1.1. Interpret global sections of OX(nD) as degree n ele-
ments of S. Because a set of global sections {xi} generates OX(nD) if and only if
their common zero set on X = ProjS is empty, such a set is a generating set for
OX(nD) if and only if the elements {xi} in S generate an m-primary ideal of S. In
particular, a set of d+ 1 global sections of OX(nD) is a generating set if and only
if its elements form a homogeneous system of parameters for the ring S.
Now fix n ≫ 0. If H0(X,D) is zero, then for each set {x0, x1, . . . , xd} of global
generators of OX(nD), Lemma 6.1.2 ensures that
d∑
i=0
xiH
0(X,KX + (nd− 1)D) = H
0(X,KX + (n(d+ 1)− 1)D).
Interpreted in terms of the section ring S, this says
(x0, . . . , xd)[ωS ]nd−1 = [ωS ]n(d+1)−1.
In particular,
[ωS]n(d+1)−1 ⊂ (x0, . . . , xd)ωS
for every system of parameters for S consisting of elements of degree n. In other
words,
[ωS ]n(d+1)−1 ⊂
⋂
J s.o.p degree n.
JωS,
where J ranges over all homogeneous systems of parameters for S consisting of
elements of degree n. By Proposition 2.1.3 a system of parameters of degree n is
precisely the same as a minimal homogeneous reduction for the ideal I = S≥n, the
ideal generated by all elements of degrees at least n, so this means that
[ωS ]n(d+1)−1 ⊂ gradedcore(IωS).
The proof of the converse simply reverses this argument. 
Remark 6.1.3. Although Proposition 6.1.1 follows quite trivially from Lemma 6.1.2,
the passage to this more algebraic lemma seems powerful. The point is that
there is hope for showing that the intersection over all submodules of the form
(x0, . . . , xd)ωS is quite small, so small in fact, that it can not contain any element
of degree n(d + 1) − 1 (although each individual module (x0, . . . , xd)ωS certainly
contains many such elements!). This would settle Kawamata’s Conjecture if it could
be accomplished.
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6.2. An Adjoint Computation. The next proposition is a very general compu-
tation of adjoint modules for certain types of ideals in a section ring.
Proposition 6.2.1. Let S be a section ring of a pair (X,D) consisting of an ample
Cartier divisor on a normal projective variety. Fix n ≫ 0 and let I = S≥n be the
ideal of S generated by all elements of degrees at least n. Then
Γ(Y, IωY ) = [ωS ]≥n+1,
as submodules of ωS, where Y is the blowup of the scheme SpecS along the ideal
I. (The precise condition on n is that n should be large enough that (S≥n)
t = S≥tn
for all t ≥ 0.)
The proof of Proposition 6.2.1 makes use of the “natural” construction from [16,
Section 8.7.3].
6.2.1. The “natural” construction. Let S♮ be the graded ring
S♮ = S ⊕ S≥1 ⊕ S≥2 ⊕ S≥3 . . . ,
where S≥n indicates the ideal of S generated by elements of degree at least n. The
ring S♮ is finitely generated over its degree zero part S, so for large n, we have
(S≥n)
k = S≥nk for all k ≥ 0. Since the projective scheme of a graded ring is
unchanged under passing to any Veronese sub-ring, we have
ProjS♮ ∼= ProjS[It]
where S[It] is the Rees ring of S with respect to the ideal I = S≥n.
There are two natural geometric interpretations of the scheme ProjS♮. First, the
above isomorphism shows that ProjS♮ can be considered as the blowup of the ideal
I in the affine scheme SpecS. On the other hand, there is a natural isomorphism
(see [16, 8.7.3])
SpecX(OX ⊕OX(D)⊕OX(2D)⊕ . . . )
∼=
−→ Proj(S ⊕ S≥1 ⊕ S≥2 ⊕ . . . ).
This allows to interpret ProjS♮ also as the total space of the “tautological” line
bundle OX(−D) on X (or, in some writers’ terminology, as the scheme V(OX(D))).
Correspondingly, there are two natural projections,
ProjS♮
π
−→ SpecS ProjS♮
η
−→ ProjS = X.
The first is the blowing up morphism, while the second is the structure map of the
line bundle OX(−D).
Remark 6.2.2. These interpretations of ProjS♮ generalize the following situation.
Let Y denote the incidence correspondence
Y = {(p, ℓ) | p ∈ ℓ} ⊂ Cn × Pn−1,
where ℓ is a line through the origin in Cn and p is a point on it. By projecting
Y to either Cn or Pn−1, respectively, we arrive at either the blowup of the origin
in Cn or the structure map of the tautological line bundle on Cn. Note that here
Y = ProjS♮ where S is the polynomial ring in n variables.
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Proof of Proposition 6.2.1. Using the interpretation of Y as the total space of the
tautological bundle, one easily computes ωY . Indeed, because Y
η
→ X is smooth of
relative dimension one with ΩY/X = η
∗OX(D), we have
ωY = η
∗ωX ⊗ ΩY/X = η
∗ωX ⊗ η
∗OX(D) = η
∗(ωX(D)).
Also, thinking of S[It] as the n-th Veronese sub-ring of the algebra S♮, we see that
ItOY = OY (nt) = η∗OX(ntD), where OY (nt) is the coherent sheaf on Y = ProjS♮
corresponding to the graded module S♮(nt).
Now, noting that the map Y
η
→ X affine and that η∗OY =
⊕
i∈NOX(iD), we
compute
Γ(Y, ItωY ) =Γ(Y, η
∗OX(tnD)⊗ η
∗(ωX ⊗OX(D)))
=Γ(Y, η∗(ωX ⊗OX([tn+ 1]D)))
=Γ(X, (η∗OY ⊗ (ωX ⊗OX([tn+ 1]D)))
=Γ(X, (
⊕
i∈N
OX(iD))⊗ (ωX ⊗OX([tn+ 1]D)))
=
⊕
i∈N
Γ(X,ωX([tn+ 1 + i]D)
=[ωS ]≥tn+1.
This completes the proof of Proposition 6.2.1. 
Proof of Theorem 6.0.6. Suppose that H0(X,D) = 0. Then by Proposition 6.1.1,
we have that
[ωS ]n(d+1)−1 ⊂ gradedcore(IωS).
If the equality (14) of Theorem 6.0.6 holds, then in fact
[ωS ]n(d+1)−1 ⊂ adj(I
d+1ωS).
Note that the assumptions of Kawamata’s Conjecture force the variety X to
have rational singularities. Therefore, the scheme Y = ProjS[It] also has rational
singularities, because it is the total space of a line bundle over X . Furthermore, the
ideal I (and its powers) pull back to an invertible sheaf on Y under the birational
map Y −→ SpecS whose support is an irreducible closed subvariety (isomorphic to
X). It is easy to check that in this situation, the adjoint of Id+1 can be computed
from the resolution Y −→ SpecS. If particular, if H0(X,D) = 0, then
[ωS ]n(d+1)−1 ⊂ Γ(I
d+1ωY ).
Finally, since Id+1 = S≥n(d+1), we apply Proposition 6.2.1 to conclude that
[ωS ]n(d+1)−1 ⊂ [ωS ]≥n(d+1)+1.
This is an obvious contradiction, since ωS is non-zero in all sufficiently large degrees.
Thus H0(X,D) can not vanish and the proof is complete. 
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6.3. The section ring. In order to use Theorem 6.0.6 to prove Kawamata’s Con-
jecture, we need to better understand the special conditions imposed on S by the
hypothesis of Conjecture 1.1.1. Remarkably, it turns out that just the right condi-
tion to deduce a local form of formula (14) is satisfied.
Proposition 6.3.1. Let S be the section ring of a normal projective variety X
with respect to an ample Cartier divisor D, and let I be the ideal of S generated by
elements of degree n ≫ 0. Assume that there exists an effective Q-divisor B such
that the pair (X,B) is Kawamata log terminal and the Q-divisor D− (KX +B) is
big and nef. Then the irrelevant ideal
(S[It])+ := I ⊕ I2 ⊕ I3 ⊕ . . .
of the Rees ring S[It] is a Cohen-Macaulay S[It]-module.
The proof makes use of the following two lemmas.
Lemma 6.3.2. Let S be a section ring as in Proposition 6.3.1. Then the local
cohomology modules of S with support in the unique homogeneous maximal ideal m
satisfy:
(1) For i < dimS, the graded S-modules Him(S) vanish in all degrees n 6= 0.
(2) HdimSm (S) vanishes in positive degrees.
Lemma 6.3.3. Let (A,m) be an arbitrary local ring of dimension d and let {In}
be a Noetherian filtration of A consisting of ideals of positive height. Let
R := A⊕ I1 ⊕ I2 ⊕ . . .
and
G := A/I1 ⊕ I1/I2 ⊕ I2/I3 ⊕ . . .
denote, respectively, the Rees ring and the associated graded ring of A with respect
to this filtration, whose unique homogeneous maximal ideals will be denoted MR and
MG, respectively. Then the irrelevant ideal of R is a Cohen-Macaulay R-module if
and only if the following two conditions on G are satisfied:
(1) For i < d, [HiMG(G)]n = 0 for n 6= 0.
(2) HdMG(G) vanishes in positive degrees.
Proof of Proposition 6.3.1. Fix n ≫ 0. Setting I = S≥n to be the ideal in S
generated by all elements of degrees at least n, we have Ik = S≥nk. So for this
n, the Rees ring S[It] is the n-th Veronese subring of the Rees ring S♮ formed
from the filtration In = S≥n. The irrelevant ideal of S[It] is therefore the n-th
Veronese submodule of the irrelevant ideal of S♮. Thus in order to show that
the irrelevant ideal of S[It] is a Cohen-Macaulay S[It]-module, it is sufficient to
prove that the irrelevant ideal of S♮ is Cohen-Macaulay (since the appropriate local
cohomology modules for the irrelevant ideal of S[It] are Veronese submodules of
the corresponding local cohomology modules for the irrelevant ideal of S♮).
To show that the irrelevant ideal of S♮ is Cohen-Macaulay, note that because
the irrelevant ideal is graded, it is enough to check Cohen-Macaulayness after lo-
calizing at the unique homogeneous maximal ideal of S[It]. So we may replace S
by its localization A at its unique homogeneous ideal, and replace the filtration by
its image {In} in A. Note that the associated graded ring of A with respect to
this filtration {In} is canonically isomorphic to S. Thus, the Proposition follows
immediately from combining the two lemmas. 
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Proof of Lemma 6.3.2. First note that because (X,B) is Kawamata log terminal,
the variety X has rational singularities (see e.g. [27, Th 1.3.6]). In particular, X is
Cohen-Macaulay and Serre duality holds for X .
To check statements (1) and (2), we make use of the identifications
[Him(S)]n
∼= Hi−1(X,OX(nD))
for each i ≥ 2 and all n ∈ Z (see 2.5.1). Now, for 2 ≤ i < dimS, the vanishing
of Him(S) in negative degree follows from the (dual form of the) Kodaira vanishing
theorem applied to the ample divisor D. For all i ≥ 2, the vanishing of Him(S) in
positive degree follows from the Kawamata-Viehweg vanishing theorem.
Since S is normal, the local cohomology modules H1m(S) and H
0
m(S) are zero in
any case, so the Proposition is proved. 
Proof of Lemma 6.3.3. Let R+ denote the irrelevant ideal of R. We make use of
the following two exact sequences
0 −→ R+ −→ R −→ A −→ 0
and
0 −→ R+(1) −→ R −→ G −→ 0.
Because the R-module A is concentrated in degree zero, the first sequence gives
[HiMR(R
+)]n ∼= [H
i
MR
(R)]n
for all n 6= 0 and all i. Then looking at the long exact sequence arising from the
second sequence, we find a long exact sequence
. . . −→ [Hi−1MR(G)]n −→ [H
i
MR
(R+)]n+1 −→ [H
i
MR
(R)]n −→ [H
i
MR
(G)]n −→ . . .
in each degree n.
Assume that R+ is Cohen-Macaulay. Then for i < d + 1 = dimR+, we have
[HiMR(R
+)]n = 0 for all n. This implies that [H
i
MR
(R)]n = 0 for all n 6= 0. So the
long exact sequence above tells us that HiMR(G) vanishes in every non-zero degree,
for all i < d.
For i = d, if n > 0, the long exact sequence above becomes
−→ [HdMR(R)]n −→ [H
d
MG
(G)]n −→ [H
d+1
MR
(R+)]n+1 −→ 0.
Because Hd+1MR (R
+)]n+1 ∼= [H
d+1
MR
(R)]n+1, and the a-invariant of the Rees ring R is
−1, we see [Hd+1MR (R
+)]n+1 = 0 for n ≥ 0. So both modules
[HdMR(R)]n and [H
d+1
MR
(R+)]n+1
are zero for n > 0, and so HdMG(G) vanishes in positive degree. The converse
argument just reverses this. The lemma is proved. 
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6.4. Core and Graded Core in Graded Rings. We have seen that Kawamata’s
Conjecture follows from the following conjecture.
Conjecture 6.4.1. Let S be the section ring of a pair (X,D) satisfying the hy-
pothesis of Conjecture 1.1.1. Then
(15) gradedcore(IωS) = adj(I
dωS)
where d is the dimension of S, and I = S≥n is the m-primary ideal generated by
elements of degrees at least n, for some n≫ 0.
On the other hand, for a local ring (A,m) and an ideal I satisfying conditions
satisfied by S≥n in such a section ring, we have proved (see the remark following
Theorem 5.1.4 and Proposition 6.3.1) that
core(IωA) = adj(I
dωA).
In particular, core(IωS) = adj(I
dωS), for the section ring S of a pair (X,D) satis-
fying the hypothesis of Kawamata’s Conjecture. It is easy to believe that perhaps
the core and graded core of I = S≥n are equal for large n, and hence that we
have proved Kawamata’s Conjecture. However, the problem is appears to be quite
subtle. In fact, we have the following corollary of the Main Technical Theorem.
Corollary 6.4.1. Let S be a section ring of a normal Cohen-Macaulay variety of
characteristic zero with respect to any ample divisor. Let I = S≥n be the ideal
generated by the homogeneous elements of S of degrees at least n, for n≫ 0. Then
(16) core(IωS) = [ωS]≥nd+1,
where d = dimS. In particular, if the variety is rationally singular, then
core(IωS) = adj(I
dωS).
Furthermore, if S is Cohen-Macaulay,
core(I) = S≥nd+a+1
where a is the a-invariant of S.
Remark 6.4.2. Of course, since there are ample line bundles on smooth varieties
with no sections, Proposition 6.1.1 makes clear that formula (15) can not hold in
general. Indeed, given any ample line bundle with no non-zero global sections,
one can generate examples of ideals (namely S≥n for n ≫ 0) in a graded ring
(the corresponding section ring) which have many homogeneous reductions, but for
which the core is not equal to the graded core.
Proof. The statement may be checked locally at the unique homogeneous maximal
ideal of S, so we can replace I by its expansion to A = Sm, and our previous results
in the local case apply to S. As always, we let Y denote the blowup of SpecS along
I, and set Ωt = H
0(Y, ItωY ). From Proposition 6.2.1, we have
Ωt = [ωS ]≥nt+1
for all t. Since S is Cohen-Macaulay on the punctured spectrum, by taking n≫ 0,
one sees that the irrelevant ideal of S[It] is Cohen-Macaulay. Thus
JωS ∩ Ωd−1 = JΩd−2
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for all reductions J of I, by Proposition 4.2.1. As pointed out in Remark 3.0.3
following the Main Technical Theorem, this ensures that
core IωS ⊂ Ωd = [ωS ]≥nd+1.
This holds without requiring that S be Cohen-Macaulay, as does the statement
core(I) ⊂ S≥nd+a+1. Indeed, if z ∈ core (I) has degree less than nd+a+1, then by
taking any non-zero element w of [ωS ]−a, we would have an element yw ∈ core (IωS)
of degree less than nd+ 1, a contradiction.
For the reverse inclusion, we need also that Ωd ⊂ JωS . This follows from the
Brianc¸on-Skoda Theorem 4.1.1 because S is Cohen-Macaulay on the punctured
spectrum and n is sufficiently large. Indeed, we need only that Hi(Y, Id−1−iωY ) is
zero for all i ≥ 1, where as usual Y = ProjS[It]. For i < d − 1, this is essentially
Serre vanishing (as n is large). For i = d − 1, the required vanishing holds by
Lemma 6.4.3 below. For i ≥ d, all the cohomology vanishes since Y has a cover by
d open affine sets.
The corresponding statement for ideals follows as in the proof that Theorem
5.1.4 implies 5.1.1. 
Lemma 6.4.3. If I is a normal ideal in a normal local ring A of dimension d at
least two, then Hd−1(Y, ωY ) = 0, where Y = ProjA[It].
Proof. Let Z
ν
→ Y be a resolution of singularities of Y . The composition Z → Y →
SpecA is a resolution of singularities of SpecA. We have a short exact sequence
0→ ν∗ωZ → ωY → Q→ 0
where Q is supported on some set of codimension at least two. This gives rise to a
long exact sequence, which—because dimQ is at most d− 2— gives a surjection
Hd−1(Y, ν∗ωZ)→ H
d−1(Y, ωY ).
On the other hand, by the Grauert-Riemenschneider vanishing theoremRpν∗ωZ = 0
for p > 0, so the appropriate spectral sequence degenerates to give an isomorphism
Hi(Y, ν∗ωZ) ∼= H
i(Z, ωZ). But again by the Grauert-Riemenschneider vanishing
theorem, this time applied to the resolution Z → SpecA, we have Hi(Z, ωZ) van-
ishes as well for all i > 0. So Hd−1(Y, ν∗ωZ) must be zero, and therefore, so is its
surjective image Hd−1(Y, ωY ). 
Since every normal standard graded domain is a section ring, we have the fol-
lowing corollary.
Corollary 6.4.4. Let S be normal Cohen-Macaulay N-graded domain finitely gen-
erated by its degree one elements over a field of characteristic zero. Let m denote
its unique homogeneous maximal ideal. Then for all n > 0,
(17) core(mn) = gradedcore(mn) = mnd+a+1,
where d = dimS and a is the a-invariant of S.
Proof. The formula for core follows from the above corollary since S≥n = m
n. It
remains only verify that the core is the graded core in this situation. Set I = mn.
Looking at the proof of the Key Lemma, we see that gradedcore(IωS) ⊂ Ωd =
[ωS]≥dn+1 if the corresponding intersection ∩x∗
1
,...,x∗
d
(x∗1, . . . , x
∗
d)ωG is zero in degree
d. But because I is generated by elements all of the same degree, this follows from
Theorem 3.4.1. 
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Remark 6.4.5. In Corollary 6.4.4, one can weaken the assumption that S is Cohen-
Macaulay and require only that S has an isolated non-Cohen-Macaulay point. Then
formula (17) holds for n≫ 0.
In order to prove Kawamata’s Conjecture then, we must understand when core
and graded core are equal. For an m-primary ideal generated by elements of the
same degree in a Cohen-Macaulay graded ring over an infinite field, that core and
graded core are equal follows from [6, Theorem 4.5]. But in general, this appears
to be a subtle question. From the point of view of solving Kawamata’s Conjecture
(and understanding non-emptiness of linear systems more generally), this question
is of great interest for ideals of the form I = S≥n in a section ring. We return to
this in a subsequent paper.
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