Lies, damned lies, and impact factor by Marušić, Ana
496
Forum dyskusyjne • Discussion forum
NOWOTWORY Journal of Oncology
2015, volume 65, number 6, 496–497 
DOI: 10.5603/NJO.2015.0103 
© Polskie Towarzystwo Onkologiczne
ISSN 0029–540X
www.nowotwory.viamedica.pl
Lies, damned lies, and impact factor
Ana Marušić
Invited commentary
The original quote that I paraphrased in the title of my 
comment is “Lies, damned lies, and statistics” and is a frequ-
ent phrase to emphasize the power of numbers when they 
are used to support weak arguments.
And impact factor is indeed a number generated from 
a formula; it is a number with great power in academic 
community and the subject of heated debates and misuse, 
including fake impact factor and fake impact factor com-
panies [1]. However, its primary purpose has been distor-
ted over time from a useful tool for librarians to the major 
currency of academic advancement. It was developed in 
1955 by Eugene Garfield as a bibliographical tool to help 
the selection of journals into a bibliographical database [2]. 
Garfield’s intention was to use citations to journal articles 
to identify journals with the highest impact on research; his 
idea was to create a database with ten percent of the most 
influential scientific journals and thus provide guidance for 
librarians how to use limited funds to get most important 
journals to their libraries and their researchers. The database 
— Science Citation Index (SCI) remains the most selective 
and prestigious bibliographical and citation database. As 
a journal editor, I thus find the impact factor a useful tool 
to follow my own journal and other journals in the field and 
generally in science, careful to take into account well known 
differences between different disciplines and different jour-
nals. I also do not look only for the impact factor, but also for 
other measures of impact (again being aware that they are 
based on article citations and thus biased to some extent, 
just as the impact factor) [3–5]. 
As a scientist, I fully agree with proposals that have been 
around for a long time that the impact factor should not be 
the sole element for the evaluation of individual researchers 
and/or articles [6]. It may be useful: I know from my own and 
my colleagues’ experience that it is more difficult to publish 
a paper in high-impact factor journals — if I publish there 
I know that, on average (!), this journal has selected my 
manuscript in a highly competitive, selective and critical 
evaluation. 
When we use the impact factor for journals or resear-
chers, such as a “single researcher impact factor” [7], we have 
to keep in mind a few simple facts about the mathematical 
equation that generates the value for the impact factor. By 
definition, it is the ratio between the citations a journal’s ar-
ticles from two previous years receive in the current year and 
the number of articles published in the two previous years 
in that journal [8]. And there is a catch in this equation: the 
numerator in the formula includes all citations, regardless 
whether they are to original research work or non-research 
items, such as letters, comments, editorials and other non-
-research item. On the other hand, the denominator includes 
only the journal items that are considered citable: this means 
those published items categorized as “Article” or “Review” 
by the indexing experts at the Thompson Reuters. This me-
ans that journals publishing many non-research items and 
which are regarded as important and cited by the research 
community will always have higher impact factors that jour-
nals publishing solely research articles. Because of this, big 
commercial journals with large editorial staff to cover news 
and with influence to attract leading experts to write their 
commentaries or correspondence will by default have larger 
impact factors that smaller scholarly journal that are mostly 
run by volunteers and publishing only research articles (and 
frankly, the former journals are a more interesting read).
To provide evidence for the influence of research and 
non-research articles on the impact factor equation, which 
is very much needed in the current debates about impact 
factor, my colleagues and I performed a study of what con-
stituted the impact factor of “small” and “big” journals [8]. 
We read over 9000 items in published 4 journals during 
two years: New England Journal of Medicine (the first in the 
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Thompson Reuters’ Journal Citation Reports’ (JCR) category 
of “Medicine, General and Internal”; Croatian Medical Journal 
(the journal I was editing at that time, somewhere in the 
middle of the same JCR category); Nature (the first-ranking 
journal in JCR category “Multidisciplinary sciences”; and 
Anais da Academia Brasileira de Ciencias (a small scholarly 
journal at the same ranking place in the “Multidisciplinary 
sciences” category as the Croatian Medical Journal in its 
“Medicine, General and Internal” category. We classified 
whether the published items contained original mate-
rial (such as figures, tables or numbers in the text that 
we not referenced to other sources), checked whether all 
published items were indexed in the Web of Science, and 
retrieved their citations. This was all done before the rele-
ase of the relevant impact factor for that year, so we were 
not biased by the existing impact factor for the dataset 
that we analysed.
We found that high-impact journals published more 
than 60% of their content a non-research items (editorial 
material, letters, comments). These items were well cited 
— for example, the total number of citations to non-rese-
arch items exceeded the number of citations to all reviews 
published in a journal. They also increased the impact factor 
of the journals. For my journal, which also published editorial 
material that was cited, these citations also contributed to 
the impact factor (small as it was). Only for the Anais da 
Academia Brasileira de Ciencias, which published a single 
editorial and an obituary in two years’ time, the number of 
citations reflected only the research content of the journal.
I told this story to illustrate that the question of impact 
factor is a complex one, that it has its good and bad sides, 
and that it should be regarded as one but not the only 
measure of journals, research, and researchers. We have 
to understand what the number means, and do not give 
it more statistical or real-world significance than it should 
have. Yes, it is easy to substitute a complex evaluation such 
as that for academic promotion with a single number — it 
is much more difficult to actually read the actual paper 
and evaluate its impact not only in citations but in other 
measures of impact. And citations are not always linked 
to individuals: for example, the quote from the beginning 
of the text on lies and statistics is well known (retrieves 
387000 results on Google for the full citation and 21 articles 
on Medline with the quote in article title) and often cited, 
but we do not know who the actual author is, except that 
the origin could be traced to the end of the 19th century 
[9]. The unknown author would not be able to use these 
citations for academic promotion.
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