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INTRODUCTION 
Eddy current testing is a widely used nondestructive testing (NDT) method, 
particularly for inspecting the heat-exchanger tubes in steam generators. Due to the 
complex nature of the eddy current technique, the analysis of such inspection data is a 
difficult task which requires a huge amount of work by experienced human analysts [1]. 
This is time consuming and expensive. Human nature itself will cause some variance in 
analysis. Also, the variation of many different properties in the eddy current signal makes it 
very difficult to analyze. To overcome these obstacles, an eddy current automatic analysis 
system is needed to aid the analysts. 
An automatic flaw detection system for eddy current inspection of steam generator 
tubes is discussed here. The system is accomplished by three major components - data 
preprocessing, wavelet flaw identification , and fuzzy decision making. In eddy current 
data analysis, every data set has to be preprocessed by an initial set-up procedure to make 
sure that all data have the same signal analysis standard and interpretation. In addition, a 
backgroundremoval procedure is utilized to remove variations due to Iift-off and other 
geometrical effects. Once the data is preprocessed, we apply a wavelet analysis method to 
process the data and then characterize noise and flaw signals. 
The wavelet analysis method is a rnixture of statistical and wavelet techniques. This 
method has shown good potential in reducing noise and identifying possible flaw 
indications due to the unique time-frequency localization properties of wavelet transform. 
After applying the wavelet analysis method, an algorithm to make the final decision on all 
possible flaw indications is still needed. A template matehing technique and fuzzy 
inference system are investigated. 
The template matehing technique provides much useful information for judging the 
flaw indications. However, due to noise and interference, this information may not be 
accurate and the boundary between a flaw and a nonflaw is fuzzy. This suggests the 
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possibility of applying the theory of fuzzy systems to this classification problem. A fuzzy 
inference system is applied to this information in making the decisions about possible flaw 
indications. We also use the fuzzy inference system to estimate the size (or more precisely, 
the percentage of through-wall penetration ) of the flaw. 
DAT A PREPROCESSING 
Automatie Calibration 
In eddy current data analysis, completing an initial set-up using a calibration standard 
is an important step before processing the raw data. Such a set-up procedure is used to 
overcome the variations between "identical" probes and instruments as weil as the 
variability in material properties which affect probe impedance. The calibration standard 
duplicates the test materials in geometry as weil as electrical and magnetic properties. A 
number of artificial defects are machined on the calibration standard tube to establish a 
reference for later data analysis. There are three main steps in the set-up procedure. The 
first step sets spans and rotations for the differential channels that will be used in later 
processing. The second step establishes the mixes by using the broached TSP in the 
calibration standard. The third step sets the calibration cur\re for the differential channels 
and the mix channels. 
Background Removal 
Background removal is used to remove low frequency noise, such as Iift-off noise. 
This is achieved by moving a window with a size of 256 data points over the data set and 
fitting the data to a second order polynomial using the Ieast-squares criterion. The general 
equation for the coefficients of the polynomial for Ieast-squares fitting is given below: 
m n n 
:~>L~>f+' = Lf(x;)xi l = O, ... ,m (1) 
j=9 i=l i=l 
where m is the order of the polynomial and n is the length of the data record. The linear 
equations above can be inverted by LU decomposition algorithms, such as Gauss 
elimination [2]. The coefficients are then obtained by back substitution in the decomposed 
upper triangular matrix. After the coefficients for the polynomial are obtained, the 
background is removed from the signal by subtracting the polynomial from the data. The 
calibrated data with background removed is shown in Figure 2 compared with the original 
data shown in Figure 1. 
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Figure 1. The imaginary part of raw data. 
2000 
1500 
c:>.. 1000 
s 
< 500 
·500 '-----'----'-~-:-'-:-~-'-:-:-'-::-:-""-::-::"::-::-' 
0 5000 10000150002000025000 
Relative Time Position 
Figure 2. The calibrated data with 
background removed. 
W AVELET IDENTIFICA TION OF FLA W INDICA TIONS 
In eddy current signal analysis, lissajous pattems and phase play very important roles 
in the analysis of flaw signals. The signals of flaw indications on a differential bobbin coil 
have a characteristic lissajous pattem with a shape Iike a figure "8". By Iooking at the real 
and imaginary parts separately, the shape of a flaw indication is similar to the derivative of 
a gaussian, which is taken to be the defect property. 
The flaw signal is a transient signal because the response of the probe decreases 
rapidly as the probe moves away from the indication. This property implies that time 
localization is characteristic of flaw signals. In an eddy current signal, there are many types 
of degrading mechanisms that cause !arge variations in eddy current signals. Also, there are 
many kinds of noise sources combined with the flaw signal that makes the analysis more 
complex. Conventional frequency domain noise reduction techniques, such as bandpass 
filtering and smoothing, are not very successful in the processing of eddy current signals 
due to the fact that the flaw signal is localized in time so that most of its frequency 
components overlap the frequency components of the noise. 
The wavelet transform gives a new way to analyze signals, especially signals that are 
localized in both time and frequency [3-4]. The wavelet transform uses a signal prototype 
function called a mother wavelet W(x), and its translations (W(x) ~ W(x+ I)) and dilations 
(W(x) ~ W(2x)). The set of basis functions can be expressedas 
(2) 
where a, b are the dilation and translation indices, respectively. Scaling of the wavelet 
function plays an important roJe in the construction of wavelet theory since it allows us to 
observe the signal at different resolution scales. Fine temporal analysis is accomplished 
with contracted (high-frequency) versions of the mother wavelet, while fine frequency 
analysis uses a dilated (low-frequency) version. This multiresolution concept is the basic 
difference between wavelet analysis and conventional signal analysis techniques, such as 
the Fourier transform. Also, the multiresolution view of wavelet analysis gives us more 
information for analyzing the eddy current signal. We can see that most of the electronic 
noise has rapid changes in the time domain. Probe Iiftoff causes a slow variation in the 
signal. As for the signals of flaw indications, they are smooth curves in a small time 
window. In the raw data, the flaw signals are usually combined with many other unwanted 
signals so that it is hard to detect them. By applying the wavelet transform to the signal, we 
are able to separate the flaw signal from noise signals in the wavelet domain. 
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Figure 3. Mallat's quadratic spline wavelet. The dashed line is the smoothing function. The 
solid line is Mallat's wavelet which is the derivative of the smoothing function. 
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Wehave selected Mallat's quadratic spline wavelet as the mother wavelet in our 
wavelet analysis. The Mallat's wavelet, shown in Figure 3, isanon-orthogonal wavelet 
derived from the cubic spline [5-6]. It has three unique properties which makes it the 
optimal choice for our task. First, it is a very smooth function so that it is efficient in 
approximating smooth signals. Second, it has a very compact support in the time domain 
so that it is also efficient in approximating a time localized signal. Third, Mallat' s wavelet 
has an antisymmetric shape which resembles the eddy current flaw signal. Also, the 
wavelet transform using Mallat's wavelet has an equal number of data points at every 
resolution. This is desirable because the position information of the indication will remain 
at the same position in the transformed data at every resolution. The transformed data at 
different resolutions forms a new view of the original data that we call the wavelet domain. 
In the wavelet domain, the signal from a flaw indication has specific characteristics that can 
be used to separate it from noise and other unwanted signals. These characteristics are: 
( 1) The wavelet transform coefficients of flaw indications at each resolution have !arger 
amplitude than most of the noise. 
(2) The flaw indications have two antipolar local extrema that correspond to the two peaks 
of the flaw indication and this property appears on the first three resolutions of the 
imaginary part. Also, the two antipolar extrema will be positive on the first extrema and 
negative on the second extrema. 
(3) The distance between two antipolar local extrema is within a certain time range related 
to the pulling speed and probe geometry. 
Based upon these characteristics of the flaw indications, we have developed an 
approach that contains four main algorithms [7]. This approach is briefly described as 
follows: 
(I) Fast wavelet algorithm 
Carries out multiresolution analysis by decomposing signals on a wavelet basis (use 
Mallat's quadratic spline). 
(2) Extrema algorithm 
Detects the extrema in the wavelet domain at first three resolutions. The extrema are 
sharp variations in the signal which contain the most important information of the data. 
(3) Denoising procedure 
Thresholds the Iist of extrema to remove small variations caused by noise. 
(4) Transient detection algorithm 
Applies rules, based on information from first three resolutions (derived from the 
characteristics of the flaw indications), to determine the probability of a flaw signal. 
In Figure 4, we show the process results of algorithm (I) to (3) at the first resolution 
in the wavelet domain. Figure 4(a) is the discrete wavelet transform result which is 
displayed as a continuous function. Figure 4(b) shows the retained extrema and Figure 4(c) 
displays the trimmed extrema. From the characteristics of flaw indications, those extrema 
which are pairs of antipolar peaks with !arger amplitudes should be kept in the wavelet 
domain. The other redundant peaks will be removed before transient detection rules are 
applied. In Figure 5, we show the original data and the first three resolutions of trimmed 
WT coefficients with redundant peaks removed. How flaw identification is carried out 
from Figure 5 is explained as follows. First observe all the closely spaced pairs of spikes 
for which a positive spike is followed by an adjacent negative spike. In each of the three 
plots in Figure 5 we can identify these pairs. Now match up all pairs, on a time basis, in the 
three plots. A possible flaw is identified when all three plots have a pair of positive and 
negative spikes at the same time location. 
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Figure 4. Plots of the defect detection 
process results of first three algorithms. 
The solid line shows the WT coefficients. 
The dashed line is the original data. 
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Figure 5. Plots of the imaginary parts of 
the first three resolutions in the wavelet 
domain. The spike-like features are the 
trimmed WT coefficients with redundant 
peaks removed. 
The original idea of the template matehing technique comes from the calibration 
standard. We use the signals of the artificial flaws on the calibration tube as templates. The 
purpose is to further distinguish real flaws from false positives in the candidate flaw signals 
created with the wavelet analysis procedure. It is done by matehing the template with a 
possible flaw signal and execute a normalized complex crosscorrelation. From the 
normalized complex crosscorrelation, we obtain a measurement of the shape similarity 
between the test data and the template and also get the phase difference between the 
template and a possible flaw indication. 
The normalized complex crosscorrelation between the template signal { T,.} and the 
possible flaw signal { F,.} (determined by wavelet results) is defined as 
I,FnTn• 
(3) 
where { F,.} must be aligned to compensate for pulling speed difference between the 
calibration data and the inspection data. The alignment is based on the two antipolar peaks 
of a differential eddy current signal. The magnitude of the complex cross correlation p is 
called the shape similarity. The phase of the complex crosscorrelation p is termed the 
phase difference. The shape similarities and phase differences obtained from different 
templates are put into the fuzzy inference system to check whether the candidate flaw is 
likely tobe a flaw. 
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FUZZY INFERENCE SYSTEM 
Input and Output of the System 
The fuzzy inference system (FIS) includes two subsystems [8]. One is used for flaw 
decision making and the other one is used to carry out the flaw size estimation. They have 
two groups of inputs. The first group contains phase differences obtained from the template 
matehing technique. Each phase difference input denotes the angle difference of the 
lissajous pattem of the test signal and the lissajous pattem of a certain template. Five 
templates were used in this project. They are the signals from the 20%, 40%, 60%, 80%, 
100% through-wall (TW) artificial outside-diameter flaws. The second group contains 
shape similarities obtained from the magnitude of the normalized complex 
crosscorrelations. 
The output of the first fuzzy inference subsystem is the decision on whether a signal 
is a flaw signal or not. The output of the second fuzzy inference system is the %TW 
penetration of the flaw, if the signal were indeed a flaw signal. The shape similarity inputs 
have a range from 0 to 1, since it is the absolute value of the normalized crosscorrelation. 
The phase inputs have a range from -180 degrees to 180 degrees. For each template, a 
fuzzy membership function is used to map the phase difference into a phase similarity 
which has a value from 0 to 1. The shape of the membership function is different for every 
template. 
Block Diagram of the System 
The decision rules of the fuzzy classification subsystem are based on the following 
Observations regarding the eddy current flaw signal: first, a flaw signal should have a shape 
similar to a template, thus its shape similarity should be close to 1. Because the five 
templates have similar shape, it follows that the five shape similarity inputs should all be 
high for a flaw signal. Second, at least one of the five phase difference inputs must be 
small for a signal tobe qualified as a flaw signal, which is due to the fact that the five 
templates constructs a sparse but complete grid in the percent through-wall space. Any flaw 
signal must have a phase similar to one or two templates. 
The construction of the percent through-wall fuzzy inference system is based on the 
relationship between the phase of the signal and the percent through-wall penetration of the 
flaw. This relationship is a nonlinear mapping function and usually can only be decided 
experimentally. The only information about this function is contained in the five sample 
points given by the five templates. Since a fuzzy system with centroid defuzzification is a 
universal approximator, we can build an approximation of this function by using a fuzzy 
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Figure 6. Block diagram of fuzzy inference system. 
system and the information obtained from the five templates The fuzzy inference system is 
shown in Figure 6. 
Membership Functions and Learning 
The membership functions used in this system are asymmetric trapezoidal fuzzy 
membership functions. The shape of the membership function is determined by four 
parameters: the locations of the two central points and the locations of the two edge points. 
The actual shape of the membership functions for the five shape similarity inputs were 
leamed by using the distribution of the training data set in the input feature space. For the 
region where there are only flaw samples, the membership function has a value of I. For 
the region where there are only nonflaw samples, the membership function has a value from 
0.5 to 0. In the region where there are both flaw samples and nonflaw samples, the value of 
the membership function changes linearly from I to 0.5. The membership function of one 
shape similarity input is shown in Figure 7. 
The membership functions for the phase inputs have a triangular shape, which is a 
special case of the trapezoidal membership function. The shape of the input and output 
membership functions of the percent through-wall subsystem were established by using the 
calibration curve. In Figure 8, we show the input-output membership relation between the 
input fuzzy set (phase) and the output fuzzy set (%TW) of five templates. The triangles 
lying against the axes are the membership functions. They show the relative weighting of 
the function vs. the variable. If an input is classified tobe a flaw, the %TW can be obtained 
from the membership function. In addition to the triangles shown, there are additional 
similar triangles centered on each axis tick mark. 
TEST RESULTS AND CONCLUSIONS 
The automatic flaw detection system was tested for a nurober of cases and the results 
compared with an analysis provided by Framatome. In most cases the detection results 
given by the system are in good correspondence with the results given by human analysts. 
A test result is shown in Table I. There are 24 possible flaw indications identified by the 
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Table 1 Flaw Indications' evaluation ( continuation of table) 
Flaw Membership % Evaluation 12 0.23 
No. Value TW 13 0.11 
1 0.21 14 0 
2 0.87 17 15 0 
3 0.33 16 0.63 60 
4 0 17 0 
5 0 18 0 
6 0 19 0 
7 0.81 1 20 0.65 40 called 
8 0.29 21 0.64 7 called 
9 0.51 20 22 0.52 29 
10 0 23 0.53 9 called 
11 0 24 0 
wavelet analysis method. After applying the template matehing and fuzzy inference 
system, eight possible flaw indications are left. In this test data, three flaws were identified 
by the human analysts. These real flaws, which are marked "called" on the evaluation 
item in Table 1, were all identified by the flaw detection system. The other possible flaws 
could be true or false indications. Due to the Iimitation of human ability to distinguish 
flaws from noise using current analysis techniques, a tiny flaw could be missed. From the 
test results, the processing system appears to contain all the information necessary to flag 
flaws identified by human inspectors. In a few cases, the system failed to give the same 
result as the inspectors due to excessive noise in the data. Further advanced signal 
processing techniques are under investigation to reduce noise and eliminate unwanted 
signals. 
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