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Abstract
We discuss various aspects of rigid supersymmetry within minimal N = 1 off-
shell supergravity using the old and new minimal formulations both in Lorentzian
and Euclidean signatures. In particular, we construct all rigid supersymmetry
backgrounds with a hypersurface orthogonal Killing vector. In the Lorentzian
signature we show that AdS4 provides a rigid supersymmetric background in both
formulations albeit with different amounts of preserved supersymmetry. In the
Euclidean signature we find new backgrounds of the old-minimal supergravity,
including squashed four-spheres and a half-BPS version of flat space.
1 Introduction
Recently, two important problems were solved by considering supersymmetric field the-
ories on compact spaces. The first is the use of localization techniques by Pestun to
compute the exact expectation value of the half-supersymmetric circular Wilson loop
in N = 4 supersymmetric Yang-Mills [1]. This result provided a rigorous proof of
the conjecture stating that such expectation values can be computed using a Gaussian
matrix model [2, 3]. The second was the insight gained into the number of degrees of
freedom of some three-dimensional field theories, i.e. the N3/2 problem. The break-
through was achieved, again, by considering supersymmetric field theories on S3 [4]
and subsequently studying the free energy in the resulting matrix model [5].
One particularly interesting development motivating our work is the study of su-
persymmetric field theories on squashed spheres. Namely, Ref. [6] studied Euclidean
3D N = 2 supersymmetric gauge theories on squashed three-spheres, computed the
partition function using localization and found a precise dependence on the squash-
ing parameter. A similar calculation was performed in [7], and an explicit calculation
of the large N limit yielded a free energy scaling as N3/2. The gravity duals of [6]
and [7] were presented in [8] and [9] respectively and exact agreement was found for
the computation of the free energy via comparison with the gravity free energy.
These developments naturally raise the general question of how to describe super-
symmetric field theories in a fixed (rigid) curved background. A uniform treatment
of rigid supersymmetric field theories in curved space was initiated by Festuccia and
Seiberg in [10]. The main idea is to start with an off-shell supergravity theory, then
decouple gravity in order to obtain a theory that is rigidly supersymmetric. Demand-
ing that the supersymmetry variation of the gravitino vanishes constrains the possible
spacetime manifolds where a supersymmetric field theory can be defined. In this ap-
proach, the auxiliary fields of the supergravity multiplet must be chosen appropriately
to solve the gravitino variation. Such a choice then determines the couplings in the
resulting rigid field theory. The discussion of rigid supersymmetry initiated in [10] has
been extended to various situations in subsequent work [11–15].
While the localization techniques are unique to compact Riemannian spaces, an-
other interesting point of view comes from considering the Festuccia-Seiberg construc-
tion in Lorentzian signature. The field theories with rigid partial supersymmetry give
an interesting window to the study supersymmetric field theories with broken Poincare´
1
symmetry. These have possible application to the study of holographic duals away
from the vacuum solution.
As discussed in [10], in four dimensions there are two formulations for off-shell
supergravity that lead to different sets of auxiliary fields and Killing spinor equations.
In the old-minimal formulation the auxiliary fields are a scalar S, a pseudoscalar P
and a vector V , giving the Killing spinor equation
[∇µ − i6(γµν − 2δνµ)γ5Vν + 16γµ(S + iγ5P )]ǫ = 0. (1.1)
For the new-minimal formulation the auxiliary fields are a gauge field A and a vector
V , giving the Killing spinor equation
[∇µ − i2(γµν − 2δνµ)γ5Vν + iγ5Aν ]ǫ = 0. (1.2)
In this paper we explore various aspects of these equations, specifically clarifying the
difference between the Euclidean and Lorentzian signatures. We adopt the spinor
bilinear techniques of [16, 17] as applied in this context by the authors of [12–14]. In
particular, we find that if the background admits a Killing vector K, it necessarily
obeys the additional differential constraint
K ∧ dK ∝ ∗K(iKV ). (1.3)
In the cases where iKV = 0, the left-hand side implies that the Killing vector is
hypersurface orthogonal. In these cases we can construct explicit forms for all possible
solutions. Among these solutions we find maximal symmetric spaces R4, AdS4, H
4 and
S4 and some of their partial supersymmetric deformations.
The paper is organized as follows. In section 2 we discuss the old minimal off-shell
supergravity in both its Lorentzian and Euclidean formulations. We show that the
Lorentzian formulation admits AdS4 as a rigid supersymmetric background and that
the Euclidean formulation admits the squashed S4. In section 3 we discuss the new
minimal off-shell supergravity. Given that the auxiliary fields are two vectors, a natural
expectation is that the maximally symmetric space AdS4 would not be a solution to
the rigid supersymmetry conditions. We show that, contrary to this intuition, AdS4
is actually a supersymmetric background of the new minimal supergravity albeit with
less preserved supersymmetry. For the new minimal formulation of supergravity in
Euclidean signature, the question of rigid backgrounds has recently been discussed in
great detail in [13] and [14]. We therefore focus on the Lorentzian signature analysis.
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We present some concluding remarks in section 4. In a series of appendices we discuss
various toy gravitino variations that should be useful in understanding squashed sphere
backgrounds in various dimensions.
2 All supersymmetric backgrounds of old minimal supergrav-
ity
The fields of old minimal supergravity [18,19] consist of the graviton gµν and gravitino
ψµ, along with the auxiliary fields S, P and Vµ (scalar, pseudoscalar and axial vector,
respectively). It is well known that fermions, and hence the supersymmetry algebra,
is sensitive to both spacetime dimension and signature. The standard formulation of
supergravity is in a Lorentzian spacetime, and we begin with this case.
2.1 Lorentzian signature
In 3+1 dimensions, we may take the minimal spinor to be Majorana. For a metric with
signature (−,+,+,+), we may take a Majorana representation for the Dirac matrices,
so that they are real. (Note, however, that γ5 ≡ (i/4!)ǫµνρσγµγνγργσ is imaginary.) In
particular, γ0 is real antisymmetric while γi are real symmetric. Hermitian conjugation
and transposition take the form
γ0γµγ
0 = γ†µ, CγµC
−1 = −γtµ. (2.1)
In the Majorana representation, the charge conjugation matrix is simply C = γ0.
Recalling that the Dirac conjugate of ψ is ψ¯ = ψ†γ0 and that the Majorana conjugate
is ψc = ψtC, we see that the Majorana condition ψc = ψ¯ is satisfied for four-real
component spinors ψ = ψ∗.
As a result, old minimal supergravity in a Lorentzian signature admits four real
supercharges. In the off-shell formulation, the gravitino has 16 real fermionic degrees
of freedom, while the bosonic fields have 10 + 1 + 1 + 4 = 16 real bosonic degrees of
freedom (for gµν , S, P and Vµ, respectively). Up to a rescaling of fields, the gravitino
variation is given by
δψµ = Dµǫ ≡ [∇µ − i6(γµν − 2δνµ)γ5Vν + 16γµ(S + iγ5P )]ǫ. (2.2)
Note that this expression is in fact real since γ5 is imaginary. We now wish to obtain
supersymmetric backgrounds in the context of old minimal supergravity. What this
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means is that we would like to find a background metric gµν along with the scalar,
pseudoscalar and axialvector auxiliary fields S, P and Vµ admitting (at least) one
solution to the Killing spinor equation, Dµǫ = 0.
Killing spinors ǫ must solve the integrability condition1 [Dµ,Dν]ǫ = 0 where
[Dµ,Dν] = 14 [Rµνρσ + 29(δρµδσνV 2 − 2δρ[µVν]V σ) + 29δρµδσν (S2 + P 2) + 23ǫαβρσδα[µ∇ν]V β]γρσ
−1
3
[δρ[µ(∂ν]S +
2
3
Vν]P ) +
1
3
ǫµν
λρVλS]γρ
− i
3
[δρ[µ(∂ν]P − 23Vν]S) + 13ǫµνλρVλP ]γργ5 + 2i3 ∂[µVν]γ5. (2.3)
For completely unbroken supersymmetry, each of the quantities multiplying the dif-
ferent Dirac matrix combinations in (2.3) must vanish independently. This gives rise
to the following conditions for completely unbroken supersymmetry recently discussed
in [10]
∇µVν = 0, VµS = VµP = 0, ∂µS = ∂µP = 0,
Rµν =
2
9
(VµVν − gµνV 2)− 13gµν(S2 + P 2),
Cµνρσ = 0. (2.4)
In particular, the restrictions VµS = VµP = 0 are highly constraining, and lead to two
classes of solutions, the first with Vµ = 0 and non-vanishing constant S or P and the
second with S = P = 0 and a covariantly constant vector [10]. In the first case, we
have
Rµν = −13gµν(S2 + P 2), Cµνρσ = 0, (2.5)
and hence the background is AdS4 with radius 3/
√
S2 + P 2.
In general, all we really demand is at least one unbroken supersymmetry. In this
case, the conditions (2.4) are in general too restrictive. We thus proceed with an
invariant tensor analysis. For a real (commuting) Killing spinor ǫ, we may form the
bilinears
Kµ = ǫ¯γµǫ, Jµν = ǫ¯γµνǫ. (2.6)
Since ǫ⊗ ǫ¯ is a real symmetric 4× 4 matrix, there are 10 distinct bilinear components.
Hence Kµ (with four components) and Jµν (with six components) exhaust the bilin-
ears. Of course, these components are not all independent. The important algebraic
identities between Kµ and Jµν are
KµK
µ = 0, Jµ
νJνρ = −KµKρ, iKJ = 0, K ∧ J = 0, (2.7)
1We discuss various general aspects of integrability in appendix A.
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Note that this allows us to write
J = K ∧X, where XµXµ = 1, iKX = 0. (2.8)
Here Xµ is an auxiliary unit-norm spacelike vector.
The differential identities following from Dµǫ = 0 are
∇µKν = −13ǫµνρσVρKσ + 13(JµνS + ∗JµνP ),
∇µJνλ = 23(−Vµ ∗ Jνλ + ∗Jµ[νVλ] − gµ[ν ∗ Jλ]αV α) + 23gµ[νKλ]S − 13ǫµνλσKσP.
(2.9)
By symmetrizing and antisymmetrizing the first identity, we see that
∇(µKν) = 0, dK = 23(iK ∗ V + JS + ∗JP ). (2.10)
Along with (2.7), this demonstrates that Kµ is a null Killing vector. Note, however,
that it is not necessarily hypersurface orthogonal, as
K ∧ dK = −2
3
∗K(iKV ). (2.11)
Before proceeding, we also note the identities
dJ = − ∗KP, d ∗ J = ∗KS, (2.12)
that follow directly from the second identity of (2.9). Of course, it is worth keeping
in mind that the covariant derivative of J encodes additional information beyond that
given in (2.12).
We now restrict to the case iKV = 0, so that K is hypersurface orthogonal. It is
also easy to see that Kµ∇µKν = 0 holds (even in general). This allows us to introduce
specialized coordinates (u, v, ym) and a function H(u, ym) so that
Kµ∂µ = ∂v, Kµdx
µ = H−1du. (2.13)
Without loss of generality, we now write the metric in the form
ds2 = H−1[Fdu2 + 2du dv + gˆmndymdyn], (2.14)
and take a vierbein basis
e+ = H−1du, e− = dv + 1
2
Fdu, ea = H−1/2eˆamdym. (2.15)
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In this case, the invariant tensors take the form
K = e+, ∗K = e+ ∧ e1 ∧ e2,
J = Xae
+ ∧ ea, ∗J = Xaǫabe+ ∧ eb, (2.16)
where ǫ+−12 = 1, and where Xa is introduced following (2.8) and satisfies XaXa = 1.
For the auxiliary fields, no expansion is needed for S and P . For Vµ, we write
V = V+e
+ + Vae
a, ∗V = V+e+ ∧ e1 ∧ e2 − Vaǫabe+ ∧ e− ∧ eb. (2.17)
We are now tasked with finding the conditions on the metric fields H , F and gˆmn,
the auxiliary fields S, P and V and the spacelike unit-norm vector Xa such that the
solution is supersymmetric.
Instead of directly solving the Killing spinor equation Dµǫ = 0, we make use of the
differential identities (2.9). Starting with K = e+, we find
dK = H−1/2∂mHeˆ
m
a e
+ ∧ ea. (2.18)
Using (2.10), and decomposing along Xa and orthogonal to Xa (which is well defined
in the two-dimensional transverse space), we find
S = 3
2
H−1/2Xm∂mH + ǫˆ
mnXmVn,
P = 3
2
H−1/2ǫˆmnXm∂nH −XmVm. (2.19)
Here the curved-space indices on Xm and Vm are obtained using the zweibein eˆ
a
m.
Turning to dJ and d ∗ J in (2.12), we find
S = −H2∇ˆm(H−3/2Xm), P = H2ǫˆmn∂m(H−3/2Xn). (2.20)
Combining this with (2.19) then allows us to extract
Vm = H
1/2[−Xm(ǫˆnp∂nXp) + ǫˆmnXn(∇ˆpXp)]. (2.21)
We have now solved for all auxiliary field components except for V+. To obtain V+,
we must turn to the differential identity for ∇+J+a. This allows us to determine
V+ = −HǫˆmnXm∂uXn. (2.22)
This has now exhausted the information contained in the differential identities (2.9).
As a result, we have constructed a supersymmetric background starting with a metric
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of the form (2.14), with three arbitrary functions H(u, ym), F(u, ym) and gˆmn(u, ym).
In addition to these three functions, the solution is parameterized by a unit spacelike
vector Xm(u, y
m) satisfying XmX
m = 1. At first glance, it is perhaps rather surprising
that the metric is completely arbitrary, other than that it admits a null Killing vector
satisfying (2.13). However, recall that in the off-shell formulation there is no need to
make use of any equations of motion. For a given background specified by the metric
and Xm, the auxiliary fields are given by (2.20), (2.21) and (2.22), and no further
conditions are needed for supersymmetry. Of course, once the equations of motion
are given, then they will further restrict the backgrounds beyond the supersymmetry
analysis presented here.
In order to obtain the Killing spinor ǫ, we note that a Fierz rearrangement allows
us to show that
Kµγ
µǫ = 0. (2.23)
Since we have taken K+ = 1, this corresponds to a projection γ
+ǫ = 0, or equivalently
γ−ǫ = 0. This projection preserves half of the original four supersymmetries. However,
examination of the Killing spinor equation following from (2.2) demonstrates that a
second projection Xaγ
aǫ = ǫ is required as well. The simultaneous conditions
γ+ǫ = 0, Xaγ
aǫ = ǫ, (2.24)
demonstrate that this background generically preserves one of the four supersymme-
tries. (In some cases, where the symmetry is enhanced, the background will admit
more Killing spinors than just the one we have a priori postulated.)
The two-dimensional metric gˆmn can always be chosen to be conformally flat. Fixing
the gauge gˆmn = e
2σδmn simplifies some of the expressions for the auxiliary fields
S = −H2e−2σ∂a(H−3/2eσXa), P = H2e−2σǫab∂a(H−3/2eσXb),
V+ = −HǫabXa∂uXb, Vm = H1/2[−ǫabXa∂mXb + ǫˆmn∂nσ]. (2.25)
In addition, this choice allows us to obtain the explicit Killing spinor
ǫ = e−
α
2
γ12ǫ0, γ
1ǫ0 = ǫ0, γ
+ǫ0 = 0, (2.26)
where tanα = X2/X1, and where ǫ0 is a constant spinor satisfying the projections
(2.24).
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2.1.1 Solution with a constant Killing spinor
Since Xa is a unit vector in R
2, it takes values in U(1), where α given above is the
phase. In general, α may depend on y1, y2 and u. However, as a special case, we may
consider solutions with constant α. This may be obtained by setting, e.g., X1 = 1 and
X2 = 0. The expressions for the auxiliary fields, (2.25), then reduce to
S = −H2e−2σ∂1(H−3/2eσ), P = −H2e−2σ∂2(H−3/2eσ),
V+ = 0, Vm = H
1/2ǫˆm
n∂nσ. (2.27)
In this case, the vector field Vm lies entirely in the two-dimensional space spanned by
(y1, y2), and points along equal σ contours.
Note that the vector field vanishes for constant σ or when σ(u) depends at most
only on u. This leads to a further simplification
S = 3e−σ(u)∂1
√
H(u, y1, y2), P = 3e−σ(u)∂2
√
H(u, y1, y2), Vµ = 0. (2.28)
The maximally symmetric AdS4 background fits into this case. In particular, if we
take σ = 0 and H = (y1/L)2, where L is a constant, we end up with the metric
ds2 = L2
Fdu2 + 2du dv + (dy1)2 + (dy2)2
(y1)2
, (2.29)
along with
S =
3
L
, P = 0, Vµ = 0. (2.30)
Setting F = 0 then gives AdS4. By taking, instead, H = (y2/L)2, we would end up
with an equivalent metric, but with the roles of S and P interchanged. Although this
background is maximally supersymmetric, only the single Killing spinor, (2.26), has
been made explicit in this analysis. This is, therefore, a case of enhanced supersym-
metry.
We leave the consideration of the condition iKV 6= 0 to future work as its immediate
geometric meaning is not completely clear to us at this time.
2.2 Euclidean signature
Although supergravity is conventionally formulated in a Lorentzian signature, much of
the recent interest has been in field theories in Euclidean signature. At one level, this
can be thought of as introducing a Wick rotation into imaginary time. However, the
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transformation is always more subtle whenever fermions are involved. In particular,
the Majorana condition can no longer be imposed in a four-dimensional Euclidean
signature, and hence the minimal spinor is Weyl (or a pair of symplectic Majorana-
Weyl spinors if desired).
With an Euclidean signature, it is possible to take all Dirac matrices to be Hermi-
tian. In four dimensions, Hermitian conjugation and transposition obey2
γµ = γ
†
µ, CγµC
−1 = γtµ, (2.31)
where the charge conjugation matrix satisfies C−1 = Ct = C† = −C. In this case, Dirac
conjugation is identical to Hermitian conjugation, ψ¯ = ψ†, while Majorana conjugation
remains ψc = ψtC. Since the charge conjugation matrix C has imaginary eigenvalues,
we may no longer impose a Majorana condition in Euclidean four dimensions. Note,
also, that the chirality matrix γ5 may be defined as γ5 ≡ (1/4!)ǫµνρσγµγνγργσ. Unlike
in the Lorentzian case, both Dirac and Majorana conjugations preserve chirality.
We take the approach of [10] in defining the Euclidean treatment of the old minimal
supergravity theory. In particular, note that the gravitino variation in Lorentzian
signature, (2.2), may be written in terms of Weyl spinors
δψLµ = [∇µ + i6(γµν − 2δνµ)Vν ]ǫL − 16γµMǫR, (2.32)
where M = S+ iP , and the Weyl spinors are obtained by projection, ǫL/R =
1
2
(1∓γ5)ǫ.
Since γ5 is imaginary in the Majorana representation, ǫL and ǫR are related by complex
conjugation, ǫR = ǫ
∗
L. Thus, in a Lorentzian signature, the transformation (2.32)
corresponds to four real supersymmetries, as it must, since we have as yet done nothing
but change the notation.
The natural extension to Euclidean signature is to include both left- and right-
handed projections, so that
δψLµ = ∇µǫL + 1
6
MγµǫR − i
3
VµǫL − i
6
V νγνµǫL,
δψRµ = ∇µǫR + 1
6
M¯γµǫL +
i
3
VµǫR +
i
6
V νγνµǫR. (2.33)
In doing so, we have doubled the fermionic degrees of freedom, ψ
(Majorana)
µ → (ψLµ, ψRµ).
(Of course, one could introduce symplectic Majorana-Weyl spinors, but since symplec-
tic Majorana spinors necessarily come in pairs, this doubling of the fermionic degrees of
2Note that we could have equally well chosen charge conjugation to come with a minus sign.
9
freedom is unavoidable in going from 3 + 1 dimensions to Euclidean four dimensions.)
In principle, for the off-shell formulation to be complete, we would have to double the
bosonic degrees of freedom as well. Although it is not obvious how this should be done,
we may at least relax the original conditions on the bosonic fields. We thus take Vµ to
be complex and allow M and M¯ to be independent complex scalars [10]. Ultimately,
since we are not necessarily interested in dynamical gravity, but only in supersymmetric
field theories in a curved Euclidean background, we do not need a complete formulation
of Euclidean supergravity. Instead, we simply take (2.33) as providing a pair of Killing
spinor equations that must be satisfied for our supersymmetric backgrounds.
In contrast to the case of new minimal supergravity [20, 21], where the two chiral
gravitino variations are independent [13, 14], here the M and M¯ terms mix the two
chiralities in (2.33). As a result, a complete analysis will demand the simultaneous
treatment of both ǫL and ǫR. Such an analysis was performed in [12], where trivial G-
structure arises when both spinors are active, and SU(2) structure arises in the special
case when one of the chiral spinors vanish.
To see how the structure arises in the Euclidean case, we may form a complete set
of bilinears. It is important to realize that, although we have used a Weyl notation, a
single preserved supersymmetry corresponds to a pair of Weyl spinors (ǫL, ǫR). With
this in mind, we may express the bilinears as
fL = ǫ¯LǫL, f
R = ǫ¯RǫR, real positive scalars;
Qµ = ǫ¯RγµǫL, Kµ = ǫ
c
RγµǫL, complex vectors;
JLµν = iǫ¯LγµνǫL, J
R
µν = iǫ¯RγµνǫR, real two forms;
ΩLµν = ǫ
c
LγµνǫL, Ω
R
µν = ǫ
c
RγµνǫR, complex two forms. (2.34)
Note that JL and ΩL are self-dual, while JR and ΩR are anti-self-dual. Thus these
bilinears contain a total of 36 = (8× 9)/2 real components as expected since they are
built from an eight real component spinor ǫ = ǫL + ǫR.
The resulting structure is determined by fL and fR. Since we take ǫ to be globally
well defined and everywhere non-vanishing, we see that fL + fR = ǫ¯ǫ > 0, while the
chiral components are merely non-negative, fL ≥ 0 and fR ≥ 0. Locally, at least,
there are three possibilities: i) both fL and fR are non-vanishing; ii) fR = 0; and iii)
fL = 0. In the first case, all bilinears are non-zero, and furthermore Kµ and Lµ span
the four-dimensional space, as we indicate below. This leads to the identification of
trivial G-structure [12]. For case ii), only fL, JLµν and Ω
L
µν are present. The normalized
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two-forms JL/fL and ΩL/fL then define the SU(2) structure. Case iii) is similar to
case ii), but with the roles of left and right interchanged. A complete description of
the structures that arise in these cases is provided in [12]. Note, as we will exemplify
below, that in many cases fR and fL vanish at some point and the above analysis fails.
The algebraic (structure) relations may be obtained by Fierz rearrangement. We
start by noting that K∗µK
µ = Q∗µQ
µ = 2fLfR, while all other inner products between
vectors vanish. Furthermore, we have
K ∧K∗ ∧Q ∧Q∗ = −4(fLfR)2 ∗ 1. (2.35)
So long as fLfR is non-vanishing, this gives rise to a trivial G-structure, as indicated
above. The case of SU(2) structure arises when, e.g., fL > 0 and fR = 0. To
demonstrate this, we turn to the two-forms (JL,ΩL) and re-express them in terms
of normalized real two-forms
ΩL/fL = J1 + iJ2, JL/fL = J3. (2.36)
In this case, we find that
Jaµ
νJ bν
ρ = −δabδµν + ǫabcJcµρ. (2.37)
Hence the normalized two-forms Ja satisfy the algebra of the unit quaternions. A
second SU(2) structure J˜a arises for (JR,ΩR) whenever fR 6= 0.
Locally, any one of the real two-forms may be used to define an almost complex
structure. When fLfR 6= 0, we see that
JLµνK
ν = −ifLKµ, JRµνKν = −ifRKµ,
JLµνQ
ν = −ifLQµ, JRµνQν = ifRQµ,
ΩLµνK
ν = 0, ΩRµνK
ν = 0,
ΩLµνK
∗ν = 2fLQµ, Ω
R
µνK
∗ν = −2fRQ∗µ,
ΩLµνQ
ν = 0, ΩRµνQ
∗ν = 0,
ΩLµνQ
∗ν = −2fLKµ, ΩRµνQν = 2fRKµ. (2.38)
In fact, the two-forms can also be expressed as combinations of K and Q
fRJL = − i
2
(K ∧K∗ +Q ∧Q∗)
fLJR = − i
2
(K ∧K∗ −Q ∧Q∗)
fRΩL = −K ∧Q,
fLΩR = K ∧Q∗. (2.39)
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Having explicitly established the algebraic relations, we now proceed to the differ-
ential relations. Using the Killing spinor equation δψµ = 0 where δψµ is given in (2.33),
we obtain3
∇µfL = −13Re(M∗Qµ)− 23fLImVµ − 13JLµ νReVν ,
∇µfR = −13Re(M¯Qµ) + 23fRImVµ + 13JRµ νReVν ,
∇(µKν) = 0,
∇[µKν] = 16MΩRµν − 16M¯ΩLµν + i3εµνρσV ρKσ,
∇(µQν) = −16gµν(M¯∗fL +MfR) + i(Q(µReVν) − 13gµνQρReVρ),
∇[µQν] = i6(M¯∗JLµν −MJRµν)− 13ǫµνρσ(ImV ρ)Qσ − i3Q[µReVν], (2.40)
along with
∇µJLνλ = 13(ǫµνλσIm(M∗Qσ) + 2gµ[νIm(M∗Qλ]))− 13(ǫµνλσfLReV σ + 2gµ[νfLReVλ])
−2
3
(gµ[νJ
L
λ]σImV
σ + JLνλImVµ − JLµ[νImVλ]),
∇µJRνλ = 13(ǫµνλσIm(M¯Qσ)− 2gµ[νIm(M¯Qλ]))− 13(ǫµνλσfRReV σ − 2gµ[νfRReVλ])
+2
3
(gµ[νJ
R
λ]σImV
σ + JRνλImVµ − JRµ[νImVλ]),
∇µΩLνλ = −13(ǫµνλσMKσ + 2gµ[νMKλ]) + 2i3 (gµ[νΩLλσV σ + ΩLνλVµ − ΩLµ[νVλ]),
∇µΩRνλ = −13(ǫµνλσM¯Kσ − 2gµ[νM¯Kλ])− 2i3 (gµ[νΩRλσV σ + ΩRνλVµ − ΩRµ[νVλ]). (2.41)
2.2.1 SU(2) structure
We now briefly consider the case of SU(2) structure. Assuming, say, that fR = 0, the
differential identities (2.40) and (2.41) reduce to
∇µfL = −23fLImVµ − 13JLµ νReVν ,
∇µJLνλ = −13(ǫµνλσfLReV σ + 2gµ[νfLReVλ])
−2
3
(gµ[νJ
L
λ]σImV
σ + JLνλImVµ − JLµ[νImVλ]),
∇µΩLνλ = 2i3 (gµ[νΩLλ]σV σ + ΩLνλVµ − ΩLµ[νVλ]), (2.42)
along with the constraint M¯ = 0. Since in this case ǫR = 0, the Killing spinor equation
only involves a single chiral spinor, and the analysis is similar to that of Sec. 3 of [13].
3A(µBν) =
1
2 (AµBν +AνBµ) and A[µBν] =
1
2 (AµBν −AνBµ).
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2.2.2 Trivial structure
For fLfR 6= 0, the differential identities (2.40) imply the existence of two Killing
vectors, K and K∗. We compute
[K,K∗] = 2iIm(Kµ∇µK∗) = −2iL, (2.43)
where
L = Im(λQ), λ = 1
3
(2Q∗λImV
λ + fLM¯ − fRM∗). (2.44)
As a result, there are two possibilities, depending on whether λ vanishes or not. For
λ = 0, the two Killing vectors commute, and we end up with a torus fibration. When
this quantity is non-vanishing, on the other hand, we obtain a third Killing vector L,
such that K, K∗ and L satisfy an SU(2) algebra. (Note that ReK, ImK and L are
mutually orthogonal.)
Before proceeding with an analysis of these two cases, we first note that a direct
computation of the Nijenhuis tensor demonstrates that J3 = JL/fL defined in (2.36) is
an integrable complex structure, so long as fL is non-vanishing. Similarly, J˜3 = JR/fR
is integrable and well-defined whenever fR is non-vanishing. This proves that, at
least locally, we can introduce complex coordinates on the four-dimensional Euclidean
manifold using either one of the two complex structures J3 and J˜3. It is important
to note, however, that even though we are considering the case fLfR 6= 0, we must
allow for the possibility that fL (or fR) may vanish at isolated points or along some
curves. In this case, J3 (and similarly J˜3) would not be globally defined, and hence the
Euclidean manifold is not necessarily complex. An example of this is the case of S4,
which admits a maximal set of Killing spinors, but which is not a complex manifold.
Returning to the algebra of Killing vectors, (2.43), we first consider the case when
K and K∗ commute. By introducing real coordinates y1 and y2 with
K =
∂
∂y1
+ i
∂
∂y2
, (2.45)
we can write the metric as a torus fibration over a two-dimensional manifold X
ds2 = ds2X + e
2A (dy1 + w)
2 + e2B (dy2 + α dy1 + w˜)
2 , (2.46)
where w, w˜ are one forms and A and B are scalars on X . The normalization of K then
demands that e2A = e2B = fLfR as well as α = 0. We thus write
ds2 = f 2
[
e2σ(dx21 + dx
2
2) + (dy1 + w)
2 + (dy2 + w˜)
2] , (2.47)
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where f 2 = fLfR, and we have made explicit the metric on X . This metric admits a
natural vierbein basis
e1 = f(dy1 + w), e
2 = f(dy2 + w˜), e
3 = feσdx1, e
4 = feσdx2. (2.48)
In this case, the vectors K and Q take the form
K = f(e1 + ie2), Q = f(e3 + ie4). (2.49)
Our goal is now to apply the differential identities (2.40) to solve for the auxiliary
fields M , M¯ and V . Since we are working with trivial structure, the two-forms are
completely determined by K and Q, as in (2.39). As a result, the two-form differential
identities (2.41) will not introduce any further conditions, and hence will not need to
be examined. To proceed, we decompose V along K and Q
V = αQ+ βQ∗ + γK + δK∗, (2.50)
where for now the quantities (α, β, γ, δ) are complex. As in the Lorentzian case, we
restrict to the case iKV = iKV
∗ = 0. This immediately sets γ = δ = 0. Further-
more, this restriction combined with the first two equations in (2.40) demonstrates
that iKdf
L = iKdf
R = 0, so that the isometry of the metric extends to fL and fR.
Using the decomposition (2.50) along with the form of K and Q given in (2.49), we
find that the dfL and dfR identities give rise to the conditions
M = − 3
f 2
e−σ∂fL − ifL(3α∗ − β), M¯ = − 3
f 2
e−σ∂¯fR + ifR(−α + 3β∗), (2.51)
where we have defined
∂ ≡ ∂
∂x1
+ i
∂
∂x2
, ∂¯ ≡ ∂
∂x1
− i ∂
∂x2
. (2.52)
We now turn to the dK identity in (2.40). The components of this identity on T 2 give
M = −3f
L
f 3
e−σ∂f − 2ifLβ, M¯ = −3f
R
f 3
e−σ∂¯f + 2ifRα, (2.53)
while the components on the base X give
dw = dw˜ = 0. (2.54)
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This demonstrates that w and w˜ are trivial, and can be removed by a gauge transfor-
mation. Finally, the dQ identity gives
M = −3f
L
2f 4
e−2σ∂(f 2eσ) +
i
2
fL(3α∗− β), M¯ = −3f
R
2f 4
e−2σ∂¯(f 2eσ) +
i
2
fR(α− 3β∗).
(2.55)
Taking fL and fR as two independent functions specifying the background, we may
solve the above equations for the auxiliary fields
M = −f
L
f 2
e−σ
(
∂fR
fR
+ 2
∂fL
fL
+ ∂σ
)
,
M¯ = −f
R
f 2
e−σ
(
2
∂¯fR
fR
+
∂¯fL
fL
+ ∂¯σ
)
, (2.56)
and
V = αQ + βQ∗ = f [α(e3 + ie4) + β(e3 − ie4)], (2.57)
where
α =
i
4f 2
e−σ
(
∂¯fR
fR
− ∂¯f
L
fL
+ 2∂¯σ
)
,
β =
i
4f 2
e−σ
(
∂fR
fR
− ∂f
L
fL
− 2∂σ
)
. (2.58)
To summarize, supersymmetric backgrounds admitting two commuting Killing vectors
may be written in the form (2.47), with f = fLfR, and with auxiliary fields given
above. Such backgrounds are parameterized by two arbitrary functions, fL(x1, x2) and
fR(x1, x2). Note that we can verify that this solution yields λ = 0, so that L = 0,
where L is defined in (2.44). Thus K and K∗ commute, as they must by construction
in this case.
We now consider the case when K, K∗ and L satisfy an SU(2) algebra. Following
[13], but taking the case of old minimal supergravity, we note that the isometry may
be made explicit by taking a metric of the form
ds2 = dξ2 + f(ξ)2(σ21 + σ
2
2 + σ
2
3), (2.59)
where σa are a set of left-invariant one-forms satisfying dσa = −1
2
ǫabcσ
b∧σc. Introduc-
ing a set of vierbeins
ea = fσa, e4 = dξ, (2.60)
and making note of (2.35), we may specialize the vectors K and Q to this metric
K = f(e1 + ie2), Q = f(e3 + ie4). (2.61)
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Note that we have chosen a normalization fLfR = f 2.
As in the torus fibration case, the solution is determined by examining the differ-
ential identities (2.40). Using the same decomposition (2.50), and again restricting to
γ = δ = 0, but this time choosing the frame (2.61) with vierbeins given in (2.60), we
find that the dfL and dfR identities give
M = −3i(f
L)′
f
− ifL(3α∗ − β), M¯ = 3i(f
R)′
f
+ ifR(−α + 3β∗). (2.62)
Similarly, the dK identity gives
M = 3i
fL
f 2
(1
2
− f ′)− 2ifLβ, M¯ = 3if
R
f 2
(1
2
+ f ′) + 2ifRα, (2.63)
and the dQ identity gives
M = 3i
fL
f 2
(1
2
− f ′) + i
2
fL(3α∗ − β), M¯ = 3if
R
f 2
(1
2
+ f ′) +
i
2
fR(α− 3β∗). (2.64)
These equations can be solved for
M = −if
L
f
(
(fR)′
fR
+ 2
(fL)′
fL
− 1
f
)
,
M¯ = i
fR
f
(
2
(fR)′
fR
+
(fL)′
fL
+
1
f
)
,
−β = α = 1
4f
(
(fR)′
fR
− (f
L)′
fL
− 1
f
)
. (2.65)
Note, in particular, that with this gauge choice M and M¯ are pure imaginary. Fur-
thermore, according to (2.50), the vector V is given by
V = 2iα ImQ =
i
2
(
(fR)′
fR
− (f
L)′
fL
− 1
f
)
e4. (2.66)
As a result, we have seen that solutions with S3 isometry may be specified by two
functions fL(ξ) and fR(ξ). The metric is given by (2.59) with f = fLfR, and the
auxiliary fields are given in (2.65) and (2.66). For self-consistency, we can check that
this solution yields λ = i, so that the Killing vector L defined in (2.44) is simply
L = Im(iQ) = ReQ = fe3. The three Killing vectors of this solution are thus K =
f 2(σ1 + iσ2) and L = f 2σ3.
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2.2.3 Some global aspects of Euclidean supersymmetry
At this point, we wish to reemphasize the fact that the above construction may fail to
yield an almost complex structure. The existence of supersymmetry requires a nowhere
vanishing Killing spinor. However, in our construction we have split the spinor into
left- and right-handed chiral components. The norm that is nowhere vanishing is the
norm of ǫ:
ǫ¯ǫ = fL + fR > 0. (2.67)
Thus, it is only the sum of fL and fR in (2.34) that is nowhere vanishing. A simple way
of stating the above equation is by saying that the nonvanishing norm “bounces” among
the left and right parts of the spinor. Under this condition, the natural candidate for
an almost complex structure
Jµν =
JLµν
fL
= i
ǫ¯LγµνǫL
ǫ¯LǫL
, (2.68)
is not everywhere well-defined. Similarly normalized, J˜ = JRµν/f
R cannot be every-
where well-defined.
In the next section where we present explicit solutions we will illustrate that the
round S4 fails to admit an almost complex structure in precisely this “bouncing spinor”
way. Here we simply note that for the S3 isometry case, we have
J =
1
2ifLfR
(K∧K∗+Q∧Q∗) = −(e1∧e2+e3∧e4) = −(f 2σ1∧σ2+fσ3∧dξ). (2.69)
This degenerates whenever f = 0.
2.3 Explicit Solutions
Here we focus on supersymmetric backgrounds with S3 isometry, with metric given by
(2.59) and auxiliary fields given by (2.65) and (2.66). These backgrounds include the
round and distorted S4, as well as R × S3.
2.3.1 Halving the supersymmetry
Before examining some solutions, it is worth noting the explicit form of the Killing
spinor ǫ = (ǫL, ǫR). Using the standard parametrization for the left-invariant one-
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forms
σ1 = sinψdθ − cosψ sin θdφ,
σ2 = cosψdθ + sinψ sin θdφ,
σ3 = dψ + cos θdφ, (2.70)
along with the vierbein basis ea = fσa, e4 = dξ, we obtain
∇1 = 1
f
(
sinψ
∂
∂θ
− cosψ csc θ ∂
∂φ
+ cosψ cot θ
∂
∂ψ
)
− 1
4f
γ23 +
f ′
2f
γ14,
∇2 = 1
f
(
cosψ
∂
∂θ
+ sinψ csc θ
∂
∂φ
− sinψ cot θ ∂
∂ψ
)
+
1
4f
γ13 +
f ′
2f
γ24,
∇3 = 1
f
∂
∂ψ
− 1
4f
γ12 +
f ′
2f
γ34,
∇4 = ∂
∂ξ
, (2.71)
when acting on a spinor ǫ.
If we take ǫ to be independent of the S3 coordinates, the Killing spinor equations
following from (2.33) reduce to
0 = D1ǫL =
(
− 1
2f
(1
2
− f ′) + i
6
V 4
)
γ23ǫL +
1
6
Mγ1ǫR,
0 = D1ǫR =
(
− 1
2f
(1
2
+ f ′) +
i
6
V 4
)
γ23ǫR +
1
6
M¯γ1ǫL,
0 = D4ǫL =
(
∂
∂ξ
− i
3
V 4
)
ǫL +
1
6
Mγ4ǫR,
0 = D4ǫR =
(
∂
∂ξ
+
i
3
V 4
)
ǫR +
1
6
M¯γ4ǫL. (2.72)
Note that we have taken the vector V to point only along the e4 direction, as implied by
(2.66). Substituting in for f =
√
fLfR, M , M¯ and V 4, we then arrive at the solution
to the Killing spinor equations
ǫ = (ǫL, ǫR) where ǫL =
√
fLǫ0L, ǫR = −i
√
fRγ4ǫ
0
L. (2.73)
Since this is based on a constant chiral spinor ǫ0L, we see that generically only half of
the supersymmetries are preserved.
Note that in the torus fibration case, with metric given by (2.47), the Killing spinor
has an identical form as (2.73), but must also satisfy the projection
γ34ǫ0L = iǫ
0
L. (2.74)
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Generically, this preserves a quarter of the supersymmetries. However, this gets en-
hanced to a half of the supersymmetries in the case where fL and fR are independent
of one of the base coordinates (say x1).
2.3.2 The hyperbolic sphere H4
Let us consider an explicit solution of the torus fibered Ansatz (2.47). We take σ = 0,
and fL = fR. This choice leads to α = β = 0 which means vanishing gauge field. If
we further take fL = ℓ/x2 we have
ds2 =
ℓ2
x22
[
dx21 + dx
2
2 + dy
2
1 + dy
2
2
]
,
M =
3i
ℓ
, M¯ = −3i
ℓ
. (2.75)
2.3.3 The round S4
The round four-sphere may be obtained by taking
fL = cos2(ξ/2), fR = sin2(ξ/2), (2.76)
so that f 2 = fLfR = 1
4
sin2 ξ. The metric (2.59) is then
ds2 = dξ2 + 1
4
sin2 ξ(σ21 + σ
2
2 + σ
2
3), (2.77)
and may be identified as that of the round S4. Inserting (2.76) into (2.65), we find the
expected result for the auxiliary fields
M = M¯ = 3i, V = 0. (2.78)
Although the round S4 is maximally symmetric, there is a preferred Killing spinor
used in the invariant tensor analysis, namely the one given in (2.73). For (2.76), this
spinor has the form
ǫ = (cos(ξ/2)− iγ4 sin(ξ/2))ǫ0L = e−
i
2
ξγ4ǫ0L. (2.79)
At the expense of being pedantic, but with the hopes of completely clarifying the subtle
topological point above, we note that the norms of ǫR and ǫL vanish at ξ = 0 (the north
pole) and ξ = π (the south pole), respectively
ǫ†RǫR = f
R = sin2(ξ/2), ǫ†LǫL = f
L = cos2(ξ/2). (2.80)
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However, the Dirac norm is in fact constant
ǫ†ǫ = fR + fL = 1. (2.81)
Thus, while the Killing spinor is in fact globally defined and everywhere non-vanishing,
its Weyl components will vanish at the north and south poles. The would-be complex
structure J = JL/fL is thus well defined in the northern hemisphere, but breaks down
at the south pole, while the would-be complex structure J˜ = JR/fR is well defined in
the southern hemisphere, but breaks down at the north pole. This is the supergravity
counterpart to the well-known fact that there is no almost complex structure on the
round S4.
2.3.4 The R× S3 case
By taking constant
fL =
ℓ
2
, fR =
ℓ
2
, (2.82)
we end up with a direct product metric
ds2 = dξ2 + 1
4
ℓ2(σ21 + σ
2
2 + σ
2
3). (2.83)
In this case, the auxiliary fields take the values
M = M¯ =
2i
ℓ
, V = − i
ℓ
dξ. (2.84)
2.3.5 The squashed S4 as a supersymmetric background
Having looked at the round S4, it is natural to consider squashed backgrounds that
preserve the topology of S4. Since the solution (2.65) is specified by two arbitrary
functions fL and fR, it may at first appear that no additional restrictions are needed.
However, while this is true from a local analysis, we must additionally impose regularity
at the north and south poles of the S4. Rewriting the metric (2.59) as
ds2 = dξ2 + (fLfR)(σ21 + σ
2
2 + σ
2
3), (2.85)
we see that regularity at the north pole (i.e. as ξ → 0) requires
fLfR = 1
4
ξ2 + · · · , as ξ → 0. (2.86)
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However, since fL and fR cannot simultaneously vanish (since otherwise the Killing
spinor ǫ would vanish), we are led to the expansion
fL = λ2 +O(ξ2), fR = 1
4
(ξ/λ)2(1 +O(ξ2)), as ξ → 0, (2.87)
where λ is a constant. The absence of the linear terms in (2.87) is not imposed by the
geometry, but rather arises when we demand that the auxiliary fields M , M¯ and V are
well-behaved at the north pole.
It is clear that the round S4, given by (2.76), satisfy these regularity conditions, as
fL = cos2(ξ/2) = 1− 1
4
ξ2 + · · · , fR = sin2(ξ/2) = 1
4
ξ2(1− 1
12
ξ2 + · · · ). (2.88)
Of course, in order for the sphere to close at the south pole, we also need f to vanish
as ξ → ξ0 (where we take ξ0 to denote the location of the south pole). The regularity
condition at ξ0 is similar to (2.87), but with the roles of f
L and fR interchanged
fL = 1
4
((ξ−ξ0)/λ¯)2(1+O((ξ−ξ0)2)), fR = λ¯2+O((ξ−ξ0)2), as ξ → ξ0. (2.89)
(One may wonder whether it is possible for, say, fL to vanish at both poles, while
fR remains non-zero. However, it is possible to show that this cannot happen, as the
northern and southern hemisphere solutions cannot be patched together in this case.)
As an example, we may write down a simple polynomial solution that is regular at
both the north and south poles
fL =
ξ0
2
√
2
(2− (1− ξ/ξ0)2)(1− ξ/ξ0)2, fR = ξ0
2
√
2
(ξ/ξ0)
2(2− (ξ/ξ0)2), (2.90)
where ξ ∈ [0, ξ0]. This solution has non-constant M and M¯ , as well as a vector field V
turned on. An alternate approach to squashing the S4 is detailed in Appendix B.
2.3.6 The half supersymmetric R4
As a degenerate case of the previous section, we may consider what happens when f
vanishes at a single point, so that ξ can take values on a half-open interval. The result
is then a ‘cigar’ geometry in general. However, if we take
fL = 1, fR = 1
4
ξ2, (2.91)
we end up with a metric on flat R4. This solution is somewhat curious, since the
auxiliary fields computed from (2.65) are
M = 0, M¯ = 3i, V = 0. (2.92)
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Since M¯ 6= 0, this background preserves only half of the supersymmetries, with a
Killing spinor given by ǫL = 0 and ∇µǫR = 0.
3 All supersymmetric backgrounds of new minimal super-
gravity
It is instructive to compare the above supersymmetry analysis with the corresponding
case of new minimal supergravity [20,21]. Since the Euclidean analysis was performed
in [13, 14], we limit our discussion to Lorentzian signature. The fields of new minimal
supergravity consist of the graviton gµν and gravitino ψµ along with two auxiliary fields
Aµ and Vµ (with ∇µVµ = 0).
The gravitino variation is given by
δψµ = Dµǫ ≡ [∇µ + iγ5Aµ − i2(γµν − 2δνµ)γ5Vν ]ǫ, (3.1)
where the spinors are taken to be Majorana. Formally this has a similar structure to
the corresponding variation in old minimal supergravity, (2.2), except that the complex
scalar S + iP is no longer present.
Just as in the above analysis, the presence of a Killing spinor implies the structure
given by (2.7) and (2.8). In this case, however, the differential identities take the form
∇µKν = −ǫµνρσVρKσ,
∇µJνλ = 2(−(Aµ + Vµ) ∗ Jνλ + ∗Jµ[νVλ] − gµ[ν ∗ Jλ]αV α), (3.2)
so that, in particular
∇(µKν) = 0, dK = 2iK ∗ V, dJ = −2 ∗ J ∧ A, d ∗ J = 2J ∧ A. (3.3)
We may construct a supersymmetric background by taking an identical metric ansatz
as (2.14). In this case, we find
Vm =
1
2
H−1/2ǫˆm
n∂nH,
Am =
1
2
H2[−Xmǫˆnp∂n(H−3/2Xp) + ǫˆmnXn∇ˆp(H−3/2Xp)],
A+ +
3
2
V+ = −12HǫˆmnXm∂uXn, (3.4)
where we have assumed from the start that A− = V− = 0. The Killing spinor sat-
isfies the projection γ+ǫ = 0, and is given in conformal gauge by (2.26), except that
the projection γ1ǫ0 = ǫ0 is no longer required. In this case, generic supersymmetric
backgrounds preserve two of the four supersymmetries.
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3.1 AdS4 in new minimal supergravity
It is interesting to see that new minimal supergravity can also lead to an AdS4 back-
ground. Taking the same configuration as (2.29), we find
ds2 = L2
Fdu2 + 2du dv + (dy1)2 + (dy2)2
(y1)2
,
V = − 1
y1
dy2, A =
3
2y1
dy2. (3.5)
While the metric is maximally symmetric, the auxiliary fields clearly break this sym-
metry. As a result, the background only preserves two of the four supersymmetries.
This may be seen by examining the integrability condition arising from
[Dµ,Dν ] = 14 [Rµνρσ + 2(δρµδσνV 2 − 2δρ[µVν]V σ) + 2ǫαβρσδα[µ∇ν]V β]γρσ
+2iγ5(∂[µAν] + ∂[µVν]). (3.6)
For AdS4 with radius L, the first two terms in (3.6) cancel completely since V
2 = 1/L2
and Rµν
ρσ = −(1/L2)(δρµδσν − δρνδσµ). The remaining terms, schematically V 2 +∇V +
d(A+ V ), can then be grouped together to multiply an overall γ+. Hence we conclude
that the projection γ+ǫ = 0 cannot be removed for this background.
The auxiliary fields A and V yield particular couplings to the supersymmetric field
theory of interests. We postpone the discussion of the specific form of the field theory
Lagrangian for future work.
It is worth emphasizing that we have not used the equations of motion, and therefore
the class of metrics allowing for a supersymmetric background is rather wide. In fact,
the main requirement is the existence of a null Killing vector. This is in stark contrast to
the situation when a classification of the solutions is sought [16,17]. Note that recently
some BPS Lifshitz and Schro¨dinger solutions in D = 4,N = 1 off-shell supergravity
have been constructed [22–24]
4 Conclusions
In this paper we have discussed the conditions for rigid supersymmetry arising inN = 1
off-shell supergravity. We have focused on the old minimal supergravity, given recent
work in the new minimal supergravity [13, 14]. One of the main results is a complete
and explicit description of all supersymmetric backgrounds of both the old minimal
and the new minimal supergravity in Lorentzian signature admitting a hypersurface
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orthogonal Killing vector. As follows from equations (2.14), (2.25) and (3.4), all fields
and the metric are fully determined in terms of three functions. It is interesting to
highlight that given the auxiliary fields of the new minimal supergravity one would
not naively expect a maximally symmetric space to solve the corresponding gravitino
variations, as intuition dictates that having a non-vanishing vector leads to a preferred
direction in space therefore breaking the symmetry. We have verified that the intuition
is misleading, as the two vectors of new minimal supergravity can conspire in a precise
way so as to lead, in the Lorentzian case, to a solution with AdS4 albeit with less
preserved supersymmetry that in the old minimal model.
There are a few interesting problems that we would like to highlight. First, there is
the natural question of localization for the supersymmetric field theories on compact
rigid supersymmetric backgrounds discussed here. It will be particularly interesting to
understand localization in the case of the squashed four-sphere explicitly constructed
here. Another natural question is the study of rigid supersymmetry in the case of theo-
ries with eight supercharges. In particular, recent work related to the five-dimensional
theories [25–28] should be revisited under the framework of rigid supersymmetry. We
hope to return to some of this issues in the future.
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A Toward arbitrary dimensions: Comments on generic grav-
itino variations
It is well known that maximally symmetric spaces admit a complete set of Killing
spinors ǫ satisfying the Killing spinor equation Dµǫ = 0 where
Dµ ≡ ∇µ +mγµ. (A.1)
(For simplicity we focus on Dirac spinors in d dimensions, although the results apply
more generally as well.) In particular, taking m to be constant yields the integrability
constraint
[Dµ, Dν ] =
1
4
[Rµν
ρσ + 4m2(δρµδ
σ
ν − δσµδρν)]γρσ, (A.2)
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which is solved for maximally symmetric backgrounds satisfying
Rµνρσ = −4m2(gµρgνσ − gµσgνρ). (A.3)
(Note that we allow m2 to have either sign.) It is furthermore clear that such back-
grounds preserve a maximum set of supersymmetries as no projection condition on the
spinor is required.
Our goal is to deform a maximally symmetric background in such a way that it
will continue to preserve at least a fraction of the original supersymmetries. As long
as we do not modify the Killing spinor equation built out of (A.1), the set of possible
deformations is rather restrictive. To see this, we may multiply (A.2) on the left by γν
and obtain
γµ[Dµ, Dν ] =
1
2
[Rµν + 4(d− 1)m2gµν ]γν . (A.4)
This leads directly to the Einstein condition
Rµν = −4(d− 1)m2gµν , (A.5)
so we see that the resulting space must be Einstein and have vanishing Weyl holonomy
[Dµ, Dν ]ǫ =
1
4
Cµνρσγ
ρσǫ. (A.6)
Although these spaces are often interesting in their own right (such as manifolds
with G2 structure), we instead wish to focus on a different situation, where the defor-
mation of the space may be compensated for by a modification of the Killing spinor
equation. In particular, we are interested in preserving a Killing spinor while turning
on a background gauge field Aµ. Under the appropriate circumstances in the context
of the AdS/CFT correspondence, the time component of this gauge field will admit an
interpretation as a chemical potential. This interpretation constitutes an important
motivation for us as it could provide a useful generalization of the results reported
in [6] and [7].
By turning on a background gauge field and considering a charged Killing spinor,
we modify the supercovariant derivative (A.1) into
Dµ = ∇µ +mγµ + iAµ + γµνBν . (A.7)
Here we have allowed a second background vector field Bµ compatible with the Lorentz
and Dirac structure of the supercovariant derivative. Integrability then gives
[Dµ, Dν ] = iFµν + (2∂[µmδ
λ
ν] − 4mB[µδλν])γλ
+(1
4
Rµν
λσ + 2(m2 − B2)δλµδσν − 2δσ[ν∇µ]Bλ + 4δσ[νBµ]Bλ)γλσ. (A.8)
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For completely unbroken supersymmetry, each of the quantities multiplying the
different Dirac matrix combinations in (A.8) must vanish independently. This gives
rise to the following conditions for completely unbroken supersymmetry:
Fµν = 0, Gµν = 0, (∂µ − 2Bµ)m = 0,
Rµν = −4(d− 1)(m2 −B2)gµν − 4(B2gµ + (d− 2)BµBν)
+2(∇ · Bgµν + (d− 2)∇(µBν)),
Cµνλσ = 0, (A.9)
where F = dA and G = dB. Note that if we take m to be a non-zero constant, then
the condition (d− 2B)m = 0 requires B to vanish. The system then simplifies to
Fµν = 0, Rµν = −4(d− 1)m2gµν , Cµνλσ = 0. (A.10)
In general, all we really demand is at least one unbroken supersymmetry. In this
case, the above conditions are in general too restrictive, and we ought to examine the
integrability expression (A.8) in its entirety. It nevertheless seems reasonable to take
m to be a constant and to set B = 0. In this case
Dµ = ∇µ +mγµ + iAµ, (A.11)
and
[Dµ, Dν ] = iFµν +
1
4
[Rµν
λσ + 4m2(δλµδ
σ
ν − δσµδλν )]γλσ. (A.12)
Multiplying this by γν from the left gives
γν [Dµ, Dν ] =
1
2
[Rµν + 4(d− 1)m2gµν + 2iFµν ]γν . (A.13)
If we were to split this into symmetric and antisymmetric combinations, we would
reproduce the first two conditions of (A.10). However, more general solutions are
allowed where the Killing spinor satisfies a projection of the form
Fµνγ
ν = iΛµνγ
ν , (A.14)
where Λµν is now a symmetric matrix. Substituting this into (A.13) then gives the
modified Einstein equation
Rµν = −4(d− 1)m2gµν + 2Λµν . (A.15)
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As an example, consider a basis where
Fµν =

λ1
−λ1
λ2
−λ2
. . .

(A.16)
It is then straightforward to see that
Λµν =

η1λ1
η1λ1
η2λ2
η2λ2
. . .

, (A.17)
provided the Killing spinor ǫ satisfies the projections
γ12ǫ = iη1ǫ, γ
34ǫ = iη2ǫ, . . . . (A.18)
In this case, the deformed background only preserves a fraction of the original su-
persymmetries, as determined by the number of independent projections in (A.18).
This is the case of the squashed S3 discussed in [6]. Furthermore, as we will show in
Appendix C, this also extends to any odd-dimensional sphere.
B The embedding construction of the squashed S4
Let us consider the squashed S4 as a solution to the supergravity variations. We
deviate from our main discussion in the text by starting with the following Ansatz for
the metric:
ds2 = e2Ω(θ)
(
f 2(θ)dθ2 + sin2 θdΩ23
)
. (B.1)
A natural generalization of the previous description of the round S4 can be achieved
by introducing the following squashing in the vierbein
ei = eΩ(θ) sin θe¯i, e4 = eΩ(θ)f(θ)dθ. (B.2)
Motivated by the S3 squashing discussed in [6], it is tempting to take f(θ) =√
cos2 θ + δ2 sin2 θ, however we let f be an arbitrary function at this point. When
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δ = 1, f = 1 and Ω = 0, we return to the round sphere. The spin connection for this
case is
ωij = ω¯ij, ωi4 =
(Ω′ sin θ + cos θ)
f
e¯i. (B.3)
Using the map between 3-dim and 4-dim gamma matrices
γi = σ1 ⊗ σi, γ4 = σ2 ⊗ 1 , γ5 = σ3 ⊗ 1 , (B.4)
we write the Killing spinor equation as4
0 =
[
∂θ − 1
6
eΩfγ4(N1 + iγ
5N2) + iγ
5
(
1
3
Vθ − 1
6
eaθγaγµV
µ
)]
ǫ, (B.5a)
0 =
[
d(3) +
1
4
ω¯ijγ
ij +
1
2
(Ω′ sin θ + cos θ)
f
e¯iγi4+
− 1
6
eΩ sin θe¯iγi(N1 + iγ
5N2) + iγ
5
(
1
3
V(3) − 1
2
eΩ sin θe¯iγiγµV
µ
)]
ǫ. (B.5b)
Note that in the second equation we have used form notation. We write the spinor
using a 3-dim Killing spinor (round sphere) and unknown 2 component vector c (θ
dependant)
ǫ = c(θ)⊗ η,
(
d(3) +
1
4
ω¯ijσ
ij
)
η =
i
2
e¯iσiη. (B.6)
We also make the following assumptions,
N1 = 3i
M(θ)
eΩ(θ)f(θ)
cosα, N2 = 3i
M(θ)
eΩ(θ)f(θ)
sinα, V = −3i b4(θ)e4. (B.7)
Hence,
γµV
µ = −3i b4
eΩf
γ4.
We now use the decomposition of the 4-dim gamma matrices in terms of the 3-dim
sigma matrices to arrive at
0 =
[
∂θ − i
2
Mσ2(cosα + iσ3 sinα) +
1
2
σ3b4
]
χ(θ)⊗ η, (B.8a)
0 =
[(
1− b4 sin θ
f
)
1 +
(Ω′ sin θ + cos θ)
f
σ3+
− M
f
sin θ σ1(cosα + iσ3 sinα)
]
χ(θ)⊗
(
i
2
e¯iσiη
)
. (B.8b)
4N1 = − 12 (M + M¯) and N2 = 12i(M¯ −M).
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We proceed by making sure that the second equation (the non-differential one) has a
non trivial solution. First we introduce new functions
B = f − b4 sin θ, C = Ω′ sin θ + cos θ.
The determinant of (B.8b) now takes the form
B2 − C2 −M2 sin2 θ = 0. (B.9)
We may also directly solve (B.8b) for χ1 in terms of χ2 and insert this into (B.8a).
After some manipulation, we may obtain a second constraint(
M sin θ
B + C
)′
+
M sin θ
B + C
b4 − 1
2
M =
M3 sin2 θ
2(B + C)2
. (B.10)
Using (B.9), we can simplify the above and summarize the two constraints that we
need to solve5,
M2 sin2 θ =B2 − C2, (B.11a)
1
2
f =B − 1
2
B′C − BC ′
B2 − C2 sin θ. (B.11b)
Let us consider a simple particular solution. Choose Ω = 0 and M = δ (a constant).
We easily find
B2 =cos2 θ + δ2 sin2 θ,
f =2
cos2 θ + δ2 sin2 θ − 1/2√
cos2 θ + δ2 sin2 θ
,
b4 =− (1− δ
2) sin θ√
cos2 θ + δ2 sin2 θ
.
We conclude with an analysis of the regularity of the solution. For f > 0 we need
δ2 > 1/2. Then we need to check what happens near the north and south poles of the
squashed sphere
f(θ) ≃1 +O(θ2), b(θ) ≃− (1− δ2)θ +O(θ3),
f(θ) ≃1 +O((π − θ)2), b(θ) ≃− (1− δ2)(π − θ) +O((π − θ)3).
Therefore, the solution is regular around the only two points where potential singular-
ities might occur.
5It is important to note that the definition of θ guarantees that sin θ ≥ 0.
Let us summarize the role of squashing from the geometric point of view. It is not
hard to see that Ω and f are a combination of a diffeomorphism and a Weyl transfor-
mation. Since we started with a space with vanishing Weyl tensor, the squashing we
introduce keeps the Weyl tensor zero. It is interesting that the vector b is closed and
exact
V(1) = −3ib4eΩfdθ = 6i(1− δ−2) d
[
δ2 cos θ − 1
2
√
1− δ−2 arctanh
(√
1− δ−2 cos θ
)]
.
(B.12)
It is also curious that V(1) is imaginary. We know that for Ni this is okay, and unitarity
will not be violated. However it is not clear this is true for V(1).
C Killing spinors and squashing spheres in various dimensions
C.1 Odd dimensional squashed spheres
The introduction of a vector field in the Killing spinor equation is natural for spaces
admitting a U(1) fibration. As an example, we consider the Hopf fibration of S2n+1
over CPn. To set up the analysis, consider first the round unit S2n+1, with metric given
by
dΩ22n+1 = ds
2(CPn) + (dψ +A)2, (C.1)
where dA = 2J and J is the Kahler form on CPn. The round unit sphere admits a
complete set of Killing spinors ǫ satisfying
DˆAǫ ≡ (∇A + i2γA)ǫ = 0. (C.2)
This corresponds to taking m = i/2 in (A.1). Using a natural vielbein basis
dΩ22n+1 = eˆ
a ⊗ eˆa + η ⊗ η, (C.3)
the Killing spinor equation decomposes as
Dˆa = ∇ˆa −Aa∂ψ + 12Jabγb9 + i2γa,
Dˆ9 = ∂ψ − 14Jabγab + i2γ9, (C.4)
where eˆ9 ≡ η = dψ +A.
In this decomposition, the Killing spinors are charged along the U(1) fiber. Taking
∂ψ → iq, we see that Dˆ9ǫ = 0 requires the charge condition
q = −1
2
( i
2
Jabγ
ab + γ9) = −1
2
(iγ12 + iγ34 + · · ·+ γ9), (C.5)
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where each of the Dirac matrix factors in the last expression has eigenvalues ±1. For
Dˆaǫ = 0, we examine the integrability condition
[Dˆa, Dˆb] =
1
4
[Rˆab
cd−JacJbd+JadJbc−2JabJcd−(δcaδdb−δdaδcb)]γcd−iJab(2q+ i2Jcdγcd+γ9).
(C.6)
The integrability condition vanishes identically for Killing spinors, as the first term
corresponds to the Riemann tensor on CPn, and the second term is identical to the
charge condition (C.5).
We now turn to the squashed sphere, with metric
ds2 = ℓ2ds2(CPn) + ℓ˜2(dψ +A)2, (C.7)
and ask whether it admits Killing spinors satisfying the modified Killing spinor equation
(A.11). We first compute the curvature:
ℓ2Rab
cd = Rˆab
cd − α2(JacJbd − JadJbc + 2JabJcd),
ℓ2Ra9
b9 = α2δba, (C.8)
and the Ricci tensor
ℓ2Rab = Rˆab − 2α2δab, ℓ2R99 = (d− 1)α2, (C.9)
where α = ℓ˜/ℓ is the squashing parameter. Note that tangent space components of Rˆ
and J are obtained using the eˆa vielbeins while those of R are obtained using Ea where
Ea = ℓeˆa and E9 = ℓ˜η.
Since we take the curvature of CPn to be Rˆab = (d+1)δab, the base of the fibration
satisfies the Einstein condition
ℓ2Rab = (d+ 1− 2α2)δab. (C.10)
As a result, the modified Einstein equation (A.15) takes the form
2ℓ2Λab = −(d+ 1− 2α2 + (d− 1)(2mℓ)2)δab,
2ℓ2Λ99 = −(d− 1)(α2 + (2mℓ)2), (C.11)
where ΛAB is associated with the background vector according to the projection (A.14):
FABγ
B = iΛABγ
B. (C.12)
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Since there is only one natural 2-form on CPn, namely J , we anticipate taking Fab
proportional to Jab along with Λab proportional to δab. In particular, we set Λ99 = 0,
in which case (C.11) may be solved by taking mℓ = iα/2 and
ℓ2Λab =
1
2
(d+ 1)(α2 − 1)δab. (C.13)
This is compatible with the field strength
F = 1
2
(d+ 1)(α2 − 1)J, (C.14)
or equivalently A = 1
4
(d+ 1)(α2 − 1)A.
To complete the discussion we need to check not only the integrability condition but
also the actual Killing spinor equation. The latter analysis shows that the background
preserves 1/2n supersymmetries. In particular, the solution of [6] corresponding to the
squashed S3 is explicitly half-supersymmetric.
What this indicates is that the squashed S2n+1 admits a Killing spinor satisfying
Dµǫ = 0 where
Dµ = ∇µ + iα
2ℓ
γµ +
i(d+ 1)
4
(α2 − 1)Aµ, (C.15)
and where α = ℓ˜/ℓ.
C.2 Distorted spheres in arbitrary dimensions
While odd-dimensional spheres admit a natural squashing along a U(1) fiber, even-
dimensional spheres cannot be treated in the same manner. There is, however, an
alternate method to distorting the sphere. Consider, for example, a round n-sphere
embedded in (n + 1)-dimensional Euclidean space. The metric on the sphere is then
the Euclidean metric
ds2 = δijdx
idxj, (C.16)
restricted to the surface of the sphere, δijx
ixj = R2. We now distort this round sphere
into an ellipsoid by taking
Tijx
ixj = 1, (C.17)
where Tij is a constant symmetric matrix. The normal to the distorted sphere is given
by
ni =
Tijx
j
√
∆
, where ∆ = ~x T 2~x = xiTijTjkx
k, (C.18)
and the induced metric is simply hij = δij − ninj .
32
Before determining the Killing spinors on the distorted sphere, we first examine
some general properties. Defining the projection of Tij onto the sphere by
T˜ij = hikTklhlj, (C.19)
we find the extrinsic curvature tensor to be
Kij =
T˜ij√
∆
, (C.20)
in which case the Gauss-Codazzi equations give
R˜ijkl = ∆
−1(T˜ikT˜jl − T˜ilT˜jk). (C.21)
The condition for maximal symmetry, (A.3), is then equivalent to
T˜ij =
√
−4m2∆hij. (C.22)
This is solved for a round sphere by taking Tij = δij/ℓ
2, so that
∑
(xi)2 = ℓ2 and
∆ = 1/ℓ2. In this case, we obtain the familiar result m2 = −1/(2ℓ)2.
A general ellipsoid may be written in terms of a set of principle axes by taking
Tij =
δij
ℓ2i
(no sum). (C.23)
However, we are primarily interested in an axisymmetric distortion, so we take
Tij = diag(ℓ
−2, ℓ−2, ℓ˜−2, . . . , ℓ˜−2). (C.24)
For this parameterization, we find it more convenient to work in an unconstrained basis
by defining
x1 = ℓ cos θ cosφ, x2 = ℓ cos θ sin φ, xa = ℓ˜ sin θµa, (C.25)
where a = 3, 4, . . . , n + 1 and
∑
a(µ
a)2 = 1 defines the unit Sn−2. The metric on the
sphere, (C.16), is then given by
ds2 = f dθ2 + ℓ2 cos2 θ dφ2 + ℓ˜2 sin2 θ dΩ2n−2, (C.26)
where
f =
√
ℓ2 sin2 θ + ℓ˜2 cos2 θ. (C.27)
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Since we are looking for Killing spinors on the distorted sphere, we begin with the
unmodified covariant derivative (A.1). Working out the spin connections in the obvious
vielbein basis
e1 =
√
f dθ, e2 = ℓ cos θ dφ, ea = ℓ˜ sin θ eˆa, (C.28)
we find
Dθ = ∂θ +mfγ
1,
Dφ = ∂φ +
1
2
ℓf−1 sin θγ12 +mℓ cos θγ2,
Dα = ∇ˆα − 12 ℓ˜f−1eˆaαγ1a +mℓ˜ sin θeˆaαγa. (C.29)
For the round sphere, we have ℓ = ℓ˜, so that f = 1 and m = i/2. However, for f 6= 1,
it is clear that the original Killing spinor ǫ will no longer satisfy Dµǫ = 0 because of
the factors of f showing up in (C.29).
Of course, the explicit terms in (C.29) gives us a hint as to what must be done to
modify the supercovariant derivative. Starting with Dθ, we see that m should now be
set to i/2f . Inserting this into Dφ then gives
Dφ = ∂φ +
1
2
ℓf−1(sin θγ12 + i cos θγ2). (C.30)
In order to compensate for the ℓ/f factor, we may introduce a gauge field,
A =
1
2
(
1− ℓ
f
)
dφ (C.31)
which only modifies Dφ. Finally, turning to Dα, we see a similar need to compensate
for the ℓ˜/f factor. However, since this applies to all directions on Sn−2, what is needed
is something of the form
A =
1
2
(
1− ℓ˜
f
)
γaeˆa. (C.32)
The problem with such an expression is that it has an unwanted Dirac matrix γa, and
as a result does not admit a covariant extension to the full Sn. One way to get around
this problem is to add a background antisymmetric tensor Cµν to the supercovariant
derivative, so that we end up with
Dµ = ∇µ +mγµ + iAµ + 12γµνρCνρ. (C.33)
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We may then set
C =
fℓ cos θ
2ℓ˜ sin θ
(
1− ℓ˜
f
)
dθ ∧ dφ. (C.34)
In particular, the Dirac structure in (C.33) is designed so that C will only contribute
to the components of Dµ along S
n−2.
To summarize, we have found Killing spinors on the distorted sphere (C.26) using
a modified supercovariant derivative (C.33). The background fields are
m =
i
2f
,
A =
1
2ℓ cos θ
(
1− ℓ
f
)
e2,
C =
1
2ℓ˜ sin θ
(
1− ℓ˜
f
)
e1 ∧ e2, (C.35)
where the vielbeins are given in (C.28). The field strength of A is given by
F = dA =
sin θ
2f 4
(
ℓ2 − ℓ˜2
)
e1 ∧ e2, (C.36)
so both F and C are only turned on in the directions orthogonal to Sn−2. Of course,
both of these fields vanish in the round sphere limit, as expected. Furthermore, unlike
for the Hopf fibration example, m is not a constant in this case.
C.3 Killing spinors of squashed Sn+1 — the embedding approach
We study possible Killing spinors for the metric coming from squashing the embedding
space. We break the embedding space coordinate into two parts,
1
l2
n+1∑
i=1
(X i)2 +
1
l˜2
m+1∑
i=1
(Y i)2 = 1. (C.37)
We write the background metric with a conformal factor
ds2 = e2Ω
(
fdθ2 + l2 cos2 θdΩ2m + l˜
2 sin2 θdΩ2n−m
)
, (C.38)
with f =
√
l2 sin2 θ + l˜2 cos2 θ, and Ω a function of θ to be determined later. In the
round sphere limit l˜ = l, f = l and Ω = 0. We add to the background gravity a mass
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M , a vector A and a field strength F(m+1) = dC(m), where the m-form potential C(m)
is in the Sm directions. The Killing spinor equation we consider takes the form
dǫ+
1
4
wabγ
abǫ+ iAǫ+ iMγaeaǫ+
α˜
(m)!
FA1A2...Am+1γ
A1A2...Amǫ+
+
β˜
(m+ 1)!
FA1A2...Am+1γ
A1A2...Am+1
Am+2
ǫ = 0, (C.39)
with α˜ = i[
m+2
2 ]
√
n−m−1
8m(n−1)
and β˜ = − m
n−m−1
α˜. The capital Latin letter indices are
coordinate indices, while the small Latin letter indices are local frame indices. We are
interested in partial supersymmetry, and do not look at the integrability condition in
this case.
We choose C(m) to be proportional to the volume form on S
m, up to a function of
θ. Thus the field strength is
F(m+1) = p
′(θ)e1 ∧ e2 · · · ∧ em ∧ en+1 (C.40)
Setting the notation, indices on the squashed Sn+1 will be given by a, b = 1, 2 . . . n+1,
indices in the Sm direction by i, j = 1, 2 . . .m and indices in the Sn−m direction by
i˜, j˜ = m+1, m+2 . . . n. Quantities with a bar come from the round Sm×Sn−m space,
where both spheres are unit spheres. The non-coordinate basis we use is
ei = eΩl cos θe¯i, ei˜ = eΩl˜ sin θe¯i˜, en+1 = eθ = eΩfdθ. (C.41)
The spin connection is
øiθ = − øθi = (Ω′ − tan θ) l cos θ
f
e¯i, (C.42a)
øiθ = − øθi = (Ω′ + cot θ) l sin θ
f
e¯i, (C.42b)
øij = ø¯ij, (C.42c)
øi˜j˜ = ø¯i˜j˜, (C.42d)
øi˜i =0. (C.42e)
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Putting it all together, we can write the Killing spinor equation as
d¯(m)ǫ+
1
4
w¯ijγ
ijǫ− 1
2
(Ω′ − tan θ) l cos θ
f
γθγie¯iǫ+ iA(m)ǫ+
+iMeΩl cos θγie¯iǫ+ αeΩp′ l cos θΓ(m)γθγie¯iǫ = 0, (C.43a)
d¯(n−m)ǫ+
1
4
w¯i˜j˜γ
i˜j˜ǫ− 1
2
(Ω′ + cot θ)
l˜ sin θ
f
γθγ i˜e¯i˜ǫ+ iA(n−m)ǫ+
+iMeΩ l˜ sin θγ i˜e¯i˜ǫ+ βeΩp′ l˜ sin θΓ(m)γθγ i˜e¯i˜ǫ = 0, (C.43b)
dθǫ+ iAθǫ+ iMe
Ωfγθǫ+ αeΩp′f Γ(m)ǫ = 0, (C.43c)
with Γ(m) = γi1i2...im . Notice that α and β still need to be calculated (combinatorically).
One approach to finding the background for the squashed sphere is to find p and Ω
such that the Killing spinor equation is reduced to the round sphere case. This approach
guarantees the smoothness of the limit l˜ → l. Taking this (limiting) approach, we can
examine the round sphere limit of (C.43c). We learn that ǫ must be an eigenvector of
γθ, and this should carry over to the squashed case too. From the round sphere case
we also can see that we need ǫ to be an eigenvector of Γ(m). This can be done only if
γθ and Γ(m) commute, which forces m to be even (including m = 0).
In the following we assume that m is even and ǫ is indeed an eigenvector of γθ and
Γ(m), so we can interpret these matrices as c-numbers. More precisely, γθ = ±1 and
Γ(m) = ±i. We can now find the background field that ‘eliminates’ the effect of the
squashing
A(m) = A(n−m) =0, (C.44a)
lΩ′ cos θ
2f
− αeΩp′ l cos θΓ(m) =
(
l
f
− 1
)
sin θ
2
− i (MeΩ −m) l cos θ γθ, (C.44b)
l˜Ω′ sin θ
2f
− βeΩp′ l˜ sin θΓ(m) = −
(
l˜
f
− 1
)
cos θ
2
− i (MeΩ −m) l sin θ γθ, (C.44c)
Aθ = −
(
MfeΩ
ml
− 1
)
mlγθ + iαeΩp′f Γ(m), (C.44d)
where m is the mass parameter in the round sphere case. The value of M compared
to m should come from the CFT coupling and is not a background parameter. The
solution to the above set of equations has potential singularities near θ = 0 and θ = pi
2
;
we can verify that the solution is smooth by considering(
l
f
− 1
)
sin θ
θ→pi
2−−−→ l
2 − l˜2
2l2
θ2,
(
l˜
f
− 1
)
cos θ
θ→0−−→ l˜
2 − l2
2l˜2
θ2. (C.45)
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However, we still need to break these equations to their real and imaginary parts. Note
that Ω,M are real and Γ(m) is imaginary. Then if αp′Γ(m) is real we get a complex Aθ.
If this combination is imaginary we find two different differential equations for Ω(θ)
and thus have no solution. Assuming we can have a complex A, then we still need
to have M = e−Ωm. This is not a background field choice but a specific supergravity
coupling.
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