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Non-Gaussian states and operations are crucial for various continuous-variable quantum informa-
tion processing tasks. To quantitatively understand non-Gaussianity beyond states, we establish a
resource theory for non-Gaussian operations. In our framework, we consider Gaussian operations
as free operations, and non-Gaussian operations as resources. We define entanglement-assisted non-
Gaussianity generating power and show that it is a monotone that is non-increasing under the
set of free super-operations, i.e., concatenation and tensoring with Gaussian channels. For condi-
tional unitary maps, this monotone can be analytically calculated. As examples, we show that the
non-Gaussianity of ideal photon-number subtraction and photon-number addition equal the non-
Gaussianity of the single-photon Fock state. Based on our non-Gaussianity monotone, we divide
non-Gaussian operations into two classes: (1) the finite non-Gaussianity class, e.g., photon-number
subtraction, photon-number addition and all Gaussian-dilatable non-Gaussian channels; and (2) the
diverging non-Gaussianity class, e.g., the binary phase-shift channel and the Kerr nonlinearity. This
classification also implies that not all non-Gaussian channels are exactly Gaussian-dilatable. Our
resource theory enables a quantitative characterization and a first classification of non-Gaussian
operations, paving the way towards the full understanding of non-Gaussianity.
Keywords: Quantum Information, Quantum Physics, Optics.
I. INTRODUCTION
Bosonic Gaussian states and Gaussian operations are
important components in quantum information process-
ing [1]. Despite involving an infinite-dimensional Hilbert
space, they are analytically tractable and, more impor-
tantly, easy to realize in experiments. Lasers, phase-
insensitive optical amplifiers, and phase-sensitive opti-
cal amplifiers all produce Gaussian states, viz., coherent
states, amplified spontaneous emission (thermal) states,
and squeezed states, respectively [2]. In addition, sponta-
neous parametric down conversion—the most commonly
used source of optical entanglement—produces Gaussian
states [2]. Important tasks, like quantum key distribution
(QKD), can be performed with only Gaussian sources,
Gaussian operations, and Gaussian measurements [3].
Gaussian attacks have also been proven to be optimum
for one-way continuous-variable QKD protocols [4] and
two-way continuous-variable QKD protocols [5].
However, non-Gaussian states and non-Gaussian oper-
ations are necessary for many other quantum informa-
tion processing tasks, e.g., entanglement distillation [6–
9], quantum error correction [10], optimal cloning [11],
continuous-variable quantum computation [12, 13], and
cluster-state quantum computation [14, 15]. It has been
shown that under a few reasonable assumptions, gen-
eral quantum resources in the Gaussian domain can-
not be distilled with Gaussian free operations [16].
Moreover, non-Gaussian states and non-Gaussian opera-
tions can improve the quality of entanglement [17] and
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the performance of tasks such as teleportation [18–20].
For this reason, non-Gaussian states (e.g., Fock states,
N00N states [21], Schrödinger-cat states [22, 23]) and
non-Gaussian operations (e.g., photon-number addition
(PNA) [24–26], photon-number subtraction (PNS) [27–
30], the qubic-phase gate [31], the Kerr nonlinearity [32],
sum-frequency generation [33], the photon-added Gaus-
sian channels [34], and other examples [36]) are being
theoretically analyzed and experimentally realized.
An important task is thus to characterize and quantify
the non-Gaussianiy (nG) utilized in each task. Quantum
resource theory (QRT) [37] answers this type of question.
QRT has been established in various areas of physics, e.g.,
quantum coherence [38, 39], superposition [40], ather-
mallity [41, 42], and asymmetry [43]. The QRT of nG is
challenging because the set of Gaussian states is not con-
vex, so the usual framework of QRT [37] does not apply
directly, and because of the infinite dimensional Hilbert
space that is involved. Despite these difficulties, the QRT
of non-Gaussian states has been developed [44–46]. We
explain the basic ingredients of traditional QRT via the
example of non-Gaussian states: (1) resource states (non-
Gaussian states), (2) free states (Gaussian states), and
(3) free operations (Gaussian channels). A principal goal
of QRT is to quantify the resource with a monotone—
a function that maps quantum states or operations to
real numbers—that satisfies three conditions: (1) zero
for all free states, (2) non-zero for all resource states,
and (3) non-increasing under free operations. Indeed,
Refs. [44, 45] defined such a monotone based on quan-
tum relative entropy [47, 48], and evaluated the nG of
various non-Gaussian states. However, the above QRT
can only characterize the nG of quantum states, the nG
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2of quantum operations is not yet well understood.
In this paper, we establish a resource theory for nG
of bosonic quantum operations. In our framework, the
main ingredients of QRT for quantum operations are
(see the schematic in Fig. 1): (1) resource states (non-
Gaussian states) (2) free states (Gaussian states) (3)
resource operations (non-Gaussian operations), (4) free
operations (Gaussian operations), and (5) free super-
operations (concatenation and tensoring with Gaussian
channels). To quantify the nG of quantum operations,
we propose a monotone—the entanglement-assisted nG
generating power—that is zero for all Gaussian opera-
tions, non-zero for non-Gaussian operations, and non-
increasing under free super-operations. Note that gener-
ating powers for coherence [49–53], entanglement [54, 55],
and work [56] have been considered in other QRTs.
We also derive a lower bound and an upper bound for
the monotone. The lower bound—the generating power
of nG without entanglement assistance—has been sug-
gested in Refs. [45, 46] to be a measure for nG of oper-
ations. However, it is challenging to calculate, even for
unitary operations. Moreover, it is not non-increasing
under the super-operation of tensoring with Gaussian
channels.
Unlike the previous suggestion, our nG monotone is
analytically tractable for conditional unitary maps, in-
cluding all unitary operations. As examples, we eval-
uate the nG of PNS and PNA. We find that the nG of
both maps equals the nG of the single-photon Fock state.
Our nG monotone can thus enable a quantitative char-
acterization of nG for conditional unitary maps. Despite
the difficulty in the evaluation for general operations, we
have identified two classes of operations through our nG
monotone—the first class has finite nG while the second
class has diverging nG. PNS and PNA are in the first
class, while the binary phase-shift (BPS) channel and the
Kerr nonlinearity are in the second class. For the first
class, nG is finite, thus operations can be directly com-
pared and ordered in terms of nG; for the second class,
further classification may be possible by considering the
rate of divergence of nG with increasing input/output
mean photon number.
By utilizing the nG monotone defined in this paper and
its properties, we show that all Gaussian-dilatable non-
Gaussian channels defined in Ref. [34, 35] are in the finite-
nG class. The Gaussian-dilatable non-Gaussian channels
are an important class of non-Gaussian channels and a
starting point for our understanding of non-Gaussian op-
erations, since their Kraus operators and input-output
relations in characteristic-function form are analytically
solvable. For example, this class includes the bosonic
noise channel defined in Ref. [57], where it has been
shown that additivity violation in classical capacity is
upper bounded by a constant. It is also conjectured in
Ref. [34] that the set of linear bosonic channels and the
set of Gaussian-dilatable channels are identical. For gen-
eral bosonic channels, our result means that going beyond
Gaussian-dilatable channels is important for the full un-
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Figure 1. Schematic of the resource-theory framework for
non-Gaussian operations. The set of free states (Gaussian
states G) is closed under the set of free operations (Gaussian
operations XG). XG is closed under the set of free super-
operations XG . δG [ρ] is the monotone for nG of a quantum
state ρ. It measures the difference between ρ and the Gaus-
sian state λG (ρ) produced by the resource destroying map
λG . δ˜G [φ] is the monotone for nG of a conditional quantum
map φ and it also measures the deviation from some Gaussian
conditional quantum map φG . G, XG and XG are non-convex.
derstanding of non-Gaussian operations.
This paper is organized as follows. In Sec. II, we in-
troduce Gaussian states, quantum operations, and Gaus-
sian operations, and we review the QRT of nG for non-
Gaussian states. In Sec. III, we establish a framework
for the QRT of nG for quantum operations and give the
monotone, with its lower bound and upper bound. In
Sec. IV, we evaluate the nG of two conditional unitary
maps—including PNS and PNA. In Sec. V, we propose
a classification of non-Gaussian operations. We conclude
the main text in Sec. VI with discussions and future re-
search directions. Details and proofs appear in Appen-
dices A-I.
II. PRELIMINARIES
Here we introduce some preliminary results. In
Sec. II A, we introduce Gaussian states; In Sec. II B,
we introduce quantum operations; In Sec. II C, we in-
troduce Gaussian operations; In Sec. IID, we summarize
the QRT for non-Gaussian states. A complete introduc-
tion to Gaussian states and Gaussian channels can be
found in Ref. [1].
A. Gaussian states
An n-mode bosonic continuous-variable system is
described by annihilation operators {ak, 1 ≤ k ≤ n},
which satisfy the commutation relation
[
ak, a
†
j
]
=
δkj , [ak, aj ] = 0. One can also define real quadrature
3field operators qk = ak + a
†
k, pk = i
(
a†k − ak
)
and for-
mally define a real vector x = (q1, p1, · · · , qn, pn), which
satisfies the canonical commutation relation (~ = 2)
[xi, xj ] = 2iΩij , where Ω = i
⊕n
k=1 Y and Y is the
Pauli matrix. A quantum state ρ can be described by its
Wigner characteristic function χ (ξ) = Tr [ρD (ξ)] , where
ξ is a vector of 2n real numbers andD (ξ) = exp
(
ixTΩξ
)
is the Weyl operator. A state ρ is Gaussian if its charac-
teristic function has the Gaussian form
χ (ξ) = exp
(
−1
2
ξT
(
ΩΛΩT
)
ξ − i (Ωx¯)T ξ
)
. (1)
Here the x¯ = 〈x〉ρ is the state’s mean and
Λij =
1
2
〈{xi − di, xj − dj}〉ρ , (2)
is its covariance matrix, where {, } is the anticommutator
and 〈A〉ρ = Tr (Aρ). We denote the set of normalized
(i.e., unity trace) Gaussian states with n modes as G [n].
The set of Gaussian states G is the union of all G [n],
with n ≥ 1. Any state with a non-Gaussian characteristic
function is non-Gaussian.
As an example of Gaussian state, the two-mode
squeezed vacuum (TMSV) state is
|ζλ〉AA′ =
√
1− λ2
∞∑
n=0
λn |n〉A |n〉A′ , (3)
where |n〉 is a Fock state with n photons. The covariance
matrix of a TMSV can be obtained as
Λζ =
(
(2NS + 1)I 2CpZ
2CpZ (2NS + 1)I
)
, (4)
where I, Z are Pauli matrices, NS = λ2/
(
1− λ2)
is the mean photon number per mode, and Cp =√
NS (NS + 1) is the phase-sensitive cross correlation.
B. Quantum operations
Traditionally, a quantum operation T is defined as a
linear and completely-positive (CP) map from density
operators to (unnormalized) density operators [47]. It
can be expressed in terms of a unitary operator U on the
input in state ρ, and an environment E in a pure state
|ψE〉, and a projector P onto E [47] as
T (ρ) = TrE [(P ◦ U) (ρ⊗ ψE)] . (5)
For simplicity, we have used the notation ψ = |ψ〉 〈ψ|
to denote the density operator of a pure state |ψ〉. We
also use the same notation U to denote the unitary chan-
nel that applies unitary U on input states, i.e. U (ρ) =
UρU†, and similarly P (ρ) = PρP .
When T is also trace-preserving (TP), it is a quantum
channel and can be implemented deterministically. T can
also be non-trace-preserving. In that case, T is imple-
mented probabilistically. The probability of the map T
successfully happening is given by Tr [T (ρ)] ≤ 1 and the
normalized output state is T (ρ) /Tr [T (ρ)]. In various
scenarios, we are interested in the enhancement provided
only by the successful instances of T , e.g., when opera-
tions like PNA and PNS are used to enhance entangle-
ment [17–20]. In these cases, we care more about the
quantum state produced conditioned on success. Thus,
we define the following post-selected completely-positive
and trace-preserving (CPTP) maps.
Definition 1.— A conditional quantum map φ takes
input state ρ and yields
φ (ρ) =
1
Tr [T (ρ)]T (ρ) , (6)
where T is a linear CP map.
Map φ can be linear, when T is TP (so T is a quan-
tum channel), thus conditional quantum maps include all
quantum channels. Map φ can also be nonlinear, which
occurs when T is not TP, due to the normalization fac-
tor. The complementary map of φ is given by φc (ρ) =
T c (ρ) /Tr [T (ρ)], where T c is the complementary quan-
tum operation and we note that Tr [T (ρ)] ≡ Tr [T c (ρ)].
In the rest of the paper, without causing confusion, we
refer to conditional quantum maps as quantum opera-
tions. Note that the notion of such conditional quantum
dynamics has been defined in quantum trajectory theory
and quantum control [58–62].
In this paper we are concerned with quantum op-
erations in infinite dimensions. We denote the set of
density operators with n modes as H[n], thus we have
G[n] = H[n]⋂G. Denote the number of input modes
to channel φ as nφ and the input Hilbert space is thus
H[nφ]. Denote the identity operation on H[n] as In. In
certain cases, we will not explicitly state the dimension
for simplicity ( e.g., write I instead of In), as long as it
does not cause any confusion.
C. Gaussian operations
A quantum operation is Gaussian if it transforms
Gaussian states to Gaussian states [7]. Formally, the set
of Gaussian operations (conditional maps) XG is defined
as follows.
Definition 2.— A conditional quantum
map φ ∈ XG , iff ∀ρG ∈ G[nφ + n], n ∈
{0, 1, · · · },we have (In ⊗ φ) (ρG) ∈ G.
Note that if in Eq. (6) φ ∈ XG , then the original linear
CP map T is also Gaussian. And if φ is linear, the re-
quirement in Definition 2 is equivalent to the weaker con-
dition: ∀ρG ∈ G[nφ],we have φ (ρG) ∈ G [63, 64]. Since
on Gaussian inputs, Gaussian measurements can also be
transformed to TP operations by post-processing [7], we
are particularly interested in the set of Gaussian chan-
nels XLG ⊂ XG . Any quantum operation outside XG is
non-Gaussian.
4All quantum channels can be extended to unitaries on
the input and a vacuum environment (Stinespring di-
lation) [7], Gaussian unitary operations XUG are there-
fore essential among XG . Here we list a few Gaus-
sian unitaries. A trivial Gaussian unitary is the iden-
tity operation In. Less trivial unitaries include single-
mode displacement Dα = exp
(
αa† − α?a) , single-mode
phase rotation Rθ = exp
(−iθa†a) , single-mode squeez-
ing Sr = exp
[
r
(
a2 − a†2
)
/2
]
, and two-mode squeezing
S2,r = exp
[−r (ab− a†b†)] . In particular, S2,r gener-
ates a TMSV |ζλ〉AA′ from vacuum inputs |0〉A |0〉A′ , i.e.,
(ζλ)AA′ = S2,r (0AA′), where λ = tanh (r), (ζλ)AA′ ≡|ζλ〉AA′ 〈ζλ|AA′ and 0AA′ ≡ |0〉A |0〉A′ 〈0|A 〈0|A′ .
All Gaussian unitaries can be expressed as affine maps
x → Sx + ∆x in the Heisenberg picture. Commuta-
tion relation preservation of [xi, xj ] = 2iΩij requires that
SΩST = Ω, i.e., S is symplectic. In terms of the mean
and covariance matrix, the affine map leads to
x¯→ Sx¯+ ∆x, and Λ→ SΛST . (7)
Moreover, this is true regardless of whether the input
state is Gaussian or not.
An arbitrary n-mode covariance matrix Λ has a sym-
plectic diagonlization, i.e., ∃S, s.t. SΩST = Ω and
Λ = S (
⊕n
k=1 µkI)S
T . Here µk’s are the eigenvalues
of iΩΛ. Since µkI is the covariance matrix of a ther-
mal state with mean photon number (µk − 1) /2, this
means that an arbitrary Gaussian states can be trans-
formed into a product of thermal states with mean pho-
ton numbers {(µk − 1) /2, 1 ≤ k ≤ n} by a Gaus-
sian unitary. Thus, the entropy of such a Gaussian
state S (ρ) =
∑n
k=1 g ((µk − 1) /2), where g (N) =
(N + 1) log2 (N + 1)−N log2N is the entropy of a ther-
mal state with mean photon number N .
As an analog to the Schmidt decomposition for finite-
dimensional bipartite pure states, we have the follow-
ing phase-space Schmidt decomposition [65]. Consider
an arbitrary bipartite pure Gaussian state ψAB , with
modes {Ak, 1 ≤ k ≤ nA} and {Bk, 1 ≤ k ≤ nB}, where
nA ≤ nB . There are local Gaussian unitaries UA, UB
that transform ψAB to a tensor product of nA TMSV
and nB − nA vacuum states, i.e.,
(UA ⊗ UB) (ψAB) =
[⊗nAk=1 (ζλk)AkBk]⊗ [⊗nBk=nA+10Bk] .
(8)
D. Summary of nG resource theory for states
In a QRT, consider the set of free states to be the Gaus-
sian states G. To characterize the nG of a quantum state
ρ, a relative entropy based monotone, non-increasing un-
der free operations of Gaussian channels XLG , has been
established [44, 45], namely
δG [ρ] = min
ρG∈G
S (ρ‖ρG) = S (ρ‖λG (ρ)) = S [λG (ρ)]−S (ρ) .
(9)
Here S (ρ‖σ) ≡ Tr [ρ (log2 ρ− log2 σ)] is the quantum rel-
ative entropy; a brief review of its properties is given
in Appendix A. The first formula is a natural definition
and has been shown to equal to the second formula in
Ref. [44]. The second formula is the original proposal
from Ref. [45], and equals the third formula, where λG
is the resource-destroying map [66] ρ → τρ, with τρ ∈ G
having the same mean and covariance matrix as ρ. We
can obtain the following lemma (proof in Appendix B).
Lemma 1.— λG commutes with any Gaussian channel
ξG ∈ XLG , viz., ξG ◦ λG = λG ◦ ξG .
When Gaussian channels are considered as free oper-
ations, this condition guarantees that S (ρ‖λG (ρ)) is a
monotone [66]. In general, however, conditional Gaus-
sian maps do not commute with λG . A counterexample
is given in Appendix B.
Besides continuity, δG [·] satisfies the following [45].
(A1) Non-negativity. δG [ρ] ≥ 0, with equality iff ρ ∈ G.
(A2) δG [ρ1 ⊗ ρ2] = δG [ρ1] + δG [ρ2].
(A3) If λG (ρk)’s are equal, then δG [
∑
k pkρk] ≤∑
k pkδG [ρk].
(A4) Invariance under a Gaussian unitary.
δG
[
UGρU
†
G
]
= δG [ρ] ,∀UG ∈ XUG .
(A5) Monotonically decreasing under a partial trace.
δG [Tr2 (ρ12)] ≤ δG [ρ12].
(A6) Monotonically decreasing through Gaussian chan-
nels. δG [φG (ρ)] ≤ δG [ρ] ,∀φG ∈ XLG .
Note that relative entropy is not superadditive in the tra-
ditional sense [67]. The free set of states G is not convex,
thus precluding the results about resource state conver-
sion in Ref. [37] to hold in the resource theory of nG.
Property (A6) cannot be extended to Gaussian condi-
tional maps, a counterexample in which a Gaussian op-
eration increases the nG of a non-Gaussian state is given
in Appendix C. This shows that even Gaussian measure-
ments can be reduced to a Gaussian channel on Gaussian
inputs by post-processing, but on non-Gaussian inputs
they need to be treated differently from Gaussian chan-
nels.
III. RESOURCE THEORY OF NON-GAUSSIAN
OPERATIONS
The goal of this paper is to establish a resource theory
for nG of quantum operations. We define the set of free
operations to be Gaussian operations XG . To formulate
the resource theory of non-Gaussian operations, we need
to find a set of super-operations that leave XG closed
(schematic in Fig. 1).
Definition 3.— The set of free super-operations XG is
a set of maps that map each element in XG to an element
5in XG . Here we consider
XG = {⊗φG , ◦φG , φG◦} , (10)
which includes tensoring with a Gaussian channel (⊗φG),
pre-concatenation with a Gaussian channel (◦φG) and
post-concatenation with a Gaussian channel (φG◦).
All the above super-operations map a Gaussian opera-
tion to another Gaussian operation. But XG does not in-
clude general probabilistic mixing, because probabilistic
mixing of Gaussian states can be non-Gaussian. We also
exclude from XG the action of taking the complement.
The reason is as follows. If nG is non-increasing under
taking the complement, then it must be invariant under
taking the complement, because taking the complement
twice gets back to the original map. However, one can
construct a channel by swapping the incoming state with
a non-Gaussian pure state, the channel is clearly non-
Gaussian, but its complementary channel—the identity
channel—is Gaussian.
The crucial step in characterizing the nG of quantum
operations is to find a monotone. This monotone should
be non-increasing under the set of free super-operations
XG . In Sec. III A, we will propose a monotone δ˜G [·] based
on the entanglement-assisted generating power of quan-
tum operations. In Sec. III B, we obtain a lower bound
dG [·] on δ˜G [·]. In Sec. III C, we obtain an upper bound
DG [·] on δ˜G [·] based on distance measures between quan-
tum operations. This upper bound is in fact also a mono-
tone. To summarize, we present two monotones, δ˜G [·]
and DG [·], and a lower bound dG [·], satisfying the fol-
lowing relation.
Theorem 1.— For all conditional quantum maps φ,
dG [φ] ≤ δ˜G [φ] ≤ DG [φ] .
The proof is given after we introduce each quantity.
We propose δ˜G [·] instead of DG [·] to be the measure of
nG for quantum operations, since δ˜G [·] is much easier to
evaluate, as we will show in Sec. IV. It is open whether
the inequalities can be strict.
A. Entanglement-assited generating power as a
monotone
In this section, we propose a monotone for nG of quan-
tum operations based on the entanglement-assisted gen-
erating power.
Definition 4.— For the input Gaussian state ρA′ ∈
G[nφ] to conditional quantum map φ, consider its pu-
rification ψAA′ ∈ G[2nφ]. We define the entanglement-
assisted nG generating power as follows
δ˜G [φ] = max
ρA′∈G[nφ]
δG
[(Inφ ⊗ φ) (ψAA′)] . (11)
Before proving the properties of δ˜G [·] that allow it to
be a monotone for nG, we justify the choice of the number
of ancilla modes by the following lemma.
Lemma 2.— δ˜G [φ] is invariant under local isometry on
ancilla A and giving ancilla A extra modes.
The proof is based on the phase space Schmidt de-
composition, details are in Appendix D. In Definition 4,
we have chosen an ancilla with the minimum number
of modes. Also, maximization over ρA′ is equivalent to
maximization over the pure state ψAA′ due to this sym-
metry of purification. This symmetry of purification also
guarantees that pure states are optimum, i.e., we have
an equivalent definition of δ˜G [·] as follows.
Definition 5.— For H [n+ nφ] with n ≥ nφ modes,
δ˜G [φ] = max
ρG∈G[n+nφ]
δG [(In ⊗ φ) (ρG)] . (12)
This means that going to an arbitrary mixed state
with an arbitrary number of modes does not in-
crease nG. The proof that Definition 5 and Defini-
tion 4 are equivalent is as follows. By Property (A5),
we have δG [(In ⊗ φ) (ρG)] ≤ δG
[(I2n+nφ ⊗ φ) (ψρG )],
where ψρG ∈ G[2n + 2nφ] is the purification of
ρG ∈ G[n + nφ]. Combined with symmetry of pu-
rification, we have maxρG∈G[n+nφ] δG [(In ⊗ φ) (ρG)] ≤
maxψρG∈G[2n+2nφ] δG
[(I2n+nφ ⊗ φ) (ψρG )] = δ˜G [φ]. On
the other hand, the reverse inequality is trivially satis-
fied by taking ρG to be the product of the pure state in
Definition 4 and extra vacuum ancilla.
Now we give properties of δ˜G [·], The proofs are given
in Appendix E.
(B1) Non-negativity. δ˜G [φ] ≥ 0,with equality iff φ ∈
XG .
(B2) Invariance under tensoring with Gaussian channels.
∀φG ∈ XLG , we have δ˜G [φ⊗ φG ] = δ˜G [φ] .
(B3) Invariance under concatenation with a Gaussian
unitary. ∀UG ∈ XUG , δ˜G [UG ◦ φ] = δ˜G [φ ◦ UG ] = δ˜G [φ] .
(B4) Monotonically decreasing under concatenation with
partial trace. For φ with output AB, we have
δ˜G [TrA ◦ φ] ≤ δ˜G [φ] .
(B5) Monotonically increasing under Stinespring dila-
tion with a vacuum environment. Note this property
is only for channels, not for general operations. Sup-
pose ∀ρ, φ (ρ) = TrE ◦Uφ (ρ⊗ 0E), we then have δ˜G [φ] ≤
δ˜G [Uφ] .
(B6) Non-increasing under concatenation with a Gaus-
sian channel. ∀φG ∈ XLG , (1) Post-concatenation:
δ˜G [φG ◦ φ] ≤ δ˜G [φ]. (2) Pre-concatenation: δ˜G [φ ◦ φG ] ≤
δ˜G [φ] .
(B7) Superadditivity. δ˜G [φ1 ⊗ φ2] ≥ δ˜G [φ1] + δ˜G [φ2] .
It is open whether this superadditivity (B7) can be strict.
Due to superadditivity, if one wants invariance under
tensoring with itself, a regularization can be introduced
δ˜∞G [φ] = limn→∞ δ˜G [φ
⊗n] /n, such that δ˜∞G
[
φ⊗2
]
=
δ˜∞G [φ]. However, unlike the case in communication ca-
pacity, where joint encoding between multiple channel
6uses is natural to consider; here we can simply regard φ
and φ⊗2 as two different quantum operations, thus regu-
larization is not compulsory for our resource theory.
B. Generating power as a lower bound
Suppose we trace out the ancilla in Definition 5, we
can define another function as follows.
Definition 6.— (nG generating power) dG [φ] =
maxρG∈G[nφ] δG [φ (ρG)] .
This has been suggested in Refs. [45, 46] to be a mea-
sure for the nG of quantum operations. By consider-
ing an input in a product state with the ancilla, it is
easy to see that δ˜G [φ] ≡ dG
[Inφ ⊗ φ] ≥ dG [φ] , by Prop-
erty (A5). Thus the first part of Theorem 1 is true. If
the above inequality can be strict (which seems plausi-
ble), because the identity Inφ is a Gaussian channel, we
cannot prove invariance nor non-increasing under ten-
soring with Gaussian channels. Moreover, dG [φ] = 0
only implies ∀ρG ∈ G, φ (ρG) ∈ G, which does not nec-
essarily mean φ ∈ XG according to Definition 2. Thus,
it only satisfies Properties (B3)-(B7) (see Appendix F
for details). Additionally, it is difficult to calculate dG [·]
even for unitary operations, since it requires maximiza-
tion over mixed states and the entropy of a non-Gaussian
mixed state is difficult to calculate. In contrast, δ˜G can
be analytically evaluated, as we will show in Sec. IV.
C. Upper bound—distance as a monotone
Another natural definition for the nG of quantum oper-
ations can be obtained from a geometric approach. Since
the diamond norm [68] is difficult to calculate, here we
introduce the following.
Definition 7.— Consider conditional quantum maps φ1
and φ2 each with the n input modes. We define a measure
for their difference by
DG (φ1, φ2) = max
ψG∈G[2n]
S [(In ⊗ φ1) (ψG) ‖ (In ⊗ φ2) (ψG)] ,
(13)
which is equivalent to
DG (φ1, φ2) = max
ρG∈G[n]
S [(In ⊗ φ1) (ρG) ‖ (In ⊗ φ2) (ρG)] .
(14)
In the first formula, we have restricted the state to
be pure and within G[2n]. An argument similar to
Lemma 2’s proof gives the second formula. Now, one
can define a measure of nG by the the distance from the
closest Gaussian conditional map with the same number
of input modes.
Definition 8.— (nG distance) DG [φ] ≡
minφG∈XG DG (φ, φG) .
Now we show that the second part of Theorem 1 is
true. We will not explicitly state the dimension in the
following proof for simplicity.
DG [φ] = min
φG∈XG
max
ψG∈G
S [(I ⊗ φ) (ψG) ‖ (I ⊗ φG) (ψG)]
≥ max
ψG∈G
min
φG∈XG
S [(I ⊗ φ) (ψG) ‖ (I ⊗ φG) (ψG)]
≥ max
ψG∈G
min
ρG∈G
S [(I ⊗ φ) (ψG) ‖ρG ]
= max
ψG∈G
δG [(I ⊗ φ) (ψG)] = δ˜G [φ] .
The first inequality is due to the max-min inequal-
ity [69], the second inequality is due to the fact that
(I ⊗ φG) (ψG) ∈ G, and the last equality is due to Eq. (9)
and Definition 4.
We can show that DG [·] satisfies Properties (B1)-
(B6), which qualifies it to be a measure of nG for quan-
tum operations (see Appendix G for details). More-
over, we can show that it satisfies DG [φ1 ⊗ φ2] ≥
max (DG [φ1] , DG [φ2]) . It is open whether this can be
improved to superadditivity.
IV. EXAMPLE: CONDITIONAL UNITARY
MAPS
We now introduce conditional unitary maps.
Definition 9.— A conditional quantum map is a con-
ditional unitary map if it is one-to-one and maps all pure
states to pure states.
Conditional unitary maps include unitary operations,
like the single-mode self-Kerr unitary [46], and opera-
tions like PNA and PNS [17, 70]. For a conditional uni-
tary map U , because the output-ancilla is jointly pure
when the input-ancilla is pure, combining Eq. (9) and
Definition 4 gives
δ˜G [U ] = max
ρA′∈G
S [λG [(I ⊗ U) (ψAA′)]] . (15)
For fixed ρA′ , S [λG ((I ⊗ U) (ψAA′))] can be analytically
obtained by calculating the entropy of the Gaussian state
λG [(I ⊗ U) (ψAA′)], which can be obtained from its co-
variance matrix. Moreover, the Gaussian state ρA′ being
maximized over can be fully characterized by its mean
and covariance matrix. Thus, the overall maximization
can be solved analytically without too much difficulty.
For example, in the single-mode case, the general input-
ancilla state
|ψα,θ,r,λ〉AA′ = DαRθSr |ζλ〉AA′ (16)
only depends on four parameters—the displacement α,
phase rotation θ, squeezing r, and two-mode squeezing
λ. Note here that Dα, Rθ and Sr act on the input A′.
Below, we consider two specific single-mode condi-
tional maps—the PNS φPNS and PNA φPNA—and eval-
uate their nG’s analytically. For simplicity, we consider
the ideal φPNS and φPNA, which are described by the
annihilation and creation operators a and a† [17, 70].
Experimental schemes of PNS and PNA can be found in
Refs. [24–30]. Both φPNS and φPNA are one-to-one and
7produce a pure state when the input is pure, thus they
are conditional unitary maps.
Photon-number subtraction.— When the input and
ancilla are in the joint state given by Eq. (16), the
joint state of the output and ancilla is |ψ〉AB =
NPNSaB |ψα,θ,r,λ〉AB , where the normalization factor is
NPNS =
(|α|2 + ((1 + 2NS) cosh (2r)− 1) /2)−1/2 . Be-
cause of Property (A4), |ψ〉AB has the same nG as
|ξ〉AB = S†rR†θD†α |ψ〉AB
= NPNS
(
e−iθ
(
cosh (r) aB − sinh (r) a†B
)
+ α
)
|ζλ〉AB ,
(17)
where |ξ〉AB is a superposition of photon-number added
TMSV, photon-number subtracted TMSV, and TMSV,
so it is non-Gaussian. By changing the global phase prop-
erly, we can choose α > 0.
To calculate the covariance matrix of ξAB , we
consider the expectation values of operators X ∈{
aA, aB , a
2
A, a
2
B , a
†
AaA, a
†
BaB , a
†
AaB , aAaB
}
, which can
be found from
〈X〉ξAB ≡ 〈ξ|AB X |ξ〉AB = N2
{
α2 〈X〉ζλ
+ αe−iθ cosh (r) 〈XaB〉ζλ − αe−iθ sinh (r) 〈Xa
†
B〉ζλ
+ αeiθ cosh (r) 〈a†BX〉ζλ − αeiθ sinh (r) 〈aBX〉ζλ
+ cosh2 (r) 〈a†BXaB〉ζλ + sinh (r)
2 〈aBXa†B〉ζλ
−1
2
sinh (2r)
(
〈aBXaB〉ζλ + 〈a
†
BXa
†
B〉ζλ
)}
. (18)
Since TMSV ζλ has zero mean, each term can be solved
by Gaussian moment factoring. The covariance matrix
can be obtained by the method in Appendix H, however
the expression is too lengthy to display here. With the
covariance matrix in hand, the entropy can be obtained
easily by the method in Sec. II C.
After the maximization over r, α, θ,NS , we find that
δ˜G [φPNS] = δG [|1〉 〈1|] = 2, (19)
which is achieved by α = 0 and arbitrary r, θ,NS . This
result equals the lower bound d′G obtained in Ref. [71] for
the special case of NS = 0, α = 0.
Photon-number addition.— The nG analy-
sis for PNA parallels what we have done for
PNS. The joint state of the output and an-
cilla is |ψ〉AB = NPNAa†B |ψα,θ,r,λ〉AB , where
NPNA =
(|α|2 + ((1 + 2NS) cosh (2r) + 1) /2)−1/2 .
Because of Property (A4), |ψ〉AB has the same nG as
|ξ〉AB = S†rR†θD†α |ψ〉AB
= NPNA
(
eiθ
(
cosh (r) a†B − sinh (r) aB
)
+ α?
)
|ζλ〉AB .
(20)
Intuitively, since it is again a superposition of photon-
number added TMSV, photon-number subtracted TMSV
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Figure 2. (a) Schematic of a Gaussian-dilatable chan-
nel φGD, ψE is the environment in an arbitrary pure state.
(b) Schematic of the classification of non-Gaussian opera-
tions into: (1) finite-nG class ΦF , including φPNS, φPNA
and Gaussian-dilatable non-Gaussian channels φGD, and (2)
diverging-nG class Φ∞, including the binary phase-shift chan-
nel φBPS and the self-Kerr unitary UKerr.
and TMSV, the maximum nG should be the same as
that of φPNS . However, because cosh (r) ≥ sinh (r), the
parameter space here is slightly different. This differ-
ence can be dealt with by realizing that the new expec-
tation values can be obtained by exchanging − sinh (r)
with cosh (r) and θ with −θ in Eq. (18) (fixing α > 0),
and using the new normalization factor.
After the maximization over r, α, θ,NS , we find that
δ˜G [φPNA] = δ˜G [φPNS] = δG [|1〉 〈1|] = 2, (21)
which is achieved by α = 0 and arbitrary r, θ,NS .
V. CLASSIFICATION—FINITE NG AND
DIVERGING NG
In the above examples, nG is finite. However, for
other quantum operations there is a potential divergence
caused by the infinite dimensionality of states in G. Con-
sider Definition 4. If the overall output energy is bounded
by NS , then δ˜G [φ] ≤ maxρA′∈G[nφ] S (λG (ρAB)) ≤
ng (NS/n) . The factor n is the total number of modes
in the output and ancilla. Since g (NS) ∼ log2NS , when
NS  1, the growth rate of δ˜G [φ] with the allowed out-
put energy is at most logarithmic. It may be tempting
to constrain the input/output energy in Definition 4 to
define an energy-constrained version of generating power.
However, because concatenation of Gaussian channels
can change the energy constraint on the input/output of
the original conditional quantum map, such constraints
will invalidate Properties (B3) and (B6). So an energy-
constrained generating power is not a meaningful mono-
tone for nG.
Based on the above observation, we classify non-
Gaussian operations into two classes (schematic in
Fig. 2(b)). The first class of operations has finite δ˜G
despite allowing the input to have infinite energy. We
8denote this class of operations ΦF .
Definition 10.— Finite-nG class.
ΦF =
{
conditional quantum map φ | 0 < δ˜G [φ] <∞
}
.
(22)
As we have shown in Sec. IV, PNA and PNS both
belong to this class, i.e.,
φPNS ∈ ΦF , φPNA ∈ ΦF . (23)
For operations in ΦF , we can compare and rank their nG
based on the δ˜G [φ] value.
The second class of operations has diverging δ˜G , when
the output energy increases. We denote this class of op-
erations as Φ∞.
Definition 11.— Diverging-nG class.
Φ∞ =
{
conditional quantum map φ | δ˜G [φ] =∞
}
.
(24)
To identify the diverging-nG class, it is often useful to
consider the lower bound
δ˜G [φ] ≥ dG [φ] ≥ δG [φ (|α〉 〈α|)] , (25)
where the coherent state |α〉 is the input to the map. If
we can show that δG [φ (|α〉 〈α|)] diverges to ∞ as |α|2
increases, then we can conclude that φ ∈ Φ∞.
In the following, we give more examples of operations
in ΦF and Φ∞.
Gaussian-dilatable channels.— In Ref. [34], a class
of non-Gaussian channels called Gaussian-dilatable non-
Gaussian channels is introduced. A channel is Gaussian-
dilatable if it has a Stinespring dilation composed of a
Gaussian unitary Uφ ∈ XUG and an ancilla in a fixed pure
state ψE with finite energy (schematic in Fig. 2(a)). A
Gaussian-dilatable channel φGD’s output on arbitrary in-
put ρ can be written as
φGD (ρ) = TrE (Uφ (ρ⊗ ψE)) . (26)
All Gaussian channels are trivially Gaussian-dilatable.
φGD is non-Gaussian when ψE is non-Gaussian. For
Gaussian-dilatable channels, the output’s characteristic
function can be analytically obtained from the input’s
characteristic function and the Kraus operators are also
analytically attainable. Thus, Gaussian-dilatable chan-
nels are an important starting point for the study of
non-Gaussian channels and operations. For example, it
includes the bosonic noise channel defined in Ref. [57],
where it has been shown that its additivity violation in
classical capacity is upper bounded by a constant. It is
also conjectured in Ref. [34] (see Conjecture 1 in the ref-
erence) that the set of linear bosonic channels and the
set of Gaussian-dilatable channels are identical.
The nG of a Gaussian-dilatable channel satisfies
δ˜G [φGD] = max
ψG
δG
[(Inφ ⊗ (TrE ◦ Uφ)) (ψG ⊗ ψE)]
≤ max
ψG
δG
[(Inφ ⊗ Uφ) (ψG ⊗ ψE)]
= max
ψG
δG (ψG ⊗ ψE) = δG [ψE ] , (27)
where the first inequality is from Property (A5), the sec-
ond equality is from Property (A4) and the last equality
is from Property (A2). Because the nG of the state ψE
is finite and does not depend on the input or output, we
immediately have the following theorem.
Theorem 2.— Every Gaussian-dilatable non-Gaussian
channel is in the finite-nG class, i.e.,
φGD ∈ ΦF . (28)
The fact that δ˜G [φGD] ≤ δG [ψE ] is intuitive, since all
nG of this channel comes from the non-Gaussian envi-
ronment and all other operations are Gaussian. Here we
have considered an ancilla with finite energy. An ancilla
with infinite energy is only meaningful when one con-
siders a sequence of ancilla with increasing finite energy.
However, the ancilla of a fixed channel cannot depend on
the energy of the input state, thus in terms of the growth
with the input energy, the amount of nG is bounded for
Gaussian dilatable channels [72]. Note that our argument
does not rule out the possibility that all channels might
be approximately Gaussian-dilatable. The formulation
of approximate Gaussian-dilatable channels still requires
more work.
Binary phase-shift channel.—Consider a single-mode
channel that applies a phase shift Rpi with probability
1/2, i.e.
φBPS (ρ) =
1
2
ρ+
1
2
RpiρR
†
pi. (29)
Let the input be a coherent state |α〉 (α > 0),
so that the mean and covariance matrix of the
output φBPS (|α〉 〈α|) = 12 |α〉 〈α| + 12 |−α〉 〈−α|
are (0, 0) and Diag
(
4α2 + 1, 1
)
. The entropy
of the Gaussian state with the same mean
and covariance matrix is g
((√
4α2 + 1− 1) /2),
while S (φBPS (|α〉 〈α|)) ≤ 1. Thus we have
δG [φBPS (|α〉 〈α|)] ≥ g
((√
4α2 + 1− 1) /2) − 1, and
equality is achieved as α → ∞. It is diverging as
α increases. Thus δG [φBPS (|α〉 〈α|)] diverges as α
increases, so
φBPS ∈ Φ∞. (30)
In fact, if one considers the input and ancilla to be in
a TMSV, it is straightforward to show (details in Ap-
pendix I) that δ˜G [φBPS] ≥ 2g (NS/2)− 1, when the out-
put and ancilla have total energy constraint NS . Thus
the rate of divergence is log2 (NS), which is the maximum
rate of divergence.
Self-Kerr unitary.— Consider now the single-mode
self-Kerr unitary
UKerr = exp
(
−iγ (a†a)2) . (31)
The lower bound δG [UKerr (|α〉 〈α|)] has been found to
diverge maximally, as log2 (NS), where NS = |α|2 [46].
9So we have
UKerr ∈ Φ∞. (32)
We have classified non-Gaussian operations into two
classes ΦF and Φ∞. Within the class ΦF , nG is finite
and thus comparing and ordering different operations is
straightforward. Within the class Φ∞, even though all
nG are infinite, they can have different rates of diver-
gence. So classification based on those rates is possible.
It is an open question whether all linear maps (quan-
tum channels) in ΦF are Gaussian-dilatable. If it is true,
then because of Theorem 2, it would imply that the
class of Gaussian-dilatable non-Gaussian channels and
the class of finite-nG channels are equal. It is also open
whether there is a minimum set of operations in ΦF , such
that any other operations in ΦF can be simulated by this
set of operations and Gaussian operations inXG , in terms
of the generation of non-Gaussian states from Gaussian
inputs.
VI. CONCLUSIONS
Gaussian states and Gaussian operations are inade-
quate for various tasks, such as universal quantum com-
puting, entanglement distillation, and quantum error cor-
rection. So non-Gaussian states and operations are natu-
rally considered as resources for these tasks. A quantum
resource theory for nG in states and operations is a start-
ing point for understanding the utility of nG.
In this paper, we extended the resource theory of non-
Gaussian states in Refs. [44–46] to non-Gaussian opera-
tions and established a monotone to quantify the amount
of nG. This monotone can be analytically calculated for
conditional unitary maps like PNS and PNA. We also
provided a lower bound and an upper bound for this
monotone to assist in the calculation and analysis of nG.
More importantly, our monotone enables us to classify
non-Gaussian operations into (1) the finite-nG class, and
(2) the diverging-nG class. Within the first class, nG is
finite, thus direct comparison and ordering of operations
is straightforward. Within the second class, nG diverges
as the output energy increases. Further classification may
be possible through comparing rates of divergence.
We gave several examples of quantum operations in
each class. In particular, we showed that all Gaussian-
dilatable non-Gaussian channels are in the finite-nG
class. Thus, not all non-Gaussian channels are Gaussian-
dilatable. Gaussian-dilatable channels are important be-
cause their properties, such as their Kraus operators,
are relatively easy to obtain, making them a starting
point for studying of non-Gaussian channels and oper-
ations. For example, recent results [57] show that the
non-additivity violation in a bosonic noise channel, which
is Gaussian-dilatable, is mild. However, our results sug-
gest that focusing on Gaussian-dilatable channels is not
enough for the full understanding of non-Gaussian chan-
nels.
An important future research direction is the opera-
tional resource theory of non-Gaussian operations, like
the one for coherence [39]. For example, how to quantify
the power of different non-Gaussian operations for spe-
cific tasks, like quantum computation and entanglement
distillation, is worthy of investigation. This problem is
also related to channel simulation in terms of production
of non-Gaussian states. One can also ask whether there
is a finite set of universal non-Gaussian operations, such
that all non-Gaussian states can be produced by this set
of non-Gaussian operations and arbitrary Gaussian oper-
ations starting from Gaussian states. The answer is yes,
because universal quantum computation is possible with
Gaussian operations plus one single non-Gaussian oper-
ation [12]. However, it is not clear whether the class of
finite-nG operations can enable universal quantum com-
puting or it is necessary to have operations from the
diverging-nG class.
Another important future task is the further classifica-
tion of non-Gaussian operations. As an analog, there are
bound entanglement states [73] that have zero distillable
entanglement, and cannot be directly used to enhance
teleportation. Similarly, a mixture of Gaussian chan-
nels, e.g., the BPS channel, seems less useful than the
Kerr nonlinearity for many tasks such as universal com-
putation, while they are both in the diverging-nG class
with the same rate of divergence. A more delicate clas-
sification, based on the convex resource theory of non-
Gaussianity [74, 75], that distinguishes these two types
of non-Gaussian operations is an important step towards
the full classification of non-Gaussian operations.
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Appendix A: Properties of quantum relative entropy
The relative entropy of two quantum states ρ and σ
is defined as S (ρ‖σ) ≡ Tr [ρ (log2 ρ− log2 σ)] . Besides
continuity, it has the following properties [47, 48].
(O1) Non-negativity (Klein’s inequality). S (ρ‖σ) ≥ 0.
(O2) Joint convexity.
S (pρ1 + (1− p) ρ2‖pσ1 + (1− p)σ2)
≤ pS (ρ1‖σ1) + (1− p)S (ρ2‖σ2) .
(O3) Monotonically decreasing under partial trace.
S (Tr2ρ12‖Tr2σ12) ≤ S (ρ12‖σ12) .
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(O4) Monotonically decreasing under quantum opera-
tion. S (ε (ρ) ‖ε (σ)) ≤ S (ρ‖σ) . Equal when ε is an isom-
etry.
(O5) Additivity of product states.
S (ρ1 ⊗ ρ2‖σ1 ⊗ σ2) = S (ρ1‖σ1) + S (ρ2‖σ2).
(O6) 2S (ρ12‖σ12) ≥ S (ρ1‖σ1) + S (ρ2‖σ2) . Superaddi-
tivity can be established by a better multiplicative con-
stant [76].
Appendix B: Proof of Lemma 1
Proof.— A Gaussian channel ξG can be extended to
a Gaussian unitary on its input and an environment [1,
7], which can be expressed as a linear transform on the
mean and covariance matrix in Eq. (7). The output can
be obtained by tracing out part of the joint output of
this Gaussian unitary. Thus ξG produces a state (not
necessarily Gaussian) with mean and covariance matrix
(x¯′,Λ′) as function of the mean and covariance matrix
(x¯,Λ) of the input ρ. So (λG ◦ ξG) (ρ) is a Gaussian state
with mean and covariance matrix (x¯′,Λ′). On the other
hand, (ξG ◦ λG) (ρ) is also a Gaussian state with mean
and covariance matrix (x¯′,Λ′). Since a Gaussian state is
uniquely specified by its mean and covariance matrix, we
have (ξG ◦ λG) (ρ) = (λG ◦ ξG) (ρ) ,∀ρ.
A counterexample for the generalization to conditional
Gaussian maps is constructed here. Consider the condi-
tional map
Tα (ρAA′) = 〈α|A
′ρAA′ |α〉A′
TrA 〈α|A′ρAA′ |α〉A′
, (B1)
which projects on A′ and outputs A, where
|α〉A′ is the coherent state with ampli-
tude α > 0. Consider the input σAA′ =
(|α〉A 〈α| ⊗ |α〉A′ 〈α|+ |−α〉A 〈−α| ⊗ |−α〉A′ 〈−α|) /2.
In the following, we show that (λG ◦ Tα) (σAA′) and
(Tα ◦ λG) (σAA′) have different means and are thus
different Gaussian states. We have that
Tα (σAA′) = 1
1 + e−4α2
(
|α〉A 〈α|+ e−4α
2 |−α〉A 〈−α|
)
,
(B2)
where expectation value is
〈a〉Tα(σAA′ ) =
1− e−4α2
1 + e−4α2
α. (B3)
From results in Appendix H, the mean of σAA′ is
(0, 0, 0, 0), and its covariance matrix is
Λσ =
 4α
2 + 1 0 4α2 0
0 1 0 0
4α2 0 4α2 + 1 0
0 0 0 1
 . (B4)
The density matrix of λG (σAA′) can be obtained through
the P -function [1] as
λG (σAA′) =
ˆ ∞
−∞
dα1
1√
2piα
e−
α21
2α2 |α1〉A 〈α1|⊗|α1〉A′ 〈α1| .
(B5)
The output of the map is (Tα ◦ λG) (σAA′) ∝
´∞
−∞ dα1
exp
(
− α212α2 −
(
α21 + α
2 − 2α1α
)) |α1〉A 〈α1| . It is then
straightforward to see that
〈a〉Tα◦λG(σAA′ ) =
2α3
1 + α2
, (B6)
which is not equal to 〈a〉λG◦Tα(σAA′ ) = 〈a〉Tα(σAA′ ) given
in Eq. (B3) for finite α > 0.
Appendix C: Counterexample
Consider a non-Gaussian state ρAA′ '
√
 |α〉A′ 〈α| ⊗
|n〉A 〈n|+
√
1−  |−α〉A′ 〈−α| ⊗ ρA, where  1, α 1
and ρA ∈ G. We have δG [ρAA′ ]  1 from continuity.
For the Gaussian conditional map in Eq. (B1), we have
Tα (ρAA′) ' |n〉A 〈n| . This means that δG [Tα (ρAA′)] '
δG [|n〉A 〈n|]  δG [ρAA′ ], i.e., nG can increase under a
Gaussian conditional map.
Appendix D: Proof of Lemma 2
Proof.— We use methods similar to those in Ref. [77].
Any pure Gaussian state ψAA′ , with A having n ≥ nφ
modes and A′ having nφ modes, has phase-space Schmidt
decomposition (Eq. (8) in main text)
UA (ψAA′) =
[
⊗nk=nφ+10Ak
]
⊗
[
U†A′
(
⊗nφk=1 (ζλk)AkA′k
)]
.
Thus, UA can allow a Gaussian isometry uA from H[n]
to H[nφ] such that ψAA′ =
((
u−1A ◦ uA
)⊗ Inφ) (ψAA′).
Now let ψAφA′ =
(
uA ⊗ Inφ
)
(ψAA′) ∈ G[2nφ]. Due to
relative entropy’s invariance under isometries, uA ∈ XLG ,
and Lemma 1, we get
δG [(In ⊗ φ) (ψAA′)]
= S [(In ⊗ φ) (ψAA′) ‖λG ((In ⊗ φ) (ψAA′))]
= S [(uA ⊗ φ) (ψAA′) ‖uA ◦ λG ((In ⊗ φ) (ψAA′))]
= S
[(Inφ ⊗ φ) (ψAφA′) ‖λG ((uA ⊗ φ) (ψAA′))]
= δG
[(Inφ ⊗ φ) (ψAφA′)] . (D1)
Appendix E: Proofs of properties (B1)-(B7)
In most proofs we use Definition 5 as a starting point,
and we will simplify the notation for the domain of max-
imization, e.g., writing ρG ∈ G[n+ nφ] as ρG ∈ G. Also,
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we will not explicitly state the dimension of the identity
operator I when it’s not necessary.
(B1) Proof.— Non-negativity follows directly from Prop-
erty (A1). If φ ∈ XG , it is easy to see that δ˜G [φ] = 0
since I ⊗ φ ∈ XG . Now we prove the reverse part. Sup-
pose δ˜G [φ] = 0, then by Definition 5, ∀ρG ∈ G, we have
δG [(I ⊗ φ) (ρG)] = 0. By Definition 2 and Property (A1),
we get φ ∈ XG .
(B2) Proof.— (1) δ˜G [φ⊗ φG ] = maxρG∈G
δG [(I ⊗ φ⊗ φG) (ρG)] ≥ maxρ′G∈G δG
[
(I ⊗ φ) (ρ′G)] =
δ˜G [φ] . The inequality is obtained by taking trace over
the output of φG and using Property (A5).
(2) δ˜G [φ⊗ φG ] = maxρG∈G δG [(I ⊗ φ⊗ φG) (ρG)]
= maxρG∈G δG
[
(I ⊗ φ⊗ IφG )
(I ⊗ Inφ ⊗ φG) (ρG)] ≤
maxρ′G∈G δG
[(
I ⊗ φ⊗ InφG
) (
ρ′G
)]
= δ˜G [φ] , where the
inequality follows since I ⊗Inφ ⊗ φG (ρG) ∈ G and in the
last equality we have used the symmetry of purification
in Lemma 2.
(B3) Proof.— (1) From Property (A4), δ˜G [UG ◦ φ]
= maxρG∈G δG [(I ⊗ UG) ◦ (I ⊗ φ) (ρG)] = maxρG∈G
δG [(I ⊗ φ) (ρG)] = δ˜G [φ] .
(2) δ˜G [φ ◦ UG ] = maxρG∈G δG [(I ⊗ φ) ◦ (I ⊗ UG) (ρG)]
= maxρG∈G δG [(I ⊗ φ) (ρG)] = δ˜G [φ], where we have used
(I ⊗ UG) (G) = G.
(B4) Proof.— δ˜G [TrA ◦ φ] = maxρG∈G
δG [(I ⊗ (TrA ◦ φ)) (ρG)] = maxρG∈G
δG [TrA ((I ⊗ φ) (ρG))] ≤ maxρG∈G δG [(I ⊗ φ) (ρG)] =
δ˜G [φ]. The inequality follows from Property (A5).
(B5) Proof.— δ˜G [φ] = maxρG∈G δG [(I ⊗ (TrE ◦ Uφ))
(ρG ⊗ 0E)] ≤ maxρ′G∈G δG
[
(I ⊗ (TrE ◦ Uφ))
(
ρ′G
)]
=
δ˜G [TrE ◦ Uφ] ≤ δ˜G [Uφ] . The first inequality is due to
expanding the set of states over which the maximization
is performed. The second inequality is because of Prop-
erty (B4).
(B6) Proof.— (1) From Property (A6), δ˜G [φG ◦ φ]
= maxρG∈G δG [(I ⊗ φG) ◦ (I ⊗ φ) (ρG)] ≤ maxρG∈G
δG [(I ⊗ φ) (ρG)] = δ˜G [φ] .
(2) δ˜G [φ ◦ φG ] = maxρG∈G δG [(I ⊗ φ) ◦ (I ⊗ φG) (ρG)] ≤
maxρG∈G δG [(I ⊗ φ) (ρG)] = δ˜G [φ]. The inequality uses
the fact that (I ⊗ φG) (ρG) ∈ G.
(B7) Proof.— In Definition 5, choose the ancilla to be in
H[nφ1 ]⊗H[nφ2 ], so we can write I = I1 ⊗ I2, where Ik
is the identity operator on H[nφk ], thus δ˜G [φ1 ⊗ φ2] =
maxρG∈G[2nφ1+2nφ2 ] δG [(I1 ⊗ φ1 ⊗ I2 ⊗ φ2) (ρG)] ≥
maxρ1∈G[2nφ1 ] maxρ2∈G[2nφ2 ] δG [(I1 ⊗ φ1 ⊗ I2 ⊗ φ2)
(ρ1 ⊗ ρ2)] = δ˜G [φ1] + δ˜G [φ2], where in the last step we
used Property (A2).
Appendix F: Properties of dG
(C1) Invariance under concatenation with a Gaussian
unitary. ∀UG ∈ XUG , we have dG [UG ◦ φ] = dG [φ ◦ UG ] =
dG [φ] .
Proof.— (1) dG [UG ◦ φ] = maxρG∈G δG [UG (φ (ρG))] =
maxρG∈G δG [φ (ρG)] = dG [φ], where we used Prop-
erty (A4). (2) dG [φ ◦ UG ] = maxρG∈G δG [φ ◦ UG (ρG)] =
maxρG∈G δG [φ (ρG)] = dG [φ], where we have used
UG (G) = G.
(C2) Monotonically decreasing under the concatenation
with partial trace. For φ with output AB, we have
dG [TrA ◦ φ] ≤ dG [φ] .
Proof.— dG [TrA ◦ φ] = maxρG∈G δG [TrA ◦ φ (ρG)] =
maxρG∈G δG [TrA (φ (ρG))] ≤ maxρG∈G δG [φ (ρG)] =
dG [φ]. The inequality follows from Property (A5).
(C3) Monotonically increasing under Stinespring dila-
tion with a vacuum environment. Note this property
is only for channels, not for general operations. Suppose
∀ρ, φ (ρ) = TrE ◦ Uφ (ρ⊗ 0E), we have dG [φ] ≤ dG [Uφ] .
Proof.— dG [φ] = maxρG∈G δG [TrE ◦ Uφ (ρG ⊗ 0E)] ≤
maxρ′G∈G δG
[
TrE ◦ Uφ
(
ρ′G
)]
= dG [TrE ◦ Uφ] ≤ dG [Uφ]
The first inequality is due to expanding the set of states
over which the maximization is performed. The second
inequality is from Property (C2).
(C4) Non-increasing under concatenation with a Gaus-
sian channel. ∀φG ∈ XLG , (1) Post-concatenation:
dG [φG ◦ φ] ≤ dG [φ] . (2) Pre-concatenation: dG [φ ◦ φG ] ≤
dG [φ] .
Proof.— (1) dG [φG ◦ φ] = maxρG∈G δG [φG (φ (ρG))] ≤
maxρG∈G δG [φ (ρG)] = dG [φ], where we used Prop-
erty (A6). (2) dG [φ ◦ φG ] = maxρG∈G δG [φ ◦ φG (ρG)] ≤
maxρG∈φG(G) δG [φ (ρG)] ≤ dG [φ], where we have used
φG (G) ⊂ G.
(C5) Superadditivity. dG [φ1 ⊗ φ2] ≥ dG [φ1] + dG [φ2] .
Proof.— dG [φ1 ⊗ φ2] = maxρG∈G[nφ1+nφ2 ]
δG [(φ1 ⊗ φ2) (ρG)] ≥ maxρ1∈G[nφ1 ] maxρ2∈G[nφ2 ]
δG [(φ1 ⊗ φ2) (ρ1 ⊗ ρ2)] = dG [φ1] + dG [φ2], where
in the last step we used Property (A2).
Appendix G: Properties of DG
(D1) Non-negativity. DG [φ] ≥ 0,with equality iff φ ∈
XG .
Proof.— This follows from Property (B1) of δ˜G [φ] and
Theorem 1. Alternatively, this result can be obtained
from the non-negativity of quantum relative entropy.
(D2) Invariance under tensoring with a Gaussian chan-
nel. ∀ξG ∈ XLG , we have DG [φ⊗ ξG ] = DG [φ] .
Proof.— (1) First we prove DG [φ⊗ ξG ] ≥ DG [φ].
DG [φ⊗ ξG ]
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= min
φG∈XG
max
ρG∈G
S [(I ⊗ φ⊗ ξG) (ρG) ‖ (I ⊗ φG) (ρG)]
≥ min
φG∈XG
max
ρ′G∈G
S
[I ⊗ φ⊗ ξG (ρ′G ⊗ ρ1) ‖I ⊗ φG (ρ′G ⊗ ρ1)]
= min
φG∈XG
max
ρ′G∈G
S
[I ⊗ φ (ρ′G)⊗ ξG (ρ1) ‖I ⊗ φG (ρ′G ⊗ ρ1)]
≥ min
φG∈XG
max
ρ′G∈G
S
[
(I ⊗ φ) (ρ′G) ‖I ⊗ (TrξG ◦ φG) (ρ′G ⊗ ρ1)]
= min
φ′G∈XG
max
ρ′G∈G
S
[
(I ⊗ φ) (ρ′G) ‖ (I ⊗ φ′G) (ρ′G)] = DG [φ] .
(G1)
The first inequality is from limiting the maximization
to states of the form ρ′G ⊗ ρ1. The second inequality is
from relative entropy’s monotonically decreasing under
partial trace. The last equality is because ∀φG ∈ XG ,
(TrξG ◦ φG) is a Gaussian operation that takes input σ
and outputs toH[nφ], and every Gaussian operation with
the same input/output dimension with φ can be extended
to a another Gaussian operation by trivially tensoring
with the identity.
(2) Now we prove DG [φ⊗ ξG ] ≤ DG [φ].
DG [φ⊗ ξG ]
= min
φG∈XG
max
ρG∈G
S [(I ⊗ φ⊗ ξG) (ρG) ‖ (I ⊗ φG) (ρG)]
≤ min
φ′G∈XG
max
ρG∈G
S
[
(I ⊗ φ⊗ ξG) (ρG) ‖
(I ⊗ φ′G ⊗ ξG) (ρG)]
≤ min
φ′G∈XG
max
ρG∈G
S
[
(I ′ ⊗ φ) (ρG) ‖
(I ′ ⊗ φ′G) (ρG)] = DG [φ] .
(G2)
The first inequality is due to limiting the minimization
to operations of the form φ′G ⊗ ξG . The last inequality is
due to relative entropy’s monotonically decreasing under
quantum operations and symmetry in the ancilla.
(D3) Invariance under concatenation with a Gaus-
sian unitary. ∀UG ∈ XUG , we have DG [UG ◦ φ] =
DG [φ ◦ UG ] = DG [φ] .
Proof.— (1) UG has inverse U−1G . So
DG [UG ◦ φ]
= min
φG∈XG
max
ψG∈G
S [(I ⊗ (UG ◦ φ)) (ψG) ‖ (I ⊗ φG) (ψG)]
= min
φG∈XG
max
ψG∈G
S
[
(I ⊗ φ) (ψG) ‖
(I ⊗ (U−1G ◦ φG)) (ψG)]
= min
φ′G∈XG
max
ψG∈G
S
[
(I ⊗ φ) (ψG) ‖
(I ⊗ φ′G) (ψG)] = DG [φ] .
(G3)
We have used the invariance of relative entropy under
isometries.
(2) ∀φG ∈ XG , let φ′G = φG ◦ U−1G ∈ XG .
DG [φ ◦ UG ]
= min
φG∈XG
max
ψG∈G
S [(I ⊗ (φ ◦ UG)) (ψG) ‖ (I ⊗ φG) (ψG)]
= min
φ′G∈XG
max
ψG∈G
S
[I ⊗ (φ ◦ UG) (ψG) ‖I ⊗ (φ′G ◦ UG) (ψG)]
= min
φ′G∈XG
max
ψ′G∈G
S
[
(I ⊗ φ) (ψ′G) ‖ (I ⊗ φ′G) (ψ′G)] = DG [φ] .
(G4)
We have used UG (G) = G.
(D4) Monotonically decreasing under concatenation with
a partial trace. For φ with output AB, we have
DG [TrA ◦ φ] ≤ DG [φ] .
Proof.— DG [TrA ◦ φ]
= min
φG∈XG
max
ψG∈G
S [(I ⊗ (TrA ◦ φ)) (ψG) ‖ (I ⊗ φG) (ψG)]
≤ min
φ′G∈XG
max
ψG∈G
S
[I ⊗ (TrA ◦ φ) (ψG) ‖I ⊗ (TrA ◦ φ′G) (ψG)]
≤ min
φ′G∈XG
max
ψG∈G
S
[
(I ⊗ φ) (ψG) ‖
(I ⊗ φ′G) (ψG)]
= DG [φ] . (G5)
The first inequality is due to limiting to minimization
over φG that can be written as TrA ◦ φ′G . The second
inequality is due to relative entropy’s monotonically de-
creasing under a partial trace.
(D5) Monotonically increasing under Stinespring dila-
tion with a vacuum environment. Note this property
is only for channels, not for general operations. Suppose
∀ρ, φ (ρ) = TrE ◦ Uφ (ρ⊗ 0E), then DG [φ] ≤ DG [Uφ] .
Proof.— We have
DG [φ]
= min
φG∈XG
max
ψG∈G
S [(I ⊗ (TrE ◦ Uφ)) (ψG ⊗ 0E) ‖ (I ⊗ φG) (ψG)]
≤ min
φ′G∈XG
max
ψG∈G
S [(I ⊗ (TrE ◦ Uφ)) (ψG ⊗ 0E)
‖ (I ⊗ (TrE ◦ φ′G)) (ψG ⊗ 0E)]
≤ min
φ′G∈XG
max
ψG∈G
S
[
(I ⊗ Uφ) (ψG ⊗ 0E) ‖
(I ⊗ φ′G) (ψG ⊗ 0E)]
≤ min
φ′G∈XG
max
ψ′G∈G
S
[
(I ⊗ Uφ)
(
ψ′G
) ‖ (I ⊗ φ′G) (ψ′G)]
= DG [Uφ] . (G6)
The first inequality is from limiting the set of operations
φG over which the minimization is performed; the sec-
ond inequality is from relative entropy’s monotonically
decreasing under a partial trace; and the third inequal-
ity is from expanding the set of states over which the
maximization is performed.
(D6) Non-increasing under concatenation with a Gaus-
sian channel. ∀ξG ∈ XLG , (1) Post-concatenation:
DG [ξG ◦ φ] ≤ DG [φ] . (2) Pre-concatenation:
DG [φ ◦ ξG ] ≤ DG [φ] .
Proof.— (1) DG [ξG ◦ φ]
= min
φG∈XG
max
ψG∈G
S [(I ⊗ (ξG ◦ φ)) (ψG) ‖ (I ⊗ φG) (ψG)]
≤ min
φ′G∈XG
max
ψG∈G
S
[
(I ⊗ (ξG ◦ φ)) (ψG) ‖
(I ⊗ (ξG ◦ φ′G)) (ψG)]
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≤ min
φ′G∈XG
max
ρG∈G
S
[
(I ⊗ φ) (ρG) ‖
(I ⊗ φ′G) (ρG)] = DG [φ] .
(G7)
The first inequality is due to limiting to minimization
over φG that can be written as ξG ◦ φ′G ; and the second
inequality is due to relative entropy’s monotonically de-
creasing under a quantum operation.
(2) DG [φ ◦ ξG ]
= min
φG∈XG
max
ψG∈G
S [(I ⊗ (φ ◦ ξG)) (ψG) ‖ (I ⊗ φG) (ψG)]
≤ min
φ′G∈XG
max
ψG∈G
S
[I ⊗ (φ ◦ ξG) (ψG) ‖I ⊗ (φ′G ◦ ξG) (ψG)]
≤ min
φ′G∈XG
max
ρG∈G
S
[
(I ⊗ φ) (ρG) ‖
(I ⊗ φ′G) (ρG)] = DG [φ] .
(G8)
The first inequality is due to limiting to minimization
over φG that can be written as φ′G ◦ ξG ; and the second
inequality is due to (I ⊗ ξG) (ψG) ∈ G.
(D7) DG [φ1 ⊗ φ2] ≥ max (DG [φ1] , DG [φ2]) .
Proof.— DG [φ1 ⊗ φ2]
= min
φG∈XG
max
ρG∈G
S [(I ⊗ φ1 ⊗ φ2) (ρG) ‖ (I ⊗ φG) (ρG)]
≥ min
φG∈XG
max
ρ′G∈G
S
[I ⊗ φ1 ⊗ φ2 (ρ′G ⊗ σ) ‖I ⊗ φG (ρ′G ⊗ σ)]
≥ min
φ′G∈XG
max
ρ′G∈G
S
[
(I ⊗ φ1)
(
ρ′G
) ‖ (I ⊗ φ′G) (ρ′G)]
= DG [φ1] . (G9)
The first inequality is due to limiting to maximization
over ρG that has a product form ρG⊗σ, where σ ∈ G[nφ2 ]
is fixed. The second inequality is by taking a trace over
the input to φ2 and that φ′G ≡ Tr2◦φG is a Gaussian chan-
nel. Similarly, one can prove DG [φ1 ⊗ φ2] ≥ DG [φ2].
Appendix H: Covariance matrix and correlations
The 4× 4 covariance matrix Λ of a two-mode (denote
them as A and B) quantum state ρ can be obtained as
follows. Note that Λ = ΛT . The first diagonal block is
given by
Λ (1, 1) = 2Re 〈a2A〉ρ + 2 〈a†AaA〉ρ + 1− (2Re 〈aA〉ρ)2,
Λ (2, 2) = −2Re 〈a2A〉ρ + 2 〈a†AaA〉ρ + 1− (2Im 〈aA〉ρ)2,
Λ (1, 2) = 2Im 〈a2A〉ρ − 4Re 〈aA〉ρ Im 〈aA〉ρ .
The second diagonal block is given by replacing A with B
and Λ (i, j) with Λ (i+ 2, j + 2) in the above equations.
The cross terms are given as follows
Λ (1, 3) = 2Re
(
〈aAaB〉ρ + 〈a†AaB〉ρ
)
− 4Re 〈aA〉ρ Re 〈aB〉ρ ,
Λ (2, 4) = 2Re
(
〈a†AaB〉ρ − 〈aAaB〉ρ
)
− 4Im 〈aA〉ρ Im 〈aB〉ρ ,
Λ (1, 4) = 2Im
(
〈a†AaB〉ρ + 〈aAaB〉ρ
)
− 4Re 〈aA〉ρ Im 〈aB〉ρ ,
Λ (2, 3) = 2Im
(
〈aAaB〉ρ − 〈a†AaB〉ρ
)
− 4Im 〈aA〉ρ Re 〈aB〉ρ .
Appendix I: Mixed unitary channels
The binary phase-shift channel φBPS is a probabilistic
mixture of Gaussian unitaries. We begin our analysis of
it by considering the general case of probabilistic mixing
of K Gaussian unitaries {Uk, 1 ≤ k ≤ K}, with probabil-
ities {pk, 1 ≤ k ≤ K}, i.e.,
φmix (ρ) =
K∑
k=1
UkρU
†
k . (I1)
From Definition 4 and Eq. (9), with ρAB = Iφmix ⊗
φmix (ψAA′) =
∑K
k=1 pkUkψAA′U
†
k , we have 0 ≤
S (ρAB) ≤ h ({pk}) ≡ −
∑K
k=1 pk log2 pk. Let S
max
G =
maxρA′∈G S [λG (ρAB)]. We have,
δ˜G [φmix] = max
ρA′∈G
S [λG (ρAB)]− S (ρAB) (I2)
∈ [SmaxG − h ({pk}) , SmaxG ] . (I3)
Because h ({pk}) is finite, if one can show that either
SmaxG or δ˜G [φmix] diverges, then the rate of divergence of
δ˜G [φmix] is the same with SmaxG .
For the case of φBPS, we have h ({pk}) = 1 and when
the output and ancilla have total energy NS , SmaxG =
2g (NS/2) is achieved by input-ancilla in a TMSV.
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