In this paper, we propose an efficient beam training technique for millimeter-wave (mmWave) communications. When some mobile users are under high mobility, the beam training should be performed frequently to ensure the accurate acquisition of the channel state information. In order to reduce the resource overhead caused by frequent beam training, we introduce a dedicated beam training strategy which sends the training beams separately to a specific high mobility user (called a target user) without changing the periodicity of the conventional beam training. The dedicated beam training requires small amount of resources since the training beams can be optimized for the target user. In order to satisfy the performance requirement with low training overhead, we propose the optimal training beam selection strategy which finds the best beamforming vectors yielding the lowest channel estimation error based on the target user's probabilistic channel information. Such dedicated beam training is combined with the greedy channel estimation algorithm that accounts for sparse characteristics and temporal dynamics of the target user's channel. Our numerical evaluation demonstrates that the proposed scheme can maintain good channel estimation performance with significantly less training overhead compared to the conventional beam training protocols.
I. INTRODUCTION
In recent years, wireless communications using millimeter-wave (mmWave) frequency band has received great deal of attention as a means to meet ever-increasing throughput demand of next generation communication systems [1] - [3] . Basically, millimeter-wave band covers the frequency band ranging from 30 GHz to 300 GHz, which is much higher than the frequency band in current cellular systems. There is a vast amount of bandwidth that has not been explored by the current communication systems and thus mmWave communications can be a promising solution to the ever-increasing throughput requirements. Notwithstanding the great promise and potential benefit, there are some drawbacks and obstacles that need to be addressed for the commercialization of mmWave-based communication systems. One major obstacle is the significant path loss of mmWave channels [4] - [6] . Compared to the conventional communication systems using microwave radio waves, mmWave band experiences high atmospheric attenuation when the transmit signal is absorbed by gas and humidity. Additionally, there would be a significant path loss when the signal is blocked by obstacles such as building, foliage, and user's body [2] .
The key enabler to overcome this drawback is the beamforming in which two communication entities transmit and receive the signals with appropriately adjusted phase and amplitude using an array of antennas [3] , [7] - [9] . Since the wavelength in the mmWave communication systems is in the range of one to ten millimeters, a large number of antenna elements can be integrated into a small form factor, making the highly directional beamforming to compensate for the large path loss of mmWave channels possible.
Over the years, various beamforming strategies, such as hybrid beamforming, switched beamforming, and multi-stage beamforming, have been introduced [10] - [13] . In a nutshell, conventional beamforming protocol consists of two major steps. The first step is the beam training [3] , [9] . In this step, the base-station transmits the known training symbols to the mobile users periodically. These training symbols are transmitted at some designated directions using the training beams (this beams are often called the sounding beams [33] ). Using the received beams, a user acquires the channel state information (CSI) which corresponds to the channel gains for all pairs of the transmit antenna and receive antenna. In the widely used beam-cycling scheme, for example, the base-station sequentially transmits the N beams steered at the equally distributed directions. In the mobile terminal, each user estimates its own CSI and then feeds back a certain function of its own CSI (e.g., a precoding index selected from the codebook) to the base-station.
Then, the base-station performs the precoding of data symbols, which corresponds to the second step of beamforming. In this step, the base-station transmits the data symbols using the precoding matrix designed to maximize the system throughput [14] , [15] .
While high directional beamforming is an effective means to improve the system performance, the system becomes inefficient when the users' locations change in time or the position and heading angle of the devices vary relative to the base-station. This is because the beam training of the mobile users should be performed more frequently to track the CSIs of the mobile users.
Since the beams are shared by all co-scheduled users, even when only a fraction of users are under mobility, beam training should be performed frequently, imposing substantial overhead in resource utilization. Recently, various attempts have been made to enhance the beam training efficiency. These include the adaptive beamtraining [9] , codebook-based beam switching [16] , simplex optimization-based beam training [17] , beamcoding approach [18] , and multi-level beam training [13] . When users under high mobility exist in the cell, the training beams should be transmitted during data transmission period in order to track their time-varying channels.
In particular, the beam transmission strategy for handling such high mobility users is often called beam tracking [19] , [32] , [33] . For example, in [19] and [32] , the known pilot symbol is periodically transmitted using the single training beam used to precode the data symbols.
However, use of a single training beam does not promise good tracking performance. In [33] , the directional multiple training beams are designed accounting for the temporal statistics of angle of departure (AoD) and angle of arrival (AoA). In [34] , optimal beam training protocol has been derived from the partially observable Markov decision process (POMDP) framework.
Various channel tracking algorithms have also been proposed. Kalman filters of various structures were applied to jointly estimate temporally correlated AoD, AoA, and the channel gain [19] , [29] - [31] . While Kalman filters are effective in tracking time-varying channels, they suffer from performance degradation when the number of paths in channel is large. It has been shown in [9] and [20] that the compressed sensing (CS) recovery algorithms can effectively estimate the AoDs and AoAs for multi-path channels [24] , [25] . The CS-based channel estimation has been extended to track the time-varying mmWave channel exploiting the temporal channel correlation [33] , [35] , [36] . In [33] , approximate message passing (AMP) algorithm has been employed for channel tracking. In [36] , probabilistic knowledge on the AoD and AoA obtained from the channel estimation in the previous step was incorporated as a priori for the channel estimation in the current step. In [35] , multi-path channel parameters are estimated iteratively based on maximum likelihood criterion.
The aim of this paper is to propose a new beam training strategy to support the mobility scenario in mmWave communications. Inspired by the user-specific pilot transmission scheme in the 4G long-term evolution (LTE) standard [22] , we consider the dedicated beam training designed to facilitate the beam training only for the high mobility user without changing the periodicity of the conventional beam training. While all users in a cell are supported by the conventional beam referred to as the common beam, the proposed dedicated beam takes a complementary role of supporting the users under high mobility which cannot acquire the CSI accurately only using the common beam training. Since the dedicated beams are intended only for the high mobility users (in the sequel we called it target user), it is possible to quickly adapt the direction and periodicity of the training beams to the channel of the target user and thus improve the radio resource utilization for training. This paper mainly focuses on problems of designing the training beams and channel estimation for the dedicated beam training. First, we present an optimal training beam search algorithm to choose the best N d beam indices minimizing the channel estimation error from the beam codebook. Our beam design steers the N d training beams adaptively towards the target user at the directions accounting for the probabilistic knowledge of the target user's channel delivered by our channel estimation. Our evaluation shows that at least more than two dedicated training beams are needed to ensure good channel estimation performance and the dual beam transmission requiring only two channel uses (N d = 2) can achieve the performance comparable to using N c = 32 common beams with the same periodicity. We also show that for dual beam transmission, our beam selection algorithm can be implemented at low complexity through one dimensional grid search. Second, we propose a new sequential CS-based channel estimation algorithm for the dedicated beam training. The proposed method builds upon the greedy sparse recovery algorithm, (i.e., the orthogonal matching pursuit (OMP) [26] ) which successively finds the pair of AoD and AoA until it finds the pairs corresponding to all channel paths. Using the statistical model describing temporal correlation of mmWave channel under mobility, we derive the enhanced greedy channel estimation algorithm that exploits the temporal structure of channel. Note that proposed channel estimator incorporates the priori distribution of AoD and AoA in finding the pair of AoD and AoA and produces their probabilistic distribution as an output of our channel estimator. This output is used to perform the beam selection and the channel estimation for the next beam training period. We demonstrate from numerical experiments that the combination of our channel estimation algorithm and the dedicated beam training yields the performance comparable to the conventional beam cycling with much smaller training overhead.
Our work is different from the existing beam tracking methods [19] , [29] - [34] in that based on the probabilistic knowledge on the AoD and AoA (reported by the channel estimator), we find the multiple best training beams minimizing the channel estimation error directly. Furthermore, we introduce the new sequential greedy algorithm that leverages both the temporal correlation of AoD and AoA and the channel sparsity. Note that such type of greedy channel estimator has not been proposed in the literature yet, to our best knowledge.
The rest of this paper is organized as follows; In section II, we introduce the system and channel models for mmWave communications. In section III, we describe the proposed beam tracking method. In section IV, we present the simulation results, and conclude the paper in 
II. MMWAVE CHANNEL MODEL AND CONVENTIONAL BEAM TRAINING
In this section, we briefly describe the system model for mmWave communications. We first present the mmWave channel model and then discuss the basic procedure of the conventional beam training and channel estimation. 
A. System Description
Consider the mmWave downlink where a base-station equipped with N b antennas is serving P users with N m antennas. The frame structure for the conventional common beam training is depicted in Fig. 1 . In each beam training period, the base-station transmits N c beams sequentially at the designated directions. Each user estimates its own channel based on the received training signals and calculates the precoding matrix (or picks the precoding index from the codebook) using the channel information. Then, each user feeds back the precoding matrix (or selected precoding index) to the base-station. Once the beam training procedure finishes, the base-station transmits the precoded data symbols to the users during the data transmission period. Note that the beam training procedure is performed periodically to keep track of channels for all users.
B. MmWave Channel Model
In general, the mmWave channel from the base-station to the pth user can be expressed as the N m × N b channel matrix H p,t,n where the subscripts t and n represent the tth beam training period and the nth beam transmission, respectively (see Fig. 1 ). The (i, j)th element of H p,t,n represents the channel gain from the jth antenna of the base-station to the ith antenna of the user. The angular domain representation of the channel matrix H p,t,n is expressed as [9] , [20] 
where
Note that L is the total number of the paths, α p,t,n,l is the channel gain for the lth path, and
p,t,n,l and θ 
] are the angles in radian for AoD and AoA, respectively. Notice that a (b) (θ) and a (m) (θ) are the steering vectors for the base-station and user, respectively. That is, 
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Adopting the quantized channel representation referred to as virtual channel representation, we have [9] , [20] , [36] 
The (i, j)th element of H 
C. Conventional Beam Training and Channel Estimation
As mentioned, during the beam training period, the base-station transmits the known symbols over the N c consecutive time steps. In the nth beam transmission, for example, the base-station transmits the known symbol s n through the beamforming vector f t,n . The corresponding received vector for the pth user is given by
where f t,n is the N b × 1 beamforming vector and n p,t,n is the N m × 1 Gaussian noise vector
. Since s n is the known symbol, we let s n = 1 in the sequel for simplicity. When generating the beamforming vector, the beam cycling scheme in which the base-station transmits N training beams at equally spaced directions is popularly used [3] (see Fig.1 )
. . .
Note that such beam transmission can be implemented by the analog beamformer with a single RF chain. Clearly, the larger the number of beams N c , the better the quality of the channel estimation would be, but larger N c leads to higher resource overhead. The pth user multiplies the N m × 1 combining vector to r p,t,n by N m times, i.e.,
where Next, we describe the basic channel estimation algorithm used for the conventional beam training. Using the vectors y p,t,1 , ..., y p,t,Nc collected from the tth beam training period, the pth user estimates the channel matrix H p,t,n . We assume that the channel matrix H p,t,n is fixed during the single beam training period, i.e.,
Since the channel matrix H p,t can be represented by a small number of parameters in the angular domain, we use the angular channel representation in (2) , and as a result
Note that the subscript n is dropped from the channel parameters θ
p,t,l , and α p,t,l since we assume that the CSI is invariant during the beam training period. Due to the nonlinearity of AoD and AoA with respect to the received vector, joint estimation of the parameters α p,t,1 , ..., α p,t,L , 
p,t , and n p,t = vec N ′ p,t . Note that the channel estimation is equivalent to the estimation of the unknown vector h p,t from the received vector y p,t in (18) . According to the definition h p,t = vec H (v) p,t , the index of elements in h p,t represents the pair of AoD and AoA and its value represents the channel gain.
In practical scenarios, we cannot use many training beams due to the limitation of resources, which in turn means that the number of rows in Φ p,t should be less than the number of columns.
While obtaining an accurate estimate of h p,t in an underdetermined systems is in general very difficult, we can accurately recover h p,t by exploiting the sparsity of the channel vector h p,t .
In estimating the channel h p,t , we can basically use any sparse recovery algorithm [24] , [25] including OMP [26] . (see Algorithm 1.)
III. PROPOSED DEDICATED BEAM TRAINING FOR MOBILITY SCENARIO
In this section, we present the new beam training technique to support the users under mobility.
Since the common beam training should serve all users in a cell, a large number of training beams to cover wide range of direction are needed. As mentioned, when there are moving users or the positions of devices are changing, a period for the common beam training needs to be reduced, resulting in a substantial increase in the training overhead. In order to deal with this scenario, we use the dedicated beam targeted for the users under high mobility on top of the existing common beam. Using the information on the target user's channel, we can improve the beam training efficiency by employing only a small number of beams (i.e., a few channel uses) optimized for the specific user. In the next subsections, we present the overall beam training protocol, dynamic channel characteristics, optimal beam design, and new channel estimation method.
Algorithm 1 OMP algorithm to estimate mmWave channel Initialize :
Select the index maximizing the magnitude of the inner product between ψ i and r (i−1) :
where ψ i is the ith column of Φ p,t .
3:
Update the support set Ω:
Update the signal amplitudeĥ Ω and the residual r (i) ; 
B. Dynamic mmWave Channel Characteristics
In this subsection, we describe the statistical characteristics of mmWave channel under the mobility scenario. Due to the physical constraint of the user's motion, the current values of AoD and AoA do not deviate much from the previous ones. Under the assumption that AoD and AoA are varying slowly and represented in the discrete space (see (6)), we model the AoD and AoA as the discrete state Markov process [19] , [29] - [31] , [33] . The discrete state Markov process is described by the transition probability given by
One simple example of the transition probability is
where C is the normalization constant and σ l indicates the extent of mobility for the user. This transition probability decays exponentially with the difference between the present and past AoD.
Note that larger value of σ 2 p implies higher mobility, and thus one can estimate the parameter σ l from the user's moving trajectory based on the maximum likelihood criteria.
C. Optimal Beam Design
During the dedicated beam training period, the base-station needs to adapt the beamforming vectors based on user's CSI. In our work, since the dedicated beam training is performed in the angular space, we use the channel information represented in terms of the AoD and AoA. First, the proposed beam design selects N d beamforming vectors (f t,1 , ..., f t,N d ) minimizing the channel estimation error of the target user from the beam codebook D. We assume that the beam codebook D = {d 1 , ..., d R } contains the R pre-calculated beamforming vectors that correspond to the steering vectors for different directions. In our work, we only consider the analog beamforming vectors for simplicity but we can also consider additional beamforming vectors assuming more complex hardware such as hybrid beamforming architecture. Then, the optimal beam selection problem can be formulated as
whereĥ p,t is the estimate of h p,t . Since both the combining vector w p,t and the beamforming vector f t affect the channel estimation performance, they should be optimized jointly. In order to simplify the optimization process, we decouple joint optimization step by using the ideal
p,t in the system model and optimizing the cost function only with respect to the beamforming vectors
After the support S h in h p,t , (corresponding to the active AoD bins) is estimated, the channel gain can be estimated by the linear projection of y p,t onto the subspace spanned by S h . Since the channel gain is represented as a function of AoD, the channel estimation performance is determined by the AoD estimation accuracy. Thus, the beam selection problem can be reformulated as (22) is a reasonable choice, the actual evaluation of the cost function depends the channel estimation algorithm being used. To avoid the dependency of the cost function in (22) on the algorithm selection, we use the analytic bound of AoD variance as a performance metric. Specifically, we obtain the lower bound of
using information inequality [27] . Let θ = θ
then the Cramer-Rao Lower bound (CRLB) for the parameter θ is given by
where V is the Fisher's information matrix and (V −1 ) l,l is the CRLB of θ p,t,l for 1 ≤ l ≤ L. In our setup, the CRLB is a function of the deterministic parameters θ p,t,L so that we cannot determine the CRLB without the knowledge of these parameters. As heuristic surrogate, we use the CRLB weighted with respect to the probability distribution P r(θ p,t,L ) as a cost function, i.e.,
where the AoDs for different paths are assumed to be statistically independent in (25) . The distribution of the AoD is obtained by the proposed channel estimator, which will be described later. Specifically, based on the training beams received during the previous beam training periods, the proposed channel estimator predicts the distribution of the AoD for the next beam training period. By doing so, we can account for the uncertainty on the AoD estimate in our beam selection strategy. Since the cost function is expressed as a function of N d beamforming vectors f t,1 , ..., f t,N d , the beam selection rule can be readily expressed as
D. Beam Selection with Single Path Scenario
First, we consider the beam selection rule for the single path scenario (i.e., L = 1) where the energy of single path is predominant. In this scenario, the beam selection rule in (22) can be simplified to
Also, since L = 1, the received signal vector Y p,t in (17) is simplified to
Using the ideal combining matrix
Since Y p,t is a row vector, we can rewrite (29) as
and one can show that the CRLB of θ 
bound. By taking similar step to (25) , the average cost function can be obtained by weighting
Then, we search for N d beam indices from the beam codebook D that minimize the cost function
Although this process is combinatoric in nature and thus computationally burdensome, the computational complexity can be reduced significantly by considering only a small number of beams. In our work, we consider dual beam transmission (N d = 2), which offers small search complexity as well as low training overhead. In fact, we will demonstrate from simulations that the performance of the proposed method using two training beams is comparable to the common beam training using N c = 32 beams. In addition, we will also show that using a single beam does not provide satisfactory performance. When N d = 2, we search
To find out (i * , j * ), we need to evaluate 
where i 0 is the beam index corresponding to the center of the AoD distribution. Note that the beam index parameter δ * corresponds to the optimal angle between two selected training beams.
(see Fig. 3 .) 
E. Beam Selection With Multi-path Scenario
When there are multiple paths, we need to select beams based on the cost metric defined over the set of parameters
As the number of parameters to be considered increases, the derivation of the CRLB would be cumbersome and also the optimization process requires huge computational complexity. To avoid this hassle, we use a simple beam selection method, which uses the dual beams optimized for each path.
That is, we separately optimize the dual beams for each path under the assumption of L = 1 and use the optimized beams for all L paths. Thus, the base-station sends 2L beams in total.
Since the number of paths L is small in mmWave environments, the training resources for the dedicated beam training is much smaller than the common beam training (i.e., 2L ≪ N c ).
Since our channel estimator is designed to provide the distribution of AoD for each path, (i.e.,
p,t,L )), the optimal beam spacing δ * is obtained by running the one dimensional search algorithm for each path. Though such proposed per-path beam selection seems to be a bit heuristic, our numerical evaluation shows that it offers good system performance with reasonably small training overhead.
F. Sequential Greedy Channel Estimation for Dedicated Beam Training
In order to estimate the channel H p,t in mmWave communication systems, we first need to estimate the channel parameters α p,t,1 , ..., α p,t,L , θ p,t,l ) using the measurement vectors y p,1 , ..., y p,t−1 acquired until the (t − 1)th beam training period.
Let S p,t = {s p,t,1 , ..., s p,t,L } be the support of the channel vector h p,t , where the support index s p,t,l corresponds to the pair of the AoD θ p,t,l . Then, the received vector y p,t can be expressed as
where g p,t is the L × 1 vector containing nonzero gains in h p,t . Recall that (X) Ω is the submatrix of X that contains columns indexed by Ω 1 . We assume that g p,t is the Gaussian random vector CN(0, λI). Since the channel vector h p,t is completely determined by two parameters, viz., the support S p,t and the magnitude of the gain g p,t , the channel estimate can be obtained by finding the joint estimate of S p,t and the amplitude g p,t . The joint maximum a posteriori (MAP) estimate of S p,t and g p,t is given by Ŝ p,t ,ĝ p,t = arg max Sp,t,gp,t ln P r (S p,t , g p,t |y p,1 , ..., y p,t ) .
Using P r(S p,t , g p,t |Y p,t ) = P r(S p,t |Y p,t )P r(g p,t |S p,t , Y p,t ) and denoting Y p,t = {y p,1 , ..., y p,t }, the MAP estimateŜ p,t of the support can be obtained from
=arg max
Note that the channel amplitude vector g p,t is Gaussian distributed when the support S p,t is given, i.e., P r(g p,t |S p,t , Y p,t ) ∼ CN (ḡ p,t , P p,t ) wherē
Sinceḡ p,t is the maximizer of P r(g p,t |S p,t , Y p,t ) in (38), we havê
One can also show that the term ln P r(S p,t |Y p,t ) in (39) can be expressed with respect to P r(S p,t−1 |Y p,t−1 ) in a recursive form as
where C and C ′ are the terms unrelated to S p,t . Note that the conditional distribution P r(S p,t |S p,t−1 )
is determined by the discrete-state Markov process described in (19) . Plugging (40) into (39), we obtain the expression for the objective function as
To find out the MAP estimate of the support, we need to evaluate (41) for all possible combinations of S p,t . Since the search complexity growth exponentially with L, this option is infeasible in practice.
In this work, we propose a computationally efficient greedy algorithm that finds the candidate element of S p,t in an iterative fashion. Adopting the greedy strategy, we propose a cost function to find a predominant support index. Let Ω i be the set of the support indices found by the ith iteration, then we compute the residual signal r (i) for the ith iteration by subtracting the contribution of the already found support elements in Ω i from the observation r (i) . That is, to account for temporal correlations of the support elements. Note that P r s
p,t−1 = v can be given by the transition probability in (20) , i.e.,
. In a similar way as in (40), the term P r s 
Further, using the result in (44), the distribution of the AoD for the next beam training period can be obtained as
This distribution is used to perform the beam selection for the next beam training period. We summarize the proposed greedy algorithm in Algorithm 2.
IV. SIMULATION RESULTS AND DISCUSSIONS

A. Simulation Setup
In this section, we evaluate the performance of the proposed dedicated beam training technique.
In our simulations, we consider 28GHz frequency band and uniform linear arrays (ULAs) antenna order to focus on the performance of beam training, we use the optimal precoding scheme, which calculates the matrix V from the singular value decomposition of the channel matrix H p,t = UΣV H and precode the data symbols by multiplying the matrix V to data symbols. In the simulations, the channel matrix is generated according to the model described in Section II.B. We assume that the AoD and AoA change every symbol period according to the distribution
We also assume that the channel gain changes according to auto-regressive (AR) process given by [−π/2, π/2]. We generate a total of 10 6 symbols to evaluate the bit error rate (BER). We define the training overhead as the ratio of the number of symbol slots used for training to the total number of symbols.
B. Simulation Results
First, we investigate how fast the AoD (or AoA) changes in time with respect to the parameter β. of β. As β increases, the extent of mobility of users increases and thus AoD (or AoA) exhibits higher variations. In order to find how parameter β is related to the actual speed of a moving user, we generate the moving trajectory samples based on the second-order differential mobility model in [28] for the given speed of the user. Then, we obtain the maximum likelihood (ML) estimate of β from the trajectory samples. We see that β = 0.5 × 10 −3 corresponds to the user moving at the speed of 2m/s (= 7.2km/h) at 100 meter away from the base-station. Note that β scales linearly with the speed of the user. Fig. 6 shows performance of the conventional beam cycling under mobility scenarios. We plot BER performance as a function of the training overhead for different mobility levels. We consider the multi-path channel with L = 3 and the signal to noise ratio (SNR) is set to 15 dB. When the training period T c is set to 1000, the common beam training transmits N c = 32
training beams every 1000 symbols, resulting in the training overhead of 3.2%. As the training period T c is reduced to 500, 200 and 100, the training overhead increases up to 6.4%, 12.8%, and 32%, respectively. As expected, the BER performance degrades as the extent of mobility for the users increases. To achieve better performance, the common beam training should be performed frequently, resulting in the substantial increase in training overhead. For example, at the mobility of β = 0.002, the system should use more than 50% training overhead to achieve Baseline [9] AMP-based tracking [35] Compressive tracking [33] Proposed algorithm Fig. 8 . Channel estimation MSE versus SNR scheme outperforms the competing schemes with the same training overhead. Though both the proposed and conventional beam cycling schemes can achieve the BER level being smaller than 10 −3 , the proposed scheme requires significantly less training overhead due to the short beam transmission period for the dedicated beams. In particular, when T d = 500, 200 and 100, the training overheads of the proposed method are 3.4%, 4.1%, and 5%, respectively. This is in contrast to the conventional beam cycling requiring 6.4%, 16%, and 32% overhead for the same set of training periods T c = 500, 200 and 100. Note that the training overhead of the proposed scheme can be reduced further when the beam transmission for the proposed scheme is performed only over the bandwidth occupied by the dedicated user. Next, we compare the proposed scheme with the single beam transmission approach. Though the single beam transmission scheme has lower training overhead, the proposed channel estimator (not to mention the OMP) does not work at all, as shown in Fig. 7 . We observe that the system matrix becomes rank-deficient with single beam transmission and thus the support cannot be estimated accurately. The Kalman-based beam tracking scheme [19] performs slightly better than OMP but it performs much worse than the proposed method. Note that the proposed scheme also outperforms the POMDP-based beam design scheme.
We evaluate the performance of the proposed channel estimation algorithm. Our algorithm is compared with the OMP algorithm [9] , the AMP-based channel tracking [35] , and the compressive channel tracking [33] . We use the OMP algorithm as a baseline since our channel estimation algorithm reduces to the OMP when there exist no temporal correlation in AoD and
AoA. Since our dedicated beam training optimizes the beams based on the probabilistic AoD [33] , [35] .
V. CONCLUSIONS
In this paper, we have presented the novel beam training protocol that can significantly reduce training overhead for the mobility scenario in mmWave communications. The proposed dedicated beam training is designed to perform beam training only for high mobility users. Using a small number of training beams, the proposed dedicated beam training yields small training overhead.
The proposed method employs the optimal beam selection strategy to find the best beams ensuring strong channel estimation performance for the target user. In addition, we have devised the greedy sparse channel estimation algorithm that can exploits temporal channel correlation of the target user. Our numerical evaluations demonstrated that the proposed scheme achieves satisfactory system performance with small amount of training overhead as compared to the conventional methods.
VI. APPENDIX
A. Derivation of CRLB
In this subsection, we derive the CRLB for θ 
where V is Fisher information matrix. The (i, j)th element of V, (V) i,j is given by
First, (V) 3,3 is obtained as 
The log-likelihood function log p(r p,t |θ) can be expressed as We can obtain the expression of 
Finally, (V) 1,1 can be obtained as
∂ log p(y p,t |θ) (∂α p,t,1 ) * (54)
Plugging (51), (53), and (55) into (48), we finally obtain the CRLB in (31) .
