This paper compares a number of different extreme value models for determining the value at risk of three LIFFE futures contracts. A semi-nonparametric approach is also proposed where the tail events are modeled using the Generalised Pareto Distribution and normal market conditions are captured by the empirical distribution function. The value at risk estimates from this approach are compared with those of standard nonparametric extreme value tail estimation approaches, with a small sample bias-corrected extreme value approach, and with those calculated from bootstrapping the unconditional density and bootstrapping from a GARCH(1,1) model. The results indicate that for a hold-out sample, the proposed semi-nonparametric extreme value approach yields superior results to other methods, but the small sample tail index technique is also accurate.
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Introduction
The calculation of a financial institution's Value at Risk (VaR) has now become the standard approach to the determination of appropriate levels of bank capital. For example, under the European Union's second Capital Adequacy Directive (CAD II), the use of internal risk management models (IRMM) is now permitted as long as the institutions can demonstrate that the model and the operational procedures relating to the model are "sound".
The standard ("delta-normal") Value at Risk methodology requires that the underlying returns generating distribution for the security in question is normally distributed, with moments which can be estimated using historical data and are time-invariant (see Danielsson and DeVries (2000) or Neftci (2000) ). However, the stylised fact that returns are fat-tailed is likely to lead to under-prediction of both the size of extreme market movements and the frequency with which they occur. These under-predictions have potentially serious solvency implications in the context of future margin systems. Margin setting in futures markets is known to be sensitive to the occurrence of large price changes. Margin committees and brokers in future markets must deal with the following trade-off in the process of setting the margin level: A high margin level protects brokers against insolvent customers, which in turn reinforces market integrity, but it also increases the costs that must be supported by investors, which in the end makes the market less attractive. Various approaches have been used to derive the margin level for a given probability of margin violation desired by margin committees or brokers. Longin (1994) proposed a new method to set margins that takes into account the appropriate proportion of extremes in the distribution of price changes and provides a simple analytical formula to compute the "optimal" margin level. Broussard (2001) and Broussard and Booth (1998) also analyze future margins series using such methods. Neftci (2000) argues that it is likely that extreme events are "structurally" different from the return generating process under normal market conditions. An obvious response to this problem is to employ a methodology that explicitly allows for the fat-tailed nature of return distributions, such as those based on extreme value theory (EVT). Although there are a number of extreme value approaches available, little empirical work to date has conducted a comparative analysis of the various methods. Moreover, extant approaches using EVT focus on the tails only and have nothing to say concerning how observations in the centre of the distribution should be used.
By contrast, the approach advocated in this paper makes use of information from both the tails and the centre of the distribution, but treats each separately. In this paper we calculate a number of VaR estimates for three of London International Financial Futures Exchange's (LIFFE's) most popular derivatives contracts.
We use an unconditional model, a GARCH(1,1) model and a bootstrapping approach based on a combination of a Generalised Pareto Distribution (GPD) and the empirical distribution of the returns. These models are compared with standard nonparametric tail index estimation methods and with an approach recently proposed in Huisman, Koedijk, Kool, and Palm (2001) . Our main finding is that out-of-sample tests of the calculated VaRs show that the proportion of exceedences produced by the extreme value semi-nonparametric approach, which separately models the tail and central regions, are considerably closer to the nominal probability of violations than competing approaches which fit a single model for the whole distribution.
The remainder of this paper is organised as follows: in Section 2 we present the data sets; in Section 3 we present extreme value theory; in Section 4 we present the proposed semi-nonparametric method for estimating VaR, while nonparametric tail index estimators for comparison are described in Section 5. Section 6 displays and analyses the results and finally, Section 7 concludes.
Data
In this study we calculate VaRs for three futures contracts traded on LIFFE -the FTSE-100 Index Futures Contract, the Long Gilt Futures Contract and the Short Sterling Interest Rate Futures Contract -based upon their daily settlement prices 1 . Although it has lost some prominence in recent years, the London futures market is still among the largest in the world, and we examine data on three of its most heavily traded contracts. This should provide an interesting parallel with the majority of existing studies that focus exclusively on US markets. Our data were collected from Primark Datastream, and span the period 24 May 1991 to 3 September 1997. Sample observations from when LIFFE was closed were deleted from the data set to avoid the incorporation of spurious zero returns, leaving 1344 observations in the in-sample estimation period (to 16
September 1996. Observations from 17 September 1996 to 3 September 1997 are reserved for out-of-sample testing). In the empirical work below, we use the daily log return of the original price series. Table 1 exhibits that all three returns series show strong evidence of skewness -the FTSE-100 and Short
Sterling contract returns are positively skewed while the returns on the Long Gilt contract are negatively skewed. They are also highly leptokurtic. In particular, the Short Sterling series has a coefficient of excess kurtosis of nearly 200. The Jarque-Bera test statistic consequently rejects normality for all three log-return series. The extreme fat-tailed nature of the three series provides a strong motivation for the estimation methodologies employed in this paper that specifically focus on the tails.
The Excess Distribution Function and the Generalized Pareto Distribution
The tail region of a distribution can be modeled using the conditional excess distribution function, which describes the conditional distribution of the exceedences (or excesses) over a given threshold level. The GPD is a flexible family of distributions applicable to the approximation of the conditional distribution of scaled exceedences -see Pickands (1975) 2 . The distribution for the excesses over a high threshold converges to one of three different extreme value distributions: the exponential, Pareto, and Beta distributions, which correspond to the Gumbel, Fréchet and Weibull distributions, respectively. Introducing some notation, let   
where k is the number of exceedences in a sample of n observations and  The log-likelihood function can similarly be derived for the lower threshold, L . In this case, the number of sample extremes ( k ) is obtained by first estimating the standard deviation of the entire sample of returns.
Second, using a normality approximation for the centre of the distribution that incorporates 90% of the data (corresponding to two 5 % tail regions), selecting all returns in the sample that are greater than (less than minus) 1.96 times the standard deviation to represent the upper (lower) extremes.
The results for the sample number included in the tail ( k ), the sample normalising coefficient ( ) and the coefficient determining the sample fatness of the tail region ( ) are given in Table 2 . The number of extremes ( k ) for the upper tail is higher than those of the lower tail, except for the Long Gilt contract where the number of extremes is 44 in the lower tail compared to 29 in the upper tail. As expected, U  is positive for all three contracts, and is highest for the FTSE-100 index contract, followed by the Long Gilt and then the Short Sterling contracts. The result is quite similar for the lower tail: L  is positive for all the contracts, and is highest for the FTSE-100 index contract, followed by the Short Sterling and then the Long Gilt contracts. Whereas the parameter  is positive in the lower tail for all three contracts (the highest being for the Long Gilt contract, followed by the Short Sterling and FTSE-100 Index contracts), it is negative for the FTSE-100 Index and Long Gilt contracts in the upper tail. The next step is to estimate the upper and lower VaR threshold levels,
are the q th and (1-q) th percentiles, respectively. Following the definition of U
since for the calculation of the VaRs, it is important that the VaR threshold levels are points far from where the tail starts. Following Neftci (2000) , the estimator of the tail probability is
where, ML U  and ML  are the maximum likelihood estimates of  U and  respectively. Denoting the VaR threshold probability by the percentile
, we can obtain the VaR for the upper tail:
Recall the results for both the upper and lower VaR threshold values are presented in Table 2 . For the upper tail, the threshold (i.e. the start of the tail) is set at 0.01664 for the FTSE-100 Index contract, at 0.01003 for the Long Gilt contract, and at 0.00325 for the Short Sterling contract. Thus, the threshold is further in the tail for the FTSE-100 Index, followed by the Long Gilt and the Short Sterling contracts, respectively. The same result is obtained for the lower tail, with the threshold being 0.018 for the FTSE-100 Index contract, 0.00983 for the Long Gilt contract and 0.000189 for the Short Sterling contract. The threshold is higher in the lower tail for the FTSE-100 Index contract compared to the upper tail. On the other hand, the threshold is higher in the upper tail for the Short Sterling contract compared with its lower tail.
A Semi-nonparametric Methodology for Estimating VaR
VaR is estimated for 1 day, 1 week, 1 month and 3 month investment horizons by simulating the conditional densities of price changes, using the Efron (1982) bootstrapping methodology. The simulation study is conducted for the generalised Pareto model by bootstrapping from both the two fitted tails and from the empirical distribution function derived from the log returns.
For the GARCH model, since the standardised residuals from these models are iid (according to the BDS testsee Brooks, Clare and Persand (2000) ), samples are drawn randomly, with replacement, from the sample standardised residuals and a path of future t x 's can be generated, using the estimates of the GARCH(1,1) model parameters from the sample and multi-step ahead forecasts of the conditional variance.
In the case of the generalised Pareto model, the path for future prices is simulated as follows: (1) is equal to the length of the investment horizon of 1 day, 1 week, 1 month and 3 months. This procedure can be considered as a type of structured Monte Carlo study, where particular attention is paid to the extreme returns in the tails of the distribution. It is these extreme returns that strongly influence the value of the VaR, and hence most influence the likelihood of financial distress. The reason that the generalised Pareto distribution is used for the tails rather than simply using the empirical distribution throughout is that the number of observations in the tails may be insufficient to obtain accurate results without using an appropriate fitted distribution.
To calculate the appropriate VaR, a securities firm would have to estimate the maximum loss that its trading positions might experience over the proposed holding period and at a specified coverage level. For example, by tracking the daily value of a long futures position and recording its lowest value over the sample period, the firm can report its maximum loss per contract for this particular simulated path of futures prices. Repeating this procedure for 20,000 simulated paths generates an empirical sampling distribution for this maximum loss. The expression for the maximum loss of a short position is analogously calculated.
Hsieh (1993) assumed that prices are lognormally distributed, i.e. that the lowest (highest) of the log ratios of the simulated prices over the holding period, i.e.
However, in this paper (and focusing on long positions in the following exposition), we do not impose this restriction, but instead the distribution of l x is transformed into a standard normal distribution by matching the moments of distribution of simulated values of l x to one of a set of possible distributions collectively known as the Johnson system of distributions (see Johnson (1949) or Kendall, Stuart, and Ord (1987) ). Matching moments to the family of Johnson distributions requires a specification of the transformation that maps the distribution of l x to a distribution that has a standard normal distribution. In this case, matching moments implies finding a distribution whose first four moments are known, i.e. one that has the same mean, standard VaR is also calculated using a semi-nonparametric procedure based on a GARCH(1,1) model. Here, the model is estimated for the in-sample returns and the bootstrapping is conducted on the standardised residuals from the estimated model. The GARCH equations are then used to construct a simulated path of returns of the required length. We also use the unconditional density to calculate VaRs in order to make a direct comparison between this and the two other approaches since this simpler approach ignores the non-linear dependence in the conditional volatility (which would be captured by the GARCH formulation). To use the unconditional density, the l x 's are drawn randomly, with replacement, from the in-sample returns.
Comparison of the Semi-nonparametric Approach with Nonparametric Estimators
The tail index can be estimated parametrically or nonparametrically. The tail index can be estimated parametrically using the maximum likelihood method, as was the case for the tail indices used in the seminonparametric bootstrapping procedure in this investigation. As a comparison, the results of three common nonparametric tail index estimators and a recently proposed small-sample approach will be examined. In the nonparametric estimation of the tail index of a GPD, one chooses a high threshold and then fits the tail index to the realizations in the corresponding tail region.
There are a large number of nonparametric tail index estimators that have been developed. Chapters 2 and 3 of Beirlant, Teugels, and Vyncker (1996) , section 6.4 of Embrechts, Kluppelberg, and Mikosch (1997) and Pictet, Dacorogna and Müller (1998) contain discussions of a large number of these nonparametric estimators. The nonparametric estimators that are used in the comparison are those of De Haan and Resnick (1980), Hill (1975) and Pickands (1975) Hill (1975) , and Pickands (1975) estimators are based on the ordered sample, The results for each of the three nonparametric tail index estimation procedures, the corresponding estimated threshold and scaling factor in equation (13) are summarized in Table 3 . For reasons of comparison, the three nonparametric tail index estimation procedures were applied to the same section of the tail as was used above, i.e. the same values of k for the upper and lower tails and for 01 . 0  q .
To determine the accuracy of this methodology, we compared the actual daily profits and losses of the three futures contracts with their daily value at risk estimates. Our measure of model performance is a count of the number of times the VaR "underpredicts" realised losses over the out-of-sample period of 250 days from 17 th September 1996 to 3 rd September 1997. The Basel Committee requires the use of a 1-trading year "back-test"
sample of returns in order to evaluate the suitability of the model.
Results
The VaRs for the three contracts based semi-nonparametric bootstrapping the unconditional density, the GARCH(1,1) and EVT models are presented together with the results of direct calculations from the nonparametric tail index estimators in Table 4 . An examination of the results reveals that the VaR estimates are always higher for short compared with long futures positions, particularly as the investment horizon is increased. This is because the distribution of log-price changes is not symmetric: there is a larger probability of a price rise in all three futures contracts than a price fall over the sample period, indicating that there is a greater probability that a loss will be sustained on a short relative to a long position. For example, the VaR for a long Short Sterling position, calculated using the GARCH(1,1) model and held for three months is 3.627%, but is 5.798% for a short position.
The VaRs based upon the GARCH(1,1) model are always higher than for the unconditional density and extreme value bootstrap methods of calculation. This result highlights the excess volatility persistence implied in the GARCH(1,1) model (see Brooks, Clare and Persand, 2000 for a discussion of this issue). A higher degree of persistence implies that a large innovation in contract returns (of either sign) causes volatility to remain high for a relatively long period, and therefore the capital level required is also higher.
Comparing among the VaRs calculated directly from the three traditional nonparametric tail index estimators, there is little to choose between them. There appears to be a tendency for the Pickands estimator to generate slightly smaller VaRs, except for the upper tail of the Short Sterling contract. The three nonparametric tail estimators typically lead to VaRs that are smaller than both the GARCH and EVT semi-nonparametric bootstrapping approaches, but larger than those resulting from bootstrapping from the returns themselves. The
VaRs calculated using the modified Hill estimator of Huisman, Koedijk, Kool, and Palm (2001) are close to those of the GARCH semi-nonparametric bootstrap approach, and are also higher than those of the other nonparametric tail estimators, particularly in the case of the Short Sterling series.
Considering how the VaRs increase with horizon, it should be noted that the 1-week, 1-month and 3-month
VaRs are scaled using the square root of time rule for the nonparametric tail index estimators. This leads them to increase more slowly with horizon than the bootstrap-based approaches, where the longer period VaRs are calculated directly by drawing more bootstrapped observations and simulating over a longer time interval.
The percentages of days that the VaRs were exceeded by actual trading losses are given in Table 5 for a 250-day out of sample period for each model. The nominal probability of a violation is 5%, but some of the models show considerable deviation from this level. Whilst a "good" model would be one that generated a percentage of exceedences close to the nominal 5% value, an inadequate coverage is likely to be far more serious for the firm than having too much capital. Considering first the FTSE contract, the traditional nonparametric tail between the in-sample and out-of-sample periods. Short-term interest rates were more volatile during the outof-sample period and sterling was at a higher level than at any time during the in-sample period. The average percentage error between the in-sample and out-of-sample percentiles was about 2.5 times greater for the Short Sterling than for the other two series. Whilst the regulatory focus on the first percentile of returns together with the scaling factor would considerably reduce the number of Short Sterling exceedences, this does suggest that the Basel Committee recommendation of 1-year back-tests could be insufficient.
Conclusions
Under the EU's CAD II, investment firms and banks in Europe are now permitted to use their own internal risk management models to calculate the required capital to cover losses in their trading positions. Given that such models are now in widespread usage, it is crucial that a body of research is generated that compares between different approaches to computing value at risk. To this end, our paper has sought to propose a new seminonparametric method for calculating value at risk, based on bootstrapping and extreme value theory. This approach has been applied to three of the most heavily traded LIFFE futures contracts, and was compared to the VaRs obtained from bootstrapping from the actual returns and from a GARCH model. We also examined the performance of VaRs calculated directly using three nonparametric tail index estimators. It was observed that the semi-nonparametric procedure generated more accurate VaRs than any other method based on a holdout sample of returns, although a modified Hill estimator that is explicitly designed for use with small samples also performed well.
While all three series employed in our analysis were asymmetric, the approaches proposed will also work for symmetric distributions since the left and right tails are modelled separately. Also, leaving the Short Sterling series aside, there appears to be nothing in the properties of our series that would suggest that the seminonparametric approach based on structured Monte Carlo should not be just as applicable to other financial time series. Within the structured Monte Carlo approach, we used both a conditional (GARCH) and an unconditional (EVT) model, and there was little to choose between them. The important issue, therefore, seems to be to treat the tails as being distinct from the rest of the distribution, and to model them separately but to incorporate information from both. The choice between conditional and unconditional models appears to be of secondary concern. Clearly, setting appropriate capital requirements represents a delicate trade off between ensuring the safety of the banking system on one hand and not tying up firms' resources unnecessarily on the other and further research in this area is warranted. The approaches proposed in this paper may also be used in risk-based margin setting systems for time when markets are stressed. 
