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Abstract
In this paper, we study the existence and multiplicity of positive solutions for the differential equations
system⎧⎪⎪⎪⎨⎪⎪⎪⎩
x′′ + λa1(t)f1(x(t), y(t)) = 0, 0 < t < 1,
y′′ + μa2(t)f2(x(t), y(t)) = 0, 0 < t < 1,
x(0) = 0 = x(1) − α1x(η1),
y(0) = 0 = y(1) − α2y(η2),
where λ,μ > 0 are parameters, 0 < η2  η1 < 1, α1, α2 ∈ (0,1), a1 ∈ C([0,1], [0,∞)) and f2 ∈
C([0,∞)× [0,∞), [0,∞)). The system is a semi-positone problem since the nonlinear term f1 is allowed
to take negative values and a2(t) may change sign on [0,1]. The results are established via fixed point index
theory.
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In this paper, we consider the existence and multiplicity of positive solutions for the system⎧⎪⎪⎨⎪⎪⎩
x′′ + λa1(t)f1(x(t), y(t)) = 0, 0 < t < 1,
y′′ + μa2(t)f2(x(t), y(t)) = 0, 0 < t < 1,
x(0) = 0 = x(1) − α1x(η1),
y(0) = 0 = y(1) − α2y(η2),
(1.1λμ)
where λ,μ > 0 are parameters, 0 < η2  η1 < 1, α1, α2 ∈ (0,1). Throughout this paper, we will
always assume that
(H0) a1 : [0,1] → (0,∞) is continuous, a2 : [0,∞) → R is continuous, a2(t) > 0 for t ∈ (0, η2),
a2(t) 0 for t ∈ [η2,1]; f1 : [0,∞) × [0,∞) → R is continuous, f2 : [0,∞) × [0,∞) →
[0,∞) is continuous.
The system (1.1λμ) is a semi-positone problem since the nonlinear term f1 is allowed to
take negative values and a2(t) may change sign on [0,1]. Semi-positone problems occur natu-
rally in important applications (cf. [7]). For example, design of suspension bridges, combustion
and management of natural resources and so on. Semi-positone problems have been studied by
many authors in recent years, see [7–9,11–15]. In a very recent paper [8], Liu has considered the
existence of positive solutions for three-point boundary value problem{
y′′(t) + λa(t)f (y(t)) = 0, 0 < t < 1,
y(0) = 0 = y(1) − βy(η), (1.2λ)
where λ > 0 is a parameter, 0 < β,η < 1, f : [0,∞) → [0,∞) is continuous, and a(t) may
change sign at t = η. By using Krasnoselskii’s fixed point theory, Liu proved some existence
results for at least one positive solution for (1.2λ).
In [9], Anuradha et al. considered the existence of positive solutions for the two-point bound-
ary value problem{
(p(t)u′)′ + λf (t, u) = 0, r < t < R,
au(r) − bp(r)u′(r) = 0, cu(R) + dp(R)u′(R) = 0, (1.3λ)
where λ > 0 is a parameter, f ∈ C([r,R] × [0,∞),R), f (t, u)  −M for all (t, u) ∈ [r,R] ×
[0,∞) and some M > 0. Again, by using the Krasnoselskii’s fixed point theorem, the authors of
[9] obtained some existence results for positive solutions of (1.3λ).
Recently, some authors have considered the existence of solutions for differential equations
systems, see [1–6] and the references therein. For example, Anuradha et al. [15] considered the
existence of positive solutions for the system⎧⎨⎩
−(rn−1u′)′ = λrn−1f (u, v), a < r < b,
−(rn−1v′)′ = λrn−1g(u, v), a < r < b,
u(a) = u(b) = 0, v(a) = v(b) = 0,
(1.4λ)
where λ > 0 is a parameter, f,g : [0,∞) × [0,∞) → R are continuous and there exists M > 0
such that f (u, v)−M2 and g(u, v)−M2 for every (u, v) ∈ [0,∞) × [0,∞). The authors of
[15] considered the case when f,g further satisfy:
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the other variable and limz→∞ h
∗(z)
z
= ∞, where
h∗(z) = inf
u,vz
{
min
(
f (u, v), g(u, v)
)}
.
The authors of [15] proved the system (1.4λ) has a positive solution for λ > 0 small enough.
Motivated by the results of [8,9,15], in this paper, we will study the existence and multiplicity
of positive solutions for (1.1λμ). Usually, to show the existence and multiplicity of solutions for
differential equations systems, one always assume that the nonlinear terms have similar proper-
ties (see the above condition (A1)). However, in many cases the nonlinear terms of the differential
equations systems may have different properties. In this paper, we will allow the nonlinear term
f1 has the property of [9], that is, f1(x, y)  −M for all (x, y) ∈ [0,∞) × [0,∞) and some
M > 0; while a2(t) has the property of [8], that is, a2(t) may change sign on [0,1]. We will
obtain the main results by using the fixed point index theory. Different from [15], in this paper,
to show the existence and multiplicity of positive solutions for (1.1λμ) we need to establish two
different cones Q1 and Q2.
2. Preliminaries
Let us list some conditions to be used in this paper.
(H1) There exists M > 0 such that f1(x, y)−M for all (x, y) ∈ [0,∞) × [0,∞).
(H2) f2(·,·) is increasing on [0,∞) × [0,∞), and there exists τ ∈ (α2η2, η2) such that for all
v1, v2 ∈ [0,∞),
η2∫
τ
α2τa
+
2 (s) ds f2
(
τ
2η2
v1,
τ
η2
v2
)

1∫
η2
3a−2 (s) ds f2
(
1
η2
v1, v2
)
,
where a+2 (s) = max{a2(s),0} and a−2 (s) = max{−a2(s),0}.
(H3) limy→∞ f1(x,y)y = ∞ uniformly with respect to x  0,
lim
x→∞
f2(x, y)
x
 a uniformly with respect to y  0,
where a is a positive constant.
(H4) limy→∞ f1(x,y)y  a uniformly with respect to x  0,
lim
x→∞
f2(x, y)
x
= +∞ uniformly with respect to y  0,
where a is a positive constant.
The main results of this paper are the following.
Theorem 2.1. Suppose that (H0)–(H3) hold. Then there exists ρ1 > 0 such that, for 0 < λ,μ < 1
and
√
λ2 + μ2 < ρ1, the system (1.1λμ) has at least one positive solution (x˜λ, y˜μ) with∥∥(x˜λ, y˜μ)∥∥→ ∞ as (λ,μ) → (0,0).
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0 < λ,μ < 1 and
√
λ2 + μ2 < ρ2, the system (1.1λμ) has at least two positive solutions (x¯λ, y¯μ)
and (x˜λ, y˜μ) with 0 < ‖(x¯λ, y¯μ)‖ < r0 < ‖(x˜λ, y˜μ)‖ and∥∥(x˜λ, y˜μ)∥∥→ ∞ as (λ,μ) → (0,0).
Theorem 2.2. Suppose that (H0), (H1), (H2) and (H4) hold. Then the conclusion of Theorem 2.1
also holds.
Example 2.1. Consider the existence of positive solutions for the system⎧⎪⎪⎪⎨⎪⎪⎪⎩
x′′(t) + λa1(t)(x + yα + d1) = 0, 0 < t < 1,
y′′(t) + μa2(t)(xβ + y + d2) = 0, 0 < t < 1,
x(0) = 0 = x(1) − 14x( 34 ),
y(0) = 0 = y(1) − 16y( 23 ),
(2.1λμ)
where λ,μ > 0 are parameters, d2  0, α > 1, β  1, a1 ∈ C([0,1], (0,∞)), a2 ∈ C[0,1],
a2(t) > 0 for t ∈ (0, 23 ), a2(t) 0 for t ∈ [ 23 ,1]. Suppose that there exists τ ∈ ( 19 , 23 ) such that
2
3∫
τ
τa+2 (s) ds  18
(
18β + 7) 1∫
2
3
a−2 (s) ds,
then there exists ρ1 > 0 such that the system (2.1λμ) has at least one positive solution for
0 < λ,μ < 1 and
√
λ2 + μ2 < ρ1.
Moreover, if d1 > 0 and d2 > 0, then there exists ρ2 > 0 such that the system (2.1λμ) has at
least two positive solutions for 0 < λ,μ < 1 and
√
λ2 + μ2 < ρ2.
Proof. Let f1(x, y) = x + yα + d1, f2(x, y) = xβ + y + d2, α1 = 14 , α2 = 16 , η1 = 34 , η2 = 23 .
Then the assumptions (H0), (H1) and (H3) hold. For every v1, v2 ∈ [0,∞), (v1, v2) 	= (0,0), we
have
f2(
1
η2
v1, v2)
f2(
τ
2η2 v1,
τ
η2
v2)
= (
1
η2
v1)β + v2 + d2
( τ2η2 v1)
β + τ
η2
v2 + d2 
(
2
τ
)β
+ η2
τ
+ 1 18β + 7.
Thus, for any v1, v2 ∈ [0,∞), (v1, v2) 	= (0,0), we have
2
3∫
τ
α2τa
+
2 (s) ds f2
(
τ
2η2
v1,
τ
η2
v2
)
 3
1∫
2
3
a−2 (s) ds f2
(
1
η2
v1, v2
)
. (2.2)
Obviously, (2.2) also holds for v1 = 0 and v2 = 0. Thus, (H2) holds. According to Theorem 2.1,
the conclusion holds. 
Remark 2.1. Assumption (H2) is of fundamental importance to the proof of the main results of
this paper. From Example 2.1, we see that the assumption (H2) is reasonable.
Let D be a convex subset of a Banach space E. A continuous operator J defined on all of E
is called a projection on D if J (E) ⊂ D and Jx = x for all x ∈ D.
From Theorem 18.1 of [10], we have the following lemma.
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projection Jα onto D which satisfies
‖x − Jαx‖ (1 + α)ρ(x,D), ∀x ∈ E,
where ρ(x,D) denotes the distance of x to D.
For i = 1,2, let
Ei =
{
x ∈ C[0,1] | x(0) = 0 = x(1) − αix(ηi)
}
,
Pi =
{
x ∈ Ei | x(t) 0 for t ∈ [0,1]
}
.
Then E1 and E2 are real Banach spaces with the norm ‖x‖ = maxt∈[0,1] |x(t)|. Let
Q1 =
{
x ∈ P1 | x is concave on [0,1]
}
,
Q2 =
{
x ∈ P2 | x is concave on [0, η2] and convex on [η2,1]
}
.
Then P1 and Q1 are cones of E1, P2 and Q2 are cones of E2. Let E = E1×E2, Q = Q1×Q2.
Then E is a real Banach space with the norm ‖(x, y)‖ = ‖x‖ + ‖y‖, and Q a cone of E.
For i = 1,2, let
k(i)(t, s) =
{
k
(i)
1 (t, s), 0 t  ηi,
k
(i)
2 (t, s), ηi < t  1,
where
k
(i)
1 (t, s) =
⎧⎪⎪⎨⎪⎪⎩
k
(i)
11 (t, s) = 1−αiηi−(1−αi)t1−αiηi s, 0 s  t,
k
(i)
12 (t, s) = 1−αiηi−(1−αi)s1−αiηi t, t < s  ηi,
k
(i)
13 (t, s) = t (1−s)1−αiηi , ηi < s  1,
k
(i)
2 (t, s) =
⎧⎪⎪⎨⎪⎪⎩
k
(i)
21 (t, s) = 1−αiηi−(1−αi)t1−αiηi s, 0 s  ηi,
k
(i)
22 (t, s) = s(1−t)+αiηi (t−s)1−αiηi , ηi < s  t,
k
(i)
23 (t, s) = t (1−s)1−αiηi , t < s  1.
Let the functions ω(t) and e(t) be defined by
ω(t) = M
1∫
0
k(1)(t, s)a1(s) ds, t ∈ [0,1],
e(t) =
{ 1−η1
1−α1η1 t, t ∈ [0, η1],
η1[(1−α1η1)−(1−α1)t]
1−α1η1 , t ∈ [η1,1].
For every λ ∈ [0,1], let Dλ = {x ∈ Q1 | x  2λc0‖e‖ e}, where
c0 = 2M
α1η1(1 − η1)
1∫
(1 − s)a1(s) ds. (2.3)0
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projection Jλ :E1 → Dλ such that
‖x − Jλx‖ 2ρ(x,Dλ) 2
∥∥∥∥x − 2λc0‖e‖ e
∥∥∥∥ 2(‖x‖ + 2c0), ∀x ∈ E1.
From Lemma 2.3 of [8] we have the following lemma.
Lemma 2.2. Suppose that (H0) holds and h ∈ C[0,1]. Then for i = 1,2, yi ∈ C2[0,1] is a
solution of the boundary value problem{
y′′i (t) + ai(t)h(t) = 0, 0 < t < 1,
yi(0) = 0 = yi(1) − αiyi(ηi)
if and only if
yi(t) = −
t∫
0
(t − s)ai(s)h(s) ds − αit1 − αiηi
ηi∫
0
(ηi − s)ai(s)h(s) ds
+ t
1 − αiηi
1∫
0
(1 − s)ai(s)h(s) ds,
that is
yi(t) =
1∫
0
k(i)(t, s)ai(s)h(s) ds.
Lemma 2.3. Suppose that (H0) holds. Then w(t)  c0e(t) for t ∈ [0,1], where c0 is defined
by (2.3).
Proof. For any t ∈ [0, η1], we have
w(t) = −M
t∫
0
(t − s)a1(s) ds − Mα1t1 − α1η1
η1∫
0
(η1 − s)a1(s) ds
+ Mt
1 − α1η1
1∫
0
(1 − s)a1(s) ds
 Mt
1 − α1η1
1∫
0
(1 − s)a1(s) ds
 c0e(t).
For any t ∈ [η1,1], we have
w(t) = −M
t∫
(t − s)a1(s) ds − Mα1t1 − α1η1
η1∫
(η1 − s)a1(s) ds0 0
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1 − α1η1
1∫
0
(1 − s)a1(s) ds
 Mt
1 − α1η1
1∫
0
(1 − s)a1(s) ds
 c0
α1η1(1 − η1)
1 − α1η1
 c0e(t).
Then the conclusion holds. 
Lemma 2.4. For any x ∈ Q1,
x(t) ‖x‖e(t), t ∈ [0,1].
Proof. The proof is similar to that of Lemma 2 of [11]. For completeness, we give the details of
the proof. Since x is concave and x(0) = 0 = x(1) − α1x(η1), then we have x(t) 1η1 x(η1) for
t ∈ [η1,1], and for t ∈ [0, η1],
x(t)
(
−1 − α1
1 − η1 t +
1 − α1η1
1 − η1
)
x(η1)
1 − α1η1
1 − η1 x(η1).
Thus,
x(η1)
η1(1 − η1)
1 − α1η1 ‖x‖.
Then,we have for any t ∈ [0, η1],
x(t) = x
(
t
η1
η1 + η1 − t
η1
· 0
)
 t
η1
x(η1)
1 − η1
1 − α1η1 ‖x‖t, (2.4)
and for t ∈ [η1,1],
x(t) = x
(
t − η1
1 − η1 · 1 +
1 − t
1 − η1 · η1
)
 t − η1
1 − η1 x(1) +
1 − t
1 − η1 x(η1)
= (1 − α1η1) − (1 − α1)t
1 − η1 x(η1)
η1[(1 − α1η1) − (1 − α1)t]
1 − α1η1 ‖x‖. (2.5)
Now the conclusion follows from the inequalities (2.4) and (2.5). 
Now, for each λ ∈ [0,1], let the operators T1λ :Q → E1 and T2λ :Q → E2 be defined by
T1λ(x, y)(t) =
1∫
0
k(1)(t, s)a1(s)
[
f1
(
Jλx(s) − λw(s), y(s)
)+ M]ds, t ∈ [0,1],
T2λ(x, y)(t) =
1∫
k(2)(t, s)a2(s)f2
(
Jλx(s) − λw(s), y(s)
)
ds, t ∈ [0,1].0
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Tλμ(x, y) =
(
λT1λ(x, y),μT2λ(x, y)
)
, (x, y) ∈ Q.
Remark 2.2. For each λ ∈ [0,1] and x ∈ Q1, by Lemmas 2.3 and 2.4, we have
λw  λc0e = 12 · 2λc0e
1
2
‖Jλx‖e 12Jλx,
and so
Jλx − λw  12Jλx  θ.
This implies the operators T1λ and T2λ are well defined.
From Lemmas 2.1 and 2.2 of [8], we have the following lemmas.
Lemma 2.5. Suppose that (H0) holds. Let x ∈ Q2. Then
x(t) x(η2)
t
η2
, t ∈ [0, η2],
and
x(t) x(η2)
1 − α2η2 − (1 − α2)t
1 − η2 , t ∈ [η2,1].
Lemma 2.6. Suppose that (H0) holds. Let x ∈ Q2. Then
x(t) μ˜‖x‖, t ∈ [α2η2, τ ],
where μ˜ = min{α2,1 − τη−12 }.
Lemma 2.7. Suppose that (H0) and (H2) hold. Then for every (v1, v2) ∈ [0,∞) × [0,∞),
f2
(
τ
2η2
v1,
τ
η2
v2
) η2∫
τ
k(2)(t, s)a+2 (s) ds  f2
(
1
η2
v1, v2
) 1∫
η2
k(2)(t, s)a−2 (s) ds. (2.6)
Proof. We will prove (2.6) in the following three cases.
Case (I). t ∈ [0, τ ]. By (H0) and (H2), we have
f2
(
τ
2η2
v1,
τ
η2
v2
) η2∫
τ
k(2)(t, s)a+2 (s) ds
= f2(
τ
2η2 v1,
τ
η2
v2)t
1 − α2η2
η2∫
τ
[
(1 − α2η2) − (1 − α2)s
]
a+2 (s) ds

f2(
τ
2η2 v1,
τ
η2
v2)t
1 − α2η2
η2∫
α2(1 − η2)τa+2 (s) dsτ
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1 − α2η2
1∫
η2
(1 − η2)a−2 (s) ds

f2(
1
η2
v1, v2)t
1 − α2η2
1∫
η2
(1 − s)a−2 (s) ds
= f2
(
1
η2
v1, v2
) 1∫
η2
k(2)(t, s)a−2 (s) ds.
Case (II). t ∈ [τ, η2]. By (H0) and (H2), we have
f2
(
τ
2η2
v1,
τ
η2
v2
) η2∫
τ
k(2)(t, s)a+2 (s) ds
= f2
(
τ
2η2
v1,
τ
η2
v2
)( t∫
τ
1 − α2η2 − (1 − α2)t
1 − α2η2 sa
+
2 (s) ds
+
η2∫
t
1 − α2η2 − (1 − α2)s
1 − α2η2 ta
+
2 (s) ds
)
 f2
(
τ
2η2
v1,
τ
η2
v2
) η2∫
τ
α2(1 − η2)
1 − α2η2 τa
+
2 (s) ds

3f2( 1η2 v1, v2)
1 − α2η2
1∫
η2
(1 − η2)a−2 (s) ds

f2(
1
η2
v1, v2)
1 − α2η2
1∫
η2
t (1 − s)a−2 (s) ds
= f2
(
1
η2
v1, v2
) 1∫
η2
k(2)(t, s)a−2 (s) ds.
Case (III). t ∈ [η2,1]. Since
(1 − s) + α2η2(1 − s) = (1 − s)(1 + α2η2) 3(1 − η2), s ∈ [η2,1],
then, by (H0) and (H2), we have
f2
(
τ
2η2
v1,
τ
η2
v2
) η2∫
k(2)(t, s)a+2 (s) dsτ
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(
τ
2η2
v1,
τ
η2
v2
) η2∫
τ
1 − α2η2 − (1 − α2)t
1 − α2η2 sa
+
2 (s) ds
 f2
(
τ
2η2
v1,
τ
η2
v2
) η2∫
τ
α2(1 − η2)
1 − α2η2 τa
+
2 (s) ds

3f2( 1η2 v1, v2)
1 − α2η2
1∫
η2
(1 − η2)a−2 (s) ds
 f2
(
1
η2
v1, v2
)( t∫
η2
[(1 − s) + α2η2(1 − s)]
1 − α2η2 a
−
2 (s) ds +
1∫
t
1 − s
1 − α2η2 a
−
2 (s) ds
)
 f2
(
1
η2
v1, v2
)( t∫
η2
s(1 − t) + α2η2(t − s)
1 − α2η2 a
−
2 (s) ds +
1∫
t
t (1 − s)
1 − α2η2 a
−
2 (s) ds
)
= f2
(
1
η2
v1, v2
) 1∫
η2
k(2)(t, s)a−2 (s) ds.
From the discussion above, we see that (2.6) holds. 
Lemma 2.8. Suppose that (H0) and (H2) hold. Then T2λ : Q → Q2 is a completely continuous
operator for each λ ∈ [0,1].
Proof. Let λ0 ∈ [0,1] and (x0, y0) ∈ Q be fixed, z0 = T2λ(x0, y0). It follows from Lemma 2.2
that {
z′′0(t) = −a2(t)f2(Jλ0x0(t) − λ0w(t), y0(t)), 0 < t < 1,
z0(0) = 0 = z0(1) − α2z0(η2).
Thus, z0 ∈ E2 is concave on [0, η2] and convex on [η2,1]. By Lemma 2.5, we have
y0(t) y0(η2)
τ
η2
, t ∈ [τ, η2], (2.7)
and
y0(t)
1 − α2η2 − (1 − α2)t
1 − η2 y0(η2) y0(η2), t ∈ [η2,1]. (2.8)
Let m(t) = f2(Jλ0x0(t) − λ0w(t), y0(t)) for t ∈ [0,1]. Since f2 is increasing and Jλ0x0 ∈ Q1 is
concave on [0,1], by (2.7), (2.8), Remark 2.2 and Lemma 2.4, we have
m(t) f2
(
1
2
Jλ0x0(t), y0(t)
)
 f2
(
τ
2η2
Jλ0x0(η2),
τ
η2
y0(η2)
)
, t ∈ [τ, η2], (2.9)
and
m(t) f2
(
Jλ0x0(t), y0(t)
)
 f2
(
1
η2
Jλ0x0(η2), y0(η2)
)
, t ∈ [η2,1]. (2.10)
Then, by (2.9), (2.10) and Lemma 2.7, we have
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τ
k(2)(t, s)a+2 (s)m(s) ds  f2
(
τ
2η2
Jλ0x0(η2),
τ
η2
y0(η2)
) η2∫
τ
k(2)(t, s)a+2 (s) ds
 f2
(
1
η2
Jλ0x0(η2), y0(η2)
) 1∫
η2
k(2)(t, s)a−2 (s) ds

1∫
η2
k(2)(t, s)a−2 (s)m(s) ds
and so
z0(t) =
1∫
0
k(2)(t, s)a2(s)m(s) ds
=
τ∫
0
k(2)(t, s)a2(s)m(s) ds +
η2∫
τ
k(2)(t, s)a+2 (s)m(s) ds
−
1∫
η2
k(2)(t, s)a−2 (s)m(s) ds

τ∫
0
k(2)(t, s)a+2 (s)m(s) ds  0.
This implies that z0 ∈ Q2. Thus, T2λ0 :Q → Q2. Obviously, T2λ0 is completely continuous.
Since λ0 ∈ [0,1] is arbitrarily given, then T2λ :Q → Q is a completely continuous operator for
each λ ∈ [0,1]. 
Remark 2.3. From the proof of Lemma 2.8, we see that for every λ ∈ [0,1] and (x, y) ∈ Q,
T2λ(x, y)(t)
τ∫
α2η2
k(2)(t, s)a+2 (s)f2
(
Jλx(s) − λw(s), y(s)
)
ds, t ∈ [0,1].
Lemma 2.9. Suppose that (H0)–(H3) hold. Let R0 and ρ0 be two positive numbers such that, for
each 0 < λ,μ < 1,
√
λ2 + μ2 < ρ0, the operator Tλμ has at least one fixed point (xλ, yμ) ∈ Q
with ‖(xλ, yμ)‖R0. Then there exists ρ1 > 0 such that, for each 0 < λ,μ < 1,
√
λ2 + μ2 < ρ1,
the system (1.1λμ) has at least one positive solution (x˜λ, y˜μ) with∥∥(x˜λ, y˜μ)∥∥→ ∞ as (λ,μ) → (0,0). (2.11)
Proof. First we shall show that∥∥(xλ, yμ)∥∥→ ∞ as (λ,μ) → (0,0). (2.12)
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0 < λn,μn < 1 with
√
λ2n + μ2n → 0 as n → ∞. Let L1 be a positive number such that for each
positive integer n,∥∥T1λn(xλn, yμn)∥∥ L1, ∥∥T2λn(xλn, yμn)∥∥ L1.
Then, we have for each positive integer n,∥∥(xλn, yμn)∥∥= ‖xλn‖ + ‖yμn‖
= λn
∥∥T1λn(xλn, yμn)∥∥+ μn∥∥T2λn(xλn, yμn)∥∥

√
λ2n + μ2n
√∥∥T1λn(xλn, yμn)∥∥2 + ∥∥T2λn(xλn, yμn)∥∥2

√
2
(
λ2n + μ2n
)
L1
and so
1√
2(λ2n + μ2n)
 L1‖(xλn, yμn)‖
 L1
R0
,
which is a contradiction of
√
λ2n + μ2n → 0 as n → ∞. This implies that (2.12) holds.
By (H3), there exists R′ > 0 such that f1(x, y) y for all x  0 and y R′. Let
R1 > max
{
μ˜−1R′, 2(1 − α1η1)c0
μ˜‖e‖ ∫ τ
α2η2
(1 − η1)sa1(s) ds ,
c0
‖e‖
}
.
By Lemma 2.6, for any y ∈ Q2 with ‖y‖R1, we have
y(t) μ˜‖y‖R′, t ∈ [α2η2, τ ].
Then, we have for any λ ∈ (0,1], x ∈ Q1 and y ∈ Q2 with ‖y‖R1,∥∥T1λ(x, y)∥∥ T1λ(x, y)(η1)
=
1∫
0
k(1)(η1, s)a1(s)
[
f1
(
Jλx(s) − λw(s), y(s)
)+ M]ds
= η1
1 − α1η1
1∫
η1
(1 − s)a1(s)
[
f1
(
Jλx(s) − λw(s), y(s)
)+ M]ds
+ 1
1 − α1η1
η1∫
0
(1 − η1)sa1(s)
[
f1
(
Jλx(s) − λw(s), y(s)
)+ M]ds
 1
1 − α1η1
τ∫
α2η2
(1 − η1)sa1(s)
[
f1
(
Jλx(s) − λw(s), y(s)
)+ M]ds
 1
1 − α1η1
τ∫
(1 − η1)sa1(s)y(s) dsα2η2
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1 − α1η1
τ∫
α2η2
sa1(s) ds
 2c0‖e‖ . (2.13)
By (2.12), there exists ρ0 > ρ1 > 0 such that for any 0 < λ,μ < 1,
√
λ2 + μ2 < ρ1,∥∥(xλ, yμ)∥∥ 4R1.
Fix 0 < λ0,μ0 < 1 with
√
λ20 + μ20 < ρ1. Since ‖(xλ0, yμ0)‖ = ‖xλ0‖ + ‖yμ0‖  4R1, then
‖xλ0‖ 2R1 or ‖yμ0‖ 2R1. If ‖xλ0‖ 2R1, then
xλ0  ‖xλ0‖e
2λ0c0
‖e‖ e.
This implies that xλ0 ∈ Dλ0 , and so Jλ0xλ0 = xλ0 . From Remark 2.2, we have
xλ0 − λ0w = Jλ0xλ0 − λ0w 
1
2
Jλ0xλ0 =
1
2
xλ0  θ. (2.14)
If ‖yμ0‖ 2R1, by (2.13), then we have
xλ0 = λ0T1λ0(xλ0 , yμ0) ‖xλ0‖e =
∥∥λ0T1λ0(xλ0 , yμ0)∥∥e 2λ0c0‖e‖ e.
This implies that xλ0 ∈ Dλ0 , and so Jλ0xλ0 = xλ0 .Consequently, (2.14) also holds. Let x˜λ0 =
xλ0 − λ0w and y˜μ0 = yμ0 . Then, by (2.14) we have for t ∈ [0,1],{
x˜λ0(t) = xλ0(t) − λ0w(t) = λ0
∫ 1
0 k
(1)(t, s)a1(s)f1(x˜λ0, y˜μ0(s)) ds,
y˜μ0(t) = yμ0(t) = μ0
∫ 1
0 k
(2)(t, s)a2(s)f2(x˜λ0, y˜μ0(s)) ds.
It follows from Lemma 2.2 that (x˜λ0 , y˜μ0) is a positive solution of the system (1.1λ0μ0). Since
λ0 and μ0 are arbitrarily given, then the system (1.1λμ) has at least one positive solution for
0 < λ,μ < 1,
√
λ2 + μ2 < ρ1. Obviously, (2.12) implies (2.11) holds. 
3. Proof of the main results
In this section, we will give the proof of Theorem 2.1. Since the proof of Theorem 2.2 is
similar to that of Theorem 2.1, we omit the proof of Theorem 2.2.
Proof of Theorem 2.1. We divide the proof into four steps.
Step 1. It is easy to show that T1λ :Q → Q1 is completely continuous for each λ ∈ [0,1]. From
Lemma 2.8, Tλμ :Q → Q is completely continuous for each λ,μ ∈ [0,1]. Let R0 = 1, and
0 < ρ0 < 1√2M¯ , where
M¯ = sup{∥∥Tiλ(x, y)∥∥ ∣∣ (x, y) ∈ Q,∥∥(x, y)∥∥R0, i = 1,2, λ ∈ [0,1]}.
Fix 0 < λ0,μ0 < 1 with
√
λ20 + μ20 < ρ0. Now we shall show that
(x, y) 	= γ Tλ0μ0(x, y), γ ∈ [0,1], (x, y) ∈ ∂BR0 ∩ Q, (3.1)
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(x0, y0) ∈ ∂BR0 ∩ Q and γ0 ∈ [0,1] such that (x0, y0) = γ0Tλ0μ0(x0, y0). Consequently,
R0 =
∥∥(x0, y0)∥∥ λ0∥∥T1λ0(x0, y0)∥∥+ μ0∥∥T2λ0(x0, y0)∥∥

√
λ20 + μ20
√∥∥T1λ0(x0, y0)∥∥2 + ∥∥T2λ0(x0, y0)∥∥2
< ρ0
√
2M¯ < R0,
which is a contradiction. Thus, (3.1) holds, and so
i
(
Tλ0μ0,BR0 ∩ Q,Q
)= 1. (3.2)
Step 2. Let M˜ be such that
M˜ >
8(1 − α1η1)
λ0μ0μ˜a
∫ τ
α2η2
(1 − η1)sa1(s) ds
∫ τ
α2η2
k(2)(η2, s)a
+
2 (s)e(s) ds
.
From (H3), there exists b1 > 0 such that
f1(x, y) M˜y, ∀x  0, y  b1,
f2(x, y)
1
2
ax, ∀y  0, x  b1.
Let b2 > max{μ˜−1b1, 2c0‖e‖ ,2b1(mint∈[α2η2,τ ] e(t))−1}. Then for any x ∈ Q1, y ∈ Q2 with‖y‖ b2,∥∥T1λ0(x, y)∥∥ T1λ0(x, y)(η1)
= η1
1 − α1η1
1∫
η1
(1 − s)a1(s)
[
f1
(
Jλ0x(s) − λ0w(s), y(s)
)+ M]ds
+ 1
1 − α1η1
η1∫
0
(1 − η1)sa1(s)
[
f1
(
Jλ0x(s) − λ0w(s), y(s)
)+ M]ds
 1
1 − α1η1
τ∫
α2η2
(1 − η1)sa1(s)
[
f1
(
Jλ0x(s) − λ0w(s), y(s)
)+ M]ds
 1
1 − α1η1
τ∫
α2η2
(1 − η1)sa1(s)M˜y(s) ds
 μ˜
1 − α1η1
τ∫
α2η2
(1 − η1)sa1(s)M˜ ds‖y‖. (3.3)
For any x ∈ Q1,‖x‖ b2, it is easy to see that x ∈ Dλ0 . From Remark 2.2, we have
Jλ0x(s) − λ0w(s) = x(s) − λ0w(s)
 1x(s) 1
∥∥x(s)∥∥ · min e(s) b1, s ∈ [α2η2, τ ].2 2 s∈[α2η2,τ ]
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
τ∫
α2η2
k(2)(η2, s)a
+
2 (s)f2
(
Jλ0x(s) − λ0w(s), y(s)
)
ds

τ∫
α2η2
k(2)(η2, s)a
+
2 (s)f2
(
1
2
x(s), y(s)
)
ds
 a
4
τ∫
α2η2
k(2)(η2, s)a
+
2 (s)x(s) ds
 a
4
τ∫
α2η2
k(2)(η2, s)a
+
2 (s)e(s) ds‖x‖. (3.4)
Let n0 be a positive integer such that
n0 > max
{
1 − α1η1
λ0μ˜M˜
∫ τ
α2η2
(1 − η1)sa1(s) ds
,
4
μ0a
∫ τ
α2η2
k(2)(η2, s)a
+
2 (s)e(s) ds
}
,
and b3 = 2n0b2. Now we shall show that for any (x, y) ∈ ∂Bb3 ∩ Q and γ  0,
(x, y) 	= Tλ0μ0(x, y) + γ (ψ1,ψ2), (3.5)
where (ψ1,ψ2) ∈ Q\{θ, θ}. In fact, if not, then there exist (x0, y0) ∈ ∂Bb3 ∩ Q and γ0  0
such that
(x0, y0) = Tλ0μ0(x0, y0) + γ0(ψ1,ψ2).
Since ‖(x0, y0)‖ = 2n0b2, then ‖x0‖ n0b2 or ‖y0‖ n0b2. If ‖x0‖ n0b2( b2). By (3.4), we
have
‖y0‖ μ0
∥∥T2λ0(x0, y0)∥∥ μ0a4
τ∫
α2η2
k(2)(η2, s)a
+
2 (s)e(s) ds‖x0‖ b2.
If ‖y0‖ n0b2, then by (3.3) we have
‖x0‖ λ0
∥∥T1λ0(x0, y0)∥∥ λ0μ˜M˜1 − α1η1
τ∫
α2η2
(1 − η1)sa1(s) ds‖y0‖ b2.
From the discussion above, we see that ‖x0‖ b2 and ‖y0‖ b2. Then, by (3.3) and (3.4), we
have
‖x0‖ λ0μ˜M˜1 − α1η1
τ∫
α2η2
(1 − η1)sa1(s) ds‖y0‖
 λ0μ0μ˜M˜a
4(1 − α1η1)
τ∫
(1 − η1)sa1(s) ds
τ∫
k(2)(η2, s)a
+
2 (s)e(s) ds‖x0‖α2η2 α2η2
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M˜  4(1 − α1η1)
λ0μ0μ˜a
∫ τ
α2η2
(1 − η1)sa1(s) ds
∫ τ
α2η2
k(2)(η2, s)a
+
2 (s)e(s) ds
,
which is a contradiction. Thus (3.5) holds, and so
i
(
Tλ0μ0,Bb3 ∩ Q,Q
)= 0. (3.6)
Step 3. By (3.2) and (3.6), we have
i
(
Tλ0μ0, (Bb3\BR0) ∩ Q,Q
)= 0 − 1 = −1.
Then the operator Tλ0μ0 has at least one fixed point (xλ0 , yμ0) ∈ Q such that ‖(xλ0, yμ0)‖ 
R0. Since λ0 and μ0 are arbitrarily given, then for each 0 < λ,μ < 1,
√
λ2 + μ2 < ρ0, the
operator Tλμ has at least one fixed point (xλ, yμ) ∈ Q such that ‖(xλ, yμ)‖  R0. It follows
from Lemma 2.9 that there exists ρ1 > 0 such that for any 0 < λ,μ < 1,
√
λ2 + μ2 < ρ1, the
system (1.1λμ) has at least one positive solution (x˜λ, y˜μ) with∥∥(x˜λ, y˜μ)∥∥→ ∞ as (λ,μ) → (0,0).
Step 4. Finally, we will show that when f1(0,0) > 0 and f2(0,0) > 0, there exists ρ2 > 0 such
that the system (1.1λμ) has at least two positive solutions for 0 < λ,μ < 1,
√
λ2 + μ2 < ρ2.
Since f1(0,0) > 0 and f2(0,0) > 0, then there exits 0 < r0 < R0 such that f1(x, y) > 0 and
f2(x, y) > 0 for 0 x  r0, 0 y  r0. Now let us define the operators T1 :Br0 ∩Q → E1 and
T2 :Br0 ∩ Q → E2 by
T1(x, y) =
1∫
0
k(1)(t, s)a1(s)f1
(
x(s), y(s)
)
ds, ∀(x, y) ∈ Br0 ∩ Q,
T2(x, y) =
1∫
0
k(2)(t, s)a2(s)f2
(
x(s), y(s)
)
ds, ∀(x, y) ∈ Br0 ∩ Q.
It follows from Lemma 2.2 that T1 :Q ∩ Br0 → Q1. For any (x, y) ∈ Q, by Lemmas 2.4
and 2.5, we have
f2
(
x(s), y(s)
)
 f2
(
x(η2)
τ
η2
, y(η2)
τ
η2
)
 f2
(
x(η2)
τ
2η2
, y(η2)
τ
η2
)
, s ∈ [τ, η2],
and
f2
(
x(s), y(s)
)
 f
(
1
η2
x(η2), y(η2)
)
, s ∈ [η2,1].
Then, in a similar way as in the proof of Lemma 2.8, we can show that T2 :Br0 ∩ Q → Q2 is
completely continuous. For each 0 < λ,μ < 1, let us define the operator T¯λμ :Br0 ∩ Q → Q
by
T¯λμ(x, y) =
(
λT1(x, y),μT2(x, y)
)
, ∀(x, y) ∈ Br0 ∩ Q.
Let ρ¯1 be a positive number such that ρ¯1  r0√2L , where
L = max
{
sup
(x,y)∈Q∩Br
∥∥T1(x, y)∥∥, sup
(x,y)∈Q∩Br
∥∥T2(x, y)∥∥}.
0 0
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√
λ20 + μ20 < ρ¯1. In the same way as in the proof of (3.2), we can show
that
i
(
T¯λ0μ0,Br0 ∩ Q,Q
)= 1. (3.7)
Since
lim
(x,y)→(0,0)
f1(x, y)
x + y = lim(x,y)→(0,0)
f2(x, y)
x + y = ∞,
then for
M >
[
min
{
min
s∈[α2η2,τ ]
e(s), μ˜
}(λ0(1 − η1)
1 − α1η1
τ∫
α2η2
sa1(s) ds
+ μ0
τ∫
α2η2
k(2)(η2, s)a
+
2 (s) ds
)]−1
,
there exists r0 > r1 > 0 such that
f1(x, y)M(x + y), f2(x, y)M(x + y), ∀(x, y) ∈ [0, r1] × [0, r1].
Let (ψ1,ψ2) ∈ Q\{θ, θ}. Now we shall show that
(x, y) 	= T¯λ0μ0(x, y) + γ (ψ1,ψ2), (x, y) ∈ ∂Br1 ∩ Q, γ  0. (3.8)
In fact, if not, then there exist (x0, y0) ∈ ∂Br1 ∩ Q and γ0  0 such that
(x0, y0) = T¯λ0μ0(x0, y0) + γ0(ψ1,ψ2).
Then, we have∥∥(x0, y0)∥∥ λ0∥∥T1(x0, y0)∥∥+ μ0∥∥T2(x0, y0)∥∥
 λ0T1(x0, y0)(η1) + μ0T2(x0, y0)(η2)
 λ0
1 − α1η1
η1∫
0
(1 − η1)sa1(s)f1
(
x0(s), y0(s)
)
ds
+ μ0
τ∫
α2η2
k(2)(η2, s)a
+
2 (s)f2
(
x0(s), y0(s)
)
ds
 λ0M
1 − α1η1
τ∫
α2η2
(1 − η1)sa1(s)
(
x0(s) + y0(s)
)
ds
+ μ0M
τ∫
α2η2
k(2)(η2, s)a
+
2 (s)
(
x0(s) + y0(s)
)
ds
M min
{
min
s∈[α2η2,τ ]
e(s), μ˜
}(λ0(1 − η1)
1 − α1η1
τ∫
sa1(s) dsα2η2
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τ∫
α2η2
k(2)(η2, s)a
+
2 (s) ds
)∥∥(x0, y0)∥∥
and so
M 
[
min
{
min
s∈[α2η2,τ ]
e(s), μ˜
}(λ0(1 − η1)
1 − α1η1
τ∫
α2η2
sa1(s) ds
+ μ0
τ∫
α2η2
k(2)(η2, s)a
+
2 (s) ds
)]−1
,
which is a contradiction. Thus, (3.8) holds, and so
i
(
T¯λ0μ0,Br1 ∩ Q,Q
)= 0. (3.9)
It follows from (3.7) and (3.9),
i
(
T¯λ0μ0, (Br0\Br1) ∩ Q,Q
)= 1.
Then T¯λ0μ0 has at least one positive fixed point (x¯λ0, y¯μ0). By Lemma 2.2, the system (1.1λ0μ0)
has at least one positive solution (x¯λ0 , y¯μ0) with ‖(x¯λ0, y¯μ0)‖  r0. Let 0 < ρ2 < min{ρ1, ρ¯1}.
Then the conclusion holds. 
Remark 3.1. The assumption that a2(t) changes sign at η2, in some sense, is artificial. Therefore,
for more general a2(t), it is a problem that needs to be studied.
Remark 3.2. In recent years, some authors have considered the existence of positive radial so-
lutions of elliptic systems, see [4,5]. Consider the existence and multiplicity of positive radial
solutions of elliptic system in an annulus R1  |x|R2 in RN , N  2,⎧⎪⎪⎨⎪⎪⎩
u + λa1(|x|)f1(u, v) = 0,
v + μa2(|x|)f2(u, v) = 0,
u(R1) = v(R1) = 0,
u(R2) − α1u(R0) = 0 = v(R2) − α2v(R0),
(3.10λμ)
where R1 < R0 < R2, α1, α2 ∈ (0,1). Applying consecutive change of variables, r = |x|, s =
− ∫ R2
r
t1−Nds, and t = m−s
m
with m = − ∫ R2
R1
t1−Ndt , we can transform the system (3.10λμ) into
the system of second order differential equations of the form of (1.1λμ). Then we can use the
results about the system (1.1λμ) to study the existence and multiplicity of positive radial solutions
of elliptic system (3.10λμ). As a result it is of interest to study the existence and multiplicity of
positive solutions of the system (1.1λμ).
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