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Abstract
Superconductivity is a macroscopic quantum phenomenon, in the sense that a
macroscopic number of electrons form a pair condensate, that occupies a single
ground state. The electrons in this state are phase-coherent, breaking global
U(1)-symmetry, and spatial variations of the phase imply superflows that usually
cost kinetic energy, resulting in a uniform and rigid phase. It would therefore
be surprising if a more ordered state with a non-uniform phase existed. This
thesis proposes that such a ground state can occur in the absence of external
perturbations, deep inside the superconducting state, where a periodic pattern
is spontaneously imprinted on the superconducting phase, breaking continuous
translational invariance. The resulting phase gradients break time-reversal sym-
metry, manifested through finite superflows and equilibrium charge currents with
peculiar patterns. In analogy to crystallization in solids, the new order parameter
is defined as a finite Fourier amplitude at the wavevector corresponding to the
phase-periodicity. This ground state is hence referred to as a phase crystal.
The thesis employs the quasiclassical theory of superconductivity, combined
with a non-local Ginzburg-Landau theory, to derive the inhomogeneous superfluid
density tensor and the conditions under which phase crystallization can occur. It
is shown how the phase can be realized at certain interfaces of unconventional su-
perconductors, and in conventional superconductor-ferromagnet structures. The
instability phase diagram is obtained, and the transition classified as second-order,
surviving moderately strong external fields. The phase is tied to critical points
in the superflow field, satisfying a generalized Poincaré-Hopf theorem. Geometric
perturbations and disorder are studied, and characteristic signatures identified, in
an attempt to aid experimental efforts in potential realization of the phase.
In conclusion, the model based on the non-local superfluid tensor provides a
unified approach to studying surface phenomena, e.g. topological states and in-
homogeneous superconductivity, and is used to both verify and explain several
previous numerical observations. The model directly highlights the role of non-
local correlations and phase variations as drivers in phase transitions, motivating
a search for new non-local phenomena in various condensed matter systems.
iii
Keywords: unconventional superconductivity, mesoscopic thin-films, quasiclas-
sical theory, Andreev states, phase crystals, spontaneous symmetry breaking, pat-
tern formation, non-local Ginzburg-Landau theory
iv
Acknowledgements
I would not be where I am today, if it was not for all the wonderful people I met
over the years. You are far too many to mention, but know that I am grateful for
your presence in my life.
When I started my PhD, I knew close to nothing about condensed matter
physics, let alone superconductivity. My supervisors, Tomas Löfwander and
Mikael Fogelström, were brave indeed to take me under their wings. A great
deal of patience and time has been sacrificed on their side, during countless hours
of discussions and collaboration. What I know about superconductivity today,
I owe mostly to their supervision. They have also taught me invaluable lessons
about scientific research, especially to keep my feet on the ground and my mind on
the task at hand, and how to become more independent as a researcher. Together
with the other members at Applied Quantum Physics Laboratory at Chalmers,
they have created an environment in which to thrive and grow as a researcher.
I thank all the members of this group, present and past, for all the years spent
together. Thank you for all the Swedish Fika and the many thought-provoking
discussions. It has been quite a journey, perhaps not so much spatially, but cer-
tainly mentally. I would like to especially thank Mikael Håkansson for sharing
his computational framework and helping me out during the start of my PhD.
He and many others have helped me to better grasp superconductivity, includ-
ing Niclas Wall Wennerdal, Oleksii Shevtsov, Daniel Persson, Kevin Marc Seja,
Vitaly Shumeiko, Dag Winkler, Per Delsing, Alexei Kalaboukhov, Henrik Johan-
nesson, James Sauls, William Halperin, Joshua Wiman and Matthias Eschrig. I
also thank Matthias for being the discussion leader during my Licentiate defense.
I thank Raffaella Negretti, Maciej Misiorny and Jens Schulenborg for continued
assistance.
I spent a significant portion my PhD in the US, and in particular in Bozeman,
Montana. I want to thank all the friendly people I met there for their warm re-
ception, the fun activities, and for organizing all the seminars. I thank Anthony
van Eysden for hosting me, and for all the great times spent together. Anthony
has a brilliant mind, and it was a pleasure to discuss everything from neutron-star
superfluidity to the history of the Roman empire, especially over American-sized
brunch. Thank you for finally bringing the “crazy Swede and Russian” to hike up
v
the M-trail during a blizzard. On a similar note, I am deeply grateful to Charles
and Carol Kankelborg for their warm hospitality, for opening their home to me
during my second visit to Bozeman, and for showing me what Super Bowl is all
about (the commercials, of course). Many great discussions were shared on astron-
omy and rocket science, tricky integrals, and philosophy. Although not an official
supervisor, Anton Vorontsov has sure filled the role as one. Our collaboration has
been both fruitful and exciting. I am grateful for his invitation to Montana State
University in Bozeman. Besides research, Anton took me on several adventures,
some of which were very enjoyable, and others that were... interesting. The trip
with Takeshi Mizushima to Santa Monica Beach definitely belongs to the former
category, while the various trips in Montana were a good mix of the two. My
idea of skiing a steep mountain has always been downhill on alpine skis. Antons
idea is completely different however: uphill on cross-country skis. I now know
that this is a terrific workout, especially on unwaxed skis. Unfortunately, our first
attempt to reach Yellowstone Park did not succeed. Severe weather conditions
had covered the entire interstate in black ice. After driving 10 mph for a few
hours, without proper winter tires, we were caught in a blizzard white-out. When
your driver tells you, with a Russian accent, that “this is completely dangerous”,
you know you are in trouble. Luckily, we were successful on our second attempt,
and I had made sure to bring properly waxed skis. The icy terrain made the
ascents much easier this time around, and on our narrow path next to a ravine,
we had many close encounters with the friendly locals - the buffalo bison. The
problem with ascending a mountain on cross-country skis, however, is that you
also have to descend a mountain on cross-country skis. For the unfamiliar, this is
a truly terrifying experience, as you have little to no control of speed or direction.
Having no chance to break or slow down on the ice, the descent turned into an
adrenaline-fueled slalom between upset buffalo bison and the ravine, that I will
never forget. After all the cross-country skiing with Anton, I am most grateful to
Anne, Bennett, Carla and Jennifer for taking me alpine skiing in Bridger Bowl.
Between the trips to Bozeman and the APS conferences, I was also fortunate
enough to visit Northwestern University, and the groups of James Sauls and
William Halperin. The sheer amount of knowledge on superconductivity shared
by this iconic duo is astounding, and having the opportunity to discuss and learn
from them was both inspiring and motivating. I am thankful to their students
for making my stay most enjoyable, and for their patience during hours of ques-
tions about their research. I thank William Halperin for inviting me to their
group party at his home, and for teaching me how to make ice cream with liquid
nitrogen.
A great part of my life has been spent at Chalmers University of Technology.
There really is such a thing as the “Chalmers spirit”, and I am glad to have
been a part of it. The subatomic physics group at Chalmers opened the door to
academic research for me many years ago, by giving me the courage to pursue
vi
higher education and my own research. There, Christian Forssen showed me how
I could combine physics with my interest in computer science, by throwing me
into the world of high-performance computing. I have met few people who are as
pedagogical as Christian. Thank you for being an outstanding mentor. I want to
thank my collaborator at the time, Olof Ahlén, for encouraging me to do a summer
internship at CERN, which led to one of the best times of my life. There, I met
amazing and inspiring people from all over the world, who completely changed
the course of my life. I thank Thomas Nilsson, who not only helped send me to
CERN, but also to Institut Laue Langevin in Grenoble for my masters thesis work.
There I met the eccentric Ulli Köster, who is one of a kind, to say the least. Our
experiments were literally a blast. Thank you for giving me free reigns to do my
own research, and “thank you” for the mountain climbing adventure in the alps. I
am terribly afraid of heights, and promised myself I would never climb again after
that experience. Now I do it every second day. I also got excellent supervision
from the Chalmers side, by Andreas Heinz, Håkan Johansson and Thomas Nilsson.
You have all been defining in my early development as a scientist, and you are
all to thank for my pursuit of a PhD. Thank you Andreas for teaching me that
“science is never done”, otherwise you would probably still receive updated drafts
of my Masters thesis. Before embarking on my PhD, I was fortunate to be able
to take a detour to the Max-Planck Institute in Greifswald thanks to Tünde
Fulöp. There, I had the excellent supervisors Gabriel Plunck and Per Helander,
who shared their pure joy for theory and pen-and-paper calculations, steering me
away from experiments to theoretical physics. I am grateful to everyone I met in
Greifswald for making such a small town so full of friendship and activities.
Finally, my deepest gratitude goes to my friends, my family, and to Laura.
Thank you all for patiently standing by my side while I pursue my dreams. If it
was not for your continued support, I would never have made it as far as I did.
vii

List of publications
This thesis presents an introduction, summary and extension to the following
appended papers:
[I] P. Holmvall, M. Fogelström, T. Löfwander, and A. B. Vorontsov, “Phase
Crystals”, arXiv:1906.04793 (2019), submitted to Phys. Rev. X.
[II] P. Holmvall, A. Vorontsov, M. Fogelström, and T. Löfwander, “Broken
translational symmetry at edges of high-temperature superconductors”,
Nat. Commun. 9, 2190 (2018).
[III] P. Holmvall, A. B. Vorontsov, M. Fogelström, and T. Löfwander, “Sponta-
neous symmetry breaking at surfaces of d-wave superconductors: Influence
of geometry and surface ruggedness”, Phys. Rev. B 99, 184511 (2019).
[IV] P. Holmvall, T. Löfwander, and M. Fogelström, “Spontaneous generation
of fractional vortex-antivortex pairs at single edges of high-Tc supercon-
ductors”, J. Phys.: Conf. Ser. 969, 012037 (2018).
These publications are always referred to as paper I, II, III and IV, according
to the labeling in the list above. Please note that the paper numbering does not
correspond to chronological order of publication, but rather in order of relevance
to the story of the thesis.
ix
Specification of my contributions to
the appended papers
I The initial idea of an analytic approach to the phase crystal phenomenon
was hatched during discussions with my supervisors. Later, during a visit
from Anton Vorontsov, a first model and approach emerged during numerous
discussions between all of the authors. These calculations, along with the
numerics, were later carried out in tandem between Anton Vorontsov and
myself. The analytics that ended up in the paper is mainly based on Antons
calculations and notation, while the numeric results and figures are mainly
based on mine. The manuscript was assembled by Anton Vorontsov, with
substantial input from all the authors.
II My collaborators came up with the main idea behind this study. My con-
tribution was to build upon this idea, carrying out the numerics, producing
the figures, and writing the first draft of the manuscript. The analytic cal-
culations were carried out together with Anton Vorontsov.
III My contribution consisted of coming up with the main ideas for this study,
carrying out the numerical calculations, producing the figures, writing the
first draft of the manuscript, and doing parts of the analytic calculations.
IV My collaborators came up with the initial idea behind this study, while my
contribution consisted of carrying out the numerical calculations, producing
the figures, and writing the first draft of the manuscript.
x
List of figures
1.1 Momentum-space representation of pairing symmetry . . . . . . . . . 6
2.1 Coherence functions at an order-parameter described by a step function 19
2.2 Surface scattering model . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.1 Bulk s-wave response to homogeneous superflow . . . . . . . . . . . . 31
3.2 Bulk d-wave response to homogeneous superflow . . . . . . . . . . . . 33
4.1 Interfaces with pairbreaking scattering and surface Andreev bound states 37
4.2 Surface density of states and zero-energy states . . . . . . . . . . . . . 40
5.1 Non-local superflow correlations . . . . . . . . . . . . . . . . . . . . . 50
5.2 Relation between polar to cartesian Fermi-surface coordinates . . . . 55
6.1 Inhomogeneous and periodic superflow . . . . . . . . . . . . . . . . . 64
6.2 Spatial profile of χ in the inhomogeneous ground state . . . . . . . . . 67
F.1 Connection of observation and source points at a specular interface . 140
G.1 Diagonal components of the inhomogeneous superfluid density tensor
in cartesian coordinates . . . . . . . . . . . . . . . . . . . . . . . . 146
G.2 Off-diagonal components of the inhomogeneous superfluid density ten-
sor in cartesian coordinates . . . . . . . . . . . . . . . . . . . . . . 147
G.3 Contour plot of the diagonal components of the inhomogeneous super-
fluid density tensor in cartesian coordinates . . . . . . . . . . . . . 148
G.4 Contour plot of the off-diagonal components of the inhomogeneous su-
perfluid density tensor in cartesian coordinates . . . . . . . . . . . 149
G.5 Mixed Fourier-representation of the inhomogeneous superfluid density
tensor at T = 0.1Tc . . . . . . . . . . . . . . . . . . . . . . . . . . 150
G.6 Mixed Fourier-representation of the inhomogeneous superfluid density
tensor at T = 0.15Tc . . . . . . . . . . . . . . . . . . . . . . . . . . 151
G.7 Mixed Fourier-representation of the inhomogeneous superfluid density
tensor at T = 0.2Tc . . . . . . . . . . . . . . . . . . . . . . . . . . 152
G.8 Relative coordinate dependence of the inhomogeneous superfluid den-
sity tensor in a mixed representation at T = 0.1Tc . . . . . . . . . 153
G.9 Relative coordinate dependence of the inhomogeneous superfluid den-
sity tensor in a mixed representation at T = 0.15Tc . . . . . . . . . 154
G.10Relative coordinate dependence of the inhomogeneous superfluid den-
sity tensor in a mixed representation at T = 0.2Tc . . . . . . . . . 155

Nomenclature
ABS Andreev bound states
BCS Bardeen-Cooper-Schrieffer
DOS Density of states
FS Fermi surface
FFLO Fulde-Ferrell-Larkin-Ovchinnikov state
GS Ground state
LDOS Local density of states
MED Magnetic energy density
MGS Midgap states
MS Metastable state
N Normal state
OP Order parameter
S Superconducting state
SC Superconductor
Symbols
∆ Superconducting order parameter
η Pairing-symmetry basis-function of the order parameter
z Complex energy
zp Complex energy shifted by superflow zp ≡ z − vF · ps
zM Matsubara energy zM = iεn
zR Retarded energy zR = ε+ i0+
εn Matsubara energy εn = pikBT (2n+ 1)
ps Superfluid momentum; superflow
F Fermi energy
pF Fermi momentum
vF Fermi velocity on the Fermi surface at momentum pF
θF Angle relative to Fermi momentum direction
K Inhomogeneous superfluid density tensor
ρ Homogeneous bulk density tensor
ρ Homogeneous bulk density tensor at zero temperature
f Pair propagator
g Quasiparticle propagator
γ Coherence function, Riccati amplitude
Tc Superconducting transition temperature
ξ0 Zero-temperature coherence length
κ0 Zero-temperature Ginzburg-Landau parameter
λ Superconducting coupling constant
λL London penetration depth
λ0 Zero-temperature London penetration depth
h Planck constant
e Elementary charge (e = −|e|)
c Speed of light
~ Reduced Planck constant
kB Boltzmann constant
N DOS
NF Normal-state DOS at the Fermi surface
δΩ Free-energy difference between normal and superconducting states
j Total current density
H Magnetic field
B Magnetic flux density
Bext External magnetic flux density applied to the system
Bind Magnetic flux density induced by currents in the system
A Magnetic vector potential
Φ0 Magnetic flux quantum

Contents
Abstract iii
Acknowledgements v
List of publications ix
List of figures xi
Nomenclature xiii
Contents xvii
1 Introduction 1
1.1 Phase transitions and order parameters: pattern formation in con-
densed matter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Conventional superconductivity . . . . . . . . . . . . . . . . . . . 4
1.3 Unconventional superconductivity . . . . . . . . . . . . . . . . . . 6
1.4 Research topic and scope of the thesis . . . . . . . . . . . . . . . . 8
1.5 Outline of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2 The quasiclassical theory of superconductivity 11
2.1 The quasiclassical approximation and the Eilenberger equation . . 12
2.2 Observables and propagators . . . . . . . . . . . . . . . . . . . . . 14
2.3 The superconducting gap equation . . . . . . . . . . . . . . . . . . 16
2.4 The Riccati formalism . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4.1 Solutions to the Riccati equations: piecewise constant ∆ . . 18
2.4.2 Numeric implementation: stepping method . . . . . . . . . 19
2.4.3 Nonlocal correlations and the coherence length . . . . . . . 20
2.5 Quasiclassical boundary conditions . . . . . . . . . . . . . . . . . . 21
2.6 Density of states and spectral current . . . . . . . . . . . . . . . . 23
2.7 Total current density . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.8 Thermodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.8.1 Luttinger-Ward free energy . . . . . . . . . . . . . . . . . . 25
2.8.2 Eilenberger free energy . . . . . . . . . . . . . . . . . . . . . 25
2.8.3 Entropy and heat capacity . . . . . . . . . . . . . . . . . . . 26
3 Bulk superconductivity with superflow: local response 27
xvii
3.1 Bulk propagators and coherence functions . . . . . . . . . . . . . . 28
3.2 Conventional s-wave superconductors . . . . . . . . . . . . . . . . 29
3.3 Unconventional d-wave superconductors . . . . . . . . . . . . . . . 32
3.4 Chapter summary: favorable kinetic energy? . . . . . . . . . . . . 34
4 Andreev bound states at interfaces 35
4.1 Andreev reflection and pairbreaking at interfaces . . . . . . . . . . 36
4.2 Surface propagators and coherence functions . . . . . . . . . . . . 38
4.3 Density of states: zero-energy states and Tomasch-oscillations . . . 39
4.4 Surface energetics . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.4.1 Energy balancing . . . . . . . . . . . . . . . . . . . . . . . . 42
4.5 Mechanisms for shifting zero-energy states . . . . . . . . . . . . . . 43
4.6 Chapter summary: spontaneous superflow? . . . . . . . . . . . . . 45
5 Inhomogeneous superflow: non-local linear response 47
5.1 Linear response Riccati equations . . . . . . . . . . . . . . . . . . 48
5.2 Symmetrization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.3 Correlators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.4 Current response . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.5 Cartesian coordinate transformation . . . . . . . . . . . . . . . . . 54
5.6 Non-local superfluid density tensor . . . . . . . . . . . . . . . . . . 56
5.7 Chapter summary: mechanism for spontaneous superflow? . . . . . 58
6 Phase crystallization 59
6.1 Phase crystallization due to non-locality . . . . . . . . . . . . . . . 60
6.1.1 Non-local Ginzburg-Landau theory . . . . . . . . . . . . . . 60
6.1.2 Spontaneous pattern formation . . . . . . . . . . . . . . . . 62
6.1.3 Phase crystals . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.2 Surface phase crystals due to Andreev states . . . . . . . . . . . . 66
6.2.1 Momentum-space representation: optimal form of χ(R) . . . 66
6.2.2 Mixed representation: transition from variational analysis . 68
6.3 Instability analysis: what sets T ∗ and qx? . . . . . . . . . . . . . . 69
6.4 Chapter summary: outlook . . . . . . . . . . . . . . . . . . . . . . 71
7 Overview of the appended papers 73
7.1 Paper I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
7.2 Paper II . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
7.3 Paper III . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
7.4 Paper IV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
8 Conclusions 77
8.1 Open questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
Appendices 81
xviii
A Gauge transformations 83
B The Riccati formalism 85
B.1 Projectors and coherence functions . . . . . . . . . . . . . . . . . . 85
B.2 Scalar spin-singlet Green functions . . . . . . . . . . . . . . . . . . 88
B.3 Derivation of Riccati equations . . . . . . . . . . . . . . . . . . . . 89
B.4 Analytic solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
B.4.1 Bulk order parameter . . . . . . . . . . . . . . . . . . . . . 93
B.4.2 Step function order parameter . . . . . . . . . . . . . . . . . 93
C Technical details: quasiclassics 97
C.1 Eliminating the coupling constant and energy cutoff . . . . . . . . 97
C.2 Luttinger-Ward trace . . . . . . . . . . . . . . . . . . . . . . . . . 99
C.3 Entropy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
C.4 Heat capacity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
D Technical details: bulk calculations 103
D.1 Regularized gap equation . . . . . . . . . . . . . . . . . . . . . . . 103
D.2 Low-temperature gap . . . . . . . . . . . . . . . . . . . . . . . . . 104
D.3 s-wave gap suppression by superflow: zero temperature . . . . . . 105
D.4 Low-temperature energetics . . . . . . . . . . . . . . . . . . . . . . 106
D.5 Low-temperature current response . . . . . . . . . . . . . . . . . . 107
D.6 Density of states: s-wave . . . . . . . . . . . . . . . . . . . . . . . 108
D.7 Density of states: d-wave . . . . . . . . . . . . . . . . . . . . . . . 109
D.8 Entropy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
D.9 Heat Capacity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
D.9.1 Low-temperature heat capacity . . . . . . . . . . . . . . . . 111
D.9.2 Normal-superconducting phase transition . . . . . . . . . . 113
E Technical details: surface states 115
E.1 Coherence functions . . . . . . . . . . . . . . . . . . . . . . . . . . 115
E.2 Scattering term S: important boundary cases . . . . . . . . . . . . 118
E.3 Propagators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
E.3.1 Surface propagators . . . . . . . . . . . . . . . . . . . . . . 124
E.3.2 Propagators at a pairbreaking interface . . . . . . . . . . . 125
E.3.3 Propagators at a transparent S-N interface . . . . . . . . . . 125
E.4 Density of states . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
E.4.1 Subgap spectrum . . . . . . . . . . . . . . . . . . . . . . . . 126
E.4.2 Continuum spectrum . . . . . . . . . . . . . . . . . . . . . . 127
E.5 Surface energetics . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
E.5.1 Surface free energy . . . . . . . . . . . . . . . . . . . . . . . 129
E.5.2 Midgap states: energy cost . . . . . . . . . . . . . . . . . . 131
E.5.3 Doppler shift: energy gain . . . . . . . . . . . . . . . . . . . 132
xix
E.5.4 Superflow magnetic energy density . . . . . . . . . . . . . . 133
F Technical details: inhomogeneous superflow 135
F.1 Propagators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
F.2 Solutions: unsymmetrized equations . . . . . . . . . . . . . . . . . 136
F.3 Symmetrization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
F.4 Solutions: symmetrized equations . . . . . . . . . . . . . . . . . . 138
F.5 Correlators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
F.6 Local kernel: integrable singularity . . . . . . . . . . . . . . . . . . 142
F.7 Bulk superfluid density . . . . . . . . . . . . . . . . . . . . . . . . 143
G Technical details: phase crystallization 145
References 157
Appended papers 173
Paper I 175
Paper II 191
Paper II: Supplementary Information 205
Paper III 219
Paper IV 231
xx
1 Introduction
Nanoscience and nanotechnology are active areas in contemporary research, with
bold promises of new technologies and quantum devices that will revolutionize the
world as it is know [1–4]. Superconducting devices have proven to be indispens-
able tools in this line of research, due to the versatile and distinguished properties
of superconductivity. Such superconducting devices often come in the form of
thin-film hybrid structures or circuit elements that operate in the mesoscopic
regime [5–8], referring to the intermediate realm between the macroscopic regime
of bulk materials, and the microscopic quantum regime. Since the properties of
superconductivity typically vary over the mesoscopic scale, finite-size and surface
effects can cause pronounced inhomogeneities, especially in unconventional super-
conductors, leading to phenomena not present in bulk systems [9]. However, the
basic understanding of many of these phenomena is far from complete. This is a
topic of modern research, and the goal of this thesis is to study such properties.
Of particular interest are systems which create an unfavorable environment for
the superconducting order, due to boundary conditions and competing orders,
where spontaneous symmetry breaking can counteract these unfavorable effects.
The thesis and the appended papers use numeric simulations based on the qua-
siclassical theory of superconductivity to study these effects. To interpret these
simulations and make new predictions, an analytic model is developed which com-
bines quasiclassics with a non-local and inhomogeneous Ginzburg-Landau theory.
This chapter gives a very brief introduction to these concepts, with some in-
depth explanations in the following chapters. For a more thorough introduction,
see the Licentiate thesis (half-way thesis), from here on referred to as Lic. Th. [10],
as well as standard literature on condensed matter physics [11–13], superconduc-
tivity [14–17], and the references in the introductions of the appended papers.
Furthermore, it is noted that Lic. Th. [10] is completely devoted to the numeric
simulations, while this PhD thesis focuses more on the analytic approach. At the
end of this chapter, the research topic and scope of the PhD thesis are stated,
with a detailed outline of the chapters and appendices to follow.
1
2 Chapter 1. Introduction
1.1 Phase transitions and order parameters: pattern
formation in condensed matter
Structure and pattern formation is a ubiquitous phenomenon in nature, rang-
ing from the realization of solids with both periodic and quasi-periodic crystal
structures [18–21], stunning decorations in liquid crystals [22, 23], the growth and
organization of cells and bacteria [24–28], microscopic patterns and structural col-
oration in plants and animals [29–33], to the assembly of topological defects in
superconductors [34–36]. Although these phenomena span widely different fields
and origins, with varying degrees of complexity, they all follow the same funda-
mental principles of energy minimization, phase transitions and ordering.
In physics, such principles are typically described in terms of Landau’s the-
ory of phase transitions [37], where the transition into a phase which lowers the
entropy, and hence corresponds to a more ordered state (possibly with a lower
symmetry), might be quantified by an order parameter Ψ. For example, in a
typical liquid-solid transition, the system goes from being translationally invari-
ant to being periodically ordered with the appearance of a crystalline lattice [18].
The more ordered solid state hence breaks continuous translational symmetry,
and the order parameter may be defined as the finite Fourier amplitude corre-
sponding to the periodicity [18–20]. The appropriate classification of the order
parameter varies between different phases, systems and fields. In liquid crystals
and biological systems, for example, the order parameter is typically defined as
a unit vector nˆ corresponding to the local average orientation of the molecules
that constitute these systems [22], and transitions might occur between phases
with different preferred molecular orientations and patterns [23]. The preferred
phase is the one that minimizes the energy of the system, and typically depends
on the relevant interactions, parameters (e.g. temperature), and externally ap-
plied perturbations. In Ginzburg-Landau theory [38, 39], this is quantified in the
form of a free-energy functional, given as an expansion in the order parameter
close to the phase transition, with phenomenological coefficients and terms that
depend on the parameters, interactions and perturbations. Symmetry arguments
are typically invoked to determine which expansion terms are possible. Consider
an example with a scalar order parameter Ψ(R, T ) depending on temperature T
and position R, which in the absence of external perturbations have the following
expansions
f = α|Ψ|2 + β2 |Ψ|
4 +K |∇RΨ|2 , (1.1)
F = 12
∫
dRf(R), (1.2)
where f is the free-energy density, F the total energy, and ∫ dR ≡ V is the
volume of the system. With phenomenological coefficients β > 0, α(T > Tc) > 0
3and α(T ≤ Tc) ≤ 0, there is an instability below a transition temperature Tc
where the energy turns negative for a finite order parameter |Ψ(T ≤ Tc)| ≥ 0
with |Ψ(T > Tc)| = 0. Here, K > 0 implies that spatial variations cost energy,
favoring a homogeneous ground state. For bulk systems, this is often the case, as
will be seen in the next section on superconductivity. It is also commonly the case
in nematic liquid crystals, where the free energy is explicitly defined as a positive
distortion energy caused by a deviation from a uniform liquid crystal, with terms
different than the ones in Eq. (1.1) corresponding to the possible deformation
modes [22, 40]. However, a sign change K < 0 would signal an instability towards
inhomogeneities and pattern formation. This might happen when the system
exhibits an unfavorable environment that suppresses the order and increases the
energy, either induced by externally applied perturbations, or spontaneously due
to boundary conditions and competing orders. The gradient terms and resulting
order-parameter inhomogeneities might then act as a mechanism to counteract
the unfavorable effects, lowering the free energy again due to K < 0 [41–45]. It is
noted that the inverse might also occur, where an already inhomogeneous order
causes instead a perturbation in the environment [30, 46]. Many of the pattern
formations mentioned in the beginning of the section are related to such scenarios.
The case of superconductors will now be discussed briefly, where interestingly,
gradients in the order parameter directly imply (super)currents and magnetic
fields.
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1.2 Conventional superconductivity
In conventional superconductors, a phonon-mediated net attractive interaction
between conduction electrons leads to an instability in normal metals, where a
macroscopic number of electrons pair up and condense into a coherent state,
described by a wave function ψ [47–50]. This wave function can be chosen1 as the
(complex-valued) order parameter ∆ = ψ
∆ = |∆|eiχ, (1.3)
where |∆| corresponds to the pair density and a temperature-dependent gap in
the electronic excitation spectrum (studied further in Ch. 3), and with a co-
herent phase χ (hence spontaneously breaking U(1) gauge symmetry). This
phase-coherence is mediated over the coherence length, typically defined as ξ =
~vF/∆(T ), where vF is the Fermi velocity on the Fermi surface. The pairing is
symmetric in momentum space, and commonly referred to as s-wave pairing. The
superconducting state exhibits perfect DC conductivity and perfect diamagnetism
(the Meissner effect) [51], where the former implies that the superconducting con-
densate acts as a superfluid with zero resistance. Furthermore, the number of
electrons participating in the condensation is typically on the order of Avogadro’s
number. Since the particle number and phase are canonically conjugate variables
fulfilling Heisenberg’s uncertainty relation, fixing the phase, implies an uncer-
tainty in the number of particles. In bulk systems, however, this uncertainty is
typically small compared to the total number of particles, and allows for a quite
precise specification of the particle number and phase simultaneously. Hence, the
superconducting state truly signifies a macroscopic quantum phenomenon. Still,
spatial variations of the phase ∇χ(R) 6= 0 give rise to fluctuations in the par-
ticle number, and consequently a superflow ps (i.e. the superfluid momentum
ps = mvs), as seen from the gauge-invariant definition
ps(R) =
~
2∇χ(R)−
e
c
A(R), (1.4)
where A is the electromagnetic gauge field.
In the absence of external perturbations, the lowest-order Ginzburg-Landau
energy might be written [38, 39]
f = α|∆|2 + 12β|∆|
4 +K∇ |∆|2 +K|∆|2 |∇χ|2 , (1.5)
whereK is the superfluid density, and the gradient termK|∆|2 |∇χ|2 is the kinetic
energy of the superfluid. Here, K > 0 ensures a homogeneous ground state with
1 The superconducting order-parameter will later on be defined as a mean-field expectation
value of the pair propagator.
5a rigid phase (χ = const) and thus no spontaneous superflow. In the presence of
external fields, additional terms are added to Eq. (1.5), and inhomogeneous ground
states are known to exist for fields applied perpendicularly to the superconductor
(coupling to the orbital part of the pairs) i.e. the Abrikosov-vortex state [16,
34, 36], parallel to the superconductor (coupling to the spins of the pairs) e.g.
the Fulde-Ferrell-Larkin-Ovchinnikov states [52, 53], and a combination of the
two [35]. In the absence of external fields, χ = const and K > 0 are often
assumed a priori. For a proper treatment, however, K should be derived from
the underlying microscopic theory to decide whether superflow is unfavorable or
not. A main result of this thesis is the derivation of the superfluid density in an
inhomogeneous environment, where it takes the form of a tensor Kij(R,R′) that
correlates different spatial coordinates due to the non-locality introduced by the
superconducting coherence length. Equation (1.5) is then modified to
Fsf =
1
2
∫ ∫
dRdR′ [∇χ(R)]iKij(R,R′) [∇χ(R′)]j . (1.6)
This is done using the quasiclassical theory of superconductivity, introduced in
Ch. 2. As mentioned in Sec. 1.1, it is well-known from a number of other fields,
particularly condensed matter physics, how boundary conditions or competing
orders can create an environment where the order is suppressed, and a sign-change
K < 0 can occur to counteract these unfavorable effects. In superconductors,
a suppression of the order parameter can for example occur due to scattering
that breaks the superconducting pairs. In particular, this thesis studies certain
interfaces of unconventional superconductors, where pairbreaking scattering leads
to a spectral weight of quasiparticle states below the superconducting gap, known
as Andreev bound states, and how this can fulfill K < 0. This scenario will now
be briefly explained.
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1.3 Unconventional superconductivity
While the mechanism responsible for conventional superconductors is known and
well-described by the BCS theory [49, 50], the mechanism in unconventional su-
perconductors is still unknown and a topic of intense research. Per definition, su-
perconductors that break additional symmetries to U(1) symmetry are known as
unconventional superconductors. As an example of unconventional superconduc-
tors, and of particular interest for this work, are the cuprates with superconducting
copper-dioxide (CuO2) planes. Superconductivity is typically suppressed between
these planes. Conventional superconductors have an isotropic s-wave pairing sym-
metry in momentum space ∆(R,pF) = |∆(R)|eiχ(R), while the cuprates exhibits
e.g. an anisotropic dx2−y2-wave pairing symmetry (from here on just written d-
wave) with ∆(R,pF) = |∆(R)|eiχ(R)η(θF) [54–56]. Here, pF is the Fermi momen-
tum, θF its angle relative to the crystal aˆ-axis, and η the basis function defining
the pairing symmetry. In 2D, the latter is often represented in Cartesian and
polar form as
ηd = pˆ2x − pˆ2y =
√
2 cos(2θF), (1.7)
respectively. This implies that the d-wave order parameter has point nodes at
which it is suppressed, as well as lobes of different signs, see Fig. 1.1. Note that
for a strong suppression between the superconducting CuO2 planes, a cylindri-
cal symmetry is often assumed, implying instead line nodes. The anisotropy in
Eq. (1.7) effectively enables scattering processes that couple order parameters of
different signs. Consider a specular [110] interface (an interface aligned with the
d-wave nodes), as illustrated in Fig. 1.1 (b). An incoming and an outgoing scat-
tering trajectory couples a positive and a negative lobe, inducing a sign change in
the order parameter. This leads to resonant Andreev reflection (referring to mul-
tiple retro-reflections where a particle is converted into a hole or vice versa) [57,
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Figure 1.1: Momentum-space representation of the order-parameter pairing-
symmetry for (a) a conventional s-wave superconductor, and (b) an unconventional
d-wave superconductor. Panel (b) shows the specular scattering between incoming and
outgoing states with momenta p′ and p, as well as resonant Andreev-reflection.
758], consequently inducing pairbreaking and a suppression of the order parameter
on the coherence-length scale. The broken pairs are known as Andreev bound
states, and for the sign-changing scattering, have a considerable spectral weight
at zero-energy, i.e. at the Fermi surface [59–63]. These states come at a significant
energy cost, since favorable condensation energy is lost in the pairbreaking (all
of these properties are studied further in Ch. 4, where other situations leading to
Andreev Bound states are briefly discussed).
Furthermore, while the conventional superconductors have a density of states
which is fully gapped, the d-wave anisotropy gives rise to subgap quasiparticle
states, with a linear density of states close to zero energy (studied in Ch. 3). This
leads to modified thermodynamic and electrodynamic properties. In particular,
while the superconducting condensate has a diamagnetic response to external
fields (and superflow), the quasiparticle states have a paramagnetic response [64],
where the latter reduces the kinetic energy. In the presence of a considerable
weight of Andreev bound states, this ultimately leads to a negative kinetic energy
(Ch. 4), favoring spontaneous superflow. The thesis derives a response theory
where the superfluid kernel Kij is obtained. This is used in the Ginzburg-Landau
energy in Eq. (1.6) to derive the instability to spontaneous phase gradients and
superflow announced in Sec. 1.2. Note that similar instabilities, e.g. with spon-
taneous superflow and currents that break time-reversal symmetry, have been
proposed previously in the literature [65–67] (as discussed in Sec. 4.5). What is
shown in this thesis, however, is that by minimizing the energy with respect to
the shape of the superflow, it is favorable to also break continuous translational
symmetry, in a ground state where χ oscillates in space, generating superflow and
a current response with peculiar patterns. The conditions for this to occur are de-
rived quite generally, and shown to be satisfied e.g. at the d-wave [110]-interfaces.
The research topic and scope of the thesis will now be presented.
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1.4 Research topic and scope of the thesis
The overarching goal of the PhD project has been to study unconventional su-
perconductivity, with an emphasis on thin films and mesoscopic grains. These
systems might give rise to inhomogeneities that are unfavorable for the super-
conducting order, and caused for example by competing orders or boundary con-
ditions. Of particular interest are Andreev bound states, arising at e.g. [110]-
interfaces of d-wave superconductors. The main topic of the appended papers
is to study how such environments can trigger spontaneous symmetry breaking,
especially of continuous translational symmetry and time-reversal symmetry, as
a means to heal a suppressed superconducting order. To study these systems
and phenomena, two approaches are utilized. The first approach is based on a
computational framework that implements the quasiclassical theory of supercon-
ductivity numerically, developed by Mikael Håkansson [68]. This framework was
used extensively in papers II-IV. As mentioned in the beginning of the chapter,
the numerics were mainly covered in Lic. Th. [10], while the PhD thesis focuses
more on the second approach, the topic of paper I. This second approach is to
develop a non-local response model based on Ginzburg-Landau theory, with terms
derived from quasiclassics. In particular, the superfluid density tensor is derived
in an inhomogeneous environment. The model provides direct analytic insight,
and highlights the role of non-local correlations, inhomogeneities, and variations
in the superconducting phase. This is used to verify and explain features of the
numeric results in papers II-IV, as well as previous numerical observations in
the literature. The model is also used to predict a class of inhomogeneous su-
perconducting ground states, where the superconducting phase rather than the
order-parameter magnitude is the main driving term.
The thesis considers clean spin-singlet superconductors in the weak-coupling
limit and in equilibrium, that can be described in 2D with a cylindrical Fermi
surface. Variations of the order parameter magnitude are typically neglected in
the analytic calculations, but taken into account in the full numeric calculations.
Interfaces are considered clean and specular. While the used scattering model is
applicable to a variety of specular interfaces, analytic calculations mainly consider
perfect reflection or transmission, with the same order parameter magnitude for
incoming and outgoing scattering. Again, the latter assumptions are relaxed in
the numerics. Effects of disorder or an extension to spin-triplet superconductivity
are briefly discussed in paper III and in Lic. Th. [10].
The contents of the thesis will now be outlined in detail.
91.5 Outline of the thesis
Chapter 2 presents the theoretical framework known as the quasiclassical theory of
superconductivity, which is the framework used to do the numerical and analytical
calculations in this thesis. Chapter 3 proceeds to apply this framework to bulk
superconductors in the presence of a homogeneous superflow (or inhomogeneous in
the local response limit). A paradigm is established where the superflow is shown
to be energetically unfavorable in a bulk system, due to a positive kinetic energy.
In the presence of quasiparticles, however, for example due to thermal excitations
or nodal structures in unconventional superconductors, the kinetic energy cost
is shown to be reduced. This raises the question whether an environment exists
where the superflow can actually be favorable.
Chapter 4 studies superconductivity at interfaces, and how these can give rise
to surface Andreev bound states. It is shown how certain interfaces enforces
an energetically unfavorable scenario, where superconducting pairs are broken
into quasiparticles at zero-energy, at the expense of condensation energy. In this
environment, a superflow is energetically favorable, as it Doppler shifts zero-energy
states back to finite energies, effectively opening a gap in the spectrum. Since the
superflow is unfavorable in the bulk, however, an inhomogeneous superflow with
a spatial decay from the interface is proposed. This is discussed in relation to
other Doppler-shifting mechanisms proposed previously in the literature.
Chapter 5 extends the surface model to account for inhomogeneous superflow, in
a non-local linear response. The theory is described in terms of real-space correla-
tors, and the inhomogeneous superfluid density tensor is derived. A mechanism for
a spontaneous and inhomogeneous superflow is highlighted. Chapter 6 introduces
a Ginzburg-Landau theory in terms of the inhomogeneous superfluid density. The
conditions under which a spontaneous superflow can arise are derived, which are
shown to be satisfied close to certain interfaces. With the microscopically derived
superfluid density, the free energy is minimized with respect to the superflow,
reproducing the same form and current response as in self-consistent numerics.
The appended papers are summarized in Ch. 7, and the thesis is concluded in
Ch 8, with an outline of open questions and potential future research.
The appendices contain a number of technical details considered too lengthy
for the main thesis. In App A, a gauge transformation is introduced which links
the superconducting phase with the electromagnetic potential, and removes the
explicit phase dependence of the order parameter in favor of an explicit super-
flow dependence in the equations of motion. In App. B, the Riccati equations
are derived, which provide an approach for solving the quasiclassical equations of
motion. These are solved analytically for both a homogeneous and a step-function
order parameter. Appendices C–G contain derivations relevant for Chs. 3–6, re-
spectively, on quasiclassics, bulk superconductivity, surface bound states, inho-
mogeneous superflow, and phase crystals.

2 The quasiclassical theory of
superconductivity
The theory of Bardeen, Cooper and Schrieffer (BCS) is often hailed as one of the
greatest theoretical achievements in condensed matter physics [49, 50]. It was the
first theory to give a proper account of the microscopic origin of superconductivity,
and could together with its extensions explain conventional superconductivity.
Although unconventional superconductors have an unknown pairing mechanism,
and are often significantly different from their conventional counterparts, the BCS
theory can still be used to give surprisingly accurate predictions of their properties.
The reason is that the BCS theory contains the most important ingredient for
superconductivity, namely a net attractive interaction between electrons leading to
a pairing. The precise nature of the attractive interaction is not crucial to describe
many of the emergent properties, and the great success of the BCS theory in its
application to even unconventional superconductors stems from the fact that the
typical energies involved in superconductivity, such as the superconducting gap,
are small in comparison to other relevant energy scales, like the Fermi energy.
This enables a separation of scales [69–72], and the application of a quasiclassical
approximation. The aim of this chapter is to introduce the quasiclassical theory of
superconductivity and the Eilenberger equation [69, 73–75], which together with
the superconducting gap equation forms the basis for the theoretical framework
used in this thesis. As outlined in the introduction, the thesis is restricted to
clean spin-singlet superconductivity in equilibrium. It is shown how to calculate
various quantities and observables within this theoretical framework. In short,
the framework is based on expressing the BCS theory in the powerful language of
many-body Green functions [76–79], in particular the mean-field Green functions
for quasiparticle- and pair-propagation. These propagators are known as the
Gor’kov Green functions, and their equation of motion as the Gor’kov equation
[80]. The quasiclassical equivalent is known as the Eilenberger equation [73, 74].
For a full derivation of the Gor’kov and Eilenberger equations, see for example
Refs. [69, 75] and references therein, or the book by Kopnin [78]. For a more
thorough treatment of BCS theory, see for example Schrieffer [81], de Gennes [15]
and Tinkham [16].
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2.1 The quasiclassical approximation and the
Eilenberger equation
Most superconducting phenomena are described by low-lying excitations close
to the Fermi surface, since the superconducting energy gap ∆ is typically much
smaller than the Fermi energy F. Consequently, the length scale which describes
spatial variations of ∆, the superconducting coherence length ξ0 ≡ ~vF/2pikBTc, is
usually much larger than the Fermi wavelength λF and the atomic scale a0. Here,
Tc is the superconducting transition temperature, and vF is the Fermi velocity
at Fermi momentum pF on the Fermi surface. The quasiclassical approximation
is thus based on separating the atomic and mesoscopic degrees of freedom, by
expanding to leading order in the small parameters, e.g. ~/pFξ0, ∆/F, kBTc/F,
see for example Refs. [69–72, 82]. This is formally done by separating the mi-
croscopic mean-field Green-functions into high and low energy parts, where the
high-energy part is either derived separately from full microscopic theories or
taken phenomenologically from experiments,
Gˆ = Gˆlow + Gˆhigh ≡ δ(ξp)gˆ + Gˆhigh. (2.1)
Here, ξp = vF (pF ) · (p − pF ) − µ is the single-particle energy at momentum p,
with vF (pF) = ∇pξp
∣∣∣
p=pF
. The “hat” symbol denotes Nambu × spin-space [83],
sometimes referred to as Nambu-Gor’kov space, which is an extended 4×4 Hilbert
space that captures both spin and particle-hole degrees-of-freedom. Integrating
Eq. (2.1) over ξp and imposing a phenomenological energy-cutoff Ωc yields the
quasiclassical Green function gˆ
gˆ(pF,R; z) =
1
a
∫ Ωc
−Ωc
dξpGˆ(p,R; z), (2.2)
where a is a normalization factor, kBTc  Ωc  F and |ξp| ≤ Ωc, i.e. considering
a thin shell around the Fermi surface. Here, R is the quasiparticle center-of-mass
coordinate, and z the complex energy (the form of which depends on the type
of propagator considered, see Sec. 2.2). Thus, Eq. (2.2) implies that the rapid
oscillations of the Green function on the atomic scale are integrated out and
replaced with the envelope, which varies on the coherence-length scale. As a con-
sequence, certain information is lost, like quantum size effects. The quasiclassical
approximation generally holds very well in conventional superconductors, where
the small parameters are on the order of 10−3, while they in the unconventional
cuprate superconductors typically are 10−2–10−1 [78]. The approximation breaks
down when superconductivity varies on a much shorter length scale than ξ0, e.g.
at interfaces. To remedy this, boundary conditions are typically derived from
microscopic theories and used as an input, see Refs. [69, 84–97] and references
therein. Quasiclassical boundary conditions are briefly discussed in Sec. 2.5.
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The equation of motion for the quasiclassical propagator gˆ is known as the
Eilenberger equation [73, 74]
i~vF ·∇Rgˆ(pF,R; z)+
[(
z + e
c
vF ·A(R)
)
τˆ3 − ∆ˆ(pF,R), gˆ(pF,R; z)
]
= 0, (2.3)
accompanied with the normalization condition [73–75, 98–100]
gˆ2(pF,R; z) = −pi21ˆ. (2.4)
Here, A is the electromagnetic gauge field, τˆ3 the third Pauli-matrix in Nambu-
spin space, and ∆ˆ the mean-field order-parameter. The Eilenberger equation is
a transport-like equation which describes quasiparticles moving along classical
trajectories defined by the Fermi velocity vF(pF). Care needs to be taken when
solving this equation, as it is unstable in certain integration directions and contains
additional unphysical solutions. These issues are avoided by using the Riccati
formalism, introduced in Sec. 2.4.
The Nambu×spin-space Green function gˆ can be written in terms of spin-space
Green functions as
gˆ(pF,R; z) =
(
g(pF,R; z) f(pF,R; z)
f˜(pF,R; z) g˜(pF,R; z)
)
, (2.5)
where the tilde operator denotes particle-hole conjugation
α˜(pF,R; z, t) = α∗(−pF,R;−z∗, t). (2.6)
Here, g and f denote single-quasiparticle and pair propagators, respectively, which
for a spin-singlet (s) system can be written with explicit spin-dependence
g(pF,R; z) = [g0(pF,R; z) + g(pF,R; z) · σ]σ0, (2.7)
g˜(pF,R; z) = σ2 [g˜0(pF,R; z)− g˜(pF,R; z) · σ]σ2, (2.8)
f(pF,R; z) = fs(pF,R; z)iσ2, (2.9)
f˜(pF,R; z) = f˜s(pF,R; z)iσ2, (2.10)
where the Pauli vector is σ ≡ σ1xˆ+σ2yˆ+σ3zˆ, with σ∗ = −σ2σσ2. The mean-field
order parameter is the off-diagonal self-energy
∆ˆ(pF,R) =
(
0 ∆(pF,R)
∆˜(pF,R) 0
)
, (2.11)
∆(pF,R) = ∆s(pF,R)iσ2, (2.12)
∆˜(pF,R) = ∆˜s(pF,R)iσ2. (2.13)
The order parameter is solved self-consistently through the superconducting gap
equation, introduced in Sec. 2.3. The next section describes how observables are
calculated in general, and introduces the various propagators that are commonly
used.
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2.2 Observables and propagators
An observable O can formally be obtained from the expression
O =
∫ Ωc
−Ωc
d
8pii
〈
Tr
[
OˆgˆK(pF,R; z, t)
]〉
θF
, (2.14)
with Fermi-surface average 〈. . .〉θF, where θF ∈ [0, 2pi] is the angle of the Fermi
momentum pF relative to the crystal a-axis. This thesis only considers 2D su-
perconductors with cylindrically symmetric Fermi surfaces, such that the average
reduces to
〈◦〉θF =
∫ 2pi
0
dθF
2pi [◦]. (2.15)
In Eq. (2.14), Ωc is a cutoff, Oˆ a diagonal matrix in Nambu-spin space, and gK the
non-equilibrium Keldysh propagator in Keldysh×Nambu× spin-space with ener-
gies zK =  on the real axis [101]. This thesis is limited to equilibrium, in which
case the time-dependence drops out and the Keldysh propagator is described in
terms of the Retarded (R) and Advanced (A) propagators
gˆK(pF,R; ) =
[
gˆR(pF,R; z)− gˆA(pF,R; z)
]
tanh β2 , (2.16)
with β ≡ 1/kBT , and real energies zR,A = + i0± with infinitesimal positive (neg-
ative) shift for R (A). The Keldysh propagator generally contains information
about the dynamics of a system, while Retarded and Advanced propagators con-
tain spectral information. The energy integral in Eq. (2.14) can be cumbersome
to deal with numerically. The Matsubara technique offers a simplified alternative
with faster convergence, and is a powerful tool to deal with equilibrium physics
at finite temperatures in quantum field theory [76–79, 102]. The technique is
based on performing a Wick rotation to imaginary times τ = it, yielding the
Matsubara Green functions gˆM which are periodic in τ and defined in the finite
time interval −~/kBT < τ < ~/kBT . Fourier transforming from time to energy,
the Matsubara propagators are only defined over a set of discrete and imaginary
energies zM = in, known as the Matsubara energies (or frequencies in natural
units), which are poles on the imaginary axis in ≡ ipikBT (2n + 1) with n ∈ Z.
The integral in Eq. (2.14) reduces to a sum over the Matsubara poles,
∑
|εn|<Ωc
gˆM(pF,R; iεn)←→
∫ Ωc
−Ωc
d
4pii
[
gˆR(pF,R; )− gˆA(pF,R; )
]
tanh β2 , (2.17)
O = 12
∑
|εn|<Ωc
〈
Tr
[
OˆgˆM(pF,R; iεn)
]〉
θF
.(2.18)
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At low temperatures T → 0, the Matsubara sum is replaced with an integral (e.g.
as in [103])
εn+1 − εn −−−→
T→0 d, (2.19)
2pikBT
Ωc∑
εn=0
−−−→
T→0
∫ Ωc
0
d. (2.20)
Note that an even faster convergence is provided by the Ozaki technique [104],
described in Sec. 3.5 of Lic. Th. [10]. The real-time Retarded (Advanced) prop-
agator is directly related to the Matsubara propagator via analytic continuation
over the positive (negative) imaginary axis. In this work, the Retarded propa-
gator is used to obtain the spectral properties, namely the density of states and
the spectral current. The Matsubara propagator is used to calculate the super-
conducting gap, the current density, the free energy, the entropy and the heat
capacity. It will be shown how these quantities are calculated in detail in the
following sections.
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2.3 The superconducting gap equation
Consider a separable spin-singlet order-parameter with a single pairing channel
∆(pF,R) = ∆(R)η(θF) = |∆(R)|eiχ(R)η(θF), (2.21)
where χ(R) is the superconducting phase, and η(θF) the basis function describing
the pairing symmetry in momentum space. This thesis mainly considers s-wave
and d-wave pairing symmetry, with the typical basis functions
ηs(θF) = 1, (2.22)
ηdx2−y2 (θF) =
√
2 cos(2θF), (2.23)
where it is reminded that θF is the angle between Fermi momentum pF and the
crystal a-axis. The gap equation gives the order parameter in terms of the pair-
propagator f
∆(R) = V kBT
〈
η∗(θF)
∑
|εn|≤Ωc
f(pF,R; z)
〉
θF
, (2.24)
with Matsubara energies z = iεn ≡ ipikBT (2n+ 1), energy cutoff Ωc, and pairing
interaction V . NF is the normal-state density of states at the Fermi surface (per
spin projection), which for the Fermi surface considered in this thesis is defined
as
NF ≡
∫ 2pi
0
dθFpF
(2pi~)2 |vF(pF)| =
m
2pi~2 , (2.25)
since pF ≡ mvF. The gap equation can be converted into a sum over only positive
Matsubara energies (following App. G of Lic. Th. [10])
∆s(R) = V kBT
〈
η∗(θF)
Ωc∑
εn>0
(
f(pF,R; iεn) + f˜∗(pF,R; iεn)
)〉
θF
. (2.26)
It is noted that the gap equation is a self-consistency equation, since the pair-
propagator depends in turn on ∆, as seen in e.g. Sec. 2.4. Furthermore, the
phenomenological cutoff Ωc and pairing interaction V can be eliminated in favor
of the transition temperature [103]. This is done in Apps. C.1 and D.1, where it
is shown that
V −1 ≡ (−NFλc)−1 = ln T
Tc
+
nc−1∑
n≥0
2
2n+ 1 , (2.27)
where nc = int (Ωc/2pikBTc − 1/2), and λc is the coupling constant.
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2.4 The Riccati formalism
The Riccati parametrization is an efficient and numerically stable method of
solving the Eilenberger equation [90, 97, 105–109], in which the quasiclassical
Green functions are rewritten in terms of the coherence functions γ(pF,R; z) and
γ˜(pF,R; z). These objects correspond to the Andreev reflection probability am-
plitudes, i.e. electron-hole conversion and hole-electron conversion, respectively.
Appendix B.3 derives the coherence functions and their relation to the Green
functions as
gˆ = −ipiNˆ
(
σ0 + γγ˜ 2γ
−2γ˜ −σ0 − γ˜γ
)
, (2.28)
where
Nˆ =
(
(σ0 − γγ˜)−1 0
0 (σ0 − γ˜γ)−1
)
, (2.29)
and σ0 is the unit matrix in spin-space. The spin-singlet coherence functions in
spin-space are written in terms of the scalars γs and γ˜s
γ(pF,R; z) = γs(pF,R; z)iσ2, (2.30)
γ˜(pF,R; z) = γ˜s(pF,R; z)iσ2. (2.31)
The Riccati parametrization automatically encodes the normalization condition
in Eq. (2.4) into the definition of gˆ, removes the spurious solutions, and recasts
the Eilenberger equation into a set of coupled Riccati-type ordinary differential
equations [
i~vF ·∇R + 2
(
z + e
c
vF ·A
)]
γ = γ∆˜γ −∆, (2.32)[
i~vF ·∇R − 2
(
z + e
c
vF ·A
)]
γ˜ = γ˜∆γ˜ − ∆˜, (2.33)
where the arguments (pF,R; z) have been dropped for brevity. These equations
are solved by integration along straight (ballistic) quasiparticle trajectories s
parametrized by the Fermi velocity according to s = s0 + svˆF, with opposite
directions being stable for γ and γ˜, see Fig. 2.1 and for example Ref. [72]. Quan-
tum coherence exists on the length-scale of the superconducting coherence length
along these trajectories, but not between neighboring trajectories. The order-
parameter dependence of the phase χ can be eliminated with the gauge transfor-
mation in App. A, rendering the order parameter real ∆∗(pF,R) = ∆(pF,R), and
giving the Riccati equations explicit dependence on the gauge invariant superflow
ps(R) = ~∇χ(R)/2− eA(R)/c
[i~vF ·∇R + 2 (z − vF · ps)] γ = γ∆˜γ −∆, (2.34)
[i~vF ·∇R − 2 (z − vF · ps)] γ˜ = γ˜∆γ˜ − ∆˜, (2.35)
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Comparing Eqs. (2.28)–(2.31) with Eqs. (2.5)–(2.10), the spin-singlet Green
functions can be expressed explicitly in terms of the scalar coherence functions
g0 = −ipi1− γsγ˜s1 + γsγ˜s , (2.36)
g˜0 = ipi
1− γsγ˜s
1 + γsγ˜s
, (2.37)
fs = −2ipi γs1 + γsγ˜s , (2.38)
f˜s = 2ipi
γ˜s
1 + γsγ˜s
. (2.39)
Depending on the choice of propagator gˆR,A,M (as described in Sec. 2.2), the cor-
responding coherence functions γR,A,M and γ˜R,A,M have to be chosen. Again, this
thesis is limited to Retarded propagators for spectral properties, and Matsubara
propagators otherwise.
2.4.1 Solutions to the Riccati equations: piecewise constant ∆
Appendix B.4 solves the Riccati equations analytically for a spin-singlet super-
conductor assuming spin-degeneracy, with the following homogeneous solutions
in bulk
γh(pF; z) =
−∆(pF)
zp + iΩ
, (2.40)
γ˜h(pF; z) =
∆˜(pF)
zp + iΩ
, (2.41)
Ω ≡
√
|∆|2 − z2p , (2.42)
zp ≡ z − vF · ps. (2.43)
By approximating a spatially varying ∆(R) as a piecewise constant function, the
solution γf in a region labeled f with order parameter ∆f can be described in terms
of the solutions in the previous region along the trajectory labeled i, with γi and
∆i, see Fig. 2.1. Note that γ˜i is given in terms of γ˜f, since it is integrated in
the opposite direction. The full solutions to Eqs.(2.34) and (2.35) are derived in
App. B.4, along the straight trajectory defined by vF(pF) with coordinate s
γf(s,pF; z) = γf,h +
2iΩfC exp(−s/ξf)
1− ∆˜fC exp(−s/ξf)
, (2.44)
γ˜i(s,pF; z) = γ˜i,h +
2iΩiC˜ exp(+s/ξi)
1 + ∆iC˜ exp(+s/ξi)
, (2.45)
ξ ≡ ~vF2Ω , (2.46)
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where h denotes the corresponding homogeneous solutions in Eqs. (2.40) and
(2.41), and the integration constants C and C˜ are obtained from the appropriate
boundary condition at the boundary separating f and i (quasiclassical boundary
conditions are discussed in Sec. 2.5). Let s = 0 be the coordinate at the boundary.
A continuous boundary condition with perfect specular reflection implies γi(0−) =
γf(0+) and γ˜i(0−) = γ˜f(0+), from which the integration constants are found to be
C = (γi(0)− γf,h)
2iΩf + ∆˜f (γi(0)− γf,h)
, (2.47)
C˜ = (γ˜f(0)− γ˜i,h)2iΩi −∆i (γ˜f(0)− γ˜i,h) . (2.48)
These equations mark the starting point for a numeric implementation, and ex-
plicitly show that there are nonlocal correlations on the coherence length scale
(see below).
2.4.2 Numeric implementation: stepping method
With a given initial condition at the start of a trajectory, it is possible to obtain
the coherence functions at every point along the trajectory by using the solutions
given by Eqs. (2.44)–(2.48) iteratively for each step in ∆(pF,R). The coherence
functions can then be solved together with the propagators and the gap equation
in a self-consistency loop, to obtain a self-consistent solution with full spatial
dependence for any of the quantities and observables presented in this chapter.
This is one possible approach to a numeric implementation, where ∆ and other
quantities are defined on a discrete lattice (i.e. piecewise constant). Most of
the numerics in the appended papers are based on a numeric framework that
implements such an approach, originally developed by Mikael Håkansson [68]. A
majority of the work effort in this PhD has been spent on understanding, using
and extending this framework. However, this PhD thesis will not elaborate on
such implementations, since this was done in Lic. Th. [10] and Ref. [68].
(a) (b)
Figure 2.1: (a) Inhomogeneous coherence functions due to a piecewise constant
order-parameter, with continuous boundary conditions. (b) The trajectory need not be
straight (vˆF 6= vˆ′F), but might for example scatter specularly at an interface.
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2.4.3 Nonlocal correlations and the coherence length
The Eilenberger equation and the Riccati formalism makes it obvious that this is
inherently a nonlocal theory, by virtue of the superconducting coherence length,
which enters explicitly in the coherence functions in Eqs. (2.44)–(2.46). The coher-
ence length defined in Eq. (2.46) depends on several parameters ξ = ξ(pF,R; z, T,ps),
not to be confused with the constant scale typically used ξ0 = ~vF/2pikBTc (or
ζ0 = ~vF/∆ in other works). This non-locality may lead to non-trivial correla-
tions where observables and various quantities are typically described by high-
dimensional kernels (correlators) that couple all possible quasiparticle trajectories
in a certain coherence volume. The coherence length is effectively the radius of
this volume. Such correlators and kernels are derived in Chs. 5 and 6. Note that
due to magnetic induction and screening, there are also non-localities due to the
penetration depth length scale λ0 ≡ c/
√
4pie2NFv2F, but this work considers ex-
treme type-II superconductors ξ0  λ0 where such effects become very small. It
will now be shown how to impose boundary conditions in quasiclassics, which is
used in Ch. 4 to study interfaces.
21
2.5 Quasiclassical boundary conditions
Normal-state scattering at an interface is typically characterized in terms of re-
flection and transmission amplitudes. A scattered quasiparticle state is generally
coupled to all incoming states at the interface, with individual weights set by the
interface properties. If the interface is atomically clean, states scatter specularly
and conserve the momentum parallel to the interface, with each scattered state
being completely determined by a single reflected and transmitted state. Their
reflection and transmission probabilities R = |r|2 and D = |t|2, respectively, fulfill
the probability conservation law
R+D = 1. (2.49)
Scattering in the superconducting state is less trivial due to the Andreev pro-
cesses of retro-reflection (i.e. particle-hole conversion), which have to be taken
into account when determining the scattered state. The so-called Zaitsev bound-
ary conditions were derived for the quasiclassical Green functions [84–88], which
due to quasiparticle interference take the form of nonlinear equations [88, 96].
These equations are plagued by numerical instabilities and unphysical solutions
that have to be eliminated. These boundary conditions were eventually factor-
ized thereby eliminating the unphysical solutions [89], and a representation was
derived that is free from the spurious solutions and instabilities [90]. Generaliza-
tions and applications of these boundary conditions have been an active area of
research for decades, resulting in a number of different representations and nota-
tions circulating in the literature. This section follows the notation of Refs. [90],
where quasiclassical trajectories are separated into incoming coherence functions
γ1,2 and γ˜1,2, and outgoing coherence functions Γ1,2 and Γ˜1,2. Here, 1 and 2 denote
two regions separated by an interface, depicted in Fig. 2.2, where 1 will represent
a superconducting system of interest. The goal is to find simplified expressions for
the unknown scattered coherence functions Γ1 and Γ˜1 in terms of known incoming
γ1,2 and γ˜1,2. The specular boundary conditions in equilibrium are [90]
Γ1 = R1γ1 +D1γ2, (2.50)
Γ˜1 = R˜1γ˜1 + D˜1γ˜2, (2.51)
with the generalized reflection and transmission coefficients
R1 = R 1 + γ2γ˜21 +Rγ2γ˜2 +Dγ1γ˜2 , (2.52)
D1 = D 1 + γ1γ˜21 +Rγ2γ˜2 +Dγ1γ˜2 , (2.53)
R˜1 = R 1 + γ2γ˜21 +Rγ2γ˜2 +Dγ˜1γ2 , (2.54)
D˜1 = D 1 + γ˜1γ21 +Rγ2γ˜2 +Dγ˜1γ2 , (2.55)
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where R and D are the normal-state scattering coefficients. This form closely
resembles the normal-state scattering relations, but with generalized coefficients
R and D that depend on γ1,2 and γ˜1,2, hence incorporating the Andreev processes
[57, 58, 61], and that still fulfill the conservation
R1 +D1 = 1, (2.56)
R˜1 + D˜1 = 1. (2.57)
The scattering coefficients on side 2 are readily obtained by interchanging the
subscripts 1 and 2. The coefficients above are applicable to either of the Retarded,
Advanced and Matsubara propagators[90, 97]. It is noted that when γ2 = γ˜2 = 0
(e.g. at an S-N interface), these coefficients reduce to the normal-state coefficients
R1 = R˜1 = R, D1 = D˜1 = D. This does generally not reduce the R2 and D2
coefficients to the normal-state coefficients, however, since there is still Andreev
reflection (see Sec. 4.1). The above boundary conditions can be used to obtain
general solutions for the inhomogeneous coherence functions Γ1 and Γ˜1. This is
done at various interfaces in Ch. 4, under the assumption of an order parameter
with constant amplitude ∆1(R,pF) = ∆1(pF).
Fermi
Surface
Figure 2.2: Interface and scattering model, connecting two regions 1 and 2, where 1
will be a superconducting region of interest. The xˆ-axis and yˆ-axis denote directions
parallel and perpendicular to the interface, respectively, while the crystal ab-axes are
rotated φ relative to the interface. Therefore, it is understood that ∆(pF) = ∆η(θF−φ)
from here on, even if φ is dropped from the notation. The cases φ = 0 and φ = pi/4
will be of special interest. Note that the angles are defined from the surface rather than
the surface normal. The right part of the figure shows how the coherence functions are
connected across the interface. Only the retarded quantities will be considered, and
superscript R will therefore be dropped.
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2.6 Density of states and spectral current
In this section, an equation is provided for the local density of states (LDOS),
from which the density of states (DOS) and spectral current are obtained. These
expressions are used to get an equation for the total current density in Sec. 2.7. For
a proper derivation of these expressions, see e.g. Refs. [10, 72, 78] and references
therein.
The angle-resolved (i.e. momentum-resolved) LDOS is calculated with the
imaginary part of the Retarded propagator from the expression
N(pF,R; ) = −NF 12pi Im
[
Tr
{
τˆ3gˆ
R(pF,R; )
}]
= −NF 2
pi
Im
[
gR0 (pF,R; )
]
, (2.58)
where the trace is over 4× 4 Nambu-spin space, pF is the Fermi momentum, R is
the center-of-mass coordinate, τˆ3 is the third Pauli matrix in Nambu-spin space,
and the normal-state DOS (per spin-projection) NF is defined in Eq. (2.25). The
local and total DOS are
N(R, ) = −NF 2
pi
〈
Im
[
gR0 (pF,R; )
]〉
θF
, (2.59)
N() = −NF 2
pi
∫
dR
〈
Im
[
gR0 (pF,R; )
]〉
θF
. (2.60)
For a spin-degenerate singlet system, the LDOS can be expressed in terms of the
scalar Riccati coherence functions using Eq. (2.36)
N(R, ) = 2NF Re
〈1− γγ˜
1 + γγ˜
〉
θF
. (2.61)
The spectral current is obtained by adding the contributions from comoving (+)
and countermoving (−) excitations along the trajectory pF
j(pF,R; ) = evF [N(+pF,R; )−N(−pF,R; )] (2.62)
where vF = vF(pF) is the Fermi velocity on the Fermi surface at pF. This expres-
sion is a measure of the contributions of quasiparticle states at position R, energy
 and momentum pF to the current density. Thus, the total current density at R
is obtained by multiplying the spectral current with the distribution function and
integrating over energy and the Fermi momentum. In equilibrium, the distribution
function is given in terms of the Fermi-Dirac distribution f() = 1/ [1 + exp(β)]
with β ≡ (kBT )−1
j(R) =
〈∫ d
4pii [2f()− 1] j(pF,R; )
〉
θF
. (2.63)
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2.7 Total current density
Using the Matsubara technique, the current density in Eq. (2.63) can be written
as a sum
j(R) = pieNF
1
2
〈
vFkBT
∑
|εn|<Ωc
Tr
{
τˆ3gˆ
M(pF,R; z)
}〉
θF
, (2.64)
where Ωc is a cutoff, z = iεn ≡ ipikBT (2n + 1) are the Matsubara energies, and
gˆM is the Matsubara Green function. The trace reduces to
Tr
{
τˆ3gˆ
M(pF,R; z)
}
= 2gM0 (pF,R; z)− 2g˜M0 (pF,R; z) = 4gM0 (pF,R; z), (2.65)
where subscript 0 denotes the scalar component, see Eq. (2.7). The sum can be
converted to positive energies
j(R) = 2kBTeNFvF
〈 Ωc∑
εn>0
vˆF
[
gM0 (pF,R; z) + gM0 (pF,R; z)∗
]〉
θF
,
= 4kBTeNFvF
〈 Ωc∑
εn>0
vˆF Re
{
gM0 (pF,R; z)
}〉
θF
. (2.66)
Introducing the depairing current
jd ≡ 4pikBTc|e|NFvF, (2.67)
the current density can be written as a dimensionless equation
j(R)
jd
= − T
Tc
1
pi
〈 Ωc∑
εn>0
vˆF Re
{
gM0 (pF,R; z)
}〉
θF
, (2.68)
where the minus sign comes from the factor e/|e| = −1.
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2.8 Thermodynamics
This thesis uses the Luttinger-Ward free-energy functional for analytic calcula-
tions, and the Eilenberger free-energy for numeric computations. They are both
expressions of the free energy difference between the superconducting state and
the normal state, in terms of quasiclassical Green functions and self energies. The
entropy and heat capacity are used to calculate bulk properties in Apps. D.8 and
D.9, and to study phase transitions in papers II–III.
2.8.1 Luttinger-Ward free energy
The Luttinger-Ward free-energy functional is given by [69, 109–112]
δΩ(B, T ) =
∫
dR
B
2
ind(R)
8pi +NFkBT
1
2
∫ 1
0
dλ
〈∑
εn
Tr
[
∆ˆ(gˆλ − 12 gˆ)
]〉
θF
, (2.69)
where gˆλ is the solution to the Eilenberger equation with the substitution ∆ˆ →
∆ˆλ, with λ being a “dummy variable”. The first term in Eq. (2.69) is the magnetic
energy density (see e.g. Ch. 5.16 of Jackson [113]), which has the dimensionless
expression
B2ind
8piNF(kBTc)2
=
(
Bind
Φ0/ξ20
)2
2pi4κ20, (2.70)
where Φ0 ≡ hc/2|e| is the flux quantum, and κ0 ≡ λ0/ξ0 is the dimensionless
Ginzburg-Landau parameter, with penetration depth λ0 ≡ c/
√
4pie2NFv2F and
coherence length ξ0 ≡ ~vF/2pikBTc. Note that the induced field typically comes
with a κ−20 -dependence (see e.g. Sec. 4.4 of Lic. Th. [10]), giving the whole
magnetic energy density a κ−20 -dependence.
2.8.2 Eilenberger free energy
In the original paper introducing the Eilenberger equations [73], a simplified ex-
pression for the free-energy functional was guessed by Eilenberger. This expression
was recently formally derived by [114]. In the literature, there exists several dif-
ferent notations and ways of expressing this Eilenberger free-energy functional.
In this work, it is expressed in terms of the quasiclassical self-energies and Riccati
coherence functions as
δΩ(B, T ) =
∫
dR
B
2
ind(R)
8pi + |∆(R)|
2
NF ln
T
Tc
+2piNFkBT
Ωc∑
εn>0
 |∆(R)|2
εn
+ iI(R; εn)
, (2.71)
I(R; εn) =
〈[
∆˜(pF,R)γ(pF,R; εn)−∆(pF,R)γ˜(pF,R; εn)
]〉
θF
. (2.72)
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2.8.3 Entropy and heat capacity
Appendix C.3 introduces the entropy and derives an expression in terms of the
free energy
S = −
(
∂Ω
∂T
)
W
, (2.73)
which holds under the assumption of no work done W . The appendix shows that
for a bulk system, the entropy can alternatively be calculated from the typical
statistical expression. Similarly, App. C.4 introduces the heat capacity, which
also can be calculated using the statistical expression in a bulk system, or quite
generally from the free energy
C = T
(
∂S
∂T
)
W
= −T
(
∂2Ω
∂T 2
)
W
. (2.74)
3 Bulk superconductivity with
superflow: local response
Equipped with the quasiclassical theory presented in Ch. 2, this chapter sets out
to study how various well-known properties of bulk superconductivity [15, 16, 78,
81] are modified in the presence of superflow [115, 116]. This superflow is assumed
to be homogeneous, but some of the results hold also for inhomogeneous superflow
in the case of local response, valid in the limit
∣∣∣vF ·∇|∆|∣∣∣/piTc ∼ ξ/λ  1 [116].
Several of these bulk properties and results are used in the appended papers, as
input to derive surface bound state properties in Ch. 4, and in the extension to a
non-local response in Chs. 5–6. Like in the rest of the thesis, the chapter assumes
a clean spin-singlet superconductor with spin-degeneracy, in equilibrium.
In particular, this chapter starts by presenting the solutions to the bulk Ric-
cati equations, yielding a closed form expressions for the bulk coherence functions
and quasiclassical propagators. These are used to obtain the bulk gap equation,
density of states, current response and free energy. Results are derived for a
conventional s-wave superconductor, highlighting the role of the superflow as a
Doppler shift to the spectrum, and associated with a positive kinetic energy. At
low temperatures, the response is linear and the superconducting order is unaf-
fected up to a critical value, where a transition to the normal-state occurs. At
finite temperatures, thermal quasiparticles lead to a non-linear response and an
earlier breakdown of superconductivity. For an unconventional d-wave supercon-
ductor, there are subgap quasiparticle states even at low temperatures, leading to
a much more complicated scenario.
In later chapters, it is shown that the situation can change drastically in an
environment where the superconductor is already suppressed, e.g. in the pres-
ence of Andreev bound states, making the superflow energetically favorable as a
mechanism to heal superconductivity.
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3.1 Bulk propagators and coherence functions
In a spin-singlet bulk superconductor with a homogeneous order parameter, Eqs. (2.32)
and (2.33) reduce to two spin-degenerate scalar equations (with an extra minus
sign from factors (iσ2)2 = −σ0)
∆˜s(pF)γ2s (pF; z) + 2zpγs(pF; z) + ∆s(pF) = 0, (3.1)
∆s(pF)γ˜2s (pF; z)− 2zpγ˜s(pF; z) + ∆˜s(pF) = 0. (3.2)
The subscript s is dropped, and the same gauge as in App. A is chosen, where
the order parameter is real and phase-independent ∆˜(pF) = ∆∗(pF) = ∆(pF) =
|∆|η(θF), in favor of explicit superflow dependence zp ≡ z − vF · ps. Here, the
superflow is now homogeneous, with angle φ relative to the crystal a-axis
ps =
~
2∇χ−
e
c
A = const, (3.3)
vF · ps = vFps (cos θF, sin θF) · (cosφ, sinφ) = vFps cos(θF − φ). (3.4)
Inhomogeneous superflow ps(R) can however be treated in the same way in the
local response limit
∣∣∣vF ·∇|∆|∣∣∣/piTc ∼ ξ/λ  1 [116]. Appendix B.4 derives the
homogeneous solutions
γbulk(pF; z) =
−∆(pF)
zp + iΩ
, (3.5)
γ˜bulk(pF; z) =
∆˜(pF)
zp + iΩ
, (3.6)
Ω ≡
√
|∆(pF)|2 − z2p . (3.7)
Inserting these results into the Green functions in Eqs. (2.36)–(2.39), the bulk
propagators are found to be
gbulk(pF; z) = −pizpΩ , (3.8)
g˜bulk(pF; z) = pi
zp
Ω , (3.9)
fbulk(pF; z) = pi
∆(pF)
Ω , (3.10)
f˜bulk(pF; z) = pi
∆˜(pF)
Ω . (3.11)
As a sanity check, it is noted that in the limit ∆ → 0 (or equivalently T → Tc)
the quasiparticle propagators are non-zero g → −ipi and g˜ → ipi, while the pair
propagators vanish f → 0 and f˜ → 0. Hence, there are particle-correlations but
no superconducting pair-correlations above the superconducting state.
These coherence functions and propagators are used to derive various bulk
quantities and observables in App. D, which will now be used to study bulk
superflow response, first in s-wave and then in d-wave superconductors.
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3.2 Conventional s-wave superconductors
This section studies how the bulk properties of a conventional s-wave superconduc-
tor are modified by superflow, namely the gap, density of states, current response
and energetics. These are calculated analytically at zero temperature. Effects of
finite temperature are then discussed towards the end of the section.
Using the superflow gauge in App. A, the bulk s-wave order parameter is written
∆(pF,R;T ) = |∆(T )|. At zero temperature and in the absence of superflow,
∆0 ≡ |∆(T = 0)|, the gap equation is solved in App. D.2
∆0
kBTc
= pie−γE ≈ 1.76, (3.12)
where γE ≈ 0.58 is the Euler-Mascheroni constant defined in Eq. (D.13). Con-
densation into the superconducting state leads to an energy gain, which at zero
temperature is denoted δΩBCS0 , known as the BCS energy. In a homogeneous
bulk superconductor, superflow usually leads to a positive kinetic energy δΩp0,
and magnetic energy δΩB0 =
∫
dRB2ind/8pi, such that the total energy is
δΩ0 = δΩBCS0 + δΩ
p
0 + δΩB0 . (3.13)
Appendix D.4 uses the Luttinger-Ward free energy to derive
δΩBCS0
VNF = −
∆20
2 ≈ −1.55(kBTc)
2, (3.14)
δΩp0
VNF =
v2Fp
2
s
2 , (3.15)
where V ≡ ∫ dR is the volume of the superconductor. These equations define
the critical field and superflow through δΩ0 = 0, i.e. when the energy cost of
superflow and magnetic fields weigh up the gain of condensation. In the absence
of superflow, the thermodynamical critical field is found,
Bc = 2
√
piNF∆0, (3.16)
and for negligible fields, the critical superflow is
ps,c ≡ ∆0
vF
. (3.17)
Appendix D.3 shows that Eq. (3.12) holds for all superflow below ps,c, such that
∆0(ps) = ∆0 ∀ps < ps,c, (3.18)
above which superconductivity breaks down rapidly to the normal-state, as seen
in Fig. 3.1 (a). This is understood from the momentum-resolved density of states
plotted in Fig. 3.1 (b), given by the integrand in the full bulk density of states,
N(ε)
2NF
=
〈
Θ
[
(ε− vF · ps)2 − |∆(T )|2
] |ε− vF · ps|√
(ε− vF · ps)2 − |∆(T )|2
〉
θF
, (3.19)
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which is derived in App. D.6. In the absence of superflow, the angular aver-
age is trivial, and the DOS in Eq. (3.19) reduces to the integrand, which is
zero for |ε| < ∆(T ), a square-root singularity signifying the coherence peaks at
ε → ∆+(T ), and approaches the normal-state DOS (2NF) for |ε|  ∆(T ). It is
explicitly seen that the superfluid momentum directly acts as a Doppler shift to
the energy,  = ε − vF · ps, shifting the coherence peaks positively or negatively
depending on the sign of vF ·ps. As ps → ps,c, the shifted coherence peaks meet at
ε = 0, closing the gap as evident in the momentum-averaged DOS in Fig. 3.1 (c).
Note the similarity between the Doppler-shifted s-wave spectrum and a regular d-
wave spectrum (solid line in panel (a) of Fig. 3.2), due to the trigonometric terms
cos(θF − φ) in vF ·ps from Eq. (3.4). At zero temperature, the Fermi-distribution
distribution function f(ε, T ) is given by a step function, implying full and zero
occupation at negative and positive energies, respectively. Thus, for ps > ps,c, the
negatively and positively shifted coherence peaks become populated and depop-
ulated, respectively. This regime is generally beyond experiment, however, since
superflow is typically generated by driving a current through the system. The
critical depairing current is reached before this regime. Appendix D.5 derives the
zero-temperature current response, which is found to be linear in the superflow,
j0 = eρps = NFv2Fps, (3.20)
where ρ ≡ NFv2F is the bulk superfluid density at zero temperature (App. D.5
relates ρ to the bulk density tensor ρs). Inserting the critical superflow yields the
critical depairing current
js,c0 = |e|NFvF∆0, (3.21)
and the critical particle current jc0 = ρpcs = NFvF∆0. This can be used to
make a consistency check of δΩp0, by comparing it to the kinetic energy δΩj =
1
2
∫
dR {j · ps} (this form is derived in Sec. 6.1.1). Inserting the critical particle-
current and superflow indeed reproduces δΩj/(VNF) = (vFps)2/2.
Finite temperatures smear the distribution function, see Fig. 3.1 (b), with pop-
ulation and depopulation of positive and negative energies respectively, signifying
thermally excited quasiparticles. In the absence of superflow, this leads to the
usual temperature-dependent suppression seen in Fig. 3.1 (d), while finite super-
flow is pairbreaking. This pairbreaking further increases the suppression, with
a monotonic reduction of Tc(ps → ps,c) → 0, see Fig. 3.1 (a). This is because
the excitations lead to a quasiparticle backflow, which grows with the superflow
magnitude and is paramagnetic as opposed to the diamagnetic response of the
condensate. These effects reduce the current in Eq. (3.20) through a non-linear
response, with the following leading-order terms in the superflow [116]
j = eρ(T )ps
1− α(T ) p2s
p2s,c(T )
 , (3.22)
31
ρ(T ) = ρ−NFv2F
∫ ∞
0
dε
2kBT cosh2(
√
ε2 + |∆|2) , (3.23)
where ps,c(T ) = ∆(T )/vF is the temperature-dependent critical superflow, and the
coefficient α(T ) ≥ 0 is plotted in Fig. 3.1 (d). The temperature dependence of the
current response is illustrated in Fig. 3.1 (a), based on self-consistent calculations.
The situation becomes significantly more complicated in the case of a nodal
d-wave superconductor, with quasiparticle contributions already at T = 0, as
discussed in Sec. 3.3.
Figure 3.1: Bulk s-wave response to homogeneous superflow. (a) Current re-
sponse, gap suppression and transition temperature suppression, with t ≡ T/Tc. (b)
Momentum-resolved density of states, showing a Doppler shift of coherence peaks
depending on the sign of vF · ps. Here, f(ε, T ) is the distribution function. (c)
Momentum-averaged density of states, obtained with a smearing δ = 0.01∆ in
zR = + iδ in the Retarded propagator, and where p¯s ≡ psvF/∆(T ). (d) Temperature-
dependence at zero superflow, where α(T ) and ρ(T ) are approximately exponential at
low temperatures, and linear at high temperatures.
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3.3 Unconventional d-wave superconductors
Consider a nodal d-wave superconductor, with ∆(pF,R;T ) = |∆(T )|η(θF), where
η(θF) =
√
2 cos(2θF). Here, the nodes refer to the regions on the Fermi surface
where the gap closes due to η(θF) = 0, e.g. at θF = pi/4, see Fig. 3.2. This
anisotropy leads to different results compared to the isotropic s-wave case. For
example, the zero-temperature magnitude ∆0 ≡ |∆(T )| (derived in App. D.2) is
∆0
kBTc
=
√
2pie−γE− 12 ≈ 1.51, (3.24)
with maximal gap ∆0
√
2 ≈ 2.14kBTc at the antinodes (e.g. θF = 0). The low-
temperature condensation energy derived in App. D.4 is then given by
δΩBCS0
VNF = −
∆20
2 ≈ −1.14(kBTc)
2. (3.25)
The anisotropy gives rise to a completely different density of states (derived in
App. D.7), which in the absence of superflow takes the form [117]
Nd(ε)
2NF
= 2
pi
[
K
(∆d
|ε|
)
Θ(ε2 −∆2d) +
|ε|
∆d
K
( |ε|
∆d
)
Θ(∆2d − ε2)
]
, (3.26)
illustrated in Fig. 3.2 (a), where ∆d =
√
2∆(T ), and K is the complete elliptic
integral of the first kind, defined in Eq. (D.51). Like the s-wave case, the d-wave
DOS has divergent coherence peaks as |ε| → ∆d, and converges to the normal-
state DOS (2NF) as |ε|  ∆d, since K(0) = pi/2. However, the spectrum is
completely different for |ε|  ∆d, with linear dependence N(ε) ≈ |ε|/∆d. Hence,
while the s-wave spectrum is fully gapped, the d-wave state is gapless. This
leads to a modified current response, as understood from the momentum-resolved
density of states, which in the presence of superflow is written
N(ε)
2NF
=
〈
Θ
[
2 − |∆(pF)|2
] |ε− vFps cos(θF − φ)|√
(ε− vFps cos(θF − φ))2 −∆2d cos2(2θF)
〉
θF
, (3.27)
where again, the superflow acts as a Doppler shift  = ε − vF · ps. Figure 3.2
(a) and (b) shows the DOS for superflow along nodal and antinodal directions,
respectively. Note that there are always directions close to the nodes where a
finite superflow leads to |∆(pF)|2 + (ε − vF · ps)2 < 0, yielding a population
and depopulation of negatively and positively shifted peaks respectively, even at
T = 0. These quasiparticle excitations again give a paramagnetic response that
reduce the current response, the latter which to leading order is [116]
j0 = eρps
[
1− β(φ) |ps|
p∗s
]
, (3.28)
β(φ) =
1, (ps ‖ node),1√
2 , (ps ‖ antinode),
(3.29)
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where it is reminded that ρ = NFv2F, and where
p∗s ≡
µ∆d0
v∗F
> ps, (3.30)
µ ≡ 1∆d0
d|∆(pF)|
dθF
∣∣∣∣
θF→node
, (3.31)
with v∗F and µ being the Fermi velocity and gap slope at the node. Due to
Eq. (3.30), the current is still parallel with ps, giving a diamagnetic response.
Furthermore, the particle-current jp = j/e can be used to estimate the super-
flow kinetic energy from δΩp0 = 12
∫
dR {jp · ps} (again, this form is derived in
Sec. 6.1.1), yielding
δΩp0
VNF =
v2Fp
2
s
2
[
1− |ps|
p∗s
]
> 0. (3.32)
As in the s-wave case, a bulk superflow is hence positive and energetically unfavor-
able, and the critical superflow is ps,c ≈ ∆d/vF for |ps|  p∗s . However, it is noted
that the quasiparticles reduce the kinetic energy slightly, raising the question
whether an environment exists where the superflow is favorable even favorable.
This would occur when the paramagnetic response dominates, which since long
was shown theoretically to occur at certain interfaces [64], and supported by early
experiments [118, 119]. It is the topic of Ch. 4 to study this scenario.
Finite temperature lead to several complications that are considered beyond
the scope of this chapter, see for example Refs. [116, 120].
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Figure 3.2: Momentum-averaged density of states in a bulk d-wave superconduc-
tor with superflow parallel to the order parameter (a) nodes, and (b) antinodes. A
smearing δ = 0.01∆d was used in zR =  + iδ in the Retarded propagator. Here,
p¯s ≡ psvF/∆d(T ). The d-wave basis function is sketched in the inset in (a).
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3.4 Chapter summary: favorable kinetic energy?
This chapter, and the related App. D, used the quasiclassical theory to study bulk
superconductivity in the presence of a homogeneous superflow ps (or inhomoge-
neous superflow ps(R) in the local response limit). Several well-known results
were produced, and it was shown that the main influence of a homogeneous su-
perflow is in the form of a Doppler shift that moves the excitation spectrum up
or down in energy depending on the projection of ps on vF. The superflow leads
to a cost in the free energy which scales mainly as (vFps)2/2 at low temperatures,
reducing the energy gain of condensation, and leading to a rapid breakdown of
superconductivity above a critical value ps,c = ∆/vF. For a conventional s-wave
order parameter, the low-temperature response to the superflow was shown to be
a diamagnetic condensate current j = eρps, with superfluid density ρ = NFv2F.
Subgap quasiparticles, e.g. due to thermal excitations or the nodal structure of an
unconventional d-wave order parameter, lead to a paramagnetic response which
reduces both the gap and the current. This paramagnetic response also effectively
reduces the superflow kinetic energy. While this might usually be negligible com-
pared to the reduction of condensation energy, due to the pairbreaking superflow
or thermal effects, the question still arises if a scenario exists where the super-
flow is ultimately energetically favorable. As counterintuitive as this might seem,
Ch. 4 shows that this is indeed possible, namely when the environment suppresses
the order parameter, for example at certain interfaces where the paramagnetic re-
sponse is known to be dominant [64, 118, 119]. The superflow can then serves
to heal superconductivity by removing the unfavorable low-energy states that are
formed at those surfaces.
4 Andreev bound states at
interfaces
Using the quasiclassical theory introduced in Ch. 2, this chapter studies how
quasiparticle scattering at a clean and specular interface may lead to surface An-
dreev bound states [59–61]. These quasiparticles constitute broken pairs that lie
below the superconducting gap, hence at the expense of favorable condensation
energy. They can even have zero energy (i.e. on the Fermi surface), typically dur-
ing scattering between order-parameters with opposite amplitudes [61–63]. Such
a scenario is for example possible in reflection and tunneling processes at inter-
faces between two superconductors, or reflection at a superconductor interface
to vacuum, a normal-metal, or a ferromagnetic insulator. In the latter case, the
sign-change is induced by a spin-dependent phase shift caused by a finite magneti-
zation, and may occur even in a conventional s-wave superconductor, as discussed
in paper I. The rest of the sign-changing processes mentioned typically relies on
unconventional nodal superconductors with lobes of different signs, with d-wave
superconductors being of primary interest.
The chapter derives the coherence functions and surface propagators close to
such interfaces, which are used to study the density of states and energetics of
the midgap states. It is shown that the surface pairbreaking leads to an inho-
mogeneous and highly unfavorable environment for the superconducting order,
which becomes more pronounced at low temperatures. The states are shown to
have a Lorentzian spectrum, and an exponential decay from the interface over the
coherence length. Chapter 3 showed that the quasiparticle states have a paramag-
netic response in bulk, and speculated that if this paramagnetic response becomes
dominant, superflow kinetic energy might turn negative and favorable. Indeed,
the environment close to the interface fulfills this criterion [64], and the superflow
Doppler shifts the quasiparticles states, effectively opening a new gap. Energy
balancing leads to a length scale Ly ∼ 4ξ0 from the surface where superflow is
favorable. Note that this length scale is consistent with what is found in the
self-consistent numerics in the appended papers. An inhomogeneous superflow is
proposed ad-hoc that decays over this length scale, and discussed in light of other
competing mechanisms also shifting quasiparticle states, previously proposed in
the literature. To treat such an inhomogeneous superflow and find the responsible
mechanism, however, the simple model has to be generalized, which is the topic
of Chs. 5 and 6.
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4.1 Andreev reflection and pairbreaking at
interfaces
Section 2.5 introduced quasiclassical boundary conditions, which highlighted prop-
erties of superconductors that are not present in usual normal-state scattering,
namely the Andreev processes [57, 58, 61]. As an example, consider an elec-
tron in a normal metal impinging on an interface to an insulator. If the electron
has an energy below the insulating gap, there are no available states to tunnel
into, and it will consequently normal reflect. Consider now a transparent normal-
superconductor interface, and an electron impinging on the interface from the
normal metal with an energy below the superconducting gap. Again, normal
tunneling is prohibited as there are no available states, but it cannot be reflected
either due to the perfect transmission. Instead, retro-reflection will occur, in which
the incoming electron is converted into a hole with the opposite Fermi velocity,
and a cooper pair is injected into the superconductor. This leads to the proximity
effect [121, 122]. The conjugate process is also possible, in which a hole retro-
reflects into an electron. Such particle-hole conversion processes, either inside or
at the interfaces of a superconductor, are known as Andreev reflection. If multiple
Andreev-reflections occur in a closed loop, as shown in Fig. 4.1 (a), then super-
conducting pairs are broken, forming Andreev bound states with energies inside
the superconducting gap [59–63]. Furthermore, if the scattering occurs between
order parameters of different sign, there are Andreev bound states at zero energy
(as shown in Sec. 4.3), and consequently a suppression of the order parameter.
Such scattering can occur for example at certain walls and tunneling-barriers of
unconventional superconductors with a nodal structure (e.g. [110] interfaces of
d-wave superconductors, or in polar p-wave systems [123–127]). It can even occur
in conventional s-wave superconductors at spin-active interfaces (e.g. where the
interface is described by a ferromagnetic insulator as discussed in paper I and at
the end of App. E). See Figs. 4.1 (a)–(d) for illustrations of these cases. Similarly,
at the interface to antiferromagnetic systems, the Andreev bound states are known
to trigger inhomogeneous stripe instabilities [128–130]. Other examples leading
to zero-energy states are scattering at impurities [131–133], and in vortex-cores
[134–136]. This thesis mainly considers the cases in Figs. 4.1 (a) and (b).
To study these pairbreaking processes, it is convenient to use the coherence
functions γ(pF,R; z) and γ˜(pF,R; z) introduced in Sec. 2.4, which give the prob-
ability amplitudes of electron-hole and hole-electron conversion respectively. The
next section presents the coherence functions and propagators close to a specular
interface with pairbreaking. In particular, the scenario with scattering between
order parameters of opposite sign but the same magnitude is considered, here
referred to as a maximally pairbreaking scenario (corresponding to e.g. the blue
curve in Fig. 4.1 (d), compared to the other curves). Appendix E introduces a
model with a more general approach, applicable to other scenarios. The propaga-
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tors are used to derive the density of states in Sec. 4.3, highlighting the zero-energy
states, and to study the energetics in Sec. 4.4.
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Figure 4.1: Clean and specular interfaces with pairbreaking scattering between in-
coming and outgoing momenta pˆ′ and pˆ respectively. Order parameter pairing sym-
metries in momentum space are illustrated by the cartoons. (a) A vacuum interface
aligned with the nodes of a d-wave superconductor (i.e. a [110] interface), as illus-
trated by the graphics. The figure also shows the multiple Andreev-reflections leading
to Andreev bound states. (b) A conventional s-wave superconductor, where a weak
ferromagnetic insulator with finite magnetization µ acts as a spin-active interface,
see paper I and the end off App. E for a description of the scattering process. (c) A
vacuum-interface aligned with the nodes of a polar p-wave superconductor. Note that
this corresponds to a spin-triplet superconductor (which is beyond the scope of this
thesis). (d) Suppression of the order parameter due to pairbreaking scattering at the
interface in panel (a), obtained from the self-consistent calculations in paper III.
38 4 Andreev bound states at interfaces
4.2 Surface propagators and coherence functions
The previous section introduced the notion of an interface where superconducting
pairs are broken up into zero-energy states, due to coherence functions scattering
between order parameters of opposite amplitudes. Such an interface is therefore
referred to as pairbreaking. Appendix E.1 derives the following solutions to the
Riccati equations at such an interface
Γ1(pF, y; z) = γ1,h
zp − (zp + iΩ)e−y/ξ
zp − (zp − iΩ)e−y/ξ
 , (4.1)
Γ˜1(pF, y; z) = γ˜1,h
zp − (zp + iΩ)e−y/ξ
zp − (zp − iΩ)e−y/ξ
 , (4.2)
which decay with distance y from the interface to the homogeneous solutions γh
and γ˜h, over the coherence length ξ = ~vF| sin θF|/2Ω, where zp ≡ z − vF · ps is
the complex energy and Ω =
√
|∆(pF)|2 − z2p . The coherence functions are used
in App. E.3 to derive the quasiparticle- and pair-propagators
g(pF, y; z) = −pizpΩ
(
1− e−y/ξ
)
+ piΩ
zp
e−y/ξ, (4.3)
g˜(pF, y; z) = +pi
zp
Ω
(
1− e−y/ξ
)
− piΩ
zp
e−y/ξ, (4.4)
f(pF, y; z) = +pi
∆
Ω
(
1− e−y/ξ
)
− ipi sgn(vˆFy)∆
zp
e−y/ξ, (4.5)
f˜(pF, y; z) = +pi
∆˜
Ω
(
1− e−y/ξ
)
+ ipi sgn(vˆFy)
∆˜
zp
e−y/ξ. (4.6)
The first terms are clearly the condensate terms, which heal to the bulk prop-
agators in Eqs. (3.8)–(3.11) exponentially from the interface. The second terms
are the bound state terms that instead decay exponentially from the interface,
and where the Matsubara energy z = iεn = ipikBT (2n + 1) highlights a T−1-
dependence. This implies that the bound states might dominate the condensate
at low temperatures and close to the surface. The pairbreaking interface would
then create a highly unfavorable environment for the superconducting order, with
a peculiar inhomogeneity and temperature-dependence.
Note that the above equations make it easy to separate the propagators into
either pure condensate and bound-state terms, or bulk and surface terms. The
surface propagators are used to study the density of states in Sec 4.3, and the
energetics of the bound states in Sec. 4.4.
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4.3 Density of states: zero-energy states and
Tomasch-oscillations
This section presents the density of states in a superconductor with a tunneling
barrier towards a normal metal, with transmission probability D = |t|2. A super-
conducting interface with maximal pairbreaking is assumed, i.e. when incoming
and outgoing quasiparticles see an order parameter with the same magnitude but
with different signs. Section 4.1 discussed how this occurs e.g. at a d-wave in-
terface aligned with the nodes (a [110] surface), or at a spin-active interface of
an s-wave superconductor. It is shown that this sign-change leads to zero-energy
states, and to certain interference effects in the continuum.
Appendix E.4.1 derives the midgap part of the DOS, i.e. 2 < |∆(pF)|2, where
 ≡ ε − vF · ps is the Doppler-shifted real energy. The sugbgap spectrum is
found to be described by a Lorentzian centered at ε0 = vF · ps, and with width
Γ = D|∆|/2√1−D
N(pF, y;  < |∆(pF)|)
2NF
= |∆|2
(2−D)√
1−D
Γ
(2 + Γ2)e
−y/ξ, (4.7)
ξ ≡ ~vF |sin θF|
2
√
|∆(pF)|2 − 2
, (4.8)
which is truly a surface term as it decays exponentially with distance y from the
interface. Note that App. E.4.1 showed that for complete transparency D → 1,
the spectrum reduces to the normal-state DOS with a similar spatial decay, and
for complete reflection D → 0, the density of states is described by a Dirac delta-
distribution N ∝ δ(ε − vF · ps). The momentum-resolved DOS in Eq. (4.7) is
illustrated in Fig. 4.2 (a), where it is shown how finite transmission broadens
the spectrum. In real systems, the distribution is typically broadened further by
disorder or fluctuations, as briefly mentioned in paper IV.
Appendix E.4.2 derives the continuum-part of the spectrum, i.e. 2 > |∆(pF)|2,
N(pF, y;  > |∆(pF)|)
2NF
= √
2 − |∆(pF)|2
(4.9)
− (2−D)|∆(pF)|
2 cos(y/ζ)√
2 − |∆(pF)|2
[
(2−D)+D
√
2 − |∆(pF)|2
] ,
ζ ≡ ~vF |sin θF|
2
√
2 − |∆(pF)|2
, (4.10)
which is the usual bulk DOS (the first term), modified by oscillations known
as Tomasch-oscillations [137–143]. The latter correspond to quantized energies
of degenerate states, generally arising due to the interference of quasiparticles
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that scatter at order-parameter inhomogeneities (in this case corresponding to
the interface). These oscillations are illustrated in Fig. 4.2 (a).
In the absence of superflow, the Lorentzian is centered at zero energy, and the
peak is populated even at zero temperature, leading to quasiparticle excitations
with a paramagnetic response [64], as discussed in Ch. 3. Just as in the bulk case,
the superflow directly acts as a Doppler shift that moves the peak up or down in
energy depending on the sign of vF · ps. The Doppler shift leads to a splitting of
the peak in the momentum-averaged LDOS, see Fig. 4.2 (b). Figure 4.2 (c) shows
the spatial dependence of this LDOS in the presence of a surface superflow (the
latter which is inhomogeneous and of the form in paper II). Papers III–IV studies
this complicated LDOS further. The energetics of the zero-energy states and the
Doppler shift will now be studied in Sec. 4.4.
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Figure 4.2: (a) Momentum-resolved DOS at a pairbreaking interface, without su-
perflow. The subgap part is given by the Lorentzian in Eq. (4.7), and the continuum
part by Eq. (4.9). Blue curves compare high and low transparencies D, at the surface
y¯ ≡ y/ζ = 0. Red curves compare the spectra at different coordinates y¯ to highlight the
Tomasch-oscillations, at transparency D = 0.3. The bulk DOS from Ch. 3 is shown
for reference (dashed line). (b) Momentum-averaged LDOS from self-consistent sim-
ulations as in papers II–IV, exactly at a vacuum-interface aligned with the nodes of a
d-wave superconductor. Note the different energy scale with respect to panel (a). The
split of the zero-energy peak is proportional to the magnitude of a superflow |ps| that
runs parallel to the interface. The spectra are relatively sharp since an infinitesimal
smearing δ  ∆d was used in zR =  + iδ in the Retarded propagator. The spatial
dependence (away from the surface) of the shifted LDOS is shown in panel (c).
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4.4 Surface energetics
This section studies the low-temperature free energy at an interface with maxi-
mally pairbreaking scattering (i.e. assuming a step-function order parameter with
a sign change). Appendix E.4 showed that this leads to zero-energy midgap states,
and that a superflow will Doppler shift these states to finite energies. This section
presents the energy cost of these midgap states. Furthermore, the superflow gives
rise to a magnetic field that costs energy, and the conditions under which the
superflow and the Doppler shift are still energetically favorable are investigated.
Based on the Luttinger-Ward free energy δΩ in Eq. (2.69), App. E.5 uses the
surface propagators to show that the surface free-energy, denoted δΩsurf ≡ δΩ −
δΩbulk, can be written per interface sidelength Lx as
δΩsurf
LxNF = 2pikBT
Ωc∑
εn>0
〈
~|vFy|
2
ln
 |∆|2 − z2p
−z2p
− |∆|2|∆|2 − z2p
〉
θF
, (4.11)
which was shown to be real, with vFy = vF sin θF and zp = iεn − vF · ps. In the
absence of superflow, Eq. (4.11) has a positive summand, giving the cost of midgap
states δΩMGS ≡ δΩsurf(ps = 0). Appendix E.5.2 shows that at zero temperature,
this simplifies to
δΩMGS0
LxNF =
∫ ∞
0
dε
〈
~|vFy|
2
[
ln
( |∆|2 + ε2
ε2
)
− |∆|
2
|∆|2 + ε2
]〉
θF
(4.12)
= kBTcξ0
pi2
2 〈|sin θF| |∆|〉θF . (4.13)
In units of the condensation energy, this reduces to the same result for both the
d-wave and s-wave superconductors (again, the latter is for a spin-active interface)
δΩMGS0∣∣∣δΩBCS0 ∣∣∣ ≈ 4
ξ0
Ly , (4.14)
where V ≡ ∫ dx ∫ dy = LxLy is the volume of the superconductor. Hence, at low
temperatures, the energy of the surface states is positive and significantly larger
than the condensation energy, suppressing superconductivity in a region Ly ∼
4ξ0 of the interface. For a mesoscopic grain, superconductivity might therefore
be completely lost at low temperature due to pairbreaking scattering, which is
investigated in paper III. At elevated temperatures, the bound state-contribution
is suppressed as T−1 (App. E.3.2), and superconductivity is regained. The energy
gain due to Doppler shifts by superflow is defined as δΩDoppler ≡ δΩsurf − δΩMGS,
and App. E.5.3 shows that at low temperatures, it becomes negative and linear
in the superflow (as shown also in e.g. Ref. [144])
δΩDoppler0
LxNF = −pikBTcξ0vFps. (4.15)
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4.4.1 Energy balancing
While the superflow kinetic energy is negative and favorable at the surface, the
superflow also leads to a magnetic field with a magnetic energy density. To eval-
uate the full energetics and assess if the superflow is favorable, it is therefore
necessary to calculate this energy cost. Since it was shown in Ch. 3 that the
superflow is unfavorable in the bulk, the superflow (and hence the current) has
to decay away from the surface. This problem was solved exactly analytically in
Refs. [66, 67], leading to a phase transition with spontaneous superflow that is
translationally invariant along the interface, screened by the magnetic induction
over the penetration depth λ0. The transition temperature was found to be of
order T ∗ ∼ (ξ0/λ0)Tc, and therefore T ∗  Tc for extreme type-II superconduc-
tors. Here, another scenario is proposed (ad-hoc) where the superflow decays on
the length scale set by Ly ∼ ξ0 from Eq. (4.14). In the absence of external fields,
consider a current that is translationally invariant along the surface
j(y) = j0e−y/aξ0xˆ, (4.16)
where j0 = j(y = 0) is determined by the superflow, and a > 0 is a constant. In
the case of weak screening, the magnetic field due to the current is
B(y) = aξ0
4pi
c
j0
(
e−y/aξ0 − 1
)
, (4.17)
(see App. E.5.4 for a derivation) with the magnetic energy
δΩB0
LxLyNF(kBTc)2 =
a2
2 κ
−2
0
p2s
p˜20
, (4.18)
where p˜0 = kBTc/vF and κ0 = λ0/ξ0. Hence, for extreme type-II superconduc-
tors, the magnetic energy should be negligible compared to the energy gain of
Doppler shifts in Eq. (4.15). Combining the results, it appears favorable to have
a backflow on a length aξ0 ∼ Ly  λ0. The question arises if a mechanism ex-
ists to allow for such a superflow. The model developed in this chapter cannot
account for inhomogeneous superflow, however. It is the task of Ch. 5 to provide
a generalization with ps = ps(R), such that a proper analysis of the energetics
can be made. Using this extended model, Ch. 6 discusses a potential mechanism
for a spontaneous superflow with a short decay length. There might be other
competing mechanisms that also shift the zero-energy states, which will now be
discussed.
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4.5 Mechanisms for shifting zero-energy states
Section 4.4 showed that zero-energy states are energetically unfavorable, and that
shifting the states to finite energies lowers the energy. Several origins of such a shift
have been proposed in the literature over the years. One of the first mechanisms to
be proposed is the appearance of an additional subdominant order parameter, e.g.
s-wave, such that a new gap ∆s opens in the peak of the zero-energy states below
a finite transition temperature T ∗s < Tc, splitting the states to ±∆s [65, 145–
148]. Another suggested mechanism is an induced ferromagnetic ordering below
a transition temperature T ∗fm < Tc, which breaks the spin-degeneracy of the zero-
energy states and splits them through the repulsive Coulomb interaction [149–
151]. The spin-degeneracy was highlighted when the spinful Riccati equations
were reduced to two identical equations Eq. (3.1) for γ, and two identical equations
Eq. (3.2) for γ˜. Since this degeneracy was not lifted at any subsequent point, the
spectrum derived for the zero-energy states is also spin-degenerate. Furthermore,
for the translationally-invariant pairbreaking interfaces considered here, the states
are also degenerate with respect to the direction of the surface-parallel momentum
(i.e. the coherence trajectories are symmetric under reflection over the surface
normal). In contrast to the proposed ferromagnetic ordering, the Doppler shift
by a superflow breaks this momentum degeneracy. An instability to spontaneous
and translationally invariant superflow has been suggested at infinite interfaces
below T ∗/Tc ∼ (ξ0/λ)  1 [64, 66, 67], or hybridized below T ∗/Tc ∼ (ξ0/D) < 1
by the presence of two such interfaces in a slab geometry of thickness D [127,
152–156]. Spontaneous superflow has also been proposed in finite mesoscopic
grains of various shapes and for various pairing symmetries [123, 126, 157–160].
In contrast to the translational invariant superflow, the superflow that was first
proposed in Ref. [157] and that is studied in this thesis (as well as in Lic. Th. [10]),
breaks also translational symmetry, by forming a periodic configuration within a
distance Ly of the interface. It is shown in papers I–II that this translational
symmetry breaking is the main effect, in contrast to the time-reversal symmetry
breaking that appears as a consequence (highlighted by the fact that the phase
transition is derived also for a non-charged particle current). Reference [157] and
paper II used self-consistent numeric calculations to show that the inhomogeneous
superflow appear below a transition temperature T ∗/Tc ≈ 0.2 ∼ (ξ0/Ly), which
for type-II superconductors is much higher than the T ∗ of the translationally
invariant superflow.
Out of all the mechanisms mentioned here, the one that would ultimately be
the most favorable for realization in a real material, if any, would depend on the
particular material properties. In general, there is a long-standing controversy re-
garding the experimental verification of spontaneous mechanisms that shift zero-
energy states, with some experiments showing a positive signature [9, 161–167],
while others report a negative result [168–172]. Ref. [157] and papers I-IV ar-
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gues that the inhomogeneous superflow might provide a possible explanation of
this issue, since it is realized in a peculiar way that in principle makes it difficult
to detect, and at the same time seems very competitive due to its relatively high
transition temperature. Indeed, it was shown to be very robust against a subdom-
inant order parameter [157], and against various perturbations, e.g. geometric and
external magnetic fields, as shown in papers II-IV. This motivates further studies.
To treat such an inhomogeneous superflow, however, it is necessary to go beyond
the local and translationally invariant model developed in this chapter. It is the
topic of Chs. 5 and 6 to provide such a generalization.
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4.6 Chapter summary: spontaneous superflow?
The previous chapter Ch. 3 used pure bulk arguments to hint at the possibility
of negative and energetically favorable superflow kinetic energy, especially in an
environment with a predominantly paramagnetic response. This chapter showed
that such an environment exists, namely close to certain interfaces with strong
pairbreaking scattering, where an effective sign-change in the order parameter for
scattered quasiparticles leads to zero-energy states with a Lorentzian distribution
centered at the Fermi energy. As examples, S-V and S-I-N interfaces of unconven-
tional d-wave superconductors were considered (in particular with the interface
aligned with the d-wave nodes, i.e. [110]-interfaces), or spin-active interfaces of
conventional s-wave superconductors.
The zero-energy states were shown to be bound to the surface, with a T−1
temperature-dependent energy cost at low temperatures, several times larger than
the condensation energy. The interface thus creates an inhomogeneous and highly
unfavorable environment for the superconducting order. Furthermore, it was
shown that the presence of a finite superflow Doppler shifts the bound states to fi-
nite energies, opening a new gap and lowering the free energy, thus confirming the
suspicion presented in Ch. 3 for the bulk system. A mechanisms for translationally
invariant superflow has been proposed previously [64, 66, 67], which decays over a
distance λ0 from the interface, resulting in a low transition temperature in type-II
superconductors due to unfavorable superflow in the bulk. Another decay profile
was proposed ad-hoc, decaying on the length scale Ly ∼ 4ξ0 derived in this chap-
ter, which would in principle have a much higher transition temperature. Such
a superflow was indeed found based on self-consistent numeric calculations [157]
(see also appended papers and Lic. Th. [10]), and it was discussed in relation to
other competing mechanisms, in particular a subdominant order parameter and
ferromagnetic ordering. It is the goal of Ch. 5 to develop a linear-response model
which can properly take into account the inhomogeneous superflow ps = ps(R)
and explain features of the numeric observations. It is found that the model re-
lies on a generalization to a non-local theory, with an inhomogeneous superfluid
density tensor caused by the inhomogeneous environment close to the interface.
Chapter 6 uses this tensor to minimize the free energy with respect to ps(R),
obtaining the inhomogeneous superflow found numerically in [157], and further-
more, showing that a new class of inhomogeneous superconducting ground states
might be possible.

5 Inhomogeneous superflow:
non-local linear response
Chapter 4 showed that certain interfaces create an unfavorable environment for
the superconducting order, by breaking superconducting pairs into surface bound
states, removing favorable condensation energy. A spontaneous superflow that
Doppler shifts these states and that decays into the bulk on the coherence-length
scale was suggested, but without a proper motivation for a responsible mechanism.
The aim of this chapter is to extend the interface-scattering model to properly
account for inhomogeneous superflow ps(R) in a non-local but linear response,
highlighting a possible mechanism for the superflow.
The chapter starts by introducing the linear-response Riccati equations, which
are then symmetrized with respect to the Nambu-space coherence functions, by
introducing the pair-propagator-like objects γ1/(1 + γ0γ˜0) and γ˜1/(1 + γ0γ˜0). The
unperturbed solutions (0) are given in Ch. 4 (but with ps = 0), and the first-
order corrections (1) are derived. Assuming perfect reflection at the interface,
the Riccati equations for these objects are solved, which are shown to depend on
correlators C(Rs,Ro) that couple a perturbation at source pointRs with an obser-
vation point Ro. The correlators decay exponentially over a length scale κ−1 ∝ ξ,
which is a modified coherence length due to the presence of inhomogeneities, in
this case the exponential decay of surface bound states. The non-local particle-
current response j(Ro) =
∫
dRsK(Ro,Rs) · ps(Rs) is derived, which is used in
Ch. 6 to obtain the free energy Ω = 12
∫
dRo [ps(Ro) · j(Ro)]. Both the current
and the free energy are given in terms of the non-local superfluid density tensor
K(Ro,Rs). Features of this complicated high-dimensional object are analyzed,
and it is shown that it reduces to the well-known form in bulk. Chapter. 6 does
an instability analysis by minimizing the energy with respect to ps(R).
It is noted that variations of the order-parameter amplitude are neglected, since
the aim is to use the model for the low-temperature instability analysis. The nu-
meric self-consistent calculations in the appended papers include these amplitude
variations, and careful analysis of these results (not shown here) illustrate that
the variations (δ∆/kBTc ∼ 0.02) are a percent effect compared to the spontaneous
superflow at the instability. This is properly motivated by the fact that for small
superflow, and at low temperatures, the current response to ps is given to leading
order by the T−1 bound-state term in the propagator (App. E.3.2), and that the
gap suppression gives only a small, higher-order, correction [116].
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5.1 Linear response Riccati equations
Consider again the Riccati Eqs. (2.34)–(2.35) at the interface in Fig. 2.2, but with
ps → ps(R). For a spin-singlet superconductor, the scalar equations are
[i~vF ·∇R + 2 (z − vF · ps(R))] γ = −γ∆˜γ + ∆, (5.1)
[i~vF ·∇R − 2 (z − vF · ps(R))] γ˜ = −γ˜∆γ˜ + ∆˜, (5.2)
where it is reminded that ∆˜(pF) = ∆(pF)∗ = ∆(pF) = |∆| η(θF) in the present
gauge (introduced in App. A). The Riccati equations are linearized in ps(R)
0 = [i~vF ·∇R + 2z] γ0 + ∆˜γ20 + ∆, (5.3)
0 = [i~vF ·∇R − 2z] γ˜0 + ∆γ˜20 + ∆˜, (5.4)
0 =
[
i~vF ·∇R + 2
(
z + γ0∆˜
)]
γ1 − 2vF · ps(R)γ0, (5.5)
0 = [i~vF ·∇R − 2 (z − γ˜0∆)] γ˜1 + 2vF · ps(R)γ˜0, (5.6)
with the coherence functions
γ ≈ γ0 + γ1, (5.7)
γ˜ ≈ γ˜0 + γ˜1. (5.8)
Here, subscripts 0 refer to quantities unperturbed by ps, with solutions given in
Eqs. (E.14)–(E.15) for ps = 0 (i.e. with zp → z), and subscripts 1 are the first-
order corrections due to small ps(R). Similarly, the propagators are expanded
as g = g0 + g1, f = f0 + f1, g˜ = g˜0 + g˜1, and f˜ = f˜0 + f˜1, where the zeroth-
order propagators are given in App. E.3 (again with ps = 0), and the first order
corrections are derived in App. F.1
g1 = +2ipi
(
γ1
(1 + γ0γ˜0)
γ˜0
(1 + γ0γ˜0)
+ γ˜1(1 + γ0γ˜0)
γ0
(1 + γ0γ˜0)
)
, (5.9)
g˜1 = −2ipi
(
γ1
(1 + γ0γ˜0)
γ˜0
(1 + γ0γ˜0)
+ γ˜1(1 + γ0γ˜0)
γ0
(1 + γ0γ˜0)
)
, (5.10)
f1 = −2ipi
(
γ1
(1 + γ0γ˜0)
(1 + 2γ0γ˜0)
(1 + γ0γ˜0)
+ γ˜1(1 + γ0γ˜0)
γ20
(1 + γ0γ˜0)
)
, (5.11)
f˜1 = +2ipi
(
γ˜1
(1 + γ0γ˜0)
(1 + 2γ0γ˜0)
(1 + γ0γ˜0)
+ γ1(1 + γ0γ˜0)
γ˜20
(1 + γ0γ˜0)
)
. (5.12)
These propagators will be used to derive the current response in Sec. 5.4. At
this point, it would be rather straightforward to derive the solutions to γ1 and
γ˜1 in Eqs. (5.5)-(5.6) (which is done in App. F.2). However, it is noted that
the perturbed propagators are proportional to terms γ1/(1 + γ0γ˜0) and γ˜1/(1 +
γ0γ˜0). These quantities look like pair propagators f/(−2ipi) and f˜/(2ipi), and
it turns out that solving the Riccati equations for these quantities instead yield
more symmetric solutions, which make subsequent calculations and analysis much
simpler.
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5.2 Symmetrization
Following App. F.3, the Riccati equations for γ1/(1 + γ0γ˜0) and γ˜1/(1 + γ0γ˜0) are
(∇R + κ) γ11 + γ0γ˜0 (pF,Ro; z) = −
2i
~vF
vF · ps γ01 + γ0γ˜0 (pF,Ro; z), (5.13)
(∇R − κ) γ˜11 + γ0γ˜0 (pF,Ro; z) = +
2i
~vF
vF · ps γ˜01 + γ0γ˜0 (pF,Ro; z), (5.14)
κ(pF,Ro; z) ≡ i~vF
(
2z + γ0∆˜(pF)− γ˜0∆(pF)
)
. (5.15)
As a side note, the term (γ0∆˜ − γ˜0∆) in κ is the momentum-resolved kernel
I in Eq. (2.72), which captures the main inhomogeneous contribution to the
Eilenberger free energy. In polar coordinates, let s be the coordinate along the
trajectory defined by the Fermi momentum pF, with s = 0 denoting the interface
between regions 1 and 2 in Fig. 2.2. Assuming perfect reflection at the interface,
the solutions to Eqs. (5.13) and (5.14) are derived in App. F.4
γ1
1 + γ0γ˜0
(pF, so; z) = − 2i~vF
∫ so
−∞
ds
[
C(s, so)vF · ps γ01 + γ0γ˜0
]
(p′F, s; z),(5.16)
= − 2i
~vF
∫ so
−∞
ds
[
C(s, so)vF · ps f0−2ipi
]
(p′F, s; z), (5.17)
γ˜1
1 + γ0γ˜0
(pF, so; z) = − 2i~vF
∫ ∞
so
ds
[
C(so, s)vF · ps γ˜01 + γ0γ˜0
]
(p′F, s; z),(5.18)
= − 2i
~vF
∫ ∞
so
ds
C(so, s)vF · ps f˜02ipi
 (p′F, s; z), (5.19)
C(s, so) ≡ exp
(
−
∫ so
s
dρκ(ρ)
)
, (5.20)
where p′F defines the momentum direction in the source point s, and the ds-
integrals sum up the contribution from all perturbations ps(s) along the trajec-
tory, from s = ∓∞ to the observation point so for normal and tilde coherence
functions, respectively. The momentum direction p′F is therefore different for these
trajectory integrals, with a specular momentum flip between s < 0 and s > 0, po-
tentially leading to different values of ∆(p′F) (e.g. a sign change for the maximally
pairbreaking interface). This is illustrated in Figs. 5.1 (a) and (b), for two oppo-
site directions of vF. The correlator C(s, so) gives the weight of pair-correlations
between s and so, with an exponential decay over the length-scale determined
by κ−1. This is described by the integral over the running point ρ from s to so.
Appendix F.5 derives the following expression for κ
κ(ρ) = ξ−1 2iΩ + (z − iΩ)S2iΩ + (z − iΩ)S − (z − iΩ)Se−|ρ|/ξ , (5.21)
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κ−1 −−−→
S→0 ξ ≡
~vF
2Ω , (5.22)
κ−1 −−−→
ρ→∞ ξ, (5.23)
κ−1 S→2−−−→
ρ→0 ζ ≡
~vF
2εn
, (5.24)
which gives κ−1 the interpretation of a coherence length modified by proximity to
surface bound states, and where the boundary term S was analyzed in App. E.2.
κ−1 reduces to the bulk coherence length far away from the interface (S = 0 or
ρ→∞). At a pairbreaking interface (S = 2), the correlation length is determined
by the bound states, with the Matsubara energy εn ≡ pikBT (2n+ 1).
Explicit expressions for the correlators will now be presented, which will be
used to obtain the current response.
(a) (c)(b)
Figure 5.1: (a), (b) The Fermi momentum determines the quasiclassical trajectories.
The coordinate so is an observation point somewhere on the trajectory, and s denotes a
source point along the trajectory with a perturbation ps(s), with s = 0 at the interface.
The correlator C(s, so) gives the weight of pair-correlations between s and so, with an
exponential decay over the length-scale given by κ−1. (c) A superflow at point Rs
give rise to a current response at observation point Ro, due to non-local correlations
along unreflected u© and reflected r© trajectories. The correlations are modified by the
presence of surface bound states.
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5.3 Correlators
Since the trajectory between the source point s and the observation point so
might reflect at the interface (see Figs. 5.1 or F.1), it is necessary to distinguish
dρ integrals that cross or do not cross the interface, corresponding to unreflected
u© and reflected r© trajectories. The trajectory that undergoes reflection is divided
into an incoming trajectory from ρ = s to ρ = 0 (at the interface) with momentum
p′F, and an outgoing trajectory from ρ = 0 to ρ = so with specularly reflected
momentum p′F = (pF,x,−pF,y). Assuming perfect reflection, App. F.5 solves the
dρ-integrals in the correlator in Eq. (5.20) for these cases, yielding
C u©(s1, s2) = 2iΩ + (z − iΩ)S − (z − iΩ)Se
−|s<|/ξ
2iΩ + (z − iΩ)S − (z − iΩ)Se−|s>|/ξ e
−|s1−s2|/ξ, (5.25)
C r©(s1, s2) = 2iΩe
−|s1|/ξ
2iΩ + (z − iΩ)S − (z − iΩ)Se−|s1|/ξ (pF,1, s1)
× 2iΩe
−|s2|/ξ
2iΩ + (z − iΩ)S − (z − iΩ)Se−|s2|/ξ (pF,2, s2), (5.26)
where s> and s< denote the coordinate closest and furthest from the interface
along the trajectory, respectively,
s< = min (|s1|, |s2|) , (5.27)
s> = max (|s1|, |s2|) . (5.28)
The correlator in Eq. (5.25) is the usual superconducting coherence factor in bulk,
but modified by the presence of bound states. This is seen by letting both s1,2 lie
far from the interface (or S → 0)
Cbulk(s1, s2) = e−|s1−s2|/ξ. (5.29)
The correlator in Eq. (5.26) is a pure bound-state correlator, which decays expo-
nentially when either of the two points are far from the interface. At a maximally
pairbreaking interface (S = 2), the correlators can be re-written
Cpbu©(s1, s2) =
z − (z − iΩ)e−|s<|/ξ
z − (z − iΩ)e−|s>|/ξ e
−|s1−s2|/ξ, (5.30)
Cpbr©(s1, s2) =
 iΩe−|s1|/ξ
z − (z − iΩ)e−|s1|/ξ
 (pF,1)
 iΩe−|s2|/ξ
z − (z − iΩ)e−|s2|/ξ
 (pF,2).(5.31)
The correlators will now be used to derive the current response.
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5.4 Current response
Defining the particle-current density Eq. (2.66), i.e. without charge e, and ex-
panding in ps yields
j(Ro)− j0(Ro) = δj(Ro) = j1(Ro) +O(p2s ), (5.32)
j1(Ro) = 4kBTNFvF
〈 Ωc∑
εn>0
vˆF Re {g1(pF,Ro; z)}
〉
θF
, (5.33)
where the unperturbed current j0 = 0 due to there being no current-response
without superflow (see e.g. App. D.5). Inserting g1 from Eq. (5.9) and the coher-
ence functions from Eqs. (5.16)–(5.20), the current response is
j1(Ro) = 4kBTNFvF
Ωc∑
εn>0
Re
〈
vˆF2ipi
−2i
~vF
[∫ so
−∞
dsI1 +
∫ ∞
so
dsI2
]
v′F · ps(s)
〉
θF
,
= 16pikBTNF
vF
~
Ωc∑
εn>0
Re
〈
vˆF
[∫ so
−∞
dsI1 +
∫ ∞
so
dsI2
]
vˆ′F · ps(s)
〉
θF
, (5.34)
I1 =
(
γ˜0
1 + γ0γ˜0
(pF, so)
)
C(s, so)
(
γ0
1 + γ0γ˜0
(p′F, s)
)
, (5.35)
= f˜0(pF, so)2ipi C(s, so)
f0(p′F, s)
−2ipi , (5.36)
I2 =
(
γ0
1 + γ0γ˜0
(pF, so)
)
C(so, s)
(
γ˜0
1 + γ0γ˜0
(p′F, s)
)
, (5.37)
= f0(pF, so)−2ipi C(so, s)
f˜0(p′F, s)
2ipi . (5.38)
The unperturbed pair-propagators from Eqs. (E.51) and (E.52) can be re-written
f0
−2ipi = −
( ∆
2iΩ
) 2iΩ + (z − iΩ)S − (z + iΩ sgn [vˆFy(s)])Se−|s|/ξ
2iΩ + (z − iΩ)S (5.39)
−−−→
S→2 −
( ∆
2iΩ
)
z − (z + iΩ sgn [vˆFy(s)]) e−|s|/ξ
z
, (5.40)
f˜0
2ipi = +
( ∆
2iΩ
) 2iΩ + (z − iΩ)S − (z − iΩ sgn [vˆFy(s)])Se−|s|/ξ
2iΩ + (z − iΩ)S (5.41)
−−−→
S→2 +
( ∆
2iΩ
)
z − (z − iΩ sgn [vˆFy(s)]) e−|s|/ξ
z
. (5.42)
Multiplying these propagators with the correlators give multiple cancellations of
terms, reducing the integrands I1 and I2 to very simple continuum and bound-
state forms, as will be seen below. It is noted that for a given direction vˆF(pF), one
of I1,2 describes an integral over a reflected part of a trajectory, and the other over
53
an unreflected part of a trajectory (compare panels (a) and (b) of Fig. 5.1). The
ds-integrals are therefore split up just like the dρ-integrals into trajectories where
so and s lie on the same respectively the opposite sides of the interface (the point
s = 0). The resulting integrals are recombined into continuum-like parts (the
unreflected trajectories) and bound-state-like parts (the reflected trajectories).
Below, u© denotes ds-integrals where so and s lie on the same side, and r© on the
opposite sides, and with A ≡ 16pikBTNFvF/~,
j1(Ro) = A
Ωc∑
εn>0
Re
∫ pi
0
dθF
2pi vˆF
[∫ so
−∞
dsI
u©
1 +
∫ 0
so
dsI
u©
2 +
∫ ∞
0
dsI
r©
2
]
vˆ′F · ps(s)
A
Ωc∑
εn>0
Re
∫ 2pi
pi
dθF
2pi vˆF
[∫ 0
−∞
dsI
r©
1 +
∫ so
0
dsI
u©
1 +
∫ ∞
so
dsI
u©
2
]
vˆ′F · ps(s)
∝ 16pikBTNFvF~
Ωc∑
εn>0
Re
〈
vˆF
∫
ds
[
I u© + I r©
]
vˆ′F · ps(s)
〉
θF
, (5.43)
I u© =
( ∆
2Ω
)2
e−|so−s|/ξ
1− (z − iΩ)Se−|s<|/ξ2iΩ + (z − iΩ)S
 1− (z + iΩ)Se−|s<|/ξ2iΩ + (z − iΩ)S
 ,(5.44)
Ipbu© =
( ∆
2Ω
)2
e−|so−s|/ξ
[
1−
(
1− iΩ
z
)
e−|s<|/ξ
] [
1−
(
1 + iΩ
z
)
e−|s<|/ξ
]
,(5.45)
I r© = −
 e−|so|/ξ∆
2iΩ + (z − iΩ)S
 (vˆF, so)
 e−|s|/ξ∆
2iΩ + (z − iΩ)S
 (vˆ′F, s) (5.46)
Ipbr© =
(∆
2z
)2
e−(|so|+|s|)/ξ, (5.47)
where (pb) means a pairbreaking interface (S → 2). Here, the unreflected inte-
grand I u© is the bulk coherence factor (∆/2Ω)2e−|so−s|/ξ multiplied by the pair-
correlations that are modified by the surface bound states. The reflected integrand
I r© is a pure bound-state term. The current can be written in terms of a response
kernel, namely the non-local superfluid density tensor K,
j(Ro) =
∫
dsK(vˆF, so; vˆ′F, s) · ps(s), (5.48)
K(vˆF, so; vˆ′F, s) ∝ 16pikBTNF
vF
~
Re
Ωc∑
εn>0
〈
vˆF
[
I u© + I r©
]
vˆ′F
〉
θF
, (5.49)
where the dot product is with respect to the vˆ′F vector. To analyze the super-
fluid density tensor, it is convenient to introduce a coordinate transformation to
cartesian coordinates 〈∫ ds〉θF → ∫ dRs.
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5.5 Cartesian coordinate transformation
In this section, a coordinate transformation to cartesian coordinates is introduced.
In two dimensions, consider the infinitesimal variations ds and dθF = |so − s|dA,
which spans the Fermi surface element
dθF
2pi ds =
dx′dy′
2pi |so − s| =
d2Rs
2pi∆R, (5.50)
as illustrated in Fig. 5.2 (a), where ∆R is the distance between Ro and Rs along
the trajectory, and the factor 2pi is the normalization factor from the 2D Fermi-
surface average 〈. . .〉θF =
∫ [. . .]dθF/2pi. It is noted that there are two possible ways
to connect Ro and Rs, namely through a reflected and an unreflected trajectory,
see Fig. 5.2 (b). Table 5.1 summarizes the coordinate transformations between
polar and cartesian coordinates, for the unreflected and reflected trajectories.
Upon transforming to cartesian coordinates, both these trajectories have to be
taken into account, which is done by splitting the integrand in j into unreflected
u© and reflected r© parts. The i-component (e.g. i ∈ {x, y}) of the particle-current
response j1 is written
ji(Ro) =
∫
d2Rs~−2Kij(Ro,Rs)ps,j(Rs), (5.51)
Kij(Ro,Rs) = 16pikBTNF~vF Re
Ωc∑
n>0
∑
u©, r©
kˆi
 f˜0(Ro, kˆ)
2ipi
C(Rs,Ro)
2pi∆R
f0(Rs, kˆ′)
−2ipi
+f0(Ro,−kˆ)−2ipi
C(Ro,Rs)
2pi∆R
f˜0(Rs,−kˆ′)
2ipi
kˆ′j, (5.52)
C(Rs,Ro) = exp
(
−
∫ Ro
Rs
κ(ρ, ρˆ)dρ
)
, (5.53)
Note that the current density now has an integrable singularity as Rs → Ro, i.e.
in the local kernelK(Ro,Rs = Ro) ≡K(Ro), due to the factor 1/∆R introduced
by the coordinate change. This singularity is problematic in numerics, but can be
formally treated, see App. F.6. Similar to the previous section, the kernel can be
greatly simplified assuming the same order parameter structure for incoming and
outgoing momenta.
The structure of this kernel is analyzed at a pairbreaking interface in Sec. 5.6.
This is done analytically on a term-by-term basis, rather than plotting the spatial
dependence, since the latter is non-trivial due to the high dimensionality of the
kernel tensor, as well as the incommensurate correlations caused by the reflected
and unreflected trajectories (referring to that they contribute to different momen-
tum directions, and different points s> and s<). Furthermore, even if this can be
illustrated, the summation and integration in the current response might average
out whatever features are read out from such plots. As discussed in Sec. 5.6,
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the most convenient way to illustrate the kernel contribution is by identifying the
underlying symmetries and averaging over certain degrees of freedom, as done in
Figs. 2 and 3 (b)–(d) in paper I. Still, a few visualizations of the kernel are found
in App. G.
Fermi
Surface
(a) (b)
Figure 5.2: (a) Relation between polar and cartesian Fermi-surface coordinates. (b)
Coordinate relations close to a specular interface defined in Fig. 2.2.
Table 5.1: Coordinate transformations between polar coordinates (so, s, kˆ) and
cartesian coordinates (Ro and Rs), where Ro = (xo, yo) and Rs = (xs, ys). See
Fig. 5.2 (b) for an illustration.
u© r©
∆R = |so − s|
√
(xo − xs)2 + (yo − ys)2
√
(xo − xs)2 + (yo + ys)2
kx (xo − xs)/∆R (xo − xs)/∆R
ky (yo − ys)/∆R (yo + ys)/∆R
so yo/ky yo/ky
s ys/ky ys/|ky = −ys/ky
56 5 Inhomogeneous superflow: non-local linear response
5.6 Non-local superfluid density tensor
This section analyzes the structure of the superfluid density tensor in Eq. (5.52)
K(Ro,Rs) =
(
Kxx(Ro,Rs) Kxy(Ro,Rs)
Kyx(Ro,Rs) Kyy(Ro,Rs)
)
. (5.54)
At a maximally pairbreaking interface (S = 2), the unreflected and reflected parts
of the kernel take the forms (the reader is reminded that ∆ = ∆(pF) here)
K
r©
ij = 4kBTNF~vF
(
kˆikˆj
) Ωc∑
εn>0
(
−∆
2
ε2n
)
e−(|so|+|s|)/ξ
(|so|+ |s|) , (5.55)
K
u©
ij = 4kBTNF~vF
(
kˆikˆj
) Ωc∑
εn>0
(
+∆
2
Ω2
)
e−|Rs−Ro|/ξ
|Rs −Ro|
×
[(
1− e−|s<|/ξ
)
− Ω
εn
e−|s<|/ξ
] [(
1− e−|s<|/ξ
)
+ Ω
εn
e−|s<|/ξ
]
,(5.56)
where kˆ = (kx,−ky) from specularity. Note that combining and simplifying
these terms is not trivial, since they contribute to different directions and co-
ordinates (s< and s>) in the current integrand, as illustrated in Fig. 5.2 (b), and
in Tab. 5.1. This form of the kernel has the dimensions of energy density. Di-
viding by NF(kBTc)2 therefore gives a dimensionless expression. It is noted that
the tensor couples the x and y degrees-of-freedom due to off-diagonal terms Kxy
and Kyx, and that the spatial dependence is generally given by exponential decay
from the surface and between source and observation points (both along the tra-
jectory direction), with the decay length set by the coherence length ξ = ~vF/2Ω.
For a nodal superconductor, spatial dependence is more complicated, however,
due to the basis function in ∆ = |∆|η(θF). The kernel is real and symmetric
Kij(R1,R2) = Kji(R2,R1), with translational invariance along x. The diagonal
and off-diagonal components are symmetric and antisymmetric with respect to
reflection symmetry x→ −x, respectively.
As will be seen in Ch. 6, a negative or positive sign of the kernel determines if
the superflow is energetically favorable or not. It will now be shown that there
are several terms competing for the overall sign.
Unreflected kernel: competition between continuum and bound-states
Starting with the unreflected kernel K u©ij , the term kˆikˆj comes from that vˆF(s0) =
vˆ′F(s) for this trajectory. It is again noted that the term (∆/Ω)2e−|Rs−Ro|/ξ is the
bulk coherence factor, but modified by the term |Rs−Ro|−1 due to the change of
coordinate system. The integrable singularity Rs → Ro in this term can be put
in a local term and treated analytically by transforming back to polar coordinates
(App. F.6). The whole expression decays if Rs and Ro are too far separated.
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The terms in the brackets are the surface pair-correlators, with a continuum-
part ∆/Ω and a bound-state part ∆/εn. The continuum term dominates at el-
evated temperatures and when both points lie far from the surface (when s< is
large). At low temperatures and when one of the coordinates lies close to the
surface, the bound-state term dominates. The relative sign-difference between
the continuum and bound-state terms reflects that superflow is unfavorable in the
bulk and favorable at the interface (diamagnetic versus paramagnetic response).
The overall sign of the kernel fwill change depending on which of the two terms
dominate.
Reflected kernel: competition between diagonal and off-diagonal terms
The reflected kernel K r©ij is a pure bound-state term proportional to −∆2/ε2n,
which is large at low temperatures and low energies, and where the minus sign
comes from the sign-change in the order parameter between surface-incoming and
outgoing trajectories. The kernel decays exponentially if either of the two points
are far from the interface. The overall sign of the summand is negative, but the
signs of the individual components might be different due to the specularity condi-
tion kˆy = −kˆy and kˆx = +kˆx. For example, for both the reflected and unreflected
kernels, the bound-state terms of Kxx are negative and add coherently, signifying
a paramagnetic response. The continuum Kxx term, on the other hand, has a
positive sign signifying a diamagnetic response. To determine the overall contri-
bution to the current (and hence the energy), however, the kernel components
have to be summed over spatial coordinates. This procedure can be simplified
by identifying underlying symmetries and averaging over some spatial degrees of
freedom, as illustrated in paper I, and as discussed in Ch. 6.
Local and bulk kernel
The local part of the superfluid density is derived in App. F.6, which gives the
well-known bulk linear response in App. F.7 (see Eqs. (34)–(35) in Ref. [116])
jbulki (Ro) = Kbulkij (Ro)ps,j, (5.57)
Kbulkij (Ro) = 4pikBTNFv2F
〈
(kˆikˆj)
Ωc∑
εn>0
|∆(pF)|2
Ω3
〉
θF
. (5.58)
At T = 0, the Matsubara sum is turned into an integral as in Eqs. (2.19)–(2.20)
jbulk0 (Ro) = 2NFv2F
〈∫ ∞
0
d
|∆(pF)|2
(|∆(pF)|2 + ε2n)3/2
vˆF [vˆF · ps]
〉
θF
(5.59)
= 2NFv2F 〈vˆF [vˆF · ps]〉θF (5.60)
= NFv2Fps, (5.61)
with Kbulk(T = 0) = NFv2F ≡ ρ, which reproduces the result in App. D.5.
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5.7 Chapter summary: mechanism for spontaneous
superflow?
This chapter linearized the Riccati equations with respect to an inhomogeneous
superflow ps(R). The equations were solved in the non-local regime (still neglect-
ing screening due to ξ0  λ0), yielding a current response in terms of the non-local
superfluid density tensor Kij (Ro,vF(Ro);Rs,v′F(Rs);T ). This tensor couples the
x and y degrees-of-freedom over distances set by the coherence length ξ = ~vF/2Ω,
where Ω ≡
√
|∆(pF)|2 − z2, and contains clearly distinguishable continuum and
bound-state parts. As will be seen in Ch. 6, the free energy can be expressed as
Ω = 12
∫
dRo [ps(Ro) · j(Ro)] = 12
∫
dRo
∫
dRs [ps(Ro) ·K(Ro,Rs) · ps(Rs)] .
(5.62)
The sign of the kernel will thus define if the superflow is energetically favorable or
not. It was shown that there is a competition for the overall sign of K between
1. the continuum and bound-state parts,
2. between the different components Kxx, Kxy, Kyx, Kyy.
Which terms dominate were shown to depend on temperature, the relative position
of Ro and Rs, and their distance from the interface. Lowering the temperature, it
is predicted that the overall sign of the kernel switches from everywhere positive,
to positive in the bulk and negative in a region ∼ ξ of the interface. This plants a
seed for an instability towards a spontaneous and inhomogeneous superflow, with
a much shorter screening than a translationally invariant superflow [66, 67], which
would significantly reduce cost of bulk superflow. An inhomogeneous superflow
was proposed in Ch. 4 based purely on energetics, and the present chapter has
highlighted a possible mechanism to give rise to this superflow. Chapter 6 analyses
the mechanism and the instability, by introducing a non-local Ginzburg-Landau
theory in terms of K, and minimizing the energy with respect to ps(R).
To conclude the chapter, the structure of the superfluid density makes it ap-
parent that the introduction of a specular interface makes the geometry of the
response theory incommensurate. While the propagators and coherence ampli-
tudes are conveniently described and solved in polar coordinates defined by the
Fermi surface, the superflow perturbation and the interface follows a cartesian
symmetry defined by the interface. Hence, the specular interface breaks the sym-
metry between momentum space and coordinate space. As was shown, this leads
to a coupling between surface-parallel and perpendicular degrees of freedom, such
that an inhomogeneity perpendicular to the interface (like the bound-state de-
cay) might translate into an inhomogeneity along the otherwise translationally
invariant interface.
6 Phase crystallization
Chapter 5 extended a surface scattering model to take into account inhomoge-
neous superflow ps(R), in a non-local linear response. It was shown that the
current response can be expressed in terms of an inhomogeneous response kernel
K(Ro,Rs), which is the superfluid density tensor. At a clean and specular inter-
face with pairbreaking, it was shown that the components of this tensor change
sign as a function of temperature and distance from a pairbreaking interface. In
this chapter, an inhomogeneous Ginzburg-Landau model is introduced, where it
is shown that the kernel K enters as the Ginzburg-Landau coefficient of the su-
perflow kinetic energy. Due to the sign change in K, it is found that the system
is unstable towards a phase transition into an inhomogeneous superconducting
ground state with spatial phase-oscillating χ(R) ∝ cos(q ·R), and as a result,
periodic superflow and equilibrium currents with a peculiar pattern, reproducing
the results of the self-consistent numerics in papers II–IV. These phase oscillations
break continuous translational symmetry and time-reversal symmetry. Similar to
the crystallization problem, the order parameter of the new phase is identified as
a finite Fourier amplitude Cq at a finite wave vector q, defining the period of the
phase oscillations. The ground state is therefore referred to as a phase crystal.
The conditions for the appearance of the phase crystal are derived based on the
Ginzburg-Landau theory. Using the microscopically derived response theory, it
is shown explicitly how these conditions are satisfied close to the pairbreaking
interface. The model calculation does not take into account variations of the or-
der parameter amplitude, in contrast to the self-consistent numeric calculations.
Since they essentially produce the same results, this highlights the fact that the
phase sector of the order parameter can be a main driving term for phase tran-
sitions and the energetics. Furthermore, the take-home message is also that the
superfluid density and the kinetic energy cannot a priori be assumed to be ho-
mogeneous and positive, respectively, but have to be treated with care by taking
into account non-locality and inhomogeneities even on the coherence length scale.
Doing so, new insight and interesting physics might become available. Note that
the derivations in the chapter are based mainly on the particle current, and should
therefore in principle also apply to uncharged superfluids (in particular 3He) [144,
173, 174], but this is well beyond the scope of this thesis.
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6.1 Phase crystallization due to non-locality
The goal of this section is to derive a relation between the free energy and the
particle current, in terms of the superfluid density and superfluid momentum,
using a non-local Ginzburg Landau theory. Following paper I, conditions are de-
rived under which energy-minimization leads to spontaneous and inhomogeneous
superflow.
6.1.1 Non-local Ginzburg-Landau theory
In a theory with a complex-valued order parameter ∆ = |∆|eiχ, the Ginzburg-
Landau free-energy is typically given by the lowest-order |∆| and gradient terms
f(∆) = α|∆|2 + 12β|∆|
4 +K|∇∆|2 (6.1)
= α|∆|2 + 12β|∆|
4 +K
[
(∇|∆|)2 + |∆|2(∇χ)2
]
, (6.2)
with parameters α, β and K determined by the underlying (microscopic) theory
for a particular system. Here, α(T > Tc) > 0 and α(T ≤ Tc) ≤ 0 mark the onset
of superconductivity at transition temperature Tc, with amplitude-regularizing
term β > 0, favoring a finite order parameter. In the absence of magnetic fields
and induction, variations in a superconducting phase lead to finite superflow
ps(R) =
~
2∇χ(R), (6.3)
with associated (local) free-energy density
f locsf (R) = K |∆(R)|2 (∇χ(R))2 , (6.4)
which gives the kinetic energy
F locsf =
1
2
∫
dR fsf(R). (6.5)
In the usual superconducting ground state, the superfluid density is positive K >
0, implying an energy cost of phase gradients, which ensures a rigid and uniform
phase χ = const. If K was to change sign below a transition temperature T ∗
somehow, however, there would be an instability towards a non-uniform phase
χ(R) 6= const. Such an instability will now be considered on the level of Ginzburg-
Landau phenomenology, and later microscopically by using the kernel K derived
in Ch. 5. Generalizing to a non-local scenario,
Fsf =
1
2
∫ ∫
dRdR′ [∇χ(R)]iKij(R,R′) [∇χ(R′)]j , (6.6)
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with summation over repeated indices. Here, Kij is the non-local superfluid den-
sity kernel, which is real and symmetric
Kij(R,R′) = Kji(R′,R). (6.7)
Before discussing energy minimization, the relation between the current and the
energy will be derived. Consider a small Galilean boost u, such that p′s = ps−mu,
with massm. Defining the superfluid velocity from vs = ps/m, Galilean invariance
gives the free energy in the moving frame as
Fsf[vs − u] = Fsf[vs]−mj · u, (6.8)
which defines the total particle current. Taylor expanding in p′s, the particle
current is
ji(R) =
δFsf[vs]
δps,i(R)
=
∫
dR′Kij(R,R′) [∇χ(R′)]j , ⇒ (6.9)
Fsf =
1
2
∫
dR j(R) · ps(R), (6.10)
where Eq. (6.6) was used. Minimizing Fsf with respect to χ gives the continuity
equation
0 = −δFsf[∇χ]
δχ(R) =∇ · j(R). (6.11)
Current conservation is thus guaranteed at a minimum of the free energy. This is
not always the case, as inserting any arbitrary superflow ps might lead to an un-
physical scenario, where the conservation is violated, and the system is not in an
energy minimum. Therefore, the superflow is only physical at a minimum of the
energy, and if it corresponds to a phase χ as in Eq. (6.3). It is noted that if am-
plitude variations are negligible, e.g. deep inside the superconducting state where
|∆(T )| ∼ |∆| and F [∆T ] ∼ Fsf[∆T ], then the minimum of Fsf corresponds to the
ground state. It is important to note that the instability analysis only considers
the lowest-order gradient term (∇χ)2. This of course leads to an unphysical sce-
nario where K < 0 favors an infinite superflow magnitude |ps|. To regularize the
theory, higher-order terms have to be included, which will also determine the finite
magnitude |ps| at the instability (possible higher-order terms are shown and dis-
cussed briefly in paper I). The goal is not to obtain this magnitude, however, but
rather to show that the instability is in principle possible. Just like the supercon-
ducting phase transition, this occurs when the corresponding Ginzburg-Landau
coefficient switches sign and the energy has a minimum minqi F [T = T ∗] = 0, with
minqi F [T < T ∗] < 0. Here, qi are variational parameters, for example tempera-
ture or external fields. Including only the second-order gradient term is therefore
sufficient for this instability analysis, and to approximately determine the value
of T ∗ and qi at the transition.
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6.1.2 Spontaneous pattern formation
It is convenient to Fourier transform the free-energy density, and express the
energy minimization as a variational or an eigenvalue problem. For an infinite and
translationally invariant system, the kernel depends only on the relative position
R−R′, such that the Fourier transformed quantity can be described by a single
momentum q
Fsf[χ] =
1
2
∫ dnq
(2pi)nχ(−q)
[
qTi Kˆij(q)qj
]
χ(q), (6.12)
in n dimensions. The symmetry in Eq. (6.7) means that Kˆ(q) is a Hermitian
matrix
Kˆ†(q) = Kˆ(q), (6.13)
with real eigenvalues λk and eigenvectors ek that both depend on q and other
parameters (e.g. temperature or external fields), and where k ∈ {0, 1, . . . , n}. At
the transition temperature T ∗, the energy has a minimum that touches zero and
turns negative below T ∗. This might happen at a finite wavevector q0 with
0 = qT0 Kˆ(q0)q0 =
n∑
k=1
λk [ek · q0]2 . (6.14)
Consider the two-dimensional case (n = 2) for simplicity, where a non-trivial
solution (λ1,2 6= 0) of Eq. (6.14) implies that λ1(T ∗, q) = −λ2(T ∗, q). In linear
response to χ(R), this leads to the relations
j = ij0χ(q0), (6.15)
j0 = Kˆ(q0) · q0 (6.16)
= λ1e1 [e1 · q0] + λ2e2 [e2 · q0] . (6.17)
Current conservation at a finite wavevector implies orthogonality q0 ⊥ j0 since
∇ · j ∝ q0 · j = 0, (6.18)
which is fulfilled when q0 ∦ e1,2. Hence, the symmetry between coordinate and
momentum space has to be broken (e.g. at a pairbreaking interface as discussed
in Sec. 5.7). This makes it possible to write
j0,xq0,x + j0,yq0,y = 0, (6.19)
j0,x
j0,y
= −q0,x
q0,y
. (6.20)
The symmetries of the system give constraints which determine the form of the
eigenvectors, and therefore the instability. Two examples will now be shown.
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Since χ(R) is real, inversion symmetry R→ −R implies that Eqs. (6.19)–(6.20)
must hold also for −q0. The two instability vectors q0 and −q0 lead to a spatially
inhomogeneous and periodic phase, as well as stripe currents
χstripe(R) = C cos(q0 ·R), (6.21)
pstripes (R) = −q0
~C
2 sin(q0 ·R), (6.22)
jstripe(R) = Cj0 sin(q0 ·R) ⊥ q0, (6.23)
visualized in Fig. 6.1 (a), where 0 < C ≤ pi is a constant. Imposing reflection
symmetry over x→ −x gives another pair of instability vectors q0 and −q0 with
q0,x = −q0,x. The kernel is diagonalized at q0, yielding the same eigenvalues
λ1,2 as for q0, but eigenvectors e1,2 = [−(e1,2)x,+(e1,2)y] and the current j0 =
λ1e1
[
e1 · q0
]
+ λ2e2
[
e2 · q0
]
. This leads to checkerboard-like patterns with loop
currents
χcheck(R) = C cos(q0 ·R) + C cos
(
q0 ·R
)
, (6.24)
pchecks (R) = −q0
~C
2 sin(q0 ·R)− q0
~C
2 sin
(
q0 ·R
)
, (6.25)
jcheck(R) = Cj0 sin(q0 ·R) + Cj0 sin
(
q0 ·R
)
, (6.26)
illustrated in Fig. 6.1 (b).
To summarize, the realization of the non-uniform phase instability relies on the
existence of a superfluid density tensor K(Ro,Rs;T ) with
1. spatial anisotropy,
2. positive and negative eigenvalues λ1,2 that depend on some parameter, e.g.
temperature or external magnetic field,
3. eigenvectors e1,2 ∦ q, i.e. breaking the symmetry betweenK and momentum
space quantities, in particular the Fermi surface and quasiparticle excitations.
As discussed in paper I, some of these conditions might be satisfied by a spin-
population imbalance due to a Zeeman field (shown to give rise to inhomogeneous
states at the normal-superconducting transition [52, 53, 175–178]), for non-circular
Fermi surfaces, and multi-component order parameters (also shown to lead to
inhomogeneous states [179, 180]). Paper I and Sec. 6.2 discusses how all of the
conditions 1–3 can be satisfied at a pairbreaking interface, by using a Fourier
representation of the microscopic response theory developed in Ch. 5. It is noted
that the situation is much more complex in three dimensions, reflected by the fact
that there are more ways to satisfy the energy minimum in Eq. (6.14), with a
range of non-trivial solutions (as opposed to a single one in 2D). This leads to a
much more complicated analysis, as is typically the case for 3D pattern-forming
instabilities, as exemplified by the plethora of competing phases in liquid crystals
[22, 23, 45, 181].
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(a)
(b)
Figure 6.1: Spatially periodic superconducting phase (surface), resulting in superflow
(orange top arrows), and currents (green bottom arrows). These are described by (a)
Eqs. (6.21)–(6.23), and (b) Eqs. (6.24)–(6.26). Orange tubes (spheres) show line
(point) sources and sinks.
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6.1.3 Phase crystals
It was shown how the symmetries of the system can determine the patterns that
in principle are possible. These patterns will have different energies, and there-
fore different transition temperatures. The pattern with the highest transition
temperature, and consequently the lowest energy, will correspond to the ground
state. As mentioned earlier, this transition occurs when the minimum of the free
energy, with respect to the variational parameters, touches zero, corresponding to
a physical superflow pattern and particle-current conservation. Going below the
transition temperature T ∗, the energy minimum is negative, signifying an energy
gain. Furthermore, as will be shown in the next section, this corresponds to a
finite Fourier amplitude Cqx that develops at a single and finite wavenumber q∗x.
Paper I shows that this leads to a phase diagram with
T ∗(qx) = T ∗ − β(qx − q∗x)2, (6.27)
These properties are in direct analogy to the problem of weak crystallization [19],
e.g. in a metallic alloy [20], where a periodic crystal structure appears at one
or more finite wavenumbers q, and Eq. (6.27) is taken as an ansatz (rather than
actually derived from microscopic theory as in paper I). It is therefore reasonable
to refer to the instability with a periodic superconducting phase as a phase crystal.
An interesting point to note is that phase transitions usually rely on a compe-
tition between different terms in the Ginzburg-Landau functional. In this case,
however, the competition is from the internal structure of K itself (e.g. diago-
nal versus off-diagonal terms, and continuum versus bound-state terms), which is
highlighted by the non-local structure of K. The stability of certain crystalline
orders in solids also rely on non-local interactions [20]. The Abrikosov-Vortex
state is another example of a highly non-local state due to an additional length-
scale λ0  ξ0, with a kind of crystalline ordering of topological defects, i.e. the
vortex lattice. As a side note, this vortex lattice may under certain circumstances
undergo various phase-transitions to e.g. a vortex-liquid, a vortex-glass, or clus-
ters of vortex-molecules [35, 36]. It is important to point out that the phase
crystallization described above is not related to flux quantization or Abrikosov
vortices, at least not in the realization found here or in the appended papers.
It is also distinctly different from the Fulde-Ferell-Larkin-Ovchinnikov state, as
discussed in the introduction of paper I. The proposed phase crystal thus extends
the existing paradigm of inhomogeneous superconducting ground states.
A particular realization of phase crystallization will now be discussed, namely
at interfaces with Andreev bound states.
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6.2 Surface phase crystals due to Andreev states
Chapter 5 used quasiclassical theory to derived the response kernel Kij(Ro,Rs)
to an inhomogeneous superflow ps(Rs) close to a pairbreaking interface. Here,
Ro and Rs are observation and source points respectively. The kernel satisfies
conditions 1–3 presented at the end of Sec. 6.1.2. In particular, conditions 1–2
by the sign-change in the kernel as a function of both temperature and spa-
tial coordinates, and condition 3 by the asymmetry close to the surface due to
exponential decay of the Andreev bound states, with multiple q0,y components
contributing at the instability. The latter will now be shown explicitly, by solv-
ing the energy-minimization problem in Fourier space as an eigenvalue problem,
with the momentum-space kernel K(qx; qy1, qy2). Later, the mixed representation
K(qx; y1, y2) is used to solve energy minimization as a variational problem.
6.2.1 Momentum-space representation: optimal form of χ(R)
The superfluid density K(Rs,Ro) derived and analyzed in Sec. 5.6 is transla-
tionally invariant along the interface, and therefore only depends on the relative
distance ∆x = xo − xs between observation and source points, K(Rs,Ro) →
K(∆x, yo; 0, ys). Fourier transforming, this leads to
Kij(q1, q2) =
∫ ∫
dR1dR2 e
−iq1·R1e+iq2·R2Kij(R1,R2) (6.28)
= 2piδ (qx1 − qx2)Kij(qx; qy1, qy2). (6.29)
Inserting this into the free-energy expression introduced in Sec. 6.1 yields
Fsf[χ] =
1
2
∫ dqx
2pi
∫ dqy1
2pi
∫ dqy2
2pi χ
∗(qx, qy1)χ(qx, qy2) Re
[
qT1 ◦ Kˆ(qx; qy1, qy2) ◦ q2
]
,
(6.30)
where q1,2 = (qx, qy1,2), and ◦ implies vector-matrix multiplication. Here, the real
phase has the Fourier transform
χ(R) =
∫ d2q
(2pi)2χqe
+iq·R =
∫ d2q
(2pi)2χ
∗
qe
−iq·R. (6.31)
The term in the bracket in Eq. (6.30) reduces to the scalar
k(qx; qy1, qy2) = qT1 ◦ Kˆ(qx; qy1, qy2)◦q2 = q2xKxx+ qxKxyqy2 + qy1Kyxqx+ qy1Kyyqy2.
(6.32)
The energy in Eq. (6.30) can be minimized with respect to χ(qx, qy) by solving
the following eigenvalue problem for every temperature T
λq1χ(qx, qy1) = Kˆ(qx; qy1, qy2) ◦ q2χ(qx, qy2), (6.33)
λ = χ∗(qx, qy1)qT1 ◦ Kˆ(qx; qy1, qy2) ◦ q2χ(qx, qy2), (6.34)
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with eigenvalues λ in the basis qχ(qx, qy). Hence, the eigenvalue problem is solved
by diagonalizing the matrix in Eq. (6.34). Above the transition temperature, the
eigenvalues are positive definite. The temperature at which the smallest eigen-
value goes through zero marks the transition temperature. It turns out that the
Fourier kernel becomes a narrow downward peak which becomes negative at the
transition, such that only a single qx contributes. The transition temperature can
thus be written as T ∗(qx), and the ground state is given by the qx with the high-
est T ∗. Diagonalizing the matrix, the lowest eigenvalue λ0 has the corresponding
eigenvector q0 which defines the Fourier spectrum χ(qx, qy). The real-space profile
χ(qx, y) can then be obtained through Eq. (6.31). Figure 6.2 shows that numer-
ically solving the eigenvalue problem gives a spatial profile of χ(y) that matches
the self-consistent calculations, where the latter are taken from paper II. The form
of χ that minimizes the energy is well-described by the fit
χ(x, y) ∝
(
1 + y
y0
)
e−y/y0 cos(qxx), =⇒ (6.35)
ps(x, y) ∝ −
[
qx
(
1 + y
y0
)
sin(qxx),
y
y20
cos(qxx)
]
e−y/y0. (6.36)
Figure 3 of paper I shows that this gives rise to the same superflow and current
response as obtained numerically in papers II–IV.
The eigenvalue problem is relatively expensive to solve numerically. It will now
be shown how the phase-diagram can be obtained using a variational approach.
Figure 6.2: Spatial profile of the superconducting phase obtained by the methods
indicated by the legend, i.e. self-consistent numerics in paper II, the linear-response
eigenvalue-problem in Eq. (6.34), and a fit to χ(y) = [1 + y/y0] e−y/y0. The inset
shows the Fourier-space representation of the eigenvalue-solution. Note that the am-
plitude has been normalized.
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6.2.2 Mixed representation: transition from variational analysis
In order to make both the kernel analysis and the numeric calculations easier, a
mixed representation will now be derived. Fourier transforming with respect to
only the x-coordinates and utilizing translational invariance as in Sec. 6.2.1, the
free energy can be written
Fsf[χ] =
1
2
∫ dqx
2pi
∫ ∞
0
dy1
∫ ∞
0
dy2 [(−iqxxˆ+ yˆ∂y1)χ∗(qx, y1)]
◦Kˆ(qx; y1, y2) ◦ [(iqxxˆ+ yˆ∂y2)χ(qx, y2)] . (6.37)
For a real phase χ∗(y) = χ(y) with separable x and y-degrees of freedom, it is
possible to write
χ(x, y) = Cqxχ(y)e+iqxx, (6.38)
where Cqx is the Fourier-amplitude of the phase. Letting the prime symbol denote
derivative with respect to the y-coordinate, the free energy is written
Fsf[χ] =
1
2
∫ dqx
2pi |Cqx|
2
∫ ∞
0
dy1
∫ ∞
0
dy2
[
q2xKxxχ(y1)χ(y2) +Kyyχ′(y1)χ′(y2)
−iqxKxyχ(y1)χ′(y2) + iqxKyxχ′(y1)χ(y2)
]
. (6.39)
Section 5.6 claimed that the diagonal and off-diagonal components are symmetric
and antisymmetric with respect to reflection symmetry x → −x, respectively.
This means that the diagonal and off-diagonal Fourier components are purely real
and imaginary, respectively since
Kxx,yy(qx; y1, y2) = +Kxx,yy(−qx; y1, y2), (6.40)
Kxy,yx(qx; y1, y2) = −Kxy,yx(−qx; y1, y2), (6.41)
such that the whole integrand in Eq. (6.39) is real. This is seen explicitly
Kxx(qx; y1, y2) = +2
∫ ∞
0
dx cos(qxx)Kxx(x; y1, y2), (6.42)
Kyy(qx; y1, y2) = +2
∫ ∞
0
dx cos(qxx)Kyy(x; y1, y2), (6.43)
Kxy(qx; y1, y2) = −2i
∫ ∞
0
dx sin(qxx)Kxy(x; y1, y2), (6.44)
Kyx(qx; y1, y2) = −2i
∫ ∞
0
dx sin(qxx)Kyx(x; y1, y2). (6.45)
The integrands can be obtained from Sec. 5.6, and Eq. (6.39) can then be mini-
mized, for example using a variational approach for different functional forms χ(y)
and variational parameters. For the form of χ given in Eq. (6.35), the variational
parameters would be qx and y0, for each T . This is done in paper I to obtain the
phase-diagram for the inhomogeneous superflow state, and discussed below.
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6.3 Instability analysis: what sets T ∗ and qx?
Paper I uses the variational method described in Sec. 6.2.2 to obtain the phase-
diagram of the instability with χ(x, y) in Eq. (6.35), at a [110] vacuum-interface
of a d-wave superconductor, and at a spin-active interface of a conventional s-
wave superconductor. These phase diagrams (Figs. 3 and 4 of paper I) give the
transition temperature T ∗, wavenumber qx (defining the period λx from qxλx =
2pi) and the decay length y0. Table 6.1 compares these linear-response results
with those obtained from the self-consistent numerics (papers II–IV).
System and methods comparison
The discrepancy between the two methods are due to the simplifying assumptions
of the linear-response model. First and foremost, amplitude variations (both as a
function space and temperature) are neglected in this model, while they are in-
cluded in the self-consistency. As a test, self-consistent simulations were run with
a constant order parameter magnitude, which gave qx,d ≈ 1.59ξ−10 , yd0 = 0.45,
T ∗d ∼ 0.39Tc. Second, the linear-response model neglects lowest-order response
from the quasiparticle backflow in the subgap part of the spectrum, caused by
thermal excitations (s-wave and d-wave) or gap nodes (d-wave), analyzed in Ch. 3.
This could actually explain why the self-consistent numerics with constant order
parameter provides an even higher transition temperature, since the additional
quasiparticles are paramagnetic and seem to favor a superflow. Finally, the linear-
response model is not a self-consistent solution. Given all these simplifying as-
sumptions, it is quite remarkable that the linear response model can capture the
essential features of the self-consistent numerics, most importantly the structure
of the inhomogeneous superflow.
The difference between s-wave and d-wave results are to be expected, mainly
due to gapped versus nodal order parameters, leading to e.g. different length scales
(and responses, see Ch. 3). If this is indeed the case, then it is expected that a
Table 6.1: Surface phase crystallization transition temperature T ∗ and length scales
y0, λx = 2pi/qx, from the linear-response model (paper I, developed in Ch. 5) and self-
consistent numerics (papers II–IV). These are for a maximally pairbreaking d-wave
superconductor-vacuum interface, and a spin-active s-wave interface.
Method T
∗
d
Tc
T ∗s
Tc
qx,dξ0 qx,sξ0
λx,d
ξ0
λx,s
ξ0
y0,d
ξ0
y0,s
ξ0
Linear-response 0.32 0.17 1.0 0.5 2pi 4pi 0.73 1.3
Self-consistent 0.18 0.13 0.5 0.4 4pi 5pi 1.3 1.6
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polar py-wave order parameter at a superconductor-vacuum interface should have
intermediate values between the s-wave and d-wave results. As a side note, the
existence of the phase in such a spin-triplet system was confirmed numerically.
What determines the scales?
The transition temperature, wavenumber and decay length are all closely related,
and are determined by the temperature-dependence and the structure of the ker-
nel K(Ro,Rs;T ). At the present stage, it is uncertain if it is possible to ob-
tain analytic closed forms of these quantities, due to the non-trivial averaging
over the kernel structure. From the analysis in Sec. 5.6, however, it is certain
that the transition temperature corresponds to the temperature where the T−1-
contribution from the bound-state terms overcome the competing contribution
from the continuum terms. The finite qx emerges from the competition between
the different kernel components, in an attempt to minimize both the bulk super-
flow (with high-energy cost for low qx) and the off-diagonal gradient terms (with
high energy-cost for high qx), see Fig. 2 of paper I. The scattering at the interface
directly couples the x and y degrees of freedom, such that qx and y0 are related.
Chapters 3–4, showed that finite superflow is unfavorable in bulk and favorable
where there are Andreev bound states, respectively. The energy is therefore min-
imized when y0 ∼ ξ0 corresponds to the decay length of Andreev bound states, as
proposed in Ch. 4.
Periodic versus translational invariant superflow?
It is the correlations due to surface scattering and the non-local structure of K
which ultimately provides the mechanism for the inhomogeneous superflow, and
the self-screening length y0 as opposed to the penetration depth screening λ0
of a translationally invariant superflow [66, 67]. Hence, for an extreme type-II
superconductor, the translationally invariant superflow leads to a huge cost of
bulk superflow and a low transition temperature T ∗ ∼ Tc(ξ0/λ0), while the in-
homogeneous superflow has has little to no bulk superflow and a high transition
temperature T ∗ ∼ Tc(ξ0/Ly), where y0 . Ly  λ0 is the region of superflow. If
the Meissner screening was to be taken into account, the length-scale λ0 would
enter the model and modify the phase diagram, where for low qx → 0, the tran-
sition temperature would no longer go to zero but rather to T ∗ ∼ Tc(ξ0/λ0) as
in Refs. [66, 67]. When λ0 becomes comparable with ξ0, significant modifications
are to be expected, and it is unclear what kind of transition would occur (if any).
It is noted that if the system would consist of two parallel pairbreaking interfaces
separated by a distanceD (as the annulus in Fig. 4 of paper I), then asD . 2pi/qx,
there is a phase transition from the oscillating phase to translationally invariant
phase gradients, i.e. from the phase crystal to the “Vorontsov phase” [152–156],
as shown in Fig. 7.14 (p. 119) in Lic. Th. [10], and discussed in Ref. [144].
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6.4 Chapter summary: outlook
Spontaneous pattern-forming instabilities can be notoriously difficult to study [19,
20, 23]. The phase crystallization phenomenon described in this chapter is no ex-
ception, characterized by a superfluid kernel tensor K(Ro,Rs;T ) that correlates
spatial coordinates and depend on a number of parameters. Even under several
simplifying assumptions, it is currently uncertain if complete analytic solutions of
the transition temperature and length scales are possible.
A non-local Ginzburg-Landau theory was introduced where K enters as the
Ginzburg-Landau coefficient of the kinetic energy
Fsf =
1
2
∫ ∫
dRdR′ [∇χ(R)]iKij(R,R′) [∇χ(R′)]j . (6.46)
Conditions were derived under which K changes sign below a temperature T ∗
(with T ∗ ∼ 0.2Tc from self-consistent numerics), and where spatial inhomo-
geneities ∇χ(R) become energetically favorable. It was shown that an interface
with Andreev bound states can satisfy these conditions, giving rise to an inhomo-
geneous superconducting phase of the form
χ(x, y) = [1 + y/y0] e−y/y0 cos(qxx), (6.47)
generating the superflow and circulating currents found numerically in papers II–
IV, with qxξ0 ∼ 1, and y0 ∼ ξ0 matching the decay length of Andreev bound
states. The phase can be written in terms of the Fourier amplitude Cqx
χ(x, y) = Cqxχ(y)e+iqxx. (6.48)
The sign-change in K is due to a competition between diagonal and off-diagonal
components, as well as between continuum and bound-state terms, where it is
ultimately the T−1-contribution from the bound states that gives the negative
sign at low temperatures. Exactly at the transition, there is a sharp downward
peak in K that turns negative at a finite wavenumber qx, such that only this
qx contributes. Above and below the transition, Cqx is therefore zero and non-
zero, respectively, and it is appropriate to define the Fourier amplitude Cqx as the
order parameter. As mentioned in Sec. 6.1.3, this is in direct analogy to certain
crystallization transitions of solids [19, 20], and the ground state with periodic
phase χ(R) is therefore referred to as a phase crystal. This phase is studied
analytically in paper I, and numerically in papers II–IV and Lic. Th. [10].
These results raises several questions (see Sec. 8.1 for an outlook), mainly con-
cerning potential experimental realization and detection of the phase, and the
stability against other proposed competing phases. Furthermore, would it be pos-
sible to realize the phase in a bulk system, and would this be easier in full 3D?
What would be the excitations and propagating degrees of freedom of this phase,
if any? How is the phase influenced when the model is extended to include various
other interactions and perturbations?

7 Overview of the appended papers
This chapter presents a brief summary of each appended paper, including the
main motivation, results and conclusions. Please note that the paper numbering
does not correspond to chronological order of publication, but rather in order of
relevance to the story of the thesis.
7.1 Paper I
Paper I proposes an extension to the existing paradigm of inhomogeneous su-
perconducting states. So far, the best known examples of such inhomogeneous
orderings are the Abrikosov vortex state [16, 34], and the FFLO state [35, 52,
53], which both occur at finite external magnetic fields, and are amplitude insta-
bilities of the normal-state (i.e. below Tc(B), the normal state is unstable to the
formation of a finite superconducting order |∆(T )|).
In the absence of external fields, the phase χ of the superconducting order
parameter ∆ is usually rigid, as any variations lead to finite superflow ps =
~∇χ/2 associated with positive kinetic energy f = K |∆|2 (∇χ)2 > 0 for K >
0. Using a non-local Ginzburg-Landau theory, the energy is re-written as f =∫
dR
∫
dR′∇χ(R) ·K(R,R′) ·∇χ(R′). In Fourier space, the superfluid density
is described by a Hermitian matrix Kˆ(q1; q2;T ), with real eigenvalues λk and
eigenvectors ek. The conditions are derived under which K < 0 is possible,
namely when Kˆ has
1. spatial anisotropy,
2. positive and negative eigenvalues λ1,2 that depend on some parameter, e.g.
temperature or external magnetic field,
3. eigenvectors e1,2 ∦ q, i.e. breaking the symmetry between the current re-
sponse tensor and momentum space quantities, in particular the Fermi sur-
face and quasiparticle excitations.
Paper I discusses how these conditions can be satisfied, e.g. in a superconductor
with an anisotropic gap in the presence of a Zeeman field, or at a domain wall with
a sign-change in the order parameter. Using quasiclassical theory, the superfluid
density K is derived analytically, and it is shown that close to certain interfaces
of unconventional superconductors or superconductor-ferromagnet structures that
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host Andreev bound states, all conditions 1–3 can be satisfied. The order param-
eter of the phase is identified to be the Fourier amplitude Cqx of the phase χ(q),
that develops at a single and finite wavenumber q∗x, with corresponding phase
diagram
T ∗(qx) = T ∗ − β(qx − q∗x)2. (7.1)
This is in direct analogy to the problem of weak crystallization [19, 20], where
Eq. (7.1) is taken as an ansatz. The instability with a periodic superconducting
phase is therefore referred to as a phase crystal. The results reproduce the su-
perflow and current patterns obtained with self-consistent numeric calculations,
e.g. in Ref. [157] and papers II–IV. A main take-home message of the paper is
that the superfluid density tensor has to be treated in a proper non-local sense,
especially in the presence of inhomogeneities. It is argued that this can lead to a
deviation from the usual notion of a rigid and uniform phase, where the phase and
its variations, rather than the order-parameter magnitude, can act as a driving
term in phase transitions.
7.2 Paper II
It is the goal of paper II to characterize and classify the phase transition of sur-
face phase crystallization, both with and without an external magnetic field. This
was done by identifying the broken symmetry, its corresponding order parameter,
and its defects. By studying the thermodynamics, it is shown that the phase
transition is of second order, even in an external field, and occurs at temperature
T ∗ ∼ 0.2Tc at zero field. The magnetic field reduces the transition temperature,
since it fills the same function as the spontaneous superflow, i.e. Doppler shifting
the unfavorable Andreev bound states. The phase is robust against the fields in
the whole Meissner state, and for several flux quanta, but eventually breaks down
in the mixed state. The critical field where this occurs is highly dependent on
sample geometry and size, as described in Lic. Th. [10]. The fundamental broken
symmetry is continuous translational symmetry, due to the inhomogeneous and
periodic superflow that appears. This paper was written before the development
of the analytical model presented in the thesis and paper I, in which the order
parameter is appropriately identified as the finite Fourier amplitude of the phase
χ that generates the superfluid momentum. As of such, paper II identifies the
order parameter as the superfluid momentum, which is essentially an analogous
classification, due to the direct relation between the phase and the superfluid
momentum ps = ~∇χ/2. Breaking of time-reversal symmetry follows as a con-
sequence of the phase gradients, since magnetic fields are induced in response to
the superflow. In an external magnetic field, time-reversal symmetry is already
broken explicitly. Together with the fact that the transition is found in paper I
even for a neutral superfluid without generation of magnetic fields, this highlights
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that the main effect is translational-symmetry breaking. This viewpoint is in some
contrast to how the situation of spontaneous superflow and currents has typically
been portrayed previously in the literature
Paper II finds that the superconducting phase χ oscillates periodically along
the surface with period ∼ 4piξ0 independent of temperature. There is no phase
winding or topological phase-defects as in the Abrikosov vortex phase. The emerg-
ing circulating current patterns are thus not related to Abrikosov vortices or flux
quantization (neither full nor fractional, as opposed to how it is phrased in pa-
per IV). The resulting superflow, however, is shown to form a periodic pattern
with sources, sinks and saddle points along the surface. The “defects” are therefore
present as critical points of the vector field ps, rather than in the superconducting
phase χ. It is shown that these critical points follow a generalized Poincaré-Hopf
sum rule, relating the total winding number to the Euler characteristics of the
system. It is shown in the supplementary material (appended after paper II),
that by modifying the Euler characteristics, e.g. by making holes in the supercon-
ductor, the number and character of the critical points can be directly controlled,
hinting at the possibility that they can be engineered [182–189].
7.3 Paper III
The initial studies of phase crystallization considered only scenarios and parameter
regimes favorable for its realization, with perfect pairbreaking edges. Surfaces of
real materials are rarely so ideal, but are rather influenced by surface disorder and
other geometric perturbations. It was the goal of paper III to study the stability of
the surface phase crystal against such perturbations, and to discuss experimental
conditions where the phase can potentially be observed.
Paper III starts by studying effects that directly reduce the pairbreaking effect
and the amount of zero-energy states. In this case, it was the angle between the
interface and the d-wave crystal aˆ axis (thus controlling the amount of trajecto-
ries that end up being sign-changing), but it could analogously be other effects,
e.g. an impurity potential or finite surface transmission. The resulting phase
diagram illustrates that at appropriate temperatures, the phase survives down
to very low angles, and that it might appear even in completely circular geome-
tries. The system area is then varied, showing that it is truly a surface effect,
since system-averaged quantities like total heat-capacity or total current magni-
tude scales as 1/L, where L is the side-length of the grain. This relation holds
down to a critical side-length Lc, where finite-size effects kick in and the phase is
suppressed by superconductivity itself being suppressed, with midgap states filling
the whole grain. Area-averaged quantities therefore show a maximal observability
for samples with L = Lc. Finally, mesoscopic surface roughness is studied, and
microscopic roughness is discussed, suggesting a stability of the phase as long as
the disorder is within the limits quantified by the previously obtained phase dia-
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grams. In conclusion, the results of paper III might serve as a helpful guideline
for both sample fabrication and measurements of symmetry-breaking effects due
to surface Andreev states.
7.4 Paper IV
Following the purely numeric study of the surface phase crystal by Håkansson et al.
[157], questions were raised in the scientific community whether the phenomenon
was a mesoscopic effect due to correlations between multiple pairbreaking inter-
faces, like Ref. [152]. It was the aim of paper IV to show that this is not the
case, by stabilizing the phase at single pairbreaking interfaces, even when com-
pletely surrounded by bulk superconductivity. Furthermore, paper IV shows that
the periodicity of the phase crystal does not depend on the side-length L of the
pairbreaking interface, as long as L  ξ0, and that finite-size effects influence the
periodicity for L ∼ ξ0. Finally, the paper studies the surface density of states with
a substantial smearing factor, showing a staggered pattern along the surface of
broadened zero-energy peaks, and peaks split symmetrically around zero. These
results are temperature-independent, consistent with certain tunneling conduc-
tance experiments [67].
8 Conclusions
The purpose of this thesis has been to study inhomogeneous and mesoscopic super-
conductivity, by using the quasiclassical theory of superconductivity introduced
in Ch 2. Chapter 3 used this theoretical framework to study superflow response
in bulk systems, where a paradigm was established in which the superflow mainly
enters as a Doppler shift in the spectrum, suppressing the superconducting order
and reducing the favorable condensation energy with a kinetic-energy cost. In
the presence of quasiparticles, for example due to thermal excitations or nodal
structures in unconventional superconductors, the results were shown to be modi-
fied by the paramagnetic response of the quasiparticles, in particular reducing the
kinetic energy. This raised the question whether an environment exists where the
superflow can actually be favorable. To answer this, Ch. 4 set out to study the
physics of Andreev bound states in the presence of superflow, especially close to
specular interfaces of unconventional superconductors, using an equilibrium scat-
tering model. It was shown how scattering connecting order-parameter lobes of
different signs leads to pairbreaking, and consequently midgap quasiparticle states
with a Lorentzian density of states, centered at the Fermi energy. These states
come with a significant cost in energy, but the presence of a superflow lowers the
energy again by Doppler shifting the states back to finite energies. Thus, the su-
perflow is in principle stable and energetically favorable at such a surface. Since it
is unfavorable in the bulk however, a superflow with an exponentially decay into
the bulk was proposed, and also argued to be favorable with an optimal decay
length of Ly ∼ ξ0.
To properly treat an inhomogeneous superflow ps(R), Ch. 5 introduced a non-
local linear response model, with modified Riccati equations, and an explicit
identification of the inhomogeneous superfluid density tensor Kij(R,R′;T ). The
structure of this tensor was analyzed, containing competing contributions from
continuum and bound state terms, as well as from the diagonal and off-diagonal
components. Hence, as function of temperature and coordinates, the overall sign
of the tensor might change. Chapter 6 introduced a non-local Ginzburg-Landau
theory, where the superfluid density directly enters as the coefficient of the kinetic
energy
Fsf =
1
2
∫ ∫
dRdR′ [∇χ(R)]iKij(R,R′) [∇χ(R′)]j . (8.1)
The sign of Kij therefore determines if superflow is energetically favorable or not,
and the conditions for such a sign change were derived. Minimizing this energy
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with respect to the phase χ(R), e.g. in a clean d-wave system with a specular
[110]-interface, leads to a minimum for
χ(x, y) ∝
(
1 + y
y0
)
e−y/y0 cos(qxx), =⇒ (8.2)
ps(x, y) ∝ −
[
qx
(
1 + y
y0
)
sin(qxx),
y
y20
cos(qxx)
]
e−y/y0, (8.3)
which reproduces the superflow and current response as in the self-consistent
simulations. It is noted that Lic. Th. [10] does further numeric studies of the
phase, as well as of more general properties of mesoscopic superconductivity.
In summary, the thesis proposes an inhomogeneous superconducting ground
states, fundamentally different from the Abrikosov and FFLO states, in which
the continuous translational symmetry of the superconducting phase χ is broken
spontaneously at a finite transition temperature T ∗(q) ≈ 0.2Tc. The phase ac-
quires a periodic pattern χ(R) ∝ cos(q ·R) at a finite wavevector qx ≈ 0.5/ξ0,
consequently breaking time-reversal symmetry due to finite superflow ps and equi-
librium charge currents with peculiar patterns.
The thesis provides a toolbox for studying surface-related phenomena, in par-
ticular inhomogeneous superconductivity, topological states, superfluid response,
and phase transitions. The derivation of the superfluid density tensor provides
a unified approach to treat and explain several previous numerical observations.
These results raises several questions, providing an interesting topic for further re-
search both theoretically and experimentally. The following section goes through
some of these open questions.
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8.1 Open questions
For decades, both experimentalists and theoreticians have studied the physics of
Andreev bound states at surfaces of unconventional superconductors. Still, there
are many open questions about the realization and properties of these states, and
how they influence mesoscopic superconductors. The midgap states come at a
significant cost in the free energy, and theory has since long predicted the existence
of phases characterized by spontaneous symmetry breaking, providing mechanisms
which shift the states to finite energies. One such scenario is spontaneous surface
currents and magnetic fields. Experimental verification of these symmetry-broken
phases has been a controversial topic, however, as there are many experiments that
show positive signatures [9, 161–167], while there are several that do not, and in
particular, none that show direct imaging of the proposed spontaneous fields or
currents [168–172]. The phase crystallization proposed in Ref. [157] and this thesis
gives a possible explanation to the discrepancy, namely that the superflow exist
only in a small region Ly ∼ 2piξ0  λ0 of the surface, which would make the
spontaneous currents and fields extremely small in spatial extent. Furthermore,
the oscillating nature of the phase leads to neighboring current loops with opposite
circulation, implying zero net flow and magnetic flux over length scale considerably
larger than Ly. This means that the phase could easily have escaped previous
observation. If such a phase truly exists, how can it be verified experimentally,
and does it have any interesting effects in nanoscale superconducting devices? If
on the other hand the phase does not exist, then why not? Is there a more ordered
state, like the proposed ferromagnetic ordering [149–151], a subdominant order
[65, 145–148], or perhaps a completely overlooked mechanism that is responsible
for the positive signatures in experiment? It would certainly be interesting to see
how a combination and competition of these effects play out.
While the thesis initially set out to study these issues, the theoretical model
which emerged to describe the numeric calculations highlighted something much
more fundamental. Namely, the role of spatial variations in the superconducting
phase χ(R), as a means to minimize the energy and drive phase transitions,
especially in an environment when the superconducting order is inhomogeneous
and suppressed. The conditions derived for the instability were shown to be
satisfied at an interface with surface bound states, but would it be possible to
satisfy them in a bulk system? How are the conditions altered in a 3D system,
and would they be easier to satisfy there? Furthermore, what are the fundamental
excitations of such a phase, and are there any propagating degrees of freedom (e.g.
density waves)? This would prove interesting questions, as the study of various
density-waves is currently a very active area of research [190].
The appended papers and Lic. Th. [10] discussed other experimental signa-
tures, mainly related to heat capacity measurements [191, 192], or direct imaging
techniques [193–200]. Would such measurements provide a positive signature?
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Furthermore, midgap states are known to modify the penetration-depth [118] and
the first vortex entrance [201]. Perhaps the sudden Doppler shift of the midgap
states below the transition temperature T ∗, due to spontaneous superflow, could
provide another signature? How would the transport characteristics be modified
by the phase in narrow superconducting grains? To answer this question, the
dynamics of the phase and its stability in non-equilibrium would have to be stud-
ied, e.g. thermal currents and electrodynamical currents. Does it couple to any
dynamical modes [202]? Furthermore, paper III discussed the stability against
atomic surface roughness, impurities and disorder, but how would the phase dia-
grams in the presence of these effects look? It is well-known that impurities have
a strong suppressing effect on e.g. d-wave superconductivity [131, 132]. Could
this perhaps create another unfavorable environment where the phase variations
can again act to heal superconductivity, and if so even in a bulk system? It was
proposed that other possibilities to satisfy the conditions for the phase are mul-
ticomponent order parameters, non-circular Fermi surfaces and spin-population
imbalance due to a Zeeman field. How is the phase influenced by these effects, and
is there an overlap with the FFLO phase diagram? To answer the latter question,
amplitude variations would have to be taken into full consideration, as done in
the self-consistent numerics.
A very easily accessible bulk system where there are plenty of states close to
zero energy is the normal state. Hence, if the conditions for the sign change
of the superfluid density were to be satisfied close to this transition in some
way, e.g. by broken symmetries in an unconventional superconductor or external
perturbations, then phase variations could play an important role in determining
the ground state at the transition. Hence, in such systems, it would be crucial to
take into account not just amplitude variations as is commonly the case, but also
phase variations, necessitating a more general and non-local treatment similar to
the method used in this thesis. Another question then arises, namely how the
phase responds to phase fluctuations [203].
In closing, an analytic handle on the phase was possible due to an extension to
a non-local Ginzburg-Landau theory with gradient terms of the form
f(R) = K(R) |∇∆(R)|2 −→ f(R,R′) =
∫
dR′ [∇∆(R)] ·K(R,R′) · [∇∆(R′)] .
(8.4)
The structure of the kernel directly highlights the role of phase variations and
non-local correlations. Non-local interactions are known to play an important
role in other fields that employ a phenomenological Ginzburg-Landau theory, like
weak crystallization [20], liquid crystals [183, 204], and even in biological systems
[205–207]. Could a similar extension provide new insight in such diverse fields?
Appendices

Appendix A
Gauge transformations
A gauge transformation will now be introduced, that removes the phase depen-
dence from the order parameter and puts it explicitly in the Eilenberger equation.
Consider the unitary operator Uˆ depending on the Nambu-space Pauli matrix τˆ3
Uˆ = eiτˆ3χ/2 =
(
eiχ/2 0
0 e−iχ/2
)
, (A.1)
Uˆ † = e−iτˆ3χ/2 =
(
e−iχ/2 0
0 eiχ/2
)
. (A.2)
This operator removes the phase from the propagator and the order parameter
gˆ = Uˆ gˆpUˆ † =
(
gp fpe
iχ
f˜pe
−iχ g˜p
)
, (A.3)
Uˆ †∆ˆUˆ =
(
0 ∆e−iχ
∆˜eiχ 0
)
=
(
0 ∆p
∆˜p 0
)
= ∆ˆp, (A.4)
where ∆p(R) = |∆(R)| = ∆˜p(R). It is noted that
∇RUˆ = i2 (∇Rχ) τˆ3Uˆ , (A.5)
∇RUˆ † = − i2 (∇Rχ) τˆ3Uˆ
†. (A.6)
Substituting gˆ into the Eilenberger equation and sandwiching by Uˆ † and Uˆ yields
0 = Uˆ †
[(
zAτˆ3 − ∆ˆ
)
, Uˆ gˆpUˆ
†] Uˆ + Uˆ †i~vF ·∇R (Uˆ gˆpUˆ †) Uˆ (A.7)
=
[((
zA − ~2∇Rχ
)
τˆ3 − ∆ˆp
)
, gˆp
]
+ i~vF ·∇Rgˆp. (A.8)
Introducing the gauge invariant superflow ps = ~∇χ/2− eA/c and the energy
zp ≡ z − vF · ps = z −
(
~
2∇χ−
e
c
A
)
, (A.9)
leads to the gauge transformed Eilenberger equation
0 =
[(
zpτˆ3 − ∆ˆp
)
, gˆp
]
+ i~vF ·∇Rgˆp. (A.10)
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Appendix B
The Riccati formalism
In this appendix, the quasiclassical Green function will be rewritten in terms
of electron-hole coherence functions, through the use of the so-called Shelankov
projectors [75, 90, 97]. The purpose of this is to automatically encode the nor-
malization condition of the quasiclassical Green function into the equations, thus
removing spurious solutions and ensuring numerical stability.
In the first section, the Shelankov projectors and the coherence functions are
introduced, and it is proven that these projectors fulfill certain properties due to
the normalization condition. In the second section, expressions for the spin-space
Green functions are obtained. The projectors are substituted into the Eilenberger
equation in the third section, recasting the latter into a set of coupled Riccati
ordinary differential equations. The Riccati amplitudes to be solved for in these
equations are the coherence functions γ and γ˜, to be defined in this appendix.
In the fourth section, the Riccati equations are solved analytically under certain
assumptions.
B.1 Projectors and coherence functions
A projector P is a linear transformation from a vector space V onto itself that
fulfills idempotency, which means that having projected onto a state x, nothing
changes upon applying the same projection operator again,
P 2x = Px, ∀x ∈ V. (B.1)
Following the formalism of Ref. [90], the projection operators for retarded particle-
like (+) and hole-like (−) excitations in Nambu space are introduced as
Pˆ+ =
1
2
(
1ˆ + gˆ−ipi
)
(B.2)
Pˆ− =
1
2
(
1ˆ− gˆ−ipi
)
, (B.3)
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respectively. It is straightforward to prove that Pˆ± in Eqs. (B.2) and (B.3) are
projection operators fulfilling idempotency
Pˆ 2± =
1
4
(
1ˆ± gˆ−ipi
)2
= 14
(
1ˆ + gˆ
2
−pi2 ± 2
gˆ
−ipi
)
= 12
(
1ˆ± gˆ−ipi
)
= Pˆ±, (B.4)
where the normalization condition gˆ2 = −pi21ˆ was used in the last step. In
addition, the projectors are complementary, since
Pˆ± + Pˆ∓ =
1
2
(
1ˆ± gˆ−ipi
)
+ 12
(
1ˆ∓ gˆ−ipi
)
= 1ˆ. (B.5)
A set of operators which are both idempotent and complementary are also or-
thogonal
Pˆ±Pˆ∓ =
1
2
(
1ˆ± gˆ−ipi
) 1
2
(
1ˆ∓ gˆ−ipi
)
= 14
(
1ˆ− gˆ
2
−pi2
)
= 14
(
1ˆ− 1ˆ
)
= 0ˆ, (B.6)
where the normalization condition was used again. An orthogonal projection
operator P can be cast on a general form
P = A(ATA)−1AT , (B.7)
where the middle term (ATA)−1 is a normalizing factor. The analogy of the trans-
pose in Nambu space is particle-hole conjugation, denoted by the “tilde operator”
A˜(pF ,R; z, t) = A∗(−pF ,R;−z∗, t). The projection operators can then be de-
composed into the retarded, complex, spin-matrices γ(pF ,R; z) and γ˜(pF ,R; z)
as
Pˆ+ =
(
1
−γ˜
)
(1− γγ˜)−1(1, γ) (B.8)
Pˆ− =
( −γ
1
)
(1− γ˜γ)−1(γ˜, 1). (B.9)
Here, the matrix inversion is defined through (1 + ab)−1(1 + ab) = 1. It will now
be shown that this new form of Pˆ± also satisfies idempotency, complementarity
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and orthogonality. Using the matrix inversion relation, idempotency is shown
Pˆ 2+ =
(
1
−γ˜
)
(1− γγ˜)−1(1, γ)
(
1
−γ˜
)
(1− γγ˜)−1(1, γ)
=
(
1
−γ˜
)
(1− γγ˜)−1(1− γγ˜)(1− γγ˜)−1(1, γ)
=
(
1
−γ˜
)
(1− γγ˜)−1(1, γ) = Pˆ+ (B.10)
Pˆ 2− =
( −γ
1
)
(1− γ˜γ)−1(γ˜, 1)
( −γ
1
)
(1− γ˜γ)−1(γ˜, 1)
=
( −γ
1
)
(1− γ˜γ)−1(1− γ˜γ)(1− γ˜γ)−1(γ˜, 1)
=
( −γ
1
)
(1− γ˜γ)−1(γ˜, 1) = Pˆ−. (B.11)
Using the relation (1 + ab)−1a = a(1 + ba)−1, complementarity is proven
Pˆ+ + Pˆ− =
(
1
−γ˜
)
(1− γγ˜)−1(1, γ) +
( −γ
1
)
(1− γ˜γ)−1(γ˜, 1)
=
(
(1− γγ˜)−1 (1− γγ˜)−1γ
−γ˜(1− γγ˜)−1 −γ˜(1− γγ˜)−1γ
)
+
( −γ(1− γ˜γ)−1γ˜ −γ(1− γ˜γ)−1
(1− γ˜γ)−1γ˜ (1− γ˜γ)−1
)
=
(
(1− γγ˜)−1 − γγ˜(1− γγ˜)−1 (1− γγ˜)−1γ − (1− γγ˜)−1γ
−γ˜(1− γγ˜)−1 + γ˜(1− γγ˜)−1 −(1− γγ˜)−1γ˜γ + (1− γγ˜)−1
)
=
(
1 0
0 1
)
= 1ˆ. (B.12)
Orthogonality still holds
Pˆ+Pˆ− =
(
1
−γ˜
)
(1− γγ˜)−1(1, γ)
( −γ
1
)
(1− γ˜γ)−1(γ˜, 1)
=
(
1
−γ˜
)
(1− γγ˜)−1(−γ + γ)(1− γ˜γ)−1(γ˜, 1)
= 0ˆ (B.13)
Pˆ−Pˆ+ =
( −γ
1
)
(1− γ˜γ)−1(γ˜, 1)
(
1
−γ˜
)
(1− γγ˜)−1(1, γ)
=
( −γ
1
)
(1− γ˜γ)−1(γ˜ − γ˜)(1− γγ˜)−1(1, γ)
= 0ˆ, (B.14)
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since a factors of (−γ + γ) = (γ˜ − γ˜) = 0 appear in both expressions. Rewriting
Eqs. (B.2)–(B.3), it is noted that
gˆ = −ipi(Pˆ+ − Pˆ−) (B.15)
= ∓ipi(2Pˆ± − 1ˆ). (B.16)
It is now possible to derive Eqs. (2.28)–(2.29), which expresses the quasiclassical
Green function in terms of the coherence functions. This is done by inserting the
projectors in Eqs. (B.8)–(B.9) into Eq. (B.15) to obtain
gˆ = −ipiNˆ ⊗
(
(σ0 + γ ⊗ γ˜) 2γ
−2γ˜ − (σ0 + γ˜ ⊗ γ)
)
, (B.17)
Nˆ =
(σ0 − γ ⊗ γ˜)−1 0
0 (σ0 − γ˜ ⊗ γ)−1
 , (B.18)
where the spin-dependence of the coherence functions is written explicitly as
γ = (γs + γt · σ) iσ2, (B.19)
γ˜ = iσ2 (γ˜s − γ˜t · σ) . (B.20)
Comparing Eq. (B.17) with Eq. (2.5), it is seen that the coherence functions can be
expressed in terms of the quasiparticle and pair propagators as γ = −(ipi− g)−1f
and γ˜ = (ipi + g˜)−1f˜ . Noting that the inverse is nothing but a projector in spin-
space, one can see that it is possible to interpret the coherence functions as the
particle- and hole-like projections of the pair propagator in spin-space.
B.2 Scalar spin-singlet Green functions
For a unitary singlet system with γ = γsiσ2 and γ˜ = iσ2γ˜s, the Green function gˆ
in Nambu⊗ spin-space is
gˆ =
 g0σ0 + g · σ (fs + ft · σ) iσ2
iσ2
(
f˜s − f˜t · σ
)
σ2 (g˜0 − g˜ · σ)σ2
 singlet= ( g0σ0 fsiσ2
iσ2f˜s g˜0σ0
)
.(B.21)
Substituting the coherence functions into the Green function in Eq. (B.17) and
comparing to Eq. (B.21), the scalar Green functions are found to be
g0 = −ipi1− γsγ˜s1 + γsγ˜s , (B.22)
g˜0 = ipi
1− γsγ˜s
1 + γsγ˜s
, (B.23)
fs = −2ipi γs1 + γsγ˜s , (B.24)
f˜s = 2ipi
γ˜s
1 + γsγ˜s
. (B.25)
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B.3 Derivation of Riccati equations
The quasiclassical Green function gˆ = ∓ipi(2Pˆ± − 1ˆ) in Eq. (B.16) will now be
substituted into the Eilenberger equation in Eq. (2.3). It is noted that 1ˆ commutes
with every operator in Eq. (2.3), and that ∇R1ˆ = 0. Substituting gˆ = ∓ipi(2Pˆ±−
1ˆ) and re-scaling then yields equations of motion for the Shelankov projectors
i~vF ·∇RPˆ± +
[
zτˆ3 − hˆ, Pˆ±
]
= 0ˆ, (B.26)
where zτˆ3 and hˆ are the diagonal and off-diagonal self-energies, respectively.
Choosing the + branch and acting with Pˆ− from the left or right yields
i~vF · Pˆ−∇RPˆ+ + Pˆ−(zτˆ3 − hˆ)Pˆ+ = 0ˆ (B.27)
i~vF · (∇RPˆ+)Pˆ− − Pˆ+(zτˆ3 − hˆ)Pˆ− = 0ˆ, (B.28)
respectively, where orthogonality of the projectors have been used. The gradient
term in Eq. (B.27) can be rewritten as
Pˆ−∇RPˆ+ = Pˆ−
(
0
−∇Rγ˜
)
(1− γγ˜)−1(1, γ)
+Pˆ−
(
1
−γ˜
)
∇R(1− γγ˜)−1(1, γ)
+Pˆ−
(
1
−γ˜
)
(1− γγ˜)−1(0,∇Rγ)
= Pˆ−
(
0
−∇Rγ˜
)
(1− γγ˜)−1(1, γ), (B.29)
due to orthogonality between the last factor in Pˆ− and
(
1−γ˜
)
. Similarly,
(∇RPˆ+)Pˆ− =
(
1
−γ˜
)
(1− γγ˜)−1(0,∇Rγ)Pˆ−. (B.30)
Equations (B.27) and (B.28) are written explicitly as
0ˆ = i~vF ·
( −γ
1
)
(1− γ˜γ)−1(γ˜, 1)
(
0
−∇Rγ˜
)
(1− γγ˜)−1(1, γ)
+
( −γ
1
)
(1− γ˜γ)−1(γ˜, 1)(zτˆ3 − hˆ)
(
1
−γ˜
)
(1− γγ˜)−1(1, γ) (B.31)
0ˆ = i~vF ·
(
1
−γ˜
)
(1− γγ˜)−1(0,∇Rγ)
( −γ
1
)
(1− γ˜γ)−1(γ˜, 1)
+
(
1
−γ˜
)
(1− γγ˜)−1(1, γ)(zτˆ3 − hˆ)
( −γ
1
)
(1− γ˜γ)−1(γ˜, 1), (B.32)
90 B The Riccati formalism
respectivley. Equation (B.31) is simiplified by multiplying from the left with the
inverse of
(−γ
1
)
(1− γ˜γ)−1, and from the right with the inverse of (1−γγ˜)−1(1, γ).
Equation (B.32) is simiplified by multiplying from the left with the inverse of(
1−γ˜
)
(1 − γγ˜)−1, and from the right with the inverse of (1 − γ˜γ)−1(γ˜, 1). This
yields
i~vF · (γ˜, 1)
(
0
−∇Rγ˜
)
+ (γ˜, 1)(zτˆ3 − hˆ)
(
1
−γ˜
)
= 0ˆ (B.33)
i~vF · (0,∇Rγ)
( −γ
1
)
− (1, γ)(zτˆ3 − hˆ)
( −γ
1
)
= 0ˆ. (B.34)
For the problems studied in this thesis, the self-energies are
zτˆ3 − hˆ =
(
z ∆
−∆˜ −z
)
. (B.35)
The Riccati equations (in spin-space) are
[i~vF ·∇R + 2z] γ = γ∆˜γ −∆, (B.36)
[i~vF ·∇R − 2z] γ˜ = γ˜∆γ˜ − ∆˜, (B.37)
where in the presence of electromagnetic fields, z → zA = z+evF ·A/c. In App. A,
a gauge transformation was introduced that renders the order parameter real, and
replaces eA/c→ −ps in the Eilenberger equation, where ps = ~∇χ/2− eA/c is
the gauge invariant superfluid momentum. This superflow carries over trivially to
the Riccati equations (in spin-space)
[i~vF ·∇R + 2zp] γp = γp∆˜pγp −∆p, (B.38)
[i~vF ·∇R − 2zp] γ˜p = γ˜p∆pγ˜p − ∆˜p. (B.39)
B.4 Analytic solutions
In this section, the Riccati equation in Eqs. (B.38)–(B.39) will be solved analyt-
ically for two different systems. The first system is a bulk superconductor with
a homogeneous order parameter, and the second with a step function order pa-
rameter. An order parameter that can be discretized into a piecewise constant
function (i.e. appropriate for numeric implementations) can be obtained from the
step function solution. These equations can then be solved together with the gap
equation to obtain a self-consistent solution.
Just like in the rest of the thesis, a clean superconductor in equilibrium and in
the weak coupling regime is assumed, with spin-degeneracy, and a cylindrically
symmetric Fermi surface. To make the notation and calculation simple, a spin-
singlet order parameter is considered, in the same gauge as in App. A, i.e. with
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a real order parameter (∆˜ = ∆∗ = ∆) and with explicit dependence of the gauge
invariant superflow. Starting from Eqs. (B.38)-(B.39), the Riccati equations in
spin-space are reduced to degenerate scalar equations with extra signs from factors
(iσ2)2 = −σ0. The trajectory s(y) = s0 + yvˆF is considered, and the scalar
equations are
~vF∂yγ = i∆ + 2izpγ + i∆˜γ2, (B.40)
~vF∂yγ˜ = i∆˜− 2izpγ˜ + i∆γ˜2, (B.41)
where it is reminded that zp = z − vF · ps(R). These equations are first-order,
non-linear, ODE:s known as Riccati equations, of the form
f ′(y) = q0(y) + q1(y)f(y) + q2(y)f2(y), (B.42)
with the solution
f(y) = fh + w−1(y), (B.43)
where fh is the homogeneous solution, and w(y) satisfies the linear ODE
w′(y) + [q1(y) + 2q2(y)fh]w(y) = −q2(y). (B.44)
Matching terms for the γ equation, it is found that
q0(y) =
i∆
~vF
, (B.45)
q1(y) =
2izp
~vF
, (B.46)
q2(y) =
i∆˜
~vF
, (B.47)
and similar for the γ˜ equation. The homogeneous parts satisfy the equations
0 = ∆ + 2zpfh + ∆˜f2h , (B.48)
0 = ∆˜− 2zpf˜h + ∆f˜2h , (B.49)
with the solutions
fh =
−∆
zp ± iΩ , (B.50)
f˜h =
∆˜
zp ± iΩ , (B.51)
Ω ≡
√
|∆|2 − z2p . (B.52)
The correct choice of sign depends on which propagator is considered (e.g. Mat-
subara z = iεn, Retarded z = ε + i0+, or Advanced z = ε + i0−). To figure
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out which sign is correct, it is noted that the theory under consideration is in
the low-energy, long-wavelength regime, where the results should not depend on
high-energy contributions. This means that the homogeneous solutions should be
bounded and vanish as εn, ε→∞. Hence, the upper sign (+) is chosen for Mat-
subara and Retarded propagators, while the lower sign (−) is chosen for Advanced
propagators. This thesis works exclusively in equilibrium in terms of Matsubara
and Retarded propagators, and the homogeneous parts are simply written
fh =
−∆
zp + iΩ
, (B.53)
fh =
∆˜
zp + iΩ
. (B.54)
It is noted that these solutions satisfy particle-hole symmetry (the “tilde-symmetry”),
time-reversal symmetry, and that they are purely imaginary in the case of Mat-
subara propagators. This gives the linear ODEs
w′(y) + 1
~vF
[
2izp + 2i∆˜
−∆
zp + iΩ
]
w(y) = −i∆˜
~vF
, (B.55)
w˜′(y) + 1
~vF
−2izp + 2i∆ ∆˜
zp + iΩ
 w˜(y) = −i∆
~vF
, (B.56)
with the solutions
w−1(y) = 2iΩC exp(−y/y0)
1− ∆˜C exp(−y/y0)
, (B.57)
w˜−1(y) = 2iΩC˜ exp(+y/y0)
1 + ∆C˜ exp(+y/y0)
, (B.58)
y0 ≡ ~vF2Ω = pi
( Ω
kBTc
)−1
ξ0, (B.59)
ξ0 ≡ ~vF2pikBTc , (B.60)
finally yielding the homogeneous and inhomogeneous coherence functions
γh =
−∆
zp + iΩ
, (B.61)
γ˜h =
∆˜
zp + iΩ
, (B.62)
γ = γh +
2iΩC exp(−y/y0)
1− ∆˜C exp(−y/y0)
, (B.63)
γ˜ = γ˜h +
2iΩC˜ exp(+y/y0)
1 + ∆C˜ exp(+y/y0)
. (B.64)
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Here, C and C˜ are integration constants, and y0 is the length scale over which
the coherence functions decays from one value to another after encountering an
inhomogeneity. It is explicitly seen that γ and γ˜ are stable in opposite integration
directions. Different systems will now be considered, and analytically closed forms
of the coherence functions will be found by determining the integration constants
from continuous boundary conditions.
B.4.1 Bulk order parameter
For a bulk system with homogeneous order parameter ∆(R) = ∆ and superflow
ps(R) = ps, there are no inhomogeneities, and the coherence functions are simply
γbulk = γh =
−∆
zp + iΩ
, (B.65)
γ˜bulk = γ˜h =
∆˜
zp + iΩ
. (B.66)
A superfluid momentum (from either phase gradients or external flux) simply acts
as a Doppler shift in the spectrum. The direction of ps with respect to the Fermi
momentum direction determines the sign of the energy shift.
B.4.2 Step function order parameter
Consider an order parameter defined as a step function (as in Fig. 2.1)
∆(y) = Θ(y)∆1 + Θ(−y)∆2, (B.67)
where ∆1 and ∆2 are two constant values, and Θ is the Heaviside step function.
Coherence functions are thus homogeneous up to the interface, and inhomoge-
neous after it. Assuming that yˆ = +vˆF, Eqs. (B.61)–(B.64) are used to get
γ(y < 0) = −∆1
zp + iΩ1
, (B.68)
γ(y > 0) = −∆2
zp + iΩ2
+ 2iΩ2C exp(−y/y0)
1− ∆˜2C exp(−y/y0)
, (B.69)
γ˜(y < 0) = ∆˜1
zp + iΩ1
+ 2iΩ1C˜ exp(+y/y0)
1 + ∆1C˜ exp(+y/y0)
, (B.70)
γ˜(y > 0) = ∆˜2
zp + iΩ2
, (B.71)
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where it is seen that all solutions are numerically stable. Enforcing a continuous
boundary condition at y = 0 yields the equations
−∆1
zp + iΩ1
= −∆2
zp + iΩ2
+ 2iΩ2C
1− ∆˜2C
, (B.72)
∆˜1
zp + iΩ1
+ 2iΩ1C˜
1 + ∆1C˜
= ∆˜2
zp + iΩ2
, (B.73)
which uniquely determines the integration constants C and C˜. The full solutions
are finally
γ = Θ(−y)
[ −∆1
zp + iΩ1
]
+ Θ(y)
[ −∆2
zp + iΩ2
+ 2iΩ2C exp(−y/y0)
1− ∆˜2C exp(−y/y0)
]
,(B.74)
γ˜ = Θ(y)
 ∆˜2
zp + iΩ2
 + Θ(−y)
 ∆˜1
zp + iΩ1
+ 2iΩ1C˜ exp(y/y0)
1 + ∆1C˜ exp(y/y0)
 , (B.75)
C = γh,1 − γh,2
2iΩ2 + ∆˜2 (γh,1 − γh,2)
, (B.76)
C˜ = γ˜h,2 − γ˜h,12iΩ1 −∆2 (γ˜h,2 − γ˜h,1) , (B.77)
where γh,i = −∆i/(zp+iΩi) and γ˜h,i = ∆˜i/(zp+iΩi) are the homogeneous solutions
in region i, and it is reminded again that yˆ = +vˆF.
Bulk interface
For the special case ∆2 = ∆1 (no inhomogeneity), it is found that C = C˜ = 0,
with the coherence functions reducing to γ = γh and γ˜ = γ˜h, which it should since
it is again a bulk system.
Perfect pair-breaking interface
At a sign-changing interface with ∆2 = −∆1 ≡ ∆ (perfect pair-breaking)
C = ∆
zp(zp + iΩ)
, (B.78)
C˜ = ∆˜
zp(zp + iΩ)
, (B.79)
which yields the coherence functions
γ = γh
[
Θ(−y) + Θ(y)zp − (zp + iΩ) exp(−y/y0)
zp − (zp − iΩ) exp(−y/y0)
]
, (B.80)
γ˜ = γ˜h
[
Θ(y) + Θ(−y)zp − (zp + iΩ) exp(+y/y0)
zp − (zp − iΩ) exp(+y/y0)
]
. (B.81)
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These coherence functions will lead to surface bound states, as is shown in Ch. 4,
and it is reminded that they are only valid for a constant valued ps. Thus, for
a general spatially varying ps, these solutions are the zeroth-order solutions in a
linear expansion in ps, which are used to derive the surface phase crystal instability
in Ch. 6. Note that if ps cannot be expanded in a linear response, a more general
solution has to be found to the Riccati Eqs. (B.40)–(B.41).

Appendix C
Technical details: quasiclassics
This appendix contains miscellaneous technical details and derivations, mainly for
Ch. 2 on the quasiclassical theory.
C.1 Eliminating the coupling constant and energy
cutoff
There is currently no ab-initio theory which can account for the superconducting
transition temperature, or the pairing interaction in unconventional superconduc-
tors. There are thus a number of important parameters that are phenomenological
and introduced ad-hoc, namely the unconventional coupling constant λΓ and en-
ergy cutoff Ωc, as well as the transition temperature Tc. Since these are constants
of the theory, they are not influenced by for example temperature, and it will now
be shown how λΓ and Ωc can be eliminated from the theory by expressing them
in terms of Tc.
Consider the bulk gap equation for a singlet order parameter in Eq. (2.24) in
the absence of superflow. As T → T−c , |∆|/εn = |∆|/2pikBT (n + 1/2) is small.
Expanding in this small parameter, the gap equation is
∆ = Vs
〈
2pikBT
Ωc∑
εn>0
( ∆
|εn|
) |η(θF)|2√
|∆|2
ε2n
|η(θF)|2 + 1
〉
θF
(C.1)
≈ Vs
〈
2pikBT
Ωc∑
εn>0
( ∆
|εn|
)
|η(θF)|2
〉
θF
(C.2)
= Vs∆
Ωc∑
εn>0
1
n+ 12
, (C.3)
with a normalized basis function 〈|η(θF)|2〉θF = 1, and where Vs = −NFλs is the
pair potential. Let Ωc = 2pikBTc(nc + 1/2), such that
nc = int
( Ωc
2pikBTc
− 12
)
, (C.4)
97
98 C Technical details: quasiclassics
with n ∈ [0, nc − 1]. Dividing Eq. (C.3) with ∆Vs,
V −1s =
nc−1∑
n=0
1
n+ 12
(C.5)
= ψ
(
nc +
1
2
)
− ψ
(1
2
)
, (C.6)
ψ
(1
2
)
= −γE − ln(4), (C.7)
ψ
(
nc +
1
2
)
= ln
(
nc +
1
2
)
+O
( 1
nc
)
, (C.8)
where ψ(x) is the digamma function, which for large x has the expansion
ψ(x) = ln(x)− 12x +O
( 1
x2
)
, (C.9)
and γE is the Euler-Mascheroni constant
γE ≡ limn→∞
 n∑
k=1
1
k
− lnn
 ≈ 0.577. (C.10)
Inserting Eqs. (C.7) and (C.4) into Eq. (C.6), it is found that
V −1s ≡ (−NFλs)−1 = ln
(
4eγE Ωc2pikBTc
)
. (C.11)
This expressions is used in the thesis to eliminate the dependence on the coupling
constant λs and the cutoff Ωc, in favor of Tc-dependence.
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C.2 Luttinger-Ward trace
This appendix simplifies the trace in the Luttinger-Ward free-energy in Eq. (2.69).
With the Nambu-space propagator and order parameter given in Eqs. (2.5) and
(2.11), the matrix products entering the trace is
∆ˆ
(
gˆλ − 12 gˆ
)
=
∆ (f˜λ − 12 f˜) ∆ (g˜λ − 12 g˜)
∆˜
(
gλ − 12g
)
∆˜
(
fλ − 12f
) , (C.12)
where all terms are spin-space matrices given in Eqs. (2.7)–(2.13). The trace is
Tr
[
∆ˆ
(
gˆλ − 12 gˆ
)]
= Tr
[
∆
(
f˜λ − 12 f˜
)]
+ Tr
[
∆˜
(
fλ − 12f
)]
, (C.13)
where
Tr
[
∆
(
f˜λ − 12 f˜
)]
= (∆s + ∆t)
[(
−f˜sλ + f˜tλ
)
− 12
(
−f˜s + f˜t
)]
+ (−∆s + ∆t)
[(
f˜sλ + f˜tλ
)
− 12
(
f˜s + f˜t
)]
, (C.14)
Tr
[
∆˜
(
fλ − 12f
)]
=
(
∆˜s + ∆˜t
) [
(−fsλ + ftλ)− 12 (−fs + ft)
]
+
(
−∆˜s + ∆˜t
) [
(fsλ + ftλ)− 12 (fs + ft)
]
. (C.15)
Collecting the terms, the full trace can be separated into singlet and triplet parts
Tr
[
∆ˆ
(
gˆλ − 12 gˆ
)]
= 2∆s
(1
2 f˜s − f˜sλ
)
+ 2∆˜s
(1
2fs − fsλ
)
−2∆t
(1
2 f˜t − f˜tλ
)
− 2∆˜t
(1
2ft − ftλ
)
, (C.16)
with ∆˜s = ∆∗s and ∆˜t = ∆∗t .
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C.3 Entropy
This appendix introduces the entropy, which is mainly used to derive the heat
capacity in App. C.4. Consider the thermodynamic potential
Ω(µ,V , T ) ≡ U − TS − µN, (C.17)
with chemical potential µ, volume V , internal energy U , temperature T , entropy
S and particle-number N . A differential variation yields
dΩ = dU − SdT − TdS − µdN. (C.18)
The first and second laws of thermodynamics give
dU = δQ− δW + µdN, (C.19)
δQ = TdS, (C.20)
where δQ is the infinitesimal heat flow into the system, and δW the infinitesimal
work done by the system in terms of any extensive variables (e.g. volume and
magnetic field). Substitution into Eq. (C.18) yields
dΩ = −SdT − δW. (C.21)
If no work is done, the entropy is obtained from the free energy
S = −
(
∂Ω
∂T
)
W
. (C.22)
Given the energy, this typically provides an inexpensive way to calculate the
entropy in quasiclassics, as opposed to using the statistical expression. In a spin-
degenerate bulk system, the latter is usually written
S = −2kB
∑
k
[(1− fk) ln(1− fk) + fk ln fk] (C.23)
= −2VkB
〈∫ ∞
−∞
dξN(E) [[1− f(E)] ln[1− f(E)] + f(E) ln f(E)]
〉
θF
,(C.24)
where k denotes momentum, V volume, N the DOS, and fk ≡ f(Ek) the Fermi-
Dirac distribution
f(Ek) ≡ 1
eβEk + 1 , (C.25)
with excitation spectrum Ek =
√
ξ2k + |∆|2, energy dispersion ξ relative to µ, and
β ≡ 1/kBT .
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C.4 Heat capacity
The heat capacity is typically measured with calorimetric methods, and can be
used to infer a great number of properties, for example the transition temperature,
the superconducting gap, the penetration depth, the coherence length, and the
Fermi velocity [191]. In this thesis, the heat capacity is used to derive bulk
properties in App. D.9. In paper II it is used to show that the phase crystallization
is a second-order phase transition. This appendix starts by defining the heat
capacity and relating it to the entropy. From this relation, it is shown that the
heat capacity can either be calculated as a second-order temperature derivative
from the free energy, or as an integral expression in terms of the quasiparticle
excitation spectrum.
The heat capacity of a system is defined as the infinitesimal amount of heat
δQ needed to raise the temperature of the system by an infinitesimal amount dT
[208]
C ≡ δQ
dT
. (C.26)
The specific heat capacity (or specific heat in short) is defined as the heat capacity
per unit substance, and this work exclusively considers the volumetric specific heat
capacity, defined as the heat capacity per unit volume CV ≡ C/V . The second
law of thermodynamics states that if an infinitesimal amount of heat δQ is added
to a system at temperature T in a reversible manner, then the entropy change is
dS = δQ
T
, (C.27)
which together with Eq. (C.26) yields
C = T dS
dT
. (C.28)
Considering the case of no work W done as in App. C.3, the heat capacity can be
related to the free energy through
C = T
(
∂S
∂T
)
W
= −T
(
∂2Ω
∂T 2
)
W
. (C.29)
This is the expression that is used to do the numerics in the appended papers. It
is noted that the first equality can be rewritten
C = T dS
dT
= T dS
dβ
dT
dβ
= −βdS
dβ
. (C.30)
Applying this to the entropy in Eq. (C.23) yields
C = 2βkB
∑
k
d
dβ
[(1− fk) ln(1− fk) + fk ln fk]
= 2βkB
∑
k
dfk
dβ
ln fk1− fk , (C.31)
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where the total derivative is
dfk
dβ
= ∂fk
∂β
+ ∂fk
∂Ek
dEk
dβ
. (C.32)
Using the Fermi-Dirac distribution in Eq. (C.25) and assuming particle-hole sym-
metry close to the Fermi surface with µ ≈ 0 (which is quite generally a good
approximation [81]), the above expressions are
∂fk
∂β
= Ek
β
∂fk
∂Ek
, (C.33)
∂fk
∂Ek
= −βfk(1− fk), (C.34)
ln fk1− fk = −βEk. (C.35)
With these expressions, the heat capacity can finally be written
C = 2β2kB
∑
k
fk (1− fk)
[
E2k + βEk
dEk
dβ
]
(C.36)
= 2β2kBV
〈∫ ∞
−∞
dξN(ξ)f(ξ) [1− f(ξ)]
[
E2(ξ) + βE(ξ)dE
dβ
]〉
θF
. (C.37)
With the energy given by
Ek =
√
ξ2 + |∆|2, (C.38)
the heat capacity takes the form
C = 2β2kBV
〈∫ ∞
−∞
dξN(ξ)f(ξ) [1− f(ξ)]
[
E2(ξ) + β2
d|∆|2
dβ
]〉
θF
. (C.39)
Hence, like the entropy, the heat capacity takes on a form that is generally quite
expensive to evaluate numerically, compared with e.g. Eq. (C.29).
Appendix D
Technical details: bulk calculations
This appendix contains technical details and derivations for Ch. 3 on bulk super-
conductivity in the presence of a homogeneous superflow.
D.1 Regularized gap equation
The bulk singlet gap equation is found by inserting the anomalous bulk propaga-
tors from Eqs. (3.10)–(3.11) into Eq. (2.26),
∆ = V
〈
2pikBT
Ωc∑
εn>0
∆|η(θF)|2√
|∆|2|η(θF)|2 − z2p
〉
θF
. (D.1)
The sum is logarithmically divergent for large Ωc, which is especially problematic
numerically. This divergence is regularized by introducing factors ∆/|εn|−∆/|εn|
in the summand
∆ = Vs
〈
2pikBT
Ωc∑
εn>0
 ∆|η(θF)|2√
|∆|2|η(θF)|2 − z2p
+ ∆|εn| −
∆
|εn|
〉
θF
, (D.2)
With V −1s given by the expression in Eq. (C.11) and εn ≡ 2pikBT (n + 1/2), it is
possible to write the regularized gap equation as
∆
 1
Vs
−
Ωc∑
εn>0
2pikBT
|εn|
 = 〈2pikBT Ωc∑
εn>0
 ∆|η(θF)|2√
|∆|2|η(θF)|2 − z2p
− ∆|εn|
〉
θF
,(D.3)
∆ ln
(
T
Tc
)
=
〈
2pikBT
Ωc∑
εn>0
 ∆|η(θF)|2√
|∆|2|η(θF)|2 − z2p
− ∆|εn|
〉
θF
.(D.4)
With nc ≡ Ωc/2pikBTc − 1/2, it is thus possible to write the pair potential as
1
Vs
= ln
(
T
Tc
)
+
nc−1∑
n=0
1
n+ 12
. (D.5)
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D.2 Low-temperature gap
At zero temperature, ∆(pF, T = 0) ≡ ∆0η(θF), the Matsubara sum is replaced
by an integral as in Eqs. (2.19)–(2.20), and the bulk gap Eq. (D.1) can be taken
analytically
1
V
=
〈∫ Ωc
0
|η(θF )|2d√
|∆η(θF )|2 + (+ ivF · ps)2
〉
θF
(D.6)
=
〈
|η(θF )|2
[
ln
(√
|∆η(θF )|2 + (+ ivF · ps)2 + (+ ivF · ps)
)]Ωc
0
〉
θF
(D.7)
≈
〈
|η(θF )|2 ln
 2Ωc√
|∆η(θF )|2 + (ivF · ps)2 + ivF · ps
〉
θF
, (D.8)
for large Ωc. Let the superflow angle relative to the crystal a-axis be φ, such that
vF · ps = vFps (cos θF, sin θF) · (cosφ, sinφ) = vFps cos(θF − φ). (D.9)
Introduce the notation p¯s = vFps/∆0 < 1 (where the inequality follows from
critical superflow derived in App. D.4), yielding
1
Vs
= ln
(2Ωc
∆0
)
−
〈
|η(θF )|2 ln
(√
|η(θF )|2 + (ip¯s)2 cos2(θF − φ) + ip¯s cos(θF − φ)
)〉
θF
.
(D.10)
Eliminating the coupling constant and the cutoff in favor of Tc (as in App. C.1),
the following expression is obtained for the order parameter
∆0 = kBTcpie−γEe−〈f(θF,φ)〉θF , (D.11)
f(θ, φ) ≡ |η(θF )|2 ln
[√
|η(θF )|2 + (ip¯s)2 cos2(θF − φ) + ip¯s cos(θF − φ)
]
,(D.12)
γE ≡ limn→∞
 n∑
k=1
1
k
− lnn
 ≈ 0.577. (D.13)
where γE is the Euler-Mascheroni constant. At zero superflow, 〈f〉θF = 0 for
s-wave with η(θF) = 1, and 〈f〉θF = [1 − ln(2)]/2 for d-wave with η(θF) =√
2 cos(2θF), such that
∆s0
kBTc
= pie−γE ≈ 1.76, (D.14)
∆d0
kBTc
=
√
2pie−γE− 12 ≈ 1.51. (D.15)
Note that the maximal d-wave gap in the DOS is
√
2∆d0 ≈ 2.14kBTc [56]. Ap-
pendix D.3 shows that for s-wave, 〈f(θ, φ)〉θF = 0 even for ps 6= 0, such that
∆s0(ps) = ∆s0 until the critical superflow ps,c = ∆0/vF (derived in App. D.4),
where superconductivity is lost abruptly. The d-wave case with superflow is less
trivial, since there are subgap states contributing even at zero temperature [116].
105
D.3 s-wave gap suppression by superflow: zero
temperature
Following App. D.2, it is possible to choose φ = 0 for an s-wave order parameter,
yielding
fs(θ, φ) = ln
[√
1− (p¯s)2 cos2(θF) + ip¯s cos(θF)
]
, (D.16)
〈f(θ, φ)〉θF =
∫ 2pi
0
dθF
2pi f(θ, φ) (D.17)
= 2
∫ pi
0
dθF
2pi f(θ, φ) (D.18)
=
∫ pi
0
dθF
2pi
 ln [√1− (p¯s)2 cos2(θF) + ip¯s cos(θF)]
+ ln
[√
1− (p¯s)2 cos2(θF)− ip¯s cos(θF)
]  (D.19)
=
∫ pi
0
dθF
2pi ln(1) (D.20)
= 0. (D.21)
Hence,
∆s0(ps) = ∆s0 = kBTcpie−γE, (D.22)
which breaks down at a critical superflow ps → ps,c ≡ ∆s0/vF, derived in App. D.4.
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D.4 Low-temperature energetics
The total free energy at zero temperature δΩ0 is split into
δΩ0 = δΩBCS0 + δΩ
p
0 + δΩB0 , (D.23)
with condensation energy δΩBCS0 ≡ δΩ0(ps = 0) − δΩB0 , magnetic energy density
δΩB0 ≡
∫
dRB2ind/8pi, and superflow kinetic energy δΩ
p
0 ≡ δΩ0−δΩ0(ps = 0). Here,
δΩ is given by e.g. Luttinger-Ward in Eq. (2.69). With the bulk pair-propagators
in Eqs. (3.10)–(3.11), the trace in Eq. (2.69) simplifies to (see App. C.2)
Tr
[
∆ˆ
(
gˆλ − 12 gˆ
)]
= 4pi |∆(pF)|2
 1
2
√
|∆(pF)|2 − z2p
− λ√|∆(pF)|2λ2 − z2p
 ,
(D.24)
where ∆(pF, T = 0) = ∆0η(θF), zp = z−vF ·ps with z = iεn = ipikBT (2n+ 1) for
Matsubara. At zero temperature, the Matsubara sum is replaced by an integral
as in Eqs. (2.19)–(2.20). Noting that −(i − vF · ps)2 = ( + ivF · ps)2, the bulk
free energy at zero temperature and zero field is found to be
δΩBCS0 + δΩ
p
0
VNF =
1
2
∫ 1
0
dλ
1
2pi2
∫ ∞
0
d
〈
4pi|∆(pF)|2
 1
2
√
|∆(pF)|2 + (+ ivF · ps)2
− λ√|∆(pF)|2λ2 + (+ ivF · ps)2
〉
θF
= 2
∫ ∞
0
d
〈 |∆(pF)|2
2
√
|∆(pF)|2 + (+ ivF · ps)2
+
√
(+ ivF · ps)2
−
√
|∆(pF)|2 + (+ ivF · ps)2
〉
θF
. (D.25)
For s-wave (or the continuum part of d-wave), Eq. (D.25) becomes
δΩBCS0 + δΩ
p
0
VNF =
〈 (2 + 2ivF · ps)− (+ ivF · ps)√∆20 + (+ ivF · ps)2
∞
0
〉
θF
= 12
〈
−∆20 + 2(vF · ps)2
〉
θF
(D.26)
= −∆
2
0
2 +
v2Fp
2
s
2 , (D.27)
where the angular average of the imaginary part was zero. Setting Eq. (D.27) to
zero defines the critical superflow
ps,c ≡ ∆0
vF
. (D.28)
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D.5 Low-temperature current response
The low-temperature current response to a uniform superflow ps will now be
derived. Inserting the bulk Matsubara propagator from Eq. (3.8) into Eq. (2.66)
yields the bulk-current response
j = 4kBTeNFvF
〈
vˆF
Ωc∑
εn>0
Re
−pi iεn − vF · ps√|∆(pF)|2 − (iεn − vF · ps)2

〉
θF
. (D.29)
It is immediately seen that if vF ·ps = 0, then Re{gM} = 0⇒ j = 0, and there are
hence no spontaneous currents in a homogeneous bulk system (the energy cost of
bulk superflow is derived in App. D.4). Consider non-zero superflow in the limits
T → 0 and Ωc → ∞ as in Eqs. (2.19)–(2.20), such that j0 ≡ j(T = 0) takes the
form
j0 = eNFvF
2
pi
〈
vˆF
∫ ∞
0
dRe
(−ipi) + ivF · ps√|∆(pF)|2 + (+ ivF · ps)2

〉
θF
. (D.30)
Care needs to be taken in the case of nodal superconductors, since there are
momentum directions for which |∆(pF)|2+(+ivF·ps)2 < 0 due to the nodes. This
leads to quasiparticle excitations with a backflow response jqp0 6= 0 that reduces
the total current. The current is split into condensate (|∆(pF)|2+(+ivF·ps)2 > 0)
and quasiparticle (|∆(pF)|2 + ( + ivF · ps)2 < 0) currents j = jcond + jqp. For
fully gapped superconductors, like s-wave, jqp0 = 0 (for ps < ps,c). The primitive
function is easily found for the condensate current, and with careful treatment of
the complex square root, the bulk condensate response is
jcond0 = 2eNFvF
〈
vˆF Im
[√
|∆(pF)|2 + (+ ivF · ps)2
]∞
0
〉
θF
(D.31)
= 2eNFvF 〈vˆF (vF · ps)〉θF (D.32)
= eNFv2Fps (D.33)
= eρps, (D.34)
ρ ≡ NFv2F, (D.35)
where ρ is the bulk superfluid density at zero temperature. Note that this is
consistent with the usual form of the bulk superfluid density tensor ρs (denoted
K(R,R′) for the inhomogeneous non-local case in this thesis)
(ρs)ij = 4pikBTNF
〈
vFivFj
Ωc∑
εn>0
|∆(pF)|2√
|∆(pF)|2 + ε2n
〉
θF
(D.36)
Ωc→∞−−−−→
T→0 2NFv
2
F
〈
vˆFivˆFj
∫ ∞
0
dε
|∆(pF)|2√
|∆(pF)|2 + ε2
〉
θF
(D.37)
= NFv2F ≡ ρ. (D.38)
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D.6 Density of states: s-wave
The density of states for a bulk s-wave superconductor will now be derived. Start-
ing with the midgap case, the bulk propagator in Eq. (3.8) is expanded in δ
gR(|| < |∆|) = −pi ε+ iδ − vF · ps√|∆|2 − (ε+ iδ − vF · ps)2 (D.39)
= −pi + iδ(|∆|2 − 2 + δ2)− 2iδ (D.40)
≈ −pi + iδ√|∆|2 − 2 + δ2
(
1 + iδ|∆|2 − 2 + δ2
)
, (D.41)
where  ≡ ε− vF · ps. Taking the imaginary part,
Im
[
gR(|| < |∆|)
]
≈ δ|∆|
2
(|∆|2 − 2)3/2
−−→
δ→0
0, (D.42)
and there is an energy gap of size ∆. Turning to the continuum case, the square
root in the Retarded propagator is rewritten
gR(|| > |∆|) = −pi + iδ
i
√
(+ iδ)2 − |∆|2 (D.43)
≈ ipi + iδ√
2 − |∆|2 − δ2
(
1− iδ
2 − |∆|2 − δ2
)
. (D.44)
Taking the imaginary part and letting δ → 0+,
Im
[
gR (|| > |∆|)
]
≈ pi√
2 − |∆|2 . (D.45)
Combining the above, the s-wave DOS in the absence and presence of superflow
are
N(ε) = 2NFΘ(ε2 − |∆|2) |ε|√
ε2 − |∆|2 , (D.46)
N(ε) = 2NFΘ(|(θF)|2 − |∆|2)
〈 |ε− vF · ps|√
(ε− vF · ps)2 − |∆|2
〉
θF
, (D.47)
with  = ε− vF · ps. In the limit ∆→ ||, the DOS has a square-root divergence,
signifying the coherence peaks. Furthermore, it is directly seen that the superflow
ps acts as a Doppler shift, shifting states to positive or negative energies depending
on the projection onto vF. See Sec. 3.2 for further discussion and illustrations.
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D.7 Density of states: d-wave
The density of states for a bulk d-wave superconductor will now be derived. Fol-
lowing the previous appendix, the Retarded Green function is written compactly
as
gR(pF; ε) =
−pi√
2 − 2|∆|2 cos2(2θF)
(
i|| − δ
(
1 + ∆2(θF)− 2
))
(D.48)
where now ∆(pF) =
√
2|∆| cos(2θF) ≡ ∆d cos(2θF) and  ≡ ε− vF · ps. As δ → 0,
N(ε) = 2NF
〈 ||√
2 − |∆d|2 cos2(2θF)
Θ(2 − |∆(pF)|2)
〉
θF
. (D.49)
In the absence of superflow, this reduces to the known d-wave DOS [117]
N(ε) = 2NF
2
pi
[
K
(∆d
|ε|
)
θ(|ε| −∆d) + |ε|∆dK
( |ε|
∆d
)
θ(∆d − |ε|)
]
, (D.50)
where K is the complete elliptic integral of the first kind
K(k) =
∫ pi
2
0
dθ
1− k2 sin2 θ . (D.51)
Studying Eq. (D.50), it is seen that as |ε|  ∆d, K(∆d/ε) ≈ pi/2 and the DOS
converges to the normal-state DOS, 2NF. In the limit ∆d → |ε|, the DOS diverges
as N ∝ ∆d/0+, signifying the coherence peaks. Unique to the d-wave case in
comparison to the s-wave case, is that for |ε|  ∆0, K(|ε|/∆d) ≈ pi/2 and the
DOS is linear N(ε) ≈ |ε|/∆d. This DOS is usually referred to as gapless, and
stems from the nodal structure in the order parameter. See Sec. 3.3 for further
discussion and illustrations.
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D.8 Entropy
Considering a spin degenerate bulk system in the absence of magnetic fields, the
entropy in Eq. (C.24) is
S = −2VkB
〈∫ ∞
−∞
dξN(ξ) [[1− f(E)] ln[1− f(E)] + f(E) ln f(E)]
〉
θF
, (D.52)
where E =
√
ξ2 + |∆|2. At zero temperature, it is noted that
f(E) = 1
eβE + 1 −−−→T→0 0, (D.53)
[1− f(E)] ln [1− f(E)] + f(E) ln f(E) −−−→
T→0 0. (D.54)
Hence, the entropy vanishes
S −−−→
T→0 0, (D.55)
in accord with the third law of thermodynamics. On the other hand, in the limit
T → Tc, then ∆→ 0 and E → ξ. The normal-state entropy SN is then obtained
S −−−→
T→Tc
SN ≡ −2VkB
〈∫ ∞
−∞
dξN(ξ) [[1− f(ξ)] ln[1− f(ξ)] + f(ξ) ln f(ξ)]
〉
θF
.
(D.56)
This means that, in the absence of magnetic fields, the entropy is continuous
across the normal-superconducting phase-transition
∆SNS ≡ (S − SN)
∣∣∣
Tc
= 0, (D.57)
and there is no latent heat. The phase transition can therefore not be of first order.
In App. D.9, it is shown that the transition is of second order, with a discontinuous
jump in the heat capacity. It is noted that for intermediate temperatures, ∆SNS
is negative, and the superconducting state is more ordered than the normal state.
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D.9 Heat Capacity
This appendix sets out to show that at low temperatures, the heat capacity is
exponentially suppressed in fully gapped superconductors (e.g. isotropic s-wave),
while it follows a power law suppression in nodal superconductors (e.g. anisotropic
dx2−y2). It is then shown that in the absence of external fields, superconductivity is
a second order phase-transition with a discontinuous jump in the heat capacity at
the normal-superconducting phase transition. This jump is quantified in terms of
the normal-state electronic heat capacity. The starting point is the heat capacity
expression derived in Eq. (C.39),
C = 2β2kBV
〈∫ ∞
−∞
dξN(ξ)f(E) [1− f(E)]
[
E2(ξ) + β2
d|∆|2
dβ
]〉
θF
. (D.58)
It is noted that the function f(1 − f) describes a peak centered around µ (here
set to zero) that drops off rapidly on an energy scale kBT  F, where F is the
Fermi energy. Since the density of states N(ξ) varies on the scale F, it can be
considered to be approximately constant N(ξ) ≈ N(0) ≡ NF in the region where
f(1− f) is non-zero, and therefore pulled out of the integral
C ≈ 2β2kBVNF
〈∫ ∞
−∞
dξf(E) [1− f(E)]
[
E2(ξ) + β2
d|∆|2
dβ
]〉
θF
. (D.59)
Here, it is noted that the first term in the parenthesis is the electronic heat
capacity for the normal state, denoted CelN (i.e. obtained by letting ∆ → 0 such
that E → ξ),
CelN ≡ 2β2kBVNF
〈∫ ∞
−∞
dξf(ξ) [1− f(ξ)] ξ2
〉
θF
. (D.60)
D.9.1 Low-temperature heat capacity
Letting the temperature T tend to zero, it is noted that
β
2
d|∆|2
dβ
= −kBT 2d|∆|
2
dT
−−−→
T→0 0, (D.61)
f(E) [1− f(E)] = e−βE
(
1 + e−βE
)−2 ≈ e−βE, (D.62)
yielding the low-temperature heat capacity
C ≈ 2β2kBVNF
〈∫ ∞
−∞
dξe−βEE2
〉
θF
(D.63)
= 2β2kBVNF
〈∫ ∞
−∞
dξe−β
√
ξ2+|∆|2 (ξ2 + |∆|2)〉
θF
(D.64)
= 2β2kBVNF
〈
e−β|∆|
√pi
2
(2|∆|
β
)3/2
+ |∆|2
√√√√2pi|∆|
β
〉
θF
. (D.65)
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For a fully gapped superconductor, the angular average is expected to only pro-
duce a trivial pre-factor. Expanded to leading order in T for an isotropic s-wave
superconductor yields an exponential suppression
Cs
k2BTcVNF
≈ √8pi
( ∆s0
kBT
)5/2
e−∆
s
0/kBT −−−→
T→0 0. (D.66)
For a nodal superconductor, on the other hand, the angular average has to be
treated carefully. Consider a dx2−y2 superconductor with ∆d(pF) = ∆d0 cos(2θF),
where ∆d0 ≈ 2.14kBTc at T = 0 in 2D, such that 〈. . .〉θF =
∫ [. . .]dθF/2pi. Changing
integration variable to x ≡ E/∆d0 =
√
(ξ/∆d0)2 + cos2(2θF), Eq. (D.63) becomes
C = 2β2kBVNF∆30
∫ ∞
0
dxe−β∆0xx2
∫ 2pi
0
dθF
2pi
Θ (|x| − | cos(2θF)|)√
1− cos2(2θF)x2
= 4
pi
β2kBVNF∆30
∫ ∞
0
dxe−β∆0xx2
xK(x)Θ(1− x)
+K
(1
x
)
Θ(x− 1)
, (D.67)
where Θ is the Heaviside step function and K(x) the complete elliptic integral of
the first kind, defined as
K(x) ≡
∫ pi/2
0
dθ√
1− x2 sin2(θ)
. (D.68)
Expanding to leading order in T , the heat capacity becomes
C ≈ 4
pi
β2kBVNF∆30
∫ 1
0
dxe−β∆0xx3
pi
2
= 12kBVNF (kBT )
2
∆0
. (D.69)
Inserting ∆d0 from Eq. (3.24) yields the low-temperature d-wave heat capacity
Cd
k2BTcVNF
= 6e
γE
pi
√
e
(
T
Tc
)2
≈ 6
(
T
Tc
)2
, (D.70)
which is the announced power law dependence. This behavior can be key in
identifying gapped versus nodal superconductors in experiment.
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D.9.2 Normal-superconducting phase transition
Going back to the heat capacity in Eq. (D.59), the heat-capacity difference at the
normal-superconducting phase-transition is obtained in the limit T → Tc, with
∆→ 0 and E → ξ,
∆CNS ≡
(
CS − CelN
) ∣∣∣∣
Tc
= VNF
k2BT
3
c
〈∫ ∞
−∞
dξf(ξ) [1− f(ξ)] d|∆|
2
dβ
∣∣∣∣∣∣
Tc
〉
θF
. (D.71)
Here, the derivative can be shown to be (derived in App. D.6 of Lic. Th. [10])
〈
d|∆|2
dβ
∣∣∣∣∣∣
Tc
〉
θF
= αη˜−1(kBTc)3, (D.72)
η˜ ≡
〈
|ην(θF)|4
〉
θF
=
1, ν = s,3
2 , ν = dx2−y2,
(D.73)
α ≡ 8pi
2
7ζ(3) ≈ 9.38, (D.74)
where ζ is the Riemann-zeta function. With these results, the heat capacity jumps
for s-wave and d-wave superconductors become
∆CsNS
k2BTcVNF
= α ≈ 9.38, (D.75)
∆CdNS
k2BTcVNF
= 2α3 ≈ 6.26. (D.76)
The value in Eq. (D.76) is used as a scale for the heat capacity calculated nu-
merically in papers II–III. In terms of the electronic heat capacity CelN(T ) = γT ,
where γ ≡ 2pi2k2BVNF/3, the jumps are
∆CsNS
CelN(Tc)
= 127ζ(3) ≈ 1.43, (D.77)
∆CdNS
CelN(Tc)
= 23
12
7ζ(3) ≈ 0.95, (D.78)
which are well-known values for weak-coupling superconductors.

Appendix E
Technical details: surface states
This appendix contains technical details and derivations for Ch. 4 on surface
bound state in the presence of a homogeneous superflow. The surface coherence
functions are derived in App. E.1, in a convention where different boundary con-
ditions and interfaces can be treated in a unified approach. Special cases are
discussed in App. E.2, and the surface propagators are derived in App. E.3. Ap-
pendices E.4 and E.5 use these propagators to derive the density of states and
energetics, respectively.
E.1 Coherence functions
Consider the interface in Fig. 2.2, and let s be the coordinate along the trajectory
vF, such that s = s0 + svF, with s = 0 at the interface. Translational symmetry
along the surface (i.e. along x) ensures that the derivative that enters the Riccati
equations can be written
vF ·∇ = vF∂s = vFx∂x + vFy∂y = vFy∂y, (E.1)
with vFx ≡ vF cos θF and vFy ≡ vF sin θF, and where θF is the angle between vF and
the interface. Using the notation from Sec. 2.5, the coherence functions in region
1 are separated into the case of vF pointing away from the interface (θF ∈ [0, pi])
and towards it (θF ∈ [pi, 2pi])
γ(pF, y ≥ 0; z) =
Γ1(pF, y; z) ∀ θF ∈ [0, pi]γ1(pF, y; z) ∀ θF ∈ [pi, 2pi] , (E.2)
γ˜(pF, y ≥ 0; z) =
γ˜1(pF, y; z) ∀ θF ∈ [0, pi]Γ˜1(pF, y; z) ∀ θF ∈ [pi, 2pi] . (E.3)
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The scattered coherence functions Γ and Γ˜ are obtained from the general inho-
mogeneous solutions derived in App. B.4 as
Γ1(pF, y; z) = γ1,h +
2iΩCe−y/ξ
1− ∆˜Ce−y/ξ , (E.4)
Γ˜1(pF, y; z) = γ˜1,h +
2iΩC˜e+y/(−ξ)
1 + ∆C˜e+y/(−ξ)
, (E.5)
γ1,h(pF, y; z) =
−∆
zp + iΩ
, (E.6)
γ1,h(pF, y; z) =
∆˜
zp + iΩ
, (E.7)
ξ ≡ ~ |vFy|2Ω , (E.8)
where zp ≡ z − vF · ps and Ω ≡
√
|∆|2 − z2p . It is noted that both Γ and Γ˜ end
up having the same sign in the exponentials, being stable for all y ≥ 0. Applying
the specular boundary conditions of Eqs. (2.50)–(2.55) at y = 0[
γ1,h +
2iΩC
1− ∆˜C
]
(θF, 0+; z) = R1γ1(θ˜F, 0+; z) +D1γ2(θF, 0−; z), (E.9)γ˜1,h + 2iΩC˜1 + ∆C˜
 (θF, 0+; z) = R˜1γ˜1(θ˜F, 0+; z) + D˜1γ˜2(θF, 0−; z), (E.10)
θF + θ˜F = 2pi, (E.11)
where θF and θ˜F are related by reflection of vF over the interface. Dropping the
arguments, the integration constants have the solutions
C = (R1γ1 +D1γ2 − γ1,h)(
2iΩ + ∆˜
)
(R1γ1 +D1γ2 − γ1,h)
, (E.12)
C˜ =
(
R˜1γ˜1 + D˜1γ˜2 − γ˜1,h
)
(2iΩ−∆)
(
R˜1γ˜1 + D˜1γ˜2 − γ˜1,h
) . (E.13)
Inserting these solutions into Eqs. (E.4)–(E.5) and rearranging, the scattered so-
lutions can be written
Γ1(pF, y; z) = γ1,h
2iΩ + (zp − iΩ)S1 − (zp + iΩ)S1e−y/ξ
2iΩ + (zp − iΩ)S1 − (zp − iΩ)S1e−y/ξ
 , (E.14)
Γ˜1(pF, y; z) = γ˜1,h
2iΩ + (zp − iΩ)S˜1 − (zp + iΩ)S˜1e−y/ξ
2iΩ + (zp − iΩ)S˜1 − (zp − iΩ)S˜1e−y/ξ
 , (E.15)
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where S1 and S˜1 are convenient algebraic constructions contain all terms related
to the boundary condition
S1(pF, y; z) ≡ 1−R1 γ1(θ˜F, y = 0; z)
γ1,h(θF, y = 0; z)
−D1 γ2(θF, y = 0; z)
γ1,h(θF, y = 0; z)
, (E.16)
S˜1(pF, y; z) ≡ 1− R˜1 γ˜1(θ˜F, y = 0; z)
γ˜1,h(θF, y = 0; z)
− D˜1 γ˜2(θF, y = 0; z)
γ˜1,h(θF, y = 0; z)
, (E.17)
with R1, D1, R˜1, D˜1 given by Eqs. (2.52)–(2.55). It is seen that in the absence
of inhomogeneities close to the interface, both Γ1 and Γ˜1 decay to their bulk
solutions γ1,h and γ˜1,h exponentially from the interface, over a distance given by
ξ. The above solutions are valid quite generally, even for inhomogeneous incoming
coherence functions. However, when regions 1 and 2 are homogeneous (apart from
the interface), the gauge that is used here ∆˜ = ∆∗ = ∆ leads to
S1 = S˜1 ≡ S. (E.18)
Furthermore, this thesis considers interfaces where the boundary term S reduces
to a simple integer constant, greatly simplifying the solutions to the coherence
functions. Appendix E.2 studies these simplifications, and shows that S = 2 at
an interface with maximal pairbreaking, S = 1 at a transparent S-N interface,
and S = 0 for angles where incoming and outgoing coherence functions sees the
same order parameter amplitude (mimicking a bulk system). Appendix. E.3 uses
the coherence functions and the simplifications to derive the surface propagators.
118 E Technical details: surface states
E.2 Scattering term S: important boundary cases
Although the notation with the scattering terms S1 and S˜1 introduced in App. E.1
might seem strange and foreboding, it is reminded that it is just a convenient
algebraic construction that enables different interfaces and boundary conditions
to be treated with a unified approach. The goal of this appendix is to show
how these terms reduce to integer constants in important special cases. This
simplifies the solutions of the inhomogeneous coherence functions, which are used
in App. E.3 to derive surface propagators. It is also shown how scattering at
various interfaces can lead to pairbreaking. It is reminded that S1 = S˜1 ≡ S
for homogeneous regions 1 and 2 (at least in the phase-less gauge). It is also
noted that interface scattering and boundary conditions in general might be very
complicated, much more so than presented here. What is described here is thus
a very simplified model for clean and specular interfaces.
In general, the boundary terms S1 and S˜1 defined in Eqs. (E.16) and (E.17)
are functions defined on the whole complex plane S1, S˜1 ∈ C, due to the order
parameters and and coherence functions being complex valued. They might even
diverge due to the factors γ−11,h, e.g. when ∆(θF) = 0 due to order-parameter
suppression or along order-parameter nodes. In this case though, the scattered
coherence functions are still bounded Γ1, Γ˜1 → 0. With such a general scattering
term, the physical intuition of any result is obscured, and certain calculations
become difficult to carry out analytically. However, in the case when regions
1 and 2 are free of other inhomogeneities (γ1 = γ1,h, γ2 = γ2,h and similar for
tilde functions), the situation simplifies drastically. This is especially true when
impinging coherence functions have the same order parameter structure as the
scattered ones up to a sign, i.e. ∆2/∆1 = cD ∈ {0,±1} for transmitted coherence
functions (with 0 for e.g. an S-N interface), and ∆1(θ˜F)/∆1(θF) = cR = ±1 for
reflected quasiparticles. Using this together with R1 + D1 = 1 and R˜1 + D˜1 = 1
from Eqs. (2.56)–(2.57), reduces Eqs. (E.16)–(E.17) to
S1 = 1− c1R1 − cDD1 = (1− cD)−R1(cR − cD), (E.19)
S˜1 = 1− cRR˜1 − cDD˜1 = (1− cD)− R˜1(cR − cD), (E.20)
With perfect reflection or transmission, there are three simple and important
scenarios,
1. S1 = S˜1 = 0, (trivial case: no inhomogeneity at the interface),
2. S1 = S˜1 = 1, (e.g. transparent S-N interface),
3. S1 = S˜1 = 2, (e.g. maximally pairbreaking interface).
Scenario 1 arises when the impinging and scattered coherence functions see the
same order parameter amplitude. This could either be for certain special angles,
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or in the trivial case for all angles. When it occurs for all angles, the entire system
is essentially a bulk system, where the interface virtually does not exist. In any
case, this gives the homogeneous coherence functions
S1 = S˜1 → 0, (E.21)
Γ1(pF; z) = γ1,h, (E.22)
Γ˜1(pF; z) = γ˜1,h, (E.23)
Scenario 2 occurs for example when there is perfect reflection and γ1(θ˜F) = 0,
or when there is perfect transmission and γ2 = 0. The coherence functions reduce
to
S1 = S˜1 → 1, (E.24)
Γ1(pF, y; z) = (zp + iΩ) γ1,h
 1− e−y/ξ
(zp + iΩ)− (zp − iΩ)e−y/ξ
 , (E.25)
Γ˜1(pF, y; z) = (zp + iΩ) γ˜1,h
 1− e−y/ξ
(zp + iΩ)− (zp − iΩ)e−y/ξ
 , (E.26)
and the interface acts as a transparent S-N interface, where the order parameter
and the incoming coherence functions are suppressed at the interface, and heals
back to the bulk value in region 1 over the coherence length.
Scenario 3 occurs when the incoming and outgoing coherence functions see an
order parameter with the same magnitude but with different signs. The solutions
simplify to
S1 = S˜1 → 2, (E.27)
Γ1(pF, y; z) = γ1,h
zp − (zp + iΩ)e−y/ξ
zp − (zp − iΩ)e−y/ξ
 , (E.28)
Γ˜1(pF, y; z) = γ˜1,h
zp − (zp + iΩ)e−y/ξ
zp − (zp − iΩ)e−y/ξ
 . (E.29)
This is a special topological scenario, where superconducting pairs are broken up
into midgap quasiparticle states with a flat dispersion at zero energy, that are
spin-degenerate and and degenerate over the parallel momentum p‖ → −p‖ [60,
61, 159, 160, 209]. These states lead to e.g. zero-bias conductance peaks [62, 63,
147, 210]. Superconductivity is again suppressed at the interface, and recovers
exponentially over the coherence length into region 1. This so-called pairbreaking
case is the main scenario considered in this thesis. In both the second and third
scenarios, favorable condensation energy is lost due to lost superconductivity. The
main difference is that at the pairbreaking interface, the bound states show a T−1
dependence in e.g. the propagator.
It will now be shown how the above cases might arise at particular interfaces.
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A superconductor-vacuum interface
In a superconductor-vacuum interface, D1 = D˜1 = 0 and γ2 = γ˜2 = 0, with the
scattering terms
S1 = 1− γ1(θ˜F)
γ1,h(θF)
, (E.30)
S˜1 = 1− γ˜1(θ˜F)
γ˜1,h(θF)
. (E.31)
In the case of a bulk superconductor with ∆(θ˜F) = ±∆(θF),
S1 = S˜1 = 1∓ 1 ∈ {0, 2}, (E.32)
which reduces to the bulk (S = 0) or the pairbreaking case (S = 2) for equal or
opposite order-parameter signs, respectively. This could for example be a [110]-
interface of a d-wave superconductor (the interface is parallel to the nodes). Mis-
aligning the interface with respect to the nodes slightly, there is still a sign-change
(and hence zero-energy states), but the amplitude difference makes analytic cal-
culations more difficult due to interference terms.
A tunneling barrier to a normal metal
At a tunneling barrier between a superconductor and a normal metal with γ2 =
γ˜2 = 0, the reflection and transmission probability become the normal ones on the
superconducting side R1 = R˜1 = R, and the scattering terms take on the forms
S1 = 1−R γ1(θ˜F)
γ1,h(θF)
, (E.33)
S˜1 = 1−R γ˜1(θ˜F)
γ˜1,h(θF)
. (E.34)
For a bulk superconductor with ∆(θ˜F) = ±∆(θF),
S1 = S˜1 = 1∓R ∈ [0, 2], (E.35)
and all of the three special scenarios discussed earlier are hence possible, depending
on the order-parameter signs and the transmission at the interface.
A tunneling barrier to a superconductor
At a tunneling barrier between two superconductors, the scattering terms again
take on the general forms given by Eqs. (E.16) and (E.17), where region 2 can have
any complicated superconducting order. For two superconductors with ∆1(θ˜F) =
±∆1(θF) and ∆2 = ±∆1, the scattering terms are again given by Eqs. (E.19) and
(E.20). Table E.1 summarizes the possible values of S1 and S˜1, showing that the
three special scenarios are possible.
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A weak ferromagnet-superconductor interface
At a ferromagnet-superconductor interface, the interplay between the supercon-
ducting order and the magnetic order leads to interesting effects, like spin-polarization,
spin singlet-triplet correlations, and surface Andreev states [88, 211–215]. There-
fore, treating such a system is typically more complicated, as it involves full spin
degrees of freedom. For simplicity, the ferromagnetic part is therefore treated as
a ferromagnetic insulator with only reflection taken into account, as in Ref. [211].
A finite magnetization vector mˆ = zˆ in the interface leads to modified boundary
conditions [216, 217], with a spin-dependent phase shift for scattered coherence
functions
Γ1(θF)iσy = Mγ1(θ˜F)iσyM˜, (E.36)
M ≡ eiϑmˆ·σ/2, (E.37)
where ϑ is the spin-mixing angle and M˜ =M∗, with a similar expression for tilde
coherence functions. For general spin-mixing angles, interface scattering induces
spin-triplet correlations, and Andreev bound states εb = ±∆ cos(ϑ/2). For the
two special cases ϑ ∈ {0, pi}, however, the spin-triplet correlations vanish, and the
scattered solution equals the incoming one up to a sign. Only these simplified
cases are considered, where ϑ = pi corresponds to the maximally pairbreaking
interface with zero-energy states, and ϑ = 0 essentially corresponds to an S-N
interface. Since γ2 = γ˜2 = 0, R1 = R˜1 = R, the boundary terms are
S1 = 1∓R γ1(θ˜F)
γ1,h(θF)
, (E.38)
S˜1 = 1∓R γ˜1(θ˜F)
γ˜1,h(θF)
. (E.39)
Table E.1: Possible scattering term values at a simplified superconductor-
superconductor tunneling barrier, with the same order parameter structure.
∆1(θ˜F)
∆1(θF)
∆2
∆1 S1 S˜1
+1 +1 0 0
+1 −1 2(1−R1) 2(1− R˜1)
−1 +1 2R1 2R˜1
−1 −1 2 2
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For a bulk region with the same order parameter structures, the simple special
case is again obtained
S1 = S˜1 = 1∓R ∈ [0, 2]. (E.40)
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E.3 Propagators
This appendix uses the coherence functions derived in App. E.1, to obtain the
quasiclassical propagators when region 1 is a homogeneous system, i.e. when ∆1
is homogeneous, resulting in γ1 = γ1,h and γ˜1 = γ˜1,h. For a spin-singlet system,
the scalar quasiparticle and pair propagators are given by Eqs. (2.36)–(2.39)
g0(pF,R; z) = −ipi1− γγ˜1 + γγ˜ , (E.41)
g˜0(pF,R; z) = +ipi
1− γγ˜
1 + γγ˜ , (E.42)
f(pF,R; z) = −2ipi γ1 + γγ˜ , (E.43)
f˜(pF,R; z) = +2ipi
γ˜
1 + γγ˜ . (E.44)
Considering separately the cases of vF pointing towards and away from the surface,
g0(pF, y; z) = −ipi1− Γ1γ˜11 + Γ1γ˜1 , ∀ θF ∈ [0, pi] (E.45)
g0(pF, y; z) = −ipi1− γ1Γ˜11 + γ1Γ˜1
, ∀ θF ∈ [pi, 2pi] (E.46)
and similar for the other propagators. With the general solutions from Eqs. (E.14)–
(E.15), the products take the form
Γ1γ˜1 = −
(
zp − iΩ
zp + iΩ
) 2iΩ + (zp − iΩ)S1 − (z + iΩ)S1e−y/ξ
2iΩ + (zp − iΩ)S1 − (z − iΩ)S1e−y/ξ , (E.47)
γ1Γ˜1 = −
(
zp − iΩ
zp + iΩ
) 2iΩ + (zp − iΩ)S˜1 − (z + iΩ)S˜1e−y/ξ
2iΩ + (zp − iΩ)S˜1 − (z − iΩ)S˜1e−y/ξ
. (E.48)
After some algebra, the propagators are found to be
g0(pF, y; z) = −pizpΩ
1− Szpe−y/ξ2iΩ + (zp − iΩ)S
 + pi SΩe−y/ξ2iΩ + (zp − iΩ)S ,(E.49)
g˜0(pF, y; z) = +pi
zp
Ω
1− Szpe−y/ξ2iΩ + (zp − iΩ)S
− pi SΩe−y/ξ2iΩ + (zp − iΩ)S ,(E.50)
f(pF, y; z) = +pi
∆
Ω
1− Szpe−y/ξ2iΩ + (zp − iΩ)S
− ipi sgn(vˆFy)S∆e−y/ξ2iΩ + (zp − iΩ)S ,(E.51)
f˜(pF, y; z) = +pi
∆˜
Ω
1− Szpe−y/ξ2iΩ + (zp − iΩ)S
 + ipi sgn(vˆFy)S∆˜e−y/ξ2iΩ + (zp − iΩ)S ,(E.52)
S(pF, y; z) =
S1 ∀ θF ∈ [0, pi]S˜1 ∀ θF ∈ [pi, 2pi] . (E.53)
124 E Technical details: surface states
E.3.1 Surface propagators
Each propagator can conveniently be separated into a bulk and a surface part
g0(pF, y; z) = gbulk0 + gsurf0 , (E.54)
gbulk0 (pF; z) = −pi
zp
Ω , (E.55)
gsurf0 (pF, y; z) = +pi
S|∆|2
Ω [2iΩ + (zp − iΩ)S]e
−y/ξ, (E.56)
f(pF, y; z) = fbulk + f surf, (E.57)
fbulk(pF; z) = +pi
∆
Ω , (E.58)
f surf(pF, y; z) = −piS
(∆
Ω
)
zp + i sgn(vˆFy)Ω
Ω [2iΩ + (zp − iΩ)S]e
−y/ξ, (E.59)
or a condensate and midgap state part
g0(pF, y; z) = gcond0 + gMGS0 , (E.60)
gcond0 (pF, y; z) = −pi
zp
Ω
1− Szpe−y/ξ2iΩ + (zp − iΩ)S
 , (E.61)
gMGS0 (pF, y; z) = +pi
SΩe−y/ξ
2iΩ + (zp − iΩ)S , (E.62)
f(pF, y; z) = f cond + fMGS, (E.63)
f cond(pF, y; z) = +pi
∆
Ω
1− Szpe−y/ξ2iΩ + (zp − iΩ)S
 , (E.64)
fMGS(pF, y; z) = −ipi sgn(vˆFy)S∆e
−y/ξ
2iΩ + (zp − iΩ)S , (E.65)
with similar relations for tilde propagators. These separations make it convenient
to calculate surface properties separately from the bulk properties (the latter
which were computed in Ch. 3). In case of a complete bulk system, i.e. when
S = 0 from Eq. (E.21), the propagators retain their respective bulk forms given
by Eqs. (3.8)–(3.11).
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E.3.2 Propagators at a pairbreaking interface
For a maximally pairbreaking interface with a sign-change in the order parameter,
i.e. when S = 2 as in Eq. (E.27), the propagators are
gpb0 (pF, y; z) = −pi
zp
Ω
(
1− e−y/ξ
)
+ piΩ
zp
e−y/ξ, (E.66)
g˜pb0 (pF, y; z) = +pi
zp
Ω
(
1− e−y/ξ
)
− piΩ
zp
e−y/ξ, (E.67)
fpb(pF, y; z) = +pi
∆
Ω
(
1− e−y/ξ
)
− ipi sgn(vˆFy)∆
zp
e−y/ξ, (E.68)
f˜pb(pF, y; z) = +pi
∆˜
Ω
(
1− e−y/ξ
)
+ ipi sgn(vˆFy)
∆˜
zp
e−y/ξ. (E.69)
Here it is clearly seen that the condensate term is completely suppressed at
the surface and heals to the bulk form exponentially from the interface, while the
bound-state term is maximal at the interface and decays exponentially away from
it, both over a distance given by ξ. Furthermore, in the absence of superflows, the
bound-state term scales as 1/εn ∼ 1/T , which gives a completely different tem-
perature scaling than the condensate term. The bound-state term might therefore
dominate at low temperatures. These pairbreaking propagators are used to derive
the surface bound state spectrum in Sec 4.3.
E.3.3 Propagators at a transparent S-N interface
For an interface where the order parameter goes from zero to a finite value (e.g.
a step-function form at a transparent S-N interface), S = 1 from Eq. (E.27), and
the propagators are
gSN0 (pF, y; z) = −pi
zp
Ω
1− zpe−y/ξ
zp + iΩ
 + pi Ωe−y/ξ
zp + iΩ
, (E.70)
g˜SN0 (pF, y; z) = +pi
zp
Ω
1− zpe−y/ξ
zp + iΩ
− pi Ωe−y/ξ
zp + iΩ
, (E.71)
fSN(pF, y; z) = +pi
∆
Ω
1− zpe−y/ξ
zp + iΩ
− ipi sgn(vˆFy)∆e−y/ξ
zp + iΩ
, (E.72)
f˜SN(pF, y; z) = +pi
∆˜
Ω
1− zpe−y/ξ
zp + iΩ
 + ipi sgn(vˆFy)∆˜e−y/ξ
zp + iΩ
. (E.73)
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E.4 Density of states
The goal of this appendix is to obtain a general expression for the momentum-
resolved surface DOS, in terms of the boundary term S that was introduced
towards the end of App. E.1 and analyzed in App. E.2. The LDOS is given by
Eq. (2.59), with NF being the normal-state DOS per spin
N(R, ε) = −NF 2
pi
〈
Im
[
gR0 (pF,R; ε)
]〉
θF
, (E.74)
which can be separated into a surface LDOS and a bulk LDOS (the latter derived
in App. D.6 and D.7 for s and d-wave respectively), by separating the propagator
into bulk and surface parts as in Eqs. (E.54)–(E.56). For the Retarded propagator,
zRp = ε+ iδ − vF · ps ≡ + iδ, (E.75)
where δ = 0+ is infinitesimal, and  = ε− vF · ps is a Doppler-shifted real energy.
The subgap and continuum spectra are studied independently below, i.e. 2 <
|∆(pF)|2 and 2 > |∆(pF)|2, respectively. Note that during the derivations, the
arguments are typically dropped for brevity ∆(pF) = ∆.
E.4.1 Subgap spectrum
Expanding the surface propagator in δ (i.e. the infinitesimal shift in the Retarded
energy) and taking the imaginary part yields
Im
[
gRsurf(pF, y; z)
]
−pi =
|∆|2
Ω Se
−y/ξ Ω(2− S) + δ
[
S − 2Ω2
(
1 + yξ
)]
(
S+ δ(2− S) Ω
)2 + (Ω(2− S) + Sδ)2 +O(δ2),
(E.76)
where ξ ≡ ~ |vFy| /2Ω, with Ω ≡
√
|∆|2 − 2. Letting δ → 0, the momentum-
resolved surface DOS is
N(pF, y; || < |∆|) = 2NF |∆|
2S(2− S)e−y/ξ
(S)2 + (2− S)2Ω2 . (E.77)
This is obviously a surface term which decays over ξ into the bulk. As a consis-
tency check, the DOS approaches the normal-state DOS (2NF) as ∆ → 0, and
there are no midgap states in the bulk system since N(|| < |∆|) = 0 for y →∞ or
S = 0 (recall that this is the momentum-resolved DOS, the momentum-averaged
d-wave spectrum clearly has subgap states even in bulk, as evident in Sec. 3.3).
It is noted that for a transparent S-N interface (S = 1), the spectrum is described
by a normal-state DOS that decays from the surface
N(pF, y; || < |∆|) −−−→
S→1 2NFe
−y/ξ. (E.78)
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Re-arranging the terms in Eq. (E.77), it is found that the midgap state spectrum is
given by a Lorentzian L(ε; ε0,Γ) with energy parameter ε, center ε0 and full-width
at half-maximum Γ
N(pF, y; || < |∆|)
2NF
= S√
S − 1
pi
2 |∆|e
−y/ξL(ε; ε0,Γ), (E.79)
L(ε; ε0,Γ) =
1
pi
(
1
2Γ
)
(ε− ε0)2 +
(
1
2Γ
)2 , (E.80)
0 = vF · ps, (E.81)
Γ = 2− S√
S − 1 |∆|. (E.82)
The superflow term vF ·ps explicitly acts as a Doppler-shift which moves the peak.
As S → 2, the width Γ → 0 becomes infinitesimal, and the DOS is described
by a delta-distribution δ(). Note that e.g. at a tunneling barrier between a
superconductor and normal system, the transmission probability D = |t|2 directly
determines the shape of the Lorentzian, since then S = 1 + R = 2 − D (see
App. E.2). The energy cost of these zero-energy states are derived in App. E.5.2.
E.4.2 Continuum spectrum
As 2 > |∆|2, the term Ω is rewritten Ω = −iΩ′, where Ω′ ≡
√
2 − |∆|2. Taking
the imaginary part of the full propagator and letting δ → 0, the momentum-
resolved DOS is found to be
N(pF, y; || > |∆|)
2NF
= Ω′ −
S|∆|2
Ω′ [S+ (2− S)Ω′] cos
( 2yΩ′
~|vFy|
)
, (E.83)
where the first term is the bulk DOS derived in Apps. D.6 and D.7, and the second
term describes a modification due to interface interference. Again, the superflow
in  ≡ ε− vF · ps acts as a Doppler shift to the real energy ε. In the normal-state
(∆→ 0), or in the continuum limit (|ε|  |∆|), the normal-state DOS is retained
N → 2NF. For a pairbreaking system (S = 2), or an S-N interface with perfect
transmission (S = 1), the LDOS simplifies to
N(pF, y; || > |∆|)
2NF
−−−→
S→2

Ω′ −
|∆|2
Ω′ cos
( 2yΩ′
~|vFy|
)
, (E.84)
N(pF, y; || > |∆|)
2NF
−−−→
S→1

Ω′ −
|∆|2
Ω′ [+ Ω′] cos
( 2yΩ′
~|vFy|
)
. (E.85)
Since the interference disappears whenever the amplitude is the same for an in-
coming and outgoing coherence functions (S → 0), they are hence understood to
come from scattering at inhomogeneities where |∆| goes from one bulk value to
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another. This is in complete analogy with usual barrier scattering in quantum
mechanics. The interference is maximal at
2yΩ′
~|vFy| = 2npi, (E.86)
and minimal at
2yΩ′
~|vFy| = (2n+ 1)pi, (E.87)
where n ∈ Z. As discussed in Sec. 4.3, these interference effects are known as
Tomasch-oscillations [137–143], and have a tendency to occur close to inhomo-
geneities, like interface scattering that effectively connect different order parame-
ter amplitudes.
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E.5 Surface energetics
This appendix derives a simplified form of the Luttinger-Ward free energy close
to an interface with maximally pairbreaking surface scattering. This is used to
derive the energy cost of zero-energy midgap states derived in App. E.4, and the
energy gain of Doppler shifting them with a superflow. The magnetic energy
density due to the superflow is also estimated.
E.5.1 Surface free energy
The Luttinger-Ward free energy δΩ is defined in Eq. (2.69), and without the
magnetic energy density it is
δΩ =
∫
dR
NFkBT 12
∫ 1
0
dλ
〈 ∑
|εn|<Ωc
Tr
[
∆ˆ(gˆλ − 12 gˆ)
]〉
θF
, (E.88)
where the trace for a spin-singlet system in the superflow gauge (∆˜ = ∆∗ = ∆)
was simplified in App. C.2
Tr
[
∆ˆ
(
gˆλ − 12 gˆ
)]
= ∆
(
f + f˜
)
− 2∆
(
fλ + f˜λ
)
. (E.89)
The propagators at a pairbreaking interface were derived in Eqs. (E.68)–(E.69),
fpb(pF, y; z) = pi
∆
Ω
(
1− e−y/ξ
)
− ipi sgn(vˆFy)∆
zp
e−y/ξ, (E.90)
f˜pb(pF, y; z) = pi
∆˜
Ω
(
1− e−y/ξ
)
+ ipi sgn(vˆFy)
∆˜
zp
e−y/ξ, (E.91)
where ξ = ~|vFy|/2Ω, Ω ≡
√
|∆|2 − z2p and zp ≡ z − ivF · ps. The following
expressions are obtained
∆
(
f + f˜
)
= 2pi ∆
2√
|∆2| − z2p
[
1− exp
(
−y˜
√
|∆|2 − z2p
)]
, (E.92)
2∆
(
fλ + f˜λ
)
= 4pi ∆
2λ√
|∆|2λ2 − z2p
[
1− exp
(
−y˜
√
|∆|2λ2 − z2p
)]
, (E.93)
where y˜ ≡ 2y/~|vFy|. Taking the λ-integral,
−
∫ 1
0
2∆
(
fλ + f˜λ
)
dλ = 4pi
√−z2p − Ω + e−y˜
√
−z2p − e−y˜Ω
y˜
 , (E.94)
130 E Technical details: surface states
the free energy is
δΩ
NF
= 2pikBT
∫
dR
∑
|εn|<Ωc
〈[ |∆|2
2Ω +
√
−z2p − Ω
]
+ e
−y˜
√
−z2p − e−y˜Ω
y˜
− |∆|
2
2Ω e
−y˜Ω
〉
θF
,
(E.95)
where the first bracket constitutes the bulk free energy (derived for zero temper-
ature in Sec. D.4). The surface free energy can thus be defined as
δΩsurf ≡ δΩ− δΩbulk = 2pikBTNF
∫
dR
Ωc∑
|εn|
〈
e−y˜
√
−z2p − e−y˜Ω
y˜
− |∆|
2
2Ω e
−y˜Ω
〉
θF
.
(E.96)
With ∫ dR = ∫ ∫ dxdy = Lx ∫ dy, the y-integral can be taken
δΩsurf
LxNF = 2pikBT
∫ ∞
0
dy
∑
|εn|<Ωc
〈exp(−y˜√−z2p)− e−y˜Ω
y˜
− |∆|
2
2Ω e
−y˜Ω
〉
θF
(E.97)
= 2pikBT
∑
|εn|<Ωc
〈
~|vFy|
2
ln
 Ω√
−z2p
− |∆|22Ω2
〉
θF
(E.98)
= 2pikBT
Ωc∑
εn>0
〈
~|vFy|
2
ln
 |∆|2 − z2p
−z2p
− |∆|2|∆|2 − z2p
〉
θF
. (E.99)
It is noted that in the absence of superflow, −z2p = ε2n, and the summand is
positive definite, signifying an energy cost. Furthermore, by splitting the angular
integral into vF · ps > 0 and vF · ps < 0, and combining the results, it can be
explicitly shown that the free energy is real
δΩsurf
LxNF = 2pikBT
Ωc∑
εn>0
〈
~|vFy|
2
ln
 (ΩΩ∗)2(
zpz∗p
)2
− |∆|2
(
Ω2 +
(
Ω2
)∗)
(ΩΩ∗)2

〉
vF·ps>0
,(E.100)
where Ω2 +
(
Ω2
)∗ = 2 Re [Ω2]. At low temperatures T → 0, the Matsubara sum
is replaced with an integral, as in Eqs. (2.19)–(2.20), and Eq. (E.99) becomes
δΩsurf0
LxNF =
∫ ∞
0
dε
〈
~|vFy|
2
[
ln
( |∆|2 + (ε+ ivF · ps)2
(ε+ ivF · ps)2
)
− |∆|
2
|∆|2 + (ε+ ivF · ps)2
]〉
θF
.
(E.101)
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E.5.2 Midgap states: energy cost
In the absence of superflow, the low-temperature surface energy becomes
δΩsurf0 (ps = 0)
LxNF =
∫ ∞
0
dε
〈
~|vFy|
2
[
ln
( |∆|2 + ε2
ε2
)
− |∆|
2
|∆|2 + ε2
]〉
θF
. (E.102)
The integral can be taken analytically,
δΩsurf0 (ps = 0)
LxNF = ~vF
pi
4 〈|sin θF| |∆|〉θF, (E.103)
= kBTcξ0
pi2
2 〈|sin θF| |∆|〉θF , (E.104)
where ξ0 ≡ ~vF/2pikBTc. For a 2D system with cylindrically symmetric Fermi-
surface, the angular average is 〈. . .〉θF =
∫ 2pi
0 [. . .]dθF/2pi. For a d-wave order pa-
rameter, ∆d = ∆d0
√
2 cos(2θF), where the zero-temperature gap ∆d0 was introduced
in Eq. (D.15) in App. D.2. The angular average becomes
δΩdsurf(ps = 0)
Lxξ0NF = kBTc
pi2
2
〈
|sin θF|∆d0
√
2 |cos (2θF)|
〉
θF
(E.105)
= kBTcpi∆d0
(4−√2)
3 . (E.106)
In units of the condensation energy δΩBCS0 /LxLyNF = −∆20/2 derived in Sec. D.4,
δΩdsurf(ps = 0)/ξ0∣∣∣δΩdBCS/Ly∣∣∣ =
2pi(4−√2)
3
( ∆d0
kBTc
)−1
(E.107)
= 2(2
√
2− 1)
3 e
γE+ 12 (E.108)
≈ 3.6. (E.109)
Similarly, considering a spin-active s-wave interface with no transmission as in
App. E.2, and using ∆s = ∆s0 from Eq. (D.14), the angular average in Eq. (E.104)
becomes
δΩssurf(ps = 0)
Lxξ0NF = kBTc
pi2
2 〈|sin θF|∆
s
0〉θF (E.110)
= kBTcpi∆s0, (E.111)
δΩssurf(ps = 0)/ξ0
|δΩsBCS/Ly|
= 2pi
( ∆s0
kBTc
)−1
(E.112)
= 2eγE (E.113)
≈ 3.6. (E.114)
Hence, the cost of the midgap states, δΩMGS ≡ δΩsurf(ps = 0), is in both cases
δΩMGS0∣∣∣δΩBCS0 ∣∣∣ ≈ 4
ξ0
Ly . (E.115)
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E.5.3 Doppler shift: energy gain
The energy gain of Doppler shifting the midgap states will now be derived at low
temperatures. Starting from Eq. (E.100) and letting T → 0 as in Eqs. (2.19)–
(2.20), the energy integral can be taken analytically
δΩsurf0
LxNF =
〈
~|vFy|
2
∫ ∞
0
dε
 ln

[
|∆|2 + (ε+ ivF · ps)2
] [
|∆|2 + (ε− ivF · ps)2
]
(ε+ ivF · ps)2(ε− ivF · ps)2

− |∆|
2
|∆|2 + (ε+ ivF · ps)2 −
|∆|2
|∆|2 + (ε− ivF · ps)2
〉
vF·ps>0
(E.116)
=
〈
~|vFy|
2 pi (|∆| − 2vF · ps)
〉
vF·ps>0
. (E.117)
Here, the first term is exactly the midgap-state derived in App. E.5.2〈
~vF| sin θF|
2 pi|∆|
〉
vF·ps>0
= ~vF
pi
4 〈| sin θF||∆|〉θF (E.118)
= δΩ
d
surf(ps = 0)
LxNF , (E.119)
where the last equality comes from Eq. E.103. The second term of Eq. (E.117) is
−2pi
〈
~|vFy|
2 vF · ps
〉
vF·ps>0
= −pi~v
2
F
2pi ps. (E.120)
The energy gain of Doppler shifts, δΩDoppler ≡ δΩsurf − δΩsurf(ps = 0), can finally
be written on the following dimensionless form at low temperatures
δΩDoppler0
Lxξ0NF(kBTc)2 = −pi
vFps
kBTc
, (E.121)
where ξ0 ≡ ~vF/2pikBTc is the coherence length. Hence, in contrast to the bulk
superflow cost in Eq. (D.27), which scales as v2Fp2s , the surface energy gain due to
Doppler shifts is linear vFps. Note that this result can be verified from the free
energy F = U − TS, by setting the midgap states spectrum to be a Dirac delta-
distribution δ(ε) (as in App. E.4.1 with D → 0, which this appendix is equivalent
to), and inserting the latter into the internal energy U = ∫ dεf(ε)εN(ε) and
entropy S, where f(ε) is the Fermi-Dirac distribution. Evaluating the energy
F (ps 6= 0) − F (ps = 0) indeed reproduces Eq. (E.121), as shown by Ref. [144].
Furthermore, paper III does a similar calculation to estimate the contribution
from the midgap states spectrum for different orientations between the interface
and the nodes of a d-wave order parameter.
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E.5.4 Superflow magnetic energy density
Consider the surface current in Eq. (4.16) that decays exponentially into a bulk
superconductor
j(y) = j0e−y/aξ0xˆ, (E.122)
where j0 = j(y = 0) is determined by the superflow at the surface, and a > 0 is a
constant. In the case that the magnetic screening can be neglected (i.e. when λ is
much larger than other relevant scales), the magnetic field is given by Ampère’s
circuit law ∇×B = 4pij/c. The field is oriented tangentially to the surface and
perpendicular to the surface current. Solving this differential equation yields
B(y) = −4pi
c
j0
∫
e−y/aξ0dy = aξ0
4pi
c
j0e
−x/aξ0 + C, (E.123)
where C is an integration constant. Requiring the field to vanish at the interface
in the absence of external fields B(0) = 0, the constant is C = −aξ4pij0/c, such
that
B(y) = aξ0
4pi
c
j0
(
e−x/aξ0 − 1
)
. (E.124)
The magnetic energy density is
δΩB =
∫
dR
B2(y)
8pi . (E.125)
For a superconductor of thickness Ly, where λ Ly  aξ0 and LyA = V ≡ ∫ dR,
it is noted that 1 = ∫ dR (e−x/aξ0 − 1)2 /V . Assuming that the current is still
proportional to the superflow j = eNFv2Fps as derived in App. D.5, the magnetic
energy density at zero temperature can be evaluated on the dimensionless form
δΩB0
VNF(kBTc)2 =
a2
2 κ
−2
0
p2s
p˜20
, (E.126)
where p˜0 = kBTc/vF and κ0 = λ0/ξ0, with λ0 ≡ c/
√
4pie2NFv2F and ξ0 ≡ ~vF/2pikBTc.

Appendix F
Technical details: inhomogeneous
superflow
This appendix contains technical details and derivations for Ch. 5 on non-local
linear response to inhomogeneous superflow ps(R).
F.1 Propagators
The linear response propagators will now be derived, given the coherence functions
γ = γ0 + γ1 and γ˜ = γ˜0 + γ˜1. Inserting these into the spin-singlet quasiparticle
propagator g defined in Eq. (2.36) and expanding in γ1 and γ˜1
g = −ipi1− (γ0 + γ1)(γ˜0 + γ˜1)1 + (γ0 + γ1)(γ˜0 + γ˜1) (F.1)
= −ipi (1− γ0γ˜0 − γ0γ˜1 − γ˜0γ1)(1 + γ0γ˜0)
1
1 + (γ0γ˜1 + γ˜0γ1)(1 + γ0γ˜0)−1
(F.2)
= −ipi1− γ0γ˜0 − γ0γ˜1 − γ˜0γ11 + γ0γ˜0
(
1 + γ0γ˜1 + γ˜0γ11 + γ0γ˜0
+O
(
γ21
))
(F.3)
≈ g0 + 2ipiγ0γ˜1 + γ1γ˜0(1 + γ0γ˜0)2 , =⇒ (F.4)
g1 = 2ipi
γ0γ˜1 + γ1γ˜0
(1 + γ0γ˜0)2
, (F.5)
g˜1 = −2ipiγ0γ˜1 + γ1γ˜0(1 + γ0γ˜0)2 . (F.6)
Similarly, expanding the spin-singlet pair propagator in Eq. (2.38),
f = −2ipi (γ0 + γ1)1 + (γ0 + γ1)(γ˜0 + γ˜1) (F.7)
= −2ipi (γ0 + γ1)(1 + γ0γ˜0)
1
1 + (γ0γ˜1 + γ˜0γ1)(1 + γ0γ˜0)−1
(F.8)
= −2ipi γ0 + γ11 + γ0γ˜0
(
1 + γ0γ˜1 + γ˜0γ11 + γ0γ˜0
+O
(
γ21
))
(F.9)
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≈ −2ipi
(
γ0
1 + γ0γ˜0
+ γ11 + γ0γ˜0
+ (γ0γ˜1 + γ˜0γ1)(1 + γ0γ˜0)
γ0
(1 + γ0γ˜0)
)
(F.10)
≈ f0 − 2ipi (1 + 2γ0γ˜0)γ1 + γ
2
0 γ˜1
(1 + γ0γ˜0)2
, =⇒ (F.11)
f1 = −2ipi (1 + 2γ0γ˜0)γ1 + γ
2
0 γ˜1
(1 + γ0γ˜0)2
, (F.12)
f˜1 = 2ipi
(1 + 2γ0γ˜0)γ˜1 + γ˜20γ1
(1 + γ0γ˜0)2
. (F.13)
F.2 Solutions: unsymmetrized equations
This appendix solves the unsymmetrized linear Riccati Eqs. (5.5)–(5.6). Let s
denote the coordinate along the trajectory defined by the Fermi momentum pF,
such that the Riccati equations become
∂sγ1(s) = −κ(s)γ1(s)−R(s), (F.14)
∂sγ˜1(s) = +κ˜(s)γ˜1(s) + R˜(s), (F.15)
κ(s) ≡ − 2i
~vF
(
z + γ0∆˜
)
, (F.16)
κ˜(s) ≡ − 2i
~vF
(z − γ˜0∆) , (F.17)
R(s) ≡ 2i
~vF
vF · ps(R)γ0, (F.18)
R˜(s) ≡ 2i
~vF
vF · ps(R)γ˜0. (F.19)
Introduce the substitutions
γ1(s) = γ′1(s) exp
(
−
∫ s
−∞
dρκ(ρ)
)
, (F.20)
γ˜1(s) = γ˜′1(s) exp
(
+
∫ s
+∞
dρκ˜(ρ)
)
, (F.21)
such that Eqs. (F.14) and (F.15) become
γ′1∂s exp
(
−
∫ s
−∞
dρκ(ρ)
)
+ exp
(
−
∫ s
−∞
dρκ(ρ)
)
[∂sγ′1 + κγ′1] = −R,(F.22)
γ˜′1∂s exp
(
+
∫ s
+∞
dρκ˜(ρ)
)
+ exp
(
+
∫ s
+∞
dρκ˜(ρ)
)
[∂sγ˜′1 − κ˜γ˜′1] = −R˜.(F.23)
Using the fundamental theorem, Eqs. (F.22) and (F.23) simplify to
∂sγ
′
1(s) = −R(s) exp
(
+
∫ s
−∞
dρκ(ρ)
)
, (F.24)
∂sγ˜
′
1(s) = +R˜(s) exp
(
−
∫ s
+∞
dρκ˜(ρ)
)
, (F.25)
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with the solutions
γ′1(s) = −
∫ s
−∞
ds′R(s′) exp
(
+
∫ s′
−∞
dρκ(ρ)
)
, (F.26)
γ˜′1(s) = +
∫ s
+∞
ds′R˜(s′) exp
(
−
∫ s′
+∞
dρκ˜(ρ)
)
. (F.27)
Substituting back to γ1 and γ˜1
γ1(s) = − exp
(
−
∫ s
−∞
dρκ(ρ)
) ∫ s
−∞
ds′R(s′) exp
(
+
∫ s′
−∞
dρκ(ρ)
)
, (F.28)
= −
∫ s
−∞
ds′R(s′) exp
(
+
∫ s′
s
dρκ(ρ)
)
, (F.29)
γ˜1(s) = + exp
(
+
∫ s
+∞
dρκ˜(ρ)
) ∫ s
+∞
ds′R˜(s′) exp
(
−
∫ s′
+∞
dρκ˜(ρ)
)
, (F.30)
= +
∫ s
+∞
ds′R˜(s′) exp
(∫ s
s′
dρκ˜(ρ)
)
. (F.31)
Re-writing the indices s← so and s′ ← s, the solutions are finally found
γ1(pF, so; z) = − 2i~vF
∫ so
−∞
ds exp
(
−
∫ so
s
dρκ(ρ)
)
[vF · psγ0] (pF, s; z),(F.32)
γ˜1(pF, so; z) = +
2i
~vF
∫ so
∞
ds exp
(
+
∫ so
s
dρκ˜(ρ)
)
[vF · psγ˜0] (pF, s; z), (F.33)
where so denotes the observation point, s the source point, and ρ the running point
between s and so. The linearized Riccati equations will now be symmetrized, then
solved in a similar manner.
F.3 Symmetrization
The Riccati equation will now be derived for the pair-propagator-like objects
γ1/(1 + γ0γ˜0) and γ˜1/(1 + γ0γ˜0). Starting with the derivative term,
∇
(
γ1
1 + γ0γ˜0
)
= (∇γ1)1 + γ0γ˜0 −
γ1
(1 + γ0γ˜0)
(γ0∇γ˜0 + γ˜0∇γ0)
(1 + γ0γ˜0)
, (F.34)
∇
(
γ˜1
1 + γ0γ˜0
)
= (∇γ˜1)1 + γ0γ˜0 −
γ˜1
(1 + γ0γ˜0)
(γ0∇γ˜0 + γ˜0∇γ0)
(1 + γ0γ˜0)
. (F.35)
Inserting the expressions for ∇γ0 and ∇γ˜0, i.e. unperturbed Riccati Eqs. (5.3)
and (5.4), and simplifying yields
∇
(
γ1
1 + γ0γ˜0
)
= (∇γ1)1 + γ0γ˜0 −
i
~vF
(
γ0∆˜ + γ˜0∆
)
, (F.36)
∇
(
γ˜1
1 + γ0γ˜0
)
= (∇γ˜1)1 + γ0γ˜0 −
i
~vF
(
γ0∆˜ + γ˜0∆
)
. (F.37)
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Substituting the perturbed Riccati Eqs. (5.5) and (5.6) into the terms ∇γ1 and
∇γ˜1 and simplifying yields the symmetrized equations
∇
(
γ1
1 + γ0γ˜0
)
= 2i
~vF
(
z + γ0∆˜
) γ1
1 + γ0γ˜0
− 2i
~vF
vF · ps(R) γ01 + γ0γ˜0
− i
~vF
(
γ0∆˜ + γ˜0∆
)
(F.38)
= −κ γ11 + γ0γ˜0 −
2i
~vF
vF · ps(R) γ01 + γ0γ˜0 , (F.39)
∇
(
γ˜1
1 + γ0γ˜0
)
= − 2i
~vF
(z − γ˜0∆) γ˜11 + γ0γ˜0 +
2i
~vF
vF · ps(R) γ˜01 + γ0γ˜0
− i
~vF
(
γ0∆˜ + γ˜0∆
)
(F.40)
= κ γ˜11 + γ0γ˜0
+ 2i
~vF
vF · ps(R) γ˜01 + γ0γ˜0 , (F.41)
κ ≡ i
~vF
(
2z + γ0∆˜− γ˜0∆
)
. (F.42)
F.4 Solutions: symmetrized equations
Assuming perfect reflection, this appendix solves the symmetrized linear Riccati
Eqs. (F.38)–(F.41) for the pair-propagator-like objects γ1/(1 + γ0γ˜0) and γ˜1/(1 +
γ0γ˜0)
∂s
γ1
1 + γ0γ˜0
(s) = −κ γ11 + γ0γ˜0 (s)−R(s), (F.43)
∂s
γ˜1
1 + γ0γ˜0
(s) = +κ γ˜11 + γ0γ˜0
(s) + R˜(s), (F.44)
κ ≡ i
~vF
(
2z + γ0∆˜− γ˜0∆
)
, (F.45)
R(s) ≡ 2i
~vF
vF · ps γ01 + γ0γ˜0 (s), (F.46)
R˜(s) ≡ 2i
~vF
vF · ps γ˜01 + γ0γ˜0 (s), (F.47)
where again, s denotes the coordinate along the trajectory defined by the Fermi
momentum pF. Following the same method as in App. F.2, the solutions are
found to be
γ1
1 + γ0γ˜0
(pF, so; z) = − 2i~vF
∫ so
−∞
dsC(s, so)
vF · psγ0
1 + γ0γ˜0
(pF, s; z), (F.48)
γ˜1
1 + γ0γ˜0
(pF, so; z) = − 2i~vF
∫ ∞
so
dsC(so, s)
vF · psγ˜0
1 + γ0γ˜0
(pF, s; z), (F.49)
C(s1, s2) ≡ exp
(
−
∫ s2
s1
dρκ(ρ)
)
, (F.50)
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where C(s, so) is a correlator that couples source point s and observation point so
with correlation length κ−1, and is solved in App. F.5. For further interpretation,
see Sec. 5.2.
F.5 Correlators
In this appendix, an analytic expression for the correlator in Eq. (F.50) is derived,
in particular at an interface with perfect reflection. Like in previous appendices,
let s denote the coordinate along the trajectory, with s = 0 at the interface. The
function κ(s) is then written in terms of the unperturbed coherence functions,
derived in App. E.1
κ(s > 0) = − 2i
~vF
z + Γ0∆˜− γ˜0∆2
 (F.51)
κ(s < 0) = − 2i
~vF
z + γ0∆˜− Γ˜0∆2
 . (F.52)
These functions are the same but with S1 ↔ S˜1, where S1 and S˜1 are the boundary
terms given by Eqs. (E.16) and (E.17). In the following, the index and the tilde
will be dropped, and the boundary term will just be written as S. It is noted
that when regions 1 and 2 are described by homogeneous regions, then in fact
S1 = S˜1 ≡ S. Recalling that ξ ≡ ~vF/2Ω and inserting the coherence functions
yield
Γ0∆˜− γ˜0∆
2 = −
1
2(z − iΩ)
2iΩ + (z − iΩ)S − (z + iΩ)Se−s/ξ
2iΩ + (z − iΩ)S − (z − iΩ)Se−s/ξ −
1
2(z − iΩ)
= −(z − iΩ) 2iΩ + (z − iΩ)S − zSe
−s/ξ
2iΩ + (z − iΩ)S − (z − iΩ)Se−s/ξ , (F.53)
z + Γ0∆˜− γ˜0∆2 = iΩ
2iΩ + (z − iΩ)S
2iΩ + (z − iΩ)S − (z − iΩ)Se−s/ξ , (F.54)
κ(ρ) =
( 2Ω
~vF
) 2iΩ + (z − iΩ)S
2iΩ + (z − iΩ)S − (z − iΩ)Se−ρ/ξ (F.55)
= ξ−1 2iΩ + (z − iΩ)S2iΩ + (z − iΩ)S − (z − iΩ)Se−ρ/ξ . (F.56)
It is verified that κ−1 can indeed be interpreted as a coherence length modified by
inhomogeneities at the interface, by studying a bulk system (S = 0), a maximally
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pairbreaking interface (S = 2), and a transmissive S-N interface (S = 1),
κ−1 −−−→
ρ→∞ ξ ≡
~vF
2Ω , (F.57)
κ−1 −−−→
S→0 ξ, (F.58)
κ−1(ρ) −−−→
S→2 ξ
z − (z − iΩ)e−ρ/ξ
z
(F.59)
ρ→0−−→ ~vF2εn , (F.60)
κ−1(ρ) −−−→
S→1 ξ
z + iΩ− (z − iΩ)e−ρ/ξ
z + iΩ (F.61)
ρ→0−−→ ~vF
εn + Ω
. (F.62)
Consider now the dρ-integral entering Eqs. (F.48)–(F.49)
I =
∫ s2
s1
κ(ρ)dρ (F.63)
= ξ−1
∫ s2
s1
2iΩ + (z − iΩ)S
2iΩ + (z − iΩ)S − (z − iΩ)Se−|ρ|/ξ (F.64)
=
(1− sgn(ρ)
2
)
a(ρ) +
(1 + sgn(ρ)
2
)
b(ρ)
ρ=s2
ρ=s1
, (F.65)
a(ρ) ≡ ρ
ξ
− ln
(
2iΩ + (z − iΩ)S − (z − iΩ)Se−|ρ|/ξ
)
, (F.66)
b(ρ) ≡ ln
2iΩ + (z − iΩ)S − (z − iΩ)Se−|ρ|/ξ
(2iΩ)2e−|ρ|/ξ
 . (F.67)
Hence, the solution depends on where the points s1 and s2 lie relative to the
surface, as illustrated in Fig. F.1. Note that cases 1 and 2 correspond to an unre-
flected trajectory (u) between s1 and s2, while 3 and 4 correspond to a reflected
trajectory (r). Due to different momentum directions (and possibly different or-
der parameter values), the integrals in cases 3 and 4 are therefore split into an
(a) (c) (d)(b)
Figure F.1: Correlations between s1 and s2, along the trajectory defined by vF(pF).
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incoming part (from ρ = s1 to ρ = 0) and an outgoing part (from ρ = 0 to ρ = s2).
Thus, for the four different cases, the integral can be written
1. s1 < 0 and s2 < 0, =⇒ I1 = a(s2)− a(s1),
2. s1 > 0 and s2 > 0, =⇒ I2 = b(s2)− b(s1),
3. s1 < 0 and s2 > 0, =⇒ I3 = b(s2)− b(0) + a(0)− a(s1),
4. s1 > 0 and s2 < 0, =⇒ I4 = a(s2)− a(0) + b(0)− b(s1),
Cases 1 and 2 simplify to
I1 =
|s1| − |s2|
ξ
+ ln
2iΩ + (z − iΩ)S − (z − iΩ)Se−|s1|/ξ
2iΩ + (z − iΩ)S − (z − iΩ)Se−|s2|/ξ
 , (F.68)
I2 =
|s2| − |s1|
ξ
+ ln
2iΩ + (z − iΩ)S − (z − iΩ)Se−|s2|/ξ
2iΩ + (z − iΩ)S − (z − iΩ)Se−|s1|/ξ
 . (F.69)
By introducing the notation for the coordinate closest (s<) and furthest (s>) from
the interface along the trajectory,
s< = min (|s1|, |s2|) , (F.70)
s> = max (|s1|, |s2|) , (F.71)
integrals I1 and I2 can be combined to a single expressions
I u© = I1,2 = |s> − s<|
ξ
+ ln
2iΩ + (z − iΩ)S − (z − iΩ)Se−|s>|/ξ
2iΩ + (z − iΩ)S − (z − iΩ)Se−|s<|/ξ
 . (F.72)
Similarly, cases 3 and 4 can be massaged into the following expression
I r© = I3,4 = + |s1|
ξ1
+ ln
2iΩ1 + (z − iΩ1)S − (z − iΩ1)Se−|s1|/ξ1
2iΩ1

+ |s2|
ξ2
+ ln
2iΩ2 + (z − iΩ2)S − (z − iΩ2)Se−|s2|/ξ2
2iΩ2
 ,(F.73)
where all quantities that depend explicitly on ∆ might be different at s1 and
s2 due to the different momentum directions at these points. Finally using the
definitions in Eqs. (F.50) and (F.63), the unreflected and reflected correlators can
be written
C u©(s1, s2) = 2iΩ + (z − iΩ)S − (z − iΩ)Se
−|s<|/ξ
2iΩ + (z − iΩ)S − (z − iΩ)Se−|s>|/ξ e
−|s>−s<|/ξ, (F.74)
C r©(s1, s2) = 2iΩ1e
−|s1|/ξ1
2iΩ1 + (z − iΩ1)S − (z − iΩ1)Se−|s1|/ξ1
× 2iΩ2e
−|s2|/ξ2
2iΩ2 + (z − iΩ2)S − (z − iΩ2)Se−|s2|/ξ2 . (F.75)
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At a maximally pairbreaking interface, these reduce to
C u©(s1, s2) −−−→
S→2
z − (z − iΩ)e−|s<|/ξ
z(z − iΩ)e−|s>|/ξ e
−|s>−s<|/ξ, (F.76)
C r©(s1, s2) −−−→
S→2
iΩ1e−|s1|/ξ1(
z − (z − iΩ1)e−|s1|/ξ1
) iΩ2e−|s2|/ξ2(
z − (z − iΩ2)e−|s2|/ξ2
) . (F.77)
F.6 Local kernel: integrable singularity
The coordinate transformation from polar to cartesian coordinates in Sec. 5.5
introduced a term (∆R)−1 in the kernel, which leads to an integrable singular-
ity in the current at the point Rs → Ro, i.e. corresponding to the local kernel
K(Ro,Rs = Ro) ≡ K(Ro), which creates issues in numeric calculations. This
appendix alleviates the issue by deriving an analytic expression that can be eval-
uated numerically. Assume that the kernel and the superflow are both piecewise
constant in a small region of area h × h, and that there are no reflections inside
this region such that v′F(Rs) = vF(Ro) (the local kernel exactly at the interface
therefore has to be treated separately). The current is split into two parts
ji(Ro) = δji(Ro) +
∫
Ro 6=Rs
d2Rs~−2Kij(Ro,Rs)ps,j(Rs), (F.78)
where δji(Ro) gives the contribution from the local kernel. Choosing the coor-
dinate system such that the observation point so = 0 temporarily (again, not
at the surface), and using the expression for the current in polar coordinates in
Eq. (5.43),
δji(Ro) = 16pikBTNF
vF
~
Ωc∑
εn>0
Re
〈[∫ 0
−δs
dsI1 +
∫ δs
0
dsI2
]
kˆikˆjps,j(Ro)
〉
θF
,(F.79)
I1 =
f˜0(kˆ, 0)
2ipi C(s, 0)
f0(kˆ, s)
−2ipi , (F.80)
I2 =
f0(kˆ, 0)
−2ipi C(0, s)
f˜0(kˆ, s)
2ipi , (F.81)
C(s1, s2) ≡ exp
(
−
∫ s2
s1
dρκ(ρ, kˆ)
)
, (F.82)
where δs is the distance to the boundary of the small region h× h
δs =

h
2kx , kx ≥ ky
h
2ky , kx < ky
, (F.83)
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with kx = cos(θF) and ky = sin(θF). Neglecting variations of f , f˜ and κ inside
the small region, the ds-integrals in Eq. (F.79) are found to be
∫ 0
−δs
dsI1 =
f˜0(kˆ, 0)
2ipi
(
1− exp
[
−(δs)κ(0, kˆ)
])
κ(0, kˆ)
f0(kˆ, 0)
−2ipi , (F.84)∫ δs
0
dsI2 =
f0(kˆ, 0)
−2ipi
(
exp
[
−(δs)κ(0, kˆ)
]
− 1
)
−κ(0, kˆ)
f˜0(kˆ, 0)
2ipi . (F.85)
Inserting the observation point coordinate again, the local current and kernel take
the forms
δji(Ro) = Kij(Ro)ps,j(Ro), (F.86)
Kij(Ro) = 32pikBTNF
vF
~
〈
(kˆikˆj) Re
Ωc∑
εn>0
f˜0(kˆ,Ro)
2ipi
×
(
1− exp
[
−(δs)κ(Ro, kˆ)
])
κ(Ro, kˆ)
f0(kˆ,Ro)
−2ipi
〉
θF
. (F.87)
With the expressions for f˜0 and f0 in Eqs. (E.68) and (E.69) with ps = 0, and κ
from Eq. (5.21) with S = 2, then
f˜0(kˆ, s)
2ipi
f0(kˆ, s)
−2ipi =
∆2
(2Ω)2
[
z − (z + iΩ)e−|s|/ξ
] [
z − (z − iΩ)e−|s|/ξ
]
z2
, (F.88)
κ−1(s) = ~vF2Ω
z − (z − iΩ)e−|s|/ξ
z
. (F.89)
The local kernel becomes
Kij(Ro) = 4pikBTNFv2F
〈
(kˆikˆj)
Ωc∑
εn>0
∆2
Ω3
(
1− exp
[
−(δs)κ(Ro, kˆ)
])
×
[
1−
(
1 + Ω
εn
)
e−|s|/ξ
] [
1−
(
1− Ω
εn
)
e−|s|/ξ
]2 〉
θF
. (F.90)
F.7 Bulk superfluid density
Following App. F.6, the bulk linear response can be derived by letting h → ∞
(i.e. δs→∞) and |s| → ∞, such that
Kbulkij (Ro) = 4pikBTNFv2F
〈
(kˆikˆj)
Ωc∑
εn>0
∆2
Ω3
〉
θF
, (F.91)
jbulk(Ro) = 4pikBTNFv2F
Ωc∑
εn>0
〈∆2
Ω3 vˆF [vˆF · ps]
〉
θF
, (F.92)
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which is to be compared with the bulk current response in Eq. (D.36) of App. D.5.
This is the well-known form of the bulk superfluid density, usually denoted ρs in
the literature, see Eqs. (34) and (35) in Ref. [116].
Appendix G
Technical details: phase
crystallization
This appendix contains technical details for Ch. 6 on phase crystallization. In
particular, attempts are made to visualize the kernel. Note however that while
certain features can be identified, the kernel correlations are summed in a non-
trivial manner to produce the current response and energetics in the end. The
best analysis is therefore provided by instead studying the functional form of the
kernel, e.g. as in Sec. 5.6, and averaging out relative coordinates as in paper I.
At the present, the best visualizations of the kernel structure and its contribution
are found in Fig. 2 (b) and Figs. 3 (b)–(d) of paper I.
Figure G.1 plots the diagonal and symmetric (with respect to x → −x) com-
ponents Kxx(∆x; yo, ys) and Kyy(∆x; yo, ys), while Fig. G.2 plots the off-diagonal
and antisymmetric Kxy(∆x; yo, ys) and Kyx(∆x; yo, ys). These are plotted at low
temperatures T = 0.1Tc, with ∆x ≡ xo − xs, and K0 ≡ 4pikBTcNFv2F. It is
noted that all kernels change overall sign at a distance ∼ 2ξ0 from the interface,
and that close to the surface, the sign of the diagonal components are mainly
negative. This sign-change is not present at elevated temperatures, where the
kernel is overall positive (not shown here). What is not visible in these figures are
all the the rapid variations and detailed features of the kernel components close
to Rs = Ro. The qualitative plots in Figs. G.3 and G.4 are similar plots that
capture parts of these variations, by zooming in on the respective kernel com-
ponents in a contour plot. Figures G.5–G.7 show the superfluid density tensor
in a mixed representation Kij(qx; y1 = yo, y2 = ys) as introduced in Sec. 6.2.2,
at qx = 0.6ξ−10 with temperatures T = 0.1Tc, T = 0.15Tc and T = 0.2Tc, re-
spectively. Note the inverted color scheme in these and the following plots. The
scale only goes between ±K0 to highlight overall features, but the maxima and
minima are indicated in the figures. Cuts are taken in these figures at constant
values of y1,2/ξ0 = 0.4, 0.8.1.2, 1.6, 2.0 and plotted in Figs. G.8–G.10, with y1 and
y2 corresponding to solid and dashed lines, respectively. Here, y = (y1 − y2)/2 is
the relative center-of-mass coordinate.
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Figure G.1: Diagonal components of the superfluid kernel at T = 0.1Tc.
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Figure G.2: Off-diagonal components of the superfluid kernel at T = 0.1Tc.
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Figure G.3: Diagonal components of the superfluid kernel at T = 0.1Tc.
149
−1.00
−0.40
−0.10
−0.05
0.05
0.10
0.40
1.00
−1.00
−0.40
−0.10
−0.05
0.05
0.10
0.40
1.00
−1.00
−0.40
−0.10
−0.05
0.05
0.10
0.40
1.00
−1.00
−0.40
−0.10
−0.05
0.05
0.10
0.40
1.00
−1.00
−0.40
−0.10
−0.05
0.05
0.10
0.40
1.00
−1.00
−0.40
−0.10
−0.05
0.05
0.10
0.40
1.00
−1.00
−0.40
−0.10
−0.05
0.05
0.10
0.40
1.00
−1.00
−0.40
−0.10
−0.05
0.05
0.10
0.40
1.00
Figure G.4: Off-diagonal components of the superfluid kernel at T = 0.1Tc.
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T = 0.1Tc. Note the inverted color scheme from here on, compared to the previous
plots.
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Figure G.6: Superfluid kernel in mixed representation Kij(qx; y1 = yo, y2 = ys), at
T = 0.15Tc.
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Figure G.7: Superfluid kernel in mixed representation Kij(qx; y1 = yo, y2 = ys), at
T = 0.2Tc.
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Superconductivity owes its properties to the phase of the electron pair condensate that breaks
the U(1) symmetry. In the most traditional ground state, the phase is uniform and rigid. The
normal state can be unstable towards special inhomogeneous superconducting states: the Abrikosov
vortex state, and the Fulde-Ferrell-Larkin-Ovchinnikov state. Here we show that the phase-uniform
superconducting state can go into a fundamentally different and more ordered non-uniform ground
state, that we denote as a phase crystal. The new state breaks translational invariance through
formation of a spatially periodic modulation of the phase, manifested by unusual superflow patterns
and circulating currents, that also break time-reversal symmetry. We list the general conditions
needed for realization of phase crystals. Using microscopic theory we then derive an analytic ex-
pression for the superfluid density tensor for the case of a non-uniform environment in a semi-infinite
superconductor. We demonstrate how the surface quasiparticle states enter the superfluid density
and identify phase crystallization as the main player in several previous numerical observations in
unconventional superconductors, and predict existence of a similar phenomenon in superconductor-
ferromagnetic structures. This analytic approach provides a new unifying aspect for the exploration
of boundary-induced quasiparticles and collective excitations in superconductors. More generally,
we trace the origin of phase crystallization to non-local properties of the gradient energy, which
implies existence of similar pattern-forming instabilities in many other contexts.
I. INTRODUCTION
The defining characteristic of superfluidity and super-
conductivity is spontaneous symmetry breaking of the
global U(1) phase χ, associated with the order param-
eter ∆ = |∆| exp(iχ). The phase, and its spatial vari-
ations, give rise to phenomena of importance for tech-
nological applications, such as type II superconductiv-
ity where Abrikosov vortices are formed in an external
magnetic field, and in Josephson junctions.1 Within the
BCS paradigm,2 a uniform fixed value of the phase is
directly tied to the finite amplitude |∆| of the macro-
scopic Cooper-pair wavefunction. If the phase is non-
uniform, by Galilean invariance it results in superflow
with superfluid velocity and momentum mvs = ps(R) =
(~/2)∇χ(R), where m is the electron mass and ~ is the
reduced Planck constant. Such phase variations and the
associated condensate currents cost gradient energy
Fsf =
1
2
∫
dR k|∆|2 |∇χ(R)|2 , (1)
where the gradient energy coefficient k > 0 should be
computed from microscopic theory. A physical picture
emerges where the phase is rigid, coherent over macro-
scopic distances, and the superconducting state is stable.
Thus, it would be surprising if there existed a more or-
dered state with a softer phase and spontaneous super-
flow with energy gain Fsf < 0.
Here, we propose that under certain conditions there
exists a low-temperature superconducting state where
the rigid phase acquires structure by breaking transla-
tional invariance. In this state, that we denote a phase
crystalline state, a periodic pattern with wavevector q is
formed
χ(R) = CqAq(R⊥) cos(q ·R), (2)
where Aq(R⊥) is a function of coordinates orthogonal to
q. The additional order parameter in the phase crystal
is the finite Fourier amplitude Cq. The superconducting
ground state with spatially oscillating phase also breaks
time-reversal symmetry and sustains a non-trivial peri-
odic superflow pattern and circulating currents j(R), as
illustrated in Fig. 1a. Similar current patterns have been
found in numerical work on mesoscopic grains of d-wave
superconductors,3 and the unusual superflow field ps(R)
was recently analyzed.4 Here we establish that the phys-
ical origin of this surface state is phase crystallization.
Breaking of continuous translational symmetry is par-
ticularly striking. Its reduction to discrete translations
gives a multitude of crystals5 and ultimately quasicrys-
tals where translational symmetry is absent.6–8 Crys-
tal analogues in the time dimension9,10 have been re-
cently observed.11,12 Emergent multi-particle crystalline
structures are predicted to appear in frustrated magnetic
materials,13 and have been engineered in ultracold atoms
interacting with light.14 Superconducting states with pe-
riodically modulated amplitude ∆(R) ∝ ∆q cos(q · R)
were first proposed to exist in ferromagnetic metals,15
and are currently investigated in a variety of systems
ranging from cold Fermi-gases with spin imbalance16,17
to color superconductivity.18
Several features make the phase crystal a distinctly
different ground state from other non-uniform supercon-
ducting states. The amplitude-modulated state and its
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FIG. 1. a, The phase crystal has a periodic modulation of the superconducting phase χ(R) and a superflow ps(R) that forms
a special vector field with a lattice of sources and sinks (filled circles), while the particle-conserving current j(R) forms a
checkerboard pattern with opposite circulation flow. b, This phase modulation is a result of four degenerate instability vectors
{±q0,±q
0
} with non-zero currents orthogonal to them, see Eq. (6).
single-mode19 counterpart ∆(R) ∝ ∆qeiq·R, are both
amplitude instabilities of the normal metal occurring at
finite q, and they do not carry currents. The phase crys-
tal, on the other hand, is associated with a modification
of the symmetry variable χ describing the degeneracy
manifold of the superconducting state, and can occur
even when the order parameter amplitude |∆| is large, i.e.
deep inside the superconducting state far from the nor-
mal to superconductor transition; the phase crystal does
maintain non-trivial particle currents. Moreover, it is
also different from the textures appearing in systems with
multi-component order parameters and a more complex
degeneracy space, such as 3He and liquid crystals.20–22
In those systems the long-wavelength textures are a re-
sult of a competition between condensation and gradient
terms involving different combinations of the order pa-
rameter components. The phase crystal is a result of
a highly non-local superfluid response when sample sur-
faces, geometry, or other external influences, impose a
certain structure on the superfluid kernel itself. The pat-
terns are formed on the much shorter coherence length
scale ξ0 = ~vF/2pikBTc, where vF is the Fermi velocity,
Tc is the superconducting transition temperature and kB
is the Boltzmann constant (~ = kB = 1 in the following).
To describe this physics we ignore the amplitude gradi-
ent terms in the free energy and generalize the kinetic
superflow energy in the limit of small ps as
Fsf[∇χ] = 1
2
∫∫
dRdR′ ∇iχ(R)Kij(R,R′)∇jχ(R′) ,
(3)
where we introduce a non-local superfluid density ker-
nel Kij(R,R
′) = Kji(R′,R). Summation over repeating
spatial indices is assumed. Higher order gradient terms
in Fsf would determine the magnitude of spontaneous
currents at temperatures below the transition temper-
ature. Here we neglect those and focus on the instability
analysis.23 The energy change due to a small Galilean
boost u, Fsf[vs−u] = Fsf[vs]−mj ·u, defines the particle
current
ji(R) =
δFsf[vs]
δps,i(R)
=
∫
dR′Kij(R,R′)∇jχ(R′) . (4)
The physical χ and j are obtained by variational min-
imization of the free energy with respect to the phase.
It gives the continuity equation, −δFsf[∇χ]/δχ(R) =
∇ · j(R) = 0.
II. PHASE INSTABILITY IN THE BULK
By using the non-local Ginzburg-Landau expression
in Eq. (3) one can specify the general criteria when a
non-trivial pattern of currents can emerge from the state
with homogeneous phase χ0 = 0. In a translationally-
invariant infinite system the superfluid free energy with
kernel Kˆ(R−R′) has the following form in Fourier space
Fsf =
1
2
∫
d2q
(2pi)2
χ(−q)
[
qT Kˆ(q)q
]
χ(q) . (5)
For the two-dimensional case, the kernel is a two-by-two
Hermitian matrix Kˆ(q) = Kˆ†(q) with real eigenvalues
κ1,2 and corresponding eigenvectors e1,2. Their values
depend on temperature and q. The instability at a par-
ticular wavevector q0 can happen when q
T
0 Kˆ(q0)q0 =
κ1[e1 · q0]2 + κ2[e2 · q0]2 = 0. This equality can be sat-
isfied if the eigenvalues have opposite signs and are tun-
able by temperature, or more generally by some other
parameter. To linear order in χ(q), the Fourier compo-
nent of the current is j = j0 i χ(q0), where i =
√−1 and
3j0 = Kˆ(q0)q0 = e1κ1[e1·q0]+e2κ2[e2·q0]. For a non-zero
current to appear at the q0 6= 0 transition, it must also
satisfy the conservation law∇·j ∝ q0 ·j = 0. This implies
an orthogonality constraint q0 ⊥ j0, which is possible to
fulfill if the eigenvectors e1,2 are not collinear with q0, see
Fig. 1b. In this case we can write j0 = xˆj0x + yˆj0y with
j0x/j0y = −q0y/q0x. Since the phase χ(R) is real, the
same conditions must be satisfied for −q0, which requires
inversion symmetry. With two instability vectors q0 and
−q0 we get an emerging phase χ(R) = C cos(q0 · R)
with stripes of current j(R) = Cj0 sin(q0 · R) running
perpendicular to q0. Additional symmetries allow for
other instability vectors. For example, reflection symme-
try x → −x guarantees another pair of instability vec-
tors, q
0
and −q
0
, with q
0x
= −q0x. Diagonalization of
the kernel at q
0
gives the same eigenvalues κ1,2 as those
at q0, while the eigenvectors e1,2 are obtained from e1,2
by flipping the x-components, and the current amplitude
is j
0
= e1κ1[e1 ·q0] +e2κ2[e2 ·q0]. In the four-harmonics
state the phase and current are given by
χ(R) = cos(q0 ·R) + cos(q0 ·R) ∝ cos(q0xx) cos(q0yy),
j(R) = j0 sin(q0 ·R) + j0 sin(q0 ·R)
∝
(
jx0 sin(q0xx) cos(q0yy)
j0y cos(q0xx) sin(q0yy)
)
,
(6)
as plotted in Fig.1a. Higher order terms O[(∇χ)4] must
be included to determine the energetics between two- and
four-harmonics states. One notices that the loop currents
in the phase crystal appear without phase winding and
are not associated with topological defects. We conclude
that realization of spontaneous periodic loop-currents re-
quires a superfluid density tensor with
(i) spatial anisotropy,
(ii) positive and negative eigenvalues that can be tuned
by some parameter,
(iii) eigenvectors e1,2 ∦ q0.
Conditions (i) and (ii) can be satisfied simultaneously
for example in an anisotropic-gap superconductor with
an applied Zeeman field. Condition (iii) requires a mis-
match between the symmetry of the Fermi surface and
the quasiparticle excitations in momentum space, and the
symmetry of the current response tensor. To satisfy this
last geometric condition, one would generally require a
system with as lower spatial symmetry as possible. To
formalize the analysis we can write a general Ginzburg-
Landau expansion of the tensor Kˆ(q) in the supercon-
ducting state with orthorhombic symmetry C2v. This
symmetry is also required by condition (i) to have two
eigenvectors of the kernel of different sign. The general
form of the tensor is
Kij(qx, qy) = K
(0)
ij +K
(2)
ijlmqlqm + · · · =
=
(
a0 + a2q
2
x + c2q
2
y 2c2qxqy
2c2qxqy b0 + b2q
2
y + c2q
2
x
) (7)
where finite components are a0 = K
(0)
xx 6= K(0)yy = b0,
K
(2)
xxxx = a2, K
(2)
yyyy = b2, K
(2)
xxyy = c2, and all permuta-
tion of indices allowed. The configuration space of these
five coefficients is large enough to allow for a set of insta-
bility wavevector (qx, qy) that do not lie along the high
symmetry directions, and thus do not coincide with di-
rection of the current (jx, jy). Such configuration would
not be possible in a state with square symmetry that
has only three independent coefficients a0 = b0, a2 = b2
and c2. The superfluid tensor will possess the C2v sym-
metry in orthorhombic crystals, in nematically ordered
systems, or in superconducting states with gap structure
different along two principal axes, such as polar or pla-
nar states. The complete analysis of a crystallization
transition with a short-wavelength modulations is quite
complex, and has to include higher order q-terms. We
leave this for future studies. We note that in typical
weak crystallization theories the instability vectors are
only given at phenomenological level.7,8 In the following
we write down the microscopic theory for Kˆ near pair-
breaking surfaces and show how all these conditions are
naturally satisfied and why a preferred ordering vector
emerges.
III. SURFACE PHASE CRYSTAL
Using microscopic quasiclassical theory, we derive the
general expression for the superfluid density kernel. The
technical details of the calculation are moved to Ap-
pendix A. We apply it first to the d-wave case and con-
sider the s-wave case at the end of this section. The d-
wave superconductor has an order parameter ∆(R,pF) =
∆0(R) [2pˆxpˆy] ≡ ∆pˆ, oriented as shown in Fig. 2a. The
pˆ = pF/|pF| is the unit vector pointing in the direction of
momentum pF on the Fermi surface. The kernel between
two points R and R′ in a semi-infinite system has two
contributions, Kˆ(R,R′) = Kˆ 1©(R,R′) + Kˆ 2©(R,R′),
that correspond to propagation of quasiparticles along
the direct path or with a reflection at the surface. We
set a uniform amplitude ∆0(R) = ∆0, which allows for
analytic expressions, Appendix B. This assumption also
demonstrates that the phase crystal is not caused by the
suppression of the order parameter per se, but rather
by the contribution from the symmetry-related surface
Andreev bound states. The coordinate along a quasi-
particle trajectory is denoted by s, with s = 0 at the
reflection point. The kernel components are calculated
in Appendix C, and for the direct path (pˆ′ = pˆ) they are
K
1©
ij (R,R
′) = [pˆipˆj ] v2FNF 4piT
∑
εm>0
∆2pˆ
Ω2
2
vF
e−κu|∆s|
2pi|∆s|
×
[(
1− e−κu|s<|
)2
− Ω
2
ε2m
e−2κu|s<|
]
,
(8)
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FIG. 2. a, Microscopic model of the superfluid density ten-
sor near a pairbreaking surface of a dxy superconductor. b,
The averaged ‘local’ components, Eq. (11), as a function of
distance to the surface y and the modulation vector qx. The
thinner dashed lines show direct path’s contribution, dotted
- reflected path. The superfluid density far from the sur-
face is determined by correlations between two points, R and
R′, through the direct path. This leads to positive superflow
energy from diagonal components, favoring a uniform phase
ps ∝∇χ0 = 0. Near the surface the superflow energy is low-
ered by negative contributions of Kxx and Kyy coming from
Andreev bound states, favoring the non-uniform phase crystal
∇χ 6= 0.
where εm = piT (2m + 1) are the Matsubara energies,
κu = 2Ω/vF and Ω =
√
ε2m + ∆
2
pˆ; also ∆s = sR − sR′
is the trajectory distance between the two points, and
s< = min(y, y
′)/|pˆy| is the trajectory coordinate of the
point, R or R′, closest to the surface. For the reflection
path (pˆ′ = pˆ = pˆ− 2yˆ(yˆ · pˆ))
K
2©
ij (R,R
′) = −
[
pˆipˆj
]
v2FNF 4piT
∑
εm>0
∆2pˆ
ε2m
2
vF
e−κu|∆s|
2pi|∆s| ,
(9)
where the overall minus sign is due to the fact that at the
integration and observation points the order parameter
has opposite signs ∆pˆ = −∆pˆ. This reflection involv-
ing the sign-change of the order parameter also leads to
the zero-energy Andreev surface states.24 The character-
istic bound states term, proportional to ∆2pˆ/ε
2
m, gives an
overall 1/T temperature dependence of the kernel. The
direct kernel in Eq. (8) may also show this 1/T depen-
dence near the surface when the second term inside the
square brackets dominates.
Pattern-forming instabilities are notorious for being
technically challenging to analyze even at the level of
linearised equations.25 In what follows we work directly
with the integral representation of the non-local physics.
Since the unperturbed superconducting state is transla-
tionally invariant along the surface, we have Kˆ(R,R′) =
Kˆ(x1 − x2, y1, 0, y2), and we may write the superflow
free energy in terms of Fourier components of the phase,
χ(x, y) = Cqxχ(y)e
+iqxx, assuming the χ(y)-profile to be
real. We get
Fsf =
1
2
∫
dqx
(2pi)
|Cqx |2
∞∫
0
dy1
∞∫
0
dy2 ×
[
q2xKxx χ(y1)χ(y2) +Kyy χ
′(y1)χ′(y2)
− iqxKxy χ(y1)χ′(y2) + iqxKyx χ′(y1)χ(y2)
]
,
(10)
where the prime denotes a derivative with respect to the
y-coordinate. The kernel is a complicated function of
several variables Kij = Kij(qx, y1, y2;T ). To describe
its most important features we use a center coordinate
representation y = (y1 + y2)/2, and integrate over the
relative coordinate y¯ = y1 − y2,
Kij(qx, y;T ) =
2y∫
−2y
dy¯ Kij
(
qx, y +
1
2
y¯, y − 1
2
y¯;T
)
.
(11)
This averaged response is shown in Fig. 2b as function
of distance from the surface y, where we also include the
qx multiplication factors to directly relate the kernel to
the free energy. For y & Ly ≈ 3 ÷ 5ξ0, the response
is dominated by the direct path. The off-diagonal com-
ponents are zero and Kxx and Kyy are positive. Near
the surface the diagonal components become negative,
causing the instability, and large off-diagonal components
appear. All components have the 1/T low-temperature
dependence near the surface. The sign-changing nature
of Kij , and its T -dependence, lead to fulfilment of con-
ditions (i) and (ii) for the phase crystal near the surface.
Moreover, exponential decay of the bound states into the
bulk creates an asymmetric environment at the surface
with multiple q0y components contributing to the insta-
bility. Condition (iii) is thereby also satisfied.
We perform a variational analysis of Eq. (10) with an
ansatz for the y-dependence of the phase decaying into
the bulk on the scale of y0,
χ(y) =
(
1 +
y
y0
)
e−
y
y0 , χ′(y) = − y
y20
e−
y
y0 . (12)
This choice is guided by considerations that there should
be no currents deep in the sample, and we look for a
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FIG. 3. a, The U(1) phase of the superconducting order parameter acquires periodic modulation below T ∗(qx) simultaneously
breaking translational and time-reversal invariance of the d-wave superconducting state. The highest-T ∗ instability occurs at
finite qx, marked by the blue star. The red star denotes the transition observed in a numerical self-consistent calculation:
3
the lower T ∗ is a result of the reduced spectral weight of zero-energy states due to order parameter suppression. In b-d we
show the geometrical structure of the superflow ps (black vector field) and current streamlines (green loops) corresponding to
physical solutions. The background colors indicate distribution of gradient energy gain and loss in the system. At the optimal
transition c the overall energy is close to zero. Increasing the pattern period, as in b, leads to larger y0 and deeper extension
of currents into the bulk with bigger contributions from costly bulk gradient energies. Making the pattern more compact, as
in d, increases the energy close to the surface. In both b and d cases the loss in energy can only be compensated by lowering
the temperature and thereby enhancing the negative bound states contribution through their 1/T dependence.
state with no superflow in the y-direction at the surface.
The latter condition is not a strict requirement, since
the physical condition of no current across the boundary
jy(y = 0) = 0 is fulfilled automatically by the form of
the total kernel Kˆ(R,R′). This guess gives a good semi-
quantitative result, but we note that to get the exact
profile of χ(y) one has to perform a more sophisticated
eigenvector analysis of the free energy Eq. (10). For each
wave vector qx and temperature T we scan the variational
parameter y0 and find the minimum of the free energy.
This minimum corresponds to the physical solution with
currents satisfying ∇ · j = 0. The instability into the
modulated-phase state with a non-zero Cqx occurs at a
temperature where the minimum of Fsf crosses into neg-
ative values. The transition temperature T ∗(qx) and the
corresponding y0(qx) are shown in Fig. 3a, for the d-wave
case. The highest transition temperature T ∗ ∼ 0.3Tc oc-
curs at finite modulation q∗x ≈ ξ−10 . By x → −x reflec-
tion symmetry there is degeneracy (qx,−qx) that in the
emerging state gives a real-valued phase and superflow
χ(x, y) ∝ −
(
1 +
y
y0
)
e−y/y0 cos qxx ,
ps(x, y) ∝
[
qx
(
1 +
y
y0
)
sin qxx,
y
y20
cos qxx
]
e−y/y0 ,
(13)
with the superflow exhibiting critical points ps = 0 at the
surface, as marked in Figs. 3b-d by filled orange circles.
In the vicinity of the optimal transition, the instability
temperature behaves as
T ∗(qx) = T ∗ − β(qx − q∗x)2 . (14)
Such dependence is a characteristic ansatz in theories of
weak crystallization,7 where all the parameters are taken
as phenomenological. We find T ∗ ≈ 0.3Tc, q∗x ≈ 1.0/ξ0
and β ≈ 0.15Tcξ20 . Here the appearance of a preferred
finite phase modulation vector q∗x is the result of an in-
terplay between terms in the free energy Eq. (10) that in
general have different dependence on the y-coordinates,
T and qx. This physics can be crudely visualized by con-
sidering the superfluid free energy density, as shown in
Fig. 3b-d.27 The key element is the dependence of the
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FIG. 4. a, The phase crystallization can happen in conventional s-wave superconductors with magnetically-active surfaces
that mix singlet and triplet correlations.26 The zero-energy bound states are a result of spin mixing scattering processes with
spin-mixing angle ϑ = pi. b, The general form of the surface superfluid kernel remains the same as in the d-wave case, and as
a result the phase diagram looks similar. c, The fully self-consistent numerical result for the currents. For magnetic scattering
the orientation of the surface is not important, and spontaneous currents can appear in any geometry. For the 2D annulus
shown here, the transition temperature is T ∗/Tc ≈ 0.13. Reduction of T ∗ compared with the d-wave case is traced to angular
dependence of the order parameter.
phase decay length y0 on qx, see Fig. 3a where we plot
the inverse y−10 (qx). The superfluid response amplitudes
grow with increasing qx. At the same time, the peaks in
q2xKxx and qxKxy,yx move to smaller y, see Fig. 2b. This
requires a smaller y0 to control the current components
to satisfy∇·j = 0. Deviation of qx from its optimal value
to smaller qx, compare Fig. 3b with Fig. 3c, leads to a
longer extent away from the surface of the phase oscilla-
tions which increases the bulk energy cost from Kxx and
Kyy. On the other hand, a deviation to larger qx gives a
small y0 which results in a large cost due to off-diagonal
Kxy,yx components, compare Fig. 3d with Fig. 3c. The
instability for non-optimal qx occurs at a lower tempera-
ture, where the Kxx-component becomes more negative
near the surface by virtue of its 1/T dependence, which
compensates for the energy increase in the other terms.
From this analysis we may conclude that the non-local
multi-component kernel leads to an intricate energy bal-
ance of the phase gradient terms in the free energy. Be-
cause of the kernel structure, that fulfills the criteria (i)-
(iii), a non-trivial phase crystallization occurs at a par-
ticular q∗x ∼ 1/ξ0. To this broad class of phase insta-
bilities belong several previously described surface states
with paramagnetic surface currents caused by spectral
displacement of Andreev states.28,29 That work assumed
translational invariance of the superflow and currents
along the surface, which guaranteed particle conserva-
tion ∇ · j(R) = 0, but as a result required additional
mechanisms of reducing superflow in the bulk. In semi-
infinite systems one relies on the Meissner effect to screen
the bulk superflow on the penetration depth length scale
λ, which leads to T ∗ ∼ (ξ0/λ)Tc.30,31 In slabs of width
D < λ the bulk contribution is obviously limited, result-
ing in spontaneous superflow below T ∗ ∼ (ξ0/D)Tc.32 In
a similar fashion, we can interpret the phase crystal as
self-screening of the loop currents over the surface region
Ly leading to T
∗ ∼ (ξ0/Ly)Tc.
A similar transition can appear in other anisotropic
superconductors with reduced point group symmetry of
the order parameter, such as polar p-wave which may also
host a flat band of zero-energy surface fermions. Inter-
estingly, phase crystallization can happen in conventional
s-wave superconductors, where orbital pairbreaking scat-
tering is absent. In this case, magnetically active inter-
faces can provide the proper environment for the phase
instability, for example in superconductor-ferromagnetic
structures. Such systems are being considered as impor-
tant building blocks for spintronics applications, where
non-locality and quantum coherence will play important
roles.33 As described in Appendix C, a similar form of
the superfluid density tensor appear for ϑ = pi spin mix-
ing angle. The phase diagram and the result of a self-
consistent calculation are shown in Fig. 4.
The observable consequence of the spontaneous charge
currents are magnetic fluxes near the surface. The associ-
ated reconstruction of the edge ground state is important
from another perspective, since it can prevent realization
of topological surface channels, as happens in topologi-
7cal insulators.34,35 Moreover, softening of the surface su-
perfluid density at some finite wavevector can result in
special features of surface transport, even without a fully
developed instability. This may be particularly relevant
to transport in confined geometries.
Universal features of the pattern-formation phenomena
in very different systems are manifested in the similarity
of the phase diagram and the current patterns in Fig. 3
with those of the Rayleigh-Be´nard convection instability,
which is also a result of geometrical constraints and con-
servation laws. There, the control parameter, instead of
T , is the inverse Rayleigh ratio of buoyancy force to dissi-
pative forces.36 We note that the convection roll currents
in that case is due to an instability in a non-equilibrium
driven system, while the phase crystal is a second-order
phase transition into a new ground state.
IV. CONCLUSIONS
We have described a superconducting state where the
global U(1) phase spontaneously forms a modulation in
space, breaking continuous translational invariance. The
phase modulation results in a pattern of loop-currents
and breaking of time-reversal symmetry. We have iden-
tified the general criteria (i)-(iii) that have to be met in
order to get a non-local superfluid density tensor that
favors phase crystallization. Using microscopic theory,
we showed that the circulating currents can appear at
pair breaking surfaces of d-wave superconductors. In
that case, quasiparticle reflections off the surface play
a double role: (a) they lead to a flat band of zero-energy
Andreev bound states controlling signs of the superfluid
components; and (b) they connect the y and x degrees
of freedom at the level of the superfluid response re-
sulting in preferred finite qx-modulation of the super-
flow. From previous numerical studies we know that this
state remains stable in external magnetic fields4 and sur-
vives significant reduction of spectral weight of bound
states.37 Thus, one should expect that similar phenom-
ena will arise in other condensates with zero-energy sur-
face states. To demonstrate this, we have stabilized the
phase crystal in a conventional s-wave superconductor in
contact with a magnetically-active material, as can hap-
pen in hybrid superconductor-ferromagnet devices. One
particularly interesting scenario, for the future, would be
to generate this phase in a bulk system. The phase crys-
tal presents an alternative vision of ‘supersolids’ where
phase-coherent states also spontaneously break trans-
lational symmetry, only in the amplitude of the order
parameter.38–41 More generally, our results indicate that
non-local effects in broken-symmetry states, especially
with multi-component order parameters or competing or-
ders, can lead to new states of matter. Such prospects are
supported by early42 and more recent43 investigations of
non-local physics in superconductors, as well as research
into pattern formation due to long-range non-locality in
biological systems.44–46
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FIG. 5. The current at point R is determined by quasi-
particles carrying information about the superflow field ps in
the entire space. Near the surface, quasiparticles from point
R′ can take two routes to get to point R: directly 1©, and
through a reflection off the interface 2©.
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Appendix A: Superfluid density near a surface
To find the superfluid response tensor we use a mi-
croscopic approach based on quasiclassical theory.47 Our
starting point is the Eilenberger equation for the quasi-
classical propagator gˆ
[(iεm − vf · ps)τˆ3 − ∆ˆ(R,pF) , gˆ] + ivf ·∇gˆ = 0 (A1)
In this equation a spatially varying phase χ of the or-
der parameter ∆ = |∆|eiχ(R), was eliminated in favor
of the superflow field ps =
1
2∇χ. This can always be
done, if needed, by a gauge transformation gˆ → Uˆ gˆUˆ†
with Uˆ = eiτˆ3χ/2. The superflow is a function of posi-
tion ps = ps(R), and we consider a singlet mean-field
order parameter ∆ = ∆(R,pF). The commutator-based
Eilenberger equation is transformed into the Riccati-type
equations for the coherence amplitudes48
ivF ·∇γ + 2[iεm − vF · ps]γ + γ∆˜γ + ∆ = 0,
ivF ·∇γ˜ − 2[iεm − vF · ps]γ˜ + γ˜∆γ˜ + ∆˜ = 0.
(A2)
These amplitudes conveniently parametrize the quasi-
classical propagator,49 and are functions of position, mo-
mentum, and energy, γ = γ(R,pF; εm). The two coher-
ence amplitudes are related by symmetry,
γ˜(R,pF; εm) = γ(R,−pF; εm)∗ , (A3)
8that also applies to other tilde-related functions. For the
singlet real order parameter ∆˜(R,pF) ≡ ∆∗(R,−pF) =
∆(R,pF). We look at the current response due to a small
but arbitrary superflow field ps = ps(R), starting from
a current-less background state ∆0(R,pF) and the cor-
responding coherence amplitudes γ0(R,pF; εm). The fol-
lowing linear response calculation is valid for any spatial
profile of γ0(R,pF; εm), and we specify in the end its par-
ticular form. The current at a point R near the surface is
calculated from the correction to the diagonal propagator
δg, with g = −ipisgn(εm) 1−γγ˜1+γγ˜ , as
j(R) = 2T
∑
εm>0
2NF Re 〈vFpˆ δg(R,pF; εm)〉pˆ , (A4)
where NF is density of states at the Fermi level per spin
projection, and 〈. . . 〉pˆ =
∫
dpˆ/2pi . . . denotes a cylindri-
cal Fermi surface average, Fig. 5. In terms of linearised
coherence amplitudes γ = γ0 + γ1 the propagator change
due to small superflow is
δg(R,pF; εm) = 2ipisgn(εm)
γ1γ˜0 + γ0γ˜1
(1 + γ0γ˜0)2
. (A5)
We first neglect the effect of the superflow on the am-
plitude of the order parameter, assuming that ∆(R) =
∆0(R) even in the current-carrying state, and linearise
Eqs. (A2) to find transport equations for the function
γ1/(1 + γ0γ˜0),
pˆ ·∇ γ1
1 + γ0γ˜0
+ κ
γ1
1 + γ0γ˜0
= −2i pˆ · ps γ0
1 + γ0γ˜0
.
(A6)
We get a similar equation for the tilde-analogue. The
parameter
κ(R, pˆ; εm) ≡ 2
vF
[
εm +
γ0∆˜0 − γ˜0∆0
2i
]
= κ˜ , (A7)
determines the correlation length of the response. In a
uniform state it reduces to κ = 2v−1F
√
∆2pˆ + ε
2
m ∼ 1/ξ0.
The solution of Eq. (A6) along a quasiclassical trajec-
tory s is found, for positive εm, by integration forward
along the trajectory starting from zero value in the bulk
γ1(s = −∞) = 0, where there is no superflow. We get
γ1
1 + γ0γ˜0
(R, pˆ; εm) = −2i
sR∫
−∞
ds exp
(
−
∫ sR
s
κ(ρ)dρ
)
× pˆ(s) · ps(R′(s)) γ0
1 + γ0γ˜0
(s).
(A8)
To write the current at the observation point R we need
to integrate over all trajectories coming into point R. By
introducing a correlation function connecting two points,
dpF
R
dAF.S.
R’
ds=dR’
|R−R’|=|s  − s  |
R R’
FIG. 6. The connection between spatial integral and
the trajectory - Fermi surface integral. A volume element
d2R′ in space can be written in cylindrical coordinates as
d2R′ = dAds = |sR − sR′ |dpF ds, where |sR − sR′ | is the
distance between points R and R′ along a trajectory, dpF is
the angular integration over the Fermi surface.
R1 and R2, by a quasiclassical trajectory ρˆ = (R2 −
R1)/|R2 −R1|,
C(R2,R1) =
1
2pi|R2 −R1|
2εm
vF
exp
(
−
∫ R2
R1
κ(ρ, ρˆ)dρ
)
,
(A9)
one can combine the Fermi surface average at the obser-
vation point and integration along trajectories into inte-
gration over all space R′, see Fig. 6, and write the current
response as
ji(R) =
∫
d2R′ Kij(R,R′)ps,j(R′). (A10)
Inserting (A8) into (A5) and using definition (A9), the
superfluid kernel is then given by
Kij(R,R
′) = v2FNF 8piT
∑
εm>0
∑
1©, 2©
1
4pi2εm
×
×Re
[
pˆif˜0(R, pˆ)C(R,R
′)f0(R′, pˆ′)pˆ′j+
+ pˆ′j f˜0(R
′,−pˆ′)C(R′,R)f0(R,−pˆ)pˆi
]
,
(A11)
where f0 and f˜0 are off-diagonal propagators in the
unperturbed state. In terms of coherence amplitudes
f0 = −2ipi sgn(εm) γ01+γ0γ˜0 . This kernel connects the ob-
servation point R to the integration point R′. For each
pair of points there are two paths, one direct 1© and one
involving reflection at the surface 2©, where we assumed
mirror-like reflection, see Fig. 5. The momentum direc-
tion pˆ at the observation point is given by the trajectory
direction R′ → R, and similarly for momentum at the in-
tegration point pˆ′ (Fig. 5). These directions are different
for the direct and reflected paths.
Appendix B: Coherence amplitudes and propagators
with a step-like order parameter
Neglecting the suppression of the order parameter at
the surface allows us to proceed further analytically. The
9k
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FIG. 7. The coherence amplitudes can be found analytically
if we ignore suppression of the order parameter at the inter-
face. For each trajectory the order parameter sharply changes
between ∆i and ∆f at s = 0. In this case, γi on incoming
trajectory is a constant, then a boundary condition γi → Γf
gives initial value that evolves to γf on the outgoing part
of trajectory. For typical non-magnetic specular scattering
Γf = γi.
bulk uniform coherence amplitude is
γ = i
∆
|εm|+
√
∆2 + ε2m
sgn(εm) ,
εm − iγ∆ = sgn(εm)
√
ε2m + ∆
2
(B1)
Now consider, Fig. 7, a (straightened) trajectory that for
s < 0 is in a region with the order parameter ∆k = ∆i,
and for s > 0 is in the region with ∆k = ∆f (e.g. for the
most pairbreaking surface ∆i = −∆f ). Denote
Ωi =
√
∆2i + ε
2
m , κu,i =
2
vf
√
∆2i + ε
2
m ,
Ωf =
√
∆2f + ε
2
m , κu,f =
2
vf
√
∆2f + ε
2
m .
(B2)
Far away from the interface, the coherence amplitudes
have their uniform bulk values (we assume εm > 0, oth-
erwise understand εm = |εm| and add sgn(εm) in front)
γi = i
∆i
εm + Ωi
, γf = i
∆f
εm + Ωf
,
γ˜i = −i ∆˜i
εm + Ωi
, γ˜f = −i ∆˜f
εm + Ωf
(B3)
For a sudden-step order parameter the amplitudes
γ0, γ˜0(s) can be found analytically, integrating Riccati
equations (A2) in forward or backward direction, corre-
spondingly. Including the sudden jump of the amplitudes
at the surface according to the boundary condition, we
get
γ0(s < 0) = γi → γ0(s = +0) = Γf −→
γ0(s > 0) = γf +
(1 + γf γ˜f )(Γf − γf )e−κu,fs
1 + γf γ˜f + (Γf − γf )γ˜f (1− e−κu,fs)
(B4)
and for tilde-function integrating backward:
γ˜0(s > 0) = γ˜f → γ˜0(s = −0) = Γ˜i −→
γ˜0(s < 0) = γ˜i +
(1 + γiγ˜i)(Γ˜i − γ˜i)eκu,is
1 + γiγ˜i + γi(Γ˜i − γ˜i)(1− eκu,is)
(B5)
The propagators on the trajectory are (e.g. for s > 0)
g0(s > 0) = −ipi 1− γf (s)γ˜f
1 + γf (s)γ˜f
= −ipi
[
1− γf γ˜f
1 + γf γ˜f
(
1− e−κu,fs)+ 1− Γf γ˜f
1 + Γf γ˜f
e−κu,fs
]
(B6)
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FIG. 8. The correlation functions that connect the integration point and the observation point along trajectories of type 1©
(a) and type 2© (b).
and the off-diagonal component that enters the expression for the current response is
f0(s > 0)
−2ipi =
γf (s)
1 + γf (s)γ˜f
=
γf
1 + γf γ˜f
(
1− e−κu,fs)+ Γf
1 + Γf γ˜f
e−κu,fs
f˜0(s > 0)
2ipi
=
γ˜f
1 + γf (s)γ˜f
=
γ˜f
1 + γf γ˜f
(
1− e−κu,fs)+ γ˜f
1 + Γf γ˜f
e−κu,fs
=
γ˜f [1 + Γf γ˜f − (Γf − γf )γ˜fe−κu,fs]
(1 + γf γ˜f )(1 + Γf γ˜f )
f0(s < 0)
−2ipi =
γi
1 + γiγ˜i
(
1− e−κu,i|s|
)
+
γi
1 + γiΓ˜i
e−κu,i|s|
=
γi[1 + γiΓ˜i − γi(Γ˜i − γ˜i)e−κu,i|s|]
(1 + γiγ˜i)(1 + γiΓ˜i)
f˜0(s < 0)
2ipi
=
γ˜i
1 + γiγ˜i
(
1− e−κu,i|s|
)
+
Γ˜i
1 + γiΓ˜i
e−κu,i|s|
(B7)
where we wrote the functions in several different ways, to cancel some terms later on.
Notice the physical interpretation of the propagator form. For example, for f0(s > 0) we have the same γ˜f in both
terms since it is coming from s = +∞, but the γ-amplitude can be either γf far from the reflection point or Γf ← γi
close to reflection points and they give rise to the two different terms in f0. All other expressions for f -functions
follow the same pattern. The second term, that mixes Γf and γ˜f in denominator, is the one that mainly determines
bound states effects. In both diagonal and off-diagonal items the continuum and the bound states contribution are
nicely separated.
Appendix C: Current kernel without the order parameter suppression
We use the results of Appendix B to calculate the current response kernel. First, we find κ that determines the
correlations extent in the current response:
κ(s) =
2
vf
[
εm +
γ0∆˜0 − γ˜0∆0
2i
]
= κu ×

1 +
(Γf − γf )γ˜fe−κus
1 + Γf γ˜f − (Γf − γf )γ˜fe−κus , s > 0
1 +
γi(Γ˜i − γ˜i)eκus
1 + γiΓ˜i − γi(Γ˜i − γ˜i)eκus
, s < 0
(C1)
Here we consider an order parameter orientation such that the amplitudes on the incoming and reflected parts of the
trajectory are the same, so κu,i = κu,f = κu. The generalization for different amplitudes can be easily carried out
retaining indices Ωi,f , κu;i,f etc. This expression for κ(s) is quite general and easy to integrate along trajectories,
as required for correlation functions C(R,R′) and C(R′,R). In both these functions integration goes from initial to
final point as determined by the momentum direction, and is shown in Fig. 8.
For the case (a) both s1 and s2 are on the same side of the interface and s2 is further away from the interface than
11
s1, we have
s− out : C 1©
(
1
2pi|s2 − s1|
2εm
vf
)−1
= exp
[
−
∫ s2
s1
κ(ρ)dρ
]
=
1 + Γf γ˜f − (Γf − γf )γ˜fe−κus1
1 + Γf γ˜f − (Γf − γf )γ˜fe−κus2 e
−κu|s2−s1| (C2)
If we reverse the trajectory the signs of s change (so that s1 and s2 determine absolute distance to the surface)
s− in : C 1©
(
1
2pi|s2 − s1|
2εm
vf
)−1
= exp
[
−
∫ −s1
−s2
κ(ρ)dρ
]
=
1 + γiΓ˜i − γi(Γ˜i − γ˜i)e−κus1
1 + γiΓ˜i − γi(Γ˜i − γ˜i)e−κus2
e−κu|s2−s1| (C3)
For the (c) case we break the integral into two parts for in and out s− in− out :
C 2©
(
1
2pi|s′2 + s′1|
2εm
vf
)−1
= exp
[
−
∫ s′2
−s′1
κ(ρ)dρ
]
=
1 + γf γ˜f
1 + Γf γ˜f − (Γf − γf )γ˜fe−κus′2
1 + γiγ˜i
1 + γiΓ˜i − γi(Γ˜i − γ˜i)e−κus′1
e−κu(s
′
2+s
′
1)
(C4)
The denominators in (C2-C4) will cancel numerators in some of the f -functions (B7) when combined in the kernel
expression (A11). The numerators in (C2-C3) can be written as
1 + Γf γ˜f − (Γf − γf )γ˜fe−κus = (1 + Γf γ˜f )(1− e−κus) + (1 + γf γ˜f )e−κus
1 + γiΓ˜i − γi(Γ˜i − γ˜i)e−κu|s| = (1 + γiΓ˜i)(1− e−κu|s|) + (1 + γiγ˜i)e−κu|s|
(C5)
For any given points R and R′ we define two paths, direct and reflected, and each will have R→ R′ and R′ → R
contributions, f˜(pˆ,R)C(R,R′)f(pˆ,R′) + f˜(−pˆ,R)C(R′,R)f(−pˆ,R). Let’s denote by kˆ momentum away from the
surface, and in this case we identify indices f = kˆ, i = kˆ. The trajectory we are integrating γ-function goes from
s1 = s< (point closest to the interface) to s2 = s> (point farthest from interface). For reverse trajectory we have
f = −kˆ, i = −kˆ and integration happens from −s2 to −s1.
The two terms give, after mentioned cancellations, for direct path
γ˜0
1 + γ0γ˜0
C(R← R′) γ0
1 + γ0γ˜0
+
γ˜0
1 + γ0γ˜0
C(R′ ← R) γ0
1 + γ0γ˜0
=
1
2pi|s> − s<|
2εm
vf
×
{
[
γ˜kˆ
1 + γkˆγ˜kˆ
(1− e−κus<) + γ˜kˆ
1 + Γkˆγ˜kˆ
e−κus<
]
e−κu|s>−s<|
[
γkˆ
1 + γkˆγ˜kˆ
(1− e−κus<) + Γkˆ
1 + Γkˆγ˜kˆ
e−κus<
]
+[
γ˜−kˆ
1 + γ−kˆγ˜−kˆ
(1− e−κus<) + Γ˜−kˆ
1 + γ−kˆΓ˜−kˆ
e−κus<
]
e−κu|s>−s<|
[
γ−kˆ
1 + γ−kˆγ˜−kˆ
(1− e−κus<) + γ−kˆ
1 + γ−kˆΓ˜−kˆ
e−κus<
]}
(C6)
For the reflected path this sum has a more compact form that directly reflects the bound states factors
γ˜0
1 + γ0γ˜0
C(R← R′) γ0
1 + γ0γ˜0
+
γ˜0
1 + γ0γ˜0
C(R′ ← R) γ0
1 + γ0γ˜0
=
=
1
2pi|s′> + s′<|
2εm
vf
×
{
γ˜kˆ′γkˆ′
(1 + Γkˆ′ γ˜kˆ′)(1 + γkˆ′ Γ˜kˆ′)
e−κu|s
′
>+s
′
<| +
γ˜−kˆ′γ−kˆ′
(1 + γ−kˆ′ Γ˜−kˆ′)(1 + Γ−kˆ′ γ˜−kˆ′)
e−κu|s
′
>+s
′
<|
} (C7)
Note, that to generalize for inequivalent gap size on in-out trajectories we need to use appropriate κu along given
directions, e.g. κu|s′> + s′<| → κu,kˆ′s′> + κu,kˆ′s′< for trajectory kˆ
′ → kˆ′ with reflection. These are completely general
expressions for the one-component order parameters, where we neglect suppression of OP amplitude near the surface,
and assume specular scattering.
We apply the developed formalism and approximations
to a d-wave superconductor with maximally pairbreaking
surface. In this case we have ∆kˆ = −∆kˆ for all incident
trajectories, and γ−kˆ = γkˆ = −γkˆ, γ˜−kˆ = γ˜kˆ = γ˜kˆ,
Γkˆ = γkˆ = −γkˆ, and two important combinations of the
coherence amplitudes are
1
1 + γkˆγ˜kˆ
=
εm + Ω
2Ω
,
1
1 + Γkˆγ˜kˆ
=
εm + Ω
2εm
(C8)
The correlation coefficient Eq. (C1) along a trajectory
12
s is
κ(s) = κu
[(
1− e−κu|s|
)
+
Ω
εm
e−κu|s|
]−1
, (C9)
where κu = 2Ω/vF and Ω =
√
ε2m + ∆
2
kˆ
. The dis-
tance along a trajectory, measured from the surface, is
s = y/kˆy. One uses these relations for coherence ampli-
tudes in combinations (C6) and (C7) to find the kernel
(A11) components, as given in the main text, for the
direct path, Eq. (8), and the reflection path, Eq. (9),
correspondingly.
Similar expressions for the superfluid density are valid
for an s-wave superconductor with scattering at a spec-
ular magnetically-active surface. We use the boundary
conditions for coherence amplitudes50
Γkˆ iσ2 =Mγk iσ2M˜
withM = eiϑmˆ·σ/2 and M˜ =M∗. Magnetic spin mixing
leads to the bound states εb = ±∆ cos(ϑ/2), that result in
zero energy states for ϑ = pi and the boundary condition
for coherence amplitudes Γkˆ = −γkˆ.
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ARTICLE
Broken translational symmetry at edges of
high-temperature superconductors
P. Holmvall 1, A.B. Vorontsov 2, M. Fogelström 1 & T. Löfwander 1
Flat bands of zero-energy states at the edges of quantum materials have a topological origin.
However, their presence is energetically unfavorable. If there is a mechanism to shift the band
to ﬁnite energies, a phase transition can occur. Here we study high-temperature super-
conductors hosting ﬂat bands of midgap Andreev surface states. In a second-order phase
transition at roughly a ﬁfth of the superconducting transition temperature, time-reversal
symmetry and continuous translational symmetry along the edge are spontaneously broken.
In an external magnetic ﬁeld, only translational symmetry is broken. We identify the order
parameter as the superﬂuid momentum ps, that forms a planar vector ﬁeld with defects,
including edge sources and sinks. The critical points of the vector ﬁeld satisfy a generalized
Poincaré-Hopf theorem, relating the sum of Poincaré indices to the Euler characteristic of the
system.
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Superconducting devices are often experimentally realized asthin-ﬁlm circuits or hybrid structures operating in themesoscopic regime1–4. At this length scale, where the size of
the circuit elements becomes comparable with the super-
conducting coherence length, the nature of the superconducting
state may be dictated by various ﬁnite-size or surface/interface
effects5. This holds true in particular for unconventional super-
conductors, such as the high-temperature superconductors with
an order parameter of dx2y2 symmetry that changes the sign
around the Fermi surface. Scattering at surfaces, or defects, leads
to substantial pair breaking and formation of Andreev states with
energies within the superconducting gap6,7. Today, the material
control of high-temperature superconducting ﬁlms is sufﬁciently
good that many advanced superconducting devices can work at
elevated temperatures8,9. This raises the question how the speciﬁc
surface physics of d-wave superconductors inﬂuences devices.
From a theory point of view, the physics at specular pair-
breaking surfaces of d-wave superconductors is rich and inter-
esting. The reason is the formation of zero-energy (midgap)
Andreev states due to the sign change of the d-wave order
parameter for quasiparticles scattered at the surface6,7,10. In
modern terms, there is a ﬂat band of spin-degenerate zero-energy
surface states as a function of the parallel component of the
momentum, p||, which is a good quantum number for a specular
surface. A topological invariant has been identiﬁed11,12, that
guarantees the ﬂat band for a time-reversal symmetric super-
conducting order parameter and p|| conserved. However, the large
spectral weight of these states exactly at zero energy (i.e., at the
Fermi energy) is energetically unfavorable. Different scenarios
have been proposed, within which there is a low-temperature
instability and a phase transition into a time-reversal symmetry-
broken phase where the ﬂat band is split to ﬁnite energies, thus
lowering the free energy of the system. One scenario is the pre-
sence of a subdominant pairing interaction and appearance of
another order parameter component π/2 out of phase with the
dominant one13–15, for instance a subdominant s-wave resulting
in an order parameter combination Δd+ iΔs. The phase transition
is driven by a split of the ﬂat band of Andreev states to ±Δs. The
split Andreev states carry current along the surface, which results
in a magnetic ﬁeld that is screened from the bulk. In a second
scenario, exchange interactions drive a ferromagnetic transition at
the edge where the ﬂat Andreev band is instead spin split16,17. A
third scenario involves spontaneous appearance of super-
currents18–20 that Doppler shifts the Andreev states and thereby
lowers the free energy. Here the electrons couple to the electro-
magnetic gauge ﬁeld A(R), and this mechanism was ﬁrst con-
sidered theoretically for a translationally invariant edge. In this
case, the transition is a result of the interplay of weakly Doppler
shifted surface bound states, decaying away from the surface on
the scale of the superconducting coherence length ξ0, and weak
diamagnetic screening currents, decaying on the scale of the
penetration depth λ. The resulting transition temperature is very
low, of order T* ~ (ξ0/λ)Tc, where Tc is the d-wave super-
conducting transition temperature. Later, the transition tem-
perature was shown to be enhanced in a ﬁlm geometry21–25
where two parallel pair-breaking edges are separated by a distance
of the order of a few coherence lengths. The suppression of the
order parameter between the pair-breaking edges can be viewed
as an effective Zeeman ﬁeld that splits the Andreev states and
enhances the transition temperature. The mechanism does not
involve subdominant channels or coupling to magnetic ﬁeld, but
depends on ﬁlm thickness D, and the transition temperature
decays rapidly with increasing thickness as T* ~ (ξ0/D)Tc.
In this paper, we consider a peculiar scenario26,27 where
spontaneous supercurrents also break translational symmetry
along the edge. This scenario too does not rely on any additional
interaction term in the Hamiltonian. Instead, as we will discuss
below, it relies on the development of a texture in the gradient of
the d-wave order parameter phase χ, or more precisely in the
gauge invariant superﬂuid momentum
psðRÞ ¼
h
2
∇χðRÞ  e
c
AðRÞ; ð1Þ
where ħ is Planck’s constant, e the charge of the electron, and c
the speed of light. This superﬂuid momentum spontaneously
takes the form of a planar vector ﬁeld with a chain of sources and
sinks along the boundary and saddle points in the interior, see
Fig. 1. The vector ﬁeld is illustrated by arrows showing the local
unit vectors p^sðRÞ, while the color scale illustrates the magnitude
ps(R). An interior critical point at R0 is characterized by a
Poincaré index deﬁned as28,29
I ¼ 1
2π
I
Γ
dθ; ð2Þ
where θ= arctan(psy/psx) is the angle of p^sðRÞ on the Jordan
curve Γ encircling R0. Internal sources and sinks have I=+1,
while saddle points have I=−1. Although the special points on
the boundary have to be treated with care, there is a sum rule
(Eq. (3)) for the Poincaré indices, as we will discuss below. We
identify the ps vector ﬁeld as the order parameter of the
symmetry-broken phase, motivated by the fact that the free
energy is lowered by a large split of the ﬂat band of Andreev states
by a Doppler shift vF · ps, where vF is the Fermi velocity. This free
energy gain is maximized by maximizing the magnitude of ps,
which is achieved by the peculiar vector ﬁeld in Fig. 1. The bal-
ance of the Doppler shift gain and the energy cost in setting up
the vector ﬁeld with critical points where30 ∇ × ps ≠ 0 and the
splay patterns between them leads to a high T* ≈ 0.18Tc. The
inhomogeneous vector ﬁeld induces a chain of loop-currents at
the edge circulating clockwise and anti-clockwise. The induced
magnetic ﬂuxes of each loop are a fraction of the ﬂux quantum
and form a chain of ﬂuxes with alternating signs along the edge.
Here we clarify the structure of the order parameter of the
symmetry-broken phase, i.e., ps, and study the thermodynamics
of this phase under the inﬂuence of an external magnetic ﬁeld,
explicitly breaking time-reversal symmetry.
Results
Translational symmetry breaking in a magnetic ﬁeld. In Fig. 2,
we show the inﬂuence of a rather weak external magnetic ﬁeld, B
= 0.5Bg1, applied to the d-wave superconducting grain with pair-
breaking edges for varying temperature near the phase transition
temperature T*. The scale Bg1=Φ0/A corresponds to one ﬂux
quantum threading the grain area A, see the Methods section.
The left and right columns show the currents and the magnetic
ﬁeld densities, respectively, induced in response to the applied
ﬁeld. To be concrete, we discuss a few selected sets of model
parameters, as listed in Table 1. First, for T > T* (parameter set I),
the expected diamagnetic response of the condensate in the inner
part of the grain is present, see Fig. 2a, e. On the other hand,
midgap quasiparticle Andreev surface states respond para-
magnetically. This situation is well established theoretically and
experimentally through measurements of the competition
between the diamagnetic and paramagnetic responses seen as a
low-temperature up-turn in the penetration depth18,31,32. Upon
lowering the temperature to T≳ T* (parameter set II), see Fig. 2b,
f, the paramagnetic response at the edge becomes locally sup-
pressed and enhanced, forming a sequence of local minima and
maxima in the induced currents and ﬁelds. The bulk response is,
on the other hand, relatively unaffected. Finally, as T < T*
(parameter set III), see Fig. 2c, g, the regions of minimum current
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turns into regions with reversed currents. The resulting loop
currents with clock-wise and anti-clockwise circulations induce
magnetic ﬂuxes along the surface with opposite signs between
neighboring ﬂuxes. The situation for T < T* in an external mag-
netic ﬁeld can be compared with the one in zero magnetic ﬁeld26
displayed in Fig. 2d, h. In the presence of the magnetic ﬁeld, there
is an imbalance between positive and negative ﬂuxes, while in
zero external magnetic ﬁeld, the total induced ﬂux integrated over
the grain area is zero.
Topology of the superﬂuid momentum vector ﬁeld. Let us
quantify the symmetry-broken phase in a magnetic ﬁeld by
plotting the superﬂuid momentum deﬁned in Eq. (1), see Fig. 3.
For T≳ T* (parameter set II), the amplitude of ps varies along the
edge (coordinate x), see Fig. 3a, reﬂecting the varying para-
magnetic response in Fig. 2b, f. For T < T* (parameter set III), the
sources and sinks have appeared pairwise together with a saddle
point, see Fig. 3b. The left defects in the ﬁgure are not well
developed because of the proximity to the corner. Finally, in
Fig. 3c, we show the vector ﬁeld at a lower temperature when the
chain of sources, sinks, and saddle points are well established and
the magnitude of ps is large, much larger than in the interior part
of the grain still experiencing diamagnetism. In a magnetic ﬁeld,
the vector ﬁeld far from the surface has a preferred direction
reﬂecting the diamagnetic response of the interior grain. This
shifts the sources and sinks along the surface, as compared with
the regular chain for zero ﬁeld in Fig. 1, and moves the saddle
points to the surface region.
The superﬂow pattern of sources, sinks, and saddle points
satisfy a certain sum rule related to the topology of the sample.
This relation also ties the special points of the ps ﬁeld on the edge
of the sample with critical points in its bulk. The generalized
Poincaré-Hopf theorem for manifolds with boundaries33,34
connects the properties of a vector ﬁeld v inside a manifold M,
and on its boundary ∂M, with the Euler characteristic of the
manifold χ(M). Using the formulation presented in ref. 34, we
write
IndMðvÞ þ
1
2
Ind∂MðvjjÞ  Ind∂þMðvjjÞ
h i
¼ χðMÞ; ð3Þ
where IndM(v) is the total Poincaré index of critical points of the
ﬁeld v internal to M, Ind∂±MðvjjÞ is the total Poincaré index of
0 0.22
F⎥ps⎥ /kBTc
y/
 0
x /0
60
40
20
0
20 40 600
T = 0.1Tc < T *, Bext = 0
Fig. 1 Superﬂuid momentum as a vector ﬁeld. The superﬂuid momentum ps forms a non-trivial planar vector ﬁeld with a regular chain of sources and sinks
along the edge, thereby breaking local continuous translational symmetry along the edge. Several critical points, including saddle points, sources, and sinks,
are formed in the interior. The Poincaré indices of the critical points add up to fulﬁll the generalized Poincaré-Hopf theorem in Eq. (3). The magnetic ﬁeld is
zero, Bext= 0, while the temperature is T= 0.1Tc. Since T is well below T*, the splay patterns are rather stiff, leading to triangular shapes near the edges.
The stiffness is clear from the magnitude variation shown in color scale. The inset shows one period of the edge structure
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critical points of the tangent vector v|| || ∂M on the boundary. The
theorem applies when the boundary ∂M does not go through any
critical points of v. Boundary indices where ﬁeld points inside
(∂−M) / outside (∂+M) of M, come with positive/negative signs.
In Supplementary Note 1, we demonstrate in detail how the sum
rule works for the vector ﬁeld in Fig. 1, redrawn as a streamline
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f
g
h
b
c
d
0.016
j/jd
j/jd
j/jd
j/jd
0.027
0
0.062
0
0.056
0
0
0 20 40 60 0 20 40 60
40
20
0
60
40
20
0
60
40
20
0
60
40
20
0
60 7
0
–7
–7
7
–7
7
0
–7
0
7
0
40
20
0
60
40
20
0
60
40
20
0
60
40
20
0
(I) : T = 0.182Tc > T*, Bext = 0.5Bg1
(II) : T = 0.176Tc > T*, Bext = 0.5Bg1~ (II) : T = 0.176Tc > T*, Bext = 0.5Bg1~
(III) : T = 0.17Tc < T*, Bext = 0.5Bg1 (III) : T = 0.17Tc < T*, Bext = 0.5Bg1
(IV) : T = 0.17Tc < T*, Bext = 0 (IV) : T = 0.17Tc < T*, Bext = 0
y/
 0
y/
 0
y/
 0
y/
 0
x /0 x /0
y/
 0
y/
 0
y/
 0
y/
 0
B
ind / (
0 /0 ) (×10
–6)
2
B
ind / (
0 /0 ) (×10
–6)
2
B
ind / (
0 /0 ) (×10
–6)
2
B
ind / (
0 /0 ) (×10
–6)
2
Fig. 2 Spontaneously formed currents and induced magnetic ﬁeld. a–d Total current magnitude and e–h induced magnetic ﬂux density for different
temperatures and external ﬁelds (see annotations). Lines and arrows have been added to illustrate the ﬂow of the currents
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plot in Supplementary Fig. 2. We also provide other examples of
grain geometries in Supplementary Figs. 3–10. We utilize the sum
rule as a tool to verify that the calculations are correct.
In a magnetic ﬁeld, as in Fig. 3, a motif with one edge source,
one edge sink, and one saddle point annihilate at T*. In the same
fashion, increasing the magnetic ﬁeld strength, the motif gets
smaller as the defects are forced toward each other to match the
superﬂow in the bulk. However, the magnitude of ps near the
surface due to Meissner screening of the bulk is not large enough
to force an annihilation of the motifs. The broken symmetry
phase therefore survives the application of an external magnetic
ﬁeld within the whole Meissner state, b∈ [0, 1].
For higher ﬁelds, when Abrikosov vortices start to enter the
grain, the problem quickly becomes complicated by the interplay
of the Abrikosov vortex lattice formation and ﬁnite grain size
effects. The free energy landscape is very ﬂat and it is possible to
ﬁnd multiple metastable conﬁgurations. For a variety of grain
sizes and magnetic ﬁeld strengths, we have established coex-
istence of Abrikosov vortices and the spontaneously formed edge
loop currents35. We therefore conclude that the edge loop-current
phase established for T < T* should survive into the mixed state,
but a complete investigation of the geometry-dependent phase
diagram for large ﬁelds is beyond the scope of this paper.
Induced currents and magnetic ﬁelds. Let us investigate further
how the currents and magnetic ﬁelds are induced at T*. As we
have seen, the paramagnetic response and the spontaneously
appearing edge loop currents compete, as they both lead to shifts
of midgap Andreev states. As the temperature is lowered, the
strength of the paramagnetic response increases slowly and lin-
early, while the strength of the loop currents increases highly
non-linearly. This is illustrated in Fig. 4, by plotting the area-
averaged current magnitude
j ¼ 1A
Z
d2R jðRÞj j; ð4Þ
as a function of temperature for the cases when Bext= 0 (solid
line), Bext= 0.5Bg1 (dashed line), and for comparison also for a
system without pair-breaking edges having only a diamagnetic
response at Bext= 0.5Bg1 (dash-dotted line). The paramagnetic
response is fully suppressed at low temperatures T < T*. Such a
sudden disappearance of the paramagnetic response at a tem-
perature T* should be experimentally measurable, for example in
the penetration depth or by using nano-squids36,37.
We show in Fig. 5a the total induced magnetic ﬂux through the
grain
Φind ¼
Z
d2RBindðRÞ; ð5Þ
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Fig. 3 Superﬂuid momentum for varying temperature. a The superﬂuid momentum induced in an external magnetic ﬁeld of Bext= 0.5Bg1 for a temperature
slightly above the transition temperature T* reﬂects the paramagnetic response. b At the phase transition, source–sink–saddle-point motifs appear and
separate along the edge breaking translational invariance along the edge coordinate x. c For lower temperature, the magnitude ps
  grows large. Note that
different color scales are used in the subﬁgures in order to enhance visibility
Table 1 Sets of parameters used for presenting results
Set Temperature External magnetic ﬁeld
(I) T= 0.182Tc > T* Bext= 0.5Bg1
(II) T= 0.176Tc≳ T* Bext= 0.5Bg1
(III) T= 0.17Tc < T* Bext= 0.5Bg1
(IV) T= 0.17Tc < T* Bext= 0
The ﬁeld scale Bg1=Φ0/A corresponds to an external magnetic ﬂux through the grain area
exactly equal to one ﬂux quantum
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and in Fig. 5b the area-averaged order parameter magnitude
Δd ¼
1
A
Z
d2R ΔdðRÞj j; ð6Þ
both as functions of temperature for different values of Bext. The
ﬁgures also show results for a d-wave grain without pair-breaking
edges at Bext= 0.5Bg1 (dash-dotted line). For better visibility, the
latter results have been scaled by a factor 0.4 and 0.9 in (a) and
(b), respectively. Two different trends are distinguishable in the
observables for T < T* and T > T*, separated by a “kink”. The
induced magnetic ﬂux through the grain area decreases as T
decreases down to T* due to the increasing paramagnetic
response that competes with the diamagnetic one. At T*, the
inhomogeneous edge state appear and starts competing with the
paramagnetic response. Thus, the total magnetic ﬂux increases
again. At the same time, the order parameter is partially healed.
Phase transition and thermodynamics. The sudden changes
with a discontinuity in the derivative as a function of temperature
of the total induced current, the magnetic ﬂux, as well as the
order parameter (Figs. 4 and 5) indicate that there is a phase
transition occurring at the temperature T*. In zero external
magnetic ﬁeld, there is a second-order phase transition at T*,
where both time-reversal symmetry and continuous translational
symmetry along the edge are spontaneously broken26. Let us now
investigate the thermodynamics in an external magnetic ﬁeld
already explicitly breaking time-reversal symmetry.
In Fig. 6a, we plot the free energy difference between the
superconducting and normal states ΩS−ΩN, deﬁned in Eq. (29),
for external ﬁeld B= 0.5Bg1 (red dashed line) and for zero ﬁeld
(solid black line). For comparison, we show the free energy
difference for a purely real order parameter in zero ﬁeld (gray ﬁne
line), i.e., without the symmetry breaking edge loop currents. For
T < T*, this solution is not the global minimum of the free energy,
and we therefore refer to it as a metastable state. To enhance the
visibility of the differences in free energy between the possible
solutions, we show in Fig. 6b the free energy difference with
respect to the metastable state, i.e., ΩS−Ωms. The small slope in
the red dashed line at T > T* in Fig. 6b is caused by the shift of
midgap Andreev states due to the paramagnetic response, which
increases as T decreases. The phase transition temperature T* for
the second-order phase transition can be identiﬁed with the
“knee” in the entropy difference deﬁned in Eq. (31), see Fig. 6c, d.
Since time-reversal symmetry is already explicitly broken by the
external magnetic ﬁeld, the phase transition signals breaking of
local continuous translational symmetry and establishment of the
vector ﬁeld ps with the chain of defects along the edge, as shown
in Fig. 3. The magnitude of the order parameter follows the
expected scaling law for second-order phase transitions, ps(T)∝
(1− T/T*)β with β= 1/2, as shown in the inset of Fig. 6d.
However, the temperature range within which the scaling law
holds is very limited and non-linear terms play an important role
for lower temperatures T < T*.
The knee in the entropy leads to a jump in the speciﬁc heat, as
shown in Fig. 6e, f. The heat capacity is expressed in units of the
heat capacity jump at the normal-superconducting phase
transition at Tc for a bulk d-wave system
ΔCd ¼
2α
3
Ak2BTcNF; ð7Þ
where α= 8π2/[7ζ(3)], with ζ being the Riemann-zeta function.
The jump in heat capacity at the phase transition is an edge-to-
area effect, and grows linearly as the sample becomes smaller. The
jump is roughly 4.5% of ΔCd for the mesoscopic A ¼ 60 ´ 60ξ20
grain considered here, and grows as the size of the grain is
reduced. The phase transition temperature T* is extracted as a
function of Bext as the midpoint temperature of the jump in the
speciﬁc heat. Figure 7 shows a phase diagram where the T*,
extracted in this way from the speciﬁc heat, is plotted versus
external ﬁeld strength (crosses). We compare this with T*
extracted as the minimum (the “kink”, see Fig. 5a) in the induced
ﬂux. The small lowering of T* with increased Bext is caused by the
competing paramagnetic response.
From the above, it is clear that the phase with edge loop
currents shows extreme robustness against an external magnetic
ﬁeld in the whole Meissner region (Bext ≤ Bg1). The magnitude of
the spontaneously formed superﬂuid momentum ps at the edge
grows non-linearly to be very large for T < T*, fueled by the
lowering of the free energy by Doppler shifts of the ﬂat band of
Andreev surface states. The corresponding correction to ps, due
to the process of screening of the external magnetic ﬁeld, is in
comparison small. Thereby, T* is not dramatically shifted in a
2
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(dashed line), and for a system without pair-breaking edges at Bext= 0.5Bg1
(dash-dotted line). In the latter case, the system only displays a
diamagnetic response. Letters (I)–(IV) indicate the parameter values
corresponding to the ﬁelds in Fig. 2, see Table 1
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magnetic ﬁeld and the symmetry-broken phase below T* is
robust.
Discussion
Which of the scenarios outlined in the introduction wins will
ultimately depend on the material properties of a speciﬁc high-
temperature superconducting sample, or the material properties
of other candidate d-wave superconductors, e.g., FeSe38. In the
scenario studied here, the resulting transition temperature is high,
T* ~ 0.18Tc. It means that the interaction terms in the
Hamiltonian for the other scenarios would have to be sufﬁciently
large in order to compete. It is even possible that one or another
scenario wins in different parts of the material’s phase diagram16.
We note that the phase transition at T* means that the initially
topologically protected ﬂat band of zero energy surface states is
shifted away from the Fermi energy. Such fragility of topologically
protected states has been studied recently e.g., for topological
insulators39 supporting the quantum spin-Hall state. In that case,
an edge reconstruction due to Coulomb interactions leads to
breaking of time-reversal symmetry. In the d-wave super-
conductor case, although the bulk Hamiltonian still maintains
required symmetries, a local instability at the surface violates
these symmetries spontaneously and moves the ﬂat band of
bound states to ﬁnite energies. The spontaneously broken trans-
lational symmetry allows for a larger shift from zero energy and a
high T*.
From an experimental point of view, the surface physics of d-
wave superconductors is complicated by, for instance, surface
roughness, inhomogeneous stoichiometry, and presence of
impurities. The formation of a band of Andreev states centered at
zero energy is well established by numerous tunneling experi-
ments, in agreement with the expectation for d-wave symmetry of
the order parameter, as reviewed in refs. 6,7. One consistent
experimental result is that the band is typically quite broad, with a
width that saturates at low temperature. On the other hand, the
establishment of a time-reversal symmetry breaking phase
remains under discussion, see for instance refs. 40,41. Several
tunneling experiments on YBCO42–44 show a split of the zero-
bias conductance peak, while others do not45,46. Other probes
indicating time-reversal symmetry breaking include thermal
conductivity47, Coulomb blockade in nanoscale islands5, and
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STM tunneling at grain boundaries in FeSe38. As we argued in
refs. 26,27 within the scenario with spontaneous loop currents, the
split of the Andreev band might be difﬁcult to resolve in a tun-
neling experiment because of the broken translational symmetry
along the edge and associated variations in the superﬂow ﬁeld.
This leads to a smearing effect for tunnel contacts with an area
larger than the coherence length and an expected wide, largely
temperature-independent, peak centered at zero energy. In fact,
this would be consistent with most tunneling experiments.
With an eye to inspire a new generation of experiments, we
have presented results for the interplay between an external
magnetic ﬁeld, that induces screening supercurrents, and the
phase transition at T* into a state with the spontaneous loop
currents at the edges. We have shown that the phase should be
quantiﬁed in terms of its order parameter, the vector ﬁeld ps(R),
which contains edge sources and sinks, as well as saddle points.
At all these critical points, ∇ × ps ≠ 0. The ps vector ﬁeld drives
the loop currents with opposite circulations in neighboring loops.
The loop-current strength increases highly non-linearly, sup-
pressing the paramagnetic response present for T > T*. As the
strength of the external magnetic ﬁeld increases, the size of the
Doppler shift due to the paramagnetic response grows linearly.
Therefore, T* decreases slightly as the magnitude of the external
ﬁeld increases. The inﬂuence of the external ﬁeld, and in parti-
cular the sudden disappearance of the paramagnetic response,
leads to observables which we argue should be visible in experi-
ment. For example the “kink” in the total induced ﬂux at T*. The
magnetic ﬂuxes induced by the loop currents should be directly
observable with recently developed scanning probes36,37, and the
sudden disappearance of the paramagnetic response should be
observable with nano-SQUIDS and possibly in penetration-depth
experiments. Furthermore, the large jump in heat capacity at the
phase transition should be observable with nanocalorimetry48.
The identiﬁcation of the order parameter ps(R), with its
topological textures, leads to similarities with other systems,
including general relativity33, ﬂuid dynamics49, liquid crystals50,
and superﬂuid 3He51. An interesting difference is that in those
systems, there is typically a transition in a preexisting vector ﬁeld
to a state with topological textures. Here, instead, we have a
singlet d-wave superconductor that spontaneously establishes
ps(R) with topological textures different than the traditional
Abrikosov vortices.
Methods
Model and grain geometry. Our aim is to investigate the ground state of clean
mesoscopic d-wave superconducting grains in an external magnetic ﬁeld applied
perpendicular to the crystal ab-plane, as shown in Fig. 8. As a typical geometry, we
consider a square grain with side lengths D= 60ξ0, where ξ0= ħvF/(2πkBTc) is the
zero-temperature superconducting coherence length. Here, vF is the normal state
Fermi velocity, and kB the Boltzmann constant. The sides of the system are
assumed to be misaligned by a 45° rotation with respect to the crystal ab-axes,
inducing maximal pair-breaking at the edges.
The external ﬁeld is directed perpendicular to the xy-plane,
Bext ¼ Bextbzjjbc: ð8Þ
We shall consider rather small external ﬁelds, and will use a ﬁeld scale Bg1=
Φ0/A, corresponding to one ﬂux quantum threading the grain of area A=D2=
60ξ0 × 60ξ0. The ﬂux quantum Φ0= hc/(2|e|) is given in Gaussian CGS units. The
ﬁeld Bg1 is larger than the lower critical ﬁeld Bc1 / Φ0=λ20, where vortices can enter
a macroscopically large superconductor, since the grain side length is smaller than
the penetration depth. We assume that λ0= 100ξ0, relevant for YBCO. The upper
critical ﬁeld Bc2 / Φ0=ξ20 is much larger than any ﬁeld we include in this study. To
be precise, we parameterize the ﬁeld strength as
Bext ¼ bBg1;Bg1 
Φ0
A ; ð9Þ
and we will consider b∈ [0, 1].
Quasiclassical theory. We utilize the quasiclassical theory of superconductivity52–54,
which is a theory based on a separation of scales55–58. For instance, the atomic scale is
assumed small compared with the superconducting coherence length, h=pF  ξ0.
This separation of scales makes it possible to systematically expand all quantities in
small parameters such as ħ/pFξ0, Δ/ϵF, and kBTc/ϵF, where Δ is the superconducting
order parameter, pF is the Fermi momentum, and ϵF is the Fermi energy. In equili-
brium, the central object of the theory is the quasiclassical Green’s function
g^ðpF;R; zÞ, which is a function of quasiparticle momentum on the Fermi surface pF,
the quasiparticle center-of-mass coordinate R, and the quasiparticle energy z. The
latter is real z= ϵ+ i0+ with an inﬁnitesimal imaginary part i0+ for the retarded
Green’s function, or an imaginary Matsubara energy z= iϵn = iπkBT(2n+ 1) in the
Matsubara technique (n is an integer). To keep the notation compact, the dependence
on the parameters pF, R, and z will often not be written out. The hat on g^ denotes
Nambu (electron-hole) space
g^ ¼ g f~f ~g
 
; ð10Þ
where g and f are the quasiparticle and pair propagators, respectively. The tilde
operation denotes particle-hole conjugation
~αðpF;R; zÞ ¼ αðpF;R;zÞ: ð11Þ
The quasiclassical Green’s function is parameterized in terms of two scalar coherence
functions, γ(pF, R; z) and ~γ(pF, R; z), as59–65
g^ ¼  iπ
1þ γ~γ
1 γ~γ 2γ
2~γ 1þ γ~γ
 
: ð12Þ
Note that with this parameterization, the Green’s function is automatically normalized
to g^2 ¼ π21^. The coherence functions obey two Riccati equations:
ðihvF  ∇þ 2z þ 2
e
c
vF  AÞγ ¼ ~Δγ2  Δ; ð13Þ
ðihvF  ∇ 2z  2
e
c
vF  AÞ~γ ¼ Δ~γ2  ~Δ; ð14Þ
where A is the vector potential. These ﬁrst-order non-linear differential equations are
solved by integration along straight (ballistic) quasiparticle trajectories. Quantum
coherence is retained along these trajectories, but not between neighboring trajec-
tories. A clean superconducting grain in vacuum is assumed by imposing the
boundary condition of perfect specular reﬂection of quasiparticles along the edges of
the system.
The superconducting order parameter is assumed to have pure d-wave
symmetry
ΔðpF;RÞ ¼ ΔdðRÞηdðθÞ; ð15Þ
where θ is the angle between the Fermi momentum pF and the crystal ba-axis, and
ηd(θ) is the d-wave basis function:
ηdðθÞ ¼
ﬃﬃ
2
p
cosð2θÞ; ð16Þ
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Fig. 8 Grain geometry. The system consists of a d-wave superconducting
grain exposed to an external magnetic ﬁeld Bext=Bextbz. The crystal ab-
axes are rotated 45° relative to the grain edges, inducing pair breaking at
the edges of the system. The color scale shows the magnetic ﬁeld Bind
induced in response to an external ﬁeld of size Bext=Φ0/2A at a
temperature T= 0.2Tc. There is a diamagnetic response carried by the
condensate in the interior, and a paramagnetic response carried by midgap
surface Andreev states at the edges
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fulﬁlling the normalization conditionZ
dθ
2π
ηdðθÞ
 2 ¼ 1: ð17Þ
The order parameter amplitude satisﬁes the gap equation
ΔdðRÞ ¼ λdNFkBT
X
ϵnj jΩc
Z
dθ
2π
ηdðθÞf ðpF ;R; ϵnÞ; ð18Þ
where λd is the pairing interaction, NF is the density of states at the Fermi level in
the normal state, and Ωc is a cutoff energy. The pairing interaction and the cutoff
energy are eliminated in favor of the superconducting transition temperature Tc
(see for example ref. 66) as
1
λdNF
¼ ln T
Tc
þ
X
n0
1
nþ 12
: ð19Þ
The above equations are solved self-consistently with respect to γ, ~γ, and Δd. As
an initial guess, we assume a homogenous superconductor with a small modulation
of the phase. The coherence functions on the boundaries have to be updated in
each iteration, taking into account the specular boundary condition. The starting
guess is the local homogeneous solution. After several iterations, the information of
the initial guess for the coherence functions is lost67.
We choose an electromagnetic gauge where the vector potential has the form
AextðRÞ ¼
1
2
Bext ´R: ð20Þ
The total vector potential A(R), that enters Eqs. (13) and (14), is given by Aext(R)
and the ﬁeld Aind(R) induced by the currents j(R) in the superconductor (Eq. (27)
below):
AðRÞ ¼ AextðRÞ þ AindðRÞ: ð21Þ
The vector potential Aind(R) should be solved from Ampère’s circuit law
∇ ´∇ ´AindðRÞ ¼
4π
c
jðRÞ ; ð22Þ
with appropriate boundary conditions for the induced ﬁeld inside and outside the
sample. To take the full electrodynamics into account, Aind(R) also needs to be
computed self-consistently in each iteration. However, the strength of the
electrodynamic back-coupling scales as κ−2, where κ ≡ λ0/ξ0 is the dimensionless
Ginzburg-Landau parameter. The electrodynamic back-coupling is therefore a very
small effect for type II superconductors (typically κ−1 ≈ 10−2 for the cuprates). We
have veriﬁed through fully self-consistent calculations that for grains with side
lengths D < λ, as we limit ourselves to in this paper, it is always safe to neglect this
back-coupling. For large system sizes, D	 λ, back-coupling would ensure proper
Meissner screening on the length scale λ in the interior for b < 1 and the
establishment of a proper Abrikosov vortex lattice with inter-vortex distances of
order λ for moderate ﬁelds b > 1, corresponding to ﬁeld strengths of order Hc1.
Since the spontaneous ﬁelds appearing below T* are located within a small distance
of order ξ0  λ from the boundary, the effect of back-coupling is small also in
these cases. Only in very high ﬁelds, approaching Hc2, where inter-vortex distances
become of order ξ0 may we expect a serious effect on T*, but this is beyond the
scope of this paper.
The induced magnetic ﬂux density is computed as
Bind ¼ ∇ ´Aind: ð23Þ
We consider a layered superconductor with many weakly, for our purposes
negligibly, coupled layers stacked in the c-axis direction. This ensures translational
invariance in that direction. Therefore, we neglect the problem of the ﬁeld
distribution around the superconductor and focus on the ﬁeld induced at the ab-
plane where we have simply Bind= Bindbz.
Gauge transformation. Once the Green’s function and the order parameter have
been determined self-consistently, we can perform a gauge transformation in order
to make the order parameter a real quantity and in the process extract the
superﬂuid momentum ps. This can be illustrated by transforming the Riccati
equation in Eq. (13). To begin with, the self-consistently obtained order parameter
is complex, i.e.,
ΔðpF;RÞ ¼ ΔdðRÞj jηdðθÞeiχðRÞ: ð24Þ
We make the ansatz
γðpF;R; zÞ ¼ γ0ðpF;R; zÞeiχðRÞ; ð25Þ
and put that into the Riccati equation. We obtain
ihvF  ∇þ 2ðz  vF  psÞ½ 
γ0 ¼  Δdj jηdðγ20 þ 1Þ; ð26Þ
where ps is deﬁned in Eq. (1).
Observables. The current density is computed within the Matsubara technique
through the formula
jðRÞ ¼ 2πeNFkBT
X
ϵn
Z
dθ
2π
vFgðpF;R; ϵnÞ: ð27Þ
In the results section, we shall show this current density in units of the depairing
current
jd  4π ej jkBTcNFvF: ð28Þ
The free-energy difference between the superconducting and the normal states
is calculated with the Eilenberger free-energy functional52
ΩSðB;TÞ  ΩNðB;TÞ ¼
R
dR BindðRÞ
2
8π þ ΔdðRÞj j2NF ln TTc
n
þ2πNFkBT
P
ϵn>0
ΔdðRÞj j2
ϵn
þ iIðR; ϵnÞ
h i)
;
ð29Þ
IðR; ϵnÞ ¼
Z
dθ
2π
~ΔðpF;RÞγðpF;R; ϵnÞ  ΔðpF;RÞ~γðpF;R; ϵnÞ
 
: ð30Þ
We have veriﬁed that this form of the free energy gives the same results as the
Luttinger-Ward functional26,55,64. The entropy and speciﬁc heat capacity are
obtained from the thermodynamic deﬁnitions
S ¼  ∂Ω
∂T
; ð31Þ
C ¼ T ∂S
∂T
¼ T ∂
2Ω
∂T2
: ð32Þ
Data availability. All relevant data are available from the authors.
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Broken translational symmetry at edges of high-temperature
superconductors
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Supplementary Figures
Supplementary Figure 1: Schematic representations of typical critical points. The critical points
of the pˆs(R) vector field inside the manifold are denoted by blue (+1) and red (−1) dots. For the critical
points of the tangent field on the boundary of the manifold we use blue (+1) and red (−1) triangles. The
triangle tip points inside or outside depending on the direction of the normal field at the critical point of
the tangent field. The inside-pointing indices come with (+1/2) weight, whereas outside-pointing ones come
with (−1/2) weight in the general expression Eq. (3) of the main text.
1
Supplementary Figure 2: Critical points in the superflow vector field. The indices of the critical
points inside the volume are related to the critical points on the edge of the sample through the generalized
Poincare´-Hopf theorem. We define a manifold boundary that circles the sample just inside the physical edge.
It passes close enough to the sources and sinks of the superflow at the edge of the sample so that the critical
points of the tangent field are determined by these. The 16 blue triangles indicate boundary critical points
with index +1 and ps field pointing inwards, while the 16 red triangles mark boundary critical points with
index −1 and field pointing outwards. The red dots in the interior mark 20 saddle points (index I = −1
each) while the 5 blue dots mark sources or sinks (index I = +1 each).
2
Supplementary Figure 3: Critical points in uniform external magnetic field. Critical points for a
square grain with a uniform external magnetic field Bext = 0.5Bg1, where Bg1 = Φ0/A with flux quantum
Φ0 over the grain area A = 60ξ0× 60ξ0. The Poincare´ indices inside the boundary sum to 1− 16 = −15 due
to 1 center (blue dot) and the 16 saddle points (red dots), while it sums to [16× (+1)− 16× (−1)] /2 = +16
on the boundary. The total index thus sums to the expected Euler characteristics for a square 16 − 15 =
1 = χ(square). Note that the absence of certain field lines is a technical shortcoming of the software used
for plotting. See the corresponding quiver plot in Supplementary Figure 4 for greater detail.
3
Supplementary Figure 4: Superflow field in uniform external magnetic field. The magnitude and
direction of ps(R) from Supplementary Figure 3.
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Supplementary Figure 5: Critical points for a triangular grain. For the triangle with the crys-
tal ab-axes oriented as indicated in the drawing, we have a single pair breaking edge. The Poincare´ in-
dices inside the boundary sum to 4 × (−1) = −4 due to the 4 saddle points (red dots), while it sums to
[7× (+1) + 2× (−1)− 2× (+1)− 7× (−1)] /2 = 5 on the boundary. The total index thus sums to the
expected Euler characteristics for the triangle 5− 4 = 1 = χ(triangle).
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Supplementary Figure 6: Superflow field for a triangular grain. The magnitude and direction of
ps(R) from Supplementary Figure 5.
6
Supplementary Figure 7: Critical points for a square grain with a hole. The Poincare´ indices
between the outer and inner boundaries sum to 3× (−1) = −3 due to the 3 saddle points (red dots), while it
sums to [−2× (+1)− 2× (−1)] /2 = 0 on the outer boundary and [4× (+1) + 1× (−1)− 3× (−1)] /2 = 3
on the inner boundary. The total index thus sums to the expected Euler characteristics for a square with
one hole 3− 3 + 0 = 0 = χ(square + 1 hole).
7
Supplementary Figure 8: Superflow field for a square grain with a hole. The magnitude and
direction of ps(R) from Supplementary Figure 7.
8
Supplementary Figure 9: Critical points for a square grain with two holes. The Poincare´ indices
between the outer and inner boundaries sum to 4× (−1) = −4 due to the 4 saddle points (red dots), while
it sums to [−2× (+1)− 2× (−1)] /2 = 0 on the outer boundary, [4× (+1) + 1× (−1)− 3× (−1)] /2 = 3
on the inner triangular boundary, and (1× (+1) + 1× (−1))/2 = 0 on the inner square boundary. The total
index thus sums to the expected Euler characteristics for a square with two holes 3 − 4 + 0 + 0 = −1 =
χ(square + 2 holes).
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Supplementary Figure 10: Superflow field for a square grain with two holes. The magnitude and
direction of ps(R) from Supplementary Figure 9.
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Supplementary Notes
Supplementary Note 1. The Poincare´-Hopf theorem at work
We apply the generalized Poincare´-Hopf theorem to the vector field ps(R) of the new phase described in
the main text, for various geometries and manifolds. In Supplementary Figure 2 we present the same vector
field ps(R) as in Fig. 1 in the main text, but this time as a streamline plot. The locations of internal,
two-dimensional, critical points are marked by colored dots, where the Poincare´ index of saddle points is
I = −1 (red dots), while the index for sinks, sources and centers is I = +1 (blue dots), see Supplementary
Figure 1. In Supplementary Figure 2, these internal indices sum up to −15. In the formulation of the
theorem, we are instructed to draw a boundary a small distance away from the sample edge, see the orange
line. The one-dimensional critical points on this boundary, where the tangent vector of the field vanishes,
are marked with colored triangles. These critical points are sinks (red triangles) and sources (blue triangles)
with Poincare´ indices I = −1 and I = +1, respectively. The direction of the triangle denotes the direction
of the perpendicular vector, and hence if the index of the critical point is to be added (ps flowing in) or
subtracted (ps flowing out). We count 16 × (+1) critical points on the boundary with ps flowing in, and
16× (−1) points with ps flowing out. The theorem Eq. (3) in the main text gives
−15 + 1
2
[
16− (−16)
]
= 1 = χ(square),
where the Euler characteristic of a square is χ(square) = 1. Supplementary Figures 3 and 4 show that the
theorem holds in the presence of an external magnetic field, while Supplementary Figures 5 and 6 show that
it holds for other manifolds of the same kind, e.g. a triangle with a single pair-breaking edge, χ(triangle) = 1.
To demonstrate that the theorem holds for other kinds of manifolds, superconducting grains with one
and two holes are studied in a similar manner in Supplementary Figures 7–10. For every hole that is added
to the geometry, an additional boundary has to be drawn close around each additional hole, and the theorem
states that the total Euler characteristic is reduced by one for each hole, i.e. χ(square +N holes) = 1−N .
Note that in contrast to the grains in the main paper and in Supplementary Figures 2–4, where the crystal
ab-axes are rotated 45◦ with respect to the outer edges of the system, the crystal ab-axes are aligned with
the outer edges in Supplementary Figures 5–10.
One of the consequences of the Poincare´-Hopf theorem is that the edges of a superconductor will host
an even number of special points of the superflow field. This follows from the fact that all the indices are
±1 and the Euler characteristic is an integer too. How these critical points of the superflow field distribute
themselves on the edge, depends on the shape of the sample and geometrical symmetries.
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Spontaneous symmetry breaking at surfaces of d-wave superconductors:
Influence of geometry and surface ruggedness
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Surfaces of d-wave superconductors may host a substantial density of zero-energy Andreev states. The zero-
energy flat band appears due to a topological constraint, but comes with a cost in free energy. We have recently
found that an adjustment of the surface states can drive a phase transition into a phase with finite superflow that
breaks time-reversal symmetry and translational symmetry along the surface. The associated Doppler shifts of
Andreev states to finite energies lower the free energy. Direct experimental verification of such a phase is still
technically difficult and controversial, however. To aid further experimental efforts, we use the quasiclassical
theory of superconductivity to investigate how the realization and the observability of such a phase are influenced
by sample geometry and surface ruggedness. Phase diagrams are produced for relevant geometric parameters. In
particular, critical sizes and shapes are identified, providing quantitative guidelines for sample fabrication in the
experimental hunt for symmetry-breaking phases.
DOI: 10.1103/PhysRevB.99.184511
I. INTRODUCTION
Quasiparticle scattering at interfaces and inhomogeneities
of unconventional superconductors leads to pair breaking and
the formation of Andreev states [1–3]. In a d-wave supercon-
ductor, these states form a spin-degenerate flat band at zero
energy (midgap) that influences tunneling properties, leading
to, e.g., zero-bias conductance peaks [4–7]. Furthermore, the
Andreev states are bound within a few coherence lengths
of the scattering centers, and might influence the supercon-
ducting state as a whole in mesoscopic systems [8]. The flat
band of zero-energy states is enforced by topology [9], but
costs free energy. There are several suggested mechanisms for
shifting the states away from the Fermi energy, and thereby
lowering the free energy in a phase transition where time-
reversal (T ) and possibly more symmetries are broken. In one
scenario, a subdominant attractive pairing channel is assumed
to exist [5,10–12], for instance, s wave. At a temperature
T ∗s , which depends on the interaction strength in the sub-
dominant channel, it then becomes energetically favorable to
form a composite order parameter d ± is, which breaks
T symmetry and places the Andreev states at ±s. In a
second scenario [13,14], the repulsive Coulomb interaction
in the system may lead to a spin split of the Andreev states,
thereby introducing a magnetic transition at a temperature T ∗m.
In a third scenario there are no additional interaction terms
in the Hamiltonian. Instead, the appearance of spontaneous
superflow sustains Doppler shifts ( →  − vF · ps, where vF
is the Fermi velocity and ps is the superfluid momentum) of
the Andreev states to finite energies. This was first shown
to be possible at translationally invariant surfaces [15–18].
In this case, the transition temperature T ∗ ∼ (ξ0/λ)Tc  Tc,
*holmvall@chalmers.se
where Tc is the superconducting transition temperature of the
d-wave superconductor, is very low due to the unfavorable
ratio between the superconducting coherence length ξ0 and
the penetration depth λ, which appears as a parameter when
screening of the surface magnetic field is taken into account.
In a ribbon geometry [19–23], Andreev states at the two op-
posite edges interact and hybridize, which provides additional
energy shifts that enhance the transition temperature to T ∗ ∼
(ξ0/D)Tc, where the ribbon width D satisfies ξ0 < D  λ.
Recently [24–26], we have shown that allowing also a break-
down of translational invariance, a single surface will sustain
a superflow profile with a texture (see Fig. 1). The texture
involves parts with counterdirected superflow that enables a
restricted length scale of the order of the coherence length
scale for the backflow in the bulk. The associated magnetic
flux is then restricted to the coherence length scale, in contrast
to the penetration depth scale in the translational invariant
case. A high transition temperature, T ∗ ∼ 0.18Tc, can be
achieved for the ideal case of a maximally pair-breaking
specular surface of a clean d-wave superconductor. This T ∗ is
relatively high, making this scenario very competitive, as long
as T ∗ > {T ∗s , T ∗m}, which depends on the interaction strengths
in a particular superconducting material.
There are many experiments that support the claims of
symmetry-broken phases [8,27–33]. However, there are sev-
eral other experiments that report no signatures and, in partic-
ular, no direct imaging of the currents or magnetic fields that
would arise in the different scenarios [34–38]. Within the sce-
nario of spontaneous superflow with a texture, the breaking of
translational invariance leads to inhomogeneous broadening
of surface properties probed experimentally on a long length
scale compared with the coherence length. The spontaneous
currents arrange themselves as small loop currents, where
neighboring loops have opposite circulation and magnetic
field directions. Given the short length scale and the fact that
2469-9950/2019/99(18)/184511(9) 184511-1 ©2019 American Physical Society
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FIG. 1. A d-wave superconducting grain at temperature T =
0.1Tc with spontaneous superflow (colors) that spontaneously breaks
translational (along individual surface segments) and time-reversal
symmetries. The Andreev states exist only at the pair-breaking edges,
which for this sample the geometry occurs along the nodal directions.
There is no superflow at surfaces along the lobe directions, since
those surfaces have no Andreev states. The inset shows the vector
field ps (superfluid momentum) with a periodic structure of topolog-
ical defects [25] in the form of edge sources and sinks.
there is no net current flow or flux, such a phase could easily
have escaped observation. Such small fluxes and flows would
be very difficult to detect unless using very local probes, e.g.,
single-spin detectors [39], scanning-tunneling spectroscopy
[40,41], nano–superconducting quantum interference devices
(SQUIDs) [42], magnetometry [43], and diamond cantilevers
[44,45].
To aid such experimental verification, we study in this
paper how the realization and observability of the translational
symmetry-breaking phase is influenced by sample geometry
and surface roughness. In addition, we suggest indirect ob-
servation by, e.g., penetration-depth measurements [46] and
nanocalorimetry [47,48].
II. METHODS
We study two-dimensional superconducting grains of vari-
ous geometries and sizes, with an anisotropic order parameter.
In particular, we consider d-wave superconductivity with a
cylindrically symmetric Fermi surface (see Fig. 1), but other
order parameters that enable surface Andreev bound states
are also of relevance (e.g., polar p-wave superconductors
[49–53]). In the present system, the angle between the sample
interface and the crystal ab axes (hence the d-wave order
parameter lobes) directly influences the spectral weight of
midgap Andreev states. The grains are assumed to be in
vacuum and equilibrium, with spin degeneracy and negligible
spin-orbit coupling. Furthermore, the grains are assumed to be
clean with perfectly specular interfaces, but effects of disorder
and diffuse scattering are discussed.
We utilize the quasiclassical theory of superconductivity
[54–60], in which the Green’s function gˆ(pF,R; z) governs
quasiparticle and pair propagation through the Eilenberger
equation
ih¯vF ·∇R gˆ +
[
τˆ3
(
z + vF · e
c
A
)
− ˆh, gˆ
]
= ˆ0, (1)
with the normalization condition
gˆ2 = −π2 ˆ1. (2)
Here, pF is the quasiparticle momentum at the Fermi surface,
R the center-of-mass coordinate, z the energy, h¯ the reduced
Planck constant, vF the Fermi velocity, e the elementary
charge, c the speed of light, A the electromagnetic gauge
field, and τˆ3 the third Pauli matrix, where the hat symbol
denotes Nambu (electron-hole) space. The self-energies ˆh are
expressed in terms of the superconducting order parameter ,
ˆh =
(
0 
˜ 0
)
, (3)
and the quasiclassical Green’s function is described in terms
of the quasiparticle and pair propagators g and f , respectively:
gˆ =
(
g f
− ˜f g˜
)
. (4)
The tilde symbol denotes particle-hole conjugation:
α˜(pF,R; z) = α∗(−pF,R; −z∗). (5)
To solve the Eilenberger equation, the Riccati formalism is
used [61–67], in which the quasiclassical Green’s function is
parametrized in terms of two particle-hole coherence func-
tions γ (pF,R; z) and γ˜ (pF,R; z),
gˆ = − iπ
1 + γ γ˜
(
1 − γ γ˜ 2γ
2γ˜ −1 + γ γ˜
)
, (6)
yielding two Riccati equations:(
ih¯vF ·∇R + 2z + 2 e
c
vF · A
)
γ = − ˜γ 2 − , (7)(
ih¯vF ·∇R − 2z − 2 e
c
vF · A
)
γ˜ = −γ˜ 2 − ˜. (8)
In this paper, a pure d-wave order parameter is assumed:
(pF,R) = d (R)ηd (θF), (9)
ηd (θF) =
√
2 cos(2θF), (10)
where ηd is the d-wave basis function, and θF is the angle be-
tween the Fermi momentum and the crystal aˆ axis. The order
parameter is solved self-consistently from the gap equation
with the Matsubara technique:
d (R) = λd NFkBT
∑
|m|6c
∫ dθF
2π
η∗d (θF) f (pF,R; im), (11)
184511-2
SPONTANEOUS SYMMETRY BREAKING AT SURFACES OF … PHYSICAL REVIEW B 99, 184511 (2019)
where λd is the pairing interaction, kB the Boltzmann constant,
m the Matsubara energy, c a cutoff energy, and NF the
normal-state density of states at the Fermi surface (per spin).
We are using an electromagnetic gauge where the vector
potential due to an external magnetic field directed perpendic-
ular to the superconducting plane is given by
Aext (R) = 12 Bext × R. (12)
The total vector potential should also include the induced field
Bind(R) generated by the currents in our grain, computable
through the Maxwell equations. However, for the type-II
superconductors that we are considering, the back-coupling
can safely be neglected, as we have discussed in more detail
in Refs. [24,25,68,69].
This theoretical formalism is implemented numerically to
run on graphics processing units, where the above equa-
tions of motion are solved in parallel over different de-
grees of freedom, until self-consistency is achieved (see
Refs. [24,25,68,69] for more details). Finally, various quan-
tities are calculated, e.g., the gauge-invariant superfluid mo-
mentum ps which we have identified [25] as the order param-
eter of the symmetry-broken phase
ps(R) = h¯2∇χ (R) −
e
c
A(R), (13)
where χ is the superconducting phase. The local density of
states (DOS) at energy  is calculated as a Fermi-surface
average
N (R; ) = −NF
π
∫ dθF
2π
Im[g(pF,R;  + iδ)], (14)
where δ → 0+ guarantees a retarded Green’s function. The
current density is calculated according to
j(R) = 2πeNFkBT
∑
m
∫ dθF
2π
vFg(pF,R; im). (15)
In the absence of impurity scattering, the free-energy differ-
ence between the superconducting and the normal state, at
temperature T , may be calculated as [54]
(T ) =
∫
dR
{
B2(R)
8π
+ |(R)|2NF ln TTc
+2πNFkBT
∑
m>0
[ |(R)|2
m
+ iI (R, m)
]}
, (16)
I (R) =
∫ dθF
2π
[ ˜(pF,R)γ (pF,R; im)
−(pF,R)γ˜ (pF,R; im)], (17)
where B is the induced magnetic field and Tc the supercon-
ducting transition temperature. The heat capacity is obtained
from the free energy according to
C(T ) = −T ∂
2(T )
∂T 2
. (18)
III. RESULTS AND DISCUSSION
We start by varying the angle between the interface and the
crystal aˆ axis (Sec. III A), thus controlling the pair-breaking
FIG. 2. The surface density of states averaged over one side
of a 60ξ0 × 60ξ0 square grain with Im z = δ = 0.02kBTc. Different
curves correspond to different values of θ , as indicated by colors.
(a) Above the transition, the peak is narrow (note the logarithmic
scale on the ordinate). The steps at  ≈ 1kBTc ≈ 0/2 come from
the features in the DOS at the square corners, with 0 ≈ 2.14kBTc
being the bulk gap. (b, c) As the temperature is lowered, the midgap
states are broadened due to the presence of spontaneous superflow.
effect. We then vary the area of the grain to study finite-size
effects (Sec. III B). Critical angles and areas are identified.
These results are used to analyze superconducting grains of
various shapes and different degrees of surface roughness
(Sec. III C). We limit ourselves to mesoscopic roughness (see
below), and we consider clean superconductors.
A. Critical interface angle
As the angle θ between a specular d-wave interface and
the crystal aˆ axis is varied from perfectly aligned (θ = 0◦)
to perfectly misaligned (θ = 45◦), the surface DOS changes
from the typical gapless bulk DOS to one with a large zero-
energy peak, as illustrated in Fig. 2(a). The states in the peak
come from quasiparticles that scatter between directions with
a sign change in the order parameter. These midgap states
(MGSs) are thus enforced by the order parameter symmetry
and associated with a significant increase in free energy and
also a suppression of the order parameter at the interface.
As the temperature is lowered, there is a phase transition at
T ∗ where superflow appears spontaneously. The energy is
lowered by Doppler shifting the zero-energy states to finite
energies, as seen in Fig. 2(b). The magnitude of superflow, the
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FIG. 3. (a)–(c) Free-energy difference between phases with and
without spontaneous superflow, and (d)–(f) sample-averaged magni-
tude of the spontaneous superfluid momentum. These quantities are
plotted versus the angle θ between the grain edges and the crystal
aˆ axis in a square grain with area A = (60ξ0)2, as illustrated in the
inset in (a). Here, the units are 0 ≡ ANFk2BT 2c and p0 ≡ 2πkBTc/vF.
Note the varying scales in (a)–(c).
ps field seen in Fig. 1, increases as the temperature is lowered
[25], as does then the Doppler shift and the energy gain as
well, as seen by comparing Figs. 2(b) and 2(c). Figures 3(a)–
3(c) show the free-energy gain  versus θ , defined as
 = S − ms, (19)
where S and ms are the free energies of the systems with
and without spontaneous superflow, respectively. The latter
might exhibit a higher free energy and is therefore referred
to as a metastable state (ms). Figures 3(d)–3(f) show the
sample-averaged magnitude of the superfluid momentum p¯s
versus θ , defined as
p¯s = 1A
∫
dR|ps(R)|, (20)
where A is the sample area. From these figures, it is possible
to identify a lowering of the free energy with ps = 0. A critical
phase transition temperature T ∗(θ ), defined as the temperature
where p¯s becomes finite, is plotted in a phase diagram in
Fig. 4. Error bars originate from the uncertainty due to the
discrete angular resolution. The transition temperature T ∗
closely follows the spectral weight of the MGS peak, which
can be controlled by various parameters such as surface
roughness or, as in this case, by the interface orientation
θ . This can be shown from a very general argument as
follows. The gain in free energy due to a small shift of
zero-energy states with narrow DOS NMGS() = Nbsδ() by
FIG. 4. Phase diagram showing the transition temperature T ∗ of
the symmetry-broken phase, as a function of the angle θ between
a vacuum-superconductor interface and the d-wave crystal aˆ -axis,
in a grain of area A = (60ξ0 )2 (see inset). Error bars denote the
uncertainty due to the discrete angular resolution. T ∗(θ ) is roughly
described by the angular dependence of the MGS peak NMGS, de-
noted F (θ ) (dashed line), defined in Eq. (27).
 (e.g., ∝ vF · ps Doppler shift) is [70]
Fb(T ) = −
∫ ∞
−∞
d kBT ln
(
2 cosh

2kBT
)
× [Nbsδ( − ) − Nbsδ()], (21)
which for   kBT reduces to
Fb(T ) ≈ −Nbs ()
2
8kBT
. (22)
The same spectral shift of the continuum states, however,
increases energy, also ∝ ()2 (e.g., superflow energy ∝ p2s )
as Fc(T ) = A(T )()2, where the parameter A(T ) depends
on the mechanism of the energy increase, and in principle
should take into account the reduction of continuum states by
Nbs. The instability occurs when their sum is negative:
Fb(T ∗) + Fc(T ∗) 6 0
⇒ T ∗ ≈ const Nbs
A(T ∗) .
(23)
Assuming that A(T ) is relatively insensitive to temperature
and to the transfer of spectral weight to bound states, the main
effect on the transition temperature is from varying Nbs:
T ∗ = const × Nbs . (24)
This argument can be further adjusted for broadening of the
bound states by impurities, for example, and corrected for the
continuum reduction δT ∗ ∝ O(N2bs). For the θ rotation of the
crystal axes we can estimate the height of the bound-state peak
Nbs analytically. Neglecting the order parameter suppression,
the low-energy Green’s function at the surface is (|z =  +
iδ|  |in,out|)
g(z) = π
z
2|inout|
|in| + |out|(−inout ), (25)
where  is the Heaviside function, and in/out =
(θF), (π − θF) are the order parameters for incoming
184511-4
SPONTANEOUS SYMMETRY BREAKING AT SURFACES OF … PHYSICAL REVIEW B 99, 184511 (2019)
and outgoing trajectories, respectively. Averaging the DOS
over the Fermi surface, as in Eq. (14), we get
NMGS(, θ ) = −2NF Im 0
 + iδ
2
π
F (θ ), (26)
⇒ Nbs ∝ F (θ ) ≡ 1 − cos
2 2θ
sin 2θ
ln
(
1 + tan θ
1 − tan θ
)
, (27)
where 0 is the bulk gap amplitude. Scaling of transition
temperature by the zero-energy spectral weight F (θ ) is shown
by the dashed line in Fig. 4. It shows a very close relation with
the full numerical result, given the roughness of our estimate.
The phase diagram in Fig. 4 shows that there is robustness
of the symmetry-broken phase against surface disorder at
d-wave interfaces, and that even completely circular inter-
faces will host the phase as long as the radius of curvature
is large enough, as seen in, e.g., Fig. 1.
B. Critical grain area
The spectral weight of zero-energy states is peaked at the
interface, but extends almost 10ξ0 away from it. Square grains
with side lengths smaller than 20ξ0 therefore exhibit pro-
nounced finite-size effects, e.g., suppressed superconductivity
and a reduced Tc, due to overlapping regions of MGS. In larger
systems, the MGS from different interfaces will no longer
overlap except in the corners. Quantities which are directly
tied to the MGS, e.g., |ps(R)| and j, are therefore expected to
show a saturation for larger grain sizes.
We now quantify how the side length L of a square grain
with maximally pair-breaking interfaces (θ = 45◦) influences
the transition temperature T ∗, the heat capacity jump, as well
as the average current magnitude of the symmetry-broken
phase. Since the phase under investigation is a second-order
phase transition, the transition temperature is appropriately
extracted from where there is a discontinuity in the heat capac-
ity [25]. Figure 5(a) shows T ∗(L) with and without an external
magnetic field (circles and squares, respectively, left axis),
and Tc(L) of the grain (thick dashed line, right axis). Here
and in the following, the external magnetic field corresponds
to half a flux quantum spread across the grain area, Bext =
0/2L2, where 0 ≡ hc/2|e| is the unit of flux quantum.
The deviation from Tc(L) = T bulkc indicates finite-size effects.
Hence, T ∗ decreases with L due to superconductivity being
suppressed in the grain. The suppression is stronger with an
external field as the resulting screening currents also suppress
superconductivity. As the side length increases, the regions
of MGSs no longer overlap and saturate to fixed sizes and
shapes. The transition temperature therefore also saturates to
a fixed value. Figure 5(b) shows how the sample-average heat-
capacity jump changes with the side length (with and without
external field), while Fig. 5(c) shows the sample-averaged
magnitude of the current, defined as
¯j = 1A
∫
dR|j(R)|. (28)
The heat-capacity jump in the bulk normal-superconducting
phase transition is given by
Cd = 2α3 Ak
2
BTcNF, (29)
FIG. 5. Effect of sample size L× L with maximal pair-breaking
edges (see inset) on (a) the transition temperature into the sponta-
neous superflow phase (circles and squares, left axis) and the su-
perconducting transition temperature of the grain (dashed line, right
axis), (b) the heat capacity jump of the spontaneous superflow phase
transition, and (c) the sample-averaged current magnitude at T =
0.1Tc. Error bars denote uncertainty due to (a) discrete resolution in
temperature and (b) numerical uncertainty in the heat capacity.
where α = 8π2/[7ζ (3)] and ζ is the Riemann zeta function.
Again, finite-size effects can be seen in Figs. 5(b) and 5(c)
due to suppression of superconductivity at smaller L. Fur-
thermore, since the superfluid momentum is directly tied to
the MGS, both ps and j saturate to fixed profiles at larger L.
Sample-averaged quantities, e.g., ¯j and (CS − Cms)/Cd, thus
scale as L−1, as evident by the fit. The fit breaks down at the
onset of finite-size effects, resulting in a maximum at a finite
L = Lc ≈ 30ξ0.
These results imply that the observability of the phase
through sample-averaged observables is maximized at a finite
side length. This ratio will depend on the shape of the sam-
ple, and in particular the angles of the interfaces. Therefore,
for, e.g., thermodynamic experiments aiming to verify the
symmetry-broken phases, it might be advisable to fabricate
thin rectangular grains or square grains of side lengths ∼30ξ0,
for example, depending on the type of experiment. On the
other hand, if the goal is instead to avoid this phase, very small
grains with L < Lc are advisable.
C. Surface roughness
With the quantitative knowledge about how the size and the
angle of the pair-breaking interfaces influence the symmetry-
broken phase, we now qualitatively study the effect of surface
184511-5
P. HOLMVALL et al. PHYSICAL REVIEW B 99, 184511 (2019)
FIG. 6. (a) Mesoscopic surface roughness, where the disorder
is on the coherence length scale or larger. The roughness is mod-
eled as mesoscopic facets that scatter incoming quasiparticle states
specularly. (b) In contrast, atomic surface roughness, where the
disorder is on the atomic scale, i.e., generally much smaller than
the superconducting coherence length, leads to diffuse scattering
of any incoming quasiparticle state. This type of roughness is not
considered in this work.
roughness. There are two well-defined regimes of surface
roughness, here referred to as mesoscopic roughness (or
ruggedness) and atomic surface roughness, as illustrated in
Fig. 6.
Mesoscopic surface roughness refers to interfaces with a
disorder that is on the order of the superconducting coher-
ence length ξ0 or larger, i.e., mesoscopic facets that scatter
specularly. For high-temperature superconductors the coher-
ence length is very short and this kind of ruggedness in-
stead of atomic scale roughness can be a relevant regime.
Figure 7 shows spontaneous magnetic fields caused by spon-
taneous superflow in square grains with side lengths of 150ξ0
[Figs. 7(a)–7(d)] and 60ξ0 [Figs. 7(e)–7(h)], with varying
degrees of mesoscopic roughness. It is seen that, despite
a rugged surface profile, the spontaneous superflow might
appear. The two key prerequisites are that the facet angle with
respect to the crystal aˆ axis must lie within the critical angle
quantified in Fig. 4, and that the area around the facet is large
enough to accommodate the superfluid momentum profile.
These findings illustrate that the symmetry-broken phase is
relatively robust against mesoscopic roughness.
Atomic surface roughness, on the other hand, refers to
surfaces that have a disorder that is on the atomic length
scale, e.g., the Bohr radius a0 or the Fermi wavelength λF,
which are both generally smaller than the superconducting
coherence length. This disorder will lead to diffuse scattering
of any incoming quasiparticle state, with a finite probability
of backscattering. Hence, while a clean pair-breaking d-wave
interface will induce a sign change for most quasiparticle
scattering trajectories, diffusivity will severely reduce the
number of such trajectories and thus also the spectral weight
of midgap states. The inclusion of diffuse surface scattering
is beyond the scope of this paper, but we note that it was
previously shown that the symmetry-broken phase in ribbons
persisted up to roughly 80% diffusivity [21]. For polar p-wave
superconductors with the nodal direction along the interface,
the order-parameter sign change accompanies all scattering
trajectories independent of conservation of p‖ (in contrast
to d-wave superconductors). The zero-energy states in such
a p-wave superconductor will thus be completely robust
against surface diffusivity and backscattering, as was shown
in Refs. [53,71]. However, since the sign change in the order
parameter in that case comes from reflected trajectories, the
robustness might be lost at interfaces with finite transmission
into other systems, e.g., in junctions [3]. In summary, the
crucial factor for the phase to appear is a significant spectral
weight of midgap states caused by sign-changing quasiparticle
scattering trajectories.
IV. SUMMARY AND CONCLUSIONS
The goal of this paper has been to provide a more com-
plete picture of spontaneous symmetry breaking tied to zero-
energy Andreev states, and to discuss experimental conditions
where such phases can be observed. As an example, we have
FIG. 7. D-wave grains with side lengths (a)–(d) 150ξ0 and (e)–(h) 60ξ0, and with different degrees of mesoscopic surface roughness (gray
boundaries) of the type introduced in Fig. 6(a). Colors indicate the magnitude of magnetic fields induced by spontaneous currents, with a
maximum and minimum flux density of roughly ±10−50/ξ 20 , where 0 ≡ hc/2|e| is the magnetic flux quantum.
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considered a particular phase with a spontaneous superfluid
momentum due to pair-breaking interfaces in unconventional
d-wave superconductors [24–26]. However, the results and
the analysis presented in this paper can be extended to other
phases and systems that host surface Andreev states, e.g.,
p-wave superconductors [49–53].
In particular, we have studied how the realization of such
phases is influenced by suppressing the spectral weight of
the midgap states (via changing the angle θ between the
pair-breaking interface and the d-wave crystal aˆ axis), by the
side length L of the grain, as well as by surface roughness.
It was found that the transition temperature T ∗(θ ) into
the symmetry-broken phase follows the angular dependence
of the zero-energy state peak NMGS(θ ), showing robustness
against variations in θ , even appearing at completely circular
interfaces.
Furthermore, it was found that the sample-averaged ob-
servables (e.g., the heat-capacity jump in the phase transition)
scale as L−1, down to a critical side length L = Lc. At this
side length, superconductivity starts becoming suppressed.
Hence, sample-averaged observables are generally maximized
at Lc. The critical side length depends on the shape of
the sample; e.g., it was found that Lc ≈ 30ξ0 for a square
grain.
With the above quantitative knowledge about how the
shape and the size of the grain influence the symmetry-broken
phases, grains with different degrees of mesoscopic surface
roughness were analyzed. The conclusion was that any pair-
breaking interface can generate spontaneous superflow, as
long as the interface is within the critical angle and there
is enough area around the interface to form the associated
spontaneous currents. Finally, we discussed atomic surface
roughness, referring to interfaces with diffuse quasiparti-
cle scattering. Due to the results of Refs. [21,53,71], the
translational symmetry-breaking phase is expected to survive
considerable atomic surface roughness, but more research is
required.
We have seen that any effect that reduces the spectral
weight of zero-energy states may impede the realization of
the symmetry-broken phases and the formation of the sponta-
neous superfluid momentum with associated magnetic flux.
In the same way, broadening of the Andreev state peak in
the density of states can also be detrimental. Broadening can
be due to impurity scattering [72], and will also be induced
when the edge is contacted by, for instance, a metal probe
with a finite transparency T at the interface. For impurities
the broadening  is set by the impurity strength and density
of impurities, while the interface to a metal contact gives a
broadening of order dT (see, e.g., the review in Ref. [3]).
When the broadening becomes of the same order of magnitude
as the Doppler shifts, i.e., when  ∼ kBT ∗, the broken sym-
metry phase might not be energetically favorable anymore.
In conclusion, the advice to experimentalists aiming to
study these phases is therefore to use systems with a max-
imized spectral weight of zero-energy Andreev states, with
minimal interference from effects that broaden these states
(e.g., atomic-scale surface roughness, impurities, and strong
external fields). For measurements of sample-averaged (e.g.,
thermodynamic) quantities, it is desirable to maximize the
pair-breaking surface-to-volume ratio, as long as the volume
does not become so small that superconductivity is severely
suppressed. Thus, a specific suggestion would be to use heavy
ion bombardment to induce well-defined pair-breaking chan-
nels [46]. Another suggestion would be to deposit on a sub-
strate a large array of rectangular or square-shaped thin-film
d-wave grains with maximally pair-breaking edges, where
the smallest side length is L = Lc ≈ 30ξ0, and then look for
either a heat-capacity jump at T = T ∗ with nanocalorimetry
[47], or the mesoscopic currents and flux that we previously
reported on [24–26] with local probes, e.g., single-spin de-
tectors [39], scanning-tunneling spectroscopy [40,41], nano-
SQUIDS [42], magnetometry [43], and diamond cantilevers
[44,45].
There are still open questions regarding the survival of
these symmetry-breaking phases at semitransparent or trans-
parent interfaces, and how they are influenced by quantum-
size effects using fully microscopic theories [73–80]. Fur-
thermore, it would be interesting to see how the translational
symmetry-breaking phase survives diffuse surface scattering
[21,53], impurity effects [72], and in p-wave systems [49–53].
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Abstract. Unconventional d-wave superconductors with pair-breaking edges are predicted to
have ground states with spontaneously broken time-reversal and translational symmetries. We
use the quasiclassical theory of superconductivity to demonstrate that such phases can exist at
any single pair-breaking facet. This implies that a greater variety of systems, not necessarily
mesoscopic in size, should be unstable to such symmetry breaking. The density of states
averaged over the facet displays a broad peak centered at zero energy, which is consistent with
experimental findings of a broad zero-bias conductance peak with a temperature-independent
width at low temperatures.
1. Introduction
It was established already in the 1990s that a number of high-temperature superconductors
have an order parameter with dx2−y2 symmetry [1]. In such materials, quasiparticle scattering
at surfaces or off defects, where the sign of the d-wave order parameter changes for incoming
and outgoing scattering trajectories, leads to the formation of Andreev bound states at zero
energy [2–4]. For an ideal specular surface with [110]-orientation, all scattering trajectories
include the sign change, and the spectral weight of these zero-energy Andreev bound states
is very large: they form a flat band at zero energy as function of momentum parallel to
the interface, k‖. Shifting these mid-gap states to finite energies can lead to lowering of the
free energy. Any mechanism providing such a shift can then lead to a phase transition into
a new ground state with an associated broken symmetry [5, 6]. Several mechanisms have
been proposed, all leading to spontaneous time-reversal symmetry breaking: development of
a subdominant superconducting component of the order parameter in a time-reversal symmetry
breaking combination with the dominant, e.g. dx2−y2 + is, [7–9]; magnetic ordering [10]; and,
finally, spontaneous supercurrents [11–16]. The first two scenarios require an additional coupling
constant leading to an associated mean-field order parameter, while the last does not. Which
scenario that would be realized experimentally depends on material parameters, for instance the
strength of the coupling constants. It was shown in Ref. [15] that the transition temperature
within the third scenario is very large, of the order of 20% of the superconducting transition
temperature Tc. As a consequence, the other scenarios can compete only if their corresponding
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coupling constants are very large, or if the phase with spontaneous supercurrents is suppressed
for one reason or another.
So far, there are several transport experiments supporting spontaneous time-reversal
symmetry breaking [17–23]. But direct measurements of the associated supercurrents and
magnetic fields remain controversial [24, 25]. In our previous studies [15], we showed that
this controversy could be related to the manner in which these currents and magnetic fields
appear. We found a translational and time-reversal symmetry-breaking phase, in which a
staggered pattern of fractional vortex-antivortex pairs forms like a necklace along the pair-
breaking surface. The symmetric proportion of vortices to antivortices effectively eliminates any
net current and magnetic flux, and the small size of the vortices of a few coherence lengths
makes direct observation challenging.
Vorontsov found that a phase gradient can be generated through spontaneous time-reversal
symmetry breaking in thin films [14, 26–29], caused by finite-size effects in the form of a proximity
of two pair-breaking interfaces. In our previous work [15] we studied mesoscopic grains with only
pair-breaking edges and found that the vortex-antivortex phase is more energetically favorable
than the thin-film phase predicted by Vorontsov. In this study, we show that the vortex-
antivortex phase can occur without finite-size effects. This is done by considering a system with
a single pair-breaking edge.
2. Model and methods
We study a mesoscopic superconducting grain in vacuum and equilibrium, with a d-wave pairing
symmetry. The sides of the system are perfectly aligned with the crystal ab-axes, except one
facet which is misaligned by a 45◦ rotation (see Fig. 1). The facet gives rise to mid-gap states
associated with surface pair-breaking, and has a side-length given in units of the superconducting
coherence length ξ0 ≡ h¯vF /2pikBTc. Furthermore, a clean superconductor and a cylindrical
Fermi surface is assumed.
To study this system, the quasiclassical theory of superconductivity [30, 31] is used. In this
formulation, the superconducting d-wave order parameter ∆d(R) depends on the anomalous
Green’s function (pair propagator) f(pF ,R; n) through the gap equation
∆d(R) = VdkBT
∫
dθpF
2pi
η∗d(θpF )
∑
|n|≤Ωc
f(pF ,R; n), (1)
at spatial coordinate R, quasiparticle momentum pF and Matsubara energy n (these parameters
will from now on be dropped for a compact notation). Here, θpF is the angle between the Fermi
momentum and the crystal ab-axes, ηd(θpF ) =
√
2 cos(2θpF ) the d-wave order parameter basis
function, Vd = −NFλd the pair-potential, NF the normal-state density of states at the Fermi
surface, λd the pairing interaction, and Ωc the cutoff energy. The anomalous Green’s function
is the off-diagonal component of the Matsubara Green’s function
gˆ =
(
g f
−f˜ g˜
)
, (2)
where hat denotes Nambu (electron-hole) space. The tilde operation denotes particle-hole
conjugation, g˜(pF ,R; n) = g
∗(−pF ,R, n) [and the same for f˜ ]. The Green’s function is
obtained by solving the Eilenberger equation with the associated normalization condition
ih¯vF ·∇Rgˆ +
[
τˆ3z − ∆ˆ, gˆ
]
= 0ˆ, (3)
gˆ2 = −pi21ˆ, (4)
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where ∆ˆ = i(τˆ2<∆d + τˆ1=∆d)ηd(θpF ), and τˆi (i = 1, 2, 3) are the three Pauli matrices in Nambu
space. The Eilenberger equation and the gap equation are solved self-consistently by the so-
called Riccati technique (see for instance Ref. [32]). After self-consistency has been achieved,
we compute observables such as the current density
j(R) = 4pieNFkBT
∫
dθpF
2pi
vF (pF )
∑
n
g(pF ,R; n). (5)
The magnetic flux density induced by the current density is calculated through Maxwells
equations and Ampe`re’s circuit law.
3. Results and discussion
Figure 1 shows the induced magnetic flux density for two different superconducting grains
that both have a single pair-breaking facet. The flux is generated by the fractional vortex-
antivortex phase, and the pair-breaking facet is formed by cutting away either a triangular
corner or a triangular section in the middle of a square grain, as shown in Figs. 1 (a) and (b),
respectively. Thus, in the latter case, the pair-breaking facet is completely surrounded by bulk
superconductivity. The fact that the phase persists in these two systems clearly illustrates a
contrast to the Vorontsov phase [14], which relies on the proximity of two pair-breaking edges.
Figure 1 (c) shows a magnification of the pair-breaking facet in Figure 1 (a). As shown, there
++
-
-
(a) (b)
(c)
Figure 1. (Color online) (a) A d-wave superconducting grain at temperature T = 0.1Tc with
a spontaneously induced magnetic flux density, due to spontaneous generation of fractional
vortices and antivortices. The latter breaks time-reversal and translational (along the facet)
symmetries, and is linked to an energetically favorable Doppler shift of mid-gap states to finite
energies. These mid-gap states are formed through pair-breaking along the diagonal grain facet,
which is rotated 45◦ relative to the crystal ab-axes. All other grain edges are perfectly aligned
with the crystal axes, as indicated by the graphics. In panel (b), a triangular portion of a
square superconductor has been cut away, such that the pair-breaking facet is surrounded by
bulk superconductivity. Panel (c) is a magnification of the pair-breaking facet in panel (a).
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might be an unequal number of vortices and antivortices for certain sizes, although the flux
density sums to zero. This is illustrated further in Fig. 2, where we vary the length of the pair-
breaking facet in corner-cut systems. Each panel shows the induced flux along the pair-breaking
facet in a square grain of side-length 120ξ0. The length of the facet varies from 2.5ξ0 in panel
(a), to 66ξ0 in panel (f). There are two relevant regimes; one when the length of the facet is
comparable to the fractional vortex size (∼ 5ξ0), and another when it is much larger. In the
latter case, the fractional vortices have a fairly constant diameter of 5ξ0, except the corner, or
(outermost, vortices which are generally smaller. Lengthening the facet increases the size of the
corner vortices, until they reach the same size as the central vortices, and new corner vortices
are formed. Therefore, there might be an unequal number of vortices and antivortices for certain
sizes. The flux density sums to zero, however, thanks to the corner vortices being much smaller.
This again illustrates the fractionality of the vortices. The most striking feature, however, is that
the phase survives even as the facet becomes smaller than 5ξ0, yielding a system with a single
fractional vortex and a clear net flux. The system obviously finds it more favorable to shift the
mid-gap states at the expense of having a net flux. Thus, the system with a single pair-breaking
facet seems to lack a critical minimum size, in contrast to both the thin-film geometry [14], and
the mesoscopic grain where all sides are pair-breaking [15].
Finally, Figs. 3 (a)–(b) show the density of states (DOS) along the facet for the systems in
Figs. 2 (a)–(b), respectively. All other systems have an identical DOS as in panel (b). The solid
(f)
(e)
(a) (c)(b)
(d)
Figure 2. (Color online) Magnetic flux density due to spontaneous fractional vortices along a
pair-breaking facet, where the length of the facet varies from panel (a) to (f). In each panel,
the system is a square grain with a side-length of 120ξ0, with one of the corners cut off at a 45
◦
angle to generate the pair-breaking facet, as illustrated in Fig. 1 (a). Due to finite-size effects,
there might be an unequal amount of vortices and antivortices, although the total flux still adds
to zero. The only exception is when the facet is smaller than the typical vortex size (∼ 5ξ0) as in
panel (a), at which point there is a single vortex and a net flux. The temperature is T = 0.1Tc.
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(a) (b)
Figure 3. (Color online) Density of states as a function of energy at the pair-breaking facet,
evaluated in the middle of a vortex current (dashed line) and between vortices (dot-dashed line).
The solid line is the facet-averaged density of states. Panels (a)–(b) correspond to the systems
in Figs. 2 (a)–(b), respectively. The rest of the systems have an identical DOS as in panel (b).
lines represent the facet-averaged DOS, the dashed lines the local DOS at a node (vortex) and
the dot-dashed lines the local DOS at an anti-node (between vortices). System (a) has a single
vortex, resulting in a fully split peak. All other systems show a wide peak in the facet-averaged
DOS. This result would be observable in a tunneling experiment as a conductance peak centered
at zero energy with a rather large width, that at low temperatures is temperature independent.
Only for system (a), or with a very local probe (point contact with a diameter smaller than the
superconducting coherence length) would a split conductance peak be observable.
4. Conclusions
We have used the quasiclassical theory of superconductivity to study a phase that spontaneously
breaks translational and time-reversal symmetries at pair-breaking edges, in unconventional d-
wave superconductors. Similar phases have been suggested by theory for quite some time, but
up until now, have relied on finite-size effects and the proximity of two such pair-breaking edges.
We have shown that such finite-size effects are not necessary for such a phase to exist, and that
there is no clear critical size below which the phase disappears. This implies that any system
with pair-breaking edges should be unstable to the formation of fractional vortices. Therefore,
the phase should be present at a greater variety of systems than previously proposed, and lead
to a broadening of zero-bias conductance peaks.
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