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MEASURING SINGULARITY OF GENERALIZED
MINIMIZERS FOR CONTROL-AFFINE PROBLEMS
MANUEL GUERRA1 AND ANDREY SARYCHEV2
Abstract. An open question contributed by Yu. Orlov to a recently
published volume ”Unsolved Problems in Mathematical Systems and
Control Theory”, V.D. Blondel & A. Megretski (eds), Princeton Univ.
Press, 2004, concerns regularization of optimal control-affine problems.
These noncoercive problems in general admit ’cheap (generalized) con-
trols’ as minimizers; it has been questioned whether and under what
conditions infima of the regularized problems converge to the infimum
of the original problem. Starting with a study of this question we show
by simple functional-theoretic reasoning that it admits, in general, pos-
itive answer. This answer does not depend on commutativity/noncom-
mutativity of controlled vector fields. It depends instead on presence or
absence of a Lavrentiev gap.
We set an alternative question of measuring ”singularity” of minimiz-
ing sequences for control-affine optimal control problems by so-called
degree of singularity. It is shown that, in the particular case of sin-
gular linear-quadratic problems, this degree is tightly related to the
”order of singularity” of the problem. We formulate a similar question
for nonlinear control-affine problem and establish partial results. Some
conjectures and open questions are formulated.
Keywords: optimal control-affine problem, regularization, generalized
control, singular linear-quadratic optimal control problem, order of singu-
larity, Lavrentiev phenomenon
1. Introduction
The following open question, suggested by Yu. Orlov, appeared in a
recently published volume by V. Blondel et. al. [19].
Consider an optimal control problem.
JT0 (u(·)) =
∫ T
0
x(t)′Px(t)dt→ min,(1)
x˙ = f(x) +G(x)u, x(0) = x0.(2)
T ∈]0,+∞] is fixed, P denotes a symmetric definite positive matrix, f is a
smooth vector field and G(x) = (g1(x), g2(x), ..., gk(x)) is an array of smooth
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vector fields. An endpoint condition
(3) x(T ) = xT
can be added when T <∞.
Consider a regularization of this problem, which amounts to minimization
of the penalized functional
(4) JTε (u(·)) =
∫ T
0
x(t)′Px(t) + ε|u(t)|2dt→ min,
calculated along the trajectories of (2). The question put by Yu. Orlov in
[19] was whether and under what assumptions
lim
ε→0+
min
u
JTε (u) = infu
JT0 (u).
We show that the answer to this question is positive in almost all cases.
Further, the result holds for every nonnegative penalization (not necessarily
quadratic) that one may chose to regularize the functional (1).
We suggest an alternative question. In our opinion it is not the values
of the infima which should be studied, but rather the asymptotics of the
regularized functionals along minimizing sequences of JT0 . Indeed, it is quite
general phenomenon that, for generic data lim
m→∞
∥∥u(m)∥∥
L2
= +∞ holds for
any sequence
{
u(m) ∈ L∞,loc, m ∈ N
}
such that lim
m→∞ J
T
0 (u
(m)) = inf
u
JT0 (u).
We trust that the minimal rate of growth of a sequence
{∥∥u(m)∥∥
L2
, m ∈ N
}
that can be achieved when JT0 (u
(m)) ≤ inf
u
JT0 (u)+
1
m , is an important prop-
erty characterizing the degree of singularity of problem (1)-(2) or (1)-(2)-(3).
For the particular case of singular linear-quadratic problems we are able
to fully characterize all types of singularities that occur. For nonlinear
control-affine case we provide partial answers.
This paper is organized as follows. In Section 2 we answer Yu. Orlov’s
question in finite-horizon and infinite-horizon settings and introduce an ex-
tension of this question demonstrating its interrelation with Lavrentiev phe-
nomenon in calculus of variations and optimal control. In Section 3 we
introduce the notion of ”degree of singularity” (Definition 3.1) and set the
problem of ’measuring singularity’ of generalized minimizers. In Section 4
we give a full characterization of possible values of the degree of singularity
for singular linear-quadratic problem in finite-horizon and infinite-horizon
settings (Theorems 4.1, 4.2, 4.3). In Section 5 we introduce the case of non-
linear control-affine problems (1)-(2)-(3). The general driftless case is solved
in Section 6 (Theorem 6.1). In Section 7 we provide an upper estimate of the
degree of singularity for the case, where the cost is positive state-quadratic
and controlled vector fields gi commute: [gi, gj ] = 0, ∀i, j (Theorem 7.1). In
Section 8 we provide some evidence for existence of a better estimate for the
commutative case and illustrate by example. The proofs of several results
discussed in Sections 4-7 are quite technical and are collected in Section 9.
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A brief exposition of part of these results has appeared in [10].
Partial results for generic control-affine problems (1)-(2)-(3) with non-
commuting inputs will be the object of a separate publication.
We are grateful to an anonymous referee who brought to our attention
some additional bibliographic references and whose stimulating questions
and remarks allowed us to (hopefully) improve the presentation especially
in what regards Section 2.
2. Convergence of regularized functionals and Lavrentiev
phenomenon
In this Section we answer Yu. Orlov’s question in a slightly more general
setting. Namely, we will consider in place of (4), the functional penalized
by ερ(t, u(t))
(5) JTε (u(·)) =
∫ T
0
x(t)′Px(t) + ερ(t, u(t)) dt,
where ρ : [0, T ]×Rk 7→ [0,+∞[ is a nonnegative Borel function. We denote
by Uρ the set of admissible controls for the problem (5)-(2) ((5)-(2)-(3)):
(6) Uρ =
{
u : [0, T ] 7→ Rk |u is measurable,
∫ T
0
ρ(t, u(t)) dt < +∞
}
,
provided we set JTε (u) = +∞ for any u ∈ Uρ for which (2) does not admit
solution in the interval [0, T [. It is clear that Uρ = Lkp[0, T ], whenever
ρ(t, u) = |u|p in (6) with p ∈ [1,+∞[, as it is often the case.
Basically, a positive answer to Yu. Orlov’s question is contained in the
following result.
Theorem 2.1. Let Uρ be a class of admissible controls defined by (6),
JT0 (u), J
T
ε (u) be the original cost functional (1) and the regularized cost
functional (5), respectively. Then
(7) lim
ε→0+
inf
u∈Uρ
JTε (u) = inf
u∈Uρ
JT0 (u). 
Proof. Fix u(m) ∈ Uρ, a minimizing sequence for JT0 . Without loss of gener-
ality one may think that JT0 (u
(m)) ≤ inf JT0 +1/m. Let
∫ T
0 ρ(t, u(t)) dt = νm.
Then,
inf JT0 ≤ inf JTε ≤ JTε (u(m)) =
=JT0 (u
(m)) + ενm ≤ inf JT0 + 1/m+ ενm.
Taking εm = ν
−1
m /m we conclude that
inf JT0 ≤ inf JTεm ≤ JTεm(u(m)) ≤ inf JT0 + 2/m
and hence (7) holds. 
Theorem 2.1 has the following immediate Corollary:
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Corollary 2.2. If uε(·) ∈ Uρ are minimizers of the regularized problems
(5)-(2) or (5)-(2)-(3), then
lim
ε→0+
JT0 (uε) = inf
u∈Uρ
JT0 . 
Note that the main point of regularizing a singular problem (1)-(2) or (1)-
(2)-(3) is to obtain a similar problem possessing a minimizer in a suitable
space of regular controls. Existence results for optimal control problems with
control-affine dynamics typically require superlinear growth of the integrand
in the cost functional, as |u| → ∞ (see e.g. [4]), i.e. ρ(t, |u|)/|u| → ∞ as
|u| → ∞, uniformly with respect to t ∈ [0, T ]. Therefore, a penalty of type
ρ(t, u) = |u|1+η (η > 0, constant) typically guarantees existence of solution
for the regularized problem, while a penalty of type ρ(t, u) = |u| may fail
to do it. It is also natural to assume that all the classes Uρ of controls
(see (6)) are contained in Lk1 [0, T ]; otherwise it is hard to verify existence of
trajectories of the control-affine system (2).
An interesting extension of the original question formulated in [19] would
be to admit not only the possibility of regularizing the functional but also
of ’regularizing’ its domain of definition.
This would mean introducing two classes of controls U ⊃ Uρ, considering
the functional (1) on U while considering the regularized functionals (5) in
a smaller class of ’more regular’ controls Uρ. Here U can be any suitable
class of controls, not necessarily defined by an equality of type (6).
Our extended question would be whether
(8) lim
ε→0+
inf
u∈Uρ
JTε (u) = inf
u∈U
JT0 (u) ?
This question turns out to be tightly related (and in fact equivalent) to an-
other prominent issue of the calculus of variations and optimal control - the
Lavrentiev phenomenon (see [4] for a brief account and historical remarks).
Recall that a functional JT0 (u) defined on a class U ⊃ Uρ exhibits Lavren-
tiev phenomenon or possesses U − Uρ Lavrentiev gap if
(9) inf
u∈U
JT0 (u) < inf
u∈Uρ
JT0 (u).
The following elementary result shows that validity of (8) is equivalent to
nonoccurence of Lavrentiev phenomenon for JT0 .
Theorem 2.3. Equality (8) holds if and only if JT0 does not possess U −Uρ
Lavrentiev gap. 
Proof. Whenever we have equality in place of strict inequality in (9) there ex-
ists a minimizing sequence u(m) ∈ Uρ such that lim
m→∞ J
T
0 (u
(m)) = inf
u∈U
JT0 (u).
Now (8) is concluded in the same way as (7) has been concluded in the proof
of the Theorem 2.1.
Note that by Theorem 2.1 lim
ε→0+
inf
u∈Uρ
JTε (u) = inf
u∈Uρ
JT0 (u). By direct com-
putation lim
ε→0+
inf
u∈Uρ
JTε (u) ≥ inf
u∈U
JT0 (u). Whenever the last inequality is
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strict we immediately conclude the presence of Lavrentiev gap inf
u∈Uρ
JT0 (u) >
inf
u∈U
JT0 (u).  
Thus we have completely reduced the validity of the equality (8) above to
the nonoccurence of U −Uρ Lavrentiev gap for the optimal control problem
(1)-(2) or (1)-(2)-(3).
Lavrentiev phenomenon has been mainly studied for the classical problem
of Calculus of Variations, Some partial results regarding occurrence of this
phenomenon for optimal control problems are known; see [5, 21] where there
are examples of Lavrentiev phenomenon occurring for variational problems
with higher-order derivatives; these problems can be interpreted as Lagrange
problems with linear dynamics.
The Lavrentiev phenomenon is seen more as a rarity; the above cited
results certainly involve more sophisticated cost functionals than the qua-
dratic functional (1), though the dynamics involved are linear autonomous
in contrast to (2).
In the case of finite horizon T < +∞, nonoccurrence of Lk1[0, T ]−Lk∞[0, T ]
Lavrentiev gap in (1)-(2) or (1)-(2)-(3) can be easily proved. To see this,
consider a minimizing sequence
{
u(m) ∈ Lk1[0, T ],m ∈ N
}
of the functional
JT0 (u). Recall that the input/trajectory mapping u(·) 7→ xu(·) is continuous
(on some Lk1 [0, T ]-neighborhood of each u
(m)) with respect to Lk1 [0, T ] metric
of u’s and Ln∞[0, T ]-metric of xu’s. Then the map u 7→ JT0 (u) =
∫ T
0 x
′
uPxudt
is continuous. As we know the functions from Lk1 [0, T ] are approximable
in L1-metric by functions from L
k∞[0, T ]. Hence, taking proper approxi-
mations of the functions
{
u(m)
}
we can construct for JT0 (u) a minimizing
sequence
{
u¯(m)
}
of functions from Lk∞[0, T ]. Therefore inf
u∈Lk∞[0,T ]
JT0 (u) =
inf
u∈Lk1 [0,T ]
JT0 (u), which implies equality in (8) according to Theorem 2.3. Thus
we proved the following
Theorem 2.4. Consider the problem (1)-(2) ( (1)-(2)-(3)) with finite hori-
zon T < +∞. Equality (8) holds for any classes of controls Lk1 [0, T ] ⊃ U ⊃
Uρ ⊃ Lk∞[0, T ]. 
We are not aware of any results on occurrence/nonoccurrence of Lavren-
tiev phenomenon for infinite horizon. We provide below conditions which
can be imposed on the control system (2) in order to guarantee the lack of
Lavrentiev gap for the problem (1)-(2) with T = +∞ and validity of equality
(8) for a pair Lk1,loc, L
k
p[0,+∞[.
Definition 2.1. The control affine system (2) is said to be locally stabilizable
of order α if there exists a Lipschitzian feedback u¯(x), and a constant C <
+∞ such that u¯(0) = 0 and |x(t;x0)| ≤ C|x0|(t+1)−α holds for every x0 in
some neighborhood of the origin. Here x(t;x0) is the trajectory of the ODE
x˙ = f(x) +G(x)u¯(x), x(0) = x0. 
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Theorem 2.5. Assume the horizon to be infinite: T = +∞. If the system
(2) is locally stabilizable of order α > 1p , with p ∈ [1, 2[, then J∞0 does not
have L1,loc − (Lp ∩ L∞) Lavrentiev gap, i.e.
inf
u∈Lkp [0,+∞[∩Lk∞[0,+∞[
J∞0 (u) = inf
u∈Lk1,loc
J∞0 (u).
For p ∈ [2,+∞] the equality holds provided α > 12 . 
Proof. In the case inf
u∈Lk1,loc
J∞0 (u) = +∞, the theorem holds trivially. Hence
we only need to consider the case when inf
u∈Lk1,loc
J∞0 (u) < +∞.
Fix ε > 0. For each u ∈ Lk1,loc let xu denote the corresponding trajec-
tory of system (2). There exists u˜ ∈ Lk1,loc such that
∫∞
0 xu˜(t)
′Pxu˜(t)dt <
inf
u∈Lk1,loc
J0+ ε < +∞. Then lim
t→+∞
∫ +∞
t xu˜(τ)
′Pxu˜(τ)dτ = 0. Since P is pos-
itive there must exist a sequence {tj} → +∞ for which xu˜(tj) → 0. Since
u 7→ xu(·) is a continuous mapping from Lk1[0, tj ] into Ln∞[0, tj ], it follows
by density of Lk∞[0, tj ] that there exist controls uj ∈ Lk∞[0, tj ] such that∫ tj
0
xuj (t)
′Pxuj (t) dt ≤
∫ tj
0
xu˜(t)
′Pxu˜(t) dt+ ε ≤ inf
u∈Lk1,loc
J∞0 (u) + 2ε;
xuj (tj)→ 0.
Concatenate the trajectory xuj (·) with the trajectory yj(t) starting at xuj(tj)
and driven by the feedback control u¯ from Definition 2.1. For every suffi-
ciently large j ∈ N there holds
|yj(t)′Pyj(t)| ≤ C1|xuj (tj)|2(1 + t− tj)−2α, ∀t ≥ tj.
This implies ∫ +∞
tj
yj(t)
′Pyj(t)dt ≤ C1
2α− 1 |xuj (tj)|
2.
Since the feedback control u¯(x) is Lipschitzian and u¯(0) = 0, then |u¯(yj(t))| ≤
C2|yj(t)| ≤ C3|xuj (tj)|(1 + t − tj)−α, and hence for some M < +∞,∫ +∞
tj
|u¯(yj(t))|pdt < M , holds for all sufficiently large j ∈ N. This proves
that the control,
uˆj(t) =
{
uj(t) if t ≤ tj;
u¯(yj(t)) if t > tj,
is of class Lkp[0,+∞[∩Lk∞[0,+∞[. Evaluating the functional J0 along the
corresponding concatenated trajectory xuˆj (·) we conclude that
J0(uˆj) ≤ inf
u∈Lk1,loc
J0 + 2ε+
C1
2α− 1 |xuj (tj)|
2.
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Choosing j sufficiently large we thus construct a control uε(·) ∈ Lkp[0,+∞[
for which
J0(uε) ≤ inf
u∈Lk1,loc
J0 + 3ε.
Taking ε → 0 we arrive to a minimizing sequence of p-integrable controls.
The proof is completed by application of Theorem 2.1. 
The following corollary follows immediately from Theorems 2.3 and 2.5:
Corollary 2.6. Assume the horizon to be infinite: T = +∞. If the system
(2) is locally stabilizable of order α > 1p , with p ∈ [1, 2[, then
lim
ε→0+
inf
u∈Lkp [0,+∞[
(
J∞0 (u) + ε‖u‖pLkp [0,+∞[
)
= inf
u∈Lk1,loc
J∞0 (u).
For p ∈ [2,+∞[ the equality holds provided α > 12 . 
Note that the convergence issue for regularized functionals is settled by
elementary functional-theoretic arguments and the answer does not depend
on commutativity assumptions for the controlled vector fields and other
issues typically involved in the study of generalized controls. We would like
to formulate now a different problem related to the system (2), which will
be central point of our contribution.
3. Degree of singularity. Problem setting
In what follows we consider our optimal control problem with finite or
infinite horizon.
Due to lack of coercivity, ”classical” minimizers for (1)-(2)-(3) do not,
in general, exist. It is known that for generic boundary conditions, mini-
mizing sequences of classical controls usually converge to some ’generalized
controls’ which may contain impulses or more complex singularities. For
such problems quasioptimal (ε-minimizing) controls uε are known to exhibit
high-gain highly-oscillatory behavior. It is expected lim
ε→0+
‖uε‖L2 = +∞ to
hold for any minimizing sequence {uε}. Still the asymptotics of growth of
‖uε‖L2 varies from problem to problem and therefore this asymptotics can
be used for measuring the degree of singularity of the problem. This is also a
problem of practical importance, because suboptimal controls are harder to
realize in practice when ”good” approximations of inf JT0 require ’too high’
gain and ’too fast’ oscillation.
In order to address this question, we introduce the following measure of
”singular behavior” of a problem (1)-(2)-(3).
Definition 3.1. In the finite horizon case the degree of singularity of the
problem (1)-(2)-(3) is
σT = lim sup
ε→0+
inf
{
ln ‖u‖L2 : JT0 (u) ≤ inf JT0 + ε, |xu(T )− xT | < ε
}
ln 1ε
.
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In the infinite horizon case the degree of singularity of the problem (1)-(2)
is
σ∞ = lim sup
ε→0+
inf
{
ln ‖u‖L2 : J∞0 (u) ≤ inf J∞0 + ε
}
ln 1ε
. 
Our main goal from now on will be computation of degree of singularity
for various optimal control-affine problems. In the next Section we provide
a complete analysis for singular linear quadratic problems.
4. Singular linear-quadratic case
In this section we discuss the relationship between the degree of singu-
larity σT and the structure of generalized minimizers in the singular linear-
quadratic case. We believe this relation provides a compelling evidence for
the usefulness of degree of singularity for measuring singular behavior of
minimizing sequences.
In [9], a definition of order of singularity for LQ problem has been in-
troduced and it was shown that singular linear-quadratic problems can be
classified according to it. This order of singularity is an integer r ≤ n, n
being the dimension of the state space. If inf
u
JT0 (u) > −∞, then a problem
of order r admits a generalized minimizer in the Sobolev space H−r.
We will show that the degree of singularity σT from Definition 3.1 is
tightly related to the order of singularity of a problem. For (singular) LQ
problems with state-quadratic integrand x′Px and P > 0 it is shown that
σT =
1
2 , while order of singularity equals 1. For an LQ problem, with more
general functional (11), order of singularity r and generic boundary data,
σT = r − 12 . When nongeneric boundary conditions are imposed, one can
show that σT admits values from a finite set. These values correspond to a
stratification of the space of boundary data, which is related to results in
[13], [14], [22] and [9].
The content of Subsections 4.1 to 4.4 below is essentially a brief sketch of
the results contained in [9], which are essential for the computation of σT .
Subsection 4.5 contains an important technical result (Proposition 4.10)
regarding approximation of distributions from Sobolev space H−r. This
result is applied in Subsection 4.6 to computation of the values of degree of
singularity σT .
4.1. Assumptions. Along this Section the controlled dynamics (2) is linear
time-invariant:
(10) x˙ = Ax+Bu, x(0) = x0.
The end-point condition is (3). The cost functional, we consider, will be
more general than (1):
(11) JT0 (u) =
∫ T
0
x′uPxu + 2u
′Qxu + u′Rudτ,
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where R is a symmetric nonnegative matrix. If R is positive definite, then
there exists analytic minimizing control for this problem (at least for suffi-
ciently small T ) and hence the degree of singularity σT = 0. Therefore the
case of interest is the singular one, where R possesses a nontrivial kernel.
We assume the following to hold.
Assumption 4.1. Let the matrices A, B, P, Q, R in (10),(11) be such
that for x0 = xT = 0 and each T ∈]0,+∞[, there exists a subspace S+T , of
finite codimension in Lk2[0, T ], such that J
T
0 > 0 on S+T \ {0} (the subspace
S+T and its codimension may depend on T ). 
Assumption 4.1 may look not very natural, but as we will now explain, it
is closely related to finiteness of inf JT0 .
If there exist T ∈]0,+∞[ and an infinite-dimensional subspace, S− ⊂
Lk2[0, T ] such that J
T
0 (u) < 0 in S−\{0}, then one can prove that infu J
T
0 (u) =
−∞ holds for every T > 0 and any boundary conditions. Thus finiteness of
inf JT0 requires that for each T ∈]0,+∞[ there exist some subspace of finite
codimension in Lk2[0, T ] where J
T
0 is non-negative. In this case, the only way
in which Assumption 4.1 can fail is when the quadratic form u 7→ JT0 (u) has
infinite-dimensional kernel. In [9] it is shown how this kernel can be ”factored
out”. Naturally, Assumption 4.1 will hold after such a factorization.
Resuming, we may think of Assumption 4.1 as of a version of the more
intuitive
Assumption 4.2. inf JT0 (u) > −∞ holds for each boundary data (x0, xT )
(for each initial data x0, when T = +∞). 
Assumptions 4.1 and 4.2 are closely related but not equivalent. Using the
first one is more convenient from the technical viewpoint. A complete study
of problems (10)-(3)-(11) which satisfy inf
u
JT0 (u) > −∞ can be found in [9].
Therein it is shown how Assumption 4.1 can be checked using only linear
algebra computations.
Note that, in the finite-horizon case neither P nor the quadratic form
(x, u) 7→ x′Px+ 2u′Qx+ u′Ru need to be nonnegative for inf
u
JT0 (u) > −∞
to hold. In the infinite-horizon case we will require this latter nonnegativity.
4.2. Desingularization of LQ problems. Provided Assumption 4.1 holds,
a singular linear-quadratic problem (10)-(3)-(11) can be reduced to a regular
problem, i.e. to an LQ problem with quadratic cost, which is strictly convex
with respect to control. This is done by the following multistep procedure
(for a detailed account of a more general procedure without Assumption 4.1,
see [9]).
Let φ : L2,loc 7→ L2,loc be the primitivization:
φu(t) =
∫ t
0
u(τ) dτ, ∀u ∈ L2,loc.
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By choosing a suitable coordinate system in the space of control variables,
we may assume without loss of generality that the nonnegative matrix R in
(11) is of the form R =
(
R0,0 0
0 0
)
, where R0,0 ∈ Rk0×k0 , R0,0 > 0. We
consider the corresponding splitting of the vectors u = (u0, u1) ∈ Rk, u0 ∈
R
k0 and of the matrices
B = (B0,0, B0,1) ∈ Rn×k, B0,0 ∈ Rn×k0 , Q =
(
Q0,0
Q0,1
)
∈ Rk×n, Q0,0 ∈ Rk0×n.
Let us introduce the operator γ : Lk2,loc 7→ Lk2,loc
γu =
(
u0 +R
−1
0,0
(
Q0,0B0,1 −B′0,0Q′0,1
)
φu1, φu1
)
.
The following Proposition represents the trajectory xx0,γu and the value of
the functional J0(u) via solution of an LQ problem, which is ’less singular’.
Due to it the representation below is called desingularization procedure.
Proposition 4.1 ([9]). For every x0 ∈ Rn, u ∈ Lk2 [0, T ], there holds:
xx0,u (t) =x
1
x0,γu (t) +B0,1φu1 (t) ,
Jx0 (u) =
∫ T
0
x1′x0,γuPx
1
x0,γu + 2 (γu)
′Q1x1x0,γu + (γu)
′R1γu dτ+
+
∫ T
0
u′1
(
Q0,1B0,1 −B′0,1Q′0,1
)
φu1 dτ+
+ 2φu1 (T )
′Q0,1x1x0,γu (T ) + φu1 (T )
′Q0,1B0,1φu1 (T ) ,
where x1x0,v denotes the trajectory of the system
x˙ = Ax+B1v, x (0) = x0,
B1 = (B0,0, B1,1) ;
B1,1 =
(
A−B0,0R−10,0Q0,0
)
B0,1 +B0,0R
−1
0,0B
′
0,0Q
′
0,1;
Q1 =
(
Q0,0
Q1,1
)
;
Q1,1 = B
′
0,1
(
P −Q0,0R−10,0Q0,0
)
−Q0,1
(
A−B0,0R−10,0Q0,0
)
;
R1 =
(
R0,0 0
0 R˜1
)
; R˜1 = Q1,1B0,1 −B′1,1Q′0,1.
For Assumption 4.1 to hold, there must be
(12) Q0,1B0,1 −B′0,1Q′0,1 = 0
and R1 ≥ 0.
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If Assumption 4.1 holds for the 5-ple (A,B,P,Q,R), then it also will
hold for the 5-ple (A,B1, P,Q1, R1), which corresponds to the desingularized
problem. The quadratic form (x, u) 7→ x′Px+2u′Qx+ u′Ru is nonnegative
if and only if the quadratic form (x, u) 7→ x′Px + 2u′Q1x + u′R1u is. If
R1 has a nontrivial kernel, then we can repeat the procedure obtaining a
sequence (A,Bi, P,Qi, Ri), i = 1, 2, .... The following Proposition states that
this sequence must be finite.
Proposition 4.2. If Assumption 4.1 holds, then there exists an integer
r ≤ n such that Rr > 0.
In [9] the integer r is called order of singularity of the problem (10)-
(3)-(11).
Without loss of generality, we may assume that the coordinates of the
space of control variables are such that the matrices (Bi, Qi, Ri), obtained
at each desingularization step, have block structure
Ri = diag (R0,0, R1,1, . . . , Ri,i, 0) ,
Bi = (B0,0 B1,1 · · · Bi,i Bi,i+1 · · · Bi,r) ,
Q′i =
(
Q′0,0 Q
′
1,1 · · · Q′i,i Q′i,i+1 · · · Q′i,r
)
.
Let us introduce operator γr = (γr,0, γr,1, ...γr,r) : L
k
2,loc 7→ Lk2,loc as follows
γr,iu = φ
iui +R
−1
i,i
∑
i≤j<l≤r
(
Qi,iBj,l −B′i,iQ′j,l
)
φj+1ul,
i = 0, 1, ..., (r − 1);
γr,ru = φ
rur.(13)
This operator is used in the next Subsection to introduce a suitable topology
in the space of generalized controls.
Applying Proposition 4.1 consequently r times, we arrive to the following
corollary.
Proposition 4.3. The trajectory xx0,u can be represented as
(14) xx0,u = x
r
x0,γru +
∑
0≤i<j≤r
Bi,jφ
i+1uj ,
where xrx0,γru denotes the trajectory of the system
(15) x˙ = Ax+Brγru, x(0) = x0.
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If Assumption 4.1 holds and T < +∞, then the functional JT0 can be
represented as
JT0 (u) =
∫ T
0
xrγru
′Pxrγru + 2γru
′Qrxrγru + γru
′Rrγru dt+
+2
∑
0≤i<j≤r
φi+1uj(T )
′Qi,jxrγru(T ) +
+
 ∑
0≤i<j≤r
φi+1uj(T )
′Qi,j
 ·
 ∑
0≤i<j≤r
Bi,jφ
i+1uj(T )
 ,
where Rr > 0. 
It turns out that the nonintegral terms in the latter representation of JT0
depend only on T , x0 and xT , and hence
JT0 (u) =
∫ T
0
xrγru
′Pxrγru + 2γru
′Qrxrγru + γru
′Rrγru dt+(16)
+CTr (x0, xT ) ,
where CTr (x0, xT ) is quadratic with respect to (x0, xT ).
Remark 4.1. Recall that in the infinite-time horizon version of the problem
we assume nonnegativeness of the quadratic form (x, u) 7→ x′Px+ 2u′Qx+
u′Ru. In this case the nonintegral terms vanish and the functional takes
form
J∞0 (u) =
∫ ∞
0
xrγru
′Pxrγru + 2γru
′Qrxrγru + γru
′Rrγru dt.
4.3. Weak norms, generalized controls and trajectories. Consider
the following norms in the space of inputs Lk2[0, T ] and in the space of
trajectories Ln2 [0, T ] (we embed absolutely continuous trajectories in L
n
2 ):
‖u‖γr [0,T ] = ‖γru‖Lk2 [0,T ] , u ∈ L
k
2 [0, T ];
‖u‖γr [0,T ] = ‖γru‖Lk2 [0,T ] +
∑
1≤i≤j≤r
∣∣φiuj(T )∣∣ , u ∈ Lk2[0, T ];
‖x‖Hn−r[0,T ] = ‖φ
rx‖Ln2 [0,T ] , x ∈ L
n
2 [0, T ].
Fix T ∈]0,+∞[ and let
• Uγr [0,T ] be the topological completion of Lk2 [0, T ] with respect to
‖·‖γr [0,T ];
• Uγr[0,T ] be the topological completion of Lk2[0, T ] with respect to‖·‖γr[0,T ];
• Hn−r[0, T ] be the topological completion of Ln2 [0, T ] with respect to
‖·‖Hn−r[0,T ].
The following holds true (see [9])
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Proposition 4.4. The input-to-trajectory map u 7→ xx0,u, is uniformly con-
tinuous with respect to the norm ‖·‖γr [0,T ] of inputs and the norm ‖·‖Hn−(r−1)[0,T ]
of trajectories. The functional JT0 (u) is locally uniformly continuous in the
norm ‖·‖γr[0,T ] of inputs. 
As a corollary we obtain.
Proposition 4.5. The input-to-trajectory map u 7→ xx0,u admits a unique
continuous extension with domain Uγr[0,T ] and range in Hn−(r−1)[0, T ], while
the functional JT0 (u) admits a unique continuous extension onto Uγr[0,T ].
These extensions can be defined by equalities (16) and (14), respectively. 
We denote Uγr[0,+∞[ the topological completion of Lk2,loc with respect to
convergence in all the norms ‖·‖γr [0,T ], (with r fixed like in Proposition
4.2 and T ranging in ]0,+∞[). Similarly, Hn−r[0,+∞[ is the topological
completion of Ln2,loc with respect to convergence in all the norms ‖·‖Hn−r[0,T ]
(T < +∞, r fixed).
Proposition 4.6. The map u 7→ xx0,u admits a unique continuous extension
onto Uγr [0,+∞[. If the quadratic form (x, u) 7→ x′Px + 2u′Qx + u′Ru is
nonnegative, then the map u 7→ J+∞0 (u) admits a unique extension onto
Uγr[0,+∞[. 
Note that any function v ∈ Lk2,loc defines uniquely a generalized control
u ∈ Uγr [0,T ] such that γru = v and φiuj(T ) = Vi,j, 1 ≤ i ≤ j ≤ r (Vi,j fixed
constant vectors of suitable dimensions); the metric in the space u ∈ Uγr[0,T ]
is induced by L2-metric in the space of v = γru.
4.4. Desingularized LQ problems and generalized solutions. Ac-
cording to Proposition 4.3 the problem (10)-(3)-(11) can be transformed
into the following regular LQ problem with the control v = γru:
JTred(v) =
∫ T
0
x′Px+ 2v′Qrx+ v′Rrv dt→ min,(17)
x˙ = Ax+Brv, v ∈ Lk2[0, T ], x(0) = x0,(18)
x(T ) ∈ xT + span {Bi,j, 0 ≤ i < j ≤ r} ,(19)
with the endpoint condition (19) being dropped in case T = +∞. Since
Rr > 0, classical existence theory applies to (17)-(18)-(19).
Definition 4.1. A functional θ defined in a normed space (X, ‖ · ‖) is said
to be quadratically coercive if there are constants a ∈ R, b > 0 such that
θ(ξ) ≥ a+ b‖ξ‖2, ∀ξ ∈ X. 
Due to the relationship v = γru, between the new and the original con-
trols, the following results hold true for (10)-(3)-(11).
Proposition 4.7. Let Assumption 4.1 hold. Then:
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i) for each sufficiently small T > 0, the functional JT0 (u) is quadrati-
cally coercive on
{
u ∈ Uγr[0,T ] : φiuj(T ) = 0, 1 ≤ i ≤ j ≤ r
}
;
ii) for any T > 0 the functional JT0 (u) is quadratically coercive on a
subspace of finite codimension in Uγr [0,T ];
iii) If T = +∞, and the quadratic form u 7→ x′Px + 2u′Qx + u′Ru is
nonnegative, then the functional J∞0 (u) is quadratically coercive on
Uγr [0,+∞[. 
Using Proposition 4.7, classical existence theory and the relationship v =
γru we obtain the following:
Proposition 4.8. Let Assumption 4.1 hold.
For the finite-horizon case: there exists T0 ∈]0,+∞] such that
i) For each T ∈]0, T0[, and every xT accessible from x0, problem (10)-
(3)-(11) admits a unique generalized solution, (uˆ, xˆ) ∈ Uγr [0,T ] ×
Hn−(r−1)[0, T ];
ii) For any T > T0, and every xT accessible from x0, inf
u
JT0 = −∞
holds;
For the infinite-horizon case:
iii) If the quadratic form (x, u) 7→ x′Px+ 2u′Qx+ u′Ru is nonnegative
and system (10) is feedback stabilizable, then problem (10)-(11) ad-
mits a unique generalized solution, (uˆ, xˆ) ∈ Uγr [0,+∞[×H−(r−1)[0,+∞[. 
For the proofs of these results, see [9]. We will now briefly discuss the
structure of generalized optimal solutions.
For regular linear-quadratic problems any optimal control v∗(·) satisfies
the Pontryagin maximum principle and is analytic. From the desingulariza-
tion procedure (Proposition 4.3) there follows that the corresponding opti-
mal generalized control for the original singular LQ problem (10)-(3)-(11)
satisfies the relationship γru
∗ = v∗, with γr defined by (13). Hence it is a
sum of an analytic function and a distribution of order≤ r. This distribution
is supported at the points t = 0 and t = T .
The corresponding generalized optimal trajectory is analytic on ]0, T [ and
may happen to be discontinuous at points t = 0 and t = T . The generalized
trajectory ”jumps” at t = 0 from x(0) = x0 to the point
x(0+) = x0 +
∑
0≤i<j≤r
Bi,jφ
i+1uj(0
+).
For t ∈]0, T [ it coincides with the analytic curve
x(t) = xrx0,γru(t) +
∑
0≤i<j≤r
Bi,jφ
i+1uj(t),
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where xrx0,γru is the trajectory of (15) driven by the analytic control γru.
The generalized trajectory terminates with a ”jump” from the point
x(T−) = xrγru(T ) +
∑
0≤i<j≤r
Bi,jφ
i+1uj(T
−)
to the point
x(T ) = xrγru(T ) +
∑
0≤i<j≤r
Bi,jφ
i+1uj(T ) = xT
(the vectors φiu(0+) and φiu(T−) are well defined for all i ≥ 0).
Assumption 4.1 guarantees that for any jump x(t+0 )− x(t−0 ) belonging to
span {Bi,j, 0 ≤ i < j ≤ r} there exists a unique distribution ∆ ∈ Uγr [0,+∞[
supported at {t0}, such that
x(t+0 )− x(t−0 ) =
∑
0≤i<j≤r
Bi,jφ
i+1∆j .
The following result states an important property of the optimal synthesis for
problem (10)-(11)-(3) (see [13], [14] and a result in [18, Ch.6], which claims
a minimizing control to be ”generically” a sum of a continuous control with
impulses of different orders located at the initial and the final point of the
time interval).
Proposition 4.9. Let Assumption 4.1 hold and the infimum of the problem
(10)-(3)-(11) be finite. Consider the subspace Br = span {Bi,j, 0 ≤ i < j ≤ r}.
For all
(20) x˜0 ∈ x0 + Br, x˜T ∈ xT + Br,
the problem with boundary conditions x(0) = x˜0, x(T ) = x˜T admits a gen-
eralized optimal solution (control and trajectory). For each boundary data
from the sets (20) there exists a generalized optimal solution coinciding in
the interval ]0, T [ with the analytic arc of the solution for the data (x0, xT ). 
Suppose Assumption 4.1 to hold. Letm = rank
(
B, AB, ..., An−1B
)
, and
let p = dim span {Bi,j , 0 ≤ i < j ≤ r}. Fix T ∈ ]0,+∞[ and let X ⊂ R2n,
denote the set of pairs (x0, xT ) for which the problem (10)-(11)-(3) possesses
classical optimal solution, (u, xu) ∈ Lk2[0, T ] × ACn[0, T ]. Propositions 4.8
and 4.9 imply that, if T > 0 is sufficiently small, then X is a linear subspace
of dimension n +m− 2p. Further, existence and uniqueness of generalized
optimal solutions implies that any pair (x0, xT ) ∈ R2n, such that xT is
reachable from x0, admits a unique decomposition
(21) (x0, xT ) = (x˜0, x˜T ) +
∑
0≤i<j≤r
(
Bi,j
0
)
αi,j +
∑
0≤i<j≤r
(
0
Bi,j
)
βi,j,
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with (x˜0, x˜T ) ∈ X , and αi,j, βi,j being vectors of appropriate dimensions.
The discontinuities of the generalized optimal trajectories are computed as
x(0+)− x0 =
∑
0≤i<j≤r
Bi,jαi,j ,
xT − x(T−) =
∑
0≤i<j≤r
Bi,jβi,j .
4.5. Approximation of distributions. The following Proposition gives
the asymptotics of approximations of some important distributions by square-
integrable functions.
Proposition 4.10. Consider a mth-order distribution of the form
v = δ(m−1) +
m−2∑
i=0
αiδ
(i),
where αi ∈ R, i = 0, 1, ...,m− 2, and δ(i) denotes the ith generalized deriva-
tive of Dirac’s ”delta function”.
For every integer p ≥ m there holds
lim
η→0+
inf
n
log‖u‖L2[0,T ]:‖u−v‖H−p[0,T ]<η
o
log 1
η
= 2m−12(p−m)+1 .
The rather technical proof of Proposition 4.10 can be found in Subsec-
tion 9.1.
4.6. Degree of singularity of LQ problems. For the finite horizon case
(T < +∞) the following result holds
Theorem 4.1. Consider the problem (10)-(3)-(11). Suppose Assumption
4.1 holds and let (x0, xT ), (x˜0, x˜T ), αi,j , βi,j be as in (21).
(1) If αi,j = 0, βi,j = 0, 0 ≤ i < j ≤ r, and the optimal control is
not identically zero, then σT = 0; if the optimal control is zero then
σT = −∞;
(2) If either αi,j 6= 0 or βi,j 6= 0 for some (i, j), then
(22) σT = max
0 ≤ i < j ≤ r,
(αi,j 6= 0 or βi,j 6= 0)
i+ 1/2
2(j − i)− 1 . 
Theorem 4.1, together with the decomposition (21) results in the following
description of the geometry of singularity of LQ problems.
Theorem 4.2. The space Rn ×Rn of boundary data admits a stratification
into linear subspaces. The directing linear subspaces of strata are spanned
by the columns of the matrices(
Bi,j 0
0 Bi,j
)
, 0 ≤ i < j ≤ r,
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with Bi,j defined in Subsection 4.2. Different strata correspond to differ-
ent distributional components of optimal generalized controls. For generic
boundary data (the largest stratum) optimal generalized controls contain dis-
tributional components of the form δ(r−1); the degree of singularity equals
r − 1/2. When passing to the strata of smaller dimensions the order of
singularity σT decreases, admitting values from the list{
i+ 1/2
2(j − i)− 1 : 0 ≤ i < j ≤ r,
}
. 
The infinite horizon case (T = +∞) is analogous to the finite horizon
case; one just has to deal with stratification of the space of initial data.
Let X0 ⊂ Rn, denote the set of initial points x0 for which problem (10)-
(11) has a classical optimal solution, (u, xu) ∈ Lk2 [0,+∞[×ACn[0,+∞[. If
the quadratic form (x, u) 7→ x′Px+2u′Qx+u′Ru is nonnegative and system
(10) is feedback stabilizable, then Theorem 4.9 guarantees that X0 is a linear
subspace of dimension n−p. Further, existence and uniqueness of generalized
optimal solutions implies that any initial point x0 ∈ Rn admits a unique
decomposition
x0 = x˜0 +
∑
0≤i<j≤r
Bi,jαi,j,
with x˜0 ∈ X0, and αi,j being vectors of appropriate dimensions. The dis-
continuities of the generalized optimal trajectories are
x(0+)− x0 =
∑
0≤i<j≤r
Bi,jαi,j.
Thus we have for the infinite horizon case the following analogous of Theo-
rem 4.1:
Theorem 4.3. Consider the problem (10)-(11), with T = +∞. Let As-
sumption 4.1 hold, the quadratic form (x, u) 7→ x′Px + 2u′Qx + u′Ru be
nonnegative and system (10) be stabilizable by linear feedback. Then
(1) If αi,j = 0, 0 ≤ i < j ≤ r, and the optimal control is nonzero, then
σ∞ = 0; σ∞ = −∞, if the optimal control is zero;
(2) If αi,j 6= 0 for some (i, j), then
σ∞ = max
0 ≤ i < j ≤ r
αi,j 6= 0
i+ 1/2
2(j − i)− 1 . 
Remark 4.2. Since the system (10) is linear, it follows that it is stabilizable
if and only if it is stabilizable by a linear feedback. Therefore it is stabilizable
if and only if it is stabilizable of order 1 in the sense of Definition 2.1.
Proof of Theorem 4.1. Notice that αi,j = 0, βi,j = 0 for all (i, j) such
that 0 ≤ i < j ≤ r if and only if the optimal control is an analytic function
in [0, T ]. Thus, assertion (1) follows immediately.
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Otherwise the optimal control is the sum of an analytic function with a
distribution concentrated at points 0, T . We will first prove that σT can not
exceed the value (22).
For each j ∈ {1, ..., r} let pj = max {i : αi,j 6= 0 or βi,j 6= 0}. Let uˆ =
(uˆ0, uˆ1, ..., uˆr) denote the generalized optimal control. Since (21) holds, then
by equality (14) uj contains a distributional component of order pj+1, sup-
ported at {0, T}. Proposition 4.10 guarantees the existence of {ur,η, η > 0}
such that
‖φr (ur,η − uˆr)‖L2[0,T ] = O (η) , ‖ur,η‖L2[0,T ] = O
(
η
− 2pr+1
2(r−pr)−1
)
.
Suppose that for some j ≥ 1 we can chose {(uj+1,η, uj+2,η, ur,η) , η > 0}
such that
r∑
q=j+1
‖γr,q (uη − uˆ)‖L2[0,T ] = O (η) ,
r∑
q=j+1
‖uq,η‖L2[0,T ] = O
(
η
−maxq>j 2pq+12(q−pq)−1
)
.
Since
γr,juˆ = φ
j uˆj +R
−1
j,j
∑
j≤i<l≤r
(
Qj,jBi,l −B′j,jQ′i,l
)
φi+1uˆl
are square-integrable and all distributional components of uˆ are supported
at {0, T}, then for some constants V 0i , V Ti , i = 1, 2, ..., pj , and some square-
integrable function, w there holds
uˆj (t) +R
−1
j,j
∑
j≤i<l≤r
(
Qj,jBi,l −B′j,jQ′i,l
)
φi−j+1uˆl (t) =
= w (t) +
pj∑
i=1
(
V 0i δ
(i−1) (t) + V Ti δ
(i−1) (t− T )
)
.
Proposition 4.10 guarantees that one can chose square integrable functions
∆i,η such that ∥∥δi−1 −∆i,η∥∥H−j [0,T ] = O (η) ,
‖∆i,η‖L2[0,T ] = O
(
η
− 2i−1
2(j−1)+1
)
, i = 1, 2, ..., pj .
Let
uj,η = w+
pj∑
i=1
(
V 0i ∆i,η (t) + V
T
i ∆i,η (t− T )
)−
−R−1j,j
∑
j≤i<l≤r
(
Qj,jBi,l −B′j,jQ′i,l
)
φi−j+1ul,η.
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This choice of uj,η guarantees ‖γr,j (uη − uˆ)‖L2[0,T ] = O (η) and∥∥∥∥∥vj −
(
w +
pj∑
i=1
(
V 0i ∆i,η (t) + V
T
i ∆i,η (t− T )
))∥∥∥∥∥ =
= O
 r∑
i=j+1
‖vi,η‖H−1
 = O
η− 2pj−12(j−pj )+1 + r∑
i=j+1
‖vi,η‖H−1
 .
This proves existence of a family of square-integrable controls, {uη, η > 0}
such that
‖uη − uˆ‖γr = O (η) , ‖uη‖L2[0,T ] = O
(
η
−max1≤q≤r 2pq+12(q−pq)−1
)
and therefore,
σT ≤ max
0 ≤ i < j ≤ r,
(αi,j 6= 0 or βi,j 6= 0)
i+ 1/2
2(j − i)− 1 .
In order to prove the inverse inequality, pick the greatest value m of those
j for which
2pj−1
2(j−pj)+1 = max1≤i≤r
2pi−1
2(i−pi)+1 . Suppose there exists a family of
controls
{vη = (v0,η, v1,η, ... , vr,η) , η > 0}
such that
‖uˆ− vη‖γr = O(η); limη→0+ ‖v‖L2 η
2pm−1
2(m−pm)+1 = 0.
By Proposition 4.10 there exist constants C1, C2 such that
C1η
− 2pm−1
2(m−pm)+1 ≤
≤
∥∥∥vm+R−1m,m ∑
m≤i<j≤r
(
Qm,mBi,j −B′m,mQ′i,j
)
φi−m+1vj
∥∥∥
L2
≤ C2 ‖v‖L2 ,
which is a contradiction.
5. Singularity of nonlinear control-affine problems
While we have managed to provide exhaustive analysis of the degree
of singularity for singular linear quadratic problems, similar questions for
control-affine nonlinear problem (1)-(2)-(3) still need to be answered.
Question. Is the set of possible values of degree of singularity σT for control
affine problems (1)-(2)-(3) finite? Is the value of σT semiinteger for generic
boundary data? Does this set of numbers correspond to a (local) stratification
of the state space? 
There is research activity related to this question.
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It is important to correlate the degree of singularity σT with the order of
singularity introduced by Kelley, Kopp and Moyer in [15]) (see also [16]) for
singular extremals of optimal control problems.
Another recent study carried out in the context of sub-Riemannian ge-
ometry and motion planning, invokes concepts of entropy and complexity
(see [12, 8]). The connection of these notions on one side with the degree of
singularity on the other side is yet to be clarified.
In the following Sections we study the degree of singularity for generalized
minimizers of control-affine problem (1)-(2)-(3) with positive state-quadratic
cost.
Apparently commutativity/noncommutativity of controlled vector fields
affects the value of order of singularity σT a great deal. The connection
between the commutativity/noncommutativity and generalized minimizers
is an established fact [19, 20, 2, 3]. Yet it is not well understood, how
the Lie structure is revealed in the properties of generalized minimizers.
The commutativity assumption is not immediately apparent in the linear-
quadratic case, but in fact, (12) is the commutativity condition for the class
of singular problems discussed in the previous Section.
Here is the list of results on nonlinear control-affine problems, which ap-
pear in the following sections.
We start with control-linear (=driftless) case and prove (Section 6) that
for generic boundary data degree of singularity equals 12 independently of
commutativity/noncommutativity of inputs.
In Section 7 we establish an upper estimate σT ≤ 3/2 for the degree of
singularity of control-affine problems (1)-(2)-(3) with commuting controlled
vector fields and positive state-quadratic cost (Theorem 7.1). In Subsec-
tions 7.1-7.4 we provide a sketch of the proof of this result. The proof of
the main result in Subsection 7.3 can be found in [11]. A full proof for the
material in Subsection 7.4 can be found in Subsection 9.3 below.
In Section 8 we provide some evidence which allows us to conjecture that
the degree of singularity in the commutative case should be≤ 1. An example
is examined.
6. Non-commutative driftless case: general result
It turns out that the non-commutative driftless case
JT0 (u(·)) =
∫ T
0
x(t)′Px(t)dt→ min, P > 0,
x˙ =
r∑
j=1
gjuj, x(0) = x0, x(T ) = xT ,(23)
is rather simple. In this case for generic boundary data the value of the
order of singularity equals σT = 1/2 , i.e. it does not depend on the Lie
structure of the system of vector fields {g1, . . . , gr}.
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Theorem 6.1. Let Ax0 be the attainable set (in the driftless case the orbit)
of the control system (23). Let xT ∈ Ax0 and
(24) α = inf{x′Px| x ∈ Ax0}.
Then:
i) the infimum inf JT0 = αT ;
ii) the degree of singularity σT ≥ 12 unless x′0Px0 = x′TPxT = α;
iii) if the infimum (24) is attained then the degree of singularity σT ≤
1
2 . 
A detailed proof can be found in Subsection 9.2. Here is a brief idea for
the case when the system {g1, . . . , gr} has complete Lie rank. Then, roughly
speaking, generalized optimal trajectory consists of three ’pieces’: an initial
’jump’, which brings it to the origin 0, a constant piece x(t) ≡ 0, t ∈]0, T [,
and a final ’jump’ to the end point x(T ) = xT . Evidently inf J
T
0 = 0 and a
simple homogeneity based argument shows that σT ≤ 1/2.
To prove that in fact σT = 1/2 whenever x0 6= 0 or xT 6= 0, assume that
x0 6= 0 (the case xT 6= 0 is analogous), fix ε > 0 and take a control uε, such
that
(25) JT0 (uε) =
∫ T
0
x′uε(t)Pxuε(t)dt < inf J
T
0 + ε = ε.
Consider the set
{
x ∈ IRn| x′Px ≤ 12x′0Px0
}
; let ρ be the distance from x0
to this set. Since x′Px is positive definite, one concludes from the inequality
(25), that there exists tε <
2ε
x′0Px0
such that xuε(tε)
∗Pxuε(tε) < (1/2)x′0Px0.
Then, by Cauchy-Schwarz inequality, the control needed to achieve xuε(tε)
from x0 in time tε, must satisfy the estimate ‖uε‖2L2[0,T ] ≥ ρt−1ε ≥ Cε−1, for
some C > 0.
7. Degree of singularity for control-affine systems:
commuting inputs
In this section we discuss the degree of singularity of optimal control
problems of type (1)-(2)-(3) with T < +∞.
In what follows we denote by etF the flow of the smooth field F ; for each
point x0 ∈ Rn the curve t 7→ etFx0 is the unique solution of the differential
equation
x˙ = F (x), x(0) = x0.
For fixed t the map x 7→ etFx is a local diffeomorphism in a neighborhood
of any point x0 such that e
tFx0 exists.
For every (local) diffeomorphism P : Rn 7→ Rn, and any vector field F ,
we denote by AdPF the (local) field defined as
AdPF (x) = (DP (x))−1F (P (x)),
where DP (x) denotes the Jacobian matrix of P evaluated at the point x.
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We keep the notation introduced in Section 4, according to which φ de-
notes primitivization (i.e., φu (t) =
∫ t
0 u (τ) dτ,∀u ∈ L1,loc).
We introduce several assumptions.
Assumption 7.1. The fields f , gi, i = 1, ..., k are complete. The controlled
vector fields gi span k-dimensional involutive distribution; for simplicity we
assume that [gi, gj ] ≡ 0 holds for all i, j. 
The following three assumptions regard conditions on the growth of f , gi
and of their derivatives.
Assumption 7.2. For any compact set K ⊂ Rn
lim
|v|→+∞
∣∣eGvx∣∣ = +∞,
uniformly with respect to x ∈ K. 
Assumption 7.3. For any compact set K ⊂ Rn
lim
|v|→+∞
∣∣∣ ∂∂x ((eGvx)′ P (eGvx))∣∣∣
|eGvx|2 = 0,
uniformly with respect to x ∈ K. 
Assumption 7.4. For each compact set K ⊂ Rn there exists a function
γ : [0,+∞[7→ R bounded below, such that:
i) lim
s→+∞
γ(s)
s = +∞;
ii)
∣∣eGvx∣∣2 ≥ γ (∣∣(Ad (eGv) f) (x)∣∣+ ∣∣ ∂∂x (Ad (eGv) f) (x)∣∣) ,
∀(x, v) ∈ K × Rk. 
As we will see below, Assumption 7.1 allows us to use a reduction proce-
dure analogous to the procedure employed in Section 4 for the treatment of
singular linear-quadratic problem, while Assumptions 7.2,7.3 and 7.4 guar-
antee existence of minimizers in a suitable class of generalized controls.
The Assumptions 7.3 and 7.4 are somehow less explicitly formulated. In
the two following remarks we formulate more particular growth conditions
onto vector fields f and gi and their flows which guarantee fulfillment of the
two Assumptions.
Remark 7.1. Assume that the drift vector field satisfies the growth condi-
tion
|f(y)| ≤ ψ(|y|).
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For the flow eGv generated by the controlled vector fields, we require∣∣DeGvx∣∣ = o (∣∣eGvx∣∣) ,(26) ∣∣∣(DeGvx)−1∣∣∣ = o( ∣∣eGvx∣∣2
ψ (|eGvx|)
)
,(27)
∣∣D2eGvx∣∣ = O(ψ (|eGvx|)
|eGvx|3
)
,(28)
as |v| → ∞, uniformly for x belonging to any fixed compact K.
A typical choice of ψ which guarantees completeness of f would be
ψ(|y|) = k(1 + |y|).
In this case (26) and (27) take the form∣∣DeGvx∣∣+ ∣∣∣(DeGvx)−1∣∣∣ = o (∣∣eGvx∣∣) ,
while (28) would mean that
∣∣D2eGvx∣∣ ∣∣eGvx∣∣2 is uniformly (with respect to
x from a fixed compact K) upper bounded for all v. 
Another case we had in mind is described in the following
Remark 7.2. In the particular case of constant vector fields gi, i = 1, 2, ..., k
the condition (ii) of the Assumption 7.4 reads
|v|2 ≥ γ (|f(x+Gv)| + |Df(x+Gv)|) , ∀(x, v) ∈ K × Rk,
i.e. |f | and |Df | must exhibit subquadratic growth along the directions
spanned by gi, i = 1, 2, ..., k.
It is straightforward to check that Assumptions 7.2 and 7.3 hold if the
fields gi, i = 1, 2, ..., k are linearly independent. 
Our main result in the commutative case is the following.
Theorem 7.1. If Assumptions 7.1, 7.2, 7.3 and 7.4 hold for problem (1)-
(2)-(3), then
σT ≤ 3
2
for T < +∞ and generic boundary conditions. 
The rest of this Section contains sketch of the proof of Theorem 7.1.
The feature which distinguishes the proof is an unbounded set of control
parameters. In this context some components of the proof gain (in our
opinion) an independent interest. Among those is Theorem 7.2 on existence
and Lipschitzian regularity of relaxed minimizing trajectories in the case of
unbounded controls. We discuss this question in details in [11]. Another
important issue is Proposition 7.3 on approximation of relaxed trajectories
by ordinary ones and on estimates of the variation of the approximants; this
result is proved in Subsection 9.3.
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7.1. Proof of Theorem 7.1: desingularization. First we proceed with
a ”desingularizing transformation”, which appeared in [1] under the name
of ’reduction’ and proved to be useful for analysis of control-affine systems
with unconstrained controls.
Proposition 7.1. Under Assumption 7.1 the following holds:
xu(t) = e
Gφu(t)yφu(t), ∀t ∈ [0, T ], u ∈ L∞[0, T ],
where xu denotes the trajectory of the system
x˙(t) = f(x(t)) +G(x(t))u(t), x(0) = x0,
yv denotes the trajectory of the system
y˙(t) =
(
Ad
(
eGv(t)
)
f
)
(y(t)), y(0) = x0. 
The substitution x = eGφu(t)y (sometimes called in the literature Goh
transform) leads us to the following ’desingularized’ problem1
y˙(t) =
(
Ad
(
eGv(t)
)
f
)
(y(t)),(29)
Jr(v) =
∫ T
0
(
eGv(t)y(t)
)′
P
(
eGv(t)y(t)
)
dt→ min,(30)
with boundary conditions
(31) y(0) = x0, y(T ) = e
GV xT , V ∈ Rk.
Notice that in the case when the fields gi, i = 1, 2, ..., k are constant we
have eGvy = y +Gv,
(
Ad
(
eGv
)
f
)
(y) = f(y +Gv). Therefore, the reduced
cost functional (30) takes the form
(32) Jr(v) =
∫ T
0
y(t)′Py(t) + 2v(t)′G′Py(t) + v(t)′G′PGv(t) dt.
Thus, in this case the reduction procedure achieves desingularization in the
sense that the integrand in (32) exhibits quadratic growth with respect to
the new control v (provided G is full rank). This does not hold in the general
case with nonconstant G, but it can be reasonably expected that it is a fairly
generic outcome. However, one important feature of the nonlinear optimal
control problem (29)-(30)-(31) is its lack of convexity with respect to v. If
we introduce the notation
(33)
(
f˜0(y, v), f˜ (y, v)
)
=
((
eGvy
)′
P
(
eGvy
)
,
(
Ad
(
eGv
)
f
)
(y)
)
,
then, for generic y ∈ Rn (fixed) the set
Γ(y) =
{(
y0, f˜(y, v)
)
: y0 ≥ f˜0(y, v), v ∈ Rm
}
⊂ R× Rn
1An anonymous referee brought to our attention a publication by Yu. Orlov [17] where
such transform has been introduced (without Lie algebraic notation) with the scope of
passing from control problems with measure-like controls to classical control problems.
This construction is described by the same author in [18, Ch. 4].
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is in general nonconvex, even in the case when G is constant. For example,
for scalar v the set
{
f˜(y, v), v ∈ R
}
is a curve in Rn.
It follows that classical minimizers for the reduced problem (29)-(30)-
(31) typically fail to exist. Instead, existence of relaxed minimizers can be
established under the Assumptions 7.1, 7.2, 7.3 and 7.4.
7.2. Proof of Theorem 7.1: digression on relaxed controls. Recall
that a relaxed control can be seen as a family t 7→ ηt of probability measures
in the space of v ∈ Rk, such that t 7→ ηt is measurable in the weak sense
with respect to t ∈ [0, T ].
Definition 7.1. Consider a nonempty set A ⊂ Rk. We denote by MA
the set of inner regular probability measures in Rk with compact support
contained in A. We denote by MA [0, T ] the set of functions t 7→ ηt, t ∈
[0, T ], where:
i) ηt ∈ MA, ∀t ∈ [0, T ];
ii) For any continuous function, g : R1+k 7→ R, the function t 7→∫
Rk
g (t, u) ηt (du) is measurable. 
Let δv denote the Dirac measure in R
k concentrated at the point v. Ob-
viously, the space of measurable essentially bounded functions can be em-
bedded in the space MRk [0, T ] through the map v (t) 7→ δv(t).
The dynamic equation (29) and cost functional (30) corresponding to a
relaxed control become
y˙(t) =
∫
Rk
(
Ad
(
eGv
)
f
)
(y(t)) ηt(dv),
Jr(η) =
∫ T
0
∫
Rk
(
eGvy(t)
)′
P
(
eGvy(t)
)
ηt(dv) dt→ min .
It is clear that the equations above coincide with (29) and (30) in the case
when ηt = δv(t) holds at almost every t ∈ [0, T ] for some function v ∈
Lk∞ [0, T ].
We use the short notation 〈η, f〉 to indicate the averaging of f by the
measure η. I.e., for g : R1+k 7→ R, η ∈ MA[0, T ], 〈ηt, g(t, ·)〉 denotes the
function
〈ηt, g(t, ·)〉 =
∫
Rk
g(t, u)ηt(du), t ∈ [0, T ].
The following proposition (see [7]) relates relaxation with the convexification
of the right-hand side.
Proposition 7.2. Consider a C1-map X : R
k 7→ Rn, and a nonempty set
A ⊂ Rk. Then,
(34) {〈η,X〉, η ∈ MA} = conv {X (v) , v ∈ A} .
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Below we will consider a more restricted class of controls (called sometimes
Gamkrelidze relaxed or chattering controls) of special form
(35) ηt =
N∑
j=1
pj(t)δvj (t), pj(t) ≥ 0,
N∑
j=1
pj(t) ≡ 1.
It is clear that any measurable essentially bounded control can be identified
with such a control with N = 1. The dynamic equation and functional
corresponding to these controls become
y˙(t) =
N∑
j=1
pj(t)
(
Ad
(
eGv
j (t)
)
f
)
(y(t));(36)
Jr(η) =
∫ T
0
N∑
j=1
pj(t)
(
eGv
j(t)y(t)
)′
P
(
eGv
j (t)y(t)
)
dt→ min .(37)
Looking at Proposition 7.2 it is easy to understand why the class of con-
trols (35) suffices: each vector of the convex hull in (34) can be represented
as a finite convex combination of
(
Ad
(
eGv
j
)
f
)
(y); the same is valid for
the functional. By virtue of Carathe´odory theorem the combination need
not have more than n+ 2 summands.
7.3. Existence of relaxed minimizers and Lipschitzian regularity
of optimal relaxed trajectories. The existence of minimizing relaxed
controls in the case where the set of control parameters is bounded is a well
known result closely related to classical A.F.Filippov’s existence theorem
(see [7, Ch.8]). Our treatment involves controls without any a priori bound.
Existence results for relaxed minimizers in this case, are referred to in [4, Ch.
11], but we are not aware of any previous results on Lipschitzian regularity
of relaxed minimizing trajectories. In a separate paper [11] we present a
technically involved proof of Lipschitzian regularity of relaxed minimizers.
In our present setting the result in [11] takes the special form:
Theorem 7.2. Under Assumptions 7.1, 7.2, 7.3 and 7.4, the reduced prob-
lem (29)-(30)-(31) admits a minimizer, ηt =
n+2∑
j=1
pj(t)δvj (t). Any such mini-
mizer satisfies the Pontryagin maximum principle and, provided it does not
correspond to a strictly abnormal extremal, there exists a constant M < +∞
such that ∣∣∣(Ad(eGvj(t)) f) (yη(t))∣∣∣ ≤M,(38) (
eGv
j (t)yη(t)
)′
P
(
eGv
j(t)yη(t)
)
≤M(39)
hold for j = 1, 2, ..., n + 2 and almost every t ∈ [0, T ]. 
GENERALIZED MINIMIZERS FOR CONTROL-AFFINE PROBLEMS 27
Remark 7.3. For generic boundary conditions the relaxed optimal trajec-
tory corresponds to a normal extremal. Therefore, it follows from inequal-
ity (38) that generic optimal relaxed trajectories are Lipschitz continuous.
Inequality (39) together with Assumption 7.3 imply that the functions vj ,
j = 1, 2, ..., n + 2 on the corresponding Gamkrelidze control are essentially
bounded.
7.4. Approximation of relaxed minimizers by absolutely-continuous
controls. The rest of the proof of Theorem 7.1 consists of two approxima-
tion steps. In the first step we approximate the relaxed minimizer ηt of
the reduced problem (29)-(30)-(31) by a piecewise constant control wε(·) in
such a way that the trajectory and the functional of (29), driven by wε(·),
are ε-close to the trajectory and the functional of (36). Such approximating
controls can be chosen in such a way that the number of discontinuities is
bounded by Const.ε .
The second step consists of approximating the piece-wise constant controls
wε(·) by absolutely continuous controls vε(·), whose derivative uε(·) = v˙ε(·)
becomes ε-minimizing control for the original problem (1)-(2)-(3). This
second approximants can be obtained by altering the function wε at intervals
of length ε2 containing the points of discontinuity.
Using this two-step approximation we are able to prove the following
proposition (see Subsection 9.3 below).
Proposition 7.3. Consider ηt =
n+2∑
j=1
pj(t)δvj (t), a Gamkrelidze minimizer
for the reduced problem (29)-(30)-(31), satisfying (38), (39) for some M <
+∞, let yη denote the corresponding solution to the dynamical equation (36).
There exists a family of absolutely continuous piecewise linear controls vε,
ε > 0 such that
i) Jr (vε) = Jr(η) +O(ε) when ε→ 0+;
ii) The trajectories of the reduced system (29) satisfy ‖yvε − yη‖L∞[0,T ] =
O(ε) when ε→ 0+;
iii) The trajectories of the original system (2) corresponding to the con-
trols uε =
d
dtvε satisfy xuε(T ) = xT +O(ε) when ε→ 0+;
iv)
∥∥ d
dtvε
∥∥2
L2[0,T ]
= O
(
1
ε3
)
when ε→ 0+. 
The proof of Theorem 7.1 follows by noting that
(40) σT ≤ lim
ε→0+
ln
(
Const. ‖uε‖L2[0,T ]
)
ln 1ε
,
where uε =
d
dtvε is the family of controls described in Proposition 7.3. This
yields the estimate σT ≤ lim
ε→0+
Const+ln ε−
3
2
ln 1
ε
= 32 .
28 MANUEL GUERRA AND ANDREY SARYCHEV
8. Degree of singularity for input-commutative control-affine
system: conjecture and example
In the previous Section we provide an upper bound for the degree of singu-
larity by showing how to construct a minimizing sequence with asymptotics
σT =
3
2 . However we believe that this upper bound is not sharp and we
provide the following conjecture for a sharp estimate:
Conjecture 8.1. Under the assumptions of Theorem 7.1
σT ≤ 1. 
Our conjecture relies on the proof of Proposition 7.3, which is key frag-
ment of the proof of Theorem 7.1. We trust that our two-step approximation
procedure can be improved: there exists a piecewise continuous control wε(·)
with ≤ O(ε−1) intervals of continuity, such that the end-point of the trajec-
tory and the value of the functional of (30) driven by wε(·) are ε2-close to
the end-point of the trajectory and the value of the functional of (37).
If this holds true then, by modifying this approximant in intervals of
length ε3 instead of ε2 we obtain a family of square-integrable controls uε =
dvε
dt satisfying the estimate ‖uε‖L2 = O(ε−2). Then, by virtue of majoration
(40) we conclude that σT ≤ 1.
Another possibility for sharpening the upper estimate of degree of singu-
larity is related to the second approximation step described in the previous
subsection. This step can be formalized as the following problem of best
approximation.
Problem 8.1. Let BM = {u : ‖u‖L2[0,T ] ≤ M} denote the ball of radius
M in the space of square-integrable functions. Given a piecewise-continuous
(or just essentially bounded) function ϕ : [0, T ] 7→ R, find the asymptotics
(the rate of decay) of the distance
ρLp(ϕ,BM ) = inf
{
‖ϕ− φu‖Lp[0,T ] : u ∈ BM
}
,
as M → +∞ (for fixed p ∈ N). 
The following example shows that, at least in some cases, the bound
σT ≤ 1 is tight.
Example 8.1. Consider optimal control-affine problem
x˙ = f(x) + g1(x)u1, x = (x1, x2, x3),
f = x1
∂
∂x2
+ γ(x1)(x
2
1 − 1)
∂
∂x3
, g1 =
∂
∂x1
J10 =
∫ 1
0
(x21 + x
2
2 + x
2
3)dt→ min,
x(0) = 0, x(1) = 0,
where γ(x) is a smooth function supported at [−2, 2] ⊂ R, 0 ≤ γ(x) ≤ 1 and
γ(x) ≡ 1 on [−3/2, 3/2]. 
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In coordinates the dynamics of the problem is
(41) x˙1 = u1, x˙2 = x1 x˙3 = γ(x1)(x
2
1 − 1).
To estimate the infimum of this problem note that
0 =
∫ 1
0
γ(x1 (t))
(
x1 (t)
2 − 1
)
dt ≤
∫ 1
0
x1(t)
2 dt− 1,
and hence J10 ≥ 1. Now we construct a minimizing sequence of controls
uN (·), such that J10 (uN )→ 1 as N → +∞.
First take the indicator function p(t) of the interval [0, 1] and construct a
piecewise-constant function
qN (t) =
2N−1∑
j=0
(−1)jp(2Nt− j);
N being a large integer. Its intervals of constancy have lengths equal to
(2N)−1.
Then, alter the function qN on the subintervals [0, N
−3],
[j(2N)−1−N−3, j(2N)−1+N−3], j = 1, . . . , 2N−1 and [1−N−3, 1], trans-
forming it into a piecewise-linear continuous function qcN (t) with boundary
values: qcN(0) = q
c
N (T ) = 0.
Taking x1(t) = q
c
N (t) and substituting it into second and third equations
of (41), we conclude that the corresponding solution satisfies the conditions
x2(1) = 0, x3(1) = O(N
−2), as N → +∞. Besides∫ 1
0
(x21 + x
2
2 + x
2
3)dt− 1 = O(N−2), as N → +∞.
The L2-norm of the corresponding control ‖u1(t)‖L2 = ‖q˙cN (t)‖L2 admits an
estimate
‖u1(t)‖L2 ≃ ((N3)2N−3N)1/2 = N2
as N → +∞. Therefore the order of singularity satisfies σ1 ≤ 1. 
9. Proofs
9.1. Proof of Proposition 4.10. In order to prove Proposition 4.10, we
will use the following variant of Tchebyshev inequality:
Lemma 9.1. Let u ∈ L2 and λ denote Lebesgue measure. Then
(42) ‖u‖L2 < η ⇒ ∀ε > 0 : λ {x : |u (x)| ≥ ε} <
η2
ε2
.
It suffices to prove Proposition 4.10 for distributions v = δ(m−1).
Notice that for any p ≥ m:
φpδ(m−1) (t) =
tp−m
(p−m)! , a.e. t ∈ [0, T ] .
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Fix η > 0, and consider u ∈ L2 [0, T ] such that ‖u− v‖H−p[0,T ] < η. It
follows from (42) that λ
{
t ∈ [0, T ] :
∣∣∣φpu (t)− tp−m(p−m)! ∣∣∣ ≥ ε} < η2ε2 . Then,
for every θ > 0 sufficiently small and provided η > 0 is small, there exist
θ0,i ∈
]
iθ, iθ + η
2
ε2
[
, i = 1, 2, ..., 2p−m such that
∣∣∣∣φpu (θ0,i)− θp−m0,i(p−m)! ∣∣∣∣ < ε.
By the mean-value theorem, there exist
θ1,i ∈
]
(2i− 1) θ, 2iθ + η
2
ε2
[
, i = 1, 2, ..., 2p−m−1
such that∣∣∣∣∣φp−1u (θ1,i)− θ
p−m−1
1,i
(p−m− 1)!
∣∣∣∣∣ =
=
∣∣∣∣φpu (θ0,2i)− θp−m0,2i(p−m)! − (φpu (θ0,2i−1)− θp−m0,2i−1(p−m)!)∣∣∣∣
θ0,2i − θ0,2i−1 ≤
2ε
θ − η2
ε2
.
Proceeding by induction we establish existence of θp−m ∈
]
θ, 2p−mθ + η
2
ε2
[
such that
|φmu (θp−m)− 1| < 2
p−mε(
θ − η2
ε2
)p−m .
This implies
φmu (θp−m) > 1− 2
p−mε(
θ − η2
ε2
)p−m .
Once again, mean-value theorem guarantees the existence of θp−m+1 ∈]
0, 2p−mθ + η
2
ε2
[
such that
φm−1u (θp−m+1) =
φmu (θp−m)
θp−m
≥ 1
2p−mθ + η
2
ε2
1− 2p−mε(
θ − η2
ε2
)p−m
 .
Repeating the same argument, one proves existence of θp−1 ∈
]
0, 2p−mθ + η
2
ε2
[
such that
φu (θp−1) ≥ 1(
2p−mθ + η
2
ε2
)m−1
1− 2p−mε(
θ − η2
ε2
)p−m
 .
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Applying Schwarz’s inequality, we conclude
1(
2p−mθ + η
2
ε2
)m−1
1− 2p−mε(
θ − η2
ε2
)p−m
 ≤
≤√θp−1
√∫ θp−1
0
u (τ)2 dτ <
√
2p−mθ +
η2
ε2
‖u‖L2[0,T ] ,
and
(43) ‖u‖L2[0,T ] ≥
1(
2p−mθ + η
2
ε2
)m− 1
2
1− 2p−mε(
θ − η2
ε2
)p−m
 .
Now, for ε = η
2(p−m)
2(p−m)+1 , θ = 2p−m+1η
2
2(p−m)+1 , inequality (43) reduces to
‖u‖L2[0,T ] ≥
1
(2p−m+2 + 1)m−
1
2 η
2m−1
2(p−m)+1
.
This proves existence of a constant C > 0 such that
inf
{
log ‖u‖L2[0,T ] : ‖u− v‖H−p[0,T ] < η
}
log 1η
>
2m−1
2(p−m)+1 log
1
η + logC
log 1η
,
for all sufficiently small η > 0. Hence
lim
η→0+
inf
{
log ‖u‖L2[0,T ] : ‖u− v‖H−p[0,T ] < η
}
log 1η
≥ 2m− 1
2(p −m) + 1 .
To prove the converse inequality, we consider piecewise polynomial func-
tions ψη : [0, T ] 7→ R:
ψη(t) =

p−1∑
i=0
αi
tp+i
(p+i)!ηm+i
if t ∈ [0, η];
tp−m
(p−m)! if t > η,
and make unique choice of constants α0, α1, ..., αp−1 ∈ R in such a way that
ψη becomes (p− 1)-times differentiable with absolutely continuous (p− 1)th
derivative. One can check that α = (α0, α1, ..., αp−1) is the unique solution
of the linear system Mα = b, where
M =

1
p!
1
(p+1)!
1
(p+2)! · · · 1(2p−1)!
1
(p−1)!
1
p!
1
(p+1)! · · · 1(2p−2)!
1
(p−2)!
1
(p−1)!
1
p! · · · 1(2p−3)!
...
...
...
. . .
...
1 12!
1
3! · · · 1p!

,
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b′ =
(
1
(p−m)!
1
(p−m− 1)! · · · 1 0 · · · 0
)
.
It follows that α does not depend on η.
Let u =
dpψη
dtp . Then,
‖u‖2L2[0,T ] =
∫ η
0
(
p−1∑
i=0
αi
ti
i!ηm+i
)2
dt =
C1
η2m−1
,
‖u− v‖2H−p[0,T ] =
∫ η
0
(
p−1∑
i=0
αi
tp+i
(p+ i)!ηm+i
− t
p−m
(p−m)!
)2
dt = C2η
2(p−m)+1,
where C1, C2 are positive constants. This shows that there exists a constant
C such that
inf
n
log‖u‖L2[0,T ]:‖u−v‖H−p[0,T ]<η
o
log 1
η
≤
2m−1
2(p−m)+1
log 1
η
+C
log 1
η
.
9.2. Degree of singularity for noncommutative driftless case (proof
of Theorem 6.1). In the following, we consider the cost functional
JT (u) =
∫ T
0
x′Px dt,
to be minimized along the trajectories of the system
(44) x˙ =
k∑
i=1
gi (x)ui x (0) = x0.
Let Ax0 denote the set of points x ∈ Rn which can be reached from x0
trough trajectories of (44).
Assertion i) of Theorem 6.1 is obvious. Hence we only need to prove
assertions ii) and iii). We start with assertion iii).
Proposition 9.1. If xT ∈ Ax0 and the quadratic form x 7→ x′Px admits a
minimum in Ax0, then σT ≤ 12 . 
Proof. Fix xˆ ∈ Ax0 , such that xˆ′Pxˆ ≤ x′Px holds for all x ∈ Ax0 , and
consider the controls u0, uT ∈ Lk2 [0, 1], such that:
(1) The trajectory generated by u0 starting at x(0) = x0 satisfies x(1) =
xˆ;
(2) The trajectory generated by uT starting at x(0) = xˆ satisfies x(1) =
xT .
Then, we consider the sequence of controls
un (t) = nu0 (nt)χ[0, 1n ]
(t) + nuT (1− n (T − t))χ[T− 1n ,T ] (t) .
A simple computation shows that
xnu0(nt) (t) = xu0 (nt)
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holds for all t ∈ [0, 1n], and
xnuT (1−n(T−t)) (t) = xuT (1− n (T − t))
holds for all t ∈ [T − 1n , T ]. Therefore, for all sufficiently large n ∈ N, un
satisfies the boundary condition xun (T ) = xT . Now,
‖un‖2L2[0,T ] = n2
(∫ 1
n
0 |u0 (nt)|2 dt+
∫ T
T− 1
n
|uT (1− n (T − t))|2 dt
)
=
= n2
(∫ 1
0 |u0 (t)|2 1ndt+
∫ 1
0 |uT (t)|2 1ndt
)
= n
(
‖u0‖2L2[0,1] + ‖uT ‖2L2[0,1]
)
Also,
JT0 (un) =
∫ 1
n
0 xu0 (nt)
′ Pxu0 (nt) dt+
∫ T− 1
n
1
n
xˆ′Pxˆ dt+
+
∫ T
T− 1
n
xuT (1− n (T − t))′ PxuT (1− n (T − t)) dt =
=
∫ 1
n
0 xu0 (nt)
′ Pxu0 (nt)− xˆ′Pxˆ dt+ ĴT0 +
+
∫ T
T− 1
n
xuT (1− n (T − t))′ PxuT (1− n (T − t))− xˆ′Pxˆ dt =
= ĴT0 +
1
n
∫ 1
0 xu0 (t)
′ Pxu0 (t)− xˆ′Pxˆ dt+ 1n
∫ 1
0 xuT (t)
′ PxuT (t)− xˆ′Pxˆ dt =
= ĴT0 +
Const.
n ,
where ĴT0 = infu
JT0 (u). This shows that,
inf
n
ln‖u‖L2[0,T ]:J
T
0 (u)≤cJT0 + 1n
o
lnn ≤
ln
√
n+Const.
lnn . By letting n go to +∞, we prove the result. 
Proposition 9.2. Suppose that xT ∈ Ax0 and there exists x ∈ Ax0 such
that
(45) x′Px < max
{
x′0Px0, x
′
TPxT
}
.
Then, σT ≥ 12 . 
Proof. The quadratic form x 7→ x′Px admits a minimum in the closure of
Ax0 . Let xˆ ∈ Ax0 be such a minimizer. Assumption (45) is equivalent to
state that xˆ′Pxˆ < max {x′0Px0, x′TPxT }. Without loss of generality , we
suppose that xˆ′Pxˆ < x′0Px0 holds. Then, there exist δ > 0, ρ > 0 such that
|x− x0| ≥ ρ holds whenever x′Px < xˆ′Pxˆ + δ holds. Consider some fixed
δ and ρ as above. For each ε ∈ ]0, δ2[, let uε ∈ Lk2 [0, T ] denote a control
satisfying
(46) JT0 (uε) < Ĵ
T
0 + ε.
This last condition implies∫ T
0
(
x′uεPxuε − xˆP xˆ
)
dt < ε.
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Since x′uε (t)Pxuε (t) ≥ xˆP xˆ holds for all t, this implies
λ
{
t ∈ [0, T ] : x′uε (t)Pxuε (t)− xˆP xˆ ≥ δ
}
<
ε
δ
.
Here λ denotes Lebesgue measure in R. It follows that there exists tε ∈
]
0, εδ
[
such that x′uε (tε)Pxuε (tε)− xˆP xˆ < δ. This implies that |xuε (tε)− x0| ≥ ρ.
Let
tˆε = min {t ∈ [0, T ] : |xuε (tε)− x0| ≥ ρ} ;
M = max
{
k∑
i=1
|gi (x)| : |x− x0| ≤ ρ
}
.
It is clear that tˆε <
ε
δ and M < +∞. Therefore, we have the estimates
ρ =
∣∣xuε (tˆε)− x0∣∣ = ∣∣∣∣∫ tˆε0 k∑
i=1
gi (xuε (t)) ui,ε (t) dt
∣∣∣∣ ≤
≤ ∫ tˆε0 k∑
i=1
|gi (xuε (t))| × |uε (t)| dt ≤
≤M ∫ tˆε0 |uε (t)| dt ≤M√tˆε ‖uε‖L2[0,T ] ≤ M√ε√δ ‖uε‖L2[0,T ].
This shows that
‖uε‖L2[0,T ] ≥
ρ
√
δ
M
√
ε
=
Const√
ε
.
Since uε is an arbitrary control satisfying (46), it follows that
inf
{
ln ‖u‖L2[0,T ] : JT0 (u) < ĴT0 + ε
}
ln 1ε
≥
1
2 ln ε+ Const
ln ε
,
which proves the result. 
9.3. Proof of Proposition 7.3. We start with an auxiliary lemma, which
establishes Lipschitz continuity of the input-to-trajectory map of system
(29) with respect to so called relaxation metric in the space of time-variant
vector fields.
Definition 9.1. Let O ⊂ Rr be a nonempty open set and let F be a set of
time-variant vector fields F : [0, T ]×O 7→ Rn.
F is said to be locally uniformly Lipschitzian with respect to x if for every
compact K ⊂ O there exists a constant m < +∞ such that∣∣F (t, x′)− F (t, x)∣∣ ≤ m ∣∣x′ − x∣∣ ,
holds for every F ∈ F , t ∈]0, T ], x, x′ ∈ K. 2
2 see [7, Chapter 4] for a more general definition of uniformly Lipschitzian sets with m
depending on t
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Lemma 9.2. Consider a family of time-variant vector fields F , locally uni-
formly Lipschitzian with respect to x. Fix F0 ∈ F and suppose that the
solution of the differential equation
x˙(t) = F0 (t, x (t)) , x (0) = x0
(denoted by xF0) is defined for t ∈ [0, T ]. For every F ∈ F we define the
’deviation’
(47) ∆F0,F = sup
t∈[0,T ]
∣∣∣∣∫ t
0
F (τ, xF0(τ))dτ −
∫ t
0
F0(τ, xF0(τ))dτ
∣∣∣∣ .
If ∆F0,F is sufficiently small then the solution of the differential equation
x˙(t) = F (t, x (t)) , x (0) = x0
is defined for t ∈ [0, T ] and satisfies
(48) ‖xF − xF0‖L∞[0,T ] ≤ emT∆F0,F ,
where m < +∞ is a constant independent of F . 
Remark 9.1. Note the collocation of the norm beyond the integral sign in
(47). This characterizes the so called relaxation metrics in comparison with
integral metrics. For example ∆0,F in (47) can become small if F does not
depend on x and is fast oscillating with respect to t (e.g. F (t, x) = cosNt,
with N large). 
Proof. Like in the standard proof of continuous dependence of solutions on
the right-hand side of ODE’s, we can assume without loss of generality
that all fields F ∈ F vanish outside some bounded open set containing the
compact curve xF0 . Therefore, we can assume that all fields are complete
and we only need to prove that (48) holds.
Let m < +∞ denote the Lipschitz constant of the family F . A simple
computation shows that
|xF (t)− xF0 (t)| =
∣∣∣∣∫ t
0
F (τ, xF (τ)) − F0 (τ, xF0(τ)) dτ
∣∣∣∣ ≤
≤
∣∣∣∫ t0 F (τ, xF (τ))− F (τ, xF0(τ)) dτ ∣∣∣+
+
∣∣∣∫ t0 F (τ, xF0(τ))− F0 (τ, xF0(τ)) dτ ∣∣∣ ≤
≤ m
∫ t
0
|xF (τ)− xF0(τ)| dτ +∆F0,F .
Therefore (48) follows by application of Gronwall inequality. 
The following Lemma is a strengthened version of the well known Gamkre-
lidze Approximation Lemma [6], [7, Ch. 3]:
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Lemma 9.3. Consider a controlled field F (·, ·) : Rn+k 7→ Rn, continuously
differentiable with respect to all variables. Fix a compact set K ⊂ Rk and a
relaxed control supported in K, η ∈ MK [0, T ], such that xη (the trajectory of
the system x˙ (t) = 〈F (x (t) , ·) , ηt〉 , x (0) = x0) is defined for all t ∈ [0, T ].
There exists a sequence of piecewise constant controls {vN : [0, T ] 7→ K}N∈N,
such that:
i) each vN has at most (n+ 2)N points of discontinuity;
ii) ‖xvN − xη‖L∞[0,T ] = O
(
1
N
)
as N →∞. 
Proof. Since F (·, ·) : Rn+k 7→ Rn is assumed to be continuously differen-
tiable, it follows that the set
{〈F (·, ·) , νt〉 : ν ∈ MK [0, T ]}
is locally uniformly Lipschitzian. Therefore, due to Lemma 9.2, we only need
to show that there exists a sequence of piecewise constant controls such that
each vN has at most (n + 2)N points of discontinuity and ∆〈F,ηt〉,F (·,vN ) =
O
(
1
N
)
as N →∞.
Fix N > 1, and let ti =
iT
N , i = 0, 1, 2, ..., N . Due to Proposition 7.2,
N
T
∫ ti
ti−1
〈F (xη (ti−1) , ·) , ηt〉 dt ∈ conv {F (xη (ti−1) , v) : v ∈ K}
holds and the Carathe´odory theorem guarantees the existence of vNi,j ∈ K,
pNi,j ≥ 0 such that
n+2∑
j=1
pNi,j = 1;
T
N
n+2∑
j=1
pNi,jF
(
xη (ti−1) , vNi,j
)
=
∫ ti
ti−1
〈F (xη (ti−1) , ·) , ηt〉 dt.
We construct the piecewise continuous control
vN (t) =
N∑
i=1
n+2∑
j=1
vNi,jχ[ti−1+
Pj−1
s=1 p
N
i,j
T
N
,ti−1+
Pj
s=1 p
N
i,j
T
N ]
(t) ,
where χ[a,b] (t) denotes the characteristic function of the interval [a, b]. Now,
∆〈F,ηt〉,F (·,vN ) =
N∑
i=1
∫ ti
ti−1
(F (xη (t) , vN (t))− 〈F (xη (t) , ·) , ηt〉) dt =
=
N∑
i=1
∫ ti
ti−1
(F (xη (t) , vN (t))− F (xη (ti−1) , vN (t))) dt+
+
N∑
i=1
∫ ti
ti−1
(F (xη (ti−1) , vN (t))− 〈F (xη (ti−1) , ·) , ηt〉) dt+
+
N∑
i=1
∫ ti
ti−1
(〈F (xη (ti−1) , ·) , ηt〉 − 〈F (xη (t) , ·) , ηt〉) dt.
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Since all fields being considered form a locally uniformly Lipschitzian set and
xη is Lipschitzian with respect to time, there exists a constant L < +∞,
independent of N , such that∣∣∣∣∣
N∑
i=1
∫ ti
ti−1
(F (xη (t) , vN (t))− F (xη (ti−1) , vN (t))) dt
∣∣∣∣∣ ≤
≤
N∑
i=1
∫ ti
ti−1
L |xη (t)− xη (ti−1)| dt ≤
≤
N∑
i=1
∫ ti
ti−1
L2 (t− ti−1) dt = L
2T 2
2N
holds for every sufficiently large N . The same argument gives the similar
inequality
N∑
i=1
∫ ti
ti−1
(〈F (xη (ti−1) , ·) , ηt〉 − 〈F (xη (t) , ·) , ηt〉) dt ≤ L
2T 2
2N
.
Finally,
N∑
i=1
∫ ti
ti−1
(F (xη (ti−1) , vN (t))− 〈F (xη (ti−1) , ·) , ηt〉) dt =
=
N∑
i=1
n+2∑
j=1
∫ (ti−1+Pjs=1 pNi,j TN )
(ti−1+
Pj−1
s=1 p
N
i,j
T
N )
F
(
xη (ti−1) , vNi,j
)
dt−
−
N∑
i=1
∫ ti
ti−1
〈F (xη (ti−1) , ·) , ηt〉 dt =
=
N∑
i=1
 T
N
n+2∑
j=1
pNi,jF
(
xη (ti−1) , vNi,j
)− ∫ ti
ti−1
〈F (xη (ti−1) , ·) , ηt〉 dt
 = 0,
which proves that vN (t) has the desired property. 
For the second approximation step we will use the following lemma con-
cerning approximation of piece-wise continuous controls by absolutely con-
tinuous controls.
Lemma 9.4. Consider a controlled field F (·, ·) : Rn+k 7→ Rn, continuously
differentiable with respect to all variables. Fix compact sets K1 ⊂ Rn, K2 ⊂
R
k.
For every piecewise constant control v : [0, T ] 7→ K2 with N points of
discontinuity such that xv (the trajectory of the system x˙ = F (x, v), x(0) =
x0) lies in K1 and every sufficiently small ε > 0 there exists a continuous
piecewise linear control wε : [0, T ] 7→ conv ({0} ∪K2) such that:
i) ‖xwε − xv‖L∞[0,T ] ≤ CNε;
ii) ‖w˙ε‖ ≤ CNε .
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Here xwε denotes the trajectory of the system x˙ = F (x, v), x(0) = x0 and
C < +∞ is a constant depending only on the sets K1, K2. 
Proof. Fix v satisfying the assumptions of the Lemma. Let 0 = t0 < t1 <
t2 < ... < tN = T be the points of discontinuity of v. v can be represented
as
v(t) =
N∑
i=1
viχ[ti−1,ti[(t).
Fix a small ε > 0 and let
i0 = 0, vi0 = 0,
ij =
{
min
{
i : ti ≥ tij−1 + ε
}
, if
{
i : ti ≥ tij−1 + ε
} 6= ∅,
N, if
{
i : ti ≥ tij−1 + ε
}
= ∅.
The piecewise linear control
wε(t) =
1
ε
N∑
j=1
(
(vij − vij−1)tχ[tij−1 ,tij−1+ε[(t) + vijχ[tij−1+ε,tij [(t)
)
takes values on conv ({0} ∪K2) and differs from v only on the union of
intervals
N⋃
j=1
[tij−1 , tij [. Since K2 is compact, there exists a constant C1 <
+∞ such that |vij − vij−1 |2 < C1 holds for j = 1, 2, ..., N . Therefore,
‖w˙ε‖2L2[0,T ] =
N∑
j=1
|vij − vij−1 |2
ε2
ε ≤ C1N
ε
.
The Lemma 9.2 guarantees that the inequality
‖xwε − xv‖L∞[0,T ] ≤ emT sup
t∈[0,T ]
∣∣∣∣∫ t
0
F (xv , wε)− F (xv , v) dτ
∣∣∣∣
holds provided the right-hand side is sufficiently small.
Since xv lies in K1, v lies in K2 and wε lies in conv ({0} ∪K2), there exists
a constant C2 < +∞ such that
sup
t∈[0,T ]
∣∣∣∣∫ t
0
F (xv , wε)− F (xv , v) dτ
∣∣∣∣ ≤
≤
N∑
j=1
∫ tij−1+ε
tij−1
|F (xv, wε)− F (xv, v) dτ | ≤ NC2ε.
Therefore the Lemma holds for C ≥ max{C1, emTC2}. 
To conclude the proof of Proposition 7.3, we consider the augmented state
z(t) =
(
J tr, y(t)
)
with dynamics
(49) z˙(t) =
n+2∑
i=1
pi(t)F (z(t), v
i(t)) =
n+2∑
i=1
pi(t)
(
f˜0(y(t), v
i(t))
f˜(y(t), vi(t))
)
,
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with
(
f˜0, f˜
)
defined by (33).
Under the assumptions of Proposition 7.3, there exists a compact set
K ⊂ Rk such that
η =
n+2∑
i=1
piδvi ∈ MK [0, T ].
Let Nε = O
(
1
ε
)
when ε → 0+. Due to Lemma 9.3 there exist piecewise
constant controls {wε : [0, T ] 7→ K}ε>0 such that vε has O
(
1
ε
)
points of dis-
continuity and the corresponding trajectories of (49) satisfy
‖zwε − zη‖L∞[0,T ] = O(ε), when ε→ 0+.
Due to Lemma 9.4,there exist continuous piecewise linear controls
{vε : [0, T ] 7→ conv ({0} ∪K)}ε>0 such that
‖zvε − zwε‖L∞[0,T ] = O(ε), ‖v˙ε‖L2[0,T ] = O(ε−3),
when ε→ 0+. It follows that
‖zvε − zη‖L∞[0,T ] ≤ ‖zvε − zwε‖L∞[0,T ] + ‖zwε − zη‖L∞[0,T ] = O(ε).
This shows that conditions i), ii) and iv) of Proposition 7.3 can be satisfied.
yvε(T ) lies ε-close to yη(T ), which lies in the integral manifold of G that
contains xT . Therefore, vε can be modified (without changing the magnitude
of the estimates above) in such a way that∣∣∣xT − eGvε(T )yvε(T )∣∣∣ = O(ε), when ε→ 0+.
This concludes the proof.
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