The objective of this paper is to automatically build a Hierarchical Hidden Markov Model (HHMM) (Fine et al., 1998) structure to detect semantic patterns from data with an unknown structure by exploring the natural hierarchical decomposition embedded in the data. The problem is important for effective motion data representation and analysis in a variety of applications: film and game making, military, entertainment, sport and medicine. We propose to represent the patterns of the data as an HHMM built utilising a two-stage learning algorithm. The novelty of our method is that it is the first fully automated approach to build an HHMM structure for motion data. Experimental results on different motion features (3D and angular pose coordinates, silhouettes extracted from the video sequence) demonstrate the approach is effective at automatically constructing efficient HHMM with a structure which naturally represents the underlying motion that allows for accurate modelling of the data for applications such as tracking and motion resynthesis.
INTRODUCTION
Hierarchical Hidden Markov Models (HHMMs) (Fine et al., 1998) have become popular for modelling real world data which have non-linear variations and underlying hierarchical structure. This form of modelling has been found useful in applications such as handwritten character recognition (Fine et al., 1998) , activity recognition (Kawanaka et al., 2006) , (Nguyen and Venkatesh, 2008) and DNA sequence analysis (Choi et al., 2009) , (Hu et al., 2000) .
The automatic discovery of an HHMM topology from original data is an important yet complicated problem. This has not to date gained that much attention; some work in this area has been reported in (Xie et al., 2003) , (Youngblood and Cook, 2007) . The structure discovery algorithm by Xie (Xie et al., 2003) employs the Markov Chain Monte Carlo (MCMC) method to determine structure parameters for an HHMM in an unsupervised manner. This approach is used to discover patterns in video, namely play and break, and is based on a bespoke procedure to select features from the video. Youngblood and Cook (Youngblood and Cook, 2007) examine the problem of automatic learning of a human inhabitant behavoural model. They extract sequential patterns from inhabitant activities using the Episode Discovery (ED) sequence mining algorithm. An HHMM is created using low-level state information and highlevel sequential patterns. This is used to learn an action policy for the environment. This model, as with (Xie et al., 2003) , was developed to represent specific features inherent in the data.
We propose the algorithm, constructed with the non-linear dimensionality reduction approach, Isomap (Tenenbaum et al., 2000) , and based on Isomap's ability to preserve data geometry at all scales (Silva and Tenenbaum, 2003) . Using this property, we can explore the data trajectory in the embedded space. We also employ the assumption of the motion data trajectory smoothness during analysis of the space. Under these conditions we propose that by utilising hierarchical clustering we can construct an HHMM topological structure in the Isomap space, and the obtained HHMM is efficient in exploring semantic patterns in the motion data. We build an HHMM using our algorithm and learn the model with Dynamic Bayesian Network (DBN) (Murphy and Paskin, 2001 ). After the model training, we test it by exploring observed motion patterns from the new unseen data.
We investigate the first stage of data processing, hierarchical content characterisation algorithm, in Section 2. In Section 3, we automatically construct a dynamic model for semantic pattern discovery using parameters obtained at the first stage. Section 4 demonstrates the effectiveness of our algorithm by applying it to the different motion data features, namely silhouettes, 3D coordinates and angular (Acclaim) data. Conclusion and future work are given in Section 5.
HIERARCHY CONSTRUCTION
The algorithm's first stage consists of three main steps, described below in separate subsections. The algorithm is generic, in that it is able to work with various unlabelled feature sequences, extracted from the original motion data. Also we assume that the data is complete, i.e. without missing (unobserved) values.
Trajectory Extraction
Isomap, as a manifold learning technique, represents global data relationships in a low dimensional space, maximally preserving geodesic distances between all pairs of data points (Tenenbaum et al., 2000) . We employ this Isomap ability and represent an input data as a point-wise trajectory in an embedded space for the initial data analysis. The basic idea of the Isomap algorithm is to use geodesic distances on a neighborhood graph in the framework of the Multidimensional scaling (MDS) algorithm. The success of Isomap in the data representation and model accuracy depends on being able to choose an appropriate neighborhood size. We use the method for automatic selection of this parameter described in (Samko et al., 2006) .
GMM on the Embedded Space
The Gaussian Mixture Model (GMM) is a flexible and powerful method for unsupervised data grouping (McLachlan and Basford, 1988) . In addition to grouping, it gives us parameters which we use to initialise our dynamic model at the second stage of the data processing.
To choose the number of Gaussian clusters we use the method described in (Bowden, 2000) . According to this method, the Characteristic Cost Graph is produced and the optimal number of clusters is determined by locating a point where increasing the number of clusters does not lead to a significant decrease in the resulting cost. We perform a more accurate estimation of that point with the procedure for threshold estimation (Rosin, 2001) . Figure 1 shows an example of Gaussian clustering in the Isomap space. The data points form a trajectory which represents the original data sequence. 
Hierarchical Data Organisation
To construct a hierarchy over the obtained clusters, we employ the standard agglomerative clustering algorithm (Duda et al., 2000) because this approach attempts to place the input elements in a hierarchy in which the distance within the tree reflects similarity between the elements. As an input, we use means of the Gaussian clusters. The result of the hierarchical clustering is represented as a dendrogram tree, see Figure 3 for example.
DYNAMIC PATTERNS DISCOVERY
Using the hierarchy constructed in the previous section as a basis, we now aim to construct a two-level HHMM which considers parts of motion as separate submodels. The top HHMM level corresponds to the main actions in the motion data, and at the bottom the initial data sequence is divided into subsequences according to the actions they represent. The choice of the number of levels is natural: every data sequence has at least a single pattern (subsequence), while having more levels could be unnecessary for many applications as well as being computationally expensive.
HHMM Definition
An HHMM forms a hierarchy of HMMs, where a top level HMM can have sub HMMs as its hidden nodes. A full HHMM is defined as a 3-tuple
Here λ is a set of parameters, ζ is the topological structure of the model, and Σ is an observation alphabet. The set of parameters λ consists of a horizontal transition matrix A, mapping the transition probability between child nodes of the same parent; an observation probability distribution B and a vertical transition vector Π that assigns the transition probability from a hidden node to its child nodes:
The topology ζ specifies the number of levels, the state space at each level, and the parent-children relationship between levels. The states include "production states" that emit observations and "abstract states" which are hidden states. The observation alphabet Σ consists of all possible observation finite strings.
HHMM Structure Construction
In an HHMM, every higher-level state corresponds to a stream produced by lower-level sub-states, a transition at the top level is invoked only when the lowerlevel HMM enters an exit state. Therefore it is natural to construct an HHMM in a "bottom-up" manner.
After the hierarchical clustering algorithm is applied to the initial data, we get the data dendrogram representation as in Figure 3 . We use this representation to construct the HHMM structure. The proposed HHMM structure construction algorithm outline is presented in Table 1 .
We apply a heuristic approach for construction of the HHMM structure: we cut the dendrogram using the mean distance between clusters measure, and use the clustering specified by the dendrogram at that cutoff level. The purpose of this is to provide clusters that are similar enough to be grouped together, and the sizes of these groups are large enough to construct a regular HMM with them. Figure 4 illustrates the hierarchy for the motion data, obtained from the dendrogram shown in Figure 3 . Using this representation we set the number of states for each HMM (for this particular example these numbers are 4 for the top-HMM, and 3, 2, 3 and 2 for the bottom level HMMs). Figure 5 shows the resulting HHMM structure (ζ from Equation 1) -state transition diagram. Black arrows denote state transitions, and dotted arrows denote returns to the parents states. Our HHMM does not have a fully connected topology because we limited the transitions by using the GMM labels obtained at the first stage. This reduces the number of transition matrix non-zero elements and simplifies calculation of the HHMM parameters. 
Learning HHMM Parameters
To determine the HHMM fully, we need to set λ from Equation 2. We convert an HHMM into a DBN, to reduce the time complexity of computation, and learn the DBN parameters instead to find the parameters of Equation 2. We use standard DBN parameter learning procedures, which are best described in (Murphy and Paskin, 2001) . To initialise the model, we use the GMM parameters from the previous section.
EXPERIMENTS
Now we evaluate how the proposed algorithm processes different types of motion data, represented by 3D coordinates, angular coordinates and silhouettes extracted from the video sequences. The data we use contains a wide range of variation both in upper and lower body parts, and sequences from several hundreds to several thousands of frames. In Section 4.1, we extract semantic patterns and evaluate the model for a gymnastic exercise sequence from the CMU motion capture (MoCap) database 1 , where motion features are represented by 3D angular coordinates. In Section 4.2 we address the model's classification ability with 3D coordinates of a walking person. And finally, the model is constructed with silhouette sequences from the IXMAS motion database 2 .
CMU MoCap Data
The algorithm input data here is represented by 32 angular coordinates (the video preprocessing and feature extraction details can be found on the CMU website). This motion data sequence consists of 5357 frames, and contains 8 exercises: jumps, jog, squats, side twists, lateral bending, side stretch, forwardbackward stretch and forward stretch. In this example we demonstrate that our method is able to work with a variety of movements, as well as with long data sequences.
We reduce the dimensionality of the original space to 3 using the automatic method (Samko et al., 2006) , and perform clustering. In our experiments we assume that motion data has smooth transformations between points in the embedded space and therefore clusters include chains of the neighbour elements from the original data sequence, i.e. data subsequences. Also note that in the Isomap space similar clusters are close to each other; we use this property in our model construction. Figure 6 shows a schematic representation of the HHMM structure obtained by our algorithm. Each hidden state here is illustrated by the mean pose for that state. This Figure shows that we are able to extract the above mentioned main patterns from the unlabelled data. There are six states at the top HMM, which represent jumps, jog, squats, side twists, lateral bending and stretches. At the bottom level we get six HMMs whose number of states range from two (squats HMM: down and up states) to seven (lateral bending). The stretches sub-HMM consists of five states and represents three exercises at once: side, forward-backward and forward stretches.
To test the model we take another fragment of swordplay motion, which consists of 2300 frames and includes jumps, jog, squats and side twists exercises. We project the test data into Isomap space using the kernel function given in (Bengio et al., 2004) and classify it with our model.
The pattern with the maximum probability is used to label the data. To verify the result and make a comparison with other methods, we manually label train data with these patterns. We consider this labelling as a ground truth, and perform classification evaluation with our semi-supervised model, unsupervised HHMM and flat HMM over the test data. We use the same structure for the unsupervised HHMM obtained from our hierarchical algorithm, but without parameters initialisation from the algorithm first stage, and the HMM consisted of the bottom level states of our model. The classification results are shown in the first column of Table 2 . Using our semi-supervised algorithm, we get better accuracy than the other methods. An example of state of the art results, (Junejo et al., 2008) recently reported the average recognition accuracy 91.98% for the pre-defined actions from the CMU MoCap database. The achieved accuracy shows the potential advantage of our method in automatic action recognition.
Walking Data
We use the sequence of 218 frames which represents motion of a walking person, consisting of two steps, right turn and another step. The initial feature parameters represent the coordinates of human (arms, legs, We showed some intermediate results for this example to illustrate the algorithm in Figures 1, 3, 4 . The HHMM structure is presented in Figure 5 and Figure 7 . We get one top level HMM, which includes four sub-HMMs. "5-3-7"-states HMM correspond to the pattern which represents the motion beginning and start of the turn. "2-10" HMM corresponds to the sequence pattern with left leg moving down and the right leg lifting up motions. "6-4"-state HMM movement is opposite to the previous pattern: the right leg moving down and the left leg lifting up. Finally, "9-1-8" HMM represents the turn and step after turn pattern. Thus the automatically constructed HHMM extracts "natural" units from the original data. The results of classification are shown in the second column of Table 2 . We can say that our semisupervised HHMM is able to correctly identify the semantic patterns in the test data and classify the motion patterns better than other methods.
IXMAS Data
The INRIA Xmas Motion Acquisition (IXMAS) sequence we used here contains 11 actions: check watch, cross arms, scratch head, yoga, turn around, walk, wave, punch, kick, point and throw away. The silhouettes were extracted from the video using a standard background subtraction technique, modelling each pixel as a Gaussian in RGB space.
Although raw silhouette pixels are not the optimal feature for motion analysis, we use it to show the algorithm's ability to work with such difficult input data. For the Isomap algorithm, it is much harder to extract main motion features from silhouettes, to embed them into the low dimensional space, and to produce useful trajectories for further analysis. Isomap space for the silhouette data is more knotted than for the coordinate data, which makes clustering and pattern extraction more difficult. Figure 8 illustrates the embedded space for this example. To test the algorithm we take the sequence of 1076 frames from the IXMAS database. It shows the front view silhouettes of the person performing the above actions in the above order. Figure 9 shows the HHMM structure obtained by our algorithm. In comparison to the coordinate data, we get more transitions between the states (because of the space knotting). As shown in this Figure, the algorithm recognised five patterns in this data. The first pattern represents hand movements from a standing position and includes check watch, cross arms, scratch head and wave actions. The second pattern is the yoga action. The next recognised pattern is leg movements and includes turn around, walk and kick actions. The fourth pattern is hand movements with legs apart, this contains punch and point actions. And the last pattern is the throw away action.
We use another sequence of similar length to test the model. The classification results are shown in the last column of Table 2 . The accuracy is lower compared with our earlier experiments because of the increased complexity of its trajectory in the Isomap space, but it can be seen that our algorithm is able to find the meaningful patterns even from such data. Also it is comparable to the result reported by (Junejo et al., 2008) for the pre-defined actions from this data set (72.5%), taking into account that we do not make any manual settings.
CONCLUSION
We have presented a novel method for the automatic discovery of an HHMM topological structure applied to finding semantic patterns in an unlabelled motion sequence. We demonstrated our algorithm's ability to work with various data features obtained from different types of mocap/video sources. Since the algorithm is not linked with any a priori information from the data, it could be used with various data types (for example, in DNA sequence analysis). Our algorithm is fully automated with no additional configuration parameters required. In order to develop a more detailed knowledge of the strengths and robustness of our algorithm, a more thorough experimental evaluation of our system will be carried out in future work. We hope to improve the robustness and compactness of our model by using alternative clustering algorithms, and we plan to involve probability estimation to the cut-off level detection.
