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Let k be a ﬁeld of characteristic 0. Based on the Gelfand–Kirillov dimension
computation of modules over solvable polynomial k-algebras, where solvable poly-
nomial algebras are in the sense of A. Kandri-Rody and V. Weispfenning (1990,
J. Symbolic Comput. 9, 1–26), we prove that the elimination lemma, obtained from
D. Zeilberger (1990, J. Comput. Appl. Math. 32, 321–368) by using holonomic mod-
ules over the Weyl algebra Ank and used in the automatic proving of special
function identities, holds for a class of solvable polynomial k-algebras without
any “holonomicity” restriction. This opens a way to the solution of the exten-
sion/contraction problem stemming from the automatic proving of multivariate
identities with respect to the ∂-ﬁniteness in the sense of F. Chyzak and B. Salvy
(1998, J. Symbolic Comput. 26, 187–227). It also yields a ∂-holonomicity so that
automatic proving of multivariate identities may be dealt with by manipulating
polynomial function coefﬁcients instead of rational functions. © 2000 Academic Press
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0. INTRODUCTION
Throughout this paper we let k denote a computable subﬁeld of the
complex number ﬁeld . A ﬁeld k is said to be computable if the addi-
tion, subtraction, multiplication, and the inverses of elements in k can be
performed on a computer [BW, p. 78]. All rings considered in this paper
are associative rings with 1, and modules are unitary left modules. If A is
a ring and S is a nonempty subset of A, we write S for the left ideal of
A generated by S.
Holonomic systems or, equivalently, holonomic modules over the Weyl
algebras were introduced by Bernstein and Kashiwara in the algebraic study
of the solutions of linear differential equations. The earliest grand appli-
cation of holonomic module theory was given by Bernstein [Ber] for an
elementary algebraic proof of a famous conjecture of Gelfand concerning
the existence of a meromorphic extension of the distribution valued com-
plex function λ→ Pλ, where P is a polynomial in several variables over n.
Based on Bernstein’s celebrated holonomic module theory over the Weyl
algebras, a large class of special function identities including all terminating
hypergeometric (alias binomial coefﬁcient) identities has been identiﬁed
by Zeilberger in the automatic proving of function identities (see [Zei1]).
These special functions are named holonomic functions. Using noncommu-
tative Gro¨bner basis theory, more general automatic proving of multivari-
ate identities has been considered (e.g., [CS]) in the context of iterated Ore
extensions.
More precisely, let k be a subﬁeld of  (in computer algebra k is usually
taken to be a ﬁnite dimensional extension of  in ), and let Ank be the
nth Weyl algebra over k which is by deﬁnition the k-algebra generated by
2n elements x1	 
 
 
 	 xn	 ∂1	 
 
 
 	 ∂n subject to the deﬁning relations
	xi	 xj= 	∂i	 ∂j = 0	 i	 j = 1	 
 
 
 	 n	
∂jxi=xi∂j + δij	 i	 j = 1	 
 
 
 	 n

We have
0.1. Deﬁnition [Zei1]. Let f be a nonzero member of a family on
which the Weyl algebra Ank acts naturally. Put
f = D ∈ Ank Df = 0

(It is clear that f is a left ideal of Ank.) f is said to be a holonomic
function if the Ank-module Ank/f has Gelfand–Kirillov dimension
n, denoted by GK
dimAnk/f  = n, i.e., if Ank/f is a holonomic
Ank-module in the sense of Bernstein. (We refer to [Bj] for a general
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theory of holonomic modules over Ank.) Examples of holonomic func-
tions may be found, e.g., in [Stan, Zei1, WZ, Lip1–2, CS]: D-ﬁnite func-
tions, rational functions 1/P where P is a nonzero polynomial in n ≥ 1
variable(s), all algebraic functions, and all special functions falling in the
Askey’s scheme [J. Labelle, Tableau d’Askey, in “Polynoˆmes Orthogonauxet
Applications,” (C. Brezinski et al., Eds.), LNM, Vol. 1171, Springer-Verlag,
Berlin/New York, 1985].
Remark. (i) For some historical comments about “special functions”
we refer to the proceedings “Special Funtions: Group Theoretical Aspects
and Applications” (R. A. Askey, T. H. Koornwinder, and W. Schempp,
Eds., Reidel, Dordrecht, 1984), and the proceedings of the Hayashibara
Forum “Special Functions” (M. Kashiwara and T. Miwa, Eds., Springer-
Verlag, Berlin/New York, 1991). For an introduction to the automatic prov-
ing of function identities we refer to the book written by M. Petkovsˇek,
H. Wilf, and D. Zeilberger (“A = B,” Peters, 1996).
(ii) Historically, a uniﬁed study of the “D-ﬁnite functions” and the
“P-recursive sequences” was introduced by Stanley [Stan] in the following
sense:
• A D-ﬁnite function is a solution of a polynomial-coefﬁcient linear
ordinary differential equation.
• A P-recursive sequence is a sequence unn∈ satisfying linear recur-
rences with polynomial coefﬁcients; e.g.,
P0nun + P1nun+1 + P2nun+2 = 0	 n ∈ 

• A sequence unn∈ is P-recursive if and only if its corresponding
generating function f x =∑∞n=0 unxn is D-ﬁnite.
In the case of several variables, a similar fusion of the discrete and the
continuous succeeded in [Lip2]. Zeilberger used “holonomic function” in
the sense of Bernstein and Kashiwara (as deﬁned above) for both “D-ﬁnite
function” and “P-recursive sequence,” as he said in [Zei1]: In the interest of
thawing the cold war between the discrete and the continuous, I have decided
to combine these two names into one.
Holonomic functions form a k-algebra in the usual sense. From a com-
putational point of view, the most important property of a holonomic func-
tion is that a holonomic function can be recovered from a ﬁnite amount of
information. This property may be described more clearly as follows (see
[Zei1]). To write down a holonomic function f in “holonomic notation,” we
may give any set of generators of its corresponding ideal, with the appro-
priate (ﬁnitely many) initial conditions. However, in general it is not clear
how many initial conditions are required to uniquely specify the function
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f . It is therefore necessary to introduce the so called “canonical holonomic
representation” by ﬁnding n “ordinary” operators
Pi∂i	 x1	 
 
 
 	 xn	 i = 1	 
 
 
 	 n	 (1)
in the Weyl algebra Ank = k	x1	 
 
 
 	 xn	 ∂1	 
 
 
 	 ∂n that annihilate f ,
where each Pi is of degree αi (in ∂i). The “initial conditions” are given by
∂
i1
1 · · · ∂inn f x0	 0 ≤ i1 < α1	 
 
 
 	 0 ≤ in < αn	 (2)
where x0 is any point that is not on the “characteristic set” of the system
(1) (the characteristic set of a system (1) is the set of common zeros of the
leading coefﬁcients of the operators Pi). The wonderful thing is that the
existence of system (1) is guaranteed by the following elimination lemma
in the Weyl algebra and is recognized by the noncommutative version of
Sylvester’s dialytic elimination algorithm given by Zeilberger [Zei1]. More-
over, a good “canonical holonomic representation” may be given in terms
of Gro¨bner bases [Tak1–2].
0.2 Lemma (elimination lemma for the Weyl algebras [Zei1, Lemma 4.1];
proof is due to Bernstein). Let L be a left ideal inAnk such thatAnk/L
is a holonomic Ank-module. For every n+ 1 generator selected from the 2n
generators x1	 
 
 
 	 xn	 ∂1	 
 
 
 	 ∂n of Ank there is a nonzero member of
L that only depends on these n + 1 generators. In particular, for every i =
1	 
 
 
 	 n, L contains a nonzero element of the subalgebra k	x1	 
 
 
 	 xn	 ∂i ⊂
Ank.
Remark. In order to provide “real fast” elimination algorithms for the
automatic proving of hypergeometric (ordinary and “q”) multisum/integral
identities, the above lemma was given another, more “effective” proof and
was called the “fundamental lemma” in [WZ].
Let kx1	 
 
 
 	 xn be the ﬁeld of rational functions in n variables and
let Bnk = kx1	 
 
 
 	 xn	∂1	 
 
 
 	 ∂n be the k-algebra of linear differential
operators with rational function coefﬁcients. It is clear that Ank ⊂ Bnk.
The relation between the holonomic Ank-modules and the Bnk-
modules which are ﬁnite dimensional over kx1	 
 
 
 	 xn is given in the
following theorem. The importance of this theorem in the automatic prov-
ing of holonomic function identities is that it allows the reduction of
rational function manipulations to polynomial functions (e.g., [Tak3]). The
proof of the “only if” part is given by Bernstein [Ber] and the proof of the
“if” part follows from a result of Kashiwara [Kas] concerning holonomic
D-modules (an elementary proof was given by Takayama in [Tak3] but this
depends again on the nature of holonomic modules).
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0.3. Theorem (Bernstein–Kashiwara). With notation as above, let 
be a left ideal of Bnk. Then M = Ank/ ∩ Ank is a holonomic
Ank-module if and only if Bnk/ is a ﬁnite dimensional vector space
over kx1	 
 
 
 	 xn.
In this paper we show that the elimination lemma holds for a class
of solvable polynomial algebras without any “holonomicity” restriction
(Lemma 3.11), where solvable polynomial algebras are deﬁned in the sense
of [K-RW]. This makes it possible to solve the extension/contraction prob-
lem raised in the automatic proving of multivariate identities with respect
to the ∂-ﬁniteness in the sense of [CS] (Theorem 4.3). Also it yields a
“∂-holonomicity” for modules (functions) over the algebras under consid-
eration (Section 5), which includes the holonomicity of modules over Weyl
algebras. Again, in connection with the automatic proving of multivari-
ate identities it allows the reduction of rational function manipulations to
polynomial function manipulations in a more general context. From the
work of [CS] it is clear that these results make a more effective use of
Gro¨bner bases for eliminating variables and for constructing algorithms
such as creative telescoping in the automatic proving of multivariate identi-
ties. (In the Weyl algebra case creative telescoping is an algorithm written
for computing equations satisﬁed by deﬁnite sums or integrals of holo-
nomic functions, e.g., [Zei2]. In [CS] this algorithm has been extended to a
more general context.) In this paper we are not going to explore this algo-
rithmic aspect (because we are not experts in computation). However, our
proofs of the main results depend on an algorithmic study of dimension
theory over solvable polynomial algebras having its root in commutative
algebraic geometry (see the remark given in the end of Section 3).
1. BASIC PROPERTIES OF SOLVABLE
POLYNOMIAL ALGEBRAS
For a general theory of Gro¨bner bases in commutative polynomial alge-
bras, we refer to [CLO′, BW]; for the general theory of Gro¨bner bases in
noncommutative solvable polynomial algebras, we refer to the survey paper
[K-RW]. For the reader’s convenience we recall some basic properties of a
left Gro¨bner basis in a solvable polynomial algebra.
First we give some basic notions and notation. Let n≥0 be the set of
n-tuples α = α1	 
 
 
 	 αn of non-negative integers. For α = α1	 
 
 
 	 αn ∈
n≥0, we write
α = α1 + · · · + αn
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By a monomial ordering on n≥0 we mean any relation > on 
n
≥0 satisfying
(1) > is a total (or linear) ordering on n≥0.
(2) If α > β and γ ∈ n≥0, then α+ γ > β+ γ.
(3) > is a well-ordering on n≥0.
The lexicographic ordering on n≥0, denoted >lex, is a monomial ordering.
Another monomial ordering very often used in computational algebra is
the graded lexicographic ordering on n≥0, denoted >grlex, which is deﬁned
as follows: for α = α1	 
 
 
 	 αn, β = β1	 
 
 
 	 βn, α >grlex β if
α =
n∑
i=1
αi > β =
n∑
i=1
βi	 or α = β and α >lex β	
where >lex is the lexicographic ordering on 
n
≥0.
Let k be a subﬁeld of , and let A = k	a1	 
 
 
 	 an be an afﬁne k-algebra
with generating set a1	 
 
 
 	 an. We call an element of the form aα11 · · · aαnn
a standard monomial in A, where α1	 
 
 
 	 αn ∈ n≥0, and write
SMA = {aα = aα11 · · · aαnn ∣∣α = α1	 
 
 
 	 αn ∈ n≥0}
for the set of all standard monomials. It is clear that any ordering > on
n≥0 naturally induces an ordering on SMA: aα > aβ if and only if α > β.
An element of the form cαaα ∈ A with cα ∈ k and aα ∈ SMA is called
a term in A. We write
TA = {cαaα  cα ∈ k	 aα ∈ SMA}
for the set of all terms in A.
Suppose that
(S1) SMA is a k-basis for A.
Then every f ∈ A has a unique linear expression f = ∑ cαaα, cα ∈ k,
aα ∈ SMA. Let > be a monomial ordering on n≥0. Then we may deﬁne
• the multidegree of f : mdf  = maxα  cα = 0,
• the leading monomial of f : LMf  = aα with α = mdf ,
• the leading term of f : LTf  = cαaα with α = mdf .
1.1. Deﬁnition [K-RW, LW]. An afﬁne k-algebra A = k	a1	 
 
 
 	 an is
called a solvable polynomial algebra with monomial ordering >, if A satisﬁes
(S1) and
(S2) if aα, aβ ∈ SMA, then aαaβ = cα	βaα+β +
∑
cγa
γ with cα	β ∈
k− 0, cγ ∈ k, and α+ β > md
∑
cγa
γ.
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Weyl algebras Ank over k and the enveloping algebras of ﬁnite dimen-
sional k-Lie algebras are examples of solvable polynomial algebras. More
generally, any iterated Ore extension over k is a solvable polynomial alge-
bra (see [K-RW]).
From now on, we always let A = k	a1	 
 
 
 	 an denote a solvable polyno-
mial k-algebra with a ﬁxed monomial ordering > on n≥0 (or equivalently,
on SMA).
1.2. Lemma. If f	 g ∈ A, then mdfg = mdf  + mdg, LTfg =
LTLTf LTg.
The above lemma shows that the monomial ordering > is compatible with
the multiplication of A in the sense that if aα > aβ and aγ ∈ SMA, then
LMaγaα > LMaγaβ. It is this property and the well-ordering property
of > that make the division algorithm and a noncommutative version of
Buchberger’s algorithm in A possible (see [K-RW]).
On n≥0 we have the Dickson partial order (see [BW]): α ≤′ β if and only
if there exists some γ ∈ n≥0 such that α+ γ = β. So, for aα	 aβ ∈ SMA,
we say that aβ is divisible by aα if α ≤′ β. Thus, for two terms cαaα	 cβaβ ∈
TA, we may also say that cβaβ is divisible by cαaα if α ≤′ β.
Warning: Generally, in a solvable polynomial k-algebra, if aβ is divisible
by aα, then it does not mean that aβ = aγaα, for some γ ∈ n≥0.
1.3. (Left) Division Algorithm. Let  = f1	 
 
 
 	 fs be an ordered
s-tuple of elements in A. Then every f ∈ A can be written as
f = h1f1 + · · · + hsfs + r	 ∗
where hi	 r ∈ A, and either r = 0 or r is a k-linear combination of stan-
dard monomials, none of which is divisible by any term in LM  =
LMf1	 
 
 
 	LMfs. Moreover, if hifi = 0, then mdf  ≥ mdhifi.
The element r appearing in ∗ is called the remainder of f on division
by  , and is denoted by f¯  .
Let L be a left ideal of A, and let 	 = g1	 
 
 
 	 gs be an ordered s-tuple
of elements in L. If for every f ∈ L, f¯	 = 0, then 	 is called a left Gro¨bner
basis of L (or just a Gro¨bner basis if no confusion is possible).
1.4. Theorem [K-RW]. (i) A Gro¨bner basis exists for every nonzero left
ideal L in A (hence A is Noetherian). Furthermore, if the ground ﬁeld is
computable, then a Gro¨bner basis containing a given generating set of L may
be computed in terms of the S-polynomials by using a noncommutative version
of Buchberger’s algorithm.
(ii) Let 	 = g1	 
 
 
 	 gs be a Gro¨bner basis of L. Then for f ∈ A,
f ∈ L if and only if f	 = 0.
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Let L be a left ideal of A. Concerning the k-space A/L, we have the
following fact.
1.5. Proposition [K-RW]. Let 	 = g1	 
 
 
 	 gs be a Gro¨bner basis of
L, and let
B = {aα ∈ SMA ∣∣ aα is not divisible by any LMgi}

Then
(i) B′ = {	aα  aα ∈ B} is a k-basis of A/L, where 	aα denotes the
coset of aα modulo L.
(ii) A′/L is ﬁnite dimensional if and only if for every 1 ≤ i ≤ n, there
exists some g ∈ 	 such that LMg is a power of ai.
2. ELIMINATION LEMMA FOR HOMOGENEOUS
SOLVABLE POLYNOMIAL ALGEBRAS
In the deﬁnition of a solvable polynomial k-algebra (Section 1), if we
replace the condition (S2) by
(S2′) if aα	 aβ ∈ SMA, then aαaβ = cα	βaα+β with cα	β ∈ k− 0,
then it is clear that A is a solvable polynomial algebra with respect to any
monomial order on n≥0. We call such A a homogeneous solvable polynomial
algebra.
One of the most obvious examples of a homogeneous solvable polyno-
mial algebra is the skew polynomial ring of the form k	x	y	 σ, where k	x
is the commutative polynomial ring over k in one variable x, σ is an auto-
morphism of k	x with σx = λx, λ ∈ k − 0, and yx = σxy = λxy.
Another common example is the quantum n-space in the sense of Manin,
i.e., the -algebra 
q = 	X1	 
 
 
 	Xn deﬁned by the relations XjXi =
q−2XiXj whenever i < j, where q is a nonzero element of .
In this section, we prove the elimination lemma for a homogeneous solv-
able polynomial algebra A = k	a1	 
 
 
 	 an by further exploring the dimen-
sion theory over A which has been studied in [Li]. To this end, we ﬁrst
need to recall from [Li] some basic results concerning left Gro¨bner bases
in A and the dimension computation of a cyclic A-module.
2.1. Lemma. (i) A is a positively graded afﬁne k-algebra, i.e., A =⊕
m≥0Am with
Am =
{ ∑
α=m
cαa
α
∣∣ aα = aα11 · · · aαnn 	 α = α1 + · · · + αn
}

in particular, A0 = k, A1 =
∑n
i=1 kai.
linear solvable polynomial algebras 109
(ii) With notation as in Section 1, if cαaα	 cβaβ ∈ TA, then cβaβ is
divisible by cαaα if and only if there is some cγaγ ∈ TA such that cβaβ =
cαcγa
γaα

A left ideal L of A is said to be a monomial left ideal if it has a generating
set consisting of standard monomials in SMA; i.e., L = ∑α∈I Aaα, I ⊂
n≥0, a
α ∈ SMA. By Lemma 2.1 the following two properties of a mono-
mial left ideal are the noncommutative analogue of those for a commutative
monomial ideal in the commutative polynomial algebra k	x1	 
 
 
 	 xn (e.g.,
see [CLO′]).
2.2. Lemma. Let L = ∑α∈I Aaα be a monomial left ideal of A. Then a
standard monomial aβ ∈ L if and only if aβ is divisible by aα for some α ∈ I.
2.3. Lemma. Let L be a monomial left ideal of A, and let f ∈ A. Then
the following are equivalent:
(i) f ∈ L;
(ii) every term of f lies in L;
(iii) f is a k-linear combination of the standard monomials in L ∩
SMA.
Let L be a left ideal of A, and let LTL the set of leading terms of
elements of L. We denote by LTL the monomial left ideal generated
by LTL in A. If, furthermore, 	 = g1	 
 
 
 	 gs is a left Gro¨bner basis
of L, then we denote by LT	 the monomial left ideal generated by
LT	 = LTg1	 
 
 
 	LTgs in A. Generally, in a solvable polynomial
algebra we do not have LTL = LT	 because of (S2) (it is well known
that this is true in the commutative case). However, for a homogeneous
solvable polynomial algebra A, it follows from Lemmas 2.2 and 2.3 that
the following proposition holds as in the commutative case.
2.4. Proposition. Let L be a left ideal of A and 	 = g1	 
 
 
 	 gs ⊂ L.
(i) If L is a monomial left ideal, then L = LTL.
(ii) 	 is a Gro¨bner basis of L if and only if LTL = LT	.
(iii) Let 	 be a Gro¨bner basis of L; then A/L has a k-basis 	aα  aα ∈
SMA − LT	, where 	aα is the class of aα in A/L. (Compare with
Proposition 1.5(i).)
Note that A has a natural ﬁltration (or standard ﬁltration) FA:
FmA =
{ ∑
α≤m
cαa
α ∈ A
}
	 m ≥ 0

Obviously, F0A = k, and each FmA is a ﬁnite dimensional k-space.
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As in the commutative case, we deﬁne the Hilbert function of the
A-module A/L, denoted aHFL, by putting FmL = L ∩ FmA and
aHFLm = dimk
(
FmA
FmL
)
	 m ≥ 0

The key idea making the Hilbert function computable by using Gro¨bner
bases comes from the following noncommutative version of an observation
due to Macaulay (see [CLO′], Chap. 9, Sec. 3, Proposition 4).
2.5. Proposition. Let A be equipped with the monomial ordering >grlex
(see Section 1 for the deﬁnition), and let LTL be as in Section 2. Then
aHFLm = aHFLTLm	 m ≥ 0

We refer to [Li] for the following 2.6–2.8.
2.6. Theorem. Let A = k	a1	 
 
 
 	 an be a homogeneous solvable poly-
nomial algebra with >grlex and let L be a left ideal of A. Let 	 be a Gro¨bner
basis of L, and put
M = max {βi ∣∣LTg = cβaβ11 · · · aβnn 	 g ∈ 		 1 ≤ i ≤ n}

Then there exists a unique polynomial hx ∈ 	x with positive leading coef-
ﬁcient such that
aHFLm = hm	 for all m ≥ n ·M

If the ground ﬁeld is computable, then hx and the number n ·M can be
computed from any given generating set of L.
As for a commutative polynomial algebra, the polynomial hx obtained
in the above theorem is called the Hilbert polynomial of A/L and is denoted
by aHPL. From the deﬁnition of the Hilbert function aHFLm one sees
that the degree of the polynomial aHPL is nothing but the Gelfand–
Kirillov dimension of A/L (e.g., see [KL]) which is usually denoted by
GK.dimA/L, i.e., degaHPL = GK
dimA/L

In order to compute degaHPL without computing aHPL, let 	 =
g1	 
 
 
 	 gs be a Gro¨bner basis of L. Put
mj = LTgj = λja
αj1
1 · · · a
αjn
n 	 j = 1	 
 
 
 	 s	 λj ∈ k	
Mj =
{
i ∈ 1	 
 
 
 	 n ∣∣αji = 0}	 j = 1	 
 
 
 	 s	
 = {J ⊂ 1	 
 
 
 	 n ∣∣ J ∩Mj = 	 1 ≤ j ≤ s}

2.7. Proposition. With notation as above,
degaHPL = n−min
{J ∣∣ J ∈ }
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Furthermore, it has also been shown in [Li] that degaHPL is closely
related to the independence of generators ofA (modulo) L which is deﬁned
as follows. If U = ai1	 
 
 
 	 air ⊂ a1	 
 
 
 	 an with i1 < i2 < · · · < ir , then
the subalgebra k	U = k	ai1	 
 
 
 	 air  of A generated by U over k is also a
homogeneous solvable polynomial k-algebra. Put
TU = {λaα1i1 · · · aαrir ∣∣λ ∈ k	 α1	 
 
 
 	 αr ∈ r≥0}	
which is the set of of all terms in k	U. We say that U is indepen-
dent (modulo) L, if TU ∩ LTL = 0, or equivalently, TU ∩
LT	 =  where 	 = g1	 
 
 
 	 gs is a Gro¨bner basis of L and
LT	 = LTg1	 
 
 
 	LTgs.
2.8. Proposition. With notation as above, if we put
d = max {U  ∣∣U ⊂ a1	 
 
 
 	 an independent modulo L}	
then degaHPL = d.
We now go on to show that the independence condition for subsets of
the generating set of A given above may be replaced by a weaker indepen-
dence condition which will enable us to obtain the elimination lemma for
homogeneous solvable polynomial algebras.
With notation as before, we say that a subset U = ai1	 
 
 
 	 air ⊂a1	 
 
 
 	 an with i1 < i2 < · · · < ir is weakly independent (modulo) L if
k	U ∩ L = 0. It is clear that if U is independent (modulo) L, then U is
weakly independent (modulo) L. Hence, if we put
d′ = max {U  ∣∣U ⊂ a1	 
 
 
 	 an weakly independent modulo L}	
it follows from Proposition 2.8 that
d′ ≥ d = degaHPL
 ∗∗
2.9. Proposition. With notation as before, we have
d′ = d = degaHPL

Proof. In view of ∗∗ we only have to show d ≥ d′.
If d′ = 0, then since L is a proper nonzero left ideal we have aHPLm ≥
1 = (m+00 ). So we suppose d′ > 0, and without loss of generality we let U =a1	 
 
 
 	 ad′  ⊂ a1	 
 
 
 	 an be weakly independent (modulo) L. Consider
the standard ﬁltration Fk	U on k	U as we deﬁned for A. Then Fmk	U ⊂
FmA for all m ≥ 0. Since all standard monomials in variables a1	 
 
 
 	 ad′
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form a k-basis for k	U, it follows from the weak independence condition
k	U ∩ L = 0 that(
m+ d′
d′
)
= dimk Fmk	U = dimk
Fmk	U + L
L
≤ dimk
FmA+ L
L
= aHFLm

Thus for m 0 we obtain
aHPLm ≥
(
m+ d′
d′
)
= f m	
where f x denotes the polynomial(
x+ d′
d′
)


Hence d = degaHPL ≥ deg f x = d′, as desired.
2.10. Lemma. (elimination lemma for homogeneous solvable polynomial
algebras). Let A = k	a1	 
 
 
 	 an be a homogeneous solvable polynomial alge-
bra, and let L be a proper left ideal of A such that the A-module A/L has
Gelfand–Kirillov dimension d; i.e., degaHPL = d. Then for every d+ 1 gen-
erator out of the n generators a1	 
 
 
 	 an of A there is a nonzero member of
L that only depends on these d + 1 generators.
3. ELIMINATION LEMMA FOR LINEAR SOLVABLE
POLYNOMIAL ALGEBRAS
The aim of this section is to obtain the elimination lemma for a class of
non-homogeneous solvable polynomial algebras. We maintain the notation
used in previous sections.
Let A = k	a1	 
 
 
 	 an be a solvable polynomial k-algebra with respect
to a monomial ordering > on n≥0, where k is a subﬁeld of . We say that
A is linear if it satisﬁes
(L1) for 1 ≤ i < j ≤ n, ajai = cijaiaj +
∑n
h=1 chah + c with cij	 ch,
c ∈ k;
(L2) > is the graded lexicographic ordering >grlex.
Typical examples of linear solvable polynomial algebras are Weyl algebras
and enveloping algebras of ﬁnite dimensional Lie algebras. The iterated
Ore extensions of the form
k	x1	 
 
 
 	 xn	y1σ1	 δ1 · · · 	ymσm	 δm	
linear solvable polynomial algebras 113
where k	x1	 
 
 
 	 xn is the commutative polynomial k-algebra in n variables,
are linear solvable polynomial algebras in case
σjxi = λjixi	 λji ∈ k− 0	 1 ≤ j ≤ m	 1 ≤ i ≤ n	
δjxi =
n∑
h=1
chxh +
j−1∑
t=1
ctyt + ci	 ch	 ct	 ci ∈ k	 1 ≤ j ≤ m	 1 ≤ i ≤ n	
σjyi = ,jiyi	 ,ji ∈ k− 0	 1 ≤ i < j ≤ m	
δjyi =
n∑
h=1
dhxh +
j−1∑
t=1
dtyt + di	 dh	 dt	 di ∈ k	 1 ≤ i < j ≤ m

Let A = k	a1	 
 
 
 	 an be an afﬁne k-algebra. Consider the standard ﬁltra-
tion FA on A:
FmA =
{ ∑
α≤m
cαa
α
∣∣∣∣ cα ∈ k	 aα ∈ SMA
}
	 m ≥ 0

Then, F0A = k, F1A = k +
∑n
i=1 kai, and for m ≥ 1 we have FmA =
F1Am. Let GA denote the associated graded ring of A with respect to
FA; i.e., GA =⊕p≥0GAm with GAm = FmA/Fm−1A. If we consider
the order function v: A→  as usual,
va =
{−∞	 if a = 0,
m	 if a ∈ FmA− Fm−1A,
and for a ∈ A with va = m, write σa for the class of a in
GAm = FmA/Fm−1A (which is usually called the principal symbol of
a), then it is easy to see that GA is an afﬁne k-algebra generated by
σa1	 
 
 
 	 σan. Moreover, we have the following easy but very useful
fact.
3.1. Lemma. Let a, b be nonzero elements of A. Then σaσb = 0 if
and only if va + vb = vab if and only if σaσb = σab.
Another important and easily veriﬁed fact concerning the standard ﬁltra-
tion FA on a solvable polynomial algebra A with the monomial ordering
>grlex is that >grlex is compatible with FA in the following sense.
3.2. Lemma. Let f ∈ A be a nonzero element. Then f ∈ FmA if and only
if mdf  ≤ m.
The results mentioned in 3.3–3.6 below have been obtained in [LW, Li].
3.3 Proposition [LW]. Let A be a solvable polynomial algebra with
respect to >grlex and let FA be the standard ﬁltration on A. Then GA is a
domain and hence A is a domain.
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3.4 Theorem [LW]. Let A = k	a1	 
 
 
 	 an be an afﬁne k-algebra with
the standard ﬁltration FA. Then A is a linear solvable polynomial algebra
with respect to >grlex if and only if the associated graded k-algebra GA =
k	σa1	 
 
 
 	 σan is a (homogeneous) solvable polynomial algebra with
respect to >grlex .
Let A = k	a1	 
 
 
 	 an be an afﬁne algebra with the standard ﬁltration
FA as before, and let L be a nonzero left ideal of A. Consider the ﬁltration
FL on L induced by FA, i.e., FmL = FmA ∩ L, m ≥ 0; then it is clear that
the associated graded GA-module GL =⊕m≥0GLm with GLm =
FmL/Fm−1L may be identiﬁed with the graded left ideal⊕
m≥0
FmA ∩ L+ Fm−1A
Fm−1A
⊂ GA

Since FA also induces a ﬁltration FA/L on A/L with FmA/L =
FmA + L/L, m ≥ 0, it is easy to see that, with respect to the induced
ﬁltration on L and A/L , GA/L ∼= GA/GL.
3.5 Theorem [LW]. Let A be a solvable polynomial algebra with respect
to >grlex , and let FA be the standard ﬁltration on A. With notation as above,
for a left ideal L of A with the ﬁltration FL induced by FA, a ﬁnite sub-
set 	 = g1	 
 
 
 	 gs ⊂ L is a Gro¨bner basis of L if and only if σ	 =
σg1	 
 
 
 	 σgn is a Gro¨bner basis of GL in GA.
3.6. Theorem [Li]. Let A be a linear solvable polynomial k-algebra, and
let FA be the standard ﬁltration on A as before. If L is a nonzero left ideal
of A, then there exists a unique polynomial hx ∈ 	x with positive leading
coefﬁcient such that for m 0,
dimk
(
FmA
FmL
)
= hm	
where FmL = FmA ∩ L. Moreover, if the ground ﬁeld is computable, then the
polynomial hx can be computed from any given generating set of L.
The polynomial hx obtained in the above theorem is called the Hilbert
polynomial of the A-module A/L. It is clear that the degree of the Hilbert
polynomial of the A-module A/L is nothing but the Gelfand–Kirillov
dimension of A/L; i.e., deghx = GK.dimA/L. Moreover, since A is a
linear solvable polynomial algebra, it follows from Theorem 3.4 that GA
is a homogeneous solvable polynomial algebra in the sense of Section 2;
and if we consider the ﬁltrations on L and A/L induced by FA, [Li, proof
of Theorem 3.6] yields that
deghx = GK
dimA/L=GK
dimGA/L
=GK
dimGA/GL
= deg(aHPGL)
 ∇
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We now proceed to prove the elimination lemma for a linear solvable poly-
nomial algebra. Let A = k	a1	 
 
 
 	 an be a linear solvable polynomial
algebra with the standard ﬁltration FA. Note that the condition (L1) on
A entails that, for a nonempty subset U = ai1	 
 
 
 	 air of a1	 
 
 
 	 an,
the subalgebra k	U of A generated by U over k may contain elements
which are not the linear sum of the standard monomials in variables in U .
Hence the method we used for the homogeneous case in Section 2 cannot
be carried over to the linear solvable case. However, since GA is a homo-
geneous solvable polynomial algebra, by using the ﬁltered-graded transfer
trick again we may still arrive at the elimination lemma for linear solvable
polynomial algebras.
First note an easy but important consequence of Lemma 3.2 and Propo-
sition 3.3.
3.7. Lemma. For any f ∈ A we have
σLTf  = LTσf 
with respect to the standard ﬁltration FA on A.
Let L be a left ideal of A with the ﬁltration FL induced by FA and let
	 = g1	 
 
 
 	 gs be a Gro¨bner basis of L. It follows from Theorem 3.5 that
σ	 = σg1	 
 
 
 	 σgs is a Gro¨bner basis of GL in GA. Writing
mj = LTgj = λja
αj1
1 · · · ajnn 	 j = 1	 
 
 
 	 s	 λj ∈ k	 ∗
Proposition 3.3 and Lemma 3.7 yield
LT
(
σgj
)=σ(LTgj)
=λjσa1αj1 · · ·σanαjn 
 1
Using notation as in Section 2,
Mj =
{
i ∈ 1	 
 
 
 	 n ∣∣αji = 0}	 j = 1	 
 
 
 	 s	
 = {J ⊂ 1	 
 
 
 	 n ∣∣ J ∩Mj = 	 1 ≤ j ≤ s}	
we may also compute GK
dimA/L as follows.
3.8. Proposition. GK
dimA/L = n−min {J ∣∣ J ∈ }

Proof. This follows immediately from ∇, 1, and Proposition 2.7.
Now, for a nonempty subset U = ai1	 
 
 
 	 air ⊂ a1	 
 
 
 	 an with i1 <
i2 < · · · < ir , we write
TU = {λaα1i1 · · · aαrir ∣∣λ ∈ k	 α1	 
 
 
 	 αr ∈ r≥0}	
and we say that U is independent (modulo) L if TU ∩ LT	 = , where
LT	 = m1	 
 
 
 	ms is given by ∗, above.
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3.9. Proposition. With notation as above, and putting
d′ = max {U  ∣∣U ⊂ a1	 
 
 
 	 an independent modulo L}	
then GK
dimA/L = d′.
Proof. Let J ∈  with J = i1	 
 
 
 	 ir ⊂ 1	 
 
 
 	 n. Then J ∩Mj = ,
j = 1	 
 
 
 	 s. Write U = aj1	 
 
 
 	 ajn−r with j1	 
 
 
 	 jn−r = 1	 
 
 
 	 n −
J. It is easy to see that TU ∩ LT	 = ; i.e., n− r = U  ≤ d′. Since J
is arbitrary in  it follows from Proposition 3.8 that GK.dimA/L ≤ d′.
To obtain the opposite inequality, let U = ai1	 
 
 
 	 aid′  ⊂ a1	 
 
 
 	 an
be independent (modulo) L, and put J = 1	 
 
 
 	 n − i1	 
 
 
 	 id′ . Then
we see that J ∈ . Thus, d′ = U  = n− J ≤ GK.dimA/L by Proposition
3.8. This proves the proposition.
Furthermore, let U = ai1	 
 
 
 	 air ⊂ a1	 
 
 
 	 an with i1 < i2 < · · · <
ir , and let
SMU = {aα1i1 · · · aαrir ∣∣ α1	 
 
 
 	 αr ∈ r≥0}

Write VU for the k-vector space spanned by SMU in A. We say that U
is weakly independent (modulo) L, if VU ∩ L = 0.
3.10. Theorem. With notation as above, if we put
d′′ = max {U  ∣∣U ⊂ a1	 
 
 
 	 an weakly independent modulo L}	
then GK
dimA/L = d′′.
Proof. We ﬁrst prove that if U = ai1	 
 
 
 	 air ⊂ a1	 
 
 
 	 an is inde-
pendent (modulo) L with respect to some ﬁxed Gro¨bner basis 	 of L,
then U is weakly independent (modulo) L, and hence GK
dimA/L ≤ d′′
by Proposition 3.9. To see this, let 	 = g1	 
 
 
 	 gs, and suppose that
f ∈ VU ∩ L. If f = 0, then f has a Gro¨bner presentation by 	:
f =
s∑
i=1
higi	 mdf  ≥ mdhigi whenever higi = 0

Hence, LMf  appears as one of the LMLThiLTgi (Lemma 1.2).
But LMf  ∈ SMU; this implies that some LTgi must be contained
in T U ∩ LT	, contradicting U being independent (modulo) L.
To prove d′′ ≤ GK.dimA/L, let hx be the Hilbert polynomial of
the A-module A/L as given in Theorem 3.6. If d′′ = 0, then since L is a
proper left ideal we have hm ≥ 1 = (m+00 ). So we may suppose d′′ > 0,
and without loss of generality we let U = a1	 
 
 
 	 ad′′  ⊂ a1	 
 
 
 	 an be
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weakly independent (modulo) L. Consider the ﬁltration FVU on the k-
vector space VU induced by FA: FmVU = FmA ∩ VU, m ≥ 0, and
put
SMU≤m =
{
a
α1
1 · · · aαd
′′
d′′
∣∣α1 + · · · + αd′′ ≤ m}	 m ≥ 0

Then SMU≤m ⊂ FmVU, and it follows from the weak independence
condition VU ∩ L = 0 that for m 0(
m+ d′′
d′′
)
= SMU≤m = dimk
FmVU + L
L
≤ dimk
FmA+ L
L
= hm

Thus we obtain
hm ≥
(
m+ d′′
d′′
)
= f m	 m 0	
where f x denotes the polynomial(
x+ d′′
d′′
)


Hence GK.dimA/L = deghx ≥ deg f x = d′′, as desired.
We arrive at the following lemma.
3.11. Lemma (elimination lemma for linear solvable polynomial algebras).
Let A = k	a1	 
 
 
 	 an be a linear solvable polynomial algebra, and let L be
a proper left ideal of A such that the A-module A/L has Gelfand–Kirillov
dimension d; i.e., the Hilbert polynomial of the A-module A/L has degree d.
Then for every subset U = ai1	 
 
 
 	 aid+1 ⊂ a1	 
 
 
 	 an, VU ∩ L = 0;
i.e., there is a nonzero member of L that only depends on the generators in U .
Remark. In the commutative case, the notion of (weak) independence
modulo a polynomial ideal I ⊂ k	x1	 
 
 
 	 xn was introduced by Gro¨bner
in [Gro¨]. Its usefulness in algebraic geometry was realized after combina-
tion with the algorithmic techniques of Gro¨bner bases in order to compute
the dimension dimVI of the afﬁne algebraic set VI determined by the
ideal I, or the degree of the Hilbert polynomial of the k	x1	 
 
 
 	 xn-module
k	x1	 
 
 
 	 xn/I. The notion of (strong) independence modulo a polynomial
ideal I was introduced in [KW] as a key link between the (weak) indepen-
dence modulo I and a Gro¨bner basis of I.
118 huishi and van oystaeyen
4. AN APPLICATION TO THE EXTENSION/CONTRACTION
PROBLEM W.R.T. ∂-FINITENESS
Let k be a subﬁeld of . Given the sets x1	 
 
 
 	 xn, ∂1	 
 
 
 	 ∂m of
symbols with n	m ≥ 1, in this section we consider the k-algebra A =
k	x1	 
 
 
 	 xn	 ∂1	 
 
 
 	 ∂m which is deﬁned by the deﬁning relations
xixj =xjxi	 1 ≤ i	 j ≤ n	
∂,xi= c,ixi∂, + i, + c	 c,i	
c ∈ k	 c,i = 0	 1 ≤ i ≤ n	 1 ≤ , ≤ m	
∂h∂k= chk∂k∂h + hk + d	
chk	 d ∈ k	 chk = 0	 1 ≤ h	 k ≤ m	 h > k	 
where
• i, are elements of the linear k-space spanned by x1	 
 
 
 	 xn	 ∂,,
• hk are elements of the linear k-space spanned by x1	 
 
 
 	 xn,
∂1	 
 
 
 	 ∂m.
Obviously, A contains the commutative k-algebra k	x1	 
 
 
 	 xn as a subal-
gebra and every element D ∈ A may be written as
D =∑ cα	βxα11 · · ·xαnn ∂β11 · · · ∂βmm
=∑Pβx1	 
 
 
 	 xn∂β11 · · · ∂βmm 	
where α	β = α1	 
 
 
 	 αn	 β1	 
 
 
 	 βm ∈ n+m≥0 and Pβx1	 
 
 
 	 xn ∈
k	x1	 
 
 
 	 xn. Hence, we also write A as
A = k	x1	 
 
 
 	 xn	∂1	 
 
 
 	 ∂m

We assume that A satisﬁes the following two conditions:
(P1) S = k	x1	 
 
 
 	 xn − 0 forms a left and right Ore set in A; i.e.,
for any given s ∈ S, f ∈ A, there are s′	 s" ∈ S and f ′	 f " ∈ A such that
s′f = f ′s and fs" = sf ".
(P2) The set of standard monomials{
x
α1
1 · · ·xαnn ∂β11 · · · ∂βmm
∣∣∣ α1	 
 
 
 	 αn	 β1	 
 
 
 	 βm ∈ n+m≥0 }
forms a k-basis of A.
As a matter of fact, condition (P2) is algorithmically checkable; namely, the
algebra A satisﬁes (P2) if and only if the deﬁning relations of A form a
Gro¨bner basis in the free k-algebra kx1	 
 
 
 	 xn	 ∂1	 
 
 
 	 ∂m with respect
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to the graded lexicographic ordering >grlex (in the sense of [Mor]; see
[LWZ]). So except for the Weyl algebras, one easily ﬁnds other examples
satisfying (P1), (P2); in particular, the iterated Ore extensions subject to
the commutation rules listed in [CS, Table 2] are such algebras, except for
those including Mahlerian operators.
In what follows we let A be a k-algebra deﬁned by the deﬁning relation
 and satisfying (P1), (P2).
From (P1) we know that the localization of A at the Ore set
S = k	x1	 
 
 
 	 xn − 0, denoted S−1A, exists, and from (P2) it fol-
lows that A is a linear solvable polynomial algebra (in the sense of
Section 3) with respect to ∂m >grlex · · · >grlex ∂1 >grlex xn >grlex · · · >grlex x1.
Hence A is a Noetherian domain (Proposition 3.3). Thus, we may view A
as a subring of S−1A and write A ⊂ S−1A. Keeping this in mind, every
element D ∈ S−1A may be written as
D =∑Qβ∂β11 · · · ∂βmm 	 Qβ ∈ kx1	 
 
 
 	 xn	
where kx1	 
 
 
 	 xn is the rational function ﬁeld in variables x1	 
 
 
 	 xn;
i.e., S−1A is indeed a Kx1	 
 
 
 	 xn-algebra with generating set ∂1	 
 
 
,
∂m. So we may write
S−1A = kx1	 
 
 
 	 xn	∂1	 
 
 
 	 ∂m

4.1. Deﬁnition. A left ideal  of S−1A is said to be ∂-ﬁnite if S−1A/
is a ﬁnite dimensional vector space over kx1	 
 
 
 	 xn.
Note that the “∂” in the above deﬁnition is only a symbol and has no
relaion with the generators ∂1	 
 
 
 	 ∂m of S−1A. The name of a ∂-ﬁnite ideal
comes from [CS] where a class of holonomic-like functions (sequences) was
deﬁned by using the ∂-ﬁnite ideals in an iterated Ore extension as anni-
hilator ideals to generalize the work of [Zei1-2, Lip1-2, Tak1-2]. Unfor-
tunately, since there is no a general version of the Bernstein–Kashiwara
theorem for general iterated Ore extensions, the generalization in [CS]
could only be done at the level of manipulating rational function coefﬁ-
cients, i.e., in an algebra of type S−1A instead of in A. This, in turn, leads
to the extension/contraction problem (see [CS, Sect. 4]). However, even
if one only deals with rational function coefﬁcients, the nice properties of
∂-ﬁnite functions (sequences) still yield the relative simplicity of the corre-
sponding algorithm in the automatic proving of (∂-ﬁnite) function identities
(see [CS, Sects. 1–3]).
Using the results of the foregoing sections, we now proceed to deal with
the extension/contraction problem posed in [CS, Sect. 4] with respect to
∂-ﬁniteness deﬁned above.
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4.2. Proposition. Let  be a left ideal of S−1A.  is ∂-ﬁnite if and only
if for each i = 1	 
 
 
 	m,
 ∩ k	x1	 
 
 
 	 xn	∂i = 0

Proof. If  is ∂-ﬁnite, then for each i, 1	 ∂i	 ∂2i 	 
 
 
 spans a ﬁnite
dimensional vector space over kx1	 
 
 
 	 xn in S−1A/ . It follows
that there is a nonzero element Pi∂i ∈ k	x1	 
 
 
 	 xn	∂i ∩  . Con-
versely, suppose that for each i = 1	 
 
 
 	m there is a nonzero Pi∂i ∈
k	x1	 
 
 
 	 xn	∂i ∩  with degree ki. Note that since S is an Ore set in A,
if f/g ∈ kx1	 
 
 
 	 xn and αi ≥ 1, then there exist s ∈ S, a ∈ A such that
s∂
αi
i = ag in A	 1
∂
αi
i
1
· f
g
= af
s
in S−1A
 2
The deﬁning relations of A and (1) entail that a is a polynomial in
∂i with coefﬁcients in k	x1	 
 
 
 	 xn, and the degree of a with respect
to ∂i is equal to αi. Thus, the deﬁning relations of A and (2) entail
that af
s
is a polynomial in ∂i with coefﬁcients in kx1	 
 
 
 	 xn and of
degree αi. Paying attention to the multiplication in S−1A, a formal divi-
sion by P1∂1	 
 
 
 	 Pm∂m in S−1A yields that S−1A/ is spanned by
∂α11 · · · ∂αmm 0≤αi<ki as a kx1	 
 
 
 	 xn-space.
The extension/contraction problem that appeared in the automatic prov-
ing of function identities may be described as follows. Let A be an algebra
of the type we are considering, and let S−1A be the corresponding local-
ization of A at S = k	x1	 
 
 
 	 xn − 0. If  is a left ideal of S−1A, then
the left ideal c =  ∩A of A is called the contraction of  in A; if L is a
left ideal of A, then the left ideal Le = S−1AL of S−1A is called the exten-
sion of L in S−1A. Note that ce =  and Lec is usually larger than L. Since
the ∂-ﬁniteness is deﬁned at the level of S−1A, Proposition 4.2 suggests the
study of the elimination information contained in the contraction ideal c
at the level of A. Since A is a linear solvable polynomial algebra, all results
obtained in Section 3 may be applied to A and the next theorem may be
thought of as a solution to the extension/contraction problem.
For a subset U = xi1	 
 
 
 	 xir 	 ∂j1	 
 
 
 	 ∂jt ⊂ x1	 
 
 
 	 xn	 ∂1	 
 
 
 	 ∂m
with i1 < i2 < · · · < ir < j1 < j2 < · · · < jt , as in Section 3 we write VU
for the k-vector space spanned by{
x
α1
i1
· · ·xαrir ∂
β1
j1
· · · ∂βtjt
∣∣ α1	 
 
 
 	 αr	 β1	 
 
 
 	 βt ∈ r+t≥0 }

4.3. Theorem. With notation as before, let L be a left ideal of A, and let
 be a proper left ideal of S−1A.
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(i) Let U = xi1	 
 
 
 	 xir 	 ∂j1	 
 
 
 	 ∂jt ⊂ x1	 
 
 
 	 xn	 ∂1	 
 
 
 	 ∂m be
as above. If L ∩ VU = 0, then GK
dimA/L ≥ r + t.
(ii) If GK
dimA/L = n, then for each i = 1	 
 
 
 	m, U =
x1	 
 
 
 	 xn	 ∂i,
L ∩ VU = 0

Hence, the extension left ideal Le of L in S−1A is ∂-ﬁnite.
(iii) GK
dimA/c ≥ n.
(iv) If GK
dimA/L = n and L ∩ k	x1	 
 
 
 	 xn = 0, then
GK
dimA/Lec = n.
Consequently, if GK
dimA/c = n then  is ∂-ﬁnite in S−1A.
Proof. (i) and (ii) follow from Theorem 3.10 and Lemma 3.11. Since 
is a proper left ideal of S−1A and the localization (or the extension) of the
contraction left ideal c is equal to  , it is clear that c ∩ k	x1	 
 
 
 	 xn =
0. Hence (iii) follows from (i). Finally, (iv) follows from (ii), (iii), and the
natural A-module epimorphism A/L→ A/Lec because Le is now a proper
left ideal of S−1A by the assumption on L.
5. THE ∂-HOLONOMICITY
In this section, A denotes a k-algebra satisfying (P1), (P2), as deﬁned in
Section 4, and we maintain notation as before.
Let S−1A be the localization of A at S = k	x1	 
 
 
 	 xn − 0, and let 
be a family of “functions” including k	x1	 
 
 
 	 xn. Suppose that S−1A (and
hence A) acts on  naturally, or that  forms a left S−1A-module (hence
an A-module). For a nonzero member f ∈  , we consider all elements of
S−1A, respectively of A, that annihilate f :
f =
{
D ∈ S−1A ∣∣Df = 0}	
f =
{
D ∈ A ∣∣Df = 0}

Clearly, f , respectively f , is a left ideal of S−1A, respectively of A. It is
also clear that f is a proper left ideal of S−1A, f ∩ k	x1	 
 
 
 	 xn = 0,
and f ∩ k	x1	 
 
 
 	 xn = 0. In particular, by Theorem 4.3 we have
GK.dimA/cf  ≥ n	 GK.dimA/f  ≥ n

In view of Theorem 4.3 and the above remark, it is natural to deﬁne ∂-ﬁnite
functions and ∂-holonomic functions as follows.
5.1. Deﬁnition. With notation as above, let f be a nonzero member
of  .
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(i) f is said to be a ∂-ﬁnite function if f is a ∂-ﬁnite left ideal of
S−1A in the sense of Deﬁnition 4.1; i.e., S−1A/f is a ﬁnite dimensional
kx1	 
 
 
 	 xn-space.
(ii) f is said to be a ∂-holonomic function if GK
dimA/f  = n.
Since for a left ideal L of a linear solvable polynomial algebra A the
Gelfand–Kirillov dimension of the A-module A/L is always computable in
terms of the Gro¨bner basis (Section 3), we see that ∂-holonomicity deﬁned
above is algorithmically recognizable.
Next we show that the automatic proving of ∂-ﬁnite function identities,
respectively of ∂-holonomic function identities, is feasible in the following
sense: if f and g are ∂-ﬁnite functions, respectively ∂-holonomic functions,
such that f − g is the same type of function, then, to prove f and g are the
same function, it is sufﬁcient to show that f − g is identically equal to the
zero function by using the ∂-ﬁniteness, respectively the ∂-holonomicity, as
one did in the context of Weyl algebras. In particular, the automatic proving
of ∂-holonomic function identities can be done at the level of manipulating
polynomial function coefﬁcients.
5.2. Proposition. With notation as above, let f	 g ∈  be ∂-ﬁnite, resp.
∂-holonomic, functions in the sense of Deﬁnition 5.1. Then f + g is a ∂-ﬁnite,
resp. a ∂-holonomic, function.
Proof. If f	 g ∈  are ∂-ﬁnite, resp. ∂-holonomic functions, then we
have the S−1A-module S−1Af ⊕ S−1Ag, resp. the A-module Af ⊕ Ag.
Considering the element f	 g in both modules and the S−1A-submodule
S−1Af	 g, resp. the A-submodule Af	 g, we obtain the exact sequences
of modules
0 −→ S
−1A
f	g
−→ S
−1A
f
⊕ S−1A
g
S−1A
f	g
−→ S
−1A
f+g
−→ 0
0 −→ A
f	g
−→ A
f
⊕ A
g
A
f	g
−→ A
f+g
−→ 0	
where f	g, resp. f	g, is the (left) annihilator ideal of f	 g in S−1A,
resp. in A. Since
dimkx1	


	xn
(
S−1A
f
⊕ S−1A
g
)
<∞	 GK.dim
(
A
f
⊕ A
g
)
= n	
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it follows from Theorem 4.3(iii) that
dimkx1	


	xn
S−1A
f+g
<∞	 GK.dim A
f+g
= n	
as desired.
Finally, we discuss the possibility of extending the Bernstein–Kashiwara
theorem to algebras of type A.
From the deﬁnition and Theorem 4.3 we see that if f is a ∂-holonomic
function then f is a ∂-ﬁnite function. Conversely, if f is a ∂-ﬁnite function
such that GK.dimA/cf  = n, then f is also ∂-holonomic. It follows that
that if ∂-ﬁniteness always implied ∂-holonomicity, then we might replace
∂-ﬁniteness by ∂-holonomicity, and consequently the automatic proving of
∂-ﬁnite function identities could be reduced from manipulating rational
function coefﬁcients to manipulating polynomial function coefﬁcients. More
precisely, we might expect that the equality in Theorem 4.3(iii) holds, and
hence we would have an analogue of the Bernstein–Kashiwara theorem
(Theorem 0.3) for algebras of type A. By Theorem 1.4 and Proposition 3.8
the most obvious case where the equality GK.dimA/ c = n holds is when
c contains elements of the form ∂
βj
j +Qj of A, where the Qj are elements
of A with βj = md∂
βj
j  >grlex mdQj, j = 1	 
 
 
 	m. However, it seems
to us that the equality of Theorem 4.3(iii) does not hold for an arbitrary
∂-ﬁnite left ideal in S−1A. Nevertheless, we prove that for certain algebras
of type A (different from the Weyl algebras) the equality in Proposition
4.3(iii) may hold for arbitrary ∂-ﬁnite left ideals of S−1A.
5.3. Proposition. If A is generated by n + 1 elements x1	 
 
 
 	 xn	 ∂,
i.e., A = k	x1	 
 
 
 	 xn	 ∂, and  is any proper left ideal of S−1A, then
GK
dimA/c = n. Moreover, every proper left ideal in S−1A if ∂-ﬁnite.
Proof. (that GK.dimA/c = n follows from Theorems 4.3 and 3.10).
The ∂-ﬁniteness of  follows from a formal division as in the proof of
Proposition 4.2 by considering the polynomial P∂ in ∂ with coefﬁcients in
k	x1	 
 
 
 	 xn which is contained in  and has the smallest degree.
Another example is obtained by considering the algebras A = k	x1	 
 
 
,
xn	 ∂1	 
 
 
 	 ∂m with m > 1 but we assume that in S−1A,
∂j ·
1
f
= f∂j − δf 
f 2
	 j = 1	 
 
 
 	m	
where f	 δf  ∈ k	x1	 
 
 
 	 xn with deg δf  ≤ deg f
 •
One easily ﬁnds examples of such algebras (including Weyl algebras as a
special case).
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5.4. Proposition. Let A be a k-algebra as above and let S−1A be the
localization of A at S = k	x1	 
 
 
 	 xn − 0. If  is a ∂-ﬁnite proper left
ideal of S−1A, then GK
dimA/c = n.
Proof. By Theorem 4.3(iii) we only have to show that GK.dim
A/c ≤ n.
Let s¯1	 
 
 
 	 s¯t be a basis of the kx1	 
 
 
 	 xn-space S−1A/ . We may
assume that s¯j are classes of the monomials sj = ∂
βj1
1 · · · ∂
βjm
m in S−1A/
and that s1 = 1. Since s¯1 = 1	 s¯2	 
 
 
 	 s¯t is a basis, there exists a p ∈
k	x1	 
 
 
 	 xn and quvj ∈ k	x1	 
 
 
 	 xn, 1 ≤ u ≤ m, 1 ≤ v	 j ≤ t, such that
p∂usv =
t∑
j=1
quvj s¯j
 ••
Let p be the polynomial we ﬁxed in ••, and consider the k-subspace M
of S−1A/ which is deﬁned as follows:
M =
t∑
j=1
k	x1	 
 
 
 	 xn	 p−1s¯j 

Putting
E = max
1≤u≤m	 1≤v	j≤t
{
degp+ 1	 deg quvj
}
	
T = 2E	
M has a ﬁltration consisting of k-subspaces,
FwM =
{
p−w
t∑
j=1
gjsj
∣∣ gj ∈ k	x1	 
 
 
 	 xn	 deg gj ≤ wT
}
	 w ≥ 0	
and moreover dimk FwM = t ·
(
wT+n
n
)
which is a polynomial in w of degree
n. If we consider the ﬁltration on A + / ∼= A/c induced by FA, it
follows from Theorem 3.6 and the formula ∇ before Lemma 3.7 that we
can ﬁnish the proof by showing that
FwA/c ⊂ F2wM	 w ≥ 0

Indeed, let D = xα11 · · ·xαnn ∂β11 · · · ∂βmm be a monomial in A/c such that
α + β ≤ w, where α = α1 + · · · + αn, β = β1 + · · · + βm. If we start
with ∂m in the foregoing ••,
p∂m = p∂ms1 =
t∑
j=1
qm1j s¯j implying ∂m =
1
p
t∑
j=1
qm1j s¯j	
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then by the assumption • we obtain
∂2m = ∂m∂m = ∂m ·
1
p
t∑
j=1
qm1j s¯j
= 1
p2
t∑
j=1
p∂m − δpqm1j s¯j
= 1
p2
t∑
j=1
(
p
(
qm1j∂m + δqm1j
)
s¯j + δps¯j
)
= 1
p2
t∑
j=1
(
qm1jp∂msj + pδqm1js¯j + δps¯j
)
= 1
p2
t∑
j=1
(
qm1j
(
t∑
h=1
qmjhsh
)
+ pδqm1js¯j + δps¯j
)
= 1
p2
t∑
j=1
qjs¯j
with qj ∈ k	x1	 
 
 
 	 xn and deg qj ≤ 2E. A repetition of this procedure
yields
∂
βm
m = ∂m∂βm−1m =
1
p2
βm−1
t∑
j=1
qjs¯j with
qj ∈ k	x1	 
 
 
 	 xn	 deg qj ≤ 2βm−1 · E	




∂
β1
1 · · · ∂βmm =
1
p2
β−1
t∑
j=1
q′j s¯j with
q′j ∈ k	x1	 
 
 
 	 xn	 deg q′j ≤ 2β−1 · E	
and hence
D = xα11 · · ·xαnn ∂β11 · · · ∂βmm =
1
p2
β−1
t∑
j=1
x
α1
1 · · ·xαnn q′j s¯j
= 1
p2
α+β
t∑
j=1
p2
α+β−2β−1xα11 · · ·xαnn q′j s¯j 
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Here
deg
(
p2
α+β−2β−1xα11 · · ·xαnn q′j
)
≤ 2α+β − 2β−1degp+ α + 2β−1 · E
≤ 2α+β − 2β−1degp+ 2α + 2β−1 · E
≤ 2α+β · E +
(
2α + 2β
)
· E
≤ 2 · 2α+β · E
= 2α+β · T
≤ 2w · T

This shows that D ∈ Fα+βM ⊂ F2wM , as desired.
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