Maximum likelihood analysis of algorithms and data structures  by Laube, Ulrich & Nebel, Markus E.
Theoretical Computer Science 411 (2010) 188–212
Contents lists available at ScienceDirect
Theoretical Computer Science
journal homepage: www.elsevier.com/locate/tcs
Maximum likelihood analysis of algorithms and data structures
Ulrich Laube ∗, Markus E. Nebel
Fachbereich Informatik, Technische Universität Kaiserslautern, Gottlieb-Daimler-Straße, 67663 Kaiserslautern, Germany
a r t i c l e i n f o
Article history:
Received 22 August 2008
Received in revised form 26 August 2009
Accepted 15 September 2009
Communicated by H. Prodinger
Keywords:
Analysis of algorithms
Stochastic context free grammars
Generating functions
Maximum likelihood method
Tries
Sorting
a b s t r a c t
We present a new approach for an average-case analysis of algorithms and data structures
that supports a non-uniform distribution of the inputs and is based on the maximum
likelihood training of stochastic grammars. The approach is exemplified by an analysis of
the expected size of binary tries as well as by three sorting algorithms and it is compared to
the known results that were obtained by traditional techniques. Investigating traditional
settings like the random permutation model, we rediscover well-known results formerly
derived by pure analytic methods; changing to biased data yields original results. All but
one step of our analysis can be automated on top of a computer-algebra system. Thus
our new approach can reduce the effort required for an average-case analysis, allowing
for the consideration of realistic input distributions with unknown distribution functions
at the same time. As a by-product, our approach yields an easy way to generate random
combinatorial objects according to various probability distributions.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The aim of the analysis of algorithms is to derive a precise characterization of the behavior of an algorithm or a data
structure. Typically, the execution time or the amount of memory used, given a few assumptions about the probabilistic
distribution of the inputs, will be studied. As a worst-case analysis often focuses on pathological configurations, an average-
case analysis tends to be more informative, provided that the underlying probabilistic model is realistic. But many times a
realistic model is not known or one has to keep the mathematics of the analysis manageable. Hence a uniform distribution
is often assumed on the data or the resulting combinatorial structures like graphs or trees instead of a more realistic one.
Additionally, even if more complicated distributions, such as a Bernoulli model, can be handled mathematically we often
have to admit that they fall short of ones expectations.
Our new approach avoids the two problems mentioned. We are able to evaluate the expected performance while using
a realistic probabilistic model and at the same time keep the mathematics practicable. To achieve this we use a suitable
formal language that allows us to represent
• the resulting configuration of the data structures (e.g. trees) after processing an input, or
• the flow of control of a program processing the inputs (e.g. sequence of line numbers)
as words over an adequate alphabet. The rules of a grammar that generates this formal language are supplemented
with probabilities and this stochastic grammar is trained according to the maximum likelihood principle on the actual
inputs/structures/flows from the real application with (hopefully) typical inputs of different sizes. Thereby the stochastic
grammar captures the probability distribution present in the sample set of inputs.
According to the ideas of Chomsky and Schützenberger [5], such a stochastic grammar can be translated into a probability
generating function for the generated language. Then the expected value and higher moments of several parameters of the
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language are readily available by standard generating function methods. This makes it easy to analyze parameters like the
expected size of data structures or the expected running time of an algorithm.
As all the methods which are necessary for this type of analysis can be performed automatically on a computer using
computer algebra, an automatic average-case analysis for inputs that have a non-uniform distribution is possible. We have
nearly finished a prototype of such a system as a proof of concept. A software system that allows an automatic average-case
analysis in the uniform case was presented in [11].
We will demonstrate our approach by an analysis of the expected size of random tries in the Bernoulli model (which
resembles sequences of random integer keys to be stored in the trie) and compare it with well-known results which were
derived by traditional (i.e. purely) analytic methods.
Furthermore, we will apply our method to three sorting algorithms and different probability models. Straight insertion
and bubble sort are short, easy to understand and, more important, in the case of a uniform distribution of permutations
precise results are available in [19] for comparison. In the case of heapsort there is no complete analysis available, but its
insensitivity to changes in the distribution of the inputs should by noticeable in our results.
The rest of the paper is organized as follows. We collect the results and definitions needed in Section 2 and present our
work on tries and of the three sorting algorithms in Section 3. In Section 4 we present a proof that an average-case analysis
performed with our new approach, equipped with probabilities derived from Knuth’s analysis in [19], produces the same
results.
2. Basic definitions and known results
2.1. Stochastic context-free grammars
We will use a generalization of context-free grammars by assigning probabilities to the rules. This leads to stochastic
context-free grammars (SCFGs) as found in [16].
Definition 1 (Stochastic Context-Free Grammar). A stochastic context-free grammar is a quintuple G = (N, T , R, P, S), where
N = {V1 = S, V2, . . . , Vk} is a set of variables or non-terminal symbols, T = {a1, . . . , am} is a set of terminal symbols disjoint
from N , R = {r1, . . . , rl} is a subset of N × (N ∪ T )?1; its elements rj = (Vi, ωj) are called rules or productions. Additionally,
we denote by Ri = {rj | rj = (Vi, ωj) ∈ R} the set of all rules with the same left-hand side Vi. P is a mapping from R into ]0, 1]
that assigns each rule rj its probability pj. We write Vi → pj : ωj for a rule rj = (Vi, ωj) ∈ Rwith P(rj) = pj. We require that∑
{j|rj∈Ri}
pj = 1 i = 1, 2, . . . , k
holds; that is, the probabilities of every set of rules with the same left-hand side sum up to 1 and thus we have probability
distributions on the rules with the same left-hand side. The symbol S = V1 ∈ N is a distinguished element of N called the
axiom or start symbol. All sets in this definition are finite.
The languageL(G) generated by a SCFGG is the set of all terminal strings orwordswhich can be generated by successively
substituting all non-terminals according to the productions starting with the axiom S. We write α H⇒? β if there is a
possibly empty sequence of rules ri1 , . . . , rik that leads from α to β; that is, α
ri1H⇒ ξ1
ri2H⇒ . . . rik−1H⇒ ξk−1
rikH⇒ β . Such a
derivation is called left-most if the left-most non-terminal is always replaced next. The probability p for such a derivation is
given by the product of the probabilities of all productions used; that is, p = pi1 ·pi2 · . . . ·pik . The probability pw of a wordw
generated by the grammarG is the sumof the probabilities of all its different left-most derivations. Every left-most derivation
corresponds uniquely to a parse tree of a word. Languages and their grammars that only have one left-most derivation per
word are called unambiguous. They are important, as the training of the grammars introduced in thenext section is especially
efficient. In addition, such grammars can be translated into generating functions, as explained in Section 2.3.
The probabilities on the rules thus induce probabilities on the words and parse trees but it is a priori unknown whether
a probability distribution on the entire language is induced by a SCFG or not. A SCFG is called consistent (sometimes proper)
if it provides a probability distribution for the generated language; i.e.∑
w∈L(G)
pw = 1.
Example 1. The ambiguous SCFG S → 23 : SS, S → 13 : a is not consistent. As the first rule is more likely than the second,
each of the S’s is likely to be replaced with two more S’s; thus the variable S multiplies without bound and the derivation
never terminates. No word is produced in this case and the sum above is less than one due to themissing words. Wewill find
a formal way to prove or disprove consistency later.
For some applications normal forms of a grammar are needed. For example, a CKY-Parser only works for grammars in
Chomsky normal form. Hung and Fu have demonstrated in [16] that Chomsky andGreibach normal forms can be defined and
constructed similarly for SCFGs; they even induce the same probability distribution on the words generated as the original
version of the grammar.
1 When X is a set of symbols, X? denotes the set of all finite strings of symbols of X completed by the empty string .
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SCFGs are commonly used in the area of natural language processing, see [22,29], and in connection with RNA secondary
structure prediction in bioinformatics, see for example [9].
2.2. Training and consistency of stochastic context-free grammars
What we call the training of a grammar is based on the maximum likelihood method invented by R.A. Fisher between
1912 and 1922 [1]. On a fixed sample from a larger population, the maximum likelihood method tunes the free parameters
of the underlying probability model in such a way that the sample has maximum likelihood; that is, other values for the
parameters make the observation of the sample less likely. In our setup the free parameters are the probabilities of the
grammar rules. Training the grammar then fits those probabilities in such a way that words generated by the grammar
closely match the sample set of words provided for the training.
The conditions for such a trained grammar to be consistent have been investigated by a number of scientists. Booth and
Thompson [2] use results from branching processes and matrix theory to show that a SCFG is consistent when the largest
eigenvalue of a certain matrix, constructed from the grammar, is less than one. As the exact computation of eigenvalues for
large matrices is challenging, the applicability is limited. A conjecture by Wetherell [32] proven in [4] states that assigning
relative frequencies found by counting the rules in the parse trees of a finite sample of words from the language results
in a consistent SCFG. A simpler proof is found in [3]. Sánchez and Benedí [28] extend the results by showing that training
a grammar with the classical inside–outside algorithm on a sample yields a consistent SCFG. Chi and Geman [3] show, by
a simple counting argument, that training the grammar by Expectation–Maximization yields a consistent SCFG too. The
results cited above were obtained with more or less explicitly stated assumptions on the grammar; sometimes chain and
epsilon rules are not allowed or the grammar must be unambiguous. In [6,24,25] these restrictions are lifted. The authors
prove that the relative frequency, the expectationmaximization and a new cross-entropyminimization approach each yield
a consistent grammar without restrictions on the grammar. The results have been extended in [7] along an information
theory approach.
We will use the fact that estimating the probabilities of a stochastic context-free grammar by their relative frequencies
yields a maximum likelihood estimate [3]. Counting the relative frequencies is especially efficient for the unambiguous
grammars used here, as there is only one left-most derivation (parse tree) to consider.
2.3. Formal power series and SCFGs
In [5], a set of equations is associated with a context-free grammar, by giving a polynomial expression for every non-
terminal, derived from its rules. The solution of this set of equations is a formal power series, whose support is the language
generated by the grammar. This exhibits a connection between formal languages and formal power series. This transition
from a grammar to a set of equations is particular useful with unambiguous context-free grammars as it leads to the
corresponding structure generating function that counts the number of words of length n; see [12,21].
The original translation from [5] associates a monomial with every right-hand side of a rule, and the monomials of every
rule with the same left-hand side are summed up to produce the polynomial for every non-terminal symbol. We extend this
translation by including the probabilities of the rules of the SCFG in every monomial. In this case a probability generating
function P(z) is generated where the coefficient at zk is the probability that a word of length k is generated.
Definition 2 (Generating Functions). The ordinary generating function of a sequence (an)n≥0 is the formal power series
A(z) :=
∑
i≥0
ai · z i.
The probability generating function of a discrete random variable X is
P(z) :=
∑
k
Pr[X = k] · zk.
We want to exploit the fact that the expectation of the random variable X is easily found by computing
E[X] =
(
d
dz
P(z)
)∣∣∣∣
z=1
.
By evaluating P(1) =∑k Pr[X = k]we can check whether the SCFG is consistent.
Example 2. Theunambiguous CFGG = ({S}, {(, )}, {S → (S)S, S → }, S) translates into the equation S(z) = z2S(z)2+1,
which has the solution
S(z) = 1−
√
1− 4z2
2z2
= 1+ z2 + 2z4 + 5z6 + 14z8 + 42z10 + O(z12).
It can easily be verified that the coefficients at zn count the number of words of length n generated by G. The unambiguous
SCFG H = ({T }, {(, )}, {T → 13 : ( T)T , T → 23 : }, T) translates into the equation T (z) = 13 z2T (z)2 + 23 , which has the
solution
T (z) = 3−
√
9− 8z2
2z2
= 2
3
+ 4
27
z2 + 16
243
z4 + 80
2187
z6 + O(z8).
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Here the coefficient of zn is the probability that H produces a word of length n, and verifying that T (1) = 1 holds confirms
that H is consistent. Checking this for the grammar from Example 1 yields S(z) = 3−
√
9−8z
4 and S(1) = 12 ; therefore it is not
consistent.
As seen in Example 2, the interesting information is the coefficients ‘‘hidden’’ in the generating function. Extracting
information about the coefficients is possible by singularity analysis. The basic idea is to use a general correspondence
between the asymptotic expansion of the generating function near its dominant singularities2 and the asymptotic expansion
of the coefficients of the generating function. This method was introduced by Flajolet and Odlyzko [10]; more on singularity
analysis can be found in [12]. The particular type of singularity analysis we use is the O-transfer method. Briefly this works
as follows. An asymptotic expansion of a generating function A(z) that has a dominant singularity at z = 1 has the form
A(z) = h(z)+ O(g(z)),
where h(z) and g(z) belong to a collection of standard functions, for example {(1− z)−α}α∈R in simple cases.
Switching formally to the coefficients,3 the O-transfer method now provides for different functions h(z) asymptotic
expansions of the coefficients [zn]h(z) and the transfer theorems guarantee that [zn]O(g(z)) = O([zn]g(z)) holds, which
is not a triviality. In summary, the O-transfer method permits the following transition:
A(z) = h(z)+ O(g(z))  an = hn + O(gn).
Our goal is to construct a bivariate probability generating function of the following form:
H(z, y) :=
∑
w∈L(G)
pw · yλ(w) · zγ (w)
where λ(w) describes the ‘‘cost’’ and γ (w) is a notion of ‘‘size’’ attributed to the flow of control or data structure encoded
in the word w. The mappings λ and γ are typically homomorphisms from the set of terminal symbols of the grammar into
the set of integers. In case of data structures the ‘‘cost’’ can be thought of as the number of nodes or other parameters of
interest, where the ‘‘size’’ is typically the number of ‘‘items’’ stored in the data structure.With algorithms the ‘‘cost’’ encoded
in a flow of control string can be interpreted as the running time, number of comparisons, number of interchanges, etc. The
‘‘size’’ is then the size of the input that caused this flow of control string to be observed. We also say that the variables y
and z in the generating function ‘‘keep track’’ of the ‘‘cost’’ and the ‘‘size’’. When looking at a data structure or the flow of
control to be encoded as a word, the parts of the data structure or the instructions in the flow of control that contribute to
the overall cost of the structure or the execution of the algorithm are considered to be ‘‘marked’’ with y and z. For example,
the n leaves of a trie that store the keys are each ‘‘marked’’ with a z; thus we have zn and we correctly track the size n in the
exponent of z. If the internal nodes are each ‘‘marked’’ with a ywe track the ‘‘cost’’, here the size of the trie, measured in the
number of internal nodes to store n keys in its leaves, in the exponent of the variable y.
Now the expected ‘‘cost’’ H(n) of a data structure or of the execution of an algorithm captured in its flow of control of
‘‘size’’ n can again be found by a simple computation:
H(n) := [z
n]Hy(z, 1)
[zn]H(z, 1) =
∑
w∈Ln
pw · λ(w)∑
w∈Ln
pw
where Hy(z, 1) is an easier to read notation than ∂∂yH(z, y) |y=1, the partial derivative of H(z, y)with respect to y, with y set
to one after the partial derivation is obtained. The denominator serves as a normalization. This is necessary as a consistent
SCFG introduces a probability distribution on the entire language generated, which is all the words of different ‘‘sizes’’. If we
only look at a subset, here all words of ‘‘size’’ n, their probabilities no longer sum up to one, thus we have to divide by the
probability that we observe an input of ‘‘size’’ n.
3. Maximum likelihood analysis
With the results and definitions presented above, we can introduce the maximum likelihood analysis method. Whether
algorithms or data structures are analyzed indeed makes a difference and is explained hereafter. A maximum likelihood
analysis involves the following steps:
1. Choose a formal language for the encoding.
2. Build a SCFG for the language.
3. Translate the SCFG into a PGF.
4. Determine the formula for the expectation from the PGF.
5. Acquire a set of sample inputs.
6. Train the SCFG on the sample inputs.
2 A singularity is a point in the complex planewhere a function f is not analytic. A dominant singularity is one of smallestmodulus amongst all singularities.
3 Taking coefficients of a generating function A(z) is denoted by [zn]A(z) and returns an .
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7. Find expressions for the probabilities in dependence of n.
8. Use the probabilities from step 7 in the expression from step 4 to obtain the averages.
9. Store the probabilities to allow the study of other parameters.
Ad 1 & 2. Naturally the encoding differs for algorithms and data structures. In case of the analysis of data structures we
assume that n ‘‘items’’ are inserted into the data structure or it is set up in another way and then regarded as static. This
static structure is then examined and, for example, the number of nodes, etc. is counted. To do this we have to come up
with a one-to-one correspondence between the different ‘‘shapes’’ of the data structure and the words of a formal language.
This is similar to the symbolic approach to combinatorial enumeration, where a functional description of operations and
elementary combinatorial classes is used to describe combinatorial structures; see Chapter 1 in [12]. As this step depends
on the data structure to be analyzed, no automation is possible. It is a creative process and requires an idea for the encoding,
just like a traditional average-case analysis requires an idea of how to approach the analysis.
Although algorithms work on data structures we can not use the static view for their analysis too, as it completely
disregards the dynamics of data structures maintained by non-trivial algorithms. For example, the heap grows to its full
size and shrinks until it is empty when sorting with heapsort. To remedy this we record the flow of control of the algorithm.
This of course includes the instructions traversing and updating the data structures and at least implicitly tracks their change
over time. The ‘‘record’’ of the instructions executedwill be aword of a formal language, which can then be parsed according
to a grammar. We will describe a general method to translate a program that is the implementation of an algorithm on a
certain machine model into a SCFG in Section 3.2. As a consequence, the results obtained are only valid for the particular
model used. This is not necessarily a drawback as it allows us to compare implementations on different machines.
Ad 3. As described in Section 2.3, the rules of a SCFG are translated into a system of polynomials. The solution to this
system is the PGF we are looking for. This step can be done efficiently for the analysis of algorithms because we choose the
encoding in such a way that a linear system of equations needs to be solved. The solution is then found by simple algebraic
manipulations and back substitution.
In the general case, the system of equations might not be linear. Then a closed form of the solution might not be
obtainable. However, we can always use Kronecker’s method of elimination by resultants [31] to reduce the system of
polynomials to a single polynomial. This polynomial can then be used in Newton’s polygon method (see Chapter 12.3 in
[14] or Chapter 2.2 in [20]) to derive asymptotics for the leading terms in the expansion of the PGF. Exact results would not
be obtainable in this case.
Ad 4. As explained in Section 2.3, the expectation is readily available from the PGF. In the case of an asymptotic
approximation the Newton polygon method from step 3 has already provided the necessary expressions.
Ad 5. The set of sample inputs for the training of the grammar can originate from different sources. A practitioner can
choose among several algorithms for the same problem, and he wants to know which implementation of which algorithm
has the best average running time on his computer with his data set. He then can choose the machine model as described
above that fits his computer and use his data set to get results that are valid for his environment.
If such a set of sample inputs is not available froman application, or a newalgorithmor a variation of an existing algorithm
should be analyzed, we can always generate sets of sample inputs according to various distributions. The complexity of this
step depends on the type of input that has to be generated for the algorithm. In the case of the tries and sorting algorithms
analyzed subsequently, random sequences of integers had to be generated. This can be done in a matter of seconds with
Mathematica.
Ad 6. The sample inputs are now used to fill the data structure or run the algorithm on them. This requires an
implementation of the data structure or the algorithm which might be provided by the practitioner. A tool for profiling
is necessary, to track the shape of the data structure or the flow of control and encode them according to the choices made
in step 1.
For this paper we implemented the tries ourselves and recorded the resulting tries, after inserting different numbers of
random integer keys, as Motzkin words. For the analysis of algorithms, the virtual machine from the MIX Development Kit
was used to run the implementations from [19] with the training inputs and to record the flow of control as words.
The training of the grammars was described in Section 2.2. In the general case we have to parse the words of an
unambiguous context-free language which can be done with an Earley-Parser in quadratic time complexity with respect
to the length of the words [13]. Counting the rules in the parse tree is efficient because there is only one parse tree per word
to consider. The counts are used to calculate the relative frequencies of the rules that are a maximum likelihood estimate of
the unknown probabilities governed by the distribution of the inputs.
In case of the sorting algorithms analyzed below, both steps have linear time complexity as we are only using regular
languages. For the context-free Motzkin words that will be used to encode the tries an Earley-Parser has been used.
Ad 7. The relative frequencies obtained in the previous step are now used to perform a general linear least squares fitting,
because we need estimations of the probabilities for all n. Here ‘‘general’’ refers to the fact that themodel function is a linear
combination of basis functions and their products, which themselves can be nonlinear, but the model’s dependence on the
parameters is linear. The set of basis functions is chosen according to the algorithm to be analyzed. For example, if the
algorithm contains nested loops, some of the numbers are likely to grow with O(n2) or even O(n3); thus we include n2 or
n3 in the set of basis functions. Likewise, if the algorithm splits the input repeatedly into halves or operates on a tree-like
structure we would expect some numbers to grow with O
(
ln(n)
)
or O
(√
n
)
, and thus we include them in the set of basis
functions. This set of basis functions is not fixed here. It may be different for every analysis and has to be chosen carefully.
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Fig. 1. A trie and its corresponding combinatorial trie.
Fig. 2. Encoding of combinatorial tries as Motzkin words.
Ad 8. The expressions obtained in step 4may be free of any probabilities due to cancellations. Then step 8 is not necessary;
in fact, the maximum likelihood analysis then delivers a proof that the parameter is independent of the distribution of
the inputs. Furthermore, this result is exact as no training is involved. If only some parts of the expression are without
probabilities and we can prove that the other parts do not become negative for any choice of the probabilities, then the
maximum likelihood analysis allows us to establish a lower bound.
In a traditional average-case analysis, a probability distribution is assumed and not questioned subsequently. Once the
assumption is made themodel is fixed. The analysis is then carried out within themodel and the results are only valid under
the assumptions made. This is only slightly different for the maximum likelihood analysis. Here the probability distribution
is not assumed; the model is fixed with the choice of the encoding in step 1, described by the SCFG, and their probabilities,
obtained by the maximum likelihood training in step 6. The SCFG serves as a model of the behavior of the algorithm or data
structure. The question of how representative this model is is not part of the remaining steps of the analysis.
In the following analysis of tries wewill find that a ‘‘context-free’’ model is not ‘‘expressive’’ enough to allow the analysis
of parameters like the trie’s profile. However, when we analyze the sorting algorithms afterwards, a ‘‘regular’’ model is
‘‘strong’’ enough to allow the derivation of good results for various parameters.
3.1. Maximum likelihood analysis of tries
A binary trie is a binary tree that stores a set of keys K = {k1, . . . , kn} in a special way. The keys are considered in their
binary representation as a sequence of 0’s and 1’s and stored in the leaves only. It can be recursively defined as follows. The
trie for an empty set of keys is just a nil-pointer; the trie for a single key is just a leaf containing the key; and a trie for a set
of more than one key is an internal node with its left pointer referring to a trie for those keys beginning with 0 and its right
pointer referring to a trie for those keys beginning with 1. The leading bit is removed in each recursive step for the purpose
of constructing the subtrees.
This construction is only possible if the binary representation of the keys is prefix-free. Then every key is stored in a leaf
on the path described by the shortest prefix of its bit pattern which is unique among all keys. Conversely, each leaf can only
contain a key whose bit pattern begins with the bits on the path from the root to that leaf. Thus the structure of a trie is
independent of the order in which the keys are inserted. In other words, there is a unique trie for any given set of distinct
keys. But several distinct sets of keys may map to the same trie structure. Note that a trie is not necessarily an extended
binary tree as it may have internal nodes with just one child.
As we are interested in recording the different trie structures that might arise, we use the model of combinatorial tries
introduced in [23]. Combinatorial tries are a class of generalized extended binary trees with colored leaves. The leaves may
be either black or white, with the restriction that black leaves are always siblings of an internal node. Combinatorial tries
now correspond to ordinary tries by interpreting a white leaf as leaf that stores a key, and a black leaf as a nil-pointer in the
ordinary trie; see Fig. 1 for an example. Note that it is impossible by definition that two black leaves have the same father
or that a white and a black leaf are siblings of each other, as this would correspond to a sub-trie storing no key at all or to a
key that could be stored in a lower level of the trie.
We now have to choose a formal language to encode the combinatorial tries. Wewill use the bar–bracket representation
of Motzkin words to encode the tries. Motzkin words and with them Motzkin numbers appear in different branches of
mathematics: at least 14 of them are listed in the survey by Donaghey and Shapiro [8]. For example, the paths in a grid from
(0, 0) to (n, 0) that do not cross the line y = 0 and consist of the steps↗,→ and↘ are counted by the Motzkin numbers
and can be encoded by Motzkin words.
The set of Motzkin words over the alphabet {(, |, )} can be defined by two conditions: for any factorizationw = uv of a
Motzkin wordw we require that |u|( ≥ |u|) and |w|( = |w|) holds, where |w|y denotes the number of times the symbol y
appears in the stringw. Note that deleting all |’s from aMotzkin word produces a semi-Dyckword; see Chapter 10.4 in [13].
The rules of a corresponding stochastic context-free grammar and the structure (sub-tries) they encode is shown in
Fig. 2. The intention is that the sub-word which encodes the left sub-trie is enclosed in a pair of brackets representing the
root node; the word for the right sub-trie just follows the closing bracket. A vertical bar represents a white leaf which stores
a key. Black leaves are encoded by the empty word.
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Example 3. The trie from Fig. 1 becomes (((|)|))()(((|)|)(|)|)((|)|).
Next we need sample inputs for the training of the grammar. Therefore we implemented the trie data structure in C and
500 tries were filled with n ∈ {500, 600, . . . , 1000} integer keys chosen uniformly at random. A traversal of the resulting
tries produced their encodings as Motzkin words. We built an Earley-Parser, which provided the frequency counts fn of the
rules in the derivation trees of the words. Their averages f¯n are used as estimates for the probabilities of the six production
rules; according to our initial discussion this yields a SCFG generating the sample set with maximal likelihood. As we are
interested in totally random tries; that implies that the tries do not lean to either side, the probabilities were rounded4 in
such a way that left and right subtrees are equally likely. This leads to the following SCFG:
S → 1
4
: (|)|, S → 3
20
: ()S, S → 1
10
: (|)S,
S → 3
20
: (S), S → 1
10
: (S)|, S → 1
4
: (S)S.
If the probabilities were sampled from a real-world application as described in Section 1, such a rounding should of course
be omitted as the real-world data might be biased.
We can now translate the unambiguous SCFG into a generating function. By ‘‘marking’’ an internal node (a pair of
corresponding brackets) with y and a leaf (symbol |) with z we get the following implicit representation of the bivariate
generating function S(z, y):
1
4
z2y+
(
3
10
y+ 1
5
zy− 1
)
S(z, y)+ 1
4
yS(z, y)2 = 0. (1)
We could solve the quadratic equation to find an explicit form of S(z, y) or employ Newton’s polygon method to find the
series expansions of S(z, 1) and Sy(z, 1) at the dominant singularity, which is at z = 1, as it is the smallest number where
S(z, 1) has a branching point.
Without probabilities this would not work, because the generating function S(z, 1)would enumerate the number of tries
with n keys, as we havemarked thewhite leaves by z. But there exist infinitelymany tries for a fixed number of white leaves,
as the internal nodes do not contribute to the ‘‘size’’ tracked by z and linear chains of internal nodes with a black leaf as one
successor may be arbitrarily long.5 However, as we are using SCFGs the coefficient at zn of S(z, 1) is the probability that a
trie contains n keys. This probability is the sum over the probabilities of all tries with n leaves. The sum is finite, because
the more internal nodes a trie possesses the lower its probability is. This is due to the fact that bigger tries need longer
encodings, longer words need more grammar rules to be generated, and more grammar rules lead to more probabilities
being multiplied.
Similarly, Sy(z, 1) would enumerate the total number of internal nodes in all tries that store n keys, which again would
be infinity. But again we are using SCFGs, and therefore we have the expected number of internal nodes in all tries of size n.
Dividing [zn]Sy(z, 1) by [zn]S(z, 1) yields the expected number of internal nodes as a function of the number of keys n stored
in the trie. We will determine the coefficients by means of theO-transfer method. For this purpose we need the expansions
of the generating functions around their dominant singularity z = 1, which are given by
S(z, 1) = 1− 1
5
√
70
√
1− z + 2
5
(1− z)+ 3
100
√
70(1− z) 32 + O((1− z)2),
Sy(z, 1) = 17
√
70(1− z)− 12 − 2+ 11
140
√
70
√
1− z + O(1− z).
Now theO-transfer method allows us to translate these expansions into asymptotics for the probability of a trie containing
n keys and the expected number of internal nodes. As the tries were randomly generated we get:
Theorem 1 (Automatically Derived6). The expected number of internal nodes of a trie built from n uniformly drawn integer keys
is asymptotically given by
10
7
n− 10
7
+ O(n−1), n→∞.
It is interesting to compare this with the result from Jacquet and Régnier [27] for the Bernoulli model, which was obtained
by purely analytical methods.
4 The rounding only took place in the second decimal place or even less significantly.
5 For this reason the tool of Flajolet et al. [11] is not capable of analyzing the trie data structure using the number of keys as measure of size.
6 Our previously mentioned prototypical implementation of an average-case analysis system, called MaLiAn, is already able to prove such results. For
the asymptotic number of internal nodes of tries it needs about 2.3 s to compute the asymptotic presented in the theorem. Please note that the Luo system
from [11] is not able to work on non-uniformly distributed objects and there is no other system to the best knowledge of the authors.
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Theorem 2 (Régnier, Jacquet [27]). The expected number of internal nodes of a trie built from n random integer keys is given by
n ·
(
1
ln(2)
+ α(log2(n)))+ O(1), n→∞
where α
(
log2(n)
)
is a periodic function of log2(n) of small amplitude.
Written in decimal notation, 1ln(2) = 1.44269 . . . vs. 107 = 1.42857 . . ., we find that the constants differ in the second decimal
place. However, if we turn to the variance, which can be computed by means of ∂
2
∂y2
S(z, y), the results are not as close as
before. We find:
Theorem 3. The variance of the number of internal nodes of a trie built from n uniformly drawn integer keys is asymptotically
given by
30
49
n+ O(1), n→∞
where 3049 = 0.6122 . . . and Kirschenhofer and Prodinger [17] proved, for the Bernoulli model:
Theorem 4 (Kirschenhofer, Prodinger [17]). The variance of the number of internal nodes of a trie built from n random integer
keys is given by
n · (0.8461 . . .+ β(log2(n)))+ O(1), n→∞
where β
(
log2(n)
)
is a periodic function of log2(n) of small amplitude.
Thus the trained SCFG correctly represents the tries ‘‘on average’’ but not their variance. The reason is that the average degree
of branching is tuned by the grammar training in such a way that the expected size of the trie is close to the tries from the
training set. But the distribution of the internal nodes on the different levels of the trie is not the same. This is the reason
for the poor result on the variance. Thus not every aspect of the training set is correctly captured by the trained SCFG. This
is further discussed in the following section.
3.1.1. Other parameters
When we imagine the shape of the average trie described by the trained SCFG, we can conclude that it is quite regular.
This is due to the fact that the rules and their probabilities of our SCFG are independent of the depths of the nodes. Every
internal node has the same expected number of successors. The training has tuned the probabilities in such a way that the
number of internal nodes is correctly estimated but not the shape.
When we want to analyze other parameters, like the height of a trie, its profile (number of internal nodes on different
levels) or its external path length (accumulated length of the paths from the white leaves to the root of the trie), then our
SCFG approach will perform poorly, as the probabilities cannot change at different distances from the root. For parameters
like the external path length, the profile or the height, it does not resemble the true behavior of tries.
Recently, Park et al. [26] studied the profile of tries. Their results suggest that the shape of an average symmetric trie
can be roughly described as follows. The first O
(
ln(n)
)
levels are completely filled with internal nodes; thus we have a full
binary tree. There follows a part where internal nodes and leaves aremixed. The remaining nodes are attached as linear lists
to the bottom of the tree.
To better capture the profile of tries we can extend stochastic context-free grammars to stochastic context-free schemes
(SCFSs) by allowing countably many non-terminals, terminals and rules. The scheme takes the following form:
Si → p(i)s : (|)|, Si → p(i)rb : ()Si+1, Si → p(i)lrb : (|)Si+1,
Si → p(i)b : (Si+1)Si+1, Si → p(i)lb : (Si+1), Si → p(i)lbl : (Si+1)|.
This allows the probabilities to change with the depths. But how can we train such a scheme? The most obvious way would
be to train the SCFS just like the SCFG. The rules which are unused due to the finite height of the tries of the sample, simply
get the probability 0.
However, this approach has the drawback that the estimation is poor when n is not near the values that were used for
training. To improve the estimation we let the probabilities depend on n and trained sets of probabilities separately for
several choices for n. The different sets of probabilities then served as sample points for an extrapolation. There we made
use of the observation that all probabilities exhibit the following pattern: as a function of the index we start (small index)
with a constant value which later passes over into an active region where the probability may strictly decrease or increase
or exhibit a local maximum; at the end a constant behavior shows up again. The location of the active phase of course
depends on the size n of the words generated. Accordingly, we used piecewise defined functions together with a custom-
made Mathematica procedure for extrapolation. We refrain from presenting the details, for the reader’s convenience, and
just mention that functions of the pattern a + b · ln(n) were used to border the active phase, whereas the active phases
themselves have been approximated according to patterns like a + b · i + c · ln(n), i the index of the production and
a, b, c ∈ Q.
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Fig. 3. Comparison of the approximate and exact number of internal nodes of a trie with 1000 keys at different levels.
Table 1
Comparison of two parameters of the sample set with the generated set of tries.
n Average number of white leaves Average external path length
Sample Generated Sample Generated
100 100 96.09 7.96 8.10
500 500 487.14 10.28 10.41
1000 1000 972.53 11.30 11.40
Now, translating the SCFS into bivariate probability generating functions Si(z, y) by marking an internal node (a pair of
corresponding brackets) with y and a leaf (symbol |) by z yields an infinite set of equations:
Si(z, y) = p(i)s z2y+
(
p(i)rb + p(i)lb +
(
p(i)lrb + p(i)lbl
)
z
)
· y · Si+1(z, y)+ p(i)b y · Si+1(z, y)2.
These equations are nonlinear recursions in i and have thus far resisted several approaches by generating function and
operator methods.
Despite this we can still use the probabilities, which we have obtained from training and extrapolation, more directly
and derive a recursive formula for the expected profile. This of course has nothing to do with our general approach with
SCFGs or SCFSs and generating functions and is specific to this analysis of tries. But it supports our claim that probabilities
obtained in a maximum likelihood fashion are useful in the analysis of algorithms and data structures.
The idea is to express the branching factor in the trie via the probabilities:
bf (i, n) = p(i)rb (n)+ p(i)lb (n)+ p(i)rbl(n)+ p(i)lbl(n)+ 2p(i)b (n) = 1− p(i)s (n)+ p(i)b (n).
Then the expected number of internal nodes on level i in a trie that contains n keys can be written as
T (1, n) = 1 T (i, n) = T (i− 1, n) · bf (i, n) =
i−1∏
j=1
bf (j, n).
Attacking this recursion with generating functions in order to get an asymptotic for the product yields a rather complicated
expression. However, extracting information about the coefficient from the generating function with the saddle-point
method is possible but challenging, as the exact location of the saddle point can only be approximated. Even with the
approximate location an useful asymptotic could be found. In Fig. 3, the asymptotic number of internal nodes of a trie that
stores 1000 keys is shown together with the exact numbers for comparison.
Another way to evaluate the SCFS approach is the following: Generating random tries according to the trained scheme
and comparing their structural properties with the training set. Consequently, we generated 300 tries each with the trained
SCFS for n = 100, 500 and 1000 and compared their number of white leaves and their average external path length against
the sample set of tries. Table 1 shows some results.
The plot in Fig. 4 compares the external profile of the sample and the generated set of tries. The external profile of the
sample set is shown together with the expected external profile of (according to our grammar) randomly generated tries
for n = 1000. The expected external profile replicates the profile of the sample set quite well.
We can conclude that SCFSs are capable of realistically capturing the structural behavior of tries whereas any attempt to
make use of this for a quantitative analysis has failed so far. They provide a way to generate random combinatorial objects
(tries in our case) according to a probability distribution observed in practice.
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Fig. 4. Comparison of the external profile of the sample set with the generated set of tries.
3.2. Maximum likelihood analysis of sorting algorithms
In the following section wewould like to show how algorithms can be analyzed with our maximum likelihood approach.
As the running time of an algorithm depends on the actual implementation and themachinemodel used, we opt for Knuth’s
MIX computer as found in [18] and the implementations from [19], as they are well documented and a thorough theoretical
analysis is available for later comparison. However, themaximum likelihood analysismethod is not connected to any specific
machine model. It works as generally as any other method for performing an average-case analysis.
When analyzing data structures we would have to find a new encoding for every new data structure we want to analyze.
In the case of the analysis of algorithmswewill describe a general encoding that allows us to derive the SCFG for an algorithm
automatically. When analyzing the tries, the Motzkin words encoded the possible structures of the trees. Now the words
will describe the possible flows of control. Basically the words will describe the sequence of the line numbers `i of the
instructions executed. The algorithms in Knuth’s books are written in MIXAL, the MIX assembly language, and are easily
translated into the rules of a SCFG by the following three rules:
1. An unconditional jump from line i to line j becomes Li → 1 : `iLj.
2. A conditional jump instruction in line i that may jump to line j becomes Li → pi : `iLi+1 | 1 − pi : `iLj because the
execution continues with the next instruction (jump not taken) or the jump is performed.
3. All other instructions yield Li → 1 : `iLi+1.
When m is the number of last line of the program we add one final rule, Lm+1 → , thereby allowing the grammar to
produce terminal strings (which corresponds to termination of the program). As the grammars are right-linear we obtain
regular languages over the alphabet T = {, `1, . . . , `m} and the non-terminals N = {L1, . . . , Lm+1}. This is noteworthy
as regular languages always have rational structure generating functions; see [21]. The whole translation can be done in a
single pass over the program to be analyzed. We process the SCFGs further to reduce their size, by removing the chain rules.
Next, we define the homomorphism h : N ∪ T → {z, y} ∪ N and extend it to words from (N ∪ T )? as
h(ωj) := yλ(ωj) · zγ (ωj) · αj, where αj ∈ N? are all non-terminals that appear in ωj. With it we translate the rules Li → pj : ωj,
j ∈ {j|rj ∈ Ri} into
Li =
∑
{j|rj∈Ri}
pj · h(ωj) =
∑
{j|rj∈Ri}
pj · yλ(ωj) · zγ (ωj) · αj.
Thus we sum up the different right-hand sides, which are regarded as commutative now, for each non-terminal. Thus we
get one equation per non-terminal, in which we keep the other non-terminals and substitute the line numbers `i’s by their
‘‘costs’’ yλ(`i), as we do not care about the actual line number but about the cost it implies. Depending on how we define λ
we can analyze different parameters. In the case of running time, Table 2 shows the number of clock cycles needed by each
of the MIXAL instructions. The complete table is found on page 140f in [18]. In our case the function λ performs a look-up in
this table. If we just want to analyze the number of comparisons or interchanges we adjust λ accordingly. This allows us to
introduce the parameter (here the running time) which we are interested in into the equations and thus into the generating
function that we want to build.
We can find the generating function by solving this system of equations, as the equations are of course linear, and after
eliminating the variables (the non-terminals) we get a rational generating function in z and y, as mentioned before.
In the examples following this introduction, the presentation is less formal. We do not work with the line numbers di-
rectly. We abbreviate blocks of instructions that are always executed together with lower-case letters. And we introduce
the variable z in the grammar rules while building the grammar and before translating the rest of the right-hand sides. This
is done to emphasize howwe use one or more z’s in the grammar to keep track of size of the input. Remember that the coef-
ficient at zn in the generating function should ‘‘count’’ the parameter we are interested in, subject to the size of the input n.
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Fig. 5. From left to right: random permutation, Gauss distributed, nearly ordered ascending, nearly ordered descending, many duplicates. In each plot we
show at x = i the value of the i-th element of the sequence.
Table 2
Running times of the MIXAL instructions.
NOP 1 ADD 2 SUB 2 MUL 10 DIV 12 NUM 10 SLA 2 SRA 2
JSJ 1 FADD 2 FSUB 2 FMUL 10 FDIV 12 CHR 10 SLRAX 2 SRAX 2
FCMP 2 MOVE 1+ 2F HLT 10 SLC 2 SRC 2
LDA 2 LD1 2 LD2 2 LD3 2 LD4 2 LD5 2 LD6 2 LDX 2
LDAN 2 LD1N 2 LD2N 2 LD3N 2 LD4N 2 LD5N 2 LD6N 2 LDXN 2
STA 2 ST1 2 ST2 2 ST3 2 ST4 2 ST5 2 ST6 2 STX 2
STJ 2 STZ 2 JBUS 1 IOC 1+ T IN 1+ T OUT 1+ T JRED 1 JMP 1
JOV 1 JNOV 1 JL 1 JLE 1 JG 1 JGE 1 JE 1 JNE 1
INCA 1 INC1 1 INC2 1 INC3 1 INC4 1 INC5 1 INC6 1 INCX 1
DECA 1 DEC1 1 DEC2 1 DEC3 1 DEC4 1 DEC5 1 DEC6 1 DECX 1
ENTA 1 ENT1 1 ENT2 1 ENT3 1 ENT4 1 ENT5 1 ENT6 1 ENTX 1
ENNA 1 ENN1 1 ENN2 1 ENN3 1 ENN4 1 ENN5 1 ENN6 1 ENNX 1
CMPA 2 CMP1 2 CMP2 2 CMP3 2 CMP4 2 CMP5 2 CMP6 2 CMPX 2
Thus we have to make sure that the correct number of z’s is inserted. A trie stores the keys in its white leaves; thus we
‘‘mark’’ them with a z. For the sorting algorithms to be analyzed, we ‘‘mark’’ each of the instructions that moves the keys
in their final positions with a z. When the sorting is done we have n z’s, and thus the cost is correctly contributed to the
coefficient at zn. Note that the placement of the variables z taking care of one or more elements of the input is the only part
of our analysis which has no obvious algorithmic automation.
The solution to the equation system still contains the probabilities pj, andwe can now adjust them according to the actual
distribution of the inputs. Aswewant to use themaximum likelihood principle to train the probabilities from sample inputs,
we generate five sample sets of integer sequences. Each set is based on a different probability model (random permutation
(rp), Gauss distributed (gd), nearly ordered ascending (noa) and descending (nod), many duplicates (md)) and consists of
100 sequences with length 10 to 860 in steps of 10. Fig. 5 shows one sequence from each of the five sets. The sequences
s(n)d,s with d ∈ {rp, gd, noa, nod, md}, n ∈ {10, 20, . . . , 860}, 1 ≤ s ≤ 100 were randomly generated and sorted by three
algorithms running on aMIX virtual machine from the GNUMIX Development Kit. For every sequence and each of the three
sorting algorithms considered below, the flow of control was recorded as a string w(n)d,s of the line numbers. A simple top-
down parserwritten by the authorswas used to parse the strings in linear time, resulting in one parse tree τ (n)d,s perword. The
number of occurrences of the rules rj in the parse treeswas countedwhile parsing all inputs of the same size and distribution.
Formally, let #rj(τ ) be the number of times the rule rj is used in the parse tree τ ; then the counts are c
(n)
d,j =
∑100
s=1 #rj
(
τ
(n)
d,s
)
.
The counts c(n)d,j were then transferred into Mathematica to perform a general linear least squares fitting. Here ‘‘general’’
refers to the fact that themodel function is a linear combination of basis functions and their products, which themselves can
be nonlinear, but the model’s dependence on the parameters is linear. The set of basis functions was chosen after inspecting
the algorithm to be analyzed. For example, if the algorithm contains nested loops, some of the numbers are likely to grow
with O(n2) or even O(n3); thus we include n2 or n3 in the set of basis functions. Likewise, if the algorithm splits the input
repeatedly into halves or operates on a tree-like structurewewould expect some numbers to growwithO
(
ln(n)
)
orO
(√
n
)
,
and thus we include them in the set of basis functions.
The fitting provides us with functions cd,j(n) that allow us to estimate for every rule rj the number of times it appears in a
parse of a ‘‘flow of control string’’ for an input of size n and distribution d. We then obtain the ‘‘relative frequency’’ estimator
for each rule rj = (Vi, ωj) by simply dividing each function by the sum of the functions of every rule with the same left-hand
side, thereby ensuring that the estimates still sum up to one. Formally, we have
pˆd,j(n) = cd,j(n)∑
{k|rk∈Ri,rj=(Vi,ωj)}
cd,k(n)
which is the maximum likelihood estimator as presented in [3]. The training of the SCFGs is now complete, as those relative
frequencies pˆd,j(n) are maximum likelihood estimates for the unknown probabilities of the grammar rules.
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3.2.1. Fisher information, standard error and confidence intervals
The estimates computed for the probabilities of productions obviously depend on the sample used for training. But then,
how can we be sure that our estimates are appropriate and do not distort the results of our analysis? This question will be
addressed in what follows.
For a SCFG G = (N, T , R, P, S) with the set of rules R = {r1, . . . , rl}, and a word w ∈ L(G), we call the probability
Lw(P) = Pr[w | P] as a function in P the likelihood of w. For a set of words W ⊆ L(G), the likelihood is given by
LW (P) = ∏w∈W Pr[w | P]. The maximum likelihood training of the grammar has tuned P in such a way that the sampleW
has the largest probability possible (which formallymeans considering the roots of the first derivative of LW (P)with respect
to P). It proves convenient to consider the so-called log likelihood
lW (P) := ln
(
LW (P)
) = ln(∏
w∈W
Pr[w | P]
)
=
∑
w∈W
ln
(
Pr[w | P])
which provides the same maximum with less effort. When G is unambiguous we can write Pr[w | P] as Pr[w | P] =∏
1≤i≤l P(ri)
#ri
(
τ(w)
)
, where #ri
(
τ(w)
)
is the number of occurrences of production ri in the parse tree τ(w) of the word w.
This implies
lW (P) =
∑
w∈W
∑
1≤i≤l
#ri
(
τ(w)
)
ln(P(ri)). (2)
It is well known from statistics that the Fisher information given by the matrix[
I(P)
]
i,j := −
∂2
∂ri∂rj
lW (P), 1 ≤ i, j ≤ l,
can be used to quantify the standard error se
(
Pˆ(ri)
)
of a maximum likelihood estimator Pˆ(ri) for parameter P(ri). The
standard error can be computed by
se
(
Pˆ(ri)
) = √[I−1(Pˆ)]
i,i
where I−1(Pˆ) the inverse matrix of the observed Fisher information matrix I(Pˆ). Using (2) we find
− ∂
2
∂ Pˆ(ri)∂ Pˆ(rj)
lW (Pˆ) =
{
0 for i 6= j,
#ri(W )
Pˆ(ri)2
otherwise,
where #ri(W ) = ∑w∈W #ri(τ(w)) is the total number of occurrences of the rule ri in all parse trees of all words in the
setW . Having only non-zero elements on the diagonal, inverting this matrix is easy, giving rise to reciprocal values on the
diagonal and leaving the rest of the matrix unchanged.
Let
#j(W ) =
∑
w∈W
∑
{k|rk∈Ri,rj=(Vi,ωj)}
#rk
(
τ(w)
)
be the number of times the non-terminal Vi from rule rj(Vi, ωj) appears in the parse trees of the words in the set W . The
fraction of the number of times the rules ri is used #ri(W ) and the number of times it could be used #i(W ) is the relative
frequency, which is a maximum likelihood estimator
Pˆ(ri) = #ri(W )#i(W )
for P(ri), as pointed out in the previous section. Accordingly, the standard error of the estimator Pˆ(ri) is given by
se
(
Pˆ(ri)
) = √#ri(W )
#i(W )
;
i.e. the error is given by the square root of the number of observed applications of production ri divided by the number of
applications of productions having the same left-hand side as ri. As a consequence, the standard error of every probability of
G estimated this way decreases at least like 1/
√
m to zero form, the number of observations of a given non-terminal symbol
within the derivation trees of our sample.
From the standard error a confidence interval can be computed. Denoting by z1−α/2 the (1−α/2) quantile of the standard
normal distribution, the real parameter P(ri) lies within the interval[
Pˆ(ri)− se
(
Pˆ(ri)
) · z1−α/2, Pˆ(ri)+ se(Pˆ(ri)) · z1−α/2],
with probability 1 − α. For the sake of a mostly self-contained presentation we mention while passing that for a 99%
confidence interval z1−α/2 is given by 2.5758, and for a 95% confidence interval by 1.9600.
In Sections 3.2.2–3.2.4 we present a maximum likelihood analysis of straight insertion sort, bubble sort and heapsort.
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Fig. 6. Straight insertion sort, Program S on page 81 in [19].
3.2.2. Straight insertion sort
The implementation of straight insertion sort in MIXAL is shown in Fig. 6, as well as its translation into a grammar.
Blocks of instructions that are always executed sequentially are abbreviated by lower-case letters. Removing the chain
rules reduces the number of rules to a pair of rules for every conditional jump in the program:
L1 → 1 : ilcL5
L5 → p5 : jmL9 | 1− p5 : jL10
L9 → p9 : jL10 | 1− p9 : jcL5
L10 → p12 : sje | 1− p12 : sjlcL5.
As the first key can be seen as being already in the correct position and n− 1 keys remain to be sorted, we put one z in the
first rule. The second z is placed at lines 10 and 11 because here the key is stored in its final position in the array. Now we
replace the lower-case letters by their ‘‘cost’’, i → y1, l → y3, c → y2, j → y1, m → y5, s → y4, e → y1 and turn the
grammar into a system of equations:
L1 → 1 : y6zL5 L1 = y6zL5
L5 → p5 : y6L9 | 1− p5 : yL10 L5 = p5 · y6 · L9 + (1− p5) · y · L10
L9 → p9 : yL10 | 1− p9 : y3L5 L9 = p9 · y · L10 + (1− p9) · y3 · L5
L10 → p12 : y4z | 1− p12 : y9zL5 L10 = p12 · y4 · z + (1− p12) · y9 · z · L5.
Back substitution yields the solution:
S(z, y) = p12y
11
(
1− p5(1− p9)y6
)
z2
1− p5
(
1− p9
)
y9 −
(
p5p9
(
1− p12
)
y16 + (1− p5)(1− p12)y10)z .
Building the quotient of the expected cost of all inputs of size n and the probability for an input of size n, we get
S(n) := [z
n]Sy(z, 1)
[zn]S(z, 1) =
10n− 9− np5 + (7n− 6)p5p9
1− p5
(
1− p9
) . (3)
It is interesting to note that the denominator [zn]S(z, 1) is p12 · (1 − p12)n−2, which is just the probability to leave the
outer loop after the remaining n − 1 keys have been sorted. Remarkably, the term 10n − 9 without probabilities in the
nominator is just the best-case running time of straight insertion sort, occurring for a sorted sequence.
First let us use Knuth’s analysis on page 81f in [19] and derive the average case under the assumption that all inputs are
equally likely. The average number of times a MIXAL instruction is executed when straight insertion sort sorts a sequence
depends onN , the size of the input, A(N), the average number of left-to-rightminima in the sequence, and B(N), the average
number of inversions in the sequence.
A(N) = HN − 1 B(N) = N
2 − N
4
HN is the N-th harmonic number. Expressions for the probabilities p5, p9 and p12 can be easily derived:
p5(N) = B(N)B(N)+ N − 1− A(N) , p9(N) =
A(N)
B(N)
, p12(N) = 1N − 1 . (4)
Inserting (4) in (3) yields Knuth’s original result for the average case of uniformly distributed inputs 7
Suni(N) = 2.25N2 + 7.75N − 3HN − 6 ≈ 2.25N2 + 7.75N − 3 ln(N)− 7.73.
7 It is customary to speak of the random permutation model in the case that every permutation of the same size is assumed to be equally likely. However,
wewill call it the uniformmodel or uniform case forwe need tomake a distinction from the case of a stochastic grammar trained on (uniformly distributed)
random permutations.
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Fig. 7. The average running time of straight insertion sort observed while training the grammar.
This is no coincidence; in Section 4 we prove that an average-case analysis performed in Knuth’s fashion, that is weighting
each line with its expected number of executions, and a maximum likelihood analysis with probabilities derived from
Knuth’s counts yield the same results.
Now, instead of using the theoretically derived expression for the probabilities we will use the functions pd,5(n) and
pd,9(n) built by the training of the SCFG on the five types of input d ∈ {rp, g, noa, nod, md}, as described in Section 3.2.
Fig. 7 shows the average running times as observed while training the grammar on the five sets of sequences. Following
[30], the lines span the range from the minimum to the maximum observed, while the gap in each line around the median
indicates the interquartile range, which represents the central 50% of the data. The susceptibility of straight insertion sort
to different distributions of the inputs is clearly noticeable. Nearly ordered sequences are processed a lot faster when they
are almost in ascending order and respectively a lot slower when they are in descending order (lower left plot). A lot of
duplicate keys have only a small impact compared to random permutations (plots on the right).
The model function a5 · n2 + b5 · n+ c5 was fitted to the counts c(n)d,5 and a9 · n+ b9 · ln(n)+ c9 was fitted to the counts
c(n)d,9 , with ai, bi, ci ∈ Q being the coefficients of the linear combination of base functions as determined by the least squares
fitting.
Fig. 8 shows exemplarily the 95% and 99% confidence bands for the two maximum likelihood estimators pˆg,5 and pˆnod,5.
We have used the confidence bands to guide the training of the grammars, i.e. the size of the training sets. In all cases the
confidence intervals become smaller with increasing input size. This follows from the observation above that the standard
error decreases like 1/
√
mwhenm is the number of observations of a given non-terminal symbol. Bigger inputs take more
time and thus have longer flow-of-control strings, which in turn have bigger derivation trees that contain more grammar
rules; thus more non-terminals are observed. The effect is that ‘‘slower’’ algorithms can have smaller training sets as they
run longer on each input.
Now we simply substitute the functions pˆd,5(n) and pˆd,9(n) in (3) for p5 and p9 to obtain the results for the different
distributions. Dividing the leading coefficients of the nominator and denominator of (3) provides the following asymptotic
results for the average-case running time of straight insertion sort for the five probability models of the inputs:
Srp(n) = 2.25 · n2 + O(n ln(n)) Sgd(n) = 2.23 · n2 + O(n ln(n))
Snoa(n) = 0.14 · n2 + O(n ln(n)) Snod(n) = 4.44 · n2 + O(n ln(n))
Smd(n) = 2.14 · n2 + O(n ln(n)).
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Fig. 8. 99% and 95% confidence bands of the maximum likelihood estimators pˆg,5 (symbol+) and pˆnod,5 (symbol ∗).
Fig. 9. The average running time of straight insertion sort obtained per maximum likelihood analysis.
The leading coefficient for the average running time is according to Knuth’s analysis 2.25, and at most 4.5 in the worst
case. The results above allow the reassuring observation that distributions, which according to our intuition favour worst-
case inputs, also have large leading coefficients, here 4.44 for nearly ordered sequences in descending order, that are near
the theoretical worst case, 4.5. Likewise for the average case.
Fig. 9 shows the final results of themaximum likelihood analysis. The thick part of the curves between 0 and 860 indicates
the range for which training data was available.
Comparing the original result of the uniform case with the result for random permutations obtained with the maximum
likelihood analysis, we see that maximum likelihood analysis determines the same leading term for the expected running
time. Regarding the lower-order terms, however, the situation is different, as the maximum likelihood analysis introduces
lower-order terms in the results, which are not present in the original one – here n ln(n) and ln(n)2 terms – which are
probably due to some cancellations not happening because of small errors in the trained probabilities. This explains the
appearance of O(n ln(n))-terms in the results above. It should be noted that the coefficients of those lower-order terms
which are not present in the original result are quite small.
Applying the maximum likelihood analysis method to straight insertion sort was straightforward. In the next example
an additional idea is needed.
3.2.3. Bubble sort
Fig. 10 shows the implementation of bubble sort in MIXAL together with its translation into a SCFG.
Typically, some tasks consist of several instructions, which are always executed successively.We abbreviate those blocks
of instructions as indicated above. As intended, a word now describes the flow of control; it might start with
1ibcnbcsmnbcsmn...
which can be read as Initialize, adjust Bound, Compare, Next, adjust Bound, Compare, Swap, Mark, Next, adjust Bound,
Compare, Swap,Mark, Next, .... As a result, we get the following grammar,which contains a pair of rules for every conditional
jump:
L1 → 1 : 1iL14
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Fig. 10. Bubble sort, Program B from page 107 in [19].
L6 → p8 : csmnL14 | (1− p8) : cnL14
L14 → p15 : bL16 | (1− p15) : bL6
L16 → p16 : e | (1− p16) : eiL14.
Nextwemust decidewerewe should introduce the z’s to account for the size of the input. A difficultywith bubble sort arises
from the fact that it can commit more than one key to its final position in one pass, and therefore would require different
numbers of z’s, which is not possible in the grammar above. To solve this problem we further reduce the grammar to
L1 → 1 : 1iL14
L14 → p15 · p16 : be | p15 · (1− p16) : beiL14 | (1− p15) · p8 : bcsmnL14 | (1− p15) · (1− p8) : bcnL14.
The first rule corresponds to the initialization that the algorithm does once. The remaining rules describe what may
happen in an iteration of the main loop: the algorithm terminates, start a new pass, compares and swaps the keys or
compares and does not swap the keys.
The observation that leads to a solution is that the number of compares after the last swap tells us how many keys are
already at their final position. Thus we modify the grammar to ensure that only compares after the last swap are marked
with a z:
L1 → 1iL14 | 1iL′14
L′14 → bez | beizL′14 | beizL14 | bcnzL′14
L14 → bcnL14 | bcsmnL14 | bcsmnL′14.
With the grammar above we can ‘‘loop’’ in L14 as long as we need to compare and swap the keys without introducing z’s.
The different right-hand sides of L′14 do not contain any swaps but allow us to start a new pass or to terminate the algorithm.
Thus we must eventually switch from L14 to L′14, but this is only possible after the last swap in the current pass occurred.
Therefore only the compares after the last swap introduce a z.
As there are inputs that do not need any swaps, an already sorted sequence, we have to ensure that we can avoid L14
entirely, as it introduces at least one z. Hence the second right-hand side of L1 allows us to start directly in L′14.
The last pass of bubble sort may not need any more swaps; it just verifies that all remaining keys are at their correct
position. To be able to start a new pass without introducing any swaps we add the right-hand side beizL′14 to the source L
′
14.
Now the probabilities of the different rules are no longer connected to the conditional jumps as they appear in Program
B. But this does not make a difference as the probabilities can still be trained and used for the analysis as intended. Again
we translate the grammar into a system of equations:
L1 → q1 : 1iL14 | q2 : 1iL′14
L′14 → q3 : bez | q4 : beizL′14 | q5 : beizL14 | q6 : bcnzL′14
L14 → q7 : bcnL14 | q8 : bcsmnL14 | q9 : bcsmnL′14
L1 = q1 · 1iL14 + q2 · 1iL′14
L′14 = q3 · bez + q4 · beizL′14 + q5 · beizL14 + q6 · bcnzL′14
L14 = q7 · bcnL14 + q8 · bcsmnL14 + q9 · bcsmnL′14.
Nowwe replace the remaining lower-case letters and introduce the parameter we are interested in, again the running time.
According to the cost of the MIXAL instructions and the abbreviations we use in the grammar, we let 1 → y1, i → y5,
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Fig. 11. The average running time of bubble sort observed while training the grammar.
b→ y2, c→ y5, s→ y6, m→ y1, n→ y1, e→ y1. Formally, we would use the homomorphism h(ωj) = yλ(ωj) · zγ (ωj) · αj
as introduced in Section 3.2. Now, the system of equations becomes
L1 = q1 · y6 · L14 + q2 · y6 · L′14
L′14 = q3 · y3 · z + q4 · y8 · z · L′14 + q5 · y8 · z · L14 + q6 · y8 · z · L′14 (5)
L14 = q7 · y8 · L14 + q8 · y15 · L14 + q9 · y15 · L′14.
Solving (5) yields the bivariate generating function:
B(z, y) =
q3y9
(
q2
(
1− q7y8 − q8y15
)+ q1q9y15)z
1− q7y8 − q8y15 − y8
(
q5q9y15 + (q4 + q6) ·
(
1− q7y8 − q8y15
))
z
.
Building the quotient of the expected cost of all inputs of size n and the probability for an input of size n, and using
q2 = 1− q1, q4 = 1− q3 − q5 − q6, q7 = 1− q8 − q9, we get
B(n) := [z
n]By(z, 1)
[zn]B(z, 1) = 1+ 8n+
(
q1(1− q3)− (n− 1)q5
)(
8+ 7q8 + 8q9
)
(1− q3)q9 . (6)
Remarkably, the term without the probabilities 1+ 8n is again the best-case running time of bubble sort, which occurs for
a sorted sequence. As before, the denominator [zn]B(z, 1) is q3 · (1− q3)n−1, which is just the probability to leave the outer
loop when n items have been sorted.
The probabilities are now obtained by training the grammar on the five sets of inputs. Fig. 11 shows the average running
time measured while training the grammar. Following [30] the lines span the range from the minimum to the maximum
observed. The gap in each line around the median, which should indicate the interquartile range, which represents the
central 50% of the data, is too small to be seen. As expected, bubble sort is susceptible to different distributions too. So,
again, nearly ordered sequences are processed a lot faster when they are almost in ascending order and respectively a lot
slower when they are in descending order (lower left plot). A lot of duplicate keys have only a small impact compared to
random permutations (plots on the right).
As no set of inputs contains the already sorted sequence, we can set q1 = 1 and q2 = 0. The dependence of the
probabilities q3, q4 and q9 on the number of passes is stronger than the influence of the different distributions. Probability q3
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Fig. 12. 99% and 95% confidence bands of the maximum likelihood estimators qˆ5, qˆ6, qˆ7 and qˆ8 .
is the probability for the termination, as this may only occur once its probability is roughly proportional to one over the
number of passes. This is true for probability q4 as well, as q4 is the probability that a new pass is started that does not incur
any swaps. This is only possible in the last pass that verifies that every key is in its correct position and that no more swaps
are necessary. Probability q9 is the probability for the transition to the part of the pass where no more swaps occur; this can
only happen once per pass and thus is connected to the number of passes. All three probabilities exhibit a 1/n behavior.
The 95% and 99% confidence bands for selected training sets of the estimators qˆ5, qˆ6 , qˆ7 and qˆ8 are shown in Fig. 12. The
confidence bands for the Gauss distributed inputs are not shown, as they obscure the other bands. The different behavior
for the various sets of inputs is clearly reflected by the confidence bands. Nearly ordered sequences (symbol ×) require a
lot of compares without swaps; thus qˆ7 and qˆ6 are near probability one and qˆ8 is near probability zero, and vice versa for
sequences which are almost in reverse order (symbol *). The probability to start a new pass, qˆ5, is low for almost sorted
inputs (symbol×). For inputs that are almost in reverse order (symbol *), qˆ5 is high.
The placeholders of remaining probabilities q3, q5, q8, q9 in (6) are now replaced by the functions
qˆd,3(n) := cd,3(n)/
(
cd,3(n)+ cd,4(n)+ cd,5(n)+ cd,6(n)
)
,
qˆd,5(n) := cd,5(n)/
(
cd,3(n)+ cd,4(n)+ cd,5(n)+ cd,6(n)
)
,
qˆd,8(n) := cd,8(n)/
(
cd,7(n)+ cd,8(n)+ cd,9(n)
)
,
qˆd,9(n) := cd,9(n)/
(
cd,7(n)+ cd,8(n)+ cd,9(n)
)
where the functions cd,i(n) are obtained by a least squares fitting of the counts c
(n)
d,i with the model functions that consist of
a linear combination of basic functions like powers of n, logarithms and products thereof as shown below:
cd,3(n) ∼ a3 cd,6(n) ∼ a6 · n+ b6 · ln(n)+ c6 cd,9(n) ∼ a9 · n+ b9 · ln(n)
cd,4(n) ∼ a4 cd,7(n) ∼ a7 · n2 + b7 · n · ln(n)+ c7 · n
cd,5(n) ∼ a5 · n+ b5 cd,8(n) ∼ a8 · n2 + b8 · n · ln(n)+ c8 · n.
We obtain the following asymptotic expressions for the average running time of bubble sort:
Brp(n) = 5.77 · n2 + O(n ln(n)) Bgd(n) = 5.75 · n2 + O(n ln(n))
Bnoa(n) = 0.90 · n2 + O(n ln(n)) Bnod(n) = 7.38 · n2 + O(n ln(n))
Bmd(n) = 5.69 · n2 + O(n ln(n)).
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Fig. 13. The average running time of straight insertion sort obtained per maximum likelihood analysis.
In [19], the following asymptotic result is given for the average running time of bubble sort when processing uniformly
distributed inputs:
Buni(n) = 5.75 · n2 − 4(n+ 1) ln(n+ 1)+ 5.17 · n+ O
(√
n
)
.
The final results of the maximum likelihood analysis as stated above are plotted in Fig. 13. The thick part of the curves
between 0 and 860 indicates the range for which training data was present. Similar to straight insertion sort, bubble sort is
susceptible to the distribution of the input data. The leading coefficient for the average running time is, according to the anal-
ysis in [19], 5.75 and atmost 7.5 in theworst case, which is almost reached for the sequences that are nearly in reverse order.
Modifying the grammar to allow a different number of z’s for different passes was the key to making the maximum
likelihood analysis work. The probabilities in the SCFG do not need to have a conditional jump as counterpart: tuning them
via the grammar training to produce ‘‘flow of control strings’’ with the correct frequencies is sufficient. In the following
analysis of heapsort no modification of the grammar is necessary.
3.2.4. Heapsort
Our last example is heapsort; its implementation in MIXAL is shown in Fig. 14 together with its translation into a SCFG.
As before, we abbreviate blocks of instructions which belong together, remove the chain rules and thus get a pair of rules
for every conditional jump. Introducing the symbol z to track the size of the input is not complicated, because after the heap
construction is finished, one key after another is placed at its final position. The code that performs this task is ‘‘marked’’
with a z – here lines 27 and 30 – thus two rules get marked with a z. Again we replace the lower-case letters in such a way
that we track the running time in the exponent of the symbol y. The grammar and the system of equations then take the
following form:
L1 → 1 : idptL21 L1 = y12 · L21
L11 → p11 : jolrL16 | (1− p11) : jrL16 L11 = p11 · y7 · L16 + (1− p11) · y3 · L16
L16 → p16 : jstL21 | (1− p16) : jwL24 L16 = p16 · y6 · L21 + (1− p16) · y3 · L24
L21 → p21 : jL22 | (1− p21) : jbL11 L21 = p21 · y · L22 + (1− p21) · y5 · L11
L22 → p22 : jwL24 | (1− p22) : jlrL16 L22 = p22 · y3 · L24 + (1− p22) · y5 · L16
L24 → p24 : jgzL29 | (1− p24) : jdptL21 L24 = p24 · y8 · z · L29 + (1− p24) · y11 · L21
L29 → p29 : jez | (1− p29) : jptL21 L29 = p29 · y3 · z + (1− p29) · y8 · L21.
Back substitution yields the solution:
H(z, y) = p24p29y
27z2 · h(y)
1− p16p21p¯22y12 − p16y14 · g(y)−
(
p24p¯29zy5 + p¯24
)
y15 · h(y) (7)
with
g(y) = p¯21p¯11 + p21p11y4, h(y) = p¯16y7 · g(y)+ p21p¯16p¯22y5 + p21p22, p¯i = 1− pi.
Determining the quotient of the expected cost of all inputs of size n and the probability for an input of size n, we get
H(n) := [z
n]Hy(z, 1)
[zn]H(z, 1) = 2+ 5n+
(n− 1)(22+ 4p11(1− p21)− p21(2+ 5p22)− 8p16(1− p21p22))
(1− p16
(
1− p21p22)
)
p24
. (8)
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Fig. 14. Heapsort, Program H from page 146f in [19].
The estimates for the probabilities are again obtained by training the grammar on the different sets of inputs. Fig. 15
shows the average running times measured while training the grammar; again, the lines span the range from the minimum
to themaximum observed, while the gap in each line around themedian indicates the interquartile range, which represents
the central 50% of the data. As already noted in [19], we observe in Fig. 15 that heapsort is quite insusceptible to differently
distributed inputs, when comparing the probabilities for the different input distributions. That is why we abstain from
showing the plots of five similar relative frequencies calculated from the sorting of five types of input with heapsort.
The placeholders of the probabilities p11, p16, p21, p22, p24 are now replaced by the functions
pˆd,11(n) := cd,11(n)/
(
cd,11(n)+ c¯d,11(n)
)
, pˆd,16(n) := cd,16(n)/
(
cd,16(n)+ c¯d,16(n)
)
,
pˆd,21(n) := cd,21(n)/
(
cd,21(n)+ c¯d,21(n)
)
, pˆd,22(n) := cd,22(n)/
(
cd,22(n)+ c¯d,22(n)
)
,
pˆd,24(n) := cd,24(n)/
(
cd,24(n)+ c¯d,24(n)
)
where then functions cd,i(n) and c¯d,i(n) are the results of a least squares fitting of the counts c
(n)
d,i and the counts of the
complementary event c¯(n)d,i to the model functions as shown below:
cd,11(n) ∼ a11 · n · ln(n)+ b11 · n+ c11, c¯d,11(n) ∼ a¯11 · n · ln(n)+ b¯11 · n+ c¯11,
cd,16(n) ∼ a16 · n · ln(n)+ b16 · n+ c16, c¯d,16(n) ∼ a¯16 · n+ b¯16,
cd,21(n) ∼ a21 · n+ b21 · ln(n)+ c21, c¯d,21(n) ∼ a¯21 · n · ln(n)+ b¯21 · n+ c¯21 · ln(n)+ d¯21,
cd,22(n) ∼ a22 · n+ b22, c¯d,22(n) ∼ a¯22 · ln(n)+ b¯22,
cd,24(n) ∼ a24 · n+ b24, c¯d,24(n) ∼ a¯24 · n+ b¯24.
The trained probability functions pd,11(n), pd,16(n), pd,21(n), pd,22(n), pd,24(n) are now inserted into (8), and dividing the
leading coefficients yields the following asymptotic results:
Hrp(n) = 23.65 · n ln(n)+ O(n) Hgd(n) = 23.63 · n ln(n)+ O(n)
Hnoa(n) = 23.72 · n ln(n)+ O(n) Hnod(n) = 22.86 · n ln(n)+ O(n)
Hmd(n) = 22.79 · n ln(n)+ O(n).
Knuth’s empirical result from page 148 in [19] is Huni(n) ≈ 23.08 · n ln(n). The results of the maximum likelihood analysis
are plotted in Fig. 16. The thicker parts of the curves between 0 and 860 indicate the range for which training data was
present. Fig. 16 strongly resembles Fig. 15, where the training data is shown, in that the five distributions examined in this
work do not have a big influence on the running time of heapsort.
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Fig. 15. The average running time of heapsort observed while training the grammar.
Fig. 16. The average running times of heapsort obtained per maximum likelihood analysis are shown.
It is more interesting to take a closer look at probability p11. It reveals that the tree structure of the heap has a subtle
influence; see Fig. 17.Whenever the number of keys is near
∑k
i=0 2i for a suitable k, indicated by the vertical lines in the plots,
the probability peaks.
∑k
i=0 2i is the number of nodes in a binary tree with height k, which is completely filled. Interestingly,
for almost reversely ordered inputs the periodic behavior is shifted. Such a periodic behavior is not captured by the functions
used for the least squares fitting. If we allow ‘‘Fourier polynomials’’, which are truncated Fourier series, as basis functions in
our fitting process, we can actually capture the periodic behavior, but as the change in the results is less than the variance
due to the randomness, this is not worth the effort. Such periodicities are not uncommon: see Theorem 2 for example; it
contains the periodic function α(log2(n)).
To exemplify howsimple it is to analyze other parameters besides the running time,we continue themaximum likelihood
analysis of heapsort by changing the substitution of the lower-case letters to track the average number of key comparisons
in the exponent of symbol y. Formally, this would require us to change the homomorphism h that is used to translate the
grammars rules into the equations. Here we state just informally the new substitutions: b → y1, r → y1, and all other
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Fig. 17. Probability p11 exhibits a periodic oscillation; in the case of almost reversely ordered sequences (*), the oscillation is shifted.
lower-case letters are replaced by y0; thus they are omitted. The resulting system of equations needs to be solved again, but
no new training of the grammar is necessary. We simply insert the trained probabilities into the new solution, and obtain
the results for the average number of comparisons for the five different distributions studied here.
Crp(n) = 2.97 · n ln(n)− 7.13n+ o(n) Cgd(n) = 2.97 · n ln(n)− 7.08n+ o(n)
Cnoa(n) = 3.00 · n ln(n)− 6.41n+ o(n) Cnod(n) = 2.84 · n ln(n)− 7.29n+ o(n)
Cmd(n) = 2.86 · n ln(n)− 7.09n+ o(n)
For random inputs, Knuth reports 2.885 · n · ln(n)− 3.042 · n− ln(n) for the average number of key comparisons.
Another change to the homomorphism allows us to find the average number of interchanges. The new substitutions are
s→ y1, w→ y1, g→ y1, and other lower-case letters are replaced by y0. Solving the new system of equations and inserting
the trained probabilities in the solution yields
Irp(n) = 1.49 · n ln(n)− 1.42n+ o(n) Igd(n) = 1.49 · n ln(n)− 1.40n+ o(n)
Inoa(n) = 1.50 · n ln(n)− 0.83n+ o(n) Inod(n) = 1.42 · n ln(n)− 1.78n+ o(n)
Imd(n) = 1.43 · n ln(n)− 1.57n+ o(n).
Again, for random inputs, Knuth reports 1.443 · n · ln(n)− 0.87 · n− 1 for the average number of interchanges.
4. Significance of results
While discussing the straight insertion sort examplewe deferred the proof that themaximum likelihood analysismethod
presented in this paper and Knuth’s classical approach towards an average-case analysis yield the same result, when the
probabilities are derived theoretically, instead of by a maximum likelihood training.
The maximum likelihood analysis method requires probabilities for the rules of the SCFG used. When analyzing
algorithms, the probabilities of the rules are simply the probabilities for the various conditional jumps being taken or not
taken. As already discussed, we can obtain the probabilities from a maximum likelihood training of the grammar, but we
can also derive the probabilities from the analysis in Knuth’s books in the following way.
As Knuth explains on page 145f in [18], the timing column of eachMIXAL program in his books represents the profile, that
is, the number of times the instruction on that line will be executed during the course of the program. As the instructions
following a conditional jump may be the target of other jumps we must use Kirchhoff’s law to deduce the number of
times a jump is taken or not taken. Dividing this number by the total number of times the jump is executed, we obtain
the probabilities for a jump being taken or not taken.
The probabilities derived from the profile of the program depend on the size of the input, as the characteristics like the
number of left-to-right minima, etc. also depend on the size of the input.
Theorem 5. The average-case running time of an arbitrary algorithm is the same when analyzed either with the maximum
likelihood method or Knuth’s classical approach, when the probabilities for the SCFG are derived from the profile instead of by
a maximum likelihood training.
Proof. The contribution to the running time of a sequence of instructions between two jumps is obviously the same in both
methods, as the number of times the instructions are executed is likewise weighted with the cost of the instructions. Thus
different running times would only be possible if the average number of times that a conditional jump is taken differs for
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Fig. 18. The three cases in the proof of Theorem 5.
bothmethods. Thereforewe examine an arbitrary conditional jump and distinguish three cases, shown in Fig. 18. The arrows
symbolize the possible paths the flow of control may take and the labels indicate the number of times that particular branch
has been taken.
1. Case one, on the left. We reach the conditional jump from the start of the program and both branches loop in such a way
that we can reach the conditional jump again. One of the two branchesmust have an exit, otherwise the programwill not
terminate. Whether the branches themselves contain further loops and jumps does not matter as we can think of them
as fully unrolled. Let h1 and h2 be the number of times the two branches are taken in Knuth’s model; according to the
maximum likelihood analysis we assign the probabilities p1 = h1/(h1+ h2) and p2 = h2/(h1+ h2) to the corresponding
rules in the SCFG. Clearly the total number of times the conditional jump is executed is h1 + h2, and we interpret the
loops as a repeated random experiment (recurrent non-terminal). Then the expected numbers of times the branches are
taken are E[#1] = p1 · (h1 + h2) = h1 and E[#2] = p2 · (h1 + h2) = h2, for #i the number of times branch i is taken,
which is the same as in Knuth’s analysis.
2. Case two, in the middle. If only one of the two branches loops, the other must have a frequency of 1, otherwise it would
loop too. Let h1 be the number of times the looping branch is taken in Knuth’s model; then we assign the probabilities
p1 = h1/(h1+ 1) and p2 = 1/(h1+ 1) to the corresponding rules in the SCFG. Calculating the expected number of times
the looping branch is taken yields E[#1] =∑i≥1 i · (h1/(h1 + 1))i−1 · 1/(h1 + 1)− 1 = h1. We have to subtract one as
the sum is the expected number of repetitions of the random experiment including the first jump that leaves the loop.
Again, both methods determine the same contribution to the running time.
3. Case three, on the right. If both branches do not loop, then the jump is executed just once.Which branch is taken depends
on the input, and as we assign probabilities 1 and 0 to the rules the contribution to the running time is the same in both
models.
As the contribution to the running time is the same for a maximum likelihood analysis and Knuth’s classical approach in all
three cases, we can conclude that the same expected running time is calculated for both analysis methods. 
This is an important result, as it ensures that we really have computed the expected running times of the algorithms.
5. Conclusions
We have presented an approach for the description of random structures and flows of control via stochastic context-
free grammars and their languages and applied it successfully to the analysis of binary tries and several sorting algorithms.
Deriving asymptotic results for the average performance is possible for a large variety of parameters.
As algorithms are typically transformed into a number of assembly language instructions that are executed sequentially,
finding a suitable encoding in the form of a formal language for algorithms is easily possible by the three rules given in
Section 3.2, which turn an implementation of an algorithm into a regular grammar that encodes its flow of control. This
grammar is, however, not suited to deriving accurate results for the variance of the parameter of interest. This is due to the
fact that the regular language used to encode the flow of control is too general. It allows infinitely many words, which do
not correspond to an actual flow of control for some input. Switching to a non-regular language might improve the results
on the variance, but may still not be enough. This is hinted at by a result obtained from formal language theory; see Lemma
8.8 in [15]. This implies that the set of valid computations of a Turing machine is in general not a context-free language. As
the valid computations are comparable to our flow-of-control strings, this suggest that context-free languages may still be
‘‘too weak’’ to describe the flow of control in the necessary detail for an accurate result for the variance. This led us to the
extension of context-free grammars to stochastic context-free schemes as done for modeling tries. It seems promising as
it allows to capture more complicated behavior. However, the mathematics behind this is considerably more difficult and
deserves further investigation.
When based on context-free grammars, all the steps carried out during the maximum likelihood analysis can be
performed automatically within a computer-algebra system, with the only exception of capturing the size of the input by
introducing the symbol z as someunderstanding of the data structure or algorithm is required. Thus our approach can reduce
the effort required for an average-case analysis, allowing for the consideration of realistic input distributions with unknown
distribution functions at the same time.
For data structures we do not have the same situation as for algorithms, which are finally translated into a list of
instructions for a processor. Data structures do not exhibit such a ‘‘normal form’’ thatwould allow a generalway of producing
a suitable encoding. Here, imagination is needed to find an encoding.
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Fig. 19. The running times of 100 and 1000 runs of heapsort on random inputs of size 330 and 860 are shown together with their average.
The confidence intervals discussed in Section 3.2.1 were helpful in establishing the sample size. We empirically checked
that a tenfold increase in the sample size had only an insignificant effect on the results. Fig. 19 shows the individual running
times for each of the 100 respective 1000 inputs. Their average is indicated by a line. The changes in the averages were less
than one per cent in the casewe have checked. As the time for training the grammars increases linearlywith the sample size,
we decided not to increase the sample size any further. As this may be different for other algorithms and data structures,
the influence of the sample size should be studied thoroughly.
A maximum likelihood analysis has several advantages over plain experimentation. After a grammar has been trained
on a set of inputs, the resulting probabilities provide all the necessary information for the analysis of the algorithm or data
structure. Hence we are able to conserve the results of the experiments by storing just a small number of probabilities.
With the probabilities at hand we can study any number of parameters that the chosen encoding provides. There is no
need to conduct multiple, possibly expensive, experiments for additional parameters.
Moreover, ifwe later aim for studying a parameterwedid not have inmindwhen setting up the experiments,we just have
to use a different homomorphism for introducing the parameter. This is impossible for plain experiments when no statistics
have been collected on unconsidered parameters beforehand. Then only further experiments can provide the statistics that
would allow other parameters to be analyzed in that case.
Furthermore, the maximum likelihood analysis provides an expression for the average of a parameter that can be used
to study the influence of the different probabilities. This is helpful for setting up the experiments, as it shows which
probabilities contribute more to the total average and thus have to be measured more carefully. The expression also allows
us to look at the error propagation.
The maximum likelihood analysis may produce proofs for the absence of a dependency of the parameter from the
distribution of the inputs. If only parts are probability-free then a lower bound may be obtained. In the case of bubble
sort the best case was rediscovered; see Eq. (6).
We like to mention that results similar to the ones found with a maximum likelihood analysis can be obtained with
plain experimentation, of course without the aforementioned advantages. Another advantage of the maximum likelihood
analysis over plain experimentation is that it provides a clue for a traditional analysis what the solution may look like. After
arriving at equations like (3), (6) and (8), the solution for straight insertion sort, bubble sort and heapsort, a good deal has
been learned about the structure of the solutions, which can be very useful if a traditional analysis is also planned.
We do not expect the maximum likelihood analysis to provide good results when an arbitrary set of basis functions is
used. Whoever conducts a maximum likelihood analysis should carefully inspect the algorithm to be analyzed and choose
the set of basis functions accordingly. As the fitting itself is not computationally intensive, several sets of basis functions
might be used to find one that suits best.
The generation of random structures that follow a pre-trained distribution is noteworthy in its own right regarding
simulation and testing. If one has to generate test data that is not totally random – perhaps a certain type of input exhibits
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a problematic behavior of an algorithm – one can collect some samples and train a SCFG or SCFS in order to generate more
test inputs according to the trained distribution. Our results related to tries proved the potential of this idea.
Further interesting questions are: Which probability distributions can be modeled by a SCFG/SCFS? Currently it is not
clear whether every distribution that we may encounter in different training sets can be captured by the SCFG/SCFS. Is
there any influence on the results obtained by changing the language and/or the grammar assuming that the same objects
respective algorithms are encoded?
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