Abstract. Process mining aims to infer meaningful insights from process-related data and attracted the attention of practitioners, tool-vendors, and researchers in recent years. Traditionally, event logs are assumed to describe the as-is situation. But this is not necessarily the case in environments where logging may be compromised due to manual logging. For example, hospital staff may need to manually enter information regarding the patient's treatment. As a result, events or timestamps may be missing or incorrect.
Introduction
Many information systems record detailed information concerning the processes they support. Typically, the start and completion of process activities together with related context data, e.g., actors and resources, are recorded. In business process management, such event data can be gathered into logs. Subsequently, these logs can be analyzed to gain insights into the performance of a process. In many cases, information systems do not force the process participants to perform tasks according to rigid paths, as specified by process models. Rather, the process participants are responsible to track their manual work which is sometimes not reflected in the system. In other words, the event logs might be incomplete or noisy [1] . These data quality issues affect process mining methods and often lead to unsatisfactory results.
Existing approaches can be used to repair the model based on event data. However, if steps are recorded manually this may lead to misleading results as little weight is given to a priori domain knowledge. Therefore, we adopt a stochastic approach to modeling process behavior and introduce a novel approach to repair event logs according to a given stochastically enriched process model [2] . To model the as-is process we use Petri nets enhanced with stochastic timing information and path probabilities.
In fact, we use a variant of the well-known Generalized Stochastic Petri nets (GSPNs) defined in [3] . As a first step, using path probabilities, it is determined which are the most likely missing events. Next, Bayesian networks [4] capturing both initial beliefs of the as-is process and real observations are used to compute the most likely timestamp for each inserted entry. The complete procedure is described in more detail and evaluated in the technical report [5] .
Realization of Repairing Logs
For this realization, we make the following assumptions:
-The supported models, i.e., the SPN models, are sound,and free-choice, but do not necessarily need to be (block-)structured. This class of models captures a fairly large class of process models and does not impose unnecessary constraints. -The stochastic Petri net model is normative, i.e., it reflects the as-is processes in structural, behavioral and time dimension. -Activity durations are independent and have normal probability distributions, containing most of their probability mass in the positive domain. -The recorded timestamps in the event logs are correct.
-Each trace in the log has at least one event, and all events contain a timestamp.
-The activity durations of a case do not depend on other cases, i.e., we do not look at the resource perspective and there is no queuing. -We assume that data is missing at random (MAR), i.e., that the probability that an event is missing from the log does not depend on the time values of the missing events. The algorithm is depicted in Fig. 1 , and repairs an event log as follows. 
Repairing the Structure
For each trace, we start by repairing the structure. This becomes trivial, once we identified a path in the model that fits our observations in the trace best. The notion of cost-based alignments [6] is used for this part. We obtain a set of possible alignment candidates that are all cost-minimal in terms of costs for asynchronous moves.
In the next step, cf. box Pick alignment in Fig. 1 , we decide which of the returned cost-minimal alignments to pick for repair. The algorithm replays the path taken through the model and multiplies the probabilities of the decisions made along the path. This allows us to take some probabilistic information into account, i.e., we can choose from the structural alignments one of the highest probability, or pick randomly according to the probability of such a path. Once we decided on the structure of how our repaired trace will look like, we can continue and insert the times of the missing events in the trace, i.e., the identified model moves.
Inserting Time
In the previous step, we identified the path through the SPN model. With the path given, we can eliminate choices from the model by removing branches in the process that were not taken. We unfold the net from the initial marking along the chosen path. Note that loops are but a special type of choices and will be eliminated from the model for any given trace. We transform the resulted unfolded model into a Bayesian network with a similar structure. Fig. 2 shows the transformation of sequences, parallel splits, and synchronizing joins. These are the only constructs remaining in the unfolded form of the SPN model. In the resulting Bayesian network, we use the sum and max relations to define the random variables given their parents. More concretely, let t i be a timed transition with a random variable with duration distribution D i (x) followed by another timed transition t j with distribution D j (x) in a sequence. We can convert this fragment into a Bayesian network with random variables X i and X j . Then, the parent variable X i has the unconditional probability distribution P(X i ≤ x) = D i (x) and the child variable X j has the conditional probability distribution P(X j ≤ x | X i ) = P(X j + X i ≤ x). For each possible value of the parent x i ∈ X i , the probability is defined as P(
This means that the distribution of X j is shifted by its parent's value to the right. A parallel split, cf. lower left part in Fig. 2 , is treated as two sequences sharing the same parent node.
The max relation that is required for joining branches at synchronization points, cf. lower right in Fig. 2 is defined as follows. Let X i and X j be the parents of X k , such that X k is the maximum of its parents. Then, P(
i.e., the probability distribution functions are multiplied. This proves to be a challenge, as the maximum of two normally distributed random variables is no longer normally distributed. We use a linear approximation, as described in [7] . This means that we express the maximum as a normal distribution, with its parameters depending linearly on the normal distributions of the joined branches. The approximation is good, when the standard deviations of the joined distributions are similar and it degrades when they strongly diverge, cf. [7] . The resulting Bayesian network model is a linear Gaussian model, which is a class of continuous type Bayesian networks, where inference is efficiently possible, i.e., in O n 3 . Once we determined probable values for the timestamps of all missing events in a trace, we can proceed with the next trace starting another iteration of the algorithm.
Conclusion
Here, we presented a method to repair timed event logs in order to make them available for further analysis, e.g., with process mining tools. The formal specification, and evaluation results can be found in [5] . The method works by decomposing the problem into two sub-problems: (i) repairing the structure, and (ii) repairing the time.
This work can be considered as the first step towards eliciting a SPN model from logs with missing data in a maximum likelihood or multiple imputation fashion. This way, allowing to take all the observed data into account and get efficient estimations for the activity durations and path probabilities.
