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Abstract
In this work the need for the protection of the integrity of videos will be discussed.
Several scenarios will be defined where the integrity of the data is necessary, e.g. in
the case of surveillance. A concept is being designed, which embeds with a robust
watermarking scheme content-describing features.
As base for the concept an existing robust watermarking scheme is being impro-
ved. The scheme has a capacity of 64 Bits/s and a good robustness against lossy
compression in combination with format conversion and scaling.
In this work we will develop four methods for creating feature vectors. Two of
these methods project non-content dependencies to feature vectors while the other
methods are based on content-dependent features delivered by interest operators.
We will show that content- as well as non-content dependencies are suitable for the
usage.
We will test this methods concerning their robustness against content-preserving
and their sensitivity against content-changing methods. The test results confirm the
good robustness of the basic robust watermark. In the same way the good sensitivity
of the content-decribing feature is being confirmed.
iv
vZusammenfassung
Im Rahmen dieser Arbeit wird die Notwendigkeit des Integrita¨tsschutzes von Vi-
deodaten diskutiert. Es werden verschiedene Szenarien definiert, in denen die Un-
versehrtheit der Daten beno¨tigt wird, z.B. im Rahmen von Videou¨berwachung. Es
wird ein Konzept entworfen, welches mit Hilfe eines robusten Wasserzeichenverfah-
rens inhalts-beschreibende Merkmale in das Video einbettet.
Als Basis fu¨r das Konzept wird ein bestehendes robustes Wasserzeichenverfahren
weiterentwickelt. Das Verfahren verfu¨gt u¨ber eine Kapazita¨t von 64 Bit/s und zeigt
gute Robustheit gegenu¨ber verlustbehafteter Kompression mit Formatumwandlung
und Skalierung.
Im Rahmen dieser Arbeit werden vier Verfahren zur Generierung von Merkmals-
vektoren entwickelt. Zwei dieser Verfahren bilden nicht-inhaltliche Abha¨ngigkeiten
auf Merkmalsvektoren ab, wa¨hrend die beiden anderen Verfahren auf inhaltlichen
Abha¨ngigkeiten durch Interest-Operatoren basieren. Wir zeigen, dass sowohl inhalt-
liche als auch nicht-inhaltliche Abha¨ngigkeiten zur Verwendung geeignet sind.
Die Verfahren werden verschiedenen Tests hinsichtlich ihrer Robustheit gegenu¨ber
inhalts-erhaltenden und ihrer Sensitivita¨t hinsichtlich inhalts-vera¨ndernden Maß-
nahmen unterzogen. Die Testergebnisse besta¨tigten die gute Robustheit des zu-
grundeliegenden Wasserzeichenverfahrens. Ebenso wird eine gute Sensitivita¨t des
Verfahrens besta¨tigt.
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Kapitel 1
Problemstellung und
Begriffskla¨rungen
1.1 Problemstellung
Die Menge digitaler Videos wa¨chst sta¨ndig. Ta¨glich werden Massen von Videos
generiert und u¨ber das Internet u¨bertragen. Daru¨ber hinaus existiert mittlerweile
eine Vielzahl auch frei verfu¨gbarer Programme mit denen jeder Videos bearbeiten
kann. Dadurch ergibt sich eine neue wissenschaftliche Herausforderung: der Nachweis
der Unversehrtheit des Inhalts.
Zur U¨berpru¨fung des Videoinhalts wurden in der Vergangenheit verschiedene Metho-
den entwickelt: digitale Signaturen und kryptographische Hashfunktionen, digitale
Wasserzeichen und forensische Methoden.
Ziel dieser Arbeit ist es Ansa¨tze zum Schutz des Inhalts digitaler Videos zu ent-
wickeln, die auf der Basis digitaler Wasserzeichen arbeiten. Das zu entwickelnde
Verfahren soll einen Merkmalsvektor aus dem Inhalt eines Videos generieren und
diesen mittels eines robusten Wasserzeichenverfahrens in das zu schu¨tzende Video
einbetten. Vera¨nderungen am Inhalt sollen angezeigt werden bei gleichzeitig ange-
strebter Formatunabha¨ngigkeit. In Kapitel 3 zeigen wir, dass bestehende Verfahren
u¨berwiegend entweder formatabha¨ngig sind oder das Video komplett authentifizie-
ren, d.h. Vera¨nderungen nicht lokalisieren sondern komplette Frames als vera¨ndert
identifizieren.
Zuna¨chst definieren wir den Begriff
”
Inhalt eines digitalen Videos“, der in dieser
Arbeit verwendet wird:
Unter dem Inhalt eines digitalen Videos verstehen wir die Kernaussage der sichtba-
ren Informationen. A¨ndert eine Operation am Videomaterial die Kernaussage der
sichtbaren Informationen so definieren wir sie als inhaltvera¨ndernde Operation.
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Beispiele fu¨r inhaltsvera¨ndernde Operationen werden in Kapitel 2 behandelt. Wel-
che sichtbaren Informationen relevant fu¨r die Kernaussage sind ist abha¨ngig vom
jeweiligen Kontext und Anwendungsszenario.
1.2 Digitale Wasserzeichen
Nach Dittmann [Dit00] verstehen wir unter einem digitalen Wasserzeichen ein nicht-
wahrnehmbares Signal, das durch einen Einbettungsalgorithmus E in ein Dokument
C eingebracht wird. Der Einbettungsalgorithmus wird mit der einzubettenden In-
formation I und dem geheimen Schlu¨ssel K gesteuert und liefert als Ergebnis das
markierte Dokument CW = E(C, I,K) zuru¨ck. Im Ausleseprozess wird die einge-
bettete Information I = R(CW , K) mit Hilfe des Auslesealgorithmus R aus dem
markierten Dokument CW ausgelesen.
Dittmann definiert in [Dit00] Verfahrensparameter, nach denen Wasserzeichenver-
fahren eingeordnet werden ko¨nnen:
• Robustheit beschreibt die Auslesbarkeit des Wasserzeichens nach Vera¨nder-
ungen am Material, wie z.B. Re-Enkodierung oder Formatumwandlung.
• Nicht-Detektierbarkeit bedeutet, dass ein Angreifer auch bei Kenntnis des Ori-
ginals nicht auf ein Wasserzeichen schließen kann.
• Nicht-Wahrnehmbarkeit bedeutet, dass das Wasserzeichen fu¨r das menschliche
Wahrnehmungssystem nicht erkennbar sein darf.
• Sicherheit beschreibt die Auslesbarkeit des Wasserzeichens nach absichtlichen
Vera¨nderungen am Material mit Kenntnis des Wasserzeichenverfahrens.
• Komplexita¨t ist der Aufwand zum Einbetten und Auslesen eines Wasserzei-
chens.
• Kapazita¨t beschreibt die Menge an Informationen, die durch das Wasserzei-
chenverfahren eingebettet werden kann.
• Verifikationsmethode unterscheidet zwischen o¨ffentlicher (o¨ffentlicher und pri-
vater Schlu¨ssel) und geheimer Verifikation (nur privater Schlu¨ssel).
• Invertierbarkeit beschreibt die Mo¨glichkeit das Wasserzeichen bis zu einem
gewissen Grad aus dem markierten Dokument zu entfernen.
Cox et al. definieren in [CMB+07] das in Abbildung 1.1 dargestellte Klassifizierungs-
schema fu¨r Integrita¨tswasserzeichen. Wir definieren in dieser Arbeit die unterschied-
lichen Typen der Integrita¨tswasserzeichen wie folgt:
• Exakte Authentifizierung
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– Fragile Wasserzeichen erkennen sa¨mtliche Manipulationen am Datenma-
terial.
– Invertierbare Wasserzeichen erkennen ebenfalls alle Manipulationen, bie-
ten jedoch die Mo¨glichkeit der Wiederherstellung des urspru¨nglichen Da-
tenmaterials.
• Selektive Authentifizierung
– Semifragile Wasserzeichen ko¨nnen zwischen erlaubten und nicht erlaub-
ten Manipulationen unterscheiden. Die Definition von erlaubten und un-
erlaubten Manipulationen ist dabei vom Anwendungsszenario abha¨ngig.
– Inhaltsfragile Wasserzeichen ko¨nnen ebenfalls zwischen erlaubten und
nicht erlaubten Manipulationen unterscheiden. Sie bilden eine Spezia-
lisierung der semifragilen Wasserzeichen, da sie Informationen u¨ber den
Inhalt als Einbettungsmerkmal verwenden.
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Abbildung 1.1: Klassifizierungsschema von Integrita¨tswasserzeichen
1.3 Verwandte Disziplinen
Erste Ansa¨tze zum Nachweis der Unversehrtheit digitaler Daten finden sich in der
Kryptographie [Sch96]. Kryptographische Hashfunktionen bilden Zeichenketten be-
liebiger La¨nge x auf Zeichenketten fester La¨nge h(x) ab [Buc10]. Sie haben die
Eigenschaft, dass bereits eine minimale Vera¨nderung in x den Hashwert h(x) kom-
plett vera¨ndert. Eine kryptographische Hashfunktion sollte folgende Eigenschaften
besitzen:
• Kollisionsresistenz : Es sollte praktisch unmo¨glich sein zwei Eingabezeichen-
ketten x und y zu finden, fu¨r welche gilt: h(x) = h(y) mit x 6= y.
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• Einwegfunktion: Es sollte unmo¨glich sein zu einem Hashwert H(x) eine zu-
geho¨rige Eingabezeichenkette x zu ermitteln.
Viele Verfahren zur Erstellung digitaler Signaturen arbeiten nach dem folgenden
Prinzip: Ihnen dienen Hashfunktionen als Basis. Zum Signieren eines digitalen Do-
kumentes wird der Hashwert des Dokumentes mit dem privaten Schlu¨ssel des Senders
verschlu¨sselt. Um die Echtheit des Dokumentes auf Empfa¨ngerseite zu pru¨fen wird
der u¨bermittelte Hashwert mit dem o¨ffentlichen Schlu¨ssel des Senders entschlu¨sselt
und mit dem Hashwert des u¨bermittelten Dokuments verglichen. Dadurch kann so-
wohl die Identita¨t des Senders als auch die Unversehrtheit des Dokuments u¨berpru¨ft
werden [Sch96]. Da Hashfunktionen bereits auf minimale A¨nderungen des Inhalts
mit großen A¨nderungen des Hashwertes reagieren ist eine digitale Sigantur ebenfalls
nach minimalen A¨nderungen ungu¨ltig und in diesem Fall das Video nicht authen-
tisch.
Neben kryptographischen Hashfunktionen besteht die Mo¨glichkeit den Inhalt von
Dokumenten beliebiger La¨nge mit Hilfe robuster Hashfunktionen auf Hashwerte fes-
ter La¨nge abzubilden. Statt der bina¨ren Repra¨sentation des Dokuments bilden robus-
te Hashfunktionen den Inhalt auf Hashwerte ab. Robuste Hashfunktionen wurden ur-
spru¨nglich fu¨r das schnelle Auffinden von a¨hnlichen Daten in großen Datenbesta¨nden
entwickelt. Im Gegensatz zu kryptographischen Hashfunktionen verfu¨gen robuste
Hashfunktionen nicht u¨ber eine starke Kollisionsresistenz. Kleine Vera¨nderungen
am Dokument fu¨hren nicht zu großen Vera¨nderungen am Hashwert. Ein robustes
Hashverfahren fu¨r Videos stellen Haitsma et al. in [OKH01] vor.
Eine dritte Disziplin zum Erkennen von Manipulationen an digitalen Daten ist die
digitale Forensik. Sie verfolgt den Ansatz Vera¨nderungen am Datenmaterial zu er-
kennen ohne Informationen u¨ber das urspru¨ngliche Material zu verfu¨gen. Foren-
sische Verfahren fu¨r Bild- und Videodaten werden u.a. von Hany Farid erforscht
[PF04][WF06].
1.4 Aufbau der Arbeit
Die Arbeit gliedert sich in sechs Hauptteile. In Kapitel 2 definieren wir verschiedene
Anwendungsszenarien fu¨r digitale Videowasserzeichen zum Integrita¨tschutz. Dabei
werden drei Szenarien vorgestellt und ihre jeweiligen Anforderungen definiert. In
Kapitel 3 gehen wir auf verschiedene Lo¨sungsansa¨tze ein, welche die Unversehrtheit
von Bildern und Videos erkennen ko¨nnen. Dabei gehen wir auf Vor- und Nachtei-
le dieser Techniken ein. In Kapitel 4 stellen wir unseren Entwurf vor und stellen
anschließend in den Kapiteln 5 und 6 von uns entwickelte Ansa¨tze von robusten
Videowasserzeichen und inhalts-beschreibenden Merkmalen vor. In Kapitel 7 evalu-
ieren wir schließlich unser Konzept aus Kapitel 4.
Das von uns entwickelte robuste Videowasserzeichen verfu¨gt u¨ber eine gute Robust-
heit gegenu¨ber inhalts-erhaltenden und inhalts-vera¨ndernden Maßnahmen. Dabei
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hat es eine hohe Kapazita¨t (64 Bit/s). Das inhalts-beschreibende Merkmal kann
zwischen inhalts-erhaltenden und inhalts-vera¨ndernden Maßnahmen unterscheiden
und letztere lokalisieren.

Kapitel 2
Anwendungsszenarien
Dieses Kapitel befasst sich mit verschiedenen Anwendungsszenarien bei denen Inte-
grita¨tswasserzeichen zum Einsatz kommen ko¨nnen. Dazu beschreiben wir zuna¨chst
Beispiele fu¨r die Anwendungsfa¨lle und definieren daraus Anforderungen fu¨r die In-
tegrita¨tswasserzeichen.
2.1 Videou¨berwachung
Videou¨berwachungssysteme werden im o¨ffentlichen und nicht-o¨ffentlichen Sektor
eingesetzt. Zum o¨ffentlichen Sektor za¨hlen wir u.a. Straßenbahnen, Banken und be-
lebte o¨ffentliche Pla¨tze. Beispiele fu¨r den Einsatz im nicht-o¨ffentlichen Sektor finden
sich bei Betriebsgela¨nden und privaten Geba¨uden. Abbildung 2.1 stellt schematisch
die Erstellungskette eines U¨berwachungsvideos dar. Die aufgenommenen Videodaten
werden an U¨berwachungsmonitore gesendet und im Alarmfall zur Beweissicherung
gespeichert.
Aufnahmef Übertragungrtr Speicherungi r
Ausstrahlungtr l
Abbildung 2.1: Erstellungskette eines U¨berwachungsvideos
Aktuelle Videou¨berwachungssysteme speichern die Kamerabilder laut Gu¨ckel und
Zumpe [Pro08] in den folgenden Formaten:
• Motion-JPEG fu¨r hoch-auflo¨sende Bilder und schnelle Kameraschwenks (ca. 3
Bilder pro Sekunde)
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• MPEG-4 fu¨r Netzwerke mit geringer Bandbreite
Daru¨ber hinaus wird u¨ber die Einfu¨hrung von H.264 als zuku¨nftiges Videoformat
diskutiert. Bevor dieses Format jedoch eingesetzt werden kann ist laut Gu¨ckel und
Zumpe [Pro08] eine Standardisierung dieses Formats fu¨r Videou¨berwachungssysteme
erforderlich. Die U¨bertragung der Kamerabilder erfolgt in der Regel analog u¨ber
Videokreuzschienen oder digital mittels Switches oder WLAN. Aus Datenschutz-
gru¨nden gehen wir davon aus, dass Aufnahmen nur in Alarmsituationen fu¨r la¨ngere
Zeit gespeichert werden und sonst bereits nach kurzer Zeit gelo¨scht werden.
In Videou¨berwachungssystemen muss an verschiedenen Stellen ein Schutz gegen An-
griffe eingebaut werden. Moderne Systeme ko¨nnen laut Orth [Pro08] eigensta¨ndig
Manipulationen an der Kamera durch eine automatische Analyse der Kamerabil-
der erkennen. Selbstlernende Videodetektionssysteme teilen dabei die Gesamtszene
in Vorder- und Hintergrundbilder auf. Aktuell eintreffende Bilder von der Kamera
werden anschließend mit den gespeicherten Vorder- und Hintergrundmustern vergli-
chen. Vera¨ndern sich die Inhalte der Kamerabilder sta¨rker als zugelassen, so kann
dies ein Hinweis auf eine Alarmsituation sein. Auslo¨ser kann ein Defekt der Kamera
als auch deren Verstellen oder Verdecken sein.
Um Man-in-the-middle-Angriffe bei der digitalen U¨bertragung abzuwehren werden
laut Orth [Pro08] Verschlu¨sselungsmechanismen eingesetzt, z.B. HTTPS oder WPA-
Verschlu¨sselung. Die Signale ko¨nnen dadurch auf dem U¨bertragungsweg nicht un-
bemerkt vera¨ndert werden.
Ein wichtiger Aspekt fu¨r die Gerichtsverwertbarkeit ist der Nachweis der Unver-
sehrtheit der Videodaten nach ihrer Speicherung. Besteht die Mo¨glichkeit, dass die
Daten nach der Speicherung manipuliert wurden, ist das Beweismaterial nicht mehr
glaubwu¨rdig. Neben kryptografischen Technologien (z.B. Hashfunktionen, digitale
Signatur [Sch96]) bieten auch digitale Videowasserzeichen eine Mo¨glichkeit Manipu-
lationen nachzuweisen.
Da nur in Alarmsituationen die Videodaten zur Beweissicherung langzeitgesichert
werden ist der Anteil der gespeicherten Daten gering. Wir gehen daher nicht von
einer zwischenzeitlichen Formatkonvertierung aus Speicherplatzgru¨nden aus. Das
eingesetzte Videowasserzeichen, das den Nachweis der Unversehrtheit erbringen soll,
muss daher formatunabha¨ngig und robust gegenu¨ber verlustbehafteter Kompression
sein, da es in verschiedenen Videoformaten eingesetzt werden kann.
Das Merkmal, das den Inhalt der Kamerabilder verifiziert, kann auf zwei verschie-
dene Arten arbeiten. In Abha¨ngigkeit der aufgenommenen Bilder kann entweder
der Schutz der gesamten Szene oder nur einzelner Objekte notwendig sein. Werden
Demonstrationen oder belebte Pla¨tze aufgenommen, so ist jedes Detail zur Beweis-
sicherung wichtig. Handelt es sich im anderen Fall um statische Szenen (bspw. um
geschlossene Ra¨ume) ist mo¨glicherweise nur der Schutz der Vordergrundinformatio-
nen (bspw. Personen, bewegliche Objekte, eingeblendete Uhrzeit) notwendig. Neben
den einzelnen Bildern muss deren zeitliche Abfolge geschu¨tzt werden. Werden Szenen
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vertauscht, eingefu¨gt oder entfernt so kann dies die Gesamtaussage der Aufzeichnung
vera¨ndern. Damit ist sie als Beweismittel nicht mehr verwendbar. Daru¨ber hinaus
darf eine Formatkonvertierung und verlustbehaftete Komression bei gleichbleibender
Qualita¨t das Merkmal nicht beeintra¨chtigen.
Der Einsatz von Videowasserzeichen wu¨rde sich in diesem Szenario gut eignen, da
die Informationen u¨ber den urspru¨nglichen Inhalt nicht separat gespeichert werden
mu¨ssten um spa¨ter einen Vergleich durchzufu¨hren. Das Verfahren wu¨rde die Inhalts-
Informationen direkt einbetten und wu¨rde auch nach verlustbehafteter Kompression
und Formatumwandlung noch im Video enthalten sein, was bei einer angeha¨ngten
Signatur nicht der Fall sein wu¨rde.
2.2 Nachrichtensendungen
Videos in Nachrichtensendungen sind ein wichtiges Mittel um Informationen u¨ber
bestimmte Sachverhalte und Ereignisse zu vermitteln. Dazu geho¨ren u.a. Berichte
aus Kriegsgebieten und von Tatorten. Zu Nachrichtenvideos za¨hlen wir zusa¨tzlich
Aufnahmen von politischen Reden. Abbildung 2.2 stellt schematisch die Erstellungs-
kette eines Nachrichtenvideos dar.
Aufnahmef Übertragungzum Sender
rtr
 r Bearbeitungr it Ausstrahlungtr l
mehrfach
Abbildung 2.2: Erstellungskette eines Nachrichtenvideos
Nach der Aufnahme wird das Video an den Sender u¨bertragen. Dies kann u¨ber Inter-
net, Satellit oder direkt beim Sender geschehen. Bei der anschließenden Bearbeitung
kommen verschiedene Bildverarbeitungsschritte zum Einsatz, z.B. die Vera¨nderung
des Kontrastes. Szenen ko¨nnen aufgrund der Sendedauer aus dem Video geschnit-
ten werden. Um Details hervorzuheben, kann eine Ausschnittbildung vorgenommen
werden. Daru¨ber hinaus werden das Senderlogo und zusa¨tzliche Informationen ein-
geblendet, z.B. der Aufnahmeort, der Videokontext oder der Name des Reporters.
Das Nachrichtenvideo kann u¨ber verschiedene Wege ausgestrahlt werden, z.B. u¨ber
Kabel, Satellit, DVB-T und Internet.
Durch die ausgestrahlten Nachrichtenvideos kann die Meinungsbildung der Zuschau-
er beeinflusst werden. Dies ist insbesondere dann von Bedeutung, wenn die O¨ffent-
lichkeit fu¨r eine bestimmte politische Entscheidung gewonnen werden soll (bspw. fu¨r
einen milita¨rischen Einsatz). In diesem Fall kann modifiziertes Videomaterial diese
Meinungsbildung in eine bestimmte Richtung lenken. Das Heraustrennen von Szenen
aus dem Gesamtvideo kann dessen Gesamtaussage vera¨ndern. Eine solche Manipu-
lation erfolgte durch den US-TV-Sender Fox im Mai 2009 nach einer Anho¨rung
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des ehemaligen US-Vizepra¨sidenten Al Gore zu seinen gescha¨ftlichen Aktivita¨ten.1
Gore besta¨tigte wa¨hrend der Anho¨rung zum Thema Emissionsrechtehandel, dass
er Partner einer Firma sei, die durch Emissionsrechtehandel Geld verdient. Gore
selbst erzielte durch seine Partnerschaft hohe Einnahmen, die er jedoch einer ge-
meinnu¨tzigen Organisation gespendet hatte. Die letzte Aussage u¨ber die Spenden
fehlt in der durch Fox ausgestrahlten Version, so dass der Eindruck entstehen musste,
dass Gore sich durch seine Umweltschutzaktivita¨ten perso¨nlich bereichern wu¨rde.
Eine weitere Mo¨glichkeit die o¨ffentliche Meinung zu beeinflussen ist die Ausstrahlung
politischer Reden und Interviews. Aussagen, die aus dem Zusammenhang herausge-
trennt werden, ko¨nnen die Meinung u¨ber einen Politiker negativ beeinflussen und
dessen Ansehen bescha¨digen und seine Glaubwu¨rdigkeit beeintra¨chtigen.
Digitale Wasserzeichen eignen sich in diesem Anwendungsszenario um die Glaub-
wu¨rdigkeit des ausgestrahlten Nachrichtenbeitrags zu u¨berpru¨fen. Da der Groß-
teil der Nachrichtensendungen mittlerweile im Internet verfu¨gbar ist besteht die
Mo¨glichkeit ein Integrita¨tswasserzeichen online verifizieren zu lassen. Interessierte
Nutzer ko¨nnten dann anhand des eingebetteten Wasserzeichens u¨berpru¨fen, an wel-
chen Stellen das urspru¨ngliche Material bearbeitet wurde. Dazu ist es notwendig,
dass das Wasserzeichen bereits bei der Aufnahme direkt in der Kamera eingebettet
wird. Der Kameramann hat in diesem Fall keinen Einfluss auf den Einbettungspro-
zess. Ein erster Ansatz fu¨r eine solche
”
vertrauenswu¨rdige Kamera“ wurde bereits
1993 in [Fri93] diskutiert. Dabei generiert die Kamera neben dem eigentlichen Bild
intern dessen digitale Signatur. Der Schlu¨ssel zur Erzeugung der Signatur wird in
einem internen Mikroprozessor gespeichert. Neben der Beschreibung des Videoin-
halts ko¨nnen Zusatzinformation wie die GPS-Koordinaten des Aufnahmeortes und
der Aufnahmezeitpunkt als Wasserzeichennachricht eingebettet werden, um weitere
Anhaltspunkte fu¨r die Glaubwu¨rdigkeit des Nachrichtenbeitrages zu erhalten.
Das Wasserzeichen muss zuverla¨ssig die Informationen u¨ber den Videoinhalt u¨ber
die verschiedenen Wege und durch die verschiedenen Instanzen der Erstellungskette
transportieren. Dazu geho¨rt die Robustheit gegenu¨ber verlustbehafteter Kompressi-
on und Formatkonvertierung bei der U¨bertragung zum ausstrahlenden Sender. Dabei
kann die Sta¨rke der verlustbehafteten Kompression in Abha¨ngigkeit der verfu¨gbaren
Bandbreite zur U¨bermittlung stark variieren. Eine U¨bertragung via Satellit verfu¨gt
u¨ber die geringste Bandbreite wa¨hrend beim direkten Einspielen beim ausstrah-
lenden Sender von keinem Qualita¨tsverlust ausgegangen werden muss. Bei der Aus-
strahlung des Nachrichtenbeitrags ist ebenfalls in Abha¨ngigkeit des Kanals (Internet,
DVB-T, Kabel) von einer verlustbehafeten Kompression und Formatkonvertierung
auszugehen. Neben der Robustheit gegenu¨ber den genannten Modifikationen muss
das Wasserzeichen zusa¨tzlich robust gegenu¨ber Kontrastvera¨nderung, Ausschnitt-
bildung und dem Einbringen kleiner Logos und Untertitel sein, um den Videoinhalt
auch noch nach der Bearbeitung verifizieren zu ko¨nnen.
Das Merkmal sollte auf zwei Wegen den visuellen Inhalt verifizieren ko¨nnen. Im
ersten Teil sollte der Gesamtinhalt eines Videobildes geschu¨tzt werden. Dazu eig-
1http://mediamatters.org/research/200905010049 (Aufruf am 21.05.2011)
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nen sich beispielsweise robuste Hashunktionen [OKH01]. Nach der Bearbeitung im
ausstrahlenden Sender wu¨rde dieses Merkmal jedoch nicht mehr den Videoinhalt
verifizieren. Daher ist der Einsatz eines zweiten Merkmals notwendig, das wichtige
Bestandteile des Videos verifiziert, die auch nach Bearbeitung des Videos fu¨r die Ge-
samtaussage notwendig sind. Daru¨ber hinaus muss das Merkmal die zeitliche Abfolge
der Bilder verifizieren. Schnitte und Vera¨nderungen in der Reihenfolge der Video-
sequenzen ko¨nnen die Gesamtaussage vera¨ndern und mu¨ssen somit erkannt werden
ko¨nnen. Wie auch beim zugrunde liegenden Wasserzeichen muss das Merkmal robust
gegenu¨ber verlustbehafteter Kompression und Formatkonvertierung sein.
Die Anreicherung von Live-Aufnahmen mit Archiv-Material wurde in der ju¨ngsten
Vergangenheit Thema einer lebhaften Debatte u¨ber Manipulationen der Presse.
Wa¨hrend der Fußball-Europameisterschaft 2012 in Polen und der Ukraine (Euro
2012) wurde wa¨hrend der Begegnung Niederlande gegen Deutschland eine Szene
eingespielt, die den Bundestrainer Joachim Lo¨w zeigt, wie er einem Balljungen aus
Spaß den Ball entwendet. Da die Aufnahmen wa¨hrend des Spiels gezeigt wurden,
wurde beim Zuschauer der Eindruck erzeugt, dass Lo¨w so ruhig ist, dass er sich
wa¨hrend des Spiels einen Spaß mit dem Balljungen erlaubt. Dass die Aufnahmen
vor dem Spiel gemacht wurden, war nicht gekennzeichnet. Diese Manipulation an der
Zeitachse und weitere Manipulationen wa¨hrend der Euro 2012 lo¨sten eine Debatte
aus, inwiefern die Presse durch gezielte Manipulationen bereits heute manipuliert
wird.
2.3 Historische Aufnahmen
Historische Dokumente werden allgemein als das kulturelle Gut einer Nation ange-
sehen. Gehen sie verloren (bspw. durch einen Brand) so geht damit ein Stu¨ck Ge-
schichte verloren. Daher ist es wichtig sie mit modener Technik zu digitalisieren um
deren Inhalt vor dem Verfall oder anderer Zersto¨rung zu schu¨tzen. Durch die Digita-
lisierung ist eine einfache Vervielfa¨ltigung mo¨glich. Dies hat zum Effekt, dass wert-
volle historische Dokumente einer breiten O¨ffentlichkeit zuga¨nglich gemacht werden
ko¨nnen. Abbildung 2.3 zeigt die Erstellungskette fu¨r historische Aufnahmen.
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Abbildung 2.3: Erstellungskette fu¨r historische Aufnahmen
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Wir gehen davon aus, dass die digitalen Kopien historischer Dokumente fu¨r lange
Zeit gespeichert werden. U¨ber diesen Zeitraum hinweg kann mehrfach eine Forma-
tumwandlung stattfinden, um Speicherplatz zu sparen. Dabei findet mo¨glicherweise
eine verlustbehaftete Kompression statt. Um Historikern auch mit dem digitali-
sierten Material Analysen weiterhin zu ermo¨glichen gehen wir davon aus, dass die
Kompression mit hoher Qualita¨t durchgefu¨hrt wird.
Historische Aufnahmen waren schon in der Vergangenheit Ziel von Manipulatio-
nen. So versuchte bereits Josef Stalin seinen politischen Gegner Leo Trotzki aus
offiziellen Dokumenten mittels Bildmanipulation lo¨schen zu lassen, um ihn aus dem
o¨ffentlichen Geda¨chtnis zu entfernen [Sti04]. Dadurch sollte die Erinnerung an histo-
rische Ereignisse, wie die Rede Lenins in Moskau, manipuliert werden. Sollen histo-
rische Dokumente einer breiten O¨ffentlichkeit zuga¨nglich gemacht werden, so muss
die Mo¨glichkeit bestehen deren Unversehrtheit nachzuweisen. Andernfalls ko¨nnen
sie dazu verwendet werden, um geschichtliche Sachverhalte in einem neuen Kontext
darzustellen. Digitale Wasserzeichen eignen sich hierfu¨r, da keine zusa¨tzlichen Infor-
mationen gespeichert werden mu¨ssen. Das Dokument kann beispielsweise durch das
ausgebende Archiv verifiziert werden.
Das verifizierende Wasserzeichenverfahren darf die visuelle Qualita¨t der Aufnahme
nicht beeintra¨chtigen, um Analysen nicht zu verfa¨lschen. Hierin sehen wir eine große
Herausforderung. Neben den Merkmalsinformationen kann das Wasserzeichen eine
ID enthalten, die zu zusa¨tzlichen Informationen fu¨hrt. Diese ID kann beispielsweise
zu einem Datenbankeintrag fu¨hren, der einen Zeitstempel, den Aufnahmeort und
Informationen u¨ber den dargestellten Inhalt (Annotationen) entha¨lt.
Das inhaltsbeschreibende Merkmal muss zwei Funktionen erfu¨llen. Wir gehen davon
aus, dass fu¨r historische Analysen potentiell der gesamte Inhalt geschu¨tzt werden
muss. Das bedeutet also, dass das Merkmal den gesamten Inhalt beschreiben muss.
Daru¨ber hinaus ist es wichtig, dass das Merkmal die zeitliche Abfolge der Bilder
widerspiegelt. Werden Szenen aus der Aufnahme entfernt, so muss das Entfernen
bei der Verifikation des Videos erkannt werden.
2.4 Weitere mo¨gliche Anwendungsszenarien
Die oben beschriebenen Anwendungsszenarien stellen nur einen kleinen Teil von
mo¨glichen Anwendungsgebieten dar. In dieser Arbeit beschra¨nken wir uns auf diese
drei Szenarien, da sie nach unserer Auffassung vollsta¨ndig das Spektrum der An-
forderungen an die inhaltsbeschreibenden Merkmale und deren zugrunde liegenden
robusten Videowasserzeichen abdecken. Weitere mo¨gliche Anwendungsszenarien fu¨r
Integrita¨tswasserzeichen ko¨nnen u.a. sein:
• Videos, aufgenommen mit mobilen Endgera¨ten: Dieses Szenario ist vergleich-
bar mit dem Videou¨berwachungsszenario und Nachrichtenszenario. Aufnah-
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men mit mobilen Endgera¨ten ko¨nnen einerseits die o¨ffentliche Meinung beein-
flussen und andererseits als Beweismittel verwendet werden.
• Aufnahmen von Materialtests: Werden Aufnahmen von misslungenen Crash-
Tests und Materialtests o¨ffentlich, so ko¨nnen sie den Ruf einer Firma negativ
beeinflussen. Um dies zu verhindern ko¨nnten solche Aufnahmen manipuliert
werden, um die Firma in der o¨ffentlichen Meinung in einem besseren Licht
dastehen zu lassen.
• Medizinische Aufnahmen: Gerade in diesem Bereich sollte sichergestellt sein,
dass die Aufnahmen nicht versehentlich verfa¨lscht wurden. Hierbei ko¨nnen
auch invertierbare Wasserzeichenverfahren zum Einsatz kommen [Dit00].
• Aufnahmen von Polizeiverho¨ren: Auch hier sollte der Inhalt authentisch sein,
da solche Aufnahmen als gerichtsverwertbare Beweise verwendet werden ko¨nn-
ten.
2.5 Zusammenfassung
In der folgenden Tabelle fassen wir noch einmal die Anforderungen an das inhaltsbe-
schreibende Merkmal in Abha¨ngigkeit der Anwendungsszenarios zusammen (siehe
Tabelle 2.1). Wa¨hrend wir fu¨r historische Aufnahmen eine vollsta¨ndige Verifikation
des Inhalts und der Zeitachse empfehlen, kommt bei der Videou¨berwachung und bei
den Nachrichtensendungen auch eine Verifikation von einzelnen Objekten zusa¨tzlich
zur Zeitachse in Frage.
Szenario Vollsta¨ndig Objekt Zeitlich
Videou¨berwachung X X X
Nachrichtensendungen X X X
Historische Aufnahmen X - X
Tabelle 2.1: Verifikationsanforderungen an das inhaltsbeschreibende Merkmal

Kapitel 3
Stand der Technik
Dieses Kapitel stellt den Stand der Technik zu Beginn unserer Forschung dar.
Es untergliedert sich in zwei Abschnitte: Robuste Videowasserzeichen und Inte-
grita¨tswasserzeichen. Letzteres behandelt zudem separat fragile und semifragile Bild-
und Videowasserzeichen.
3.1 Robuste Videowasserzeichen
In diesem Abschnitt stellen wir zwei robuste Videowasserzeichenverfahren vor, die
bei der Entwicklung fu¨r die Basis unserer Integrita¨tswasserzeichen maßgeblich von
Bedeutung waren. Ausschlaggebend fu¨r die Wahl dieser Verfahren waren deren ho-
he Robustheit, die gute Transparenz und eine ausreichend hohe Kapazita¨t. Beide
Verfahren arbeiten auf Basis der Diskreten Kosinus Transformation (DCT).
3.1.1 Additives Verfahren nach Fridrich
In [Fri97] stellt Fridrich ein Wasserzeichenverfahren vor, welches ein nicht wahr-
nehmbares Rauschmuster auf ein Bild auftra¨gt. Das Muster, welches seine ho¨chste
Energie in den niedrigen Frequenzen entha¨lt, wird mittels eines zellula¨ren Automa-
ten erzeugt. Wir beschreiben im Folgenden die Mustergenerierung, den Einbettungs-
und Ausleseprozess des Verfahrens. Fu¨r das urspru¨ngliche Verfahren wird im Ausle-
seprozess das Original beno¨tigt. Die Weiterentwicklung zu einem blinden Verfahren
wird in den folgenden Unterabschnitten vorgestellt.
Die Mustergenerierung beginnt mit der Erzeugung eines pseudo-zufa¨lligen bina¨ren
Rauschmusters, das zu gleichen Teilen Nullen und Einsen entha¨lt. Die Gro¨ße m× n
des Musters entspricht der Auflo¨sung des zu markierenden Bildes. Es wird also ein
Muster pro Bild aufgetragen, das einem Pra¨senz-Wasserzeichen entspricht. Die Er-
zeugung wird mittels eines geheimen Schlu¨ssels gesteuert. Fridrich schla¨gt vor hierfu¨r
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den Hashwert des Originalbildes in Kombination mit einer Autoren-ID zu verwen-
den. Der Autor kann sich dadurch als Urheber des Bildes identifizieren, da er sowohl
die richtige Autoren-ID weiß als auch im Besitz des Originalbildes ist und damit das
Wasserzeichen wieder auslesen kann. Da das entstandene Rauschmuster viele hohe
Frequenzen entha¨lt und damit gegen verlustbehaftete Kompression eine geringere
Robustheit aufweist, wird im na¨chsten Schritt ein zellula¨rer Automat mit einer ein-
fachen Entscheidungsregel verwendet. Fu¨r jedes Pixel pi des Rauschmusters P wird
die Summe seiner Nachbarn innerhalb einer 3 × 3 Nachbarschaft N berechnet. Ist
die Bedingung N < 5 erfu¨llt, so wird pi im Ergebnismuster auf 0 gesetzt, andernfalls
auf 1. Der zellula¨re Automat wird nach einer vorher definierten Anzahl von Wie-
derholungen gestoppt. Fridrich weist in [Fri97] darauf hin, dass bei einem Muster
der Gro¨ße 128×128 Pixel weniger als 40 Wiederholungen beno¨tigt wurden. Im letz-
ten Schritt wird das Muster weichgezeichnet und seine Farbtiefe auf 16 reduziert.
Anschließend werden die Pixel in den Intervall [−8, 7] verschoben. Dadurch wird
gewa¨hrleistet, dass die Pixel des zu markierenden Bildes um maximal 8 Einheiten
vera¨ndert werden. Um das Bild X zu markieren wird das Muster P auf die Pixel
des Bildes addiert:
X ′ = X + P (3.1)
Der Ausleseprozess findet nach [Fri97] im Frequenzraum statt. Dazu werden das
Originalbild X, das markierte Bild X ′ und das zu untersuchende Bild X∗ mittels
DCT in den Frequenzraum transformiert. Mit der Funktion sim(X∗, X ′) wird u¨ber
das Vorhandensein des Wasserzeichens entschieden:
sim(X∗, X ′) =
D∗ ·D√
D∗ ·D∗√D ·D (3.2)
In Gleichung (3.2) gilt D = Y ′ − Y und D∗ = Y ∗ − Y , wobei Y , Y ′ und Y ∗
die 1024 niedrigsten DCT-Koeffizienten der transformierten Bilder X, X ′ und X∗
repra¨sentieren.
Die Experimente in [Fri97] zeigen, dass das Verfahren robust gegenu¨ber verschie-
denen Bildverarbeitungsoperationen, wie verlustbehaftete Kompression, Skalierung,
Ausschnittbildung und Weichzeichnen ist. Dabei schwankt die Korrelation zwischen
0, 38 und 0, 97. Wird versucht das Wasserzeichen aus einem Bild auszulesen, das
mit einem anderen Schlu¨ssel generiert wurde, so betra¨gt die Korrelation maximal
0, 175. Durch diesen Schwellwert kann festgestellt werden, ob ein entsprechendes
Wasserzeichen vorhanden ist oder nicht.
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Erweiterung nach Dittmann
In [Dit00] stellt Dittmann eine Erweiterung des Verfahrens von Fridrich vor. Dabei
wird es zu einem blinden Verfahren erweitert und die Mo¨glichkeit zum Einbetten
mehrerer Wasserzeichenmuster pro Bild eingefu¨hrt. Dadurch ist es mo¨glich mehrere
Bits einer Wasserzeichennachricht einzubetten, die beispielsweise Urheberinforma-
tionen oder Informationen u¨ber den Bild- oder Videoinhalt repra¨sentieren.
Zum Einbetten einer Wasserzeichennachricht wird das Bild in Blo¨cke Bj unterteilt.
Der Zufallszahlengenerator wird mit einem geheimen Schlu¨ssel initialisiert. Da das
Verfahren im Ausleseprozess blind sein soll kann der Hashwert des Originalbildes
nicht fu¨r die Schlu¨sselerstellung verwendet werden. Ein bina¨res Muster Pj, welches
ein Bit mj der Wasserzeichennachricht M repra¨sentiert, wird pseudo-zufa¨llig er-
zeugt. Anschließend wird der in [Fri97] erwa¨hnte zellula¨re Automat dreimal auf das
Muster Pj angewandt. Im na¨chsten Schritt wird das Muster versta¨rkt. Dazu werden
alle Musterpositionen pji ∈ Pj, die eine 1 enthalten mit einer 3 belegt. Alle pji, die
eine 0 enthalten, werden mit einer −3 belegt. Zum Schluß wird ein Mittelwertfil-
ter der Gro¨ße 3 × 3 angewandt, um die Transparenz des Musters zu erho¨hen. In
Abha¨ngigkeit des einzubettenden Bits mj wird ein Block Bj mit dem Muster Pj
und einem Versta¨rkungsfaktor α folgendermaßen markiert:
B′j =
{
Bj + α · Pj wenn mj = 1
Bj − α · Pj wenn mj = 0 (3.3)
Im Ausleseprozess wird das eingebettete Muster Pj mittels Korrelation aus einem
markierten und eventuell modifizierten Block B∗j ausgelesen. Dazu werden aus den
Pixeln von B∗j zwei Mittelwerte gebildet:
• M+ ist der Mittelwert aller Positionen b∗ji in B∗j , deren entsprechende Muster-
positionen pji positiv sind.
• M− ist der Mittelwert aller Positionen b∗ji in B∗j , deren entsprechende Muster-
positionen pji negativ sind.
Ist die Bedingung M+ ≥ M− erfu¨llt, so wird aus B∗j eine 1 ausgelesen, andernfalls
eine 0.
Zur Verbesserung der Transparenz verwendet Dittmann ein visuelles Modell, das die
Struktur der zu markierenden Blo¨cke analysiert. Entha¨lt ein Block viele Kanten, so
kann er gut markiert werden. Entha¨lt ein Block viele Fla¨chen, so ist er zur Mar-
kierung weniger geeignet, da das Muster leichter sichtbar werden wu¨rde. Dittmann
weist darauf hin, dass durch die Verwendung des visuellen Modells die Robustheit
des Verfahrens reduziert werden ko¨nnte, da auch nicht-markierte Blo¨cke analysiert
werden wu¨rden. Um dies zu verhindern ist die Anwendung des visuellen Modells
auch im Ausleseprozess notwendig.
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Dieses Verfahren wird in Kapitel 5 modifiziert und bildet anschließend die Grundlage
fu¨r unser Konzept, da es sich durch die Anwendung in der Praxis mit seiner guten
Robustheit und hohen Kapazita¨t bei guter Transparenz bewa¨hrt hat.
3.1.2 Energiedifferenz-Verfahren nach Langelaar et al.
Langelaar et al. stellen in [LLB99] ein Wasserzeichenverfahren fu¨r Bild- und Vide-
odaten vor, das durch Erzwingen von Energiedifferenzen in Blockgruppen Wasserzei-
chennachrichten einbringt. Es ist robust gegenu¨ber verlustbehafteter Kompression
und weist durch die gezielte Manipulation der hohen Frequenzen eine gute Trans-
parenz auf. Wir stellen dieses Verfahren hier vor, da es die Grundlage fu¨r das in
Abschnitt 6.1 vorgestellte inhaltsfragile Wasserzeichenverfahren bildet.
Um eine Wasserzeichennachricht in ein Bild oder Videoframe einzubetten muss es
zuna¨chst in Blo¨cke der Gro¨ße 8 × 8 Pixel unterteilt werden. Anschließend werden
die Blo¨cke in den Frequenzraum mittels DCT transformiert und auf Basis eines
geheimen Schlu¨ssels gemischt. Die DCT-Blo¨cke werden dann in Gruppen der Gro¨ße
n unterteilt. Jede Gruppe wird nochmals in eine Untergruppe A und Untergruppe B
der Gro¨ße n/2 unterteilt. Um ein Bit mj der Wasserzeichennachricht M einzubetten
wird zwischen der Untergruppe Aj und Bj der Gruppe Gj eine Energiedifferenz
erzwungen. Die Methode zum Erzwingen der Energiedifferenz beschreiben wir im
Folgenden.
Die Energie einer Untergruppe wird u¨ber alle DCT-Koeffizienten der Untermenge
S(c) berechnet:
S(c) = {i ∈ {0, 63} |(i > c)} , (3.4)
wobei c einen so genannten Cut-Off-Point bezeichnet, dessen Rolle spa¨ter erkla¨rt
wird. Die Energie wird folgendermaßen berechnet:
EA,B(c, n) =
n/2−1∑
b=0
∑
i∈S(c)
θ2b,i , (3.5)
wobei θb,i hier den DCT-Koeffizienten i (in Zick-Zack-Anordnung) des Blockes b
der Untergruppe A oder B bezeichnet. Die Energiedifferenz D(c, n) zwischen den
Untergruppen ist folgendermaßen definiert:
D(c, n) = EA(c, n)− EB(c, n) . (3.6)
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Um ein Bitmj der NachrichtM einzubetten muss folgende Bedingung erfu¨llt werden:
D(c, n) =
{
> 0 falls mj = 0
< 0 falls mj = 1
. (3.7)
Gilt mj = 0 so mu¨ssen in Untergruppe B alle DCT-Koeffizienten nach einem be-
rechneten Cut-Off-Point C gelo¨scht, d.h. auf 0 gesetzt werden. Gilt mj = 1 so
muss Untergruppe A in gleicher Weise manipuliert werden, um die Bedingung aus
Gleichung (3.7) zu erfu¨llen. Die Berechnungsvorschrift von C ist durch die folgende
Formel definiert:
C(n,D, cmin) = max
{
cmin
max {i ∈ {0, 63} |(EA(i, n) > D) ∧ (EB(i, n) > D)}
}
(3.8)
cmin stellt in Gleichung (3.8) einen Schwellwert dar. Er hat maßgeblich Einfluss auf
die Verfahrensparameter Transparenz und Robustheit. Ist cmin hoch, so ist das Was-
serzeichen sehr transparent, kann jedoch eine geringere Robustheit zur Folge haben.
Ist dagegen cmin niedrig, so ist das Wasserzeichen robust, kann jedoch sichtbar wer-
den. Methoden zur Bestimmung des optimalen Schwellwerts cmin werden in [LLB99]
diskutiert. Ein weiterer Parameter, der die Verfahrensparameter des Wasserzeichens
beeinflusst ist die Differenz D. Je ho¨her D ist desto besser kann das Wasserzeichen
spa¨ter auch nach Manipulationen wieder ausgelesen werden. Eine hohe erzwungene
Energiedifferenz zieht jedoch eine ho¨here Anzahl zu lo¨schender DCT-Koeffizienten
nach sich, die sich negativ auf die Transparenz auswirken kann. Abbildung 3.1 de-
monstriert das Einbringen einer 0 in eine Gruppe Gj mit n = 16 Blo¨cken. In Unter-
gruppe A werden die hohen Frequenzen bis zum Cut-Off-Point c eliminiert um die
Differenz D zu erzwingen.
C
Gj
Aj
Bj
Aj
Abbildung 3.1: Markierung einer Gruppe nach Langelaar et al.
Im Ausleseprozess muss der Cut-Off-Point C aus den Untergruppen berechnet wer-
den. Dazu wird folgende Formel angewendet:
C(n,D′) = min {CA(n,D′), CB(n,D′)} (3.9)
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mit CA,B(n,D
′) = min {i ∈ {0, 63} |EA,B(i, n) < D′}. Anschließend kann C in (3.6)
eingesetzt werden. Ist D < 0 so gilt mj = 1. Analog dazu gilt mj = 0, falls D > 0.
3.2 Integrita¨tswasserzeichen
In diesem Abschnitt stellen wir verschiedene Verfahren zum Schutz der Integrita¨t
von Bildern und Videos vor, die in der Literatur vero¨ffentlicht wurden. Dabei gehen
wir zuna¨chst auf Eigenschaften und mo¨gliche Angriffe auf Integrita¨tswasserzeichen
ein und bescha¨ftigen uns dann mit fragilen und semifragilen Bild- und Videowasser-
zeichen.
3.2.1 Eigenschaften
Nach Lin et al. [LC00] kann ein Wasserzeichen zum Erkennen von Manipulationen
anhand folgender Eigenschaften bewertet werden:
• Sensitivita¨t: Das Verfahren ist sensitiv gegenu¨ber Manipulationen, die den
Inhalt des Bildes/Videoframes vera¨ndern. Beispiele hierfu¨r sind das Entfernen
und das Einfu¨gen von Objekten oder Videoframes.
• Robustheit: Das Verfahren ist robust gegenu¨ber Manipulationen, die den In-
halt des Bildes/Videoframes nicht vera¨ndern. Beispiele hierfu¨r sind verlustbe-
haftete Kompression und Formatumwandlung.
• Sicherheit: Das Wasserzeichen kann nicht gefa¨lscht werden ohne dass diese
Vera¨nderungen bemerkt werden.
• Lokalisierbarkeit: Das Verfahren kann die Stellen aufzeigen, an denen der In-
halt vera¨ndert wurde.
• Wiederherstellbarkeit: Das Verfahren bietet die Mo¨glichkeit vera¨nderten Inhalt
wieder in seinen Ursprungszustand zu versetzen oder den Original-Inhalt in
reduzierter Qualita¨t anzuzeigen.
Fragile Wasserzeichenverfahren zeigen bereits minimale Vera¨nderungen am Material
an. Dies kann bedeuten, dass bereits ein vera¨nderter Pixelwert erkannt wird. Sie
verfu¨gen u¨ber eine sehr hohe Sensitivita¨t bei nicht vorhandener Robustheit. Dem
gegenu¨ber zeigen semifragile Wasserzeichenverfahren Vera¨nderungen nur an, wenn
sie den Inhalt vera¨ndern bzw. einen vorher definierten Grad an Vera¨nderungen u¨ber-
schreiten. Welche Vera¨nderungen in welcher Intensita¨t erlaubt sind ha¨ngt dabei vom
jeweiligen Anwendungsszenario ab.
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3.2.2 Angriffe
Bei der Entwicklung eines Wasserzeichenverfahrens spielt dessen Sicherheit eine
wichtige Rolle. Ist es einem Angreifer mo¨glich ein gefa¨lschtes Bild als authentisch
verifizieren zu lassen, so ist das Verfahren unbrauchbar. Fridrich stellt in [Fri02]
verschiedene Methoden vor, die die Sicherheit von Bildwasserzeichenverfahren an-
greifen:
1. Stego-Image Attack: Der Angreifer verfu¨gt u¨ber ein einzelnes markiertes Bild.
Ziel ist hier unerkannte Vera¨nderungen einzubringen bzw. geheime Informa-
tionen u¨ber das Verfahren zu erhalten. Geheime Informationen ko¨nnen der
Schlu¨ssel zur Einbettung des Wasserzeichens oder Informationen u¨ber Para-
metereinstellungen des Verfahrens sein.
2. Multiple Stego-Image Attack: Bei diesem Angriff verfu¨gt der Angreifer u¨ber
mehrere markierte Bilder. Wiederum ist das Ziel unerkannte Vera¨nderungen
einzubringen bzw. geheime Informationen zu erhalten.
3. Verification Device Attack: Der Angreifer verfu¨gt u¨ber die Mo¨glichkeit ein mar-
kiertes Bild zu verifizieren. Dabei kann die Ru¨ckmeldung entweder bina¨rer Art
(Bild ist authentisch / nicht authentisch) oder ein Bitmap sein, das die Positio-
nen in dem Bild markiert, die nicht authentisch sind. Auch hier wird das Ziel
verfolgt, unerkannte Vera¨nderungen einzubringen bzw. geheime Informationen
zu erhalten.
4. Cover-Image Attack: Der Angreifer verfu¨gt u¨ber mehrere Paare von markierten
und zugeho¨rigen unmarkierten Bildern. Das Ziel ist wiederum unerkannte Ver-
a¨nderungen einzubringen bzw. geheime Informationen zu erhalten.
5. Chosen Cover-Image Attack: Der Angreifer kann bei diesem Angriff seine eige-
nen Bilder markieren lassen. Ziel ist es hier Informationen u¨ber den geheimen
Schlu¨ssel zu erhalten.
Ein sehr popula¨rer Angriff, der zu der Klasse der Multiple Stego-Image Attack
geza¨hlt werden kann wird von Holliman und Memon in [HM00] vorgestellt und ist
in der Literatur als Holliman-Memon-Attacke bekannt geworden. Es wird dabei da-
von ausgegangen, dass der Angreifer u¨ber eine Datenbank von Bildern verfu¨gt, die
mit dem selben Schlu¨ssel und dem selben Wasserzeichenmuster markiert wurden.
Ein Angreifer kann dann ein beliebiges Bild markieren, indem er fu¨r jeden Block
des unmarkierten Bildes die Datenbank nach Blo¨cken an der selben Position durch-
sucht und durch den a¨hnlichsten markierten Block ersetzt. Das so entstandene Bild,
das dem unmarkierten Bild sehr a¨hnlich sieht, wird vom Verfahren als authentisch
verifiziert, wenn die Blo¨cke nicht untereinander in Beziehung gebracht werden.
Es gilt zu beachten, dass die genannten Angriffe auch auf Videowasserzeichen an-
wendbar sind.
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3.2.3 Fragile Wasserzeichen fu¨r Bilder
Verfahren von Yeung und Mintzer
Eines der ersten fragilen Wasserzeichenverfahren fu¨r Bilddaten wurde von Yeung und
Mintzer in [YM97] vorgestellt. Dazu wird das Wasserzeichenmuster W (i, j) in ein
bina¨res Muster b(i, j) u¨berfu¨hrt und in das zu markierende Bild I(i, j) eingebracht
um das markierte Bild I ′(i, j) zu erhalten. In Abha¨ngigkeit eines geheimen Schlu¨ssels
wird die Funktion WX(∗) aufgerufen, die das bina¨re Wasserzeichenmuster aus I(i, j)
extrahiert. Sie ist fu¨r RGB-Werte nach Gleichung (3.10) und fu¨r Helligkeitswerte
nach Gleichung (3.11) definiert.
WX(∗) : b(i, j) = LUTR(IR(i, j))⊕ LUTG(IG(i, j))⊕ LUTB(IB(i, j)) (3.10)
WX(∗) : b(i, j) = LUT (I(i, j)) (3.11)
LUT () beschreibt dabei eine mit einem geheimen Schlu¨ssel initialisierte Tabelle, die
fu¨r jeden Farb- bzw. Helligkeitswert eines Bildes einen bina¨ren Wert entha¨lt und
⊕ den bina¨ren Operator
”
Exklusives Oder“ (XOR). Das Verfahren von Yeung und
Mintzer modifiziert die Werte von I(i, j) so lange, bis die Gleichungen (3.10) bzw.
(3.11) fu¨r alle I ′(i, j) erfu¨llt sind. Um die durchschnittlichen Grau- bzw. Farbwerte
zu erhalten verwenden die Autoren einen speziellen Prozess, der den eingebrachten
Fehler (d.h. die Vera¨nderung der Pixelwerte) u¨ber benachbarte Pixel streut. Zum
Einbringen des Wasserzeichenmusters werden die 5 niedrigsten Bitebenen modifi-
ziert.
Im Verifikationsprozess wird die Funktion WX(∗) auf das markierte und mo¨gli-
cherweise modifizierte Bild I ′∗(i, j) angewandt um das bina¨re Wasserzeichenmus-
ter b′∗(i, j) zu erhalten. Durch einen Vergleich zum bekannten Wasserzeichenmuster
b(i, j) ko¨nnen modifizierte Stellen lokalisiert und markiert werden.
Das Verfahren von Yeung und Mintzer verursacht durch die geringe Modifikation
der Pixelwerte keine sichtbaren Artefakte. Es verfu¨gt u¨ber eine sehr hohe Lokalisie-
rungsfa¨higkeit bei nicht vorhandener Robustheit. Die Sicherheit des Verfahrens ba-
siert auf dem geheimen Schlu¨ssel, der die Extraktionsfunktion WX(∗) steuert. Ohne
diesen Schlu¨ssel besteht nicht die Mo¨glichkeit das Wasserzeichen zu detektieren. Fri-
drich et al. weisen jedoch in [FGM00] und [FGD02] nach, dass bei der Verwendung
des selben Schlu¨ssels und des selben Wasserzeichenmusters bereits mit zwei mar-
kierten Bildern 90% der Extraktionsfunktion WX(∗) ermittelt werden ko¨nnen. Das
Verfahren von Yeung und Mintzer ist somit in seiner urspru¨nglichen Form anfa¨llig
gegen die Multiple Stego-Image Attack.
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Verfahren von Wong
Ein weiteres Verfahren zum Einbringen fragiler Wasserzeichen in Bildern wurde
von Wong in [Won98] vorgestellt. Dabei wird das zu markierende Bild in nicht-
u¨berlappende Blo¨cke der Gro¨ße W×H unterteilt. Der Markierungsprozess behandelt
jeden Block separat. Das Verfahren sieht zwei Modi vor.
Im Private-Key-Modus wird aus den sieben ho¨chsten Bitebenen (Most Significant
Bit, MSB) eines 8-Bit Farbwertes ein Hashwert mit Hilfe einer schlu¨sselabha¨ngigen
Hashfunktion gebildet. Dieser Hashwert wird mit einem vorher definierten bina¨ren
Wasserzeichenmuster mittels XOR-Operation verknu¨pft. Das Ergebnis der XOR-
Operation ersetzt die niedrigste Bitebene (Least Significant Bit, LSB) des selben
Blockes. Im Verifikationsprozess wird der Hashwert aus den sieben MSBs mit der
selben Hashfunktion gebildet und mittels XOR-Operation mit den LSBs verknu¨pft.
Das Ergebnis wird anschließend mit dem bina¨ren Wasserzeichenmuster verglichen,
wobei Unterschiede auf manipulierte Blo¨cke hinweisen.
Im Public-Key-Modus wird aus den sieben MSBs mit einer schlu¨sselunabha¨ngigen
Hashfunktion ein Hashwert gebildet und dieser anschließend mittels XOR-Operation
mit dem bina¨ren Wasserzeichenmuster verknu¨pft. Das Ergebnis wird mit einem
Public-Key-Verschlu¨sselungsverfahren mit dem privaten Schlu¨ssel verschlu¨sselt. Die
verschlu¨sselte Information ersetzt wiederum die LSBs des selben Blockes. Im Veri-
fikationsprozess wird der Hashwert der MSBs eines Blockes berechnet und mittels
XOR-Operation mit den entschlu¨sselten LSBs verknu¨pft. Die Entschlu¨sselung erfolgt
mit dem o¨ffentlichen Schlu¨ssel. Das Ergebnis wird mit dem bina¨ren Wasserzeichen-
muster verglichen. Wiederum zeigen Unterschiede manipulierte Blo¨cke auf.
Das vorgestellte Verfahren weist eine sehr gute Transparenz aufgrund der Modifi-
kation der LSBs auf. Gleichzeitig verfu¨gt es u¨ber eine sehr gute Lokalisierbarkeit
bei nicht vorhandener Robustheit. Allerdings ist das Verfahren ebenso wie das Ver-
fahren von Yeung und Mintzer in seiner urspru¨nglichen Version anfa¨llig gegen die
Holliman-Memon-Attacke.
Verfahren von Fridrich
In [Fri02] stellt Fridrich ein Verfahren vor, das auf dem Verfahren von Wong auf-
baut und sicher gegen alle in Abschnitt 3.2.2 vorgestellten Angriffe ist. Der Aufbau
des Wasserzeichenmusters ist jetzt abha¨ngig von den Positionsinformationen des zu
schu¨tzenden Blockes. Der Aufbau eines Blockes der Gro¨ße 8 × 16 Pixel (128 Pi-
xel) ist in Abbildung 3.2 dargestellt. Die ersten 52 Bits enthalten Informationen
u¨ber die Blockposition und den Bild-Index. Diese 52 Bits werden wiederholt um
spa¨ter die Authentizita¨t des Blockes unabha¨ngig von seiner Position verifizieren
zu ko¨nnen. Die letzten 24 Bits sind fu¨r weitere Informationen, wie die Kamera-ID
und die urspru¨ngliche Bildauflo¨sung reserviert. Der Einbettungsprozess und Verifi-
kationsprozess erfolgt analog zu [Won98]. Ebenso verfu¨gt das Verfahren u¨ber einen
Private-Key-Modus und einen Public-Key-Modus. Durch das Verknu¨pfen des Bild-
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Index mit den Positionsinformationen ist es einem Angreifer nun nicht mehr mo¨glich
ein unmarkiertes Bild aus verschiedenen markierten Bildern zu erstellen, da jedes
Bild u¨ber ein individuelles Wasserzeichenmuster verfu¨gt.
10 Bits it 10 Bits it
Blockposition
32 Bits it
Bild-Index
10 Bits it 10 Bits it
Blockposition
32 Bits it
Bild-Index
24 Bits it
Weitere 
Informationen
Abbildung 3.2: Aufbau des Wasserzeichenmusters nach Fridrich [Fri02]
3.2.4 Semifragile Wasserzeichen fu¨r Bilder
Verfahren von Lin und Chang
In [LC00] stellen Lin und Chang ein semifragiles Wasserzeichenverfahren fu¨r JPEG-
komprimierte Bilder vor. Das Verfahren basiert auf einem Signaturverfahren, das
die Autoren in [LC98] vorstellen. Die Signatur beruht auf der Beobachtung, dass
das Gro¨ßenverha¨ltnis zweier DCT-Koeffizienten Fp und Fq, die sich an der selben
Position zweier beliebiger 8 × 8 DCT-Blo¨cke p und q befinden, nach verlustbehaf-
teter JPEG-Kompression gleich bleibt. Diese Beobachtung gilt auch fu¨r MPEG-
komprimierte Videos. Das Verfahren bettet sowohl Authentifizierungsbits zur Mani-
pulationserkennung als auch Bits zur Wiederherstellung des urspru¨nglichen Inhalts
in reduzierter Qualita¨t ein.
Zur Generierung der Authentifizierungsbits werden βa Positionen in einem 8 × 8
DCT-Block ausgewa¨hlt. Die Positionen sind in der fu¨r JPEG und MPEG u¨blichen
Zick-Zack-Reihenfolge angeordnet. Die Menge der ausgewa¨hlten Positionen Bp wird
als Signatur-Generierungs-Bereich des Blockpaares (p, q) bezeichnet. Die Blockpaare
werden durch eine geheime Blockzuordnungsfunktion Tb : q = Tb(p) gebildet. Aus
Bp werden die Authentifizierungsbits Φp(v), v ∈ Bp wie folgt berechnet:
Φp(v) =
{
1, ∆Fp,q(v) ≥ 0
0, ∆Fp,q(v) < 0
(3.12)
Fu¨r den Einbettungsprozess werden 1
2
βa weitere Koeffizienten jedes Blockes ver-
wendet, die zur Menge Ep zusammengefasst werden. Der andere Teil der Authen-
tifizierungsbits wird in den Block o eingebettet, der durch eine geheime Blockzu-
ordnungsfunktion Ta : o = Ta(p) ermittelt wird. Jeder zu markierende Koeffizient
Fo,p(v), v ∈ Ep wird dahingehend modifziert, dass das LSB des mit einem Qua-
lita¨tsfaktor Q′m(v) = Qm(v) + 1 quantisierten Koeffzienten dem einzubettenden
Authentifizierungsbit entspricht. Durch dieses Verfahren erlangt das Wasserzeichen
Robustheit gegenu¨ber verlustbehafteter JPEG-Kompression bis zu einem geheimen
minimalen Qualita¨tsfaktor Qm(v).
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Die Bitmenge Ψ wird zur Wiederherstellung des urspru¨nglichen Bildinhalts in re-
duzierter Qualita¨t verwendet. Zur Bildung von Ψ wird die Auflo¨sung des Bildes
um den Faktor 2 reduziert. Anschließend wird auf dem skalierten Bild eine starke
JPEG-Kompression mit anschließender Huffman-Kodierung durchgefu¨hrt. Die Bits
eines 8 × 8 Blockes des reduzierten Bildes werden auf 4 Blo¨cke des zu markieren-
den Bildes verteilt und dort als Wasserzeichen eingebettet. Der Einbettungsprozess
geschieht analog zum Einbettungsprozess der Authentifizierungsbits. Er wird durch
den geheimen Qualita¨tsfaktor Qmr(v) und die geheime Blockzuordnungsfunktion Tr
kontrolliert.
Im Verifikationsprozess werden zuna¨chst die eingebetteten Authentifizierungsbits
ausgelesen und mit den aktuellen Authentifizierungsbits verglichen. Werden Unter-
schiede festgestellt, so werden die Wiederherstellungsbits ausgelesen um den Ur-
sprungsinhalt mit reduzierter Qualita¨t wiederherzustellen.
Das Verfahren verfu¨gt u¨ber eine gute Robustheit gegenu¨ber JPEG-Kompression.
Sie ermo¨glicht die Lokalisierung von Manipulationen und die Wiederherstellung des
urspru¨nglichen Inhalts bei verminderter Qualita¨t. Die Sicherheit wird durch die Ge-
heimhaltung der Blockzuordnungsfunktionen, der Qualita¨tsfaktoren und der Koeffi-
zientenmengen gewa¨hrleistet. Da die Nachricht abha¨ngig vom Inhalt der Blockpaare
ist, ist das Verfahren sicher gegenu¨ber den in Abschnitt 3.2.2 vorgestellten Angrif-
fen. Allerdings arbeitet das Verfahren nur auf JPEG-Bildern. Wie sich das Verfahren
nach Formatkonvertierungen verha¨lt wird aus [LC00] nicht ersichtlich.
Verfahren von Maeno et al.
In [MSCS06] vera¨ndern Maeno et al. das Verfahren von Lin und Chang dahinge-
hend, dass bisher nicht erkannte Vera¨nderungen besser detektiert werden ko¨nnen.
Dazu wird der Signatur-Generierungsprozess um einen pseudo-zufa¨lligen Wert er-
weitert und mehrere Teilsignaturen werden mittels Quantisierung zusammengefasst.
Das Verfahren arbeitet auf Werten der Wavelet-Transformation, kann jedoch nach
Aussage der Autoren auch auf die DCT und andere Transformationen angewandt
werden.
Auf Basis eines geheimen Schlu¨ssels wird die pseudo-zufa¨llige Zahlensequenz B ge-
neriert. Seien pi und qi Koeffizienten unterschiedlicher Blo¨cke an den gleichen Posi-
tionen in der Zick-Zack-Anordnung und Bi ∈ B. Die Signatur wird dann wie folgt
generiert:
Sigi =
{
0, (pi − qi +Bi ≥ 0)
1, (pi − qi +Bi < 0) (3.13)
Im Verifikationsprozess muss das zu u¨berpru¨fende Koeffizientenpaar (p′i, q
′
i) eine der
folgenden Bedingungen erfu¨llen:
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
(p′i − q′i +Bi > M) ∧ Sigi = 0 (Bedingung 1)
(|p′i − q′i +Bi| ≤M) (Bedingung 2)
(p′i − q′i +Bi < −M) ∧ Sigi = 1 (Bedingung 3)
(3.14)
M repra¨sentiert in Gleichung (3.14) einen Schwellwert, um einen falschen Alarm
durch Rauschen zu verhindern. Bi ∈ B ist identisch mit den Bi aus dem Signatur-
Generierungsprozess. Sollte keine der drei Bedigungen erfu¨llt werden, so wird das
Koeffizientenpaar als manipuliert angesehen.
In der Erweiterung ihres Verfahrens fu¨hren die Autoren eine neue Quantisierungs-
methode ein. Gleichung (3.13) wird folgendermaßen modifiziert:
Sigi =

0, (pi − qi +Bi > Q)
1, (|pi − qi +Bi| ≤ Q)
2, (pi − qi +Bi < −Q)
(3.15)
Q repra¨sentiert in Gleichung (3.15) einen Schwellwert, der die minimale Differenz
zweier Koeffizienten pi und qi unter Beru¨cksichtigung von Bi darstellt. Zusa¨tzlich
wird die dadurch entstandende Signatur mittels einer Tabelle in eine bina¨re Signatur
u¨berfu¨hrt um anschließend mit dem in [LC00] beschriebenen Prozess als Wasserzei-
chen eingebettet zu werden.
Das vera¨nderte Verfahren erho¨ht die Sensitivita¨t gegenu¨ber unerlaubten Vera¨nde-
rungen bei verbesserter Robustheit gegenu¨ber erlaubten Vera¨nderungen, wie z.B.
JPEG2000-Kompression.
Evaluierung von Ekici et al.
Ekici et al. geben in [ESC+04] einen U¨berblick u¨ber bestehende semifragile Bild-
wasserzeichen. Sie stellen 8 Verfahren vor und vergleichen sie hinsichtlich ihrer Ro-
bustheit und Sensitivita¨t. Sie konzentrieren sich dabei ausschließlich auf semifragile
Verfahren, die statistisch verifizierbar sind. Das bedeutet, dass die Verfahren im Ge-
gensatz zu visuell verifizierbaren Verfahren nicht mit Hilfe eines Logos oder Musters
(wie in [YM97] und [Won98]) arbeiten. Neben dem Verfahren von Lin und Chang
werden dort folgende weitere Verfahren untersucht:
• Lin, Podilchuk, Delp [LPD00]: pseudo-zufa¨llige Rauschsequenz
• Eggers, Girod [EG01]: zufa¨llige bina¨re Sequenz
• Fridrich, Goljan [FG00]: robuster visueller Hash
• Kundur, Hatzinakos [KH99]: zufa¨llige bina¨re Sequenz
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• Queluz [Que01]: zufa¨llige bina¨re Sequenz
• Lan, Mansour, Tefik [LMT00]: auf Merkmalen basierende bina¨re Sequenz
• Yu, Lu, Liao [YLL01]: zufa¨llige bina¨re Sequenz
Um die Verfahren hinsichtlich ihrer Robustheit gegenu¨ber erlaubten Vera¨nderungen
zu evaluieren, wurden folgende Manipulationen auf den markierten Bildern durch-
gefu¨hrt:
• Weichzeichnungsfilter
• Scha¨rfefilter
• 1% Salt-and-Pepper-Rauschen
• Histogramm-Ausgleich
• 35 dB weißes Rauschen
• JPEG-Kompression mit Qualita¨tsfaktor 70
• 0.1% der Bildbits wurden vera¨ndert
Um unerlaubte Vera¨nderungen zu testen, fu¨hren Ekici et al. die Ersetzung eines Teils
des markierten Bildes durch sein unmarkiertes Original durch. Dabei orientieren sich
die Autoren an den Blockgro¨ßen des jeweiligen Algorithmus, d.h. der Algorithmus
von Lin und Chang wird mit einer Blockgro¨ße von 8 × 8 Pixeln getestet, wa¨hrend
mit dem Verfahren von Fridrich und Goljan ein Block der Gro¨ße 64 × 64 Pixeln
ausgetauscht wird. Aus der Vero¨ffentlichung wird jedoch nicht ersichtlich, welche
Positionen und wieviele Blo¨cke pro Bild ausgetauscht wurden.
Pro Verfahren wurden 10 verschiedene Bilder mit 10 verschiedenen Schlu¨sseln mar-
kiert. Bei den erlaubten Vera¨nderungen wird die Fehlerrate PF (Probability of False
Alarm) berechnet, die den Anteil der Bilder bezeichnet, die einen Fehler anzeigen,
obwohl keine unerlaubte Vera¨nderung durchgefu¨hrt wurde. Die Fehlerrate PM (Pro-
bability of Miss) bezeichnet den Anteil der Bilder, die trotz unerlaubter Vera¨nderung
als authentisch verifiziert wurden. Dabei kommen Ekici et al. zu folgenden Ergeb-
nissen:
• Lin, Chang: Gute Robustheit gegenu¨ber JPEG-Kompression (0,1%) und wei-
ßem Rauschen (8,7%). Hohe Fragilita¨t gegenu¨ber Signalverarbeitungs-Ope-
rationen wie Histogramm-Ausgleich (69,4%) und Scha¨rfefilter (89,1%). Gute
Sensitivita¨t bei unerlaubter Vera¨nderung (11,3%).
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• Lin, Podilchuk, Delp: Gute Robustheit gegenu¨ber Signalverarbeitungs-Opera-
tionen, außer gegenu¨ber Weichzeichnungsfilter (69,1%). Gute Sensitivita¨t bei
unerlaubter Vera¨nderung (6,4%). Allerdings ist auch eine hohe Fehlerrate zu
erkennen, wenn weder eine erlaubte, noch eine unerlaubte Vera¨nderung auf
das markierte Bild durchgefu¨hrt wurde (14,3%).
• Eggers, Girod: Gute Robustheit gegenu¨ber JPEG-Kompression (0,2%) und
weißem Rauschen (8,6%). Geringe Robustheit gegenu¨ber Signalverarbeitungs-
Operationen, wie Histogramm-Ausgleich (67,1%) und Scha¨rfefilter (59,7%).
Ma¨ßige Sensitivita¨t bei unerlaubter Vera¨nderung (24,9%).
• Fridrich, Goljan: Gute Robustheit gegenu¨ber weißem Rauschen (2,5%) und
Histogramm-Ausgleich (5,5%). Sehr gute Sensitivita¨t bei unerlaubter Vera¨n-
derung (1,0%).
• Kundur, Hatzinakos: Ma¨ßige Robustheit gegenu¨ber erlaubten Vera¨nderung-
en (z.B. JPEG-Kompression 14,9%, Histogramm-Ausgleich 59,0%) und auch
ma¨ßige Sensitivita¨t bei unerlaubter Vera¨nderung (37,3%).
• Queluz: Sehr gute Robustheit gegenu¨ber erlaubten Vera¨nderungen, außer ge-
genu¨ber Histogramm-Ausgleich (41,6%) und Scha¨rfefilter (50,3%). Schlechte
Sensitivita¨t bei unerlaubter Vera¨nderung (49,9%).
• Lan, Mansour, Tefik: Ma¨ßige Robustheit gegenu¨ber erlaubten Vera¨nderungen
(z.B. weißes Rauschen 85,5%) bei guter Sensitivita¨t (16,9%).
• Yu, Lu, Liao: Gute Robustheit gegenu¨ber Signalverarbeitungs-Operationen,
außer gegenu¨ber Scha¨rfefilter (62,7%) und Histogramm-Auslgeich (63,1%).
Ma¨ßige Sensitivita¨t bei unerlaubter Vera¨nderung (26,2%).
3.2.5 Fragile Wasserzeichen fu¨r Videos
Verfahren von Celik et al.
Aufbauend auf der Arbeit von Wong [Won98] und Fridrich [Fri02] stellen Celik et
al. in [CSST02] ein fragiles Videowasserzeichen vor. Das auf Blo¨cken basierende
Verfahren kann sowohl Manipulationen von Einzelbildern als auch Manipulationen
an deren zeitlicher Abfolge erkennen.
Der Einbettungsprozess wird in zwei Schritte unterteilt: die Erstellung der Wasser-
zeichennachricht S, d.h. die Inhaltsbeschreibung, und deren Einbettung.
Sei LPacket die Positionsinformation eines Blockes, die das Video, das Frame, die
Blockposition, Videoauflo¨sung und die Anzahl der Bilder im Video eindeutig be-
schreibt. Sei ferner RPacket die Information zur Wiederherstellung des entsprechen-
den Blockes. Seien daru¨ber hinaus MSB die ho¨chsten Bitebenen, Key ein geheimer
Schlu¨ssel, H eine Hashfunktion, E eine Verschlu¨sselungsfunktion und ⊕ die XOR-
Operation. Dann wird die Blocksignatur S wie folgt gebildet:
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S = E (H (MSB ‖RPacket )⊕ LPacket, Key) (3.16)
S wird mittels eines Algorithmus in die niedrigste Bitebene (LSB) eines zugeho¨rigen
Blockes eingebettet. Die Position des zugeho¨rigen Blockes wird wie in Gleichung
(3.17) berechnet. T repra¨sentiert hier eine drei-dimensionale Matrix, die einen ho-
rizontalen, vertikalen und zeitlichen Abstand bestimmt. s ist ein geheimer Vektor,
der das Positionsergebnis verschiebt und N repra¨sentiert den maximalen Abstand.
Der Prozess wird als Interleaving bezeichnet.
y = Tx+ s (mod N) (3.17)
Die Wiederherstellungsinformation RPacket wird durch ein so genanntes Multiple-
Description-Coding von Keyframes realisiert. Keyframes repra¨sentieren den Inhalt
von Videosequenzen und werden beispielsweise bei der Video-Segmentierung und
-Indexierung verwendet [FTM98]. Die Information wird mittels Multiple-Descript-
ion-Coding zerteilt um bei Verlust einer Teilinformation immer noch die Mo¨glichkeit
zu haben die Restinformation wiederherzustellen. Celik et al. geben ein einfaches
Beispiel in Form eines 16×16 Blockes, dessen Koeffizienten nach JPEG komprimiert
werden. Dabei werden jeweils die geraden und ungeraden AC-Koeffizienten mit dem
DC-Koeffizienten zu Teilinformationen zusammengefasst. Gehen beispielsweise die
geraden AC-Koeffizienten verloren so ko¨nnen zumindest der DC-Koeffizient und die
ungeraden AC-Koeffizienten wiederhergestellt werden. Aus [CSST02] geht jedoch
nicht hervor, wie die Position der zugeho¨rigen Blo¨cke bestimmt wird, wenn mehr als
ein Paket mit Wiederherstellungsinformationen vorhanden ist.
Im Verifikationsprozess wird die Positionsinformation LPacket wie folgt bestimmt,
wobei D die zu E geho¨rende Entschlu¨sselungsfunktion repra¨sentiert:
LPacket = D (S,Key)⊕H (MSB ‖RPacket ) (3.18)
Das Verfahren kann sehr gut Vera¨nderungen am Videomaterial erkennen. Sowohl
ra¨umliche als auch zeitliche Vera¨nderungen werden erkannt und der Original-Inhalt
kann in einer Version mit geringerer Qualita¨t wiederhergestellt werden. Das Ver-
fahren ist sowohl auf unkomprimiertes als auch auf komprimiertes Videomaterial
(bspw. MPEG-Videos) anwendbar. Durch seine Fragilita¨t wird jedoch das Wasser-
zeichen durch Formatumwandlung oder Reenkodierung zersto¨rt.
Verfahren von Mobasseri und Evans
In [ME01] stellen Mobasseri und Evans ein fragiles Videowasserzeichen vor, das
Framepaare (f, f ∗) bildet und eine reduzierte Version von f in den Farbraum von
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f ∗ als Wasserzeichen einbettet. Ziel des Verfahrens ist es so genannte Re-Indexing-
Angriffe zu erkennen, also Angriffe, die Frames entfernen, einfu¨gen oder vertauschen.
Bei einem erfolgten Angriff soll die reduzierte Version wiederhergestellt werden um
den Original-Inhalt zu erkennen.
Sei f ein Frame eines Videos mit 24 Bit Farbtiefe und f ∗ das zum Framepaar
(f, f ∗) zugeho¨rige Frame. Aus f wird durch Re-Quantisierung ein Frame fq mit
3 Bit Farbtiefe generiert. Sei c = [c1, c2, c3] eine Matrix, deren Elemente aus 2D
M-Sequenzen [Gol82] besteht. Dann wird das Wasserzeichen fw, das den Inhalt von
f beschreibt, wie folgt berechnet:
fw = fq · c =
[
fq1 · c1, fq2 · c2, fq3 · c3
]
(3.19)
Kontrolliert durch einen geheimen Schlu¨ssel wird fw in eine der unteren drei Bi-
tebenen des Rot-, Gru¨n- und Blau-Kanals eingebettet, indem die Original-Bitwerte
durch fw ersetzt werden. Das Wasserzeichen wird somit u¨ber die Farbkana¨le von f
∗
gespreizt. Die Verifikation erfolgt auf gleiche Weise. Aus Frame f wird eine reduzierte
Version fq mittels Re-Quantisierung erzeugt und mit der Spreizmatrix c multipli-
ziert. fw wird aus f
∗ ausgelesen und mit dem Matrizenprodukt fq · c verglichen.
Stimmen sie nicht u¨berein, so liegt eine Manipulation vor.
Die Frame-Paare (f, f ∗) werden durch Unterteilung des Videos in Segmente der
La¨nge N und einen geheimen Schlu¨ssel zugeordnet. Dabei hat jedes Frame f ein
zugeho¨rendes Frame f ∗ im nachfolgenden Segment. Sollte ein Frame durch einen
Re-Indexing-Angriff nicht mehr vorhanden sein oder durch andere Vera¨nderungen
bescha¨digt worden sein, so wenden die Autoren verschiedene Suchstrategien an, um
das korrespondierende Frame zu finden, das den reduzierten Inhalt als Wasserzeichen
entha¨lt.
Das Verfahren wurde nur fu¨r den Schutz von unkomprimierten Videos entwickelt.
Zwar testeten die Autoren das Wasserzeichen auch in komprimierten Videos, indem
sie das Wasserzeichen auf alle drei Bitebenen der drei Farbkana¨le verteilten und
nicht nur auf eine der drei Bitebenen. Allerdings war das Video intrakodiert, be-
stand also nur aus I-Frames, und wurde bereits nach JPEG-Kompression mit einem
Qualita¨tsfaktor von 50% sichtbar.
3.2.6 Semifragile Wasserzeichen fu¨r Videos
Verfahren von Lin und Chang
In [LC99] stellen Lin und Chang ein semifragiles Signatur-Verfahren fu¨r MPEG-
Videos vor, das auch als Ausgangsbasis fu¨r ein semifragiles Videowasserzeichen die-
nen kann. Zuna¨chste definieren die Autoren 5 erlaubte Manipulationen an MPEG-
Videodaten:
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1. Die ho¨chsten DCT-Koeffizienten in 8 × 8 Blo¨cken werden entfernt, um die
Bitrate eines MPEG-Videos dynamisch anzupassen. Die Bewegungs-Vektoren
werden nicht modifiziert.
2. Die DCT-Koeffizienten werden re-quantisiert, um die Bitrate zu vera¨ndern.
Hierbei werden ebenfalls die Bewegungs-Vektoren nicht modifiziert.
3. A¨hnlich zum vorhergehenden Szenario werden die DCT-Koeffizienten re-quan-
tisiert. Allerdings werden die inter-codierten Blo¨cke derart modifiziert, dass die
Videoqualita¨t nach der Re-Quantisierung gleich bleibt. Auch hier werden die
Bewegungs-Vektoren nicht modifiziert.
4. In diesem Szenario werden Schnitte an Sequenzen durchgefu¨hrt, wobei die
urspru¨nglichen Bildtypen (I-, P- und B-Frames) erhalten bleiben. Die Group
of Pictures (GOP) bleiben nahezu erhalten. Ausnahmen bilden die GOPs, die
von den Schnitten betroffen sind. Die Pixelwerte ko¨nnen vera¨ndert werden,
um die Videoqualita¨t zu verbessern.
5. A¨hnlich zum vorhergehenden Szenario werden Schnitte an Sequenzen durch-
gefu¨hrt und eventuell Pixelwerte vera¨ndert. Allerdings werden hier die ur-
spru¨nglichen Bildtypen nicht beibehalten. Fu¨r dieses Szenario stellen die Au-
toren eine abgewandelte Version der digitalen Signatur vor.
Die Erstellung der Signatur beruht auf der Erkenntnis der Autoren in [LC98],
dass DCT-Koeffizienten an der gleichen Position verschiedener Blo¨cke das selbe
Verha¨ltnis nach JPEG-Kompression aufweisen (siehe dazu auch Abschnitt 3.2.4).
Dies gelte ebenso fu¨r DCT-Koeffizienten in MPEG-Videos. Das Verfahren arbeitet
auf den quantisierten DCT-Koeffizienten von 8 × 8 Blo¨cken. Sei fp(b) der DCT-
Koeffizient an Position b in Block p und fW (p)(b) der DCT-Koeffizient an Position b
im durch die Funktion W (p) zugeordneten Block. Dann wird das Merkmal Zc eines
Frames wie folgt berechnet:
Zc = V LC
(⋃
p
⋃
b
sgn
[
fp(b)− fW (p)(b)
])
(3.20)
V LC ist als variable La¨ngencodierung definiert, um das Ergebnis zu komprimieren.
Die Funktion sgn ist wie folgt definiert:
sgn(f) =

1 fp(b)− fW (p)(b) > 0
0 if fp(b)− fW (p)(b) = 0
−1 fp(b)− fW (p)(b) < 0
(3.21)
Zusa¨tzlich zu den Verha¨ltnissen der DCT-Koeffizienten werden aus den zusa¨tzlichen
Bildinformationen, wie Bewegungsvektoren und Frameposition ein Hashwert Zm be-
rechnet. Die Signatur DS ist das Ergebnis der Konkatenation von Zc und Zm nach
einer Verschlu¨sselung mit einem privaten Schlu¨ssel.
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Fu¨r Szenario 5 wird das Signaturverfahren dahingehend abgewandelt, dass die Pi-
xelwerte aus den I-, P- und B-Frames wiederhergestellt werden und erst dann das
Merkmal Zc nach erfolgter DCT berechnet wird. Zm entha¨lt hierbei die Frameposi-
tion.
Das vorgestellte Signaturverfahren kann zwischen Vera¨nderungen durch MPEG-
Kompression und Vera¨nderungen des Inhalts unterscheiden. Die Signatur kann als
Merkmal fu¨r ein semifragiles Wasserzeichenverfahren verwendet werden, sofern das
Wasserzeichen den Bereich nicht vera¨ndert, der zur Berechnung der Signatur ver-
wendet wird. Allerdings ist sie sehr formatabha¨ngig, da sie speziell fu¨r MPEG-Videos
entwickelt wurde.
Verfahren von Dittmann et al.
In [DSS99] stellen Dittmann et al. ein auf extrahierten Kanten basierendes semifra-
giles Videowasserzeichen vor.
Der Kantendetektor von Canny [Can86] liefert fu¨r jedes Pixel eines Eingabebildes
oder Eingabeframes I einen Grauwert zuru¨ck der besagt, ob das Pixel auf einer
Kante (grau oder schwarz) oder im Hintergrund liegt (weiß). Das Grauwertbild wird
als Kantencharakteristik CI bezeichnet. Zur weiteren Verarbeitung u¨berfu¨hren die
Autoren CI in eine bina¨re Abbildung EPCI . Die bina¨re Abbildung wird mittels einer
variablen La¨ngencodierung V LC komprimiert. Das Resultat der La¨ngencodierung
V LC(EPCI) dient als Merkmal fu¨r das Wasserzeichen.
Fu¨r die Einbettung des Merkmals und zusa¨tzlichen Informationen u¨ber den Recht-
einhaber verwenden die Autoren sich u¨berlagernde Muster der Gro¨ße 8 × 8, wie in
[DSS98] beschrieben. Die Generierung der Muster a¨hnelt dem Verfahren von Fridrich
aus [Fri97]. Es werden die Muster MContent und MPrivate generiert: MContent mit ei-
nem geheimen Schlu¨ssel PrivateKey und dem Merkmal V LC(EPCI) und MPrivate
mit PrivateKey und den Informationen u¨ber den Rechteinhaber. Das markierte
Videoframe IW wird wie folgt gebildet:
IW = I +MContent +MPrivate (3.22)
Im Verifikationsprozess wird MContent mit dem Wasserzeichenalgorithmus detek-
tiert. Zusa¨tzlich wird die aktuelle Kantencharakteristik berechnet, komprimiert und
daraus ein Muster M ′Content generiert. Stimmen die beiden Muster MContent und
M ′Content u¨berein, so kann davon ausgegangen werden, dass der Inhalt des Frames
nicht vera¨ndert wurde.
Das vorgestellte Verfahren bietet nicht die Mo¨glichkeit Vera¨nderungen am Inhalt
zu lokalisieren. Daru¨ber hinaus besteht als offenes Problem die mangelnde Resis-
tenz gegenu¨ber Skalierung und starker Kompression, da sich durch beide inhalts-
erhaltende Operationen die Kanten leicht verschieben ko¨nnen. Gleichzeitig werden
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Vera¨nderungen an Farben nicht erkannt, da sich das Merkmal nur auf Kanten be-
zieht. Dadurch ko¨nnen Vera¨nderungen am Inhalt (z.B. falsche Flagge bei einer Nach-
richtensendung) nicht erkannt werden. Daru¨ber hinaus werden keine Strategien auf-
gezeigt, wie Vera¨nderungen an der zeitlichen Abfolge von Frames erkannt werden
ko¨nnen.
In [DSR+00] wird das Verfahren um ein inhaltsbeschreibendes Merkmal des Audio-
kanals erweitert. Es wird ermittelt, an welchen Stellen des Audiofrequenz-Signals
das Vorzeichen wechselt, das so genannte Zero-Crossing. Diese Positionen werden zu
einem Merkmalsvektor zusammengefasst. Der wie in [DSS99] generierte Merkmals-
vektor des Videoinhalts und der Merkmalsvektor des Audioinhalts werden mittels
einer XOR-Operation verknu¨pft und in beide Kana¨le mittels robuster Wasserzei-
chenverfahren eingebettet. Dittmann et al. beschreiben dazu in [DSR+00] einen Al-
gorithmus zum Markieren von Audiodaten, codiert nach MPEG Audio Layer 2.
Zusa¨tzlich schlagen die Autoren in [DSR+00] vor, einen 16 Bit langen Zeitstempel
in jedes Frame einzubetten um Manipulationen an der zeitlichen Abfolge sowohl im
Audio- als auch im Videokanal zu erkennen.
Verfahren von Yin und Yu
In [YY02] stellen Yin und Yu ein semifragiles Videowasserzeichen vor, das speziell fu¨r
MPEG-Videostro¨me konzipiert wurde und ein fragiles und ein robustes Wasserzei-
chen kombiniert. Die Grundidee liegt darin, dass zuna¨chst das fragile Wasserzeichen
Auskunft daru¨ber gibt, ob eine Manipulation stattgefunden hat und bei angezeigter
Manipulation deren Position mit dem robusten Wasserzeichen lokalisiert wird. Zu
beachten ist hier, dass es sich nicht um ein semifragiles Wasserzeichen in unserem
Sinne handelt, d.h. um ein semifragiles Merkmal das mit einem robusten Wasser-
zeichen eingebettet wird. Mit ihrem Konzept mo¨chten die Autoren insbesondere
Umwandlungsprozesse, d.h. MPEG-Umwandlung mit gleich bleibenden Framety-
pen, von anderen Manipulationen unterscheiden ko¨nnen.
Die Autoren fu¨hren drei Arten von Merkmalen ein:
1. Blockmerkmal: Das Blockmerkmal entha¨lt Informationen u¨ber den Inhalt von
I-Frames auf Blockebene. Dadurch ist eine Lokalisierung von Manipulationen
an den Blo¨cken mo¨glich. Das Merkmal, das die Autoren in ihren Tests verwen-
deten, wird nicht na¨her beschrieben.
2. Framemerkmal: Das Framemerkmal entha¨lt Informationen u¨ber den Inhalt
auf Frameebene. Dazu wird aus den ho¨chsten Bitebenen (MSB) der AC-
Koeffizienten eines Frames ein Hashwert mittels einer Hashfunktion berechnet.
Das Framemerkmal wird ebenfalls nur fu¨r I-Frames berechnet und besteht aus
den verschlu¨sselten Informationen der Block- und der Frameebene.
3. GOP-Merkmal: Fu¨r das GOP-Merkmal werden auch die inhaltsbeschreiben-
den Framemerkmale fu¨r die P- und B-Frames berechnet. Aus den Merkmalen
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aller Frames einer GOP wird mittels einer Hash-Funktion ein Hashwert be-
rechnet. Zusa¨tzlich werden die ersten m Bits der einzelnen Hashwerte I-, P-
und B-Frames verwendet und mittels Konkatenation zusammengefasst. Der
dritte Teil des GOP-Merkmals besteht aus zusa¨tzlichen Informationen u¨ber
die GOP, wie beispielsweise zeitliche Informationen, Nummer des Videos oder
Anzahl der Frames in der GOP. Alle drei Teilinformationen werden wiederum
verschlu¨sselt.
Alle drei Merkmale werden von den Autoren zum fragilen Merkmal MF zusam-
mengefasst. Das Framemerkmal des I-Frames Ii+1 aus GOPi+1 wird in Ii+1 mittels
eines LSB-Wasserzeichens eingebettet. Zusa¨tzlich wird das GOP-Merkmal aus GOPi
eingebettet.
Fu¨r das robuste Merkmal MR werden aus den, mittels eines geheimen Schlu¨ssels
vermischten, DC-Koeffizienten des I-Frames Ii+1 ein Hashwert berechnet. Der ver-
schlu¨sselte Hashwert wird mittels eines robusten Wasserzeichenverfahrens eingebet-
tet.
Bei der Wahl von MF und MR und deren Wasserzeichenverfahren ist darauf zu ach-
ten, dass sich die jeweiligen Verfahren und Merkmale nicht gegenseitig beeinflussen.
So sollte beispielsweise der Einbettungsprozess von MR nicht das Ausleseergebnis
von MF vera¨ndern. Das Verfahren beschra¨nkt sich ausschließlich auf MPEG-Videos
deren Frametypen nach einer Transcodierung gleich bleiben. Eine Konvertierung in
andere Videoformate oder eine Vera¨nderung der Frametypen wird als unerlaubte
Manipulation angesehen werden. Interessant jedoch ist die Kombination von robus-
ten und fragilen Merkmalen und von robusten und fragilen Wasserzeichenverfahren.
Verfahren von Huang et al.
In [HHP08] stellen Huang et al. ein semifragiles Videowasserzeichen vor, das fu¨r
Videos vom Typ Motion-JPEG entwickelt wurde. Bei diesem Kompressionsverfah-
ren wird jedes Frame eines gegebenen Videos mittels JPEG komprimiert. Obwohl
Motion-JPEG u¨ber eine geringere Kompressionsrate als bspw. MPEG verfu¨gt wird
es sehr ha¨ufig in U¨berwachungssystemen eingesetzt, da es auf ein Frame genau ge-
schnitten werden kann und eine gleichbleibende Qualita¨t unabha¨ngig von Bewegun-
gen liefert.
Huang et al. betten in jedes Frame F ein robustes Videowasserzeichen Wf ein, das
sich aus der Framenummer S innerhalb einer Videosequenz und der Anzahl der
Frames in der Sequenz T zusammensetzt. Sowohl S als auch T haben eine La¨nge
von 20 Bit.
Es wird vorausgesetzt, dass jedes Videoframe im RGB-Format vorliegt. In jedem 8×8
DCT-Block im Rot-, Gru¨n- und Blaukanal werden zwei DCT-Koeffizienten modi-
fiziert um ein Wasserzeichenbit Wb ∈ Wf einzubetten. Sei X ein DCT-Koeffizient,
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X ′ der zugeho¨rige markierte DCT-Koeffizient und λ ein Schwellwert. Dann wird Wb
wie folgt eingebettet:
X ′ =

X ((Wb = 1 ∧X ≥ λ) ∨ (Wb = 0 ∧X ≤ −λ))
λ if (Wb = 1 ∧X < λ)
−λ (Wb = 0 ∧X > −λ)
(3.23)
Die Zuordnung eines Bits Wb zu einem 8×8 DCT-Block wird durch einen geheimen
Schlu¨ssel K1 kontrolliert. Die Auswahl der zu modifizierenden DCT-Koeffizienten
wird durch einen zweiten geheimen Schlu¨ssel K2 kontrolliert. Jedes Bit wird an der
gleichen Position im Rot-, Gru¨n- und Blaukanal eingebettet.
Im Ausleseprozess wird aus jedem markierten Koeffizienten das Wasserzeichenbit
W ′b ausgelesen:
W ′b =

1 (X ′ > λ1)
−1 if (X ′ < −λ1)
0 (|X ′| < λ1)
(3.24)
Den Schwellwert λ1 geben die Autoren mit λ1 = λ/2 an. Ob ein Block manipuliert
wurde, kann mit folgender Gleichung bestimmt werden:
W ′S =

1 (
∑
W ′b ≥ λ2)
−1 if (∑W ′b ≤ −λ2)
0 (|∑W ′b| < λ2) (3.25)
λ2 ist ein Schwellwert, der bestimmt, ob ein Block manipuliert wurde. Er wird von
den Autoren mit λ2 = 4 angegeben. Wie aus Gleichung (3.25) ersichtlich wird,
bestimmt das Verfahren aufgrund einer Mehrheitsentscheidung, ob der Block in den
drei Farbkana¨len manipuliert wurde, na¨mlich wenn der Betrag der Summe aller
W ′b den Schwellwert λ2 unterschreitet. Das Bit des semifragilen Wasserzeichens W
′
S
wird schließlich verwendet, um aufgrund einer Mehrheitsentscheidung S und T zu
bestimmen. Hiermit ko¨nnen Manipulationen an der Zeitachse lokalisiert werden.
Das Verfahren zeigt eine gute Robustheit gegenu¨ber JPEG-Kompression bis zu ei-
nem JPEG-Qualita¨tsfaktor von 55 und gegenu¨ber additivem Rauschen. Da T erst
nach Abschluss einer Aufnahme feststehen kann, ist der Einsatz des Verfahrens in
Echtzeit-U¨berwachungsszenarien zu hinterfragen. Unklar ist daru¨ber hinaus, warum
die Autoren auf dem RGB-Farbraum arbeiten obwohl JPEG bzw. Motion-JPEG
im Y CBCR-Farbraum arbeiten. Zudem werden zur Generierung des Wasserzeichens
keine Informationen u¨ber den Inhalt verwendet sondern strukturelle Informationen
des Videos.
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3.2.7 Weitere Verfahren
In [KTB07] verwenden Kitanovski et al. die DC-Koeffizienten von 8×8 DCT-Blo¨cken
um ein semifragiles Merkmal zu extrahieren. Aus dem Verha¨ltnis zwischen DC-
Koeffizienten benachbarter Blo¨cke wird ein bina¨rer Vektor gebildet, der als Schlu¨ssel
fu¨r die Generierung eines Wasserzeichens dient. Vera¨ndert sich der Merkmalsvektor
geringfu¨gig, so vera¨ndert sich das komplette Wasserzeichen. Daher ist eine auf einen
Block genaue Lokalisierung einer Manipulation nicht mo¨glich. Das Wasserzeichen
wird mittels Quantization Index Modulation (QIM) [CW01] eingebettet.
Pro¨frock et al. stellen in [PRSM05] ein fragiles Videowasserzeichen vor, das speziell
fu¨r Videos vom Typ H.264/AVC entwickelt wurde. Dazu wird aus den Videodaten
ein Hashwert gebildet, der dann mittels Public-Key-Encryption verschlu¨sselt wird.
Der verschlu¨sselte Hashwert wird mittels QIM in Macroblo¨cke eingebettet, die keine
Daten aufgrund der Bewegungskompensation enthalten und dadurch bei der Deko-
dierung des Videos u¨bersprungen werden.
Ein weiteres semifragiles Videowasserzeichen wird von Mobasseri et al. in [MSS00]
vorgestellt. Als Wasserzeichen dient hier eine 2D-Bitmap die mit Hilfe einer Spread-
Spectrum-Technik auf verschiedene Frames verteilt wird. Das Verfahren dient zum
Erkennen von ausgeschnittenen bzw. eingefu¨gten Framesequenzen.
3.3 Zusammenfassung
Die in diesem Kapitel vorgestellten Integrita¨tswasserzeichen weisen zum Teil eine
gute Sensitivita¨t mit einer mo¨glichen Lokalisierbarkeit auf. Allerdings sind diese Ver-
fahren entweder komplett fragil oder sehr abha¨ngig vom zugrundeliegenden Format.
Ziel dieser Arbeit ist es daher ein format-unabha¨ngiges Verfahren zu entwickeln, das
den Videoinhalt beschreibt und damit schu¨tzt und zugleich die Zeitachse schu¨tzt.
Das Verfahren soll eine gute Robustheit aufweisen bei gleichzeitiger Mo¨glichkeit die
manipulierten Stellen zu lokalisieren.
Kapitel 4
Entwurf
Analog zu Steinebach [Ste04] definieren wir den Begriff Integrita¨t einer Videodatei
wie folgt:
Solange der Inhalt einer Videodatei nicht vera¨ndert worden ist, ist die Integrita¨t
vorhanden.
Dabei beziehen wir uns auf die Definition des Inhalts aus Kapitel 1.1, d.h. also dass
der Inhalt die Kernaussage der sichtbaren Informationen ist. Die Kernaussage ist
abha¨ngig vom zugrundeliegenden Szenario. So sollten nach unserer Auffassung alle
Objekte historischer Aufnahmen geschu¨tzt werden. Im Falle von U¨berwachungsauf-
nahmen ko¨nnen Objekte im Vordergrund bzw. die Uhrzeit geschu¨tzt werden. Im
Idealfall sollte der Urheber bestimmen, was die Kernaussage eines Videos ist.
In diesem Kapitel stellen wir den Entwurf unseres Integrita¨tswasserzeichenverfahrens
vor und diskutieren Anforderungen an das Wasserzeichenverfahren und das inhalts-
beschreibende Merkmal.
4.1 Konzeptentwurf
Ausgehend von den in [DS00] von Dittmann und Steinebach vorgestellten Verfahren
fu¨r Bilder entwerfen wir in diesem Abschnitt ein Konzept fu¨r ein digitales Wasserzei-
chen zum Schutz der Integrita¨t digitaler Videos. Dittman et al. generieren auf Basis
von verschiedenen Charakteristiken (z.B. Anzahl von Kanten in einzelnen Blo¨cken
oder Varianz der Kantenintensita¨t im gesamten Bild) den Merkmalsvektor fu¨r ein
zu schu¨tzendes Bild. Dieser wird mittels eines robusten Wasserzeichenverfahrens in
das zu schu¨tzende Bild eingebettet. Wir u¨bertragen in dieser Arbeit das Konzept
auf Videos.
Abbildung 4.1 stellt schematisch den Entwurf fu¨r den Einbettungsprozess dar. Sei
V das zu schu¨tzende Video. Seien daru¨ber hinaus K1 und K2 geheime Schlu¨ssel,
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die nicht notwendigerweise unterschiedlich sein mu¨ssen. Aus Video V wird mittels
eines Generierungsalgorithmus G, der durch den Schlu¨ssel K1 kontrolliert wird, der
Merkmalsvektor M generiert. Der Generierungsalgorithmus G ist parametriesierbar,
d.h. zu authentifizierende Bildregionen ko¨nnen festgelegt werden. Im folgenden be-
schra¨nken wir uns auf Algorithmen, die zuna¨chst die gesamten Frames authentifizie-
ren. M repra¨sentiert in bina¨rer Form Informationen u¨ber den Inhalt von V . Mittels
eines Einbettungsalgorithmus E, der durch den Schlu¨ssel K2 kontrolliert wird, wird
der Merkmalsvektor M als robustes Wasserzeichen in das Video V eingebettet. Das
Ergebnis von E ist das markierte Video VW .
Video Vi  
Generierungs-
algorithmus G
ri r -
l rit  
Video VWi  Einbettungs-algorithmus E
i tt -
l rit  
K2
K1
M
Abbildung 4.1: Entwurf fu¨r den Einbettungsprozess
Abbildung 4.2 stellt schematisch den Entwurf fu¨r den Detektionsprozess dar. Wir
u¨bernehmen aus dem Einbettungsprozess die geheimen Schlu¨ssel K1 und K2 sowie
den Generierungsalgorithmus G. Sei V ′W das markierte und mo¨glicherweise manipu-
lierte Video. Aus V ′W wird mittels Generierungsalgorithmus G und dem ihn kontrol-
lierenden Schlu¨sselK1 der MerkmalsvektorM
′ generiert. Mittels eines Detektionssal-
gorithmus D, der durch den Schlu¨ssel K2 kontrolliert wird, wird der Merkmalsvektor
M aus dem Video V ′W ausgelesen. Anschließend entscheidet der Vergleichsalgorith-
mus C anhand von M und M ′ ob V ′W manipuliert wurde und wenn ja, an welchen
Positionen.
Video VW'i  '
Generierungs-
algorithmus G
ri r -
l rit  
Verifikations-
algorithmus C
rifi ti -
l rit  
Detektions-
algorithmus D
t ti -
l rit  
K2
K1
M'
M
Ergebnis /
Lokalisierung
Abbildung 4.2: Entwurf fu¨r den Detektionssprozess
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4.2 Anforderungen an das robuste Videowasser-
zeichen
Das ideale robuste Wasserzeichenverfahren, das den Merkmalsvektor M in das Video
V einbettet bzw. aus dem Video V ′W ausliest sollte u¨ber verschiedene Eigenschaften
verfu¨gen.
Das Verfahren sollte robust gegenu¨ber Vera¨nderungen sein, die die Repra¨sentation
des Videos vera¨ndern, jedoch dessen Inhalt beibehalten. Dazu za¨hlen:
• Formatkonvertierung, z.B. Konvertierung von MPEG-2 in H.264 aber auch
Digital/Analog - Analog/Digital-Wandlung
• Vera¨nderung der Bit- und Framerate durch verlustbehaftete Kompressi-
on oder Formata¨nderung (z.B. von PAL nach NTSC)
• Bildrauschen und Pixelfehler, z.B. durch U¨bertragungsfehler oder verlust-
behaftete Kompression
Eine zweite Gruppe von Vera¨nderungen, die den Inhalt beibehalten sind Post-
Production-Operationen. Dazu za¨hlen:
• Weichzeichenfilter, z.B. zur Rauschunterdru¨ckung
• Anpassung der Gesamt-Helligkeit und des Gesamt-Kontrastes, z.B.
zur besseren Sichtbarkeit. Diese Vera¨nderungen ko¨nnen abha¨ngig vom Kontext
jedoch wieder als inhalts-vera¨ndernd eingeordnet werden, d.h. wenn sie zu
stark sind und damit die Aussage des Videos vera¨ndern (siehe dazu Abschnitt
4.3).
Die dritte Gruppe von Vera¨nderungen behalten den Inhalt nicht bei. Trotzdem soll-
te das ideale robuste Wasserzeichenverfahren den Merkmalsvektor auch nach diesen
Vera¨nderungen auslesen ko¨nnen, um die Positionen der Vera¨nderungen zu lokalisie-
ren:
• Drehung
• Skalierung
• Ausschnittbildung (Cropping)
• Entfernen von Frames, Szenen und Objekten aus dem Video
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Neben diesen starken Robustheitsanforderungen sollte das ideale Wasserzeichenver-
fahren zusa¨tzlich eine mo¨glichst hohe Kapazita¨t aufweisen, um den Merkmalsvek-
tor einbetten zu ko¨nnen. Das Wasserzeichen sollte nicht sichtbar sein. In Kapitel
5 bescha¨ftigen wir uns mit der Entwicklung von robusten Wasserzeichenverfahren
fu¨r Videos und analysieren spa¨ter deren Eigenschaften im Vergleich zu den hier
aufgestellten Anforderungen.
4.3 Anforderungen an das inhaltsfragile Merkmal
Das ideale inhaltsfragile Merkmal sollte Vera¨nderungen, die den Inhalt beibehalten,
auch als solche erkennen, d.h. die Integrita¨t der Videodatei als vorhanden anzei-
gen. Dies sind die ersten beiden Gruppen von Vera¨nderungen, die im vorherigen
Abschnitt besprochen wurden.
Zusa¨tzlich sollte das ideale inhaltsfragile Merkmal zwei Gruppen von Manipulatio-
nen erkennen, die den Videoinhalt vera¨ndern. Die erste Gruppe sind Manipulatio-
nen, die auf einzelne Frames ausgefu¨hrt werden und auch im Bildbereich Anwendung
finden:
• Manipulation an Objekten, z.B. Zeitstempel bei U¨berwachungsaufnahmen
• Vera¨nderung der Helligkeit - kann die Stimmung eines Videos a¨ndern
• Farba¨nderungen, z.B. Einfa¨rben von Fla¨chen oder Vera¨nderung von Flag-
genfarben
Ein Beispiel fu¨r eine Manipulation an Objekten ist in Abbildung 4.3 zu sehen. Hier
wurde auf dem rechten Bild die Uhrzeit gea¨ndert. In einer Videosequenz ist durch
den Einsatz von Maskentechniken solch eine Manipulation sehr schnell zu realisieren.
Die Auswirkung von Farba¨nderungen auf den Betrachter wurde im Nachgang eines
blutigen Anschlages auf Touristen in Luxor (A¨gypten), am 17.11.1997 deutlich. Die
Schweizer Zeitung
”
Blick“ vero¨ffentlichte Fotos mit vera¨nderten Farben. Eine Was-
serlache wurde hierbei ro¨tlich eingefa¨rbt. In der Beschreibung des Bildes wurde die
ro¨tlich eingefa¨rbte Wasserlache als Blutsspur des Massakers dargestellt2.
Die zweite Gruppe sind Manipulationen, die sich speziell auf Videos beziehen. Sie
manipulieren die Zeitachse. Dazu za¨hlen:
• Manipulationen am Ablauf der Framewiedergabe, z.B. durch das Ver-
tauschen von Szenen
2http://www.rhetorik.ch/Bildmanipulation/Bildmanipulation.html (Aufruf am 02.07.2011)
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Abbildung 4.3: Beispiel fu¨r eine Objektmanipulation
• Entfernen oder Hinzufu¨gen einzelner Frames oder Szenen, z.B. im
Kontext von Nachrichtensendungen (siehe Kapitel 2.2)
In Kapitel 6 bescha¨ftigen wir uns mit der Entwicklung inhaltsfragiler Merkmale.
Spa¨ter analysieren wir die Eigenschaften der entwickelten Verfahren im Vergleich zu
den in diesem Abschnitt aufgestellten Anforderungen.

Kapitel 5
Robuste Videowasserzeichen
Im Rahmen dieser Arbeit wurden zwei robuste Videowasserzeichenverfahren ent-
wickelt. In Abschnitt 5.1 bescha¨ftigen wir uns mit der Verbesserung des additiven
Verfahrens von Fridrich. Dieses wird spa¨ter fu¨r die Einbettung der Merkmalsvekto-
ren verwendet. In Abschnitt 5.2 stellen wir ein weiteres Verfahren vor, das auf Basis
von DCT-Koeffizienten-Relationen arbeitet.
5.1 Verbesserung des additiven Verfahrens von
Fridrich
In Kapitel 3.1.1 bescha¨ftigten wir uns mit dem robusten Wasserzeichenverfahren von
Fridrich [Fri97], welches ein nicht wahrnehmbares Rauschmuster auf ein Bild auf-
tra¨gt. Dieses Verfahren wurde von Dittmann [Dit00] auf Videos erweitert. Zusa¨tzlich
beno¨tigte die Erweiterung von Dittmann nicht mehr das Original im Ausleseprozess.
In diesem Abschnitt stellen wir Verbesserungen des Verfahrens in Bezug auf die
Verfahrensparameter Transparenz, Robustheit und Kapazita¨t vor. Das Ziel besteht
darin das Verfahren fu¨r den Einsatz als robustes Videowasserzeichen in unserem in
Kapitel 4 vorgestellten Konzept zu optimieren.
5.1.1 Verbesserung der Transparenz
Die Diskrete Kosinustransformation (Discrete Cosine Transformation / DCT) u¨ber-
fu¨hrt die Bilddaten eines Frames in den Frequenzraum. In verschiedenen Bild- und
Videokompressionsstandards wie bspw. JPEG, MPEG-1 und MPEG-2 wird eine
zweidimensionale DCT der Gro¨ße 8× 8 Pixel verwendet. Ein Block der Gro¨ße 8× 8
Pixel wird in einen 8 × 8 DCT-Block transformiert. Dabei entsteht ein Block mit
einem Gleichanteil (DC-Wert) sowie horizontalen und vertikalen Frequenzen (AC-
Werte).
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Da die DCT die Eigenschaft hat, dass sich ein Großteil der sichtbaren Informatio-
nen in wenigen niedrigen Frequenzen sammelt, schließen wir diese von den Vera¨n-
derungen durch das Wasserzeichenverfahren aus. Dadurch erwarten wir eine signifi-
kante Verbesserung der Transparenz. Dieser Vorgang kann auch mit einer Hochpaß-
Filterung des Wasserzeichenmusters verglichen werden. Abbildung 5.1 zeigt einen
8× 8 DCT-Block mit DCT-Koeffizienten, die im Zick-Zack-Modus angeordnet sind.
Grau eingefa¨rbt sind mo¨gliche nicht verwendete Koeffizienten eines 8 × 8 DCT-
Blocks. In diesem Fall schließen wir den DC-Wert (Index 0) und die 5 niedrigsten
AC-Werte (Indizes 1-5) vom Markierungsprozess aus. In Abschnitt 5.1.5 werden wir
zeigen, dass sich bei einer Nicht-Markierung von bis zu 6 DCT-Koeffizienten das
Wasserzeichen immer noch als sehr robust erweist.
0 01 0 05 6 0 014 15 0 027 28
0 02 4 0 07 13 0 016 26 0 029 42
0 03 8 0 012 17 0 025 30 0 041 43
0 09 11 0 018 24 0 031 40 0 044 53
0 010 19 0 023 32 0 039 45 0 052 54
0 020 22 0 033 38 0 046 51 0 055 60
0 021 34 0 037 47 0 050 56 0 059 61
0 035 36 0 048 49 0 057 58 0 062 63
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Abbildung 5.1: Nicht verwendete DCT-Koeffizienten
Abbildung 5.2 zeigt einen 8 × 8 Luminanzblock vor (links) und nach der Markie-
rung (Mitte und rechts). Im mittleren Block wurden sa¨mtliche Frequenzen modifi-
ziert wa¨hrend im rechten Block der DC-Wert und die niedrigsten 5 AC-Werte vom
Markierungsprozess ausgeschlossen wurden. Wie man aus den dargestellten Hellig-
keitswerten erkennen kann verursacht die Markierung aller Frequenzen ein sta¨rkeres
Rauschen, als bei Ausschluss der niedrigsten Frequenzen. Durchschnittlich wurden
im mittleren Block die Helligkeitswerte um 6,44% vera¨ndert wa¨hrend im rechten
Block die Werte durchschnittlich um 2,71% vera¨ndert wurden. Die Unterschiede
der Helligkeitswerte sind in Abbildung 5.2 nicht auf den ersten Blick erkennbar.
In aufeinanderfolgenden Videoframes ko¨nnen diese Unterschiede jedoch sichtbare
Sto¨rungen hervorrufen.
5.1.2 Verbesserung der Robustheit
Bereits in [Fri97] stellt Fridrich fest, dass die Auslesequalita¨t des Wasserzeichens im
Frequenzraum besser als im Ortsraum ist. Um eine Verbesserung der Auslesequa-
lita¨t zu erreichen, verwenden wir statt der Korrelation im Ortsraum [Dit00] die nor-
malisierte Kreuzkorrelation im Frequenzraum. Der Korrelationskoeffizient C(B∗j , Pj)
eines Musters Pj mit einem potentiell markierten Block B
∗
j wird wie folgt berechnet:
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Abbildung 5.2: 8 × 8 Luminanzblock vor (links) und nach der Markierung (Mitte
und rechts)
C(B∗j , Pj) =
∑
b∗ji · pji√∑
b∗ji
2 ·
√∑
p2ji
. (5.1)
In Gleichung (5.1) repra¨sentieren b∗ji und pji jeweils die fu¨r die Markierung verwen-
deten DCT-Koeffizienten von B∗j und Pj.
In Abschnitt 5.1.5 werden wir daru¨ber hinaus untersuchen, ob durch die Vergro¨ße-
rung des Wasserzeichenmusters eine weitere Verbesserung der Robustheit erreicht
werden kann. Durch eine Vergro¨ßerung der Wasserzeichenmuster erwarten wir, dass
die Muster sta¨rker mit dem zu untersuchenden markierten Inhalt korrelieren. Da das
in [Dit00] vorgestellte visuelle Modell auf Luminanzblo¨cken der Gro¨ße 8 × 8 Pixel
arbeitet verwenden wir Muster mit einer Seitenla¨nge, die durch 8 teilbar ist. Das
Muster wird in 8× 8 Pixel große Teilmuster unterteilt und diese auf den zu markie-
renden Inhalt aufgetragen. Im Ausleseprozess wird die durchschnittliche Korrelation
aller Teilmuster mit ihren korrespondierenden Blo¨cken des Frames berechnet. Dabei
wird wiederum das visuelle Modell angewandt und potentiell nicht markierte Blo¨cke
von der Analyse ausgeschlossen.
5.1.3 Verbesserung der Kapazita¨t
Zur Erho¨hung der Kapazita¨t wenden wir ein Verfahren an, das in [TSL09] vorge-
stellt wird. Das fu¨r Bilder entwickelte Wasserzeichen ist eine Kombination zweier
Verfahren, die in [KR00] und [OP98] vorgestellt wurden. In diesem Bildwasserzei-
chenverfahren repra¨sentiert jedes Muster nicht nur ein Bit sondern eine bina¨re Se-
quenz der La¨nge N . Diese Sequenz ist Teil der Wasserzeichennachricht. Sollen durch
das Muster 8 Bit der Wasserzeichennachricht repra¨sentiert werden, so beno¨tigen wir
2N also 256 verschiedene Muster. Im Ausleseprozess wird u¨berpru¨ft, mit welchem
der 256 Muster der markierte Block am besten korreliert.
In Abschnitt 5.1.5 evaluieren wir diese Variation des Verfahrens hinsichtlich ihrer
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Robustheit und Kapazita¨t.
5.1.4 Verteilung der Wasserzeichennachricht
Eine Mo¨glichkeit, eine Nachricht auf verschiedene Frames zu verteilen, stellen wir in
[TSL09] vor. Der Aufbau der Nachricht wird in Gleichung (5.2) dargestellt. Sie wird
dazu zuna¨chst in Teilnachrichten gleicher La¨nge unterteilt (Payload). Jeder Teil-
nachricht wird eine eindeutige bina¨re Sequenz vorangestellt (Sync). Diese Sequenz
ordnet der Teilnachricht ihre Position in der Gesamtnachricht zu. So besteht auch
nach Verlust einzelner Frames die Mo¨glichkeit die gesamte Nachricht wiederherzu-
stellen. Die eindeutige bina¨re Sequenz kann eine feste oder variable La¨nge haben.
Eine feste La¨nge hat den Vorteil, dass die La¨nge der Gesamtnachricht im Auslese-
prozess als zusa¨tzliche Information nicht bekannt sein muss, wa¨hrend eine variable
La¨nge Vorteile in Bezug auf die Kapazita¨t bringt. Zur Erho¨hung der Auslesege-
nauigkeit kann jede Teilnachricht und/oder die Gesamtnachricht mit einer Fehlerer-
kennung versehen werden. In der vorliegenden Implementierung verwenden wir den
Cyclic Redundancy Check (CRC ) fu¨r jede Teilnachricht.
Message = Sync ‖Payload ‖CRC (5.2)
5.1.5 Evaluierung
Fu¨r die Evaluierung des Verfahrens verwenden wir ein MPEG-2 Testvideo des In-
stituts fu¨r Rundfunktechnik (IRT), welches uns im Rahnen des EU-Projekts
”
por-
TiVity“ zur Verfu¨gung gestellt wurde. Es hat eine Framerate von 25 Frames pro
Sekunde, eine Bitrate von 9.200 kBit/s und eine Auflo¨sung von 720 × 576 Pixeln,
die auf ein Seitenverha¨ltnis von 16 : 9 gespreizt werden. Es entha¨lt Videosequenzen
mit verschiedenen Charakteristiken:
• 1 - Menschenmenge: Viele Personen, kein Kameraschwenk, kein Schnitt, 252
Frames
• 2 - Eishockey: Kein Schnitt, viele Lichteffekte (Blitzlichter), viele Kamera-
schwenks, Mischung aus großer homogener Fla¨che (Eis) und texturierter Fla¨che
(Publikum), 1802 Frames
• 3 - Jogger: Viele Schnitte, wenige Kameraschwenks, Mischung aus homogenen
Fla¨chen (Himmel) und stark texturierten Fla¨chen (Boden), 1745 Frames
• 4 - Fußball: Wenige Schnitte, wenige Schwenks, große homogene Fla¨che (Ra-
sen), 646 Frames
• 5 - Publikum: Kein Schnitt, langer Schwenk, stark texturierte Fla¨che, 680
Frames
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• 6 - Musical: Wenige Schnitte, viele Lichteffekte, viele Personen, wenige Kame-
raschwenks, 1013 Frames
• 7 - Hubschrauberflug: Lange Kameraschwenks, viele Geba¨ude, wenige Schnitte,
Mischung aus homogenen Fla¨chen (Himmel) und stark texturierten Fla¨chen
(Geba¨ude), 734 Frames
Fu¨r die Evaluierung wurde das Video mit zwei Nachrichten mit einer La¨nge von 16
Bit markiert (Nachricht 1 = 1010101001010101, Nachricht 2 = 0101010110101010).
Diese werden im folgenden Video 1 und Video 2 genannt. Somit sollte sicherge-
stellt werden, dass an allen Positionen sowohl Nullen als auch Einsen korrekt einge-
bettet und wieder ausgelesen werden ko¨nnen. Pro Frame wurde eine Teilnachricht
nach der in Abschnitt 5.1.4 beschriebenen Methode gebildet. Die Teilnachricht be-
stand aus der Synchronisierungssequenz (1 Bit), den Nachrichtenbits (8 Bit) und
der Pru¨fsumme (4 Bit). Jede Teilnachricht wurde eine Sekunde lang wiederholt.
Innerhalb von 4 Sekunden wurde also die komplette Nachricht einmal eingebettet.
Anschließend wurde das markierte Video in MPEG-4/AVC konvertiert. Das kom-
primierte Video hat die gleiche Auflo¨sung und Framerate wie das Originalvideo mit
einer Bitrate von 1.500 kBit/s.
Im Ausleseprozess wurden Video 1 und Video 2 sekundenweise analysiert. Dazu wur-
den die gu¨ltigen Teilnachrichten betrachtet. Gu¨ltige Teilnachrichten sind solche, bei
denen die Synchronisierungssequenz und die Nachrichtenbits durch die ausgelesene
Pru¨fsumme verifiziert werden konnten. War die Mehrheit der gu¨ltigen Teilnachrich-
ten in der Sekunde korrekt, so wurde diese Sekunde als korrekt anerkannt. Bei den
folgenden Testergebnissen betrachten wir den Anteil der Sekunden, bei denen so-
wohl aus Video 1 als auch aus Video 2 die korrekte Teilnachricht ausgelesen wurde.
Dieser Anteil wird im folgenden als Ausleserate bezeichnet.
Einfluss des Ausleseverfahrens auf die Robustheit
Im ersten Teil der Evaluierung untersuchen wir die in Abschnitt 5.1.2 aufgestellte
These, dass durch das Auslesen des Wasserzeichens im Frequenzbereich die Ausle-
seergebnisse verbessert werden ko¨nnen. Abbildung 5.3 zeigt die Testergebnisse u¨ber
das gesamte Video. Im linken Teil des Diagramms stellen wir die Ausleseverfahren
im Frequenz- und Ortsbereich direkt nach der Markierung gegenu¨ber. Im rechten
Teil geschieht die Gegenu¨berstellung nach der Kompression. Es ist gut zu erkennen,
dass die Ausleserate fu¨r das gesamte Video nach der Markierung identisch bleibt.
Sie verbessert sich nach der Kompression minimal von 91,3% auf 92,4%.
In Abbildung 5.4 vergleichen wir die Ausleserate der beiden Ausleseverfahren in den
einzelnen Szenen. Hier fa¨llt auf, dass die Verbesserungen ausschließlich in der Szene
”
Jogger“ erzielt wurden. Sie verbessert sich nach der Kompression von 78,9% auf
83,1%. Bei allen anderen Szenen bleibt sie identisch.
Fazit: Durch die Umstellung des Ausleseverfahrens vom Orts- auf den Frequenzbe-
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Abbildung 5.3: Analyse des Ausleseverfahrens (Gesamtvergleich)
Abbildung 5.4: Analyse des Ausleseverfahrens nach Kompression (Szenenvergleich)
reich konnten minimale Verbesserungen erzielt werden, die sich auf nur eine Szene
konzentrierten. Es kann sich also auch um ein statistisches Artefakt handeln. Die
Robustheit des Verfahrens ist bei beiden Ausleseverfahren hoch.
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Einfluss der ausgelassenen DCT-Koeffizienten auf die Robustheit
In Abschnitt 5.1.1 zeigten wir, dass durch das Auslassen von DCT-Koeffizienten bei
der Markierung eines Videos die Transparenz verbessert werden kann. In diesem
Abschnitt untersuchen wir die Auswirkung dieser Auslassung auf die Robustheit
des Verfahrens. Bei den Tests markierten wir die ersten 3, 6, 10 und 15 DCT-
Koeffizienten nicht. Damit wurde die gleiche Anzahl von horizontalen und vertikalen
Frequenzen von der Markierung ausgeschlossen. In Abbildung 5.5 wird die Ausle-
serate u¨ber das gesamte Video nach der Markierung und nach der Kompression
gegenu¨bergestellt. Es fa¨llt auf, dass die Markierung in allen Fa¨llen erfolgreich ver-
lief. Die Ausleserate betra¨gt hier 100%. Das Auslassen der DCT-Koeffizienten hat
jedoch Auswirkungen auf die Ausleserate nach der verlustbehafteten Kompression.
Ist sie bei 3 und 6 Koeffizienten mit 98,9% und 92,4% noch hoch, so sinkt sie bei 10
und 15 ausgelassenen Koeffizienten auf 77,5% und 47,3% ab. Mit weniger markier-
ten Koeffizienten korrelieren demnach die Muster nicht mehr stark genug mit den
markierten Blo¨cken, so dass eine gute Ausleserate nicht mehr gewa¨hrleistet ist.
Abbildung 5.5: Analyse ausgelassener Koeffizienten (Gesamtvergleich)
In Abbildung 5.6 schlu¨sseln wir die Testergebnisse nach der Kompression nach Sze-
nen auf. Hier ist zu erkennen, dass die Ausleserate insbesondere in den Szenen
”
Pu-
blikum“,
”
Musical“ und
”
Hubschrauberflug“ bei mehr ausgelassenen Koeffizienten
stark absinkt. Erreichten wir bei 3 ausgelassenen Koeffizienten in der Szene
”
Hub-
schrauberflug“ noch eine Ausleserate von 96,8% so sinkt diese bei 15 ausgelassenen
Koeffizienten auf bis zu 6,5%. Demgegenu¨ber bleibt die Ausleserate in der Szene
”
Menschenmenge“ in allen Fa¨llen konstant bei 100%. Die unterschiedlichen Ausle-
seraten ko¨nnen abha¨ngig von der Charakteristik der jeweiligen Szenen sein. Es kann
beispielsweise mo¨glich sein, dass in einigen Szenen viele Blo¨cke eine zu starke Ten-
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denz in Richtung einer Bitbelegung (bspw. 0) aufwiesen, so dass eine Markierung
mit der anderen Bitbelegung (bspw. 1) nicht mehr robust mo¨glich war. Hier mu¨ssten
jedoch weitere Untersuchungen Aufschluss u¨ber die Ursache geben.
Abbildung 5.6: Analyse ausgelassener Koeffizienten nach Kompression (Szenenver-
gleich)
Fazit: Je weniger Koeffizienten markiert werden, desto gro¨ßer sind die Auswirkungen
auf die Robustheit des Verfahrens. Mit 3 bzw. 6 von der Markierung ausgelassenen
Koeffizienten erreichen wir eine hohe Ausleserate von u¨ber 90%. In den folgenden
Experimenten verwenden wir die letztere Einstellung, da mit 3 ausgelassenen Koef-
fizienten stark sichtbare Artefakte im Video feststellbar waren.
Einfluss der Blockgro¨ße auf die Robustheit
In diesem Abschnitt untersuchen wir, wie sich die Vergro¨ßerung der Muster und
Blo¨cke auf die Robustheit des Verfahrens auswirken. Wir hatten die These aufge-
stellt, dass durch eine Vergro¨ßerung der Blo¨cke eine ho¨here Korrelation zwischen
den Wasserzeichenmustern und dem Inhalt und damit eine verbesserte Robustheit
erreicht werden sollte. In Abbildung 5.7 stellen wir die Ausleseraten verschiedener
Block- und Mustergro¨ßen nach Markierung und verlustbehafteter Kompression ge-
genu¨ber. Es wird deutlich, dass mit zunehmender Gro¨ße die Ausleserate abnimmt.
Mit einer Blockgro¨ße von 32 × 32 und 64 × 64 war eine korrekte Markierung des
Videos nicht mehr mo¨glich. Nach der Markierung erreichten wir hier eine Auslese-
rate von 98,2% und 94,2%. Dies setzte sich nach der verlustbehafteten Kompression
fort. Hier erreichten wir Ausleseraten von 84,7% und 69,1%. Demgegenu¨ber war die
Ausleserate bei kleineren Blo¨cken und Mustern 96,4% und 92,4%.
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Abbildung 5.7: Analyse der Blockgro¨ße (Gesamtvergleich)
Wiederum schlu¨sseln wir die Ausleseraten nach der Kompression in Abbildung 5.8
nach Szenen auf. Hier wird deutlich, dass bei der Szene
”
Hubschrauberflug“ die
Ausleserate bei ho¨herer Block- und Mustergro¨ße am sta¨rksten absinkt. A¨hnliches
ist bei den Szenen
”
Jogger“ und
”
Eishockey“ zu beobachten. Insbesondere ist bei
letzterer ein deutliches Absinken der Ausleserate bei einer Block- und Mustergro¨ße
von 64 × 64 zu erkennen. Dies kann zum einen an der Charakteristik der mar-
kierten Szenen liegen, welche bereits im vorherigen Abschnitt als Grund fu¨r eine
geringere Robustheit vermutet wurde. Zum anderen zieht eine gro¨ßere Blockgro¨ße
eine geringere Redundanz nach sich. Die Nachricht kann also nicht mehr so oft im
Frame eingebettet werden. Lehnt dann das visuelle Modell zusa¨tzlich mehr Blo¨cke
ab, so kann das Video nicht mehr korrekt markiert werden. Da die drei Szenen viele
glatte Fla¨chen enthalten kann die Kombination aus gro¨ßeren Blo¨cken und der Ab-
lehnung durch das visuelle Modell als Erkla¨rung fu¨r eine geringere Robustheit in
Frage kommen.
Fazit: Die Einfu¨hrung gro¨ßerer Block- und Mustergro¨ßen wirkte sich nicht in er-
wu¨nschter Weise auf die Robustheit des Verfahrens aus. Durch die Experimente
wurde gezeigt, dass kleinere Block- und Mustergro¨ßen besser zur Markierung geeig-
net sind.
Ermittlung der maximalen Kapazita¨t
Im ersten Teil zur Ermittlung der maximalen Kapazita¨t analysieren wir die in Ab-
schnitt 5.1.3 vorgestellte Einbettungs- und Auslesestrategie. Wir untersuchen hier-
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Abbildung 5.8: Analyse der Blockgro¨ße nach Kompression (Szenenvergleich)
bei, wieviele Bits pro Block eingebettet werden ko¨nnen um gleichzeitig eine ausrei-
chende Robustheit zu erzielen. In den Experimenten verwendeten wir eine Block-
und Mustergro¨ße von 16 × 16 Pixel, eine Pru¨fsumme der La¨nge 4 und eine Syn-
chronisationssequenz der La¨nge 1. Die La¨nge der eingebetteten Teilnachricht war
ein Vielfaches von 8.
Abbildung 5.9 zeigt die Testergebnisse fu¨r das gesamte Video. Wiederum wurden
die Ausleseraten nach der Markierung und nach der Kompression ermittelt. Getestet
wurden Einstellungen von 1 bis 7 Bits pro Block. Es ist erkennbar, dass die Aus-
leseraten nach der Markierung gut sind. Sie liegen im Bereich zwischen 99,3% und
100,0%. Das bedeutet, dass in fast allen Fa¨llen das gesamte Video korrekt markiert
werden konnte. Anders verha¨lt es sich nach der verlustbehafteten Kompression. Mit
zunehmender Kapazita¨t nimmt die Ausleserate ab. Erreichten wir mit 1 Bit pro
Block noch eine Ausleserate von 86,9%, so sank sie bei 4 Bits pro Block bereits auf
59,0%. Bei 7 Bits pro Block erreichten wir nur noch eine Ausleserate von 44,2% nach
verlustbehafteter Kompression.
Die Aufschlu¨sselung nach Szenen in Abbildung 5.10 zeigt, in welchen Szenen die
ho¨chsten Verluste in der Ausleserate zu verzeichnen waren. Hier fa¨llt auf, dass die
Szenen
”
Publikum“,
”
Musical“ und
”
Hubschrauberflug“ hauptverantwortlich fu¨r die
niedrigen Ausleseraten sind. Akzeptable Ausleseraten konnten nur fu¨r 1 (zwischen
64,5% und 92,9%) und 2 Bits pro Block (zwischen 41,9% und 75,0%) erreicht werden.
Auch hier gibt es mo¨glicherweise wieder einen Trend zu einem der Wasserzeichen-
muster, der durch den Einbettungsprozess nicht mehr korrigiert werden konnte. Es
bleibt hier eine Untersuchung offen, ob durch die Verwendung anderer Schlu¨ssel das
Wasserzeichen eine ho¨here Robustheit ausweist. Ist dies der Fall so wu¨rde die These
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Abbildung 5.9: Analyse der Einbettung mehrerer Bits pro Block (Gesamtvergleich)
vom Trend in Richung eines Wasserzeichenmusters besta¨tigt werden.
Abbildung 5.10: Analyse der Einbettung mehrerer Bits pro Block nach Kompression
(Szenenvergleich)
Fazit: Durch die A¨nderung der Strategie, mehrere Bits pro Block einzubetten, konnte
die maximale Kapazita¨t pro Sekunde von 8 auf 16 Bit erho¨ht werden. Die Auslese-
54 KAPITEL 5. ROBUSTE VIDEOWASSERZEICHEN
raten schwanken in Abha¨ngigkeit der Szene zwischen 41,9% und 100,0%.
5.2 DCT-Koeffizienten-Relationsverfahren
In [TVDS04] stellen wir ein Verfahren vor, das zum einen an das Verfahren von Lan-
gelaar et al. [LLB99] und zum anderen an das Verfahren von Zhao und Koch [ZK95]
angelehnt ist. Da es urspru¨nglich fu¨r MPEG kodierte Videos entwickelt wurde, ar-
beitet es auf quantisierten DCT-Koeffizienten in DCT-Blo¨cken der Gro¨ße 8× 8. Es
kann jedoch auch auf nicht-quantisierte DCT-Koeffizienten u¨bertragen werden.
5.2.1 Methode
Das Verfahren arbeitet in zwei Schritten. Im ersten Schritt wird ein Bit mi einer
Wasserzeichennachricht M = {m0, . . . ,mnm−1} in eine Blockgruppe eingebracht. Im
zweiten Schritt wird dann mi zusa¨tzlich in jeden Block der Gruppe eingebracht.
Sei I ein Bild oder Videoframe und nb die Anzahl der zur Markierung verwende-
ten DCT-Blo¨cke. In der Vorbereitungsphase werden die verwendeten DCT-Blo¨cke
pseudo-zufa¨llig gemischt. Der Mischvorgang wird mit einem geheimen Schlu¨ssel K
kontrolliert. Anschließend bilden wir Blockgruppen Gi = {bi,0, . . . , bi,nG−1}, wobei
jede Gruppe Gi insgesamt nG DCT-Blo¨cke entha¨lt. Der Durchschnitt Abi,j eines
Blockes bi,j aus einer Gruppe Gi wird wie folgt berechnet:
Abi,j =
1
64
63∑
c=0
∣∣∣θbi,j ,c∣∣∣ (5.3)
Analog zu [LLB99] bezeichnet θbi,j ,c den DCT-Koeffizienten c (in Zick-Zack-An-
ordnung) des Blockes bi,j. Der Durchschnitt AGi einer Gruppe Gi wird wie folgt
berechnet:
AGi =
1
nG
nG−1∑
j=0
Abi,j (5.4)
Wir bilden auf Basis der Gleichungen (5.3) und (5.4) zwei Mengen:
S> = {bi,j|Abi,j > AGi}
S< = {bi,j|Abi,j < AGi} (5.5)
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Soll Gruppe Gi eine 1 repra¨sentieren, so muss S> nach der Markierung mehr Ele-
mente enthalten als S<. Gilt mi = 0 so ist diese Mengenrelation umgekehrt. Gilt
mi = 1 und ist die Bedingung noch nicht erfu¨llt, so wird der Block bi,j in S< mit dem
ho¨chsten Durchschnitt Abi,j so lange modifiziert, bis Abi,j > AGi gilt. Dazu werden
mittels K ausgewa¨hlte mittlere Frequenzen von bi,j erho¨ht. Gleichzeitig wird der
Durchschnitt eines anderen Blockes in S< erniedrigt, so dass AGi konstant bleibt.
Fu¨r den Fall mi = 0 wird die Prozedur in umgekehrter Reihenfolge durchgefu¨hrt.
Der Block bi,j aus S> wird so lange modifiziert, bis Abi,j < AGi gilt. Um AGi konstant
zu halten wird der Durchschnitt eines weiteren Blockes aus S> in gleichem Umfang
erho¨ht.
Um eine ho¨here Redundanz der Nachricht pro Blockgruppe zu erreichen, wird im
zweiten Schritt in jeden Block bi,j zusa¨tzlich ein Bitmuster eingebracht, das den Wert
von mi repra¨sentiert. Dazu werden pseudo-zufa¨llig vier Koeffizienten des Blockes
bi,j derart modifiziert, dass sie mit der folgenden Gleichungsfolge einen dreistelligen
Referenzvektor V = {v0 v1 v2} bilden:
v0 = |c0 − c1| mod 2
v1 = |c0 − c2| mod 2
v2 = |c0 − c3| mod 2
(5.6)
Es gilt:
V =
{
101 falls mi = 1
011 falls mi = 0
(5.7)
Abbildung 5.11 zeigt ein Beispiel fu¨r das Einbringen eines Bitmusters. Der Referenz-
vektor, der eingebracht werden soll, ist V = 101. Im unmarkierten Block wu¨rden
die Koeffizienten nach Gleichung (5.6) den Vektor V = 010 repra¨sentieren. Um nur
minimale Vera¨nderungen vorzunehmen, wird im vorliegenden Fall c0 angepasst.
Es gilt zu beachten, dass das Einbringen des Wasserzeichens in die vier Koeffizienten
nicht den Blockdurchschnitt Abi,j vera¨ndern darf. Wird also ein Koeffizient erho¨ht,
so muss gleichzeitig ein anderer, nicht beteiligter Koeffizient verringert werden.
Im Ausleseprozess werden zuna¨chst wieder die Blockgruppen gebildet. Anschließend
wird fu¨r jede Blockgruppe Gi die zugeho¨rigen Blockmengen S> und S< gebildet.
Entha¨lt S> mehr Elemente als S<, so wird aus der Blockgruppe Gi eine 1 ausgelesen.
Entha¨lt S< mehr Elemente als S>, so wurde potentiell eine 0 eingebettet. Daru¨ber
hinaus wird in jedem Block bi,j der Vektor V nach Gleichung (5.6) bestimmt. Die
Ergebnisse des Gruppenverha¨ltnisses und der Blockverha¨ltnisse werden gewichtet,
um die Auslesequalita¨t der Nachricht zu bestimmen.
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Abbildung 5.11: Beispiel fu¨r ein Blockmuster
5.2.2 Evaluierung
Zur Evaluierung der Robustheit wurden zehn MPEG-1 Videos unterschiedlicher
La¨nge und mit unterschiedlichen Charakteristiken markiert und anschließend ma-
nipuliert. Die Videos hatten eine La¨nge zwischen 5 und 120 Sekunden. Die Vi-
deoauflo¨sung betrug bei allen Videos 352 × 288 Pixel bei einer Bitrate von 575
kBit/s, 1.150 kBit/s bzw. 2.300 kBit/s und einer Framerate von 25 Frames pro Se-
kunde. Es wurden nur die I-Frames markiert. Die Kapazita¨t war dabei 60 Bit/Frame.
Auf den Videos wurden folgende Manipulationen ausgefu¨hrt:
• Fester Wert addiert: Dieser Angriff addiert einen festen Wert auf die quanti-
sierten Luminanz-DCT-Koeffizienten. Folgende Werte wurden verwendet: -5,
-3, +3, +5. Bei einer Vera¨nderung von 5 wurden bereits signifkante Sto¨rungen
registriert.
• Weißes Rauschen addiert: A¨hnlich zum vorherigen Angriff werden Werte auf
die quantisierten Luminanz-DCT-Koeffizienten addiert. Dabei werden jedoch
keine festen sonder pseudozufa¨llig ausgewa¨hlte Werte verwendet. Der Maxi-
malwert des Rauschens betrug 3 bzw. 5.
• Reenkodierung: Die Videos wurden mit Bitraten von 575 kBit/s, 1.150 kBit/s
bzw. 2.300 kBit/s reenkodiert. Es kam also teilweise zu einer verlustbehafteten
Kompression.
• Skalierung: Die Videos wurden auf die neue Auflo¨sung 480×352 Pixel skaliert.
Es ist zu beachten, dass die Videos fu¨r den Ausleseprozess nicht auf ihre Ori-
ginalauflo¨sung zuru¨ckgefu¨hrt wurden, so dass es zu einer Desynchronisierung
des Wasserzeichens kam.
Die Ergebnisse sind in Abbildung 5.12 dargestellt. Alle Videos konnten korrekt mar-
kiert werden. Das Verfahren zeigt eine gute Robustheit gegenu¨ber einer erneuten
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Enkodierung mit MPEG-1 (durchschnittlich 96,81%), dem Hinzufu¨gen fester Wer-
te (durchschnittlich 99,54%) und dem Hinzufu¨gen von Weißem Rauschen (durch-
schnittlich 100%). Obwohl es mit der Skalierung auf eine ho¨here Auflo¨sung zu einer
Desynchronisierung des block-basierten Wasserzeichens kam, betrug die Ausleserate
immer noch durchschnittlich 65,87%. Das Verfahren weist eine hohe Transparenz
bei einer gleichzeitig hohen Kapazita¨t auf. Aufgrund dieser Eigenschaften wu¨rde
das Verfahren sehr gut geeignet fu¨r den Einsatz in inhaltsfragilen Videowasserzei-
chen sein. Allerdings wurde seine Entwicklung nicht fortgefu¨hrt, da man sich auf die
Weiterentwicklung des Verfahrens von Fridrich und Dittmann konzentriert hat.
Abbildung 5.12: Evaluierung der Robustheit des DCT-Koeffizienten-Relationsver-
fahrens
5.3 Zusammenfassung
Mit den in diesem Kapitel vorgestellten Verfahren und Ergebnissen wurden die
Grundlagen fu¨r die inhalts-fragilen Wasserzeichen gelegt. Die Verfahren zeigen eine
gute Robustheit gegenu¨ber verlustbehafter Kompression und Formatumwandlung
bei gleichzeitig guter Transparenz und Kapazita¨t auf. In Kapitel 7.2 werden wir
daru¨ber hinaus zeigen, dass Pixelfehler bzw. Objektmanipulationen keine Auswir-
kung auf die Auslesequalita¨t unseres verbesserten Fridrich-Verfahrens haben.
Manipulationen an der Zeitachse (Entfernen von Frames und Szenen) haben auf-
grund des in Abschnitt 5.1.4 eingefu¨hrten speziellen Aufbaus der Wasserzeichenteil-
nachrichten keinen Einfluss auf die Auslesequalita¨t des Verfahrens von Fridrich.
Beide Verfahren sind nicht robust gegen Drehung, Skalierung und Cropping, wenn
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keine Resynchronisierung des Materials erfolgt. Hier besteht Forschungsbedarf fu¨r
die Zukunft um Verfahren zu entwickeln, die diese Eigenschaften bei gleichzeitig gu-
ter Transparenz und hoher Kapazita¨t aufweisen. Weiterer Forschungsbedarf besteht
in der Untersuchung der Robustheit gegenu¨ber dem Einsatz von Weichzeichenfiltern
und Helligkeits- bzw. Kontrastanpassungen.
Im folgenden verwenden wir unser verbessertes Fridrich-Verfahren fu¨r die Markie-
rung mit inhaltsbeschreibenden Merkmalen.
Kapitel 6
Inhaltsfragile Merkmale
Neben der Auswahl des zugrundeliegenden robusten Wasserzeichens ist die Auswahl
des inhaltsbeschreibenden Merkmals von entscheidender Bedeutung fu¨r ein inhalts-
fragiles Wasserzeichen. Die Herausforderung bei der Entwicklung eines solchen Merk-
mals besteht in der mo¨glichst kompakten Beschreibung des Bild-/Videoframeinhalts.
Dabei muss beim Schutz digitaler Videos mit Wasserzeichen darauf geachtet wer-
den, dass sowohl einzelne Videoframes als auch die Zeitachse mit Hilfe des Merkmals
geschu¨tzt werden. Im Rahmen dieser Arbeit wurden vier Verfahren entwickelt, die
Merkmale aus Videos extrahieren und diese auf bina¨re Vektoren fester La¨nge abbil-
den. Dabei wird zwischen zwei Arten von Merkmalen unterschieden:
• Merkmale mit nicht-inhaltlichen Abha¨ngigkeiten: Diese Merkmale verwenden
Eigenschaften des Videos, die nicht direkt vom Inhalt abgeleitet werden, d.h.
sie beziehen sich auf Eigenschaften des spezifischen Videoformats bzw. auf
Eigenschaften, die keinen direkten Ru¨ckschluss auf den sichtbaren Inhalt zu-
lassen. Die Vertreter dieser Kategorie werden in den Abschnitten 6.1 und 6.2
vorgestellt.
• Merkmale mit inhaltlichen Abha¨ngigkeiten: Diese Merkmale verwenden sicht-
bare Eigenschaften des Videos. Diese sichtbaren Eigenschaften ko¨nnen Kan-
ten (siehe [DSS99]), markante Punkte oder Objektbeschreibungen sein. In den
Abschnitten 6.3 und 6.4 stellen wir zwei Verfahren vor, die auf Basis von
markanten Punkten arbeiten. Sie ziehen eine deutlich komplexere Berechnung
nach sich als Merkmale mit nicht-inhaltlichen Abha¨ngigkeiten. Wir erhoffen
uns jedoch dadurch eine Verbesserung der Robustheit und Sensitivita¨t.
6.1 Verwendung der Energiedifferenz
Das von uns in [DTS04] vorgestellte Merkmal beschreibt nicht-inhaltliche Abha¨n-
gigkeiten zwischen Koeffizienten von DCT-Blo¨cken. Es basiert auf der folgenden
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Annahme von Lin et al. [LC00] u¨ber das Verha¨ltnis von DCT-Koeffizienten in JPEG-
Bildern:
Seien Fp(v) und Fq(v) Koeffizienten zweier DCT-Blo¨cke p und q an der Positon v
in Zick-Zack-Anordnung mit v ∈ {1, . . . , 64}. Sei ferner ∆Fp,q(v) = Fp(v) − Fq(v).
Das Verha¨ltnis zwischen Fp(v) und Fq(v) wird durch die Funktion Φp(v) wie folgt
definiert:
Φp(v) =
{
1, ∆Fp,q(v) ≥ 0
0, ∆Fp,q(v) < 0
(6.1)
Nach Lin et al. bleibt das durch Φp(v) beschriebene Verha¨ltnis nach einer verlustbe-
hafteten Kompression gleich. Der Beweis fu¨r diese These wird von den Autoren in
[LC01] vorgestellt. Da eine Abbildung des Verha¨ltnisses einzelner DCT-Koeffizienten
auf einen Merkmalsvektor die Kapazita¨t eines robusten Wasserzeichenverfahrens
u¨berschreiten wu¨rde, verwenden wir als Grundlage fu¨r die Generierung des Merk-
malsvektors die in Kapitel 3.1.2 beschriebene Energiedifferenz von Langelaar et al.
[LLB99]
6.1.1 Generierung des Merkmalsvektors und Einbettung
Sei F = {f1, . . . , fN} die Menge aller Videoframes in einem Video. Sei weiterhin
Bn = {bn,1, . . . , bn,M} die Menge aller 8×8 DCT-Blo¨cke in einem Frame fn. Fu¨r jeden
Block bn,m sei ferner Cn,m = {cn,m,1, . . . , cn,m,64} die Menge seiner DCT-Koeffizienten
in Zick-Zack-Anordnung.
Im ersten Schritt unterteilen wir Cn,m in zwei Teilmengen:
• Cn,m,Merkmal = {cn,m,1, . . . , cn,m,S} sei die Menge der Koeffizienten, die zur
Merkmalsberechnung verwendet werden
• Cn,m,Wasserzeichen = {cn,m,S+1, . . . , cn,m,64} sei die Menge der Koeffizienten, die
zur Einbettung des Wasserzeichens verwendet werden
Im zweiten Schritt werden aus benachbarten Blo¨cken P gleich große Blockgruppen
Gn,p gebildet. Jede Blockgruppe entha¨lt dabei M/P Blo¨cke.
Im dritten Schritt berechnen wir die partielle Energie ETeil(Gn,p) jeder Blockgruppe
Gn,p. Dazu wird Gleichung (3.5) wie folgt modifiziert:
ETeil(Gn,p) =
∑
bn,m
∑
cn,m,s
c2n,m,s (6.2)
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mit bn,m ∈ Gn,p und cn,m,s ∈ Cn,m,Merkmal.
Im vierten Schritt werden mittels eines geheimen Schlu¨ssels K Blockgruppenpaare
zwischen Frame fn und seinem vorhergehenden Frame fn−1 gebildet. Ein Vektorbit
vn,o des Merkmalsvektors Vn wird aus einem Blockgruppenpaar (Gn−1,o1 , Gn,o2) wie
folgt gebildet:
vn,o =
{
1, ETeil(Gn−1,o1)− ETeil(Gn,o2) ≥ 0
0, ETeil(Gn−1,o1)− ETeil(Gn,o2) < 0 (6.3)
Der Merkmalsvektor Vn des Frames fn ist definiert als die Konkatenation aller Vek-
torbits vn,o.
Die Einbettung des Merkmalsvektors Vn in das Frame fn+1 erfolgt analog zu dem
in Kapitel 3.1.2 vorgestellten Einbettungsverfahren von Langelaar et al. Dabei ent-
spricht Vn der eingebetteten Nachricht M . Es muss gelten: cmin ≥ S. Der Schwell-
wert cmin aus Gleichung 3.8, der bestimmt, bis zu welchem Koeffizienten maximal die
AC-Koeffizienten gelo¨scht werden du¨rfen, muss also mindestens so groß sein wie S,
der die Menge der Koeffizienten bestimmt, die zur Merkmalsberechnung verwendet
werden. Das Merkmal darf also durch den Einbettungsprozess nicht gesto¨rt werden.
Die Einbettung in das nachfolgende Frame ist notwendig, da inhalts-vera¨ndernde
Maßnahmen gleichzeitig das Wasserzeichen beeintra¨chtigen ko¨nnten. Damit wa¨re
eine Lokalisierbarkeit manipulierter Stellen nicht mehr mo¨glich. Zusa¨tzlich wird ein
eindeutiger, kontinuierlich steigender Frameindex dem Merkmalsvektor angeha¨ngt,
um Manipulationen an der Zeitachse zu erkennen. Manipulationen an der Zeitachse
sind das Einfu¨gen und Entfernen von Frames sowie die A¨nderung ihrer Abspielrei-
henfolge.
Abbildung 6.1 stellt das Verfahren zur Generierung des Merkmalsvektors noch ein-
mal schematisch dar. Fu¨r die Frames fn−1 und fn bilden wir Gruppen und berechnen
die partiellen Energien. Mit dem Schlu¨ssel K werden Gruppenpaare gebildet und
die Verha¨ltnisse der Gruppenpaare auf den Merkmalsvektor abgebildet. Der Merk-
malsvektor Vn wird anschließend in das Frame fn+1 eingebettet.
In Abbildung 6.2 stellen wir ein Frame seinen partiellen Energien gegenu¨ber. Wir
berechneten dabei die Energie vom ersten bis einschließlich zum fu¨nften DCT-
Koeffizienten. Zur Verbesserung der Sichtbarkeit wurden die Energiewerte gespreizt.
Ein dunklerer Block hat also relativ eine geringere Energie. Wie erkennbar ist kon-
zentrieren sich die hohen Energien auf den linken, oberen Bereich des Bildes. Der
untere, rechte Bereich ist sta¨rker texturiert. Diese Texturen befinden sich jedoch
in den mittleren und hohen Frequenzen, so dass die Energie bei den ersten fu¨nf
DCT-Koeffizienten in Relation zum Gesamtbild niedriger ist.
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Abbildung 6.1: Merkmalsgenerierung fu¨r Energiedifferenzverfahren
Abbildung 6.2: Gegenu¨berstellung eines Frames und seiner zugeho¨rigen Energiewerte
6.1.2 Auslesen des Merkmalsvektors und Verifikation
Im Verifikationsprozess wird zuna¨chst der mittels eines Wasserzeichenverfahrens ein-
gebettete Vektor Vn aus Frame fn+1 ausgelesen. Dies geschieht analog zu dem in Ka-
pitel 3.1.2 beschriebenen Ausleseprozess von Langelaar et al. Aus Frame fn−1 und
Frame fn berechnen wir den Merkmalsvektor V˜n analog zum Einbettungsprozess. V˜n
wird nach Gleichung (6.3) gebildet.
Zur Lokalisierung von mo¨glichen Manipulationen werden Vn und V˜n verglichen. Un-
terscheiden sich vn,o ∈ Vn und v˜n,o ∈ V˜n, so ko¨nnen drei Fa¨lle aufgetreten sein:
1. In Frame fn−1 wurde die Gruppe Gn,o2 manipuliert: Hier sollten die Fehler in
fn−1 geha¨uft auftreten. Da gleichzeitig der in fn−1 eingebettete Vektor Vn−1
durch die Manipulation Fehler aufweisen ko¨nnte, wu¨rde somit auch fn−2 als
fehlerhaft angezeigt werden. In fn−2 sollten jedoch die Fehler durch die Per-
mutation der Markierungspositionen gestreut und nicht geha¨uft auftreten.
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2. In Frame fn wurde die Gruppe Gn−1,o1 manipuliert: Hier sollten die Fehler in
fn geha¨uft auftreten. Da gleichzeitig der in fn eingebettete Vektor Vn durch die
Manipulation Fehler aufweisen ko¨nnte, wu¨rde somit auch fn−1 als fehlerhaft
angezeigt werden. In fn−1 sollten jedoch die Fehler durch die Permutation der
Markierungspositionen gestreut und nicht geha¨uft auftreten.
3. Sowohl Frame fn−1 als auch Frame fn wurden manipuliert: In diesem Fall
sollten sowohl gestreute als auch geha¨ufte Fehler in fn−1 und geha¨ufte Fehler
in fn auftreten. Dies leitet sich aus den beiden vorher beschriebenen Fa¨llen ab.
Zusa¨tzlich erwarten wir gestreute Fehler in fn−2 aufgrund der Bescha¨digung
des Vektors Vn−1, der in fn−1 eingebettet wurde.
6.1.3 Analyse des Merkmals
Die Analyse des Merkmals wurde im Hinblick auf verschiedene Aspekte durch-
gefu¨hrt. Wir unterscheiden in unserer Analyse zwischen inhalts-erhaltenden und
inhalts-vera¨ndernden Maßnahmen. Fu¨r unsere Tests verwendeten wir das in Kapi-
tel 5.1.5 vorgestellte Testvideo. Die untersuchten inhalts-erhaltenden Maßnahmen
umfassten:
• Formatumwandlung (MPEG-2 nach MPEG-4 AVC) und anschließende ver-
lustbehaftete Kompression mit zwei verschiedenen Bitraten (4.600 kBit/s und
1.500 kBit/s)
• Formatumwandlung (MPEG-2 nach MPEG-4 AVC) und Skalierung auf drei
verschiedene Auflo¨sungen (90%, 75% und 50% der Original-Auflo¨sung)
Die untersuchten inhalts-vera¨ndernden Maßnahmen umfassten:
• Austauschen zweier Blo¨cke: Die Vera¨nderungen wurden paarweise oben-links
und unten-rechts bzw. oben-rechts und unten-links durchgefu¨hrt. Die Gro¨ße
der vera¨nderten Blo¨cke betrug 5% bzw. 10% der Gesamtfla¨che. Insgesamt wer-
den also 10% bzw. 20% vera¨ndert.
• Entfernen eines Blockes: Die Farbwerte der einzelnen Pixel des betreffenden
Blockes wurden durch den Farbmittelwert des Blockes ersetzt. Die Vera¨nde-
rungen wurden in allen vier Ecken durchgefu¨hrt. Die Gro¨ße der vera¨nderten
Blo¨cke betrug 5% bzw. 10% der Gesamtfla¨che.
• Einfu¨gen eines Blockes: Der betreffende Block wurde durch einen weißen Block
mit schwarzer Schrift ersetzt. Die Vera¨nderungen wurden in allen vier Ecken
durchgefu¨hrt. Die Gro¨ße der vera¨nderten Blo¨cke betrug 5% bzw. 10% der Ge-
samtfla¨che.
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Ausgewa¨hlte Beispiele dieser Maßnahmen sind in Abbildung 6.3 dargestellt. Im obe-
ren linken Bild wurden der obere rechte und der untere linke Block ausgetauscht. Im
oberen rechten Bild wurde der untere rechte Block durch seinen Farbmittelwert er-
setzt. Im unteren Bild wurde der obere linke Block durch weißen Block mit schwarzer
Schrift ersetzt um das Einfu¨gen eines Blockes zu simulieren.
Abbildung 6.3: Beispiele fu¨r inhalts-vera¨ndernde Maßnahmen
Zur Generierung des Merkmals haben wir unterschiedliche Gro¨ßen der Blockgruppen
untersucht. Drei Auflo¨sungen wurden getestet:
Auflo¨sung in Blo¨cken Auflo¨sung in Pixeln Vektorla¨nge
9x7 72x56 100 Bit
6x5 48x40 210 Bit
5x3 40x24 432 Bit
Tabelle 6.1: Getestete Auflo¨sungen des Energiedifferenz-Merkmals
Zusa¨tzlich untersuchen wir die Einfu¨hrung eines Schwellwertes T , der die Gleichung
(6.3) wie folgt modifiziert:
vn,o =
{
1, ETeil(Gn−1,o1)− ETeil(Gn,o2) ≥ T
0, ETeil(Gn−1,o1)− ETeil(Gn,o2) < −T (6.4)
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T kann entweder ein fester oder ein dynamischer Schwellwert sein. In unseren Unter-
suchungen verwendeten wir einen dynamischen Schwellwert, der wie folgt definiert
wurde:
• Ist ETeil(Gn−1,o1) die ho¨here von beiden Energien, so wird der Schwellwert T
u¨ber den prozentualen Anteil von ETeil(Gn−1,o1) definiert.
• Ist ETeil(Gn,o2) die ho¨here von beiden Energien, so wird der Schwellwert T
u¨ber den prozentualen Anteil von ETeil(Gn,o2) definiert.
T ist also der prozentuale Anteil der ho¨heren Energie.
Fu¨r die folgenden Testergebnisse wurde die Anzahl der Koeffizienten, die zur Berech-
nung des Merkmals verwendet wurden, variiert. Fu¨r den Parameter S aus Abschnitt
6.1.1 verwendeten wir die Werte 2, 5, 9, 14 und 20. Der Grund liegt darin, dass
die gleiche Anzahl von horizontalen und vertikalen Frequenzen einbezogen werden
sollte. Die folgenden Testergebnisse repra¨sentieren den jeweils besten Parametersatz
fu¨r die jeweilige Auflo¨sung. Der beste Parametersatz zeichnet sich durch das bes-
te Verha¨ltnis zwischen Robustheit und Sensitivita¨t aus. Der beste Parametersatz
ist also nicht unbedingt derjenige, der die beste Sensitivita¨t aufweist, weil dies mit
einem Ru¨ckgang der Robustheit einhergehen ko¨nnte. Ebenso ko¨nnte ein Parame-
tersatz mit einer hervorragenden Robustheit wiederum eine mangelnde Sensitivita¨t
nach sich ziehen. Die Parametersa¨tze aus Tabelle 6.2 wurden fu¨r die verschiedenen
Vektorla¨ngen verwendet.
Im Diagramm in Abbildung 6.4 wird die Total Rejection Rate (TRR) dargestellt.
Sie repra¨sentiert den Anteil aller als vera¨ndert erkannter Blo¨cke in Relation zur Ge-
samtanzahl aller Blo¨cke. Es wird ersichtlich, dass mit ku¨rzerer La¨nge des Vektors
auch die TRR sinkt. Je kleiner also die Blockgruppen sind, desto fehleranfa¨lliger
wird das Merkmal, die TRR steigt an. Sehr gut zu erkennen ist, dass in allen drei
Auflo¨sungen das Merkmal bei allen fu¨nf inhalts-erhaltenden Maßnahmen eine Feh-
lerrate von unter einem Prozent aufweist.
In den Abbildungen 6.5 und 6.6 stellen wir die Correct Rejection Rate (CRR) und
die False Rejection Rate (FRR) dar. Die CRR repra¨sentiert den Anteil aller Fra-
mes, die als vera¨ndert erkannt wurden. Ein vera¨ndertes Frame gilt dann als erkannt,
wenn mindestens einer der vera¨nderten Blo¨cke vom Merkmal erkannt wurde. Dem-
gegenu¨ber repra¨sentiert die FRR den Anteil der Blo¨cke, die unkorrekt als vera¨ndert
erkannt wurden, in Relation zur Gesamtanzahl aller Blo¨cke. Die Ergebnisse wurden,
wie bereits in Abbildung 6.4, hinsichtlich der La¨nge des Merkmalsvektors gruppiert.
Drei Erkenntnisse ko¨nnen wir aus dem Diagramm ableiten:
1. Je gro¨ßer die Vera¨nderung war, desto besser wurde die Vera¨nderung erkannt.
Wurden Blo¨cke mit einer Fla¨che von 5% der Gesamtfla¨che vera¨ndert, so wur-
den durchschnittlich 30,26% aller Manipulationen korrekt erkannt (210 Bit).
Wurden dagegen Blo¨cke mit einer Fla¨che von 10% der Gesamtfla¨che vera¨ndert,
so stieg die durchschnittliche Erkennungsrate auf 61,62% (ebenfalls 210 Bit).
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2. Vera¨nderungen an Blockpaaren (Austausch von Blo¨cken) wurden besser er-
kannt als an Einzelblo¨cken. Betrug die La¨nge des Merkmalsvektors 210 Bit so
wurden durchschnittlich 81,02% aller vera¨nderten Frames, bei denen Blockpaa-
re vera¨ndert wurden, richtig erkannt. Im Fall von manipulierten Einzelblo¨cken
betrug die Erkennungsrate durchschnittlich 40,92% (bei eingefu¨gten Blo¨cken)
bzw. 15,88% (bei entfernten Blo¨cken).
3. Der Merkmalsvektor mit einer La¨nge von 210 Bit erzielte die besten Ergeb-
nisse. Durchschnittlich betrug hier die Erkennungsrate 45,94%, wobei sie zwi-
schen 6,66% (Blo¨cke von 5% Gro¨ße entfernen) und 93,61% (Blo¨cke von 10%
Gro¨ße austauschen) schwankt. Gleichzeitig ist die durchschnittliche FRR bei
den inhalts-vera¨ndernden Maßnahmen mit 3,37% am niedrigsten im Vergleich
zu Merkmalsvektoren mit einer La¨nge von 432 Bit und 100 Bit.
In den Abbildungen 6.7, 6.8 und 6.9 zeigen wir die Auswirkungen des Schwellwerts
T auf Merkmalsvektoren der La¨nge 210 Bit. Dafu¨r wurden die Parametersa¨tze aus
Tabelle 6.3 verwendet. Wiederum sind zwei Erkenntnisse aus den Ergebnissen ab-
zuleiten:
1. Die Einfu¨hrung von T hatte keine signifikanten Auswirkungen auf die Total
Rejection Rate bei den inhalts-erhaltenden Maßnahmen. Aus Abbildung 6.7
wird ersichtlich, dass bei der sta¨rksten Vera¨nderung, der Kompression auf 1.500
kBit/s, die TRR bei allen untersuchten Schwellwerten immer noch bei unter
einem Prozent liegt.
2. Mit steigendem Schwellwert T steigt die Correct Rejection Rate bei den in-
halts-vera¨ndernden Maßnahmen. Aus Abbildung 6.8 wird ersichtlich, dass bei
einem Schwellwert von 0% die durchschnittliche CRR bei 38,88% liegt. Dem-
gegenu¨ber erho¨ht sich bei einem Schwellwert von 12% die durchschnittliche
Erkennungsrate auf 45,94%.
Fazit: Die Einfu¨hrung von T hat die Ergebnisse noch einmal deutlich verbessert.
Vektorla¨nge Schwellwert S Schwellwert T
100 Bit 5 12%
210 Bit 5 12%
432 Bit 2 12%
Tabelle 6.2: Parametersa¨tze fu¨r die verschiedenen Vektorla¨ngen
6.1. VERWENDUNG DER ENERGIEDIFFERENZ 67
Abbildung 6.4: TRR des Energiedifferenzverfahrens gruppiert nach La¨nge des Merk-
malsvektors
Abbildung 6.5: CRR des Energiedifferenzverfahrens gruppiert nach La¨nge des Merk-
malsvektors
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Abbildung 6.6: FRR des Energiedifferenzverfahrens gruppiert nach La¨nge des Merk-
malsvektors
Schwellwert T Schwellwert S
0% 9
6% 2
12% 5
Tabelle 6.3: Parametersa¨tze fu¨r die verschiedenen Werte des Schwellwertes T
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Abbildung 6.7: TRR des Energiedifferenzverfahrens gruppiert nach Schwellwert T
Abbildung 6.8: CRR des Energiedifferenzverfahrens gruppiert nach Schwellwert T
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Abbildung 6.9: FRR des Energiedifferenzverfahrens gruppiert nach Schwellwert T
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6.2 Verwendung der Grauwert-Entropie
Ein weiteres Merkmal, das nicht-inhaltliche Abha¨ngigkeiten betrachtet und fu¨r den
Einsatz in Integrita¨tswasserzeichen geeignet ist, ist die Entropie der Grauwerte und
wurde von uns in [TSS06] vorgestellt. Die Entropie wurde erstmals von C. E. Shan-
non in [Sha48] vorgestellt und bezeichnet in der Informationstheorie die Informati-
onsdichte eines Zeichensystems.
Sei Z = {z1, . . . , zU} ein Alphabet mit U Elementen und P = {p1, . . . , pU} die
Menge der zugeho¨rigen Wahrscheinlichkeiten mit
∑
pu∈P = 1. Dann ist die Entropie
H(P ) definiert als:
H(P ) = −
N∑
u=1
pu · log2 pu (6.5)
Aus Sicht der Informationstheorie bedeutet dies, dass durchschnittlich H(P ) Bits
beno¨tigt werden, um ein Element aus Z zu kodieren [CT91]. Fu¨r Kompressionsal-
gorithmen repra¨sentiert die Entropie also die durchschnittlich erreichbare Kompres-
sionsrate.
In unserem Fall ist Z = {0, 1, . . . , 255} die Menge der Grauwerte mit U = 256
Elementen. Sei Bn = {bn,1, . . . , bn,M} die Menge aller Blo¨cke in einem Frame fn ∈
F , wobei F = {f1, . . . , fN} die Menge aller Videoframes in einem Video ist. Sei
weiterhin P die Wahrscheinlichkeitsverteilung aller Grauwerte in Block bn,m mit P =
{pn,m,0, . . . , pn,m,255} und ∑255j=0 pn,m,j. Dann ist H(bn,m) die Entropie der Grauwerte
in Block bn,m. Dazu wird Gleichung (6.5) folgendermaßen modifiziert:
H(bn,m) = −
255∑
j=0
pn,m,j · log2 pn,m,j (6.6)
6.2.1 Generierung des Merkmalsvektors und Einbettung
Um den Merkmalsvektor Vn = vn,1 ‖. . . ‖vn,M eines Frames fn zu generieren wird
zuna¨chst das Frame auf eine feste Gro¨ße skaliert. Damit wird eine feste La¨nge des
Merkmalsvektors erreicht. In der Praxis verwenden wir eine Frameauflo¨sung von
128×128 Pixeln. Danach wird jeder Block bn,m durch die folgenden Schritte vorver-
arbeitet:
1. Anwendung eines Tief-Pass-Filters auf den Block. Damit werden die mittleren
und hohen Frequenzen von der Merkmalsgenerierung ausgeschlossen. Diese
Frequenzen werden im spa¨teren Einbettungsprozess verwendet.
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2. Anwendung eines Weichzeichen-Filters, um das gefilterte Bild zu gla¨tten.
3. Quantisierung der Grauwerte auf QF Werte, um die Anzahl der Grauwerte zu
reduzieren und damit eine ho¨here Robustheit zu erreichen.
4. Berechnung der Entropie H(bn,m) nach Gleichung (6.6).
In einem weiteren Schritt werden die Blo¨cke in Gruppen Gn = {Gn,1, . . . , Gn,O}
unterteilt. Ein Vektorbit vn,m ∈ Vn wird durch eine der folgenden Bedingungen
gebildet:
• Ist H(bn,m) innerhalb seiner Gruppe Gn,o ein Maximum, dann wird sein zu-
geho¨riges Vektorbit vn,m auf 1 gesetzt.
• Ist H(bn,m) innerhalb seiner Gruppe Gn,o gro¨ßer als die Ha¨lfte aller H(bn,m) in
Gn,o, dann wird sein zugeho¨riges Vektorbit vn,m auf 1 gesetzt.
• Erfu¨llt H(bn,m) keine der vorherigen Bedingungen, so wird sein zugeho¨riges
Vektorbit vn,m auf 0 gesetzt.
Fu¨r die Einbettung des Merkmalsvektors verwenden wir die mittleren und hohen Fre-
quenzen. Dazu eignen sich alle in den Kapiteln 3.1.2 und 5 vorgestellten Verfahren.
Die Einstellungen mu¨ssen so vorgenommen werden, dass die niedrigen Frequenzen,
die zur Merkmalsgenerierung verwendet wurden, nicht durch den Einbettungspro-
zess vera¨ndert werden. Es ist wieder darauf zu achten, dass der Merkmalsvektor
Vn in das benachbarte Frame fn+1 eingebettet wird, um die Lokalisierbarkeit nach
einer Vera¨nderung des Inhalts gewa¨hrleisten zu ko¨nnen. Zusa¨tzlich wird ein ein-
deutiger, kontinuierlich steigender Frameindex dem Merkmalsvektor angeha¨ngt, um
Manipulationen an der Zeitachse zu erkennen.
Abbildung 6.10 stellt das Verfahren zur Generierung des Merkmalsvektors noch
einmal schematisch dar. Das Frame fn wird vorverarbeitet und in Gruppen unter-
teilt, deren jeweilige Entropie berechnet wird. Aus den Gruppen-Entropien wird der
Merkmalsvektor generiert und unter der Kontrolle eines geheimen Schlu¨ssels K in
das Frame fn+1 eingebettet.
Abbildung 6.10: Merkmalsgenerierung fu¨r Entropieverfahren
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Abbildung 6.11 stellt ein Frame beispielhaft seinen Block-Interestwerten gegenu¨ber.
Die Block-Interestwerte wurden zur besseren Sichtbarkeit gespreizt. Ein dunklerer
Block verfu¨gt also u¨ber eine geringere Entropie. Es ist zu erkennen, dass im Bereich
der Tragfla¨chen und des Himmels die Entropie deutlich geringer ist als beispielsweise
im unteren rechten Bereich (erkennbar an den dunkleren Blo¨cken). Eine sta¨rkere
Texturierung hat also eine ho¨here Entropie zur Folge. Im Gegenzug hat eine geringere
Texturierung folglich auch eine niedrigere Entropie zur Folge.
Abbildung 6.11: Gegenu¨berstellung eines Frames und seiner Entropie-Interestwerte
6.2.2 Auslesen des Merkmalsvektors und Verifikation
Im Ausleseprozess wird der Merkmalsvektor Vn aus dem Frame fn+1 ausgelesen. Da-
ru¨ber hinaus berechnen wir den aktuellen und mo¨glicherweise modifizierten Merk-
malsvektor V˜n aus Frame fn. Stimmen die Bits von Vn und V˜n nicht u¨berein, so ist
von einer Manipulation des Videos auszugehen. Die aufgetretenen Manipulationen
ko¨nnen lokalisiert und angezeigt werden. Wir unterscheiden drei Fa¨lle von Manipu-
lationen:
1. Wurde Frame fn manipuliert, so sollten Fehler in fn geha¨uft auftreten, wa¨hrend
Fehler in fn−1 gestreut auftreten sollten. Dieser Fall kann dann auftreten,
wenn durch die Manipulationen der Merkmalsvektor Vn−1, der in Frame fn
eingebettet wurde, bescha¨digt wurde.
2. Wurde Frame fn+1 manipuliert, so sollten Fehler in fn gestreut auftreten,
wenn der Merkmalsvektor in Vn in fn+1 bescha¨digt wurde. Gleichzeitig sollten
in Frame fn+1 Fehler geha¨uft auftreten.
3. Wurden mehrere Frames manipuliert, so sollten in verschiedenen Frames die
Fehler sowohl geha¨uft als auch gestreut auftreten. Im Frame vor Beginn der
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Manipulation sollten durch die Authentifizierung durch das bescha¨digte nach-
folgende Frame die Fehler gestreut auftreten. Demgegenu¨ber sollten im letzten
Frame der Manipulation die Fehler nur geha¨uft auftreten, da der authentifi-
zierende Merkmalsvektor aus dem nachfolgenden Frame nicht bescha¨digt sein
sollte.
In [TS10] stellen wir eine Mo¨glichkeit vor um inhalts-erhaltende Maßnahmen von
inhalts-vera¨ndernden Maßnahmen zu unterscheiden. Dazu nutzen wir die Zeitachse
eines Videos aus. Wir vertreten die Annahme, dass inhalts-erhaltende Maßnahmen,
wie verlustbehaftete Kompression oder Kontrastanpassung, zufa¨llige Sto¨rungen im
Merkmal hervorrufen. Um die Aussage des sichtbaren Inhaltes zu vera¨ndern mu¨ssen
mehrere Frames hintereinander u¨ber einen la¨ngeren Zeitraum manipuliert werden.
Um die Unterscheidung zu ermo¨glichen fu¨hren wir einen zeitlichen Filter ein. Tritt
eine Sto¨rung im Merkmal mehrfach an der gleichen Position auf, so ist das ein
Indiz fu¨r eine inhalts-vera¨ndernde Maßnahme. Abbildung 6.12 zeigt auf der linken
Seite detektierte Vera¨nderungen am Merkmal nach verlustbehafteter Kompression,
also einer inhalts-erhaltenden Maßnahme. Oben abgebildet ist das Ergebnis vor und
unten nach der Anwendung eines zeitlichen Filters. Wie gut zu erkennen ist, tritt die
Sto¨rung zufa¨llig auf und wird durch den Filter nahezu eliminiert. Anders verha¨lt es
sich mit einer inhalts-vera¨ndernden Maßnahme, die auf der rechten Seite abgebildet
ist. Sie bleibt zu großen Teilen auch nach der Anwendung des zeitlichen Filters
erhalten.
Abbildung 6.12: Merkmalsunterschiede vor (oben) und nach (unten) Anwendung
eines zeitlichen Filters. Links nach verlustbehafteter Kompression und rechts nach
Einfu¨gen eines Objektes.
6.2.3 Gewa¨hrleistung der Sicherheit des Verfahrens
Um in sicherheitsrelevanten Szenarien Anwendung finden zu ko¨nnen muss die Sicher-
heit des Verfahrens gewa¨hrleistet sein. Einem Angreifer darf es nicht gelingen eine
Fa¨lschung durchzufu¨hren, ohne entdeckt zu werden. Er darf also nicht wissen, wie
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der Merkmalsvektor nach einer Manipulation aussieht. Um diesem Umstand Rech-
nung zu tragen haben wir in [TSS06] zwei Ansa¨tze zur Gewa¨hrleistung der Sicherheit
vorgestellt. Der erste Ansatz schla¨gt eine Gruppenbildung aufgrund pseudo-zufa¨llig
erzeugter Gruppen vor. Dies kann beispielsweise mittels einer Triangulation, die
durch einen geheimen Schlu¨ssel gesteuert wird, geschehen (siehe Abbildung 6.13).
Durch den Schlu¨ssel wird eine Triangulation erzeugt, durch die wiederum die Grup-
pen gebildet werden. Einem Angreifer ist es dann nicht mo¨glich vorherzusagen, zu
welcher Gruppe der Block geho¨rt und ob er damit ein Maximum in seiner Grup-
pe darstellt. Zusa¨tzliche Sicherheit bringt der zweite Ansatz aus [TSS06], bei dem
nur die niedrigen Frequenzen zur Merkmalsgenerierung verwendet werden. Dadurch,
dass die mittleren und hohen Frequenzen die Tra¨ger des Wasserzeichens sind und
damit des authentifizierenden Merkmalsvektors, ist es fu¨r einen Angreifer schwierig
nur Manipulationen durchzufu¨hren, welche nur die niedrigen Frequenzen vera¨ndern.
Schließlich sollte eine Manipulationen fu¨r einen Betrachter nicht offensichtlich sein.
Eine Manipulation der mittleren und hohen Frequenzen wu¨rde vermutlich den Merk-
malsvektor bescha¨digen und damit eine Manipulation anzeigen.
Abbildung 6.13: Bildung von Blockgruppen mittels Triangulation
Der Ansatz, dass Frame fn durch sein nachfolgendes Frame fn+1 verifiziert wird, hat
zur Folge, dass mindestens ein Frame des Videos nur indirekt authentifiziert werden
kann. Um jedes Frame eines Videos verifizieren zu ko¨nnen, haben wir in [TSS05] die
sogenannte
”
Verifikations-Kette“ eingefu¨hrt. Dazu werden alle Frames fn in Gruppen
Fq der Gro¨ße R unterteilt. Die gegenseitige Authentifizierung findet dann in der je-
weiligen Gruppe statt. Abbildung 6.14 stellt ein Beispiel fu¨r eine Verifikations-Kette
mit R = 3 dar. Die Gruppe Fq ist definiert als Fq = {fn, fn+1, fn+2}. Neben dem
Merkmalsvektor wird zusa¨tzlich der Gruppenindex q eingebettet. Im Gegensatz zum
eben vorgeschlagenen Verifikationsverfahren, verla¨uft die Verifikation in der Kette in
entgegengesetzter Richtung. Jedes Frame der Gruppe entha¨lt den Merkmalsvektor
des ihm nachfolgenden Frames. In das letzte Frame wird der Merkmalsvektor des
ersten Frames eingebettet. Wu¨rde die Verifikations-Kette in umgekehrter Richtung
verlaufen, mu¨sste Frame fn bis zur Generierung von Vn+2 im Speicher vorgehalten
werden. So muss nur der deutlich ku¨rzere Merkmalsvektor Vn zwischengespeichert
werden. Durch die Anwendung der Verifikations-Kette ko¨nnen wir verschiedene Ma-
nipulationen der Zeitachse erkennen:
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• Wird Frame fn+1 entfernt, so enthalten nur noch zwei Frames den Gruppen-
index q. Da fn weiterhin durch fn+2 verifiziert werden kann, fn+2 jedoch nicht
verifiziert werden kann, ko¨nnen wir das Entfernen von fn+1 feststellen.
• Gleiches gilt fu¨r das Einfu¨gen eines Frames fn+3, dass in einem anderen Fall
auch ein Frame ersetzen kann. Durch das Nicht-Vorhandensein von q kann
diese Vera¨nderung der Zeitachse erkannt werden.
Frame fn
Vn+1 + q
 f
n+1  
Frame fn+1
Vn+2 + q
 1
n+2  
Frame fn+2
Vn + q
 2
n  
Verifikations-Frame
Abbildung 6.14: Verifikations-Kette
6.2.4 Analyse des Merkmals
Um das Merkmal zu analysieren, verwendeten wir das in Kapitel 5.1.5 vorgestellte
Testvideo. Die untersuchten inhalts-erhaltenden Maßnahmen umfassten Formatum-
wandlung mit verlustbehafteter Kompression auf zwei verschiedene Bitraten und
Formatumwandlung mit Skalierung auf drei verschiedene Auflo¨sungen (siehe Ab-
schnitt 6.1.3).
In der ersten Testreihe wurden unterschiedliche Blockgro¨ßen (8× 8 Pixel und 16×
16 Pixel) und drei Gruppengro¨ßen getestet (2, 4 bzw. 8 Blo¨cke pro Gruppe). Die
Robustheits-Testergebnisse sind in Abbildung 6.15 dargestellt. Wiederum wurden
fu¨r jede Block- und Gruppengro¨ße der jeweils beste Parametersatz verwendet, d.h.
welcher das beste Verha¨ltnis zwischen Robustheit und Sensitivita¨t darstellt. Die
Parametersa¨tze ko¨nnen Tabelle 6.4 entnommen werden. Aus Abbildung 6.15, welche
die Total Rejection Rate (TRR) darstellt, ko¨nnen wir folgende Erkenntnisse ableiten:
• Mit gro¨ßeren Blockgro¨ßen steigt auch die Total Rejection Rate. Wa¨hrend bei
einer Blockgro¨ße von 8× 8 Pixeln die durchschnittliche TRR bei 0,50% liegt,
erho¨ht sie sich bei einer Blockgro¨ße von 16× 16 Pixeln auf 1,20%.
• Mit zunehmender Gruppengro¨ße steigt auch die TRR. Liegt sie bei einer Grup-
pengro¨ße von 2 Blo¨cken bei durchschnittlich 0,20% so steigt sie bei einer Grup-
pengro¨ße von 8 Blo¨cken auf 1,31%.
• Die maximale Fehlerrate ist ho¨her als die maximale TRR des Energiedifferenz-
verfahrens. Lag sie beim Energiedifferenzverfahren bei unter einem Prozent so
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liegt sie bei einer Gruppengro¨ße von 8 Blo¨cken und einer Blockgro¨ße von 16×16
Pixeln, nach einer Skalierung auf 50% der Originalauflo¨sung, bei 3,09%.
In den Abbildungen 6.16 und 6.17 sind die Correct Rejection Rate (CRR) und
die False Rejection Rate (FRR) fu¨r die oben genannten Parametersa¨tze dargestellt.
Die inhalts-vera¨ndernden Maßnahmen umfassten das Austauschen von Blockpaaren
und das Einfu¨gen bzw. Entfernen von Einzelblo¨cken (siehe Abschnitt 6.1.3). Aus
den Ergebnissen ko¨nnen wir folgende Erkenntnisse ableiten:
• Mit gro¨ßerer Blockgro¨ße sinkt die CRR. Wa¨hrend bei einer Blockgro¨ße von
8 × 8 Pixeln die durchschnittliche CRR bei 87,89% liegt, sinkt sie bei einer
Blockgro¨ße von 16× 16 Pixeln auf 62,23%.
• Eine gro¨ßere Gruppengro¨ße wirkt sich positiv auf die CRR aus. Bei einer
Blockgro¨ße von 8 × 8 Pixeln steigt die durchschnittliche CRR von 80,73% (2
Blo¨cke pro Gruppe) auf bis zu 92,30% (8 Blo¨cke pro Gruppe). A¨hnliches kann
bei einer Blockgro¨ße von 16 × 16 Pixeln beobachtet werden, wobei sich hier
die Gruppengro¨ße mit 4 Blo¨cken als die mit der durchschnittlich besten CRR
herausgestellt hat.
• Die Ergebnisse sind deutlich besser als fu¨r das Energiedifferenzverfahren. Er-
zielten wir mit dem Energiedifferenzverfahren maximal eine CRR von 45,94%,
so liegt die maximale CRR beim Entropie-Verfahren bei 92,30%.
• Bei einer Blockgro¨ße von 8× 8 Pixeln ist die Differenz zwischen der CRR bei
5% Vera¨nderung (83,37%) a¨hnlich zu der CRR bei 10% (92,40%) Vera¨nderung.
In einem weiteren Schritt analysierten wir die Einfu¨hrung des Quantisierungsfaktors
QF auf die Robustheit und Sensitivita¨t des Merkmals. Aus U¨bersichtsgru¨nden wur-
de nur eine Blockgro¨ße von 8×8 Pixeln verwendet. Aus Tabelle 6.5 sind die verwen-
deten Parametersa¨tze zu entnehmen. Die Testergebnisse sind in den Abbildungen
6.18, 6.19 und 6.20 dargestellt. Aus den Ergebnissen ko¨nnen folgende Erkenntnisse
abgeleitet werden:
• Mit einem ho¨heren Quantisierungsfaktor nimmt die Robustheit des Verfah-
rens zu. Die durchschnittliche TRR sinkt von 2,58% bei QF = 1 auf bis zu
0,60% bei QF = 50. Die maximale TRR bei einer Skalierung auf 50% der
Originalauflo¨sung sinkt dabei auf 1,35%.
• Ein ho¨herer Quantisierungsfaktor wirkt sich nicht negativ auf die Sensitivita¨t
des Verfahrens aus. Bei einem Quantisierungsfaktor QF = 10 erzielten wir
das Maximum mit einer durchschnittlichen CRR von 92,94%. A¨hnlich ist das
Ergebnis bei QF = 25 mit einer durchschnittlichen CRR von 92,30%.
In einem dritten Schritt analysierten wir die Einfu¨hrung des zeitlichen Filters auf die
Robustheit und Sensitivita¨t des Merkmals. Aus U¨bersichtsgru¨nden wurde wiederum
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nur eine Blockgro¨ße von 8×8 Pixeln verwendet. Aus Tabelle 6.6 sind die verwendeten
Parametersa¨tze zu entnehmen. Aus den Testergebnissen in den Abbildungen 6.21,
6.22 und 6.23 ko¨nnen wir folgende Erkenntnisse ableiten:
• Mit steigender Filterla¨nge steigt auch die Robustheit des Verfahrens. Die
durchschnittliche TRR sinkt von 2,32% (Filterla¨nge 1s) auf bis zu 0,20% (Fil-
terla¨nge 5s).
• Ein la¨ngerer Filter wirkt sich nicht negativ auf die Sensitivita¨t des Verfahrens
aus. Wir erzielten die beste durchschnittliche CRR bei einer Filterla¨nge von
3s (92,30%) bzw. 2s (92,03%).
Fazit: Das Verfahren ist gut geeignet, um Merkmalsvektoren zu generieren, die in
Integrita¨ts-Videowasserzeichen zum Einsatz kommen ko¨nnen.
Blockgro¨ße Gruppengro¨ße Quantisierungsfaktor QF Filterla¨nge
8× 8 2 25 3s
8× 8 4 10 3s
8× 8 8 25 3s
16× 16 2 1 2s
16× 16 4 1 2s
16× 16 8 10 2s
Tabelle 6.4: Parametersa¨tze fu¨r die verschiedenen Block- und Gruppengro¨ßen
Quantisierungsfaktor QF Gruppengro¨ße Filterla¨nge
1 4 3s
10 8 3s
25 8 3s
50 8 3s
Tabelle 6.5: Parametersa¨tze fu¨r die Werte von QF
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Abbildung 6.15: TRR des Entropie-Verfahrens gruppiert nach Block- und Gruppen-
gro¨ße
Abbildung 6.16: CRR des Entropie-Verfahrens gruppiert nach Block- und Gruppen-
gro¨ße
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Abbildung 6.17: FRR des Entropie-Verfahrens gruppiert nach Block- und Gruppen-
gro¨ße
Abbildung 6.18: TRR des Entropie-Verfahrens gruppiert nach Quantisierungsfaktor
QF
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Abbildung 6.19: CRR des Entropie-Verfahrens gruppiert nach Quantisierungsfaktor
QF
Abbildung 6.20: FRR des Entropie-Verfahrens gruppiert nach Quantisierungsfaktor
QF
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Filterla¨nge Gruppengro¨ße Quantisierungsfaktor QF
1s 2 25
2s 4 25
3s 8 25
4s 8 10
5s 8 10
Tabelle 6.6: Parametersa¨tze fu¨r die Filterla¨ngen
Abbildung 6.21: TRR des Entropie-Verfahrens gruppiert nach Filterla¨nge
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Abbildung 6.22: CRR des Entropie-Verfahrens gruppiert nach Filterla¨nge
Abbildung 6.23: FRR des Entropie-Verfahrens gruppiert nach Filterla¨nge
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6.3 Interest-Operator nach Moravec
Neben der Abbildung von nicht-inhaltlichen Abha¨ngigkeiten auf Merkmalsvektoren,
untersuchen wir die Abbildung inhaltlicher Abha¨ngigkeiten. Eine Mo¨glichkeit in-
haltliche Abha¨ngigkeiten auf Merkmalsvektoren abzubilden, ist die Verwendung so
genannter Interest-Operatoren. Sie haben ihren Ursprung in der Robotik, wobei sie
Robotern markante (interessante) Punkte im Raum zuru¨ckliefern sollen. Die gefun-
denen Punkte sollen so dominant sein, dass sie in einer Sequenz von aufeinander
folgenden Frames zu finden sind. Anhand dieser Punkte bestimmen die Roboter
ihre eigene Position und ko¨nnen sich damit in Ra¨umen orientieren. Erste Vertre-
ter dieser Interest-Operatoren wurden von Moravec [Mor77] im Jahr 1977 und von
Fo¨rstner/Gu¨lch [FG87] im Jahr 1987 vorgestellt.
Aufgrund seiner geringen Komplexita¨t bei gleichzeitig guter Trennscha¨fe untersu-
chen wir in diesem Abschnitt den Interest-Operator von Moravec auf seine Taug-
lichkeit fu¨r den Einsatz zur Generierung von Merkmalsvektoren. Nachfolgend be-
schreiben wir die Arbeitsweise des urspru¨nglichen Interest-Operators und stellen
anschließend unsere Modifikationen vor, um den Operator fu¨r den Einsatz in Video-
wasserzeichen zum Integrita¨tsschutz zu optimieren.
Der urspru¨ngliche Interest-Operator von Moravec basiert auf Grauwerten. Er berech-
net fu¨r ein Pixel die Abweichung zu seinen Nachbarpixeln in horizontaler, vertikaler
und zwei diagonalen Richtungen.
V D1 D2H
Abbildung 6.24: Hauptrichtungen des Interest-Operators nach Moravec (H = Hori-
zontal, V = Vertikal, D1 = Diagonale 1, D2 = Diagonale 2)
Sei px,y der Grauwert eines Pixels an der Position (x, y) und n× n die Gro¨ße eines
Fensters, der umliegenden Pixelwerte mit px,y im Zentrum. Dann berechnen sich die
Werte H(x, y) (horizontal), V (x, y) (vertikal), D1(x, y) (Diagonale 1) und D2(x, y)
(Diagonale 2) der vier Richtungen wie folgt [Sch99]:
V (x, y) =
∑
r,s
|px+r,y+s − px+r,y+s+1| (6.7)
H(x, y) =
∑
r,s
|px+r,y+s − px+r+1,y+s| (6.8)
D1(x, y) =
∑
r,s
|px+r,y+s − px+r+1,y+s+1| (6.9)
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D2(x, y) =
∑
r,s
|px+r,y+s − px+r+1,y+s−1| (6.10)
Dabei gilt −n
2
≤ r, s ≤ n
2
.
Sei F = {f1, . . . , fN} die Menge aller Videoframes in einem Video und Bn =
{bn,1, . . . , bn,M} die Menge aller Blo¨cke in Frame fn ∈ F . Dann berechnet sich der
Interestwert I(n,m, x, y) eines Pixels an Position (x, y) in Block bn,m wie folgt:
I(n,m, x, y) = min(H(x, y), V (x, y), D1(x, y), D2(x, y)) (6.11)
Das Minimum stellt sicher, dass nur allein stehende, signifikante Punkte erkannt
werden. Punkte auf Ecken und Kanten werden von Moravecs Interest-Operator als
nicht markant angesehen. Dadurch wird das Ergebnis robuster gegenu¨ber Rauschen
und inhalts-erhaltenden Vera¨nderungen.
6.3.1 Generierung des Merkmalsvektors und Einbettung
Analog zum Verfahren aus Abschnitt 6.2 wird zuna¨chst das Frame fn auf eine feste
Gro¨ße skaliert (hier 128 × 128 Pixel) um eine feste La¨nge des Merkmalsvektors
unabha¨ngig von der Frameauflo¨sung zu erreichen. Danach wird jeder Block bn,m wie
folgt vorverarbeitet:
1. Anwendung eines Tief-Pass-Filters auf den Block. Damit werden die mittleren
und hohen Frequenzen von der Merkmalsgenerierung ausgeschlossen. Diese
Frequenzen werden im spa¨teren Einbettungsprozess verwendet.
2. Anwendung eines Weichzeichen-Filters, um das gefilterte Bild zu gla¨tten.
3. Berechnung des Block-Interestwertes I(bn,m), indem die Summe aller Pixel-
Interestwerte in bn,m gebildet wird.
Wir unterteilen die Blo¨cke in Gruppen Gn = {Gn,1, . . . , Gn,O}. Ein Vektorbit des
Merkmalsvektors Vn = vn,1 ‖. . . ‖vn,M des Frames fn wird nach [TSS05] wie folgt
gebildet:
• Ist I(bn,m) innerhalb seiner Gruppe Gn,o ein Maximum, dann wird sein zu-
geho¨riges Vektorbit vn,m auf 1 gesetzt.
• Ist I(bn,m) innerhalb seiner Gruppe Gn,o gro¨ßer als die Ha¨lfte aller I(bn,m) in
Gn,o, dann wird sein zugeho¨riges Vektorbit vn,m auf 1 gesetzt.
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• Erfu¨llt I(bn,m) keine der vorherigen Bedingungen, so wird sein zugeho¨riges
Vektorbit vn,m auf 0 gesetzt.
Der Merkmalsvektor Vn wird mit einem robusten Wasserzeichenverfahren in das Fra-
me fn+1 eingebettet. Dabei ist wie im vorherigen Abschnitt zu beachten, dass die
Einstellungen so vorgenommen werden, so dass die niedrigen Frequenzen, die zur
Berechnung des Merkmalsvektors verwendet werden, nicht durch den Einbettungs-
prozess vera¨ndert werden. Zusa¨tzlich wird ein eindeutiger, kontinuierlich steigender
Frameindex dem Merkmalsvektor angeha¨ngt, um Manipulationen an der Zeitachse
zu erkennen.
Abbildung 6.25 stellt das Verfahren zur Generierung des Merkmalsvektors noch
einmal schematisch dar. Das Frame fn wird zuna¨chst vorverarbeitet und dann wer-
den die Interest-Werte berechnet. Anschließend werden Gruppen gebildet und der
Merkmalsvektor berechnet. Vektor Vn wird dann unter Kontrolle eines geheimen
Schlu¨ssels K in das Frame fn+1 eingebettet.
Abbildung 6.25: Merkmalsgenerierung fu¨r das Verfahren mit dem Moravec-Interest-
Operator
Abbildung 6.26 stellt ein Frame beispielhaft seinen Block-Interestwerten gegenu¨ber.
Auf der linken Seite ist das Frame abgebildet mit seinen Interest-Werten in der Mit-
te, die auf Basis des Moravec-Interest-Operators berechnet wurden. Auf der rechten
Seite sind die Interest-Werte pro Block abgebildet. Sie wurden zur besseren Sichtbar-
keit gespreizt. Ein dunklerer Block verfu¨gt also u¨ber weniger Interest-Werte. Es ist
zu erkennen, dass sich die meisten Interest-Werte im unteren und mittleren Bereich
befinden. Der Himmel wird vom Moravec-Interest-Operator als weniger signifikant
erkannt.
6.3.2 Auslesen des Merkmalsvektors und Verifikation
Im Ausleseprozess wird der Merkmalsvektor Vn aus dem Frame fn+1 ausgelesen.
Wir berechnen den aktuellen und mo¨glicherweise modifizierten Merkmalsvektor V˜n
aus Frames fn. Unterscheiden sich Vn und V˜n, so ist von einer Manipulation des
Videos auszugehen. Anhand der in Abschnitt 6.2.2 vorgestellten Entscheidungshil-
fen kann analysiert werden, an welchen Positionen das Video manipuliert wurde.
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Abbildung 6.26: Gegenu¨berstellung eines Frames mit seinen Block-Interestwerten
nach Moravec
Um inhalts-erhaltende Maßnahmen von inhalts-vera¨ndernden Maßnahmen zu un-
terscheiden, verwenden wir den in Abschnitt 6.2.2 eingefu¨hrten zeitlichen Filter.
6.3.3 Erweiterung des Verfahrens
In [TTS08] stellen wir eine Erweiterung des auf Helligkeitswerten basierenden Ver-
fahrens vor, die von Schimmel in [Sch99] erstmalig beschrieben wird. Ziel ist zum
einen eine bessere Trennscha¨rfe zu erreichen und zum anderen das Erkennen von
Farbmanipulationen zu ermo¨glichen. Farbmanipulationen sollten erkannt werden
ko¨nnen, da zwei unterschiedliche Farben u¨ber die gleiche Helligkeit, d.h. den glei-
chen Grauwert verfu¨gen ko¨nnen. Diese Problematik wurde in Kapitel 4.3 angespro-
chen. Dort haben wir gezeigt, dass die Einfa¨rbung einer Wasserlache die Bildaussage
vera¨nderte.
Um eine bessere Trennscha¨rfe zu erreichen werden vier zusa¨tzliche Hauptrichtungen
eingefu¨hrt. Dadurch ko¨nnen auch Grauwertu¨berga¨nge in diesen Richtungen analy-
siert und allein stehende Punkte besser erkannt werden. Abbildung 6.27 zeigt die
neuen diagonalen Hauptrichtungen.
D4 D5 D6D3
Abbildung 6.27: Zusa¨tzliche Hauptrichtungen des Interest-Operators
Die Formeln der zusa¨tzlichen Hauptrichtungen sind wie folgt [Sch99]:
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D3(x, y) =
∑
r,s
|px+r,y+s+1 − px+r+1,y+s−1| (6.12)
D4(x, y) =
∑
r,s
|px+r−1,y+s − px+r+1,y+s−1| (6.13)
D5(x, y) =
∑
r,s
|px+r−1,y+s − px+r+1,y+s+1| (6.14)
D6(x, y) =
∑
r,s
|px+r,y+s−1 − px+r+1,y+s+11| (6.15)
Wiederum gilt −n
2
≤ r, s ≤ n
2
.
Der Interestwert I(n,m, x, y) fu¨r ein Pixel px,y in Block bn,m wird dann aus dem
Minimum aller acht Hauptrichtungen berechnet.
Um auch Manipulationen an den Farben erkennen zu ko¨nnen, wird der Interest-
Operator wie von Schimmel beschrieben [Sch99] von Grau- auf Farbwerte erweitert.
Dazu wird der Interestwert eines Pixels nicht aus Grauwert-Differenzen sondern aus
Farbwertdifferenzen gebildet. Schimmel verwendet statt der euklidischen Abstands-
norm die Maximums-Norm, um die unterschiedliche quantitative Bewertung von
Farbu¨berga¨ngen zu umgehen.
Seien rpx, gpx, bpx die Rot-, Gru¨n- und Blaukanalwerte eines Pixels an Position
px im RGB-Farbraum. Dann berechnet sich die Pixeldifferenz zweier Pixel an den
Positionen px1 und px2 wie folgt:
max(|rpx1 − rpx2| , |gpx1 − gpx2| , |bpx1 − bpx2|) (6.16)
Die Grauwertdifferenz zwischen zwei Pixeln wird also durch das Maximum der drei
Farbkanaldifferenzen ersetzt.
6.3.4 Analyse des Merkmals
Fu¨r die Analyse des Merkmals wurde wieder das in Kapitel 5.1.5 vorgestellte Test-
video verwendet. Die getesteten inhalts-erhaltenden Maßnahmen umfassten Forma-
tumwandlung mit verlustbehafteter Kompression und Formatumwandlung mit Ska-
lierung. In einer ersten Testreihe untersuchten wir zwei verschiedene Blockauflo¨sung-
en (8 × 8 und 16 × 16) und drei verschiedene Gruppengro¨ßen (2, 4 und 8 Blo¨cke).
Die jeweils besten Parametersa¨tze mit ausgewogener Robustheit und Sensitivita¨t
ko¨nnen der Tabelle 6.7 entnommen werden.
Abbildung 6.28 entha¨lt die Robustheitsergebnisse fu¨r die Blockauflo¨sungen und
Gruppengro¨ßen. Aus den Ergebnissen ko¨nnen folgende Erkenntnisse abgeleitet wer-
den:
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Blockgro¨ße Gruppengro¨ße Filterla¨nge
8× 8 2 2s
8× 8 4 2s
8× 8 8 3s
16× 16 2 2s
16× 16 4 2s
16× 16 8 3s
Tabelle 6.7: Parametersa¨tze fu¨r die verschiedenen Block- und Gruppengro¨ßen
• Mit zunehmender Gruppengro¨ße steigt auch die Total Rejection Rate (TRR).
Bei einer Gruppengro¨ße von 2 Blo¨cken erreichten wir eine TRR von durch-
schnittlich 1,25%. Sie steigt bei einer Gruppengro¨ße von 8 Blo¨cken auf bis zu
4,67%.
• Eine kleinere Blockgro¨ße zieht eine ho¨here TRR nach sich. Bei einer Auflo¨sung
von 8×8 Pixeln betra¨gt sie 4,33% wa¨hrend sie bei einer Auflo¨sung von 16×16
Pixeln auf 1,82% absinkt. Sie verha¨lt sich hier also genau umgekehrt zum
Entropie-Verfahren.
In den Abbildungen 6.29 und 6.30 sind die Ergebnisse der inhalts-vera¨ndernden Maß-
nahmen dargestellt. Sie beinhalteten das Einfu¨gen und Entfernen von Einzelblo¨cken
unterschiedlicher Gro¨ße, sowie den Austausch von Blockpaaren unterschiedlicher
Gro¨ße. Folgendes kann man beobachten:
• Mit zunehmender Blockgro¨ße sinkt die Correct Rejection Rate (CRR). Sie
betra¨gt durchschnittlich 86,38% bei einer Blockgro¨ße von 8 × 8 Pixeln und
53,30% bei 16× 16 Pixeln.
• Die Gruppengro¨ße hat keinen einheitlichen Einfluss auf die CRR. Allerdings
ist eine mittlere Gruppengro¨ße die mit der durchschnittlich ho¨chsten False
Rejection Rate (FRR). Diese schwankt zwischen 3,80% (bei 16 × 16 Pixeln)
und 5,80% (bei 8× 8 Pixeln).
In der zweiten Testreihe untersuchten wir den Einfluss der zusa¨tzlichen Diagonalen
auf die Qualita¨t des Merkmals. Die Abbildungen 6.31, 6.32 und 6.33 zeigen die
Testergebnisse fu¨r eine Blockgro¨ße von 8 × 8 Pixeln und eine Gruppengro¨ße von 4
Blo¨cken. Fu¨r diese Testreihe wurden die Parametersa¨tze aus Tabelle 6.7 verwendet.
Wir konnten folgendes feststellen:
• Die Einfu¨hrung zusa¨tzlicher Diagonalen hatte keinen signifikanten Einfluss auf
die TRR. Sie ist mit 4,94% a¨hnlich zu der durchschnittlichen TRR des Ver-
fahrens ohne zusa¨tzliche Diagonalen (4,72%).
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• Auch bei der Sensitivita¨t konnte keine signifikante Verbesserung erzielt werden.
Die CRR ist mit 91,41% anna¨hernd gleich geblieben (vorher 90,42%).
In der dritten Testreihe wurde die Einfu¨hrung der Farbwerte untersucht. In den
Abbildungen 6.34, 6.35 und 6.36 sind die Testergebnisse fu¨r eine Blockgro¨ße von
8 × 8 Pixeln, eine Gruppengro¨ße von 4 Blo¨cken und mit zusa¨tzlichen Diagonalen.
Folgendes kann beobachtet werden:
• Die Verwendung von Farbwerten fu¨hrte nur zu einem minimalen Abfall der
durchschnittlichen CRR. Sie betra¨gt jetzt 90,88% (vorher 91,41%).
• Mit der Verwendung von Farbwerten konnte eine Verbesserung der Robustheit
erzielt werden. Die durchschnittliche TRR betra¨gt jetzt 3,44% (vorher 4,94%).
Fazit: Das Moravec-Verfahren zeichnet sich a¨hnlich wie das Entropie-Verfahren mit
einer guten Sensitivita¨t gegenu¨ber inhalts-vera¨ndernden Maßnahmen aus. Allerdings
ist es weniger robust, als das Entropie-Verfahren.
Abbildung 6.28: TRR des Moravec-Verfahrens gruppiert nach Block- und Gruppen-
gro¨ße
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Abbildung 6.29: CRR des Moravec-Verfahrens gruppiert nach Block- und Gruppen-
gro¨ße
Abbildung 6.30: FRR des Moravec-Verfahrens gruppiert nach Block- und Gruppen-
gro¨ße
92 KAPITEL 6. INHALTSFRAGILE MERKMALE
Abbildung 6.31: TRR des Moravec-Verfahrens ohne und mit Verwendung zusa¨tz-
licher Diagonalen
Abbildung 6.32: CRR des Moravec-Verfahrens ohne und mit Verwendung zusa¨tz-
licher Diagonalen
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Abbildung 6.33: FRR des Moravec-Verfahrens ohne und mit Verwendung zusa¨tz-
licher Diagonalen
Abbildung 6.34: TRR des Moravec-Verfahrens unter Verwendung von Grau- und
Farbwerten
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Abbildung 6.35: CRR des Moravec-Verfahrens unter Verwendung von Grau- und
Farbwerten
Abbildung 6.36: FRR des Moravec-Verfahrens unter Verwendung von Grau- und
Farbwerten
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6.4 Scale Invariant Feature Transform
Eine Alternative zum Interest-Operator von Moravec ist die Verwendung der Scale
Invariant Feature Transform (SIFT), welche von Lowe in [Low04] vorgestellt wird.
Sie berechnet ebenfalls aus Grauwertbildern markante Punkte, die SIFT-Features.
Ein Punkt wird dann als markant eingestuft, wenn er sich von seinem Hintergrund
abhebt. Die detektierten SIFT-Features ko¨nnen zur Objekterkennung verwendet
werden, da sie selbst nach Drehung, Skalierung und Verschiebung wiedergefunden
werden. Eine weitere Mo¨glichkeit ist die Verwendung von SIFT-Features in der Bild-
verarbeitung. Zur Erstellung von Bildern mit hoher Auflo¨sung werden Einzelbilder
mit geringerer Auflo¨sung zusammengefu¨gt. Durch die Erkennung von markanten
Punkten unterstu¨tzt SIFT das so genannte Super-Resoution-Verfahren [YY08]. Nach
[Low04] la¨sst sich das Verfahren zum Erkennen von Features in vier Schritte unter-
teilen.
1. Bestimmung der Extrema in verschiedenen Skalierungsebenen
Im ersten Schritt wird das Eingangsbild in verschiedene Skalierungsebenen σ trans-
formiert. Fu¨r ein Bild der Skalierungsebene σ+1 wird das Bild der Skalierungsebene
σ auf die Ha¨lfte seiner Auflo¨sung reduziert. Fu¨r jede Skalierungsebene σ wird auf das
Bild mehrfach ein Gauss-Weichzeichen-Filter angewendet. Nach jeder Anwendung
wird das Differenzbild zum vorherigen Bild berechnet, welches u¨ber die Eigenschaft
verfu¨gt markante Stellen und Kanten hervorzuheben. Zur Bestimmung der Extrema
werden die Minima und Maxima der einzelnen Skalierungsebenen σ berechnet. Ein
Punkt stellt ein Extremum dar, wenn er innerhalb einer 3× 3 - Nachbarschaft und
zusa¨tzlich innerhalb seiner benachbarten Differenzbilder ein Maximum oder Mini-
mum repra¨sentiert.
2. Lokalisierung der Features
Im zweiten Schritt werden potentielle Features eliminiert, die gegen Bildrauschen
nicht robust sind. Sie liegen oftmals an Kanten oder haben nur einen geringen Kon-
trast. Daru¨ber hinaus werden den resultierenden Features genaue Koordinaten und
eine Skalierungsebene zugewiesen.
3. Berechnung der Ausrichtung
Um eine Drehungsinvarianz zu erreichen, wird im dritten Schritt jedem detektierten
Feature eine Ausrichtung zugewiesen, die im vierten Schritt verwendet wird. Dazu
wird aus den umliegenden Bildpunkten eines Features ein Histogramm der Aus-
richtungen berechnet. Jede Ausrichtung wird einer von 36 Zonen zugeordnet, die
jeweils 10◦ umfassen. Aus der Zone mit den meisten Ausrichtungen werden die drei
sta¨rksten Gradienten ausgewa¨hlt, aus denen mittels Interpolation die Ausrichtung
des Features berechnet wird.
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4. Berechnung des Feature-Vektors
Im letzten Schritt wird jedem Feature ein Merkmalsvektor mit 128 Eintra¨gen zuge-
wiesen. Zur Berechnung des Vektors wird die Umgebung des Features in 4×4 quadra-
tische Zonen unterteilt. In jeder dieser Zonen werden die berechneten Ausrichtungen
der analysierten Bildpunkte jeweils einer von acht Hauptrichtungen zugeordnet. Um
gegenu¨ber Belichtungsvera¨nderungen robust zu sein, werden die Vektoreintra¨ge auf
die La¨nge des gro¨ßten Eintrags normalisiert.
Abbildung 6.37 stellt beispielhaft die Funktionalita¨t der Scale Invariant Feature
Transform dar. Das Bild wurde mit Hilfe der Demonstrationssoftware von David
Lowe (University of British Columbia) bearbeitet1. Auf das Bild wurde eine SIFT
durchgefu¨hrt und die SIFT-Features mit ihren Richtungsvektoren angezeigt. Die
Mehrzahl der SIFT-Features befinden sich in Abbildung 6.37 im unteren und mitt-
leren Bereich.
Abbildung 6.37: Darstellung der Richtungsvektoren fu¨r SIFT-Features
6.4.1 Generierung des Merkmalsvektors und Einbettung
Sei F = {f1, . . . , fN} die Menge aller Videoframes in einem Video. Fu¨r jedes Frame
fn wird sein inhalts-beschreibender Merkmalsvektor Vn in den folgenden Schritten
berechnet. Analog zu den vorherigen beiden Verfahren wird zuna¨chst das Frame fn
auf eine feste Gro¨ße skaliert (ebenfalls 128×128 Pixel) um eine feste La¨nge des Merk-
malsvektors zu erreichen. Danach wird das Bild mittels eines Weichzeichen-Filters
gegla¨ttet und die SIFT-Punkte berechnet. Eine Tiefpass-Filterung wird nicht durch-
gefu¨hrt, da sie die Genauigkeit der Punkt-Erkennung negativ beeinflussen kann.
Wir unterteilen die Blo¨cke in Gruppen Gn = {Gn,1, . . . , Gn,O}. Ein Vektorbit des
Merkmalsvektors Vn = vn,1‖ . . . ‖vn,M des Frames fn wird wie folgt gebildet:
• Bildet die Summe der SIFT-Punkte in bn,m innerhalb seiner Gruppe Gn,o ein
Maximum, dann wird sein zugeho¨riges Vektorbit vn,m auf 1 gesetzt.
1http://www.cs.ubc.ca/˜lowe/keypoints/ (Aufruf am 10.03.2013)
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• Ist die Summe der SIFT-Punkte von bn,m innerhalb seiner Gruppe Gn,o gro¨ßer
als die Ha¨lfte aller Blo¨cke in Gn,o, dann wird sein zugeho¨riges Vektorbit vn,m
auf 1 gesetzt.
• Wird keine der vorherigen Bedingungen erfu¨llt, so wird sein zugeho¨riges Vek-
torbit vn,m auf 0 gesetzt.
Der Merkmalsvektor Vn wird mit einem robusten Wasserzeichenverfahren in das
Frame fn+1 eingebettet. Zusa¨tzlich wird ein eindeutiger, kontinuierlich steigender
Frameindex dem Merkmalsvektor angeha¨ngt, um Manipulationen an der Zeitachse
zu erkennen. In [TS10] haben wir ein a¨hnliches Verfahren vorgestellt. Allerdings wer-
den a¨hnlich wie in [DTS04] Relationen zwischen Blockpaaren verschiedener Frames
hergestellt, was zu einer Verschlechterung der Sensitivita¨t fu¨hrte. Daher verwen-
den wir hier die Variante, dass innerhalb einer Blockgruppe die Maxima bestimmt
werden.
Abbildung 6.38 stellt das Verfahren zur Generierung des Merkmalsvektors mit Hilfe
der SIFT noch einmal schematisch dar. Das Frame fn wird vorverarbeitet und seine
Interest-Werte werden berechnet. Anschließend werden Gruppen gebildet und auf
deren Basis der Merkmalsvektor berechnet. Dieser Vektor Vn wird anschließend unter
der Kontrolle eines geheimen Schlu¨ssels K robust in das Frame fn+1 eingebettet.
Abbildung 6.38: Merkmalsgenerierung fu¨r das Verfahren mit der SIFT
In Abbildung 6.39 stellen wir abschließend ein Frame seinen erkannten SIFT-Inte-
restwerten gegenu¨ber. Wie darauf zu erkennen ist, befindet sich die Mehrzahl der
SIFT-Interestwerte im unteren und mittleren Bereich des Bildes. Der Himmel ist fu¨r
das SIFT-Verfahren (wie auch fu¨r das Moravec-Verfahren) nicht signifikant.
6.4.2 Auslesen des Merkmalsvektors und Verifikation
Im Ausleseprozess wird wiederum der Merkmalsvektor Vn aus dem Frame fn+1
ausgelesen. Wir berechnen, wie in Abschnitt 6.4.1 beschrieben, den aktuellen und
mo¨glicherweise modifizierten Merkmalsvektor V˜n aus dem Frame fn. Mittels der in
Abschnitt 6.2.2 vorgestellten Entscheidungshilfen kann analysiert werden, an wel-
chen Positionen das Video manipuliert wurde. Um inhalts-erhaltende Maßnahmen
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Abbildung 6.39: Gegenu¨berstellung eines Frames mit seinen SIFT-Interestwerten
von inhalts-vera¨ndernden Maßnahmen zu unterscheiden, verwenden wir den in Ab-
schnitt 6.2.2 eingefu¨hrten zeitlichen Filter.
6.4.3 Analyse des Merkmals
In diesem Abschnitt analysieren wir die Robustheit und Sensitivita¨t des Merkmals.
Wir verwenden zur Analyse das bekannte Testvideo und analysieren verschiedene
Parameter hinsichtlich der bekannten inhalts-erhaltenden und inhalts-vera¨ndernden
Maßnahmen. Die besten Parametersa¨tze mit verschiedenen Block- und Gruppen-
gro¨ßen, die in den Abbildungen 6.40, 6.41 und 6.42 dargestellt sind, ko¨nnen Tabelle
6.8 entnommen werden.
Blockgro¨ße Gruppengro¨ße Filterla¨nge
8× 8 2 1s
8× 8 4 3s
8× 8 8 4s
16× 16 2 2s
16× 16 4 3s
16× 16 8 4s
Tabelle 6.8: Parametersa¨tze fu¨r die verschiedenen Block- und Gruppengro¨ßen
Aus den Testergebnissen ko¨nnen wir folgende Erkenntnisse ziehen:
• Die Blockgro¨ße hat einen signifikanten Einfluss auf die Robustheit des Verfah-
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rens. Bei einer Blockgro¨ße von 8× 8 Pixeln betrug die durchschnittliche Total
Rejection Rate (TRR) 4,93%. Mit einer Blockgro¨ße von 16 × 16 Pixeln sank
sie auf 1,15%.
• Umgekehrt verha¨lt es sich mit der Sensitivita¨t des Verfahrens. Bei einer gerin-
geren Blockgro¨ße konnte eine ho¨here durchschnittliche Correct Rejection Rate
(CRR) erzielt werden (76,18%) als bei der gro¨ßeren Blockgro¨ße (47,32%).
• Der Einfluss der Gruppengro¨ße ist wieder uneinheitlich. Mit einer mittleren
Gruppengro¨ße erzielten wir bei beiden Blockgro¨ßen die besten Ergebnisse hin-
sichtlich der Sensitivita¨t (79,71% bzw. 58,30%).
Fazit: Das SIFT-Verfahren erwies sich als nicht so robust und sensitiv, wie das
Entropie- und das Moravec-Verfahren.
Abbildung 6.40: TRR des SIFT-Verfahrens gruppiert nach Block- und Gruppengro¨ße
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Abbildung 6.41: CRR des SIFT-Verfahrens gruppiert nach Block- und Gruppengro¨ße
Abbildung 6.42: FRR des SIFT-Verfahrens gruppiert nach Block- und Gruppengro¨ße
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6.5 Zusammenfassung
Wir haben in diesem Kapitel vier verschiedene Verfahren vorgestellt, die inhalt-
liche und nicht-inhaltliche Abha¨ngigkeiten auf bina¨re Merkmalsvektoren abbilden.
Gleichzeitig wurde jedem Merkmalsvektor ein eindeutiger Index zugewiesen, um Ma-
nipulationen an der Zeitachse zu erkennen. Die Verfahren wurden unter einheitlichen
Bedingungen hinsichtlich ihrer Robustheit gegenu¨ber inhalts-erhaltenden und hin-
sichtlich ihrer Sensitivita¨t gegenu¨ber inhalts-vera¨ndernden Maßnahmen untersucht.
Damit wurde eine Vergleichbarkeit der verschiedenen Verfahren erzielt.
In Kapitel 4.3 stellten wir verschiedene Anforderungen an das inhalts-beschreibende
Merkmal. Bei den Manipulationen an Einzelbildern wollten wir Manipulationen an
Objekten, Vera¨nderungen der Helligkeit und der Farbe erkennen ko¨nnen. Die Ma-
nipulationen an Objekten wurden aufgrund der besseren Automatisierbarkeit durch
Blockmanipulationen simuliert. Die manipulierten Blo¨cke mit einer Gro¨ße von 10%
der Gesamtfla¨che passten in das Gruppenraster des Entropie-Verfahrens, des Mora-
vec-Verfahrens und des SIFT-Verfahrens. Demgegenu¨ber befanden sich die manipu-
lierten Blo¨cke mit einer Gro¨ße von 5% der Gesamtfla¨che innerhalb der Blockgruppen.
Die dadurch entstandenen scha¨rferen Kanten wirkten sich jedoch nicht verbessernd
auf die Erkennbarkeit der Manipulationen aus. Daher gehen wir davon aus, dass
auch die Manipulation von polygonen Fla¨chen, welche der Manipulation von realen
Objekten besser entspricht, a¨hnliche Ergebnisse erzielen wu¨rde. Die Vera¨nderungen
wurden vom Entropie-Verfahren und vom Moravec-Verfahren gut erkannt. Ausste-
hend sind Untersuchungen u¨ber die Sensitivita¨t hinsichtlich der Manipulationen an
der Helligkeit und Farbvera¨nderungen. Dies ist die Aufgabe weiterer Forschung. Hin-
sichtlich der Erkennung von Manipulationen an der Zeitachse wurde in allen Verfah-
ren ein kontinuierlich steigender Frameindex eingefu¨hrt, der dem Merkmalsvektor
angeha¨ngt wurde. Die Erkennbarkeit der Manipulationen ha¨ngt hierbei nicht vom
inhalts-beschreibenden Merkmal sondern von der Robustheit des zugrundeliegenden
Wasserzeichenverfahrens ab.
Die Verfahren wurden auch hinsichtlich ihrer Robustheit getestet. Sie wurden ver-
lustbehafteter Kompression, Skalierung und Formatumwandlung unterzogen. Hier
zeigte sich eine besonders gute Robustheit des Energiedifferenz-Verfahrens. Auch
das Entropie- und das Moravec-Verfahren erwiesen sich als robust. Weitere Un-
tersuchungen hinsichtlich der anderen in Kapitel 4.2 genannten Forderungen sind
ebenfalls die Aufgabe weiterer Forschung.
Das Entropie-Verfahren zeigte sich insgesamt als am geeignetsten. Das Moravec-
Verfahren zeigte sich ebenso geeignet hinsichtlich seiner Sensitivta¨t, war jedoch nicht
vergleichbar robust. Daher werden wir in der folgenden abschließenden Evaluierung
das Entropie-Verfahren als inhalts-beschreibendes Merkmal verwenden.

Kapitel 7
Evaluierung
In diesem Kapitel evaluieren wir den in Kapitel 4 vorgestellten Konzeptentwurf -
die Kombination eines Verfahrens zur Generierung von Merkmalsvektoren und eines
robusten Wasserzeichenverfahrens.
7.1 Erweiterte Analyse des Entropie-Verfahrens
Fu¨r die abschließende Evaluierung haben wir 15 Videos verwendet. Aus Gru¨nden
der Vergleichbarkeit verfu¨gten die Videos u¨ber gleiche Eigenschaften:
• Auflo¨sung: 720× 576 Pixel
• Bitrate: 9.200 kBit/s
• Framerate: 25 Frames/s
• Spieldauer: 90 Sekunden
Die Videos entstammen 5 verschiedenen Quellen mit unterschiedlichen Charakteris-
tiken:
• Trailer: Trailer zum Film
”
American Pie“ (Quelle: Constantin Film). Schnelle
Schnitte, Szenen mit unterschiedlicher Belichtung
• Kindersendung 1 - 3: Kindersendung
”
Spur und Partner“ (Quelle: ORB). Teil-
weise schnelle Bewegungen, kra¨ftige Farben, wenig Texturierung
• Landschaften 1 - 5: Film mit Landschaftsaufnahmen (Quelle: Firma Medien-
Motor). Langsame Kamerafahrten, wenig Bewegung, Letterbox
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• Lehrvideo 1 - 4: Internes Video zum Thema Suchtbeka¨mpfung (Quelle: Fraun-
hofer Gesellschaft). Ausschnitte aus einem Interview, einer Rede und Filmein-
spielungen, wenig Bewegung, unterschiedliche Helligkeit und Farbgebung, Vi-
deos 2 - 4 enthielten eine Letterbox
• Soccer 1 - 2: Fußballspiel (Quelle: SPORTiV 1, Italien), viele Kameraschnitte,
viel Bewegung, teils große plane Fla¨chen
Wa¨hrend der Analyse in Kapitel 6 erzielte das Entropie-Verfahren mit dem Testvi-
deo des Instituts fu¨r Rundfunktechnik (IRT) die besten Ergebnisse. Daher verwen-
deten wir dieses Verfahren um es mit den 15 Videos zu evaluieren. Bei den Videos,
die eine Letterbox enthielten, wurde darauf geachtet, dass die Manipulationen im
Sichtbereich durchgefu¨hrt wurden und nicht in der Letterbox selbst. Dies wu¨rde
sonst die Ergebnisse verfa¨lschen. Wieder wurden zuna¨chst zwei verschiedene Block-
gro¨ßen (8 × 8 und 16 × 16 Pixel) und drei verschiedene Blockgruppengro¨ßen (2, 4
und 8 Blo¨cke pro Gruppe) getestet. Die jeweils besten Parameter mit ausgewogener
Robustheit und Sensitivita¨t sind Tabelle 7.1 zu entnehmen.
Blockgro¨ße Gruppengro¨ße Quantisierungsfaktor QF Filterla¨nge
8× 8 2 25 3s
8× 8 4 25 1s
8× 8 8 50 3s
16× 16 2 10 1s
16× 16 4 25 3s
16× 16 8 50 3s
Tabelle 7.1: Parametersa¨tze fu¨r die verschiedenen Block- und Gruppengro¨ßen
Die Ergebnisse fu¨r die verschiedenen Block- und Gruppengro¨ßen sind in den Ab-
bildungen 7.1, 7.2 und 7.3 dargestellt. Folgende Erkenntnisse haben wir aus den
Ergebnissen gewonnen:
• Mit gro¨ßeren Blo¨cken sinkt die Sensitivita¨t des Merkmals. Mit einer Block-
gro¨ße von 8× 8 Pixeln erreichen wir eine maximale durchschnittliche Correct
Rejection Rate (CRR) von 82,52% bei einer Gruppengro¨ße von 8 Blo¨cken.
Demgegenu¨ber sinkt die CRR auf 58,95% bei einer Blockgro¨ße von 16 × 16
Pixeln und ebenfalls einer Gruppengro¨ße von 8 Blo¨cken. Die Robustheit steigt
minimal bei gro¨ßeren Blo¨cken.
• Mit gro¨ßeren Gruppen steigt die Sensitivita¨t des Merkmals bei relativ kon-
stanter Robustheit. Die CRR variiert bei 8× 8 Pixel großen Blo¨cken zwischen
75,15% und 82,52% mit einer False Rejection Rate (FRR) zwischen 1,21% und
2,57%. Die Total Rejection Rate (TRR) liegt bei den gleichen Parametersa¨tzen
zwischen 0,51% und 1,54%.
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• Im Vergleich zum Video des IRT sank die CRR bei 8×8 Pixel großen Blo¨cken
um durchschnittlich 7,94% wa¨hrend gleichzeitig die FRR um 1,15% anstieg
(16×16 Pixel: CRR um 5,67% gestiegen, FRR um 0,44% gesunken). Die TRR
stieg bei 8 × 8 Pixel großen Blo¨cken um durchschnittlich 0,53% wa¨hrend sie
bei 16× 16 Pixel großen Blo¨cken um 0,54% sank.
Da eine Merkmalsvektorla¨nge von 256 Bit nicht robust eingebettet werden kann,
entschieden wir uns trotz geringerer Sensitivita¨t fu¨r den Einsatz der gro¨ßeren Blo¨cke
mit einer Auflo¨sung von 16 × 16 Pixeln. Damit sinkt die La¨nge des Vektors auf 64
Bit pro Frame.
In einer weiteren Testreihe untersuchten wir den Einfluss des Quantisierungsfaktors
QF . Dafu¨r verwendeten wir die Parametersa¨tze aus Tabelle 7.2. Die Ergebnisse
sind den Abbildungen 7.4 (TRR), 7.5 (CRR) und 7.6 (FRR) dargestellt. Folgende
Erkenntnisse sind daraus abzuleiten:
• Der Quantisierungsfaktor QF reagiert uneinheitlich hinsichtlich der Robust-
heit. Wa¨hrend ein niedriger Quantisierungsfaktor QF = 1 eine durchschnittli-
che TRR von 1,44% hat, liegt sie bei einem leicht ho¨heren Quantisierungsfaktor
QF = 10 bei durchschnittlich nur noch 0,46%.
• Mit steigendem Wert von QF erho¨ht sich auch die Sensitivita¨t. Die CRR, das
Maß fu¨r die Sensitivita¨t bewegt sich durchschnittlich zwischen 53,13% und
58,95%.
• Die besten Resultate wurden mit einem Quantisierungsfaktor QF = 50 erzielt.
In einer weiteren Testreihe untersuchten wir die Filterla¨nge. Dafu¨r wurden die Para-
metersa¨tze aus Tabelle 7.3 verwendet. Die Ergebnisse sind in den Abbildungen 7.7
(TRR), 7.8 (CRR) und 7.9 (FRR) dargestellt. Folgendes haben wir festgestellt:
• Die Filterla¨nge wirkt sich nicht einheitlich auf die Robustheit und Sensitivita¨t
aus.
• Die CRR bewegt sich durchschnittlich zwischen 44,23% (4 Sekunden) und
58,95% (3 Sekunden).
• Die TRR liegt zwischen durschnittlich zwischen 0,53% (1 Sekunde) und 1,20%
(5 Sekunden). Im Gegensatz zu den Ergebnissen in Kapitel 6.2.4 wirkt sich
hier der zeitliche Filter eher negativ auf die Robustheit aus.
• Die besten Resultate erzielten wir mit einer Filterla¨nge von 3 Sekunden.
Fu¨r den besten Parametersatz haben wir in den Abbildungen 7.10 (Blockaustausch),
7.11 (Blo¨cke eingefu¨gt) und 7.12 (Blo¨cke entfernt) die Testergebnisse noch einmal
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nach den 15 Videos aufgeschlu¨sselt. Der beste Parametersatz hatte eine Gruppen-
gro¨ße von 8 Blo¨cken, einen Quantisierungsfaktor QF von 50 und eine Filterla¨nge
von 3 Sekunden. Wie ersichtlich ist, zeigt das Verfahren eine gute Sensitivita¨t bei
Manipulationen von 10%. Schwa¨chen zeigte das Verfahren, wenn die Manipulationen
geringer waren, insbesondere beim Entfernen von Blo¨cken der Gro¨ße 5%.
Abbildung 7.1: TRR des Entropie-Verfahrens gruppiert nach Block- und Gruppen-
gro¨ße
Quantisierungsfaktor QF Gruppengro¨ße Filterla¨nge
1 2 1s
10 2 1s
25 4 3s
50 8 3s
Tabelle 7.2: Parametersa¨tze fu¨r die Werte von QF
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Abbildung 7.2: CRR des Entropie-Verfahrens gruppiert nach Block- und Gruppen-
gro¨ße
Abbildung 7.3: FRR des Entropie-Verfahrens gruppiert nach Block- und Gruppen-
gro¨ße
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Abbildung 7.4: TRR des Entropie-Verfahrens gruppiert nach Quantisierungsfaktor
QF
Abbildung 7.5: CRR des Entropie-Verfahrens gruppiert nach Quantisierungsfaktor
QF
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Abbildung 7.6: FRR des Entropie-Verfahrens gruppiert nach Quantisierungsfaktor
QF
Filterla¨nge Gruppengro¨ße Quantisierungsfaktor QF
1s 4 50
2s 4 50
3s 8 50
4s 2 25
5s 4 50
Tabelle 7.3: Parametersa¨tze fu¨r die Filterla¨ngen
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Abbildung 7.7: TRR des Entropie-Verfahrens gruppiert nach Filterla¨nge
Abbildung 7.8: CRR des Entropie-Verfahrens gruppiert nach Filterla¨nge
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Abbildung 7.9: FRR des Entropie-Verfahrens gruppiert nach Filterla¨nge
Abbildung 7.10: CRR nach dem Austausch von Blockpaaren gruppiert nach Video
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Abbildung 7.11: CRR nach dem Einfu¨gen von Blo¨cken gruppiert nach Video
Abbildung 7.12: CRR nach dem Entfernen von Blo¨cken gruppiert nach Video
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7.2 Erweiterte Analyse des robusten Wasserzei-
chens
Um die Auslesequalita¨t des zugrundeliegenden robusten Wasserzeichenverfahrens zu
analysieren, wurden die 15 Videos mit den Merkmalsvektoren des oben genannten
Parametersatzes markiert. Als Einbettungsverfahren verwendeten wir das in Kapitel
5.1 vorgestellte Verfahren. Die Blockgro¨ße wurde auf 8 × 8 Pixel festgelegt, da sie
u¨ber die beste Robustheit verfu¨gte. Um das Verfahren zur Generierung der Merk-
malsvektoren nicht zu beeinflussen, wurden die ersten 6 DCT-Koeffizienten von der
Markierung ausgeschlossen. Da mit einer Einbettungsrate von 64 Bit/s nicht der ge-
samte Merkmalsvektor aus Robustheitsgru¨nden komplett in jedes Frame eingebettet
werden konnte, wurde die Nachricht in 5 Teile gesplittet. Dazu wurde das in Kapitel
5.1.4 vorgestellte Verfahren verwendet. Damit mussten pro Frame nur noch 20 statt
64 Bit eingebettet werden. Anschließend wurde der markierte Vektor ausgelesen.
Es wurde zuna¨chst die Robustheit gegenu¨ber inhalts-erhaltenden Maßnahmen, also
verlustbehaftete Kompression und Skalierung, getestet. Aus Abbildung 7.13 wird
ersichtlich, dass das Verfahren u¨ber eine sehr gute Ausleserate verfu¨gt. Sie schwankt
zwischen 69,72% bei der Kompression des Videos
”
Fußball 1“ und 100%.
Abbildung 7.13: Ausleserate nach Markierung und inhalts-erhaltenden Maßnahmen
In einer zweiten Testreihe wurde die Robustheit gegenu¨ber inhalts-vera¨ndernden
Maßnahmen untersucht. Die Ergebnisse sind aus Abbildung 7.14 zu entnehmen.
Auch hier ist ersichtlich, dass selbst bei Vera¨nderungen, die 20% des Frame-Inhalts
betreffen, also dem Austausch zweier Blo¨cke mit einer jeweiligen Gro¨ße von 10%,
das Wasserzeichen immer noch sehr gut ausgelesen werden kann. Die Ausleserate
schwankt zwischen 89,60% beim Einfu¨gen von Blo¨cken in
”
Lehrvideo 3“ und 100%.
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Es wird auch ersichtlich, dass durch die inhalts-vera¨ndernden Maßnahmen, die sich
hier u¨ber die gesamten Videos auf verschiedene Bereiche erstreckten, das eingebet-
tete Wasserzeichen nur mininmal beeinflusst wurde. Die Bescha¨digung der eingebet-
teten Merkmalsvektoren, die wir in Kapitel 6 in den jeweiligen Abschnitten erwartet
hatten, ist also nicht eingetreten.
Abbildung 7.14: Ausleserate nach inhalts-vera¨ndernden Maßnahmen
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7.3 Analyse des Gesamtkonzepts
In der letzten Testreihe untersuchten wir, wie das robuste Wasserzeichenverfahren
und das Verfahren zur Generierung von Merkmalsvektoren zusammenarbeiten. Da-
zu wurden nach der Manipulation die eingebetteten Vektoren mit den aktuellen
Merkmalsvektoren verglichen.
Zuna¨chst wurden wieder inhalts-erhaltende Manipulationen untersucht, deren Er-
gebnisse in Abbildung 7.15 dargestellt sind. Neben den in Kapitel 6.1.3 vorgestell-
ten Manipulationen wurde zusa¨tzlich die Total Rejection Rate (TRR) nach einer
Markierung untersucht. Eine Markierung stellt einen zusta¨tzlichen Formatkonver-
tierungsprozess dar. Daher sind die Robustheitsanforderungen noch einmal fu¨r das
inhalts-fragile Merkmal gestiegen. Aufgrund dieser Erkenntnis und weiterer Tests
wurde ein neuer Parametersatz verwendet, der diesen Anforderungen besser gewach-
sen ist. Wir verwendeten eine Blockgro¨ße mit einer Auflo¨sung von 16 × 16 Pixeln,
einer Gruppengro¨ße von 2 Blo¨cken pro Gruppe und einem Quantisierungsfaktor
QF = 1. Der zeitliche Filter hatte eine La¨nge von 2 Sekunden. Aus den Ergebnissen
in Abbildung 7.15 ziehen wir folgende Erkenntnisse:
• Die TRR schwankt stark in Abha¨ngigkeit des Videos und der Manipulation.
Auffa¨llig sind die starken Ausreißer bei der Kompression auf 1.500 kBit/s.
Dies betrifft aber nur die Fußball-Szenen. Hier sind weitere Untersuchungen
notwendig um herauszufinden, warum gerade hier die TRR so ansteigt.
• Beim Video
”
Lehrvideo 3“ ist durchschnittlich die ho¨chste TRR festgestellt
worden. Auch hier muss untersucht werden, welche Eigenschaften des Videos
dafu¨r verantwortlich waren.
Die Abbildungen 7.16, 7.18 und 7.20 zeigen die Correct Rejection Rate fu¨r das
Austauschen, Einfu¨gen und Entfernen von Blo¨cken. Die Ergebnisse schwanken zwi-
schen durchschnittlich 43,37% (Entfernen von Blo¨cken der Gro¨ße 5%) und 74,15%
(Austausch von Blo¨cken der Gro¨ße 10%). Wieder wirkte sich eine Manipulation von
gro¨ßeren Fla¨chen positiv auf die CRR aus.
Die Abbildungen 7.17, 7.19 und 7.21 zeigen die False Rejection Rate fu¨r die inhalts-
vera¨ndernden Maßnahmen. Daraus ist abzulesen, dass die FRR unabha¨ngig von
der Manipulation ist. Sie schwankt zwischen durchschnittlich 5,29% (Entfernen von
Blo¨cken der Gro¨ße 10%) und 6,00% (Austausch von Blo¨cken der Gro¨ße 10%). Hier
fa¨llt auf, dass die ho¨chsten Fehlerraten bei den Videos
”
Landschaften 5“ und
”
Lehr-
video 3“ auftraten. Auch hier bleibt wieder als spa¨tere Forschungsaufgabe zu unter-
suchen, welche Eigenschaften der Videos fu¨r diese Fehlerraten verantwortlich waren.
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Abbildung 7.15: TRR des Verfahrens
Abbildung 7.16: CRR des Verfahrens gegenu¨ber dem Austausch von Blo¨cken
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Abbildung 7.17: FRR des Verfahrens gegenu¨ber dem Austausch von Blo¨cken
Abbildung 7.18: CRR des Verfahrens gegenu¨ber dem Einfu¨gen von Blo¨cken
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Abbildung 7.19: FRR des Verfahrens gegenu¨ber dem Einfu¨gen von Blo¨cken
Abbildung 7.20: CRR des Verfahrens gegenu¨ber dem Entfernen von Blo¨cken
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Abbildung 7.21: FRR des Verfahrens gegenu¨ber dem Entfernen von Blo¨cken
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7.4 Zusammenfassung
In diesem Kapitel haben wir gezeigt, dass der Konzeptentwurf aus Kapitel 4 um-
setzbar ist. Die Merkmalsvektoren mit einer La¨nge von 64 Bit konnten robust als
Wasserzeichen eingebettet werden. Das robuste Wasserzeichenverfahren zeigte da-
bei eine sehr gute Robustheit sowohl gegenu¨ber den inhalts-erhaltenden als auch
gegenu¨ber den inhalts-vera¨ndernden Maßnahmen. Hier hat es unsere urspru¨nglichen
Erwartungen hinsichtlich Kapazita¨t und Robustheit u¨bertroffen. Der Grund ist in
der Teilung der Nachricht zu finden. Dadurch musste nicht der gesamte Merkmals-
vektor in jedes Frame eingebettet werden und die notwendige Kapazita¨t pro Frame
sank erheblich.
Die Sensitivita¨t des inhalts-beschreibenden Merkmals erwies sich als gut. Auffa¨llig ist
die gesunkene Robustheit des Entropieverfahrens durch die Formatumwandlungen,
die mit der Markierung einhergeht. Hier ist eine Nachbesserung der Parameteraus-
wahl erforderlich um diesem Umstand Rechnung zu tragen und die Robustheit zu
verbessern. Die Verbesserung der Sensitivita¨t und die Robustheit ist ein zuku¨nftiger
Forschungsgegenstand.
Kapitel 8
Zusammenfassung und Ausblick
Im Rahmen dieser Arbeit wurde die Notwendigkeit des Integrita¨tsschutzes von Vi-
deodaten diskutiert. Es wurden verschiedene Szenarien definiert, in denen die Un-
versehrtheit der Daten beno¨tigt wird, z.B. im Rahmen von Videou¨berwachung. Es
wurde ein U¨berblick u¨ber verschiedene Ansa¨tze zum Integrita¨tsschutz gegeben. An-
schließend haben wir ein Konzept entworfen, welches mit Hilfe eines robusten Was-
serzeichenverfahrens inhalts-beschreibende Merkmale in das Video einbettet.
Als Basis fu¨r das Konzept wurde ein robustes Wasserzeichen von Fridrich und Ditt-
mann weiterentwickelt. Verbesserungen wurden im Bereich der Robustheit und der
Kapazita¨t erreicht. Das Verfahren verfu¨gt nun u¨ber eine Kapazita¨t von 64 Bit/s
und zeigt gute Robustheit gegenu¨ber verlustbehafteter Kompression mit Formatum-
wandlung und Skalierung. Daru¨ber hinaus wurde ein weiteres Verfahren entwickelt,
das ebenfalls u¨ber eine gute Robustheit und Kapazita¨t verfu¨gt.
Es wurden vier Verfahren zur Generierung von Merkmalsvektoren entwickelt. Zwei
dieser Verfahren bilden nicht-inhaltliche Abha¨ngigkeiten auf Merkmalsvektoren ab
(Energiedifferenz, Entropie), wa¨hrend die beiden anderen Verfahren auf inhaltli-
chen Abha¨ngigkeiten durch Interest-Operatoren basierten (Moravec, Scale Invariant
Feature Transform). Wir konnten zeigen, dass sowohl inhaltliche als auch nicht-
inhaltliche Abha¨ngigkeiten zur Verwendung geeignet sind. Die Verfahren verfu¨gen
u¨ber eine unterschiedliche Komplexita¨t, so dass die Berechnungszeit variiert. Die
La¨nge der Merkmalsvektoren ist in Abha¨ngigkeit der Kapazita¨t des zugrundeliegen-
den Wasserzeichenverfahrens ebenfalls parametrisierbar.
Die Verfahren wurden verschiedenen Tests hinsichtlich ihrer Robustheit gegenu¨ber
inhalts-erhaltenden und ihrer Sensitivita¨t hinsichtlich inhalts-vera¨ndernder Maßnah-
men unterzogen. Dazu wurde ein Video mit verschiedenen Charakteristiken verlust-
behafteter Kompression, Skalierung, Formatumwandlung und verschiedenen Block-
manipulationen unterzogen. Aus den modifizierten Videos wurden Merkmalsvekto-
ren generiert und mit den Originalvektoren verglichen. Daraus wurden die Total
Rejection Rate, die Correct Rejection Rate und die False Rejection Rate berechnet.
Diese Tests ermo¨glichten eine Vergleichbarkeit der Verfahren. Es wurde ersichtlich,
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dass das Entropieverfahren u¨ber die beste Kombination aus Robustheit und Sen-
sitivita¨t verfu¨gte. Daher wurde es fu¨r die finale Implementierung als Grundlage
verwendet.
In der finalen Evaluierung wurden 15 weitere Videos mit dem Integrita¨tswasser-
zeichen markiert und dann wiederum inhalts-erhaltenden und inhalts-vera¨ndernden
Maßnahmen unterzogen. Die Testergebnisse besta¨tigten die gute Robustheit des zu-
grundeliegenden Wasserzeichenverfahrens. Ebenso wurde die gute Sensitivita¨t des
Entropieverfahrens besta¨tigt. Auffa¨llig war die stark gesunkene Robustheit des Ver-
fahrens gegenu¨ber mehrfacher Formatumwandlung. Dies ist Gegenstand zuku¨nftiger
Forschungsarbeiten.
Fu¨r weitere Forschungen auf dem Gebiet der Integrita¨tswasserzeichen fu¨r Videoda-
ten empfehlen wir eine Konzentration auf die Rotations-, Skalierungs- und Verschie-
bungsinvarianz sowohl der Merkmalsvektoren als auch der robusten Wasserzeichen.
Aufgrund der Blockbasiertheit beider Elemente unseres Konzepts kann es schnell zu
einer Desynchronisation kommen. Daru¨ber hinaus sollte die La¨nge der Merkmals-
vektoren reduziert werden ko¨nnen und die Sensitivita¨t des Verfahrens gerade bei
kleineren Modifikationen erho¨ht werden. Es ist daru¨ber hinaus ersichtlich, dass die
Verfahren gro¨ßeren Tests unterzogen werden mu¨ssen, um die U¨bertragbarkeit auf
Videos mit anderen Charakteristiken zu gewa¨hrleisten.
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