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Magnetic competition in topological kagome magnets is studied by incorporating the spin-orbit
coupling, the anisotropic Hund coupling and spin exchange into the kagome lattice. Using the
Bogoliubov variational principle we find the stable phases at zero and finite temperatures. At zero
temperature and in the strong Ising-Hund coupling regime, a magnetic tunability from the out-of-
plane ferromagnetism (FM) to the in-plane antiferromagnetism (AFM) is achieved by a universal
property of the critical in-plane Hund coupling. At two-thirds filling the phase transition from the
out-of-plane FM to the in-plane AFM is accompanied by a topological transition from quantum
anomalous Hall (QAH) to quantum anomalous spin Hall (QASH) effect. Nearby half filling a large
anomalous Hall conductance is observed at the magnetic phase transition. At finite temperature
the out-of-plane FM is stable until a crossing temperature, above which the in-plane AFM is stable,
but the out-of-plane FM magnetization is still finite. This suggests a coexistence of these magnetic
phases in a finite temperature range.
The emergent phases resulting from the interplay be-
tween magnetism and nontrivial topology are the subject
of intense research interest because of their intriguing
properties and substantial interest for spintronics tech-
nologies. The kagome lattice offers a versatile platform
to study such phases, because with the special lattice
geometry it can host peculiar states including unconven-
tional magnetism [1, 2], nontrivial topology [3, 4], flat
band [5], Dirac electrons [6], quantum spin liquids [7].
With the inclusion of electron correlations and spin-orbit
coupling (SOC), the kagome lattice engenders a rich in-
terplay between unconventional magnetism and nontriv-
ial topology. Recently, experiments observed striking ef-
fects including large anomalous Hall effect and unusual
magnetic tunability in magnetic kagome materials [8–11].
In particular, the kagome magnet Co3Sn2S2 exhibits an
out-of-plane FM ground state, but at a finite temperature
before reaching the paramagnetic (PM) state an in-plane
AFM appears and coexists with the out-of-plane FM [11].
The competition between these magnetic phases is tun-
able through applying either an external magnetic field
or hydrostatic pressure [11].
The present work is motivated by the striking effects
observed in topological kagome magnets, and in partic-
ular the magnetic competition between the out-of-plane
FM and the in-plane AFM [8–11]. We propose a minimal
model, which can describe the observed effects. It is gen-
erally applied to the family of topological kagome mag-
nets, but we particularly focus on the Co3Sn2S2 magnet.
Co3Sn2S2 has a layered crystal structure with stacked
quasi-two-dimensional CoSn layers [9–11]. Magnetic Co
atoms form a kagome lattice in the xy-plane (see Fig.
1). Within our approach the electron dynamics is re-
stricted into the two-dimensional kagome lattice. The
magnetism of Co atoms is realized through their local-
ized spins located at the kagome lattice sites, reflecting
strong correlations of the Co 3d orbitals and their Mott
regime [12–14]. Itinerant electrons come from the Sn
5p orbitals. The long-range orderings of localized spins
are established through their nearest-neighbor spin ex-
change (SE) and local Hund coupling to itinerant elec-
trons [12–14]. The Hamiltonian describing the kagome
magnet reads
H = −t
∑
〈i,j〉,σ
c†iσcjσ − iλ
∑
〈i,j〉,s,s′
νijc
†
isσ
z
ss′cjs′
−
∑
i,α,ss′
hαS
α
i c
†
isσ
α
ss′cis′ −
∑
〈i,j〉,α
JαS
α
i S
α
j , (1)
where c†iσ (ciσ) is the creation (annihilation) operator for
electron with spin σ at site i. 〈i, j〉 denote the nearest-
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FIG. 1: (Color online) (a) Kagome lattice. The arrows on
bonds mean the sign νij = 1 of the SOC. Φ is the flux pen-
etrating each triangle. The dotted rhombus is the
√
3 ×
√
3
unit cell. (b) Out-of-plane FM state. (c) & (d) In-plane 1× 1
and
√
3×√3 AFM states, respectively. The signs ± indicate
the spin chirality χ = ±1 of each triangle.
2neighbor lattice sites. t is the hopping parameter, and
λ is the strength of the SOC. The sign νij = ±1 when
the hopping is counterclockwise (clockwise). Sαi is the α-
component of localized spin at lattice site i (α = x, y, z),
and it is renormalized that S2i = 1. σ
α is the Pauli ma-
trix. hα is the Hund coupling between the α-component
spins of itinerant and localized electrons. Jα is the SE
between the nearest-neighbor localized spins. In general,
we consider the case where the Hund couping and the SE
are isotropic in plane hx = hy ≡ hxy, Jx = Jy ≡ −Jxy,
but anisotropic out of plane. Note that the SE in plane
Jxy and out of plane Jz have the opposite signs. The
model in the Ising-Hund coupling limit hxy = 0 was pre-
viously proposed [14].
The tight-binding part of Hamiltonian in Eq. (1) can
be rewritten as
HQSH = −
∑
〈i,j〉,σ
tijσc
†
iσcjσ , (2)
where tijσ = t + iνijσλ = r exp(±iΦ/3) with r =√
t2 + λ2, and Φ = 3 arg(t + iλ). In the following we
use r = 1 as the energy unit. Φ is the flux penetrat-
ing each triangle of the kagome lattice (see Fig. 1a). It
(Φ 6= 0, pi) induces topologically nontrivial band struc-
ture [3, 4]. When the Hund coupling is included, its
interplay with the SOC can emerge topological magnetic
phases [15, 16]. Hamiltonian in Eq. (2) is just the spin
version of the QAH model, which is obtained from the
double exchange model in the strong Hund coupling limit
[3]. The Hall conductivity Cσ of electrons with spin σ in
unit e2/h can be calculated by the Kubo formula
Cσ=
1
N
∑
k,a,b
ℑ[〈ka|jx|kb〉〈kb|jy |ka〉]
(Eka − Ekb)2 (f(Eka)−f(Ekb)),(3)
where jα is the current operator in α-direction, |ka〉
and Eka are the normalized eigenstate and eigenvalue
of the Bloch Hamiltonian of electrons with spin σ, f(x)
is the Fermi-Dirac distribution function, and N is the
number of lattice sites. At zero temperature T = 0,
Cσ is just the Chern number of the Brillouin-zone torus
[17, 18]. Hamiltonian in Eq. (2) for each spin compo-
nent has three bands separated by two gaps [3]. The
insulating state occurs at fillings nσ = 1/3, 2/3, and
Cσ = σ. At these fillings the charge Hall conductiv-
ity σcxy = (e
2/h)
∑
σ Cσ vanishes, whereas the spin Hall
conductivity σsxy = (e
2/h)
∑
σ σCσ is quantized. This is
exactly the quantum spin Hall (QSH) effect proposed in
the Z2 topological insulators [19].
The SE part of Hamiltonian in Eq. (1) is just the
Heisenberg XXZ model [1, 2]. For classical spins this
model produces a magnetic phase transition from the
out-of-plane FM to the in-plane AFM at Jxy = 2Jz
[1, 2, 14]. The spin configurations of these states are de-
picted in Fig. 1. In the out-of-plane FM all spins are par-
allel to the z-axis. The in-plane AFM states are defined
 out-of-plane FM
 in-plane ´  AFM
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FIG. 2: (Color online) The grand potential Ω−ΩFM measured
from that of the out-of-plane FM state and the electron filling
n at temperature T = 0. The trial variational states are
the out-of-plane FM, the in-plane 1 × 1 and
√
3×
√
3 AFM.
The vertical dotted lines indicate the phase crossing points
between the out-of-plane FM and the in-plane
√
3×
√
3 AFM.
The grey shaded areas indicate the phase separation, where
the electron filling is uncertain. Model parameters hz = 6,
hxy = 3, Jz = 1, Jxy = 4, Φ = pi/3.
within 1× 1 and √3×√3 unit cells in the xy-plane (the
lattice parameter is set a = 1) [1, 2]. These AFM states
are characterized by 120◦ angle between spins at each tri-
angle. They are distinguishable by the vector chirality of
each triangle χ = [2/3
√
3](S1×S2+S2×S3+S3×S1) ≡
ezχ, which is parallel to the z-axis (ez is the unit vector
of the z-axis). The 1 × 1 AFM has the uniform chiral-
ity χ = 1, whereas the
√
3×√3 AFM has the staggered
chirality χ = ±1, as shown in Fig. 1. In the classical
XXZ model, the 1 × 1 and √3 × √3 AFMs are degen-
erate. However, the in-plane Hund coupling can lift the
degeneracy, as we will see later.
We will use variational calculations to find stable
phases. The variational principle is based on the Bo-
goliubov inequality, which reads
Ω ≤ Ωtr + 〈H −Htr〉tr ≡ Ω˜, (4)
where Ω, Ωtr are the grand potentials corresponding to
the studied H and trial Htr Hamiltonian, respectively
[20, 21]. The thermodynamical average is taken over the
ensemble defined by the trial Hamiltonian. Minimizing
Ω˜ one would find the stable phases of the studied system.
At zero temperature T = 0, Ω˜ = E − µnN , where µ
is the chemical potential, E and n are the ground-state
energy and the electron filling of the trial state. In cal-
culating the ground state energy and the electron filling,
the two-dimensional tetrahedron method is used to cal-
culate the integration over the Brillouin zone [22]. We
consider different trial states and find the state with low-
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FIG. 3: (Color online) The critical line h∗xy via (nhz + 2Jz −
Jxy) at half filling n = 1 and flux Φ = pi/3. The ground
state is the out-of-plane FM when hxy < h
∗
xy, and the in-
plane 1 × 1 AFM when hxy > h∗xy . The dotted line is the
asymptotic h∗xy = hz + 2Jz − Jxy .
est grand potential. It turns out that the out-of-plane
FM and the in-plane AFM are the candidates. An ex-
ample of the grand potentials of trial states is shown in
Fig. 2. One can notice that the out-of-plane hz and Jz
only affect the grand potential of the out-of-plane FM,
while the in-plane hxy and Jxy only affect the one of
the in-plane AFM. The Ising-Hund coupling hz polarizes
itinerant electrons and shifts the energy levels of elec-
trons with opposite spins in the opposite directions [23].
A strong Ising-Hund coupling could separate the energy
bands of electrons with spin up and down. The band gap
appearing at half filling n = 1 indicates this separation
of the FM state. The other band gaps of the FM at fill-
ings n = 1/3, 2/3 or n = 4/3, 5/3 are just similar to the
ones in the non-interacting case HQSH . However, when
the Ising-Hund coupling is weak, some band gaps of the
FM are closed. A similar situation is also observed for
the in-plane Hund coupling and the AFM. When the in-
plane Hund coupling hxy is strong, it opens band gaps
at fillings n = 4/3, 1, 5/3, as shown in Fig. 2. However,
in the weak in-plane Hund coupling regime, it can only
open the band gaps at fillings n = 2/3, 4/3, like the ones
in the non-interacting case HQSH . We observed a mag-
netic competition between the out-of-plane FM and the
in-plane AFM. The magnetic phase transition occurs at
a critical value h∗xy. When hxy < h
∗
xy, the out-of-plane
FM is stable, and when hxy > h
∗
xy the in-plane AFM is
stable. The stable in-plane AFM is 1×1 type at half fill-
ing n = 1 , and is
√
3 ×√3 type at fillings n = 2/3, 5/3.
When hxy = 0, the in-plane 1 × 1 and
√
3 × √3 AFM
states are degenerate. The finite in-plane Hund coupling
hxy lifts the degeneracy. In addition to the magnetic
states, we observed also phase separations (PS) at the
jumps of the electron fillings [24]. They occur at the
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FIG. 4: (Color online) The critical line h∗xy via (nhz + 2Jz −
Jxy) at filling n = 2/3 and flux Φ = pi/3. The ground state
is the out-of-plane FM when hxy < h
∗
xy , and the in-plane√
3×√3 AFM when hxy > h∗xy .
phase boundary between the phases with different sym-
metries such as FM and AFM. At the PS, the electron
filling is uncertain and the ground state is spontaneously
separated into two states with electron fillings equaled
the ones at the filling jump ends.
The phase diagrams at half and two thirds fillings
are summarized in Figs. 3 and 4. In the regime of
strong Ising-Hund coupling (hz/n > 3) we observed
that the critical value h∗xy is a universal function of
∆hz ≡ nhz + 2Jz − Jxy as shown in Figs. 3 and 4. At
half filling the universal function h∗xy(∆hz) approaches
the asymptotic h∗xy = ∆hz at large ∆hz. The universal
property of the critical h∗xy suggests the equivalence be-
tween the Hund coupling and the SE, as well as between
their out-of-plane and in-plane components in the mag-
netic competition. Due to the universal property, the
magnetic phase transition from the out-of-plane FM to
the in-plane AFM is tunable through tuning the com-
ponents of either the Hund coupling or the SE. This
also allows us to drop the SE in studying the magnetic
phase transition when the Ising-Hund coupling is strong.
Without the SE, the many-body local methods such as
the dynamical mean field theory can safely be used [25].
Actually, the SE between localized spins can be gen-
erated by the Hund coupling through the Ruderman-
Kittel-Kasuya-Yosida mechanism, and it is already im-
plicitly present in the models having the Hund coupling
[26–28]. The universal function h∗xy(∆hz) also indicates
that the kagome magnets with strong Ising-Hund cou-
pling form a universal class, where the magnetic phase
transition from out-of-plane to the in-plane magnetism
does not depend on specific values of the Hund coupling
and the SE as long as the value ∆hz is fixed. The mag-
netic tunability observed in Co3Sn2S2 suggests that this
kagome magnet has a strong anisotropic Hund coupling
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FIG. 5: (Color online) The electron filling n and the spin
components of the Hall conductivity Cσ in unit e
2/h via the
chemical potential µ at zero temperature T = 0 in the Ising-
Hund coupling limit hxy = 0. Model parameter hz = 6.
and belongs to the universal class [11].
From the universal property of h∗xy(∆hz), one can see
that the magnetic phase transition still occurs in the
Ising-Hund coupling limit hxy = 0, providing the in-plane
spin exchange Jxy with tunability. Thus, we can study
the topological properties of the stable states in the Ising-
Hund coupling limit. In this limit, the Bloch Hamiltonian
of itinerant electrons in a fixed configuration of localized
spins is diagonal in the spin index. Therefore, the Hall
conductivity can be separated into the spin-component
Cσ, which can still be calculated by the Kubo formula
(3). Both the electron filling and the Hall conductiv-
ity are independent of the SE. However, the SE affects
the ground-state energy, and it can drive the magnetic
phase transition. In Fig. 5 we plot the electron filling
and the spin components of the Hall conductivity as a
function of the chemical potential at T = 0. It shows
that the out-of-plane FM has quantized Cσ = ±1 at fill-
ings n = 1/3, 2/3, 4/3, 5/3 and the in-plane AFM has
quantized Cσ = σ at fillings n = 2/3, 4/3. Therefore,
the charge Hall conductivity σcxy is only quantized in the
out-of-plane FM and vanishes in the in-plane AFM. How-
ever, the spin Hall conductivity σsxy is quantized in the
in-plane AFM. The magnetic phase transition at two-
thirds filling is also accompanied by the topological tran-
sition from QAH to QASH effect. Nearby half filling,
both the charge and spin Hall conductivities in the out-
of-plane FM vanish. However, the spin Hall conductivity
in the in-plane AFM is finite, although it is not quan-
tized. It yields a large anomalous spin Hall conductance
because e2/ha ∼ 717 Ω−1 cm−1 with typical lattice pa-
rameter a ∼ 5.4 A˚ [9]. The finite value of the spin Hall
conductivity nearby half filling results from an interfer-
ence of two QSH conductivities at fillings n = 2/3 and
n = 4/3. A similar finite value of the charge Hall conduc-
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FIG. 6: (Color online) (a) The out-of-plane FM and the in-
plane 1 × 1 AFM magnetizations M(T ) via temperature T .
(b) The grand potential Ω − ΩPM measured from that of
the PM state via temperature T . (c) The grand potential
Ω(θ)−Ω(0) measured from that of the out-of-plane FM (θ =
0) via temperature T . T ∗ is the temperature below which
the out-of-plane FM is stable. TC1 and TC2 are the critical
temperatures, where the out-of-plane FM and the in-plane
AFM magnetizations respectively vanish. Model parameters
hz = 6, hxy = 1, Jz = 1, Jxy = 4, and half filling n = 1.
tivity also appears in the out-of-plane FM metals nearby
fillings n = 1/3, 4/3.
At finite temperature we use the following trial ansatz
S1 = M(T )(−
√
3
2
sin θ,−1
2
sin θ, cos θ), (5)
S2 = M(T )(
√
3
2
sin θ,−1
2
sin θ, cos θ), (6)
S3 = M(T )(0, sin θ, cos θ), (7)
for localized spins at the triangle of the unit cell. M(T )
is the temperature dependence of the localized electron
magnetization. θ is the angle between the spins and the
z-axis. The ansatz gives the out-of-plane FM when θ = 0,
and the in-plane AFM when θ = pi/2. When θ 6= 0, pi/2,
it describes a ’umbrella’ structure of spins, the projection
of which in the xy-plane forms the in-plane AFM. We also
use the same ansatz for itinerant electron spins, reflecting
the strong Hund coupling, but with different magnetiza-
tion m(T ) [29]. A mean field solution is obtained by min-
imizing the variational Ω˜ in Eq. (4) with respect toM(T )
and m(T ). In Fig. 6 we plot the mean field solutions for
the out-of-plane FM and the in-plane AFM at half fill-
ing. It shows that the out-of-plane FM is stable below
a crossing temperature T ∗, where the grand potentials
of the out-of-plane FM and the in-plane AFM are the
same. However, at this crossing temperature the magne-
tization M(T ) of the out-of-plane FM does not vanish.
5When temperature increases, it decreases and vanishes at
the critical temperature TC1 > T
∗. The in-plane AFM is
stable from the crossing temperature T ∗ until the critical
temperature TC2 > TC1, where the PM state is reached.
At the temperature range T ∗ < T < TC1, the in-plane
AFM is stable, but the magnetization of the out-of-plane
FM is still finite. We interpret this temperature range
as the region of the out-of-plane FM and in-plane AFM
coexistence. The phase transition from the out-of-plane
FM to the in-plane AFM occurs at the crossing point,
which is infinitely degenerate, as can be seen in Fig. 6c.
At the crossing point, any ’umbrella’ phase with any θ
has the same grand potential. Therefore, the magnetic
phase transition is continuous, although the order param-
eter does not vanish. Without such infinitely degenerate
crossing point, the phase transition from out-of-plane to
in-plane magnetism would abruptly occur.
In conclusion, we have studied the interplay between
the SOC, the Hund coupling and the SE in the kagome
lattice. It causes the magnetic competition between the
out-of-plane FM and the in-plane AFM, and qualitatively
describes a number of striking effects observed in the
kagome magnets, including the magnetic tunability, large
anomalous Hall conductance, coexistence of the out-of-
plane FM and the in-plane AFM in a finite temperature
range. In addition, we also observed that the magnetic
phase transition from the out-of-plane FM to the in-plane
AFM at two-thirds filling is accompanied by the topo-
logical transition from QAH to QASH effect. At finite
temperature the magnetic phase transition is continuous
although the order parameter does vanish. In the present
work, quantum corrections to the mean field solution are
not considered yet. They may generate topological mag-
netic excitations, which may impact on the interplay be-
tween the SOC, the Hund coupling and the SE.
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