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A Brisk Tour of (Enriched) Category Theory
David Jaz Myers
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Introduction

In this paper, I will take you on a brief and brisk tour of the theory of (enriched) categories. While
we won’t have time to see the theorems of category theory, we will see how the definitions unify
a number of concepts across the mathematical landscape. Hopefully, this will make the role of
category theory as grand analogy maker seem plausible, even if we won’t get to see what one does
with those analogies.

2

Introduction to Categories

Category Theory is the abstract study of process. For us, a process will be anything which turns
things of type A into things of type B. We write p : A → B (read “p from A to B”) to say that a
process p turns things of type A into things of type B, and draw
A −→ B
When drawing processes as on the left, we think of the arrow as representing a movement from
type A to type B. When drawing a process as on the right, we think of it as a “black box” which
acts on a signal from the wire A and turns it into a signal on the wire B.
The axioms for a category are simple. First, processes may be composed — perhaps by doing
one after another — if they line up correctly.
A −→ B −→ C
On the left, we think of moving along the first path from point A to point B, and then continuing
along the second path to point C. On the right, we think of plugging the output wire of the first
process into the input wire of the second. We write the composite of f : A → B and g : B → C
as f g : A → C. This operation is associative, so that (f g)h = f (gh) for any three processes which
correctly line up. In other words, the following two diagrams have a unique interpretation in terms
of processes:
A −→ B −→ C −→ D
We also ask that there be a process on every type A which simply does nothing to things of
type A. This is called the identity of A, idA : A → A, and is drawn
A
It is clear from the diagrams that composing a process by the identity does nothing. In symbols,
if p : A → B and q : B → C, then p idB = p and idB q = q. As the diagrams above suggest, we
will often equate a type with its identity process, and write A for idA .
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The focus of this thesis will be graphical notions using strings and beads like those on the right
above. But both notations have their strengths. The main strength of the arrow notation on the
left is that it can be used to quickly express equalities of processes. Consider the following diagram
f

A

B
g

h

C
This diagram is said to commute when h = f g. In general, a diagram is said to commute when
any two paths of composites with the same beginning and ending are equal. For example,
f

A

B

p

g

C

D

q

commutes precisely when f g = pq. Here, it is the ‘vertical’ processes which are commuting with
the ‘horizontal’ processes; doing the vertical p and then the horizontal q is the same as doing the
horizontal f and then the vertical g.

2.1

A First Example

The primordial example of a category is the category Set of sets and set functions. Here, the
types are sets, and the processes are set functions. Composition of processes is just composition of
functions.
Remark 1. We are writing our composition in diagrammatic order : the composite of f and g is f g.
Contrast this with the Leibnizian order, where the composite of f and g is written g ◦ f . The reason
for the Leibnizian order is our habit of writing the action of a function f on an element a as f (a).
Then the composite g ◦ f acts on a by sending it to g(f (a)). Since we are writing in diagrammatic
order, we will write the action of a function f on an element a as af . This will be explored further
below. We adopt this convention because the focus of this paper is on diagrammatic reasoning, and
it becomes complicated to flip the order of composition when translating from diagrams to prose.
The great power of Category Theory lies in its ability to describe the structure of the types only
by their relation to other types through the processes. In Category Theory, we try to understand
the structure of things ‘externally’, via their relation to other things, without every looking ‘inside’
to see what a thing is ‘made of’. For example, in the category of sets and functions we can talk
about the elements of a set X without every ‘looking inside’ X. Let 1 = {?} be a fixed one element
set. Then for every x ∈ X, there is a function x : 1 → X sending ? to x. Furthermore, for every
function a : 1 → X, the image of ? under a is an element of X. These two processes determine a
one-to-one correspondence between elements of X and functions 1 → X. Even better, if f : X → Y
is any function, then it sends elements x ∈ X to xf ∈ Y , which corresponds to xf : 1 → Y . But
f

x̄

we could consider the composite function 1 −
→X −
→ Y , which must send ? to xf . So xf = xf ,
and we are justified in completely identifying elements x ∈ X with functions x : 1 → X. Then the
above identity becomes the tautology xf = xf .
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That is nice and all, but how did we know that 1 was a one element set without peeking inside
to see that it is {?}? To answer this question, we will need to look at the most important way
that types in categories are determined by their relations to others: universal properties. A type
A is said to be universal for a property if it satisfies the property, and for any other type X which
satisfies the property, there is a unique process either X → A or A → X which preserves the
property. If the unique process goes from X to A, then A is called the limit of the property; if it
goes from A to X, then it is called the colimit. Let’s look at a few examples to let the concept
settle in.
Consider the category of sets and functions and the property of “being a set”. This property
is satisfied by any set, so if A is the limit of this property, then there must be a unique function
X → A for any set X. The unique function must also preserve the property of “being a set”, but
since everything in sight is already a set, there is nothing to preserve. Now, since there are no
functions into the empty set, A must have at least one element. Suppose that a and b are two
elements of A. Then we could make two functions X → A given by x 7→ a and x 7→ b respectively.
But since there must be a unique function X → A, these two functions must be equal which means
that a and b must be equal. Therefore A has exactly one element. This is how we can characterize
the one element sets without ever ‘peeking inside’ to see that they have only one element.
Let’s look at a slightly more complicated example of a limit. Consider the property of “admitting
a function to A and a function to B” for fixed sets A and B. If C were the limit of this property
then it must admit functions π1 : C → A and π2 : C → B, and for every set X admitting functions
f : X → A and g : X → B, there must be a unique function X → C, which we will call (f, g).
In addition, (f, g) must preserve the property of “admitting a function to A and a function to B”,
which in this case means that (f, g)π1 = f and (f, g)π2 = g. Visually, the following diagram must
commute:
X
g

f
(f,g)

A

π1

C

π2

B

Let’s take X to be 1 so that functions X → A and X → B are just elements of A and B. The
universal property then says that for every pair of elements a : 1 → A and b : 1 → B, there is an
element (a, b) : 1 → C. On the other hand, for every element x : 1 → C, we get pair of elements
xπ1 : 1 → A and xπ2 : 1 → B. The condition that (a, b) preserve the property, that (a, b)π1 = a
and (a, b)π2 = b, ensures that these assignments are inverse to each other. Therefore, C is the set
of all pairs of elements from A and from B, which we call the cartesian product of A and B and
write as A × B. If X is any set admitting functions f : X → A and g : X → B, then the unique
function (f, g) : X → A × B is just the function x 7→ (xf, xg).
The assignment of A and B to their product A × B is functorial in the sense that we can take
the product of functions f : A → C and g : B → D to f × g : A × B → C × D. Explicitly,
f × g is the function sending (a, b) to (af, bg); it is the unique function gaurenteed by the universal
property of C × D when applied to the functions π1 f : A × B → C and π2 g : A × B → D. We will
discuss functoriality further in Section 2.3.
If A and B are finite sets with |A| and |B| elements respectively, then A × B will have |A| · |B|
elements, justifying its name. But we can go further: on finite sets, × and 1 act just like their
numerical counterparts · and 1. Before we look into this, we need to understand what it means for
two types to be ‘the same’ in a category.
3

Definition 1. If A and B are two types in a category, then they are isomorphic, written A ∼
= B,
if there are processes f : A → B and g : B → A such that idA = f g and gf = idB .
Isomorphism is the correct notion of sameness for types in a category. Let’s see what the definition means in the category of sets and functions. We have two sets and two functions f : A → B
and g : B → A, such that for all a ∈ A and b ∈ B, a = af g and bgf = b. This determines a
one-to-one correspondence between elements of A and B: af = b if and only if a = bg. So, in the
category of sets and functions, isomorphisms are just bijections. In particular, if A and B are finite
sets, then they are isomorphic precisely when |A| = |B|.
Let’s show that 1 ×A ∼
= A for any set A. We need to produce mutually inverse functions A →
1 ×A and 1 ×A → A. For the first, note that we have idA : A → A and !A : A → 1 by the universal
property of 1, and so by the universal property of 1 ×A, we get the function (!A , idA ) : A → 1 ×A.
Going the other way, we have the function π2 : 1 ×A → A. Then (!A , idA )π2 = idA by the universal
property of 1 ×A, and π2 (!A , idA ) = id1 ×A since it is a function 1 ×A → 1 ×A which preserves
the property of the product (and there is only one such function). So we have constructed an
isomorphism 1 ×A → A. This isomorphism is natural in that it does not depend on the specifics
of the set A. This notion of naturality will be explored further in Section 2.4. One can also show
that (A × B) × C is naturally isomorphic to A × (B × C) and that A × B is naturally isomorphic
to B × A, but I’ll leave these as exercises for the reader.
In the preceding discussion, we have built up the tools needed to formalize the notion of a
category, which we will do now.

2.2

What is a Category?

Definition 2. A category C consists of the data:
• A collection ob C of objects A, B, C . . ., which we think of as the different types of things.
• For each two objects A and B, a set C(A, B) of arrows, or morphisms, from A to B, which
we think of as the set of processes which turn things of type A into things of type B. We will
write f : A → B as shorthand for f ∈ C(A, B).
• For each three objects A, B, and C, a function c : C(A, B) × C(B, C) → C(A, C) called
composition which sends a pair (f : A → B, g : B → C) to f g : A → C.
• For each object A, an element idA : 1 → C(A, A) call the identity of A.
This data satisfies the following rules:
• For all four objects A, B, C and D, the following diagram commutes:
α

(C(A, B) × C(B, C)) × C(C, D)

C(A, B) × (C(B, C) × C(C, D))
C(A,B)×c

c×C(C,D)

C(A, C) × C(C, D)

C(A, B) × C(B, D)
c

c

C(A, D)

4

where α is the associator ((f, g), h) 7→ (f, (g, h)). In other words, (f g)h = f (gh) for all
compatible arrows f , g, and h.
• For all objects A and B, the following diagrams commute:
1 × C(A, B)

idA × C(A,B)

C(A, A) × C(A, B)

C(A, B) × C(B, B)

c

r

C(A,B)×idB

C(A, B) × 1

c
l

C(A, B)

C(A, B)
∼

∼

Where r and l are the isomorphisms 1 × C(A, B) −
→ C(A, B) and C(A, B) × 1 −
→ C(A, B)
respectively. In other words, idA f = f = f idB for all f : A → B.
Remark 2 (Foundations). Here, we are presuming an ambient notion of set and collection. This
ambient notion could be, for example, Gödel-Bernays set theory, or a direct axiomatization of the
category of classes along the lines of Simpson [17].
Nothing helps you get a feeling for categories like looking at a bunch of examples.1
2.2.1

Sets (and also Relations)

In the previous section, we talked about the category Set of sets and functions. Let’s make sure
that it actually satisfies the axioms of a category.
• The objects of Set are precisely the sets.
• For two sets A and B, the set Set(A, B) is precisely the set of functions from A to B.
• The function c : Set(A, B) × Set(B, C) → Set(A, C) is precisely function composition.
Explicitly, given a pair of functions f : A → B and g : B → C, their composite f g : A → C
is the function that acts on elements a ∈ A by sending them to (af )g.
• The identity function idA : 1 → Set(A, A) is the function which sends a to a.
We can prove that Set as defined above satisfies the axioms of a category. First of all, for
f : A → B,
(a idA )f = af = (af ) idB ,
f

g

h

so identities behave as they should. Given A −
→B→
− C−
→ D,
(a(f g))h = ((af )g)h) = ((af )gh),
so composition is associative like it should be.
This is not the only interesting category with sets as objects, however. The category Rel
has sets as objects, but an arrow A → B is a relation R ⊆ A × B. It will be more convenient
1

For an introduction to category theory on the undergraduate level, try Simmons [16]. For a more in depth
introduction, try Riehl [14]. The standard textbook in category theory is Saunders Mac Lane’s Categories for the
Working Mathematician Mac Lane [12]. For a summary of the history and philosophy of category theory, see Landry
and Marquis [10].
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to work with the characteristic functions R : A × B → 2 = {true, false}, so that we can use
the logical operations directly on the relations. In other words, the objects of Rel are sets, and
Rel(A, B) := 2A×B , the set of functions from A × B to 2 = {true, false}. It remains to define the
composition and identities, and show they satisfy the axioms.
Given two relations R : A × B → 2 and S : B × C → 2, define their composite relation RS to
be
a(RS)c := ∃b ∈ B(aRb ∧ bSc).
Take the identity relation to be =A : A × A → 2, the characteristic function of the diagonal
inclusion A → A × A. This is truly an identity because
aRb ⇐⇒ ∃a0 ∈ A(a = a0 ∧ a0 Rb),
and similarly for composition by =A on the other side. Composition is associative because
∃c(∃b(a R b ∧ b S c) ∧ c T d) ⇐⇒ ∃b(a R b ∧ ∃c(b S c ∧ c T d)).
So, we really do get a category.
2.2.2

Categories of Algebraic Structures

Many examples of categories come from algebraic structures such as groups, rings, and vector spaces
and their respective homomorphisms. Let’s describe the categories Ab, Ring, and Vectk .
• The objects of Ab are the abelian groups, the objects of Ring are the rings (not necessarily
commutative), and the objects of Vectk are the vector spaces over a field k.
• For objects A and B, Ab(A, B) is the set of group homomorophisms from A to B, Ring(A, B)
is the set of ring homomorphisms from A to B (where A and B are now rings), and Vectk (A, B)
is the set of k-linear transformations A to B (where A and B are now vector spaces).
• Composition is composition of the underlying set functions, and identity is the identity function.
To show that these categories are well defined, we would need to show that composition of
two group homomorphisms, ring homomorphisms, or linear transformations are themselves group
homomorphisms, ring homomorphisms, or linear transformations, and that the identity function is
a group homomorphism, ring homomorphism, or linear transformation.
2.2.3

Extreme Examples

A preorder (P, ≤) is a set P together with a relation ≤ defined on P which is reflexive (a ≤ a for
all a) and transitive (a ≤ b and b ≤ c implies a ≤ c). Each preorder can be seen as a category
where there is at most one arrow between each two objects. In other words, P (a, b) = 1 if a ≤ b
and ∅ otherwise. Composition is the unique function P (a, b) × P (b, c) → P (a, c), which is either
the identity of ∅, the inclusion ∅ ,→ 1, or the identity of 1 depending on which of the inequalities
hold. The identity is a map 1 → P (a, a), which means that P (a, a) has an element and so must
be 1 (since it is has at most one element). Two notable examples which we will return to later
are 2 = {false ≤ true}, the order of truth values, and the extended reals R+ = R+ ∪{∞} with ∞
bigger than any number.
6

Seeing that other kinds of structures form categories themselves allows us to make some unexpected analogies. For example, if P is a poset (considered as a category), then what would the
limit of the property “being an element of P ” be? Well, it must be some element a ∈ P so that
for any other element x, there is a unique arrow x → a, which just means that x ≤ a. In other
words, a is the limit of “being an element of P ” precisely when it is the greatest element in P .
Furthermore, the product a ∧ b of two elements a and b in P (if it exists), is their greatest lower
bound; a ∧ b admits an arrow to a and to b, so a ∧ b ≤ a and a ∧ b ≤ b, and for every x doing the
same (that is, x ≤ a and x ≤ b), there is an arrow from x to a ∧ b, x ≤ a ∧ b.
Preorders are an extreme example of a category; there is at most one arrow from one object
to another. Let’s look at the other extreme, a category C in which there is only one object ?. In
this case, there is only one set of arrows, C(?, ?). If we let M = C(?, ?), then we have functions
c : M × M → M and id? : 1 → M , and the category axioms give us the following definition.
Definition 3. A set M equipped with functions µ : M × M → M and e : 1 → M is called a
monoid when the following diagrams commute:
α

(M × M ) × M

M × (M × M )
M ×µ

µ×M

M ×M

M ×M
µ

µ

M
In other words, writing a · b for µ(a, b), (a · b) · c = a · (b · c) for all elements a, b, c : 1 → M .
1 ×M

e×M

M ×M

M ×M

µ

M ×e

M ×1

µ

r

l

M

M

In other words, e · a = a = a · e for all a : 1 → M .
Monoids, despite their funny name, are quite familiar objects. For example, (N, (+) : N × N →
N, 0 : 1 → N) is a monoid, as is (N, (·) : N × N → N, 1 : 1 → N). If every arrow ? → ? is an
isomorphism, or equivalently if every element a : 1 → M has an inverse, then we say that M is a
group.
If we are in any category C and we restrict our attention to some object A of C, we get a monoid
End(A) := C(A, A) of all the endomorphisms of A. If we further restrict to the isomorphisms
∼
A−
→ A, then we get the group Aut(A) of automorphisms.
2.2.4

Geometric Examples

Two geometrical examples are topological spaces and continuous functions between them, which
form the category Top, and smooth manifolds and smooth maps between them, which form the
category C ∞ . There are many other examples as well.
One particularly interesting example of a topologically flavored category is the fundamental
groupoid XΠ1 of a topological space X. A groupoid is a category in which every morphism is an
isomorphism; as mentioned above, a one object groupoid is a group. We define XΠ1 as follows:
7

• The objects of XΠ1 are the points of X.
• Given two points x, y ∈ X, XΠ1 (a, b) is the set of homotopy classes of continuous functions
f : [0, 1] → X such that f (0) = x and f (1) = y. That is, we set two functions f and g
equal if there exists a continuous function h : [0, 1] × [0, 1] → X such that h(0, t) = f (t) and
h(1, t) = g(t). We call such functions ‘paths’.
• Composition of functions is given by concatenation of paths, and the identity is given by the
constant path at a point.
∼

If x is some point of X, then the group of isomorphisms x −
→ x in XΠ1 is the fundamental
group (X, x)π1 of X at the basepoint x.2

2.3

Functors

As we’ve seen above, category theory allows us to understand mathematical structures through
their relations to other structures. These relations take the form of arrows in a category, and the
way they interact lets us ‘look inside’ the objects in the category, without having to crack them
open. Since categories are themselves mathematical structures, it is natural to look for the right
kind of arrows between them. In this section, we’ll describe functors between categories, so that
categories themselves can be seen as forming a category. But we’ll go further, and see that there is a
good notion of arrow between functors, called a natural transformation. This means that categories
form what we will call a 2-category.
Categories are, essentially, algebraic structures. For that reason, it is natural to expect that the
right notion of arrows between categories will be a form of homomorphism. This is precisely what
we will formalize in the following definition.
Definition 4. A functor F : C → D from a category C to a category D consists of the data:
• An assignment F0 : ob C → ob D sending each object A in C to AF in D.
• For each pair of objects A and B in C, a function FA,B : C(A, B) → D(AF, BF ). We will
generally abreviate aFA,B as aF : AF → BF for a : A → B.
We require further that the following diagrams commute:
1

idA

idAF

C(A, A)
FA,A

D(AF, AF )

C(A, B) × C(B, C)

FA,B ×FB,C

c

D(AF, BF ) × D(BF, CF )
c

C(A, C)

FA,C

D(AF, CF )

Or, in other words, idA F = idAF and (ab)F = (aF )(bF ).
Just as with the notion of a category, the best way to understand the notion of a functor is to
look at a slew of examples.
2

To learn more about the fundamental groupoid of a space, see Ronnie Brown’s Topology and Groupoids, Brown

[3].
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2.3.1

In the Extreme Cases

Let’s revisit the extreme cases given above. Suppose that C and D are two posets, viewed as
categories. Then a functor F : C → D is a function F0 : C → D on their underlying sets, together
with function FA,B : C(A, B) → D(AF, BF ). But C(A, B) is either empyt or a single element
depending on whether A ≤ B, so the only contraint given by the FA,B is that if C(A, B) is not
empty, then D(AF, BF ) is not empty (there being no functions into the empty set). But this just
means that A ≤ B implies that AF ≤ BF , or that F is monotonic. So monotone functions between
posets are precisely functors between the posets when they are considered as categories.
On the other extreme, consider a functor F : C → D between monoids, viewed as categories.
The map F0 : ob C → ob D is trivial, so the only data is given by F?,? : C(?, ?) → D(?, ?). The
commuting diagrams in the definition gaurentee that F?,? is a homomorphism of monoids. So
homomorphisms between monoids are precisely functors between those monoids when viewed as
categories.
Knowing what functors are between these extreme cases also gives us insight into what functors
from them to more general categories look like. For example, a functor from a partial order P to
a category C is a collection of objects A of C, one for each element a in P , together with maps
A → B whenever a ≤ b, such that A → B → C = A → C whever a ≤ b ≤ c. Such a functor, when
taking values in a category of algebraic structures like groups or rings, is called a direct system,
over which one might take a direct or inverse limit. For example, consider the functor from the
divisibility order on the natural numbers to the category of groups, sending each n to Z /n Z, and
for nk = m giving the homomorphism i 7→ ik : Z /n Z → Z /m Z. The limit of this diagram is Ẑ,
the profinite completetion of the integers.
A functor F : M → Set from a monoid M to the category of sets consists of a set X = ?F0
together with a function mF : X → X for every m ∈ M , such that eF = idX and (mn)F =
(mF )(nF ) for all m, n ∈ M . This is precisely an action of M on the set X.
2.3.2

Free and Forgetful Functors

In mathematics, forgetting is free. Without batting an eye, we can forget that we can add two
vectors together, or scale them, and find ourselves only with a set. This process can be realized
as a functor U : Vectk → Set, sending a vector space V to the underlying set of V , and a linear
transformation ϕ : V → W to its underlying set function. Similar functors exist for all categories
of algebraic structures, like Ab and Ring, and even some other categories like Top. However, not
all forgetful functors take their values in the category of sets. Consider the functor U : Ring → Ab
which sends a ring R to its underlying additive abelian group, and sends ring homomorphisms to
their underlying group homomorphisms. Or the functor VectC → VectR which sends a complex
vector space to itself, but this time we are only allowed to scale by real numbers.
For many structures built out of sets, there is a notion of a free structure. For example, the
polynomial rings R[x1 , . . . , xn ] are the free R-algebras, and the discrete topological spaces can be
thought of as ‘free spaces’. Let’s look at the particular free functor F : Set → Vectk sending a
set to the free vector space on it. If the set in question is X, then XF is the vector space whose
elements are the sums
n
X
ci xi
i=1

for xi ∈ X and ci ∈ k. Addition and scaling are done so they repsect the rules of a vector space.
9

In other words, XF is the vector space with X as a chosen basis. A function f : X → Y gets sent
to f F : XF → Y F , defined by
n
n
X
X
ci xi 7→
ci (xi f ).
i=1

i=1

It’s easy to see that this satisfies the functorial equations.
In fact, this free functor F has a tight relationship with the forgetful functor U : Vectk → Set
which is characteristic of free and forgetful functors in general: together, they form an adjunction.
We don’t have the tools right now to fully define or discuss adjoint functors, but suffice to say that
for every vector space V and set X, there is an isomorphism
Vectk (XF, V ) ∼
= Set(X, V U ).
This is just the usual universal property of a free vector space: a linear transformation from a free
vector space XF is determined by its action on the basis X, and vice versa.
Another good example of a free-forgetful adjunction comes from the abelianization of a group.
We have a functor U : Ab → Grp sending an abelian group to itself as a group, forgetting that it
is abelian. Going the other way, we can send any group G to its abelianization GF := G/[G, G],
that is, G modded out by its commutator subgroup [G, G] = {ghg -1 h -1 | g, h ∈ G}. If ϕ : G → H
is a homomorphism, then we get a homomorphism ϕF : G/[G, G] → H/[H, H] sending [g] to [gϕ].
It’s not too hard to show that this is well-defined, and so F is indeed a functor.
2.3.3

Diagrams

One of the most useful features of category theory is that it allows us to talk about our own
notation. We have been using commutative diagrams a great deal so far, even to define what it
means to be a functor. Here, we’ll see that commutative diagrams are themselves functors.
If we strip the labels off of a diagram, we get its bare shape. For example, if we have a diagram
in a category C as on the left, we can strip it to get an unlabeled diagram as on the right.
A

f

q

C

B

•

•

•

•

g
p

D

We can consider the latter diagram as a category in its own right, having as objects the nodes in
the diagram, and as arrows identities, those arrows in the diagram, and their composites (subject
to the constraints of commutativity). Let’s call this category D. Putting the labels back on the
diagram then gives us a functor L : D → C. For example, an object in C may be picked out by a
functor from the category 1 := {•} having just one object and its identity arrow; an arrow of C
may be picked out by a functor from 2 := {• → •}, the category having two objects and one arrow
between them.
These names are overloaded for good reason: we can consider any set as a category by just
throwing in all the identity arrows and nothing else, and then 1 the category is just 1 the set
transformed by this process. Even better, 2 the category is just 2, the poset of truth values, when
considered as a category.
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2.3.4

Contravariant Functors

Some functors flip the direction of the arrows they act upon. These functors are called contraviariant, while the functors which preserve the direction of the arrows are called covariant. For example,
the functor sending a set A to its power set 2A and sending a function f : A → B to its inverse
image f -1 : 2B → 2A is contravariant. Functors which send an arrow to some kind of ‘restriction
map’ are often contravariant. For example, we can see f -1 as restricting the characteristic function
of a subset X : B → 2 of A to the image of f .
Instead of keeping around two notions of functor at the same time, we instead make a new
category so that contravariant functors can become covariant. Given a category C, define C op to
be the category having the same objects as C, but with with the arrows reversed. More formally,
C op (A, B) := C(B, A), and c : C op (A, B) × C op (B, C) → C op (A, C) is the composite
c

C(B, A) × C(C, B) → C(C, B) × C(B, A) →
− C(C, A),
where the first function is the swap function (f, g) 7→ (g, f ). Clearly, a functor out of C op is a
contraviariant functor out of C.
2.3.5

Hom-Functors

The so-called Hom-functors are some of the most important functors in all of category theory. They
are deceptively simple, but play a huge role in many areas of mathematics. They get their name
from the fact that arrows in many categories are homomorphisms.
Given a category C and an object a in C, the covariant Hom-functor of a is written C(a, −) :
C → Set. This notation is suggestive; the Hom-functor sends an object b of C to C(a, b). The action
C(b, c) → Set(C(a, b), C(a, c)) sends the arrow f : b → c to the composition function g 7→ gf . In
other words, this action is just the curry of the composition function c : C(a, b) × C(b, c) → C(a, c).
We also get a contravariant Hom-functor C(−, a) from an object a in C. That is, C(−, a) : C op →
Set sends an object b of C to C(b, a), and the action on arrows is given again by composition. This
time, C(b, c) → Set(C(c, a), C(b, a)) is the curry of the composition function in C op , and sends
f : b → c to the function g 7→ f g.
We can package these two functors together into a functor C(−, −) : C op × C → Set. This
is the Hom-functor of C, and it sends a pair of objects (a, b) to the set of arrows C(a, b). The
action now takes place both on the left and right, but the effect is the same: a pair of arrows
(g : a0 → a, h : b → b0 ) gets sent to the function f 7→ gf h.

2.4

Natural Transformations

Perhaps the main lesson of category theory is that if you want to understand some type of mathematical objects, then try to understand the morphisms between them. It may be no surprise then
that functors themselves admit morphisms, which we call natural transformations.
2.4.1

Definition

Given two functors F, G : C → D, a natural transformation α is a family αa : 1 → D(aF, aG) of
arrows in D, indexed by the objects a of C, for which the following diagram commutes:
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∼

1 × C(a, b)

∼

C(a, b)

C(a, b) × 1

αa ×Ga,b

Fa,b ×αb

D(aF, aG) × D(aG, bG)

D(aF, bF ) × D(bF, bG)

c

c

D(aF, bG)
Working inside the category D, this means that the following square commutes:
aF

fF

αb

αa

aG

bF

fG

bG

for every object arrow f : a → b in C.
2.4.2

Examples

Natural transformations show up all over mathematics. In fact, Samuel Eilenberg and Saunders
Mac Lane defined categories in their paper A General Theory of Natural Equivalences (Mac Lane
and Eilenberg [13]) in order to make precise the notion of a natural transformation. Here are a few
useful examples to keep in mind.
2.4.2.1 Determinant Perhaps the first non-trivial example of a natural transformation is the
determinant of an n × n matrix. Consider the categories Field of fields and field homomorphisms
(which all happen to be inclusions), and the category Grp of groups. We can form two interesting
functors Field → Grp,
• Let GLn : Field → Grp be the functor sending a field k to the group of invertible n × n
matrices with entries in k. If ϕ : k ,→ K is a homomorphism of fields, we get a homomorphism
ϕGLn : kGLn → KGLn which sends a matrix with elements Mij ∈ k to the matrix with
elements Mij ϕ ∈ K. For example, letting ϕ : R → C be the inclusion of the real into the
complex numbers, ϕGLn sends a real matrix to the complex matrix with the same entries.
It is routine to verify that this does, in fact, define a functor.
• Let (−)× : Field → Grp send a field k to its group of units k × under multiplication. That
is, k × is just k − {0}, since every non-zero element has a multiplicative inverse in a field. For
a morphism ϕ : k ,→ K of fields, let ϕ× : k × → K × be the restriction of ϕ; this is well defined
since units can never be mapped to 0 in a field homomorphism. Again, it is routine to see
that this really is a functor.
Now, let detk : 1 → Grp(kGLn , k × ) be the determinant homomorphism. It is a basic fact of
linear algebra that detk is indeed a homomorphism, and not just a function on the underlying sets
of those groups, so this is well-defined. Now, let’s show that detk is natural in k, which amounts
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to showing that the following square commutes:
kGLn

ϕGLn

KGLn

detk

detK

k×

ϕ×

K×

This square says that if we calculate the determinant, and then realize that k is a subfield of K,
then we will get the same result as if we had realized k is a subfield of K and then calculated the
determinant. The fact that the determinant may be calculated by an explicit formula which makes
no reference to anything but sums and products in k and K shows that it doesn’t matter which
order we perform these processes. For that reason, the square commutes, and det is a natural
transformation.
2.4.2.2 Abelianization Quotient The quotient map [−] : G → G/[G, G] sending an element
g ∈ G to its equivalence class [g] in the abelianziation of G is a natural transformation from
idGrp → F U . To say that [−] is natural is to say that given a homomorphism ϕ : G → H,
[gϕ] = [gϕ] (recall the action of the abelianization functor on homomorphisms).
2.4.3

Categories of Functors

Given two natural transformations α : F → G, and β : G → H, we can compose to get αβ : F → H.
This composite arises from the component arrows as follows:
∼

αa ×βa

c

1−
→ 1 × 1 −−−−→ D(aF, aG) × D(aG, aH) →
− D(aF, aH).
To see that this indeed defines a natural transformation, it is enough to check the naturality
square which by definition forms the outer square of this diagram:
aF

fF

αb

αa

aG

fG

bG
βb

βa

aH

bF

fH

bH

Since the two inner squares commute, the outer one does as well. This composition is associative
because composition in D is associative. We can also define an indentity natural transformation
on a functor F with components idaF : 1 → D(aF, aF ). This acts as the identity for natural
transformation composition because all of its components are identities in D.
Putting all this together, we see that there is a category of functors and natural transformations
between any two categories. We will call this category Cat(C, D), or sometimes DC .
op
Of particular importance are the categories SetC of presheaves on a category C. A presheaf is a
contraviariant functor from C to the category of sets, and a morphism of presheaves is just a natural
transformation of such functors. Examples of presheaves abound, but here is a paradigmatic one.
Let X be a topological space, and let Ω be its poset of open sets, considered as a category. Let
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C 0 : Ωop → Set be the functor taking an open set U to the set C 0 (U ) of continuous real-valued
functions on U and taking an inclusion U ⊆ V to the restriction function rU V : C 0 (V ) → C 0 (U ),
which just restricts a function defined on V to one defined on U .
One of the basic and most used facts of category theory is that a category embeds into the
op
category of presheaves on it. The functor y : C → SetC is not so difficult to define; send an object
a to the contravariant hom functor C(−, a), and an arrow f : a → b to the natural transforation
C(−, f )c : C(c, a) → C(c, b) sending g : c → a to gf : c → b. Proving that y is an embedding,
however, is a bit more difficult. It follows from what may be called the fundamental lemma of
category theory: Yoneda’s Lemma.
Lemma 1 (Yoneda’s Lemma). There is an isomorphism, natural in all variables, between the set
of natural transformations C(−, a) → F and aF for any presheaf F .
op
SetC (C(−, a), F ) ∼
= aF
op

Proof. We’ll begin by constructing a function ϕ : SetC (C(−, a), F ) → aF , and then we’ll construct
its inverse. Given a natural transformation α : C(−, a) → F , how could we turn it into an element
of aF ? Well, since αa : C(a, a) → aF , it seems that we should look for an element of C(a, a), so
that we could apply αa to it. Luckily, there is always such an element: the identity! So, we will let
αϕ := ida αa .
It remains to show that ϕ has an inverse. In particular, this must mean that for any element
x ∈ aF , we can make a natural transformation xφ : C(−, a) → F such that ida (xφ)a = x. Is a
natural transformation of this form determined by where it sends the identity? Yes.
Let f ∈ C(b, a) be some other arrow; we need to send it to an element of bF . Well, for xφ to be
natural, the following square must commute:
C(a, a)

(xφ)a

fF

C(f,a)

C(b, a)

aF

(xφ)b

bF

Following ida along the bottom path, we end up with ida f (xφ)b = f (xφ)b , which is what we are
looking to define. But it must be equal to the top path, which is ida (xφ)a (f F ) = x(f F ). So we
may define f (xφ)b to be x(f F ), making xφ into a natural transformation and φ into an inverse of
ϕ.
op

Corollary 2. The functor y : C → SetC is an embedding. Furthermore, if C(x, a) is bijective to
C(x, b), naturally in x, then a is isomorphic to b in C.
Proof. By Yoneda’s lemma, the natural transformations C(−, a) → C(−, b) are in bijeciton with
the set of arrows C(a, b). This shows that a y := C(−, a) is a full and faithful embedding of C into
op
SetC .
The second part follows from the fact that y is an embedding. Let ϕ be the bijection constructed
in Yoneda’s Lemma. If f : C(−, a) ∼
= C(−, b) : f -1 , then f ϕ : a → b and f -1 ϕ : b → a. Now,
-1
-1
(f ϕ)(f ϕ) = (f f )ϕ by the naturality of ϕ, and (f f -1 )ϕ = id ϕ = id. The other side follows
similarly, which completes the proof.
Yoneda’s lemma generalizes an old and stately result of group theory.
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Corollary 3 (Cayley’s Theorem). Every group G embeds into the group of permutations on its
set of elements.
op

Proof. Consider the group G as a one object category. The Yoneda embedding y : G → SetG
sends the single object ? of G to the functor ? 7→ G(?, ?), where G(?, ?) is the set of elements of G,
and sends each element g : ? → ? in G to the permutation h 7→ hg.
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3

Monoidal Categories

In Section 1, we saw that the category of sets admitted extra structure over that of being a category:
we could multiply two sets A and B together using the cartesian product A×B, and we could look at
elements of sets using the terminal set 1. It is precisely this structure that let us define the notion of
category generally, since we needed to define the composition function C(X, Y )×C(Y, Z) → C(X, Z)
and the identity element 1 → C(X, X).
In this section, we will generalize this structure to other categories we have seen and see how to
define an enriched category. In particular, we will return to the intuitive story of the introduction
and begin to use string diagrams in earnest.

3.1

What is a Monoidal Category?

A monoidal category is a category where we can pair up two types of things A and B into a
single type A ⊗ B which we can think of as a ‘mixture’ of the two types into a single type. We
furthermore ask that we can mix two processes f : A → B and g : C → D into a single process
f ⊗ g : A ⊗ C → B ⊗ D – say, by doing them at the same time. We draw A ⊗ B as a pair of wires,
and f ⊗ g as black boxes arranged in parallel.

We can also pair up a process with a wire:

which represents the process idA ⊗f : A ⊗ B → A ⊗ C. Diagrammatic intuition says that we should
be able to move boxes along wires, without changing their effect on the signals in the wires. In
other words, we expect that
=
or, in 1-dimensional notation, (idA ⊗f )(g⊗idD ) = (g⊗idC )(idB ⊗f ) for g : A → C and f : C → D.
Already, you can start to see the appeal of the diagrammatic notation.
We can discover a few more things about ⊗, which in a few sections we will turn into axioms.
First off, if we line up three wires in a row,

there are no evident parentheses. This means that we should treat A ⊗ (B ⊗ C) the same as
(A ⊗ B) ⊗ C. It may be tempting to ask that these be literally equal; after all, there is no
difference in their diagrammatic representation. But even in the relatively mundane example of
the category of sets with × as the product, there is no such equality. This is because the set
A × (B × C) contains pairs (a, (b, c)), while (A × B) × C contains pairs ((a, b), c). These are
evidently not the same elements, but there is an obvious association between them. Namely, the
function (a, (b, c)) 7→ ((a, b), c) determines an isomorphism A × (B × C) ∼
= (A × B) × C which is
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natural in A, B, and C. So, in general, we will ask that A ⊗ (B ⊗ C) and (A ⊗ B) ⊗ C be naturally
isomorphic, rather than equal.
Secondly, if we put nothing above a wire, then nothing has really changed.
=
If we are so bold as to think that nothing might represent something, then that thing it represents
would be an identity for ⊗. We will write 1 for the object of the monoidal category that is the
identity for ⊗. For example, 1 in the monoidal category of sets with × as its product is a chosen
one element set. Just as with associativity, we won’t ask for an equality, but rather a pair of natural
isomorphisms 1 ⊗A → A and A ⊗ 1 → A. In the category of sets, equality fails since 1 ×A has
elements (∗, a), while A’s elements are just a; but, of course, there is the natural map (∗, a) 7→ a,
which is indeed an isomorphism.
Let’s take a moment to look at some examples of monoidal categories, other than the category
of sets, as we’ve intuitively presented them here.3
3.1.1

Examples

3.1.1.1 Vector Spaces Historically, the category of vector spaces (or, more generally, modules
over a commutative ring) was the primordial example of a monoidal category, and it left its mark on
the notation of monoidal categories. In Vectk , the monoidal product of two vectors spaces V and
W is taken to be their tensor product V ⊗ W , and the monoidal identity 1 is k itself. The action
of ⊗ on linear transformations which are represented by some matrices is given by the Kronecker
product of those matrices.
3.1.1.2 Abelian Groups Abelian groups are Z-modules, so it should not be surprising that
they too form a monoidal category with tensor product ⊗ as its product and Z as its monoidal
identity. But there is a nice relationship between the tensor product of a right R-modules M with
a left R-module N that I want to briefly explore here.
Recall that the tensor product A ⊗ B of two abelian groups is the group A × B modulo the
relations (a + b, c) = (a, c) + (b, c) and (a, b + c) = (a, b) + (a, c). Now, if M is a right R-module and
N a left R-module, then we can define the tensor product M ⊗R N of M and N over R to be the
coequalizer of the pair of maps M ⊗ R ⊗ N ⇒ M ⊗ N in Ab, where the top map sends (m, r, n) to
(m · r, n) and the bottom sends it to (m, r · n). To take the coequalizer means to quotient by the
relation setting these two functions equal.
3.1.1.3 Truth Values Another common, but simple, monoidal category is 2 = {false ⇒ true},
the partial order of truth values. We will take the monoidal product to be ∧, logical and, and
therefore take its monoidal identity to be true. What would it mean to take the product of two
processes in 2? Well, the processes, or arrows, in 2 are precisely the logical implications. So would
mean that if A ⇒ B and C ⇒ D, then A ∧ C ⇒ B ∧ D, which is certainly the case.
3

For a comprehensive reference to monoidal categories, see [4]. For a nice introduction to the kind of mathematics
that can be done with string diagrams, see [1]. For formal proofs of the correctness of the graphical notation, see [7]
and [6].
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3.1.1.4 Extended Reals The extended reals R+ are the non-negative real numbers with ∞
stapled to the end. We will consider R+ as a category with an arrow a → b meaning that a ≥ b.
This is the opposite order to the usual way of treating orders as categories, but our bizarre choice
will pay off.
For the monoidal structure on R+ we will take + and its identity 0. We need to check that if
a ≥ b and c ≥ d, then a + c ≥ b + d. This holds, so (R+ , +, 0) does form a monoidal category. We’ll
revisit this category later.

3.2

Monoids

Using the diagrammatic notation, we can represent processes which take multiple inputs. For
example, we might have a process that takes an A and a B and turns it into a C, which we would
notate p : A × B → C. Diagrammatically, this looks like

We can also have process which take no input, or trivial input. These will have the form
x : 1 → A, or, diagrammatically:
Putting these facts together, we can give axioms for a monoid inside a monoidal category.
Namely, a monoid in a monoidal category (C, ⊗, 1) is an object
together with two arrows
and
which satisfy the following 3 equations:
=

=

=
That is,
is an identity for the operation
, and
is associative.
If we tweak our diagrams a bit, we can make these equations into diagrammatic facts. We’ll
fatten up the wires into yellow strips

The arrows on the boundary of the strip will help us keep track of how we can glue strips
together. In particular, the arrows can never flow upwards, but otherwise the bounding wires can
be bent at will. In particular, we can bend the bounding wire all the way around to get
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This will represent the identity u : 1 → A of the monoid, where A is
the bottom wire of one strip into the top wire of another, like so

. We can also bend

This represents the product (·) : A ⊗ A → A. The laws of the monoid are then evident in the
diagrams alone:

=

=

=

It is a curious fact that the right setting in which to define a monoid is a monoid al category.
John Baez and James Dolan call this fact, suitably generalized, the ‘Microcosm Principle’: the right
place to define (and perhaps to reason about) a structure is inside a category which is a spruced
up version of that structure.
3.2.1

Examples

3.2.1.1 In the Category of Sets A monoid in the category of sets is just a monoid, that is,
a set with an associative and unital multiplication. A monoid action in Set is just a usual monoid
action.
3.2.1.2 Algebras over a Field A monoid in Vectk is an algebra over k. In other words,
we have a bilinear multiplication A ⊗ A → A, and a unit 1 : k → A. Being bilinear means that
multiplication distributes over addition on the left and the right, and commutes with scalars. The
identity axioms means that the unit really does behave like the unit for multiplication.
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A monoid action in Vectk is a module of the algebra given by the monoid. In other words, it
is a vector space which can be scaled not only by scalars from k, but also by scalars from A.
All this goes just as well in the category of modules over a commutative ring. In particular, a
ring is a monoid in the category of abelian groups.
3.2.1.3 Lie Groups and Group Schemes Consider the category C ∞ of manifolds with
smooth maps between them. This becomes a monoidal category when considering the cartesian
product of manifolds and the one point manifold 1. A monoid in C ∞ is a monoid whose operations
are all smooth. If the monoid is in fact a group, then this would be called a Lie group, so it seems
reasonable to call this notion a Lie monoid. An action of a Lie monoid on a manifold is an action
which is smooth. These kinds of things are studied in differential geometry quite frequently.
Similarly, a group scheme (or algebraic group) is a group in the category of schemes, considered
as a monoidal category with its cartesian product.

3.3

Enriched Categories

In Section 2.2, we defined a category using nothing but the monoidal structure of the category of
sets. Here, we will see that transplanting that definition to other monoidal categories can be an
interesting and worthwhile endeavor.
The axioms for a category C enriched in a monoidal category (V, ⊗, 1) are precisely those given
in Section 2.2, but with × replaced by ⊗; this time, of course, C(a, b) is an object of V, rather than
a set. However, just as categories are ‘monoids with many objects’ in Set, enriched categories are
‘monoids with many objects’ in V. This observation will let us give a nice graphical definition,
mimicking the one given above for monoids.
In addition to fattening up the wires into strips, we will now color their outer boundaries. In
this way,

will stand for C(a, b), where C is being represented by the horizontal strip, a

by the color
, and b by the color
. The rules are then the same as they were for monoids,
except now the colors must match. In particular, we get a composition map and an idenitity:

and
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and these satisfy the following rules:

=

=

=

If C is enriched in V, we will say that it is a V-Cat. In particular, all categories are Set-Cats.4
3.3.1

Examples

Examples of enriched categories abound. If I may paraphrase William Lawvere’s thesis in [11], we
will see that not only do most mathematical objects organize themselves into categories, but they
often are categories themselves – at least, enriched categories.
3.3.1.1 Preordered Sets A preordered set is a set with a reflexive, transitive relation on it.
Here, we will see that preordered sets are precisely the categories enriched in (2, ∧, true), the
category of truth values, or at least those having a small set of objects.
Given a preorder P , let P be the enriched category with objects the elements of P , and with
P(a, b) := a ≤ b, where the latter is understood to be the truth value of the proposition that a is
at most b. Since a ≤ a for all a, we get the identity arrows, and since a ≤ b and b ≤ c implies that
a ≤ c, we get a compostion map.
Conversely, the axioms for a category P enriched in (2, ∧, true) say exactly that P(a, b) is a
reflexive, transitive relation on its class of objects. If this class is indeed a set, then P is a preordered
set.
3.3.1.2 Linear Categories Categories which are enriched in the category of abelian groups
are called linear categories. In a linear category, you can add and subtract arrows in addition to
composing them, and composition distributes over this addtion. In particular, a ring is a linear
category with one object.
4

For an introduction to the theory of enriched categories, see [8].
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3.3.1.3 Metric Spaces This example is perhaps the most surprising, and was first noticed by
[11]. Let’s see what a small category X enriched in the extended reals (R+ , +, 0) is.
A R+ -Cat X consists of:
• A set X,
• A non-negative real number X(a, b) for each two elements of X, such that
• 0 ≥ X(a, a) (which in particular means that X(a, a) = 0), and
• X(a, b) + X(b, c) ≥ X(a, c), for all a, b, and c.
Amazingly, these are almost the axioms of a metric space, with X(a, b) being the distance
between a and b. We have dropped the axioms of symmetry and positive-definiteness, and allow
distances of ∞, but the core notion is still there. In fact, this generality is perfectly reasonable
from a practical viewpoint; while the axioms of a metric space formalize our intuitions for distance
‘as the crow flies’ over a connected space, our axioms allow for a distance ‘as the fox runs’. For
example, if we want to calculate the distance it will take to drive from point a to point b in a city,
it might be the case that a is at one end of a one-way street from b. Then it might be quite fast
to go from a to b, but take a long while to go from b to a. Similarly, it might simply be impossible
to drive from point a to point b, so we would mark X(a, b) as ∞. A great deal of the theory of
metric spaces, including Cauchy limits and basic analysis, can be done in the generality of enriched
categories. See, for example, [15] and [2].
3.3.1.4 2-Categories A category enriched in the category of categories is called a 2-category.
This may seem like useless categorical navel-gazing, but 2-categories show up in a great variety of
places. The primordial 2-category is the 2-category Cat of categories. As we saw earlier, Cat(C, D)
is not merely a set of functors, but a bona-fide category of functors and natural transformations.
With a little work, we can show that Cat is indeed enriched in itself. In general, categories enriched
in V will organize into a 2-category V-Cat.5

4

Conclusion

We have embarked on a brisk march through the fundamentals of (enriched) category theory. Along
the way, we’ve seen category theory’s role as analogy-maker extraordinaire, even if we did not get
to see the fruits of that analogy making. We missed crucial concepts such as limit and colimits,
adjunctions, modules and profunctors, and Kan extensions – and the theorems which bind them
together. But the sturdy spine of the theory remains visible nonetheless.
This thesis serves as the beginnings of motivation for the research I embarked on during this
project. I extended the string diagrams on display here to category-like structures called proarrow
equipments, which serve as excellent settings for formal category theory – the simultaneous generalization of enriched, internal, and indexed category theories. Categories enriched in a monoidal
category form a proarrow equipment. I proved a converse of sorts to this statement, showing that
any equipment may be embedded into a suitable equipment of enriched categories.6
5
6

For more on 2-categories, see [9].
The results of this research can be found in the paper [5].
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