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Abstract-In two previous papers the idea of the tau method to get approximate solutions of 
differential equations was extended to get like results for difference equations. The models treated 
were the difference equation for the reciprocal of the gamma function and the difference equation 
for the entire part of the Bessel function of the first kind. In this paper, we apply the tau method 
as described in the title of this paper. Some numerics are presented which indicate that the process 
is convergent. 
In this connection an ‘a posterior? error analysis for the Bessel function case is presented. 
How this analysis could be extended to the model of the present paper is discussed, but further 
analysis is deferred to future research. 
1. INTRODUCTION 
In two previous papers [ 1,2], the idea of using the tau method to get approximate solutions 
of difference equations was explored. The historical background and philosophy of the 
technique is discussed in the references cited and will not be repeated here. In [ 11, the model 
treated was the difference equation satisfied by the reciprocal of the gamma function and 
approximations for l/r(z + 1) were achieved as a polynomial in z. In[2], the model used 
was the difference equation satisfied by the entire part of the Bessel function J”(z), that 
is, B,(z) where 
J,(z) = (1) 
(’ + l)k = r(V + 1 + k)/r(V + 1). (2) 
Usually, one seeks an approximation in the form of a polynomial in ascending or 
descending powers of the variable whichever is the most natural. If B,(z) is truncated, the 
resulting expression is not a polynomial in the variable l/v. In[2], the tau method was 
slightly modified so that in form, the approximation would mimic the truncated portion 
of B,(z). 
In the present paper, we examine application of the tau method to develop approximate 
solutions for the difference equation satisfied by Gauss’ hypergeometric function where the 
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variable is the numerator parameter a of this function. Here 
F(u) = zF,(a, b; c; z), 
(3) 
Note that if the series for F(a) is truncated after n terms and rearranged, then the resulting 
finite series can be expressed as a polynomial in a. Let F,(a) be a polynomial in a of degree 
n. In the spirit of the tau method and in view of our previous experience with this scheme, 
we seek a solution of the inhomogeneous difference equation 
(c - a)F,ia - 1) + [(2 - z)a + bz - c]F,,(a) + a(z - l)F,,(a + 1) = zA,,Rpfl’ ; 
0 
, (4) 
where 
A = C-P! 
-, A,R/yx) = 2Fl( - n, n + A; /I + 1; x), 
n (B+l), 
A=U+p+l,olxll. (5) 
That is, Rf.B’(x) is the Jacobi polynomial P ffs”)(x) shifted to the range 0 I x I 1. Also F(a) 
satisfies (4) when r = 0. 
The form for F,(a) can be taken as an ordinary polynomial in a. The development of 
this type of solution is taken up in Section 2. Another possible form for Fn(u) is that which 
mimics F(u) truncated after n terms. This is pursued in Section 3. Numerics based on the 
former development are presented in Section 4. An a posteriori analysis of the Bessel 
function case is given in Section 5. 
Let 
2. F,(a) AS AN ORDINARY POLYNOMIAL IN a 
F,,(u) = -f dks,ak, dk,n = dk, do = 1. 
k=O 
Then 
F,,(u-1)= &zri(-)k-i ; dk, 
r=O k=r 0 
F,,(u + 1) = i .’ i k dk. 
r=O 0 k=r y 
(6) 
(7) 
Here (r) is the usual notation for the binomial coefficient. Put (6) and (7) in (4) and equate 
like powers of a. We find that 
z(b + r)d, + i d/&r = q’,, f’ = 0, 1 . . 4 (8) 
r=k+l 
where 
(->’ ; @+A>, 
Yr = 0 
(B + 1)/J’ ’ 
(9) 
Difference equation for Gauss’ hypergeometric function 661 
Note that (f) = 0 if s > k or if s < 0. Also d, = 1 and d,,,, = 0. Equation (8) is a system 
of (n + 1) linear equations in the (n + 1) unknowns d,, d2, . . . ,d, and z. We now show how 
this system can be solved in an elegant fashion by use of a backward substitution process. 
To this end, put 
f,=y”. 
z(b + n) 
(11) 
Compute by recursion 
Then 
Yr - i fkVk,r 
.L= 
k=r+l 
z(b + r) 
) r=n-l,n-2 )...) 1. 
t 
Zb 
T= 
&-)k-Ifk+ 1’ 
k=l 
d,=zf,,r=1,2 ,..., n,d,=l. 
Now let 
3. F,(n) AS A POLYNOMIAL IN (a& 
F,(a) = i &,@)k, tk,, = tk, t0 = l. 
k=O 
(12) 
(13) 
(14) 
Again this is to satisfy (4). The equations for computation of the tk’s then follow upon 
equating like coefficients of (u)~. To do this we must express the Jacobi polynomial, see 
(4,5) as a series in (a),. For this purpose, let 
uk = i h,(u),. (15) 
??I=0 
Clearly 
h,, = 1 
h,= 1 ifk =O,hOk=Oifk >O. (16) 
Since 
ak+’ = U(U”) and +)k = (a)k+, - k(U),, (17) 
we get from (15) the recursion formula 
hm,k =hm-,,k-, -mk,k-1, 
hm,k = 0 if m > k or if m < 0, (18) 
which can be used to generate h,,,. The hm,k’s have been called “differences of nothing.” 
See[3]. It is easy to show that 
h,,, = ( - )k+‘, h,,, = ( - )k[2k-’ - 11, 
A,,, = ( 2)’ -[-33k-1+2k- 11. (19) 
662 Y. L. LUKE et al. 
Put 
Then 
,, ( - >’ ; cn + A)rhkr 
vk= 1 0 
r=k (B + lb’ . 
(21) 
(22) 
The quantities vk E uk,n can also be generated by a recursion formula. This can be derived 
using the recursion formula in n for A,R$sB)(x), see[4,5]. We find 
- 2(2n - 1) 
0k.n = 
nt7 
vk-l,n-l + 
(2n - 1)(2k + a)vkn_, + 2(n - 1)vk,_2, 
no n2 ’ 
V O,n=l,~k,n=O ifk<Oork>n. 
We also need the relations 
(23) 
(a - l)k = (ah -k(Uh-1, 
da - l)k = @)k+ 1 - =(a), + k(k - l>(u)k-,, 
a(u + l)k = @)k+ I’ (24) 
Put (14) in (4) and use (21,24). Then the system of equations for the computation of the 
tk’s is 
-(k+l)(k+c)tk+l+z(b-t-k)tk=mk,k=O,l,...,n, Co=vo=l,t,+,=O. (25) 
This system is also easily solved by using backward recursion. Consider 
-(k+l)(k+c)uk+I+z(b+k)uk=vk, k=n,n-l,..., l,u,+r=O. 
so 
0” 
‘“=z(b +n)’ 
Compute U, _ , , . . . ,u, recursively from (26). Then 
zb 
z=iTZl 
t,=W,,k=1,2 ,..., n,to=1. 
We can also derive closed forms. Thus 
tk = 
z”+‘b 
T= 
fl z” - ‘(c),v,d 
,; (b + l), 
(27) 
(28) 
(29) 
(30) 
(31) 
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It follows that F,(a) can be expressed as the ratio of two polynomials in z each of degree 
n. Thus with 
Nr@, z) 
F,(a) = -9 
Q,(a, z 1 
n zyn - m)!(c),-,%m 
D,(a,z)= 1 
m=O @ + 1),-m . 
(32) 
(33) 
(34) 
Finally, it can be shown that 
D,(u, z)F(u) - N,(u, z) = O(z” + ‘) (35) 
in the sense that as a series in z, the lowest power of z in the r.h.s. of (35) is n + 1. Thus 
the approximations are of Pad&type according to the work of Brezinski[6]. 
4. NUMERICS 
In this section we present numerics illustrating the developments in Section 2 only. The 
numerics for Section 2 are easier to come by than those for Section 3. All calculations were 
done in double precision, though for the most part, we post data to 10 decimals only. 
Example 1. 
Let 
6=c=l,z= -l,a=l 
a=/I=o,1=1,n=4 
Then 
y, = 1, y, = - 20, y, = 90, y3 = - 140, Y4 = 70, 
so 
14362 fi -41368, 3 f4= - 14,f,= 112,f2= --, 
r=-6011. 
Thus 
F,(a) = 
6011-4168u+1462u2-336u3+42u4 
6011 
The true value is 
F(u) = 2-“. 
We have the following table. 
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a F,(a) F(a) f’(a) -F,(a) 
0.25 0.84100 63321 0.84089 64153 -O.llO(-3) 
0.50 0.70755 69789 0.70710 67812 - 0.450( - 3) 
0.75 0.59539 41212 0.59460 35575 -0.791(-3) 
1.0 0.50091 49892 0.50000 00000 -0.915(-3) 
We have done rather extensive numerics which indicate that with all parameters fixed, 
save n, the error decreases to zero as n increases. That is, the process is convergent. This 
is illustrated by the next example. 
Example 2 
The basic parameters are the same as for example 1 with a = f and n variable. The true 
value to 10 decimals is 
2-i = 0.87055 05633 
n Fn(V5) 2-“5 - F,(1/5) r 
2 0.86181 18182 0.874( - 2) - 0.90909 09091( - 1) 
4 0.87061 37415 - 0.632( - 4) -0.49908 50108(- 3) 
6 0.87055 13574 - 0.794( - 6) - 0.83797 36122( - 6) 
8 0.87055 05323 -0.310(-7) -0.66055 03225( - 9) 
10 0.87055 05639 - 0.629( - 9) - 0.29946 89506( - 12) 
The n = 17 value is correct to 15 decimals. Note that from (3), if b = c = 1, 
F(a) = (1 - z)-’ and that for ]z] = 1, z # 1, the series for F(a) as a series in z is only 
conditionally convergent provided 0 I R(a) < 1. 
Example 3 
b=l,c=2,z= -l,a=l 
u=/I=0,1=l,n=4. 
The y,‘s are the same as in Example 1. 
qk,/= -2(r” l)+e(r r 1)(2k +2-r) 
so 
h= -14&=126,f,= -y,f,=y, 
1 
- r = - 7361’ 
Thus 
F,(a) = 
22083 - 8528a + 2092a’ - 378a3 + 42a4 
22083 
If a = 1, F,(a) = 15311/22083 = 0.69333 87674. Clearly if a = 1, F(1) = ln2 = 0.69314 
71806 and the error in the approximation is - 0.192( - 3). 
Example 4 
Same data as in example 3 with a = 1, but z = -0.5 and n variable. 
Difference equation for Gauss’ hypergeometric function 
F(1) = 21n ; = 0.81093 02162 
0 
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n F,(l) 21n(;) - F,( 1) 7 
2 0.80821 91781 0.271(-2) -0.68493 15068(-2) 
4 0.81094 32007 -0.130(-4) -0.80126 9210+5) 
6 0.81093 01592 0.570( - 7) - 4.33229 72549( - 8) 
8 0.81093 02165 -0.260(- 9) - 0.7000400279(- 12) 
To get 10 decimal accuracy for F(1) from the Taylor series would require 31 terms. The 
n = 13 approximation is off by a single unit in the 15th decimal place. For this accuracy 
45 terms of the Taylor series would be required. 
Example 5 
Many more examples than those reported above were done. In particular, we also made 
computations like the above but with a = /I = -i. The effect of changing the values of 
u = /I was negligible. 
5. ERROR ANALYSIS 
In the previous papers[l, 21, ample heuristic evidence indicates that the tau method 
applied to difference equations produces convergent sequences. The same is true for the 
case treated in the present paper. That is, for instance, with all parameters fixed, 
lim(F(a) - I;,(a)> = 0. Thus far, efforts to get a theoretical analysis of the error have not 
n-CC 
been completely successful. Recently we have obtained some useful results on the Bessel 
function case, namely, ‘a posterior? estimates of the error which for a given n, utilize the 
value of r from the numerical computations. We will describe this analysis. 
We suppose the reader is well acquainted with the ideas and notation in[2]. We make 
a minor change in the notation and let 
Ev.n(z) = B,(z) - 4,(z) (36) 
be the error in the approximation process. Then 
6’ + l)(v + ‘W-&,(z) - Ev + &)I -t tE,+,,j,(z) = - ‘?I :, ? 
n 
The homogeneous part of (37) is satisfied by 
u,(v) = ; -“I+ + l)J”(Z), Uz(V) = f -“r(v + l)Y”(Z). 
0 0 
(37) 
We propose to solve (37) in a manner analogous to Lagrange’s method of variation of 
parameters for differential equations. See Milne-Thompson [7]. 
Following this source we get 
4,,(z) = - 
R”~u+l 
(z)RY(u +; + ‘), (39) 
where 
J”(z)yu+“+I(z) - Ju+v+l (Z)Y”(Z) = --&+,o, (40) 
and R,,(z) is Lommel’s polynomial, see Watson[8]. 
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It is convenient to put 
%(z) = - %m(v> - Qn,m(v>, 
where 
z ” 
I-(v + l)a”n!r co 2 
Qn,m(v) = (n + L),T(v + n + 3),=, c 
0 R”..+*(z)R?“(U +; + 1) 
(v +n +3), ’ 
(41) 
and the form for S&z) is obvious. We take v 2 0. We will show that Qn,m(~) is bounded 
and that except for r, the bound is independent of n. A similar statement holds for Sn,m(v). 
Thus as n-co, &(z)+O provided that r -+O. 
We first bound the Jacobi polynomial in (41). Now 
(42) 
Take u > - 1, j > - 1, n > 1. Then if x 2 1, each term in the & is positive and this $, 
can be bounded by a like 2F, with argument unity which can be summed, see[3,4]. Thus 
(43) 
Notice that with (TX = u + v + 1, x > 1 since 0 < v/r < 1 and u is a nonnegative integer. 
Next we consider R,, + ,(z). By a formula of Hurwitz, see[8], 
1Ru.v + ,(z)l = 1-(u + v + l)J”(Z) z u+v 
IO I 
[l + O(U -‘)I. 
T 
It follows that 
lQn,m(v>I I IWz)l f ““r’,; ;y”i”n’+“3; ‘$1 + o(u -‘)I. (45) u=m 
But 
r(24+v+i) 
i 
II+2 
r(24 + v + n + 3) = k!,( 
u+v+k)-’ <(u+v+l)-n-2, 
1 
(44) 
(46) 
and so 
lQn,m(v)I I~Bv(z>l f (u + v + 1)-2[1 + O(u -‘>I. (47) 
u=ln 
The O(u -‘) aside, the infinite series in (47) converges very slowly. By application of the 
Euler-Maclaurin summation formula[9], 
Hence 
u+v+1)-2=(m+v+1)-‘[1+2(m+v+1)-‘+0(m-2)]. (48) 
lQn,&)I ~n,m(v)[l + W - ‘)I, 
Tn,,(v> = 
IWz)l 
m+v+l’ 
(49) 
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Since we are approximating B,(z), estimate T,,,(v) by 
T&(v) = 
~%(z)( 
m+v+l’ 
We also have 
m-1 
lsvJv)I s Uv + l)lzl uzo(u + v + 1)2r(u + v + l). 
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(50) 
(51) 
Thus under the conditions stated, in particular if lim z = 0, then lim EJz) = 0. Heuristic 
evidence is abundant that r has this behavior, but we have not yet been able to prove it. 
Note that in practice r is known, so a numerical estimate of the error can be found as 
follows. Given the set of parameters v, B, z, a, /I and n, we may compute T and B,,(z). 
We pick m and evaluate S.,Jz), see the remark after (41), and compute T&(v) from (50). 
Then approximately 
We will illustrate with two examples. 
Example 1 
v=O,a=l,z=l 
a=j=-f,n = 2, r = 0.60535( - 3) 
Bo,? = 0.76528 45036, Eo,2 = - 0.86817( - 4) 
m %m(o) C,SO) I%ml + v,,(0) 
5 -0.361(-4) 0.772(-4) 1.133(-4) 
10 -0.539(-4) 0.421(- 4) 0.960( - 4) 
20 -0.676( - 4) 0.221(-4) 0.897( - 4) 
30 -0.733(-4) 0.149(-4) 0.882( - 4) 
40 - 0.763( - 4) 0.112(-4) 0.875(-4) 
Example 2 
Same data as Example 1 but n = 4. 
z = 0.43308( - 7), B,,4 = 0.76519 76889 
Eo,4 = - 0.23024( - 8) 
m &,(O) %S’) I%n(O)l + C,d’) 
5 - 0.292( - 9) 0.552( - 8) O.SSl(-8) 
10 - 0.726( - 9) 0.301( - 8) 0.374( - 8) 
20 -0.127(-8) 0.158(-8) 0.285( - 8) 
30 -0.155(-8) 0.107(-8) 0.262( - 8) 
40 -0.171(-8) 0.081(- 8) 0.252( - 8) 
That the series for S&v) converges slowly is manifest. Note that even for small m, 
the right hand side of (52) is realistic enough for practical purposes. The bound improves 
as m increases. 
It would seem possible to repeat the above analysis for the case of the Gaussian 
hypergeometric function treated in this paper. However, the analysis would be consid- 
erably more complicated owing principally to the fact that in this case a theory analogous 
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to that for the Lommel polynomials is not available. Notice that the 2F, has four 
parameters while the Bessel function has two parameters. We defer further consideration 
of the error to future research. 
REFERENCES 
1. Y. L. Luke, J. Wimp and B. Y. Ting, Solution of difference equations by use of the r-method. J. Approx. 
Theory 32, 21 l-225 (1981). 
2. Y. L. Luke, Solution of second order difference equations via the r-method. Comput. Math. Applies 7,4394I5 
(1981). 
3. J. F. Steffensen, Interpolation. Chelsea, Publishing, New York (1950). 
4. Y. L. Luke, The Special Functions and their Approximations, Vol. 1, Academic Press, New York (1969). 
5. Y. L. Luke, Mathematical Functions and their Approximations. Academic Press, New York (1975). 
6. C. Brezinski, Padi-type Approximation and General Orthogonal Polynomials. Birkhauser Verlag, Base1 (1980). 
7. L. M. Milne-Thomson, The Calculus of Finite D@zrences. Macmillan, London (1933). 
8. G. N. Watson, A Treatise on the Theory of Bessel Functions. Cambridge University Press, London (1945). 
9. F. B. Hildebrand, Introducfion to Numerical Analysis. McGraw-Hill, New York (1956). 
