This paper follows the work of Colin-Gallice-Laurioux [5] in which a new model generalising the Schrödinger model of the diffractive optics is derived for the laser propagation in nonlinear media. In particular, it provides good approximate solutions of the MaxwellLorentz system for highly oscillating initial data with broad spectrum. In real situations one is given boundary data. We propose to derive a similar evolution model but in the variable associated to the direction of propagation. However, since the space directions for the Maxwell equations are not hyperbolic, the boundary problem is ill-posed and one needs to apply a cutoff defined in the Fourier space, selecting those frequencies for which the operator is hyperbolic. The model we obtain is nearly L 2 conservative on its domain of validity.
Introduction

Motivation
The aim of this paper is, as in [5] , to derive a new model to simulate the propagation of lasers of various intensities in nonlinear media. The classical framework (see [8] ) is to use the par-axial approximation. More precisely, one looks for the electric field under the form (1.1)
E ∼ E(t, x)e i(ωt−k·x)/ε + c.c.,
where ε is a small parameter. Here and in the following c.c. means "complex conjugate".
The envelope E(t, x) is searched as a formal (not necessarily convergent) Taylor series :
where a is a non negative real number parametrizing the amplitude of the wave. Its value determines the regime of optics: the smallest it is the farther the rays can propagate. This expansion is used to solve the Maxwell system in order to provide an approximation of quasimonochromatic rays propagating in dielectric media (see Section 1.2).
Here we consider the envelope of a plane wave (1.1) but as in [5] we do not use the expansion (1.2). We look instead for a multiscale equation for E. The equation derived in [5] looks like the Schrödinger equation but also describes exactly the linear Maxwell equations. This is quite important when one considers short or spectrally chirped pulses. See [6] for a deeper discussion on this topic.
In [5] the case of the Cauchy problem (initial value problem) is addressed. Here we consider the boundary value problem, namely the same equation is now viewed as an evolution equation in the variable associated to the direction of propagation. On a physical point of view this problem is more relevant since practically the data are measured at a point of the space while the wave goes through it. Moreover, such an equation allows to describe the propagation of a pulse in a Laser chain through different optical components since the dielectric permittivity of each component is a function of the space (evolution) variable.
Two model examples
Let us introduce two models studied in [7] and [8] . These models are 3-dimensional in space but we will do numerical computations on the 1-dimensional problem. Both contain the Maxwell equations for a dielectric Here (E, B) is the electromagnetic field and (D, H) the electromagnetic impulsion field. D is linked to the electric field through a constitutive relation: D = E + P L + P N L where P L (resp. P N L ) is the linear (resp. nonlinear) polarisation of the medium which describes its linear (resp. nonlinear) response to an electric field. In centro-symmetric media P N L can be expanded in odd powers of E (see physic text books: [3, 8, 13] ). Here we take: P N L = |E| 2 E and assume that P L satisfies the harmonic model (see the two last equations in the next system). After normalization the System (1.3) becomes (1.4)        ∂ t H + rotE = 0,
Here, ε = In [7] a non-isotropic crystal is considered. It requires to work in the crystallographic coordinates via a two angles rotation. Then P reads P = χ 1 (E) + χ 2 (E, E) with χ 1 (E) = χ (1) ∞ E + α a χ (1) a E + α b χ (1) b E and χ 2 bilinear. The second order tensors χ (1) ∞ , α a , α b are diagonal with constant coefficients and α a + α b = Id and χ (1) a , χ (1) b are defined by :
where χ (1) s , χ
∞ are constant coefficient diagonal tensors. This polarization P describes the interaction between a fundamental wave and its first harmonic when it is resonant (this requires a phase matching condition between the pulsation ω and the orientation of the crystal).
The corresponding system is written in the crystallographic coordinates and reads (in the dimensionless form) Setting x = (t, x 1 , x 2 , x 3 ), the two systems (1.4),(1.5) considered without the divergence conditions can be written in the quasilinear form:
where L(∂ x ) = ∂ t + 3 j=1 A j ∂ x j with A j symmetric. The matrix L 0 is skew-adjoint. In the first system u = (H, E, Q, P ) and f (u) = (0, |E| 2 E, 0, 0); in the second u = (H, E, F, G, U, V) and f (u) = (0, γχ (2) (E, E), 0, 0, 0, 0).
For the sake of simplicity and as our analysis mainly focuses on the linear operator L(∂ x )+ L 0 /ε we will replace −∂ t f (u) by a semilinear term. Practically, instead of Equation (1.4) we consider now (1.7)        ∂ t H + rotE = 0,
Similarly, the System (1.5) is replaced by a semilinear one given in [7] . We refer the interested reader to [7] where a physical justification is given for using semilinear systems instead of quasilinear ones. See also [12] for extending the theoretical arguments to the quasilinear case. Nevertheless, the numerical computation will be performed on (1.4). Finally we still denote the nonlinearity f (u).
General setting
Notation 1.1. Let Ω = R n × R + and x = (x 0 , . . . , x n ) ∈ Ω. The variable t will be sometimes used instead of x 0 and z instead of x n . Further we define x ′ = (x 0 , . . . , x n−1 ) and x ′′ = (x 1 , . . . , x n ).
We now consider the semilinear version of the System (1.6) in a more general setting. We propose to solve the following semilinear boundary-value problem for an incoming wave packet of frequency ξ * = (ξ ′ * , ξ * ,n ):
ix ′ ·ξ ′ * /ε , on z = 0. (1.9) (P)
The product x ′ · ξ ′ * is the scalar product on R n . This problem is the natural mathematical representation of the transmission of a wave packet of frequency ξ * = (ξ ′ * , ξ * ,n ) which produces the right hand side (r.h.s.) of (1.9) as it goes through the boundary z = 0.
Before deriving a Schrödinger-like model we first state the main assumptions we make on the operator L according to the examples given in the previous section. Since z = x n is the evolution variable for (P) we note
Next we make the structural assumptions which reflect the properties of L(∂ x ) in the examples (1.4) and (1.5): Assumption 1.4.
1. The matrices A j , 1 ≤ j ≤ n are symmetric and L 0 is skewsymmetric.
2. The matrix A n is not invertible. Making an adequate change of variable we suppose in the following that
2. p is said to be hyperbolic in the direction ξ if p(ξ) = 0 and if for all ξ / ∈ Rξ all the roots of p(zξ + ξ) in z are real.
3. L is hyperbolic in the direction (ξ 0 dx 0 , . . . , ξ n dx n ) if p is hyperbolic in the direction ξ.
Because of the Assumption 1.4, L is hyperbolic in the direction (dt, 0) but in general not in the direction (0, dz) as in the Maxwell case (see Figure 1 , take ξ = (0, ξ ′′ ) and ξ = (2, 0)). As in [5] and for the sake of clarity we just describe the propagation of a wave of frequency ξ * . One has to make some assumptions on the boundary data. Indeed according to [10] (see also Remark 1.12), ξ * has to be characteristic and B(x ′ ) has to be well-polarized (i.e. to lie in an appropriate linear subspace of R d ). The need of polarization is immediately seen in the case of the Cauchy problem by considering the Fourier transform of (1.8) with respect to (w.r.t.) x ′′ and by diagonalising n j=1 iξ j A j + L 0 . Since the operator is skew-symmetric it possesses a global semi-simple spectral decomposition
where the eigenvalues −iλ j (ξ ′′ ) are the zeros in τ of p(τ, ξ ′′ ) defined for all ξ ′′ (see Figure 1 ) and π j are the associated symmetric spectral projectors. The Fourier transform of (1.8) thus splits into d scalar wave operators so if we want to describe the propagation of just one wave we have to suppose that the initial data is contained in the range of one of the π j .
Here, in the case of the problem (P) we need to decompose L ′ (iξ ′ ) on the range of A n . Since A n is not invertible and has no sign (cf. Maxwell case) we expect a very different decomposition. It is tightly linked to the search of the zeros of p(ξ ′ , ξ n ) in ξ n . Notation 1.6. Let us denote ζ j (ξ ′ ) the zeros of p(ξ ′ , ξ n ) in ξ n . The index j belongs to a discrete set whose cardinal is q < d and may depend on ξ ′ .
In Section 2 we prove the following identity decomposition
where the Π j (ξ ′ ) are some non-symmetric spectral projectors and Π is a projector on ker A n . We can now state the main assumption on the wave we consider. Assumption 1.7. ξ * is characteristic. Up to a reordering of the ζ j we can suppose that ζ 1 (ξ ′ * ) = ξ * ,n . Moreover we assume that
We have used the pseudo-differential notation:
For a bounded function f we define the operator
We want to describe a wave propagating to the right so we assume ∂ ξ 0 ζ 1 > 0. Finally if there exists m ∈ Z such that ξ * m ∈ CharL then the solution of (1.8) will generate this characteristic harmonic. But as the system is dispersive one expects that the set of characteristic harmonics is finite (cf. [10] ).
This assumption is satisfied by (1.4) and (1.5) for all ξ * with ξ * ,0 = 0 and implies that the set of characteristic harmonics is finite (see [10] ).
Coping with the non hyperbolicity of the boundary value problem
Within the general setting we can formally derive a model issued from (P) as in [5] . One is lead to apply a frequential cutoff to the nonlinearity in order to remain in the domain of hyperbolicity of L, see the next paragraph and Section 2. The obtained model is well-posed and thus possesses a solution whose values at the boundary satisfy (1.9).
Then we have to show that this solution is also an approximate solution of (P). Unfortunately, since L is not hyperbolic in the direction (0, dz) and because of the nonlinearity, (P) is in general not well-posed in H s (R n x ′ ), s > n/2, even with the polarization (1.11). So there is no exact solution to which we can compare the solution given by the model.
To cope with this problem, we introduce an initial boundary value problem (P) containing Equation (1.8) and a boundary value very close to (1.9). Under usual compatibility conditions this problem is well-posed and we get a theorem (see theorems 1.18 or 3.7) which justifies in some Sobolev space the closeness between the solution of the model and that of (P). This is explained in more detail in the next subsections.
Main features of the derivation of the model
Imitating [5] we look for a spectral model which describes the propagation of a polarized wave and which is exact in the linear case. Because of the initial data (1.9) and of the nonlinearity we look for a solution of (P) as a modulated plane wave:
The dot · corresponds to the scalar product in R n+1 . Plugging (1.12) in (1.8) we get (1.14)
and we impose that this equation is satisfied for all x ′ , z and for all θ ∈ T with T = Z/2πZ thus not only for θ = x·ξ * ε . In the sequel, we suppose that the nonlinearity is homogeneous Assumption 1.10. f (U) = Φ(U, . . . , U) where Φ is a J-linear map so f (ε a U) = ε Ja Φ(U, . . . , U).
This assumption is just made to avoid useless complex notations. The general nonlinearities are handled similarly by taking the lowest homogeneous part plus a remainder which is a higher order term w.r.t. ε (see [10] ).
We may abbreviate F (U(x, θ)) (resp. F m (U(x, θ))) in F (x, θ) (resp. F m (x)).
Remark 1.12. In the frame of the geometric optics, i.e. for z ∈ O(1) or equivalently a = 1/(J − 1), one would use a Wentzel-Kramers-Brillouin (WKB) expansion
where F j depends on U 0 , . . . , U j . Thus one could expand the Equation (1.14):
The solution is then found by cancelling the coefficients of the series, providing two equations for each profile:
One solves this infinite system inductively and one can see that if
does not vanish only if ξ * is characteristic and U 0 1 ∈ kerL(ξ * ). The next equations decouple in an equation in θ for U j+1 and an equation of transport in x for U j , involving a group velocity which can be computed if ξ * is regular: Definition 1.13. ξ * ∈ CharL is regular if it is real and if there is a real C ∞ function λ defined on a neighbourhood of ξ ′′ such that CharL is locally parametrized by ξ 0 − λ(ξ ′′ ) = 0.
For such a ξ * = (λ(ξ ′′ * ), ξ ′′ * ) the group velocity is defined by (1.17) v ξ * := ∇ ξ ′′ λ(ξ ′′ * ). Contrary to the method presented in the previous remark we look for an exact solution of (1.14) which is not a WKB solution. Setting
With the same spirit as in [5] we want to decompose the equation on the spectral components of the operator L ′ restricted to the range of A n . As mentioned in the previous section the roots of p(εξ ′ + mξ ′ * , εζ + mξ * ,n ) in ζ play an essential role. Unfortunately, since they are usually complex one cannot expect that the equation related to each spectral component is hyperbolic-like. The answer is to restrict the range of the roots to the real axis.
For example, considering the fundamental mode m = 1 we use a cutoff function ψ 1 , associated to ζ 1 such that ζ 1 ψ 1 ∈ R. Assuming that there are no resonances one can temporarily ignore the contribution of the harmonics so that (1.18) can be approximated by the equation on the fundamental mode U 1 :
If as ε → 0 the fraction involving ζ 1 does not converge, this equation is certainly not a good approximation of (1.18) . So according to the Definition 1.13 we suppose Assumption 1.14. ξ * is regular.
See Section 2 for the details of the derivation (in the general case of resonances) and the exact definition of Π 1 , Q 1 and ψ 1 .
A mixed problem linked to (P)
In order to show the validity of the new model, we have to compare it to (P). The usual way is to estimate the difference between the solutions of the two problems with same boundary data. But since (P) is ill-posed this is not possible. We thus need to consider a slight modification of (P) which contains Equation (1.8) and a boundary data very close to (1.9) . A way to do this is to give ourselves an initial data, compatible with the boundary data, so that we can use the hyperbolicity of the linear operator w.r.t. the time. Considering a spatially localised wave, we impose that for some time far enough in the past there is no wave in the region z ≥ 0. But then, according to [14] we have to distinguish the incoming waves (entering the domain z ≥ 0) from the outgoing ones (leaving the domain z ≥ 0). The boundary data (1.9) should then be replaced by
In other words the boundary data just concerns the incoming waves. The outgoing waves are determined by the initial data. Since they are non resonant and since they are synthesized by the nonlinear interactions they remain small, namely of size εσ. However, they do not vanish at the boundary so we expect:
In summary we propose to prove the convergence of the model (1.19) with the following approximated mixed version of (P)
where t σ > 0 is of order O(1/σ). Although this system is an O(εσ) approximation of (P) we don't loose any accuracy since the best approximation result between (1.19) and (P) in the case of the Cauchy problem is of the same size O(εσ) as it is seen in [5] (see next paragraph, Theorem 1.15). Note that the initial data a priori does not vanish since obviously one has to check the compatibility conditions at the corner x n = 0, t = −t σ .
Justification of the derivation
We want to prove a theorem similar to Theorem 1 in [5] obtained for the Cauchy problem for (1.8). For the reader convenience we recall it with our notations and in the case of no resonant harmonics:
where π 1 is the symmetric projector associated to the eigenvalue λ 1 satisfying λ 1 (ξ ′′ * ) = ξ * ,0 .
Then there exist t 0 > 0 independent of ε and u ε solution of
. This solution is approximated by U cgl = U 1 (x)e iθ + c.c. in X t 0 where U 1 is solution of the equation
Moreover we have
To show this result, the authors in [5] look for an exact solution of the Cauchy problem of the form
with θ = ξ * · x/ε and r ε 2π-periodic in θ. Using the Fourier transform in x ′′ and splitting the equation into the scalar wave operators coming from the spectral decomposition (1.10), r ε solves an infinite set of nonlinearly coupled hyperbolic equations. In contrast, the convergence in our context is done between our model (1.19) and (P). Looking for an exact solution of (P) as above is not possible anymore since according to [17, 22] r ε contains an infinite set of linearly independent phases whose part of it are boundary layers (evanescent waves) and thus cannot be 2π-periodic in θ. We thus need to consider the more general ansatz of [17] which incorporates the boundary layers and glancing rays (cf. [22] ) and one can use the results of [19] to prove the existence of a solution to the equation for the remainder under the Kreiss' assumptions. This analysis promises to be very complicated.
Instead we look for an accurate approximate solution of (P) which is only oscillating and determined by the boundary data (1.9). However, because of the nonlinearity this approximate solution does not satisfy the boundary data (1.9) anymore (presence of harmonics at the boundary). But the failure is still of order O(εσ).
In details we look for an approximate solution of (P) of the form
where U 1 is solution of Equation (1.19) and r ε 1 (x, θ) is 2π-periodic in θ. One can construct r ε 1 so that U app solves the semilinear equation in (P) up to an O(ε N ) term with N > (n + 1)/2. This order of approximation is needed for the convergence between the model (1.19) and (P) when using the Sobolev injection for highly oscillating profiles. Then the proof of the convergence is done by taking (P) with roughly U app | z=0 as boundary data and roughly U app | t=−tσ as initial data (see the beginning of Section 3). This problem possesses a solution which is O(εσ) close to U app and thus also O(εσ) close to U 1 (x)e iθ + c.c.. Since by definition (P) is also O(εσ) close to (P), this shows that the solution of the model (1.19) also satisfies (P) up to a corrector of order O(εσ). In particular we see that the order of approximation remains as optimal as in Theorem 1.15. The rigorous proof of this explanation is given in Section 4.
Main result
Theorem 1.18 below justifies the derivation of the model (1.19) on the example of the System (1.7) in the one dimensional case. However we can prove a more general result (see Theorem 3.7) but we prefer to state a simpler version which is better connected to our numerical results. We adopt the following notation Notation 1.16. For n = 1 we use ω instead of ξ 0 and k instead of ξ 3 .
Let us choose ω * , k * ∈ R satisfying the Maxwell-Lorentz dispersion relation
We denote by ζ 1 (ω) = ω 1 + χ(ω) the root satisfying ζ 1 (ω * ) = k * . According to the Definition 1.5 (ω * , k * ) is characteristic. Then let u ε (t, 0) = ε a B(t)e iω * t/ε be a boundary data for (1.7) with B(t) polarized and with compact Fourier support:
B(t) = B(t).
A(t) is the scalar amplitude and ψ 1 is a cutoff function which vanishes outside a closed set containing k * and on which ζ 1 is bounded and real. Notation 1.17. We denote by , the scalar product in R d .
Theorem 1.18.
There is a boundary corrector γ ε and a z 0 > 0 such that the system (1.7) with boundary value ε a B(t)e i ω * t ε + c.c. + εσγ ε has a unique solution
for z ≤ z 0 /σ where the profile U 1 (t, z) is given by
with a j , j ∈ {1, 2} solution of
The f j are the eigenfunctions associated to ζ 1 (see Section 5.1 for their expression). Moreover, there is a c > 0 and t 0 > 0 such that the following error estimate holds :
Remark 1.19. Performing the limit ε → 0 in (1.23) and expanding the square root 1 + χ(ω * + εD t ) one recovers the usual geometric optic model at first order and the Schrödinger equation at second order. Our model is therefore an intermediate model between the complete Maxwell-Lorentz system and the cubic nonlinear Schrödinger equation (NLS). We thus expect that this model has an extended range of validity.
In Section 5.3 we have performed calculations on (1.4) and compared the solution of Equation (1.23) to that of the NLS. We see a great difference in the linear case for pulses with ω * associated to a curved point of charL with broad spectrum (this means short or spectrally chirped pulses). In particular, the shape of the profiles greatly differ. In the nonlinear case other differences are observed but they correspond to amplitudes in O(1) for which the nonlinearity is strong enough to have focalization and to balance the dispersive effects.
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Formal derivation of the intermediate model
Fourier transforming Equation (1.18) we get (2.1)
Reduction of the equation (2.1)
where the sizes of the blocs coincide with those of
The first equation is an evolution equation on the unknown V m in the variable z while the second one is an algebraic equation. The strategy used to solve the system is to compute W m in terms of V m from the second equation and then to plug the expression of W m in the first equation. To perform the first step we need the invertibility of
The resolution of the first equation is strongly linked to the study of the eigenvalues
, the eigenvalue −iζ j has a non vanishing real part. This would change dramatically our profile description. So one must insure "artificially" that the nonlinearity doesn't spread the spectrum over the region where ζ j is imaginary. One must also insure that L 22 is invertible.
Definition 2.3.
1. For any subset W ⊂ R n+1 we denote by W ′ ⊂ R n the subset made of the η ′ for η ∈ W .
2. Let η ∈ CharL, regular and such that η n = ζ j (η ′ ). Since η is regular there is a unique root in η 0 of p, say λ ι , such that
Remark 2.4. If η 0 belongs to the image of λ ι and λ ι doesn't cross any other eigenvalue except tangentially at its extrema one has
See the second paragraph of Subsection 2 for a more general determination of the set F η . Next let K 1 η K 2 η be two compact subsets of F η − η ′ , ε-close to each other in the sense that the measure of K 2 η \ K 1 η is of order ε. By the definition of F η they contain 0. We are now able to define a smooth cut-off function related to F η
Note that with the above choice of K 1 η and K 2 η the gradient of ψ η is bounded by ε −1 . To prove the convergence of the model toward the initial boundary value problem one may impose some restrictions on the size of K 1 η , K 2 η (cf. Lemma 4.2). Applying this cut-off on equation (2.3) one can reasonably solve it. Following the idea of [5] we make the spectral decomposition of G(iη ′ ). First note that the spectral decomposition of G(iη ′ ) is semi-simple on F η for η ∈ CharL. We have
the matrix L 22 is invertible and thus the equations (2.2) and (2.3) are equivalent. Then we show that the algebraic multiplicity of −iζ j is equal to its geometric multiplicity which is dim ker L(iη ′ , iζ j ) according to the previous equality. Next we introduce the matrices
and perform the product
Let λ ι be the root of p(η) in η 0 whose range contains η 0 . From the hyperbolicity of L the characteristic polynomial is broken down on R n+1 and is
) k with k being the algebraic multiplicity of −iζ j (η ′ ) and C(η) = 0 in a neighbourhood of (η ′ , ζ j (η ′ )). From (2.4) and since det L 22 (iη ′ ) = 0 we deduce that r = k. This ends the proof.
Denote by π j G the symmetric projector on E j G . By the previous lemma it is also the symmetric projector on ker(iζ j A 11 n + A 11 n G). As a consequence π
where δ jk is the Kronecker symbol. Equation (2.3) thus splits for all η ′ ∈ F η into
Moreover, proceeding as in Proposition 3.1 in [9] we get
and has a sign. Let q j be the symmetric partial inverse of π
Next we gather the previous calculations to get a similar decomposition for U m . Since π
Plugging this decomposition in Equation (2.1) and applying successively the projectors Π * j we get
As previously and referring again to [9] 
Since F m is a polynomial of U in (2.6) the spectrum of U m is R n as soon as z > 0 even if the initial data is spectrally compactly supported. So if mξ * ∈ CharL, one needs to apply ψ mξ * on the r.h.s. of (2.6) to make all the previous formal calculations valid.
From the Assumption 1.9 there is a finite set R * of characteristic harmonics. For mξ * ∈ R * we write F m , ψ m instead of F mξ * , ψ mξ * and we note j m the index of the root ζ jm such that mξ * ,n = ζ jm (mξ ′ * ). Finally recalling the Notation 2.2 one expects that
with (U m ) m∈R * solution of the coupled problem (2.8)
provides a good approximation of (P). As in [5] one expects that this model improves as σ decreases (see Theorem 3.7) . Note that we neglect Π U m since it is ε smaller than U m (see (2.7)).
Remarks on the model
When does the new model outperform the diffractive one ?
The model is spectrally compact so it requires quite regular initial data. When studying the convergence towards the boundary problem (P) one will also need spatial decay. Thus typical interesting solutions are sharp Gaussian or spectrally chirped Gaussian. In both cases the wave shows a broad spectrum on which ζ jm may not be well approximated by the Schrödinger model, typically where CharL has a varying curvature. In the case of a chirped wave one may enhance an intermediate small parameter (between ε and 1) associated to intermediate structures that should be taken into account for a more accurate WKB development. On the contrary the new model doesn't need such a discussion. Nevertheless one must take care of the spectrum broadening of U since the validity of our approach stops when the spectrum reaches the elliptic zone of L.
Determining F m
For the numerical implementation one needs to determine the F m on which L 22 is invertible. One thus gives a practical way to identify the roots of detL 22 on the graph of CharL. Such an exceptional point η ′ is either in (CharL) ′ (see Definition 2.3 for the notation) and then the entire sheet {η, | η ′ = η ′ } is in CharL or it does not belong to (CharL) ′ and then it corresponds to an asymptotic value of a λ j . To see this let us consider the Characteristic polynomial p and p 22 := det L 22
The first case corresponds to a root of p 0 . The second is a root of c k . Indeed writing
< k one sees that there is at least one root of the polynomial which is not a root of p ♯ η ′ . This root goes to infinity as η ′ → η ′ .
L 2 conservation
Note that both systems given in the first section have nonlinearity coming from a potential: ε∂ t f (u), u = ε∂ t Ψ(u). The solutions of the model (2.8) with such a nonlinearity (not the semilinear one) then satisfy a L 2 -like conservation property. Indeed, doing the same calculations for (1.6) as in the previous subsection, we obtain that the components U m , m ∈ R * satisfy
See Equation (2.6) for comparison. The new term is the factor (εξ 0 + mξ * ,0 )/ε in front of the nonlinearity. Note that σ/ε corresponds to the usual normalisation of quasilinear equations (see [10] , §5). We thus consider this equation on an interval z ∈ [0, ε/σ].
Multiplying the last equation by Π * jm U m , integrating over R n and taking the real part gives
From Equation (2.8) U m is already in the image of ψ m thus one can replace the ψ m in the integral of the r.h.s. by 1 everywhere except on the set where ψ m varies between 0 and 1. We thus have to add the correction (ψ m − 1)1 supp(ψm) . Looking for a solution of (2.9)
is the usual Sobolev space) implies that the integral involving (ψ m − 1)1 supp(ψm) is as small as one wants. Then considering the other term (without ψ m ), summing the equations over m ∈ Z (U m = 0 if m / ∈ R * ) and using the Parseval identity one obtains
The second integral vanishes as soon as we consider Ψ(U)(z) ∈ L 2 (R n × T). Integrating in z, we finally get the near conservation
If not all the v jm,n have same sign, some harmonics could blow up. Otherwise, as the v jm,n do not vanish on F m they keep the same sign on F m and one gets a L 2 -like conservation.
Justification of the derivation
For the sake of simplicity we strengthen the Assumption 1.9 assuming that there are no resonant harmonics.
This is not a real restriction to the following analysis though one has to modify the space of analysis to take into account the resonant waves travelling at different speeds and directions. We first give a result for the existence of a solution U to (2.8). Then we give a convergence result between (2.8) and (P) according to the following procedure:
1. First construct a WKB oscillating corrector r ε 1 with 2π-periodic profiles such that U app = U + σεr ε 1 solves accurately Equation (1.18). In view of the convergence one sets u app this approximate solution computed at θ = ξ * · x/ε, restricted to t ≥ −t σ for t σ big enough and extended to all z ≥ 0.
2. Then take the artificial boundary value u app | z=0 and the initial data u app | t=−tσ for (P) and show the convergence of u app to the solution of (P).
Note that the restriction of U + σεr ε 1 to t ≥ −t σ and its extension for all z ≥ 0 in a continuous way should not change the energy of the solution contained in [−t σ , T ] × R n + . This requires however to set in a space of spatial decrease and to consider a ray passing far in the future from −t σ and from some z σ at which is made the extension. This is explained in the next subsection (see also [18] or [8] , chapter 3 for the same problem).
Geometrical setting
We refer to Figure 2 for the setting of the convergence. If one considers wave trains which are spatially localized, the truncation for t ≥ −t σ = O(1/σ) should not change the remainder dramatically. This localization property is taking into account by taking profiles in the following space (see [8, 18] 
It is endowed with the related norm.
Idea for the construction of the corrector
We look for the corrector as a finite series:
Thanks to the Assumption 3.1 the higher harmonics can be found through elliptic inversions. On the contrary the fundamental mode present in each U j solves an evolution equation in z and must have a truncated spectrum as U. So for a profile V(ξ ′ , z, θ), 2π-periodic in θ we define
The approximate solution U app = U + σεr ε 1 will be designed to solve approximately
This approximation makes sense if (1−ψ)F (U app ) is smaller than any corrector. This requires σ < 1 (see Lemma 4.4, also cf. [8] in the frame of diffractive optics where σ = ε).
Assumption 3.3.
This assumption is not restrictive since it allows to describe all the regimes of the weakly nonlinear optics except the geometric optics which is obtained by the usual WKB method. However, the assumption is not sufficient to get the smallness of (1 − ψ)F (U app ). One also needs a lot of regularity (see Lemma 4.4) 
Summary of the results
Since (2.8) is almost a transport equation we want to do the analysis in the frame which propagates with the tangential group velocity. In the case of the Cauchy problem the appropriate variable is x ′′ − v ξ * t. In the case of the boundary value problem it is
Lemma 3.5. Let ξ * ∈ CharL be regular. Let
Then there is a z 0 > 0 and a unique solution U in P ∞ (z 0 /σ) whose Fourier transform is solution of the pseudo-differential system (2.8). Moreover there is a constant C such that
We have a similar existence result for the corrector r ε 1 under the condition that the support of ψ 1 is small enough (see Lemma 4.2) . With the previous notations we get Lemma 3.6. There are U j ∈ P ∞ (z 0 /σ) and r ε 2 ∈ P ∞ (z 0 /σ) such that with r ε 1 =
In order to solve an homogeneous problem for the remainder between U and a solution of (P) one cuts r ε 1 . We thus introduce φ 1 (t) (resp. φ 2 (z)) a smooth truncation around t = −t σ (resp. around z = z 0 /σ). Then defining
we take u app (z = 0) and u app (t = −t σ ) as boundary data and initial data for (P).
Finally we introduce the inhomogeneous space E k,ε ([−t σ , t * ]) with twice as much conormal derivatives as normal ones (see [17] ), endowed with the norm
where ∂ α x := ∂ α 0 x 0 . . . ∂ αn xn and R n + := R n−1 × R + .
Theorem 3.7. Let k and N be two integers chosen so that N ≥ n/2, k − N > n/2 and k − N even. There is a constant t 0 > 0 such that (P) has a unique solution of the form
where r ε ∈ E k−N,ε ([−t 0 /σ, t 0 /σ]). In particular one has
Proof of the Results
Proof of Lemma 3.5
First write the equation for the amplitude V(x ′ , z) :
Let us use the Taylor formula for the differential operator:
First we have the usual H s estimate for hyperbolic equations
where we used that the operator ψ 1 , Q 1 , ∂ x ′ commute. Using that H s (R n ) is an algebra for s > n/2 and using the Gronwall Lemma we get the existence of V ∈ C([0, z 0 /σ]; H s (R n )). Then we look for an estimate for V in Γ s σ . It is sufficient to estimate ρ(
. Then by the Parseval identity the last quantity can be estimated by
Using the Duhamel formula to express V, we need to estimate the semigroup:
For |α| ≤ s the α-derivative of the exponential gives a sum of terms like
Because of ψ 1 one just needs to consider εξ ′ ≤ c for some constant c so the product takes the biggest value when ν 1 = |α|. In such a case it is bounded by a constant times (
Next, estimating the nonlinear terms, we need to differentiate Q 1 ψ 1 which is a compactly supported symbol. Thanks to the choice of ψ 1 , its derivatives are bounded by a constant independent of ε. So there is a constant C such that
Then, from [9] , for s > n/2 there is a Gagliardo-Niremberg-like estimate in Γ s σ :
whereC is a function defined over R + , independent of σ/ε. Making use of it and applying the Gronwall Lemma we get
Thanks to the
Finally deriving the equation in z, one gets inductively the estimate of Lemma 3.5.
Proof of Lemma 3.6
Consider (3.1) and expand the nonlinear term of degree J :
F (k) is the k ieth derivative of F . Using the expansion of r ε 1 we get :
The second sum is by definition empty if j − k + 1 < 0. Next for a profile V(ξ ′ , z, θ), 2π-periodic in θ we note
Computing the difference (3.1)-ε(2.8), using the Assumption (3.1) and dividing by εσ gives
We use the following decomposition
Note that U = U * . The key point is that U j is not resonant with the linear operator while U j * is. We next split L according to (4.4) and the last remark
With this notation, Equation (2.8) reads L * U * = σQ 1 F * (U * ). Next to handle the term U j correctly we need to distinguish two contributions: (1 − Π 1 )U j 1 which corresponds to the fundamental mode but without the polarization Π 1 and the other contribution corresponding to the harmonics. For the first contribution one writes
Since ζ j (ξ ′ * ) = 0 we see that ε∂ z can be treated as perturbation and applied to U j−1 1
. Concerning the harmonics we can clearly adopt the same strategy writing L(ε∂
where L(ξ * ∂ θ ) is invertible thanks to the Assumption 3.1. In summary we write
Taking into account those notations, (4.3) displays:
We solve this equation canceling the coefficients of the Taylor series in ε:
(1)
The operation Q f F is defined by just multiplying F 1 by Q j 1 (see (2.8) ). The equations (j) are solved through elliptic inversions while (j * ) are propagation equations linear in U j * with zero boundary data. We first give a lemma to solve (j) :
Proof. Since from Assumption 3.1 L(imξ * ), m = ±1 is invertible, the proof is done if we can invert (ζ j (εD x ′ + ξ ′ * ) + ξ * ,n ) and L 22 (ε∂ x ′ ). Lemma 4.2. There is a choice of ψ 1 for which there is an ε-independent constant α such that for all j ≥ 2
Proof. We first show the inequality in H s . By Parseval formula the operator applied to a test function u ∈ H s gives
By definition of j, ξ * ,n + ζ j (ξ ′ * ) = 0 and one just needs a control on the integral. Choosing supp(ψ 1 ) small enough such that for all j
entails that the integral is bounded from below independently of ε. Now we prove the lemma by proving the inequality in Γ s σ (the regularity in z does not intervene here). It suffices to note that to estimate (ρ σ ε x ′ ∂ x ′ ) α u, |α = s| one essentially needs to estimate (ρ( σ ε ξ ′ )∂ ξ ′ ) αû by the Parseval Theorem. Doing as previously one needs to commute σ ε ∂ ξ ′ α and ζ j (εξ ′ + ξ ′ * ). As the commutator is of size σ s the previous inequality applies with a constant modified by σ. So the previous inequality still holds.
Next we have the linear version of Lemma 3.5 for the equation (j * ). Note that F j σ, * = F (1) (U; U j ) +F (U, . . . , U j−1 ).
One then constructs the full corrector r ε 1 by recurrence using the two Lemmas on the cascade. Then r ε 1,m (x), m = ±1 has a Fourier spectrum whose length is a multiple of that of supp(ψ 1 ). Since it depends on ε one sees that it may cover a big region surrounding F * . Anyway, since the profiles are in P s (z 0 /σ) the contribution (1 − ψ)F j σ, * is as small as one wants provided that s is big enough. Finally there is an r ε 2 ∈ P s−N (z 0 /σ) such that
Proof of Theorem 3.7
First because of the pseudo-differential form of the equation for U the compatibility conditions are not satisfied at z = 0, t = −t σ . However, the energy at this time is expected to be very small. So let φ 1 (t) be the smooth truncation function which is 0 for t ≤ −t σ and 1 for t ≥ 1 − t σ . Next U is defined for z ≤ z 0 /σ and one needs uniform estimates in E k,ε ([−t σ , t ε ]) which require integrating the profile for all z > 0. So we need to smoothly truncate the profile just before z 0 /σ. Let φ 2 (z) be the smooth truncation which is 0 for z ≥ z 0 /σ and is 1 for z ≤ z 0 /σ − 1. Then set ε −a u app = U app φ 1 φ 2 and look for the solution of (P) as ε −a u ε = ε −a u app + ε M r ε with boundary and initial data u app | z=0 and u app | t=−tσ . The remainder satisfies
One can expand the first term between brackets at the right hand side:
The first integral and the remainder r ε 2 are the only big contribution at the r.h.s.. The other terms
are as small as one wants in E k,ε ([−t σ , t ε ]). Indeed since F (0) = 0 one has F (ε −a u app ) = φ 1 φ 2 F (U app ) only where φ 1 φ 2 = 0 and ∂ t φ 1 = 0 or ∂ z φ 2 = 0. The second term involves either ∂ t φ 1 or ∂ z φ 2 which are non vanishing only on [−t σ , −t σ + 1] and [z 0 /σ − 1, z 0 /σ] respectively. The smallness of the third term relies on a frequency localisation.
Lemma 4.4. For any l > 0, the operators (1 − ψ(εD x ′ ))φ 1 φ 2 , ∂ t φ 1 φ 2 and ∂ z φ 2 φ 1 apply from
for a finite number of m. Deriving and integrating in time and then applying the Cauchy-Schwartz inequality
Now let us set in the frame of propagation:
. Using the Parseval formula one then needs to estimate
where we recall that ρ(ξ ′ ) = (1 + |ξ ′ | 2 ) 1/2 . We have
In the last inequality we have used that F m = φ 1 φ 2Fm . Finally, by definition, suppψ 1 ⊂ F 1 and εξ 0 ≥ c > 0. Consequently there is ac > 0 such that sup εξ ′ /
Since the r.h.s. is independent of t we just need to sum those inequalities on |α| ≤ k to get an estimation of the norm of
2. For the second truncation one uses the spatial decay. Let F = ∂ t φ 1 φ 2F withF ∈ P k+l+1 (z 0 /σ). Then we do as in the previous case before setting in the frame of propagation.
Since t σ = O(1/σ) we get the announced bound. 3. The third point is similar to 2.
Altogether we have shown that the equation for the remainder is
with r ε 2 in E s−N,ε . Finally we give the main features of the convergence using the estimates in [17] . We denote by E k,ε the space defined as E k,ε ([0, t ε ]) but without taking the time supremum.
Proposition 4.5. For all even k ∈ N, there is a constant C such that for all smooth u satisfying (4.5) with homogeneous initial and boundary data there holds for t ∈ [0, 1]:
For a nonlinear estimate one defines the spaceF k (t) as follows. For t > 0 and k an even integer, denote byF k (t) the space of functions on ]
Lemma 4.6. Suppose that G is a smooth function of its argument. For k > n+1 2 even, there is a function C(·) from [0, +∞[ to R + such that for all ε ∈]0, 1] and all t ∈ [0, t ε ], there holds for all v and w inF k (t)
Then recalling that U app is defined in P s−N (z 0 /σ) and using the linear estimate (4.6) we get
By the Gronwall lemma
we see that r ε E k,ε ([0,t]) remains bounded independently from ε as long as a(J −1)+N −M ≥ (n + 1)/2 and t ≤ t 0 /σ for a constant t 0 > 0 small enough.
Numerical results in 1D
The aim of this part is to provide some numerical results to show that the new model (2.8) provides quite different solutions compared to the model of diffractive optics. We next justify the structural assumptions made in the section "general settings" for the first example (1.4). We also determine the set F 1 and the operators Π 1 , ζ 1 involved in the model (2.8) for this example.
Calculations for the first model (1.4)
We are interested in computing the spectral element of the linear operator of the example (1.4) so we ignore the nonlinear terms.
Here n = 3. The case n = 1 will be deduced by just setting the derivatives in the variables x 1 , x 2 to zero. As the matrix A 3 is not of the block form as assumed in Assumption 1.4 we introduce the passage matrix P applying on vectors U = (H, E, P, Q)
where
In the new basis the System (5.1) rewrites similarly with A 3 decomposing now as in Assumption 1.4. We get
where 0 l,m is a zero matrix with l lines and m columns. We have
thus we have to avoid the frequencies 0, ±ω a , ± ω 2 a + γ. The set F 1 thus has to be chosen as I × R 2 where I is an interval containing none of the previous points. Next we compute the roots in k 3 of the characteristic polynomial by looking for solutions of (5.1). The calculation has been done in [8] . Let k = (k 1 , k 2 , k 3 ) be characteristic, then for ω = 0, ± ω 2 a + γ
Thus there are two roots. If k * is an incoming wave the corresponding root is
Note that for any Maxwell problem the characteristic equation is bi-square in k 3 so one can compute the roots analytically. The eigenspace related to ζ 1 (ω, k 1 , k 2 ) is of dimension two. Indeed the eigenvectors are of the form (in the old basis)
So instead of computing the projector Π 1 it is easier here to make the scalar product with the two eigenvectors. We construct them in the new basis as follows. Let e 1 , e 2 be the two first basis vectors of R 3 and let (l 1 , l 2 ) be the orthogonal basis of ker(A 11 (G(iω) + iζ 1 )):
Then set
A. The equation for the new model
Here we assume we have just one space dimension: k 1 = k 2 = 0. The variables are (t, z) ∈ R × R + and the dual (ω, k). Let (ω * , k * ) be a characteristic mode:
We rewrite (2.8) for this example supposing there is no other characteristic harmonic. Note that L 21 is a constant matrix. The solution of the model (2.8) for this example is
In practice we choose an initial data with spectrum contained in F 1 so that as long as the spectrum of the solution of (5.2) remains in F 1 one can ignore the truncation ψ 1 .
B. The equation for the diffractive model
This model differs from the previous one by an approximation of order 2 of ζ 1 in ω and by the Fourier coefficients which are expressed at ω * :
. The equation for the geometric model would not involve the second order derivative term.
The numerical scheme
Now we present the numerical scheme used to solve the Equation (5.2) (with additional possible resonances as in example (1.5) when there is phase matching). We give a numerical scheme adapted from the Duhamel formulation. We do it for the fundamental wave (it works similarly with the resonant harmonics with coupling). Let S 1 (z) be the unitary group operator associated to ζ 1 in the linear equation.
First one computes numerically
This "propagation" step requires a FFT and its inverse. Next the solution of (5.2) is computed by Picard iterations with the Duhamel formula
where g j (U(s)) = ψ 1 (εD t ) f j (εD t + ω * )), F 1 (U)(t, z) . One approximates the integral by a second order formula (a two step Runge-Kutta scheme)
The scheme thus reads as follows:
• Let u n be given, corresponding to U(nδz);
• finally compute u n+1 = S 1 ( δz 2 )(w n + δzG(u n+1/2 )). Note that the nonlinear terms are computed in the spatial domain while the linear Equation (5.4) is solved in the Fourier domain. Unfortunately this prevents from any L 2 conservation property. Finally note that the method requires two FFT,FFT −1 for each step.
Numerical results
We have performed simulations on the dimensionless equations (5.2) and (5.3) for some "extreme" examples considering broad spectra and laser pulsations located on points where CharL is very curved. For most examples we have compared the two models in the frame of Theorem 3.7 and then performed computations out of this frame.
For physical signification we recall how to obtain a dimensionless model :
For the applications we take the values :
T where
We denote byẼ 0 ,t c the dimensionless parameters. From the previous sectionsẼ 0 = ε a . This data can describe short and/or spectrally chirped pulses. The chirping can be obtained for example with a diffractive element. The energy (power in 1D) of the wave is
0t c . Finally, we take γ = ω a = 1 in the expression of χ(ω) for the dispersion relation (5.2).
In the next subsections we present a few numerical computations. The diffractive model is L 2 conservative and our new model obeys the conservation law
We thus display the following quantity
which is expected to remain small. Then setting
we also draw err
Short pulse: linear case
We first investigate the cases with low energy, that is when nonlinear effects are negligible. This corresponds roughly to energies E n << 100J. For those energies the nonlinearity is very weak and one sees only the linear dispersive effects. Then, as the transport is far more important in the diffractive frame than the dispersive effects, we set in the frame that travels at the group velocity v * related to k * . Then we compare the diffractive model with the new model. We give a first example to check Theorem 3.7 when ε = 10 −3 and a = 1 which is the typical diffractive case since it corresponds to an initial data of amplitude ε. One thus make Figure 3 shows the L ∞ and L 2 errors which are of order ε. Then we investigate shorter pulses (thus with larger spectrum) to take into account the variation of the curvature of CharL. This is shown in Figure 4 with a smallert c and still ε = 10 −3 . 
At first sight err ∞ and err 2 seem too large compared with the visual closeness of the curves (almost superposed) in the second drawing. There are two reasons: first, as a consequence of dispersion, there is a factor 10 between the L ∞ norm of the initial data and that of the solution at the final step. Secondly one can see that in Figure 4 the real (and imaginary) part of U new (·, z) − U dif (·, z) is big as it oscillates rapidly (see Appendix for calculations highlighting this).
Next in Figure 5 we compare the solution of (5.2) 100λ, 10λ, λ for ε = 10 −3 , 10 −2 , 10 −1 . Then the distances are such that z max = 1/σ. As expected, the shorter (ε small) the pulse the larger the spectrum and the more sensitive the variation of the dispersion. For ε = 10 −1 the result begins to be qualitatively bad.
Remarks 5.1. 1. One can explain the differences in the profile shape as follows: the bigger ε the larger the spectrum and the more v * varies. In the Schrödinger case the variation is linear while in the new model it is related to the steepness of CharL. In particular one has ζ 1 (ω) −→ ω→1 ∞ so that v * (ω) −→ ω→1 ∞. As a consequence the frequencies of the pulse which are close to 1 move very fast forward (see Figure 4 in the case ε = 0.1).
2. The errors do not worsen as ε increases. Actually they should be better for small ε but the oscillations increase as ε goes to zero like in Figure 4 .
Next we give in Figure 6 an example with propagation over a longer distance for ε = 10 −2 . Conclusion for low energies. The diffractive model gives a quite good approximation of the shape of the exact solution of the Maxwell equation in general except when the pulse is very short (ε = 10 −2 , 10 −1 ). For ε ≤ 10 −2 the difference of the shape of the profiles are much smaller then expected (cf. Appendix).
Short pulse: nonlinear case
We have carried out calculations on both models (1.4) and (1.5).
A. Cubic model
It is well-known that for this cubic nonlinearity auto-focalization effects can occur if the dispersion sign suits and the wave is powerful enough. This is reached forω < 1 and energies of order E n = 100J.
We next give an example to check the L ∞ estimate given in Theorem 3.7. We propagate over distances of size 1/σ so that the expected L ∞ error between our model and the Schrödinger equation is of size ε. Nevertheless, without dispersive effects the two models would give the same solution. One thus set in a frame where the dispersion is either stronger or roughly balances the nonlinear effects. Nevertheless it is to be noticed that the next examples are quite carefully chosen. In fact, in the general case either the nonlinear effects or the dispersion prevail. This splitting becomes more clear-cut as the pulse is short. The limit is reached for ultra-short pulses as considered in [1] . The author show indeed that the nonlinear effects can be neglected compared to the very strong dispersive effects.
In the next example one reaches a balance between the dispersion and the nonlinear effects with ε = 10 −2 andt c = 0.7. Figure 7 gives the results for two different pulsations. Forω = 0.7 there is a beginning of focusing and it is quite well described by the diffractive model. On the contrary forω = 1.7 the error is bigger than the expected ε. In fact we observe 
a steepening of the pulse tail which seems to be due to higher order dispersive effects not taken into account by the Schrödinger model. The reason of the difference of approximation between the caseω = 0.7 andω = 1.7 is probably that CharL is better approximated by a second order polynomial for ω < 1 than for ω > √ 2. In Figure 8 we consider larger distances of propagation. We see that whenω = 0.7 the two models differ radically: despite a similar shape, the predicted focused peak are almost separated out. then forω = 1.7 one sees that the steepening corresponding to fast oscillations is not well taken into account by the Schrödinger model. Note that on longer distances the support of the solution of the new model broadens too fast for our computations.
Conclusion for the cubic model. There is a big difference between the casesω = 0.7 andω = 1.7 which correspond to two distinct sheets of CharL. We refer to [4] for similar remarks. For both values the models give very different profile shapes. Though we are not in the frame of weakly nonlinear geometric optics where the new model was derived, one can still think that the broadening comes from the variation of the group velocity which is better described by the new model.
B.Two resonant harmonics model
Now still in the nonlinear context we state an example highlighting the efficiency of solving the boundary problem instead of the Cauchy one. For this we refer to the result of [7] where computations are performed with respect to the Cauchy problem while the initial data is a boundary data. The example involves the generation of a second resonant harmonic which is described through the second example (1.5) given in the introduction. As the physical scales are shorter we compare the new model with the geometric optics model. Both models are considered in the one dimensional case and they are described by similar equations as (5.2), (5.3).
For this example we compute err ∞ through δ ∞ 2 (z) (instead of δ ∞ (z)) defined as follows : The physical values are taken from [7] : ε = 10 −3 , T ref = 10 −13 , λ ref = 815nm,Ẽ 0 /ε a = 3/4, p = 1/2, t c = 1.5. Those values are less critical compared to the previous calculations since the dispersion is weaker than the nonlinearity. We thus compare our model with the geometric optics one.
We reach the numerical convergence with a z-step of order δz = 10 −5 ∼ 12λ ref which is almost ten as much as the value 1.2λ ref in [7] for which there is convergence of the profiles. We point that the two upper right figures are made of 3 curves each of which are in fact two superposed curved: one from our model and the other from the geometric model.
Conclusion for the generation of the second harmonic. Solving the problem in z allows bigger δz steps compared with [7] . The geometric optics model and the new model provide very close results for small ε < 10 −3 even on long distance (up to 1000/σ, σ = 1).
Spectrally chirped pulse.
We perform calculations with Equation (5.2) with spectrally chirped data according to (5.6) with α = 5 and α = 10. Such waves are typically obtained through a diffractive element. Thanks to the power conservation, the Fourier amplitude is smaller and this is safer for the optics material. Contrary to the previous case where we considered short pulses, the spatial width of the pulse is not small anymore so we do computations for ε = 10 −3 . The convergence is reached in the case of α = 10 for dz ∼ λ ref and when the number of points in t is N = 16384. One sees in Figure 10 that, as in [5] , the diffractive model is very bad. In fact, as in the case of short pulses, the full dispersive effects make the profiles much more asymmetric as the diffractive effects. This is of great importance for estimating the broadness of the pulse.
For longer waves (see Figure 11 where ε = 10 −4 ) all the modes of the chirp wave are taken into account by the spatially longer profile but at the same time its spectrum is smaller and we see that the Schrödinger model and the new model agree quite well. Conclusion for chirped pulses. For pulses such that ε = 10 −3 (and even bigger) with strong chirp, the Schrödinger model is not good at all and the new model is recommended all the more as one propagates on long distances. For ε ∼ 10 −4 the two models give closer results.
