The following text is a modified and updated version of the problem collection [39] , which was written in 1993 but became publicly available only in 1995. It was a survey of various open problems; a general survey of the field was provided in [41, 42] in 1998, written in 1995 and 1996, respectively. Since then, a number of new developments have taken place, which in their turn have led to new questions. We feel it is time to update the problem collection.
An initial remark
The following text is a modified and updated version of the problem collection [39] , which was written in 1993 but became publicly available only in 1995. It was a survey of various open problems; a general survey of the field was provided in [41, 42] in 1998, written in 1995 and 1996, respectively. Since then, a number of new developments have taken place, which in their turn have led to new questions. We feel it is time to update the problem collection. Here, dS denotes area measure in C, normalized by a constant factor:
The basic project
dS(z) = dxdy/π, z = x + iy.
A closed subspace J of L 2 a (D) is said to be z-invariant, or simply invariant, provided the product zf belongs to J whenever f ∈ J. Here, we use the standard notation z for the coordinate function:
z(λ) = λ, λ ∈ D.
A sequence A = {a j } j of points in D, is said to be an L By an effective factorization we mean one that is in some sense equivalent to that of the Hardy spaces, where Blaschke products, singular inner functions, and outer functions are involved.
Of the above three problems, the second and third ones are more likely to find definite answer than the first one. In fact, from one point of view, Problem 1 is as difficult as the famous invariant subspace problem in Hilbert space. Indeed, it is shown [10] how to apply the the dilation theory of Apostol, Bercovici, Foiaş, and Pearcy [12] to obtain the following: If we could show that given two z-invariant subspaces I, J in L 2 a (D), with I ⊂ J, and dim(J I) = +∞, there exists another invariant subspace K, other than I and J, but contained in J and containing I, then every bounded linear operator on a separate Hilbert space must have a nontrivial invariant subspace. And it is understood that the invariant subspace problem for Hilbert space is really difficult. However, there are plenty of more reasonable subquestions regarding the invariant subspace lattice for L 2 a (D). For instance, we might be better able to characterize an invariant subspace if we know something about its so-called weak spectrum (see [36, 63] for a definition). As an example of this, we mention that Aharon Atzmon [14, 15] has obtained a complete description of invariant subspaces in L 2 a (D) with one-point spectra, also in wide classes of radially weighted Bergman spaces on D. Another question which is tractable is to ask for a description of the maximal invariant subspaces in L 2 a (D); see Section 10 for details. There has been some progress on Problem 2. Charles Horowitz [52] and that every subsequence of a zero sequence is a zero sequence as well. He also showed that the union of two zero sequences for L 2 a (D) need not be a zero sequence. Another important feature of the zero sequences that was apparently known before Horowitz' work is the angular dependency: inside any given Stolz angle, the zero set must meet the Blaschke condition, although it does not have to be met globally. Boris Korenblum [55] (see also [56] ) found a characterization of the zero sequences for the larger topological vector space A −∞ of holomorphic functions f in D with the growth bound
for some positive real number N , and a positive constant C(f ) that may depend on the given function f . The description is in terms of Blaschke sums over star domains formed as unions of Stolz angles, as compared with the logarithmic entropy of the collection of the vertices of the Stolz angles on the unit circle. As a step toward the characterization of the zero sequences for A −∞ , Korenblum obtains estimates which apply to the Bergman space L 2 a (D), but there is a substantial gap in the constants, which cannot be brought down to be smaller than a factor of 2 with his methods. In another vein, Emile LeBlanc [58] and Gregory Bomash [18] obtained probabilistic conditions on zero sets. Using Korenblum's description of zero sequences, plus an added improvement in the constants, Kristian Seip [66] obtained a complete description of sampling and interpolating sequences, by realizing the interpolation implies "uniform zero sequence under Möbius translations", whereas sampling means "uniform non-zero sequence under Möbius translations". By sharpening his methods, Seip later obtained a description of the zero sequences for L 2 a (D) of Korenblum type, where the gap in the constants that Korenblum had was gone, but a gap a smaller degree of magnitude remained [67] . A complete characterization of the zero sequences for L As for Problem 3, the method of extremal functions, or in other words, inner divisors, has met with great success. The inner divisors constitute a modification of the classical inner functions from the Hardy space theory.
holds for all bounded harmonic functions h on D.
We note here that if normalized area measure dS on D is replaced by normalized arc length measure in the above definition, we have a rather unusual, though equivalent, definition of the concept of an inner function in H 2 (D). The Hardy space H 2 (D) consists by definition of all analytic functions f in the unit disk D satisfying
In analogy with finite Blaschke products, we define the finite zero divisors as follows.
is said to be a finite zero divisor for L 2 a (D) if it extends continuously to the closed unit diskD. If A is its finite zero set in D, counting multiplicities, we shall denote this function by ϕ A .
It is implicit in the above definition that a finite zero divisor for L 2 a (D) only has finitely many zeros in D, and that it is determined uniquely, up to a unimodular constant multiple, by its finite sequence of zeros. These facts may be derived from the results obtained in Hedenmalm's paper [33] . It is, moreover, known that to every finite sequence A in D, there exists a finite zero divisor G A vanishing precisely on A inside D.
DEFINITION 2.3
An inner divisor ϕ is said to be a zero divisor for L 2 a (D) if it is the limit (as N → +∞), in the topology of uniform convergence on compact subsets of D, of a sequence of finite zero divisors ϕ A N , with
We note in passing that a zero divisor for L 2 a (D) is uniquely determined, up to multiplication by a unimodular constant factor, by its sequence of zeros, counting multiplicities. We shall frequently write G A for the zero divisor associated with the zero sequence A.
Given an inner divisor ϕ for L 2 a (D), we denote by Φ ϕ the (potential) function
here, G(z, ζ) stands for the Green function for the Laplacian ∆:
Throughout this paper, we use the slightly nonstandard Laplacian
and we regard locally integrable functions u on D as distributions via the dual action
for test functions f . The function Φ ϕ solves the boundary value problem
and it is interesting to note that in terms of the function Φ ϕ , the condition that ϕ be an inner divisor may be written in a more explicit form: ∇Φ ϕ = 0 on T (in a weak sense if Φ ϕ is not continuously differentiable up to the boundary T). Here, ∇ denotes the gradient operator.
The following result was proved in [33, 37] . It proved to be the starting point for further development.
and we have the isometry
PROBLEM 4 Does the isometry (2.1) in Theorem 2.4 extend to all f ∈ L 2 a (D), with the understanding that if one of the sides equals +∞, then so does the other? If not, then for which inner divisors is this so?
It is possible to prove that the isometry (2.1) holds for zero divisors ϕ. However, it turns out that the first question of Problem 4 has a negative answer in general; see Borichev's and Hedenmalm 's paper [20] for a (complicated) counterexample.
Theorem 2.4 has the following consequence (see [33, 37] ). 
This means that although the zero divisors are not isometric divisors as in the Hardy space setting, at least they are contractive divisors.
Properties of zero divisors
It is a consequence of Theorem 2.4 that if ϕ is an inner divisor for
which may be written as 1 ≺ ϕ, in the notation introduced by Korenblum [57] . The precise definition of
The zero divisor for the empty zero sequence is ϕ ∅ = 1, so we may interpret the statement 1 ≺ ϕ A which follows from Corollary 2.5 (or Theorem 2.4) as ϕ ∅ ≺ ϕ A . Here, as always, ϕ A is the zero divisor associated with a zero sequence A. Maybe ϕ ∅ ≺ ϕ A should be thought of as a consequence of the fact that ∅ ⊂ A holds for all A? This hints that the following may be true.
This result was conjectured by Hedenmalm in 1992, and finally proved by Hedenmalm, Jakobsson, and Shimorin in [46, 47] (see also [50] ). It turns out that it is related to a certain maximum principle for biharmonic operators on negatively curved surfaces.
We write here Φ A instead of Φ ϕ A , for a given zero sequence A. In view of Theorem 2.4, Theorem 3.1 is a consequence of the following result. REMARK 3.3 Once Theorem 3.2 has been obtained, a limit process argument asserts that
holds for general Bergman zero sequences A, B with A ⊂ B.
The following result connects Theorem 3.2 with Problem 4.
holds for all holomorphic functions f on D, and all zero sequences
Proof. We first treat the case when the sequence A is finite. If f is analytic on D, and r has 0 < r < 1, consider the dilation f r of f ,
which clearly belongs to the space H 2 (D). By the isometry of Theorem 1.6, we have
Since A is finite, we know that ϕ A is bounded away from 0 and ∞ in a small neighborhood of the circle T [33] , and by Theorem 2.4, Φ A ≥ 0. Therefore, if we let r tend to 1 in the above identity, with the understanding that if one side takes the value +∞, then so does the other, we obtain in the limit
We turn to the remaining case of infinite A. We then write A = {a j } ∞ j=1 , and denote by A N the finite subsequence {a j } N j=1 . By the above argument, we have the isometry
for all positive integers N , where O(D) denotes the Fréchet space of all holomorphic functions on D. We write g = ϕ A f , and apply (3.1) to the function g/ϕ A N , to get
Letting N → +∞, an application of Fatou's lemma yields
Remembering that g was the function ϕ A f , the inequality
follows.
We now proceed to obtain the claimed isometry. By the above, all we need to do is to obtain the reverse inequality in (3.2). By Theorem 3.2 and the monotone convergence theorem, the right hand side of the identity (3.1) converges to
as N → +∞, and by Fatou's lemma,
We conclude that
The proof of Proposition 3.4 is complete. 
we may reformulate the assertion of Proposition 3.4 as follows: if f is holomorphic in D, and A is a zero sequence for
a (D) if and only if f ∈ H(A), and
4 Connections with potential theory and partial differential equations
It was Peter Duren, Dmitry Khavinson, Harold Shapiro, and Carl Sundberg who found the connection between the potential function Φ ϕ for a given inner divisor and the biharmonic Green function for the disk D. The biharmonic Green function is defined by the expression
and a calculation shows that it is positive on the bidisk D × D. Here, G(z, ζ) is the usual Green function for ∆:
The biharmonic Green function solves the PDE boundary value problem
for a given interior point ζ ∈ D. The reason is basically that an application of Green's formula yields the representation
The way to obtain Theorem 3.2 (and hence Theorem 3.1 as well) in a similar manner would be to take advantage the positivity of a similar weighted biharmonic operator on D, which corresponds to the bilaplacian on a certain Riemann surface which we map to the unit disk via conformal mapping. The branch points for the Riemann surface correspond to the zeros of the finite zero divisor ϕ. 
We supply the argument connecting Theorems 3.2 and 4.1. Let A and B be two finite sequences of points in the disk, having A ⊂ B. The difference function Φ B,A = Φ B − Φ A solves the overdetermined problem
and as we divide both sides of the top line by |ϕ A (z)| 2 , we get
Since we have overdetermined boundary values, we are at liberty to apply another Laplacian, which results in
Note here that we used the fact that the quotient ϕ B /ϕ A is holomorphic on D. Finally, we see that in terms of the weighted biharmonic Green function Γ |ϕ A | 2 (z, ζ), we may express Φ B,A as
and the positivity of Φ B,A is now immediate.
The connection between this weighted situation and general hyperbolic geometry is explained extensively in [47] .
The first results suggesting the validity of Theorem 4.1 were calculations made in [38] and [39] , dealing with a multiple zero at the origin and a single zero at an arbitrary point of D, respectively. Then a multiple zero arbitrarily located in the disk was considered, based on the computations of Hansbo [30] . This convinced us the claim must be true, but it took a lot of additional effort to carry out the proof, which involves the construction of a Hele-Shaw flow [50] , to be able to take advantage of an additional invariance property. We recall that the finite zero divisor ϕ has the property
for all bounded harmonic functions h on D. Now, let 0 < t < 1, and suppose D(t) is a subdomain of D containing the origin for which
holds for all bounded harmonic functions h on D(t); note that in the limit, we should get D(1) = D. It turns out that this property uniquely determines the domain D(t), and that these domains increase with the parameter t in a predictable fashion (at least this was proved in a slightly smoother situation in [50] ). This offers the opportunity to vary t, which is done quite successfully in [47] . An important question remained.
CONJECTURE 4.2 For a finite zero divisor ϕ, the weighted biharmonic Green function has the property
the normal derivative being taken in the exterior direction.
It turns out that if this claim could be verified, then the following quite pleasant property of the functions ϕ B /ϕ A would follow. 
, where the weight is ω α (z) = (α + 1) 1 − |z| 2 α , and −1 < α < +∞. It follows from the results in [47] that we have the same factorization theory in these spaces also with respect to Korenblum domination as long as −1 < α ≤ 0. Moreover, it is known from the counterexample of Hedenmalm and Zhu that this is not so for 1 < α < +∞. There is abundant evidence suggesting that on the remaining interval we also have the same factorization theory involving Korenblum domination (but not going so far as Conjecture 4.3, though), but so far this has not been substantiated.
The following is what we need to conclude the issue. 
Then the Green function Γ ω (z, ζ) for the weighted biharmonic operator ∆ω
In support of the conjecture, we only mention that it is valid for the weight
PROPOSITION 4.5 The Green function Γ 1 (z, ζ) for the weighted biharmonic operator ∆(1 − |z| 2 ) −1 ∆ has the explicit form
It is quickly verified that Γ 1 > 0 on D 2 . However, for fixed ζ ∈ D, the function Γ 1 (·, ζ) is very flat at the boundary T; it satisfies
as |z| → 1.
Generators of zero-based subspaces
As before, we write ϕ A for the zero divisor associated with a zero sequence A. This problem was solved by Aleman, Richter, and Sundberg in [10] . The main tool was a dilation property of the biharmonic Green function Γ, which showed that
Here, f r (z) = f (rz) is the dilation of f . This way to do it is essentially the approach that is suggested by Problem 7 and Remark 5.2 (see below). Another way to solve Problem 5 is to try to apply Theorem 4.1, which leads to the following question. This problem was solved in the affirmative by Shimorin [75] ; Hedenmalm later modified the approach to obtain a sharp off-diagonal estimate of weighted Bergman kernels, with logarithmically subharmonic weights that reproduce for the origin. Actually, the function
for each α ∈ D, as was shown by Aleman and Richter [8] . Note that this gives the bound 2 for α = 0. A constant bound that depends on α is supplied by
which also follows from the work in [8] . This gives the optimal bound √ 2 for α = 0. See also Section 12 for further details on the methods.
By Theorem 4.1, we have ϕ A ≺ ϕ A∪{0} , which entails that
holds. To see this, check it for finite sequences A (the argument for this is analogous to what was used in Proposition 1.3 [33] ), and we then approximate a general zero sequence with finite subsequences. It follows that ϕ A∪{0} /ϕ A belongs to the Nevanlinna class of holomorphic quotients of bounded analytic functions. But, by Shimorin's result, we know it is bounded itself.
REMARK 5.1 We should shed some light on the connection between Problems 5 and 6. To do this, we assume for simplicity that the point 0 does not belong to the given zero sequence A, and denote by Y n the orthogonal projection onto I(A ∪ O n ) of the function z n . Here, O n stands for the the sequence that consists of n copies of the point 0. The assumption that 0 not belong to A prevents Y n from collapsing to 0. We now claim that the functions Y n , n = 0, 1, 2, . . ., span a dense subspace of I(A). To this end, suppose f ∈ I(A) is orthogonal to all the functions Y n . It is convenient here to introduce X n = z n − Y n , which for each n is orthogonal to I(A ∪ O n ), by the way we defined the element Y n . If we knew f belonged to I(A ∪ O n ) for some particular n, we would then also have f, X n L 2 = 0, and since by assumption f, Y n L 2 = 0, we see that
We conclude that f must also belong to I(A∪O n+1 ). The initial assumption f ∈ I(A∪O n ) is fulfilled for n = 0, so by induction, f belongs to the intersection of all the spaces I(A ∪ O n ), which is {0}. This shows that f = 0, and hence the claim is verified. It is known [33, 23] that the zero divisor for A ∪ O n is
so by the above argument, the functions ϕ A∪On , n = 0, 1, 2, . . ., span a dense subspace of I(A).
If we could only demonstrate that every ϕ A∪On belongs to the invariant subspace generated by ϕ A , this would provide an alternative route toward obtaining an affirmative solution to Problem 5. This is where it is good that Problem 6 has an affirmative solution as well. For, we then know that ϕ A∪On+1 /ϕ A∪On is bounded for each n = 0, 1, 2, . . ., so that the function ϕ A∪On /ϕ A is bounded, too, for each n = 0, 1, 2, . . .. It is now immediate that ϕ A∪On belongs to the invariant subspace generated by ϕ A , and hence ϕ A generates all of I(A) as an invariant subspace.
We really do not understand the process of adding another zero. Nevertheless, for the function λ A (z) =φ A (0) ϕ A (z), there is the iterative formula
where ϕ β denotes the Möbius mapping
The starting point for the iterative process is λ ∅ = 1, and the formula connecting ϕ A with λ A may be written
The next problem is also related to Problem 5.
PROBLEM 7
Suppose ω is a continuous function on D which satisfies
for some positive constant C, which is super-biharmonic:
Must then the polynomials be dense in the weighted Bergman space L 
a (D) with f (0) = 0, we have that the norm in H(A) is comparable to
where we denote by ω A the function
We see that the polynomials are dense in H(A) if and only if they are dense in L 
by Theorem 2.4. Moreover, since ∆ 2 Φ A ≥ 0, we also have
Polynomial approximation problems are, generally speaking, rather difficult. It turns out that the Problem 7 as stated above has an affirmative answer, and the reason is that the biharmonic Green function has certain "good" dilation properties (see [3] and [2] ; the problem is actually partially solved already in [10] ). (D, ω) , and moreover, we can get the result for weights that do not deviate too much from radial weights. To obtain such a result, it is useful to consider for a parameter 0 < λ < 1 and a function f ∈ L 2 h (D, ω) the dilation f λ of f :
and observe that every dilation f λ of f is definitely approximable by harmonic polynomials (or analytic polynomials, if f ∈ L 2 a (D, ω)), so that if we could show that f λ → f in the norm of L 2 (D, ω), the desired conclusion would follow. Another condition which is known to assure that we have polynomial approximation is due to Dzhrbashian [61, p.133] , and requires that the weight should (almost) fall on every radius emanating from the origin. If we merge these two ideas, we obtain the following result. First, however, we need to recall some terminology: an integrable function ν ≥ 0 on the unit circle T meets the Muckenhoupt (A 2 ) condition provided that
the supremum being taken over all arcs I on T, where ds denotes arc length measure on T, normalized so that the total length of T is 1. Proof. We follow the general line of argument of [54, pp. 343-344] . Given an ε, 0 < ε, take ρ, 0 < ρ < 1, so close to 1 that
and λj ρ<|z|<λj
By choosing ρ possibly even closer to 1, we may assume that min {Q[ω](r, λ j r), A 2 (ω r )} ≤ C, ρ < r < 1, j = 1, 2, 3, . . . ,
for some constant C, 0 < C < +∞. We now plan to estimate the size of
We fix an r, ρ < r < 1, and note that if it is Q[ω](r, λ j r) that is ≤ C, we have
and hence
If, on the other hand, it is A 2 (ω r ) that is ≤ C, then by Muckenhoupt's theorem [62, 
for some constant K(C) that only depends on C. No matter which is the case, we get
in view of (5.2) and (5.3). Since ρ, 0 < ρ < 1, was fixed, we have that f λj → f as j → +∞ uniformly on the disk |z| < ρ, and in particular, we can arrange so that
for all large j, say j ≥ N (ε). If we combine this with the estimate of the integral on the annulus ρ < |z| < 1, we see that
for j ≥ N (ε). The assertion of the proposition is now immediate.
A Carathéodory theorem for the Bergman space
Recall the statement of the famous Carathéodory theorem.
THEOREM 6.1 (Carathéodory) Every f ∈ H ∞ (D) with norm ≤ 1 is the normal limit of finite Blaschke products.
The appropriate analog in a Bergman space setting turns out to be as follows.
CONJECTURE 6.2 Suppose f is analytic on D with the property
for all positive and bounded harmonic functions h in D. Then f is the normal limit of finite zero divisors.
In the previous version of this text [39] , the formulation of this conjecture was slightly different, in terms of contractive multiplicativity from
. That formulation has not yet found an answer, and it is quite likely that the answer is negative. In hindsight, the above bersion seems much more appropriate. And it was settled affirmatively by Shimorin in [75] . The proof can also be found in the book [45, Ch. 3].
A Frostman theorem for the Bergman space?
We recall Frostman's classical theorem on approximation of inner functions by Blaschke products. THEOREM 7.1 (Frostman) Every inner function is approximable in the norm of the space H ∞ (D) by Blaschke products.
, normed appropriately:
Note that in view of Theorem 2.4, every inner divisor is a contractive multiplier
. This suggests that the above multiplier norm might be the appropriate replacement of the norm in H ∞ (D) in the Bergman space setting. The approriate analogue of Frostman's theorem might therefore be the result of asking the following question.
So far, there appears to be no progress on this problem.
Korenblum's maximum principle
One can rather trivially obtain an estimate like f L 2 ≤ C(ε) g L 2 , with C(ε) being a constant larger than 1 tending to 1 as ε → 0. Korenblum claims that C(ε) = 1 is attained for some nonzero value of the parameter ε. One should view Conjecture 8.1 as a suspected property peculiar to square moduli of analytic functions. If one should try to replace this class by, for instance, the collection of exponentials of subharmonic functions, the analogous assertion that ϕ(z) ≤ ψ(z) on the annulus ε < |z| < 1 should imply
for subharmonic functions ϕ, ψ fails, no matter how small the positive number ε is. This is so because one can take as ϕ(z) the function log |z|, and as ψ(z) the function that is the maximum of log |z| and the constant function log ε.
The condition of Conjecture 8.1 is invariant under multiplication by a bounded holomorphic function, so the assertion of Conjecture 8.1 may be rephrased as f ≺ g. Conjecture 8.1 was settled in 1998 by Hayman [32] , with a proof that uses surprisingly simple ingredients. He was helped by Hinkkanen to improve his inner radius to ε = 1 25 . The properties of the domination relation ≺ deserve to be studied in some depth.
a (D) have f ≺ g and g ≺ f . Must then f = γg for a unimodular constant γ?
It turns out that Stefan Richter [64] solved this problem in the affirmative already back in 1988. We outline the argument briefly. Consider the following transform of |f | 2 − |g| 2 :
We know that this function is holomorphic in λ and anti-holomorphic in µ. Moreover, f ≺ g and g ≺ f together force the equality
This means that the holomorphic function of two variables 
Cyclic vectors and Shapiro's problem
The space A −∞ consists of all analytic functions f on the unit disk D satisfying the growth condition
for some positive constants α and C(f, α). The function theory aspects of this space were illuminated extensively by Korenblum in his Acta paper [55] ; one rather trivial but interesting observation is that A −∞ is a topological algebra with respect to pointwise multiplication and the natural injective limit topology. In his second Acta paper [56] In order to gain some understanding of invariant subspaces, the concept of a cyclic vector is basic. 
It is known (see [69] ) that the answer to Problem 11 is yes, if we add the assumption that the function f belong to the Nevanlinna class of holomorphic quotients of bounded analytic functions. This in its turn follows rather easily from the case when f is assumed bounded. Leon Brown and Boris Korenblum [21] have obtained the considerably stronger result that if the function f belongs to a slightly smaller Bergman space
for some positive numbers ε, N , then f is invertible in A −∞ , and hence cyclic in A −∞ .
This problem was settled in the negative by Borichev and Hedenmalm [20] . The construction involved first finding harmonic functions that grow at an appropriate rate radially, and then forming the zero-free function obtained by harmonic conjugation plus exponentiation.
The index of an invariant subspace
The index of an invariant subspace M is defined to be the codimension of zM in M, i.e. ind M = dim(M/zM). It is clear that {0} is the only subspace of index 0, and it is easy to see that every nonzero singly generated invariant subspace has index 1. Similarly, nontrivial zero based invariant subspaces have index one. In the converse direction it was shown in [10] that every index 1 invariant subspace of L 2 a (D) is singly generated by its extremal function. It is somewhat difficult to see that there are invariant subspaces of the Bergman space of arbitrary index. This was first established in [12] , and it is closely related to the connection between the invariant subspace problem and the apparent difficulty of characterizing all invariant subspaces of L 2 a (D) that we have alluded to at the very beginning of this article.
The first explicit example of an invariant subspace with index 2 was constructed in [35] . The author exhibits two zero based invariant subspaces I(A) and I(B), the zero sequences A and B being disjoint, which are at a positive angle from each other. That entails that their sum M = I(A) + I(B) is a closed invariant subspace of L 2 a (D), and this easily implies that M has index 2. This result was generalized in [48] , where a construction was given of an invariant subspace M of infinite index. The M is a span of zero based invariant subspaces I(A n ), n = 1, 2, 3, ..., where A n is a certain sequence of regularly spaced points in the unit disc that accumulate nontangentially at every boundary point. An alternate way to construct invariant subspaces of arbitrary index was developed in [19] and [1] .
The first example raises the following question:
Determine for which pairs of disjoint zero sequences A and B the closed linear span M of I(A) and I(B) has index 1.
We pose two related problems that are perhaps simpler: PROBLEM 14 Determine the zero sequences A such that every invariant subspace M that contains I(A) has index 1.
PROBLEM 15
Determine which f ∈ L 2 a (D) have the property that every invariant subspace containing f has index 1.
For the first two questions, one would hope for answers in terms of geometric properties of the sequences A and B, while for the third question it would be nice to obtain an answer in terms of the behavior of f near the unit circle.
The index of an invariant subspace is a natural object of investigation, because it is the existence of invariant subspaces of index larger than 1 that drastically distinguishes the situation in L 2 a (D) from the Hardy space situation. However, we note that Problems 13 and 14 have equivalent formulations that don't mention the index. In fact, in [35] , it was shown that given two disjoint zero sequences A and B, we either have that
, or its closure M has index 2. Thus, the first problem is equivalent to the question of which disjoint zero sequences A and B have the property that I(A)
. That is how this question was phrased in the original article. Furthermore and similarly, it follows from the results of [47] that Problem 14 is equivalent to which zero sequences A have the property that each invariant subspace M that contains I(A) is again a zero based invariant subspace.
There are some partial results known for these problems. First, it follows from [7] that if A and B are two zero sequences for L 2 a (D) such that there is a point z 0 ∈ T and a planar neighborhood U of z 0 for which there are nonzero functions
, 1/s+1/t = 1/2, such that f is zero at the points in A ∩ U and g is zero at the points in B ∩ U , then the closed linear span of I(A) and I(B) in L 2 a (D) has index 1 (also see [79] ). The above-mentioned example in [35] shows that this result is sharp in the sense that if ε > 0, then there are two disjoint zero sequences A and B for L There have been a number of papers studying Problems 14 and 15; see [63, 80, 7, 78, 79, 9, 11] . Generally, one can state that any nonzero function in any index 2 invariant subspace must be very irregular near every boundary point. Also, using the results of Section 2 of [11] and the results of [12] , one can show that if an index 1 invariant subspace M is contained in an invariant subspace of index > 1, then for any n = 2, 3, ... or even n = +∞, M is contained in an invariant subspace of index n.
The most complete results on Problems 14 and 15 have been obtained in [11] , where the majorization function k M of an invariant subspace M was introduced to study these types of questions:
It is easy to see that if k λ (z) denotes the Bergman kernel, and if P M is the orthogonal projection onto M, then
Thus, k M is continuous and its values lie between zero and 1. One checks that the analogous definition for the Hardy space H 2 (D) yields that the majorization function of an invariant subspace of H 2 (D) equals the modulus of the classical inner function that generates it. Thus, in that case the majorization function of any nonzero subspace has nontangential limit equal to 1 at almost every boundary point. Perhaps it should not be surprising that for L 2 a (D) the situation is different, but this is precisely related to the questions about the index. (a) every invariant subspace N with M ⊆ N has index 1, (b) there is a set E ⊂ T of positive measure such that k M has nontangential limit equal to 1 on E, (c) there are ε > 0, a positive angle σ, and a set E ⊂ T of positive measure such that k M (λ) ≥ ε for every λ in every Stolz angle with opening σ and vertex point in E, (d) there is a set E ⊂ T of positive measure such that the extremal function ϕ of M has nontangential limits a.e. on E.
The equivalence of (a) and (d) resolves Problem 15 for extremal functions f . For general functions, the answer to Problem 15 has to be more subtle, because there are functions f which have nontangential limits almost everywhere on T and such that f is contained in some index 2 invariant subspace (see [11] for such an example). Nevertheless, for many choices of the sequence A in Problem 14 or functions f in Problem 15 one can estimate the corresponding majorization function and hence use Theorem 10.1 to decide whether or not I(A) or f are contained in an invariant subspace of index > 1.
For example, let us show that if there exists an open set U such that U ∩ T = ∅, and if f ∈ L 2 a (D), f = 0 is bounded in U ∩ D, then every invariant subspace containing f must have index 1. This result is from [7] , but here we want to indicate how the majorization function and Theorem 10.1 come in. Let M be the smallest invariant subspace that contains f . As before we let k λ (z) be the Bergman kernel, then since k λ is bounded for each λ ∈ D the function g = k λ f /||k λ f || is a function of unit norm in M. The definition of the majorization function implies that
Now, the hypothesis on f implies that for almost every z ∈ E = U ∩ T, f has a nontangential limit f (z). Similarly, it is not difficult to show that the hypothesis implies that ||k λ f || ||k λ || converges nontangantially to |f (z)| for almost every z ∈ U ∩ T. Thus, whenever both limits exist and are nonzero, the nontangential limit of k M must be 1, and the result follows from the equivalence of (a) and (b) of Theorem 10.1. We already noted above that this argument cannot be extended to cover all functions in L 2 a (D) that have nontangential limits on a set E ⊂ T of positive measure, but in [11] an estimate on the majorization function is used to show the following theorem: THEOREM 10.2 (Aleman, Richter, Sundberg) Let E ⊂ T be closed, have positive measure, and finite entropy, that is, if {I n } n denotes the complementary arcs of E, then
Let Ω E ⊂ D be the union of all Stolz angles with fixed opening angle σ > 0 and vertices at all points of E.
in Ω E , then every invariant subspace containing f has index 1.
With regards to Problem 14 it had been known for awhile that if the (unrestricted) accumulation points of A omit an arc in T, then any invariant subspace containing I(A) has index 1 (see [36] ). Furthermore, it easily follows from Theorem 10.1 that if a sequence A ⊂ D is dominating for T, that is, if almost every z ∈ T can be approached nontangentially by a subsequence of A, then I(A) is contained in an invariant subspace of index > 1. If the sequence A is interpolating for L 2 a (D), then the converse to this last statement is true, [11] . However, in [11] , a zero sequence A for the Bergman space is constructed such that the set of nontangential limit points of A in T has measure 0, yet the majorization function k I(A) is not bounded below in any Stolz angle, and hence I(A) is contained in invariant subspaces of high index.
Maximal invariant subspaces
Let us agree to say that an invariant subspace I in L This problem was answered in the affirmative in [43] . Much more general results were later obtained by Atzmon [15] .
Suppose N is another invariant subspace that is contained M, which is maximal with respect to this property. Does it follow that N has codimension 1 inside M?
As we were told already in the introduction, this is a disguised version of the invariant subspace problem in separable Hilbert space. The really hard case is when the invariant subspace M has infinite index.
Methods based on reproducing kernels
Recall that reproducing kernel k on a set X is a positive definite function of two variables k : X × X → C, that is, k satisfies the inequality n i,j=0
whenever x j ∈ X, c j ∈ C, for j = 1, . . . , n, and n is a positive integer. Moreover, equality holds in (11.1) if and only if c j = 0 for all j = 1, . . . , n. The kernel k determines (uniquely) a Hilbert space H(k) of functions on X which is the completion of the finite linear combinations of functions of the form k(x, ·) with respect to the norm defined in (12.1). While the classical theory of reproducing kernels is well known, there is a more recent development that has attracted the attention of many researchers in operator theory and complex analysis. More precisely, it appears that certain algebraic properties of such a kernel have a strong impact on a number of important problems in these areas like interpolation, Beurling-type theorems and even factorization theory.
The most investigated class of reproducing kernels consists of kernels k with the properties that the related kernel 1 − 1/k is positive definite, and k(z, 0) ≡ 1. They are called complete Nevanlinna-Pick kernels, and appeared first in some unpublished work by Agler [4] (see also [5] ) in connection with Nevannlina-Pick and Carathéodory interpolation as well as commutant-lifting theorems. Arveson [13] [60] , completed by the work of Greene, Richter, and Sundberg [28] .
The simplest interesting examples of Hilbert spaces of analytic functions on the unit disk with a complete Nevanlinna-Pick reproducing kernel are the Hardy space and the weighted Dirichlet spaces D α , 0 ≤ α < 1. They consist of analytic functions f in the unit disk with the property that 
is a Hilbert space of analytic functions whose Cauchy dual defined as above, is a Hilbert space of analytic functions with a complete Nevannlina-Pick reproducing kernel. This follows by a direct application a classical result (see [5] ). The problem is whether this holds true for nonradial measures as well. As usual, we will only consider positive measures µ carried by D with the property that given any z ∈ D, there exists a positive constant C(z) such that the estimate
holds for all plynomials p. In addition, we assume that µ is reproducing for the origin, that is,
holds for all polynomials p.
PROBLEM 18
Let µ be a measure as above and let P 2 (µ) be the closure of polynomials in L 2 (µ). Is it true that the reproducing kernel of the Cauchy dual of P 2 (µ) is a complete Nevanlinna-Pick kernel?
The fact that the measure is reproducing at the origin is equivalent to the fact that the reproducing kernel satisfies k(0, z) = 1 for all z. Shimorin has pointed out to us that without this assumption, there are simple examples of measures µ such that for the corresponding kernel k of the space P 2 (µ), 1 − 1/k is not positive definite. A major breakthrough in the theory of Bergman spaces is the following result that appeared first in [46, 47] (see also [76] ). It turns out (see [47] and [76] ) that this particular form of the reproducing kernel is equivalent to the having the inequality zf + g 2 ≤ 2 f 2 + zg (1 − |λ| 2 ) 2 .
In particular, we have Consequently, k(·, λ)/k(0, ·) is a bounded analytic function for fixed λ ∈ D. Now assume, in addition, that the operator of multiplcation by z on H(k), written M z | H(k) , is a contraction, and apply the von Neumann inequality to conclude that k(·, λ), |λ| < 1 can be approximated by polynomial multiples of k(0, ·). Since the linear span of these functions is dense in the space we deduce that H(k) is generated by its extremal function k(0, ·) k(0, 0) −1/2 . The argument can be extended with appropriate modifications to invariant subspaces of L 2 a (D, ω) that have index greater than one. For this one needs operator-valued reproducing kernels, but the idea is essentially the same. Thus, one can obtain a Beurling-type theorem for such weighted Bergman spaces. The elegant method presented here is essentially due to McCullough and Richter.
it is shown that if k is a kernel of Bergman-type, then for any point a ∈ D we have that ϕ A∪{a} /ϕ A is bounded in D and satisfies the inequality
If k satisfies (12.2), then the quotient
is bounded in D and satisfies
We should point out here that together with the results proved in [6] , this last inequality provides an alternative proof of Theorem 3.1 (see [8] ). Although there is a large overlap between kernels of the type (12.2) and the Bergman type kernels, the two classes are distinct [59] . The Bergman kernel k(z, λ) = (1−λz) −2 , or more generally, the reproducing kernel for L 2 a (D, ω α ), with −1 < α ≤ 0, are of Bergman type and satisfy condition (12.2) as well, so that, the above estimates provide sharp bounds from above and below for the functions ϕ A∪{a} /ϕ A in these spaces. The following problem has been suggested to us by Sergeȋ Shimorin. Shimorin [77] has shown that the answer is affirmative for radial weights ω. For nonradial weights, however, the problem is still open.
