I. Introduction N UMEROUS fields of science and engineering present the problem of uncertainty propagation through nonlinear dynamic systems [1] . One may be interested in the determination of the response of engineering structures: beams/plates/entire buildings under random excitation (in structure mechanics [2] ), the motion of particles under the influence of stochastic force fields (in particle physics [3] ), or the computation of the prediction step in the design of a Bayesian filter (in filtering theory) [4, 5] , among others. All these applications require the study of the time evolution of the probability density function (PDF) pt; x, corresponding to the state x of the relevant dynamic system. The PDF is given by the solution to the Fokker-Planck-Kolmogorov equation (FPE), which is a partial differential equation (PDE) in the PDF of the system, defined by the underlying dynamic system's parameters. In this paper, approximate solutions of the FPE are considered, and subsequently leveraged for the design of controllers for nonlinear stochastic dynamic systems. In the past few years, the authors have developed a generalized multiresolution meshless finite element method (FEM) methodology, partition of unity FEM (PUFEM), using the recently developed global local orthogonal mappings methodology to provide the partition of unity functions [6] and the orthogonal local basis functions for the solution of the FPE. The PUFEM is a Galerkin projection method, and the solution is characterized in terms of a finite dimensional representation of the Fokker-Planck operator underlying the problem. The methodology is also highly amenable to parallelization [7] [8] [9] [10] .
Though the FPE is invaluable in quantifying the uncertainty evolution through nonlinear systems, perhaps its greatest benefit may be in the stochastic analysis, design, and control of nonlinear systems. In the context of nonlinear stochastic control, Markov decision processes (MDPs) have long been one of the most widely used methods for discrete time stochastic control. However, the dynamic programming (DP) equations underlying the MDPs suffer from the curse of dimensionality [11] [12] [13] . Various approximate dynamic programming methods have been proposed in the past several years for overcoming the curse of dimensionality [13] [14] [15] [16] [17] , and can be broadly categorized under the category of functional reinforcement learning. These methods are essentially a model-free method of approximating the optimal control policy in stochastic optimal control problems. These methods generally fall under the category of value function approximation methods [13] , policy gradient/approximation methods [15, 16] , and actor-critic methods [14, 17] . These methods attempt to reduce the dimensionality of the DP problem through a compact parametrization of the value functions (with respect to a policy or the optimal function) and the policy function. The difference in the methods is mainly through the parametrization that is employed to achieve the aforementioned goal, and range from nonlinear function approximators such as neural networks [14] to linear approximation architectures [13, 18] . These methods learn the optimal policies by repeated simulations on a dynamic system and thus can take a long time to converge to a good policy, especially when the problem has continuous state and control spaces. In contrast, the methodology proposed here is model-based and uses the finite dimensional representation of the underlying parametrized diffusion operator to parametrize both the value function as well as the control policy in the stochastic optimal control problem. Considering the low-order finite dimensional controlled diffusion operator allows us to significantly reduce the dimensionality of the planning problem, while providing a computationally efficient recursive method for obtaining progressively better control policies.
The literature on computational methods for solving continuous time stochastic control problems is relatively sparse when compared to the discrete time problem. One of the approaches is through the use of locally consistent Markov decision processes [19] . In this approach, the continuous controlled diffusion operator is approximated by a finite dimensional Markov chain that satisfies certain local consistency conditions, namely that its drift and diffusion coefficients match that of the original process locally. The resulting finite state MDP is solved by standard DP techniques, such as value iteration and policy iteration. The method relies on a finite difference discretization and thus can be computationally very intensive in higher-dimensional spaces. In another approach [20, 21] , the diffusion process is approximated by a finite dimensional Markov chain through the application of generalized cell-to-cell mapping [22] . However, even this method suffers from the curse of dimensionality because it involves discretizing the state space into a grid, which becomes increasingly infeasible as the dimension of the system grows. Also, finite difference and finite element methods have been applied directly to the nonlinear Hamilton-Jacobi-Bellman (HJB) partial differential equation [23, 24] . The method proposed here differs in that it uses policy iteration in the original infinite dimensional function space, along with a finite dimensional representation of the controlled diffusion operator to solve the problem. Considering a lower-order approximation of the underlying operator results in a significant reduction in dimensionality of the computational problem. Using the policy iteration algorithm typically results in having to solve a sequence of a few linear equations (typically less than five) before practical convergence is obtained, as opposed to solving a high-dimensional nonlinear equation if the original nonlinear HJB equation is solved.
The literature for solving deterministic optimal control problems in continuous time is relatively mature when compared to its stochastic counterpart. The method of successive approximations/ policy iteration has widely been used to solve deterministic optimal control problems. Various different methods have been proposed for solving the policy evaluation step in the policy iteration algorithms that include Galerkin-based methods [25, 26] and neural-networkbased methods [27] [28] [29] [30] [31] , among others. The methodology outlined here can be viewed as an extension of this extensive body of work to the stochastic optimal control problem. However, it should be noted that the extension is far from trivial as the stochastic optimal control problem, especially the control of degenerate diffusions, has pathologies that have to be treated carefully to devise effective computational methods for solving such problems. We would like to mention that we are interested in the feedback control of dynamic systems here, that is, in the solution of the HJB equation, as opposed to solving the open-loop optimal control problem based on the Pontryagin minimum principle [32] that results in a two-point boundary value problem involving the states and costates of the dynamic system. Please see [32] [33] [34] for more on this approach to solving the optimal control problem. Also, we would like to state here that, to the best of our knowledge, there is no stochastic equivalent to the two-point boundary value problems that result from the Pontryagin minimum principle being applied to the deterministic optimal control problem.
II. Forward and Backward Kolmogorov Equations
In this section, we shall introduce the forward Kolmogorov or the Fokker-Planck equation and the backward Kolmogorov equation (BKE). Whereas the former is central to the propagation of uncertainty and nonlinear filtering of dynamic systems, the latter is paramount in the solution of stochastic control problems.
The FPE and the BKE operators are, respectively, given by the following expressions:
given the nonlinear stochastic multidimensional system
where W is multidimensional white noise. Note that in most multidimensional systems, especially mechanical ones, the matrix G is rank deficient because the input to the systems is at only the velocity level variables, and hence so is the matrix GG t . In general, a diffusion operator may be written as
where the Ax a 1 X; . . . ; a N X is a drift vector and DX d ij X is a diffusion matrix. In the case when Dx is not strictly positive definite for all x, the diffusion process is termed degenerate (it is also sometimes said that the diffusion process violates the uniform ellipticity condition). For diffusions arising out of stochastic dynamic systems, that is, the BKE operator, it follows that they are degenerate diffusions due to the rank deficiency of G. In general, the theoretical treatment of the solution of such equations is made very difficult by the degeneracy because classical solutions to PDEs governed by such operators may not exist. In these cases, the generalized notion of viscosity solutions needs to be introduced [35] [36] [37] . The FPE and the BKE are paramount in the propagation of uncertainty through, and the filtering and control of, stochastic nonlinear systems. As aforementioned, though the theoretical treatment of these operators in the multidimensional case is very difficult, we may nevertheless obtain a finite dimensional, that is, a matrix representation of the preceding operators to practically solve these problems, at least in an approximate fashion within the resulting finite dimensional space.
The Galerkin projection method is a general method to solve partial differential equations and is often used to solve the FokkerPlanck-Kolmogorov (FPK) equation. Let pt; x represent the time varying solution to the FPK equation. Let f 1 x; . . . ; n x; . . .g represent a set of basis functions on some compact domain D. The various choices of the basis functions lead to different methodologies. The Galerkin method makes the assumption that the PDF pt; x can be written as a linear combination of the basis functions i x with time varying coefficients, that is,
The key to obtaining the solution to the PDF pt; x is to find the coefficients c i t in the preceding equation. The Galerkin method achieves this by truncating the expansion of pt; x for some finite N and projecting the equation error onto the set of basis functions f i xg, that is,
and
where h:; :i represents the inner product on L 2 D, the space of Lebesgue integrable functions on the domain D, and L f represents the FPE operator. Note that the aforementioned represents a finite set of differential equations in the coefficients fc i tg, which can be solved for the coefficients c i t, given by
The pair M; K represents the finite dimensional approximation of the FPE operator. If the basis functions are mutually orthogonal, then the stiffness matrix K represents the finite dimensional representation of the FPE operator. An eigendecomposition of the pair M; K yields the approximation of the eigenstructure of the infinite dimensional FPE operator. The uncertainty propagation problem, as well as the prediction step of the filtering problem, involve the solution of the linear differential equation
over a finite or infinite time interval. Given the eigenstructure of the preceding linear time invariant system has been found and stored a priori, the preceding equation can be trivially solved in real time. Moreover, if the FPK equation is asymptotically stable, it can be shown after some work that the eigenvalues of the FPE operator are all real and nonpositive. In the following section, we shall show how the FPE/BKE operator may be used to solve the stochastic nonlinear control problem. The Galerkin method is not the only method that is available to obtain the finite dimensional representation of the FPE/BKE operator. The generalized Galerkin residual projection method can be used to obtain the representation. In the generalized procedure, the residual (or equation error) obtained by substituting the approximate solution into the equation of interest is projected onto a set of generalized functions instead of the basis functions themselves. For instance, collocation/pseudospectral methods involve projecting the equation error onto a set of delta functions located at a specially selected set of collocation points [33, 34] . A full comparison of these methods for the computational solution of the FPE/BKE equations is beyond the scope of this paper. However, we would like to mention that the generalized FEM-based methods developed by the authors [7] [8] [9] [10] have consistently outperformed other competing Galerkin residual projection methods.
III. Nonlinear Stochastic Control
An iterative approach to solving the Hamilton-Jacobi-Bellman equation is presented now for the optimal control problems of nonlinear stochastic dynamic systems. Consider the following dynamic system:
where u is the control input vector, and w represents white noise excitation with intensity Q. We are interested in minimizing the following discounted cost functional over the infinite horizon:
where 't is a trajectory that solves Eq. (13), l is often referred to as the state-penalty function, and is a given discount factor. The infinite horizon problem results in a stationary, that is, time invariant control law. However, for the case of systems with additive noise, that is, when hx is independent of x, as would be the case for the instance in the linear quadratic Gaussian problem, the cost to go is undefined because the trajectories of the system never decay to zero. Hence, in that case, the discounting is a practical step to ensure a bounded cost-to-go function. The discount factor may also be interpreted as a finite horizon over which the control law tries to optimize the system performance. For this problem, the optimal control law u x is known to be given in terms of a value function V x as follows:
where the value function V x solves the following well-known (stationary) Hamilton-Jacobi-Bellman equation:
The preceding framework [solving for the optimal control law u x] is known as the H 2 control paradigm. Note that designing the optimal control in the preceding framework requires solving a nonlinear PDE [Eq. (16)], which is, in general, a very difficult problem. It is, however, possible to restructure the preceding equations so that the central problem can be reduced to solving a sequence of linear PDEs (a much easier proposition). This is achieved via the substitution of Eq. (15) into the quadratic term involving the gradient of the value function in the HJB [Eq. (16) ]. Doing so gives us the following equivalent form of the HJB:
The preceding form of the HJB is known as the generalized HJB. Notice that the substitution discussed previously has converted the nonlinear PDE to a linear PDE in the value function V x. Equation (17) forms the core of a policy iteration algorithm in which the optimal control law can be obtained by iterating upon an initial stabilizing control policy as follows: 1) Let u 0 be an initial stabilizing control law (policy) for the dynamic system [Eq. (13)], that is, the FPE corresponding to the closed loop under u 0 is asymptotically stable.
2
Update policy as
3) End [Policy Iteration] The convergence of the preceding algorithm has been proven for the deterministic case (Q 0) in [25, 26] and is also true for the stochastic case [38] . However, conditions for the existence of classical solutions to the linear elliptic PDE in the policy evaluation step [Eq. (18) ] and the asymptotic stability of the closed-loop systems under the resulting control policies, in the sense that the associated FPE is stable, have not been obtained to the best knowledge of the authors. In this paper, we shall assume that the policy evaluation step admits a classical solution as well as that the sequence of control policies generated asymptotically stabilize the closed-loop system. In fact, these assumptions are borne out by the numerical examples considered in the next section. The great advantage of using the policy iteration algorithm over directly trying to solve the nonlinear HJB equation is that the algorithm typically converges in very few steps (five or less).
Let us take a closer look at Eq. (18): writing it in operator form, we have
where
Notice that the operator L is identical to the BKE operator of the closed loop under control policy u. The approximation for the value function is then written in terms of basis functions in the following manner:
where i x could be local or global basis functions depending on the nature of the approximation being used. In the current paper, we use global polynomials (i.e., i are polynomials supported on ). Then, following the Galerkin approach, we project the residual error resulting from plugging the approximation [Eq. (23)] into the generalized HJB [Eq. (18)] onto the space of polynomials on as follows:
Equation (24) is equivalent to a linear system of algebraic equations in c i :
Note that
where K b is the finite dimensional representation of the backward Kolmogorov (BK) operator. Some notes on the admissibility of basis functions ( i ) are due here. Notice that the BK operator involves only derivatives of the unknown function Vx. It is thus clear that, when the discount factor is zero, it is not possible to include a complete set of basis functions without making the stiffness matrix K singular ( 1 causes a rank deficiency of one). However, so far as solving Eq. (25) is concerned, it is not important to have the constant basis function in the approximation space. In theory, a nontrivial allows us to include 1 in the basis set; but, in practice, it would require a large discount factor before K is reasonably well conditioned for inversion, which in turn would take the solution far from being optimal because then the control policy becomes very shortsighted.
The preceding formulation can also be carried out on local subdomains by choosing i to be supported on subdomains, forming a cover for the global domain . Then, the projection integrals (24) would be evaluated over the local subdomains. This is the basic approach in finite element methods and meshless finite element methods, where the local subdomains overlap each other. The authors have developed a method based on the partition of unity finite element method to solve the forward (Fokker-Planck) and backward Kolmogorov equations [7] [8] [9] [10] . Finally, we would like to note that the policy iteration algorithm can be used either offline or online because the sequence of controllers obtained are monotonically improving with respect to the defined cost function. Hence, a particular controller can be used on the system until its improvement is obtained by solving the policy evaluation step, followed by the policy improvement step, which can then be implemented on the system.
IV. Numerical Example
We consider a four-dimensional system that models the pitch motion control for a missile autopilot. This model is the same as that considered in [25, 26] with a noise term added to all kinetic equations:
The control input in the preceding equations is c t, which is the commanded tail-fin deflection, whereas t denotes the actual tailfin deflection. Pitch rate and angle of attack are denoted by q and , respectively. Independent components of a three-dimensional white noise process are given by w q t, w t, and w t. 
The values of the various constants can be found in Beard et al. [25] . The cost function to be minimized is given by 
A complete basis of global quadratic shape functions was used to approximate the value function in the policy iteration algorithm.
Various sections of the converged value function and optimal control surface are shown in Fig. 1 . The optimal trajectories are shown in Fig. 1 . Figure 2 shows the system response to the optimal control law obtained. Notice that the pitch rate settles to zero and the angle of attack acquires the desired steady-state value.
V. Conclusions
In this paper, we have outlined a computational methodology for solving the nonlinear stochastic optimal control based on the policy iteration algorithm and a finite dimensional approximation of the controlled Fokker-Planck-Kolomogorov/diffusion operator. The computational methodology was also tested on a number of test cases where it was shown to have satisfactory performance. The next step in our research will be to extend these methods to more complex stochastic systems such as jump diffusion processes and stochastic hybrid systems. We envisage using a hierarchical hybrid methodology to solve the aforementioned problems, wherein the methods outlined in this paper would form the lower, continuous level of the hierarchy.
