Modeling Interference-Free Neuron Spikes with Optogenetic Stimulation by Noel, Adam et al.
ar
X
iv
:1
90
5.
05
67
8v
1 
 [q
-b
io.
NC
]  
14
 M
ay
 20
19
1
Modeling Interference-Free Neuron Spikes with
Optogenetic Stimulation
Adam Noel∗, Member, IEEE, Shayan Monabbati, Student Member, IEEE, Dimitrios Makrakis, and Andrew W.
Eckford, Senior Member, IEEE
Abstract—This paper predicts the ability to externally control
the firing times of a cortical neuron whose behavior follows the
Izhikevich neuron model. The Izhikevich neuron model provides
an efficient and biologically plausible method to track a cortical
neuron’s membrane potential and its firing times. The external
control is a simple optogenetic model represented by a constant
current source that can be turned on or off. This paper considers
firing frequencies that are sufficiently low for the membrane
potential to return to its resting potential after it fires. The time
required for the neuron to charge and for the neuron to recover
to the resting potential are numerically fitted to functions of
the Izhikevich neuron model parameters and the input current.
Results show that simple functions of the model parameters and
input current can be used to predict the charging and recovery
times, even when there are deviations in the actual parameter
values. Furthermore, the predictions lead to lower bounds on
the firing frequency that can be achieved without significant
distortion.
I. INTRODUCTION
Over the past decade, developments in optogenetics have
given researchers the ability to directly stimulate neurons
[2], [3]. Using this technique, neurons are modified with a
gene that encodes a light-sensitive protein (i.e., an opsin),
causing the neurons to express opsins on their surface. Certain
opsins, such as channelrhodopsin [4], open an ion channel in
response to light. When the channels are open, an ion current
flows through the neuron’s membrane, changing its electrical
potential and causing it to fire. Thus, if an optogenetically-
modified neuron is stimulated with a strong light source, such
as a laser, then the neuron will eventually fire in response.
Dramatic advances in the study of the brain, as well as
revolutionary new therapies for neurological disorders, are
expected to follow from precise optogenetic control over
neural circuits [5]. So far, research has often focused on the
control of large groups of neurons in experimental settings
[6]; e.g., studies of seizures in the mouse brain [7] or of
spinal cord injury in rats [8]. However, targeted control of
individual neural circuits are of considerable interest, and
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Fig. 1. Conceptual diagram of the system model. A neuron with light-sensitive
opsins expressed on its surface is stimulated by a light source.
recent experimental results have demonstrated the feasibility
of this approach [9]–[11]. It is widely expected that this
control will one day lead to optogenetics-based therapies for
neurological problems [12], such as epilepsy [13] or recovery
from neural injury [14].
In this direction, an interesting problem is to precisely
control the firing time of an individual neuron, as shown
conceptually in Fig. 1. Consider a neuron illuminated by a
light source, where ℓ(t) is the time-varying light intensity. Let
t = [t1, t2, . . . , tn] represent a vector of times at which the
neuron fires. Then the neuron may be viewed as a functional
n(·), taking ℓ(t) as input and returning t. The control problem
is to invert n(·): that is, given a desired vector t, find ℓ(t) as a
solution for t = n(ℓ(t)). The solution to this problem strongly
depends on the neuron model n(·), for which different models
exist.
There have been various approaches to this problem in the
recent literature. Some approaches treat the optogenetic stim-
ulus and response as a control system [15], [16], an approach
that has led to designs for therapeutic medical devices [17].
Other approaches have focused on detailed neuron models with
optogenetic ion channels (particularly channelrhodopsin) [18],
or models based on photoconversion [19].
The simple, yet tractable, integrate-and-fire (IF) model is
an important model for neurons. It has been considered for
optogenetic systems in populations of coupled neurons [20],
and (in our own previous work) for individual neurons subject
to a distortion criterion on the output [21], [22]. The IF
model considers neurons as capacitors, where the current is
integrated over time to find the neuron’s potential; once the
potential exceeds a threshold, the neuron fires. IF is a first-
order linear differential equation model, but its simplicity hides
much of the complexity of real neurons. In particular, there
2Fig. 2. The neuron membrane behavior considered in this paper. The
membrane potential versus time is plotted for the stimulation of one action
potential. The membrane current is also shown on an arbitrary scale to indicate
when the light source is turned on. The membrane potential starts at rest (A),
and once the light source is turned on the membrane begins to charge (B).
When the neuron is ready to fire, the light source is turned off and the neuron
proceeds to fire (C). Finally, the membrane recovers (D) and returns to the
resting potential.
are practical neuron behaviors that cannot be readily observed
using the IF model; see [23]. Various other neuron models
include linear models that address issues with IF, such as the
leaky IF model, and nonlinear models, of which the Hodgkin-
Huxley model [24] is likely the best known. In this paper we
use a simplified, but realistic, nonlinear model known as the
Izhikevich neuron model [25] (which we hereafter simply refer
to as the Izhikevich model).
This paper considers how to control the optogenetic stimu-
lation of neurons that follow the Izhikevich model, as summa-
rized in Fig. 2. The Izhikevich model is relatively simple to
describe and simulate, but is biologically plausible because
the range of neuron firing patterns that can be observed
is consistent with all known types of cortical neurons, as
demonstrated in [23] by tuning the model parameters. This
is unlike other simple models, such as the IF model and its
variants. The spiking patterns that can be generated using the
Izhikevich model include the following: regular spiking (RS)
neurons, in which spikes occur less frequently as stimulation
is maintained; fast spiking (FS) neurons, where spiking at
a high frequency can be maintained; low-threshold spiking
(LTS) neurons, which are an intermediate between RS and FS;
chattering (CH) neurons, in which spikes can occur in multiple
bursts; and intrinsically bursting (IB), which can produce both
regular spikes as well as irregular bursts.
The specific contributions of this work are as follows:
1) We use curve fitting to estimate the illumination period
required for an optogenetically-modified neuron to fire
and recover to its resting potential, as a function of the
Izhikevich model parameters. As in [1], our examples
focus on RS neurons, but in this work we also give
corresponding results for FS, LTS, and IB neurons1.
Furthermore, we also fit the behavior to the magnitude
of the optogenetically-induced current. Our results show
that our approach leads to accurate estimation of both
the charging and recovery time, as measured by metrics
including the mean squared error. This enables the
generation of arbitrary spike sequences when there is
sufficient time between consecutive spikes.
2) We illustrate control of spike sequence generation by
observing the distortion as a function of spike frequency.
This expands the brief investigation of generating differ-
ent spike frequencies in [1]. We show how our numerical
fits enable us to predict a lower bound on the achievable
frequency without significant distortion. If additional
distortion can be tolerated, then our results demonstrate
that we can generate spikes at a target frequency that is
up to twice that predicted by our numerical method.
The rest of this paper is organized as follows. Section II
describes the optogenetic and membrane potential models.
We couple the two models in Section III. We numerically
fit the times for both charging and recovery, and observe
the distortion as a function of a target firing frequency, in
Section IV. We conclude in Section V.
II. PHYSICAL MODELS
In this section, we briefly describe the two physical models
that we integrate to describe the neuron stimulation and
membrane potential. These are the optogenetic model for
the external stimulation and the Izhikevich model for the
membrane potential dynamics.
A. Optogenetic System Model
Neurons, like all animal cells, maintain an electric potential
difference across their membranes. This membrane potential
can be varied through the selective opening and closing of
ion channels on the cell surface, allowing ions such as Na+,
Ca2+, K+, and Cl2− to flow across the membrane. Neurons
have voltage-gated ion channels, which open in response to
changes in the membrane potential. This sets up a positive
feedback loop. For example, in depolarization, a stimulus
causes Na+ channels to open, thus raising the membrane
potential, which causes more Na+ channels to open, further
raising the membrane potential, and so on. The resulting rapid
change in membrane potential causes the neuron to “fire”; see
[26].
Ion channels can also be light-gated, such that they open
in response to light. A well-studied example of this is chan-
nelrhodopsin (ChR); see [4], [27], [28]. An optogenetically-
modified neuron expresses light-gated channels in addition
to voltage-gated channels. Thus, illuminating the neuron (for
example with a laser) can initiate the firing of the neuron by
triggering the initial flow of ions.
1We note that “chattering” neurons do not align well with the methodology
in this paper because, by design, they are prone to spiking multiple times
after the current is turned off.
3While the ion channel is open, the ion current passing
through the channel is dependent on a number of environmen-
tal factors, including pH and ion concentration [27]. It can also
depend on the precise number and location of receptors on the
surface of the neuron, which is usually unknown. Moreover,
the dwell time in each channel state is a random variable.
Works that model the states in detail include [29]. However,
experimental results [4], [27] suggest that a neuron will expe-
rience a stable steady-state current in response to a constant
illumination intensity ℓ(t). Thus, given a maximum current
Imax, we will simplify and assume there exists a known,
deterministic mapping from ℓ(t) to current I ∈ [0, Imax]. For
the remainder of the paper, we will consider fixed current I
rather than illumination ℓ(t).
B. Izhikevich Neuron Model
The Izhikevich model uses a two-dimensional system of
ordinary differential equations where the variables are the
membrane potential v and the membrane recovery variable u.
u, which accounts for the activation of potassium ionic current
and the inactivation of sodium ionic currents, provides negative
feedback to v. The system of equations was obtained via fitting
to natural spike initiation dynamics of cortical neurons and is
as follows [25, Eqs. (1)–(3)]:
dv
dt
=0.04v2 + 5v + 140− u+ I, (1)
du
dt
= a(bv − u), (2)
if v ≥ 30mV, then
{
v ← c
u← u+ d,
(3)
where (1) and (2) update the rates of change of v and u,
respectively, and (3) resets u and v after a spike occurs. Time
and potential are measured in ms and mV, respectively. I
is the synaptic or input current through the ion channels in
the dendrites and it is normalized. The parameters a, b, c,
and d are the fitting parameters and they can be tuned for
different types of neurons; see Table I. a sets the time scale
of the decay of recovery variable u after a spike occurs. b
describes the sensitivity of u to subthreshold fluctuations of
v, and furthermore it can be used to define the membrane
resting potential. c is the reset potential for v after a spike
occurs, and d determines the reset of u after a spike occurs.
Results in [23], [25] demonstrate that the Izhikevich model
can produce the behaviors of different types of cortical neu-
rons by appropriately tuning the parameters {a, b, c, d}, even
though the model itself is not analytically derived and so is not
biophysically meaningful. Each type of neuron is associated
with a characteristic firing pattern, where each firing pattern
is a sequence of spikes. The model parameters for a selection
of neuron types that are suitable for a broad range of neural
behavior are listed in Table I.
III. SIMULATING NEURON SPIKES
In this section, we present the simulation of spikes in
the Izhikevich model when stimulation is provided by the
simple optogenetic model. First, we describe the coupling of
TABLE I
SELECTION OF NOMINAL PARAMETER VALUES FOR THE IZHIKEVICH
NEURON MODEL (FROM [25])
Neuron Type (Acronym) a b c d
Regular Spiking (RS) 0.02 0.2 -65 8
Fast Spiking (FS) 0.1 0.2 -65 2
Low-Threshold Spiking (LTS) 0.02 0.25 -65 2
Chattering (CH) 0.02 0.2 -50 2
Intrinsically Bursting (IB) 0.02 0.2 -55 4
the simulation models and discuss the selection of suitable
simulation parameters. We demonstrate the stimulation of
a sequence of spikes and motivate our interest in studying
individual spikes. Then, we assess the impact of the model’s
initial conditions and derive the steady-state potentials of the
Izhikevich model in the absence of an input current.
A. Coupling the Izhikevich Model with Optogenetics
We take a direct approach to couple the two physical models
or an individual neuron. We assume that the optogenetic
stimulation is the membrane’s only external current source
at the dendrites and it defines the input current I in (1).
In practice, this is an approximation, since the Izhikevich
model was initially developed for natural neurons, where input
currents enter via the activation of neurotransmitter receptors
at the dendrites. We assume that we can control where the
light-gated channels are expressed in the membrane to imitate
the conditions for the Izhikevich model. Otherwise, alternative
means to describe the membrane dynamics would be required,
which can be considered in future work.
The simple optogenetic model assumes that we have a
binary current, which we can turn on and off as needed, thus
we immediately have I ∈ {0, Imax}. Thus, to simulate the
complete system, we only need to initialize {u, v, I} and use
(1)–(3) in a loop to update u and v, where we update I or fire
the neuron when required2.
We must choose a time step ∆t to set the resolution with
which we evaluate (1)–(3). Specifically,∆t is needed to update
u and v from du
dt
and dv
dt
, respectively, i.e., we update v as
vnew = vold +∆t
dv
dt
(4)
and correspondingly update u. In Fig. 3, we test different
values of ∆t for a regular spiking neuron by setting the
(normalized) input current to a constant I = Imax = 10
(practical values for plateau currents can be on the order
of 100 pA or more; see [29], [30]). The default value of
∆t in [23], [25] is ∆t = 10−3 s, but we see in Fig. 3a)
that this results in an insufficient level of granularity for our
analysis, i.e., du
dt
and dv
dt
change too much over the scale
of ∆t = 10−3 s to accurately update v in (4). Thus, it
appears that spikes are occurring before v reaches the threshold
potential of 30mV and furthermore that they are occurring
2The updates to u and v were implemented incorrectly in [1], so results in
[1] that are repeated here appear differently.
4Fig. 3. A sequence of neuron spikes for different values of time step ∆t. The
membrane is stimulated with a constant current I = Imax = 10. The model
parameters are {a, b, c, d} = {0.02, 0.2,−65, 8} (i.e., Regular Spiking in
Table I).
at random potentials. This can be mitigated by decreasing
∆t. However, decreasing ∆t also increases the computational
resources required to simulate the neuron. The timing of the
spikes is indistinguishable for ∆t = 10−5 s and ∆t = 10−6 s,
and they all peak at the same voltage (30mV), but we use
∆t = 10−6 s in the remainder of this work to have sufficient
resolution for the numerical fits. Unless otherwise stated, we
also use Imax = 10.
From Fig. 3, we also observe that the interspike intervals are
not constant, even when∆t is sufficiently small. This behavior
is expected for regular spiking neurons and other types of
neurons as well. However, our objective is to fit expressions
to describe a neuron’s behavior and control when it fires. As
an early work in this direction, we seek to ignore the effects
of interspike interference, so we focus here on predicting the
generation and recovery of individual spikes, as shown in
Fig. 2. We then use the results as a baseline for sequences
of multiple spikes where the neuron is only stimulated while
it is charging from rest. Repeated spiking patterns due to on-
going input current is a scenario for future work.
B. Initial Conditions and the Steady State
To maintain accuracy in our numerical analysis, we need to
impose consistent conditions on the membrane. To generate a
single spike, we will turn the current “on” until the neuron fires
and then leave the current “off”. In the absence of an input
current, the membrane potential of a neuron should converge
to a resting potential (unless it is bistable or inhibition induced;
see [23]). By setting the left hand sides of (1) and (2) to 0, and
the input current I to 0, we have two equations for u and v.
From (2) we can then write u = bv, which we can substitute
Fig. 4. a) Charging time and b) recovery time for a single spike as a function
of the initial membrane potential. The input current I remains on until the
neuron fires. The model parameters are {a, b, c, d} = {0.02, 0.2,−65, 8}
(i.e., Regular Spiking in Table I).
into (1) and re-arrange for v to show that the two possible
resting potentials are
vrest = 12.5b− 62.5± 12.5
√
b2 − 10b+ 2.6. (5)
The smaller solution of (5), v−rest, is stable. The larger
solution v+rest is unstable and is in fact a firing threshold.
If the membrane potential is higher than v+rest, then v will
increase even if I = 0 and the neuron will fire (though firing
could be avoided with a sufficiently large negative current).
If the membrane potential is lower than v+rest and no input is
applied, then the potential will converge to v−rest. Throughout
this work, we assume that the potential has converged once it
remains within ǫ = 0.5% of v−rest. We will see that this is a
conservative estimate; in practice, we will not need to be so
close to the resting potential before we can stimulate again
without noticeable interspike interference.
We refer to the time needed for the neuron to fire as
the charging time and the time to reach the stable resting
potential as the recovery time. We show in Fig. 4, where
v−rest = −70mV, that both of these times are sensitive to
the initial membrane potential. To facilitate the application of
this model to the generation of multiple spikes, we impose
that the initial membrane potential is also the resting potential
v−rest, and that the recovery variable u is initially bv (i.e., (2)
is 0).
IV. NUMERICAL FITTING RESULTS
In this section, we assess whether we can predict the timing
behavior, i.e., the charging and recovery times of the Izhike-
vich neuron model, based on knowledge of the model param-
eters. Specifically, we seek numerically-derived equations for
a neuron’s behavior as a function of {a, b, c, d, I}. We are not
predisposed towards any particular class of equations, but we
seek results that are sufficiently accurate to use as a guide to
control firing times and know how long to wait between firing
times (i.e., for the membrane to return to the resting potential
5before we should start charging it again). Our assumptions
limit the usefulness of very high precision; the optogenetic
model is simplified, the model parameters {a, b, c, d} cannot
be directly measured, and we do not consider physical noise
sources. However, the current I can be externally controlled to
some extent by modifying the illumination intensity (though
it will not be constant in practice). We seek to gain intuition
about controlling a neuron, and in particular we will esti-
mate and measure the maximum firing frequency that can be
achieved without interspike interference.
The remainder of this section is organized as follows.
First, we measure the charging time and the recovery time
as functions of the individual model parameters (including the
input current I), where the remaining model parameters are
fixed. This helps us decide which parameters to focus on in
a joint model. For all types of neurons considered (RS, FS,
LTS, and IB), the charging time is most sensitive to b and I
(we note that (1)–(3) show that charging time is independent
of c and d), and the recovery time is most sensitive to a and
d. Next, we measure the charging time as a function of both
b and I and the recovery time as a function of both a and
d. All fitting functions are found via nonlinear least squares
in MATLAB using the “fit” function with default tolerances.
Finally, we consider the stimulation of multiple spikes, where
we predict the interference-free firing frequency and measure
the deviations from target firing times as a function of the
target firing frequency.
A. Fitting to a Single Spike
As we are primarily interested in the charging time and
recovery time for each neuron type, we use curve fitting to
develop accurate models for these properties under various
parameter values. This is a challenging task given the five-
dimensional parameter space. We first consider fits to individ-
ual parameters, keeping other parameters at a “typical” value
for a particular neuron type, and then consider fits to multiple
parameters. We give a detailed explanation and analysis of our
method using a regular spiking (RS) neuron as an example;
results for the other types of neurons are summarised in the
corresponding tables.
We measure the accuracy of the fitting functions with three
methods. R2 measures the proportion of the variance in the
behavior that is predictable from the model parameters, where
R2 ∈ [0, 1]. The root mean square error (RMSE) measures
the standard deviation of the behavior from that predicted
by the fitting functions. The maximum error (Max Error) is
simply the absolute value of the largest deviation from the
fitting function over the parameter range or ranges considered.
Consider that we are fitting to a total of N parameter value
combinations (where we vary one or more of the parameters
{a, b, c, d, I}). We then suppose that yn is the charging time
(in ms) for the nth combination of the model parameters, yˆn is
the corresponding estimated charging time due to some fitting
function, and y is the average charging time over all N model
parameter combinations. A similar description can be made for
recovery time. Then, R2 for the charging time is measured as
R2 = 1−
∑N
n=1
(yn − yˆn)
2∑
N
n=1
(yn − y)2
, (6)
the RMSE is measured in ms as
RMSE =
√∑
N
n=1
(yn − yˆn)2
N
, (7)
and the maximum error in ms is
Max Error = max
n
|yn − yˆn|. (8)
To fit behavior to the individual parameters, we consider
polynomial functions up to degree 4 (i.e., from linear to
quartic, beyond which minimal improvement was observed),
exponential functions with either 1 or 2 terms, and power
functions of the form y = nxm + p. These fitting functions
were the most relevant in MATLAB’s Curve Fitting Toolbox.
To fit the behavior to the individual model parameters, we
vary one parameter while holding the remaining parameters
constant. The chosen range of each parameter is in consid-
eration of the types of neurons listed in Table I. Using the
RS neuron as an example, our default parameter values are
{a, b, c, d, I} = {0.02, 0.2,−65, 8, 10}, which is consistent
with RS. If we vary one of the parameters {a, b, c, d, I}, then
the remainder are fixed at the default value. The range of
each varied parameter, a selection of fitted equations for their
behavior (chosen for quality and space), and the accuracy of
each fit are summarized in Table II for charging time and
Table III for recovery time (see the Appendix for additional
functions that fit the behavior of the RS neuron to the current
I). We note that, as we might expect from Table I, some of
the fits for different neuron types are identical because there
are common parameter values. This is particularly the case
for charging time because it is only a function of two of the
Izhikevich model parameters. For example, since RS, FS, and
IB neurons all have the same nominal value of b, they also
have the same fitting function of a for charging time.
In Fig. 5, we plot the charging and recovery times for
a single spike of a nominal RS neuron while varying one
individual model parameter. A representative numerical fit
accompanies each plot, and is generally chosen to be the
simplest fit that results in R2 > 0.995. The results are
generally consistent with the other types of neurons that we
consider, and are also consistent with what we would expect
given (1)-(3).
The charging time in Fig. 5 depends on {a, b, I}. While
the charging time is nearly independent of a, it noticeably
decreases with increasing b or I . The recovery time depends
on all of the model parameters, but is nearly independent of
c and I . It is not surprising for the current magnitude to have
negligible impact on the recovery time, since the current is
always turned off during recovery and its only influence is
indirectly via the recovery variable u in (2) at the time of
firing. However, it might be surprising that parameter c, which
via (3) dictates the reset potential after the neuron fires, has
a negligible impact on the time to recover. This is due to
6TABLE II
FITTING CHARGING BEHAVIOR TO A SINGLE PARAMETER. DEFAULT PARAMETER VALUES ARE FROM TABLE I AND I = 10. INCREMENT OVER THE
PARAMETER RANGE IS 0.005 FOR a, 0.005 FOR b, AND 0.5 FOR I .
Neuron
Type
Parameter
Range
Fit Fitting Function R2
RMSE
[ms]
Max
Error [ms]
RS
a ∈ [0.02, 0.1] poly1 0.5353a + 3.444 0.9995 3.000 × 10−4 5.290 × 10−4
b ∈ [0.2, 0.25] poly1 −20.21b+ 7.474 0.9988 1.130 × 10−2 2.273 × 10−2
I ∈ [5, 15] power1 28.86I−0.9177 0.9963 7.266 × 10−2 0.1927
FS
a ∈ [0.02, 0.1] poly1 0.5353a + 3.444 0.9995 3.000 × 10−4 5.290 × 10−4
b ∈ [0.2, 0.25] poly1 −20.75b+ 7.622 0.9986 1.213 × 10−2 2.491 × 10−2
I ∈ [5, 15] power1 32.67I−0.9655 0.9940 9.909 × 10−2 0.2703
LTS
a ∈ [0.02, 0.1] poly1 0.1961a + 2.431 0.9980 2.150 × 10−4 7.840 × 10−4
b ∈ [0.2, 0.25] poly1 −20.21b+ 7.474 0.9988 1.130 × 10−2 2.273 × 10−2
I ∈ [5, 15] power1 9.793I−0.6045 1.0000 5.550 × 10−4 1.120 × 10−3
IB
a ∈ [0.02, 0.1] poly1 0.5353a + 3.444 0.9995 3.000 × 10−4 5.290 × 10−4
b ∈ [0.2, 0.25] poly1 −20.21b+ 7.474 0.9988 1.130 × 10−2 2.273 × 10−2
I ∈ [5, 15] power1 28.86I−0.9177 0.9963 7.266 × 10−2 0.1927
TABLE III
FITTING RECOVERY BEHAVIOR TO A SINGLE PARAMETER. DEFAULT PARAMETER VALUES ARE FROM TABLE I AND I = 10. INCREMENT OVER THE
PARAMETER RANGE IS 0.005 FOR a, 0.005 FOR b, 1 FOR c, 0.5 FOR d, AND 0.5 FOR I .
Neuron
Type
Parameter
Range
Fit Fitting Function R2
RMSE
[ms]
Max
Error [ms]
RS
a ∈ [0.02, 0.1] power1 3.236a−.9678 1.0000 0.2175 0.4029
b ∈ [0.2, 0.25] poly3 27.26b3 + 29.06b2 + 30.91b + 30.28 0.9975 0.1647 0.2722
c ∈ [−65,−50] exp2 144.8e1.818×10
−4
c + 3.686× 104e0.2262c 1.0000 1.482× 10−3 2.394× 10−3
d ∈ [2, 8] poly2 −0.8089d2 + 16.29d + 63.79 0.9987 0.5617 1.121
I ∈ [5, 15] power2 5.474I−0.8581 + 142.3 0.9998 3.255× 10−3 7.267× 10−3
FS
a ∈ [0.02, 0.1] power1 2.880a−0.8834 0.9996 0.3794 0.7572
b ∈ [0.2, 0.25] poly3 −1.219× 104b3 + 7311b2 − 1442b + 116.0 0.9999 2.535× 10−3 5.741× 10−3
c ∈ [−65,−51] exp2 32.70e5.738×10
−3
c + 3.004 × 1014e0.6342c 0.9982 5.097× 10−2 0.1363
d ∈ [2, 8] power1 19.31d0.2171 0.9996 5.029× 10−2 0.1220
I ∈ [5, 15] power2 8.323I−0.6247 + 20.59 0.9998 6.244× 10−3 1.386× 10−2
LTS
a ∈ [0.02, 0.1] power1 2.712a−0.8923 0.9992 0.5424 1.012
b ∈ [0.2, 0.25] exp2 −2.829× 10−9e87.97b + 66.18e1.656b 0.9997 2.391× 10−2 4.483× 10−2
c ∈ [−65,−55] poly4 3.406c4 + 0.8333c3 + 76.72c2 + 3114c + 4.766 × 104 0.9954 0.1247 0.2865
d ∈ [2, 8] power1 74.60d0.2777 0.9998 0.2007 0.3955
I ∈ [5, 15] power1 92.30I−1.075×10
−2
0.9998 4.533× 10−3 8.501× 10−3
IB
a ∈ [0.02, 0.1] power1 3.119a−0.9262 0.9998 0.3574 0.6869
b ∈ [0.2, 0.25] poly3 −1.776× 105b3 + 1.128× 105b2 − 2.381 × 104b+ 1787 0.9945 0.1626 0.2697
c ∈ [−65,−50] poly4 4.374 × 10−4c4 + 0.1034c3 + 9.160c2 + 360.3c+ 5428 0.9906 9.523× 10−2 0.2504
d ∈ [2, 8] power1 77.43d0.2986 0.9993 0.3857 0.7682
I ∈ [5, 15] power2 9.653I−0.8400 + 116.1 0.9998 5.568× 10−3 1.222× 10−2
the exponential recovery behavior. The recovery time is most
sensitive to a and d.
Perhaps with the exception of the current I , because it is a
external and controllable parameter, fitting to multiple model
parameters is preferable. So, based on the single-parameter
fitting for an RS neuron in Fig. 5, we consider two-parameter
fits for an RS neuron. In particular, we fit to the charging time
by varying b and I , and we fit to the recovery time by varying
7Fig. 5. Charging and recovery time behavior for an RS neuron as a
function of individual model parameters, each shown with one representative
numerical fit. Both charging and recovery times are found as functions of
{a, b, I}. Recovery times are also found as functions of {c, d}. The nominal
parameter values are {a, b, c, d, I} = {0.02, 0.2,−65, 8, 10}. The input
current remains on until the neuron fires.
a and d. We consider polynomial surfaces up to degree 4,
where for simplicity both parameters always have the same
degree. We hold the remaining model parameters constant
according to the nominal parameter values in Table I. A fitted
surface for each type of neuron and the accuracy of each fit
are summarized in Table IV for charging time and Table V for
recovery time (see the Appendix for additional functions that
fit the charging time of the RS neuron to the current I and
parameter b). Again, as we might expect from Table I, some of
the fits for different neuron types are identical because there
are common parameter values. For example, RS, LTS, and IB
neurons all have the same fitting function for charging time,
because all three have the same value for a.
In Fig. 6, we plot the charging time as a function of b and I
and the recovery time as a function of a and d for a nominal
RS neuron. We include the third order polynomial surface
fit for the charging time and the second order polynomial
surface fit for the recovery time. Both surface fits agree with
the numerical data, as indicated in Tables IV and V. We can
see that the charging time is sensitive to both b and I for
Fig. 6. Charging and recovery time behavior for an RS neuron as a function
of two model parameters, each shown with one representative numerical
fitting surface. The charging time (Top) is found as a function of b and I .
The recovery time (Bottom) is found as a function a and d. The nominal
parameter values are {a, b, c, d, I} = {0.02, 0.2,−65, 8, 10}. The input
current remains on until the neuron fires.
the entire range of parameter values considered, whereas the
recovery time is relatively more sensitive to a than to d.
One might question how reliably we can depend on the
particular model parameter values if the Izhikevich model
itself was obtained via numerical fitting to experimental data.
Since the charging time is generally much faster than the
recovery time, we measure the sensitivity of the charging
time to random model parameters a and b in Fig. 7, where
we predict the charging time as a function of the stimulation
current I and we assume that the a and b parameters are the
nominal values for an RS neuron, i.e., {a, b} = {0.02, 0.2}.
For each considered value of I , we generate 103 realizations
of a and b parameters that are uniformly distributed over the
ranges a ∈ [0.02, 0.036], b ∈ [0.2, 0.21], calculate the charging
time from rest for each realization by solving (1)–(3), and then
plot the distribution of the charging times. Fig. 7 shows that
the actual charging times deviate from the predicted value by
less than 5% for the range of currents I ∈ [5, 15].
B. Applying Fits to Spike Trains
Thus far, we have focused on the generation of individual
spikes in isolation. However, we can apply our results to the
generation of spike trains. In particular, we can assess how
well we can generate a spike train at a target frequency, where
the period is the sum of the charging and recovery times. We
turn the current on for the expected time to charge the neuron,
leave the current off for the neuron to recover, and then charge
the neuron again. We are interested in measuring the deviation
in spike times from the target frequency when we provide
insufficient time for the neuron to fully recover. Similar to
our work with the IF neuron model in [21], [22], we can use
(7) to calculate the RMSE associated with a spike train of N
spikes, but where yn is the nth target firing time (according
8TABLE IV
FITTING CHARGING BEHAVIOR TO b ∈ [0.2, 0.25] AND I ∈ [5, 15]. DEFAULT PARAMETER VALUES ARE FROM TABLE I. INCREMENT OVER THE
PARAMETER RANGE IS 0.005 FOR b AND 0.5 FOR I .
Neuron
Type
Fitting Function R2
RMSE
[ms]
Max
Error [ms]
RS, LTS,
IB
84.24− 7.185I − 634.0b + 0.2537I2 + 33.20Ib + 1798b2 − 3.075 × 10−3I3 − 0.5985I2b− 38.29Ib2 − 1932b3 0.9979 4.259 × 10−2 0.3152
FS 97.69− 8.308I − 753.2b + 0.2898I2 + 39.35Ib + 2161b2 − 3.485 × 10−3I3 − 0.6943I2b− 46.83Ib2 − 2313b3 0.9970 5.333 × 10−2 0.4151
TABLE V
FITTING RECOVERY BEHAVIOR TO a ∈ [0.02, 0.1] AND d ∈ [2, 8]. DEFAULT PARAMETER VALUES ARE FROM TABLE I AND I = 10. INCREMENT OVER
THE PARAMETER RANGE IS 0.005 FOR a AND 0.5 FOR d.
Neuron
Type
Fitting Function R2
RMSE
[ms]
Max
Error [ms]
RS, FS 146.9 + 21.07d − 5450a − 1.237d2 − 310.9ad + 7.771× 104a2 + 3.498 × 10−2d3 + 7.192ad2 + 1404a2d− 3.656× 105a3 0.9950 1.927 5.676
LTS 148.2 + 16.78d − 5334a − 0.9110d2 − 254.2ad + 7.480 × 104a2 + 2.452× 10−2d3 + 5.510ad2 + 1166a2d− 3.483 × 105a3 0.9949 1.804 5.255
IB 152.4 + 19.23d − 5478a − 1.003d2 − 303.7ad + 7.779× 104a2 + 2.462 × 10−2d3 + 6.724ad2 + 1395a2d− 3.657× 105a3 0.9950 1.925 5.673
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Fig. 7. Distribution of charging times (from rest) for a set of 103 non-
identical RS neurons as a function of the input current. Parameters a and b
are uniformly chosen over ranges a ∈ [0.02, 0.036], b ∈ [0.2, 0.21], i.e., over
20% of the value ranges in Table I. The distributions are compared with the
expected charging time given the nominal a and b values for an RS neuron.
to a specified firing frequency), and yˆn is the corresponding
observed firing time.
First, we observe deviations visually. Using Tables IV and
V, we expect an RS neuron with nominal model parameters
and current I = 10 to take 3.44ms to charge and 137.40ms
to recover. Thus the interference-free firing frequency is ap-
proximately 7Hz. In Fig. 8, we observe the input current and
membrane potential of an RS neuron versus time as we try
to generate spikes at 15Hz and 20Hz, where in each case
we turn on the stimulating current for 3.44ms. At 15Hz, we
observe that the spikes can still be generated but that deviations
from the target firing time are visually apparent with the third
spike (since the neuron should fire as soon as the current is
turned off). At 20Hz, there is a more visible deviation with the
second spike and then the third spike is missed entirely. We can
achieve faster controlled spiking with a different neuron type.
In Fig. 9, we observe the input current membrane potential
Fig. 8. Membrane potential versus time for an RS neuron ({a, b, c, d} =
{0.02, 0.2,−65, 8}) that is stimulated with a current I = 10 to fire at
specified frequencies. The input current is drawn on an arbitrary scale to
show when it turns on and off.
of an FS neuron, which we can calculate has an interference-
free firing frequency of approximately 43Hz. A spike train at
20Hz can be generated without a problem, but a 100Hz spike
train misses spikes.
To provide more detailed insight into the generation of spike
trains at different frequencies, we measure the RMSE for
sequences of 10 spikes (after the distortion-free first spike)
as a function of the target firing frequency for RS, FS, LTS,
and IB neurons in Fig. 10 where we set the current I = 10
and found the charging time from parameter a in Table II.
For each type of neuron, the distortion jumps to infinity when
we miss a spike. RS neurons are the least accommodating
of rapid stimulation, followed by IB neurons, LTS neurons,
and then FS neurons. Generally, for each type of neuron,
the maximum possible frequency without missing spikes is
approximately twice that predicted by the interference-free
9Fig. 9. Membrane potential versus time for an FS neuron ({a, b, c, d} =
{0.1, 0.2,−65, 2}) that is stimulated with a current I = 10 to fire at specified
frequencies. The input current is drawn on an arbitrary scale to show when
it turns on and off.
Fig. 10. Root mean square distortion versus firing frequency for the RS,
FS, LTS, and IB neuron types. The model parameter values are those that
are nominal for each type of neuron (as listed in Table I), and the current is
I = 10 when we expect to be charging the neuron. The charging time was
found using the fitting functions for the parameter a in Table II. The distortion
is measured relative to a target sequence of the same frequency whose firing
times are synchronous with the first expected firing time. The second through
eleventh firing times are considered to calculate the RMSE.
charging and recovery times, e.g., 15Hz for the RS neuron
and 86Hz for the FS neuron.
Finally, we measure the distribution of sequence distortions
for FS neurons, where we set I = 10 and generate 103
realizations of target FS model parameters over the ranges
a ∈ [0.084, 0.1], b ∈ [0.2, 0.21], c ∈ [−65,−62], and d ∈
[2, 3.2]. For each realization of target model parameters, we
generate actual parameter values that are normally distributed
about the target values and with variances that are 1% of
the chosen ranges. We use Tables IV and V to determine
0
0.05
0.1
0.15
0.2
0.25
Fig. 11. Distribution of distortion for a set of 103 non-identical FS neurons
as a function of normalized frequency. The second through eleventh firing
times are considered. Each neuron has target model parameter values that
are uniformly chosen over ranges a ∈ [0.084, 0.1], b ∈ [0.2, 0.21],
c ∈ [−65,−62], d ∈ [2, 3.2], i.e., over 20% of the value ranges in Table I.
Actual model parameter values are normally distributed about the target
parameter values with variances that are 1% of the chosen ranges. Frequencies
are normalized to that predicted by the corresponding charging and recovery
times in Tables IV and V, respectively. The current is I = 10.
the target charging and recovery times, and then in Fig. 11
measure the distribution of RMSE distortion as a function of
the normalized frequency. The frequencies are normalized to
the frequency predicted by the charging and recovery times
in Tables IV and V. Even though we are simulating neurons
with model parameters that do not match those used to predict
the charging and recovery times, the results in Fig. 11 are still
consistent with those in Fig. 10, such that FS neurons can be
stimulated with RMSE distortion usually below 1ms if the
firing frequency is no more than double that predicted by the
charging and recovery times. This demonstrates the robustness
of our methodology to control the firing of individual neurons.
V. CONCLUSION
In this paper, we have considered the use of an optogenetic
stimulation model to control the timing of individual neuron
spikes. We used the Izhikevich neuron model for the mem-
brane potential dynamics and fitted the neuron charging and
recovery times to functions of the model’s parameters and the
input current. We have demonstrated that simple functions can
help predict lower bounds on the highest firing frequency that
can be achieved in regular spiking, fast spiking, low-threshold
spiking, and intrinsically bursting neurons with minimal inter-
spike interference. We have also measured deviations due to
imperfect knowledge of the neuron model parameters. Future
work can integrate more relevant and practical models for the
optogenetic stimulation current, such as those in [29], develop
a new model for membrane potential dynamics to align with
where light-gated channels are expressed and opened, and
study information-theoretic measures for the information that
can be embedded in externally-stimulated spike trains.
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APPENDIX
In Table VI, we list additional equations found for fitting
the charging and recovery times of the RS neuron to the input
current I . In Table VII, we list additional equations found for
fitting the charging times of the RS, LTS, and IB neurons to
the input current I and model parameter b.
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TABLE VI
FITTING BEHAVIOR OF RS NEURON TO CURRENT I ∈ [5, 15]. MODEL PARAMETER VALUES ARE {a, b, c, d} = {0.02, 0.2,−65, 8}. INCREMENT OF I
OVER THE PARAMETER RANGE IS 0.5. THE CHARGING TIMES ALSO APPLY ANALOGOUSLY TO THE IB NEURON.
Behavior Fit Fitting Function R2 RMSE [ms] Max Error [ms]
Charging
poly1 −0.3720I + 7.547 0.8896 0.3967 1.095
poly2 4.556 × 10−2I2 − 1.283I + 11.68 0.9868 0.1372 0.3739
poly3 −5.968× 10−3I3 + 0.2246I2 − 2.975I + 16.67 0.9984 4.813× 10−2 0.3739
poly4 8.059× 10−4I4 − 3.820 × 10−2I3 + 0.6893I2 − 5.822I + 22.90 0.9998 1.690× 10−2 3.515× 10−2
power1 28.86I−0.9177 0.9963 7.266× 10−2 0.1927
power2 45.97I−1.316 + 1.220 0.9998 1.626× 10−2 3.658× 10−2
exp1 10.3722e−0.1050I 0.9571 0.2474 0.6455
exp2 30.58e−0.5039I + 5.686e−5.574×10
−2
I 0.9999 1.011× 10−2 1.721× 10−2
Recovery
poly1 −7.684× 10−2I + 143.9 0.9276 6.500× 10−2 0.1740
poly2 7.554× 10−3I2 − 0.2279I + 144.6 0.9929 2.038× 10−2 5.442× 10−2
poly3 8.939 × 10−4I3 + 3.437 × 10−2I2 − 0.4814I + 145.3 0.9992 6.692× 10−3 1.620× 10−2
poly4 1.124× 10−4I4 − 5.392× 10−3I3 + 9.921 × 10−2I2 − 0.8785I + 146.2 0.9999 2.290× 10−3 4.529× 10−3
power1 144.8I−5.147×10
−3
0.9837 3.087× 10−2 8.399× 10−2
power2 5.474I−0.8581 + 142.3 0.9998 3.255× 10−3 7.267× 10−3
exp1 143.9e−5.371×10
−4
I 0.9280 6.484× 10−2 0.1735
exp2 3.759e−0.3968I + 143.3e−2.409×10
−4
I 0.9999 2.099× 10−3 3.774× 10−3
TABLE VII
FITTING CHARGING BEHAVIOR OF RS, LTS, AND IB NEURONS TO b ∈ [0.2, 0.25] AND I ∈ [5, 15]. DEFAULT PARAMETER VALUES ARE FROM TABLE I.
INCREMENT OVER THE PARAMETER RANGE IS 0.005 FOR b AND 0.5 FOR I .
Fit Fitting Function R2
RMSE
[ms]
Max
Error [ms]
poly11 11.33 − 0.2551I − 24.99b 0.8846 0.3133 1.730
poly22 28.33 − 1.691I − 114.7b + 2.684 × 10−2I2 + 3.996Ib+ 110.6b2 0.9849 0.1134 0.7640
poly33 84.24− 7.185I − 634.0b + 0.2537I2 + 33.20Ib + 1798b2 − 3.075 × 10−3I3 − 0.5985I2b− 38.29Ib2 − 1932b3 0.9979 4.259 × 10−2 0.3152
poly44
209.0− 28.32I − 1989b + 1.472I2 + 211.9Ib + 7092b2 − 3.735× 10−2I3 − 6.952I2b− 557.6Ib2
−1.016× 104b3 + 3.673× 10−4I4 + 8.702× 10−2I3b+ 8.317I2b2 + 522.9Ib3 + 3330b4
0.9997 1.636 × 10−2 0.1228
