Abstract. In this paper we study k-noncrossing matchings. A k-noncrossing matching is a labeled graph with vertex set {1, . . . , 2n} arranged in increasing order in a horizontal line and vertex-degree 1. The n arcs are drawn in the upper halfplane subject to the condition that there exist no k arcs that mutually intersect. We derive: (a) for arbitrary k, an asymptotic approximation of the exponential generating function of k-noncrossing matchings F k (z). (b) the asymptotic formula for the number of k-noncrossing matchings f k (n) ∼ c k n −((k−1) 2 +(k−1)/2) (2(k − 1)) 2n
Statement of results and background
Let F k (z) denote the exponential generating function of k-noncrossing matchings, i.e.
(1.1)
In this paper we prove the following two theorems:
Theorem 1. Then we have for arbitrary k ∈ N, k ≥ 2, arg(z) = ± Theorem 2. For arbitrary k ∈ N, k ≥ 2 we have
Here we use the notation f (z) = O(g(z)) and f (z) = o(g(z)) for |f (z)|/|g(z)| being bounded and tending to zero, for |z| → ∞, respectively.
A k-noncrossing matching is a labeled graph over the vertices 1, . . . , 2n, of degree exactly 1 and drawn in increasing order in a horizontal line. The arcs are drawn in the upper halfplane subject to the condition that there are no k arcs that mutually intersect. Grabiner and Magyar proved an explicit determinant formula, [7] (see also [2] , eq. (9)) which expresses the exponential generating function of f k (n), for fixed k, as a (k − 1) × (k − 1) determinant Chen et.al. proved in [2] a beautiful correspondence between k-noncrossing matchings and oscillating tableaux. The particular RSK-insertion used in [2] is based on an idea of Stanley. Our second result is related to a theorem of Regev [10] for the coefficient u k (n) of Gessel's generating function
The proof is obtained employing the RSK-algorithm and using the hook-length formula. One arrives, taking the limit n → ∞, at a k-dimensional Selberg-integral, which can be explicitely computed. We shall use a different strategy. One key element in our approach is the following approximation of the Bessel-function, valid for −
In this paper we will show that, using the approximation of eq. (1.7), the determinant of Besselfunctions of eq. (1.4) can be computed asymptotically for arbitrary k. The computation of the determinant via the algorithm given in Section 2 is the key ingredient for all our results.
Proof of Theorem 1
Suppose we are given a polynomial
where for a + b = n, C(a, b) > 0 holds. In the following a, b always denote integers greater or equal to zero. We set
Lemma 1. Suppose n ≥ 0, then we have
Proof. For n = 0, we immediately obtain g 0 (x, y) − g 0 (x, z) = 0. In case of n ≥ 1 we compute
In particular, for a + b = n − 1, we observe E(a, b, z) = C(a, b + 1). As for eq. (2.4) we compute in case of n = 0 or 1,
In particular, for
We consider the algorithm A, specified in Figure 2 , which manipulates the matrix of Laurent series M = (e i,j (z)) 1≤i,j≤k−1 . Let e t i,j (z) denote the matrix coefficient after running A exactly t steps. We set
The algorithm A: (a) for i ≤ t < j, we have
Furthermore (a) implies the case j ≤ t < i. ⋆ AND RITA R. WANG (b) for i, j > t, we have
Proof. We shall prove (a) and (b) by induction on 1 ≤ t < k − 1. We first observe that, in view of eq. (2.6)
where
Thus for t = 1, the induction basis for (a) holds. We proceed by proving that for t = 1 (b) holds. For i > 1, j > 1 both i-and j-loop are executed
Lemma 1 implies for
a + b = h − 3, D 1 h (a, b) = C h (a + 1, b + 1) and for h < 3, m 1 h (i, j) = 0.
Accordingly we eststablished the induction basis for assertions (a), (b) and m
As for the induction step, we first prove (a). Let us suppose (a) holds for t = n. We consider the case t = n + 1 by distinguishing subsequent two cases: (1) i = n + 1, j > n + 1 and (2) i ≤ n, j = n + 1. First we observe that since i < n + 2 the algorithm executes no i-loop and by construction the only contribution to m n+1 h (i, j) is made by the term
We accordingly derive
The induction hypothesis on t = n shows m
(1) i = n + 1, j > n + 1, the induction hypothesis guarantees
According to Lemma 1, for h = 2n + 1, we have m n+1 h (n + 1, j) = 0 and for h ≥ 2n + 2 we obtain
(2) i ≤ n and j > n + 1, using the induction hypothesis, we derive
Lemma 1 implies
Accordingly, we have proved
Secondly the j-loop yields
We accordingly compute
from which we immediately observe that m n+1 h
In particular, We proceed by analyzing the Laurent series
Lemma 3.
Proof. We shall prove the lemma distinguishing the cases i < j and i = j. The former implies by symmetry the case i > j. Suppose first i < j. By construction of A, we have
since after the (j − 1)th step, m j−1 h (i, j) remains unchanged. Consequently we can write a i,j (z) as
We consider the terms m
holds. In particular, (2.28)
Accordingly, the only nonzero coefficient of 0≤h≤i+j−1
in which case
Secondly suppose i = j. Then, by definition of A, the Laurent series a i,i (z) is obtained for t = i−1, i.e. we have
Lemma 2 (b) implies
In particular for h < 2i − 1 we have m 
holds. We therefore derive
Thus we have proved that we have for i ≤ j
According to eq. (2.14)
from which we can conclude for a + b = h − 1 and l m = min{a, b}
is symmetric, we arrive at
for any 1 ≤ i, j ≤ k − 1 and the lemma follows.
Proof of Theorem 1. Let
According to Lemma 3 we have a i,j (z) = b i,j (z) [1 + O(|z| −1 )] and we immediately obtain
where S k−1 denotes the symmetric group over k − 1 letters. Furthermore we observe
sign(σ) (−1)
and consequently
We proceed by computing the determinant
Since Γ(i + j + 1 − 1/2) = (i + j − 1/2) Γ(i + j − 1/2), we have for j > 1
We set
and compute
Therefore we have shown
It remains to combine our findings: the approximation of the Bessel function eq. (1.7) and eq. (2.6)
Lemma 2 and Lemma 3 provide an interpretation of det[e
H i,j (z)] k−1 i,j=1 : for (2.40) H > (k − 1) 2 we can conclude det[e H i,j (z)] k−1 i,j=1 = det[b i,j (z)] k−1 i,j=1 1 + O(|z| −1 ) .
Accordingly we derive
and F k (z) is an even function, we obtain for arg(z) = ± π 2
and the proof of the theorem is complete.
Proof of Theorem 2
The functions given in eq. (3.1)-(3.4) are entire, even and the constantsc k satisfy
Proof. Claim 1. Suppose z ∈ C \ R, then we have
To prove Claim 1, we conclude from Theorem 1 that
where c
r=1 r! holds. We write z = re iθ and obtain for θ = 0, π, ±π/2
are continuous, eq. (3.7) implies
whence Claim 1. Claim 2. For any k ≥ 2, the functions given in eq. (3.1)-(3.4) satisfy
Suppose first k = 4m or 4m + 2. Then we have
Using eq.(3.11) we derive for sufficiently large |z|
where C 0 > 0 is some constant. Since g k (z) is even we have shown ⋆ AND RITA R. WANG
By eq. (3.11) and the definition of g k (z), we can obtain that
For k = 4m + 1 or 4m + 3, g k (z) satisfies that F k (|z|) = g k (|z|)(1 + O(|z| −1 )) holds. To summarize we have shown
We can accordingly conclude that 
