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Abstract
The phenomenal success of social media sites, such as Facebook, Twitter, LinkedIn, Flickr
and YouTube, not only revolutionized the way people communicate and think, but also
revolutionized the way how corporations do business. During the current age of social
media, web usage can be characterized as the decentralization of online information,
which now largely consists of high volume and real-time content generated from the
bottom-up, where common users are the contributors and producers of information.
The transition from Web 1.0 (represented by static webpages instead of dynamic user-
generated content) to Web 2.0 (represented by Social Media which consists of large scale
of real-time and dynamic user-generated content), makes Internet information become in
larger scale, richer, more interactive and complex.
The goal of this thesis is to mine the relation and implication of user generated content
in social media. In this thesis, I will present several studies that I have conducted on how
to analyze such relation and implication. First, we proposed an approach for similarity
computation based on both visual content and link information in social media by a
novel way of mutual reinforcement of content similarity and link similarity. Second, we
proposed a GAD (General Activity Detection) framework to fully explore the power of
activity detection for clustering, which can be used to partition similar content objects into
groups. The algorithms (both exact and approximate) developed within this framework
can perform fast clustering for large scale content data. Social media content not only
relate to each other, but also to outside phenomena and show strong implication with
prediction power. In my third work, by aggregating user content information in social
ii
media, we developed a unified model to integrate clustering, ranking and regression for
the prediction of stock price change.
iii
To my family and the universe.
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Chapter 1
Introduction
Web 1.0, designed by Tim Berners-Lee and released to the public in 1993, refers to the
first stage of the World Wide Web (WWW) which provides a platform of information
publishing that is read only. It mainly consists of static and non-interactive web pages
made by companies, governments and a few individuals. There were 45 million global
users on WWW in 1996.
Web 2.0 is represented by Social Media web applications that facilitate information
publishing, sharing, interaction, user-centered design, and collaboration on the World
Wide Web. A social media website allows users to create and upload user-generated con-
tent and provides convenient ways to let them interact and collaborate with each other,
in contrast to Web 1.0 websites where users are limited to the passive viewing of content
that was created for them. Examples of social media websites include social networks
(Facebook, LinkedIn, MySpace), blogs (Blogger) and microblogs (Twitter, Tumblr), wikis
(Wikipedia), forums, reviews and news sharing (Digg), social tagging (or social book-
marking) (Delicious), multimedia sharing (Flickr and YouTube), Social News, prediction
markets, virtual worlds, online chatting (AIM, MSN, GTalk, QQ) and social online games.
The Facebook website along had over 800 million users worldwide in 2011.
During the current age of social media, web usage can be characterized as the de-
centralization of online information, which now largely consists of high volume and
real-time content generated from the bottom-up, where common users are the contrib-
utors and producers of information. The transition from Web 1.0 (represented by static
webpages instead of dynamic user-generated content) to Web 2.0 (represented by Social
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Media which consists of large scale of real-time and dynamic user-generated content),
makes Internet information become in larger scale, richer, more interactive and complex.
The phenomenal success of social media sites, such as Facebook, Twitter, LinkedIn,
Flickr and YouTube, not only revolutionized the way people communicate and think, but
also revolutionized the way how corporations do business.
The goal of this thesis is to mine the large scale user generated content in social media
to explore the hidden relations and implications. Such analysis can be very useful for
business, government, as well as individuals.
One basic problem for content relation analysis is content similarity. Content similarity
computation is very important for many reasons, for example, grouping together simi-
lar content can help better aggregate trends of topics for prediction, identifying similar
content objects can help recommendation in social media.
Documents and images are two major content information types in social media. How
to compute document similarity and image similarity has been extensively studied in the
information retrieval and computer vision areas. However, to compute similarity in such
social media especially with image-rich network, is a very useful but also very challenging
task, because there exists a lot of information such as text, image feature, user, group and
most importantly the network structure. Similarity of images is especially hard to estimate,
because of the ”semantic gap” problem.
We propose an efficient approach called MoK-SimRank to significantly improve the
speed of SimRank, which utilizes the network structure to estimate similarity, and in-
troduce its extension HMok-SimRank to work on weighted heterogeneous information
networks in social media. Then we propose algorithm IWSL to provide a novel way of
integrating both link and content information. IWSL performs content and link reinforce-
ment style learning with either global or local feature weight learning.
Another challenge for social media content mining is the large scale data. To deal with
the problem, we propose a GAD (General Activity Detection) framework to fully explore
2
the power of activity detection for clustering. We design a set of algorithms within this
framework for fast clustering in different scenarios. The most important contribution of
our work is that GAD is the general solution to exploit activity detection for fast clustering
and our algorithms within the framework can achieve very high speed.
Social media content not only relate to each other, but also to outside phenomena and
show strong implication for prediction. Both governments and industries are interested in
social trends. For example, politicians use polling to measure their popularity for elections
and to monitor public sentiment to decide which position to take on social issues. Industry
polls potential consumers to understand product acceptance. Although it is an expensive
undertaking to perform polling, it is an investment that is critical for organizations both
large and small to use for resource allocation and planning.
Social media provides a good platform to explore the global trends and sentiments
that can be drawn by analyzing the general patterns of publishing/viewing/sharing con-
tent objects in social media. In a sense, for example, each time a content object, such as
a comment, image or video, is published or viewed, it constitutes an implicit vote for
(or against) the subject of the content. This vote carries along with it a rich set of asso-
ciated data including time and (often) location information. By aggregating such votes
across millions of Internet users, we can develop prediction model to capture the wisdom
that is embedded in social media sites for applications such as politics, economics, and
marketing.
The rest of the thesis is organized as follows. In Chapter 2, we review related work.
Chapter 3 describes our approach for similarity computation of both visual content and
link information in a network setting. Chapter 4 presents our approach for conducting
fast clustering on large scale data. Chapter 5 describes our unified model to integrate
clustering, ranking and regression for prediction based on social media user content data.
In Chapter 6, we conclude this thesis.
3
Chapter 2
Related Work
In this chapter, we review related work in existing literature.
2.1 Similarity Computation for Content Data
Document and images are two major content information types in social media. How to
compute document similarity and image similarity has been extensively studied in the
information retrieval and computer vision areas. Document similarity methods, such as
vector space model and language model, has shown good success in identifying similar
documents; however, image similarity is still a very hard task, because of the ”semantic
gap” problem.
In text-based approach, image similarity is computed by the similarity of the text
context, where estimating the similarity of the words in the context is useful for returning
more relevant images. WordNet manually groups words into synonym sets, Google
Distance [20] computes word similarity by co-occurrence in search results. Flickr Distance
[114] considers visual relationship.
In image content-based approach, most methods (such as Google’s VisualRank [50])
and systems [106] [100] [37] [38] [87] [35] [15] [69] [109] [75] [54] compute image similarity
based on image content features, such as RGB histogram and SIFT.
Hybrid approach combine text features and image content features together [24] [27]
[89] [123]. Most commercial image search engines use textual similarity to return se-
mantically relevant images and then use visual similarity to search for visually relevant
4
images.
Integration-based approaches [27] [89] [123] use linear or non-linear combination of
the textual and visual features. However, existing works cannot handle the link structure.
Among algorithms that compute object similarity considering link, SimRank [45] is
one of the most popular. It computes node similarity based on the idea that ”two nodes
are similar if they are linked by similar nodes in the network.” In spirit of PageRank [78],
SimRank computes the similarity between each pair of nodes in an iterative fashion with
a theoretical guarantee of the convergence. There are two problems of SimRank: (1) it is
very expensive to calculate; and (2) the similarity is only based on the link information,
when consider the images in the network, image similarity can actually also be judged by
content features.
2.2 Fast Clustering on Large Set of Content Data
Performing efficient clustering on large content data is especially useful. There are ba-
sically two strategies to develop fast clustering on large dataset. One is to develop fast
core clustering algorithms, and the other is to develop pre-processing methods, such as
sampling, subspace and compression, to reduce the dataset to a smaller size to achieve
speedup. For example, CLARA [57] uses sampling strategies to reduce the size of data.
BIRCH [128] compresses the original data using CF-tree and then employs the core clus-
tering algorithm (e.g., K-Means) to perform the real clustering. In the thesis, we focus on
developing fast core clustering algorithm.
K-Means [66] [70] is one of the most popular clustering algorithms, due to its high
efficiency/effectiveness and wide implementation in many commercial/non-commercial
softwares. The basic K-Means algorithm performs simple but effective clustering by
iteratively partitioning a given dataset into K clusters. For large-scale datasets, the ma-
jor computation burden of K-Means clustering originates from the numerous distance
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calculations between the patterns and the centers [58]. To deal with the problem, fast
algorithms with different strategies have been proposed, such as PDS [8], TIE [19], Elkan
[9], MPS [86], PAN [79], DHSS [99], FAUPI [62], kd-tree K-Means [81], AKM [83], HKM
[76], GT [58] and CGAUCD [63]. Those algorithms come from several research communi-
ties, such as data mining, machine learning, pattern recognition, multimedia processing
and computer vision.
PDS (Partial Distortion Search) [8] cumulatively computes the distance between the
pattern and a candidate center by summing up the differences in each dimension. If
the dimensionality is high, PDS may still needs to compute many dimensions to stop
accumulation. TIE (Triangular Inequality Elimination) [19] uses the triangle inequality
condition for metric distance to prune candidate centers, thus reduces the number of
distance calculations. TIE needs extra space O(K2) to save a distance matrix for the center
vectors, and the entries are recalculated at the beginning of each partition. Elkan (by
Charles Elkan) [9] is an exact fast algorithm for metric distance by using some metric
distance properties. It needs to save the distances between every two centers and re-
compute them at each iteration. The algorithm only works for metric distance, and is not
scalable to large K, the number of clusters, since it requires an additional O(K2) complexity
in both space and time. MPS (Mean-distance-ordered Partial Search) [86] is especially
designed for Euclidean distance. MPS is faster than K-Means if the improvement gained
from pruning exceeds the overhead caused by sorting. PAN [79] rejects unlikely centers
using mean values and variances of an input vector and its two sub-vectors. DHSS
(Dynamic Hyperplanes Shrinking Search) [99] uses projection values of input vectors and
centers on some dimensions to eliminate unlikely candidate centers. The DHSS algorithm
with three projections has the less computing time than PAN. FAUPI [62] is another fast-
searching algorithm using projection to reduce the dimension and inequality to reject
unlikely codewords.
Many of the above algorithms depend on the metric properties and thus only works
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for metric distances. Kaukoranta et al. proposed algorithm GT [58] to utilize point activity
for fast clustering and showed that it can further speedup PDS [8], TIE [19] and MPS [86].
Lai et al. proposed algorithm CGAUCD [63] as an extension of GT and demonstrated
that combining CGAUCD with MFAUPI (which is an extension of FAUPI [62]) achieves
the highest speed. Activity detection, which avoids the metric properties, works for both
metric and non-metric distances.
2.3 Prediction Based on Social Media Content Data
James Surowiecki published the book ”The Wisdom of Crowds” [98], espousing the idea
that under the right conditions, a crowd of non-experts can lead to decisions that are
even smarter than the experts within the crowd. The conditions include independence of
crowd members, decentralization, diversity and a means for aggregating the judgements
of members. For a website with a large user base such as Flickr, all of these conditions are
met.
Further, other work shows that the actions of individual Internet users, when properly
pooled, can indicate macro trends. There are studies using Search Engine queries for
influenza Internet surveillance [21], such as Google Trends [36], search advertisement
click through [31], Yahoo search queries [84] and health website access logs [52].
Study on user web access logs from the Healthlink Web site [51] showed that there is
a moderately strong correlation between the number of influenza-related article accesses
and the CDC surveillance data.
Gunther [31] showed that there is a correlation between the number of clicks on
keyword ”flu” or ”flu symptoms” triggered sponsored link in Google AdSense (appeared
for Canadian searchers only) with epidemiological data from the flu season 2004/2005 in
Canada.
Specifically in [36], Google search engine queries and data from the Centers for Disease
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Control (CDC) are used to find 45 specific search terms that are related to the percentage
of influenze related physician visits. This model allows for monitoring influenza rates 1-2
weeks ahead of the CDC reports.
The problem of using general search engines is that the original query log is not publicly
available and the query trends may become noisy under the impact of news events. For
example, as soon as a new product is announced by a major technology company, blogs
will begin to report and speculate about the product.
Joshua and Ewan [77] used prediction markets and Twitter to predict a swine flu
pandemic. They ”explore the hypothesis that social media such as Twitter encodes the
belief of a large number of people about some concrete statement about the world”. Such
beliefs are aggregated using a Prediction Market specifically concerning the possibility of
a Swine Flu Pandemic in 2009. They show that features extracted from Tweets can reduce
the error associated with modeling these beliefs. The approach outperforms baseline
methods based purely on time-series information from the Market.
Aron Culotta [22] studied how to detect influenza outbreaks by analyzing Twitter
messages. Over 500 million Twitter messages were analyzed from an eight month period.
The result showed that by tracking a small number of flu-related keywords, we are able
to forecast future influenza rates with high accuracy, with a 95% correlation with national
health statistics.
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Chapter 3
Mutual Reinforcement based Content
Similarity Computation in Social Media
One basic problem for content relation analysis in social media is content similarity. In
this chapter, we study the problem of how to conduct efficient and effective similarity
computation considering the complex network property of social media.
Social multimedia (photo and video) sharing and hosting websites, such as Flickr,
Facebook, YouTube, Picasa, ImageShack and Photobucket, are popular around the world,
with over billions of photos uploaded by users. Popular Internet commerce websites
such as Amazon are also furnished with tremendous amounts of product-related images.
In addition, many images in such social networks are accompanied by information such
as owner, consumer, producer, annotations and comments. They can be modeled as
heterogeneous image-rich information networks. Figure 3.1 shows an example of the
Flickr information network, where images are tagged by the users and image owners
contribute images to topic groups. Figure 3.2 shows an Amazon information network of
product images, categories and consumer tags.
Computing similarity in such large image-rich information networks is a very useful
but also very challenging task, because there exists a lot of information such as text,
image feature, user, group and most importantly the network structure. In text-based
approach, estimating the similarity of the words in the context is useful for returning more
relevant images. WordNet manually groups words into synonym sets, Google Distance
[20] computes word similarity by co-occurrence in search results. Flickr Distance [114]
considers visual relationship. In image content-based approach, most methods (such as
Google’s VisualRank [50]) and systems [106] [100] [37] [38] [87] compute image similarity
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Figure 3.1: Information network for Flickr, connected by images, user tags and groups.
Figure 3.2: Information network for Amazon, connected by products, user tags and
categories.
based on image content features. Hybrid approach combine text features and image
content features together [24] [27] [89] [123]. Most commercial image search engines use
textual similarity to return semantically relevant images and then use visual similarity
to search for visually relevant images. Integration-based approaches [27] [89] [123] use
linear or non-linear combination of the textual and visual features. However, existing
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works cannot handle the link structure. To solve the problem, we propose an image-
rich information network model where the similarities between same type of nodes and
different types of nodes can be better estimated based on the mutual impact under the
network structure.
Among algorithms that compute object similarity in information networks, SimRank
[45] is one of the most popular, but it is very expensive to calculate and the similarity
is only based on the link information. When consider the images in the network, image
similarity can actually also be judged by content features, such as color histogram, edge
histogram and SIFT.
We propose an efficient approach called MoK-SimRank to significantly improve the
speed of SimRank, and introduce its extension HMok-SimRank to work on weighted
heterogeneous information networks. Then we propose algorithm IWSL to provide a
novel way of integrating both link and content information. IWSL performs content and
link reinforcement style learning with either global or local feature weight learning.
3.1 Preliminaries
We model a weighted heterogeneous image-rich information network as a graph G =
(V,E,W) with vertices/nodes V, edges E and edge weightsW. V = {Vq}, where q = 1, ...,Q
and Q is the number of types of heterogeneous nodes, |Vq| is the number of nodes of type
i. Every image has a D-dimensional content feature F ∈ RD, which is either a single type
of feature or a combination of multiple types of features. Add an edge li j ∈ E between
nodes i ∈ V and j ∈ V when they are linked together. Denote $i j as the weight of this link.
Without losing generality, we consider a heterogeneous network graph with three
types of nodes (Q = 3): images VI, groups VG, and tags VT. Take Flickr network as an
example, there is an undirected link between an image node e ∈ VI and a tag node t ∈ VT
if e is annotated with t, there is also an undirected link between e and a group node g ∈ VG
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if e belongs to group g. There is no link between nodes of the same type.
Table 3.1 lists the major notations.
Table 3.1: Major notations.
Notation Description
G graph model of image-rich information network
V the set of vertices/nodes in the graph
n n = |V|, the total number of nodes
VI the set of image nodes
VG the set of group nodes
VT the set of tag nodes
$i j the weight of a link in the graph.
I number of iterations for link-based algorithms
K (c) top k similar candidates of object c
D number of dimensions for image feature
W a vector of weights for image feature
CWij weighted content similarity between image i and j
G global regulated objective function
L local regulated objective function
Fi j confidence of the link between node i and j
Xi j the χ2 test statistic distance
Ω() the sum of the weights
3.2 Fast Link-based Similarity
SimRank [45] is one of the most popular link-based algorithms for evaluating similarity
between nodes in information networks. It computes node similarity based on the idea
that ”two nodes are similar if they are linked by similar nodes in the network.” In spirit
of PageRank [78], SimRank computes the similarity between each pair of nodes in an
iterative fashion with a theoretical guarantee of the convergence. In a basic homogeneous
network, SimRank computes the similarity score between two objects o and o′ is defined
as,
S(o, o′) =
B
|N(o)||N(o′)|
∑
a∈N(o)
∑
b∈N(o′)
S(a, b) (3.1)
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with B ∈ [0, 1] as the damping factor, N(o) as the in-link nodes of o, |N(o)| as the cardinality
of set N(o). There are two special cases: (1) if o = o′, then S(o, o′) = 1; and (2) if N(o) = ∅
or N(o′) = ∅, then S(o, o′) = 0.
For a network G of n nodes, the memory space needed by SimRank to store the
similarity pairs is O(n2). Denote P as the time spending for calculating Equation 3.1,
then the time complexity is O(n2P) in a single iteration. Because SimRank is computed
iteratively, the total time complexity is O(In2P) for I iterations. The original SimRank is
too computationally expensive to be used in large scale networks.
3.2.1 Mok-SimRank for Fast Computation
Some algorithms [45] [65] [33] [108] [124] have been proposed for more efficient SimRank
computation. We use the pruning idea proposed by [45]. Initialize every object’s top
k (k  n) similar objects as candidates and focus computation on the chosen candidates.
This can reduce the space complexity to O(nk) and time complexity to O(InkP), and
such method can be denoted as k-SimRank. We choose this strategy because it fits the
property of large-scale image retrieval wherein most images are dissimilar to the query
image and estimating their similarities many times is a waste. The time complexity of
P in k-SimRank is O(|N(o)||N(o′)|log(k)), where log(k) is the complexity to decide whether
N j(o′) is a candidate of object Ni(o).
To make k-SimRank even more computationally efficient, we describe an approach
called Mok-SimRank (minimum order k-SimRank). Denote K (c) as c’s top k similar
candidates. Between N(o) and N(o′), denote Nbig as the neighborhood that has larger
cardinality and Nsmall as the smaller one.
The basic idea of Mok-SimRank is that beginning with Nsmall, for every c ∈ Nsmall,
compute the scores considering two cases:
• Case 1 (k < |Nbig|): For d ∈ K (c), check whether d ∈ Nbig. If true, return the score; else
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if false, get zero;
• Case 2 (k ≥ |Nbig|): For d ∈ Nbig, check whether d ∈ K (c). If true, return the score; else
if false, get zero.
The time complexity of P is then reduced to be always the minimum combination Pmin,
Pmin =
 O(|Nsmall|klog(|Nbig|)) : i f k < |Nbig|O(|Nsmall||Nbig|log(k)) : i f k ≥ |Nbig| (3.2)
This is the optimal combination that achieves the minimum cost via automatically making
the minimum computation order.
Table 3.2 summarizes the time and space complexity of the link-based similarity algo-
rithms in a homogeneous network of n nodes.
Table 3.2: Complexity of algorithms in Homogeneous Network.
Algorithm Time Complexity Space Complexity
SimRank O(In2P) O(n2)
K-SimRank O(InkP) O(nk)
Mok-SimRank O(InkPmin) O(nk)
3.2.2 HMok-SimRank for Weighted Heterogeneous Networks
Mok-SimRank can be extended to work for a weighted heterogeneous information network,
which contains multiple types of nodes. To explain, we take the image-rich information
network from Flickr as an example. Similar images are likely to link to similar groups and
tags, so we define the link-based semantic similarity between images e ∈ VI and e′ ∈ VI as
follows,
Sm+1(e, e′) = αISGm(e, e
′) + βISTm(e, e
′) (3.3)
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with
SGm(e, e
′) =
BGI
Ω(NG(e)) ∗Ω(NG(e′))
∑
a∈NG(e)
∑
b∈NG(e′)
Ψabee′Sm(a, b) (3.4)
STm(e, e
′) =
BTI
Ω(NT(e)) ∗Ω(NT(e′))
∑
a∈NT(e)
∑
b∈NT(e′)
Ψabee′Sm(a, b) (3.5)
where NG(e) is set of groups image e links to, NT(e) is set of tags image e links to. αI and
βI are the weights of link-based similarity for group and tag, respectively. We set both as
0.5 in experiment to treat them as equally important. BGI and B
T
I are the damping factors.
Ω(NG(e)) is the sum of the weights for the links between image e and nodes in NG(e),
Ω(NG(e)) =
∑
a∈NG(e)
$ea (3.6)
Ψabee′ is the importance/contribution of S(a, b) for S(e, e
′) considering the link weighting, and
is defined as the multiplicative combination of the weights of the two links lea and le′b,
Ψabee′ = $ea ∗ $e′b (3.7)
Weight $ can be set manually or automatically. The simplest case is that we set
all weights to 1, then the network essentially becomes unweighted and all links are
treated as equally important. However, in real applications, the links can be of non-equal
importance. Take Amazon as an example, the tag frequency represents the number of
users who think the tag is relevant to the product. So we can use the tag frequency (or log
value) as weight $ea, for the link between product image e and tag a.
Similarly, we can define and compute the link-based group and tag similarity.
The group similarity is computed via the similarity of the images and tags they link
to. For each pair of groups g ∈ VG and g′ ∈ VG,
Sm+1(g, g′) = αGSIm(g, g
′) + βGSTm(g, g
′) (3.8)
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with
SIm(g, g
′) =
BIG
Ω(NI(g)) ∗Ω(NI(g′))
∑
a∈NI(g)
∑
b∈NI(g′)
Ψabgg′Sm(a, b) (3.9)
STm(g, g
′) =
BTG
Ω(NT(g)) ∗Ω(NT(g′))
∑
a∈NT(g)
∑
b∈NT(g′)
Ψabgg′Sm(a, b) (3.10)
where NI(g) is the set of images of group g, and NT(g) is set of tags of group g. The
meaning and setting of parameters αG, βG, BIG and B
T
G are similar to those in Equations 3.3,
3.4 and 3.5.
The tag similarity is calculated via the similarity of the images and groups they link
to. For each pair of tags t and t′,
Sm+1(t, t′) = αTSIm(t, t
′) + βTSGm(t, t
′) (3.11)
with
SIm(t, t
′) =
BIT
Ω(NI(t)) ∗Ω(NI(t′))
∑
a∈NI(t)
∑
b∈NI(t′)
Ψabtt′Sm(a, b) (3.12)
SGm(t, t
′) =
BGT
Ω(NG(t)) ∗Ω(NG(t′))
∑
a∈NG(t)
∑
b∈NG(t′)
Ψabtt′Sm(a, b) (3.13)
where NI(t) is the set of images tagged by t, and NG(t) is set of groups tagged by t. The
meaning and setting of parameters αT, βT, BIT and B
G
T are similar to those in Equations 3.3,
3.4 and 3.5.
The similarity score for any pair of nodes within the same type is initialized as 0 for
different nodes and 1 for the same node. We do not consider similarity between nodes
from different types.
The similarity scores in Equations 3.4, 3.5, 3.9, 3.10, 3.12 and 3.13 can be efficiently
computed by the idea introduced in Mok-SimRank. So we can still achieve high efficiency
via Mok-SimRank for heterogeneous networks. Note that the computation of the similarity
scores in Equations 3.3, 3.8 and 3.11 are mutually dependent.
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Generally, basic SimRank, K-SimRank and Mok-SimRank can be extended to compute
link-based similarity in (weighted) heterogeneous networks, and we call them HSimRank
and HK-SimRank and HMok-SimRank to distinguish with the situation in homogeneous
networks.
Table 3.3 summarizes the time and space complexity of the link-based similarity algo-
rithms in a (weighted) heterogeneous network of p types of nodes, with mi(i ∈ {1, ..., p})
nodes for type i. Note that the total number of nodes in the network is n =
∑p
i=1 mi.
Table 3.3: Complexity of algorithms in (weighted) Heterogeneous Network.
Algorithm Time Complexity Space Complexity
HSimRank O(I
∑p
i=1 m
2
i P) O(
∑p
i=1 m
2
i )
HK-SimRank O(I
∑p
i=1 mikP) O(
∑p
i=1 mik) = O(nk)
HMok-SimRank O(I
∑p
i=1 mikPmin) O(
∑p
i=1 mik) = O(nk)
3.3 Weighted Content-based Similarity
Image similarity can be estimated from image content features [24] [26] [122], such as
color histogram, edge histogram [68], Color Correlogram [42], CEDD [18], GIST, texture
features [2] [73] , Gabor features [80] [92], shape [43] [60]and SIFT [67].
We represent an image as a point in a D-dimension feature space with either a single
type of feature or a combination of multiple types of features. Tang at el. proposed
strategies to integrate both local and global features [101]. If the integrated feature space
has fixed number of dimensions, our approach is also applicable.
Normalize feature F ∈ RD, where D is the number of dimensions in the feature space,
to be of unit length: for any f d, the value of feature F on dimension d (d = 1, ...,D), divide
it by the sum of values on all dimensions.
f d = f dorig
/ D∑
d=1
f dorig (3.14)
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The χ2 test statistic distance between two feature vectors Fi and F j is defined as:
Xi j ≡ X(Fi,F j) ≡
D∑
d=1
cdij (3.15)
=
1
2
D∑
d=1
( f di − f dj )2
f di + f
d
j
(3.16)
When feature vectors are normalized to unit length, the χ2 test statistic distance varies
from 0 to 1, with 0 indicating the most similar and 1 indicating the most different.
Existing studies on metric learning [120] [116] [113] have empirically and theoretically
shown that instead of treating each dimension of the feature vector equally, a learned
weighted metric can significantly improve the performance for tasks such as image re-
trieval [120], classification [6] and clustering [119]. This is because the feature dimensions
are usually not equally important for measuring the similarity between images. We can
obtain better result by putting more weights on a subset of features, which are more
relevant to the semantic meaning of the images.
Based on the χ2 test statistic distance and a D-dimensional feature weighting vector
W = (w1,w2, ...,wD), we define the weighted content similarity CWij between images i and
j as follows:
CWij ≡ 1 −
1
2
D∑
d=1
(wd f di − wd f dj )2
wd f di + w
d f dj
(3.17)
= 1 −
D∑
d=1
wdcdij (3.18)
which is used to evaluate the image similarity. There are two reasons why we choose χ2:
Firstly, it has shown performance as good as, and sometimes better, with cosine, L1 and L2
measures for image similarity in our experiments by human judgment. It has been used
in image retrieval [10] [107] and obtains best accuracy as a kernel for SVM-based image
classification [104] [46] [127]. Secondly, its sum of square formula makes it convenient to
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perform Gradient Decent-based optimization used in our algorithm as described in the
next section.
3.4 Reinforced Integration of Link and Content
Similarities
Using content similarity only may lead to unsatisfying results. Figure 3.3 shows one pair
of Flickr images that have similar content similarity estimated from the low-level feature,
but with different semantic meaning.
Figure 3.3: Images with high visual similarity, but low semantic similarity.
Direct use of link information solely based on human annotations may also lead to
unsatisfying results if the annotation is wrong, too general, or incomplete. In addition, if
the image does not link to any object in the information network, then only based on link
information cannot work.
Figure 3.4 shows several examples that are all linked to tag ”flower” but they are not
visually similar.
Traditional thinking is to combine content and link information to achieve more robust
performance. In this section, we describe a novel way to integrate these two types of
information.
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Figure 3.4: Images annotated by the tag ”flower”, but with low visual similarity.
3.4.1 Learning the Feature Weights
To build a bridge between the content and semantics, we learn a weighting vector W ∈ RD
for the feature space to force the weighted content-based similarity CWij to be somehow con-
sistent with the semantic link-based similarity Si j. We consider two types of approaches:
global feature learning and local feature learning.
Global Feature Learning (GFL) We minimize the following regulated objective func-
tion to find W,
G(W, p, h) = β||W||2 +
|VI |∑
i=1
∑
j∈K (i)
Yi j (3.19)
where |VI| is the number of images andK (i) is the set of top k neighboring candidate images
of image i, by combining both top k/2 most visually similar and top k/2 most semantically
similar images. The first component β||W||2 is a L2 regulation. The second component Yi j
serves as the bridge between content-based similarity and link-based similarity,
Yi j = (CWij − (pSi j + h))2Fi j
= (1 −
D∑
d=1
wdcdij − (pSi j + h))2Fi j (3.20)
where CWij (defined in Equation 3.17) and Si j (defined in Equation 3.3) may have different
scales and shifts, so we introduce parameters p and h to automatically estimate them.
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If the tags (or groups) of an image are incomplete (0 or very few) and thus cannot fully
describe its semantic meaning, the link-based similarity becomes less reliable. In order to
consider this factor, we introduce Fi j as the confidence (or importance) of Si j, and define
it as a function of the number of linked annotations (including both tags and groups) to
the images i and j,
Fi j = 1 − e−τΓi j (3.21)
where Γi j is defined as the minimum number of links (including tags and groups) for
image i and j, i.e.,
Γi j = min
{
|NT(i) + NG(i)|, |NT( j) + NG( j)|
}
. (3.22)
Parameter τ rescales the value of Γi j to adjust the importance of count. It can be either
manually set or automatically estimated by the average of Γi j values.
The value of Fi j varies from 0 to 1, with 1 indicating the highest confidence and 0
indicating the lowest confidence. If Γi j = 0 (i.e., at least one of images does not have any
tag and group), then Fi j = 0, which means the link-based similarity is not reliable because
the semantic information given by human annotation is missing.
Note that we can also use graph ranking algorithms, such as PageRank [78] and HITS
[17], to estimate the importance of a node, instead of simple counting. In addition, we
may also consider the t f ∗ id f score of tags, similar to document retrieval, to give higher
weights to topic terms and lower weights to general terms.
The overall importance FS is defined as
FS =
|VI |∑
i=1
∑
j∈K (i)
Fi j (3.23)
By considering FS, we obtain the following new global objective function,
G(W, p, h) = β||W||2 + 1FS
|VI |∑
i=1
∑
j∈K (i)
Yi j (3.24)
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where β is the weight of the regulator.
To find (W∗, p∗, h∗) that minimizes the above objective function, we first compute the
first-order partial derivatives,
∂G
∂wd
= 2βwd +
1
FS
|VI |∑
i=1
∑
j∈K (i)
2Fi j(1 −
D∑
d=1
wdcdij − (pSi j + h))(−cdij) (3.25)
∂G
∂p
=
1
FS
|VI |∑
i=1
∑
j∈K (i)
2Fi j(1 −
D∑
d=1
wdcdij − (pSi j + h))(−Si j) (3.26)
∂G
∂h
=
1
FS
|VI |∑
i=1
∑
j∈K (i)
2Fi j(1 −
D∑
d=1
wdcdij − (pSi j + h))(−1) (3.27)
The variables are estimated by Gradient Decent (or Stochastic Gradient Decent, which
could be faster) iteratively,
wdm+1 = w
d
m − γwd ∂G∂wd
∣∣∣∣∣
wd=wdm
f or all d ∈ {1, ...,D} (3.28)
pm+1 = pm − γp∂G∂p
∣∣∣∣∣
p=pm
(3.29)
hm+1 = hm − γh∂G∂h
∣∣∣∣∣
h=hm
(3.30)
where m denoted the m-th iteration.
After global feature learning, based on the new feature weighting, update the image
similarity as a combination of content-based and link-based similarity,
S(i, j) = (1 − µ)CW∗i j + µ(p∗Si j + h∗) (3.31)
where parameter µ ∈ [0, 1] controls the weight of link-based similarity in the combination.
We could manually set a value based on user preference or automatically use the value
of Fi j which estimates the confidence score of the link-based similarity, as defined in
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Equation 3.21.
Local Feature Learning (LFL) The problem of global feature learning is that using a
global feature weighting for all images may be too general. Different images may belong
to different semantic topics and thus need different weightings to capture their specific
important features. Therefor, we can perform local feature learning (LFL) to find a specific
feature weight W∗i for image i. More specifically, for each image i, we learn a local weight
Wi, which minimizes the following objective function Li,
Li(W, p, h) = β||W||2 + 1F iS
∑
j∈K (i)
Yi j (3.32)
= β||W||2 +
∑
j∈K (i)
(CWij − (piSi j + hi))2Fi j
F iS
where F iS is the normalization factor to sum up the importance of all pairs for image i,
and is defined as
F iS =
∑
j∈K (i)
Fi j (3.33)
Similar to GFL, in order to find parameters (W∗, p∗, h∗) for image i that minimizes its
objective function, we first compute the first-order partial derivatives,
∂Li
∂wd
= 2βwd +
1
F iS
∑
j∈K (i)
2Fi j(CWij − (pSi j + h))(−cdij) (3.34)
∂Li
∂p
=
1
F iS
∑
j∈K (i)
2Fi j(CWij − (pSi j + h))(−Si j) (3.35)
∂Li
∂h
=
1
F iS
∑
j∈K (i)
2Fi j(CWij − (pSi j + h))(−1) (3.36)
Use Gradient Decent to compute parameters iteratively using the following formula,
wdm+1 = (1 − 2γwdβ)wdm + γwd
1
F iS
∑
j∈K (i)
2Fi j(CWmi j − (pmSi j + hm))cdij (3.37)
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pm+1 = pm + γp
1
F iS
∑
j∈K (i)
2Fi j(CWmi j − (pmSi j + hm))(Si j) (3.38)
hm+1 = hm + γh
1
F iS
∑
j∈K (i)
2Fi j(CWmi j − (pmSi j + hm))) (3.39)
Because the weights have similar properties, we set all γwd as the same: γw. Then the
number of γ parameters is reduced from D + 2 to 3. We initialize the variables as follows,
wd0 = 1 (for all d = 1, ...,D), p0 = 1 and h0 = 0.
After local metric learning, based on the learned local weights, the similarity between
two images i and j can be computed in two ways: symmetric and asymmetric.
The asymmetric similarity SA(i, j) is defined as
SA(i, j) = (1 − µ)CW∗ii j + µ(p∗i Si j + h∗i ) (3.40)
where (Wi, pi, hi) are the learned parameters for image i.
The symmetric similarity SS(i, j) is defined as
SS(i, j) =
SA(i, j) + SA( j, i)
2
(3.41)
3.4.2 Integration Algorithm
We present novel algorithm to integrate link-based and content-based similarities. A
basic approach would be in two-stage: firstly perform HMok-SimRank to compute the
link-based similarities and secondly perform feature learning (either GFL or LFL) consid-
ering the link-based similarity to update the feature weights, and then update the node
similarities based on the new content similarity. Algorithm 1 describes the procedure of
the Two-Stage approach.
In the Two-Stage approach, image content similarity is not used to help upgrade tag
and group similarities. To solve this problem, we need an algorithm that can provide
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Algorithm 1 Two-Stage Approach
Require: G, the image-rich information network.
1. Find top K similar candidates of each object;
2. Initialization;
3. Iterate {
4. Compute link similarity for all image pairs;
5. Compute link similarity for all group pairs;
6. Compute link similarity for all tag pairs;
7. } until converge or stop criteria satisfied;
8. Perform feature learning to update W = W∗m+1;
9. Update image similarities by Equation 3.31 (global), or 3.40, 3.41 (local);
Ensure: S, pair-wise node similarity scores.
deeper integration between content and link information. The idea is that after feature
learning, we update the image similarity by combining the link similarity with weighted
content similarity. (Before going to the next step, one option is to use the new similarity to
update the set of similar candidates by introducing more candidates that may have been
missed in the initialization step.) Based on the new image similarity, we can update the
group and tag similarity. With new tag and group similarity, we can update new link-
based image similarity and learn a new weight. The image/tag/group similarities will be
mutually updated iteratively until the process converges or any stop criteria is satisfied.
We call this approach Integrated Weighted Similarity Learning (IWSL). The term weighted
has two meanings: (1) we learn weighted content feature, and (2) the algorithm works
in a general weighted heterogeneous network. Algorithm 2 describes the procedure of
IWSL.
Table 3.4 summarizes the time and space complexity of Two-Stage and IWSL in a
(weighted) heterogeneous network of p types of nodes, where there are mi(i ∈ {1, ..., p})
nodes for type i and the total number of nodes is n =
∑p
i=1 mi. Let J be the number of
iterations for Gradient Decent iterative updating, then Q = O(J|VI|k) is time complexity
for feature learning (both GFL and LFL are the same). Denote v as the number of variables
to be estimated. For GFL, v = D + 2, and for LFL, v = |VI|(D + 2).
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Algorithm 2 Integrated Weighted Similarity Learning (IWSL)
Require: G, the image-rich information network.
1. Construct kd-tree [12] (or LSH [23] and cv-tree [13] index) over the image features;
2. Find top k (or -range) similar candidates of each object;
3. Initialize similarity scores;
4. Iterate {
5. Calculate the link similarity for image pairs via HMok-SimRank;
6. Perform feature learning to update W = W∗m+1, using either global or local feature
learning;
7. (Optional) Search for new top k similar image candidates based on the new similarity
weighting;
8. Update the new image similarities Sm+1(i, i′) by Equation 3.31 (global), or 3.40, 3.41
(local);
9. Compute link-based similarity for all group and tag pairs via HMok-SimRank;
10. } until converge or stop criteria satisfied.
Ensure: S, pair-wise node similarity scores.
Table 3.4: Complexity of Two-Stage and IWSL in Heterogeneous Network.
Algorithm Time Complexity Space Complexity
Two-Stage O(J|VI|k + I(∑pi=1 mikPmin)) O(nk + v)
IWSL O(IJ|VI|k + I ∑pi=1 mikPmin)) O(nk + v)
3.5 Experiments
Experiments were conducted on a PC with Intel Pentium(R) D 3.4GHz CPU and 4GB
RAM, running Windows XP.
3.5.1 Datasets
We conduct experiments on two datasets: Flickr and Amazon. The Flickr dataset is
created by downloading the images and related meta-data information, such as groups
and tags using Flickr API. The Amazon dataset is created by downloading product images
and related meta-data information, such as category, tags and title, via the API of Amazon.
The Amazon API only returns the top 5 tags for each product, so we use the words in the
title as additional tags. Product category is treated as group. Table 4.3 shows the statistics
for the two datasets.
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Table 3.5: Statistics for the datasets
Datasets Images Groups Tags Links
Flickr 14,559 24 23,420 298,376
Amazon 118,426 41 56,914 1,307,092
For image feature extraction, we extracted CEDD [18], which is a compact descriptor
that considers both color and edge features. In literature, it has shown good performance
compared with many traditional features. Note that our model is general to other features
or combination of them.
Tag Preprocessing. We change all tags to lower case. Tags with only number characters
are removed. Stop-words, such as the, you and me, are also removed. The remaining tags
are stemmed using the Porter stemming algorithm [85]. We remove very infrequent tags
and only retain those that appear in more than k (e.g., k=2) images.
Figure 3.5 shows the tag frequency (the number of images annotated with the tag) of
dataset Flickr. We can observe that many tags have low frequency, and a very few tags
have high frequency. The Amazon dataset has similar curve shape, as shown in Figure
3.6.
Figure 3.5: Tag frequency for the Flickr dataset. Y-axis denotes the frequency, X-axis
denotes the ordered (by frequency) tag id.
Table 3.6 shows the top 10 most frequent tags for the two datasets.
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Figure 3.6: Tag frequency for the Amazon dataset. Y-axis denotes the frequency, X-axis
denotes the ordered (by frequency) tag id.
Table 3.6: Top 10 most frequent tags.
(a) Flickr
Tag Frequency
flower 1970
nikon 1545
night 1491
white 1468
black 1288
canon 1252
geotag 1250
light 1231
sky 1127
nature 1122
(b) Amazon
Tag Frequency
black 6088
pack 4621
case 4235
watch 3987
women 3706
men 3611
classic 3348
music 3321
set 3231
game 3228
3.5.2 Performance Results
Figure 3.7 shows the speed-up (Tbaseline/Ti) of HK-SimRank and HMoK-SimRank over
baseline HSimRank. With the increase of the number of images, they become increasingly
faster than HSimRank. Note that we only show result for as most 3000 images due to
the expensive time complexity of the baseline HSimRank, which takes too long for larger
data. Figure 3.8 shows the speed-up of HMoK-SimRank over HK-SimRank. We can
see that HMoK-SimRank is much faster than HK-SimRank. Because IWSL is based on
HMoK-SimRank, it has similar time efficiency except for the time spent on feature weight
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learning.
For exact executing time, we take the Amazon dataset as an example: when the
number of images is 3000, HSimRank takes 598 seconds, HK-SimRank takes 24 seconds
and HMoK-SimRank takes 9 seconds; when the number of image increase to 20000, HK-
SimRank takes 928 seconds, while HMoK-SimRank only takes 132 seconds.
Figure 3.7: Speed-up of HK-SimRank and HMok-SimRank over HSimRank. X-axis de-
notes the number of images, Y-axis denotes the speed-up (in times ratio).
Figure 3.8: Speed-up of HMok-SimRank over HK-SimRank. X-axis denotes the number
of images, Y-axis denotes the speed-up (in times ratio).
Because of the large number of images, it is difficult to check one by one to obtain a
complete set of relevant images for each query image. In order to generate an approximate
ground truth for performance evaluation, we assume that if two images are relevant, their
visual similarity should be above a threshold εv and the number of shared tags should
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also be above a threshold εt.
We ignore images which contain less than 5 tags. Such images make up 6.5% and
15.3% of the Flickr and Amazon dataset, respectively. Since all considered images have
more than 5 tags, which are human annotations, if two images don’t have any common
tag, it is likely that the users who made those tags do not think they are relevant. On
the Internet, there are many images do not have tags, to simulate the real world case, we
randomly select 50% images to remove all their tags. Our algorithm can still find some
of them as relevant because we are able to learn a feature weight based on those images
which have tags or other link-based information.
We compare VLWC (weighted combination of visual and link similarity without fea-
ture weight learning), IWSL L (IWSL with local feature weight learning) and IWSL G
(IWSL with global feature weight learning) to several baselines: Visual (only use the vi-
sual similarity), Text (only use the textual similarity, following a popular text retrieval ap-
proach: cosine measure based on the t f ∗ id f weighted tag vector), VTWC [27] (weighted
combination of visual and textual similarity, we choose equal weight), Link (HMok-
SimRank which only use the link similarity), MinFusion and MaxFusion [27].
Evaluation method: we use mean average precision (MAP) to measure the retrieval
performance of the algorithms. For every image in the dataset, we obtain a ranking list of
relevant images computed by each algorithm and compute the average precision based
on the approximate ground truth before removing tags. The final MAP score for each
algorithm is calculated as the mean average precision of each image. Note that there is
no training data. So all the algorithms are un-supervised.
Figures 3.9 and 3.10 show the result on Flickr and Amazon data, respectively. We can
see that link-based similarity performs better than text-based similarity; VLWC achieves
better performance than traditional algorithms by linearly combining visual and link
information together. Algorithm IWSL further improves the performance by introducing
a new way of integrating content and link information via mutual reinforcement with
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feature learning. IWSL L achieves better results than IWSL G, because IWSL L performs
local feature learning, which can find a specific and better feature weighting for each image
than global feature learning, which finds a general feature weighting for all images.
Figure 3.9: MAP of the algorithms on Flickr data. X-axis denotes the algorithms. Y-axis
denotes the MAP (%).
Figure 3.10: MAP of the algorithms on Amazon data. X-axis denotes the algorithms.
Y-axis denotes the MAP (%).
Case Study:
As an example from the Flickr dataset, Figure 3.11 shows the top 10 most similar
images for a query image about ”moon,” using link-based (SimRank) (1st row), content-
based similarity (2nd row), and IWSL (3rd row), respectively. The top left image is the
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query image. Clearly, IWSL obtains the most relevant matches for both semantic and
visual appearances.
Figure 3.11: Top 10 retrieval results by (1) Link (SimRank), (2) Content similarity, and (3)
IWSL. The top left image is the query image from the Flickr dataset. It is tagged with
”moon, lune, sky” and belongs to group ”After Dark - Night Photography.”
In another example from the Amazon dataset, Figure 3.12 shows the top 10 most
similar images for a query image about ”iPhone,” using link-based similarity (SimRank)
(1st row), content-based similarity (2nd row), and IWSL (3rd row). Again, IWSL obtains
the best results in terms of the relevance for both semantic and visual appearances.
Figure 3.12: Top 10 retrieval results by (1) Link (SimRank), (2) Content similarity, and (3)
IWSL. The top left image is the query image from Amazon. It is tagged with ”iPhone,
invisible shield, accessories” and belongs to category ”WirelessAccessories.”
Our experiments also show good performance of our algorithm to find similar groups
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and relevant tags. For example, similar groups about night are ”Night Images,” ”No-
Flash Night Shots,” ”After Dark - Night Photography” and ”Night Lights.” Relevant tags
to flower are ”floral,” ”flora” and ”botani.” We can use such tag similarity to help find
more relevant images for a keyword query.
Parameter Setting The experiments are based on the following parameter setting:
τ = 0.5 (Eq. 3.21), µ = Fi j (Eq. 3.31 and 3.40), β = 0.5 (Eq. 3.24 and 3.33) and all γ
parameters as 0.5 for Gradient Decent. The damping factor parameters defined in Section
3.2.2 are set as 0.8 by following the standard of SimRank.
As an example to demonstrate how we obtain the optimal parameter setting, Figure
3.13 shows the MAP of algorithm IWSL L w.r.t. parameter β, for both datasets. When β is
too small which means significantly ignoring the regulator, the performance is not good,
which proves the benefit of introducing the regulator; when β is too big, the performance
is also not good, because the regulator will dominate the optimization.
Figure 3.13: MAP w.r.t. parameter β. X-axis denotes β. Y-axis denotes MAP.
Convergence Figures 3.14 and 3.15 show ∆S = |Sm+1 − Sm|, the absolute change in the
average sum of similarity scores (including images, groups and tags) from iteration m
to m + 1 for algorithm IWSL L on dataset Flickr and Amazon respectively. IWSL G has
similar results. We can see that IWSL converges very fast, and only 5 to 6 iterations are
enough for most scenarios.
33
Figure 3.14: Convergence of IWSL on Flickr data. X-axis denotes the number of iteration.
Y-axis denotes ∆S(i.e., Delta S).
Figure 3.15: Convergence of IWSL on Amazon data. X-axis denotes the number of
iteration. Y-axis denotes ∆S(i.e., Delta S).
3.6 Application: Product Search and Recommendation for
E-Commerce
Based on the proposed algorithm, a novel product recommendation system has been
implemented for e-commerce to find both visually and semantically relevant products
modeled in an image-rich information network. Figure 3.16 describes the system archi-
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tecture. The bottom layer contains the product data warehouse which includes product
images and related product information. The second layer performs meta-information
extraction and image feature extraction. The third layer builds a weighted heterogeneous
image-rich information network. The fourth layer performs information network analysis
based ranking to find relevant results for a query. The top layer contains a user-friendly
interface, which interacts with users, responds to their requests, and collects feedback.
Figure 3.16: Product search and recommendation system architecture.
Figure 3.17 shows our product search and recommendation system for e-commerce
using Amazon products as an example. When users search and click on a product in a
web browser, we can recommend both visually and semantically relevant products, with
the relevance score computed by the IWSL algorithm.
Figure 3.18 shows a comparison of our recommendation with the Amazon recom-
mendation based on ”Customers Who Bought This Item Also Bought” (which we call
co-bought). When a consumer wants to buy a bag, our approach provides more relevant
recommendations for the product. Figure 3.19 shows another comparison with the Ama-
zon recommendation based on ”Customers Who Bought This Item Also Viewed” (which
we call co-viewed). The results are similar, because when a Amazon user wants to buy
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Figure 3.17: Snapshot of the product search and recommendation system for e-commerce.
a jewelry, he or she is likely to browse through similar products before making a final
choice.
Figure 3.18: Recommendation comparison, ours v.s. Amazon’s ”Customers Who Bought
This Item Also Bought.”
One problem of using co-viewed or co-bought information for recommendation is
that only the top-k ranking list is available, but the details (e.g., the frequency of such
co-occurrence) are commercial secret and are not publicly accessible. Without such pro-
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Figure 3.19: Recommendation comparison, ours v.s. Amazon’s ”Customers Who Bought
This Item Also Viewed.”
prietary information, it is difficult to combine sources from multiple e-commerce websites,
such as Amazon, BestBuy, WalMart and Target, to generate an overall recommendation.
We believe this is one of the reasons why general product search engines, such as Google
Product Search and Bing Shopping, currently do not have such recommendation func-
tions. However, for products (e.g., jewelry, watch, bag, glasses and clothes) that depend
heavily on visual appearance to attract consumers, we are able to generate both visually
and semantically relevant recommendations without the co-viewed or co-bought infor-
mation. This leads to a better general product search service that enables users to compare
and make the best choice.
Similar strategy can be applied to Flickr for photo and interest recommendation. When
users browse Flickr photos, we can recommend relevant Flickr photos, or interest groups
for users to join [126]. In addition, by integrating Flickr and Amazon networks, we can
recommend relevant Amazon product photos to a Flickr photo for advertisement.
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3.7 Conclusions
We present a novel and efficient way of finding similar objects (such as photos and
products) by modeling major social sharing and e-commerce websites as image-rich in-
formation networks. Our major contributions are as follows:
(1) We propose HMok-SimRank to efficiently compute weighted link-based similarity
in weighted heterogeneous image-rich information networks. The method is much faster
than heterogeneous SimRank and K-SimRank.
(2) We propose both global and local feature learning approaches for learning a weight-
ing vector to capture more important feature subspace to narrow the semantic gap.
(3) We propose the algorithm IWSL to provide a novel way of reinforcement style inte-
grating with feature weighting learning for similarity/relevance computation in weighted
heterogeneous image-rich information network.
(4) We conduct experiments on Flickr and Amazon networks. The results have shown
that our algorithm achieves better performance than traditional approaches.
(5) We have implemented a new product search and recommendation system to find
both visually similar and semantically relevant products based on our algorithm.
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Chapter 4
Efficient Clustering of a Large Set of
Content Objects
Given any similarity measure, data clustering can partition similar content objects into
groups and provide a compact representation of the content relations. One big challenge
for clustering content objects in social media is the large scale data. In this section, we
propose GAD clustering framework based on activity detection as a general and fast
clustering solution.
4.1 Overview
One of the big challenge of mining user content in social media is the large scale of data.
Data clustering becomes a natural solution for this problem. Data clustering is one of
the most popular data mining techniques with numerous applications. It has also been
extensively studied in related research areas such as statistics, machine learning, pattern
recognition, market research, biology, information retrieval and multimedia processing
[40]. The most common scenario of clustering is as follows. Given a set of data objects,
clustering groups the dataset into clusters, so that objects within the same cluster have
high similarity between each other but are dissimilar to the objects in different clusters.
Researchers have proposed many clustering algorithms, such as Partitioning Clus-
tering: K-Means [66] [70], K-Medoids (such as PAM [57], CLARA [57] and CLARANS
[74]), EM clustering [25], Mean Shift [28], K-Way spectral clustering [105], etc.; Hier-
archical Clustering: AGNES (Agglomerative), DIANA (Divisive), BIRCH [128], ROCK
[39], Chameleon [56], etc.; Density-based (or Locality-based) Clustering: DBSCAN [30],
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OPTICS [3], DENCLUE [41], etc.; Grid-based Clustering: STING [110], CLIQUE [1],
WaveCluster [90], etc.; Ranking-based clustering: RankClus [96], NetClus [97], etc. and
Graph/Network Clustering [32]: such as SCAN [118]. We focus on partitioning-based
clustering which is widely used in many applications and can be also integrated with
many other types of clustering algorithms.
Performing efficient clustering on large dataset is especially useful. There have been
many papers published for fast clustering on large dataset. Some develop fast core
clustering algorithms; whereas others develop pre-processing methods, such as sampling,
subspace and compression, to reduce the dataset to a smaller size to achieve speedup. For
example, CLARA [57] uses sampling strategies to reduce the size of data. BIRCH [128]
compresses the original data using CF-tree and then employs the core clustering algorithm
(e.g., K-Means) to perform the real clustering. In this study, we focus on developing fast
core clustering algorithms.
K-Means [66] [70] is one of the most popular clustering algorithms, due to its high
efficiency/effectiveness and wide implementation in many commercial/non-commercial
softwares. In 2006 IEEE International Conference on Data Mining (ICDM’06), it was
ranked the 2nd among top ten most influential data mining algorithms [115], just next to
the classification algorithm C4.5. K-Means has been discovered by several researchers,
including Lloyd (1957, 1982), Forgey (1965), Friedman and Rubin (1967), and McQueen
(1967). The basic K-Means algorithm performs simple but effective clustering by itera-
tively partitioning a given dataset into K clusters.
The basic idea of K-Means is as follows. Given K initial cluster centers, assign each
pattern/point to the nearest center, update the cluster centers by calculating the mean of
the member patterns, and repeat the assignment-and-updating process until a conver-
gence criterion is satisfied. Typical convergence criteria include the maximum number of
iterations, difference on the value of the distortion function, etc.
For large-scale datasets, the major computation burden of K-Means clustering origi-
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nates from the numerous distance calculations between the patterns and the centers [58].
To deal with the problem, fast algorithms with different strategies have been proposed,
such as PDS [8], TIE [19], Elkan [9], MPS [86], PAN [79], DHSS [99], FAUPI [62], kd-
tree K-Means [81], AKM [83], HKM [76], GT [58] and CGAUCD [63]. Those algorithms
come from several research communities, such as data mining, machine learning, pattern
recognition, multimedia processing and computer vision.
PDS (Partial Distortion Search) [8] cumulatively computes the distance between the
pattern and a candidate center by summing up the differences in each dimension. The
effectiveness of PDS depends on the quality of the current candidate, the number of
dimensions and the order of dimension to cumulate (especially for dimension-skewed
data). If the dimensionality is high, PDS may still needs to compute many dimensions to
stop accumulation.
TIE (Triangular Inequality Elimination) [19] uses the triangle inequality condition
for metric distance to prune candidate centers, thus reduces the number of distance
calculations. TIE needs extra space O(K2) to save a distance matrix for the center vectors,
and the entries are recalculated at the beginning of each partition.
Elkan (by Charles Elkan) [9] is an exact fast algorithm for metric distance by using
some metric distance properties. It needs to save the distances between every two centers
and re-compute them at each iteration. The algorithm only works for metric distance,
and is not scalable to large K, the number of clusters, since it requires an additional O(K2)
complexity in both space and time. Elkan is similar to TIE.
MPS (Mean-distance-ordered Partial Search) [86] is especially designed for Euclidean
distance. An efficient implementation involves using sorting to initially guess the center
whose mean value is the closest to that of the current point and prune candidates via an
inequality based on an Euclidean distance property. MPS is faster than K-Means if the
improvement gained from pruning exceeds the overhead caused by sorting.
PAN [79] rejects unlikely centers using mean values and variances of an input vec-
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Figure 4.1: Active centers. In iteration i, there are three clusters, and the red points indicate
the cluster centers. At the next iteration i+1, two light red points are active centers because
they move to different locations, while the solid red point is static.
tor and its two sub-vectors. DHSS (Dynamic Hyperplanes Shrinking Search) [99] uses
projection values of input vectors and centers on some dimensions to eliminate unlikely
candidate centers. The DHSS algorithm with three projections has the less computing
time than PAN. FAUPI [62] is another fast-searching algorithm using projection to reduce
the dimension and inequality to reject unlikely codewords.
Many of the above algorithms depend on the metric properties and thus only works for
metric distances. In this study, we explore another way - activity detection - which avoids
the metric properties, thus works for both metric and non-metric distances. Activity
detection is to identify and mainly focus on computation related to active centers, as
shown in Figure 4.1.
Figures 4.2 and 4.3 show the percentage of active centers at each iteration with different
number of clusters K. The vertical lines indicate the end of the iteration, there are different
lines because different K may need different number of iterations to converge.
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Figure 4.2: Activity percentage curves for different number of clusters, based on dataset
VQDC. Horizontal axis denotes the number of iterations reached; vertical axis denotes
the percentage of active centers at the specific iteration. Different lines represent different
K, the number of clusters.
Figure 4.3: Activity percentage curves for different number of clusters, based on dataset
HDS-MTI.
As shown in Figure 4.2 and 4.3, irrespective of the number of clusters, the percentage
of active centers will generally decrease with the increase number of iterations; it means
more and more centers are turning from active to static. Active Area is the area under
the curve which contains the active centers. Static Area is the area above the curve
which contains the static centers. This is the key aspect for activity detection to speed up
clustering, because we can develop technique to focus on computing the active area and
avoid the calculations associated with the static area.
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Kaukoranta et al. proposed algorithm GT [58] to utilize point activity for fast clus-
tering and showed that it can further speedup PDS [8], TIE [19] and MPS [86]. Lai et al.
proposed algorithm CGAUCD [63] as an extension of GT and demonstrated that combin-
ing CGAUCD with MFAUPI (which is an extension of FAUPI [62]) achieves the highest
speed.
GT and CGAUCD only partially explore the potential of activity detection, we will
show in Section 4.5.3 that there actually exists a lower-bound. In this study, we propose a
GAD (General Activity Detection) framework [47] to fully explore the power of activity
detection for clustering. We design a set of algorithms (which are faster than GT and
CGAUCD) within this framework for fast clustering in different scenarios. The most
important contribution of our work is that GAD is the general solution to exploit activity
detection for fast clustering and our algorithms within the framework can achieve very
high speed.
4.2 General Activity Detection
In this section, we describe the notations, introduce the General Activity Detection frame-
work (including definition and concepts), and then discuss the general idea of activity
detection for improving clustering algorithm.
Let N be the number of patterns, D the number of dimensions, and K the number of
centers. Suppose the algorithm runs I iterations to converge. At each iteration i (i = 1,...,
I), for a pattern p (p = 1,..., N), we have:
NC(i, p, j) represents pattern p’s jth nearest center. In real implementation, the value
of NC(i, p, j) is the center’s id.
D NC(i, p, j) represents the distance from pattern p to its jth nearest center.
Dist(i, p, C j) represents the distance between pattern p and center C j.
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4.2.1 Definition and Concepts
We formally define the GAD (General Activity Detection) framework as a function of four
parameters:
GAD(S,A,m,B)
where S denotes Search Methods, A denotes Activity States, m denotes the number of
Nearest Centers, and B denotes Boundary.
In the following we discuss the concepts used in the GAD framework.
We keep m Nearest Centers for each pattern, the information needed is: ids of the m
nearest centers, and distances from the pattern to the m nearest centers.
A center could have different types of activity states. Let VC[prev] and VC[curr] be
center C’s feature vector in the previous and current iterations, respectively. Denote D as
the distance between VC[prev] and VC[curr]. We define three types of cluster centers.
• If D > 0, the center is an Active Center for the current iteration.
• If D = 0, the center is a Static Center.
• For approximate algorithms, if D < ε, the center is an ε-Approximate Static Center,
where ε is a predefined positive threshold; else if D ≥ ε, the center is an Active
Center.
We define search methods to find the nearest center(s) of a pattern as follows.
• Full Search means search from all the centers to find a pattern’s m nearest centers.
• Whole Full Search means perform Full Search for all the patterns.
• Partial Search, or named Active Search, means search from active centers, which
are usually a portion of the whole centers.
• m-Search means search from a pattern’s previous m nearest centers.
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Figure 4.4: How Boundary changes. (m = 2)
• 0-Search, a special case of m-Search, which just keeps the previous m nearest centers
as the current m nearest centers, without doing any distance comparison.
We introduce the idea of Boundary to guarantee exact clustering result.
An m-Boundary, or simply named Boundary, is defined for each pattern. Whenever
performing Full Search, the value of the Boundary is initialized as the distance from the
pattern p to its mth nearest center. At any future iteration j, if the Boundary value is bigger
than D NC( j, p,m), the Boundary is updated to D NC( j, p,m).
Property of the m-Boundary: One pattern’s Boundary either shrinks or keeps unchanged,
depending on how the new mth nearest center changes. The Boundary will not expand,
except when Full Search is required and it is re-initialized to a value which is bigger than
the current value.
Example 1. Figure 4.4 shows an example of how the Boundary of the pattern P changes
at each iteration. To make the demonstration simpler, we assume the 3rd nearest center is
static and only Partial Search is performed.
At iteration i, NC(i, p, 1) = C1, NC(i, p, 2) = C2, Boundary = D NC(i, p, 2).
At iteration i+1, C1 and C2 are active. NC(i + 1, p, 1) = C1, NC(i + 1, p, 2) = C2,
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D NC(i + 1, p, 2) < Boundary, update the Boundary to be D NC(i + 1, p, 2).
At iteration i+2, C1 and C2 are active. NC(i+2, p, 1) = C1, NC(i+2, p, 2) = C2, D NC(i+
2, p, 2) > Boundary, so the Boundary does not change. Boundary = D NC(i + 1, p, 2).
At iteration i+3, C1 and C2 are active. NC(i + 3, p, 1) = C1, NC(i + 3, p, 2) = C2,
D NC(i + 3, p, 2) < Boundary, update the Boundary to be D NC(i + 3, p, 2). 
4.2.2 Algorithm
We begin with analysis of GT and CGAUCD. GT is an exact clustering algorithm which is
faster than K-Means and gets the same result. It saves each pattern’s nearest center. The
basic idea is that at each iteration, if a pattern’s previous nearest center is static or moves
closer to the pattern, search from active centers; otherwise, search from the full center set.
CGAUCD extends GT by also considering each pattern’s second nearest center.
The problem of GT and CGAUCD is the that they only consider the first nearest
(and the second nearest) center, which is not able to fully explore the power of activity
detection. We propose GAD (General Activity Detection) to consider any m number of
nearest neighbors. Such extension is not a simple task, because we need to guarantee
getting the exact result. To solve the problem, we introduce the idea of m-Boundary to
make sure we can extend to any m without getting error. Our exact GAD algorithm is
faster than GT and CGAUCD because it is able to reach a lower-bound (see details of
the bound in Section 4.5.3) we found in activity detection. In addition, we introduce
approximate GAD algorithms to further significantly improve the efficiency. Note that in
Section 4.2.1 GAD introduces many new concepts which are studied in previous works. In
the following sections, we describe our algorithms within the GAD framework in detail.
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4.3 Exact GAD Algorithm
In this section, we present E-GAD (Exact GAD) algorithm within the GAD framework.
E-GAD is a fast exact clustering algorithm which is faster than K-Means and GT while
achieving exactly the same clustering result. The major concepts used in E-GAD include:
Static and Active centers, Full Search and Partial Search, m-Boundary and m Nearest
Centers.
The main goal of the E-GAD algorithm is to consider any m number of nearest neigh-
bors with guaranteed ability to get the exact result by introducing the m-Boundary.
We describe the E-GAD algorithm procedure as follows.
Algorithm E-GAD
Input:
Data: N data patterns
Parameters: K, the number of centers; m, the number of nearest centers saved for a
pattern.
Output: A set of K clusters and each pattern’s m nearest centers.
Begin:
Step 1. Initialization (iteration i = 1).
1.1. Initialize K centers.
1.2. Mark all centers as Active.
1.3. Whole Full Search. For each pattern p (p = 1, ...,N), search for its nearest m centers
from all candidate centers and initialize the Boundary as D-NC(i, p,m).
1.4. Update each center’s activity state.
Step 2. Search method decision. For pattern p (beginning with p = 1) decide whether
to perform Full Search or Partial Search. (iteration i + 1)
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2.1. If its previous nearest center Cprev1 = NC(i, p, 1) is static at this iteration, perform
Partial Search.
2.2. If NC(i, p, 1) becomes active, calculate Dist(i + 1, p,Cprev1). There are three cases:
2.2.1. If the new distance Dist(i + 1, p,Cprev1) is smaller than the old distance
D NC(i, p, 1) = Dist(i, p,Cprev1), perform Partial Search.
2.2.2. If Dist(i + 1, p,Cprev1) is bigger than D NC(i, p, 1), but smaller than or equal to
the Boundary, perform Partial Search.
2.2.3. If Dist(i + 1, p,Cprev1) is bigger than both D NC(i, p, 1) and Boundary, perform
Full Search.
Step 3. Update pattern p’s nearest centers according to the search method decided by
Step 2.
3.1. If Full Search is decided, search from all centers to find the m nearest centers,
update the Boundary as D-NC(i + 1, p,m).
3.2. If Partial Search is decided, there are three consecutive procedures to be done: (a)
Check the pattern’s previous m nearest centers and keep the static centers among them as
candidates for the current m nearest centers; (b) find current m nearest centers from the
candidates found in (a) and active centers; and (c) if D NC(i + 1, p,m) is smaller than the
current Boundary, update the Boundary to be D NC(i + 1, p,m).
Step 4. Get next pattern p = p + 1. If p < N, go to Step 2; Else if p = N, go to Step 5.
Step 5. Assign each pattern to its nearest center. Calculate new center vectors and
update the activity status of each center.
Step 6. Go to Step 2 until all the centers converge to stable status.
End
Example 3. Using Figure 4.5, we demonstrate how E-GAD works correctly for the example
49
Figure 4.5: Illustrating how E-GAD works correctly for the case of Example 2.
case where CGAUCDB fails to get the right result. We ignore the fourth center since it is
always the farthest to the pattern of interest. Take m = 2 as an example.
At iteration i, the value of the 2-boundary is Dist(i, p, C2).
At iteration i + 1, the new 2nd nearest center becomes farther and moves outside the
boundary, so the boundary is unchanged and still Dist(i, p, C2).
At iteration i + 2, the new 1st nearest center moves out of the boundary, so we have
to do Full Search for the pattern, both active and static centers will be explored. The new
first nearest center will be C3, and the new second nearest center will be C1, which is
the correct result. Since we have to do Full Search at iteration i + 2, the boundary will be
re-initialized as the second nearest distance, i.e., Dist(i + 2, p, C1). 
4.4 Approximate GAD Algorithms
This section presents Approximate GAD (AGAD) algorithms within the GAD framework,
which can further accelerate the speed of E-GAD.
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Based on different assumptions and different levels of approximation, we propose four
AGAD algorithms.
Only the crucial parts are described for each algorithm, Steps 1, 4, 5 and 6 are similar
to E-GAD.
4.4.1 NS-AGAD (Naive Static AGAD)
The assumption of NS-AGAD is that if a center is static at certain iteration, it will continue
to be static at all future iterations. Thus we do not need to explore any other candidates.
This is the most intuitive assumption. However, a static center in a certain iteration may
become active in the future iterations.
We describe the major steps of the NS-AGAD algorithm as follows.
Algorithm NS-AGAD
Core Steps:
Step 2. Search method decision. (Full, Partial or 0-Search)
2.1. If pattern p’s previous nearest center Cprev1 is static at this iteration, perform
0-Search.
2.2. Same as E-GAD.
Step 3. Search and Update.
3.1 and 3.2. Same as E-GAD.
3.3. If 0-Search is decided, simply copy the previous m nearest centers as the new m
nearest centers.
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4.4.2 S-AGAD (Static AGAD)
S-AGAD is based on the assumption that if a pattern’s former nearest center is static, the
area near the pattern is relatively stable and the new nearest center will likely come from
the pattern’s previous m nearest centers, thus we avoid searching other centers.
We describe the major steps of the S-AGAD algorithm as follows.
Algorithm S-AGAD
Core Steps:
Step 2. Search method decision. (Full, Partial or m-Search)
2.1. If pattern p’s previous nearest center Cprev1 is static for this iteration, perform
m-Search.
2.2. Same as E-GAD.
Step 3. Search and Update.
3.1 and 3.2. Same as E-GAD.
3.3. If m-Search is decided, search within previous m nearest centers and update the
new order of nearest centers.
Different from NS-AGAD, in S-AGAD a pattern may need Full Search in some itera-
tions even if it has static first nearest center in an earlier iteration.
4.4.3 I-AGAD (Inward AGAD)
The assumption of I-AGAD is that if a pattern’s previous nearest center is static, or
becomes active but moves inward to the pattern, the new nearest center is very likely to
be that center or any other center from the previous m nearest centers, and we do not have
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to search from other centers.
Compared with S-AGAD, I-AGAD also considers active centers, thus it will have
stronger candidate center pruning ability.
We describe the core steps of the I-AGAD algorithm as follows.
Algorithm I-AGAD
Core Steps:
Step 2. Search method decision. (Full, Partial or m-Search)
2.1. If pattern p’s previous nearest center Cprev1 is static for this iteration, perform
m-Search.
2.2. If center Cprev1 is active, calculate Dist(i + 1, p,Cprev1). There are three cases:
2.2.1. If Dist(i + 1, p,Cprev1) is smaller than D-NC(i, p, 1) (= Dist(i, p,Cprev1)), perform
m-Search.
2.2.2 and 2.2.3. Same as E-GAD.
Step 3. Search and Update.
3.1 and 3.2. Same as E-GAD.
3.3. If m-Search is decided, search within previous m nearest centers and update the
new order.
4.4.4 WB-AGAD (Within-Boundary AGAD)
WB-AGAD is based on the assumption that no matter whether a pattern’s previous nearest
center is static or active at the next iteration, as long as it is still within the Boundary of
the pattern, the new nearest center will likely be that center or some other center from the
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Table 4.1: Characteristics of Approximate GAD algorithms
Algorithm DA m-Impact Speedup
NS-AGAD less high low medium
S-AGAD high low low
I-AGAD high medium medium
WB-AGAD medium high high
CGAUCDB high none minus
previous m nearest centers, and thus avoid searching all other candidates.
Different from I-AGAD, WB-AGAD further relaxes the constraint to the Boundary,
thus achieving more aggressive candidate pruning.
We describe the WB-AGAD algorithm as follows.
Algorithm WB-AGAD
The procedure of WB-AGAD can be generally described as replacing all the Partial
Search of E-GAD by m-Search.
The above four approximate GAD algorithms, NS-AGAD, S-AGAD, I-AGAD and WB-
AGAD, achieve different degrees of approximation. Table 4.1 lists the characteristics of
the four algorithms and CGAUCDB. DA denotes the degree of approximation. m-Impact
denotes the impact of the value of parameter m on the performance of the algorithm.
Speedup is compared with E-GAD. They have different tradeoffs between clustering
approximation and speed, the user may choose the one mostly meets the application
requirement. These characteristics are supported by our experiment results.
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Table 4.2: Basic algorithms within the GAD framework
Algorithms Search Methods Activity States m Boundary
K-Means FS A 0 No
GT FS, PS Ac, St 1 No
CGAUCDB FS, PS Ac, St 2 No
E-GAD FS, PS Ac, St Any Yes
NS-AGAD FS, PS, 0S Ac, St, (εS) Any Yes
S-AGAD FS, PS, mS Ac, St, (εS) Any Yes
I-AGAD FS, PS, mS Ac, St, (εS) Any Yes
WB-AGAD FS, mS Ac, St, (εS) Any Yes
4.5 Analysis of GAD
In this section we first analyze the GAD framework and then discuss the space and time
complexity of the GAD algorithms.
4.5.1 Analysis of the GAD Framework
Based on our previous given formal definition of the GAD framework, Table 4.2 presents
characteristics and parameters of the basic algorithms within the framework. FS (Full
Search), PS (Partial Search), 0S (0-Search), mS (m-Search), Ac (Active), St (Static) and εS
(ε-Approximate Static).
GT is a special case of E-GAD with m = 1 (with or without using Boundary gives the
same result when m = 1). CGAUCDB is a special case of approximate GAD with m = 2
and without using Boundary.
Why GAD is the general solution for activity detection? We take the basic exact
GAD algorithm E-GAD as an example to answer this question. Figures 4.6 and 4.7 show
the percentage of Full Search patterns at each iteration, with different m. The area under
a curve contains the Full Search patterns (we call Full Search Area).
If the Full Search Area is very small, the number of patterns which perform Full Search
will be very small. Compared with other search methods, Full Search is the worst case,
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Figure 4.6: Full Search area (shown in different colors). Horizontal axis denotes the
number of iterations reached; vertical axis denotes the percentage of Full Search points at
the iteration. This result is based on dataset VQDC.
because it requires calculating the distances between the pattern and all centers (both
active and static centers), which is very time consuming for clustering large scale data
with many clusters.
Ideally we want no pattern to perform Full Search, that is to say, to make the Full
Search Area be 0 (in this case, we only need to search the active area). This is exactly
what GAD can provide. With the increase of m, the area will be smaller and smaller.
The reason is that bigger m makes the m-Boundary bigger, thus keeping more candidate
centers within the boundary and avoiding more Full Search.
As shown in Figure 4.6 with the VQDC dataset (described in section 4.6.1), when m = 0,
Full Search is performed for all patterns, the Full Search Area is the whole rectangle area.
When m = 3, the area becomes very small, very few patterns need to do Full Search. When
m = 6, the area is most 0, thus almost no pattern needs to perform Full Search. We see
similar phenomena in another example using the HDS-MTI dataset (described in section
4.6.1), as shown in Figure 4.7.
We can see that GAD is able to make Full Search Area as small as possible. Since
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Figure 4.7: Full Search area (shown in different colors). Horizontal axis denotes the
number of iterations reached; vertical axis denotes the percentage of Full Search points at
the iteration. This result is based on dataset HDS-MTI.
decision on whether to perform Full Search is based on the activity of the centers, GAD is
the general solution to exploit activity detection for fast clustering.
4.5.2 Space Complexity
The space complexity of GAD algorithms is O(N(D + m) + KD). For K-Means, m = 0. For
E-GAD and AGAD algorithms, besides saving N patterns and K centers, we also save a
Boundary, the indexes and distances of the pattern’s m nearest centers for each pattern.
However, m is usually a small number. For E-GAD, we usually only need m equal to 3 to
achieve the almost optimal result; for AGAD algorithms, m is also relatively small. For
large scale data, N is often much bigger than D and m; moreover, in high dimension case,
D ≥ m. So we could claim that the GAD algorithms have almost the same level of space
complexity.
57
4.5.3 Time Complexity
We analyze the time complexity of GAD by the number of distance calculations needed.
In general, the time complexity is N ∗ f (K, I).
f (K, I) =
I∑
i=1
(P f ull(i) ∗ K + (1 − P f ull(i)) ∗Nactive(i))
where P f ull(i) is the percentage of Full Search patterns at iteration i, 1 − P f ull(i) is the
percentage of Partial Search patterns at iteration i, and Nactive(i) is the number of active
centers at iteration i.
For K-Means, P f ull(i) = 1, so f (K, I) = K ∗ I, which is the whole space including both the
static area and the active area.
GAD is able to make P f ull(i) close to 0, and thus f (K, I) =
∑I
i=1 Nactive(i), which is the
active area, which is only a portion of the whole area K ∗ I. This is the reason why E-GAD
can be much faster than K-Means. The complexity of an exact algorithm is lower-bounded
by the active area and GAD is able to achieve this bound.
For approximate GAD algorithms, we take WB-AGAD as an example to analyze. It
uses m-Search instead of Partial Search, thus avoids a lot of active centers, and f (K, I)
becomes much smaller than the active area. This is the reason why WB-AGAD can be
much faster than E-GAD.
In large scale and large clusters clustering case, K is very big, fast algorithms like (TIE)
[19] and Elkan [9] becomes very slow since they need an additional K ∗K ∗ I computations.
4.5.4 Extended GAD Algorithms
In this section, we extend the basic GAD algorithms to consider the following two prob-
lems. How to use GAD for very large number of clusters? How to improve the quality of
the clustering result?
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GAD for Very Large Clusters
Most existing fast clustering algorithms only work for small or medium cluster size K.
However, many large scale applications expect very large K, such as large scale web image
clustering, codebook generation and vector quantization.
HKM [76], kd-tree K-Means [81] are among the fastest (but with a decrease in clus-
tering quality) algorithms which work for the large clusters problem because their time
complexity on K is only O(log(K)). We discuss how to use our GAD framework to get
even faster performance and achieve improved clustering quality.
H-GAD (Hierarchical GAD)
We propose Hierarchical GAD (H-GAD) to perform hierarchical clustering in the way
similar to HKM [76], but uses GAD as the core clustering algorithm. The basic idea is
as follows. An initial GAD process (any of the basic GAD algorithms can be used) runs
on the root node which contains the whole patterns and partitions them into k clusters,
each cluster as a child node. H-GAD recursively applies the process to each node. The
clustering tree is built level by level, and stops when reaching the maximum level L. There
are kL final clusters at the bottom level of the resulting tree.
One major problem of the clustering tree is that it minimizes the distortion functions
for k clusters locally at individual nodes which contain only part of the data patterns
(except for the root node) and thus cannot achieve the global minimization optimized by
clustering directly for kL clusters. To get the same number of final clusters, bigger L makes
k smaller and thus makes the whole process faster. However, with the increase of L, it will
be more local to small nodes and the performance will drop accordingly.
H-GAD is better than HKM because of the following two reasons:
• GAD is faster than K-Means, so H-GAD can be faster than HKM when performing
clustering at each node.
• When perform clustering for the same clusters, H-GAD can finish the whole com-
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putation at the same time as HKM but with bigger k and smaller L, thus improves
the performance.
In reality, H-GAD can even achieve better clustering quality than HKM with less
running time.
KD-GAD (kd-tree GAD)
kd-tree [12] has been used to perform approximate nearest neighbor search to speed
up clustering [81]. AKM [83] uses random kd-tree forest to make kd-tree more robust.
However, this robust improvement can be simply achieved by a standard kd-tree using
a larger number of leaf nodes for exploration. Our preliminary experiment shows that
kd-tree works better than random kd-tree forest.
kd-tree (or other fast approximate nearest neighbor search algorithms, such as LSH
[23]) can be integrated with the GAD framework (we call KD-GAD). Take E-GAD as an
example, we can build two kd-trees, one for all centers which we call the Full kd-tree,
another for active centers which we call the Active kd-tree. When perform Full Search in
E-GAD, instead of searching all the centers, we search from the Full kd-tree; similarly,
when perform Partial Search, we search from the Active kd-tree.
Naively combining kd-tree and E-GAD using Static Center gets slightly better cluster-
ing quality but decreases the speed, because kd-tree makes most centers active. So we
use ε-Approximate Static Center in stead of Static Center to make more and more centers
become static, approximately.
kd-tree E-GAD can be faster and obtains better clustering quality than kd-tree K-
Means. The reason being faster is because we can use Partial Search and converge sooner.
The reason for better quality is because it can keep the current nearest centers, and avoid
missing them in future iterations of kd-tree search.
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Clustering Quality Improvement
Error Accumulation Effect is an inherent problem for many approximate iteration algo-
rithms. We propose Regular Whole Full Search (RWFS) to partially solve the problem and
improve the clustering quality.
The basic idea of RWFS is to perform Whole Full Search (WFS) regularly to find the true
nearest centers, thus eliminate the errors. We use a factor R to control when to perform
WFS again. There could be different ways to decide the factor R. One simple method is
setting it as a constant value and after R iterations we perform WFS no matter how many
centers are already static.
GAD can also work with many existing clustering quality enhancing techniques, such
as Swapping [55], Bagging [29], Boosting [34] and Clustering Ensemble [94] (or Consensus
Clustering [5]). We discuss two examples:
1. GAD with Swapping. We can perform the swapping operations before updating the
center activity state in GAD. Because swapping makes a larger percentage of centers
active, and some of them just change slightly, using ε-Approximate Static Center is
recommended to achieve fast convergence.
2. GAD with Clustering Ensemble. Since GAD can perform very fast clustering, we
may generate multiple clustering results by using different initialization schemes
or different feature subspaces, and then use clustering ensemble technique to get a
final result which is better than using only a single clustering.
4.6 Experiments
We present extensive experimental evaluation for the GAD algorithms in this section.
Experiments were conducted on a PC with a 3.4GHz Pentium D CPU and 1GB RAM.
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To evaluate time performance, we use the Speedup of algorithm A over baseline B:
Speedup(A,B) =
TB
TA
where TA is the execution time of A and TB is the execution time of B. If Speedup(A,B) > 1,
algorithm A is faster than the baseline B.
To evaluate clustering quality, we use Sum of Distance ratio (SDR):
SDR(A,B) =
SD(B)
SD(A)
× 100%
where SD is the sum of distances between each pattern and its center. Squared Euclidean
distance is used in our experiments. If SDR > 1, algorithm A gets better clustering quality
than the baseline B. Note that activity detection is not based on the metric property of
metric distances, such as Euclidean and L1. So if the distance used is the more general
formulation of any Bregman divergence [7], then the clustering quality measure will be
the ratio of Bregman losses.
4.6.1 Datasets
Vector Quantization is a classical signal processing technique and is used in areas such as
data compression and density estimation. GAD can be used for vector quantization based
data compression. We generated a dataset from six standard gray images: Baboon, Boats,
Bridge, Couple, Goldhill, and Lena. 4 × 4 spatial pixel blocks were constructed for each
image and each block is represented by the pixel value. The more number of clusters are,
the better the quality of compression and the less compression rate we can obtain. We call
this dataset VQDC.
Large Scale Image Clustering can help implement efficient images retrieval systems and
create a user-friendly interface to the large image database. We test our algorithms for
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Table 4.3: Statistics for datasets used in experiments
Datasets Samples Dimensions Application
VQDC 117,376 16 Data Compression
KDDCUP04Bio 145,751 74 Bioinformatics
HDS-MTI 30,000 1024 Very High Dimension Image Clustering
MTI 1,608,325 100 Very Large Scale Image Clustering
this application, using the dataset collected by Torralba et al. [103]. They gathered from
the web 79 million images using queries of 75,062 non-abstract English nouns listed in the
Wordnet and provide a subset of about 1.6 million images which were arranged by about
53,000 query words [102]. We convert the images to be 10 × 10 grey format and use the
grey levels as features. We call this dataset MTI.
A subset of MTI images with 32×32 = 1024 grey features is used to test the performance
of the clustering algorithms in very high dimension. We call this dataset HDS-MTI.
The fourth dataset we use is from the protein homology prediction task of KDDCUP
2004 [59]. There are 75 features which describe the sequence alignment match between
the native protein sequence and the sequence that is tested for homology. We call this
dataset KDDCUP04Bio.
Table 4.3 summarizes the datasets. The number of dimensions varies from tens to
thousands, and the number of samples varies from tens of thousands to over one million.
Figures 4.8, 4.9, 4.11 and 4.10 show the datasets projected to their first three principle
components based on PCA analysis [53]. Note that the datasets are in high dimensions,
and the projection on the first three principle components only reflect part of the informa-
tion and cannot be used to claim the real clusters on the original high dimensions.
4.6.2 Performance Result
Performance of Exact GAD In this section, we analyze the impact of m on E-GAD and
compare E-GAD with other exact algorithms.
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Figure 4.8: Projection on the first three principle components for dataset VQDC.
Figure 4.9: Projection on the first three principle components for dataset KDDCUP04Bio.
There are some outliers, but most points lay on the right side.
Impact of m on E-GAD
Figures 4.12, 4.13 and 4.14 report how m impacts the Speedup of E-GAD over the base-
line algorithm K-Means for datasets VQDC, HDS-MTI and KDDCUP04Bio. The cluster
number is 2000.
From the results we can see that the best time performance is usually achieved at m
being 3 or 4. When continue to increase m, the improvement on the speed is limited,
because the increase on the size of Full Search Area is small. With too big m, the speed
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Figure 4.10: Projection on the first three principle components for dataset MTI.
Figure 4.11: Projection on the first three principle components for dataset HDS-MTI.
slightly decreases, because it takes more time to keep the larger number of nearest centers
sorted. In general, we can simply choose m = 3 for E-GAD.
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Figure 4.12: Impact of parameter m on E-GAD for dataset VQDC. The horizontal axis
denotes the value of m; the vertical axis denotes the Speedup over K-Means.
Figure 4.13: Impact of parameter m on E-GAD for dataset HDS-MTI. The horizontal axis
denotes the value of m; the vertical axis denotes the Speedup over K-Means.
Figure 4.14: Impact of parameter m on E-GAD for dataset KDDCUP04Bio. The horizontal
axis denotes the value of m; the vertical axis denotes the Speedup over K-Means.
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Compare Exact Algorithms
We compare E-GAD with K-Means and GT. The goal is to evaluate the speed of GAD
when we want to get exactly the same clustering result. Figures 4.15, 4.16 and 4.17 show
the Speedup of E-GAD (with m = 3) and GT over the baseline algorithm K-Means on
datasets VQDC, KDDCUP04Bio and HDS-MTI, respectively. Horizontal axis denotes the
number of clusters; vertical axis denotes the Speedup over K-Means. Since K-Means is
the baseline algorithm, its value is always 1.
The performance of E-GAD is always the best. E-GAD is generally several times faster
than K-Means. The highest speedup is observed in very high dimension dataset HDS-MTI
where E-GAD is over 10 times faster than K-Means when the number of clusters is 6400.
The general trend is that the larger the number of clusters, the faster E-GAD could be.
The reason is that as the number of clusters becomes larger, the computation burden on
searching for the nearest center of each point becomes more obvious; the advantage of E-
GAD also becomes more obvious, since E-GAD can avoid many computations and mainly
focus on the Full Search Area. Another reason is that the speedup of E-GAD depends on
the percentage of active centers, larger cluster number may leads to higher percentage of
active centers. However, the percentage may also be impacted by other factors, such as
center initialization, data dimensions, data type and the inherit data clustering structure.
For a larger number of clusters, it’s possible to see a slight drop in Speedup if the other
factors make a negative contribution to the percentage. This seasons may explain why
there exists zigzag in the curves.
Performance of Approximate GAD Algorithms In this section we analyze the im-
pact of m on Approximate GAD algorithms and compare the performance of relevant
algorithms.
67
Figure 4.15: Time performance of E-GAD, K-Means and GT on dataset VQDC. Horizontal
axis denotes the number of clusters; vertical axis denotes the Speedup over K-Means.
Figure 4.16: Time performance of E-GAD, K-Means and GT on dataset KDDCUP04Bio.
Horizontal axis denotes the number of clusters; vertical axis denotes the Speedup over
K-Means.
Impact of m
Figure 4.18 shows the impact of parameter m on the clustering quality of the four approx-
imate GAD algorithms: NS-AGAD, S-AGAD, I-AGAG and WB-AGAD. The number of
clusters is 1000.
The results show that NS-AGAD, S-AGAD and I-AGAG can achieve high clustering
quality even when m is very small. S-AGAD and I-AGAD have the best clustering quality;
sometimes they are even slightly better than the exact result. I-AGAD has better Speedup
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Figure 4.17: Time performance of E-GAD, K-Means and GT on dataset HDS-MTI. Horizon-
tal axis denotes the number of clusters; vertical axis denotes the Speedup over K-Means.
than NS-AGAD and S-AGAD. NS-AGAD is better than S-AGAD in Speedup but worse
in SDR.
WB-AGAD is more impacted by m, because it uses m-Search instead of Partial Search.
As we have mentioned before, when m = 1, WB-AGAD is identical to I-AGAD, so the
SDR is same as I-AGAD at this point. When m > 1, larger m makes WB-AGAD get better
result, it is because a center is less likely to move outside of the Boundary if the m is large.
However, when m is small, the Speedup of WB-AGAD is most significant. Too large m
takes more time to sort the m nearest centers.
In most cases, setting m = 5 for NS-AGAD, S-AGAD, I-AGAG and m = 15 for WB-
AGAD can make sure they achieve clustering quality of SDR higher than about 98%
compared to the baseline exact result of E-GAD.
Performance Comparison
We perform experiments to compare the performance of four approximate GAD algo-
rithms (NS-AGAD, S-AGAD, I-AGAG WB-AGAD) and CGAUCDB on several datasets.
Speedup and SDR are calculated over the baseline E-GAD, which we have already demon-
strated to be the fastest exact algorithm compared with K-Means and GT. We set m = 5
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(a)
(b)
(c)
Figure 4.18: Impact of parameter m on approximate GAD algorithms. Horizontal axis
denotes the value of m; vertical axis denotes the SDR or Speedup over E-GAD. The curves
are based on dataset VQDC; other datasets have generally similar results.
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Figure 4.19: Comparison of approximate GAD algorithms (NS-AGAD, S-AGAD, I-AGAG
and WB-AGAD) and CGAUCDB for dataset VQDC. Horizontal axis denotes the number
of clusters; vertical axis denotes the Speedup over E-GAD.
for NS-AGAD, S-AGAD, I-AGAG and m = 15 for WB-AGAD.
Figures 4.19, 4.20 and 4.21 show the results on Speedup in datasets VQDC, KD-
CUP04Bio and HDS-MTI respectively. All the four approximate algorithms are faster
than E-GAD, while CGAUCDB is always slower than E-GAD, i.e., its Speedup is always
less than 1. I-AGAD can achieve very high clustering quality (bigger than 99%) and a
Speedup mostly over 2. WB-AGAD achieves very high Speedup in most cases and gets
clustering quality mostly within around 98%. In general, WB-AGAD can be around 10
times faster than E-GAD. The best performance we observed is at dataset KDDCUP04Bio
where WB-AGAD is over 20 times faster than E-GAD when clustering 400 clusters.
In most cases, the approximate GAD algorithms can achieve good clustering quality.
Figures 4.22 and 4.23 show the SDR scores in datasets VQDC and HDS-MTI, respectively.
Note that VQDC is in low dimension, HDS-MTI is in high dimension.
Performance of GAD for Very Large Clusters Tables 4.4 and 4.5 report the performance
of GAD algorithms H-GAD and KD-GAD for very large clusters on datasets VQDC and
MTI. For dataset VQDC, we perform 10,000 clusters (to achieve a compression rate of
12). For dataset MTI, there are about 1.6 million images arranged by about 53,000 query
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Figure 4.20: Comparison of approximate GAD algorithms (NS-AGAD, S-AGAD, I-AGAG
and WB-AGAD) and CGAUCDB for dataset KDCUP04Bio. Horizontal axis denotes the
number of clusters; vertical axis denotes the Speedup over E-GAD.
Figure 4.21: Comparison of approximate GAD algorithms (NS-AGAD, S-AGAD, I-AGAG
and WB-AGAD) and CGAUCDB for dataset HDS-MTI. Horizontal axis denotes the num-
ber of clusters; vertical axis denotes the Speedup over E-GAD.
words, and we do clustering of 50,000 clusters.
H-GAD performs hierarchical GAD clustering like HKM, and KD-GAD performs kd-
tree based clustering. So we compare H-GAD with HKM, KD-GAD with kd-tree K-Means.
For H-GAD, WB-AGAD (m = 10) is used as the basic clustering algorithm; for KD-GAD,
E-GAD is used as the core clustering algorithm. The result shows that both H-GAD
and KD-GAD can be faster than their counterpart algorithm while even getting better
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Figure 4.22: Clustering quality comparison of approximate GAD algorithms (NS-AGAD,
S-AGAD, I-AGAG and WB-AGAD) and CGAUCDB for dataset VQDC. Horizontal axis
denotes the number of clusters; vertical axis denotes the SDR over E-GAD.
Figure 4.23: Clustering quality comparison of approximate GAD algorithms (NS-AGAD,
S-AGAD, I-AGAG and WB-AGAD) and CGAUCDB for dataset HDS-MTI. Horizontal
axis denotes the number of clusters; vertical axis denotes the SDR over E-GAD.
clustering quality.
Performance of RWFS We present the performance evaluation for the clustering qual-
ity improvement method RWFS, using SDR as the measure with WB-AGAD (m = 5) as
the basic clustering algorithm and baseline. Since the factor R is the parameter which
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Table 4.4: Performance of H-GAD compared with HKM
Datasets SpeedUp SDR
VQDC 1.50 104%
MTI 1.55 101%
Table 4.5: Performance of KD-GAD compared with kd-tree K-Means
Datasets SpeedUp SDR
VQDC 2.79 110%
MTI 8.40 102%
Figure 4.24: Speed degradation by RWFS, measured with Speedup. The horizontal axis
denotes the value of R, and the vertical axis denotes the Speedup value.
impacts the performance of RWFS, we do experiments on it.
Figures 4.24 and 4.25 show the results on Speedup and SDR on several datasets.
Because RWFS performs a global full search at the Rth iteration, it will degrade the speed.
However, with the help of RWFS, WB-AGAD can lead to better cluster quality. Setting
R as about 10 can achieve good performance. For dataset VQDC, the best improvement
in SDR is 5%, HDS-MTI is 3% and KDDCUP04Bio is 4%. In situations that the clustering
quality is more important than speed, we can use RWFS.
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Figure 4.25: Clustering quality improvement by RWFS, measured with SDR. The hori-
zontal axis denotes the value of R, and the vertical axis denotes the SDR value.
4.7 Discussion and Conclusion
4.7.1 Generality of the GAD Framework
The GAD framework is general due to the following properties:
• It works for both exact and approximate fast clustering.
• It is the general solution to exploit activity detection for fast clustering. GAD handles
any m nearest centers. One advantage is that with the increase of m, GAD is able
to make Full Search Area as small as possible. Another advantage is that it makes
GAD capable of performing fast and high quality approximate clustering.
• It is flexible to embrace any distance measures, both metric and non-metric. Many
fast clustering strategies, such as TIE [19], MPS [86] and Elkan [9], only work for
metric distances. Non-metric distances are also very useful in many applications
[44].
• Many other fast clustering strategies can be integrated with GAD to further improve
their speed. [58] shows activity detection can speed up PDS [8], TIE [19] and
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MPS [86]. [63] demonstrates activity detection can speed up MFAUPI, which is an
extension of FAUPI [62]. Integrating all possible existing methods with GAD is
out of the scope of this study; however, we have provided some examples, such as
kd-tree [81] and hierarchical clustering [76].
4.7.2 Cluster Centers Initialization
Many initializing methods [93] can be used by GAD to get initial cluster centers, such
as choosing the first K data patterns, random partitions, density based initialization [4],
Intelligent initialization [72], iterative application of principal components [95], reverse
nearest neighbor (RNN) search [117] and furthest first initialization.
The density based initialization [4] approach works as follows. Define Da as the
average pairwise distance among the set of patterns. For each pattern i, the density is
defined as the number of patterns that are within Da of i. The pattern with the highest
density is picked as the first initial center, and the remaining K centers are chosen by
decreasing density, as long as they are not within a pre-defined distance threshold (e.g.
Da) to any existing initial centers.
The approach introduced in [95] iteratively applies principal components to find K
initial centers hierarchically. Beginning with the whole set of data pattern xi as a single
cluster, map to the first principle direction yi. Partition the cluster into two sub-clusters C1
and C2 by putting patterns with yi ≤ y¯ in C1 and others in C2. Pick the sub-cluster which
has the largest within-cluster variance as the second cluster to be partitioned. Repeat until
K clusters are found.
The reverse nearest neighbor (RNN) search [117] approach sorts the data patterns by
decreasing order of the number of reverse nearest neighbors, defined as the set of patterns
whose nearest neighbor is the target pattern, and picks the first pattern and its RNNs as
an initial candidate and cluster. Repeat on remaining patterns until the list is empty. The
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final K centers are chosen from the candidates by a RFN criterion.
Initialization Methods and GAD. A good initialization can make the iterative clustering
converge faster; however, since GAD can save computation related to static centers and
some active centers at each iteration, GAD can always achieve speedup. Different initial-
izations may result in different initial activity percentage, thus have some impact on the
Speedup. (Note that the activity percentage is also impacted by other factors such as the
number of clusters, data dimensions, data type and the inherit data clustering structure.)
In this study, we do initialization using the widely used random partitions method in
our experiments. It is a future work to evaluate the impact of every initialization method
(there are over 12 methods described in [93]).
As shown in experiments of datasets with sizes vary from 30,000 to over one million,
GAD is faster than K-means. Even for using subsample, which can be used as either
an initialization method or an approximate method, we can also run GAD instead of
K-means on such subsample to still get speedup over K-means both on the subsample
itself and on the whole dataset in general.
4.7.3 Conclusion
We propose a General Activity Detection (GAD) framework for fast clustering. We show
that GAD is the general solution for activity detection based fast clustering. Two existing
algorithms GT and CGAUCD are special cases of the GAD framework.
Within the GAD framework, we propose exact algorithm E-GAD. It is several times
faster than K-Means and the best Speedup can be as high as 10 times. We can safely use
E-GAD instead of K-Means and GT, because E-GAD is faster, gets the same result, has
almost the same space complexity, and is easy to integrate other techniques. E-GAD is
also faster than CGAUCD.
With different assumptions and levels of approximation, we propose four approximate
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GAD algorithms: NS-AGAD, S-AGAD, I-AGAG and WB-AGAD. All of them are faster
than E-GAD. I-AGAD is easy to achieve Speedup and very high clustering quality. WB-
AGAD is the fastest and can achieve Speedup over E-GAD as high as 25 times within 98%
clustering quality.
For clustering with very large clusters, we demonstrate that within the GAD frame-
work, H-GAD and KD-GAD are better than their counterpart algorithms HKM and kd-tree
K-Means, both in speed and clustering quality.
Method RWFS is introduced to improve the quality of approximate clustering. We
can also integrate many other existing clustering quality improving methods, such as
Swapping and Clustering Ensemble, with GAD.
The most important aspect of GAD is that it provides the general solution to exploit
activity detection for fast clustering and our proposed algorithms within the framework
can achieve very high speed. Many other fast clustering strategies can be further speeded
up by GAD.
Future Works. There could be many future studies regarding how to extend GAD.
We discuss several extensions to the GAD framework, including Parallel GAD which
performs parallel GAD based clustering for extremely large datasets, Automatic K GAD
which automatically selects the best number of clusters, and Stream GAD which performs
fast GAD clustering on data stream. More specifically,
1. Parallel GAD. For extremely large datasets which do not fit in the memory, we
can extend GAD to parallel computing on distributed systems. Inherent to GAD
framework is intrinsic parallelism. The most intensive calculation is the distances
between patterns and centers. Evenly partition the dataset among processes while
the cluster centers are replicated. Save the nearest neighbors for each pattern at each
process and perform fast GAD clustering in parallel. Communicate the updated
centers and avoid the static centers to save the cost.
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2. Automatic decision of K for GAD. Perform automatic clusters number decision
within the GAD. Finding the best clusters number K∗ involves comparing the clus-
tering results of different number of clusters. The framework proposed in [82]
specifies a range in which K∗ reasonably lies and search for K∗ which scores best by
a criterion such as Bayesian Information Criterion (BIC). To make this more efficient
in the GAD, instead of performing independent clusterings for each clusters num-
ber, we utilize the nearest neighbors from last clustering and only update those are
impacted in splitting (or merging), thus speedup the clustering procedures.
3. Compute GAD in Stream. Extend GAD to fast clustering of data stream. Keep
the current activity states of the cluster centers, update the cluster centers when
new instances come. The nature of data stream makes the cluster centers frequently
updated, many centers will easily become active and thus limit the advantage of
using activity detection. So a suitable strategy is to adopt ε-Approximate Static
Center instead of Static Center to keep many centers approximately static.
4.8 Systematic Applications
This section describes two systematic applications of the GAD algorithm in our social
media demo systems, LikeMiner [49] and SocialSpamGuard [48].
4.8.1 LikeMiner
‘Like’ has recently become a very popular social function on the Internet. Many social
media websites, such as Facebook, Twitter, YouTube and Flickr, provide the like/favorite
button to allow users to express their like of the objects (such as text messages, comments,
webpages, photos and videos) posted either by personal users or companies and public
figures. Many traditional websites now also include the ‘like’ button, either as a plugin
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from social media websites or created by themselves, to help promote the webpages. Fig-
ure 4.26 shows the like/favorite buttons used by Facebook, YouTube, theAtlantic, Amazon
and Flickr.
Figure 4.26: The like/favorite button for Facebook, YouTube, theAtlantic, Amazon and
Flickr, respectively.
If a user clicks ‘like’ associated with an object, this directly indicates that s/he is
highly interested in the object. So the ‘like’ function provides a more accurate way of
estimating user interests than non-direct indicators, such as user-service interaction [121].
Additionally, in some social networks, e.g., Facebook, when a user clicks ‘like’ to an object,
such action will be immediately shared to his/her friends (under allowed privacy setting).
So the ‘like’ function also provides a useful and effective way of sharing or promoting
information in social media. Actually, sharing by ‘like’ may have higher influence because
people may pay more attention to the objects liked than simply shared by friends.
We proposed a system called LikeMiner to mine the power of ‘like’ in social me-
dia networks. As shown in Figure 4.28, the system architecture works as follows. (1)
Forming a network model for social media with likes. Figure 4.27 shows an example
of such network within Facebook. A user can post an object to his/her wall, or to any
company/public-figure pages s/he is a fan. Such object can be liked by his/her friends or
non-friends who are also fans of that page. A page can also post its own objects and those
interesting ones will be liked by its fans. (2) Extract the topic distribution for the objects,
both visual and textual. (3) Perform link mining based on the network structure and
the object topic distribution. (4) Web interface for browsing, keyword-based topic query
and interest-based recommendation, such as recommending product photos or company
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pages to users who may potentially like them.
Figure 4.27: A heterogeneous network model for social media with ‘like’ function, using
Facebook as an example. A blue bidirectional arrow is the friendship link. A red dashed
arrow is a like action, while a green arrow denotes a post action, annotated with the time
stamp when it was posted. The dashed blue line shows that the two photos are visually
similar.
Figure 4.28: LikeMiner System Architecture.
GAD was used in the Visual Topic Extraction component of the system. More specifi-
cally, we used GAD to perform large scale clustering of the photos for each feature space,
and treat each cluster as a visual topic. The topic distribution of a photo is based on the
similarity of the photo to each cluster center.
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4.8.2 SocialSpamGuard
Social media websites allow users to freely distribute and share information to friends.
Information can spread very fast and easily within the social media networks. Because of
this, such websites expose to various types of unwanted and malicious spammer or hacker
actions. There is a crucial need in the society and industry 1 for a security solution in social
media. Social media websites need to be clean for long term success. A company/brand
page on social media also needs to be clean to reduce the risk of damaging its reputation.
Virus links from the spams could lead to personal or business loss and damage.
There have been some studies on detecting spam emails [61, 125], spam messages
[91], spam images [16], spam video [11], web spam [112], spammers [71] [64] [111], etc.
However, one of the major challenges of spam detection in social media is that the spams
are usually in the form of photos and text, and in the context of large scale dynamic
social network. We need a comprehensive solution which can consider text, photos and
the social network features, and also be scalable and capable of performing real-time
detection.
We proposed SocialSpamGuard, a scalable and online social media spam detection
system based on data mining for social network security. The major advantages of the
proposed approach can be summarized as follows:
1. Automatically harvesting spam activities in social network by monitoring social
sensors with popular user bases;
2. Introducing both image and text content features and social network features to
indicate spam activities;
3. Integrating with our GAD clustering algorithm to handle large scale data;
4. Introducing a scalable active learning approach to identify existing spams with
1Defensio. http://defensio.com
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limited human efforts, and perform online active learning to detect spams in real-
time.
As shown in Figure 4.29, we model a typical social media network as a time-stamped
heterogeneous information network G = 〈V,E〉. V is the set of different types of nodes, such
as users (U), pages (P) and posts (Q) (including text description and/or images/videos
(I), with the time stamp). E denotes the set of links between nodes, for example, friend-
ship/following links between users, fan/favorite links between users and pages. Images
are indirectly-linked together by content similarity (dashed lines).
Figure 4.29: Heterogeneous Information Network for Social Media. A red face is a
spammer, a yellow smile face is a legitimate user, a yellow face turned to green color is
an infected user. The blue directed line is the friendship/following link. A red arrow is a
spam post, while a green arrow is a ham post.
Posting is one of the predominant user activities in social media. People spend a lot of
time in social media, such as Facebook/Twitter, on posting or checking the posts of friends
or favorite pages. The posts can be generally labeled as two categories: spam (unwanted,
irrelevant, promotional or harmful social posts) and ham (legitimate social posts). There
are three types of users: spammer, legitimate user and infected user. Infected user are
legitimate user who send spams after being infected by virus. Our goal is to identify the
83
spam posts sent from spammers and infected users.
As shown in Figure 4.30, the system architecture works as follows. In the first stage, we
collect historical social media data, extract both content (including text and images) and
social network features, perform active learning to build classification model and identify
spams. In the second stage, we monitor the real-time activity of the social network and
perform online active learning, make prediction and send alarms to clients about detected
spams, collect feedbacks from clients and update the model.
Figure 4.30: SocialSpamGuard System Architecture.
Active learning was the core algorithm to detect spams in this system. Because of the
huge number of posts, randomly sampling may not be a good choice due to the uneven
distribution and duplicate (or near duplicate) posts. To generate a smarter sample in the
active learning procedure, we used GAD to perform large scale clustering of the posts
into large number of clusters and make sampling from the clusters to increase diversity
and avoid duplicates.
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Chapter 5
Social Media for Prediction: A Unified
Regression Model that Integrates
Topic-based Clustering and User
Ranking
Social media content not only relate to each other, but also to outside phenomena and show
strong implication for prediction. In this section, by aggregating user content information,
we propose a unified model to integrate clustering, ranking and regression for prediction.
This work extends the content relation from within the domain to external domain, by
considering the relation between social media content objects and outside variables.
5.1 Introduction
Both governments and industries are interested in social trends. For example, politicians
use polling to measure their popularity for elections and to monitor public sentiment
to decide which position to take on social issues. Industry polls potential consumers
to understand product acceptance. Although it is an expensive undertaking to perform
polling, it is an investment that is critical for organizations both large and small to use for
resource allocation and planning.
Social media makes the ”The Wisdom of Crowds” [98] much easier to obtain, because it
provides a good platform to explore the global trends and sentiments that can be drawn by
analyzing the sharing patterns of uploaded and downloaded social media. For example,
each time a content object, such as a comment, image or video, is published or viewed,
it constitutes an implicit vote for (or against) the subject of the content. This vote carries
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along with it a rich set of associated data including time and (often) location information.
By aggregating such votes across millions of Internet users, we can capture the wisdom
that is embedded in social media sites for applications such as politics, economics, finance
and marketing.
Many work shows that the actions of individual Internet users, when properly pooled,
can indicate macro trends. There are studies using Search Engine queries for influenza
Internet surveillance [21], such as Google Trends [36], search advertisement click through
[31], Yahoo search queries [84] and health website access logs [52].
Study on user web access logs from the Healthlink Web site [51] showed that there is
a moderately strong correlation between the number of influenza-related article accesses
and the CDC surveillance data.
Gunther [31] showed that there is a correlation between the number of clicks on
keyword ”flu” or ”flu symptoms” triggered sponsored link in Google AdSense (appeared
for Canadian searchers only) with epidemiological data from the flu season 2004/2005 in
Canada.
Specifically in [36], Google search engine queries and data from the Centers for Disease
Control (CDC) are used to find 45 specific search terms that are related to the percentage
of influenze related physician visits. This model allows for monitoring influenza rates 1-2
weeks ahead of the CDC reports.
The problem of using general search engines is that the original query log is not publicly
available and the query trends may become noisy under the impact of news events. For
example, as soon as a new product is announced by a major technology company, blogs
will begin to report and speculate about the product.
Joshua and Ewan [77] used prediction markets and Twitter to predict a swine flu
pandemic. They ”explore the hypothesis that social media such as Twitter encodes the
belief of a large number of people about some concrete statement about the world”. Such
beliefs are aggregated using a Prediction Market specifically concerning the possibility of
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a Swine Flu Pandemic in 2009. They show that features extracted from Tweets can reduce
the error associated with modeling these beliefs. The approach outperforms baseline
methods based purely on time-series information from the Market.
Aron Culotta [22] studied how to detect influenza outbreaks by analyzing Twitter
messages. Over 500 million Twitter messages were analyzed from an eight month period.
The result showed that by tracking a small number of flu-related keywords, we are able
to forecast future influenza rates with high accuracy, with a 95% correlation with national
health statistics.
In this study, we propose a unified model to integrate clustering, ranking and re-
gression for prediction, with application for twitter based stock change prediction [88]
[14].
Figure 5.1: An example of tweet about stock FB (Facebook Inc) posted by the user Sarah
Frier on June 6.
For each tweet that is stock related, it is posted by some user, links to one or several
stocks, and contains a bag of words, describing the users’ opinions or information related
to the listed stocks. A tweet mentioning stock symbol FB (Facebook Inc) is shown in Fig.
5.1. Each tweet is talking some specific aspects about the stocks. By viewing each tweet
as a text document, we can use topics, i.e., a distribution over terms, to describe these
different aspects.
For the stock price prediction task, we are particularly interested in predicting the
daily stock price change percentage, which is denoted as y. An example of FB stock price
change from May 24th to June 7th is shown in Fig. 5.2, where the daily percentage change
is given in the bottom.
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Figure 5.2: A 10-day change of FB stock price.
5.2 Problem Definition
In this study, our goal is to utilize the public buzz about a given stock in twitter, to predict
the daily stock price change in terms of percentage. In order to predict the stock price
change of the next day, we first collect all the tweets about the given stock in the previous
day, and use features extracted from these tweets to predict the stock price by feeding
them to the trained model.
The basic assumptions of how tweets can influence the stock price include:
1. Clustering tweets into topics. Some topics have a positive impact of the stock price,
such as launching new product, while others have a negative impact of the stock
price, such as revue sliding. Therefore, these topics can be used as a good feature
set to predict the stock price.
2. Rank the tweets by user credibility. The credibility of the tweets diverges a lot, and
depends on the users’ credibility. Some of the users get more accurate information
or have more influences than others. Therefore, each tweet should be assigned with
different weights that are carrying the credibility score of their users.
3. Regression based on the overall topic distribution. The overall topic distribution
of the tweets shows a summarized opinion of the users, which provide a valuable
information for stock prediction.
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More importantly, the topics of the tweets and the credibility of the users in turn
should be guided and automatically learned by the prediction model. Without guidance,
there are numerous different ways to generate reasonable topics given a corpus of doc-
uments. However, topics generated unsupervisedly may not be discriminative enough
for a particular stock prediction task. Therefore, we need to use supervised topic model
to generate the topic space that is helpful. Similarly, the credibility of the user should
be learned by whether the user can always produce trustable and influential information
that leads to good predicting accuracy for a specific stock.
In all, our goal is to predict the stock price change, by building a supervised predict-
ing model that unifies (1) topic-based clustering for tweets, (2) credibility ranking for
tweets/users, and (3) stock price change prediction into a single probabilistic model.
A probabilistic model is proposed in Section 5.3, and a learning algorithm is proposed
in Section 5.4. From the algorithm, we can see that the three aspects of the model, namely
clustering, ranking and prediction, are mutually enhance each other. The topics achieved
by clustering is enhanced by correctly assigning the credibility score to each tweet and
user and a better regression model; the ranking of tweets and users in terms of credibility
is enhanced when a better clustering and regression result are achieved; and the regression
accuracy is further enhanced when the clustering and ranking are both good.
5.3 Unified Generative Model
In this section, we propose a unified generative model for our stock price prediction task.
The graphical model is shown in Figure 5.3, and the notations are summarized in Table
5.1.
For a given stock and given date (called a case), the stock price change rate is denoted
as y, which is an observed response variable in the range of real number R. We assume y is
sampled from a linear regression model, with residuals following Gaussian distribution.
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Figure 5.3: Graphical Model Representation of the Proposed Model.
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Table 5.1: Notation Summarization
Notation Meaning
i tweet/document index
Ni number of unique terms in document i
j unique term index
M number of tweets for the current stock
Md number of tweets in case d, and d is a date-company pair
V number of unique terms in vocabulary
K number of clusters/topics
zi j the topic label of term j of tweet i
c binary credibility for the tweet
S number of users/sources
s integer 0, 1, ..., S, user/source id
ηs probability parameter for Bernoulli distribution for user s
si the user id for document i
α a K-dimensional parameter vector for Dirichlet prior
β K × V matrix, βk is word distribution for topic k
λ K-dimensional coefficient vector associate with K topics
δ2 variance
 a 2-dimensional parameter vector for Beta prior
We collect all the tweets related to the given stock within a given time range. Suppose
there are K topics described as β1:K, and we have the Dirichlet parameter vector α for the
topic distribution, the parameters for the linear regression model λ and δ2, the user for
each tweet, and the gamma prior parameter vector  for Bernoulli distribution, then the
credibility scores for users, the tweets, and the response variables are generated in the
following way:
1. For each user s
(a) Draw credibility sore ηs| ∼ Beta().
2. For each tweet i
(a) Draw topic distribution θi|α ∼ Dir(α).
(b) For each term
i. Draw topic label zi j for term j by zi j|θi ∼Mult(θi).
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ii. Draw term w j by w j|zi j ∼Mult(βzi j).
(c) For the observed user s
i. Draw binary credibility score ci for the tweet by c|ηs ∼ Bernoulli(ηs)
3. Draw stock price change rate y|zi j, ci, λ, δ2 ∼ N(λT 1M
∑M
i=1 ciz¯i, δ2), where z¯i =
1
Ni
∑Ni
j=1 zi j.
The joint probability defined by Figure 5.3 can be formalized as:
p(w,y, z, θ, c, s, η|α, β, λ, δ2, )
=
S∏
s
p(ηs|)p(y|λT 1M
M∑
i
ciz¯i, δ2)
M∏
i
p(ci|ηsi)p(θi|α)
Ni∏
j
p(wi j|βzi j)p(zi j|θi) (5.1)
The goal is then to estimate all the parameters, α, β, λ, δ2, and  to maximize the joint
probability.
5.4 Learning Algorithm
5.4.1 Bounded Approximation
By Jenson’s inequality we can derive the lower bound of the data log-likelihood as,
L(w, y, s) ≥ Eq[log p(w, y, z, θ, c, s, η|α, β, λ, δ2, )] − Eq[log q(z, θ, c, η|γ, φ, pi, σ)]
If we consider the whole corpus of D cases, then the overall lower bound is
L(w,y, s) ≥
D∑
d
{
Eq[log p(w, y, z, θ, c, s, η|α, β, λ, δ2, )]−Eq[log q(z, θ, c, η|γ, φ, pi, σ)]
}
(5.2)
where q(z, θ, c, η|γ, φ, pi, σ) is the proposal distribution for the variational inference.
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In particular, we use the mean-field approximation to relax the dependency among
the latent variables, and define the proposal distribution as,
q(z, θ, c, η|γ, φ, pi, σ) =
S∏
s
q(ηs|σs)
M∏
i
q(ci|pii)q(θi|γi)
Ni∏
j
q(zi j|φi j) (5.3)
where q(η|σ) is Beta distribution Beta(σ0, σ1) (σ is a 2-dimensional vector for each source),
q(c|pi) is Bernoulli distribution, i.e., q(c = 1) = pi (pi is a real number for each document
between 0 and 1), q(θ|γ) is Dirichlet distribution Dir(γ) (γ is a k-dimensional for each
document), and q(z|φ) is Multinomial distribution Mul(φ) (φ is a k-dimensional vector for
each word in each document).
By expanding Eq (5.2) we get the following lower bound approximation:
L(w, y, s)
≥Eq[log p(y|λT 1M
M∑
i
ciz¯i, δ2)] +
S∑
s
Eq[log p(ηs|)]
+
M∑
i
Eq[log p(θi|α)] +
M∑
i
Eq[log p(ci|ηs(i))]
+
M∑
i
Ni∑
j
k∑
l
Eq[log p(wi j|βzi j=l)] +
M∑
i
Ni∑
j
k∑
l
Eq[log p(zi j = l|θi)]
−
S∑
s
Eq[log q(ηs|σs)] −
M∑
i
Eq[log q(ci|pii)]
−
M∑
i
Eq[log q(θi|γi)] −
M∑
i
Ni∑
j
k∑
l
Eq[log q(zi j = l|φi j)] (5.4)
The object of EM algorithm is to maximize the righthand side of Eq (5.4) with re-
spect to the variational parameters Θv = {γ, φ, pi, σ} (E-Step) and model parameters
Θm = {α, β, λ, δ2, } (M-Step).
The expectation terms can be calculated as follows,
93
Eq[log p(y|λT 1M
M∑
i
ciz¯i, δ2)]
= − 1
2
log δ2 − y
2
2δ2
+
y
δ2
λT(
1
M
M∑
i
pii
Ni
Ni∑
j
φi j)
− 1
2δ2M2
M∑
i
pii
N2i
λT
( Ni∑
j1
Ni∑
j2, j1
φi j1φ
T
i j2 +
Ni∑
j
Diag{φi j}
)
λ
− 1
2δ2M2
M∑
i1=1
M∑
i2,i1
pii1pii2
Ni1Ni2
λT
( Ni1∑
j1=1
Ni2∑
j2=1
φi1 j1φ
T
i2 j2
)
λ (5.5)
Eq[log p(θi|α)] = log Γ(
∑
l
αl) −
∑
l
log Γ(αl) +
∑
l
(αl − 1)[Ψ(γil) −Ψ(
∑
j
γi j)] (5.6)
where Γ(·) is the gamma function and Ψ(·) is the first order derivative of log gamma
function, which is equal to digamma/gamma.
Eq[log q(θi|γi)] = log Γ(
∑
l
γil) −
∑
l
log Γ(γil) +
∑
l
(γil − 1)[Ψ(γil) −Ψ(
∑
j
γi j)] (5.7)
Eq[log p(wi j|βzi j=l)] = φi jlwi j log βzi j=l,vi j (5.8)
where vi j means the jth word in ith document is word vi j in the vocabulary, zi j means the
corresponding topic assignment is zi j.
Eq[log p(zi j = l|θi)] = φi jl[Ψ(γil) −Ψ(
∑
e
γie)] (5.9)
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Eq[log q(zi j = l|φi j)] = φi jl logφi jl (5.10)
Eq[log p(ci = 1|ηs(i))] = pii[Ψ(σs(i)1) −Ψ(σs(i)0 + σs(i)1)] (5.11)
Eq[log p(ci = 0|ηs(i))] = (1 − pii)[Ψ(σs(i)0) −Ψ(σs(i)1 + σs(i)0)] (5.12)
Eq[log q(ci|pii)] = pii logpii + (1 − pii) log(1 − pii) (5.13)
Eq[log p(ηs|)] = log Γ(0 + 1) −
∑
j
log Γ( j) +
∑
j
( j − 1)[Ψ(σsj) −Ψ(
∑
e
σse)] (5.14)
Eq[log q(ηs|σs)] = log Γ(σs0 + σs1) −
∑
j
log Γ(σsj) +
∑
j
(σsj − 1)[Ψ(σsj) −Ψ(
∑
e
σse)] (5.15)
where s(i) means the source index for ith document.
With the above expectation terms, EM algorithm would just reduce to Maximization-
Maximization alternations with respect to Θv and Θm.
5.4.2 Parameters Estimation
E-step Parameters
This section shows how to estimate E-step parameters: Θv = {γ, φ, pi, σ}
Parameter γ
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Similar to LDA, we can derive the formula for updating parameter γ as:
γi j = α j +
Ni∑
e=1
φie j (5.16)
If we consider d ∈ D, the formula becomes:
γdij = α j +
Ndi∑
e=1
φdiej (5.17)
Parameter φ
Denote the object function related to φi j as L(φi j), and we can find it is only related to
Eq (5.8), (5.9), (5.10) and (5.5). Therefore, the first order derivative of L(φi j) with respect
to φi jl can be calculated as,
∂L(φi j)
∂φi jl
=wi j log βzi j=l,vi j + [Ψ(γil) −Ψ(
∑
e
γie)] − logφi jl − 1
+
ypii
δ2NiM
λl − pii2δ2N2i M2
[
2λT
Ni∑
k, j
φikλ + λ ◦ λ
]
l
− 2
2δ2M2
M∑
i2,i
piipii2
NiNi2
(
λT
Ni2∑
j2=1
φi2 j2λl
)
(5.18)
with respect to the constrain that φi jl ≥ 0 and ∑kl=1 φi jl = 1. ◦ means the position
multiply for vectors.
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As a result, the updating equation for φi jl is,
logφi jl
∝wi j log βzi j=l,vi j + Ψ(γil) +
ypii
δ2NiM
λl
− pii
2δ2N2i M
2
(
2(λT
Ni∑
k, j
φik)λl + λ2l
)
− 2
2δ2M2
M∑
i2,i
piipii2
NiNi2
(
λT
Ni2∑
j2=1
φi2 j2λl
)
(5.19)
where [·]l means the lth element in this vector.
Parameter pi
The first order derivative of L(pi) with respect to pi is,
∂L(pii)
∂pii
=[Ψ(σs(i)1) −Ψ(σs(i)0 + σs(i)1)] − [Ψ(σs(i)0) −Ψ(σs(i)1 + σs(i)0)]
− {logpii + 1 − log(1 − pii) − 1}
+
y
δ2
λT
1
M
1
Ni
Ni∑
j=1
φi j
− 1
2δ2M2
1
N2i
λT
( Ni∑
j1
Ni∑
j2, j1
φi j1φ
T
i j2 +
Ni∑
j
Diag{φi j}
)
λ
− 2
2δ2M2
M∑
i2,i
pii2
NiNi2
λT
( Ni∑
j1=1
Ni2∑
j2=1
φi j1φ
T
i2 j2
)
λ (5.20)
Set ∂L(pii)∂pii = 0, we get
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log
pii
1 − pii
=Ψ(σs(i)1) −Ψ(σs(i)0)
+
y
δ2MNi
λT
Ni∑
j=1
φi j
− 1
2δ2M2
1
N2i
λT
( Ni∑
j1
Ni∑
j2, j1
φi j1φ
T
i j2 +
Ni∑
j
Diag{φi j}
)
λ
− 1
δ2M2
M∑
i2,i
pii2
NiNi2
λT
( Ni∑
j1=1
Ni2∑
j2=1
φi j1φ
T
i2 j2
)
λ
= G (5.21)
The update formula for pii is
pii =
eG
1 + eG
(5.22)
Parameter σ
Following the description of A.3 in LDA paper, we can get the estimate for σ as,
σs0 =
D∑
d
Md∑
i
(1 − pidi)∆[s(di) = s] + 0 (5.23)
σs1 =
D∑
d
Md∑
i
pidi∆[s(di) = s] + 1 (5.24)
M-step Parameters
This section shows how to estimate M-step parameters: Θm = {α, β, λ, δ2, }.
Parameter α
We first derive the follow two formulas:
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∂L(αi)
∂αi
=
M∑
j=1
{
Ψ(
K∑
l
αl) −Ψ(αi) + Ψ(γ ji) −Ψ(
K∑
l=1
γ jl)
}
= M[Ψ(
K∑
l
αl) −Ψ(αi)] +
M∑
j=1
[Ψ(γ ji) −Ψ(
K∑
l=1
γ jl)] (5.25)
∂L(α)
∂αl∂αm
= MΨ′(
∑
e
αe) − δ(l,m)MΨ′(αl) (5.26)
If we consider d ∈ D, they become:
∂L(α j)
∂α j
=
D∑
d=1
Md∑
i=1
{
Ψ(
K∑
l
αl) −Ψ(α j) + Ψ(γdij) −Ψ(
K∑
l=1
γdil)
}
=
D∑
d=1
Md[Ψ(
K∑
l
αl) −Ψ(α j)] +
D∑
d=1
Md∑
i=1
[Ψ(γdij) −Ψ(
K∑
l=1
γdil)] (5.27)
∂L(α)
∂αl∂αm
=
D∑
d=1
Md
{
Ψ′(
∑
e
αe) − δ(l,m)Ψ′(αl)
}
(5.28)
Use the linear-time Newton-Raphson algorithm described in LDA to compute the
values.
Parameter β
Similar to LDA, we can derive the formula as:
βlv ∝
∑
i
∑
j
φi jlwvij (5.29)
If we consider d ∈ D, it becomes:
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βlv ∝
D∑
d
Md∑
i
Ndi∑
j
φdijlwvdij (5.30)
where wvij is the count for word v.
Based on the above relation, β can be computed as
βlv =
∑
i
∑
j φi jlwvij∑
i
∑
j
∑
v φi jlwvij
(5.31)
If consider d ∈ D, it becomes:
βlv =
∑
d
∑
i
∑
j φdijlwvdij∑
d
∑
i
∑
j
∑
v φdijlwvdij
(5.32)
Parameter λ
Denote the object function related to λ as L(λ), which only associates with Eq (5.5),
L(λ)
=
∑
d
{yd
δ2
λT(
1
Md
Md∑
i
pidi
Ndi
Ndi∑
j
φdij)
−
Md∑
i
pidi
2δ2N2diM
2
d
λT
( Ndi∑
j
Ndi∑
k, j
φdijφ
T
dik +
Ndi∑
j
Diag{φdij}
)
λ
− 1
2δ2M2d
Md∑
i1=1
Md∑
i2,i1
pidi1pidi2
Ndi1Ndi2
λT
( Ndi1∑
j1=1
Ndi2∑
j2=1
φdi1dj1φ
T
di2dj2
)
λ} (5.33)
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And the first order derivative of L(λ) with respect to λ is,
∂L(λ)
∂λ
=
∑
d
{ yd
δ2Md
(
Md∑
i
pidi
Ndi
Ndi∑
j
φdij) −
Md∑
i
pidi
δ2N2diM
2
d
( Ndi∑
j
Ndi∑
k, j
φdijφ
T
dik +
Ndi∑
j
Diag{φdij}
)
λ}
−
∑
d
2
2δ2M2d
Md∑
ii=1
Md∑
i2,i1
pidi1pidi2
Ndi1Ndi2
( Ndi1∑
j1=1
Ndi2∑
j2=1
φdi1dj1φ
T
di2dj2
)
λ (5.34)
By setting Eq (5.34) to be zero, we get,
λ˜
=
[∑
d
yd
δ2Md
(
Md∑
i
pidi
Ndi
Ndi∑
j
φdij)
]
[∑
d
Md∑
i
pidi
δ2N2diM
2
d
( Ndi∑
j
Ndi∑
k, j
φdijφ
T
dik +
Ndi∑
j
Diag{φdij}
)
+
∑
d
2
2δ2M2d
Md∑
ii=1
Md∑
i2,i1
pidi1pidi2
Ndi1Ndi2
( Ndi1∑
j1=1
Ndi2∑
j2=1
φdi1dj1φ
T
di2dj2
)]−1
(5.35)
Parameter δ2
The first order derivative of L(δ2) with respect to δ2 is,
∂L
∂δ2
= − 1
2δ2
+
y2
2(δ2)2
− y
(δ2)2
λT(
1
M
M∑
i
pii
Ni
Ni∑
j
φi j)
+
1
2(δ2)2M2
M∑
i
pii
N2i
λT
( Ni∑
j1
Ni∑
j2, j1
φi j1φ
T
i j2 +
Ni∑
j
Diag{φi j}
)
λ
+
1
2(δ2)2M2
M∑
i1=1
M∑
i2,i1
pii1pii2
Ni1Ni2
λT
( Ni1∑
j1=1
Ni2∑
j2=1
φi1 j1φ
T
i2 j2
)
λ (5.36)
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Let ∂L∂δ2 = 0, we get the update formula as
δ2
=y2 − 2yλT( 1
M
M∑
i
pii
Ni
Ni∑
j
φi j)
+
1
M2
M∑
i
pii
N2i
λT
( Ni∑
j1
Ni∑
j2, j1
φi j1φ
T
i j2 +
Ni∑
j
Diag{φi j}
)
λ
+
1
M2
M∑
i1=1
M∑
i2,i1
pii1pii2
Ni1Ni2
λT
( Ni1∑
j1=1
Ni2∑
j2=1
φi1 j1φ
T
i2 j2
)
λ (5.37)
Parameter 
Related to LDA, the estimation for  can be based on,
∂L()
∂l
= S[Ψ(
∑
e
e) −Ψ(l)] +
S∑
s
[Ψ(σsl) −Ψ(
∑
e
σse)] (5.38)
∂L()
∂l∂m
= SΨ′(
∑
e
e) − δ(l,m)SΨ′(l) (5.39)
And then we use the Newton-Raphson algorithm to update the values.
5.5 Prediction
In prediction phase, since we don’t know the y label beforehand, we can only depend
on the observed document content w to infer the topic distribution and then make the
prediction.
More specifically, we would modify Eq (5.10) to be,
logφnewi jl ∝
{
wi j log βzi j=l,vi j + Ψ(γ
new
il )
}
(5.40)
The inference procedure for γnewi is the same as we did in the training phase. Then the
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prediction can be calculated as,
E[Y|w, α, β, λ, δ2, ] ≈ λT 1
M
M∑
i
pii
Ni
Ni∑
j
φnewi j (5.41)
where pii can be computed as
pii =

σs(i)1
σs(i)0+σs(i)1
if s(i) exists in training set
1
0+1
otherwise
(5.42)
5.6 Experiment
In this section, we present experiment results of our model and compare with baselines.
5.6.1 Dataset and Preprocessing
Our dataset contains two parts: one is the Twitter social media data and the other is stock
price data. The twitter data was downloaded from Twitter API (http://www.twitter.com)
from February 27, 2012 to June 1, 2012 (96 days). The daily stock price data during the
same period for all the companies (around 6000) in NYSE, NASDAQ and AMEX was
downloaded from Yahoo Finance (http://finance.yahoo.com).
We obtained real-time twitter data for those stock companies. There are over 2 million
tweets in our dataset that mention the stock company symbols (defined by the corre-
sponding stock exchange market), such as $AAPL for Apple and $GOOG for Google.
We use the stock price change percentage of each company at each day as the response
variable for prediction and the set of tweets about the company (which means the tweets
contain the company symbol) to learn the model.
We filtered out tweets that are retweeting of other people’s tweet and focus on original
opinions. In order to achieve this goal, we use some text analysis rules, such as ignore
tweets that begin with ”RT”.
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5.6.2 Performance Result
This section presents prediction result of our model, and meanwhile, shows the topic-
based clusters and user ranking result.
Prediction Performance
We evaluate the prediction performance of the compared algorithms by two measures:
Direction-Accuracy and RMSE. The last 10 days in the dataset are used as testing set and
previous days as training set.
Direction-Accuracy tells the percentage of predictions that match correctly with the
stock change direction (either increase or decrease). In order to compute this score, we
map the output of our model to either increase or decrease based on the sign of the
prediction.
Since Direction-Accuracy essentially measures performance on classification, we com-
pare our model with popular classification algorithms, including SVM, Naive Bayes,
RIPPER (a rule-based learning algorithm) and Decision Tree. For SVM, we tried three
major kernels: linear, polynomial and radial basis function (RBF). Their performance are
similar, but RBF kernel is the best. So we only report result for RBF-SVM. Following
traditional approaches that use news to predict stock, we represent the tweets as space
vector on the terms, each dimension is the term frequency over the set of tweets for each
case. Then use the space vector to feed to the four baseline algorithms for training.
Figure 5.4 shows the accuracy of the algorithms. Transitional wisdom about stock
market prediction is that stock price change is too random to be predictable and it is very
hard for any model to achieve better than 50% accuracy. Our result on the traditional
approaches show that with the help of social media data, the algorithms can achieve
better than 50% prediction accuracy, but still lower than 60%. CRR is the proposed model
in this work, and CRRnoR is a simplified version that ignore user ranking. We can see
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that user ranking play an important role in the market direction prediction task. Our
proposed model can make prediction that is much better than baseline algorithms with
over 66% direction-accuracy. The reason is that our model can capture topic clusters and
user credit ranking in an integrated way that can help extract more useful information for
prediction.
Traditional approaches work on the terms dimension; however, users can express sim-
ilar idea with different terms. For example, if a user feels a stock will increase tomorrow,
different terms, such as ”buy”, ”long”, ”bullish” can be used to express such opinion. If
we can perform topic-based clustering of the tweets, we will be able to know the per-
centage of users that talk about this topic, and learn prediction model based on the topic
level, instead of the term level. Social media data is big but so noisy, some users may have
higher creditability than others. If we can perform user ranking to give more weight to
higher ranking users in our model, better performance can be achieved.
Figure 5.4: Accuracy of the algorithms
RMSE (Root-Mean-Square Error) measures how closely a regression model can predict
the value of stock change percentage. Since exact price change percentage is too volatile
to predict, we partition it into 5 ordered levels: -2:(−∞, -0.05] , -1:(-0.05, 0), 0, -1:(0, 0.05),
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2:[0.05, ∞). More than 5% change in stock market is generally treated as a big change,
so we believe this ordered level is meaningful. We compare our model to two popular
regression algorithms: SVM regression (SMOreg) and linear regression (LinerReg). Figure
5.5 shows the RMSE of the algorithms. The result shows that our model achieves lower
error rate than existing algorithms.
Figure 5.5: RMSE of the algorithms
Topic-based Clusters
Table 5.2 shows top 2 clusters that has the highest absolute λ value and their top rank-
ing topic terms. Cluster 1 has the highest negative λ value, which means this topic is
negatively correlated with the target variable, i.e., the stock change. Cluster 2 has the
highest positive λ value, most terms in this group are positive about stocks. We can see
that our model can automatically discover such discriminative groups that can be used
for prediction.
User Ranking
Table 5.3 shows the top ranked twitter users. We can see that the ranking result makes a
lot of sense, because most top ranked users are professional stock traders.
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Table 5.2: Top topic clusters with top ranked topic terms.
Cluster 1 Cluster 2
down bullish
bearish buy
sold up
sell long
drops bull
short higher
bad buying
lower holding
loss growth
bottom love
bear profit
fall hold
fuck breakout
falling bot
downgraded puts
worst high
damn bounce
5.7 Conclusion and Future Work
Social media data can become very valuable when we are able to extract implication from
them for real case problem. Our work of using social media for stock market prediction is
an great example. In this work, we proposed a unified generative framework to integrate
topic-based clustering, user ranking and regression for the task of prediction based on
user content information. The advantage of our model is that it can simultaneously output
cluster of terms that form topic groups that are discriminative for prediction, ranking of
user credibility and achieve better prediction performance.
We have conducted experiment on three months of twitter data and the corresponding
daily stock data of all companies listed on the three major stock exchange markets (NYSE,
NASDAQ and AMEX) in USA. Experiment result shows that our model can achieve over
66% direction-accuracy which is much better than traditional learning methods, and lower
regression error rate compared with popular regression algorithms. Our result show that
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Table 5.3: Top ranked users. The description is extracted from the public user profile
information on Twitter in June 2012. Note that the copyright of each description belongs
to the corresponding Twitter user.
Twitter Username Description
InvestorEntryPt Tackling the stock market one great trade at a time.
Technical Swing Trader
joey volpe Wharton/U of Pennsylvania Alum, Technology/Stocks/Space
Enthusiast (Business Opinion Account).
HCPG Active traders with focus on commodities and tech
apppro1 LONG-term INVESTOR looking for ways to build our Nation
downtowntrader Active Trader blogging on my site, downtowntrader.com.
frequent contributor to Investopedia.com and chartadvisor.com.
PrimoPennies Penny Stock and Options Alerts. www.primopennies.us
RockyBIP Biotech trader. Founder, The Biotech Investment Paradigm.
SchtickyTrader I like to schtick to the long side and swing my schtick
when the feeling’s right.
tradefast Corporate Chief Investment Officer with 26+ yrs of professional
money management experience with
major hedge funds & financial institutions
sharkfoot Franchise Player. I trade.
thewiseman Day trader
iequityresearch Founded by Western Expats working and living around the
World. Impartial & Independent ADR research is
what we are all about.
KlickStocks Posting & following specific, measurable stock picks
mstrades engineer, entrepreneur & stock trader. Main strategies are to
short overbought stocks and buy technical breakouts/bounces.
Target: $10k to $1 mill in 10 years
while traditional wisdom usually think stock is not predictable, however, with the help of
our technology to analyze the implication of user generated content information in social
media, we are in better position than before when trying to make decision no the risky
stock market.
Future Work The proposed model can be extended in different ways, for example:
(1) Extend the current model to consider external features, such as, company features
(market cap, EPS, number of shares, price per share, P/E ratio, etc.) and historical prices &
volumes. This can be easily achieved by adding additional features to the regression part
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of the formula to extend the dimension of parameter λ. (2) Extend the model to consider
company network. Companies in the same industry section, or competitors, are likely
to show correlations (could be either positive or negative) between their stock prices.
By considering such learned and domain knowledge of the company relationships, we
can introduce a regulation factor based on such relation to enhance our model for better
performance.
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Chapter 6
Summary
Social media websites allow users to create and upload user-generated content and pro-
vides convenient ways to let them interact and collaborate with each other, in contrast
to Web 1.0 websites where users are limited to the passive viewing of content that was
created for them. Examples of social media websites include social networks (Facebook,
LinkedIn, MySpace), blogs (Blogger) and microblogs (Twitter), wikis (Wikipedia), forums,
reviews and opinions (Digg), social tagging (or social bookmarking) (Delicious), multime-
dia sharing (Flickr and YouTube), Social News, prediction markets, virtual worlds, online
chatting (AIM, MSN, GTalk, QQ) and social online games. The phenomenal success of
social media sites, such as Facebook, Twitter, LinkedIn, Flickr and YouTube, not only
revolutionized the way people communicate and think, but also revolutionized the way
how corporations do business.
In this thesis, I advance the data mining technique to mine the large scale user generated
content in social media to explore the hidden relations and implications. Such analysis
can be very useful for business, government, as well as individuals.
One basic problem for content relation mining is how to compute content similarity
in the social media setting. Content similarity computation is very important for many
reasons, for example, grouping together similar content can help better aggregate trends
of topics for prediction, identifying similar content objects can help recommendation in
social media. We propose an efficient approach called MoK-SimRank to significantly
improve the speed of SimRank, which utilizes the network structure, and introduce its
extension HMok-SimRank to work on weighted heterogeneous information networks in
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social media. Then we propose algorithm IWSL to provide a novel way of integrating
both link and content information. IWSL performs content and link reinforcement style
learning with either global or local feature weight learning.
Given any similarity measure, data clustering can partition similar content objects into
groups and provide a compact representation of the content relations. One big challenge
for clustering such content objects in social media is the large scale data. To deal with
the problem, we propose a GAD (General Activity Detection) framework to fully explore
the power of activity detection for clustering. We design a set of algorithms within this
framework for fast clustering in different scenarios. The most important contribution of
our work is that GAD is the general solution to exploit activity detection for fast clustering
and our algorithms within the framework can achieve very high speed.
Relation between the IWSL and GAD. IWSL can be used to learning better feature weight-
ing with the help of link information. Then we can use the weighted feature vector for
GAD clustering, which could potentially achieve better clustering quality.
Social media content not only relate to each other, but also to outside phenomena
and show strong implication with prediction power. For example, both governments
and industries are interested in social trends, and users’ tweets about the companies also
imply their opinions and could be used for stock price change prediction. By aggregating
user content information, we developed a unified model to integrate clustering, ranking
and regression for prediction.
Relation between network based content similarity and the soical media based prediction frame-
work. In order to improve the prediction framework, as in the stock prediction case, one
extension is to consider the relation between companies. Such relation can be automati-
cally obtained by using the network based content similarity computation method.
Relation between GAD and the prediction framework. While we have used topic-based
clustering in our framework, due to the popularity of topic modeling based approach for
text analysis, it is also possible to extend GAD to be supervised by outside variable for
111
guided clustering, then GAD could also be used in our framework.
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