This paper presents WALLACE, a new framework of deep convolutional neural networks, which perform ConvNet's pyramidal feature hierarchy for weakly supervised learning. Most prior works rely on the image pyramid or network ensemble, which is both complicated and usually expensive. Instead, WALLACE is a more simple single-stage network that can predict objects present and location in an image without multiple rescale. Our model is trained efficiently using only global image-level labels, and it could generate meaningful multi-scale semantic feature maps by only one evaluation. Furthermore, a novel constrain-to-highlight loss is proposed to balances region selection among hierarchical feature maps, which additional improve model performance. Extensive experiments on object classification and weakly supervised pointwise object localization show that WALLACE achieves state-of-the-art results on the VOC 2007 and VOC 2012 benchmark without bells and whistles.
I. INTRODUCTION
In recent years, Convolutional Neural Networks (CNN) have emerged as the new state-of-the-art learning framework for various visual recognition tasks, e.g., image classification [2] - [5] , image segmentation [6] , object localization [7] , and object detection [1] , [8] , [9] . Nevertheless, for object detection or localization, regular fully supervised training requires the object location or size annotations which demands a lot of workforces and material resources. To reduce these cost of data annotation, some attempts [10] - [15] of Weakly Supervised Learning(WSL) of CNNs come up.
These current works extend the capability of CNNs in WSL where only global image-level labels indicating the presence or absence of objects are required. However, all of these The associate editor coordinating the review of this manuscript and approving it for publication was Yan-Jun Liu. models use image pyramids or network ensemble to compute a multi-scale feature representation (as shown in Figure 1 ). While accurate, they have been too computationally intensive for multiple scales evidence and, even using only imagelevel labels, too slow for real-time applications. For example, in [10] , [11] , [14] , no matter in training or inference progress, an input image is rescaled by six or seven times which produce multiple different sizes images as input for the corresponding model. Notably during the test, multiplying the number of input data means proportionately increasing the application's running time.
In this paper, we propose a new framework for WeAkly supervised Learning of deep convolutionaL neural networks with multi-scAle evidenCE (WALLACE), which is illustrated in Figure 2 . The deep convolutional neural network calculates the feature hierarchy segment by segment, and through the sub-sampling layer, the feature hierarchy has a consistent multi-scale pyramid shape. Benefited from fast region feature exploit the inherent multi-scale, pyramidal hierarchy of CNNs to construct feature pyramids by lateral connections. FPN is a top-down architecture for building high-level semantic feature maps at all scales. (d) Generating predictions from feature maps of different scales. On the left is the structure used by the SSD [1] , and on the right is the structure used by our WALLACE. The structure changes compared to SSD because the model does not have fully ground-truth on each feature layer, only a global weak label. computation by convolutional sharing, our model does not resample pixels or features for the whole image and is as effective as approaches that do. In addition to the pyramid multi-scale features layers, we introduce a global multiscale pooling to extract highlight regions from these features layers. These pooling compositions are modified from WELDON [11] , see concatenate weakly-supervised prediction module part in the model section for details. We call this setting weakly-supervised because the localization step only exploits global labels rather than bounding box annotation in fully supervised learning.
There are two main differences between our model and the existing work of WSL. First, whether in the training or inference phase, the image needs to be resized only once instead of multiple times before input to the model. Secondly, we use WSL to extract various scale features by a single-shot within the feature pyramid method. By contrast, through one evaluation, the current WSL methods usually only get one singlescale feature.
Considering the entire prediction pipeline is a single network, WALLACE can be optimized end-to-end directly by the classification label; moreover, our model can not only predict class probabilities directly but also get the classdepended feature heat map indirectly from full images in one evaluation. Based on these feature heat maps, we can implement accurate WSL object localization. Regarding training, the network first initialized from pre-trained features trained on ImageNet, and then fine-tune the parameters on the target dataset. In recent years, the application of domain adaptation [16] , [17] and transfer learning [4] in the computer vision domain proves that this is an effective weight initialization method. In terms of objective functions, except for classification loss, WALLACE further applies a constrain-to-highlight loss to balance the selection of the region in the pyramid features layers.
We also present a thorough evaluation of the WALLACE in VOC 2007 and VOC 2012 datasets for image classification and weakly supervised localization. Without bells and whistles, the experiments show that WALLACE outperforms other state-of-the-art WSL ConvNets which are more complex. In particular, to our knowledge, this is the first work that has successfully used ConvNets pyramidal feature hierarchy for weakly supervised learning to improve classification and localization performance. Through empirical analysis, we will show that the pyramidal feature hierarchy can make effective use of multiscale evidence in the weakly supervised learning process while image pyramid or network ensemble methods fail.
II. RELATED WORKS AND CONTRIBUTIONS
Most of the current methods for various visual recognition tasks adapt fully supervised learning which relies on training datasets containing lots of richly annotated images. Generally, these fully supervised data can make the learning process more efficient in various neural networks [18] - [21] . Such as in visual recognition tasks, to prepare these fully supervised learning tasks, the training example must consist of two parts: an image instance including the multiple objects, and a label showing the robust supervision information. In image classification, the label indicates the object list of objects of an image; in regression (object detection or localization), the label is a real-valued response corresponding to the location or scale of the objects, which requires detailed image annotation. These labels both need to be manually marked; however the latter is much more complicated than the former, which means that it is imperative to reduce the cost of image annotation for regression tasks on the big dataset.
Weakly supervised methods have emerged to solve various image prediction tasks [22] . Explicitly, they rely only on the simple annotation of classification to achieve regression without any requirement of regression labels like width, height, position coordinates, and more. Most weakly supervised FIGURE 2. WALLACE architecture. It is based on Inception-ResNet-v2 (orange module in the lower left corner) to extract different scale features from whole images. In the multi-scale feature extraction network, Layer A , Layer B , and Layer C in the figure respectively represent the output of the last layer of Inception-resnet-A to C in Inception-ResNet-v2. These features from the base network are transformed into specialized features (the blue module named S, M and L which represent Feature S , Feature M and Feature L ) that are more adaptive to the target dataset through convolutional adaptation layers (W A , W B , and W C denote the corresponding convolution parameters). Feature maps are then calculated separately to generate class-specific heat maps that can be pooled to get a single probability for each class, using a new spatial collection module.
networks [10] , [11] , [14] , [15] , [23] - [25] exploit the Fully Convolutional Networks (FCNs) to efficiently scan the whole image for spatial information during training, which is based on a sliding window scheme. In order to induce some scale-invariance in the network, these works either fed resized images by different scale factors [10] , [11] , [14] ( Figure 1a ) or accept multiple scales images to replicated models together [13] , [15] , [25] (Figure 1b ). These allow the network to see objects in the image at several scales. However, the former leads to low training efficiency, and the latter leads to increased model complexity. In a fully supervised object detection algorithm, some work, such as SSD [1] (Figure 1d left) and FPN [26] (Figure 1c ), can reuse the multi-scale feature maps from different layers computed in the end-to-end forward pass. Nevertheless, those models need individual regression labels at each scale, which is not available in the weakly supervisory learning process. In this paper, we propose a different weakly supervised learning procedure, which is based on the single-shot multi-scale scheme.
The main contributions of our work are summarized as follows.
1) We introduce a novel weakly supervised learning architecture coupled with several feature layers to the end of a base network for learning multi-scale localized features. As far as we know, it is the first work to make use of ConvNets pyramidal feature hierarchy for endto-end weakly supervised learning. 2) Using a design similar to FCNs, we have transformed a series of convolutional adaptation layers which could accommodate the capacity of Inception-ResNet-v2 to maintain multi-scale spatial information in our WSL context. Meanwhile, we generate highlight regions from different convolutional adaptation layers by a global multi-scale pooling based on the single-shot scheme. 3) We propose a novel constrain-to-highlight loss that alleviates the problem of imbalance highlight regions selection among different feature maps at training time. 4) We perform an extensive experimental analysis of the network's classification and point-wise localization performance on the Pascal VOC 2007 and the Pascal VOC 2012 datasets, which find that our weaklysupervised network achieves state-of-the-art results on both datasets.
III. WALLACE MODEL
Our approach is inspired by SSD [1] which produces a collection of multi-scale bounding boxes and scores for the presence of object class using a single deep neural network. Correspondingly, WALLACE adopts a similar structure, and the complete model has split into two parts: a multi-scale feature extraction network and a prediction network, as illustrated in Figure 2 . The multi-scale feature extraction net purpose is to discretize the feature space and extract the pyramidal feature from each different scale region in the image, while the prediction network outputs a fix-size output based on the multi-scale feature for the entire image. We now delve into each of these two parts.
A. MULTI-SCALE FEATURE EXTRACTION NETWORK DESIGN
The multi-scale feature extraction network is designed to hierarchically computing a set of pyramidal representations for various scale regions of the input image in only one single-shot.
We use the Inception-ResNet-v2 [5] as the base network. In Inception-ResNet-v2 schema, there are three modules named Inception-resnet-A, Inception-resnet-B and Inceptionresnet-C. The last layer (named Layer A , Layer B and Layer C respectively) of these modules decreases in size progressively from A to C. We first remove the last global average pooling and fully connected layers from the base network and then add convolutional feature layers to the end of Inceptionresnet-A to C modules respectively. These multi-scale feature extraction component can produce pyramidal feature layer by layer (cf. [10] , [11] and [14] that extract features from a single layer), which will support WSL transfer at multiple scales in the followed prediction network.
B. PREDICTION NETWORK DESIGN
We expect the resolution of the prediction network design to be a key component for WALLACE: to preserve the spatial information at all scale levels throughout the network; and to make the best use of multi-scale feature maps obtained by the previous components to achieve accurate classification prediction.
1) CONVOLUTIONAL ADAPTATION LAYERS
The prediction network parallelly connects on the Layer
which is a set of feature maps computed by the multi-scale feature extraction network. When the size of the input image is 513 × 513, n A = 61, n B = 30, n C = 14 and d A = 320, d B = 1088, d C = 2080.
For each feature layer of size n × n with d channels where n ∈ {n A , n B , n C } and d ∈ {d A , d B , d C }, the transfer parameters of a latent adaptation is a 3 × 3 × d filter that produces new feature maps. Convolutional adaptation module could have more than one layers. The output of this module is a n × n × d feature map. For each scale, every neuron in the feature map represents a specified region in different size of the input image. As shown in Figure 2 , Feature S , Feature M , and Feature L are the last layers of the convolutional adaptation module. Compared to the feature layer in the base network, these specialized features are more adaptive to the target dataset. In the original base network, different feature layers are connected in series. Along with this configuration, since the gradient is computed layer by layer, the explanations of the different levels of the features are mutually restrained. Correspondingly, the successive adapted feature layers are connected in parallel and can expose features on different scales independently.
2) CONCATENATE WEAKLY-SUPERVISED PREDICTION MODULE
For a convolutional adaptation layer of size n × n with d channels, the primary element for predicting parameters of a potential location is a 3 × 3 × d small kernel that produces a score for a category. At each of the (i, j) positions where the kernel is applied, it produces an output value in a specific heatmap layer. Specifically, as shown in Figure 2 , for
where C is the number of classes for multi-class classification and R is the number of class-wise heat map.
For a given image x and a class c, let f
q,c,r (x) represent the neural activation at spatial position (i, j) in the r-th layer of Mutimap q . Then, to combine R maps for all classes independently, we make a class-wise average pooling described in Equation 1. This operation makes the Mutimap q transformed from n q × n q × R · C to n q × n q × C, where C is the number of classes for multi-class classification and the transformed output is named Heatmap q (as shown in Figure 2 ).
Based on recent MIL [11] , [27] , we propose a global multiscale pooling to extend the collection of multiple high scoring regions from single heat map to multi-scale heat maps. Formally, h (i,j) q,c ∈ {0, 1} is a binary variable denoting the choice of the (i, j) region from the class-wise average pooling output, and F (i,j) q,c (x) is the score of the (i, j) region on Heatmap q for a given class c. For q ∈ {S, M , L}, we propose the following aggregation strategy s c (·), which picks the k q highest score regions from Heatmap q separately and sum them as follows:
where h = {h (i,j) q,c }, i, j ∈ {1; n} and R q,c means Heatmap q for a given class c ∈ {1; C}.
C. MULTI-SCALE EVIDENCE INTUITION
When using fully convolutional architecture as feature extractors, the most straightforward option is to rescale the input image in a different size, followed by a separate individual training step to produce the final extract. This architecture has general robustness against scale for classification. However, we observed an inefficient phenomenon in [10] , multi-scale training improves the classification mAP of COCO dataset by only 1%, but at test time provides an additional 3% increase. A reasonable intuition is that in the training phase the potential predicted location may be incorrect when the object appears at the wrong scale. The network weight updates from incorrectly localized objects have an actual adverse effect on the results in practice. In contrast, the model proposed in this section only requires that the corresponding features of the object appear in one of the scale, rather than every size. As a result, it effectively uses the multi-scale evidence at the feature hierarchy to effectively break through these limitations.
IV. TRAINING AND INFERENCE A. TRAINING OBJECTIVE
The WALLACE training objective is derived from the multiple object categories but is extended to balance regions selection among hierarchical feature maps. Specifically, the complete training objective L consists L cross-entropy and L constrain . In the training phase, we add them directly:
1) CROSS ENTROPY LOSS
We defined the ground-truth label as y = {y 1 , y 2 , . . . , y C }, where y c = {0, 1} indicates whether the object of label c present in the image or not. The whole network is trained using the multi-class cross-entropy loss as follows:
where s c is the classification scores given by Equation 2. Like [10] , we adopt the multi-class cross-entropy loss to measure the probability error in multiple object categories in which each one is independent. When training WALLACE, the gradients are backpropagated through the pooling layer only within the selected regions and all other gradients being dropped. These region combinations are essential for backpropagation to learn correctly localized features without any spatial supervision.
2) CONSTRAIN-TO-HIGHLIGHT LOSS
The high-level idea of the constrain-to-highlight loss is to penalize the neural network for generating heat maps that are uncertainty for the object spatial information in the input image. In other words, it encourages the network to learn to generate heat maps that match up with object highlight region. Thus, inspired by information entropy, we define constrain-to-highlight loss L constrain . First, we normalize all the F (i,j) q,c (x) in R q,c :
Then we assume that the normalized F (i,j) q,c (x) is a probability distribution and then apply the formula of information entropy on F
q,c (x)):
H q,c F q,c (x) = − (i,j)∈R q,c P (i,j) (x) log P (i,j) (x). (7) As the definition in information theory, entropy refers to a measure of disorder or uncertainty. Therefore, in the Formula 7, the larger the value of H q,c (F (i,j) q,c (x)), the higher the uncertainty of the highlight of the corresponding object on the heat map. Finally, we normalize H q,c (F (i,j) q,c (x)) to [0, 1]:
where n q is the size of Heatmap q . For each input image, the computation of constrain-to-highlight loss is as follows:
This composition achieves the desired effect since it helps the network output to coincide with a highlight region of the object in the input image, which would help to produce a heat map that respects the approximate location where the object appears.
B. TRAINING PHASE
WALLACE takes Inception-ResNet-v2 [5] as the feature extraction backbone. The part of the backbone is pre-trained on ImageNet [28] first and then fine-tuning with the optimizer that implements the Adam algorithm [29] with target dataset image-level labels only. We propose here a two-step learning procedure. In the first training phase, all parameters of the multi-scale feature extraction network are frozen. All other parameters are initialized randomly and trained on the corresponding data set. In the second training phase, starting with convolutional adaptation module initialized from the first phase, a finetuning of all WALLACE parameters is performed. There are 20 epochs in the first phase and 12 in the second. Our learning rate schedule is as follows: The initial learning rate of the first training phase is 0.0005, and it is decreased by a factor of 2 every four epoch. In the second phase of training, the learning rate is beginning at 0.00002, and it is decreased by a factor of 2 every four epoch.
The input images are resized to a square size at a given scale without any multi-scale setup, i.e., the Object Bank strategy [30] . WALLACE is designed to train from imagelevel label only: the same training procedure is used for image classification and weakly supervised pointwise object detection. When training WALLACE, the gradients are backpropagated through the pooling layer only within the k q selected regions, where q ∈ {S, M , L}, all other gradients being dropped [11] . The combination of right regions for backpropagation is essential to learn correctly localized features without any spatial guidance [13] .
C. INFERENCE PHASE
Just like in training, predicting for a test image only requires one network evaluation. For image classification, prediction directly takes the output value of the network. For weakly supervised pointwise object detection, in order to perform VOLUME 8, 2020 localization, we need to generate some largest connected segment in the image and its associated object category, as it is done in [12] . To generate a connected segment, we use a simple thresholding technique to segment the heat map. We first segment the component of which the value is above 50% of the max value. Then we take the center point in each largest connected component as our weakly supervised pointwise object detection result.
D. COMPUTATIONAL COMPLEXITY ANALYSIS
Compared to the architecture of the featurized image pyramid and network ensemble, WALLACE has lower computational complexity in the feedforward process. If we want to extract K -scale features, the featurized image pyramid and network ensemble needs K k=1 (#Base k +#Adapt k )+#others FLOPs (FLoating-point Operations) in the feedforward process, while WALLACE only needs #Base K + K k=1 #Adapt k FLOPs, where #Base k and #Adapt k respectively represent the FLOPs from the base network of k-th scale and the FLOPs from the convolutional adaptation layers of k-th level scale (k = 1 is the smallest size, and k = K is the largest size). #Others represents the calculations required for multiple resizing images and network ensemble.
Through the above quantitative comparison, we can analyze that the calculation in the backbone network of WALLACE is performed only once, regardless of the value of K , and the cumbersome calculation such as multiple resizing images and network ensemble is omitted. In summary, in the feedforward process of the backbone network, the computational complexity of WALLACE is probably only 1/K of the comparison architecture.
V. CLASSIFICATION EXPERIMENTS
We evaluate WALLACE for classification tasks which wish to predict whether the object is present in the image. The pointwise localization experiments will be described in the next section.
A. EXPERIMENTAL SETUP 1) DATASETS AND EVALUATE METRICS
For classification tasks, PASCAL VOC 2007 and 2012 datasets [31] are the most widely used benchmark in weakly supervised object classification. The VOC 2007 includes 10k images crossing 20 object categories, of which 5k images are used for trainval and the rest 5k images for test. The VOC 2012 contains 10k images for trainval (5k for train and 5k for val) and 10k images for test. We choose the train split for network training. For VOC 2007, performances are evaluated following the standard protocol. For VOC 2012, we use two way to evaluate. The first way, evaluation is carried out on the val set (which does not require server evaluation). The second way, using the test set, evaluation is performed via the Pascal VOC evaluation server. Precisely, for classification tasks, the per-class performance is measured using average precision (the area under the precision-recall curve) and summarized across all classes using mean average precision (mAP).
2) BASE NETWORK
Our experiments are all based on Inception-ResNet-v2 [5] , which is pre-trained on the ILSVRC CLS dataset [28] . The full training and testing code are built on Tensorflow [32] .
B. COMPARISON WITH STATE-OF-THE-ART METHODS
The hyper-parameters of our model are fixed at k S = 700, k M = 180, k L = 40 and R = 4. The most important detail is that the input image in the experiment is resized only once. In WALLACE, the image size remains constant 513 × 513. We do not use any multi-scale combination trick like Object-Bank [30] strategy.
We compare our method with eight state-of-the-art classic or WSL ConvNets, including VGG [3] , RN-101 [33] , IR-v2 [5] , [34] , DeepMIL [10] , WELDON [11] , WSLoc [35] , ProNet [13] , and WILDCAT [14] , [36] . For fair comparison, the resualt of different methods are provided by authors or obtained from the available implementations.
Firstly, we compare the proposed WALLACE model to deep features computed on the whole image with several state-of-the-art classification models (VGG [3] , RN-101 [33] , IR-v2 [5] , [34] ). Results for object datasets are gathered in Table 1 . The performance improvement of WALLACE compared to these entire image information models is mainly due to the WSL module. Increasing the input size (e.g., from 224 × 224 or 299 × 299 to 513 × 513) can further improve discovering small objects, which benefited from the sliding window addressing to localize them in the training data. Furthermore, WALLACE is robust to different object size because we use pyramidal feature per location. But if the compared method is also using a single fixed-size image as input, only the global features could be extracted for prediction, which limits their classification performance.
Secondly, and most significantly, we compare the proposed WALLACE model to recent WSL methods on deep features (DeepMIL [10] , WELDON [11] , WSLoc [35] , ProNet [13] , and WILDCAT [14] , [36] ). Results for object recognition of VOC 2007 and VOC 2012 are gathered in Table 1 , which show that WALLACE substantially outperforms all recent methods based on WSL including the current state-of-the-art WILDCAT. The most notable comparison is the improvement over the WELDON method. We used a WSL pooling method similar to WELDON. The increase of 3.5 pt on VOC 2007 and 4.8 pt on VOC 2012 essentially shows the importance of pyramidal feature hierarchy that preserves multi-scale evidence throughout the network.
C. ABLATION STUDY ON VOC 2007
In order to verify the effectiveness of each component in WALLACE, we design ablation experiments on VOC 2007. The results are summarized in Table 2 . Our baseline is a) WSL transfer with Feature L and it is trained only in first training phase with classification loss L cross-entropy alone. It gives a network similar to [11] , trained without pyramidal feature hierarchy. To measure the effect of the difference between WALLACE and a), we perform an orderly evaluation of the performance when the following variations are designed: b) Execute the second training phase after a). c) On the basis of b) we added Feature S and Feature M . d) Learning the deep WSL of c) with the additional constrain-to-highlight loss.
From this ablation study, we can draw the following conclusions:
• The fine-tuning (+FT) significantly impact performances, with 0.8 pt increasing on VOC 2007. It confirms that jointly updating all network parameters is crucial for fine-grained datasets.
• Just adding the pyramidal feature (+Feature S+M ), the model performance improvement is limited. However, combining the pyramidal feature (+Feature S+M ) and constrain-to-highlight loss (+H) improvements further boost performances by 1.1 pt. This shows that the information in multi-scale evidence could be fully exploited for visual prediction with the help of the constrain-to-highlight loss.
VI. LOCATION PREDICTION EXPERIMENTS
In this section, we show that our model can be applied to pointwise localization while being trained from global image labels only. We evaluate the localization performances of our model on the PASCAL VOC 2012 validation set.
A. LOCATION PREDICTION METRIC
To provide the quantitative evaluation of the localization power of WALLACE, we use the criteria introduced in [10] . With 18-pixel tolerance, the predicted location within any ground truth bounding boxes of the target category is counted as correct and false negative otherwise, see [10] for details. 
B. LOCATION PREDICTION RESULTS
In Table 3 , we compare the localization results of our method for modern weakly supervised localization methods on the PASCAL VOC 2012 validation set. WALLACE obviously outperforms all those methods. We achieve a notable improvement of almost 10 pt over the localization performance of [10] . We also compare against the RCNN [37] and Fast RCNN [8] detectors which are trained with objectlevel bounding boxes. We can notice WALLACE outperforms the new state-of-the-art weakly supervised model [14] with 0.7 pt, which uses image augmentation and scale aggregation, based on object Bank strategy [30] . Examples of multiple heat maps shown in Figure 4 clearly demonstrate that our model preserves the spatial information at all scale levels throughout the global multi-scale pooling designed in prediction network. This confirms the ability of our model to learn discriminative and accurately localized features from multi-scale. Figure 5 shows a per-class comparison of image classification and objects localization scores between WALLACE and [35] .
In almost every class, our models have achieved better performance. At the same time, since the implementation of localization comes directly from the object classification network after training, it can be assumed that the excellence classification performance is crucial for robust object localization. Examples of visual results for object localization are provided in Figure 3 .
C. FURTHER ANALYSIS
In this section, we analyze the influence on localization performances of the different feature scale selection. We use three methods to select the class-specific feature representation heatmap of object present probability. The first one only selects Feature M , the second only uses Feature L , and the third takes the mean of Feature M and Feature L to get Feature M+L . The results in Table 3 show that when multi-scale features are used simultaneously, the localization accuracy of the object can be substantially improved.
We used an aggregation strategy in Equation 2 to fuse the class-specific feature representation heatmaps from different scales, which make the classifier achieve excellent performance. The heatmaps from different scales would be sensitive to different objects. Specifically, the smaller the size of the heatmap, the more sensitive it is to large-sized objects. For example, in the Table 3 , when Feature L is used, horses are better localization than the person, and when Feature M is used, the opposite is true, because horses are much larger than humans in most images. Unfortunately, for some categories, averaging over multiple heatmaps did not achieve better performance, which may be caused by the uneven distribution of objects on different scales.
VII. CONCLUTION
We propose WALLACE, a new WSL framework for deep ConvNet with multi-scale evidence. Experimental results on VOC 2007 and VOC 2012 datasets demonstrate that WALLACE achieves superior performance to the state-ofthe-art methods in both object classification and weakly supervised pointwise object localization. Our work proves that pyramidal feature hierarchy can not only be implemented in the WSL framework but also enhance the recognition performance. We expect the proposed multi-scale solution would encourage other works in using weakly supervised learning. In future work, we will also explore applying this idea to object detection tasks.
