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Nomenclature 
𝐴  = forcing amplitude (deg) 
𝐶𝑍, 𝐶𝑀  = force and moment coefficients 
𝑓 = forcing frequency (Hz) 
𝑞 = pitch rate (deg/s) 
𝑡 = time (s) 
𝑢 = general input vector 
𝑥 = general state vector 
𝛼  = angle of attack (deg) 
𝜂  = elevator deflection (deg) 
𝛬  = proportional gain 
𝜔  = forcing frequency (rad/s) 
Subscripts 
𝑑  = demanded 
0  = value at trimmed (steady) flight 
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Although many existing controller design techniques and flying qualities criteria are linear-based [1, 2], the 
influence of the nonlinear elements, especially at high angles-of attack, can degrade the performance to the point that 
it no longer resembles the predictions made by linear analysis [3, 4]. Even when the local nonlinear performance is 
satisfactory, there is no guarantee that the dynamics remains consistent as the aircraft transitions across different 
operating points [4]. Therefore, a full-envelope aircraft controller requires extensive testing to verify its performance 
across the entire operating envelope. This is a time-consuming process [5], and there is currently no systematic method 
to quantify the performance degradation due to the nonlinear terms. 
In an effort to bridge the gap between the linear and nonlinear domains, there has been increasing interest in 
utilizing bifurcation theory with numerical continuation in the flight dynamics and control context [3-7]. Bifurcation 
analysis generates a map of the steady-state solutions as a parameter, such as elevator deflection or a controller gain, 
is varied. Highly nonlinear steady-state behaviors like spin and autorotation can be identified and characterized as 
either stable or unstable solutions. This approach has its limits, most notably the inability to capture the non-stationary 
elements such as damping, frequency-domain modal coupling, and the influence of gain scheduling associated with 
equilibrium solutions. In practical terms, this means bifurcation analysis is very useful in identifying regions where 
the dynamics is unstable and should be avoided, but not in assessing an aircraft performance during transient motion 
between different stable solutions. To develop this aspect of the analysis, there have been some investigations into 
studying the periodically-forced response by coupling the aircraft with a harmonic oscillator [8-10]. This approach 
was recently expanded into the ‘nonlinear frequency response’ method in a flight dynamics context [11], which is 
capable of detecting many non-stationary phenomena that seriously degrade flying qualities and contribute to pilot-
induced oscillation [12]. 
This note aims to further exploit the advantages of the method in [11] to identify regions with degraded flying 
qualities that have gone undetected by linear analysis. This is based on the premise that if the frequency responses at 
different operating points look similar, then their time-domain responses must also be similar, and vice versa. In 
addition, as periodically forced systems are non-stationary by definition, the proposed approach can reveal the 
influence of the nonlinear and non-stationary terms, such as aerodynamic damping and scheduled gains, which all 





In this note, nonlinear frequency response analysis is conducted using the Dynamical Systems Toolbox [13], which 
is an implementation of the numerical continuation software AUTO [14] in the MATLAB/Simulink environment. 
Detailed explanation of the method can be found in [11]. 
 
II. Plant and Controller Architecture 
A. Aircraft model 
The method proposed in this note is demonstrated on the Hypothetical High Angle of Incidence Research Model 
(HHIRM), which was originally created for nonlinear flight dynamics studies in the Defence Research Agency in the 
UK (now QinetiQ) [15]. The model is made up of six aerodynamic force and moment coefficients represented as 
nonlinear spline functions of the angle of attack, sideslip angle, angular rates, and control surface deflections. Its 
dynamics are representative of a typical fighter aircraft. The use of spline functions rather than tabular data ensures 
that the system is smooth (differentiable), making the model highly suitable to be used as a testbed for bifurcation-
based methods. Further description of the force and moment coefficients can be found in [15, 16]. In this note, the 
longitudinal 2nd-order version is used (the same approach adopted in [4]), which contains two states 𝛼 (angle of attack 
in degrees) and 𝑞 (pitch rate in degrees/s) to capture the short-period mode. Using the reduced-order model restricts 
the case study to longitudinal dynamics, where only the fast mode is important, and allows for easier interpretation of 
the results. However, the approach developed in this note is not limited to such low-order systems.  
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Table 1   Aircraft parameters 
𝜌 air density at 5,000 m 0.7358 kg/m3 
𝑉 total velocity 150 m/s 
𝑆 wing area 37.16 m2 
𝑐 mean aerodynamic chord 3.511 m 
𝑚 mass  15,000 kg 
𝐼𝑦  pitch moment of inertia 163,280 kg m2 
 
 
Fig. 1   Aerodynamic coefficients and derivatives. 
 The open-loop dynamics of the HHIRM has been studied using conventional bifurcation analysis [4] and is briefly 
reproduced here for completeness. Regarding the method, bifurcation analysis provides the steady-state solutions to 
the equation ?̇? = 𝑓(𝒙, 𝒖), where 𝒙 is the state vector and 𝒖 is the input vector. To determine the relationship between 
𝒙 and 𝒖 when ?̇? = 𝟎, we solve the equation ?̇? = 𝟎 with 𝒖 as the continuation parameter using the numerical 
continuation methods [17], then present the result in a bifurcation diagram. For the HHIRM, Fig. 2 shows the open-
loop bifurcation diagrams of the two states 𝛼 and 𝑞 with the elevator deflection 𝜂 on the x-axis as the continuation 
parameter. These diagrams are the equilibria sets for the two states 𝛼 and 𝑞 as functions of 𝜂. The line type indicates 





bifurcations, the flight dynamics can be divided into three separate regions as illustrated in Fig. 2a. From a practical 
perspective, this means that:  
 - For –20o ≤ 𝜂 ≤ –10o, the aircraft has two stable equilibrium states: one at a lower and one at a higher (deep stall) 
angle of attack. Whichever solution the aircraft converges to will depend on the initial conditions in a time history 
simulation or on the magnitude of disturbances. 
 - It is not possible to manually trim the aircraft at angles-of-attack between 34o and 46o because the solutions in 
that range are unstable. Note that this corresponds to the static instability reflected in the region of positive pitching 
moment slope of 𝐶𝑀𝛼(𝛼) in Fig. 1.  
 
 
Fig. 2   Open-loop bifurcation diagram – elevator continuation. 
B. Description of the input gain-scheduled controller 
In the analysis to follow, the closed-loop HHIRM uses the longitudinal version of the gain-scheduled controller 
described in [18]. This is essentially a state-feedback controller with an integral term in the forward path to create a 
maneuver-demand system while also accounting for the dynamics of a first-order actuator. The block diagram and 
gain scheduling are shown in Fig. 3. All three controller gains are scheduled against the pilot’s input 𝛼𝑑 (demanded 
angle-of-attack), hence the term input gain scheduling. The objective of the controller is to place the short-period and 
integrator poles at fixed locations throughout the entire operating envelope to achieve consistent level 1 handling 
qualities. Figure 4a shows the pole positions in the complex plane at each operating point from 0o to 60o angle-of-
attack at 1o interval. The linear analyses were done by linearising the open-loop aircraft at 61 different values of 𝜂 that 
give 𝛼 = [0o, 1o, 2o, …, 60o], then adding the actuator and controller with the gains as shown in Fig. 3b. It can be seen 






shown in the linear step and frequency responses (Fig. 4b and 4c). Since the responses are almost identical in all cases, 
it can be said that the aircraft exhibits consistent handling qualities across the entire operating envelope (in terms of 
pole positions). As far as linear design goes, this is a best case scenario, especially when gain scheduling in most real 
aircraft is done at much larger intervals. 
 
 
Fig. 3   Block diagram (a) and gain scheduling (b) – state feedback controller with integral action.  
 
 
Fig. 4   Linear analysis: closed-loop poles (a), unit step responses (b), and closed-loop frequency responses (c) 












Finally, Fig. 5 shows the equilibrium solutions of the closed-loop aircraft as the pilot input 𝛼𝑑 varies. This figure 
was generated using numerical continuation with 𝛼𝑑 as the continuation parameter. The slope of 1 in the 𝛼 bifurcation 
diagram shows that in addition to achieving zero steady-state error, the controller has also ensured that there is no 
other attractor near the intended operating range. Thus far, the system looks promising as not only does the aircraft 
exhibit the desired characteristic of a maneuver-demand system, but also that conventional bifurcation analysis 
indicates no potential issue arising from the presence of nonlinearities. 
 
Fig. 5   Closed-loop bifurcation diagrams of angle-of-attack (a) and pitch rate (b) against the pilot input. 
III. Nonlinear Analysis: Issues with Input Gain Scheduling 
A. Time and frequency responses 
Fig. 6 shows the step responses of the nonlinear HHIRM to a range of step inputs (i.e., stepping from 𝛼0 to 𝛼𝑑). 
We define the normalized 𝛼 response as (𝛼 − 𝛼0)/(𝛼𝑑 − 𝛼0). This was done to scale the initial and final values to 0 
and 1, making it easier to compare the linear and nonlinear responses. Cases A and B in Fig. 6 are almost identical, 
despite the large input of 15o in case B, and their dynamics resemble the linear responses in Fig. 4b. However, as the 
initial value of 𝛼 increases to 21o (case C), the step response starts to differ from those seen previously as well as the 
linearized responses. In case D, a small 1o step from 30o angle-of-attack results in an initial undershoot before the 
elevator movement reverts back to the correct direction. This behavior is not detected using linear analysis and at first 
glance may resemble non-minimum phase behavior. However, the cause is attributed to the aerodynamic nonlinearities 
of the model. Figure 1 shows that the slopes of 𝐶𝑍(𝛼) and 𝐶𝑀(𝛼) reverse direction at around 30 degrees angle-of-
attack, which is combined with a gradual loss of elevator effectiveness above 𝛼 = 30o as seen in the plots for 𝐶𝑍𝜂(𝛼) 






scheduling of the gains against the reference signal. A step input causes an instantaneous change in the gain values, 
and Fig. 3b shows that beyond 30o angle-of-attack, the gains vary considerably (especially for 𝐾𝛼). On the other hand, 
the aircraft states do not change as rapidly so at the beginning of the maneuver, there is a mismatch between the values 
of the current states and the optimal gain values.  
 
Fig. 6   Response of nonlinear model to step inputs. 
 It has been shown that input gain scheduling may result in nonlinear dynamics that can only be observed during 
the transient phase. As existing methods like linear time/frequency-domain analysis and conventional bifurcation 
methods cannot capture these dynamics, we propose using an extension of bifurcation analysis to investigate these 
behaviors. Specifically, we will examine the aircraft’s nonlinear frequency responses to a periodic forcing of the pilot 
input. This is done by augmenting the current fourth-order system ([𝛼, 𝑞, 𝜂, 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑜𝑟]) with a harmonic oscillator 
described by the following equations:  
3 ?̇?5 = 𝑥5 + 𝜔𝑥6 − 𝑥5(𝑥5
2 + 𝑥6
2) (3) 
4 ?̇?6 = 𝑥6 − 𝜔𝑥5 − 𝑥6(𝑥5
2 + 𝑥6
2) (4) 
where 𝜔 is the forcing frequency in rad/s. It can be shown that 𝑥5 = sin(𝜔𝑡) and 𝑥6 = cos(𝜔𝑡). The pilot input now 
takes the form:  
5 𝛼𝑑 = 𝛼0 + 𝐴 sin(𝜔𝑡) = 𝛼0 + 𝐴𝑥5 (5) 
where 𝐴 (deg) is the forcing amplitude and 𝛼0 (deg) is the pilot input when there is no harmonic forcing.  
Figure 7 shows the frequency responses at 𝛼0 = 30
o and 𝐴 = 1o. These values are chosen to match the step response 
from 30o to 31o seen in Fig. 6. Similar to the step responses, there is a notable discrepancy between the linear and 
nonlinear frequency responses. As the forcing frequency 𝑓 = 𝜔/2𝜋 (in Hz) increases, the nonlinear frequency response 





nor a zero in the linear transfer function could correct their differences. We can therefore conclude that the dynamics 
in this region cannot be captured by a linear transfer function, which matches the highly nonlinear behavior seen in 
the step responses from 30o to 31o. 
 
Fig. 7   Closed-loop frequency response at 𝜶𝟎 = 30
o and 𝑨 = 1o. 
 
 
Fig. 8   Closed-loop bandwidth variation – feedback with integral action controller. 
The linear analysis in Figs. 4b and 4c has shown that if the frequency responses at different operating points are 
similar, then their step responses are also similar. Based on this assumption, we can make predictions on the aircraft 
dynamics when it transitions between different operating points in response to a large step input. This is done by 
generating the nonlinear frequency response for a range of 𝛼0 and 𝐴 and comparing their bandwidths – defined here 
as the frequency at which the gain drops to –3 dB. The result is shown as a scatterplot in Fig. 8, which has the triangular 
shape because the controller is only designed for 𝛼𝑑 between 0





the forced response). The lower-left section of Fig. 8 has similar coloration and therefore suggests similar dynamics. 
This is expected, as points A (1o, 1o) and B (15o, 15o) are related to the step responses from 1o to 2o and 15o to 30o, 
which are indeed similar as shown in Fig. 6. On the other hand, points C and D (also labelled accordingly in both Fig. 
8 and Fig. 6) exhibit different dynamics, and this is reflected by their differences in the frequency responses comparing 
to points A and B. Although the aircraft can have different responses to a range of inputs, the triangular plot in Fig. 8 
gives us an indication of where the dynamics may be comparable.  
In addition to the undershoot behavior as discussed, there is an apparent separate nonlinear region around point E 
in Fig. 8. We investigate this by generating the frequency and step responses at point E (48o, 1o). Figure 9a shows that 
the nonlinear frequency response has a notably higher resonance gain than the linear prediction, suggesting that the 
nonlinear step response will have a much higher overshoot, a fact confirmed in Fig. 9b. The higher resonance leads to 
an increase in bandwidth, which is reflected by the area around point E in Fig. 8. Based on the shape of the nonlinear 
frequency response, it is inferred that the linearized response needs an additional zero in its transfer function in order 
to capture the dynamics correctly.  
  
Fig. 9   (a) frequency response at 𝜶𝟎 = 48
o and 𝑨 = 1o and (b) step response from 48o to 49o. 
A physical explanation for the nonlinear dynamics observed can be inferred by linking the triangular envelope 
with the open-loop 𝛼 bifurcation diagram in Fig. 2a. We note that the nonlinear dynamics surrounding points D and 
E in Fig. 8 involves the aircraft traversing near or past the fold bifurcations at 34o and 46o. Each time a fold bifurcation 
is crossed, the relationship between 𝛼 and 𝜂 is reversed. The direct consequence is that in order to follow the sinusoidal 






linear pole-placement design, which contributed to the undesirable responses observed. Figure 10 shows one example 
of a simple sinusoidal 𝛼𝑑 input that results in very complex variations of both 𝛼 and 𝜂. 
 
Fig. 10   Nonlinear forced response (𝒇 = 0.05 Hz). 
 
Using nonlinear frequency response analysis, we have presented a method to verify whether consistent handling 
qualities are achieved across different operating regions. The result has highlighted the issues associated with input 
gain scheduling, especially when strong nonlinearities are present. It is important to point out that the purpose of the 
triangular envelope is not to compare the closed-loop bandwidth in responses to different values of 𝛼0 and 𝐴, but to 
indicate that bandwidth might be used as a metric to quantify the differences in the frequency response at different 
operating points. For a more complex system with multiple peaks, the engineer might apply a different metric, such 
as resonance peak or estimated damping of each mode, depending on the application considered.  
B. Validating the gain margin predictions from linear analysis 
To further highlight how conventional linear-based design methods can be deleteriously affected by the nonlinear 
phenomena discussed above, we will verify the gain margin predictions of the open-loop frequency response. In this 
case, the open-loop system is defined by removing the outer loop in Fig. 3a while keeping the inner stability-
augmentation loops with 𝐾𝛼(𝛼𝑑) and 𝐾𝑞(𝛼𝑑) unchanged. The gain margins of the open-loop transfer functions at each 
operating point are plotted as the solid thin line in Fig. 11a. To do the same calculation on the nonlinear system, we 





before the integrator, then do conventional bifurcation analysis (without the harmonic oscillator) with Λ as the 
continuation parameter. An example of Λ continuation is shown in Fig. 13 at 30o angle-of-attack. As Λ increases, the 
system becomes unstable at Λ = 4.48 via a Hopf bifurcation. Beyond this value, any perturbation from the trim point 
will send the aircraft into an unstable limit cycle. In this example, Λ = 4.48 is the ‘nonlinear gain margin’. Λ is 
calculated at each operating point of the nonlinear system (which can be done manually or by using two-parameter 
continuation of the Hopf bifurcation – the latter is much more computationally efficient) and plotted in Fig. 11a as a 
thick dashed line. In this instance, the linear predictions are correct.  
 
Fig. 11   Gain margin variation of (a) the controller with integral path and (b) the simple pilot-vehicle system. 
 
Fig. 12   Block diagrams for gain margin calculation: gain-scheduled controller (a) and simple pilot-vehicle 
system (b). 
Although the linear gain margin obtained from the open-loop transfer function appears accurate, we have seen in 
Section III-A that there are cases in which the linear and nonlinear closed-loop frequency responses differ 
significantly. This suggests that the gain margin predictions from these closed-loop frequency responses can be 
incorrect. To assess the accuracy of these predictions, we remove Λ and add an additional outer loop to the controller 








proportional gain 𝐾𝑃 can be considered a simple pilot model and the input signal will be the target angle-of-attack for 
the pilot to track. Again, we trim the aircraft and conduct unforced bifurcation analysis with 𝐾𝑃 as the continuation 
parameter, find the locus of the Hopf bifurcation as 𝛼0 varies, then compare the result with the linear analysis. Figure 
11b shows that the linear and nonlinear gain margins now differ significantly beyond 𝛼0 = 5
o, which is a very low 
angle-of-attack, and suggests that each time a loop is closed, the effect of nonlinearities increases considerably. This 
can have serious consequences when more complex components are added to the analysis, such as a more realistic 
nonlinear pilot model or a rate and travel-limited actuator.    
 
Fig. 13   Bifurcation diagram of 𝜶 with 𝚲 continuation. 
It has been shown that aerodynamic nonlinearities can negatively affect the aircraft’s responses in both the time 
and the frequency domains, in a way that linear-based design (including input gain scheduling) cannot anticipate. The 
next section will further utilize the nonlinear frequency response method to analyze a different controller scheme, 
which promises to address some of the challenges associated with input gain scheduling. 
IV. Analysis of the Dynamic Gain Scheduled Controller 
For the final study, we further validate the proposed nonlinear frequency method by examining the performance 
of the dynamic gain scheduled controller for the HHIRM in [19]. Dynamic gain scheduling in this case involves 
determining the gains using eigenstructure assignment (effectively pole placement in this model) and scheduling them 
against the fast-varying states rather than the slow-varying ones or the input while accounting for the effect of this on 
the local stability (Jacobian matrix). This novel method of nonlinear control design shows superior performance to 
conventional input gain scheduling [19-22], and is further examined here to ensure that our proposed method does not 





Fig. 3a, except that the inner-loop gains are now scheduled against their respective states (i.e. 𝐾𝛼(𝛼𝑑) and 𝐾𝑞(𝛼𝑑) 
become 𝐾𝛼(𝛼) and 𝐾𝑞(𝑞)). Figure 14 plots these gains, which were taken directly from the data in [19]. It has been 
noted in [19] that although 𝐾𝛼(𝛼) is available for the entire operating envelope from 0
o to 60o angle-of-attack, 𝐾𝑞(𝑞) 
was only calculated up to 𝑞 = 12.75o (the value at 𝛼𝑑 = 36
o) due to a fold bifurcation that leads to a non 1:1 mapping 
between 𝐾𝑞(𝑞) and 𝑞. In Fig. 14b, the relationship between 𝑞 and 𝛼𝑑 can be seen in the secondary x-axis, which maps 
𝑞 on the main x-axis to the pilot input required to achieve that value of 𝑞 at steady state. Therefore, full dynamic gain 
scheduling is only available for 𝛼𝑑 below 36
o. Above this value, 𝐾𝛼  is still dynamically scheduled whereas 𝐾𝑞  is fixed 
at its maximum calculated value of 1.702. 
 
Fig. 14   Dynamic gain schedules. 
As before, we use nonlinear frequency response analysis again to compare the closed-loop bandwidths at different 
operating points. The result is shown in Fig. 15a, which uses the same color mapping as Fig. 8. A boundary is defined 
to separate regions with full and partial dynamic gain scheduling. There is a region of missing data points in Fig. 15a 
at very high angles-of-attack. In these instances, the continuation algorithm failed to solve, potentially because larger 
𝐾𝑞  is required to prevent the aircraft from diverging. Despite the lack of scheduling data, it can be seen that the 
performance is more consistent across the entire envelope than in Fig. 8. Specifically, points F (15o, 15o) and G (30o, 
1o) now have similar bandwidth, and the undershooting previously seen at point D in Fig. 6 and Fig. 8 is no longer an 
issue based on the time simulation of point G in Fig. 15b. The triangular envelope also indicates that points H (a very 
demanding input) and I have slightly different dynamics comparing to points F and G. Their step responses in Fig. 
15b show that although this is the case, the effect is minimal, and that the overall performance is much more consistent 
across the entire envelope when compared to input gain scheduling. This confirms the observation made in [19] that 





gain scheduling with fast-varying state variables, especially when the aircraft maneuvers rapidly across different 
operating points.  
 
 
Fig. 15   Dynamic gain scheduled controller: (a) closed-loop bandwidth variation and (b) step responses. 
 
V. Conclusion 
This note has presented a method to systematically assess the variation in transient dynamics across different 
operating points in an aircraft flight envelope. Using nonlinear frequency response analysis, it is possible to identify 
regions with degraded flying qualities that have gone undetected by linear-based methods. In the examples presented, 
the combination of aerodynamic nonlinearities and input gain scheduling leads to undesirable responses like 
undershoot and overshoot. We have also shown that the discrepancies between the linear and nonlinear frequency 
responses can lead to erroneous gain margin predictions. These errors are magnified each time a feedback loop is 
closed, which can have serious consequences in a complex system with many loops and nonlinear components. 
Finally, we used the method to verify the superior performance of a dynamic gain-scheduled controller relative to a 
standard implementation of scheduling gains with an input or slow variable, since dynamic gain scheduling provides 
consistent transient response across the entire envelope. Nonlinear frequency response analysis therefore provides a 
means of gaining insight into potential degradations in performance and handling qualities when a controller designed 
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