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Medical	 digital	 imaging	 has	 become	 a	 key	 element	 of	 modern	 health	 care	 procedures.	 It	
provides	visual	documentation	and	a	permanent	record	for	the	patients,	and	most	important	
the	 ability	 to	 extract	 quantitative	 information	 about	many	 diseases.	Modern	 ophthalmology	
relies	on	 the	advances	 in	digital	 imaging	and	computing	power.	 In	 this	paper	we	present	an	
overview	of	the	results	from	the	doctoral	dissertation	by	Andrés	G.	Marrugo.	This	dissertation	
contributes	 to	 the	 digital	 analysis	 of	 retinal	 images	 and	 the	 problems	 that	 arise	 along	 the	
imaging	pipeline	of	fundus	photography,	a	field	that	is	commonly	referred	to	as	retinal	image	
analysis.	We	have	dealt	with	and	proposed	solutions	 to	problems	 that	arise	 in	 retinal	 image	
acquisition	and	longitudinal	monitoring	of	retinal	disease	evolution.	Specifically,	non-uniform	
illumination	 compensation,	 poor	 image	 quality,	 automated	 focusing,	 image	 segmentation,	
change	detection,	space-invariant	(SI)	and	space-variant	(SV)	blind	deconvolution	(BD).	Digital	
retinal	 image	analysis	can	be	effective	and	cost-efficient	 for	disease	management,	computer-
aided	diagnosis,	 screening	and	 telemedicine	and	applicable	 to	a	variety	of	disorders	such	as	
glaucoma,	macular	degeneration,	and	retinopathy.	
Key	 words:	 Computer-aided	 diagnosis,	 medical	 image,	 retinal	 image,	 telemedicine,	
ophthalmology.	
RESUMEN:	
La	 captura	 de	 imagen	 digital	 es	 una	 parte	 fundamental	 de	 los	 procedimientos	 médicos	
modernos.	 Provee	de	documentación	 visual,	 un	 registro	permanente	para	 los	 pacientes	 y	 la	
posibilidad	de	extraer	información	cuantitativa	sobre	muchas	enfermedades.	La	oftalmología	
depende	considerablemente	del	análisis	digital	de	imágenes.	En	este	trabajo	se	presentan	los	
resultados	principales	 de	 la	 tesis	 doctoral	 de	Andrés	G.	Marrugo.	 Este	 trabajo	 contribuye	 al	
análisis	digital	de	tales	imágenes	y	los	problemas	que	surgen	a	lo	largo	del	proceso	de	formación	
de	 imagen.	Este	 campo	 se	 le	 conoce	 como	análisis	 de	 imagen	 retiniana.	 En	 esta	 tesis	 se	han	
propuesto	 soluciones	 a	 problemas	 asociados	 con	 la	 adquisición	 de	 imagen	 retiniana	 y	 la	
detección	de	cambios	temporales	en	patologías	retinianas.	Específicamente,	los	problemas	de	
iluminación	no-uniforme,	baja	calidad	de	 imagen,	enfoque	automático,	y	análisis	multi-canal.	
Sin	 embargo,	 existen	 situaciones	 inevitables	 en	 que	 se	 adquieren	 imágenes	 de	 baja	 calidad,	
como	 imágenes	 emborronadas	 debido	 a	 las	 aberraciones	 del	 ojo.	 Este	 problema	 lo	 hemos	
abordado	utilizando	dos	metodologías	para	la	deconvolución	ciega	de	imágenes.	En	la	primera	
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aproximación,	 consideramos	 que	 el	 emborronamiento	 es	 invariante	 espacialmente	 y	 en	 la	
segunda	 aproximación	 extendimos	 el	 trabajo	 y	 propusimos	 un	 método	 más	 general	
espacialmente	variante.		
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concern	 if	visual	 loss	 is	an	 issue	not	 traceable	 to	refractive	error	or	problems	 in	 the	cornea	or	 the	 lens.	
Physicians	have	observed	the	eye	fundus	as	early	as	1850	with	the	invention	of	the	ophthalmoscope	by	the	
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To	 photograph	 the	 retina,	 it	 is	 usually	 required	 that	 the	 iris	 be	 dilated	 with	 pharmaceuticals	 and	
photographed	with	a	mydriatic	fundus	camera	(mydriatic	means	the	iris	must	be	dilated).	A	fundus	camera	
(Fig. 1(a))	 is	 a	 specialized	 low-power	microscope	with	 an	 attached	 camera	 designed	 to	 photograph	 the	

































   (a)       (b) 
Fig. 1 (a) The optical pathway of the fundus camera. Light generated from either (A) the viewing lamp or (B) the electronic flash is 
projected through a (C) set of filters and lenses onto a mirror. This mirror reflects the light into a series of lenses that focus the light. 
The light is reflected by a (D) round mirror with a central aperture, exits the camera through the objective lens, and proceeds into the 
(E) eye through the cornea. The back-scattered light from the retina exits the cornea and continues through the central aperture of the 
previously described mirror, through the diopter compensation lenses, and then reaches the camera system: (F) the sensor and (G) the 
viewing screen. (b) A retinal Image. 
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The	evaluation	of	 the	subset	shown	in	Table	and	the	whole	set	of	 images	 is	shown	in	Table	1.	From	the	
considered	metrics,	Q1	is	the	most	reliable	in	terms	of	agreement	with	expert	assessment,	evidenced	by	
average	 similarity	 scores	 of	 0.8	 and	 0.9	with	 readers	 A	 and	 B,	 respectively.	 Q1	 performs	 a	measure	 of	
anisotropy	throughout	the	whole	image.	That	is,	quantifying	the	fact	that	structures	change	in	a	directional	
way	is	good	indicator	of	image	sharpness.	What	this	means	is	that	the	visibility	of	retinal	structures	(caused	
either	 by	 poor	 illumination	 or	 blur)	 is	 one	 of	 the	 most	 important	 features	 to	 take	 into	 account	 when	





	 Q1	 Q2	 Q3	 Q4	
SA	1st	subset	 1.00	 0.50	 0.50	 0.50	
SB	1st	subset	 1.00	 0.50	 0.50	 0.50	
SA	all	images	 0.80	 0.55	 0.55	 0.40	
SB	all	images	 0.90	 0.60	 0.65	 0.45	
	
2.b.	Robust	Automated	Focusing		
From	 the	 results	 obtained	 by	 evaluating	 image	 quality,	 we	 proposed	 a	 focus	 measure	 (FM)	 for	 non-
mydriatic	fundus	imaging	based	on	the	anisotropic	properties	of	image	degradation	[8].	The	common	FMs	
Acquisition of Retinal Images: Addressing the Limitations
Figure 3.10: Fundus images with varying degree of quality corresponding to the
same eye.
problems⇤ are less di cult to compensate as opposed to blurring† (Marrugo
et al., 2011a). This is in line with the specialist’s evaluation of the images.
To validate t e results two optometrists were recruited as readers A and
B. They were familiarized with fundus images and were asked t exami e
nd assess the whole set of images (4 per s bject). They evaluated each
subset a d organized the images from the “best” to t e “worse” in terms
their subjective perception of sharpness and visibility of retinal structures.
The relative scores of the metrics are converted to sorting or permutation
indexes so as to compare with the quality sorting carried out by the readers




agree entirely with the
readers. To quantify the agreement we devised a similarity score based on
the Spearman’s footrule (Fagin et al., 2003). It is basically the l
1
-norm of
the di↵erence between the reference permutation ⇡
r
(from the reader) and
the metric Q permutation ⇡
q
. Given a set U of m elements (images), a
permutation ⇡ of this set is defined as a set of indexes mapping to U to
produce a particular order of the elements, ⇡ : {1, · · · , m} ! {1, · · · , m}.

















⇤Illumination compensatio dealt in §3.3.
†Deblurring of retinal images is dealt in Chapters 5 and 6
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In	 Ref.	 [8]	 we	 studied	 the	 performance	 of	 five	 notable	 approaches	 for	 comparison	 with	 our	 proposed	
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uneven	 illumination	distribution	 from	two	 images	of	 the	same	retina	acquired	at	different	moments	 for	
further	 processing.	 The	 basic	 idea	 is	 a	 follows:	 the	 illumination	 distribution	 can	 be	 compensated	 by	








I1(x, y)− k(x, y) ⋅ I2(x, y)
	
,	 (1)	
where	  I1 	 and	  I2 	 are	 the	 two	 retinal	 images,	  k 	 is	 the	 illumination	 compensation	 function	 given	 by	
 k(x, y) = a 15 y
4 +a 14 y3x +…+a 2 +a 1 .	 Eq.	 (1)	 is	 minimized	 in	 the	 least	 squares	 sense	 to	 estimate	 the	 15	
parameters.	In	Fig.	5	we	show	an	example	of	two	retinal	images	and	the	compensation	function	 k(x, y) .	The	




Robust Automated Focusing in Retinal Imaging


















































Figure 4.12: Focusing curves obtained from four subjects with ages (a) 27, (b) 40,
(c) 68, and (d) 70 years old. The dashed vertical line indicates the correct focused
position.
important because it conditions the strategy for searching the optimal focus
posi (Marrugo et al., 2012a). Finally, even though the results seem to
indicate that the FM could be successfully applied to both young and elderly
subjects, further research on a higher number and variety of subjects is
necessary. Additionally, we report here that we encountered some di culty
in the procedure with the elderly subjects related to sustaining fixation
during the acquisition procedure. From an initial number of six subjects one
was excluded from all calculations due to this condition. Patient inability
to successfully establish fixation is a true challenge in fundus photography
and deal ng with it is out of the scope of this work.
4.5 Discussion
In this chapter we have introduced a new focus measure for non-mydriatic












Figure 2. Illumination compensation for two retinal images (a) and (b). (c) Compensation function k.
Ref. 15. From these pixels the background luminosity and contrast components are computed to produce the
image enhancement given by Eq. (1). The final color enhanced retinal image is obtained by performing a color
remapping on the gray-scale image that preserves the RGB ratios, however it may introduce color modifications.
Multiple image illumination compensation techniques are mainly motivated by the need for a processing
strategy that requires two or more images, e.g. image comparison or change detection,17 multichannel deconvo-
lution,18 sequential multispectral imaging,19 etc. In Ref. 20 we described such a technique for compensating the
uneven illumination distribution from two images of the same retina acquired at different moments for further
processing. The basic idea is a follows: the illumination distribution can be compensated by adjusting the inten-
sity values on one image to approximately match that of the other while satisfying a predetermined illumination
model. Because the illumination of the retina is formed by a slowly varying light field over a smooth surface it
can be modeled by a low-order parametric surface, in this case a 4th-order polynomial. The compensation is
then formulated via a parametric surface fitting equation
argmin
k
∥I1(x, y)− k(x, y) · I2(x, y)∥ , (2)
where I1 and I2 are the two retinal images, k is the illumination compensation function given by k(x, y) =
α15y4 + α14y3x+ · · ·+ α2y + α1. Eq. (2) is minimized in the least squares sense to estimate the 15 parameters.
In Fig. 2 we show an example of two retinal images and the compensation function k(x, y). The different shades
of gray indicate the average contrast and intensity difference between the two original images in Figs. 2(a) and
(b).
3. DETECTION OF LONGITUDINAL CHANGES IN RETINAL IMAGES
One of the main concerns of ophthalmologists when they visually compare fundus images of the same retina
over time is to identify true structural or morphological changes pertaining to possible pathological damage.
In the same inspection they must disregard other changes merely caused by variation of illumination or blur.
A correct assessment of a patient’s state evolution requires sharp images obtained on a regular time basis.
However, this is not always guaranteed and is the main motivation for developing preprocessing techniques as
the ones described in the previous section. Image registration is another preprocessing technique necessary for
image-based longitudinal change assessment.12
In this section we briefly describe a strategy for the identification of areas of structural change in time
sequences of retinal images.20 An initial step in order to identify these changes comes from computing the
difference from the two registered images with previous illumination compensation,
∆I(x, y) = I1(x, y)− I2(x, y) . (3)
An example of a difference image is shown in Fig. 3(c) in absolute value for visualization purposes. The
structural changes can now be visualized and detected from the difference image ∆I(x, y) by taking a statistical
significance test, as proposed in Ref. 17. First, structural changes are often associated with a group of pixels,
thus the change decision at a given pixel j should be based on a small block of pixels in the neighborhood
Proc. of SPIE Vol. 8436  84360C-4
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basis.	However,	 this	 is	not	 always	 guaranteed	and	 is	 the	main	motivation	 for	developing	preprocessing	
techniques	 as	 the	 ones	 described	 in	 the	 previous	 section.	 Image	 registration	 is	 another	 preprocessing	
technique	necessary	for	image-based	longitudinal	change	assessment	[19].	
In	 this	 section	we	briefly	describe	 a	 strategy	 for	 the	 identification	of	 areas	of	 structural	 change	 in	 time	
sequences	of	retinal	images	[18].	An	initial	step	in	order	to	identify	these	changes	comes	from	computing	
the	difference	from	the	two	registered	images	with	previous	illumination	compensation,	
	  ΔI(x, y) = I1(x, y)− I2(x, y) 	.	 (2)	
An	 example	 of	 a	 difference	 image	 is	 shown	 in	 Fig.	 6(c)	 in	 absolute	 value	 for	 visualization	purposes.	 The	




due	 to	noise	 alone.	Therefore,	 the	decision	 as	 to	whether	or	not	 a	 change	has	occurred	 corresponds	 to	
choosing	 one	 of	 two	 competing	 hypothesis:	 the	 null	 hypothesis	ℋN	 or	 the	 alternative	 hypothesis	ℋO,	
corresponding	to	no-change	and	change	decisions,	respectively.	Assuming	a	Gaussian	distribution	for	the	
difference	values,	the	changes	can	be	identified	by	comparing	the	normalized	sum	square	of	the	differences	
within	 the	neighborhood	wj	 to	a	predetermined	 threshold	𝜏	 as	described	by	Aach	et	al.	 [20].	The	 test	 is	
carried	out	as	below	
	 𝛺R = 	
O
TUV
𝛥𝐼 𝑥, 𝑦 \],^ ∈`a ⋛cd
ce 𝜏	,	 (3)	
















Figure 3. Retin l im ge change detection: Im ges (a) I1 and (b) I2, (c) Image differenc ∆I(x, y) in absolute value,
(d) Image change map, and (d) Image change map in red on top of retinal image.
of j denoted as wj . Second, in the absence of any change, the difference can be assumed to be due to noise
alone. Therefore, the decision as to whether or not a change has occurred corresponds to choosing one of two
competing hypothesis: the null hypothesis H0 or the alternative hypothesis H1, corresponding to no-change
and change decisions, respectively. Assuming a Gaussian distribution for the difference values, the changes
can be identified by comparing the normalized sum square of the differences within the neighborhood wj to a











where σn is the noise standard deviation of the difference in the no-change regions. The threshold τ is derived
from the fact that Ωj follows a χ2 distribution with N degrees of freedom, where N is the number of pixels in the
window wj . It can be obtained for a particular false positive rate α from the χ2 tables. The image change map
resulting from the change detection test with an α = 0.05 is shown in Fig 3(d). Notice that the central whitish
region (pathological area) is the main cause of structural changes. To better understand this result, in Fig. 3(e)
we show one of the retinal images in gray-scale where the pixels related to structural changes are highlighted in
red. For further details the reader is referred to Ref. 20.
4. RETINAL IMAGE RESTORATION
In addition to uneven illumination fundus images often suffer from blurring. This hinders diagnosis and the
evolution assessment of a disease. In this section we describe a method for fundus image deblurring by means
of multichannel blind deconvolution. It consists of a series of preprocessing steps to adjust the images so they
comply with the considered degradation model, followed by the estimation of the point spread function, and
image deconvolution.
Blind deconvolution consists in the recovery of the original scene from a single or set of blurred images in
the presence of a poorly determined or unknown point spread function (PSF).22 Here we consider multichannel
blind deconvolution because it is better posed, as opposed to single-channel, and the PSF is estimated directly
Proc. of SPIE Vol. 8436  84360C-5
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evolution	assessment	of	a	disease.	 In	 this	section	we	describe	a	method	 for	 fundus	 image	deblurring	by	
means	 of	multichannel	 blind	 deconvolution.	 It	 consists	 of	 a	 series	 of	 preprocessing	 steps	 to	 adjust	 the	




the	 presence	 of	 a	 poorly	 determined	 or	 unknown	 point	 spread	 function	 (PSF)	 [21].	 Here	 we	 consider	
multichannel	blind	deconvolution	because	it	is	better	posed,	as	opposed	to	single-channel,	and	the	PSF	is	




	 𝐼O = 𝑈 ∗ ℎO + 𝑛O	
	 𝐼\ = 𝑈𝑘pO ∗ ℎ\ + 𝑛\	,	 (4)	
where	∗	is	the	standard	convolution,	ℎq 	are	called	convolution	kernels	or	PSFs	and	𝑘	is	a	function	accounting	
for	relative	local	illumination	change	between	images.	For	pixels	where	no	illumination	changes	occur	𝑘 ≈
1.	 The	 noise	𝑛q 	 is	 assumed	 Gaussian	 additive	with	 zero	mean	 in	 both	 images.	 Despite	 the	 fact	 that	we	









𝑈 ∗ ℎO − 𝐼O \ +
O
\
𝑈 ∗ ℎ\ − 𝑘𝐼\ \ + 𝜆w∫ 𝛻𝑈 + 𝜆t 𝐼O ∗ ℎ\ − 𝑘𝐼\ ∗ ℎO \,		
	 ℎO, ℎ\ ≥ 0	,	 (5)	
with	 respect	 to	 the	 latent	 image	𝑈	 and	blur	kernels	ℎO	 and	ℎ\.	The	 first	 and	second	 terms	measure	 the	
difference	between	the	input	blurred	images	and	the	searched	image	𝑈	blurred	by	kernels	ℎO	and	ℎ\.	The	
size	of	this	difference	is	measured	by	L2	norm	 . 	and	should	be	small	for	the	correct	solution.	Ideally,	it	
should	 correspond	 to	 the	 noise	 variance	 in	 the	 given	 image.	 Function	 𝑘	 compensates	 for	 uneven	
illumination.	 The	 two	 remaining	 terms	 are	 regularization	 terms	 with	 positive	 weighting	 constants	 𝜆w	










but	 we	 have	 performed	 deconvolution	 (restoration)	 with	 a	 single	 image	 and	 with	 both	 images	 to	
demonstrate	 the	advantages	of	using	multiple	 images	 in	 the	 restoration	as	well.	From	the	profile	of	 the	
original	image	not	much	detail	can	be	properly	resolved.	In	contrast	there	is	a	noticeable	enhancement	in	
both	 restored	 images	 in	 such	 a	 way	 that	 much	 more	 details	 are	 properly	 resolved.	 The	 multichannel	
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5.5 Experiments and Results




Figure 5.13: Original and restored color retinal images; (a), (b) and (c) indicate
three separate cases arranged from left to right following our notation for degraded
(zi) and restored (ûi) images. The images are cropped to represent the region of
interest given by the pathological area. The estimated PSF is shown at the bottom
of the restored image. Video files are also included for change detection in cases (a)
and (b) http://www.goapi.upc.edu/usr/andre/retvideo.html (Video 1, Quick-
time, 0.5MB; Video 2, Quicktime, 0.4MB).
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can	 be	 used	 for	 a	 more	 precise	 assessment	 of	 a	 patient.	 Likewise,	 the	 images	 are	 more	 suitable	 for	
subsequent	processing	such	as	for	the	detection	of	retinal	pathology	[23,	24].	








In	 the	 previous	 section	 we	 modeled	 the	 degradation	 as	 a	 space-invariant	 (SV)	 convolution.	 This	
approximation	is	valid	as	long	as	the	PSF	changes	little	throughout	the	field	of	view.	In	other	words,	that	the	
blurring	is	homogenous.	In	reality	we	know	that	the	PSF	is	indeed	spatially	variant	[25],	in	such	a	way	that	
in	 certain	 cases	 the	 space-invariant	 approach	 may	 fail.	 For	 that	 reason,	 we	 proposed	 a	 space-variant	
approach	[26,	27].	To	address	this	limitation	we	now	model	the	blurred	retinal	image	 	by	a	general	linear	
operator	
	 𝐼 = 𝐻𝑢 + 𝑛	.	 (6)	
The	operator	𝐻	can	be	written	in	the	following	form	
	 𝐼 𝑥, 𝑦 = 𝐻𝑢 𝑥, 𝑦 = ∫ 𝑢 𝑠, 𝑡 ℎ 𝑠, 𝑡, 𝑥 − 𝑠, 𝑦 − 𝑡 	𝑑𝑠𝑑𝑡	,	 (7)	
where	ℎ	the	SV	PSF.	The	operator	𝐻	is	a	generalization	of	standard	convolution	where	h	is	now	a	function	




a	 computationally	 efficient	 representation.	 In	 retinal	 imaging,	 all	 typical	 causes	 of	 blur	 change	 in	 a	
continuous	gradual	way,	which	is	why	we	assume	the	blur	to	be	locally	constant.	Therefore,	we	can	make	
the	approximation	that	locally	the	PSFs	are	space-invariant.	By	taking	advantage	of	this	property	we	do	not	





Deblurring Retinal Images and Longitudinal Change Detection
(a) (b) (c)
Figure 5.14: (This figure is meant to be viewed in color) Visualization of structural
changes in pseudo-color for the images of Fig. 5.13.
5.6 Discussion
In this chapter we have investigated a new approach for retinal image restora-
tion based on multichannel blind deconvolution. In addition, we have devel-
oped a strategy for identifying and highlighting areas of structural change
with possible relation to pathological damage. We have verified that fundus
images of the same retina over time contain enough common information
to be restored with the proposed method. The method consists of a se-
ries of preprocessing steps to adjust the images so they comply with the
convolutional model, followed by the final stages of PSF estimation and de-
convolution. At this level of approach, spatially invariant PSFs are assumed.
The synthetically degraded images have enabled us to test the performance
of the proposed approach and also to compare with a state-of-the-art single-
channel blind deconvolution method. The results have showed a remarkable
enhancement evidenced by the increased visibility of details suc as small
blood vessels or pathological areas.
96
I
ÓPTICA PURA Y APLICADA. www.sedoptica.es 
 



















𝐼 − 𝐻𝑢 \ + 𝜆∫ 𝛻𝑢 𝑑𝑥𝑑𝑦 	,	 (8)	
where	𝐼	is	the	blurred	observed	image,	𝐻	is	the	blurring	operator	(Eq.	(7)),	𝑢	is	the	unknown	sharp	image,	
and	𝜆	is	a	positive	regularization	constant,	which	we	have	set	according	to	a	fine-tuning	procedure	[18].	
We	 performed	 several	 experiments	 to	 illustrate	 the	 appropriateness	 of	 the	 SV	 approach	 for	 restoring	
blurred	retinal	images.	Moreover,	to	achieve	an	artifact	free	restoration	we	used	our	strategy	for	detecting	
the	non-valid	local	PSFs	and	replacing	them	with	a	corrected	one	[26,	27,	29].	





6.3 Description of the Method
(a) (b)
Figure 6.5: (a) Fig. 6.2(a) with a 5 by 5 grid that defines the image patches. (b)
Estimated local PSFs.





















































(s, t)   0, (6.6)
with respect to the ideal sharp patch u
p





The blur kernel h
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center of the current window z
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, and k.k is the L
2
norm. The first and





) and the sharp patch u
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This di↵erence should be small for the correct solution. Ideally, it should
correspond to the noise variance in the image. The two remaining terms




, which we have set following the fine-tuning procedure described in
(Marrugo et al., 2011a). The third term is the total variation of u
p
. It
improves stability of the minimization and from a statistical perspective it
incorporates prior knowledge about the solution. The last term is a condition
linking the convolution kernels which also improves the numerical stability of
the minimization. The functional is alternately minimized in the subspaces
corresponding to the image and the PSFs. Note that Eq. (6.6) is the local
version of the expression derived in Eq. (5.6) of previous chapter for the
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Figure 6.8: Because the blur changes gradually, we can estimate convolution
kernels on a grid of positions and approximate the PSF in the rest of the image
(bottom kernel) by interpolation from four adjac n kernels.
All first order minimization algorithms (as the one used in the restoration
stage Eq. (6.12)) also need the operator adjoint to H (space-variant coun-
terpart of correlation), which is defined as
[H⇤u](x, y) =
Z





























(x, y)[u ~ h
p
](x, y) , (6.11)
where the symbol ~ represents correlation.
6.3.5 Restoration
Having estimated a reliable SV PSF we proceed to deblur the image. Image
restoration is typically formulated within the Bayesian paradigm, in which
the restored image is sought as the most probable solution to an optimization
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In	 addition,	 we	 processed	 retinal	 angiography	 images	 to	 test	 our	 method	 against	 a	 different	 imaging	











Figure 6.12: Other retinal images restored with the proposed method. First row:
original and restored full-size retinal images. Second and third rows: image details.
plates to account for all possible directions. This algorithm has been widely
used for detecting the blood vessels in retinal images (Al-Rawi et al., 2007).
In Fig. 6.14 we show the detection of the blood vessels from a real image of
poor quality image and its restored version using our proposed method. A
significant improvement in blood vessel detection is achieved. Smaller blood
vessels are detected in the restored image, whereas the detection from the
original image barely covers the main branch of the vasculature.
6.5 Discussion
In this chapter we have introduced a method for restoring retinal images
a↵ected by space-variant blur by means of blind deconvolution. To do so,
we described a spatially variant model of blur in terms of a convolution
with a PSF that changes depending on its position. Since the space-variant
degradation changes smoothly across the image, we have showed that the
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Figure 6.13: Restoration of a retinal angiography. First row: original and restored
full retinal images. Second row: image details.
PSF needs not be computed for all pixels but for a small set of discrete
positions. For any intermediate position bilinear interpolation su ces. In
this way we achieve a space-variant representation of the PSF.
The estimation of accurate local PSFs proved di cult due to the very na-
ture of the images; they usually contain textureless or nearly-homogenous re-
gions that lack retinal structures, such as blood vessels, to provide su cient
information. In this regard we proposed a strategy based on eye-domain
knowledge to adequately identify and correct such non-valid PSFs. With-
out this, the restoration results are artifact-prone. The proposal has been
tested on a variety of real retinal images coming from the clinical practice.
The details from the restored retinal images show an important enhance-
ment, which is also demonstrated with the improvement in the detection of
the retinal vasculature (see, for instance, the example of Fig. 6.14).
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