This paper studies the enrichment of Spanish WordNet with synset glosses automatically obtained from the English WordNet glosses using a phrase-based Statistical Machine Translation system. We construct the English-Spanish translation system from a parallel corpus of proceedings of the European Parliament, and study how to adapt statistical models to the domain of dictionary definitions. We build specialized language and translation models from a small set of parallel definitions and experiment with robust manners to combine them. A statistically significant increase in performance is obtained. The best system is finally used to generate a definition for all Spanish synsets, which are currently ready for a manual revision. As a complementary issue, we analyze the impact of the amount of in-domain data needed to improve a system trained entirely on out-of-domain data.
Introduction
Statistical Machine Translation (SMT) is today a very promising approach. It allows to build very quickly and fully automatically Machine Translation (MT) systems, exhibiting very competitive results, only from a parallel corpus aligning sentences from the two languages involved.
In this work we approach the task of enriching Spanish WordNet with automatically translated glosses 1 . The source glosses for these translations are taken from the English WordNet (Fellbaum, 1 Glosses are short dictionary definitions that accompany WordNet synsets. See examples in Tables 5 and 6. 1998), which is linked, at the synset level, to Spanish WordNet. This resource is available, among other sources, through the Multilingual Central Repository (MCR) developed by the MEANING project (Atserias et al., 2004) .
We start by empirically testing the performance of a previously developed English-Spanish SMT system, built from the large Europarl corpus 2 (Koehn, 2003) . The first observation is that this system completely fails to translate the specific WordNet glosses, due to the large language variations in both domains (vocabulary, style, grammar, etc.) . Actually, this is confirming one of the main criticisms against SMT, which is its strong domain dependence. Since parameters are estimated from a corpus in a concrete domain, the performance of the system on a different domain is often much worse. This flaw of statistical and machine learning approaches is well known and has been largely described in the NLP literature, for a variety of tasks (e.g., parsing, word sense disambiguation, and semantic role labeling).
Fortunately, we count on a small set of Spanish hand-developed glosses in MCR 3 . Thus, we move to a working scenario in which we introduce a small corpus of aligned translations from the concrete domain of WordNet glosses. This in-domain corpus could be itself used as a source for constructing a specialized SMT system. Again, experiments show that this small corpus alone does not suffice, since it does not allow to estimate good translation parameters. However, it is well suited for combination with the Europarl corpus, to generate combined Language and Translation Models. A substantial increase in performance is achieved, according to several standard MT evaluation metrics. Although moderate, this boost in performance is statistically significant according to the bootstrap resampling test described by Koehn (2004b) and applied to the BLEU metric.
The main reason behind this improvement is that the large out-of-domain corpus contributes mainly with coverage and recall and the in-domain corpus provides more precise translations. We present a qualitative error analysis to support these claims. Finally, we also address the important question of how much in-domain data is needed to be able to improve the baseline results.
Apart from the experimental findings, our study has generated a very valuable resource. Currently, we have the complete Spanish WordNet enriched with one gloss per synset, which, far from being perfect, constitutes an axcellent starting point for a posterior manual revision.
Finally, we note that the construction of a SMT system when few domain-specific data are available has been also investigated by other authors. For instance, Vogel and Tribble (2002) studied whether an SMT system for speech-to-speech translation built on top of a small parallel corpus can be improved by adding knowledge sources which are not domain specific. In this work, we look at the same problem the other way around. We study how to adapt an out-of-domain SMT system using in-domain data.
The rest of the paper is organized as follows. In Section 2 the fundamentals of SMT and the components of our MT architecture are described. The experimental setting is described in Section 3. Evaluation is carried out in Section 4. Finally, Section 5 contains error analysis and Section 6 concludes and outlines future work.
Background
Current state-of-the-art SMT systems are based on ideas borrowed from the Communication Theory field. Brown et al. (1988) suggested that MT can be statistically approximated to the transmission of information through a noisy channel. Given a sentence f = f 1 ..f n (distorted signal), it is possible to approximate the sentence e = e 1 ..e m (original signal) which produced f . We need to estimate P (e|f ), the probability that a translator produces f as a translation of e. By applying Bayes' rule it is decomposed into: P (e|f ) = P (f |e) * P (e) P (f )
.
To obtain the string e which maximizes the translation probability for f , a search in the probability space must be performed. Because the denominator is independent of e, we can ignore it for the purpose of the search: e = argmax e P (f |e) * P (e). This last equation devises three components in a SMT system. First, a language model that estimates P (e). Second, a translation model representing P (f |e). Last, a decoder responsible for performing the arg-max search. Language models are typically estimated from large monolingual corpora, translation models are built out from parallel corpora, and decoders usually perform approximate search, e.g., by using dynamic programming and beam search.
However, in word-based models the modeling of the context in which the words occur is very weak. This problem is significantly alleviated by phrase-based models (Och, 2002) , which represent nowadays the state-of-the-art in SMT.
System Construction
Fortunately, there is a number of freely available tools to build a phrase-based SMT system. We used only standard components and techniques for our basic system, which are all described below.
The SRI Language Modeling Toolkit (SRILM) (Stolcke, 2002) supports creation and evaluation of a variety of language models. We build trigram language models applying linear interpolation and Kneser-Ney discounting for smoothing.
In order to build phrase-based translation models, a phrase extraction must be performed on a word-aligned parallel corpus. We used the GIZA++ SMT Toolkit 4 (Och and Ney, 2003) to generate word alignments We applied the phraseextract algorithm, as described by Och (2002) , on the Viterbi alignments output by GIZA++. We work with the union of source-to-target and targetto-source alignments, with no heuristic refinement. Phrases up to length five are considered. Also, phrase pairs appearing only once are discarded, and phrase pairs in which the source/target phrase was more than three times longer than the target/source phrase are ignored. Finally, phrase pairs are scored by relative frequency. Note that no smoothing is performed.
Regarding the arg-max search, we used the Pharaoh beam search decoder (Koehn, 2004a) , which naturally fits with the previous tools.
Data Sets and Evaluation Metrics
As a general source of English-Spanish parallel text, we used a collection of 730,740 parallel sentences extracted from the Europarl corpus. These correspond exactly to the training data from the Shared Task To be used as specialized source, we extracted, from the MCR , the set of 6,519 English-Spanish parallel glosses corresponding to the already defined synsets in Spanish WordNet. These definitions corresponded to 5,698 nouns, 87 verbs, and 734 adjectives. Examples and parenthesized texts were removed. Parallel glosses were tokenized and case lowered. We discarded some of these parallel glosses based on the difference in length between the source and the target. The gloss average length for the resulting 5,843 glosses was 8.25 words for English and 8.13 for Spanish. Finally, gloss pairs were randomly split into training (4,843), development (500) and test (500) sets.
Additionally, we counted on two large monolingual Spanish electronic dictionaries, consisting of 142,892 definitions (2,112,592 tokens) ('D1') (Martí, 1996) and 168,779 definitons (1,553,674 tokens) ('D2') (Vox, 1990) , respectively.
Regarding evaluation, we used up to four different metrics with the aim of showing whether the improvements attained are consistent or not. We have computed the BLEU score (accumulated up to 4-grams) (Papineni et al., 2001) , the NIST score (accumulated up to 5-grams) (Doddington, 2002) , the General Text Matching (GTM) F-measure (e = 1, 2) (Melamed et al., 2003) , and the METEOR measure (Banerjee and Lavie, 2005) . These metrics work at the lexical level by rewarding n-gram matches between the candidate translation and a set of human references. Additionally, METEOR considers stemming, and allows for WordNet synonymy lookup.
The discussion of the significance of the results will be based on the BLEU score, for which we computed a bootstrap resampling test of significance (Koehn, 2004b 
Experimental Evaluation

Baseline Systems
As explained in the introduction we built two individual baseline systems. The first baseline ('EU') system is entirely based on the training data from the Europarl corpus. The second baseline system ('WNG') is entirely based on the training set from of the in-domain corpus of parallel glosses. In the second case phrase pairs occurring only once in the training corpus are not discarded due to the extremely small size of the corpus. Table 1 shows results of the two baseline systems, both for the development and test sets. We compare the performance of the 'EU' baseline on these data sets with respect to the (in-domain) Europarl test set provided by the organizers of the ACL-2005 MT workshop. As expected, there is a very significant decrease in performance (e.g., from 0.24 to 0.08 according to BLEU) when the 'EU' baseline system is applied to the new domain. Some of this decrement is also due to a certain degree of free translation exhibited by the set of available 'quasi-parallel' glosses. We further discuss this issue in Section 5.
The results obtained by 'WNG' are also very low, though slightly better than those of 'EU'. This is a very interesting fact. Although the amount of data utilized to construct the 'WNG' baseline is 150 times smaller than the amount utilized to construct the 'EU' baseline, its performance is higher consistently according to all metrics. We interpret this result as an indicator that models estimated from in-domain data provide higher precision.
We also compare the results to those of a commercial system such as the on-line version 5.0 of SYSTRAN 6 , a general-purpose MT system based on manually-defined lexical and syntactic transfer rules. The performance of the baseline systems is significantly worse than SYSTRAN's on both development and test sets. This means that a rule-based system like SYSTRAN is more robust than the SMT-based systems. The difference against the specialized 'WNG' also suggests that the amount of data used to train the 'WNG' baseline is clearly insufficient.
Combining Sources: Language Models
In order to improve results, in first place we turned our eyes to language modeling. In addition to system BLEU.n4 NIST.n5 GTM.e1 GTM. the language model built from the Europarl corpus ('EU') and the specialized language model based on the small training set of parallel glosses ('WNG'), two specialized language models, based on the two large monolingual Spanish electronic dictionaries ('D1' and 'D2') were used. We tried several configurations. In all cases, language models are combined with equal probability. See results, for the development set, in Table 2 . As expected, the closer the language model is to the target domain, the better results. Observe how results using language models 'D1' and 'D2' outperform results using 'EU'. Note also that best results are in all cases consistently attained by using the 'WNG' language model. This means that language models estimated from small sets of indomain data are helpful. A second conclusion is that a significant gain is obtained by incrementally adding (in-domain) specialized language models to the baselines, according to all metrics but BLEU for which no combination seems to significantly outperform the 'WNG' baseline alone. Observe that best results are obtained, except in the case of BLEU, by the system using 'EU' as translation model and 'WNG' as language model. We interpret this result as an indicator that translation models estimated from out-of-domain data are helpful because they provide recall. A third interesting point is that adding an out-of-domain language model ('EU') does not seem to help, at least combined with equal probability than in-domain models. Same conclusions hold for the test set, too.
Tuning the System
Adjusting the Pharaoh parameters that control the importance of the different probabilities that govern the search may yield significant improvements. In our case, it is specially important to properly adjust the contribution of the language models. We adjusted parameters by means of a software based on the Downhill Simplex Method in Multidimensions (William H. Press and Flannery, 2002) . The tuning was based on the improvement attained in BLEU score over the development set. We tuned 6 parameters: 4 language models (λ lmEU , λ lmD1 , λ lmD2 , λ lmW N G ), the translation model (λ φ ), and the word penalty (λ w ) 7 .
Results improve substantially. See Table 3 . Best results are still attained using the 'EU' translation model. Interestingly, as suggested by Table 2 , the weight of language models is concentrated on the 'WNG' language model (λ lmW N G = 0.95).
Combining Sources: Translation Models
In this section we study the possibility of combining out-of-domain and in-domain translation models aiming at achieving a good balance between precision and recall that yields better MT results.
Two different strategies have been tried. In a first stragegy we simply concatenate the outof-domain corpus ('EU') and the in-domain corpus ('WNG'). Then, we construct the translatation model ('EUWNG') as detailed in Section 2.1. A second manner to proceed is to linearly combine the two different translation models into a single translation model ('EU+WNG'). In this case, we can assign different weights (ω) to the contribution of the different models to the search. We can also determine a certain threshold θ which allows us 7 Final values when using the 'EU' translation model are λ lmEU = 0.22, λ lmD1 = 0, λ lmD2 = 0.01, λ lmW NG = 0.95, λ φ = 1, and λw = −2.97, while when using the 'WNG' translation model final values are λ lmEU = 0.17, λ lmD1 = 0.07, λ lmD2 = 0.13, λ lmW NG = 1, λ φ = 0.95, and λw = −2.64. to discard phrase pairs under a certain probability. These weights and thresholds were adjusted 8 as detailed in Subsection 4.3. Interestingly, at combination time the importance of the 'WNG' translation model (ω tmW N G = 0.9) is much higher than that of the 'EU' translation model (ω tmEU = 0.1). Table 4 shows results for the two strategies. As expected, the 'EU+WNG' strategy consistently obtains the best results according to all metrics both on the development and test sets, since it allows to better adjust the relative importance of each translation model. However, both techniques achieve a very competitive performance. Results improve, according to BLEU, from 0.13 to 0.16, and from 0.11 to 0.14, for the development and test sets, respectively.
We measured the statistical signficance of the overall improvement in BLEU.n4 attained with respect to the baseline results by applying the bootstrap resampling technique described by Koehn (2004b) . The 95% confidence intervals extracted from the test set after 8 We used values ωtmEU = 0.1, ωtmW NG = 0.9, θtmEU = 0.1, and θtmW NG = 0.01 Since the intervals are not ovelapping, we can conclude that the performance of the best combined method is statistically higher than the ones of the two baseline systems.
How much in-domain data is needed?
In principle, the more in-domain data we have the better, but these may be difficult or expensive to collect. Thus, a very interesting issue in the context of our work is how much in-domain data is needed in order to improve results attained using out-of-domain data alone. To answer this question we focus on the 'EU+WNG' strategy and analyze the impact on performance (BLEU.n4) of specialized models extracted from an incrementally bigger number of example glosses. The results are presented in the plot of Figure 1 . We compute three variants separately, by considering the use of the in-domain data: only for the translation model (TM), only for the language model (LM), and simultaneously in both models (TM+LM). In order Table 4 : MT Results on development and test sets for the two strategies for combining translations models. to avoid the possible effect of over-fitting we focus on the behavior on the test set. Note that the optimization of parameters is performed at each point in the x-axis using only the development set. A significant initial gain of around 0.3 BLEU points is observed when adding as few as 100 glosses. In all cases, it is not until around 1,000 glosses are added that the 'EU+WNG' system stabilizes. After that, results continue improving as more in-domain data are added. We observe a very significant increase by just adding around 3,000 glosses. Another interesting observation is the boosting effect of the combination of TM and LM specialized models. While individual curves for TM and LM tend to be more stable with more than 4,000 added examples, the TM+LM curve still shows a steep increase in this last part.
Error Analysis
We inspected results at the sentence level based on the GTM F-measure (e = 1) for the best configuration of the 'EU+WNG' system. 196 sentences out from the 500 obtain an F-measure equal to or higher than 0.5 on the development set (181 sentences in the case of test set), whereas only 54 sentences obtain a score lower than 0.1. These numbers give a first idea of the relative usefulness of our system. Table 5 shows some translation cases selected for discussion. For instance, Case 1 is a clear example of unfair low score. The problem is that source and reference are not parallel but 'quasi-parallel'. Both glosses define the same concept but in a different way. Thus, metrics based on rewarding lexical similarities are not well suited for these cases. Cases 2, 3, 4 are examples of proper cooperation between 'EU' and 'WNG' models. 'EU' models provides recall, for instance by suggesting translation candidates for 'bombs' or 'price below'. 'WNG' models provide precision, for instance by choosing the right translation for 'an attack' or 'the act of'.
We also compared the 'EU+WNG' system to SYSTRAN. In the case of SYSTRAN 167 sentences obtain a score equal to or higher than 0.5 whereas 79 sentences obtain a score lower than 0.1. These numbers are slightly under the performance of the 'EU+WNG' system. Table 6 shows some translation cases selected for discussion. Case 1 is again an example of both systems obtaining very low scores because of 'quasiparallelism'. Cases 2 and 3 are examples of SYS-TRAN outperforming our system. In case 2 SYS-TRAN exhibits higher precision in the translation of 'accompanying' and 'illustration', whereas in case 3 it shows higher recall by suggesting appropriate translation candidates for 'fibers', 'silkworm', 'cocoon', 'threads', and 'knitting'. Cases 4 and 5 are examples where our system outperforms SYSTRAN. In case 4, our system provides higher recall by suggesting an adequate translation for 'top of something'. In case 5, our system shows higher precision by selecting a better translation for 'rate'. However, we observed that SYS-TRAN tends in most cases to construct sentences exhibiting a higher degree of grammaticality.
Conclusions
In this work, we have enriched every synset in Spanish WordNet with a preliminary gloss, which can be later updated in a lighter process of manual revision. Though imperfect, this material constitutes a very valuable resource. For instance, WordNet glosses have been used in the past to generate sense tagged corpora (Mihalcea and Moldovan, 1999) , or as external knowledge for Question Answering systems (Hovy et al., 2001) . We have also shown the importance of using a small set of in-domain parallel sentences in order to adapt a phrase-based general SMT system to a new domain. In particular, we have worked on specialized language and translation models and on their combination with general models in order to achieve a proper balance between precision (specialized in-domain models) and recall (general out-of-domain models). A substantial increase is consistently obtained according to standard MT evaluation metrics, which has been shown to be statistically significant in the case of BLEU. Broadly speaking, we have shown that around 3,000 glosses (very short sentence fragments) suffice in this domain to obtain a significant improvement. Besides, all the methods used are language independent, assumed the availability of the required in-domain additional resources.
In the future we plan to work on domain independent translation models built from WordNet itself. We may use the WordNet topology to provide translation candidates weighted according to the given domain. Moreover, we are experimenting the applicability of current Word Sense Disambiguation (WSD) technology to MT. We could favor those translation candidates showing a closer semantic relation to the source. We believe that coarse-grained is sufficient for the purpose of MT. Table 6 : MT output analysis of the 'EU+WNG' and SYSTRAN systems. FEW and FS refer to the GTM (e = 1) F-measure attained by the 'EU+WNG' and SYSTRAN systems, respectively. 'Source', OutEW and OutS refer to the input and the output of the systems. 'Reference' corresponds to the expected output.
