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Abstract
We investigate the behaviour of a finite chain of Brownian particles,
interacting through a pairwise quadratic potential, with one end of the
chain fixed and the other end pulled away at slow speed, in the limit
of slow speed and small Brownian noise.
We study the instant when the chain “breaks”, that is, the distance
between two neighboring particles becomes larger than a certain limit.
There are three different regimes depending on the relation between
the speed of pulling and the Brownian noise. We prove weak limit
theorems for the break time and the break position for each regime.
Keywords: Interacting Brownian particles; stochastic differential equa-
tions, Ornstein–Uhlenbeck processes.
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1 Introduction and main results
1.1 Introduction
Interacting Brownian particles are a popular model for various physical sys-
tems where a (possibly large) number of particles is subjected to inter-
particle forces and ambient noise. An important example are ensembles of
colloidal particles, i.e. mesoscopic particles suspended in a fluid. Approaches
to model these particles through interacting Brownian motions go back at
least to [12], and the investigation of increasingly complex situations con-
tinues until today, see e.g. [28]. Since the focus of this paper is on a detailed
investigation of a specific mathematical model, we will not attempt to give
an account of the vast physics literature on the topic, but rather refer to the
introduction of [28] and to the review article [27].
The specific model that we are interested in consists of a chain of d+ 1
interacting Brownian particles, where nearest neighbour particles are cou-
pled by a harmonic potential, the leftmost particle is fixed, and the rightmost
particle is slowly pulled to the right. Furthermore, we assume that the chain
breaks whenever the distance between two neighbouring particles exceeds a
certain threshold. Both the variance of the noise σ2 and the speed of pulling
ε are assumed to be small, and we are interested in the position and time of
breakage depending on the relative behaviour of σ and ε as both go to zero.
We refer to equation (1) below for the precise definition. Models of this
type have been studied in the physics literature in the context of rupture of
polymer chains [15, 16, 19, 26].
Our results are an essentially complete description of the behaviour of
the chain in the following three regimes, which cover almost all possible
behaviours of σ and ε. We always assume that both σ and ε converge to zero.
The case of fast pulling is characterised by the condition σ/ε→ 0. Then the
chain behaves as if σ = 0, i.e. it breaks deterministically at the d-th bond,
see Theorem 1. On the other end of the scale, the case of very slow pulling
occurs when σ2| ln ε| → ∞. For ε = 0, Lee [19] made (and numerically
verified) the somewhat surprising prediction that the chain breaks at the
first and the last bond with probability 1/(2(d− 1)) each, and at any other
bond with probability 1/(d − 1). We prove that this prediction is indeed
accurate, and that it extends to the whole regime of very slow pulling.
Moreover, we find that the (properly rescaled) time of breakage follows an
exponential distribution, see Theorem 3. The third regime, which we call
moderately slow pulling, occurs when ε/σ → 0 but σ2| ln ε| → 0. Here we
find that in this regime, the breaking probabilities of the bonds are just
like in the regime of very slow pulling, but the breakage time is distributed
differently: its difference from the the deterministic time t∗ = d/ε follows a
Gumbel distribution after proper rescaling. This shows that the mechanism
that is responsible for the the break event is slightly different in the cases
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of very slow and moderately slow pulling. While large deviations events are
present in both regimes, in the case of very slow pulling one essentially deals
with an exit event for a stationary process over a high constant level; while
in the case of moderately slow pulling one encounters an exit over a level
linearly varying in time. The appearance of the Gumbel distribution in exit
problems is not new, see [3, 4, 11]. However, in all those cases it appears in
the context of conditioning on an unlikely exit, while in our case, it appears
in the context of the most likely exit. To our knowledge, this phenomenon
has not been observed before.
Mathematically, our problem falls squarely into the class of exit problems
for stochastic processes. This is a topic having a long tradition that started
with the early non-rigorous works of Kramers [18] and Eyring [13], was
significantly influenced by the works of Freidlin and Wentzell [14], and has
been further refined by Berglund and Gentz using sample path techniques
[5] and by Bovier and his collaborators using tools from potential theory,
see Chapter 11 of [9]. We refer to the latter two monographs for further
information on the available literature.
Let us discuss already here the technical differences between our ap-
proach and those cited above: the method of potential theory relies on PDE
connections and in particular the generator of the process. The obstacle
when trying to apply these methods in our case is that one would have to
deal with a PDE on a domain that changes in time. The theory of partial
differential equations seems not to offer many useful quantitative results in
these cases. While in the regime of very slow pulling the methods of [9]
would presumably lead to at least partial results, the case of moderately
slow pulling seems not tractable by these methods. So instead, we rely
on detailed large deviation results for Gaussian processes, subdivision into
suitable time intervals, and decoupling inequalities. This leads to sharp
estimates on exit time distributions and is somewhat related to the ideas
present in the approach pioneered by Berglund and Gentz [5], see also [7, 8]
for applications in the context of fast-slow systems and mixed mode oscilla-
tions, and [6] for the passage through an unstable orbit. Again, our model
differs from those mentioned above by the presence of the explicit time de-
pendence, which prevents us from using large parts of the established theory
without significant loss of precision; on the other hand, since we aim for less
generality, our results are sharper than most. Finally, since we do not use
semigroup theory or the generator at all, many of our results are actually
valid for more general Gaussian processes than those derived from (1), see
e.g. Lemma 14, which may be of independent interest.
The model (1) has been treated before by Allman and Betz [1], and
Allmann, Betz and Hairer [2]. In the present paper, we significantly improve
the results of [1] in several ways. First, we remove a logarithmic gap between
the regimes of fast and moderately slow pulling that was present in [1].
Second, we treat the regime of very slow pulling, which was left out there.
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Third, and most importantly, we are able to treat chains of arbitrary length,
while the results in [1] were restricted to d = 2, i.e. only one mobile particle.
The detailed results on the exit times are also new.
So apart from the interesting transitional regimes σ ∼ ε and σ2| ln ε| ∼ 1
where we do not know what happens, the model (1) is now fairly well under
control. However, the simplifying assumption that the potential is quadratic
(or, more generally, convex), and the chain breaks at some pre-determined
bond length, is not harmless: if switching to a more realistic potential (such
as Lennard–Jones), the breaking behaviour of the chain in dependence ε and
σ changes significantly, see [2] for the case d = 3. Nothing is known in these
cases for chains of arbitrary length.
This paper is organized as follows. In Section 1.2, we introduce the
model and the objects of our study. In Section 1.3, we state the main
results, that is, we distinguish the three mentioned regimes and provide the
limit theorems for the break time and break position in each regime.
Section 2 is devoted to the key necessary technical tools; in particular,
we provide some useful representations of the solution to our model. The
proofs of the main results in the three regimes are given in Sections 3, 4,
and 5, respectively.
1.2 The model
Let d ≥ 1 be an integer. We consider a chain of d + 1 particles located
on the real line. At time t ≥ 0, the locations of the particles are denoted
by X0t , . . . ,X
d
t , and we assume that they satisfy the following system of
stochastic differential equations:
Xi0 = i i = 0, 1, . . . , d;
X0t = 0 t ≥ 0;
Xdt = d+ εt t ≥ 0;
dXit = (X
i+1
t +X
i−1
t − 2Xit)dt+ σdBit , i = 1, . . . , d− 1, t ≥ 0,
(1)
where (Bit)t≥0 are independent Brownian motions, i = 1, . . . , d − 1, σ ≥ 0,
and ε ≥ 0.
This means that one border particle (number 0) is fixed at zero, an-
other border particle (number d) is moving at a constant speed ε, and the
neighboring particles interact according to the last (main) equation.
We study the behaviour of the system when σ → 0 and ε → 0. Our
interest is focused on the study of the time when the chain of interacting
particles “breaks” and on understanding at which place of the chain the
break occurs.
Let us introduce the corresponding terminology and notation. We say
that the chain breaks at time t if the maximal distance between the neigh-
boring particles attains 2 for the first time at t. Formally, for i ∈ {1, . . . , d}
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let
τ i := inf{t ≥ 0 | Xit −Xi−1t = 2}
and define the break time as
τ := min
1≤i≤d
τ i = inf{t ≥ 0 : ∃i ∈ {1, . . . , d} : Xit −Xi−1t = 2}.
From the geometric point of view based on the observation of the process
Xt := (X
0
t , . . . ,X
d
t )
⊤, the break time simply means the exit time of X from
a certain deterministic polytope. Accordingly, we also call τ i, τ , and other
similar variables exit times.
We are also interested in the asymptotics of the distribution of the po-
sition where break occurs, i.e. (P(τ = τ i))i=1,...,d.
A simple, but important observation is that there is a trivial determin-
istic bound for the break time (unless ε = 0). Indeed, define t∗ by
t∗ :=
d
ε
.
Then for t = t∗ we have
max
i∈{1,...,d}
(
Xit −Xi−1t
) ≥ 1
d
d∑
i=1
(
Xit −Xif−1t
)
=
1
d
(
Xdt −X0t
)
=
d+ εt
d
= 2,
and we see that τ ≤ t∗, i.e. the exit (break) occurs prior to t∗.
1.3 Main results
We have to distinguish three different regimes: fast pulling σ/ε → 0 (or
σ = 0); moderately slow pulling ε/σ → 0 and σ2| ln ε| → 0; and very slow
pulling σ2| ln ε| → ∞ (or ε = 0).
Fast pulling regime and deterministic setting (σ = 0). Let us first
consider the fast pulling regime, where we assume that σ/ε→ 0 (or σ = 0).
In this case, the limiting exit distribution is concentrated on the last exit
position and the exit time is deterministic up to lower order terms.
Theorem 1 Let ε → 0, σ/ε → 0 or let σ = 0. Then the asymptotic proba-
bilities of the exit positions are described by the formula
P(τ = τ i)→
{
1 i = d,
0 1 ≤ i ≤ d− 1.
Further,
τ = t∗ − (d− 1)(2d − 1)
6
+ oP (1).
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The proof of this theorem is given in Section 3.
One can show that for each i ∈ {1, . . . , d}
τ i = t∗ +
d2 − 1
6
− i(i− 1)
2
+ oP (1).
Moderately slow pulling regime. This regime is characterized by the
conditions
σ/ε→∞ and σ2| ln ε| → 0. (2)
Define the parameters
v2 := d−12d , γ :=
√
2dv =
√
d(d− 1),
A1 := Ad :=
d
d−1 , Ai :=
2d
d−1 , i ∈ {2, . . . , d− 1}.
(3)
Recall that a random variable χ is double exponential (or Gumbel) with
parameters a, b > 0, if
P(χ ≤ r) = exp(−a exp(−br)), r ∈ R.
The main result in the intermediate regime is as follows.
Theorem 2 Assume that (2) holds. Then, as ε, σ → 0,
P(τ = τ i)→
{
1
d−1 i ∈ {2, . . . , d− 1};
1
2(d−1) i ∈ {1, d}.
(4)
and we have the following weak limit theorems for the exit times:√
ln(σ/ε)
σ/ε
(
t∗ − τ i − γ σ
ε
√
ln(σ/ε)
)
d→ χi, i ∈ {1, . . . , d},
and √
ln(σ/ε)
σ/ε
(
t∗ − τ − γ σ
ε
√
ln(σ/ε)
)
d→ χ0,
where χi is a double exponential random variable with parameters ai :=
vdAi/
√
2π for i ∈ {1, . . . , d}, a0 :=
∑d
i=1 ai = 2vd
2/
√
2π and b :=
√
2/(vd),
while v, γ, and the Ai are defined in (3).
The theorem says that the asymptotic distribution of the exit position
is uniform on the points {2, . . . , d − 1}, while the points {1, d} carry half
the weight of the others. The asymptotic time scaling of the exit time
is best expressed as the remaining time until t∗: Namely, asymptotically
t∗ − τ i is given by a deterministic term γ σε
√
ln(σ/ε) and a stochastic term,
σ
ε (
√
ln(σ/ε))−1χi, with a double exponential random variable χi with pa-
rameters not depending on σ and ε anymore.
We remark that the condition (2) ensures that t∗ ≫ γ σε
√
ln(σ/ε).
The proof of this theorem is given in Section 5.
7
Very slow pulling regime. Let us finally consider the case of very slow
pulling characterized by the condition
σ2| ln ε| → ∞. (5)
The main result in this regime is as follows.
Theorem 3 Assume that (5) holds. Then, as ε, σ → 0, the asymptotic
distribution of exit positions is described by (4), while we have the following
weak limit theorems for the exit times:
τ i · (σv)−1 exp(−(σv)−2/2) · Ai√
2π
d→ E , i ∈ {1, . . . , d},
and
τ · (σv)−1 exp(−(σv)−2/2) · 2d√
2π
d→ E ,
where E is a standard exponential random variable and v and the Ai are
defined in (3).
We remark that the assertions of the last theorem also hold for ε = 0
and σ → 0.
The asymptotic distribution of the exit position is the same as in the
intermediate regime. However, the time scaling of the exits is quite different
and in fact much smaller. Indeed, τ i is of order exp((σv)−2/2) (up to lower
order terms), which is of smaller order than t∗ due to (5).
The proof of this theorem is given in Section 4.
Ideas of the proofs and possible generalizations. Let us give a quick
sketch of the idea of the proofs. Consider for simplicity the situation in
Theorem 3. Here, the exit happens on a time scale way before the pulling
significantly influences the dynamics. Therefore, we essentially deal with an
exit of a process with variance tending to zero out of a fixed deterministic
set. One can imagine the mechanism as follows: The process makes an
attempt to exit the set, that is, each of the correlated components tries to
become large. Since the variance of the process is small (σ → 0), the exit
is a large deviation event; and therefore the process typicially fails to exit.
These attempts are repeated until finally the process does exit. We show
that the attempts are almost independent; for this purpose, one manages
to obtain an exponential decoupling (in time). Furthermore, one needs to
show that the joint exit of different components of the process is much more
unlikely than the exit of a single component. Finally, one needs to control
the exit probability of one component, which requires suitably precise large
deviation results for Gaussian processes.
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The proof of Lemma 14 below realizes the above-mentioned proof strat-
egy, for a stationary version of our system (and ε = 0), in the most represen-
tative way. This result may be of independent interest due to the generality
of its assumptions.
Let us further remark that, in the moderately slow and very slow pulling
regimes, the initial condition Xi0 = i, i = 0, . . . , d, has no influence on the
results. One may very well start with different initial conditions, as long as
they do not depend on σ and ε too much. In fact, one step in the proofs is
to show that the resulting distributions of exit positions and exit times are
the same as if the process were started stationary.
There are various ways in which our results can be generalized. It is nat-
ural to look at more general interaction potentials rather than the quadratic
potential that gives the driving equation in (1). Even if the potential is
quadratic, one can extend the interaction beyond the nearest neighbours.
In this case, the change of the potential translates into a change of the driv-
ing matrix (see (9)); and our techniques are quite robust with respect to the
properties of that matrix (we only use that its eigenvalues are negative).
Another possibility is to look at the model (1) driven by some other
Gaussian processes rather than Brownian motion. For example, the result
might transfer to fractional Brownian motion. The only place where the
concrete form of the process (and in fact the Markov property) is used is
the proof of Lemma 9, where the exponential decoupling is proved. We
stress that apart from this place, we do not use the Markov property of the
solution to (1).
2 Preliminaries
2.1 Decomposition into deterministic and homogeneous part
The first step of our studies is to show that the solution to (1) can be
rewritten in terms of a main deterministic part, an asymptotically negli-
gible deterministic part (∆), and a linearly transformed multi-dimensional
Ornstein–Uhlenbeck process.
Lemma 4 The following is the solution to (1):
Xit :=
i
d
(εt+ d) + ε∆it + Y
i
t , i = 0, . . . , d, (6)
where Y 0 ≡ Y d ≡ 0, ∆0 ≡ ∆d ≡ 0; for i = 1, . . . , d−1, ∆i are deterministic
functions such that ∆t = (∆
1
t , . . . ,∆
d−1
t )
⊤ is the unique solution of the
system of ordinary differential equations:
∆′ + ν = A∆, ∆(0) = 0, (7)
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where νi := i/d, i = 1, . . . , d − 1, and ν := (ν1, . . . , νd−1); finally (Y it ), i =
1, . . . , d−1, are the solutions to the following system of stochastic differential
equations {
Y i0 = 0 i = 1, . . . , d− 1;
dYt = AYtdt+ σdBt, t ≥ 0,
(8)
where Yt = (Y
1
t , . . . , Y
d−1
t )
⊤ and the (d− 1)× (d− 1)-matrix A is given by
A :=

−2 1 0 0 . . . 0
1 −2 1 0 . . . 0
0 1 −2 1
. . .
. . .
. . .
0 . . . 1 −2 1
0 . . . 0 1 −2

. (9)
We note here thatA is symmetric and negative definite as the eigenvalues
of A are given by λi := −2 (1− cos(iπ/d)), i = 1, . . . , d − 1, see a general
formula for tridiagonal Toeplitz matrices e.g. in [22, formula (4)]. We will
only use that λi are all negative and that (−A)−1/2 exits, but do not need
the explicit form of the eigenvalues.
Proof of Lemma 4: LetY be a solution to (8) and let∆t = (∆
1
t , . . . ,∆
d−1
t )
⊤
be the unique solution to the system (7).
Then define X by equation (6). Clearly, X satisfies the correct initial
conditions. Furthermore, we obtain the stochastic differential equation for
X:
[Xi+1t +X
i−1
t − 2Xit ]dt+ σdBit
=
[
(
i+ 1
d
+
i− 1
d
− 2 i
d
)(εt+ d) + ε(∆i+1t +∆
i−1
t − 2∆it)
]
dt
+[Y i+1t + Y
i−1
t − 2Y it ]dt+ σdBit
= ε(A∆t)idt+ (AYt)idt+ σdBit
= ε(νi + (∆i)′t)dt+ dY
i
t
= dXit , i = 1, . . . , d− 1,
as required, where we used (7) and (8) in the last but one step. 
The deterministic part∆ from Lemma 4 admits a further simplification.
Lemma 5 Let the vector function ∆ be defined in (7). Then it is true that
∆it = hi + Z
i
t , i ∈ {1, . . . , d− 1},
where
hi :=
i(i2 − d2)
6d
, i ∈ {0, . . . , d},
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and the functions Zi satisfy the conditions
CiZ := sup
t≥0
|Zit | <∞, limt→∞Z
i
t = 0, i ∈ {1, . . . , d− 1}. (10)
Proof: Consider the vector h := (h1, . . . hd−1)⊤. It is easy to check that
(using h0 = hd = 0)
i
d
= hi+1 + hi−1 − 2hi, i ∈ {1, . . . , d− 1}.
The latter relation means that Ah = ν, where the matrix A and the vector
ν were defined in Lemma 4.
Let Zt :=∆t−h. Then the system (7) transforms into the homogeneous
system
Z′ = AZ, Z(0) = −h.
Due to the fact that A has only negative eigenvalues, it is clear that all
components Zi of the solution Zt = −etAh are exponentially decreasing
when the time goes to infinity, thus they satisfy (10). 
An example
Consider the simplest non-trivial example. Let d = 2; then we have two
border particles moving deterministically, X0t ≡ 0 and X2t = 2+ εt, and one
middle particle performing a nontrivial stochastic movement X1t . The neg-
ligible deterministic part satisfies the simple ordinary differential equation
[∆1]′ +
1
2
= −2∆1, ∆1(0) = 0,
so that
∆1t =
1
4
(
e−2t − 1) .
In the stochastic part, the matrix A simplifies to the number −2, and we
obtain an Ornstein–Uhlenbeck process Y 1t = Y
1,σ
t , i.e. satisfying equation
dY 1t = −2Y 1t dt+ σdBt, Y 10 = 0,
where B is a Brownian motion. By collecting all terms, we obtain
X1t = 1 +
εt
2
− ε
4
(
1− e−2t)+ Y 1,σt .
11
2.2 Representation as a multi-dimensional Ornstein–Uhlenbeck
processes
Recall that a real-valued Gaussian process U is called an Ornstein–Uhlenbeck
process started at zero with parameter λ < 0 if it solves the equation
dUt = λUtdt+ dBt, U0 = 0,
where B is a Brownian motion.
A stationary Ornstein–Uhlenbeck process is given by the solution to the
stochastic differential equation
dU˜t = λU˜tdt+ dBt, U˜0 = (−2λ)−1/2ξ, (11)
where ξ is a standard normal random variable independent of the Brownian
motion (Bt). One can check that (Ut) is indeed stationary.
Our next step consists in expressing the stochastic part of (6), i.e. Y
being the solution to (8), as a mixture of independent real-valued Ornstein–
Uhlenbeck processes started at zero. In the subsequent evaluations, it will
be convenient to replace these processes by their stationary versions.
Lemma 6 The following centered Gaussian process is a representation of
the solution to (8):
Yt := σe
At
∫ t
0
e−AudBu.
Consider furthermore the stationary centered Gaussian process
Y˜t := σe
At((−2A)−1/2ξ +
∫ t
0
e−AudBu),
with i.i.d. standard normal ξ := (ξj)j=1,...,d−1 independent of (Bu). Then
||Yt − Y˜t||∞ ≤ σ
√
d− 1
2µ
e−µt max
1≤j≤d−1
|ξj|, (12)
where µ := min1≤j≤d−1 |λj|, λj are the eigenvalues of A.
Proof: One easily checks with the help of the Itoˆ formula the Yt satisfies
the SDE (8). The explicit representation and the Itoˆ isometry also allows
to show that Y˜t is stationary. The difference Yt − Y˜t can be estimated
as follows: let A = Q⊤DQ be a diagonalization of A. Then (−2A)−1/2 =
12
Q⊤(−2D)−1/2Q and
||eAt(−2A)−1/2ξ||∞ = ||Q⊤eDtQTQ(−2D)−1/2Qξ||∞
≤ ||Q⊤eDt(−2D)−1/2Qξ||2
= ||eDt(−2D)−1/2Qξ||2
≤ max
1≤j≤d−1
eλjt · max
1≤j≤d−1
(−2λj)−1/2 · ||Qξ||2
= e−min1≤j≤d−1 |λj |t · (2 min
1≤j≤d−1
|λj |)−1/2 · ||ξ||2
≤ e−µt · (2µ)−1/2 · √d− 1 max
1≤j≤d−1
|ξj|.

2.3 Exit conditions for the solution and their stationary ana-
logues
The purpose of this subsection is to outline the sufficient and the necessary
exit conditions for the model in terms of an appropriately chosen stationary
process. These stationary versions of exit are easier to verify because for
stationary processes we have extremely robust bounds for large deviation
probabilities (see the Pickands lemma, Lemma 10 below).
Define the (d− 1)× d matrix G by
Gi,j :=

1 i = j,
−1 i = j + 1,
0 otherwise.
Recall that
τ i = inf{t ≥ 0 | Xit −Xi−1t = 2}.
Using the representations in Lemmas 4 and 6, we see that
Xit −Xi−1t =
1
d
(εt+ d) + ε(∆it −∆i−1t ) + Y it − Y i−1t
=
1
d
(εt+ d) + ε(∆it −∆i−1t ) + (GYt)i,
=
1
d
(εt+ d) + εδi + ε(Z
i
t − Zi−1t ) + σV it , (13)
where ∆ and Z are as in Lemma 5, δi := hi − hi−1 = 1−d26d + i
2−i
2d for
i ∈ {1, . . . , d}; while
Vt := (V
1
t , . . . , V
d−1
t ) := Ge
At
∫ t
0
e−AudBu = σ−1GYt.
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Therefore, we can rewrite the exit time as follows
τ i = inf{t ≥ 0 | σV it = 1−
εt
d
− ε(δi + Zit − Zi−1t )}. (14)
We will prefer to replace V it in this formula by its stationary version. Namely,
let
V˜t := (V˜
1
t , . . . , V˜
d−1
t ) := Ge
At((−2A)−1/2ξ +
∫ t
0
e−AudBu) = σ−1GY˜t,
(15)
with the process (Y˜t) from Lemma 6 (in particular satisfying (12)). In
Lemma 7 below, we shall analyze the local covariance structure of this sta-
tionary Gaussian process.
It follows from (12) that
|V it − V˜ it | ≤ Ξ e−µt, i = 1, . . . , d− 1,
for all t ≥ 0, for µ := min1≤j≤d |λj | and the finite positive random variable
Ξ := 2
√
(d− 1)/(2µ) maxj∈{1,...,d−1} |ξj|.
Let us now consider the exit event{
σV it ≥ 1−
εt
d
− ε(δi + Zit − Zi−1t )
}
. (16)
If (16) occurs then we clearly have
σV˜ it ≥ 1−
εt
d
− ε(δi + Zit − Zi−1t )− σΞ e−µt.
Moreover, using (10) and letting Ki := |δi|+ CiZ + Ci−1Z , we have
σV˜ it ≥ 1−
εt
d
− εKi − σΞ e−µt. (17)
These two conditions in terms of V˜ i are necessary for the exit. Similarly,
the conditions
σV˜ it ≥ 1−
εt
d
− ε(δi + Zit − Zi−1t ) + σΞ e−µt
and
σV˜ it ≥ 1−
εt
d
+ εKi + σΞ e−µt, (18)
are sufficient for the exit, i.e. if any of them is verified, then (16) occurs.
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2.4 Local covariance asymptotics
The purpose of this subsection is to analyze the covariance expansion of the
process (V˜t).
Lemma 7 Consider the processes V˜t = (V˜
1
t , . . . , V˜
d
t ) defined in (15). Then,
for all i, j ∈ {1, . . . , d}, E [V˜ is V˜ jt ] = E [V˜ i0 V˜ j|t−s|] and as t→ 0, i ∈ {1, . . . , d},
E [V˜ i0 V˜
i
t ] = v
2(1−Ai|t|+ o(t)), (19)
where v2 and the Ai are defined in (3). Further,
E [V˜ i0 V˜
j
0 ] = −
1
2d
, i 6= j. (20)
We remark that the family of covariances E [V˜ i0 V˜
j
t ], i, j ∈ {1, . . . , d},
t ∈ R, can be expressed in terms of the family of matrices AeAt. However,
we will not need these representations.
Proof of Lemma 7: By stationarity, E [V˜ is V˜
j
t ] = E [V˜
i
0 V˜
j
|t−s|]. Let us write
v ⊗ w := (viwj)i,j=1,...,d−1. One can check using the explicit form of (Y˜t)
that
E [Y˜0 ⊗ Y˜t] = σ
2
2
(−A)−1etA.
This yields (using V˜ = σ−1GY˜)
E [V˜0 ⊗ V˜t] = 1
2
G(−A)−1etAG⊤ = 1
2
G(−A)−1G⊤ −GG⊤ t+ o(t), (21)
as t→ 0. A direct computation gives
(GG⊤)i,j =

1 if i = j ∈ {1, d},
2 if i = j ∈ {2, . . . , d− 1},
−1 if |i− j| = 1,
0 otherwise,
which identifies the linear term in the expansion (21). Furthermore, we
claim that
G(−A)−1G⊤ = I − 1dPη, (22)
where Pη is the projection onto the vector η = (1, 1, . . . , 1)
⊤ ∈ Rd, i.e.
Pηw = (η,w)η. Indeed, one readily computes that G
⊤G = −A, and thus
G⊤(G(−A)−1G⊤ − I) = G⊤G(G⊤G)−1G⊤ −G⊤ = 0,
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which means that the range of G(−A)−1G⊤−I is contained in the null space
of G⊤. The latter is spanned by the vector η, and it thus follows that
G(−A)−1G⊤ = I + rPη
for some r ∈ R. The constant r is determined by applying the last equation
to η and using that G⊤η = 0 so that 0 = η+ r(η, η)η = η+ rdη, and so (22)
follows.
Now, (22) says that the first term in the expansion (21), G(−A)−1G⊤,
has diagonal elements 1− 1/d = (d− 1)/d and off-diagonal elements −1/d.

2.5 A decoupling inequality
An important strategy in the proofs of our main results will be to decouple
events that happen in disjoint and well-separated time intervals. For this
purpose, we develop the necessary tools in this subsection.
Let (Wt)t∈R be a stationary centered d-dimensional process with finite
second moments. Consider the associated linear spaces
W−t := span(W js , s ≤ t, 1 ≤ j ≤ d)
and
W+t := span(W js , s ≥ t, 1 ≤ j ≤ d).
The quantity
r(θ) := sup{corr(Z0, Z) : Z0 ∈ W−0 , Z ∈ W+θ }
is called linear mixing coefficient; and corr(X,Y ) is the correlation coefficient
of the random variables X,Y . On the other hand, the quantity
mix(θ) := sup
A∈σ(Wt,t≤0),B∈σ(Wt ,t≥θ)
|P(A ∩B)− P(A) · P(B)|
is called strong mixing coefficient (or α-mixing). We refer to [10] for a survey
on notions of mixing and their relations.
As an important tool in the proofs, we shall use the following classical
decoupling result from the mixing theory.
Lemma 8 Let (Wt)t∈R be a stationary centered d-dimensional Gaussian
process. Then for every θ > 0 we have mix(θ) ≤ r(θ).
The lemma tells us that the dependence between two events that use
information on (Wt) for instants that are separated in time by at least θ can
be evaluated via covariance characteristics.
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Proof: It is true that mix(θ) ≤ ρ(θ) = r(θ). Here, ρ is the ρ-mixing
coefficient (see [10]). Indeed, the first inequality is always true (see (1.12) in
[10]). The equality between ρ and r is true because we deal with Gaussian
processes, and it follows from [17, Theorem 1] (also see (7.1) in [10]). 
Lemma 9 The processes (V˜ it )t∈R for i ∈ {1, . . . , d} defined in (15) satisfy
the relation
sup
A∈σ(V˜ it ,t≤0,1≤i≤d),B∈σ(V˜ it ,t≥θ,1≤i≤d))
|P(A ∩B)− P(A) · P(B)| ≤ e−µθ, (23)
for all θ > 0 and µ := mink |λk|.
Proof: Since V˜ it ∈ span(U˜ jt , 1 ≤ j ≤ d − 1) where (U˜ jt ) are independent
Ornstein–Uhlenbeck processes with parameters λj, respectively, (cf. (11))
by the definition (see (15)), it is enough to prove
sup
A∈σ(U˜jt ,t≤0,1≤j≤d−1),B∈σ(U˜jt ,t≥θ,1≤j≤d−1))
|P(A ∩B)− P(A) · P(B)| ≤ e−µθ.
(24)
By Lemma 8, we only need to check that for all θ > 0, and all random
variables Z0 ∈ span(U˜ js , s ≤ 0, j ≤ d− 1), Z ∈ span(U˜ jτ , τ ≥ θ, j ≤ d− 1), it
is true that
corr(Z0, Z) ≤ e−µθ. (25)
We split the proof of (25) in few small steps.
Step 1. Let Ut be a standard real stationary Ornstein–Uhlenbeck process
with covariance EUtUs = e
−|t−s|/2.
We fix θ ≥ 0 and observe that E [Uθ|Us, s ≤ 0] = e−θ/2U0 because
E [(Uθ − e−θ/2U0)Us] = e−(θ−s)/2 − e−θ/2es/2 = 0, ∀s ≤ 0.
Hence, for every Z0 ∈ span(Us, s ≤ 0) we have
E [Z0Uθ] = E [Z0 E [Uθ|Us, s ≤ 0]] = e−θ/2E [Z0U0] ≤ e−θ/2(EZ20 )1/2. (26)
Step 2. Let now Z ∈ span(Uτ , τ ≥ θ). By using the Markov property
and the description of conditional expectations for two Gaussian random
variables, we get
E [Z|Us, s ≤ θ] = E [Z|Uθ] = E [ZUθ] · Uθ.
By the Cauchy-Schwarz inequality
E [ZUθ] ≤ (E [Z2])1/2(E [U2θ ])1/2 = (E [Z2])1/2.
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Furthermore, for any Z0 ∈ span(Us, s ≤ 0) we have, by using (26),
E [Z0Z] = E [Z0 · E [Z|Uθ]] = E [Z0 · E [ZUθ] · Uθ]
= E [Z0 · Uθ] · E [ZUθ] ≤ e−θ/2(E [Z20 ])1/2(E [Z2])1/2. (27)
Step 3. Let now U˜ jt , 1 ≤ j ≤ d − 1, be independent centered stationary
Ornstein–Uhlenbeck processes with covariances E [U˜ js U˜
j
t ] = e
λj |s−t| where
λj < 0. (Compared to the processes used in the definition in (15), we ignore
the irrelevant constant factors in front of the U˜ j and let the variances be unit
ones, which we can do w.l.o.g., as the left-hand side of (24) does not depend
on constant prefactors of the U˜ j .) Every such process U˜ jt can be reduced to
a standard OU-process by scaling of time. Therefore, (27) transforms into
E [Z0Z] ≤ eλjθ(EZ20 )1/2(EZ2)1/2, (28)
valid for all Z0 ∈ span(U˜ js , s ≤ 0) and Z ∈ span(U˜ jτ , τ ≥ θ).
Step 4. Let us now fix an index k and Z ∈ span(U˜kτ , τ ≥ θ). By using
(28), we have
E [U˜k0Z] ≤ eλkθ(E [Z2])1/2. (29)
By using the independence of the processes U˜ jt with different j, it is easy to
see that
E [Z|U˜ js , s ≤ 0, 1 ≤ j ≤ d− 1] = E [U˜k0Z]U˜k0 . (30)
Step 5. Let now Z ∈ span(U˜ jτ , τ ≥ θ, 1 ≤ j ≤ d − 1). Then Z can be
represented as a finite orthogonal sum
Z =
d−1∑
k=1
Zk, with Zk ∈ span(U˜kτ , τ ≥ θ),
and by (30) we have
E [Z|U˜ js , s ≤ 0, j ≤ d−1] =
d−1∑
k=1
E [Zk|U˜ js , s ≤ 0, 1 ≤ j ≤ d−1] =
d−1∑
k=1
E [U˜k0Zk]U˜
k
0 .
Finally, by using Parseval’s equation in the fourth step and (29) in the fifth
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step, we obtain for every Z0 ∈ span(U˜ js , s ≤ 0, 1 ≤ j ≤ d− 1)
E [Z0Z] = E
[
Z0 · E [Z|U˜ js , s ≤ 0, 1 ≤ j ≤ d− 1]
]
=
d−1∑
k=1
E [U˜k0Zk]E [Z0U˜
k
0 ]
≤
(
d−1∑
k=1
E [U˜k0Zk]
2
)1/2
·
(
d−1∑
k=1
[E [Z0U˜
k
0 ]]
2
)1/2
≤
(
d−1∑
k=1
E [U˜k0Zk]
2
)1/2
E [Z20 ]
1/2
≤
(
d−1∑
k=1
e2λkθE [Z2k ]
)1/2
E [Z20 ]
1/2
≤ e−min1≤k≤d−1 |λk|θ
(
d−1∑
k=1
E [Z2k ]
)1/2
E [Z20 ]
1/2
= e−µθ(E [Z2])1/2E [Z20 ]
1/2,
and (25) is verified. 
2.6 Pickands lemma
In the process of the proofs, we shall frequently use the following theorem
that identifies the exact asymptotics of the large deviation probability of a
stationary Gaussian process. It is usually called Pickands lemma [23], [21],
also see Theorem 2.1 in [25] (with a slightly differently defined constant
Hα) and Theorem 9.15 in [24]. The assertion with the varying time interval
length that we use here is due to V. Piterbarg.
Lemma 10 Let (Wt)t∈R be a stationary centered Gaussian process with co-
variance expansion
cov(Wt,Ws) = v
2 (1−A|t|α + o(|t|α)) , as t→ 0,
for some v > 0, A > 0, and 0 < α ≤ 2. Assume that
lim sup
t→∞
corr(Wt,W0) < 1.
Then
P(max
s∈[0,t]
Ws > x) ∼ A
1/αHα√
2π
· t · (x/v)2/α−1 exp(−(x/v)
2
2
),
for any x and t such that the right-hand side tends to zero, where Hα is
Pickands constant (in particular, H1 = 1).
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3 Deterministic regime (σ = 0) and very fast pulling
regime
In this section, we show that in the deterministic regime (with ε→ 0, σ = 0)
the exit occurs at the last position, i.e. τ = τd. Then we extend this result
to stochastic systems satisfying ε → 0, σ/ε → 0. It is therefore natural to
call the latter regime quasi-deterministic.
3.1 Deterministic regime
Proposition 11 Let ε→ 0, σ = 0. Then the exit times are described by the
formula
τ i = t∗ +
d2 − 1
6
− i(i − 1)
2
+ o(1), as ε→ 0, 1 ≤ i ≤ d.
In particular,
τ := min
1≤i≤d
τ i = τd = t∗ − (d− 1)(2d − 1)
6
+ o(1), as ε→ 0.
Proof of Proposition 11: Observe that in the deterministic regime the
stochastic term σV it vanishes from (14) and we have
τ i = inf{t ≥ 0 |t∗ − t
t∗
= ε(δi + Z
i
t − Zi−1t )}
where t∗ = dε and δi :=
1−d2
6d +
i(i−1)
2d . Using (10) we obtain
τ i = t∗ − d(δi + Ziτ i − Zi−1τ i )
= t∗ − d(δi + o(1))
= t∗ + d
2−1
6 − i(i−1)2 + o(1),
which is the claim of the proposition. 
3.2 Quasi-deterministic regime
We now extend the results for the deterministic regime to the very fast
pulling (quasi-deterministic) regime.
Proof of Theorem 1: For identifying the end of the chain as the exit
position, it is sufficient to prove that for each i such that 1 ≤ i < d one has
P(τ = τ i ≤ τd)→ 0. (31)
Let us fix an i < d and someM > 0. The following inequality is the starting
point for proving (31),
20
P(τ = τ i ≤ τd) ≤ P(τ i ≤ t∗ −M) + P(t∗ −M ≤ τ i ≤ t∗, τ i ≤ τd). (32)
Step 1: Let us proceed with the evaluation of the second probability in
(32). Assuming that τ i ≤ τd, letting t := τ i, and using expression (13) we
transform the inequality
Xit −Xi−1t = 2 ≥ Xdt −Xd−1t
into
σ(V it − V dt ) ≥ ε(δd − δi − Zit + Zi−1t + Zdt − Zd−1t ),
at t = τ i. Recall that t ≥ t∗ −M →∞; by (10) we have
Zit − Zi−1t − Zdt + Zd−1t = o(1).
We have thus seen that on τ i ≤ τd
sup
s∈[t∗−M,t∗]
(V is − V ds ) ≥ (V it − V dt ) ≥
ε
σ
(δd − δi + o(1)),
and recall that δd > δi for i < d.
Therefore, we obtain
P(t∗ −M ≤ τ i ≤ t∗, τ i ≤ τd)
≤ P
(
sup
s∈[t∗−M,t∗]
(V is − V ds ) ≥
ε
σ
(δd − δi + o(1))
)
≤ P
(
sup
s∈[t∗−M,t∗]
|V is − V ds | ≥
ε
σ
(δd − δi + o(1))
)
≤ P
(
sup
s∈[t∗−M,t∗]
|V˜ is − V˜ ds | ≥
ε
σ
(δd − δi + o(1))
)
= P
(
sup
s∈[0,M ]
|V˜ is − V˜ ds | ≥
ε
σ
(δd − δi + o(1))
)
→ 0
for every fixed M . Here we used a stationary version V˜ i of V i, applied the
Anderson inequality (3rd step), then stationarity (4th step), and finally used
that εσ →∞.
Step 2: Let us now evaluate the first probability in (32), assuming addi-
tionally that M is chosen so large that M2d > K
i := |δi|+ CiZ + Ci−1Z , where
the constant CiZ is defined in (10).
Using the representation (13) for t = τ i we see that the exit condition
Xit −Xi−1t = 2 is equivalent to
σV it =
t∗ − t
t∗
− ε(δi + Zit − Zi−1t ) = ε
(
t∗ − t
d
− (δi + Zit − Zi−1t )
)
,
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hence,
V it =
ε
σ
(
t∗ − t
d
− (δi + Zit − Zi−1t )
)
≥ ε
σ
(
t∗ − t
d
−Ki
)
.
Notice that the right hand side is positive for all t ≤ t∗ −M due to the
choice of M . Therefore,
P(τ i ≤ t∗ −M) ≤ P
(
∃t ∈ [0, t∗ −M ] : V it ≥
ε
σ
(
t∗ − t
d
−Ki
))
≤ P
(
∃t ∈ [0, t∗ −M ] : |V it | ≥
ε
σ
(
t∗ − t
d
−Ki
))
≤ P
(
∃t ∈ [0, t∗ −M ] : |V˜ it | ≥
ε
σ
(
t∗ − t
d
−Ki
))
.
Here we used again the stationary version V˜ i of V i and applied the Anderson
inequality. Furthermore, by stationarity, and using M2d ≥ Ki, we have
P
(
∃t ∈ [0, t∗ −M ] : |V˜ it | ≥
ε
σ
(
t∗ − t
d
−Ki
))
≤ P
(
∃s ∈ [M,∞) : |V˜ is | ≥
ε
σ
(s
d
−Ki
))
≤ P
(
∃s ∈ [M,∞) : |V˜ is | ≥
ε
σ
s
2d
)
→ 0,
since εσ →∞. We conclude that
P(τ i ≤ t∗ −M)→ 0, as ε
σ
→∞ and M
2d
≥ Ki.
Now (32) yields the result for the exit position.
Step 3: We finally prove the statement about the exit time. Recall that
for large enough M we already proved P(τd < t∗ −M)→ 0.
Fix a small κ > 0. Recall that by (10) the term Zdt −Zd−1t tends to zero,
as t→∞, so that for t > t∗ −M we have, say,
|Zdt − Zd−1t | ≤
κ
2d
.
Therefore, we obtain from (13)
P(t∗ −M ≤ τd ≤ t∗ − dδd − κ)
≤ P(∃t ∈ [t∗ −M, t∗ − dδd − κ] : V dt ≥
ε
σ
(
t∗ − t
d
− δd − (Zdt − Zd−1t )))
≤ P
(
∃t ∈ [t∗ −M, t∗ − dδd − κ] : V dt ≥
ε
σ
(κ/d − κ/(2d))
)
≤ P
(
∃t ∈ [t∗ −M, t∗ − dδd − κ] : V dt ≥
ε
σ
· κ
2d
)
→ 0,
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as above. Since κ can be chosen arbitrarily small, this estimate shows that
τd ≥ t∗ − dδd − oP (1).
On the other hand, for any fixed small κ > 0 let t = t(ε, κ) := t∗−dδd+κ.
Then, by using again (13) with i = d,
P(τd ≤ t) ≥ P
(
V dt ≥
ε
σ
(t∗ − t
d
− δd − (Zdt − Zd−1t )
))
≥ P
(
V dt ≥
ε
σ
(t∗ − t
d
− δd + κ
2d
))
= P
(
V dt ≥ −
ε
σ
· κ
2d
)
→ 1,
because the law of V dt converges to a non-degenerated Gaussian law, and
the level tends to −∞. Since κ can be chosen arbitrarily small, this estimate
shows that τd ≤ t∗ − dδd + oP (1). 
4 The case of very slow pulling and no pulling
4.1 Result for the stationary model
We start with considering a stationary model that captures the main features
of our (nonstationary) problem. We will make later a relatively easy passage
from the stationary case to the non-stationary one.
Let V˜ it be the stationary Gaussian processes defined in (15). Define the
related exit times
τ˜ i := inf
{
t : σV˜ it ≥ 1
}
and τ˜ := min1≤i≤d τ˜ i (cf. (13)). The main result for stationary case is as
follows.
Proposition 12 Let σ → 0. Then
P(τ˜ = τ˜ i)→
{
1
d−1 i ∈ {2, . . . , d− 1};
1
2(d−1) i ∈ {1, d}.
Further, for any i ∈ {1, . . . , d},
τ˜ i · (σv)−1 exp(−(σv)−2/2) · Ai√
2π
d→ E ,
and
τ˜ · (σv)−1 exp(−(σv)−2/2) · 2d√
2π
d→ E ,
where E is a standard exponential random variable, v and the Ai are defined
in (3).
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Remark 13 At some point we will need a minor extension of Proposition 12
allowing a very mild flexibility of the exit times. Namely, let σi∗, 1 ≤ i ≤ d,
be so close to σ that σ−2i∗ = σ
−2 + o(1). Let
τ˜ i∗ := inf
{
t : σi∗V˜ it ≥ 1
}
and τ˜∗ := min1≤i≤d τ˜ i∗. Then we still have, as σ → 0,
P(τ˜∗ = τ˜ i∗)→
{
1
d−1 i ∈ {2, . . . , d− 1};
1
2(d−1) i ∈ {1, d}.
τ˜ i∗ · (σv)−1 exp(−(σv)−2/2) ·
Ai√
2π
d→ E ,
τ˜∗ · (σv)−1 exp(−(σv)−2/2) · 2d√
2π
d→ E .
Proposition 12 will follow from the next lemma, which does not rely on
the explicit form of the processes V˜ it but captures their important features.
Lemma 14 Let (Υ1t , . . . ,Υ
d
t )t∈R be a family of centered stationary Gaussian
process with the following properties:
(V1) The variance of all processes is the same:
E [Υit] = v
2 > 0, i = 1, . . . , d. (33)
(V2) The local covariance behavior is as follows: there is an α ∈ (0, 2] such
that for any i there is Ai > 0 with
cov(Υit,Υ
i
0) = v
2(1−Ai|t|α + o(|t|α)), as t→ 0. (34)
(V3) There is a non-degeneracy among the components:
sup
s,t
sup
i,j∈{1,...,d},i 6=j
corr(Υit,Υ
j
s) < 1.
(V4) There is a mixing property: i.e. there is a number µ > 0 such that
r(θ) ≤ e−µθ, θ > 0,
where
r(θ) := sup
{
corr(W,W ′) :
W ∈ span(Υit, t ≤ 0, i ∈ {1, . . . , d})
W ′ ∈ span(Υit, t ≥ θ, i ∈ {1, . . . , d})
}
.
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Then, for τ i := min{t > 0 : σΥit ≥ 1} and τ := mini∈{1,...,d} τ i we have, as
σ → 0,
P(τ = τ i)→ A
1/α
i∑d
j=1A
1/α
j
, (35)
where α and the Ai are as in (34).
Further, as σ → 0, we have the weak limit theorems
τ i · (σv)1−2/α exp(−(σv)−2/2) · A
1/α
i Hα√
2π
d→ E , (36)
for i ∈ {1, . . . , d} and
τ · (σv)1−2/α exp(−(σv)−2/2) ·
∑d
j=1A
1/α
j Hα√
2π
d→ E , (37)
where E is a standard exponential random variable and Hα is Pickands con-
stant (cf. Lemma 10).
Remark 15 A similar proof works if the covariance expansion at zero (34)
is given by v2(1 − Ai|t|αi + ...) with some possibly distinct α1, . . . , αd ∈
(0, 2]. The exit distribution is then concentrated on the positions i where
αi = minj∈{1,...,d} αj . The same applies if the variances of the different
components in (33) are different, say =: v2i . Then the exit distribution is
concentrated on those positions i where v2i = maxj∈{1,...,d} v
2
j .
4.2 Proof of Lemma 14
Step 1: Preliminaries.
We start by remarking that in order to prove (35) it is sufficient to show
that, for all i ∈ {1, . . . , d},
lim sup
σ→0
P(τ = τ i) ≤ A
1/α
i∑d
j=1A
1/α
j
, (38)
as the right-hand side sums up to one.
Fix i for the rest of this proof and set
T∗ := σ2/α−1 exp((σv)−2/2), ℓ := Bσ−2, L := σ−3, M :=
MT∗
L+ ℓ
,
where B > 0 is a large constant chosen later and M > 0 is fixed (which we
will send to infinity later).
Consider the intervals
Im := [(L+ℓ)(m−1), (L+ℓ)(m−1)+L], Jm := [(L+ℓ)(m−1)+L, (L+ℓ)m],
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for m ∈ {1, 2, . . . ,M}; and note that the disjoint union of these intervals is
the interval [0,MT∗].
For m ∈ {1, 2, . . . ,M}, define the events
Eim := {max
t∈Im
Υit ≥ σ−1}, Nm := { max
j∈{1,...,d}
max
t∈Im
Υjt < σ
−1}.
The event Eim means that the i-th component produces an exit (in the
sense of the statement of the lemma) in the time interval Im, while Nm
means that none of the components exits during the time interval Im. By
the stationarity of the processes (Υit)t∈R, i ∈ {1, . . . , d},
P(Ei1) = P(E
i
2) = . . . = P(E
i
M ), P(N1) = P(N2) = . . . = P(NM ).
The basic relation in order to prove (38) is the observation
P(τ = τ i) ≤ P(τ i ≥MT∗) + P(τ i ∈
M⋃
m=1
Jm) +
M∑
m=1
P(τ = τ i ∈ Im). (39)
The first probability will tend to zero (first σ → 0 then M→∞), as an
exit far beyond the critical time scale T∗ is unlikely. The second probability
will also tend to zero, because the intervals Jm are too short to produce an
exit at all. The only contribution comes from the last term.
Step 2: The second term in (39) tends to zero.
Observe that
P(τ i ∈
M⋃
m=1
Jm) ≤
M∑
m=1
P(τ i ∈ Jm) ≤MP(max
t∈J1
Υit ≥ σ−1).
Using stationarity again and the Pickands lemma (Lemma 10) with (V2),
we can estimate the last term as follows:
MP(max
t∈J1
Υit ≥ σ−1)
= MP(max
t∈[0,ℓ]
Υit ≥ σ−1)
≤ M · 2 A
1/α
i Hα√
2π
· ℓ · (σv)1−2/α exp(−(σv)−2/2)
= Cα,Ai,v
MT∗
L+ ℓ
ℓ · σ1−2/α exp(−(σv)−2/2)
= Cα,Ai,v,M
σ2/α−1e(σv)
−2/2
L+ ℓ
ℓσ1−2/α exp(−(σv)−2/2)
= Cα,Ai,v,M
ℓ
L+ ℓ
→ 0,
as σ → 0. We have thus seen that the second term in (39) tends to zero.
26
Step 3: The first term in (39) tends to zero, as first σ → 0 and then
M→∞.
First note – from Assumption (V2) – that the Pickands lemma (Lemma 10)
gives us that
P(Ei1) = P( max
t∈[0,L]
Υit ≥ σ−1) ∼
A
1/α
i Hα√
2π
·L·(σv)1−2/α ·exp(−(σv)−2/2), (40)
because the right-hand side indeed tends to zero, as the exponential term
tends to zero faster than the increasing polynomial term Lσ1−2/α.
Further, we have to decouple the events Em. For this purpose, we use
Assumption (V4), which makes Lemma 8 applicable: Namely, by applying
iteratively Lemma 8 using that Eim ∈ σ(Υit, t ∈ Im) and the fact that the
intervals Im are separated by a distance of at least ℓ, we obtain
P(τ i ≥MT∗) ≤ P(
M⋂
m=1
(Eim)
c)
≤ P((Ei1)c) · P(
M⋂
m=2
(Eim)
c) + e−µℓ
≤ P((Ei1)c) · P((Ei2)c) · P(
M⋂
m=3
(Eim)
c) + P((Ei1)
c) · e−µℓ + e−µℓ
≤ . . .
≤
M∏
m=1
P((Eim)
c) +Me−µℓ
= P((Ei1)
c)M +Me−µℓ
= (1− P(Ei1))M +Me−µℓ
≤ exp(−MP(Ei1)) +Me−µℓ. (41)
We will show that both terms tend to zero, as first σ → 0 and thenM→∞.
Let us start with the second term. Here,
Me−µℓ =
MT∗
L+ ℓ
e−µBσ
−2
=
Mσ2/α−1 exp((σv)−2/2)
L+ ℓ
e−µBσ
−2
, (42)
which tends to zero if B is chosen sufficiently large (µB > v−2/2; in fact,
later we will choose B such that even µB > v−2).
For the first term in (41), observe that by (40) – using the abbreviation
cα,Ai,v := A
1/α
i Hαv1−2/α/
√
2π –, we have that for σ → 0
M · P(Ei1) ∼
MT∗
L+ ℓ
· cα,Ai,vLσ1−2/αe−(σv)
−2/2
=
Mσ2/α−1e(σv)−2/2
L+ ℓ
· cα,Ai,vLσ1−2/αe−(σv)
−2/2
∼ M · cα,Ai,v. (43)
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We have thus seen that for any M > 0 we have
lim sup
σ→0
P(τ i ≥MT∗) ≤ e−Mcα,Ai,v . (44)
Now, letting M → ∞ shows that the first term in (39) tends to zero
(first σ → 0, then M→∞).
Step 4: The last term in (39) gives (38).
We shall use again Lemma 8. Namely, observe that since the intervals
Ik, k ∈ {1, . . . ,m} are separated by a distance of at least ℓ, and that Eim ∈
σ(Υit, t ∈ Im) and similarly for the Nm. Therefore, we obtain for m ∈
{1, . . . ,M}
P(τ = τ i ∈ Im) ≤ P(Eim ∩
m−1⋂
k=1
Nk)
≤ P(Eim) · P(
m−1⋂
k=1
Nk) + e
−µℓ
≤ . . .
≤ P(Eim) ·
m−1∏
k=1
P(Nk) +me
−µℓ
= P(Ei1) · P(N1)m−1 +me−µℓ
≤ P(Ei1) · P(N1)m−1 +Me−µℓ.
This yields
M∑
m=1
P(τ = τ i ∈ Im) ≤ P(Ei1) ·
M∑
m=1
P(N1)
m−1 +M2e−µℓ
≤ P(Ei1) ·
1
1− P(N1) +M
2e−µℓ. (45)
The last term is easily seen to tend to zero:
M2e−µℓ =
M2T 2∗
(L+ ℓ)2
e−µBσ
−2
=
M2σ4/α−2 exp(2(σv)−2/2)
(L+ ℓ)2
e−µBσ
−2
,
which tends to zero as σ → 0, if we choose B is sufficiently large (µB > v−2).
In order to treat the first term in (45), first observe that
1−P(N1) = P(N c1) = P(
d⋃
j=1
Ej1) ≥
d∑
j=1
P(Ej1)−
∑
j1,j2∈{1,...,d},j1 6=j2
P(Ej11 ∩Ej21 ),
(46)
where the inequality follows from the inclusion-exclusion principle (also
called Bonferroni’s inequality).
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Using again the Pickands lemma (Lemma 10), we have
P(Ej1) ∼
A
1/α
j Hα√
2π
· L · (σv)1−2/α exp(−(σv)−2/2), j ∈ {1, . . . , d}. (47)
We shall further prove that for j1 6= j2, j1, j2 ∈ {1, . . . , d},
P(Ej11 ∩ Ej21 ) ≤ exp(−η(σv)−2/2(1 + o(1))), (48)
as σ → 0, where η > 1 is some constant. Inserting this into (46) and using
(47), we obtain
1− P(N1) ≥
d∑
j=1
P(Ej1)(1 + o(1)), (49)
because the leading order of
∑d
j=1 P(E
j
1) is given by exp(−(σv)−2/2(1 +
o(1))), by (47), while the second term in (46) is of order exp(−η(σv)−2/2(1+
o(1))) due to (48), and thus of lower order as η > 1.
Putting this together with (45) shows that, as σ → 0,
M∑
m=1
P(τ = τ i ∈ Im) ≤ P(Ei1) ·
1
1− P(N1) + o(1)
=
A
1/α
i Hα√
2π
· L · (σv)1−2/α exp(−(σv)−2/2)∑d
j=1
A
1/α
j Hα√
2π
· L · (σv)1−2/α exp(−(σv)−2/2)
+ o(1)
=
A
1/α
i∑d
j=1A
1/α
j
+ o(1),
as required by (38). It remains to prove (48).
Step 5: Proof of (48).
As a comment, note that (48) means that the probability of “joint exits”
of different components in one of the Im intervals is of lower order (compared
to the exit of only one component).
To simplify the notation, let j1 = 1, j2 = 2. By definition,
E11 ∩E21 =
{
max
s∈[0,L]
Υ1s ≥ σ−1, max
t∈[0,L]
Υ2t ≥ σ−1
}
.
Obviously,
E11 ∩ E21 ⊆
{
max
s,t∈[0,L]
(Υ1s +Υ
2
t ) ≥ 2σ−1
}
=
{
max
s,t∈[0,L]
Λ(s, t) ≥ 2σ−1
}
,
where Λ(s, t) := Υ1s + Υ
2
t is a centered Gaussian process with index set
T := [0, L]2.
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According to the general theory [20], the evaluation of the large values’
probability for Λ requires a bound for its largest variance and the estimation
of the corresponding covering numbers. By Assumption (V3), for all s, t ∈ R
we have the variance bound
EΛ(s, t)2 = 2v2(1 + E [Υ1sΥ
2
t ]) ≤ 2v2(1 + ρ¯)
with some ρ¯ < 1. Next, recall that for a Gaussian process (Xt, t ∈ T ) the
covering number N (X,T, ε) is the minimal number of balls needed to cover
the set T with respect to the Dudley semi-metric
ρX(s, t)
2 := E [(Xs −Xt)2], s, t ∈ T.
We refer to Section 14 of [20] for other relevant definitions.
Due to the property (V2) we have
ρΥi(t, t+ h)
2 = 2v2Ai|h|α(1 + o(1)), as h→ 0.
It follows that
N (Υi, [0, L], ε) ≤ c1Lε−2/α, ε > 0, L ≥ 1.
Hence,
N (Λ,T , 2ε) ≤ c21L2ε−2/α, ε > 0, L ≥ 1.
Furthermore, for the Dudley integral we have the estimate∫ 2v
0
√
lnN (Λ,T , ε) dε ≤ c2
√
lnL, L ≥ 2.
We can finally apply Corollary 2 from [20, Section 14, p.181], which involves
the Dudley integral and shows in our case that (with Φ¯ the tail of the
standard normal distribution) for small enough σ
P
(
max
(s,t)∈T
Λ(s, t) ≥ 2σ−1
)
≤ Φ¯((2σ−1 − c3
√
lnL)/(v
√
2(1 + ρ¯)))
≤ exp(− σ
−2
v2(1 + ρ¯)
(1 + o(1)))
= exp(−η(σv)−2/2(1 + o(1))),
with η := 2/(1 + ρ¯) > 1 as required in (48).
Step 6: We prove the second assertion of the lemma, i.e. the limit theo-
rem for τ i, i.e. (36).
We recall that we obtained in (44) that for any M > 0
lim sup
σ→0
P(τ i ≥MT∗) ≤ exp(−Mcα,Ai,v),
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where cα,Ai,v = A
1/α
i Hαv1−2/α/
√
2π. Using the specific choiceM := tc−1α,Ai,v,
we obtain that, for any t > 0,
lim sup
σ→0
P(τ i ≥ tc−1α,Ai,vT∗) ≤ exp(−t).
This already shows one of the estimates needed for the limit theorem (36).
We now proceed with proving the lower bound in (36). For this purpose,
let M > 0 and set M (and all other variables) as in Step 1. Then
P(τ i ≥MT∗) ≥ P(
M⋂
m=1
(Eim)
c ∩ {τ i 6∈
M⋃
m=1
Jm})
≥ P(
M⋂
m=1
(Eim)
c)− P(τ i ∈
M⋃
m=1
Jm)
≥
M∏
m=1
P((Eim)
c)−Me−µℓ − P(τ i ∈
M⋃
m=1
Jm),
= (1− P(Ei1))M −Me−µℓ − P(τ i ∈
M⋃
m=1
Jm),
by the decoupling argument from Lemma 8 and using stationarity. The term
Me−µℓ is seen to tend to zero with σ → 0, as in (42), by the choice of the
constant B. Further, P(τ i ∈ ⋃Mm=1 Jm) tends to zero, as observed in Step 2.
Since P(Ei1)→ 0 as σ → 0, we obtain
P(τ i ≥MT∗) ≥ e−MP(Ei1)(1+o(1)) − o(1).
We further know from (43) that MP(Ei1) ∼M · cα,Ai,v, which implies
lim inf
σ→0
P(τ i ≥MT∗) = exp(−M · cα,Ai,v).
Using the specific choice M := tc−1α,Ai,v, we obtain that, for any t > 0,
lim inf
σ→0
P(τ i ≥ tc−1α,Ai,vT∗) ≥ exp(−t),
which completes the proof of (36).
Step 7: We prove the last assertion, i.e. the limit theorem for τ , i.e.
(37).
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The proof is very similar to the bounds for the τ i. First,
P(τ ≥MT∗) ≤ P(
M⋂
m=1
d⋂
j=1
(Ejm)
c)
≤
M∏
m=1
P(
d⋂
j=1
(Ejm)
c) +Me−µℓ
= (1− P(
d⋃
j=1
Ej1))
M +Me−µℓ
≤ exp(−MP(
d⋃
j=1
Ej1)) +Me
−µℓ.
Again the second term is of lower order (cf. (42)), while for the first – by
the argument in (46)-(49) – one can see that
P(
d⋃
j=1
Ej1) =
d∑
j=1
P(Ej1)(1 + o(1)).
This shows (using (46) and the definition of T∗)
lim sup
σ→0
P(τ ≥MT∗) ≤ exp(−M
d∑
j=1
cα,Aj ,v).
Using the specific choice M := t(∑dj=1 cα,Aj ,v)−1 shows the upper bound in
(37).
For the lower bound, one can also proceed analogously:
P(τ ≥MT∗)
≥ P(
M⋂
m=1
d⋂
j=1
(Ejm)
c ∩ {∀j : τ j 6∈
M⋃
m=1
Jm})
≥ P(
M⋂
m=1
d⋂
j=1
(Ejm)
c)− P(∃j : τ j ∈
M⋃
m=1
Jm)
≥
M∏
m=1
P(
d⋂
j=1
(Ejm)
c)−Me−µℓ −
d∑
j=1
P(τ j ∈
M⋃
m=1
Jm)
= (1− P(
d⋃
j=1
Ej1))
M −Me−µℓ −
d∑
j=1
P(τ j ∈
M⋃
m=1
Jm)
≥ exp(−MP(
d⋃
j=1
Ej1)(1 + o(1))) −Me−µℓ −
d∑
j=1
P(τ j ∈
M⋃
m=1
Jm).
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Again the second and third term vanish (cf. (42) and Step 2). For the first
expression, we can obtain
P(
d⋃
j=1
Ej1) = P( max
j∈{1,...,d}
max
t∈[0,L]
Υjt ≥ σ−1) ≤
d∑
j=1
P( max
t∈[0,L]
Υjt ≥ σ−1),
and we apply the Pickands lemma (see (47)) to this giving
lim inf
σ→0
P(τ ≥MT∗) ≥ exp(−M
d∑
j=1
cα,Aj ,v).
Again, using the specific choice M := t(∑dj=1 cα,Aj ,v)−1 shows the lower
bound in (37).
4.3 Proof of Proposition 12
In this section, we prove Proposition 12. The goal is to apply Lemma 14 with
α = 1 and, accordingly, Hα = 1. We only have to show that the processes
(V˜ it ) defined in (15) satisfy the assumptions (V1)-(V4) of Lemma 14.
Note that (V1) and (V2) follow directly from relation (19) in Lemma 7,
where α = 1 and v and the Ai are as in the statement of the proposition.
Let us prove (V3). First note that it is sufficient to consider s = 0 and
t ≥ 0, by stationarity. Fix i 6= j. Note that
|E [V˜ it V˜ j0 ]| ≤
√
E [(V˜ it )
2] · E [(V˜ j0 )2] = v2,
with equality if and only if the two random variables are linearly dependent.
In the latter case, we would have a.s. V˜ it = cV˜
j
0 , which has probability zero
(for any t > 0). Therefore, E [V˜ it V˜
j
0 ] < v
2 for all t > 0.
At t = 0, by (20) in Lemma 7, we have E [V˜ i0 V˜
j
0 ] = −1/(2d), so that
for small t we can bound E [V˜ it V˜
j
0 ] away from 0, by continuity. Further,
E [V˜ it V˜
j
0 ] =
∑d
k=1 a
i,j
k e
λkt is a sum of exponential terms, because each V˜ i
is a linear combination of independent Ornstein–Uhlenbeck processes, so
that, for large t it tends to zero. Summarizing, the function t 7→ E [V˜ it V˜ j0 ]
is continuous, negative for small t, never reaches v2, and tends to zero for
t→∞. Therefore, we can bound it
E [V˜ it V˜
j
0 ] ≤ ρ¯i,jv2
with ρ¯i,j < 1. Taking ρ¯ := maxi 6=j ρ¯i,j < 1 then satisfies (V3).
The fact that (V4) holds for (V˜ it )1≤i≤d with µ := minj |λj | follows from
(25), as we noticed in the proof of Lemma 9.
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4.4 Proof of Theorem 3
We shall prove Theorem 3 by reducing it to the stationary case considered
in Proposition 12.
4.4.1 Limit theorem for τ i
First of all notice that the slow pulling condition (5) implies
ε≪ exp(−Kσ−2) ∀K > 0. (50)
We will only need this (slightly weaker) condition.
Upper bound for the exit time. Recall that the sufficient condition for
a break in the chain element i at time t is given in (18); it follows that the
simpler condition
σV˜ it ≥ 1 + εKi + σΞe−µt
is also sufficient for the break.
Let us denote by
θiσ := σv exp((σv)
−2/2)
√
2π
Ai
the norming factor from our limit theorem. Then for all r, δ, F > 0 we have
P(τ i ≥ rθiσ) ≤ P
(
σV˜ it < 1 + εK
i + σΞe−µt, 0 ≤ t ≤ rθiσ
)
≤ P
(
σV˜ it < 1 + εK
i + σFe−µt, 0 ≤ t ≤ rθiσ
)
+ P(Ξ > F )
≤ P
(
σV˜ it < 1 + εK
i + σFe−µδθ
i
σ , δθiσ ≤ t ≤ rθiσ
)
+ P(Ξ > F )
= P
(
σi∗V˜ it < 1, δθ
i
σ ≤ t ≤ rθiσ
)
+ P(Ξ > F ),
where σi∗ = σ(1 + εKi + σFe−µδθ
i
σ )−1. Using (50), notice that εKi +
σFe−µδθ
i
σ ≪ σ2, hence σ−2i∗ = σ−2 + o(1), thus providing θiσi∗ ∼ θiσ, and we
obtain eventually
P(τ i ≥ θiσr) ≤ P
(
σi∗V˜ it < 1, 2δθ
i
σi∗ ≤ t ≤ (r − δ)θiσi∗
)
+ P(Ξ > F )
≤ P
(
σi∗V˜ it < 1, 0 ≤ t ≤ (r − δ)θiσi∗
)
+P
(
∃t ∈ [0, 2δθiσi∗ ] : σi∗V˜ it ≥ 1
)
+ P(Ξ > F ).
By applying Proposition 12 with σi∗ in place of σ we have that under (50)
lim sup
ε→0,σ→0
P(τ i ≥ rθiσ) ≤ e−(r−δ) + [1− e−2δ ] + P(Ξ > F ).
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Finally, by letting δ → 0, F → +∞ we obtain under (50)
lim sup
ε→0,σ→0
P(τ i ≥ rθiσ) ≤ e−r,
as desired.
Lower bound for the exit time. Recall that the necessary condition for
the break is given in (17). Assuming as before that Ξ ≤ F , we obtain the
necessary condition
σV˜ it ≥ 1−
εt
d
− εKi − σFe−µt.
We handle this condition differently for relatively small t and for larger t.
Namely, for t ∈ [0, 3| ln σ|/µ] we use that (under (50))
sup
t∈[0,3| lnσ|/µ]
[
εt
d
+ εKi + σFe−µt
]
≤ ε
d
· 3| ln σ|
µ
+ εKi + σF → 0.
Therefore, for t ∈ [0, 3| ln σ|/µ] we obtain the necessary condition
σV˜ it ≥
1
2
.
On the other hand, for t ∈ [3| ln σ|/µ, rθiσ] we obtain the necessary condition
σV˜ it ≥ 1−
εrθiσ
d
− εKi − Fσ4,
which can be rewritten as σi∗V˜ it ≥ 1, where σi∗ := σ
(
1− εrθiσd − εKi − Fσ4
)−1
again satisfies the requirement σ−2i∗ = σ
−2+ o(1) (under (50)), hence, θiσi∗ ∼
θiσ. We obtain
P(τ i ≥ rθiσ)
≥ P(σi∗V˜ it < 1, 0 ≤ t ≤ rθiσ)− P(Ξ > F )− P
(
σ sup
t∈[0,3| lnσ|/µ]
V˜ it ≥
1
2
)
≥ P(σi∗V˜ it < 1, 0 ≤ t ≤ (1 + δ)rθiσi∗)− P(Ξ > F )
−P
(
σ sup
t∈[0,3| lnσ|/µ]
V˜ it ≥
1
2
)
.
By stationarity and Gaussianity of V˜ i we have
lim
σ→0
P
(
σ sup
t∈[0,3| lnσ|/µ]
V˜ it ≥
1
2
)
= 0. (51)
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Indeed, since the process V˜ i is bounded, by [20, Theorem 1, Section 12] for
every h > 0 and all σ small enough one has
P
(
σ sup
t∈[0,1]
V˜ it ≥
1
2
)
≤ exp
(
− (σv)
−2
8(1 + h)
)
.
Hence, using stationarity, for every L > 0 we see that
P
(
σ sup
t∈[0,L]
V˜ it ≥
1
2
)
≤ (L+ 1) exp
(
− (σv)
−2
8(1 + h)
)
.
Applying this with L = 3| ln σ|/µ we obtain (51).
By using (51) and applying Proposition 12 with σi∗ in place of σ we have
under (50)
lim inf
ε→0,σ→0
P(τ i ≥ rθiσ) ≥ e−(1+δ)r − P(Ξ > F ).
Finally, by letting δ → 0, F → +∞ we obtain that under (50)
lim inf
ε→0,σ→0
P(τ i ≥ rθiσ) ≥ e−r,
as desired.
4.4.2 Limit theorem for τ
Let us denote by
θσ := σv exp((σv)
−2/2)
√
2π
2d
the norming factor from our limit theorem.
Upper bound for the total exit time. Using the same argument as in
the previous upper bound we obtain for all r, δ, F > 0
P(τ ≥ rθσ) = P(τ i ≥ rθσ, 1 ≤ i ≤ d)
≤ P
(
σV˜ it < 1 + εK
i + σΞe−µt, 0 ≤ t ≤ rθσ, 1 ≤ i ≤ d
)
≤ P
(
σV˜ it < 1 + εK
i + σFe−µt, 0 ≤ t ≤ rθσ, 1 ≤ i ≤ d
)
+P(Ξ > F )
≤ P
(
σV˜ it < 1 + εK
i + σFe−µδθσ , δθσ ≤ t ≤ rθσ, 1 ≤ i ≤ d
)
+P(Ξ > F )
≤ P
(
σ∗V˜ it < 1, δθσ ≤ t ≤ rθσ, 1 ≤ i ≤ d
)
+ P(Ξ > F ),
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where σ∗ = σ(1+εmax1≤i≤dKi+σFe−µδθσ )−1. Using (50), we obtain again
σ−2∗ = σ−2 + o(1), providing θσ∗ ∼ θσ, and we obtain eventually
P(τ ≥ rθσ) ≤ P
(
σ∗V˜ it < 1, 2δθσ∗ ≤ t ≤ (r − δ)θσ∗ , 1 ≤ i ≤ d
)
+ P(Ξ > F )
≤ P
(
σ∗V˜ it < 1, 0 ≤ t ≤ (r − δ)θσ∗ , 1 ≤ i ≤ d
)
+P
(
∃t ∈ [0, 2δθσ∗σ∗],∃i ∈ {1, . . . , d} : σ∗V˜ it ≥ 1
)
+ P(Ξ > F ).
By applying Proposition 12 with σ∗ in place of σ we have
lim sup
ε→0,σ→0
P(τ ≥ rθσ) ≤ e−(r−δ) + [1− e−2δ ] + P(Ξ > F ).
Finally, by letting δ → 0, F → +∞ we obtain that under (50)
lim sup
ε→0,σ→0
P(τ ≥ rθσ) ≤ e−r,
as desired.
Lower bound for the total exit time. Using the same argument as in
the previous lower bound we obtain for all r, δ, F > 0
P(τ ≥ rθσ) = P(τ i ≥ rθσ, 1 ≤ i ≤ d)
≥ P(σi∗V˜ it < 1, 0 ≤ t ≤ rθσ, 1 ≤ i ≤ d)− P(Ξ > F )
−P
(
σ max
1≤i≤d
sup
t∈[0,3| lnσ|/µ]
V˜ it ≥
1
2
)
≥ P(σ∗V˜ it < 1, 0 ≤ t ≤ (1 + δ)rθσ∗ , 1 ≤ i ≤ d)− P(Ξ > F )
−P
(
σ max
1≤i≤d
sup
t∈[0,3| lnσ|/µ]
V˜ it ≥
1
2
)
where σ∗ := max1≤i≤d σi∗. Again we have
lim
σ→0
P
(
σ max
1≤i≤d
sup
t∈[0,3| lnσ|/µ]
V˜ it ≥
1
2
)
≤
d∑
i=1
lim
σ→0
P
(
σ sup
t∈[0,3| lnσ|/µ]
V˜ it ≥
1
2
)
= 0.
By applying Proposition 12 with σ∗ in place of σ we have that under (50)
lim inf
ε→0,σ→0
P(τ ≥ rθσ) ≥ e−(1+δ)r − P(Ξ > F ).
Finally, by letting δ → 0, F → +∞ we obtain that under (50)
lim inf
ε→0,σ→0
P(τ ≥ rθσ) ≥ e−r,
as desired.
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4.4.3 Limit theorem for the break position
Let us fix i ∈ {1, . . . , d} and δ, r, F > 0. Then by using the necessary and
the sufficient conditions for exit, we have
P(τ = τ i)
≥ P(τ ≥ δθiσ , τ i ∈ [δθiσ , rθiσ],
and σV js < 1−
εs
d
− εKj, δθiσ ≤ s ≤ τ i, j 6= i)
≥ P
(
τ ≥ δθiσ ,∃t ∈ [δθiσ , rθiσ] : σV˜ it ≥ 1 + εKi + σΞe−µt
and σV˜ js < 1−
εs
d
− εKj − σΞe−µs, δθiσ ≤ s ≤ t, j 6= i
)
≥ P
(
∃t ∈ [δθiσ , rθiσ] : σV˜ it ≥ 1 + εKi + σΞe−µt
and σV˜ js < 1−
εs
d
− εKj − σΞe−µs, 0 ≤ s ≤ t, j 6= i
)
− P(τ ≤ δθiσ)
≥ P
(
∃t ∈ [δθiσ , rθiσ] : σV˜ it ≥ 1 + εKi + σFe−µδθ
i
σ
and σV˜ js < 1−
εrθiσ
d
− εKj − σFe−µδθiσ , δθiσ ≤ s ≤ t, j 6= i
)
−P(τ ≤ δθiσ)− P(Ξ > F )
= P
(
∃t ∈ [δθiσ , rθiσ] : σ∗iV˜ it ≥ 1 and σ∗j V˜ js < 1, δθiσ ≤ s ≤ t, j 6= i
)
−P(τ ≤ δθiσ)− P(Ξ > F ),
where σ∗i := σ(1 + εKi + σFe−µδθ
i
σ )−1 and σ∗j = σ(1 − εrθ
i
σ
d − εKj −
σFe−µδθ
i
σ )−1 for j 6= i. By (50), σ−2∗j = σ−2 + o(1).
Introduce the corresponding exit times τ j∗ = inf{t : σ∗j V˜ jt ≥ 1}, 1 ≤ j ≤
d, and τ∗ := min1≤j≤d τ
j
∗ . Using this notation, we have
P
(
∃t ∈ [δθiσ , rθiσ] : σ∗iV˜ it ≥ 1 and σ∗j V˜ js < 1, δθiσ ≤ s ≤ t, j 6= i
)
≥ P(τ˜∗ = τ˜ i∗ ∈ [δθiσ , rθiσ])
≥ P(τ˜∗ = τ˜ i∗)− P(τ˜ i∗ 6∈ [δθiσ , rθiσ]).
By using Remark 13 for the exit times (first step) and the limit theorem
for τ that is already proved (second step), we have that under (50)
lim inf
ε→0,σ→0
P(τ = τ i) ≥ lim
σ→0
P(τ˜∗ = τ˜ i∗)− (1− e−δ + e−r)− lim
ε→0,σ→0
P(τ ≤ δθiσ)
−P(Ξ > F )
= lim
σ→0
P(τ˜∗ = τ˜ i∗)− (1− e−δ + e−r)− (1− e−2dδ/Ai )
−P(Ξ > F ).
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Then, letting δ → 0, r, F →∞ and using Remark 13 for the exit positions
we obtain the lower bound
lim inf
ε→0,σ→0
P(τ = τ i) ≥ lim
σ→0
P(τ˜∗ = τ˜ i∗) =
{
1
d−1 i ∈ {2, . . . , d− 1};
1
2(d−1) i ∈ {1, d}.
Since the right hand sides of the lower bound sum up in i to one, the
corresponding upper bound follows automatically, which proves the result.
5 Moderately slow pulling regime
This regime is defined by the following two conditions
ε→ 0, σ → 0, h := ε
σ
→ 0, (52)
but
σ2 ln ε→ 0. (53)
5.1 Result for the stationary model
We start with considering a simplified model including a stationary process
and will pass later to the initial setting.
Let V˜ it be the stationary Gaussian processes defined in (15). Define the
related exit times
τ˜ i := inf
{
t : σV˜ it ≥
t∗ − t
t∗
}
and τ˜ := min1≤i≤d τ˜ i. The main result for the stationary case is as follows.
Proposition 16 Let assumptions (52) and (53) be verified. Then
P(τ˜ = τ˜ i)→
{
1
d−1 i ∈ {2, . . . , d− 1};
1
2(d−1) i ∈ {1, d}.
Further, for any i ∈ {1, . . . , d},
h
√
ln(h−1)
(
t∗ − τ˜ i − γh−1
√
ln(h−1)
)
d→ χi, i ∈ {1, . . . , d}, (54)
and
h
√
ln(h−1)
(
t∗ − τ˜ − γh−1
√
ln(h−1)
)
d→ χ0, (55)
where χi is a double exponential random variable with parameters ai :=
vdAi/
√
2π for i ∈ {1, . . . , d}, a0 :=
∑d
i=1 ai = 2vd
2/
√
2π and b :=
√
2/(vd),
while v, γ, and the Ai are defined in (3).
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Remark 17 At some point we will need a minor extension of Proposition 16
allowing a very mild flexibility of exit times. Namely, let σi∗, 1 ≤ i ≤ d, be
so close to σ that σ∗iσ = 1 + o
(
1
ln(h−1)
)
. Let
τ˜ i∗ := inf
{
t : σi∗V˜ it ≥
t∗ − t
t∗
}
and τ˜∗ := min1≤i≤d τ˜ i∗.
Then we still have
P(τ˜∗ = τ˜ i∗)→
{
1
d−1 i ∈ {2, . . . , d− 1};
1
2(d−1) i ∈ {1, d}.
(56)
h
√
ln(h−1)
(
t∗ − τ˜ i∗ − γh−1
√
ln(h−1)
)
d→ χi, i ∈ {1, . . . , d}, (57)
h
√
ln(h−1)
(
t∗ − τ˜∗ − γh−1
√
ln(h−1)
)
d→ χ0,
where the (χi) are as above.
5.2 Proof of Proposition 16
Let us denote ψ := ln(h−1). Fix an r ∈ R. The main part of the proof
consists in the evaluation of the probability
P
(
h
√
ψ
(
t∗ − τ˜ i − γh−1
√
ψ
) ≤ −r) = P(τ˜ i ≥ t∗ − γh−1√ψ + rh−1√
ψ
)
= P
(
τ˜ i ≥ kr
)
,
where
kr := t∗ − γh−1
√
ψ +
rh−1√
ψ
.
We will show that for any ε, σ satisfying (52) and (53) one has
P
(
τ˜ i ≥ kr
)→ P(χ ≤ −r) = exp(−aiebr) (58)
for a random variable χ following the appropriate double exponential distri-
bution.
Proof of the upper bound in (58). Step 1: Preliminaries.
Let us introduce the auxiliary variables
L := ψ2, ℓ := Bψ, M := ⌊h−1ψ−9/4⌋,
where B > 2/µ (here µ is the exponential mixing constant defined in (23)),
and the intervals
Im := kr −m(L+ ℓ) + ℓ+ [0, L], m ∈ {1, . . . ,M}.
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Note that these intervals are disjoint and their union is a subset of [0, kr]
(by the choice of M , L, and ℓ), where we use (53).
Define the event of exit of component i in Im as follows:
Eim :=
{
∃t ∈ Im : σV˜ it ≥
t∗ − t
t∗
}
. (59)
Step 2: Decoupling. Let mixi(·) denote the mixing coefficient of the
process V˜ i (cf. the definition in Section 2.5).
Since we chose B > 2/µ, we deduce from Lemma 9 that
mixi(ℓ) ≤ e−µℓ = e−µBψ = hµB = o(h2). (60)
Note that, since
⋃M
m=1 Im ⊆ [0, kr],
P(τ˜ i ≥ kr) ≤ P(
M⋂
m=1
(Eim)
c) ≤ P(
M−1⋂
m=1
(Eim)
c) · P((EiM )c) + mixi(ℓ), (61)
where we used the definition of mixi and the fact that the intervals Im are
separated by a distance of at least ℓ and Eim ∈ σ(V˜ it , t ∈ Im).
Iterating this argument and using (60) gives
P(τ˜ i ≥ kr) ≤
M∏
m=1
P((Eim)
c) +Mmixi(ℓ)
=
M∏
m=1
P((Eim)
c) + o(1)
=
M∏
m=1
(1− P(Eim)) + o(1)
≤ exp(−
M∑
m=1
P(Eim)) + o(1). (62)
Step 3: Making the exit curve constant on Im and using the Pickands
lemma. Recall that
P(Eim) = P(∃t ∈ Im : σV˜ it ≥
t∗ − t
t∗
) = P(∃t ∈ Im : V˜ it ≥ h
t∗ − t
d
).
If we estimate t in the term h t∗−td by the left endpoint of Im, we get a lower
bound for the probability. The left endpoint is given by
kr − (L+ ℓ)m+ ℓ ≥ kr − (L+ ℓ)m = t∗ − γh−1
√
ψ +
rh−1√
ψ
− (L+ ℓ)m.
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Therefore, using stationarity of V˜ i,
P(Eim) ≥ P
(
∃t ∈ Im : V˜ it ≥
γ
√
ψ
d
− r
d
√
ψ
+
h(L+ ℓ)m
d
)
(63)
=: P
(
∃t ∈ Im : V˜ it ≥ Qm
)
= P
(
∃t ∈ [0, L] : V˜ it ≥ Qm
)
.
The latter probability can be estimated via the Pickands lemma (Lemma 10),
because the right-hand side tends to zero, as we shall see immediately. The
assumptions of Pickands lemma are satisfied with α = 1 due to (19) in
Lemma 7. Using also the definition γ =
√
2dv, for every fixed δ ∈ (0, 1) we
eventually obtain for ε, σ small enough (depending on δ)
P(Eim) ≥ (1− δ)
Ai√
π
L
√
ψ exp
(
−Q
2
m
2v2
)
, (64)
By using that ψ−1/2 → 0 and h(L + ℓ)m ≤ 2hLM → 0, the expression
Qm in (64) can be further estimated as
Q2m =
(
γ
√
ψ
d
− r
d
√
ψ
+
h(L+ ℓ)m
d
)2
=
γ2ψ
d2
− 2γ
√
ψ
d
(
r
d
√
ψ
− h(L+ ℓ)m
d
)
+ o(1),
hence, using again γ =
√
2dv,
exp
(
−Q
2
m
2v2
)
= (1 + o(1)) exp
(
− γ
2ψ
2v2d2
+
γ
√
ψ
v2d
(
r
d
√
ψ
− h(L+ ℓ)m
d
))
= (1 + o(1))h exp
(√
2r
vd
− h
√
2ψ(L+ ℓ)m
vd
)
;
and we obtain eventually
P(Eim) ≥ (1− 2δ)
Ai√
π
L
√
ψ h exp
(√
2r
vd
− h
√
2ψ(L+ ℓ)m
vd
)
.
This shows that
M∑
m=1
P(Eim)
≥ (1− 2δ) Ai√
π
L
√
ψ he
√
2r
vd
M∑
m=1
exp
(
−h
√
2ψ(L+ ℓ)m
vd
)
≥ (1− 3δ) Ai√
π
L
√
ψ he
√
2r
vd
1− exp
(
−h
√
2ψ(L+ℓ)(M+1)
vd
)
1− exp
(
−h
√
2ψ(L+ℓ)
vd
) ,
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where we used that we deal with a geometric sum (and the term related to
m = 0 is absorbed into one δ). We show in Step 4 that the numerator tends
to one. The denominator tends to zero, so that we get
M∑
m=1
P(Eim) ≥ (1− 4δ)
Ai√
π
L
√
ψ he
√
2r
vd
1
h
√
2ψ(L+ℓ)
vd
= (1− 4δ) Ai√
π
L
√
ψ he
√
2r
vd
vd
h
√
2ψ(L+ ℓ)
≥ (1− 5δ)vdAi√
2π
e
√
2r
vd .
Plugging this back into (62), we obtain
P(τ˜ i ≥ kr) ≤ exp
(
−(1− 5δ)vdAi√
2π
e
√
2r
vd
)
+ o(1).
Letting now ε, σ → 0 and then δ → 0, one obtains that under (53)
lim sup
ε,σ→0
P
(
h
√
ψ
(
t∗ − τ˜ i − γh−1
√
ψ
) ≤ −r) ≤ exp(−vdAi√
2π
e
√
2r
vd ),
as required for an upper bound. This also identifies the constants ai :=
vdAi√
2π
and b :=
√
2/(vd) in the proposition.
Step 4: A postponed estimate from Step 3. To complete Step 3, we still
have to show that exp(−h√2ψ(L+ ℓ)(M +1)/(vd)) → 0. This follows from
our choice of parameters because
h
√
ψ(L+ ℓ)M ∼ h
√
ψ ψ2 h−1ψ−9/4 = ψ1/4 →∞.
This finishes the proof of the upper bound in (58).
Proof of the lower bound in (58). Step 1: There is no early exit. Set
k−∞ := t∗ − 2γh−1
√
ψ. We prove that
P
(
τ˜ i ≤ k−∞
)→ 0. (65)
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Let Bn := [k−∞ − n− 1, k−∞ − n]. Then, as h→ 0,
P(τ˜ i ≤ k−∞) = P
(
∃t ∈ [0, k−∞] : σV˜ i ≥ t∗ − t
t∗
)
≤
∞∑
n=0
P
(
σmax
t∈Bn
V˜ it ≥
2γh−1
√
ψ + n
t∗
)
=
∞∑
n=0
P
(
max
t∈Bn
V˜ it ≥ 2v
√
2ψ + d−1hn
)
≤
∞∑
n=0
exp
(
−(2v
√
2ψ + d−1hn)2/(3v2)
)
≤ exp (−8ψ/3)
∞∑
n=0
exp
(
−4
√
2ψhn/(3vd)
)
= h8/3
(
1− exp
(
−4
√
2ψh/(3vd)
))−1 → 0,
where we used (a weak version of) the Pickands lemma in the fourth step.
Step 2: Evaluation of “typical” exit times.
As in the proof of the upper bound, let us introduce the auxiliary vari-
ables
L := ψ2, ℓ := Bψ, M := ⌊2γh−1
√
ψ(L+ ℓ)−1⌋,
where B > 2/µ (note that M is of slightly smaller order than in the proof
of the upper bound, while L and ℓ are the same as in that proof), and the
intervals
Jm := kr−m(L+ℓ)+(0, ℓ), Im := kr−m(L+ℓ)+ℓ+[0, L], m ∈ {1, . . . ,M}.
Note that these intervals are disjoint and their union covers (for small h)
the interval [k−∞, kr] (by the choice of M , L, and ℓ). Indeed, one only has
to check that kr −M(L + ℓ) ≤ t∗ − 2γh−1
√
ψ for small enough h, which is
true.
We start with a trivial bound using (65):
P(τ˜ i ≥ kr) = 1− P(τ˜ i ∈ [k−∞, kr])− P(τ˜ i < k−∞)
= P(τ˜ i 6∈ [k−∞, kr])− o(1). (66)
Next, define the events of exit of component i in Im and Jm, respectively,
as follows:
Eim :=
{
∃t ∈ Im : σV˜ it ≥
t∗ − t
t∗
}
, (67)
N im :=
{
∃t ∈ Jm : σV˜ it ≥
t∗ − t
t∗
}
.
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Note that
P(τ˜ i 6∈ [k−∞, kr]) ≥ P(
M⋂
m=1
(Eim)
c ∩ (N im)c)
≥ P(
M⋂
m=1
(Eim)
c)− P(
M⋃
m=1
N im), (68)
where the first step follows from the fact that the union of
⋃M
m=1(Im ∪ Jm)
covers the interval [k−∞, kr], as already observed above, while the second
inequality is trivial.
We shall show that the first term in (68) converges to the required prob-
ability related to the double-exponential law (Steps 3-5), while the second
term in (68) tends to zero (Step 6).
Step 3: Decoupling.
We estimate P(
⋂M
m=1(E
i
m)
c) in the very same way as we did in (61) and
(62). In this way, for every fixed δ ∈ (0, 1), we obtain
P(
M⋂
m=1
(Eim)
c) ≥
M∏
m=1
P((Eim)
c)− o(1)
≥ exp(−
M∑
m=1
P(Eim)(1 + δ)) − o(1), (69)
where we used that (60) is again valid (for the first step) and that P(Eim)→
0, as we shall see presently, for the second step in (69).
Step 4: Making the exit curve constant on Im and using the Pickands
lemma. Recall that
P(Eim) = P(∃t ∈ Im : σV˜ it ≥
t∗ − t
t∗
) = P
(∃t ∈ Im : V˜ it ≥ ht∗ − td ).
Similarly to the proof of the upper bound (see (63)), one can estimate this
expression – this time from above – by estimating t by the right endpoint
45
of the interval – as follows (using also stationarity in the second step):
P(Eim) ≤ P
(
∃t ∈ Im : V˜ it ≥
γ
√
ψ
d
− r
d
√
ψ
+
h(L+ ℓ)(m+ 1)
d
)
=: P
(
∃t ∈ Im : V˜ it ≥ Qm−1
)
= P
(
∃t ∈ [0, L] : V˜ it ≥ Qm−1
)
≤ (1 + δ) Ai√
π
L
√
ψ exp
(
−Q
2
m−1
2v2
)
(70)
≤ (1 + δ) Ai√
π
L
√
ψ exp
(
− γ
2ψ
2v2d2
+
γr
v2d2
− γ
√
ψh(L+ ℓ)(m+ 1)
v2d2
)
= (1 + δ)
Ai√
π
L
√
ψ he
√
2r
vd exp
(
−
√
2ψh(L+ ℓ)(m+ 1)
vd
)
, (71)
where we used the Pickands lemma (Lemma 10) in (70), because the right-
hand side tends to zero. The assumptions of the Pickands lemma are satisfied
due to (19) in Lemma 7. The estimate holds for ε, σ small enough (depending
on δ).
Step 5: Final computation for the main term in (68).
Using the estimate from the last step, we obtain:
M∑
m=1
P(Eim)
≤ (1 + δ) Ai√
π
L ·
√
ψ he
√
2r
vd
M∑
m=1
exp
(
−
√
2ψh(L+ ℓ)(m+ 1)
vd
)
≤ (1 + δ) Ai√
π
L
√
ψ he
√
2r
vd
∞∑
m=0
exp
(
−
√
2ψh(L+ ℓ)m
vd
)
= (1 + δ)
Ai√
π
L
√
ψ he
√
2r
vd
1
1− exp
(
−
√
2ψh(L+ℓ)
vd
)
≤ (1 + 2δ) Ai√
π
L
√
ψ he
√
2r
vd
1
√
2ψh(L+ℓ)
vd
≤ (1 + 2δ)vdAi√
2π
e
√
2r
vd .
Plugging back the last term into (69), we obtain
P(
M⋂
m=1
(Eim)
c) ≥ exp
(
−(1 + 3δ)vdAi√
2π
e
√
2r
vd
)
. (72)
Step 6: The second term in (68) tends to zero.
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Note that (replacing t ∈ Jm by the right endpoint of that interval as in
the third step)
P(
M⋃
m=1
N im) ≤
M∑
m=1
P(N im)
≤
M∑
m=1
P(∃t ∈ Jm : V˜ it ≥ h
t∗ − t
d
)
≤
M∑
m=1
P(∃t ∈ Jm : V˜ it ≥ h
t∗ − kr + (m+ 1)(L + ℓ)
d
)
=
M∑
m=1
P(∃t ∈ [0, ℓ] : V˜ it ≥ v
√
2ψ − r√
ψ
+
h(m+ 1)(L + ℓ)
d
),
where we used stationarity in the last step. Again by the Pickands lemma
(Lemma 10), this term is upper bounded by
M∑
m=1
ci ℓ
√
ψ exp
(
− 1
2v2
(
v
√
2ψ − r√
ψ
+
h(m+ 1)(L+ ℓ)
d
)2)
≤
M∑
m=1
ci ℓ
√
ψ exp
(
− 1
2v2
(
2v2ψ − 2v
√
2ψ
[
r
d
√
ψ
− h(m+ 1)(L + ℓ)
d
]))
≤ ci ℓ
√
ψ he
√
2r
vd
∞∑
m=0
exp
(
−
√
2ψ hm(L+ ℓ)
vd
)
= ci ℓ
√
ψ he
√
2r
vd
1
1− exp
(
−
√
2ψ h (L+ℓ)
vd
)
≤ ci ℓ
√
ψ he
√
2 r
vd
2vd√
2ψ h(L+ ℓ)
= c˜i(r, d)
ℓ
L+ ℓ
→ 0,
as claimed.
By combining now this result with the estimates (66), (68), (72) and
letting δ → 0, we obtain
lim inf
ε,σ→0
P
(
h
√
ψ
(
t∗ − τ˜ i − γh−1
√
ψ
)
≤ −r
)
= lim inf
ε,σ→0
P
(
τ˜ i ≥ kr
)
≥ exp(−vdAi√
2π
e
√
2r
vd ),
as required for the lower bound.
This finishes the proof of the limit theorem for the exit times in Propo-
sition 16.
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Proof of the limit theorem for the break time τ˜ . Would the break
times for different chain elements τ˜ i be fully independent, the claim would
be almost trivial by
P
(
h
√
ψ
(
t∗ − τ˜ − γh−1
√
ψ
) ≤ −r) = P (τ˜ ≥ kr) = P( min
1≤i≤d
τ˜ i ≥ kr
)
=
d∏
i=1
P
(
τ˜ i ≥ kr
)→ d∏
i=1
exp(−aiebr) = exp
(
−
d∑
i=1
aie
br
)
= exp
(
−a0ebr
)
.
Since they are only asymptotically independent, the result remains the same
but the justification requires more technical efforts. Here we only trace the
proof of the upper and lower bounds.
Imitating the previous proof of the upper bound, one obtains
P(τ˜ ≥ kr) ≤ P
(
d⋂
i=1
M⋂
m=1
(Eim)
c
)
≤
M∏
m=1
P
(
d⋂
i=1
(Eim)
c
)
+ o(1)
≤ exp
(
−
M∑
m=1
P
(
d⋃
i=1
Eim
))
+ o(1),
where Eim are defined in (59). By the inclusion-exclusion formula,
P
(
d⋃
i=1
Eim
)
≥
d∑
i=1
P
(
Eim
)− ∑
1≤i1<i2≤d
P
(
Ei1m ∩Ei2m
)
.
In fact, the second sum is negligible with respect to the first one because,
using notation from (63), for simple exit probabilities we have
P
(
Eim
) ≥ exp(−Q2m(1 + o(1))
2v2
)
while, by the standard arguments on Gaussian extrema, for double exit
probabilities we have for i1 6= i2
P
(
Ei1m ∩ Ei2m
) ≤ exp(−η Q2m(1 + o(1))
2v2
)
with η > 1 depending on max0≤t1,t2≤L corr(V˜
i1
t1 , V˜
i2
t2 ) < 1, cf. the argument
leading to (48). Thus we obtain
P(τ˜ ≥ kr) ≤ exp
(
−
d∑
i=1
M∑
m=1
P
(
Eim
)
(1 + o(1))
)
+ o(1)
≤ exp
(
−
d∑
i=1
vdAi√
2π
e
√
2r
vd (1 + o(1))
)
+ o(1)
= exp
(
−a0ebr(1 + o(1))
)
+ o(1),
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which is the desired upper bound.
On the other hand, imitating the previous proof of the lower bound, for
every fixed δ > 0, one obtains
P(τ˜ ≥ kr) ≥ P
(
d⋂
i=1
M⋂
m=1
(Eim)
c
)
− P
(
d⋃
i=1
M⋃
m=1
N im
)
− o(1)
≥ exp
(
−
d∑
i=1
M∑
m=1
P(Eim)(1 + δ)
)
−
d∑
i=1
M∑
m=1
P(N im)− o(1)
≥ exp
(
−
d∑
i=1
(1 + 3δ)
vdAi√
2π
e
√
2r
vd (1 + δ)
)
− o(1)
= exp
(
−(1 + 3δ)a0ebr(1 + δ)
)
− o(1),
where Eim and N
i
m are defined in (67). Letting δ → 0 proves the lower
bound.
Proof of the limit theorem for the exit position. We have to prove
that under conditions (52) and (53) P(τ˜ = τ˜ i) tends to the limiting prob-
abilities pi in the theorem, which can be expressed as pi = Ai/(2d). Since∑d
i=1 pi = 1 it is sufficient to prove the upper bound
lim sup
ε,σ→0
P(τ˜ = τ˜ i) ≤ pi.
Let us fix a large r > 0, let L := Bψ with B > 2/µ (here, µ is the exponential
mixing constant defined in (23)), and M := ⌈h−1r
L
√
ψ
⌉. Introduce the sequence
of intervals
Im := k0 +mL+ [0, L], −M ≤ m ≤M.
Then we have the bounds for the corresponding leftmost and rightmost
points of I−M and IM , respectively,
k0 −ML ≤ k0 − h
−1r√
ψ
= k−r;
k0 + (M + 1)L ≥ k0 + h
−1r√
ψ
= kr.
Therefore,
P(τ˜ = τ˜ i) ≤ P(τ˜ ≤ k−r) + P(τ˜ ≥ kr) +
M∑
m=−M
P(τ˜ = τ˜ i ∈ Im).
By the limit theorem for the exit time τ˜ , cf. (55), we have
lim
ε,σ→0
P(τ˜ ≤ k−r) = 1− exp
(
−a0e−br
)
, (73)
lim
ε,σ→0
P(τ˜ ≥ kr) = exp
(
−a0ebr
)
, (74)
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with a0 =
2vd2√
2π
, b =
√
2
vd .
We also note that
{τ˜ i ∈ Im} ⊆
{
∃t ∈ Im : σV˜ it ≥
t∗ − t
t∗
}
⊆
{
max
t∈Im
V˜ it ≥ d−1(γ
√
ψ − r√
ψ
− Lh)
}
=
{
max
t∈Im
V˜ it ≥ v
√
2ψ − r
d
√
ψ
− Lh
}
.
Now we may use the mixing property, i.e. Lemma 9, and obtain
M∑
m=−M
P(τ˜ ≥ k0 + (m− 1)L; τ˜ i ∈ Im)
≤
M∑
m=−M
P(τ˜ ≥ k0 + (m− 1)L;max
t∈Im
V˜ it ≥ v
√
2ψ − r
d
√
ψ
− Lh)
≤
M∑
m=−M
[P(τ˜ ≥ k0 + (m− 1)L) P(max
t∈Im
V˜ it ≥ v
√
2ψ − r
d
√
ψ
− Lh) + e−µL]
= (2M + 1)e−µL +
M∑
m=−M
P(τ˜ ≥ k0 + (m− 1)L) P(max
t∈Im
V˜ it ≥ v
√
2ψ − r
d
√
ψ
− Lh).
Notice that µB > 1 yields
(2M + 1)e−µL ∼ 2h
−1r
L
√
ψ
e−µBψ = hµB−1
2r
Bψ3/2
→ 0, as h→ 0.
It remains to evaluate the probabilities in the sum. Let ρm := mL
√
ψ h.
Then kρm = k0 +mL and by using again the limit theorem for τ˜ we have
P(τ˜ ≥ k0 + (m− 1)L) = P(τ˜ ≥ kρm − L) = exp
(
−a0ebρm
)
(1 + o(1)),
where we used that |ρm| ≤ r. On the other hand, by the Pickands lemma,
P
(
max
t∈Im
V˜ it ≥ v
√
2ψ − ρm
d
√
ψ
− Lh
)
=
AiL√
2π
√
2ψ exp(−ψ + bρm) (1 + o(1))
=
AiL√
2π
√
2ψ h exp(bρm) (1 + o(1))
=
Ai√
π
exp(bρm) (ρm − ρm−1) (1 + o(1)).
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We conclude that
M∑
m=−M
P(τ˜ = τ˜ i ∈ Im)
≤ Ai√
π
M∑
m=−M
exp
(
−a0ebρm
)
exp(bρm) (ρm − ρm−1) + o(1),
and recognize the Riemann sum of the integral∫ r
−r
exp
(
−a0ebρ
)
exp(bρ) dρ = b−1
∫ ebr
e−br
exp (−a0z) dz
= (ba0)
−1
[
exp
(
−a0e−br
)
− exp
(
−a0ebr
)]
.
Therefore, taking the limit in ε, σ → 0 with fixed r yields (when also using
(73) and (74))
lim sup
ε,σ→0
P(τ˜ = τ˜ i) ≤ 1− exp
(
−a0e−br
)
+ exp
(
−a0ebr
)
+
Ai√
π
(ba0)
−1
[
exp
(
−a0e−br
)
− exp
(
−a0ebr
)]
.
Finally, letting r → +∞, we obtain
lim sup
ε,σ→0
P(τ˜ = τ˜ i) ≤ Ai√
π
(ba0)
−1 =
Ai
2d
= pi,
as required.
5.3 Proof of Theorem 2
Let ζ := t∗/2 = d2ε .
5.3.1 Limit theorem for τ i
Upper bound for the exit time. Using the sufficient condition for the
exit (18), we obtain that for every F > 0 and every real r
P(τ i > kr) ≤ P
(
σV˜ it < 1−
εt
d
+ εKi + σ Ξ e−µt, 0 ≤ t ≤ kr
)
≤ P
(
σV˜ it < 1−
εt
d
+ εKi + σ F e−µt, 0 ≤ t ≤ kr
)
+ P(Ξ > F )
≤ P
(
σV˜ it < 1−
εt
d
+ εKi + σ F e−µζ , ζ ≤ t ≤ kr
)
+ P(Ξ > F )
= P
(
σV˜ it < 1−
ε(t− u)
d
, ζ ≤ t ≤ kr
)
+ P(Ξ > F ),
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where
u :=
d
ε
(εKi + σ F e−µζ) = dKi + h−1dF e−µζ ≪
(
h−1
ψ
)
, (75)
because eµζ ≫ ln(ε−1) ≥ ln(σε−1) = ψ. Using the stationarity of V˜ i, we
continue the evaluation with
P
(
σV˜ it < 1−
ε(t− u)
d
, ζ ≤ t ≤ kr
)
(76)
= P
(
σV˜ is+u < 1−
εs
d
, ζ − u ≤ s ≤ kr − u
)
≤ P
(
σV˜ is+u < 1−
εs
d
, ζ ≤ s ≤ kr − u
)
= P
(
σV˜ is < 1−
εs
d
, ζ ≤ s ≤ kr − u
)
≤ P
(
σV˜ is < 1−
εs
d
, 0 ≤ s ≤ kr − u
)
+ P
(
∃s ∈ [0, ζ] : σV˜ is ≥ 1−
εs
d
)
= P(τ˜ i > kr − u) + P(τ˜ i ≤ ζ). (77)
The bound in (75) shows that for every δ > 0 the inequality kr − u >
kr − δh−1ψ−1/2 = kr−δ is true eventually.
On the other hand, for every real ρ we also have eventually
ζ < kρ. (78)
Therefore, we obtain by using (54) in Proposition 16,
lim sup
ε,σ→0
P(τ i > kr) ≤ lim
ε,σ→0
P(τ˜ i > kr−δ) + lim
ε,σ→0
P(τ˜ i ≤ kρ) + P(Ξ > F )
= e−aie
b(r−δ)
+ [1− e−aiebρ ] + P(Ξ > F ).
By letting δ → 0, ρ→ −∞, and F → +∞ we obtain the desired
lim sup
ε,σ→0
P(τ i > kr) ≤ e−aiebr .
Lower bound for the exit time. Using the necessary condition for the
exit (17) we obtain that for every F > 0 and every real r
P(τ i ≥ kr) ≥ P
(
σV˜ it < 1−
εt
d
− εKi − σ Ξ e−µt, 0 ≤ t ≤ kr
)
≥ P
(
σV˜ it < 1−
εt
d
− εKi − σ F e−µt, 0 ≤ t ≤ kr
)
− P(Ξ > F )
≥ P(B ∩D)− P(Ξ > F ) ≥ P(B)− P(Dc)− P(Ξ > F ),
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where
B :=
{
σV˜ it < 1−
εt
d
− εKi − σ F e−µζ , 0 ≤ t ≤ kr
}
;
D :=
{
σV˜ it < 1−
εt
d
− εKi − σ F, 0 ≤ t ≤ ζ
}
.
For the main part we have
P(B) = P
(
σV˜ it < 1−
ε(t+ u)
d
, 0 ≤ t ≤ kr
)
= P
(
σV˜ is−u < 1−
εs
d
, u ≤ s ≤ kr + u
)
≥ P
(
σV˜ is−u < 1−
εs
d
, 0 ≤ s ≤ kr + u
)
,
where u is the same as in (75). By using stationarity of V˜ i, we continue the
evaluation with
P(B) ≥ P
(
σV˜ is < 1−
εs
d
, 0 ≤ s ≤ kr + u
)
= P(τ˜ i > kr + u).
The bound in (75) shows that for every δ > 0 the inequality kr + u <
kr + δh
−1ψ−1/2 = kr+δ is true eventually. Therefore, we obtain by using
(54) in Proposition 16,
lim inf
ε,σ→0
P(B) ≥ lim
ε,σ→0
P(τ˜ i > kr+δ) = e
−aieb(r+δ).
For the remainder term, we have
P(D) = P
(
σV˜ it < 1−
ε(t+ uD)
d
, 0 ≤ t ≤ ζ
)
= P
(
σV˜ is−uD < 1−
εs
d
, uD ≤ s ≤ ζ + uD
)
≥ P
(
σV˜ is−uD < 1−
εs
d
, 0 ≤ s ≤ ζ + uD
)
,
where
uD := dK
i + h−1dF = O
(
h−1
)
= o
(
ε−1
)
. (79)
By using stationarity of V˜ i, we continue the evaluation with
P(D) ≥ P
(
σV˜ is < 1−
εs
d
, 0 ≤ s ≤ ζ + uD
)
= P(τ˜ i > ζ + uD).
Since for every real ρ we have eventually ζ+uD = ζ(1+o(1)) < kρ, it follows
from (54) that
lim inf
ε,σ→0
P(D) ≥ lim
ε,σ→0
P(τ˜ i > kρ) = e
−aiebρ .
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Equivalently, we have lim supε,σ→0 P(Dc) ≤ 1− e−aiebρ . Therefore,
lim inf
ε,σ→0
P(τ i > kr) ≥ e−aieb(r+δ) + [1− e−aiebρ ]− P(Ξ > F ).
By letting δ ց 0, ρ→ −∞, and F → +∞, we obtain the desired
lim inf P(τ i > kr) ≥ e−aiebr .
5.3.2 Limit theorem for τ
Upper bound for the exit time. The proof of the upper bound is es-
sentially the same as that for τ i. Using sufficient condition for the exit (18)
we see that for every F > 0 and every real r
P(τ > kr)
≤ P
(
σV˜ it < 1−
εt
d
+ εKi + σΞe−µt, 0 ≤ t ≤ kr, 1 ≤ i ≤ d
)
≤ P
(
σV˜ it < 1−
εt
d
+ εKi + σ F e−µt, 0 ≤ t ≤ kr, 1 ≤ i ≤ d
)
+ P(Ξ > F )
≤ P
(
σV˜ it < 1−
εt
d
+ εKi + σ F e−µζ , ζ ≤ t ≤ kr, 1 ≤ i ≤ d
)
+ P(Ξ > F )
≤ P
(
σ max
1≤i≤d
V˜ it < 1−
ε(t− û)
d
, ζ ≤ t ≤ kr
)
+ P(Ξ > F ),
where
û :=
d
ε
(ε max
1≤i≤d
Ki + σ F e−µζ) (80)
= d max
1≤i≤d
Ki + h−1dF e−µζ ≪ h
−1
√
ψ
. (81)
Using the stationarity of V˜ i, we continue obtain as in (76)-(77) that
P
(
σ max
1≤i≤d
V˜ it < 1−
ε(t− û)
d
, ζ ≤ t ≤ kr
)
≤ P(τ˜ > kr − û) + P(τ˜ ≤ ζ).
The bound in (81) shows that for every δ > 0 one has eventually kr − û >
kr − δh−1ψ−1/2 = kr−δ. Using (78) and (55) in Proposition 16, we obtain
lim sup
ε,σ→0
P(τ > kr) ≤ lim
ε,σ→0
P(τ˜ > kr−δ) + lim
ε,σ→0
P(τ˜ ≤ kρ) + P(Ξ > F )
= e−a0e
b(r−δ)
+ [1− e−a0ebρ ] + P(Ξ > F ).
By letting δ ց 0, ρ→ −∞, and F → +∞ we obtain the desired
lim sup
ε,σ→0
P(τ > kr) ≤ e−a0ebr .
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Lower bound for the exit time. The proof of the lower bound is es-
sentially the same as that for τ i. Using the necessary condition for the exit
(17) we see that for every F > 0 and every real r
P(τ ≥ kr) ≥ P
(
σV˜ it < 1−
εt
d
− εKi − σΞ e−µt, 0 ≤ t ≤ kr, 1 ≤ i ≤ d
)
≥ P
(
σV˜ it < 1−
εt
d
− εKi − σ F e−µt, 0 ≤ t ≤ kr, 1 ≤ i ≤ d
)
− P(Ξ > F )
≥ P(B ∩D)− P(Ξ > F ) ≥ P(B)− P(Dc)− P(Ξ > F ),
where this time
B :=
{
σV˜ it < 1−
εt
d
− εKi − σ F e−µζ , 0 ≤ t ≤ kr, 1 ≤ i ≤ d
}
;
D :=
{
σV˜ it < 1−
εt
d
− εKi − σ F, 0 ≤ t ≤ ζ, 1 ≤ i ≤ d
}
.
For the main part we have
P(B) ≥ P
(
σ max
1≤i≤d
V˜ it < 1−
ε(t+ û)
d
, 0 ≤ t ≤ kr
)
= P
(
σ max
1≤i≤d
V˜ is−û < 1−
εs
d
, û ≤ s ≤ kr + û
)
≥ P
(
σ max
1≤i≤d
V˜ is−û < 1−
εs
d
, 0 ≤ s ≤ kr + û
)
,
where û is the same as in (80).
Using the stationarity of V˜ i, we continue the evaluation with
P(B) ≥ P
(
σ max
1≤i≤d
V˜ is < 1−
εs
d
, 0 ≤ s ≤ kr + û
)
= P(τ˜ > kr + û)
Using the bound in (81), for every δ > 0 one has eventually kr + û <
kr + δh
−1ψ−1/2 = kr+δ. Therefore, we obtain by using (55) in Proposition
16,
lim inf
ε,σ→0
P(B) ≥ lim
ε,σ→0
P(τ˜ > kr+δ) = e
−a0eb(r+δ).
For the remainder term, we have
P(D) ≥ P(σ max
1≤i≤d
V˜ it < 1−
ε(t+ uD)
d
, 0 ≤ t ≤ ζ)
≥ P(σ max
1≤i≤d
V˜ is−uD < 1−
εs
d
, uD ≤ s ≤ ζ + uD)
≥ P(σ max
1≤i≤d
V˜ is−uD < 1−
εs
d
, 0 ≤ s ≤ ζ + uD),
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where uD is as defined in (79). By stationarity,
P(D) ≥ P(σ max
1≤i≤d
V˜ is < 1−
εs
d
0 ≤ s ≤ ζ + uD) = P(τ˜ > ζ + uD).
Since for every ρ we have eventually ζ + uD = ζ(1 + o(1)) < kρ, it follows
from (55) that
lim inf
ε,σ→0
P(D) ≥ lim
ε,σ→0
P(τ˜ > kρ) = e
−a0ebρ .
In other words, we have lim supε,σ→0 P(Dc) ≤ 1− e−a0e
bρ
. Therefore,
lim inf
ε,σ→0
P(τ > kr) ≥ e−a0eb(r+δ) − [1− e−a0ebρ ]− P(Ξ > F ).
By letting δ ց 0, ρ→ −∞, and F → +∞, we obtain the desired
lim inf
ε,σ→0
P(τ > kr) ≥ e−a0ebr .
5.3.3 Limit theorem for the break position
We have to prove that under conditions (52) and (53)
lim
ε,σ→0
P(τ = τ i) = pi :=
{
1
d−1 i ∈ {2, . . . , d− 1};
1
2(d−1) i ∈ {1, d}.
Since
∑d
i=1 pi = 1 it is sufficient to prove the lower bound
lim inf
ε,σ→0
P(τ = τ i) ≥ pi. (82)
Let us fix a large r > 0 and F > 0. Recall the notation ζ := t∗/2 = d2ε .
Using the necessary and the sufficient conditions for exit (17) and (18), we
have
P(τ = τ i) ≥ P(ζ ≤ τ = τ i ≤ kr)
≥ P
(
τ ≥ ζ and ∃t ∈ [ζ, kr] : σV˜ it ≥ 1−
εt
d
+ εKi + σΞ e−µt
and σV˜ js < 1−
εs
d
− εKj − σΞ e−µs, ζ ≤ s ≤ t, j 6= i
)
≥ P
(
∃t ∈ [ζ, kr] : σV˜ it ≥ 1−
εt
d
+ εKi + σ F e−µζ
and σV˜ js < 1−
εs
d
− εKj − σ F e−µζ , ζ ≤ s ≤ t, j 6= i
)
−P(τ ≤ ζ)− P(Ξ > F )
≥ P
(
∃t ∈ [ζ, kr] : σV˜ it ≥ 1−
ε(t− û)
d
and σV˜ js < 1−
ε(s + û)
d
, ζ ≤ s ≤ t, j 6= i
)
−P(τ ≤ ζ)− P(Ξ > F ),
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with û defined in (80). Furthermore,
P
(
∃t ∈ [ζ, kr] : σV˜ it ≥ 1−
ε(t− û)
d
and σV˜ js < 1−
ε(s + û)
d
, ζ ≤ s ≤ t, j 6= i
)
= P
(
∃t′ ∈ [ζ + û, kr + û] : σV˜ it′−û ≥ 1−
ε(t′ − 2û)
d
and σmax
j 6=i
V˜ js′−û < 1−
εs′
d
, ζ + û ≤ s′ ≤ t′
)
(t′ = t+ û, s′ = s+ û)
≥ P
(
∃t′ ∈ [ζ + û, kr] : σV˜ it′−û ≥ 1−
ε(t′ − 2û)
d
and σmax
j 6=i
V˜ js′−û < 1−
εs′
d
, 0 ≤ s′ ≤ t′
)
.
Using the stationarity of V˜ , the last term equals
P
(
∃t ∈ [ζ + û, kr] : σV˜ it ≥ 1−
ε(t− 2û)
d
and σmax
j 6=i
V˜ js < 1−
εs
d
, 0 ≤ s ≤ t
)
≥ P
(
∃t ∈ [ζ + û, kr] : σ∗iV˜ it ≥ 1−
εt
d
and σmax
j 6=i
V˜ js < 1−
εs
d
, 0 ≤ s ≤ t
)
≥ P(τ˜∗ = τ˜ i∗ ≤ kr)− P(τ˜∗ ≤ ζ + û)
≥ P(τ˜∗ = τ˜ i∗)− P(τ˜ i∗ > kr)− P(τ˜∗ ≤ ζ + û)
where
σ∗i := σ min
0≤t≤kr
1− εtd
1− ε(t−2û)d
= 1−
2εû
d
1− εkrd + 2εûd
.
By the definition of kr we have
1− εkr
d
=
γσ
√
ψ
d
− rσ
d
√
ψ
=
γσ
√
ψ
d
(1 + o(1)).
It follows that
σ∗i
σ
= 1− 2ûε
γσ
√
ψ
(1 + o(1)) = 1− 2û
γ
√
ψ
h (1 + o(1)) = 1 + o
(
1
ψ
)
,
as required in the assumption of Remark 17 to Proposition 16.
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Now (56), (57), and (78) yield
lim inf
ε,σ→0
P(τ = τ i)
≥ lim
ε,σ→0
P(τ˜∗ = τ˜ i∗)
− lim
ε,σ→0
P(τ˜ i∗ > kr)− lim
ε,σ→0
P(τ ≤ ζ)− lim
ε,σ→0
P(τ˜∗ ≤ ζ + û)− P(Ξ > F )
= pi − exp
(
−aiebr
)
− P(Ξ > F ).
Letting r, F → +∞, we obtain (82).
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