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Abstract

New techniques for machine learning give rise to
new types of image segmentation algorithms
with varying performance. The purpose of this
study is to evaluate the major types of machine
learning to find trends in performance when
applied to image segmentation. This research is
conducted as a quasi-experiment using image
datasets found on the TensorFlow website and
algorithms modeled after prevalent examples.
The sample includes three algorithms that are
remodeled to run on Google Colab with the
image datasets. Our findings can guide future
implications of machine learning algorithms in
image segmentation, allowing for increases in
performance in future image segmentation
programs.

Materials and Methods
Research Design and Method
My research outline follows a quasi-experimental design which utilizes naturally occurring
groups. The absence of a control group limits the experiment’s ability to provide a full
demonstration of the cause-and-effect relationship between variables. However, the use of
naturally occurring group increases the external validity of the experiment in comparison to a
true experimental research design.

Algorithms and Machine Learning
The machine learning my experiment is studying is all algorithms for image segmentation or,
more specifically, the learning methods implemented in those machine learning algorithms. The
algorithms my experiment uses consists of: one algorithm for each type of the following machine
learning. These algorithms include a neural network, k-means clustering, and Q-learning. More
algorithms would increase validity and is recommended for future experimentation.

Materials and Instruments
The physical materials needed consist solely of a computer or laptop that can access the
internet and effectively run Google Colab. Digital materials include: two datasets (CIFAR-10 and
Oxford IIIPT) for training and testing machine learning algorithms in image segmentation; Google
Colab is an open-source web application created by google for creating and sharing live code
documents. Three machine learning algorithms are corresponding with this experiment’s sample
specifications that are capable of being run on Google Colab.

Conclusions
The performance analytics from the training and
testing of these algorithms will be analyzed. If a
trend is found and validated by tests for
statistical significance, then I can conclude that
the type of image segmentation used does have
a general effect on an algorithm's performance.
If a trend is not found by tests of statistical
significance, then my research will show that
there is no significant effect on the general
performance of these segmentation algorithms
based on their learning type. These findings can
shape future applications of machine learning in
Image segmentation by either supporting the
use of one type of learning over the others or by
showing that the type of learning used has little
general significance. If the ladder is supported
by my research, then it can be used to support
the use of learning types based on specific
situational
factors
instead
of
general
performance ability.
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Introduction
• The relatively recent creation of new deep
machine learning techniques has led to the
development of many new image
segmentation algorithms.
• My research aims to discover a trend in
these algorithms based on the type of
machine
learning
they
implement;
supervised, unsupervised or reinforced.
• Our experiments results are analyzed and
reported.

Results and Analysis
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Research Question(s)
Is there a trend in machine learning algorithm
performance based on the type of machine
learning they implement?
If one or more trends do exist, which type(s)
of machine learning have the best
performance for image segmentation?
If one or more trends do exist, what is the
magnitude of the disparity(s) in performance
based on the type(s) of machine learning
implemented?

Kennesaw State University – a local research university with two campuses and an exceptional
Computer Science curriculum that attracts students like myself.

Introduction
My position is similar to that of a virtual dual enrollment student. My tasks mostly dealt with learning
techniques for machine learning algorithms. I speculate that my position may have also been valuable
as a source of insight into the computer science education provided in local high schools.

Highlights and Experience
My Internship has been a really educational and insightful experience that has taught me a lot more
about machine learning and allowed me to become familiar with platforms like Google Colab. What I’ve
learned and experienced will certainly help me going forward by giving me the experience needed to
use Jupiter notebooks and the knowledge I need to provide a foundation for future projects.
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