Abstract. We use the abelian approximation for the bootstrap category of filtered C*-algebras to define a sensible notion of support for its objects. As a consequence, we provide a full classification of localizing subcategories in terms of a product of lattices of noncrossing partitions of a regular (n + 1)-gon, where n is the number of ideals in the filtration.
to a C*-algebra with an increasing chain of ideals I n I n−1 · · · I 2 I 1 = A.
We briefly call this a filtered C*-algebra. For n = 2 this is an extension of C*-algebras.
The bootstrap category B(X) is defined as the smallest localizing subcategory of KK(X) which contains all the possible ways C can be made into a C*-algebra over X [8] . Another description of the bootstrap subcategory was also derived by Meyer-Nest [9] : a C*-algebra over X belongs to B(X) if and only if it satisfies an appropriate Universal Coefficient Theorem. This will be recalled in Section 2.
Classification for the bootstrap class. If the space X is just a single point, we recover the original definitions of Kasparov's KK category and a bootstrap class B, characterized by the classical Universal Coefficient Theorem by Rosenberg and Schochet [11] . Brown representabiliy already fails here, but we still have the action of a commutative noetherian endomorphism ring Z ∼ = End B (C) of the tensor unit object C ∈ B.
Ivo Dell'Ambrogio [5] classified localizing subcategories of the bootstrap class B in terms of subsets of the spectrum of this ring of integers. As in [10] and [2] , to define supports for objects in B Dell'Ambrogio uses the collection of functors C B = {K * (−; F p ) | p ∈ Spec Z}, where K * (−; F p ) is the K-theory with coefficients in the residue field F p ; that is F p = Z/p for p = 0 and F p = Q for p = 0. More precisely, the support of the object A ∈ B is the subset of Spec Z for which the corresponding functors in C B do not vanish on A. We are going to generalize this classification result to B(X), where there is no action of a large enough commutative ring. The support of a localizing subcategory is defined to be the union of the supports of its objects. This way, the supports of objects in B(X) live in an m-fold cartesian product of power sets of Spec Z. However, unlike in the commutative case, not all elements of this product appear as supports of some localizing subcategory. There is a dependence between functors in C B(X) : for any fixed p ∈ Spec Z there are exactly ((n + 1)th Catalan number) different localizing subcategories with p as a first coordinate in every support point. These subcategories form a lattice isomorphic to the lattice of noncrossing partitions -those partitions of a regular (n + 1)-gon which do not cross in their planar representation. Summing up, this leads to our main result:
Classification for B(X)
Theorem 5.4. The lattice of all localizing subcategories of B(X) is isomorphic to the product of lattices of noncrossing partitions of the regular (n + 1)-gon over the indexing set Spec Z.
In order to better illustrate what this classification says, consider the example where X has only two points. The category of C*-algebras over X is equivalent to the KK-category of extensions of C*-algebras. Then the theorem classifies all localizing subcategories of the bootstrap class in the KK-category of extensions of C*-algebras in terms of those triples of subsets of Spec Z which have the property that each one is inside the union of the other two. This is not unexpected, since an earlier result by Alexander Bonkat [4] establishes that isomorphism classes of objects in the bootstrap class of C*-algebra extensions correspond to isomorphism classes of 6-periodic exact chain complexes of countable abelian groups.
This example already reveals how our classification is different from the commutative case. Unfortunately, we cannot hope to recover a space from the lattice of localizing subcategories:
Theorem 4.12. The lattice of localizing subcategories of the bootstrap category B(X) is not isomorphic to a sublattice of a subset lattice P(S) for any set S.
This already fails for the lattice of noncrossing partitions of the triangle. We will fill in the details for this example later in Section 4.
However, first we start by providing some preliminaries and fixing some notation in Section 2.
In Section 3, we prove some general results about localizing subcategories of B(X), for arbitrary X. Namely, we show that localizing subcategories are closed under tensoring with C*-algebras, and that they are generated by localization of C*-algebras over X at prime numbers and zero. These results are used in Section 4 to prove the preliminary classification theorem, which classifies localizing subcategories in terms of certain elements of the m-fold cartesian product of power sets of Spec Z.
In Section 5, we recall the classical definition of the lattice of noncrossing partitions. Then, using the mentioned preliminary theorem, we prove Theorem 5.4.
Preliminaries
In this section we will recall some known results about the Kasparov category of C*-algebras over a topological space which will be used later on. Unless indicated otherwise, all these results can be found in [9] .
If X is a finite topological space and T 0 , giving a continuous map ψ : Prim(A) → X, which gives to a C*-algebra A a structure of C*-algebra over X, is equivalent to giving a map
that preserves finite infima and arbitrary suprema. Here O(X) and I(A) denote the lattices of open subsets of X and closed *-ideals in A, respectively. In particular, it follows that A(U ) A(V ) for U ⊆ V and that
Since X-equivariant maps only use O(X) in their definition, the category of X-C*-algebras is equivalent to the category ofX-C*-algebras, whereX is the T 0 completion of X. So for our purposes we might as well assume that X is T 0 .
Therefore, if X has totally ordered lattice of open subsets, it can be identified with the totally ordered set {1, . . . , n} with the Alexandrov topology: the topology where a set is open if and only if it is of the form [a, n] := {x ∈ X | a ≤ x} for some a ∈ X.
Even though the constructions and some of the theorems in this section work for more general spaces, from now on we assume that X has totally ordered lattice of open subsets and we identify X = {1, . . . , n}; then a C*-algebra over X is the same as a C*-algebra with a finite filtration by ideals
If Y is non-empty, this exactly corresponds to the intervals in X = {1, . . . , n};
We denote the set of all non-empty locally closed sets, or equivalently intervals in X, by LC(X). For an X-C*-algebra A and
As mentioned in the introduction, KK(X) is a triangulated category. The suspension functor is Σ := C 0 (R, −). The triangles come from semi-split C*-algebra extensions over X. In other words, every triangle ΣQ → I → E → Q in KK corresponds to the set of extensions of C*-algebras
, with a completely positive, contractive section Q → E which restricts to sections Q(U ) → E(U ) for all U ∈ O(X) [8] .
For every Y ∈ LC(X), we define a functor
Here Ab Z/2 denotes the category of Z/2-graded abelian groups. Meyer and Nest combine the functors FK Y for all Y ∈ LC(X) into a single filtrated K-theory functor. The latter, however, also includes its target category, which we recall below.
Let N T be the small, Z/2-graded, pre-additive category with object set LC(X), and the Z/2-graded abelian group of natural transformations FK Y ⇒ FK Z as arrows Y → Z.
Let Mod(N T ) be the abelian category of grading preserving, additive functors N T → Ab Z/2 . These functors are usually called modules, hence the notation. Then filtrated K-theory is the functor
.
Here Mod(N T ) c denotes the full subcategory of countable modules in Mod(N T ). Let Hom N T and Ext 1 N T denote the morphism and extension groups in the abelian category Mod(N T ) c , respectively. Then the following universal coefficient theorem holds: Theorem 2.1 (Meyer-Nest [9] ). For any A ∈ B(X) and B ∈ KK(X), there are natural short exact sequences
for j ∈ Z/2, where [j] and [j + 1] denote degree shifts.
Corollary 2.2 (Meyer-Nest [9] ). Let M ∈ Mod(N T ) c have a projective resolution of length 1. Then there is A ∈ B(X) with FK(A) ∼ = M , and this object is unique up to isomorphism in B(X).
In order to describe generators for the localizing subcategories in B(X), we will extensively use the special X-C*-algebras R Y ∈ B(X) for Y ∈ LC(X). These objects are characterized by the following representability theorem: Theorem 2.3 (Meyer-Nest [9] ). The covariant functors FK Y for Y ∈ LC(X) are representable, that is, there are objects R Y ∈ KK(X) and natural isomorphisms
We also recall the explicit description of the objects R Y for Y ∈ LC(X). Let Ch(X) be a closed simplex of dimension n − 1, whose m-simplices are the chains 
Theorem 2.3 together with the Yoneda Lemma gives
By the classical Universal Coefficient Theorem, the K-theory functor is a complete invariant for the bootstrap class B.
We will also frequently use the localized version of these representative elements.
Recall that for p ∈ Spec Z, we put F p = Z/p for p = 0, and
Remark 2.5. Since K * (R Y ) is torsion-free, the Künneth formula gives
). So we get the same conditions as (2.1) and (2.2) for R
Remark 2.6. The conditions (2.1) give a handy way to diagrammatically depict the filtrated K-theory functor (see Figure 1 ). This diagram represents the category N T ; it is understood to be filled with zeros outside the infinite "strip". Every arrow Y → Z for Y, Z ∈ LC(X) represents the generator of the free group N T * (Y, Z). 
For classification purposes, we will use the characterization of N T -modules in the image of filtrated K-theory functor. These modules should have exactness properties coming from 6-term exact sequences of K-theory. So we call an N T -module M exact if the chain complexes
are exact for all Y ∈ LC(X), U ∈ O(Y ) with maps coming from the generators in (2.1).
Meyer-Nest show that exact modules also behave nicely homologically: The free N T -module on Y , for Y ∈ LC(X), is defined by
An N T -module is free if it is isomorphic to a direct sum of degree-shifted free modules This theorem is a consequence of the fact that in case M (Y ) is free for all Y ∈ LC(X), a 1-step projective resolution of M degenerates to a length-zero resolution, making M itself projective and as a consequence free.
For our classification, we will use the localized version of Theorem 2.8. For
for every Z ∈ LC(X).
An N T p -module is free if it is isomorphic to a direct sum of degree-shifted free modules
Even though the following theorem is not proved by Meyer-Nest, we give it here without a proof; the reason is that the proof is word by word the same as for Theorem 2.8, one just needs to replace the ring N T with N T p .
Recall that a multiset is a collection of objects in which the elements are allowed to repeat.
As an easy corollary of Theorem 2.10 we get:
for some (possibly countably infinite) multiset J with elements from LC(X) if and only if M (Y ) is an F p -vector space for all Y ∈ LC(X) and M ∼ = FK(A) for some A ∈ KK(X).
Proof. Let M (Y ) be an F p -vector space for all Y ∈ LC(X) and M ∼ = FK(A) for some A ∈ KK(X). By Theorem 2.7 the latter condition means that M is exact. Then by Theorem 2.10, conditions (2.1) and Remark 2.5
Since M = Z∈LC(X) M (Z), the definition of filtrated K-theory gives
The reverse implication follows directly from Remark 2.5.
Properties of B(X) and cohomological support
In this section, we collect some facts that will be used later to prove the classification theorem.
Some general results for B(X).
In this subsection, X denotes an arbitrary topological space. Definition 3.1. For an abelian group G, let κ(G) be the unique object in B := B({ * }) with K 0 (κ(G)) = G and K 1 (κ(G)) = 0.
For example, in this notation κ(p) = κ(F p ).
Lemma 3.2. κ(−) has the following properties:
Proof. (i) follows from additivity of K-theory.
(ii) By definition, the homotopy limit fits in an exact triangle
After applying the K-theory functor and decomposing the resulting exact sequence into short exact sequences, we get
Lemma 3.3. Let S ⊆ B(X) be a localizing subcategory. For any A ∈ S and G a countable abelian group, we have A ⊗ κ(G) ∈ S.
Proof. First let G be finitely generated.
It lifts to a unique triangle in B, namely,
. Tensoring (3.1) with A leads to the triangle
where H j ⊆ G are finitely generated subgroups. We have Proof. D ∼ = κ(G) ⊕ κ(H) [1] for some abelian groups G and H, namely, G = K 0 (D) and H = K 1 (D).
. We also have the isomorphisms
These isomorphisms, together with the exact triangles
Cohomological support.
Recall that every abelian group has a one-step minimal injective resolution, which is unique up to isomorphism. Also, every injective abelian group is isomorphic to a direct sum of indecomposable ones, namely, Q and Z[
Proof. First, assume p ∈ supp Z K * (A) and p = 0; that is, Z[ 
(here we use Σ to denote the shift functor, in order not to confuse it with adjoining an element) because M 0 is an essential extension of K * (A). So K * (A) contains an isomorphic copy of
is not an isomorphism. Therefore, the lift of this map Ap − → A is also not an isomorphism. So, 
{0}, meaning that K * (A) contains a torsion-free subgroup, thus K * (A) ⊗ Q 0. However, we also know that K * (A ⊗ κ(0)) ∼ = K * (A) ⊗ Q by the Künneth formula. If Q does not appear in M 0 , then M 0 ⊗ Q ∼ = 0 and tensoring the minimal injective resolution with Q and using flatness of Q, we conclude that also M 1 ⊗ Q ∼ = 0 and thus Q does not appear as a direct summand in M 1 either.
Conversely, if A ⊗ κ(0) 0, then K * (A ⊗ κ(0)) ∼ = K * (A) ⊗ Q 0. As above, tensoring the minimal injective resolution of K * (A) with Q, gives M 0 ⊗ Q 0, so 0 ∈ supp Z K * (A).
Localizing subcategories in the totally ordered case
In this section, we restrict our attention to finite spaces with totally ordered lattice of open subsets. As observed in Section 2, this amounts to considering X = {1, . . . , n} totally ordered by ≤, where a subset is open if and only if it is of the form [a, n] := {x ∈ X | a ≤ x ≤ n}, a ∈ X. Then locally closed subsets are those of the form [a, b] with a ≤ b and a, b ∈ X. The set of non-empty locally closed subsets is denoted by LC(X). If A ∈ B, we may set K * (A; F p ) := K * (A ⊗ κ(p)). Since the classical Künneth sequence for K-theory splits, K * (A ⊗ κ(p)) is an F p -vector space.
Definition 4.1. Let L ⊆ B(X) be a localizing subcategory and Y ∈ LC(X). Define U
Thus, by Lemma 3.6, for a localizing subcategory L ⊆ B(X),
We will prove that these sets are not independent: for any Y ∈ LC(X) and L ⊆ B(X) a localizing subcategory, if p ∈ U L Y then there exists a maximal box
In other words, we have 
FK(cone(Ap
is an F p -vector space for any Z ∈ LC(X) and p ∈ Spec Z because the classical Künneth sequence for K-theory splits. Thus, by Corollary 2.11, there exists a multiset I ⊆ LC(X)
Now we can use Corollary 2.2 and Theorem 2.7 to lift the isomorphism of filtrated K-theories to an isomorphism in B(X). In other words, cone(Ap
Since L is localizing, it contains all the direct summands of its objects. Thus
, the following implications hold for any V ∈ LC(X):
where the first two equivalences hold because K * (R Z (V ) ⊗ κ(p)) ∼ = K * (R Z (V )) ⊗ K * (κ(p)) by to the Künneth formula and because K * (R Z (V )) ∼ = Z[i] for some i ∈ Z/2. In particular, these implications mean that p ∈ V ∈B Z U L V , and since Y ∈ B Z , we get 
Therefore, Lemma 4.3 is equivalent to 
By Lemma 4.6, specifying the sets V 
Proof. First, say V ∪ W / ∈ LC(X). This implies V \ W = V and V ∩ W = ∅, trivially giving the assertion. The same way, if V \ W / ∈ LC(X), we must have W ⊂ V , thus V ∪ W = V and V ∩ W = W , giving the result. Similarly, the assertion is trivial if
Without loss of generality, we can also assume v 1 ≤ w 1 , v 2 ≤ w 2 by exchanging V and W if necessary. However, since we sacrificed the symmetry, we have to prove the lemma for Y = W \ V as well.
Let Z ∈ LC(X) and U ∈ O(Z). Since R is a C * -algebra over X op × X, there is a semi-split extension by *-homomorphisms
which produces an exact triangle
, we get the following exact triangle
along with two exact triangles fitting in a commutative square
By the octahedral axiom, there exists a map R V ∩W → R W such that the third square in the above diagram will be homotopy cartesian; in other words, there is an exact triangle
Now we proceed to prove the key proposition. 
The opposite inclusion needs more work. Let p ∈ Z∈B Y U L Z . As in the proof of Lemma 4.3, this means that for any Z ∈ LC(X) with Z ∈ B Y , there exists W ∈ LC(X) with Z ∈ B W and R p W ∈ L. Let J ⊆ LC(X) be the set of all such W 's. Tensoring with κ(p) is an exact functor and commutes with coproducts. So
, again by (2.1), there is only one possibility, namely 1 ≤ a 1 ≤ i ≤ b 1 , which means i ∈ W . Now, let M i be the interval of minimal length such that i ∈ M i and R M i ∈ R W | W ∈ J . Such an interval is unique; if N i is another interval with the same properties,
and by Lemma 4.7, R Y ∈ R W | W ∈ J , concluding the proof of the proposition.
Let
Again by (2.1), we have two possibilities:
We conclude that a ≤ k. Assume b < l. Now, by (2.1)
Again, there are two cases to consider:
This finishes the proof of the proposition. Now we are ready to prove the main theorem of this section. We will restate it by concretely constructing the isomorphism. Let m = |LC(X)| be the number of non-empty intervals in X; that is, if X has n points, m = n(n+1) 2
.
Theorem 4.9. There is an inclusion-preserving isomorphism between localizing subcategories of B(X) and those elements (U Y1 , . . . , U Ym ) ∈ P(Spec Z) m of the m-fold Cartesian product of subsets of the Zariski spectrum of the ring of integers, labeled by intervals
m. The isomorphism and its inverse map are given by
Proof. By Proposition 4.8, the sets U It remains to show that if The category of C * -algebras over X is equivalent to the category of extensions of C * -algebras. We have three non-empty locally closed sets, LC(X) = {{1}, {2}, {1, 2}}. By Remark 4.4, the conditions on the sets U Y for Y ∈ LC(X) translate to
Therefore, we get:
There is a bijection between localizing subcategories of the Kasparov category of extensions of C * -algebras and those triples of subsets of Spec Z which have the property that each one is inside the union of the other two. The bijection and its inverse map are given by
This example already demonstrates a difference between the classification of Theorem 4.9 and other instances in the literature, where the triangulated category T in question carries an action of a commutative ring. In the latter case, as explained in the introduction, the lattice of localizing subcategories Loc(T) is isomorphic to the lattice of subsets of some topological space Y , where, in addition, the topology on Y determines certain structure on Loc(T). In this case, one can regard Y as a good candidate for a topological space associated to T. However, this construction is not possible for B(X).
Theorem 4.12. The lattice of localizing subcategories Loc B(X) of the bootstrap category B(X) is not isomorphic to a sublattice of the subset lattice P(S) for any set S.
Proof. For a set S, any sublattice L ⊆ P(S) of a subset lattice is distributive; that is,
By Corollary 4.11, elements of Loc B(X) are characterized by triples of subsets of Spec Z, which have the property that each one is inside the union of the other two. In particular, for some prime p ∈ Spec Z, we have three localizing subcategories described by triples ({p}, {p}, ∅), (∅, {p}, {p}) and ({p}, ∅, {p}). However, ({p}, {p}, ∅) ∧ (∅, {p}, {p}) ∨ ({p}, ∅, {p}) = ({p}, {p}, ∅) = (∅, ∅, ∅) = ({p}, {p}, ∅) ∧ (∅, {p}, {p}) ∨ ({p}, {p}, ∅) ∧ ({p}, ∅, {p}) . Thus Loc B(X) is not distributive.
Classification by noncrossing partitions
In this section, we describe the lattice of localizing subcategories of B(X) in another way, namely, by noncrossing partitions.
Definition 5.1. For p ∈ Spec Z, we say that the localizing subcategory L is p-local if, for all Y ∈ LC(X), the set U L Y is equal to {p} or is empty. Remark 5.2. The p -local localizing subcategories are exactly the ones generated by R p Y for Y ∈ I ⊆ LC(X). Every localizing subcategory L ⊆ B(X) can be uniquely represented by the p -local subcategories it contains, if we require that there is at most one (the largest) p -local subcategory for each p ∈ Spec Z in this representation. This follows from Theorem 4.9, since the corresponding property is trivial for the sets (U
m , where m = |LC(X)| is the number of non-empty intervals. 5.0.1. Classical noncrossing partitions. A partition of a given set of n elements is a collection of pairwise disjoint, nonempty subsets called blocks, whose union is the entire set. Since being in the same block is an equivalence relation, we denote it by ∼. A partition of {1, . . . , n} is noncrossing if, when four elements with 1 ≤ a < b < c < d ≤ n are such that a ∼ c and b ∼ d, then the two blocks coincide, meaning a ∼ b ∼ c ∼ d. The terminology comes from the fact that a noncrossing partition admits a planar representation as a partition of the vertices of a regular n-gon (labeled by {1, . . . , n}) with the property that the convex hulls of its blocks are pairwise non-crossing (see Figure 2 ). The collection of noncrossing partitions of an n-element set is denoted by NC n . NC n becomes a partially ordered set when partitions are ordered by refinement: given partitions σ, τ ∈ NC n , we say that τ ≤ σ if each block of σ is contained in a block of τ . For each n, the partially ordered set NC n is a self-dual, bounded lattice with C n elements, where C n = 1 n+1 2n n is the nth Catalan number. Theorem 5.3. There is a lattice isomorphism between p-local localizing subcategories of B(X) ordered by inclusion and NC n+1 , the lattice of noncrossing partitions of a set with n + 1 elements.
Proof. Denote the lattice of p-local localizing subcategories of B(X) by L n . We are going to construct a lattice isomorphism
By Theorem 4.9, a localizing subcategory L ∈ L n is determined by the sets U
and a ∼ a for all a ∈ {1, . . . , n + 1}. We want to show that ψ(L) is indeed a noncrossing partition. First, we prove transitivity. Let a, b, c ∈ {1, . . . , n + 1} and a ∼ b, b ∼ c. If a = b or b = c or a = c the assertion is trivial; so we assume they are all distinct. Define x 1 := min{a, b, c}, x 3 := max{a, b, c} and let x 2 be the remaining third point. Thus
In the proof of Lemma 4.7, we showed that for V \ W, W \ V, V ∪ W ∈ LC(X) there is the following exact triangle in B(X): 
, and applying the functor KK * (X; −, A) for any A ∈ B(X) to this triangle, we get the six term exact sequence
The exactness of the latter sequence implies . If 1 ≤ x < y ≤ n + 1, then (2.1) implies x y in ψ(L) if and only if x ≤ a < y ≤ b+1 or a < x ≤ b+1 < y. This exactly means that ψ(L) is a decomposition of n + 1-gon into two connected blocks (as in Figure 4 ). Since ψ is injective, it gives a bijection between p-local localizing subcategories generated by a single interval and noncrossing partitions which are decompositions into two connected subsets.
Given a noncrossing partition σ ∈ NC n+1 , ψ −1 (σ) should be a p -local localizing subcategory L with U It is straightforward to see that ψ and ψ −1 are inclusion and refinement preserving, respectively. Therefore, ψ is an isomorphism of lattices.
As a corollary, we get our main result 
