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Abstract
Latent block models are used for probabilistic biclustering, which is shown to be an effective
method for analyzing various relational data sets. However, there has been no statistical test
method for determining the row and column cluster numbers of latent block models. Recent
studies have constructed statistical-test-based methods for stochastic block models, which assume
that the observed matrix is a square symmetric matrix and that the cluster assignments are the
same for rows and columns. In this study, we developed a new goodness-of-fit test for latent block
models to test whether an observed data matrix fits a given set of row and column cluster numbers,
or it consists of more clusters in at least one direction of the row and the column. To construct the
test method, we used a result from the random matrix theory for a sample covariance matrix. We
experimentally demonstrated the effectiveness of the proposed method by showing the asymptotic
behavior of the test statistic and measuring the test accuracy.
1 Introduction
Block modeling [18, 2] is known to be effective in representing various relational data sets, such
as the data sets of movie ratings [44], customer-product transactions [44], congressional voting [27],
document-word relationships [12], and gene expressions [40]. Latent block models or LBMs [17] are
used for probabilistic biclustering of such relational data matrices, where rows and columns represent
different objects. For instance, suppose that a matrix A = (Aij)1≤i≤n,1≤j≤p ∈ Rn×p represents the
relationship between users and movies, where entry Aij is the rating of the j-th movie by the i-th
user. In LBMs, we assume a regular-grid block structure behind the observed matrix A; i.e., both
rows (users) and columns (movies) of matrix A are simultaneously decomposed into latent clusters. A
block is defined as a combination of row and column clusters, and entries of the same block in matrix
A are supposed to be i.i.d. random variables.
An open problem in using LBMs is that there has been no statistical criterion for determining the
numbers of row and column clusters. Recently, statistical-test-based approaches [5, 29, 20] have been
proposed for estimating the cluster number of stochastic block models (SBMs) [19]. SBMs are similar
to LBMs in the sense that they assume a block structure behind an observed matrix; however, they are
based on different assumptions from LBMs that an observed matrix is a square symmetric matrix and
that the cluster assignments are the same for rows and columns [33]. In regard to the LBM setting,
no statistical method has been constructed to determine row and column cluster numbers.
Aside from the test-based methods, several model selection approaches have been proposed based
on cross-validation [8] or an information criterion [26, 38, 27]. However, these approaches have several
limitations. (1) First, they cannot provide knowledge about the reliability of the result besides the
finally estimated cluster numbers. Rather than minimizing the generalization error, in some cases,
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it is more appropriate to provide a probabilistic guarantee in reliability for the purpose of knowledge
discovery. (2) Second, both the cross-validation-based and information-criterion-based methods depend
on the clustering algorithm used. For instance, we can employ the Bayesian information criterion (BIC)
for estimating the marginal likelihood only if the Fisher information matrix of the model is regular,
which is not the case for block models. Constructing an information criterion that estimates the
expectation of the generalization error for a wider class of models is generally difficult. (3) Finally,
the above methods require relatively large computational complexity. Computation of an information
criterion requires the process of approximating the posterior distribution by the Markov chain Monte
Carlo (MCMC) method, and cross-validation requires the iterative calculation of the test error with
different sets of partitions of the training and test data sets.
In this study, we proposed a new statistical test method for LBMs. To construct a hypothesis test
with a theoretical guarantee, we used a result from random matrix theory. Recent studies on random
matrix theory have revealed the asymptotic behavior of singular values of an n × p random matrix
[16, 45, 52, 3, 22, 23, 46, 37, 39, 4, 13]. Here, we assume that each entry Zij of matrix Z, which is
given by Zij = (Aij − Pij)/σij (which is computed by the original matrix A, its block-wise mean P
and standard deviation σ) follows a distribution with a sub-exponential decay. From the result in [39],
the normalized maximum eigenvalue of Z>Z converges in law to the Tracy-Widom distribution with
index 1, under the above sub-exponential condition. Based on this result, we constructed a goodness-
of-fit test for a given set of row and column cluster numbers of an LBM, using the maximum singular
value of matrix Zˆ, which is an estimator of the matrix Z. We proved that under the null hypothesis
(i.e., observed matrix A consists of a given set of row and column cluster numbers), the proposed test
statistic T converges in law to the Tracy-Widom distribution with index 1 (Theorem 4.1). We also
showed that under the alternative hypothesis, test statistic T increases in proportion to m
5
3 with a
high probability, where m is a number proportional to the matrix size (Theorems 4.2 and 4.3).
The proposed method solves the limitations of other model selection approaches. (1) Our statistical
test method enables us to obtain knowledge about the reliability of the test results. When testing a
given set of row and column cluster numbers, we can explicitly set the probability of Type I error (or
false positive) as a significance level α. (2) Unlike the other model selection methods, the proposed
method does not depend on the clustering algorithm as long as it satisfies the consistency condition
(Section 2). It only uses the output of a clustering algorithm to test a given set of cluster numbers;
there is no need to modify the test method according to the clustering algorithm. (3) The proposed test
method requires relatively small computational complexity. It does not require the MCMC procedure
or partitioning into the training and test data sets. For these reasons, the proposed test-based method
can be widely used for the purpose of knowledge discovery.
The next sections consist of the detailed explanation of the proposed test method for LBMs.
In Section 2, we describe the proposed goodness-of-fit test and its theoretical guarantee with the
assumptions required for the problem setting. Next, we briefly review the related works and their
differences from the proposed method in Section 3. The main results are presented in Section 4, where
we prove the asymptotic properties of the proposed test statistic. In Section 5, we experimentally
demonstrate the effectiveness of the proposed test method by showing the asymptotic behavior of the
test statistic and calculating the test accuracy. We discuss the results and limitations of the proposed
method in Section 6 and conclude the paper in Section 7.
2 Problem setting and statistical model for goodness-of-fit test
for latent block models
Let A ∈ Rn×p be an n×p observed matrix. We assume that each entry of matrix A is independently
generated, given its row and column clusters. Let (K,H) be the null set of cluster numbers for rows
and columns of an observed matrix A, which is unknown in advance. We denote the cluster indices of
the i-th row and the j-th column of matrix A as g
(1)
i ∈ {1, . . . ,K} and g(2)j ∈ {1, . . . ,H}, respectively.
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We assume that each entry of matrix A is independently subject to a distribution with block-wise
mean P and block-wise standard deviation σ:
P = (Pij)1≤i≤n,1≤j≤p, Pij = Bg(1)i g(2)j
.
σ = (σij)1≤i≤n,1≤j≤p, σij = Sg(1)i g(2)j
.
A = (Aij)1≤i≤n,1≤j≤p, E[Aij ] = Pij , E[(Aij − Pij)2] = σ2ij , (1)
where Bkh and Skh > 0, respectively, are the mean and the positive standard deviation of entries in
the (k, h)-th null block under the null hypothesis.
In this paper, we propose a goodness-of-fit test for selecting the cluster numbers (K,H) from
observed matrix A. In such a test, we test whether (K,H) is equal to a given set of cluster numbers
(K0, H0) or at least one of the given row and column cluster numbers K0 or H0 is smaller than the
null cluster numbers K or H. In other words, the null (N) and alternative (A) hypotheses are given
by
(N) : (K,H) = (K0, H0), (A) : K > K0 or H > H0. (2)
By sequentially testing the cluster numbers in the following order (Figure 1), we can select the cluster
numbers of a given observed matrix A.
1. Test (K0, H0) = (1, 1).
2. Test (K0, H0) = (1, 2), (2, 1).
3. Test (K0, H0) = (1, 3), (2, 2), (3, 1).
4. · · ·
5. Test (K0, H0) = (1, L), (2, L− 1), . . . , (L, 1). Let (Kˆ, Hˆ) be the row and column cluster numbers
where the null hypothesis is accepted and Kˆ + Hˆ = L + 1 holds. The selected set of cluster
numbers is (Kˆ, Hˆ).
Based on the above sequentially ordered test, selection of the cluster numbers requires (K +H)(K +
H − 1)/2 tests at most.
Assumptions. Throughout this paper, we make the following assumptions to derive the test statis-
tics:
(i). We assume that a distribution of Zij , which is given by Zij = (Aij −Pij)/σij as in (4) later, has
a sub-exponential decay. That is, there exists some ϑ > 0 such that for x > 1, Pr (|Zij | > x) ≤
ϑ−1 exp(−xϑ). From this assumption, note that for any nM ∈ N, the nM-th moment of a random
variable Zij is finite (i.e., E[Zn
M
ij ] <∞).
(ii). We denote the number of rows and columns of matrix A as n and p, respectively. We assume
that both n and p increase in proportion to some sufficiently large number m (i.e., n, p ∝ m).
(iii). Let K and H, respectively, be the minimum row and column cluster numbers to represent the
block structure of observed matrix A under the null hypothesis. We assume that both K and H
are finite constants that do not increase with the matrix sizes n and p. We also assume that the
minimum row and column sizes of a block in the null block structure, which we denote as nmin
and pmin, respectively, satisfy nmin = Ωp(m) and pmin = Ωp(m), where we used the following
notation:
X = Ωp (f(m)) .
⇔ ∀ > 0, ∃C > 0,M > 0, ∀m ≥M, Pr (Cf(m) ≤ X) ≥ 1− . (3)
In other words, we assume that with high probability, there is no “too small” block in matrix A.
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Figure 1: The sequential order for testing row and column cluster numbers. For example, let the blue
entry (4, 3) be the null cluster numbers (K,H). Based on this sequentially ordered test, the given
cluster numbers (K0, H0) are always unrealizable (that is, at least one of K > K0 or H > H0 holds),
until it reaches to (K,H).
(iv). If the given set of cluster numbers (K0, H0) is equal to the null cluster numbers (K,H), then we
call it a realizable case. Otherwise, we call it an unrealizable case (K > K0 or H > H0). We only
consider the cases where K0 ≤ K and H0 ≤ H. In Section 4, we see that Theorems 4.2 and 4.3
guarantee the behavior of the test statistic T in unrealizable cases. For now, there is no way to
detect the cases where K0 > K or H0 > H, and to cope with such settings is beyond the scope
of this paper.
(v). In the realizable case, we assume that a clustering algorithm is consistent, that is, the probability
that it outputs the correct block structure converges to 1, in the limit of m→∞. By using this
assumption, the proposed method does not depend on a specific clustering algorithm. Several
clustering algorithms including [15, 1, 7] have been proven to be consistent.
3 Relation to existing works
In this section, we briefly review the related works and explain the differences between them and
the proposed method.
3.1 Model selection for block models
Statistical-test-based methods (for SBM) Recently, several methods have been proposed for
testing the properties of a given observed matrix in relation to SBMs [5, 29, 24, 20, 53]. Particularly,
the methods proposed in [5, 29, 20] have enabled us to estimate the number of blocks for SBMs.
However, these methods differ from ours in the problem setting; they can be applied only to an SBM
setting, where an observed matrix is a square symmetric matrix, and the cluster assignments are the
same for rows and columns. There has been no method for estimating the block number for LBMs,
where rows and columns (not necessarily square) of an observed matrix are simultaneously decomposed
into clusters.
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Cross-validation-based methods Cross-validation is a widely used method for model selection,
where a data set is first split into training and test data sets, and then the best model with the
minimum test error is determined. Recently, cross-validation methods for matrix data have been
proposed [11, 30, 25, 8] to determine the number of clusters in network data. Although the purpose
of these methods and our method is similar, these methods differ from ours in that their target is the
network data, where the observed matrix is square and its rows and columns represent the same node
sets. Thus, the block structure is symmetric regardless of whether the network itself is directed or
undirected). Moreover, unlike a statistical test, these methods cannot provide quantitative knowledge
about the reliability of the selected model. Furthermore, the computational cost of cross-validation
is generally high because it requires the iterative calculation of the test error with different data set
partitions.
Information-criterion-based methods Another approach for determining the number of blocks in
a matrix is to estimate the generalization error or marginal likelihood by some information criterion for
given sets of block numbers. By using such information criteria, we can select a model in a statistically
meaningful (non-heuristic) way. In regard to block models, many variants of BIC have been proposed
[26, 38, 27, 21, 34]. Unlike our test-based method, which only requires a clustering algorithm to satisfy
the consistency condition (Section 2), an information criterion for a theoretical guarantee should be
carefully chosen according to the given clustering algorithm. For instance, BIC can be employed for
estimating the marginal likelihood only if the Fisher information matrix of the model is regular, which
is not the case for block models.
To solve this problem, as an alternative criterion to BIC, the integrated completed likelihood (ICL)
criterion has been used in many studies for estimating the number of blocks in LBMs [31, 51, 10]. In
ICL, we first derive a marginal likelihood for a given set of an observed matrix and block assignments
and then substitute the set of estimated block assignments to approximate the marginal likelihood.
However, since ICL is computed based on a single estimator of block assignments, there is no guarantee
for the goodness of the approximation of marginal likelihood.
Similar to cross-validation-based methods, information-criterion-based methods cannot provide a
probabilistic guarantee for the reliability of the selected model, which is a disadvantage for the purpose
of knowledge discovery. The computational cost also becomes a problem because the computation of
an information criterion requires the process of approximating the posterior distribution by MCMC.
Other model selection methods Aside from the information criteria, several studies have proposed
to determine the number of blocks in LBMs based on the co-clustering adjusted rand index [42], the
extended modularity for biclustering [28], or the expected posterior loss for a given loss function [41].
Another approach is to define the posterior distribution not only on cluster assignments of rows and
columns but also on row and column cluster numbers [50, 36]. Unlike the model selection approaches,
such nonparametric Bayesian methods can estimate the distribution of the block numbers. The best-
fitted number of the blocks can be determined based on the posterior distribution (e.g., we can choose a
MAP estimator [36]). However, in this case, the computational cost of MCMC is higher than that of the
information-criterion-based methods because it requires a large number of iterations to approximate
the posterior distribution both on the block assignments and the number of blocks.
4 Test statistic for determining the set of cluster numbers
To derive the test statistic for the proposed goodness-of-fit test, we first normalize each entry Aij
of an observed matrix A by subtracting Pij and dividing it by σij , where P and σ, respectively, are
the block-wise mean and standard deviation in (1):
Z = (Zij)1≤i≤n,1≤j≤p, Zij =
Aij − Pij
σij
. (4)
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By definition, each entry Zij of matrix Z in (4) independently follows a distribution with zero mean and
standard deviation of one. Therefore, according to the result in [39], if n = n(p) and n/p→ γ 6= 0,∞
in the limit of p → ∞, the scaled maximum eigenvalue T ∗ of matrix Z>Z converges in law to the
Tracy-Widom distribution with index 1 (TW1) in the limit of p→∞:
T ∗ =
λ1 − a
b
, T ∗  TW1 (Convergence in law), (5)
where λ1 is the maximum eigenvalue of matrix Z
>Z and
a = (
√
n+
√
p)2, b = (
√
n+
√
p)
(
1√
n
+
1√
p
) 1
3
. (6)
In most cases, the null cluster numbers (K,H) and the null cluster assignments g(1) and g(2) are
unknown in advance. Therefore, we can only estimate the block structure based on the observed matrix
A and the given cluster numbers. Let (K0, H0) be the given set of row and column cluster numbers,
and gˆ(1) and gˆ(2), respectively, be the estimated cluster assignments for rows and columns. Based on
such an estimated block structure (gˆ(1), gˆ(2)), we estimate the block-wise mean and standard deviation
by
Bˆ = (Bˆkh)1≤k≤K0,1≤h≤H0 , Bˆkh =
1
|Ik||Jh|
∑
i∈Ik,j∈Jh
Aij ,
Pˆ = (Pˆij)1≤i≤n,1≤j≤p, Pˆij = Bˆgˆ(1)i gˆ(2)j
,
Sˆ = (Sˆkh)1≤k≤K0,1≤h≤H0 , Sˆkh =
√
1
|Ik||Jh|
∑
i∈Ik,j∈Jh
(
Aij − Pˆij
)2
,
σˆ = (σˆij)1≤i≤n,1≤j≤p, σˆij = Sˆgˆ(1)i gˆ(2)j
, (7)
where Ik is the set of row indices of matrix A that are assigned to the k-th cluster, and Jh is the set
of column indices of matrix A that are assigned to the h-th cluster:
Ik =
{
i : gˆ
(1)
i = k
}
, Jh =
{
j : gˆ
(2)
j = h
}
. (8)
The consistency assumption (v) guarantees that if (K0, H0) = (K,H), the probability that the cluster
assignments (Ik)1≤k≤K0 and (Jh)1≤h≤H0 are correct converges to 1 in the limit of m→∞.
We define an estimator of normalized matrix Z in (4) based on the estimated block-wise mean Pˆ
and standard deviation σˆ in (7):
Zˆ = (Zˆij)1≤i≤n,1≤j≤p, Zˆij =
Aij − Pˆij
σˆij
. (9)
The test statistic T for the proposed goodness-of-fit test is given by the scaled maximum eigenvalue
of matrix Zˆ>Zˆ:
T =
λˆ1 − a
b
, (10)
where λˆ1 is the maximum eigenvalue of matrix Zˆ
>Zˆ, and a and b are given by (6).
Based on the following results in Theorems 4.1, 4.2 and 4.3, we propose a one-sided goodness-of-fit
test for a given set of cluster numbers (K0, H0) at the significance level of α by using the test statistic
T :
Reject null hypothesis ((K,H) = (K0, H0)), if T ≥ t(α), (11)
6
where t(α) is the α upper quantile of the Tracy-Widom distribution with index 1. By applying the
sequentially ordered test that we explained in Section 2 based on the above rejection rule (11), we can
select a set of row and column cluster numbers (Kˆ, Hˆ) for a given observed matrix A.
In the proof of Theorem 4.1, we also use the following notations. Let B˜kh and S˜kh, respectively,
be the sample mean and standard deviation of all the entries in the (k, h)-th null block in matrix A.
Based on such notations, we define the sample mean matrix P˜ and standard deviation matrix σ˜ for
the correct block structure, and matrix Z˜ by:
P˜ = (P˜ij)1≤i≤n,1≤j≤p, P˜ij = B˜g(1)i g(2)j
,
σ˜ = (σ˜ij)1≤i≤n,1≤j≤p, σ˜ij = S˜g(1)i g(2)j
,
Z˜ = (Z˜ij)1≤i≤n,1≤j≤p, Z˜ij =
A− P˜ij
σ˜ij
. (12)
Theorem 4.1 (Realizable case). We assume that the following condition holds: n = n(p), n/p →
γ 6= 0,∞ in the limit of p→∞. Under the consistency assumption (v) for the clustering algorithm, if
(K0, H0) = (K,H),
T  TW1 (Convergence in law), (13)
in the limit of p→∞, where T is defined as in (10).
Proof. We denote the operator norm by ‖ · ‖op,
‖A‖op = sup
u∈Rp
‖Au‖
‖u‖ . (14)
First of all, we derive the difference between Bkh (Skh) and B˜kh (S˜kh), which have been defined in
(1) and (12). Since the number of entries in the block is proportional to m2 by the assumption (iii),√
m2
(
Bkh − B˜kh
)
converges toN (0, S2kh) from the central limit theorem. Therefore, from Prokhorov’s
theorem [48], we have
B˜kh = Bkh +Op
(
1
m
)
. (15)
Also, the following equation holds (The proof is given in Appendix A):
S˜kh = Skh +Op
(
1
m
)
. (16)
From here, we derive the difference between the maximum eigenvalue λ˜1 of matrix Z˜
>Z˜ and the
maximum eigenvalue λ1 of matrix Z
>Z, where the definitions of matrices Z and Z˜ have been given
in (4) and (12), respectively. From (5), we have λ1 = Op(m). Therefore, the largest singular value of
matrix Z, which is equal to ‖Z‖op, is in the order of Op(
√
m).
By the subadditivity of the operator norm, we have∣∣∣‖Z‖op − ‖Z˜‖op∣∣∣ ≤ ‖Z − Z˜‖op. (17)
Let A(k,h), P (k,h), P˜ (k,h), Z(k,h) and Z˜(k,h), respectively, be the (k, h)-th null blocks of matrices
A, P , P˜ , Z and Z˜. We also denote the row and column sizes of the (k, h)-th null block as n(k,h) and
p(k,h), respectively. From the definitions in (4) and (12), we have
Z(k,h) =
A(k,h) − P (k,h)
Skh
, Z˜(k,h) =
A(k,h) − P˜ (k,h)
S˜kh
. (18)
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Combining this with (15), (16) and the fact that the Frobenius norm upper bounds the operator norm,
we have
‖Z(k,h) − Z˜(k,h)‖op =
∥∥∥∥∥A(k,h) − P (k,h)Skh − A
(k,h) − P˜ (k,h)
S˜kh
∥∥∥∥∥
op
=
∥∥∥∥∥A(k,h) − P (k,h)Skh − A
(k,h) − P (k,h)
S˜kh
+
A(k,h) − P (k,h)
S˜kh
− A
(k,h) − P˜ (k,h)
S˜kh
∥∥∥∥∥
op
≤
∥∥∥∥A(k,h) − P (k,h)Skh − A
(k,h) − P (k,h)
S˜kh
∥∥∥∥
op
+
∥∥∥∥∥A(k,h) − P (k,h)S˜kh − A
(k,h) − P˜ (k,h)
S˜kh
∥∥∥∥∥
op
=
S˜kh − Skh
SkhS˜kh
‖A(k,h) − P (k,h)‖op + 1
S˜kh
‖P (k,h) − P˜ (k,h)‖op
=
S˜kh − Skh
SkhS˜kh
‖A(k,h) − P (k,h)‖op + 1
S˜kh
‖P (k,h) − P˜ (k,h)‖F
=
S˜kh − Skh
S˜kh
‖Z(k,h)‖op + 1
S˜kh
√
n(k,h)p(k,h)
∣∣∣Bkh − B˜kh∣∣∣
=
Op(1/m)
Skh +Op(1/m)
‖Z(k,h)‖op + Op(1/m)
Skh +Op(1/m)
√
n(k,h)p(k,h) (∵ (15), (16))
=
Op(1/m)
Skh +Op(1/m)
Op(
√
m) +
Op(1/m)
Skh +Op(1/m)
√
n(k,h)p(k,h) (∵ (5))
= Op
(
1√
m
)
+Op(1) = Op(1). (19)
Therefore, since the operator norm of a matrix is not larger than the sum of the operator norms
of all of its blocks and the number of blocks are finite constants, we have
‖Z − Z˜‖op ≤
∑
k,h
‖Z(k,h) − Z˜(k,h)‖op = Op(1). (20)
By combining this with (17), we obtain
‖Z˜‖op = ‖Z‖op +Op(1). (21)
Next, we consider the joint probability of the event Fm that the clustering algorithm outputs the
correct block structure (i.e., Z˜ = Zˆ) and the event Gm,C that
∣∣∣‖Z‖op − ‖Z˜‖op∣∣∣ ≤ C holds. Such a joint
probability satisfies the following inequality:
Pr (Fm ∩ Gm,C) ≥ 1− Pr
(FCm)− Pr (GCm,C) , (22)
where AC is the complement of event A. The consistency assumption (v) guarantees that if (K0, H0) =
(K,H), Pr
(FCm) converges to 0 in the limit of m→∞. By combining this fact with (21), we obtain
∀ > 0, ∃C > 0,M > 0, ∀m ≥M, Pr (Fm ∩ Gm,C) ≥ 1− , (23)
which results in
‖Zˆ‖op = ‖Z‖op +Op(1). (24)
By using the above results, we can prove that the following equation holds (The proof is given in
Appendix B):
|λ1 − λˆ1|
b
= Op
(
m−
1
21
)
, (25)
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Figure 2: Difference between matrices P , P¯ , and Pˆ in an unrealizable case.
From (5), (25) and Slutsky’s theorem,
λˆ1 − a
b
= T ∗ +
λˆ1 − λ1
b
 TW1 (Convergence in law). (26)
This is equivalent to the statement of Theorem 4.1.
Theorem 4.2 (Unrealizable case, lower bound). Suppose K0 < K or H0 < H.
T = Ωp
(
m
5
3
K2H2
)
, (27)
where T is defined as in (10).
Proof. Let P¯ be a matrix that consists of the estimated block structure and whose entries are the
population block-wise means, which can be calculated using P (see also Figure 2). To derive the
difference between matrices P and Pˆ , we first focus on the relationship between matrices P and P¯ . In
the unrealizable case (i.e., K0 < K or H0 < H), we can assume K0 < K without loss of generality.
Let nk be the number of rows in the k-th null row cluster. For all the null row cluster indices
k ∈ {1, . . . ,K}, at least one estimated row cluster contains nk/K0 or more rows that are assigned
to the k-th row cluster in the null block structure (otherwise, the total number of rows in the k-th
null row cluster is smaller than nk). Since K0 < K, at least one estimated block contains two or more
sets of rows whose null row clusters are mutually different, and both of which have the row sizes of
at least nmin/K0, where nmin is the minimum row size of a block in the null block structure. By the
same reasoning, for all the null column cluster indices h ∈ {1, . . . ,H}, at least one estimated column
cluster contains ph/H0 or more columns that are assigned to the h-th column cluster in the null block
structure, where ph is the number of rows in the h-th null column cluster. By combining these facts,
there exists at least one estimated block that contains two or more submatrices, both of which have
the sizes of at least (nmin/K0)× (pmin/H0) and whose null blocks are mutually different.
Let X1 and X2 be such submatrices, whose null block-wise mean are q1 and q2, respectively. We
can assume q1 > q2 without the loss of generality. In matrix P¯ , which has the estimated block
structure, both of X1 and X2 have the same values q¯. Here, if q¯ ≥ q1+q22 holds, |q2 − q¯| ≥ |q1−q2|2 , and
|q1 − q¯| ≥ |q1−q2|2 if otherwise. Therefore, for any q¯, there exists at least one submatrix X¯ (which is
either X1 or X2) with a size of at least (nmin/K0) × (pmin/H0), where all the entries are q (which is
either q1 or q2) in matrix P and
|q − q¯| ≥ min(k,h)6=(k′,h′) |Bkh −Bk′h′ |
2
. (28)
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Let (k1, h1) be the row and column cluster indices of the estimated block which contains the above
submatrix X¯. We denote the row and column sizes of the (k1, h1)-th estimated block as n1 and p1,
respectively. Let A(k1,h1), P (k1,h1), P¯
(k1,h1) and Pˆ
(k1,h1)
, respectively, be the submatrices of A, P , P¯
and Pˆ with the same row and column indices as the (k1, h1)-th estimated block. In regard to the
difference between matrices P¯ and Pˆ (both of which have the estimated block structure), we have
|qˆ − q¯| =
∣∣∣∣∣∣ 1n1p1
∑
i,j
(
Pˆ
(k1,h1)
ij − P¯ (k1,h1)ij
)∣∣∣∣∣∣ =
∣∣∣∣∣∣ 1n1p1
∑
i,j
(
A
(k1,h1)
ij − P (k1,h1)ij
)∣∣∣∣∣∣∵ Pˆ (k1,h1)ij = 1n1p1
∑
i,j
A
(k1,h1)
ij , P¯
(k1,h1)
ij =
1
n1p1
∑
i,j
P
(k1,h1)
ij .

=
1
n1p1
∣∣∣〈u1,(A(k1,h1) − P (k1,h1))u2〉∣∣∣ ≤ 1
n1p1
‖u1‖‖u2‖‖A(k1,h1) − P (k1,h1)‖op
=
1√n1p1
‖A(k1,h1) − P (k1,h1)‖op ≤
√
K0H0
nminpmin
‖A(k1,h1) − P (k1,h1)‖op
≤
√
K0H0
nminpmin
‖A− P‖op ≤
√
K0H0
nminpmin
∑
k,h
‖A(k,h) − P (k,h)‖op
=
√
K0H0
nminpmin
∑
k,h
Skh‖Z(k,h)‖op ≤
√
K0H0
nminpmin
KH max
k,h
Skh‖Z‖op
= Op
(
KH√
m
)
. (29)
where A(k,h), P (k,h) and Z(k,h), respectively, are the (k, h)-th null blocks of matrices A, P and Z, and
u1 = (1, 1, . . . , 1)
> ∈ Rn1 and u2 = (1, 1, . . . , 1)> ∈ Rp1 . To derive the final equation in (29), we used
the assumption that nmin, pmin = Ωp(m) and the fact that ‖Z‖op is equal to the largest singular value
of Z, which is Op(
√
m) from (5).
Let Em,C be the event that |q − q¯| − CKH/
√
m ≤ |q − qˆ| holds. For all q, q¯, and qˆ, the following
inequality holds: ∣∣∣|q − q¯| − |q − qˆ|∣∣∣ ≤ |qˆ − q¯|. (30)
By combining (29) and (30), we obtain
∀ > 0, ∃C > 0,M > 0, ∀m ≥M, Pr(Em,C) ≥ 1− . (31)
From now on, we denote the row and column sizes of submatrix X¯, respectively, by n1 and p1. Let
A∗, P ∗, P¯ ∗, Pˆ ∗, Z∗ and Zˆ∗ respectively, be the submatrices of matrices A, P , P¯ , Pˆ , Z and Zˆ with the
same row and column indices as submatrix X¯. We also denote the constant entries of the submatrices
of σ and σˆ with the same row and column indices as submatrix X¯, respectively, as σ∗ and σˆ∗. From
the definition (9) and since the operator norm of a submatrix is not larger than that of the original
matrix, we have
‖Zˆ‖op ≥ ‖Zˆ∗‖op = 1
σˆ∗
‖A∗ − Pˆ ∗‖op = 1
σˆ∗
‖(A∗ − P ∗) + (P ∗ − Pˆ ∗)‖op
≥ 1
σˆ∗
∣∣∣‖A∗ − P ∗‖op − ‖P ∗ − Pˆ ∗‖op∣∣∣
=
1
σˆ∗
∣∣∣σ∗‖Z∗‖op − ‖P ∗ − Pˆ ∗‖op∣∣∣ . (32)
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First, the order of the estimated standard deviation σˆ∗ is given by
σˆ∗ = Op(KH). (33)
The proof of (33) is in Appendix C.
The only non-zero (and thus, the largest) singular value of matrix
(
P ∗ − Pˆ ∗
)
is
√
n1p1 |q − qˆ|.
Since the largest singular value of a matrix is equal to its operator norm, we have
‖P ∗ − Pˆ ∗‖op = √n1p1 |q − qˆ| ≥
√
nmin
K0
pmin
H0
|q − qˆ| . (34)
Therefore, by combining this fact with (28), if the statement of event Em,C holds, the following in-
equality also holds:√
nmin
K0
pmin
H0
(
min(k,h)6=(k′,h′) |Bkh −Bk′h′ |
2
− CKH√
m
)
≤ ‖P ∗ − Pˆ ∗‖op, (35)
which results in that ‖P ∗ − Pˆ ∗‖op = Ωp (δm), where δ ≡ min(k,h)6=(k′,h′) |Bkh −Bk′h′ |.
Also, from (5), we have ‖Z∗‖op ≤ ‖Z‖op = Op(
√
m). By substituting this fact, (33) and (35) into
(32), we finally obtain
‖Zˆ‖2op = Ωp
(
δ2m2
K2H2
)
. (36)
Here, ‖Zˆ‖2op is equal to the maximum eigenvalue λˆ1 of matrix Zˆ>Zˆ, and the test statistic is
T = λˆ1−ab . Using the definition (6), we obtain a = Op(m) and
b =
(√
n+
√
p
)( 1√
n
+
1√
p
) 1
3
=
(√
β1m+
√
β2m
)( 1√
β1m
+
1√
β2m
) 1
3
= m
1
3
(√
β1 +
√
β2
)( 1√
β1
+
1√
β2
) 1
3
, (37)
where we used the definitions β1 ≡ n/m and β2 ≡ p/m.
By combining these results and (36), we obtain
Tm
1
3 = Ωp
(
δ2m2
K2H2
)
⇐⇒ T = Ωp
(
δ2m
5
3
K2H2
)
, (38)
which concludes the proof.
Theorem 4.3 (Unrealizable case, upper bound). Suppose K0 < K or H0 < H. Then,
T = Op
(
m
5
3
)
, (39)
where T is defined as in (10).
Proof. We define P , P¯ , and Pˆ as in Theorem 4.2. Let Zˆ
(k,h)
, A(k,h) and Pˆ
(k,h)
, respectively, be the
(k, h)-th estimated block of matrix Zˆ, A and Pˆ . We denote the row and column sizes of the (k, h)-th
estimated block as n(k,h) and p(k,h), respectively. Since the operator norm of a matrix is not larger
11
than the sum of the operator norms of all its blocks, we have
‖Zˆ‖op ≤
∑
k,h
‖Zˆ(k,h)‖op =
∑
k,h
1
Sˆkh
‖A(k,h) − Pˆ (k,h)‖op
=
∑
k,h
√
n(k,h)p(k,h)
‖A(k,h) − Pˆ (k,h)‖F
‖A(k,h) − Pˆ (k,h)‖op
≤
∑
k,h
√
n(k,h)p(k,h)
‖A(k,h) − Pˆ (k,h)‖F
‖A(k,h) − Pˆ (k,h)‖F
=
∑
k,h
√
n(k,h)p(k,h) ≤ K0H0√np = Op(m). (40)
The test statistic is T = λˆ1−ab , where λˆ1 = ‖Zˆ‖2op = Op(m2). Based on the same discussion as in
Theorem 4.2, a = Op(m) and (37) hold. Consequently, we obtain T = Op(m
2/m
1
3 ) = Op(m
5
3 ), which
concludes the proof.
5 Experiments
5.1 Realizable case: convergence of test statistic T in law to Tracy-Widom
distribution
First of all, we checked the convergence of the proposed test statistic T in law to the Tracy-Widom
distribution with index 1, under the realizable setting, which has been stated in Theorem 4.1, by using
synthetic data that were generated based on three types of distributions:
• Gaussian Latent Block Model: The observed matrices were generated whose entries in the
(k, h)-th block follows the normal distribution N (Bkh, Skh). In the Gaussian LBM setting, we
used the following null model and parameters:
(K,H) = (4, 3), B =

0.9 0.1 0.4
0.2 0.7 0.3
0.3 0.2 0.8
0.6 0.9 0.1
 , S =

0.08 0.06 0.15
0.14 0.12 0.07
0.09 0.1 0.11
0.16 0.13 0.05
 . (41)
• Bernoulli Latent Block Model The observed matrices were generated whose entries in the
(k, h)-th block follows the normal distribution Bernoulli(Bkh). In the Bernoulli LBM setting, we
used the following null model and parameters:
(K,H) = (4, 3), B =

0.9 0.1 0.4
0.2 0.7 0.3
0.3 0.2 0.8
0.6 0.9 0.1
 . (42)
• Poisson Latent Block Model The observed matrices were generated whose entries in the
(k, h)-th block follows the normal distribution Pois(Bkh). In the Poisson LBM setting, we used
the following null model and parameters:
(K,H) = (4, 3), B =

9.0 1.0 4.0
2.0 7.0 3.0
3.0 2.0 8.0
6.0 9.0 1.0
 . (43)
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Based on the above Latent Block Model, we randomly generated 1000 observed matrices, estimated
their block structures based on the Ward’s hierarchical clustering algorithm [49], and computed the test
statistic T . With respect to the matrix size, we tried the following 10 settings: (n, p) = (300×i, 225×i),
i = 1, . . . , 10. When generating an observed matrix, the null cluster of each row was randomly chosen
from the discrete uniform distribution on {1, 2, 3, 4}. Similarly, the null cluster of each column was
randomly chosen from the discrete uniform distribution on {1, 2, 3}.
Figures 3, 4, and 5, respectively, show the Q-Q plots of the test statistic T and the TW1 distribution
in the settings of Gaussian, Bernoulli, and Poisson settings. Each plotted point corresponds to a sample
of test statistic T , and the horizontal and vertical lines, respectively, show its theoretical and sample
quantiles. These figures show that the test statistic converged in law to the TW1 distribution.
Figure 6 shows the ratios of the trials where T ≥ t(0.01), T ≥ t(0.05), and T ≥ t(0.1) for the above
three distributional settings, where t(α) is the α upper quantile of the TW1 distribution. We used the
approximated values t(0.01) ≈ 2.02345, t(0.05) ≈ 0.97931, and t(0.1) ≈ 0.45014, according to Table 2
in [47]. From Figure 6, we see that the tail probability of the test statistic T also converged to those
of the TW1 distributions for all of the three distributional settings.
We also plotted the results of the Kolmogorov-Smirnov test [9] for the test statistic T in Figure
7. We tested whether the distribution of T is the TW1 distribution or not based on the test statistic
D
√
r, where D is the maximum absolute difference between the empirical distribution function of T
and the cumulative distribution function of the TW1 distribution, and r is the sample size, which is
set at 1000 in this experiment. Figure 7 shows the convergence of the proposed test statistic T in law
to the TW1 distribution under the realizable setting.
5.2 Unrealizable case: asymptotic behavior of test statistic T
Next, we checked the asymptotic behavior of the proposed test statistic T under the unrealizable
setting, which has been stated in Theorems 4.2 and 4.3, by using synthetic data that were generated
based on the same three types of distributions as in Section 5.1. By combining Theorems 4.2 and 4.3,
we obtain the following theorem:
Theorem 5.1 (Unrealizable case, two-sided bound). Suppose K0 < K or H0 < H. Then,
∀ > 0, ∃C1, C2,M, ∀m ≥M, Pr(C1m 53 ≤ T ≤ C2m 53 ) ≥ 1− . (44)
In other words, with high probability, the proposed test statistic T increases in proportion to p
5
3
in the limit of p→∞, since we have assumed that p ∝ m.
With respect to the null models and parameters, we used the same settings as in Section 5.1 for
all of the three distributional settings (i.e., Gaussian, Bernoulli, and Poisson LBMs). Based on such
settings, we randomly generated 100 observed matrices, estimated their block structures based on
the Ward’s hierarchical clustering algorithm [49], and computed the test statistic T . With respect to
the matrix size, we tried the following 10 settings: (n, p) = (200 × i, 150 × i), i = 1, . . . , 10. When
generating an observed matrix, the null cluster of each row was randomly chosen from the discrete
uniform distribution on {1, 2, 3, 4}. Similarly, the null cluster of each column was randomly chosen
from the discrete uniform distribution on {1, 2, 3}.
Figures 8 and 9 show the asymptotic behavior of the proposed test statistic T under the unrealizable
setting. As shown in Theorem 5.1, we see that T increases in proportion to m
5
3 , where n, p ∝ m.
5.3 Accuracy of the proposed goodness-of-fit test
Finally, we evaluated the proposed goodness-of-fit test in terms of its accuracy. By using synthetic
data that were generated based on the same three types of distributions as in Section 5.1, we checked
the ratio of trials where the selected set of cluster numbers (K0, H0) is equal to the null one (K,H).
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Figure 3: Q-Q plot of test statistic T against the TW1 distribution in the setting of Gaussian case.
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Figure 4: Q-Q plot of test statistic T against the TW1 distribution in the setting of Bernoulli case.
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Figure 5: Q-Q plot of test statistic T against the TW1 distribution in the setting of Poisson case.
14
1000 2000 3000
n
0.02
0.04
0.06
0.08
0.10
Ratio of the trials where T≥ t(α)
α=0.1
α=0.05
α=0.01
1000 2000 3000
n
0.02
0.04
0.06
0.08
0.10
Ratio of the trials where T≥ t(α)
α=0.1
α=0.05
α=0.01
1000 2000 3000
n
0.02
0.04
0.06
0.08
0.10
Ratio of the trials where T≥ t(α)
α=0.1
α=0.05
α=0.01
Figure 6: Ratio of the number of trials where test statistic T ≥ t(α), where t(α) is the α upper
quantile of the TW1 distribution. The left, center, and right figures, respectively, show the results for
the settings of Gaussian, Bernoulli, and Poisson distributions. The horizontal line shows the number
of rows n in the observed matrix.
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Figure 7: Test statistics D
√
r of the Kolmogorov-Smirnov test [9] for the test statistic T . The left,
center, and right figures, respectively, show the results for the settings of Gaussian, Bernoulli, and
Poisson distributions. If the test statistic D
√
r is larger than the significance level α, then the null
hypothesis that T follows the TW1 distribution is rejected, and if otherwise, the null hypothesis is
accepted.
Here, we set the null set of cluster numbers at (K,H) = (4, 3). For each distributional setting (i.e.,
Gaussian, Bernoulli, and Poisson LBMs), we tried 10 settings with respect to the block-wise mean B.
The concrete settings were as follows:
• Gaussian Latent Block Model: We used the following parameters:
B′ =

0.9 0.1 0.4
0.2 0.7 0.3
0.3 0.2 0.8
0.6 0.9 0.1
 , S =

0.08 0.06 0.15
0.14 0.12 0.07
0.09 0.1 0.11
0.16 0.13 0.05
 ,
∀k, h, Bkh =
(
1− t
10
)
(B′kh − 0.5) + 0.5, for t = 0, . . . , 9, (45)
• Bernoulli Latent Block Model We used the following parameters:
B′ =

0.9 0.1 0.4
0.2 0.7 0.3
0.3 0.2 0.8
0.6 0.9 0.1
 ,
∀k, h, Bkh =
(
1− t
10
)
(B′kh − 0.5) + 0.5, for t = 0, . . . , 9. (46)
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Figure 8: Mean test statistic T in the unrealizable case for 100 trials. The null row and column cluster
numbers are 4 and 3, respectively. The left, center, and right figures, respectively, show the results for
the settings of Gaussian, Bernoulli, and Poisson distributions. The horizontal line shows the number
of rows n in the observed matrix.
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Figure 9: Mean test statistic T divided by n
5
3 in the unrealizable case for 100 trials. The left, center,
and right figures, respectively, show the results for the settings of Gaussian, Bernoulli, and Poisson
distributions.
• Poisson Latent Block Model We used the following parameters:
B′ =

9.0 1.0 4.0
2.0 7.0 3.0
3.0 2.0 8.0
6.0 9.0 1.0
 ,
∀k, h, Bkh =
(
1− t
10
)
(B′kh − 5) + 5, for t = 0, . . . , 9. (47)
With respect to the matrix size, we tried the following 10 settings for each distributional setting
and for each setting of B: (n, p) = (40 × i, 30 × i), i = 1, . . . , 10. When generating an observed
matrix, the null cluster of each row was randomly chosen from the discrete uniform distribution on
{1, 2, 3, 4}. Similarly, the null cluster of each column was randomly chosen from the discrete uniform
distribution on {1, 2, 3}. In each of 3 (Gaussian, Bernoulli, or Poisson LBM) ×10 (for the setting of
B) ×10 (for the setting of matrix size) settings, we generated 1000 observed matrices and applied the
proposed sequential goodness-of-fit test, until the null hypothesis (K,H) = (K0, H0) was accepted. For
each observed matrix, we estimated their block structures based on the Ward’s hierarchical clustering
algorithm [49] under each setting of a hypothetical set of cluster numbers (K0, H0), computed the test
statistic T , and performed the proposed test for the given cluster numbers (K0, H0) using a significance
level of α = 0.01. Figures 10, 11, 12, respectively, show the examples of generated observed matrices
of Gaussian, Bernoulli, and Poisson LBMs.
Figure 13 shows the accuracy of the proposed test under 10 different settings of block-wise mean
B. From Figure 13, we see that the test accuracy increases with matrix size n for a fixed block-wise
mean B, and that it decreases with the smaller differences between the block-wise means for a fixed
matrix size n.
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Comparison to the integrated completed likelihood (ICL) We also checked the difference in
the behavior of the proposed test and the ICL. For the Bernoulli LBM, we can compute the asymptotic
ICL [26] by assuming the following model:
p(A, g(1), g(2)|pi, ρ,B)
=
(∏
k
pi
|Ik|
k
)(∏
h
ρ
|Jh|
h
)∏
i,j
B
Aij
g
(1)
i g
(2)
j
(
1−B
g
(1)
i g
(2)
j
)1−Aij ,
p(pi) =
Γ(aDK0)
Γ(aD)K0
K0∏
k=1
piaD−1k , p(ρ) =
Γ(aDH0)
Γ(aD)H0
H0∏
h=1
ρaD−1h ,
p(B) =
∏
k,h
BbB−1kh (1−Bkh)bB−1
B(bB, bB)
, (48)
where p(·) represents a probability density, and aD and bB are the hyperparameters.
From Lemma 4.2 in [26], for an estimated block structure (gˆ(1), gˆ(2)), the resulting asymptotic ICL
is given by
ICL(K0, H0) =
∑
k
|Ik| log
( |Ik|
n
)
+
∑
h
|Jh| log
( |Jh|
p
)
+
∑
k,h
|Ik||Jh|
[
Bˆkh log Bˆkh +
(
1− Bˆkh
)
log
(
1− Bˆkh
)]
− K0 − 1
2
log n− H0 − 1
2
log p− K0H0
2
log(np). (49)
The proof of (49) is given in Appendix D.
To check the accuracy of the proposed test and the ICL, we generated synthetic binary data matrices
based on the Bernoulli distribution as in Section 5.3, and checked the ratio of trials where the selected
set of cluster numbers (K0, H0) is equal to the null one (K,H). We set the null set of cluster numbers
at (K,H) = (4, 3), and tried the following five settings with respect to the block-wise mean B.
B′ =

0.9 0.1 0.4
0.2 0.7 0.3
0.3 0.2 0.8
0.6 0.9 0.1
 ,
∀k, h, Bkh =
(
1− t
5
)
(B′kh − 0.5) + 0.5, for t = 0, . . . , 4. (50)
With respect to the matrix size, we tried the following five settings for each setting of B: (n, p) =
(40× i, 30× i), i = 1, . . . , 5. The null block of each element was chosen in the same way as in Section
5.3. In each of 5 (for the setting of B) ×5 (for the setting of matrix size) settings, we generated 100
observed matrices, and applied the proposed test using a significance level of α = 0.01 and the model
selection based on the ICL. Unlike the proposed sequential test, which stopped if the null hypothesis
was accepted, the ICL was computed for all the sets of cluster numbers from (1, 1) to (n, p) and then
the optimal setting was selected that achieved the maximum ICL. For each setting, we estimated the
block structure of an observed matrix based on the Ward’s hierarchical clustering algorithm [49].
Figure 14 shows the accuracy of the proposed test and the model selection based on the ICL.
Although the purpose of the proposed test is not to achieve high accuracy in model selection, in some
cases with small differences between the block-wise means {Bkh}, it achieved better performance than
the ICL. With larger difference between {Bkh}, the ICL performed better than the proposed test in
terms of model selection. Figures 15 and 16, respectively, show the ratios of the trials where each set
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of cluster numbers was selected by the proposed test and the ICL. From Figures 15 and 16, we see that
in most cases (e.g., Bkh ∈ [0.26, 0.74] for all (k, h)), the ICL tended to select smaller sets of cluster
numbers than the proposed test.
5.4 Real data analysis: Congressional Voting Records Data Set
We also checked the result when we applied the proposed test to 1984 United States Congressional
Voting Records Database from UCI Machine Learning Repository [14]. The original data set contains
three types of votes (“yea,” “nay,” and unknown) for the pairs of a congressman and an attribute. We
treated unknown as “nay,” as in [51]. The number of instances or congressmen and that of attributes
are 435 and 16, respectively. Based on this data set, we defined a binary matrix A ∈ R435×16, where
the elements of one and zero, respectively, correspond to “yea” and “nay.”
As in Section 5.3, we applied the proposed sequential tests using a significance level of α = 0.01,
until the null hypothesis was accepted. We also computed the ICL for each setting of a hypothetical set
of cluster numbers (K0, H0), and selected one with the largest ICL. For each setting of a hypothetical
set of cluster numbers (K0, H0), we estimated the block structure based on the Ward’s hierarchical
clustering algorithm [49].
As a result, the sets of cluster numbers (9, 14) and (3, 13) were selected by the proposed test and the
ICL, respectively. Figure 17 shows the observed data matrix and its estimated block structures with
the selected sets of cluster numbers. From Figure 17, we see that a finer block structure was accepted
by the proposed test than the ICL, particularly for the row (i.e., congressman) cluster assignments.
As for the column (i.e., attribute) cluster assignments, “anti-satellite-test-ban,” “aid-to-nicaraguan-
contras, ” and “mx-missile” were assigned into the same cluster in the selected block structure of the
ICL, whereas the proposed test distinguished the first two attributes from the last one. Figure 18
shows the p-value of the proposed test and the ICL for each setting of a hypothetical set of cluster
numbers (K0, H0) until the null hypothesis was accepted.
6 Discussion
In this section, we discuss the proposed test method in terms of the test statistic and the conditions
for the generative model.
With respect to the asymptotic behavior, the proposed test has a favorable property in terms
of the power. From Theorem 5.1, under the alternative hypothesis, the test statistic T increases in
proportion to m
5
3 with high probability, where n, p ∝ m. In other words, the probability that the test
makes a type II error (i.e., T < t(α)) converges to zero in the limit of p→∞. Based on this fact, in the
asymptotic sense, we do not need to consider the correction for the multiple comparison when applying
the proposed sequential testing. However, it has not been shown what occurs in the non-asymptotic
setting. In general, practical data matrices have finite sizes, where there has been shown no theoretical
guarantee like Theorems 4.1, 4.2, and 4.3. On the other hand, for a Gaussian case (i.e., each entry
of a matrix independently follows N (0, 1)), the following statement holds [32]: Suppose n = n(p) > p
and n/p → γ ∈ [1,∞) in the limit of p → ∞. Then, for any s0, there exists N0 ∈ N such that when
max(n, p) ≥ N0 and max(n, p) is even, for all s ≥ s0,
|Pr(T ∗ ≤ s)− F1(s)| ≤ C(s0)[max(n, p)]−2/3 exp
(
−s
2
)
, (51)
where T ∗ is defined as in (5) and C(·) is a continuous and non-increasing function. From the above
inequality (51), if the clustering algorithm outputs the correct block assignments, the convergence rate
of the normalized maximum eigenvalue T ∗ of matrix Z˜>Z˜ (where Z˜ is defined as in (12)) to the Tracy-
Widom distribution with index 1 is O(m−2/3). However, since the distribution of T is unknown in the
case where the correct block assignment is not obtained, the convergence rate of T is also unknown.
Deriving the convergence rate of T by considering the above discussion is a future research topic.
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In regard to the conditions for using the proposed test method, our proposed test is applicable to a
wide range of practical distributional settings (e.g., Bernoulli distribution for binary data matrices and
Poisson distribution for sparse ones). Nevertheless, it still requires some assumptions for the latent
block structure of an observed matrix. For instance, the row and column cluster numbers (K,H)
should be constants that do not increase with the matrix sizes n and p. Also, there should be no
too small block (i.e., nmin = Ωp(m) and pmin = Ωp(m)). In some practical cases, where it is more
appropriate to assume that the number of blocks increases with the matrix size, it will be useful to
construct a test which does not require the above conditions. As for the sub-exponential condition,
Ding and Yang [13] have shown more relaxed sufficient condition for the scaled maximum eigenvalue
T ∗ to converge in law to TW1 distribution. However, the delocalization property of an eigenvector of
matrix Z>Z [6], which we used in Appendix B to prove our main result, has not been derived in the
form as in the sub-exponential case [6]. If (74) in Appendix B is shown in the above more general case,
it would also be possible to extend our proposed test to such a case. Furthermore, there are proposed
variants of latent block models with which we assume different block structures from a regular grid
[43, 35]. To construct test methods for the above settings is an important topic for future research.
7 Conclusion
Latent block models are effective tools for biclustering, where rows and columns of an observed
matrix are simultaneously decomposed into clusters. Such a bicluster structure appears in various
types of relational data, such as the customer-product transaction data or and the document-word
relationship data. One open problem in using latent block models is that there has been no statistical
test method for determining the number of blocks. In this study, we developed a goodness-of-fit
test for latent block models based on a result from the random matrix theory. By defining the test
statistic T based on the estimators of the block-wise means and standard deviations, we have derived
its asymptotic behavior in both realizable (i.e., (K,H) = (K0, H0)) and unrealizable (i.e., K > K0 or
H > H0) cases. Particularly, it has been shown that the test statistic T converges in law to Tracy-
Widom distribution with index 1 in the realizable case. Based on these results, it was made possible to
test whether the given observed matrix had K0×H0 latent blocks or more ones. In the experiments, we
showed the validity of the proposed test method in terms of both the asymptotic behavior of the test
statistic and the test accuracy by using synthetic data matrices with ground truth block structures.
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Figure 10: Examples of null block structures of the Gaussian LBM. 40 × 30 observed matrices are
plotted for 10 different settings of B (t = 1, . . . , 10). The rows and columns of matrix A were sorted
according to the null clusters.
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Figure 11: Examples of null block structures of the Bernoulli LBM.
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Figure 12: Examples of null block structures of the Poisson LBM.
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Figure 13: Accuracy of the proposed goodness-of-fit test under 10 different settings of block-wise mean
B. The left, center, and right figures, respectively, show the results for the settings of Gaussian,
Bernoulli, and Poisson distributions.
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Figure 14: Accuracy of the proposed test and the model selection based on the ICL under five different
settings of block-wise mean B.
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Figure 15: Ratios of the trials where each set of cluster numbers (K0, H0) was selected by the proposed
test. The cyan rectangles show the null set of cluster numbers (K,H).
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Figure 16: Ratios of the trials where each set of cluster numbers (K0, H0) was selected by the model
selection based on the ICL. The cyan rectangles show the null set of cluster numbers (K,H).
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Figure 17: The observed data matrix of the Congressional Voting Records Data Set [14] and its
estimated block structures. The black and white elements, respectively, show “yea” and “nay.”
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Figure 18: The p-value of the proposed test and the ICL for each setting of a hypothetical set of cluster
numbers (K0, H0). In the left figure, we plotted the p-values only for the tested settings (i.e., until the
null hypothesis was accepted). As for the ICL, we plotted a part of results (K0 ≤ 16, H0 ≤ 16) for
visibility. The cyan rectangles show the selected sets of cluster numbers.
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Appendix A Proof of S˜kh = Skh +Op
(
1
m
)
.
Let n(k,h) and p(k,h), respectively, be the row and column sizes of the (k, h)-th null block, and
A(k,h), P (k,h) and P˜ (k,h), respectively, be the (k, h)-th null blocks of matrices A, P and P˜ . Here, we
prove the following lemma:
Lemma A1. Under the assumption that the fourth moment of the noise Zij is bounded (E[Z4ij ] <∞),
S˜kh = Skh +Op
(
1
m
)
, (52)
where S˜kh =
√
1
n(k,h)p(k,h)
∑
i,j
(
A
(k,h)
ij − B˜kh
)2
.
Proof. From the above definition of S˜kh, we have
S˜2kh =
1
n(k,h)p(k,h)
∑
i,j
(
A
(k,h)
ij − B˜kh
)2
=
1
n(k,h)p(k,h)
∑
i,j
(
A
(k,h)
ij −Bkh
)2
−
(
Bkh − B˜kh
)2
. (53)
To derive the second equation, we used the fact that B˜kh =
1
n(k,h)p(k,h)
∑
i,j A
(k,h)
ij . Therefore, the
following equation holds:
S˜2kh − S2kh =
 1
n(k,h)p(k,h)
∑
i,j
(
A
(k,h)
ij −Bkh
)2
− S2kh
− (Bkh − B˜kh)2 . (54)
The first term in (54) is given by
1
n(k,h)p(k,h)
∑
i,j
(
A
(k,h)
ij −Bkh
)2
− S2kh
=
1
n(k,h)p(k,h)
∑
i,j
[(
A
(k,h)
ij −Bkh
)2
− S2kh
]
=
1
n(k,h)p(k,h)
∑
i,j
Y
(k,h)
ij , (55)
where we defined that Y
(k,h)
ij ≡
(
A
(k,h)
ij −Bkh
)2
− S2kh. Note that (Y (k,h)ij )1≤i≤n(k,h),1≤j≤p(k,h) is
independent. The expectation and the variance of Y
(k,h)
ij are given by
E
[
Y
(k,h)
ij
]
= E
[(
A
(k,h)
ij −Bkh
)2]
− S2kh = 0,
V
[
Y
(k,h)
ij
]
= E
[(
Y
(k,h)
ij
)2]
= E
[{(
A
(k,h)
ij −Bkh
)2
− S2kh
}2]
= S4kh
(
E
[(
Z
(k,h)
ij
)4]
− 1
)
. (56)
From (56), we have
E
 1
n(k,h)p(k,h)
∑
i,j
Y
(k,h)
ij
 = 0,
V
 1
n(k,h)p(k,h)
∑
i,j
Y
(k,h)
ij
 = 1
n(k,h)p(k,h)
S4kh
(
E
[(
Z
(k,h)
ij
)4]
− 1
)
. (57)
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From (55), (57) and Chebyshev’s inequality, for all t > 0,
Pr
∣∣∣∣∣∣ 1n(k,h)p(k,h)
∑
i,j
(
A
(k,h)
ij −Bkh
)2
− S2kh
∣∣∣∣∣∣ ≥
t
1√
n(k,h)p(k,h)
√
S4kh
(
E
[(
Z
(k,h)
ij
)4]
− 1
))
≤ 1
t2
. (58)
Therefore, we have
1
n(k,h)p(k,h)
∑
i,j
(
A
(k,h)
ij −Bkh
)2
− S2kh = Op
(
1
m
)
. (59)
On the other hand, the second term in (54) is given by(
Bkh − B˜kh
)2
=
(
E
[
B˜kh
]
− B˜kh
)2
=
 1
n(k,h)p(k,h)
∑
i,j
(
P
(k,h)
ij −A(k,h)ij
)2 ∵ B˜kh = 1
n(k,h)p(k,h)
∑
i,j
A
(k,h)
ij .

=
S2kh(
n(k,h)
)2 (
p(k,h)
)2
∑
i,j
Z
(k,h)
ij
2 . (60)
From (60), we have
E
[(
Bkh − B˜kh
)2]
=
S2kh(
n(k,h)
)2 (
p(k,h)
)2E

∑
i,j
Z
(k,h)
ij
2

=
S2kh(
n(k,h)
)2 (
p(k,h)
)2E [X2kh] , (61)
where Xkh ≡
∑
i,j Z
(k,h)
ij . Here, E[Xkh] = 0, and E
[
X2kh
]
= V[Xkh] = n(k,h)p(k,h). By substituting
this into (61), we obtain
E
[(
Bkh − B˜kh
)2]
=
S2kh
n(k,h)p(k,h)
. (62)
From Markov’s inequality and (62),
∀t > 0, Pr
((
Bkh − B˜kh
)2
≥ t
)
≤ S
2
kh
n(k,h)p(k,h)
1
t
⇐⇒ ∀t′ > 0, Pr
((
Bkh − B˜kh
)2
≥ S
2
kh
n(k,h)p(k,h)
t′
)
≤ 1
t′
. (63)
Therefore, we have (
Bkh − B˜kh
)2
= Op
(
1
m2
)
. (64)
By combining (54), (59) and (64),
S˜2kh − S2kh = Op
(
1
m
)
. (65)
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The difference between S˜kh and Skh is given by
S˜kh − Skh = S˜
2
kh − S2kh
S˜kh + Skh
. (66)
Here, from (65), m(S˜2kh − S2kh) is bounded in probability. Therefore, S˜kh converges in probability to
Skh. By combining this fact with (65) and (66), we finally obtain
S˜kh − Skh = Op
(
1
m
)
, (67)
which concludes the proof.
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Appendix B Proof of ‖Zˆ‖2op = ‖Z‖2op+Op
(
m
1
4
)
in realizable case
We first derive the relationship between the maximum eigenvalues of matrices Z>Z and Z˜>Z˜ in
Lemma B1 and B2.
Lemma B1. Let λ1 and λ˜1, respectively, be the maximum eigenvalues of matrices Z
>Z and Z˜>Z˜
(i.e., ‖Z‖2op and ‖Z˜‖2op, respectively). Then, the following equation holds:
λ1 ≤ λ˜1 +Op(1). (68)
Proof. Let v and v˜, respectively, be the normalized eigenvectors of Z>Z and Z˜>Z˜, corresponding to
the maximum eigenvalues λ1 and λ˜1:
Z>Zv = λ1v, ‖v‖ = 1,
Z˜>Z˜v˜ = λ˜1v˜, ‖v˜‖ = 1. (69)
Since
√
λ˜1 is the largest singular value of matrix Z˜, we have√
λ˜1 = sup
u
‖Z˜u‖
‖u‖ ≥
‖Z˜v‖
‖v‖ = ‖Z˜v‖ ⇐⇒ λ˜1 ≥ ‖Z˜v‖
2. (70)
We also define the following matrix Q(k,h) for each (k, h)-th block:
Q(k,h) ≡ Z(k,h) − S˜kh
Skh
Z˜(k,h) =
1
Skh
(
P˜ (k,h) − P (k,h)
)
=
1
|Ik||Jh|
 ∑
i∈Ik,j∈Jh
Aij − Pij
Skh

1 · · · 1... ...
1 · · · 1

=
 1
|Ik||Jh|
|Ik|∑
i=1
|Jh|∑
j=1
Z
(k,h)
ij

1 · · · 1... ...
1 · · · 1
 . (71)
Let Z(k,h), Z˜
(k,h)
, and Q(k,h), respectively be n× p matrices whose (k, h)-th null blocks are Z(k,h),
Z˜(k,h) and Q(k,h) and whose all the other entries are zero. As shown in Figure 19, we define matrix Q
as Q ≡∑k,hQ(k,h).
From (70), we have
λ˜1 ≥ ‖Z˜v‖2 = ‖
∑
k,h
Z˜
(k,h)
v‖2 = ‖
∑
k,h
(
Skh
S˜kh
)
(Z(k,h) −Q(k,h))v‖2
≥
‖∑
k,h
(Z(k,h) −Q(k,h))v‖ − ‖
∑
k,h
(
1− Skh
S˜kh
)
(Z(k,h) −Q(k,h))v‖
2
=
‖(Z −Q)v‖ − ‖∑
k,h
(
1− Skh
S˜kh
)
(Z(k,h) −Q(k,h))v‖
2
≥ ‖(Z −Q)v‖2 − 2‖(Z −Q)v‖‖
∑
k,h
(
1− Skh
S˜kh
)
(Z(k,h) −Q(k,h))v‖
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= + +⋯+
𝑄 𝑄(1,1) 𝑄(1,2) 𝑄(𝐾,𝐻)
𝑄(1,1) 𝑄(1,2)
𝑄(𝐾,𝐻)
Figure 19: Definition of matrix Q.
≥ ‖(Z −Q)v‖2 − 2‖(Z −Q)v‖
∑
k,h
∣∣∣∣1− SkhS˜kh
∣∣∣∣ ‖(Z(k,h) −Q(k,h))v‖

≥ ‖(Z −Q)v‖2 − 2‖(Z −Q)v‖
∑
k,h
∣∣∣∣1− SkhS˜kh
∣∣∣∣ (‖Z(k,h)v‖+ ‖Q(k,h)v‖)

≥ ‖(Z −Q)v‖2 − 2‖(Z −Q)v‖
∑
k,h
∣∣∣∣1− SkhS˜kh
∣∣∣∣ (√λ(k,h)1 + ‖Q(k,h)v‖)

≥ λ1 − 2
√
λ1‖Qv‖ − 2
√
λ1 + ‖Qv‖2
∑
k,h
∣∣∣∣1− SkhS˜kh
∣∣∣∣ (√λ(k,h)1 + ‖Q(k,h)v‖)
 . (72)
From now on, we prove that ‖Qv‖ = Op
(
1√
m
)
and ‖Q(k,h)v‖ = Op
(
1√
m
)
. We use the following
notations:
νkh ≡ 1|Ik||Jh|
∑
i,j
Z
(k,h)
ij , ωhh′ ≡
∑
k
|Ik|νkhνkh′ , ζh ≡
∑
h′
ωhh′
∑
j∈Jh′
vj . (73)
Note that the (k, h)-th block of matrix Q, the (h, h′)-th block of matrix Q>Q, and the h-th block of
vectorQ>Qv are given by νkh
1 · · · 1... ...
1 · · · 1
, ωhh′
1 · · · 1... ...
1 · · · 1
, and ζh
1...
1
, respectively. Let u(h) ∈ Rp
be a vector whose entries in the h-th column cluster are 1√|Jh| and whose all the other entries are zero.
Here, from Theorem 2.17 in [6], an eigenvector v0 of matrix Z
>Z has a delocalization property, that
is, for any constant vector w that satisfies ‖w‖ = 1,
|v>0 w| = Op
(
1√
m
)
. (74)
Note that this theorem holds in our case, where we assume that n, p ∝ m and that each entry of Z
is independently generated from a distribution with zero mean and unit variance that satisfies the
sub-exponential condition. Therefore, we have |v>u(h)| = Op
(
1√
m
)
. Since Q>Qv =
∑
h ζh
√|Jh|u(h)
and νkh = Op
(
1
m
)
, ωhh′ = Op
(
1
m
)
, ζh =
∑
h′ ωhh′
√|Jh′ |v>u(h′) = Op ( 1m) by definition, the following
equation holds:
‖Qv‖2 =
∑
h
ζh
√
|Jh|v>u(h) = Op
(
1
m
)
⇐⇒ ‖Qv‖ = Op
(
1√
m
)
. (75)
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Similarly, (h, h)-th block of matrix (Q(k,h))>Q(k,h) is |Ik|ν2kh
1 · · · 1... ...
1 · · · 1
, and its all the other
entries are zero, which results in that (Q(k,h))>Q(k,h)v = |Ik|ν2kh
(∑
j∈|Jh| vj
)√|Jh|u(h). Therefore,
we have
‖Q(k,h)v‖2 = |Ik|ν2kh
 ∑
j∈|Jh|
vj
√|Jh|v>u(h) = |Ik|ν2kh (√|Jh|v>u(h))2
= Op
(
1
m
)
⇐⇒ ‖Q(k,h)v‖ = Op
(
1√
m
)
. (76)
Moreover, based on the similar discussion in the proof of Lemma A1, we can derive the following
equations: ∣∣∣∣1− SkhS˜kh
∣∣∣∣ = Op( 1m
)
. (77)
By substituting (75), (76) and (77) into (72), we have
λ˜1 ≥ λ1 −Op(1), (78)
which concludes the proof.
Lemma B2. Let λ1 and λ˜1, respectively, be the maximum eigenvalues of matrices Z
>Z and Z˜>Z˜.
Then, the following equation holds:
λ˜1 ≤ λ1 +Op
(
m
2
7
)
. (79)
Proof. We use the same notations as in Lemmas B1. Let {λj} and {vj}, respectively, be the sets
of the eigenvalues and the corresponding normalized eigenvectors (i.e., ‖vj‖ = 1 for all j) of matrix
Z>Z, where j = 1, . . . , p and λ1 ≥ λ2 ≥ · · · ≥ λp. We also define that τkh ≡ SkhS˜kh . Note that
|τkh − 1| = Op
(
1
m
)
from (77). Let v˜(h) ∈ R|Jh| be a subvector of v˜ in the h-th column cluster.
Since Z>Z is a symmetric matrix, its eigenvectors {vj} form an orthonormal system, and thus
there exists a unique set of coefficients {cj} that satisfies
v˜ =
p∑
j=1
cjvj = v˜1 + v˜2, (80)
where
v˜1 ≡
t∑
j=1
cjvj , v˜2 ≡
p∑
j=t+1
cjvj ,
λt ≥ λ1 − nd, λt+1 < λ1 − nd, d = 5
7
. (81)
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Therefore, the following equation holds:
λ˜1 = v˜
>Z˜>Z˜v˜ = ‖
∑
k,h
[
Z(k,h) + (τkh − 1)Z(k,h) − τkhQ(k,h)
]
v˜‖2
= ‖
Z +∑
k,h
[
(τkh − 1)Z(k,h) − τkhQ(k,h)
] v˜‖2
= ‖Zv˜‖2 + 2v˜>Z>
∑
k,h
[
(τkh − 1)Z(k,h) − τkhQ(k,h)
]
v˜
+ ‖
∑
k,h
[
(τkh − 1)Z(k,h) − τkhQ(k,h)
]
v˜‖2
≤ ‖Zv˜‖2 + 2v˜>Z>
∑
k,h
[
(τkh − 1)Z(k,h) − τkhQ(k,h)
]
v˜
+ ‖
∑
k,h
[
(τkh − 1)Z(k,h) − τkhQ(k,h)
]
v˜‖2
≤ ‖Zv˜‖2 + 2
√
λ1
∑
k,h
|τkh − 1|‖Z(k,h)v˜‖ − 2v˜>Z>
∑
k,h
τkhQ
(k,h)v˜
+ ‖
∑
k,h
[
(τkh − 1)Z(k,h) − τkhQ(k,h)
]
v˜‖2
= ‖Zv˜‖2 + 2
√
λ1
∑
k,h
|τkh − 1|‖Z(k,h)v˜(h)‖ − 2v˜>Z>
∑
k,h
τkhQ
(k,h)v˜
+ ‖
∑
k,h
[
(τkh − 1)Z(k,h) − τkhQ(k,h)
]
v˜‖2
= ‖Zv˜‖2 + 2Op(
√
m)
∑
k,h
Op
(
1
m
)
Op(
√
m)− 2v˜>Z>
∑
k,h
τkhQ
(k,h)v˜
+ ‖
∑
k,h
[
(τkh − 1)Z(k,h) − τkhQ(k,h)
]
v˜‖2
= ‖Zv˜‖2 +Op(1)− 2v˜>Z>
∑
k,h
τkhQ
(k,h)v˜ + ‖
∑
k,h
[
(τkh − 1)Z(k,h) − τkhQ(k,h)
]
v˜‖2
≤ ‖Zv˜‖2 +Op(1)− 2v˜>Z>
∑
k,h
τkhQ
(k,h)v˜
+
‖∑
k,h
(τkh − 1)Z(k,h)v˜‖+ ‖
∑
k,h
τkhQ
(k,h)v˜‖
2
≤ ‖Zv˜‖2 +Op(1)− 2v˜>Z>
∑
k,h
τkhQ
(k,h)v˜
+
∑
k,h
|τkh − 1|‖Z(k,h)v˜‖+
∑
k,h
τkh‖Q(k,h)v˜‖
2
= ‖Zv˜‖2 +Op(1)− 2
∑
k,h
τkhv˜
>Z>Q(k,h)v˜ +
Op( 1√
m
)
+
∑
k,h
τkh‖Q(k,h)v˜‖
2 . (82)
In the seventh and eighth equations in (82), we used the assumption that K and H are fixed constants.
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As for the last term in (82), the following equation holds:
‖Q(k,h)v˜‖2 = v˜>(Q(k,h))>Q(k,h)v˜ =
∑
j,j′
cjcj′v
>
j (Q
(k,h))>Q(k,h)vj′
= Op
(
1
m
)∑
j,j′
cjcj′v
>
j |Jh|(v>j′w(h))w(h)
= Op(1)
∑
j
cj(v
>
j w
(h))
2 ≤ Op(1)
√∑
j
c2j
√∑
j
(v>j w(h))2
2
= Op(1)
∑
j
c2j
∑
j
(v>j w
(h))2
 = Op(1)‖v˜‖2
∑
j
(v>j w
(h))2

= Op(1)
∑
j
(v>j w
(h))2
 = Op(1)
∑
j
Op
(
1
m
) = Op(1) (83)
⇐⇒ ‖Q(k,h)v˜‖ = Op(1). (84)
where w(h) ∈ Rp is a vector whose elements in the h-th column cluster is 1√|Jh| and whose all the other
elements are zero. In the second last equation in (83), we used the delocalization property of {vj},
which are eigenvectors of Z>Z. By substituting (84) into (82) and using the fact that τkh = 1+Op
(
1
m
)
and the assumption that K and H are fixed constants, we have
λ˜1 ≤ ‖Zv˜‖2 − 2
∑
k,h
τkhv˜
>Z>Q(k,h)v˜ +Op(1). (85)
Here, by definition in (81), the following equation holds:
‖Zv˜‖2 − 2
∑
k,h
τkhv˜
>Z>Q(k,h)v˜ = (v˜1 + v˜2)>Z>Z(v˜1 + v˜2)− 2
∑
k,h
τkhv˜
>Z>Q(k,h)v˜
= v˜>1 Z
>Zv˜1 + v˜>2 Z
>Zv˜2 − 2
∑
k,h
τkhv˜
>Z>Q(k,h)v˜
= (
t∑
j=1
cjvj)
>
t∑
j=1
cjλjvj + (
p∑
j=t+1
cjvj)
>
p∑
j=t+1
cjλjvj − 2
∑
k,h
τkhv˜
>Z>Q(k,h)v˜
=
t∑
j=1
c2jλj +
p∑
j=t+1
c2jλj − 2
∑
k,h
τkhv˜
>Z>Q(k,h)v˜ (∵ ‖vj‖ = 1 for all j)
≤ λ1
t∑
j=1
c2j + (λ1 − nd)
p∑
j=t+1
c2j − 2
∑
k,h
τkhv˜
>Z>Q(k,h)v˜
= λ1‖v˜‖2 − nd‖v˜2‖2 − 2
∑
k,h
τkhv˜
>Z>Q(k,h)(v˜1 + v˜2)
= λ1 − nd‖v˜2‖2 − 2
∑
k,h
τkhv˜
>Z>Q(k,h)v˜1 − 2
∑
k,h
τkhv˜
>Z>Q(k,h)v˜2. (86)
The third term in (86) can be upper bounded as follows:
− v˜>Z>Q(k,h)v˜1 ≤ |v˜>Z>Q(k,h)v˜1| = |v˜>Z>Q(k,h)(
t∑
j=1
cjvj)|
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= |
t∑
j=1
cj v˜
>Z>Q(k,h)vj | = |
t∑
j=1
cjOp
(
1
m
)√
|Ik||Jh|(v˜>Z>w˜(k))v>j w(h)|
= |
t∑
j=1
cjOp
(
1√
m
)
(v˜>Z>w˜(k))| = |
t∑
j=1
cjOp
(
1√
m
)
Op(
√
m)|
= |
t∑
j=1
cj |Op(1) ≤
√√√√ t∑
j=1
c2j
√√√√ t∑
j=1
12Op(1) ≤ ‖v˜‖
√
tOp(1) =
√
tOp(1). (87)
where w˜(k) ∈ Rn is a vector whose elements in the k-th row cluster is 1√|Ik| and whose all the other
elements are zero. Here we used the delocalization property of {vj}, which are eigenvectors of Z>Z.
The fourth term in (86) can also be upper bounded as follows:
−v˜>Z>Q(k,h)v˜2 ≤ |v˜>Z>Q(k,h)v˜2| ≤ ‖v˜‖‖Z>Q(k,h)v˜2‖ = ‖Z>Q(k,h)v˜2‖
≤ ‖Z>Q(k,h)‖op‖v˜2‖ ≤ ‖Z‖op‖Q(k,h)‖F‖v˜2‖
= Op(
√
m)Op
(
1
m
)√
|Ik||Jh|‖v˜2‖ = ‖v˜2‖Op(
√
m). (88)
By substituting (87) and (88) into (86), we have
‖Zv˜‖2 − 2
∑
k,h
τkhv˜
>Z>Q(k,h)v˜
≤ λ1 − nd‖v˜2‖2 + 2
∑
k,h
τkh
√
tOp(1) + 2
∑
k,h
τkh‖v˜2‖Op(
√
m)
= λ1 − nd‖v˜2‖2 + 2
∑
k,h
√
tOp(1) + 2
∑
k,h
‖v˜2‖Op(
√
m) (∵ τkh = 1 +Op
(
1
m
)
)
= λ1 − nd‖v˜2‖2 +
√
tOp(1) + ‖v˜2‖Op(
√
m). (89)
In the last equation of (89), we used the assumption that K and H are fixed constants.
Let νj ≡ 1nλj be a normalized eigenvalue of matrix Z>Z. Note that t in (81) is the number of
normalized eigenvalues {νj} that satisfy νj ≥ ν1 − nd−1. We also define the following variables:
ν+ ≡
(
1 +
√
p
n
)2
, ν− ≡
(
1−
√
p
n
)2
, 1 ≡ ν+ − ν1. (90)
From (4.1) of [39], |1| = Op
(
φCm−
2
3
)
holds for some constant C > 0, where φ ≡ (log p)log log p. Since
φ = o(m˜0) holds for any ˜0 > 0, we have |1| = Op
(
m−
2
3+0
)
for any 0 > 0.
Since νj follows the MarcenkoPastur distribution, whose probability density function is given by
q(x) =
1
2pi
n
p
√
max{(ν+ − x)(x− ν−), 0}
x
, (91)
by setting 0 < d− 13 , we have
q(ν1 − nd−1) = q(ν+ − nd−1 − 1)
=
√
ν+ − ν−
ν+
[
n
d−1
2 +Op
(
m−
1
3+
0
2
)] [
1 +O
(
m
d−1
2
)
+Op
(
m−
1
3+
0
2
)]
=
√
ν+ − ν−
ν+
n
d−1
2 +Op
(
mmax{
d−1
2 ,− 13+
0
2 }
)
=
√
ν+ − ν−
ν+
n
d−1
2 +Op
(
m
d−1
2
) (
∵ 0 < d− 1
3
)
. (92)
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From now on, we use the following notation:
X = Θp (f(m)) ⇐⇒ ∀ > 0, ∃C1, C2 > 0,M > 0, ∀m ≥M,
Pr (C1f(m) ≤ X ≤ C2f(m)) ≥ 1− . (93)
From (92) and the fact that |1| = Op
(
m−
2
3+0
)
for any 0 > 0, by setting 0 < d − 13 , the following
equation holds:
n¯ ≡
∫ ∞
ν1−nd−1
q(x)dx
=
∫ ∞
ν+
q(x)dx+ q(ν1 − nd−1)(nd−1 + 1) + o(nd−1 + 1)
= q(ν1 − nd−1)(nd−1 + 1) + o(nd−1 + 1)
= Θ
(
nd−1q(ν1 − nd−1)
)
= Θ
(
m
3
2 (d−1)
)
. (94)
From (3.7) of [39], the difference between n¯ and tp is given by∣∣∣∣n¯− tp
∣∣∣∣ = Op (m−1+2) , ∀2 > 0. (95)
Therefore, by setting 2 <
3
2d− 12 , we have
t = Op
(
m
3
2d− 12
)
. (96)
By assumption in (81) that d = 57 , the following equation holds:
‖Zv˜‖2 − 2
∑
k,h
τkhv˜
>Z>Q(k,h)v˜ = λ1 + ‖v˜2‖
[
n
1
2$ − nd‖v˜2‖
]
+Op
(
m
2
7
)
,
$ ≡ n− 12 ‖Z‖op‖Q(k,h)‖F = Op(1). (97)
Here, we consider the following two patterns: (a) If n
1
2$ − nd‖v˜2‖ ≤ 0, from (97), we have
‖Zv˜‖2 − 2
∑
k,h
τkhv˜
>Z>Q(k,h)v˜ = λ1 +Op
(
m
2
7
)
. (98)
(b) If n
1
2$ − nd‖v˜2‖ > 0, we have ‖v˜2‖ < n 12−d$ and thus
‖v˜2‖
[
n
1
2$ − nd‖v˜2‖
]
≤ n1−d$2. (99)
holds. By assumption in (81) that d = 57 , we have n
1−d$2 = Op
(
m
2
7
)
and thus (98) holds.
In summary, (98) always holds. By combining this fact and (85), we finally obtain (79), which
concludes the proof.
Lemma B3. Let λ1 and λˆ1, respectively, be the maximum eigenvalues of matrices Z
>Z and Zˆ>Zˆ
(i.e., ‖Z‖2op and ‖Zˆ‖2op, respectively). Then,
|λ1 − λˆ1|
b
= Op
(
m−
1
21
)
, (100)
where b is defined as in (6).
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Proof. From Lemma B1 and B2, we have already shown that the following equation holds:
|λ1 − λ˜1| = Op
(
m
2
7
)
⇐⇒ |λ1 − λ˜1|
b
= Op
(
m−
1
21
)
. (101)
We consider the joint probability of the event Fm that the clustering algorithm outputs the correct
block structure (i.e., Z˜ = Zˆ) and the event Gm,C that |λ1−λ˜1|b ≤ C holds. Such a joint probability
satisfies the following inequality:
Pr (Fm ∩ Gm,C) ≥ 1− Pr
(FCm)− Pr (GCm,C) , (102)
where AC is the complement of event A. The consistency assumption (v) guarantees that if (K0, H0) =
(K,H), Pr
(FCm) converges to 0 in the limit of m→∞. By combining this fact with (101), we obtain
∀ > 0, ∃C > 0,M > 0, ∀m ≥M, Pr (Fm ∩ Gm,C) ≥ 1− , (103)
which results in (100).
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Appendix C Proof of σˆ∗ = Op(KH) in unrealizable case
Proof. Throughout the proof, we use the following notations:
• A(k,h), P (k,h) and Z(k,h), respectively, are the (k, h)-th null blocks of matrices A, P and Z
• A(k,h), P (k,h) and Pˆ (k,h), respectively, are the (k, h)-th estimated block of matrices A, P and
Pˆ .
• We denote the row and column sizes of the (k, h)-th estimated block as n(k,h) and p(k,h),
respectively.
• (k1, h1) is the set of row and column cluster indices of submatrix X¯ in the estimated block
structure.
As for the order of the estimated standard deviation σˆ∗, we have σˆ∗ = Sˆk1h1 . Note that the block
size (n1, p1) of submatrix X¯ is at least (nmin/K0)× (pmin/H0). Therefore, we have
σˆ∗ = Sˆk1h1 =
1√
n(k1,h1)p(k1,h1)
‖A(k1,h1) − Pˆ (k1,h1)‖F
≤ 1√
n1p1
‖A(k1,h1) − Pˆ (k1,h1)‖F ≤
√
K0H0
nminpmin
‖A(k1,h1) − Pˆ (k1,h1)‖F
≤
√
K0H0
nminpmin
‖A− Pˆ‖F =
√
K0H0
nminpmin
‖A− P + P − Pˆ‖F
≤
√
K0H0
nminpmin
(
‖A− P‖F + ‖P − Pˆ‖F
)
=
√
K0H0
nminpmin
√∑
k,h
‖A(k,h) − P (k,h)‖2F + ‖P − Pˆ‖F

=
√
K0H0
nminpmin
√∑
k,h
S2kh‖Z(k,h)‖2F + ‖P − Pˆ‖F

≤
√
K0H0
nminpmin
[√
KH
(
max
k,h
Skh
)
‖Z‖F + ‖P − Pˆ‖F
]
. (104)
Here, for all (i, j) in the (k, h)-th null block,
(
Z
(k,h)
ij
)2
independently follows the same distribution,
and E
[(
Z
(k,h)
ij
)2]
= 1. We also have V
[(
Z
(k,h)
ij
)2]
= E
[(
Z
(k,h)
ij
)4]
−1 <∞, since we have assumed
that E
[(
Z
(k,h)
ij
)4]
< ∞ from the sub-exponential assumption. Therefore, from the central limit
theorem and Prokhorov’s theorem [48], we have 1√
n(k,h)p(k,h)
∑
i∈Ik,j∈Jh
[(
Z
(k,h)
ij
)2
− 1
]
= Op(1). In
other words, the following equation holds:
∑
i∈Ik,j∈Jh
(
Z
(k,h)
ij
)2
= n(k,h)p(k,h) + Op(m) = Op(m
2).
Based on this result, we obtain
‖Z‖F =
√∑
k,h
‖Z(k,h)‖2F =
√∑
k,h
∑
i∈Ik,j∈Jh
(
Z
(k,h)
ij
)2
=
√∑
k,h
Op(m2)
= Op(
√
KHm). (105)
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Furthermore, we have
‖P − Pˆ‖F =
√∑
i,j
(
Pij − Pˆij
)2
=
√∑
i,j
(
Pij − P¯ij + P¯ij − Pˆij
)2
≤
√∑
i,j
(∣∣Pij − P¯ij∣∣+ ∣∣∣P¯ij − Pˆij∣∣∣)2
≤
√√√√∑
i,j
[(
max
i′,j′
∣∣Pi′j′ − P¯i′j′ ∣∣)+ ∣∣∣P¯ij − Pˆij∣∣∣]2
≤
√√√√∑
i,j
[(
max
k,h,k′,h′
|Bkh −Bk′h′ |
)
+
∣∣∣P¯ij − Pˆij∣∣∣]2
≤
√√√√∑
i,j
[(
max
k,h,k′,h′
|Bkh −Bk′h′ |
)
+
(
max
i,j
∣∣∣P¯ij − Pˆij∣∣∣)]2
=
√
np
[(
max
k,h,k′,h′
|Bkh −Bk′h′ |
)
+
(
max
i,j
∣∣∣P¯ij − Pˆij∣∣∣)]
≤ √np
[(
max
k,h,k′,h′
|Bkh −Bk′h′ |
)
+Op
(
KH√
m
)]
= Op(m+KH
√
m). (106)
Here, to derive the last inequality, we used the assumption that (29) holds for the block with the
maximum difference between P¯ and Pˆ . In the final equation, we used the fact that maxk,h,k′,h′ |Bkh−
Bk′h′ | is bounded by a finite constant.
By combining (104), (105) and (106), we obtain σˆ∗ = Op(KH).
40
Appendix D Proof of the asymptotic ICL in the Bernoulli case
Proof. From Lemma 4.2 in [26], the resulting asymptotic ICL is given by
ICL(K0, H0) = max
pi,ρ,B
log p(A, gˆ(1), gˆ(2)|pi, ρ,B)
− K0 − 1
2
log n− H0 − 1
2
log p− K0H0
2
log(np). (107)
In regard to the first term in (107), we consider the following optimization problem:
max
pi,ρ,B
log p(A, gˆ(1), gˆ(2)|pi, ρ,B),
s.t.
∑
k
pik = 1, pik ≥ 0 for all k,
∑
h
ρh = 1, ρh ≥ 0 for all h,
0 ≤ Bkh ≤ 1 for all (k, h). (108)
The above problem is solved with the Lagrangian undetermined multiplier method, which employs
f ≡ log p(A, gˆ(1), gˆ(2)|pi, ρ,B)− ξ1
∑
k
pik − ξ2
∑
h
ρh,
=
∑
k
|Ik| log pik +
∑
h
|Jh| log ρh − ξ1
∑
k
pik − ξ2
∑
h
ρh
+
∑
k,h
∑
i∈Ik,j∈Jh
[Aij logBkh + (1−Aij) log (1−Bkh)] , (109)
∂f
∂pik
=
∂f
∂ρh
=
∂f
∂Bkh
= 0 for all k, h. (110)
By substituting (109) into (110), we have
|Ik|
pik
= ξ1,
|Jh|
ρh
= ξ2,
∑
i∈Ik,j∈Jh
[
Aij
Bkh
− 1−Aij
1−Bkh
]
= 0
⇐⇒ pik = |Ik|
ξ1
, ρh =
|Jh|
ξ2
, Bkh =
∑
i∈Ik,j∈Jh Aij
|Ik||Jh| , (111)
for all (k, h). In regard to {pik} and {ρh}, from the conditions in (108),
∑
k |Ik| = ξ1 and
∑
h |Jh| = ξ2
hold and thus we finally have
pik =
|Ik|∑
k |Ik|
, ρh =
|Jh|∑
h |Jh|
. (112)
We can easily check that the solutions of (111) and (112) satisfy all the conditions in (108).
Finally, by substituting the above results into (107), we have
ICL(K0, H0) =
∑
k
|Ik| log
( |Ik|∑
k |Ik|
)
+
∑
h
|Jh| log
( |Jh|∑
h |Jh|
)
+
∑
k,h
 ∑
i∈Ik,j∈Jh
Aij
 log(∑i∈Ik,j∈Jh Aij|Ik||Jh|
)
+
∑
k,h
|Ik||Jh| − ∑
i∈Ik,j∈Jh
Aij
 log(1− ∑i∈Ik,j∈Jh Aij|Ik||Jh|
)
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− K0 − 1
2
log n− H0 − 1
2
log p− K0H0
2
log(np)
=
∑
k
|Ik| log
( |Ik|
n
)
+
∑
h
|Jh| log
( |Jh|
p
)
+
∑
k,h
|Ik||Jh|
[
Bˆkh log Bˆkh +
(
1− Bˆkh
)
log
(
1− Bˆkh
)]
− K0 − 1
2
log n− H0 − 1
2
log p− K0H0
2
log(np). (113)
Note that we have defined Bˆkh as in (7).
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