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In the present paper we study the blocking number of a convex body. We determine the
blocking number of the crosspolytope in E3. We also estimate that the blocking number of
the lp unit ball in E3 is at most 6, for ln 3ln 2 < p < +∞. For a d-dimensional cylinder H whose
base is a (d−1)-dimensional convex body K , we obtain a lower bound and an upper bound
of its blocking number in terms of theHadwiger covering number and the blocking number
of K respectively. Moreover, we introduce and study the fixing number of a convex body,
we determine the exact lower and upper bounds of fixing numbers for all d-dimensional
convex bodies.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The blocking number β(K) of a convex body K in Ed is the smallest number of the non-overlapping translates, all of which
touch K at its boundary and they prevent any other translate from touching K. Non-overlapping of two convex bodies means
that their interiors have an empty intersection.
As a counterpart of the kissing number, the blocking number was first introduced by Zong in [12] and studied in [5,10,
11,13]. Although it is as natural as the kissing number, and we have known many results about the kissing number, our
knowledge about blocking number is very limited. Clearly, the problemof determining the blocking number of a convex body
itself is both interesting and challenging. In 1993, Zong [12] studied the blocking number of an arbitrary two-dimensional
convex domain and proved β(K) = 4. Two years later, Zong [13] studied the blocking number further, and made the
following conjecture:
Zong’s Conjecture. For every d-dimensional convex body K we have
2d ≤ β(K) ≤ 2d,
where the equality holds in the upper bound if and only if K is a parallelopiped.
Since blocking number was introduced, it has attracted the attention of many mathematicians (see Böröczky [3], Brass,
Moser, and Pach [4] and Zong [14–16]). In 2000, Dalla, Larman, Mani-Levitska and Zong [5] proved β(B3) = 6, β(B4) = 9,
β(Id) = 2d.
The Hadwiger covering number of a convex body K is the smallest number of translates of int(K) such that their union
contains K ; we denote it by γ (K). Since any convex body K is a compact set, γ (K)must exist. In 1955, Levi [8] studied the
problem of two-dimensional convex bodies. In 1957, Hadwiger [7] studied this problem further andmade a conjecture that:
γ (K) ≤ 2d holds for any d-dimensional convex bodies. We also call this problem the Hadwiger–Levi covering problem. Until
now, the Hadwiger covering problem is still a widely open problem, even in the three-dimensional case. We refer the reader
to [1,2] for more details and other versions.
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In 1995, Zong [13] found: For every centrally symmetric convex body C , γ (C) ≤ β(C) holds. This inequality reveals the
relation between the Hadwiger covering number and blocking number for a centrally symmetric convex body. Using this
inequality, Zong [13] improved the optimal upper bound of the Hadwiger covering number for d-dimensional centrally
symmetric convex bodies at that time. In that sense, studying blocking number will benefit the research of the Hadwiger
covering conjecture.
One of the purposes of this paper is to study the blocking number of the lp unit ball in E3, we obtain the following results.
Theorem 1.1. The blocking number of the crosspolytope in E3 is 6, i.e. β(C3,1) = 6.
Theorem 1.2. The blocking number of the lp unit ball in E3 is at most 6, for ln 3ln 2 < p < +∞.
For a d-dimensional cylinder H whose base is a (d − 1)-dimensional convex body K , we obtain a lower bound and an
upper bound of its blocking number in terms of the Hadwiger covering number and the blocking number of K respectively.
Theorem 1.3. Let H ⊆ Ed be a cylinder, whose base is a (d− 1)-dimensional convex body K . Then we have
2γ (K − K) ≤ β(H) ≤ 2β(K).
Especially, if K is symmetric, then 2γ (K) ≤ β(H) ≤ 2β(K) holds.
In this paper, we also introduce another interesting number, we name it fixing number. The fixing number of a convex body
K is the smallest number of non-overlapping translates of K , all of which touch K at its boundary, such that they can fix K.
That is to say, for any continuous curve γ : [0,∞)→ Ed with γ (0) = o and limt→∞ ‖γ (t)‖ = ∞ there exists t ∈ [0,∞),
such that K + γ (t) overlaps some K + xi. We present a sufficient and necessary condition for the fixing configuration as
follows.
Theorem 1.4. Let C be a centrally symmetric convex body in Ed. X = {x1, x2, . . . , xn} ⊆ ∂(2C) is a finite set. C + X is a fixing
configuration of C, if and only if there is a closed surface Γ such that the origin o is in its closure and satisfies
Γ ⊆
n⋃
i=1
[int(2C)+ xi]. (1)
We determine the exact lower and upper bound of the fixing number for any d-dimensional convex bodies.
Theorem 1.5. Let K be a d-dimensional convex body. Then
d+ 1 ≤ f (K) ≤ 2d,
where the lower bound can be attained by regular convex bodies, the upper bound can be attained by the d-dimensional
parallelopiped.
2. Preliminaries
Throughout this paper, we denote by Ed the d-dimensional Euclidean space with the origin o. Let K denote a
d-dimensional convex body, a compact convex set with nonempty interior int(K), and let ∂(K) be the boundary of K . Let
C denote a d-dimensional centrally symmetric convex body centered at the origin o, briefly we call C is symmetric. Let
Bd, Id, and Cd,p denote the d-dimensional unit ball, the d-dimensional unit cube, and the `p norm unit ball respectively,
where Bd = {(x1, x2, . . . , xd) : x21 + x22 + · · · + x2d ≤ 1}, Id = {(x1, x2, . . . , xd) : |xi| ≤ 12 , i = 1, 2, . . . , d}, and
Cd,p = {(x1, x2, . . . , xd) : (|x1|p + |x2|p + · · · + |xd|p)1/p ≤ 1}, (p ≥ 1), respectively. For a convex body K , we denote
by D(K) the difference body of K , that is D(K) = K − K = {x− y : x, y ∈ K}. Clearly, D(K) is a centrally symmetric convex
body.
In this paper, we denote the Minkowski norm of x with respect to C by ‖x‖C = min{λ ≥ 0 : x ∈ λC}, where C is a
d-dimensional centrally symmetric convex body. Then the Minkowski distance of x and y about C is dC (x, y) = ‖x − y‖C .
As usual, ‖x‖ denotes the Euclidean norm of x.
Definition 2.1. Let K be a convex body, and X = {x1, x2, . . . xn} ⊂ Ed. If K + X are the non-overlapping translates of K, all
of which touch K at its boundary and prevent any other translates K + x from touching K without overlapping K + X , then
we call K + X a blocking configuration of K.
By the definition, we know β(K) is the smallest cardinality of discrete set X , such that K+X is a blocking configuration. In
addition, we can easily deduce that the blocking number is an invariant under affine transformations. Since C is a centrally
symmetric convex body, the discrete subset X = {x1, x2, . . . xn} in Definition 2.1 must be a subset of ∂(2C).
It is known, even toMinkowski, that for any convex set S, (S+x1)∩(S+x2) = ∅ if and only if
( 1
2D(S)+x1
)∩( 12D(S)+x2) =
∅. For convenience, we call this assertion theMinkowski Lemma in this paper.
6546 L. Yu / Discrete Mathematics 309 (2009) 6544–6554
Fig. 1. 2C3,1 and C3,1 .
This lemma is simple, but it is important in the packing theory of convex body. By this lemma, it is clear that β(K) =
β( 12D(K)) for any convex body K . It reduces the blocking problems about general convex bodies to the problems of centrally
symmetric convex bodies.
Lemma 2.2 (Zong [13]). Let C be a centrally symmetric convex body in Ed, x1, x2, . . . , xn ∈ Ed. Then we have: C + x1, C +
x2, . . . , C + xn is a blocking configuration of C if and only if
∂(2C) ⊆
n⋃
i=1
[int(2C)+ xi]. (2)
Furthermore, β(C) ≤ n holds.
3. Proofs of the theorems about blocking number
Before we determine the blocking number of the three-dimensional crosspolytope, we give a lemma which provides a
lower bound for the blocking number of the d-dimensional crosspolytope.
Lemma 3.1. For the d-dimensional crosspolytope, we have
β(Cd,1) ≥ 2d. (3)
Proof. For any x, y ∈ int(2Cd,1), we have ‖x− y‖Cd,1 < 4. It is easy to verify that ‖u− v‖Cd,1 = 4 holds for any two vertices
u and v of 2Cd,1. Then each translate of int(2Cd,1) cannot cover any two vertices of 2Cd,1 at the same time. Therefore, to cover
all 2d vertices of 2Cd,1, we need at least 2d translates of int(2Cd,1). That is to say, β(Cd,1) ≥ 2d. 
In the following theorem, we will use Lemmas 2.2 and 3.1 to determine the blocking number of the three-dimensional
crosspolytope. The three-dimensional crosspolytope in E3 is C3,1 = {(x1, x2, x3) : |x1| + |x2| + |x3| ≤ 1}. It has 6 vertices, 8
faces.
Proof of Theorem 1.1. By Lemma 3.1, we have
β(C3,1) ≥ 6. (4)
The left is to prove β(C3,1) ≤ 6. To show this, by Lemma 2.2, it is sufficient to find 6 points on ∂(2C3,1) such that
∂(2C3,1) ⊆⋃6i=1[int(2C3,1)+ ui].
Denote the six vertices of 2C3,1 by P, A, B, C,D,Q , as Fig. 1. By a simple observation, we find, to prevent other translate
of C3,1 from touching vertex v, vertex v should be in the relative interior of one of the faces of a translate of C3,1 in a blocking
configuration, otherwise, C3,1 + 2v can touch C3,1 at v.
If u ∈ ∂(2C3,1) such that the vertex v of C3,1 lies in the relative interior of one face of C3,1 + u, as Fig. 2, we call v and 2v
associate to u. Without loss of generality, we assume that u = (a, b, c) is in the first octant.
By some computation, we have, the four faces of 2C3,1 which contain 2e3 must intersect int(2C3,1) + u. As Fig. 3, they
are the four faces of 2C3,1 which contain the vertex 2e3, where the shadows represent the parts of the faces contained in
int(2C3,1) + u. Denote the four kinds of shadows by Γ1,Γ2,Γ3,Γ4 respectively as Fig. 3. To emphasize their connection to
the vertex P , we also denote them by Γ1(P),Γ2(P),Γ3(P),Γ4(P) respectively.
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Fig. 2. C3,1 touches C3,1 + u.
Fig. 3. Four faces of ∂(2C3,1)
⋂
int(2C3,1)+ u.
Fig. 4. Four covering systems.
About the regions of Fig. 3, by routine calculation, we have the following results:
|M1M2| = |N1M3| = |N3N4| = |M4N1| =
√
2,
|PA| = |PB| = |PC | = |PD| = |AB| = |BC | = |CD| = |DA| = 2√2,
|M1N1| =
√
2b, |M2N2| =
√
2a, |M3N3| =
√
2b, |M4N4| =
√
2a.
M1N1/PB,M2N2/PA,M1M2/AB,M3N3/PB,
M3N2/BC,N3N4/CD,M4N4/PA,M4N1/DA.
d(P,M1M2) = (1+ a+ b)
√
6
2 , d(A,M1N1) = (1− a)
√
6
2 , d(M1M2, AB) = (1− a− b)
√
6
2 ,
d(M1N1, PB) = (1+ a)
√
6
2 , d(B,M2N2) = (1− b)
√
6
2 , d(P,M3N2) = (1+ b)
√
6
2 ,
d(M2N2, PA) = (1+ b)
√
6
2 , d(M3N2, BC) = (1− b)
√
6
2 , d(C,M3N3) =
√
6
2 ,
d(P,N3N4) =
√
6
2 , d(D,M4N4) =
√
6
2 , d(P,M4N1) = (1+ a)
√
6
2 , d(M4N1, AD) = (1− a)
√
6
2 ,
(where | · | is the Euclidean length, and d(·, ·) is the Euclidean distance).
We claim that every face of 2C3,1 can be covered by one of the following four covering systems. Denote the four covering
systems respectively byΩ1 : (Γ1,Γ2,Γ3),Ω2 : (Γ2,Γ2,Γ2),Ω3 : (Γ1,Γ3,Γ4),Ω4 : (Γ4,Γ4,Γ4), as Fig. 4.
In the following, we discuss the conditions that each of the above four covering systems covers a triangle face of 2C3,1.
Take4PAB as an illustration. Let u1 = (a1, b1, c1), u2 = (a2, b2, c2), u3 = (a3, b3, c3) be the three points which associate
to vertices P, A, B respectively. Since the covering systemsΩ1 andΩ3 are similar, Ω2 andΩ4 are similar, it is sufficient to
show that the cases ofΩ1 andΩ2.
(1)Ω1 : (Γ1(P),Γ2(A),Γ3(B)) can cover4PAB, see the left of Fig. 5.
As a result of the former results, we have: d(P,M1M2) =
√
6
2 (1+ |a1| + |b1|), d(A,M3N6) =
√
6
2 (1+ |b2|), d(B,N3N4) =√
6
2 , d(B,M2N2) =
√
6
2 (1− |b1|), d(A,M1M2) =
√
6
2 (1− |a1|).
First, we discuss the condition of covering the boundary of 4PAB. Since N3,N4,N5 are the middle points of the line
segments AB, PB, PA respectively. The point N6 should lie to the right of N3 for covering the point N3; the point N2 should lie
below N4 for covering N4; the point N1 should lie below N5 for covering N5. Then we obtain, |a1| > 0, |b1| > 0, |b2| > 0.
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Fig. 5. Ω1 andΩ2 covering systems.
Second, after covering the boundary of4PAB, we consider how to cover the interior of4PAB. Let E be intersection of line
segmentsM1M2 and N3N4, F be the intersection ofM3N6 and N3N4. The point F should be above E for covering the interior
of4PAB, that is: |N3E| < |N3F |. Since |N3E| = (1− |a1| − |b1|)
√
2, |N3F | =
√
2|b2|. Then we have |a1| + |b1| + |b2| > 1.
From the above discussion, to cover 4PAB by covering system Ω1 : (Γ1(P),Γ2(A),Γ3(B)), |a1| > 0, |b1| > 0, |b2| >
0, |a1| + |b1| + |b2| > 1 is enough. Since ui ∈ ∂(2C3,1), we have |ai| + |bi| + |ci| = 2. Then we can find the proper ui.
(2)Ω2 : (Γ2(P),Γ2(A),Γ2(B)) can cover4PAB, see the right of Fig. 5.
According to the former results, we can have: d(P,M1N2) =
√
6
2 (1 + |b1|), d(A,M2N4) =
√
6
2 (1 + |b2|), d(B,M3N6) =√
6
2 (1+ |b3|). d(N1N3,M1N2) =
√
6
2 |b1|, d(N3N5,M2N4) =
√
6
2 |b2|, d(N1N5,M3N6) =
√
6
2 |b3|.
First, we discuss the condition of covering the boundary of 4PAB. Since N1,N3,N5 are the middle points of the line
segments PB, PA, AB, Then we have that, the point N6 should be above N1 for covering the point N1; the point N2 should
lie below N3 for covering the point N3; the point N4 should lie to the right of N5 for covering the point N5. So we have
|b1| > 0, |b2| > 0, |b3| > 0.
Second, after covering the boundary, we consider how to cover the interior of4PAB, that is how to cover4N1N3N5. Since
Γ2(P) can be regarded as the union of 4PN3N1 and parallelogram N3N2M1N1 which does not contain the edges N2M1 and
M1N1. We have similar results about other two Γ2. Then the problem is changed into how to use the three parallelograms
N3N2M1N1, N3N5N4M2, N5N1N6M3 cover the4N1N3N5.
We know the edge length of 4N1N3N5 is
√
2, then the sum of the distances from any point in the interior of 4N1N3N5
to the three edges is
√
6
2 . Then we obtain that,4N1N3N5 can be covered completely by the three parallelograms N3N2M1N1,
N3N5N4M2, N5N1N6M3 if and only if the sum of the heights of parallelograms N3N2M1N1, N3N5N4M2, N5N1N6M3 on their
edges N3N1, N3N5, N5N1 respectively is greater than
√
6
2 . The heights of parallelograms N3N2M1N1, N3N5N4M2, N5N1N6M3 on
the edges N3N1, N3N5, N5N1 are
√
6
2 |b1|,
√
6
2 |b2|,
√
6
2 |b3| respectively. Then we have that4N1N3N5 can be covered if and only
if |b1| + |b2| + |b3| > 1.
From the above discussion, we obtain the condition of 4PAB can be covered by the covering system Ω2 : (Γ2(P),
Γ2(A),Γ2(B)) is |b1| > 0, |b2| > 0, |b3| > 0, |b1| + |b2| + |b3| > 1. Since ui ∈ ∂(2C3,1), we have |ai| + |bi| + |ci| = 2. Then
we can find proper ui.
About Ω3 and Ω4 covering system, we can deduce by similar method and obtain that: 4PAB can be covered by
Ω3 : (Γ1(P),Γ3(A),Γ4(B)) only when |a1| > 0, |b1| > 0, |a3| > 0, |a1| + |b1| + |a3| > 1; 4PAB can be covered by
Ω4 : (Γ4(P),Γ4(A),Γ4(B)) only when |a1| > 0, |a2| > 0, |a3| > 0, |a1| + |a2| + |a3| > 1.
In addition, we know every int(2C3,1)+ ui intersects four faces of 2C3,1, that is to say, every int(2C3,1)+ ui can produce
four Γi, where ui ∈ ∂(2C3,1). Therefore six int(2C3,1) + ui can produce twenty-four Γi. We know 2C3,1 has eight triangle
faces, and every face need three Γi. So we need twenty-four Γi to cover the whole boundary of 2C3,1.
In the following, we show that there are 6 points u1,u2, . . .u6 ∈ ∂(2C3,1), such that 2∂(C3,1) can be covered completely
by int(2C3,1)+ {u1,u2, . . .u6}.
Take u1 = ( 512 , 512 , 76 ), u2 = ( 76 , 512 ,− 512 ), u3 = (− 512 , 76 , 512 ), u4 = −u1,u5 = −u2,u6 = −u3, it is easy to
verify ui ∈ ∂(2C3,1), and all the coordinates are nonzero (their absolute values are positive), and |ui1| + |ui2| + |uj1| >
1, |ui1| + |ui2| + |uj2| > 1, (i, j = 1, 2, . . . , 6, i 6= j). Then the coordinates of these points satisfy all covering conditions.
We list all the Γi produced by ui as the following:
(1) Γi produced by u1: Γ1(P) ≺ 4PAB, Γ2(P) ≺ 4PBC , Γ3(P) ≺ 4PCD, Γ4(P) ≺ 4PDA;
(2) Γi produced by u2: Γ1(A) ≺ 4AQB, Γ2(A) ≺ 4ABP , Γ3(A) ≺ 4APD, Γ4(A) ≺ 4ADQ ;
(3) Γi produced by u3: Γ1(B) ≺ 4BQC , Γ2(B) ≺ 4BCP , Γ3(B) ≺ 4BPA, Γ4(B) ≺ 4BAQ ;
(4) Γi produced by u4: Γ1(Q ) ≺ 4QDC , Γ2(Q ) ≺ 4QAD, Γ3(Q ) ≺ 4QBA, Γ4(Q ) ≺ 4QBC;
(5) Γi produced by u5: Γ1(C) ≺ 4CDP , Γ2(C) ≺ 4CPB, Γ3(C) ≺ 4CBQ , Γ4(C) ≺ 4CQD;
(6) Γi produced by u6: Γ1(D) ≺ 4DAP , Γ2(D) ≺ 4DPC , Γ3(D) ≺ 4DCQ , Γ4(D) ≺ 4DQA
where Γi(X) ≺ 4XYZ denotes Γi(X) lies on 4XYZ , and associates to vertex X. Then the eight faces of ∂(2C3,1) are covered
by the four covering systems as the following:
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Fig. 6. The surface of the lp unit ball in the first octant.
(1) The covering system of4PAB isΩ1 : (Γ1(P),Γ2(A),Γ3(B));
(2) The covering system of4PBC isΩ2 : (Γ2(P),Γ2(B),Γ2(C));
(3) The covering system of4PCD isΩ1 : (Γ3(P),Γ1(C),Γ2(D));
(4) The covering system of4PDA isΩ3 : (Γ4(P),Γ1(D),Γ3(A));
(5) The covering system of4QAB isΩ3 : (Γ3(Q ),Γ1(A),Γ4(B));
(6) The covering system of4QBC isΩ1 : (Γ2(Q ),Γ1(B),Γ3(C));
(7) The covering system of4QCD isΩ3 : (Γ1(Q ),Γ4(C),Γ3(D));
(8) The covering system of4QDA isΩ4 : (Γ4(Q ),Γ4(D),Γ4(A)).
Therefore, we have found six points u1,u2, . . .u6 ∈ ∂(2C3,1) satisfying
∂(2C3,1) ⊆
6⋃
i=1
[int(2C3,1)+ ui].
Then we have
β(C3,1) ≤ 6. (5)
By (4) and (5), we obtain β(C3,1) = 6. This completes the proof of the theorem. 
Proof of Theorem 1.2. By Lemma 2.2, it is sufficient to find six points x1, x2, . . . , x6 on ∂(2C3,p) satisfying ∂(2C3,p) ⊆⋃6
i=1[int(2C3,p)+ xi]. Clearly it is equivalent to find six points x1, x2, . . . , x6 on ∂(C3,p) satisfying
∂(C3,p) ⊆
6⋃
i=1
[int(C3,p)+ xi]. (6)
For convenience of the notations, we prove the latter one. Denote e1 = (1, 0, 0), e2 = (0, 1, 0), e3 = (0, 0, 1). We claim
±e1,±e2,±e3 satisfying (6). It is obvious they are on ∂(C3,p). In the following we verify ∂(C3,p) ⊆⋃6i=1[int(C3,p)+ ei].
Let arc A˜B = ∂(C3,p)⋂{(x, y, z)|x ≥ 0, y = 0, z ≥ 0}. P is the middle point of A˜B, see Fig. 6. Let Q =
∂(C3,p)
⋂{(x, y, z)|x = y = z}. Then P = (2− 1p , 0, 2− 1p ), Q = (3− 1p , 3− 1p , 3− 1p ). Denote P˜Q = cone{o, PQ }⋂ ∂(C3,p).
By symmetry of ∂(C3,p), to verify ∂(C3,p) ⊆⋃6i=1[int(C3,p)+ ei], it is enough to verify int(C3,p)+ e3 can cover P˜Q .
Arc P˜Q = {(x, y, z) : x = z > 0, xp+xp+zp = 1, 0 ≤ y ≤ 3− 1p }, int(C3,p)+e3 = {(x, y, z) : |x|p+|y|p+|z−1|p < 1}. For
any a = (x0, y0, z0) ∈ P˜Q , then we have 0 ≤ yp0 ≤ 13 , xp0 = zp0 = 12 (1− yp0). In the following we show that a ∈ int(C3,p)+ e3,
that is: xp0 + yp0 + |z0 − 1|p = xp0 + yp0 + (1− z0)p < 1. It is sufficient to prove: 2[1− 2−
1
p (1− yp0)
1
p ]p < 1− yp0.
Let t = 1− yp0, then t ∈ [ 23 , 1], the above inequality is equivalent with:
2[1− 2− 1p t 1p ]p < t. (7)
Since t ∈ [ 23 , 1], we have ln t ∈ [ln 23 , 0], then ln 2−ln tln 2 ∈ [1, ln 3ln 2 ].
If p > ln 3ln 2 , we have
1
p <
− ln 2
ln t−ln 2 , that is:
1
p (ln t− ln 2) > − ln 2, 1p ln t > ( 1p − 1) ln 2. Take exponential on the both sides
of the inequality, we have t
1
p > 2
1
p−1. By further computation we can get 1− 2− 1p t 1p < 2− 1p t 1p .
Multiply 2
1
p on the both sides, then take the pth power on both sides we have 2[1 − 2− 1p t 1p ]p < t. Then the inequality
(7) holds, so P˜Q ⊂ int(C3,p)+ e3. By the symmetry of C3,p we have ∂(C3,p) ⊆⋃6i=1[int(C3,p)+ ei]. Hence, by Lemma 2.2 we
obtain β(C3,p) ≤ 6 for p > ln 3ln 2 . This completes the proof of the theorem. 
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From the above theorems and references [5,13], we know β(C3,1) = 6, β(C3,2) = 6, and β(C3,p) ≤ 6, for p > ln 3ln 2 . Then
we can make the following conjecture
β(C3,p) = 6, for 1 < p < +∞.
In the following, we will estimate the blocking number of a cylinder in terms of the blocking number and the Hadwiger
covering number of its base. At first, we give the following two lemmas.
Lemma 3.2. Let H = K × [−λ, λ] be a cylinder in Ed, where K is a(d-1)-dimensional convex body, λ > 0. Then H − H =
(K − K)× [−2λ, 2λ].
Proof. For any (x1, µ1), (x2, µ2) ∈ H , where x1, x2,∈ K ,µ1, µ2,∈ [−λ, λ]. Then (x1, µ1)−(x2, µ2) = (x1−x2, µ1−µ2) ∈
(K − K)× [−2λ, 2λ], that is H − H ⊂ (K − K)× [−2λ, 2λ].
On the other side, for any (z, t) ∈ (K − K)× [−2λ, 2λ], there are x, y ∈ K and t1, t2 ∈ [−λ, λ] such that z = x− y and
t = t1 − t2. Then (z, t) = (x, t1) − (y, t2). Then we have (K − K) × [−2λ, 2λ] ⊂ H − H . This completes the proof of the
lemma. 
Lemma 3.3. Let K be a convex body in Ed, Eλ = K⋂(int(K)+ λv), where λ ∈ [0,+∞). Then Eλ is decreasing about λ. That is
to say, Eλ2 ⊆ Eλ1 , for any 0 ≤ λ1 < λ2.
Proof. For any x ∈ Eλ2 = K
⋂
(int(K)+ λ2v), there are two points a ∈ K , b ∈ int(K), such that
x = a = b+ λ2v. (8)
We will show that x ∈ Eλ1 .
Clearly x ∈ K , the left is to prove x ∈ int(K)+ λ1v. It is sufficient to show that b+ λ2v ∈ int(K)+ λ1v. To prove this, we
need to prove b+ λ2v− λ1v ∈ int(K).
By (8), we have b+ λ2v− λ1v = b+ (λ2 − λ1) · 1λ2 (a− b) =
λ1
λ2
b+ λ2−λ1
λ2
a.
Since λ2 > λ1 ≥ 0, we have λ1λ2 > 0,
λ2−λ1
λ2
> 0 and λ1
λ2
+ λ2−λ1
λ2
= 1. By the convexity of K and b ∈ int(K), we have
λ1
λ2
b+ λ2−λ1
λ2
a ∈ int(K). Then we obtain x ∈ Eλ1 . This completes the proof, i.e. Eλ is decreasing about λ, for λ ∈ [0,+∞). 
Proof of Theorem 1.3. Since blocking number is an invariant under affine transformations, we can assume that H =
K × [−1, 1]. Here K is not necessarily symmetric.
By Lemma 3.2, we have β(H) = β(H − H). Since H − H = (K − K)× [−2, 2], so the base K − K of H − H is a centrally
symmetric (d − 1)-dimensional convex body. In the following we denote H by H = C × [−1, 1], where C is centrally
symmetric.
Firstly, we will show that β(H) ≤ 2β(C). Let β(C) = k, pi = {x = (x1, x2, . . . , xd) ∈ Rd|xd = 0}. We identify C with
H
⋂
pi . Then by Lemma 2.2, there are k points u1,u2, . . . ,uk ∈ ∂(2C) such that
∂(2C) ⊆
k⋃
i=1
[int(2C)+ ui]. (9)
Writeui = (ui1, ui2, . . . , ui(d−1), 0), for i = 1, 2, . . . , k. By the definition of blocking number,we knowui ∈ ∂(2C). Given two
positive numbers 0 < ε, σ < 1, letu∗i = (ui1, ui2, . . . , ui(d−1), 1−ε), for i = 1, 2, . . . , k−1; v∗i = (ui1, ui2, . . . , ui(d−1), ε−1),
for i = 2, 3, . . . , k, and u∗k = (σuk1, σuk2, . . . , σuk(d−1), 1), v∗1 = (σu11, σu12, . . . , σu1(d−1),−1).
Let X = {u∗1,u∗2 . . . ,u∗k , v∗1, v∗2 . . . , v∗k}. We assert that ∂(2H) ⊆
⋃
u∈X [int(2H)+ u].
Since the two bases of H are contained in the hyperplanes xd = 1, xd = −1. Denote the two bases by B1 and B−1
respectively. By (8) and Lemma 2.2, we deduce that
∂(2B1) ⊆
k⋃
i=1
[int(2H)+ u∗i ] (10)
and
∂(2B−1) ⊆
k⋃
i=1
[int(2H)+ v∗i ]. (11)
Let C = pi⋂H , Y = {u∗1,u∗2 . . . ,u∗k−1, v∗k}. It is easy to see
∂(2C) ⊆
⋃
y∈Y
[int(2H)+ y]. (12)
It is also not difficult to show that
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∂(2H) \
(
2B1
⋃
2B−1
)]
⊆
⋃
u∈X
[int(2H)+ u]. (13)
Therefore by (10)–(13), we have
∂(2H) ⊆
⋃
u∈X
[int(2H)+ u].
By Lemma 2.2, we obtain
β(H) ≤ 2|X | = 2k = 2β(C). (14)
Secondly, we will show that β(H) ≥ 2γ (C). Assume that X = {u1,u2, . . . ,uβ(H)}, and H + X = H + {u1,u2, . . . ,uβ(H)}
is a blocking configuration of H . Then we must have
∂(2H) ⊆
β(H)⋃
i=1
[int(2H)+ ui].
On the other side, ∂(2H) can be represented as
∂(2H) = (∂(2C)× [−1, 1])
⋃
(2C + (0, . . . , 0, 2))
⋃
(2C + (0, . . . , 0,−2)),
where 2C + (0, . . . , 0, 2), 2C + (0, . . . , 0,−2) are the two bases of the cylinder 2H . If the intersection of int(2H)+ ui and
2C + (0, . . . , 0, 2) is not empty, then the dth coordinate of ui must be greater than 0, at the same time the intersection of
int(2H) + ui and 2C + (0, . . . , 0,−2) must be empty. That is to say, if int(2H) + ui covers 2C + (0, . . . , 0, 2), it cannot
cover 2C + (0, . . . , 0,−2). Since the Hadwiger covering number of C is γ (C), that is to say, we need at least γ (C) translates
of int(2H) cover 2C+(0, . . . , 0, 2), and at least γ (C) translates of int(2H) cover 2C+(0, . . . , 0,−2). Therefore for covering
the whole boundary of 2H , we need at least 2γ (C) translates of int(2H). Then we have
β(H) ≥ 2γ (C). (15)
By (14) and (15), we have that 2γ (C) ≤ β(H) ≤ 2β(C) holds for symmetric base C .
If the base K of H is not symmetric, then by Lemma 3.2 and (15), we have β(H) = β(H − H) ≥ 2γ ((K − K)). This
completes the proof of the theorem. 
Example 3.4. (1) Let C be an ellipse in the plane, cylinder P = C × [−k, k], where k ≥ 0. By routine computation, we can
get β(C) = 4, γ (C) = 3, β(P) = 2γ (C) = 6 < 2β(C) = 8;
(2) Let S be a parallelogram, Q = S × [−k, k] is a cylinder, where k ≥ 0. By routine computation, we can easily get
β(S) = γ (S) = 4, β(Q ) = 8 = 2β(S) = 2γ (S).
Remark 3.5. From the above examples, both the lower bound and the upper bound in Theorem 1.3 can be attained by some
convex bodies.
Remark 3.6. Since a d-dimensional cube can be regarded as a cylinder, we can use Theorem 1.3 imply β(Id) ≤ 2β(Id−1),
then by induction about dimensions we have β(Id) ≤ 2d. This is a different method from [5] to obtain β(Id) ≤ 2d.
4. Fixing number
In our real life, we are often facing the problem:Howmany same size objects can fix one object? The problem seems natural
for a convex body, we ask this question in the language of convex geometry should be:Howmany non-overlapping translates
of a convex body can fix the convex body itself ? To study this problem, we introduce fixing number of a convex body.
Definition 4.1. Let K be a convex body in Ed, we denote by f (K) the fixing number of K, that is the smallest number of non-
overlapping translates K + xi, all of which touch K at its boundary and they fix K. That is to say, for any continuous curve
γ : [0,∞)→ Ed with γ (0) = o and limt→∞ ‖γ (t)‖ = ∞ there exists t ∈ [0,∞) such that K + γ (t) overlaps some K + xi.
Remark 4.2. It seems that this natural number should have been known for a long time. However, we are not able to find
it in the literature.
Remark 4.3. Let K be a convex body in Ed, and X be a discrete subset of Ed, such that K + X is a finite packing and they can
fix K , then we call K + X a fixing configuration of K .
From the definition of fixing number and fixing configuration, we can deduce that the smallest cardinality of X is
f (K), where K + X is a fixing configuration of K . We can also deduce that the fixing number is an invariant under affine
transformations. Just like blocking number, by the Minkowski lemma,
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Fig. 7. Three parallel tangent lines of the convex domain.
f (K) = f
(
1
2
D(K)
)
= f (D(K)) (16)
holds for every convex body K . For this reason, we only need to study the fixing numbers of centrally symmetric convex
bodies.
Example 4.4. By simple computation, it is not hard to get
f (B2) = 3
and
f (Id) = 2d.
Proof of Theorem 1.4. If there is closed surface Γ satisfies Γ ⊆ ⋃ni=1[int(2C) + xi], we assert that C + xi, (i =
1, 2, . . . , n) can fix C . Suppose that, on the contrary, C + X cannot fix C . Then by this supposition, there must be a curve δ
connecting the origin o and a remote point y such that if one translates C along this curve, it definitely cannot overlap any
C + xi (i = 1, 2, . . . , n). Since Γ is a closed surface contained in⋃ni=1[int(2C) + xi], then this curve must intersect the
closed surface Γ at a point z. It is easy to see C+ zmust overlap at least one C+xi. It contradicts the supposition. As a result,
C + xi (i = 1, 2, . . . , n) can fix C .
On the other hand, if C + xi (i = 1, 2, . . . , n) can fix C , that is C cannot be translated out of the encirclement in any
directions. Assume that there is no closed surface satisfying condition (1), then there must be a curve connecting o and a
remote point, and it does not intersect any int(2C) + xi (i = 1, 2, . . . , n). Then if one translates C along the curve, it will
not overlap any C + xi. It contradicts the definition of fixing. Hence there must be a closed surface satisfying condition (1).
This completes the proof of the theorem. 
Remark 4.5. By the above theorem and Lemma 2.2, ∂(2C) can be regarded as a closed surface which satisfies (2), then we
have f (C) ≤ β(C), for any centrally symmetric convex body C. By (16), for any non-symmetric convex body K , we also have
f (K) ≤ β(K).
In the following, we determine the fixing numbers of convex bodies in the plane. Firstly, we give one of Mazur’s results
as a lemma.
Lemma 4.6 (Mazur [9]). Let K be a convex body in Ed. Then the set of singular points of the boundary of K is meager in ∂(K).
For the proof of this lemma we refer the interested reader to Gruber’s book [6].
Lemma 4.7. Let C be a centrally symmetric convex domain in the plane. We have
(1) If C is a parallelogram, then it has exact two pairs of distinct parallel tangent lines at its smooth boundary points;
(2) If C is not a parallelogram, then there are at least 3 pairs of distinct parallel tangent lines at its smooth boundary points.
Proof. If C is a parallelogram, the result is obvious. In the following, we assume that C is not a parallelogram.
From Mazur’s lemma, we know that the set of smooth points is dense on ∂(C). Choose an arbitrary smooth point a on
the boundary of C . By the symmetry of C , its symmetric point dmust be a smooth point too. Denote by la the unique tangent
line of C at a, and by ld the unique tangent line of C at d. Choose another smooth point b on the boundary of C , which is
not on la and ld. Denote by e the symmetric point of b. Then there must be unique tangent lines on these two points, denote
them by lb and le respectively (see Fig. 7).
By the assumption that C is not a parallelogram, there must exist a smooth point c on the arc a˜b or b˜d, which is not on
the above tangent lines. Similarly, let f be the symmetric point of c. There must be unique tangent lines lc and lf on c and f.
Therefore we have found the third pair of distinct tangent lines. That is to say, C has at least 3 pairs of tangent lines at its
smooth boundary points. This completes the proof of the lemma. 
Remark 4.8. In a higher-dimensional space, we have similar conclusion: C is a centrally symmetric convex body in the
d-dimensional space, then there must be at least d pairs of distinct parallel support hyperplanes at its smooth boundary
points. More precisely, only parallelopiped has only d pairs parallel support hyperplanes of this kind, and any other centrally
symmetric convex body has at least d+ 1 pairs of this kind of parallel support hyperplanes.
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Fig. 8. Fixing a non-parallelogram centrally symmetric convex domain.
Definition 4.9. Let K be a convex body in Ed, a ∈ ∂(K), H(a) be a support hyperplane of K on a. And let H−(a) be the close
half space which defined by H(a) and contains K . We call
S(a) =
⋂
H(a)
H−(a)
support cone of K at a.
By the above definition, it is easy to obtain the following simple properties of S(a), where a ∈ ∂(K)
(i) K ⊂ S(a);
(ii) If a is a smooth boundary point of K, then S(a) = H−(a);
(iii) S(a)must be a convex cone, whose vertex is a;
(iv) C =⋂a∈∂(C) S(a).
Lemma 4.10. Let C be a centrally symmetric convex body centered at the origin o in Ed, a ∈ ∂(C). S(a) is the support cone of
C at a. Then C + 2a cannot be translated towards the support cone. More precisely, for any point x ∈ S(a), C + 2a cannot be
translated in the direction of x− 2a.
Proof. If x is on the ray−→ao emanating from a, the result is obvious.
In the following, we assume that x is not on the ray−→ao. Denote by S(2a) the support cone of 2C at its boundary point 2a.
Then S(a) ⊂ S(2a).
Since x ∈ S(a), we have x ∈ int[S(2a)]. There must be a positive number ε0, such that for any ε ∈ (0, ε0), we have
2a + ε(x − 2a) ∈ int(2C). That is to say, C and C + [2a + ε(x − 2a)] must overlap. Then C + 2a cannot be moved in the
direction of x− 2a. 
Theorem 4.11. Let K be a convex domain in the plane. Then we have
f (K) =
{
4, K is parallelogram,
3, K is other convex domain.
Proof. In E2, it is not difficult to show that, K − K is a parallelogram if and only if K is a parallelogram. It is obvious that
f (K) = 4 if K is a parallelogram.
In the following, we assume that K is not a parallelogram, then K − K is not a parallelogram. Denote K − K by C , then C
is a centrally symmetric convex domain. By Lemma 4.7, there are at least three pairs of distinct parallel tangent lines at its
smooth boundary points a, b, c, d, e, f. Denote by la, lb, lc, ld, le, lf the corresponding unique tangent lines at these smooth
boundary points (see Fig. 8). Put three translates of C on the points 2a, 2c, 2e. They must touch C at the points a, c, e. And
they definitely cannot overlap with C . By Lemma 4.7, we know la, lc, le form a triangle.
As a result, dC (2a, 2c) < 4, dC (2a, 2e) < 4, dC (2c, 2e) < 4. That is to say, int(2C)+2a, int(2C)+2c, int(2C)+2e contain
a closed curve such that o in its inner. By Lemma 4.10, C + 2a, C + 2c, C + 2e can fix C . This completes the proof. 
In fact, Theorem 1.5 is a more general result than Theorem 4.11. We show it in the following.
Proof of Theorem 1.5. By (16), we have f (K) = f ( 12D(K)), then to prove the theorem, it is sufficient to prove the centrally
symmetric case.
Let C = 12D(K), then C is a centrally symmetric convex body. Let X = {x1, x2, . . . , xm} is a discrete set such that
C+X⋃{o} is a finite packing. Suppose thatm ≤ d. If x1, x2, . . . , xm belong to a k-dimensional subspace S, where k ≤ d−1,
then C can be translated in the directions which is orthogonal to S. If x1, x2, . . . , xm are not in any d − 1-dimensional
hyperplane which passes the origin o, then there is a point x ∈ ∂(2C) such that 〈x, xi〉 < 0 holds for every xi ∈ X . Then,
one can translate C in the direction of x. Therefore, m cannot be less than d+ 1 if C + X can fix C . In other words, we have
f (C) ≥ d+ 1.
Assume that p ∈ ∂(C) satisfies d(o, p) = minx∈C {d(o, x)}. Writing H0 = {x ∈ Ed : 〈p, x〉 = 0} and H1 = {x ∈ Ed :
〈p, x〉 = 〈p, p〉}, it is easy to show that H1 is the unique tangent plane of C at p. Assume inductively that the upper bound
assertion is true for dimensions less than or equal to d− 1 and apply it to C⋂H0, we get a set
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X ′ =
{
p1, p2, . . . , pf (C⋂H0)
}
(17)
that (C
⋂
H0)+ X0 can fix C⋂H0 in H0. Then it is easy to see that C + X ′⋃{±p} can fix C and therefore
f (C) ≤ f
(
C
⋂
H0
)
+ 2 ≤ 2d. (18)
As a conclusion of (17) and (18), we have proved the main statement of the theorem.We leave the particular cases to the
interested readers. 
Actually, for any integerm between d+1 and 2d, there is a d-dimensional convex body K whose fixing number attainsm.
For example, choosem, such thatd+1 ≤ m ≤ 2d,m canbe represented asm = 2d−i+1 = 2(d−i)+(i+1), (i = 1, 2, . . . , d).
Let C = Bi ⊕ Id−i, then f (C) = 2(d− i)+ (i+ 1) = m. For example, in E3, the fixing numbers of ball, cylinder, and cube are
4, 5, and 6 respectively.
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