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Abstract
We study the large scale evolution of a scalar lattice excitation u which
satisfies a discrete wave-equation in three dimensions, u¨t(γ) = −
∑
γ′ α(γ −
γ′)ut(γ
′), where γ, γ′ ∈ Z3 are lattice sites. We assume that the dispersion
relation ω associated to the elastic coupling constants α(γ − γ′) is acoustic,
i.e., it has a singularity of the type |k| near the vanishing wave vector, k = 0.
To derive equations that describe the macroscopic energy transport we
introduce the Wigner transform and change variables so that the spatial and
temporal scales are of the order of ε. In the continuum limit, which is achieved
by sending the parameter ε to 0, the Wigner transform disintegrates into three
different limit objects: the transform of the weak limit, the H-measure and the
Wigner-measure. We demonstrate that these three limit objects satisfy a set
of decoupled transport equations: a wave-equation for the weak limit of the
rescaled initial data, a dispersive transport equation for the regular limiting
Wigner measure, and a geometric optics transport equation for the H-measure
limit of the initial data concentrating to k = 0.
A simple consequence of our result is the complete characterization of en-
ergy transport in harmonic lattices with acoustic dispersion relations.
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1 Introduction.
The energy transport by atomistic oscillations in crystalline solids is a central ques-
tion in solid state physics. To the first order approximation, the oscillations can be
described by a discrete wave equation
u¨t(γ) = −
∑
γ′
α(γ − γ′)ut(γ′)
where u(γ) ∈ R is composed out of the displacements of the crystal atoms from their
equilibrium position, as will be discussed in Sec. 1.1. To analyze physically relevant
properties of the crystal, such as its thermal conductivity, we first need to understand
how energy is transported within the crystal via purely harmonic vibrations. Such
transport properties are determined by the dispersion relation ω of the crystal, here
ω(k) =
√
αˆ(k), the “hat” denoting a discrete Fourier transform. If ω is not smooth,
then depending on the wavelength different types of continuum energy transport
equations can arise. We follow the basic ideas of Luc Tartar who developed in the
1980s a mathematical framework that can be used to analyze the weak limits of
certain nonlinear quantities, the energy density being one of them.
Our main interest is to characterize the macroscopic evolution of the energy density.
The starting point of our mathematical analysis is the Wigner transform which can
be interpreted as a “wavenumber resolved” energy density. Let us leave the details
for Sec. 2.1, and only summarize the main findings here. The Wigner transform
W ε = W ε[ψ] of the field ψ ∈ ℓ2(Z3) corresponding to a given normal mode allows
defining the corresponding energy density, eε = eε[ψ], by the formula
eε(x) =
∫
T3
dkW ε(x, k), (1.1)
where ε > 0 denotes the “lattice spacing” and x ∈ R3 is a variable which interpolates
between the points on the scaled lattice εZ3. Here T3 denotes the 3-torus, and we
identify T3 = R3/Z3. Thanks to the equality
∫
R3
dq
∫
T3
dkW ε(x, k) = H(ut=0, u˙t=0)
we are able to identify eε(x) as the energy density at position x ∈ Rd.
A limit of a sequence (W ε[ψε]), where ε tends to 0, is in general given by a non-
negative Radon-measure µ ∈ M+. For such limit measures to form a sensible ap-
proximation for the original dynamical system, the convergence property needs to
be retained in the time-evolution. In addition, for such a description to be useful, µt
should also satisfy an autonomous evolution equation. However, this is typically not
possible if the initial measure concentrates to the singular set of ω, i.e., to the points
where ω is not smooth. Here we will augment the above Wigner transform scheme to
2
encompass the most common type of singularity encountered in solid state physics:
the case when ω behaves like |k| near k = 0. Such modes will occur in general within
crystal models with short range interactions, and they are particularly important as
they are responsible for sound propagation in the crystal. With some effort, it is
likely that our results could be extended to cover any dispersion relation for which
the singular set consists of isolated points. However, we will not explicitly spell out
the general result here.
Our result can be seen as a generalization of the analysis in [1] where it is shown
that µt can be computed from µ0 by solving a dispersive linear transport equation
provided that µ has no concentrations at wavenumbers k where the dispersion relation
ω is not C1.
If the dispersion relation is not almost everywhere C1 (with respect to the initial
Wigner-measure), we have to resolve finer details of the asymptotic behavior of the
sequence of initial conditions. More precisely, we show that if the sequence of initial
excitations is bounded and tight in ℓ2(εZ
3) then for all t ∈ R there are two measures,
a Wigner-measure µt on R
3 × T3∗ and an H-measure µHt on R3 × S2, and an L2-
function φt such that W
ε[ψε(t/ε)] converges along a subsequence to (µt, µ
H
t , φt) in a
certain weak sense (Theorem 3.2). The subsequence can be chosen independently of
t, and it will only be relevant for determining the limit of the initial data, that is,
(µ0, µ
H
0 , φ0). For all other times t ∈ R, the measures µt, µHt and the L2-function φt
can be determined using the transport equations
∂tµt(x, k) +
1
2π
∇ω(k) · ∇xµt(x, k) = 0, k ∈ T3∗ , (1.2)
∂tµ
H
t (x, q) +
1
2π
∇ω0(q) · ∇xµHt (x, q) = 0, q ∈ S2 , (1.3)
∂2t φ = div(
1
(2π)2
A0∇φ), (1.4)
together with the initial conditions
µ|t=0 = µ0, µH
∣∣
t=0
= µH0 , φ|t=0 = φ0, ∂tφˆ(t, q)|t=0 = −iω0(q)φˆ0(q). (1.5)
Here the constant matrix A0 and the function ω0 are determined by the Hessian of
the square of the dispersion relation ω (defined in (2.6)) at k = 0, explicitly
A0 =
1
2
D2ω2(0), ω0(q) =
√
q ·A0q. (1.6)
Equation (1.2) describes the propagation of energy along the harmonic lattice with
the group velocity ∇ω(k)/(2π). Equation (1.4) is the wave equation which describes
the evolution of macroscopic fluctuations. Equation (1.3) is usually known under the
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name “geometric optics” and it describes the evolution of macroscopic fluctuations
whose wavelength is much longer than the lattice spacing ε and much smaller than
1, the wavelength of the fluctuations resolved by φ.
It follows easily from our analysis that the sum of the energies of µ, µH and φ is
a constant of motion and equals the limiting value of the total energy of the initial
excitations.
Standard results in semi-classical analysis show that the Wigner measure µ and∫
R3
dq W 1[φ](x, q) are non-negative. Hence, a key step in our analysis is to demon-
strate that also µH has a sign. The measure µH is closely related to the H-measure
which was introduced by L. Tartar in [2] and P. Ge´rard in [3], but in general it differs
from the H-measure.
The Wigner transform, or the Wigner function, was originally introduced to study
semi-classical behavior in quantum mechanics but it has been proven to be a useful
tool in studying large scale behavior of wave equations, as well [4, 5]. In particular,
the method of calculating continuous, macroscopic energy by finding the limit object
of a sequence of energies eε on rescaled lattice models is one that has been widely
used and justified in, for example, [1, 6, 7]. In [1], the Wigner transform of the
normal modes is employed in solving the macroscopic transport of energy in the
above harmonic systems for deterministic initial data. The same system is considered
in [8] with random initial data and in a larger function space, however, excluding the
type of concentration effects we study here.
The main use of the Wigner transform is that, unlike the energy density eε itself, it
contains enough information so that it satisfies a closed equation in the limit ε→ 0.
Indeed, it was shown in [1] that, as long as there is no concentration on the singular
set of the dispersion relation faster than ε1/2, the Wigner transform of the time-
evolved state vector ψ(t/ε) converges to a limit measure µ˜t on R × K. Here K is a
suitable compactification of T3 \ S, S = the singular set, which allows a continuous
extension of the group velocity ∇ω. The measure µ˜t is then proven to satisfy the
transport equation
∂tµ˜t(x, k) +
1
2π
∇ω(k) · ∇xµ˜t(x, k) = 0. (1.7)
It was also shown in [1], that if the weak limit of the rescaled initial data exists, then
the limit satisfies the continuum wave equation. However, removing the assumption
about the rate of concentration, as well as combining the result with a non-zero weak
limit for the initial data remain open questions.
In this paper we will show how to overcome the above difficulties in a physically
relevant class of models with a singular dispersion relation. In Section 2 we will first
present the microscopic dynamical model in detail. In Section 2.1 we will define the
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Wigner transform, and discuss its relation to the energy of the microscopic lattice
model. The main results will be presented in Section 3.
1.1 Relation with solid state physics
A crystal in solid state physics is a state of matter in which the atoms retain a nearly
perfect periodic structure over macroscopic times. The Hamiltonian model used for
the time-evolution in such a crystal is, to the first order accuracy, harmonic. If we
assume that each periodic cell of the idealized perfectly periodic crystal structure
contains n atoms, then we can form a vector q(γ) ∈ R3n out of the displacements
of the atoms in the periodic cell labeled by γ ∈ Z3. The (classical) Hamiltonian
equations of motion of this harmonic model are then
q˙i(γ, t) =
1
mi
pi(γ, t), p˙i(γ, t) = −
∑
γ′,i′
A(γ − γ′)i,i′qi′(γ′, t) (1.8)
where γ ∈ Z3, i = 1, . . . , 3n, andmi denotes the mass of the atom whose displacement
qi measures.
By the change of variables to q˜i(γ) = m
1
2
i qi(γ), p˜i(γ) = m
− 1
2
i pi(γ), these equations
can be transformed into a standard form whose force matrix is given by A˜(γ)i,i′ =
m
−1/2
i A(γ)i,i′m
−1/2
i′ . The standard form equations can then be solved by Fourier
transform, and a diagonalization of the remaining multiplicative evolution equations
decomposes the 3n vector degrees of freedom into independent normal modes , called
phonons in solid state physics. Each normal mode is a complex scalar field on
the crystal lattice, and its time-evolution is unitary and uniquely determined by
the corresponding dispersion relation ωi(k) on T
3. More details about the related
mathematical issues can be found in [1, 8].
From the physical perspective it is highly relevant to understand energy transport
in the case where ω is acoustic in the sense that it contains a |k| singularity. In
this case ω is degenerate for large wave-numbers in the sense that the velocity at
which long waves propagate converges to the speed of sound. In other words, the en-
ergy density can travel ballistically over large distance without experiencing dilution
effects due to dispersion.
Acoustic dispersion relations arise in general from atomistic Hamiltonians with
short range harmonic interactions. For instance, for the type of interactions consid-
ered in [1] all dispersion relations are Lipschitz continuous and piecewise analytic.
In solid state physics, the modes are accordingly divided into optical and acoustic
depending on this regularity: if the dispersion relation is regular at k = 0, then
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the mode is called optical, if it behaves as |k| at k = 0, then the mode is called
acoustic. The latter name arises as these modes are believed to be responsible for
the propagation of sound waves in the crystal.
The simplicity of the Fourier-picture is the reason that the dispersion relation is
the starting point of most of the more physically oriented publications. Obviously,
within the context of harmonic defect-free crystals both approaches are completely
equivalent. In the beginning of Section 2 we will provide the mathematical details
which establish this equivalence on an elementary level.
Finally, let us remark that the discrete linear wave equation alone does not suffice
to determine the physically relevant properties of the crystal, such as its thermal
conductivity. However, it forms the basis for perturbative treatments using which
these questions can be addressed. We refer to [9, 10, 11] for further details on the
physical aspects of the topic and to [12] for a review about related open problems.
Acknowledgments
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2 The microscopic model
There are two mathematically equivalent descriptions of harmonic crystals. On the
one hand, one can work with the Hamiltonian equations of motion and analyze the
properties of the solutions. At least formally anharmonic crystals can be discussed
in the same way. On the other hand, one can utilize the periodicity and linearity to
condense the Hamiltonian into the dispersion relation. While this approach is very
elegant, it cannot be used to directly analyze nonlinear models.
We will show in this chapter how for harmonic lattices the first approach reduces
to the second one. Then we demonstrate how the tool of Wigner functions can be
brought to bear on the reduced description.
We assume that the scalar excitation ut(γ), γ ∈ Z3 satisfies the discrete wave
equation
∂2
∂t2
ut(γ) = −
∑
γ′∈Z3
α(γ − γ′)u(γ′) (2.1)
with initial data (u|t=0, ∂tu|t=0) ∈ X = ℓ2 × ℓ2. The numbers α(γ − γ′) are the
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Figure 1: Values of u(γ, t) along the axis γ2 = γ3 = 0 for t = 0, t = 0.1/ε, t = 0.9/ε
with ε = 1
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∗ 10−1. The evolution is given by (2.1) with the nearest neighbor elastic
couplings (2.12), and the initial conditions are ut=0(0) = 1, ut=0(γ) = 0 for all γ 6= 0
and u˙t=0 ≡ 0.
elastic coupling constants between the sites γ and γ′. We assume that α is real and
symmetric (α(−γ) = α(γ)). Clearly system (2.1) can be written in a Hamiltonian
form and the energy
E(u) = H(u, u˙) =
1
2

∑
γ∈Z3
|u˙(γ)|2 +
∑
γ∈Z3

∑
γ′∈Z3
u(γ)α(γ − γ′)u(γ′)



 (2.2)
is constant along solutions. Depending on the initial conditions the solutions of
system (2.1) may develop large scale oscillations which carry a finite amount of
energy, cf. Fig. 1 where snapshots of u at several times are plotted.
Since system (2.1) is linear and invariant under discrete translations, we can write
the solutions in a closed form using the Fourier transform.
Definition 2.1 We define the Fourier transform ℓ2(Z
3)→ L2(T3) by extending
(Fγ→kψ)(k) = ψˆ(k) =
∑
γ∈Z3
e−2πik·γψ(γ) (2.3)
from ψ with finite support to all of ℓ2(Z
3). Here T3 = R3/Z3 denotes the unit 3-torus.
The inverse transform is pointwise convergently defined by the integral
(Fk→γψˆ)(γ) =
∫
T3
dk e2πik·γψˆ(k) = ψ(γ). (2.4)
where the measure dk is induced by the Lebesgue measure on [−1
2
, 1
2
]3. In particular,∫
T3
dk = 1.
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If one applies the Fourier transform to equation (2.1) one obtains the simpler system
∂
∂t
(
uˆ(k, t)
vˆ(k, t)
)
=
(
0 1
−ω2(k) 0
)(
uˆ(k, t)
vˆ(k, t)
)
. (2.5)
The function ω : T3 → R is the dispersion relation and is related to the atomistic
Hamiltonian via the following formula
ω(k) =
√
αˆ(k) =
√∑
γ∈Z3
α(γ) cos(2πγ · k). (2.6)
where we have employed the assumption α(γ) = α(−γ). Since α is real and satisfies
the above symmetry property, we find that ω is also real and symmetric, i.e. ω(k) =
ω(−k).
Now diagonalizing the matrix on the right hand side of (2.5) motivates combining
the real scalar fields u, v into the two complex fields ψ± = ψ±[u, v] ∈ ℓ2(Z3,C) defined
by the formula
ψˆσ(k) =
1√
2
(ω(k)uˆ(k) + iσvˆ(k)) (2.7)
where σ = ±1. For all (u, v) ∈ X , we clearly have ψˆσ ∈ L2(T3), and thus ψσ ∈ ℓ2(Z3).
In addition, since we assumed ω(−k) = ω(k), we also have ψ−(γ) = ψ+(γ) for all γ.
The transformation can always be inverted by applying
vˆ = − i√
2
(ψˆ+ − ψˆ−), uˆ = 1
ω
√
2
(ψˆ+ + ψˆ−). (2.8)
These fields are normal modes of the harmonic system, since (2.5) implies that
ψ±(γ, t) = ψ±[u(t), v(t)](γ) satisfy the evolution equations
∂
∂t
(
ψˆ+(k, t)
ψˆ−(k, t)
)
= −i
(
ω(k) 0
0 −ω(k)
)(
ψˆ+(k, t)
ψˆ−(k, t)
)
, (2.9)
which are readily solved to yield for all t ∈ R, k ∈ R
ψˆ±(k, t) = e
∓iω(k)tψˆ±(k, 0) . (2.10)
These are exactly the two evolution equations corresponding to a “phonon” mode
with a dispersion relation ω.
After these reduction steps it is obvious that the dispersion relation ω fully deter-
mines the properties of the solutions. We will assume throughout this paper that ω
is of acoustic type in the following precise sense:
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Definition 2.2 We call ω ∈ C(T3, [0,∞)) an acoustic dispersion relation if λ = ω2
satisfies:
1. λ ∈ C(3)(T3, [0,∞)).
2. λ(0) = 0, and the Hessian of λ is invertible at 0.
A dispersion relation is called regular acoustic, if it is acoustic and λ(k) > 0 for
k 6= 0. The 3× 3-matrix A0 is the Hessian of 12λ at k = 0 and ω0(q) =
√
q · A0q.
These assumptions are fairly general: as discussed in the introduction, all stable
harmonic interactions have non-negative eigenvalue functions λ, and for interactions
of the type discussed in [1] ω =
√
λ is Lipschitz continuous.
A prototype for the kind of dispersion relations we will consider here is the disper-
sion relation of the nearest neighbor square lattice:
ωnn(k) =
[ 3∑
ν=1
2(1− cos(2πkν))
] 1
2
. (2.11)
This is clearly a regular acoustic dispersion relation, in the sense of Definition 2.2,
and for it A0 is proportional to a unit matrix and ω0(q) = 2π|q|. The corresponding
elastic couplings are given by αnn(γ
′−γ) = −∆γ′γ , where ∆ is the discrete Laplacian
of the square lattice. Explicitly,
αnn(γ) =


6, if γ = 0,
−1, if |γ| = 1,
0, otherwise.
(2.12)
To allow the creation of macroscopic oscillations we work with sequences of initial
conditions that depend on the scaling-parameter ε > 0 and consider the asymptotic
behavior of the solutions as ε tends to 0.
2.1 Energy density and the lattice Wigner transform
From now we will focus on analyzing asymptotic behavior of the fields ψ± as ε tends
to 0. As is carefully discussed in [1], generalizing the definitions of the energy density
and of the Wigner transform to the discrete setting is not completely obvious. In an
attempt to minimize unnecessary repetition of certain basic results related to Wigner
transforms, we will resort here to the definitions used in [7] which will allow us to
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rely on the properties proven in Appendix B of that reference. However, we wish to
keep in mind that this choice might not be optimal for all purposes, and we refer
the interested reader to the discussion and to the references in [1, 13] for further
possibilities.
We employ here the definition that for any state (u, v), its energy density, eε =
eε[u, v], scaled to a lattice spacing ε > 0, is the tempered distribution defined via the
complex fields ψσ = ψσ[u, v] in (2.7):
eε(x) =
∑
γ∈Z3
δ(x− εγ)1
2
∑
σ=±1
|ψσ(γ)|2 (2.13)
where δ denotes the Dirac delta-distribution. This is a manifestly positive distribu-
tion, and identifiable with a measure whose total mass equals the total energy:∫
dx eε(x) =
∑
γ∈Z3
1
2
∑
σ=±1
|ψσ(γ)|2 = 1
2
∑
σ=±1
‖ψσ‖2
=
1
4
∑
σ=±1
∫
dk |ω(k)uˆ(k) + iσvˆ(k)|2 = H(u, u˙) <∞. (2.14)
This justifies calling eε an energy density: it defines a distribution of the positive total
energy between the lattice sites. The symmetry of ω implies that |ψ−(γ)| = |ψ+(γ)|
and thus we can also identify the energy density directly with the norm-density of
ψ+:
eε(x) =
∑
γ∈Z3
δ(x− εγ)|ψ+(γ)|2. (2.15)
Then also for all ε > 0,
H(u, v) =
∫
dx eε(x) = ‖ψ+‖2ℓ2(Z3) = ‖ψˆ+‖2L2(T3) = ‖ψˆ−‖2L2(T3) (2.16)
which is conserved when (u, v) = (u(t), v(t)).
We have given an example of the time-evolution of the so defined energy density
in Fig. 2. The last panel in the figure contains the most obvious features which
are implied by the corresponding macroscopic evolution equation: the points of dis-
continuity of the solution. The macroscopic initial data is given by µ0(dx, dk) =
δ(x)1
2
|ω(k)|2dxdk, which has no concentration at k = 0. Thus only (1.2) is relevant.
It is readily solved to yield as the energy density
e(x, t) =
∫
T3
dk δ(x− t 1
2π
∇ω(k)) = t−3
∫
T3
dk δ(x
t
− 1
2π
∇ω(k)) (2.17)
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Figure 2: First three panels: Snapshots of the energy density |ψ+(γ, t)|2 in the plane
γ3 = 0 at t = 0.1/ε, t = 0.3/ε and t = 0.95/ε, ε =
1
128
, with initial data and elastic
constants as in Fig. 1. The plot is of the logarithm of the density, with all values
less than a fixed cut-off shown white. Last panel: Plot of the restriction to the plane
x3 = 0 of the singular set of the solution to the transport equation (1.2) with the
corresponding macroscopic initial data. As the solution is scale-invariant, no explicit
length scale has been denoted.
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Evaluating such integrals has been considered, for instance, in Sec. 6.4 of [1]. |∇ω(k)|
has its maximum near the point of discontinuity of the gradient, at k = 0. This
defines the outer circle outside which the solution must be zero. Inside the circle,
the solution has a finite density, apart from points which correspond to values of k
for which the Hessian of ω is not invertible. We have computed the positions of such
points using Mathematica, and plotted the result in the last panel in Fig. 2. For a
reader interested in the details of the computation, we point out that considering the
case x3 = 0 simplifies the problem, as it implies that either k3 = 0 or k3 =
1
2
.
We are interested in the limiting behavior of eε[u(t/ε), u˙(t/ε)], as ε tends to 0.
Since the velocity of the waves with wave vector k depends on k it is necessary to
work with an object that encodes the density of waves with wave vector k ∈ T3 at
x ∈ R3. This job is conveniently done by the Wigner-transform. In order to avoid
certain technical difficulties we are going to define our Wigner-transform only in the
sense of distributions, i.e., via a duality principle.
First we introduce the space of Schwartz functions.
Definition 2.3 Let Sd = S(Rd) denote the Schwartz space, and ‖ · ‖Sd,N the corre-
sponding N :th Schwartz norm. Explicitly, with α denoting an arbitrary multi-index
and with 〈x〉 = √1 + x2, then
‖f‖Sd,N = sup
x∈Rd
max
|α|≤N
|〈x〉N∂αf(x)|. (2.18)
We also employ the shorthand notation S = S3.
To extract the relevant weak limits from the sequence ψε as ε tends to 0 we have to
specify a space of suitable test functions. Since we want to track the evolution of
three different kinds of lattice vibrations (short-, medium- and long-wavelength) we
require a somewhat involved and non-standard notion of multiscale test functions.
Definition 2.4 We call a test function a ∈ C(∞)(R3 × T3 × R3) admissible, if it
satisfies the following properties:
1. supk,q,|α|≤N ‖∂αa(·, k, q)‖S,N <∞, for all N ≥ 0,
2. q 7→ a(x, k, q) is constant for all |k|∞ ≥ 14 and x ∈ R3.
3. There is a function b ∈ C(∞)(R3 × T3 × S2) such that for any N ≥ 0
sup
|q|≥R,k∈T3
‖a(·, k, q)− b(·, k, q
|q|
)‖S,N → 0, when R→∞. (2.19)
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The first condition can be summarized as follows: we assume the test-functions to be
Schwartz in x and smooth with bounded derivatives in k and q. The above require-
ments are not minimal. The second condition is only needed in order to guarantee
that k 7→ a(x, k, k/ε) would always be smooth on T3. Also, taking arbitrarily large
N in the last step is not necessary, most likely N = d+ 3 = 6 would suffice.
Having the notion of admissible test functions at our disposal we can define the
central object of this paper: the Wigner transform.
Definition 2.5 Let ψ ∈ ℓ2(Z3). We define the lattice Wigner transform W ε[ψ] at
scale ε > 0 by
〈a,W ε[ψ]〉 =
∫
R3
dp
∫
T3
dk aˆ(p, k, k
ε
) ψˆ(k − εp
2
)ψˆ(k + εp
2
), (2.20)
where a is an admissible test function and aˆ = Fx→pa, i.e.,
aˆ(p, k, q) =
∫
R3
dx e−2πip·xa(x, k, q). (2.21)
The L2-Wigner transform W
(ε)
cont
[φ] of a function φ ∈ L2(R3) at the scale ε > 0 is
given by the distribution
b 7→ 〈b,W (ε)
cont
[φ]〉 =
∫
R3×R3
dp dq bˆ(p, q) φˆ(q − εp
2
)φˆ(q + εp
2
) (2.22)
for all b ∈ S(R3, C(∞)(R3)), and with bˆ = Fx→pb.
The test-function space S(R3, C(∞)(R3)) used above to define Wcont is obtained via
the family of seminorms pN(b) = sup|α|,|x|,|q|≤N |〈x〉NDαb(x, q)| with b ∈ C(∞)(R3 ×
R3). This is a Fre´chet-space, and Wcont[φ] is a continuous functional on it for any
φ ∈ L2(R3), as the following estimate reveals:
|〈b,W (ε)cont[φ]〉| ≤ sup
p,q
|〈p〉4bˆ(p, q)| ‖φ‖2
∫
R3
dp 〈p〉−4. (2.23)
Although S6 is not dense in this test-function space, it is nevertheless enough to know
howWcont acts on it. More precisely, ifWi = W
(ε)
cont[φi], i = 1, 2, and 〈b,W1〉 = 〈b,W2〉
for all b ∈ S6, thenW1 =W2. This follows straightforwardly from an estimate similar
to (2.23) using smooth cutoff functions to cut out the infinity of the q-variable. In
addition, we will also need the property that, if b(x, q) = f(x), with f ∈ S3, then
〈b,W (ε)cont[φ]〉 =
∫
R3
dxf(x)|φ(x)|2. (2.24)
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That is, at least formally,
∫
R3
dqW
(ε)
cont[φ](x, q) = |φ(x)|2.
In [7] the Wigner transform of a lattice state was defined as a distribution W εlatt ∈
S ′(R3 × T3). The above definition is simply a refinement of this definition: formally
for any ψ
W ε(x, k, q) = δ
(
q − k
ε
)
W εlatt(x, k). (2.25)
This follows immediately from Eq. (B.6) of [7], after one realizes that if a is an
admissible test function, then (x, k) 7→ a(x, k, k/ε) belongs to S(R3 × T3) for any
ε > 0. This identification immediately allows us to use the results in [7] and to prove
that many of the basic properties of the usual Wigner transform carry over to the
multi-scale Wigner transform. Particularly important for us is the following relation:
Proposition 2.6 For any f ∈ S(R3), the test function af (x, k, q) = f(x) is admis-
sible, and for all ε > 0 and for all (u, v) ∈ X,
〈f, eε〉 = 〈af ,W ε[ψ]〉 (2.26)
where eε = eε[u, v] and ψ = ψ+[u, v].
Proof: By inspection, we find that a is a well-defined test-function, and ψ ∈ ℓ2. Then,
by the above mentioned relation, 〈af ,W ε[ψ]〉 = 〈Jf ,W εlatt[ψ]〉 with Jf(x, k) = f(x).
On the other hand, it follows directly from the definition of W εlatt (equation (B.2) in
[7]) that
〈Jf ,W εlatt[ψ]〉 =
∑
γ,γ′∈Z3
ψ(γ)ψ(γ′)
∫
T3
dk e2πik·(γ
′−γ)f(ε(γ′ + γ)/2)
=
∑
γ∈Z3
f(εγ)|ψ(γ)|2 = 〈f, eε〉. (2.27)
This proves (2.26). ✷
The above Proposition can be formally summarized by the formula
eε(x) =
∫
T3
dk
∫
R3
dq W ε[ψ](x, k, q) (2.28)
which implies also (in the sense of choosing any suitable test-function sequence ap-
proaching pointwise 1)∫
R3×T3×R3
dx dk dq W ε[ψ](x, k, q) = ‖ψ‖2ℓ2(Z3). (2.29)
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As noted earlier, analogous results hold for the L2-Wigner transform. Let us also
remark here that, if the sequence W εlatt[ψ
ε](·, ·) converges, then the limit is given by a
non-negative Radon-measure [7]. The results of the next section will show that also
W εlatt[ψ
ε](·, ·/ε) has such a limit property.
3 Main results
The macroscopic evolution is obtained by sending ε to 0. Our objective is to char-
acterize the asymptotic behavior of the Wigner function W ε[ψε]. The limit strongly
depends on the dispersion relation ω. We will consider here regular acoustic disper-
sion relations, keeping in mind that in the case of a scalar field and nearest neighbor
interactions in Z3 the dispersion relation ω is given by (2.11) which is regular acoustic
with ω0(q) = 2π|q|. The main achievement of this paper is that complicated assump-
tions concerning the concentrations of the Wigner transform W ε in wave-number
space as ε tends to 0 are no longer needed. The only remaining requirements are
boundedness and tightness of the sequence of initial excitations.
Assumption 3.1 We consider a sequence of values ε > 0 such that ε→ 0. For each
ε in the sequence we assume that there is given an initial data vector ψε0 ∈ ℓ2(Z3)
such that
1. supε ‖ψε0‖ <∞.
2. The sequence ψε0 is tight on the scale ε
−1:
lim
R→∞
lim sup
ε→0
∑
|γ|>R/ε
|ψε0(γ)|2 = 0. (3.1)
After these preparations we are in a position to state our result. The main point
is that if ω is a regular acoustic dispersion relation the asymptotic behavior of the
energy density is characterized by precisely three different objects: the weak limit
(macroscopic waves), the H-measure (short macroscopic waves) and the Wigner mea-
sure (microscopic waves) and no assumption concerning energy concentrations except
those stated in Assumption 3.1 are required.
Theorem 3.2 Let ψε0 ∈ ℓ2(Z3) be a sequence which satisfies Assumption 3.1. Let ω
be a regular acoustic dispersion relation and define ψεt ∈ ℓ2(Z3) for all t ∈ R by the
formula
ψˆεt (k) = e
−itω(k)ψˆε0(k). (3.2)
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Let also T3∗ = T
3 \ {0}. Then there are positive, bounded Radon measures µ0, µH0 on
R3 × T3∗ and R3 × S2, respectively, a function φ0 ∈ L2(R3) and a subsequence (not
relabeled) such that for all admissible test functions a and t ∈ R,
lim
ε→0
〈a,W ε[ψεt/ε]〉 =
∫
R3×T3∗
dµt(x, k) b(x, k,
k
|k|
) (3.3)
+
∫
R3×S2
dµHt (x, q) b(x, 0, q) + 〈a0,W (1)cont[φt]〉 ,
where b(x, k, q) = limR→∞ a(x, k, Rq) for |q| = 1, a0(x, q) = a(x, 0, q), and φt, µt and
µHt are given by
φˆt(q) := e
−itω0(q)φˆ0(q), (3.4)∫
R3×T3∗
a(x, k) dµt(x, k) :=
∫
R3×T3∗
a(x+ t 1
2π
∇ω(k), k) dµ0(x, k), (3.5)∫
R3×S2
b(x, q) dµHt (x, q) :=
∫
R3×S2
b(x+ t 1
2π
∇ω0(q), q) dµH0 (x, q) . (3.6)
Moreover, for all t the energy equality
lim
ε→0
‖ψε0‖2 = µt(R3 × T3∗) + µHt (R3 × S2) + ‖φt‖2L2(R3) (3.7)
holds.
Remark 3.3 It is immediate from the definition that φ, µ and µH are weak solutions
of the set of decoupled linear transport equations (1.2–1.4).
The proof of Theorem 3.2 also shows that the subsequences which are extracted in the
statement of the theorem can be characterized by a simple condition. In particular,
the initial state of the wave-equation, φ0, is determined as the weak-L
2(R3) limit of
the sequence of the functions (φε0) with Fourier-transforms
φˆε0(q) =
{
ε
3
2 ψˆε0(εq) if ‖q‖∞ ≤ 12ε ,
0 otherwise.
(3.8)
The exact characterization is contained in the following Corollary whose proof will
be given in Section 5.
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Corollary 3.4 Let (ψε0) be a sequence which satisfies Assumption 3.1. Suppose that
φε0 converges weakly to φ0, and that limε→0〈a,W ε[ψε0]〉 exists for every admissible
testfunction a. Then there are unique positive, bounded Radon measures µ0, µ
H
0 on
R3 × T3∗ and R3 × S2, respectively, such that for every admissible testfunction a
lim
ε→0
〈a,W ε[ψε0]〉 =
∫
R3×T3∗
dµ0(x, k) b(x, k,
k
|k|
) (3.9)
+
∫
R3×S2
dµH0 (x, q) b(x, 0, q) + 〈a0,W (1)cont[φ0]〉 ,
where a0 and b are defined as in Theorem 3.2. In addition, then (3.3) holds for all
t ∈ R along the original sequence ε with the initial macroscopic data determined by
the triplet (µ0, µ
H
0 , φ0).
The measure µH is closely related to H-measures which have been introduced in the
context of oscillatory solutions of partial differential equations by L. Tartar [2] and
P. Ge´rard [3]. The precise nature of the connection of between µH and H-measures
is irrelevant for the purpose of this paper, but for the convenience of the reader we
include a brief discussion.
Definition 3.5 (H-measures) Let φε ∈ L2(Rd) be a sequence which converges
weakly to 0 as ε → 0 and let ν ∈ M+(Rd × Sd−1) be a nonnegative Radon mea-
sure. If
lim
ε→0
∫
Rd
Fx→q(a1φε)Fx→q(a2φε)ψ( q|q|) dk =
∫
Rd
∫
Sd−1
dν(x, q) a1(x)a2(x)ψ(q)
for all a1, a2 ∈ C∞c (Rd) and ψ ∈ C(Sd−1), then ν is the H-measure generated by the
sequence φε.
The connection between µH and H-measures is established by the following
Proposition 3.6 Let φε ∈ L2(Rd) be a tight sequence converging weakly to 0 as
ε→∞ such that
lim
ρ→0
lim
ε→0
∫
ε|k|≥ρ
dk |φˆε(k)|2 = 0. (3.10)
If φε generates an H-measure ν as ε→ 0 and a is an admissible testfunction, then
lim
ε→0
∫
R3
dx
∫
R3
dq aˆ(p, εq, q) φˆε(q − p
2
)φˆε(q + p
2
) =
∫
R3×S2
dν(x, q) a(x, 0, q). (3.11)
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Proof: See [14] ✷
Note that we will never assume that φε converges weakly to 0, hence we cannot define
the H-measure associated to φε. Moreover, unlike the H-measure ν the measure µH
does not take the contribution of oscillations with wavelength 1/ε into account. For
these reasons µH differs from ν in general.
4 Proof of Theorem 3.2
Let a be an admissible testfunction and consider a fixed t ∈ R, when we need to
inspect the ε→ 0 limit of
〈a,W ε[ψεt/ε]〉 =
∫
R3
dp
∫
T3
dk aˆ(p, k, k
ε
) e−i
t
ε(ω(k+ε
p
2
)−ω(k−ε p
2
)) ψˆε0(k − εp2) ψˆε0(k + εp2) .
(4.1)
First we identify the function φ0 which contains the contributions of the long-wave
excitations. Let φˆε0 be defined by (3.8). Since lim supε→0 ‖φˆε0‖L2 = lim supε→0 ‖ψε0‖ℓ2
is bounded by Assumption 3.1 there exists a subsequence and a function φ0 ∈ L2(R3)
such that φε0 converges weakly to φ0 in L
2(R3).
Using a localization function χ which will be specified later we split the rhs of
(4.1) into three parts and an error term so that the contributions short-, medium-
and long-wave excitation can be analyzed separately:
I> =
∫
R3
dp
∫
T3
dk aˆ(p, k, k
ε
) e−i
t
ε(ω(k+ε
p
2
)−ω(k−ε p
2
)) ψˆε0(k − εp2) ψˆε0(k + εp2)(1− χ),
IH< =
∫
R3
dp
∫
T3
dk aˆ(p, k, k
ε
) e−i
t
ε(ω(k+ε
p
2
)−ω(k−ε p
2
)) (ψˆε0(k − εp2)− ε−
3
2 φˆ0(
k
ε
− p
2
))
× (ψˆε0(k + εp2)− ε−
3
2 φˆ0(
k
ε
+ p
2
))χ,
Iwv< = ε
−3
∫
R3
dp
∫
T3
dk aˆ(p, k, k
ε
) e−i
t
ε(ω(k+ε
p
2
)−ω(k−ε p
2
)) φˆ0(
k
ε
− p
2
) φˆ0(
k
ε
+ p
2
)χ,
R = I − I> − IH< − Iwv< .
The definition of R implies that
〈a,W ε[ψεt/ε]〉 = I> + IH< + Iwv< +R. (4.2)
To localize the oscillations in Fourier-space we need smooth cutoff-functions.
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Definition 4.1 Let f ∈ C(∞)(R, [0, 1]) denote a fixed function which is symmetric,
f(−x) = f(x), strictly monotonically decreasing on [1, 2], and
f(x) =
{
1 if |x| ≤ 1,
0 if |x| ≥ 2. (4.3)
We define further ϕ ∈ C(∞)(R3, [0, 1]) by ϕ(k) = f(|k|).
Let 0 < ρ ≤ 1
4
be arbitrary and set χ(k) = ϕ
(
k+
ρ
)
ϕ
(
k−
ρ
)
where k± = k± εp2 . We
will continue to use this shorthand notation, under the tacit assumption that k± is
always really a function of k and εp. All four terms depend on ε and ρ, although we
do not denote this explicitly in general.
The first term containing 1− χ in (4.2) is zero, if |k±| ≤ ρ, while the remainder is
zero, if |k+| or |k−| ≥ 2ρ. Thus the chosen decomposition splits the integration over
k and p into “large”, “intermediate” and “small” wave numbers. We will demonstrate
that the following convergences hold: there is a sequence of ρ and a subsequence of
ε such that
lim
ρ→0
lim
ε→0
I> =
∫
R3×T3∗
dµt(x, k) b(x, k,
k
|k|
), (4.4)
lim
ρ→0
lim
ε→0
IH< =
∫
R3×S2
dµHt (x, q) b(x, 0, q), (4.5)
lim
ρ→0
lim sup
ε→0
∣∣∣Iwv< − 〈a0,W (1)cont[φt]〉∣∣∣ = 0, (4.6)
lim
ρ→0
lim sup
ε→0
|R| = 0. (4.7)
Clearly, equations (4.4 - 4.7) imply (3.3).
Large wave numbers.
We split I> further into two parts using
1− ϕ
(
k−
ρ
)
ϕ
(
k+
ρ
)
= 1− ϕ
(
k
ρ
)2
+
(
ϕ
(
k
ρ
)
− ϕ
(
k+
ρ
))
ϕ
(
k
ρ
)
+
(
ϕ
(
k
ρ
)
− ϕ
(
k−
ρ
))
ϕ
(
k+
ρ
)
. (4.8)
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Letting hρ(k) = 1 − ϕ
(
k
ρ
)2
, which is a smooth function, the integral then becomes
I> = I
1
> + R1, where
I1> =
∫
R3
dp
∫
T3
dk aˆ(p, k, k
ε
)hρ(k) e
−i t
ε(ω(k+ε
p
2
)−ω(k−ε p
2
)) ψˆε0(k − εp2) ψˆε0(k + εp2) . (4.9)
The remainder R1 can be estimated using |ϕ| ≤ 1 and
ϕ
(
k±
ρ
)
− ϕ
(
k
ρ
)
= ± ε
2ρ
∫ 1
0
ds p · ∇ϕ
(
1
ρ
(k ± s ε
2
p)
)
, (4.10)
which yield the bound, with a universal constant C,
|R1| ≤ C ερ sup
k,q
‖a(·, k, q)‖S,d+2‖ψˆε0‖2‖∇ϕ‖∞. (4.11)
Therefore, there is a constant c′ such that |R1| ≤ c′ε/ρ and thus R1 → 0 when ε→ 0
for all ρ.
We then consider I1>. The presence of hρ guarantees that the integrand is zero
unless |k| ≥ ρ. Thus we can change aˆ(p, k, k/ε) to bˆ(p, k, k/|k|) in the integrand with
an error R2 bounded by
|R2| ≤ C sup
k,|q|≥ρ/ε
‖a(·, k, q)− b(·, k, q
|q|
)‖S,d+1‖ψˆε0‖2 (4.12)
where C is a universal constant. Therefore, the assumptions imply that R2 → 0
when ε→ 0 for all ρ. On the other hand, for |k| ≥ ρ and |p| < ρ/ε, inequality (A.2)
implies that ∣∣1
ε
(
ω(k + εp
2
)− ω(k − εp
2
)
)− p · ω(k)∣∣ ≤ C3ε |p|2|k| ≤ C3 ερ |p|2. (4.13)
Therefore, using the estimate |eix − eiy| ≤ min(|x − y|, 2), valid for all x, y ∈ R,
we find that we can further change the t-dependent exponential in the integrand to
e−itp·∇ω(k) with a error R3 bounded by
|R3| ≤ C sup
k,q
‖b(·, k, q)‖S,d+3
(
ε
ρ
|t|+
∫
|p|≥ρ/ε
dp〈p〉−d−3
)
(4.14)
for some constant C. Therefore, also limε→0R3 = 0 for all ρ. In summary, I
1
> =
I2> +R2 +R3, where R2, R3 are negligible, and
I2> = I
2
>(ε, ρ) =
∫
R3
dp
∫
T3
dk bˆ(p, k, k
|k|
)hρ(k)e
−itp·∇ω(k) ψˆε0(k − εp2) ψˆε0(k + εp2) .
(4.15)
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Let us for a moment consider the lattice Wigner transform W εlatt of ψ
ε
0, as defined
in [7]. As pointed out after Definition 2.5, then for any testfunction f ∈ S(R3×T3),
we get an admissible test-function by the formula af(x, k, q) = f(x, k) and then also
〈f,W εlatt〉 = 〈af ,W ε[ψε0]〉. Since ψε0 is a norm-bounded sequence, the sequence W εlatt
is weak-∗ bounded, and thus there is W 0latt ∈ S ′(R3 × T3) and a subsequence along
which W εlatt
∗
⇀ W 0latt.
Since the sequence ψε0 is by assumption also tight on the scale ε
−1, we can then
apply Theorems B.4 and B.5 of [7] and conclude that W 0latt is given by a positive,
bounded Radon measure µ on R3 × T3 such that for all continuous functions f ∈
C(T3) and p ∈ R3,
lim
ε→0
∫
T3
dk f(k)ψˆε0(k − εp2) ψˆε0(k + εp2) =
∫
R3×T3
dµ(x, k) f(k)e−2πip·x. (4.16)
As∇ω(k) and k/|k| are continuous apart from k = 0, the function k 7→ hρ(k)bˆ(p, k, k|k|)e−itp·∇ω(k)
is everywhere continuous for all ρ > 0 and p ∈ R3. Therefore, by the dominated con-
vergence theorem, for all ρ we find
lim
ε→0
I2> =
∫
R3
dp
∫
R3×T3
dµ(x, k) bˆ(p, k, k
|k|
)hρ(k)e
−2πip·(x+t∇ω(k)(2π)−1)
=
∫
R3×T3
dµ(x, k) hρ(k)b(x+ t
1
2π
∇ω(k), k, k
|k|
) . (4.17)
When ρ→ 0, the integrand approaches pointwise b(x+ t 1
2π
∇ω(k), k, k
|k|
) apart from
k = 0, when the limit is 0. Therefore, by the dominated convergence theorem
lim
ρ→0
∫
R3×T3
dµ(x, k) hρ(k)b(x+ t
1
2π
∇ω(k), k, k
|k|
)
=
∫
R3×T3∗
dµ(x, k) b(x+ t 1
2π
∇ω(k), k, k
|k|
) =
∫
R3×T3∗
dµt(x, k) b(x, k,
k
|k|
). (4.18)
where we have defined the bounded, positive Radon measure µt using µ0 = µ|R3×T3∗
in the formula (3.5). We have shown that equation (4.4) holds.
Small wave-numbers and the remainder
After a change of variables q = k
ε
one obtains that
Iwv< =
∫
R3
dp
∫
T3/ε
dq aˆ(p, εq, q) e−i
t
ε
(ω(εq+)−ω(εq−)) φˆ0(q−) φˆ0(q+)ϕ(
εq+
ρ
)ϕ( εq−
ρ
) ,
(4.19)
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where q± = q ± p2 . We can immediately replace the integration region for the q-
integral by R3. To see this, note that the integrand is zero, unless |q ± p
2
| ≤ 2ρ
ε
for
both signs. Since 2q = q+ + q−, this can happen only if also |q| ≤ 2ρε ≤ 12ε , which
implies that the integrand is zero if ‖q‖∞ > 12ε .
However, if |εq| ≤ 2ρ, then
|aˆ(p, εq, q)− aˆ(p, 0, q)| ≤ sup
k
|∇kaˆ(p, k, q)| 2ρ, (4.20)
and thus we can replace in the integrand the function aˆ(p, εq, q) by aˆ(p, 0, q), with an
error R′1 which is bounded by Cρ with a constant C independent of ε and ρ. Thus
we only need to consider the integral
I1< =
∫
R3
dp
∫
R3
dq aˆ(p, 0, q) e−i
t
ε
(ω(εq+)−ω(εq−)) F ε,ρ(q−)F
ε,ρ(q+), (4.21)
where F ε,ρ(q) = φˆ0(q)ϕ(
εq
ρ
). Next we use estimate (A.3), which implies that, if now
|p| ≤ 1
2ε
, then ∣∣1
ε
(ω(εq+)− ω(εq−))− ω0(q+) + ω0(q−)
∣∣ ≤ C4ε|p| |q| . (4.22)
Following the same argument as earlier, we can then conclude that the t-dependent
exponential can be changed to e−it(ω0(q+)−ω0(q−)), with an error R′2 which satisfies the
estimate
|R′2| ≤ C sup
q
‖a(·, 0, q)‖S,d+2
(
|t|ρ+
∫
|p|≥(2ε)−1
dp 〈p〉−d−2
)
. (4.23)
Thus limρ→0 lim supε→0 |R′2| = 0 for all t. Finally, we need to change F ε,ρ to φ0, with
an error R′3 which can be bounded by C‖F ε,ρ − φ0‖. Since the bound goes to zero
when ε→ 0 and
Iwv< =
∫
R3
dp
∫
R3
dq aˆ(p, 0, q) e−it(ω0(q+)−ω0(q−)) φˆ0(q−)φˆ0(q+) +R
′
1 +R
′
2 +R
′
3, (4.24)
equation (4.6) has been established.
Similar estimates can be employed to demonstrate the vanishing of the remainder,
equation (4.7). From the definition of R we get
R =
∫
R3
dp
∫
T3/ε
dq aˆ(p, εq, q) e−i
t
ε
(ω(εq+)−ω(εq−))
(
φˆε0(q−)− φˆ0(q−)
)
φˆ0(q+)
× ϕ( εq+
ρ
)ϕ( εq−
ρ
) +
∫
R3
dp
∫
T3/ε
dq aˆ(p, εq, q) e−i
t
ε
(ω(εq+)−ω(εq−))
× φˆ0(q−)
(
φˆε0(q+)− φˆ0(q+)
)
ϕ( εq+
ρ
)ϕ( εq−
ρ
). (4.25)
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We then apply the above estimates to remove the ε-dependence from all other terms
in the integrands, apart from the differences φˆε0 − φˆ0. The error has a bound which
vanishes when ρ→ 0. We are then left with∫
R3
dη
∫
R3
dξ aˆ(η − ξ, 0, 1
2
(η + ξ)) e−it(ω0(η)−ω0(ξ))
(
φˆε0(ξ)− φˆ0(ξ)
)
φˆ0(η)
+
∫
R3
dη
∫
R3
dξ aˆ(η − ξ, 0, 1
2
(η + ξ)) e−it(ω0(η)−ω0(ξ)) φˆ0(ξ)
(
φˆε0(η)− φˆ0(η)
)
, (4.26)
which vanishes as ε→ 0, since φε0 converges weakly to φ0. This establishes (4.7).
Intermediate wave-numbers
Changing coordinates q = k
ε
yields that
IH< =
∫
R3
dp
∫
T3/ε
dq aˆ(p, εq, q) e−i
t
ε
(ω(εq+)−ω(εq−)) fˆ ε,ρ(q−)fˆ
ε,ρ(q+) ,
where fˆ ε,ρ(q) = ϕ
(
εq
ρ
)
(φˆε0(q) − φˆ0(q)). Let M > 0 be arbitrary. We split off the
values |p| > M from the integral defining I3<. The difference R′4 = R′4(ε, ρ,M) can
be bounded by C
∫
|p|>M
dp 〈p〉−d−1 and thus limM→∞ supρ,ε |R′4| = 0. We divide the
remaining integral over |p| ≤M further into two parts using the identity
1 = ϕ˜
(
q−
2M
)
ϕ˜
(
q+
2M
)
+ 1− ϕ˜ ( q−
2M
)
ϕ˜
(
q+
2M
)
, (4.27)
where ϕ˜ = 1 − ϕ. If |q| ≥ 5M , then |q±| ≥ 4M and the second part is zero. It can
be checked by inspection that the sequence (f ε,ρ)ε is bounded and tight, and it has a
weak limit zero. Of these properties only the tightness is non-obvious, but this can
also be easily deduced from the formula
f ε,ρ(x) = ρ3ε−3/2
∑
γ∈Z3
ψε0(γ)ϕˆ(ρ(γ − 1εx))−
∫
R3
dy φ0(x+
ε
ρ
y)ϕˆ(y). (4.28)
Therefore, by Lemma A.2, limε→0 ‖fˆ ε,ρ‖L2(B6M ) = 0 for all M, ρ. This implies that
the contribution of the second term, denoted by R′5, satisfies limε→0 |R′5| = 0 for all
M, ρ.
We are thus a left with
I4< =
∫
|p|≤M
dp
∫
R3
dq aˆ(p, 0, q) e−it(ω0(q+)−ω0(q−)) gˆε,ρ,M(q−)gˆ
ε,ρ,M(q+), (4.29)
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where gˆε,ρ,M(q) = ϕ˜
(
q
2M
)
fˆ ε,ρ(q) and the integrand can be non-zero only for |q| ≥M .
We thus only need to consider |q| ≥M and |p| ≤M . First we replace in the integrand
aˆ(p, 0, q) by bˆ(p, 0, qˆ), qˆ = q
|q|
, with an error R′6 which is bounded by
|R′6| ≤ C sup
k,|q|≥M
‖a(·, k, q)− b(·, k, q
|q|
)‖S,d+1 (4.30)
for some constant C. Then we change e−it(ω0(q+)−ω0(q−)) to e−itp·∇ω0(qˆ) with an error,
R′7 which can be estimated using (A.4) which proves that there is a constant C such
that
|R′7| ≤ C |t|M sup
k,q
‖b(·, k, q)‖S,d+3. (4.31)
Therefore, I4< = I
5
< +R
′
6 +R
′
7, where
I5< =
∫
|p|≤M
dp
∫
R3
dq bˆ(p, 0, qˆ) e−itp·∇ω0(qˆ) gˆε,ρ,M(q−)gˆ
ε,ρ,M(q+). (4.32)
and limM→∞ supρ,ε |R′6 +R′7| = 0 for all t.
Let
bt(x, qˆ) = b(x+ t
1
2π
∇ω0(qˆ), 0, qˆ). (4.33)
Then bt ∈ S(R3 × S2), and it has an extension to a function Jt ∈ S6, i.e., there is Jt
such that Jt(x, q) = bt(x, q) for all |q| = 1. On the other hand, then
I5< =
∫
|p|≤M
dp
∫
R3
dq bˆt(p, qˆ) gˆε,ρ,M(q−)gˆ
ε,ρ,M(q+) = 〈Jt,Λε,ρ,M〉 (4.34)
where Λε,ρ,M ∈ S ′6 denotes the distribution
J 7→ 〈J,Λε,ρ,M〉 =
∫
|p|≤M
dp
∫
R3
dq Jˆ(p, qˆ) gˆε,ρ,M(q−)gˆ
ε,ρ,M(q+). (4.35)
Clearly, each Λε,ρ,M has support in R3 × S2, and there is a constant C such that
for all J, ε, ρ,M
|〈J,Λε,ρ,M〉| ≤ C‖gˆε,ρ,M‖2‖J‖S,d+1. (4.36)
However, since we have ‖gˆε,ρ,M‖ ≤ ‖fˆ ε,ρ‖, where ‖fˆ ε,ρ‖ is bounded in ε, Banach-
Alaoglu theorem implies that the family (Λε,ρ,M)ε,ρ,M belongs to a weak-∗ sequentially
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compact set. Therefore, for every ρ,M there is a subsequence of (ε) and Λρ,M such
that Λε,ρ,M
∗
⇀ Λρ,M along this subsequence. In addition, for every ρ there is Λρ and
a sequence of integers M such that Λρ,M
∗
⇀ Λρ along this sequence. Finally, there is
Λ ∈ S ′6 and a sequence of integers N ≥ 4 such that for ρ = 1N , Λρ
∗
⇀ Λ.
All of the above distributions clearly must have support on R3×S2. We will soon
prove that, in addition, for all f ∈ S6 and ρ
〈|f |2,Λρ〉 ≥ 0. (4.37)
This implies then that also 〈|f |2,Λ〉 ≥ 0. Therefore, by the Bochner-Schwartz the-
orem, there is a positive Radon measure µH on R6 such that for all testfunctions
J , 〈J,Λ〉 = ∫ µH(dx, dk) J(x, k). Since also µH must have support on R3 × S2, we
can thus identify it with a positive Radon measure µH0 on R
3 × S2. By considering
testfunctions J(x, k) = e−δ
2x2 in the limit δ → 0, it is also clear that µH0 must be
bounded. We then define the positive, bounded Radon measures µHt , t ∈ R, by the
formula (3.6). It follows from the construction of µHt that equation (4.5) holds along
the above sequences ρ, ε.
The main missing ingredient is provided by the following Lemma
Lemma 4.2 For p, q ∈ R3, let us denote q± = q ± p2 , qˆ± = q±/|q±|, and qˆ = q/|q|.
There is a constant C such that for all q, q′ ∈ R3, and f ∈ S6∣∣∣∣
∫
R3
dx e−2πip·xf(x, q′)f(x, q)
∣∣∣∣ ≤ C〈p〉−d−1‖f‖2S,d+1. (4.38)
If, in addition, |q| ≥ M and |p| ≤M , then also∣∣∣∣Fx→p(|f |2)(p, qˆ)−
∫
R3
dx e−2πip·xf(x, qˆ+)f(x, qˆ−)
∣∣∣∣ ≤ 1MC〈p〉−d−1‖f‖2S,d+2. (4.39)
Before proving the lemma we demonstrate that it implies inequality (4.37). Let then
f ∈ S6 be arbitrary. Define q±, qˆ± as in Lemma 4.2, except that let here also 0ˆ = 0,
and let
Iε,ρ,M,f =
∫
R3
dp
∫
R3
dq
[∫
R3
dx e2πip·xf(x, qˆ+)f(x, qˆ−)
]
gˆε,ρ,M(q−)gˆ
ε,ρ,M(q+). (4.40)
Note that this integral is well-defined by (4.38). Then, by estimate (4.39) and uniform
boundedness of gε,ρ,M , there is a constant c such that
∣∣〈|f |2,Λε,ρ,M〉 − Iε,ρ,M,f ∣∣ ≤ c‖f‖2S,d+2
(∫
|p|≥M
dp 〈p〉−d−1 + 1
M
)
. (4.41)
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On the other hand, always Iε,ρ,M,f ≥ 0. To see this, consider first the case when
gε,ρ,R ∈ S. Then gˆε,ρ,R ∈ S, and by changing variables from (q, p) to (q+, q−) in
(4.40), and then using Fubini’s theorem to reorder the integrals, we find that
Iε,ρ,M,f =
∫
R3
dx|G(x)|2, with G(x) =
∫
R3
dq e2πiq·xf(x, qˆ)gˆε,ρ,R(q) ∈ L2. (4.42)
Since Iε,ρ,M,f depends L2-continuously on gε,ρ,R this implies that also for general
gε,ρ,R ∈ L2 we have Iε,ρ,M,f ≥ 0. Since the right hand side of (4.41) vanishes if first
ε→ 0 and then M →∞, we must thus also have 〈|f |2,Λρ〉 ≥ 0. This proves (4.37).
The only remaining task is to prove Lemma 4.2. Consider first (4.38). If |p| ≤ 1,
we have trivially a bound∫
R3
dx |f(x, q′)| |f(x, q)| ≤ ‖f‖2S,d+1
∫
R3
dx 〈x〉−2d−2 ≤ c‖f‖2S,d+1. (4.43)
If |p| ≥ 1, we perform N partial integrations in the direction of p, that is in the
direction pˆ = p
|p|
, yielding
∫
R3
dx e−2πip·xf(x, q′)f(x, q) = 1
(2πi|p|)N
∫
R3
dxe−2πip·x(pˆ · ∇)N
(
f(x, q′)f(x, q)
)
.
(4.44)
By the Leibniz rule,
(pˆ · ∇)N
(
f(x, q′)f(x, q)
)
=
N∑
n=0
(
N
n
)
(pˆ · ∇)nf(x, q′)(pˆ · ∇)N−nf(x, q) (4.45)
which is bounded by c′N〈x〉−N‖f‖2S,N . Choosing N = d + 1 then yields (4.38) for
some constant. Adjusting the constant C so that the bound is true also for |p| ≤ 1
proves that (4.38) is valid.
To prove (4.39), consider q, p as required in the Lemma. Let q(s) = q + s
2
p, when
|q(s)| ≥ |q|/2 > 0 for all |s| ≤ 1, and qˆ(s) is thus well-defined and smooth. Therefore,
for any g ∈ S6 and s0 ∈ [−1, 1],
g(x, qˆ(s0))− g(x, qˆ) =
∫ s0
0
ds d
ds
g(x, qˆ(s))
=
∫ s0
0
ds
(
1
2|q(s)|
p− p·qˆ(s)
2|q(s)|
qˆ(s)
)
· ∇qg(x, q)|q=qˆ(s) (4.46)
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implying
|g(x, qˆ±)− g(x, qˆ)| ≤ 2 |p||q| sup
|q|=1
|∇qg(x, q)|. (4.47)
Also for all g1, g2 ∈ S6,
g1(x, qˆ)g2(x, qˆ)− g1(x, qˆ−)g2(x, qˆ+)
= (g1(x, qˆ)− g1(x, qˆ−))g2(x, qˆ) + g1(x, qˆ−) (g2(x, qˆ)− g2(x, qˆ+)) . (4.48)
Following the steps made in the first part of the proof, and replacing the earlier
estimates with the above more accurate ones when necessary, we can conclude that
the constant C can be adjusted so that for these values of q, p also (4.39) holds. This
completes the proof of equation (4.5).
Energy equality
The energy equality (3.7) follows by considering a sequence of testfunctions aδ =
e−δ
2x2 and taking δ → 0. To see this, first note that the right hand side of (3.7)
is clearly independent of t, and thus it is enough to consider t = 0. Thanks to
equation (2.26) and to the tightness of the sequence ψε0 we obtain for this particular
testfunction that
lim
δ→0
lim
ε→0
〈aδ,W ε[ψε0]〉 = lim
δ→0
lim
ε→0
〈aδ, eε〉 = lim
ε→0
‖ψε0‖2
Equation (3.3) implies that
lim
ε→0
〈aδ,W ε[ψε0]〉 =
∫
R3
dx aδ|φ0(x)|2 +
∫
R3
∫
T3
aδ(x) dµ0(x, k) +
∫
R3
∫
S2
aδ(x) dµH0 (x, k).
Sending δ to 0 yields that
lim
ε→0
‖ψˆε0‖2 = ‖φ0‖2L2(R3) + µ0(R3 × T3) + µH0 (R3 × S2),
and the energy equality has been established. This finishes the proof of Theorem 3.2.
5 Proof of Corollary 3.4
Let I0 denote the original sequence of ε, and consider an arbitrary subsequence I of I0.
Since (ψε0)ε∈I then also satisfies Assumption 3.1, we can conclude from Theorem 3.2
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that for every I there is a subsequence I ′ such that (3.3) holds for all t with the
initial conditions given by some triplet (µI , µ
H
I , φI). From the construction of the
subsequence in the proof of Theorem 3.2, we know that φI can be chosen as the weak
limit of φε0 along the subsequence I
′. The first assumption thus implies that we can
always choose φI = φ0. Let us also denote µ0 = µI0 and µ
H
0 = µ
H
I0
, and to prove the
stated uniqueness, we will prove that µI = µ0 and µ
H
I = µ
H
0 for all I.
Consider first an arbitrary a˜ ∈ C(∞)c (R3×T3∗). Let a(x, k, q) = a˜(x, k) for k 6= 0 and
define a(x, 0, q) = 0. Then a is an admissible test-function with a0 = 0 = b(k, 0, q)
and for any subsequence I we thus obtain, using the second assumption∫
R3×T3∗
dµI(x, k) a˜(x, k) = lim
ε∈I
〈a,W ε[ψε0]〉 =
∫
R3×T3∗
dµ0(x, k) a˜(x, k). (5.1)
Such a˜ are dense in Cc(R
3 × T3∗), and thus µI = µ0 on R3 × T3∗.
Consider then an arbitrary b ∈ C(∞)c (R× S2). Let ϕ be a smooth cutoff function
as in Definition 4.1, and define a(x, k, q) = b(x, q/|q|) (1 − ϕ(2q)). Then a is an
admissible testfunction and indeed limR→∞ a(x, k, Rq) = b(x, q) for all |q| = 1. By
the already proven results we then find that for any subsequence I∫
R3×S2
dµHI (x, q) b(x, q) = lim
ε→0
〈a,W ε[ψε0]〉 −
∫
R3×T3∗
dµ0(x, k) b(x,
k
|k|
)
− 〈a0,W (1)cont[φ0]〉 =
∫
R3×S2
dµH0 (x, q) b(x, q) . (5.2)
Therefore, also µHI = µ
H
0 , which concludes the uniqueness part of the proof of the
Corollary.
Finally, define for t 6= 0 the triplet (µt, µHt , φt) using (µ0, µH0 , φ0) as the initial
data. By the above proved uniqueness, for any subsequence I, (3.3) holds along the
subsubsequence I ′. As the right hand side is thus independent of I, this proves that
the limit also holds along the original sequence I0. This completes the proof of the
Corollary.
A Technicalities
The proof of Theorem 3.2 relies on two simple lemmas which are provided here. The
first lemma summarizes several properties of regular acoustic dispersion relations.
Lemma A.1 Let ω be a regular acoustic dispersion relation and recall the definitions
of λ, A0 and ω0. Then the following assertions are true.
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1. ω ∈ C(3)(T3\ {0} ,R).
2. ∇λ(0) = 0 and A0 > 0.
3. There are constants C1, C2 > 0 such that for all |k|∞ ≤ 34 ,
ω(k) ≥ C1|k|, |∇λ(k)| ≤ C2|k| . (A.1)
In addition, ‖∇ω‖∞ <∞.
4. There is C3 such that, if ε > 0, p ∈ R3, and |k|∞ ≤ 12 , with |k| > ε|p|, then
|ω(k + 1
2
εp)− ω(k − 1
2
εp)− εp · ∇ω(k)| ≤ C3ε2 |p|
2
|k|
. (A.2)
5. There is C4 such that, if ε > 0 and p, q ∈ R3 with |p|, ‖q‖∞ ≤ 12ε−1, then for
q± = q ± 12p,
|ω(εq+)− ω(εq−)− ω0(εq+) + ω0(εq−)| ≤ C4ε2|p| |q| . (A.3)
6. There is C5 such that, if p, q ∈ R3 with q 6= 0 and |p| ≤ |q|, then for q± = q± 12p,
|ω0(q+)− ω0(q−)− p · ∇ω0( q|q|)| ≤ C5 |p|
2
|q|
. (A.4)
Proof: The first item is obvious, and the second one follows from the assumptions,
since 0 is a minimum. The second inequality in (A.1) follows by using item 2 and
‖D2λ‖∞ < ∞, when by Taylor expansion |∇λ(k)| ≤ C2|k| for all k ∈ R. To prove
the first inequality, we first note that, by continuity, also ‖D3λ‖∞ <∞. Thus there
is c′ such that for all k ∈ R3
|λ(k)− λ0(k)| ≤ c′|k|3, (A.5)
where λ0(k) =
1
2
k · A0k. Since A0 > 0, there is c > 0 such that λ0(k) ≥ c2k2 for all
k. Thus there is δ′ > 0 such that for all |k| < δ′, we have |1− λ(k)/λ0(k)| ≤ 34 , and
for these k therefore also ω(k) =
√
λ(k)− λ0(k) + λ0(k) ≥ 12
√
λ0(k) ≥ c2 |k|. Since
λ has no zeroes in the complement set, the constant can then be adjusted so that
(A.1) holds for all k with |k|∞ ≤ 34 .
We still need to prove the third property, boundedness of ∇ω. For later use, let
us, more generally, consider a non-negative f ∈ C(2)(R3), q ∈ R3, and k such that
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f(k) 6= 0. Then we have
(q · ∇)
√
f(k) =
1
2
√
f(k)
q · ∇f(k), (A.6)
(q · ∇)2
√
f(k) = − 1
4f(k)3/2
(q · ∇f(k))2 + 1
2
√
f(k)
(q · ∇)2f(k). (A.7)
This implies that there is a constant C such that for all q ∈ R3 and k 6= 0, with
|k|∞ ≤ 34 ,
|q · ∇ω(k)|, |q · ∇ω0(k)| ≤ C|q| , (A.8)
|(q · ∇)2ω(k)|, |(q · ∇)2ω0(k)| ≤ C |q|
2
|k| . (A.9)
In particular, by periodicity therefore ‖∇ω‖∞ <∞.
To prove item 4, consider k, p, ε as in the claim, and define a function f(s) =
ω(k+) − ω(k−) with k± = k ± s12p and s ∈ [−ε, ε]. Then |k±|∞ ≤ 32 |k|∞ and
|k±| ≥ |k| − ε12p ≥ 12 |k| > 0, and thus f belongs to C(3). In particular, f(0) = 0,
f ′(0) = p · ∇ω(k), and
f ′′(s) =
1
2
[ 1
ω(k+)
(p
2
· ∇
)2
λ(k+)− 1
ω(k−)
(p
2
· ∇
)2
λ(k−)
− 1
2ω(k+)3
(p
2
· ∇λ(k+)
)2
+
1
2ω(k−)3
(p
2
· ∇λ(k−)
)2]
. (A.10)
Using item 3, we find that there is C such that this is uniformly bounded by C|p|2/|k|.
Then a Taylor expansion at the origin proves item 4.
Since for all k 6= 0,
ω(k)− ω0(k) =
√
λ(k)−
√
λ0(k) =
λ(k)− λ0(k)√
λ(k) +
√
λ0(k)
, (A.11)
and then also
q · ∇(ω(k)− ω0(k))
=
q · ∇λ(k)− q · ∇λ0(k)
ω(k) + ω0(k)
− (λ(k)− λ0(k))q · ∇ω(k) + q · ∇ω0(k)
(ω(k) + ω0(k))2
. (A.12)
By Taylor expansion at the origin, we find that there is C ′ such that for all q ∈ R3,
|λ(k)− λ0(k)| ≤ C ′|k|3, |q · ∇λ(k)− q · ∇λ0(k)| ≤ C ′|k|2|q|, (A.13)
|(q · ∇)2λ(k)− (q · ∇)2λ0(k)| ≤ C ′|k| |q|2 . (A.14)
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Thus there is also C such that for all q ∈ R3, and |k|∞ ≤ 34 , with k 6= 0,
|q · ∇(ω(k)− ω0(k))| ≤ C|k| |q| , |(q · ∇)2(ω(k)− ω0(k))| ≤ C|q|2. (A.15)
Let us then consider q, p, ε satisfying the assumptions made in the final item. Since
then ‖εq±‖∞ ≤ 34 , we can apply the previous estimates. If p = 0, then q− = q+ and
the bound in (A.3) is trivially valid for any C4. Consider thus p 6= 0, and assume first
that p is not proportional to q. Since then the line segment [0, 1] ∋ s 7→ εq + sεp/2
does not pass through the origin, the function s 7→ ω(εq + sεp/2)− ω0(εq + sεp/2)
is in C(3)([0, 1]). We make a Taylor expansion of this function at s = 0, yielding
ω(εq + εp
2
)− ω0(εq + εp2) = ω(εq)− ω0(εq) + εp2 · (∇ω(εq)−∇ω0(εq)) +R .
(A.16)
Here (A.15) implies |R| ≤ Cε2|p|2, since
R =
∫ 1
0
ds (1− s)
(
εp
2
· ∇
)2
(ω(εq + sεp
2
)− ω0(εq + sεp2)) . (A.17)
This proves that (A.3) holds in this case for some constant C4. In final remaining
case p ∝ q, we choose a direction u orthogonal to q, and use the previous estimate
with p+ δu instead of p for an arbitrary 0 < δ ≤ 1. Since the left hand side of (A.3)
is continuous in δ, the bound must then hold also for δ = 0, proving the validity of
the estimate also in this case.
To prove (A.4), we use the fact that by assumption |q±| ≥ 12 |q| > 0, and thus
denoting qˆ = q/|q|, we get
ω0(q+)− ω0(q−) = |q|
(
ω0(qˆ +
p
2|q|)− ω0(qˆ −
p
2|q|)
)
= p · ∇ω0(qˆ) +R (A.18)
where |R| ≤ C|p|2/|q|. We have thus completed the proof of the Lemma. ✷
The second lemma recalls a well-known fact in Fourier analysis: the Fourier transform
of a bounded and tight sequence of L2 functions converges strongly on compact sets.
For the convenience of the reader we give a proof.
Lemma A.2 Let f ε ∈ L2(Rd) be a bounded and tight sequence of functions such
that f ε ⇀ 0 as ε→ 0. Then
lim
ε→0
‖fˆ ε‖L2(Ω) = 0. (A.19)
for every Ω ⊂ Rd with a finite measure.
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Proof: Choose an arbitrary number β > 0. By tightness of f ε there exists a number
Rβ > 0 such that
lim sup
ε→0
∫
|x|≥Rβ
dx |f ε(x)|2 ≤ β2. (A.20)
Define now
f ε,β(x) =
{
f ε(x) if |x| ≤ Rβ,
0 else.
(A.21)
By the boundedness of f ε,β in L2(Rd) there exists gβ and a subsequence (ε′) such
that f ε
′,β ⇀ gβ in L2(Rd) as ε′ → 0. Estimate (A.20) implies that lim supε→0 ‖f ε −
f ε,β‖2L2(R3) ≤ β2. Since also f ε ⇀ 0, we have
‖gβ‖2 = lim
ε′
|〈gβ, f ε′,β〉| ≤ ‖gβ‖ lim sup
ε→0
‖f ε − f ε,β‖ (A.22)
and, therefore, ‖gβ‖L2(Rd) ≤ β.
Since gβ has support in a ball of radius Rβ, also g
β
1 (x) = −2πixgβ(x) ∈ L2(Rd).
Therefore, gˆβ ∈ H1(Rd), and ∇gˆβ = gˆβ1 . Similarly, also fˆ ε,β ∈ H1(Rd) and it is
straightforward to check that ∇fˆ ε′,β ⇀ ∇gˆβ in L2. Since Ω is assumed to be a
set of finite measure, we have then limε′→0 ‖fˆ ε′,β − fˆβ‖L2(Ω) = 0 (for a proof, see
for instance Theorem 8.6. in [15]). This result yields the following estimate for the
original sequence fˆ ε:
lim sup
ε′→0
‖fˆ ε′‖L2(Ω)
≤ lim sup
ε′→0
‖fˆ ε′ − fˆ ε′,β‖L2(Ω) + lim sup
ε′→0
‖fˆ ε′,β − fˆβ‖L2(Ω) + ‖fˆβ‖L2(Ω) ≤ 2β.
Since β can be arbitrarily small, we obtain that there must be a subsequence ε′′ such
that limε′′→0 ‖fˆ ε′′‖L2(Ω) = 0.
Since the assumptions on the sequence f ε are preserved for subsequences, we can
consider an arbitrary subsequence and apply the above result to it. Then we can con-
clude that for every subsequence there is a subsubsequence along which (A.19) holds.
This implies that the limit (A.19) actually holds also along the original sequence. ✷
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