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Introduction
The classical Classification Theory [She90] deals with a first order theory T , how complicated its models can be, and to which extent they can be characterized by cardinal invariants.
For algebraically closed fields, or for divisible abelian groups, there is such a structure theory. In general, there is a division into theories that have a structure and such for which we have a non-structure theorem.
Consider now vector spaces over a field. Do we have a structure theory? It depends on how you ask the question: We have a structure theory for the vector space over the field, but not necessarily for the field.
Problem: Classify pairs (T, P ) where T is a first order theory and P is a monadic predicate. We want to know how much M |= T is determined by M |P M . So in case T is the two-sorted theory of a vector space over a field, and P is the predicate for the field, we ask how much we can know about a vector space over a field F once F is flixed (obviously, we know quite a bit, especially is the cardinality of the vector space is fixed).
Although at the first glance the problem above may appear close to classical (first order) model theory, this context actually exhibits behavior which is more similar to that of some non-elementary classes (classes of models of a sentence in an infinitary logic, or abstract elementary classes). See e.g. Hart and Shelah [HS90] . An intuitive (iii) We say totally categorical if (ii) holds for all λ.
For our purpose, categorical pairs are the simplest. However, we will deal here with a more general context of stability over P . For example, the class of vector spaces over a field is not categorical in λ the sense of the definition above; still, it is almost categorical, and it would obviously be desirable to develop a general theory that covers this example.
Recall that much of the work in classification theory follows the following general recipe. First, we assume that the theory T (or, more generally, the class of models under investigation) has a particular "bad" model theoretic property: e.g., is unstable. Under this assumption, we prove a non-structure theorem: e.g., T has many nonisomorphic models of some cardinality λ (normally, in many such cardinalities). Since we are ultimately interested in the "good case" -for example, if we are trying to prove an analogue of Morley's Categoricity Theorem, we only care about theories (or classes) with few models -we may assume from now on that T falls on the "right" side of the dividing line: e.g., is stable. This way we can use good properties of stability in order to investigate properties of our class further.
As perhaps should be clear from the title, in this paper we focus on the development of structure theory. In particular, we do not prove any new non-structure results here. However, we do follow "recipe" described above. That is, we recall (mostly from [PS85] and [She86] ) that certain "bad" properties (e.g. instability) imply non-structure, by which we normally mean many non-isomorphic models over P -sometimes only in a forcing extension of the universe, or under mild set-theoretic assumptions. Non-structure theorems become quite hard in this context, so at the moment we are happy with just consistency results. Since we are ultimately interested in absolute properties (e.g., stability, categoricity), there does not seem to be much loss in this approach (although non-structure results in ZF C are definitely on our to-do list). Then we restrict our attention to theories on the "good side" of all the dividing lines, and focus on proving structure results for this case. There is, of course, also a need for better and stronger non-structure theorems, that would "justify" restricting onelsef to even nicer contexts; this is a topic for future work. This paper is organized as follows. In Section 2 we recall non-structure results from [PS85] and make our most basic working assumptions, e..g., every type over P is definable.
In Section 3 we re-visit some basic stability theory over P originally developed in [She86] (but we take it further). We introduce some of the major players necessary for analyzing models over their P -part: complete sets and "good" types, which we call *-types; these are types "orthogonal to P ", that is, types, realizing which does not increase the P -part. We then investigate a notion of rank for *-types, which captures stability over P , and define the concept of a stable set: a set over which there are "few" *-types. Finally we recall a non-structure result from [She86] , which allows us to make a further working assumption: every model of T is a stable set.
In Section 4 we use stability of models in order to obtain quantifier-free definitions for *-types. Then we discuss λ-atomic models, prove several characterizations for stability of sets, define stationarizartion -our version of non-forking (independence) -and examine its basic properties.
In Section 5 we prove the main structure results of the article. In particular, we establish stable amalgamation, symmetry of stationarization over models, and draw several conclusions.
The Gross Non-structure Cases
Convention 2.1. Let T be a complete first order theory, P a monadic predicate in its vocabulary.
possibly with parameters?
If the answer to this question is "no", then, as shown in [PiSh130], for every λ ≥ |T |, I(λ) ≥ Ded(λ) where Ded(λ) = sup{|I| : I is a linear order with dense subset of power λ}. The proof relies on papers by Chang, Makkai, Reyes and Shelah.
Therefore we now assume that the answer to the Question 2.2 is "yes". Furthermore we expand T by the necessary individual constants (maybe working in C eq ) to assume that all relations are parameter-free definable. Note that we only have to add elements in dcl(P C ) inside C eq . If M |= (∃ȳ ∈ P )(∀x)(ψ(x) = θ(x,ȳ)), we define an equivalence relation on tuples of sortȳ as follows:
and expand C eq with names for the equivalence classes.
Remark 2.3. See [PiSh130] for the number of such expansions for models of T . If the new theory is T + , note that I T (λ, N ) = sup{I T + (λ, N + ) : N + an expansion of N as described above}. In particular I T (λ, µ) |T | ≥ I T (λ, µ) ≥ I T + (λ, µ), so our non-structure results are not affected.
We restrict ourselves to ψ-types in order to be able to use compactness arguments. Again, if the answer to this question is "no", then I(λ) ≥ Ded(λ) (see [PS85] ). Both proofs are similar and in fact work for pseudo-elementary classes.
Furthermore, it clearly does not cost us much to assume that T has quantifier elimination (by Morleyzation). Therefore, for the rest of the paper we make the following assumptions:
Hypothesis 2.5. ( Hypothesis 1). T is a complete first order theory with elimination of quantifiers (even to the level of predicates) with no function symbols, P a monadic predicate in the language of T , C is the monster model of T . Furthermore, (i) Subsets P C that are first order definable (in C), are already definable in C|P C without parameters.
(ii) Every type over P C is definable.
From now on we only deal with models of T and appropriate subsets. In fact, we assume that all models are elementary submodels of C, and all sets are subsets of C.
For simplicity we also make the following set theoretic assumption: For arbitrarily large λ, λ <λ = λ (so there are arbitrarily large saturated models.) Note that any conclusion we draw which says something about every λ, this hypothesis can be eliminated.
Completeness and rank
In trying to reconstruct M from M |P M one needs to work with sets A satisfying P M ⊆ A ⊆ M ; such A are complete in the following sense:
. (Analogue to Tarski-Vaught Criterion for being an elementary submodel)
(iii) For a complete set A, let
The following facts follow from the definition and the assumption that T has quantifier elimination: Recall that we call a subset A of C λ-compact if every partial type over A of size < λ is realized in A. We call A compact if it is |A|-compact.
Proof: The direction ⇐ is trivial. For the other direction we construct a model inductively, using Fact 3.2 for the limit stages and the following lemma for the successor stages.
Lemma 3.5. If A is saturated (or just A∩P is |A|-compact) and p(x) is an L(T )-type over A of cardinality < |A|, then there is some p * (x) ∈ S * (A) extending p.
Proof: To prove this we have to show that p is realized by somec ∈ C such that P C ∩ (A ∪c) = P C ∩ A and A ∪c is complete. So we have to extend p in such a way that whatever part of p that can be realized inside P , has to be realized in P ∩ A. This is enough by Remark 3.3.
To do this define inductively for i < |A| and each formula ψ(z,b,x),b ∈ A a consistent L(C)-type p i (x), |p i | < |p| + + |i| + + ℵ 0 and p i increasing continuously making sure that the requirements are met.
By compactness p * = i p i is realized by someā ∈ C. Let B = A ∪ā and note that B is complete and B ∩ P = A ∩ P .
We now show that q in fact is over A ∩ P , so we can also realize q in A ∩ P if only A ∩ P is compact (in |A|). Let θ(z,d) ∈ q, θ ′ (ȳ,z) = θ(z,ȳ), and let tp θ (d/P C ) be defined by ψ(z,ē),ē ⊆ P C . As B is complete, we can assumeē ∈ P ∩ B = P ∩ A. So C |= (∀z ⊆ P )(θ(z,d) ≡ ψ(z,ē)). So the type q(z) is over A ∩ P and we finish.
Included in the last part of the proof is the following fact of interest on its own:
As we want to reconstruct M from P M using some complete A as approximation, it makes sense to look at S * (A) as candidates for types to be realized. Note that for 3.4 we didn't need the saturation of A. So with S * (A) small (A stable), this task appears to be easier, as there is less choice.
Next, we investigate a of rank that "captures" our notion of stability.
Fact 3.7. For any complete A there are Ψ ψ : ψ(x,ȳ) ∈ L(T ) (depending on A) such that for allā ⊆ A, tp ψ (ā/P ∩ A) is definable by Ψ ψ (ȳ,c) for somec ⊆ A ∩ P .
Proof: By compactness, go to a |T | + -saturated model. So, for each ψ we have but finitely many candidates Ψ 1 ψ , . . . , Ψ n ψ (or else, by compactness, there is an undefinable type). As without loss of generality |P C | ≥ 2, we can manipulate these as in [Sh-c,II §2] to an Ψ ψ .
Definition 3.8. For a complete set A, (partial) n-type p(x) (always in L(C)) and sets ∆ 1 , ∆ 2 of formulas ψ(x,ȳ) and cardinal λ we define when R n A (p, ∆ 1 , ∆ 2 , λ) ≥ α. We usually omit n.
(iii) For α = β + 1 and β even: For µ < λ and finite q(x) ⊆ p(x) we can find r i (x) for i ≤ µ such that;
1. Each r i is a ∆ 1 -type over A, 2. For i = j, r i and r j are explicitly contradictory (i.e. for some ψ andc,
The main case for applications will be λ = 2.
Note that the larger R n A (p, ∆ 1 , ∆ 2 , λ), the more evidence there is for the existence of many types q(x) ∈ S * (A) extending p(x). Fact 3.9. (i) The rank R n A (p, ∆ 1 , ∆ 2 , λ) is increasing in ∆ 1 and decreasing in p, ∆ 2 , λ.
The formula θ doesn't really depend on A but has quantifiers ranging on A.
Fact 3.10. Let A be complete, p ∈ S * (A), q * ⊆ p, and assume
Then k is even.
Letc |= p; so A ∪ {c} is complete by the assumption p ∈ S * (A).
, and we are done.
Theorem 3.11. The following are equivalent:
(ii) For every finite ∆ 1 and finite n there are some finite ∆ 2 and finite m such that
Let λ := |A| |T | and assume that for i < λ + there are distinct types p i = tp(c i /A) ∈ S * (A). By Fact 3.9 (ii) for every i < λ + and finite ∆ 1 , ∆ 2 we can find a finite p =
There cannot be more than (|A| + |T |) |T | = |A| |T | = λ different q i , so without loss of generality, q i = q * for all i. Also we can assume that all p i 's are n-types for some fixed n. Applying condition (ii) to n and ∆ 1 := {ψ * } there is a finite set ∆ 2 and
Since q * is consistent and by monotonicity (Fact 3.9 (i)) and the fact that {x =x} ⊆ q * , it follows that 0 ≤ k ≤ m < ω.
Recall also that by the construction of q * , for all i
We are now going to show that R n A (q * , ∆ 1 , ∆ 2 , 2) ≥ k + 1, hence obtaining a contradiction. Note that by 3.10, k is even.
As
This finishes the proof of one direction.
In order to prove the other direction, assume that condition (ii) fails. We will prove a strong version of ¬(i). Let (ii) fail through ∆ 1 . So for all finite ∆ 2 , R(x = x, ∆ 1 , ∆ 2 , 2) ≥ ω.
Let λ = λ <λ > |T | (which exists by our set theoretic assumption). Let B ≡ A be saturated, |B| = λ.
So ¬(ii) says thatx =x is large for ∆ 1 . It will be enough to prove the following claims:
Assume p(x) is over B and is large, |p| < λ. Then the following holds:
Note that from (a) − (c) (and Fact 3.2(ii)) it follows that |S * (B)| = 2 λ ; in fact,
This already contradicts stability. But we can say more. For at least one p ∈ S * (B), p| ∆ 1 is not definable. Hence (by [Sh8]) there exists some B, B ≡ A, |B| = λ such that |S * (B)| ≥ Ded(λ), assuming for simplicity that Ded(λ) is obtained. This is a strong negation of (i).
It is left to show (a) − (c): (a): Without loss of generality assume that p(x) is closed under conjunction. So we have to findd such that for all ρ = ∆ 2 , n, θ(x,ē) where n < ω, θ(x,ē) ∈ p(x),
As B is λ-saturated, |p(x)| < λ it suffices to show that for every relevant ρ 1 , . . . , ρ n there isd ⊆ P ∩ B satisfying * ρ 1 ∧ · · · ∧ * ρn .
By monotonicity properties of rank and the fact that p is closed under conjunction, it is enough to consider one ρ. But R(θ(x,ē), ∆ 1 , ∆ 2 , 2) = ω > n + 2. So by the definition of rank there is suitabled ⊆ P ∩ B satisfying * ρ .
(b) follows from (a) withz empty. For (c) assume first that ∆ 1 = {ψ}. Repeat the proof of (a) conjuncting over ±ψ, using the other clause in the definition of rank.
If |∆ 1 | > 1, assume (c) doesn't hold. So for every ψ ∈ ∆ 1 there is some finite q ψ ⊆ p(x) such that stops p(x) ∪ {±ψ(x,b} from being large. Now use R( ψ∈∆ 1 q ψ , ∆ 1 , ∆ 2 , 2) ≥ n + 2 to get a contradiction.
The following two corollaries follow from the proof of (the second direction of) Theorem 3.11. Corollary 3.12. In Definition 3.1(iv), it is not necessary to consider all A ′ ≡ A. 
More specifically, a complete set A is stable if and only if |S
Recall that n is even (Fact 3.10).
By Fact 3.9(iii) the right hand side is definable. This proves that for all types p ∈ S * (B) there is some Ψ ψ . Now use compactness to find a uniform Ψ ψ for all B ≡ A and p ∈ S * (B).
Unless A ≺ C, Ψ ψ might have quantifiers.
In [She86] , the first author has shown (see Theorems 2.10 and 2.12 there) that if there is an unstable model, then there is a forcing extension in which there are many M i pairwise non-isomorphic with M i |P = M j |P (all of cardinality |P | > ℵ 0 ). We will therefore add another hypothesis to Hypothesis 2.5. Specifically, we assume from now on Hypothesis 3.15. (Hypothesis 2). Every M |= T is a stable set (in the sense defined above).
Next we use stability of models in order to obtain quantifier free definitions.
From Stability of Models: Quantifier Free Definitions
Theorem 4.1. If A is stable, |A| ≥ 2, then for every ψ(x,ȳ) there is a quantifier free
Let λ = λ <λ , λ > |A| + |T | to make things simple. For the proof we need the following lemma: By the same proof as in Corollary 3.14 R(p ∪ j≤i q j , {ψ i }, ∆ i , 2) is even. In more detail: By Lemma 3.5, there is p * ∈ S * (B) extending p ∪ j≤i q j .
Now we can apply Fact 3.10.
Clearly | j≤|T | q j | ≤ |T |. By Lemma 3.5 there is some r ∈ S * (B) such that p ∪ j<|T | q j ⊆ r and by the previous sentence it follows that p ∪ j<|T | q j ⊢ r Also note that if A is stable andc is finite with tp(c/A) ∈ S n * (A), then A ∪c is also stable (as every p(x) ∈ S 1 * (A ∪c) gives rise to some type q(x) ∈ S n+1 * (A).) Proof: of Theorem 4.1: Let A, p be a counterexample, andc realize p. We can find B saturated of power λ such that (C|(A ∪c), A,c) ≺ (C|(B ∪c) 
By the previous observation Γ ψ is not realized in (M, B) . By the fact that (M, B) is λ-saturated, and |Γ ψ | < λ, it is inconsistent. By compactness there are χ 1 , . . . , χ n ∈ L(T ) andd 1 , . . . ,d n ∈ B * such that
for some appropriate P * ⊆ P{1, . . . , n}. Now apply compactness as in [Sh:c,II §2].
Note that we used the assumption that every model is stable in the proof.
Theorem 4.3. Let A be complete and λ = λ <λ . The following are equivalent:
then every m-type p over A, |p| < λ can be extended to a λ-isolated q ∈ S * (A ′ ). 
(iv) For every
This is like the Tarski-Vaught criterion, but we do not demand A, B ≺ C.
Note that A is complete if and only if A ∩ P ⊆ t P . (ii) If A is λ-saturated then A ⊆ t B if and only for every (partial) type p(x) over a subset of A of size < λ, if p is realised by someb ∈ B, then it is realised by someā ∈ A. Proof:
(i) By quantifier elimination and the assumption that there are no function symbols (so every subset is a substructure).
(ii) By QE p(x) is equivalent (in C) to a quantifier free type ∆(x). By part (i), ∆ is finitely satisfiable in A, and by saturation there existsā ∈ A such that A |= θ(x) for all θ(x) ∈ ∆. Since ∆ is quantifier free, the truth value of θ(ā) is preserved between A and C; so ∆(x) is realised byā, hence so is p(x).
Lemma 4.7. Assume A is stable, A ⊆ t B and p ∈ S * (A). Then:
(i) p has a stationarization q over B.
(ii) It is unique: We can replace "some Ψ ψ (ȳ,ā ψ )" by "every...", so q does not depend on its choice.
Proof: (i): By Theorem 4.1 there are quantifier free formulas
). This is a formula in L(T ). So there areb l ∈ A, (l = 1, . . . , n) such that |= n l=1 
, so this is satisfied by someb ′ ∈ A (since the definitions are over A and A ⊆ t B), and we get a contradiction to p ∈ S * (A). We make a few remarks. (ii) If, under the assumptions of (i), q is the stationarization of p ∈ S * (A) over C (so in particular A is stable), and B is stable, then q↾B is the stationarization of p over B.
(iii) If A ⊆ t B, tp(ab/B) is the stationarization of tp(ab/A) ∈ S * (A), and Ab is stable, then tp(a/Bb) is the stationarization of tp(a/Ab) (iv) In the previous clause, if b is finite, then the assumption on Ab is redundant, that is, it follows from the other assumptions.
Proof: Easy. For clause (iv), note that since tp(ab/A) ∈ S * (A), the set Ab is complete; and since A is stable and b is finite, Ab is stable as well. 
for allā ′′ ∈ A ′′ , wherec ′′d′′ = G ′ • G(cd).
In other words, tp(c ′′ /A ′ ) is definable. Since tp(c ′′ /B ′ ) is the stationarization of tp(c ′′ /A ′ ), by Lemma 4.7, the same definition works for since tp(c ′′ /B ′ ). Hence for all b ′′ ∈ B ′ , letting (as before)c ′′d′′ = G ′ • G(cd)
In particular, the equivalence above holds forb ′′ = F (b). Recall that sinced ∈ A,
(the rightmost equivalence holds since F is elementary). Now, by the choice of Ψ ϕ , we also have
is also elementary, and we are done. The type tp(c/A) is isolated by Θ(z), a partial type over a subset of A of cardinality less than λ.
Consider the following partial type:
It is realized byb ∈ B, hence, by 4.6(ii), it is also realized by someā ∈ A. Now consider the following type:
It is finitely satisfiable in N (precisely becauseā |= π(ȳ)), and since N is λsaturated, it is realized by somec 1 ,c 2 in N (recall that Θ is over a "small" set). But Θ(z) implies a complete type over A; a contradiction.
Main consequences
Theorem 5.1. The Stable Amalgamation: If M l , l = 1, 2 is saturated of power λ (or just P M 0 is saturated), P M l ⊆ M 0 ≺ M l , then we can find M ⊇ M 0 ⊇ P M and elementary embeddings f l of M l into M over M 0 such that tp(c/f 2 (M 2 )) ∈ S * (f 2 (M 2 )) forc ∈ f 1 (M 1 ) (moreover it is the stationarization of tp(c/M 0 ) over f 2 (M 2 ).) If λ = λ <λ , then M can be chosen to be saturated. Proof: We can find an elementary mapping f 1 from M 1 to C such that f 1 | M 0 = id and for allc ⊆ M 1 , tp(f 1 (c)/M 2 ) is the stationarization of tp(c/M 0 ): Since forc ∈ M 1 , P M 1 ⊆ M 0 ∪c ⊆ M 1 , M ∪c is complete, hence tp(c/M 0 ) is in S * (M 0 ), and by Lemma 4.7 has a stationarization qc over M 2 (M 0 ⊆ t M 2 , of course). By the previous corollary all these types qc are compatible (being a directed system), so we can define f 1 as an elementary map so that f 1 | M 0 = id, domf 1 = M 1 and f 1 (c) realizes qc: so for c 1 , . . . ,
If λ = λ <λ , then in Proposition 3.4, M can be chosen to be saturated.
We can now deduce amalgamation over stable (saturated) sets. N is saturated, P N ⊆ A, and for every B ⊆ N , |B| < |A|, we have p ∈ S * (A∪B) is realized in N .
(ii) We say that a model N is λ-homogenous for sequences if whenever a i : i < α , b i : i < α , α < λ, realize the same type in N , then for every a α ∈ N there is b α ∈ N such that a i : i ≤ α , b i : i ≤ α realize the same type in N .
Remark 5.4. If N is λ-full over A, then (N, a) a∈A is λ-homogenous for sequences.
Proof: Note that P N ⊆ A, so for every sequence b i : i ≤ α , the type tp(b α /A ∪ {b i : i < α}) is in S * ({b i : i < α}).
Lemma 5.5. Let A is stable, P ∩ A λ-saturated with λ = |A| = λ <λ > |T |, then there is M such that:
(i) P M ⊆ A; and moreover (ii) Every p ∈ S * (A) is realized.
(iii) M is λ-saturated of cardinality λ.
In fact, λ regular with λ = λ |T | is enough for the existence of M satisfying (i) and (ii) above.
By induction on i ≤ λ choose A i increasing continuously with A 0 = A and |A i+1 A i | < λ, such that A i is complete, and A i+1 realizes p i . Use Amalgamation over A (Theorem 5.2) to amalgamate A i and a i |= p i at successor stages and Fact 3.2(ii) for limit stages.
Since A λ is complete, P ∩ A λ = P ∩ A saturated, by Proposition 3.4 there is M as required (if λ = λ <λ , M is also saturated).
Corollary 5.6. If A is stable and λ-saturated with λ = |A| = λ <λ > |T |, there is M of cardinality λ which is full over A.
Proof: Let M 0 be as in the previous Lemma. Now construct M i increasing (for i < λ) such that M i satisfies the requirements (i) -(iii) of the Lemma with A there replaced with j<i M j (note that all models are stable, and P M i = P M 0 = P ∩ A).
Clearly M λ is as required (note that λ is regular).
Corollary 5.7. If A is stable and λ-saturated with λ = |A| = λ <λ > |T |, there is M such that:
(i) M is λ-saturated of cardinality λ with P M ⊆ A; and moreover (ii) (M, a) a∈A is λ-homogenous for sequences and every p ∈ S * (A) is realized.
Our next goal is a Symmetry Lemma for stationarizations over a model. We begin by showing that every "Morley sequence" (that is, a sequence of stationarizations of a given type has a certain weak convergence property (which may remind the reader of the behaviour of indiscernible sequences in dependent theories). After having proved symmetry, we will conclude true convergence (since we will know that every such sequence is in fact an indiscernible set). However, we need the weak convergence property for the proof of symmetry, hence we deal with it first.
Lemma 5.8. Let A i : i ≤ µ be a sequence of stable sets increasing continuously,
Then there are n ≤ n θ , 0 = i 0 < i 1 < · · · < i n = λ, and p 0 (x), . . . , p n−1 (x) such that for all m < n, i m < i < i m+1 implies tp ψ (ā i /c ∪ A) = p m .
We call this weak convergence.
Proof: By Fact 3.9 (i), R Aµ (tp(c/A α ), {θ}, ∆ 2 , 2) : α < µ is a non-increasing sequence of natural numbers ≤ n θ . So there are n ≤ n θ , 0 = i 0 < · · · < i n = µ such that
Again by Fact 3.9 rather, by the proof of Corollary 3.14 -the nature of the defining scheme, for each l there isd l ∈ A i l and Ψ θ (x,w,d l ) which defines Proof: Assume we have a counterexample. Let λ = λ <λ ≥ |M | + |T | + . Without loss of generality M is saturated of cardinality λ. We defineā i ,b i , M i by induction on i < λ such that P M i = P M 0 , M i+1 is λ-saturated of power λ, M i increasing continuously,ā ibi ⊆ M i+1 and tp(ā ibi /M i ) is the stationarization of tp(āb/M ). This is straightforward. Let M λ = i<λ M i .
Since all models are stable, we are clearly in the situation of Lemma 5.8. Note that P M λ = P M ⊆ M , hence by conclusion of the Lemma we get:
For everyc ∈ M λ and ψ(x,ȳ,z) there are n ≤ n θ and 0 = i 0 < i 1 < · · · < i n = λ and p 0 , . . . , p n−1 such that for all m < n, i m < i < i m+1 implies tp ψ (ā ibi /c ∪ P M ) = p m .
From the uniqueness and definability of stationarizations it follows that ā ibi : i < λ is indiscernible over M 0 . That is, if i 0 < i 1 < · · · < i n < λ and j 0 < · · · < j n < λ then tp(ā i 0b i 0 . . .ā inbin /M 0 ) = tp(ā j 0b j 0 . . .ā jnbjn /M 0 ). Now let R = {ā ibi : i < λ} and let < be the order on R defined so thatā ′b′ <ā"b" iff there are i < j withā ′b′ =ā ibi andā"b" =ā jbj . The model (M λ , R, <) has a saturated extension, (M * , R * , < * ) of power λ. So for some linear order I, R * = {ā tbt : t ∈ I} whereā sbs <ā tbt whenever I |= s < t.
Note that n depends on ψ andc, but the bound n θ depends on ψ only. Therefore the following is true:
Fact 5.10. For everyc ∈ M * and ψ(x,ȳ,z) there are n < n θ <ω and t 0 < · · · < t n where t 0 ∈ I is the first element, and p 0 , . . . p n so that t l < t < t l+1 or t l < t, l = n implies tp ψ (ā tbt /P M * ∪c) = p l . Now we shall finish proving the Symmetry Lemma: Since I is a λ-saturated linear order of power λ, it has 2 λ Dedekind cuts {(I α , J α ) : α < 2 λ }. Let p α = {ψ(x,ȳ,d);d ∈ M * and for some s α ∈ I α , t α ∈ J α , if v ∈ I and s α < v < t α then |= ψ(ā v ,b v ,d)}.
By Fact 5.10, p α is a complete type over M * . In fact, p α ∈ S * (M * ): indeed,if [∃z ∈ P ψ(z,m,x,ȳ)] ∈ p α (wherem ⊆ M * ), then (by definition of p α ) there exist s α , t α such that for all v ∈ (s α , t α ), we have |= ∃z ∈ P ψ(z,m,ā v ,b v ); hence M * satisfies this sentence as well, so there exists suchd ⊆ P M * . A priori perhaps d depends on v; however, recall (Fact 5.10) that for some s ′ α , t ′ α all a v , b v (for v ∈ (s ′ α , t ′ α )) have the same ψ-type overm∪P M * , so choosing d for any such v, we get that for all v ∈ (s ′ α , t ′ α ) the formula ψ(d,m,ā v ,b v ) holds, hence by the definition ψ(d,m,x,ȳ) ∈ p α . Now by Remark 3.3, p α ∈ S * (M * ), as required.
If i < j, tp(b j /M ∪ā i ) ⊆ tp(b j /M j ) is a stationarization of tp(b/M ). By the uniqueness of stationarizations and the assumption that tp(b/M ∪ā) is the stationarization of tp(b/M ) it follows that tp(b jāi /M ) = tp(bā/M ).
Similarly tp(ā 1 /M ∪b 0 ) is the stationarization of tp(ā 1 /M ) and hence = tp(ā 0 /M ∪ b 0 ) as we assumed thatāb form a counter-example to symmetry. So for someē ∈ M and θ we have |= θ(ā,b,ē) ∧ ¬θ(ā 1 ,b 0 ,ē). Therefore we get:
So θ(x,b t ) ∈ p α (x,ȳ) if and only if t ∈ J α . Hence if α = β, then p α = p β . So we have too many types in S * (M * ), contradicting stability of M * .
Definition 5.11. (i) We say that I = {a α : α < α * } is convergent if it is an infinite indiscernible set such that for every ψ andd there is some n ψ such that the type tp ψ (ā α /P C ∪d) is the same for all but ≤ n ψ many α's.
