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Abstract 
Le reti di sensori sono una tecnologia di ricerca ancora giovane che necessita di studi per 
potere utilizzare appieno tutte le sue potenzialità. 
Questo lavoro si pone l’obiettivo di realizzare un algoritmo di routing applicabile in reti 
di sensori di grandi dimensioni  e sprovviste di supporto GPS. L’algoritmo prevede un 
metodo per assegnare ad ogni nodo delle coordinate virtuali (i.e. non fisiche ma basate su 
proprietà topologiche) e che permetta un elevato tasso di consegna dei pacchetti. 
L’algoritmo tiene inoltre in considerazione la bassa disponibilità di energia e potenza 
computazionale fornita dai sensori. La soluzione proposta costituisce una reale alternativa 
agli algoritmi di routing esistenti. 
Inizialmente, in fase di naming, si utilizza un protocollo che permette di assegnare delle 
coordinate virtuali tridimensionali ad ogni nodo della rete. Ogni sensore provvede poi a 
“mappare”, mediante un processo che fa uso di coordinate polari, queste coordinate su un 
piano. Si ottiene quindi un grafo su un piano bidimensionale che fa uso di coordinate 
virtuali anziché di coordinate fisiche. 
Su questo grafo, durante la fase di instradamento dei pacchetti, viene applicata una 
particolare strategia di routing che prevede un comportamento greedy di base e solo 
quando incontra una zona di massimo locale applica un efficiente tecnica di detour per 
aggirare l’ostacolo. 
Solo nel caso di fallimento del detour l’algoritmo ricorre all’applicazione del GPSR 
(Greedy Perimeter Stateless Routing) per arrivare a destinazione. 
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1 Le Reti di Sensori 
I recenti progressi tecnologici nei sistemi micro-elettro-meccanici (MEMS, micro-
electro-mechanical  system),  nelle  comunicazioni  wireless e nell’elettronica digitale 
hanno permesso lo sviluppo di Nodi Sensore, cioè piccoli apparecchi a bassa potenza dai 
bassi costi, multifunzionali e capaci di comunicare tra loro tramite la tecnologia wireless 
(Fig. 1.1).  
 
Figura 1.1 Acuni tipi di sensori 
I sensori sono formati da componenti in grado di rilevare dati ambientali (posizione, 
temperatura, umidità ecc…), eventualmente attuatori per interagire con l’ambiente, un 
processore per elaborare i dati raccolti ed eseguire i vari algoritmi che implementano i 
vari protocolli di gestione della rete, di un trasmettitore e ricevitore radio per comunicare 
con gli altri nodi e di una batteria (fig. 1.2). 
Una Rete di Sensori (detta anche Sensor Network)  è un insieme di nodi sensori disposti 
in un ambiente. Le applicazioni sono svariate e includono settori quali demotica, 
protezione civile ed esplorazioni spaziali.  
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Figura 1.2 un esempio di alcuni sensori 
I sensori devono essere piccoli, leggeri e avere consumi estremamente bassi. Questo 
ultimo requisito è tassativo, specie per reti con un elevato numero di sensori o dislocate in 
ambienti in cui ripristinare la fonte di energia può essere impossibile. Per diminuire 
l’assorbimento di energia in genere si costruiscono sistemi a più livelli di consumo (es. 
sleep/wake-up) mantenendo il processore in stato sleep per la maggior parte del tempo. 
Oltre  a questo si fa uso di protocolli di rete e algoritmi efficienti dal punto di vista 
energetico. 
Sono queste, inoltre, reti in cui l’interesse dell’utilizzatore non è rivolto al singolo nodo 
di computazione, ma alle informazioni aggregate rilevate dai sensori contenuti in una 
specifica area. Sebbene esistano reti di sensori mobili o anche cablate, in questa tesi ci 
occuperemo esclusivamente di reti radio (wireless) e statiche. 
Queste reti hanno recentemente attirato l’attenzione di molti ricercatori, per la vastità dei 
settori in cui potrebbero essere impiegate e per i numerosi aspetti che coinvolgono la loro 
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progettazione. Elementi importanti per potere analizzare il problema e che si discostano 
dalle situazioni precedentemente affrontate sono: 
• Alto numero di nodi che compongono la rete; 
• Alta densità dei nodi; 
• I sensori sono soggetti a fallimenti che provocano modifiche alla topologia; 
• I nodi sono molto limitati per quanto riguarda l’alimentazione, la capacità di 
calcolo e la memoria; 
Questo lavoro propone un algoritmo di routing che possa essere una valida alternativa a 
quelli già esistenti tenendo contro di tutti questi fattori. 
Come è stato detto le applicazioni di queste reti sono le più svariate, e vanno dal campo 
militare a quello medico, dal campo astronautico a quello civile. Vedremo alcuni dei 
settori dove si cerca attualmente di inserire l’utilizzo delle Sensor Network. 
1.1 Monitoraggio dello stato di salute dei pazienti 
 Un campo molto utile e interessante dove si potrebbero vedere applicate le reti di sensori 
è quello medico. Per esempio vi è l’idea di ripensare le strumentazioni mediche 
abbandonando quando possibile il concetto stand-alone utilizzato fino ad ora e orientarsi 
verso una concezione più distribuita di questi strumenti. 
Questa ipotetica rete medica prevede più livelli attorno al paziente. Il livello più interno 
consiste in una Body Area Sensor Network (BASN, una rete di sensori che viene 
indossata dal paziente). Questa rete raccoglie i dati fisiologici del paziente e provvede a 
fornire elementari diagnosi o segnalare problemi. 
Vi sarebbe poi un livello più esterno, che potrebbe consistere in una rete demotica nella 
casa del paziente dove sono collocati ulteriori nodi più potenti capaci di calcoli più 
complessi e in grado di compiere analisi più approfondite dei dati raccolti sul paziente. A 
titolo di esempio la BASN potrebbe produrre un elettrocardiogramma del paziente e la 
rete demotica potrebbe essere composta da un pc che raccoglie i dati e produce avvisi in 
situazioni di emergenza.  
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Questo ambiente demotico comunicherebbe a sua volta con un livello ancora più esterno 
rappresentato dall’ospedale o dalla clinica. Se in una situazione simile un paziente 
dovesse sentirsi male e perdere coscienza all’interno della propria abitazione un avviso 
verrebbe immediatamente inviato all’ospedale più vicino dove si potrebbe analizzare il 
log degli aventi che hanno riguardato il paziente fino a quel momento e produrre una 
diagnosi più accurata. 
Ovviamente quest’applicazione presenta una serie di problemi pratici come il rendere i 
sensori il più “indossabili” possibile mantenendoli leggeri e piccoli [3]. 
1.2 Monitoraggio di vigili del fuoco  
Un altro interessante campo d’applicazione di questa tecnologia è quella di fornire 
assistenza a persone, come dei vigili del fuoco, che debbano operare in ambienti 
pericolosi. Anche questa applicazione necessita l’utilizzo di una body sensor area 
network, stavolta indossata dai vigili del fuoco, che permetta allo staff di un centro di 
controllo di seguire e monitorare lo stato di salute e la posizione di ogni persona 
nell’ambiente e in caso di necessità intervenire o comunicare pericoli per la sicurezza 
della persona.  
Spesso infatti i vigili del fuoco si possono trovare in situazioni di completo isolamento 
dall’ambiente esterno (a causa di situazioni inquinate chimicamente, batteriologicamente 
o dal nucleare)  a causa delle tute che devono utilizzare. Questo rende molto complesse le 
comunicazioni con l’esterno e anche una diagnosi dello stato di salute del vigile del fuoco 
per un eventuale aiuto. 
I sensori indossati da ogni vigile (fig. 1.3) possono rilevare sia dati fisiologici della 
persona sia dati sull’ambiente nella zona di intervento. Questi nodi poi organizzandosi in 
una rete wireless sono in grado di segnalare situazioni di pericolo allo staff di controllo o 
anche al leader di una squadra che potrebbe cambiare le proprie scelte in base a queste 
informazioni. 
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Figura 1.3 modello di funzionamento della body area sensor network 
Inoltre il salvataggio di queste informazioni può essere utile per un’analisi successiva 
all’intervento al fine di poter capire meglio cosa è accaduto e scegliere soluzioni migliori 
per il futuro [6]. 
1.3 Monitoraggio ambientale 
Nel campo del monitoraggio ambientale le reti di sensori possono introdurre enormi 
cambiamenti. L’aumento vertiginoso da quei pochi punti di osservazione e rilevamento 
alle migliaia di sensori in futuro distribuibili nel territorio permetteranno un analisi molto 
più fine e dettagliata dell’ambiente. Ovviamente questi sensori devono essere robusti 
abbastanza da non rompersi a causa della fauna che popola questi ambienti e deve essere 
longeva in modo da restare funzionanti nell’ambiente senza intervento umano anche 
molto a lungo. Im questo modo sarà possibile studiare meglio le relazioni che 
intercorrono fra i vari microclimi e le bio-diversità presenti in un area, i processi biologici 
che coinvolgono quell’area, i cambiamenti ambientali introdotti dall’esistenza di 
determinati animali, l’impatto che hanno le stagioni nella zona e tante altre informazioni. 
Grazie a questi dati si potrebbe capire le cause di mortalità di alcuni organismi, le 
dinamiche delle popolazioni, le necessità dell’habitat per risolvere determinati problemi 
sorti. 
I dati raccolti da questi tanti micro-nodi dispersi per l’ambiente vengono raccolti da pochi 
macro-nodi che provvedono poi ad inviarli alle stazioni centrali di raccolta dati dove 
vengono elaborati e salvati [11]. 
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1.4 Monitoraggio interplanetario 
Fra le varie applicazioni ipotizzate per le reti di sensori vi è quella di portare sulla 
superficie di un altro pianeta, per esempio mediante sonde, una certa quantità di nodi 
sensore. Questi nodi si rivelerebbero molto utili per la raccolta di informazioni sul suolo 
extraterrestre e potrebbero comunicare alla terra, mediante comunicazioni satellitari, tutti 
i dati raccolti (come illustrato schematicamente in figura 1.4) [2][4]. 
 
Figura 1.4 Esempio della rete interplanetaria 
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2 Approcci al Routing nelle Reti di Sensori 
Quando si parla di reti di sensori ci troviamo di fronte ad una serie di vincoli e 
particolarità della rete che fanno si che i classici algoritmi routing basati su IP non siano 
funzionali. Il classico protocollo di routing basato su IP ha come assunzione principale 
l’assegnamento in maniera gerarchica di indirizzi ai vari nodi e l’utilizzo di tabelle 
indicanti il prossimo hop dove indirizzare il pacchetto in base all’indirizzo del 
destinatario trovato. 
Queste assunzioni richiedono però una struttura della rete molto stabile e gerarchizzata, e 
al contempo non indifferenti quantità di memoria per memorizzare le tabelle di routing. 
Purtroppo nelle reti di sensori tutte queste condizioni non valgono e si deve riuscire a fare 
routing di pacchetti in un contesto dove i nodi possono essere disposti in maniera casuale 
e in grandi quantità, senza che abbiano grandi disponibilità di memoria e considerando il 
fatto che col tempo molti possono spengersi quando raggiungono il tempo di autonomia 
massima, se non addirittura muoversi. 
Alcuni protocolli mutuati dalle reti ad-hoc che possono essere adattati alle reti di sensori 
sono: 
• Ad hoc On Demand Distance Vector (AODV) 
• Dynamic Source Routing (DSR) 
Non ci soffermeremo su questi algoritmi in quanto hanno dimostrato di non scalare in 
maniera accettabile reti di sensori veramente grandi poiché hanno una fase di route 
discovery troppo ‘costosa’. Nel caso del DSR inoltre sarebbe richiesto l’utilizzo di grandi 
cache di routing e grandi headers dei pacchetti contenenti il path.  
Per questi motivi la ricerca nel routing nelle reti di sensori si è orientata verso più 
efficienti soluzioni. 
Prima di iniziare ad elaborare una soluzione al problema abbiamo analizzato i vari tipi di 
soluzione esistenti. Per poter illustrare queste alternative e anche al fine di capire meglio 
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le scelte che faremo più avanti appare importante illustrare fin da subito tutti gli algoritmi 
presenti in letteratura che sono stati utilizzati e i vari approcci al routing esistenti in 
questo ambiente. 
Quello che viene normalmente chiamato algoritmo di routing è composto normalmente 
da due fasi. La prima fase, di naming, dove viene sostanzialmente creata l’infrastruttura 
che servirà alla seconda fase, il routing vero e proprio, dove l’algoritmo prenderà delle 
decisioni al fine di recapitare i pacchetti a destinazione. 
 
Figura 2.1 Vari approcci per la fase di naming. 
La figura 2.1 indica le tre principali famiglie di strategie per il naming nelle reti di sensori. 
• Struttura ad Albero: consiste nell’organizzare la rete in modo da far diventare 
ogni sensore il nodo di un albero la cui radice è un sink della rete. Ogni singolo 
nodo manterrà nella lista dei propri vicini solo quelli che risulteranno essere i 
suoi figli o il suo genitore e questa sarà l’informazione necessaria per poter fare 
poi routing. 
• Coordinate Fisiche: ogni singolo sensore della rete è in grado di conoscere le 
proprie coordinate fisiche reali grazie all’uso del GPS oppure perché erano già 
conosciute a priori. Queste coordinate saranno l’informazione necessaria per 
poter fare poi instradamento dei pacchetti. Il grafo della rete può, se necessario, 
essere planarizzato utilizzando il Gabriel Graph (oppure il Relative Neighbour 
Graph) con o senza il Mutual Witness. In alternativa è utilizzabile anche il Cross 
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Link Detection Protocol. Questo viene fatto normalmente se in seguito si 
useranno tecniche di instradamento del pacchetto che necessitino di lavorare su 
grafi planarizzati. 
• Coordinate Virtuali: ogni nodo non conosce le proprie coordinate reali ma 
provvede in base ad alcune logiche ad assegnarsi delle coordinati virtuali al fine 
di sopperire a questa mancanza. Queste coordinate verranno poi utilizzate per 
prendere le decisioni di routing nella seconda fase. In particolare esistono tre tipi 
di algoritmi che consentono la creazione di queste coordinate e verranno spiegati 
meglio in seguito: VCAP, MAP e GLIDER. 
La seconda fase è quella del routing “vero e proprio”, dove ogni nodo decide dove 
inoltrare il pacchetto affinché arrivi a destinazione. Nel nostro campo si divide in queste 
tre categorie (fig. 2.2): 
 
Figura 2.2 Vari approcci per la fase di instradamento dei pacchetti 
• Routing su Alberi: questo tipo di instradamento è la conseguenza logica del 
naming a struttura ad albero. Ogni nodo raccoglie i dati dai figli e li inoltra al 
padre. Viene di seguito descritto più dettagliatamente come algoritmo Routing 
Trees. 
• Routing Greedy: l’instradamento del pacchetto a destinazione viene attraverso 
una sequenza di decisioni “localmente” ottime. Nel nostro caso scegliendo ogni 
volta di instradare il pacchetto verso il nodo le cui coordinate (fisiche o virtuali 
che siano) lo rendono più vicino alla destinazione. 
• Routing con Aggiramento: la scelta del cammino per raggiungere la destinazione 
viene fatta in modalità greedy, ma quando questa fallisce si applicano alcune 
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tecniche (GPSR,  Detour, che verranno descritte più avanti, o altre) al fine di 
tentare di aggirare l’ostacolo che ha fatto fallire l’inoltro greedy. 
2.1 Routing Trees 
Questo algoritmo, come si può facilmente intuire, nella fase di naming provvede a creare 
una struttura della rete ad albero e di conseguenza nella fase di routing applica scelte per 
l’instradamento che coinvolgono solo i nodi padri e i nodi figli [5]. 
 
Figura 2.3 Esempio di Routing Trees 
Le applicazioni che si occupano semplicemente di raccogliere su un sink i dati raccolti 
dai sensori possono avvalersi con grandi benefici di questo algoritmo. E’ un algoritmo 
molto semplice ed elementare: la rete è strutturata come un albero la cui radice è il sink. 
Ogni singolo nodo deve semplicemente ricordare quale nodo è il suo padre in questo 
albero e inviargli tutti i pacchetti che partono da lui o inoltrargli tutti quelli che gli 
arrivano dai figli (fig. 2.3). 
Questo algoritmo è molto semplice e poco costoso ma purtroppo è adatto solo per una 
ristretta cerchia di applicazioni. Non appena l’applicazione divenisse leggermente più 
complessa richiedendo una semplice comunicazione punto a punto questo algoritmo non 
potrebbe più essere utilizzato. 
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2.2 Geographic Greedy Routing con coordinate fisiche 
Questa soluzione prevede nella fase di naming la raccolta delle coordinate reali dei 
sensori vicini senza necessità di planarizzare la rete, e nella fase di instradamento dei 
pacchetti applica un routing completamente greedy usando come informazioni decisive le 
coordinate stesse. 
Il routing geografico a differenza dei routing trees supporta le comunicazioni point-to-
point. Ogni nodo ha un insieme di vicini e di ognuno di questi conosce le sue coordinate. 
Quando un nodo si trova a dover inoltrare un pacchetto sceglie come prossimo hop il 
vicino che ha coordinate tali da trovarsi alla distanza minore possibile dal nodo 
destinatario (fig. 2.4). 
 
Figura 2.4 Il nodo x ha un vicino y che risulta ad una distanza minore dalla destinazione 
Il Geographic Greedy Routing è estremamente semplice ma ha alcuni problemi. In primo 
luogo l’assegnazione delle coordinate ad ogni nodo. A volte potrebbe essere possibile 
utilizzare il GPS (Global Positioning System) per risolvere questo problema, in modo tale 
che ogni nodo possa conoscere la propria posizione e comunicarla ai propri vicini.  
Un'altra soluzione su questa scia sarebbe quella fornire solo alcuni nodi di GPS (o 
inserire manualmente le loro coordinate) e lasciare che gli altri vicini utilizzino le loro 
informazioni per dedurre la propria posizione, per esempio stimando la propria distanza 
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in base alla potenza del segnale.  Altre volte, se la configurazione della rete lo permette, 
per esempio in un contesto per niente (o poco) dinamico, si può provvedere ad assegnare 
manualmente e staticamente le coordinate ad ogni singolo sensore. 
Purtroppo, nonostante tutte queste alternative nella maggior parte dei casi l’utilizzo del 
GPS non è fattibile e non si può fare un assunzione così forte come quella che i sensori 
non si sposteranno mai oppure che si possa sapere fin da prima la posizione che avranno 
quando verranno dispiegati. 
Vi è poi il problema del fallimento dell’algoritmo greedy. Essendo questo un tipo di 
algoritmo che determina la soluzione attraverso una sequenza di decisioni “localmente” 
ottime, senza mai tornare sulle decisioni prese, si potrà giungere a situazioni di massimo 
locale, dove un nodo non avrà più nessun vicino a cui inoltrare il pacchetto senza 
allontanarsi dalla destinazione (fig. 2.5) [5]. 
 
Figura 2.5 Il nodo x non ha nessun vicino risulti ad una distanza minore dalla destinazione 
2.3 Structured Routing 
Per i motivi prima citati il Geographic Greedy Routing è efficiente solo in aree con tanti 
nodi distribuiti uniformemente poiché fallisce in presenza di buchi e ostacoli che rendono 
la topologia della rete discontinua. 
Un algoritmo di routing invece adatto a superare questo problema è lo Structured Routing. 
Alla base di questo tipo di algoritmo vi è, in fase di naming, l’analisi della topologia della 
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rete grazie alla quale la rete stessa viene divisa idealmente in un insieme di regioni 
regolari. All’interno di ognuna di queste regioni viene definito un sistema di coordinate 
locali.  
Per quello che riguarda le scelte per l’instradamento dei pacchetti viene applicato un 
routing di tipo greedy che faccia utilizzo di queste coordinate create nella fase di naming. 
Le decisioni sul routing in generale vengono quindi fatte individuando inizialmente l’area 
dove si trova il destinatario e applicando quindi un semplice greedy inter-regione fino al 
raggiungimento della regione che interessa.  
Il grosso svantaggio di questo approccio è il costo che potrebbe avere l’analizzare 
correttamente la topologia della rete al fine di creare regioni che facilitino il routing e 
senza discontinuità al loro interno. Inoltre la rappresentazione finale della rete dovrebbe 
essere abbastanza leggera e semplificata da poter risiedere senza problemi in ogni singolo 
nodo [5]. 
Il MAP e il GLIDER sono due tipi di algoritmi che si basano su questo approccio. 
Il MAP mira a costruire una sorta di scheletro interno della rete (medial axis). Da questa 
struttura interna se ne deriva la divisione in regioni. Ogni punto in ogni regione viene 
individuato grazie alla sua distanza fra il medial axis della rete e il bordo esterno. Per fare 
routing si individua il cammino sui medial axis più corto considerando solo i punti dei 
medial axis più vicini a sorgente e destinazione. Il routing vero e proprio viene fatto 
seguendo parallelamente questo percorso per attraversare tutte le regioni fino al 
raggiungimento di quella voluta. A questo punto ci si ferma sulla ‘verticale’ 
congiungente il medial axis con il bordo della rete e contenente il nodo destinazione. Ci si 
muove quindi su questa fino alla consegna del pacchetto (fig. 2.6) [7]. 
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Figura 2.6 Esempio di routing MAP 
Il GLIDER invece come prima cosa seleziona un insieme di landmarks ognuno dei quali 
rappresenta la regione composta da tutti i nodi vicini ad un landmark rispetto ad un altro. 
All’interno di ogni regione le coordinate vengono assegnate sulla base dell’id del 
landmark  più vicino e della distanza dalle regioni vicine.  
Anche in questo caso il routing consiste di due fasi, una inter-regione e una intra-regione. 
Quando un nodo vuole inviare un pacchetto ad un altro nodo in un'altra area, inizialmente 
analizza la topologia della rete. Il pacchetto viene quindi inoltrato attraverso le varie 
regioni intermedie fino ad arrivare a quella dove risiede il nodo destinazione. Questo 
viene fatto utilizzando le informazioni insite nelle coordinate di ogni nodo.  
A questo punto, raggiunta l’area voluta, all’interno di essa viene fatto un semplice routing 
di tipo greedy fino a raggiungimento del nodo destinazione (fig. 2.7) [5]. 
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Figura 2.7 Esempio di routing GLIDER 
2.4 Geographic Greedy Routing con GPSR 
Il GPSR (Greedy Perimeter Stateless Routing) è un nuovo protocollo di routing per le reti 
di sensori che utilizza le informazioni riguardo la posizione del nodo che deve fare 
routing e la posizione del nodo destinazione per prendere decisioni riguardo l’inoltro del 
pacchetto. 
Questo tipo di algoritmo è un evoluzione del Geographic Greedy Routing con coordinate 
fisiche che cerca di arginare le limitazioni portate dal fallimento del greedy quando ci si 
trova in presenza di ostacoli o discontinuità della topologia della rete. 
Il GPSR fa normalmente un semplice routing di tipo greedy fino a quando non arriva in 
una zona di massimo locale dove il greedy fallisce, a quel punto è prevista una modalità 
chiamata perimetro dove si aggira l’ostacolo trovato fino a che non si possa tornare 
nuovamente in modalità greedy. Per poter funzionare il GPSR ha bisogno di lavorare su 
un piano bidimensionale con coordinate bidimensionali. 
La modalità greedy, consiste nello scegliere come prossimo hop il vicino che abbia 
distanza dalla destinazione minore della distanza del nodo che sta facendo routing. 
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Quando questo fallisce vuol dire che nessun vicino è ad una distanza minore e il 
protocollo prevede l’ingresso appunto nella modalità perimetro. 
In questa modalità si fa uso della regola della mano destra per scegliere i link sul quale 
inoltrare il pacchetto al fine di aggirare l’ostacolo. Una volta raggiunto, in questa 
modalità, un nodo la cui distanza dalla destinazione sia minore della distanza a cui si 
trovava il nodo che ha avviato la modalità perimetro il protocollo prevede il ritorno alla 
modalità greedy. 
Per poter far si che la regola della mano destra utilizzata per l’aggiramento degli ostacoli 
non porti a dei loop si deve prima, in fase di naming, provvedere a planarizzare il grafo, 
eliminando tutti i link incrociati presenti, ricorrendo per esempio al Relative 
Neighborhood Graph (RNG) o al Gabriel Graph (GG) descritto in seguito. 
Analizzando per grandi linee il comportamento del GPSR in modalità perimetro si vede 
che quando un nodo a fallisce l’inoltro greedy, questo provvede a individuare, mediante 
la regola della mano destra, il primo link in senso antiorario rispetto la congiungente a 
con la destinazione. Su questo link inoltrerà il pacchetto al nodo b il quale sempre 
utilizzando la regola della mano destra individuerà un altro link sul quale inviare il 
pacchetto (Face traversal routing). In questo modo il messaggio finirà per aggirare 
l’ostacolo fino a poter tornare in modalità greedy (fig. 2.8) [8]. 
 
Figura 2.8 Esempio di funzionamento del GPSR 
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Rimangono in ogni caso le limitazioni pratiche legate alle coordinate fisiche dei nodi 
accennate in precedenza. 
2.4.1 Gabriel Graph 
Come appena accennato il GPSR necessita di lavorare su grafo bidimensionale 
planarizzato. Il Gabriel Graph (GG) è un grafo planare definito così: “Un arco (u,v) 
esiste fra due vertici u e v se non esistono vertici w (witness) all’interno della 
circonferenza che ha come diametro uv e come centro il punto di mezzo dell’arco uv.” 
(fig. 2.9) 
 
Figura 2.9 Grafo GG: per poter mantenere l’arco uv non vi devono essere nodi w nell’area grigia. 
Quello che è stato usato è un semplice algoritmo che permette di trasformare un qualsiasi 
grafo non planare in un GG rimuovendo tutti gli archi che non soddisfano la condizione 
precedente e che garantisce la non disconnessione del grafo. Ogni nodo u controllerà per 
ogni vicino v se è presente nel proprio insieme di vicini un nodo w che risulti essere 
all’interno della circonferenza descritta prima. In caso positivo il nodo u provvederà ad 
eliminare dall’elenco dei vicini il nodo v. 
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2.4.2 Mutual Witness Procedure 
A volte la planarizzazione può fallire poiché due nodi di un grafo (u,v) possono avere 
informazioni inconsistenti del nodo w utilizzato per esempio nell’algoritmo per rendere 
un grafo GG. La procedura MW cerca di risolvere questo problema introducendo una 
semplice comunicazione. Il nodo u elimina l’arco uv solo se vi è almeno un nodo vicino 
w che soddisfi le condizioni del GG ma che sia al contempo vicino del nodo v.  
 
Figura 2.10 Secondo il MW, non essendo w visibile a v l’arco uv non viene eliminato 
Nell’esempio di figura 2.10 basandosi solo sulle coordinate dei suoi vicini, il nodo u 
avrebbe dedotto che l’arco uv era da eliminare. Il nodo v di contro non avrebbe fatto 
questo tipo di assunzione poiché, non vedendo neanche il nodo w (nascosto in questo 
caso da un muro) non avrebbe eliminato l’arco uv. Si sarebbe quindi creata una situazione 
di link monodirezionale da v ad u. 
Come precedentemente detto la planarizzazione è stata però voluta al fine di poter 
utilizzare il GPSR. La presenza di archi monodirezionali purtroppo genera situazioni di 
loop come quelli mostrati in figura 2.11 nel momento il cui si entra in modalità perimetro 
nel GPSR. 
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Figura 2.11 Con link monodirezionali la regola della mano destra può portare a loop 
E’ esattamente per risolvere questo problema che si è deciso di ricorrere all’utilizzo del 
Mutual Witness. Grazie al MW il nodo u prima di procedere alla rimozione dell’arco uv 
interroga il nodo v riguardo la presenza di w fra i suoi vicini. In caso negativo sa che il 
nodo w non è witness per il nodo v e quindi non eliminerà l’arco uv. A questo punto, 
come si può vedere dalla figura 2.11 uv rimarrà un link bidirezionale e non produrrà 
situazioni di loop con l’utilizzo del GPSR. 
Per ottenere questo tipo di informazione ci dovrà essere una comunicazione fra vicini, ma 
si può considerare un semplice piccolo overhead da pagare [9]. 
2.4.3 CLDP 
Questo protocollo (Cross link detection protocol) è stato studiato poiché spesso si è 
notato che le tecniche esistenti di planarizzazione nelle situazioni reali portano a dei 
fallimenti nel face traversal routing, e quindi anche nel GPSR in modalità perimetro. 
Questo avviene a causa delle assunzioni fatte sulla struttura e la composizione della rete a 
volte troppo distante dai casi reali. Spesso a causa di muri o inconsistenza delle 
informazioni in possesso dei nodi neanche il GG con MW è in grado di rilevare ed 
eliminare tutti gli archi incrociati presenti. Per esempio in figura 2.12 si può notare come 
vi sia un arco eliminabile senza sconnettere il grafo ma che non potrebbe venire 
individuato dall’algoritmo GG+MW. 
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Figura 2.12 Esempio di situazione con archi incrociati non risolvibile dal GG + MW 
Il CLDP (Cross Link Detection Protocol) è una tecnica di planarizzazione che risolve 
questo problema. L’idea ad alto livello del protocollo è semplice: ogni nodo sonda 
ognuno dei propri archi uscenti per controllare se è incrociato con altri archi. La sonda 
inizialmente contiene solo le coordinate dei due nodi all’estremità dell’arco che sta 
sondando, quindi inizia ad attraversare il grafo utilizzando la regola della mano destra. 
Durante questo tragitto controllerà, di volta in volta, utilizzando le coordinate dei nodi 
che incontra, se l’arco appena attraversato si interseca con l’arco che sta sondando e in 
caso positivo registra l’informazione nella sonda.  
 
Figura 2.13 Esempio di tragitto di una sonda del CLDP 
In pratica, come illustrato in figura 2.13, se il nodo u deve sondare l’arco uv, inserisce 
nella sonda le coordinate di u e di v e la inoltra a v. La sonda per scegliere il successivo 
hop applica costantemente la regola della mano destra. Durante il suo tragitto controlla 
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facilmente se i vari archi wz incontrati intersecano o no uv utilizzando le coordinate di w 
e z. Nel caso si incontrino archi incrociati si salva l’informazione nel pacchetto. In questo 
modo quando la sonda torna al nodo di partenza u, si potrà sapere se vi era qualche 
intersezione e quindi decidere di rimuovere uno dei due archi incrociati. Nell’esempio in 
figura trovando la prima intersezione fra uv e wz si può scegliere di eliminare uno di 
questi due archi.  
Si potrebbe però incorrere nel rischio di rendere il grafo disconnesso. Per non cadere in 
questa situazione basta un piccolo accorgimento: la sonda tiene traccia di quante volte 
attraversa l’arco da sondare e/o l’arco che lo incrocia. Nel caso la sonda, al momento in 
cui torna al nodo che l’ha generata, risulta sia passata una volta sola attraverso quel link 
vuol dire che vi è anche un path alternativo e quindi l’arco percorso una volta sola può 
essere eliminato senza rischio di disconnettere il grafo, altrimenti non sarà possibile 
eliminarlo (come si può vedere in fig. 2.14). 
Per eliminare degli archi possono però essere richieste ulteriori comunicazioni con i nodi 
vicini. Per rendere il protocollo meno costoso in termini di comunicazioni si seguono 
alcune regole. Supponiamo che un nodo v sondi il link uscente L e trovi il link che lo 
incrocia L’: 
1. Se entrambi i link possono essere rimossi senza sconnettere il grafo, 
oppure se solo L’ non può essere rimosso, viene rimosso L poiché questa 
soluzione richiede il minor numero di comunicazioni. 
2. Se L non può essere rimosso ma L’ si, viene rimosso L’. Questo causa un 
po’ più comunicazioni ai nodi coinvolti rispetto al caso precedente.  
3. Nel caso nessuno dei due link possa essere rimosso si mantengono 
entrambi per non disconnettere la rete.  
In riferimento, a titolo di esempio, alla precedente figura 2.13 l’arco che verrebbe 
eliminato sarebbe uv e questo avrebbe comportato solo una semplice comunicazione da 
parte di u a v. 
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Figura 2.14 I vari casi riscontrabili nel CLDP 
In figura 2.14 si possono vedere i quattro casi presentati. In ogni situazione il nodo d 
manda una sonda sull’arco da. 
caso 1: Sono eliminabili sia l’arco ad che l’arco bc, quindi verrà eliminato l’arco 
ad. 
caso 2: Solo l’arco ad è eliminabile poiché l’eliminazione dell’arco bc 
sconnetterebbe il nodo c (infatti questo link viene percorso in entrambe le 
direzioni). 
caso 3: Solo l’arco bc è eliminabile poiché l’eliminazione dell’arco ad 
sconnetterebbe il nodo d (infatti questo link viene percorso in entrambe 
le direzioni). 
caso 4: Nessun arco è eliminabile. 
E’ da sottolineare che ogni sonda è in grado di individuare una sola intersezione, anche se 
ne esistesse più di una. Il CLDP prevede quindi che sia inviata una sonda su uno stesso 
arco ripetutamente fino a quando non torna senza aver incontrato nessun link incrociato 
eliminabile, questo al fine di eliminare link incrociati multipli [9][10].  
2.5 Greedy su coordinate virtuali 
Per questo tipo di approccio innanzitutto si deve poter assegnare delle coordinate virtuali 
in fase di naming a tutti i nodi della rete. 
Il VCAP (Virtual Coordinate Assignment Protocol) si pone l’obiettivo di costruire un 
sistema di coordinate in una rete dove non sia disponibile l’informazione della posizione 
reale dei nodi. VCAP definisce, infatti, un insieme di coordinate virtuali basandosi sulla 
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distanza in hop fra i nodi. Questo protocollo è molto leggero e semplice oltre ad avere un 
bassissimo overhead di memoria e prevedere un numero limitato di comunicazioni. 
Il protocollo individua tre nodi come ‘ancore’ della rete e sulla base della posizione 
relativa degli altri nodi rispetto a questi assegna ad ognuno le sue coordinate. Questo 
Protocollo consta di 4 fasi: 
1) Il nodo sink della rete invia un messaggio in broadcast dove viene tenuta 
traccia del numero di hop attraversati dal pacchetto. Ogni nodo che riceverà 
questo messaggio terrà memoria della sua distanza in Hop (w) dal sink. 
2) Dopo un tempo sufficiente affinché ogni nodo della rete sia stato raggiunto dal 
primo messaggio ogni nodo con un alto valore di w suppone di trovarsi ai bordi 
della rete, diviene quindi candidato a diventare l’ancora X e invia un messaggio 
in broadcast.  
Ogni messaggio contiene, similarmente a prima, un contatore di hop fatti da 
quel messaggio (x) oltre al valore w e l’id del nodo candidato “ancora” che lo 
ha generato. Il generico nodo che riceve questi messaggi conserva il valore x di 
quello generato dal candidato con valore w maggiore e in caso di parità quello 
con id maggiore.  
Al termine di questa fase ogni nodo si trova assegnata la propria coordinata x 
intesa come distanza in numero di hop dall’ancora X scelta. 
3) Questa terza fase è molto simile a quella precedente. Tutti i nodi che risultano 
essere i più distanti dall’ancora X in numero di hop diventano candidati ad 
essere l’ancora Y e inviano in broadcast un messaggio simile a quello 
precedente. Alla fine di questa fase ogni singolo nodo ha la propria coordinata 
y intesa come distanza in numero di hop dall’ancora relativa che è stata scelta. 
4) La quarta fase è del tutto analoga alle due precedenti con ulteriori distinzioni su 
come selezionare i candidati per l’individuazione dell’ancora Z. Risultano 
candidati tutti nodi che risultano avere la coordinata x = y ± 1 e allo stesso 
tempo il valore maggiore possibile di w. I candidati a loro volta, come nei passi 
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precedenti, invieranno un messaggio in  broadcast di modo che alla fine di 
questa fase ogni nodo conoscerà anche la propria coordinata z. Le regole con  
Le regole con cui vengono scelti i candidati mirano ad ottenere tutte e tre le ancore sui 
bordi della rete, essendo stato valutato che questo tipo di posizionamento permette 
l’assegnamento delle coordinate ai nodi all’interno della rete con un margine minore di 
errore, diminuendo i casi in cui nodi diversi hanno le stesse coordinate. 
Al termine di queste fasi ogni nodo sarà associato a delle coordinate tridimensionali x,y,z. 
Potranno comunque venirsi a creare zone dove un insieme di nodi condivide le stesse 
coordinate trovandosi allo stesso numero di hop di distanza da tutte e tre le ancore. Per 
questo vi è una fase finale di smoothing nella quale ogni nodo ricalcola le proprie 
coordinate in base alle coordinate dei propri vicini (informazione che in ogni caso ogni 
nodo deve possedere per poter poi fare routing). 
E’ da notare inoltre che è necessario individuare almeno tre ancore poiché la distanza da 
un’ancora sola o da due ancore non avrebbe potuto indicare univocamente un punto. Solo 
con tre ancore è possibile individuare un unico punto nello spazio (fig. 2.15).  
Come conseguenza le coordinate di ogni nodo saranno tridimensionali. Su questo grafo si 
possono usare protocolli greedy che non hanno però garanzia di consegna poiché la 
tridimensionalità della rete, come vedremo, introduce nuovi problemi per il routing [12]. 
 
Figura 2.15 Esempio di come solo attraverso tre ancore sia possibile individuare un punto 
Un’alternativa di routing molto semplice e interessante è quella che si avvale nella fase di 
naming della generazione di coordinate virtuali attraverso l’utilizzo del VCAP appena 
descritto e per la fase di instradamento del semplice approccio greedy. Ovviamente in 
questo caso il greedy utilizzerà invece di coordinate bidimensionali, le coordinate 
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tridimensionali fornite dal VCAP (fig. 2.16) per poter calcolare le distanze dei nodi dalla 
destinazione e poter compiere le proprie scelte.  
Unico difetto di questa soluzione è il fatto che in caso di fallimento del greedy non vi 
sono soluzioni di aggiramento simili al GPSR per quello che riguarda gli spazi 
tridimensionali e si dovrà cercare di trovare soluzioni alternative per risolvere il problema.  
Il GPSR infatti, utilizzando la regola della mano destra per costeggiare l’ostacolo ha 
bisogno che la rete giaccia su un piano bidimensionale e non esistono in letteratura 
algoritmi simili al GPSR in contesti tridimensionali. 
 
Figura 2.16 Un esempio di rete che utilizza le coordinate fornite dal VCAP 
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3  Routing con coordinate virtuali bidimensionali 
La creazione dell’algoritmo di routing che abbiamo deciso di portare avanti prevede 
sostanzialmente di far si che nella fase di naming illustrata in figura 2.9 la soluzione che 
fa uso di coordinate virtuali tridimensionali fornite dal VCAP possa fare uso dei vantaggi 
propri dell’approccio con coordinate reali. Per fare questo quindi viene introdotta una 
fase di embedding (fig. 3.1) delle coordinate che provvede a mappare le coordinate 
tridimensionali su un piano per poi poterle quindi trattare come se fossero coordinate 
fisiche. 
 
Figura 3.1 Il passo di embedding introdotto in questo lavoro. 
Nella fase di routing vero e proprio verrà poi utilizzato un algoritmo ibrido che farà 
utilizzo sia del GPSR ma anche di un Detour. Descriveremo ora le fasi di embedding, di 
planarizzazione e di routing vero e proprio che sono state scelte per il nostro algoritmo. 
3.1 Embedding delle Coordinate 
Come abbiamo visto le tecniche come il GPSR necessitano di coordinate bidimensionali 
per poter aggirare gli ostacoli e le discontinuità della topologia della rete, mentre il 
VCAP purtroppo finisce per assegnare coordinate tridimensionali. Purtroppo in spazi 
tridimensionali non vi sono algoritmi efficienti per aggirare gli ostacoli che mantengano 
una percentuale di consegna al 100% come il GPSR. Il primo passo da intraprendere per 
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poter rendere compatibili queste due soluzioni è quindi quello di trovare una strategia per 
riportare su un piano bidimensionale le coordinate seguendo una logica che non causi 
degradazioni nel routing. Allo stesso tempo la soluzione deve essere anche meno costosa 
possibile sia in termini computazionali che in termini di comunicazioni poiché dovrà 
essere poi elaborata dai sensori. 
La soluzione che si è scelta e che soddisfa in parte queste richieste è quella di utilizzare le 
coordinate polari per mappare le coordinate tridimensionali su un piano bidimensionale e 
in particolare ci si è riferiti al sistema sferico. L’idea è quella di proiettare la topologia 
tridimensionale della rete sulla superficie di una sfera e poi utilizzare quella superficie 
come piano bidimensionale dove risiedono i sensori (fig. 3.2). 
 
Figura 3.2 Idea per il mapping delle coordinate da 3D a 2D mediante coordinate polari 
Il sistema di riferimento sferico è formato da tre coordinate: ρ, θ e φ. Si considera sempre 
un generico punto P e la sua proiezione sul piano XY chiamata Q. Con ρ si indica la 
distanza di P dall'origine e θ è l'angolo che forma con l'asse Z. Indichiamo invece con 
il vettore che collega l'origine con il punto Q, φ individua l'angolo che quest’ultimo 
vettore forma con l'asse X (fig. 3.3). 
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Figura 3.3 Coordinate polari 
Per passare da un sistema sferico ad uno rettangolare si usano le seguenti uguaglianze: 
φθρ cossin=x  
φθρ sinsin=y  
θρ cos=z  
Per passare da coordinate sferiche a cartesiane: 
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In questo caso continueremmo ad avere tre coordinate per ogni punto. Volendo però 
proiettare tutto sulla superficie di una sfera si può supporre la distanza ρ costante uguale 
al raggio della sfera. Ci bastano quindi solo le coordinate θ e φ che divengono in pratica 
le coordinate x ed y dei nodi (che chiameremo coordinate embedded, da distinguere da 
quelle tridimensionali fornite dal VCAP e da quelle reali) 
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La similitudine più semplificatrice di questo approccio è quella della rappresentazione 
grafica bidimensionale della volta celeste che si può osservare su ogni atlante. Allo stesso 
modo pecca però degli stessi difetti. Secondo la posizione dei nodi nello spazio e secondo 
dove si pone il centro della sfera, si può infatti rischiare di far sembrare vicini sulla 
proiezione nodi che nello spazio tridimensionale sono molto lontani. Così come nella 
volta celeste si dipingono segni zodiacali grazie ad una vicinanza fra stelle che nella 
realtà sono molto distanti l’una dall’altra.  
Per risolvere questo problema innanzitutto la topologia tridimensionale della rete deve 
essere già a sua volta adatta, indipendentemente da dove si andrà a collocare il centro 
della sfera. Con una disposizione dei nodi completamente casuale e discontinua potrebbe 
essere, infatti, impossibile trovare un punto dove, collocando il centro della sfera, questo 
problema non si presenti. 
Come per esempio si vede in figura 3.5a il nodo x si trova più vicino al nodo z che al 
nodo y, ma secondo la proiezione sulla sfera il nodo x è molto più vicino al nodo y. 
Grazie al VCAP e al metodo iterativo che esso utilizza per assegnare le coordinate, 
invece, la topologia tridimensionale che si viene ad avere ricorda quella di una superficie 
uniforme idealmente piana, ma “piegata” o “tirata” in alcuni punti. In pratica una 
superficie tridimensionale uniforme facilmente “stendibile”. Questo accade poiché, come 
descritto in precedenza, il VCAP assegna le coordinate ad ogni sensore in base alla sua 
distanza dalle ancore. Se un nodo ha per esempio la coordinata x=s vuol dire che di certo 
esiste almeno un nodo all’interno del suo raggio di trasmissione che ha x=s-1. Inoltre 
questi due nodi, essendo così vicini avranno anche y e z se non uguali al più che 
differiscono di uno. Questo applicato iterativamente a tutti i nodi finisce col generare una 
topologia molto uniforme e fondamentalmente “planare”. Come infatti si può vedere in 
figura 3.4 vista lateralmente la forma della rete ricorda un foglio leggermente piegato ai 
bordi in avanti. 
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Figura 3.4 Esempio della forma che assume una rete che faccia utilizzo del VCAP. Si può notare 
la forma di ‘piano piegato’ che assume. 
Questa particolarità della rete è molto utile in questo approccio poiché permette di 
ottenere una proiezione dei sensori sulla sfera che non comporti “false vicinanze” nelle 
coordinate embedded. 
 
Figura 3.5 nel caso a) la posizione relativa dei nodi proiettati è diversa da quella reale. 
Per capire meglio i vantaggi che questo porta basta guardare la disposizione più uniforme 
e continua dei nodi in figura 3.5b rispetto alla 3.5a. In questo caso il nodo y risulta più 
 Routing con coordinate virtuali bidimensionali 
 34 
vicino ad x rispetto a z sia nelle coordinate tridimensionali, sia nella loro proiezione sulla 
sfera. 
In una situazione simile diviene quindi molto più facile individuare un punto dove 
posizionare la sfera sulla quale poter proiettare i nodi senza che si verifichino errori di 
questo tipo e dove la maggior parte delle posizioni relative dei nodi non vengano 
perturbate troppo. 
Si è passati quindi ad un approccio di tipo “visivo”, considerando la sfera come l’occhio 
di un osservatore. Il problema quindi è disporre l’osservatore (la sfera) in modo tale che 
possa vedere chiaramente la rete quanto mai simile alla sua configurazione reale e senza 
sovrapposizioni di nodi. L’idea è quella è di trovare una posizione tale che le posizioni 
finali dei nodi sul piano bidimensionale siano “simili” alle posizioni dei nodi nello spazio 
tridimensionale. 
Prima di tutto si è notato che la conformazione della rete assomiglia a quella di una 
“vela” gonfiata dal vento. La posizione migliore in cui collocare la sfera al fine di vedere 
tutta la vela senza che la curvatura della stessa possa dare noia è quindi dalla parte di 
“dove tira il vento” (fig. 3.6). 
 
Figura 3.6 Vista laterale, si nota la conformazione “a vela” e la posizione della sfera relativa. 
Come riferimento principale abbiamo quindi preso le ancore. Abbiamo stabilito che il 
triangolo formato dalle ancore nel piano tridimensionale dovesse essere simile al 
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triangolo risultante dalle coordinate delle tre ancore sul piano bidimensionale finale. 
Alcune informazioni riguardo le coordinate delle ancore sono deducibili a priori. 
Chiameremo per maggior chiarezza X l’ancora x, Y l’ancora y e Z l’ancora z. 
- X.x rappresenta la coordinata x dell’ancora X nel piano tridimensionale. 
- X.vx rappresenta la coordinata x dell’ancora X nel piano bidimensionale. 
Usando come riferimento il VCAP e l’algoritmo con cui assegna le coordinate possiamo 
dire che: 
1. Y.x = X.y ; Y.z = Z.y ; X.z = Z.x  per equidistanza, essendo le coordinate uguali 
alla distanza dall’ancora relativa, se X è distante 10 da Z a sua volta Z sarà 
distante 10 da X 
2. X.x = Y.y = Z.z = 0 per definizione, visto che la distanza di un ancora da se 
stessa è zero. 
3. Y.z ≈ X.z  per come viene scelto l’ancora Z dal VCAP, e cioè come il nodo più 
distante ma  equidistante da X e Y 
4. Z.y ≈ Z.x come conseguenza di 1 e 3. 
 
Si deduce quindi che il triangolo XYZ è un triangolo isoscele. A questo punto la scelta 
del centro della sfera vogliamo sia tale da mantenere costante il rapporto fra la base (XY) 
e l’altezza dei due triangoli e allo stesso tempo il triangolo continui ad essere isoscele. 
Le coordinate embedded di ogni nodo si ricavano così (S è il centro della sfera): 
X vx atan
S y X y
S x X x
 
X vy acos
S z X z
S y X y
2 S x X x
2 S z X z
2
 
Per poter ottenere un triangolo isoscele anche sul piano bidimensionale basta scegliere 
S.x = S.y, infatti: 
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Xvx atan
Sy Xy−
Sx






:= X vy acos
S z X z
S y X y
2 S x
2 S z X z
2
 
Yvx atan
Sy
Sx Yx−






:= Y vy acos
S z X z
S y X y
2 S x
2 S z X z
2
 
Z vx atan 1( )
Z vy acos
S z
2 S x Z x
2
. S z
2
 
In particolare scegliendo S.x = Y.x e S.y = X.y si ha 
X vx 0 Yvx
pi
2
:= Zvx
pi
4
:=
 
Essendo X.vy = Y.vy ed essendo Z.vx equidistante da X.vx e Y.vx il triangolo è 
certamente isoscele. 
Nella scelta appena fatta di porre S.x = Y.x e S.y = X.y ha influito un ragionamento 
pratico. Si è scartata l’idea di mettere la sfera molto lontana poiché avrebbe di 
conseguenza causato un addensamento della proiezione dei sensori in una piccola regione 
della superficie della sfera. Questo avrebbe introdotto maggiormente il rischio di far 
sembrare vicini nodi che non lo fossero stati, fino al punto di averli fatti sembrare quasi 
coincidenti in molti casi, conseguenza questa anche del grave problema che si sarebbe 
presentato con le approssimazioni necessarie a rappresentare le nuove coordinate 
embedded dei nodi (fig. 3.7). Negli esempi mostrati in questo capitolo siamo sempre 
partiti dallo stesso dominio circolare popolato in maniera uniforme da centinaia di nodi). 
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Figura 3.7 Con la sfera posta troppo lontano si avrebbe un raggruppamento eccessivo dei nodi. 
Come si nota tutti i nodi sono compresi in un piccolo range di valori. 
Si è anche scartato un posizionamento troppo vicino ai nodi che avrebbe ovviamente 
deformato enormemente la topologia della rete rendendola eccessivamente perturbata e 
differente dall’originale, con il rischio inoltre di avere nodi, che in realtà erano agli 
antipodi, quasi vicini nella proiezione sulla sfera (fig. 3.8).  
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Figura 3.8 Una sfera troppo vicina ai nodi genera una rappresentazione distante da quella reale. 
Come si nota la topografia risultante è caotica. 
Inoltre c’è da tenere presente che vicino ai poli della sfera (con θ che tende a 0° o a 180°) 
la deformazione diviene maggiore e in quella parte della superficie si ha un 
addensamento maggiore dei punti. 
Il posizionamento scelto permette invece di racchiudere all’interno di un “cono visivo” di 
90° tutta la rete con un buon compromesso fra eccessiva approssimazione e 
addensamento ed eccessiva deformazione (fig. 3.9). 
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Figura 3.9 Visuale dall’alto della posizione della sfera. 
A questo punto si deve scegliere S.z in modo tale che il rapporto fra base e altezza dei 
due triangoli rimanga costante. 
Si fa notare, in base alle assunzioni fatte fino ad ora, che l’altezza del triangolo formato 
dalle ancore nello spazio tridimensionale coincide per definizione con X.z (=Y.z) e che la 
distanza fra X ed Y nello spazio tridimensionale è 2 ·X.y mentre nel piano è, come si è 
calcolato sopra, 1.570 (= Y.vx). Per trovare il valore di S.z che permette la similitudine 
dei due triangoli basta risolvere quindi la seguente equazione (si è provveduto a portare 
tutto in relazione all’ancora X quando possibile attraverso le uguaglianze scritte 
precedentemente): 
1.570
1.414X y.
X z. acos
S z
2 X y X z
2
. S z
2
acos
S z X z
X y
2 S z X z
2
 
Il valore di S.z che soddisfa questa equazione è l’altezza a cui posizionare il centro della 
sfera per ottenere un triangolo nel piano bidimensionale simile a quello formato dalle 
ancore nello spazio tridimensionale. 
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Poiché la soluzione che vorremmo dovrebbe invece essere una soluzione leggera che eviti 
ad ogni sensore calcoli troppo complessi e meno comunicazioni possibili, si è cercato di 
analizzare la topologia della rete al fine di trovare una soluzione adatta ma che 
soddisfacesse l’equazione il più possibile. 
In questa fase i test che sono stati fatti vedevano l’utilizzo di una rete con distribuzione 
uniforme di centinaia di nodi. Con varie prove si è potuto notare che la rete ha il maggior 
numero di nodi lungo l’asse che unisce l’ancora X all’ancora Y. Non a caso infatti queste 
due ancore sono scelte in quanto i due punti della rete più distanti fra loro, e la loro 
congiungente attraversa completamente la rete.  
Si è quindi deciso di provare a posizionare il centro della sfera ad un altezza tale da far 
proiettare questo asse all’altezza “dell’equatore” della sfera, poiché avvicinandoci ai poli 
la deformazione diviene sempre maggiore e la linea d’asse si sarebbe incurvata sempre di 
più. Inoltre come già detto vicino ai poli vi sarebbe stata un eccessiva perturbazione delle 
coordinate.  
Per far questo l’altezza della sfera viene scelta uguale alla media delle altezze delle 
ancore X ed Y (fig. 3.10)(si fa notare che per definizione X.z≈Y.z). 
 
Figura 3.10 Visuale da dietro la sfera. 
Questa scelta si è verificata essere una buona idea. In seguito a molti test si è potuto 
confermare che quella di prendere S.z = X.z è una soluzione pratica che permette di 
avvicinarci molto alla soluzione dell’equazione prima scritta.  
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Così facendo si riesce a trovare un punto di osservazione tale da riuscire a proiettare sulla 
sfera una rappresentazione bidimensionale molto simile all’originale configurazione reale 
della rete per quello che riguarda le posizioni relative fra i nodi in particolare mantenendo 
simili i triangoli formati dalle ancore sia sul piano che nello spazio tridimensionale (fig. 
3.11). 
 
Figura 3.11 La topologia della rete dopo il processo di embedding. I sensori sono compresi in un 
range di valori maggiori di figura 3.7 e hanno mantenuto una topologia più simile a quella 
originale 
3.1.1 Considerazioni 
La bontà pratica di questo risultato è stata confermata attraverso un simulatore dall’alta 
percentuale di successo di consegna dei pacchetti, prossima al 100%, utilizzando solo il 
semplice algoritmo greedy per il routing in un ambiente senza ostacoli (vedi capitolo 4). 
Se, infatti, le coordinate embedded fossero risultate troppo perturbate rispetto alla 
posizione originale dei nodi, un algoritmo come quello greedy, che utilizza appieno 
queste informazioni, non avrebbe avuto queste alte percentuali di successo. Per esempio 
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un nodo si sarebbe potuto facilmente trovare in una situazione di massimo locale secondo 
le coordinate embedded da lui conosciute, mentre nella realtà fra i suoi vicini avrebbe 
potuto avere dei nodi che minimizzavano la reale distanza dalla destinazione. 
Ovviamente rimane da sottolineare il fatto che resta comunque la possibilità che alcune 
coordinate riportino degli errori, portando per esempio il sensore a trovarsi, causa 
perturbazioni e proiezioni varie, con dei vicini secondo le coordinate embedded che nella 
realtà vicini non sono, specie nelle zone più densamente popolate di nodi.  
Si è però riusciti a ridurre fortemente questo fenomeno (che comunque rimane anche 
collegato alla topologia risultante dal VCAP) e in linea di massima le posizioni relative 
fra i nodi sono rimaste simili. 
Questa soluzione non è per niente costosa in termini di comunicazioni in quanto ogni 
singolo sensore detiene già le informazioni relative alle ancore della rete e queste sono 
anche le uniche informazioni che gli servono per conoscere la posizione del centro della 
sfera. 
Inoltre ad ogni nodo servono le proprie coordinate tridimensionali, ma anche queste le ha 
già poiché gli sono state fornite tramite il protocollo di VCAP. 
Per quello che riguarda il costo computazionale potrebbe diventare costoso per un 
sensore far calcolare l’arcocoseno e l’arcotangente. 
Si è quindi fornito il sensore di due piccoli file, per un totale accettabile di meno di 30Kb, 
tali da introdurre errori di approssimazione trascurabili (nell’ordine del millesimo) e 
semplificare molto il costo computazionale del calcolo. 
Entrambe le tabelle contengono il valore di x e il relativo valore di acos(x) o atan(x) di 
modo che un sensore possa ricavare, trovata la x più vicina al valore che vuole calcolare, 
il valore corrispondente della funzione in questione. 
Nella tabella dell’arcocoseno vi sono tutti i valori di x da -1 a +1 con uno scarto 
dell’ordine del millesimo. 
Nella tabella dell’arcotangente vi sono invece tutti i valori di x da 0 a 2645 tali da 
comportare un incremento di almeno un millesimo nel corrispondente valore di atan(x). 
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Da 2645 in poi l’aumento del valore di x non comporta cambiamenti di atan(x) maggiori 
di un millesimo. Per valori negativi di x basta cambiare segno al valore ricavato dalla 
tabella per atan(|x|).  
Siamo quindi riusciti a risolvere il problema del “mapping” delle coordinate da 3D a 2D 
in un modo abbastanza leggero e semplice. 
3.2 Planarizzazione della Rete 
Dopo l’introduzione durante la fase di naming del passo di embedding delle coordinate 
siamo riusciti a ricondurci ad una situazione virtuale bidimensionale in tutto simile alla 
situazione con coordinate fisiche. Diventa quindi possibile adottare anche tutte le 
alternative di routing previste, fra le quali l’utilizzo del GPSR. Ricordiamo che le 
caratteristiche della tipologia di un grafo che possono far fallire il GPSR sono sia gli 
archi monodirezionali sia gli archi incrociati. Queste situazioni infatti inducono al 
fallimento della regola della mano destra intesa come strumento per girare intorno ad una 
faccia del grafo. 
La planarizzazione del grafo, mediante per esempio il Gabriel Graph, dovrebbe da sola 
risolvere questi problemi in una situazione ideale. Purtroppo a causa delle perturbazioni 
introdotte nelle coordinate dei nodi o a causa di ostacoli questo non è sempre vero. 
3.2.1 Utilizzo del GG e del MW 
Teoricamente con un semplice algoritmo si riesce a planarizzare il grafo rendendolo un 
Gabriel Graph senza però disconnettere in alcun punto la rete. Per ulteriori informazioni 
riguardo al GG vedere il paragrafo 2.2.1. 
A seguito di questa operazione ogni nodo si trova ad avere due insiemi di vicini: 
l’insieme dei vicini reali e il sottoinsieme dei vicini nel grafo planarizzato. In questo 
modo il secondo insieme è utilizzato solamente durante la fase di aggiramento del GPSR 
mentre per le restanti volte viene utilizzato l’insieme dei vicini reali, molto più ampio e 
che permette hop più lunghi, per prendere decisioni sul routing. 
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Questa fase teoricamente non necessita di comunicazioni fra i nodi  poiché ogni nodo è in 
grado di poter decidere in base alle coordinate dei vicini se un link è da rimuovere. 
Bisogna però ricordare che prima della planarizzazione ogni nodo ha solo alcune 
informazioni: 
1. le proprie coordinate virtuali 3d fornite dal VCAP. 
2. le proprie coordinate bidimensionali embedded che si è calcolato. 
3. l’insieme dei vicini e le loro coordinate virtuali 3d ed embedded. 
La planarizzazione GG viene quindi fatta, per forza di cose, utilizzando le coordinate 
embedded calcolate e non le coordinate reali. 
Purtroppo per quanto si possa aver ottenuto coordinate embedded meno perturbate 
possibile può accadere che la posizione relativa presunta fra alcuni nodi non sia più 
consistente con la posizione reale che hanno, oppure su può assumere che vi potranno 
essere degli ostacoli nella topologia della rete. 
Possiamo quindi avere varie situazioni in cui un nodo utilizzando le informazioni in suo 
possesso può dedurre di dover eliminare dalla propria lista di vicini un certo nodo a causa 
di un altro vicino che risulta frapposto fra loro, chiamato witness, mentre invece il vicino 
non farà lo stesso avendo informazioni diverse. 
 
Figura 3.12 Le perturbazioni nelle coordinate dei nodi possono portare al fallimento del GG 
Come illustrato in figura 3.12 quando il nodo u deve valutare se eliminare l’arco uv nota 
fra i propri vicini il nodo w. Utilizzando le informazioni in suo possesso riguardo alle loro 
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posizioni risulta, dalle coordinate embedded del nodo, che w possa diventare witness per 
quel link e rimuove dalla lista dei vicini il nodo v. 
Il nodo v invece non annovera fra i suoi vicini il nodo w poiché la posizione reale del 
nodo w è troppo distante. Quindi, sebbene secondo le coordinate calcolate w si sia 
“avvicinato”, v non può utilizzare w come witness per poter eliminare uv e manterrà u 
come vicino. 
Questa inconsistenza porta il grafo a non avere solo archi bidirezionali. La presenza di 
archi monodirezionali purtroppo genera situazioni di loop come quelli mostrati in figura 
3.13 nel momento il cui si entra in modalità perimetro nel GPSR. 
 
Figura 3.13 Con link monodirezionali la regola della mano destra può portare a loop. 
Per questo motivo si deve fare ricorso anche al Mutual Witness (MW). Si vuole inoltre 
fare notare che il MW, utilizzato in questo esempio per risolvere questo tipo di problema, 
torna automaticamente utile e necessario anche in ambienti con muri. Questa procedura, 
infatti, è stata originariamente pensata esplicitamente per casi in cui il presunto witness si 
trovava “coperto” da un muro rispetto ad altri vicini (fig. 2.4) creando una situazione del 
tutto analoga al caso dovuto a coordinate perturbate.  
Grazie quindi al MW siamo riusciti ad arginare uno dei problemi introdotti in fase di 
planarizzazione dalle coordinate embedded e dalle perturbazioni da loro introdotte così 
come dalla presenza di muri e ostacoli, e cioè il rischio di link monodirezionali. 
3.2.2 Utilizzo del CLDP 
In una situazione ideale, dove ogni nodo ha come vicino l’insieme dei nodi all’interno 
della circonferenza con raggio il proprio raggio di trasmissione e centro il nodo stesso, la 
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semplice planarizzazione GG avrebbe risolto il problema di archi incrociati eliminandoli 
tutti. 
Purtroppo, invece, a causa dell’inevitabile presenza di ostacoli e del fatto che le 
coordinate sono state calcolate dai singoli nodi introducendo un piccolo errore, la 
situazione diventa meno ideale ma più realistica. In pratica non è detto che tutti i nodi 
all’interno della circonferenza di copertura di un nodo siano suoi vicini (come si era già 
notato nell’esempio di figura 3.12). 
La situazione che si presenta è quindi quella dove ogni nodo, planarizzando solo in 
relazione ai vicini, non può eliminare gli archi incrociati causati da nodi le cui coordinate 
embedded li collocano all’interno del loro raggio di copertura ma che al stesso tempo non 
risultano fra i suoi vicini. Questo accade per lo stesso motivo visto precedentemente e 
cioè perchè secondo le coordinate reali i due sensori sarebbero troppo distanti e ognuno 
esterno al raggio di copertura dell’altro. 
Come risulta dalla figura 3.14 la planarizzazione nella situazione reale non avrebbe creato 
problemi, ma con le coordinate embedded il nodo u non “vedendo” il nodo w non può 
eliminare l’arco uv al fine di evitare archi incrociati. 
 
Figura 3.14 A causa delle coordinate embedded alcuni archi incrociati rimangono. 
Per risolvere questa situazione si è deciso di ricorrere al CLDP (descritto nel paragrafo 
2.4). 
Dopo l’utilizzo del CLDP, per definizione, rimangono solamente gli archi incrociati 
necessari a non disconnettere il grafo. Nell’esempio di figura 3.14 il nodo u dopo aver 
sondato l’arco uv decide di eliminarlo. 
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E’ da notare come il CLDP porti ad un grafo planarizzato connesso senza archi incrociati 
a partire da qualunque grafo. Non sarebbe quindi teoricamente necessario planarizzare 
preliminarmente il grafo rendendolo un Gabriel Graph (e utilizzando inoltre il Mutual 
Witness).  
La motivazione pratica che ci spinge invece a fare tutti questi passi sono i costi. 
L’applicazione del GG è poco costosa e non comporta  comunicazioni tra nodi e il MW 
comporta solo poche comunicazioni al fine di confermare la presenza del witness. A 
questo punto il grafo si trova ad avere una arietà media molto bassa e applicarvi il CLDP 
comporta l’invio di un numero minore di sonde e quindi un costo in termini di 
comunicazioni molto minore. 
E’ da sottolineare come questa soluzione anche questa volta risolva contemporaneamente 
anche il problema creato dalla presenza di ostacoli e muri. Il CLDP è stato creato apposta 
per situazioni dove a causa di muri si creano situazioni topologicamente simili a quelle 
del grafo con le coordinate embedded (come si può notare la situazione reale di figura 
3.15 con la presenza di un muro è del tutto simile al caso embedded della figura 3.15). 
 
Figura 3.15 Situazione in cui senza CLDP si avrebbero degli archi incrociati. 
Si evidenzia il fatto che semplicemente applicare il GG e poi il CLDP saltando il MW 
con l’obiettivo di diminuire ulteriormente le comunicazioni non è fattibile. Il CLDP 
prevede l’applicazione della regola della mano destra e il GG da solo, come abbiamo 
visto, creando in questo contesto link monodirezionali, non ne avrebbe permesso il 
funzionamento. 
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3.3 Fase di Routing 
La fase di naming a questo punto è terminata e si dispone ora di una rete bidimensionale 
correttamente planarizzata sulla quale è possibile applicare il routing GPSR tipico delle 
reti che fanno uso di coordinate fisiche reali. L’utilizzo del GPSR come soluzione finale 
nella fase di routing vero e proprio si è però scartata optando per una soluzione ibrida per 
motivi che spiegheremo più avanti. 
Il GPSR, come descritto nel paragrafo 2.4.2, consiste di due fasi, la prima fase è un 
semplice routing di tipo Greedy che utilizza le coordinate embedded dei nodi per 
calcolare le distanze dalla destinazione e per scegliere il successivo hop. In questa fase le 
scelte vengono fatte utilizzando l’insieme di tutti i vicini di un nodo e non il sottoinsieme 
dei vicini “planarizzati”. 
Nel momento in cui si giunge ad un massimo locale il routing entra in modalità 
“perimetro” e procede ad aggirare l’ostacolo. In questa fase, facendo uso della regola 
della mano destra, per non incorrere in fallimenti, le decisioni sono prese utilizzando 
l’insieme dei vicini rimasti dopo la planarizzazione GG con MW e CLDP. 
Fin dai primi test il GPSR dimostra di comportarsi molto bene confermando un Delivery 
Rate molto alto, prossimo, quando non uguale, al 100%. Purtroppo però, come ci si 
aspettava, con il crescere della complessità della topologia e l’introduzione di ostacoli 
causano un incremento delle volte che il GPSR deve entrare in modalità perimetro e 
l’incremento della lunghezza media dei cammini percorsi. Inoltre l’applicazione della 
regola della mano destra comporta dei calcoli un po’ più pesanti da parte dei sensori e si 
vorrebbe minimizzare le volte che i nodi devono farvi ricorso. 
L’allungamento della lunghezza dei cammini, inoltre, sembra in prima analisi essere una 
conseguenza logica dell’introduzione di ostacoli. In realtà questo  è vero solo in parte 
poiché l’allungamento dei path è conseguenza anche dell’aumento delle volte che il 
GPSR deve ricorrere alla modalità perimetro. 
Come abbiamo precedentemente fatto notare la modalità perimetro prevede l’utilizzo del 
grafo planarizzato della rete. In questo tipo di grafo si è costretti a fare tanti piccoli hop 
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per raggiungere una destinazione che magari utilizzando il grafo non planarizzato sarebbe 
stata raggiungibile con un numero minore di comunicazioni.  
 
Figura 3.16 Path fra s e d in una rete planarizzata (a) e una non planarizzata (b). 
In figura 3.16 il path dal nodo s al nodo d nel grafo planarizzato è composto da 3 hop, 
mentre nell’altro caso d sarebbe addirittura risultato un vicino di s. Essendo chiaro il 
maggiore consumo di energia da parte dei sensori del primo caso si è deciso di studiare 
una soluzione alternativa che provasse ad aggirare gli ostacoli ad un costo minore 
facendo quindi utilizzo del grafo planarizzato il meno possibile. 
Le prove fatte prevedono quindi vari metodi alternativi di aggiramento degli ostacoli 
(detour). I vari tipi di detour provati fanno uso delle uniche informazioni che i sensori 
possono avere spaziando quindi da quelli che usano coordinate tridimensionali a quelli 
che fanno uso di coordinate embedded bidimensionali passando anche da quelli che le 
usano entrambe. 
Fra i vari approcci provati per applicare un detour che fosse soddisfacente quello che ha 
dato i migliori risultati in termini di delivery rate e lunghezza dei cammini si comporta 
nella seguente maniera: 
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1. Il routing procede in modalità greedy fino ad una zona di massimo locale 
o fino al raggiungimento della destinazione. 
2. Giunti in una zona di massimo locale si entra in modalità detour. Viene 
salvata la distanza attuale dalla destinazione per poter in seguito decidere 
quando tornare in modalità  greedy. Viene poi scelta come destinazione 
temporanea l’ancora più vicina al nodo destinazione. Questa è una 
informazione facile da ottenere semplicemente dalle sue coordinate 
tridimensionali. 
3. Il nodo che si trova ad inoltrare il pacchetto in modalità detour seleziona 
da tutto l’insieme dei vicini quelli che hanno la coordinata 
tridimensionale corrispondente all’ancora verso cui avvicinarsi minore 
della propria. Per esempio se ci si avvicina all’ancora Y il nodo con y=7 
seleziona tutti i nodi con y<7. Da questo sottoinsieme di possibili 
prossimi hop viene scelto quello che ha la distanza minore dalla 
destinazione. Questa distanza, invece, viene calcolata utilizzando le 
coordinate embedded visto che, in caso di uscita dal detour, sono quelle 
che verranno utilizzate dal greedy. Si fa notare che per come il VCAP ha 
assegnato le coordinate ai nodi, ogni nodo avrà sempre un vicino con una 
delle tre coordinate minore della propria (vedi paragrafo 2.4.1). Proprio 
per questo motivo si è scelto l’uso delle coordinate tridimensionali in 
questa fase del detour. 
4. Se la distanza del nodo successivo alla destinazione è minore della 
distanza che si aveva quando si è entrati in modalità detour, viene 
ripristinata la destinazione originale e si procede in modalità greedy 
come dal punto 1. In caso contrario si procede come dal punto 3. 
5. Nel caso il routing raggiunga l’ancora, sul pacchetto viene settata una 
flag a true e si torna in modalità greedy.  
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6. Quando la modalità greedy fallisce con la flag settata a true il pacchetto 
viene scartato. 
 
Figura 3.17 Esempio di funzionamento del detour rispetto al GPSR. 
In figura 3.17 è rappresentato un esempio del funzionamento del detour. Il nodo s non 
può più procedere in modalità greedy verso d. Decide quindi di aggirare l’ostacolo 
avvicinandosi all’ancora più vicina a d. Fra i suoi vicini vi è il nodo u che gli permette 
questo e gli inoltra quindi il pacchetto. Il nodo u non trovandosi ad una distanza da d 
minore di quella che aveva s continua ad inoltrare il pacchetto a v con l’obiettivo di 
avvicinarsi ulteriormente all’ancora. Il nodo v a questo punto nota che la sua distanza da 
d è minore di quella che aveva s, provvede quindi a ripristinare la modalità greedy verso s 
e inoltrare il pacchetto. 
Da notare che se si fosse applicato il GPSR, sarebbero stati compiuti molti più hop prima 
di raggiungere la destinazione poiché si sarebbe dovuti ricorrere al grafo planarizzato.  
Questo algoritmo, quindi, permette una notevole riduzione della lunghezza media dei 
cammini e computazionalmente è molto più leggero. Purtroppo però il delivery rate si 
abbassa rispetto al GPSR. 
Il delivery rate più basso è conseguenza del fatto che, sebbene una volta toccata l’ancora 
invece di scartare il pacchetto si torni in modalità greedy, non si può avere certezza che il 
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routing non arrivi nuovamente in una nuova zona di massimo locale. A quel punto 
applicare nuovamente il detour vorrebbe dire entrare in un loop e quindi viene scartato il 
pacchetto. 
La soluzione migliore in questa fase dello studio è quindi parsa una soluzione ibrida, che 
si avvalesse da un certo punto di vista delle garanzie di consegna offerte da un algoritmo 
come il GPSR ma allo stesso tempo potesse limitare fortemente i costi tramite il detour 
elaborato. La logica quindi ci ha suggerito di ricorrere al GPSR tutte le volte che il detour 
avrebbe fallito portando quindi il delivery rate alle alte percentuali proprie del GPSR ma 
allo stesso tempo limitandone fortemente i costi applicando nella maggior parte dei casi 
solamente l‘algoritmo di detour studiato. L’algoritmo finale è come quello descritto sopra, 
con la sostituzione del punto 6 con questo enunciato: 
6.  Se il greedy fallisce con la flag settata a true si applica la modalità perimetro 
del GPSR. Si provvede poi a tornare in greedy o a scartare il pacchetto nelle 
stesse modalità previste dal GPSR. 
 In pratica siamo riusciti, mantenendo la stessa percentuale di successi del GPSR 
prossima al 100%, a percorrere path più brevi e obbligare i sensori a fare calcoli molto 
più semplici per attuare scelte di routing. 
Come accennato, e come illustrato in figura 3.18, il GPSR può portare, in modo 
difficilmente prevedibile, a dei cammini molto lunghi e quindi ad un numero molto alto 
di sensori attraversati. Il detour invece non è affetto da questo problema, quindi a 
maggior ragione la soluzione ibrida scelta appare ancora più interessante. 
Diminuendo infatti drasticamente le volte che si ricorrerà al GPSR proporzionalmente 
diminuiranno anche i rischi di incorrere in questo “limite” del GPSR. Questo come 
vedremo nel capitolo successivo in alcune topologie porta a differenze di lunghezze di 
cammini rilevanti. 
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Figura 3.18 Caso pessimo del GPSR 
3.3.1 Considerazioni 
Durante il detour l’avvicinamento all’ancora è sempre garantito poiché, come accennato, 
il VCAP assegna le coordinate in un modo tale che ogni nodo abbia sempre un vicino con 
una coordinata (x, y o z) minore della propria. 
Purtroppo c’è da indicare una piccola causa di degradazione dovuta alla fase in cui si 
applica lo smoothing alle coordinate tridimensionali assegnate dal VCAP (vedi paragrafo 
2.4.1). In alcuni rari casi questo smoothing potrebbe finire per “spostare” la coordinata 
del vicino fino a non permettere più, in fase di detour, l’avvicinamento all’ancora. E’ 
comunque un caso così raro da risultare trascurabile e probabilmente eliminabile 
mediante ulteriori ottimizzazioni. 
In sporadici casi si verificano ulteriori fallimenti nel routing. La causa è stata individuata 
ed è una situazione ineliminabile ma allo stesso tempo, fortunatamente, trascurabile. A 
causa della perturbazione introdotta nelle posizioni relative dei nodi, infatti, a volte si 
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possono creare situazioni estreme dove un nodo si ritrovi ad essere “circondato” da nodi 
che non sono suoi vicini. 
In queste situazioni si inizia l’aggiramento del buco, ma l’applicazione della regola della 
mano destra farà fare al pacchetto un giro completo per poi far fallire il routing quando si 
tornerà ad attraversare il primo arco incontrato all’inizio della modalità perimetro. In 
questa situazione la destinazione difficilmente potrà essere raggiungibile, ma per fortuna 
una situazione simile è estremamente rara e sopratutto è una degradazione circoscritta ad 
un singolo nodo verso il quale non sono possibili comunicazioni.  
Quella appena descritta, va sottolineato, non è una situazione estrema causata  
dall’embedding delle coordinate attuato. Anche se si facesse uso delle coordinate reali dei 
nodi si potrebbe verificare una situazione analoga in presenza di muri. 
Questo quindi è un limite del GPSR stesso. Se si pensa però al contesto pratico in cui 
vengono utilizzate le reti di sensori dove è normale prevedere la perdita di alcuni sensori, 
a volte perché finiscono le batterie, a volte perché si rompono, a volte perché difettosi, ci 
si accorge che questa unica causa di degradazione è completamente trascurabile.  
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4 Routing su reti uniformi 
Ore vedremo come questo algoritmo ibrido elaborato si comporta in varie situazioni 
rispetto ad altri algoritmi di routing.  
4.1 Il simulatore 
Tutti i test sono stati fatti con un simulatore che provvede a disporre, in modo random, 
secondo una distribuzione uniforme, un certo numero di sensori su un piano 
bidimensionale. Ogni sensore in questo simulatore ha lo stesso raggio di copertura degli 
altri quindi tutti i link sono bidirezionali. E’ possibile scegliere se posizionare i nodi 
all’interno di un dominio circolare oppure rettangolare. Nelle fasi successive di testing 
sarà possibile inoltre inserire dei ‘buchi’ (delle aree dove il simulatore non disporrà alcun 
nodo) e dei ‘muri’ (dei segmenti attraverso i quali non è possibile alcuna comunicazione 
fra i nodi). 
Il simulatore provvede, dopo la generazione random di ogni topologia, a verificare che 
tutti i nodi siano connessi fra loro e in caso negativo genera una topologia alternativa. In 
seguito provvede a far calcolare ad ogni nodo le proprie coordinate virtuali secondo il 
VCAP e quindi le proprie coordinate embedded secondo la procedura descritta nel 
precedente capitolo. Provvede poi a planarizzare la rete di modo che ogni nodo oltre 
all’insieme dei propri vicini avrà anche l’insieme dei vicini nel grafo planarizzato. 
Durante la fase di routing vero e proprio il simulatore sceglie casualmente l’id di due 
sensori della rete  e provvede a far inviare da uno all’altro un pacchetto utilizzando vari 
algoritmi di routing. Quando un pacchetto raggiunge la destinazione viene salvata la 
lunghezza del cammino percorso.  
I test fatti in questi esempi prevedono, per ogni livello di densità dei nodi, la creazione di 
100 differenti topologie e su ognuna di queste vengono sorteggiate 100 coppie di sensori 
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che devono comunicare utilizzando vari tipi di routing. Ogni percentuale di consegna 
indicata in seguito è quindi calcolata su 10000 prove.  
4.2 Algoritmi a confronto 
I vari algoritmi di routing che verranno testati sono i seguenti: 
N° Algoritmo Naming Routing
Coordinate Embedding Planarizzazione
1 Ibrido VCAP Si Si Detour+GPSR
2 GPSR - embedded VCAP Si Si GPSR
3 GPSR - fisiche Fisiche - Si GPSR
4 Detour VCAP Si No Detour
5 greedy - virtuali VCAP No - Greedy
6 greedy - embedded VCAP Si No Greedy
7 greedy - fisiche Fische - No Greedy
 
Una breve descrizione degli algoritmi in tabella: 
1. Ibrido: quello studiato in questo lavoro e descritto precedentemente. 
2. GPSR - embedded: il semplice algoritmo GPSR applicato sulle coordinate 
embedded dopo aver planarizzato il grafo mediante il Gabriel Graph con Mutual 
Witness seguito dall’algoritmo CLDP. 
3. GPSR - fisiche: l’applicazione dell’algoritmo GPSR utilizzando le coordinate 
reali dei nodi dopo aver planarizzato il grafo mediante il Gabriel Graph con 
Mutual Witness seguito dall’algoritmo CLDP. 
4. Detour: l’algoritmo di detour studiato nel capitolo 3.3 senza la variante di 
utilizzare il GPSR in caso di fallimento. Come descritto, utilizza sia le coordinate 
tridimensionali fornite dal VCAP sia quelle embedded calcolate. Non necessita di 
planarizzazione in fase di naming. 
5. Greedy - virtuali: algoritmo greedy applicato alle coordinate fornite dal VCAP 
(coordinate tridimensionali) 
6. Greedy - embedded: algoritmo greedy applicato alle coordinate embedded 
calcolate. 
7. Greedy - fisiche: algoritmo greedy applicato alle coordinate reali dei sensori. 
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Da qui in avanti, per semplicità, faremo riferimento agli algoritmi indicando il numero a 
loro associato in tabella. 
Il primo test è stato fatto su una rete senza ostacoli di nessun tipo, con i nodi distribuiti 
uniformemente in un dominio circolare e aumentando di volta in volta la densità dei nodi 
(fig. 4.1). 
 
Figura 4.1 Due esempi dell’ambiente di test. A sinistra con densità 14 a destra 26. 
I risultati in questi ambienti in termini di delivery rate sono riportati in tabella. 
densità\algoritmo 1 2 3 4 5 6 7
14 100 100 100 99.23 84.47 97.17 98.39
18 100 100 100 99.62 88.46 98.76 99.55
22 100 100 100 99.83 90.16 99.49 99.97
26 100 100 100 99.87 91.77 99.66 99.97
 
60
65
70
75
80
85
90
95
100
105
14 18 22 26
densità
pe
rc
en
tu
al
e
1
2
3
4
5
6
7
Figura 4.2 Delivery rate nei vari casi presi in esame. 
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Come si può facilmente notare il nostro algoritmo (numero 1), così come il GPSR 
applicato sia alle coordinate fisiche (3) che a quelle embedded (2), si comporta benissimo, 
ottenendo una percentuale di consegna del 100%. 
Il Detour elaborato (4), invece, si mantiene sopra il 99% senza mai raggiungere il 100%. 
Questo è dovuto a quei suoi limiti descritti nel paragrafo 3.3, che fanno si che dopo aver 
toccato l’ancora in fase di detour la prima volta che il greedy fallisce il pacchetto viene 
scartato e non si tenta più nessun tipo di aggiramento..  
Anche gli algoritmi greedy applicati su coordinate bidimensionali (6 e 7) risultano 
comunque comportarsi bene con percentuali di consegna sempre sopra il 97%.  
Il greedy applicato sulle coordinate tridimensionali del VCAP non riesce mai ad arrivare 
al 92% di consegna. Questo è dovuto al fatto che la topologia tridimensionale della rete è 
comunque completamente diversa da quella reale dei nodi, quindi potrà accadere molto 
più spesso che un nodo non sia in grado di individuare vicini adatti a ridurre la distanza 
dalla destinazione utilizzando come informazione le coordinate tridimensionali, 
nonostante nella realtà abbia vari vicini adatti fra cui scegliere. 
Questi risultati inoltre ci danno un importante conferma. Come si sa l’algoritmo greedy 
utilizza appieno le informazioni delle coordinate dei nodi vicini e del nodo destinazione 
per poter fare le proprie scelte. Non a caso l’algoritmo greedy applicato alle coordinate 
fisiche (7) si comporta molto bene, in questo ambiente senza ostacoli, poiché le posizioni 
reali dei nodi coincidono con le coordinate in suo possesso. Come abbiamo appena visto, 
invece, nel caso si utilizzino le coordinate virtuali tridimensionali (5) questo non è più 
vero e la differenza fra le posizioni reali e quelle che il nodo conosce portano ad un crollo 
nella percentuale di consegna. Il fatto, però, che l’algoritmo greedy applicato alle 
coordinate embedded (6) riporti le percentuali di consegna a valori comparabili con 
l’utilizzo delle coordinate fisiche è un ulteriore conferma, pratica stavolta, del fatto che la 
tecnica di embedding adottata ha prodotto il risultato sperato di riportare una situazione 
distante dalla realtà (quella fornita dal VCAP) ad una situazione topologicamente molto 
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simile a quella reale. Se così non fosse stato le percentuali di fallimento del greedy 
sarebbero state certamente maggiori. 
Per quello che riguarda la lunghezza dei cammini (fig. 4.3) le differenze sono minime 
visto che comunque, mancando gli ostacoli, principalmente si avrà un avanzamento di 
tipo greedy e solo raramente algoritmi che prevedono un qualche tipo di aggiramento 
dovranno farvi ricorso. 
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Figura 4.3 Lunghezza media dei cammini nei vari casi presi in esame. 
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5 Routing su reti uniformi con ostacoli semplici. 
A questo punto è interessante passare a situazioni leggermente più complesse 
supponendo la presenza di ampie zone attraverso le quali le comunicazioni non sono 
possibili a causa delle grandi distanze. In queste tipologie, che rimangono pur sempre 
poco complesse, le situazioni in cui si deve ricorrere a tecniche di aggiramento 
aumentano notevolmente e non si limitano a sporadici casi dettati dal caso come nei test 
precedenti.  
Come prima situazione utilizzeremo sempre un dominio circolare ma con al suo interno 
un’area centrale molto vasta completamente sprovvista di sensori (fig. 5.1). I path 
potrebbero dover quindi aggirare quest’area per poter raggiungere la destinazione. 
  
Figura 5.1 Due esempi dell’ambiente di test. A sinistra con densità 14, a destra 25 
I risultati in questi ambienti in termini di delivery rate sono riportati in tabella. 
densità\algoritmo 1 2 3 4 5 6 7
14 100 100 100 96.71 65.89 85.32 69.88
18 100 100 100 97.79 68.12 87.19 74.79
21 100 100 100 98.43 69.96 89.5 77.84
25 100 100 100 98.5 69.68 89.74 81.13
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Figura 5.2 Delivery rate nei vari casi presi in esame 
Si può immediatamente notare come, prevedibilmente, mentre tutti gli algoritmi che 
prevedono tecniche di aggiramento raggiungono (o si avvicinano) ad un delivery rate del 
100%, gli altri finiscono per fallire molto spesso in questa situazione.  
Inoltre, in relazione a quanto detto nel capitolo precedente riguardo il minimizzare le 
volte che l’algoritmo da noi elaborato debba ricorrere al GPSR, questi dati ci fanno capire 
che l’algoritmo ibrido quasi nel 96%-98% dei casi sarà in grado di consegnare il 
pacchetto a destinazione senza ricorrere alla modalità perimetro e all’applicazione della 
mano destra (visto che questi sono i risultati dell’algoritmo di Detour numero 4). Solo nei 
rimanenti 2%-4% dei casi, al fine di mantenere un delivery rate alto, ve ne farà ricorso. 
Vi è però un dato nuovo e in controtendenza rispetto a quello che ci si aspettava. Si può 
notare come l’algoritmo greedy applicato alle coordinate embedded (6) si comporti 
meglio di quello applicato sulle coordinate fisiche (7). Questo è un dato molto importante 
perché vuol dire che il passo di embedding introdotto non solo permette di ottenere una 
tipologia “simile” a quella originale senza alterare eccessivamente le posizioni relative fra 
i nodi ma crea addirittura una topologia più “stesa”, più “lineare”, con meno zone di 
massimo locale, più adatta per scelte di tipo greedy. 
La lunghezza media dei vari cammini di conseguenza è ben diversa rispetto ai vari casi 
(fig. 5.3). Le lunghezze ricordiamo vengono calcolate solo rispetto ai cammini che hanno 
consegnato con successo il pacchetto a destinazione. Notiamo come il nostro algoritmo (1) 
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si comporta, a parità di delivery rate (100%), meglio dei semplici GPSR (2 e 3) senza 
però raggiungere ovviamente i risultati del Detour semplice (4) che in cambio paga lo 
scotto di non arrivare sempre a destinazione.  
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Figura 5.3 Lunghezza media dei cammini nei vari casi presi in esame. 
Come seconda situazione di studio utilizzeremo sempre un dominio circolare ma con un 
area vuota che invece di rendere la topologia assomigliante ad una ‘O’ renderà la 
topologia maggiormente assomigliante ad una ‘U’ (fig. 5.4). Questa topologia avrà dei 
risvolti particolari soprattutto in termini di lunghezza dei cammini dei metodi di 
aggiramento. In particolare non essendo una struttura simmetrica a volte la modalità 
perimetro del GPSR si troverà a fare dei giri molto maggiori per aggirare il “buco” 
seguendo la regola della mano destra e cadendo più frequentemente nel caso pessimo del 
GPSR illustrato precedentemente in figura 3.18. Difetto questo che invece il Detour, e 
quindi di conseguenza anche il nostro algoritmo Ibrido, non hanno. 
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Figura 5.4 Due esempi dell’ambiente di test, a sinistra con densità 14 a destra 25. 
I risultati in questi ambienti in termini di delivery rate sono riportati in tabella: 
densità\algoritmo 1 2 3 4 5 6 7
14 100 100 100 92.32 85.46 83.8 72.22
18 100 100 100 92.48 87.81 84.66 75.62
21 100 100 100 93.09 89.91 85.21 78.3
25 100 100 100 92.76 91.89 85.79 79.69
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Figura 5.5 rate nei vari casi presi in esame 
Dai dati di figura 5.5 si può dire che la differente tipologia testata produce l’effetto di un 
lieve abbassamento del delivery rate dell’algoritmo di Detour semplice (4). Gli algoritmi 
greedy invece continuano ad essere sotto la soglia del 90% in quasi tutti i casi, per 
evidenti motivi. Si può notare che, a causa della tipologia tridimensionale che si viene a 
creare in questo specifico caso mediante il VCAP, il greedy che fa utilizzo delle 
coordinate tridimensionali finisce per comportarsi molto meglio di quanto facesse nel 
caso precedente. Purtroppo però l’utilizzo di questo tipo di routing non sarà mai 
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affidabile a causa del fatto alcuni cambiamenti nella disposizione reale dei nodi 
potrebbero causare grandi cambiamenti nella fase di VCAP con conseguenti grandi 
oscillazioni nei delivery rate. Si sottolinea invece come l’algoritmo greedy che fa utilizzo 
delle coordinate embedded anche in questo caso si comporta meglio del suo corrispettivo 
che utilizza le coordinate fisiche.  
Riguardo la lunghezza media dei cammini la prima cosa che già si nota in modo evidente 
è la maggiore lunghezza dei cammini attuati dal GPSR che faccia uso delle coordinate 
fisiche (3) (fig. 5.6).  
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Figura 5.6 Lunghezza media dei cammini nei vari casi presi in esame. 
Questo risultato, che rimarrà anche nei test successivi più complessi è un risultato 
notevole perché in pratica significa che anche in presenza della possibilità di utilizzare le 
coordinate fisiche mediante GPS potrebbe non essere conveniente usarle, risultando 
migliore questo sistema virtuale che abbiamo creato.  
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6 Routing su reti uniformi con ostacoli 
In questo capitolo portiamo avanti invece dei test in un contesto più realistico e 
analizziamo dei dati molto più interessanti e utili se si pensa un’applicazione pratica e 
reale del lavoro svolto in questa tesi.  
L’ambiente che utilizzeremo per il test è il Dipartimento di Informatica di Pisa. Il 
simulatore continuerà a creare una distribuzione uniforme di sensori all’interno di un area 
popolata di buchi e muri in modo da ricreare questo edificio (fig. 6.1). 
 
Figura 6.1 Mappa del dipartimento utilizzata per la simulazione. 
Come fino ad ora anche in questa serie di simulazioni il dipartimento è stato popolato con 
una densità crescente di sensori, tutti con raggio di copertura 10 metri. Il Dipartimento 
nella simulazione è largo 81 metri a profondo 25. Le pareti sono ostacoli invalicabili dai 
raggi di trasmissione dei sensori. Essendo questo un vincolo molto forte e allo stesso 
tempo poco realistico, per questo motivo ne sono state collocate un numero leggermente 
minore a quelle realmente esistenti. 
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Figura 6.2 Due esempi dell’ambiente dove sono stati fatti i test. Sopra con densità 10, sotto 18. 
I risultati in questi ambienti (fig. 6.2) in termini di delivery rate sono riportati in tabella: 
densità\algoritmo 1 2 3 4 5 6 7
10 99.81 99.8 99.94 85.43 49.94 67.19 19.66
13 99.88 99.98 99.84 85.95 50.13 68.67 21.2
15 99.95 99.96 99.91 88.15 52.55 71.94 22.17
18 99.95 99.93 99.92 88.51 53.86 72.64 23.14
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Figura 6.3 Delivery rate nei vari casi presi in esame. 
Assistiamo da questi dati ad un letterale crollo dell’algoritmo greedy che faccia utilizzo 
delle coordinate fisiche (7) che non riesce a consegnare il pacchetto a destinazione nel 
78% circa dei casi. Il Detour (4) si mantiene invece su percentuali notevoli, visto e 
considerato l’aumento della complessità della topologia.  
L’algoritmo studiato in questa tesi (1) così come gli altri due tipi di GPSR (2 e 3), invece, 
non toccano più il tetto del 100%. Questo calo di prestazioni è dovuto a quei limiti che 
abbiamo sottolineato nel paragrafo 3.3.1 e che in un contesto così complesso e variegato 
finiscono per manifestarsi. Nonostante tutto, la degradazione rimane nell’ordine di uno 
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0,1% più che accettabile. Va poi sottolineato che in un contesto realistico un 
posizionamento dei sensori più attento in alcune posizioni chiave, se possibile, potrebbe 
solo diminuire ulteriormente questa degradazione dovuta in buona parte al dispiegamento 
puramente random dei nodi. 
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Figura 6.4 Dettaglio del delivery rate dei primi tre tipi di routing. 
Le differenze fra i loro delivery rate non permettono di dire che uno sia migliore degli 
altri. In effetti ricorrendo tutti e tre al GPSR tutti e tre ne hanno gli stessi limiti e pregi 
quindi si può tranquillamente assumere che in termini di delivery rate siano tutti e tre 
equivalenti (fig. 6.4). 
Da questi dati bisogna poi estrapolare un'altra importante informazione. Dei tre algoritmi 
greedy quello che fa uso delle coordinate embedded è quello che si è comportato di gran 
lunga meglio degli altri. Questo dato è importante perché, ricordiamo, che l’algoritmo 
Ibrido di routing che abbiamo elaborato si avvale in primo luogo proprio di un 
avanzamento di tipo greedy su coordinate embedded e solo quando questo fallisce si 
ricorre al Detour, per poi ricorrere in casi estremi al GPSR quando anche il Detour 
fallisce. Possiamo quindi non solo trarre l’informazione che il nostro algoritmo Ibrido (1) 
ha un delivery rate quasi del 100% ma anche che nel 70% circa dei casi (in questo ultimo 
esempio) riesce a non fare uso di nessuna tecnica di aggiramento. Del restante 30%, il 
16% delle volte si limita a dover ricorrere alla tecnica di Detour ideata, per limitare ad un 
piccolo 14% le volte che deve fare ricorso al GPSR. Se si confronta questo dato con 
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l’alternativa di utilizzare il GPSR con le coordinate fisiche si nota che un generico 
pacchetto nel 78% circa dei casi avrebbe dovuto ricorrere alla costosa e lunga modalità 
perimetro prevista dal GPSR. 
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Figura 6.5 Lunghezza media dei cammini nei vari casi presi in esame 
Se andiamo a vedere la lunghezza media dei cammini percorsi in figura 6.5 ci accorgiamo 
subito che l’algoritmo Ibrido (1) su questo piano risulta molto migliore degli altri due 
algoritmi capaci di garantire percentuali di consegna paragonabili alle sue. In particolare 
si vede chiaramente come con le coordinate fisiche dei nodi ci si trovi costretti a 
compiere dei percorsi veramente molto più lunghi. Anche il GPSR che utilizzi le 
coordinate embedded risulta essere molto più costoso in termini di cammini percorsi. 
Questo era un risultato che ci si aspettava poiché come abbiamo visto un maggiore 
utilizzo del grafo planarizzato e della modalità perimetro prevista dal GPSR comporta 
inevitabilmente un numero maggiore di piccoli hop. 
6.1 Considerazioni 
Trarre le conclusioni da questi dati è semplice. Gli algoritmi puramente greedy (5, 6 e 7) 
evidentemente non sono sufficienti da soli per essere presi in considerazione.  
L’algoritmo di Detour semplice (4) invece è da prendere in considerazione solo e 
unicamente in quei casi pratici in cui non interessi una percentuale di consegna troppo 
alta ma interessi piuttosto una lunghezza di cammini media più breve, per esempio in 
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situazioni dove si cerca di scaricare la rete meno possibile. E’ un algoritmo dalla 
semplicità e dai cammini medi paragonabili agli algoritmi greedy. Purtroppo però in 
molti casi interessa un delivery rate ben più alto di quello ottenuto da questo tipo di 
routing. In quei casi si deve inevitabilmente ricorrere ad una tecnica più avanzata di 
aggiramento degli ostacoli.  
L’alternativa del GPSR applicato alle coordinate fisiche (3) per esempio è in grado di 
garantire una consegna del pacchetto quasi al 100% ma ha il forte vincolo del far 
conoscere le coordinate reali ai sensori. Nonostante questo, se anche fosse possibile 
risolvere questo tipo di problema, si paga l’alto delivery rate con cammini molto lunghi e 
un continuo ricorrere alla “modalità perimetro” del GPSR, modalità che con il suo dover 
applicare la regola della mano destra è particolarmente costosa in termini computazionali. 
Alternativa molto più interessante sarebbe quella dell’utilizzo del GPSR che faccia 
utilizzo di coordinate virtuali embedded (2). Questa soluzione non solo non necessita di 
dover far si che ogni nodo conosca le proprie coordinate fisiche ma permette, a parità di 
percentuale di consegna rispetto all’alternativa precedente, di percorrere cammini 
notevolemente minori e ricorrere in maniera molto meno frequente alla “modalità 
perimetro” del GPSR. 
Nonostante questa sembri già essere una buona soluzione, c’è la possibilità di migliorare 
ancora mediante l’algoritmo ibrido da noi elaborato. Grazie all’utilizzo combinato del 
Detour e del GPSR su coordinate embedded si è riusciti a parità di delivery rate a ridurre 
ulteriormente i cammini e ridurre ulteriormente le volte che si deve ricorrere alla modalità 
perimetro. Questo risultato si è mantenuto in tutti i test fatti con il simulatore ed è il 
risultato che ci si aspettava. 
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7 Conclusioni 
Alla fine di questo studio si è riusciti nell’intento che ci si era prefissi di delineare un 
algoritmo di routing adatto in una rete di sensori che tenesse conto delle limitazioni 
classiche di questo campo. 
Questo algoritmo ha la caratteristica di prendere in considerazione le limitazioni presenti 
nelle situazioni reali, (in particolare riguardo l’assenza di GPS) e permette alte 
percentuali di consegna senza alzare troppo i costi anche in presenza di topologie 
complesse. 
Questa tecnica di routing si è rivelata spesso migliore degli algoritmi noti superando in 
termini di lunghezze dei camini il GPSR applicato a coordinate fisiche reali pur 
mantenendone gli ottimi risultati in termini di consegna dei pacchetti. 
I risultati fino ad ora mostrati possono migliorare notevolmente in tutti quei contesti dove 
si possa andare ad influire sul posizionamento di alcuni sensori. Una disposizione un po’ 
più attenta di alcuni dei sensori in posizioni “chiave”, quando possibile, porterebbe un 
miglioramento notevole.  
Come possibili lavori futuri rimane ancora da testare il comportamento dell’algoritmo in 
contesti con distribuzioni non uniformi dei nodi, nonché la possibilità di provvedere ad 
un ottimizzazione delle tabelle usate dai nodi per calcolare le coordinate polari o 
l’individuazione di un metodo ancora migliore per procedere all’embedding delle 
coordinate. Queste ottimizzazioni potrebbero rendere ancora migliori questi già più che 
soddisfacenti risultati. 
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