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ABSTRACT
In this work, we describe an interactive lifelog search engine devel-
oped for the LSC 2018 search challenge at ACM ICMR 2018. The
paper introduces the four-step process required to support lifelog
search engines and describes the source data for the search engine
as well as the approach to ranking chosen for the iterative search
engine. Finally the interface used is introduced before we highlight
the limits of the current prototype and suggest opportunities for
future work.
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1 INTRODUCTION
Lifelogging is a new concept and has only recently attracted the
attention of the research community [7]. One standard definition
of lifelogging states that it is "the action or practice of making a con-
tinuous record of one’s daily activities by means of a digital device or
computer application". The growing research interest in lifelogging
has been facilitated by the market-availability of a range of lifelog-
ging and quantified self devices that can digitally capture a wide
range of life activities, from wearable cameras for all-of-lifelogging
to themore targeted health andwellness devices commonly referred
to as quantified self devices [9].
With such a range of lifelogging devices, one can easily gather, in
an automated manner, a wide range of data about the life experience
of the individual, such as image data from smartphones or wearable
cameras, audio recordings, location data, biometric data, to name
only a few.
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The increase of interest in lifelogging has resulted in many differ-
ent research challenges being developed, such as the NTCIR lifelog
task Semantic Access Task (LSAT) of the the NTCIR-12 challenge
[6] and the ImageCLEF [8] lifelog task. This LSC lifelog task posed
unique challenges due to the interactive nature of the task, hence
we felt that our retrieval approaches would be suitable for this task.
The interactive nature of the challenge means that any system de-
veloped for the LSC would need to be optimised to select or locate
relevant content from a comparatively small archive of lifelog data,
which in this case, consisted of multimedia data from wearable
cameras, biometric data from smartwatches, human activity data
from smartphones and computer usage data to identify information
access activities.
Without there having been similar tasks in the past, there are not
many interactive retrieval engines that were developed for lifelog
data previously. The seminal MyLifeBits [5] project at Microsoft
also developed a lifelog retrieval engine based on an underlying
database system, which is generally regarded as the first lifelog
retrieval system. The LEMoRe [2], an interactive lifelog retrieval en-
gine, developed in the context of the Lifelog Semantic Access Task
(LSAT) of the the NTCIR-12 challenge [6]. LEMoRe integrated clas-
sical image descriptors with high-level semantic concepts extracted
by Convolutional Neural Networks [13], powered by a graphical
user interface that uses natural language processing to process a
user’s query. Finally, Doherty et al. [4], developed an interactive
event-driven lifelog browser for visual lifelog data that segmented
days into events, based on analysis of visual and sensor data, organ-
ising and linking events together in a single diary-style interface.
Extending this work, an interactive faceted lifelog search engine
[3] was developed that allowed the user to select a number of con-
textual factors in order to find an event of interest from an archive
that spanned a number of years.
Building on experiences from this past work, we have developed
the experimental search engine which forms the main contribution
of this paper. The general approach taken for this prototype is to
develop an indexing and filtering tool, utilising an SQL database [5],
with a customised interface that is designed to support fast free-text
and faceted search (faceted search based on [3]). The difference
between this search engine and the preceding efforts is that free
text search, different facets, and the interface presentation that
considers the temporal context of the lifelogger when presenting
ranked or filtered results.
2 A FOUR-STEP APPROACH TO
INTERACTIVE LIFELOG RETRIEVAL
In designing our lifelog retrieval engine, we separate the task into
four challenges:
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• Data Selection and Enrichment. Lifelogging typically in-
volves multiple sensors, as did the LSC dataset. The first
task is to choose, process and align these data files so that
they are temporally arranged.
• Multi-faceted query interface. The multi-modal nature of
the LSC dataset naturally lends itself to multi-faceted query
generation, so we have develop a query mechanism that
allows a user to enter queries based on free-text or facets,
such as date/time and place.
• Ranking Engine. For retrieving potentially relevant content
for the user using an appropriate ranking technique.
• Presentation of a Result List. Given the temporal nature of
lifelog data, it is sensible to consider temporal organisation
of the result list, since the ranking employed will hugely
influence how effective the interactive retrieval system can
be.
Wewill now explain howwe solved each of these four challenges.
2.1 Data Selection and Enrichment
The LSC lifelog dataset consists of a wide array of multimodal
data of an individual’s life experience captured via wearable and
software sensors. The dataset was gathered over a period of 27 days
by a single individual and it includes:
• Multimedia data: Represents about 1,500 images per day
taken by a wearable camera. So, if we have 27 days of data it
means that we have a database of images about 40,500 images.
These images are accompanied by the output of a concept
detector which identifies the dominant visual concepts in
every image. In addition, the music listening history of the
lifelogger is included, though we did not make use of it in
this prototype.
• Biometric data: It is formed for biometric data like heart
rate, galvanic skin response, calorie burn and steps stored
almost every minute of the day. Also we have data about
blood pressure and blood sugar daily. In this search engine,
we utilised the heart rate data and segmented it into three
categories (resting, normal, and physically active).
• Human activity data: Consists in information about the se-
mantic locations visited, the physical activities, the daily
mood and a diet log made of manual logging of photos. We
focused on the semantic locations and physical activities in
the search engine.
• Computer Usage: Represents a vector of every minute stored
data filtered using blacklist, anonymised and then stemmed.
We did not use this data in this work.
In addition, each data item described above is timestamped and
this was used to time-align the data for indexing. We also utilised
this time information to create a semantic time annotation for every
moment in the collection, such as day-of-the-week or time-of-the-
day (morning, afternoon, evening).
The image formed the main unit of retrieval for this system and
every image was annotated with the appropriate enriched semantic
content from the dataset. These images were later selected for
display to the user during the interactive retrieval process.
2.2 Multi-faceted query interface
Given the interactive nature of the LSC exercise, the design of the
interface, both for rapid querying and efficient browsing of result
sets becomes the most important task. Borrowing from the standard
WWW-interface for faceted search systems (e.g. hotel booking or
fight booking), we designed the interface with two sections, as in
Figure 1. On the left side the query panel is displayed which contains
the faceted and free-text query elements. On the right side is the
result display panel.
Given the fact that the number of unique annotated terms in
the collection could be very large (especially in terms of visual
concepts and locations), it was decided to replace the typical drop-
down list with a free-text search box on the query panel. This
search box matched against content in any of the underlying data
sources and is hoped to simplify the use of the system for the user.
Given a limited lexicon of available search terms, the search box
offered auto-completion of input terms, which assists the user in
formulating free text queries. In additional to the free-text search,
somemore conventional faceted search filter options were available:
• Day-of-the-Week selector to filter content by the day the
event represented in the topic occurred.
• Calendar selector to choose and exact date.
• Moment-of-the-Day selector to filter content that occurs at
certain times of the day.
• Place selector to allow filtering into indoor/outdoor events.
• Heart-rate selector to choose the various degrees of physical
activity of the lifelogger.
Figure 1: Display of the images.
In terms of technologies the client interface is developed using
the JavaScript library React.js. The server-side data storage is han-
dled by SQL Server and communication is via the python library
Flask. The technologies are chosen so as to optimise the speed
of handing every faceted query change and the system has been
designed to be responsive to any facet updates.
2.3 Ranking Engine
The ranking engine used in this interactive lifelog search tool inte-
grates TF-IDF ranking for the free-text search as well as the faceted
Oral Session LSC’18, June 11, 2018, Yokohama, Japan
31
filtering mechanism. TF-IDF is a statistical approach to information
retrieval that is intended to reflect how important a word is in our
database, so the words that appear less in our database have a higher
score than words that appear more often. The free text search im-
plements standard enhancements, such as stopword removal and
term stemming for the English language. Since the annotations for
the LSC dataset are generated automatically by content analysis
tools, the natural variability in human text does not occur in the
LSC collection. Hence, concepts such as term frequency weighting
of terms are unlikely to play any significant role in the ranking
process. However, the inverse document frequency concept from
information retrieval is important in that it allows for the higher
ranking of concepts and our use of TF-IDF ranking includes the
inverse document frequency weighing in the IDF component.
This ranked list from the free-text search is filtered by the other
data facets, such as time of day, day of week, or location, as is
commonly employed for interactive retrieval systems [14]. The
result is a ranked list of filtered images for presentation to the user.
One enhancement to the ranked list is that the context of the
image is also considered in the scoring process. The previous three
images and the following three images contribute (on a sliding scale)
to the overall score of the main image. This is based on previous
successful deployments in interactive video retrieval systems [1].
2.4 Result List Presentation
Upon submission of a query, the system generates a ranked list of
images. The images are displayed as you can see in the Figure 1 on
the result-display panel to the right of the query panel. Rather than
simply display a ranked list of images, the system aims to provide
some context to the user by integrating two enhancements:
• Providing context to the main image by highlighting meta-
data regarding the image, such as temporal, location and
activity data.
• Highlighting the visual context of the image by borrowing
from concepts previously used in interactive video retrieval
systems [1], the visual context of each ranked image is dis-
played by the highlighting of 1 or 2 (1 shown in Figure 1)
previously occurring and following images. Given the pas-
sive nature of lifelog data capture, a naive approach would
be to simply select the previous occurring image(s) to be
shown on screen. However, lifelog data tends to be very
repetitive, so a judicial approach is used which only shows
the previews and following images if they are sufficiently vi-
sually different from the ranked image in terms of the visual
content and the concept annotations. We include this func-
tionality because the development topics contained some
temporal topics that require knowledge about the preceding
or succeeding activities of the lifelogger.
Upon finding a potentially relevant image for a topic, the user
selects an image which submits it to the LSC server for validation.
3 CONCLUSION
In this paper, we describe the data and the task from the LSC 2018
lifelog search challenge. We describe the prototype interactive
search engine that we built for the challenge and we presented
the interface and extensions to the basic search engine.
We have selected a number of facets for the query interface (as
described above) and we are limited by the nature of the LSC col-
lection, as well as the available screen estate for the query-entry
process. Knowing that integrating more facets are likely to increase
performance [10], future work will seek to enhance the types and
richness of the facets available to the user. In addition, the imple-
mentation of free-text search in this first generation lifelog search
engine does not include many of the standard text retrieval en-
hancements such as relevance feedback [12] or optimised ranking
algorithms (e.g. BM25) [11]. For future work, consideration should
be given to optimising the system components.
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