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1 Introduction
Let T > 0 be a fixed constant and (Ω,F ,F, P ) be a complete filtered probability space (satisfying the usual
conditions), on which a 1-dimensional standard Wiener process W (·) is defined such that F = {Ft}06t6T
is the natural filtration generated byW (·) (augmented by all P -null sets in F). We consider the following
controlled stochastic differential equation:{
dx(t) = b(t, x(t), u(t))dt + σ(t, x(t), u(t))dW (t), t ∈ [0, T ],
x(0) = x0,
(1.1)
with a cost functional
J(u(·)) = E
[ ∫ T
0
f(t, x(t), u(t))dt + h(x(T ))
]
, (1.2)
where the stochastic process u(·) is the control valued in a region U ⊂ Rm (m ∈ N), the stochastic process
x(·) is the state valued in Rn (n ∈ N), and b, σ : [0, T ] × Rn × U → Rn, f : [0, T ]× Rn × U → R and
h : Rn → R are given functions satisfying suitable conditions (to be specified later).
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Any adapted stochastic process valued in U is called an admissible control and we denote by Uad the
set of admissible controls. Under some standard assumptions, the corresponding state x(·) (of (1.1)) is
uniquely defined by any given initial datum x0 ∈ R
n and admissible control u(·) ∈ Uad.
The stochastic optimal control problem considered in this paper is to find a control u¯(·) ∈ Uad such
that
J(u¯(·)) = inf
u(·)∈Uad
J(u(·)). (1.3)
Any u¯(·) ∈ Uad satisfying (1.3) is called an optimal control. The corresponding state x¯(·) is called an
optimal sate, and (x¯(·), u¯(·)) is called an optimal pair (for the above optimal control problem).
In the optimal control theory, one of the central issues is to establish necessary conditions for optimal
controls. Some early studies on the first-order necessary condition for stochastic optimal controls in the
case that the diffusion term is independent of the control variable can be found in [5, 6]. As for early
works on the same problem but in the case of the diffusion term containing the control variable, we refer
to [1, 2].
Compared to the deterministic setting, new phenomenon appears when deriving the first-order neces-
sary condition (for stochastic optimal controls) for the case that the diffusion term contains the control
variable and the control region is possibly nonconvex. Indeed, for the case of nonconvex control region,
the needle variation, which is essentially a perturbation technique with respect to the measure, has to
be used as a variation of the optimal controls. When the control variable appears in the diffusion term,
the state variation is only an infinitesimal of order 12 with respect to the perturbation measure ε (as
ε → 0+). Therefore, to establish the first-order necessary condition (with respect to this perturbation
measure), one needs to expand the cost functional up to order two, and therefore two adjoint equations
need to be introduced. The first-order necessary condition for this general case, called general (stochastic)
Pontryagin-type maximum principle, was obtained by Peng [8].
Similar to the deterministic case, the first-order necessary condition provides a basic tool to study the
properties of stochastic optimal controls and solve them numerically. However, exactly as its deterministic
counterpart or even as that in the classical calculus, in some situation the first-order necessary condition
for stochastic optimal controls may be trivial and therefore it cannot provide enough information to
find the desired optimal controls. Consequently, it is quite natural to study the second-order necessary
condition for stochastic optimal controls, especially after the first-order necessary condition for the general
situation was established in [8]. Unfortunately, to the authors’ best knowledge, very few works are
available in this respect.
Recently, Tang [9] derived a pointwise second-order necessary condition for stochastic optimal controls
with nonconvex control regions for the special case that the diffusion term is independent of the control
variable; while Bonnans and Silva [3] obtained an integral-type (rather than the more desired pointwise-
type) second-order necessary condition for stochastic optimal controls with the control variable entering
into the diffusion terms, but the control region is assumed to be convex. It seems us that [3] and [9]
are the only two publications on second-order necessary conditions for stochastic optimal controls. Also,
as far as we know, there is no article addressed to the pointwise second-order necessary condition for
stochastic optimal controls when the diffusion term depends on the control variable, even for the convex
control constraint case.
The purpose of this paper is to establish some pointwise second-order necessary conditions for stochastic
optimal controls in the general case. As we shall see, both our results and the technique to prove them
are quite different from that in [3, 9]. To see this, let us recall that, (even in the deterministic setting)
in order to derive pointwise necessary conditions for optimal controls, one needs to establish first some
suitable integral-type necessary conditions. In the present case, the solution to the first-order variational
equation enters into the second-order integral-type condition. Since the diffusion term contains the
control variable, there exists a term of order 32 with respect to ε (as ε → 0
+) in the integral-type
condition when the optimal control is perturbed by a measurable set with measure ε. Consequently, the
Lebesgue differentiation theorem cannot be used directly to derive the desired pointwise-type condition
from the integral-type one. This is the main difficulty to treat the case that the diffusion term depends
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on the control variable. It is also the key trouble to derive the pointwise second-order conditions even
for the case of convex control constraint. We overcome this difficulty by means of some technique from
the Malliavin calculus. On the other hand, when the control region is nonconvex, in order to derive the
second-order necessary condition, one needs to expand the cost functional up to order four, and hence
four adjoint equations need to be introduced. Also, it seems interesting that, the correction part of the
solution to the second-order adjoint equation (i.e. Q2 in (2.3), or q2 in (4.7)) appears in the pointwise
second-order necessary condition. We remark that, this part appear explicitly neither in the first-order
necessary condition in [8], nor in the second-order necessary conditions in the previous works [3, 9].
The rest of this paper is organized as follows. Section 2 is of preliminary nature, in which we present
some necessary notations and concepts. In Section 3, we establish the pointwise second-order necessary
conditions for stochastic optimal controls with convex control constraints. Finally, in Section 4, we derive
the pointwise second-order necessary conditions for stochastic optimal controls with possibly nonconvex
control constraints.
We refer to [11, 12] for the details of the proofs of the results in this paper and other results in this
context.
2 Some notations and concepts
In this section, we list some notations and concepts which will be used in the sequel.
Denote by 〈·, ·〉 and | · | respectively the inner product and norm in Rn or Rm, which can be identified
from the contexts. Let ϕ : [0, T ] × Rn × Rm → Rd (d ∈ N) be a map. If the map (x, u) 7→ ϕ(t, x, u)
is twice differentiable for any t ∈ [0, T ], we denote by ϕ(x,u)2(t, x, u) the Hessian of ϕ (with respect to
(x, u)) at (t, x, u).
Denote by B(X ) the Borel σ-field of a metric space X . For any α, β ∈ [1,+∞), denote by Lβ
FT
(Ω;Rn)
the space of FT measurable random variables ξ such that E |ξ|
β < +∞, by Lβ(Ω× [0, T ];Rn) the space of
F⊗B([0, T ])-measurable processes ϕ such that ‖ϕ‖β :=
[
E
∫ T
0
|ϕ(t)|βdt
] 1
β < +∞, by Lβ
F
(Ω;Lα(0, T ;Rn))
the space of F⊗B([0, T ])-measurable, F-adapted processes ϕ such that ‖ϕ‖α,β :=
[
E
( ∫ T
0
|ϕ(t)|αdt
) β
α
] 1
β <
+∞, by Lβ
F
(Ω;C([0, T ];Rn)) the space of F ⊗ B([0, T ])-measurable, F-adapted continuous processes ϕ
such that ‖ϕ‖∞,β :=
[
E
(
supt∈[0,T ] |ϕ(t)|
β
)] 1
β < +∞, and by L∞(Ω×[0, T ];Rn) the space of F⊗B([0, T ])-
measurable processes ϕ such that ‖ϕ‖∞ := ess sup(ω,t)∈Ω×[0,T ] |ϕ(ω, t)| < +∞.
Also, let us recall some concepts from the Malliavin calculus. We refer to [7] for a detailed discussion
about this topic. Denote by D1,2(Rn) the subspace of L2
FT
(Ω;Rn) whose elements are Malliavin differen-
tiable, by D·ξ the Malliavin derivative of a random variable ξ ∈ D
1,2(Rn), and by L1,2
F
(Rn) the space of
F-adapted processes ϕ ∈ L2
F
(Ω;L2(0, T ;Rn)) such that
(i) ϕ(t, ·) ∈ D1,2(Rn), for a.e. t ∈ [0, T ];
(ii) (ω, t, s)→ Dsϕ(ω, t) admits an F ⊗ B([0, T ]× [0, T ])-measurable version; and
(iii) |||ϕ|||1,2 := E
∫ T
0
|ϕ(t)|2dt+ E
∫ T
0
∫ T
0
|Dsϕ(t)|
2dsdt < +∞.
Further, we denote by L1,22,F(R
n) the subspace of the stochastic processes in L1,2
F
(Rn) whose Malliavin
derivatives have suitable continuity on some neighbourhood of {(t, t)
∣∣ t ∈ [0, T ]}, i.e.,
L
1,2
2,F(R
n) :=
{
ϕ(·) ∈ L1,2
F
(Rn)
∣∣∣ ∃ ∇ϕ(·) ∈ L2(Ω× [0, T ];Rn) such that the functions
fε : [0, T ]→ [0,∞] defined by fε(s) := sup
s<t<(s+ε)∧T
E
∣∣Dsϕ(t) −∇ϕ(s)∣∣2,
for any s ∈ [0, T ] and ε > 0, are integrable, and lim
ε→0
∫ T
0
fε(s)ds = 0
}
.
Examples of such processes can be found in [7].
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Now, let us introduce the concept of stochastic singular control. As its deterministic counterpart,
a stochastic singular control is an admissible control which satisfies the first-order necessary condition
trivially. Thus, before defining the stochastic singular control, let us first recall the first-order necessary
condition for stochastic optimal controls established in [8]. Suppose that (x¯(·), u¯(·)) is an optimal pair.
For ϕ = b, σ and f , denote
ϕx(t) = ϕx(t, x¯(t), u¯(t)), ϕu(t) = ϕu(t, x¯(t), u¯(t)), ϕxx(t) = ϕxx(t, x¯(t), u¯(t)),
ϕxu(t) = ϕxu(t, x¯(t), u¯(t)), ϕuu(t) = ϕuu(t, x¯(t), u¯(t)).
Define a Hamiltonian H : [0, T ]× Rn × U × Rn × Rn → R by
H(t, x, u, P,Q) = 〈P, b(t, x, u)〉+ 〈Q, σ(t, x, u)〉 − f(t, x, u), (2.1)
for any (t, x, u, P,Q) ∈ [0, T ]×Rn ×U ×Rn ×Rn. Let (P1(·), Q1(·)) and (P2(·), Q2(·)) solve respectively
the following two adjoint equations dP1(t) = −
[
bx(t)
⊤P1(t) + σx(t)
⊤Q1(t)− fx(t)
]
dt+Q1(t)dW (t), t ∈ [0, T ],
P1(T ) = −hx(x¯(T ))
(2.2)
and 
dP2(t) = −
[
bx(t)
⊤P2(t) + P2(t)bx(t) + σx(t)
⊤P2(t)σx(t) + σx(t)
⊤Q2(t)
+Q2(t)σx(t) +Hxx(t)
]
dt+Q2(t)dW (t), t ∈ [0, T ],
P2(T ) = −hxx(x¯(T )),
(2.3)
where Hxx(t) = Hxx(t, x¯(t), u¯(t), P1(t), Q1(t)). Define another function H : [0, T ]× R
n × U → R by
H(t, x, u) = H(t, x, u, P1(t), Q1(t))−H(t, x, u¯(t), P1(t), Q1(t))
+
1
2
〈
P2(t)
(
σ(t, x, u)− σ(t, x, u¯(t))
)
, σ(t, x, u)− σ(t, x, u¯(t))
〉
,
(t, x, u) ∈ [0, T ]× Rn × U. (2.4)
It was shown in [8] that the optimal pair (x¯(·), u¯(·)) satisfies
H(t, x¯(t), v) 6 0, ∀ v ∈ U, a.e. (ω, t) ∈ Ω× [0, T ]. (2.5)
That is, the function v 7→ H(t, x¯(t), v) attends its maximum at u¯(t) for a.e. (ω, t) ∈ Ω × [0, T ]. By the
first- and second-order necessary conditions in classical optimization theory, when U is convex and b, σ
and f are sufficiently smooth, u¯(·) satisfies
〈Hu(t, x¯(t), u¯(t)), v − u¯(t)〉 = 〈Hu(t, x¯(t), u¯(t), P1(t), Q1(t)), v − u¯(t)〉
6 0, ∀ v ∈ U, a.e. (ω, t) ∈ Ω× [0, T ]. (2.6)
Moreover, if Hu(t, x¯(t), u¯(t), P1(t), Q1(t)) = 0, a.e. (ω, t) ∈ Ω× [0, T ], then
〈Huu(t, x¯(t), u¯(t))(v − u¯(t)), v − u¯(t)〉
= 〈Huu(t, x¯(t), u¯(t), P1(t), Q1(t))(v − u¯(t)), v − u¯(t)〉
+
〈
σu(t, x¯(t), u¯(t))
⊤P2(t)σu(t, x¯(t), u¯(t))(v − u¯(t)), v − u¯(t)
〉
6 0, ∀ v ∈ U, a.e. (ω, t) ∈ Ω× [0, T ]. (2.7)
According to (2.6)–(2.7) and (2.5), we give below the definition of stochastic singular control in the
classical sense and that in the sense of Pontryagin-type maximum principle, respectively.
Definition 2.1. Let u˜(·) ∈ Uad, x˜(·) be the state with respect to u˜(·), and (P˜1(·), Q˜1(·)) and (P˜2(·), Q˜2(·))
be the adjoint processes given respectively by (2.2) and (2.3) with (x¯(·), u¯(·)) replaced by (x˜(·), u˜(·)).
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(i) The control u˜(·) is said to be singular in the classical sense if, for a.e. (ω, t) ∈ Ω× [0, T ],{
Hu(t, x˜(t), u˜(t), P˜1(t), Q˜1(t)) = 0,
Huu(t, x˜(t), u˜(t), P˜1(t), Q˜1(t)) + σu(t, x˜(t), u˜(t))
⊤P˜2(t)σu(t, x˜(t), u˜(t)) = 0;
(2.8)
(ii) The control u˜(·) is said to be singular in the sense of Pontryagin-type maximum principle on a
control region V if, V is a nonempty subset of U and for a.e. (ω, t) ∈ Ω× [0, T ],
H(t, x˜(t), v, P˜1(t), Q˜1(t))−H(t, x˜(t), u˜(t), P˜1(t), Q˜1(t))
+
1
2
〈
P˜2(t)
(
σ(t, x˜(t), v)− σ(t, x˜(t), u˜(t))
)
, σ(t, x˜(t), v) − σ(t, x˜(t), u˜(t))
〉
= 0. (2.9)
Remark 2.2. The above two concepts of stochastic singular controls are natural extensions of their
deterministic counterpart (see [4]). Also, when the set U is open and V = U , any admissible control
satisfying (2.9) must satisfy (2.8). In this case, every admissible control which is singular in the sense of
the Pontryagin-type maximum principle is also singular in the classical sense.
3 Pointwise second-order necessary conditions, the convex control constraint
case
In this section, we consider the pointwise second-order necessary condition for stochastic optimal controls
with convex control constraints. Here, the optimal controls are assumed to be singular in the classical
sense.
Similar to [3], we assume that
(C1) The control region U is nonempty, bounded and convex.
(C2) The maps b, σ, f and h satisfy the following:
(i) b, σ and f are B([0, T ]× Rn × U)-measurable, h is B(Rn)-measurable.
(ii) For a.e. t ∈ [0, T ], the map (x, u) 7→ (b(t, x, u), σ(t, x, u)) has continuous bounded partial
derivatives up to order three. And, there exists a constant L > 0 such that |ϕ(t, 0, u)| 6 L,
for ϕ = b, σ, a.e. t ∈ [0, T ] and any u ∈ U .
(iii) For a.e. t ∈ [0, T ], the map (x, u) 7→ (f(t, x, u), h(x)) has continuous partial derivatives up to
order three. And, there exists a constant L > 0 such that for a.e. t ∈ [0, T ] and any x, x˜ ∈ Rn,
u, u˜ ∈ U , it holds that
|f(t, x, u)| 6 L(1 + |x|2 + |u|2),
|fx(t, x, u)|+ |fu(t, x, u)| 6 L(1 + |x|+ |u|),
|fxx(t, x, u)|+ |fxu(t, x, u)|+ |fuu(t, x, u)| 6 L,
|f(x,u)2(t, x, u)− f(x,u)2(t, x˜, u˜)| 6 L(|x− x˜|+ |u− u˜|),
|h(x)| 6 L(1 + |x|2), |hx(x)| 6 L(1 + |x|),
|hxx(x)| 6 L, |hxx(x) − hxx(x˜)| 6 L|x− x˜|.
Since the control region is assumed to be convex, the convex variation can be used as a perturbation of
the optimal control. Let (x¯(·), u¯(·)) be an optimal pair, and u(·) ∈ Uad be any given admissible control.
For any ε ∈ (0, 1), write
v(·) = u(·)− u¯(·), uε(·) = u¯(·) + εv(·).
Clearly, uε(·) ∈ Uad. Denote by x
ε(·) the state with respect to the control uε(·), and put δx(·) =
xε(·)− x¯(·).
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We introduce the following two variational equations: dy1(t) =
[
bx(t)y1(t) + bu(t)v(t)
]
dt+
[
σx(t)y1(t) + σu(t)v(t)
]
dW (t), t ∈ [0, T ],
y1(0) = 0
(3.1)
and
dy2(t) =
[
bx(t)y2(t) + y1(t)
⊤bxx(t)y1(t) + 2v(t)
⊤bxu(t)y1(t) + v(t)
⊤buu(t)v(t)
]
dt
+
[
σx(t)y2(t) + y1(t)
⊤σxx(t)y1(t) + 2v(t)
⊤σxu(t)y1(t) + v(t)
⊤σuu(t)v(t)
]
dW (t), t ∈ [0, T ],
y2(0) = 0.
(3.2)
The solutions y1(·) and y2(·) are the first- and the second-order linear approximations of the state variation
δx(·), respectively. By the duality between the variational equations (3.1)–(3.2) and the adjoint equations
(2.2)–(2.3), the following integral-type second-order necessary condition immediately follows.
Theorem 3.1. Let (C1)–(C2) hold. If u¯(·) is a singular optimal control in the classical sense, then
E
∫ T
0
〈S(t)y1(t), v(t)〉 dt 6 0, ∀ v(·) = u(·)− u¯(·), u(·) ∈ Uad, (3.3)
where the process S(·) is defined by
S(t) := Hxu(t) + bu(t)
⊤P2(t) + σu(t)
⊤Q2(t) + σu(t)
⊤P2(t)σx(t), t ∈ [0, T ], (3.4)
and Hxu(t) = Hxu(t, x¯(t), u¯(t), P1(t), Q1(t)).
Next, we will rewrite the integral-type necessary condition (3.3) as a pointwise one.
Fix τ ∈ [0, T ) arbitrarily. Define
u(t) =
{
v, t ∈ Eθ,
u¯(t), t ∈ [0, T ] \ Eθ,
where v ∈ U , Eθ = [τ, τ + θ), θ > 0, τ + θ 6 T . Denote by χEθ (·) the characteristic function of the set
Eθ, and by Φ(·) the solution to the following matrix-value stochastic differential equation:{
dΦ(t) = bx(t)Φ(t)dt+ σx(t)Φ(t)dW (t), t ∈ [0, T ],
Φ(0) = I,
where I is the identity matrix in Rn×n. By [10, Theorem 1.6.14] (at page 47), the solution y1(·) to
the equation (3.1) with respect to v(·) = u(·) − u¯(·) = (v − u¯(·))χEθ (·) enjoys the following explicit
representation:
y1(t) = Φ(t)
∫ t
0
Φ(s)−1
(
bu(s)(v − u¯(s)) − σx(s)σu(s)(v − u¯(s))
)
χEθ (s)ds
+Φ(t)
∫ t
0
Φ(s)−1σu(s)(v − u¯(s))χEθ (s)dW (s), t ∈ [0, T ]. (3.5)
Substituting (3.5) into (3.3), there will appear the following term
E
∫ τ+θ
τ
〈
S(t)Φ(t)
∫ t
τ
Φ(s)−1σu(s)(v − u¯(s))dW (s), v − u¯(t)
〉
dt, (3.6)
which is not an infinitesimal of order two but only that of order 32 with respect to θ (as θ → 0
+).
Therefore, the Lebesgue differentiation theorem cannot be used directly to derive the pointwise second-
order necessary condition (from the integral-type second order necessary condition (3.3)). To overcome
this difficulty, we need to introduce the following regularity assumption:
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(C3)
u¯(·) ∈ L1,22,F(R
m), and S(·) ∈ L1,22,F(R
m×n) ∩ L∞(Ω× [0, T ];Rm×n).
By the boundness of U and the assumption (C3), it follows that S(·)⊤(v − u¯(·)) ∈ L1,2
F
(Rn)∩L∞(Ω×
[0, T ];Rn), for any v ∈ U . By the Clark-Ocone formula, we have
S(t)⊤(v − u¯(t)) = E
[
S(t)⊤(v − u¯(t))
]
+
∫ t
0
E
[
Ds
(
S(t)⊤(v − u¯(t))
) ∣∣∣ Fs]dW (s). (3.7)
Substituting (3.7) into (3.6), and using the properties of the Itoˆ integral and the conditional expectation,
we see that
E
∫ τ+θ
τ
〈
S(t)Φ(t)
∫ t
τ
Φ(s)−1σu(s)(v − u¯(s))dW (s), v − u¯(t)
〉
dt
= E
∫ τ+θ
τ
∫ t
τ
〈
Φ(τ)Φ(s)−1σu(s)(v − u¯(s)),Ds
(
S(t)⊤(v − u¯(t))
)〉
dsdt
+E
∫ τ+θ
τ
∫ t
τ
〈
σx(s)σu(s)(v − u¯(s)), S(τ)
⊤
(
(v − u¯(τ)
)〉
dsdt+ o(θ2), (as θ → 0+).
In this way, the Lebesgue differentiation theorem can be used and then we obtain the following pointwise
secend-order necessary condition.
Theorem 3.2. Let (C1)–(C3) hold. If u¯(·) is a singular optimal control in the classical sense, then
for a.e. τ ∈ [0, T ], it holds that
〈S(τ)bu(τ)(v − u¯(τ)), v − u¯(τ)〉
+ 〈∇S(τ)σu(τ)(v − u¯(τ)), v − u¯(τ)〉 − 〈S(τ)σu(τ)(v − u¯(τ)),∇u¯(τ)〉 (3.8)
6 0, ∀ v ∈ U, a.s.
4 Pointwise second-order necessary conditions, the general case
In this section, we discuss the pointwise second-order necessary condition for stochastic optimal controls
with possibly nonconvex control constraints. Here, the optimal controls are assumed to be singular in
the sense of Pontryagin-type maximum principle. Unlike the convex control constraint case, the cost
functional needs to be expanded up to order four, and therefore four variational equations and four
adjoint equations need to be introduced. To avoid introducing high order tensors, we only consider the
1-dimensional case here, i.e., m = n = 1, and hence both the control and the state are assumed to take
values in R.
In this section, we assume that
(C4) The control region U ⊂ R is nonempty and bounded.
(C5) The maps b, σ, f , and h satisfy the following:
(i) b, σ and f are B([0;T ]× R× U)-measurable, h is B(R)-measurable.
(ii) For a.e. (t, u) ∈ [0;T ] × U , the map x 7→ (b(t, x, u), σ(t, x, u), f(t, x, u)) is continuously dif-
ferentiable up to order four, and there exist a constant L > 0 and a modulus of continuity
ω˜ : [0,∞) → [0,∞) such that for ϕ = b, σ, f it holds that, for a.e. t ∈ [0, T ], and any
x, x˜ ∈ R, u, u˜ ∈ U ,
|ϕ(t, x, u)− ϕ(t, x˜, u˜)| 6 L|x− x˜|+ ω˜(|u− u˜|),
|ϕx(t, x, u)− ϕx(t, x˜, u˜)| 6 L|x− x˜|+ ω˜(|u − u˜|),
|ϕxx(t, x, u)− ϕxx(t, x˜, u˜)| 6 L|x− x˜|+ ω˜(|u− u˜|),
|ϕxxx(t, x, u)− ϕxxx(t, x˜, u˜)| 6 L|x− x˜|+ ω˜(|u− u˜|),
|ϕxxxx(t, x, u)− ϕxxxx(t, x, u˜)| 6 L|x− x˜|+ ω˜(|u − u˜|).
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(iii) h is continuously differentiable up to order four, and there exists a constant L > 0 such that
for any x ∈ R,
|h(x)| 6 L(1 + |x|4), |hx(x)| 6 L(1 + |x|
3),
|hxx(x)| 6 L(1 + |x|
2), |hxxx(x)| 6 L(1 + |x|), |hxxxx(x)| 6 L.
Firstly, we establish a variational formulation for optimal controls. Since the control region may be
nonconvex, we need to use the needle variation as a perturbation of the optimal control.
Let (x¯(·), u¯(·)) be an optimal pair, v ∈ U , and Eε ⊂ [0, T ] be a Lebesgue measurable set satisfies
|Eε| = ε, where |Eε| stands for the Lebesgue measure of Eε. Define
uε(t) =
{
v, t ∈ Eε,
u¯(t), t ∈ [0, T ] \ Eε.
(4.1)
Obviously, uε(·) ∈ Uad. Let x
ε(·) be the state with respect to the control uε(·). Denote δx(·) = xε(·)− x¯(·)
and, for ϕ = b, σ and f , write
δϕ(t) = ϕ(t, x¯(t), v)− ϕ(t, x¯(t), u¯(t)), δϕx(t) = ϕx(t, x¯(t), v)− ϕx(t, x¯(t), u¯(t))
δϕxx(t) = ϕxx(t, x¯(t), v)− ϕxx(t, x¯(t), u¯(t)), δϕxxx(t) = ϕxxx(t, x¯(t), v) − ϕxxx(t, x¯(t), u¯(t)).
We introduce the following four variational equations: dyε1(t) = bx(t)yε1(t)dt+
[
σx(t)y
ε
1(t) + δσ(t)χEε(t)
]
dW (t), t ∈ [0, T ],
yε1(0) = 0,
(4.2)

dyε2(t) =
[
bx(t)y
ε
2(t) +
1
2bxx(t)y
ε
1(t)
2 + δb(t)χEε(t)
]
dt
+
[
σx(t)y
ε
2(t) +
1
2σxx(t)y
ε
1(t)
2 + δσx(t)y
ε
1(t)χEε(t)
]
dW (t), t ∈ [0, T ],
y2(0) = 0,
(4.3)

dyε3(t) =
[
bx(t)y
ε
3(t) +
1
2bxx(t)
(
2yε1(t)y
ε
2(t) + y
ε
2(t)
2
)
+ 16bxxx(t)y
ε
1(t)
3 + δbx(t)y
ε
1(t)χEε(t)
]
dt
+
[
σx(t)y
ε
3(t) +
1
2σxx(t)
(
2yε1(t)y
ε
2(t) + y
ε
2(t)
2
)
+ 16σxxx(t)y
ε
1(t)
3
+δσx(t)y
ε
2(t)χEε(t) +
1
2δσxx(t)y
ε
1(t)
2χEε(t)
]
dW (t), t ∈ [0, T ],
yε3(0) = 0,
(4.4)
and 
dyε4(t) =
[
bx(t)y
ε
4(t) +
1
2bxx(t)
(
2yε1(t)y
ε
3(t) + 2y
ε
2(t)y
ε
3(t) + y
ε
3(t)
2
)
+ 16bxxx(t)
(
3yε1(t)
2yε2(t) + 3y
ε
1(t)y
ε
2(t)
2 + yε2(t)
3
)
+ 124bxxxx(t)y
ε
1(t)
4 + δbx(t)y
ε
2(t)χEε(t) +
1
2δbxx(t)y
ε
1(t)
2χEε(t)
]
dt
+
[
σx(t)y
ε
4(t) +
1
2σxx(t)
(
2yε1(t)y
ε
3(t) + 2y
ε
2(t)y
ε
3(t) + y
ε
3(t)
2
)
+ 16σxxx(t)
(
3yε1(t)
2yε2(t) + 3y
ε
1(t)y
ε
2(t)
2 + yε2(t)
3
)
+ 124σxxxx(t)y
ε
1(t)
4 + δσx(t)y
ε
3(t)χEε(t) +
1
2δσxx(t)(2y
ε
1(t)y
ε
2(t)
+yε2(t)
2)χEε(t) +
1
6δσxxx(t)y
ε
1(t)
3χEε(t)
]
dW (t), t ∈ [0, T ],
yε4(0) = 0.
(4.5)
Corresponding to the variational equations (4.2)–(4.5), we introduce the following four adjoint equa-
tions: dp1(t) = −
[
bx(t)p1(t) + σx(t)q1(t)− fx(t)
]
dt+ q1(t)dW (t), t ∈ [0, T ],
p1(T ) = −hx(x¯(T )),
(4.6)
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[
2bx(t)p2(t) + σx(t)
2p2(t) + 2σx(t)q2(t) +Hxx(t)
]
dt+ q2(t)dW (t), t ∈ [0, T ],
p2(T ) = −hxx(x¯(T )),
(4.7)

dp3(t) = −
[
3bx(t)p3(t) + 3σ
2
x(t)p3(t) + 3σx(t)q3(t) + 3bxx(t)p2(t) + 3σxx(t)q2(t)
+3σx(t)σxx(t)p2(t) +Hxxx(t)
]
dt+ q3(t)dW (t), t ∈ [0, T ],
p3(T ) = −hxxx(x¯(T )),
(4.8)
and
dp4(t) = −
[
4bx(t)p4(t) + 6σ
2
x(t)p4(t) + 4σx(t)q4(t) + 6bxx(t)p3(t) + 6σxx(t)q3(t)
+12σx(t)σxx(t)p3(t) + 4bxxx(t)p2(t) + 4σx(t)σxxx(t)p2(t) + 3σ
2
xx(t)p2(t)
+4σxxx(t)q2(t) +Hxxxx(t)
]
dt+ q4(t)dW (t), t ∈ [0, T ],
p4(T ) = −hxxxx(x¯(T )),
(4.9)
where the Hamiltonian H is defined by (2.1) (with n = 1),
Hxx(t) = Hxx(t, x¯(t), u¯(t), p1(t), q1(t)), Hxxx(t) = Hxxx(t, x¯(t), u¯(t), p1(t), q1(t)),
Hxxxx(t) = Hxxxx(t, x¯(t), u¯(t), p1(t), q1(t)).
In addition, we define the following two functions S, T : [0, T ]× R× U × R× R→ R by
S(t, x, u, p2, q2) = p2b(t, x, u) + q2σ(t, x, u), T(t, x, u, p3, q3) = p3b(t, x, u) + q3σ(t, x, u),
for (t, x, u, p3, q3) ∈ [0, T ]× R× U × R× R, and the functions H, S˜, T : [0, T ]× R× U → R by
H(t, x, u) = H(t, x, u, p1(t), q1(t))−H(t, x, u¯(t), p1(t), q1(t)) +
1
2
p2(t)
(
σ(t, x, u)− σ(t, x, u¯(t))
)2
,
S˜(t, x, u) = Hx(t, x, u) + S(t, x, u, p2(t), q2(t))− S(t, x, u¯(t), p2(t), q2(t))
+p2σx(t, x, u¯(t))
(
σ(t, x, u) − σ(t, x, u¯(t))
)
+
1
2
p3
(
σ(t, x, u)− σ(t, x, u¯(t))
)2
,
T(t, x, u) = S˜x(t, x, u) + Sx(t, x, u, p2(t), q2(t))− Sx(t, x, u¯(t), p2(t), q2(t))
+T(t, x, u, p3(t), q3(t))− T(t, x, u¯(t), p3(t), q3(t))
+p2σx(t, x, u¯(t))
(
σx(t, x, u)− σx(t, x, u¯(t))
)
+p3
(
σ(t, x, u)− σ(t, x, u¯(t))
)(
σx(t, x, u)− σx(t, x, u¯(t))
)
+2p3σx(t, x, u¯(t))
(
σ(t, x, u)− σ(t, x, u¯(t))
)
+
1
2
p4
(
σ(t, x, u(t)) − σ(t, x, u¯(t))
)2
,
for (t, x, u) ∈ [0, T ]× R× U .
Using the duality between the variational equations (4.2)–(4.5) and the adjoint equations (4.6)–(4.9),
we obtain the following variational formulation for the optimal control u¯(·).
Proposition 4.1. Let (C4)–(C5) hold. Then the following variational equality holds:
J(uε)− J(u¯) =− E
∫ T
0
[
H(t, x¯(t), v) + S(t, x¯(t), v)(yε1(t) + y
ε
2(t))
+
1
2
T(t, x¯(t), v)yε1(t)
2
]
χEε(t)dt+ o(ε
2), (ε→ 0+).
(4.10)
Now, we can derive the pointwise second-order necessary condition for stochastic optimal controls in
the general case. Similar to the convex control constraint case, the solution yε1(·) (of the variational
equation (4.2)), which is only an infinitesimal of order 12 with respect to ε as ε → 0
+, appears in the
variational formulation (4.10). Therefore, the Lebesgue differentiation theorem cannot be used directly,
either. Hence, the following regularity assumption needs to be introduced.
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(C6) For any v ∈ V , S˜(·, x¯(·), v) ∈ L1,22,F(R), and map v 7→ ∇S˜(τ, x¯(τ), v) is continuous on V for a.e.
τ ∈ [0, T ].
We have the following two results.
Theorem 4.2. Let (C4)–(C6) hold. If u¯(·) is a singular optimal control in the sense of Pontryagin-type
maximum principle on some control region V ⊂ U , then
S˜(τ, x¯(τ), v)
(
b(τ, x¯(τ), v) − b(τ, x¯(τ), u¯(τ))
)
+∇S˜(τ, x¯(τ), v)
(
σ(τ, x¯(τ), v) − σ(τ, x¯(τ), u¯(τ))
)
+
1
2
T(τ, x¯(τ), v)
(
σ(τ, x¯(τ), v) − σ(τ, x¯(τ), u¯(τ))
)
6 0, ∀ v ∈ V, a.e. (ω, t) ∈ Ω× [0, T ].
Corollary 4.3. Let the assumptions of Theorem 4.2 hold. If
S˜(t, x¯(t), v) = 0, ∀v ∈ V, a.e. (ω, t) ∈ Ω× [0, T ],
then
T(τ, x¯(τ), v)(σ(τ, x¯(τ), v) − σ(τ, x¯(τ), u¯(τ)))2 6 0, ∀ v ∈ V, a.e. (ω, t) ∈ Ω× [0, T ].
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