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1. Resumen.
En muchos marcos categóricos se presentan tránsitos entre los diferentes
niveles de transferencia inmersos en las teoŕıa de categoŕıas. Los estudios ade-
lantados por Grothendieck sobre pseudo-funtores permite estudiar muchos de
estos tránsitos. En este trabajo se estudian condiciones de coherencia en es-
tos procesos dinámicos, estas condiciones se hacen presentes en diversos marcos
categóricos, algunas de ellas son llamadas las condiciones de Beck-Chevalley.
Palabras Claves. Adjución, Condición de Beck-Chevalley, categoŕıa, pseudo-
funtor, transferencia categórica.
2. Abstract.
The dynamics among diferent levels of transfer (morphism, functor and natu-
ral transformation) has been the subject of several studies, including a condition
that relate this transfer levels. These studies have been presented in local spaces,
ie specific categories.
One of these conditions is called Beck-Chevalley conditions. Our main inter-
est is show categorical frameworks in which these conditions appear naturally.
This work want to illustrated this conditions through examples. And how the
Beck-Chevalley conditions are presented in some of these frameworks particu-
lary: categorical fibrations, lattices and topois.
Palabras Claves. Adjoint, Beck-Chevalley conditions, category, category
transfer, pseudo-functor.
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Prólogo
Los temas de coherencia relativa, amalgamación, transferencia lógica, apa-
recen de modo ubicuo en matemáticas. La matemática “relativa ”de Grothen-
dieck, su “yoga”de cambio de base y su teoŕıa del descenso abordan esos temas
en marcos categóricos muy generales (Mesablishvili 2004 [5]). Las condiciones de
Beck-Chevalley, entendidas en (Lawvere 1969 [3]) como propiedades de estabi-
lidad para cuantificadores generalizados, codifican de manera precisa muchas de
esas coherencias, amalgamas, transferencias. Desde entonces, las condiciones de
Beck-Chevalley aparecen como condiciones naturales en muy diversos campos
de la matemática, y se encuentran detrás de diversos teoremas de transferen-
cia: preservaciones del cuantificador existencial dentro del entorno lógico de los
topos (Mac Lane and Moedijk 1992 [4], Johnstone 2002 [1]), aplicaciones de la
lógica categórica a la implementación de programas (Taylor 1999 [7], Pitts 2001
[6]), condiciones de coherencia para la representación de funtores polinomiales
(Kock 2009[2]), etc.
El presente trabajo muestra algunos marcos en los cuales se presentan las
condiciones de Beck-Chevalley. Inicia con una breve introducción al lenguaje
categórico y con algunos resultados que son necesarios para nuestro estudio, los
cuales están condensados en la sección (1.2). Se han tomado como textos de
referencia los libros de MacLane Categories For The Working Mathematician
[12], y el texto de Francis Borceux, Handbook Of Categorical Algebra: Basic
Category Theory [9].
Posteriormente se muestra cómo aparecen las condiciones de Beck-Chevalley
en fibraciones categóricas. Se realiza una śıntesis de los conceptos necesarios
para enunciar (demostración detallada) un resultado que habla de pasos locales-
globales (teorema 5). En este caso el texto de referencia es Categorical Logic and
Type Theory escrito por Bart Jacobs (pp 1-90)[8].
En el caṕıtulo 2 aparecen descritas las condiciones de Beck-Chevalley en
marcos categóricos generales. Esta exploración está basada en el art́ıculo de
Mesablishvili Decent theory for shemes [5] y el art́ıculo de Bunge & Paré Stacks
and equivalence of indexed categories [18]. Se estudia la categoŕıa de descenso y
su relación con mónadas (teorema 9) las cuales son estudiadas en [12] (pp. 133-
153) y en el libro de MacLane & Moerdijk Sheaves in Geometry and Logic (pp.
176-180) [4]. Finaliza con un ejemplo en esquemas, el cual fue descrito gracias
al texto de Hartshorne Algebraic Geometry (pp. 60-85) [13]
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En el caṕıtulo 3 se estudian las condiciones de Beck-Chevalley en topos.
La organización de este caṕıtulo permite estudiar, de manera progresiva, las
condiciones de Beck-Chevalley en versiones internas (teoremas 10, 19, 20) y ex-
ternas (teoremas 11,17 y 18). Todos los resultados expuestos son argumentados
en detalle. Algunos tienen demostraciones del autor de esta tesis (teorema 19 y
20).
Para la escritura de este caṕıtulo se toma como base para algunos aspectos
teóricos relativos a la teoŕıa de topos el libro de Johnstone Sketches Of An
Elephant. A Topos Theory Compendium [1]. Aunque la base fundamental es el
texto de MacLane & Moerdijk [4] (pp. 24-62 y 161-233).
En el caṕıtulo 4 se realiza una introducción al concepto de funtor polinomial.
Se inicia con ejemplos y propiedades básicas de estos funtores mostrando de
esta manera su similaridad con el concepto de polinomio. Se estudian funtores
polinomiales generales y las condiciones de Beck-Chevalley. En este caso las
notas de Joachim Kock Polynomial Functors (pp. 1-67 y 141-178) [2] conforman
la base fundamental.
En el caṕıtulo final se dan dos aplicaciones. La primera tiene relación con
funtores fibrados entre categorias cocientes. El teorema 26 muestra una rela-
ción notable entre funtores polinomiales y funtores fibrados. Esta aplicación es
tomada del art́ıculo de Kock & Kock Local fibered right adjoint are polinomial
[15].
En este caṕıtulo han sido de gran utilidad algunos textos de referencia: la
tesis de Alexandra Carvalho Category theory in Coq [14], las notas de Thomas
Streicher Fibrations à la Bénabou [16] y el art́ıculo Framed bicategories and
monoidal fibrations (pp. 1-15) [17] de Michael Shulman.
Se finaliza con una descripción de la presencia de las condiciones de Beck-
Chevalley en ret́ıculos (del autor de esta tesis). La base teórica de esta sección
fue tomada del libro de Balbes & Dwinger Distributive Lattices [19].
Los aportes principales de la tesis consisten en: (i) la unificación y reordena-
miento de mucho material disperso atinente a las condiciones de Beck-Chevalley;
y (ii) la simplificación y reescritura de algunas pruebas, como se indica a lo largo
de este trabajo.
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3. Antecedentes
3.1. Antecedentes históricos
La teoŕıa de categoŕıas ha tenido un gran impacto en la matemática moder-
na, particularmente a través de la obra pionera de Grothendieck. Gracias a la
ruptura del estudio del objeto, en categoŕıas impera el estudio de los morfismos
introduciendo aśı una dinámica relativa y una teoŕıa precisa del tránsito. Por
ende entra a jugar un papel vital la transferencia entre cada uno de los con-
ceptos. Aparecen de manera natural los conceptos de funtor, de transformación
natural y de adjunción. Los estudios adelantados por Lawvere [3] enmarcan en
una manera general estos conceptos.
Desde entonces el concepto de adjunción viene a encarnar la idea de una
“buena”transferencia entre categoŕıas. El estudio de la coherencia de estas trans-
ferencias ha tomado gran importancia y en varios marcos categóricos han encar-
nado en una noción común que ha sido trabajada localmente. El objetivo central
de nuestro trabajo consiste en describir esta noción de manera universal, y es-
tudiar luego su encarnación en los diferentes marcos en los cuales se presenta.
Algunas de esas propiedades de coherencia son conocidas como las condiciones
de Beck-Chevalley.
3.2. Preliminares categóricos
Se asume que el lector está familiarizado con las nociones básicas de la
teoŕıa de categoŕıas. A continuación se asume sin prueba algunas definiciones y
propiedades básicas que se usarán en el resto del trabajo.
Notación 1. Dada una categoŕıa C los objetos de la categoŕıa serán notados
como Obj(C). Dados dos objetos A,B los morfismos entre A y B serán notados
como [A,B]C o [A,B] si no se presta a confusión. La identidad de un objeto C
se notará como iC.
Definición 1. Dada C una categoŕıa, se define la categoŕıa opuesta o dual
Cop donde Obj(C) = Obj(Cop) y [A,B]C = [B,A]Cop y además fg en C
op
está definida como gf en C.
Definición 2. Dado f : A −→ B en una categoŕıa C, se dice que:
1. f es mono si para todo par de morfismos h, g ∈ [C,A] con fh = fg se
tiene que h = g.
2. f es igualador si existen morfismos h, g ∈ [B,C] tales que gf = hf y
además, si existe un morfismo f ′ : A′ −→ B tal que gf ′ = hf ′, existe un
único morfismo α : A′ −→ A tal que fα = f ′ (f = eq(g, h)).
3. f es split−mono si existe g : B −→ A tal que gf = iA.
4. f es isomorfismo si existe g : B −→ A tal que gf = iA y fg = iB.
Teorema 1. En cualquier categoŕıa C se tiene la jerarqúıa de monos
isomorfismo =⇒ split−mono =⇒ igualador =⇒ mono.
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La noción de categoŕıa opuesta o categoŕıa dual permite definir conceptos
nuevos con base a conceptos previamente definidos. Los duales de los expues-
tos anteriormente son: epi, coigualador, split−epi, isomorfismo. El principio de
dualidad permite asegurar que la jerarqúıa de monos tiene una versión análoga
para epis.
Definición 3. Se dice que D es una subcategoŕıa de C, si Obj(D) ⊆ Obj(C) y
los morfismos en D son morfismos de C cerrados bajo composición, tales que si
A ∈ Obj(D) entonces iA ∈ [A,A]D.
Definición 4. Sea C una categoŕıa. Un sistema de factorización E−M está cons-
tituido por dos subcategoŕıas E y M de C tales que:
1. {isomorfismos}C ⊆ E ∩M.
2. E ⊆ {epis}C y M ⊆ {monos}C.
3. Para todo morfismo f ∈ [A,B] existen morfismos m ∈ M y e ∈ E tales
que f = me.
4. La factorización anterior es única modulo isomorfismo.
Si se tiene un sistema de factorización E −M se tiene en general que los
igualadores de C están contenidos en M y, dualmente, los coigualadores de C
están contenidos en E.
Definición 5. Sea C una categoŕıa y sean f : B −→ A, g : C −→ A. Se dice
que la terna (B ×A C, π1, π2) en el diagrama (1) es el pullback de g a través de
f si dado un diagrama como en (2) existe un único morfismo γ : Q −→ B×AC
tal que π1γ = l y π2γ = h.
❄
✲
❄
✲
B
C
A
B ×A C
f
π2
π1 g
(1)
≡
❄
✲
❄
✲
B
C
A
Q
f
h
l g
(2)
≡
Definición 6. Sea C una categoŕıa, sean A,B dos objetos de C. La terna
(A × B, π1, π2) en el diagrama (1) es el producto de A y B si dado un par de
morfismos como en el diagrama (2) existe un único morfismo γ : D −→ A×B
tal que π1γ = l y π2γ = h.
❄
✲
A
B
A×B
π2
π1
(1)
❄
✲
A
B
D
h
l
(2)
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Esta definición de producto puede ser generalizada de forma natural a una
familia indexada de objetos, es decir, a un cono. Además por dualidad aparecen
entonces los conceptos de coproducto y cocono.
Definición 7. Dada una categoŕıa C, un objeto T ∈ Obj(C) se dice terminal si
para todo C ∈ Obj(C) existe un único morfismo C −→ T , es decir |[C, T ]| = 1.
Por dualidad se define el objeto inicial I ∈ Obj(C) si para todo C ∈ Obj(C) se
tiene que |[I, C]| = 1.
Nota 1. En el estudio de la teoŕıa de categoŕıas, todas las construcciones son
únicas modulo isomorfismos. Por ejemplo si existen dos igualadores para un par
de morfismos h, g estos igualadores son isomorfos. Esta unicidad permite hablar
del igualador, el producto, el pullback, el objeto inicial....
Se dice además que una categoŕıa está dotada de pullbacks si para todo par
de morfismos f : B −→ A, g : C −→ A el pullback de g a través de f siempre
existe. Análogamente, si para todo par de objetos A,B en Obj(C) existe el
producto se dice que la categoŕıa está dotada de productos... etc.
Recordamos ahora el concepto de funtor, concepto que encarna formas de
trasferencia entre categoŕıas.
Definición 8. Dadas dos categoŕıas C y D, un funtor F : C −→ D consiste en:
Una correspondencia entre los objetos de C y de D, que asigna a cada
A ∈ Obj(C) un objeto FA ∈ Obj(D).
Una colección de funciones entre [A,B]C y [F (A), F (B)]D que respeta iden-
tidades y composición de funciones, es decir, F (ic) = iF (c) y F (fg) =
F (f)F (g).
Cada categoŕıa posee un funtor identidad. Se puede definir además, entre
funtores, una composición funtorial de manera natural, que cumple los axiomas
de una categoŕıa en la cual los objetos son categoŕıas y los morfismos funtores
(conocida como la metacategoŕıa, CAT). Esto viene a dar fe de la “dinámica”del
estudio de la teoŕıa de categoŕıas. Entraremos a estudiar un nivel más alto en esa
dinámica, el cual es la transferencia más conocida como transformación natural.
Definición 9. Sean dos funtores F : C −→ D y G : C −→ D. Una transfor-
mación natural entre F y G es una familia {λC : FC −→ GC}C∈Obj(C) de
morfismos en D tales que, para todo f : A −→ B en C, se tiene que:
❄
A
B
f
❄
FA
FB
Ff
❄
GA
GB
Gf
✲
✲
λA
λB
≡
Se dice que una transformación natural es un isomorfismo natural si para
todo objeto C ∈ Obj(C) λC es un isomorfismo.
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Estamos en capacidad de definir el concepto de adjunción, lo que viene a
ilustrar un “equilibrio”entre dos funtores, el ir y venir en una transferencia fun-
torial. Este concepto tiene una forma de expresión en cada uno de los niveles de
transferencia (es decir nivel de morfismos, funtores y transformaciones natura-
les).
Definición 10. Dados dos funtores F : C −→ D y G : D −→ C se dice que F
es adjunto a izquierda de G (nótese F ⊣ G, léase F adjunto izquierdo de G ó G
adjunto derecho de F ) si para todo par de objetos C de C, D de D se tiene que:
[FC,D]D ∼= [C,GD]C
y la biyección anterior es natural en el siguiente sentido: dado cualquier par
de morfismos α : C′ −→ C en C y β : D −→ D′ en D al tener morfismo
f : FC −→ D y g : C −→ GD relacionados a través del isomorfismo anterior,
se tiene que los morfismos de la forma βf(Fα) : FC′ −→ D′ son isomorfos a
los morfismos de la forma (Gβ)gα : C′ −→ GD′. Graficamente
F (C′) ✲F (α) F (C) ✲f D ✲ D′β
C′ ✲α C ✲g G(D) ✲ G(D′)G(β)
El isomorfismo viene dado por βfF (α) −→ G(β)gα.
Dada una adjunción F ⊣ G, se tiene en especial que dado un C ∈ Obj(C) se
tiene la biyección [FC, FC]D ∼= [C,GFC]C es decir, una biyección
ΘC,FC : [C,GFC]C −→ [FC, FC]D.
Por lo tanto para cada C ∈ Obj(C) existe un único morfismo ηC : C −→
GFC tal que ΘC,FC(ηC) = iFC . Estos (ηC)C∈C dan lugar a una transformación
natural entre el funtor identidad de la categoŕıa C y el funtor GF , conocida
como la unidad de la adjunción.
Análogamente se induce una transformación natural ε : FG −→ iD de la
siguiente manera: dado D ∈ Obj(D) existe una biyección
ΘGD,D : [GD,GD]C −→ [FGD,D]D
por lo tanto un único morfismo εD : FGD −→ D tal que ΘGD,D(iGD) = εD. La
transformación natural (εD)D∈D es conocida como la counidad de la adjunción.
Por la definición de adjunción f ∈ [FC,D]D determina un único morfismo
g ∈ [C,GD]C tal que (Gf)ηC = g.
Teorema 2. Sean F : C −→ D y G : D −→ C. Las siguientes condiciones son
equivalentes:
Para todo C ∈ Obj(C) existe su objeto libre (FC, ηC)
(
FC ∈ Obj(D) y
ηC : C −→ GFC
)
con respecto a G.
(
(FC, ηC) es el objeto libre de C, si
para todo D ∈ Obj(D) y para todo g ∈ [C,GD]D existe un único morfismo
ψ : FC −→ D tal que (Gψ)ηC = f
)
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F ⊣ G
Existen transformaciones naturales η : iC −→ GF , ε : FG −→ iD tales
que los siguientes diagramas conmutan:
FGF
FF ✲
 
 
 
  ✒
εF
iC
Fη
❄
GFG
GG ✲
 
 
 
  ✒
❄
Gε
iD
ηG
La demostración de este resultado puede hallarse en [12]
Gracias a las definiciones anteriores, podemos estudiar construcciones, es-
tructuras y adjunciones notables que nos serán de ayuda en el resto de nuestro
estudio.
Definición 11. Sea F : C −→ D un funtor. Se dice que:
1. F es pleno si y solo si para todo f ∈ [FA,FB]D existe un morfismo g ∈
[A,B]C tal que Fg = f .
2. F es fiel si y solo si para todo par de morfismos f, g ∈ [A,B]C si Ff = Fg
entonces f = g.
3. F es conservativo si para cada f morfismo en C tal que Ff es isomorfismo
en D se tiene que f es isomorfismo en C.
Definición 12. Sean C y D dos categoŕıas fijas. Se define la categoŕıa funtor
DC como:
1. Obj(DC) = { funtores, F : C −→ D}.
2. [F,G]DC = { transformaciones naturales entre F y G}. La composición en-
tre transformanciones naturales está dada por λη = (λCµC)C∈ObjC donde
η = (ηC)C∈Obj(C), λ = (λC)C∈Obj(C).
Nota 2. Dependiendo de la definición (laxa o estricta) de categoŕıa, las co-
lecciones de morfismos pueden ser clases propias (posibilidad laxa) o deben ser
conjuntos (posibilidad estricta). Si C es pequeña, [F,G]DC es un conjunto.
Si se tiene que C es una categoŕıa pequeña se puede considerar la categoŕıa
SetC, que incluye a los funtores representables: dado A ∈ Obj(C) el funtor
representable hA : C −→ Set se define (en objetos) por hA(C) = [A,C]C y, en
morfismos, de manera forzada.
Se tiene entonces un funtor Y : C −→ SetC
op
donde Y A = hA, funtor cono-
cido como la inmersión de Yoneda. La inmersión de Yoneda es plena, fiel y de
vital importancia en el estudio de la teoŕıa de categoŕıas. Una de sus aplicacio-
nes es la descripción de subobjeto clasificador, esta inmersión se estudiará con
cuidado en el caṕıtulo 3.
Definición 13. Dada una categoŕıa C, dado C ∈ Obj(C) se define la categoŕıa
coma C ↓C como:
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1. Obj(C ↓C) = { morfismos f : A −→ C en C}.
2. [f : A −→ C, g : B −→ C]Obj(C↓C ) = { morfismos h : A −→ B de C tales
que fh = g}.
Teorema 3. Dada una categoŕıa C dotada de pullbacks entonces todo mosfismo
f : B −→ A induce un funtor f∗ : C ↓A−→ C ↓B que siempre posee adjunto
izquierdo ∃f ⊣ f∗.
Demostración. Sea g : C −→ A un objeto de C ↓A. Queremos asociar a g un
único objeto de C ↓B. Consideramos el pullback de g a través de f para obtener
la primera proyección π1 : B ×A C −→ B. Esto permite definir f
∗ en objetos
por medio de la asignación f∗(g) = π1.
Sea h : g −→ g′ un morfismo en C ↓A donde g : C −→ A y g′ : D −→ A
(es decir g′h = g). Queremos construir un morfismo f∗(h). Esta asignación
está basada en los siguientes diagramas:
❄
B ×A C
B
π1
❄
C
A
g
✲
✲
π2
f
(1)
≡
❄
B ×A D
B
π
′
1
❄
D
A
g′
✲
✲
π
′
2
f
(2)
≡
❄
B ×A C
B
π1
❄
D
A
g′
✲
✲
hπ2
f
(3)
≡
El diagrama (1) es un pullback, al igual que el diagrama (2). Como g′h = g se
sigue que el diagrama (3) también conmuta. Gracias a la definición de pullback
existe un único morfismo f∗(h) = γ : B ×A C −→ B ×A D tal que π
′
1γ = π1,
aśı γ ∈ [π1, π
′
1]C↓B . Comprobar que con estas definiciones se tiene un funtor se
sigue de la unicidad del morfismo que nos da el pullback.
El adjunto izquierdo de f∗ que notaremos como ∃f (∃f ⊣ f∗) viene dado por
la composición a derecha es decir ∃f (m) = fm donde m : E −→ B, y, dado un
morfismo en C ↓B su imagen bajo ∃f es él mismo. Ver que estos funtores son
adjuntos puede ser encontrarse en [4].
Definición 14. Sea C una categoŕıa. Se dice que C es cartesianamente cerrada
(CCC) si está dotada de productos (por tanto posee objeto terminal) y adicio-
nalmente se tiene que el funtor A × − : C −→ C posee adjunto derecho para
todo A ∈ Obj(C).
En el caso en que A×− posea adjunto derecho, se notará dicho funtor como
(−)A y será llamado exponencial de A. Por lo tanto dados B,C ∈ Obj(C) existe
una biyección natural entre [C,BA] y [A × C,B]. La counidad que acompaña
esta adjunción es llamada la función evaluación, ε : A × BA −→ B. Dado
h : A × C −→ B existe un único morfismo f : C −→ BA tal que el siguiente
diagrama conmuta.
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A× C
BA×BA ✲
 
 
 
  ✒✻
h
ε
iA × f
Definición 15. Sea C una categoŕıa. Una categoŕıa C-indexada ℑ (o pseudo-
funtor ℑ : Cop −→ CAT ) viene dada por:
1. Para cada C ∈ C una categoŕıa ℑ(C).
2. Para cada morfismo f : C −→ C′ en C, un funtor f∗ℑ : ℑ(C
′) −→ ℑ(C)
(llamado el funtor de cambio de base).
3. Isomorfismos naturales, Ff,g : f
∗g∗ −→ (gf)∗ y Gc : (ic)∗ −→ iℑ(c) para
todo par de morfismos f : C′ −→ C y g : C′′ −→ C′.
El concepto de categoŕıa C-indexada será de vital importancia para nuestro
estudio. Se hará referencia a este concepto en el caṕıtulo siguiente. Aunque su
presencia (algunas veces impĺıcita) estará en todo este documento.
3.3. Un primer acercamiento a las condiciones de Beck-
Chevalley
En esta sección se mostrará cómo se presentan las condiciones de Beck-
Chevalley en fibraciones categóricas y cómo estas garantizan una estabilidad
entre la existencia de adjunciones entre funtores fibrados y funtores entre fibras.
Resumimos y unificamos aqúı las apariciones correspondientes de los conceptos
en el libro de Jacobs[8].
Consideremos un funtor F : T −→ B. Este puede ser visto como una unión
disjunta de una familia de categoŕıas. Cada una de estas categoŕıas será notada
como TB y llamada categoŕıa fibra o simplemente fibra. TB se define gracias a
un objeto B ∈ B, como:
X ∈ Obj(TB) si y solo si X ∈ Obj(T) y FX = B.
l ∈ [X,X ′]TB si y solo si Fl = iC .
Un objeto X ∈ Obj(T) se dice sobre B ∈ Obj(B) si FX = B. Análogamente
un morfismo l en T se dice sobre g en B si Fl = g. B es llamada la categoŕıa
base y T la categoŕıa total.
Notación 2. Para facilitar y reducir el exceso de notación, se notarán los
objetos de T con letras U, V,W,X.. y sus morfismos con l,m, n...., mientras que
los objetos de B se notarán con letras A,B,C... y sus morfismos con f, g, h, i...
Definición 16. Sea F : T −→ B un funtor.
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1. Un morfismo l : X −→ X ′ en T se dice cartesiano sobre un morfismo
g : C −→ C′ en B si Fl = g y para todo morfismo m : Y −→ X ′ tal que
Fm = gh para algún morfismo h : FY −→ C entonces existe un único
morfismo n : X −→ Y sobre h tal que ln = m. Esto puede ser resumido
en la siguiente gráfica:
X
X ′Y ✲
 
 
 
  ✒
l
m
n
❄
C
C′FY ✲
 
 
 
  ✒
❄
g
Fm
h
2. Un funtor F : T −→ B es una fibración si para todo Y ∈ Obj(T) y
g : C −→ FY existe un morfismo cartesiano m : X −→ Y sobre g. Se
dice que T es una categoŕıa fibrada sobre B.
3. Dados g : A −→ B en B, Y ∈ Obj(T) sobre B, se dice que m : X −→ Y es
un levantamiento cartesiano sobre g con codominio Y si m es cartesiano
sobre g.
Proposición 1. Los levantamientos cartesianos de g : A −→ B con codominio
Y sobre B son únicos salvo isomorfismos, es decir, dados m y m′ levantamientos
cartesianos de g con codominio Y existe un isomorfismo φ tal que m′φ = m.
Demostración. Sean m : X −→ Y y m′ : X ′ −→ Y dos levantamientos carte-
sianos de g : A −→ B. Aśı Fm = Fm′ = g, por lo cual, iA es un morfismo en B
tal que Fm iA = Fm
′ (Fm′ iA = Fm), por lo tanto existe un único morfismo
φ : X ′ −→ X (φ′ : X −→ X ′) sobre iA tal que mφ = m′ (m′φ′ = m). Se
tiene que φ es un isomorfismo pues φφ′ = iX y φ
′φ = iX′ , por la unicidad del
morfismo que hace conmutar el diagrama correspondiente en T, dado el dia-
grama conmutativo Fm iA = Fm de B en la definición de morfismo cartesiano
(análogamente en el caso Fm′ iA = Fm
′).
La proposición anterior permite observar que dada una fibración F : T −→ B.
Entonces para todo f : A −→ B y para todo Y ∈ Obj(T) sobre B existe (por
definición) un único (salvo isomorfismo) levantamiento cartesiano con codominio
en Y , (−) −→ Y en T. Podemos seleccionar uno en particular (gracias al axioma
de elección), llamémosle f(Y ) : f∗(Y ) −→ Y . Esto permite definir un funtor
f∗ : TB −→ TA.
Al ser f(Y ) : f∗(Y ) −→ Y un morfismo cartesiano sobre f : A −→ B se
tiene que f∗(Y ) ∈ Obj(TA). Ahora bien, sea g : X −→ Y un morfismo en
TB , queremos obtener un morfismo f
∗(g) : f∗(X) −→ f∗(Y ) en TA. Notemos
que gf(X) : f∗(X) −→ Y , y F (gf(X)) = F (g)F (f(X)) = iBf = f . Al ser
f(Y ) levantamiento cartesiano de f con codominio Y existe un único morfismo
f∗(g) : f∗(X) −→ f∗(Y ) sobre iA, tal que el siguiente diagrama conmuta.
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❄
✲ ❄
✲
f∗(Y )
X
Y
f∗(X)
f(Y )
f(X)
f∗(g) g≡
❄
A
B
f
Por unicidad, este paso preserva identidades y composiciones. El funtor f∗
es conocido como el funtor de cambio de base o funtor sustitución.
Nota 3. Sean F : T −→ B una fibración, f : A −→ B y g : B −→ C morfismos
en B. Podemos pensar en dos funtores (gf)∗ y f∗g∗. En general estos funtores
no son iguales, lo que se puede afirmar es que son naturalmente isomorfos. Se
dice que la fibración F : T −→ B es split si está dotada de un escogencia de
levantamientos cartesianos y los funtores de cambio de base inducidos respetan
compuestas e identidades.
Proposición 2. Sea F : T −→ B una fibración split. Las asignaciones:
A cada B ∈ B le corresponde la categoŕıa TB .
f : A −→ B morfismo en B le corresponde el funtor f∗ : TB −→ TA.
permiten afirmar que T es una categoŕıa B−indexada.
Demostración. Las correspondencias descritas satisfacen los primeros axiomas
en la definición de pseudo-funtor. El tercer axioma se desprende de la definición
de fibración split. Al respetar la composición y la identidad, permite eviden-
ciar que el isomorfismo entre f∗g∗ y (gf)∗ (f, g morfismos en B) es natural.
Análogamente con la identidad.
Proposición 3. Sean F : T −→ B una fibración, G : C −→ B un funtor. Consi-
dere el pullback de F a través de G en la metacategoŕıa. Entonces la proyección
π1 : C×B T −→ C es una fibración.
Demostración. Dado un objeto (C,X) ∈ C ×B T (es decir FX = GC) y un
morfismo f : B −→ C en C, sea l : Y −→ X un levantamiento cartesiano de
Gf : GB −→ GC. Se tiene que (f, l) es un levantamiento cartesiano de f .
Definición 17. Se define la categoŕıa Fib como:
Obj(Fib) = { fibraciones F : T −→ B}.
[F : T −→ B, G : U −→ C]Fib = { funtores L : T −→ U H : B −→ C
tales que GL = HF y L env́ıa morfismos cartesianos en T a morfismo
cartesianos en U}.
Nota 4. Análogamente la categoŕıa Fibsplit está compuesta por fibraciones split
como objetos. Los morfismos en Fibsplit son morfismo (L,H) en Fib donde
adicionalmente L preserva la escogencia de levantamientos cartesianos. Fibsplit
es una subcategoŕıa de Fib.
Teorema 4. El funtor Olv : Fib −→ Cat que env́ıa una fibración en su cate-
goŕıa base, es una fibración.
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Demostración. Sea F : T −→ B una fibración (un objeto de Fib) y K : C −→ B
un funtor (un morfismo en CAT). Hay que ver que existe un levantamiento
cartesiano de K. Considere el pullback de F a través de K en CAT
❄ ✲ ❄
✲
C
T
B
C×B T
K
π1
π2 F
Por la proposición 3, se sigue que π1 : C×BT −→ C es una fibración. Al ser el
diagrama anterior conmutativo (pullback) se sigue que (π2,K) es un morfismo en
Fib. Sea (L,H) ∈ [G : U −→ D, F : T −→ B]Fib tal que Olv((L,H)) = H = JK
para algún funtor J como se muestran en los diagramas.
❄ ✲ ❄
✲
D
T
B
U
H
L
G F
(a)
❄ ✲ ❄
✲
C
T
B
U
K
L
JG F
(c)
C
BD ✲
 
 
 
  ✒
❄
K
H
J
(b)
El diagrama (c) conmuta pues lo hacen los diagramas (a) y (b). Como el
diagrama superior es un pullback existe un único funtor γ : U −→ C ×B T
tal que π1γ = JG, es decir (γ, J) ∈ [G : U −→ D, π1 : C ×B T −→ C]Fib y
(π1,K)(γ, J) = (π1γ,KJ) = (L,H). Luego (π1,K) es levantamiento cartesiano
sobre K.
La fibra sobre B de la fibración Olv : Fib −→ CAT es llamada Fib(B). En
esta categoŕıa los objetos son fibraciones que tiene como base la categoŕıa B.
Dadas dos fibraciones F : T −→ B, G : U −→ B en Fib(B) un morfismo es
un funtor L : C −→ U tal que F = GL y además L preserva levantamientos
cartesianos. El funtor L será llamado un funtor fibrado. Análogamente se define
la categoŕıa Fibsplit(B).
Definición 18. Dadas dos fibraciones F : T −→ B, G : U −→ B, una adjunción
fibrada está constituida por dos funtores fibrados H : T −→ U, K : U −→ T que
hacen conmutar el diagrama
✛ ✲
❍❍❍❍❍❥
✟✟✟✟✟✙
T U
B
K
H
F G
y se tiene la situación de adjunción H ⊣ K (o K ⊣ H).
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Proposición 4. Sean F : T −→ B, G : U −→ B dos fibraciones sobre B y sea
H : T −→ U tal que GH = F (en particular si H ∈ [F,G]Fib(B)). Dado B ∈ B
por restricción se tiene un funtor HB : TB −→ UB .
Demostración. Considere X ∈ Obj(TB) entonces GHBX = GHX = FX = B
luego HBX ∈ Obj(UB). Por otra parte dado l un morfismo en TB entonces
GHBl = GHl = Fl = iB, por lo tanto, HBl es un morfismo en UB. La preser-
vación de identidades y de composición se sigue del hecho que H es funtor.
Dados H ∈ [F,G]Fib(B) y B ∈ Obj(B), si H posee adjunto fibrado izquierdo
(o derecho) K al restringir los funtores a las fibras sobre B se obtiene una
adjunción KB ⊣ HB. Esto puede entenderse como un paso de lo global a lo
local.
El paso de local a global es más complejo y no siempre podrá ser garantizado.
¿Qué condición debe cumplirse para que a partir de adjunciones locales KB ⊣
HB para cada fibra puede asegurarse la existencia de una adjunción fibrada
K ⊣ H? La respuesta está dada en el siguiente resultado.
Teorema 5. Sean F : T −→ B, G : U −→ B y H ∈ [F,G]Fib(B). H posee
adjunto fibrado izquierdo K ⊣ H (derecho H ⊣ K) si y solo si:
1. Para cada B ∈ Obj(B) el funtor HB : TB −→ UB posee adjunto izquierdo
(derecho), notesé KB.
2. Se cumple la condición de Beck-Chevalley: para cada morfismo f ∈ [B,C]B
y cada par de funtores de cambio de base f∗ : TC −→ TB, f ♯ : UC −→ UB
se tiene que la transformación natural canónica ψ : KBf
♯ −→ f∗KC es
un isomorfismo (respectivamente ψ : f∗KC −→ KBf
♯).
La condición de Beck-Chevalley puede ser ilustrada en el siguiente diagrama,
que muestra el mapa de funtores y adjunciones asociado a las categoŕıas fibras.
✲❄
✻
✲
❄
✻
UC
TC TB
UB
KC HC KB HB
f∗
f ♯
La transformación natural canónica buscada en el teorema puede ser ilus-
trada en el siguiente diagrama.
✲
✻
 
 
 
  ✒
✲
✲
✻
✲
 
 
 
  ✒
UC TC
UC UB
TB
TB
KC
HCη HB
f∗
f ♯ KB
ε
La transformación natural estaŕıa dada por:
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εBζηC : KBf
♯ −→ KBf
♯HCKC −→ KBHBf
∗KC −→ f
∗KC
donde ζ : f ♯HCKC −→ HBf
∗KC es un isomorfismo natural, pues los dos fun-
tores son de cambio de base se la categoŕıa UC a la categoŕıa UB.
Demostración. (⇒) Sea K : U −→ T al adjunto fibrado izquierdo de H . La
adjunción K ⊣ H hereda la unidad y la counidad al restringir a las diferentes
fibras. Se obtienen por tanto adjunciones KB ⊣ HB para cada fibra B ∈ Obj(B).
Sea f : B −→ C morfismo en B y sea U ∈ Obj(U) sobre C. Existen levanta-
mientos cartesianos de f con codominio KU :
Considere el levantamiento cartesiano (gracias a G) f(U) : f ♯(U) −→ U
(en U) sobre f . Como K es un funtor fibrado preserva levantamientos car-
tesianos, luego, Kf(U) : Kf ♯(U) −→ KU es un levantamiento cartesiano
(en T ) sobre f .
KU ∈ Obj(T), como FK = G (pues K ∈ [G,F ]Fib(B)) se tiene que KU
es un objeto sobre C. Se tiene por tanto un levantamiento cartesiano
(obtenido gracias a la fibración F ) f(KU) : f∗(KU) −→ KU .
f∗(KU)
KUKf ♯(U) ✲
 
 
 
  ✒
❄
f(KU)
Kf(U)
(εBζηC)(U)
Gracias a la proposición 1 se tiene que Kf ♯(U) ∼= f∗(KU), y el isomorfismo
que los relaciona es precisamente su representante de la transformación natural
canónica.
(⇐) Asumamos adjunciones locales satisfaciendo la condición de Beck-Cheva-
lley. Se requiere construir un adjunto fibrado izquierdo de H .
Sea U ∈ Obj(U) sobre B ∈ Obj(B). Por hipótesis se tiene la adjunción
KB ⊣ HB. Considere la unidad de esta adjunción la cual está dada por morfismos
ηU : U −→ HBKBU . Como HB proviene del funtor fibrado H (por restricción)
se sigue que ηU puede ser visto como ηU : U −→ HKBU (esta familia de
morfismos queremos que provea la unidad de la adjunción fibrada que queremos
determinar).
Sea l : U −→ HX en U sobre f : B −→ C en B (X ∈ Obj(T) es un
objeto sobre C pues F (X) = GH(X)). Considere entonces f(X) : f ♯(X) −→ X
levantamiento cartesiano de f con codominio X . Al ser H un funtor fibrado se
tiene que Hf(X) : Hf ♯(X) −→ HX es un levantamiento cartesiano de f con
codominio HX .
Se tienen dos morfismo sobre f , los cuales son, Hf(X) : Hf ♯(X) −→ HX
y l : U −→ HX . Por la definición de fibración existe un único morfismo l′ :
U −→ Hf ♯(X) sobre iB tal que l = Hf(X)l′. Gracias a la adjunción KB ⊣ HB
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existe un único morfismo l′′ : KBU −→ f ♯(X) (dado por el biyección natural
[KBU,X ]TB
∼= [U,HBX ]UB) tal que Hl
′′ηU = l
′.
Considere l⋄ = f(X)l′′ : KBU −→ X . Este morfismo es el único morfismo
tal que H(l⋄)ηU = l, se tienen las siguientes igualdades
H(l⋄)ηU = Hf(X)H(l
′′)ηU = Hf(X)l
′ = l.
Esto puede ser visto en los siguientes diagramas conmutativos:
✲❄
❅
❅
❅
❅❅❘
KB(U)
f ♯(X) X
l′′
f(X)
l⋄
✲
❅
❅
❅
❅❅❘ ❄
❅
❅
❅
❅❅❘✲
U HKB(U)
Hf ♯(X) HX
ηU
l′
Hf(X)
Hl′′ Hl⋄
Finalmente la asignación U −→ KFU (U) puede ser extendida a un funtor
K : U −→ T que, gracias a lo demostrado anteriormente, es adjunto izquierdo
de H . El hecho que sea un funtor fibrado viene dado gracias al cumplimiento de
la condición de Beck-Chevalley pues bajo esta hipótesis se tiene que Kf ♯(U) ∼=
f∗(KU) y por lo tanto se preservan levantamientos cartesianos.
Corolario 1. Sean F : T −→ B y G : U −→ B fibraciones split, sea H ∈
[F,G]Split(B). Entonces H posee adjunto izquierdo (derecho) fibrado split si y
solo si:
1. Para cada B ∈ Obj(B) el funtor HB : TB −→ UB posee adjunto izquierdo
(derecho), notesé KB.
2. Se cumple la condición de Beck-Chevalley: para cada morfismo f ∈ [B,C]B
y cada par de funtores de cambio de base f∗ : TC −→ TB, f ♯ : UC −→ UB
la transformación natural canónica ψ : KBf
♯ −→ f∗KC es la identidad
(respectivamente ψ : f∗KC −→ KBf ♯).
Las condiciones de Beck-Chevalley surgen en el estudio de pseudo-funtores,
gracias a Grothendieck. Posteriormente gracias a los estudios adelantados por
Benábou y Roubaud se mostró la equivalencia entre categoŕıas de descenso y ca-
tegoŕıas de álgebras inducidas por una mónada (teorema de Benábou-Roubaud).
Los estudios de Chevalley sobre condiciones de ascenso y descenso en grupos fue-
ron generalizados por Beck quien, estud́ıo en adición, resultados fundamentales
en la caracterización de funtores monádicos (teorema de monadicidad de Beck).
Estos estudios dan inicio a las condiciones que estamos estudiando. Estas re-
laciones pueden verse en el caṕıtulo siguiente en el cual se estudia muchos de
estos conceptos.
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4. Condiciones de descenso
4.1. Categoŕıa de descenso
En esta sección estudiaremos la categoŕıa de datos de descenso, categoŕıa que
se define a partir de una categoŕıa indexada donde la categoŕıa de indexación
está dotada de pullbacks. Esta categoŕıa fue estudiada por Grothendieck y goza
de amplias aplicaciones en diversas ramas.
En principio se busca que dado un morfismo f en la categoŕıa de indexación
se pueda factorizar su funtor de cambio base a través de la categoŕıa de datos de
descenso y con base a esta factorización estudiar cómo es afectada la categoŕıa
base. Aśı obtener una relación con las condiciones de Beck-Chevalley.
Sea ℑ una categoŕıa C-indexada, con C dotada de pullbacks, f : C′ −→ C
un morfismo en C. Considere el par kernel de f (es decir el pullback de f a
través de f)
❄ ✲ ❄
✲
C′
C′
C
C′ ×C C
′
f
π1
π2 f
Se obtiene los siguientes funtores de cambio de base: f∗ : ℑ(C) −→ ℑ(C′),
π∗1 : ℑ(C
′) −→ ℑ(C′ ×C C′), π∗2 : ℑ(C
′) −→ ℑ(C′ ×C C′).
Se define la categoŕıa de datos de descenso con relación a f notada Desℑ(f)
como:
Los objetos son pares (A, θ) donde A ∈ Obj(ℑ(C′)) y θ : π∗1(A) −→ π
∗
2(A)
es un isomorfismo en ℑ(C′×CC′) (θ es conocido como el dato de descenso)
que satisface la condición de cociclo
π∗32(θ)π
∗
21(θ)
∼= π∗31(θ)
donde π21, π31, π32 son las posibles proyecciones de C
′×C C′×C C′ sobre
C′ ×C C′.
Un morfismo h ∈ [(A, θ), (A′, θ′)]Desℑ(f) es un morfismo h : A −→ A
′ tal
que θ′π∗1(h) = π
∗
2(h)θ, es decir, un diagrama conmutativo como:
❄ ✲ ❄
✲
π∗2(A)
π∗1(A
′)
π∗2(A
′)
π∗1(A)
π∗2(h)
π∗1(h)
θ θ′
Dado f : C′ −→ C se tiene que fiC′ = fiC′, al ser el diagrama anterior un
pullback (par kernel de f) existe un único morfismo δ : C′ −→ C′×C C′ tal que
π1δ = iC′ = π2δ. Se tiene entonces la siguiente caracterización para el dato de
descenso.
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Proposición 5. Sea θ : π∗1(A) −→ π
∗
2(A) un morfismo en ℑ(C
′ ×C C′) que
satisface la condición de cociclo. Las siguientes condiciones son equivalentes:
1. θ es un isomorfismo.
2. δ∗(θ) = iA.
Demostración. (1.⇒ 2.) Considere ω : C′ ×C C′ −→ C′ ×C C′ ×C C′ dada por
ω = (π1, π2, π1). De esta manera se tiene que π21ω = iC′×CC′ , adicionalmente,
π31ω = δπ1. Aplicando el funtor ω
∗ a la condición de cociclo obtenemos:
ω∗(π∗32(θ)π
∗
21(θ)) = ω
∗π∗32(θ)ω
∗π∗21(θ) = ω
∗π∗31(θ).
Por lo cual, (ω∗π32(θ))θ = π
∗
1δ
∗(θ) = π∗1(iA) = iπ∗1(A). Análogamente si
consideramos ω2 = (π2, π1, π2) obtenemos que θ(ω
∗
2π
∗
21(θ)) = iπ∗2(A). Se sigue
que θ es un isomorfismo.
(2. ⇐= 1.) Considere d : C′ −→ C′ ×C C′ ×C C′ el morfimos diagonal.
Gracias a la definición de pullback (el par kernel de f) obtenemos que πijd = δ
para 1 ≤ j ≤ i ≤ 3.
Aplicando el funtor d∗ a la condición de cociclo obtenemos
d∗π∗32(θ)d
∗π∗21(θ) = d
∗π∗31(θ).
Lo cual es a equivalente a δ∗(θ)δ∗(θ) = δ∗(θ). Al ser θ un isomorfismo se sigue
que δ(θ), por lo tanto δ(θ) = iA.
Sea A ∈ ℑ(C), entonces f∗(A) ∈ ℑ(C′). Al ser fπ1 = fπ2 se tiene que
π∗1f
∗ ∼= (fπ1)∗ = (fπ2)∗ ∼= π∗2f
∗. Podemos asegurar entonces la existencia de
un isomorfismo natural θA : π
∗
1(f
∗(A)) −→ π∗2(f
∗(A)). Este morfismo satisface
la condición de cociclo, por lo tanto, (f∗(A), θA) es un elemento de la categoŕıa
de descenso.
Considere el funtor Kf : ℑ(C) −→ Desℑ(f) donde Kf(A) = (f∗(A), θA). El
funtor f∗ puede ser factorizado como f∗ = UKf donde U : Desℑ(f) −→ ℑ(C′)
es el funtor olvido, es decir, U((B, θ)) = B.
✲
❅
❅
❅
❅❅❘  
 
 
  ✒
ℑ(C) ℑ(Ć)
f∗
Kf U
Desℑ(f)
Definición 19. Sea f un morfismo en C:
1. f se dice que es un ℑ-0-morfismo descendente si Kf es fiel.
2. f se dice que es un ℑ-1-morfismo descendente o simplemente ℑ-descendente
si Kf es pleno y fiel.
3. f se dice que es un ℑ-2-morfismo descendente o efectivo ℑ-descendente si
Kf es una equivalencia de categoŕıas.
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Teorema 6. Sea un funtor F : C −→ D. Las siguientes condiciones son equi-
valentes:
1. F es una equivalencia de categoŕıas.
2. Existen G : D −→ C funtor y transformaciones naturales λ : FG −→ iD,
η : GF −→ iC donde λ y η son isomorfismos naturales.
3. F es pleno, fiel y para todo D ∈ Obj(D) existe C ∈ Obj(C) tal que FC ∼= D
(representatividad).
Gracias al teorema anterior (cuya demostración se encuentra en [12]) puede
verse que, en la definición anterior, (3) =⇒ (2) =⇒ (1).
Al ser el funtor olvido fiel y conservativo se tiene queKf es fiel o conservativo
si f∗ lo es.
Definición 20. Sea una categoŕıa C-indexada ℑ, con C dotada de pullbacks.
Decimos que ℑ posee
∑
satisfaciendo la condición de Beck-Chevalley si para
cualquier morfismo f : C′ −→ C su funtor de cambio de base f∗ posee adjunto
izquierdo (f∗ : ℑ(C) −→ ℑ(C′),
∑
f : ℑ(C
′) −→ ℑ(C),
∑
f ⊣ f
∗), tal que, para
todo pullback en C
❄ ✲ ❄
✲
B
C
A
B ×A C
g
π2
π1 f≡
la transformación natural canónica correspondiente a su mapa de adjunciones
es un isomorfismo natural. El mapa de adjunciones puede ser descrito en el
siguiente diagrama.
❄✛ ❄
✛
ℑ(B)
ℑ(C)
ℑ(A)
ℑ(B ×A C)
∑
f
π∗2
∑
π1
g∗
Como fπ2 = gπ1 se sigue gracias a la definición de categoŕıa indexada que
π∗2f
∗ ∼= π∗1g
∗. Llamemos ζ este isomorfismo (natural). La transformación natural
nombrada en la definición anterior está dada por:
∑
π1
π∗2 ✲
ηf ∑
π1
π∗2f
∗
∑
f ✲
ζ ∑
π1
π∗1g
∗
∑
f ✲ g
∗
∑
f .
επ1
Dualmente se dice que ℑ tiene
∏
satisfaciendo la condición de Beck-Chevalley
si la categoŕıa C-indexada ℑop posee
∑
satisfaciendo la condición de Beck-
Chevalley.
Supongamos ahora que tenemos ℑ : Cop −→ CAT una categoŕıa C-indexada
y G : D −→ C un funtor. Se induce entonces una categoŕıa D-indexada definida
por el pseudo-funtor ℑGop : Dop −→ Cop −→ CAT , es decir:
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ℑG(D) = ℑ(GD).
Si f ∈ [D,D′]D entonces f∗ℑG = (GF )
∗
ℑ.
Teorema 7. Si C y D son categoŕıas admitiendo pullbacks, G : D −→ C un
funtor que preserva pullbacks. Un morfismo g : D −→ D′ en D es morfismo ℑG-
k-descendente si y solo si Gg : GD −→ GD′ es ℑ-k-descendente para k = 0, 1, 2.
Demostración. Sea g ∈ [D′, D]D. Considere su par kernel (D′×DD′, π1, π2). De
esta manera se tiene que (G(D′×DD′), Gπ1, Gπ2) es el par kernel de Gg (pues G
preserva pullbacks). Gracias a la definición de categoŕıa de datos de descenso y
a la definición de categoŕıa ℑG-indexada se sigue que DesℑG)(g) es equivalente a
Desℑ(Gg). Por lo cual el funtor K
g
ℑG es equivalente al funtor K
Gg
ℑ . Se concluye
el resultado.
Estudiaremos cómo se relacionan la condición de Beck-Chevalley, la cate-
goŕıa de descenso y mónadas. Antes de enunciar el resultado daremos una breve
definición y propiedades de estas últimas.
Definición 21. Una mónada en una categoŕıa C consiste en una tripla (T, µ, η)
donde T : C −→ C es un endofuntor, µ : T 2 −→ T y η : iC −→ T son
transformaciones naturales tales que los siguientes diagramas conmutan.
✲
❄ ✲ ❄
T 3 T 2
T 2 T
Tµ µ
µT
µ
✲ ✛
❅
❅
❅
❅❅❘
 
 
 
  ✠❄
iCT T
2 T iC
T
ηT Tη
µ
La relación entre mónadas y la estructura de un monoide es notable. En
efecto el diagrama izquierdo representa la asociatividad, el derecho hace refe-
rencia a la existencia del elemento neutro. Esta información puede ser hallada
en detalle en [4] o [9].
Sea una mónada (T, µ, η) sobre una categoŕıa C. Definimos la categoŕıa de
T -álgebras o categoŕıa de Eilenberg-Moore (notada CT ) como:
Los elementos de Obj(CT ) son parejas (C, h : TC −→ C), donde C ∈ C y
h es un morfismo que hace conmutar los siguientes diagramas:
✲
❄ ✲ ❄
T 2C TC
TC C
µC h
Th
h
✲
❅
❅
❅
❅❅❘ ❄
C TC
C
ηC
h
iC
Un morfismo f ∈ [(C, h), (C′, h′)]CT es un morfismo f ∈ [C,C
′]C tal que
el siguiente diagrama conmuta:
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✲
❄ ✲ ❄
TC TC′
C C′
h h′
Tf
f
Se tiene por tanto un funtor olvido GT : CT −→ C donde GT (C, h) = C.
Teorema 8. Sea una mónada (T, µ, η) sobre C. El funtor GT posee adjunto
izquierdo FT : C −→ CT donde FTC = (TC, µC : T 2C −→ TC). El objeto
(TC, µC) es conocido como el álgebra libre de C.
Demostración. Describamos la unidad (ηTC)C∈C y counidad (ε
T
(C,h))(C,h)∈CT de
esta adjunción.
Sea f : C −→ C′ un morfismo en C. Se tiene que FT f = Tf ∈ [TC, TC′]CT ,
pues µC′T
2f = TfµC ((µC)C∈C un transformación natural). Esto muestra que
la asignación antes descrita es un elemento de CT .
Tenemos que ηTC : C −→ G
TFTC = GT (TC, ηC) = TC. Considere η
T
C = ηC .
Por otra parte, εT(C,h) : (TC, µC) = F
TC = FTGT (C, h) −→ (C, h), se quiere
por tanto un morfismo entre (TC, µC) y (C, h). Considere ε
T
(C,h) = h, de esta
manera, con base al diagrama
✲
❄ ✲ ❄
T 2C TC
TC C
ηC h
Th
h
podemos dar cuenta que h ∈ [(TC, µC), (C, h)]CT . Verificar que estas asigna-
ciones definen la unidad y la counidad de la adjunción requeridas se sigue del
esquema derecho en la definición de h como elemento de la T−álgebra.
Sean dos funtores F : C −→ D, G : D −→ C con F ⊣ G (notado su unidad
con η y counidad ε). Se induce una mónada (T, µ, η) sobre C, donde T = GF
y µC = GεFC . La verificación de esta propiedad se sigue de la definición de
unidad y counidad.
Definición 22. Sea un funtor G : D −→ C con adjunto izquierdo F : C −→ D.
Esta adjunción induce una mónada (T, µ, η). Se obtiene aśı un diagrama de
categoŕıas y funtores:
✲
❄
✻
✲❄
✻
D C
T
C C
K
iC
FG F TGT
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El funtor K (en el diagrama anterior) es llamado funtor de comparación y
es definido como
1. En objetos, dado D ∈ Obj(D), entonces KD = (GD,GεD : GFGD −→
GD).
2. En morfismos, dado g ∈ [D,D′]D entonces Kg = Gg.
Gracias a la definición del funtor de comparación es posible ver la conmuta-
tividad del diagrama anterior, es decir, se tiene las siguientes igualdades
KFC = (GFC,GεFC : GFGFC −→ GFC) = F
T (C)
GTKD = GT (GD,GεD) = GD.
Definición 23. Un funtor G : D −→ C se dice monádico si posee adjunto
izquierdo y el funtor de comparación es una equivalencia de categoŕıas. Si el
funtor de comparación es pleno y fiel se dice que G es premonádico.
La relación entre mónadas y la categoŕıa de descenso es notable. Dada una
categoŕıa C-indexada se tienen funtores de cambio de base. Si dichos funtores
poseen adjunto izquierdo, esta adjunción induce una mónada. La mónada indu-
cida esta acompañana de su categoŕıa de álgebras, esta última se relaciona con
la categoŕıa de descenso. Dicha relación fue estudiada por Bénabou y Roubaud,
posteriormente gracias a los estudios de Beck pudo ser enunciado el siguiente
resultado:
Teorema 9 (Beck-Bénabou-Roubaud). Sean C, D categoŕıas admitiendo pull-
backs, y sea F : D −→ C un funtor preservando pullbacks. Sea ℑ una categoŕıa
C-indexada que posee
∑
(respectivamente
∏
) con respecto a F satisfaciendo la
condición de Beck-Chevalley. Sea g : D′ −→ D un morfismo en D, entonces:
1. El morfismo Fg : FD́ −→ FD es ℑ-descendente si y solo si el funtor
F (f)∗ℑ : ℑ(FD) −→ ℑ(FD
′) es premonádico.
2. El morfismo Fg : FD́ −→ FD es efectivo ℑ-descendente si y solo si el
funtor F (f)∗ℑ : ℑ(FD) −→ ℑ(FD
′) es monádico.
Demostración. Supongamos que ℑ posee
∑
satisfaciendo la condición de Beck-
Chevalley con respecto a F . Se tiene que el funtor Ff∗ℑ es equivalente al funtor
f∗Fℑ. Este último funtor posee adjunto izquierdo (por hipótesis), por equivalencia
de funtores, se sigue que Ff∗ℑ también posee adjunto izquierdo
∑
f ⊣ Ff
∗
ℑ. Se
induce una mónada sobre ℑ(FC′). Llamémosla T = Ff∗ℑ
∑
f .
La demostración concluye al notar que las categoŕıas (ℑ(FC′))T , Desℑ(Ff)
son equivalentes, y, que bajo esta equivalencia categórica el funtor de compara-
ción es equivalente al funtor KFfℑ . Para obtener esta observación es necesario
aplicar las condiciones de Beck-Chevalley al par kernel de g. Aśı se evidencia
que un objeto en Desℑ(Fg) es, en efecto, un álgebra de la mónada inducida.
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4.2. Esquemas.
Los haces son herramientas matemáticas que nacen para conectar conceptos
topológicos con diversas estructuras algebraicas. Surgen como un lenguaje de es-
tudio en geometŕıa diferencial, siendo un camino paralelo al original introducido
por Zariski y Weil (variedades y curvas afines).
En esta sección se pretende ilustrar un resultado que relaciona haces de
módulos y la categoŕıa de datos de descenso.
Se asume que el lector está familiarizado con conceptos algebraicos y to-
pológicos básicos. Se definen algunos conceptos previos.
Considere X un espacio topológico. Dada una topoloǵıa sobre X , puede
estudiarse el conjunto de funciones continuas sobre un espacio topológico Y . Sea
U un abierto de X . Considere entonces CU = {f/f : U −→ Y, f continua }.
CU puede ser estudiado localmente en el siguiente sentido:
1. Sean f ∈ CU y V ⊆ U con V abierto. Entonces f restringida a V es una
función continua, es decir f |V ∈ CV .
2. Sea {Ui}i∈I un cubrimiento abierto de U y fi : Ui −→ Y continua para
toda i ∈ I. Entonces existe una función f ∈ CU tal que f |Ui= fi. Tal f
existe si las funciones fi coinciden en los solapamientos Ui ∩Uj para toda
i, j ∈ I.
Por lo anterior se tiene que dada la inclusión V ⊆ U la restricción es un
función entre CU y CV . Si consideramos el conjunto de abiertos de X como
un conjunto parcialmente ordenado podŕıamos pensar en él como una categoŕıa
(en la sección 5.2 puede encontrarse cómo un conjunto parcialmente ordenado
es visto como una categoŕıa). Notemos tal categoŕıa con O(X). Las asignaciones
U −→ CU y {V ⊆ U} −→ {f |V : CU −→ CV }
definen un funtor C : O(X)op −→ SET .
El hecho que C sea un funtor es heredado de la primera observación. La
condición de localidad (segunda) puede ser expresada como: dado {Ui}i∈I un
cubrimiento por abiertos de U , una familia de funciones {fi}i∈I es un elemento
de
∏
i∈I CUi. Las asignaciones {fi} −→ {fi |Ui∩Uj} y {fj} −→ {fi |Ui∩Uj}
pueden ser vistas como dos funciones:
p, q :
∏
i∈I
CUi −→
∏
i,j∈I×I
C(Ui ∩ Uj).
La existencia de f es equivalente a la existencia de una función e : CU −→∏
i∈I CUi que iguale a p y q.
Esta última condición da forma a la definición de haz. La definición formal
sobre una categoŕıa arbitraria se dará a continuación.
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Definición 24. Un haz en una categoŕıa C sobre un espacio topológico X, es
un funtor F : O(X)op −→ C tal que, para todo cubrimiento abierto {Ui}i∈I de
un abierto U en el diagrama
FU ✲e
∏
i FUi
✲
✲
p
q
∏
i,j∈I×I F (Ui ∩ Uj).
se tiene que e es igualador de p y q (es decir, existe).
La definición de haz evidencia que estos objetos están inmersos en un len-
guaje categórico. Dados F : O(X)op −→ C y G : O(X) −→ D dos haces,
un morfismo entre F y G está dado por una transformación natural {γ(U) :
F (U) −→ G(U)}U∈O(X).
Nota 5. En la definición anterior, dependiendo de la naturaleza de la categoŕıa
C, daremos nombres especificos a dicho haz. Por ejemplo, si C=CRng (la cate-
goŕıa de anillos conmutativos con unidad) se dirá que F es un haz de anillos
conmutativos, análogamente en el caso de Ab (grupos abelianos)... etc.
En particular si C = SET el conjunto de haces sobre un espacio topológico
X sera notado como Sh(X). Un morfismo en Sh(X) será entonces entendido
como una transformación natural (logrando de esta manera los tres niveles de
transferencia: el estudio de funciones continuas (morfismos), la definición de
haz (funtores) y la transferencia entre haces (transformaciones naturales). Lo
cual evidencia un dinámica propia de la teoŕıa de categoŕıas). Puede mostrarse
que Sh(X) es una subcategoŕıa plena de SETO(X)
op
.
Concentraremos nuestra atención en haces de módulos, es decir, haces en la
categoŕıa de módulos sobre un anillo conmutativo con unidad. El objetivo es
trabajar con base en la topoloǵıa inducida por el espectro primo de un anillo.
Definición 25. Si F es un haz sobre un espacio topológico X = (X, τ):
Dado U un abierto de X, su sección a través de F está dada por F (U) y
notada como Γ(U, F ).
Dado P un punto de X, se define el germen (notado FP ) de F a P como
el ĺımite directo de F (U) para todo U ∈ τ tal que P ∈ U , via restricciones.
Ahora bien llegamos a un concepto que viene a dar una breve fusión a los
antes descritos y que será de vital importancia para nosotros.
Un espacio anillado (X,OX) consiste en un espacio topológico X y un haz
sobre la categoŕıa de anillos conmutativos con unidad. Un morfismo de espacios
anillados es un par (f, f ♯) donde f : X −→ Y es una función continua (entre
dos espacios topológicos X,Y ) y f ♯ : OY −→ OX es un morfismo de haces sobre
Y .
Consideremos un espacio topológico que permitirá enunciar el resultado cen-
tral de esta sección. Los resultados serán en su mayoŕıa presentados de manera
ilustrativa, por lo cual no se ahondará en su demostración.
SeaA un anillo conmutativo con unidad. Considere S(A) el conjunto de todos
sus ideales primos. Sea I un ideal de A (no necesariamente primo) y sea V (I) ⊆
29
S(A) el conjunto de todos los ideales primos que no contienen a I. Definimos
una topoloǵıa sobre S(A) tomando como abiertos {V (I) : I ideal de A}.
Definamos un haz de anillos sobre S(A): para cada ideal primo P ⊂ A
considere el A−módulo AP dado por la localización de A a P (si P es un
ideal primo de A, entonces A−P es un sistema multiplicativo y su localización
(A− P )−1A es notado como AP ).
Sea U ⊂ S(A). Definimos O(U) el conjunto de funciones s : U −→
∐
p∈U Ap
tales que para cada I ∈ U existe una vecindad V de P , V ⊂ U y elementos
a, b ∈ A tales que, para cada J ∈ V , b /∈ J y s(J) = a
b
en AJ .
Las funciones antes definidas son cerradas bajo suma y producto. Estas fun-
ciones están dotadas de una función identidad (tomando b = 1). Entonces O(U)
es un anillo conmutativo con unidad. Si V ⊂ U la restricción es un morfismo de
anillos O(U) −→ O(V ). Aśı O es un haz de anillos.
Definición 26. Un espacio anillado (X,OX) se dice local si para cada
punto P ∈ X el germen de OX,P es un anillo local. Un morfismo de espa-
cios anillados locales es un morfismo de espacios anillados tal que, para ca-
da P ∈ X, la función inducida por los anillos locales f ♯P : OY,fP −→ OX,P
es un homomorfismo local.
Un esquema af́ın es un espacio localmente anillado (X,OX) el cual es
isomorfo al espectro de algún anillo A.
Un esquema es un espacio localmente anillado si para cada punto existe
una vecindad U tal que (U,OX |U ) es un esquema af́ın.
Definición 27. Sea (X,OX) un espacio anillado. Un esquema de OX−módulos
es un esquema de grupos abelianos F sobre X tal que para cada U ⊂ X, F (U) es
un OX(U)−módulo, y dada la inclusión V ⊂ U , la restricción F (U) −→ F (V )
es compatible estructuralmente con el homomorfismo de anillos OX(U) −→
OX(V ).
Proposición 6. Dados A,B anillos conmutativos con unidad entonces:
1. (S(A), OA) en un espacio localmente anillado.
2. Si φ : A −→ B en un homomorfismo de anillos, se induce un morfismo de
espacios anillados locales (f, f ♯) : (S(B), OB) −→ (S(A), OA).
3. Un morfismo de espacios anillados locales (f, f ♯) : (S(B), OB) −→ (S(A), OA)
es inducido por un morfismo de anillos φ : A −→ B.
Demostración. 1. Su demostración se deriva del análisis en el cual se mostró el
origen de la topoloǵıa OA.
2. Dado φ, considere f : S(B) −→ S(A) definida como f(P ) = φ−1(P ), para
todo P ∈ S(B). Dado un ideal I de B, se tiene que f−1(V (I)) = V (φ(I))
de los cual se sigue que f es continua.
Para cada P ∈ S(B) localizamos φ en P obteniendo aśı un homomorfismo
de anillos locales φP : Af(P ) −→ BP , el cual puede ser extendido a todo
U ∈ S(A). De ah́ı se obtiene la definición de f ♯ : OA(U) −→ OB(f−1(U)).
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3. Dada (f, f ♯), tomamos las secciones de φ para obtener un homomorfismo
de anillos φ : Γ(S(A), OA) −→ Γ(S(B), OB). Notando que Γ(S(A), OA) =
A obtenemos el morfismo de anillos que se buscaba. Ver que φ induce a
(f, f ♯) se obtiene al localizar este último morfismo por cada ideal primo
de A.
Gracias a lo expuesto anteriormente (vistos los esquemas como una cate-
goŕıas, notada con SCH) se obtiene un funtor
(CRng)op −→ SCH.
Más áun, a partir de la definición es posible ver que (Aff representa los
esquemas afines)
(CRng)op ∼= Aff.
Se obtiene una categoŕıa SCH−indexada QCM : (SCH)op −→ CAT que
env́ıa un esquema (X,OX) a la categoŕıa de OX−módulos cuasi-coherentes. El
cual env́ıa un morfismo (f, f ♯) : (X,OX) −→ (Y,OY ) al funtor f∗|QCM (el
funtor de cambio de base restringido a los módulos que son cuasi-coherentes).
Se obtienen los siguientes resultados.
Si f : X −→ Y es cuasi-compacto y separado entonces el funtor f∗|QCM
posee adjunto derecho. Más aún dada la inclusión i : Aff −→ SCH se tiene
que la categoŕıa SCH−indexada QCM posee
∏
con respecto a i satisfaciendo
las condiciones de Beck-Chevalley.
Se tiene adicionalmente que f es un morfismo QCM−descendente si y solo
si f∗|QCM es premonádico (gracias al teorema 9).
La demostración de este rasultado puede hallarse en [5].
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5. Condiciones de Beck-Chevalley en topos
En la categoŕıa SET dado un conjunto A su conjunto de partes ℘(A) es
un ret́ıculo distributivo, más aún, un ret́ıculo booleano (por tanto un álgebra
de Heyting). Bajo estas operaciones es posible relacionar la intersección con el
ı́nfimo, la unión con el supremo y el complemento con la negación, induciendo
aśı una lógica subyacente.
SeanX y Y conjuntos, considere el productoX×Y con la segunda proyección
π2 : X × Y −→ Y , esta induce una función π∗2 : ℘(Y ) −→ ℘(X × Y ). Si ℘(Y )
y ℘(X × Y ) son vistos como categoŕıas π∗2 obtiene estructura de funtor (pues
preserva inclusiones). Dado S ⊂ X × Y considere los conjuntos:
∀π2 = {y ∈ Y : ∀x (x, y) ∈ S}
∃π2 = {y ∈ Y : ∃x (x, y) ∈ S}.
Bajo la inclusión S1 ⊂ S2 ⊂ X × Y es posible notar que ∀π2S1 ⊂ ∀π2S2 y
∃π2S1 ⊂ ∃π2S2. Al respetar inclusiones se tienen funtores
∀π2 , ∃π2 : ℘(X × Y ) −→ ℘(Y ).
Puede observarse que dados S ⊂ X × Y y T ⊂ Y se satisfacen las siguientes
equivalencias:
π∗2T ⊂ S ⇐⇒ T ⊂ ∀π2S
S ⊂ π∗2T ⇐⇒ ∃π2S ⊂ T.
En otras palabras, se tiene que π∗2 ⊣ ∀π2 y ∃π2 ⊣ π
∗
2 . Es decir, no solo
se induce una lógica dotada de cuantificadores, sino que a su vez, esta puede
entenderse gracias a los adjuntos del funtor “imagen inversa”.
En términos generales dada una función f : X −→ Y , su imagen inversa
f∗ : ℘(Y ) −→ ℘(X) (vista como funtor), posee adjunto izquierdo y derecho
∃f ⊣ f∗, f∗ ⊣ ∀f descritos de la siguiente manera. Dado S ⊂ X
∃fS = {y ∈ Y : ∃x ∈ X tal que f(x) = y}
∀fS = {y ∈ Y : ∀x si f(x) = y entonces x ∈ S}.
La categoŕıa SET es muy fuerte en término de construcciones, de ah́ı su
facilidad de contar con elementos como ℘(X), f∗. Resulta de interés conocer las
condiciones mı́nimas que debe satisfacer una categoŕıa C para que muchas de
las construcciones básicas de SET puedan ser garantizadas.
Examinemos otro escenario. Sea C una categoŕıa pequeña. Considere la ca-
tegoŕıa funtor SETC
op
descrita en el capitulo 1. Queremos ver que dado P ∈
SETC
op
el conjunto ordenado Sub(P ) es un ret́ıculo de Heyting (Sub(P ) es el
conjunto de todos los subfuntores de P ). Describamos localmente ∧,∨,¬,⇒, 0, 1
para cada C ∈ Obj(C):
(S ∨ T )(C) = S(C) ∪ T (C).
(S ∧ T )(C) = S(C) ∩ T (C).
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(S ⇒ T )(C) = {x ∈ P (C) : ∀f : D −→ C en C si P (f(x)) ∈ S(D)⇒
P (f(x)) ∈ T (D)}.
(¬S)(C) = {x ∈ P (C) : ∀f : D −→ C en C P (f(x)) /∈ S(D)}.
O(C) = ∅, 1(C) = P (C).
Una pregunta que resulta interesante en este marco es ¿dada una transforma-
ción natural T : F −→ G entre dos funtores de SETC
op
cómo puede obtenerse
(de hecho garantizar su existencia) un funtor T ∗ : Sub(G) −→ Sub(F )? Una vez
garantizada su existencia estudiar la exitencia de adjuntos.
La estructura que surge para responder estas incógnitas fue desarrollada en-
tre otros por Lawvere. Su estudio es de vital importancia en la actualidad de
la teoŕıa de categoŕıas. El concepto de topos vienen a tomar el centro focal de
este caṕıtulo. Estudiaremos a partir de su definición, la construcción de diversos
objetos: la imagen inversa, la imagen directa, sistemas de factorización, álgebras
booleanas, elementos potencia entre otros. Como lo afirmó Lawvere las adjun-
ciones estarán por doquier y estas adjunciones se esperan estén relacionadas con
las condiciones de Beck-Chevalley.
Definición 28. Sea C una categoŕıa. Dado A ∈ Obj(C), un subobjeto de A es
un monomorfismo B −→ A (en ocasiones notado B ֌ A). El conjunto de todos
los subobjetos de A será notado como Sub(A).
Definición 29. En una categoŕıa C con ĺımites finitos (en especial posee objeto
terminal, productos finitos y por ende pullbacks) un objeto clasificador es un
monomorfismo T : 1 −→ Ω, tal que, para todo monomorfismo f : S −→ X
existe un único φ : X −→ Ω que hace el siguiente diagrama un pullback. En este
caso se dice que φ es la caracteŕıstica de f , φ = Car(f).
❄ ✲ ❄
✲
X
1
Ω
S
φ
f T
Proposición 7. Una categoŕıa pequeña C con ĺımites finitos posee subobjeto
clasificador si y solo si existen Ω ∈ Obj(C) y un isomorfismo natural:
ΘX : Sub(X) −→ [X,Ω]C.
Definición 30. (Forma elemental) Un topos es una categoŕıa ξ tal que:
ξ está dotada de pullbacks.
ξ posee objeto terminal.
ξ posee subobjeto clasificador.
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Dado B ∈ Obj(ξ) existe PB ∈ Obj(ξ) y un morfismo ǫ : B × PB −→ Ω,
tal que para todo morfismo f : B × A −→ Ω existe un único morfismo
g : A −→ PB, para el cual el siguiente diagrama conmuta:
❄ ✲ ❄
✲
B × PB
Ω
Ω
B × A
ǫB
f
iB × g iΩ
❄
A
PB
g
Definición 31. (Topos Versión 1) Un topos es una categoŕıa ξ con ĺımites
finitos, equipada con un objeto Ω y una función que asigna a cada B ∈ Obj(ξ)
un objeto PB ∈ Obj(ξ) regidos bajo el siguiente axioma: para cada A ∈ Obj(ξ)
se tienen isomorfismos naturales (en A):
Sub(A) ∼= [A,Ω]ξ
[B ×A,Ω]ξ ∼= [A,PB]ξ.
Nota 6. Los isomorfismos anteriores pueden ser resumidos como:
Sub(B ×A) ∼= [B ×A,Ω]ξ ∼= [A,PB]ξ.
La definición dada en la versión 1 se desprende de la definición elemental
de topos. El isomorfismo [B × A,Ω]ξ ∼= [A,PB]ξ está dado por f −→ g (en
la definición elemental) cuya inversa es g −→ f = ǫ(iB × g). El morfismo f es
llamado la P -transpuesta de g (en algunos casos, sin que se presente confusión
g es la P -transpuesta de f). De la definición se sigue que ǫB es la P -transpuesta
de iPB.
P puede ser visto como funtor P : ξop −→ ξ el cual actúa sobre un morfismo
h : B −→ C enviándolo al único morfismo Ph : PC −→ PB el cual hace el
siguiente diagrama conmutativo:
❄ ✲ ❄
✲
B × PB
C × PC
Ω
B × PC
ǫB
h× iPC
iB × Ph ǫC
En este punto en un topos ξ se presentan dos elementos de importancia. El
primero es el conjunto de todos los subobjetos de un objeto dado, el segundo
es el funtor P : ξop −→ ξ. El primer elemento nos da una visión externa de
ξ (Sub(−) es una categoŕıa y el estudio de ella dará información acerca de ξ),
mientras que el segundo elemento nos permite estudiar internamente el topos.
Nuestro estudio se enfocará en el transito que está inmerso en un topos. En
el camino veremos cómo estas transferencias poseen una riqueza en términos
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de adjuntos y cómo estos adjuntos están sujetos a las condiciones de Beck-
Chevalley.
Nos adentraremos en la construcción del concepto de imagen directa (adjunto
izquierdo del funtor P ). Considere un monomorfimo f : B′ −→ B. Queremos
construir un monomorfismo ∃f : PB′ −→ PB. Considere el pullback de ǫB′ a
través de T .
❄ ✲ ❄
✲
B′ × PB′
1
Ω
U
ǫB′
u′B T
Consideremos ahora el morfismo (f × iPB′)uB′ : U −→ B × PB′. Como el
pullback preserva monomorfismos se sigue que uB′ es monomorfismo pues T lo
es, de igual manera lo es f × iPB′ pues es producto de monomorfismos, por lo
tanto, su compuesta ((f × iPB′)uB′) lo es. Tiene sentido entonces considerar
ef = car((f × iPB′)uB′), es decir, el siguiente pullback.
❄ ✲ ❄
✲
B × PB′
1
Ω
U
ef
(f × iB′ )u
′
B T
Por definición se tiene que [B × PB′,Ω]ξ ∼= [PB′, PB]ξ. Luego existe un
morfismo correspondiente para ef (su P -transpuesta) llámese ∃f : PB′ −→ PB.
La unicidad de ∃f puede verse en su construcción ya que para esta los procesos
involucrados fueron tomar pullbacks y hacer uso de isomorfismos naturales.
Veremos las condiciones de Beck-Chevalley en versiones internas y externas.
Estudiaremos en principio estas condiciones en el caso particular de monomor-
fismos. Posteriormente, gracias a ciertas propiedades que se tienen en un topos,
se estudiarán los casos generales.
Teorema 10. (Condición de Beck-Chevalley para ∃) Considere el pullback de
un monomorfismo g : C −→ B a través de f : B′ −→ B como en el diagrama
(1). Entonces el cuadrado (2) conmuta.
❄ ✲ ❄
✲
C
B′
B
C′
g
q
p f
❄ ✲ ❄
✲
PB
PC′
PC
PB′
Pg
Pq
∃f ∃p
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Demostración. La prueba se realizará en dos partes, en la primera se mos-
trará que ef (g × iPB′) = ep(iC × Pq), posteriormente se mostrará que bajo
esta igualdad se sigue el resultado.
Considere los siguientes diagramas:
❄❄ ❄
❄❄ ❄
✲ ✲
✲ ✲
✲ ✲
C′ × PB′ B′ × PB′ Ω
 UB′ 1
C × PB′ B × PB′ Ω
α
p × i
PB′
uB′
f × i
PB′
T
iΩ
q × i
PB′
ǫB′
g × i
PB′
ef
En el diagrama anterior el cuadrado superior derecho es un pullback (por
definición) al igual que el rectángulo derecho, mientras que el cuadrado inferior
izquierdo se obtuvo al aplicar el funtor − × PB′ al pullback original, de ah́ı se
obtiene la conmutatividad de éste. Considere finalmente el pullback del T a
través de ǫB(q × iPB′). Gracias al lema del pullback sabemos que al ser el
rectángulo superior y el cuadrado superior derecho pullbacks se sigue que el
superior izquierdo lo es (gracias a la preservación de monomorfismos v́ıa pullback
se sigue que α es monomorfismo).
❄❄ ❄
❄❄ ❄
✲ ✲
✲ ✲
✲ ✲
C′ × PB′ C′ × PC′ Ω
 UC′ 1
C × PB′ C × PC′ Ω
β
p × i
PB′
uC′
p × i
PC′
T
iΩ
i
C′
× Pq ǫC′
iC × Pq ep
En el diagrama anterior la parte derecha se comporta de igual manera que
en el primer diagrama. El cuadrado inferior izquierdo es un pullback por la
naturaleza de los morfismos envueltos. De manera análoga considere el pullback
de T a través de ǫC′(iC′ × Pq) en el rectángulo superior. Gracias al lema del
pullback se sigue que el superior izquierdo lo es (análogamente se sigue que β
es monomorfismo).
Tenemos que Pq es el único morfismo tal que ǫB′(q × iPB′) = ǫC′(iC′ × Pq)
(por definición de Pq). Esta igualdad implica que el pullback de T a través de
ǫB′(q× iPB′) (rectángulo superior del primer diagrama) coincide con el pullback
de T a través de ǫC′(iC′ × Pq) (rectángulo superior del segundo diagrama). Se
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deduce entonces que  =  (α = β). Adicionalmente por la conmutatividad de
todos los cuadrados interiores se puede asegurar la conmutatividad del cuadrado
exterior. Es decir se tienen los siguientes diagramas conmutativos:
❄ ✲ ❄
✲
C × PB′
1
Ω

ef (g × iPB′
)
(p × i
PB′
)α T
❄ ✲ ❄
✲
C × PB′
1
Ω

ep(iC × Pq)
(p × i
PB′
)α T
Al ser (p × iPB′)α monomorfismo se sigue que ep(iC × Pq) = ef (g × iPB′)
como se queŕıa ver en principio.
Como ∃f es la P -transpuesta de ef se tiene por definición que ǫB(iB×∃f ) =
ef , de los cual se siguen las siguientes igualdades
ǫB(g × iPB′)(iC × ∃f ) = ǫB(g × ∃f ) = ǫB(iC × ∃f )(g × iPB′) = ef(g × iPB′).
Se sigue adicionalmente de la definición del endofuntor P que ǫB(g× iPB) =
ǫC(iC ×Pg). Lo anterior permite evidenciar la conmutatividad de los siguientes
rectángulos.
✲ ✲
✲
✲❄
❄ ❄
❄
Ω
Ω
Ω
B × PB
C × PB′
C × PB
C × PC
iC × ∃f
iC × Pg
ef (g × iPB′)
ǫC
g × iPB ǫB
Los rectángulos del siguiente diagrama también conmutan: el superior por
simple inspección y el inferior pues ∃p es la P -transpuesta de ep.
✲
✲
✲❄
❄ ❄
❄
Ω
Ω
Ω
C × PB′
C × PC′
C × PC
iC × Pq
iC × ∃p
ep(iC × Pq)
ǫC
ep
Como ep(iC×Pq) = ef (g× iPB′) gracias a la conmutatividad de los dos dia-
gramas anteriores y a la unicidad de la P -transpuesta en la definición de topos,
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se sigue que la transpuesta bajo P de ep(iC × Pq) coincide con la transpuesta
de ef(g × iPB′) es decir: Pg∃f = ∃pPq como se queŕıa demostrar.
Corolario 2. En un topos ξ, sea f : B′ −→ B un monomorfismo. Entonces
Pf∃f = iPB′ , es decir, ∃f es split−mono.
Demostración. Si f : B′ −→ B es un monomorfismo entonces el par kernel de f
está compuesto por identidades. Aplicando las condiciones de Beck-Chevalley a
dicho pullback (el par kernel de f), teniendo en cuenta que ∃iB′ = iPB′ = PiB′ ,
se sigue el resultado.
❄ ✲ ❄
✲
B′
B′
B
B′
f
iB′
iB′ f
❄ ✲ ❄
✲
PB
PB′
PB′
PB′
Pf
P iB′
∃f ∃iB′
Examinemos la forma externa de la condición de Beck-Chevalley (para mo-
nomorfismos). Sea ξ un topos, dado B ∈ Obj(ξ) sabemos que Sub(B) puede
ser visto como categoŕıa (realmente como una subcategoŕıa de ξ ↓B). Dado un
monomorfismo f : B′ ֌ B, se inducen entonces los funtores:
f ! : Sub(B′) −→ Sub(B) actuando por composición en objetos y en mor-
fismo de forma natural (identidad), es decir, f !(g) = fg (g : C ֌ B′). Se
tiene que f !(g) ∈ Sub(B) pues f es monomorfismo.
El funtor f−1 : Sub(B) −→ Sub(B′) (definido en teorema 3) (no es ne-
cesario que f sea monomorfismo). Este funtor está bien definido pues el
pullback preserva monomorfismos, por tanto f−1(g) ∈ Sub(B′).
Consideremos el siguiente diagrama:
✲
✲
✲
❄
❄
❄
❄
C′′
C′
C
B′′
B′
B
p′
p
f ′
f
g
q
El cuadrado inferior es el pullback de f a través de g. Dado f ′ : B′′ −→ B′
se construye el pullback de f ′ a través de q. Por el lema del pullbak se sigue
que el diagrama exterior lo es. Sea f ′ : B′′ ֌ B′ (f ∈ Sub(B′)), aśı p′ es un
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monomorfismo, por ende p′ ∈ Sub(C′). De esta manera pp′ ∈ Sub(C) y se tiene
la siguiente ecuación:
g−1f !(f ′) = g−1(f !(f ′)) = g−1(ff ′) = pp′ = p(q−1(f ′)) = p!(q−1(f ′)) = p!q−1(f ′).
Es decir, se tiene que g−1f ! = p!q−1. Lo cual permite enunciar el siguiente
teorema.
Teorema 11. (Condición de Beck-Chevalley externa para ()!) Considere el
pullback de un monomorfismo f : C −→ B a través de g : B′ −→ B como en el
diagrama (1). Entonces el cuadrado (2) conmuta.
❄ ✲ ❄
✲
C
B′
B
C′
g
q
p f
(1)
❄ ✲ ❄
✲
Sub(B)
Sub(C′)
Sub(C)
Sub(B′)
g−1
q−1
f ! p!
(2)
Queremos demostrar que en un topos ξ para todo B ∈ Obj(ξ) se tiene que
Sub(B) es un álgebra de Heyting. Para esto demostraremos algunos resultados
y veremos algunas construcciones. Para iniciar asumamos el siguiente teorema
cuya demostración puede ser encontrada en [4]:
Teorema 12. Un topos posee colimites finitos.
Corolario 3. Un topos posee coigualadores, coproductos y pushouts.
Veamos una construcción importante que nos será de gran utilidad, la fac-
torización epi-mono.
Teorema 13. En un topos se tiene imágenes, adicionalmente cualquier mor-
fismo posee factorización epi-mono.
Demostración. Sea (x, y) = coker(f) el par cokernel de f (es decir el pushout
de f a través de f), donde f : A −→ B es un morfismo arbitrario de ξ. Por
definición se tiene que xf = yf con x, y : B −→ C. Considere m : M −→ B el
igualador de x y y, como f iguala a x y y, existe un único morfismo e : A −→M
tal que me = f . Al ser m es un igualador en especial es mono.
Veamos que m es imagen de f . Es decir m es el menor subobjeto de B por
el cual f puede ser factorizado.
Sea f = hg con h : M ′ ֌ B. Veamos que, en particular, en un topos todo
monomorfismo es igualador: en efecto gracias a los siguientes pullbacks
❄ ✲ ❄
✲
B
1
Ω
M ′
Car(h)
h T
❄ ✲ ❄
✲
B
1
Ω
B
TB
!B
iB T
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Se tiene que Car(h)h = T !M ′ = T !Bh = TBh, es decir, h iguala a Car(h) y
TB. Sea l : K −→ B otro morfismo que iguale a Car(h) y a TB, se sigue que
Car(h)l = TBh = T !Bl = T !K . Como el diagrama izquierdo es pullback existe
un único morfismo l′ : K −→M ′ tal que hl′ = l.
Sean entonces s, t : B −→ C′ los dos morfismos de los cuales h es igualador
(en especial sh = th). Se tiene que sf = tf . Al ser (x, y) = coker(f) existe un
único morfismo ς : C −→ C′ tal que s = ςx y t = ςy. Gracias a las igualdades
anteriores se tiene que sm = ςxm = ςym = tm. Al ser h igualador existe un
único morfismo σ :M −→M ′ tal que hσ = m.
Resta probar que e es epimorfismo. Para ello veamos que si en la factorización
(f = me) m es isomorfismo entonces f es epimorfismo. Por construcción m es
el igualador de un par de flechas x y y, en este caso se deduce que x = y, al ser
el par cokernel de f de la forma (x, x) se sigue que f epi.
Ahora bien sea f = me donde e se factoriza como e = m′e′ con m′ mono-
morfismo. Aśı f = mm′e es otra factorización epi-mono. Al ser m la imagen de
f se sigue que m = mm′v para algún morfismo v. Como m es monomorfismo se
deduce que m′v = i′M implicando que m
′ es split-epi y por ende que m′ es iso.
De lo anterior e es epimorfismo.
Corolario 4. Sea ξ un topos. Entonces para cada B ∈ Obj(ξ), Sub(B) es un
ret́ıculo.
Demostración. Sean f : B ֌ A y g : C ֌ A dos subobjetos de A. Considere el
pullback de f a través de g, gracias a la preservación de monos del pullback se
tienen las proyecciones π1 : B ×A C ֌ B, π2 : B ×A C ֌ C. De la definición
de pullback se tiene que B ×A C es el mayor subobjeto que contiene a A y a B
simultáneamente, se define por tanto: f ∩ g = fπ1 = gπ2 : B ×A C ֌ A.
Por otra parte considere el coproducto de B con C, dotado de sus coproyec-
ciones ∐1 : B −→ B + C, ∐2 : C −→ B + C. Al tener morfismos f : B ֌ A,
g : C ֌ A se obtiene gracias a la propiedad universal del coproducto un único
morfismo γ : B + C −→ A. Este morfismo no necesariamente es mono. Pa-
ra solucionar esta obstrucción tomemos la factorización de γ = me. Definimos
aśı f ∪ g = m, gracias a la minimalidad de la imagen y del coproducto (es decir
el coproducto es el menor objeto que contiene a B y a C. La imagen es el menor
monomorfismo por el cual ese único morfismo γ puede ser factorizado, es decir
se tiene que γ es el menor subobjeto que contiene a B y C).
Con estas construcciones, se puede mostrar que Sub(A) verifica las propie-
dades de un ret́ıculo. Más aún es un ret́ıculo con 0 : 0 −→ A y 1 = iA.
Nota 7. Gracias a la estructura de ret́ıculo es posible inducir un orden de forma
natural definiendo f ≤ g ⇐⇒ f ∩ g = f . En otras palabras, f ∩ g = f equivale
a la existencia de un monomorfismo h tal que gh = f .
Se mostró anteriormente que dado un monomorfismo f : A ֌ B es posible
definir funtores f−1, f !. Para la construcción del primer funtor no es necesario
que f sea monomorfismo a diferencia del segundo.
Gracias a la existencia de un sistema de factorización definiremos un funtor
∃f : Sub(A) −→ Sub(B) que generalice el funtor f ! en el caso en que f no
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sea mono. Su definición puede ser condensada de la siguiente manera. Dado
g : A′ ֌ A un subobjeto de A, se obtiene el morfismo fg : A′ −→ B el cual
no es necesariamente monomorfismo. Consideremos su factorización epi-mono,
fg = ∃f (g)e : A −→ ∃f (A′) ֌ B.
Para ver que ∃f es un funtor veamos que respeta los órdenes inducidos. Sean
g1 : A
′′ ֌ A ≤ g2 : A′ ֌ A, se quiere ver que ∃f (g1) ≤ ∃f (g2): como g1 ≤ g2
existe un monomorfismo h tal que g2h = g1, tenemos entonces la ecuación
∃f (g1)e1 = fg1 = fg2h = ∃f (g2)e2h.
Por construcción se tiene que ∃f (g2) es el igualador de un par de morfismos
x, y. De esta manera x∃f (g2) = y∃f (g2), se implica entonces que xfg2 = yfg2.
Gracias a las ecuaciones anteriores puede verse que xfg2h = x∃f (g1)e1 =
y∃f (g1)e1 = yfg2h.
Al ser e1 epimorfismo se sigue que x∃f (g1) = y∃f (g1). Por la propiedad
universal del igualador existe un único morfismo γ : ∃f (A′′) −→ ∃f (A′) para el
cual, en particular, se tiene que ∃f (g2)γ = ∃f (g1).
Resta ver que γ es monomorfismo. Sean m,n morfismos tales que γm = γn,
aśı, ∃f (g1)m = ∃f (g2)γm = ∃f (g2)γn = ∃f (g1)n. Se sigue que m = n (pues
∃f (g1) es monomorfismo).
Nota 8. En el caso en que f sea monomorfismo se tiene que ∃f = f !.
Teorema 14. En un topos ξ, dado un morfismo f : A −→ B, se tiene que
∃f ⊣ f
−1.
Demostración. La prueba se sigue del siguiente diagrama:
✲
✲ ✲ ✛
❄ ❄ ❄ ❄
A
A′
A
f−1(B′)
B
B′
B
∃f (A
′)
iA f iB
γ π2 δ
g f−1(v) v ∃f (g)
✲e
En el diagrama anterior dados g ∈ Sub(A), v ∈ Sub(B), el rectángulo ex-
terior conmuta por la definición del funtor ∃f . El cuadrado de la mitad es un
pullback por definición de f−1.
Examinemos la correspondencia que existe entre [∃f (g), v] y [g, f
−1(v)]. Sea
δ ∈ [∃f (g), v]. De esta manera se tiene que vδ = ∃f (g), por lo cual, vδe =
∃f (g)e = fg. Por la propiedad universal del pullback existe una único morfismo
γ : A′ −→ f−1(B′) tal que f−1(v)γ = g, δe = π2γ. La primera igualdad permite
afirmar que γ es mónico y por ende γ ∈ [g, f−1(v)].
Por otra parte sea γ ∈ [g, f−1(v)]. De esta manera f−1(v)γ = g, por lo cual,
vπ2γ = ff
−1(v)γ = fg = ∃f (g)e. Como fg se factoriza a través del mónico v
existe un único morfismo δ tal que ∃f (g) = vδ. De esta igualdad se sigue que δ
es monomorfismo y por ende δ ∈ [∃f (g), v].
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Queremos ver que adicionalmente Sub(A) es un álgebra de Heyting. Para
poder demostrar este hecho hará falta enunciar algunos resultados previos.
Proposición 8. Sea A ∈ Obj(ξ). La inclusión i : Sub(A) −→ ξ ↓A posee
adjunto izquierdo σ : ξ ↓A−→ Sub(A) el cual env́ıa f ∈ ξ ↓A a su imagen.
Demostración. Sea f : B −→ A ∈ ξ ↓A. Considere su imagen f = me con
m =M ֌ A. Sea k ∈ [f, h]ξ↓A = [f, i(h)]ξ↓A (es decir h monomorfismo). Como
hk = f , por definición de imagen existe un único morfismo γ tal que hγ = m,
es decir γ ∈ [m,h]Sub(A). Se sigue el isomorfismo [f, h]ξ↓A
∼= [m,h]Sub(A).
Teorema 15. Dado un topos ξ y A ∈ Obj(ξ), entonces la categoŕıa ξ ↓A es un
topos.
La demostración de este teorema goza de una belleza constructiva de gran
valor, pero por su longitud será omitida. Puede encontrarse aun aśı en [4], o [1].
Lema 1. Sea C una categoŕıa dotada de pullbacks, sea f : A −→ B. Entonces
el funtor de cambio de base f∗ : C ↓B−→ C ↓A posee adjunto izquierdo. Si
adicionalmente C es localmente cartesiana cerrada (es decir C ↓B es cartesiana
cerrada para todo B ∈ Obj(C)), f∗ posee adjunto derecho.
Demostración. El hecho que f∗ posee adjunto izquierdo se ha probado con an-
telación en el caṕıtulo 1 (teorema 3). Veamos la existencia del adjunto derecho.
Queremos un funtor
∏
f : C ↓A−→ C ↓B tal que f
∗ ⊣
∏
f , es decir,
[f∗(B′ −→ B), A′ −→ A]C↓A
∼= [B′ −→ B,
∏
f
(A′ −→ A)]C↓B .
Consideremos primero el caso particular A = 1. De esta manera tenemos
que C ↓1∼= C (el isomorfismo hace corresponder a C ∈ C al morfismo C −→ 1),
en este caso especial
f∗ = −×B : C −→ C ↓B .
El funtor anterior env́ıa C ∈ C a π2 : C × B −→ B (pues el pullback de
A −→ 1 a través de C −→ 1 es su producto). Queremos ver por tanto que
[C ×B −→ B, g : D −→ B] ∼= [C,
∏
f
(k : D −→ B)].
Dado h ∈ [C×B −→ B,D −→ B] (es decir un morfismo h : C×B −→ D tal
que gh = π2) existe un único morfismo h
′ : C −→ DB (gracias a la adjunción
(−)B ⊣ (−) × B), donde h′ es tal que gBh′ = C −→ 1 −→ BB. El morfismo
1 −→ BB es el correspondiente al morfismo identidad 1 × B ∼= B −→ B. De
esta manera se tiene los siguientes diagramas:
❄ ✲ ❄
✲
1
DB
BB
Γ
j
α
β gB
❄ ✲ ❄
✲
1
DB
BB
C
j
h′
!C g
B
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El diagrama izquierdo es pullback. El derecho conmuta por lo dicho en el
párrafo anteriormente. Gracias a la propiedad universal del pullback existe un
único morfismo h′′ : C −→ Γ tal que αh′′ = h′. Definimos entonces
∏
f (k) = Γ,∏
f (h) = h
′′. El hecho que
∏
f sea funtor adjunto derecho de f
∗ se desprende
de las unicidades envueltas en su construcción.
En el caso general, dado f : A −→ B, se sigue que f ∈ C ↓B. Un objeto en
(C ↓B) ↓f es un par (m,n) con m : X −→ B, n : X −→ A tal que fn = m (es
decir definido por n). Podemos dar cuenta del isomorfismo (C ↓B) ↓f∼= C ↓A. El
isomorfismo anterior permite asegurar que, al ser C ↓A C.C.C. lo es (C ↓B) ↓f ,
y en esta última categoŕıa se tiene que el objeto terminal es f reduciendo la
demostración al caso anterior.
Teorema 16. Dado f : A −→ B en un topos ξ, el funtor de cambio de base
f∗ posee adjunto izquierdo
∑
f y adjunto derecho
∏
f . Adicionalmente f
∗ es un
morfismo lógico, es decir, preserva ĺımites, subobjeto clasificador y exponencia-
les.
Demostración. Aplicando el lema anterior podemos afirmar que f∗ posee ambos
adjuntos. En especial al poseer adjunto izquierdo se sigue que f∗ preserva ĺımites,
en especial limites finitos. Para ver que preserva subobjeto clasificador basta con
observar que la proyección πB1 : B × Ω −→ B es el subobjeto clasificador de
ξ ↓B. Todo concluye notando que el pullback de πB1 a través de f es π
A
1 (en
otras palabras f∗(πB1 ) = π
A
1 ).
Resta ver que f∗ preserva exponenciales. Para esto sean m,n ∈ ξ ↓B, se
quiere mostrar entonces que
f∗
(
(m : Y −→ B)(n:X−→B)
)
∼= f∗(m : Y −→ B)f
∗(n:X−→B).
Sea n′ = f∗(n). Considere el siguiente diagrama:
✲
✛
✲
✛
❄
✻
❄
✻
ξ ↓A ξ ↓A
ξ ↓B ξ ↓B
f∗
∑
f
∑
f f
∗
X ×A −
X ×B −
()n
()n
′
donde X ×B − ⊣ ()n
′
(análogamente X ×A − ⊣ ()n), pues, el producto entre
m : Y −→ B y n : X −→ B en ξ ↓B es el morfismo mπ1 = nπ2 : X×B Y −→ A.
La condición que se quiere verificar es la conmutatividad del diagrama an-
terior (salvo isomorfismo) de aplicar los adjuntos derechos. Al ser el adjunto
izquierdo único (salvo isomorfismo) se tiene que la aplicación de los adjuntos
derechos a un morfismo m : Y −→ B, es equivalente, a la aplicación de los
adjuntos izquierdos a un morfismo k : Y ′ −→ A, es decir,
X ×B
∑
f
(Y ′ −→ A) ∼=
∑
f
(X ×A (Y
′ −→ A)).
Para demostrar nuestro resultado veremos que se tiene el isomorfismo ante-
rior. Cosidere los siguientes diagramas:
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✲
✲❄ ❄
X ′ ×A Y
′ X ′
Y ′ A
n′
k
✲
✲❄ ❄
✲
✲ ❄
X ×B Y X
′ X
Y ′ A B
k f
n′ n
En el diagrama de la izquierda se toma el pullback de k a través de n′. En el
diagrama de la derecha el cuadrado derecho es pullback por definición, al igual
que el rectángulo exterior. Por el lema del pullback se obtiene que el cuadrado
derecho es pullback. Obtenemos aśı que X ′ ×A Y ′ ∼= X ×B Y . Por lo tanto se
obtiene el isomorfismo querido.
Requeriremos un segundo lema para concluir que estamos en el ambiente
de álgebras de Heyting y, aśı, poder retornar con más información sobre las
condiciones de tipo Beck-Chevalley.
Lema 2. El morfismo !U : U −→ 1 es mónico si y solo si para cada X ∈ Obj(ξ)
existe a lo más un morfismo X −→ U .
Demostración. Sea !U : U −→ 1 mónico, sean m,n : X −→ U , por definición de
objeto terminal !Um =!Un. Al ser !U mónico se desprende que m = n.
Por otra parte sea X ∈ Obj(ξ). Dado !Um =!Un con m,n ∈ [X,U ], por
hipótesis |[X,U ]| ≤ 1, por lo cual m = n y !U mónico.
Veamos que, en efecto, dado A ∈ Obj(ξ) con ξ topos, Sub(A) es un álgebra
de Heyting. Para ello veamos primero que Sub(1) lo es. Sean U ֌ 1 y V ֌ 1
queremos que ver que UV −→ 1 es monomorfismo (pues en este caso el ı́nfimo
de !U y !V es !U×V . Por lo tanto ver que su adjunto derecho es monomorfismo
es ver que su exponencial lo es). Gracias al lema anterior basta ver que dado
X ∈ Obj(ξ) existe a lo más un morfismo X −→ UV .
Sea X −→ UV . Por adjunción existe un único morfismo asociado V ×X −→
U . Al ser !U mónico se tiene que |[V ×X,U ]| ≤ 1 para todo X ∈ Obj(ξ) por lo
tanto [X,UV ] ≤ 1. Aśı el infimo de dos objetos en Sub(1) posee adjunto derecho.
Es decir Sub(1) es un álgebra de Heyting. Para concluir el caso general basta
con utilizar el isomorfismo Subξ(A) ∼= Subξ↓A(1).
Adicionalmente sea f : A −→ B en ξ. Se tiene que f−1 es una función de
álgebras de Heyting. Esto se deriva del hecho que f∗ es un morfismo lógico y
que se tiene la conmutatividad del siguiente diagrama:
❄ ✲ ❄
✲
ξ ↓B
Sub(A)
ξ ↓A
Sub(B)
f∗
f−1
iB iA
Este último resultado reafirma una lógica que se crea en la visión externa
de un topos. Lo que resta de este caṕıtulo estará encaminado en ver como se
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presentan las condiciones de Beck-Chevalley en esta lógica y cómo se transfieren
estas condiciones a una visión interna.
Corolario 5. La adjunción ∃f ⊣ f−1 satisface la ecuación de Frobenius, es
decir, ∃f (W ) ∩ U = ∃f (W ∩ f−1(U)).
Demostración. Sean f : B −→ A, U, V ∈ Sub(A), W ∈ Sub(B). Suponga
que ∃f (W ) ∩ U ≤ V . Gracias a la definición de ⇒ en un ret́ıculo de Heyting
esto ocurre si y solo si ∃f (W ) ≤ (U ⇒ V ) ⇔ W ≤ f−1(U ⇒ V ). Al ser
f−1 un morfismo de álgebras de Heyting (gracias al teorema anterior) se tiene
que f−1(U ⇒ V ) = f−1(U) ⇒ f−1(V ) luego W ≤ f−1(U) ⇒ f−1(V ), lo
cual equivale a W ∩ f−1(U) ≤ f−1(V ). Esta última expresión es equivalente a
∃f (W ∩f−1(U)) ≤ V . Como V es arbitrario se obtiene la igualdad deseada.
Teorema 17. (Condición de Beck-Chevalley externa para ∃) En un topos ξ
dado un pullback como en (1), se tiene que los diagramas (2) y (3) conmutan.
❄
B ×A C
C
q
❄
B
A
f
✲
✲
p
g
(1)
≡
❄
Sub(B ×A C)
Sub(C)
∃q
❄
Sub(B)
Sub(A)
∃f
✛
✛
p−1
g−1
(2)
≡
✻
Sub(B ×A C)
Sub(C)
q−1
✻
Sub(B)
Sub(A)
f−1
✲
✲
∃p
∃g
(3)
≡
Demostración. Sea m : U ֌ B un elemento en Sub(B). Considere su composi-
ción con f , fm : U −→ A y la factorización epi−mono de esta última, la cual
está dada por fm = ∃f (m)e : U −→ ∃f (U) −→ A. Considere además el pullback
de p a través de m para obtener un morfismo p−1(m) : p−1(U) −→ B ×A C.
Los morfismo anteriores pueden resumirse en los siguientes diagramas
✲
✲
✲
❄
❄
❄
❄
p−1(U)
B ×A C
C
U
B
A
p−1(m)
q
m
f
g
p
✲
✲
✲
❄
❄
❄
❄
p−1(U)
g−1∃f (U)
C
U
∃f (U)
A
l
g−1∃f (m)
e
∃f (m)
g
En los diagramas anteriores los dos rectángulos (izquierdo y derecho) repre-
sentan el pullback de g a través de fm.
En el diagrama izquierdo los dos cuadrados son pullback por definición. En
el diagrama derecho el cuadrado inferior es pullback (por definición), por el lema
del pullback se sigue que el superior lo es.
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El pullback preserva monos, además, al estar inmersos en un topos el pull-
back adicionalmente preserva epis.
Se sigue entonces que p−1(m) y g−1(∃f (m)) son monos, además, l es epi.
Obtenemos por tanto las siguientes factorizaciones epi-mono para qp−1(m):
(g−1∃f (m))l : p
−1(U) −→ g−1(∃f (U)) ֌ C
∃q(p
−1(m))e′ : p−1(U) −→ ∃q(p
−1(U)) ֌ C.
Al tener dichas factorizaciones se sigue (gracia a la propiedad universal) que
∃q(p−1(U)) ∼= g−1(∃f (U)).
Al ser ξ topos es posible afirmar que (Sub(−) posee estructura de álgebra
de Heyting) el isomorfismo anterior es en realidad una igualdad. Dado un iso-
morfismo φ : ∃qp−1(U) −→ g−1∃f (U) se tendŕıa en particular que
∃qp
−1(U) ≤ g−1∃f (U)
∃qp
−1(U) ≥ g−1∃f (U).
Obteniendo aśı la igualdad deseada.
Análogamente se demuestra que ∃pq−1(V ) = f−1∃g(V ) para todo elemento
V ∈ Sub(C).
Dado un morfismo f : A −→ B hemos definido adjunciones σA ⊣ iA entre
Sub(A) y ξ ↓A (análogamente σB ⊣ iB). Entre Sub(B) y Sub(A) se tienen las
adjunciones ∃f ⊣ f−1 y
∑
f ⊣ f
∗. Directamente de la definición podemos dar
cuenta de la igualdad f∗iB = iAf
−1. Esta conmutatividad que se presenta en los
adjuntos derechos se preserva al tomar los adjuntos izquierdos (por la unicidad
del adjunto izquierdo) obteniendo de esta manera que σB
∑
f = ∃fσA. Las
igualdades de estas adjunciones pueden ser resumidas en el siguiente diagrama:
✲
✛
✲
✛
❄
✻
❄
✻
ξ ↓A ξ ↓B
Sub(A) Sub(B)
iAσA σB iB
f−1
f∗
∃f
∑
f
Finalicemos el estudio externo con un último resultado.
Teorema 18. (Condición de Beck-Chevalley externa para ∀)En un topos ξ,
dado un morfismo f : A −→ B se tiene que f−1 posee adjunto derecho ∀f .
Adicionalmente dado un pullback como en (1) se tiene la conmutatividad del
diagrama (2).
❄ ✲ ❄
✲
C
B
A
C ×A B
g
p
q f
(1)
✻
✲
✻
✲
Sub(C)
Sub(B)
Sub(A)
Sub(C ×A B)
∀g
∀p
q−1 f−1
(2)
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Demostración. La existencia del adjunto derecho se garantiza por el lema 1.
La conmutatividad del diagrama (2) se obtiene gracias a la condición de Beck-
Chevalley para el existencial al tomar los adjuntos derecho.
Nos encaminaremos ahora al estudio de las condiciones de Beck-Chevalley
internas, las cuales serán una aplicación del lema de Yoneda y las condiciones
obtenidas anteriormente en la visión externa.
Sea f : B −→ A un morfismo en un topos ξ. Gracias a la definición de
topos tenemos un endofuntor contravariante P , de esta manera, un morfismo
Pf : PA −→ PB. Queremos ver en principio que para cada A ∈ Obj(ξ), PA
posee estructura de álgebra de Heyting. Esta estructura será heredada de la
estructura de Sub(−).
Sea A ∈ Obj(ξ). Dado X ∈ Obj(ξ) arbitrario, podemos pensar en B × X .
Gracias a la axiomatización que presenta un topos (nota 1) tenemos el isomor-
fismo natural Sub(B ×X) ∼= [X,PB]. Considere el siguiente diagrama
✲
✲
❄
❄
❄
❄
Sub(B ×X) × Sub(B ×X) Sub(B ×X)
[X, PB]× [X, PB] [X,PB]
[X,PB][X,PB × PB]
∩
∧X
∼= × ∼=
≡
∼=
i[X,PB]
Aśı para cada X ∈ Obj(ξ) se tiene un morfismo
∧X : [X,PB × PB] −→ [X,PB]
es decir en términos de la inmersión de Yoneda un morfismo
∧X : YPB×PB(X) −→ YPB(X).
En otras palabras, tenemos una transformación natural (∧X)X∈Obj(ξ). Al
ser la inmersión de Yoneda plena se tiene que esta transformación natural pro-
viene de un único morfismo ∧ : PB × PB −→ PB, actuando por composición.
Análogamente existen morfismos ∨ : PB×PB −→ PB y⇒: PB×PB −→ PB
heredando una lógica interna. El hecho que ((−)×PB)⇒ PB ⊣ ((−)×PB)∧PB
se sigue del hecho que Sub(X × B) es un ret́ıculo de Heyting. Por otra parte,
dado f : B −→ A, se tiene Pf : PA −→ PB es un morfismo de álgebras de
Heyting, lo cual se deduce del siguiente diagrama
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✲
✲
❄ ❄
Sub(B ×X)
Sub(A×X)
[X, PB]
[X, PA]
∼=
∼=
(f × iX )
−1 Y (f)
Teorema 19. (Condición de Beck-Chevalley interna para ∃) Sea f : B −→ A
un morfismo en un topos ξ. Entonces el morfismo Pf : PA −→ PB posee
adjunto izquierdo ∃f : PB −→ PA. Adicionalmente see cumple la condición
de Beck-Chevalley interna, es decir, dado un pullback como en el diagrama (1),
entonces el diagrama (2) conmuta.
❄ ✲ ❄
✲
C
B
A
C ×A B
g
p
q f
(1)
❄ ✲ ❄
✲
PA
P (B ×A C)
PC
PB
Pg
Pp
∃f ∃q
(2)
Demostración. SeaX ∈ Obj(ξ). Tenemos la adjunción ∃f×iX ⊣ (f×iX)
−1 entre
Sub(A×X) y Sub(B ×X). Veamos que (f × iX)−1 es natural en X , es decir,
dado h : X −→ Y se tiene la conmutatividad del diagrama
✲
✲
❄ ❄
Sub(A×X)
Sub(A× Y )
Sub(B ×X)
Sub(B × Y )
(f × iX)
−1
(f × iY )
−1
(iA × h)
−1 (iB × h)
−1
la cual se sigue del hecho que (−)−1 es funtor, pues:
(iB × h)
−1(f × iX)
−1 =
(
(f × iX)(iB × h)
)−1
=
(
(iA × h)(f × iY )
)−1
= (f × iY )
−1(iA × h)
−1
Se tiene adicionalmente la naturalidad de ∃f×iX , pero esto se tiene de aplicar
la condición de Beck-Chevalley externa al pullback.
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✲
✲
❄ ❄
B × Y
B ×X
A× Y
A×X
f × iX
f × iY
iB × h iA × h
obteniendo aśı la conmutatividad del siguiente diagrama
✲
✲
❄ ❄
Sub(B ×X)
Sub(B × Y )
Sub(A×X)
Sub(A× Y )
∃f×iY
∃f×iX
(iB × h)
−1 (iA × h)
−1
De esta forma obtenemos funtores naturales enX , (∃f )X y (Pf)X . Considere
el siguiente diagrama.
✲
✲
✛
✛
❄ ❄
[X, PB]
Sub(B ×X)
[X, PA]
Sub(A×X)
∼= ∼=
(f × iX)
−1
(Pf)X
∃f×iX
(∃f )X
Por la naturalidad en X , gracias a la plenitud de la inmersión de Yoneda
existen morfismos únicos ∃f : PB −→ PA y Pf : PA −→ PB tales que
∃f ⊣ Pf . Lo cual se sigue de (∃f )X ⊣ (Pf)X (pues ∃f×iX ⊣ (f × iX)
−1).
Para ver la condición de Beck-Chevalley apliquemos el producto por X al
pullback (1) para obtener el pullback (el funtor −×X posee adjunto izquierdo
y por ello preserva ĺımites)
✲
✲
❄ ❄
C ×X
(B ×A C)×X
A×X
B × Y
p× iX
g × iX
q × iX f × iX
Por la condición externa de Beck-Chevalley para ∃ dado u ∈ Sub(B×X) se
tiene que
(g × iX)
−1∃f×iX (u) = ∃q×iX (p× iX)
−1(u).
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Considere el diagrama
✛
✛
❄ ❄ ❄ ❄
[X, PC]
[X,B ×A C]
Sub(C × X)
Sub((B ×A C) × X)
Sub(A × X)
Sub(B × X)
[X,PA]
[X,PB]
∼= (g × iX )
−1 ∼=
∼= (p × iX )
−1 ∼=
(∃q)X ∃q×iX
∃f×iX
(∃f )X
[X,B ×A C] [X,B ×A C]) [X,PB] [X,PB]
(Pp)X
∼= ∼=
[X, PC] [X,PC] [X,PA] [X,PA]
(Pg)X
∼= ∼=
✛
✛
En el diagrama anterior todos los cuadrados son conmutativos, algunos por
definición, otros por simple inspección, el central conmuta gracias a las condi-
ciones de Beck-Chevalley. En fin, el cuadrado exterior lo hace.
Sea u′ : X −→ PB el correspondiente de u ∈ Sub(B × X) a través del
isomorfismo [X,PB] ∼= Sub(B×X). Gracias a la conmutatividad del diagrama
anterior y la condición de Beck-Chevalley se tienen las siguientes igualdades
Pg∃fu
′ = (Pg)X(∃f )X(u
′) = (∃q)X(Pp)X(u
′) = ∃qPpu
′.
El resultado se sigue al aplicar el resultado a iPB.
Para cerrar el ciclo de las condiciones de Beck-Chevalley hace falta un último
resultado (la condición interna para el adjunto derecho).
Teorema 20. (Condición de Beck-Chevalley interna para ∀) Sea f : B −→ A
un morfismo en un topos ξ. Entonces el morfismo Pf : PA −→ PB posee ad-
junto derecho ∀f : PB −→ PA. Se tiene adicionalemente la condición de Beck-
Chevalley interna, es decir, dado un pullback como en el diagrama izquierdo,
entonces el diagrama derecho conmuta.
❄ ✲ ❄
✲
C
B
A
C ×A B
g
p
q f
✻
✲
✻
✲
PC
PB
PA
P (B ×A C)
∀g
∀p
Pq Pf
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Demostración. La prueba es análoga a la demostración del teorema anterior.
Para iniciar es necesario examinar que ∀f×iX es natural el X , es decir, dado
h : X −→ Y queremos ver la conmutatividad de:
✲
✲
❄ ❄
Sub(B ×X)
Sub(B × Y )
Sub(A×X)
Sub(A× Y )
∀f×iY
∀f×iX
(iB × h)
−1 (iA × h)
−1
Esto se sigue de aplicar la condición de Beck-Chevalley externa al pullback
✲
✲
❄ ❄
B × Y
B ×X
A× Y
A×X
f × iX
f × iY
iB × h iA × h
Gracias a la naturalidad de ∀f×iX y a la plenitud de la inmersión de Yoneda,
es posible argumentar la existencia de la adjunción Pf ⊣ ∀f . Lo cual se basa en
los isomorfismos envueltos en el siguiente diagrama.
✲
✲
✛
✛
❄ ❄
[X, PB]
Sub(B ×X)
[X, PA]
Sub(A×X)
∼= ∼=
(f × iX)
−1
(Pf)X
∀f×iX
(∀f )X
Verificar la condición de Beck-Chevalley es un razonamiento análogo al del
teorema anterior: dado u′ ∈ [X,PC] se tiene que
Pf∀gu
′ = (Pf)X(∀g)X(u
′) = (∀p)X(Pq)X(u
′) = ∀pPqu
′.
Tomando u′ = iPC se concluye la prueba.
Se han probado entonces las condiciones de Beck-Chevalley para los adjuntos
derechos e izquierdos del funtor imagen inversa en versiones internas y externas.
Hemos visto además construcciones notables que permitieron dar estructuracio-
nes muy fuertes. En general la cantidad de tránsito posible en una categoŕıa tan
“rica” en su axiomatización, como lo es un topos, está ligada a leyes de coheren-
cias naturales. La intensión de este trabajo es mostrar que estas leyes conforman
una expresión particular de la universalidad de la teoŕıa de categoŕıas.
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6. Funtores polinomiales
Los funtores polinomiales han obtenido mucha fuerza en el estudio de diver-
sas ramas de la matemática actual. Lo son por ejemplo el estudio de coálgebras
en espacios medibles y en geometŕıa diferencial. Nuestro propósito es hacer una
breve introducción a este concepto y, posteriormente, desde un lenguaje ca-
tegórico estudiar la presencia de transferencias. Esto hará posible el estudio de
las condiciones de Beck-Chevalley.
Un polinomio es una función de la forma
∑n
i=0 aix
i. Esta noción tiene una
transferencia funtorial, en este caso un endofuntor en la categoŕıa SET . In-
duzcamos una notación que hará evidente el nombre de esta sección: Funtores
polinomiales.
Notación 3. Sean A y B dos conjuntos. Se notará su unión disjunta con A+B,
en general, dada una familia {Ai}i∈I su unión disjunta se notará
∑
i∈I Ai,
entendida en algunos casos como ∪i∈I(Ai × {i}).
Por otra parte se nota el conjunto vaćıo como 0. [A,B]SET tendrá notación
exponencial, es decir, BA.
Definición 32. Un funtor polinomial es un endofuntor P : SET −→ SET
isomorfo (por tanto asumido aśı) a un funtor de la forma:
P (X) =
∑
b∈B
XEb
donde B es un conjunto arbitrario y {Eb}b∈B es una familia de conjuntos B
indexada. Dado un morfismo u : X −→ Y el funtor actúa sobre u por compo-
sición, es decir, localmente env́ıa un morfismo f : Eb −→ X a la composición
uf .
Dado un funtor polinomial P (X) =
∑
b∈B X
Eb y dada la asignación Eb −→
b, se induce una función de manera natural
p : E =
∑
b∈B
Eb −→
∑
b∈B
{b} = B.
Análogamente dada una función p : E −→ B, consideremos la familia de
conjuntos {p−1(b) = Eb}b∈B induciendo aśı un funtor polinomial. La corres-
pondencia anterior es de vital importancia, ya que permite entender un funtor
polinomial desde niveles de transferencia distintos. La función p es llamada la
representación de P .
Definición 33. Sea p : E −→ B la función de representación de un funtor
polinomial P (X). El conjunto E es llamado el conjunto total, el conjunto B
base.
El conjunto Eb = p
−1(b) es llamado fibra sobre b (coherente con el caṕıtulo
1.3). Si para cada b ∈ B se tiene que Eb es finito se dice que el funtor polinomial
es finitario.
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Hecho 1. Sea P un funtor polinomial, si 1 nota el objeto terminal de SET ,
entonces el conjunto base está dado (bajo isomorfismo canónico) por P (1). De
manera espećıfica, si P (X) =
∑
b∈B X
Eb , entonces
P (1) =
∑
b∈B
1Eb =
∑
b∈B
[Eb, 1] =
∑
b∈B
{b} = B.
Antes de exhibir ejemplos concretos examinemos operaciones básicas entre
funtores polinomiales: suma, producto, composición y derivación.
Suma: sean P y Q funtores polinomiales. Podemos pensar en el funtor suma
dado por (P +Q)(X) = P (X) + Q(X). Si P es representado por p : E −→ B
y Q por q : F −→ C el objetivo es examinar qué función representa entonces a
P +Q.
Tenemos que (P + Q)(1) = P (1) + Q(1) = B + C de lo cual deducimos el
conjunto base. El conjunto total es
∑
b∈B Eb +
∑
c∈C Fc y por tanto la función
que representa a P+Q es p+q (entendiendo esta notación como (p+q)(h) = p(h)
si h ∈ E y (p+ q)(h) = q(h) si h ∈ F ).
Gracias a esta noción de suma es posible dar fe de la conmutatividad y
asociatividad de dicha operación. Adicionalmente se tiene la existencia de un
elemento neutro, que viene dado por el funtor representado por 0 : 0 −→ 0.
Producto: sean P (X) =
∑
b∈B X
Eb y Q(X) =
∑
c∈C X
Fc . Definimos el
producto de funtores polinomiales como (P ×Q)(X) = P (X)×Q(X). En otras
palabras:
P (X)×Q(X) =
∑
b∈B
XEb×
∑
c∈C
XFc =
∑
(b,c)∈B×C
XEb×XFc =
∑
(b,c)∈B×C
XEb+Fc .
Las igualdades anteriores son, realmente, isomorfismos canónicos usuales en la
teoŕıa de conjuntos.
Ahora bien, si P y Q son representados por p : E −→ B y q : F −→ C
respectivamente, queremos ver quién representa a P ×Q. El conjunto base viene
dado por (P×Q)(1) =
∑
(b,c)∈B×C 1
Eb+Fc que es isomorfo naturalmente aB×C.
El conjunto total viene dado por:
∑
(b,c)∈B×C
Eb + Fc =
∑
b∈B
∑
c∈C
Eb + Fc =
∑
b∈B
(
Eb × C + F
)
= C × E +B × F.
La función que representa el producto h : (E × C) + (B × F ) −→ B × C
preserva fibras de los funtores p y q, es decir dado c ∈ C, h−1((b, c)) = Eb + Fc
para todo b ∈ B. Análogamente se tiene el caso b ∈ B. Se tiene por tanto la
igualdad h = iC × p+ iB × q.
Puede verificarse directamente de la definición que las operaciones antes
descritas son conmutativas, asociativas y distributivas. Adicionalmente puede
verse que el funtor representado por 0 −→ 1 sirve de unidad para el producto.
Composición: dados dos funtores polinomiales P y Q, representados por p
y q como en los casos anteriores, queremos ver que la composición de funtores
polinomiales es de nuevo un funtor polinomial. Esta es quizá la operación menos
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natural, pues aunque evidentemente la composición es un funtor, no es evidente
que éste preserva la forma que tiene uno que sea polinomial. Más aún no es
evidente la forma que tendŕıa la composición desde una visión externa, por ello
trabajaremos en este caso con las funciones de representaciones.
El conjunto base es, en este caso D = (P ◦ Q)(1) = P (Q(1)) = P (C).
Aśı si P (X) =
∑
b∈BX
Eb el conjunto base P (C) =
∑
b∈B C
EB está constituido
por pares de la forma (b, β) donde b ∈ B y β es un morfismo de la forma
β : Eb −→ X .
Para determinar el conjunto total fijemos un elemento (b, β) en el conjunto
base. Su fibra correspondiente es
∑
e∈Eb
Fβ(e). Aśı el conjunto total vendŕıa
dado por: ∑
b∈B
∑
β:Eb−→C
∑
e∈Eb
Fβ(e).
La evidente complejidad presente en la exposición de la compuesta entre
funtores polinomiales es una de las razones (otra, por ejemplo, es la búsqueda
de universalidad de este concepto) para enfocar estas operaciones por medio de
una versión categórica.
Derivación:en el cálculo diferencial, dado el polinomio f(x) = xa su de-
rivada está dada por f ′(x) = axa−1 (excepto cuando a = 0). Para funtores
polinomiales podemos considerar el mismo caso, es decir, considerar la derivada
de un monomio P (X) = XE (representado por la función única !E : E −→ 1).
Se espera que en este ambiente todo se comporte de manera análoga al caso
funcional. Para ello se tendŕıa que quitar un elemento al exponente, lo cual nos
sumerge en un problema de elección. Para evitar dicho problema se remueve
cada elemento de E una vez, es decir, P ′(X) =
∑
e∈E X
(E−{e}). En general
dado P (X) =
∑
b∈B X
Eb se tiene P ′(X) =
∑
b∈B
∑
e∈Eb
X(Eb−{e}).
Supongamos que P es representado por p : E −→ B. Queremos determinar
quién representa a P ′. Por definición P (X) =
∑
b∈B
∑
e∈Eb
X(Eb−{e}) luego el
conjunto base viene dado por
∑
b∈B
∑
e∈Eb
{e} =
∑
b∈B Eb = E. Por otra parte
el conjunto total está determinado por
∑
b∈B
∑
e∈Eb
(Eb − {e}). Si asumimoss
que Eb está ordenado entonces tendŕıamos que
∑
e∈Eb
Eb − {e} puede verse
graficamente como:
© Eb − {e1}
© Eb − {e2}
© Eb − {e3}...
© Eb − {en}...
En otras palabras
∑
e∈Eb
(Eb − {e}) = Eb × Eb − ∆, donde ∆ denota la
diagonal del conjunto. El conjunto total es por lo tanto
∑
b∈B(Eb × Eb − ∆).
Veamos como es posible describir este conjunto. Considere el pullback de p a
través de p
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❄ ✲ ❄
✲
E
E
B
E ×B E
p
π1
π2 p
E ×B E = {(x, y) ∈ E × E : p(π1(x, y)) = p(π2(x, y))}
= {(x, y) ∈ E × E : x, y ∈ Eb para algún b ∈ B}.
De esta manera E ×B E −∆ está compuesto por las parejas cuyas entradas
difieren, pero pertenecen a la misma fibra. Lo cual puede ser resumido como∑
b∈B(Eb × Eb − ∆) = E ×B E − ∆. La función de representación del funtor
derivada es por tanto la primera proyección π1.
Algunos ejemplos:
Sea p : E −→ B una biyección. En este caso Eb = p−1(b) = {eb}, por lo
tanto P (X) =
∑
b∈B X
{eb} =
∑
b∈B X
1 =
∑
b∈B X = B ×X .
Sea B un conjunto y sea p : 0 −→ B (única función que existe). Se tiene
que P (X) =
∑
b∈B X
0 =
∑
b∈B 1 = B × 1 = B. Este funtor polinomial es
llamado el funtor polinomial constante.
Sea E ⊆ B y p : E −→ B una inyección (o monomorfismo). Consideremos
B1 = {b ∈ B : (∃e∈E)(p(e) = b)} y B2 = B −B1, de esta manera
P (X) =
∑
b∈B
Xp
−1(b) =
∑
b∈B1
Xp
−1(b) +
∑
b∈B2
Xp
−1(b)
=
∑
b∈B1
X{eb} +
∑
b∈B2
X0 =
∑
b∈B1
X1 +
∑
b∈B2
1
= B1 ×X +B2
Llamaremos el funtor polinomialM(X) =
∑
n∈NX
In monoide libre, donde
In = {0, 1, 2, ..., (n− 1)}. Definimos por tanto N′ =
∑
n∈N In su conjunto
total (o de manera alternativa {(n, i) ∈ N× N : i < n}). El monoide libre
viene entonces representado por π1 : N
′ −→ N.
Serie de potencias: sea P (X) =
∑
b∈B X
Eb un funtor polinomial finitario,
representado por p : E −→ B. Este funtor polinomial induce una función
de clasificación k : B −→ N actuando como b −→| Eb | (es decir k = ♯p−1,
♯ representa la cardinalidad de un conjunto). Notando las fibras de k como
Bn = k
−1(n) tenemos que:
P (X) =
∑
b∈B
XEb =
∑
n∈N
∑
b∈Bn
XEb
∼=
∑
n∈N
∑
b∈Bn
XIn =
∑
n∈N
Bn ×X
In .
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Una serie de potencias es un funtor polinomial de la forma
∑
n∈NBn×X
In
(es decir un funtor finitario). Por otra parte, dado un funtor de la forma
anterior, éste viene caracterizado por {Bn}n∈N, induciendo aśı una función
natural k : B =
∑
n∈NBn −→ N. Gracias a esto es posible obtener un
funtor polinomial representado por p : E −→ B tomando el pullback de k
a través de u, es decir
❄ ✲ ❄
✲
B
N
′
N
E
k
p u
Dado un funtor polinomial P (X), puede obtenerse un nuevo funtor poli-
nomial P̂ (X) = XP ′(X). Si P está representado por p : E −→ B entonces
P̂ (X) está representado por la primera proyección del par kernel de p.
P̂ (X) = X
∑
b∈B
∑
e∈Eb
XEb−{e} =
∑
b∈B
∑
e∈Eb
X(Eb−{e})+1 ∼=
∑
b∈B
∑
e∈Eb
XEb .
De la última igualdad es posible ver que el conjunto base es E y el conjunto
total
∑
b∈B
∑
e∈Eb
Eb =
∑
b∈B Eb × Eb (razonando análogamente al caso
de la derivada).
Hemos estudiado algunas construcciones y ejemplos partiendo de la defi-
nición de funtor polinomial. Estos conceptos pueden ser vistos desde marcos
categóricos, lo cual permitirá evidenciar que, desde las herramientas básicas
de la teoŕıa de categoŕıa, se pueden examinar las construcciones anteriores y
garantizar transferencias entre dichos objetos.
Consideremos como objetos de una categoŕıa funtores polinomiales. Por lo
tanto los morfismos en esta categoŕıa son transformaciones naturales. Notemos
esta categoŕıa como SET [X ] (subcategoŕıa de la categoŕıa de endofuntores de
SET ).
Dados funtores polinomiales P,Q, una transformación natural
λ = {λX}X∈SET ∈ [P,Q]Set[X]
por definición satisface que, para toda función f : X −→ Y , el siguiente diagra-
ma conmuta
❄ ✲ ❄
✲
Q(X)
P (Y )
Q(Y )
P (X)
Qf
Pf
λX λY
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La pregunta de interés es ¿cómo pueden ser caracterizadas las transforma-
ciones naturales entre P y Q por medio de sus funciones representantes? Es-
pećıficamente dada λ ∈ [P,Q]SET [X], si P es representado por p : E −→ B y Q
por q : F −→ C, dada f : X −→ Y estamos en la siguiente situación:
❄ ✲ ❄
✲
∑
c∈C X
Fc
∑
b∈B Y
Eb
∑
c∈C Y
Fc
∑
b∈B X
Eb
Qf
Pf
λX λY
F
E
C
B
✲
✲p
q
La intuición nos dice que un candidato para representar tal transformación
son funciones α, β que provean un diagrama conmutativo en los morfismos
del diagrama izquierdo. Esta afirmación no es verdadera en el caso general.
Examinaremos dos ejemplos, uno positivo y uno negativo.
Ejemplo positivo: considere funtores polinomiales P y Q cuyas funciones de
representación comparten el conjunto base, sean p : E −→ B, q : F −→ B sus
representaciones. Considere un diagrama conmutativo
✻
✲
✲
F
B
B
E
p
q
α iB
Dicha conmutatividad garantiza que dado f ∈ Fb entonces α(f) ∈ Eb pues
p(α(f)) = q(f) = b. Dado X ∈ SET se tiene un funtor actuando por composi-
ción como:
λX :
∑
b∈B
XEb −→
∑
b∈B
XFb :
∏
b∈B
(Eb −→ X) −→
∏
b∈B
(Fb −→ Eb −→ X).
El hecho que λ = (λX)X∈SET sea transformación natural se sigue de la
distributividad de la composición y de que la definición se hace componente a
componente en la unión disjunta.
Por otra parte, dada una transformación natural λ : P −→ Q se obtiene una
función α que hace el diagrama anterior conmutativo. Si λ = (λX)X∈SET , por
restricción en cada elemento de la unión, se tienen transformaciones naturales
λbX : X
E
b −→ Y
F
b (de está manera λX =
∏
b∈B λ
b
X). Si utilizamos la plenitud de
la inmersión de Yoneda (es decir sobreyectiva en conjuntos locales de morfismos)
sobre cada componente disjunto obtenemos:
∏
b∈B
Nat(X −→ XEb , X −→ XFb) ∼=
∏
b∈B
[Fb, Eb]SET
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lo cual no sólo asegura la existencia de α, adicionalmente, evidencia la con-
mutatividad del diagrama requerido, pues α es definida localmente en cada
componente de la unión disjunta entre las fibras Fb y Eb.
Se obtiene una correspondencia biyectiva entre transformaciones naturales
entre funtores que comparten el mismo conjunto base y diagramas conmutativos
antes descritos. En otras palabras:
[∑
b∈B
XEb,
∑
b∈B
XFb
]
SET [X]
∼= SET ↓B .
Ejemplo negativo: consideremos una transformación de monoides. Dados fun-
tores polinomiales P (X) = XE y Q(X) = XF representados por p : E −→ 1 y
q : F −→ 1 respectivamente, un diagrama conmutativo de la forma
❄ ✲ ❄
✲
F
1
1
E
!F
!E
α
no induce una transformación natural λ : P −→ Q. Gracias a Yoneda, si existe
dicha transformación esta proviene de una única β : F −→ E. Pero no es posible,
de forma canónica, construir α partiendo de β (por ejemplo en el caso F = 0).
Aśı este diagrama no representa ninguna transformación natural.
Veremos por tanto un resultado que caracteriza parcialmente transferencias
v́ıa funciones representantes. Consideremos la siguiente definición.
Definición 34. Dados funtores S, T : C −→ D, una transformación natural
λ : S −→ T es cartesiana si para cada morfismo f : A −→ B en C su diagrama
natural es un pullback, es decir,
❄ ✲ ❄
✲
TA
SB
TB
SA
Tf
Sf
λA λB
Teorema 21. Dados funtores polinomiales P y Q representados por funcio-
nes p : E −→ B y q : F −→ C respectivamente, entonces, transformaciones
naturales cartesianas λ : P −→ Q corresponden a pullbacks de la forma:
❄ ✲ ❄
✲
F
B
C
E
q
p
α α
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Demostración. Veamos en principio que dado un pullback como se indica en el
enunciado se induce una transformación natural λX :
∑
b∈B X
Eb −→
∑
c∈C X
Fc .
Sea b ∈ B, como E =
∑
b∈B Eb, se tiene que el pullback descrito es heredado
a cada fibra, es decir, el siguiente diagrama es pullback.
❄ ✲ ❄
✲
Fα(b)
{b}
{α(b)}
Eb
q
p
αb αb
Pero {α(b)} puede ser visto como un objeto terminal, por lo tanto, el pullback
de q a través de αb viene dado por el producto Fα(b)×{b}. Gracias a la unicidad
del pullback se sigue el isomorfismo Eb ∼= Fα(b) × {b}. Se deduce que αb es
isomorfismo. Considere entonces (αb)
−1 : Fα(b) −→ Eb.
Este morfismo induce (razonando como en nuestro primer ejemplo) una
transformación natural (que es isomorfismo gracias a que αb lo es)
(λX)b : (X −→ X
Eb) −→ (X −→ XFα(b)).
Estas transformaciones pueden ser extendidas sumando sobre cada fibra:
λX :
∑
b∈B
XEb −→
∑
b∈B
XFα(b) =
∑
c∈C
∑
b∈αc
XF(b) =
∑
c∈C
XFc .
Para ver que está transformación es cartesiana se razona localmente (es decir
sobre cada fibra). Dado f : X −→ Y obtenemos el siguiente diagrama:
❄ ✲ ❄
✲
Y Eb
XFα(b)
Y Fα(b)
XEb
() ◦ (αb)
−1
() ◦ (αb)
−1
f ◦ () f ◦ ()
Claramente este diagrama conmuta (lo cual evidencia que la transforma-
ción es natural). Para ver que es cartesiana veamos que en adición es pullback.
Supongamos un diagrama conmutativo como:
❄ ✲ ❄
✲
Y Eb
XFα(b)
Y Fα(b)
K
() ◦ (αb)
−1
l
m f ◦ ()
Digamos l(k) = Fα(b) −→ X , m(k) = Eb −→ Y . Por hipótesis se tiene que
fl(k) = m(k)(αb)
−1, es decir, fl(k)αb = m(k). Considere γ(k) = l(k)αb, este
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morfismo hace conmutar los triángulos en la propiedad auniversal del pullback:
fγ(k) = m(k) y γ(k)(αb)
−1 = l(k).
La unicidad se sigue de la definición. Dada β tal que fβ(k) = m(k) y
β(k)(αb)
−1 = l(k) se tiene que β(k) = γ(k) = l(k)αb. La demostración fina-
liza sumando sobre cada fibra, observando que el pullback es preservado por
sumas (paso local-global).
De la definición es posible notar que la composición de transformaciones
naturales cartesianas es de nuevo cartesiana (gracias al lema del pullback). Adi-
cionalmente la identidad es cartesiana, por lo tanto, es posible notar que las
transformaciones naturales cartesianas forman una subcategoŕıa de SET [X ].
Esta categoŕıa será notada POLY . Veamos algunos corolarios inmediatos que
permiten estudiar y caracterizar esta última categoŕıa:
Corolario 6. Sea P : SET −→ SET un funtor polinomial representado por
p : E −→ B y F : SET −→ SET un endofuntor. Si existe Θ : F −→ P
transformación natural cartesiana, entonces F es polinomial.
Demostración. Sea !X : X −→ 1. Se tiene el siguiente pullback
❄ ✲ ❄
✲
P (X)
F (1)
P (1)
F (X)
P (!X)
F (!X)
ΘX Θ1
el cual permite evidenciar que F (X) = P (X) ×P (1) F (1). La igualdad anterior
permite afirmar que F está determinado por P (X) y F (1), además asegura que
el funtor es polinomial. F (X) está representado por la proyección sobre F (1) en
el pullback de p a través de Θ1.
Corolario 7. Dado un funtor polinomial P representado por p : E −→ B se
tiene que POLY ↓P∼= SET ↓B.
Demostración. Sea l : C −→ B un objeto en SET ↓B. Considere el pullback de
p a través de l. Este pullback, gracias al teorema anterior, provee una (única)
transformación cartesiana con codominio P .
Ahora veamos cómo se comportan las operaciones básicas de suma, pro-
ducto y derivadas en la categoŕıa POLY . Nuestro objetivo es ver que dichas
operaciones son naturales en el siguiente sentido. Dadas dos transformaciones
cartesianas γ1 : P1 −→ Q1 y γ2 : P2 −→ Q2, estas transformaciones vienen
dadas por pullbacks como:
❄ ✲ ❄
✲
F1
B1
C1
E1
q1
p1
α α
❄ ✲ ❄
✲
F2
B2
C2
E2
q2
p2
β β
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Obtenemos aśı los siguientes pullbacks:
❄ ✲ ❄
✲
F1 + F2
B1 +B2
C1 +C2
E1 + E2
q1 + q2
p1 + p2
α+ β α+ β
❄ ✲ ❄
✲
F1 × C2 + C1 × F2
B1 ×B2
C1 × C2
E1 ×B2 +B1 ×E2
q1 × iC2 + iC1 × q2
p1 × iB2 + iB1 × p2
α× β + α× β α× β
La verificación que los diagramas anteriores son pullbacks se sigue del hecho
que la suma y producto de pullbacks es pullback, y finaliza al notar que el
siguiente diagrama también lo es.
❄ ✲ ❄
✲
I
J
I
J
iI
iJ
f f
Incluimos un último resultado que no se demostrará en estas páginas por su
longitud, aunque se dará una breve gúıa sobre su demostración.
Teorema 22. Dada una transformación natural cartesiana γ : P −→ Q, la
derivada γ′ : P ′ −→ Q′ es cartesiana, es decir, la derivación en POLY es
natural.
Demostración. Se inicia tomando el pullback que describe la transformación γ
y los pares kernel de p y q, donde p, q representan a P,Q respectivamente. Se
resume en el siguiente diagrama:
❄
E
F
α
❄
B
C
α
✲
✲
p
q
❄
E ×B E
E
π2
❄
E
B
p
✲
✲
π1
p
❄
F ×C F
F
π2
❄
F
C
q
✲
✲
π1
q
Se construye aśı un morfismo único ρ : E ×B E −→ F ×C F aplicando
la propiedad del pullback con base a la igualdad q(απ1) = q(απ2). Con este
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morfismo es posible ver que el diagrama siguiente es pullback (la parte delicada
de la demostración).
❄ ✲ ❄
✲
F ×C F
E
F
E ×B E
π1
π1
ρ α
Escribiendo el diagrama anterior sobre cada una de las fibras se obtiene el
siguiente pullback:
❄ ✲ ❄
✲
∑
c∈C Fc × Fc
∑
b∈B Eb
∑
c∈C Fc
∑
b∈B Eb × Eb
π1
π1
ρ α
el cual utilizando un argumento fibra a fibra sabemos hereda el pullback sobre
cada fibra de B, obteniendo isomorfismos verticales en el diagrama.
❄
✲ ❄
✲
Fα(b) × Fα(b)
Eb
Fα(b)
Eb × Eb
(π1)b
(π1)α(b)
(ρ)b α
Ahora bien como (ρ)b es isomorfismo, si extraemos la diagonal de cada par
kernel se preserva el isomorfismo (se extrae lo mismo en ambos casos). De esta
manera al tener isomorfismos verticales se garantiza que el diagrama es pullback.
❄
✲ ❄
✲
Fα(b) × Fα(b)\∆
Eb
Fα(b)
Eb × Eb\∆
(π1)b
(π1)α(b)
(ρ)b α
Al sumar sobre cada una de las fibras se obtiene el resultado.
Las construcciones anteriores que se han realizado desde un punto de vista
categórico. Son un reflejo de la dinámica que maneja esta teoŕıa. Para enca-
minarnos hacia el estudio de las condiciones de Beck-Chevalley será necesario
considerar funtores polinomiales en varias variables. Estos últimos serán descri-
tos por medio de herramientas categóricas, y es en este ámbito donde el tránsito
se hará evidente. Iniciemos con la definición formal (por tanto natural en térmi-
nos cotidianos del cálculo usual).
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Definición 35. Dada una familia de conjuntos {Xi}i∈I (que vendrán a tomar el
papel de variables y por tanto las llamaremos aśı), un funtor polinomial definido
sobre la familia anterior, es un funtor de la forma:
∏
i∈I SET −→ SET : (Xi)i∈I −→
∑
b∈B
∏
i∈I X
Eib
i
Para ejemplificar la definición anterior, considere dos variables X1, X2, el
funtor polinomial encarna a uno de la forma
P (X1, X2) =
∑
b∈B
XE1b1 X
E2b
2
En general, dado un funtor polinomial, se obtiene una familia de funciones
{Ei −→ B}i∈I que describen las fibras de cada una de las variables. El objetivo
es unificar esta familia de funciones en una función p : E =
∑
i∈I Ei −→ B.
Esta unificación debe traer consigo un testigo de clasificación, en este caso, una
función s : E −→ I donde s−1(i) = Ei. Con estas funciones es posible describir
nuestro funtor polinomial como:
(Xi)i∈I −→
∑
b∈B
∏
e∈Eb
Xs(e).
En principio debemos verificar que la descripción anterior coincide con la
dada en la definición. Para ello considere b ∈ B, observemos que:
∏
e∈Eb
Xs(e) =
∏
i∈I
∏
e∈s−1(i)∩Eb
Xs(e)
=
∏
i∈I
∏
e∈s−1(i)∩Eb
Xi
=
∏
i∈I
XEibi .
Gracias a lo anterior un funtor polinomial está representado por un par de
morfismos I ←− E −→ B. En un caso más general se puede pensar que el
conjunto de llegada sea una familia J-indexada. Razonando como en la función
de clasificación obtenemos un diagrama de la forma I ←− E −→ B −→ J
(s : E −→ I, p : E −→ B, t : B −→ J). Nuestro funtor polinomial puede ser
entendido entonces como:
SET ↓I−→ SET ↓J : {Xi}i∈I −→ {
∑
b∈Bj
∏
e∈Eb
Xs(e)}j∈J
El paso central en la caracterización de funtores polinomiales en varias va-
riables es que, dado p : E −→ B, es posible relacionar conjuntos de variables
fijas ({Xi}i∈I) por medio de “variaciones”(elementos de SET ↓I). Este proceso
produce como salida un conjunto J-indexado (ŕıgido) que puede ser relacionado
(uńıvocamente), con un elemento de SET ↓J (dinámico).
Hay inquietudes que surgen de manera innata en el desarrollo anterior, una
de ellas es si la definición anterior es forzada o emerge regida bajo transferencias
lógicas (la naturalidad categórica). Para resolver esta inquietud será suficiente
aplicar todo el “poder del tránsito”.
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Trabajar con categoŕıas coma sobre SET (que es por definición misma un
topos) nos dice que el funtor de cambio de base (o funtor pullback) posee adjun-
to derecho e izquierdo. Adicionalmente estos adjuntos preservan transferencias
por medio de las condiciones de Beck-Chevalley. Queremos estudiar cómo son
localizados estos adjuntos en funtores polinomiales.
Para ello veamos la descripción de adjuntos. Sea f : C −→ D, un morfismo
en SET (es decir una función).
1. Funtor pullback: el funtor f∗ : SET ↓D−→ SET ↓C actúa sobre objetos,
enviando h ∈ Obj(SET ↓D) a la proyección sobre C del pullback de f
a través de h (ver descripción caṕıtulos 1 y 3). En otras palabras dado
h : D′ −→ D entonces f∗(h) = π2 : C ×D D′ −→ C. Al estar inmersos en
un ámbito funcional sabemos que:
C ×D D
′ = {(c, d) ∈ C ×D′ : fπ1(c, d) = hπ2(c, d)}
= {(c, d) ∈ C ×D′ : f(c) = h(d)}
= {(c, d) ∈ C ×D′ : d ∈ D′f(c)}
=
∑
c∈C
D′f(c).
Esta última ecuación describe impĺıcitamente al papel de h y de π2 (a
través de sus fibras), por ello cuando nos refiramos al funtor pullback,
diremos que actúa como f∗(D′) =
∑
c∈C D
′
f(c) (en lugar de f
∗(h) = π2)
2. f ! ⊣ f∗ : el funtor f ! : SET ↓C−→ SET ↓D actúa por composición, es
decir, dado l : C′ −→ C ∈ SET ↓C entonces
f !(l) = fl : C′ −→ C −→ D.
Describiendo este morfismo desde el objeto obtenemos:
C′ =
∑
c∈C
C′c =
∑
d∈D
∑
c∈Cd
C′c.
3. f∗ ⊣ f∗: este adjunto se define como objeto de la siguiente manera (en el
caṕıtulo anterior se mostró la existencia del adjunto derecho pero no se
describió su acción expĺıcita). Dado l : C′ −→ C entonces
f∗(C
′) =
∑
d∈D
∏
c∈Cd
C′c
es decir unión disjunta del producto de las fibras dadas por l.
En este caso, no es evidente que este funtor provea la adjunción requerida,
veamos un argumento. Considere un diagrama de la forma siguiente:
❄ ✲ ❄C
D′
D
C′
f
l j
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Queremos ver que [f∗j, l]SET↓C
∼= [j, f∗l]SET↓D . En término de objetos
ver que [f∗D′, C′]SET↓C
∼= [D′, f∗C′]SET↓D . Para esto es suficiente notar
que un morfismo f∗D′ −→ C′ (en SET ↓C) es una función de la forma∑
c∈C D
′
f(c) −→
∑
c∈C C
′
c lo cual provee fibra a fibra funciones D
′
f(c) −→
C′c, es decir, un elemento de la forma:
∏
c∈C
C′c
D′f(c) =
∏
d∈D
∏
c∈Cd
C′c
D′f(c) =
∏
d∈D
∏
c∈Cd
C′c
D′d .
Por otra parte, un morfismo
∑
d∈DD
′
d = D
′ −→ f∗C′ =
∑
d∈D
∏
c∈Cd
C′c
está compuesto (fibra a fibra) por funciones D′d −→
∏
c∈Cd
C′c, es decir,
un elemento de
∏
d∈D
∏
c∈Cd
C′c
D′d . Esta igualdad implica el resultado.
Teorema 23. Dado un diagrama de la forma I ←− E −→ B −→ J con
s : E −→ I, p : E −→ B y t : B −→ J , el funtor polinomial inducido está dado
por t!p∗s
∗.
Demostración. Sea l : D′ −→ D entonces:
t!p∗s
∗ = t!p∗
(∑
e∈E
D′s(e)
)
= t!
(∑
b∈B
∏
e∈Eb
(
∑
e∈E
D′s(e))e
)
= t!
(∑
b∈B
∏
e∈Eb
D′s(e)
)
=
∑
j∈J
∑
b∈B
∏
e∈Eb
D′s(e).
De lo realizado en caṕıtulos anteriores es posible notar que estas adjunciones
satisfacen las condiciones de Beck-Chevalley. Veamos en detalle la formulación
y demostración en este caso en particular.
Teorema 24. Dado un pullback en SET como:
❄ ✲ ❄
✲
C
D′
D
C′
f
g
p q
se obtienen los siguientes diagramas (transferencia funtorial)
❄ ✛ ❄
✛
SET ↓C
SET ↓D′
SET ↓D
SET ↓C′
f∗
g∗
p! q!
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✻
✲
✻
✲
SET ↓C
SET ↓D′
SET ↓D
SET ↓C′
f∗
g∗
p∗ q∗
los cuales inducen isomorfismos naturales:
ϕ : p!g∗ −→ f∗q! ψ : q∗f∗ −→ g∗p
∗
Demostración. Como vimos en el caṕıtulo 1, la transferencia a la coma cate-
goŕıa por medio del funtor pullback es una pseudo-funtor. Por lo cual se obtiene
una fibración categórica, SET −→ CAT . Como hemos visto se garantizan las
condiciones de Beck-Chevalley. Un argumento que permite evidenciar el surgi-
miento de estas condiciones es por medio de ecuaciones de 2-Celdas razonando
como sigue.
Considere el siguiente diagrama conmutativo (se sigue de la definición del
funtor ()! y del hecho que el cuadrado base en SET conmuta).
❄ ✲ ❄
✲
SET ↓C
SET ↓D′
SET ↓D
SET ↓C′
f !
g!
p! q!
Si tomamos los adjuntos izquierdos de los funtores horizontales (es decir, to-
mando la unidad de la adjunción ()! ⊣ ()∗, asociando, y tomando posteriormente
la co-unidad) obtenemos el primer diagrama de nuestro interés.
El otro caso se sigue análogamente al tomar los adjuntos izquierdos de los
funtores verticales en el siguiente diagrama
✻
✛
✻
✛
SET ↓C
SET ↓D′
SET ↓D
SET ↓C′
f∗
g∗
p∗ q∗
Verificar que estas transformaciones son isomorfismos puede ser visto direc-
tamente, aplicando la descripción como objetos de los funtores dados.
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Nota 9. Recordamos que los isomorfismos anteriores son canónicos y vienen
dados por
ϕ = ηfθ1εg : p!g
∗ −→ f∗f !p!g∗ −→ f∗q!g!g∗ −→ f∗q!
ψ = ηgθ2εf : q
∗f∗ −→ g∗g
∗q∗f∗ −→ g∗p
∗f∗f∗ −→ g∗p
∗.
En las transformaciones anteriores se tiene que θ1 es identidad, lo cual puede
verse directamente de la definición del funtor ()!. θ2 es un isomorfismo y se sigue
del hecho que la asignación C −→ SET ↓C es un pseudo-funtor.
Notación 4. La unidad y la co-unidad de la adjunción ()! ⊣ ()∗ serán nota-
das como es habitual con η y ε respectivamente y como sub-́ındice el funtor al
cual se está haciendo referencia. La transformaciones naturales asociadas a la
adjunción ()∗ ⊣ ()∗ serán notadas con una ĺınea superior para marcar diferencia.
Proposición 9. Dado un pullback en SET como:
❄ ✲ ❄
✲
C
D′
D
C′
f
g
p q
se obtiene una transformación natural γ : q!g∗ −→ f∗p! (la cual no necesaria-
mente es isomorfismo, ni cartesiana).
Demostración. Al ser el diagrama pullback, valen las condiciones de Beck-Che-
valley. Por lo cual la transformación natural ϕ es un isomorfismo. Consideremos
su inversa, la cual es ilustrada por medio del siguiente diagrama
❄ ✛ ❄
✛
SET ↓C
SET ↓D′
SET ↓D
SET ↓C′
f∗
g∗
p! q!
Tomando los adjuntos derechos respecto a la adjunción ()∗ ⊣ ()∗ en los
funtores horizontales obtenemos el siguiente diagrama
❄ ✲ ❄
✲
SET ↓C
SET ↓D′
SET ↓D
SET ↓C′
f∗
g∗
p! q!
En otras palabras, se tiene que:
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γ = εg(ϕ)
−1ηf : q!g∗ −→ f∗f
∗q!g∗ −→ f∗p!g
∗g∗∗p!
En particular si se toma como punto de partida el diagrama que describe la
transformación natura ψ, γ podŕıa ser expresado como:
γ = εq(ψ)
−1ηp : q!g∗ −→ q!g∗p
∗p! −→ q!q∗f∗p! −→ f∗p!
Una observación de vital importancia es que, en el caso en que el diagrama
no sea pullback, se garantiza la existencia de las transformaciones naturales
canónicas pero no su invertibilidad (la conmutatividad del cuadrado es suficiente
para garantizar dicha existencia).
El objetivo final de esta sección será evidenciar una forma superior en la
coherencia del tránsito, la cual está relacionada con las condiciones de Beck-
Chevalley. Estas coherencias están relacionada con tránsito entre transforma-
ciones naturales. Se encuentran condensadas en el siguiente resultado.
Teorema 25. (Las 12 formas de un cuadrado) Dado un diagrama conmu-
tativo como
❄ ✲ ❄
✲
C
D′
D
C′
f
g
p q
se tienen los siguientes diagramas de transferencia:
❄ ✲ ❄
✲
p∗p!g∗
g∗q∗q!
p∗f∗q!
g∗
ϕ
ηq
ηp θ1(I)
❄ ✲ ❄
✲
g∗q∗q∗
p∗p∗g
∗
g∗
p∗f∗q∗
εq
ψ
εp(II)
❄ ✲ ❄
✲
p!p∗f∗
f∗q!q∗
f∗
p!g∗q∗
εp
ϕ
εq(III)
❄ ✲ ❄
✲
f∗q∗q
∗
p∗p
∗f∗
p∗g
∗q∗
f∗
ψ
ηp
ηq (IV )
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❄ ✲ ❄
✲
g!p∗p!
q∗q!g!
q∗f !p!
g!
ϕ
ηq
ηp (V )
❄ ✲ ❄
✲
q∗q∗g∗
g∗p
∗p∗
g∗
q∗f∗p∗
εq
ψ
εp(V I)
❄ ✲ ❄
✲
f !p!p∗
q!q∗f !
f !
q!g!p∗
εp
ϕ
εq(V II)
❄ ✲ ❄
✲
q∗q
∗f∗
f∗p∗p
∗
q∗g∗p
∗
f∗
ψ
ηp
ηq (V III)
En especial si el diagrama es pullback se tienen los siguientes diagramas:
❄ ✲ ❄
✲
g!p∗p∗
q∗q∗g!
g!
q∗f !p∗
εg
γ
ϕ−1 εf(IX)
❄ ✲ ❄
✲
q∗q!g∗
g∗p
∗p!
q∗f∗p!
g∗
γ
ηp
ηq ψ
−1(X)
❄ ✲ ❄
✲
f !p∗p
∗
q∗q
∗f !
g∗g!p
∗
f !
γ
ηf
ηg ϕ
−1(XI)
❄ ✲ ❄
✲
p!p∗f∗
f∗q!q
∗
f∗
p!g∗q
∗
εq
γ
ψ−1 εp(XII)
Demostración. El mecanismo de demostración es obtenido de [2] y es bautizado
condiciones de Beck-Chevalley gimnásticas (del ingles gimnastic Beck-Chevalley
condition). Se pretende estudiar la conmutatividad de los diagramas por medio
de diagramas flexibles de composición como se explica a continuación:
Una transformación natural se expresa por medio de diagramas donde los
extremos son los funtores entre los cuales se tiene la transformación. Los puntos
intermedios representan las tansformaciones naturales que intervienen. La lectu-
ra de composición es vertical y siempre de abajo hacia arriba. Las aristas o lineas
de conexión unen funtores en el mismo sentido, co-variantes o contra-variantes
(por lo cual siempre relacionan morfismos verticales u horizontales).
Demos un ejemplo con las transformaciones naturales ϕ y ψ.
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b
b
b
b ϕ
εp
θ
ηq
p! g∗p! g∗
f∗ q!
f∗ q!
=
b
b
b
b ψ
εq
θ2
ηp
q∗ f∗
g∗ p
∗
=
q∗ f∗
g∗ p∗
La regla en general es que la composición funtorial es léıda de izquierda a
derecha, la composición de transformaciones naturales de abajo a arriba.
Veamos algunas demostraciones de los diagramas que se han exhibido ante-
riormente, examinemos por ejemplo (V ).
g!
g∗ f ! p!
g! g!
g∗
f ! f !g
∗p! p!
b
b
b
b
b
b
b
b
ηp
ϕ
ηp
εp
θ2
ηq
ηq
θ2= =
Veamos ahora la demostración de (V III) como segundo ejemplo.
b
b
b
b
b
b
b
b
f∗
q∗ g∗ p∗
f∗ f∗
q∗ q∗g∗ g∗p∗ p∗
ηp
ψ
ηp
εp
θ
ηq
ηq
θ= =
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Las demostraciones restantes son análogas a los casos anteriores, por lo cual
se omite su demostración.
Las condiciones de Beck-Chevalley gozan de mucha fuerza en este marco
categórico. El paso a un tercer nivel de transferencia es una muestra de ello.
Los funtores polinomiales son una particularidad categórica en la cual se puede
ahondar un poco más. La extensión que requiere este objetivo nos impide rea-
lizarlo con detalle aqúı. Aún aśı permitiremos hacer una mirada a un resultado
de notable belleza. Este resultado será nuestro primer objetivo en el siguiente
caṕıtulo.
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7. Algunas aplicaciones.
7.1. Una breve aplicación a funtores fibrados.
En los caṕıtulos 1 y 4 se hizo referencia a dos conceptos muy importantes
en la teoŕıa de categoŕıas. El primero fue dado en el caṕıtulo 1, fibraciones y
funtores fibrados. En este marco mostramos que se cumplen las condiciones de
Beck-Chevalley con el funtor de cambio de base si se supone una adjunción
fibrada.
En el caṕıtulo 4 se habló del concepto de funtor polinomial. El cual fue
generalizado a varias variables, utilizando, para ello, transferencia de la coma
categoŕıa. El objetivo de esta sección es relacionar lo visto en estos caṕıtulos por
medio de una caracterización de notable belleza. Para ello es necesario considerar
el siguiente resultado, el cual fue probado en el caṕıtulo 3.
Sea C una categoŕıa dotada de pullbacks, sea f : A −→ B. El funtor de
cambio de base f∗ : C ↓B−→ C ↓A posee adjunto derecho. Adicionalmente si C
es localmente cartesiana cerrada entonces f∗ posee adjunto derecho.
Notación 5. Para hacer más natural el resultado, objetivo de nuestra sección,
las adjunciones anteriores las notaremos como f ! ⊣ f∗ ⊣ f∗.
Definición 36. Dada una categoŕıa localmente cartesiana cerrada C, en ella
morfismos s : E −→ I, p : E −→ B y t : B −→ J , diremos que un diagrama de
la forma
I ←− E −→ B −→ J
representan el funtor polinomial t!p∗s
∗, es decir, un diagrama de la forma:
C ↓I−→ C ↓E−→ C ↓B−→ C ↓J .
Es usual en la visión categórica modelar una estructura por medio de con-
ceptos universales (ejemplo de ello es la noción de topos, la cual, en parte fue
un notable avance por entender SET ). El concepto de funtor polinomial puede
ser heredado de la categoŕıa SET , gracias a una transferencia funtorial. Es su-
ficiente para ello partir de una categoŕıa C localmente cartesiana cerrada (caso
particular si se considera C topos). Lo consecuente en nuestro estudio será in-
volucrar estas categoŕıas con la teoŕıa desarrollada en fibraciones.
Considere por tanto la categoŕıa de fibraciones sobre C, con C localmente
cartesiana cerrada L.C.C.C. (por sus siglas en inglés, local cartesian closed ca-
tegory), la cual fue notada en el caṕıtulo 1 como Fib(C). Para efectos prácticos,
asumiremos que cada fibración T −→ C posee una escogencia de levantamientos
cartesianos.
Como concepto adicional, tendremos que examinar el concepto de bifibra-
ción, he aqúı la definición.
Definición 37. Una categoŕıa fibrada T es llamada bifibrada si el funtor (fibrado)
T −→ C es además una op-fibración. Es decir, dado un morfismo f : A −→ B
se tiene adicionalmente un funtor f ! : TA −→ TB (llamado funtor de co-cambio
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de base). En otras palabras posee co-levantamientos cartesianos. Espećıficamen-
te, dado F : T −→ C, u : Y −→ X en T es co-levantamiento cartesiano de
f : A −→ B en C si:
u es un morfismo sobre f .
dado Z sobre B, para todo morfismo v : X −→ Z tal que gF (u) = F (v)
para algún g : F (Y ) −→ F (Z) existe un único morfismo w : Y −→ Z
sobre g que satisface wu = v.
Proposición 10. En una categoŕıa bifibrada T el funtor de cambio de base es
adjunto derecho del funtor de co-cambio de base.
La existencia de dichos adjuntos permite hablar de las condiciones de Beck-
Chevalley. Se dice que una categoŕıa bifibrada (se asume con levantamientos
y co-levantamientos cartesianos) T posee sumas C-indexadas satisfaciendo las
condiciones de Beck-Chevalley si para todo pullback
❄ ✲ ❄
✲
B
C
A
D
u v
f
g
la transformación natural canónica u!g∗ −→ f∗v! es isomorfismo.
Definición 38. La categoŕıa cociente fibrada (slice) C|B (la notación se distin-
gue de la categoŕıa coma C ↓B) es la categoŕıa en la cual:
Los objetos son pares de morfismos p : M −→ I, q : M −→ K, es decir
diagramas de la forma B ←−M −→ K.
Los morfismos [B ←− M −→ K,B ←− M ′ −→ K ′]C|B son pares de
morfismos verticales como en el siguiente diagrama conmutativo.
❄✛ ❄
✛
B
M
M ′
B
iB v
p′
p
w
q
q′
✲
✲ ❄
K
K′
Proposición 11. El funtor Ol : C|B −→ C que actúa sobre objetos como
Ol(B ←− M −→ K) = K, y, sobre morfismos de manera natural es una
bifibración.
Demostración. Hay que ver que todo morfismo en C posee levantamientos y
co-levantamientos cartesianos. Veamos cada uno en detalle.
Levantamientos cartesianos: dado un morfismo w : K −→ K ′ en C, este
diagrama proviene de un diagrama en C|B como
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❄✛ ❄
✛
B
M
M ′
B
iB v
p′
p
w
q
q′
✲
✲ ❄
K
K′
Para todo diagrama como:
❄✛ ❄
✛
B
M ′′
M ′
B
iB v
′
p′
p′′
w′
q′′
q′
✲
✲ ❄
K′′
K′
tal que w′ = wh para algún h : K ′′ −→ K (en C), queremos hallar un único
morfismo (en C|B) sobre h que conmute el diagrama en en la categoŕıa total.
Considere el diagrama
❄ ✲ ❄
✲
M ′
K
K′
M ′′
v′ w
q′
hq′′
Ahora bien, supongamos que el cuadrado derecho en el primer diagrama es
pullback. Por la conmutatividad del último diagrama se obtendŕıa (gracias a la
propiedad universal del pullback) un único morfismo γ : M ′′ −→M tal que (en
especial) qγ = hq′′. Aśı se garantiza la conmutatividad del siguiente diagrama:
❄✛ ❄
✛
B
M ′′
M
B
iB γ
p
p′′
h
q′′
q
✲
✲ ❄
K′′
K
Adicionalmente se sigue la conmutatividad de la unión con el primer diagra-
ma (pues este ya es conmutativo), lo cual concluye la prueba.
Co-levantamientos cartesianos: como en el caso anterior supongamos un
morfismo w : K −→ K ′ y el diagrama del cual proviene a través de Ol. Considere
un diagrama arbitrario
❄✛ ❄
✛
B
M
M ′′
B
iB v
′
p′′
p
w′
q
q′′
✲
✲ ❄
K′′
K
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y sea g : K ′ −→ K ′′ tal que gw = w′, queremos hallar un único diagrama (en
C|B) sobre g, que refleje la conmutatividad gw = w′ (en C) en los diagramas
respectivos de C|B, es decir un diagrama de la forma:
❄✛ ❄
✛
B
M ′
M ′′
B
iB γ
p′′
p′
g
q′
q′′
✲
✲ ❄
K′′
K′
Una obstrucción para construir dicha γ es que no tenemos un recurso natural.
Se cuenta con morfismos v : M −→ M ′ y v′ : M ′ −→ M ′′, será suficiente
imponer que v sea isomorfismo, pues de esta manera, si γ = v′v−1se obtiene que
q′′γ = q′′v′v−1 = w′qv−1 = gwqv−1 = gq′vv−1 = gq′.
Lo cual muestra la conmutatividad del diagrama anterior, y garantiza la
composición en los diagramas como se queŕıa ver.
Un hecho importante es que, dada una categoŕıa C dotada de pullbacks,
se tiene en especial que la categoŕıa C|B posee sumas C-indexadas. Hecho que
se sigue del isomorfismo (C|B)K ∼= C ↓(B×K). Aśı dado w : K −→ K
′, el
funtor de cambio de base está definido como w∗ : (C|B)K′ −→ (C|B)K , que es
identificado con (iB × w)∗ : C ↓B×K′−→ C ↓B×K . Este último posee adjunto
izquierdo (iB×w)!, y como se sabe, satisface las condiciones de Beck-Chevalley.
Ahora bien, examinaremos un lema que amalgama las definiciones mencio-
nadas hasta este punto. Dicho lema será la llave que permitirá ver el resultado
principal de esta sección. Se dará un bosquejo de su demostración, la cual puede
ser encontrada en detalle en [15].
Lema 3. Sea T una categoŕıa fibrada con sumas C- indexadas. Para cada B ∈ C
si tiene el funtor
ev : BiFibC(C|B,T) −→ TB
que actúa sobre objetos como (< iB, iB >= δ = B ←− B −→ B es el objeto de
la categoŕıa C|B dado por las identidades)
L ∈ BiFibT(C|B,T) −→ L(δ).
El funtor ev es una equivalencia de categoŕıas.
Demostración. La prueba radica en exhibir el inverso de dicho funtor. Para esto,
como se afirmó, se asume la escogencia de levantamientos y co-levantamientos
cartesianos para garantizar la existencia de funtores de cambio de base y co-base.
El funtor inverso de ev está dado por la asignación h : TB −→ BiFib(CB,T)
que env́ıa X ∈ TB al funtor que actúa en objetos como [< p, q >−→ q!p∗X ]. La
entrada es un elemento de C|B dado por < p, q >: B ←−M −→ K.
Las condiciones de Beck-Chevalley son necesarias para verificar que el inverso
del funtor ev está bien definido, salvo isomorfismos. El hecho que sea funtor se
sigue de la funtorialidad de q!p∗. Resta ver que [< p, q >−→ q!p∗X ] es una
bifibración, la parte gruesa que es omitida en este caso.
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Algunos resultados que pueden ser deducidos del lema anterior nos encami-
nan hacia el objetivo central de este caṕıtulo. Bajo la notación del lema anterior
considere T = C|C . Dado un funtor bifibrado L : C|B −→ C|C que preserve
sumas C-indexadas, se tiene que L ∼= q!p∗. Este último funtor es inducido por la
imagen de L(δ) =< p, q > (es decir un diagrama de la forma B ←−M −→ C).
Este último hecho se sigue en particular en el caso que L posea fibrado adjunto
derecho (pues en ese caso especial L preserva sumas C-indexadas). Lo expuesto
anteriormente puede evidenciarse gracias a los siguientes isomorfismos:
BiFibC(C|B,C|C) ∼= (C|C)B ∼= C ↓B×C .
Consideremos finalmente el último eslabón de la cadena, el cual expresa
la factorización de un funtor (arbitrario) F : T −→ D donde T posee objeto
terminal 1T. Dicha factorización puede entenderse por medio de las siguientes
asignaciones.
Al estar T dotada de objeto inicial, dado X ∈ Obj(T), existe un único
morfismo 1X : X −→ 1T. La imagen de dicho funtor a través de F , F (!X) :
F (X) −→ F (1T) es un objeto de D ↓(F (1T)).
Notemos con F al funtor que está descrito sobre objetos como
F (X) = F (X) −→ F (1).
El funtor dom : D↓F (1T) −→ D que retorna el dominio de C −→ F (1T) es
la segunda parte de la factorización. En otras palabras F puede ser factorizado
como:
F = domF : T −→ D ↓F (1T)−→ D.
En el caso particular en que T y D sean fibraciones sobre C, considere
F ∈ [T,D]Fib(C). Se tiene que D ↓F (1T) es una fibración sobre C pues dom
lo es (las fibraciones son una categoŕıa por lo tanto son cerradas bajo composi-
ción). Diremos que F posee adjunto izquierdo local si F lo posee (en el caso de
fibraciones diremos F posee adjunto fibrado izquierdo local).
En el caso en que D = C|B se tendrá que examinar el resultado anterior
a la luz de una propiedad particular, la cual está relacionada con la siguiente
observación: considere el funtor Ol : C|D −→ C, el cual actúa sobre objetos
como
Ol(B −→M −→ K) =M.
Dado S =< p, q >= (B ←− M −→ K) ∈ Obj(C|B) fijo, se obtiene un
funtor (fibrado) d : (C|B) ↓S−→ C|Ol(S) el cual env́ıa el objeto (en (C|B) ↓S)
❄✛ ❄
✛
B
M ′
M
B
iB v
p
p′
w
q′
q
✲
✲ ❄
K′
K
(1)
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al objeto < v, q′ >= M ←− M ′ −→ K ′. Ver que esta asignación es funtorial
es cuestión de observación. Un morfismo entre los diagramas (1) y (2) es un
diagrama como (3)
❄✛ ❄
✛
B
M ′′
M
B
iB v
′
p
p′′
w′
q′′
q
✲
✲ ❄
K′′
K
(2)
❄✛ ❄
✛
B
M ′
M ′′
B
iB α
p′′
p′
β
q′
q′′
✲
✲ ❄
K′
K′′
(3)
donde vβ = v′ y wα = w′, lo cual provee el siguiente diagrama conmutativo (y
por lo tanto un objeto de C|M )
❄✛ ❄
✛
M
M ′
M ′′
M
iM α
v′
v
β
q′
q′′
✲
✲ ❄
K′
K′′
(4)
Un hecho de esta construcción es que el funtor dom : (C|C) ↓S−→ C|C puede
ser factorizado como dom = p!d. Si S = (B ←− M −→ 1C) se tiene que d es
una equivalencia de categoŕıas fibradas sobre C.
Proposición 12. Un funtor fibrado F : C|B −→ C|C se factoriza a través de
funtores fibrados como
F = t!F : C|B −→ C|M −→ C|C
donde
< t, !M >= (C ←−M −→ 1) = F1(B ←− B −→ 1)
Demostración. Considere el resultado del lema anterior en el caso particular en
que T = C|B y D = C|C . Nótese que 1C|B =< ib, !B >= (B ←− B −→ 1C), de
esta manera, si S = R(1C|B ) se tiene gracias a lo expuesto anteriormente que
(C|B) ↓S∼= C|d(S). Por lo tanto dom es equivalente (como funtor) a t!, por lo
cual se concluye el resultado.
El teorema central de esta sección exhibe la equivalencia (bajo ciertas condi-
ciones) entre funtores polinomiales y funtores entre categoŕıas cocientes fibradas.
Dicho resultado se enuncia acontinuación.
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Teorema 26. Sea C una categoŕıa localmente cartesiana cerrada con objeto
terminal. Un funtor F : C|B −→ C|C posee adjunto local izquierdo si y solo si
es polinomial.
Demostración. (=⇒) Queremos encontrar una terna de la forma < s, p, t >
(respetivamente) en el diagrama B ←− E −→ F −→ C, para la cual F ∼= t!p∗s∗.
De lo dicho anteriormente F = t!F . La proposición 11 permite identificar a t
como
< t, !F >= C ←− F −→ 1 = F1(B ←− B −→ 1).
Por hipótesis F posee adjunto fibrado izquierdo, llamemos L dicho adjunto.
Una de las consecuencias del lema de esta sección es que L ∼= s!p∗, donde< s, p >
es el elemento dado por
B ←− E −→ F =< s, p >= L(δ) = L(F ←− F −→ F ).
La demostración en su primera parte concluye notando que el isomorfismo
L ∼= s!p∗ garantiza que F ∼= p∗s∗ por la unicidad (salvo isomorfismo) del adjunto
derecho. Uniendo estos dos resultados obtenemos el resultado deseado.
F = t!F ∼= t!p∗s
∗
(⇐=) Dado F = t!p∗s∗ un funtor polinomial, este posee adjunto fibrado
izquierdo, expĺıcitamente, F = p∗s
∗ posee adjunto izquierdo dado por s!p∗.
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7.2. Una mirada en ret́ıculos.
Nuestro interés en esta sección será examinar cómo se expresan localmente
las condiciones de Beck-Chevalley cuando se trabaja en un ret́ıculo L.
Recordemos que un ret́ıculo es un conjunto parcialmente ordenado en cual
siempre existe el mı́nimo (− ∧ −) y el máximo (− ∨ −) para cada par de sus
elementos. Se dice que el ret́ıculo es distributivo si las operaciones ∧ y ∨ son
compatibles en el siguiente sentido:
a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c)
a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c)
Sean L un ret́ıculo distributivo y a ∈ L. Se define el ideal principal de a
notado con I(a), como todos los elementos de x ∈ L tales que x ≤ a. El ideal
principal I(a) es ret́ıculo con el orden inducido.
L puede ser visto como categoŕıa. Los objetos demono jojoy de la calle dicha
categoŕıa son los elementos de L. Existe un morfismo entre a, b ∈ L si y solo si
a ≤ b.
Proposición 13. Sea L un ret́ıculo distributivo y a ∈ L, entonces L ↓a= I(a).
Demostración. Se sigue directamente de las definiciones de la coma categoŕıa y
de ideal principal.
Proposición 14. Dado un ret́ıculo distributivo L visto como categoŕıa, el dia-
grama
❄ ✲ ❄
✲
b
c
a
d
es pullback si y solo si d = b ∧ c
Demostración. Supongamos que el diagrama es un pullback. Dado e ∈ L tal
que el siguiente diagrama conmute
❄ ✲ ❄
✲
b
c
a
e
por definición tendremos que e ≤ b ≤ a y e ≤ c ≤ a. Tomando e = b ∧ c, al
aplicar la propiedad universal del pullback, obtenemos un morfismo b∧ c −→ d.
Lo cual indica que b∧ c ≤ d. Por la unicidad del mı́nimo obtenemos la igualdad.
Por otra parte, si b∧ c = d, verificar que el diagrama es pullback se sigue de
la minimalidad de d ∧ c.
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Razonando análogamente es posible ver que un diagrama como el dado en
la proposición es pushout si y solo si a = b∨ c. Es posible obtener entonces que
el siguiente diagrama siempre es pulation (pullback y pushout).
❄ ✲ ❄
✲
b
c
b ∨ c
b ∧ c
Ahora bien, dado un morfismo b −→ a se pueden obtener funciones isótonas
(funciones que respetan orden, en éste caso, el orden inducido por L) dadas por:
i : I(b) −→ I(a)
∧ : I(a) −→ I(b).
Estas funciones isótonas están definidas de manera natural sobre objetos
como i(c) = c y ∧(c) = c ∧ b. El hecho que sean funciones isótonas permite
evidenciar, gracias a la proposición anterior, su encarnación en funtores entre
las categoŕıas L ↓a y L ↓b. Estos funtores se rigen bajo la adjunción i ⊣ ∧,
veamos esto en detalle:
Queremos ver que [i(k), l] ∼= [k,∧(l)]. Supongamos que [i(k), l] = ∅ entonces
i(k) > l. Aśı k > l ≥ a ∧ l por lo cual [k,∧(l)] = ∅.
Si por el contrario [i(k), l] = {•}, entonces k ≤ l, tenemos por tanto que
k ∈ I(a). Aśı k ≤ a de lo cual se sigue que k ∧ a = k. Como k ≤ l se sigue que
k = k ∧ a ≤ l ∧ a o lo que es lo mismo [k,∧(l)] = {•}.
Nos adentraremos en el estudio de las condiciones de Beck-Chevalley. Con-
sidere un diagrama como:
❄ ✲ ❄
✲
b
c
a
d
(1)
Este induce los siguientes diagramas:
❄✛ ❄
✛
I(b)
I(c)
I(a)
I(d)
∧
∧
i i
(2)
✻
✲
✻
✲
I(b)
I(c)
I(a)
I(d)
i
i
∧ ∧
(3)
Las condiciones de Beck-Chevalley hablan de la conmutatividad de estos
diagramas. En principio consideremos un ejemplo en el cual esta afirmación es
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válida, y otro en el cual no se garantiza esta afirmación. Considere los siguientes
ret́ıculos.
b
b
b
b a
b
c
d
Dado el diagrama de morfismos (el cual tiene la misma notación que el
diagrama (1)) no se cumple la conmutatividad de los cuadrados (2) y (3) pues:
sea l ∈ I(c), luego i∧ (l) = i(l∧d) = l∧d = d pero ∧i(l) = ∧(l) = l∧ b = l
(l ∈ I(c), aśı l ≤ c ≤ b). Se concluye que (2) no es conmutativo.
sea h ∈ I(b) luego, i∧ (h) = h∧ d = d, pero ∧i(h) = ∧(h) = h∧ c = c. De
nuevo puede afirmarse que (3) no es conmutativo.
Consideremos ahora el siguiente ret́ıculo.
b
bbb
b a
d
b c
b
En este ret́ıculo es posible observar las conmutatividades se los diagramas
(2) y (3). Esto lleva a pensar si la veracidad de estas condiciones es inherente al
ret́ıculo que se está considerando o al cuadrado que se formule en el diagrama
(1).
De los ejemplos anteriores es posible notar que no siempre se satisface la
conmutatividad de los diagramas que sirven para enuncian las condiciones de
Beck-Chevalley (diagramas de transferencia funtorial). Para garantizar la ve-
racidad de dichas condiciones será necesario imponer alguna condición previa.
Obtenemos aśı el siguiente resultado:
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Proposición 15. Dado un reticulo distributivo L, si el diagrama conmutativo
(1) es pullback entonces los diagramas (2) y (3) conmutan, es decir, se cumple
la condición de Beck-Chevalley.
Demostración. Al ser el diagrama (1) pullback se sigue, gracias a la proposición
anterior, que d = b ∧ c. Veamos la conmutatividad de los diagramas (2) y (3)
directamente.
(2): sea l ∈ I(c). Aśı i∧ (l) = i(l∧ d) = l∧ d. Además ∧i(l) = ∧(l) = l∧ b,
por lo tanto, para garantizar la conmutatividad es suficiente tener que
l ∧ d = l ∧ b. Si d = b ∧ c entonces l ∧ d = l ∧ (c ∧ b) = (l ∧ c) ∧ b = l ∧ b.
Igualdad que concluye el resultado.
(3): sea l ∈ I(b). Aśı i ∧ (l) = i(l ∧ d) = l ∧ d, por otra parte, ∧i(l) =
∧(l) = l ∧ c. De nuevo basta con garantizar que l ∧ d = l ∧ c. Lo cual se
tiene naturalmente si d = b ∧ c.
Para poder estudiar condiciones de Beck-Chevalley en otras transferencias
será necesario enriquecer el tránsito considerando la existencia del adjunto de-
recho para el funtor ∧. En otras palabras, dado un morfismo b −→ a habrá que
asumir la existencia de un funtor H : I(b) −→ I(a) adjunto derecho del funtor
∧ : I(a) −→ I(b), es decir, contar con L ret́ıculo de Heyting.
Afirmación 1. Sea L un ret́ıculo de Heyting, si el diagrama (1) es pullback
entonces los siguientes diagramas conmutan.
✻
✲
✻
✲
I(b)
I(c)
I(a)
I(d)
H
H
∧ ∧
(4)
❄✛ ❄
✛
I(b)
I(c)
I(a)
I(d)
∧
∧
H H
(5)
Demostración. Si L es ret́ıculo de Heyting se garantiza la existencia del adjunto
derecho para ∧. Al ser el diagrama (1) pullback se tiene la validez de las con-
diciones de Beck-Chevalley para la adjunción i ⊣ ∧. Al tomar en los diagramas
(2) y (3) los adjuntos derechos (ecuaciones de 2-celdas) se tienen los diagramas
requeridos. Garantizar la conmutatividad de estos diagramas se basa en la uni-
cidad del adjunto derecho y la estructura como ret́ıculo que poseen los ideales.
Obtenemos aśı los diagramas (4) y (5) respectivamente.
Nota 10. Un ret́ıculo de Heyting garantiza las condiciones de Beck-Chevalley
con respecto a la adjunción i ⊣ H, en otras palabras, se tiene coherencia en las
transferencia a cada una de las categoŕıas coma.
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7.3. Conclusiones generales.
La teoŕıa de categoŕıa ha obtenido su fuerza gracias a su capacidad de mo-
delar conceptos y propiedades en marcos generales, los cuales se pensaba no
teńıan relación. Gracias a estos conceptos se han logrado crear “puentes”entre
varios marcos matemáticos actuales: topoloǵıa, geometŕıa algebraica, ret́ıculos,
espacios sobrios, estructuras algebraicas... etc.
Otro gran aporte de esta teoŕıa está relacionado con el entendimiento de la
estructuración matemática. El poseer estructuras y herramientas que pueden ser
modeladas en diversos marcos evidencia que la matemática está regida bajo una
lógica “universal”(considere por ejemplo las nociones de fibrados en topoloǵıa y
análisis).
El impacto que ha tenido esta teoŕıa es debido, en parte, a la posibilidad de
“localizar”definiciones y conceptos. “La teoŕıa de categoŕıas es un gran cálculo
diferencial-integral. La universalidad integra (unifica, a través de lo abstracto)
la multiplicidad, es decir, lo diferencial (lo concreto)”1.
Y es que el eje focal de esta “nueva”teoŕıa está basado en el estudio del
tránsito. Es ésta impera la transferencia sobre el objeto, es por eso que los
niveles dinámicos juegan un papel de vital importancia.
En estos procesos de movimiento aparecen, como se ha visto a través de este
trabajo, transferencia entre los diferentes niveles de tránsito, morfismo-funtor,
funtor-funtor, funtor-transformación natural. Estos movimientos no pueden ser
ajenos a la lógica categórica, por ello, estudiar la coherencia de dichas transfe-
rencias es de gran importancia.
El objetivo central de este trabajo fue estudiar la presencia de transferencias
categóricas en diferentes marcos. Este estudio ha revelado que las condiciones
de Beck-Chevalley son inherentes al contexto de trabajo (presentan variaciones
que tienen relación con la flexibilidad o rigidez en el marco de trabajo). Las
condiciones estudiadas plasman coherencia en transferencias categóricas, por
ello, su universalidad reafirma la existencia de la lógica antes descrita.
Como palabras finales, me gustaŕıa transmitir la conclusión que más allá de
la teoŕıa ha dejado en mı́ este trabajo: el entender que la matemática goza de
una diversidad que parece infinita. Cada vez que se ahonda en cada una de
sus ramas aumenta el caudal y la complejidad de la matemática actual. Un
testigo fiel que nos dice que la matemática posee riqueza y belleza gracias a esta
diversidad-dinámica. La teoŕıa de categoŕıas es un eslabón que permite modelar
esta dinámica pues es una teoŕıa que está “forjada”en la universalidad de lo
abstracto.
El estudio de lo abstracto se hace por medio de lo concreto. Las condiciones
de Beck-Chevalley hacen parte de la universalidad. Un elemento más en la lógica
que rige la matemática, la lógica del tránsito, la lógica de la teoŕıa de categoŕıas.
1Nota tomada en el curso ”Teoria de Categorias”, cátedra impartida por el profesor Fer-
nando Zalamea, 2010-I.
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