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摘 　要 :目前文本分类所采用的文本 —词频矩阵具有词频维数过大和过于稀疏两个特点 ,给计算
造成了一定困难。为解决这一问题 ,从用户使用搜索引擎时选择所需文本的心理出发 ,提出了一种基
于主题词频数特征的文本主题划分方法。该方法首先根据统计方法筛选各文本类的主题词 ,然后以
主题词类替代单个词作为特征采用模糊 C2均值 ( FCM )算法施行文本聚类。实验获得了较好的主题
划分效果 ,并与一种基于词聚类的文本聚类方法进行了过程及结果中多个方面的比较 ,得出了一些在
实施要点和应用背景上较有意义的结论。
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Abstract: The word frequency matrix currently used in text categorization is characterized with high dimensionality and
excessive sparsity. These two features caused some difficulties to computing. To solve this p roblem, according to the search
engine usersπselections, a new text categorization method based upon the feature of top ic words frequency was p roposed. This
app roach was designed to filter new concep t top ic words by statistical method, and then the FCM clustering algorism was
app lied to the documents, using the frequency of top ic words rather than the frequency of single word as the feature. This
method perform s well in the experiment. Furthermore, this method was compared in many aspects with a text categorization
method based on keyword clusters, and some useful conclusions about imp lementation and app lication were reached.











( Information Gain)、文档频度 (Document Frequency)、主成分
分析 ( Principal Component Analysis, PCA )以及潜在语义索引












1)当归味辛甘、微苦 ,性温 ,是治疗血分病最常用的药 ,
能使血各归其所 ,故名当归。





相关词汇 ,其中包括性味方面的“味 ”、“辛 ”、“甘 ”、“微苦 ”、
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类流程 ,该流程采用公式 (1)量度词间的共现关联度。公式




f ( ti ∩ tj )







作用的词。例如“银行 ”一词对于经济金融类文本 ,“化瘀 ”一
词对于医药类文本 ,以及“战斗机 ”一词对于军事类文本 ,均
为典型的主题词。关于主题词有以下两点值得注意 : 1)主题
词的确定依赖于文本类别的划分 ,划分的粗细决定某个词的










以下四类 : 1)常用词 ,指在所有文本类中出现频率都极高的
词 ; 2)低频词 ,指在所有文本类中出现频率都极低的词 ; 3)专












[ d ( xj, ci ) / d ( xj, cr ) ]
1 / (w - 1)
如果 1 ≤ r ≤ k, d ( xj, cr ) > 0
1 如果 d ( xj, ci ) = 0






的排序形成一个序列 fi ( t) (1 ≤ i ≤ n,其中
n为文本集类别数 ) , 满足 i < j时 fi ( t) >













fk ( t) - fk +1 ( t) = max
n - 1
i =1
{ fi ( t) - fi+1 ( t) }
则若最终算出的指标值大于所设定的阈值 ,就将词 t纳
入 f1 ( t) 至 fk ( t) 所对应的主题词库中。这样在所有词经过主
题词筛选和归类的处理后 ,就能获得所有预期文本主题的词
汇表。增大训练语料的规模 ,各主题词汇表的词量也会随之增























文本采用模糊 C均值 ( FCM )算法对文本特征向量进行
聚类。在类簇隶属关系上 , FCM对每个样本点用所有类簇的








2)根据公式 (3)更新模糊隶属度矩阵 U和样本点 xj到类
簇 ci的隶属度。在公式 (3) 中 , d ( xj, ci )为 xj到 ci的欧氏距离 ,


























合理性 ) ,对每个类随机抽取分别占 60%和 40%的文本作为
4991　　　　 计算机应用 2006年





召回率 recall( c) =文本类 c中分类正确的文本数
文本类 c应有的文本数
(5)
准确率 p recision ( c) =文本类 c中分类正确的文本数
实际分入文本类 c的文本数
(6)












题过于宽泛 ,涉及许多其他领域 ,召回率也偏低 ,其原因在于
有些文本主题类别之间的分界较为清晰而另一些文本主题类
别之间的分界较为模糊 ,即人为评价的标准所造成。将这一








政治 93 国家、领导、政府、思想、党派 ∗∗
医药 152 抗生素、糖尿病、医改、血液、消化 ∗∗













旅游 167 夏天、行李、建筑、城市、著名 ∗∗
教育 82 高考、大学、复习、成绩、时间、专业 ∗∗
科技 212 移动、系统、液晶、产品、宽带 ∗∗
表 2　各文本类的召回率与准确率指标
政治 医药 军事 体育 (篮球 ) 体育 (足球 ) 娱乐 财经 旅游 教育 科技
recall 0. 9409 0. 9653 0. 9852 0. 9574 0. 9788 0. 9300 0. 8846 0. 9391 0. 9462 0. 8837
p recision 0. 8956 0. 9921 0. 9779 0. 9783 0. 9585 0. 9917 0. 8625 0. 9310 0. 9072 0. 9231
表 3　本文的方法与文献 [ 2 ]的方法的比较
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