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Abstract
We study analytic surfaces in 3-dimensional Euclidean space containing two circular arcs
through each point. The problem of finding such surfaces traces back to the works of Darboux
from XIXth century. We reduce finding all such surfaces to the algebraic problem of finding all
Pythagorean 6-tuples of polynomials. The reduction is based on the Schicho parametrization of
surfaces containing two conics through each point and a new approach using quaternionic rational
parametrization.
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1 Introduction
We study surfaces in space R3 such that through each point of the surface one can draw two circles
fully contained in the surface. Hereafter by a circle we mean either an ordinary circle in R3 or a
straight line. In this paper we reduce finding all such surfaces to the algebraic problem of finding
all Pythagorean 6-tuples of polynomials. In a subsequent publication we are going to solve the latter
problem.
The problem of finding such surfaces traces back to the works of Darboux from XIXth cen-
tury. Basic examples — a one-sheeted hyperboloid and a nonrotational ellipsoid — are discussed in
Hilbert–Cohn-Vossen’s “Anschauliche Geometrie”. There (and respectively, in a recent paper [20] by
Nilov and the first author) it is also proved that a smooth surface containing two lines (respectively, a
line and a circle) through each point is a quadric or a plane. A torus contains 4 circles through each
point: a meridian, a parallel, and two Villarceau circles.
Figure 1: A Darboux cyclide, Euclidean and Clifford translational surfaces [18].
All these examples are particular cases of a Darboux cyclide, i.e., a subset of R3 given by the
equation
a(x2 + y2 + z2)2 + (x2 + y2 + z2)(bx+ cy + dz) +Q(x, y, z) = 0,
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where a, b, c, d ∈ R and Q ∈ R[x, y, z] of degree ≤ 2 do not vanish simultaneously; see Figure 1
to the left. Equivalently, a Darboux cyclide is the stereographic projection of the intersection of
the sphere S3 with another 3-dimensional quadric [22, Section 2.2]. Almost each Darboux cyclide
contains at least 2 circles through each point (and there is an effective algorithm to count their actual
number [22, 25]). Conversely, Darboux has shown that 10 circles through each point guarantee that
an analytic surface is a Darboux cyclide. This result has been improved over the years: in fact already
3, or 2 orthogonal, or 2 cospheric circles are sufficient for the same conclusion [18, Theorem 3], [11,
Theorem 1], [5, Theorem 20 in p. 296], cf. [3, 20]. Hereafter two circles are called cospheric, if they
are contained in one 2-dimensional sphere or plane.
Recently there has been a renewed interest to surfaces containing 2 circles through each point due
to Pottmann who considered their potential applications to architecture [22]. Pottmann noticed that
the Euclidean translational surface { p+ q : p ∈ α, q ∈ β }, where α, β are two fixed generic circles
in R3, contains 2 circles through each point but is not a Darboux cyclide [20, Example 3.9]. Another
example with similar properties was given by Zube˙ in 2011: the stereographic projection of a Clifford
translational surface { p·q : p ∈ α, q ∈ β }, where α, β are now circles in the sphere S3 identified with
the set of unit quaternions. The projection itself is called a Clifford translational surface as well; see
Figure 1 to the right. It may have degree up to 8. Each degree 8 surface in S3 containing a great circle
and another circle through each point is Clifford translational [19, Corollary 2c]. More examples
can be obtained from these translational surfaces by Mo¨bius transformations, i.e., compositions of
inversions. Euclidean and Clifford translational surfaces are not Mo¨bius transformations of each
other [19, Theorem 2b]. For related transformations taking lines to circles see [26].
We conjecture that the above ones are the only possible surfaces containing 2 circles through each
point. Let us make this statement precise. We switch to a local problem involving a piece of a surface
instead of a closed one and circular arcs instead of circles. By an analytic surface in Rn we mean the
image of an injective real analytic map of a planar domain into Rn with nondegenerate differential at
each point. We use the same notation for the map and the surface; no confusion arises from this. A
circle (or circular arc) analytically depending on a point is a real analytic map of an analytic surface
into the variety of all circles (or circular arcs) in Rn. Analyticity is not really a restriction [12].
Main Conjecture 1.1. If through each point of an analytic surface in R3 one can draw two transver-
sal circular arcs fully contained in the surface (and analytically depending on the point) then the
surface is a Mo¨bius transformation of a subset of either a Darboux cyclide, or Euclidean or Clifford
translational surface.
We hope to deduce Main Conjecture 1.1 from the following 4-dimensional counterpart. The
4-dimensional problem seems to be more accessible than the 3-dimensional one because of nice ap-
proach using quaternions. In what follows identify R4 with the skew field H of quaternions, and
R3 with the set ImH of purely imaginary quaternions. Mo¨bius transformations in R4 are precisely
the nondegenerate maps of the form q 7→ (aq + b)(cq + d)−1 and q 7→ (aq + b)(cq + d)−1, where
a, b, c, d ∈ H; see [16] for an exposition. Circles in R4 are precisely the nondegenerate curves having
a parametrization of the form α(u) = (au+ b)(cu+ d)−1 (outside one point), where a, b, c, d ∈ H are
fixed and u ∈ R runs. Denote byHmn ⊂ H[u, v] the set of polynomials with quaternionic coefficients
of degree at most m in the variable u and at most n in the variable v (the variables commute with each
other and the coefficients). Denote Hm∗ :=
⋃∞
n=1Hmn. Define H∗∗, Cmn, and Rmn analogously. For
each P ∈ Hmn and real numbers uˆ, vˆ (but not quaternions) the value P (uˆ, vˆ) is well-defined. Thus
the polynomial P or a rational expression in such polynomials defines a surface in R4.
Conjecture 1.2. Assume that through each point of an analytic surface in R4 one can draw two
noncospheric circular arcs fully contained in the surface (and analytically depending on the point).
Assume that for each point in some dense subset of the surface the number of circular arcs passing
through the point and fully contained in the surface is finite. Then some Mo¨bius transformation of the
surface has a parametrization
Φ(u, v) = A(u, v)−1B(u, v)C(u, v)−1 (1)
for some polynomials A,B,C ∈ H11 such that AC ∈ H11.
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Conversely, almost each surface (1) contains two circular arcs u = const and v = const through
each point because the curves α(u) = (au+ b)(cu+d)−1 and β(u) = (cu+d)−1(au+ b) are circular
arcs for almost each a, b, c, d ∈ H. E.g., Φ(u, v) = (v + i)−1(v + j)(u + k)(u + i)−1 is a Clifford
translational surface, and Φ(u, v) = (u− i)((2j + i)v − 2i− j) ((u− i)(v − k))−1 is a torus.
The first result of this paper is the following assertions reducing the 3-dimensional problem to the
4-dimensional one. They are proved in Section 2.
Theorem 1.3. If surface (1) is contained in R3 (respectively, in S3) then it is a subset of either
an Euclidean (respectively, Clifford) translational surface or a Darboux cyclide (respectively, an
intersection of S3 with another 3-dimensional quadric).
Corollary 1.4. If a surface in R3 is a Mo¨bius transformation of surface (1) in R4 then the former
surface is a Mo¨bius transformation of a subset of either a Darboux cyclide, or Euclidean or Clifford
translational surface.
Surfaces containing two circles through each point are particular cases of surfaces containing
two conic sections or lines through each point. The latter surfaces have been classified by Brauner,
Schicho, and Lubbes [4, 23, 17]. In the particular case of so-called supercyclides a classification was
given by Degen [6]. The Schicho classification is up to a week equivalence relation, thus it does
not allow automatically to find all surfaces containing two circles through each point. However the
following parametrization result by Schicho provides the first step toward the solution of our problem.
The notions used in the statement are defined analogously to the above; see Section 3 for details.
Theorem 1.5. Assume that through each point of an analytic surface in a domain in n-dimensional
complex projective space one can draw two transversal conic sections intersecting each other only at
this point (and analytically depending on the point) such that their intersections with the domain are
contained in the surface. Assume that through each point in some dense subset of the surface one can
draw only finitely many conic sections such that their intersections with the domain are contained in
the surface. Then the surface (possibly besides a one-dimensional subset) has a parametrization
Φ(u, v) = X0(u, v) : · · · : Xn(u, v) (2)
for some X0, . . . , Xn ∈ C22 such that the conic sections are the curves u = const and v = const.
Conversely, one can see immediately that almost each surface (2) contains two conic sections
u = const and v = const through each point. Theorem 1.5 in particular implies that each surface
containing two conic sections through each point is contained in an projective subspace of dimension
at most 8 and has the degree at most 8 (by standard elimination of variables).
Theorem 1.5 is proved completely analogously to [23, Theorem 11], where the case when n = 3 is
considered; see also [17, Theorem 17]. For convenience of the reader we give the proof in Section 3.
In comparison to [23] we have added some details to make it accessible to nonspecialists.
The main result of the paper is the following corollary also proved in Section 3.
Corollary 1.6. Assume that through each point of an analytic surface in Sn−1 (respectively, inRn) one
can draw two noncospheric circular arcs fully contained in the surface (and analytically depending
on the point). Assume that through each point in some dense subset of the surface one can draw
only finitely many circular arcs fully contained in the surface. Then the surface (possibly besides a
one-dimensional subset) has a parametrization
Φ(u, v) = X0(u, v) : · · · : Xn(u, v),
where X0, . . . , Xn ∈ R22 satisfy the equation
X21 + · · ·+X2n = X20 (3)
(respectively, the equation X21 + · · ·+X2n = X0Y for some Y ∈ R22).
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This result reduces the above conjectures to solving the equation X21 + · · · + X2n−1 = X2n for
“Pythagorean n-tuples” in real polynomials. The resulting problem is hard but seems more accessible
because of possible induction over the involved parameters (n, number of variables, degree). The
problem has been solved for n = 3 and 4 in [7, Theorem 2.2] using that C[u, v] is a unique factoriza-
tion domain (UFD). In case of one variable a similar argument works for n = 5 and 6 because H[u]
is still a UFD in a sense [21, Theorem 1 in Chapter 2], cf. [8, 10], [9, §3.5] and Conjecture 4.2 below.
The main difficulty of passing to two variables is thatH[u, v] is not a UFD any more; see Example 4.1
below taken from [1]. The case of two variables and n = 6 arising in our geometric problem seems
to be the simplest case not accessible by the methods available before.
So far we give only one result in this direction, which is nice and interesting in itself, useful for
the proof of the above conjectures and also for Theorem 1.3 above. The result is proved in Section 4.
Splitting Lemma 1.7. If |Q(u, v)|2 = P (u)R(v) for some Q ∈ H11 and P ∈ R20, R ∈ R02 of
degree 2 then Q is reducible.
Corollary 1.8. If X21 + · · · + X25 = X26 for some X1, . . . , X4 ∈ R11, X5, X6 ∈ R22 such that
X5 +X6 ∈ R20 and X5 −X6 ∈ R02 have degree 2 then for some A ∈ H10 and B ∈ H01 we have
X1 + iX2 + jX3 + kX4 = AB or X1 + iX2 + jX3 + kX4 = BA.
To summarize, the results of this paper reduce Main Conjecture 1.1 to the following completely
algebraic conjecture. By a Mo¨bius transformation of S4 we mean a linear transformation R6 → R6
which preserves the homogeneous equation x21 + · · ·+ x25 = x26 of S4.
Conjecture 1.9. Polynomials X1, . . . , X6 ∈ R22 satisfy equation X21 + · · ·+X25 = X26 if and only if
up to Mo¨bius transformation of S4 (not depending on u, v) we have
X1 + iX2 + jX3 + kX4 = 2ABCD,
X5 = (|B|2 − |AC|2)D,
X6 = (|B|2 + |AC|2)D
(4)
for some A,B,C ∈ H11, D ∈ R22 such that |B|2D, |AC|2D ∈ R22.
The parametrizations of Conjectures 1.9 and 1.2 are related to each other via the stereographic
projection X1 : · · · : X6 7→ (X1, X2, X3, X4)/(X6 −X5).
We plan to prove all the above conjectures in a subsequent publication. This is reasonable because
the remaining algebraic part of the conjectures is proved by very different methods.
2 Classification results
In this section we prove the results on the classification of surfaces parametrized by quaternionic
rational functions of small degree up to Mo¨bius transformation: Theorem 1.3 and Corollary 1.4.
Let us prove several lemmas required for the proof of Theorem 1.3. These lemmas are independent
in the sense that the proof of each one uses the statements but not the proofs of the other ones.
In what follows A,B ∈ H11 are arbitrary polynomials not vanishing identically. Linear homo-
geneous polynomials A˜, B˜ ∈ H[u, v, w, s] are defined by the formulae A(u, v) = A˜(u, v, uv, 1) and
B(u, v) = B˜(u, v, uv, 1). By a possibly degenerate surface we mean an analytic map of a planar
domain into Rn not necessarily with nondegenerate differential, and also the image of the map, if no
confusion arises. A possibly degenerate hypersurface is defined analogously.
First we consider the (possibly degenerate) surface Φ(u, v) = A(u, v)B(u, v)−1 being a particular
case of surface (1). We are going to estimate its degree. For that we estimate the degree of the
(possibly degenerate) hypersurface
Φ˜(u, v, w, s) = A˜(u, v, w, s)B˜(u, v, w, s)−1.
It has the rational parametrization Φ˜ = A˜B˜/|B˜|2 of degree at most 2 in each variable, and by elimi-
nation of variables (not used in the paper) it has degree at most 8. We prove a much sharper estimate.
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Lemma 2.1. The (possibly degenerate) hypersurface A˜B˜−1 is contained in an algebraic hypersurface
of degree at most 4.
Proof. If a point t + ix + jy + kz ∈ H is contained in the hypersurface A˜B˜−1 then A˜(u, v, w, s) −
(t + ix + jy + kz) · B˜(u, v, w, s) = 0 for some u, v, w, s ∈ R not vanishing simultaneously. The
latter quaternionic equation can be considered as a system of 4 real linear homogeneous equations
in the variables u, v, w, s with the coefficients linearly depending on the parameters x, y, z, t. The
system has a nonzero solution if and only if the determinant of the system vanishes, which gives
an algebraic equation in x, y, z, t of degree at most 4. The algebraic equation defines the required
algebraic hypersurface unless the determinant vanishes identically.
Assume that the determinant vanishes identically. Then the system has a nonzero solution for each
point (x, y, z, t) ∈ R4. But the set of values of the fraction A˜B˜−1 is at most three-dimensional. One
can have a nonzero solution for each point in R4 only if A˜(uˆ, vˆ, wˆ, sˆ) = B˜(uˆ, vˆ, wˆ, sˆ) = 0 for some
nonzero (uˆ, vˆ, wˆ, sˆ) ∈ R4. Assume that sˆ 6= 0 without loss of generality. Then by the linearity
A˜(u, v, w, s) = A˜(sˆu− uˆs, sˆv − vˆs, sˆw − wˆs, 0)/sˆ
B˜(u, v, w, s) = B˜(sˆu− uˆs, sˆv − vˆs, sˆw − wˆs, 0)/sˆ.
Performing a linear change of the parameters u, v, w, s we may assume that both A˜(u, v, w, s) and
B˜(u, v, w, s) do not depend on s. Further denote by A˜(u, v, w) and B˜(u, v, w) the resulting linear
polynomials, defining the same hyperfurface A˜B˜−1 as the initial ones.
Then the above equation takes the form A˜(u, v, w)− (t+ ix+ jy+kz) · B˜(u, v, w) = 0. Consider
the equation as a system of 4 real linear homogeneous equations in the variables u, v, w. The system
has a nonzero solution if and only if all the 3 × 3 minors of the system vanish, which gives four
algebraic equations in x, y, z, t of degree at most 3. If at least one of the 3× 3 minors does not vanish
identically then it defines the required algebraic surface. If all the 3 × 3 minors vanish identically
then repeat the argument of the previous paragraph to get linear homogeneous A˜(u, v) and B˜(u, v)
depending only on 2 variables. Again, we either get the required algebraic surface or proceed to
the case when A˜(u) and B˜(u) depend only on 1 variable. In the latter case any hyperplane passing
through the point A˜(1)B˜(1)−1 is the required algebraic hypersurface.
We consider the case when the constructed algebraic hypersurface degenerates to ImH separately.
Lemma 2.2. Assume that the (possibly degenerate) hypersurface A˜B˜−1 is contained in the hyper-
plane ImH. Then the map A˜B˜−1 is a composition of a map of the form either C˜D˜C˜−1 or E˜F˜−1
with a Mo¨bius transformation of ImH (with constant coefficients), where C˜ ∈ H[u, v, w, s], E˜ ∈
ImH[u, v, w, s], F˜ ∈ R[u, v, w, s] are linear homogeneous, and D˜ ∈ ImH.
Proof. The inverse stereographic projection ImH→ S3, q 7→ (q+1)(q−1)−1,maps the hypersurface
A˜B˜−1 contained in ImH to the hypersurface (A˜+B˜)(A˜−B˜)−1 contained in S3. Thus |A˜+B˜| = |A˜−
B˜| identically. In particular, for each (u, v, w, s) ∈ R4 the condition A˜(u, v, w, s)− B˜(u, v, w, s) = 0
implies the condition A˜(u, v, w, s) + B˜(u, v, w, s) = 0.
Denote A˜(u, v, w, s)−B˜(u, v, w, s) =: a1u+a2v+a3w+a4s and A˜(u, v, w, s)+B˜(u, v, w, s) =:
b1u+b2v+b3w+b4s. Define a real linear map from the linear span of a1, a2, a3, a4 ∈ H into the linear
span of b1, b2, b3, b4 ∈ H by the formula a1u+ a2v + a3w + a4s 7→ b1u+ b2v + b3w + b4s. The map
is well-defined because the condition a1u+ a2v+ a3w+ a4s = 0 implies b1u+ b2v+ b3w+ b4s = 0.
The map is isometric because |A˜ + B˜| = |A˜ − B˜|. Extend it to an isometry H → H. Each isometry
H → H has one of the forms q 7→ cqd or q 7→ cqd for some c, d ∈ S3 [16, Theorem 3.2]. Therefore
either A˜+ B˜ = c(A˜− B˜)d or A˜+ B˜ = c(A˜− B˜)d.
In the former case set C˜ := A˜− B˜ and D˜ := (d + 1)(d− 1)−1. We have (A˜ + B˜)(A˜− B˜)−1 =
cC˜dC˜−1. Up to a Mo¨bius transformation this is C˜dC˜−1, which projects stereographically to C˜D˜C˜−1.
In the latter case set E˜ := Im(B˜d− A˜d) and F˜ := Re(A˜d− B˜d). We have (A˜+ B˜)(A˜− B˜)−1 =
−cd(E˜ + F˜ )(E˜ − F˜ )−1. Up to a Mo¨bius transformation this is (E˜ + F˜ )(E˜ − F˜ )−1, which projects
stereographically to E˜F˜−1.
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Lemma 2.3. The (possibly degenerate) surfaces CDC−1 and EF−1, where C ∈ H11, E ∈ ImH11,
F ∈ R11, and D ∈ ImH, are contained in certain quadrics in ImH.
Proof. The surface CDC−1 is a subset of the sphere {q ∈ ImH : |q| = |D|}. The surface EF−1 is a
rational surface in R3 of degree at most 1 in each variable, hence a subset of a quadric.
Lemma 2.4. If the (possibly degenerate) surface AB−1 is contained in ImH then it is contained in
an irreducible algebraic surface of degree at most 4.
Proof. By Lemma 2.1 the hypersurface A˜B˜−1, and hence AB−1, is contained in an irreducible alge-
braic hypersurface of degree ≤ 4. One of the components of the intersection of the algebraic hyper-
surface with the hyperplane ImH is the required surface unless the algebraic hypersurface coincides
with the hyperplane. In the latter case the assumptions of Lemma 2.2 are satisfied. By Lemmas 2.2
and 2.3 the surface AB−1 is a Mo¨bius transformation of a quadric, hence has degree ≤ 4.
Now the following folklore lemma allows us to prove a particular case of Theorem 1.3. The
lemma is a particular case of [14, Theorem 11]. We give the proof for convenience of the reader.
Lemma 2.5. If two irreducible algebraic surfaces of degree at most 4 inR3 are symmetric with respect
to the unit sphere then they both are Darboux cyclides.
Proof. Denote G(x, y, z) := x2 + y2 + z2. Let A(x, y, z) = 0 and B(x, y, z) = 0 be equations of
our surfaces of minimal degrees. Since the surfaces are symmetric with respect to the unit sphere it
follows that B(x, y, z) = cG(x, y, z)kA( x
G(x,y,z)
, y
G(x,y,z)
, z
G(x,y,z)
) for some 0 ≤ k ≤ 4 and c 6= 0.
Expand A = A4 + A3 + A2 + A1 + A0 and B = B4 + B3 + B2 + B1 + B0, where Ai and Bi
are homogeneous of degree i. We get B = cGk(A0 + G−1A1 + · · · + G−4A4). Hence G4−kB =
c(G4A0 +G
3A1 + · · ·+ A4).
Assume that A0, B4 6= 0 (otherwise the proof is analogous). The degree of the left- and right-
hand sides equal 12− 2k and 8 respectively. Thus k = 2. Comparing the highest-degree terms we get
G2B4 = cG
4A0, hence B4 is divisible by G2. Comparing the degree 7 terms we get G2B3 = cG3A1,
hence B3 is divisible by G. Therefore B(x, y, z) = 0 is a Darboux cyclide. Analogously A(x, y, z) =
0 is a Darboux cyclide.
Lemma 2.6. If the surface Φ(u, v) = A(u, v)B(u, v)−1, where A,B ∈ H11, is contained in R3
(respectively, in S3) then it is a subset of a Darboux cyclide (respectively, an intersection of S3 with
another 3-dimensional quadric).
Proof. For a surface in R3 the result follows from Lemmas 2.4 and 2.5 applied to the surfaces AB−1
and −BA−1. Now consider a surface in S3. Project it stereographically to R3. The resulting surface
has the form (A + B)(A− B)−1. By the lemma for R3 it is a Darboux cyclide. By [22, Section 2.2]
the initial surface is an intersection of S3 with another quadric.
Let us proceed to the general case of Theorem 1.3. We start with a folklore lemma.
Lemma 2.7. The curve γ(u) = (au+ b)(cu+ d)−1 ⊂ H, where a, b, c, d ∈ H, c 6= 0, b− ac−1d 6= 0,
are fixed and u ∈ R runs, is a circle (possibly without one point). If γ(u) is contained in ImH then
the plane of the circle is orthogonal to the vector Im (dc−1).
Proof. We have γ(u) = ac−1 + (b − ac−1d)(cu + d)−1 =: f + g(u + h)−1 for some f, g, h ∈ H,
where h = dc−1. This is a composition of translations, rotations, and an inversion applied to the line
R ⊂ H, once c 6= 0 and b− ac−1d 6= 0. Thus γ(u) is a circle (possibly without one point).
Now assume that γ(u) ⊂ ImH. Then 0 = Reγ(u)|u + h|2 = Ref |u + h|2 + Regu + Re(gh).
Since the coefficients of the polynomial in the right-hand side vanish it follows that f, g ∈ ImH
and 0 = Re(gh) = Re(gReh + g · Imh − g × Imh) = g · Imh, hence g is orthogonal to Imh.
Assume further that Imh 6= 0, otherwise γ(u) is a line and there is nothing to prove. Then the circle
g(u+ h)−1 = (gu+ gReh− g × Imh)|u+ h|−2 is contained in the plane spaned by g and g × Imh.
So γ(u) = f + g(u+ h)−1 is contained in a plane orthogonal to Imh as well.
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A similar result holds for the curve γ(u) = (cu+ d)−1(au+ b), where b− dc−1a 6= 0.
Proof of Theorem 1.3 for Φ ⊂ R3. IfA = const then by Lemma 2.6 Φ = (A−1B)C−1 is a subset of a
Darboux cyclide. Analogously, if C = const then Φ = −Φ = (−C−1B)(A)−1 is a Darboux cyclide.
Assume further that A,C 6= const. Since AC ∈ H11 it follows that either A ∈ H01 and C ∈ H10
or vice versa. Assume the former without loss of generality.
By left division of both A and B by the leading coefficient of A we may achieve A(v) = v +
a for some a ∈ H. Analogously, assume that C(u) = u + c for some c ∈ H. Performing an
appropriate linear change of variables u and v we may achieve a, c ∈ ImH. If a = 0 then Φ(u, v) =
A(v)−1B(u, v)C(u)−1 = D(u, 1/v)C(u)−1 for appropriate D ∈ H11, hence Φ is a Darboux cyclide
by the previous paragraph. The same holds for c = 0.
Assume further that a, c 6= 0. Then we have
Φ(u, v)− Φ(u, 0)− Φ(0, v) + Φ(0, 0) = A−1(B − Aa−1B(u, 0)−B(0, v)c−1C − AΦ(0, 0)C)C−1
= (v + a)−1buv(u+ c)−1
for some b ∈ H because the left-hand sides vanishes identically for u = 0 or v = 0. If b = 0 then
Φ(u, v) = Φ(u, 0) + Φ(0, v) − Φ(0, 0) is a subset of a Euclidean translational surface because by
Lemma 2.7 the curves Φ(u, 0) and Φ(0, v) − Φ(0, 0) are circles (not degenerating to points because
Φ is a nondegenerate surface).
Assume further that b 6= 0. By the above (v + a)−1buv(u+ c)−1 ⊂ ImH for each u, v ∈ R. Thus
Re(v + a)b(u + c) = 0, hence b ∈ ImH, b ⊥ a, b ⊥ c, and a × b ⊥ c. Since a, b, c 6= 0 this implies
that a ‖ c. By Lemma 2.7 the curves u = const and v = const are circles (or points) whose planes
are orthogonal to the vector a ‖ c. Thus all these circles and hence the surface Φ(u, v) are contained
in one plane.
Proof of Theorem 1.3 for Φ ⊂ S3. As in the previous proof, we may assume that A ∈ H01, C ∈ H10
and A,C 6= const. Since Φ ⊂ S3 it follows that |A−1BC−1| = 1 and |B(u, v)|2 = |A(v)|2|C(u)|2.
By Splitting Lemma 1.7 there exist D(v) ∈ H01 and E(u) ∈ H10 such that B(u, v) splits: B(u, v) =
D(v)E(u) or B(u, v) = E(u)D(v). Since |A(v)| · |C(u)| = |B(u, v)| = |D(v)| · |E(u)|, without loss
of generality we may assume that |D| = |A|, |E| = |C|.
In the case whenB = DE we have Φ = A−1DEC−1 = A |A|−2 |D|2D−1EC−1 = (AD−1)(EC−1)
is a product of two circles A(v)D(v)−1 and E(u)C(u)−1 in S3 because |D| = |A|, |E| = |C|. Thus
Φ is a subset of a Clifford translational surface.
In the case when B = ED we have Φ = A−1EDC−1 = AED
−1
C−1 = (AE)(CD)−1 because
|D| = |A|. Since AE,CD ∈ H11 it follows by Lemma 2.6 that Φ is contained in the intersection of
S3 with another 3-dimensional quadric.
Proof of Corollary 1.4. Assume that a surface Ψ ⊂ R3 is a Mo¨bius transformation of surface (1).
Since a Mo¨bius transformation takes a hyperplane to either a hyperplane or a 3-dimensional sphere it
follows that the latter surface is contained either in a hyperplane or a 3-dimensional sphere.
Perform a Mo¨bius transformation q 7→ aqc+b (a similarity), where a, b, c ∈ H, taking the obtained
hyperplane (respectively, the 3-dimensional sphere) to ImH (respectively, to S3). It takes the surface
A−1BC−1 to the surface (Aa−1)−1(B + Aa−1bc−1C)(c−1C)−1 again of form (1).
By Theorem 1.3 the resulting surface either a Darboux cyclide, or Euclidean translational surface,
or intersection of S3 with another quadric, or Clifford translational surface. In the latter two cases
perform the inversion with the center at the point 1 ∈ H and the radius √2 projecting the surface
stereographically from S3 to ImH. This gives either a Darboux cyclide (by [22, Section 2.2]) or a
Clifford translational surface. In all cases the resulting surface in ImH is a Mo¨bius transformation of
the initial surface Ψ ⊂ R3.
We conclude the section by an open problem: find a short proof that Euclidean and Clifford
translational surfaces are not Mo¨bius transformations of each other; this is [19, Theorem 2b].
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3 Parametrization results
In this section we prove the results on parametrization of surfaces containing two conics or circles
through each point: Theorem 1.5 and Corollary 1.6. The proof uses well-known methods and goes
along the lines of [23].
We use the following notions. Let P n be the n-dimensional complex projective space with the
homogeneous coordinates x0 : · · · : xn. Throughout we use the standard topology in P n (not the
Zariski one). A analytic surface in P n is the image of an injective complex analytic map from a
domain in C2 into P n with nondegenerate differential at each point. An algebraic subset X ⊂ P n
is the solution set of some system of algebraic equations. Algebraic subsets of dimension 1 and 2
are called projective algebraic surfaces and algebraic curves, respectively. Recall that the set of all
conics in P n including the ones degenerating into lines and pairs of lines is naturally identified with
an algebraic subset of PN for some largeN (depending on n). The latter subset is called the variety of
all conics in P n. A conic analytically depending on a point is a complex analytic map of an analytic
surface in P n into the variety of all conics in P n. An analytic family of conics is a complex analytic
map t 7→ αt of a domain in C into the variety of all conics in P n. If no confusion arises, the image of
this map is also called a family of conics.
Let us prove several lemmas required for the proof of Theorem 1.5. These lemmas are independent
in the sense that the proof of each one uses the statements but not the proofs of the other ones. In what
follows Φ is a surface satisfying the assumptions of Theorem 1.5 unless otherwise indicated. Denote
by αP and βP the two conics drawn through a point P ∈ Φ.
Lemma 3.1. There are two analytic families of conics αt, βs, and a domain Ω ⊂ P n such that⋃
t αt∩Ω =
⋃
s βs∩Ω = Φ∩Ω 6= ∅, each pair αt, βs intersects transversely at a unique point P (s, t),
and αP (s,t) = αt, βP (s,t) = βs.
Proof. Take a point P0 ∈ Φ. Draw the two conics α0 := αP0 and β0 := βP0 in the surface through
the point. Through each point P ∈ α0 ∩ Φ draw another conic βP in the surface. We get an analytic
family of conics βs. Analogously we get an analytic family of conics αt.
By the assumptions of Theorem 1.5 the conics α0 and β0 intersect transversely at a unique point.
By continuity there is  > 0 such that for |s|, |t| <  the conics αt and βs intersect transversely at a
unique point P (s, t), and P (s, t) ∈ Φ. Take a sufficiently small neighborhood Ω of the point α0 ∩ β0
in P n. Then
⋃
t αt ∩ Ω =
⋃
s βs ∩ Ω = Φ ∩ Ω 6= ∅.
It remains to show that αP (s,t) = αt and βP (s,t) = βs. Indeed, otherwise the image of the analytic
map P 7→ αP or P 7→ βP in the variety of all conics in P n is 2-dimensional. Then there are infinitely
many conics α through each point in an open subset of Φ such that α ∩ Ω ⊂ Φ. This contradicts to
one of the assumptions of Theorem 1.5. Thus the families αt and βs are the required.
Lemma 3.2. The surface Φ is contained in an irreducible algebraic surface Φ. The family of conics
αt is contained in an irreducible algebraic curve in the variety of all conics.
Proof. The conics βs given by Lemma 3.1 have at most 4 common points because they do not all
coincide. Thus we may assume that they do not have common points inside the domain Ω (one can
restrict the surface to a smaller domain, if necessary). Then by the analyticity each point of Ω belongs
to at most countable number of conics βs. Take a sufficiently small  > 0 such that αt ∩ βs ⊂ Ω for
each |s|, |t| < .
Consider the set γ of all conics in P n intersecting each conic βs, where |s| < , transversely at
a unique point, which belongs to the domain Ω. Let us show that the set γ is an open subset of an
algebraic subvariety of the variety of all conics in P n. Indeed, the set of all conics intersecting a fixed
conic βs is clearly an algebraic subvariety. The set of all conics intersecting each conic βs, where
|s| < , is the intersection of infinitely many such algebraic subvarieties, and hence also an algebraic
subvariety. The set γ is open in the latter subvariety because each conic sufficiently close to a conic
lying in γ can only intersect a conic βs, where |s| < , transversely at a unique point inside the domain
Ω (or not intersect at all).
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Let us prove that the dimension of the set γ is 1. The dimension is at least 1 because γ contains
all the conics αt, where |t| < . To estimate the dimension from above, take an arbitrary conic α ∈ γ.
Since each point of Ω belongs to at most countable number of conics βs it follows that the conic α
has uncountably many intersection points with
⋃
s βs ∩ Ω = Φ ∩ Ω. Hence α ∩ Ω ⊂ Φ ∩ Ω, because
Φ is analytic. If the dimension of γ were at least 2 then there would be infinitely many conics α
through each point in an open subset of Φ such that α ∩ Ω ⊂ Φ. This would contradict to one of the
assumptions of Theorem 1.5. Thus the dimension of γ is exactly 1.
The irreducible component of the algebraic closure of the set γ containing all the conics αt is
the required algebraic curve in the variety of all conics. (Since the family αt is analytic, it cannot
“jump” from one irreducible component to another.) The union of all the conics of the irreducible
component (including the ones degenerating to lines and pairs of lines) is the required irreducible
algebraic surface Φ. The algebraic surface Φ contains the analytic surface Φ because Φ contains the
open subset
⋃
t αt ∩ Ω = Φ ∩ Ω of Φ.
Remark 3.3. If we drop the assumption that the number of conic through certain points is finite in
Theorem 1.5 then a similar argument shows that Φ is contained in an algebraic surface Φ and αt is
contained in an algebraic subvariety γ of the variety of all conics in P n such that
⋃
α∈γ α = Φ.
Let X, Y ⊂ P n be algebraic subsets. A rational map X 99K Y is a map of an open dense subset
of X into the set Y given by polynomials in homogeneous coordinates of P n. (Dashes in the notation
remind that a rational map may not be defined everywhere in X .) If the restriction of a rational map
f to certain open dense subsets of X and Y is bijective, and the inverse map is rational as well, then
f is called a birational map. A rational map X 99K P 1 is called a rational function.
A projective algebraic surface Ψ is unirationally ruled (or simply uniruled), if for some algebraic
curve γ there is a rational map γ × P 1 99K Ψ with dense image. A surface Ψ is birationally ruled (or
simply ruled), if there is a birational map γ × P 1 99K Ψ. A curve γ is rational, if there is a birational
map P 1 99K γ. A surface Ψ is rational, if there is a birational map P 1 × P 1 99K Ψ.
Lemma 3.4. The surface Φ is unirationally ruled.
Proof. Let γ be the irreducible curve in the variety of conics given by Lemma 3.2. Consider the
algebraic set Ψ := {(P, α) ∈ Φ × γ : P ∈ α}. The second projection Ψ → γ is a rational map
such that a generic fiber is a conic (and hence a rational curve). By the Noether–Enriques theorem [2,
Theorem III.4] Ψ is birationally ruled. In particular there is a rational map γ × P 1 99K Ψ with dense
image. Compose the map with the first projection Ψ → Φ, which is surjective because the surfaces
Ψ and Φ are compact and the image contains the open subset
⋃
t αt ∩Ω = Φ ∩Ω by Lemma 3.1. We
get a rational map γ × P 1 99K Φ with dense image, i.e., Φ is unirationally ruled.
The following folklore lemma is the most technical part of our proof.
Lemma 3.5. Each unirationally ruled surface is birationally ruled.
Proof. Let Φ be a unirationally ruled surface and γ × P 1 99K Φ be a rational map with dense image.
By the Hironaka theorem (or by an earlier Zariski theorem sufficient in our situation) the surface Φ
has a desingularization d : Φ˜ → Φ, i.e., a proper birational map from a smooth projective algebraic
surface Φ˜ to the surface Φ. Let Φ 99K Φ˜ be the inverse rational map of the desingularization.
Consider the rational map γ × P 1 99K Φ 99K Φ˜. By the theorem on eliminating indeterminacy
[2, Theorem II.7] this rational map equals to a composition γ × P 1 99K Ψ˜ → Φ˜, where Ψ˜ is a
smooth projective algebraic surface, the first map is birational, and the second map is rational and
defined everywhere. Since γ × P 1 99K Φ has dense image and the surfaces are compact it follows
that γ × P 1 99K Ψ˜ has dense image and Ψ˜→ Φ˜ is surjective. In particular, Ψ˜ is birationally ruled.
By the Enriques theorem [2, Theorem VI.17 and Proposition III.21], a smooth projective algebraic
surface is birationally ruled if and only if for each k > 0 the k-th tensor power of the exterior square
of the cotangent bundle has no sections except identical zero (in other terminology, the surface has
Kodaira dimension −∞, or all plurigeni vanish). Assume, to the contrary, that Φ˜ has such a section
(pluricanonical section). Then the pullback under the surjective rational map Ψ˜→ Φ˜ is such a section
for the birationally ruled surface Ψ˜, a contradiction. Thus Φ˜, and hence Φ, is birationally ruled.
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Lemma 3.6. The surface Φ is rational.
Proof. By Lemmas 3.4 and 3.5 the surface Φ is birationally ruled. Thus there is a birational map
Φ 99K γ × P 1. Consider the two conics through a generic point of the surface Φ. Their images are
two distinct rational curves through a point of γ × P 1. Since there is only one P 1-fiber through each
point, at least one of the rational curves is nonconstantly projected to the curve γ. By the Lu¨roth
theorem [2, Theorem V.4] the curve γ must be rational, and hence Φ is rational.
Remark 3.7. We conjecture that the following generalization of Lemma 3.6 is true: an algebraic
surface containing two rational curves through almost each point is rational. See [13, Definition IV.3.2,
Theorems IV.5.4, IV.3.10.3, Corollary IV.5.2.1, Exercise IV.3.12.2] for a sketch of the proof.
Lemma 3.8. Each of the families αt and βs consists of level sets of some rational function Φ 99K P 1.
Proof. We use the following notions; see [24, §III.1] for details. In order to apply intersection theory,
take a desingularization d : Φ˜→ Φ; see the first paragraph of the proof of Lemma 3.5. A divisor on Φ˜
is a formal linear combination of irreducible algebraic curves on Φ˜ with integer coefficients. Closure
of the preimage of an algebraic hypersurface under a rational map from Φ˜ to a projective space can
be considered as a divisor, once the preimage is one-dimensional and one counts the irreducible
components with their multiplicities. The collection of preimages of all the hyperplanes under a
rational map is called a linear family of divisors. In particular, a one-dimensional linear family of
divisors is the collection of level sets of a rational function. Two divisors are linear equivalent, if
they are contained in a one-dimensional linear family. The intersection D1 ∩D2 of two divisors D1
and D2 on Φ˜ is the number of their intersection points counted with multiplicities (once the number
of intersection points is finite). Two divisors are numerically equivalent, if their intersection with
each algebraic curve on Φ˜ are equal, once the number of intersection points is finite. The degree of
a divisor is the sum of the degrees of the irreducible components counted with multiplicities. The
degree of a divisor equals the intersection of the divisor with a generic hyperplane section of Φ˜.
Assume to the contrary that one of the analytic families αt and βs, say, the first one, is not linear.
By the Hironaka theorem the inverse map d−1 : Φ 99K Φ˜ is defined everywhere except a finite set.
Thus the pullback d−1αt is an analytic family of algebraic curves. We use the notation d−1αt for
the family of (closed) algebraic curves (not to be confused with the set of preimages d−1(αt) being
algebraic curves possibly with a finite number of points removed). For an algebraic curve β ⊂ Φ˜
distinct from each d−1αt the intersection β ∩ d−1αt continuously depends on t, and hence is constant.
Thus each two curves of the family d−1αt are numerically equivalent. On a smooth rational surface,
numerical equivalence implies linear equivalence [27]. Since αt is nonlinear it follows that d−1αt is
nonlinear and hence must be contained in a linear family of divisors in Φ˜ of dimension at least 2.
The image of the latter family under the projection d : Φ˜→ Φ is at least two-dimensional algebraic
family γ of divisors on Φ. The divisors of the family γ are linear combinations of curves with positive
coefficients, because they arise from a linear family (and negative numbers cannot occur as multi-
plicities of preimages). All the divisors of the family γ have the same degree because their pullbacks
are numerically equivalent. (Indeed, for two divisors D1, D2 ∈ γ, and a general position hyperplane
H ⊂ P n we have degD1 = H∩D1 = d−1H∩d−1D1 = d−1H∩d−1D2 = H∩D2 = degD2.) Since
the curves αt are conics it follows that the degrees of all these divisors are 2. Therefore the divisors of
the family γ are either conics or pairs of lines or lines of multiplicity 2. This is possible only if there
are infinitely many conic sections or lines through each point in an open subset of the surface, which
contradicts to the assumptions of Theorem 1.5. Thus both families αt and βs must be linear.
Lemma 3.9. There is a rational map Φ 99K P 1×P 1 taking the families αt and βs to the sets of curves
P 1 × t and s× P 1 respectively, such that the restriction of the map to some dense sets is bijective.
Proof. Consider the pair of rational functions given by Lemma 3.8 whose level sets are the two
families of conics αt and βs. The pair of rational functions defines a rational map Φ 99K P 1 × P 1.
Since for sufficiently small |s|, |t| each pair αt and βs has an intersection point it follows that the
image of this rational map contains a neighborhood of (0, 0) ∈ P 1 × P 1, and thus is dense. Since
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the intersection point is unique it follows that the point (s, t) ∈ P 1 × P 1 has exactly one preimage
for sufficiently small |s|, |t|, and hence for almost all s, t. Thus the restriction of the rational map
Φ 99K P 1 × P 1 to appropriate dense subsets is bijective.
Now we apply the following well-known result for which we could not find any direct reference.
(We have found several more general results in the literature but each time the proof that the inverse
map is rational, the only assertion we need, was omitted.)
Lemma 3.10. If a rational map between open dense subsets of rational surfaces is bijective then the
inverse map is rational as well, and hence birational.
Proof. (S. Orevkov, private communication) It suffices to prove the lemma for a map f between open
dense subsets of P 1 × P 1. For a generic s ∈ P 1 the preimage f−1(s × P 1) is an open dense subset
of the algebraic curve β defined by the algebraic equation pr1f(u, v) = s in the variables u, v ∈ P 1,
where pr1 : P 1 × P 1 → P 1 is the first projection.
Restrict the map f to the preimage. We get a bijective rational map between open dense subsets
of the curves β and s × P 1. Clearly, it extends to a rational homeomorphism β → s × P 1. Then by
the classification of algebraic curves the curve β is rational. Identify β and s×P 1 with P 1. Consider
the graph of the rational map β → s × P 1 as a subset of P 1 × P 1. By elimination of variables it
follows that the graph is the zero set of some polynomial P ∈ C[u, v]. Since the map β → s × P 1
is bijective it follows that the polynomial P has degree 1 in each variable and hence the inverse map
s× P 1 → β is also rational.
This implies that the inverse map f−1(s, t) is rational in the variable t for fixed generic s. Analo-
gously, f−1(s, t) is rational in s for fixed generic t. Thus f−1(s, t) is rational.
Lemma 3.11. Assume that a birational map P 1×P 1 99K Φ takes the sets of curves P 1×t and s×P 1
to conics or lines. Write the birational map as (u, v) 7→ X0(u, v) : · · · : Xn(u, v) for some coprime
X0, . . . , Xn ∈ C[u, v]. Then X0, . . . , Xn ∈ C22.
Proof. For a birational map between surfaces, by elimination of indeterminacy [2, Theorem II.7] there
is always an algebraic curve σ such that outside the curve σ the map is injective and has nondegenerate
differential. Fix a generic value of u. Denote Xk(v) := Xk(u, v). The curve X0(v) : · · · : Xn(v)
is a conic or a line. Cut it by a generic hyperplane λ0x0 + . . . λnxn = 0 in P n. The intersection
consists of at most 2 points. By general position they are not contained in the image of σ. Since the
X0(u, v), . . . , Xn(u, v) are coprime it follows that X0(v), . . . , Xn(v) have no common roots. Since
the birational map is injective outside σ it follows that the equation λ0X0(v)+ · · ·+λnXn(v) = 0 has
at most 2 solutions. These solutions have multiplicity 1 because the birational map has nondegenerate
differential outside σ. This implies that the polynomials X1(v), . . . , Xn(v) have degree at most 2.
Analogously, X1(u, v), . . . , Xn(u, v) have degree at most 2 in u, and the lemma follows.
Proof of Theorem 1.5. It follows directly by Lemmas 3.1, 3.2, 3.9, 3.10, 3.11.
Remark 3.12. Theorem 1.5 remains true (with almost the same proof) without the assumption that
the number of conic sections through certain points is finite except that then one cannot conclude that
the two drawn conic sections αP and βP are necessarily the curves u = const and v = const.
For the proof of Corollary 1.6 we need the following lemmas. In the rest of this section Φ ⊂
Sn−1 ⊂ Rn is a surface satisfying the assumptions of Corollary 1.6.
Lemma 3.13. The surface Φ (possibly besides a one-dimensional subset) has parametrization (2),
where X0, . . . , Xn ∈ C22 satisfy equation (3), and (u, v) runs through some (not open) subset of C2.
Proof. Since the circular arcs through each point of Φ are noncospheric, their respective circles are
transversal and intersect at a unique point. Extend Φ ⊂ Sn−1 analytically to a complex analytic
surface Φ in a sufficiently small neighborhood of Φ in P n modulo the boundary (so that the boundaries
of Φ and Φ are contained in the boundary of the neighbourhood). Extend the two real analytic families
of circular arcs in Φ to complex analytic families of (complex) conics in P n. By analyticity Φ satisfies
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the assumptions of Theorem 1.5. By Theorem 1.5 the surface Φ (possibly besides a one-dimensional
subset) has parametrization (2) by polynomials X0, . . . , Xn ∈ C22 such that the circular arcs have
the form u = const and v = const. (However, the converse is not true: most of the curves u =
const and v = const are not circular arcs but parts of complex conics in Φ.) Since the surface Φ is
contained in the complex quadric extending the sphere Sn−1, it follows that the polynomials satisfy
equation (3).
Let us reparametrize the surface to make the polynomials X0, . . . , Xn real.
Lemma 3.14. The surface Φ (possibly besides a one-dimensional subset) has a parametrization (2),
where X0, . . . , Xn ∈ C22 satisfy equation (3), and (u, v) runs through certain open subset of R2.
Proof. Start with the parametrization given by Lemma 3.13. Draw two circular arcs of the form
u = const and v = const through a point of the surface Φ. Through another pair of points of the first
circular arc, draw two more circular arcs of the form v = const. Perform a complex fractional-linear
transformation of the parameter v so that the second, the third, and the fourth circular arcs obtain
the form v = 0,±1, respectively (we consider the part of the surface where the denominator of the
transformation does not vanish). Perform an analogous transformation of the parameter u so that u =
0,±1 become circular arcs intersecting the circular arc v = 0. After performing the transformations
and clearing denominators we get a parametrization Φ(u, v) = X0(u, v) : · · · : Xn(u, v) of the surface
Φ ⊂ Sn−1, where still X0, . . . , Xn ∈ C22 and (u, v) runs through a subset Ψ ⊂ C2.
Let us prove that actually Ψ ⊂ R2. Take (uˆ, vˆ) ∈ Ψ sufficiently close to (0, 0). Then Φ(uˆ, vˆ)
is a point of the surface Φ sufficiently close to Φ(0, 0). Draw the two circular arcs u = const and
v = const through the point Φ(uˆ, vˆ). By continuity it follows that the circular arc v = const intersects
the circular arc u = 0 in Φ. The intersection point can only be Φ(0, vˆ). In particular, we get (0, vˆ) ∈ Ψ.
In a quadratically parametrized conic, the cross-ratio of any four points equals the cross-ratio of their
parameters. Since three (real) points v = 0,±1 of the circular arc u = 0 have real v-parameters
it follows that all (but one) points of the circular arc have real v-parameters. In particular, vˆ ∈ R.
Analogously, uˆ ∈ R. We have proved that all (uˆ, vˆ) ∈ Ψ sufficiently close to the origin are real. By
the analyticity Ψ is an open subset of R2.
Lemma 3.15. Let X0, . . . , Xn ∈ C[u, v]. Assume that for all the points (u, v) from some open subset
of R2 the point X0(u, v) : · · · : Xn(u, v) is real. Then X0 = X ′0Y, . . . , Xn = X ′nY for some real
X ′0, . . . , X
′
n ∈ R[u, v] and complex Y ∈ C[u, v].
Proof of Lemma 3.15. Without loss of generality assume that X0 is not identically zero. Take 1 ≤
l ≤ n such that Xl is not identically zero and take generic real u, v from the open set in question.
By the assumption of the lemma X0(u, v) : · · · : Xn(u, v) is real. Hence X0(u, v)/Xl(u, v) is real,
therefore X0(u, v)/Xl(u, v) = X0(u, v)/X l(u, v). Since this holds for generic real u, v it follows
that X0/Xl = X0/X l as polynomials. Take decompositions
X0 = λ0Y
p01
1 Y
q01
1 Z
r01
1 . . . Y
p0m
m Y
q0m
m Z
r0m
m ,
. . .
Xn = λnY
pn1
1 Y
qn1
1 Z
rn1
1 . . . Y
pnm
m Y
qnm
m Z
rnm
m ,
into coprime reduced irreducible factors Y1, . . . , Ym ∈ C[u, v] − R[u, v], Z1, . . . , Zm ∈ R[u, v] with
the powers pij, qij, rij ≥ 0, and constant factors λ0, . . . , λn ∈ C, λ0 6= 0.
Since C[u, v] is a unique factorization domain, the relation X0/Xl = X0/X l implies that λlλ0 ∈
R and p0k − q0k = · · · = pnk − qnk for each k = 1, . . . ,m. Without loss of generality assume that
p0k − q0k ≥ 0 for each k = 1, . . . ,m (otherwise replace Yk by Y k and vice versa). It remains to set
X ′l := λlλ0
(
Y1Y 1
)ql1
Zrl11 . . .
(
YmY m
)qlm
Zrlmm ;
Y := λ
−1
0 Y
p01−q01
1 . . . Y
p0m−q0m
m .
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Proof of Corollary 1.6. For a surface Φ in Sn−1 the corollary follows from Lemmas 3.13–3.15. Now
consider a surface Φ in Rn−1. Project it stereographically to Sn−1. The resulting surface has a
parametrization as granted by the theorem for Sn−1. Thus the initial surface has the parametrization
Φ = X0 −Xn : X1 : · · · : Xn−1 with X21 + · · ·+X2n−1 = (X0 −Xn)(X0 +Xn), as required.
The following result is useful for applications of Corollary 1.6.
Lemma 3.16. If through each point of an analytic surface inR3 one can draw infinitely many circular
arcs fully contained in the surface then the surface is a subset of a sphere or a plane.
Proof. Perform inverse stereographic projection of the surface to S3. By Remark 3.3 the resulting
surface is covered by at least 2-dimensional algebraic family of conics and hence circles. The circles
of the family passing through a particular point must cover an open subset of the surface. Project the
surface back to R3 from this point. We get a surface containing a line segment and infinitely many
circular arcs through almost each point. By [20, Theorem 1] the resulting surface is a subset of a
quadric or a plane. Since it is covered by a 2-dimensional family of circles, by the classification of
quadrics the resulting surface, and hence initial one, is a subset of a sphere or a plane.
We conclude the section by an open problem: does the lemma remain true in dimension n > 3?
4 Factorization results
In this section we prove the results concerning factorization of quaternionic polynomials: Splitting
Lemma 1.7, Corollary 1.8, and give some examples and final remarks.
Proof of Splitting Lemma 1.7. Write Q(u, v) =: Q0(u) + vQ1(u) =: Q00 + Q10u + Q01v + Q11uv
with Q0, Q1 ∈ H10, Q11 6= 0. Denote q := −Q−111 Q10 ∈ H.
Consider the polynomial |Q|2(u, q) obtained by substitution of the quaternion q into the real poly-
nomial |Q|2(u, v). On one hand, |Q|2(u, q) = P (u)R(q) is divisible by P (u) of degree 2. On the
other hand, |Q|2(u, q) = q(qQ1 +Q0)Q1 + (qQ1 +Q0)Q0 has degree at most 1 because qQ1 +Q0 =
Q00 −Q01Q−111 Q01 =: p is a constant. Thus |Q|2(u, q) = 0 identically, i.e., qpQ1 + pQ0 = 0.
Now for p = 0 we get Q0 = −qQ1, hence Q = Q0 + vQ1 = (v − q)Q1 is reducible. For p 6= 0
we get Q0 = −Q1p q p−1, hence Q = Q1(v − p q p−1) is again reducible.
Proof of Corollary 1.8. It follows directly from Splitting Lemma 1.7 applied to Q := X1 + iX2 +
jX3 + kX4 with |Q|2 = (X6 +X5)(X6 −X5).
The following example shows that Splitting Lemma 1.7 does not hold for degree 2 polynomials.
Example 4.1. (Beauregard [1]). The polynomial Q = u2v2− 1 + (u2− v2)i+ 2uvj is irreducible in
H[u, v] but |Q|2 = (u4 + 1)(v4 + 1) is reducible in R[u, v]. In particular,
QQ = (u− eipi/4)(u− e3ipi/4)(u− e5ipi/4)(u− e7ipi/4)(v − eipi/4)(v − e3ipi/4)(v − e5ipi/4)(v − e7ipi/4)
are two decompositions in H[u, v] with different number of irreducible factors.
Proof. Let us prove that Q is irreducible over H[u, v] (in [1] the irreducibility only over rational
quaternions is proved). Assume that Q = PR, where P,R ∈ H∗∗ are not constant.
First consider the case when one of these polynomials, say, P , does not depend on one of variables,
say, v. Then write Q = (u2 − i)v2 + (2ju)v + (iu2 − 1). Both u2 − i and 2ju must be left-divisible
by P 6= const, a contradiction by taking u = 0.
It remains to consider the case when P,R ∈ H11. Since
|P |2|R|2 = |Q|2 = (u2 +
√
2u+ 1)(u2 −
√
2u+ 1)(v2 +
√
2v + 1)(v2 −
√
2v + 1)
and R[u, v] is a unique factorization domain it follows that |P |2 is product of two quadratic factors.
By Splitting Lemma 1.7 the polynomial P is reducible in H[u, v]. The left factor in a decomposition
of P ∈ H11 is a left divisor of Q and does not depend on one of the variables, which leads to the
first case already considered above. In both cases we get a contradiction which proves that Q is
irreducible.
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Conjecture 4.2. Polynomials X1, . . . , X6 ∈ R[u] satisfy X21 + · · ·+X25 = X26 if and only if for some
A,B ∈ H[u], D ∈ R[u] we have
X1 + iX2 + jX3 + kX4 = 2ABD, X5 = (|B|2 − |A|2)D, X6 = (|B|2 + |A|2)D.
It is interesting, if Splitting Lemma 1.7 remains true for polynomials in more than 2 variables.
It is interesting to obtain octonion counterparts of the results of this section. In particular, this
could help to find all surfaces in Rn containing two circles through each point for n > 4.
Let us give some final remarks. Simple formula (1) produces surfaces inR4 containing two circles
through each point. However, it does not give all such surfaces in R4 and is not convenient to produce
such surfaces in R3. Thus we suggest the following alternative approach to surface construction.
The (top-left) quasideterminant of a 3× 3 matrix M = (Mij) with the entries from H[u, v] is the
following expression [8]:
|M |11 := M11 −M12(M22 −M23M−133 M32)−1M21 −M12(M32 −M33M−123 M22)−1M31−
M13(M23 −M22M−132 M33)−1M21 −M13(M33 −M32M−122 M23)−1M31.
If M22 is linear in u, M33 is linear in v, and all the other entries Mij are generic constants then by
the homological relations [8, Theorem 1.4.2(i)] the quasideterminant is fraction-linear in each of the
variables u and v. Thus |M |11(u, v) is a surface in R4 containing 2 circles through each point (by
Lemma 2.7 above). If the matrix M is skew-hermitian then the surface actually lies in R3.
Similarly, if M11 = M12 = M21 = 0, M31 is a constant, M13, M32, M33 are linear in u, M22, M23
are linear in v then |M |11(u, v) is again a surface in R4 containing 2 circles through each point.
It is interesting, if there is a natural class of matrices with the entries from H[u, v] such that all
surfaces containing 2 noncospheric circles through each point arise as the quasideterminants.
Acknowledgements
The authors are grateful to N. Lubbes for the movie in Figure 1 and many useful remarks, to L. Shi for
the photo in Figure 1, to A. Pakharev for pointing out that numerous surfaces we tried to invent have
form (1), and to S. Galkin, S. Ivanov, W. Ku¨hnel, N. Lubbes, S. Orevkov, R. Pignatelli, F. Polizzi,
H. Pottmann, G. Robinson, J. Schicho, K. Shramov, V. Timorin, M. Verbitsky, S. Zube˙ for useful
discussions. The first author is grateful to King Abdullah University of Science and Technology for
hosting him during the start of the work over the paper.
References
[1] R. Beauregard, When is F[x,y] a unique factorization domain?, Proc. Amer. Math. Soc. 117:1
(1993), 67–70.
[2] A. Beauville, Complex algebraic surfaces, London Math. Soc. Student Texts 34, 2nd edition,
Cambridge Univ. Press, 1996, 132p.
[3] R. Blum, Circles on surfaces in the Euclidean 3-space, Lect. Notes Math. 792 (1980), 213–221.
[4] H. Brauner, Die windschiefen Kegelschnittfla¨schen, Math. Ann. 183 (1969), 33–44.
[5] J.L. Coolidge, A treatise on the circle and sphere, Oxford, the Clarendon Press, 1916, 603 pp.
[6] W. Degen, Die zweifachen Blutelschen Kegelschnittfla¨chen, Manuscr. Math. 55:1 (1986), 9–38.
[7] R. Dietz, J. Hoschek, B. Juettler: An algebraic approach to curves and surfaces on the sphere and
on other quadrics, Computer Aided Geometric Design 10 (1993), 211-229.
[8] I. Gelfand, S. Gelfand, V. Retakh, and R.L. Wilson, Quasideterminants, Adv. Math 193 (2005)
56–141.
14
[9] Graziano Gentili, Caterina Stoppato, Daniele C. Struppa, Regular Functions of a Quaternionic
Variable, Springer Monographs in Math. 2013
[10] B. Gordon, T. S. Motzkin, On the zeros of polynomials over division rings, Trans. Amer. Math.
Soc. 116 (1965), 218-226.
[11] T. Ivey, Surfaces with orthogonal families of circles, Proc. Amer. Math. Soc. 123:3 (1995),
865–872.
[12] K. Kataoka, N. Takeuchi, A system of fifth-order partial differential equations describing a sur-
face which contains many circles, Bulletin des Sciences Mathe´matiques 137:3 (2013), 325–360.
[13] J. Kolla´r, Rational curves on algebraic varieties, Springer-Verlag, Berlin–Heidelberg, 1996.
[14] R. Krasauskas, S. Zube˙, S. Cacciola, Bilinear Clifford-Be´zier Patches on Isotropic Cyclides, In:
Mathematical Methods for Curves and Surfaces, Lect. Notes Comput. Sc. 8177 (2014), 283–303.
[15] R. Krasauskas, S. Zube˙, Rational Be´zier formulas with quaternion and Clifford algebra weights
in: Tor Dokken, Georg Muntingh (eds.), SAGA – Advances in ShApes, Geometry, and Algebra,
Geometry and Computing, vol. 10, Springer, 2014, pp. 147–166.
[16] Lavicka, Roman; O’Farrell, Anthony G. and Short, Ian. Reversible maps in the group of quater-
nionic Moebius transformations. Math. Proc. Cambridge Philos. Soc., 143:1 (2007), 57–69.
Available online: http://oro.open.ac.uk/22456/1/Quaternions.pdf
[17] N. Lubbes, Minimal families of curves on surfaces, J. Symbolic Comput. 65 (2014), 29–48;
http://arxiv.org/abs/1302.6687
[18] N. Lubbes, Families of circles on surfaces, Contrib. Alg. Geom., to appear; http://arxiv.
org/abs/1302.6710.
[19] N. Lubbes, Translations of circles in Euclidean and elliptic space, preprint http://arxiv.
org/abs/1306.1917.
[20] F. Nilov, M. Skopenkov, A surface containing a line and a circle through each point is a quadric,
Geom. Dedicata 163:1 (2013), 301-310; http://arxiv.org/abs/1110.2338
[21] Oystein Ore, Theory of non-commutative polynomials, Annals of Math. (II) 34, 1933, 480-508.
[22] H. Pottmann, L. Shi, M. Skopenkov, Darboux cyclides and webs from circles, Com-
put. Aided Geom. D. 29:1 (2012), 77–97; http://arxiv.org/abs/1106.1354
[23] J. Schicho, The multiple conical surfaces, Contrib. Algeb. Geom. 42:1 (2001), 71–87.
[24] Shafarevich, I. R.: Algebraic geometry. Volume 1. Springer 1974.
[25] Takeuchi, N., 2000. Cyclides. Hokkaido Math. J. 29, 119–148.
[26] V. A. Timorin, Diffeomorphisms taking lines to circles, and quaternionic Hopf fibrations, Funct.
Analysis Appl. 40:2 (2006), 108-116.
[27] Zariski, O.: Algebraic surfaces. Springer, 2nd ed. 1971.
MIKHAIL SKOPENKOV
FACULTY OF MATHEMATICS, NATIONAL RESEARCH UNIVERSITY HIGHER SCHOOL OF ECONOMICS, AND
INSTITUTE FOR INFORMATION TRANSMISSION PROBLEMS, RUSSIAN ACADEMY OF SCIENCES
skopenkov@rambler.ru http://skopenkov.ru
RIMVYDAS KRASAUSKAS
FACULTY OF MATHEMATICS AND INFORMATICS, VILNIUS UNIVERSITY
rimvydas.krasauskas@mif.vu.lt
15
