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Abstract
In this dissertation we introduce the realized two-step variation of stochastic processes and develop
its asymptotic theory for processes based on fractional Brownian motion and on more general
Gaussian processes with stationary increments. The realized two-step variation is analogous to
the realized 1, 1-order bipower variation introduced by Barndorff-Nielsen and Shephard [8] but
mathematically is simpler to deal with. The powerful techniques of Wiener/Itoˆ/Malliavin calculus
for establishing limit laws play a key rule in our proofs. We include some stochastic simulations
as an illustration of our theory. As a result of our study, we provide test statistics for testing for
jumps in high frequency data and establish their consistency and asymptotic normality under the
null hypothesis that there are no jumps. Testing for jumps from high frequency data has important
applications in Financial Mathematics.
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Chapter 1
Introduction
Power variation or more recent bipower variation have been developed as powerful tools in Finan-
cial Mathematics. They have important application in asset pricing, portfolio allocation and risk
management. They provide a nonparametric approach to estimate the integrated volatility which,
in turn, is needed for measuring risk and pricing variance and volatility swaps. Power and bipower
variations together can also be used for testing jumps in high frequency data, which is the main
subject of this dissertation.
Suppose that a stochastic process Zt, t ≥ 0, is observed at discrete times 0, δ, 2δ, 3δ, · · · , where
δ > 0 is fixed. When δ is small enough, such set of observations is called high frequency data. For
any r > 0, the r-th realized power variation is defined as a normalization of
[t/δ]∑
i=1
|Ziδ − Z(i−1)δ |r.
For any p, q > 0, the p, q-order realized bipower variation is defined as a normalization of
[t/δ]∑
i=1
|Ziδ − Z(i−1)δ |p|Z(i+1)δ − Ziδ|q.
The limit (in probability) as δ → 0 of the r-th realized power variation (p, q-order realized bipower
variation) is called the r-th power variation (p, q-order bipower variation, respectively). The nor-
malization of power and bipower variations depends on the class of processes we consider, see
Definition 2.1 and 2.2 on page 5, Definition 3.1 and 3.2 on page 40, Definition 4.1 on page 73, and
Definition 5.1 on page 130.
It is well-known that quadratic variation (p = 2) of a semimartingale exists. However, if the
semimartingale process has jumps, then its quadratic variation contains not only the integrated
volatility but also a jump part. That means that one can not use the quadratic variation to
estimate the integrated volatility. To deal with this problem, the concept of bipower variation
in the presence of a finite activity jump was introduced by Barndorff-Nielsen and Shephard [8]
and applied to testing jumps from high frequency data [11]. They showed that bipower variation
provides model free approach to estimate the integrated volatility, consistently also in the presence
of jumps. In addition, the quadratic variation and bipower variation can be used to construct
test statistics for testing jumps from high frequency data [11]. For the related work on bipower,
and more generally multipower variation see [7], [9],[10], [12], [47], [48], [49], [50]. A complete and
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comprehensive theory of bipower variation based on Brownian semimartingales is given in [4] (also
see [5] and [31]). Extensions of this theory to Le´vy processes and Itoˆ semimartingales have been
obtained by Jacod [27](cf. also [10]), and their applications to finance are discussed in [29] and [46].
In this dissertation we consider processes based on fractional Brownian motions, which are not
semimartingales. From a modeling point of view this means a possibility of a long range dependence
in the observed data. Many statistical analysis of financial and temperature data have shown the
long-range dependence (see the references in Shiryaev [43]) and fractional Brownian motion presents
a natural way of modeling such dependence. To analyze such models, we introduce the concept
of the two-step variation, which is analogous to 1, 1-order bipower variation but mathematically
simpler to deal with. The realized two-step variation has no absolute value signs of 1,1-order bipower
variation, i.e.
[t/δ]∑
i=1
(Ziδ − Z(i−1)δ)(Z(i+1)δ − Ziδ).
The limit (in probability) as δ → 0 of the realized two-step variation, appropriately normalized,
is called the two-step variation. The normalization of two-step variation depends on the class of
processes we consider, see Definition 4.2 on page 73 and Definition 5.2 on page 131. Using two-step
variation, we generalize the Barndorff-Nielsen and Shephard’s theory from [11] to the fractional
Brownian motion case. Specifically, we assume that observed process Zt has following form.
Zt = αt +
∫ t
0
us dB
H
s +
Nt∑
j=1
Cj , (1.1)
where {αt, t ≥ 0} is a continuous finite variation process, {BHt , t ≥ 0} is a fractional Brownian
motion with Hurst parameter H ∈ (0, 1) and {ut, t ≥ 0} is a stochastic process for which the above
integral is well defined. Here, {Nt, t ≥ 0} is a simple counting process and {Cj , j = 1, 2, · · · } is
a collection of non-zero bounded random variables. When H = 12 , B
H
t is a standard Brownian
motion and the model is studied by Barndorff-Nielsen and Shephard in [11].
For example, in the simplest form, αt = 0, ut = 1, {Nt, t ≥ 0} is a Poisson process and
{Cj , j = 1, 2, · · · } are i.i.d normal random variables. Then (1.1) becomes
Zt = B
H
t +
Nt∑
j=1
Cj . (1.2)
Figure (1.1) on next page shows sample paths of BHt for H = 0.55, Nt and Zt over time interval
[0, 1].
The bipower variations for stochastic integrals driven by Gaussian processes with stationary
increments, have been studied in the recent work of Barndorff-Nielsen, Corcuera, Podolskij, and
Woerner [3]. The techniques they use are very powerful recent results developed in the context
of Wiener/Itoˆ/Malliavin calculus, especially by Nualart and coauthors, see [35], [34] and [37](cf.
also [32]). Our work applies similar techniques but, apart from the fact that [3] studies bipower
variations and we study the two-step variation, we make additional contributions as follows.
(i) We find the p, q-order bipower variation of Zt in form of (1.1) in different setting of ut by
using Ergodic Theorem, which is also different from [3].
(ii) For purpose of testing jumps, we not only prove the convergence in law of the realized two-step
2
Figure 1.1: Simulated the path of Zt = B
H
t +
∑Nt
j=1Cj.
3
variation of the stochastic integral driven by fractional Brownian motion, but also construct
the test statistic for null hypothesis of continuity of Zt in (1.1).
(iii) It is simpler to treat mathematically two-step variation than a bipower variation. The reason
is that without the absolute value sign, each component of the sum of a realized two-step
variation is the product of two first order Hermite polynomial functions. That leads to
mathematically simpler theory for estimation of the integrated volatility.
(iv) We believe that this dissertation will be very helpful to understand how the Wiener/Itoˆ
Malliavin calculus could be used to prove the central limit theorem in a nonstandard setting.
The structure of this dissertation is as follows. To better understand the mathematics of
Barndorff-Nielsen and Shephard’s theory [11], we present their theory in chapter 2. We check
their results carefully, complete their proofs in detail and use different methods to prove some of
their results. For example, to prove their main result, the asymptotic normality of test statistics,
we use different technique, the central limit theorem for m-dependent random variables.
In chapter 3, first, we give the background of a fractional Brownian motion and introduce
stochastic integral driven by a fractional Brownian motion. Second, we establish the existence of
the bipower variation for stochastic integrals driven by fractional Brownian motions, see Theorem
3.13. We achieve that by an application of the Ergodic Theorem. Finally, we characterize the
bipower variation for stochastic processes of the form (1.1).
Two-step variation for stochastic processes of the form (1.1) is defined in chapter 4, see Definition
4.2. In this chapter, our goal is to obtain the convergence in law for realized two-step variations
of the continuous part of (1.1). To this end, we start with some background material on multiple
stochastic integrals with respect to Gaussian processes. The main tool we use is the multivariate
central limit theorem, developed by Peccati and Tudor [37], in the context of Wiener/Itoˆ/Malliavin
calculus. By using this central limit theorem and technique of multiple stochastic integrals, we
obtain the convergence in law for realized two-step variations of the fractional Brownian motion
BHt , see Theorem 4.10. Then we extend it to integral processes of
∫ t
0 us dB
H
s (see Theorem 4.13)
and integral processes with drift term αt. Further, combining realized two-step variation with
realized quadratic variation, we construct two test statistics in Theorem 4.19 for null hypothesis
of continuity in (1.1) from the high frequency data. Finally, simulations of fractional Brownian
motion and verifying above central limit theorem for a fractional Brownian motion by QQ-plot are
also given in this chapter.
In chapter 5, we consider stochastic processes which have same form as in (1.1), except that frac-
tional Brownian motion is replaced by a more general Gaussian process with stationary increments.
The definition of two-step variation is given in Definition 5.2. By applying similar arguments, we
generalize convergence in law of realized two-step variation of chapter 4 to this case and use realized
two-step variation and realized quadratic variation to construct two test statistics in Theorem 5.12
for testing jumps from the high frequency data.
In chapter 6, we give a summary and conclusion of our research, as well as we mention future
research directions.
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Chapter 2
Barndorff-Nielsen and Shephard’s
Theory
2.1 Introduction of Barndorff-Nielsen and Shephard’s Theory
Barndorff-Nielsen and Shephard study the following stochastic process.
Zt = αt +
∫ t
0
usdBs +
Nt∑
j=1
Cj (2.1.1)
where α = {αt, t ≥ 0} is in the set of all continuous finite variation processes (FV c), u = {ut, t ≥ 0}
is ca`dla`g and predictable, B = {Bt, t ≥ 0} is a standard Brownian motion, {Nt, t ≥ 0} is a simple
counting process and Nt < ∞ for all t < ∞, {Cj , j = 1, 2, · · · } are non-zero bounded random
variables.
Assume that ut > 0. We can consider
∫ t
0 us dBs as the stochastic volatility in financial mathe-
matics.
Definition 2.1. The realized r-th power variation is defined as
PV (Z; r)δt = δ
1− r
2
[t/δ]∑
j=1
|∆δjZ|r
where δ is fixed and positive and ∆δjZ = Zjδ − Z(j−1)δ. Then the r-th power variation process can
be defined, when it exists, as
PV (Z; r)t = P− lim
δ↓0
PV (Z; r)δt .
When r = 2, PV (Z; r)δt is the realized quadratic variation process which is denoted by QV (Z)
δ
t
and PV (Z; 2)t is the quadratic variation process which is denoted by QV (Z)t.
Definition 2.2. (Barndorff-Nielsen and Shephard) The realized p, q-order bipower variation is
defined as
BV (Z; p, q)δt = δ
1− p+q
2
[t/δ]−1∑
j=1
|∆δjZ|p|∆δj+1Z|q
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where δ is fixed and positive and ∆δjZ = Zjδ−Z(j−1)δ. Then the p, q-order bipower variation process
is defined, when it exists, as
BV (Z; p, q)t = P− lim
δ↓0
BV (Z; p, q)δt .
It is easy to see that
QV (Z)t =
∫ t
0
u2s ds+
Nt∑
j=1
C2j . (2.1.2)
Barndorff-Nielsen and Shephard ([11]) show that the 1, 1-order bipower variation process pro-
vides a model free approach to estimate the squared integrated volatility consistently, also in the
presence of jumps. Namely, if Z has the form of (2.1.1) then
µ−21 BV (Z; 1, 1)t =
∫ t
0
u2s ds
where µ1 = E|U |, U ∼ N(0, 1), which means that
QV (Z)t − µ−21 BV (Z; 1, 1)t =
Nt∑
j=1
C2j .
So to test for jumps it is asking if QV (Z)t − µ−21 BV (Z; 1, 1)t is statistically significantly bigger
than 0.
Then they build the linear and ratio jump test statistics for tests of the null of jumps in (2.1.1).
δ−
1
2 (QV (Z)δt − µ−21 BV (Z; 1, 1)δt )√
ϑ
∫ t
0 u
4
s ds
L−→ N(0, 1) (2.1.3)
and
δ−
1
2 (
µ−21 BV (Z;1,1)
δ
t
QV (Z)δt
− 1)√
ϑ
∫ t
0
u4s ds
(
∫ t
0 u
2
s ds)
2
L−→ N(0, 1). (2.1.4)
where ϑ = π
2
4 + π − 5 ≃ 0.6090.
In the following sections, we check their results carefully, complete their proofs in detail and use
different methods to prove some of their results. The existence of bipower variation of stochastic
volatility with respect to Brownian motion is obtained in next section. Then the result is extended
to stochastic volatility plus drift term in section 2.3 and to the stochastic processes of the form
(2.1.1) in section 2.4. Finally, the central limit theorems of linear and ratio jump test statistics are
given in section 2.5.
2.2 Bipower Variation of the Stochastic Volatility
Let
Zt =
∫ t
0
us dBs,
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where B is a standard Brownian motion. u > 0, u is predictable and independent of B and ca`dla`g.
Then the main theorem is the following.
Theorem 2.3. Under above conditions, for any p > 0, q > 0,
BV (Z; p, q)t = µpµq
∫ t
0
up+qs ds
where µr = E|U |r for any r ≥ 0 and U ∼ N(0, 1).
Proof: Assume t/δ = M ∈ Z+ ∪ {0} and us = us(ω1) is defined in (Ω1,F1,P1), Bs =
Bs(ω2) is defined in (Ω2,F2,P2) and Ω = (Ω1 × Ω2,F1 ×F2,P1 × P2)
Then
Zt(ω1, ω2) =
∫ t
0
us(ω1) dBs(ω2).
Fix ω1, us(ω1) is deterministic and
Zt(ω1, ω2) = Zt(ω2) =
∫ t
0
us dBs(ω2).
Claim(0): If for every fixed ω1,
{BV (Z; p, q)δt (ω2) P2−→ µpµq
∫ t
0
up+qs dBs(ω2), (2.2.5)
then
BV (Z; p, q)δt (ω1, ω2)
P1×P2−−−−→ µpµq
∫ t
0
ur+ss (ω1) dBs(ω2).
Proof of claim(0). Let’s consider a general case. Assume X1 and X2 are random variables and
µ1 and µ2 are distributions. X1 is defined in (Ω1,F1, µ1). X2 is defined in (Ω2,F2, µ2). For any
C ∈ F1 ×F2, we denote
Cx1 = {x2 : (x1, x2) ∈ C}.
Then by Fubini Theorem,
(µ1 × µ2)(C) =
∫∫
Ω
1C(x1, x2)µ1 × µ2 (dx1, dx2)
=
∫
Ω1
(∫
Ω2
1C(x1, x2)µ2(dx2)
)
µ1(dx1)
=
∫
Ω1
µ2(C
x1)µ1(dx1).
From the above fact, it is easy to see that
P1 × P2
{∣∣∣∣BV (Z; p, q)δt (ω1, ω2)− µpµq ∫ t
0
up+qs (ω1) dBs(ω2)
∣∣∣∣ > ε}
=
∫
Ω1
P2
{∣∣∣∣BV (Z; p, q)δt (ω2)− µpµq ∫ t
0
up+qs dBs(ω2)
∣∣∣∣ > ε}P1(dω1)→ 0.
Then claim (0) can be proved.
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From claim(0), it is enough to prove (2.2.5) in order to prove the theorem. It means that one
can consider ut(ω1) as ut for fixed ω1, a deterministic function of t. For convenience, we use P to
take place of P2 in the remaining of this chapter.
Denote
σj =
(∫ jδ
(j−1)δ
u2s ds
) 1
2
and
σ
(p+q)∗
t =
∫ t
0
up+qs ds.
Let U1, · · ·UM be independent copies of standard normal random variable U . Note that∣∣∣∣∣∣δ1− p+q2
M−1∑
j=1
σpjσ
q
j+1|Uj |p|Uj+1|q − µpµqσ(p+q)∗t
∣∣∣∣∣∣
=
∣∣∣∣∣δ1− p+q2
M−1∑
j=1
σpjσ
q
j+1(|Uj |p|Uj+1|q − µpµq) + µpµqδ1−
p+q
2
M−1∑
j=1
σpjσ
q
j+1 −
M∑
j=1
σp+qj

+µpµq
δ1− p+q2 M∑
j=1
σp+qj − σ(p+q)∗t
∣∣∣∣∣
=
∣∣∣∣∣∣δ1− p+q2
M−1∑
j=1
σpjσ
q
j+1(|Uj |p|Uj+1|q − µpµq)
∣∣∣∣∣∣+ µpµq
∣∣∣∣∣∣δ1− p+q2
M−1∑
j=1
σpjσ
q
j+1 −
M∑
j=1
σp+qj
∣∣∣∣∣∣
+µpµq
∣∣∣∣∣∣
δ1− p+q2 M∑
j=1
σp+qj − σ(p+q)∗t
∣∣∣∣∣∣ .
So to prove the theorem, it suffices to show the following Claims.
Claim(1)
δ1−
p+q
2
M∑
j=1
σp+qj → σ(p+q)∗t as δ → 0.
Claim(2)
BV (Z; p, q)δt
d
= δ1−
p+q
2
M−1∑
j=1
σpjσ
q
j+1|Uj |p|Uj+1|q.
Claim(3)
δ1−
p+q
2
M−1∑
j=1
σpjσ
q
j+1(|Uj |p|Uj+1|q − µpµq)
P−→ 0 as δ → 0.
Claim(4)
δ1−
p+q
2
M−1∑
j=1
σpjσ
q
j+1 −
M∑
j=1
σp+qj
→ 0 as δ → 0.
First let’s prove Claim(1).
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By Theorem A7 in Appendix A, us is Riemann integrable on [0, t]. By Theorem A3 in Appendix
A, u2s is also Riemann integrable on [0, t]. So u
2
s is pathwise locally bounded. Then we have that
for every j = 1, · · · ,M , there exists a constant θj such that
inf
(j−1)δ≤s≤jδ
u2s ≤ θj ≤ sup
(j−1)δ≤s≤jδ
u2s,
and
σ2j = θjδ, (2.2.6)
and using this and the Riemann integrability of up+qt by Theorem A3 in Appendix A, we obtain
δ1−
p+q
2
M∑
j=1
σp+qj =
M∑
j=1
(
σ2j
δ
) p+q
2
δ
=
M∑
j=1
θ
p+q
2
j δ
→
∫ t
0
up+qs ds = σ
(p+q)∗
t .
Next we will show Claim(2).
Let
X = (∆δ1Z,∆
δ
2Z, · · · ,∆δMZ)
and
Y = (σ1µ1, · · · , σMµM ).
We know the fact that if X,Y : Ω → Rd and X d= Y , then f(X) d= f(Y ) for any borel function
f : Rd → Rk.
We know that for any Lebesgue integrable deterministic function g,∫ b
a
g(t) dBt ∼ N
(
0,
∫ b
a
g(t)2 dt
)
.
So assume ut is deterministic, then
∆δjZ ∼ N
(
0,
∫ jδ
(j−1)δ
u2s ds
)
= N(0, σ2j ).
So ∆δjZ
d
= σjUj . Thus X
d
= Y . Let
f(v1, · · · , vM ) = δ1−
p+q
2
M−1∑
j=1
|vj |p|vj+1|q.
We obtain the Claim(2).
The proof of Claim(3) is as follows.
Since
E(|Uj |p|Uj+1|q) = E(|Uj |p)E(|Uj+1|q) = µpµq,
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Eδ1− p+q2 M−1∑
j=1
σpjσ
q
j+1(|Uj |p|Uj+1|q − µpµq)
 = 0. (2.2.7)
Then
E
δ1− p+q2 M−1∑
j=1
σpjσ
q
j+1(|Uj |p|Uj+1|q − µpµq)
2
= V ar
δ1− p+q2 M−1∑
j=1
σpjσ
q
j+1(|Uj |p|Uj+1|q − µpµq)

+
E
δ1− p+q2 M−1∑
j=1
σpjσ
q
j+1(|Uj |p|Uj+1|q − µpµq)
2
= V ar
δ1− p+q2 M−1∑
j=1
σpjσ
q
j+1(|Uj |p|Uj+1|q − µpµq)
+ 0 (by (2.2.7))
= δ2−(p+q)V ar
M−1∑
j=1
σpjσ
q
j+1(|Uj |p|Uj+1|q

= δ2−(p+q)
{
M−1∑
j=1
V ar(σpjσ
q
j+1(|Uj |p|Uj+1|q)
+2
∑
j<k
cov[|σjUj |p|σj+1Uj+1|q, |σkUk|p|σk+1Uk+1|q]
}
= δ2−(p+q){I1 + I2}.
Note that
I1 =
M−1∑
j=1
[(
E(σpjσ
q
j+1(|Uj |p|Uj+1|q))2
)
−
(
E(σpjσ
q
j+1(|Uj |p|Uj+1|q
)2]
=
M−1∑
j=1
(σ2pj σ
2q
j+1µ2pµ2q − σ2pj σ2qj+1µ2pµ2q)
= (µ2pµ2q − µ2pµ2q)
M−1∑
j=1
σ2pj σ
2q
j+1
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and
I2 = 2
M−2∑
j=1
cov[|σjUj |p|σj+1Uj+1|q, |σj+1Uj+1|p|σj+2Uj+2|q]
= 2
M−2∑
j=1
[σpjσ
p+q
j+1σ
q
j+2E(U
p
j U
p+q
j+1U
q
j+2)− (σpjσqj+1µpµq)(σpj+1σqj+2µpµq)]
= 2
M−2∑
j=1
[σpjσ
p+q
j+1σ
q
j+2µpµqµp+q − σpjσp+qj+1σqj+2µ2pµ2q]
= 2(µpµqµp+q − µ2pµ2q)
M−2∑
j=1
σpjσ
p+q
j+1σ
q
j+2.
So
E
∣∣∣∣∣∣δ1− p+q2
M−1∑
j=1
σpjσ
q
j+1(|Uj |p|Uj+1|q − µpµq)
∣∣∣∣∣∣
2
= δ2−(p+q)
(µ2pµ2q − µ2pµ2q)M−1∑
j=1
σ2pj σ
2q
j+1 + 2(µpµqµp+q − µ2pµ2q)
M−2∑
j=1
σpjσ
p+q
j+1σ
q
j+2
 . (2.2.8)
By (2.2.6),
σpj =
(∫ jδ
(j−1)δ
u2s ds
) p
2
= θ
p
2
j δ
p
2
and
σqj = θ
q
2
j δ
q
2 and σp+qj = θ
p+q
2
j δ
p+q
2
Then
σ2pj σ
2q
j+1 = θ
p
j θ
q
j+1δ
p+q
and
σpjσ
p+q
j+1σ
q
j+2 = θ
p
2
j θ
p+q
2
j+1θ
q
2
j+2δ
p
2
+ p+q
2
+ q
2
= θ
p
2
j θ
p+q
2
j+1θ
q
2
j+2δ
p+q.
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Then
δ2−(p+q)
M−1∑
j=1
σ2pj σ
2q
j+1 = δ
2
M−1∑
j=1
θpjθ
q
j+1
≤ δ2
M−1∑
j=1
θ2pj + θ
2q
j+1
2
=
δ
2
M−1∑
j=1
(θ2pj + θ
2q
j+1)δ
≤ δ
2
M∑
j=1
θ2pj δ +
M∑
j=1
θ2qj δ → 0 as δ ↓ 0.
The last step holds because
M∑
j=1
θ2pj δ →
∫ t
0
u4ps ds, and
M∑
j=1
θ2qj δ →
∫ t
0
u4qs ds
and by Theorem A3 in Appendix A∫ t
0
u4ps ds <∞ and
∫ t
0
u4qs ds <∞.
Similarly,
δ2−(p+q)
M−2∑
j=1
σpjσ
p+q
j+1σ
q
j+2 = δ
2
M−2∑
j=1
θ
p
2
j θ
p+q
2
j+1θ
q
2
j+2
≤ δ2
M−2∑
j=1
θpj θ
q
j+2 + θ
p+q
j+1
2
≤ δ2
M−2∑
j=1
(
θ2pj + θ
2q
j+2
4
+
θp+qj+1
2
)
=
δ
4
M−2∑
j=1
(θ2pj + θ
2q
j+2)δ +
δ
2
M−2∑
j=1
θp+qj+1δ
≤ δ
4
 M∑
j=1
θ2pj δ +
M∑
j=1
θ2qj δ
 + δ
2
M∑
j=1
θp+qj δ → 0 as δ ↓ 0.
From (2.2.8),
E
∣∣∣∣∣∣δ1− p+q2
M−1∑
j=1
σpjσ
q
j+1(|Uj |p|Uj+1|q − µpµq)
∣∣∣∣∣∣
2
→ 0, as δ ↓ 0. (2.2.9)
Combined (2.2.7) and (2.2.9), Claim(3) holds.
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Next we will show Claim(4).
By Theorem A8 in Appendix A and (2.2.6), ∀ε′ > 0, ∃nε′ > 0 and δε′ > 0 such that for every
δ ∈ (0, δε′), ∣∣∣∣1δ σ2i+1 − 1δ σ2i
∣∣∣∣ < ε′ i. e. |θj+1 − θj| < ε′ (2.2.10)
for at least M − nε′ values of i.
Denote
G =
{
i :
∣∣∣∣1δ σ2i+1 − 1δ σ2i
∣∣∣∣ < ε′}
and
B = {1, · · · ,M}\G.
So Card(B) ≤ nε′ . Meanwhile, we know that
θj ≤ max
i
θi = A <∞, j = 1, · · · ,M
where A is a positive constant. Let g(x) = x
q
2 , x ∈ [0, A], s ≥ 0. Then g(x) is uniformly continuous
on [0, A]. So ∀ε > 0, ∃ζ > 0 such that if |x− y| < ζ, then
|g(x)− g(y)| < ε.
So we choose ε′ = ζ, by (2.2.10) ∃nζ > 0 and δζ > 0 such that |θj+1 − θj| < ζ. Then
|θpj+1 − θpj | < ε.
So, by (2.2.6), we have
δ1−
p+q
2
M−1∑
j=1
σpjσ
q
j+1 −
M∑
j=1
σp+qj

= δ
M−1∑
j=1
θ
p
2
j θ
q
2
j+1 −
M∑
j=1
θ
p+q
2
j

= δ
M−1∑
j=1
θ
p
2
j (θ
q
2
j+1 − θ
q
2
j )− δθ
p+q
2
M
= δ
∑
j∈G
θ
p
2
j (θ
q
2
j+1 − θ
q
2
j ) + δ
∑
j∈B
θ
p
2
j (θ
q
2
j+1 − θ
q
2
j )− δθ
p+q
2
M
< ε
∑
j∈G
θ
p
2
j δ + δCard(B)2A
p+q
2 + δA
p+q
2
< ε
∫ t
0
σp(s) ds+ δnζ2A
p+q
2 + δA
p+q
2
= εC1 + δC2(A, ε).
First, let δ ↓ 0, δC2(A, ε)→ 0. Then let ε→ 0, εC1 → 0.
13
Thus,
δ1−
p+q
2
M−1∑
j=1
σpjσ
q
j+1 −
M∑
j=1
σp+qj
→ 0.
Therefore, we finish the proof of Theorem 2.3. 2
2.3 Bipower Variation of the Stochastic Volatility with Drift Term
Let
Z
(0)
t =
∫ t
0
us dBs
and
Zt = αt + Z
(0)
t
where α ∈ FV c, u is ca`dla`g, predictable and positive, B is a standard Brownian motion.
Theorem 2.4. Suppose the following conditions are satisfied.
(a) ut is bounded away from 0.
(b) α satisfies, (pathwise) as δ ↓ 0,
δ−1 max
1≤j≤[t/δ]
|αjδ − α(j−1)δ | = OP(1).
(c) The joint process (α, u) is independent of the Brownian motion B.
Then
BV (Z; 1, 1)t = µ
2
1
∫ t
0
u2s ds.
To prove this theorem some lemmas, corollaries and propositions are needed. Define
hp(x; ρ) = |ρδ 12 + x|p − |x|p.
Lemma 2.5. (Barndorff-Nielsen and Shephard ([7])) For any p > 0 and ρ a non zero real constant.
Let U be a standard normal random variable.Then
E{hp(U ; ρ)} = O(δ),
E{|U |php(U ; ρ)} = O(δ
1+1∧p
2 ),
E{h2p(U ; ρ)} = O(δ
1+1∧p
2 ),
and
V ar{hp(U ; ρ)} = O(δ
1+1∧p
2 ).
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Proof: Let ϕ(x) = 1√
2π
e−
x2
2 . Then we have that
E{|ρδ 12 + U |p} =
∫ ∞
−∞
|ρδ 12 + x|pϕ(x) dx
=
∫ ∞
−∞
|y|pϕ(y − ρδ 12 ) dy
=
∫ ∞
−∞
|y|p 1√
2π
e−
(y−ρδ
1
2 )2
2 dy
=
∫ ∞
−∞
|y|p 1√
2π
e−
y2−2yρδ
1
2 +ρ2δ
2 dy
=
(∫ ∞
−∞
|y|p 1√
2π
e−
y2
2 eyρδ
1
2 dy
)
e−
1
2
ρ2δ
=
(∫ ∞
−∞
|x|pϕ(x)eρδ
1
2 x dx
)
e−
1
2
ρ2δ.
We want to show(∫ ∞
−∞
|x|pϕ(x)eρδ
1
2 x dx
)
e−
1
2
ρ2δ =
∫ ∞
−∞
|x|pϕ(x)eρδ
1
2 x dx+O(δ). (2.3.11)
Consider ∣∣∣∣(∫ ∞−∞ |x|pϕ(x)eρδ
1
2 x dx
)
e−
1
2
ρ2δ −
∫ ∞
−∞
|x|pϕ(x)eρδ
1
2 x dx
∣∣∣∣
/
δ
=
∣∣∣∣∫ ∞−∞ |x|pϕ(x)eρδ
1
2 x dx(e−
1
2
ρ2δ − 1)
∣∣∣∣
/
δ
=
∫ ∞
−∞
|x|pϕ(x)eρδ
1
2 x dx
∣∣∣e− 12ρ2δ − 1∣∣∣
δ
.
Since
e−
1
2
ρ2δ − 1
δ
→ −ρ
2
2
e−
ρ2δ
2 → −ρ
2
2
as δ ↓ 0,
∃ a constant c such that when δ is small enough,∣∣∣e− 12ρ2δ − 1∣∣∣
δ
≤ c,
i.e. ∣∣∣e− 12ρ2δ − 1∣∣∣ ≤ cδ.
To show (2.3.11), it is enough to show
∫∞
−∞ |x|pϕ(x)eρδ
1
2 x dx is bounded when δ is small enough.
In fact it is true for any non zero r.
Let f(x) = |x|peρδ
1
2 xe−
x2
4 . It is easy to see that f(x) is a continuous function on R and
limx→±∞ f(x) = 0. Then ∃M such that |x| > M , |f(x)| ≤ 1. Note f(x) is bounded on [−M,M ].
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Then ∃M1, |f(x)| ≤ M1. So |f(x)| ≤ max{1,M1} on R. So ∃ a constant C < ∞ such that
|f(x)| ≤ C on R. Then ∫ ∞
−∞
|x|pϕ(x)eρδ
1
2 x dx
≤ C√
2π
∫ ∞
−∞
e−
x2
4 dx
=
C√
π
∫ ∞
−∞
e−
( x√
2
)2
2 d
x√
2
=
C√
π
√
2π
=
√
2C <∞.
Thus we prove the (2.3.11).
From (2.3.11), we deduce that
E{|ρδ 12 + U |p} =
∫ ∞
−∞
|x|pϕ(x)eρδ
1
2 x dx+O(δ)
= E{|U |p}+
∫ ∞
−∞
|x|pϕ(x)(eρδ
1
2 x − 1) dx +O(δ).
Then it yields that
E{hp(U ; ρ)} = E{|ρδ 12 + U |p} −E{|U |p}
=
∫ ∞
−∞
|x|pϕ(x)(eρδ
1
2 x − 1) dx+O(δ)
= δ
∫ ∞
−∞
ρ2x2|x|pϕ(x)e
ρδ
1
2 x − 1− ρδ 12x
(ρδ
1
2x)2
dx
+δ
1
2
∫ ∞
−∞
ρx|x|pϕ(x) dx+O(δ).
Let
g(x) =
ex − 1− x
x2
.
It is easy to see that g(x)→ 0 as x→ 0.
Now we want to show g(x) is an increasing function. Let’s consider g′(x). Denote that
g′(x) =
(ex − 1)x− 2(ex − 1− x)
x3
:=
h(x)
x3
.
Then
h′(x) = exx− ex + 1
and
h′′(x) = exx.
So h′′(x) > 0 when x > 0 and h′′(x) < 0 when x < 0. That means that h′(x) is increase on (0,∞)
and decreasing on (−∞, 0). Note that h′(0) = 0. So h′(x) ≥ 0. That means that h(x) is increasing
16
on real line. Also, h(0) = 0. So h(x) > 0 when x > 0 and h(x) < 0 when x < 0. Thus g′(x) ≥ 0
and g(x) is increasing.
Then g(ρδ
1
2x) is inceasing when ρ > 0 and g(ρδ
1
2x) is decreasing when ρ < 0. It is also easy to
see that
lim
x→±∞ e
−x2
4 g(ρδ
1
2x) = 0.
So ∃M <∞ such that if |x| > M , e−x
2
4 g(ρδ
1
2x) < 1.
When ρ > 0 and δ is small enough, we obtain the estimation∣∣∣∣∣∣
∫ ∞
−∞
ρ2x2|x|pϕ(x)e
ρδ
1
2 x − 1− ρδ 12x
(ρδ
1
2x)2
dx
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
∫ M
−∞
ρ2x2|x|pϕ(x)e
ρδ
1
2 x − 1− ρδ 12x
(ρδ
1
2x)2
dx
∣∣∣∣∣∣+
∣∣∣∣∣∣
∫ ∞
M
ρ2x2|x|pϕ(x)e
ρδ
1
2 x − 1− ρδ 12x
(ρδ
1
2x)2
dx
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
∫ M
−∞
ρ2x2|x|pϕ(x)e
ρδ
1
2M − 1− ρδ 12M
(ρδ
1
2M)2
dx
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫ ∞
M
ρ2x2|x|p 1√
2π
e−
x2
4 e−
x2
4
eρδ
1
2 x − 1− ρδ 12x
(ρδ
1
2x)2
dx
∣∣∣∣∣∣
≤ C1
∫ ∞
−∞
ρ2x2|x|pϕ(x) dx+ C2
∫ ∞
−∞
ρ2x2|x|p 1√
2π
e−
x2
4 (C1 and C2 are constants)
≤ C (C is a constant).
Similarly, when ρ < 0 and δ is small enough, the integration is also bounded by a constant.
And note that
∫∞
−∞ ρx|x|pϕ(x) dx is 0 because the integrand function is odd on R.
So
E{hp(U ; ρ)} ≤ O(δ) +O(δ) = O(δ).
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Let y = x+ 12ρδ
1
2 , using similar proof of (2.3.11), we have
E{|U |p|ρδ 12 + U |p} =
∫ ∞
−∞
|x|p|ρδ 12 + x|pϕ(x) dx
=
∫ ∞
−∞
|y − 1
2
ρδ
1
2 |p|y + 1
2
ρδ
1
2 |pϕ(y − 1
2
ρδ
1
2 ) dy
=
∫ ∞
−∞
|y2 − 1
4
ρ2δ|p 1√
2π
e−
y2−yρδ
1
2 + 14 ρ
2δ
2 dy
=
(∫ ∞
−∞
|y2 − 1
4
ρ2δ|pϕ(y)e 12ρδ
1
2 y dy
)
e−
1
8
ρ2δ
=
∫ ∞
−∞
|x2 − 1
4
ρ2δ|pϕ(x)e 12ρδ
1
2 x dx+O(δ)
=
∫ ∞
−∞
|x|2pϕ(x)e 12ρδ
1
2 x dx+O(δ)
+
∫ ∞
−∞
(|x2 − 1
4
ρ2δ|p − |x2|p)ϕ(x)e 12ρδ
1
2 x dx.
By (E1) in Appendix E, we find if δ is small enough, it holds that∣∣∣∣∫ ∞−∞(|x2 − 14ρ2δ|p − |x2|p)ϕ(x)e 12ρδ
1
2 x dx
∣∣∣∣
≤
∫
|x|> |ρ|δ
1
2
2
∣∣∣∣|x2 − 14ρ2δ|p − |x2|p
∣∣∣∣ϕ(x)e 12ρδ 12 x dx
+
∫
|x|≤ |ρ|δ
1
2
2
∣∣∣∣|x2 − 14ρ2δ|p − |x2|p
∣∣∣∣ϕ(x)e 12ρδ 12 x dx
= I +
∫
|x|≤ |ρ|δ
1
2
2
∣∣∣∣|x2 − 14ρ2δ|p − |x2|p
∣∣∣∣ϕ(x)e 12ρδ 12 x dx
≤ I + (1
4
ρ2δ)p
∫
|x|≤ |ρ|δ
1
2
2
1√
2π
e−
x2
2
+ 1
2
ρδ
1
2 x dx
≤ I + (1
4
ρ2δ)pe
ρ2
8
1√
2π
|ρ|δ 12
= I +O(δ
1
2
+p).
For p ≥ 1, using the similar proof of (2.3.11), (E2) in Appendix E yields
I ≤ p
4
ρ2δ
∫
|x|> ρδ
1
2
2
|x2|p−1ϕ(x)e 12ρδ
1
2 x dx = O(δ).
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While for 0 < p < 1, it follows from (E2) in Appendix E that
I ≤ p
4
ρ2δ
∫
|x|> ρδ
1
2
2
(x2 − 1
4
ρ2δ)p−1ϕ(x)e
1
2
ρδ
1
2 x dx
=
p
4
ρ2δ
∫
|x|> ρδ
1
2
2
(|x|+ 1
2
ρδ
1
2 )−(p−1)(|x| − 1
2
ρδ
1
2 )−(p−1)ϕ(x)e
1
2
ρδ
1
2 x dx
≤ p
4
ρ2δ
∫
|x|> ρδ
1
2
2
(|x| − 1
2
ρδ
1
2 )−(p−1)ϕ(x)e
1
2
ρδ
1
2 x dx
= O(δ
1+1∧p
2 ).
Overall, this gives that∫ ∞
−∞
(|x2 − 1
4
ρ2δ|p − |x2|p)ϕ(x)e 12ρδ
1
2 x dx = O(δ
1+1∧p
2 ).
From this we deduce that
E{|U |php(u; ρ)} = E{|U |p|ρδ 12 + U |p − |U |2p}
=
∫ ∞
−∞
|x|2pϕ(x)e 12ρδ
1
2 x dx−
∫ ∞
−∞
|x|2pϕ(x) dx +O(δ 1+1∧p2 )
=
∫ ∞
−∞
|x|2pϕ(x)
(
e
1
2
ρδ
1
2 x − 1
)
dx+O(δ
1+1∧p
2 )
= δ
∫ ∞
−∞
ρ2
4
x2|x|2pϕ(x)e
1
2
ρδ
1
2 − 1− 12ρδ
1
2x
(12ρδ
1
2x)2
dx+O(δ
1+1∧p
2 )
= O(δ) +O(δ
1+1∧p
2 )
= O(δ
1+1∧p
2 ).
Observe that
hp(x; ρ)
2 = (|ρδ 12 + x|p − |x|p)2
= |ρδ 12 + x|2p − 2|x|p|ρδ 12 + x|p + |x|2p
= |ρδ 12 + x|2p − |x|2p + 2|x|2p − 2|x|p|ρδ 12 + x|p
= |ρδ 12 + x|2p − |x|2p + 2|x|p(x|p − |ρδ 12 + x|p)
= h2p + 2|x|p(|x|p − |ρδ 12 + x|p).
Then
E{hp(U ; ρ)2} = E{h2p(U ; ρ)} + 2E{|U |p(|U |p − |ρδ
1
2 + U |p)}
= E{h2p(U ; ρ)} +O(δ
1+1∧p
2 )
= O(δ) +O(δ
1+1∧p
2 )
= O(δ
1+1∧p
2 ).
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Consequently, we have that
V ar{hp(U ; ρ)} = E{(hp(U ; ρ)2} − (E{hp(U ; ρ)})2
= O(δ
1+1∧p
2 ) +O(δ)O(δ)
= O(δ
1+1∧p
2 ) +O(δ2)
= O(δ
1+1∧p
2 ).
The proof of Lemma 2.5 is completed. 2
Assume that ρ1 and ρ2 are non zero real constants. Then define
hp,q(x, y; ρ1, ρ2) = |ρ1δ 12 + x|p|ρ2δ 12 + y|q − |u|p|y|q.
Lemma 2.6. Let U and V be independent standard normal variables. For any p, q > 0 and ρ1
and ρ2 real constants, it holds that
E{hp,q(U, V ; ρ1, ρ2)} = O(δ).
Proof: hp,q(x, y; ρ1, ρ2) has the representation
hp,q(x, y; ρ1, ρ2) = |ρ1δ
1
2 + x|p|ρ2δ
1
2 + y|q − |x|p|y|q
= (|ρ1δ 12 − |x|p)(|ρ2δ 12 − |y|q)− |x|p|y|q
+|x|p|ρ2δ
1
2 + y|q + |y|q|ρ1δ
1
2 + x|p − |x|p|y|q
= hp(x; ρ1)hq(x; ρ2) + |x|phq(y; ρ2) + |y|qhp(x; ρ1).
The independence of U , V together with the first equation in Lemma 2.5 implies
E{hp,q(U, V ; ρ1, ρ2)} = E{hp(U ; ρ1)}E{hq(U ; ρ2)}+E{|U |p}E{hq(V ; ρ2)}
+E{|V |q}E{hp(U ; ρ1)}
= O(δ)O(δ) +O(δ) +O(δ)
= O(δ).
2
Lemma 2.7. For U , V independent standard normal random variables and ρ1 and ρ2 real constants,
it holds that
E{h2p,q(U, V ; ρ1, ρ2)} = O(δ
1+1∧p∧q
2 ).
Proof: Notice that
h2p,q(U, V ; ρ1, ρ2) = [|ρ1δ
1
2 + U |p|ρ2δ
1
2 + V |q − |U |p|V |q]2
= |ρ1δ 12 + U |2p|ρ2δ 12 + V |2q − 2|ρ1δ 12 + U |p|ρ2δ 12 + V |q|U |p|V |q + |U |2p|V |2q
= h22p,2q(U, V ; ρ1, ρ2)− 2|ρ1δ
1
2 + U |p|ρ2δ
1
2 + V |q|U |p|V |q + |U |2p|V |2q.
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From this we deduce that
E{h2p,q(U, V ; ρ1, ρ2)}
= E{h22p,2q(U, V ; ρ1, ρ2)} − 2E{|U |p|ρ1δ
1
2 + U |p}E{|V |q|ρ2δ
1
2 + V |q}+ 2E{|U |2p}E{|V |2q}
= O(δ)− 2(E{|U |p|ρ1δ 12 + U |p}E{|V |q|ρ2δ 12 − V |q}+ 2E{|U |2p}E{|V |2q})
= O(δ)− 2I.
Consider that
I = E{|U |p|ρ1δ
1
2 + U |p − |U |2p}E{|V |q|ρ2δ
1
2 + V |q}
+E{|U |2p}E{|V |q|ρ2δ 12 + V |q} −E{|U |2p}E{|V |2q}
= E{|U |p|ρ1δ
1
2 + U |p − |U |2p}E{|V |q|ρ2δ
1
2 + V |q − |V |2q}
+E{|V |2q}E{|U |p|ρ1δ
1
2 + U |p − |U |2p}
+E{|U |2p}E{|V |q|ρ2δ
1
2 + V |q} −E{|U |2p}E{|V |2q}
= E{|U |php(U ; ρ1)}E{|V |qhq(V ; ρ2)}+E{|V |2q}E{|U |php(U ; ρ1)}
+E{|U |2p}E{|V |qhq(V ; ρ2)}.
Hence by applying Lemma 2.5, we obtain that
E{hp,q(U, V ; ρ1, ρ2)2} = O(δ) +O(δ
1+1∧p
2 )O(δ
1+1∧q
2 ) +O(δ
1+1∧p
2 ) +O(δ
1+1∧q
2 )
= O(δ
1+1∧p∧q
2 ).
2
Corollary 2.8. Let U and V be independent standard normal random variables. Let U ′ and V ′ be
independent standard normal random variables. ρ1, ρ2, ρ
′
1 and ρ
′
2 are real constants. Then
V ar{hp,q(U, V ; ρ1, ρ2)} = O(δ
1+1∧p∧q
2 )
and
Cov{hp,q(U, V ; ρ1, ρ2)}, hp,q(U ′, V ′; ρ′1, ρ′2)} = O(δ
1+1∧p∧q
2 ).
Proof: It follows from Lemma 2.6 and Lemma 2.7 that
V ar{hp,q(U, V ; ρ1, ρ2)}
= E{h2p,q(U, V ; ρ1, ρ2)} − (E{hp,q(U, V ; ρ1, ρ2)})2
= O(δ
1+1∧p∧q
2 ) +O(δ2)
= O(δ
1+1∧p∧q
2 )
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and
Cov{hp,q(U, V ; ρ1, ρ2), hp,q(U ′, V ′; ρ′1, ρ′2)}
= E{hp,q(U, V ; ρ1, ρ2)hp,q(U ′, V ′; ρ′1, ρ′2)} −E{hp,q(U, V ; ρ1, ρ2)}E{hp,q(U ′, V ′; ρ′1, ρ′2)}
≤ 1
2
[E{|h2p,q(U, V ; ρ1, ρ2)|}+E{|h2p,q(U ′, V ′; ρ′1, ρ′2)|}]
−E{hp,q(U, V ; ρ1, ρ2)}E{hp,q(U ′, V ′; ρ′1, ρ′2)}
= O(δ
1+1∧p∧q
2 ) +O(δ
1+1∧p∧q
2 ) +O(δ)O(δ)
= O(δ
1+1∧p∧q
2 ).
2
Denote that
BV ∗(Z; p, q)δt =
[t/δ]−1∑
j=1
|∆δjZ|p|∆δj+1Z|q.
Proposition 2.9. Under conditions (a), (b) and (c) for p, q > 0
δ−
p+q
2 {BV ∗(Z; p, q)δt −BV ∗(Z(0); p, q)δt} = OP(δ−
1
2
+ε)
for every ε ∈ (0, 14 ).
Proof: Let
σ2 = inf
0≤s≤t
u2s and σ
2 = sup
0≤s≤t
u2s
and
γj = δ
−1α∗j , α
∗
j = αjδ − α(j−1)δ, j = 1, 2, · · · ,M.
By (a),
0 < σ2 ≤ σ2 ≤ ∞
which implies
0 < min
j
θj ≤ max
j
θj <∞.
Note that
max
j
|γj| = δ−1max
j
α∗j → 0 (by (b)), as δ ↓ 0.
So ∃ a constant c such that
max
j
|γj | ≤ cδ.
Let U01, · · · , U0M be i.i.d. standard normal and independent of u. We have known that
∆δjZ
(0) d= σjU0j = θ
1
2
j δ
1
2U0j .
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Then by using (c), we have
BV ∗(Z; p, q)δt −BV ∗(Z(0); p, q)δt
=
M−1∑
j=1
(|∆δjZ|p|∆δj+1Z|q − |∆δjZ(0)|p|∆δj+1Z(0)|q)
=
M−1∑
j=1
(|αj +∆δjZ(0)|p|αj +∆δj+1Z(0)|q − |∆δjZ(0)|p|∆δj+1Z(0)|q)
d
=
M−1∑
j=1
(|δγj + δ 12 θ
1
2
j U0,j|p|δγj+1 + δ
1
2 θ
1
2
j+1U0,j+1|q − |θ
1
2
j δ
1
2U0,j |p|θ
1
2
j+1δ
1
2U0,j+1|q)
= δ
p
2 δ
q
2
M−1∑
j=1
(|δ 12γj + θ
1
2
j U0,j|p|δ
1
2 γj+1 + θ
1
2
j+1U0,j+1|q − |θ
1
2
j U0,j|p|θ
1
2
j+1U0,j+1|q)
= δ
p
2 δ
q
2
M−1∑
j=1
θ
p
2
j θ
q
2
j+1
∣∣∣∣∣∣ γjθ 12j δ
1
2 + U0,j
∣∣∣∣∣∣
p ∣∣∣∣∣∣γj+1θ 12j+1 δ
1
2 + U0,j+1
∣∣∣∣∣∣
q
− |U0,j |p|U0,j+1|q

and hence
δ−
p+q
2 {BV (Z; p, q)δt −BV (Z(0); p, q)δt} d=
M−1∑
j=1
θ
p
2
j θ
q
2
j+1hp,q(U0,j , U0,j+1; ρ1, ρ2)
where ρ1 =
γj
θ
1
2
j
, ρ2 =
γj+1
θ
1
2
j+1
and
hp,q(x, y; ρ1, ρ2) = |ρ1δ
1
2 + x|p|ρ2δ
1
2 + y|q − |x|p|y|q.
Note that ∣∣∣∣∣∣ γjθ 12j
∣∣∣∣∣∣ ≤ cδ(minj θj) 12 <∞.
That means
∣∣∣∣γj/θ 12j ∣∣∣∣ is bounded for all j.
Since u2t is pathwise locally Riemann integrable, u
4p
t , u
4q
t and u
2(p+q)
t is Riemann integrable by
Theorem A3. We obtain
M−1∑
j=1
θpj θ
q
j+1δ ≤
M−1∑
j=1
(θ2pj + θ
2q
j+1)
δ
2
≤ 1
2
M∑
j=1
θ2pj δ +
1
2
M∑
j=1
θ2qj δ
→ 1
2
∫ t
0
u4ps ds+
1
2
∫ t
0
u4qs ds.
So
∑M−1
j=1 θ
p
jθ
q
j+1δ is bounded when δ is small.
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Similarly,
M−2∑
j=1
θ
p
2
j θ
p+q
2
j+1θ
q
2
j+2δ ≤
1
2
M−2∑
j=1
(θpj θ
q
j+2 + θ
p+q
j+1)δ
≤ 1
4
M−2∑
j=1
(θ2pj + θ
2q
j+2)δ +
1
2
M−2∑
j=1
θp+qj+1δ
≤ 1
4
M∑
j=1
θ2pj δ +
1
4
M∑
j=1
θ2qj δ +
1
2
M∑
j=1
θp+qj
→ 1
4
∫ t
0
u4ps ds+
1
4
∫ t
0
u4qs ds+
1
2
∫ t
0
u2(p+q)s ds.
So
∑M−2
j=1 θ
p
2
j θ
p+q
2
j+1θ
q
2
j+2δ is bounded when δ is small.
Then
δ−
p+q
2 {BV ∗(Z; p, q)δt −BV ∗(Z(0); p, q)δt} d=
M−1∑
j=1
θ
p
2
j θ
q
2
j+1hp,q(U0,j , U0,j+1; ρ1, ρ2).
So in order to show that
δ−
p+q
2 {BV ∗(Z; p, q)δt −BV ∗(Z(0); p, q)δt} = OP(δ−
1
2
+ε)
for every ε ∈ (0, 14), we only need to show
M−1∑
j=1
θ
p
2
j θ
q
2
j+1hp,q(U0,j , U0,j+1; ρ1, ρ2) = OP(δ
− 1
2
+ε).
Then it is enough to show
P

∣∣∣∣∣∣
M−1∑
j=1
θ
p
2
j θ
q
2
j+1hp,q(U0,j, U0,j+1; ρ1, ρ2)
∣∣∣∣∣∣ > δ− 12+ε

goes to 0 as δ goes to 0.
For convenience, we denote ρj =
γj
θ
1
2
j
, j = 1, 2, · · · ,M . By Chebyshev Inequality and Corollary
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2.8, we have
P

∣∣∣∣∣∣
M−1∑
j=1
θ
p
2
j θ
q
2
j+1hp,q(U0,j , U0,j+1; ρj , ρj+1)
∣∣∣∣∣∣ > δ− 12+ε

≤
V ar
{∑M−1
j=1 θ
p
2
j θ
q
2
j+1hp,q(U0,j , U0,j+1; ρj, ρj+1
}
δ−1+2ε
=
M−1∑
j=1
V ar{θ
p
2
j θ
q
2
j+1hp,q(U0,j , U0,j+1; ρj , ρj+1)}
δ−1+2ε
+ 2
M−2∑
j=1
Cov{θ
p
2
j θ
q
2
j+1hp,q(U0,j , U0,j+1; ρj , ρj+1), θ
p
2
j+1θ
q
2
j+2hp,q(U0,j+1, u0,j+2; ρj+1, ρj+2)}
δ−1+2ε
=
O(δ
1+1∧p∧q
2 )
∑M−1
j=1 θ
p
j θ
q
j+1δ + 2O(δ
1+1∧p∧q
2 )
∑M−2
j=1 θ
p
2
j θ
p+q
2
j+1θ
q
2
j+2
δ−1+2εδ
= O(δ
1+1∧p∧q
2
−2ε)
= O(δ
1∧p∧q
2
+ 1
2
−2ε).
Since ε ∈ (0, 12) and p, q > 0, 1∧p∧q2 + 12 − 2ε > 0. Thus we finish the proof. 2
Now let’s prove Theorem 2.4
Proof of Theorem 2.4: Recall
BV (Z; p, q)t = P− lim
δ↓0
δ1−
p+q
2
[t/δ]−1∑
j=1
|∆δjZ|p|∆δj+1Z|q, p, q > 0,
BV (Z; p, q)δt = δ
1− p+q
2
[t/δ]−1∑
j=1
|∆δjZ|p|∆δj+1Z|q,
BV ∗(Z; p, q)δt =
[t/δ]−1∑
j=1
|∆δjZ|p|∆δj+1Z|q.
So when p = q = 1,
[BV ∗(Z; 1, 1)δt = BV (Z; 1, 1)
δ
t . (2.3.12)
We have known that under (a) and (c) we have
BV (Z(0); 1, 1)t = µ
2
1
∫ t
0
u2s ds.
Now we want to prove
BV (Z; 1, 1)t = µ
2
1
∫ t
0
u2s ds.
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Note that
P
{∣∣∣∣BV (Z; 1, 1)δt − µ21 ∫ t
0
u2s ds
∣∣∣∣ > ε}
= P
{∣∣∣∣BV (Z; 1, 1)δt −BV (Z(0); 1, 1)δt +BV (Z(0); 1, 1)δt − µ21 ∫ t
0
u2s ds
∣∣∣∣ > ε}
≤ P
{
|BV (Z; 1, 1)δt −BV (Z(0); 1, 1)δt | >
ε
2
}
+ P
{∣∣∣∣BV (Z(0); 1, 1)δt − µ21 ∫ t
0
u2s ds
∣∣∣∣ > ε2
}
≤ I + II.
By Theorem 2.3, II → 0. And
I ≤ P
{
δ−
1
2 |BV (Z; 1, 1)δt −BV (Z(0); 1, 1)δt | >
ε
2
}
because δ−
1
2 > δ0 = 1 when δ is small enough. Then by (2.3.12) it suffices to show
δ−
1
2 {BV ∗(Z; 1, 1)δt −BV ∗(Z(0); 1, 1)δt } = oP(1). (2.3.13)
If we can prove
δ−1{BV ∗(Z; 1, 1)δt −BV ∗(Z(0); 1, 1)δt } ≤Mδ−
1
2
+ε, as δ ↓ 0 (2.3.14)
where M is a finite constant and ε ∈ (0, 14), then
δ−
1
2 {BV ∗(Z; 1, 1)δt −BV ∗(Z(0); 1, 1)δt } ≤Mδε.
It follows (2.3.13). So it is enough to show (2.3.14). However, Proposition 2.9 concludes (2.3.14).
2
2.4 Bipower Variation of the Stochastic Volatility with Drift Term
and Rare Jumps
In this section, we consider stochastic processes of form (2.1.1), i.e,
Zt = αt +
∫ t
0
us dBs +
Nt∑
i=1
Ci
where α = {αt, t ≥ 0} is a continuous finite variation prcess, u = {ut, t ≥ 0} is ca`dla`g, predictable
and locally bounded above 0. Here {Nt, t ≥ 0} is a simple counting process such that Nt <∞ for
all t > 0 and {Ci, i = 1, 2, · · · } is a collection of non-zero bounded random variables.
Let
Z
(1)
t = αt +
∫ t
0
us dBs
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and
Z
(2)
t =
Nt∑
i=1
Ci.
So
Zt = Z
(1)
t + Z
(2)
t .
Theorem 2.10. Suppose Z(1) and Z(2) are independent and u is independent of B. Then for p > 0
and q > 0
µ−1p µ
−1
q BV (Z; p, q)t =

∫ t
0 u
p+q
s ds max(p, q) < 2,
x∗(t) max(p, q) = 2,
∞ max(p, q) > 2.
where x∗(t) is some stochastic process.
Proof: Define
dj,j+1 =

1 ∆δjZ
(2) = ∆δj+1Z
(2) = 0,
1 ∆δjZ
(2) 6= 0,∆δj+1Z(2) 6= 0,
0 elsewhere.
This is an indicator which is one either of there are no jumps or the jumps are contiguous. Then
δ1−
p+q
2
M−1∑
j=1
|∆δjZ|p|∆δj+1Z|q
= δ1−
p+q
2
M−1∑
j=1
|∆δjZ|p|∆δj+1Z|qdj,j+1 + δ1−
p+q
2
M−1∑
j=1
|∆δjZ|p|∆δj+1Z|q(1− dj,j+1)
= I + II.
First, let’s consider I. Since Nt is a simple counting process. ∃ a strictly increasing sequence of
random time {Tn, n ≥ 1} with P(Tn →∞) = 1 such that
Nt =
∑
n≥1
1t≥Tn = #{n ≥ 1, Tn ≤ t}.
For fixed t, there are finite number Nt of random time {Tn, n ≥ 1} occuring in [0, t]. Denote
λmin = min{Ti − Ti−1 : i = 1, · · · , Nt}.
Then when δ < 12λmin, there are no any contiguous jumps. So, as long as δ <
1
2λmin,
I = δ1−
p+q
2
M−1∑
j=1
|∆δjZ|p|∆δj+1Z|qdj,j+1
= δ1−
p+q
2
M−1∑
j=1
|∆δjZ(1)|p|∆δj+1Z(1)|qdj,j+1
P−→ µpµq
∫ t
0
up+qs ds.
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The last step is because of Theorem 2.3. We now work with II. |∆δjZ|p|∆δj+1Z|q(1− dj,j+1) is not
0 if there is only one jump in one of contiguous intervals ((j − 1)δ, jδ] and (jδ, (j +1)δ]. If there is
a jump in ((j − 1)δ, jδ], then
|∆δjZ|p|∆δj+1Z|q(1− dj,j+1) = |∆δjZ(1) +∆δjZ(2)|p|∆δj+1Z(1)|q(1− dj,j+1).
If there is a jump in (jδ, (j + 1)δ], then
|∆δjZ|p|∆δj+1Z|q(1− dj,j+1) = |∆δjZ(1)|p|∆δj+1Z(1) +∆δj+1Z(2)|q(1− dj,j+1).
Consequently, we obtain that
|∆δjZ|p|∆δj+1Z|q(1− dj,j+1)
≤ |∆δjZ(1)|p|∆δj+1Z(1) +∆δj+1Z(2)|q(1− dj,j+1) + |∆δjZ(1) +∆δjZ(2)|p|∆δj+1Z(1)|q(1− dj,j+1).
Then
II = δ1−
p+q
2
M−1∑
j=1
|∆δjZ|p|∆δj+1Z|q(1− dj,j+1) (2.4.15)
≤ δ1− p+q2
M−1∑
j=1
|∆δjZ(1)|p|∆δj+1Z(1) +∆δj+1Z(2)|q(1− dj,j+1) (2.4.16)
+δ1−
p+q
2
M−1∑
j=1
|∆δjZ(1) +∆δjZ(2)|p|∆δj+1Z(1)|q(1− dj,j+1) (2.4.17)
= II1 + II2. (2.4.18)
For fixed t, there are number of Nt jumps in [0, t], which are occuring at T1, T2, · · · , TNt . When δ <
1
2∆
T
t , there is at most one jump occuring on two contiguous intervals. Denote interval containing
Tk by (δjTk , δ(jTk + 1)], k = 1, · · · , Nt. So
II1δ
q
2
−1 =
Nt∑
k=1
∣∣∣∣∣∆
δ
jTk
Z(1)
√
δ
∣∣∣∣∣
p ∣∣∣∆δjTk+1Z(1) +∆δjTkZ(2)∣∣∣q .
Recall that
∆δjTk+1
Z(1)
d
= σjTkUjTk , UjTk ∼ N(0, 1),
and
σjTk = θ
1
2
jTk
δ
1
2UjTk .
Define
θmax = max
j
θj <∞.
So
σmax = max
j
σj <∞.
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Then
II1δ
q
2
−1 =
Nt∑
k=1
∣∣∣∣θ 12jTkUjTk
∣∣∣∣p ∣∣∣σjTk+1UjTk+1 +∆δjTk+1Z(2)∣∣∣q
≤ θ
p
2
max
1
2
Nt∑
k=1
(
|UjTk |
2p + |σjTk+1UjTk+1 +∆
δ
jTk+1
Z(2)|2q
)
≤ 1
2
θ
p
2
max
Nt∑
k=1
|UjTk |
2p +
1
2
θ
p
2
max2
2q
Nt∑
k=1
(
|σjTk+1UjTk+1|
2q + |∆δjTk+1Z
(2)|2q
)
≤ 1
2
θ
p
2
max
Nt∑
k=1
|UjTk |
2p +
1
2
θ
p
2
max4
qσ2qmax
Nt∑
k=1
|UjTk+1|
2q +
1
2
θ
p
2
max4
q
Nt∑
k=1
C2qk .
From the proof of the Claim(0) of Theorem 2.3, we can consider stochastic process Nt as a deter-
ministic function of t. Then
E{II1δ
q
2
−1} ≤ 1
2
θ
p
2
maxNtµ2p +
1
2
θ
q
2
max4
qσ2qmaxNtµ2q
+
1
2
θ
p
2
max4
qNtC
2q
max
= C <∞.
∀ǫ > 0, by Markov’s inequality,
P{II1 > ǫ} = P
{
II1δ
q
2
−1 >
ǫ
δ1−
q
2
}
≤ E{II1δ
q
2
−1}
ǫ
δ1−
q
2
= δ1−
q
2
E{II1δ
q
2
−1}
ǫ
.
So if q < 2, II1
P−→ 0.
Similarly, if p < 2, II2
P−→ 0.
Thus, if max (p, q) < 2, II
P−→ 0.
Therefore, so long as max (p, q) < 2, for the jumps contribute a finite number of terms to the
sum in II, and so
δ1−
p+q
2
M−1∑
j=1
|∆δjZ|p|∆δj+1Z|qdj,j+1 − δ1−
p+q
2
M−1∑
j=1
|∆δjZ(1)|p|∆δjZ(1)|q P−→ 0.
While if max(p, q) > 2 both of I and II explode and note
δ1−
p+q
2
M−1∑
j=1
|∆δjZ|p|∆δj+1Z|q(1− dj,j+1) ≥ I (or II).
So the third result in Theorem holds.
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The only issue which remain is when max(p, q) = 2. In that case, II1 or II2 or both neither
vanishes nor explode. As a result,
δ1−
p+q
2
M−1∑
j=1
|∆δjZ|p|∆δj+1Z|q(1− dj,j+1)
has a stochastic limit which combines the jumps and the volatility process.
By Theorem 2.3,
δ1−
p+q
2
M−1∑
j=1
|∆δjZ|p|∆δj+1Z|q P−→ µpµq
∫ t
0
up+qs ds.
This delivers the first result in the theorem. 2
2.5 Test Statistics for Testing Jumps from High Frequency data
Theorem 2.11. Let
Zt = αt +
∫ t
0
us dBs
where t be a fixed, arbitrary time. Suppose the following conditions are satisfied.
(a) ut > 0, ca`dla`g, predictable, locally bounded away from 0.
(b) α ∈ FV c satisfies, (pathwise) as δ ↓ 0,
δ−1 max
1≤j≤[t/δ]−1
|αjδ − α(j−1)δ| = oP(1).
(c) The joint process (α, u) is independent of the Brownian motion B.
Recall µ1 = E|U | =
√
2√
π
, U ∼ N(0, 1) and let
ϑ =
π2
4
+ π − 5 ≈ 0.6090.
Then as δ ↓ 0,
G =
δ−
1
2 (µ−21 BV (Z; 1, 1)
δ
t (t)−QV (Z)δt )√∫ t
0 u
4
s ds
L−→ N(0, ϑ)
and
H =
δ−
1
2
(
µ−21 BV (Z;1,1)
δ
t (t)
QV (Z)δt
− 1
)
√ ∫ t
0
u4s ds
{∫ t0 u2s ds}2
L−→ N(0, ϑ).
By Proposition 2.9, it is enough to show Theorem 2.18 under Zt =
∫ t
0 us dBs, i.e. αt = 0. So
the drift term α can be ignored and Zt satisfies (a) and (c) in the remaining of this section. Some
preparation are needed before proving this theorem.
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Lemma 2.12. For any r > 0,
M∑
j=1
θrjδ →
∫ t
0
u2rs ds (2.5.19)
as δ ↓ 0.
Proof: Since u is ca`dla`g, u2 is also ca`dla`g. We know that ∃ θj satisfying
min
(j−1)δ≤s≤jδ
u2s ≤ θj ≤ max
(j−1)δ≤s≤jδ
u2s
such that
θjδ = σ
2
j =
∫ jδ
(j−1)δ
u2s ds,
and θj ≤ maxi θi = A <∞, j = 1, · · · ,M.
We know that us is ca`dla`g on [0, t]. Then us is Riemann integrable on [0, t]. Then u
2r
s is
Riemann integrable on [0, t] for any t > 0.
By definition of Riemann integration, for any r > 0,
M∑
j=1
θrjδ →
∫ t
0
u2rs ds
as δ ↓ 0. 2
Lemma 2.13. If r1, r2, r > 0 and r = r1 + r2, then when δ ↓ 0
M∑
j=2
θr1j−1θ
r2
j δ →
∫ t
0
u2rs ds. (2.5.20)
If r1, r2, r3, r > 0 and r = r1 + r2 + r3, then when δ ↓ 0,
M∑
j=3
θr1j−2θ
r2
j−1θ
r3
j δ →
∫ t
0
u2rs ds. (2.5.21)
Proof: We only prove (2.5.20). The proof of (2.5.21) is similar but more complicated. By
Theorem A8 in Appendix A, For every ǫ > 0, there are nǫ > 0 and δǫ > 0 such that for every
δ ∈ (0, δǫ),
Card
{
j ∈ {2, 3, · · · ,M} : 1
δ
∣∣∣∣∣
∫ jδ
(j−1)δ
u2s ds−
∫ (j−1)δ
(j−2)δ
u2s ds
∣∣∣∣∣ ≥ ǫ
}
< nǫ,
i.e.,
Card{j ∈ {2, 3, · · · ,M} : |θj − θj−1| ≥ ǫ} < nǫ.
So there is at least M − nǫ numbers of i, such that
|θj − θj−1| < ǫ.
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Let ǫ be small enough such that θj−1 − ǫ > 0. So
0 < θj−1 − ǫ < θj < θj−1 + ǫ. (2.5.22)
Let
f(x) = (a+ x)k
where a is non-zero constant and k > 0. So
f(x) = ak + kak−1x+ o(x).
So from (2.5.22),
θkj−1 − kθk−1j−1 ǫ+ o(ǫ) < θkj < θkj−1 + kθk−1j−1 ǫ+ o(ǫ). (2.5.23)
Denote
G = {i : |θj+1 − θj | < ǫ}
and
B = {1, · · · ,M} \G.
So
M∑
j=2
θr1j−1θ
r2
j θ =
∑
j∈G
θr1j−1θ
r2
j θ +
∑
j∈B
θr1j−1θ
r2
j θ.
By (2.5.23),∑
j∈G
θr1j−1(θ
r2
j−1 − r2θr2−1j−1 ǫ+ o(ǫ))θ <
∑
j∈G
θr1j−1θ
r2
j θ <
∑
j∈G
θr1j−1(θ
r2
j−1 + r2θ
r2−1
j−1 ǫ+ o(ǫ))θ.
Note that B has only finite elements. So∑
j∈G
θr1j−1θ
r2
j−1θ =
∑
j∈G
θrj−1θ →
∫ t
0
u2rs ds
and ∑
j∈G
θr1j−1θ
r2−1
j−1 θ →
∫ t
0
u2(r−1)s ds.
So if we let δ ↓ 0 first and then let ǫ ↓ 0, we have
∑
j∈G
θr1j−1θ
r2
j θ →
∫ t
0
u2rs ds.
On the other hand, ∑
j∈B
θr1j−1θ
r2
j δ ≤ δCard(B)A2 ≤ δnǫA2 → 0
as δ ↓ 0.
Therefore,
M∑
j=2
θr1j−1θ
r2
j δ →
∫ t
0
u2rs ds
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as δ ↓ 0. 2
Lemma 2.14. Xn, X ∈ Rd, f : Rd → Rk is continuous. If Xn L−→ X, then f(Xn) L−→ f(X).
Proof: Xn
L−→ X if and only if ∀ bounded continues function h, h : Rd → R, Eh(Xn)→ Eh(X).
Let g : Rk → R be bounded continuous,
Eg(f(Xn)) = E(g ◦ f(Xn))→ E[g ◦ f(X)] = Eg(f(X)).
So f(Xn)
L−→ f(X). 2
Lemma 2.15. Let zn = (zn1, · · · , znr) be a sequence of random variables having mean 0, then if
for any nonzero r-dimension vector c = (c1, · · · , cr) in Rr, c′zn L−→ Nr(0, c′Ψc), then zn L−→ Nr(0,Ψ)
for some nonnegative matrix Ψ.
Proof: Suppose
c′zn
L−→ X ∼ Nr(0, c′Ψc).
Then
P̂c′zn(y)→ P̂X(y) = e−
1
2
c′Ψcy2
= e−
1
2
c′yΨcy
= e−
1
2
(cy)′Ψcy.
Let z = cy. Since c is any vector in Rr and y is any number in R. So z can be any vector in
Rr. On the other hand,
P̂c′zn(y) = Ee
ic′zny = Eei(cy)
′zn = Eei<z,zn> = P̂zn(z).
So
P̂zn(z)→ e−
1
2
<z,Ψz>.
Obviously e−
1
2
<z,Ψz> is continuously at z = 0, the e−
1
2
<z,Ψz> is the characteristic function of some
distribution. But we know if a random variable Y ∼ N(0,Ψ), then
P̂Y (z) = e
− 1
2
<z,Ψz>.
So P̂zn(z)→ P̂Y (z) and Y ∼ Nr(0,Ψ).
Thus,
Zn
L−→ Y ∼ Nr(0,Ψ).
2
Now let’s introduce the definition of m-dependent and a central limit theorem for m-dependent
random variables.
Definition 2.16. A sequence {Xn} of random variables is called m-dependent if for every n and
j ≥ m+ 1. Xn+j is independent of {X1, · · · ,Xn}.
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Theorem 2.17. (Berk, [15]). For k = 1, 2, · · · let n = n(k) and m = m(k) be specified and
suppose Y k1 , · · · , Y kn is an m-dependent sequence of random variables with zero means. Assume the
following:
(i) For some η > 0, E|Y ki |2+δ ≤ C for all i and k.
(ii) V ar(Y ki+1 + · · ·+ Y kj ≤ (j − i)k for all j > i and k.
(iii) limk→∞ n−1V ar(Y k1 + · · · + Y kn ) exists and is nonzero. Call the limit ϑ.
(iv) limk→∞m2+2/δ/n = 0.
Then n−
1
2 (Y k1 + · · ·+ Y kn ) is asymptotically normal with mean 0 and variance ϑ.
The following theorem gives a joint CLT for realized bipower variation and quadratic variation
of Zt = αt +
∫ t
0 us dBs. It will deliver Theorem 2.11 immediately.
Theorem 2.18. Let Zt = αt +
∫ t
0 us dBs and suppose condition (a), (b) and (c) hold. Then
conditionally on (α, u), the realized bipower variation and quadratic variation processes
QV (Z)δt and µ
−2
1 BV (Z; 1, 1)
δ
t
follow asymptotically, as δ ↓ 0, a bivariate normal law with common mean ∫ t0 u2s ds. The asymptotic
covariance of
δ−
1
2
{(
QV (Z)δt
µ−21 BV (Z; 1, 1)
δ
t
)
−
(∫ t
0 u
2
s ds∫ t
0 u
2
s ds
)}
is
Ω∗(t) = Π
∫ t
0
u4s ds
where
Π =
(
V ar(U2) 2µ−21 Cov(U
2, |U ||U ′|
2µ−21 Cov(U
2, |U ||U ′| µ−41 {V ar(|U ||U ′|) + 2Cov(|U ||U ′|) + 2Cov(|U ||U ′|, |U ′||U ′′|)}
)
=
(
2 2
2 π4 + π − 3
)
⋍
(
2 2
2 2.6090
)
with U , U ′, U ′′ being independent standard normal random variavles.
Proof: By Proposition 2.9, we only need to show Theorem 2.18 under Zt =
∫ t
0 us dBs, i.e.
αt = 0. Let
t
δ =M .
We have known that if U1, · · · , UM are i.i.d. with N(0, 1). Then
∆δjZ
d
= σjUj (2.5.24)
where
σj =
(∫ jδ
(j−1)δ
u2s ds
) 1
2
.
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Note that σ1 → 0 as δ ↓ 0. So ∀ǫ > 0,P{|∆δ1Z| > ǫ} = P{|σ1U1| > ǫ} = P{|U1| > ǫσ1 } → 0 as
δ ↓ 0. So we can ignore the asymptoticall negligible (∆δ1Z)2 and σ1 by Slutsky’s Theorem.
Then
M∑
j=2
(∆δjZ)
2 d=
M∑
j=2
σ2jU
2
j .
Note that ∫ t
0
u2s ds =
M∑
j=1
σ2j .
So
M∑
j=2
(∆δjZ)
2 −
∫ t
0
u2s ds =
M∑
j=2
((∆δjZ)
2 − σ2j )− σ21 (2.5.25)
d
=
M∑
j=2
σ2j (U
2
j − 1)− σ21 . (2.5.26)
By (2.5.24),
M∑
j=2
|∆δj−1Z||∆δjZ| d=
M∑
j=2
σjσj−1|Uj ||Uj−1|. (2.5.27)
From Claim (4) in the proof of Theorem 2.3,
M∑
j=2
σj−1σj →
M∑
j=2
σ2j =
∫ t
0
u2s ds. (2.5.28)
From (2.5.25), (2.5.27) and (2.5.28), noting σ21 → 0, we have( ∑m
j=2∆
δ
jZ
2∑M
j=2 |∆δj−1Z||∆δjZ|
)
−
( ∫ t
0 u
2
s ds
µ21
∫ t
0 u
2
s ds
)
is asymptotically equivalent in law to ( ∑M
j=2 σ
2
jVj∑M
j=2 σj−1σjWj
)
where Vj = U
2
j − 1, Wj = |Uj−1||Uj | −µ21. The sequence {Uj} and {Wj} have zero means, with the
former being i.i.d., while the latter is 1-dependent, which means that Wj is independent of Wj+s
for |s| > 1 and has same distribution for any j ∈ {2, · · · ,M}.
Notice the following these facts.
1. V ar(V1) = V ar(U
2
1 − 1) = V ar(U21 );
2. 2Cov(V1,W1) = 2Cov(U
2
1 − 1, |U1||U2| − µ21) = 2Cov(U21 , |U1||U2|);
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3.
V ar(W1) + 2Cov(W1,W2)
= V ar(|U1||U2| − µ21) + 2Cov(|U1||U2| − µ21, |U2||U3| − µ21)
= V ar(|U1||U2|) + 2Cov(|U1||U2|, |U2||U3|)
Then the Theorem 2.18 follows if we can show that
δ−
1
2
M∑
j=2
(
σ2jVj
σj−1σjWj
)
L−→ N
(
0,
∫ t
0
u4s ds
(
V ar(V1) 2Cov(V1,W1)
2Cov(V1,W1) V ar(W1) + 2Cov(W1,W2)
))
(2.5.29)
Since II is positive matrix,(
V ar(V1) 2Cov(V1,W1)
2Cov(V1,W1) V ar(W1) + 2Cov(W1,W2)
)
is positive. By the Lemma 5.22, our strategy for proving (b) is to show the limiting Gaussian result
that using any nonzero real constants c1 and c2.
δ−
1
2
M∑
j=2
(c1σ
2
jVj + c2σj−1σjWj)
L−→ N
(
0, (c1, c2)
∫ t
0
u4s ds
(
V ar(V1) 2Cov(V1,W1)
2Cov(V1,W1) V ar(W1) + 2Cov(W1,W2)
)(
c1
c2
))
= N
(
0,
∫ t
0
u4s ds · [c21V ar(V1) + 4c1c2Cov(V1,W1) + c22{V ar(W1) + 2Cov(W1,W2)}]
)
. (2.5.30)
To apply the Theorem 2.17 (Berk, 1973), fix c1 and c2, let n = k and
Y ki = t
1
2 (c1θiVi + c2θ
1
2
i−1θ
1
2
i Wi).
Note that θi, i = 1, 2, · · · , n are uniformly bounded and E|U1|m < ∞, ∀m = 1, 2, · · · . Then
∃C <∞ such that
E|Y ki |4
= E|t 12 (c1θiVi + c2θ
1
2
i−1θ
1
2
i Wi)|4
≤ t2E|c1θi(U2i − 1) + c2θ
1
2
i−1θ
1
2
i (|Ui−1||Ui| − µ21)|4
≤ C.
So to apply Theorem 2.17 (Berk, 1973) we can choose η = 2 and (i) is satisfied.
Similarly, we can see that V ar(Y kl ) and Cov(Y
k
l , Y
k
l+1) are all bounded for each l = 1, 2, · · · . So
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∃K <∞ such that
V ar(
j∑
l=i+1
Y kl ) =
j∑
l=i+1
V ar(Y kl ) + 2
j−1∑
l=i+1
Cov(Y kl , Y
k
l+1) ≤ (j − i)K.
So (ii) is satified.
To show (iii) we need to show limk→∞ k−1V ar(Y k1 + · · ·+ Y kk ) exists and is nonzero. We know
that k = n = tδ . So it is equivalent to show that limk→∞ δV ar(Y
k
1 + · · ·+Y kk ) exists and is nonzero.
Then
δV ar
M∑
j=2
(c1θjVj + c2θ
1
2
j−1θ
1
2
j Wj)
= δ
M∑
j=2
V ar(c1θjVj + c2θ
1
2
j−1θ
1
2
j Wj)
+2δ
∑
2≤i<j≤M
Cov(c1θiVi + c2θ
1
2
i−1θ
1
2
j Wi, c1θjVj + c2θ
1
2
j−1θ
1
2
j Wj)
= δ
M∑
j=2
V ar(c1θjVj + c2θ
1
2
j−1θ
1
2
j Wj)
+2δ
M∑
3
Cov(c1θj−1Vj−1 + c2θ
1
2
j−2θ
1
2
j−1Wj−1, c1θjVj + c2θ
1
2
j−1θ
1
2
j Wj)
= V ar(V1)c
2
1
M∑
j=2
θ2j δ + V ar(W2)c
2
2
M∑
j=2
θj−1θj
+2c1c2Cov(W2, V1)
M∑
j=3
θ
1
2
j−2θ
1
2
j−1θjδ
2c22Cov(W2,W3)
M∑
j=3
θ
1
2
j−2θj−1θ
1
2
j δ
+2c1c2Cov(V1,W2)
M∑
j=3
θ
3
2
j−1θ
1
2
j δ
→
∫ t
0
δ4(u) du[c21V ar(V1) + c
2
2V ar(W2)
+2c22Cov(W2,W3) + 2c1c2Cov(W2, V1) + 2c1c2Cov(V1,W2)]
=
∫ t
0
u4s ds
[
c21V ar(V1) + c
2
2V ar(W2) + 2c
2
2Cov(W2,W3) + 4c1c2Cov(V1,W2)
]
.
The convergence in the above holds because of Lemma 2.13. Since
θ
3
2
1 θ
1
2
2 δ ≤ A2δ → 0
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and
M∑
j=2
θ
3
2
j−1θ
1
2
j δ −
M∑
j=2
θ
3
2
j−1θ
1
2
j δ = o(1),
then
M∑
j=2
θ
3
2
j−1θ
1
2
j δ =
M∑
j=2
θ
3
2
j−1θ
1
2
j δ + o(1)→
∫ t
0
u4s ds.
So (iii) is satisfied and
ϑ =
∫ t
0
u4s ds
{
c21V ar(V1) + c
2
2V ar(W2) + 2c
2
2Cov(W2,W3) + 4c1c2Cov(V1,W2)
}
.
It is easy to check (iv).
Thus by Theorem 2.17 (Berk, [15]), (2.5.30) holds. We finished the proof. 2
Now it is easy to show Theorem 2.11.
Proof of Theorem 2.11: Assume that(
δ−
1
2QV (Z)δt − δ−
1
2
∫ t
0 u
2
s ds
δ−
1
2µ−21 BV (Z; 1, 1)
δ
t − δ−
1
2
∫ t
0 u
2
s ds
)
L−→
(
X
Y
)
∼ N
((
0
0
)
,Ω∗(t)
)
.
Let f(x, y) = y−x√∫ t
0 u
4
s ds
, then it is continuous. By the Lemma 2.14,
G = f
(
δ−
1
2QV (Z)δt − δ−
1
2
∫ t
0
u2s ds, δ
− 1
2µ−21 BV (Z; 1, 1)
δ
t − δ−
1
2
∫ t
0
u2s ds
)
L−→ f(X + Y ) = Y −X√∫ t
0 u
4
s ds
.
From Theorem 2.18, we know that X ∼ N(0, σ2X ), X ∼ N(0, σ2Y ) and (X,Y ) is bivariate normal.
Then Y −X is normal. We can see that
X ∼ N
(
0, 2
∫ t
0
u4s ds
)
and Y ∼ N
(
0,
(
π2
4
+ π − 5
)∫ t
0
u4s ds
)
.
So
f(Y,X) ∼ N
(
0,
π2
4
+ π − 5
)
.
Thus
G
L−→ N(0, ϑ).
Let
H = G
∫ t
0 u
2
s ds
QV (Z)δt
.
Note that
QV (Z)δt∫ t
0 u
2
s ds
P−→ 1
38
and we have the following fact that if Xn → X in probability and h : R→ R is continuous function,
then h(Xn) → h(X) in probability. Therefore if we let h(x) = 1x , then
∫ t
0 u
2
s ds
QV (Z)δt
P−→ 1. By Slutsky
theorem,
H
L−→ N(0, ϑ).
2
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Chapter 3
Bipower Variation for the Fractional
Brownian Motion
In this chapter, we study the bipower variation of stochastic processes of the form (1.1), i.e.
Zt = αt +
∫ t
0
usdB
H
s +
Nt∑
j=1
Cj
where α = {αt, t ≥ 0} is in the set of all continuous finite variation processes (FV c), u = {ut, t ≥ 0}
is the stochastic process for which the above stochastic integral is well defined, BH = {BHt , t ≥ 0}
is a fractional Brownian motion with index 0 < H < 1, {Nt, t ≥ 0} is a simple counting process,
{Cj , j = 1, 2, · · · } are non-zero bounded random variables.
Definition 3.1. The realized r-th power variation is defined as
PV (Z; r)δt = δ
1−rH
[t/δ]∑
j=1
|∆δjZ|r
where δ is fixed and positive and ∆δjZ = Zjδ − Z(j−1)δ. Then the r-th power variation process can
be defined, when it exists, as
PV (Z; r)t = P− lim
δ↓0
PV (Z; r)δt .
When r = 2, PV (Z; r)δt is the realized quadratic variation process which is denoted by QV (Z)
δ
t
and PV (Z; 2)t is the quadratic variation process which is denoted by QV (Z)t.
Definition 3.2. The realized p, q-order bipower variation is defined as
BV (Z; p, q)δt = δ
1−(p+q)H
[t/δ]−1∑
j=1
|∆δjZ|p|∆δj+1Z|q
where δ is fixed and positive and ∆δjZ = Zjδ−Z(j−1)δ. Then the p, q-order bipower variation process
is defined, when it exists, as
BV (Z; p, q)t = P− lim
δ↓0
BV (Z; p, q)δt .
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The outline of this chapter is the follows. First, we give the background of the fractional
Brownian motion and definition of the stochastic integral driven by fractional Brownian motion.
Second, we obtain the law of large number theorem of realized bipower variation of the stochastic
integral driven by fractional Brownian motion by applying Ergodic theorem. Then we extend the
results to the whole process (1.1) with the drift term and jumps.
3.1 Introduction of the Fractional Brownian Motion
Definition 3.3. A process X = (Xt)t≥0 is H-self-similar if
(Xat)t≥0
d
= (aHXt)t≥0, ∀a > 0.
Definition 3.4. A process X = (Xt)t≥0 has stationary increments if
{Xt+h −Xh} d= {Xt −X0}, ∀h ≥ 0.
Now let’s define the fractional Brownian motion (fBm).
Definition 3.5. The fBm (BHt )t≥0 with Hurst index H ∈ (0, 1) is the unique zero mean H-self-
similar Gaussian process with stationary increments and E(BH1 )
2 = 1. Equivalently, it is the zero
mean Gaussian process with covariance function
R(t, s) = E(BHt B
H
s ) =
1
2
(t2H + s2H − |t− s|2H). (3.1.1)
The graph 3.1 on next page, which is from the R. Cont and P. Tankov book [17], shows us
the relationship among the some general processes. The sample pathes of one dimension fBm,
two-dimension fBm and three-dimension fBm are shown in Figure 3.4 on page 46, Figure 3.5 on
page 47 and Figure 3.6 on page 48.
Let
Xn := B
H
n+1 −BHn , n = 0, 1, 2, · · · .
(Xn)n∈N is called fractional Gaussian noise (fGn) with H. (Xn)n∈N is a stationary Gaussian se-
quence with the autocorrelation function ρH(n):
ρH(n) =
1
2
[(n− 1)2H − 2n2H + (n+ 1)2H ], n = 1, 2, · · · . (3.1.2)
We define that ρH(0) = 1 and if n < 0, ρH(n) = ρH(−n).
It can be shown that
ρH(n) ∼ H(2H − 1)n2H−2, as n→∞.
If 12 < H < 1, ρH(n) > 0, ρH(n) tends to zero so slowly that
∞∑
n=1
ρH(n) =∞.
So we call fBm has long-range dependence in this case.
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Figure 3.1: Where is the fractional Brownian motion? From the R. Cont and P. Tankov book [17]
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If 0 < H < 12 , ρH(n) < 0, ρH(n) tends to zero so fast that
∞∑
n=1
ρH(n) <∞.
So we call fBm has short-range dependence in this case.
The graph of function ρH(x) with different Hurst indexes is the Figure 3.2 on next page. The
fGn with different Hurst indexes is shown in the Figure 3.3 on page 45.
Proposition 3.6. fBm is a Markov process if and only if H = 12 .
By the self-similarity, we may and shall take t ∈ [0, 1].
Definition 3.7. X = (Xt)t∈[0,1] is β-Ho¨lder continuous if ∃ a finite random variable K, such that
sup
s,t∈[0,1];s 6=t
|Xt −Xs|
|t− s|β ≤ K.
Proposition 3.8. If β < H, fBm is β-Ho¨lder continuous. If β ≥ H, fBm is almost surely not
β-Ho¨lder continuous on any time interval.
Proposition 3.9. FBm has almost surely nowhere differentiable sample paths.
Proposition 3.10. The fBm with H 6= 12 is not a semimartingale.
Proposition 3.11.
BHt = C1(H)
∫ ∞
−∞
(
(t− s)H−
1
2
+ − (−s)
H− 1
2
+
)
dBs (3.1.3)
where (Bt)t≥0 is a standard Brownian motion and if Γ(x) and B(x, y) are gamma and beta functions
respectively,
C1(H) =
{∫ ∞
0
(
(1 + x)H−
1
2 − xH− 12
)2
dx+
1
2H
}− 1
2
=
{ √
π4HH
Γ(1−H)Γ(H + 12)
}1/2
=
{
2H4H
B(1−H,H + 12 )
}1/2
.
Remark: There are many different expressions for this coefficient C1(H) in (3.1.3). But it is
hard to find proofs. The coefficient in Proposition 3.11 is given by my advisor Dr. Rosinski and
Dr. Chen with complete proof.
Since fBm is not a semimartingale, the standard stochastic calculus based on semimartingale
can not apply on the stochastic processes driven by fBm (we called such processes the fractional
processes).
let α = H − 12 . Then we define that
k(t, s) = C1(H)[(t − s)α+ − (−s)α+].
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Figure 3.2: The graphs of correlation functions of fGn with different Hs.
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Figure 3.3: Simulated fractional Gaussian noises with H = .1(left), H = .5(middle) and H =
0.9(right).
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Figure 3.4: Simulated sample paths of one dimensional fBms with H = .3(left), H = .5(middle)
and H = 0.7(right).
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Figure 3.5: Simulated sample paths of two dimensional fBms with H = .3(left), H = .5(middle)
and H = 0.7(right).
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Figure 3.6: Simulated sample paths of three dimensional fBms with H = .3(left), H = .5(middle)
and H = 0.7(right).
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Then
k˙(x, s) :=
∂k
∂x
(x, s) = C1(H)α(x − s)α−11{x>s}.
Let a fractional integral of order β > 0 of a function φ, denoted by Iβ−φ, defined as
(Iβ−φ)(s) =
1
Γ
∫
R
φ(u)(u − s)β−1+ du, s ∈ R.
When β = −γ ∈ (−1, 0),
(Iβ−φ)(s) =
γ
Γ(1− γ)
∫ ∞
0
φ(x)− φ(x+ t)
t1+γ
dt.
(See chapter 2 in Samko et al. [40]) Then∫
R
k˙(x, s)f(x) dx = C1(H)α
∫ ∞
s
(x− s)α−1f(x) dx
= αC1(H)Γ(α)I
α
−(f)(s)
= Γ(H +
1
2
)C1(H)I
α
−(f)(s)
= CHI
α
−(f)(s)
where cH = C1(H)Γ(H +
1
2). Hence, for any f ∈ E ,∫
R
f dBHs = CH
∫
R
Iα−(f)(s) dBs.
Set
HBH := {f : R→ R, (Iα−f)(x) ∈ L2(R)}.
Pipiras and Taqqu (2000) [36] shows that L1(R) ∩ L2(R) ∈ HBH . For further discussion about
this space, please refer to Pipiras and Taqqu (2000) [36].
Therefore, for any f ∈ HBH ,
∫
R
f dBHs is well defined.
3.2 Bipower Variation of the Stochastic Volatility
Let
Zt =
∫ t
0
us dB
H
s
where BHt is a standard fBm with
1
2 < H < 1. ut is independent of B
H
t , ut is ca`dla`g and ut ∈ HBH ,
i.e. ∫
R
[∫
R
ut(t− s)H−
3
2
+ dt
]2
ds <∞. (3.2.4)
Then our main theorem in this section is the following.
Theorem 3.12. ∀p, q > 0,
BV (Z; p, q)t = µp,q
∫ t
0
up+qs ds
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where
µp,q = E|BH1 |p|BH2 −BH1 |q.
An Ergodic Thoerem plays an key role in the proof. For the background of Ergodic Thoerem,
please refer to Appendix B
Proof of Theorem 3.12: Assume t/δ = n ∈ Z+∪{0}. Suppose ut(ω1) is defined in (Ω1,F1,P1),
BHt (ω1) is defined in (Ω2,F2,P2) and Ω = (Ω1 × Ω2,F1 ×F2,P1 × P2)
Then
Zt(ω1, ω2) =
∫ t
0
us(ω1) dB
H
s (ω2).
Fix ω1, us(ω1) is deterministic and
Zt(ω1, ω2) = Zt(ω2) =
∫ t
0
us dB
H
s (ω2).
Claim(0): If for every fixed ω1,
{BV (Z; p, q)δt (ω2) P2−→ µpµq
∫ t
0
up+qs dB
H
s (ω2), (3.2.5)
then
BV (Z; p, q)δt (ω1, ω2)
P1×P2−−−−→ µpµq
∫ t
0
ur+ss (ω1) dB
H
s (ω2)
Now let’s show it. We prove the general case. Assume X1 and X2 are random variables and µ1
and µ2 are distributions. X1 is defined in (Ω1,F1, µ1). X2 is defined in (Ω2,F2, µ2). For any
C ∈ F1 ×F2, we denote
Cx1 = {x2 : (x1, x2) ∈ C}.
Then by Fubini Theorem,
(µ1 × µ2)(C) =
∫∫
Ω
1C(x1, x2)µ1 × µ2 (dx1, dx2)
=
∫
Ω1
(∫
Ω2
1C(x1, x2)µ2(dx2)
)
µ1(dx1)
=
∫
Ω1
µ2(C
x1)µ1(dx1)
From the above fact, it is easy to see that
P1 × P2
{∣∣∣∣BV (Z; p, q)δt (ω1, ω2)− µpµq ∫ t
0
up+qs (ω1) dB
H
s (ω2)
∣∣∣∣ > ε}
=
∫
Ω1
P2
{∣∣∣∣BV (Z; p, q)δt (ω2)− µpµq ∫ t
0
up+qs dB
H
s (ω2)
∣∣∣∣ > ε}P1(dω1)→ 0.
Then claim (0) can be proved.
From claim(0), we only need to prove (3.2.5) in order to prove our theorem. It means that we
can consider ut(ω1) as ut for fixed ω1, a deterministic function of t. For convenience, we use P to
take place of P2 in the remain part of proof.
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Let 0 ≤ t1, · · · , tn ≤ t. Then
(Zt1 , · · · , Ztn)
=
(∫ t1
0
us dB
H
s , · · · ,
∫ tn
0
us dB
H
s
)
=
(∫ ∞
0
us1[0,t1](s) dB
H
s , · · · ,
∫ ∞
0
us1[0,tn](s) dB
H
s
)
d
=
(∫ ∞
0
us1[0,t1](s)δ
H dBHδ−1s, · · · ,
∫ ∞
0
us1[0,tn](s)δ
H dBHδ−1s
)
= δH
(∫ ∞
0
uδs1[0,t1](δs) dB
H
s , · · · ,
∫ ∞
0
uδs1[0,tn](δs) dB
H
s
)
= δH
(∫ ∞
0
uδs1[0,δ−1t1](s) dB
H
s , · · · ,
∫ ∞
0
uδs1[0,δ−1tn](s) dB
H
s
)
= δH
(∫ δ−1t1
0
uδs dB
H
s , · · · ,
∫ δ−1tn
0
uδs dB
H
s
)
Define
Z
(δ)
t =
∫ t
0
uδs dB
H
s .
Then
(Zt1 , · · · , Ztn) d= δH
(
Z
(δ)
δ−1t1
, · · · , Z(δ)
δ−1tn
)
.
So
{Zt, t ≥ 0} d= {δHZ(δ)δ−1t, t ≥ 0}. (3.2.6)
Set Xj = B
H
j −BHj−1, j = 1, 2, · · · , n. By (3.2.6), we have that
δ1−(p+q)H
[t/δ]−1∑
j=1
|Zjδ − Z(j−1)δ |p|Z(j+1)δ − Zjδ|q
d
= δ
n−1∑
j=1
|Z(δ)j − Z(δ)j−1|p|Z(δ)j+1 − Z(δ)j |q
=
t
n
n−1∑
j=1
∣∣∣∣∫ j
j−1
u ts
n
dBHs
∣∣∣∣p ∣∣∣∣∫ j+1
j
u ts
n
dBHs
∣∣∣∣q
Then we have the following claims.
Claim(1): As n→∞,
t
n
n−1∑
j=1
∣∣∣∣∫ j
j−1
u ts
n
dBHs
∣∣∣∣p ∣∣∣∣∫ j+1
j
u ts
n
dBHs
∣∣∣∣q − ∣∣∣u (j−1)t
n
∣∣∣p ∣∣∣u jt
n
∣∣∣q |Xj |p|Xj+1|q) P−→ 0.
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Claim(2): As n→∞,
t
n
n−1∑
j=1
(∣∣∣u (j−1)t
n
∣∣∣p ∣∣∣u jt
n
∣∣∣q |Xj |p|Xj+1|q − ∣∣∣u jt
n
∣∣∣p+q |Xj |p|Xj+1|q) P−→ 0.
Claim(3): As n→∞,
t
n
n−1∑
j=1
∣∣∣u jt
n
∣∣∣p+q |Xj |p|Xj+1|q → µp,q ∫ t
0
up+qs ds. a.s
Suppose above claims hold for a moment. Denote
An =
t
n
n−1∑
j=1
∣∣∣∣∫ j
j−1
u ts
n
dBHs
∣∣∣∣p ∣∣∣∣∫ j+1
j
u ts
n
dBHs
∣∣∣∣q
Bn =
t
n
n−1∑
j=1
∣∣∣u (j−1)t
n
∣∣∣p ∣∣∣u jt
n
∣∣∣q |Xj |p|Xj+1|q
Cn =
t
n
n−1∑
j=1
∣∣∣u jt
n
∣∣∣p+q |Xj |p|Xj+1|q
D = µp,q
∫ t
0
up+qs ds.
Then we have that ∀ε,
P

∣∣∣∣∣∣ tn
n−1∑
j=1
∣∣∣∣∫ j
j−1
u ts
n
dBHs
∣∣∣∣p ∣∣∣∣∫ j+1
j
u ts
n
dBHs
∣∣∣∣q − µp,q ∫ t
0
up+qs ds
∣∣∣∣∣∣ > ε

= P {|An −D| > ε}
= P {|An −Bn +Bn − Cn + Cn −D| > ε}
≤ P
{
|An −Bn| > ε
3
, |Bn − Cn| > ε
3
, |Cn −D| > ε
3
}
≤ P
{
|An −Bn| > ε
3
}
+ P
{
|Bn − Cn| > ε
3
}
+ P
{
|Cn −D| > ε
3
}
By Claim (1), (2), (3), it is easy to see that if n→∞,
P

∣∣∣∣∣∣ tn
n−1∑
j=1
∣∣∣∣∫ j
j−1
u ts
n
dBHs
∣∣∣∣p ∣∣∣∣∫ j+1
j
u ts
n
dBHs
∣∣∣∣q − µp,q ∫ t
0
up+qs ds
∣∣∣∣∣∣ > ε
→ 0
Now let’s prove the Claim(1).
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Consider
E|An −Bn|
=
t
n
n−1∑
j=1
E
∣∣∣ ∣∣∣∣∫ j
j−1
u st
n
dBHs
∣∣∣∣p ∣∣∣∣∫ j+1
j
u st
n
dBHs
∣∣∣∣q
−
∣∣∣∣∫ j
j−1
u (j−1)t
n
dBHs
∣∣∣∣p ∣∣∣∣∫ j+1
j
u jt
n
dBHs
∣∣∣∣q ∣∣∣
≤ t
n
n−1∑
j=1
E
( ∣∣∣∣∣∣∣∣∫ j
j−1
u st
n
dBHs
∣∣∣∣p − ∣∣∣∣∫ j
j−1
u (j−1)t
n
dBHs
∣∣∣∣p∣∣∣∣
·
∣∣∣∣∫ j+1
j
u st
n
dBHs
∣∣∣∣q )
+
t
n
n−1∑
j=1
E
( ∣∣∣∣∣∣∣∣∫ j+1
j
u st
n
dBHs
∣∣∣∣q − ∣∣∣∣∫ j+1
j
u jt
n
dBHs
∣∣∣∣q∣∣∣∣
·
∣∣∣∣∫ j
j−1
u (j−1)t
n
dBHs
∣∣∣∣p )
:= I1 + I2
By (E3) in Appendix E,
I1 ≤ t
n
p
n−1∑
j=1
E
( ∣∣∣∣∣∣∣∣∫ j
j−1
u st
n
dBHs
∣∣∣∣− ∣∣∣∣∫ j
j−1
u (j−1)t
n
dBHs
∣∣∣∣∣∣∣∣
·
∣∣∣∣∫ j+1
j
u st
n
dBHs
∣∣∣∣q
·
(
min
(∣∣∣∣∫ j
j−1
u st
n
dBHs
∣∣∣∣ , ∣∣∣∣∫ j
j−1
u (j−1)t
n
dBHs
∣∣∣∣))p−1 )
Then by Ho´lder inequality,
I1 ≤ t
n
p
n−1∑
j=1
(
E
∣∣∣∣∫ j
j−1
(
u st
n
− u (j−1)t
n
)
dBHs
∣∣∣∣3
) 1
3
(
E
∣∣∣∣∫ j+1
j
u st
n
dBHs
∣∣∣∣3q
) 1
3
(
E
∣∣∣∣∫ j
j−1
u (j−1)t
n
dBHs
∣∣∣∣3(p−1)
) 1
3
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Since u is ca`dla`g, |u| < c where c is constant. So(
E
∣∣∣∣∫ j+1
j
u st
n
dBHs
∣∣∣∣3q
) 1
3
≤ c
(
E
∣∣BH(j + 1)−BHj ∣∣3q) 13
= c
(
E
∣∣BH1 ∣∣3q) 13
:= c1 (<∞)
Similarly, (
E
∣∣∣∣∫ j
j−1
u (j−1)t
n
dBHs
∣∣∣∣3(p−1)
) 1
3
≤ cp−1
(∣∣BHj −BHj−1∣∣3(p−1)) 13
= cp−1
(∣∣BH1 ∣∣3(p−1)) 13
:= c2 (<∞)
By Lemma A6, ∀ε > 0, ∃η such that ∀t1, t2 ∈ [0, t] with |t1 − t2| < η, we have
|ut1 − ut2 | < ε.
If n is big enough, for fixed t,
∣∣∣ (j−1)tn − stn ∣∣∣ < η when j − 1 ≤ s ≤ j. So ∣∣∣u (j−1)t
n
− u st
n
∣∣∣ < ε when
j − 1 ≤ s ≤ j.
Therefore,
E|An −Bn| ≤ t
n
pc1c2ε
n−1∑
j=1
(
E|BHj −BHj−1|3
) 1
3
≤ n− 1
n
rtc1c2ε
(
E|BH1 |3
) 1
3
→ 0, as n→∞ and ε→ 0.
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Similarly,
I2 ≤ t
n
q
n−1∑
j=1
E
( ∣∣∣∣∣∣∣∣∫ j+1
j
u st
n
dBHs
∣∣∣∣− ∣∣∣∣∫ j+1
j
u jt
n
dBHs
∣∣∣∣∣∣∣∣
·
∣∣∣∣∫ j
j−1
u (j−1)t
n
dBHs
∣∣∣∣p
·
(
max
(∣∣∣∣∫ j+1
j
u st
n
dBHs
∣∣∣∣ , ∣∣∣∣∫ j+1
j
u jt
n
dBHs
∣∣∣∣))q−1 )
≤ t
n
q
n−1∑
j=1
(
E
∣∣∣∣∫ j+1
j
(
u st
n
− u jt
n
)
dBHs
∣∣∣∣3
) 1
3
(
E
∣∣∣∣∫ j
j−1
u st
n
dBHs
∣∣∣∣3p
) 1
3
(
E
(
max
(∣∣∣∣∫ j+1
j
u st
n
dBHs
∣∣∣∣ , ∣∣∣∣∫ j+1
j
u jt
n
dBHs
∣∣∣∣))3(q−1)
) 1
3
≤ t
n
q(n− 1)c1c2ε
(
E|BH1 |3
) 1
3
→ 0, as n→∞ and ε→ 0.
Next, let’s show Claim(2). Consider
E
∣∣∣∣∣∣ tn
n−1∑
j=1
∣∣∣u (j−1)t
n
∣∣∣p ∣∣∣u jt
n
∣∣∣q |Xj |p|Xj+1|q − t
n
n−1∑
j=1
∣∣∣u jt
n
∣∣∣p+q |Xj |p|Xj+1|q
∣∣∣∣∣∣

=
t
n
E
∣∣∣∣∣∣
n−1∑
j=1
((∣∣∣u (j−1)t
n
∣∣∣p ∣∣∣u jt
n
∣∣∣q − ∣∣∣u jt
n
∣∣∣p+q) |Xj |p|Xj+1|q)
∣∣∣∣∣∣
≤ t
n
n−1∑
j=1
(∣∣∣u jt
n
∣∣∣q ∣∣∣∣up(j−1)t
n
− upjt
n
∣∣∣∣E (|Xj |p|Xj+1|q))
Since ut is ca`dla`g, u is bounded and u
p
t is also ca`dla`g. By LemmaA6, ∀ε > 0, ∃η such that
∀t1, t2 ∈ [0, t] with |t1 − t2| < η, we have
|upt1 − upt2 | < ε.
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If n is big enough, for fixed t, tn < η . So
∣∣∣∣up(j−1)t
n
− upjt
n
∣∣∣∣ < ε. On the other hand,
E (|Xj |p|Xj+1|q)
= E
(|BHj −BHj−1|p|BHj+1 −BHj |q)
≤ (E|BHj −BHj−1|2p) 12 (E|BHj+1 −BHj |2q) 12
=
(
E|BH1 |2p
) 1
2
(
E|BH1 |2q
) 1
2
< ∞
Therefore, if we let n→∞ and ε→ 0, we can prove the Claim(2).
Now we prove Claim(3).
Let
anj =
1∫ t
0 u
p+q
s ds
t
n
up+qjt
n
, j = 1, 2, · · · , n− 1
anj = 0, j > n− 1
Next, we will show A = [anj](n, j ∈ N) is regular.
Note that since us is ca`dla`g, us is bounded on [0, t]. We have known that |us| ≤ c <∞.
M := sup
n∈N
∞∑
j=1
|anj |
=
1∫ t
0 u
p+q
s ds
sup
n∈N

n−1∑
j=1
t
n
up+qjt
n

<
1∫ t
0 u
p+q
s ds
sup
n∈N
tcp+q
< ∞
So condition (A) of Theorem B6 in Appendix B is satisfied.
Since
lim
n→∞anj ≤
1∫ t
0 u
p+q
s ds
t
n
cp+q → 0. ∀j ∈ N,
the condition (B) of Theorem B6 in Appendix B is satisfied.
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By the definition of Riemann integration,
lim
n→∞
∞∑
j=1
anj
=
1∫ t
0 u
p+q
s ds
lim
n→∞
n−1∑
j=1
t
n
up+qjt
n
=
1∫ t
0 u
p+q
s ds
lim
n→∞
 n∑
j=1
t
n
up+qjt
n
− t
n
up+qt

= 1− 0
= 1.
So the condition (C) of Theorem B6 in Appendix B is satisfied.
Therefore, A is regular.
Now let’s show that A is strongly regular.
lim
n→∞
∞∑
j=1
|anj − an,j+1|
= lim
n→∞
n−1∑
j=1
∣∣∣∣∣ 1∫ t
0 u
p+q
s ds
t
n
up+qjt
n
− 1∫ t
0 u
p+q
s ds
t
n
up+q(j+1)t
n
∣∣∣∣∣
=
1∫ t
0 u
p+q
s ds
lim
n→∞
t
n
n−1∑
j=1
∣∣∣∣up+qjt
n
− up+q(j+1)t
n
∣∣∣∣
By LemmaA6 in Appendix A, ∀ε > 0, ∃η such that ∀t1, t2 ∈ [0, t] with |t1 − t2| < η, we have
|up+qt1 − up+qt2 | < ε.
If n is big enough, for fixed t, tn < η . So
∣∣∣∣up+q(j+1)t
n
− up+qjt
n
∣∣∣∣ < ε.
Then
lim
n→∞
∞∑
j=1
|anj − an,j+1| ≤ 1∫ t
0 u
p+q
s ds
lim
n→∞
t
n
(n− 1)ε
=
1∫ t
0 u
p+q
s ds
tε
→ 0 as ε→ 0.
The condition (β) of Theorem B7 in Appendix B is satisfied, so by Theorem B7 in Appendix
B, A is strongly regular.
We have known that FGN Xi, i = 1, 2, · · · is stationary and ergodic. Define ϕ(x) = xp1xq2,
x = (· · · , 0, x1, x2, · · · ) ∈ R∞. It is measurable. Let
V1 = ϕ(· · · , 0,X1,X2, · · · ) = Xp1Xq2
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V2 = ϕ(· · · , 0,X2,X3, · · · ) = Xp2Xq3
· · ·
By the Theorem B8, V1, V2, · · · is stationary and ergodic.
Therefore, by using the Ergodic Theorem B5 in Appendix B, we finished our proof of Claim(3).
3.3 Bipower Variation of the Stochastic Volatility with Drift Term
Let
Z
(0)
t =
∫ t
0
us dB
H
s
and
Zt = αt + Z
(0)
t .
where α ∈ FV c, BHt is a standard fBm with 12 < H < 1. ut is independent of BHt . ut is ca`dla`g,
positive and ut ∈ HBH .
Theorem 3.13. Suppose the following conditions are satisfied.
(a) ut is bounded away from 0.
(b) α satisfies, (pathwise) as δ ↓ 0,
δ−1 max
1≤j≤[t/δ]
|αjδ − α(j−1)δ | = OP(1).
(c) The joint process (α, u) is independent of the fractional Brownian motion BH .
Then
BV (Z; p, q)t = µp,q
∫ t
0
up+qs ds
where
µp,q = E|BH1 |p|BH2 −BH1 |q.
In order to prove this theorem we need some lemmas, corollary and proposition. Define the
function
hp(x;λ) = |λδH + x|p − |x|p.
Let U be a standard normal random variable.
Lemma 3.14. (Barndorff-Nielsen and Shephard (2003b)) For any p > 0 and λ a non zero real
constant, we have
E{hp(U ;λ)} = O(δ2H ), (3.3.7)
E{|U |php(U ;λ)} = O(δH(1+1∧p)),
E{h2p(U ;λ)} = O(δH(1+1∧p)).
and
V ar{hp(U ;λ)} = O(δH(1+1∧p)).
58
Proof: Let ϕ(x) = 1√
2π
e−
x2
2 ,
E{|λδH + U |p} =
∫ ∞
−∞
|λδH + x|pϕ(x) dx
=
∫ ∞
−∞
|y|pϕ(y − λδH) dy
=
∫ ∞
−∞
|y|p 1√
2π
e−
(y−λδH)2
2 dy
=
∫ ∞
−∞
|y|p 1√
2π
e−
y2−2yλδH+λ2δ2H
2 dy
=
(∫ ∞
−∞
|y|p 1√
2π
e−
y2
2 eyλδ
H
dy
)
e−
1
2
λ2δ2H
=
(∫ ∞
−∞
|x|pϕ(x)eλδHx dx
)
e−
1
2
λ2δ2H .
We want to show(∫ ∞
−∞
|x|pϕ(x)eλδHx dx
)
e−
1
2
λ2δ2H =
∫ ∞
−∞
|x|pϕ(x)eλδHx dx+O(δ2H ). (3.3.8)
Consider ∣∣∣∣(∫ ∞−∞ |x|pϕ(x)eλδHx dx
)
e−
1
2
λ2δ2H −
∫ ∞
−∞
|x|pϕ(x)eλδHx dx
∣∣∣∣
/
δ2H
=
∣∣∣∣∫ ∞−∞ |x|pϕ(x)eλδHx dx(e− 12λ2δ2H − 1)
∣∣∣∣
/
δ2H
=
∫ ∞
−∞
|x|pϕ(x)eλδHx dx
∣∣∣e− 12λ2δ2H − 1∣∣∣
δ2H
.
Since
e−
1
2
λ2δ2H − 1
δ2H
→ −λ
2
2
e−
λ2δ2H
2 → −λ
2
2
, as δ ↓ 0,
∃ a constant c such that when δ is small enough,∣∣∣e− 12λ2δ2H − 1∣∣∣
δ2H
≤ c
i.e. ∣∣∣e− 12λ2δ2H − 1∣∣∣ ≤ cδ2H
In order to show (3.3.8), we only need to show
∫∞
−∞ |x|pϕ(x)eλδ
Hx dx is bounded when δ is small
enough. In fact it is true for any non zero r.
Let f(x) = |x|peλδHxe−x
2
4 . It is easy to see that f(x) is a continuous function on R and
limx→±∞ f(x) = 0. Then ∃M such that |x| > M , |f(x)| ≤ 1. Note f(x) is bounded on [−M,M ].
Then ∃M1, |f(x)| ≤ M1. So |f(x)| ≤ max{1,M1} on R. So ∃ a constant C < ∞ such that
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|f(x)| ≤ C on R. Then ∫ ∞
−∞
|x|pϕ(x)eλδHx dx
≤ C√
2π
∫ ∞
−∞
e−
x2
4 dx
=
C√
π
∫ ∞
−∞
e−
( x√
2
)2
2 d
x√
2
=
C√
π
√
2π
=
√
2C <∞.
Thus we proveed the (3.3.8).
From (3.3.8),
E{|λδH + U |p} =
∫ ∞
−∞
|x|pϕ(x)eλδHx dx+O(δ2H)
= E{|U |p}+
∫ ∞
−∞
|x|pϕ(x)(eλδHx − 1) dx +O(δ2H).
Then it yields that
E{hp(U ;λ} = E{|λδH + U |p} −E{|U |p}
=
∫ ∞
−∞
|x|pϕ(x)(eλδHx − 1) dx +O(δ2H)
= δ2H
∫ ∞
−∞
λ2x2|x|pϕ(x)e
λδHx − 1− λδHx
(λδHx)2
dx
+δH
∫ ∞
−∞
λx|x|pϕ(x) dx +O(δ2H).
Let
g(x) =
ex − 1− x
x2
.
It is easy to see that g(x)→ 0 as x→ 0.
Now we want to show g(x) is an increasing function. Let’s consider g′(x).
g′(x) =
(ex − 1)x− 2(ex − 1− x)
x3
:=
h(x)
x3
.
Then
h′(x) = exx− ex + 1.
And
h′′(x) = exx.
So h′′(x) > 0 when x > 0 and h′′(x) < 0 when x < 0. That means that h′(x) is increase on (0,∞)
and decreasing on (−∞, 0). Note that h′(0) = 0. So h′(x) ≥ 0. That means that h(x) is increasing
on real line. Also, h(0) = 0. So h(x) > 0 when x > 0 and h(x) < 0 when x < 0. Thus g′(x) ≥ 0
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and g(x) is increasing.
Then g(λδHx) is inceasing when λ > 0 and g(λδHx) is decreasing when λ < 0. It is also easy
to see that
lim
x→±∞ e
−x2
4 g(λδHx) = 0.
So ∃M <∞ such that if |x| > M , e−x
2
4 g(λδHx) < 1.
When λ > 0 and δ is small enough,∣∣∣∣∣
∫ ∞
−∞
λ2x2|x|pϕ(x)e
λδHx − 1− λδHx
(λδHx)2
dx
∣∣∣∣∣
≤
∣∣∣∣∣
∫ M
−∞
λ2x2|x|pϕ(x)e
λδHx − 1− λδHx
(λδHx)2
dx
∣∣∣∣∣+
∣∣∣∣∣
∫ ∞
M
λ2x2|x|pϕ(x)e
λδHx − 1− λδHx
(λδHx)2
dx
∣∣∣∣∣
≤
∣∣∣∣∣
∫ M
−∞
λ2x2|x|pϕ(x)e
λδHM − 1− λδHM
(λδHM)2
dx
∣∣∣∣∣
+
∣∣∣∣∣
∫ ∞
M
λ2x2|x|p 1√
2π
e−
x2
4 e−
x2
4
eλδ
Hx − 1− λδHx
(λδHx)2
dx
∣∣∣∣∣
≤ C1
∫ ∞
−∞
λ2x2|x|pϕ(x) dx + C2
∫ ∞
−∞
λ2x2|x|p 1√
2π
e−
x2
4 (C1 and C2 are constants)
≤ C (C is a constant).
Similarly, when λ < 0 and δ is small enough, the integration is also bounded by a constant.
And note that
∫∞
−∞ λx|x|pϕ(x) dx is 0 because the integrand function is odd on R.
So
E{hp(U ;λ)} ≤ O(δ2H ) +O(δ2H ) = O(δ2H ).
Let y = x+ 12λδ
H , using similar proof of (3.3.8), we have
E{|U |p|λδH + U |p} =
∫ ∞
−∞
|x|p|λδH + x|pϕ(x) dx
=
∫ ∞
−∞
|y − 1
2
λδH |p|y + 1
2
λδH |pϕ(y − 1
2
λδH) dy
=
∫ ∞
−∞
|y2 − 1
4
λ2δ2H |p 1√
2π
e−
y2−yλδH+ 14λ
2δ2H
2 dy
=
(∫ ∞
−∞
|y2 − 1
4
λ2δ2H |pϕ(y)e 12λδHy dy
)
e−
1
8
λ2δ2H
=
∫ ∞
−∞
|x2 − 1
4
λ2δ2H |pϕ(x)e 12λδHx dx+O(δ2H )
=
∫ ∞
−∞
|x|2pϕ(x)e 12λδHx dx+O(δ2H)
+
∫ ∞
−∞
(|x2 − 1
4
λ2δ2H |p − |x2|p)ϕ(x)e 12λδHx dx.
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By (E1) in Appendix E, we find if δ is small enough,∣∣∣∣∫ ∞−∞(|x2 − 14λ2δ2H |p − |x2|p)ϕ(x)e 12λδHx dx
∣∣∣∣
≤
∫
|x|> |λ|δH
2
∣∣∣∣|x2 − 14λ2δ2H |p − |x2|p
∣∣∣∣ϕ(x)e 12λδHx dx
+
∫
|x|≤ |λ|δH
2
∣∣∣∣|x2 − 14λ2δ2H |p − |x2|p
∣∣∣∣ϕ(x)e 12λδHx dx
= I +
∫
|x|≤ |λ|δH
2
∣∣∣∣|x2 − 14λ2δ2H |p − |x2|p
∣∣∣∣ϕ(x)e 12λδHx dx
≤ I + (1
4
λ2δ2H )p
∫
|x|≤ |λ|δH
2
1√
2π
e−
x2
2
+ 1
2
λδHx dx
≤ I + (1
4
λ2δ2H )pe
λ2
8
1√
2π
|λ|δH
= I +O(δH+2Hp).
For p ≥ 1, using the similar proof of (3.3.8), (E2) in Appendix E yields
I ≤ p
4
λ2δ2H
∫
|x|>λδH
2
|x2|p−1ϕ(x)e 12λδHx dx = O(δ2H ).
While for 0 < p < 1, (E2) in Appendix E yields
I ≤ p
4
λ2δ2H
∫
|x|>λδH
2
(x2 − 1
4
λ2δ2H )p−1ϕ(x)e
1
2
λδHx dx
=
p
4
λ2δ2H
∫
|x|>λδH
2
(|x|+ 1
2
λδH)p−1(|x| − 1
2
λδH)p−1ϕ(x)e
1
2
λδHx dx
≤ p
4
λp+1δ(p+1)H
∫
|x|>λδH
2
ϕ(x)
e
1
2
λδHx
(|x| − 12λδH)p−1
dx
= O(δ(p+1)H ).
All in all, this gives that∫ ∞
−∞
(
|x2 − 1
4
λ2δ2H |p − |x2|p
)
ϕ(x)e
1
2
λδHx dx = O(δ(1+1∧p)H ).
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From the above and,
E{|U |php(U ;λ)} = E{|U |p|λδH + U |p − |U |2p}
=
∫ ∞
−∞
|x|2pϕ(x)e 12λδHx dx−
∫ ∞
−∞
|x|2pϕ(x) dx +O(δ(1+1∧p)H )
=
∫ ∞
−∞
|x|2pϕ(x)
(
e
1
2
λδHx − 1
)
dx+O(δ(1+1∧p)H )
= δ2H
∫ ∞
−∞
λ2
4
x2|x|2pϕ(x)e
1
2
λδH − 1− 12λδHx
(12λδ
Hx)2
dx+O(δ(1+1∧p)H )
= O(δ2H ) +O(δ(1+1∧p)H )
= O(δ(1+1∧p)H ).
Let’s consider
hp(x;λ)
2 = (|λδH + x|p − |x|p)2
= |λδH + x|2p − 2|x|p|λδH + x|p + |x|2p
= |λδH + x|2p − |x|2p + 2|x|2p − 2|x|p|λδH + x|p
= |λδH + x|2p − |x|2p + 2|x|p(x|p − |λδH + x|p)
= h2p + 2|x|p(|x|p − |λδH + x|p).
Then
E{hp(U ;λ)2} = E{h2p(U ;λ)} + 2E{|U |p(|U |p − |λδH + U |p)}
= E{h2p(U ;λ)} +O(δ(1+1∧p)H )
= O(δ2H) +O(δ(1+1∧p)H )
= O(δ(1+1∧p)H ).
So
V ar{hp(U ;λ)} = E{(hp(U ;λ)2} − (E{hp(U ;λ)})2
= O(δ(1+1∧p)H ) +O(δ2H )O(δ2H )
= O(δ(1+1∧p)H ) +O(δ4H )
= O(δ(1+1∧p)H ).
The proof of Lemma 3.14 is complete. 2
Let λ1 and λ2 are nonzero real constants and define
hp,q(x, y;λ1, λ2) = |λ1δH + x|p|λ2δH + y|q − |x|p|y|q.
Lemma 3.15. Let U and V be two standard normal random variables. For any p, q > 0 and
nonzero real constants λ1 and λ2, we have
E{hp,q(U, V ;λ1, λ2)} = O(δ
(1+1∧p∧q)H
2 ).
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Proof:
hr,s(U, V ;λ1, λ2) = |λ1δ
1
2 + U |p|λ2δ
1
2 + V |q − |U |p|V |q
= (|λ1δ
1
2 − |U |p)(|λ2δ
1
2 − |V |q)− |U |p|V |q
+|U |p|λ2δ
1
2 + V |q + |V |q|λ1δ
1
2 + U |p − |U |p|V |q
= hp(U ;λ1)hq(V ;λ2) + |U |phq(V ;λ2) + |V |qhp(U ;λ1).
The Cauchy Schwarz inequality and Lemma 3.14 imply
E{hp,q(U, V ;λ1, λ2)} = E{hp(U ;λ1)hq(V ;λ2)}+E{|U |phq(V ;λ2)}+E{|V |qhp(U ;λ1)}
=
(
E{h2p(U ;λ1)}
) 1
2
(
E{h2q(V ;λ2)}
) 1
2
+
(
E{|U |2p}) 12 (E{h2q(V ;λ2)}) 12 + (E{|V |2q}) 12 (E{h2p(U ;λ1)}) 12
= O(δ
(1+1∧p)H
2 )O(δ
(1+1∧q)H
2 ) +O(δ
(1+1∧p)H
2 ) +O(δ
(1+1∧q)H
2 )
= O(δ
(1+1∧p∧q)H
2 ).
2
Lemma 3.16. For U , V normal random variables and λ1 and λ2 real constants, we have
E{h2p,q(U, V ;λ1, λ2)} = O(δ
(1+1∧p∧q)H
2 ).
Proof:
h2p,q(U, V ;λ1, λ2) = [|λ1δH + U |p|λ2δH + V |q − |U |p|V |q]2
= |λ1δH + U |2p|λ2δH + V |2q − 2|λ1δH + U |p|λ2δH + V |q|U |p|V |q + |U |2p|V |2q
= h2p,2q(U, V ;λ1, λ2)− 2|λ1δH + U |p|λ2δH + V |q|U |p|V |q + 2|U |2p|V |2q.
Then
E{h2p,q(U, V ;λ1, λ2)}
= E{h2p,2q(U, V ;λ1, λ2)} − 2E{|U |p|λ1δH + U |p}E{|V |q|λ2δH + V |q}+ 2E{|U |2p}E{|V |2q}
= O(δ2H )− 2(E{|U |p|λ1δH + U |p|V |q|λ2δH − V |q} − 2E{|U |2p|V |2q})
= O(δ2H )− 2I.
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Consider
I = E{(|U |p|λ1δ
1
2 + U |p − |U |2p)|V |q|λ2δ
1
2 + V |q}
+E{|U |2p|V |q|λ2δ 12 + V |q} −E{|U |2p|V |2q}
= E{(|U |p|λ1δ
1
2 + U |p − |U |2p)(|V |q|λ2δ
1
2 + V |q − |V |2q)}
+E{|V |2q(|U |p|λ1δ
1
2 + U |p − |U |2p)}
+E{|U |2p|V |q|λ2δ 12 + V |q} −E{|U |2p|V |2q}
=
(
E{|U |2ph2p(U ;λ1)}
) 1
2
(
E{|V |2qh2q(V ;λ2)}
) 1
2
+
(
E{|V |4q}) 12 (E{|U |2ph2p(U ;λ1)}) 12 + (E{|U |4p}) 12 (E{|V |2qh2q(V ;λ2)}) 12
= O(δ
(1+1∧p∧q)H
2 )O(δ
(1+1∧p∧q)H
2 ) +O(δ
(1+1∧p∧q)H
2 ) +O(δ
(1+1∧p∧q)H
2 )
= O(δ
(1+1∧p∧q)H
2 ).
So by Lemma 3.14, we have
E{h2p,q(U, V ;λ1, λ2)} = O(δ2H) +O(δ
(1+1∧p∧q)H
2 )
= O(δ
1+1∧p∧q
2 ).
2
Corollary 3.17. Let U , V U ′ and V ′be independent standard normal random variables. λ1, λ2,
λ′1 and λ
′
2 are real constants. Then we have
E{hp,q(U, V ;λ1, λ2)hp,q(U ′, V ′;λ′1, λ′2)} = O(δ
1+1∧p∧q
2 ).
Proof: By Lemma A5 and Lemma A6,
E{hp,q(U, V ;λ1, λ2)hp,q(U ′, V ′;λ′1, λ′2)} =
1
2
[E{|h2p,q(U, V ;λ1, λ2)|}+E{|h2p,q(U ′, V ′;λ′1, λ′2)|}]
= O(δ
1+1∧p∧q
2 ) +O(δ
1+1∧p∧q
2 )
= O(δ
1+1∧p∧q
2 ).
2
Proposition 3.18. Under conditions (a), (b) and (c) for p, q > 0
BV (Z; p, q)δt −BV (Z(0); p, q)δt = OP
(
(δ1−H+ε
)
for every ε ∈ (0, 18 ).
Proof: Let
σ2 = inf
0≤s≤t
u2s and σ
2 = sup
0≤s≤t
u2s
and
γj = δ
−1α∗j , α
∗
j = αjδ − α(j−1)δ, j = 1, 2, · · · ,M.
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By (a),
0 < σ2 ≤ σ2 ≤ ∞
implying
0 < min
j
θj ≤ max
j
θj <∞.
Note that
max
j
|γj | = δ−1max
j
α∗j → 0 (by (b)) , as δ ↓ 0.
So ∃ a constant c such that
max
j
|γj | ≤ cδ.
The by using (c), we have
BV (Z; p, q)δt −BV (Z(0); p, q)δt
= δ1−(p+q)H
M−1∑
j=1
(|∆δjZ|p|∆δj+1Z|q − |∆δjZ(0)|p|∆δj+1Z(0)|q)
= δ1−(p+q)H
M−1∑
j=1
(|α∗j +∆δjZ(0)|p|α∗j+1 +∆δj+1Z(0)|q − |∆δjZ(0)|p|∆δj+1Z(0)|q)
d
= δ1−(p+q)H
M−1∑
j=1
(
|δ2Hγj + δH(Z(0))(δ)j |p|δ2Hγj+1 + δH(Z(0))(δ)j+1|q
−δ(p+q)H
∣∣∣(Z(0))(δ)j ∣∣∣p ∣∣∣(Z(0))(δ)j+1∣∣∣q )
= δ1−(p+q)H
M−1∑
j=1
(|δ2Hγj +∆δjZ(0)|p|δ2Hγj+1 +∆δj+1Z(0)|q − δ(p+q)H |∆δjZ(0)|p|∆δj+1Z(0)|q)
= δ1−(p+q)H
M−1∑
j=1
(∣∣∣∣δ2Hγj + ∫ j
j−1
uδs dB
H
s
∣∣∣∣p ∣∣∣∣δ2Hγj+1 + ∫ j+1
j
uδs dB
H
s
∣∣∣∣q
−δ(p+q)H
∣∣∣∣∫ j
j−1
uδs dB
H
s
∣∣∣∣p ∣∣∣∣∫ j+1
j
uδs dB
H
s
∣∣∣∣q
)
= δ
M−1∑
j=1
( ∣∣∣∣δHγj + ∫ j
j−1
uδs dB
H
s
∣∣∣∣p ∣∣∣∣δHγj+1 + ∫ j+1
j
uδs dB
H
s
∣∣∣∣q
−
∣∣∣∣∫ j
j−1
uδs dB
H
s
∣∣∣∣p ∣∣∣∣∫ j+1
j
uδs dB
H
s
∣∣∣∣q
)
.
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By the similar proof of Claim(1) in 3.12,
δ
M−1∑
j=1
(∣∣∣∣δHγj + ∫ j
j−1
uδs dB
H
s
∣∣∣∣p ∣∣∣∣δHγj+1 + ∫ j+1
j
uδs dB
H
s
∣∣∣∣q − ∣∣∣∣∫ j
j−1
uδs dB
H
s
∣∣∣∣p ∣∣∣∣∫ j+1
j
uδs dB
H
s
∣∣∣∣q
)
− δ
M−1∑
j=1
( ∣∣δHγj + uδ(j−1)Xj∣∣p ∣∣δHγj+1 + uδjXj+1∣∣q − ∣∣uδ(j−1)Xj∣∣p |uδjXj+1|q ) P−→ 0. (3.3.9)
Let U01, · · · , U0M be i.i.d. with standard normal distribution. Then
δ
M−1∑
j=1
( ∣∣δHγj + uδ(j−1)Xj∣∣p ∣∣δHγj+1 + uδjXj+1∣∣q
− ∣∣uδ(j−1)Xj∣∣p |uδjXj+1|q )
= δ
M−1∑
j=1
[
upδ(j−1)u
q
δj
(∣∣∣∣ γjuδ(j−1) δH +Xj
∣∣∣∣p ∣∣∣∣γj+1uδj δH +Xj+1
∣∣∣∣p |Xj |p |Xj+1|q)]
= δ
M−1∑
j=1
upδ(j−1)u
q
δjhp,q(U0j , U0,j+1, λj , λj+1)
where
λj =
γj
uδ(j−1)
, λj+1 =
γj+1
uδj
.
Then by Chebyshev Inequality and Corollary 3.17, we have
P

∣∣∣∣∣∣
M−1∑
j=1
upδ(j−1)u
q
δjhp,q(U0j , U0,j+1, λj , λj+1)
∣∣∣∣∣∣ > δ−H+ε

≤
E
(∑M−1
j=1 u
p
δ(j−1)u
q
δjhp,q(U0j , U0,j+1, λj , λj+1)
)2
δ−2H+2ε
=
M−1∑
j=1
E
∣∣∣upδ(j−1)uqδjhp,q(U0j , U0,j+1, λj, λj+1)∣∣∣2
δ−2H+2ε
+
1
δ−2H+2ε
∑
1≤i<j≤M−1
E(up
δ(j−1)u
q
δjhp,q(U0j , U0,j+1, λj , λj+1)u
p
δ(j−1)u
q
δj
hp,q(U0j , U0,j+1, λj , λj+1)
=
O(δ
1+1∧p∧q
2 )
∑M−1
j=1 u
2p
δ(j−1)u
2q
δjδ
δ−2H+2εδ
+
O(δ
1+1∧p∧q
2 )
∑
1≤i<j≤M−1
(
(upδ(j−1)u
q
δj)(u
p
δ(j−1)u
q
δj
)
δ−2H+2εδ
= O(δ
5
2
H−1−2ε+ 1
2
H(1∧p∧q)).
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Since ε ∈ (0, 18), 52H − 1− 2ε+ 12H(1 ∧ p ∧ q) > 0. So when δ ↓ 0
P

∣∣∣∣∣∣
M−1∑
j=1
upδ(j−1)u
q
δjhp,q(U0j , U0,j+1, λj , λj+1)
∣∣∣∣∣∣ > δ−H+ε
→ 0.
That is
M−1∑
j=1
upδ(j−1)u
q
δjhp,q(U0j , U0,j+1, λj , λj+1) = OP
(
δ−H+ε
)
.
Thus
BV (Z; p, q)δt −BV (Z(0); p, q)δt = OP
(
δ1−H+ε
)
.
2
Now let’s prove Theorem 3.13.
Proof of Theorem 3.13:
We have known that under (a) and (c) we have
BV (Z(0); p, q)t = µp,q
∫ t
0
up+qs ds.
Now we want to prove
BV (Z; p, q)δt
P−→ µp,q
∫ t
0
up+qs ds
Note that
P
{∣∣∣∣BV (Z; p, q)δt − µp,q ∫ t
0
up+qs ) ds
∣∣∣∣ > ε}
= P
{∣∣∣∣BV (Z; p, q)δt −BV (Z(0); p, q)δt +BV (Z(0); p, q)δt − µp,q ∫ t
0
up+qs ds
∣∣∣∣ > ε}
≤ P
{
|BV (Z; p, q)δt −BV (Z(0); p, q)δt | >
ε
2
}
+ P
{∣∣∣∣BV (Z(0); p, q)δt − µp,q ∫ t
0
up+qs ds
∣∣∣∣ > ε2
}
≤ A+B.
By the Theorem 3.12, B → 0. By Proposition 3.18 when δ is small enough,
A ≤ P
(∣∣∣BV (Z; p, q)δt −BV (Z(0); p, q)δt ∣∣∣ > δ1−H+ε)→ 0
for every ε ∈ (0, 18).
Therefore we proved this theorem. 2
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3.4 Bipower Variation of the Stochastic Volatility with Drift Term
and Rare Jumps
In this section, we assume that stochastic processes satisfy (1.1), i.e.
Zt = αt +
∫ t
0
us dB
H
s +
Nt∑
i=1
Ci
where α ∈ FV c, ut > 0, ca`dla`g, locally bounded away from 0 and ut ∈ HBH . Nt is a simple
counting process such that Nt <∞ for all t > 0. {Ci} is a collection of non-zero bounded random
variables.
Let
Z
(1)
t =
∫ t
0
us dB
H
s
and
Z
(2)
t =
Nt∑
i=1
Ci.
So
Zt = Z
(1)
t + Z
(2)
t .
Theorem 3.19. Suppose Z(1) and Z(2) are independent and u is independent of BH . For p > 0
and q > 0. Then
µ−1p,qBV (Z; p, q)t =

∫ t
0 u
p+q
s ds max(p, q) < 1/H,
x∗(t) max(p, q) = 1/H,
∞ max(p, q) > 1/H.
where x∗(t) is some stochastic process.
Proof: Defining
dj,j+1 =

1 ∆δjZ
(2) = ∆δj+1Z
(2) = 0,
1 ∆δjZ
(2) 6= 0,∆δj+1Z(2) 6= 0,
0 elsewhere.
We have an indicator which is one either of there are no jumps or the jumps are contiguous. Then
δ1−(p+q)H
M−1∑
j=1
|∆δjZ|p|∆δj+1Z|q
= δ1−(p+q)H
M−1∑
j=1
|∆δjZ|p|∆δj+1Z|qdj,j+1 + δ1−(p+q)H
M−1∑
j=1
|∆δjZ|p|∆δj+1Z|q(1− dj,j+1)
= I + II.
Fist, let’s consider I. Since Nt is a simple counting process. ∃ a strictly increasing sequence of
random time {Tn, n ≥ 1} with P(Tn →∞) = 1 such that
Nt =
∑
n≥1
1t≥Tn = #{n ≥ 1, Tn ≤ t}.
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For fixed t, there are finite number Nt of random time {Tn, n ≥ 1} occurring in [0, t]. Denote
λmin = min{Ti − Ti−1 : i = 1, · · · , Nt}.
Then when δ < 12λmin, there are no any contiguous jumps. So, as long as δ <
1
2λmin,
I = δ1−(p+q)H
M−1∑
j=1
|∆δjZ|p|∆δj+1Z|qdj,j+1
= δ1−(p+q)H
M−1∑
j=1
|∆δjZ(1)|p|∆δj+1Z(1)|qdj,j+1
P−→ µp,q
∫ t
0
up+qs ds.
The last step is because of Theorem 3.12. We now work with II. |∆δjZ|p|∆δj+1Z|q(1−dj,j+1) is not
0 if there is only one jump in one of contiguous intervals ((j − 1)δ, jδ] and (jδ, (j +1)δ]. If there is
a jump in ((j − 1)δ, jδ], then
|∆δjZ|p|∆δj+1Z|q(1− dj,j+1) = |∆δjZ(1) +∆δjZ(2)|p|∆δj+1Z(1)|q(1− dj,j+1).
If there is a jump in (jδ, (j + 1)δ], then
|∆δjZ|p|∆δj+1Z|q(1− dj,j+1) = |∆δjZ(1)|p|∆δj+1Z(1) +∆δj+1Z(2)|q(1− dj,j+1)
So
|∆δjZ|p|∆δj+1Z|q(1− dj,j+1)
≤ |∆δjZ(1)|p|∆δj+1Z(1) +∆δj+1Z(2)|q(1− dj,j+1) + |∆δjZ(1) +∆δjZ(2)|p|∆δj+1Z(1)|q(1− dj,j+1).
Then
II = δ1−(p+q)H
M−1∑
j=1
|∆δjZ|p|∆δj+1Z|q(1− dj,j+1)
≤ δ1−(p+q)H
M−1∑
j=1
|∆δjZ(1)|p|∆δj+1Z(1) +∆δj+1Z(2)|q(1− dj,j+1)
+ δ1−(p+q)H
M−1∑
j=1
|∆δjZ(1) +∆δjZ(2)|p|∆δj+1Z(1)|q(1− dj,j+1)
= II1 + II2.
(3.4.10)
For fixed t, there are number of Nt jumps in [0, t], which are occuring at T1, T2, · · · , TNt . When δ
is small enough, there is at most one jump occurring on two contiguous intervals. Denote interval
containing Tk by (δjTk , δ(jTk + 1)], k = 1, · · · , Nt. So
II1δ
qH−1 =
Nt∑
k=1
∣∣∣∣∣∆
δ
jTk
Z(1)
δH
∣∣∣∣∣
p ∣∣∣Z(1)jTk+1 + Z(2)jTk+1∣∣∣q .
70
Note that
II2δ
qH−1 =
Nt∑
k=1
∣∣∣∣∣∆
δ
jTk
Z(1)
δH
∣∣∣∣∣
p ∣∣∣∆δjTk+1Z(1) +∆δjTk+1Z(2)∣∣∣q
d
=
Nt∑
k=1
∣∣∣(Z(0))(δ)jTk − (Z(1))(δ)jTk−1∣∣∣p ∣∣∣δH((Z(1))(δ)jTk+1 − (Z(0))(δ)jTk ) + ∆δjTk+1Z(2)∣∣∣q
=
Nt∑
k=1
∣∣∣∣∣
∫ jTk
jTk−1
uδts dB
H
s
∣∣∣∣∣
p ∣∣∣∣∣δH
∫ jTk+1
jTk
uδts dB
H
s +∆
δ
jTk+1
Z(2)
∣∣∣∣∣
q
≤
Nt∑
k=1
∣∣∣∣∣
∫ jTk
jTk−1
uδts dB
H
s
∣∣∣∣∣
p
2q
(∣∣∣∣∣δH
∫ jTk+1
jTk
uδts dB
H
s
∣∣∣∣∣
q
+
∣∣∣∆δjTk+1Z(2)∣∣∣q
)
.
So
E(II2δ
qH−1) ≤ Nt2q
E ∣∣∣∣∣
∫ jTk
jTk−1
uδts dB
H
s
∣∣∣∣∣
2p
 12

E ∣∣∣∣∣δH
∫ jTk+1
jTk
uδts dB
H
s
∣∣∣∣∣
2q
 12 + (E ∣∣∣∆δjTk+1Z(2)∣∣∣2q
) 1
2

≤ Nt2q
[
c2pE
∣∣∣BHjTk −BHjTk−1∣∣∣2p
] 1
2
(δqHc2qE ∣∣∣BHjTk+1 −BHjTk ∣∣∣2q
) 1
2
+
(
E
Nt∑
k=1
C2qk
) 1
2

≤ C (constant).
Then
P(δqH−1) = P
(
II2δ
qH−1 >
ε
δ1−qH
)
≤ E(II1δ
qH−1)
ε
δ1−qH
= δ1−qH
E(II1δ
qH−1)
ε
.
So if q < 1/H, then II1
P−→ 0.
Similarly, if p < 1/H, then II2
P−→ 0.
Thus, if max (p, q) < 2, II
p−→ 0.
Therefore, so long as max (p, q) < 2, for the jumps contribute a finite number of terms to the
sum in II, and so
δ1−(p+q)H
M−1∑
j=1
|∆δjZ|p|∆δj+1Z|qdj,j+1 − δ1−(p+q)H
M−1∑
j=1
|∆δjZ(1)|p|∆δjZ(1)|q
p−→ 0.
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While if max(p, q) > 2 both of I and II explode and note
δ1−(p+q)H
M−1∑
j=1
|∆δjZ|p|∆δj+1Z|q(1− dj,j+1) ≥ I(orII).
So the third result in theorem holds.
The only issue which remain is when max(p, q) = 2. In that case, II1 or II2 or both neither
vanishes nor explode. As a result,
δ1−(p+q)H
M−1∑
j=1
|∆δjZ|p|∆δj+1Z|q(1− dj,j+1)
has a stochastic limit which combines the jumps and the volatility process.
By Theorem 3.12,
δ1−(p+q)H
M−1∑
j=1
|∆δjZ|p|∆δj+1Z|q P−→ µp,q
∫ q
0
up+qs ds.
This delivers the first result in the theorem. 2
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Chapter 4
Two-step Variation for the Fractional
Brownian Motion and Test Statistics
for Testing Jumps from the High
Frequency Data
In this chapter, we assume stochastic processes satisfy (1.1), i.e.
Zt = αt +
∫ t
0
usdB
H
s +
Nt∑
j=1
Cj
where α = {αt, t ≥ 0} is in the set of all continuous finite variation processes (FV c), u = {ut, t ≥ 0}
is the stochastic process such that the stochastic integral is well defined, BH = {BHt , t ≥ 0} is a
fractional Brownian motion with index 0 < H < 1, {Nt, t ≥ 0} is a simple counting process and
{Cj , j = 1, 2, · · · } are non-zero bounded random variables.
Definition 4.1. The realized quadratic variation is defined as
QV (Z)nt = n
2H−1
[nt]∑
j=1
(∆nj Z)
2
where ∆ni Z = Z i
n
− Z i−1
n
. Then the quadratic variation process can be defined, when it exists, as
QV (Z)t = P− lim
n→∞QV (Z)
n
t .
Definition 4.2. The realized two-step variation is defined as
SV (Z)nt = n
2H−1
[nt]∑
j=1
(∆δjZ)(∆
δ
j+1Z)
where ∆δjZ = Z j
n
− Z j−1
n
. Then the two-step variation process is defined, when it exists, as
SV (Z)t = P− lim
n→∞SV (Z)
n
t .
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The outline of this chapter is the following. We first explain definition and properties of multiple
stochastic integrals. Then for stochastic processes in form of (1.1), we obtain the corresponding
convergence distribution based on the central limit theorem in context of Wiener/Itoˆ/Malliavin
calculus. What’s more, we construct the test statistics for testing jumps from the high frequency
data. The Monto Carlo simulation in a simple case is also given in this chapter. The proofs of all
theorems are given in the last section.
4.1 Introduction of Multiple Stochastic Integrals
For the background of the fractional Brownian motion, please refer to the section 3.1. Now let’s
define the stochastic integral for one-dim fBm.
Let k(x, s) be a general function on R× R. Consider
X(t) =
∫
R
k(t, s) dBs.
Then
X(u)−X(t) =
∫
R
[k(u, s) − k(t, s)] dBs
=
∫
R
∫ u
t
∂k
∂x
(x, s)dxdBs
=
∫
R
[∫
R
k˙(x, s)1[t,u](x) dx
]
dBs
where
k˙(x, s) =
∂k
∂x
(x, s).
Let E be the set of simple function on R. Suppose f ∈ E , i.e.
f =
n∑
k=1
ak1(tk−1,tk ]
where ak and tk < tk+1 are real numbers.
Denote ∫
R
f(t) dX(t) :=
n∑
j=1
aj [X(tj)−X(tj−1)] =
∫
R
[∫
R
k˙(x, s)f(x) dx
]
dBs.
For example, X = BH and let α = H − 12 . From the (3.1.3) we know that
k(t, s) = C1(H)[(t − s)α+ − (−s)α+].
Then
k˙(x, s) = C1(H)α(x − s)α−11{x>s}.
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Let a fractional integral of order β > 0 of a function φ, denoted by Iβ−φ, defined as
(Iβ−φ)(s) =
1
Γ
∫
R
φ(u)(u − s)β−1+ du, s ∈ R.
When β = −γ ∈ (−1, 0),
(Iβ−φ)(s) =
γ
Γ(1− γ)
∫ ∞
0
φ(x)− φ(x+ t)
t1+γ
dt
(See chapter 2 in Samko et al. [40]). Then∫
R
k˙(x, s)f(x) dx = C1(H)α
∫ ∞
s
(x− s)α−1f(x) dx
= αC1(H)Γ(α)I
α
−(f)(s)
= Γ(H +
1
2
)C1(H)I
α
−(f)(s)
= CHI
α
−(f)(s)
where cH = C1(H)Γ(H +
1
2). Hence, for any f ∈ E ,∫
R
f dBHs = CH
∫
R
Iα−(f)(s) dBs.
Define the operator
(Kf)(s) =
∫
R
k˙(x, s)f(x)dx.
Then ∀f ∈ E , ∫
R
f(t) dX(t) :=
∫
R
(Kf)(s) dBs.
Define another operator
X (f) =
∫
R
(Kf)(s) dBs
∀f ∈ E .
Let
< f, g >= E[X (f)X (g)] =
∫
R
(Kf)(s)(Kg)(s) ds.
Let H be the closure of all simple function under the scalar product:
||f ||2H =
∫
R
[(Kf)(s)]2 ds.
For example, X = BH and α = H − 12 , then
H = HBH := {f : R→ R, (Iα−f)(x) ∈ L2(R)}.
Suppose that H is a real separable Hilbert space with < ·, · >H and norm || · ||H.
Definition 4.3. We say that a stochastic process W = {W (h), h ∈ H} defined in a complete
probability space (Ω,F , P ) is an isonormal Gaussian process(IGP) if W is a centered Gaussian
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family of random variables such that
E(W (h)W (g)) =< h, g >H
for all h, g ∈ H.
It is easy to see that
Corollary 4.4. X = {X (f), f ∈ HBH} is an IGP.
Define the Hermite polynomials Hn(x) by
Hn(x) = (−1)ne
x2
2
dn
dxn
(e−
x2
2 ), n = 0, 1, 2, · · · .
For instance, H0(x) = 1, H1(x) = x, H2(x) = x
2 − 1, H3(x) = x3 − 3x, H4(x) = x4 − 6x2 + 3, · · · .
For F (x, t) = exp(tx− t22 ), in fact, we have F (x, t) =
∑∞
n=0
tn
n!Hn(x).
Proposition 4.5. Let X and Y be two random variables with joint Gaussian distribution such that
E(X) = E(Y ) = 0 and E(X2) = E(Y 2) = 1. Then for all n,m ≥ 0, we have
E(Hn(X)Hm(Y )) =
{
0 if n 6= m,
n!E(XY )n if n = m.
For each n ≥ 1 we denote by Hn the closed linear subspace of L2(Ω,F , P ) generated by the r.v.
{Hn(W (h)), h ∈ H, ||f ||H = 1}. H0 will be the set of constants. H1 is the set of r.v. {W (h), h ∈H}.
The space Hn is called the Wiener chaos of order n.
Proposition 4.6.
Hn ∐Hm, n 6= m.
For example, H = HBH , {X (f), f ∈ HBH} is an IGP.
Hn = linearspan
{
Hn
(∫
R
K(f)(s) dBs
)
, f ∈ HBH , ||f ||HBH = 1
}
.
Set G := σ{W (h), h ∈ H}. Then we have the following Wiener chaos decomposition.
Theorem 4.7.
L2(Ω,G, P ) =
∞⊕
n=0
Hn.
Now let’s define the multiple stochastic integrals.
Let (T,B, µ) be an atomless separable σ-finite measure space. (Ω,F , P ) is a probability space.
Set
H = L2(T,B, µ).
Fix m ≥ 1, set B0 = {A ∈ B : µ(A) < ∞}. We want to define the multiple stochastic integral
Im(f) of a function f ∈ L2(Tm,Bm, µm).
We denote by Cm the set of elementary functions of the form
f(t1, · · · , tm) =
n∑
i1,··· ,im=1
ai1,··· ,im1Ai1×···×Aim (t1, · · · , tm)
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where A1, · · · , An are pairwise-disjoint sets in B0. ai1,··· ,im are zero if any two of the indices
i1, · · · , im are equal.
Then we define
Im(f) =
n∑
i1,··· ,im=1
ai1,··· ,imW (Ai1) · · ·W (Aim).
{W (A), A ∈ B′}, where W (A) = W (1A), is a white-noise random measure on B0 with control
measure µ, i.e. W is a mean-zero Gaussian stochastic process indexed by set from B0 and with
E(W (A)W (B)) = µ(A ∩B).
Im has following properties.
(i) Im is linear.
(ii) Im(f) = Im(f˜), where f˜ is the symmetrization of f , which means
f¯(t1, · · · , fm) = 1
m!
∑
σ
f(tσ(1), · · · , tσ(m))
σ running over all permutation of {1, · · · ,m}.
(iii)
E(Im(f)Iq(g)) =
{
0 if m 6= q,
m! < f˜, g˜ >L2(Tm) if m = q.
Theorem 4.8. Cm is dense in L2(Tm).
So we can extend the multiple stochastic integral to L2(Tm). ∀f ∈ L2(Tm)
Im(f) =
∫
Tm
f(t1, · · · , tm)W (dt1) · · ·W (dtm).
Im satisfies the properties of (i), (ii) and (iii).
The next result gives the relationship between Hermite polynomials and multiple stochastic
integrals.
Theorem 4.9. Let Hm(x) be the mth Hermite polynomial, and let h ∈ H = L2(T ) with ||h||H = 1.
Then it holds that
Hm(W (h)) = Im(h
⊗m) :=
∫
Tm
h(t1) · · · h(tm)W (dt1) · · ·W (dtm).
As a result, Im : L
2(Tm)→ Hm and ∀F ∈ L2(Ω,G, P )
F =
∞∑
m=0
Im(fm)
where f0 = E(F ). I0 is the identity mapping on the constants. Furthermore, we can assume that
the functions fm ∈ L2(Tm) are symmetric and in this case, uniquely determined by F .
For example, H = H.
W (f) = X (f) =
∫
R
(Kf)(s)dBs =
∫
R
f(s)dX(s).
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∀f ∈ H with ||f ||H = 1,
Hm
(∫
R
(Kf)(s) dBs
)
=
∫
Rm
(Kf)(t1) · · · (Kf)(tm)dB(t1) · · · dB(tm)
:=
∫
Rm
f(t1) · · · f(tm)dX(t1) · · · dX(tm)
= IXm (f
⊗m)
Let X = BH , H = HBH . Then
W (f) = (X)(f) =
∫
R
(Kf)(s) dBs =
∫
R
f(s) dBHs .
For f ∈ HBH with ||f ||HBH = 1, the multiple integral In(f⊗n) is
In(f
⊗n) = Hn
(∫
R
f(t) dBHt
)
.
Now let’s go back to the general case. When f =
∑N
k=1 ckf
⊗n
k with ||fk||H = 1 ∀k, we have
In(f) =
N∑
k=1
ckIn(f
⊗n
k ).
For any f ∈H,
Im(f
⊗m) = ||f ||mHIm
((
f
||f ||H
)⊗m)
= ||f ||mHHm
(∫
R
ff
||f ||H dx
)
.
A limiting argument enables us to calculate In(f) for all f ∈ H⊙n, where H⊙n = {h ∈ H⊗n :
h(t1, · · · , tn) = h(tπ(1), · · · , tπ(n)),∀π ∈ P = {allpermutationon(1, · · · , n)}, and E(In(f))2 =
n!||f ||2
H⊗n .
Finally we can calculate
In(f1 ⊗ f2 ⊗ · · · ⊗ fn) =
∫
Tm
f1(t1) · · · fn(tn)W (dt1) · · ·W (dtn)
by polarization.
f1 ⊗ · · · ⊗ fm = 1
2mm!
∑
ǫi=±1
ǫ1 · · · ǫm
(
m∑
i=1
ǫifi
)⊗m
and
IXm (f1 ⊗ · · · ⊗ fm) :=
1
2mm!
∑
ǫi=±1
ǫ1 · · · ǫmIXm
((
m∑
i=1
ǫifi
)⊗m)
.
78
4.2 Asymptotic Theory for Realized Two-step Variation of Frac-
tional Brownian Motion
Suppose that {BHt , t ≥ 0}, a fractional Brownian motion with Hurst index H ∈ (0, 1), is defined in
a complete probability space(Ω,F ,P). For each t ≥ 0 we denote by FBHt the σ-algebra generated
by the random variable {BHt , 0 ≤ s ≤ t} and the null sets. Recall that the autocorrelation function
of fGn (3.1.2) in section 3.1 is
ρH(n) =
1
2
[(n− 1)2H − 2n2H + (n+ 1)2H ], n = 1, 2, · · · .
Let’s introduce the central limit theorem of realized two-step variation of fBm.
Theorem 4.10. Assume 0 < H < 34 . Then(
BHt ,
√
n
(
SV (BH)nt − ρH(1)t
)) L−→ (BHt , σWt)
as n→∞, where
ρH(1) = 2
2H−1 − 1,
σ2 = ρ2H(1) + 1 + 2
∞∑
k=1
(ρ2H(k) + ρH(k + 1)ρH(k − 1)),
and W = (Wt, t ∈ [0, T ]) is a standard Brownian motion and is independent of BH . The conver-
gence is in the space D([0, T ])2 equipped with the Skorohod topology.
Remark 4.11. The convergence established in Theorem 4.10 is equivalent to the stable convergence
(in D([0, T ])2)
√
n
(
SV (BH)nt − ρH(1)t
) FBH−st−−−−−→ σWt (4.2.1)
where FBH denotes the σ-algebra generated by the process BH .
For the background of stable convergence, please refer to the Appendix C.
Next, by Slusky Theorem we can obtain the following law of large numbers theorem for fractional
Brownian motion.
Theorem 4.12. Assume 0 < H < 34 . We obtain that
SV (BH)t = ρH(1)t.
Remark: When H = 12 , SV (B)t = 0 where B is a standard Brownian motion.
4.3 Extension to Integral Processes
In this section we extend Theorem 4.10 to integral processes
Zt =
∫ t
0
us dB
H
s (4.3.2)
defined on the same probability space as BH .
79
For any p > 0 the p-variation of a real valued function f on an interval [a, b] is defined as
V arp(f ; [a, b]) = sup
π
(
n∑
i=1
|f(ti)− f(ti−1)|p
)1/p
where the supremum runs over all partitions π = {a = t0 < t1 < · · · < tn = b}. Clearly, if f is
κ-Ho¨lder continuous then it has finite 1κ -variation on any finite interval. We set
||f ||κ := sup
a≤s<t≤b
|f(t)− f(s)|
|t− s|κ .
Young [51] proved that the Riemann-Stieltjes integral
∫ b
a f dg exists if f and g have finite p-variation
and finite q-variation, respectively, in the interval [a, b] and 1p +
1
q > 1.
By the Proposition 3.8, we know that BH is (H − ε)-Ho¨lder continuous on any finite interval,
for any ε > 0. So it has 1H−ε -variation on any finite interval. By the result of Young, Zt in (4.3.2) is
a pathwise Riemann-Stieltjes integral, provided that the trajectories of the process u = {ut, t ≥ 0}
have finite q-variation on any finite interval for some q < 11−H .
First we provide the weak limit theorem of the properly normalized realized two-step variation.
Theorem 4.13. H ∈ (0, 34 ). u = {ut, t ∈ [0, T ]} has finite r-variation, where r < 11−H and u is
Ho¨lder continuous of the order κ with κ > 12 . Then for
Zt =
∫ t
0
usdB
H
s
we have (
BHt ,
√
n
(
SV (Z)nt − ρH(1)
∫ t
0
u2sds
))
L−→
(
BHt , σ
∫ t
0
u2sdWs
)
(4.3.3)
as n tends to infinity, where W = {Wt, t ∈ [0, T ]} is a Brownian motion independent of FHt , and
the convergence is in D([0, T ])2.
Next, by the Slusky Theorem, we can obtain the following law of large numbers for the integral
process which is valid under the same assumptions in Theorem 4.13.
Theorem 4.14. Under the same conditions of Theorem 4.13, we obtain
SV (Z)t = ρH(1)
∫ t
0
u2s ds.
4.4 Convergence in Probability of stochastic integral driven by
fractional Brownian motion plus Drift term and Rare Jumps
In this section we extend the probability convergence of Theorem 4.13 to the stochastic processes
of the form (1.1), i.e.
Zt = αt +
∫ t
0
us dB
H
s +
Nt∑
i=1
Ci.
Our main theorem is the following.
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Theorem 4.15. If αt ∈ FV c and satisfies
max
1≤j≤[nt]
∣∣αj/n − α(j−1)/n∣∣ = ξn−ς , (4.4.4)
E|ξ| < ∞, ς > H. u = {ut, t ∈ [0, T ]} has finite r-variation, where r < 11−H and u is Ho¨lder
continuous of the order κ with κ > 12 , H ∈ (0, 34), Nt is a simple counting process such that Nt <∞
for all t > 0, {Ci} is a collection of non-zero bounded random variables. Then
SV (Z)t = ρH(1)
∫ t
0
u2s ds
as n→∞.
Remark: This theorem shows that the two-step variation can provide a nonparametric ap-
proach to estimate the integrated volatility even in the presence of the jumps.
For quadratic variation, we have the following theorem.
Theorem 4.16. Under conditions of Theorem 4.15,
QV (Z)t =

∫ t
0 u
2
s ds H <
1
2 ,∫ t
0 u
2
s ds +
∑Nt
j=1C
2
j H =
1
2 ,
∞ H > 12 .
(4.4.5)
Remark:
(1) It follows Proposition 4.26 in the section of proofs that the central limit theorem for realized
two-step variation of
∫ t
0 us dB
H
s can be extended to the realized two-step variation of αt +∫ t
0 us dB
H
s .
(2) When H > 12 ,
ρH(1)
−1SV (Z)nt −QV (Z)nt P−→ ±∞.
(3) It is easy to see that we can identify jumps by only using quadratic variation if H > 12 .
However, if QV (Z)nt has large variance, it is still hard to know whether the large values of
quadratic variation are caused by jumps or by large variance. So it is good to use test statistic
to determine the jumps, which are developed in next section.
4.5 Test Statistics for Testing Jumps from High Frequency Data
Now, we present two central limit theorems which is straightforward consequence of Theorem 6
and Theorem 7 in [2] by Barndorff-Nielsen Corcuera, and Podolskij.
Theorem 4.17. Assume H ∈ (0, 34). Then
(BHt ,
√
n(QV (BH)nt − t)) L−→ (BHt , τWt)
as n tends to infinity, where W = {Wt, t ∈ [0, T ]} is a Brownian motion independent of the process
BH ,
τ2 = 2 + 4
∞∑
k=1
ρ2H(k),
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and the convergence is in the space D([0, T ])2 equipped with the Skorohod topology.
Theorem 4.18. Assume H ∈ (0, 34). Suppose that u = {ut, t ∈ [0, T ]} has finite r-variation, where
r < 11−H and u is Ho¨lder continuous of the order κ with κ >
1
2 . Then for
Zt =
∫ t
0
usdB
H
s
we have (
BHt ,
√
n
(
QV (Z)nt −
∫ t
0
u2sds
))
L−→
(
BHt , τ
∫ t
0
u2sdWs
)
(4.5.6)
as n tends to infinity, where W = {Wt, t ∈ [0, T ]} is a Brownian motion independent of FHt , and
the convergence is in D([0, T ])2.
Then we can construct the statistics test in the following theorem.
Theorem 4.19. Assume H ∈ (0, 34) and H 6= 12 . Suppose that u = {ut, t ∈ [0, T ]} has finite
r-variation, where r < 11−H and u is Ho¨lder continuous of the order κ with κ >
1
2 . Let α ∈ FV c
and satisfies (4.4.4). Then for
Zt = αt +
∫ t
0
usdB
H
s
we have
G =
√
n(ρ−1H SV (Z)
n
t −QV (Z)nt )√∫ t
0 u
4
s ds
L−→ N(0, ϑ)
and
H =
√
n
(
ρ−1H SV (Z)
n
t
QV (Z)nt
− 1
)
√ ∫ t
0 u
4
s ds
{∫ t0 u2s ds}2
L−→ N(0, ϑ)
as n tends to infinity, where
ϑ =
σ2
ρ2H
− τ2,
ρH = ρH(1) = 2
2H−1 − 1,
σ2 = ρ2H(1) + 1 + 2
∞∑
k=1
(ρ2H(k) + ρH(k + 1)ρH(k − 1)),
τ2 = 2 + 4
∞∑
k=1
ρ2H(k).
4.6 Simulations
In this section, we mainly consider the following simulations.
(1) The simulation of fractional Brownian motion.
(2) The simulation of the fractional Brownian motion plus compounded Poisson process.
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(3) Approximation of µr,s = E|BH1 |r|BH2 −BH1 |s by Monte Carlo method.
(4) Numerical approximations for ρH , σ
2, τ2, and ϑ.
(5) Q-Q plot.
(1). The simulation of fractional Brownian motion (Davies and Harte method [20])
Assume
X0 = B
H
0 , Xi = B
H
i −BHi−1, i = 1, 2, · · ·
ρH(k) = EX0Xk, k = 0, 1, · · ·
sample size is M = 2n and covariance matrix is Γ.
This method is to find a square root matrix G such that Γ = GG′. To this end, one can extend
Γ to a circulant covariance matrix C of size 2n+1.
ρH(0) · · · ρH(M − 1) 0 ρH(M − 1) ρH(M − 2) · · · ρH(1)
ρH(1) · · · ρH(M − 2) ρH(M − 1) 0 ρH(M − 1) · · · ρH(2)
...
. . .
...
...
...
...
. . .
...
ρH(M − 1) · · · ρH(0) ρH(1) ρH(2) ρH(3) · · · 0
0 · · · ρH(1) ρH(0) ρH(1) ρH(2) · · · ρH(M − 1)
ρH(M − 1) · · · ρH(2) ρH(1) ρH(0) ρH(1) · · · ρH(M − 2)
...
. . .
...
...
...
...
. . .
...
ρH(1) · · · 0 ρH(M − 1) ρH(M − 2) ρH(M − 3) · · · ρH(0)

(4.6.7)
Note that C = QΛQ∗, where Q∗ is the complex conjugate of the transpose of Q and QQ∗ = I.
Here Λ is the diagonal matrix of eigenvalues of C, which are given by
λk =
2M−1∑
j=0
rjexp
(
2πi
jk
2M
)
, for k = 0, · · · , 2M − 1.
Then matrix S = Q
√
ΛQ∗ satisfies SS∗ = SS′ = C. Therefore, SV is our fractional Gaussian
noise where V is a vector with i.i.d standard normal elements.
To get the SV , we have three steps:
(1) Compute the eigenvalues in Λ by the Fast Fourier Transform (FFT).
(2) Calculate W = Q∗V .
– W0 and WM are two i.i.d. standard normal random variables.
– For 1 ≤ j < M ,
Wj =
1√
2
(V
(1)
j + iV
(2)
j )
W2M−j =
1√
2
(V
(1)
j − iV (2)j ).
where V
(1)
j and V
(2)
j two i.i.d. standard normal random variables.
(3) Compute the Z = Q
√
ΛW by the inverse FFT.
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Table 4.1: ρH ’s with different Hs
H ρH H ρH
0.05 -0.4641 0.50 0
0.10 -0.4257 0.55 0.0718
0.15 -0.3844 0.60 0.1487
0.20 -0.3402 0.65 0.2311
0.25 -0.2929 0.70 0.3195
0.30 -0.2421 0.75 0.4142
0.35 -0.1877 0.80 0.5157
0.40 -0.1294 0.90 0.7411
0.45 -0.0670
The fractional Gaussian noise is the first N elements of Z. And notice that Z is real.
Remark: The main advantage of this method is the speed. The number of computations is of
order Nlg(N) for N sample points.
The simulated fractional Gaussian noise is in Figure 3.3 on page 45. The examples of simulated
sample pathes are Figure 3.4 on page 46, Figure 3.5 on page 47 and Figure 3.6 on page 48.
(2). The simulation of the fractional Brownian motion plus compounded Poisson
process
We consider the simplest model:
Zt = B
H
t +
Nt∑
j=1
Cj .
Here we let Nt be a Poisson process. Cj, j = 1, · · · , Nt are i.i.d. with stand normal distribution.
Please see Figure 1.1 on page 3.
(3). Approximation of µr,s = E|BH1 |r|BH2 −BH1 |s by Monte Carlo method
Let U = BH1 ∼ N(0, 1), V = BH2 −BH1 ∼ N(0, 1) and hence ρH = Cov(U, V ) = 22H−1 − 1.
(1) Generate independent U ∼ N(0, 1) and Z ∼ N(0, 1).
(2) Put V = ρHU +
√
1− ρ2HZ. Then V ∼ N(0, 1) and Cov(U, V ) = ρH . Thus (U, V ) are
required jointly normal random variables.
(3) Simulate
((U1
V1
)
,
(U2
V2
)
, · · · , (UnVn)).
(4) By the Strong LLN,
1
n
n∑
j=1
|Uj |r|Vj |s → E|U |r|V |s a.s.
(4). Numerical approximations for ρH , σ
2, τ2, and ϑ
From Theorem 4.17, we can use approximate these parameters.
For ρH , we have
ρH = ρH(1) = 2
2H−1 − 1.
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Table 4.2: Approximations of σ2 with different Hs
H σ2 H σ2
0.05 1.6249 0.50 1
0.10 1.5041 0.55 1.0891
0.15 1.3893 0.60 1.2904
0.20 1.2824 0.65 1.7448
0.25 1.1857 0.70 3.0623
0.30 1.1020 0.75 9.6502
0.35 1.0351 0.80 70.6486
0.40 0.9901 0.90 1.3757e+004
0.45 0.9744
ρH ’s with different Hurst indices are given in the above Table 4.1.
For σ2, we have
σ2 = ρ2H(1) + 1 + 2
N∑
k=1
(ρ2H(k) + ρH(k + 1)ρH(k − 1)).
When we choose that N = 1, 000, 000, the estimations with different Hurst indices are given in the
above Table 4.2.
For τ2, we have
τ2 = 2 + 4
N∑
k=1
ρ2H(k).
When we choose that N = 1, 000, 000, the estimations with different Hurst indices are given in the
Table 4.3 on next page.
For ϑ, we have
ϑ =
σ2
ρ2H
− τ2.
When we choose that N = 1, 000, 000, the estimations with different Hurst indices are given in the
Table 4.4 on page 87.
(5). Q-Q plot
We consider the simple case that u = 1, i. e.
Zt = B
H
t .
By the Theorem 4.19 we define the linear jump test statistic
Gˆ =
√
n(ρ−1H SV (Z)
n
t −QV (Z)nt )√
t
L−→ N(0, ϑ)
and the ratio jump test statistic, Hˆ, defined as
Hˆ =
√
n
(
ρ−1H SV (Z)
n
t
QV (Z)nt
− 1
)
√
1
t
L−→ N(0, ϑ).
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Table 4.3: Approximations of τ2 with different Hs
H τ2 H τ2
0.05 2.8626 0.50 2
0.10 2.7283 0.55 2.0222
0.15 2.5984 0.60 2.1642
0.20 2.4742 0.65 2.5370
0.25 2.3575 0.70 3.7583
0.30 2.2504 0.75 10.2348
0.35 2.1558 0.80 71.1070
0.40 2.0776 0.90 1.3758e+004
0.45 2.3575
where
ϑ =
σ2
ρ2H
− τ2,
ρH = ρH(1) = 2
2H−1 − 1,
σ2 = ρ2H(1) + 1 + 2
∞∑
k=1
(ρ2H(k) + ρH(k + 1)ρH(k − 1)).
τ2 = 2 + 4
∞∑
k=1
ρ2H(k).
We can use Q-Q plots to verify above central limit theorems. In statistics, a Q-Q plot is a
graphical method for diagnosing differences, between the probability distribution of a statistical
population from which a random sample has been taken and a comparison distribution.
For a sample of size n, one plots n points, with the (n+ 1) quartiles of the normal distribution
on the horizontal axis and the order statistics of the sample on the vertical axis. If the population
distribution is the same as the comparison distribution this approximates a straight line, especially
near the center. In the case of substantial deviation from linearity, the statistician rejects the null
hypothesis of sameness.
Now let’s draw Q-Q plot.
{y1, · · · , yn} is sample from the random variable Y . The null hypothesis is that Y ∼ N(µ, σ2).
y(1) ≤ y(2) ≤ · · · ≤ y(n).
Then
P
(
Y − µ
σ
≤ q(k)
)
=
k − 0.375
n+ 0.250
.
So
P
(
Y ≤ σq(k) + µ
)
=
k − 0.375
n+ 0.250
.
If {yj} comes from Y ∼ N(µ, σ2), then σq(k) + µ ≈ yk. We plot (y(k), q(k)). It will be a line
with slope 1σ . In the case of substantial deviation from linearity, we reject the null hypothesis of
sameness.
The following is the procedure.
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Table 4.4: Approximations of ϑ with different Hs
H ϑ H ϑ
0.05 4.6809 0.50 ∞
0.10 5.5736 0.55 209.3775
0.15 6.8027 0.60 56.1931
0.20 8.6034 0.65 30.1201
0.25 11.4637 0.70 26.2389
0.30 16.5443 0.75 46.0109
0.35 27.2090 0.80 194.5256
0.40 57.0054 0.90 1.1292e+004
0.45 215.2482
(a) Collect the data from the BHt .
(b) Calculate the power and bipower variation.
(c) Obtain the linear and ratio statistics.
(d) Apply the Q-Q plot.
The simulation results are Figure 4.1 on page 88, Figure 4.2 on page 89, Figure 4.3 on page 90
and Figure 4.4 on page 91.
4.7 Proofs
For the background of the fractional Brownian motion and the multiple Wiener-Ito´ integral, please
refer to the section 3.1 and 4.1.
In this section, we let H = HBH and T = L
2(R,B(R), µ), µ is the standard Gaussian measure.
It means that for any A ∈ B(R),
µ(A) =
1√
2π
∫
A
e−
x2
2 dx.
Then H⊙m = ̂L2(Rm,B(R)⊗m, µ⊗m) is the space of symmestric and square integrable functions on
Rn and for every f ∈ H⊙m, Im(f) is the multiple Wiener-Ito´ integral (of order m) of f with respect
to W .
Lemma 4.20. For any t > 0,
SV (BH)nt − ρH(1)t = I2
 1
n
[nt]∑
i=1
(ψi⊗˜ψi+1)
+O(n−1). (4.7.8)
87
Figure 4.1: QQ-plot for linear jump test statistics when 0 < H < 0.5.
88
Figure 4.2: QQ-plot for ratio jump test statistics when 0 < H < 0.5.
89
Figure 4.3: QQ-plot for linear jump test statistics when 0.5 < H < 1.
90
Figure 4.4: QQ-plot for ratio jump test statistics when 0.5 < H < 1.
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Proof:
SV (BH)nt =
1
n
[nt]∑
i=1
(
∆ni B
H
( 1n)
H
)(
∆ni+1B
H
( 1n)
H
)
=
1
n
[nt]∑
i=1
H1
(
∆ni B
H
( 1n)
H
)
H1
(
∆ni+1B
H
( 1n)
H
)
d
=
1
n
[nt]∑
i=1
H1(Xi)H1(Xi+1)
=
1
n
[nt]∑
i=1
I1(ψi)I1(ψi+1)
=
1
n
[nt]∑
i=1
[I2(ψi⊗˜ψi+1) + I0(ψi⊗˜1ψi+1)]
=
1
n
[nt]∑
i=1
I2(ψi⊗˜ψi+1) + [nt]
n
ρH(1)
= I2
 1
n
[nt]∑
i=1
(ψi⊗˜ψi+1)
+ [nt]
n
ρH(1).
So
SV (BH)nt − ρH(1)t = I2
 1
n
[nt]∑
i=1
(ψi⊗˜ψi+1)
+ ( [nt]
n
− t
)
ρH(1)
= I2
 1
n
[nt]∑
i=1
(ψi⊗˜ψi+1)
+O(n−1).
2
Lemma 4.21. For H ∈ (0, 34),
lim
n→∞nV ar
(
SV (BH)nt − ρH(1)t
)
= σ2t (4.7.9)
where
σ2 = ρ2H(1) + 1 + 2
∞∑
k=1
(ρ2H(k) + ρH(k + 1)ρH(k − 1)). (4.7.10)
Proof: Recall that
SV (BH)nt =
1
n
[nt]∑
i=1
(
∆ni B
H
( 1n )
H
)(
∆ni+1B
H
( 1n)
H
)
.
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So
{SV (BH)nt } d=
 1n
[nt]∑
i=1
XiXi+1
 .
Then
E[SV (BH)nt ] =
[nt]
n
ρH(1)→ ρH(1)t.
We can see that
V ar[SV (BH)nt ]
= E(SV (BH)nt )
2 − [E(SV (BH)nt ]2
=
1
n2
[nt]∑
i,j=1
E(XiXi+1XjXj+1)−
(
[nt]
n
ρH(1)
)2
=
1
n2
[nt]∑
i=1
E(XiXi+1)
2 +
2
n2
[nt]∑
i,j=1
i<j
E(XiXi+1XjXj+1)−
(
[nt]
n
ρH(1)
)2
.
Note that
[nt]∑
i,j=1
i<j
E(XiXi+1XjXj+1) =
[nt]∑
i=1
[nt]∑
j=i+1
E(X1X2Xj−i+1Xj−i+2)
=
[nt]∑
i=1
[nt]−i∑
k=1
E(X1X2Xk+1Xk+2)
=
[nt]−1∑
k=1
[nt]−k∑
i=1
E(X1X2Xk+1Xk+2)
=
[nt]−1∑
k=1
([nt]− k)E(X1X2Xk+1Xk+2).
Now we can apply Theorem D1 in Appendix D. Let
M1 = X2, M2 = X2, M3 = Xk+1, M4 = Xk+2.
Then
r12 = E(X1X2) = ρH(1) = 2
2H−1 − 1,
r13 = E(X1Xk+1) = ρH(k),
r14 = E(x1Xk+2) = ρH(k + 1),
r23 = E(X2Xk+1) = ρH(k − 1),
r24 = E(X2Xk+2) = ρH(k),
r34 = E(Xk+1Xk+2) = ρH(1).
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So by Lemma 4.20,
E(X1X2Xk+1Xk+2) = ρH(1)
2 + ρH(k)
2 + ρH(k − 1)ρH(k + 1).
Notice that ρH(−1) = ρH(1) and ρH(0) = 1. Then E(X1X2)2 = 2ρ2H(1) + 1. Thus
V ar
(
SV (BH)nt
)
=
1
n2
[nt]E(X1X2)
2 −
(
[nt]
n
ρH(1)
)2
+
2
n2
[nt]−1∑
k=1
([nt]− k)[ρH(1)2 + ρH(k)2 + ρH(k − 1)ρH (k + 1)]
=
[nt]
n2
E(X1X2)
2 −
(
[nt]
n
ρH(1)
)2
+
2
n2
ρH(1)
2
[nt]−1∑
k=1
([nt]− k) + 2
n2
[nt]−1∑
k=1
([nt]− k)[ρH(k)2 + ρH(k − 1)ρH(k + 1)]
=
[nt]
n2
E(X1X2)
2 −
(
[nt]
n
ρH(1)
)2
+
([nt]− 1)[nt]
n2
ρH(1)
2 +
2
n2
[nt]−1∑
k=1
([nt]− k)[ρH(k)2 + ρH(k − 1)ρH (k + 1)]
=
[nt]
n2
(ρ2H(1) + 1) +
2
n2
[nt]−1∑
k=1
([nt]− k)[ρH(k)2 + ρH(k − 1)ρH(k + 1)]
=
[nt]
n2
[ρ2H(1) + 1 + 2
[nt]−1∑
k=1
(
1− k
[nt]
)
[ρH(k)
2 + ρH(k − 1)ρH(k + 1)].
Note that for any fixed k, 1 − k[nt] is increasing with respect to n and ρH(k) ∼ H(2H − 1)k2H−2.
Then
ρH(k)
2 ∼ H2(2H − 1)2k4H−4.
When H < 34 , 4H − 4 < −1. So if H < 34 ,
∞∑
k=1
ρH(k)
2 <∞.
Therefore by Monotone Convergence Theorem,
nV ar
(
SV (BH)nt − ρH(1)t
)→ σ2t.
2
Lemma 4.22. Define the sequence r(j) for each H ∈ (0, 1), by
r(j) = (j − 1)2H−2, j ≥ 2
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and r(0) = r(1) = 1. Then we obtain the following assertions.
(i) It holds that
1
n
n∑
j=1
r2(j)→ 0.
If 0 < H < 34 , it holds that ∞∑
j=1
r2(j) <∞.
(ii) For all j ≥ 0,
|ρH(j)| ≤ r(j).
Proof: (i) Let q = 4H − 4 < 0. Then
1
n
n∑
j=1
r2(j) ≤ 1
n
r2(1) +
1
n
n+1∑
j=2
r2(j) =
1
n
+
1
n
n∑
k=1
kq.
When q < −1, ∑∞k=1 kq <∞. So
1
n
n∑
k=1
kq → 0.
When −1 < q < 0,
1
n
n∑
k=1
kq = nq
n∑
k=1
1
n
(
k
n
)q
.
Note that
n∑
k=1
1
n
(
k
n
)q
→
∫ 1
0
xq dx =
1
1 + q
.
So
1
n
n∑
k=1
kq → 0.
When q = 1, k−1 ≤ k− 12 , by the above proof we have
1
n
n∑
k=1
k−1 ≤ 1
n
n∑
k=1
k−
1
2 → 0.
Overall ∞∑
j=1
r2(j) <∞.
If 0 < H < 34 , 4H − 4 < −1. So ∞∑
j=1
r2(j) <∞.
(ii)
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By the Theorem E3 in Appendix E when j ≥ 1 we have
ρH(j) =
1
2
[(j + 1)2H + (j − 1)2H − 2j2H ]
= H(2H − 1)(j + θj)2H−2
where |θj| < 1. So for j ≥ 1, since 2H − 2 < 0,
|ρH(j)| ≤ |H(2H − 1)|(j − 1)2H−2 ≤ r(j).
When j = 0, ρH(0) = r(0) = 1. Hence we complete the proof of (ii). 2
Figure 4.5 on next page shows the graph of function r(x) and |ρH(x)| with H = 0.2.
Lemma 4.23. For H ∈ (0, 34),∣∣< ψ1⊗˜ψ2, ψ1+k⊗˜ψ2+k >H⊗2∣∣ ≤ r2(k − 1). (4.7.11)
Proof: ∣∣< ψ1⊗˜ψ2, ψ1+k⊗˜ψ2+k >H⊗2∣∣
=
∣∣∣∣< 12(ψ1 ⊗ ψ2 + ψ2 ⊗ ψ1), 12(ψ1+k ⊗ ψ2+k + ψ2+k ⊗ ψ1+k) >H⊗2
∣∣∣∣
=
1
4
| < ψ1, ψ1+k >H⊗2< ψ2, ψ2+k >H⊗2 + < ψ1, ψ2+k >H⊗2< ψ2, ψ1+k >H⊗2
+ < ψ2, ψ1+k >H⊗2< ψ1, ψ2+k >H⊗2 + < ψ2, ψ2+k >H⊗2< ψ1, ψ1+k >H⊗2 |
=
1
4
|2ρH(k)2 + 2ρH(k − 1)ρH(k + 1)|
≤ 1
2
(r2(k) + r(k − 1)r(k + 1)]
≤ r2(k − 1).
2
Now, we present a multivariate central limit theorem which is a straightforward consequence of
Theorem 1 and Proposition 2 in Peccati and Tudor ([37]).
Theorem 4.24. Let d ≥ 2, and fix n ≥ 2 as well as a collection of kernels{(
f
(k)
1 , · · · , f (k)d
)
: k ≥ 1
}
such that f
(k)
j ∈ H⊙n for every k ≥ 1 and every j = 1, · · · , d, and
lim
k→∞
n!
∥∥∥f (k)j ∥∥∥2
H⊗n
= Cjj, ∀j = 1, · · · , d
lim
k→∞
E
[
In
(
f
(k)
i
)
In
(
f
(k)
j
)]
= Cij , ∀1 ≤ i < j ≤ d
and the matrix C = (Cij)1≤i,j≤d is positive definite.
Then, the following conditions are equivalent:
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Figure 4.5: The graphs of function r(x) and |ρH(x)| with H = 0.2.
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(i) (
In
(
f
(k)
1
)
, · · · , In
(
f
(k)
d
))T L−→ Nd(0, C)
as k → 0.
(ii) for every j = 1, · · · , d,
lim
k→∞
∥∥∥f (k)j ⊗p f (k)j ∥∥∥
H⊗2(n−p)
= 0,
for every p = 1, · · · , n− 1.
(iii) for every j = 1, · · · , d,
lim
k→∞
E
[
In
(
f
(k)
j
)4]
= 3C2jj .
Let D = D([0, T ]) be the space of functions on [0, T ] that are right-continuous and have left-
hand limits. The space D is equipped with the Skorohod topology. The following criterion for
convergence in distribution in D is introduced in the Theorem 15.6 in P. Billingsley’s book [16].
Theorem 4.25. The stochastic processes Xn(t), X(t) ∈ D([0, T ]). Let TX = {t|0 < t < T,P{X(t) 6=
X(t−)} ∪ {0, T}. Suppose that
(Xn(t1), · · · ,Xn(tk)) L−→ (X(t1), · · · ,X(tk))
holds whenever t1, t2, · · · , tk ∈ TX ; that P(X(T ) 6= X(T−)) = 0; and that
P{|Xn(t)−X(t1)| ≥ λ, |Xn(t2)−X(t)| ≥ λ} ≤ 1
λ2γ
[F (t2)− F (t1)]2α
for t1 ≤ t ≤ t2 and n ≥ 1, where γ > 0, α > 12 , and F is a nondecreasing continuous function on
[0, T ]. Then
Xn(t)
L−→ X(t).
For more details of space D and convergence in D, please refer to the chapter 3 in P. Billingsley’s
book [16].
Proof of Theorem 4.10: There are two steps. In the first step we prove the convergence of
finite dimensional distribution of the sequence(
BHt ,
√
n
(
SV (BH)nt − ρH(1)t
))
.
Then we prove the tightness of this sequence.
Step 1. Define the vector Yn = (Y
1
n , · · · , Y dn )T by
Y kn =
1√
n
[nbk]∑
i=[nak]+1
[(
∆ni B
H
( 1n)
H
)(
∆ni+1B
H
( 1n)
H
)
− ρH(1)
]
where (ak, bk], k = 1, · · · , d are disjoint intervals contained in [0, T ]. Clearly, it suffices to prove
that (
BHbk −BHak , Y kn
)
1≤k≤d
L→ (BHbk −BHak , σ(Wbk −Wak))1≤k≤d
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where σ satisfies
σ2 = ρ2H(1) + 1 + 2
∞∑
k=1
(ρ2H(k) + ρH(k + 1)ρH(k − 1))
Note
∆ni B
H
( 1n)
H
= nH
(
BHi
n
−BHi−1
n
)
d
= BHi −BHi−1.
So E
(
∆ni B
H
( 1
n
)H
)
= 0 and V ar
(
∆ni B
H
( 1
n
)H
)
= 1.
By Lemma 4.20, we obtain the representation
Y kn = I2
 1√
n
[nbk]∑
i=[nak]+1
(ψi⊗˜ψi+1)
+O(n− 12 ).
Notice that the expectation of the product of odd number centered the joint Gaussian process
distribution random variables is 0. So E[(BHbk −BHak)Y ln] = 0 for any 1 ≤ k, l ≤ d. By the Theorem
4.24 it is sufficient to check the following conditions.
(i). For any k = 1, · · · , d, the limit
lim
n→∞ 2!
∥∥∥∥∥∥ 1√n
[nbk]∑
i=[nak]+1
(ψi⊗˜ψi+1)
∥∥∥∥∥∥
2
H⊗2
= σ2(bk − ak)
exists.
(ii). For k 6= h,
lim
n→∞
〈
1√
n
[nbk]∑
i=[nak]+1
(ψi⊗˜ψi+1), 1√
n
[nbh]∑
i=[nah]+1
(ψi⊗˜ψi+1)
〉
H⊗2
= 0.
(iii). For k = 1, · · · , d, we have that
lim
n→∞
∥∥∥∥∥∥
 1√
n
[nbk]∑
i=[nak]+1
(ψi⊗˜ψi+1)
⊗1
 1√
n
[nbk]∑
i=[nak]+1
(ψi⊗˜ψi+1)
∥∥∥∥∥∥
H⊗2
= 0.
Under condition (i)− (iii), we then obtain
Yn
L→ Nd(0, σ2diag(b1 − a1, · · · , bd − ad)).
Since the increments of the process BH are stationary, we will prove part (i), (ii) and (iii) only for
k = 1, a1 = 0 and b1 = 1.
(i). From Lemma 4.20,
SV (BH)H1 = I2
(
1
n
n∑
i=1
(ψi⊗˜ψi+1)
)
+O(n−1).
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So by Theorem D1 in Appendix D
2!
∥∥∥∥∥ 1√n
n∑
i=1
(ψi⊗˜ψi+1)
∥∥∥∥∥
2
H⊗2
= E
(
I2
(
1√
n
n∑
i=1
(ψi⊗˜ψi+1)
))2
= nE
(
I2
(
1
n
n∑
i=1
(ψi⊗˜ψi+1)
))2
= nV ar(SV (BH)n1 )
→ σ2
(ii) Assume w.l.o.g. that ak = 0, bk = ah = 1 and bh = 2. The case bk < ah is much easier.
By the Lemma 4.23 we have∣∣∣∣∣< 1√n
n∑
i=1
(ψi⊗˜ψi+1), 1√
n
2n∑
i=n+1
(ψi⊗˜ψi+1) >H⊗2
∣∣∣∣∣
=
1
n
∣∣∣∣∣∣
n∑
j=1
2n∑
i=n+1
< (ψi⊗˜ψi+1), (ψj⊗˜ψj+1) >H⊗2
∣∣∣∣∣∣
=
1
n
∣∣∣∣∣∣
n∑
j=1
2n∑
i=n+1
< (ψ1⊗˜ψ2), (ψ1+i−j⊗˜ψ2+i−j) >H⊗2
∣∣∣∣∣∣
≤ 1
n
n∑
j=1
2n∑
i=n+1
∣∣< (ψ1⊗˜ψ2), (ψ1+i−j⊗˜ψ2+i−j) >H⊗2∣∣
≤ 1
n
n∑
j=1
2n∑
i=n+1
r2(i− j − 1)
=
1
n
n−1∑
l=0
(l + 1)r2(l) +
1
n
n−2∑
l=0
(n− l − 1)r2(n+ l)]
=
1
n
n−1∑
l=0
(l + 1)r2(l) +
n−2∑
l=0
n− l − 1
n
r2(n+ l)
≤ 1
n
n−1∑
l=0
(l + 1)r2(l) +
n−2∑
l=0
r2(n+ l)
:= An +Bn
For Bn, since r
2(n + l) ≤ r2(n) and H < 34 ,
n−2∑
l=0
r2(n+ l) ≤ (n− 1)r2(n) = (n− 1)4H−3 → 0.
For An, we have the following fact.
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If {ak}k≥0, ak ≥ 0 and
∑∞
k=1 ak is convergent, then
1
n
n∑
k=1
kak → 0.
So
An =
1
n
n−1∑
l=0
lr2(l) +
1
n
n−1∑
l=0
r2(l) ≤ 1
n
n∑
l=1
lr2(l) +
1
n
∞∑
l=0
r2(l)→ 0.
(iii)
(ψi⊗˜ψi+1)⊗1 (ψj⊗˜ψj+1)
=
1
4
[(ψi ⊗ ψi+1 + ψi+1 ⊗ ψi)⊗1 (ψj ⊗ ψj+1 + ψj+1 ⊗ ψj)
=
1
4
[ψi ⊗ ψj < ψi+1, ψj+1 >H +ψi ⊗ ψj+1 < ψi+1, ψj >H
+ ψi+1 ⊗ ψj < ψi, ψj+1 >H +ψi+1 ⊗ ψj+1 < ψi, ψj >H]
=
1
4
[ψi ⊗ ψjρH(j − i) + ψi ⊗ ψj+1ρH(j − i− 1) + ψi+1 ⊗ ψjρH(j + 1− i) + ψi+1 ⊗ ψj+1ρH(j − i)].
Then ∥∥∥∥∥
(
1√
n
n∑
i=1
(ψi⊗˜ψi+1)
)
⊗1
(
1√
n
n∑
i=1
(ψi⊗˜ψi+1)
)∥∥∥∥∥
2
H⊗2
=
1
16
n−2
n∑
j,l,k,h=1
< ψj ⊗ ψlρH(l − j) + ψj ⊗ ψl+1ρH(l − j − 1)
+ ψj+1 ⊗ ψlρH(l + 1− j) + ψj+1 ⊗ ψl+1ρH(l − j),
ψk ⊗ ψhρH(k − h) + ψk ⊗ ψh+1ρH(h− k − 1)
+ ψk+1 ⊗ ψhρH(h+ 1− k) + ψk+1 ⊗ ψh+1ρH(h− k) >H⊗2 .
By the Lemma 4.22, it suffices to consider a term of the form
n−2
n∑
j,l,k,h=1
r(|k − j| − 1)r(|h− l| − 1)r(|l − j| − 1)r(|h − k| − 1). (4.7.12)
Now we change variables. Let
|h− k| − 1 = x, |j − h| − 1 = y, |l − h| − 1 = z.
So −1 ≤ x, y, z ≤ n− 2. Then
|j − l| − 1 ≥ ||j − h| − |l − h|| − 1 = |y − z| − 1,
|j − k| − 1 ≥ ||j − h| − |h− k|| − 1 = |y − x| − 1,
|l − k| − 1 ≥ ||l − h| − |h− k|| − 1 = |z − x| − 1.
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Then term (4.7.12) is bounded by
n−1
∑
−1≤x,y,z≤n−2
r(|y − x| − 1)r(z)r(|y − z| − 1)r(x).
Replace x, y, z by k, j, l respectively, we obtain that
n−1
∑
−1≤j,l,k≤n−2
r(|j − k| − 1)r(l)r(|j − l| − 1)r(k).
For any 0 < ǫ < 1 we have
n−1
∑
−1≤j,l,k≤n−2
r(|j − l| − 1)r(k)r(l)r(|j − k| − 1)
= n−1
∑
−1≤j≤n−2
 ∑
−1≤l≤n−2
r(|j − l| − 1)r(l)
2
= n−1
∑
−1≤j≤[nǫ]
 ∑
−1≤l≤n−2
r(|j − l| − 1)r(l)
2
+n−1
∑
[nǫ]<j≤n−2
 ∑
−1≤l≤n−2
r(|j − l| − 1)r(l)
2
≤ n−1
∑
−1≤j≤[nǫ]
 ∑
−1≤l≤n−2
r(|j − l| − 1)r(l)
2
+2n−1
∑
[nǫ]≤j≤n−2
 ∑
−1≤l≤[n ǫ
2
]
r(|j − l| − 1)r(l)
2
+2n−1
∑
[nǫ]≤j≤n−2
 ∑
[n ǫ
2
]≤l≤n−2
r(|j − l| − 1)r(l)
2
≤ n−1
∑
−1≤j≤[nǫ]
 ∑
−1≤l≤n−2
r2(|j − l| − 1)
 ∑
−1≤l≤n−2
r2(l)

+2n−1
∑
[nǫ]≤j≤n−2
 ∑
−1≤l≤[n ǫ
2
]
r2(|j − l| − 1)
 ∑
−1≤l≤[n ǫ
2
]
r2(l)

+2n−1
∑
[nǫ]≤j≤n−2
 ∑
[n ǫ
2
]≤l≤n−2
r2(|j − l| − 1)
 ∑
[n ǫ
2
]≤l≤n−2
r(l)

≤ 2ǫ
 ∑
−1≤l<n−2
r2(l)
2 + 6 ∑
−1≤l<n−2
r2(l)
∑
[ ǫ
2
]<l<∞
r2(l)
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which converges to 2ǫ
(∑
−1≤l<∞ r(l)
2
)2
as n→∞, and the result follows by letting ǫ→ 0.
Step 2. We need to show the tightness of the sequence
√
n(V (BH , 1, 1)nt − ρH(1)t) in D([0, T ]).
Set
Znt =
√
n
(
V (BH ; 1, 1)nt −
[nt]
n
ρH(1)
)
d
=
1√
n
[nt]∑
i=1
(XiXi+1 − ρH).
Let 0 ≤ s < t ≤ T . Then
E(Znt − Zns )4 =
1
n2
E
 [nt]∑
i=[ns]+1
(XiXi+1 − ρH)
4 .
Claim: For all n ≥ 1,
1
n2
E
 [nt]∑
i=1
(XiXi+1 − ρH)
4 ≤ K ( ∞∑
l=0
r2(l)
)2
,
where K is a constant.
Assume that it hold for a moment. Then
sup
n
E(Znt − Zns )4 ≤ C1(t− s)2,
where C1 is a constant.
Then by the Cauchy-Schwartz inequality, for λ > 0, n ≥ 1 and 0 ≤ t1 < t < t2 ≤ T
P
(∣∣Znt − Znt1∣∣ ≥ λ, ∣∣Znt2 − Znt ∣∣ ≥ λ)
≤ E
1
2 [(Znt − Znt1)4]E
1
2 [(Znt2 − Znt )4]
λ4
≤ C (t− t1)(t2 − t)
λ4
≤ C (t2 − t1)
2
λ4
Then we deduce the tightness of the sequence Znt by Theorem 4.25. This completes the proof.
Now let us show Claim.
Let Vi = XiXi+1, i = 0, 1, 2, · · · . Then
1
n2
E
 [nt]∑
i=1
(XiXi+1 − ρH)
4
=
1
n2
n∑
i,j,k,l=1
E[(Vi − ρH)(Vj − ρH)(Vk − ρH)(Vl − ρH)]
=
1
n2
n∑
i,j,k,l=1
E(ViVjVkVl)− 4ρH
n
n∑
i,j,k=1
E(ViVjVk) + 6ρ
2
H
n∑
i,j=1
E(ViVj)− 4nρ3H
n∑
i=1
E(Vi)
+n2ρ4H .
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By the Remark of Theorem D1 in Appendix D, we can calculate E(ViVjVkVl), E(ViVjVk) and
E(ViVj) as follows.
Let us denote that
E(2)i,j =
∑
Θ
(2)
i,j
E(Xi1Xi2)E(Xj1Xj2),
where
Θ
(2)
i,j = {i1, i2, j1, j2 : i1 6= i2 and i1, i2 ∈ {i, i + 1}, j1 6= j2 and j1, j2 ∈ {j, j + 1}};
E(3)i,j,k =
∑
Θ
(3)
i,j,k
E(Xi1Xi2)E(Xj1Xj2)E(Xk1Xk2),
where
Θ
(3)
i,j,k = {i1, i2, j1, j2, k1, k2 : i1 6= i2 and i1, i2 ∈ {i, i + 1},
j1 6= j2 and j1, j2 ∈ {j, j + 1}, k1 6= k2 and k1, k2 ∈ {k, k + 1}};
E(4)i,j,k,l =
∑
Θ
(4)
i,j,k,l
E(Xi1Xi2)E(Xj1Xj2)E(Xk1Xk2)E(Xl1Xl2),
where
Θ
(4)
i,j,k,l = {i1, i2, j1, j2, k1, k2, l1, l2 : i1 6= i2 and i1, i2 ∈ {i, i + 1}, j1 6= j2 and j1, j2 ∈ {j, j + 1},
k1 6= k2 and k1, k2 ∈ {k, k + 1}, l1 6= l2 and l1, l2 ∈ {l, l + 1}};
For example,
E(2)i,j = E2(XiXj) +E(XiXj+1)E(Xi+1Xj).
Then we have that
n∑
i=1
E(Vi) = nρH ;
n∑
i,j=1
E(ViVj) = n
2ρ2H +
n∑
i,j=1
E(2)i,j ;
n∑
i,j,k=1
E(ViVjVk) = n
3ρ3H + 3nρH
n∑
i,j=1
E(2)i,j +
n∑
i,j,k=1
E(3)i,j,k;
n∑
i,j,k,l=1
E(ViVjVkVl) = n
4ρ4H + 6n
2ρ2H
n∑
i,j=1
E(2)i,j + 4nρH
n∑
i,j,k=1
E(3)i,j,k +
n∑
i,j,k,l=1
E(4)i,j,k,l.
So
n2ρ4H = n
2ρ4H ;
−4nρ3H
n∑
i=1
E(Vi) = −4n2ρ4H ;
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6ρ2H
n∑
i,j=1
E(ViVj) = 6n
2ρ4H + 6ρ
2
H
n∑
i,j=1
E(2)i,j ;
−4ρH
n
n∑
i,j,k=1
E(ViVjVk) = −4n2ρ4H − 12ρ2H
n∑
i,j=1
E(2)i,j − 4
ρH
n
n∑
i,j,k=1
E(3)i,j,k;
1
n2
n∑
i,j,k,l=1
E(ViVjVkVl) = n
2ρ4H + 6ρ
2
H
n∑
i,j=1
E(2)i,j + 4
ρH
n
n∑
i,j,k=1
E(3)i,j,k +
1
n2
n∑
i,j,k,l=1
E(4)i,j,k,l.
Adding them up, we obtain that
1
n2
E
 [nt]∑
i=1
(XiXi+1 − ρH)
4 = 1
n2
n∑
i,j,k,l=1
E(4)i,j,k,l=1.
By using Lemma 4.22, it suffices to consider two terms:
1
n2
n∑
i,j,k,l=1
r2(|i− j| − 1)r2(|k − l| − 1) (4.7.13)
and
1
n2
n∑
i,j,k,l=1
r(|i− j| − 1)r(|j − k| − 1)r(|k − l| − 1)r(|l − i| − 1). (4.7.14)
For (4.7.13), we have that
1
n2
n∑
i,j,k,l=1
r2(|i − j| − 1)r2(|k − l| − 1) =
(
n−2∑
i=−1
r2(i)
)2
.
The term (4.7.14) is exact (4.7.12). So by the proof of in the step 1 for verifying the condition
(iii), (4.7.14) → 0 as n→ 0.
Overall, Claim is true. 2
The convergence established in Theorem 4.10 is equivalent to the stable convergence (inD([0, T ])2)
in Remark 4.11. √
n
(
SV (BH)nt − ρH(1)t
) FBH−st−−−−−→ σWt
where FBH denotes the σ-algebra generated by the process BH . For stable convergence, please refer
to the Appendix C. The reason is following. For any a continuous functional V of {BHt , 0 ≤ t ≤ T}
and for any continuous and bounded function φ on the Skorohod space D([0, T ]) we have, by the
Theorem 4.10,
lim
n→∞E(V φ(Z
(n))) = E(V )E(φ(W )).
For any B ∈ FBH ,
lim
n→∞E(1Bφ(Z
(n))) = E(1B)E(φ(W )).
follows by an easy approximation argument. Hence (4.2.1) holds by the Proposition C4 in Appendix
C. The result of (4.2.1) is crucial for proving a functional central limit theorem for the two-step
variation of integral processes which is presented in next theorem.
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Proof of Theorem 4.13: This theorem is deduced from Theorem 4.10 by the same methods
as presented in J.M. Corcuera, D. Nualart, J.H.L. Woerner([18]) and O.E. Barndorff-Nielsen, J.M.
Corcuera, M. Podolskij ([2]).
For any m ≥ n we obtain the decomposition
√
m
(
SV (Z)mt − ρH(1)
∫ t
0
u2sds
)
=
√
m(A
(m)
t +B
(n,m)
t + C
(n,m)
t +D
(m)
t )
where
A
(m)
t = m
−1+2H
[mt]∑
i=1
(
(∆mi Z)(∆
m
i+1Z)− (u i−1
m
∆mi B
H)(u i
m
∆mi+1B
H)
)
,
B
(n,m)
t = m
−1+2H
[mt]∑
i=1
(
u i−1
m
∆mi B
H
)(
u i
m
∆mi+1B
H
)− ρH(1)m−1 [mt]∑
i=1
u2i−1
m
−m−1+2H
[nt]∑
j=1
u2j−1
m
∑
i∈In(j)
(∆mi B
H)(∆mi+1B
H) + ρH(1)n
−1
[nt]∑
j=1
u2j−1
m
,
C
(n,m)
t = m
−1+2H
[nt]∑
j=1
u2j−1
m
∑
i∈In(j)
(∆mi B
H)(∆mi+1B
H)− ρH(1)n−1
[nt]∑
j=1
u2j−1
m
,
D
(m)
t = ρH(1)
m−1 [mt]∑
j=1
u2j−1
m
−
∫ t
0
u2sds
 ,
and
In(j) =
{
i
∣∣∣ i
m
∈
(
j − 1
n
,
j
n
]}
, j > 1.
We first prove the stable convergence for the term
√
mC
(n,m)
t .
Define
Y jn,m =
1√
m( 1m)
2H
∑
i∈In(j)
(∆mi B
H)(∆mi+1B
H)−
√
m
n
ρH(1).
For any fixed n, we have that
Y jn,m
d
=
√
m
 1
m( 1m)
2H
[m j
n
]∑
i=[m j−1
n
]+1
(∆mi B
H)(∆mi+1B
H)− ρH(1) j
n

From Theorem 4.10,
Y jn,m
L→ σ∆njW.
So by property of stable convergence,(
u2j−1
n
, Y jn,m
)
1≤j≤[nt]
FBH−st−−−−−→
(
u2j−1
n
, σ∆njW
)
1≤j≤[nt]
,
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as m→∞. Hence
√
mC
(n,m)
t
FBH−st−−−−−→ σ
[nt]∑
j=1
u2j−1
n
∆njW.
Note that
σ
[nt]∑
j=1
u2j−1
n
∆njW
ucp−−→ σ
∫ t
0
u2sdWs.
Now we show that the other terms are negligible.
Let s = xm . Then ds = m
−1dt and when s = t, x = mt. So
√
mρH(1)
∫ t
0
u2sds =
√
m
m
ρH(1)
∫ mt
0
u2x
m
dx
=
ρH(1)√
m
[mt]∑
j=1
∫ j
j−1
u2x
m
dx+
ρH(1)√
m
∫ mt
[mt]
u2x
m
dx
≤ ρH(1)√
m
[mt]∑
j=1
u2
t˜mj−1
+
ρH(1)√
m
sup
0≤t≤T
u2t (mt− [mt])
≤ ρH(1)√
m
[mt]∑
j=1
u2t˜mj−1
+
ρH(1)√
m
sup
0≤t≤T
u2t
where t˜mj−1 ∈
(
j−1
m ,
j
m
)
.
Recalling that u is Ho¨lder continuous of order κ we obtain the inequality
[mt]∑
j=1
∣∣∣u j−1
m
− ut˜mj−1
∣∣∣ ≤ ‖u‖κ ∣∣∣∣t˜mj−1 − j − 1m
∣∣∣∣κmt ≤ ‖u‖κ ( 1m
)κ
mT.
Then by inequality (E5) in Appendix E we have
√
m sup
0≤t≤T
|D(m)t | ≤
ρH(1)√
m
 sup
0≤t≤T
u2t +
[mT ]∑
j=1
∣∣∣u2j−1
m
− u2
t˜mj−1
∣∣∣

≤ ρH(1)√
m
 sup
0≤t≤T
u2t + 2 sup
0≤t≤T
|ut|
[mT ]∑
j=1
|u j−1
m
− ut˜mj−1 |

≤ ρH(1)√
m
sup
0≤t≤T
u2t + 2ρH(1)T‖ut‖κ sup
0≤t≤T
|ut|m
1
2
−κ.
Hence √
m sup
0≤t≤T
|D(m)t | P→ 0
as m→∞, because κ > 12 .
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For the term
√
mB
(n,m)
t we obtain the inequality
√
m|B(n,m)t | =
∣∣∣∣∣
[nt]∑
j=1
∑
i∈In(j)
(
u i−1
m
u i
m
1√
m( 1m)
2H
(∆mi B
H)(∆mi+1B
H)− u2i−1
m
ρH(1)√
m
)
−
[nt]∑
j=1
u2j−1
m
 1√
m( 1m)
2H
∑
i∈In(j)
(∆mi B
H)(∆mi+1B
H)−
√
m
n
ρH(1)

+
[mt]∑
i>m
n
[nt]
(
u i−1
m
u i
m
1√
m( 1m)
2H
(∆mi B
H)(∆mi+1B
H)− u2i−1
m
ρH(1)√
m
)∣∣∣∣∣
≤
∣∣∣∣∣
[nt]∑
j=1
u2s˜
∑
i∈In(j)
(
1√
m( 1m)
2H
(∆mi B
H)(∆mi+1B
H)− ρH(1)√
m
)
−
[nt]∑
j=1
u2j−1
m
 1√
m( 1m)
2H
∑
i∈In(j)
(∆mi B
H)(∆mi+1B
H)−
√
m
n
ρH(1)
∣∣∣∣∣
+ sup
0≤t≤T
[mt]∑
i>m
n
[nt]
∣∣∣∣∣u2i−1m
(
1√
m( 1m)
2H
(∆mi B
H)(∆mi+1B
H)− ρH(1)√
m
)∣∣∣∣∣
≤
[nT ]∑
j=1
sup
s∈( j−2n ,
j
n ]
∣∣∣u2s − u2j−1
m
∣∣∣ |Y jn,m|+
∣∣∣∣∣∣
[nt]∑
j=1
u2s˜
√m
n
ρH(1) −
∑
i∈In(j)
ρH(1)√
m
∣∣∣∣∣∣
+ sup
0≤t≤T
[mt]∑
i>m
n
[nt]
∣∣∣∣∣u2i−1m
(
1√
m( 1m)
2H
(∆mi B
H)(∆mi+1B
H)− ρH(1)√
m
)∣∣∣∣∣
where s˜ ∈
(
j−2
n ,
j
n
]
.
For the second term,∣∣∣∣∣∣
[nt]∑
j=1
u2s˜
√m
n
ρH(1)−
∑
i∈In(j)
ρH(1)√
m
∣∣∣∣∣∣ = [nT ]ρH(1)
∣∣∣∣√mn − 1√m
(
♯ of i ∈
(
i− 1
n
m,
i
n
m
])∣∣∣∣ sup
0≤t≤T
u2t .
Note that ♯ of i ∈ ( i−1n m, inm] =
[
m
n
]
or
[
m
n
]
+ 1.
If
(
♯ of i ∈ ( i−1n m, inm]) = [mn ],
[nT ]
∣∣∣∣√mn − 1√m [mn ]
∣∣∣∣ = ∣∣∣∣√m− 1√m [mn ]n
∣∣∣∣ [nT ]nT T
≤
∣∣∣m− [m
n
]
n
∣∣∣ 1√
m
T
→ 0,
as m→∞ and n is fixed.
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If
(
♯ of i ∈ ( i−1n m, inm]) = [mn ]+ 1,
[nT ]
∣∣∣∣√mn − 1√m ([mn ]+ 1)
∣∣∣∣ ≤ ∣∣∣m− ([mn ]+ 1)n∣∣∣ 1√mT
→ 0,
as m→∞ and n is fixed.
For the first term, by Theorem 4.10 and its Remark,
[nT ]∑
j=1
sup
s∈( j−2
n
, j
n
]
|u2s − u2j−1
m
||Y jn,m| L→ σ
[nT ]∑
j=1
sup
s∈( j−2n , jn ]
∣∣∣u2s − u2j−1
m
∣∣∣ |∆njW |.
For the last term, we have
sup
0≤t≤T
[mt]∑
i>m
n
[nt]
∣∣∣∣∣u2i−1m
(
1√
m( 1m)
2H
(∆mi B
H)(∆mi+1B
H)− ρH(1)√
m
)∣∣∣∣∣
= sup
0≤t≤T
∣∣∣∣∣
[mt]∑
i=1
u2i−1
m
√
m
(
1
m( 1m)
2H
(∆mi B
H)(∆mi+1B
H)− ρH(1)t
)
−
m
n
[nt]∑
i=1
u2i−1
m
√
m
(
1
m( 1m)
2H
(∆mi B
H)(∆mi+1B
H)− ρH(1) [nt]
n
)
+
[mt]∑
i=1
√
mρH(1)tu
2
i−1
m
−
m
n
[nt]∑
i=1
ρH(1)
[nt]
n
√
mu2i−1
m
−
[mt]∑
i>m
n
[nt]
u2i−1
m
ρH(1)√
m
∣∣∣∣∣
≤ sup
0≤t≤T
u2t sup
0≤t≤T
∣∣∣∣∣
[mt]∑
i=1
√
m
(
1
m( 1m)
2H
(∆mi B
H)(∆mi+1B
H)− ρH(1)t
)
−
m
n
[nt]∑
i=1
√
m
(
1
m( 1m)
2H
(∆mi B
H)(∆mi+1B
H)− ρH(1) [nt]
n
)∣∣∣∣∣
+ρH(1) sup
0≤t≤T
u2t sup
0≤t≤T
(∣∣∣∣[mt]√mt− mn [nt] [nt]n √m
∣∣∣∣+ ∣∣∣∣[mt]− mn [nt] 1√m
∣∣∣∣)
L−→ σ sup
0≤t≤T
u2t sup
0≤t≤T
∣∣∣Wt −W [nt]
n
∣∣∣
So
lim sup
m→∞
P
(
√
m sup
0≤t≤T
|B(n,m)t | > ǫ
)
≤ P
σ [nT ]∑
j=1
sup
s∈( j−2n , jn ]
∣∣∣u2s − u j−1
n
∣∣∣ |∆njW |+ σ sup
0≤t≤T
u2t sup
0≤t≤T
∣∣∣Wt −W [nt]
n
∣∣∣ > ǫ

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for any ǫ > 0. Since u is Ho¨lder continuous of order κ with κ > 12 it holds, for any δ > 0, that
[nT ]∑
j=1
sup
s∈( j−2n ,
j
n ]
∣∣∣u2s − u2j−1
n
∣∣∣ |∆njW | ≤ 2T‖u‖κ sup
0≤t≤T
|ut|n−κ+ 12+δ
which converges to zero as n tends to infinity if δ is small enough.
sup
0≤t≤T
u2t sup
0≤t≤T
∣∣∣Wt −W [nt]
n
∣∣∣→ 0
as n→∞.
So
lim
n→∞ lim supm→∞
P
(
√
m sup
0≤t≤T
|B(n,m)t | > ǫ
)
= 0.
Finally, let us show that
√
m sup0≤t≤T |A(m)t | P→ 0.
Recall the following facts.
1. If f is κ-Ho¨lder continuous then it has finite 1κ -variation on any finite interval
‖f‖κ := sup
0≤s<t≤T
|f(t)− f(s)|
|t− s|κ .
So
|f(t)− f(s)| ≤ ‖f‖κ|t− s|κ.
2. Young’s inequality: Young (1936) ([51]) proved that the Riemann-Stieltjes integral
∫ b
a fdg
exists if f and g have finite p-variation and finite q-variation respectively, in the interval [a, b] and
1
p +
1
q > 1. Moreover, the following inequality holds∣∣∣∣∫ b
a
fdg − f(a)(g(b) − g(a))
∣∣∣∣ ≤ Cp,qV arp(f ; [a, b])V arq(g; [a, b]). (4.7.15)
3. For any p > 0 the p-variation of a real valued function f on an interval [a, b] is defined as
V arp(f ; [a, b]) = sup
π
(
n∑
i=1
|f(ti)− f(ti−1)|p
) 1
p
where π = {a = t0 < t1 < · · · < tn = b}.
So if f is κ-Ho¨lder continuous,
V ar 1
κ
(f ; [a, b]) = sup
π
(
‖f‖
1
κ
κ |a− b|n
)κ
= ‖f‖κ(b− a).
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Now let’s consider
√
m sup0≤t≤T A
(m)
t .
√
m sup
0≤t≤T
A
(m)
t =
1√
m( 1m)
2H
[mt]∑
i=1
(
(∆mi Z)(∆
m
i+1Z)−
(
u i−1
m
∆mi B
H)(u i
m
∆mi+1B
H
))
=
1√
m( 1m)
2H
[mt]∑
i=1
(
(∆mi Z)(∆
m
i+1Z)−
(
∆mi+1Z)(u i−1
m
∆mi B
H
)
+(∆mi+1Z)
(
u i−1
m
∆mi B
H
)
−
(
u i−1
m
∆mi B
H
)(
u i
m
∆mi+1B
H
))
=
1√
m( 1m)
2H
[mt]∑
i=1
[
(∆mi+1Z)
(
(∆mi Z)−
(
u i−1
m
∆mi B
H
))
+
(
u i−1
m
∆mi B
H
)(
(∆mi+1Z)−
(
u i
m
∆mi+1B
H
)) ]
.
Note that by Young’s inequality (4.7.15),
|∆mi+1Z| =
∣∣∣∣∣
∫ i+1
m
i
m
usdB
H
s
∣∣∣∣∣
≤ C 1
H−ǫ ,
1
κ
V ar 1
κ
(
u;
[
i
m
,
i+ 1
m
])
V ar 1
H−ǫ
(
BH ;
[
i
m
,
i+ 1
m
])
+
∣∣∣u i
m
∆mi+1B
H
∣∣∣
and by Ho¨lder continuity, ∣∣∣u i
m
∆mi+1B
H
∣∣∣ ≤ ‖u‖∞‖BH‖H−ǫm−(H−ǫ)
and
V ar 1
κ
(
u;
[
i− 1
m
,
i
m
])
, V ar 1
κ
(
u;
[
i
m
,
i+ 1
m
])
≤ ‖u‖κm−κ,
V ar 1
H−ǫ
(
BH ;
[
i− 1
m
,
i
m
])
, V ar 1
H−ǫ
(
BH ;
[
i
m
,
i+ 1
m
])
≤ ‖BH‖H−ǫm−(H−ǫ).
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Then∣∣∣√mA(m)t ∣∣∣
≤ 1√
m( 1m)
2H
[mt]∑
i=1
∣∣∆mi+1Z∣∣ ∣∣∣(∆mi Z)− (u i−1
m
∆mi B
H
)∣∣∣
+
1√
m( 1m)
2H
[mt]∑
i=1
∣∣∣u i−1
m
∆mi B
H
∣∣∣ ∣∣∣(∆mi+1Z)− (u i
m
∆mi+1B
H
)∣∣∣
≤ C√
m( 1m)
2H
·
[mt]∑
i=1
V ar 1
κ
(
u;
[
i
m
,
i+ 1
m
])
V ar 1
H−ǫ
(
BH ;
[
i
m
,
i+ 1
m
]) ∣∣∣(∆mi Z)− (u i−1
m
∆mi B
H
)∣∣∣
+
1√
m( 1m)
2H
[mt]∑
i=1
∣∣∣u i
m
∆mi+1B
H
∣∣∣ ∣∣∣(∆mi+1Z)− (u i−1
m
∆mi+1B
H
)∣∣∣
+
1√
m( 1m)
2H
[mt]∑
i=1
∣∣∣u i−1
m
∆mi B
H
∣∣∣ ∣∣∣(∆mi+1Z)− (u i
m
∆mi+1B
H
)∣∣∣
≤ Cm− 12+2H
[mt]∑
i=1
V ar 1
κ
(
u;
[
i
m
,
i+ 1
m
])
V ar 1
H−ǫ
(
BH ;
[
i
m
,
i+ 1
m
])
·V ar 1
κ
(
u;
[
i− 1
m
,
i
m
])
V ar 1
H−ǫ
(
BH ;
[
i− 1
m
,
i
m
])
+‖u‖∞‖BH‖H−ǫm−
1
2
+2H−(H−ǫ)
[mt]∑
i=1
V ar 1
κ
(
u;
[
i− 1
m
,
i
m
])
V ar 1
H−ǫ
(
BH ;
[
i− 1
m
,
i
m
])
+‖u‖∞‖BH‖H−ǫm−
1
2
+2H−(H−ǫ)
[mt]∑
i=1
V ar 1
κ
(
u;
[
i
m
,
i+ 1
m
])
V ar 1
H−ǫ
(
BH ;
[
i
m
,
i+ 1
m
])
≤ C‖u‖2κ‖BH‖2H−ǫm−
1
2
+2Hm−2am−2(H−ǫ)mT
+2C‖u‖∞‖u‖κ‖BH‖H−ǫm−
1
2
+2H−(H−ǫ)m−κm−(H−ǫ)mT
≤ CT‖u‖2κ‖BH‖2Hǫm
1
2
−2κ+2ǫ
+2CT‖u‖∞‖u‖κ‖BH‖2H−ǫm
1
2
−κ+2ǫ
which converges to zero as m tends to infinitely, provided ǫ < 12
(
κ− 12
)
.
The proof is now completed. 2
In order to show the Theorem 4.15, we need the following proposition.
Let
Z
(0)
t =
∫ t
0
us dB
H
s
and
Z
(1)
t (t) = αt + Z
(0)
t .
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Proposition 4.26. Under the condition of Theorem 4.15,
SV (Z(1))nt − SV (Z(0))nt P−→ 0 (4.7.16)
as n→∞.
Proof: ∣∣∣SV (Z(1))nt − SV (Z(0))nt ∣∣∣
= n2H−1
[nt]∑
i=1
(∆ni Z
(1))(∆ni+1Z
(1))− n2H−1
[nt]∑
i=1
(∆ni Z
(0))(∆ni+1Z
(0))
= n2H−1
[nt]∑
i=1
[
(∆ni α+∆
n
i Z
(0))(∆ni+1α+∆
n
i+1Z
(0))− (∆ni Z(0))(∆ni+1Z(0))
]
= n2H−1
[nt]∑
i=1
[
∆ni α∆
n
i+1α+∆
n
i α∆
n
i+1Z
(0) +∆ni+1α∆
n
i Z
(0)
]
.
Then by Ho¨lder inequality,
E
∣∣∣SV (Z(1))nt − SV (Z(0))nt ∣∣∣
= n2H−1
[nt]∑
i=1
E(∆ni α∆
n
i+1α) + n
2H−1
[nt]∑
i=1
E(∆ni α∆
n
i+1Z
(0)) + n2H−1
[nt]∑
i=1
E(∆ni+1α∆
n
i Z
(0))
≤ n2H−1
[nt]∑
i=1
(E|∆ni α|
1
2 )2(E|∆ni+1α|
1
2 )2
+n2H−1
[nt]∑
i=1
(E|∆ni α|
1
2 )2(E|∆ni+1Z(0)|
1
2 )2
+n2H−1
[nt]∑
i=1
(E|∆ni+1α|
1
2 )2(E|∆ni Z(0)|
1
2 )2
:= An +Bn + Cn.
By (4.4.4), we have that there exists a constant c and since ς > H,
An ≤ cn2H−1ntn−2ς = ξ2n2(H−1)ntn−2ς = ξ2tn2(H−ς) → 0
as n→ 0.
Note that by Young’s inequality (4.7.15),
|∆ni+1Z(0)| =
∣∣∣∣∣
∫ i+1
n
i
n
usdB
H
s
∣∣∣∣∣
≤ C 1
H−ǫ ,
1
κ
V ar 1
κ
(
u;
[
i
n
,
i+ 1
n
])
V ar 1
H−ǫ
(
BH ;
[
i
n
,
i+ 1
n
])
+
∣∣∣u i
n
∆ni+1B
H
∣∣∣ ,
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and by Ho¨lder continuity, ∣∣∣u i
n
∆ni+1B
H
∣∣∣ ≤ ‖u‖∞‖BH‖H−ǫn−(H−ǫ)
and
V ar 1
κ
(
u;
[
i− 1
n
,
i
n
])
, V ar 1
κ
(
u;
[
i
n
,
i+ 1
n
])
≤ ‖u‖κn−κ.
V ar 1
H−ǫ
(
BH ;
[
i− 1
n
,
i
n
])
, V ar 1
H−ǫ
(
BH ;
[
i
n
,
i+ 1
n
])
≤ ‖BH‖H−ǫn−(H−ǫ).
So there exist a bounded random variable ζ such that
|∆ni+1Z(0)| ≤ ζn−(H−ǫ). (4.7.17)
Then
Bn ≤ ξn2H−1ntn−ςζn−(H−ǫ)
≤ ξζtnH−ς+ǫ.
Since ς > H and ǫ is small enough, Bn → 0 as n→∞.
Similarly, we can also show that Cn → 0 as n→∞. 2
Proposition 4.26 and Slusky Theorem yields next theorem.
Theorem 4.27. Under the condition of Theorem 4.15,
SV (Z(1))nt
P−→ ρH(1)
∫ t
0
u2s ds.
Now we will use the same method in proof of Theorem 3.19 to show the Theorem 4.15.
Proof of Theorem 4.15: Let
Z
(2)
t =
Nt∑
i=1
Ci.
So
Zt = αt +
∫ t
0
us dB
H
s +
Nt∑
i=1
Ci
= Z
(1)
t + Z
(2)
t .
Defining
dj,j+1 =

1 ∆njZ
(2) = ∆nj+1Z
(2) = 0,
1 ∆njZ
(2) 6= 0,∆nj+1Z(2) 6= 0,
0 elsewhere.
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We have an indicator which is one either of there are no jumps or the jumps are contiguous. Then
n2H−1
[nt]∑
j=1
(∆njZ)(∆
n
j+1Z)
= n2H−1
[nt]∑
j=1
(∆njZ)(∆
n
j+1Z)dj,j+1 + n
2H−1
[nt]∑
j=1
(∆njZ)(∆
n
j+1Z)(1− dj,j+1)
= I + II.
First, let’s consider I. Since Nt is a simple counting process. ∃ a strictly increasing sequence of
random time {Tn, n ≥ 1} with P(Tn →∞) = 1 such that
Nt =
∑
n≥1
1t≥Tn = #{n ≥ 1, Tn ≤ t}.
For fixed t, there are finite number Nt of random time {Tn, n ≥ 1} occurring in [0, t]. Denote
λmin = min{Ti − Ti−1 : i = 1, · · · , Nt}.
Then when δ < 12λmin, there are no any contiguous jumps. So, as long as
1
n <
1
2λmin,
I = n2H−1
[nt]∑
j=1
(∆njZ)(∆
n
j+1Z)dj,j+1
= n2H−1
[nt]∑
j=1
(∆njZ
(1))(∆nj+1Z
(1))dj,j+1
P−→ ρH(1)
∫ t
0
u2s ds.
The last step is because of Theorem 4.27. We now work with II. |∆njZ|r|∆nj+1Z|s(1 − dj,j+1) is
not 0 if there is only one jump in one of contiguous intervals
(
j−1
n ,
j
n
]
and
(
j
n ,
j+1
n
]
. If there is a
jump in
(
j−1
n ,
j
n
]
, then
|∆njZ||∆nj+1Z|(1− dj,j+1) = |∆njZ(1) +∆njZ(2)||∆nj+1Z(1)|(1− dj,j+1).
If there is a jump in
(
j
n ,
j+1
n
]
, then
|∆njZ||∆nj+1Z|(1− dj,j+1) = |∆njZ(1)||∆nj+1Z(1) +∆nj+1Z(2)|(1− dj,j+1).
So
|∆njZ||∆nj+1∆nj+1Z|(1− dj,j+1)
≤ |∆njZ(1)||∆nj+1Z(1) +∆nj+1Z(2)|(1 − dj,j+1) + |∆njZ(1) +∆njZ(2)||∆nj+1Z(1)|(1− dj,j+1).
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Then
|II| ≤ n2H−1
[nt]∑
j=1
|∆njZ||∆nj+1Z|(1− dj,j+1)
≤ n2H−1
[nt]∑
j=1
|∆njZ(1)||∆nj+1Z(1) +∆nj+1Z(2)|(1 − dj,j+1)
+|∆njZ(1) +∆njZ(2)||∆nj+1Z(1)|(1− dj,j+1)
= II1 + II2.
For fixed t, there are number of Nt jumps in [0, t], which are occurring at T1, T2, · · · , TNt . When
1
n <
1
2λmin, there is at most one jump occurring on two contiguous intervals. Denote interval
containing Tk by
(
jTk
n ,
jTk+1
n
]
, k = 1, · · · , Nt. So
|II1| = n2H−1
Nt∑
k=1
∣∣∣∆njTkZ(1)∣∣∣ ∣∣∣∆njTk+1Z(1) +∆njTk+1Z(2)∣∣∣ .
Note that
|∆ni Z(1)| = |∆ni α+∆ni Z(0)|
≤ |∆ni α|+ |∆ni Z(0)|
≤ ξn−ς + ζn−(H−ǫ)
≤ Cξ,ζn−(H−ǫ).
Then
|II1| ≤ n2H−1
Nt∑
k=1
∣∣∣∆njTkZ(1)∣∣∣ (∣∣∣∆njTk+1Z(1) +∆njTk+1Z(2)∣∣∣)
≤ n2H−1Cξ,ζn−(H−ǫ)
(
Nt∑
k=1
∣∣∣∆njTk+1Z(1)∣∣∣+ Nt∑
k=1
∣∣∣∆njTk+1Z(2)∣∣∣
)
≤ Cξ,ζnH−1+ǫ
(
NtCξ,ζn
−(H−ǫ) +
Nt∑
k=1
|Ck|
)
= C2ξ,ζn
−1+2ǫ + Cξ,ζnH−1+ǫ
Nt∑
k=1
|Ck|
→ 0
as n→∞.
So II1
P−→ 0.
Similarly, II2
P−→ 0. 2
For the quadratic variation, we have similar result to Proposition 4.26.
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Proposition 4.28. Under the condition of Theorem 4.15,
QV (Z(1))nt −QV (Z(0))nt P−→ 0, (4.7.18)
as n→∞.
Proof: ∣∣∣QV (Z(1))nt −QV (Z(0))nt ∣∣∣
=
∣∣∣∣∣∣n2H−1
[nt]∑
i=1
(∆ni Z
(1))2 − n2H−1
[nt]∑
i=1
(∆ni Z
(0))2
∣∣∣∣∣∣
≤ n2H−1
[nt]∑
i=1
∣∣∣(∆ni α+∆ni Z(0))2 − (∆ni Z(0))2∣∣∣
≤ n2H−1
[nt]∑
i=1
[
(∆ni α)
2 + 2|∆ni α||∆ni Z(0)|
]
= n2H−1
[nt]∑
i=1
(∆ni α)
2 + 2n2H−1
[nt]∑
i=1
|∆ni α||∆ni Z(0)|
≤ n2H−1ntξ2n−2ς + 2n2H−1ntξ2n−ςζn−(H−ǫ)
= ξ2tn2(H−ς) + 2ξζtnH−ς+ǫ
→ 0
as n→∞. 2
By the Proposition 4.28, Theorem 5.11 and Slusky Theorem, we have that
Theorem 4.29. Under the condition of Theorem 4.15,
QV (Z(1))nt
P−→
∫ t
0
u2s ds.
Now let’s prove the Theorem 4.16.
Proof:
Zt = αt +
∫ t
0
us dB
H
s +
Nt∑
i=1
Ci.
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Then
QV (Z)nt
= n2H−1
[nt]∑
i=1
(∆ni Z)
2
= n2H−1
[nt]∑
i=1
(∆ni Z
(1) +∆ni Z
(2))2
= n2H−1
[nt]∑
i=1
(∆ni Z
(1))2 + 2n2H−1
[nt]∑
i=1
(∆ni Z
(1)∆ni Z
(2)) + n2H−1
[nt]∑
i=1
(∆ni Z
(2))2
By the Theorem 4.29,
n2H−1
[nt]∑
i=1
(∆ni Z
(1))2
P−→
∫ t
0
u2s ds.
For the second term, we have that
2n2H−1
[nt]∑
i=1
(∆ni Z
(1)∆ni Z
(2))
≤ 2n2H−1
 [nt]∑
i=1
|∆ni Z(1)|2
 12  [nt]∑
i=1
|∆ni Z(2)|2
 12
≤ 2nH− 12+ǫt 12Cξ,ζ
√√√√ Nt∑
i=1
C2i
→ 0.
Note that
[nt]∑
i=1
(∆ni Z
(2))2
P−→
Nt∑
i=1
C2i .
So when H > 12 ,
n2H−1
[nt]∑
i=1
(∆ni Z
(2))2 →∞.
When H < 12 ,
n2H−1
[nt]∑
i=1
(∆ni Z
(2))2 → 0.
Overall, we show the Theorem 4.16. 2
The following Theorem gives a joint central limit theorem for realized Two-step Variation and
Quadratic Variation for Zt.
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Table 4.5: Approximations of τ2σ2 − 4γ4 with different Hs
H σ2 H σ2
0.1 3.4548 0.6 2.6293
0.2 2.7947 0.7 6.8736
0.3 2.2976 0.75 23.6172
0.4 2.0029 0.8 186.3116
0.5 2 0.9 4.2871e+004
Theorem 4.30. Under conditions of Theorem 4.19 we have(
BHt ,
√
n
(
QV (Z)nt −
∫ t
0
u2s ds
)
,
√
n
(
SV (Z)nt
ρH
−
∫ t
0
u2s ds
))
L−→
(
BHt , N
((
0
0
)
,Π
∫ t
0
u4s ds
))
,
where
Π =
(
τ2 2γ
2
ρH
2γ2
ρH
σ2
ρ2H
)
and
γ2 = ρH + 2
∞∑
k=1
ρH(k)ρH(k + 1).
ρH , σ
2, τ2 are given in Theorem 4.19
Remark: Π is a positive matrix because it is a covariance matrix of Gaussian random variables.
The determinant of Π is
det(Π) =
τ2σ2 − 4γ4
ρ2H
When we choose that the first 1, 000, 000 sum in σ2, τ2 and γ2, we obtain the numerical approxi-
mations for τ2σ2 − 4γ4 with different Hurst indices as in above Table 4.5.
Before we prove the above theorem, we need the following theorem.
Theorem 4.31. Assume H ∈ (0, 34). Then for any (c1, c2) ∈ R2 we obtain the weak convergence (
in the space D([0, T ])2 equipped with the Skorohod topology)(
BHt , c1
√
n(QV (BH)nt − t) + c2
√
n(SV (BH)nt − ρH t)
) L−→ (BHt , σWt)
where
σ2 = c21τ
2 + c22σ
2 + 4c1c2γ
2. (4.7.19)
Proof: The proof follows the proof of Theorem 4.10.
There are two steps. In the first step we prove the convergence of finite dimensional distribution
of the sequence (
BHt , c1
√
n
(
QV (BH)nt − t
)
+ c2
√
n
(
SV (BH)nt − ρHt
))
.
Then we prove the tightness of this sequence.
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Step 1. Define the vector Yn = (Y
1
n , · · · , Y dn )T by
Y kn = c1
1√
n
[nbk]∑
i=[nak]+1
(∆ni BH
( 1n )
H
)2
− 1

+c2
1√
n
[nbk]∑
i=[nak]+1
[(
∆ni B
H
( 1n)
H
)(
∆ni+1B
H
( 1n)
H
)
− ρH
]
where (ak, bk], k = 1, · · · , d are disjoint intervals contained in [0, T ]. Clearly, it suffices to prove
that (
BHbk −BHak , Y kn
)
1≤k≤d
L→ (BHbk −BHak , σ(Wbk −Wak))1≤k≤d
where σ is defined as (4.7.19).
Note that
QV (BH)nt =
1
n
[nt]∑
i+1
(
H2
(
∆ni B
H
( 1n)
H
)
+ 1
)
d
=
1
n
[nt]∑
i=1
I2(ψ
⊗2
i ) +
[nt]
n
.
So
V (BH , 2)nt − t = I2
 1
n
[nt]∑
i=1
ψ⊗2i
+O(n−1).
So combining Lemma 4.20, we obtain the representation
Y kn = I2
 1√
n
[nbk]∑
i=[nak]+1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1)
+O(n−frac12).
Since E[(BHbk −BHak)Y ln] = 0 for any 1 ≤ k, l ≤ d, it is sufficient to check the following conditions.
(i). For any k = 1, · · · , d, the limit
lim
n→∞ 2!
∥∥∥∥∥∥ 1√n
[nbk]∑
i=[nak]+1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1)
∥∥∥∥∥∥
2
H⊗2
= σ2(bk − ak)
exists.
(ii). For k 6= h,
lim
n→∞
〈
1√
n
[nbk]∑
i=[nak]+1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1),
1√
n
[nbh]∑
i=[nah]+1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1)
〉
H⊗2
= 0.
(iii). For k = 1, · · · , d, we have that
lim
n→∞
∥∥∥∥∥∥
 1√
n
[nbk]∑
i=[nak]+1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1)
⊗1
 1√
n
[nbk]∑
i=[nak]+1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1)
∥∥∥∥∥∥
H⊗2
= 0.
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Under condition (i)− (iii), we then obtain
Yn
L→ Nd(0, σ2diag(b1 − a1, · · · , bd − ad)).
Since the increments of the process BH are stationary, we will prove part (i), (ii) and (iii) only for
k = 1, a1 = 0 and b1 = 1.
(i). By proofs of Theorem 4.17 and Theorem 4.10, we have
2!
∥∥∥∥∥ 1√n
n∑
i=1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1)
∥∥∥∥∥
2
H⊗2
= 2!
〈
1√
n
n∑
i=1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1),
1√
n
n∑
i=1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1)
〉
H⊗2
= 2c21
〈
1√
n
n∑
i=1
ψ⊗2i ,
1√
n
n∑
i=1
ψ⊗2i
〉
H⊗2
+2c22
〈
1√
n
n∑
i=1
ψi⊗˜ψi+1, 1√
n
n∑
i=1
ψi⊗˜ψi+1
〉
H⊗2
+4c1c2
〈
1√
n
n∑
i=1
ψ⊗2i ,
1√
n
n∑
i=1
ψi⊗˜ψi+1
〉
H⊗2
= c212
∥∥∥∥∥ 1√n
n∑
i=1
ψ⊗2i
∥∥∥∥∥
H⊗2
+ c212
∥∥∥∥∥ 1√n
n∑
i=1
ψi⊗˜ψi+1
∥∥∥∥∥
H⊗2
+4c1c2
1
n
n∑
i,j=1
< ψ⊗2i ,
1
2
(ψj ⊗ ψj+1 + ψj+1 ⊗ ψj >H⊗2
= c21nV ar(QV (B
H)n1 ) + c
2
2nV ar(SV (B
H)n1 )
+4c1c2
1
n
n∑
i,j=1
< ψi, ψj >< ψi, ψj+1 > .
By proof of Theorem 4.17,
nV ar(QV (BH)n1 )→ τ2
as n→∞.
By proof of Theorem 4.10,
nV ar(SV (BH)n1 )→ σ2
as n→∞.
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Now let’s consider the third term.
1
n
n∑
i,j=1
< ψi, ψj >< ψi, ψj+1 >
=
1
n
n∑
i=1
ρH(1) +
2
n
n∑
i,j=1
i<j
ρH(j − i)ρH(j + 1− i)
= ρH(1) +
2
n
n∑
i=1
n∑
j=i+1
ρH(j − i)ρH(j − i+ 1)
= ρH(1) +
2
n
n∑
i=1
n−i∑
k=1
ρH(k)ρH(k + 1)
= ρH(1) +
2
n
n−1∑
k=1
n−k∑
i=1
ρH(k)ρH(k + 1)
= ρH(1) +
2
n
n−1∑
k=1
(n− k)ρH(k)ρH(k + 1)
= ρH(1) + 2
n−1∑
k=1
(1− k
n
)ρH(k)ρH(k + 1)
→ ρH(1) + 2
∞∑
k=1
ρH(k)ρH(k + 1) := γ
2.
Overall
lim
n→∞ 2!
∥∥∥∥∥ 1√n
n∑
i=1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1)
∥∥∥∥∥
2
H⊗2
= c21τ
2 + c22σ
2 + 4c1c2γ
2 := σ2.
(ii) From proofs of Theorem 4.17 and Theorem 4.10, we have that
lim
n→∞
〈
1√
n
[nbk]∑
i=[nak]+1
ψ⊗2i ,
1√
n
[nbh]∑
i=[nah]+1
ψ⊗2i
〉
H⊗2
= 0
and
lim
n→∞
〈
1√
n
[nbk]∑
i=[nak]+1
ψi⊗˜ψi+1, 1√
n
[nbh]∑
i=[nah]+1
ψi⊗˜ψi+1
〉
H⊗2
= 0.
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Assume w.l.o.g. that ak = 0, bk = ah = 1 and bh = 2. The case bk < ah is much easier. So
lim
n→∞
〈
1√
n
n∑
i=1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1),
1√
n
2n∑
i=n+1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1)
〉
H⊗2
= c1c2 lim
n→∞
1
n
n∑
i=1
2n∑
j=n+1
(
< ψ⊗2i , ψj⊗˜ψj+1 >H⊗2 + < ψ⊗2j , ψi⊗˜ψi+1 >H⊗2
)
= c1c2 lim
n→∞
1
n
n∑
i=1
2n∑
j=n+1
(< ψi, ψj >H< ψi, ψj+1 >H + < ψi, ψj >H< ψi+1, ψj >H)
= c1c2 lim
n→∞
1
n
n∑
i=1
2n∑
j=n+1
(ρH(j − i)ρH(j − i+ 1) + ρH(j − i)ρH(j − i− 1))
≤ c1c2 lim
n→∞
1
n
n∑
i=1
2n∑
j=n+1
r2(j − i− 1)
= c1c2
1
n
n−1∑
l=0
(l + 1)r2(l) + c1c2
1
n
n−2∑
l=0
(n− l − 1)r2(n+ l)]
= c1c2
1
n
n−1∑
l=0
(l + 1)r2(l) + c1c2
n−2∑
l=0
n− l − 1
n
r2(n+ l)
≤ c1c2 1
n
n−1∑
l=0
(l + 1)r2(l) + c1c2
n−2∑
l=0
r2(n + l)
:= c1c2(An +Bn).
By using the same proof of Theorem 4.10, we can show (ii).
(iii) Note that∥∥∥∥∥
(
1√
n
n∑
i=1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1)
)
⊗1
(
1√
n
n∑
i=1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1)
)∥∥∥∥∥
H⊗2
≤ c21
∥∥∥∥∥∥
 1√
n
[nbk]∑
i=[nak]+1
ψ⊗2i
⊗1
 1√
n
[nbk]∑
i=[nak]+1
ψ⊗2i
∥∥∥∥∥∥
H⊗2
+c22
∥∥∥∥∥∥
 1√
n
[nbk]∑
i=[nak]+1
ψi⊗˜ψi+1
⊗1
 1√
n
[nbk]∑
i=[nak]+1
ψi⊗˜ψi+1
∥∥∥∥∥∥
H⊗2
+2c1c2
∥∥∥∥∥∥
 1√
n
[nbk]∑
i=[nak]+1
ψ⊗2i
⊗1
 1√
n
[nbk]∑
i=[nak]+1
ψi⊗˜ψi+1
∥∥∥∥∥∥
H⊗2
.
From proofs of Theorem 4.17 and Theorem 4.10, we have that as n→∞,∥∥∥∥∥∥
 1√
n
[nbk]∑
i=[nak]+1
ψ⊗2i
⊗1
 1√
n
[nbk]∑
i=[nak]+1
ψ⊗2i
∥∥∥∥∥∥
H⊗2
→ 0
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and ∥∥∥∥∥∥
 1√
n
[nbk]∑
i=[nak]+1
ψi⊗˜ψi+1
⊗1
 1√
n
[nbk]∑
i=[nak]+1
ψi⊗˜ψi+1
∥∥∥∥∥∥
H⊗2
→ 0.
Now let’s consider the third term. Note that
(ψ⊗2i )⊗1 (ψj⊗˜ψj+1)
=
1
2
[(ψi ⊗ ψi)⊗˜1(ψj ⊗ ψj+1 + ψj+1 ⊗ ψj)
=
1
2
[ψi ⊗ ψj < ψi, ψj+1 >H +ψi ⊗ ψj+1 < ψi, ψj >H]
=
1
2
[ψi ⊗ ψjρH(j − i+ 1) + ψi ⊗ ψj+1ρH(j − i)].
Then ∥∥∥∥∥
(
1√
n
n∑
i=1
ψ⊗2i
)
⊗1
(
1√
n
n∑
i=1
ψi⊗˜ψi+1
)∥∥∥∥∥
2
H⊗2
=
1
4
n−2
n∑
j,l,k,h=1
< ψj ⊗ ψlρH(l − j + 1) + ψj ⊗ ψl+1ρH(l − j),
ψk ⊗ ψhρH(k − h+ 1) + ψk ⊗ ψh+1ρH(h− k) >H⊗2
=
1
4
n−2
n∑
j,l,k,h=1
[ρH(k − j)ρH(h− l)ρH(l − j + 1)ρH(k − h+ 1)
+ρH(k − j)ρH(h+ 1− l)ρH(l − j + 1)ρH(h− k)
+ρH(k − j)ρH(h− l)ρH(l − j)ρH(k − h+ 1)
+ρH(k − j)ρH(h+ 1− l)ρH(l − j)ρH(h− k)].
It suffices to consider a term of the form
n−2
n∑
j,l,k,h=1
r(|k − j|)r(|h − l|)r(|l − j|)r(|h − k|),
which is bounded by
n−2
n∑
j,l,k,h=1
r(|k − j| − 1)r(|h− l| − 1)r(|l − j| − 1)r(|h − k| − 1).
So by using the same proof of Theorem 4.10, we can show (iii).
Step 2. It suffices to show the tightness of the sequence c1ρH
√
n(QV (BH)nt −t)+c2
√
n(V (BH , 1, 1)nt −
ρHt).
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Set
Znt =
√
n
[
c1ρH
(
V (BH ; 2)nt −
[nt]
n
)
+ c2
(
V (BH ; 1, 1)nt −
[nt]
n
ρH
)]
d
=
1√
n
c1ρH [nt]∑
i=1
(X2i − 1) + c2
[nt]∑
i=1
(XiXi+1 − ρH)
 .
Let 0 ≤ s < t ≤ T . Then
E(Znt − Zns )4 =
1
n2
E
c1ρH [nt]∑
i=[ns]+1
(X2i − 1) + c2
[nt]∑
i=[ns]+1
(XiXi+1 − ρH)
4
≤ 24c41ρ4H
1
n2
E
 [nt]∑
i=[ns]+1
(X2i − 1)
4 + 24c42 1n2E
 [nt]∑
i=[ns]+1
(XiXi+1 − ρH)
4 .
Then from proofs of Theorem 4.17 and Theorem 4.10, we know that for any n ≥ 1
1
n2
E
 [nt]∑
i=[ns]+1
(X2i − 1)
4 ≤ K1(t− s)2
and
1
n2
E
 [nt]∑
i=[ns]+1
(XiXi+1 − ρH)
4 ≤ K2(t− s)2.
Then we deduce the tightness of the sequence Znt by Theorem 4.25. This completes the proof.
2
Remark: By the same reason in the Remark of Theorem 4.10, the weak convergence in Theorem
4.31 is equivalent to the stable convergence.
Lemma 4.32. If zn = (zn1, · · · , znq) is a sequence of r.v. having mean 0 then to prove that zn L−→
Nq(0,Ψ) for some nonnegative matrix Ψ we have c
′zn
L−→ Nq(0, c′Ψc), where c = (c1, · · · , cq) ∈ Rq.
Proof: Suppose
c′zn
L−→ X ∼ Nq(0, c′Ψc).
Then
P̂c′zn(y)→ P̂X(y) = e−
1
2
c′Ψcy2
= e−
1
2
c′yΨcy
= e−
1
2
(cy)′Ψcy
Let z = cy. Since c is any vector in Rq and y is any number in R. So z can be any vector in
Rq. On the other hand,
P̂c′zn(y) = Ee
ic′zny = Eei(cy)
′zn = Eei<z,zn> = P̂zn(z).
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so
P̂zn(z)→ e−
1
2
<z,Ψz>.
Obviously e−
1
2
<z,Ψz> is continuouly at z = 0, the e−
1
2
<z,Ψz> is the characteristic function of some
distribution. But we know if Z ∼ N(0,Ψ), then
P̂Z(z) = e
− 1
2
<z,Ψz>
So P̂zn(z)→ P̂Z(z) and Z ∼ Nq(0,Ψ).
Thus,
Zn
L−→ Z ∼ Nq(0,Ψ).
2
Now let’s prove Theorem 4.30.
Proof of Theorem 4.30: By Proposition 4.26 and Proposition 4.28, we only need to show
Theorem 4.30 under Zt =
∫ t
0 us dB
H
s . Then it is enough to show that for any (c1, c2) ∈ R2 we have(
BHt , c1
√
n
(
QV (Z)nt −
∫ t
0
u2s ds
)
+ c2
√
n
(
SV (Z)nt
ρH
−
∫ t
0
u2s ds
))
L−→
(
BHt , (c1, c2)Π
(
c1
c2
)∫ t
0
u4s ds
)
,
which is equivalent to(
BHt , c1ρH
√
n
(
QV (Z)nt −
∫ t
0
u2s ds
)
+ c2
√
n
(
SV (Z)nt − ρH
∫ t
0
u2s ds
))
L−→
(
BHt , (c1, c2)Π˜
(
c1
c2
)∫ t
0
u4s ds
)
where
Π˜ =
(
τ2ρ2H 2γ
2ρH
2γ2ρH σ
2
)
.
For any m ≥ n we obtain the decompositions from proofs of Theorem 4.17 and Theorem 4.13.
ρHc1
√
m
(
QV (Z)mt −
∫ t
0
u2sds
)
= ρHc1
√
m(A
(m)
t +B
(n,m)
t + C
(n,m)
t +D
(m)
t )
and
c2
√
m
(
SV (Z)mt − ρH(1)
∫ t
0
u2sds
)
= c2
√
m(A¯
(m)
t + B¯
(n,m)
t + C¯
(n,m)
t + D¯
(m)
t )
where
A
(m)
t =
1
m( 1m)
2H
[mt]∑
i=1
(
(∆mi Z)
2 −
(
u i−1
m
∆mi B
H
)2)
,
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B
(n,m)
t =
1
m( 1m)
2H
[mt]∑
i=1
(
u i−1
m
∆mi B
H
)2 −m−1 [mt]∑
i=1
u2i−1
m
− 1
m( 1m)
2H
[nt]∑
j=1
u2j−1
m
∑
i∈In(j)
(∆mi B
H)2 + n−1
[nt]∑
j=1
u2j−1
m
C
(n,m)
t =
1
m( 1m)
2H
[nt]∑
j=1
u2j−1
m
∑
i∈In(j)
(∆mi B
H)2 − n−1
[nt]∑
j=1
u2j−1
m
,
D
(m)
t = m
−1
[mt]∑
j=1
u2j−1
m
−
∫ t
0
u2s ds,
and
A¯
(m)
t =
1
m( 1m)
2H
[mt]∑
i=1
(
(∆mi Z)(∆
m
i+1Z)− (u i−1
m
∆mi B
H)(u i
m
∆mi+1B
H)
)
,
B¯
(n,m)
t =
1
m( 1m)
2H
[mt]∑
i=1
(
u i−1
m
∆mi B
H
)(
u i
m
∆mi+1B
H
)− ρH(1)m−1 [mt]∑
i=1
u2i−1
m
− 1
m( 1m)
2H
[nt]∑
j=1
u2j−1
m
∑
i∈In(j)
(∆mi B
H)(∆mi+1B
H) + ρH(1)n
−1
[nt]∑
j=1
u2j−1
m
,
C¯
(n,m)
t =
1
m( 1m)
2H
[nt]∑
j=1
u2j−1
m
∑
i∈In(j)
(∆mi B
H)(∆mi+1B
H)− ρH(1)n−1
[nt]∑
j=1
u2j−1
m
,
D¯
(m)
t = ρH(1)
m−1 [mt]∑
j=1
u2j−1
m
−
∫ t
0
u2sds
 ,
and
In(j) =
{
i
∣∣∣ i
m
∈
(
j − 1
n
,
j
n
]}
, j > 1.
So
c1ρH
√
m
(
QV (Z)mt −
∫ t
0
u2s, ds
)
+ c2
√
m
(
SV (Z)mt − ρH
∫ t
0
u2s ds
)
=
√
m(ρHc1A
(m)
t + c2A¯
(m)
t ) +
√
m(ρHc1B
(n,m)
t + c2B¯
(n,m)
t )
+
√
m(ρHc1C
(n,m)
t + c2C¯
(n,m)
t ) +
√
m(ρHc1D
(m)
t + c2D¯
(m)
t ).
From the proofs of Theorem 4.17 and Theorem 4.13, we know that all terms are negligible
except the term √
m(ρHc1C
(n,m)
t + c2C¯
(n,m)
t ).
127
Now let’s consider this term. Let
Y jn,m =
1√
m( 1m)
2H
∑
i∈In(j)
(∆mi B
H)2 −
√
m
n
and
Y¯ jn,m =
1√
m( 1m)
2H
∑
i∈In(j)
(∆mi B
H)(∆mi+1B
H)−
√
m
n
ρH .
From Theorem 4.31, we know that
ρHc1Y
j
n,m + c2Y¯
j
n,m
L−→ σ˜∆njW
as m→∞, where
σ˜2 = c21τρ
2
H + c
2
2σ
2 + 4c1c2γ
2ρH .
So (
u2j−1
n
, ρHc1Y
j
n,m + c2Y¯
j
n,m
)
1≤j≤[nt]
FG−st−−−−→
(
u2j−1
n
, σ˜∆njW
)
1≤j≤[nt]
as m→∞. Hence
√
m(ρHc1C
(n,m)
t + c2C¯
(n,m)
t )
FG−st−−−−→ σ˜
[nt]∑
j=1
u2j−1
n
∆njW.
Then we have
σ˜
[nt]∑
j=1
u2j−1
n
∆njW
ucp→ σ˜
∫ t
0
u2sdWs.
Note that
σ˜ = (c1, c2)Π˜
(
c1
c2
)
and
σ˜
∫ t
0
u2s dWs ∼ N
(
0, σ˜2
∫ t
0
u4s ds
)
.
We finish the proof. 2
Now it is easy to show Theorem 4.19.
Proof of Theorem 4.19:( √
nQV (Z)nt −
√
n
∫ t
0 u
2
s du
ρ−1H
√
nSV (Z)nt −
√
n
∫ t
0 σ
2(u) du
)
L−→
(
X
Y
)
∼ N
((
0
0
)
,Ω∗(t)
)
.
Let f(x, y) = y−x√∫ t
0 σ
4(u) du
, then it is continuous. So
G = f
(√
nQV (Z)nt −
√
n
∫ t
0
u2s du, ρ
−1
H
√
nSV (Z)nt −
√
n
∫ t
0
σ2(u) du
)
L−→ f(X + Y ) = Y −X√∫ t
0 σ
4(u) du
.
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From Theorem 4.30, we know that
X ∼ N
(
0, τ2
∫ t
0
σ4(u) du
)
and Y ∼ N
(
0,
(
σ2
ρ2H
)∫ t
0
σ4(u) du
)
.
So
f(Y,X) ∼ N
(
0,
σ2
ρ2H
− τ2
)
.
and (X,Y ) is bivariate normal. Then Y −X is normal. Let
ϑ =
σ2
ρ2H
− τ2.
Thus
G
L−→ N(0, ϑ).
Let
H = G
∫ t
0 σ
2(u) du
QV (Z)nt
.
Note that
QV (Z)nt∫ t
0 σ
2(u) du
P−→ 1
and we have the following fact that If Xn → X in probability and h : R→ R is continuous function,
then h(Xn)→ h(X) in probability. Therefore, if we let h(x) = 1x , then
∫ t
0
σ2(u) du
QV (Z)nt
P−→ 1. By Slutsky
Theorem,
H
L−→ N(0, ϑ).
2
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Chapter 5
Two-step Variation for Gaussian
Processes with Stationary Increments
and Test Statistics for Testing Jumps
from the High Frequency Data
In this chapter, we consider a Gaussian process (Gt)t≥0 defined on a filtered complete probability
space (Ω,F , (Ft)t≥0,P), which has centered and stationary increments. We define R as the variance
function of the increments of G, i.e.
R(t) = E[|Gs+t −Gs|2], t ≥ 0. (5.0.1)
We suppose stochastic processes has the form
Zt = αt +
∫ t
0
usdGs +
Nt∑
j=1
Cj (5.0.2)
where α = {αt, t ≥ 0} is in the set of all continuous finite variation processes (FV c), u = {ut, t ≥ 0}
is the stochastic process for which the stochastic integral is well defined. Here {Nt, t ≥ 0} is a simple
counting process and Nt < ∞ for all t < ∞, {Cj , j = 1, 2, · · · } are non-zero bounded random
variables.
Definition 5.1. The realized quadratic variation is defined as
QV (Z)nt =
1
nτ2n
[nt]∑
i=1
(∆ni Z)
2
where τ2n = R(
1
n) = E|G in − G i−1n |
2 and ∆ni Z = Z i
n
− Z i−1
n
. Then the quadratic variation process
can be defined, when it exists, as
QV (Z)t = P− lim
n→∞QV (Z)
n
t .
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Definition 5.2. The realized two-step variation is defined as
SV (Z)nt =
1
nτ2n
[nt]∑
i=1
(∆ni Z)(∆
n
i+1Z),
where τ2n = R(
1
n) = E|G i
n
−G i−1
n
|2 and ∆ni Z = Z i
n
−Z i−1
n
. Then the two-step variation process is
defined, when it exists, as
SV (Z)t = P− lim
n→∞SV (Z)
n
t .
Guyon and Leon [23] provided the following assumption on the variance function R defined in
(5.0.1), which we need in this chapter.
(C1) R(t) = tβL0(t) for some positive slowly varying (at 0) function L0, which is continuous on
(0,∞).
(C2) R′′(t) = tβ−2L2(t) for some slowly varying function L2, which is continuous on (0,∞).
(C3) There exists b ∈ (0, 1) with
K = lim sup
x→0
sup
y∈[x,xb]
∣∣∣∣L2(y)L0(x)
∣∣∣∣ <∞.
A function L : (0,∞)→ R is called slowly varying at 0 if
lim
x→0
L(tx)
L(x)
= 1
for any fixed t > 0. If L(x) is continuous on (0,∞), it holds that
|L(x)| ≤ Cx−η, x ∈ (0, T ] (5.0.3)
for any η > 0 and any T > 0 (where the constant C > 0 depends on η and T). For any η > 0,
xηL(x)→ 0 and x−ηL(x)→∞ as x→ 0. (5.0.4)
Let rn(j) be the correlation function of the increments of G, i.e.
rn(j) = Cov
(
∆n1G
τn
,
∆n1+jG
τn
)
, j ≥ 0. (5.0.5)
Further, it follows from the polarization identity and the stationarity of the increments of G, we
know that rn(0) = 1 and
rn(j) =
R( j+1n ) +R(
j−1
n )− 2R( jn)
2R( 1n)
, j ≥ 1. (5.0.6)
In the following sections, we generalize results of chapter 4 to the case of Gaussian process with
stationary increments. We also construct test statistics for testing jumps from the high frequency
data in this case. The proofs of all theorems are given in the last section.
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5.1 Asymptotic Theory for Realized Two-step Variation of Gaus-
sian Processes with Stationary Increments
We start with the weak limit of the properly normalized sequence SV (G)nt .
Theorem 5.3. Assume that condition (C1)-(C3) hold and 0 < β < 32 . Then we obtain the weak
convergence (in the space D([0, T ])2 equipped with the Skorohod topology)(
Gt,
√
n
(
SV (G)nt
rn(1)
− t
))
L−→
(
Gt,
σ
ρH(1)
Wt
)
.
where W is a Brownian motion that is defined on an extension of the filtered probability space
(Ω,F , (F)t≥0,P) and is independent of F , and σ is given by
σ2 = ρ2H(1) + 1 + 2
∞∑
k=1
(ρ2H(k) + ρH(k + 1)ρH(k − 1)), (5.1.7)
and ρH(j) =
1
2
(
(j − 1)β − 2jβ + (j + 1)β) for j ≥ 1.
Remark 5.4. The convergence established in Theorem 5.3 is equivalent to the stable convergence
(in D([0, T ])2)
√
n (SV (G)nt − rn(1)t) F
G−st−−−−→ σWt (5.1.8)
where FG denotes the σ-algebra generated by the process G.
For the background of stable convergence, please refer to the Appendix C.
Next, by Slusky Theorem, we can obtain the following law of large numbers for the integral
process which is valid under the same assumptions in Theorem 5.3.
Theorem 5.5. Under the same conditions of Theorem 5.3, we obtain
SV (Z)t = ρH(1)t.
5.2 Extension to Integral Processes
In this section we extend Theorem 5.3 to the integral process which has the form
Zt =
∫ t
0
us dGs (5.2.9)
defined on the same probability space as G, where the stochastic integral is the pathwise Riemann-
Stieltjes integral. Assumption (C1) implies that G has finite r-variation for any r > 2/β and hence
by [51] (5.2.9) is well-defined for any stochastic process u of finite q-variation with q < 1/(1−(β/2)).
First we provide the weak limit theorem of the properly normalized two-step variation.
Theorem 5.6. Assume the conditions (C1)-(C3). Suppose that u = {ut, t ∈ [0, T ]} has finite
r-variation, where r < 1
1−β
2
and u is Ho¨lder continuous of the order κ with κ > 12 . β ∈ (0, 32). Then
for
Zt =
∫ t
0
us dGs
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we have (
Gt,
√
n
(
SV (Z)nt
rn(1)
−
∫ t
0
u2s ds
))
L−→
(
Gt,
σ
ρH(1)
∫ t
0
u2s dWs
)
(5.2.10)
as n tends to infinity, where W = {Wt, t ∈ [0, T ]} is a Brownian motion independent of FG, and
the convergence is in D([0, T ])2.
Next, by Slusky Theorem, we can obtain the following law of large numbers for the integral
process which is valid under the same assumptions in Theorem 5.6.
Theorem 5.7. Under the same conditions of Theorem 5.6, we obtain
SV (Z)t = ρH(1)
∫ t
0
u2s ds.
5.3 Extension Convergence in Probability to Stochastic Integral
Driven by Gaussian Process with Stationary Increments with
Drift Term and Rare Jumps
In this section we extend Theorem 5.6 to the stochastic processes of the form (5.0.2), i.e.
Zt = αt +
∫ t
0
us dGs +
Nt∑
i=1
Ci.
Our main theorem is the following.
Theorem 5.8. Assume the conditions (C1)-(C3). If αt is continuous and satisfies
max
1≤j≤[nt]
∣∣αj/n − α(j−1)/n∣∣ = ξn−ς , (5.3.11)
E|ξ| < ∞, ς > β2 . u = {ut, t ∈ [0, T ]} has finite r-variation, where r < 11−H and u is Ho¨lder
continuous of the order κ with κ > 12 , β ∈ (0, 32), Nt is a simple counting process such that Nt <∞
for all t > 0, {Ci} is a collection of non-zero bounded random variables. Then
SV (Z)t = ρH(1)
∫ t
0
u2s ds.
Remark: This theorem shows that the two-step variation provides a nonparametric approach
to estimate the integrated volatility.
For the quadratic variation, we have the following theorem.
Theorem 5.9. Under conditions of Theorem 5.8,
QV (Z)t =

∫ t
0 u
2
s ds 0 < β < 1,∫ t
0 u
2
s ds +
∑Nt
j=1C
2
j β = 1,
∞ 1 < β < 32 .
(5.3.12)
Remark:
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(1) Since α can be ignored, the central limit theorem for two-step variation of
∫ t
0 us dGs can be
extended to the two-step variation of αt +
∫ t
0 us dGs.
(2) When 1 < β < 32 ,
ρH(1)
−1SV (Z)nt −QV (Z)nt P−→ ±∞.
(3) It is easy to see that we can identify jumps by only using quadratic variation if 1 < β < 32 .
However, if QV (Z)nt has large variance, it is still hard to know whether the large values of
quadratic variation are caused by jumps or by large variance. So it is good to use test statistic
to determine the jumps, which are developed in next section.
5.4 Test Statistics for Testing Jumps from High Frequency Data
Now, we present two central limit theorems which are straightforward consequences of Theorem 6
and Theorem 7 in [2] by Barndorff-Nielsen, Corcuera and Podolskij.
Theorem 5.10. Assume β ∈ (0, 32). Then
(Gt,
√
n(QV (G)nt − t)) L−→ (Gt, τWt)
as n tends to infinity, where
τ2 = 2 + 4
∞∑
k=1
ρ2H(k)
and W = {Wt, t ∈ [0, T ]} is a Brownian motion independent of the process G, and the convergence
is in the space D([0, T ])2 equipped with the Skorohod topology.
Theorem 5.11. Assume β ∈ (0, 32) and the conditions (C1)-(C3). Suppose that u = {ut, t ∈ [0, T ]}
has finite r-variation, where r < 1
1−β
2
and u is Ho¨lder continuous of the order κ with κ > 12 . Then
for
Zt =
∫ t
0
usdGs
we have (
Gt,
√
n
(
QV (Z)nt −
∫ t
0
u2sds
))
L−→
(
Gt, τ
∫ t
0
u2s dWs
)
(5.4.13)
as n tends to infinity, where W = {Wt, t ∈ [0, T ]} is a Brownian motion independent of FGt , and
the convergence is in D([0, T ])2.
Then we can construct two test statistics in the following theorem.
Theorem 5.12. Assume the conditions (C1)-(C3). Suppose that β ∈ (0, 32) and H 6= 12 . Suppose
that u = {ut, t ∈ [0, T ]} has finite r-variation, where r < 1
1−β
2
and u is Ho¨lder continuous of the
order κ with κ > 12 . Let α ∈ FV c and satisfies (5.3.11). Then for
Zt = αt +
∫ t
0
us dGs
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we have
G =
√
n(r−1n SV (Z)nt −QV (Z)nt )√∫ t
0 u
4
s ds
L−→ N(0, ϑ)
and
H =
√
n
(
r−1n SV (Z)nt
QV (Z)nt
− 1
)
√ ∫ t
0 u
4
s ds
{∫ t0 u2s ds}2
L−→ N(0, ϑ)
as n tends to infinity, where
ϑ =
σ2
ρ2H
− τ2,
ρH = ρH(1) = 2
2H−1 − 1,
σ2 = ρ2H(1) + 1 + 2
∞∑
k=1
(ρ2H(k) + ρH(k + 1)ρH(k − 1)),
τ2 = 2 + 4
∞∑
k=1
ρ2H(k).
5.5 Proofs
let H = L2(R,B(R), µ), µ is the standard Gaussian measure. It means that for any A ∈ B(R),
µ(A) =
1√
2π
∫
A
e−
x2
2 dx.
Then H⊙m = ̂L2(Rm,B(R)⊗m, µ⊗m) is the space of symmetric and square integrable functions on
Rm and for every f ∈ H⊙m, Im(f) is the multiple Wiener-Ito´ integral (of order m) of f with respect
to W .
Let ψi(x) = 1(i−1,i](x), i = 1, 2, · · · . So ψi(x) ∈ H. Let Xi = Gi − Gi−1, i = 1, 2, · · · . By the
stationary property of the Gaussian process (Gt)t≥0 we know that
∆ni G
τn
d
= Xi.
So (∆njG/τn)n≥1,1≤j≤[nt] is a isonormal Gaussian process and for very j ≥ i,
rn(j − i) = E
(
∆ni G
τn
∆njG
τn
)
=< ψi, ψj >H= δij ,
where δij denotes the Kronecker symbol.
First, we present a lemma which has been proven in [2] by Barndorff-Nielsen, Corcuera, Podol-
skij.
Lemma 5.13. Suppose that condition (C1) - (C3) hold. Let ǫ > 0 with ǫ < 2 − β. Define the
sequence r(j) by
r(j) = (j − 1)β+ǫ−2, j ≥ 2, (5.5.14)
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and r(0) = r(1) = 1. Then we obtain the following assertions:
(i) It holds that
1
n
n∑
j=1
r2(j)→ 0.
If, moreover, β + ǫ− 2 < −12 , it holds that
∞∑
j=1
r2(j) <∞.
(ii) for any 0 < ǫ < 2− β from (5.5.14) there exists a natural number n0(ǫ) such that
|rn(j)| ≤ Cr(j), j ≥ 0
for all n ≥ n0(ǫ).
(iii) Set ρH(0) = 1 and ρH(j) =
1
2
(
(j − 1)β − 2jβ + (j + 1)β) for j ≥ 1. Then it holds that
|rn(j)| → ρH(j)
for any j ≥ 0.
(iv) For 0 < β < 32 and any l ≥ 2 we have that
n−1∑
j=1
rln(j)→
∞∑
j=1
ρlH(j).
Next, we present the chaos decomposition for sequence SV (G)nt − rn(1)t.
Lemma 5.14. For any t > 0,
SV (G)nt − rn(1)t = I2
 1
n
[nt]∑
i=1
(ψi⊗˜ψi+1)
+O(n−1). (5.5.15)
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Proof:
SV (G)nt =
1
n
[nt]∑
i=1
(
∆ni G
τn
)(
∆ni+1G
τn
)
=
1
n
[nt]∑
i=1
H1
(
∆ni G
τn
)
H1
(
∆ni+1G
τn
)
d
=
1
n
[nt]∑
i=1
H1(Xi)H1(Xi+1)
=
1
n
[nt]∑
i=1
I1(ψi)I1(ψi+1)
=
1
n
[nt]∑
i=1
[I2(ψi⊗˜ψi+1) + I0(ψi⊗˜1ψi+1)]
=
1
n
[nt]∑
i=1
I2(ψi⊗˜ψi+1) + [nt]
n
rn(1)
= I2
 1
n
[nt]∑
i=1
(ψi⊗˜ψi+1)
+ [nt]
n
rn(1).
Since rn(1)→ 2β−1 − 1,
SV (G)nt − rn(1)t = I2
 1
n
[nt]∑
i=1
(ψi⊗˜ψi+1)
+ ( [nt]
n
− t
)
rn(1)
= I2
 1
n
[nt]∑
i=1
(ψi⊗˜ψi+1)
+O(n−1).
2
Finally, to show the Theorem 5.3 we need the following two lemmas.
Lemma 5.15. For β ∈ (0, 32 ),
lim
n→∞nV ar (SV (G)
n
t − rn(1)t) = σ2t, (5.5.16)
where
σ2 = ρ2H(1) + 1 + 2
∞∑
k=1
(ρ2H(k) + ρH(k + 1)ρH(k − 1)). (5.5.17)
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Proof: Note that
< ψ1⊗˜ψ2, ψ1⊗˜ψ2 >H⊗2
=
1
4
< ψ1 ⊗ ψ2 + ψ2 ⊗ ψ1, ψ1 ⊗ ψ2 + ψ2 ⊗ ψ1 >H⊗2
=
1
2
[1 + r2n(1)]
and
< ψ1⊗˜ψ2, ψ1+k⊗˜ψ2+k >H⊗2
=
1
4
< ψ1 ⊗ ψ2 + ψ2 ⊗ ψ1, ψ1+k ⊗ ψ2+k + ψ2+k ⊗ ψ1+k >H⊗2
=
1
2
[r2n(k) + rn(k + 1)rn(k − 1)].
Then
V ar(SV (G)nt − rn(1)t)
= V ar
I2
 1
n
[nt]∑
i=1
ψi⊗˜ψi+1

= E
I2
 1
n
[nt]∑
i=1
ψi⊗˜ψi+1
2
= 2!
1
n2
〈 [nt]∑
i=1
ψi⊗˜ψi+1,
[nt]∑
i=1
ψi⊗˜ψi+1
〉
H⊗2
= 2!
1
n2
[nt]∑
i,j=1
< ψi⊗˜ψi+1, ψj⊗˜ψj+1 >H⊗2
= 2
1
n2
[nt] < ψ1⊗˜ψ2, ψ1⊗˜ψ2 >H⊗2 +2 [nt]−1∑
k=1
([nt]− k) < ψ1⊗˜ψ2, ψ1+k⊗˜ψ2+k >H⊗2

= 2
1
n2
[nt]1
2
(1 + r2n(1)) +
[nt]−1∑
k=1
([nt]− k)(r2n(k) + rn(k + 1)rn(k − 1))

=
[nt]
n2
1 + r2n(1) + 2 [nt]−1∑
k=1
(
1− k
[nt]
)
(r2n(k) + rn(k + 1)rn(k − 1))
 .
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By Monotone Convergence Theorem and (iii) of Lemma 5.13 we obtain that
nV ar(SV (G)nt − rn(1)t)
=
[nt]
n
1 + r2n(1) + 2 [nt]−1∑
k=1
(
1− k
[nt]
)
(r2n(k) + rn(k + 1)rn(k − 1))

→ t
[
ρ2H + 1 + 2
∞∑
k=1
(ρ2H(k) + ρH(k − 1)ρH(k + 1))
]
:= σ2t.
2
Lemma 5.16. For β ∈ (0, 32 ),∣∣< ψ1⊗˜ψ2, ψ1+k⊗˜ψ2+k >H⊗2∣∣ ≤ r2(k − 1). (5.5.18)
Proof: ∣∣< ψ1⊗˜ψ2, ψ1+k⊗˜ψ2+k >H⊗2∣∣
=
∣∣∣∣< 12(ψ1 ⊗ ψ2 + ψ2 ⊗ ψ1), 12(ψ1+k ⊗ ψ2+k + ψ2+k ⊗ ψ1+k) >H⊗2
∣∣∣∣
=
1
4
| < ψ1, ψ1+k >H< ψ2, ψ2+k >H + < ψ1, ψ2+k >H< ψ2, ψ1+k >H
+ < ψ2, ψ1+k >H< ψ1, ψ2+k >H + < ψ2, ψ2+k >H< ψ1, ψ1+k >H |
=
1
2
(r2n(k) + rn(k − 1)rn(k + 1)]
≤ 1
2
(r2(k) + r(k − 1)r(k + 1)]
≤ r2(k − 1).
2
Now let’s show Theorem 5.3.
Proof of Theorem 5.3: There are two steps. In the first step we prove the convergence of
finite dimensional distribution of the sequence(
Gt,
√
n
(
SV (G)nt
rn(1)
− t
))
.
Then we prove the tightness of this sequence.
Step 1. Define the vector Yn = (Y
1
n , · · · , Y dn )T by
Y kn =
1√
n
[nbk]∑
i=[nak]+1
[(
∆ni G
τn
)(
∆ni+1G
τn
)
− rn(1)
]
where (ak, bk], k = 1, · · · , d are disjoint intervals contained in [0, T ]. Clearly, it suffices to prove
that (
Gbk −Gak , Y kn
)
1≤k≤d
L→ (Gbk −Gak , σ(Wbk −Wak))1≤k≤d
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where σ is defined as (5.5.17).
Note that E
(
∆ni G
τn
)
= 0 and V ar
(
∆ni G
τn
)
= 1.
By Lemma 5.14, we obtain the representation
Y kn = I2
 1√
n
[nbk]∑
i=[nak]+1
(ψi⊗˜ψi+1)
+O(n− 12 ).
Notice that the expectation of the product of odd number centered joint Gaussian process distri-
bution random variables is 0. So E[(Gbk −Gak)Y ln] = 0 for any 1 ≤ k, l ≤ d, it is sufficient to check
the following conditions by Theorem 4.24.
(i) For any k = 1, · · · , d, the limit
lim
n→∞ 2!
∥∥∥∥∥∥ 1√n
[nbk]∑
i=[nak]+1
(ψi⊗˜ψi+1)
∥∥∥∥∥∥
2
H⊗2
= σ2(bk − ak)
exists.
(ii) For k 6= h,
lim
n→∞
〈
1√
n
[nbk]∑
i=[nak]+1
(ψi⊗˜ψi+1), 1√
n
[nbh]∑
i=[nah]+1
(ψi⊗˜ψi+1)
〉
H⊗2
= 0.
(iii) For k = 1, · · · , d, we have that
lim
n→∞
∥∥∥∥∥∥
 1√
n
[nbk]∑
i=[nak]+1
(ψi⊗˜ψi+1)
⊗1
 1√
n
[nbk]∑
i=[nak]+1
(ψi⊗˜ψi+1)
∥∥∥∥∥∥
H⊗2
= 0.
Under condition (i)-(iii), we then obtain
Yn
L→ Nd(0, σ2diag(b1 − a1, · · · , bd − ad)).
Since the increments of the process G are stationary, we will prove part (i), (ii) and (iii) only for
k = 1, a1 = 0 and b1 = 1.
(i). From Lemma 5.14,
SV (G)H1 = I2
(
1
n
n∑
i=1
(ψi⊗˜ψi+1)
)
+O(n−1).
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So by Lemma 5.15
2!
∥∥∥∥∥ 1√n
n∑
i=1
(ψi⊗˜ψi+1)
∥∥∥∥∥
2
H⊗2
= E
(
I2
(
1√
n
n∑
i=1
(ψi⊗˜ψi+1)
))2
= nE
(
I2
(
1
n
n∑
i=1
(ψi⊗˜ψi+1)
))2
= nV ar(SV (G)n1 )
→ σ2.
(ii) Assume w.l.o.g. that ak = 0, bk = ah = 1 and bh = 2. The case bk < ah is much easier.
By Lemma 5.16 we have∣∣∣∣∣< 1√n
n∑
i=1
(ψi⊗˜ψi+1), 1√
n
2n∑
i=n+1
(ψi⊗˜ψi+1) >H⊗2
∣∣∣∣∣
=
1
n
∣∣∣∣∣∣
n∑
j=1
2n∑
i=n+1
< (ψi⊗˜ψi+1), (ψj⊗˜ψj+1) >H⊗2
∣∣∣∣∣∣
=
1
n
∣∣∣∣∣∣
n∑
j=1
2n∑
i=n+1
< (ψ1⊗˜ψ2), (ψ1+i−j⊗˜ψ2+i−j) >H⊗2
∣∣∣∣∣∣
≤ 1
n
n∑
j=1
2n∑
i=n+1
∣∣< (ψ1⊗˜ψ2), (ψ1+i−j⊗˜ψ2+i−j) >H⊗2∣∣
≤ 1
n
n∑
j=1
2n∑
i=n+1
r2(i− j − 1)
=
1
n
n−1∑
l=0
(l + 1)r2(l) +
1
n
n−2∑
l=0
(n− l − 1)r2(n+ l)]
=
1
n
n−1∑
l=0
(l + 1)r2(l) +
n−2∑
l=0
n− l − 1
n
r2(n+ l)
≤ 1
n
n−1∑
l=0
(l + 1)r2(l) +
n−2∑
l=0
r2(n+ l)
:= An +Bn.
Since β < 32 , ∃ ǫ such that β + ǫ < 32 . Then −1 − 2(ǫ − (2 − β)) > 0. So ∃ δ > 0 such that
δ ≤ −1− 2(β + ǫ− 2), i.e. 2(β + ǫ− 2) ≤ −1− δ. Therefore,
r2(j) = (j − 1)2(β+ǫ−2) ≤ (j − 1)−1−δ .
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So
1
n
n−1∑
l=0
(l + 1)r2(l) +
n−2∑
l=0
r2(n+ l)
=
3
n
+
1
n
n−1∑
l=2
(l + 1)r2(l) +
n−2∑
l=0
r2(n+ l)
≤ 3
n
+
1
n
n∑
l=1
(l + 2)l−1−δ +
n−2∑
l=0
(n+ l − 1)−1−δ
=
3
n
+
1
n
n∑
l=1
l−δ + 2
1
n
n∑
l=1
l−1−δ +
n−2∑
l=0
1
(n+ l − 1)1+δ
≤ 3
n
+
1
n
n∑
l=1
l−δ + 2
1
n
∞∑
l=1
l−1−δ + (n− 1)−δ
→ 0.
(iii)
(ψi⊗˜ψi+1)⊗1 (ψj⊗˜ψj+1)
=
1
4
[(ψi ⊗ ψi+1 + ψi+1 ⊗ ψi)⊗˜1(ψj ⊗ ψj+1 + ψj+1 ⊗ ψj)
=
1
4
[ψi ⊗ ψj < ψi+1, ψj+1 >H +ψi ⊗ ψj+1 < ψi+1, ψj >H
+ ψi+1 ⊗ ψj < ψi, ψj+1 >H +ψi+1 ⊗ ψj+1 < ψi, ψj >H]
=
1
4
[ψi ⊗ ψjrn(j − i) + ψi ⊗ ψj+1rn(j − i− 1) + ψi+1 ⊗ ψjrn(j + 1− i)
+ψi+1 ⊗ ψj+1rn(j − i)].
Then ∥∥∥∥∥
(
1√
n
n∑
i=1
(ψi⊗˜ψi+1)
)
⊗1
(
1√
n
n∑
i=1
(ψi⊗˜ψi+1)
)∥∥∥∥∥
2
H⊗2
=
1
16
n−2
n∑
j,l,k,h=1
< ψj ⊗ ψlrn(l − j) + ψj ⊗ ψl+1rn(l − j − 1)
+ ψj+1 ⊗ ψlrn(l + 1− j) + ψj+1 ⊗ ψl+1rn(l − j),
ψk ⊗ ψhrn(k − h) + ψk ⊗ ψh+1rn(h− k − 1)
+ ψk+1 ⊗ ψhrn(h+ 1− k) + ψk+1 ⊗ ψh+1rn(h− k) >H⊗2 .
By Lemma 5.13, it suffices to consider a term of the form
n−2
n∑
j,l,k,h=1
r(|k − j| − 1)r(|h− l| − 1)r(|l − j| − 1)r(|h − k| − 1). (5.5.19)
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Now we change variables. Let
|h− k| − 1 = x, |j − h| − 1 = y, |l − h| − 1 = z.
So −1 ≤ x, y, z ≤ n− 2. Then
|j − l| − 1 ≥ ||j − h| − |l − h|| − 1 = |y − z| − 1,
|j − k| − 1 ≥ ||j − h| − |h− k|| − 1 = |y − x| − 1,
|l − k| − 1 ≥ ||l − h| − |h− k|| − 1 = |z − x| − 1.
Then term (5.5.19) is bounded by
n−1
∑
−1≤x,y,z≤n−2
r(|y − x| − 1)r(z)r(|y − z| − 1)r(x).
Replace x, y, z by k, j, l respectively, we obtain that
n−1
∑
−1≤j,l,k≤n−2
r(|j − k| − 1)r(l)r(|j − l| − 1)r(k).
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For any 0 < ǫ < 1 we have
n−1
∑
−1≤j,l,k≤n−2
r(|j − l| − 1)r(k)r(l)r(|j − k| − 1)
= n−1
∑
−1≤j≤n−2
 ∑
−1≤l≤n−2
r(|j − l| − 1)r(l)
2
= n−1
∑
−1≤j≤[nǫ]
 ∑
−1≤l≤n−2
r(|j − l| − 1)r(l)
2
+n−1
∑
[nǫ]<j≤n−2
 ∑
−1≤l≤n−2
r(|j − l| − 1)r(l)
2
≤ n−1
∑
−1≤j≤[nǫ]
 ∑
−1≤l≤n−2
r(|j − l| − 1)r(l)
2
+2n−1
∑
[nǫ]≤j≤n−2
 ∑
−1≤l≤[n ǫ
2
]
r(|j − l| − 1)r(l)
2
+2n−1
∑
[nǫ]≤j≤n−2
 ∑
[n ǫ
2
]≤l≤n−2
r(|j − l| − 1)r(l)
2
≤ n−1
∑
−1≤j≤[nǫ]
 ∑
−1≤l≤n−2
r2(|j − l| − 1)
 ∑
−1≤l≤n−2
r2(l)

+2n−1
∑
[nǫ]≤j≤n−2
 ∑
−1≤l≤[n ǫ
2
]
r2(|j − l| − 1)
 ∑
−1≤l≤[n ǫ
2
]
r2(l)

+2n−1
∑
[nǫ]≤j≤n−2
 ∑
[n ǫ
2
]≤l≤n−2
r2(|j − l| − 1)
 ∑
[n ǫ
2
]≤l≤n−2
r(l)

≤ 2ǫ
 ∑
−1≤l<n−2
r2(l)
2 + 6 ∑
−1≤l<n−2
r2(l)
∑
[ ǫ
2
]<l<∞
r2(l)
which converges to 2ǫ
(∑
−1≤l<∞ r(l)
2
)2
as n→∞, and the result follows by letting ǫ→ 0.
Step 2. It suffices to show the tightness of the sequence
√
n(V (G, 1, 1)nt − rn(1)t).
Set
Znt =
√
n
(
V (G; 1, 1)nt −
[nt]
n
rn(1)
)
d
=
1√
n
[nt]∑
i=1
(XiXi+1 − ρH).
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Let 0 ≤ s < t ≤ T . Then
E(Znt − Zns )4 =
1
n2
E
 [nt]∑
i=[ns]+1
(XiXi+1 − ρH)
4 .
From the proof of the theorem 4.10, we have proved that
E(Znt − Zns )4 ≤ K(t− s)2.
Then by the Cauchy-Schwartz inequality, for λ > 0, n ≥ 1 and 0 ≤ t1 < t < t2 ≤ T
P
(∣∣Znt − Znt1∣∣ ≥ λ, ∣∣Znt2 − Znt ∣∣ ≥ λ)
≤ E
1
2 [(Znt − Znt1)4]E
1
2 [(Znt2 − Znt )4]
λ4
≤ C (t− t1)(t2 − t)
λ4
≤ C (t2 − t1)
2
λ4
Then we deduce the tightness of the sequence Znt by Theorem 4.25. This completes the proof.
2
The convergence established in Theorem 5.3 is equivalent to the stable convergence (inD([0, T ])2)
in Remark 5.4. For stable convergence, please refer to the Appendix C. In fact, for any bounded
random variableX measurable with respect to the FG and for any continuous and bounded function
φ on the Skorohod space D([0, T ]) we have
lim
n→∞E(Xφ(Z
(n))) = E(X)E(φ(W )).
If X is a continuous functional of {Gt, 0 ≤ t ≤ T} this convergence is an immediate consequence
of Theorem 5.3 and in the general case follows by an easy approximation argument. The result of
(5.1.8) is crucial for proving a functional central limit theorem for the two-step variation of integral
processes in next theorem.
Now let’s extend Theorem 5.3 to a stochastic integral with respect to a Gaussian process with
stationary increments.
Proof of Theorem 5.6: This theorem is deduced from Theorem 5.3 by the same methods
as presented in J.M. Corcuera, D. Nualart, J.H.L. Woerner([18]) and O.E. Barndorff-Nielsen, J.M.
Corcuera, M. Podolskij ([2]).
(5.2.10) is equivalent to(
Gt,
√
n
(
SV (Z)nt − rn(1)
∫ t
0
u2s ds
))
L−→
(
Gt, σ
∫ t
0
u2s dWs
)
.
For any m ≥ n we obtain the decomposition
√
m
(
SV (Z)mt − rm(1)
∫ t
0
u2sds
)
=
√
m(A
(m)
t +B
(n,m)
t + C
(n,m)
t +D
(m)
t )
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where
A
(m)
t =
1
mτ2m
[mt]∑
i=1
(
(∆mi Z)(∆
m
i+1Z)− (u i−1
m
∆mi G)(u i
m
∆mi+1G)
)
,
B
(n,m)
t =
1
mτ2m
[mt]∑
i=1
(
u i−1
m
∆mi G
)(
u i
m
∆mi+1G
)− rm(1)m−1 [mt]∑
i=1
u2i−1
m
− 1
mτ2m
[nt]∑
j=1
u2j−1
m
∑
i∈In(j)
(∆mi G)(∆
m
i+1G) + rm(1)n
−1
[nt]∑
j=1
u2j−1
m
,
C
(n,m)
t =
1
mτ2m
[nt]∑
j=1
u2j−1
m
∑
i∈In(j)
(∆mi G)(∆
m
i+1G)− rm(1)n−1
[nt]∑
j=1
u2j−1
m
,
D
(m)
t = rm(1)
m−1 [mt]∑
j=1
u2j−1
m
−
∫ t
0
u2s ds
 ,
and
In(j) =
{
i
∣∣∣ i
m
∈
(
j − 1
n
,
j
n
]}
, j > 1.
We first prove the stable convergence for the term
√
mC
(n,m)
t .
Define
Y jn,m =
1√
mτ2m
∑
i∈In(j)
(∆mi G)(∆
m
i+1G)−
√
m
n
rm(1).
For any fixed n, we obtain that
Y jn,m
d
=
√
m
 1
mτ2m
[m j
n
]∑
i=[m j−1
n
]+1
(∆mi G)(∆
m
i+1G)− rm(1)
j
n
 .
From Theorem 5.3,
Y jn,m
L→ σ∆njW.
So by the property of stable convergence,(
u2j−1
n
, Y jn,m
)
1≤j≤[nt]
FG−st−−−−→
(
u2j−1
n
, σ∆njW
)
1≤j≤[nt]
,
as m→∞. Hence
√
mC
(n,m)
t
FG−st−−−−→ σ
[nt]∑
j=1
u2j−1
n
∆njW.
Then we have
σ
[nt]∑
j=1
u2j−1
n
∆njW
ucp−−→ σ
∫ t
0
u2sdWs.
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Now we show that the other terms are negligible.
Let s = xm . Then ds = m
−1dt and when s = t, x = mt. So
√
mrm(1)
∫ t
0
u2sds =
√
m
m
rm(1)
∫ mt
0
u2x
m
dx
=
rm(1)√
m
[mt]∑
j=1
∫ j
j−1
u2x
m
dx+
rm(1)√
m
∫ mt
[mt]
u2x
m
dx
≤ ρH(1)√
m
[mt]∑
j=1
u2t˜mj−1
+
ρH(1)√
m
sup
0≤t≤T
u2t (mt− [mt])
≤ ρH(1)√
m
[mt]∑
j=1
u2
t˜mj−1
+
ρH(1)√
m
sup
0≤t≤T
u2t
where t˜mj−1 ∈
(
j−1
m ,
j
m
)
.
Recalling that u is Ho¨lder continuous of order κ we obtain the inequality
[mt]∑
j=1
∣∣∣u j−1
m
− ut˜mj−1
∣∣∣ ≤ ‖u‖κ ∣∣∣∣t˜mj−1 − j − 1m
∣∣∣∣κmt ≤ ‖u‖κ ( 1m
)κ
mT.
Note that ∣∣|a|2 − |b|2∣∣ ≤ 2[max{|a|, |b|}] ||a| − |b|| (5.5.20)
Then by (E5) in Appendix E we have
√
m sup
0≤t≤T
|D(m)t | ≤
ρH(1)√
m
 sup
0≤t≤T
u2t +
[mT ]∑
j=1
∣∣∣u2j−1
m
− u2
t˜mj−1
∣∣∣

≤ ρH(1)√
m
 sup
0≤t≤T
u2t + 2 sup
0≤t≤T
|ut|
[mT ]∑
j=1
|u j−1
m
− ut˜mj−1 |

≤ ρH(1)√
m
sup
0≤t≤T
u2t + 2ρH(1)T‖ut‖κ sup
0≤t≤T
|ut|m
1
2
−κ.
Hence √
m sup
0≤t≤T
|D(m)t | P→ 0
as m→∞, because κ > 12 .
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For the term
√
mB
(n,m)
t we obtain the inequality
√
m|B(n,m)t | =
∣∣∣∣∣
[nt]∑
j=1
∑
i∈In(j)
(
u i−1
m
u i
m
1√
mτ2m
(∆mi G)(∆
m
i+1F )− u2i−1
m
rm(1)√
m
)
−
[nt]∑
j=1
u2j−1
m
 1√
mτ2m
∑
i∈In(j)
(∆mi G)(∆
m
i+1G)−
√
m
n
rm(1)

+
[mt]∑
i>m
n
[nt]
(
u i−1
m
u i
m
1√
mτ2m
(∆mi G)(∆
m
i+1G)− u2i−1
m
rm(1)√
m
) ∣∣∣∣∣
≤
∣∣∣∣∣
[nt]∑
j=1
u2s˜
∑
i∈In(j)
(
1√
mτ2m
(∆mi G)(∆
m
i+1G)−
rm(1)√
m
)
−
[nt]∑
j=1
u2j−1
m
 1√
mτ2m
∑
i∈In(j)
(∆mi G)(∆
m
i+1G)−
√
m
n
rm(1)
∣∣∣∣∣
+ sup
0≤t≤T
[mt]∑
i>m
n
[nt]
∣∣∣∣u2i−1
m
(
1√
mτ2m
(∆mi G)(∆
m
i+1G)−
rm(1)√
m
)∣∣∣∣
≤
[nT ]∑
j=1
sup
s∈( j−2n ,
j
n ]
∣∣∣u2s − u2j−1
m
∣∣∣ |Y jn,m|+
∣∣∣∣∣∣
[nt]∑
j=1
u2s˜
√m
n
rm(1) −
∑
i∈In(j)
rm(1)√
m
∣∣∣∣∣∣
+ sup
0≤t≤T
[mt]∑
i>m
n
[nt]
∣∣∣∣u2i−1
m
(
1√
mτ2m
(∆mi rm(1))(∆
m
i+1G)−
rm(1)√
m
)∣∣∣∣
where s˜ ∈
(
j−2
n ,
j
n
]
.
For the second term,∣∣∣∣∣∣
[nt]∑
j=1
u2s˜
√m
n
rm(1) −
∑
i∈In(j)
rm(1)√
m
∣∣∣∣∣∣
= [nT ]ρH(1)
∣∣∣∣√mn − 1√m
(
♯ of i ∈
(
i− 1
n
m,
i
n
m
])∣∣∣∣ sup
0≤t≤T
u2t .
Note that ♯ of i ∈ ( i−1n m, inm] =
[
m
n
]
or
[
m
n
]
+ 1.
If
(
♯ of i ∈ ( i−1n m, inm]) = [mn ],
[nT ]
∣∣∣∣√mn − 1√m [mn ]
∣∣∣∣ = ∣∣∣∣√m− 1√m [mn ]n
∣∣∣∣ [nT ]nT T
≤
∣∣∣m− [m
n
]
n
∣∣∣ 1√
m
T
→ 0,
as m→∞ and n is fixed.
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If
(
♯ of i ∈ ( i−1n m, inm]) = [mn ]+ 1,
[nT ]
∣∣∣∣√mn − 1√m ([mn ]+ 1)
∣∣∣∣ ≤ ∣∣∣m− ([mn ]+ 1)n∣∣∣ 1√mT
→ 0,
as m→∞ and n is fixed.
For the first term, by Theorem 5.3,
[nT ]∑
j=1
sup
s∈( j−2
n
, j
n
]
|u2s − u2j−1
m
||Y jn,m| L→ σ
[nT ]∑
j=1
sup
s∈( j−2n , jn ]
∣∣∣u2s − u2j−1
m
∣∣∣ |∆njW |.
For the last term, we have
sup
0≤t≤T
[mt]∑
i>m
n
[nt]
∣∣∣∣u2i−1
m
(
1√
mτ2m
(∆mi G)(∆
m
i+1G)−
rm(1)√
m
)∣∣∣∣
= sup
0≤t≤T
∣∣∣∣∣
[mt]∑
i=1
u2i−1
m
√
m
(
1
mτ2m
(∆mi G)(∆
m
i+1G)− rm(1)t
)
−
m
n
[nt]∑
i=1
u2i−1
m
√
m
(
1
mτ2m
(∆mi G)(∆
m
i+1G)− rm(1)
[nt]
n
)
+
[mt]∑
i=1
√
mrm(1)tu
2
i−1
m
−
m
n
[nt]∑
i=1
rm(1)
[nt]
n
√
mu2i−1
m
−
[mt]∑
i>m
n
[nt]
u2i−1
m
rm(1)√
m
∣∣∣∣∣
≤ sup
0≤t≤T
u2t sup
0≤t≤T
∣∣∣∣∣
[mt]∑
i=1
√
m
(
1
mτ2m
(∆mi G)(∆
m
i+1G)− rm(1)t
)
−
m
n
[nt]∑
i=1
√
m
(
1
mτ2m
(∆mi G)(∆
m
i+1G)− rm(1)
[nt]
n
) ∣∣∣∣∣
+ρH(1) sup
0≤t≤T
u2t sup
0≤t≤T
(∣∣∣∣[mt]√mt− mn [nt] [nt]n √m
∣∣∣∣+ ∣∣∣∣[mt]− mn [nt] 1√m
∣∣∣∣)
L−→ σ sup
0≤t≤T
u2t sup
0≤t≤T
∣∣∣Wt −W [nt]
n
∣∣∣
So
lim sup
m→∞
P
(
√
m sup
0≤t≤T
|B(n,m)t | > ǫ
)
≤ P
σ [nT ]∑
j=1
sup
s∈( j−2n , jn ]
∣∣∣u2s − u j−1
n
∣∣∣ |∆njW |+ σ sup
0≤t≤T
u2t sup
0≤t≤T
∣∣∣Wt −W [nt]
n
∣∣∣ > ǫ

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for any ǫ > 0. Since u is Ho¨lder continuous of order κ with κ > 12 it holds, for any δ > 0, that
[nT ]∑
j=1
sup
s∈( j−2n ,
j
n ]
∣∣∣u2s − u2j−1
n
∣∣∣ |∆njW | ≤ 2T‖u‖κ sup
0≤t≤T
|ut|n−κ+ 12+δ
which converges to zero as n tends to infinity if δ is small enough.
sup
0≤t≤T
u2t sup
0≤t≤T
∣∣∣Wt −W [nt]
n
∣∣∣→ 0
as n→∞.
So
lim
n→∞ lim supm→∞
P
(
√
m sup
0≤t≤T
|B(n,m)t | > ǫ
)
= 0.
Finally, let us show that
√
m sup0≤t≤T |A(m)t | P→ 0.
Recall the following facts.
1. If f is κ-Ho¨lder continuous then it has finite 1κ -variation on any finite interval
‖f‖κ := sup
0≤s<t≤T
|f(t)− f(s)|
|t− s|κ .
So
|f(t)− f(s)| ≤ ‖f‖κ|t− s|κ.
2. Young’s inequality: Young (1936) [51] proved that the Riemann-Stieltjes integral
∫ b
a fdg
exists if f and g have finite p-variation and finite q-variation respectively, in the interval [a, b] and
1
p +
1
q > 1. Moreover, the following inequality holds∣∣∣∣∫ b
a
fdg − f(a)(g(b) − g(a))
∣∣∣∣ ≤ Cp,qV arp(f ; [a, b])V arq(g; [a, b]).
3. For any p > 0 the p-variation of a real valued function f on an interval [a, b] is defined as
V arp(f ; [a, b]) = sup
π
(
n∑
i=1
|f(ti)− f(ti−1)|p
) 1
p
where π = {a = t0 < t1 < · · · < tn = b}.
So if f is κ-Ho¨lder continuous,
V arp(f ; [a, b]) = sup
π
(‖f‖pκ|a− b|κpn)
1
p = ‖f‖κ|a− b|κn
1
p .
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Now let’s consider
√
m sup0≤t≤T A
(m)
t .
√
m sup
0≤t≤T
A
(m)
t =
1√
mτ2m
[mt]∑
i=1
(
(∆mi Z)(∆
m
i+1Z)−
(
u i−1
m
∆mi G)(u i
m
∆mi+1G
))
=
1√
mτ2m
[mt]∑
i=1
(
(∆mi Z)(∆
m
i+1Z)−
(
∆mi+1Z)(u i−1
m
∆mi G
)
+(∆mi+1Z)
(
u i−1
m
∆mi G
)
−
(
u i−1
m
∆mi G
)(
u i
m
∆mi+1G
))
=
1√
mτ2m
[mt]∑
i=1
[
(∆mi+1Z)
(
(∆mi Z)−
(
u i−1
m
∆mi G
))
+
(
u i−1
m
∆mi G
)(
(∆mi+1Z)−
(
u i
m
∆mi+1G
)) ]
.
Note that by Young’s inequality,
|∆mi+1Z| =
∣∣∣∣∣
∫ i+1
m
i
m
us dGs
∣∣∣∣∣
≤ C 1
β
2−ǫ
, 1
κ
V ar 1
κ
(
u;
[
i
m
,
i+ 1
m
])
V ar 1
β
2 −ǫ
(
G;
[
i
m
,
i+ 1
m
])
+
∣∣∣u i
m
∆mi+1G
∣∣∣ ,
by Ho¨lder continuity, ∣∣∣u i
m
∆mi+1G
∣∣∣ ≤ ‖u‖∞‖G‖β
2
−ǫm
−(β
2
−ǫ)
and
V ar 1
κ
(
u;
[
i− 1
m
,
i
m
])
, V ar 1
κ
(
u;
[
i
m
,
i+ 1
m
])
≤ ‖u‖κm−κ,
V ar 1
β
2−ǫ
(
G;
[
i− 1
m
,
i
m
])
, V ar 1
β
2−ǫ
(
G;
[
i
m
,
i+ 1
m
])
≤ ‖G‖β
2
−ǫm
−(β
2
−ǫ).
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Then ∣∣∣√mA(m)t ∣∣∣
≤ 1√
mτ2m
[mt]∑
i=1
∣∣∆mi+1Z∣∣ ∣∣∣(∆mi Z)− (u i−1
m
∆mi G
)∣∣∣
+
1√
mτ2m
[mt]∑
i=1
∣∣∣u i−1
m
∆mi G
∣∣∣ ∣∣∣(∆mi+1Z)− (u i
m
∆mi+1G
)∣∣∣
≤ C√
mτ2m
[mt]∑
i=1
V ar 1
κ
(
u;
[
i
m
,
i+ 1
m
])
V ar 1
β
2 −ǫ
(
G;
[
i
m
,
i+ 1
m
]) ∣∣∣(∆mi Z)− (u i−1
m
∆mi G
)∣∣∣
+
1√
mτ2m
[mt]∑
i=1
∣∣∣u i
m
∆mi+1G
∣∣∣ ∣∣∣(∆mi+1Z)− (u i−1
m
∆mi+1G
)∣∣∣
+
1√
mτ2m
[mt]∑
i=1
∣∣∣u i−1
m
∆mi G
∣∣∣ ∣∣∣(∆mi+1Z)− (u i
m
∆mi+1G
)∣∣∣
≤ C 1√
mτ2m
[mt]∑
i=1
V ar 1
κ
(
u;
[
i
m
,
i+ 1
m
])
V ar 1
β
2−ǫ
(
G;
[
i
m
,
i+ 1
m
])
·V ar 1
κ
(
u;
[
i− 1
m
,
i
m
])
V ar 1
β
2−ǫ
(
G;
[
i− 1
m
,
i
m
])
+
1√
mτ2m
‖u‖∞‖G‖β
2
−ǫm
−(β
2
−ǫ)
[mt]∑
i=1
V ar 1
κ
(
u;
[
i− 1
m
,
i
m
])
V ar 1
β
2 −ǫ
(
G;
[
i− 1
m
,
i
m
])
+
1√
mτ2m
‖u‖∞‖G‖β
2
−ǫm
−(β
2
−ǫ)
[mt]∑
i=1
V ar 1
κ
(
u;
[
i
m
,
i+ 1
m
])
V ar 1
β
2 −ǫ
(
G;
[
i
m
,
i+ 1
m
])
≤ C 1√
mτ2m
‖u‖2κ‖G‖2β
2
−ǫm
−2κm−2(
β
2
−ǫ)mT
+2C
1√
mτ2m
‖u‖∞‖u‖κ‖G‖β
2
−ǫm
−(β
2
−ǫ)m−κm−(
β
2
−ǫ)mT
≤ 1
τ2m
CT‖u‖2κ‖G‖2β
2
−ǫm
1
2
−2κ−β+2ǫ
+2
1
τ2m
CT‖u‖∞‖u‖κ‖G‖2β
2
−ǫm
1
2
−κ−β+2ǫ
= CT‖u‖2κ‖G‖2β
2
−ǫ
1
L0(
1
m)
m
1
2
−2κ+2ǫ
+2CT‖u‖∞‖u‖κ‖G‖2β
2
−ǫ
1
L0(
1
m)
m
1
2
−κ+2ǫ
which converges to zero as m tends to infinitely, provided ǫ < 12
(
κ− 12
)
, by the property of slowly
varying function (5.0.4).
The proof is now completed. 2
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Let
Z
(0)
t =
∫ t
0
us dGs
and
Z
(1)
t (t) = αt + Z
(0)
t .
Then using the similar proofs of Proposition 4.26 and Proposition 4.28, we can show the following
two propositions.
Proposition 5.17. Under the condition of Theorem 4.15,
SV (Z(1))nt − SV (Z(0))nt P−→ 0, (5.5.21)
as n→∞.
Proposition 5.18. Under the condition of Theorem 4.15,
QV (Z(1))nt −QV (Z(0))nt P−→ 0, (5.5.22)
as n→∞.
Based on above two propositions, we can show Theorem 5.8 and Theorem 5.9 by using the
similar proofs of Theorem 4.15 and Theorem 4.16.
Theorem 5.10 immediately follows the next joint central limit theorem for realized Bipower
Variation and Quadratic Variation for Zt.
Theorem 5.19. Under conditions of Theorem 5.12 we have(
Gt,
√
n
(
QV (Z)nt −
∫ t
0
u2s ds
)
,
√
n
(
SV (Z)nt
rn(1)
−
∫ t
0
u2s ds
))
L−→
(
Gt, N
((
0
0
)
,Π
∫ t
0
u4s ds
))
,
where
Π =
(
τ2 2γ
2
ρH
2γ2
ρH
σ2
ρ2H
)
and
γ2 = ρH + 2
∞∑
k=1
ρH(k)ρH(k + 1).
Before we prove the above theorem, we need the following theorem.
Theorem 5.20. Assume β ∈ (0, 32). Then for any (c1, c2) ∈ R2 we obtain the weak convergence (
in the space D([0, T ])2 equipped with the Skorohod topology)(
Gt, c1
√
n(QV (G)nt − t) + c2
√
n(SV (G)nt − rn(1)t)
) L−→ (Gt, σWt)
where
σ2 = c21τ
2 + c22σ
2 + 4c1c2γ
2. (5.5.23)
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Proof: We use the same idea of the proof of Theorem 5.3.
There are two steps. In the first step we prove the convergence of finite dimensional distribution
of the sequence (
Gt, c1
√
n (QV (G)nt − t) + c2
√
n (SV (G)nt − rn(1)t)
)
.
Then we prove the tightness of this sequence.
Step 1. Define the vector Yn = (Y
1
n , · · · , Y dn )T by
Y kn = c1
1√
n
[nbk]∑
i=[nak]+1
[(
∆ni G
τn
)2
− 1
]
+c2
1√
n
[nbk]∑
i=[nak]+1
[(
∆ni G
τn
)(
∆ni+1G
τn
)
− rn(1)
]
where (ak, bk], k = 1, · · · , d are disjoint intervals contained in [0, T ]. Clearly, it suffices to prove
that (
Gbk −Gak , Y kn
)
1≤k≤d
L→ (Gbk −Gak , σ(Wbk −Wak))1≤k≤d
where σ is defined as (5.5.23).
Note that
QV (G)nt =
1
n
[nt]∑
i+1
(
H2
(
∆ni G
τn
)
+ 1
)
d
=
1
n
[nt]∑
i=1
I2(ψ
⊗2
i ) +
[nt]
n
.
So
QV (G)nt − t = I2
 1
n
[nt]∑
i=1
ψ⊗2i
+O(n−1).
So combining Lemma 5.14, we obtain the representation
Y kn = I2
 1√
n
[nbk]∑
i=[nak]+1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1)
+O(n− 12 ).
Since E[(Gbk −Gak)Y ln] = 0 for any 1 ≤ k, l ≤ d, it is sufficient to check the following conditions.
(i). For any k = 1, · · · , d, the limit
lim
n→∞ 2!
∥∥∥∥∥∥ 1√n
[nbk]∑
i=[nak]+1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1)
∥∥∥∥∥∥
2
H⊗2
= σ2(bk − ak)
exists.
(ii). For k 6= h,
lim
n→∞
〈
1√
n
[nbk]∑
i=[nak]+1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1),
1√
n
[nbh]∑
i=[nah]+1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1)
〉
H⊗2
= 0.
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(iii). For k = 1, · · · , d, we have that
lim
n→∞
∥∥∥∥∥∥
 1√
n
[nbk]∑
i=[nak]+1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1)
⊗1
 1√
n
[nbk]∑
i=[nak]+1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1)
∥∥∥∥∥∥
H⊗2
= 0.
Under condition (i)− (iii), we then obtain
Yn
L→ Nd(0, σ2diag(b1 − a1, · · · , bd − ad)).
Since the increments of the process G are stationary, we will prove part (i), (ii) and (iii) only for
k = 1, a1 = 0 and b1 = 1.
(i). By proofs of Theorem 5.10 and Theorem 5.3, we have
2!
∥∥∥∥∥ 1√n
n∑
i=1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1)
∥∥∥∥∥
2
H⊗2
= 2!
〈
1√
n
n∑
i=1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1),
1√
n
n∑
i=1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1)
〉
H⊗2
= 2c21
〈
1√
n
n∑
i=1
ψ⊗2i ,
1√
n
n∑
i=1
ψ⊗2i
〉
H⊗2
+2c22
〈
1√
n
n∑
i=1
ψi⊗˜ψi+1, 1√
n
n∑
i=1
ψi⊗˜ψi+1
〉
H⊗2
+4c1c2
〈
1√
n
n∑
i=1
ψ⊗2i ,
1√
n
n∑
i=1
ψi⊗˜ψi+1
〉
H⊗2
= c212
∥∥∥∥∥ 1√n
n∑
i=1
ψ⊗2i
∥∥∥∥∥
H⊗2
+ c212
∥∥∥∥∥ 1√n
n∑
i=1
ψi⊗˜ψi+1
∥∥∥∥∥
H⊗2
+4c1c2
1
n
n∑
i,j=1
< ψ⊗2i ,
1
2
(ψj ⊗ ψj+1 + ψj+1 ⊗ ψj >H⊗2
= c21nV ar(QV (G)
n
1 ) + c
2
2nV ar(SV (G)
n
1 )
+4c1c2
1
n
n∑
i,j=1
< ψi, ψj >H< ψi, ψj+1 >H .
By the proof of Theorem 5.10,
nV ar(QV (G)n1 )→ τ2
as n→∞.
By the proof of Theorem 5.3,
nV ar(SV (G)n1 )→ σ2
as n→∞.
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Now let’s consider the third term.
1
n
n∑
i,j=1
< ψi, ψj >< ψi, ψj+1 >
=
1
n
n∑
i=1
ρH(1) +
2
n
n∑
i,j=1
i<j
rn(j − i)rn(j + 1− i)
= rn(1) +
2
n
n∑
i=1
n∑
j=i+1
rn(j − i)rn(j − i+ 1)
= rn(1) +
2
n
n∑
i=1
n−i∑
k=1
rn(k)rn(k + 1)
= rn(1) +
2
n
n−1∑
k=1
n−k∑
i=1
rn(k)rn(k + 1)
= rn(1) +
2
n
n−1∑
k=1
(n− k)rn(k)rn(k + 1)
= rn(1) + 2
n−1∑
k=1
(1− k
n
)rn(k)ρH(k + 1)
→ ρH(1) + 2
∞∑
k=1
ρH(k)ρH(k + 1) := γ
2.
Overall
lim
n→∞ 2!
∥∥∥∥∥ 1√n
n∑
i=1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1)
∥∥∥∥∥
2
H⊗2
= c21τ
2 + c22σ
2 + 4c1c2γ
2 := σ2.
(ii) From proofs of Theorem 5.10 and Theorem 5.3, we have that
lim
n→∞
〈
1√
n
[nbk]∑
i=[nak]+1
ψ⊗2i ,
1√
n
[nbh]∑
i=[nah]+1
ψ⊗2i
〉
H⊗2
= 0
and
lim
n→∞
〈
1√
n
[nbk]∑
i=[nak]+1
ψi⊗˜ψi+1, 1√
n
[nbh]∑
i=[nah]+1
ψi⊗˜ψi+1
〉
H⊗2
= 0.
156
Assume w.l.o.g. that ak = 0, bk = ah = 1 and bh = 2. The case bk < ah is much easier. So
lim
n→∞
〈
1√
n
n∑
i=1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1),
1√
n
2n∑
i=n+1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1)
〉
H⊗2
= c1c2 lim
n→∞
1
n
n∑
i=1
2n∑
j=n+1
(
< ψ⊗2i , ψj⊗˜ψj+1 >H⊗2 + < ψ⊗2j , ψi⊗˜ψi+1 >H⊗2
)
= c1c2 lim
n→∞
1
n
n∑
i=1
2n∑
j=n+1
(< ψi, ψj >H< ψi, ψj+1 >H + < ψi, ψj >H< ψi+1, ψj >H)
= c1c2 lim
n→∞
1
n
n∑
i=1
2n∑
j=n+1
(rn(j − i)rn(j − i+ 1) + rn(j − i)rn(j − i− 1))
≤ c1c2 lim
n→∞
1
n
n∑
i=1
2n∑
j=n+1
r2(j − i− 1).
By using the same proof of Theorem 5.3, we can show (ii).
(iii) Note that∥∥∥∥∥
(
1√
n
n∑
i=1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1)
)
⊗1
(
1√
n
n∑
i=1
(c1ψ
⊗2
i + c2ψi⊗˜ψi+1)
)∥∥∥∥∥
H⊗2
≤ c21
∥∥∥∥∥∥
 1√
n
[nbk]∑
i=[nak]+1
ψ⊗2i
⊗1
 1√
n
[nbk]∑
i=[nak]+1
ψ⊗2i
∥∥∥∥∥∥
H⊗2
+c22
∥∥∥∥∥∥
 1√
n
[nbk]∑
i=[nak]+1
ψi⊗˜ψi+1
⊗1
 1√
n
[nbk]∑
i=[nak]+1
ψi⊗˜ψi+1
∥∥∥∥∥∥
H⊗2
+2c1c2
∥∥∥∥∥∥
 1√
n
[nbk]∑
i=[nak]+1
ψ⊗2i
⊗1
 1√
n
[nbk]∑
i=[nak]+1
ψi⊗˜ψi+1
∥∥∥∥∥∥
H⊗2
.
From proofs of Theorem 5.10 and Theorem 5.3, we have that as n→∞,∥∥∥∥∥∥
 1√
n
[nbk]∑
i=[nak]+1
ψ⊗2i
⊗1
 1√
n
[nbk]∑
i=[nak]+1
ψ⊗2i
∥∥∥∥∥∥
H⊗2
→ 0
and ∥∥∥∥∥∥
 1√
n
[nbk]∑
i=[nak]+1
ψi⊗˜ψi+1
⊗1
 1√
n
[nbk]∑
i=[nak]+1
ψi⊗˜ψi+1
∥∥∥∥∥∥
H⊗2
→ 0.
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Now let’s consider the third term. Note that
(ψ⊗2i )⊗1 (ψj⊗˜ψj+1)
=
1
2
[(ψi ⊗ ψi)⊗˜1(ψj ⊗ ψj+1 + ψj+1 ⊗ ψj)
=
1
2
[ψi ⊗ ψj < ψi, ψj+1 >H +ψi ⊗ ψj+1 < ψi, ψj >H]
=
1
2
[ψi ⊗ ψjrn(j − i+ 1) + ψi ⊗ ψj+1rn(j − i)].
Then ∥∥∥∥∥
(
1√
n
n∑
i=1
ψ⊗2i
)
⊗1
(
1√
n
n∑
i=1
ψi⊗˜ψi+1
)∥∥∥∥∥
2
H⊗2
=
1
4
n−2
n∑
j,l,k,h=1
< ψj ⊗ ψlrn(|l − j + 1|) + ψj ⊗ ψl+1rn(|l − j|),
ψk ⊗ ψhrn(|k − h+ 1|) + ψk ⊗ ψh+1rn(|h− k|) >H⊗2
=
1
4
n−2
n∑
j,l,k,h=1
[rn(|k − j|)rn(|h− l|)rn(|l − j + 1|)rn(|k − h+ 1|)
+rn(|k − j|)rn(|h + 1− l|)rn(|l − j + 1|)rn(|h− k|)
+rn(|k − j|)rn(|h − l|)rn(|l − j|)rn(|k − h+ 1|)
+rn(|k − j|)rn(|h + 1− l|)rn(|l − j|)rn(|h − k|)].
It suffices to consider a term of the form
n−2
n∑
j,l,k,h=1
r(|k − j| − 1)r(|h− l| − 1)r(|l − j| − 1)r(|h − k| − 1).
So by using the same proof of Theorem 5.3, we can show the (iii).
Step 2. It suffices to show the tightness of the sequence c1
√
n(QV (G)nt −t)+c2
√
n(V (G, 1, 1)nt −
rnt).
Set
Znt =
√
n
[
c1
(
V (G; 2)nt −
[nt]
n
)
+ c2
(
V (G; 1, 1)nt −
[nt]
n
ρH
)]
d
=
1√
n
c1ρH [nt]∑
i=1
(X2i − 1) + c2
[nt]∑
i=1
(XiXi+1 − ρH)
 .
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Let 0 ≤ s < t ≤ T . Then
E(Znt − Zns )4 =
1
n2
E
c1ρH [nt]∑
i=[ns]+1
(X2i − 1) + c2
[nt]∑
i=[ns]+1
(XiXi+1 − ρH)
4
≤ 24c41ρ4H
1
n2
E
 [nt]∑
i=[ns]+1
(X2i − 1)
4 + 24c42 1n2E
 [nt]∑
i=[ns]+1
(XiXi+1 − ρH)
4 .
Then from the proofs of Theorem 4.17 and Theorem 4.10, we know that for any n ≥ 1
1
n2
E
 [nt]∑
i=[ns]+1
(X2i − 1)
4 ≤ K1(t− s)2
and
1
n2
E
 [nt]∑
i=[ns]+1
(XiXi+1 − ρH)
4 ≤ K2(t− s)2.
Then we deduce the tightness of the sequence Znt by Theorem 4.25. This completes the proof.
2
Remark 5.21. (i) By the same reason in the Remark of Theorem 5.3, the weak convergence in
Theorem 5.20 is equivalent to the stable convergence.
(ii) Replacing c1 by the c1rn(1) in the proof and noticing that rn(1)→ ρH(1), we obtain that(
Gt, c1rn(1)
√
n(QV (G)nt − t) + c2
√
n(SV (G)nt − rn(1)t)
) L−→ (Gt, σWt)
where
σ2 = c21ρ
2
H(1)τ
2 + c22σ
2 + 4c1c2ρH(1)γ
2. (5.5.24)
It is easy to show the next lemma.
Lemma 5.22. If zn = (zn1, · · · , znq) is a sequence of random variables having mean 0 and for any
c = (c1, · · · , cq) ∈ Rq c′zn L−→ Nq(0, c′Ψc), then zn L−→ Nq(0,Ψ) for some nonnegative matrix Ψ.
Now let’s prove Theorem 5.19.
Proof of Theorem 5.19: By Proposition 5.17 and Proposition 5.18, we only need to show
Theorem 5.19 under Zt =
∫ t
0 us dGs. From the Lemma 5.22 it is enough to show that for any
(c1, c2) ∈ R2 we have(
G, c1
√
n
(
QV (Z)nt −
∫ t
0
u2s, ds
)
+ c2
√
n
(
SV (Z)nt
rn(1)
−
∫ t
0
u2s ds
))
L−→
(
Gt, (c1, c2)Π
(
c1
c2
)∫ t
0
u4s ds
)
.
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Then by Slusky’s theorem it suffices to show that(
Gt, c1rn(1)
√
n
(
QV (Z)nt −
∫ t
0
u2s, ds
)
+ c2
√
n
(
SV (Z)nt − rn(1)
∫ t
0
u2s ds
))
L−→
(
Gt, (c1, c2)Π˜
(
c1
c2
)∫ t
0
u4s ds
)
where
Π˜ =
(
τ2ρ2H 2γ
2ρH
2γ2ρH σ
2
)
.
For any m ≥ n we obtain the decompositions from proofs of Theorem 5.10 and Theorem 5.3.
rm(1)c1
√
m
(
QV (Z)mt −
∫ t
0
u2sds
)
= rm(1)c1
√
m(A
(m)
t +B
(n,m)
t + C
(n,m)
t +D
(m)
t )
and
c2
√
m
(
SV (Z)mt − rn(1)
∫ t
0
u2sds
)
= c2
√
m(A¯
(m)
t + B¯
(n,m)
t + C¯
(n,m)
t + D¯
(m)
t )
where
A
(m)
t =
1
mτ2m
[mt]∑
i=1
(
(∆mi Z)
2 −
(
u i−1
m
∆mi G
)2)
,
B
(n,m)
t =
1
mτ2m
[mt]∑
i=1
(
u i−1
m
∆mi G
)2 −m−1 [mt]∑
i=1
u2i−1
m
− 1
mτ2m
[nt]∑
j=1
u2j−1
m
∑
i∈In(j)
(∆mi G)
2 + n−1
[nt]∑
j=1
u2j−1
m
,
C
(n,m)
t =
1
mτ2m
[nt]∑
j=1
u2j−1
m
∑
i∈In(j)
(∆mi G)
2 − n−1
[nt]∑
j=1
u2j−1
m
,
D
(m)
t = m
−1
[mt]∑
j=1
u2j−1
m
−
∫ t
0
u2s ds,
and
A
(m)
t =
1
mτ2m
[mt]∑
i=1
(
(∆mi Z)(∆
m
i+1Z)−
(
u i−1
m
∆mi G
)(
u i
m
∆mi+1G
))
,
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B
(n,m)
t =
1
mτ2m
[mt]∑
i=1
(
u i−1
m
∆mi G
)(
u i
m
∆mi+1G
)− rm(1)m−1 [mt]∑
i=1
u2i−1
m
− 1
mτ2m
[nt]∑
j=1
u2j−1
m
∑
i∈In(j)
(∆mi G)(∆
m
i+1G) + rm(1)n
−1
[nt]∑
j=1
u2j−1
m
,
C
(n,m)
t =
1
mτ2m
[nt]∑
j=1
u2j−1
m
∑
i∈In(j)
(∆mi G)(∆
m
i+1G)− rm(1)n−1
[nt]∑
j=1
u2j−1
m
,
D
(m)
t = rm(1)
m−1 [mt]∑
j=1
u2j−1
m
−
∫ t
0
u2s ds
 ,
and
In(j) =
{
i
∣∣∣ i
m
∈
(
j − 1
n
,
j
n
]}
, j > 1.
So
c1rm(1)
√
m
(
QV (Z)mt −
∫ t
0
u2s, ds
)
+ c2
√
m
(
SV (Z)mt − rm(1)
∫ t
0
u2s ds
)
=
√
m(rm(1)c1A
(m)
t + c2A¯
(m)
t ) +
√
m(c1rm(1)B
(n,m)
t + c2B¯
(n,m)
t )
+
√
m(c1rm(1)C
(n,m)
t + c2C¯
(n,m)
t ) +
√
m(c1rm(1)D
(m)
t + c2D¯
(m)
t ).
From proofs of Theorem 5.10 and Theorem 5.3, we know that all terms are negligible except
the term √
m
(
c1rm(1)C
(n,m)
t + c2C¯
(n,m)
t
)
.
Let
Y jn,m =
1√
mτ2m
∑
i∈In(j)
(∆mi G)
2 −
√
m
n
and
Y¯ jn,m =
1√
mτ2m
∑
i∈In(j)
(∆mi G)(∆
m
i+1G)−
√
m
n
rm(1).
From the Remark (i) and (ii) of Theorem 5.20, we know that
c1rm(1)Y
j
n,m + c2Y¯
j
n,m
FG−st−−−−→ σ˜∆njW
as m→∞, where
σ˜2 = c21τρ
2
H + c
2
2σ
2 + 4c1c2γ
2ρH .
So (
u2j−1
n
, rm(1)c1Y
j
n,m + c2Y¯
j
n,m
)
1≤j≤[nt]
FG−st−−−−→
(
u2j−1
n
, σ˜∆njW
)
1≤j≤[nt]
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as m→∞. Hence
√
m(rm(1)c1C
(n,m)
t + c2C¯
(n,m)
t )
FG−st−−−−→ σ˜
[nt]∑
j=1
u2j−1
n
∆njW.
For latter we have
σ˜
[nt]∑
j=1
u2j−1
n
∆njW
ucp→ σ˜
∫ t
0
u2sdWs.
Note that
σ˜ = (c1, c2)Π˜
(
c1
c2
)
and
σ˜
∫ t
0
u2s dWs ∼ N
(
0, σ˜2
∫ t
0
u4s ds
)
.
We finish the proof. 2
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Chapter 6
Conclusions
In this dissertation, we establish the existence of the bipower variation for stochastic processes of
the form (1.1). We show that bipower variations provide a nonparametric approach to estimate
the integrated volatility. We also study two-step variations of such stochastic processes and more
general stochastic processes which are driven by Gaussian processes with stationary increments.
Compared with bipower variations, two-step variation is simpler to be treated in mathematics
The reason is that without the absolute value sign, each component of the sum of a realized
two-step variation is the product of two first order Hermite polynomial functions. We obtain the
convergence in law and probability for realized two-step variations of stochastic processes, driven by
fractional Brownian motion and Gaussian process with stationary increments. It is also shown that
realized two-step variations is a consistent estimation of the integrated volatility even in presence of
jumps. The technique we use in the proofs is the central limited theorem in context of Wiener/Itoˆ
Malliavin calculus. In addition, we use realized two-step variation and realized quadratic variations
to construct two test statistics for testing jumps from high frequency data.
We think that future research directions are as follows.
(i) By using the similar idea and technique, one can generalize the results of this dissertation to
the multipower variation and multi-step variations.
(ii) We test jumps from the high frequency data based on two assumptions that the underlying
stochastic process does contain fractional components and the exact the Hurst indices is
known. So two interesting questions are how we can know whether the underlying process
has a fractional component and how we can determine the Hurst indices if we know that the
underlying process does has a fractional component.
(iii) The further empirical studies of two-step variations and comparison two-step variations with
bipower variations are expected.
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Appendix A: Ca`dla`g Functions and Riemann Integrals
The material in Appendix A is based on my adviser Dr. Jan Rosinski’s lecture notes.
f(x) is a function on [a, b]. T : a = x0 < x1 < · · · < xn = b is a partition on [a, b]. λ =
max1≤i≤n∆xi = max1≤i≤n(xi − xi−1). Denote
mi = inf
xi−1≤x≤xi
f(x), Mi = sup
xi−1≤x≤xi
f(x).
Then we have the following theorem.
Theorem A1. f(x) is Riemann-integrable on [a, b] if and only if
lim
λ→0
n∑
i=1
ωi∆xi = 0,
where ωi =Mi −mi.
Now we use Theorem A1 to prove the following theorem.
Theorem A2. f(x) is Riemann-integrable on [a, b] if and only if f(x) is bounded and ∀ε > 0,
∀η > 0, ∃ a partition T such that ∑
ωi≥ε
∆xi < η.
Proof: Suppose f(x) is Riemann-integrable. By Theorem A1, ∀ε > 0, ∀η > 0, ∃ a partition T
such that
n∑
i=1
ωi∆xi < εη.
Note that
ε
∑
ωi≥ε
∆xi ≤
∑
ωi≥ε
ωi∆xi ≤ εη.
So ∑
ωi≥ε
∆xi < η.
Suppose we know that ∀ε1 > 0, ∀η > 0, ∃ a partition T such that∑
ωi≥ε
∆xi < η,
and
|f(x)| ≤ C <∞.
Then
n∑
i=1
ωi∆xi =
∑
ωi≥ε1
ωi∆xi +
∑
ωi<ε1
ωi∆xi
≤ 2C
∑
ωi≥ε1
∆xi + ε1
∑
ωi<ε1
∆xi
≤ 2Cη + ε1(b− a)
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∀ε > 0. Let ε1 = ε2(b−a) and η = ε4C . 2
Theorem A3. If y = f(u) is continuous on [A,B], u = ϕ(x) is Riemann-integrable on [a, b] and
when x ∈ [a, b], A ≤ ϕ(x) ≤ B. Then F (x) = f(ϕ(x)) is Riemann-integrable.
Proof: Since f(u) is continuous on[A,B], f(u) is uniformly continuous on [A,B]. That means
∀ε > 0, ∃δ > 0, when u′, u′′ ∈ [A,B], |u′ − u′′| < δ, we have
|f(u′)− f(u′′)| < ε
2
.
Denote that
ωϕi = sup
xi−1≤x≤xi
ϕ(x) − inf
xi−1≤x≤xi
ϕ(x),
ωFi = sup
xi−1≤x≤xi
F (x)− inf
xi−1≤x≤xi
F (x).
Given any fixed partition T on [a, b], ∀x′, x′′ ∈ [xi−1, xi], denote u′ = ϕ(x′), u′′ = ϕ(x′′). If
|u′ − u′′| = |ϕ(x′)− ϕ(x′′)|ωϕi < δ,
then
|F (x′)− F (x′′)| = |f(u′)− f(u′′)| < ε
2
.
So
ωFi = sup
xi−1≤x′,x′′≤xi
|F (x′)− F (x′′)| ≤ ε
2
< ε.
From above, we can see that if ωϕi < δ on [xi−1, xi], then ω
F
i < ε. So∑
ωFi ≥ε
∆xi ≤
∑
ωϕi ≥δ
∆xi. (A1)
Then ∀ε > 0, ∀η > 0. Since ϕ(x) is Riemann-integrable on [a, b], by Theorem A2, ∃ a partition T1,
such that ∑
ωϕi ≥δ
∆xi < η.
By (A1), ∑
ωFi ≥ε
∆xi ≤
∑
ωϕi ≥δ
< η.
By Theorem A2, F (x) is Riemann-integrable on [a, b]. 2
Lemma A4. Let f(x) : [a, b] 7→ R is a function having left- and right-limits at each point of [a, b],
then f(x) is bounded on [a, b].
Proof: Suppose that f(x) is unbounded on [a, b]. Then ∃{xn} ∈ [a, b] such that ∀M > 0, ∃N
such that for any n > N , |f(xn)| > M . Since [a, b] is compact, there exists a subsequence {xnk}
such that xnk goes to some point x ∈ [a, b]. Then there exists a subsequence {xnkl} such that{xnkl} ≤ x and xnkl → x or xnkl ≥ x and xnkl → x. So we can obtain that the f(x) doesn’t has
left limit or right limit. That is a contradiction. 2
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Lemma A5. Let f(x) : [a, b] 7→ R is a function having left- and right-limits at each point of [a, b]
(by definition, f(a−) = f(a) and f(b+) = f(b)). Then, for every ε > 0, the set of jumps of f of
the magnitude at least ε,
Jε := {x ∈ [a, b] : |f(x+)− f(x−)| ≥ ε}, (A2)
is finite.
Proof: Suppose to the contrary that Jε is infinite. Then there exists an infinite sequence of
{xn} ⊂ Jε. By the compactness of [a, b], we may choose a subsequence xnk → x ∈ [a, b] as k →∞.
Since f(x−) and f(x+) exist, there exists δ > 0 such that |f(u)− f(x−)| < ε2 if u ∈ (x− δ, x) and
|f(v)− f(x+)| < ε2 if v ∈ (x, x+ δ). For a sufficiently large k, xnk ∈ (x− δ, x) or xnk ∈ (x, x+ δ).
In the first case |f(xnk−) − f(x−)| < ε2 and |f(xnk+) − f(x−)| < ε2 , which gives by the triangle
inequality |f(xnk+) − f(xnk−)| < ε2 , a contradiction to that xnk ∈ Jε. Similarly, the second case
leads to a contradiction. The lemma is proven. 2
Lemma A6. Let f(x) : [a, b] 7→ R is a function having left- and right-limits at each point of
[a, b] and such that f(x) lies between f(x−) and f(x+) for every x ∈ [a, b]. Jε is defined as (A2).
Suppose that Jε = ∅ for some ε > 0. Then there exists a δ > 0 such that for every u, v ∈ [a, b] with
|u− v| < δ,
|f(u)− f(v)| < ε.
Proof: Suppose the lemma is false, that is, for every δ = 1k there are a ≤ uk < vk ≤ b such that
|uk − vk| < 1k and |f(uk)− f(vk)| ≥ ε, k = 1, 2, · · · . From the compactness of [a, b], we can choose a
subsequence {ukn} such that ukn → x ∈ [a, b] as n→∞; since uk − vk → 0, vkn → x as well. Since
Jε = ∅, |f(x+)−f(x−)| = ε1 < ε; put η = ε−ε12 . There exists γ > 0 such that |f(u)−f(x−)| < η if
u ∈ (x−γ, x) and |f(v)−f(x+)| < η if v ∈ (x, x+γ). Then ukn , vkn ∈ (x−γ, x+γ), for sufficiently
large n. If ukn ∈ (x− γ, x), then we have three cases: vkn ∈ (x− δ, c), vkn = x, or vkn ∈ (x, x+ δ).
In the first case,
|f(vkn)− f(ukn)| ≤ |f(vkn)− f(x−)|+ |f(x−)− f(ukn)| < 2η < ε,
a contradiction. In the second case
|f(vkn)− f(ukn)| ≤ |f(x)− f(x−)|+ |f(x−)− f(ukn)| < ε1 + η =
ε
2
+
ε1
2
< ε,
a contradiction. In the third case
|f(vkn)− f(ukn)| ≤ |f(vkn)− f(x+)|+ |f(x+)− f(x−))|+ |f(x−)− f(ukn)|
< ε1 + 2η < ε,
a contradiction. similarly, if ukn ∈ (x, x+ δ), we can show that
|f(vkn)− f(ukn)| < ε,
a contradiction. We got a contradiction in all possible cases. This proves the lemma. 2
Theorem A7. Let f(x) : [a, b] 7→ R is a ca`dla`g function. Then the Riemann integral ∫ ba f(x) dx
exists.
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Proof: let S∗(f,Π) and S∗(f,Π) denote the upper and lower Riemann sums corresponding to
a partition Π. We need to show that S∗ − S∗ is small for a sufficiently fine partition Π. Let ε > 0.
Step1. Consider
Jfε = {x ∈ [a, b] : |f(x+)− f(x−)| ≥ ε}.
By Lemma A5, Jfε is finite. If J
f
ε = Π, then we move to Step2. Otherwise, set J
f
ε = {x1, · · · , xn}.
By the right-continuity of f , x1 > a. For every i = 1, · · · , n, choose x′i ∈ (xi−1, xi) (with x0 = a)
such that
xi − x′i <
ε
n
Put x′n+1 = b.
Step2. Consider [xi, x
′
i+1], i = 0, · · · , n. (If Jfε = Π, then n = 0, x0 = a, x′1 = b; if xn = b,
then we take only i = 0, · · · , n − 1). Since f is right-continuous, f(x) = f(x+). By definition of
Jε, there exists some ε > 0 such that J
f
ε = Π. So by Lemma A6, there exists a δi > 0 such that
|f(u)− f(v)| < ε
whenever |u − v| < δ; and u, v ∈ [xi, x′i+1]. Let xi = ui,0 < · · · < ui,ki = x′i+1 be a partition of
[xi, x
′
i+1] with mesh less than δi.
Step3. Set
Π = {uij : 0 ≤ i ≤ n, 0 ≤ j ≤ ki}
Let M = supx∈[a,b] |f(x)| <∞ by Lemma A4, We have
S∗(f,Π)− S∗(f,Π)
=
n∑
i=1
[
sup
x∈[x′i,xi]
f(x)− inf
x∈[x′i,xi]
f(x)
]
(xi − x′i)
+
n∑
i=0
ki∑
j=1
[
sup
x∈[ui,j−1,ui,j ]
f(x)− inf
x∈[ui,j−1,ui,j ]
f(x)
]
(ui,j − ui,j−1)
≤ 2M
n∑
i=1
ε
n
+
n∑
i=0
ki∑
j=1
ε(ui,j − ui,j−1)
≤ 2Mε+ ε
n∑
i=0
(ui,ki − ui,0)
= 2Mε+ ε
n∑
i=0
(x′i+1 − xi)
≤ 2Mε+ (b− a)ε
This concludes the proof of the Theorem A7. 2
Theorem A8. If f(x) is ca`dla`g on [a, b], then for every ε > 0, there are nε > 0 and δε > 0 such
that for every δ ∈ (0, δε),
Card
{
j ∈ {1, 2, · · · ,M − 1} :
∣∣∣∣∣
∫ a+(j+1)δ
a+jδ
f(x) dx−
∫ a+jδ
a+(j−1)δ
f(x) dx
∣∣∣∣∣ > εδ
}
< nε
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Proof. Let any fixed ε > 0. Consider
J ε
2
= {x ∈ [a, b] : |f(x)− f(x−)| ≥ ε
2
}
By Lemma A6, ∃a < x1 < · · · < xn ≤ b such that
|f(xi)− f(xi−)| ≥ ε
2
, i = 1, · · · , n′ε
Let x0 = a. Since f(x) has left limits at any point in [a, b]. Then for every xi, i = 1, · · · , n′ε,
f(xi−) = lim
x<xi
x→xi
f(x) <∞
So there exists a point x′i ∈ [xi−1, xi) such that ∀x ∈ [x′i, xi),
|f(x)− f(xi−)| < ε
4
By definition of J ε
2
, {x ∈ (xi−1, x′i] : |f(x)− f(x−)| ≥ ε2} = Φ. Then by Lemma A6, ∃δ′ε such that
∀δ ∈ (0, δ′ε), if u, v ∈ [xi−1, x′i] satisfy |u− v| < δ, then
|f(u)− f(v)| < ε
2
Claim: ∀x, y ∈ [xi−1, xi) and |x− y| < δ, then
|f(x)− f(y)| < ε
Proof of Claim. We may assume that x ≤ y, x, y ∈ [xi−1, xi) and |x − y| < δ. Then there are
three cases: x, y ∈ [xi−1, x′i], x ∈ [xi−1, x′i] and y ∈ (x′i, xi) and x, y ∈ (x′i, xi). In the first case,
|f(x)− f(y)| < ε2 . In the second case,
|f(x)− f(y)| ≤ |f(x)− f(x′i)|+ |f(x′i)− f(y)|
≤ |f(x)− f(x′i)|+ |f(x′i)− f(xi−)|+ |f(xi−)− f(y)|
<
ε
2
+
ε
4
+
ε
4
= ε
In the third case,
|f(x)− f(y)| ≤ |f(x)− f(xi−)|+ |f(xi−)− f(y)|
<
ε
4
+
ε
4
=
ε
2
So we prove the Claim.
Now for partition Π : a < a + δ < a + 2δ < · · · < a + Mδ = b, where δ = b−aM . If we
choose δ small enough such that δ < δ
′
ε
4 and δ <
1
4 mini∈{1,··· ,n′ε}{xi − xi−1}, then any interval
Ik = [a+ δ(k − 1), a+ δk) (k = 1, · · · ,M) contains at most one point in J ε
2
.
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Consider ∣∣∣∣∣1δ
∫
Ik
f(x) dx− 1
δ
∫
Ik−1
f(x) dx
∣∣∣∣∣ (k = 2, · · · ,M)
If neither Ik or Ik−1 does contain any point in J ε
2
, then ∃xi0 ∈ J ε2 , such that (Ik
⋃
Ik−1) ⊂
[xi0−1, xi0). For such Ik and Ik−1, since f(x) is ca`dla`g, f(x) is Riemann-integral and then
1
δ
∫
Ik
f(x) dx ∈
[
min
x∈Ik
f(x),max
x∈Ik
f(x)
]
and
1
δ
∫
Ik−1
f(x) dx ∈
[
min
x∈Ik−1
f(x), max
x∈Ik−1
f(x)
]
.
So by Claim, ∣∣∣∣∣1δ
∫
Ik
f(x) dx− 1
δ
∫
Ik−1
f(x) dx
∣∣∣∣∣ < ε,
for at least M − 2n′ε.
Thus, let nε = 2n
′
ε + 1 and δε =
δ′ε
4 , we proved Theorem A8. 2
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Appendix B: An Ergodic Theorem
First, let’s introduce the following ergodic theorem in [30].
Theorem B1. Let T be any measure - preserving transformation of a σ - finite measure space
(X,A, µ) and let A = [anj ](n, j ∈ N) be a stochastic strongly regular matrix. Then for every f ∈ L1
there exists f∗ ∈ L1(X,AT , µ) such that
lim
n→∞
∞∑
j=1
anjf ◦ T j−1 = f∗, µ− a.e..
Moreover, the function f∗ does not depend (µ− a.e.) on matrix A and we have ||f∗||1 ≤ ||f ||1. If
T is ergodic, then f∗ equals (µ− a.e.) on some constant c.
From this theorem, we have the following corollary.
Corollary B2. Let T be any measure - preserving transformation on probability space (Ω,F ,P)
and let A = [anj](n, j ∈ N) be a stochastic strongly regular matrix. X is a random variable on
(Ω,F ,P) satisfying E|X| <∞. Then
lim
n→∞
∞∑
j=1
anjX(T
j−1ω) = E(X|J ) a.s.
where J is the class of all invariant sets in F . It is well known that J is σ - algebra. Moreover,
if T is ergodic, then
lim
n→∞
∞∑
j=1
anjX(T
j−1ω) = EX a.s.
The above ergodic theorem can be used to state an ergodic theorem for general stationary
processes.
Let W = {Xn;n ≥ 1} be a stationary process on some probability space (Ω,F ,P). We will
construct the canonical process associated to W in the language of measure - preserving transfor-
mations. Let FW be the law of the process on (R
∞,B(R∞),FW ). Now, define on (R∞,B(R∞)) the
random variable Y which projects onto the first coordinate of R∞: Y (x) = x1 for x = (x1, x2, · · · ) ∈
R∞. Then the process
Yn(x) := Y (T
−1
l x), n ≥ 1
is the canonical process for W, because for every n, Yn(x) = xn is the projection on coordinate n.
In other words, {Yn}, as a process on (R∞,B(R∞),FW ), is a stationary process with the same law
as W = {Xn}, that is, ∀U ∈ B(R∞),
P((x1, x2, · · · ) ∈ U) = FW ({x = (x1, x2, · · · ) ∈ U) = FW ({x; (Y1(x), Y2(x), · · · ) ∈ U}).
Because {xn} and its canonical process have the same law,
E[Φ((X1,X2, · · · ))] =
∫ ∞
R
Φ(x) dFW (x) =
∫ ∞
R
Φ(Y1(x), Y2(x), · · · ) dFW (x)
for any B(R∞) - measurable Φ, as long as either side is well - defined.
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Definition B3. An event A ∈ F is invariant for the stationary process {Xn} on
(R∞,B(R∞),FW ) if ∃ a subset B ∈ B(R∞) such that
A = {ω : (Xn(ω),Xn+1(ω), · · · ) ∈ B} = {ω : T n−1l (X1(ω),X2(ω), · · · ) ∈ B},∀n ∈ N
.
It is well known that if B is left - shift invariant, then A is certainly invariant and the class of
invariant events for {Xn} is a σ - algebra and is denoted by J .
Definition B4. A stationary process is ergodic if its invariant σ - algebra is trivial. i.e. every
invariant event has probability zero or one.
It is clear from this definition that {Xn} is ergodic if and only if Tl is ergodic for FW .
Then we have the following ergodic theorem for the stationary process corresponding to ergodic
theorem B2.
Theorem B5. Let {Xn} be a stationary process such that E|X1| <∞, then
lim
n→∞
∞∑
j=1
anjXj = E(X1|J ).
Morever, if {Xn} is ergodic, then
lim
n→∞
∞∑
j=1
anjXj = E(X1).
The following two theorems are very useful to verify the strongly regular matrix.
Theorem B6. (Silverman - Toeplitz [45]) A matrix A is regular if and only if the following three
conditions are satisfied
(A)
M = sup
n∈N
∞∑
j=1
|anj | <∞
(B)
lim
n→∞anj = 0,∀j ∈ N
(C)
lim
n→∞
∞∑
j=1
anj = 1
Theorem B7. Let A = [anj](n, j ∈ N) be a regular matrix. The following four conditions are
equivalent:
(α) A is strongly regular;
(β)
lim
n→∞
∞∑
j=1
|anj − an,j+1| = 0;
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(γ)
lim
m→∞
∞∑
j=m
|anj − an,j+1| = 0, uniformly in n ∈ N;
(δ) For every x ∈ R∞, we have
lim
n→∞
∞∑
j=1
(anj − an,j+1)xj = 0.
{BHt , t ∈ R} is fBm. Let
Yj = B
H(j + 1)−BH(j), j = · · · ,−1, 0, 1, · · · ,
(Yj , j ∈ Z) is called fractional Gaussian noise (fGn).
From the Proposition 7.2.9 on page 332 of the book [41] by Gennady Samorodnistsky and Murad
S. Taqqu, we know that fGn Yj , j ∈ Z has spectral density with respect to the Lebesgue measure.
From the Theorem 14.2.1 on the page 368 of the book [19] by I. P. Cornfeld, S.V. Formin and Ya.
G. Sinai, if the spectral measure is continuous, then the corresponding automorphism is ergodic.
So fGn Yj, j ∈ Z is not only stationary but also ergodic.
As for the stationary and ergodic process, we have the following useful theorem.
Theorem B8. Let X1,X2, · · · , be a stationary and ergodic process, ϕ(x) is B(R∞) measurable,
then the process (Y1, Y2, · · · ) defined by
Yk = ϕ(Xk,Xk+1, · · · )
is stationary and ergodic.
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Appendix C: Stable Convergence
Now let’s introduce the theory of stable convergence. Let (Ω′,F ′,P′) be a probability space. The
following definitions of stable convergence come from Re´nyi [38]
Definition C1. The infinite sequence of events A1, A2, · · · , An, · · · , i.e. of subsets of Ω′ belonging
to F ′ will be called a stable sequence, if the limit
lim
n→+∞P(AnB) = Q(B)
exists for every B ∈ F ′.
Re´nyi [38] shown that in this case Q(B) is a bounded measure on F ′, which is absolutely
continuous with respect to the measure P, and thus
Q(B) =
∫
B
α dP
for every B ∈ F ′ where α = α(ω) is a measurable function on Ω′ such that 0 ≤ α(ω) ≤ 1. α(ω) is
called the local density of the stable sequence of events {An}.
The definition (C1) is also equivalent to the following definition.
Definition C2. The sequence of events {An}(n = 1, 2, · · · ) is called stable if for every event B ∈ F ′
such that P(B) > 0 the conditional probability P(An|B) tends to a limit, i.e.
lim
n→∞P(An|B) = q(B)
exists.
Further we can define a stable sequence of random variables.
Definition C3. The sequence of random variables ξn = ξn(ω)(n = 1, 2, · · · ) will be called stable if
for any event B with P(B) > 0
lim
n→+∞P(ξn < x|B) = FB(x)
for every X which is a continuity point of the distribution function FB(x).
It is easy to see that if the ξn converges stably to ξ, then ξn converges in distribution to ξ.
The converse is not true. For example, let X and X ′ be independent with common, nondegenerate
distribution. Let
ξn = X, for n odd
ξn = X
′, for n even
then ξn does not converges stably.
Despite this dependence on the sequence ξn, the requirement that a limit theorem be stable is
quite weak. Most known limit theorem are in fact stable and if a limit theorem is not stable one
can choose a subsequence along with it will be stable.
The following proposition comes from the page 513 of Jacod and Shiryaev’s book [28]
Proposition C4. ξn is defined on (Ω
′,F ′,P′) and take values in Polish space (E, E. Then there is
equivalence between
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(i) (ξn) converges stably;
(ii) for every F ′-measurable random variable η on Ω′, (η, ξn) converges in law;
(iii) for every F ′-measurable random variable η on Ω′, (η, ξn) converges stably;
(iv) the sequence (ξn) is tight, and for all B ∈ F ′, f ∈ C(E), the sequence E(1Af(ξn)) converges;
(v) (when E = Rd) the sequence (ξn) is tight, and for all B ∈ F ′, u ∈ Rd, the sequence
E(1Aexp(iuξn)) converges.
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Appendix D: The Fourth Moment of Centered Jointed Gaussian
Distribution Random Variables
Theorem D1. Let M1,M2,M3,M4 be random variables with joint Gaussian distribution such that
EM1 = EM2 = EM3 = EM4 = 0 and covariance matrix is
1 r12 r13 r14
r12 1 r23 r24
r13 r23 1 r34
r14 r24 r34 1

Then
E(M1M2M3M4) = r12r34 + r13r24 + r14r23.
Proof: Consider a general case. Let m1,m2,m3,m4 be nonnegative integers. Then
E
[
exp
(
λ1M1 − λ
2
1
2
)
exp
(
λ2M2 − λ
2
2
2
)
exp
(
λ3M3 − λ
2
3
2
)
exp
(
λ4M4 − λ
2
4
2
)]
= exp
(
−λ
2
1 + λ
2
2 + λ
2
3 + λ
2
4
2
)
· exp
(
λ21 + λ
2
2 + λ
2
3 + λ
2
4
2
)
· exp(λ1λ2r12 + λ1λ3r13 + λ1λ4r14 + λ2λ3r23 + λ2λ4r24 + λ3λ4r34)
= exp(λ1λ2r12 + λ1λ3r13 + λ1λ4r14 + λ2λ3r23 + λ2λ4r24 + λ3λ4r34)
=
 ∞∑
j1=0
(λ1λ2)
j1
j1!
rj112
 ∞∑
j2=0
(λ1λ3)
j2
j2!
rj213
 ∞∑
j3=0
(λ1λ4)
j3
j3!
rj314

·
 ∞∑
j4=0
(λ2λ3)
j4
j4!
rj423
 ∞∑
j5=0
(λ2λ4)
j5
j5!
rj524
 ∞∑
j6=0
(λ3λ4)
j6
j6!
rj634

=
∞∑
j1,j2,j3,j4,j5,j6=0
λj1+j2+j31 λ
j1+j4+j5
2 λ
j2+j4+j6
3 λ
j3+j5+j6
4
j1!j2!j3!j4!j5!j6!
rj112r
j2
13r
j3
14r
j4
23r
j5
24r
j6
34
On the other hand,
E
[
exp
(
λ1M1 − λ
2
1
2
)
exp
(
λ2M2 − λ
2
2
2
)
exp
(
λ3M3 − λ
2
3
2
)
exp
(
λ4M4 − λ
2
4
2
)]
= E
[( ∞∑
m1=0
λm11
m1!
Hm1(M1)
)( ∞∑
m2=0
λm22
m2!
Hm2(M2)
)
( ∞∑
m3=0
λm33
m3!
Hm3(M3)
)( ∞∑
m4=0
λm44
m4!
Hm4(M4)
)]
=
∞∑
m1,m2,m3,m4=0
λm11
m1!
λm22
m2!
λm33
m3!
λm44
m4!
E(Hm1(M1)Hm2(M2)Hm3(M3)Hm4(M4))
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Now, we let m1 = m2 = m3 = m4 = 1. Then we have
j1 + j2 + j3 = 1
j1 + j4 + j5 = 1
j2 + j4 + j6 = 1
j3 + j5 + j6 = 1
If we sum them up, we have
j1 + j2 + j3 + j4 + j5 + j6 = 2.
Then we add the first two equation together, we have
j1 + (j1 + j2 + j3 + j4 + j5) = 2.
Then
j1 + 2− j6 = 2.
So
j1 = j6.
Similarly, we have
j3 = j4.
j2 = j5.
Thus, we have
j1 + j2 + j3 = 1
j1 = j6
j2 = j5
j3 = j4
Since ji, i = 1, 2, 3, 4, 5, 6, is nonnegative integer, we have
j1 = j6 = 1 j2 = j5 = 0 j3 = j4 = 0
or j1 = j6 = 0 j2 = j5 = 1 j3 = j4 = 0
or j1 = j6 = 0 j2 = j5 = 0 j3 = j4 = 1
Therefore, we have
E(M1M2M3M4) = E(H1(M1)H2(M2)H3(M3)H4(M4))
= r12r34 + r13r24 + r14r23
2
Remark: In fact, there is a more general result for higher moments of joint Gaussian dis-
tribution multivariate centered random variable. The kth-order moments of X are defined by
E
[∏N
j=1X
rj
j
]
, where r1+ r2+ · · ·+ rN = k. Then the central k-order moments are given as follows
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(a) If k is odd, E
[∏N
j=1X
rj
j
]
= 0.
(b) If k is even with k = 2λ, then
E
 N∏
j=1
X
rj
j
 =∑(σijσkl · · · σpq)
where the sum is taken over all allocations of the set {1, · · · , 2λ} into λ unordered pairs and
σij = Cov(Xi,Xj).
(b) means that if you have a kth(= 2λ = 6) central moment, you will be summing the products of
λ = 3 covariances:
E(X1X2X3X4X5X6]
= E(X1X2)E(X3X4)E(X5X6) +E(X1X2)E(X3X5)E(X4X6) +E(X1X2)E(X3X6)E(X4X5)
+E(X1X3)E(X2X4)E(X5X6) +E(X1X3)E(X2X5)E(X4X6) +E(X1X3)E(X2X6)E(X4X5)
+E(X1X4)E(X2X3)E(X5X6) +E(X1X4)E(X2X5)E(X3X6) +E(X1X4)E(X2X6)E(X3X5)
+E(X1X5)E(X2X3)E(X4X6) +E(X1X5)E(X2X4)E(X3X6) +E(X1X5)E(X2X6)E(X3X4)
+E(X1X6)E(X2X3)E(X4X5) +E(X1X6)E(X2X4)E(X3X5) +E(X1X6)E(X2X5)E(X3X4)
This yields (2λ−1)!/(2λ−1(λ−1)!) terms in the sum (15 in the above case), each being the product
of λ (in this case 3) covariances. The fourth order moments (four variables) is shown in our Theorem
D1. It has three terms. For sixth-order moments there are 3× 5 = 15 terms, and for eighth-order
moments there are 3× 5× 7 = 105 terms.
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Appendix E: Some Useful Inequalities
Theorem E1. For a and b any nonnegative numbers, we have
|br − |b− a|r| ≤ ar, for b ≤ a and r > 0, (E1)
and
|br − |b− a|r| ≤
{
ra(b− a)r−1 for b > a and 0 < r < 1,
rabr−1 if b > a and r ≥ 1. (E2)
Proof: We know that
|br − |b− a|r| ≤ ar ⇐⇒ −ar ≤ br − (a− b)r ≤ ar.
Since a ≥ a−b and r > 0, ar−(a−b)r ≥ 0. So ar+br−(a−b)r ≥ 0. Then we have −ar ≤ br−(a−b)r.
Since a ≥ b and r > 0, ar − br ≥ 0. So ar − br + (a − b)r ≥ 0, Then we have br − (a − b)r ≤ ar.
Thus, (E1) holds.
We know that
|br − |b− a|r| ≤ rabr−1 ⇐⇒ −rabr−1 ≤ br − (b− a)r ≤ rabr−1.
Since b > a and r ≥ 1, br > (b− a)r. So
br + rbr−1a− (b− a)r ≥ rbr−1a ≥ 0
Then we have br − (b− a)r ≥ −rabr−1.
Let f(x) = (b− x)r + rbr−1x− br, 0 ≤ x < b. Note that r ≥ 1. Then
f ′(x) = r(b− x)r−1(−1) + rbr−1
= r[br−1 − (b− x)r−1]
≥ 0.
So
f(a) ≥ f(0).
That is (b− a)r+ rbr−1a− br ≥ 0. Then we have br− (b− a)r ≤ rbr−1a. So |br− |b− a|r| ≤ rabr−1.
On the other hand, we known that
|br − |b− a|r| ≤ ra(b− a)r−1 ⇐⇒ −ra(b− a)r−1 ≤ br − (b− a)r ≤ ra(b− a)r−1.
Since b ≥ b− a > 0 and r > 0, br ≥ (b− a)r. So
br − (b− a)r + ra(b− a)r−1 ≥ 0.
Then we have −ra(b− a)r−1 ≤ br − (b− a)r.
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Let g(x) = rx(b− x)r−1 + (b− x)r − br. Note that 0 < r < 1. Then
g′(x) = r(b− x)r−1 + rx(r − 1)(b− x)r−2(−1) + r(b− x)r(−1)
= (b− x)r−2[rb− rx− r2x+ rx− rb+ rx]
= (b− x)r−2rx(1− r)
≥ 0
So
g(a) ≥ g(0).
i.e. ra(b−a)r−1+(b−a)r− br ≥ 0. Then we have br− (b−a)r−1 ≤ ra(b−a)r−1. So |br−|b−a|r| ≤
ra(b− a)r−1. Thus (E2) holds. 2
Theorem E2. If a, b > 0,
|ar − br| ≤
{
|a− b|(min(a, b))r−1r 0 < r < 1,
|a− b|(max(a, b))r−1r r ≥ 1. (E3)
Proof: If a ≥ b > 0,
|ar − br| = |(a− b)(ar−1 + ar−2b+ · · ·+ abr−2 + bb−1)|
= |a− b||ar−1 + ar−2b+ · · · + abr−2 + bb−1|
= |a− b|
∣∣∣∣∣ar−1
(
1 +
(
b
a
)
+
(
b
a
)2
+ · · ·+
(
b
a
)r−1)∣∣∣∣∣
≤ |a− b|ar−1r
Similarly, if b ≥ a > 0,
|ar − br| ≤ |a− b|br−1r.
Overall, we have the (E3). 2
Theorem E3. f(x) is continuous on [a, b] and f ′′(x) exists for all x ∈ [a, b]. Then there exists
c ∈ (a, b) such that
f(b)− 2f
(
a+ b
2
)
+ f(a) =
(b− a)2
4
f”(c).
Proof: Let
ϕ(x) = f
(
x+
b− a
2
)
− f(x).
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Then
f(b)− 2f
(
a+ b
2
)
+ f(a)
=
[
f(b)− f
(
a+ b
2
)]
−
[
f
(
a+ b
2
)
− f(a)
]
=
[
f
(
a+ b
2
+
b− a
2
)
− f
(
a+ b
2
)]
−
[
f
(
a+
b− a
2
)
− f(a)
]
= ϕ
(
a+ b
2
)
− ϕ(a)
= ϕ′(ξ)
(
a+ b
2
− a
)
, ξ ∈
(
a,
a+ b
2
)
= ϕ′(ξ)
b− a
2
=
[
f ′
(
ξ +
b− a
2
)
− f ′(ξ)
]
b− a
2
= f ′′
(
ξ + θ
b− a
2
)
b− a
2
b− a
2
, θ ∈ (0, 1)
= f ′′(c)
(b − a)2
4
, c = ξ + θ
b− a
2
∈ (a, b)
2
Theorem E4. If a, b ∈ R, p ∈ R and p > 0, then
||a|p − |b|p| ≤ (p ∨ 1)[max{|a|, |b|}](p−1)+ ||a| − |b||p∧1 . (E4)
Proof: It is obvious that it is true if a = b = 0. So we assume that a and b could not both be
zero in the following proof.
When p ≤ 1, it is equivalent to show
||a|p − |b|p| ≤ ||a| − |b||p ,
which is equivalent to
[max{|a|, |b|}]p
∣∣∣∣ |a|p(max{|a|, |b|})p − |b|p(max{|a|, |b|})p
∣∣∣∣
≤ [max{|a|, |b|}]p
∣∣∣∣ |a|max{|a|, |b|} − |b|max{|a|, |b|}
∣∣∣∣p ,
which is equivalent to∣∣∣∣( |a|max{|a|, |b|}
)p
−
( |b|
max{|a|, |b|}
)p∣∣∣∣ ≤ ∣∣∣∣ |a|max{|a|, |b|} − |b|max{|a|, |b|}
∣∣∣∣p .
W.l.o.g. assume max{|a|, |b|} = |a|. Then we only need to show that
1− xp ≤ 1− x, 0 ≤ x ≤ 1,
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i.e.
xp ≥ x.
It is true because 0 < x < 1 and p ≤ 1.
When p > 1, want to show
||a|p − |b|p| ≤ p[max{|a|, |b|}]p−1 ||a| − |b|| ,
which is equivalent to
||a|p − |b|p|
(max{|a|, |b|})p ≤ p
||a| − |b||
max{|a|, |b|} ,
which is equivalent to∣∣∣∣( |a|max{|a|, |b|}
)p
−
( |b|
max{|a|, |b|}
)p∣∣∣∣ ≤ p ∣∣∣∣ |a|max{|a|, |b|} − |b|max{|a|, |b|}
∣∣∣∣ .
W.l.o.g assume |a| > |b|. Then we only need to show
1− xp ≤ p(1− x), 0 < x ≤ 1.
Let f(x) = p(1− x)− 1 + xp, where p > 1 and 0 < x ≤ 1. Then
f ′(x) = −p+ pxp−1 = −p(1− xp−1) ≤ 0,
and
f(x) ≥ f(1) = 0.
So 1− xp ≤ p(1− x), which completes our proof. 2
For example, when p = 2, we have that∣∣|a|2 − |b|2∣∣ ≤ 2[max{|a|, |b|}] ||a| − |b|| (E5)
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