Abstract. Hyperbolic or more generally definite matrix polynomials are important classes of Hermitian matrix polynomials. They allow for a definite linearization and can therefore be solved by the QR algorithm for Hermitian matrices. They have only real eigenvalues which can be characterized as minmax and maxmin values of Rayleigh functionals, but there is no easy way to test if a given polynomial is hyperbolic or definite or not. Taking advantage of the safeguarded iteration which converges globally and monotonically to extreme eigenvalues we obtain an efficient algorithm that identifies hyperbolic or definite polynomials and enables the transformation to an equivalent definite linear pencil. Numerical examples demonstrate the efficiency of the approach.
1. Introduction. The polynomial eigenvalue problem P (λ)x = 0 with
arises in a variety of applications and is an active subject of research. Most important in practice is the quadratic case (cf. [26] for a recent survey) Q(λ) := λ 2 A + λB + C, A, B, C ∈ C n×n , A = 0, (1.2) but higher degrees also occur in applications [11, 12, 21, 23, 25, 27] . A standard approach to treating the polynomial eigenvalue problem (1.1) both theoretically and numerically is linearization, i.e. to transform (1.1) into an equivalent linear eigenvalue problem L(λ)X = λGX − HX = 0 where G, H ∈ C nℓ×nℓ and X ∈ C nℓ which then can be solved by a standard eigenvalue solver such as the QZ algorithm or the QR algorithm if L(λ) is a definite Hermitian pencil. Most widely used in practice are companion forms one of which is They are easily constructed, but their disadvantage is that structural properties such as symmetry are not preserved. Mackey et al. [18] introduced an approach to constructing linearizations of polynomial eigenvalue problems which generalizes the companion forms, and which gave rise to linearizations preserving symmetry [8] and respecting palindromic and odd-even structures [17] .
In a recent report Higham, Mackey and Tisseur [9] studied Hermitian matrix polynomials (i.e. A j = A H j for j = 0, . . . , ℓ) which allow for a definite linearization. They proved that (in a certain class of linearizations) these are characterized by the properties that there exists µ ∈ R ∪ {∞} such that P (µ) is positive definite and for every x ∈ C n , x = 0 the scalar polynomial q(λ; x) := x H P (λ)x has ℓ distinct roots in R ∪ {∞}. These Hermitian matrix polynomial are called definite.
Moreover, it was proved in [9] that a matrix polynomial is definite if and only if there exist γ j ∈ R ∪ {∞} with γ 0 > γ 1 > · · · > γ ℓ−1 (γ 0 = ∞ being possible) such that P (γ j ), j = 0, . . . , ℓ − 1 are alternately positive and negative definite. If parameters γ j with this property are known then the definite linearization of P (λ) can be given explicitly. Once this definite linearization is known it can be reduced to a standard Hermitian eigenproblem using the Cholesky factorization and solved by the QR algorithm. However, no easy way was known to test if a given matrix polynomial is definite and how to construct γ j s and the definite linearization in the affirmative case.
Definite matrix polynomials generalize hyperbolic matrix polynomials which are defined by the requirements that A ℓ is positive definite (and so is P (µ) if µ is sufficiently large) and that the scalar polynomial q(λ; x) has ℓ distinct real roots for every x = 0 (cf. [5] ).
For quadratic hyperbolic pencils Higham, Tisseur and Van Dooren [10] proposed a method for testing hyperbolicity and for constructing a definite linearization. A further method for detecting if a Hermitian quadratic matrix polynomial is hyperbolic which is based on cyclic reduction was introduced by Guo and Lancaster [7] and was accelerated by Guo, Higham and Tisseur [6] .
In this paper we take advantage of the fact that all eigenvalues of a definite matrix polynomial can be characterized as minmax values of appropriate Rayleigh functionals and that the extreme eigenvalues in each of the intervals (−∞, γ ℓ−1 ), (γ j , γ j−1 ), j = ℓ − 1, . . . , 1, and (γ 0 , ∞) are the limits of monotonically and quadratically convergent sequences, and we design a method to decide whether a given Hermitian matrix polynomial is definite. In the affirmative case we concurrently determine parameters γ j such that the matrices P (γ j ) are alternately positive and negative definite, which allows for the computation of a definite linearization.
Our paper is organized as follows. In Chapter 2 we provide our basic tools: a minmax characterization of eigenvalues of certain nonlinear Hermitian eigenvalue problems, and the safeguarded iteration which for this type of problems converges globally and monotonically to extreme eigenvalues. The following chapters are devoted to the algorithm for detecting hyperbolicity and definiteness, respectively, and for computing appropriate γ j s for hyperbolic quadratic pencils in Chapter 3, general definite quadratic pencils in Chapter 4, hyperbolic matrix polynomials of higher degree in Chapter 5, and its generalization to definite pencils of higher degree in Chapter 6. Numerical examples demonstrate the efficiency of our approach.
2. Preliminaries. Our main tools in this paper are variational characterizations of eigenvalues of nonlinear eigenvalue problems generalizing the well known minmax characterization of Poincaré [22] or Courant [1] and Fischer [4] for linear eigenvalue problems.
We consider the nonlinear eigenvalue problem
where T (λ) ∈ C n×n , λ ∈ J, is a family of Hermitian matrices depending continuously on the parameter λ ∈ J, and J is a real open interval which may be unbounded. To generalize the variational characterization of eigenvalues we need a generalization of the Rayleigh quotient. To this end we assume that (A 1 ) for every fixed x ∈ C n , x = 0 the real equation
has at most one solution p(x) ∈ J. Then f (λ; x) = 0 defines a functional p on some subset D(p) ⊂ C n which is called the Rayleigh functional of (2.1), and which is exactly the Rayleigh quotient in case of a linear eigenproblem T (λ) = λI − A.
Generalizing the definiteness requirement for linear pencils T (λ) = λB − A we further assume that (A 2 ) for every x ∈ D(p) and every λ ∈ J with λ = p(x) it holds that
Under these conditions the following characterizations of extreme eigenvalues hold. A more general version of this result is contained in [29] and [30] . In accordance with that papers we call λ j ∈ J a jth eigenvalue of T (·) if µ = 0 is a j largest eigenvalue of the linear eigenvalue problem T (λ j )x = µx.
Theorem 2.1. Let J be an open interval in R, and let T (λ) ∈ C n×n , λ ∈ J, be a family of Hermitian matrices depending continuously on the parameter λ ∈ J such that the conditions (A 1 ) and (A 2 ) are satisfied.
(i) Assume that
4)
and there exists a k dimensional subspace
(2.5)
Then J contains a jth eigenvalue λ j for j = 1, . . . , k, it holds that 6) and there exist no further eigenvalues of T (·) in J less than λ k . If the minimum in (2.6) is attained for some subspace V then it holds that V ⊂ D(p) ∪ {0}. (ii) Assume that
7)
(2.8)
Then J contains a (n − j + 1)th eigenvalue λ n−j+1 for j = 1, . . . , k, it holds that
and there exist no further eigenvalues of T (·) in J greater than λ n−k+1 . If the maximum in (2.9) is attained for some subspace V then it holds that V ⊂ D(p) ∪ {0}. In particular, if inf x∈D(p) p(x) ∈ J and sup x∈D(p) p(x) ∈ J, then D(p) ∪ {0} = C n , and J contains exactly n eigenvalues which can be characterized as minmax and maxmin values of the Rayleigh functional p. For this so called overdamped case the minmax and maxmin characterizations were already proved by Duffin [3] for quadratic eigenvalue problems, and by Rogers [24] for the general problem (2.1) (assuming the sufficient condition for (A 2 ) that T (λ) is differentiable in J, and
The proof of (2.6) reveals that the subspace for which the minimum in (2.6) is attained is the invariant subspace of T (λ j ) which is spanned by the eigenvectors of the matrix T (λ j ) corresponding to its j largest eigenvalues, and that the maximum is attained for every eigenvector of T (λ j ) corresponding to its eigenvalue µ = 0. This suggests the following method called safeguarded iteration for computing the jth eigenvalue of T (·).
Algorithm 1 Safeguarded iteration
determine an eigenvector x k corresponding to the j largest eigenvalue of
The following theorem contains the convergence properties of the safeguarded iteration. It was already proved in [31] but because this technical report is not easily available we repeat its proof here.
Theorem 2.2. Let J ⊂ R be an open interval, let T (λ) ∈ C n×n , λ ∈ J, be a family of Hermitian matrices depending continuously on the parameter λ ∈ J such that the conditions (A 1 ) and (A 2 ) are satisfied.
(i) If λ 1 := inf x∈D(p) p(x) ∈ J and x 0 ∈ D(p) then the safeguarded iteration for j = 1 converges globally and monotonically decreasing to
and λ j is a simple eigenvalue, then the safeguarded iteration converges locally and quadratically to λ j . (iii) Under the conditions of (ii) the convergence is even cubic if T ′ (λ) is positive definite for λ ∈ U ∩ J, and x k in step 3 of Algorithm 1 is chosen to be an eigenvector corresponding to the j largest eigenvalue of the generalized eigenproblem
Letx ∈ D(p) be an eigenvector of T corresponding to λ 1 . Then we get from (A 2 ) x H T (λ)x < 0 for every λ ∈ J, λ < λ 1 . Hence for fixed λ ∈ J, λ < λ 1
The monotonicity of {σ k } follows directly from the definition of σ k+1 , (2.10) and (A 2 ). Letσ := lim k→∞ σ k and let {x ki } be a convergent subsequence of {x k },
Then by the continuity of T (λ)
i.e.x ∈ D(p) and p(x) =σ, and we get from the continuous dependence of
Multiplying this equation byx H yields µ 1 (σ) = 0, and henceσ = λ 1 . (ii): If λ j is a simple eigenvalue of T (·) then it is an easy consequence of the implicit function theorem that for |λ − λ j | small enough the function λ → x(λ) is defined and continuously differentiable, where x(λ) denotes the suitably normalized eigenvector of T (λ) corresponding to the j largest eigenvalue. Because
is defined in a neighborhood of λ j , and since the eigenvalues of T (·) are the stationary values of p, we get
This proves the quadratic convergence of σ j+1 = h(σ j ) to λ j . (iii): Let T ′ (λ) be positive definite and denote by µ(λ) the j largest eigenvalue of the generalized eigenproblem T (λ)x = µT ′ (λ)x and by x(λ) a corresponding eigenvector which is suitably normalized such that x(·) is continuous. If λ j is a jth eigenvalue of T (·) then µ(λ j ) = 0, and differentiating
Multiplying by x(λ j ) H from the left we get µ ′ (λ j ) = 1, and therefore
If we define h analogously to part (ii) by h(λ) = p(x(λ)) then as before h ′ (λ j ) = 0, and from
and (2.11) it follows h ′′ (λ j ) = 0, i.e. the safeguarded iteration converges cubically. It is obvious that the safeguarded iteration aiming at an nth eigenvalue λ n = sup x∈D(p) p(x) converges globally and monotonically increasing to λ n ∈ J if x 0 ∈ D(p).
If T (λ) ∈ R n×n is a real symmetric family of matrices, then the quadratic and cubic convergence in (ii) and (iii) is valid if T (·) is differentiable and twice differentiable, and the first and second derivative is Lipschitz continuous, respectively.
Algorithm 2 Detecting hyperbolic quadratic matrix polynomials
determine eigenvector x k of Q(σ k−1 ) corresponding to its largest eigenvalue
STOP: Q(λ) is not hyperbolic 9: end if 10:
STOP: Q(λ) is not hyperbolic 13: end if 14: if Q(2σ k − σ k−1 ) is negative definite then
15:
STOP: Q(λ) is hyperbolic 16: end if 17: end for 3. Hyperbolic quadratic eigenvalue problems. Consider the hyperbolic quadratic eigenvalue problem
where A, B, C ∈ C n×n are Hermitian, A > 0 (i.e. A is positive definite), and for every x ∈ C n , x = 0 the quadratic polynomial
has two distinct real roots
.
The ranges J ± := p ± (C n \ {0}) are disjoint real intervals with max J − < min J + (this was proved by Duffin [3] for the overdamped case, and this is true for hyperbolic problems as well since the shifted pencil Q(λ + θ) is overdamped for sufficiently large θ), Q(λ) is positive definite for λ < min J − and λ > max J + , and it is negative definite for λ ∈ (max J − , min J + ).
Each of the intervals J − and J + contains n eigenvalues
(notice that in J − the sign condition (A 2 ) is satisfied for −Q(λ), and therefore the smallest eigenvalue is an nth eigenvalue) which can be characterized as (cf. Duffin [3] )
The safeguarded iteration for λ + 1 converges globally and monotonically decreasing for every initial vector x 0 ∈ C n \ {0}. This suggests the Algorithm 2 for detecting the hyperbolicity of Q(λ).
Some remarks about Algorithm 2 are in order.
-If λ + 1 is a simple eigenvalue then the safeguarded iteration converges quadratically, and therefore (at least close to convergence) the increment ρ k := σ k−1 −σ k will be greater than the error σ k −λ + 1 . Moreover, ρ k will converge to 0, and even if the gap λ
will eventually hit the gap. For not too small gaps between J + and J − the negative definiteness of Q(2σ k −σ k−1 ) often indicated well before convergence that Q(λ) is hyperbolic.
-The negative definiteness of Q(2σ k −σ k−1 ) can easily be checked by computing the Cholesky decomposition of −Q(2σ k − σ k−1 ). -The termination of the algorithm is not well defined if Q(λ) is weakly hyperbolic, i.e. λ
Then the sequence σ k converges in exact arithmetic to λ + 1 (cf. the proof of part (i) in Theorem 2.2). However, in real arithmetic it is not determinable whether Q(lim k→∞ σ k ) is negative semi-definite or not. It may help to study the safeguarded iteration for p − converging to λ − 1 . Once a parameter µ is found such that Q(µ) is negative definite the following transformation yields a definite linearization of Q(λ). Shifting Q(λ) by µ yields a quadratic matrix polynomial 
ofQ(λ) are obviously definite. Employing the Cholesky factorization of diag{Ã, −C} it can be transformed to a standard eigenvalue problem and solved by the QR algorithm preserving the reality of its eigenvalues. The kth step of Algorithm 2 requires n 3 /3 operations for computing 1 Cholesky factorization, 4n
2 operations for evaluating Q(2σ k − σ k−1 ), 3 matrix-vector products (6n 2 operations), 3 scalar products (6n operations), and the determination of the largest eigenvalue and corresponding eigenvector of a matrix Q(σ k−1 ) which seems to be the most expensive part.
Notice however, that the matrices Q(σ k ) converge as the sequence {σ k } converges. Hence, one should reuse as much information as possible from previous steps when solving the eigenvalue problem Q(σ k−1 )x k = µx k . Rayleigh quotient iteration or (implicitly restarted) Krylov subspace methods are able to use the eigenvector x k−1 of the last step as initial vector. The nonlinear Arnoldi method [20, 28] in Algorithm 3 can use the entire search space of the previous step as initial information. A similar technique was used in [13, 14] to accelerate methods for regularized total least squares problems that are based on eigensolvers.
Since the search spaces are reused their dimensions can become quite large. We restarted the nonlinear Arnoldi method with the one dimensional space spanned by the current eigenvector approximation if the dimension exceeded a predetermined maximal dimension.
In our numerical experiments it turned out that it was not necessary to update the preconditioner P C. Hence, 1 LU factorization with 2/3n 3 operations is necessary. Moreover, to initialize the nonlinear Arnoldi method the matrix Q(σ k ) has to be provided (4n 2 operations), the vectors u and r have to be computed requiring 2nm and 
re-orthogonalize if necessary
restart if dim(spanV ) > maxdim 9: update projected matrices A V , B V , C V
10:
find smallest eigenvalue µ of (σ
2 operations, if m denotes the dimension of the current search space span(V ), and an m dimensional eigenvalue problem has to be solved which requires 16/3m 3 +O(m 2 ) operations with the QR algorithm (cf. [2] ).
An inner iteration step of the nonlinear Arnoldi method causes the following cost. Multiplying the residual r by the preconditioner P C requires 2n
2 operations, orthogonalization of the expansion vector v against V needs 4nm + 2n operations, update of the projected matrices A V , B V , and C V 3(2n 2 + 2nm) operations, the solution of the m dimensional eigenvalue problem by the QR algorithm 16/3m 3 + O(m 2 ) operations, and the computation of the Ritz vector u and the residual r 2nm and 2n 2 operations, respectively. These operation counts refer to full matrices A, B, and C. For banded or general sparse matrices the cost for computing matrix-vector products, the preconditioner and the Cholesky decomposition will be much smaller. first safeguarded iteration step requires a search space of dimension 12, it is expanded in the following steps by only 10, 5, 5, and 3 vectors. EXAMPLE 3.2. We used the following method for constructing quadratic matrix polynomials with prescribed eigenvalues and eigenvectors (cf. [16] ): For (λ j , v j ), j = 1, . . . , 2n let
. . , λ 2n },
Assume that V 1 and V 2 are nonsingular,
is nonsingular. Then the quadratic polynomial Q(λ) with
We constructed a test set of 80 quadratic matrix functions Q(λ) ∈ R 500×500 of this type where λ j , for j = 1, . . . , 500 are normally distributed with mean value −3 and standard variation 1, and for j = 501, . . . , 1000 λ j are uniformly distributed in [−106, −6]. If λ max := max j λ j > 0 the eigenvalues λ j were shifted to the left by 1.1λ max . With random orthogonal matrices U 1 , U 2 we chose V 1 = U 1 and V 2 = V 1 U 2 . For 51 of these examples max j=501,...,1000 λ j < min j=1,...,500 λ j , and the corresponding Q(λ) is hyperbolic (cf. [6] ). The remaining 29 problems are not hyperbolic.
Algorithm 2 detected the type of Q(λ) in all examples correctly. The average CPU time was 1.11 seconds. The safeguarded iteration required at least 2 steps, at most 3 steps, and the average number of steps was 2.06. The nonlinear Arnoldi method constructed search spaces of minimal dimension 33, maximal dimension 66, and the average dimension was 44.9. Hence, no restarts were necessary.
Definite quadratic matrix polynomials.
In a recent report Higham, Mackey and Tisseur [9] generalized the concept of hyperbolic quadratic polynomials waiving the positive definiteness of the leading matrix A. 
has two distinct roots in R ∪ {∞}.
The following Theorem was proved in [9] . Theorem 4.2. The Hermitian matrix polynomial Q(λ) is definite if and only if any two (and hence all) of the following properties hold:
Hence, to detect that a matrix is definite we have to find ξ, η ∈ R ∪ {∞} such that Q(ξ) < 0 < Q(η).
Assume that Q(λ) is definite, and consider first the case that ξ < η and Q(ξ) < 0 < Q(η). Then for every x ∈ C n , x = 0 the quadratic equation (4.2) has a unique solution p(x) ∈ J := (ξ, η), and it follows from x H Q(ξ)x < 0 that the condition
is satisfied. Obviously, the Rayleigh functional is explicitly given by (cf. the left picture in Figure 4 .1)
where a(x) := x H Ax, b(x) := x H Bx, and c(x) := x H Cx. The quadratic eigenvalue problem Q(λ)x = 0 has exactly n eigenvalues λ 1 ≤ λ 2 ≤ · · · ≤ λ n in J which satisfy a minmax characterization with respect to p, and the safeguarded iterations aiming at λ 1 and λ n converge globally and monotonically decreasing and increasing, respectively.
Conversely, consider the case that −∞ < ξ < η ≤ ∞ and Q(ξ) > 0 > Q(η) (cf. Figure 4.1 on the right) . Then for a(x) = 0
For a(x) = 0 the equation x H Q(λ)x = 0 has a unique real root which is lying in (ξ, η). We therefore modify the definition of p in the following way
Three cases are possible: (i) There are no eigenvalues in (η, ∞). Then problem (4.1) has n eigenvalues in [−∞, ξ). The largest of these eigenvalues is an nth eigenvalue, since Q(ξ) is positive definite, and therefore the smallest eigenvalue of Q(λ) will become 0 at the largest eigenvalue of (4.1) which is less than ξ. These eigenvalues can be characterized as maxmin values of p (ii) There are no eigenvalues in (−∞, ξ). Then similarly (4.1) has n eigenvalues η < λ 1 ≤ λ 2 ≤ · · · ≤ λ n ≤ ∞, which can be characterized as minmax values of p. (iii) There exist eigenvalues left and right of the interval [ξ, η]. Then the restriction of p to the set {x ∈ R n : p(x) < ξ} satisfies the conditions of the maxmin characterization, and in particular λ n := max p(x)<ξ, x =0 p(x) is the largest eigenvalue of (4.1) less than ξ, and the restriction of p to the set {x ∈ R n : p(x) > η} satisfies the conditions of the minmax characterization, and in particular λ 1 := min p(x)>η, x =0 p(x) is the smallest eigenvalue of (4.1) greater than η. In cases (i) and (ii) the safeguarded iteration aiming at λ 1 and λ n converges globally and monotonically decreasing and increasing to λ 1 := min x =0 p(x) and λ n := max x =0 p(x), respectively.
The same holds true in case (iii) in a generalized sense: Aiming at λ 1 the sequence σ k may start in (−∞, ξ), decrease until after a finite number of steps it jumps into (η, ∞), and then converges monotonically decreasing to λ 1 . Similarly, the safeguarded iteration for determining λ n may start in (η, ∞), jump into (−∞, ξ) after some steps, and converge monotonically increasing to λ n .
In any case the safeguarded iteration for computing the eigenvalue λ 1 converges monotonically decreasing, and the one for computing the eigenvalue λ n converges monotonically increasing, possibly in the generalized sense of the last paragraph.
Hence, if Q(λ) is definite we can determine by Algorithm 2 a parameter ξ such that Q(ξ) is negative definite. We only have to replace p + by p in (4.3) with modification (4.5), and we have to allow for one violation of the monotonicity requirement to incorporate the possible jump of the iterates from one unbounded interval to the other. A second similar sweep aiming at λ n discovers a parameter η such that Q(η) > 0.
Once parameters ξ and η are found such that Q(ξ) < 0 < Q(η) the definite linearization can be determined similarly to the hyperbolic case. One first transforms the homogeneous form of Q(λ)
by a plane rotation
such that η is mapped to ∞. Then the rotatedQ(λ) is hyperbolic and can be linearized as in Section 3. EXAMPLE 4.3. We modified the test set of EXAMPLE 3.2 in the following way. We rotated the homogeneous form of a quadratic matrix polynomial by a random angle and obtained a quadratic matrix polynomial
with λ =α/β which has the same spectral properties as Q(λ). Hence,Q(λ) is definite if and only if Q(λ) is hyperbolic. Then the test modified set of EXAMPLE 3.2 consists of 51 definite matrix polynomials and 29 quadratic pencils which are not definite.
Our Algorithm detected the type of the matrix polynomial in all cases correctly. The average CPU time was 1.14 seconds. The safeguarded iteration required at least 2 steps, at most 5 steps, and the average number of steps was 2.51. The nonlinear Arnoldi method constructed search spaces of minimal dimension 32, maximal 516 expansions of the search space, and the average number of inner iterations was 82.4. We restarted if the dimension exceeded 100, which was necessary in 5 examples.
Hyperbolic matrix polynomials. The Hermitian matrix polynomial
is hyperbolic if A ℓ is positive definite, and for every x ∈ C n , x = 0 the scalar polynomial q(λ; x) := x H P (λ)x has ℓ distinct real roots. The following characterization of hyperbolicity was shown by Markus [19] . Theorem 5.1. Let P (λ) be a Hermitian matrix polynomial of degree ℓ > 1 with positive definite A ℓ . Then P (λ) is hyperbolic if and only if there exist γ j ∈ R such that
From A ℓ > 0 it follows that there exists γ 0 > γ 1 such that P (γ 0 ) > 0, and P (γ 1 ) < 0 yields that
defines a Rayleigh functional of P (λ)x = 0 corresponding to the interval (γ 1 , ∞). Obviously, p 1 is defined on C n \ {0}, and the sign condition (A 2 ) is satisfied. Hence, P (λ)x = 0 has n eigenvalues
defines a Rayleigh functional of −P (λ)x = 0 corresponding to the interval (γ 2 , γ 1 ) which is defined on C n \ {0}, and satisfies the sign condition (A 2 ). Hence, P (λ)x = 0 has n eigenvalues
Likewise, for each of the intervals (γ k , γ k−1 ), k = 1, . . . , ℓ with
defines a Rayleigh functional of ±P (λ)x = 0. In (γ k , γ k−1 ) there are exactly n eigenvalues. For odd k it holds that
and for even k
These results suggest the following approach for detecting the hyperbolicity of a matrix polynomial P (λ).
Assume that A ℓ is positive definite. For a given initial vector x 0 = 0 and σ 0 = p 1 (x 0 ), we determine λ (1) 1 = inf p 1 (x) by safeguarded iteration for p 1 , i.e. σ i = p 1 (x i ) where x i is an eigenvector corresponding to the largest eigenvalue of P (σ i−1 ).
Having found λ
1 and having tested whether P (λ (1) n − ǫ) is negative definite for sufficiently small ǫ > 0, determine λ (2) n by safeguarded iteration for p 2 , i.e. σ i = p 2 (x i ) where x i is an eigenvector corresponding to the smallest (notice that in this interval −P (λ) satisfies the conditions of Theorem 2.2) eigenvalue of P (σ i−1 ).
Treat the following intervals analogously determining the smallest eigenvalue by safeguarded iteration and checking the positive definiteness of (−1) j P (λ min − ǫ) for sufficiently small ǫ > 0.
The method can be terminated if one of the polynomials q(λ; x i ) := x H i P (λ)x i has less than ℓ distinct real roots or if the sequence {σ i } is not monotonically decreasing, since then P (λ) is not hyperbolic. As for the quadratic case special care has to be taken to recognize weak hyperbolicity. EXAMPLE 5.2. For a hyperbolic cubic matrix polynomial where the three intervals [λ
1 , λ
1 ] and [λ 1 − ǫ such that P (γ 1 ) is negative definite with a search space of moderate dimension, and with the same search space aiming at λ (2) n one immediately finds γ 2 with P (γ 2 ) > 0. Here A = I and B, C, and D are sparse matrices of dimension n = 1000 (each with approximately 20000 non-zero elements) and the CPU time for identifying hyperbolicity is 1.8 seconds.
We modified the example multiplying the negative definite matrix C by a real parameter γ. For γ = 0.63116944193 the matrix polynomial is hyperbolic with a small gap λ (2) n − λ (3) n = 2.0e − 5 between the second and third group of n eigenvalues. The method determined γ 1 with P (γ 1 ) < 0 with 1 safeguarded iteration step and a search space of dimension 40. To find γ 2 ∈ (λ
n ) with P (γ 2 ) > 0 it took 6 steps of safeguarded iteration and a 362 dimensional search space (cf. Figure 5 .2 on the left) and a total CPU time of 48.8 seconds.
P (λ) with γ = 0.63116944192 is not hyperbolic. The convergence behaviour is shown in the right picture of Figure 5 .2. 46.9 seconds CPU time were needed.
6. Definite matrix polynomials. Definition 6.1. A Hermitian matrix polynomial P (λ) = ℓ j=0 λ j A j is called definite if there exists µ ∈ R ∪ {∞} such that P (µ) is positive definite and for every x ∈ C n , x = 0 the scalar polynomial q(λ; x) := x H P (λ)x has ℓ distinct roots in R ∪ {∞}.
The spectral properties of a definite polynomial can be most easily obtained by rotation of the homogeneous form
For the rotated polynomial
jβℓ−jÃ j =:P (α,β) (6.2) using the plane rotation (4.7) it holds that the eigenvectors of P andP are the same, that the corresponding eigenvalues are rotated, and that x H P (α, β)x = x HP (α,β)x for every x ∈ C. Moreover,
Now rotate µ into ∞. ThenÃ ℓ =P (1, 0) = P (µ) is positive definite, and x HP (λ)x = x H P (λ)x = 0 has ℓ distinct roots in R ∪ {∞} for every x ∈ C n , x = 0. Hence,P is hyperbolic, and there existγ j ∈ R, j = 1, . . . , ℓ such that γ ℓ < · · · <γ 1 <γ 0 := ∞ and (−1) jP (γ j ) is positive definite for every j = 0, . . . , ℓ. Therefore, in every intervalĨ j := (γ j ,γ j−1 ), j = 1, . . . , ℓ there are exactly n eigenvalues which allow for a variational characterization with an appropriate Rayleigh functionalp j , and it holds that x H P ′ (p j (x))x is of constant sign. Rotating back we obtain for the original polynomial P that there are γ ℓ < γ ℓ−1 < · · · < γ 1 such that in every interval I j := (γ j+1 , γ j ), j = 1, . . . , ℓ−1 there are exactly n eigenvalues which allow for a variational characterization with an appropriate Rayleigh functional p j , and it holds that x H P ′ (p j (x))x is of constant sign. Additionally, there are n more eigenvalues in (−∞, γ ℓ )∪(γ 1 , ∞)∪{∞} the finite of which satisfy variational characterizations with Rayleigh functionals p ℓ and p 0 corresponding to I ℓ := (−∞, γ ℓ ) and to I 0 := (γ 1 , ∞), respectively.
Let P (λ) be a definite polynomial. Let x 0 = 0, and let σ 0 be the maximal root of the polynomial x H 0 P (λ)x 0 . Then either σ 0 ∈ I 0 or σ 0 ∈ I 1 . We assume without loss of generality that x 0 P ′ (σ 0 )x > 0 (otherwise we replace P (λ) by −P (λ)). Let x 1 denote an eigenvector corresponding to the smallest eigenvalue of P (σ 0 ) and σ 1 be the maximal root of x H 1 P (λ)x 1 = 0. If σ 0 ∈ I 1 , then p 1 (x 1 ) ≥ σ 0 , and if σ 0 ∈ I 0 , then p 0 (x 1 ) > σ 0 or p 0 (x 1 ) is not defined. Hence, σ 1 < σ 0 implies σ 1 ∈ I 1 and σ 0 ∈ I 0 .
If σ 1 ≥ σ 0 and x Assume that σ 1 ≥ σ 0 and x H 1 P ′ (σ 1 )x 1 > 0. Repeating the procedure above iteratively we finally detect two points τ ∈ I 0 and σ ∈ I 1 , or the sequence {σ k } converges to the maximal eigenvalue λ (0) 1 in I 0 In the latter case the second largest root σ of x H P (λ)x is contained in I 1 . Once we have constructed bounds τ and σ for γ 1 we can continue as for the hyperbolic polynomial.
Again the method can be terminated if one of the polynomials q(λ; x i ) := x H i P (λ)x i has a non-real root or if the sequence {σ i } is not monotonically decreasing, since then P (λ) is not definite. EXAMPLE 6.2. We consider the cubic matrix polynomial
with the same matrices as in EXAMPLE 5.2. Since D is indefinite this matrix polynomial is definite but not hyperbolic. The convergence behavior is shown in Figure 6 .1. After one step of safeguarded iteration (81 nonlinear Arnoldi steps) the method has found an inclusion of γ 1 and detected that P (γ 1 ) is negative definite. Thereafter, for each of the parameters it took only one safeguarded iteration step to find γ j , j = 1, 2, 3 such that P (γ 1 ) < 0, P (γ 2 ) > 0 and P (γ 3 ) < 0, where the search space had to be expanded by 81, 34, and 36 vectors, respectively.
