Abstract. This article discusses the application of Generalized Auto-Regressive Conditional Heteroscedasticity (GARCH) time series models for representing the dynamics of traffic flow volatility. The methods encountered in the literature so far, focus on the levels of traffic flows while regarding variance constant through time. The approach adopted in this paper concentrates mostly on the autoregressive properties of traffic variability aiming to provide better confidence intervals for traffic flow forecasts. The model building procedure is illustrated using 7.5 min average traffic flow data for a set of eleven loop detectors located at major arterials that direct to the center of the city of Athens, Greece. A sensitivity analysis for coefficient estimates is undertaken, with respect to both time and space.
INTRODUCTION
Short term forecasting of traffic flow conditions has been for several years a hot topic of research as a means to support advanced traveler information and traffic management systems. Several forecasting techniques have been proposed which attempt to develop a mathematical framework based on theoretical or assumed empirical relationships. In this paper, we concentrate on statistical methods that aim to forecast the traffic flow conditions in an urban network at future time instants, based on real time data. Similar to the vast majority of the models presented in the literature so far, our methods are univariate in nature; historical traffic-flow data from a given location are used for modeling and predicting future behavior in the same location. Thus, in the univariate case, separate models are estimated for each measurement location (most usually loop detector) whereas in the multivariate case a single model is fitted to the whole dataset for the road network under study. Univariate models are flexible and can adapt to the specific characteristics of a distinct time series; on the other hand, multivariate models are expected to gain in accuracy through the incorporation of information taken from sites closely located to or with traffic flow patterns similar to the one being considered each time. Univariate specifications have ranged from Kalman filtering (1), non-parametric regression (2) , regression with time varying coefficients (3), neural networks (4) and ARIMA models (5, 6, 7, 8) . For multivariate models that simultaneously describe traffic flow in various locations the interested reader is referenced to Stathopoulos and Karlaftis (9) and Kamarianakis and Prastacos (10, 11, 12) .
To our knowledge, all previous modeling efforts concentrated only on traffic-flow levels but not on their variance that was assumed constant regardless of the state of traffic. However, it has been observed (11) that traffic conditions are much more volatile at some (heavy traffic/congestion) times than at others. Effective modeling of variance would produce more accurate confidence intervals for the forecasts; moreover, a variance that changes over time also has implications for the validity and efficiency of statistical inference about the parameters that describe the level of traffic flows. This article presents how the Generalized Auto-Regressive Conditional Heteroscedasticity (GARCH) time series models can be used to describe the time-dependent volatility structures of traffic conditions that are quite frequently observed in road networks. The adopted approach is illustrated through the investigation of traffic-flow dynamics for an extensive data set that corresponds to one month's data collected from loop detectors located at major arterials of the road network of Athens, Greece. GARCH coefficient estimation is done based on ARIMA models for traffic flow levels. The ARIMA models account for both short-term and periodic dynamics and have been proven to have superior forecasting performance for traffic flow levels relative to other methods, see (11) . Thus, we combine both ARIMA and GARCH features expecting to be effective both for forecasting traffic flow levels and their confidence intervals.
In the next session, an overview of the GARCH model class is presented. Next, the experiment and the data are described followed by a report of the relevant model building details and an examination of the sensitivity of the model coefficient estimates both with respect to time (different subsets of the full data set) and to space (different measurement locations). Finally, we discuss the results and their implications for the applicability of GARCH modeling.
MODELING TRAFFIC VOLATILITY

The GARCH model class
One of the most prominent facts regarding traffic-flow dynamics is that volatility changes over time. In particular, periods of large movements alternate during the day with periods during which traffic conditions hardly change (see for example figures 2 and 3). This characteristic feature is referred to as volatility clustering. Even though the time-varying nature of traffic-flow volatility has been recognized, see for example (11) , explicit modeling of the properties of the volatility process has not been taken up.
In this section we briefly discuss the class of GARCH models introduced by Engle (13) and Bollerslev (14) ; for a thorough discussion the interested reader is referred to Hamilton (15) , chapter 21. Nowadays, models from the GARCH class are the most popular volatility models among practitioners dealing with time series data. GARCH models enjoy such popularity because they are capable of describing not only the feature of volatility clustering, but also certain other characteristics of time series such as excess kurtosis or fattailedness. Over the past few years, quite a few nonlinear variants of the basic GARCH model have been proposed, most of them designed to capture such aspects as the asymmetric effect of positive and negative shocks on volatility, and possible correlation between the levels of the response variable and its volatility.
Observed traffic flows y t can be written as the sum of a predictable and an unpredictable part,
where 
where z t is independent and identically distributed with zero mean and unit variance. For convenience we assume that z t is described by a standard normal distribution.
From (2) and the properties of z t it follows immediately that the distribution of t ε conditional upon the history Ω t-1 is normal with mean zero and variance h t . The unconditional variance of t ε is still assumed to be constant though. Using the law of iterated expectations
Hence, we assume that the unconditional expectation of h t is constant. To complete the model, we need to specify how the conditional variance of t ε evolves through time.
Engle (13) introduced the class of Auto-Regressive Conditionally Heteroscedastic (ARCH) models to capture the volatility clustering of financial time series. In the basic ARCH model, the conditional variance of the shock that occurs at time t is a linear function of the squares of past shocks. For example, in the ARCH model of order 1, h t is specified as, .
Obviously, the conditional variance h t needs to be nonnegative. In order to guarantee that is the case for the ARCH(1) model, the parameters in (4) ε is expected to be large (in absolute value) as well. In other words, large (small) shocks tend to be followed by large (small) shocks of either sign.
To cope with the extended persistence of the empirical autocorrelation function, one may consider generalizations of the ARCH(1) model. One possibility to allow for more persistent autocorrelations is to include additional lagged squared shocks in the conditional variance function. The general ARCH(q) model is given by . To guarantee nonnegativeness of the conditional variance, it is required that 0 > ω and for all i=1,…,q. Adding to both sides of (5) and moving to the right hand side, the ARCH(q) model can be rewritten as an AR(q) model for ,
where v . It follows that the unconditional variance of
To capture the dynamic patterns in conditional volatility adequately by means of an ARCH(q) model, q often needs to be taken quite large. It turns out that it can be quite cumbersome to estimate the parameters in such a model, because of the nonnegativity and stationarity conditions that need to be imposed. As an alternative solution, Bollerslev (14) suggested adding lagged conditional variances to the ARCH model instead. For example, adding to the ARCH(1) model (4) results in the Generalized ARCH (GARCH) model of order (1,1) 
or, by continuing the recursive substitution, as (10) . This shows that the GARCH(1,1) model corresponds to an ARCH( ) model with a particular structure for the parameters of the lagged terms.
The general GARCH(p,q) model is given by
where and and L is the backshift operator that transforms an observation of a time series to the previous one (
and it is trivial to see that ). As before, by adding to both sides of (11) and moving to the right hand side, the GARCH(p,q) model can be interpreted as an ARMA(m,p) model for given by
and again v . To determine the appropriate orders p and q in the GARCH(p,q) model one can use a general-tospecific procedure by starting with a model with p and q set equal to large values, and testing down using likelihood ratio type of restrictions. Alternatively, one may use penalized likelihood criteria like the Akaike's information criterion that is used in the application that follows. For optimal GARCH order selection issues the interested reader is referenced to Hamilton (15) , chapter 21.
The study area
The urban area of Athens, the capital of Greece, has an area of 60 km 2 and a population of approximately four million people. Total daily demand for travel is about 5.5 million trips with about 1 million occurring during the 2-hour peak period (9) . In the last ten years traffic flows have been increasing by about 3.5% annually. Travel times in such a congested network can be very long and the potential for travel-time savings through Intelligent Transportation Systems Technologies are high.
A set of 88 loop detectors (figure 1) has been installed by the Ministry of Environment and Public Works at major roads of the Athens network to measure traffic volume and road occupancy (approximated by the time occupancy of each loop detector). Measurements take place every 90 seconds and are immediately transmitted to the Urban Traffic Control Center where they are used by the Siemens MIGRA traffic control system to adjust streetlights timing. An indicator of data quality ranging from 1 to 3 is transmitted as well since often electronic or system failures result in measurements that might not be accurate.
The data analyzed
In this study, we model a dataset provided by eleven loop detectors (highlighted in figure 1 ) located at major arterials leading to the center of the city. The total number of loops located at streets with direction towards the center of Athens is thirty-six. Twenty-five of them provided data of high quality at the period of our study; the eleven loops we use are a subset of these twenty-five.
The variable under study is the relative velocity, defined as the traffic volume divided by the road occupancy. This is a variable more volatile than the other two, but it reflects in a clear way the traffic condition. As indicated by Rice and van Zwet (3), multiplied by a constant related to the average vehicle length it can provide a proxy for the average spacemean speed.
A typical period -in terms of traffic flow-was selected to be studied: from February 11, 2002 to March 10, 2002, from 7 a.m. to 9 p.m. Observations corresponding to weekends were discarded since traffic flow patterns differ significantly these days. The initial dataset contained a time series of 21210 observations for every loop detector. To ease implementation and smooth out noise, averages (of the flow/occupancy ratio) over five consecutive 90-second intervals were taken, thus resulting in a total of 2126 observations per detector, 112 measurements per day for each loop. Table 1 presents the basic statistical measures for relative and differenced velocities for the loops under study. As depicted in figures 2, 3 and the lower part of figure 4 , volumes, occupancies and relative velocities, follow a quasi-sinusoidal pattern with daily period and time dependent variation. The latter is more evident from the time series plots of de-trended relative velocities. De-trending was applied via differencing; differenced relative velocities express the difference of what is observed in a loop today to what was observed yesterday at the same time. Occupancies tend to follow a bimodal distribution and this feature is transferred to relative velocities (see for example the case of loop 1 in figure 4 ). Both figure 4 and table 1 indicate that differenced relative velocities are closer to the normal distribution than relative velocities (the normal distribution has both skewness and kurtosis equal to zero).
)
Model fitting
The first step of the modeling stage was to estimate ARIMA models for the conditional mean of relative velocities. ARIMA models should be applied to stationary variables and relative velocities are clearly non-stationary as evident from figure 3. The daily periodicity can be removed by differencing (of order 112 since we have 112 observations per day); the same strategy was followed by Smith et al. (16) . Transformation to (mean) stationarity practically implies that the variable finally modeled is the daily increment in relative velocity.
In (11) it is shown that factored ARIMA models that account for both short-term and periodic dynamics lead to superior short-term forecasting performance when compared to other -multivariate, namely Vector Autoregressive Moving Average (VARMA) and SpaceTime ARIMA-model classes. The model formulation they used is are coefficients that need to be estimated, and B is the back-shift operator. Here, to ease comparison with the GARCH models that are estimated next, we estimate equivalent models (not so parsimonious since they contain one more parameter) in their conventional ARIMA form respectively; t-statistics indicating statistical significance of estimations are shown in parentheses. To highlight model stability we also present estimations that correspond to the first 75% and 50% of observations in time. Similarly to (11), the most significant terms appear to be the autoregressive one ( ), and the moving average that corresponds to periodic dynamics ( 1 a 2 β ). It is remarkable that although differenced relative velocities are characterized by completely different distributions their evolution in time is well described by single model form. Finally, we note that residual autocorrelations were found to be non-significant practically for all models, indicating that the proposed ARIMA formulation is well specified. Autocorrelation plots are omitted at this point for space economy; they are available from the authors upon request.
Next, based on the ARIMA specification we used maximum likelihood to estimate the following regression model with autocorrelated disturbances 2 indicates that we obtain a slightly worse fit in levels compared to the ARIMA models. It seems that to get accurate confidence limits one should sacrifice some forecasting accuracy on the levels of traffic flows.
CONCLUSIONS AND DIRECTIONS FOR FURTHER RESEARCH
This study demonstrated the application of GARCH model class in an urban network using data sets originating from a set of loop detectors. The results obtained demonstrate that traffic flow dynamics display time dependent volatility. In forecasting applications, the challenging issue is not only to forecast the levels of traffic flows but to provide accurate confidence bands for the forecasts as well. This can be achieved via modeling the autoregressive structure of volatility. This is only a first step towards traffic flow volatility modeling. The methodology should be further refined via allowing for possible nonlinear GARCH structures where positive and negative shocks have asymmetric effects. Moreover it is challenging to incorporate volatility modeling in space-time models where a single model is fitted to the whole set of loop detector measurements. 
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