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ABSTRACT
We present analysis of the near-infrared spectra of 114 rest-frame UV-selected star-forming galaxies at z  2. By
combining the H spectra with photometric measurements from observed 0.3–8 m, we assess the relationships
among kinematics, dynamical masses, inferred gas fractions, and stellar masses and ages. The H line widths give
a mean dynamical mass Mdyn ¼ (6:9 0:6) ; 1010 M within a typical radius of 6 kpc, after excluding AGNs.
The average dynamical mass is2 times larger than the average stellar mass, and the two agree to within a factor of
several for most objects. However, 15% of the sample has Mdyn3M?. These objects are best fit by young stellar
populations and tend to have high H equivalent widths, WH k 200 8, suggesting that they are young starbursts
with large gas masses. Rest-frame optical luminosity and velocity dispersion are correlated with 4  significance.
Using the local empirical correlation between star formation rate per unit area and gas surface density, we estimate the
mass of the gas associated with star formation and find a mean gas fraction of 50% and a strong decrease in gas
fraction with increasing stellar mass. Themasses of gas and stars combined are considerably better correlated with the
dynamical masses than are the stellar masses alone, and agree to within a factor of 3 for 85% of the sample. The com-
bination of kinematic measurements, estimates of gas masses, and stellar population properties suggest that the factor
of500 range in stellar mass across the sample cannot be fully explained by intrinsic differences in the total masses of
the galaxies, which vary by a factor of 40; the remaining variation is due to the evolution of the stellar population
and the conversion of gas into stars.
Subject headinggs: galaxies: evolution — galaxies: high-redshift — galaxies: kinematics and dynamics
Online material: color figures
1. INTRODUCTION
A galaxy’s mass is one of its most fundamental properties.
Both popular models of galaxy formation and recent observations
suggest that mass is an important factor in determining when and
how quickly galaxies form their stars; star formation in moremas-
sive galaxies is both expected and observed to start at earlier times
(e.g., Dave´ et al. 2005; Heavens et al. 2004; Juneau et al. 2005).
The redshift range 1:5P zP 2:5 has been shown to be particu-
larly important both for the buildup of stellar mass and for accre-
tion onto massive black holes. A large fraction of the stellar mass
in the universe today likely formed at z > 1 (Dickinson et al. 2003;
Rudnick et al. 2003), and this redshift range also sees the peak
of bright quasi-stellar object (QSO) activity (Fan et al. 2001;
DiMatteo et al. 2003). Effective techniques now exist for the selec-
tion of galaxies at z  2; these use the galaxies’ observed optical
(Steidel et al. 2004) or near-infrared (Franx et al. 2003) colors, or
a combination of the two (Daddi et al. 2004), and can be used to
select both star-forming and passively evolving galaxies.
Even with large galaxy samples, mass is difficult to measure,
especially at high redshift. While galaxy formation models most
naturally parameterize galaxies as a function of mass, observers
can only determine mass through the measurement of luminos-
ity or (preferably but with more difficulty) kinematic properties.
Measurements of galaxy mass at high (and low) redshift take a
variety of approaches. The most direct methods use kinematic
tracers to measure the depth of a galaxy’s potential well. At rela-
tively low redshifts, when rotation curves can be traced to large
radii and galaxies’ mass distributions modeled, this technique
yields relatively robust measurements, as shown by the good
agreement between results derived from optical emission lines
and 21 cm mapping of H i (e.g., Courteau 1997; Kobulnicky &
Gebhardt 2000). At high redshift the situation is more compli-
cated. While spatially resolved ‘‘rotation curves’’ can sometimes
1 Based on data obtained at theW.M. KeckObservatory, which is operated as
a scientific partnership among the California Institute of Technology, the Uni-
versity of California, and NASA, and was made possible by the generous finan-
cial support of the W. M. Keck Foundation.
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be obtained using nebular emission lines in the near-IR (Pettini
et al. 2001; Erb et al. 2003, 2004; Fo¨rster Schreiber et al. 2006),
the limitations imposed by the seeing mean that they do not nec-
essarily provide a unique kinematic model. A more robust mea-
surement is the velocity dispersion, which can be measured for
most high-redshift galaxies and is less affected by the seeing. Ve-
locity dispersions have beenused to estimate the dynamicalmasses
of relatively small samples of galaxies at z  2 and z  3; results
typically range from1010 to1011 M (Pettini et al. 2001; Erb
et al. 2003, 2004; van Dokkum et al. 2004; Swinbank et al. 2004).
A model for the mass distribution is still required to turn a mea-
surement of the velocity dispersion into a mass estimate, and this
is a significant source of uncertainty in such dynamical masses.
Dynamical masses measured from velocity dispersions do not,
of course, trace the full halo masses of high-redshift galaxies;
detectable nebular line emission is typically confined to sites of
active star formation within a central region of a few kpc. Halo
masses can be estimated less directly, however, through the gal-
axies’ clustering properties and the predicted clustering proper-
ties of halos as a function ofmass. Adelberger et al. (2005b) found
that the correlation lengths of the z  2 rest-frame UV-selected
galaxies on which this paper focuses correspond to halos with a
typical mass of 1012 M.
Estimations of stellar mass at high redshift are increasingly
common, driven by wide-field IR detectors, which allow large
samples of rest-frame optical photometry, and by the Spitzer
Space Telescope, which enables detection of rest-frame near-IR
light. Stellar masses of z  2–3 galaxies are determined through
population synthesis models applied to such broadband pho-
tometry (e.g., Papovich et al. 2001; Shapley et al. 2001; Fo¨rster
Schreiber et al. 2004; Shapley et al. 2005); the masses obtained
range from 109 to k1011 M. Such masses usually represent
lower limits to the true stellar mass, however, since it is possible
for the light from older populations of stars to be obscured by
current star formation.
The most difficult component of a galaxy’s baryonic mass to
measure at high redshift is its gas. For the most luminous, gas-
rich, or gravitationally magnified examples, this can be estimated
with millimeter observations (e.g., Baker et al. 2004; Greve et al.
2005), but for the typical z  2 galaxy such observations are still
out of reach. As the gas probably accounts for a significant frac-
tion of the baryonic mass in young galaxies at high redshift, we
havemade use of the empirical correlation between star formation
rate density and gas surface density to estimate the gas masses of
the galaxies considered here.
This paper is one of several making use of a large sample of
H spectra of 114 z  2 galaxies. In this work we discuss the
galaxies’ kinematic properties and their stellar and dynamical
masses, while Erb et al. (2006b) was devoted to star formation.
This paper is organized as follows. We describe the selection of
our sample, the observations, and our data reduction procedures
in x 2. In x 3 we outline the modeling procedure by which we
determine stellar masses and other stellar population parameters.
Section 4 is devoted to the galaxies’ dynamical masses as derived
from the H line widths; we compare them with stellar masses in
x 4.1 and assess the relationship between velocity dispersion and
rest-frame optical luminosity in x 4.2. We compare the distribu-
tions of velocity dispersions of galaxies at z  2 and z  3 in
x 4.3. In x 5 we examine galaxies with spatially resolved and tilted
emission lines. Section 6 describes our estimates of gas masses
from the local correlation between star formation rate and gas den-
sity per unit area, and comparisons of stellar, gas, and dynamical
masses. We summarize our conclusions and discuss our results in
x 7. Separately, we use the same sample of H spectra to construct
composite spectra according to stellar mass to show that there is a
strong correlation between increasing oxygen abundance as mea-
sured by the [N ii]/H ratio and increasing stellar mass (Erb et al.
2006a). Galactic outflows in this sample are discussed by C. C.
Steidel et al. (2006, in preparation).
A cosmology with H0 ¼ 70 km s1 Mpc1, m ¼ 0:3, and
 ¼ 0:7 is assumed throughout. In such a cosmology, 100 at z ¼
2:24 (the mean redshift of the current sample) corresponds to
8.2 kpc, and at this redshift the universe is 2.9 Gyr old, or 21% of
its present age. For calculations of stellar masses and star forma-
tion rates we use a Chabrier (2003) initial mass function (IMF),
which results in stellar masses and star formation rates (SFRs)1.8
times smaller than would be obtained with a Salpeter (1955) IMF.
2. SAMPLE SELECTION, OBSERVATIONS,
AND DATA REDUCTION
The galaxies discussed here are drawn from the rest-frame
UV-selected z  2 spectroscopic sample described by Steidel
et al. (2004). The candidate galaxies were selected by theirUnGR
colors (from deep optical images discussed by Steidel et al. 2004),
with redshifts for most of the objects in the current sample then
confirmed in the rest-frameUVusing the LRIS-B spectrograph on
the Keck I telescope. The total sample of 114 H spectra consists
of 75 new observations and 39 that have been published pre-
viously (Erb et al. 2003, 2004; Shapley et al. 2004). In total, we
attempted 132 galaxies with previously known redshifts, but 23
were not detected.We also attempted to observe 28 galaxies with-
out previously known redshifts but which met the photometric
selection criteria; only five of these yielded secure H redshifts.
Most of the undetected galaxies have K > 21:5, while most of
those we detect have K < 21:5; we are less likely to detect H
emission for objects that are faint in K. This is not surprising,
given the correlation between K magnitude and SFR recently
found for the z  2 sample by Reddy et al. (2005). This corre-
lation is confirmed and discussed by Erb et al. (2006b)
The set of galaxies presented here is not necessarily represen-
tative of the UV-selected sample as a whole, because objects were
chosen for near-IR spectroscopy for awide variety of reasons. Cri-
teria for selection included (1) galaxies near the line of sight to a
QSO, for studies of correlations between galaxies and metal sys-
tems seen in absorption in the QSO spectra (Adelberger et al.
2005a); (2) morphologies—elongated in most cases, with a few
more compact objects for comparison; most of these have been
previously discussed by Erb et al. 2004; (3) galaxies with red or
bright near-IR colors or magnitudes, or occasionally those whose
photometry suggested an unusual spectral energy distribution
(SED; 13 objects selected because they have K < 20 are dis-
cussed by Shapley et al. 2004); (4) galaxies that have excellent
deep rest-frame UV spectra, or are bright in the rest-frame UV;
(5) in order to confirm classification as an active galactic nu-
cleus (AGN); or (6) members of close pairs with redshifts known
to be favorable relative to night-sky lines. The remaining objects
are galaxies within2500of our primary targets, whichwere placed
along the slit and observed simultaneously with the primary tar-
gets. A significant number of galaxiesmeetmore than one of these
criteria. The sight line and secondary pair objects are therefore
generally representative of the UV-selected sample as a whole,
while the addition of the IR red or bright objects means that the
total H sample is somewhat biased toward more massive galax-
ies (see x 3).We identifyAGNs as galaxies that showbroad and/or
high-ionization emission lines in their rest-frame UV spectra, or
as objects with broad H lines or very high [N ii]/H ratios. The
AGN fraction (5/114) is similar to the fraction found for the
full spectroscopic sample in the GOODS-N field by Reddy et al.
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(2005), using direct detections in the 2 Ms Chandra Deep Field–
North images.
In order to assess the representativeness of the NIRSPEC sam-
ple, in Figure 1 we compare the colors andmagnitudes of the gal-
axies in the NIRSPEC sample with that of all spectroscopically
confirmed UV-selected galaxies in the same fields and redshift
range. The top panels showR versusGR (top left) andGR
versus Un  G (top right). The shaded regions in the top right
panel show the selection criteria for, from top to bottom, the z  3
C/D and MD galaxies (Steidel et al. 2003) and the z  2 BX and
BM galaxies (Steidel et al. 2004). Objects that fall outside the
selection windows were selected using either earlier photometry
or criteria extending slightly blueward in Un  G. The bottom
panels showKs versusR Ks (bottom left) andKs versus J  Ks
(bottom right). These comparisons show that the NIRSPEC sam-
ple spans nearly the full range in R and Ks magnitudes and in
R Ks and J  Ks colors. We have observed 30%–50% of
the galaxies with NIRSPEC at the bright and red ends of the dis-
tributions, and 10% at the faint and blue ends. Most objects
selected by the BX/BM criteria have GR < 0:5, as do all but
three galaxies in the NIRSPEC sample; the reddest and bluest
galaxies in GR are somewhat underrepresented.
Fig. 1.—Photometric comparisons of the NIRSPEC sample with all spectroscopically confirmed UnGR-selected galaxies in the same fields and redshift range. The
top panels compare the rest-frame UV photometry:R vs. GR at top left, and GR vs. Un  G at top right. From top to bottom, the shaded regions show selection
criteria for the z  3 LBGs (C/D and MD, Steidel et al. 2003) and for BX and BM galaxies (Steidel et al. 2004). Objects that fall outside the selection windows were
selected using either earlier photometry or criteria extending slightly blueward in Un  G. In the bottom panels we compare the near-IR photometry: Ks vs.R Ks at
bottom left, and Ks vs. J  Ks at bottom right. The dashed lines show Ks ¼ 20 and J  Ks ¼ 2:3 in the left and right panels, respectively. We include objects with
1:4 < z < 1:9; 6 of the 114 objects in the NIRSPEC sample are in this redshift range. [See the electronic edition of the Journal for a color version of this figure.]
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For the purposes of comparisons with other surveys, we note
that 10 of the 87 galaxies for which we have H spectra and JKs
photometry have J  Ks > 2:3 (the selection criterion for the
FIRES survey; Franx et al. 2003); this is similar to the 12% of
UV-selected galaxies that meet this criterion (Reddy et al. 2005).
Eighteen of the 93 galaxies for which we have K magnitudes
haveKs < 20, the selection criterion for the K20 survey (Cimatti
et al. 2002); this is a higher fraction than is found in the full UV-
selected sample (10%), because we intentionally targeted many
K-bright galaxies (Shapley et al. 2004). Four of the 10 galaxies
with J  Ks > 2:3 also have Ks < 20.
2.1. Near-IR Spectra
All of the H spectra (with the exceptions of CDFb-BN88,
Q0201-B13, and SSA22a-MD41, which were observed with the
ISAAC spectrograph on the Very Large Telescope [VLT] and
previously discussed by Erb et al. 2003) were obtained using the
near-IR spectrograph NIRSPEC (McLean et al. 1998) on the
Keck II telescope. Observing runs were in 2002May; 2003May,
July, and September; and 2004 June and September. The con-
ditions were generally photometric with good (0B5–0B6) see-
ing, with the exceptions of the 2003 May and 2004 June runs,
which suffered from occasional clouds and seeing up to100. H
falls in the K band for the redshift range 2:0P zP 2:6, which
includes the vast majority of the current sample; 6 of the 114 ob-
jects have 1:4P zP 1:8 and were observed in the H band. We
use the 0B76 ; 4200slit, which, in NIRSPEC’s low-resolution
mode, provides a resolution of158 (200 km s1; R ’ 1400)
in the K band.
Our observing procedure is described by Erb et al. (2003). For
a typical object, we use four 15 minute integrations, although the
number of exposures varied from two to six for total integrations
of 0.5–1.5 hr.We perform blind offsets from a nearby bright star,
returning to the offset star between each integration on the sci-
ence target to recenter and dither along the slit. In most cases, we
attempt to observe two galaxies with separation <2500 simulta-
neously by placing them both on the slit; thus, the position angle
is set by the positions of the two galaxies.
The spectra were reduced using the standard procedures de-
scribed by Erb et al. (2003). Uncertainties were accounted for via
the creation of a two-dimensional frame of the statistical 1  er-
ror appropriate to each pixel. The last step in the reduction was to
extract one-dimensional spectra of each galaxy; this was done by
summing the pixels containing a signal along the slit. The same
aperture was then used to extract a variance spectrum from the
square of the error image described above; the square root of this
is a 1  error spectrum, which was used to determine the uncer-
tainties in the line fluxes and widths. Line centroids, fluxes, and
widths were measured by fitting a Gaussian profile to the line us-
ing the IRAF task splot, with the base fixed to the average value
of the continuum (we do not detect significant continuum flux
for most of the objects in the sample). The splot task provides
1  statistical uncertainties for each of the fitted quantities, which
are determined by a series of Monte Carlo simulations that per-
turb the spectrum according to the 1  uncertainties determined
from the error spectrum described above. The objects observed
are listed in Table 1, and some representative examples of the
spectra are shown in Figure 2. Others are presented by Erb et al.
(2003) and Shapley et al. (2004).
2.2. Near-IR Imaging
J-band and Ks-band images were obtained with the Wide Field
Infrared Camera (WIRC; Wilson et al. 2003) on the 5 m Palomar
Hale telescope, which uses a Rockwell HgCdTeHawaii-2 2k ; 2k
array, with a field of view of 8A5 ; 8A5 and spatial sampling of
0B249 pixel1. Observations were conducted in 2003 June and
October, and 2004 April, May, and August. Some images were
also taken in 2004 June, courtesy of A. Blain and J. Bird.We used
120 s integrations (four 30 s co-adds in K, one 120 s co-add in J ),
typically in a randomized800dither pattern of 27 exposures. To-
tal exposure times and 3  image depths in each field are given in
Table 2.
Only those images with seeing as good as or better than our
optical images (typically 1B2; 0B85 in the Q1700 field) were
incorporated into the final mosaics. The images from each dither
sequence were reduced, registered, and stacked using IDL scripts
customized for WIRC data by K. Bundy (2005, private commu-
nication). The resulting images were then combined and regis-
tered to our optical images using IRAF tasks. Flux calibration was
performed with reference to the 15–30 Two Micron All Sky Sur-
vey (2MASS) stars in each field. We have also used a 45 minute
image of Q2346-BX404 and Q2346-BX405 from the near-IR
camera NIRC (Matthews & Soifer 1994) on the Keck I telescope
taken on 2004 July 1 (UT), courtesy of D. Kaplan and S. Kulkarni;
this image was reduced similarly, and flux calibrated by matching
the magnitudes of objects in the field to their magnitudes in the
calibrated Q2346 WIRC image.
Photometry was performed as described by Shapley et al.
(2005). Briefly, galaxies were detected (i.e., found to consist of
connecting pixels with flux at least 3 times the sky  and area
greater than the seeing disk) in theR-band catalogs as described in
detail by Steidel et al. (2003), with totalRmagnitudes determined
by increasing the isophotal detection aperture by a factor of 2
in area. R K and R J colors were determined by applying
theR-band detection isophotes to the J and K images; the J and
K magnitudes were then determined from the totalR magnitudes
and the R K and R J colors. We also applied the detection
algorithm to theK-band images and then applied the resulting iso-
photes to the J-band images. This procedure resulted in two sets of
J andKmagnitudes, which typically differed by0.3 mag or less,
comparable to the photometric uncertainties derived from the
simulations described below; these differences arise because the
R-band total aperture may not include all of the K-band light, or
vice versa. For the final J and K photometry, we adopted the more
significant of the two magnitudes for each galaxy. The additional
detection in K represents a change in method from that used by
Shapley et al. (2005); this change, as well as a slight change in the
photometric zero points from new flux calibrations, means that
some magnitudes given here may be slightly different than those
previously published (Shapley et al. 2004, 2005). We have also
trimmed noisy, less well-exposed edge regions of the K-band im-
ages somewhatmore than previous versions, for cleaner detections
in K, with the result that some objects with previously published
magnitudes are no longer in the K-band sample. Photometric un-
certainties were determined by adding a large number of fake gal-
axies of known magnitudes to the images and detecting them in
bothR and K bands to mimic our photometry of actual galaxies.
This process is described in detail by Shapley et al. (2005). As
noted in x 4, the photometric apertures used here are approximately
the same size as those used to determine dynamical masses from
the H spectroscopy.
2.3. Mid-IR Imaging
Two of our fields have been imaged by the Infrared Array
Camera (IRAC) on the Spitzer Space Telescope. Images of the
Q1700 field were obtained in 2003 October during the ‘‘in-orbit
checkout’’ and have been previously discussed in detail (Barmby
et al. 2004; Shapley et al. 2005). We also make use of the fully
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TABLE 1
Galaxies Observed
Object R.A. (J2000.0) Decl. (J2000.0) zH Ra GR a UnG a Ksb JKsb
Exposure Time
(s)
CDFb-BN88c................... 00 53 52.87 12 23 51.25 2.2615 23.14 0.29 0.68 . . . . . . 12 ; 720
HDF-BX1055.................. 12 35 59.59 62 13 07.50 2.4899 24.09 0.24 0.81 . . . . . . 2 ; 900
HDF-BX1084.................. 12 36 13.57 62 12 21.48 2.4403 23.24 0.26 0.72 . . . . . . 5 ; 900
HDF-BX1085.................. 12 36 13.33 62 12 16.31 2.2407 24.50 0.33 0.87 . . . . . . 5 ; 900
HDF-BX1086.................. 12 36 13.41 62 12 18.84 2.4435 24.64 0.41 1.09 . . . . . . 5 ; 900
HDF-BX1277.................. 12 37 18.59 62 09 55.54 2.2713 23.87 0.14 0.61 21.26 0.73 3 ; 900
HDF-BX1303.................. 12 37 11.20 62 11 18.67 2.3003 24.72 0.11 0.81 21.03 2.31 2 ; 900
HDF-BX1311.................. 12 36 30.54 62 16 26.12 2.4843 23.29 0.21 0.81 20.48 1.56 4 ; 900
HDF-BX1322.................. 12 37 06.54 62 12 24.94 2.4443 23.72 0.31 0.57 20.95 2.16 6 ; 900
HDF-BX1332.................. 12 37 17.13 62 11 39.95 2.2136 23.64 0.32 0.92 20.68 1.77 3 ; 900
HDF-BX1368.................. 12 36 48.24 62 15 56.24 2.4407 23.79 0.30 0.96 20.63 1.81 4 ; 900
HDF-BX1376.................. 12 36 52.96 62 15 45.55 2.4294 24.48 0.01 0.70 22.13 1.02 4 ; 900
HDF-BX1388.................. 12 36 44.84 62 17 15.84 2.0317 24.55 0.27 0.99 19.95 1.78 2 ; 900
HDF-BX1397.................. 12 37 04.12 62 15 09.84 2.1328 24.12 0.14 0.76 20.87 1.08 3 ; 900
HDF-BX1409.................. 12 36 47.41 62 17 28.70 2.2452 24.66 0.49 1.17 20.07 2.31 2 ; 900
HDF-BX1439.................. 12 36 53.66 62 17 24.27 2.1865 23.90 0.26 0.79 19.72 2.16 4 ; 900
HDF-BX1479.................. 12 37 15.42 62 16 03.88 2.3745 24.39 0.16 0.79 21.30 1.57 5 ; 900
HDF-BX1564.................. 12 37 23.47 62 17 20.02 2.2225 23.28 0.27 1.01 19.62 1.69 2 ; 900
HDF-BX1567.................. 12 37 23.17 62 17 23.89 2.2256 23.50 0.18 1.05 20.18 1.23 2 ; 900
HDF-BX305.................... 12 36 37.13 62 16 28.36 2.4839 24.28 0.79 1.30 20.14 2.59 4 ; 900
HDF-BMZ1156............... 12 37 04.34 62 14 46.28 2.2151 24.62 0.01 0.21 20.33 1.71 4 ; 900
Q0201-B13c .................... 02 03 49.25 11 36 10.58 2.1663 23.34 0.02 0.69 . . . . . . 16 ; 720
Q1307-BM1163 .............. 13 08 18.04 29 23 19.34 1.4105 21.66 0.20 0.35 . . . . . . 2 ; 900
Q1623-BX151................. 16 25 29.61 26 53 45.01 2.4393 24.60 0.14 0.88 . . . . . . 2 ; 900
Q1623-BX214................. 16 25 33.67 26 53 53.52 2.4700 24.06 0.39 1.12 . . . . . . 4 ; 900
Q1623-BX215................. 16 25 33.80 26 53 50.66 2.1814 24.45 0.26 0.53 . . . . . . 4 ; 900
Q1623-BX252................. 16 25 36.96 26 45 54.86 2.3367 25.06 0.07 0.55 . . . . . . 3 ; 900
Q1623-BX274................. 16 25 38.20 26 45 57.14 2.4100 23.23 0.25 0.89 . . . . . . 3 ; 900
Q1623-BX344................. 16 25 43.93 26 43 41.98 2.4224 24.42 0.39 1.25 . . . . . . 2 ; 900
Q1623-BX366................. 16 25 45.09 26 43 46.95 2.4204 23.84 0.41 1.03 . . . . . . 2 ; 900
Q1623-BX376................. 16 25 45.59 26 46 49.26 2.4085 23.31 0.24 0.75 20.84 1.61 4 ; 900
Q1623-BX428................. 16 25 48.41 26 47 40.20 2.0538 23.95 0.13 1.06 20.72 1.02 4 ; 900
Q1623-BX429................. 16 25 48.65 26 45 14.47 2.0160 23.63 0.12 0.56 20.94 1.46 2 ; 900
Q1623-BX432................. 16 25 48.73 26 46 47.28 2.1817 24.58 0.10 0.53 21.48 1.76 4 ; 900
Q1623-BX447................. 16 25 50.37 26 47 14.28 2.1481 24.48 0.17 1.14 20.55 1.66 3 ; 900
Q1623-BX449................. 16 25 50.53 26 46 59.97 2.4188 24.86 0.20 0.61 21.35 1.88 3 ; 900
Q1623-BX452................. 16 25 51.00 26 44 20.00 2.0595 24.73 0.20 0.90 20.56 2.05 3 ; 900
Q1623-BX453................. 16 25 50.84 26 49 31.40 2.1816 23.38 0.48 0.99 19.76 1.65 3 ; 900
Q1623-BX455................. 16 25 51.66 26 46 54.88 2.4074 24.80 0.35 0.87 21.56 1.83 2 ; 900
Q1623-BX458................. 16 25 51.58 26 46 21.39 2.4194 23.41 0.28 0.85 20.52 1.23 4 ; 900
Q1623-BX472................. 16 25 52.87 26 46 39.63 2.1142 24.58 0.16 0.91 20.80 1.91 4 ; 900
Q1623-BX502................. 16 25 54.38 26 44 09.25 2.1558 24.35 0.22 0.50 22.04 0.99 3 ; 900
Q1623-BX511................. 16 25 56.11 26 44 44.57 2.2421 25.37 0.42 1.05 21.78 . . . 4 ; 900
Q1623-BX513................. 16 25 55.86 26 46 50.30 2.2473 23.25 0.26 0.68 20.21 1.83 2 ; 900
Q1623-BX516................. 16 25 56.27 26 44 08.19 2.4236 23.94 0.30 0.82 20.41 2.29 3 ; 900
Q1623-BX522................. 16 25 55.76 26 44 53.28 2.4757 24.50 0.31 1.19 20.75 2.03 4 ; 900
Q1623-BX528................. 16 25 56.44 26 50 15.44 2.2682 23.56 0.25 0.71 19.75 1.79 4 ; 900
Q1623-BX543................. 16 25 57.70 26 50 08.59 2.5211 23.11 0.44 0.96 20.54 1.31 4 ; 900
Q1623-BX586................. 16 26 01.52 26 45 41.58 2.1045 24.58 0.32 0.87 20.84 1.79 4 ; 900
Q1623-BX599................. 16 26 02.54 26 45 31.90 2.3304 23.44 0.22 0.80 19.93 2.09 4 ; 900
Q1623-BX663................. 16 26 04.58 26 48 00.20 2.4333 24.14 0.24 1.02 19.92 2.59 3 ; 900
Q1623-MD107................ 16 25 53.87 26 45 15.46 2.5373 25.35 0.12 1.43 22.43 1.72 4 ; 900
Q1623-MD66.................. 16 25 40.39 26 50 08.88 2.1075 23.95 0.37 1.40 20.15 1.74 3 ; 900
Q1700-BX490................. 17 01 14.83 64 09 51.69 2.3960 22.88 0.36 0.92 19.99 1.54 3 ; 900
Q1700-BX505................. 17 00 48.22 64 10 05.86 2.3089 25.17 0.45 1.28 20.85 2.17 4 ; 900
Q1700-BX523................. 17 00 41.71 64 10 14.88 2.4756 24.51 0.46 1.28 20.93 1.86 4 ; 900
Q1700-BX530................. 17 00 36.86 64 10 17.38 1.9429 23.05 0.21 0.69 19.92 1.23 4 ; 900
Q1700-BX536................. 17 01 08.94 64 10 24.95 1.9780 23.00 0.21 0.79 19.71 1.31 4 ; 900
Q1700-BX561................. 17 01 04.18 64 10 43.83 2.4332 24.65 0.19 1.04 19.87 2.43 2 ; 900
Q1700-BX581................. 17 01 02.73 64 10 51.30 2.4022 23.87 0.28 0.62 20.79 1.94 2 ; 900
TABLE 1—Continued
Object R.A. (J2000.0) Decl. (J2000.0) zH Ra GR a UnG a Ksb JKsb
Exposure Time
(s)
Q1700-BX681............. 17 01 33.76 64 12 04.28 1.7396 22.04 0.19 0.40 19.18 1.27 4 ; 900
Q1700-BX691............. 17 01 06.00 64 12 10.27 2.1895 25.33 0.22 0.66 20.68 1.82 4 ; 900
Q1700-BX717............. 17 00 56.99 64 12 23.76 2.4353 24.78 0.20 0.61 21.89 1.49 4 ; 900
Q1700-BX759............. 17 00 59.55 64 12 55.45 2.4213 24.43 0.36 1.29 21.23 1.35 2 ; 900
Q1700-BX794............. 17 00 47.30 64 13 18.70 2.2473 23.60 0.35 0.58 20.53 1.37 3 ; 900
Q1700-BX917............. 17 01 16.11 64 14 19.80 2.3069 24.43 0.28 0.95 20.03 1.95 3 ; 900
Q1700-MD103............ 17 01 00.21 64 11 55.58 2.3148 24.23 0.46 1.49 19.94 1.96 900 + 600
Q1700-MD109............ 17 01 04.48 64 12 09.29 2.2942 25.46 0.26 1.44 21.77 1.75 4 ; 900
Q1700-MD154............ 17 01 38.39 64 14 57.37 2.6291 23.23 0.73 1.91 19.68 2.08 3 ; 900
Q1700-MD174............ 17 00 54.54 64 16 24.76 2.3423 24.56 0.32 1.50 19.90 . . . 4 ; 900
Q1700-MD69.............. 17 00 47.62 64 09 44.78 2.2883 24.85 0.37 1.50 20.05 2.60 4 ; 900
Q1700-MD94.............. 17 00 42.02 64 11 24.22 2.3362 24.72 0.94 2.06 19.65 2.46 3 ; 900
Q2343-BM133 ............ 23 46 16.18 12 48 09.31 1.4774 22.59 0.00 0.19 20.50 0.66 3 ; 900
Q2343-BM181 ............ 23 46 27.03 12 49 19.65 1.4951 24.77 0.12 0.29 . . . . . . 4 ; 900
Q2343-BX163............. 23 46 04.78 12 45 37.78 2.1213 24.07 0.01 0.71 21.38 0.97 4 ; 900
Q2343-BX169............. 23 46 05.03 12 45 40.77 2.2094 23.11 0.19 0.72 20.75 1.05 4 ; 900
Q2343-BX182............. 23 46 18.04 12 45 51.11 2.2879 23.74 0.14 0.56 21.60 0.92 4 ; 900
Q2343-BX236............. 23 46 18.71 12 46 15.97 2.4348 24.28 0.14 0.71 21.25 1.60 3 ; 900
Q2343-BX336............. 23 46 29.53 12 47 04.76 2.5439 23.91 0.40 1.15 20.80 1.75 4 ; 900
Q2343-BX341............. 23 46 23.24 12 47 07.97 2.5749 24.21 0.38 0.89 21.40 2.07 3 ; 900
Q2343-BX378............. 23 46 33.90 12 47 26.20 2.0441 24.80 0.26 0.55 21.90 1.30 4 ; 900
Q2343-BX389............. 23 46 28.90 12 47 33.55 2.1716 24.85 0.28 1.26 20.18 2.74 3 ; 900
Q2343-BX390............. 23 46 24.72 12 47 33.80 2.2313 24.36 0.24 0.79 21.29 1.73 4 ; 900
Q2343-BX391............. 23 46 28.07 12 47 31.82 2.1740 24.51 0.25 1.01 21.93 1.35 3 ; 900
Q2343-BX418............. 23 46 18.57 12 47 47.38 2.3052 23.99 0.05 0.37 21.88 1.76 5 ; 900
Q2343-BX429............. 23 46 25.25 12 47 51.20 2.1751 25.12 0.30 0.85 21.88 1.97 4 ; 900
Q2343-BX435............. 23 46 26.36 12 47 55.06 2.1119 24.23 0.38 1.03 20.38 1.75 4 ; 900
Q2343-BX436............. 23 46 09.06 12 47 56.00 2.3277 23.07 0.12 0.47 21.04 0.73 4 ; 900
Q2343-BX442............. 23 46 19.36 12 47 59.69 2.1760 24.48 0.40 1.14 19.85 2.36 5 ; 900
Q2343-BX461............. 23 46 32.96 12 48 08.15 2.5662 24.40 0.44 0.90 21.67 1.99 4 ; 900
Q2343-BX474............. 23 46 32.88 12 48 14.08 2.2257 24.42 0.31 1.15 20.56 1.73 4 ; 900
Q2343-BX480............. 23 46 21.90 12 48 15.61 2.2313 23.77 0.29 1.03 20.44 1.92 4 ; 900
Q2343-BX493............. 23 46 14.46 12 48 21.64 2.3396 23.63 0.28 0.78 21.65 0.75 2 ; 900
Q2343-BX513............. 23 46 11.13 12 48 32.14 2.1092d 23.93 0.20 0.41 20.10 1.87 4 ; 900
Q2343-BX529............. 23 46 09.72 12 48 40.33 2.1129 24.42 0.20 0.91 21.41 1.52 2 ; 900
Q2343-BX537............. 23 46 25.55 12 48 44.54 2.3396 24.44 0.23 0.72 21.43 1.65 4 ; 900
Q2343-BX587............. 23 46 29.18 12 49 03.34 2.2430 23.47 0.32 1.12 20.12 1.82 3 ; 900
Q2343-BX599............. 23 46 13.85 12 49 11.31 2.0116 23.50 0.10 0.81 20.40 1.19 4 ; 900
Q2343-BX601............. 23 46 20.40 12 49 12.91 2.3769 23.48 0.22 0.75 20.55 1.50 4 ; 900
Q2343-BX610............. 23 46 09.43 12 49 19.21 2.2094 23.58 0.34 0.75 19.21 2.24 4 ; 900
Q2343-BX660............. 23 46 29.43 12 49 45.54 2.1735 24.36 0.09 0.45 20.98 2.26 2 ; 900
Q2343-MD59.............. 23 46 26.90 12 47 39.87 2.0116 24.99 0.20 1.47 20.14 2.59 4 ; 900
Q2343-MD62.............. 23 46 27.23 12 47 43.48 2.1752 25.29 0.21 1.23 21.45 2.23 4 ; 900
Q2343-MD80.............. 23 46 10.79 12 48 33.24 2.0138 24.81 0.09 1.33 21.38 1.15 4 ; 900
Q2346-BX120............. 23 48 26.30 00 20 33.16 2.2664 25.08 0.02 0.91 . . . . . . 4 ; 900
Q2346-BX220............. 23 48 46.10 00 22 20.95 1.9677 23.57 0.29 0.90 20.82 . . . 4 ; 900
Q2346-BX244............. 23 48 09.61 00 22 36.18 1.6465 24.54 0.41 1.16 . . . . . . 4 ; 900
Q2346-BX404............. 23 48 21.40 00 24 43.07 2.0282 23.39 0.18 0.41 20.05 . . . 5 ; 900
Q2346-BX405............. 23 48 21.22 00 24 45.46 2.0300 23.36 0.08 0.60 20.27 . . . 5 ; 900
Q2346-BX416............. 23 48 18.21 00 24 55.30 2.2404 23.49 0.40 0.75 20.30 . . . 3 ; 900
Q2346-BX482............. 23 48 12.97 00 25 46.34 2.2569 23.32 0.22 0.90 . . . . . . 4 ; 900
SSA22a-MD41c .......... 22 17 39.97 00 17 11.04 2.1713 23.31 0.19 1.31 . . . . . . 15 ; 720
West-BM115 ............... 14 17 37.57 52 27 05.42 1.6065 23.41 0.28 0.36 . . . . . . 10 ; 900
West-BX600................ 14 17 15.55 52 36 15.64 2.1607 23.94 0.10 0.46 . . . . . . 5 ; 900
Note.—Units of right ascension are hours, minutes, and seconds, and units of declination are degrees, arcminutes, and arcseconds.
a Un, G, and R magnitudes are AB.
b J and Ks magnitudes are Vega.
c Observed with the ISAAC spectrograph on the VLT; previously discussed by Erb et al. (2003).
d Q2343-BX513 was observed a second time with a different position angle and yielded an H redshift zH ¼ 2:1079.
reduced IRACmosaics of the GOODS-N field, which were made
public in the first data release of the GOODS Legacy project
(PI: M. Dickinson). These images are described in more detail by
Reddy et al. (2005). For both fields, we use the photometric pro-
cedure described by Shapley et al. (2005).
3. MODEL SEDs AND STELLAR MASSES
3.1. Modeling Procedure
We determine best-fit model SEDs and stellar population pa-
rameters for the 93 galaxies for which we have K-band magni-
tudes. Most of these (87) also have J-band magnitudes, and 35
(in the GOODS-N and Q1700 fields) have been observed with
the IRAC camera on the Spitzer Space Telescope. For modeling
purposes we correct the Kmagnitudes for H emission; the typ-
ical correction is 0.1 mag, but for 4/93 objects (Q2343-BX418,
Q2343-BM133,Q1623-BX455, andQ1623-BX502), it isk0.4mag.
We use a modeling procedure identical to that described in detail
by Shapley et al. (2005) and review the method briefly here.
Photometry is fit with the solar metallicity Bruzual & Charlot
(2003) models; as shown by Erb et al. (2006a), solar metallicity
is a reasonable approximation for the massive galaxies in the sam-
ple, and more typical galaxies have metallicities only slightly less
than solar. Although we use the models that employ a Salpeter
Fig. 2.—Representative examples of the H spectra. Each row shows objects drawn from each quartile of H flux: the top row contains galaxies drawn from the
highest quartile in flux, the second row from the second-highest quartile, the third row from the third-highest quartile, and the bottom row from the lowest quartile.
The dotted lines in each panel show, from left to right, the locations of [N ii] k6548, H, [N ii] k6583, [S ii] k6716, and [S ii] k6732.
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(1955) IMF, it is well known that the steep faint-end slope of this
IMF below 1 M overpredicts the mass to light ratio (M /L) and
stellarmass by a factor of2 (e.g., Bell et al. 2003; Renzini 2006).
For more accurate comparisons of stellar and dynamical masses,
we have therefore converted all stellar masses and SFRs to the
Chabrier (2003) IMF by dividing by 1.8 (a change in the faint end
of the IMF affects only the inferred total stellar mass and SFR,
because low-mass stars do not contribute significantly to the flux
in the observed passbands). Note that previous model SEDs of
some of the same objects discussed here used the Salpeter IMF
(Shapley et al. 2004, 2005).
The Calzetti et al. (2000) starburst attenuation law is used to
account for dust extinction. We employ a variety of simple star
formation histories of the form SFR / e(tsf /), with  ¼ 10, 20,
50, 100, 200, 500, 1000, 2000, and 5000 Myr, as well as  ¼ 1
(i.e., constant star formation [CSF]). We also briefly consider
more complex two-component models, as described below; but
as it is generally difficult to constrain the star formation histories
evenwith simplemodels, we use only the single-componentmod-
els for the main analysis. For each galaxy, we consider a grid of
models with ages ranging from 1Myr to the age of the universe at
the redshift of the galaxy, with extinctions ranging from E(B
V ) ¼ 0:0 to 0.7, and with each of the values of  listed above.We
compare theUnGRJK+IRACmagnitudes of each model (shifted
to the redshift of the galaxy) with the observed photometry and
determine the normalization that minimizes the value of 2 with
respect to the observed photometry. Thus, the reddening and age
are determined by the model, and the SFR and total stellar mass
are determined by the normalization. In most cases, all or most
values of  give acceptable values of 2, while the constant star
formation models give the best agreement with SFRs from other
indicators (see Erb et al. 2006b). For these reasons, we adopt the
CSF model unless it is a significantly poorer fit than the  models.
CSFmodels are used for 74 of the 93 objectsmodeled, and  mod-
els for the remaining 19; as discussed by Shapley et al. (2005), the
most massive galaxies, with M? k 1011 M, are usually signifi-
cantly better fit by decliningmodelswith  ¼ 1 or 2Gyr. Erb et al.
(2006b) discuss this issue further. The adopted parameters and
values of  may be found in Table 3.
Parameters derived from this type of modeling are subject to
substantial degeneracies and systematic uncertainties, primarily
because of the difficulty in constraining the star formation history.
These issues have been discussed in detail elsewhere (Papovich
et al. 2001; Shapley et al. 2001, 2005; Sawick & Yee 1998). Here
we simply note that age, reddening, and the value of  suffer most
from these degeneracies, and that the stellar mass is less sensitive
to the assumed star formation history and thus more tightly con-
strained. We examine the effects of the assumed star formation
history, and of photometric errors, through a series ofMonte Carlo
simulations that we use to determine uncertainties on the fitted pa-
rameters. The simulations are conducted as described by Shapley
et al. (2005); the observed colors of the galaxy are perturbed by an
amount randomly drawn from a Gaussian distribution with width
determined by the photometric errors, and the best-fit SED is de-
termined as usual for the perturbed colors, including the star for-
mation history  as a free parameter. We conduct 10,000 trials per
object to estimate the uncertainties in each fitted parameter and
iteratively determine the mean and standard deviation of each pa-
rameter for each object, using 3 rejection to suppress the effects of
outliers. The resulting mean fractional uncertainties are hx/hxii ¼
0:7, 0.5, 0.6, and 0.4 in E(B V ), age, SFR, and stellar mass,
respectively. The distributions of x/hxi are shown in Figure 3.
The addition of the mid-IR IRAC data significantly improves our
determination of stellar masses; for those objects with IRAC data
(all those in the Q1700 and HDF fields) we find M? /M?  0:2,
while those without the IRAC data have M? /M?  0:5. The
IRAC data also reduce the uncertainties in the other parameters,
although not by as large an amount. Shapley et al. (2005) showed
that while the IRAC data significantly reduce the uncertainties in
stellar mass, the lack of these data does not substantially change or
bias the inferred mass itself, especially when the K-band magni-
tude can be corrected for H emission.
Confidence interval plots for M? versus E(B V ), and age
versus E(B V ) for selected objects, are shown in Figure 4, in
which the dark contours represent 68% confidence levels and the
light contours represent 95% confidence levels. The black cross
marks our adopted best fit. The objects shown are representative
of the range of properties spanned by the NIRSPEC sample. The
first two objects, Q1623-BX502 and Q2343-BX493, have low
stellar masses, young ages, and relatively high values of E(B
V ). The third galaxy, Q1700-BX536, has properties close to the
average of the sample and also shows howmuch smaller the con-
fidence intervals can become with the addition of the IRAC data.
The last object, Q2343-BX610, is a massive, old galaxy that can
only be fit with M? > 10
11 M and age tsf > 1 Gyr.
3.2. Model SED Results
The best-fit parameters from the SED modeling are given in
Table 3, and their distributions are shown in the histograms in
Figure 5. The mean stellar mass is (3:6 0:4) ; 1010 M , and
the median is (1:9 0:4) ; 1010 M. The mean age is 1046
103 Myr, and the median age is 570 137 Myr. The sample has
a mean E(B V ) of 0:16 0:01 and a median of 0:15 0:01.
The mean SFR is 52 10 M yr1, while the median is 23
3 M yr1; the difference between the two reflects the fact that
a few objects are best fit with high SFRs (>300 M yr1). We
discuss the results of the models further in the following sections
and in Erb et al. (2006b), where we compare them with proper-
ties determined from the H spectra.
The 93 galaxies whose H spectra and SEDs are discussed
here are a subset of a larger sample of 461 objects with model
SEDs. This larger sample will be discussed in full elsewhere
(D. K. Erb et al. 2006, in preparation); for the moment, we com-
pare the distribution of stellar masses of the NIRSPEC galaxies
with that of the full sample, which is representative of the UV-
selected sample, except that it excludes20% of objects that are
not detected toK  22:5 (as discussed by Erb et al. [2006b], these
are likely to be objects with low stellar masses and relatively low
SFRs). For the purposes of comparison with the full sample, we
use models for the NIRSPEC galaxies in which we have not cor-
rected theKmagnitude for H emission (sincewe do not haveH
TABLE 2
Near-IR Imaging
Field Band
Exposure Time
(hr) Deptha
GOODS-N............ J 13.0 24.1
Ks 10.3 22.6
Q1623................... J 9.8 23.8
Ks 11.2 22.3
Q1700................... J 10.7 24.0
Ks 11.0 22.2
Q2343................... J 10.7 24.0
Ks 12.1 22.3
Q2346................... Ks 2.6 21.2
a Approximate 3  image depth, in Vega magnitudes.
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fluxes for the full sample); everywhere else in this paper, we use
corrected Kmagnitudes for the modeling as described above. We
also use CSF models for all galaxies for this comparison. The dis-
tributions of stellar mass for the two samples are shown in Fig-
ure 6. The mean stellar mass of the subsample for which we have
H spectra is (3:7 0:5) ; 1010 M; this is slightly higher than
that of the full UV-selected sample, which has a mean stellar mass
of (3:0 0:5) ; 1010 M , although the two are consistent within
the uncertainties. A slightly higher average mass is expected for
the NIRSPEC sample, since some of the galaxies were selected
because of their bright K magnitudes or red R K colors.
3.3. Two-component Models and Maximum Stellar Masses
One limitation of this type of modeling is that it is sensitive to
only the current episode of star formation; it is possible for the
light from an older, underlying burst to be completely obscured
by current star formation (Papovich et al. 2001; Yan et al. 2004;
Shapley et al. 2005). Although we can only weakly constrain the
star formation histories of individual galaxies even with simple
declining models, more complex two-component models are a
useful tool to assess how much mass could plausibly be missing.
Two types of two-component models were used to examine this
question. The first is a maximal mass model, in which we first fit
the K-band (and IRAC, when it exists) data with a nearly instan-
taneous ( ¼ 10 Myr), maximally old (zform ¼ 1000) burst, sub-
tract this model from the observed data, and fit a young model to
TABLE 3—Continued
Object

(Myr) E(BV )a
Ageb
(Myr)
SFRc
(M yr1)
M?
d
(1010 M)
Q2343-BX341............ const 0.210 102 50 0.5
Q2343-BX378............ const 0.165 255 11 0.3
Q2343-BX389............ const 0.250 2750 22 6.1
Q2343-BX390............ const 0.150 404 17 0.7
Q2343-BX391............ const 0.195 64 25 0.2
Q2343-BX418............ const 0.035 81 12 0.1
Q2343-BX429............ const 0.185 321 12 0.4
Q2343-BX435............ const 0.225 1434 30 4.4
Q2343-BX436............ const 0.070 321 33 1.1
Q2343-BX442............ 2000 0.225 2750 25 14.7
Q2343-BX461............ const 0.250 15 86 0.1
Q2343-BX474............ const 0.215 2750 26 7.2
Q2343-BX480............ const 0.165 905 33 3.0
Q2343-BX493............ const 0.255 6 220 0.1
Q2343-BX513............ const 0.135 3000 20 5.9
Q2343-BX529............ const 0.145 404 14 0.6
Q2343-BX537............ const 0.130 571 15 0.8
Q2343-BX587............ const 0.180 719 49 3.5
Q2343-BX599............ const 0.100 1609 21 3.3
Q2343-BX601............ const 0.125 640 36 2.3
Q2343-BX610............ 1000 0.155 2100 32 23.2
Q2343-BX660............ const 0.010 2750 5 1.4
Q2343-MD59............. 2000 0.200 3000 11 7.6
Q2343-MD62............. const 0.150 2750 7 1.9
Q2343-MD80............. 50 0.020 255 1 0.6
Q2346-BX220............ 50 0.055 227 4 1.7
Q2346-BX404............ const 0.095 1800 22 4.0
Q2346-BX405............ 100 0.010 321 7 1.6
Q2346-BX416............ const 0.195 454 55 2.5
a Typical uncertainty hE(BV )/E(B V )i ¼ 0:7.
b Typical uncertainty hAge/Agei ¼ 0:5.
c Typical uncertainty hSFR/SFRi ¼ 0:6.
d Typical uncertainty hM? /M?i ¼ 0:4.
TABLE 3
Results of SED Fitting
Object

(Myr) E(BV )a
Ageb
(Myr)
SFRc
(M yr1)
M?
d
(1010 M)
HDF-BMZ1156.......... 500 0.000 1900 4 9.6
HDF-BX1277............. const 0.095 321 15 0.5
HDF-BX1303............. const 0.100 1139 7 0.8
HDF-BX1311............. const 0.105 255 34 0.9
HDF-BX1322............. const 0.085 360 19 0.7
HDF-BX1332............. const 0.290 15 159 0.2
HDF-BX1368............. const 0.160 404 37 1.5
HDF-BX1376............. const 0.070 227 9 0.2
HDF-BX1388............. const 0.265 3000 23 7.0
HDF-BX1397............. const 0.150 1015 17 1.7
HDF-BX1409............. const 0.290 1015 27 2.7
HDF-BX1439............. const 0.175 2100 21 4.5
HDF-BX1479............. const 0.110 806 13 1.0
HDF-BX1564............. 100 0.065 360 9 3.3
HDF-BX1567............. 50 0.050 227 5 2.3
HDF-BX305............... const 0.285 571 53 3.0
Q1623-BX376............ const 0.175 64 80 0.5
Q1623-BX428............ 50 0.000 255 1 1.1
Q1623-BX429............ const 0.120 227 23 0.5
Q1623-BX432............ const 0.060 1278 6 0.8
Q1623-BX447............ 500 0.050 1434 5 4.4
Q1623-BX449............ const 0.110 2600 9 2.4
Q1623-BX452............ const 0.195 3000 14 4.3
Q1623-BX453............ const 0.275 454 107 4.9
Q1623-BX455............ const 0.265 15 58 0.09
Q1623-BX458............ const 0.165 571 55 3.1
Q1623-BX472............ const 0.130 3000 11 3.2
Q1623-BX502............ const 0.220 6 72 0.04
Q1623-BX511............ const 0.235 571 13 0.8
Q1623-BX513............ const 0.145 454 46 2.1
Q1623-BX516............ const 0.145 1800 28 5.1
Q1623-BX522............ const 0.180 2600 24 6.2
Q1623-BX528............ const 0.175 2750 44 12.2
Q1623-BX543............ const 0.305 8 528 0.4
Q1623-BX586............ const 0.195 1434 17 2.5
Q1623-BX599............ const 0.125 1900 35 6.7
Q1623-BX663............ 1000 0.135 2000 21 13.2
Q1623-MD107........... const 0.060 1015 4 0.4
Q1623-MD66............. const 0.235 905 43 3.9
Q1700-BX490............ const 0.285 10 448 0.4
Q1700-BX505............ const 0.270 1800 20 3.6
Q1700-BX523............ const 0.260 255 42 1.1
Q1700-BX530............ 50 0.045 203 6 1.8
Q1700-BX536............ 50 0.115 180 15 2.8
Q1700-BX561............ 500 0.130 1609 10 11.5
Q1700-BX581............ const 0.215 35 70 0.2
Q1700-BX681............ const 0.315 10 628 0.6
Q1700-BX691............ 1000 0.125 2750 5 7.6
Q1700-BX717............ const 0.090 509 8 0.4
Q1700-BX759............ const 0.230 640 37 2.4
Q1700-BX794............ const 0.130 454 25 1.1
Q1700-BX917............ 200 0.040 806 4 4.0
Q1700-MD103........... const 0.305 1015 65 6.6
Q1700-MD109........... const 0.175 2200 8 1.7
Q1700-MD154........... const 0.335 128 347 4.4
Q1700-MD174........... 1000 0.195 2400 24 23.6
Q1700-MD69............. 2000 0.275 2750 31 18.6
Q1700-MD94............. const 0.500 719 213 15.3
Q2343-BM133 ........... const 0.115 143 35 0.5
Q2343-BX163............ const 0.050 1434 9 1.3
Q2343-BX169............ const 0.125 203 46 0.9
Q2343-BX182............ const 0.100 180 23 0.4
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the (primarily UV) residuals. Such models produce stellar masses
3 times higher than the single-component models on average,
but for galaxies with (single-component)M? P 1010 M, the two-
component total masses are 10–30 times larger. Such models are
poorer fits to the data, however, and are not plausible on average
because the young components require extreme SFRs; the average
SFR for the young component of these models is900M yr1,
k30 times higher than the average SFR predicted by the H and
UVemission (see Erb et al. 2006b). Nevertheless, we cannot rule
out the possibility that suchmodels may be correct for some small
fraction of the sample.
We also use a more general two-component model, in which
we fit a maximally old burst and a current star formation episode
(of any age and with any of our values of ) simultaneously,
allowing the total mass to come from any linear combination of
the two models. As expected given the number of free parame-
ters, such models generally fit the data as well as or better than
the single-component models. They do not, however, usually sig-
nificantly increase the total mass; the total two-component mass is
more than 3 times larger than the single-component mass in only
six cases. In general, then, the data do not favor models with large
amounts of mass hidden in old bursts.
4. VELOCITY DISPERSIONS
AND DYNAMICAL MASSES
The H velocity dispersion  reflects the dynamics of the gas
in the galaxies’ potential wells. Because it requires only a mea-
surement of the line width, it can be determined for most of the
objects in the sample; it is therefore our most useful kinematic
quantity. Out of the 114 galaxies with H detections, we mea-
sure a velocity dispersion from the H line width for 85 objects.
For 11 additional objects we measure an upper limit on the ve-
locity dispersion because the measured line width is not signif-
icantly higher than the instrumental resolution, as described
below. Twelve objects have FWHM less than the instrumental
resolution due to noise, and six have been rejected due to sig-
nificant contamination from night-sky lines. We calculate the
velocity dispersion  ¼ FWHM/2:35, where FWHM is the full
width at half-maximumafter subtraction of the nominal instrumen-
tal resolution (15 8 in the K band) in quadrature. Uncertainties
Fig. 3.—Distribution of uncertainties of each parameter fitted by our SED modeling code, from the Monte Carlo simulations described in the text. We show
histograms of the ratio of the standard deviation to themean of each parameter for all the objects modeled, determined iteratively with 3  rejection. From left to right and
top to bottom, we show E(B V ), age, SFR, and stellar mass. Stellar masses are the best constrained parameter, followed by the age of the star formation episode. [See
the electronic edition of the Journal for a color version of this figure.]
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Fig. 4.—Sample confidence intervals for the fitted parameters, for four galaxies in the sample. Contours of stellar mass vs. age are shown on the left, and
E(B V ) vs. age on the right. The dark and light gray regions represent 68% and 95% confidence intervals, respectively, and the black cross marks the adopted best
fit. The top two objects are characteristic of the young, low stellar mass galaxies in the sample; the third row shows a typical galaxy, with fit very well constrained by
the addition of mid-IR IRAC data; and the bottom panel shows one of the most massive galaxies in the sample, which can only be fit by an old stellar population.
Plots are shown with the same axes for ease of comparison. [See the electronic edition of the Journal for a color version of this figure.]
(up anddown) are determined by calculating max and min
from the raw line width W and its statistical uncertainty W ;
W þW gives max , andW W gives min. This results in a
larger lower bound on the error when the line width is close to the
instrumental resolution, and an upper limit on  whenW W
is less than the instrumental resolution. In such cases, we give 1
standard deviation upper limits of þup. As we discuss fur-
ther below, we have also measured the spatial extent of the H
emission for each object; for 14 objects, the FWHMH is less than
the slit width. In such cases the effective resolution is increased by
the ratio of the object size to the slit width; we have made this
correction in the calculation of  for these 14 objects. The correc-
tion is usually <10%.
Velocity dispersions are given in column (6) of Table 4.
From the 85 measurements we find hi ¼ 120 9 km s1
(108 5 km s1 with AGN removed) with a standard devia-
tion of 86 km s1, while counting the upper limits as detections
gives hi ¼ 112 9 km s1 (101 5 km s1 without AGN)
with a standard deviation of 85 m s1. The observed line widths
could be caused by random motions, rotation, merging, or—
most likely—some combination of all of these. Galactic outflow
speeds (as measured by the velocity offsets among H, Ly, and
the rest-frame UV interstellar absorption lines) show no corre-
lation with the line widths, and the AGN fraction of4%means
that broadening by AGNs is usually not significant. Dynamical
masses can be calculated from the line widths via the relation
Mdyn ¼ C
2r
G
: ð1Þ
The factor C depends on the galaxy’s mass distribution and veloc-
ity field, and may range from C  1 to C  5. The value of C
depends on the mass density profile, the velocity anisotropy, and
relative contributions to from randommotions or rotation, the as-
sumption of a spherical or disklike system, and possible differences
in distribution between the total mass and that of tracer particles
used to measure it. Obviously, the definition of the radius r is also
crucial. Most of these factors are unknown for the current sample.
Under the assumption that a disk geometry is appropriate for
gas-rich objects (see x 6), we begin with the relationshipMdyn ¼
v2truer/G.We incorporate an average inclination correction hvtruei ¼
/2hvobsi, and for vobs we use the observed velocity half-width
(vobs ¼ FWHM/2 ¼ 2:35 /2). Combining the constants and
writing the equation in terms of  then gives C ’ 3:4. For the
galaxy size rH we use half of the spatial extent of the H emis-
sion, after deconvolution of the seeing. The galaxies are spatially
Fig. 5.—Histograms showing the distributions of the results of the SED modeling. From left to right and top to bottom, we show E(B V ), age, SFR, and stellar
mass. Statistics of the distributions are given in the text. [See the electronic edition of the Journal for a color version of this figure.]
ERB ET AL.118 Vol. 646
resolved in almost all cases; for those few that are not, we use the
smallest size measured under the same seeing conditions as an
upper limit.We find amean and standard deviation hrHi ¼ 0B7
0B3 (6 kpc), approximately the same as the typical isophotal
radius used for photometric measurements. Because it is diffi-
cult to continuously monitor the seeing while observing with
NIRSPEC, some uncertainty is introduced by our inexact knowl-
edge of the seeing during each observation. This uncertainty is
typically 0B1–0B2, but for those objects that are near the resolution
limit it may be much larger. Because of this issue, the sizes are
uncertain by 30%. Note that most previous calculations of
dynamical mass at high redshift have used C ¼ 5 (appropriate
for a uniform sphere; e.g., Pettini et al. 2001; Erb et al. 2003,
2004; Shapley et al. 2004; van Dokkum et al. 2004; Swinbank
et al. 2004).
Values of rH are given in column (5) of Table 4, and dynam-
ical masses are given in column (8). Using the 85 galaxies with
well-determined , we find a mean dynamical mass hMdyni ¼
(1:2 0:4) ; 1011 M. The two largest dynamical masses in the
sample areMdyn ¼ 5:7 ; 1011 M (Q1700-MD174) andMdyn ¼
3:8 ; 1012 M (Q1700-MD94); both of these objects are AGNs,
and their broadH lines are therefore not a reflection of the grav-
itational potential. Neglecting these two objects, and the other
AGNs that have Mdyn  (6 9) ; 1010 M (HDF-BMZ1156,
Q1623-BX151, and Q1623-BX663), results in hMdyni ¼ (6:9
0:6) ; 1010 M, with a standard deviation of 5:8 ; 1010 M.
Approximately 25% of the non-AGNs have dynamical masses
Mdyn > 10
11 M, with Q1623-BX376 (Mdyn ¼ 3:7 ; 1011 M)
being the largest.
Uncertainties in the dynamical masses are probably dominated
by the constant C, which may vary by a factor of a few. Our line
widths may also occasionally suffer from contamination by night-
sky lines; we have removed the most obvious cases, but repeated
observations with varying signal-to-noise ratios (S/N) show that
this can occasionally affect the line profile by up to30%. Com-
plex spatial and kinematic structure can also affect the observed
velocity dispersion, as discussed previously (Erb et al. 2003) and
recently emphasized by Colina et al. (2005). The H emission
also may not trace the full potential, especially in low S/N spectra
of high-redshift objects. Even in some local starburst galaxies the
H emission does not fully sample the rotation curve (Lehnert &
Heckman 1996). Indeed, themean dynamicalmasswe derive here
is15 times lower than the typical halo mass as inferred from the
galaxies’ clustering properties (Adelberger et al. 2005b).
4.1. Comparisons with Stellar Masses
Turning next to a comparison of the galaxies’ dynamical and
stellar masses, in Figure 7 we plot dynamical mass versus stellar
mass for the 68 galaxies for which we have determined both. The
dashed line shows equal masses, while the dotted lines on either
side indicate approximate uncertainties of 0.8 dex (a 50%
uncertainty in both masses, added in quadrature; this includes
systematic uncertainties in the dynamical mass model as well as
the measurement uncertainties shown by the error bars in the
lower right corner). Excluding AGNs, the mean dynamical mass
is 2 times higher than the mean stellar mass. Significant cor-
relation between stellar and dynamical mass is observed in the
local universe (e.g., Brinchmann & Ellis 2000), but such a corre-
lation will exist only if the stellar mass makes up a relatively
constant fraction of the dynamical mass over the full range of
stellarmasses. If low stellarmass galaxies have large gas fractions,
as is seen in local galaxies (McGaugh & de Blok 1997; Bell &
de Jong 2000), they may not have correspondingly small dynam-
ical masses. With these caveats in mind, we perform Spearman
and Kendall  correlation tests (neglecting the AGNs) and find a
probability P ¼ 0:01 that the masses are uncorrelated, for a sig-
nificance of the correlation of 2.5 . This is consistent with our
qualitative expectations fromFigure 7, inwhichmost of the points
lie well within the dotted lines marking a factor of 6 difference
between the masses (although we see a significant number of
outliers with Mdyn3M?, to be discussed further below).
Approximately 20% of the galaxies in the sample haveM? >
Mdyn, clearly an unphysical situation. The discrepancies are usu-
ally a factor of 2–3 and always less than a factor of 6, which
can be easily explained by the factor of a few uncertainty in both
masses. In any case, because the H line widths may not sample
the full potential, it would not be a surprise to find some objects
with M? > Mdyn.
It is potentially more interesting to consider the small but sig-
nificant fraction of the objects for which Mdyn3M?; we focus
on the 15% of the sample (11/68) for which Mdyn/M? > 10
(one of these is the AGN Q1700-MD94, which has a dynamical
mass of 3:8 ; 1012 M due to its very broadH line; this is clearly
a problematic estimate of dynamical mass, and we exclude this
object in the following discussion). These objects aremarkedwith
diamonds in Figure 7, and in many of the subsequent figures as
well. The large differences between stellar and dynamical masses
suggest the following possibilities: (1) these are galaxies that have
recently begun forming stars and thus have small stellar masses
and large gas fractions, or (2) we significantly underestimate the
stellar mass for up to15% of the sample, presumably because of
an undetected old stellar population. One should also consider the
possibility that contamination from winds, shock ionization, or
AGNs causes an overestimate of the dynamical masses of15%
of the sample. There is no evidence for this third possibility, how-
ever; except in the few cases of known AGNs, none of the ob-
jects show evidence of ionization from any source other than star
Fig. 6.—Comparison of the stellar masses of the full sample of 461 UV-
selected galaxies (light gray) and the 93 galaxies for which we have model SEDs
and H spectra (dark gray). The mean stellar mass of the full sample is (3:0
0:5) ; 1010 M, while that of the H subsample is (3:7 0:5) ; 1010 M. For the
purposes of this comparison we use constant star formation models for all
objects, and the Kmagnitudes of the NIRSPEC sample have not been corrected
for H emission. [See the electronic edition of the Journal for a color version of
this figure.]
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TABLE 4
Kinematics
Object
(1)
zH
(2)
zabs
a
(3)
zLy
b
(4)
FH
c
(1017 ergs s1 cm2)
(5)
rH
d
(kpc)
(6)
 e
(km s1)
(7)
vc
f
( km s1)
(8)
Mdyn
g
(1010 M)
(9)
M?
h
(1010 M)
(10)
CDFb-BN88..................... 2.2615 . . . . . . 2.6  0.2 7.4 96þ2020 . . . 5.3 . . .
HDF-BX1055................... 2.4899 2.4865 2.4959 2.6  0.6 3.8 <59 . . . <1.0 . . .
HDF-BX1084................... 2.4403 2.4392 . . . 7.3  0.2 4.8 102þ66 . . . 5.1 . . .
HDF-BX1085................... 2.2407 2.2381 . . . 1.1  0.1 2.4 . . . . . . . . . . . .
HDF-BX1086................... 2.4435 . . . . . . 1.8  0.2 <1:9 95þ2020 . . . <1.6 . . .
HDF-BX1277................... 2.2713 2.2686 . . . 5.3  0.2 5.0 63þ910 . . . 1.3 0.5
HDF-BX1303................... 2.3003 2.3024 2.3051 2.6  0.5 3.4 . . . . . . . . . 0.8
HDF-BX1311................... 2.4843 2.4804 2.4890 8.0  0.4 5.5 88þ99 . . . 3.2 0.9
HDF-BX1322................... 2.4443 2.4401 2.4491 2.0  0.2 4.6 <47 . . . <1.1 0.7
HDF-BX1332................... 2.2136 2.2113 . . . 4.4  0.3 5.5 54þ1620 47  14 1.2 0.2
HDF-BX1368................... 2.4407 2.4380 2.4455 8.8  0.4 7.4 139þ99 . . . 6.6 1.5
HDF-BX1376................... 2.4294 2.4266 2.4338 2.2  0.2 2.9 96þ2224 . . . 2.2 0.2
HDF-BX1388................... 2.0317 2.0305 . . . 5.8  0.5 7.9 140þ2121 . . . 11.7 7.0
HDF-BX1397................... 2.1328 2.1322 . . . 5.3  0.5 8.6 125þ2224 109  19 10.3 1.7
HDF-BX1409................... 2.2452 2.2433 . . . 8.5  0.6 7.0 158þ1818 . . . 13.3 2.7
HDF-BX1439................... 2.1865 2.1854 2.1913 8.8  0.3 8.2 120þ88 . . . 8.6 4.5
HDF-BX1479................... 2.3745 2.3726 2.3823 2.5  0.2 4.3 46þ1821 . . . 0.9 1.0
HDF-BX1564................... 2.2225 2.2219 . . . 8.6  0.7 15.4 99þ1618 . . . 11.7 3.3
HDF-BX1567................... 2.2256 2.2257 . . . 4.0  0.6 2.6 <62 . . . <1.8 2.3
HDF-BX305..................... 2.4839 2.4825 . . . 4.2  0.4 3.8 140þ2224 . . . 5.6 3.0
HDF-BMZ1156i ............... 2.2151 . . . . . . 5.4  0.4 <1.9 196þ2426 . . . <7.1 9.6
Q0201-B13....................... 2.1663 . . . . . . 2.4  0.1 7.4 62þ1010 . . . 2.2 . . .
Q1307-BM1163 ............... 1.4105 1.4080 . . . 28.7  1.2 6.7 125þ88 . . . 8.2 . . .
Q1623-BX151i ................. 2.4393 . . . . . . 3.5  0.6 8.4 98þ3640 . . . 6.3 . . .
Q1623-BX214.................. 2.4700 2.4674 . . . 5.3  0.4 4.1 55þ1415 . . . 1.0 . . .
Q1623-BX215.................. 2.1814 2.1819 . . . 4.8  0.3 5.0 70þ1516 . . . 2.0 . . .
Q1623-BX252.................. 2.3367 . . . . . . 1.1  0.3 <1.9 . . . . . . . . . . . .
Q1623-BX274.................. 2.4100 2.4081 2.4130 9.5  0.3 4.8 121þ99 . . . 5.5 . . .
Q1623-BX344.................. 2.4224 . . . . . . 17.1  0.8 4.1 92þ910 . . . 2.7 . . .
Q1623-BX366.................. 2.4204 2.4169 . . . 7.8  1.5 8.4 103þ3944 . . . 7.0 . . .
Q1623-BX376.................. 2.4085 2.4061 2.4153 5.3  0.7 7.0 261þ5454 . . . 36.6 0.5
Q1623-BX428.................. 2.0538 2.0514 2.0594 2.7  0.5 1.4 . . . . . . . . . 1.1
Q1623-BX429.................. 2.0160 2.0142 . . . 5.1  0.5 6.7 57þ2227 . . . 1.7 0.5
Q1623-BX432.................. 2.1817 . . . . . . 5.4  0.3 4.6 54þ1516 . . . 1.0 0.8
Q1623-BX447.................. 2.1481 2.1478 . . . 5.6  0.3 5.3 174þ1515 160  22 12.5 4.4
Q1623-BX449.................. 2.4188 . . . . . . 3.5  0.9 <1.9 <72 . . . <2.5 2.4
Q1623-BX452.................. 2.0595 2.0595 . . . 4.4  0.4 9.6 129þ2020 . . . 12.9 4.3
Q1623-BX453.................. 2.1816 2.1724 2.1838 13.8  0.2 4.1 61þ44 . . . 1.2 4.9
Q1623-BX455.................. 2.4074 2.4066 . . . 18.8  1.1 5.0 187þ1515 . . . 13.6 0.09
Q1623-BX458.................. 2.4194 2.4174 . . . 4.3  0.5 8.4 160þ2727 116  18 16.8 3.1
Q1623-BX472.................. 2.1142 2.1144 . . . 3.9  0.2 6.0 110þ1010 110  12 5.7 3.2
Q1623-BX502.................. 2.1558 2.1549 2.1600 13.2  0.4 6.2 75þ88 . . . 2.7 0.04
Q1623-BX511.................. 2.2421 . . . . . . 3.4  0.3 6.2 152þ3436 80  18 11.3 0.8
Q1623-BX513.................. 2.2473 2.2469 2.2525 3.3  0.3 3.4 . . . . . . . . . 2.1
Q1623-BX516.................. 2.4236 2.4217 . . . 5.2  1.0 2.6 114þ1516 . . . 2.7 5.1
Q1623-BX522.................. 2.4757 2.4742 . . . 2.8  0.3 6.2 <46 . . . <1.0 6.2
Q1623-BX528.................. 2.2682 2.2683 . . . 7.7  0.4 7.9 142þ1414 76  12 12.0 12.2
Q1623-BX543.................. 2.5211 2.5196 . . . 8.6  0.7 7.4 148þ2426 . . . 12.6 0.4
Q1623-BX586.................. 2.1045 . . . . . . 5.1  0.4 5.3 124þ1820 . . . 6.2 2.5
Q1623-BX599.................. 2.3304 2.3289 2.3402 18.1  0.4 5.8 162þ88 . . . 11.6 6.7
Q1623-BX663i ................. 2.4333 2.4296 2.4353 8.2  0.3 7.0 132þ1214 . . . 9.3 13.2
Q1623-MD107................. 2.5373 . . . . . . 3.7  0.4 3.6 <43 . . . <0.9 0.4
Q1623-MD66................... 2.1075 2.1057 . . . 19.7  0.3 5.3 120þ44 . . . 5.9 3.9
Q1700-BX490.................. 2.3960 2.3969 2.4043 17.7  0.6 5.5 110þ99 . . . 5.1 0.4
Q1700-BX505.................. 2.3089 . . . . . . 3.6  0.3 7.4 120þ2021 . . . 8.3 3.6
Q1700-BX523.................. 2.4756 . . . . . . 4.7  0.5 7.7 130þ2626 . . . 9.9 1.1
Q1700-BX530.................. 1.9429 1.9411 . . . 12.2  0.7 6.2 <37 . . . <0.6 1.8
Q1700-BX536.................. 1.9780 . . . . . . 11.3  0.7 7.9 89þ1415 . . . 4.7 2.8
Q1700-BX561.................. 2.4332 2.4277 . . . 1.9  0.6 <1.9 . . . . . . . . . 11.5
Q1700-BX581.................. 2.4022 2.3984 . . . 4.0  0.7 4.3 . . . . . . . . . 0.2
Q1700-BX681.................. 1.7396 1.7398 1.7467 6.3  0.2 8.6 . . . . . . . . . 0.6
Q1700-BX691.................. 2.1895 . . . . . . 7.7  0.3 6.7 170þ1414 220  14 15.0 7.6
Q1700-BX717.................. 2.4353 . . . 2.4376 3.8  0.4 4.8 <47 . . . <1.1 0.4
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TABLE 4—Continued
Object
(1)
zH
(2)
zabs
a
(3)
zLy
b
(4)
FH
c
(1017 ergs s1 cm2)
(5)
rH
d
(kpc)
(6)
e
( km s1)
(7)
vc
f
( km s1)
(8)
Mdyn
g
(1010 M)
(9)
M?
h
(1010 M)
(10)
Q1700-BX759.................. 2.4213 . . . . . . 1.3  0.5 2.4 . . . . . . . . . 2.4
Q1700-BX794.................. 2.2473 . . . . . . 6.8  0.4 4.8 80þ1414 . . . 2.4 1.1
Q1700-BX917.................. 2.3069 2.3027 . . . 7.4  0.5 10.6 99þ1214 . . . 8.2 4.0
Q1700-MD69................... 2.2883 2.288 . . . 8.2  0.9 9.4 155þ1516 . . . 17.2 18.6
Q1700-MD94i ........................ 2.3362 . . . . . . 2.8  0.3 9.6 730þ8282 . . . 382 15.3
Q1700-MD103................. 2.3148 . . . . . . 4.1  0.8 8.4 75þ2124 100  19 3.7 6.6
Q1700-MD109................. 2.2942 . . . . . . 8.9  0.7 4.1 93þ2426 . . . 2.7 1.7
Q1700-MD154................. 2.6291 . . . . . . 7.5  0.5 8.2 57þ3450 . . . 2.1 4.4
Q1700-MD174i ................ 2.3423 . . . . . . 12.9  1.4 3.6 444þ5050 . . . 56.5 23.6
Q2343-BM133 ................. 1.4774 1.4769 . . . 28.7  0.8 7.7 55þ66 . . . 1.8 0.5
Q2343-BM181 ................. 1.4951 1.4952 . . . 3.4  0.5 7.7 39þ1730 45  18 1.0 . . .
Q2343-BX163.................. 2.1213 . . . . . . 2.2  0.4 4.1 . . . . . . . . . 1.3
Q2343-BX169.................. 2.2094 2.2105 2.2173 4.7  0.3 3.1 . . . . . . . . . 0.9
Q2343-BX182.................. 2.2879 2.2857 2.2909 2.4  0.3 2.6 . . . . . . . . . 0.4
Q2343-BX236.................. 2.4348 2.4304 2.4372 3.1  0.6 4.8 148þ4042 . . . 8.2 2.1
Q2343-BX336.................. 2.5439 2.5448 2.5516 4.3  0.6 5.0 140þ3334 . . . 7.6 1.9
Q2343-BX341.................. 2.5749 2.5715 . . . 4.0  0.6 2.4 . . . . . . . . . 0.5
Q2343-BX378.................. 2.0441 . . . . . . 4.5  1.0 7.4 . . . . . . . . . 0.3
Q2343-BX389.................. 2.1716 2.1722 . . . 12.0  0.4 10.1 111þ88 71 10 9.6 6.1
Q2343-BX390.................. 2.2313 2.2290 . . . 4.9  0.5 10.8 78þ2124 . . . 5.1 0.7
Q2343-BX391.................. 2.1740 2.1714 . . . 4.2  0.2 6.0 . . . . . . . . . 0.2
Q2343-BX418.................. 2.3052 2.3030 2.3084 8.0  0.2 3.6 66þ66 . . . 1.2 0.1
Q2343-BX429.................. 2.1751 . . . . . . 4.8  0.3 9.4 51þ1620 . . . 1.9 0.4
Q2343-BX435.................. 2.1119 2.1088 2.1153 8.1  0.4 8.9 60þ1214 . . . 2.4 4.4
Q2343-BX436.................. 2.3277 2.3253 2.3315 7.2  0.4 9.1 63þ1012 . . . 2.8 1.1
Q2343-BX442.................. 2.1760 . . . . . . 7.1  0.3 10.6 132þ99 . . . 13.5 14.7
Q2343-BX461.................. 2.5662 2.5649 2.5759 7.0  0.7 7.7 139þ2224 . . . 11.5 0.1
Q2343-BX474.................. 2.2257 2.2263 . . . 5.0  0.3 7.0 84þ1212 . . . 3.8 7.2
Q2343-BX480.................. 2.2313 2.2297 2.2352 3.0  0.2 3.4 <37 . . . <0.7 3.0
Q2343-BX493.................. 2.3396 2.3375 2.3447 5.3  0.9 6.5 155þ3942 . . . 12.2 0.1
Q2343-BX513j ................. 2.1092 2.1090 2.114 10.1  0.4 4.1 150þ99 . . . 7.0 5.9
Q2343-BX529.................. 2.1129 2.1116 2.1190 3.5  0.5 <1.9 . . . . . . . . . 0.6
Q2343-BX537.................. 2.3396 . . . . . . 5.2  0.3 5.3 . . . . . . . . . 0.8
Q2343-BX587.................. 2.2430 2.2382 . . . 5.5  0.4 7.7 94þ1415 . . . 5.2 3.5
Q2343-BX599.................. 2.0116 2.0112 . . . 4.5  0.4 7.2 77þ2122 . . . 3.3 3.3
Q2343-BX601.................. 2.3769 2.3745 2.3823 7.4  0.4 5.3 105þ1212 . . . 4.5 2.3
Q2343-BX610.................. 2.2094 2.2083 2.2129 8.1  0.4 8.4 96þ910 . . . 6.1 23.2
Q2343-BX660.................. 2.1735 2.1709 2.1771 9.4  0.4 6.2 <40 . . . <0.8 1.4
Q2343-MD59................... 2.0116 2.0107 . . . 2.9  0.4 5.5 . . . . . . . . . 7.6
Q2343-MD62................... 2.1752 2.1740 . . . 2.3  0.3 6.7 79þ2730 . . . 3.3 1.9
Q2343-MD80................... 2.0138 2.0116 . . . 3.2  0.3 2.6 74þ1616 . . . 1.1 0.6
Q2346-BX120.................. 2.2664 . . . . . . 5.3  0.3 6.2 62þ1212 40  10 1.9 . . .
Q2346-BX220.................. 1.9677 1.9664 . . . 10.3  0.6 6.5 143þ1414 . . . 10.4 1.7
Q2346-BX244.................. 1.6465 1.6462 1.6516 5.4  0.8 7.7 42þ2742 . . . 1.0 . . .
Q2346-BX404.................. 2.0282 2.0270 2.0348 13.9  0.3 3.6 102þ33 . . . 3.0 4.0
Q2346-BX405.................. 2.0300 2.0298 2.0358 14.0  0.2 5.8 50þ44 . . . 1.1 1.6
Q2346-BX416.................. 2.2404 2.2407 . . . 12.1  0.7 4.3 126þ1214 . . . 5.3 2.5
Q2346-BX482.................. 2.2569 2.2575 . . . 11.2  0.3 9.8 133þ44 . . . 13.7 . . .
SSA22a-MD41................. 2.1713 . . . . . . 7.9  0.1 9.6 107þ66 150  16 8.2 . . .
West-BM115 .................... 1.6065 1.6060 . . . 5.9  0.4 5.5 128þ1515 . . . 6.9 . . .
West-BX600..................... 2.1607 . . . . . . 6.3  0.4 8.2 181þ1616 210  13 21.5 . . .
a Vacuum redshift of the UV interstellar absorption lines. We give a value only when the S/N of the spectrum is sufficient for a precise measurement.
b Vacuum redshift of the Ly emission line, when present.
c Observed flux of the H emission line.
d Approximate spatial extent of the H emission (FWHM), after subtraction of the seeing in quadrature.
e Velocity dispersion of the H emission line.
f For tilted emission lines, the velocity shear (vmax  vmin)/2, where vmax and vmin are with respect to the systemic redshift.
g Dynamical mass Mdyn ¼ 3:42rH /G.
h Stellar mass, from SED modeling.
i AGN.
j Q2343-BX513 was observed twice with NIRSPEC, with position angles differing by 9

. The first observation yielded zH ¼ 2:1079 and  ¼ 58 km s1, and the
second yielded zH ¼ 2:1092 and  ¼ 150 km s1. It also has two Ly emission redshifts, zLy ¼ 2:106 and 2.114.
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formation, either from their UV spectra or from high [N ii]/H
ratios. The objects with Mdyn3M? have low stellar masses,
and as Erb et al. (2006a) have shown in the context of estimat-
ingmetallicity as a function of stellar mass, [N ii] is not detected
even in a composite spectrum of 15 such objects.
The best-fit ages and H equivalent widths (Erb et al. [2006b]
discuss the equivalent widths more fully) of the set of galaxies
with Mdyn/M? > 10 favor the first possibility. As shown in Fig-
ure 8, there is a strong correlation betweenMdyn/M? and age, and,
with somewhat more scatter, betweenMdyn/M? andWH (the cor-
relations have 5 and 4 , respectively). Objects withMdyn3M?
have young best-fit ages and tend to have high H equivalent
widths aswell, with 200PWH P 13008. Note that these are not
correlations of independent quantities; age and stellar mass are
correlated by definition in the constant star formation models we
use for the majority of the sample, and the equivalent width de-
pends on the Ks magnitude, which is also closely related to stellar
mass. This, combined with the fact that we see less dispersion in
dynamical mass than in stellar mass, accounts for the correlations
in Figure 8.
It is important to assess whether or not the Mdyn3M? gal-
axies are really significantly younger than the rest of the sample,
given the well-known degeneracies between age and extinction
in SEDmodeling and the considerable uncertainties in the age of
a typical object. Confidence intervals for the age–E(B V ) fits
for two of theMdyn3M? galaxies (Q1623-BX502 and Q2343-
BX493) are shown in Figure 4. These are representative of this
set of objects. Young ages [and correspondingly high values of
E(B V )] are clearly strongly favored, but there is a tail of
acceptable solutions extending to higher ages. This set of objects
is unique in favoring such young ages. To further test the sig-
nificance of the young ages, we have divided the sample into
four quartiles byMdyn/M? (with 16, 17, 17, and 17 galaxies in the
quartiles) and performedK-S tests on the age distribution of each
quartile, making use of the Monte Carlo simulations described
in x 3. These simulations perturb the colors of each galaxy ac-
cording to its photometric errors and compute the best-fit model
for the perturbed colors. We conducted 10,000 trials for each
galaxy and generated lists of the best-fit ages for all trials in each
quartile (for 160,000 or 170,000 trial ages in each quartile). A
two-sample K-S test on all pairs of the four quartiles finds that
the probabilityP ’ 0 that the ages in the quartile with the highest
Mdyn/M? are drawn from the same distribution as the remaining
quartiles. This test suggests that although the ages of individual
Fig. 7.—Dynamical vs. stellar mass for the 68 galaxies with measurements
of both quantities. Excluding AGNs, we find hM?i ¼ (3:5 0:5) ; 1010 M,
while the mean dynamical mass is hMdyni ¼ (7:1 0:7) ; 1010 M. The dashed
line indicates equal masses. The error bars in the lower right corner show typical
uncertainties, which for dynamical masses include only measurement errors in
rH and . Uncertainties in dynamical masses are dominated by the unknown
factors in the mass model, as discussed in the text; incorporating these un-
certainties, we estimate approximate combined uncertainties of 0.8 dex, as
shown by the dotted lines. Galaxies with Mdyn /M? > 10 are marked with dia-
monds, andwe discuss possible reasons for their discrepancy in the text. [See the
electronic edition of the Journal for a color version of this figure.]
Fig. 8.—Left: The mass ratio Mdyn /M? vs. the best-fit age from SED modeling. Right: Mdyn /M? vs. H equivalent width WH. Galaxies with high Mdyn /M? have
young ages, and also tend to have high equivalent widths. Typical uncertainties are shown by the error bars in the corner of each plot. Symbols are as in Fig. 7. [See the
electronic edition of the Journal for a color version of this figure.]
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galaxiesmay not be well constrained, the younger average age of
the subsample with Mdyn3M? is highly significant.
The best-fit ages from the SED fitting represent the age of the
current star formation episode—however, not necessarily the
galaxy as awhole—which brings us to possibility 2 above: is there
a significant underlying population of old stars in these objects
that causes us to underestimate the stellar mass?We address this
question through the two-component models described in x 3.3,
which fit the SED with the superposition of a young burst and
maximally old population to estimate the maximum stellar mass.
The maximal mass models, which fit all the flux redward of the
K band with an old burst and then fit a young model to the UV
residuals, result in stellar masses 5–30 times larger for those
galaxies withMdyn /M? > 10. If we use the maximal mass models
for these objects rather than the single-component models in
the comparison with dynamical mass, we find hMdyn /M?i ¼ 3, as
compared to hMdyn /M?i ¼ 54 using the single-component mod-
els. However, as described in x 3.3, these models are poorer fits
and result in implausibly high average SFRs. A further difficulty
is that the mean age of the young component in these models is
3.5 Myr, approximately 1/20 the typical dynamical timescale for
these galaxies. The more general two-component modeling, in
which the total mass comes from a varying linear combination of
a maximally old burst and an episode of current star formation,
does not favor such extrememodels; for theMdyn3M? galaxies
in question, the use of these more general models increases the
average stellar mass by a factor of 3.
More powerful constraints on the ages and masses of the
Mdyn3M? objects come from the spectra of the galaxies them-
selves. Using composite spectra of the current sample, Erb et al.
(2006a) showed that there is a strong trend between metallicity
and stellar mass in the z  2 sample, such that the lowest stellar
mass galaxies also have lowmetallicities. These objects likely have
large gas fractions, accounting for their relatively lowmetal content
(we discuss the derivations of the gas fractions further in x 6). These
results strongly favor the hypothesis that the large dynamical mas-
ses of these objects are due to a large gas mass rather than a
significant population of old stars. From considerations of both
dynamical mass and baryonic mass (gas and stars; x 6), it seems
clear that objects with a best-fit stellarmass ofM? P 109 M are
not in fact significantly less massive than the rest of the sample.
4.2. Velocity Dispersion and Optical Luminosity
The correlation between the luminosity of elliptical galaxies
and their velocity dispersion  (the Faber-Jackson relation,
L / 4; Faber & Jackson 1976) is well established in the local
universe. Many proposals for the origin of this correlation rely
on self-regulating feedback processes; for example, Murray et al.
(2005) proposed that momentum-driven winds from supernovae
and radiation pressure regulate the luminosity from star forma-
tion at L / 4. Other theories (e.g., Begelman & Nath 2005;
Robertson et al. 2006 and references therein) use feedback from
accretion onto a supermassive black hole to produce a corre-
lation between luminosity or stellar mass and velocity disper-
sion as a by-product of the relationship between black hole mass
and velocity dispersion, MBH / 4 (Ferrarese & Merritt 2000;
Gebhardt et al. 2000; Tremaine et al. 2002). In the local universe,
these correlations exist in relatively homogeneous, quiescent gal-
axies; with the present data, we can test the relationships among
luminosity, stellar mass, and velocity dispersion at a time during
which the galaxies are building up much of their stellar mass.
Previous efforts to find such relations at high redshift have
generally suffered from small sample sizes and resulted in weak
or absent correlations with large amounts of scatter (Pettini et al.
2001; van Dokkum et al. 2004; Swinbank et al. 2004).We revisit
the relation between  and optical luminosity with a sample of
77 z  2 UV-selected galaxies, augmented by 21 SCUBA gal-
axies presented by Swinbank et al. (2004), four of the Distant
Red Galaxies (DRGs) discussed by van Dokkum et al. (2004),
and 16Lyman break galaxies (LBGs) at z  3 (Pettini et al. [2001]
gave velocity dispersions for nine galaxies observed in K and
[usually] J by Shapley et al. [2001], and we have subsequently
observed seven more). Our total sample thus consists of 118
galaxies with a mean spectroscopic redshift hzi ¼ 2:38 and
z ¼ 0:37.
Figure 9 shows the extinction-corrected rest-frame V-band
luminosity plotted against the velocity dispersion ; the lumi-
nosity is determined by multiplying the best-fit SED with the
redshifted V transmission curve, and the extinction correction
employs the Calzetti et al. (2000) extinction law and the best-fit
values of E(B V ) from the SED modeling. We have used
photometry from Shapley et al. (2001) to remodel the SEDs of
the z  3 LBGs, for consistency with the z  2 sample. We also
use the extinction-corrected magnitudes MV from Swinbank
et al. (2004) and use the values of AV determined from SED
modeling by van Dokkum et al. (2004) to correct their absolute
V magnitudes. The solid line shows the local i-band2 Faber-
Jackson relation derived from 9000 Sloan Digital Sky Survey
(SDSS) galaxies by Bernardi et al. (2003). Assuming no change
in slope, the local relation is offset from the median of the data by
1.35 dex in luminosity, as shown by the dotted line. The data are
strongly correlated; the Spearman and Kendall  tests give a prob-
ability P ¼ 2 ; 105 that the data are uncorrelated, for a signifi-
cance of 4.1 . An attempt to fit both the slope and the zero point
Fig. 9.—Velocity dispersion vs. extinction-corrected rest-frame V-band lu-
minosity. Circles show the current sample, crosses are Lyman break galaxies
at z  3, stars are the DRGs presented by van Dokkum et al. (2004), and the
squares represent the SCUBA galaxies of Swinbank et al. (2004; filled squares
are those classified as star-forming galaxies, and open squares represent AGNs).
The solid line shows the local Faber-Jackson relation, and the dotted line shows
the local relation shifted upward by 1.35 dex in order to pass through the median
of the data. Typical uncertainties are shown by the error bars in the lower right
corner. [See the electronic edition of the Journal for a color version of this figure.]
2 The slope of the Faber-Jackson relation is the same within the uncertainties
in all bands, while the zero point decreases slightly at shorter wavelengths.
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of the correlation shows that the slope is not well constrained and
depends strongly on the fitting procedure and the relative un-
certainties assumed for L and ; however, it is not inconsistent
with 4, the observed slope of the local Faber-Jackson relation.
Although there is strong evidence for a correlation between
L and  at z > 2, the scatter is considerable and too large to be
accounted for by observational errors. The value of  varies by
a factor of 3–4 at a given luminosity, and for most values of
 we see at least an order of magnitude variation in L. Some
insight into the sources of the scatter may be obtained by ac-
counting for the large variation in the mass to light ratio M /L
observed at z  2. As shown by Shapley et al. (2005) for a
similar sample of UV-selected galaxies, the rest-frame optical
M /L varies by a factor of 80, with the highest values of M /L
approaching the typical values seen in local galaxies; we find
very similar results for the current sample. In Figure 10 we
account for this variation by decreasing the luminosity of each
galaxy in the z  2 sample by the difference between its value of
M /L and the typical (M /L)0 of an elliptical galaxy in the local
universe. We use (M /L)0 ¼ 3, as found by Padmanabhan et al.
(2004) for elliptical galaxies in the SDSS; the average shift in
luminosity is a factor of 10, and the shift ranges from a factor of
2 to a factor of 120. The figure approximates what would be
observed at z  0 if each galaxy were fixed at its current stellar
mass and velocity dispersion and faded to match present-day
M /L values. This prediction is particularly relevant for the cur-
rent sample because the clustering properties of the z  2 gal-
axies indicate that they are the likely progenitors of elliptical
galaxies such as those seen in the SDSS (Adelberger et al. 2005b).
The solid line again shows the local Faber-Jackson relation, which
is a reasonable fit to many of the points; however, the large re-
maining scatter and significant number of outliers are consistent
with the expectation (from the high gas fractions discussed in x 6
and the high SFRs found by Erb et al. 2006b) that most of the
galaxies are still actively building up stellar mass.
For the current data, the most relevant prediction of the rela-
tionship between L and  at high redshift is that of Murray et al.
(2005), who proposed a limiting, Eddington-like luminosity for
starbursts, LM ’ (4fgc/G)4, where fg refers to the gas fraction.
In this model, momentum-driven winds powered by radiation
pressure and supernovae would expel much of the gas from the
galaxy at luminosities above LM. At LM, feedback moderates the
SFR, and luminosity does not increase significantly beyond LM.
LM represents the bolometric luminosity from star formation, so
the plot of LV versus  discussed above is not the most appro-
priate test of this prediction. Instead, we estimate the bolometric
luminosities L( IRþUV) from the extinction-corrected H SFRs
determined by Erb et al. (2006b). We invert the prescription of
Bell et al. (2005), who related the SFR to the bolometric lumi-
nosity, to produce the relation
L( IRþUV)
L
¼ 1:0 ; 1010 SFR
M yr1
: ð2Þ
Here LIR represents the total IR luminosity, while LUV is the
light from unobscured stars. Before using this expression we
have converted our SFRs to the Kroupa (2001) IMF used by Bell
et al. (2005).We find amean hL( IRþUV)i ¼ 4:6 ; 1011 L, slightly
higher than the average bolometric luminosity hL( IRþUV)i ¼
2:3 ; 1011 L estimated for a different sample of UV-selected
z  2 galaxies from 24 m observations by Reddy et al.
(2006). The two determinations of L( IRþUV) can be compared
directly for 11 galaxies common to both samples, as shown in
Figure 5 of Reddy et al. (2006); the two measurements agree
within the uncertainties, with hlog LHboli ¼ 11:46 0:27 andhlog LIRþUVbol i ¼ 11:59 0:20.
Figure 11 shows the inferred bolometric luminosity L( IRþUV)
plotted against velocity dispersion, along with lines indicating
Fig. 10.—The V-band luminosities of the z  2 sample shifted by the differ-
ence between the observed and local mass-to-light ratios as described in the text,
plotted vs. velocity dispersion . The solid line shows the local Faber-Jackson
relation. Typical uncertainties are shown by the error bars in the lower right corner.
[See the electronic edition of the Journal for a color version of this figure.]
Fig. 11.—Bolometric luminosity L( IRþUV) calculated from the extinction-
corrected H SFRs, as described in the text vs. velocity dispersion, compared
with the model of Murray et al. (2005) for gas fractions fg ¼ 1:0, 0.1, and 0.01
(solid, dashed, and dotted lines, respectively). These three lines also indicate
reasonable uncertainties in the model. The local Faber-Jackson relation is
shown by the dot-dashed line at right. Typical uncertainties are shown by the
error bars in the lower right corner. [See the electronic edition of the Journal for
a color version of this figure.]
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LM for gas fractions fg ¼ 1:0, 0.1, and 0.01 (from left to right:
solid, dashed, and dotted lines). We also show the local Faber-
Jackson relation. Although the three LM lines indicate differences
in the gas fraction, they also represent the uncertainty inLM. They
are not sufficient to discriminate between gas fractions; the objects
with the highest inferred gas fractions (the Mdyn3M? galaxies
marked with diamonds) do not fall closest to the fg ¼ 1:0 line.
Within these uncertainties, the Murray et al. (2005) model ap-
pears to be a reasonable description of the data; the points are
strongly correlated, with 4.0  significance and P ¼ 7 ; 105,
and the LM lines bracket most of them.
The observed or inferred luminosity is a complex superposi-
tion of light from current star formation and from formed stellar
mass (and from dust emission, in the case of bolometric lumi-
nosities), and the SFR likely varies on a much shorter timescale
than . A somewhat less complicated comparison may therefore
be between stellar mass and velocity dispersion, quantities that
might be expected to be related through theMBH- relation and
the Mbulge-MBH relation (Magorrian et al. 1998; Marconi &
Hunt 2003), as well as through the comparison of stellar and
dynamical masses discussed above. We plot stellar massM? ver-
sus  in Figure 12; this is similar to Figure 7, although herewe add
the z  3 LBGs and the DRGs. The correlation has a significance
of 3.6 , about the same as the -L correlation; the low stellar
mass galaxies with large velocity dispersions discussed above
are clear outliers (marked with diamonds; they are included in
the above correlation test). The dotted line is the local relation be-
tween bulge stellar mass and velocity dispersion, constructed
by combining theMbulge-MBH relation of Marconi & Hunt (2003)
and the MBH- relation of Tremaine et al. (2002); it provides a
surprisingly accurate upper envelope in  on the plot, as with
the exception of AGNs and the Mdyn3M? objects discussed
above (marked with diamonds), virtually all of the points lie on
or to the left of this line.
At least some theoretical predictions indicate that the corre-
lation between M? and  should be strong at high redshift. The
results of one such study are shown by the open symbols, from
the numerical simulations of Robertson et al. (2006; see their
Fig. 3). These simulations test the evolution of theMBH- relation
with redshift using simulations ofmerging galaxies, incorporating
feedback from black hole growth such that 0.5% of the ac-
creted rest-mass energy heats the gas. The MBH- correlation
then results from the regulation of black hole growth by feed-
back (Di Matteo et al. 2005). The simulation results for z ¼ 2
(Fig. 12, open squares) and z ¼ 3 (Fig. 12, open circles) de-
scribe the upper envelope in observed  reasonably well, but the
data exhibit considerably more scatter. Given the parameters of
the simulations, this is not a surprise. The velocity dispersions
in the models (which are the stellar velocity dispersions, not the
gas velocity dispersions we use) are measured well after the
merger and accompanying AGN feedback, when the SFR has
dropped to nearly zero (DiMatteo et al. 2005), while the data rep-
resent galaxies at a variety of stages of an earlier starburst phase.
The simulation sample is therefore considerably more homoge-
neous than the data set.
A large number of galaxies in our data set have low velocity
dispersions for their stellar mass, relative to the local correlation
(or high stellar mass for their velocity dispersion). In fact, this
is the opposite of the trend predicted by the simulations, which
indicate weak evolution with redshift in the MBH- and M?-
relations, in the sense that velocity dispersions increase at a
given stellar mass at higher redshifts (attributed to the steeper
potential wells of high-redshift galaxies). This difference may
reflect the fact that we are probably underestimating the true
velocity dispersion in many cases, since we are only sensitive to
the highest surface brightness star-forming regions, which may
not sample the full potential. It will be interesting to see if deeper
spectra with larger telescopes result in a higher average velocity
dispersion for this sample, and an accompanying reduction of
the scatter. This plot also provides a hint of an evolutionary
sequence: if the Mdyn/M? > 10 objects are indeed young gal-
axies with high gas fractions, they may evolve upward on this
plot, significantly increasing their stellar mass with relatively
little change in velocity dispersion until they fall on or to the left
of the dotted line along with the rest of the sample. It is also pos-
sible that the velocity dispersions of these objects will decrease
over time, bringing them closer to the local relation, if they lose
a large fraction of their gas to outflows (as suggested by Erb et al.
2006a). From the observed correlations of , L, M?, and their
accompanying scatter, we conclude that the processes that create
correlations between these properties in the local universe are
underway at z  2.
4.3. A Comparison with z  3 Lyman Break Galaxies
Close examination of Figure 9 shows that the velocity dis-
persions of the z  2 sample and the z  3 LBGs have different
distributions. We compare the two directly in Figure 13, which
shows histograms of the velocity dispersions of the z  2 gal-
axies and the LBGs, after excluding AGNs. The mean and the
error in the mean of the z  2 sample is hi ¼ 108 5 km s1,
while for the z  3 LBGs it is hi ¼ 84 5 km s1; the dif-
ference between the two means is of 5  significance. The z  2
distribution is significantly broader; objects with low velocity
dispersions are common at z  2 as well as at z  3, but the
lower redshift sample contains a large number of objects with
Fig. 12.—Stellar mass vs. velocity dispersion. The dotted line shows the
local relation between bulge stellar mass and velocity dispersion, constructed by
combining the Mbulge-MBH relation of Marconi & Hunt (2003) and the MBH-
relation of Tremaine et al. (2002). Open squares and circles show the results of
the simulations of Robertson et al. (2006), which tested the evolution of the
MBH- relation with redshift. Typical uncertainties are shown by the error bars
in the lower right corner. [See the electronic edition of the Journal for a color
version of this figure.]
MASSES OF GALAXIES AT z  2 125No. 1, 2006
k 130 km s1. Only one such galaxy is present in the z  3
sample. The z  3 galaxies have an average dynamical mass
hMdyni ¼ (3:6 0:6) ; 1010 M, a factor of 2 smaller than that
of the z  2 galaxies; the average stellar mass of the LBGs is
also a factor of2 lower than that of the z  2 galaxies (Shapley
et al. 2001), although this comparison is complicated by sample
selection effects. As described in detail below, these differences
in velocity dispersion and dynamical mass appear to reflect real
differences between the z  2 and z  3 samples.
Possible selection effects are a concern in attempting to under-
stand the different distributions of  in the two samples. The z  3
line widths are measured from [O iii] k5007, while H is used for
the z  2 galaxies. To see if systematic differences between line
widths measured from the two lines might be responsible for
the effect, we have measured line widths from [O iii] k5007 for
eight of the z  2 galaxies that also have H line widths. The
eight galaxies have H velocity dispersions ranging from 60
to 150 km s1. There is no systematic difference in the veloc-
ity dispersion from the two lines, with hHi ¼ 95 km s1, and
h½O iiii ¼ 97 km s1. The individual values of  usually agree
well, and when they do not, contamination by sky lines, par-
ticularly in the H band where we measure [O iii], appears to be
the source of the discrepancy. There is therefore no evidence
that the use of different lines is a significant issue in the com-
parison of the two samples.
Another possible factor is the higher redshift of the LBGs. Sur-
face brightness is a strong function of redshift, and it is possible
that we are seeing only the brightest, most central regions of the
LBGs compared with flux from a larger region of the z  2
sample. If this is true, we might expect to observe less emission
from the faint, low surface brightness portions of the galaxies
at z  3 than at z  2; in other words, the z  3 galaxies may
appear smaller, beyond the expected scaling in size with red-
shift (e.g., Ferguson et al. 2004). We have measured the spatial
extent of 18 of the [O iii] emission lines, for comparison with the
H sizes; as in the z  2 sample, most of the lines are spatially
resolved, and hr½O iiii ¼ 0B6 ’ 4:5 kpc. The mean value of r½O iii
is slightly smaller than themeanH spatial extent, for which we
find hrHi ¼ 0B7 ’ 6 kpc. This difference is almost identical to
the mean size difference found between UV-bright galaxies at
z  3 and z  2:3 by Ferguson et al. (2004), who found that
galaxy radii scale with redshift approximately as the Hubble pa-
rameter H1(z), in accordance with theoretical expectations. In
our adopted cosmology, this scaling predicts that the z  3 LBGs
should have mean radii 70% smaller than the z  2 sample,
entirely consistent with our observations. We therefore have
reason to believe that the observed size differences reflect real
differences between the two samples, rather than surface bright-
ness effects.
The selection criteria for observation with NIRSPEC were
somewhat different for the two samples. The z  3 galaxies
were chosen primarily because of their UV brightness, with
additional objects selected because of their proximity to a QSO
sight line. Unlike some of the observations of z  2 galaxies,
objects with bright or red near-IRmagnitudes or colors were not
favored. If such bright or red objects make upmost of those with
large line widths, this could be a plausible explanation for the
differences. An examination of the list of z  2 galaxies with
 > 120 km s1 shows that some of them were indeed selected
for their bright or red near-IR properties, but an approximately
equal number were not. The velocity dispersions of z  2 gal-
axies along QSO sight lines, which should be representative of
the sample as a whole, have the same distribution as that of the
full z  2 sample, indicating that the selection of near-IR bright
or red objects is probably not responsible for the presence of
objects with large velocity dispersions in the z  2 sample and
their absence among the LBGs.
Another possibility is that [O iii] is more difficult to detect in
massive galaxies; with increasing metallicity, the ratio of [O iii]/
[O ii] decreases, as does the ratio of the [O iii] and [O ii] lines to
H (or H) for metallicities above 1/3 Z. Thus, the relative
fluxes of H and [O iii] might be expected to depend strongly on
metallicity and hence stellar mass (Tremonti et al. 2004; Erb
et al. 2006a). Although uncertainties in flux calibration make
the ratios uncertain, in our sample of z  2 galaxies with both H
and [O iii] measurements FH /F½O iii ranges from 0.5 to 5 as
stellar mass increases from 109 to 1011 M, and [O iii] is not
detected for one of themostmassive galaxies (we do detect H for
this object).We see that [O iii] isweak inmassive, relativelymetal-
rich galaxies, and this could contribute to the absence of objects
with large line widths in the z  3 NIRSPEC samples.3 Not all of
the objects with large velocity dispersions in the z  2 sample
have large stellar masses, however; 60% of the objects with
Mdyn3M? have  > 130 km s1, and these low stellar mass
objects also have low metallicities that should result in strong
[O iii] lines. The absence of such galaxies from the z  3 sample
(there may be one; we have no near-IR photometry and no stel-
lar mass estimate for the z  3 galaxy with the largest velocity
dispersion) is unlikely to be explained by selection effects and
probably indicates that low stellar mass galaxies with large line
widths are rarer at z  3 than at z  2.
There are reasons to expect physical differences between the
z  2 and z  3 samples. We have already noted that galaxies at
z  3 are seen to be more compact than those at z  2, in
agreement with expectations from hierarchical galaxy formation
theory. An analysis of the correlation lengths of the LBGs and
Fig. 13.—Distributions of the velocity dispersions of z  2 (single-hatched
histogram) and z  3 (double-hatched histogram) galaxies. At z  2,  is derived
from the width of the H emission line, while [O iii] is used for the z  3 sample.
[See the electronic edition of the Journal for a color version of this figure.]
3 In principle, we would still recognize z  3 objects with large velocity
dispersions via their broad H lines, but in many cases H is too weak for a
reliable measurement.
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the z  2 sample indicates that the z  2 galaxies reside in halos
3 times more massive than those hosting the LBGs (Adelberger
et al. 2005b). The smaller dynamical masses of the z  3 galaxies
are in good agreement with this result. We conclude that the lower
average velocity dispersion of the LBGs is not fully explained by
selection effects, and that the differences in  between the z  2
and z  3 samples are likely to indicate real differences in the
typical masses of galaxies in the two samples.
5. SPATIALLY RESOLVED KINEMATICS
In our initial study of 16 H spectra of z  2 galaxies, nearly
40% of the sample showed spatially resolved and tilted emission
lines (Erb et al. 2003). In the current, enlarged sample of 114
objects the fraction is much smaller, 14/114, or 12%; this is
probably both because of exceptionally good conditions during
our first observing run (we observed 6 of the 14 objects during
this run) and simply because of small-number statistics. Velocity
shear may be caused by rotation, merging, or some combination
of the two, and whether or not it is detected in a nebular emission
line depends on the size, surface brightness and velocity struc-
ture of the object, its inclination, and the alignment of the slit
with respect to the major axis. The seeing during the observa-
tions plays a crucial role as well, as Erb et al. (2004) have shown
with repeated observations of the same object. Inclinations and
major axes are unknown for nearly all of our sample, as is the
primary cause of the velocity shear, and therefore this fraction of
12% should be considered a lower limit to the fraction of rotating
or merging objects in the z  2 sample. The true fraction cannot
be determined given the limitations imposed by the seeing.
In order for the tilt of an emission line to be considered sig-
nificant, we required that the observed spatial extent be at least
1.5 times larger than the seeing disk, and that the peak-to-peak
amplitude of the shear be at least 4 times larger than the typical
velocity uncertainty. Five of the 14 objects with spatially resolved
velocity shear have not been previously discussed (six are de-
scribed by Erb et al. [2003], two by Erb et al. [2004], and one by
Shapley et al. [2004]). We plot the observed velocities with re-
spect to systemic as a function of slit position for these five
objects in Figure 14; we also include Q1623-BX528, the object
discussed by Shapley et al. (2004), because such a diagram was
not presented in that paper. These diagrams are constructed by
stepping along the slit pixel by pixel, summing the flux of each
pixel and its neighbor on either side to increase the S/N, and
measuring the centroid in velocity at each position. We empha-
size that these are not rotation curves of the variety plotted for
local galaxies. The points are highly correlated because of the
seeing (0B5 for the observations presented here—thus, there
are 4 points per resolution element; we plot 1 point per pixel
Fig. 14.—Observed velocity as a function of slit position for objects with spatially resolved and tilted H emission lines. The seeing for these observations was0B5,
so the points shown are highly correlated, with approximately four points per resolution element. We plot one point per pixel to show the observed velocity field clearly,
but the blurring of the seeing means that these diagrams do not represent the true velocity structure of the galaxies. [See the electronic edition of the Journal for a color
version of this figure.]
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to give a clear picture of the observed velocity field), and re-
covery of the true velocity structure requires a model for the
structure of the object because of the degeneracies created by
the seeing (see Law et al. [2006] for a demonstration). Although
the physical scale corresponding to the angular scale is given
at the top of each panel for reference, the implied mapping be-
tween physical radius and velocity is not a true representation of
the structure of the object.
Although the seeing prevents us from determining the true
velocity field of the objects, we can at least determine a lower
limit on the amplitude of the velocity shear from the uncorre-
lated endpoints of each curve. We calculate the observed vc ¼
(vmax  vmin)/2 for each object, where vmax and vmin are with re-
spect to the systemic redshift. This estimate is almost certainly
less than the true velocity shear because the inclinations of the
galaxies are unknown; in most cases, we have made no attempt
to align the slit with the major axis, and the seeing effectively
reduces the velocities at the endpoints by mixing the light from
the edges of the galaxy with emission from higher surface bright-
ness, lower velocity regions toward the center. Even under ideal
conditions, the H emission may not trace the true circular ve-
locity; Lehnert & Heckman (1996) found that in local starburst
galaxies the regions of high H surface brightness sample only
the inner, solid-body portion of the rotation curve. The observed
values of vc for the 14 objects with velocity shear are given in
Table 4, and in Figure 15 they are plotted against the velocity
dispersion . The dotted line marks equal values; we see that
vc   for most objects, although with considerable scatter.
The relationship between  and the terminal velocity Vc (we
use vc to refer to our observed velocity shear, and Vc to indicate
the true circular velocity of a disk) has been quantified in sam-
ples of more local galaxies. Rix et al. (1997) found   0:6Vc,
while Pizzella et al. (2005) found Vc ¼ 1:32 þ 46 for elliptical
and high surface brightness disk galaxies, for k 50 km s1 and
with velocities in km s1. It is clear that  and vc of the galaxies
in our sample do not follow these distributions; instead, we find a
mean h/vci  1:2 (while it is not possible for Vc to be less than
, in the limit as the galaxy becomes spatially unresolved the
observed vc ! 0, and /vc !1). Because our measurements
of  are less affected by the seeing, they are undoubtedly more
reliable than our measurements of vc. If we assume for the mo-
ment that our galaxies are rotating disks, we can use one of the
local relations to predict Vc for our sample. If the z  2 galaxies
obey the relation of Pizzella et al. (2005), our measurements of vc
underestimate the true circular velocities by an average factor of
2, and the full H sample has an average hVci  190 km s1.
We have already shown that a change in the seeing from0B5 to
0B9 can reduce the observed vc by a factor of2 while chang-
ing  by less than 10% (Erb et al. 2004), so it is not unreasonable
to assume that a change in resolution from0B1 or better to0B5
might have a similar effect. Deep observations of these objects
at high angular resolution will be required to obtain a true mea-
sure of Vc.
Next we ask whether or not the galaxies that display velocity
shear are different from the rest of the galaxies in any significant
way. Figure 15 shows that galaxies with shear span nearly the
full range in velocity dispersion; the mean value of  for the gal-
axies with shear is 119 km s1, while the mean  of galaxies with-
out shear is 120 km s1. There is mild evidence that galaxies
with shear tend to be older; the median age of the galaxies with
shear is 1434 Myr, compared to 509 Myr for the galaxies without
shear. The galaxies with shear also have slightly higher stellar
masses, with a median of 4:4 ; 1010 M compared to 1:8 ; 1010
for those without shear. A larger sample of galaxies with shear,
and more uniform observing conditions, are required to deter-
mine whether or not these differences are significant. Assuming
for the moment that they are, they may suggest that the rotation
of mature, dynamically relaxed galaxies is a more important
contribution to our observed shear than merging, which should
not have a preference for older, more massive galaxies.
Nothing in the data is inconsistent with ordered rotation as the
primary cause of the observed shear. With this in mind, we draw
attention to the position-velocity diagram ofQ2343-BX389, shown
in the bottom left panel of Figure 14, which appears to turn over
or flatten at both ends in the manner of locally observed rotation
curves. This is one of several objects from the z  2 sample re-
cently observed with SINFONI, the near-IR integral field spectro-
graph on the VLT (Fo¨rster Schreiber et al. 2006). The SINFONI
position-velocity diagram also shows evidence for flattening,
but at higher velocities; the velocity difference is probably due
to the50misalignment of theNIRSPEC slit with the kinematic
major axis and the deeper SINFONI integration that reveals flux
at larger radii. Several but not all of the galaxies observed with
SINFONI show signatures of rotating disks, and the role of merg-
ing in z  2 galaxies still remains unclear. Given its expected im-
portance at high redshift, it is likely that it makes some contribution
to our observed velocities. Improved disentangling of these effects
must await high angular resolution spectroscopy with the aid of
adaptive optics; such instruments will be able to map the velocity
fields of high-redshift galaxies at a resolution impossible with our
current data (Law et al. 2006).
6. GAS AND BARYONIC MASSES
We have used the stellar and dynamical masses determined
above to infer that the galaxies in our sample have significant
gas fractions. It would be highly desirable to test this directly, for
example, with COmeasurements, but such data would require ex-
tremely long integration times with current technology, making
the assembly of a large sample of gas masses impossible. We can,
however, exploit the correlation between star formation and gas
density to obtain an estimate of the gas masses. In star-forming
Fig. 15.—Comparison of the velocity dispersion  and the observed velocity
shear vc ¼ (vmax  vmin)/2 for the 14 objects with tilted lines. The dotted line
shows equal values.We find h/vci ¼ 1:2. [See the electronic edition of the Journal
for a color version of this figure.]
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galaxies in the local universe, the surface densities of star for-
mation and gas are observed to follow a Schmidt (1959) law,
SFR ¼ ANgas, over more than 6 orders of magnitude in SFR
(Kennicutt 1998). This empirical relation is usually explained
by a model in which the SFR scales with density-dependent
gravitational instabilities in the gas. The correlation has not yet
been tested at high redshift because of the lack of measurements
of gas masses, although the one well-studied example, the lensed
z ¼ 2:7 LBG MS 1512-cB58, appears to be consistent with the
local Schmidt law (Baker et al. 2004). Assuming that the galaxies
in our sample obey such a law,we can use the SFRs and the galaxy
sizes rH measured from the spatial extent of the H emission to
compute their star formation densities and thus estimate their gas
densities and masses.We use the global Schmidt law of Kennicutt
(1998),
SFR ¼ 2:5 ; 104 gas
1 M pc2
 1:4
M yr1 kpc2; ð3Þ
in combination with the conversion fromH luminosity to SFR
from the same paper,
SFR M yr1
  ¼ L Hð Þ
1:26 ; 1041 ergs s1
; ð4Þ
to create an IMF-independent relation between our observed
H luminosity per unit area and the gas surface density
gas ¼ 1:6 ; 1027 H
ergs s1 kpc2
 0:71
M pc2: ð5Þ
The radii used by Kennicutt (1998) to compute surface den-
sities approximately coincide with the edge of the galaxies’
H-emitting disks; for our surface densities, we take an area
equal to the square of the FWHM of the (continuum-subtracted
when necessary) H emission (rH in Table 4). For L(H) we
use the extinction-corrected H luminosity, incorporating the
Fig. 16.—Relation of the gas mass inferred from the Schmidt law to the stellar population parameters. Top left: Histograms of the gas (narrower histogram) and
stellar (broader histogram) masses, showing that the range in stellar mass is significantly broader than the range in gas mass. Top right: Gas mass vs. stellar mass. Gas
masses are relatively constant across the sample, but when the galaxies withMdyn /M? > 10 are not considered we see an increase in gas mass with stellar mass. Bottom
panels: The gas fraction strongly decreases with increasing stellar mass (left) and age (right). The solid line and accompanying shaded region in the bottom left panel
show the minimum detectable gas fraction set by our H flux detection limit, for the mean (solid line) and range (shaded region) of sizes observed. Symbols are as in
Fig. 7, and the error bars in the corner of each plot show typical uncertainties. [See the electronic edition of the Journal for a color version of this figure.]
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factor of 2 aperture correction discussed by Erb et al. (2006b).
We then takeMgas ¼ gasr2H as an estimate of the cold gas mass
associated with star formation and calculate the gas fraction  	
Mgas /(Mgas þM?). The removal of the IMF dependence from
the Schmidt law (which assumes a Salpeter IMF in the conversion
from H luminosity to SFR) facilitates comparison between gas,
dynamical, and stellar masses, as we discuss below. It is likely
to be difficult to measure the objects’ sizes with accuracy, given
their often clumpy UV continuum morphologies as seen in high-
resolution images (e.g., Erb et al. 2003, 2004); the Hmorphology
is likely to be complicated as well. As noted in x 4, the object
sizes have typical uncertainties of 30%, and the corrected H
fluxes of the objects may be uncertain by up to a factor of 2;
therefore, the gas masses of individual objects are uncertain by
a factor of3, and the typical fractional uncertainty in is50%.
Systematic uncertainties due to the scatter in the Schmidt law
itself (0.3 dex) are an additional source of error. We focus here
on overall trends, which depend on large numbers of objects and
so are better determined than the parameters of individual gal-
axies; for example, the error in the mean gas fraction of a sub-
sample of 15 objects is 15% or less.
Themean inferred gasmass is hMgasi ¼ (2:1 0:1) ; 1010 M,
slightly lower than the mean stellar mass of hM?i ¼ (3:6 0:4) ;
1010 M. The distributions of the two masses are shown in the
histograms in the top left panel of Figure 16, where the narrower
histogram shows the gas masses and the broader histogram shows
the stellar masses. The range of inferred gas masses is clearly
smaller than the range of stellar masses; this is because the dis-
persions in SFR and size are smaller than the more than 2 orders
of magnitude variation we see in stellar mass. The two masses
are plotted against each other in the top right panel of Figure 16,
where it is apparent that the Mdyn /M? > 10 objects (diamonds)
have large inferred gas masses and are exceptions to a general
trend of increasing gas mass with increasing stellar mass. The
absence of points in the lower left corner of this plot is probably
a selection effect, as low-mass galaxies with low SFRs are un-
likely to be detected in our K-band images (they may fall below
our R < 25:5 mag limit for selection as well), and we are also
less likely to detect H emission inK-faint objects.We next plot
the gas fraction  versus stellar mass in the bottom left panel of
Figure 16, and  versus age in the bottom right panel. The trends
of decreasing gas fraction with increasing stellar mass and age
are strong, supporting our hypothesis that theMdyn3M? objects
are young starbursts with high gas fractions (low-mass galaxies
with low gas fractions may exist, but are probably too faint to be
detected by our survey). Local galaxieswith low stellarmasses are
also observed to have higher gas fractions (McGaugh & de Blok
1997; Bell & de Jong 2000).
Other studies of galaxies at high and low redshift may provide
additional insight into these results. Reddy et al. (2006) have
recently used 24 m data from the Spitzer Space Telescope to
infer the bolometric luminosities of both optically selected gal-
axies similar to those considered here and near-IR-selected objects
(Daddi et al. 2004; Franx et al. 2003). They assess the relationship
between gas fraction and stellar mass, finding a similar strong
trend that extends to massive, nearly passively evolving galaxies
with low gas fractions that are not selected by our UV criteria.
They also consider the dust to gas ratio of local and high-redshift
galaxies, finding that at a given bolometric luminosity galaxies
at z  2 are10 times less obscured by dust than local galaxies.
Thus, we infer that FIR emission is likely to be weaker in high-
redshift gas-rich galaxies than in their low-redshift counterparts
with similar bolometric luminosities. Galaxies that are detected
at 850 m have so far provided the best candidates for direct
detection of gas in high-redshift galaxies; Greve et al. (2005)
used CO measurements to estimate the gas masses of five sub-
millimeter galaxies at z ¼ 1–3.5, finding a median molecular
gas mass of 3:0 ; 1010 M within a typical radius of 2 kpc.
This is only slightly higher than the typical gas masses we infer
from the Schmidt law, implying that the largest gas masses we
infer may be testable with current technology. Although the gas
masses of the submillimeter galaxies appear to be similar to those
we find here, the factor of 3 smaller sizes of the submillimeter
galaxies imply a gas surface density an order of magnitude higher
than the average value of our sample. Such comparisons must be
viewed with caution, of course, given the very different methods
of inferring the gas content and sizes of the two samples; it is
possible that a more direct measurement of the molecular gas
distribution of the current sample would reveal smaller emitting
regions and higher gas surface densities.
We can now compare the estimated baryonic masses Mbar ¼
Mgas þM? with the dynamical masses in Figure 17, to see if
the addition of the inferred gas mass improves the agreement
between stellar and dynamical mass. We use the same axes as
Figure 7 to facilitate comparison and again mark the line of equal
masses (dashed line) and a factor of 6 difference between the
twomasses (dotted lines). The agreement between the masses is
greatly improved with the addition of the gas; there is a signif-
icant correlation (4 , with probability P ¼ 8 ; 105 that the
data are uncorrelated), and the masses are within a factor of 3 for
Fig. 17.—Combined gas and stellar mass Mgas þM? vs. dynamical mass
Mdyn; cf. Fig. 7. The dashed line shows equal masses, and the dotted lines show a
factor of 6 difference between the masses. The correlation is significant at the
4  level, and the masses of 85% of the objects agree to within a factor of 3.
Neglecting AGNs, the average dynamical mass is 1.2 times larger than the
average baryonic mass. Symbols are as in Fig. 7, with the addition that galaxies
with inferred formation redshifts (discussed in x 7) zform > 4 are shown in dark
gray, and those with zform < 4 are shown in light gray. Typical uncertainties are
shown by the error bars in the lower left corner, which for dynamical masses in-
clude only measurement errors in rH and . Uncertainties in dynamical masses
are dominated by the unknown factors in the mass model, as discussed in the
text; the dotted lines indicate approximate uncertainties in the mass comparison
including this additional source of error. [See the electronic edition of the
Journal for a color version of this figure.]
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85% of the sample (objects with limits on  are not included,
although most of these are consistent with the rest of the data,
and those that are inconsistent are highly uncertain). After ex-
cluding AGNs (circles), we find hMgas þM?i ¼ (5:8 0:6) ;
1010 M; the mean dynamical mass hMdyni ¼ (7:1 0:7) ;
1010 M is 1.2 times higher. There are only two objects for which
Mdyn /Mbar > 10; these are the AGN Q1700-MD94 (upper right)
and the galaxy Q1623-BX376, which has an anomalously large
velocity dispersion that may be influenced by its complicated
spatial structure (Erb et al. 2003).
Although the estimates of gas, stellar, and dynamical masses
considered here carry significant uncertainties, we emphasize that
they are obtained from independent quantities (H luminosity
and size, multiwavelength photometry, and line width, respec-
tively). Together they provide a remarkably coherent scenario
in which relatively massive (Mgas þM? k 1010 M, and Mhalo 
1012 M; Adelberger et al. 2005b) star-forming galaxies have high
gas fractions that decrease with age. The observed variation of
metallicity across the sample also supports this model, as we de-
scribe separately (Erb et al. 2006a). In this scenario, the stellar
mass of a galaxy depends strongly on its evolutionary state, as
well as on its total mass. The lowest stellar mass galaxies in the
sample have low stellar masses because they are young and have
converted or expelled only a small fraction of their gas; such
objects have stellar massesk100 times lower than the most mas-
sive galaxies in the sample, while their inferred baryonic and
dynamical masses are only P30 times lower than those of the
most massive galaxies.
7. CONCLUSIONS AND DISCUSSION
The goals of this paper have been to examine the kinematic
properties of star-forming galaxies at z  2, as revealed by their
H spectra; to compare their dynamical masses with stellar mas-
ses determined from population synthesis modeling; to look for
trends between kinematic and stellar population properties; and
to estimate the stellar and gas content of the galaxies. Our main
conclusions are as follows.
1. The sample has a mean H velocity dispersion hi ¼
101 5 km s1, excluding AGNs. From  and the spatial extent
of the H emission, we estimate dynamical masses, finding
hMdyni ¼ (7:1 0:7) ; 1010 M, again excluding AGNs. Stellar
and dynamical masses agree to within a factor of 6 for most
objects, consistent with observational and systematic uncertain-
ties. The masses are correlated with 2.5  significance. However,
15% of the galaxies have Mdyn > 10M?; these objects have low
stellar masses, young ages, and tend to have high H equivalent
widths, suggesting that they are young galaxies with large gas
fractions.
2. We combine our H results with LBGs at z  3 and other
samples from the literature, and find that rest-frame optical lu-
minosity (corrected for extinction) and velocity dispersion are
correlated with 4  significance. The large scatter prevents a
robust determination of the slope, but it is not inconsistent with
the local relation L / 4. The high-redshift galaxies have much
higher luminosities at a given velocity dispersion than would be
predicted by the local Faber-Jackson relation. The observed cor-
relation and its accompanying large scatter suggest that the pro-
cesses that produce the L- correlation in the local universe are
underway at z  2–3.
3. A comparison of the H sample with a similarly rest-frame
UV-selected sample of Lyman break galaxies at z  3 shows that
the average velocity dispersion is 30% larger at z  2 than at
z  3, and the average dynamical mass of the z  2 galaxies is
2 times larger than that of the z  3 LBGs. This difference
probably reflects real differences in the average masses of the
galaxies at z  2 and z  3.
4. Fourteen of the 114 galaxies with H spectra, or 12%, have
spatially resolved and tilted emission lines. On average, the ob-
served amplitude of the velocity shear vc is approximately equal
to the velocity dispersion . If the galaxies are rotating disks and
follow the local relations between the true circular velocity Vc
and , our observations underestimate Vc by an average factor of
2, and the galaxies have hVci  190 km s1 . However, other
factors—including galaxy-galaxymergers, slit position angle, and
the seeing FWHM—are significant sources of uncertainty in vc.
5. Using the empirical correlation between SFR per unit area
and gas surface density, we estimate gasmasses and gas fractions
for the galaxies in the sample. The mean gas fraction is 50%,
and the gas fraction strongly decreases with increasing stellar
mass and age. The combined mass in gas and stars is significantly
better correlated with the dynamical mass than is the stellar mass
alone. The sample spans a much wider range in stellar mass than
dynamical mass (or inferred baryonic mass), indicating that there
is considerable dispersion in the fraction of gas that has been
converted to stars by z  2.
These differing ranges in stellar and baryonic mass imply that
galaxies of similar total masses began forming stars at different
times, and that at a given redshift galaxies with a wide variety of
total masses have just begun forming stars. For 70% of the
galaxies in the H sample, the best-fit ages imply formation
redshifts 2P zform P 4; most of these galaxies have baryonic
masses between 1010 and 1011 M. The remaining 30%
have zform > 4 (including the 15% of the sample that have best-
fit ages equal to the age of the universe); these galaxies have
1010:4 PMbar P 1011:4 M. Mbar and zform are strongly corre-
lated across the full sample, with 5.4  significance, while those
with 2P zform P 4 are correlated with 2.2  significance, and
there is no correlation between Mbar and zform within the
zform > 4 group. The two groups are shown in Figure 17, where
galaxies with zform > 4 are shown by dark gray points, and
galaxies with zform < 4 are plotted in light gray. Galaxies with
Mbar P 1011 M fall in both groups. These results are not un-
expected, since total mass is not the only factor that determines
when a galaxy begins to form stars; large-scale environment
and interactions with other galaxies are also significant. Gal-
axies in dense environments will cross the critical density threshold
for collapse earlier and should therefore begin forming stars at
earlier times. One of the fields in the present survey contains a
significant overdensity of galaxies at z ¼ 2:3, and Steidel et al.
(2005) showed that galaxies within the overdensity are signif-
icantly older than average. It is also expected that mergers will
trigger significant star formation events; the merger-based numer-
ical simulations of Springel et al. (2005 and references therein)
are successful in reproducing many properties of galaxies. We
cannot yet identify the likely triggers for star formation for gal-
axies on an individual basis, however; detailed morphological
analysis and an improved quantification of the galaxies’ envi-
ronments will be useful in this regard.
Because of uncertainties in the sizes and velocity distributions
of the z  2 galaxies, the dynamical masses presented here have
much room for improvement. These improvements will require
deep observations of a large sample of objects, and inmany cases
high angular resolution will be needed in order to discriminate
between plausible models of the velocity field. Near-IR multi-
object and integral field spectrographs, especially with adaptive
optics, will make such observations feasible, and we anticipate
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that the galaxies presented here will be a useful sample from
which to select targets for such observations. These kinematic
measurements will provide otherwise unobtainable insights about
the prevalence of mergers at high redshift and the growth of mas-
sive disk galaxies. We also anticipate studies at longer wave-
lengths, which will improve our understanding of the galaxies’
gas masses. All of these results will lead to a more refined pic-
ture of the assembly of mass at high redshift.
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