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Abstract
Zero-shot learning (ZSL) has received increasing at-
tention in recent years especially in areas of fine-grained
object recognition, retrieval, and image captioning. The
key to ZSL is to transfer knowledge from the seen to the
unseen classes via auxiliary class attribute vectors. How-
ever, the popularly learned projection functions in pre-
vious works cannot generalize well since they assume the
distribution consistency between seen and unseen do-
mains at sample-level. Besides, the provided non-visual
and unique class attributes can significantly degrade the
recognition performance in semantic space. In this pa-
per, we propose a simple yet effective convolutional pro-
totype learning (CPL) framework for zero-shot recogni-
tion. By assuming distribution consistency at task-level,
our CPL is capable of transferring knowledge smoothly
to recognize unseen samples. Furthermore, inside each
task, discriminative visual prototypes are learned via a
distance based training mechanism. Consequently, we
can perform recognition in visual space, instead of se-
mantic space. An extensive group of experiments are
then carefully designed and presented, demonstrating
that CPL obtains more favorable effectiveness, over cur-
rently available alternatives under various settings.
1. Introduction
In numerous practical applications, we need the model to
have the ability to determine the class labels for the data be-
longing to unseen classes. The following are some popular
application scenarios [42]:
- The number of target classes is large. Generally,
human beings can recognize at least 30,000 object
classes [4]. However, collecting sufficient labeled in-
stances for such a large number of classes is challeng-
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Figure 1. The visual images and class prototypes provided for sev-
eral classes in benchmark dataset AWA2 [45].
ing. Thus, existing image datasets can only cover a
small subset of these classes.
- Target classes are rare. An example is fine-grained ob-
ject recognition. Suppose we want to recognize flow-
ers of different breeds [26]. It is hard and even pro-
hibitive to collect sufficient image instances for each
specific flower breed.
- Target classes change over time. An example is recog-
nizing images of products belonging to a certain style
and brand. As products of new styles and new brands
appear frequently, for some new products, it is difficult
to find corresponding labeled instances [29].
- Annotating instances is expensive and time consuming.
For example, in the image captioning problem [40],
each image in the training data should have a corre-
sponding caption. This problem can be seen as a se-
quential classification problem. The number of object
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Figure 2. Several instances with various colors from the unseen
class “horse” in benchmark dataset AWA2 [45].
classes covered by the existing image-text corpora is
limited, with many classes not being covered.
To address this issue, Zero-Shot Learning (ZSL) [30, 50,
5, 31, 46, 10, 37, 19] is proposed. The goal is to recognize
data belonging to the classes that have no labeled samples.
Since its inception, it has become a fast-developing field in
machine learning with a wide range of applications in com-
puter vision. Due to lack of labeled samples in the unseen
class domain, auxiliary information is necessary for ZSL to
transfer knowledge from the seen to the unseen classes. As
shown in Figure 1, existing methods usually provide each
class with one class descriptor derived from text (e.g., at-
tribute vector [20, 24, 23] or word vector [1, 11, 38]). This
is inspired by the way human beings recognize the world.
For example, with the knowledge that “a zebra looks like
a horse, and with stripes”, we can recognize a zebra even
without having seen one before, as long as we know what a
“horse” is and how “stripes” look like.
Typical ZSL approaches generally adopt a two-step
recognition strategy [36, 51, 22, 2]. First, an image-
semantics projection function is learned from the seen class
domain to transfer knowledge to unseen classes. Then, the
test sample is projected into the learned embedding space,
where the recognition is carried out by considering the simi-
larity between the sample and unseen class attributes. Thus,
various ZSL approaches are developed to learn a well-fitting
projection function between visual features and class at-
tributes. However, the generalization ability of such pro-
jection functions is really limited since there exists a sig-
nificant distribution gap between the seen and unseen class
samples. For example, for a certain attribute (e.g., “tail”),
the unseen classes are often visually very different from the
seen ones. Consequently, the projection function learned
from seen class data may not be effective enough to project
an unseen object to be close to its corresponding class. To
solve this problem, a number of ZSL models resort to trans-
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Figure 3. The predictability of each binary attribute, measured
with classification accuracy by pre-trained Resnet101 [16], where
we only fine-tune the last layer.
ductive learning [12, 15, 32, 52] by utilizing test samples
from unseen classes in the training phase. Although trans-
ductive settings can mitigate the domain shift, it is problem-
atic in many practical scenarios due to the great challenge to
obtain all test samples. In this paper, we aim at developing
an inductive ZSL method that can reduce the domain dis-
tribution mismatch between the seen and the unseen class
data, only by training set.
In addition, the class descriptors provided in ZSL are
generally incomplete and less diversified. This is due to the
fact that both human-defined attribute vectors and automat-
ically extracted word vectors are obtained independently
from visual samples, and uniquely for each class. Conse-
quently, the learned projection in previous works may not
be effective enough to recognize the samples from the same
class. For instance, there are many colors for a “horse” as
shown in Figure 2. Besides, some non-visual components
are often included in the provided class descriptors, such
as “smart”, “agility”, and “inactive” in benchmark dataset
AWA2 [45]. Based only on visual information, these at-
tributes are almost impossible to be predicted and even with
the level of random guess as observed from Figure 3. Thus,
the learned projection cannot generalize well on the unseen
class domain, although work normally in the seen class do-
main through supervised training. Specially, the visual im-
age captured from an object cannot present all the attributes
of corresponding class. As a result, a simple projection from
an image to its class attributes make the recognition inac-
curate in semantic space since that image may lack some
attributes (e.g., tail and claws are not captured).
Motivated by these two key observations above, in this
work, we focus on developing a novel inductive ZSL model.
Different from previous works, we assume distribution con-
sistency between the seen and unseen class samples at task-
level, instead of sample-level, for better transferring knowl-
edge. Furthermore, considering the non-visual components
and uniqueness of provided class descriptors, we choose
to learn discriminative visual prototypes, thus performing
zero-shot recognition in visual space., instead of semantic
space.
We emphasize our contributions in four aspects:
- A simple yet effective convolutional prototype learn-
ing (CPL) framework is proposed for zero-shot recog-
nition task.
- Our CPL is able to transfer knowledge smoothly with
an assumption of distribution consistency at task-level,
thus recognizing unseen samples more accurately.
- To avoid the problems of recognition in semantic
space, discriminative visual prototypes are learned via
a distance based training mechanism in our CPL.
- The improvements over currently available ZSL alter-
natives are especially significant under various ZSL
settings.
2. Related work
According to whether information about the test data
is involved during model learning, existing ZSL models
consist of inductive [2, 5, 22, 36] and transductive set-
tings [12, 13, 21, 32]. Specifically, this transduction in ZSL
can be embodied in two progressive degrees: transductive
for specific unseen classes [28] and transductive for specific
test samples [52]. Although transductive settings can allevi-
ate the domain shift caused by the different distributions of
the training and the test samples, it is not realistic to obtain
all test samples. Thus, we take an inductive setting in this
work.
From the view of constructing the visual-semantic inter-
actions, existing inductive ZSL methods fall into four cate-
gories. The first group learns a projection function from the
visual to the semantic space with a linear [3, 23, 27] or a
non-linear model [8, 31, 38, 48]. The test unseen data are
then classified by matching the visual representations in the
class semantic embedding space with the unseen class pro-
totypes. To capture more distribution information from vi-
sual space, recent work focuses on generating pseudo exam-
ples for unseen classes with seen class examples [14], web
data [32], generative adversarial networks (GAN) [46, 53],
etc. Then supervised learning methods can be employed to
perform recognition task. The second group chooses the
reverse projection direction [2, 43, 49], to alleviate the hub-
ness problem caused by nearest neighbour search in a high
dimensional space [35]. The test unseen data are then clas-
sified by resorting to the most similar pseudo visual exam-
ples in the visual space. The third group is a combination of
the first two groups by taking the encoder-decoder paradigm
but with the visual feature or class prototype reconstruction
constraint [2, 22]. It has been verified that the projection
function learned in this way is able to generalize better to
the unseen classes. The last group mainly learns an interme-
diate space, where both the visual and the semantic spaces
are projected to [6, 7, 18, 28].
To avoid the problems caused by non-visual components
and uniqueness of the provided class attributes in ZSL, we
choose to perform recognition in visual space. Thus, our
CPL can be considered as one of the second group.
3. Methodology
In this section, we first set up the zero-shot recogni-
tion (Section 3.1), then develop a convolutional prototype
learning (CPL) framework for this task (Section 3.2), and
finally discuss how to perform recognition on test data (Sec-
tion 3.3).
3.1. Problem definition
Suppose we have an unseen class set Y u =
{u1, · · · , uL}, where there are not any labeled samples for
these L different classes. But each class is provided with
an attribute vector correspondingly, and then we denote
Au = [au1 , · · · ,auL] as all unseen class attribute vectors.
Given an unlabeled sample set X te, the target of zero-shot
learning is to infer the correct class label from the L classes
for each sample in X te. It is impossible to learn an effective
classifier only from these data. To tackle this problem, an
additional training setDtr = 〈X tr,Ytr〉 that coversK seen
classes, is usually adopted to learn transferable knowledge
to help the classification on X te. X tr and Ytr represent the
sets of training samples and corresponding labels, respec-
tively. Let Y s = {s1, · · · , sK} denote the set of these K
seen classes, and As = [as1, · · · ,asK ] is corresponding at-
tribute vectors. It is worth noting that, generally, K > L.
More importantly, Y u ∩ Y s = ∅ under the standard ZSL
setting, while Y u ⊆ Y s under the generalized ZSL setting.
Let Ψ(x) denote a convolutional neural network based
embedding module, which can learn feature representation
for any input image x. We use f(Ψ(x),Au) : Rd → RL
as a classifier moduler to assign a label y for a test im-
age x within L different classes, according to the unseen
class attribute set Au. Denote the true class label of x as
ytrue. Note that these two modules can be integrated into
a unified network and trained from scratch in an end-to-end
manner. The cost function of f(Ψ(x),Au) is denoted as
L(x,Au, ytrue) for simplicity.
3.2. CPL: algorithm
Generic zero-shot learning models usually make a distri-
bution consistency assumption between the training and test
sets (i.e., independent and identically distributed assump-
tion), thus guaranteeing the model trained on the training
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Figure 4. Converting the distribution consistency assumption in the
sample level into the task level. Each geometric shape indicates
one sample and each color represents one class.
set can generalize to the test set. However, because of the
existence of unseen classes, the sample distribution of train-
ing set is relatively different from that of test set. Then, the
generalization performance on the test set cannot be well
guaranteed. As an illustration, from the left side of Figure 4,
we can observe that there may exist a large distribution gap
between training and test sets in the sample space because
these two sets are class-disjoint, making it weakly transfer-
able. We cannot even estimate the gap due to a complete
lack of training samples in the unseen class set Y u. For-
tunately, we can assume the above distribution consistency
in a task space instead of the sample space (see the right
side of Figure 4). The task space is composed of a lot of
similar tasks, e.g., zero-shot tasks. From the perspective of
task-level distribution, we can construct a large number of
zero-shot tasks within the training setDtr, by simulating the
target zero-shot task. Consequently, the sample distribution
gap can be mitigated.
According to the above task-level distribution consis-
tency assumption, we propose the following episode-based
convolutional prototype learning framework. Specifically,
let {〈X tr1 ,As1〉 , · · · , 〈X trn ,Asn〉} be a set of zero-shot tasks
randomly sampled from the training set Dtr. Then our
episode-based convolutional prototype learning framework
(CPL) can be formulated as follows:
Γ = arg min
θ
n∑
i=1
∑
x∈X tri
L(x,Asi , ytrue), (1)
where θ denotes the parameter set of our convolutional pro-
totype learning model. The core idea here is to simulate the
target zero-shot task and conduct a lot of similar zero-shot
tasks with training set. In this way, we can build a task-
based space to mend the gap among different sample distri-
butions. It is worth noting that the classes covered by each
task 〈X tri ,Asi 〉 should be as disjoint as possible. This can
facilitate better transferable knowledge for new tasks. At
each training step, we generate discriminative visual pro-
totypes inside each sampled task according to the current
model.
More specifically, for discriminative recognition, the
minimization of L(·) is encouraged to achieve two goals of
i) minimizing the classification error of x via visual pro-
totypes (CEP); ii) minimizing the encoding cost of x via
visual prototypes (PEC). For this end, as shown in Figure 5,
we consider a decomposition of the objective function in
Eq. (1) into two functions, corresponding to the two afore-
mentioned objectives, as
L(x,Asi , ytrue) ,
λLCEP (x,Asi , ytrue) + LPEC(x,Asi , ytrue),
(2)
where λ ∈ [0, 1] balances the effects of two functions.
The detailed definition about LCEP (·) and LPEC(·) is
presented in Section 3.2.1 and Section 3.2.2, respectively.
3.2.1 Classification error via prototypes (CEP)
Suppose there exist C classes and S support samples
per-class in the i-th sampled task 〈X tri ,Asi 〉. Then the
sets of class attributes and classes are denoted as Asi =
{asi1 , · · · ,asiC} and Y si = {ssi1 , · · · , ssiC}, respectively. In
our CPL model, we need to learn C visual prototypes, de-
noted asM = {m1, · · · ,mC}, to represent suchC classes
in visual space. Once we obtainM , the probability of sam-
ple x in X tri belonging to the j-th prototypemj has the fol-
lowing relationship with the similarity between x and mj :
p(x ∈mj |x) ∝ −||Ψ(x)−mj ||2, (3)
where mj = Φ(asij ). That is, we learn visual prototypes
from class attributes via a non-linear function Φ as illus-
trated in Figure 5. Actually, this is inspired by multi-view
learning [47]. Then, the above probability can be further
normalized as
p(x ∈mj |x) = exp
−γ||Ψ(x)−mj ||2∑C
l=1 exp
−γ||Ψ(x)−ml||2
, (4)
where γ is the temperature to mitigate overfitting [17], and
γ = 1 is a common option. In particular, γ softens the soft-
max (raises the output entropy) with γ < 1. As γ → 0,
p(x ∈ mj |x) → 1/C, which leads to maximum uncer-
tainty. As γ →∞, the probability collapses to a point mass
(i.e., p(x ∈mj |x) = 1). Since γ does not change the max-
imum of the softmax function, the class prediction remains
unchanged if γ 6= 1 is applied after convergence. Plugging
the probability in Eq. (4) into cross-entropy loss over the
training sample x yields
LCEP (x,Asi , ytrue) =
C∑
j=1
qj log p(x ∈mj |x), (5)
where qj = 1 if ytrue = ssij and 0 otherwise.
Consequently, we can guarantee the classification accu-
racy of all the samples effectively by learning discriminative
prototypes.
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Figure 5. The illustration of our proposed CPL framework for zero-shot recognition.
3.2.2 Prototype encoding cost (PEC)
Furthermore, to make prototype learning generalize more
smoothly on new tasks, we should improve the representa-
tiveness of learned prototypes in visual space. For this end,
we additionally minimizing the prototype encoding cost as
follows
LPEC(x,Asi , ytrue) = ||Ψ(x)−mytrue ||2. (6)
where mytrue is the prototype of the ytrue-th class, corre-
sponding to the label of sample x.
3.3. CPL: recognition
During the test phase, we have such a zero-shot task
〈X te,Au〉 with the unseen class set Y u. To recognize the
label of any one sample xte in X te, we first need to obtain
visual prototypes of all the classes covered in Y u via the
function Φ learned during the training phase. And then, we
compare the sample xte with all prototypes and classify it to
the nearest prototype. As a result, the label of sample xte,
denoted yte, is predicted as follows
yte = arg max
uk∈Y u
p(xte ∈mtek |xte), (7)
where mtek = Φ(a
u
k).
4. Experimental results and analysis
In this section, we first detail our experimental protocol,
and then present the experimental results by comparing our
CPL with the state of the art methods for zero-shot recogni-
tion on four benchmark datasets under various settings.
4.1. Evaluation setup and metrics
Datasets. Among the most widely used datasets for ZSL,
we select four attribute datasets. Two of them are coarse-
grained, one small (aPascal & Yahoo (aPY) [9]) and one
medium-scale (Animals with Attributes (AWA2) [45]). An-
other two datasets (SUN Attribute (SUN) [34] and CUB-
200-2011 Birds (CUB) [41]) are both fine-grained and
medium-scale. Details of all dataset statistics are in Table 1.
Protocols. We adopt the novel rigorous protocol1 pro-
posed in [45], insuring that none of the unseen classes ap-
pear in ILSVRC 2012 1K, since ILSVRC 2012 1K is used
to pre-train the Resnet model. Otherwise the zero-shot rule
would be violated. In particular, this protocol involves two
settings: Standard ZSL and Generalized ZSL. The latter
emerges recently under which the test set contains data sam-
ples from both seen and unseen classes. This setting is thus
clearly more reflective of real-world application scenarios.
By contrast, the test set in standard ZSL only contains data
samples from the unseen classes.
Evaluation metrics. During test phase, we are interested
in having high performance on both densely and sparsely
populated classes. Thus, we use the unified evaluation pro-
tocol proposed in [45], where the average accuracy is com-
puted independently for each class. Specifically, under the
standard ZSL setting, we measure average per-class top-1
1http://www.mpi-inf.mpg.de/zsl-benchmark
Number of Classes Number of Images
Dataset # attributes Total # training # validation # test Total # training # test
SUN 102 717 580 65 72 14340 10320 2580+1440
AWA2 85 50 27 13 10 37322 23527 5882+7913
CUB 312 200 100 50 50 11788 7057 1764+2967
aPY 64 32 15 5 12 15339 5932 1483+7924
Table 1. Statistics for four datasets. Note that test images include the images in both seen and unseen class domains.
accuracy by
AccU =
1
L
L∑
i=1
# correct predictions in ui
# samples in ui
.
While under the generalized ZSL setting, we compute
the harmonic mean (H) of AccS and AccU to favor high
accuracy on both seen and unseen classes:
H =
2 ∗AccS ∗AccU
AccS +AccU
,
where AccS and AccU are the accuracy of recognizing the
test samples from the seen and unseen classes respectively,
and
AccS =
1
K
K∑
i=1
# correct predictions in si
# samples in si
.
Implementation details. By tuning on validation set,
we set C to be the same with the number of un-
seen classes, and S = 10. The parameter λ is se-
lected from {0.05, 0.1, 0.2, 1} and γ is selected from
{0.9, 0.95}. For each dataset, our CPL is trained for
40 epochs with weight decay 10−5 on two fine-grained
datasets and 10−4 on two coarse-grained datasets. Mean-
while, the learning rate is initialized with Adam by se-
lecting from {0.00003, 0.00005, 0.0002}. Specially, i)
we adopt Resnet101 as embedding module that is pre-
trained on ILSVRC 2012 1k without fine-tuning. The in-
put to Resnet101 is a color image that is first normalized
with means {0.485, 0.456, 0.406} and standard deviations
{0.229, 0.224, 0.225} with respect to each channel. ii) We
utilize a MLP network as attribute embedding module. The
size of hidden layer (as in Fig. 5) is set to 1200 for CUB and
1024 for another three datasets, and the output layer is set
to the same size (2048) as image embedding module for all
the datasets. In addition, we add weight decay (`2 regulari-
sation), and ReLU non-linearity for both hidden and output
layers.
Compared methods. We choose to compare with a wide
range of competitive and representative inductive ZSL ap-
proaches, especially those that have achieved the state-of-
the-art results recently. In particular, such compared ap-
proaches involve both shallow and deep models.
Method SUN AWA2 CUB aPY
DAP [25] 39.9 46.1 40.0 33.8
IAP [25] 19.4 35.9 24.0 36.6
CONSE [33] 38.8 44.5 34.3 26.9
CMT [38] 39.9 37.9 34.6 28.0
SSE [50] 51.5 61.0 43.9 34.0
LATEM [44] 55.3 55.8 49.3 35.2
DEVISE [11] 56.5 59.7 52.0 39.8
SJE [1] 53.7 61.9 53.9 32.9
SYNC [5] 56.3 46.6 55.6 23.9
SAE [22] 40.3 54.1 33.3 8.3
DEM [49] 61.9 67.1 51.7 35.0
PSR [2] 61.4 63.8 56.0 38.4
DLFZRL [39] 59.3 63.7 57.8 44.5
CPL 62.2 72.7 56.4 45.3
Table 2. Comparative results of standard zero-shot learning on four
datasets.
4.2. Standard ZSL
We firstly compare our CPL method with several state-
of-the-art ZSL approaches under the standard setting. The
comparative results on four datasets are shown in Table 2.
It can be observed that: i) Our model consistently per-
forms best on all the datasets except CUB, validating that
our episode-based convolutional prototype learning frame-
work is indeed effective for zero-shot recognition tasks. ii)
For the three datasets (e.g., SUN, AWA2, and aPY), the
improvements obtained by our model over the strongest
competitor range from 0.3% to 5.6%. This actually cre-
ates new baselines in the area of ZSL, given that most of
the compared approaches take far more complicated im-
age generation networks and some of them even combine
two or more feature/semantic spaces. iii) In particular, for
the two coarse-grained datasets (aPY and AWA2), our CPL
achieves 0.5% and 5.6% significant improvements over
the strongest competitors, showing its great advantage in
coarse-grained object recognition problems. iv) Although
DLFZRL [39] performs better than our CPL with 1.4% on
CUB, it still can be observed that our CPL takes more ad-
vantage on most cases.
We further discuss the reasons why our CPL outperforms
existing methods on zero-shot recognition tasks. First, com-
SUN AWA2 CUB aPY
Method AccU AccS H AccU AccS H AccU AccS H AccU AccS H
DAP [25] 4.2 25.1 7.2 0.0 84.7 0.0 1.7 67.9 3.3 4.8 78.3 9.0
IAP [25] 1.0 37.8 1.8 0.9 87.6 1.8 0.2 72.8 0.4 5.7 65.6 10.4
CONSE [33] 6.8 39.9 11.6 0.5 90.6 1.0 1.6 72.2 3.1 0.0 91.2 0.0
CMT [38] 8.1 21.8 11.8 0.5 90.0 1.0 7.2 49.8 12.6 1.4 85.2 2.8
SSE [50] 2.1 36.4 4.0 8.1 82.5 14.8 8.5 46.9 14.4 0.2 78.9 0.4
LATEM [44] 14.7 28.8 19.5 11.5 77.3 20.0 15.2 57.3 24.0 0.1 73.0 0.2
DEVISE [11] 16.9 27.4 20.9 17.1 74.7 27.8 23.8 53.0 32.8 4.9 76.9 9.2
SJE [1] 14.7 30.5 19.8 8.0 73.9 14.4 23.5 59.2 33.6 3.7 55.7 6.9
SYNC [5] 7.9 43.3 13.4 10.0 90.5 18.0 11.5 70.9 19.8 7.4 66.3 13.3
SAE [22] 8.8 18.0 11.8 1.1 82.2 2.2 7.8 54.0 13.6 0.4 80.9 0.9
DEM [49] 20.5 34.3 25.6 30.5 86.4 45.1 19.6 57.9 29.2 11.1 75.1 19.4
PSR [2] 20.8 37.2 26.7 20.7 73.8 32.3 24.6 54.3 33.9 13.5 51.4 21.4
DLFZRL [39] - - 24.6 - - 45.1 - - 37.1 - - 31.0
CPL 21.9 32.4 26.1 51.0 83.1 63.2 28.0 58.6 37.9 19.6 73.2 30.9
Table 3. Comparative results of generalized zero-shot learning on four datasets.
pared with DEM [49] that conducts a non-linear neural net-
work to model the relationship between the visual and the
semantic space, our model also possesses such a non-linear
property. Besides, our framework improves the discrim-
inability and representativeness of learned prototypes by
minimizing the classification error of seen class samples,
and encoding cost of prototypes, at task-level respectively.
Thus, recognition performances can be improved dramat-
ically. Second, to achieve better performances on novel
classes, PSR [2] proposes to preserve semantic relations in
the semantic space when learning embedding function from
the semantic to the visual space. However, it is hard to se-
lect an appropriate threshold to define the semantically sim-
ilar and dissimilar classes in our daily life. By contrast, our
framework needs not to predefine these relations. Third, a
recent work DLFZRL [39] aims to learn discriminative and
generalizable representations from image features and then
improves the performance of existing methods. In particu-
lar, they utilized DEVISE [11] as the embedding function
and obtained very competitive results on four benchmark
datasets. Unlike DLFZRL [39], our CPL has different mo-
tivations, and then provides the learned representations with
a novel concept (i.e., visual prototypes).
4.3. Generalized ZSL
In real applications, whether a sample is from a seen
or unseen class is unknown in advance. Hence, general-
ized ZSL is a more practical and challenging task com-
pared with standard ZSL. Here, we further evaluate the
proposed model under the generalized ZSL setting. The
compared approaches are consistent with those in standard
ZSL. Table 3 reports the comparative results, much lower
than those in standard ZSL. This is not surprising since
the seen classes are included in the search space which
act as distractors for the samples that come from unseen
classes. Additionally, it can be observed that generally our
method improves the overall performance (i.e., harmonic
mean H) over the strongest competitor by an obvious mar-
gin (0.8% ∼ 18.1%). Such promising performance boost
mainly comes from the improvement of mean class accu-
racy on the unseen classes, meanwhile without much per-
formance degradation on the seen classes. Especially, our
method obtains the best performance for recognizing un-
seen samples on four benchmarks, the improvements range
from 1.1% to 20.5%. These compelling results also verify
that our method can significantly alleviate the strong bias
towards seen classes by using the test samples from unseen
classes. This is mainly due to the fact that: i) Our CPL sig-
nificantly improves the representability and discriminability
of learned prototypes by means of the corresponding ob-
jective functions. ii) Unlike most of existing inductive ap-
proaches (e.g., DEM [49]) that assumes distribution consis-
tency between seen and unseen classes at sample-level, our
CPL creatively makes an assumption at task-level). Con-
sequently, our CPL can learn more transferable knowledge
that is able to generalize well to the unseen class domain.
4.4. Ablation study
Effectiveness of distribution consistency at task-level.
First, we evaluate the assumption of distribution consis-
tency at task-level. In this experiment, CPL denotes the
assumption of distribution consistency at task-level which
randomly choices C classes and S support samples per-
class for each zero-shot task, and here we set C to be the
same with the number of unseen classes and S = 10. Let
CPL-S denote the assumption of distribution consistency
at sample-level that randomly selects a batch with the sam-
ple number N × S for each iteration. Then, we conduct
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Figure 6. The comparison results of task-level and sample-level.
Value of C 3 6 9 12 15 20
CPL 42.3 42.6 42.9 45.3 42.1 42.7
Table 4. Parameter influence of C on ZSL task using aPY.
corresponding experiments on four datasets and report the
comparison results in Figure 6. It can be concluded that:
i) Our CPL performs better than CPL-S especially on two
coarse-grained datasets. Concretely, on AWA2 dataset, CPL
obtains a 2.5% improvement compared with CPL-S. Mean-
while, our method also achieves a 2.6% improvement on
aPY dataset. Additionally, CPL and CPL-S have the basi-
cally same performance on two fine-grained datasets. That
is to say, our CPL based on the assumption at task-level can
generalize well to novel classes, and effectively mitigate the
significant distribution gap at sample-level. ii) Significant
differences between classes are more beneficial for CPL to
learn transferable knowledge.
Effectiveness of C. Second, we discuss the influence of
C in our CPL framework. Under standard ZSL setting, we
set different C = {3, 6, 9, 12, 15, 20} on aPY dataset, and
S = 10 is same for each experiment. This means that we
build the corresponding sets of zero-shot tasks for differ-
ent experiments and each zero-shot task consists of C seen
classes. We report the results on Table 4, it can be seen
that C = 12 that is the same with the number of unseen
classes outperforms than other setup with a 2.6% improve-
ment. Such comparative results further verify that our as-
sumption of distribution consistency at task-level is more
suitable for ZSL problem. In addition, the learned knowl-
edge can be well transferred from the seen to the unseen
classes.
Effectiveness of CEP and PEC functions. Finally, We
perform the ablation experiments of loss functions under
standard ZSL setting. We define two baseline settings to
prove the importance of each objective function. For base-
Method SUN AWA2 CUB aPY
B1 59.7 69.9 53.6 41.8
B2 60.1 70.0 48.3 39.2
CPL 62.2 72.7 56.4 45.3
Table 5. Effectiveness of CEP and PEC functions.
line B1, we set λ = 0 to evaluate the contribution of the
distance based cross entropy loss. This results in the im-
provement of representativeness of learned prototypes in
visual space. For baseline B2, only CEP loss is used to
learn the embedding model which helps us to better under-
stand the importance of objective PEC. This effectively
improves the classification accuracy of all the samples by
learning discriminative prototypes. The comparative results
is shown in Table 5, it can be seen that: i) The improvements
obtained by introducing the CEP loss range from 2.5% to
3.5%. This indicates that the objectiveCEP , which aims to
improve the discriminability of learned prototypes, is ben-
eficial for solving zero-shot recognition tasks. ii) The im-
provements range from 2.1% to 8.1% when including PEC
loss. This proves that improving the representativeness of
learned prototypes can make our model better generalize
to novel classes. iii) By improving both the discriminabil-
ity and representativeness of learned prototypes, we achieve
remarkable performance on zero-shot recognition tasks.
5. Conclusions and future work
In this paper, we propose a convolutional prototype
learning (CPL) framework that is able to perform zero-
shot recognition in visual space, and thus, avoid a series
of problems caused by the provided class attributes. Mean-
while, the generalization ability of our CPL is significantly
improved, by assuming distribution consistency between
seen and unseen domains at task-level, instead of the pop-
ularly used sample-level. We have carried out extensive
experiments about ZSL on four benchmarks, and the re-
sults demonstrate the obvious superiority of the proposed
CPL to the state-of-the-art ZSL approaches. It is also worth
noting that the number of prototypes is fixed in our CPL.
In essence, learning one prototype for a class is gener-
ally insufficient to recognize one class and differentiate two
classes. Thus, our ongoing research work includes learning
prototypes adaptively with the data distribution.
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