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UNIFORM ASYMPTOTIC BOUND ON THE NUMBER OF ZEROS
OF ABELIAN INTEGRALS
Alexei Grigoriev∗
Abstract
We give a uniform asymptotic bound for the number of zeros of complete Abelian
integrals in domains bounded away from infinity and the singularities.
0. Introduction.
In [Aea], V.I. Arnol’d posed the question of the number of limit cycles which can arise
by perturbing an integrable planar vector field of degree d by a small polynomial pertur-
bation of the same degree. He indicates the relation of this question to the determination
of the number of zeros of complete Abelian integrals parameterized by a value of a poly-
nomial of degree not greater than d, which is just the Hamiltonian in the case that the
vector field is a Hamiltonian vector field (which is the case treated in the present article).
It is pointed out that in this case the number of zeros of these integrals (in an interval
which does not contain a critical value of the Hamiltonian, for example), is always finite
and could be bounded by a number which depends only on the degree d (this key result
is due to Khovanskii and Varchenko [Kh], [Var]). It is noted that no effective estimates of
this bound are known.
The main result of this article is formulated in Theorem 0.2 below (proved as Corollary
4.5 and Corollary 4.7 in the text). It was initially obtained in the author Ph.D. thesis [Gr],
and gives a (doubly exponential in d) bound on the number of zeros of complete Abelian
integrals parameterized by the value of a Hamiltonian, in an interval whose distance from
the critical values of the Hamiltonian is fixed, and which is contained in a fixed bounded
interval. The bound is uniform in the sense that it holds for all Hamiltonians in a dense
open subset of the space of polynomials of degree d. In fact, the bound is stated for the
number of zeros of the integrals in domains in C which satisfy certain natural restrictions,
and which are likewise bounded away from the critical values of the Hamiltonian and the
infinity. This uniformity of the asymptotic bound (at present in domains bounded away
from the singularities and infinity) appears to overcome the corresponding difficulty in the
methods suggested in [NY1], [GI].
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We now give a more precise description of the problem. Consider a polynomial
H(x, y) ∈ R[x, y] of degree d. Suppose that for some a, b ∈ R, (a, b) does not contain crit-
ical values of H, and let γt0 denote a compact component of H
−1(t0) for some t0 ∈ (a, b).
For each t1 ∈ [a, b], let γt1 denote the compact component of H−1(t1) which is obtained
from γt0 by the obvious isotopy as t varies from t0 to t1. Let σ(t) : (a, b) → R2 denote
an analytically embedded segment, such that σ(t) ∈ γt ∀t ∈ (a, b), and σ is transversal
to γt for all t ∈ (a, b). Let P (x, y), Q(x, y) be polynomials of degree not greater than
d, and consider the following ε-dependent perturbation of the Hamiltonian vector field
determined by H:
0.1) x˙ =
∂H
∂y
+ εQ, y˙ = −∂H
∂x
− εP.
For ε = 0 every trajectory which starts at σ(t), t ∈ (a, b), returns to σ(t). For any
[a′, b′] ∈ (a, b), there exists a small enough nonzero ε0 > 0, such that the map from
[−ε0, ε0]× σ[a′, b′] to σ(a, b), defined for any −ε0 ≤ ε ≤ ε0 as the corresponding Poincare
return map from σ[a′, b′] to σ(a, b), indeed exists, and is moreover analytic. Fix ε,
−ε0 ≤ ε ≤ ε0; for any t ∈ [a′, b′] suppose that the Poincare map sends σ(t) to σ(t′).
Then the displacement map δ(ε, t) is equal by definition to t− t′ (so that δ(0, t) ≡ 0 as a
function of t). So δ(ε, t) is an analytic function on [−ε0, ε0]× [a′, b′]. Observe that for any
fixed −ε0 ≤ ε ≤ ε0, the zeros of δ(ε, ·) correspond to periodic trajectories of the perturbed
vector field, crossing σ[a′, b′].
It is well known (cf. [R], pg. 72-73, for example) that the ε-derivative of δ(ε, t) on the
line ε = 0 is given by
0.2) −
∫
γt
P (x, y)dx+Q(x, y)dy
(the orientation of γt being given by the flow of the Hamiltonian vector field). Observe
that as ε varies, starting from ε = 0, zeros of δ(ε, ·) may bifurcate from {0}×σ[a′, b′] ⊂ R2
at point (0, σ(t)) only if (0, t) is a nonsmooth point of the (semianalytic) set {(ε, t) ∈
[−ε0, ε0]× [a′, b′] : δ(ε, t) = 0}. Such points must be the critical points of the map δ(t, ε)
on the line ε = 0; since the derivative of δ(t, ε) on the line ε = 0 is given by 0.2), (0, t) is
such a critical point iff 0.2) is zero. Therefore the number of bifurcation points is bounded
by the number of zeros of the integral 0.2) on (a, b).
In other words, if 0.2) is not identically zero as a function of t and its number of zeros
on (a, b) is N , for any [a′, b′] ⊂ (a, b) there exists ε0 > 0, such that for any ε, 0 < |ε| ≤ |ε0|,
the number of limit cycles (i.e. isolated periodic trajectories) of the vector field 0.1) which
cross σ[a′, b′] is bounded by N .
Since the time [Aea] was published, numerous partial results became available regard-
ing effective estimates of the number of zeros of Abelian integrals, especially in low degrees;
we refer the reader to the survey in [I2]. For the general case, however, there still exist no
effective estimates. Below, we formulate the main result of this article. Since we consider
the Abelian integrals in the complex plane instead of the real line, we give first some
additional background.
For any polynomial H(x, y) ∈ C[x, y], there exists a finite set ΣH ⊂ C, whose points
are called the atypical points of H(x, y), such that H : C2 − H−1(ΣH) → C − ΣH is
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a (smooth, not holomorphic in general) locally trivial (fiber) bundle. The integral 0.2)
can be then analytically continued along any path not passing through the atypical points
(which are generically just the critical values of H(x, y)). It is therefore a (transcendental)
multivalued analytic function on C−ΣH . This fact generalizes as follows. Any element of
the homology group of a fiber over a point which is not atypical, can be naturally contin-
ued along any path not passing through the atypical points, the resulting homology class
being dependent only on the homotopy class of the path connecting the initial and final
points. The result of such (multivalued) continuation is called a continuously varying cy-
cle, since in the case that the initial element of the homology group is realized by a map of
S1 into the fiber over the initial point, the continuation along a path not passing through
the atypical points is realized by any isotopy of S1 which is contained in the preimage of
the path and respects the fibers. The integral of Pdx+Qdy over any continuously varying
cycle is a multivalued analytic function.
Below, Hd ∼= C(d+1)(d+2)/2 denotes the subspace of C[x, y] consisting of polynomials
of degree not greater than d. The bound is given for polynomials H(x, y) whose highest
homogeneous part is a product of pairwise different (up to multiplication by a nonzero
constant) linear factors. Equivalently, these are polynomials of degree d, whose level curves
intersect the line at infinity at precisely d points. We say in this case that the polynomial
H(x, y) is regular at infinity. For such polynomials, the only atypical points are their
critical values.
Definition 0.1. Let {t1, .., tN} ⊂ C be a finite set of points. A domain U ⊂
C − {t1, .., tN} is called a simple domain in C − {t1, .., tN} if there exist N noninter-
secting rays r1, .., rN , issuing from the points t1, .., tN respectively, such that U ⊂ C−∪iri.
Theorem 0.2 [Gr]. There exists a universal constant c > 0, such that the following
holds.
Let H ∈ Hd be regular at infinity. Let P,Q ∈ Hd. Let ρ > 0 be any positive number,
and let U be a simple domain in C−ΣH, contained in the unit disc, whose distance to ΣH
is at least ρ. Then the number of zeros in U of the integral
∫
γ(t) P (x, y)dx + Q(x, y)dy,
where γ(t) is any continuously varying cycle in the locally trivial bundle determined by H,
is not greater than (
2
ρ
)2dc
.
Remark 0.3. The existence of a bound for the number of zeros in any simple domain
in C− ΣH , follows from Theorem 5 in [Kh].
Remark 0.4. Since the title of [IY] mentions a double exponential estimate as well,
the following comment might be helpful. In [IY], the polynomial H(x, y), of some degree
d0, is fixed, the polynomials P,Q being any polynomials of degree d. In this setting, it is
now known (Khovanskii and Petrov, yet unpublished) that the bound is in fact linear in d.
3
We now outline the contents of the article. In section 1 we deal with linear differential
equations whose coefficients are meromorphic and depend on parameters, and which are
not singularly perturbed along any holomorphic arc in the parameter space. We say that
such equations depend regularly on parameters (this terminology is due to the author; we
have not found an analogous notion in the literature). It is shown that solutions of such
equations admit a uniform (over compact subsets in the parameter space) bound for the
number of zeros in domains of the type considered in Theorem 0.5. I thank S. Yakovenko
for the suggestion to use his theorem ([Y]) to simplify some of the arguments. To exclude
a linguistic confusion, we remark that the notion of regular dependence on parameters
and the notion of a polynomial regular at infinity are not related.
In section 2, we point out that if the meromorphic coefficients of a linear differential
equation are quotients of integral polynomials of known degree and height, the bound of
section 1 can be made effective. We rely on a theorem of Renegar which gives effective
estimates for elimination of quantifiers in the first order theory of the reals.
In section 3, we construct such equations for the Abelian integrals, relying on a result
of Gavrilov ([Ga],[N]) and a quantitative version of a theorem of Ilyashenko [I1], the pa-
rameters being the coefficients of the polynomial H and (roughly speaking) the coefficients
of the polynomials P and Q. In section 4, we show that the linear differential equations
constructed indeed depend regularly on parameters. Theorem 0.2 then follows from the
result of section 2 and from an additional argument, which shows that Picard-Fuchs equa-
tions stay regularly dependent on parameters also after algebraic parameter dependent
changes of variable.
Remark 0.5. One may show using similar arguments [Gr], that the number of ze-
ros in the unit disc of (components of) solutions of the linear differential system x˙ =
(A0+A1t+ ...+Adt
d)x, where A0, .., Ad are some n×n matrices over C, of (say l∞) norm
not greater than 1, is bounded by 22
(nd)c
, where c > 0 is again some universal constant.
This improves the bound which follows for this case from [NY2], Theorem 1.
This article is in essence a presentation of the major part of the results of [Gr]. We
have tried to make the exposition here clearer. In particular, some of the arguments in
the thesis are made simpler. The construction of the Picard-Fuchs system 3.15) for the
Abelian integrals, while being based on the same elementary idea, differs somewhat from
the one given in the thesis, where there was a gap in the proof of the corresponding the-
orem. Recently, there appeared another such construction [N] (see also [NY3]), giving a
much better information on the system than that which is provided by our argument. It
seems, however, that using this construction here would not improve the doubly exponen-
tial bound of Theorem 0.2.
Finally, an important remark about notations. Instead of introducing each time a new
universal constant when such is needed, we write O(x) to denote c1x+c2, where c1, c2 > 0
are some universal constants (here x is any positive number). Thus, O(1) simply denotes
a universal constant.
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1. Linear differential equations which depend regularly on parameters.
Below, we formulate both the definitions and the statements for polydiscs instead of
more general domains, as no greater generality is needed. We denote by O(T ) the set of
holomorphic functions on the set (open or closed) T , and byM(T ) the set of meromorphic
functions on T .
Let U × W ⊂ C × Cp, p ≥ 1, be a polydisc, and let the coordinates on C × Cp
be denoted by (t, λ1, .., λp) = (t, λ). Below we think of λ1, .., λp as parameters. Let
f(t, λ) ∈M(U ×W ) be a meromorphic function; we consider it as a parameter dependent
meromorphic function of t. To emphasize its domain of definition, we will sometimes say
that f(t, λ) is a parameter dependent meromorphic function on U ×W .
We say that f(t, λ) depends holomorphically on λ at λ0 = (λ10, .., λp0) ∈ W , if
f(t, λ) = a(t, λ)/b(t, λ) where a(t, λ), b(t, λ) ∈ O(U ×W ), such that b(t, λ0) is not identi-
cally zero (it is suitable to recall here that a meromorphic function on a polydisc is always
a quotient of two holomorphic functions).
Definition 1.1. A holomorphic arc in the parameter space, passing through λ0 ∈W ,
is a germ of a holomorphic map from a neighbourhood of 0 ∈ C into Cp, mapping 0 to λ0.
Definition 1.2. A parameter dependent meromorphic function f(t, λ) on a polydisc
U×W ⊂ C×Cp will be said to depend regularly on parameters at λ = λ0 ∈W , if f(t, λ(ε))
depends holomorphically on ε at ε = 0, for every holomorphic arc λ(ε) passing through
λ0, on which f(t, λ) is defined. We will say that f(t, λ) depends regularly on λ in W , if it
depends regularly on λ at any point of W .
Remark 1.3. We say that f(t, λ) is defined on λ(ε) if it is possible to write f(t, λ) as
a quotient a(t, λ)/b(t, λ), a(t, λ), b(t, λ) ∈ O(U ×W ), where b(t, λ(ε)) 6≡ 0.
Remark 1.4. As it was noted, in the case dimλ = 1, the notions of holomorphic de-
pendence and regular dependence at a fixed point of the parameter space coincide. This
is not the case for dimλ > 1. Indeed, consider λ1λ2/(λ
2
1 + λ
2
2t), which depends regularly
on λ at λ = 0, but not holomorphically. In section 4 we verify that the coefficients of
Picard-Fuchs equations constructed in section 3 depend regularly on parameters; due to
complexity of computations, we do not have a counterexample which would show that at
the same time they do not depend holomorphically on parameters, though it is likely that
they do not (when the dimension of the parameter space is greater than one). In another
related situation linear differential equations which depend regularly, but not holomor-
phically, on parameters, do arise naturally. Such are, in general, the linear differential
equations for the components of a linear differential system with a polynomial system
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matrix, with parameters being the coefficients of the polynomial entries ([Gr]).
Remark 1.5. Definition 1.2, put slightly differently, is: for any representation of
f(t, λ) as a(t, λ)/b(t, λ), a(t, λ), b(t, λ) ∈ O(U ×W ), and for any holomorphic arc λ = λ(ε)
passing through λ0 such that b(t, λ(ε)) 6≡ 0, a(t, λ(e))/b(t, λ(ε)) depends holomorphically
on ε. It is in fact equivalent to the following alternative definition: for some representa-
tion of f(t, λ) as a(t, λ)/b(t, λ), a(t, λ), b(t, λ) ∈ O(U ×W ), and for any holomorphic arc
λ = λ(ε) passing through λ0 such that b(t, λ(ε)) 6≡ 0, a(t, λ(e))/b(t, λ(ε)) depends holo-
morphically on ε. The equivalence of both definitions is a corollary of Lemma 1.6 below.
Lemma 1.6. Let f(t, λ) be a parameter dependent meromorphic function on a polydisc
U ×W ⊂ C×Cp, and suppose that for the holomorphic arc λ = λ(ε), f(t, λ(ε)) is defined
and does not depend holomorphically on ε at ε = 0. Then there exists m > 0, such that for
any holomorphic arc λ = λ̂(ε), for which λ(ε) − λ̂(ε) = o(εm), f(t, λ̂(ε)) does not depend
holomorphically on ε at ε = 0 as well.
Proof. By assumption f(t, λ(ε)) is defined and does not depend holomorphically on
ε at ε = 0. Then there exists a representation f(t, λ) = a(t, λ)/b(t, λ), a(t, λ), b(t, λ) ∈
O(U ×W ), such that b(t, λ(ε)) 6≡ 0 and such that, writing a(t, λ) and b(t, λ) as the power
series (convergent in some small polydisc around (t0, λ0) ∈ U ×W ) a0(λ) + a1(λ)t + ...
and b0(λ) + b1(λ)t+ ... respectively, the following holds.
All bj(λ(ε)), j = 0, 1, 2, .., have a zero of order at least k ≥ 1 at ε = 0, while for some
i, ai(λ(ε)) has there a zero of a smaller order (if at all). Clearly, for any holomorphic
arc λ̂(ε) for which λ(ε) − λ̂(ε) = o(εk), the order of vanishing of ai(λ̂(ε)) and of bj(λ̂(ε)),
j = 0, 1, 2, .. stays the same. We conclude that f(t, λ̂(ε)) is defined and does not depend
holomorphically on ε at ε = 0. ✷
Lemma 1.6 will be often used as follows. Suppose that a given parameter dependent
meromorphic function, restricted to a certain holomorphic arc in the parameter space, does
not depend holomorphically on the arc parameter. Then there exists another holomorphic
arc, such that the restriction of the meromorphic function to this arc again does not depend
holomorphically on the arc parameter, and which (possibly unlike the original arc) is in
a general position (so that it does not lie on certain exceptional subsets of the parameter
space Cp).
One may characterize regular dependence on parameters as follows.
Proposition 1.7. Let f(t, λ) = a(t, λ)/b(t, λ), a(t, λ), b(t, λ) ∈ O(U ×W ). Denote by
S ⊂W the set {λ ∈W : b(·, λ) ≡ 0}, and let K be any compact subset of U with nonempty
interior. For a fixed λ 6∈ S, denote by K(ρ, λ) the set obtained by removing from K the
points whose distance from the (discrete) set {t ∈ U : b(t, λ) = 0} is smaller than ρ. Then
the following are equivalent:
i) f(t, λ) depends regularly on λ in W ,
ii) for any compact set F ⊂W , and any ρ > 0
1.1) supλ∈F−S supt∈K(ρ,λ)
|a(t, λ)|
|b(t, λ)| < ∞
whenever defined (i.e. whenever the set {(t, λ) : λ ∈ F − S, t ∈ K(ρ, λ)} is nonempty).
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Proof. We prove the proposition when a(t, λ), b(t, λ) are polynomials (with complex
coefficients), and then comment how it is to be modified in the general case. So let
a(t, λ), b(t, λ) ∈ C[t, λ], and suppose that i) holds but ii) does not hold.
In this case there exists a compact polydisc K × F ⊂ U ×W and a positive number
ρ > 0, such that
supλ∈F−S supt∈K(ρ,λ)
|a(t, λ)|
|b(t, λ)| = ∞.
Let Dr ⊂ F be the set of points at (Euclidean) distance from S, r > 0. Denote by Mr the
subset of Dr, for which
1.2) supt∈K(ρ,λ)
|a(t, λ)|
|b(t, λ)|
is defined and is equal to its maximal value on Dr. If at all there are points on Dr for
which K(ρ, λ) is nonempty, Mr will be a nonempty set. Denote by Γ the set ∪r>0Mr.
Recall now the notion of a first order formula in the sense of elementary mathematical
logic. Taking the language to be the language of ordered rings (i.e. the language is the
set of 5 symbols {0, 1,+, ·, >}), it is not difficult to write a first order formula defining
the set Γ (using the real and imaginary parts of the coefficients of the given polynomials
a(t, λ), b(t, λ)). By the Tarski-Seidenberg principle (by which we mean here the fact that
the first order theory of the reals eliminates quantifiers), Γ is then a semialgebraic subset
of R2p ∼= Cp. If Γ is bounded away from S, it means that for some r0 > 0, K(ρ, λ) is
empty for all λ ∈ Dr, r < r0. One cannot have
supλ∈F−S supt∈K(ρ,λ)
|a(t, λ)|
|b(t, λ)| = ∞,
since |b(t, λ)| is bounded away from zero on ∪λ∈Dr,r≥r0K(ρ, λ) (and since |a(t, λ)| is
bounded on the compact setK×F ). We conclude that Γ ⊂ F has a limit point on S∩F . By
the Curve Selection lemma there exists a real analytic curve λ(ε) : (−ε0, ε0)→ R2p ∼= Cp,
such that λ((−ε0, ε0) − {0}) ⊂ F and λ(0) ∈ S. This real analytic curve defines a holo-
morphic arc passing through λ(0), which we also denote by λ(ε). It follows that
1.3) supt∈K(ρ,λ(ε))
|a(t, λ(ε))|
|b(t, λ(ε))|
is not bounded as ε tends to 0. This implies that a(t, λ(ε))/b(t, λ(ε)) does not depend holo-
morphically on ε at ε = 0, contradicting the initial assumption that i) is true. Therefore
i) implies ii).
To show the converse, suppose that i) does not hold. Then there exists a holomorhic
arc λ(ε), for which b(t, λ(ε)) 6≡ 0 and
a(t, λ(ε))
b(t, λ(ε))
=
1
εs
α(t, λ(ε))
β(t, λ(ε))
,
for some s ≥ 1, such that for some t0 ∈ U , α(t0, λ(0)) 6= 0 and β(t0, λ(0)) 6= 0. For small
enough ρ > 0, and since K has a nonempty interior, K(ρ, λ) is nonempty for all λ ∈ F −S,
where F is a compact polydisc in W . Then
supt∈K(ρ,λ(ε))
|a(t, λ(ε))|
|b(t, λ(ε))| = supt∈K(ρ,λ(ε))
1
|ε|s
|α(t, λ(ε))|
|β(t, λ(ε))|
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is unbounded as ε tends to 0, and therefore ii) does not hold. Thus ii) implies i).
Regarding the changes needed to be done when a(t, λ), b(t, λ) are not necessarily poly-
nomials, one has to replace the semialgebraic category with the subanalytic one (cf. [BM],
for example). The proof that the set Γ ∈ R2p ∼= Cp is subanalytic, is more cumbersome
now. One may either use a language suitable for dealing with subanalytic sets (so that
they (or a subclass of them) become definable), or, what is essentially the same, one may
replace the logical operations in the formula defining the semialgebraic Γ above, by cor-
responding set-theoretic operations (being careful not to project unbounded subanalytic
sets). The other details are virtually unchanged. ✷
We are now coming to the issue which motivated the considerations above. Let
1.4) y(n) + cn−1(t, λ)y
(n−1) + ...+ c0(t, λ)y = 0
be a parameter dependent linear differential equation with meromorphic coefficients in the
polydisc U ×W ⊂ C× Cp.
Definition 1.8. The linear differential equation 1.1 will be said to depend regularly
on parameters at λ = λ0 ∈ W (respectively, in W ) if its coefficients depend regularly on
parameters at λ0 (respectively, in W ).
As shown below (Theorem 1.9), Proposition 1.7 implies that the number of zeros of
solutions of such equations in domains satisfying some natural restrictions, is uniformly
bounded over compact sets in the parameter space. It is the quantitative version of this
assertion, formulated in section 2, which then allows to give asymptotic bounds on the
number of zeros of Abelian integrals.
Note, that if there exists a holomorphic arc λ(ε), such that for some i, 0 ≤ i ≤ n − 1
ci(t, λ(ε)) is defined and does not depend holomorphically on ε (at ε = 0), but other
coefficients are not necessarily defined on λ(ε)), then by Lemma 1.6 there exists another
arc λ̂(ε), λ̂(0) = λ(0), (a perturbation of the original arc λ(ε))) along which all the
coefficients of 1.4) are defined, and ci(t, λ̂(ε)) does not depend holomorphically on ε.
Then the equation 1.4), restricted to the arc λ̂(ε), takes the form
1.5) εsy(n) + αn−1(t, ε)y
(n−1) + ..+ α0(t, ε)y = 0,
with s ≥ 1 and αi(t, ε) ∈ O(U ′ ×W ′) for all i, in some polydisc U ′ ×W ′ ⊂ C × C, such
that (t0, 0) ∈ U ′ ×W ′ for some t0 ∈ U (in fact for any t0 outside of a certain discrete
subset of U, there will exist a polydisc in which 1.4) takes the form 1.5)). Parameter
dependent differential equations such as 1.5), are usually called singularly perturbed. So
we may rephrase Definition 1.8 as follows: we say that 1.4) depends regularly on λ at
λ0, if along no holomorphic arc passing through λ0, and on which 1.4) is defined, is 1.4)
singularly perturbed.
Let us write the equation 1.4) in the form
1.6) y(n) +
an−1(t, λ)
b(t, λ)
y(n−1) + ...+
a0(t, λ)
b(t, λ)
y = 0
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where ai(t, λ) ∈ O(U × W ), i = 0, .., n − 1, b(t, λ) ∈ O(U ×W ) (again, this is always
possible since U ×W is a polydisc). We denote by S ⊂W the set
S = {λ : b(·, λ) ≡ 0}.
For each fixed λ ∈ W − S, we denote by Σλ ⊂ C the set of true singular points of
1.6) (i.e. the points where some solution of 1.6 is not holomorphic); Σλ ⊂ Zλ where
Zλ = {t ∈ U : b(t, λ) = 0}.
Recall from section 0, that a simple domain in C − Σλ is any domain V contained in
a simply connected domain G ⊂ C − Σλ obtained by removing from C nonintersecting
rays which initiate at the points of Σλ and go to infinity (in other words, G is obtained
by making straight line cuts at the points of Σλ).
Theorem 1.9. Suppose that 1.6) depends regularly on λ in W . Then for any compact
sets K ⊂ U , F ⊂W , and for any ρ > 0, there exists N ≥ 0, such that the following holds.
Fix λ ∈ F −S, and let y(t) satisfy 1.6) for that value of the parameter. Then the num-
ber of zeros of y(t) in any simple domain V in C−Σλ, V ⊂ K, for which dist(V,Σλ) ≥ ρ,
is not greater than N .
In other words, the number of zeros of solutions of 1.6) in simple domains in C− Σλ,
contained in K and bounded away by ρ from Σλ, is uniformly bounded over λ ∈ F − S.
Theorem 1.9 is in fact the corollary of Proposition 1.7 and the following theorem from
[Y], which gives a bound on the variation of argument of a solution of a linear differential
equation on a line segment, in terms of a bound on the magnitude of the coefficients of
the equation on that segment. In a sense, this is the generalization of the fact that the
number of oscillations of the solutions of y′′+Ky = 0 on the segment [0, 1] is bounded by
K (in fact by
√
K/2pi) for K ≥ 1, as for K > 0 this equation describes a linear harmonic
oscillator of frequency
√
K/2pi.
Theorem 1.10 [Y]. Let the linear differential equation
y(n) + an−1(t)y
(n−1) + ..+ a0(t)y = 0
have coefficients which are holomorphic on a finite line segment I ⊂ C of length l, their
modulus being bounded there by C ≥ 1. Then the variation of the argument of any non-
trivial solution of this equation on I is bounded by
V ar Arg y(t)|I ≤ pi(n + 1)(1 + lC/log(3/2)).
The fact that the domain V in Theorem 1.9 is simple, permits us to decompose it into a
(uniformly bounded) number of pieces, each of which is contained in a polygonal domain,
such that the sum of the lengths of the segments which constitute the boundary of these
polygonal domains, is uniformly bounded, and the cardinality of the set of segments is
uniformly bounded as well. We then combine Proposition 1.7 and Theorem 1.10 to prove
Theorem 1.9. The formal argument is given below.
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Lemma 1.11. Let Σ, Z be finite subsets of a bounded rectangular domain U ⊂ C.
Let V be a simple domain in C − Σ, such that V ⊂ U , and such that dist(V,Σ) ≥ ρ,
dist(V, ∂U) ≥ ρ. Then there exist linear segments γ1, .., γN , all contained in U , N ≤
O(|Σ|2), such that
i) for all i = 1, .., N , dist(γi, Z) ≥ ρ/O(|Z|), dist(γi, ∂V ) ≥ ρ/2;
ii) let f be a multivalued analytic function in C − Σ; given a branch f˜ on V , there exist
branches f˜1, .., f˜N defined on γ1, .., γN , such that the number of zeros of f˜ in V is not
greater than the sum of absolute values of the variations of arguments of f˜1, .., f˜N on
γ1, .., γN , respectively, divided by 2pi.
Proof. Since V is a simple domain in C − Σ, there exist |Σ| nonintersecting rays
initiating from points of Σ and going to infinity, Γ1, ..,Γ|Σ|, such that C − ∪iΓi is a sim-
ply connected domain (not containing points from Σ) and V ⊂ C − ∪iΓi. Remove now
from C − ∪iΓi squares of diameter 2ρ centered at points of Σ, obtaining the region G.
Let V̂ be the rectangular domain such that V̂ ⊂ U , dist(V̂ , ∂U) = ρ. It is not diffi-
cult to represent G ∩ V̂ as the union of at most O(|Σ|2) quadrilateral domains. Now
slightly perturb the boundary of these domains, so that the resulting domains V̂1, .., V̂M
are polygonal, contain the unperturbed domains, and their boundaries constitute a set
of N segments, N ≤ O(|Σ|2), which we call γ1, .., γN , such that dist(γi, Z) ≥ ρ/C|Z|,
and dist(γi, ∂U) ≥ ρ/2, i = 1, .., N , where C is some universal constant (it is again not
difficult, though a bit tedious, to construct such a perturbation).
Since the number of zeros of any given branch f˜ of f on V is not greater than the sum
of the numbers of zeros of corresponding branches f˜1, .., f˜M on V̂1, .., V̂M , respectively, it
is also not greater than the sum of the absolute values of variations of arguments of the
branches on γ1, .., γN , divided by 2pi, by the argument principle. ✷
Proof of Theorem 1.9. Without limiting generality, suppose thatK ⊂ U1 ⊂ U1 ⊂ U ,
where U1 is a bounded rectangular domain for which dist(K,∂U1) ≥ ρ (this makes the
proof shorter, as it allows us to use Lemma 1.11 right away).
Fix λ ∈ F − S, and let V ⊂ K be a simple domain in C − Σλ. Denote by Σ′λ, Z ′λ the
sets Σλ ∩ U1, Zλ ∩ U1, respectively. Note that the cardinality of Z ′λ is uniformly bounded
over λ ∈ F − S, since F and U1 are compact and b(t, λ) ∈ O(U ×W ). Denote this bound
by N1.
By Lemma 1.11, there exist linear segments γ1, .., γN , N ≤ O(N21 ), all contained in U1,
dist(γi, Z
′
λ) ≥ ρ/CN1, dist(γi, ∂U1) ≥ ρ/2 (C being a universal constant which we assume
to be larger than 2), such that the following holds: the number of zeros of a solution of
1.6) in V is not greater than the sum of the absolute values of variations of arguments of
some solutions of 1.6) on γ1, .., γN .
From Theorem 1.10, this sum of absolute values of variations of argument is bounded
by
1.7) Npi(n + 1)
(
1 +
diam(U1)
log(3/2)
maxt∈∪iγi maxj
|aj(t, λ)|
|b(t, λ)|
)
.
Since dist(γi, ∂U1) ≥ ρ/2, we conclude that not only for Z ′λ dist(γi, Z ′λ) ≥ ρ/CN1,
but also for Zλ dist(γi, Zλ) ≥ ρ/CN1 (recall C ≥ 2). Since N ≤ O(N21 ) and U1 ⊂ U is
compact, from Proposition 1.7 we conclude that 1.7) is uniformly bounded over λ ∈ F −S,
thereby proving the theorem. ✷
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2. An asymptotic bound on the number of zeros of solutions of linear dif-
ferential equations which depend regularly on parameters.
The (parameter dependent) Picard-Fuchs equations obtained in section 3 below for
the Abelian integrals are of the form
2.1) y(n) +
pn−1(t, λ)
q(t, λ)
y(n−1) + ...+
p0(t, λ)
q(t, λ)
y = 0,
where pi(t, λ), i = 0, .., n − 1 and q(t, λ) are polynomials in t, λ with integral coefficients.
Moreover their degree and height (by which we mean the maximum of the moduli of their
coefficients), as well as the order n of 2.1), will admit asymptotic bounds depending only
on the degree of the Hamiltonian H (see section 0). In this section we show how one may
obtain a quantitative version of Theorem 1.9 in this case.
So suppose that pi(t, λ), i = 0, .., n−1 and q(t, λ) in the equation 2.1) are polynomials
with integral coefficients of degree d and height M . To avoid problems with notation, it
is always assumed below that d ≥ 2, M ≥ 2.
We keep notations of section 1: S ⊂ Cp, p = dim(λ), denotes the subset of the
parameter space where q(·, λ) becomes identically zero. For λ 6∈ S, Zλ denotes the (now
finite) set of zeros of q(·, λ), and Σλ ⊂ Zλ denotes the set of true singular points of the
linear differential equation 2.1) for that value of parameter.
Below, ||λ|| always denotes the l∞ norm of λ considered as a vector in R2p ∼= Cp, and
ρ denotes some positive number between 0 and 1.
Theorem 2.1. Suppose that the linear differential equation 2.1) depends regularly on
λ (in Cp). Then for any λ 6∈ S, ||λ|| ≤ 1, a solution of 2.1) cannot have more than
n
(
M
ρ
)dO(p3)
zeros in any simple domain in C−Σλ, whose distance from Σλ is at least ρ, and which is
contained in the unit disc.
Let us remind that according to our convention, O(p3) stands for c0 + c1p
3, where
c0, c1 > 0 are some universal (i.e. not dependent on λ or other characteristics of the
problem) constants.
In the proof of Theorem 1.9 the existence of a first-order formula for the set Γ, in the
language of ordered rings, is rather clear, so we do not write it explicitly. On the contrary,
in the proof of Theorem 2.1, we write an explicit first-order formula for the maximum of
the moduli of the coefficients of 2.1) on certain subset of C×Cp. We then obtain the value
of this maximum from a theorem due to Renegar, regarding the complexity of quantifier
elimination in the first order theory of the reals. A crucial point here is the integrality of
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the polynomials pi(t, λ), i = 0, .., n − 1 and q(t, λ).
As we will be writing first-order formulas, the reader, strictly speaking, should recall
the necessary definitions and background of elementary mathematical logic. We give,
though, an intuitive explanation of what a logical formula defining a semialgebraic set is.
A quantifier free formula in the language of ordered rings (this language is just the
following set of symbols: {0, 1,+, ·, >}), is an expression such as
2.2) x+ z > 0 ∨ xyz5 − 5y2 + xz − 7 > 0 ∧ ¬(xyz = 0)
(strictly speaking, we should have written 1 + 1 + 1 + 1 + 1 instead of 5, y · y instead of
y2, etc.). The formulas x + z > 0, xyz5 − 5y2 + xz − 7 > 0 and xyz = 0 are sometimes
called the atomic predicates of the quantifier free formula 2.2), and below we refer to them
as such. To decipher 2.2), recall that ∧ is the logical ’and’, ∨ is the logical ’or’, and ¬
is the logical ’not’. So the formula 2.2) in fact defines a subset of R3 , coordinatized by
(x, y, z)1, such that
x+ z > 0 or
(
xyz5 − 5y2 + xz − 7 > 0 and (not xyz = 0) )
(recall rules of precedence). In other words, the subset defined by the formula contains
points (x, y, z) for which either x+ z > 0, or the following holds: xyz5− 5y2+xz− 7 > 0,
and xyz = 0 is not true.
A (quantifier free) formula defining a subset of points (x, y) ∈ R2 for which the truth-
fulness of x− y = 5 implies (in the sense of mathematical logic) the truthfulness of y > 7
(i.e. the set {(x, y) : x− y 6= 5} ∪ {(x, y) : y > 7}) will be written as
x− y = 5 → y > 7.
Here e→ f is a shorthand for (¬e) ∨ f .
Let us now write a formula defining the set of (x, y, z, w) ∈ R4 such that there exists
u > 0 for which xyu+ zw + 5 > 0 and such that for all v 6= 0, xv + yzw 6= 5. A possible
variant is
(∃u (u > 0 ∧ xyu+ zw + 5 > 0)) ∧ (∀v (v 6= 0 → xv + yzw 6= 5)).
Here of course ∃ stands for the quantifier ’there exists’, and ∀ stands for the quantifier ’for
all’ (∀ may be regarded as a shorthand for ¬∃¬). Thus this formula is not quantifier free.
Note that the quantifiers range over variables which take values in R. This is why the
formula above is called a first order formula (had we allowed quantification over subsets
of the reals we would get a second order formula, etc.).
By the Tarski-Seidenberg principle, for every first order formula in the language of or-
dered rings, there exists a quantifier free formula defining the same set in a corresponding
Euclidean space. One concludes, therefore, that the set defined by the above first-order
formula is in fact semialgebraic, which is not clear a priori. This is precisely the argument
we used in the proof of Proposition 1.7 to show that the set Γ is semialgebraic.
1or a subset of any other Euclidean space three of whose coordinates are labeled by x, y, z.
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Theorem 1.1 from [Re] establishes a quantitative version of the Tarski-Seidenberg prin-
ciple, as well as establishing complexity bounds for the quantifier elimination algorithm
which the author constructs. Cited below is an immediate corollary of that theorem. Let
us first set the framework.
Consider the formula
2.3) (Q1x1)...(Qtxt) P (y, x1, .., xt),
where y = (y1, .., yl) ∈ Rl, xm = (xm1, .., xmni) ∈ Rni , m = 1, .., t, each Qi stands either
for ∃ or ∀, and where P (y, x1, .., xm) denotes the a quantifier free formula with atomic
predicates
gk(y, x1, .., xt) sk 0
k = 1, ..,K, where each gk(y, x1, .., xt) ∈ Z[y, x1, .., xt], sk stand for either of =, >,<,≥,≤
, 6= (though strictly speaking, only the symbols =, > are allowed in the language of ordered
rings). Suppose now that the sum of the degrees of the different polynomials among gk,
k = 1, ..,K, is not greater than D ≥ 2 (which we call the total degree of the quantifier
free formula P (y, x1, .., xt)), and suppose that the height of the polynomials gk does not
exceed A ≥ 2 for all k = 1, ..,K (in which case we say that the height of P (y, x1, .., xt) is
not greater than M).
Theorem 2.2 [Re]. The subset of Rl defined by the formula 2.3), can be also defined
by the quantifier free formula
2.4)
I∨
i=1
J∧
j=1
hij(y) sij 0,
such that hij(y) ∈ Z[y] for all 1 ≤ i ≤ I, 1 ≤ j ≤ J , the total degree of 2.4) is not greater
than
D2
O(t)lΠknk ,
and its height is not greater than
AO(l)+D
2O(t)Πknk .
The proof of Theorem 2.1 consists of repeating the proof of Theorem 1.9 together with
using Theorem 2.2 to estimate the value of 1.7).
Proof of Theorem 2.1. We follow here the proof of Theorem 1.9, taking U = C,
taking K to be the origin centered square of diameter 2
√
2, and taking U1 to be the origin
centered square of diameter 4
√
2. We prove the theorem for simple domains in C − Σλ,
whose distance to Σλ is at least ρ, and which are contained in the square K. In the proof
of Theorem 1.9, the estimate for the number of zeros in any such domain is given by 1.7)
Npi(n+ 1)
(
1 +
diam(U1)
log(3/2)
maxt∈∪iγi maxj
|pj(t, λ)|
|q(t, λ)|
)
,
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where N ≤ O(|Z ′λ|2), Z ′λ = Zλ ∩ U1, and γi, i = 1, .., N are certain segments lying at a
distance of at least ρ/O(|Z ′λ|) from Zλ.
Since |Z ′λ| ≤ |Zλ| ≤ d, to obtain the sought bound for the number of zeros from 1.7)
it remains to estimate
2.5) maxt∈∪iγi maxj
|pj(t, λ)|
|q(t, λ)| .
Pick an integer (universal constant) C > 0, and let R be the nearest integer to 1/ρ,
R ≥ 1/ρ, so that the distance of the segments γ1, .., γN to Zλ, which is at least ρ/O(|Z ′λ|),
is bounded by 1/(CRd) from below. Clearly 2.5) is bounded by the maximum over j =
0, .., n − 1 of
supλ∈{λ:||λ||≤1}−S supt∈U1(1/(CRd),λ)
|pj(t, λ)|
|q(t, λ)| ,
which by Proposition 1.7 is finite (recall from section 1 that U1(1/(CRd), λ) denotes a
subset of points of U1 whose distance to Zλ is at least 1/(CRd)).
We now construct a first order formula for the one point subset of R whose only point
is the value of that maximum. To estimate this value using Theorem 2.2, all polynomials
entering the formula must have integral coefficients; this is why ρ was replaced by 1/R.
For a fixed λ 6∈ S, the set U1(1/(CRd), λ) ⊂ C ∼= R2 is defined by the following
formula, which we denote by F1(tre, tim, λre, λim):
∀(zre, zim) (qre(zre, zim, λre, λim) = 0 ∧ qim(zre, zim, λre, λim) = 0
→ CRd((tre − zre)2 + (tim − zim)2) ≥ 1) ∧ t2re ≤ 4 ∧ t2im ≤ 4.
The polynomials qre and qim which appear in the formula F1, are the real and imaginary
parts of the polynomial q. Observe that though their degrees are not greater than the
degree of q, their height will be in general larger than that of q (for example, the height
of t3 is 1, but each of the real and imaginary parts of
(tre +
√−1tim)3 = (t3re − 3tret2im) +
√−1(−t3im + 3t2retim)
has height 3). To save on space, below we do not write the formulas explicitly in terms of
the real and the imaginary parts of the variables, but use, when possible, a shorthand form,
from which the reconstruction of the formula is more or less immediate. For example, such
a shorthand form of the formula F1 is (recall that by our conventions || · || denotes the l∞
norm)
∀z (q(z, λ) = 0→ CRd|t− z|2 ≥ 1) ∧ ||t|| ≤ 2.
The height of each of qre, qim is bounded by 2
2d(d+ 1)p+1M . By Theorem 2.2, there is a
quantifier free formula F2(t, λ) equivalent to the formula F1(t, λ) above, its total degree
being not greater than
d2
O(1)·(2p+2)·2 = dO(p),
and its height (recall that d ≥ 2, M ≥ 2 and C is an integral universal constant) is not
greater than
max(CRd, 22d(d+ 1)p+1M)O(2p+2)+d
2O(1)·2·2 ≤ (MR)dO(1)(p+1)2 .
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Writing q(t, λ) = q0(λ) + q1(λ)t + .. + qd(λ)t
d, the (quantifier free) formula F3(λ) for the
set {λ : ||λ|| ≤ 1} − S is given by
||λ|| ≤ 1 ∧ ¬
(
d∧
i=1
qi(λ) = 0
)
,
its total degree being not greater than d, and its height being not greater than 22d(d+1)pM .
Fix j ∈ {0, .., n − 1}, and let vj denote the value of
2.6) supλ∈{λ:||λ||≤1}−S supt∈U1(1/(CRd),λ)
|pj(t, λ)|
|q(t, λ)| .
Since by our assumption, 2.1) depends regularly on parameters, such vj ∈ R exists. We
write now a first order formula for the subset R− [−vj , vj ] of R:
∀(t, λ) (F2(t, λ) ∧ F3(t, λ) → s2|q(t, λ)|2 > |pj(t, λ)|2) .
The total degree of the quantifier free part of this first order formula is not greater than
dO(p), and its height is not greater than (MR)d
O(1)(p+1)2 . Therefore, using theorem 2.2
once more, there exists an equivalent quantifier free formula, whose total degree is not
greater than
(dO(p))2
O(1)·1·(2p+2) = dO(p
2),
and its height is not greater than
((MR)d
O(1)(p+1)2)O(1)+(d
O(p))2
O(1)
·(2p+2) ≤ ((MR)dO(1)(p+1)2)dO(p
2) ≤ (MR)dO(p
3)
.
We may write now a first order formula for the value vj itself (i.e. for the one point
set {vj} ⊂ R). Omitting the simple details, we obtain by Theorem 2.2, a quantifier free
formula for the value vj
2.4)
I∨
i=1
L∧
l=1
hil(s) sil 0,
of total degree and height being bounded again by dO(p
2), (MR)d
O(p3)
. Since vj is the only
point in the set defined by 2.4), vj must be in fact a root of one of the polynomials hil,
which are polynomials (in one variable) with integral coefficients. Since the degree of this
polynomial is bounded by dO(p
2), and its height is bounded by (MR)d
O(p3)
, we conclude
that vj , for all j = 0, .., n − 1, is bounded by
dO(p
2) · (MR)dO(p
3) ≤ (MR)dO(p
3) ≤
(
M
ρ
)dO(p3)
(though R ≥ 1/ρ, this is not a mistake, because of the O(·) notation). We thus conclude
that a bound on the number of zeros may be given by
O(d2) · (n+ 1) ·O
(M
ρ
)dO(p3) = n(M
ρ
)dO(p3)
. ✷
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3. Construction of Picard-Fuchs equations for Abelian integrals.
In this section, we construct a linear differential equation, satisfied by the Abelian
integral
3.1) y(t) =
∫
γ(t)
P (x, y)dx +Q(x, y)dy,
where P,Q are polynomials, and γ(t) is a continuously varying cycle (see below) in the lo-
cally trivial bundle determined by the mapping H(x, y) : C2 → C, where H(x, y) is also a
(generic) polynomial. Such linear differential equations are known to exist and are usually
called Picard-Fuchs equations. More precisely, suppose that the degree of the polynomi-
als H,P,Q is not greater than d, and denote the coefficients of H(x, y) by the tuple λ,
dim(λ) = (d + 1)(d + 2)/2 ≤ O(d2). Then we construct a parameter-dependent linear
differential equation, with coefficients being quotients of integral polynomials in t, λ, µ,
such that for λ not lying in an exceptional codim 1 constructible subset of Cdim(λ), 3.1)
is a solution of that equation for some value of µ. 2 Here, dim(µ) = (d − 1)2 ≤ O(d2) as
well. In section 4 we will show that the linear differential equation we construct (for any
fixed d) depends regularly on the parameters λ, µ, i.e. is not singularly perturbed along
any arc in the parameter space on which it is defined. We then show that these equations
moreover remain regularly dependent on parameters also after any rather general alge-
braic parameter-dependent change of variable. This property is a direct consequence of
the algebro-geometric origin of these equations, and is (of course) false for general regu-
larly dependent on parameter linear differential equations.
As in Introduction, Hd denotes the space of polynomials in two variables of degree not
greater than d, coordinatized by tuples λ of polynomials coefficients, so that Hd ∼= Cdim(λ),
dim(λ) = (d+ 1)(d + 2)/2. H(λ) will denote, for λ ∈ Hd, the polynomial whose tuple of
coefficients is λ. We write either λ ∈ Hd or H ∈ Hd, depending on the context.
We first give the necessary background, explaining the precise meaning of the integral
3.1).
It is known, and is not difficult to prove, that for each H ∈ Hd, there exists a finite
set ΣH ⊂ C, whose points are called the atypical values of H, such that H : C2 −
H−1(ΣH) → C − ΣH is a (smooth) locally trivial bundle. When the projective curve
defined by H(x, y) = 0, H being a polynomial of degree d, intersects the (complex) line
at infinity at precisely d points, we say that the polynomial H is regular at infinity. Being
H regular at infinity depends only on its highest homogeneous part. The set of atypical
points of a polynomial regular at infinity coincides with the set of its critical values.
Choose t0 ∈ C which is not an atypical value of H, and let γ(t0) be a homology class
in the first homology group of the level curve {(x, y) : H(x, y) = t0}. It is a basic fact,
implied solely by being H : C2−H−1(ΣH)→ C−ΣH a smooth locally trivial bundle, that
this homology class admits a natural continuation along any path in C−ΣH initiating at
2To be precise, this will be true for a constructible subset of codimension zero in the space of the
coefficients of the polynomials P,Q.
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t0, depending only on the homotopy class in C− ΣH of the path joining t0 and the given
end point. This continuation is given, roughly speaking, by trivializing the locally trivial
bundle H : C2−H−1(ΣH)→ C−ΣH at points of the path forming an increasing sequence
(with respect to the path parameter), and transporting a representative of the class from
a fiber to a neighbouring fiber by means of these trivializations.
Take now a polynomial (or holomorphic) form P (x, y)dx + Q(x, y)dy on C2, and let
γ(t0) denote, as above, an element in the first homology group of a point t0 ∈ C − ΣH .
Denote by γ(t), t ∈ C−ΣH , the continuation of γ(t0) to t along some path lying in C−ΣH
(γ(t), as explained above, is multivalued, depending only on the homotopy class of the
path connecting t0 to t in C−ΣH). The key fact is, that the integral 3.1), called sometimes
a complete Abelian integral, defines in fact an analytic multivalued function on C − ΣH
([AGV], Chapter 10).
In fact, the same considerations apply not only when t varies, but also when both t
and λ vary. Consider the map
L : C2 ×Hd → C×Hd,
given by (x, y, λ) 7→ (H(λ)(x, y), λ). It defines a locally trivial bundle over the open subset
T ⊂ C×Hd, consisting of pairs (t, λ), for which H(λ) is regular at infinity and has degree
d, and t is not a critical value of H(λ). Fix (t0, λ0) ∈ T and let γ(t0, λ0) be some element
from the first homology group of L−1(t0, λ0) ∼= {(x, y) : H(λ0)(x, y) = t0}. As before, for
any holomorphic form P (x, y)dx + Q(x, y)dy (or even P (x, y, λ)dx + Q(x, y, λ)dy, where
P,Q depend (holomorphically) on λ), the integral
3.2)
∫
γ(t,λ)
P (x, y)dx+Q(x, y)dy,
where by γ(t, λ) we denote the multivalued continuation of γ(t0, λ0), will be an analytic
multivalued function on T .
Now fix H ∈ Hd. Polynomial forms on C2 are the same as regular forms on the
quasiprojective variety C2. The regular 1-forms on C2, Ω1(C2), carry a natural (H depen-
dent) structure of C[t]-module, where C[t] being the ring of polynomials in t or, equiva-
lently, regular functions on C (this structure is given simply by t · ω = H(x, y) · ω; it is
useful because it commutes with integration:
∫
γ(t) t · ω = t ·
∫
γ(t), where · on the left is
the product operation of the module, and · on the right is the usual product in C). The
submodule generated by dα, α ∈ Ω0(C2) (i.e. α is a polynomial in two variables), will be
denoted by dΩ0(C2) = dΩ0. The following theorem is essentially contained in [I1].
Theorem 3.1. Let H(x, y) be a polynomial regular at infinity. Let ω ∈ Ω1(C2). Then
the following are equivalent:
i) for all continuously varying cycles γ(t) in the locally trivial bundle determined by H,∫
γ(t) ω ≡ 0,
ii) ω ∈ dΩ0(C2).
For our purposes we will need also the following quantitative assertion, from whose
proof one may also extract the proof of Theorem 3.1.
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Proposition 3.2. Let H(x, y) be a polynomial of degree d ≥ 2.
i) The 1-form α(x, y)dx + β(x, y)dy ∈ Ω1(C2) belongs to the submodule dΩ0(C2) if and
only if there exist A(x, y), B(x, y) ∈ C[x, y] such that
α(x, y)dx + β(x, y)dy = dA(x, y) +B(x, y)dH(x, y).
ii) Suppose that H is regular at infinity, and suppose that αdx + βdy ∈ dΩ0(C2),
deg(α), deg(β) ≤ D, D ≥ 1. Then there exist polynomials A,B ∈ C[x, y] of degree
not greater than DdO(1), such that αdx+ βdy = dA+BdH.
Proof. Let ω ∈ dΩ0. Then, by definition, ω = ∑i pi(t) · dqi, pi(t) ∈ C[t] and
qi ∈ C[x, y] for every i. It suffices therefore to show that tk · dq is of the form dA +BdH
for all k and polynomials q(x, y). But
tk · dq(x, y) = H(x, y)kdq(x, y) = d(H(x, y)kq(x, y))− kH(x, y)k−1q(x, y)dH(x, y).
As for the bound on the degrees of A,B, we repeat the argument from the proof in [I1] of
Theorem 3.1, but with quantitative estimates.
So suppose thatH ∈ Hd is regular at infinity and has degree d, and suppose α(x, y)dx+
β(x, y)dy ∈ Ω1(C2) belongs to the submodule dΩ0(C2). Without limiting generality, we
assume that the leading coefficient of H w.r.t. y is cyd, c 6= 0 (otherwise perform a
linear change of coordinates to make it such). As shown above, ω = dA +BdH for some
polynomials A,B. Now dA + BdH = d(A + BH) − HdB. For all continuously varying
cycles γ(t) in the locally trivial bundle determined by H,
3.3)
∫
γ(t)
ω =
∫
γ(t)
(d(A+BH)−HdB) =
∫
γ(t)
d(A+BH)− t
∫
γ(t)
dB ≡ 0,
(note that this establishes Theorem 3.1 in one direction).
Fix now any x0 ∈ C. The roots of H(x0, y) − t = 0 will be all different for all but
finitely many (in fact, at most d − 1) values of t. Take t0 ∈ C for which these roots are
all distinct and number the roots as y1(t0), .., yd(t0). Continuing them analytically, we get
branches of analytic multivalued (algebraic) functions y1(t), .., yd(t).
Consider now, for any t which is not a critical value of H,
3.4) r(t) =
(∫ x0,y1(t)
x0,yd(t)
ω ...
∫ x0,yd−1(t)
x0,yd(t)
ω
)
.
where the integration is along paths connecting yd(t) to yi(t), i = 1, .., d − 1. Such paths
exist since the affine curve {(x, y) : H(x, y)− t = 0} is connected; indeed, this affine curve
is smooth since t is not a critical value of H, and if it was disconnected, it would imply
that the corresponding projective curve has a singularity on the complex line at infinity
– but this would contradict the fact that H is regular at infinity. Moreover, after making
a choice for y1(t), .., yd(t) (i.e. numbering in some way the roots of H(x0, y)− t = 0), the
integrals in 3.4) become well defined, since the integral of ω on the cycle formed by any
two paths connecting yd(t) to yi(t), is zero by 3.3).
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Consider also
Y (t) =
 y1(t)− yd(t) . . . yd−1(t)− yd(t)... ... ...
yd−11 (t)− yd−1d (t) . . . yd−1d−1(t)− yd−1d (t)
 ,
which is invertible at all points where all roots y1(t), .., yd(t) are distinct. r(t)Y (t)
−1
is holomorphic univalued except perhaps for the (isolated) points t where some of the
roots y1(t), .., yd(t) become equal, or which are critical values of H. Since the growth
of r(t)Y (t)−1 at these points and the infinity is polynomial, r(t)Y (t)−1 defines in fact a
vector of rational functions in t. It is not difficult to see that these rational functions are
in fact polynomials ([Gr], App. C). To estimate the degree of these polynomials, note that
a path from (x0, yi(t)) to (x0, yd(t)) on {H(x, y)− t = 0} may be constructed as follows.
Consider the projection of {H(x, y) − t = 0} ∈ C2 to the x-plane, and denote the set
of critical values of this projection by Q. Note that the action of the fundamental groop
pi1(C −Q,x0) on the x0-fiber of the projection is transitive (since the curve is connected
and smooth). Since the fundamental group is generated by the elementary loops (i.e.
paths which start from x0, go to the vicinity of a point in Q, encircling it and returning to
x0 via the same path), and since the action is transitive and the fiber consists of d points,
there is a path from (x0, yi(t)) to (x0, yd(t)) which projects to a loop based at x0, composed
of traversing at most d − 1 elementary loops. We may deform this projection so that it
consists of at most 6(d − 1) straight line segments contained in an origin centered disc
which contains all the points of Q and lift it to another path, which we denote by Γ, from
(x0, yi(t)) to (x0, yd(t)) on {H(x, y)− t = 0}. Though the length of Γ is not expressible by
a semialgebraic formula, we may estimate the radius of an origin centered ball in C2 ∼= R4,
which contains Γ, and we may also estimate the cardinality of the decomposition of Γ
to connected smooth pieces such that the tangent to all the points in a given piece lies
in some fixed orthant in R4. Indeed we may write a first-order formula for the points
where Γ is either not smooth or the tangent goes from one orthant to another orthant,
eliminate the quantifiers by Renegar’s theorem, and conclude that the cardinality of such
a decomposition is not greater than dO(1).
Consider now the rate of growth of the maximal norm (in C2 ∼= R4) of the critical
points of the projection of {(x, y) : H(x, y) = t} to the x-plane. These correspond to
the points of the set {(x, y) : H(x, y) = t, Hy(x, y) = 0}. If for t → t0, t0 finite,
one of the points in this set tends to ∞, this would mean that the projective curves
defined by H(x, y) = t and Hy(x, y) = 0 have a common point at infinity, therefore the
projective curves defined by Hx(x, y) = 0 and Hy(x, y) = 0 have a common point at
infinity, contradicting the assumption that H is regular at infinity. So the correspondence
κ sending t ∈ C ∼= R2 to the maximal modulus of the critical points of the projection is
a semialgebraic function which is bounded on compact subsets of its domain. Its graph
may be given by a quantifier free formula whose total degree is independent of H and is
bounded by dO(1). From Renegar’s theorem, for example, one deduces then that its value
at t ∈ C is bounded by CHmax(2, |t|)dO(1) , where CH > 0 is a constant depending on H.
By the construction of Γ, the radius of the origin centered ball containing Γ, is bounded
by the maximal distance from the origin of points of {(x, y) : H(x, y) = t} projected to the
origin centered disc on the x-plane, which has a radius equal to the maximal modulus of
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the critical values of the projection plus 1, say. This maximal distance exists for all t ∈ C,
since the leading coefficient of H w.r.t. y is cyd, c 6= 0, by the assumption we made. Once
again, this maximal distance is a semialgebraic function of t ∈ C ∼= R2 which is bounded
on compact sets, and its value at t ∈ C is bounded by CHmax(2, |t|)dO(1) , where CH > 0
is a constant depending on H.
Therefore the length of Γ is not greater than dO(1) · CHmax(2, |t|)dO(1) , and since
the value of the integrals in 3.4) is bounded by the length of Γ times the bound on√‖a(x, y)|2 + |β(x, y)|2 along Γ, where α(x, y)dx + β(x, y)dy = ω, we conclude finally
that the degree of the entries of r(t)Y (t)−1 is not greater than DdO(1).
Writing
r(t)Y (t)−1 = (p1(t), .., pd−1(t)) = p(t),
we get
3.5)
∫ x0,yd(t)
x0,yi(t)
ω −
d−1∑
l=1
pl(t)(y
l
i(t)− yld(t)) ≡ 0,
i = 1, .., d − 1 (this is possible exactly since ω ∈ dΩo(C2)).
Now, 3.5) can be written as∫ x0,yd(t)
x0,yi(t)
(
ω − d
(
d−1∑
l=1
pl(H(x, y))y
l
i
))
≡ 0,
which means, putting ω̂ = ω − d
(∑d−1
l=1 pl(H(x, y))y
l
)
, that the integral
3.6) F (u, v) =
∫ (u,v)
(x0,yi(H(u,v)))
ω̂
is well defined and holomorphic on C2 − H−1(ΣH). Estimating the growth of F (u, v)
as u, v tend to infinity, we conclude that F (u, v) is in fact a polynomial of degree dO(1).
Indeed, fix u, v ∈ C2, and consider the path going from (u, v) to (x0, yi(H(u, v))) on
{(x, y) : H(x, y) − H(u, v) = 0}, which is constructed as the composition of the fol-
lowing two paths. The first path is the lift to {(x, y) : H(x, y) − H(u, v) = 0} of the
segment lying in the x-plane which connects u to x0, such that the lifted path starts at
(u, v) and ends at (x0, yj(H(u, v)) for some j. Compose now this first path with the sec-
ond path, which connects (x0, yj(H(u, v)) to (x0, yi(H(u, v)), and which was constructed
above. We again conclude that the length of the path going from (u, v) to (x0, yi(H(u, v)))
on {(x, y) : H(x, y)−H(u, v) = 0} is not greater than dO(1) ·max(2, |H(u, v)|)dO(1) , and it
is contained in an origin centered ball of radius max(2, |H(u, v)|)dO(1) . When (u, v) tends
to a point in C2, these estimates stay bounded, and therefore 3.6) defines a holomorphic
function on C2. When (u, v) tend to infinity, the estimates imply that 3.6) defines in fact
a polynomial of degree DdO(1) (since the degree of the form ω̂ is not greater than DdO(1)).
Writing F (x, y) instead of F (u, v), one has the identity
HyFx −HxFy = XH(F ) = ω̂(XH) = Hyα−Hxβ,
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which implies Hy(Fx−α) = Hx(Fy −β). Since H is regular, Hx and Hy have no common
factor, implying therefore by unique factorization in C[x, y], that
Fy − β
Hy
=
Fx − α
Hx
is in fact a polynomial, denoted by B. It follows that ω = dF −BdH. Together with the
bound dO(1) for the degrees of F and B, this proves the proposition. ✷
Our construction of the Picard-Fuchs equations depends on the following result of
Gavrilov ([Ga], see Proposition 1 and Remark after Lemma 1 in [N]). For us, the degree
of P (x, y)dx+Q(x, y)dy ∈ Ω1(C2) is the maximum of the degrees of P (x, y) and of Q(x, y).
Theorem 3.3. Let H(x, y) be a polynomial of degree d, regular at infinity, and let H˜
denote its highest homogeneous part. Then the factor module Ω1(C2)/dΩ0(C2) is generated
by any set of (d− 1)2 forms ω1, .., ω(d−1)2 ∈ Ω1(C2), for which the polynomials gi, defined
by
dωi = gidx ∧ dy, i = 1, .., (d − 1)2,
constitute a monomial basis for the complex vector space C[x, y]/ < H˜x, H˜y >. Moreover,
for any ω ∈ Ω1(C2), there exist polynomials ai(t) ∈ C[t], i = 1, .., (d − 1)2, of degree at
most (deg(ω) − deg(ωi))/d, such that ω =
∑k
i=1 ai(t) · ωi.
Lemma 3.4. There exists a constructible subset Gd ⊂ Hd of codimension zero, and
a set of (d − 1)2 monomials g1, .., g(d−1)2 ∈ C[x, y], their degrees being not greater than
(d − 1)2 − 1, such that each H ∈ Gd is regular at infinity and has degree d, and for each
H ∈ Gd g1, .., g(d−1)2 constitute a basis for C[x, y]/ < H˜x, H˜y >.
Proof. Observe that for any polynomial H of degree d, regular at infinity, the dimen-
sion of C[x, y]/ < H˜x, H˜y > is (d− 1)2 (cf., for example, [Br] Proposition 2.4).
We assume some familiarity with monomial orderings and leading terms diagrams (cf.
[CLO]). We choose a monomial ordering. Then, for each H ∈ Hd, a basis g1, .., g(d−1)2 ,
of C[x, y]/ < H˜x, H˜y > may be constructed as follows. Let ∆H˜ denote the leading terms
diagram of < H˜x, H˜y >; a basis for C[x, y]/ < H˜x, H˜y > may then be taken to consist of
the (d− 1)2 monomials in the complement of ∆
H˜
([CLO], Pr. 1, pg. 228, Pr. 8, pg. 232).
Now, there is only a finite number of diagrams with the complement consisting of
(d− 1)2 monomials; denote them by ∆1, ..,∆l. The set Nj ∈ Hd of polynomials H which
are regular at infinity and have degree d, and for which the leading terms diagram of the
ideal < H˜x, H˜y > is ∆j , is constructible. The sets N1, ..,Nl constitute a partition of the
set of polynomials of degree d regular at infinity, which is an open subset of Hd. Therefore
for some k, 1 ≤ k ≤ l, Nk must be of codimension zero. We take Gd = Nk.
For every H ∈ Gd, the set of monomials in the complement of ∆k, denoted g1, .., g(d−1)2 ,
will constitute a basis of C[x, y]/ < H˜x, H˜y >. Note the degrees of these monomials cannot
be larger than (d− 1)2 − 1 (because of the structure of leading terms diagrams). ✷
In fact, the degrees of the monomials constituting a basis can be taken to be not larger
than 2(d− 1) ([N], section 4).
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By Theorem 3.3 and Lemma 3.4, there exist monomial forms ωl, l = 1, .., (d − 1)2, of
degree not greater than (d− 1)2, which generate the C[t]-module Ω1(C2)/dΩ0(C2) for any
H ∈ Gd.
We need the following standard fact (10.2.4, pg.284 [AGV]), which enables us to write
the derivatives of complete Abelian integrals as complete Abelian integrals again.
Proposition 3.5 (Gelfand-Leray derivative). Let H ∈ C[x, y] and let γ(t) denote
a continuously varying cycle in the locally trivial bundle determined by the polynomial H.
Let ω be a holomorphic 1-form on C2, and suppose there exists a 1-form α, holomorphic
on C2, such that dH ∧ α = dω. Then
d
dt
∫
γ(t)
ω =
∫
γ(t)
α.
To construct Picard-Fuchs (linear differential) equations, we first construct a linear
differential system for (
∫
γ(t) ω1, ..,
∫
γ(t) ω(d−1)2)
T .
Fix H ∈ Hd, 1 ≤ l ≤ (d − 1)2. By Proposition 3.5, one can find polynomials αl, βl ∈
C[x, y] of degree not greater than d(d− 1), so that
3.7)
d
dt
∫
γ(t)
(xHx + yHy)
2ωl =
∫
γ(t)
αldx+ βldy,
holds for any continuously varying cycle γ(t) in the locally trivial bundle determined by
H. In fact, we could have taken any polynomial in the ideal < Hx,Hy > instead of
xHx(x, y) + yHy(x, y). What matters for us, however, is that for homogeneous H of de-
gree d, H(x, y)/d = xHx(x, y) + yHy(x, y).
Let now H ∈ Gd. Note that H ∈ Gd has degree d and is regular at infinity. By Theorem
3.3 and i) of Proposition 3.2 , there exist polynomials Al, Bl ∈ C[x, y], and polynomials
clm(t) ∈ C[t], m = 1, .., (d− 1)2, so that the integrand on the left hand side of 3.7) can be
written as
3.8) (xHx(x, y) + yHy(x, y))
2 ωl =
(d−1)2∑
m=1
clm(H(x, y))ωm+ dAl(x, y)+Bl(x, y)dH(x, y).
By Theorem 3.3, the degree of clm(t) ∈ C[t] is not greater than (2d + (d − 1)2)/d, i.e. is
not greater than d for d ≥ 2. By ii) of Proposition 3.2, Al, Bl can be taken to be of degree
not greater than dO(1).
Observe that 3.8) defines in fact a linear system over C(λ), λ being the coefficients of
H ∈ Hd
3.9) M(λ)u = w(λ),
the unknowns u being the coefficients of clm(t) and of Al, Bl, 1 ≤ l,m ≤ (d − 1)2. Thus
dim(u) ≤ dO(1). The entries of the matrix M(λ) and the vector w(λ) are integral polyno-
mials in λ of degree dO(1) and height not greater than 2d
O(1)
.
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Since 3.9) is solvable for all λ ∈ Gd, and since Gd open, there exists a constructible
set G′d ⊂ Gd of codimension zero, and polynomials plmr(λ) ∈ Z[λ], l,m = 1, .., (d − 1)2,
r = 0, .., d, and q(λ) ∈ Z[λ], such that ∀λ ∈ G′d, q(λ) 6= 0, and
3.10) clm(t) =
d∑
r=0
plmr(λ)
q(λ)
tr.
By using Cramer’s rule for a suitable subsystem of 3.9), we conclude that deg(q(λ)) ≤ dO(1)
and its height is not greater than 2d
O(1)
, and the same bounds hold for plmr(λ). Here we
use that dim(λ) ≤ O(d2), and the fact that for any two integral polynomials a, b ∈ Z[λ]
3.11) height(a · b) ≤ (1 +min(deg(a), deg(b)))dim(λ) · height(a) · height(b).
Integrating now both sides of 3.8), we get by Theorem 3.1 that
3.12)
∫
γλ(t)
(xHx + yHy)
2 ωl =
∫
γλ(t)
(d−1)2∑
m=1
clm(H)ωm =
(d−1)2∑
m=1
clm(t)
∫
γλ(t)
ωm,
for any continuously varying cycle γλ(t) in the locally trivial bundle determined by H(λ).
Using 3.10), we write 3.12) in the matrix form
3.13)
(∫
γλ(t)
(xHx + yHy)
2 ωm
)
m
=
K(t, λ)
q(λ)
(∫
γλ(t)
ωm
)
m
,
where, to save space,
(∫
γλ(t)
ωm
)
m
denotes the column vector
(∫
γλ(t)
ω1, ..,
∫
γλ(t)
ω(d−1)2
)T
,
and where q(λ) and the entries of K(t, λ) are integral polynomials in t, λ of degree and
height bounded by dO(1), 2d
O(1)
, respectively.
Observe that likewise, the right hand side of 3.7), may be written using Theorem 3.3,
Theorem 3.1, and Proposition 3.2, as(∫
γλ(t)
αmdx+ βmdy
)
m
=
L(t, λ)
w(λ)
(∫
γλ(t)
ωm
)
m
,
where, as in 3.13), w(λ) and the entries of L(t, λ) are again integral polynomials in t, λ of
degree and height bounded by dO(1), 2d
O(1)
.
The equality 3.7) then implies
d
dt
K(t, λ)
q(λ)
(∫
γλ(t)
ωm
)
m
=
L(t, λ)
w(λ)
(∫
γλ(t)
ωm
)
m
.
If the matrix K(t, λ) was invertible over C(t, λ), we could have written, for λ ∈ G′′d ⊂ Gd,
G′′d being again a constructible subset of Hd of codimension zero, the equality
3.14)
(∫
γλ(t)
ωm
)′
m
= K(t, λ)−1
(
L(t, λ)q(λ)
w(λ)
−K ′(t, λ)
)(∫
γλ(t)
ωm
)
m
.
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valid for all continuously varying cycles γλ(t) in the locally trivial bundle determined by
H(λ), λ ∈ G′′d.
The equality 3.14) would then define a linear differential system of dimension (d− 1)2,
which would be satisfied, for any fixed λ ∈ G′′d, by
(∫
γλ(t)
ωm
)
m
. We write this system as
3.15) I ′ =
A(t, λ)
a(t, λ)
I,
where a(t, λ) and the entries of the (d − 1)2 × (d − 1)2 matrix A(t, λ) are polynomials
in Z[t, λ]. Their degree and height can be again shown, using 3.11), to be bounded by
dO(1), 2d
O(1)
, respectively. We note, that since the Abelian integrals may be analytically
continued to all points of the open set T ⊂ C × Cdim(λ), 3.15) would be in fact satisfied
by
(∫
γλ(t)
ωm
)
m
for all λ ∈ Hd for which H(λ) is regular at infinity and has degree d,
and for which the matrix A(t, λ)/a(t, λ) is defined (as a rational function in t). Thus, the
restriction λ ∈ G′′d is unnecessary.
We now show that the assumption we made is indeed true:
Proposition 3.6. The matrix K(t, λ) (3.13)) is invertible over the field C(t, λ).
Proof. It is for proving this proposition that the integrand (xHx + yHy)
2ωm in 3.7)
was chosen. Take any polynomial H ∈ Gd. By Lemma 3.4 its highest homogeneous part
H˜ also belongs to Gd.
Denote the coefficient tuple of H˜ by λ0. SinceH ∈ Gd, its highest homogeneous part H˜
is regular at infinity and has degree d. Hence, any cycle γ(t0, λ0), t0 6= 0, can be naturally
continued to a neighbourhood of (t0, λ0). From Theorem 12.1, pg 317 [AGV], we conclude
that there exists an origin centered V ball in C2, holomorphic 1-forms α1, .., α(d−1)2 on
V , and cycles γ1(t0, λ0), .., γ(d−1)2 (t0, λ0) ∈ H1({H(λ0) = t0} ∩ V,Z) for some t0 6= 0 close
enough to 0 ∈ C (i.e. close enough to the critical point of H(λ0)), for which
det
(∫
γj(t0,λ0)
αi
)
ij
6= 0.
Instead of the holomorphic forms α1, .., α(d−1)2 one may take polynomial forms β1, .., β(d−1)2 ,
since on the union of (images of representatives of) γ1(t0, λ0), .., γ(d−1)2 (t0, λ0), which is a
compact subset of V , one may approximate α1, .., αm by polynomial forms to any given
accuracy (true because V is a ball).
Since λ0 ∈ Gd, by Theorem 3.3 and Theorem 3.1, integral of any polynomial form is a
linear combination over C[t] of integrals of the polynomial forms ω1, .., ω(d−1)2 we conclude
that
det
(∫
γj(t0,λ0)
ωi
)
ij
6= 0.
Now, in a neighbourhood of (t0, λ0) the matrix K(t, λ)/q(λ) will be equal, as a matrix
with meromorphic entries, to the holomorphic matrix(∫
γj(t,λ)
(xH(λ)x + yH(λ)y)
2 ωi
)
ij
·
(∫
γj(t,λ)
ωi
)−1
ij
.
24
But this holomorphic matrix is equal, for (t0, λ0) to(∫
γj(t0,λ0)
(xH(λ0)x + yH(λ0)y)
2 ωi
)
ij
·
(∫
γj(t0,λ0)
ωi
)−1
ij
=
t20
d
· Id.
precisely since xH(λ0)x+yH(λ0)y = H(λ0)/d; note that the right hand side is an invertible
matrix (recall t0 6= 0). But this means that in a neighbourhood of (t0, λ0), K(t, λ)/q(λ)
is equal (as a meromorphic matrix) to a holomorphic invertible matrix, implying that
K(t, λ) is indeed invertible over C(t, λ). ✷
We now show how a linear differential equation for
∫
γλ(t)
ωm may be derived from
the system 3.15), m = 1, .., (d − 1)2. Taking the derivative of both sides of 3.15), then
multiplying by a(t, λ), and taking into account that a(t, λ)I ′ = A(t, λ)I, we get
a2(t, λ)I ′′ =
(
A2(t, λ) + a(t, λ)A′(t, λ)− a′(t, λ)A(t, λ)) I.
Taking further derivatives and proceeding in the same manner, we get
3.16) aj(t, λ)I(j) = Aj(t, λ)I,
where A0(t, λ) = Id, and
Aj+1(t, λ) = a(t, λ)A
′
j(t, λ) +Aj(t, λ)
(
A(t, λ) − ja′(t, λ)Id) ,
j = 0, 1, 2, .. . Using 3.11), it may be checked that
3.17) deg(Aj) ≤ jdO(1), height(Aj) ≤ 2jdO(1)
(where deg(Aj), height(Aj ) mean the maximal degree and height of the entries of Aj).
Bounds of the same form hold for the degree and height of a(t, λ)j .
Take now the m-th component of I, 1 ≤ m ≤ (d − 1)2. Then for any j = 0, 1, 2, ..,
denoting by αjm the m-th row of the matrix Aj in 3.16), we get
3.18) aj(t, λ)I(j)m = αjm(t, λ)I.
Clearly there exists km, 1 ≤ km ≤ (d− 1)2, such that the vectors α0m(t, λ), .., αkmm(t, λ)
are linearly dependent over C(t, λ), but α0m(t, λ), .., α(km−1)m(t, λ) are not. Then one may
solve uniquely
3.19) αkmm(t, λ) =
km−1∑
l=0
wlm(t, λ)αlm(t, λ)
for the rational functions wlm(t, λ), l = 0, .., k − 1. Multiplying 3.19) by the (column)
vector I and using 3.18), we get the parameter dependent linear differential equation
3.20) I(km)m −
km−1∑
l=0
wlm(t, λ)I
(l)
m = 0.
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Proposition 3.7. For all m = 1, .., (d−1)2, km = (d−1)2. There exists a constructible
set Vm ⊂ Hd of codimension zero, such that for any λ ∈ Vm, the coefficients of 3.20) are
defined, and the space of solutions of 3.20) is spanned by
∫
γλ(t)
ωm.
Proof. Recall that in the proof of Proposition 3.6, we have shown that for a homoge-
neous polynomial H(λ0) ∈ Gd, there are cycles γ1(t0, λ0), .., γ(d−1)2 (t0, λ0) ∈ H1({H(λ0) =
t0} ∩ V,Z) for some t0 6= 0 close enough to 0 ∈ C such that
det
(∫
γj(t0,λ0)
ωi
)
ij
6= 0,
and therefore (since (t0, λ0) ∈ T ),
3.21) det
(∫
γj(t,λ)
ωi
)
ij
6= 0,
in some neighbourhood U of (t0, λ0). By Theorem 3.4 in [AGV], there is λ1 ∈ Gd close
enough to λ0, so that (t0, λ1) ∈ U , and such that the monodromy representation of the fun-
damental group pi1(C−Σλ1 , t0) on the homology group of the fiber {(x, y) : H(λ1)(x, y) =
t0} is irreducible.
It is not difficult to show that the homology group (with coefficients in Z) of any fiber
over a point in T is isomorphic to Z(d−1)
2
. Without limiting generality, we may assume
that γ1(t0, λ1), .., γ(d−1)2 (t0, λ1) is in fact a basis of H1({(x, y) : H(λ1)(x, y) = t0},Z).
Suppose that
∫
γ1(t,λ1)
ωm, ..,
∫
γ(d−1)2 (t,λ1)
ωm are linearly dependent over C (as functions of
t), so that there exist α1, .., α(d−1)2 , not all zero, for which
∑(d−1)2
l=1 αl
∫
γl(t,λ1)
ωm = 0 for
all t. This means that there exists a nonzero element
δ =
(d−1)2∑
l=1
αlγl(t0, λ1) ∈ H1({(x, y) : H(λ1)(x, y) = t0},C) ∼= C(d−1)2 ,
and a nonzero linear form γ 7→ ∫γ ωm on H1({(x, y) : H(λ1)(x, y) = t0},C), such that
δ stays in the kernel of this form under all monodromy transformations. Therefore the
monodromy invariant subspace of all elements which remain in the kernel of γ 7→ ∫γ ωm
under all monodromy transformations is nonzero. Since at least one of
∫
γ1(t0,λ1)
ωm,..,∫
γ(d−1)2 (t0,λ1)
ωm is nonzero (otherwise the determinant 3.21) would be zero at (t0, λ1)),
this invariant subspace is nontrivial, and therefore the monodromy representation on
H1({(x, y) : H(λ1)(x, y) = t0},C) is reducible, contradicting the fact cited above. We
conclude that
∫
γ1(t,λ1)
ωm,..,
∫
γ(d−1)2 (t,λ1)
ωm are linearly independent over C.
We consider now the action of the fundamental group pi1(T, (t0, λ1)) on the homology
of the fiber over (t0, λ1). Choosing a basis for this lattice, the monodromy representation
acts by linear transformations which are represented by integral matrices. Since also the
inverse transformations are so represented, these matrices must have determinant equal
to 1 or −1, in fact 1 in our case. Therefore the Wronskian of ∫γ1(t,λ) ωm, .., ∫γ(d−1)2 (t,λ) ωm
is a holomorphic function on T , not identically zero. By considering its rate of growth as
(t, λ) tends to infinity and to points on ∂T along all complex lines parallel to the axes of
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C×Cdim(λ), one concludes that the restriction of the Wronskian to any such complex line
is a rational function (in one complex variable). This implies, however, that the Wronskian
is in fact a rational function in t, λ. Thus, there exists a constructible set V ′m ⊂ Hd of
codimension zero, such that ∀λ ∈ V ′m the Wronskian is defined and is not identically zero
as a function of t. We conclude that there exists a constructible subset Vm ⊂ Hd of
codimension zero, for which
∫
γ1(t,λ)
ωm, ..,
∫
γ(d−1)2 (t,λ)
ωm is a set of linearly independent
solutions for 3.20).
It follows that km ≥ (d− 1)2; since km ≤ (d− 1)2 as well, km = (d− 1)2. ✷
Again, since
∫
γλ(t)
ωm continue analytically to all of T ⊂ C× Cdim(λ), it in fact solves
3.20) for all λ ∈ Hd ∼= Cdim(λ) for which H(λ) is regular at infinity and has degree d, and
for which the coefficients of 3.20) are defined.
Now, although 3.20) is a parameter-dependent equation for the integral
∫
γλ(t)
ωm, we
are interested in fact in a linear differential equation for the integral of an arbitrary 1-form
of degree d. To obtain such equation we proceed as follows. By Theorem 3.3 and Theorem
3.1 again, we know that for λ ∈ Gd, the integral of any such form can be written as the
integral of a linear combination over C of ω1, .., ω(d−1)2 (where the coefficients depend on
the parameter λ). Let µ1, .., µ(d−1)2 be the coefficients of this linear combination, which
we view again as parameters. Consider now the system 3.15) augmented by the following
equation obtained by differentiating both sides of I0 = µ1I1+..+µ(d−1)2I(d−1)2 , multiplying
by a(t, λ), and then simplified using 3.15):
I ′0 = (µ1, .., µ(d−1)2)
A(t, λ)
a(t, λ)
I.
We call the new system obtained the augmented system (for degree d). It depends on the
parameters (λ, µ), and is satisfied by (the column vector)∫
γλ(t)
(d−1)2∑
l=1
µlωl,
∫
γλ(t)
ω1, ..,
∫
γλ(t)
ω(d−1)2
T
for any λ ∈ Hd, for which the system is defined and H(λ) is regular at infinity and has
degree d.
We may now construct a linear differential equation for I0 from the augmented system
in the same way by which we constructed the linear differential equations satisfied by the
components of the system 3.15). Its order is a priori less or equal to (d − 1)2 + 1. For
generic λ, µ this equation has a set of (d−1)2 linearly independent solutions. Clearly it has
also the solution given by a nonzero constant. For a generic λ, µ, this constant cannot be
a linear combination of the former solutions by an argument similar to the argument used
in the proof of Proposition 3.7. Therefore the order of the equation for I0 is (d− 1)2 + 1.
For further reference, we write it explicitly as
3.22) I
((d−1)2+1)
0 +
p(d−1)2(t, λ, µ)
q(t, λ, µ)
I
((d−1)2)
0 + ..+
p0(t, λ, µ)
q(t, λ, µ)
I0 = 0.
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q(t, λ), pn(t, λ) ∈ Z[t, λ, µ], n = 0, .., (d − 1)2. Again, it is satisfied by
∫
γλ(t)
∑(d−1)2
l=1 µlωl
whenever 3.22) is defined for the given values of λ, µ, and H(λ) is regular at infinity and
has degree d.
Proposition 3.8. The degree and the height of the polynomials q, pn ∈ Z[t, λ, µ] in
3.22), n = 0, .., (d − 1)2, are bounded by dO(1), 2dO(1) , respectively.
Proof. A computation by Cramer’s rule, taking into consideration the bounds for the
degree and height of aj, Aj , j ≤ (d− 1)2 + 1, which are, according to 3.17),
((d− 1)2 + 1)dO(1) = dO(1), 2((d−1)2+1)dO(1) = 2dO(1)
respectively. ✷
4. Picard-Fuchs equations depend regularly on parameters.
Our first aim in this section is to show that the parameter dependent linear differential
equation 3.22) depends regularly on the parameters (λ, µ). In fact, singularly perturbed
linear differential equations admit parameter dependent solutions with special properties,
as stated in Lemma 4.1 below. This allows to exclude the possibility that such equations
appear as restrictions of Picard-Fuchs equations to holomorphic arcs in general position
in the parameter space. We then use Theorem 2.1 (with the bounds given in Proposition
3.8) to obtain a bound for the number of zeros of an Abelian integral.
Lemma 4.1 Let
4.1) εsy(n) + an−1(t, ε)y
(n−1) + ...+ a0(t, ε)y = 0,
be a linear differential equation such that s ≥ 1, ai(t, ε) are holomorphic in the polydisc
U ×W ⊂ C × C, i = 1, .., n, and for some k, 1 ≤ k ≤ n − 1, ak(t, 0) 6≡ 0 (i.e. 4.1) is, in
our terminology, singularly perturbed). Then for any t0 ∈ U (with a possible exception of a
discrete subset of U), there exists a parameter dependent solution of 4.1), y(t, ε) ∈ O(U ×
(W − {0})), for which (y(t0, ε), .., y(n−1)(t0, ε)) ∈ O(W − {0})n is a vector with constant
entries, such that for any other t1 ∈ U outside of an exceptional, at most countable, subset
E ⊂ U , y(t1, ε) ∈ O(W − {0})n has an essential singularity at ε = 0.
Proof. Let z(t, ε) be a parameter dependent solution holomorphic on U ×W (and
not just on U × (W − {0})). Let t0 be such that ak(t0, 0) 6= 0.
We first show that z(t, ε) is uniquely determined by the n− 1 functions
y(i)(t0, ε) ∈ O(U × (W − {0})),
i = 0, .., k− 1, k+1, .., n− 1. Indeed, if not, then there exists such a parameter dependent
solution, not equal identically to zero, with z(i)(t0, ε) ≡ 0 for i = 0, .., k− 1, k+1, .., n− 1.
Since z(t, ε) is not identically zero, we then must have that z(k)(t0, ε) ∈ O(U × (W −
{0})) is not identically zero. Write z(k)(t0, ε) = εqm(ε), q ≥ 0, m(0) 6= 0, m(ε) ∈
O(U × (W − {0})). Suppose q > 0. z(t, 0) is the solution of 4.1) at ε = 0. Since
ak(t0, 0) 6= 0, z(t, 0) satisfies a linear differential equation of order not smaller than k
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and not greater than n − 1, with initial conditions at t0 being z(i)(t0, 0) = 0 ∀i 6= k,
z(k)(t0, 0) = (0)
qm(0) = 0, (q > 0). Thus z(·, 0) equals identically to zero. This implies
that z(t, ε) = εz1(t, ε), z1(t, ε) being another parameter dependent solution satisfying
z
(i)
1 (t0, ε) ≡ 0 for i = 0, .., k − 1, k + 1, .., n − 1, z(k)1 (t0, ε) = εq−1m(ε). Continuing in the
same manner, we finally get the parameter dependent solution zq(t, ε) ∈ O(U ×W ), for
which z
(i)
q (t0, ε) ≡ 0, i = 0, .., k − 1, k + 1, .., n− 1, z(k)q (t0, ε) = m(ε). Substituting zq(t, ε)
into the original equation, putting t = t0, we get:
esz(n)q (t0, ε) + ak(t0, ε)z
(k)
q (t0, ε) = 0,
which cannot be true, since for ε = 0 it implies that ak(t0, 0)·z(k)q (t0, 0) = ak(t0, 0)·m(0) 6=
0 is zero.
The set of parameter dependent solutions of 4.1), holomorphic in U × W has the
obvious structure of O(W ) module. By the above, this module can be identified with a
submodule of O(W )n−1 ( recall that U ×W is connected).
Suppose there exist n such solutions, y1(t, ε), .., yn(t, ε) ∈ O(U ×W ), linearly inde-
pendent for at least one value of ε in W , and identify them with the elements α1, .., αn ∈
O(W )n−1. Then there exist s1, .., sn ∈ O(W ), not all zero, such that
∑
siαi = 0 (there
are such si ∈ M(W ), since α1, .., αn, considered as elements of the M(W ) vector space
M(W )n−1, are of course linearly dependent; now just multiply by a common denomina-
tor). Thus for all ε ∈W , besides maybe a discrete set of points where all s1, .., sn vanish,
these n parameter dependent solutions are linearly dependent over C. Therefore, their
(parameter dependent) Wronskian, which is a holomorphic function on U ×W , vanishes
on an open subset of U ×W , implying it in fact vanishes everywhere, and there can not
exist such a set of parameter dependent solutions.
Take now a maximal set of parameter dependent solutions of 4.1), y1(t, ε), .., yj(t, ε),
j < n, holomorphic on U ×W , which are linearly independent for some parameter value
in W . Let us denote this parameter value by ε0, and choose a tuple of initial conditions
which are linearly independent from (yi(t0, ε0), .., y
(n−1)
i (t, ε)), i = 1, .., j, for example
(ι0, .., ιn−1) ∈ C(n−1). Since j < n, such a tuple exists. Let y(t, ε) be a parameter de-
pendent solution, holomorphic this time only on U × (W − {0}), given by setting all
y(l)(t0, ε) ∈ O(U × (W −{0})), l = 0, .., n−1, equal identically to ιl, l = 0, .., n−1, respec-
tively (it is not difficult to show, by utilizing the holomorphic dependence on parameter
in W −{0} of 4.1), that the solution obtained will be holomorphic on U × (W −{0}) ). If
y(t, ε) was holomorphic on all of U ×W , we would then get a contradiction to maximality
of y1(t, ε), .., yj(t, ε) with respect to linear independence. If for some q > 0 ε
qy(t, ε) is
holomorphic on U ×W , it would be another parameter-dependent solution of 4.1) which
would again violate the maximality of y1(t, ε), .., yj(t, ε) with respect to linear indepen-
dence. It is now easy to see that y(t, ε) indeed satisfies the conditions of the lemma. ✷
Our argument relies on a basic fact about the behaviour of Abelian integrals in a neigh-
bourhood of a singularity (a much more precise information regarding this behaviour is
available, but it will not be needed here). A similar, but not identical, proposition can
be found in [AGV], Chapter 10. Below, a meromorphic arc in Cn means a (germ of )
holomorphic mapping from a punctured neighbourhood of 0 ∈ C into Cn with at most a
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pole at the origin. Thus, a holomorphic arc is also a meromorphic arc, but the converse
is not necessarily true.
Proposition 4.2. Let (t(ε), λ(ε), µ(ε)) be a meromorphic arc in the space C×Cdim(λ)×
C
dim(µ), such that the arc (t(ε), λ(ε)) lies in T ⊂ C×Cdim(λ) for all ε 6= 0, and such that
4.2) det
(∫
γj(t(ε),λ(ε))
ωi
)
ij
6≡ 0
as a function of t, ε. Then, for any continuously varying cycle γ(t(ε), λ(ε)) in the locally
trivial bundle induced on a punctured neighbourhood of ε = 0 by the locally trivial bundle
over T , the Abelian integral
∫
γ(t(ε),λ(ε))
∑(d−1)2
l=1 µl(ε)ωl can be written in a neighbourhood
of the origin as a sum of finitely many terms
4.3)
∑
r,s
εσr logs(ε)hrs(ε),
where hrs(ε) are holomorphic, and σr are certain complex numbers.
Proof. Since (t(ε), λ(ε)) ∈ T ∀ε 6= 0,(∫
γj(t(ε),λ(ε))
ωi
)−1
ij
is in fact a matrix which is analytic multivalued in some punctured neighbourhood of
ε = 0. Since the monodromy of the derivative (w.r.t. ε) of the matrix(∫
γj(t(ε),λ(ε))
ωi
)
ij
is the same as the monodromy of the matrix itself, and since both are analytic (multival-
ued) in a punctured neighbourhood of ε = 0, K(ε) is in fact holomorphic in this punctured
neighbourhood. The rate of growth of the Abelian integrals as ε→ 0 in any given sector,
is at most polynomial in 1/|ε| (one may estimate the growth by estimating the length of
transported cycles and the diameter of an origin centered ball containing them, as it was
done in the proof of Proposition 3.2; the details are now different, however, and consider-
ably more tedious - see Extended remark 4.3 below). Hence K(ε) has at most a pole at
ε = 0. The solution space of the system
4.4) I ′ε = K(ε) I
is spanned by (∫
γj(t1,λ(ε))
ωi
)
i
.
Since the components of these solutions have at most a polynomial rate of growth as ε→ 0
in any given sector, ε = 0 is a regular singular point of 4.4). It is known that solutions of
linear differential systems near a regular singular point are of the form 4.3) (indeed, the
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components of such systems satisfy linear differential equations for which the ε = 0 is a
regular singularity; according to Theorems 3.1 and 5.2 in Chapter 4 of [CL], any solution
of such equation has the form 4.3) in the neighbourhood of ε = 0). Therefore also the
integral ∫
γ(t(ε),λ(ε))
(d−1)2∑
l=1
µl(ε)ωl =
(d−1)2∑
l=1
µl(ε)
∫
γ(t(ε),λ(ε))
ωl
can be written in the form 4.3) in a neighbourhood of ε = 0. ✷
Extended remark 4.3. In the proof we used the fact that the growth of
∫
γj(t(ε),λ(ε))
ωi,
as ε → 0, is at most polynomial in 1/|ε|. Though this fact appears to be well-known, it
is hard to find a reference for the exact statement; we therefore sketch a proof. Take
τ ∈ [0, 1] 7→ ε(τ) be a path in the punctured neighbourhood of ε = 0. A possible way to
obtain a continuously varying cycle in the locally trivial bundle which is induced over the
punctured neighbourhood of zero E, starting from a cycle γ0 in the homology of the fiber
{(x, y) : H(λ(ε0))(x, y) = t(ε0)}, ε0 ∈ E, is as follows.
Take a path, say piecewise real analytic, from ε0 ∈ E to ε1 ∈ E, τ ∈ [0, 1] 7→ ε(τ) ∈ E,
denoted by ε(τ). Take the cycle γ0 in the homology of {(x, y) : H(λ(ε0))(x, y) = t(ε0)},
realized as a real analytic mapping of a circle into {(x, y) : H(λ(ε0))(x, y) = t1}. Project γ0
on the x-axis, obtaining δ0, and then construct a continuous deformation δ(τ), δ(0) = δ0,
so that ∀τ ∈ [0, 1], δ(τ) never intersects the (τ -dependent) critical values of the projection
of {(x, y) : H(λ(ε(τ)))(x, y) = t(ε(τ))}. One can then naturally lift δ(τ) to γ(τ), a
continuously varying cycle along the path ε(τ) in the locally trivial bundle over E. One
shows that a construction exists (its precise description being the most tedious part of the
proof), such that the length of δ(τ), and consequently of γ(τ), is controlled, in a certain
precise sense, by the following quantities. One is the length of the locus L traversed by
the critical values of the projection to the x-plane of {(x, y) : H(λ(ε(τ)))(x, y) = t(ε(τ))},
as τ varies from 0 to 1. The second is the complexity of the map sending τ ∈ (0, 1)
to the collection of the critical values of the projection. In the nondegenerate case, this
complexity is simply the number of self intersections of the locus L.
Observe now that to construct a representative for the transport of γ0 from the fiber
over ε0 to the fiber over ε1, |ε1| ≤ |ε0|, along any path which does not wind around ε = 0,
it is sufficient to consider a path composed of at most four line segments, each of which
has a distance of at least |ε1|/
√
2 from the origin (since each nonwinding path from ε0 to
ε1 is homotopic to such a path). Parameterizing the line segments in an origin centered
disc D ⊂ E, by pairs of their endpoints in D ×D, one then shows, using local finiteness
properties of subanalytic sets and maps (cf. for example [BM]), that the cardinality of
the decomposition of L into smooth connected pieces, such that the tangent to each piece
lies in some fixed quadrant in R2 ∼= C, is uniformly bounded over all linear segments
lying in D (we include also segments which pass through ε = 0, and for which L may
have infinite length). One also shows that the maximal modulus of the critical values
of the projection for paths ε(τ) which are line segments going from ε0 to ε1, |ε1| ≤ |ε0|,
lying at a distance of at least |ε1|/
√
2 from the origin, is bounded by C/|ε1|α, for some
C > 0, α > 0. The conclusion is that for such paths, the length of L is bounded by C/|ε1|α
as well (C > 0, α > 0 being now some other constants). The complexity of the locus L for
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each linear segment lying in D may be also shown to be uniformly bounded over all such
segments, using similar arguments. One concludes that the length of γ(τ), for each path
going from ε0 to ε1 and which does not wind around the origin, is bounded by C/|ε1|α for
some constants C > 0, α > 0.
One also shows that the cycle γ(τ) is contained in an origin centered ball in C2 of
radius at most C/|ε1|α for some, possibly other, constants C > 0, α > 0. Consequently
the growth of the integral
∫
γ(t(ε),λ(ε)) ω, ω ∈ Ω1(C2), as ε → 0 (in a given sector), is at
most polynomial in 1/|ε|. (End of Extended remark 4.3.)
Theorem 4.4. The Picard-Fuchs equation 3.22) depends regularly on the parameters
λ, µ in Cdim(λ) × Cdim(µ) ∼= C(d+1)(d+2)/2 ×C(d−1)2 .
Proof. Suppose not. Then there exists a holomorphic arc (λ(ε), µ(ε)) in the parameter
space Cdim(λ)×Cdim(µ), such that the equation 3.22), restricted to (λ(ε), µ(ε)), (is defined
and) becomes singularly perturbed. Let the set of points of T ⊂ C×Hd where 4.2) vanishes,
be denoted again by Z. Let the set of points of T × Cdim(µ), where the Wronskian of
4.5) 1,
∫
γ1(t,λ)
(d−1)2∑
l=1
µlωl, .. ,
∫
γ(d−1)2 (t,λ)
(d−1)2∑
l=1
µlωl
vanishes, be denoted by Z ′. One concludes from the proofs of Proposition 4.2 and Propo-
sition 3.7 that both Z and Z ′ are intersections with T of proper algebraic subsets of
C × Cdim(λ) and C × Cdim(λ) × Cdim(µ). Therefore, the set Z ′′ ⊂ C × Cdim(λ) × Cdim(µ)
defined as the union of the complement of T × Cdim(µ) in C × Cdim(λ) × Cdim(µ), with
(Z ×Cdim(µ)) ∪Z ′, is a closed constructible set of codimension at least 1 (recall T is con-
structible and open). Let S ⊂ Cdim(λ) × Cdim(µ) denote the constructible set, such that
(λ, µ) ∈ S if (t, λ, µ) ∈ Z ′′ for all t ∈ C. Since Z ′′ is closed and has codimension at least
1, S is closed and has codimension at least 1 as well.
If the arc (λ(ε), µ(ε)) intersects S at infinitely many points εn, εn → 0, this means
(since S is constructible and closed) that the arc lies on S (at least when the parameter of
the arc is restricted to a sufficiently small disc). Since S has codimension at least 1, using
Lemma 1.6 it is possible to find a nearby holomorphic arc not lying on S, such that 3.22),
restricted to this new arc, (is defined and) stays singularly perturbed. Restricting the arc
parameter to lie in a sufficiently small disc, this arc may intersects S only at ε = 0. So we
may assume that if the arc (λ(ε), µ(ε)) intersects S, it intersects it only at ε = 0. If the
arc did not intersect S, 3.22) restricted to (λ(ε), µ(ε)) would have a linearly independent
set of (d− 1)2 + 1 parameter dependent solutions, holomorphic on a polydisc (recall that
S is closed). From the proof of Lemma 4.1 it would then follow that 3.22), restricted to
(λ(ε), µ(ε)), is not singularly perturbed. Therefore (λ(0), µ(0)) ∈ S.
Note that being 3.22) defined on the original arc (which may lie on S), does not imply
(at least a priori) that the Wronskian of 4.5) is not identically zero when restricted to
that arc. This is the reason that the set Z ′ appears in the definition of the exceptional set
S. The reason that the set Z appears in this definition, is to let us use Proposition 4.2 in
the argument below.
Take now a polydisc U×W ⊂ C×C, such that the coefficients of 3.22) are holomorphic
on U×(W−{0}), and on which the equation 3.22), restricted to (λ(ε), µ(ε)), takes the form
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4.1). According to Lemma 4.1, there exists then a parameter dependent solution y(t, ε) ∈
O(U× (W −{0})) of this equation, such that for some t0, t1 ∈ U , y(j)(t0, ε) ∈ O(W −{0}),
j = 0, .., (d − 1)2, are constants, and y(t1, ε) ∈ O(W − {0}) has an essential singularity
at ε = 0. We may assume that W , t0 and t1 are such that the arcs (t0, λ(ε), µ(ε)) and
(t1, λ(ε), µ(ε)), where ε ∈ W , intersect Z ′′ only at ε = 0 (indeed, the arc (λ(ε), µ(ε))
intersects S only at ε = 0, and Lemma 4.1 shows that we may choose t0, t1 ∈ U almost
arbitrarily). We may then write, for all ε ∈ W − {0} (since for ε 6= 0 the integrals are
defined and the Wronskian is not identically zero),
4.6) y(t0, ε) = c0(ε) · 1 +
(d−1)2∑
i=1
ci(ε)
∫
γi(t0,λ(ε))
(d−1)2∑
l=1
µl(ε)ωl.
Fixing a basis of the homology of the fiber over (t0, λ(ε0)) for some ε0 ∈ W , ε0 6= 0,
ci(ε) are then certain branches of analytic multivalued functions on W −{0}. To compute
ci(ε), i = 0, .., (d − 1)2, fix t = t0. (c1(ε), .., c(d−1)2 (ε))T is then given by the product
of the inverse of the Wronskian matrix of 4.5), and of (y(t0, ε), .., y
((d−1)2 )(t0, ε))
T . Note
that the latter does not depend on ε. Since the arcs (t0, λ(ε), µ(ε)) and (t1, λ(ε), µ(ε))
intersect Z ′′ only at ε = 0, we conclude from Cramer’s rule and Proposition 4.2, that ci(ε)
can be written as ratio of finite sums of the form
∑
i,j ε
σi logj(ε)hij(ε). Now, since the
arc (λ(ε), µ(ε)) intersects S only at ε = 0, the set of points (t, ε) ∈ U ×W , mapped by
(t, λ(ε), µ(ε)) to points of Z ′′, is of (complex) codimension 1 (consequently not separating
U×W ). By analytic continuation, 4.6) holds therefore also if we replace t0 by t1, implying
y(t1, ε) = c0(ε) · 1 +
(d−1)2∑
i=1
ci(ε)
∫
γi(t1,λ(ε))
(d−1)2∑
l=1
µl(ε)ωl.
Using Proposition 4.2 again, we then conclude that y(t1, ε) can be written as a ratio of sums∑
i,j ε
σi logj(ε)hij(ε) as well. But this is impossible, since y(t1, ε) has an essential singu-
larity at ε = 0. Indeed, it is not difficult to show that a ratio of sums
∑
i,j ε
σi logj(ε)hij(ε)
can never be equal to a holomorphic function in a punctured neighbourhhood of the origin
with an essential singularity at the origin.
We conclude that 3.22) must depend regularly on the parameters λ, µ in Cdim(λ) ×
C
dim(µ). ✷
Recall now that for H ∈ Hd, ΣH denotes the set of its atypical points (which are just
the critical values for the polynomials H we consider below).
Corollary 4.5. Let λ ∈ Hd, d ≥ 2, be such that H(λ) is regular at infinity, and suppose
that ||λ|| ≤ 1. Then for any polynomials P,Q ∈ Hd, the integral ∫γ(t) P (x, y)dx+Q(x, y)dy
can have not more than (
2
ρ
)2dO(1)
zeros in any simple domain in C − ΣH , whose distance from ΣH is not smaller than ρ,
0 < ρ < 1, and which is contained in the unit disc. Here γ(t) is any continuously varying
cycle in the locally trivial bundle determined by H(λ).
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Proof. The coefficients of 3.22) are ratios of integral polynomials of degree and height
not greater than dO(1), 2d
O(1)
, respectively. The order of 3.22) is (d − 1)2 + 1. For λ, µ in
a certain constructible set V ⊂ Hd of codimension zero, 3.22) is defined and its solutions
contain all integrals of the form
∫
γ(t)
∑(d−1)2
l=1 µlωl. Let (λ, µ) ∈ V and suppose ||λ|| ≤
1, ||µ|| ≤ 1. The bound for their number of zeros in any simple domain of C − ΣH ,
whose distance from ΣH is not smaller than ρ, and which is contained in the unit disc,
is then given by Theorem 2.1 as (note that the dimension of the parameter space is
dim(λ) + dim(µ) ≤ (d+ 1)(d + 2)/2 + (d− 1)2 ≤ O(d2))
((d− 1)2 + 1)
(
2d
O(1)
ρ
)dO(O(d2)3)
≤
(
2
ρ
)2dO(1)
.
One may omit now the restriction ||µ|| ≤ 1, since the zeros of ∫γ(t)∑(d−1)2l=1 µlωl are the
same as the zeros of
∫
γ(t)
∑(d−1)2
l=1 (µl/||µ||)ωl. Since any integral
∫
γ(t)
∑(d−1)2
l=1 µlωl has
a natural analytic continuation to T × Cdim(µ), we immediately conclude (using Rouche
theorem, for example), that for any µ and ||λ|| ≤ 1, such that H(λ) is regular at infinity
and has degree d, the same bound for the number of zeros holds.
Observe that for λ ∈ Gd any integral ∫γ(t) P (x, y)dx + Q(x, y)dy can be written as∫
γ(t)
∑
i µiωi for some µ ∈ C(d−1)
2
(Theorem 3.3), implying the bound for such integrals
as well. Now, the set Gd is of codimension zero, and any integral ∫γ(t)∑(d−1)2l=1 Pdx+Qdy
continues analytically to T × Cdim(µ). This implies that the bound holds for the number
of zeros of any integral
∫
γ(t) P (x, y)dx + Q(x, y)dy, where γ(t) is a continuously varying
cycle in the locally trivial bundle determined by H(λ), ||λ|| ≤ 1, for which H(λ) is regular
at infinity and has degree d. ✷
Note that for general linear differential equations which depend regularly on param-
eters, making a parameter dependent algebraic change of variable in general will not
produce an equation which depends regularly on parameters. For example,
dy
dt
− y
t(t− ε) = 0
becomes, after putting t = ετ :
dy
dτ
− y
ετ(τ − 1) = 0.
On the contrary, Picard-Fuchs equations stay regularly dependent on parameters also af-
ter a parameter dependent algebraic change of variable. This is of course the consequence
of their algebro-geometric origin, or, more to the point, the consequence of the fact that
the rate of growth of Abelian integrals along holomorphic curves in the new coordinates,
stays at most polynomial. We now prove a precise claim of this sort.
By a rational map from Cm to Cn we mean a map whose domain is a dense subset of
C
m and whose components are rational functions.
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Let β(κ) : Cdim(κ) → Cdim(λ) × Cdim(µ) be a dominant rational map (i.e. a rational
map which maps its domain to a dense subset of the target space). We may write the
linear differential equation 3.22) in the new coordinate and parameters, obtaining (the
derivative is with respect to τ)
4.7) I
((d−1)2+1)
0 +
a(d−1)2(τ, κ)
b(τ, κ)
I
((d−1)2)
0 + ..+
a0(τ, κ)
b(τ, κ)
I0 = 0,
where b(t, κ), ai(τ, κ) ∈ C[τ, κ], i = 0, .., (d − 1)2.
Proposition 4.6. The linear differential equation 4.7) depends regularly on κ in
C
dim(κ).
Proof. We proceed as in the proof of Theorem 4.4. Suppose 4.7) does not depend
regularly on parameters. Then there exists a holomorphic arc κ(ε) in the parameter
space Cdim(κ), such that the equation 4.7), restricted to κ(ε), is (defined and) singularly
perturbed.
Let the set K ⊂ C× Cdim(κ) be the closed constructible subset obtained as the union
of the points where the rational map (τ, κ) 7→ (α(τ, κ), β(κ)) is undefined, and of the
preimage, under this map, of the set Z ′′ ⊂ C×Cdim(λ)×Cdim(µ) which was constructed in
the proof of Theorem 4.4. Since the derivative of α(τ, κ) is not identically zero and β(κ)
is dominant, K is of codimension at least 1. Let S ⊂ Cdim(κ) denote the constructible set,
such that κ ∈ S if (τ, κ) ∈ K for all τ ∈ C. It is closed and of codimension at least 1 as
well. As in the proof of Theorem 4.4, it may be assumed that the arc κ(ε) intersects S
only at ε = 0.
Take now a polydisc U×W ⊂ C×C, such that the coefficients of 4.7) are holomorphic
on U × (W − {0}), and on which the equation 4.7), restricted to κ(ε), takes the form
4.1). Again, Lemma 4.1 implies that there exists a parameter dependent solution y(τ, ε) ∈
O(U×(W−{0})) of this equation, such that for some τ0, τ1 ∈ U , y(j)(τ0, ε) ∈ O(W −{0}),
j = 0, .., (d− 1)2, are constants, and y(τ1, ε) ∈ O(W −{0}) has an essential singularity at
ε = 0.
We proceed now as in the proof of Theorem 4.4. We may again assume that W , τ0
and τ1 are such that the arcs (τ0, κ(ε)) and (τ1, κ(ε)), where ε ∈ W , intersect K only at
ε = 0. We then write, for all ε ∈ W − {0} (since for ε 6= 0 the integrals are defined and
the Wronskian is not identically zero),
4.8) y(τ0, ε) = c0(ε) · 1 +
(d−1)2∑
j=1
cj(ε)
∫
γj(α(τ0 ,κ(ε)),βλ◦κ(ε))
(d−1)2∑
l=1
(βµ ◦ κ(ε))lωl.
The coefficients ci(ε), i = 0, .., (d− 1)2, are given, as before, by the product of the inverse
of the Wronskian matrix of
1,
∫
γ1(α(τ0,κ(ε)),βλ◦κ(ε))
(d−1)2∑
l=1
(βµ ◦ κ(ε))lωl, ..,
∫
γ(d−1)2 (α(τ0,κ(ε)),βλ◦κ(ε))
(d−1)2∑
l=1
(βµ ◦ κ(ε))lωl,
and of (y(τ0, ε), .., y
((d−1)2 )(τ0, ε))
T , the latter being a constant vector in C(d−1)
2+1. From
Proposition 4.2 we conclude that also in this case ci(ε) can be written as ratio of finite
sums of the form
∑
i,j ε
σi logj(ε)hij(ε).
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Since the arcs (τ0, κ(ε)) and (τ1, κ(ε)), where ε ∈ W , intersect K only at ε = 0, 4.8)
holds also if we replace τ0 by τ1, implying
y(τ1, ε) = c0(ε) · 1 +
(d−1)2∑
j=1
cj(ε)
∫
γj(α(τ1,κ(ε)),βλ◦κ(ε))
(d−1)2∑
l=1
(βµ ◦ κ(ε))lωl.
Again, one concludes that y(τ1, ε) ∈ O(W − {0}) can be written as a ratio of sums∑
i,j ε
σi logj(ε)hij(ε). This is impossible, since y(τ1, ε) has an essential singularity at
ε = 0.
We conclude that 4.7) depends regularly on κ in Cdim(κ). ✷
We use this result only to derive Corollary 4.7 below, though more general statements
can be made. Together with Corollary 4.5, it proves Theorem 0.2.
Corollary 4.7. The condition ||λ|| ≤ 1 in Corollary 4.5 may be removed.
Proof. Indeed, let α(τ, κ) = τ and let β(κi) = λi for all i, 2 ≤ i ≤ dim(λ) + dim(µ),
β(λ1) = 1/κ1. Clearly β is then a dominating rational map, and α(τ, κ) has a nonzero
derivative w.r.t. τ . By Proposition 4.6, the equation 4.7) depends then regularly on κ.
This implies (since the degree and the height of 4.7) are the same then as of 3.22)) that
Corollary 4.5 holds also for all λ, for which ||(1/|λ1|, λ2, .., λdim(λ))|| ≤ 1. Considering not
just the transformation above, but all transformations of the form λ = (κs11 , .., κ
sdim(λ)
dim(λ) ),
for different choices of si ∈ {−1,+1}, i = 1, .., dim(λ), we conclude that the condition
||λ|| ≤ 1 may be indeed removed. ✷
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