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EmoLabel: Semi-Automatic Methodology for
Emotion Annotation of Social Media Text
Lea Canales, Walter Daelemans, Ester Boldrini, and Patricio Martı́nez-Barco
Abstract—The exponential growth of the amount of subjective information on the Web 2.0. has caused an increasing interest from
researchers willing to develop methods to extract emotion data from these new sources. One of the most important challenges in
textual emotion detection is the gathering of data with emotion labels because of the subjectivity of assigning these labels. Basing on
this rationale, the main objective of our research is to contribute to the resolution of this important challenge. This is tackled by
proposing EmoLabel: a semi-automatic methodology based on pre-annotation, which consists of two main phases: (1) an automatic
process to pre-annotate the unlabelled English sentences; and (2) a manual process of refinement where human annotators determine
which is the dominant emotion. Our objective is to assess the influence of this automatic pre-annotation method on manual emotion
annotation from two points of view: agreement and time needed for annotation. The evaluation performed demonstrates the benefits of
pre-annotation processes since the results on annotation time show a gain of near 20% when the pre-annotation process is applied
(Pre-ML) without reducing annotator performance. Moreover, the benefits of pre-annotation are higher in those contributors whose
performance is low (inaccurate annotators).




O VER the past few years, the social media phenomenonhas expanded throughout the world and quickly at-
tracted billions of users [1]. As a consequence, there has
been an exponential growth in the amount of subjective
information on the Web 2.0 due to the massive use of these
social media services by users.
Parallel to the growth of this new textual genre, there
has been an increasing interest from researchers to develop
methods to extract data from the subjective information
available in these new sources because of its high po-
tential benefits for business, society, politics or education.
Consequently, this phenomenon has led to the need for
developing innovative Natural Language Processing (NLP)
tools, resources and methods, able to properly analyze and
manage such data.
The NLP task that deals with the treatment of subjective
data is called Sentiment Analysis (SA). Within this field, it is
possible to differentiate between two tasks: Opinion Mining
(OM), which can be defined as the task that automatically
detects opinion expressed in texts and classifies it depending
on its polarity (positive, negative or neutral); and Emotion
Recognition (ER) which is a task more specific than opinion
analysis that looks at fine-grained types of emotion such
as emotional categories (ANGER, DISGUST, FEAR, etc.) or
emotional dimensions (valence, arousal, dominance, etc.).
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The increasing interest in ER from the research commu-
nity is due to the fact that it has the potential of bringing
substantial benefits to different sectors: examples of this
can be for instance suicide prevention [2], [3], identifying
cases of cyber-bullying [4], or contributing towards the
improvement of student motivation and performance [5].
There are different techniques applied by NLP re-
searchers to tackle the textual ER task, including the use
of Machine Learning (ML), rule-based methods and lexical
approaches [6], [7]. However, the majority of such propos-
als has been performed with machine learning algorithms
mainly due to their scalability, learning capacity and fast
development. In particular, the common scenario in textual
ER is the use of supervised learning since these algorithms
lead to better results than the rest of alternatives.
The success of the predictions made by a supervised
model directly depend on the quality and the size of
our training data. Hence, the training dataset employed
is crucial to building accurate emotion detection systems.
Moreover, these requirements of quality and size of training
data is even more important in the new discipline called
Deep Learning (DL) [8].
The creation of a labelled corpus for textual ER is not
trivial, since detecting emotion in text can be difficult even
for humans, because everyone’s personal context can influ-
ence emotion interpretation. Most relevant research carried
out so far has shown the difficulties related to this task, such
as obtaining a good Inter-Annotator Agreement (IAA) or the
time required for its development. As a consequence, data
gathering with emotion content has become one of the most
biggest challenges tasks in ER.
In order to lessen and counteract the challenge of emo-
tion annotation, this research proposes EmoLabel: a semi-
automatic methodology for textual ER with the aim of
providing large-scale annotation of English emotion corpora
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in any genre and with robust standards of reliability.
EmoLabel consists of two main phases: (1) an automatic
process of pre-annotation of the unlabelled sentences with
a reduced number of emotional categories; and (2) a man-
ual refinement process where human annotators determine
which is the dominant emotion in the pre-defined set of
possibilities.
As the number of coding categories can influence re-
liability estimation of the resultant corpus, this research
proposes to automatically pre-annotate those emotion cate-
gories most related to each sentence. Hence, our hypothesis
is that suggesting a reduced number of categories could
help human annotators to decide which is the dominant
emotion in the second phase of EmoLabel and thus improve
its reliability.
With the aim of evaluating the usability of two processes
in the second phase, an unsupervised pre-annotation process
based on Distributional Semantic Models (DSM’s) and a
supervised pre-annotation method based on ML have been
carried out. Regarding the manual annotation task, different
experimental setups have been designed to evaluate the
impact this pre-annotation has on the quality of the resulting
corpus and on the time needed for annotation.
Concerning the results, they demonstrate the benefits of
the pre-annotation processes in emotion labeling since the
results on annotation time show a gain of near 20% when
the pre-annotation process is applied (Pre-ML) compared
to No-pre without reducing the IAA or annotator perfor-
mance. Moreover, the benefits of pre-annotation are higher
in those contributors whose performance is low (inaccurate
annotators).
The rest of the paper is organized as follows. Section 2
presents related work. After this, the methodology proposed
is described in detail in Sections 3 and 4. Then, in Section 5
we explain the evaluation methodology, the results obtained
and a discussion about these results. Finally, Section 6
details our conclusions and future work.
2 RELATED WORK
ER is part of the broader area of Affective Computing
(AC) which aims to enable computers to recognize and
express emotions [9]. Within this discipline, affect detection
systems can be classified in terms of individual modalities or
channels according to the source of information employed
to tackle it (e.g. text [10], [11], speech [12], [13], or videos
[14], [15]). The challenges and difficulties associated with
emotion annotation differ depending on these modalities.
Concretely, this work is framed within textual ER, a sub-
field of NLP that studies and treats subjectivity language
focusing on its emotional connotation.
Even if it is a relatively recent area, the automatic detec-
tion of emotion in text is an active research field where a
variety of tools and methods have been developed with the
aim of tackling this task [6], [7]. In spite of this, the effective
analysis and treatment of subjective data still represent
an important challenge to overcome, since textual emotion
detection task presents inherent problems. As previously
mentioned, one of the most challenging is the building of
emotion corpora since emotion detection is even difficult
for humans.
Related to this, and given their utmost importance,
in this section are presented on the one hand the most
relevant textual emotion corpora developed for ER, their
features and how they have been developed (Section 2.1);
on the other hand, semi-automatic methodologies (Section
2.2) which shows works of other NLP areas where the pro-
ductivity increase when automatic processes are employed
in manual tasks.
2.1 Textual Emotion Corpora
Despite the fact that there is not a general consensus among
psychologists on the definition of emotion or how many
emotions there are, research in psychology outlines two
main approaches to represent the emotions that humans
perceive and express: the categorical model (the discrete
emotions approach) and the dimensional one [16]. The cat-
egorical model conceptualizes emotion as a set of distinct
categories, whereas the dimensional one represents affects
in a dimensional form where each emotion occupies a
location in this space.
Regardless of the psychological debate, the categorical
approach is more popular than the dimensional one in
Computation Linguistics (CL) [17], [18], [19]. Principally,
because it is intuitive and easily interpretable from the
human and computational point of view. For this reason, the
categorical model is the approach chosen for this research
and the background considered in this section is focused on
textual emotion corpora annotated with emotion categories.
Most of the emotion resources developed so far have
been annotated manually, since, in this way, machine learn-
ing systems learn from human annotations. Among these
resources, we can find corpora labelled with the six basic
emotions categories proposed by Ekman [20]. This research
includes: Alm [21] corpus with sentence-level annotations of
approximately 185 children stories with emotion categories;
Aman [17], [22] corpus which contains blog posts collected
directly from the Web annotated with emotion categories
and emotion intensity (high, medium, or low) at sentence
level; or Affective Text corpus developed for SemEval-
2007, which consists of news headlines drawn from major
newspapers such as New York Times, CNN, or BBC News,
annotated with emotion categories and each category has a
valence value associated between 0 and 100 [10].
Moreover, there are also corpora labelled with other
inventories of emotional categories, such as: Neviarouskaya
[23] corpus with 1,000 sentences extracted from various
stories grouped by topics (Education, Family and friends,
Health and wellness, etc...) within 14 different categories
among which the Ekman basic emotions; the Emotiblog-
corpus that consists of a collection of blog posts manually
annotated with three annotation levels (15 emotions): docu-
ment, sentence and element [24]; EmoTweet-28 corpus that
consists of a collection of 15,553 tweets annotated manually
four facets of emotion: valence, arousal, emotion category
(28 categories) and emotion [25], or Affect [26] corpus re-
cently developed for SemEval-2018 Task 1: Affect in Tweets
(sub-task Emotion Classification), which consists of a set
of tweets manually annotated with 12 emotion category by
using Figure Eight (F8).
The cost of this, in terms of human effort, slows down
the development of an accurate emotion recognition system.
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Consequently, several emotion resources have recently been
developed employing emotion word hashtags to create an
automatic emotion corpus on Twitter data. Mohammad [11]
describes how they created a corpus from Twitter posts
(Twitter Emotion Corpus - TEC) using this technique.
Several studies found in the literature use emotion word
hashtags to create emotion corpora from Twitter [27], [28].
Although the use of emotion word hashtags as a technique
to label data is interesting because of its simplicity and
efficiency in terms of time and cost, it can be exclusively
applied to social networks and microblogging services be-
cause these tags are only used in these genres. Moreover,
another drawback is that people do not use the hashtags
always correctly or systematically.
The problems of creating a labelled corpus are shared by
other NLP tasks and one usual way to improve this situation
is to automatically suggest different annotation options, so
that the work of the annotators is limited to the validation
of these proposals.
The following section presents works from other NLP
areas where semi-automatic methodologies are employed
to tackle the problem of building an annotated corpus or
improving the quality of machine-generated translation in
Machine Translation (MT) task.
2.2 Semi-Automatic Methodologies
The usability and effectiveness of semi-automatic method-
ologies to improve manual tasks in NLP are widely demon-
strated. Pre-annotation Technique (Section 2.2.1) and MT
Post-editing (Section 2.2.2) are examples of these method-
ologies. Both employ automatic processes to help human
annotators in manual tasks, such as building annotated
corpora or improving the translation quality.
2.2.1 Pre-annotation Technique
Pre-annotation has been widely studied in NLP tasks, such
as Named Entity Recognition (NER), Part Of Speech (POS)
tagging and Semantic Frame/Role Labelling, reporting a
gain in time and quality in manual annotation tasks.
Marcus et al. [29] is one of the first approaches where
the pre-annotation process is assessed for POS tagging. In
this work, the model of annotation consists of two stages:
1) automatic POS assignment and 2) manual correction
evaluation to determine how to maximize the speed, inter-
annotator consistency, and accuracy of POS tagging. The
experiment showed that manual tagging took about twice
as long as correcting, with about twice the inter-annotator
disagreement rate and an error rate that was about 50%
higher. More recently, Fort et al. [30] evaluate the influence
of automatic pre-annotation on the manual POS annotation
of a corpus, both from the quality and the time points of
views, with specific attention to biases. Their experiments
confirmed and detailed the gain in quality and demon-
strated that even if a not so accurate, the tagger can help
improve annotation speed.
Rehbein et al. [31] performed quite thorough experi-
ments in the field of semantic frame assignment annotation.
Although in this case, the results of the experiments are a
bit disappointing as they could not find a direct improve-
ment of annotation time using pre-annotation, they found
that noisy and low-quality pre-annotation does not overall
corrupt human judgment.
Lingren et al. [32] evaluate the impact of pre-annotation
on annotation speed and potential bias for clinical named
entity recognition in clinical trial announcements. As in
other NLP tasks, they concluded that the annotator with the
pre-annotated text needed less time to annotate than the an-
notator with non-labeled text. Moreover, the pre-annotation
did not reduce the IAA or annotator performance.
2.2.2 Machine Translation Post-Editing
Post-editing in Machine Translation is another example of
how automatic processes help humans in manual tasks. As
in our annotation task, it can be interpreted as an automatic
preprocessing stage to a manual process.
Post-editing in MT is the process where humans cor-
rect machine-generated translation output to achieve an
acceptable translation. The objective is to ensure that the
automatic translation meets the required level of quality
while maximizing speed and reducing cost.
Many studies carried out so far have demonstrated a
productivity increase of MT post-editing as compared to
traditional translation, such as Plitt et al. [33], who evalu-
ated this productivity in a two-day test involving twelve
participants translating from English to French, Italian, Ger-
man, and Spanish. The results showed that a productivity
increase for each participant; or Green et al. [34] work where
a rigorous and controlled analysis of post-editing is carried
out and found that post-editing leads to reduced time and,
surprisingly, improved quality for three diverse language
pairs (English to Arabic, French, and German).
Consequently, considering the benefits of automatic pro-
cesses in manual tasks and with the aim of overcoming the
cost and time-consuming shortcoming of manual annotation
in ER, the objective of this research is to propose EmoLabel:
a semi-automatic methodology based on pre-annotation for
large-scale annotation of English emotion corpora in any
genre and with standards of reliability.
3 EMOLABEL PHASE 1: PRE-ANNOTATION PRO-
CESS
This section describes the first phase of the methodology
proposed: the pre-annotation process where the number
of emotional categories is automatically reduced. We have
compared two pre-annotation processes: an unsupervised
approach based on Distributional Semantic Models (DSM’s)
and a supervised method based on Machine Learning (ML),
explained in Section 3.1 and 3.2, respectively.
As input data, both processes receive 1) a collection of
unlabelled sentences; and 2) a set of emotional categories.
In this research, Ekman’s basic emotions [20] were chosen as
the set of emotional categories because it is one of the most
employed emotional models in textual emotion detection.
Despite this, the methods can be easily adapted to another
group of emotions provided an emotion lexicon or corpus
annotated with the desired emotions.
This adaptability of EmoLabel allows the use of the pro-
cesses proposed in different domains or application where
the set of emotion categories is different. For instance, in the
educational domain where the emotions typically detected
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are BOREDOM, ANXIETY, and EXCITEMENT [35], or in news
domains where emotions such as AMUSED or INSPIRED1 are
frequently analyzed.
3.1 Unsupervised Pre-annotation
The unsupervised pre-annotation process proposed is based on
the use of distributional representations of the emotions and
the sentences that we want to annotate.
Distributional Semantic Models (DSM) are based on the
assumption that the meaning of a word can be inferred
from its usage. Therefore, these models dynamically build
semantic representations (high-dimensional semantic vector
spaces) through a statistical analysis of the contexts in which
words occur [36]. Finally, each word is represented by a real-
valued vector called word vector or word embedding whose
geometric properties prove to be semantically and syntacti-
cally meaningful [37]. Thus, words that are semantically and
syntactically similar tend to be close in the semantic space.
A big advantage of using these representations that
encode semantic information is that they can be generated
from large corpora of unlabelled text, and can be trained on
very large corpora in a reasonable amount of time. These
representations have shown to improve performance on a
variety of tasks. Hence, we hypothesize that these kind of
distributional representations are well-suited for the pre-
annotation emotion data and is a simple way to filter the
number of emotion categories that can be associated with
each sentence, reducing the ambiguity of the second phase
of EmoLabel.
The process consists of two main steps: the representa-
tion of emotion categories and sentences in a semantic space
(Step 1) and the association between emotions and sentences
(Step 2), explained in subsection 3.1.1 and subsection 3.1.2
respectively.
3.1.1 Step 1: Emotional Categories and Sentences in Se-
mantic Space
The first step towards data annotation consists in encoding
the emotions and the sentences in a semantic space with the
help of distributional representations. This step is split into
two main sub-phases shown in Figure 1:
• Step 1.1 Pre-processing: for emotions, it consists in
building up a bag of words related to each emotion
by exploring an emotion lexicon and adding those
words associated with only one of the Ekman [20]’s
basic emotions to create an accurate seed without
ambiguous words. While the pre-processing of sen-
tences consists of tokenizing and lemmatizing each
sentence and build up a bag of words from the
lemmas.
• Step 1.2 Representation: it consists in creating emotion
vectors and sentence vectors by replacing each word
in every bag of words with its vector representation.
Following this, for each emotion and sentence, a
single vector is obtained by applying averaging as
a compositional function.
1. http://www.rappler.com/
In terms of the emotion lexicon employed in the pre-
processing, the approach proposed uses a union of two
emotion lexicons (EmoSenticNet + Emolex):
– EmoSenticNet [38]: is a lexical resource of 13,189
words that automatically assigns qualitative emo-
tions label and quantitative polarity scores to Sen-
ticNet concepts [39]. Ekman [20]’s emotions: ANGER,
FEAR, DISGUST, SADNESS, SURPRISE, or JOY is the
set of emotions employed for labelling the concepts.
– NRC Emotion Lexicon (Emolex) [40]: is a lexicon of
general domain consisting of 14,000 English words
manually compiled and associated with [41]’s eight
basic emotions and two sentiments: POSITIVE and
NEGATIVE. The fact that our proposal employs Ek-
man’s emotions implies that the lexicon is reduced to
3,462 English words.
In both resources, each word has associated an emo-
tion vector associated where each position represents an
emotion: [ANGER, DISGUST, FEAR, JOY, SADNESS, and
SURPRISE]. For the union of the emotion lexicons, if a
word is stored in both lexicons, the word is associated
with the emotions they have in common. For instance, the
word ’sterile’ has the vector [0, 1, 1, 0, 1, 0] associated in
EmoSenticNet and the vector [0, 0, 0, 0, 1, 0] associated in
EmoLex. Considering both vectors, the resultant vector is
[0, 0, 0, 0, 1, 0]. The distribution of this resource is shown in
Table 1.
TABLE 1
Distribution of the emotion words annotated with only one emotion in
the resultant lexicon (union of EmoSenticNet and EmoLex)
Anger Disgust Fear Joy Sadness Surprise
120 168 185 1357 386 65
The fact that the emotion lexicon was the result of com-
bining two emotion resources allows us to employ a more
precise lexicon since when a word is in the two lexicons, the
emotion associated is verified in both lexica.
These lexicons were chosen for two main reasons: (i)
both lexicons are widely employed in relevant emotion
studies; and (ii) they are labeled with the Ekman’s emotions,
the set of emotions employed in this research. See [42]
(Section 2.3 Emotion Lexicons) for a further revision of the
emotion lexicons available in the research community.
3.1.2 Step 2: Associating Sentences with Emotions
Once the emotions and the unlabelled sentences are repre-
sented by distributional vectors, the next step consists in
associating the sentences with the emotions:
• Step 1 Associating Emotions-Sentences: because all
emotions and sentences are created using the same
distributional vectors and compositional function,
the vector space in which they are placed is also
comparable. Hence, in this step, a first emotional
ranking for each sentence is proposed by measuring
the cosine distance between emotions and sentences.
• Step 2 Re-order: the order of the emotions proposed
by the system in the previous step is re-ordered
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Fig. 1. The process of representing the emotions and the sentences in the semantic space which consists of two main steps: pre-processing data
and the creation of the distributional vectors.
according to the polarity (positive - negative) and
subjectivity (objective - subjective) values of each
sentence because, as we conclude in our prelimi-
nary work [43], this information is useful in the
pre-annotation process. For that, the SA tool from
Pattern [44] is employed, which returns an aver-
aged (polarity, subjectivity) tuple for a given string.
• Step 3 Selection: in this step, the pre-annotated emo-
tions are finally chosen. The system selects the first
three emotions resulting from the previous step re-
sults ranking. Concretely, the process pre-annotates
with three emotions because it is half of the number
of Ekman [20]’s basic emotions. This criterion was
empirically determined, showing that the annotation
of the half of emotion categories obtained a suitable
balance between the reduction of the number of
categories and the accuracy of the pre-annotation
process. If the process would work with a greater or
less group of emotion categories, the number of pre-
annotated emotions would be increased or reduced
respectively.
In the second sub-step (re-order), about the classification
of Ekman [20]’s six basic emotions according to the polarity,
we assume that JOY belongs to the positive class, while
the other five emotions have negative polarity, except for
SURPRISE since it can be employed from the positive and
negative point of view. Hence, when SURPRISE is the first
emotion proposed by the system and the subjective value is
not zero, the polarity information is employed to re-order
the rest of the emotions.
The re-ordering of the emotions is carried out consider-
ing the following conditions:
– If the subjective value is zero, the sentence is con-
sidered NEUTRAL and thus this category is proposed
in the first place. Alternatively, the polarity value is
evaluated it.
– If the polarity value is POSITIVE (higher than zero),
the emotion considered positive (JOY) is proposed in
the first position.
– If the polarity value is NEGATIVE (less than zero),
the emotions considered negative (ANGER, DISGUST,
FEAR, SADNESS) are proposed before the positive
ones. The order between these emotions is deter-
mined by the semantic similarity obtained when
emotion word vectors are compared to the sentence
vector.
Table 2 shows examples of how the polarity and subjec-
tivity information is employed in the pre-annotation process
and the emotion proposed by the system for each sentence.
3.2 Supervised Pre-annotation
Supervised and unsupervised approaches have been used
to automatically recognize expressions of emotion in text. In
general, learning from annotated data (supervised learning)
leads to better results than learning from raw information
(unsupervised learning) [35]. Thus, the number of emotion
recognition systems based on supervised approach is higher
than unsupervised ones. The accuracy of these systems
varies from 60%-70% when they try to determine the dom-
inant emotion [17], [28], [45], which indicates that this task
is unresolved. Nevertheless, these existing approaches and
resources could be employed in the emotion annotation for
reducing the number of emotion categories automatically.
This is the intention of our method whose objective is to
evaluate the usability of the supervised approach build up
with existing resources in the pre-annotation task.
With this staring point in mind, three different experi-
ments are performed:
• Count-Emotion-Words-per-Emotion (CountWordEmo):
the first experiment consists in the classification
with a 8-feature array where the six first positions
represent the number of words associated with
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TABLE 2
Examples of the unsupervised pre-annotation process. The 1st ranking column shows the order proposed by the system before employing the
polarity and subjective information. The Emotion proposed column shows the pre-annotated emotions by the system after re-ordering the first
ranking.
Sentence 1st ranking Polarity Subjectivity Emotions proposed




0.9 0.6 joy, disgust,
sadness
I hate fucking pills. anger, surprise, fear,
disgust, sadness, joy
-0.7 0.85 anger, surprise,
fear
Had a lovely birthday yesterday
with Alex and Christine.
sadness, joy, disgust,
surprise, fear, anger
0.5 0.75 joy, sadness,
disgust
I’m becoming a broken toy and now
that I have had twelve (I counted)




-0.15 0.48 sadness, disgust,
fear
You don’t know their middle name
or the age of their sister.
joy, disgust, sadness,
fear, surprise, anger
0.0 0.0 neutral, joy,
disgust
each emotion (anger, disgust, fear, joy, sadness, and
surprise) and the other two contain the polarity and
subjectivity values obtained with Sentiment Analysis
Tool [44] for each sentence. Features: [anger, disgust,
fear, joy, sadness, suprise, polarity, subjectivity].
• Emotion-Lexicon-Words (EmoLexicon): the second ex-
periment consists in the classification with features
derived from the emotion lexicon. The features here
are the tokens (words) of the emotion lexicon that
are common with the chosen dataset. Features: [lexi-
con word 1, lexicon word 2,...].
• Unigrams (1-grams): this last experiment is a corpus-
based classification which uses unigrams. Unigram
models have been extensively applied in text classi-
fication, and have shown good results in sentiment
classification tasks [46]. Features: [corpus word 1,
corpus word 2,...].
In CountWordEmo and EmoLexicon features, the emotion
lexicon employed is the union of two emotion lexicons:
EmoSenticNet and Emolex, the same resource that has been
employed in the unsupervised pre-annotation process (Section
3.1.1).
As machine-learning algorithm, all experiments apply a
Support Vector Machine (SVM) multi-class classifier using
the scikit-learn [47] package throughout.
4 EMOLABEL PHASE 2: MANUAL ANNOTATION
Once the unlabeled sentences have been pre-annotated, a
manual labeling task is performed by humans annotators
with the aim of determining which is the dominant emotion
associated with each sentence.
In order to evaluate the impact of the pre-annotation on
the quality of the resulting corpus and on the time needed to
annotate, two experimentation have been designed. In both
experiments, manually labeling are carried out with three
different experimental setups:
• Pre-ML: in this setup, the best model of the super-
vised pre-annotation (machine learning approach) is
used to select the pre-annotated emotions in each
sentence.
• Pre-WE: in this setup, the best model of the unsu-
pervised pre-annotation (word embedding approach) is
used to select the pre-annotated emotions proposed
to human annotators.
• No-pre: in this setup, no pre-annotation process is
employed. Thus, all emotion categories employed
are shown to human annotators, as Figure 3 shows.
When the pre-annotation process is employed (Pre-ML
and Pre-WE tasks), the emotions proposed by the system
are shown in first place to humans annotators, who also
have the possibility of selecting another emotion (no auto-
matically pre-selected). To do this, they have to choose the
option ’Other’ and the rest of emotions are displayed, as
Figure 2 shows.
Fig. 2. An example of how sentences are shown to the human annota-
tors when the supervised pre-annotation (Pre-ML) process is employed.
Fig. 3. An example of how sentences are shown to the human annota-
tors when the pre-annotation process is no employed.
All manual annotation tasks were carried out by three
annotators with a good knowledge of English. They were in-
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structed to annotate from the text perspective since a previous
work of emotion annotation task with emotion categories
developed by Mohammad and Turney [40] demonstrated
that the text perspective yields higher IAA than the reader
perspective. Reader perspective is how someone feels after
reading an utterance, whereas in text perspective, no actual
person is specified as perceiving an emotion and emotion is
an intrinsic property of a sentence.
In a previous experiment, this phase was designed using
three different datasets (D1, D2, D3) for each setup (Pre-ML,
Pre-WE, NO-pre). However, we detected that the random
selection of the sentences that populates each corpus may
negatively or positively affect the results achieved in each
setup. Consequently, we decided to apply cross-validation
so that the results are not affected by chance bias and
annotators’ learning curve. Hence, each annotator carried
out three labeling tasks in the order described in Table 3. By
doing this, each dataset was annotated with all setups and




Annotator 1 Pre-ML Pre-WE No-pre
Annotator 2 No-pre Pre-ML Pre-WE
Annotator 3 Pre-WE No-pre Pre-ML
Furthermore, due to the difficulty of manual emotion
annotation, three training tasks were performed in order to
ensure a correct understanding of the task. In each training,
the three annotators labeled 21 sentences, three per emotion
and three for the NEUTRAL category. After each training, we
met for resolving doubts and clarifying aspects related to the
annotation guide. Table 4 shows Fleiss [48]’ kappa values
reached between the three annotators in each training.
TABLE 4
IAA in terms of Fleiss’ kappa between the three annotators in each
training task
Training 1 Training 2 Training 3
0.4512 0.655 0.610
Considering the benefits of crowdsourcing platforms in
manual annotation [49], we consider Figure Eight2 (F8)
(earlier called CrowdFlower) as the most suitable tool to
implement this second phase of EmoLabel.
F8 platform allows accessing an online workplace to
clean, label and enrich data. A big advantage of this plat-
form is that there are thousands of people available to
read content and score it, with a relatively inexpensive cost.
Moreover, F8 offers the possibility of sending the job/task
exclusively to your team (using internal contributors op-
tion). In this research, we chose to use internal contributors,
due to the need of controlling that all tasks were annotated
2. https://www.figure-eight.com/
by the same annotators. Although the external contribu-
tors were not used, this tool provides us the following
advantages: (i) low level of complexity for the creation of
the questionnaires and the tasks, (ii) user-friendliness of
the application for annotators, and (iii) adaptability of the
platform to different types of devices.
5 EVALUATION
The assessment of EmoLabel requires an intrinsic and an
extrinsic evaluation. The intrinsic evaluation involves as-
sessing the pre-annotation process whereas the extrinsic
evaluation has as objective the evaluation of annotators’
performance in the second phase of the methodology.
5.1 Data Description
In order to assess the usability for different genres, the ap-
proaches are evaluated against two emotion corpora: Aman
corpus and EmoTweet-28 corpus.
Aman corpus [17], [22]. This corpus contains sentence-
level annotations of 4,000 sentences from blogs posts col-
lected directly from the Web. This corpus was annotated
manually with the six emotion categories proposed by Ek-
man plus the emotion intensity (high, medium, or low). The
distribution of the corpus is shown in Table 5
TABLE 5
Distribution of the sentences per emotion on Aman corpus, a corpus of
blog posts annotated with Ekman’s basic emotions.
Anger Disgust Fear Joy Sadness Surprise Neutral Total
179 172 115 536 173 115 2,800 4,090
EmoTweet-28 corpus [25]. This dataset consists of a collec-
tion of 15,553 tweets annotated with 28 emotion categories.
The corpus contains annotations for four facets of emotion:
valence, arousal, emotion category and emotion cues. As
this research works with the Ekman basic emotions, a re-
duced corpus of EmoTweet-28 is employed (EmoTweet-5).
This corpus contains those tweets annotated with anger,
fear, joy, sadness, surprise and the same proportion of
neutral tweets as the original corpus. Finally, EmoTweet-5
comprises 5,931 tweets whose distribution per emotion is
shown in Table 6.
TABLE 6
Distribution of the sentences per emotion on EmoTweet-5, a reduced
version of EmoTweet-28 that contains tweets annotated with Ekman’s
basic emotions.
Anger Fear Joy Sadness Surprise Neutral Total
986 180 1306 350 179 2,930 5,931
These corpora were chosen for two main reasons: (i) both
corpora have been employed in relevant emotion studies
as a benchmark [25], [50], [51], [52]; and (ii) it is possible
to assess the effectiveness of the pre-annotation process in
different social media genres that allows people to post
messages to share information, opinions, and emotions:
blogs and tweets.
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5.2 Intrinsic Evaluation
The objective of the intrinsic evaluation is to assess which is
the best pre-annotation process that is going to be employed
in the second phase of EmoLabel. To achieve that, the
evaluation is carried out comparing the emotions proposed
by each method with the gold standard of the test corpora.
Specifically, the intrinsic evaluation has been carried out
in the two corpora: Aman corpus [17], [22] and a reduced
version of EmoTweet-28 [25].
For the evaluation purpose, the 30% of data of each
corpus is employed because the 70% of data is applied
for training in the supervised approach. Moreover, the use
of the same test data for all approaches allows the results
comparability.
As far as the number of emotion categories pre-
annotated is concerned, in Aman corpus the sentences are
pre-annotated with three emotions since the corpus is la-
beled with six categories, while in EmoTweet-5 the sentences
are pre-annotated with two emotions.
Concerning the evaluation methodology, the pre-
annotation process is assessed measuring the precision (P),
recall (R), and F1-score (F1) of the emotions proposed by
our system against the gold standard of the test corpora, as
well as the macro-average of each of these metrics for each
model.
As the process pre-annotates the half of the number of
emotion categories, if the correct emotion (the gold stan-
dard) is one of the pre-annotated emotions, the prediction is
considered as correct. In the calculation of average scores,
the NEUTRAL class is included since we consider impor-
tant that the pre-annotation process is able to distinguish
between emotional and non-emotional content.
5.2.1 Unsupervised Pre-annotation
Given that the pre-annotation process is based on distri-
butional representations, different Distributional Semantic
Models (DSM) have been evaluated. Concretely, our ap-
proaches have been evaluated using four semantic spaces.
– Vector Space Model (VSM) (baseline): a simple semantic
space is built by a VSM created with EmoSentic-
Net+Emolex, the emotion lexicon explained in Section
3.1.1. In this space, the emotions and sentences are
represented by a vector that contains information
about which EmoSenticNet+Emolex words occur in
each sentence or emotion.
– Affective Space [53]: this set is the 100-dimensional
vector space representation of AffectNet (a ma-
trix of affective commonsense knowledge in which
common-sense concepts are linked to semantic and
affective features).
– GloVe vectors [37]: here, two set of vectors are em-
ployed depending on the test corpus. For Aman
corpus, the 300-dimension vectors trained on 42
billion tokens of web data from Common Crawl3
are applied. And for EmoTweet-5, the 200-dimension
vectors trained on 2 billion tweets (27 billion tokens)
is used.
3. http://commoncrawl.org/
– Ultradense Sentiment Analysis Word Embeddings [54]:
these pre-trained embeddings are the results of learn-
ing an orthogonal transformation of the embedding
space that focuses the information relevant for a task.
For this evaluation, two sets of ultradense vectors
are employed. Specifically, for Aman corpus, the 300-
dimension Google News vectors are applied. And
for EmoTweet-5, the 400-dimension embeddings on
a Twitter corpus of size 5.4 billion of tweets. Both sets
of vectors are focused on Sentiment Analysis.
The results of the unsupervised pre-annotation process for
each DSM are shown in Table 7 for Aman corpus, and in
Table 8 for EmoTweet-5.
The results of the unsupervised pre-annotation on Aman
corpus show that considering the macro-average F1-score,
all models outperform significantly the baseline. Although,
the best result is obtained by Common Crawl Glove model due
to its recall and precision values in JOY and SADNESS emo-
tions. From these high values, we may draw that these emo-
tions are frequently found between the emotions proposed
by the system. With respect to the Ultradense SA model,
it also obtains high recall values in JOY and SADNESS
emotions and moreover, it reaches the best values for F1-
measure for ANGER and DISGUST, two of the emotions hard
to detect in text. And about Affective Space, it is interesting
to highlight the results obtained by FEAR and SURPRISE
considering that Affective Space is a set of 100-dimension
vectors and the vocabulary represented in this space is
smaller compared to the rest of the models.
Regarding the results of the unsupervised pre-annotation
on EmoTweet-5, they show that Twitter GloVe and Ultradense
SA outperform significantly the baseline whereas Affective
Space does not improve it. This can be due to the fact that
the vocabulary of Affective Space is formal and the language
employed in Twitter is more informal, not carefully edited
or with grammatical errors. Hence, the results emphasize
the importance of using DSM’s adapted to the genre when
the process runs with social media texts. With respect to
the Ultradense SA model, in this corpus, its recall improve-
ments are confirmed for JOY, SADNESS and SURPRISE,
and moreover, the interesting values obtained by ANGER
and DISGUST continue to be noted when EmoTweet-5 is
employed for the evaluation. As for the results of the Twitter
GloVe model, the best performance is also achieved in JOY
and SADNESS emotions for its high recall values.
Furthermore, the results reflect that another important
factor in unsupervised approach is the coverage of the lexicon
employed. For instance, the high coverage of JOY emotion
allows to Affective Space model achieving good results in
this emotion despite this space is not adapted to the genre.
However, the low coverage in SURPRISE emotion could
explain that the unsupervised pre-annotation approach is not
able to detect this emotion in this genre since the best F1-
value obtained is 13%.
Comparing both evaluations, the results show that the
best models are Glove vectors and Ultradense SA and there-
fore the need of using word embeddings with the follow-
ing features: (1) embeddings built from a large amount
of data for representing a large vocabulary; (2) with high
dimensionality to codify more semantic features because
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TABLE 7
Precision, Recall and F1-values obtained in the unsupervised pre-annotation using different distributional representations on Aman corpus.
Unsupervised Pre-annotation - Aman corpus
Baseline Affective Space Common Crawl GloVe Ultradense SA
P R F1 P R F1 P R F1 P R F1
Anger 0.35 0.22 0.27 0.17 0.02 0.03 1.00 0.37 0.54 0.58 0.65 0.61
Disgust 0.49 0.38 0.43 0.21 0.85 0.33 1.00 0.23 0.38 0.61 0.54 0.57
Fear 0.34 0.32 0.33 0.84 0.76 0.80 0.96 0.68 0.79 0.55 0.35 0.43
Joy 0.30 0.83 0.44 0.31 0.94 0.47 0.71 0.94 0.81 0.60 0.94 0.73
Sadness 0.40 0.60 0.48 0.65 0.25 0.36 0.87 0.75 0.80 0.62 0.87 0.72
Surprise 0.16 0.18 0.17 0.55 0.62 0.58 0.07 1.00 0.13 0.10 0.97 0.17
Neutral 0.86 0.58 0.69 0.92 0.48 0.63 0.93 0.48 0.63 0.95 0.48 0.63
Macro Avg. 0.42 0.44 0.40 0.52 0.56 0.46 0.79 0.64 0.58 0.57 0.69 0.55
Micro Avg. 0.57 0.57 0.57 0.54 0.54 0.54 0.56 0.56 0.56 0.58 0.58 0.58
TABLE 8
Precision, Recall and F1-values obtained in the unsupervised pre-annotation using different distributional representations on EmoTweet-5 corpus.
Unsupervised Pre-annotation - EmoTweet-5
Baseline Affective Space Twitter GloVe Ultradense SA
P R F1 P R F1 P R F1 P R F1
Anger 0.41 0.11 0.18 1.00 0.01 0.01 1.00 0.07 0.14 0.77 0.30 0.43
Fear 0.29 0.31 0.30 0.16 0.59 0.25 0.52 0.22 0.31 0.54 0.35 0.43
Joy 0.40 0.92 0.56 0.57 0.94 0.71 0.75 0.96 0.84 0.58 0.96 0.73
Sadness 0.23 0.11 0.15 0.92 0.11 0.20 0.67 0.48 0.56 0.51 0.69 0.59
Surprise 0.09 0.20 0.13 0.06 0.44 0.11 0.05 0.63 0.10 0.07 0.46 0.13
Neutral 0.71 0.45 0.55 0.73 0.44 0.55 0.74 0.44 0.55 0.76 0.44 0.55
Macro Avg. 0.36 0.35 0.31 0.57 0.42 0.31 0.62 0.47 0.42 0.54 0.53 0.48
Micro Avg. 0.47 0.47 0.47 0.46 0.46 0.46 0.49 0.49 0.49 0.54 0.54 0.54
the better performances; and (3) adapted to the genre of
the text that we want to annotate in order to the semantic
space be representative. Moreover, the results highlight the
importance of the lexicon coverage of the lexicon employed
in the unsupervised pre-annotation. Finally, it is interesting
to mention the improvements obtained by Ultradense SA in
ANGER and DISGUST emotions since this enhancement is
shown regardless the genre employed.
5.2.2 Supervised Pre-annotation
As mentioned previously, a multi-classifier Support Vector
Machine (SVM) is applied using three set of features: Count-
WordEmo, EmoLexicon, and Unigrams (1-grams) explained in
Section 3.2. For the evaluation of the supervised approach,
the datasets are split in 70% for training and 30% for test.
And, the optimal set of hyperparameters for each SVM
was determined based on an exhaustive search through the
parameter space using 10-fold cross-validation. Using this,
the parameters selected in each SVM are described below:
• Aman Corpus
– CountWordEmo: an RBF kernel, C value: 1,
gamma value: 0.001
– EmoLexicon: an Linear kernel, C value: 1
– Unigrams (1-grams): an Linear kernel, C value:
1
• Emo-Tweet-5
– CountWordEmo: an Linear kernel, C value: 10
– EmoLexicon: an RBF kernel, C value: 100,
gamma value: 0.001
– Unigrams (1-grams): an RBF kernel, C value:
100, gamma value: 0.001
The results of the supervised pre-annotation process for
each set of features are shown in Table 9 for Aman corpus,
and in Table 10 for EmoTweet-5.
The results of the supervised pre-annotation on Aman
corpus show that considering the macro-average F1-score,
the best result is obtained by the 1-grams model due to the
fact that its F1-score is higher than 75% for all the emotions.
With respect to CountWordEmo and EmoLexicon, the results
show these models are not able to detect emotions like FEAR
and SURPRISE because these set of features are heavily
dependent on the coverage of the lexicon employed.
As for the results of the supervised pre-annotation on
EmoTweet-5, the conclusion is the same as the one for on
Aman corpus since the best performance is obtained by 1-
grams and CountWordEmo and EmoLexicon continue having
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TABLE 9
Precision, Recall and F1-values obtained in the supervised pre-annotation using different set of features on Aman corpus.
Supervised Pre-annotation - Aman corpus
CountWordEmo EmoLexicon 1-grams
P R F1 P R F1 P R F1
Anger 1.00 0.39 0.56 0.95 0.72 0.82 0.90 0.65 0.75
Disgust 1.00 0.40 0.58 1.00 0.21 0.35 0.94 0.65 0.77
Fear 0.00 0.00 0.00 0.75 0.09 0.16 0.92 0.65 0.76
Joy 1.00 0.99 0.99 0.98 0.99 0.98 0.96 0.96 0.96
Sadness 1.00 0.56 0.72 0.88 0.29 0.43 0.97 0.73 0.84
Surprise 1.00 0.09 0.16 1.00 0.09 0.16 1.00 0.65 0.79
Neutral 0.85 1.00 0.92 0.85 1.00 0.92 0.92 1.00 0.96
Macro Avg. 0.84 0.49 0.56 0.92 0.48 0.55 0.95 0.75 0.83
Micro Avg. 0.87 0.87 0.87 0.87 0.87 0.87 0.93 0.93 0.93
TABLE 10
Precision, Recall and F1-values obtained in the supervised pre-annotation using different set of features on EmoTweet-5 corpus.
Supervised Pre-annotation - EmoTweet-5
CountWordEmo EmoLexicon 1-grams
P R F1 P R F1 P R F1
Anger 0.77 0.87 0.82 0.69 0.47 0.56 0.81 0.83 0.82
Fear 0.00 0.00 0.00 1.00 0.02 0.04 0.86 0.24 0.38
Joy 0.87 0.66 0.75 0.88 0.87 0.87 0.94 0.87 0.90
Sadness 1.00 0.08 0.15 0.87 0.23 0.37 0.88 0.53 0.66
Surprise 0.00 0.00 0.00 0.75 0.06 0.12 0.73 0.23 0.35
Neutral 0.62 0.99 0.76 0.58 0.93 0.71 0.74 0.97 0.84
Macro Avg. 0.54 0.43 0.41 0.79 0.43 0.45 0.83 0.61 0.66
Micro Avg. 0.72 0.72 0.72 0.69 0.69 0.69 0.82 0.82 0.82
problems to detect FEAR and SURPRISE. In general, the
results on EmoTweet-5 are worse than on Aman corpus
due to the fact that Twitter is a platform where the text
with grammatical errors or not carefully edited is most
prevalent. These worse results are most noticeable in those
set of features that are exclusively dependent of the lexicon
because its coverage in this genre is low.
Comparing the evaluation in both corpora, the results
allow concluding that the set of features employed needs
to contain information about the text to be processed and
not depend exclusively on an emotion lexicon. Naturally,
if the supervised emotion approach is improved with an
advanced set of features or algorithms such as selecting
features depending on the genre or domain or applying
a classifier combination technique [55], the pre-annotation
would improve. However, our aim is to assess the viability
of a supervised emotion model for pre-annotation, thus a
sophisticated feature engineering has not been carried out.
5.3 Extrinsic Evaluation
The extrinsic evaluation has as objective the assessment of
the work of the annotators in the second phase of EmoLabel.
To achieve that, a manual annotation task is carried out for
three annotators.
Aman corpus is the dataset employed to assess this
phase. Correctly, the test data (30%) previously used for
evaluating the pre-annotation processes. This data is split
into three datasets of 100 sentences each (D1, D2, D3),
whose distribution per emotion is shown in Table 11. The
distribution has done in an equitable way with the aim of
having the same number of sentences for each emotion.
TABLE 11
Distribution of the number of sentences per emotion annotated in each
manual task.
Anger Disgust Fear Joy Sadness Surprise Neutral Total
16 15 11 16 15 11 16 100
As previously introduced in Section 4, the manual anno-
tation task is split into several sub-tasks where all datasets
are labeled by all annotators using different setups (Table 3):
(i) Pre-ML setup where the supervised pre-annotation is em-
ployed; (ii) Pre-WE setup which uses the unsupervised pre-
annotation; and (iii) No-pre setup where the pre-annotation
method is not applied. Considering the results of intrinsic
evaluation on Aman corpus, the best pre-annotation meth-
ods are selected for these tasks. Thus, the approach 1-grams
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is applied for Pre-ML setup and the GloVe model is used for
Pre-WE setup.
Regarding the agreement metrics employed, the k-
coefficient metrics are well-known in NLP for measuring
IAA because these are designed for nominal-scaled vari-
ables. Thus, the manual annotation process is assessed
calculating Fleiss [48]’s kappa between each annotator and
Aman corpus gold standard. Kappa represents the fraction
of agreement observed that is not related to chance. This
is a statistical measure for assessing the reliability of agree-
ment between a fixed number of annotators when assigning
categorical ratings to a number of items or classifying items.
The results of the agreement achieved by each annotator
in each setup are shown in Table 12.
TABLE 12
IAA in terms of Fleiss’ kappa between each annotator and the Aman
corpus gold standard.
Annotator Pre-ML Pre-WE No-pre Macro-avg
1 0.588 0.649 0.659 0.632
2 0.637 0.626 0.578 0.614
3 0.635 0.544 0.555 0.578
Macro-avg 0.620 0.606 0.597
Regarding the agreement evaluation, all tasks reach
macro-average scores of 0.60, a ”substantial agreement”
according to Landis and Koch [56]. Therefore, the results
demonstrate that the pre-annotation process does not re-
duce the IAA or annotation performance. Moreover, it is
interesting to mention that two of the three annotators reach
their best agreement values in the tasks with Pre-ML, a fact
which shows that an accurate pre-annotation process could
help human annotators to effectively label emotions.
In terms of time effort, the F8 platform records the
time the annotator submitted the judgment and the time
at which the annotator started working on the judgment
for each page. This allows measuring the time required to
complete each task. The macro-average time obtained by
each annotator in each setup is shown in Table 13.
TABLE 13
Annotation time of each annotator in all manual annotation tasks.
Annotator Pre-ML Pre-WE No-pre Macro-avg
1 02:01 04:37 03:31 3:53
2 04:09 03:55 03:48 4:00
3 04:27 04:57 05:49 4:00
Macro-avg 03:32 04:29 04:22
As for time effort, the macro-average time shows that
Pre-ML reduces annotation time by near 20% (19,1%) with
respect to the second-best time (No-pre). And as happen
in agreement evaluation, two of the three annotators obtain
a time gain of more than 20% (42,6% for Annotator 1 and
23,5% for Annotator 3) when the pre-annotation process is
applied (Pre-ML) with respect to their tasks with No-pre.
Hence, the evaluation performed demonstrates that the pre-
annotation process reduces the annotation time required in
emotion labeling.
As far as the comparison between the pre-annotation
methods is concerned, whereas there are no significant
differences in terms of agreement values, in time evalu-
ation, Pre-ML reduces annotation time by 24,8% with re-
spect to Pre-WE. This indicates that the use of inaccurate
pre-annotation methods may have the negative effect of
increasing the time needed for the annotation, thus being
an obstacle, rather than a support measure. This can be
due to the supervised approach generalizing better than the
unsupervised one, and thus the emotions proposed as pre-
annotated being more useful for annotators. Pre-WE mainly
depends on its coverage of the lexicon and its representation
in the semantic space. Consequently, its performance is
comparable with Pre-ML when the sentences are simple
and the vocabulary is not ambiguous, as shown in Table
14 (row 1). However, Pre-WE performance is lower whether
the sentence is more complex (Table 14 - row 2).
Concerning the labeling performed by each annotator, it
is of remarkable interest the fact that Annotator 3 reaches
their best agreement and time scores when the supervised
pre-annotation process is employed (Pre-ML) since this an-
notator had some difficulties in understanding the task (Ta-
ble 12). It may, therefore, be concluded that pre-annotation
could be used as a strategy to improve the performance
of inaccurate annotators. This is an important factor if we
want to carry out emotion annotation in crowdsourcing
platforms (AMT or F8) with external contributors, since in
this kind of tools does not provide details of the annotators’
background.
6 CONCLUSIONS
As presented in the introductory section of this paper, the
rationale behind our research is the need to simplify the
emotion annotation task so that to improve its reliability
and efficiency. For this purpose, we present EmoLabel: a
semi-automatic methodology consisting in two phases: (1)
an automatic process to pre-annotate the unlabelled sen-
tences with a reduced number of emotion categories; and
(2) a manual refinement process where human annotators
determine which is the dominant emotion between the pre-
defined set of possibilities. Two pre-annotation strategies are
presented: unsupervised proposal with the aim of minimiz-
ing the human intervention and supervised method where
simple emotion models are build up, exploiting corpora or
models previously developed.
According to the extrinsic evaluation, the experiments
performed demonstrate the benefits of pre-annotation pro-
cesses in emotion labeling since the results on annotation
time show a gain of near 20% when the pre-annotation
process is applied (Pre-ML) with respect to No-pre. More-
over, the experiments performed show that all tasks reach
”substantial agreement” and therefore the pre-annotation
process does not reduce the IAA or annotator performance.
With respect to the intrinsic evaluation, the gains of the
supervised pre-annotation method in terms of and time with
respect to the unsupervised pre-annotation process, allow
concluding that the use of this method is more helpful for
annotators than the unsupervised approach. Consequently,
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TABLE 14
Examples of Pre-ML and Pre-ML performance for the same sentences of Aman corpus
Sentence Pre-ML Pre-WE Gold
Standard







I’m kind of freaking out about debate but








the existing supervised emotion detection systems developed
so far could be employed to annotate new data.
Finally, the improvements reached by Annotator 3 (with
the lowest performance) (Table 12) in terms of time and
agreement demonstrate the usability of our methodology
with inaccurate annotators since his best performances are
obtained when a pre-annotation process is employed (Pre-
ML). This is one of the most remarkable results of this
research since it can be inferred that when the annotation
task will be carry out in crowdsourcing platforms, where the
knowledge of external contributors is limited, the benefit of
using pre-annotation is likely to be even greater.
Our future research will focus on 1) developing new
manual tasks with more annotators and a larger amount
of the data in a crowdsourcing platform; 2) testing exist-
ing supervised emotion detection systems or systems with
a sophisticated set of features to improve the supervised
pre-annotation process; 3) performing a new experiment
where one of the three pre-selected categories will be the
gold standard in order to analyze the maximal benefits of
pre-annotation; 4) evaluating the pre-annotation proposals
against methods based on semantic models); and 5) testing
emotion annotation frameworks used in other modalities to
annotate emotion in text such as CARMA software [14];
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