This paper presents a distributed multi-camera visual surveillance system for automatic scene interpretation of airport aprons. The system comprises two main modules -Scene Tracking and Scene Understanding. The Scene Tracking module is responsible for detecting, tracking and classifying the objects on the apron. The Scene Understanding module performs high level interpretation of the apron activities by applying cognitive spatio-temporal reasoning. The performance of the complete system is demonstrated for a range of representative test scenarios.
Introduction
This paper describes work undertaken on the EU project. The main aim of this project is to automate the supervision of commercial aircraft servicing operations on the ground at airports (in bounded areas known as aprons, shown in Figure 1 ). A combination of visual surveillance and video event recognition algorithms are applied in a multi-camera end-to-end system providing real-time recognition of the activities and interactions of numerous vehicles and personnel in a dynamic environment.
In visual surveillance the tracking of objects is commonly achieved using top-down(e.g. [11] ) or bottom-up methods. Bottom-up tracking generally refers to a process comprising two sub-processes motion detection and object tracking; bottom-up tracking is generally computationally efficient compared to the top-down method.
Tracking algorithms have to deal with motion detection errors and complex object interactions. Apron analysis presents further challenges due to the size of the vehicles tracked (e.g. the aircraft size is 34 × 38 × 12 metres), therefore prolonged occlusions occur frequently throughout congested apron operations. Many of the objects are also of near-identical appearance, consequently appearance-based matching performs poorly in such a scenario. 
