We will perturbe the minimization algorithm of a functional φ in a metric space (S, d), introduced in [AGS], and prove that its minimizing movements are curves of maximal slope for φ with a perturbed velocity. We also show some cases in which the perturbed minimizing movements can escape from potential wells.
Introduction
The method of minimizing movements, introduced by De Giorgi to define a notion of evolution in very weak hypotesis, was recently used by Ambrosio, Gigli and Savaré in [AGS] to formulate a notion of gradient flows for lower semicontinuous functionals in metric spaces. It consists of consider a time discretization, of scale τ which goes to zero, and define a time-discrete motion (said a discrete solution) using an iterative method which localizes (through a dissipation) the minimization in a neighborhood of the previous step, of amplitude depending on τ . When τ → 0 the discrete solutions converge to an absolutely continuous curve (a minimizing movement). They also prove that these minimizing movements are curves of maximal slope for the functional and so are solutions of the gradient flow, for φ. We introduce a variation of this method in which the amplitude of the neighborhoods of minimization depends not only on τ but also on the step n of the minimization algorithm, multiplying dissipation with a coefficient a τ n (said a perturbation), taking inspiration by the the perturbation effect of the noise. Retracing the results in Chapter 2 and 3 of [AGS] , we will prove that, if the perturbations are such that the inverses are locally uniformly integrable, discrete solutions converge to an absolutely continuous curve, said a perturbed minimizing movement. Later, we will se that these minimizing movements satisfy an energy estimate and so can be considered a kind of curves of maximal slope for the functional, with a velocity multyplied by the weak limit of the inverses of the perturbations. Through some examples we will note that the assumptions on the perturbations can be relaxed, renouncing continuity of the perturbed minimizing movements, which in general will be pointwise continuous. This brings the interesting result that sometimes the perturbed minimizing movements can escape from potential wells. We will study this effect considering discrete and continuous functionals. At least, we prove that, when the relaxed assumption on perturbations is not satisfied, the motion immediately falls in the lower potential well (in the case that the functional is bounded from below).
Perturbed minimizing movements
Be (S, d) a complete metric space, and σ a Hausdorff topology, weaker than the one induced by the metric and such that d is σ-lower semicontinuous. Consider a uniform time discretization of [0, +∞) of scale τ ∈ (0, 1). For every τ consider a sequence (a τ n ) ∞ n=1 , such that a τ n > 0. We call this family of sequences (by varying τ ∈ (0, 1)) "perturbations", and we will use the notation 
said the minimization problem along φ at time discretization scale τ with perturbations a τ . This scheme is a modified formulation of the one presented in [AGS] . 
Basic assumptions
We consider the following hypotesis for the energy functional φ:
1. (lower semicontinuity) φ is σ-lower semicontinuous 2. (coercivity) exists u * ∈ S such that for any constant c > 0
Remark 1. the use of the auxiliary topology σ allows us to use this scheme for many more functionals, e.g. if S = X a reflexive Banach space every weakly lower semicontinuous functional satisfies the compactness hypotesis for the weak topology but not for the norm.
The previous hypotesis ensure the following result (an easy modification of the Lemma 2.2.1 and Corollary 2.2.2 of [AGS] ).
Proposition 1 (existence of discrete solutions). There exist discrete solutions u τ for every τ ∈ (0, 1).
Proof. Fixed τ ∈ (0, 1), n ≥ 1, for any v ∈ S, consider the functional
5. (local uniform integrability) the family { 1 a τ } is uniform integrable in [0, T ] for all T > 0. Remark 2. assumption 5 implies that the family { 1 a τ } is weakly convergent in L 1 loc (0, +∞) (up to subsequences) and be 1 a * the weak limit 1 . In particular, we will consider the inverse map a * : (0, +∞) → [0, +∞] with the assumption that for all t > 0 such that if 1 a * (t) = 0 then a * (t) = +∞. Moreover, by the local uniform integrability, { 1 a τ } is uniformly buonded in L 1 (0, T ) for every T > 0 and be
Regularity of discrete solutions
By the structure of the problem, the increments of discrete solutions have an upper buond
For discrete solutions we have the following regularity results.
Proposition 2 (equi-compactness of discrete orbits). For every T > 0
We will use the notation
By coercivity there exists a constat C (depending on C 0,T , so on (a τ ) and
and a discrete variant of the Gronwall Lemma yelds
(ii) for the monotonicity (2) we have
Remark 3. observe that to obtain this result we used only the local L 1 -equi-buondedness of the family { 1 a τ }. Proposition 3 (a kind of equi-continuity of discrete solutions). For every T > 0, there exists a uniformly continuous function
Proof. Be n = t τ and m = s τ (for semplicity consider t > s). (2), the triangular inequality and the discrete Holder's inequality yeld
By the coercivity condition, the energy is bounded from below on the buonded sets, so by the boundedness of discrete orbits we have min{φ(u
For the uniform integrability of perturbations in [0, T ], the condition t−s ≥ τ yelds
so we have that
, it is a uniformly continuous function by the uniform integrability condition and the result follows.
Convergence result
In order to obtain convergence of the discrete solutions, we introduce the following result.
there exist a continuous curve v : [0, T ] → S and a sequence τ k such that v τ k (t)
Proof. With a diagonal argument exists
By the completeness of S, we extend v in a θ-continuous way on [0, T ], be v(t) := lim Q q→t v(q).
In fact, given
For all t ∈ [0, T ], by the compactness of discrete orbits, there exists τ k a subsequence of τ k and v ∈ S such that v τ k (t) σ − →ṽ and we have
and the result follows.
Finally we can conclude
Theorem 5 (existence of minimizing movements). There exists (at least) a continuous perturbed minimazing movement u for problem (1).
Proof. Consider the discrete solutions {u τ } as a family of curves defined in [0, 1] . By the regularity properties and Lemma 4 there exists a sequence
, and so on. By a diagonal argument we build τ k = τ (k) k and there exists u : [0, +∞) → S a continuous perturbed minimizing movement.
In particular hypotesis 5 yelds an additional regularity of minimizing movements. To obtain it we define a kind of derivative for the discrete solutions.
Definition 2. For u τ a discrete solutions
is said its discrete derivative.
Using discrete derivatives, we prove that minimizing movements are locally absolutely continuous Proposition 6. Be u a minimizing movement, limit of u τ k , then
(ii) u ∈ AC loc (0, +∞; S) and |u | ≤ A a.e. in [0, +∞).
Proof. (i) for the uniform integrability of perturbations in
But for the second term of the last equation we have sup i
is bounded and moreover
This implies that discrete derivatives are locally uniform integrable or there exists a subsequence τ k , and a function
Taking to the limit this inequality
so u ∈ AC loc (0, +∞; S) there exists a.e. the metric derivative |u |, and for its minimality |u | ≤ A a.e. in [0, +∞).
Curves of Maximal Slope
In this section we will see that, under suitable assumptions, the minimizing movements of (1) are kind of "curves of maximal slope" for the functional φ. This is a generalization of the result in [AGS] , but in some sense the perturbations yeld a variation of the velocity of the curves. We remind the crucial concept of (strong) upper gradient of a functional.
Now we can introduce the following
is a curve of maximal slope for φ with respect to a strong upper gradient g of speed λ if φ • u is nonincreasing and
In the case that λ = 0 on a set E such that 1 (E) = 0, assume that 1 λ(t) = +∞ so the inequality holds if and only if |u | ≡ 0 a.e. on E. If λ ≡ 1, u is said a curve of maximal slope for φ w.r.t. g according with the definition given in [AGS] .
By the Young's inequality
Moreover in the Young's inequality the equal sign holds if and only if the terms are the same or |u |(t) = λ(t)g(u(t)) almost everywhere. So u is a solution of the gradient flow equations of φ with respect to g in metric spaces, perturbed by a parameter.
Definition 5. For the energy functional φ, we define the local slope
+∞ otherwise and the relaxed slope |∂ − φ|(u) (with respect to σ) as the lower σ-semicontinuous envelope of |∂φ|.
We will prove, under suitable assumptions on φ, that minimizing movements are curves of maximal slope (for some speed) with respect to |∂ − φ|.
Moreaux-Yosida approximation scheme
We intruduce the following approximation scheme, analogous to the one presented in Chapter 3 of [AGS] .
Definition 6. For fixed τ , for δ ∈ (0, τ ] and u ∈ S, the functional
is the Moreaux-Yosida approximation of the functional φ at scale τ in the interval
and the values
It is known that Moreaux-Yosida approximation have some monotonicity and continuity property (see for istance Lemma 3.1.2 in [AGS] ). For all τ ∈ (0, 1), n ≥ 1 the map (δ, u) → φ τ δ,n (u) is continuous and
,n (u) and v 1 ∈ J τ δ1,n (u). This approximation is not only continuous but is a Lipschitz function, this regularity property will be very usefull later.
Proof. Consider the set S δ,ε = r∈(δ−ε,δ+ε) J τ r,n (u), it is bounded because for any v ∈ S δ,ε we have
(for the monotonicity of the Moreaux-Yosida approximation). So by assumption 3, S δ,ε is σ-compact. So up to subsequences there exists σ-lim r→δ v r =ṽ δ , for any (v r ) ⊂ J τ r,n (u). By the σ lower semicontinuity of φ and d and the previous monotonicity property, we have
and by definition of
and taking the infimum and the supremum the continuity of d
Switching the roles of δ 0 and δ 1 we have 
De Giorgi interpolation
In order to obtain (4), we use a slight modifications of De Giorgi's interpolation used in Section 3.2 of [AGS] .
is said a De Giorgi interpolant. We also introduce
Assumption 5 ensures thatũ
Then, by Lemma 4 exists a curve v such thatũ τ (t)
Through the following result, we can see that G τ is an upper buond for the relaxed slope valued along every De Giorgi's interpolant.
Lemma 8. For every De Giorgi interpolantũ τ we have
Applying Fatou's Lemma, by the σ-lower semicontinuity of |∂ − φ|
taking it for any n ≥ 1 the result follows.
Energy estimate
Using the De Giorgi's interpolation scheme, we have the following a priori energy estimate for the discrete solutions Proposition 9. For every n ≥ 1 and τ ∈ (0, 1) we have
Proof. If we integrate (5) from δ to τ we have
Then taking the limit for δ 0, forall i ≥ 1, τ ∈ (0, 1) we have
taking the sum for all i ≤ n the result follows.
To take the limit for τ → 0 in (6) and obtain an energy estimate such as (4), we need the two following results.
Lemma 10. For every t > 0 we have
Proof.
and taking the liminf lim inf
By the definition of liminf I λ q.o.
Lemma 11. For every t > 0 we have (up to subsequences)
Proof. First, we prove the result for bounded perturbations, a τ (t) ≤ M for all τ ∈ (0, 1), t > 0.
Step 1: be η > 0 consider a
a τ is uniformly integrable in [0, t] and be 1 aη the weak limit. a η ≥ a * , a.e. in fact
and it follows taking the limit for τ → 0. Define the function
We have
By (6), hypotesis 2 and equicompactness of discrete orbits there exists C = C(C 0 , m t ) such that
η , so is equi-bounded in L 2 (0, t) for every fixed η and be A η the weak limit (up to subsequences).
Step 2: be I η,τ := {ξ ∈ (0, t) | a τ (ξ ) < η} and N η,τ := {n | a τ n < η}, by definition of f η,τ
which implies 1 (I η,τ ) < C 0,t η. So for the uniform integrability and for Banach-Steinhaus
Step 3: define the functional in
Step 4: now we can conclude that lim inf
but A η is equi-bounded in L 2 (0, t) so converges to its limit a.e. A (up to subsequences). Without the boundedness of the perturbations, we have to use a truncation. For every
} is locally uniformly integrable and be 1 a * M the weak limit. On the truncated, we can use the previous result lim inf
For every T > 0 we have
and taking the limit for τ → 0
+∞ over E c , and considering α > 1 and
and taking the limit
so, |u | = 0, a.e. over E c . And the result follows.
Theorem 12 (Minimizing movements are curves of maximal slope). If the relaxed slope |∂ − φ| is a strong upper gradient and the following compatibility condition
is satisfied, then every perturbed minimizing movements of problem (1) is a curve of maximal slope for φ of speed 1 a * with respect to |∂ − φ|.
Proof. For monotonicity, by Helly's Lemma, lim τ →0 φ(u τ (t)) = ϕ(t) ≥ φ(u(t)), for the lower semicontinuity assumption. By Lemma 10 and 11 we have
where τ k is a sequence such that u τ k → u, |(u τ k ) | → A and Lemma 11 holds, so (4) is satisfied.
Remark 6. the case in which there exist two constants 0 < α < β such that α ≤ a τ n ≤ β for every τ ∈ (0, 1), n ≥ 1 can be studied with the method of Ambrosio, Gigli and Savaré defined in Chapter 2 of [AGS] , considering τ n = τ a τ n , and changing parameter of the discrete solutions to obtain perturbed ones, using ψ τ (s) = a 
Relaxing the condition on perturbations
As we can see in the proof of Theorem 5, assumption 5 plays a crucial role for the convergence of the discrete soutions to an absolutely continuous minimizing movement. This can be seen even in a simple framework such S = R with the euclidean setting.
Example 2 (no convergence). Consider φ(t) = −t, choose a τ n = 1 n for all n ≥ 1 and u
has a fast divergence, so minimizing the energy is more important than minimizing dissipation. By minimization algorithm (1) we have that
+∞, for all t > 0 and we have no convergence.
Example 3 (no continuity). Consider φ(t) = 
Taking the integral in a family of interval of width τ in which a τ ≡ τ we have 1 a τ = 1 for all τ so assumption 5 is not satisfied. By regularity and convexicity
so we obtain
Taking the limiti for τ → 0
and we have a piecewise continuous minimizing movement. Whereas, if we consider
the assumption 5 is satisfied so the minimizing movement is continuous. In fact
otherwise and so
Figure 1: The graphs of discrete solutions starting by u τ 0 = 2 − τ , for the problem with the two perturbations defined above. In the first the discrete solution is close to be a discontinuous minimizing motion. In the second, for α = 1 2 , jump discontinuities are going to disappear.
The previous example shows that if we give up the continuity of the minimizing movements, hypotesis 5 is too strong and can be replaced by another one which however ensures the convergence of the discrete solutions. Consider the following assumption: 5'. for the family {a τ }, there exists a set of isolated points
In other words, perturbations can be bad (but however controlled by the condition of L 1 boundedness) for some index n or in some intervall (n − 1)τ, nτ which, taking the limit for τ → 0, accumulate around some isolated points.
Theorem 13. If the perturbations satisfy assumption 5' then there exists (at least) a piecewise continuous minimizing movement u for the problem (1). Moreover, in the intervalls of continuity (t j , t j+1 ) the minimizing movements follow the gradient flows of φ w.r.t. |∂ − φ| starting by u(t + j ).
Proof. Fix T > 0, by equi-boundedness of 1 a τ , applying proposition 2 we have that φ(u
Moreover, we can apply Theorem 5 in every (t j−1 + ε, t j − ε) and so u τ (t)
so jumps are finite. With a diagonal argument, the result follows. Then, define v τ j (t) = u τ (t − t j ) for every j ≥ 1. For v τ j we have the energy estimate 6 for all nτ < T j − τ , where T j = t j+1 − t j , and taking the limit for τ → 0 we obtain 4 in [0, T j ).
Assumption 5' turns out to be interesting and loosing continuity is not so bad. So consider perturbations (a τ n ) which are uniformly integrable except some indexes in which a τ n = δ(τ ), a function of τ , in a way to satisfy assumption 5'. For the seak of semplicity we consider (as in the previous examples) perturbations as a slight modification of that which satisfy assumption 5. Be
, and to be bounded δ(τ ) ≥ O(τ ) when τ → 0. But if τ < O(τ ) the perturbations satisfy assumption 5, so the interesting case is δ(τ ) ∼ O(τ ). For semplicity deal with δ(τ ) = δτ , with δ > 0.
Using assumption 5' we can follow a gradient flow in a discontinuous way (like in example 2) or even more gradient flows, as we can see in the next subsection.
Exploring lower energy states
Assumption 5' allows the perturbed minimizing movements to escape from potential wells, and explore lower energy states. Now, we see some examples in which, without perturbations, we have no motion or it falls in a potential well, but perturbed minimizing movements can move. ∈ N is a special case because t τ n is a half integer so the two very next integers are equidistant from t τ n , and this generate a bifurcation, we can jump on two different values because they correspond to states having the same energy. The graph is for δ = 2 3 so the minimum is 3 2 a half integer and it is equidistant from 1 and 2. In fact
so there are two global minima. It is possible to jump on 1 or 2 and we say that the motion has a bifurcation. Consider δ such that there is no bifurcation for semplicity, or The previous example shows, in a simple case, how assumption 5', for perturbations, allows us to follow different gradient flows. In that case, the discrete steps of the minimizing movements are different trivial gradient flows. It works also for continuous energy functional, as we see in the following Example 5. Consider
and perturbations like in (9) with I = N, for semplicity. When a τ = 1 the motion will follow the gradient flow of t 2 or (t − 1) 2 − 1, depending on the sign of u 0 . But it is not immediately clear what happends when a τ = δτ.
So we study the minimum of φ(t) + a τ n
for n such that a τ n = δτ , or φ(t) + δ 2 (t −ū) 2 , depending on δ > 0 andū, which takes the role of the u τ .
t ≤ 0 the derivative is zero in t 0 =ū δ 2+δ (ifū < 0) and
. Ifū > 0, we have monotonicity so the minimum is t 0 = 0 andφ 0 = nτ u 0 → 0 and so there is an index n such that the motion is close enough to zero, and we can jump. 2 . See how the motion does not jump first because does not have enough energy to escape from thewell, so we have a discontinuity. Later the energy necessary to jump is fewer and the motion can jump on the lower energy state.
Remark 7. for such an energy functional, if the perturbations satisfy assumption 5 (e.g. for the classic gradient flow) the minimizing movement remains in the potential well where it started.
Example 6. Iterating the same argument of the previous example, consider the functional
Studying the minimum of φ(t)+ δ 2 (t−ū) 2 , we obtain (using the previous notation) that t k = . We omit the cases when 0 is a minimum because (as we have seen in the last example) the minimum of the whole function cannot be assumed in 0. Comparing the minima, we have that If the perturbations would satisfy assumption 5, the motion will be caged in the first potential hole. Instead, assumption 5' allows it to move. As said above, when δ = 1 the minimizing movement jumps every time in the very next potential well, whenever the time parametre t is an integer. Figure 9 : Perturbed gradient flow with δ = 8. Here the value of δ is too large to jump early but the motion move on eventually. This case is analogous to the one in Figure 7 . Later, it is possible that for some integer time parametre the motion does not jump, but like in the first well, eventually the minimizing movement moves and it will never remains in the same well.
We conclude this example with a case of a double jump motion. It can be generalized to every number of simultaneous jumps. We conclude studying the case in which the perturbations do not even satisfy relaxed assumption 5'. In the following result we see that, in some sense, if perturbations are too small and so their effect through 1 a τ is very effective, the motion moves directly to the minimum (if it exists) of the functional φ. So for an appropriate radius R we have u R ∈ argmin S φ, and the result follows.
