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El presente Trabajo Final de Maestría parte de la relación que existe entre dos 
teorías: el modelo de Belief, Desires, Intentions (BDI) propuesto por Michael 
Bratman, y la Teoría Clásica de Racionalidad y sus debilidades caracterizadas 
por Jhon Searle. Estas proposiciones analizan el pensamiento humano y buscan 
caracterizar los orígenes de la racionalidad y la toma de decisiones desde una 
perspectiva filosófica y psicológica. El Modelo BDI ha sido llevado ampliamente a 
la implementación de sistemas informáticos inteligentes y particularmente es un 
modelo para agentes inteligentes computacionales. A partir de esto, este trabajo 
busca plantear las relaciones que existen entre el modelo BDI y la Teoría Clásica 
de Racionalidad, y como puede esta última complementar la arquitectura ya 
definida para Agentes inteligentes dentro del modelo de razonamiento y toma de 
decisiones que estos poseen. En la primera parte se hace una introducción a los 
planteamientos iniciales de la investigación, posterior a esto se evidencia el 
fundamento teórico de la racionalidad en Agentes Inteligentes y se realiza una 
presentación del estado del arte en el campo. Se realiza una propuesta frente al 
modelo actual denominado BDI-S y se presenta el trabajo ejecutado para ponerlo 
en práctica. Finalmente se presentan las conclusiones al respecto. 
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This Project of Master Degree lies on the relationship between two theories: the 
model of Belief, Desires, Intentions (BDI) proposed by Michael Bratman, and the 
classical model of rationality and its weaknesses characterized by John Searle. 
These propositions analyze the human thought and seek to characterize the 
origins of rationality and decision making from a philosophical and psychological 
perspective. The BDI model has been widely taken to the implementation of 
intelligent computer systems and particularly is a model for intelligent agents. This 
work seeks to raise relations between the BDI model and the classical theory of 
rationality, and as the latter may complement the already defined architecture for 
intelligent agents within the model of reasoning and decision making which they 
possess. The first part is an introduction to the initial investigative approaches, 
after this, it shows a theoretical foundation of rationality on Intelligent Agents and 
realize a presentation of the state of the art in the field. A proposal is performed 
from the current model called BDI-S and the work performed to implement it is 
exhibit. Finally, conclusions are presented. 
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Los sistemas inteligentes buscan llevar el modelo de pensamiento humano hacia 
plataformas informáticas que busquen resolver problemas de forma similar o 
mejor a como lo hace una persona. Dichos sistemas son conscientes del contexto 
en el que son usados e inteligentemente se adaptan a este contexto durante su 
ejecución, y el diseño de estos tiende a ser asistemático (Bauer & Dey, 2015). Es 
aquí donde se presenta una frontera en desarrollo cuando se encuentra el límite 
de la capacidad para transmitir la lógica y habilidad conceptual que posee el 
cerebro humano hacia la algoritmia y estructuras de código computacional con 
dichas capacidades. 
 
El reto permanente consiste en presentar nuevos modelos y mejoras que 
conlleven a optimizar y acelerar el desempeño de estas estructuras informáticas 
de forma consistente y que este conocimiento pueda ser aprovechado 
posteriormente para aplicar soluciones a problemáticas actuales, generando valor 
al trabajo y a la investigación. 
 
En el presente trabajo final de Maestría se presenta un primer acercamiento en la 
propuesta de modificación del modelo de razonamiento para agentes inteligentes 
BDI (Beliefs, Desires and Intentions) el cual es ampliamente usado en la 
definición de arquitecturas de Sistemas Multiagente con diversos propósitos, imita 
el proceso de pensamiento humano con Creencias (lo que el agente cree), 
Deseos (lo que el agente quiere alcanzar a largo plazo) e Intenciones (lo que el 
agente quiere hacer a corto plazo) (Vu, Siebers, & Wagner, 2013), enfocándose 
en el comportamiento y toma de decisiones basados en la información percibida, 
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la forma en la que están vinculados a otros agentes y la independencia a la 
intervención humana. Estos agentes son sistemas que trabajan en un entorno 
cambiante, recibiendo información continuamente. Adicional a esto, los agentes 
deben ejecutar acciones que pueden afectar este entorno, basados en sus 
estados internos. (Mikic Fonte, Burguillo, & Nistal, 2012) 
 
Sobre el tema se han presentado trabajos que se acercan a la definición de la 
arquitectura de agentes utilizando herramientas diversas, y como se aprecia en la 
literatura (Fortino, Rango, Russo, & Santoro, 2015), la elección de la plataforma 
sobre la que se va a desarrollar un proyecto basado en agentes define también el 
modelo con el que va a llevarse a cabo. 
 
Es así como se exploran las plataformas y desarrollos existentes que relacionan 
el modelo teórico BDI con su implementación práctica y su abstracción para 
tenerse como fundamento arquitectónico que permita construir aplicaciones 
funcionales con efectividad. 
 
1.1 Área Problemática 
Descripción del Problema:  
 
Social. La relación entre las personas con los sistemas de información está cada 
vez más ligada a la capacidad que estos últimos tienen para comportarse de una 
forma similar a como lo hacen las mismas personas, abordar una propuesta cuyo 
alcance disminuya esta barrera implica un impacto directo sobre la forma en la 
que las personas perciben la tecnología. 
 
Teórico Los modelos de inteligencia artificial aplicados a la solución de 
problemas reales están limitados a la complejidad de su implementación ya que 





Conceptual Comprender un modelo racional de comportamiento implica un nivel 
de complejidad alto que conlleva a una gran dificultad en la implantación de 
cualquier solución tecnológica en el campo de la inteligencia artificial. 
 
1.2 Pregunta inicial de investigación 
 
De acuerdo a la problemática abordada se establece la siguiente pregunta de 
investigación: 
 
¿Es factible establecer un modelo de racionalidad en Agentes Inteligentes 
que mejore el esquema actual que plantea BDI siendo éste representativo de 
un comportamiento racional? 
 
1.3 Objetivo General 
Establecer un procedimiento de toma de decisiones para agentes inteligentes que 
articule mejoras del modelo BDI. 
 
 
1.4 Metodología  
 
 Análisis y caracterización de modelos de razonamiento en 
organizaciones y en sistemas inteligentes artificiales. 
 Determinar las mejoras susceptibles en los modelos de razonamiento 
 Diseño y construcción de un sistema Mult-Agente guiado por el modelo 
de razonamiento modificado 
 Validación mediante caso de estudio 
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Procedimientos y diseños 
¿Cuáles son los modelos 
que se enfocan al 







Análisis de teoría relacionada en el 
estado del arte de revistas, artículos 
científicos, libros especializados, y 
entrevistas. 
¿Qué características 
posee el modelo BDI en 
su composición 
conceptual y aplicación 
práctica en la inteligencia 
artificial?  
Caracterizar el 
modelo BDI para 
razonamiento en 
inteligencia artificial. 
Enfoque de observación sobre 
casos aplicados del modelo BDI, 
especificación de la arquitectura y la 
teoría aplicada en su desarrollo. 
¿Cómo determinar que el 




modelos desde su 
efectividad  la toma 
de decisiones  
Desglose en los modelos 
representativos enfocad a la toma 
de decisiones 
¿Cómo establecer que 
es necesario realizar 




mejora al modelo 
BDI caracterizado 
Análisis y revisión conceptual unido 
al desarrollo de un prototipo de 
agentes inteligentes dentro del 
modelo BDI que valide el 
desempeño de las propuestas en un 
entorno controlado 
¿De qué manera podría 
comprobar la utilidad del 
modelo desarrollado en 
un entorno real? 
Establecer un caso 
de aplicación 
utilizando prototipo 
desarrollado con el 
modelo 
Diseño del caso de estudio aplicado 
a las variables involucradas en del 
comportamiento racional de un 





2. Marco teórico 
 
2.1 Racionalidad en el contexto de la Administración 
 
El presente trabajo de grado se entrelaza con la Tesis Doctoral del profesor 
Gabriel Carvajal cuya propuesta de investigación consiste en indagar la relación 
entre la teoría existente hacia la racionalidad en un modelo de toma de decisiones 
desde cada escalafón que conforma una organización y cómo la posición de las 
personas desde un punto de vista racional influye en tomar mejores decisiones en 
las organizaciones. (Carvajal, 2011). 
 
El describir una acción como elegida involucra una gran consideración en cuanto 
a si la acción fue voluntaria y adicionalmente si implica deliberación, en otras 
palabras, un proceso (Kevin, 2004). Abordar el tema de la racionalidad implica 
esclarecer cada aspecto que pueda determinar una teoría que rodee y enmarque 
el comportamiento humano dentro de unas reglas o estándares de 
comportamiento comprensible. 
 
Lo anterior con el fin de determinar patrones o conductas predecibles y que se 
pueda llegar a comparar el proceso que lleva la toma de una decisión de una 
persona a otra o por qué no de una persona a un sistema de información. 
 
Hay muchas formas de modelar cómo toma la gente decisiones. Existen modelos 
de contenido que están limitados a entender decisiones éticas, tipologías y 
procesos simples. La teoría de equidad y de expectativas (Kevin, 2004) implican 
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una noción de complementariedad en las organizaciones, en donde hay un orden 
y un balance entre esfuerzo y recompensa. 
 
2.1.1 Acercamiento de Bratman al razonamiento 
 
Definido como modelo BDI el profesor Michael Bratman estipula que el 
comportamiento humano se caracteriza y define dentro de un esquema simple 
que ve a las intenciones como el centro para entender las acciones de las 
personas y sus mentes.(Bratman, 1987) 
 
El entendimiento es el objetivo del modelo que estipula, si una persona tiene una 
intención de causar un daño, ésta se aprecia distinta a cuando el daño se hace 
sin tener la intención de hacerlo, la percepción cambia en este caso y la previsión 
de lo que una persona tiene como intención hacer cambia en base al histórico de 
lo que se ha percibido como intención suya (Bratman, 1987). Esto busca 
establecer la complejidad que encierra el estudio de la racionalidad y como su 




Bratman define las intenciones como estados de la mente que definen acciones 
que se ejecutan intencionalmente, presentando un dilema en el cuándo, puesto 
que una intención que se convierte en acción lleva inmediatamente a otra 
intención. 
 
La intención de actuar es un compromiso que se toma en el presente para 
ejecutar una acción en el futuro. Una acción que se desea acometer se establece 
para ser realizada en un momento determinado. Una vez la acción inicia su 
ejecución ya no está pensada para hacerse, pasa a un segundo lugar puesto que 
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ya está en ejecución y en su lugar se establece una nueva intención. (Bratman, 
1987) 
 
El compromiso con esa acción futura siempre está embebido en una intención 
actual, lo que se hace hoy es compatible con lo que se va a hacer mañana. Las 
intenciones del futuro determinan el rango de intenciones que se tienen hoy. En el 
ejemplo de un vuelo a Boston el día de mañana, aunque el día de hoy no se 
tenga la intención de hacer nada relacionado tampoco se puede tener la intención 
de hacer algo en contra como emprender un viaje a un destino opuesto, ya que la 




 El ser humano es un agente que planea. Como tal tiene la capacidad de 
actuar deliberadamente (por voluntad) y de dar forma y ejecución a los planes. 
Más allá de una deliberación del momento requiere tiempo y recursos, el 
agente que planea tiene dos capacidades centrales, la capacidad de actuar de 
forma propositiva y la capacidad de formar y ejecutar planes.  
 
Como agente racional el ser humano requiere de la planeación para hacer que 
sus acciones prevalezcan. Como parte de la deliberación el plan asegura que 
los resultados tengan un mayor valor a comparación de una acción tomada en 
base a un instante aislado puesto que al invertir el tiempo y otros recursos en 
planear una acción se asegura un mayor impacto en la misma. 
 
Por otro lado, la consecución de objetivos complejos requiere la coordinación 
de actividades presentes y futuras. Adicional a esto se incluye el contacto con 
otros agentes humanos y la forma en la que nos comunicamos: 
 
La comunicación Intrapersonal establece actividades que realizamos 
implícitamente con otros seres humanos, formas de comunicación 
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coordinadas de forma automática por el conocimiento que se tiene de los 
demás, escribir un discurso, comprar un libro, programar una reunión. Por su 
parte la comunicación Interpersonal incluye la participación de otros agentes 
humanos, una reunión de colegas, acciones colaborativas.(Bratman, 1987) 
 
La planeación permite que la deliberación y la reflexión racional converjan 
para influir acciones más allá del presente. Adicional a esto se requiere una 
coordinación intrapersonal de las acciones según el “yo” y una coordinación 
interpersonal de acuerdo a lo que se percibe de los demás agentes en el 
entorno. 
 
2.1.2 Acercamiento de Searle 
 
John Searle es una la de las figuras más reconocidas en la filosofía moderna. Ha 
influenciado la dirección del estudio de la filosofía de la mente y la ciencia 
cognitiva así como ha contribuido a la lingüística moderna y la teoría del discurso 
(MOSS, 2003), así como sus trabajos referentes al problema de la racionalidad. 
Searle denominó como modelo de racionalidad clásica un conjunto de premisas 
que estableció como fundamento para las discusiones sobre racionalidad y razón 
práctica. (Searle, 2000) 
 
A cada uno de los supuestos presentados Searle presentó unas dudas plausibles. 
Al estudiar con cuidado los planteamientos de Searle, se encuentra que en sus 
“dudas” u objeciones respecto al modelo clásico de racionalidad, se percibe un 







En su anteproyecto de Tesis Doctoral el profesor Carvajal establece el cuadro 
comparativo de las premisas de Searle y sus dudas a cada una: 
 
Tabla 1 Supuestos y Dudas Racionalidad Clásica (Carvajal, 2011) 
 
No. Supuesto Duda 
1 
Las acciones cuando son racionales, 
están causadas por creencias y 
deseos, ellos son causas y razones 
de la acción humana. La 
racionalidad entonces, es un asunto 
que tiene que ver en gran medida 
con “coordinar creencias y deseos 
de tal manera que causen acciones 
«de manera correcta»” (Searle, 
2000) 
Las acciones racionales no están 
causadas por creencias y deseos; en 
general, sólo las acciones irracionales 
lo están (Searle, 2000) 
 
2 
La racionalidad tiene que ver con 
obedecer reglas, ellas marcan la 
diferencia entre racionalidad e 
irracionalidad (Searle, 2000) 
 
La racionalidad no es un asunto de 
seguir reglas, como las reglas de la 
lógica (Searle, 2000, p. 27). La regla 
opera sobre símbolos carentes de 
significado. La validez lógica no se 
puede derivar de las reglas de la 
lógica, “[…] el contenido semántico es 
lo que garantiza la validez de la 
inferencia” (Searle, 2000) Las acciones 
racionales no están causadas por 
creencias y deseos; en general, sólo 
las acciones irracionales lo están 
(Searle, 2000) 
3 La racionalidad es una facultad La racionalidad no es una facultad 
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cognitiva separada: existen 
facultades cognitivas separadas 
como por ejemplo, la visión, el 
lenguaje, etc. (Searle, 2000) 
 
separada, está incorporada en la 
estructura del pensamiento y del 
lenguaje. Cuando uno tiene estados 
intencionales, uno tiene creencias, 
deseos, esperanzas, lenguaje; 
entonces tiene las constricciones de la 
racionalidad (Searle, 2000) 
 
4 
Los casos de debilidad de la 
voluntad (Akracia) surgen cuando 
hay un error en los antecedentes 
psicológicos de la acción (Searle, 
2000)  
Para el modelo clásico la debilidad de 
la voluntad es imposible, pero la 
debilidad de la voluntad es una forma 




“La racionalidad práctica tiene que 
empezar con un inventario de los 
fines primarios de la gente, 
incluyendo las metas y los deseos 
fundamentales, los objetivos y los 
propósitos; y estos no están sujetos 
a constricciones racionales […]  
Sí hay razones para la acción 
independientes del deseo (Searle, 
2000): Los compromisos que creamos 
y los aceptamos como trasfondo para 
nuestra vida en sociedad. 
 
6 
[…] La razón tiene que ver con la 
determinación de qué más cosas 
debería desear una persona, dado 
que esa persona desea algo y esos 
deseos primarios no están sujetos a 
constricciones” (Searle, 2000)  
El sistema total de la racionalidad 
sólo funciona si el conjunto de 
deseos primarios es consistente 
(Searle, 2000) 
Las razones inconsistentes son 
comunes, inevitables (Searle, 2000). 
La mayor parte del razonamiento 
práctico tiene que ver “[…] con hacer 
juicios sobre deseos y otras clases de 
razones que están en conflicto” 
(Searle, 2000). La existencia de 
razones inconsistentes, pero 
igualmente válidas, “[…] y el por qué la 
razón práctica tiene que involucrar 
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conflictos entre tales razones […] 
plantea problemas graves” (Searle, 
2000) 
 
Searle aclara que su modelo no es unificado, y que aceptar una proposición no 
compromete todas las otras, adicionalmente algunos autores aceptan algunas 
partes y rechazan otras.(Searle, 2000) 
 
2.2 Sistemas inteligentes Computacionales 
 
Un sistema inteligente se define como un sistema que demuestra la capacidad de 
tomar decisiones de forma independiente al patrón que se le define cuando es 
programado, y se adapta de acuerdo a las condiciones de su entorno. 
 
La adaptabilidad e inteligencia generalmente son factores que buscan ser 
abarcados en un sistema, o modelo del mismo, lo cual es una cuestión que ha ido 
integrándose lentamente a los sistemas computacionales, es decir es algo que ya 
se puede ver como una realidad y que se ha masificado gracias a los dispositivos 
móviles y como éstos han tenido que evolucionar para dar respuesta a todas las 
necesidades que se les han impuesto. (Magnisalis, Demetriadis, & Karakostas, 
2011) 
 
Los arquitectos de sistemas han intentado sistemáticamente explotar el modelado 
de las computadoras y desarrollar sistemas que soporten aprendizaje a través de 
operaciones inteligentes o adaptativas. Con esto se busca que un sistema de 
información tenga la capacidad de cumplir un objetivo aplicado en diferentes 
escenarios de la realidad, sin tener la necesidad de recibir una programación 
específica para cada entorno o entidad con la que tenga interacción, desde un 
nivel macro (una organización, grupo de empresas) al nivel básico de adaptarse a 
una persona. 
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Un sistema de información posee un objetivo global único que genera un alcance 
y enmarca cada una de las tareas que realiza, desde una plataforma de 
aprendizaje, un sistema financiero o un gestor operativo, la jerarquía de 
actividades se desglosa en un conjunto de objetivos cada vez más específicos y 
puntuales. Un sistema inteligente en general puede desplegarse en cualquier tipo 
de entorno, sin embargo, es de aclarar que muchos objetivos pueden alcanzarse 
sin la necesidad de aplicar una técnica como ésta, con esto se establece que los 
objetivos de un sistema definen la necesidad de una metodología que haga el 
sistema inteligente o no, en la mayoría de las ocasiones la respuesta más simple 
es la más efectiva. 
 
Los Sistemas inteligentes actúan de forma racional para buscar soluciones 
óptimas para sus objetivos de diseño. Desde la perspectiva del usuario los 
ambientes inteligentes le permiten estar rodeados por ambientes electrónicos que 
son sensitivos y responden a las personas. (Bolzani & Netto, 2009) 
 
2.2.1 Agentes Inteligentes 
 
El concepto de agente es natural para describir sistemas inteligentes y 
adaptativos en un escenario distribuido y colaborativo. (Bolzani & Netto, 2009) 
 
Un agente inteligente se denomina como un software que cumple una o más 
tareas determinadas con un grado de independencia y una capacidad de 
interactuar con el entorno en el que se encuentra de forma que pueda 
desenvolverse de forma efectiva en sus tareas sin requerir de la intervención 
humana. (ANDÉS, 2011) 
 
Como software un agente posee todas las funciones de un sistema de 
información que puedan ser programadas, pero lo que le da su calidad de agente 
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es una estructura que identifica cuáles son las sentencias determinadas para 
cumplir sus objetivos y cuáles hacen parte de su composición como entidad. 
 
Independientemente de la función que realice el agente debe soportarse en tres 
fundamentos (Mouratidis & Kolp, 2010): 
 
Ubicuidad: El agente recibe información de su entorno y puede ejecutar acciones 
sobre el mismo para realizar un cambio. 
 
Autonomía: el agente puede operar sin una supervisión continua o directa, tiene 
control de sus acciones. 
 
Flexibilidad: El agente no es solo reactivo también es proactivo, con el fin de 
alcanzar sus objetivos puede ejecutar acciones determinadas en un momento en 
base a un "razonamiento" en su programación. 
 
La principal característica que se alcanza cuando se desarrollan aplicaciones de 
este tipo es la flexibilidad, ya que los agentes pueden ser agregados, modificados 
y reconstruidos sin la necesidad de reescribir la aplicación. (Bolzani & Netto, 
2009) 
En general se presenta una relativa discusión con respecto a la diferencia entre 
un agente inteligente y un sistema computacional tradicional, puesto que la 
ejecución de sus acciones y el fundamento computacional es el mismo puede 
existir una rivalidad o discusión relativa al tema. La noción del agente resalta el 
significado de la diferenciación con un software regular por su habilidad proactiva, 
por actuar en un entorno (Soliman & Guetl, 2012), lo que implica que la 
atomicidad e independencia en el actuar del agente así como el alcance del 
mismo definen su estado como agente inteligente. 
 
Los agentes son ahora reconocidos como una forma de representación y 
razonamiento acera de problemas complejos del mundo real en el campo de las 
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TIC, en particular la lógica BDI es una de las más ampliamente estudiadas en 
lenguajes formales para el modelamiento de agentes racionales. (Blee, Billington, 
Governatori, & Sattar, 2011) 
 
2.2.2 Sistemas Multiagente 
 
Un sistema Multiagente (MAS) es aquel compuesto por más de un agente en el 
que se busca alcanzar un objetivo común o independiente, lo cual puede llevar a 
un comportamiento cooperativo o competitivo. (Mouratidis & Kolp, 2010). 
 
Los investigadores buscan aplicar arquitecturas distribuidas que tiendan a ser 
abiertas y se adapten a la forma en la que las organizaciones cambian. Aparecen 
entonces los sistemas Multiagente, siendo estas estructuras más flexibles, debido 
a que sus componentes pueden cambiar durante el tiempo de ejecución, adicional 
a esto aportan nuevos elementos en cuanto a seguridad, interacción y 
propagación de cambios. Los agentes en el MAS pueden cooperar o competir con 
los demás para alcanzar un objetivo individual o colectivo (Manzoor & Zafar, 
2014). 
 
Un ambiente competitivo individualiza al agente o a un grupo de estos buscando 
alcanzar el mismo objetivo, tomando en cuenta que representan un cliente 
determinado y sus intereses, por lo que no se establece un equilibrio en la 
información que comparten o en las prioridades con las cuales ejecutan sus 
tareas. 
 
Con el objetivo de generar razonamiento respecto a sus objetivos, la 
programación de agentes se fundamenta en modelos y estrategias de la 




Desde la perspectiva académica se han desarrollado acercamientos hacia el uso 
de los SMA como entornos colaborativos con fines pedagógicos enfocados en la 
formación e instrucción de estudiantes. Gracias a sus características distintivas el 
agente inteligente puede ser la base para desarrollar sistemas que provean 
interesantes comportamientos tales como autonomía, comportamiento dirigido, 
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3. Modelo de agentes BDI 
 
Siendo un elemento fundamental para el presente trabajo final, se crea un 
capítulo para el modelo de Agentes BDI. 
 
El modelo BDI Belief-Desire-Intention (Creencias - Deseos – Intenciones) fue 
concebido por Bratman como una teoría práctica de razonamiento humano. Su 
éxito se basa en su simplicidad, reduciendo el entorno complejo del 
comportamiento humano a una instancia motivacional. (Pokahr, Braubach, & 
Lamersdorf, 2005) 
 
El enfoque de esta arquitectura se ha ido centralizando de acuerdo al desarrollo 
de nuevas tecnologías inteligentes y la especificación, diseño, verificación y 
aplicación de agentes BDI han estado en la mira de los investigadores en los 
últimos años. Estos agentes son sistemas que trabajan en un entorno cambiante, 
recibiendo información continuamente. Adicional a esto, estas entidades deben 
llevar a cabo acciones que pueden afectar ese mismo entorno, basados en su 
estado interno (estado mental) (Mikic Fonte et al., 2012). 
 












Las Creencias (Beliefs) son un contingente de conocimiento, acerca de otros 
agentes, objetivos, actividades, así como su estado en el entorno. Las creencias 
de un agente son su conocimiento. (Chainbi, Ben-Hamadou, & Jmaiel, 2001) 
 
Las creencias cambian de acuerdo al entorno, a la comunicación con otros 
agentes y a su propio razonamiento. Son además un conjunto de proposiciones 
que el agente intercambia, esta comunicación depende de las mismas creencias 
y del dominio de la aplicación.(Chainbi et al., 2001) 
 
La base de datos de creencias (Creencias Base) de un agente representa su 
conocimiento sobre el mundo. Las Creencias Base son de alguna manera 
similares a un simple almacenamiento de datos, las cuales permite la 
comunicación clara entre los diferentes planes por medio de creencias 
compartidas. Por un lado, hay creencias que permiten al usuario almacenar 
exactamente un hecho y por otro lado conjuntos de creencias permiten almacenar 
un conjunto de hechos. El uso de las creencias (beliefs) y los conjuntos de 
creencias (Creencias base) como la capacidad de almacenamiento principal para 
los planes es altamente recomendable, porque a partir de su uso el usuario se 
beneficia de varias maneras. Si es necesario recuperar un recorte de los datos 
almacenados se puede apoyar en un lenguaje de consulta reconocido. Además, 
es posible supervisar las creencias individuales con respecto a su estado y 
provocar un evento cuando una condición correspondiente se satisface. Esto 
permite desencadenar alguna acción cuando, por ejemplo, un hecho de un 
conjunto de creencias que se añade o una creencia se modifica. También es 
posible esperar alguna expresión compleja que se relaciona con varias creencias 
para verse una condición cumplida. (Pokahr et al., 2005) 





Un objetivo es un estado potencial del mundo al cual el agente pertenece. Los 
objetivos y las creencias son proposiciones intercambiadas entre agentes. 
Alcanzar un objetivo es el comienzo del comportamiento del agente. El objetivo 
debe ser global o local y puede ser expresado en términos de creencias. (Chainbi 




Un plan o intención se considera una actitud fundamental con una representación 
explícita. Las intenciones resultan de las creencias y los deseos. Las intenciones 
representan un orden para las preferencias del agente, no solo tienen peso 
cuando se logra positivamente el objetivo, sino que debe considerarse el impacto 
que tiene la ejecución de una acción sobre el entorno. (Casali, Godo, & Sierra, 
2011) 
 
Esto permite tener una visión del futuro que lleva a ejecutar las acciones del 
ahora y en el transcurso del tiempo extendiendo la deliberación más allá del 
tiempo presente tomando en cuenta que nunca son absolutos y se modifican 
según transcurren los eventos. 
 
Las reglas de revisión para planes tienen como objetivo un problema importante 
en la programación de agentes, la necesidad de obtener efectos no 
determinísticos para ejecutar una acción (Alechina, Dastani, Logan, & Meyer, 
2011). Es decir, un agente debe seleccionar el plan adecuado a una situación 
determinada sin que se requiera una programación definida. 
 
El alcance de los objetivos no está siempre garantizado ya que el agente está 
diseñado para razonar en unas condiciones específicas que pueden cambiar 
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mientras el plan se encuentra en ejecución. Lo anterior justifica la existencia de 
planes alternativos (Mikic Fonte et al., 2012) 
 
Entre otras operaciones, el cuerpo de un plan contendrá la ejecución de acciones 
en el entorno y sub-objetivos que serán alcanzados al definir planes a ejecutar 
para estos. El comportamiento básico, el cual es reactivo y orientado al objetivo 
involucra que el sistema responda a eventos seleccionando el plan apropiado 
para cada situación, definiéndose como la intención prioritaria. Un plan es 
apropiado si está diseñado para el evento en cuestión y su condición en contexto 
se define como verdadera (Singh, Sardina, & Padgham, 2010). 
 
3.1.4 Razonamiento  
 
El modelo ve agentes autónomos en conocimiento de un conjunto de creencias 
que modelan al mundo, unos deseos como objetivos potenciales y unas 
intenciones que establecen el compromiso para definir el curso de sus acciones 
hacia alcanzar deseos particulares (Meneguzzi, Rodrigues, Oren, Vasconcelos, & 
Luck, 2015) 
 
Actualizando sus creencias se establecen los deseos que son posibles de 
alcanzar, evaluando se puede identificar cuáles deben seleccionarse para ser 
alcanzados mediante la ejecución de una serie de planes. 
 
La investigación en agentes se puede dividir en dos hilos principales, el primero 
está relacionado a la reacción frente a estímulos externos, y el otro en los 
agentes con modelos simbólicos internos. La Ilustración 1 especifica el flujo 
genérico del modelo BDI. La inteligencia producida por estos modelos internos 
está basada en la deliberación acerca del mundo exterior y su pasada evolución, 
y los eventos pueden tomar lugar en el futuro. (Orfila, Carbó, & Ribagorda, 2008)  
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La construcción de un sistema multi-agente que implementa el modelo BDI 
requiere establecer una diferencia entre las características iniciales que posee un 
agente inteligente y cuáles son las propiedades que adquiere al incluir en este 
tipo de metodología, con el fin de establecer qué es lo que se puede hacer desde 
el punto de vista de lo que provee la arquitectura, los agentes inteligentes 
proveen tres tipos de acciones: reactivas, proactivas y comportamiento social. Por 
otro lado, la información de un sistema BDI incorpora el diseño de planes, 
objetivos, eventos y creencias. (Soliman & Guetl, 2012). 
 
 





Los fundamentos de un agente permiten que este pueda desplegarse en un 
entorno y recibir estímulos del mismo, la dirección que se da a través de objetivos 
globales y sub-objetivos le permiten tener una diferenciación de metas de 
acuerdo a lo que percibe en su entorno virtual “Los planes representan un 
manifiesto de lo que el agente debería hacer (de acuerdo a una situación que 
arroja el entorno), Cuando un evento ocurre, el plan de un agente puede 
ejecutarse en un curso de acciones que representan un comportamiento reactivo 
o contribuyen al alcance de un objetivo”. (Soliman & Guetl, 2012) 
 
Entender este comportamiento es fundamental para orientar las actuaciones de 
un SMA hacia un conjunto de acciones que se puedan interpretar como 
racionales orientando la forma en la que se desenvuelve una de estas entidades 
virtuales a como se desenvuelven y deducen las decisiones de los seres 
racionales. 
 
Al llevar a cabo la implementación del modelo se establece que es la interacción 
entre el modelo y la plataforma tecnológica la que permite confinar el 
comportamiento del sistema y enfocarse en los resultados del mismo, la forma en 
la que este se encarga de recibir entradas del entorno y retornar salidas 
específicas, comprensibles y coherentes “Ha sido establecido en la investigación 
que el modelo BDI agrega una capa cognitiva en el diseño de agentes 












4. Estado del arte 
4.1 Búsqueda Sistemática de Bibliografía 
 
En base a la exploración realizada sobre la temática se propuso una búsqueda 
sistemática de documentos en la literatura con el fin de clasificar las 
investigaciones relevantes y relacionadas al tema, definiendo la base para el 
planteamiento de la propuesta investigativa. 
 
Con el fin de orientar la búsqueda se estableció una pregunta para esclarecer la 
revisión de literatura: ¿qué trabajos se han realizado frente al desarrollo de 
sistemas Multiagente en el modelo BDI y qué mejoras se han propuesto al 
modelo desde el punto de vista de la racionalidad? 
La identificación de palabras clave procedió como se muestra en la tabla 1 
 
Tabla 2 Componentes y ecuación de búsqueda 
 



















BDI*    
goal* plan* intent*  
system* intelligent* multiagent* multi-agent * 
Architect* Technolog* design*  
Reason* Improv* Model*  
ECUACIÓN DE BÚSQUEDA 
(BDI) AND (goal* OR plan* OR intent*) AND (system* OR intelligent* or multiagent* or multi-agent*) 
AND (architect* OR technolog* or design*) AND (reason* OR improv* OR model*) 





Utilizando la ecuación de búsqueda diseñada y aprovechando la herramienta 
Tree of Science (ToS) desarrollada en la Universidad Nacional de Colombia por 
miembros del Grupo de Ambientes Inteligentes Adaptativos, la cual utiliza teoría 
de grafos, sacando provecho de las posibilidades de reconocer las conexiones 
entre los diferentes trabajos (Robledo G., Duque M., & Zuluaga G., 2013), de una 
lista de 82 artículos resultantes la herramienta mostró como relevantes 29 
trabajos publicados entre 1980 y 2015. 
 
La herramienta genera automáticamente un listado de acuerdo a la relevancia del 
artículo acorde a la analogía que se hace con los componentes de un árbol. 
Dinámicamente selecciona 10 artículos para la raíz (clásicos), 10 artículos para el 
tronco (Estructura) y 60 artículos hojas (Emergentes). 
 
En la ilustración 2 se realiza una clasificación por periodos de acuerdo a las 
publicaciones encontradas, el aumento de publicaciones en los últimos 5 años es 
evidente y representa el desarrollo y crecimiento del campo de agentes 
inteligentes, arquitectura y modelos de comportamiento para los mismos. 
 












































































































Ilustración 3 Raíz Tree of Science 
 
Las fuentes de información bibliográfica tienen como fundamento los principios de 
psicología y racionalidad publicados en los años 80 y 90. La teoría transferida al 
campo informático se empieza a ver desde los 90 hasta la actualidad. 
 
Se encuentran publicaciones en el área de los sistemas Multiagente, planeación 
automatizada, el fundamento de BDI que es Intentions, Plans and Practical 












Ilustración 4 Tronco Tree of Science 
 
El tronco del conocimiento se constituye por referencias a los sistemas 
Multiagente y las proposiciones de razonamiento en agentes y sistemas 
inteligentes, aquí resalta la publicación de proyectos relacionados a estructuras 
de lenguajes orientados a la programación de Sistemas Multiagente en 















Ilustración 5 Hojas Tree of Science 
 
Las hojas representan los avances y publicaciones representativas de la madurez 
del tema, para la ecuación de búsqueda se encontraron artículos de los últimos 3 
años relacionados con sistemas de apoyo a la toma de decisiones en BDI, la 
inclusión de teorías de razonamiento en agentes y la construcción de aplicaciones 
en campo fundamentados en este modelo de arquitectura. 
 
4.1.1.4 Análisis de la literatura 
 
A partir de esto se cruza la información con la obtenida directamente en las 
herramientas Science Direct y EBSCOhost. 
 
Science Direct: Se ejecuta la sentencia de búsqueda definida anteriormente, la 
cual arroja 7.367 artículos relacionados, se adiciona el filtro de temas con 
Sistemas Expertos y ciencias de la computación se incluye un filtro para los 
campos relacionados a las ciencias de la computación, se consolidan 1537 
artículos, el filtro completo para Sience Direct es el que se detalla a continuación: 














BSCOhost: Se ejecuta la sentencia de búsqueda definida, se obtienen 30 
artículos relevantes, no es necesario aplicar otros filtros a la búsqueda. 
 










Scopus 82 50 30 (9) 
BSCOhost 30 30 20 (3) 
Science Direct 1537 60 30 (8) 





  (BDI) AND (goal* OR plan* OR intent*) AND (system* OR intelligent* or multiagent* or multi-
agent*) AND (architect* OR technolog* or design*) AND (reason* OR improv* OR model*) 
AND LIMIT-TO(topics, "agent,social") AND LIMIT-TO(cids, 
"271095,271506,271585,280203,272990,271625,272648,272982,271539,271629,271505,271600
,271521","Engineering Applications of Artificial Intellig...,Expert Systems with 
Applications,Artificial Intelligence,Procedia Computer Science,Electronic Notes in 
Theoretical Computer Scienc...,Information Sciences,Simulation Modelling Practice and 
Theory,Journal of Applied Logic,Information and Software Technology,Journal of Systems 
and Software,Knowledge-Based Systems,Science of Computer Programming,Future 
Generation Computer Systems"). 
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Dentro de la literatura revisada se encontraron varias propuestas de cambio al 
modelo BDI desde distintos enfoques de la inteligencia artificial y el razonamiento. 
El vacío en el conocimiento, enfoque del presente trabajo de grado, se 
sustenta en que no se encontraron propuestas al modelo desde la teoría 
administrativa.  
A continuación, se detallan algunos de los trabajos encontrados: 
 




Los sistemas autónomos se proyectan con el uso de agentes cuyo interés es 
alcanzar un objetivo individual o colectivo. Sin embargo, el papel que juegan 
estos puede perderse del alcance al entregarse al proceso de razonamiento puro 
que expone BDI. Meneguzzi y otros exponen una extensión que provee un 
esquema de normas que se entrelaza en el proceso de razonamiento evitando 
que este se vea afectado en su núcleo por la imposición de reglas durante su 
ejecución (Meneguzzi et al., 2015) . 
 
La necesidad de su trabajo se presenta cuando se tienen resultados no 
esperados a raíz del modelo BDI, En ambos entornos, tanto en sociedades 
humanas como artificiales se definen normas con el fin de evitar un 
comportamiento indeseado denotando conceptos de obligación, permisión o 
prohibición. Lo anterior requiere del análisis y la especificación de procesos en los 
que se identifiquen dichas normas. 
 
(Meneguzzi et al., 2015) Definen un modelo denominado v-BDI, una extensión de 
BDI enfocado en permitir un modelo de razonamiento que asegure el 
cumplimiento de unas normas específicas. 
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El mismo se compone de limitantes (constraints) que ligan a los planes con la 
representación de las normas, es decir ataduras que deben ceñir a los planes. 
Por otra parte, se provee un análisis eficiente de los planes permitiendo identificar 
y también evitar planes que violan una norma específica. Adicional a esto 
contiene una técnica para violar las normas de ser necesario para poder alcanzar 
el objetivo, si no existe otra forma. 
 
El concepto de la utilidad de las acciones del agente se aplica en la toma de 
decisiones cuando se debe seguir o no una norma específica, este esquema 
provee flexibilidad frente a las normas propuestas con un bajo costo 





Es un sistema híbrido que integra los comportamientos de los agentes BDI con 
una red neuronal basada en un aprendizaje reforzado provisto desde un motor de 
aprendizaje conocido como Temporal Difference-Fusion Architecture for Learning 
and COgNition (TD-FALCON) 
 
El propósito de la arquitectura BDI-FALCON consiste en tres módulos definidos 
Deseos (Desires), intenciones (intentions) y aprendizaje reactivo (reactive 
learner). El aprendizaje reactivo se da como una red que interactúa con el 
ambiente a través de tres canales: sensor, motor y de retroalimentación (Tan, 
Ong, & Tapanuj, 2011). 
 
El sensor y el motor de Falcon corresponden a antecedentes y consecuencias de 
reglas propositivas. Un elemento de recompensa corresponde a la 
retroalimentación como una métrica de rendimiento en la regla. Con esto un 
conocimiento a priori de un problema en un dominio puede ser formulado como 
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una regla proposicional y ser insertada en la red Falcon. (Teng & Tan, 2008).  
Esto ayuda a mejorar la eficiencia y la exactitud de predicción, tomándose esto 
último como la selección de un plan en la arquitectura híbrida. 
 
Con base a los objetivos definidos en el módulo de deseo y las entradas de los 
sensores la arquitectura provee un aprendizaje mediante el refuerzo para adquirir 
una serie de acciones y políticas de valor que permitan al agente alcanzar sus 
objetivos. 
 
El módulo de deseo mantiene una representación explícita de sus objetivos y tal 
como en BDI son estos los que determinan las acciones del agente. 
 
Para la ejecución de un plan la secuencia de acciones del plan en curso se extrae 
y se ejecuta en el canal de motor, la ejecución de acciones a través de este canal 
permite al agente ejecutar acciones por fuera del ciclo BDI (actualizar beliefs, 
actualizar deseos, actualizar intenciones y ejecutar).(Teng & Tan, 2008) 
 
La arquitectura promete un ahorro en costo computacional y gracias a un sistema 
de recompensas permite que el agente desarrolle un método de selección de 




Agente autónomo para cuidado en salud. 
 
Es un sistema Multiagente orientado al monitoreo y supervisión de pacientes con 
Alzheimer. Utiliza microchips RFID en pulseras llevadas por los pacientes en sus 
muñecas o tobillos y actúan con sensores ubicados en zonas protegidas con un 
rango de captura ajustable. 
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Su objetivo es proveer un calendario de trabajo eficiente y en tiempo de ejecución 
para el personal de residencias geriátricas y con esto mejorar la calidad del 
cuidado y la supervisión en dichos centros de atención. 
 
Cada agente Agalz es asignado a una enfermera o un doctor de una residencia, y 
provee información sobre ubicaciones, datos históricos y alarmas. (Corchado, 
Bajo, de Paz, & Tapia, 2008) 
Agalz facilita la inclusión de sistemas CBR (Case Base Reasoning) como 
mecanismo deliberativo dentro de los agentes BDI, facilitando el aprendizaje y 
adaptación, proporcionando un mayor nivel de autonomía que la arquitectura BDI 
pura. 
 
El razonamiento basado en casos se ha convertido en un subcampo maduro de la 
inteligencia artificial. Con unos principios definidos CBR se ha aplicado en 
numerosos desarrollos y su crecimiento apunta a la formalización con 
metodologías de análisis y el apoyo de herramientas para el desarrollo de 
software. (Díaz-Agudo, González-Calero, Recio-García, & Sánchez-Ruiz-
Granados, 2007) 
 
CBR se define como un paradigma que combina la resolución de problemas con 
el aprendizaje. Está basado en la intuición de que los problemas que tienden a 
repetirse, esto significa que un nuevo problema es a menudo similar a uno 
anterior y por tanto la solución anterior puede usarse en la situación actual 
(Leake, 1996) 
 
Fundamentalmente CBR indexa los problemas y soluciones presentadas y aplica 
una lógica de ordenamiento para establecer los acuerdos relacionados a la 




Para introducir el motor CBR en el agente BDI de Agalz se representan los casos 
usados en el sistema CBR como Creencias, deseos e intenciones y se 
implementan en un ciclo CBR. 
 
Un caso es una experiencia pasada compuesta de tres elementos: Un estado 
inicial o descripción del problema que es representado como una Creencia. Un 
estado final que es representado con un conjunto de objetivos. Y una secuencia 
de acciones que hacen posible llegar del estado inicial al estado final. 
Esta secuencia de acciones es representada como intenciones o planes. En un 
agente que planea el motor de razonamiento genera planes utilizando 
experiencias pasadas y estrategias de planeación, así el concepto de CBR (Case 
Based Planing) se consolida. 
 
El agente está especializado en generar planes en tiempo de ejecución, de 
acuerdo a cada enfermera o médico y la información obtenida a través del 
sistema RFID, de acuerdo a una estructura de procedimientos que cada individuo 
tiene asignado como actividades, conforma un conjunto de esas actividades como 
un plan escalonado y variable de acuerdo al objetivo que se busque en el 
momento de la definición. 
 




Jade es un entorno de desarrollo para agentes (Java Agent Development 
Environment) ampliamente reconocido ya que facilita la implementación de 
agentes bajo el estándar FIPA (Foundation for Intelligent Physical Agents), el cual 
permite una facilidad de interoperabilidad ente sistemas de agentes, esto ya que 
más allá de establecer canales de comunicación especifica elementos clave 
necesarios para la administración de un sistema de agentes y la ontología 
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necesaria para la interacción entre dos sistemas (Bellifemine, Poggi, Rimassa, & 
Turci, 2001) 
 
La plataforma Jade se enfoca en optimizar el rendimiento de un sistema 
distribuido de agentes implementado en lenguaje Java. Es un proyecto de código 
abierto cuyo objetivo es simplificar el desarrollo mientras se asegura el 
cumplimiento de estándares dentro de un intuitivo set de servicios y agentes. 
Toda la comunicación de agentes se desarrolla a través de la transmisión de 
mensajes en donde el lenguaje utilizado es FIPA ACL (Bellifemine et al., 2001) 
4.3.2 BDI4JADE 
 
La plataforma de agentes BDI denominada BDI4JADE fue creada como una 
alternativa para solucionar las limitaciones que presentan la mayoría de las 
plataformas de agentes que incluyen la arquitectura BDI, pues pese a que éstas 
utilizan lenguajes de programación de propósito general, como por ejemplo JAVA, 
los agentes son programados en un nuevo lenguaje o lenguajes de dominio 
específico expresados en archivos XML, lo que impide el uso de características 
avanzadas del lenguaje de programación subyacente, así como la integración con 
bibliotecas y frameworks existentes, que son esenciales para el desarrollo de 
aplicaciones empresariales. 
 
Así pues, a diferencia de las plataformas BDI que se han propuesto, el BDI4JADE 
no introduce un nuevo lenguaje de programación, ni depende de un DSL escrito 
en términos de archivos XML. Por el contrario, BDI4JADE implementa la 
arquitectura BDI como una capa sobre JADE, que, aunque no se basa en el 
modelo BDI, es una infraestructura robusta que ofrece varias características que 
se necesitan para la implementación de sistemas de multi-agentes, y proporciona 
un planificador de comportamiento que puede utilizarse para controlar la 




En ese orden de ideas, los agentes implementados con BDI4JADE utilizan sólo 
las construcciones proporcionadas por el lenguaje de programación subyacente 
JAVA, lo que genera dos beneficios principales: (i) las características del lenguaje 
Java, tales como anotaciones y reflexión, pueden ser explotadas para el 
desarrollo de aplicaciones complejas; y (ii) facilita la integración de las tecnologías 
existentes, como los frameworks y las bibliotecas, esencial para el desarrollo de 
aplicaciones empresariales a gran escala. 
 
El BDI4JADE también permite una fácil adopción de la tecnología de agentes, 
pues incluye: i) el uso de las capacidades, ya que los agentes agregan un 
conjunto de creencias y planes que permiten modular comportamientos 
particulares; ii) los genéricos de Java para las creencias – creencias, que pueden 
almacenar cualquier tipo de información y se asocian con un nombre; y iii) 
cuerpos de planes como instancias de comportamientos en Jade con el fin de 
aprovechar mejor las características de Jade, en particular la herencia de 
comportamientos. 
 
Los principales componentes BDI4JADE son: agentes BDI, capacidad, 
estrategias, objetivos, intenciones, base de creencias y convicciones, librería de 
planes y planes, y eventos. Los citados componentes son usados en el ciclo de 
razonamiento de los agentes BDI, el cual está basado en el algoritmo BDI – 
intérprete. 
 
El ciclo de razonamiento de los agentes BDI es implementado en seis pasos: i) 
revisar creencias de los agentes; ii) eliminar metas finalizadas; iii) generar 
opciones; iv) remover objetivos abandonados; v) deliberar objetivos; y vi) 
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4.4 Inconvenientes del modelo BDI 
 
El agente BDI tradicional influye sobre su entorno a través de una salida, es decir 
regresa información o ejecuta una, afectando así el conjunto de creencias, 
deseos e intenciones. Tomando en cuenta que hay una gran cantidad de eventos 
externos que requieren ser dirigidos, el modelo del agente que actualiza y 
optimiza será retrasado hasta que la salida cause un cambio en el ambiente y el 
ciclo se repita. Cuando hay un número elevado de eventos entrantes el modelo 
no alcanza a reevaluar todas sus variables ya que para cada entrada debe 
replantear todos sus componentes. Esto causa que las tareas de un agente en el 
modelo deban ser bastante puntuales al no estar orientado a un gran volumen de 
cambios instantáneos en el entorno. (Yu, Feng, Hua, & WangJing, 2012) 
 
A lo anterior se adhiere un limitante tradicional de la arquitectura BDI es la 
habilidad de aprendizaje, ya que los planes y habilidades están definidos por los 
programadores (Tan et al., 2011). Se podría decir que el aprendizaje está 








5. Modelo propuesto de razonamiento BDI: BDI-S 
5.1 Contrastes del modelo BDI y la Racionalidad 
 
Así como el trabajo de Gabriel Carvajal busca identificar las formas argumentales 
del modelo clásico de racionalidad y de la teoría y las técnicas sobre la toma de 
decisiones, e infiere de manera deductiva sus relaciones, y las posibles 
implicaciones de estas sobre la dirección de organizaciones (Carvajal, 2011), se 
propone entonces hacer un paralelo entre las premisas establecidas para la 
racionalidad clásica y los fundamentos teóricos de la arquitectura BDI buscando 
establecer las relaciones que la frente a la acción del ser humano con un sistema 
de información o un agente inteligente. 
 




Las acciones cuando son racionales, 
están causadas por creencias y 
deseos, ellos son causas y razones de 
la acción humana. La racionalidad 
entonces, es un asunto que tiene que 
ver en gran medida con “coordinar 
creencias y deseos de tal manera que 





La teoría de Bratman argumenta 
que las intenciones juegan un 
papel significativo y tienen un rol 
que se distingue en el 
razonamiento práctico. Se 
denominan intenciones los planes 
parciales de una acción que un 
agente está destinado a ejecutar 
para alcanzar sus objetivos o 
deseos. (Rao & Georgeff, 1991) 
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 Duda BDI 
1.2 
Las acciones racionales no están 
causadas por creencias y deseos; en 
general, sólo las acciones irracionales 
lo están (Searle, 2000) 
En el modelo BDI todas las 
acciones (ejecución de planes) 




ID Supuesto BDI 
2.1 
La racionalidad tiene que ver con 
obedecer reglas, ellas marcan la 
diferencia entre racionalidad e 
irracionalidad (Searle, 2000) 
Las reglas del sistema, existen, 
intrínsecas a su programación y se 
ejecutan en base a la información que 
se le provee. Típicamente un agente 
como parte de una organización 
actuará de manera consistente con 
sus requerimientos normativos pero 
en casos excepcionales puede actuar 
contrariamente a las normas en orden 
de alcanzar uno de sus objetivos o 
deseos. (Meneguzzi et al., 2015) 
 Duda BDI 
2.2 
La racionalidad no es un asunto de 
seguir reglas, como las reglas de la 
lógica (Searle, 2000, p. 27). La 
regla opera sobre símbolos 
carentes de significado. La validez 
lógica no se puede derivar de las 
reglas de la lógica, “[…] el 
contenido semántico es lo que 
garantiza la validez de la inferencia” 
(Searle, 2000) 
Se puede considerar que la libertad 
que da la arquitectura BDI para incluir 
cierta indeterminación en la selección 
de objetivos y a su vez en la selección 
de planes aísla de alguna forma al 
modelo de cumplir estrictamente las 
reglas implícitas a su programación, 
sin embargo, esto queda atado a la 
implementación que se realice, el 
modelo como tal está direccionado a 
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la selección de objetivos y la 
ejecución de los planes indicados 
para la consecución de los mismos. 
 
 
ID Supuesto BDI 
3.1 
La racionalidad es una facultad 
cognitiva separada: existen 
facultades cognitivas separadas 
como, por ejemplo, la visión, el 
lenguaje, etc. (Searle, 2000) 
¿Se pueden identificar facultades 
cognitivas en un sistema de información? 
Se tiene una homologación de facultades 
determinadas por los tipos de información 
que procesa un sistema, sin embargo, esto 
no llega al nivel de abstracción que tiene 
en un ser humano, al determinar el 
lenguaje mediante el cual se comunica un 
sistema informático, o la capacidad de 
comunicarse mediante sonido o texto, si se 
establece que un motor de razonamiento 
es un módulo independiente dentro de la 
programación de un agente se puede 
determinar que BDI cumple el supuesto de 
Searle. 
 Duda BDI 
3.2 
La racionalidad no es una facultad 
separada, está incorporada en la 
estructura del pensamiento y del 
lenguaje. Cuando uno tiene estados 
intencionales, uno tiene creencias, 
deseos, esperanzas, lenguaje; 
entonces tiene las constricciones de 
la racionalidad (Searle, 2000) 
El motor de razonamiento es un 
componente que puede identificarse, 
describirse e individualizarse, sin embargo 
es transversal a la ejecución de acciones 
en base a la información y capacidades 
construidas por lo que se abstrae y forma 
parte de un todo. 
 




ID Supuesto BDI 
4.1 
Los casos de debilidad de la 
voluntad (Akracia) surgen 
cuando hay un error en los 
antecedentes psicológicos de 
la acción (Searle, 2000) 
Se podría establecer que el sistema no 
presenta debilidad en la voluntad puesto que 
sus las acciones que conforman una 
intención se ejecutan en base a los objetivos 
a alcanzar.  
 Duda BDI 
4.2 
Para el modelo clásico la 
debilidad de la voluntad es 
imposible, pero la debilidad 
de la voluntad es una forma 
común y natural de 
irracionalidad (Searle, 2000) 
 
La arquitectura BDI se fundamenta en la 
búsqueda de la mejor alternativa y los pasos 
que hay que seguir para alcanzar un 
objetivo. Dentro de su programación se 
orienta al éxito y un fallo o el no alcance de 
un objetivo se determina por el fallo de una 
acción y por no por una decisión de ir en 
contra de lo que es mejor como lo establece 
la duda de Searle. 
 
 
ID Supuesto BDI 
5.1 
“La racionalidad práctica tiene que 
empezar con un inventario de los 
fines primarios de la gente, 
incluyendo las metas y los deseos 
fundamentales, los objetivos y los 
propósitos; y estos no están sujetos 
a constricciones racionales” (Searle, 
2000) 
El sistema presenta objetivos 
definidos y mucho más específicos 
que una persona, ¿se pueden definir 
como objetivos racionales? 
El primer paso de la arquitectura 
involucra la función de revisión de las 
creencias del agente, posteriormente 
sus intenciones (planes) y 
deseos(objetivos), esto se denomina 
motor de razonamiento BDI.(Nunes 
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et al., 2011) 
 Duda BDI 
5.2 
Sí hay razones para la acción 
independientes del deseo (Searle, 
2000): Los compromisos que 
creamos y los aceptamos como 
trasfondo para nuestra vida en 
sociedad. 
Las acciones en BDI están 
determinadas por los deseos, no 
acciones por fuera de este límite ni 
se están considerando normas del 
entorno por fuera de los planes 
atados a los objetivos. 
 
 
ID Supuesto BDI 
6.1 
[…] La razón tiene que ver con la 
determinación de qué más cosas 
debería desear una persona, dado 
que esa persona desea algo y esos 
deseos primarios no están sujetos a 
constricciones” (Searle, 2000) 
El sistema total de la racionalidad 
sólo funciona si el conjunto de 
deseos primarios es consistente 
(Searle, 2000) 
El conjunto de deseos primarios no 
puede definirse como consistente o 
no puesto que el sistema no tiene 
una conciencia que los establezca 
como tal. ¿Si un conjunto de 
deseos es alcanzable dentro del 
campo de acción del sistema, esto 
los hace consistentes?  
 Duda BDI 
6.2 
Las razones inconsistentes son 
comunes, inevitables (Searle, 2000). 
La mayor parte del razonamiento 
práctico tiene que ver “[…] con hacer 
juicios sobre deseos y otras clases 
de razones que están en conflicto” 
(Searle, 2000). La existencia de 
razones inconsistentes, pero 
El evento de deliberación del agente 
determina un objetivo y un plan a 
ejecutarse en base a la revisión de 
creencias. No se pone a discusión 
si el objetivo, la razón, es 
consistente o inconsistente. 
Puesto que hay un precepto que 
indica, si el objetivo existe en la base 
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igualmente válidas, “[…] y el por qué 
la razón práctica tiene que involucrar 
conflictos entre tales razones […] 
plantea problemas graves” (Searle, 
2000) 
de datos del agente, lo que se busca 
deliberar es cuando debe ser 
alcanzado y si es exitoso o no, ni 
cómo afecta a otros objetivos, esto se 
deja a la estrategia de 
implementación que se le dé al 
agente desde la concepción que 
tenga su creador. 
 
La confrontación del fundamento teórico del modelo BDI frente a las premisas de 
Searle para el modelo clásico de la racionalidad resalta elementos compatibles a 
la teoría que definió Bratman inicialmente. Frente a esto se busca identificar 
desde la perspectiva de este trabajo las diferencias que puedan acaecer y si 
pueden considerarse como puertas abiertas para alimentar el modelo BDI. 
 
Hay elementos del modelo clásico que están incluidos en BDI y algunas de las 
objeciones que hace Searle el modelo BDI ya las ha incluido. 
 
Al tomar las premisas de la teoría clásica y sus dudas correspondientes se busca 
implementar un complemento al modelo BDI tradicional desde el punto de vista 
de la racionalidad humana, partiendo de las relaciones entre la teoría propuesta 
por Jhon Searle y Michael Bratman se intenta determinar a partir del 
cuestionamiento surgido un complemento al modelo genérico de la arquitectura 
que permita atacar las falencias identificadas en la literatura. 
 
5.2 Modelo BDI-S 
 
De acuerdo a la revisión realizada de los supuestos y las dudas de Searle, 
comparadas con el modelo BDI de Bratman se propone considerar los postulados 
que establece la teoría clásica de racionalidad y sus dudas correspondientes 
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como elementos para complementar el modelo BDI, esta propuesta se denomina 
BDI-S, por Searle. 
 
Dado el alcance de este trabajo Final y que estas son las modificaciones que 
pueden ser llevadas a la práctica en un modelo de razonamiento para agentes 
inteligentes, solo se modificará el modelo a partir de los siguientes numerales: 
 
Usando como fundamento el supuesto 6.1, Si se puede determinar que un deseo 
(objetivo) es alcanzable y si todos los deseos del agente son alcanzables, se 
puede inferir entonces que los objetivos de ese agente son consistentes a partir 
del modelo clásico de racionalidad. Si se acepta la duda 6.2 como razonable y se 
reconoce la idea de la coexistencia y/o conflicto de objetivos incompatibles esto 
se debe permitir y a su vez utilizar en el proceso de deliberación del agente, se 
infiere adicionalmente que se alinea el motor racional al modelo clásico y sus 
contrapropuestas. 
 
Por tanto, se propone, incluir en la arquitectura del modelo BDI un componente 
que pueda determinar que los objetivos del agente sean alcanzables y alimente la 
deliberación con la perspectiva de objetivos incompatibles, para el presente 
trabajo se denomina Trigger de validación de objetivos. 
 
5.2.1 Trigger de validación de objetivos 
 
El Trigger de Validación de Objetivos se considera un módulo que busca 
identificar la viabilidad de un objetivo en tiempo de ejecución. Cuando se conocen 
los objetivos a alcanzar la arquitectura BDI tradicional buscará alcanzar el objetivo 
más relevante en el momento, y para ellos ejecutará los planes asociados a dicho 
objetivo. 
 
El Trigger se considera un procedimiento que puede ejecutar acciones de 
validación dentro del agente inteligente y sus beliefs, adicionalmente puede 
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ejecutar simulaciones o cálculos en base a lo que conoce, proyectar 
estadísticamente el éxito del objetivo o enfocarse en casos históricos que 
determinen si es viable que un objetivo se alcance en la próxima ejecución de su 
plan. 
 
Desde la figura de un sistema de información un objetivo se considera alcanzable 
o no en base a los elementos que componen el sistema y el entorno. Cuando se 
trata de definir agentes autónomos racionales que puedan actuar, BDI se 
compone de deliberación definida por el programador y el razonamiento de 
medios y fines, es decir el análisis de una situación y saber cuál es el medio más 
efectivo, eficiente y eficaz de alcanzar una meta se ejecuta con toda libertad, pero 
anterior a este punto queda en manos del analista humano definir cómo evaluar 
los objetivos, adicional a esto la selección de planes es de importancia crítica, los 
sistemas BDI estándar impulsan la experticia en un entorno por medio de la 
contextualización de los planes. (Singh et al., 2010) 
 
En el ciclo que lleva el motor de razonamiento genérico (capítulo 3) identifica que 
un plan falla cuando se ejecuta una acción para alcanzarlo y la misma falla, es 
decir, se debe cumplir todo el ciclo de razonamiento para determinar que un 
objetivo no es alcanzable. 
 
Las sentencias en las aplicaciones comunes están predefinidas por los 
programadores, puesto que es más eficiente generar bibliotecas de planes que 
realizar una planeación en ejecución. (García, Simari, & García, 2002) BDI se 
fundamenta en el proceso de decidir qué acción realizar para alcanzar una meta, 
el agente debe decidir qué meta va a alcanzar y cómo alcanzarla 
fundamentándose en la información que ha recolectado del mundo exterior. 
 
Con el fin de atacar las falencias identificadas (cap. Falencias del modelo BDI), en 
donde se describe un posible atraso de un agente durante la ejecución de su ciclo 
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de razonamiento al enfrentarse a un entorno cambiante, se propone que desde la 
concepción del agente este posea la capacidad de evaluar, según los beliefs que 
posee que un objetivo tenga una alta probabilidad de alcanzarse, tomando desde 
la teoría de racionalidad clásica una idea de simetría al buscar que todos los 
objetivos del agente que entran en la deliberación (deseos a alcanzar) sean 
consistentes (Searle, 2000) y por otra parte que los objetivos que se encuentren 
en conflicto (como lo propone la duda al supuesto de Searle) determinen la 
prioridad y la necesidad de alcanzar un objetivo u otro adicionalmente a la 
deliberación ya establecida. 
 
Deliberar la prioridad de los objetivos que son alcanzables en el tiempo de 
ejecución es el siguiente paso lógico a seguir, una vez se ha determinado los 
objetivos que entran en la baraja de opciones la prioridad de los mismos se darán 
por los beliefs del agente y el ciclo puede continuar su camino. 
 
Resaltando la premisa del supuesto 5.1 y su contraparte 5.2, BDI conforma las 
decisiones fundamentalmente mediante el estatus de cada objetivo, se considera 
que el entorno en el que se encuentra el agente establece unas reglas generales 
que deben obedecerse independientemente de los objetivos. Por lo tanto, se 
propone, incluir en la arquitectura del modelo BDI un componente que pueda 
gestionar los planes basados en reglas, independientemente de los objetivos, es 
decir, hay acciones que deben ejecutarse y estas no buscan alcanzar un objetivo 
determinado sino cumplir con una regla específica del entorno o de su propia 
lógica interna, para el presente trabajo se denomina Trigger de validación de 
Planes. 
 
5.2.2 Trigger de validación de Planes 
 
Este Trigger actúa como un ejecutor de acciones previstas y programadas que 
están atadas al cumplimiento de reglas dentro y fuera del agente. Para esto es 
necesario que desde la creación del agente se definan dichas reglas y cuáles son 
56 Modelo de toma de decisiones en Agentes Inteligentes, mejorando el esquema 
BDI 
 
los planes que están enfocados a su cumplimiento. Se podría decir que hay un 
objetivo intrínseco al agente que es cumplir las reglas que su entorno imponga así 
como los limitantes que en sí mismo posea, en la tabla 3 se resume el alcance de 
la implementación sobre el modelo original BDI. 
 
Tabla 3 Alcance de la implementación 
 
Origen Alcance Implementación 
6.1 
6.2 
Establecer que los objetivos 
sean alcanzables. 
Determinar los objetivos 
incompatibles 




Planes independientes de 
los objetivos 
Trigger de validación de 
planes 
 
En la Ilustración 6 se establece el Trigger de Validación de Objetivos y el 
Trigger de Validación de Planes dentro de la arquitectura BDI genérica tomando 





Ilustración 6 Motor de Razonamiento BDI Modificado 
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6. Caso de estudio e implementación 
 
Con el objetivo de llevar a cabo la implementación del cambio propuesto se 
desarrolla un software base siguiendo la arquitectura BDI Genérica y el 
framework BDI4JADE el cual permite realizar la implementación del software con 
una arquitectura BDI genérica ya implementada. En la Ilustración 3 se pueden 




Obtiene la información de los productos disponibles desde el entorno. Para este 
proyecto particular se considera viable cualquier información del mercado, (TRM, 





Teniendo en conocimiento un inventario de productos se debe ofrecer y realizar la 
venta de los mismos según la información que se tiene almacenada desde el 
entorno se ofrece el producto y se procesa la venta del mismo realizando los 









Se realiza la compra de un producto al ente vendedor, se debe realizar la 
deliberación en la cual se define si se debe o no realizar la compra según el 
estado actual de las variables del entorno (precios, sucesos) se debe actualizar el 
inventario de compra. 
 
Alimentar el mercado   
 
Se debe alimentar el mercado, es decir retornar la información para que este 
continúe su flujo. Este caso de uso es hipotético ya que no se tiene influencia en 
el entorno real desde el cual se obtiene la información, pero se simula y se asume 
que los cambios en el mercado son influenciados por las transacciones en el 
sistema. 
 










Es un agente encargado de realizar las ventas hacia los compradores, debe 
convencer al comprador de obtener el producto que le está vendiendo y registrar 
la venta. También está encargado de la actualización del inventario de las ventas 
uc Primary Use Cases
Enlaces del sistema









desde el mercado y hacia la base de datos interna que conforma el conocimiento 
que tiene de los productos que maneja. 
 
 Objetivos – Casos de Uso 
CU 1. Obtener el inventario de elementos propuestos para la venta. 
  CU 2.  Consultar el inventario para determinar que puede vender. 




Es un agente que realiza la compra, debe comprar productos buscando obtener 
cierta ventaja en precios 
 
 Objetivos – Casos de Uso 
CU 3.  Realizar la compra bajo los términos de beneficio 
determinados. 
  CU 4.  Retroalimentar al mercado. 
 
6.1.1 Flujo del proceso BDI 
 
Para el presente ejercicio se toma el agente vendedor y se procede al análisis 
correspondiente: 
 
6.1.1.1 Revisión de Creencias 
 
El flujo en el ciclo de razonamiento del agente inicia por la revisión de creencias, 
las cuales son: 
 
Artículos en Inventario: Elementos que se encuentran dentro del inventario para la 
venta. 




 Nombre:  Nombre del elemento o identificación 
 Valor:  Precio de venta del articulo  
 Estado: Estado del articulo (En inventario, Vendido) 
 
La revisión de creencias evalúa los artículos que se encuentran en estado 
Vendido y los descarta, los artículos en inventario son candidatos para la venta, 
un solo artículo se selecciona para ofrecerlo a un comprador. 
 
 
Ilustración 8 Revisión de Creencias de Agente BDI 
 
6.1.1.2 Revisión de Objetivos  
 
El banco de objetivos almacena los estados de los objetivos propuestos 
 
Inventariar: Realiza la actualización de los beliefs desde una fuente externa, de 
forma que si hay artículos nuevos se creen, se alcanza al actualizar los beliefs. 
 
Vender: Ofrece un artículo en inventario a un agente comprador, se alcanza al 






Ilustración 9 Revisión de Objetivos 
 
6.1.1.3 Definición de Planes 
 
El objetivo definido para el agente es simple, debe realizar la venta de un artículo 
a un agente comprador, durante la definición de planes el agente tiene dos 
formas de presentar la venta, el plan Vender 1 y Vender 2. 
 
Cuando el agente no tiene artículos en inventario debe realizar el plan de 
















El agente ejecuta el plan seleccionado, esto implica la comunicación con el 
agente comprador, ofrecerle el producto y esperar que este acepte la compra: 
 
Ilustración 11 Ejecutar el plan 
 
6.1.2 Flujo del proceso BDI-S 
 
6.1.2.1 Trigger de validación de objetivos 
 
Unificando la estructura del agente construido, el modelo BDI-S presenta una 
disyuntiva para la deliberación: 
 
La lógica del agente evalúa el objetivo a alcanzar en base a la siguiente pregunta 
¿Es posible alcanzar el objetivo de Vender? 
 
Para esto el agente realiza un cálculo simple en base al precio histórico del 
artículo, si el articulo presenta un precio 30% mayor a la media que ha tenido en 
el mercado en su comportamiento histórico, el agente no debe intentar vender, 
puesto que es muy probable que no logre alcanzar este objetivo y se opta por 




Ilustración 12 Consistencia en los objetivos 
 
6.1.2.2 Trigger de validación de Planes 
 
Al determinar reglas específicas por fuera de los objetivos específicos el agente 
este debe ejecutar acciones por fuera de su ciclo de razonamiento cuya actuación 
es necesaria para cumplir con las normas que establece su entorno. 
 
Para este ejemplo se determina una regla simple: 
 
 El agente no debe vender productos cuya fecha expiración o validez se 
encuentre a menos de 10 días de la fecha actual.  
 
Ilustración 13 Trigger de validación de planes 
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El agente debe incluir en sus planes   una ejecución aislada de los objetivos que 
realice la validación de los beliefs que posee y que se encuentran en los planes 
de vender, de esta forma puede descartar aquellos que no cumplan la condición 
requerida. 
 
6.1.3 Flujos de agente 
 
Observando los flujos de desición se distinguen los puntos en los que cambia el 
razonamiento del agente en ambos modelos: 
 
 









7. Conclusiones  
 El modelo BDI surgió a finales de los 80 y hacia los 90 fue llevado hacia la 
inteligencia artificial como una arquitectura de razonamiento para agentes. 
La Teoría Clásica de Racionalidad surgió a principios del 2000 y su 
perspectiva psicológica no se ha asociado a la definición de sistemas de 
información. Sin embargo, la relación entre ambas teorías desde el punto 
de vista humano es bastante relevante como para hacer el comparativo y 
complementar lo que ya se ha llevado hacia la arquitectura de agentes 
inteligentes. 
 
 Se caracterizó el modelo BDI para dar entendimiento al mismo y evaluarlo 
desde la teoría y las dudas del Modelo Clásico de Racionalidad, a partir de 
esto se encontraron relaciones inherentes a los dos modelos como 
enfoques a la toma de decisiones, se evaluaron las similitudes y 
diferencias entre los dos modelos y que componentes podían llevarse 
hacia la arquitectura BDI. La teoría que fundamenta BDI, así como el 
modelo de Razonamiento Clásico ejemplifica intenciones para generar un 
conocimiento amplio de la mente humana y aprovechar sus capacidades 
extendidas al mundo informático. 
 
 Una vez se caracterizó el estudio se propuso un modelo denominado BDI-
S que establece dos componentes adicionales a la arquitectura BDI Un 
Trigger para la validación de planes y un Trigger para la validación de 
objetivos fundamentados en la Teoría Clásica de Racionalidad y las dudas 
que Searle presenta al mismo. 
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 Los supuestos que Jhon Searle aporta como Teoría Clásica, así como las 
dudas que plantea al respecto definen senderos o disyuntivas para la 
estructura del razonamiento que actualmente existe para los agentes en la 
arquitectura BDI, en este trabajo se han tomado las características que se 
identificaron más razonables dentro del objetivo que se buscaba, proponer 
una arquitectura con un fundamento más amplio en la racionalidad general 
humana, sin embargo es un tema que permanece abierto y puede 
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