In contrast with li, and 1-12 control theories, the problem of persistent disturbance rejection (1' optimal control) leads to dynamic controllers, even when the states of the plant are available for feedback. Using viability theory, it has recently been shown, in a nonconstructive way [li'], that in the state-feedback case, the same performance achieved by any dynamic linear time invariant controller can be achieved using memoryless non-linear state feedback. In this paper we give an alternative, constructive proof of these results for discrete and continuous time systems. The main result of the paper shows that in both cases, the I ' norm achieved by any stabilizing state-feedback linear dynamic controller can be also achieved using a memoryless variable structure controller.
Introduction
A large number of control problems involve designing a controller capable of stabilizing a given linear time invariant system while minimizing the worst case response to some exogenous disturbances. This problem is relevant for instance for disturbance rejection, tracking and robustness to model uncertainty (see [19] and references therein). When the exogenous disturbances are modeled as bounded energy signals and performance is measured in terms of the energy of the output, this problem leads to the well known 1-1, theory. On the other hand, if performance is measured in terms of the peak value of the output, it leads to 1-12 theory. Finally, the case where the signals involved are persistent bounded signals, with size measured in terms of the peak time-domain values, leads to the I ' optimal control theory, formulated by Vidyasagar [19, 201 , and solved by Dahleh and Pearson both in the discrete and continuous time cases [7, 8] , by using duality to recast the problem into a linear-programming form.
The I ' theory is appealing because it directly incorporates time-domain specifications. Moreover, it furnishes a complete solution to the robust performance problem. However, in contrast with ' H , and 1-12 control where it is well known that (sub)optimal controllers having the same order of the plant can be found and that a separation principle holds, I ' optimal controllers c m have arbitrarily high order. It has been shown through examples [lo] that, even in the state feedback case, where (sub)optimal1-1, and 1-12 static controllers can be found, optimal linear 1' controllers can be dynamic and of arbitrarily high order.
Restricting the compensator to be linear does not entail any loss of performance, since it has been recently shown [16] that, in terms of the I ' cost, nonlinear compensators offer no advantage over linear feedback. However, recent work by Shamma [17] shows that non-linear feedback can The present paper is motivated by these results, which although furnishing an important existence result, are nonconstructive. Here we show that, given any dynamic full state feedback controller achieving an 1' cost P d , a memoryless variable structure controller can be found achieving the same cost, and we give an explicit expression for this controller, both for discrete and continuous time systems. Moreover, we establish some connections and give a perspective on some earlier results on disturbance rejection using state feedback controllers.
The problem of the rejection of persistent disturbances using state feedback has been considered as far back as 1970, [2, 1, 121 . These papers addressed the problem of finding a static state feedback control, possibly under control input constraint, guaranteeing the permanence of the state in an given time-dependent set, under set-constrained disturbances. The problem was solved by finding a sequence of sets (the reduced target tube) in which the state could be confined by means of an appropriate control action. This idea can be used to find optimal controllers, by computing the target tube for increasing values of the disturbance bounding set, until such a set is found to be empty. Unfortunately in general the target tube is not a polyhedron, even in the case in which the constraints sets are polyhedra (this is the main link with the 1' theory since the unit ball of the infinity norm is a polyhedron). Although the target sets could be approximated by using ellipsoids, this approximation is usually rather conservative. Thus, the set of control actions that maintain the state confined to the ellipsoidal approximations could be empty, even though the problem is feasible. This theory was abandoned, probably in view of the computational complexity which was not apparently compatible with the computer technology of that time. Only recently, these results where reconsidered and extended to periodic systems [18] , in connection with distribution systems.
The main result of this paper shows that a finitely determined polyhedral invariant set can be constructed based on the optimal linear I ' controller. Projecting this set onto the state space we find a (polyhedral) set, which plays the role of the target tube. This set induces a piecewise linear controller (i.e. a controller which is linear in any simplicial sector of the set), which stabilizes the system and yields an I ' cost which is E away from the optimal cost, where E can be made arbitrarily small. These results are extended to the continuous-time case, using the results in [6] .
In Section 2 we introduce the notation to be used and we formally state the problem. In section 2. 3 we show how to compute a The paper is organized as follows.
finitely determined positively invariant set N for the closed loop system obtained using the optimal linear 1' controller. Section 3 contains the main result of the paper. Bounded disturbance rejection is achieved by confining the states of the plant to the set N. In turn, this can be achieved by using a piecewise linear controller. In section 4 we extend these results to the continuous-time case. Section 5 presents a simple example. Finally, in section 6 we present some concluding remarks.
Preliminaries

Notation and Definitions
Given a matrix A, we denote by A; its i-th row. For z E R" 
Statement of the Problem
Consider the linear time-invariant plant:
where
represent the state of the system, the control input, the exogenous disturbances and the controlled outputs respectively. As usual, the symbol D represents the operator
Zl{r(t)} =.{z(t + 1)).
Given an internally stabilizing linear dynamic state feedback controller with state-space realization:
the corresponding closed-loop system is given by:
where A c is a stable matrix. Assume that the controller is such that the closed loop I , to I , induced norm is equal
Then, the problem that we address in this paper is the following: In the sequel we will show constructively that this problem admits a piecewise linear solution. In order to establish this result we will first introduce some preliminary results, giving a geometrical interpretation of (5).
Preliminary Results
Proposition 1 Consider the set:
where Proof. First notice that (5) holds iff &, is included in the it is easily shown that this set coincides with the set 3,~). The set N defined above has the property of including the origin-reachable set Rm of the closed-loop system. The set R , is of course an invariant set for the closedloop system. In fact it is the minimal invariant set since any invariant set must include it. The existence result of [17] is established by showing that there exist a memoryless state-feedback controller that renders this set viable. However, the set R, is difficult to compute. In this paper we will pursue a different approach that furnishes a constructive proof of the result in [17] and an explicit expression for the non-linear controller. This approach requires the following steps: i) finding the maximally invariant (in the sense of containing any other invariant sets) included in N , ii) obtaining a A-contractive polyhedron by perturbing N ; iii) projecting this polyhedron into the plant-state space. This yields a viable polyhedron and an associated piecewise-linear asymptotically stabilizing control law. Proof. The set S(e,A) is contractive for the system (Ac, Bc) if and only if it is an invariant set for the system (%, F). First, we show that the set S(E,A, CO), if it is not empty, is invariant for (%, F). Equivalently, we must show that for any ( E S(E, A, m):
By substituting p in the k-th inequality defining the set
S(t,
This condition holds since it is strictly equivalent to the (k+1)-th inequality for ( and ( E S(e,A,w) . Next we show that S(e, A, M) is the maximal invariant set contained in N ( r ) . To this effect, assume that there exists a set >, S(e, A, M) c S C N ( E ) . Consider a point ( E 4,   i S(e,A,,) . Hence i violates the inequalities (8) for some k . Using-the same argument as before we have that become redundant. 
Main results
In this section we use the results of proposition 3 to obtain a memoryless state feedback controller. This result will be established by finding an appropriate viable set P_and the corresponding control action. Since the set S(e, A, k) is contractive, for each of its vertices (, we have that:
Denote by P the projection operator defined as PI = x and consider the set P = P[S(e, A, k)]. P is a convex, compact polytope, containing the origin in its interior, with vertices given by by z, = P(j, for some (j E uert{S(e, A, k)}. In the sequel we show that there exists a static feedback controller rendering the set P A-contractive, and such that the I, to I, induced norm of the closed-loop system is less or equal 1 + e. To construct this controller we start by finding an appropriate control vector for each vertex of P. Following an approach similar to that in [14, 41, we will exploit this property to synthesize a piecewise linear control which makes P contractive for the closed-loop system, hence guaranteeing both asymptotic stability and satisfaction of (5). Consider the family of matrices X ( h ) defined by:
n(14)
obtained by selecting n different vertices of P, and the 
where h is such that z E s h . It is easily seen that this control action renders the set P A-contractive. 
The continuous-time case
The result of last section can be easily extended to the continuous-time case as follows. Consider a system of the form (1) and the controller (2) where V represents now the derivative. We recall that, although in the continuous-time case, the optimal L1 solution is in general non rational [8], [6] and [15] provide procedures for synthesizing sub-optimal rational controllers, yielding f? cost arbitrarily close to the optimum. By using the results of [6], we will show that, given a rational controller yielding an L1 cost p then, there exists a non-linear static compensator of the form (15) such that the Lm to Lm induced norm of the closed-loop system is bounded by e + p, with E arbitrarily small. To establish this result, we make use of the Euler approximating system (EAS). The EAS of the closed loop system (3) is defined as:
where r is a positive parameter. We remark that applying the EAS of the compensator (2) to the EAS of (1) will result in the closed-loop system (17). In view of the theorem above, the following result is a straightforward application of the results of the previous section. Proof. From Proposition (6), we can find a discrete-time system with I , to I , induced norm equal to p + f. Using the result of Section 3, we have that there exists a linearvariable structure controller that achieves a cost /I+€. Now we just have to apply this compensator to the continuous time system. Using the result of [5], we have that a) this control (which is Lipshite) is stabilizing; and b) the set P derived for the discrete-time system is also an invariant set for the continuous-time system. So, applying exactly the same argument of the proof of Theorem 1, we conclude that ))zJJ, < p + €,for all d : Ildll, 5 1. In contrast to '&, and ?I2 optimal control theories, where the order of the optimal controller is bounded by the order of the plant, I' optimal controllers can have arbitrarily high order, even when the states of the plant are available for feedback. It is well known that the use of non-linear feedback will not improve upon the performance of a LTI controller. However, recent results using concepts from Viability theory [17] show that in the state feedback case, the same performance level can be achieved using memoyless non-linear feedback.
In this paper we give an alternative, constructive proof of these results and we show that the same level of diaturbance rejection achieved with a linear dynamic controller can be achieved using memoryless piecewise-linear (i.e. variable structure) controllers, both in the discrete and continuous time cases.
We also establish some connections with earlier work on disturbance rejection. Note in passing that the results of section 2.3 extend the result of [ll] on constructing maximally invariant sets to the case where the system is subject to persistent disturbances.
The example of section 5 highlights an important feature of the proposed controllers. Although the number of switching planes tends to be high, consistent numerical experience shows that in most cases the gains change little between adjacent sectors. As pointed out there, this raises the interesting possibility of reducing the complexity of the controller by combining sectors averaging their gains, eventually leading to static linear controllers. Research is currently being pursued in this direction.
