A comparison of packages, tools, techniques, and algorithms for various design challenges.
In this article, 17 major antenna optimization methods employed in design packages are classified into six categories based on optimization theory. A simple yet clear evaluation of their performance is proposed. Three diverse but typical and representative design problems are used to perform the comparison. The performance, i.e., optimization ability and efficiency, of the various optimization methods is then evaluated through a comprehensive testing process. Finally, rules of thumb to select the most suitable optimizer, depending on the optimization problem to be solved, are provided for the first time.
SUMMARY OF TOOLS COMPARED
In this research, several tools have been shown to be effective for antenna analysis and design and are thus used by many researchers and engineers. A list of these tools is as follows. ■ High-frequency structure simulator (HFSS): This is industry-standard software that employs the finite-element method solver for simulating high-frequency EM fields and structures. HFSS, now ANSYS EDT/HFSS, dates back to the late 1980s [1] . ■ Computer Simulation Technology (CST): Since the early 1990s, CST Microwave Studio (CST-MWS) has been a leader among highly specialized tools for 3D EM simulation of high-frequency components and structures using a variety of solver modules, such as time-domain, frequencydomain, eigenmode, and asymptotic solvers [2] . ■ Feldberechnung für Körpermitbeliebiger Oberfläche (FEKO): Commercialized in 1997, FEKO is a computational software product for the simulation of EM structures, adopting the integral formulation of Maxwell's equations based on the method of moments (MoM) and asymptotic high-frequency techniques [3] . ■ Matrix Laboratory (MATLAB): MATLAB is a highly interactive, multiparadigm numerical integrated development environment dating back to the late 1970s. It contains toolboxes, such as that for antenna design, first featured in a 2015 release, which allows for the analysis and visualization of antennas by using MoM [4] . ■ Antenna Design Explorer (ADE): Released in 2017, ADE 1.0 is a graphical user interface-based antenna design optimization tool that features a few state-of-the-art antenna design exploration methods and runs in the MATLAB environment [5] . The purpose of this article is to conduct performance evaluations across these tools, including optimization capacity, efficiency, and reliability. Since all of these packages offer comprehensive user guides and/or online support (often including video demonstrations), questions regarding relative usability characteristics are not considered here.
OPTIMIZATION TECHNIQUES IN ANTENNA DESIGN
Antennas can be modeled based on design experience [6] . Often, antennas based on design experience do not meet the desired specifications but can be used as initial designs. For example, to model a patch antenna using a waveguide port, the width of the port can be six to 10 times the width of the microstrip feedline [6] . A random value or the midvalue from the range can be selected as an initial design for the antenna's port. This initial design is often not the optimum, resulting in the need for design exploration. For some cases, involving few design parameters, parameter sweeping can be used to improve the initial antenna design. However, this becomes very difficult when the number of parameters increases. An optimization procedure must then be performed to find nearoptimal values of all of these design parameters. Table 1 summarizes the main optimization approaches available in the tools to be compared. Computer-aided design/ computational electromagnetic platforms, such as HFSS, CST, FEKO, MATLAB, and ADE, feature built-in toolboxes or external add-ons for antenna design optimization using a range of optimization methods. These techniques can be broadly classified as follows: ■ local optimization with limited exploration ability, e.g., the classic Powell (CP) and grid search (GS) approaches [7] -[11] ■ classical derivative-free standard local search, e.g., the
Nelder-Mead simplex algorithm (N-M) and pattern search method (PS) [7] , [8] , [12] - [14] ■ standard derivative-based local search, e.g., the quasiNewton (QN), sequential quadratic programming (SQP), sequential nonlinear programming (SNLP), and integeronly SNLP (ISNLP) techniques [15] - [18] ■ surrogate-assisted local optimization with enhanced exploration ability, e.g., the trust region framework (TRF) and interpolated QN (IQN) methods [15] , [19] , [20] ■ surrogate-assisted global optimization, e.g., the surrogatemodel-assisted differential evolution for antenna optimization approach (SADEA) [21] ■ standard evolutionary algorithms, e.g., particle swarm optimization (PSO) and differential evolution (DE), which are used popularly in the computational intelligence field; covariance matrix adaptation evolution strategy (CMA-ES), which is fairly recent; and genetic algorithms (GAs) and simulated annealing (SA), both of which are several decades old [22] - [29] . In this study, the efficiency and optimization capacity of many of these methods are compared for single-objective (constrained) optimization problems using three real-world antenna design examples. These examples are carefully selected to provide a broad, yet representative range of antenna optimization problems with essential, key antenna characterization parameters, such as return loss, bandwidth, gain, directivity, and radiation pattern. Briefly, they are: ■ a six-element Yagi-Uda antenna (YUA) [30] , producing a nine-variable problem for optimal directivity at a given design frequency ■ a hybrid dielectric resonator antenna (DRA) [31] , giving rise to a seven-variable problem for optimizing the reflection coefficient ( ) S11 within a given operating frequency band ■ a planar YUA [32] that forms an eight-variable optimization problem for optimizing the S11within a given operating frequency band and under a constraint for a specified average gain over the bandwidth.
Each of the aforementioned design examples is fully described in the following sections. These examples and the respective reference methods used in each example for demonstration are shown in Table 2 . Nevertheless, some methods listed in Table 1 are not used for comparison in the examples. The reasons are as follows.
■ SNLP and ISNLP are excluded because of their similarity to SQP, which consistently outperforms them [16] - [18] . ■ CP and GS are ruled out because they have very limited exploration abilities [8] - [11] and a corresponding low success rate. ■ GAs and SA are excluded because they are relatively old techniques [28] , [29] , [33] , [34] and have already been superseded by newer methods (as listed in Table 2 ). Also, to ensure model consistency in MATLAB and CST-MWS, TRF and IQN were tested using only the CST-MWS antenna models, and SQP was tested using only the MATLAB model.
HARDWARE AND SOFTWARE SETTINGS
All of the examples in this study were tested on a PC with an Intel 4 Core i7 4770K CPU with 24 GB of random-access memory. The total execution time was also recorded for every method and every example. To ensure a fair comparison, the algorithmic parameters adopted for all of the methods were based on default settings, except where otherwise specified. It was assumed that these default settings had been well investigated through empirical studies, showing that they were appropriate for most cases. Furthermore, it was assumed that these settings were not going to be changed by most designers not experienced in optimization.
A population/swarm size of 50 individuals/particles was used for SADEA, CMA-ES, PSO, and DE. The other default settings for SADEA and DE were according to [21] and [35] . As far as the six-element YUA was concerned, the default settings for CMA-ES were as recommended in [27] and [36] , while PSO, PS, N-M, and SQP were implemented using MATLAB default settings. Regarding the hybrid DRA and YUA2, PS was implemented using MATLAB default settings, while CMA-ES, PSO, N-M, TRF, and IQN were tested using the CST-MWS Optimizer's default settings. However, a sigma value of one was chosen for TRF, and 10 passes were selected for IQN in CST-MWS to enhance exploration and direct the search toward a near-global optimum in both cases. This is because a good initial design is rarely available for most antenna problems, and the settings help TRF and IQN to avoid being trapped in local optima. For local optimization methods, the midvalues of the ranges of the design variables and four randomly generated candidate designs were used as initial points for design exploration in all test cases.
In each example, a reference objective value Rr was used to obtain the performance metrics of all of the methods. The quality of the results Rq was then determined using
where 
CMA-ES
: six-element YUA; YUA2: planar YUA. 
The optimization speed index Rs is determined using
where Ri is the least number of EM simulations used to obtain Rr among all of the methods, and Re is the number of EM simulations used by each method to obtain . Rr
EXPERIMENTAL RESULTS AND COMPARISONS

EXAMPLE 1: SIX-ELEMENT YUA
The first example is modeled using the MATLAB antenna toolbox with the design criteria in [30] . As shown in Figure 1 , the antenna consists of a folded dipole as the driven element, a reflector, and four directors. Each simulation takes about 0.09 s. This is the only test case with computationally inexpensive simulation, which is used to make 10 independent runs of standard global optimization methods affordable. The example 1 antenna can be used for terrestrial radio and television broadcasting, and the structure is easy to implement. The sensitivity of its radiation pattern to its physical dimensions makes it highly challenging to obtain the optimum dimensions for the desired radiation characteristics using manual techniques [30] , [37] . For design exploration, the lengths of the directors (dirL1, dirL2, dirL3, and dirL4), the respective spacing between the directors (dirS1, dirS2, dirS3, and dirS4), and the spacing between the driven element and reflector (refS) are adjusted for higher directivity at the zenith (elevation equal to 90°) at a design frequency of 165 MHz (the center of the 30-300-MHz band). This constitutes a goal optimization problem. The ranges of the design variables are shown in Table 3 , and the design objective is defined as follows:
where D is the directivity of the antenna; i and z are the azimuth and elevation angles, respectively; and max D , ; ; 
#
To ensure that all of the global optimization methods converge, the computing budget is as follows: 800 simulations for SADEA and 5,000 simulations each for CMA-ES, PSO, and DE, while 10 independent runs are performed for each one of these four methods. The local optimization methods are applied, with five independent runs per method, using, respectively, the five initial designs in Table 4 . These methods run in the MATLAB environment by calling the functions patternsearch, fminsearch, and fmincon sqp for PS, N-M, and SQP, respectively.
To evaluate all of the methods, Rr is set to 40.37, which corresponds to a value of max D( ,°) 90
; ; i equal to 10.19 dBi and a front-to-back ratio of 30.17 dBi at 165 MHz. Table 5 shows that SADEA, CMA-ES, PSO, and DE obtain objective function values higher than the reference objective function value in all of the runs (even for their worst results). From Table 6 , it can be seen that PS and N-M obtain objective function values higher than or approaching the reference objective function value for all of the initial designs. Table 6 also shows that SQP obtains objective function values close to or higher than the reference function objective value for two initial designs (the first and fourth initial designs, respectively). Table 7 . It can be seen that SADEA, CMA-ES, PSO, DE, PS, and N-M all obtain results that meet the optimality criterion at varying optimization speed indices. From Figure 2 and Table 7 , SADEA uses the least number of EM simulations to obtain the reference objective Rr value compared with other methods. Then, Ri adopts the value of Re that corresponds to SADEA to calculate Rs according to (2) , thus making the value of Rs equal to unity for SADEA. In this example, CMA-ES achieves the best performance, while SADEA and PSO achieve a little worse but similar performance; SADEA is several times faster than CMA-ES and PSO. Hence, the overall best performance belongs to SADEA. A typical SADEA result is shown in Figure 3 
The hybrid DRA can be used in wireless access systems. It has a compact structure with complex implementation. The excitation mode, coupling, and resonances of the hybrid DRA are all controlled by its physical dimensions [38] . The estimation of the optimum dimensions using manual techniques is highly challenging. An optimization procedure to find the optimum dimensions is also challenging because the DRA's optimal region is very narrow as compared with most other antennas [39] . Therefore, the optimization algorithm is required to have a strong exploration ability. The narrow optimal region also raises significant challenges for surrogate modeling methods [39] .
The design exploration goal is to adjust the dimensions of the DR brick ( , ax , ay and ), az the slot dimensions (us and ), ws the length of the microstrip slab ( ), ys and the location of the DR relative to the slot ( ) ac so that the bandwidth of the DRA is centered at 5.5 GHz in the operational band of 5.28-5.72 GHz. There is thus a single objective function, which is to minimize the maximum reflection coefficient ) (S11 from
11
; ;
This constitutes a goal optimization problem. The ranges of the design variables are shown in Table 8 . To keep the slot under the DRA in all possible cases, the geometric constraint used is . . a a 0 5 y c # # To make all global optimization methods converge, the computing budget is as follows: 800 simulations for SADEA over 10 independent runs and 5,000 simulations each for CMA-ES, PSO, and DE. For CMA-ES, PSO, and DE, three independent runs are carried out per method, since additional runs are not affordable (a single run costs about two days). For the local optimization methods, five independent runs are implemented using, respectively, the initial designs shown in Table 9 . PS runs in the MATLAB environment by calling the patternsearch function, while TRF, N-M, and IQN run in CST-MWS. To evaluate all of the methods, Rr is set equal to −20 dB, which corresponds to a value of max S11 ; ; equal to −20 dB, a voltage standing wave ratio (VSWR) of 1.22, and an absolute value of reflection coefficient equal to 0.1 in the operating band (5.28-5.72 GHz). Rr is specified as equal to −20 dB mainly to emphasize a high-performance requirement in terms of return loss and radiation efficiency. In addition, simulation results that obtain Rr indicate that the antenna will more likely maintain its bandwidth and be less subject to detuning after fabrication. Table 10 shows that SADEA and DE obtain objective function values higher than the reference objective function value in all runs (even in their worst cases). PSO satisfies the reference objective function value in two out of three runs, and the worst result is 95.3% of the reference objective value. For CMA-ES, in all three runs, the best result is an objective function value that is far from the reference objective value. As shown in Table 11 , PS satisfies the reference objective function value for a single initial design (out of five), and TRF satisfies or approaches the reference objective value for all of the initial designs. The results derived from N-M and IQN seem to be far from the reference objective function value for all of the respective initial designs.
The performance metrics ( , Rq , Re and )
Rs of all of the methods are shown in Table 12 . As indicated in this table, SADEA, PSO, and DE obtain results that meet the optimality criterion at varying optimization speed indexes ( ).
Rs Also, the result extracted for TRF is close to the optimality criterion. According to Figure 5 and Table 12 , SADEA uses the least number of EM simulations to obtain the desired value of Rr compared with other methods. Then, Ri adopts the value of Re that corresponds to SADEA to calculate Rs according to (2) , thus making the value of Rs equal to unity for SADEA. In this example, SADEA performs best in both optimality and efficiency. A typical SADEA result is shown in Figure 6 
EXAMPLE 3: PLANAR YUA
The third example is a planar YUA modeled in CST-MWS. As shown in Figure 7 , the structure of this antenna is made up of a director and a driven element fed by a 50-Ω microstrip-to-slot balun using a power divider. The device is implemented on a 0.635-mm-thick RT6010 substrate with a relative permittivity of 10.2 and a loss tangent of 0.0023. The total number of mesh cells is over 86,000, at a mesh density of 15 cells per wavelength. Each simulation takes approximately 115 s. The planar YUA can be used for radar communication applications. It has a compact structure with complex implementation. Its configuration (quasi-Yagi) and excitation scheme (balun) make its response characteristics (bandwidth and gain) highly sensitive to its physical dimensions [40] . The estimation of the optimum dimensions using manual techniques is quite challenging. The design exploration goal is to adjust the dimensions ( , s1
u4 for an operational bandwidth of 10-11 GHz at an average gain G not smaller than six (7.8 ; ;
The aforestated requirements constitute a constrained optimization problem. Note that the constraint is different from [32] , which uses 6 dBi. The intention is to make the problem more challenging to test the optimization ability, while considering tight constraints on the reference methods. To handle the constraints, a penalty coefficient of 50 is used for all of the applicable methods. The ranges of the design variables are shown in Table 13 . To make all of the global optimization methods converge, the computing budget is as follows: 600 simulations for SADEA over 10 independent runs and 4,000 simulations each for CMA-ES, PSO, and DE. For CMA-ES, PSO, and DE, three independent runs are carried out per method, since, once again, additional runs are not affordable (a single run costs about five days). For the local optimization methods, five independent runs are carried out using, respectively, the five initial designs shown in Table 14 . PS runs in a MATLAB environment by calling the patternsearch function, while TRF, N-M, and IQN run in CST-MWS. To evaluate all of the methods, Rr is set equal to −20 dB (i.e., a max S11
; ; of −20 dB, VSWR 1.22, = and the absolute value of the reflection coefficient equal to 0.1) with a mean gain of six in the operating band (10-11 GHz). The rationale for setting Rr equal to −20 dB is the same as in example 2. All of the methods satisfy the constraint in (6) at convergence and/or termination. Table 15 shows that SADEA obtains objective function values higher than the reference objective function value in all of the runs (even in the worst case). The PSO and DE results are far from the reference objective function value for all of the runs, while CMA-ES satisfies the reference objective function value in one out of three of the runs. As shown in Table 16 , PS and N-M satisfy or approach the reference objective function value for two out of the five initial designs. TRF approaches but does not satisfy the reference objective value for all of the initial designs. IQN approaches the reference objective function value only for a single initial design.
Rs of all of the methods are shown in Table 17 . Here, it can be seen that SADEA Table 17 , the result derived from TRF approaches the optimality criterion. According to Figure 8 and Table 17 , SADEA uses the least number of EM simulations to obtain the desired value of Rr compared with other methods. Ri then adopts the value of Re that corresponds to SADEA to calculate Rs according to (2) , thus making the value of Rs equal to unity for SADEA. In this example, SADEA performs best in both optimality and efficiency. A typical SADEA result is shown in Figure 9 
OVERALL COMPARISONS, SUMMARY, AND CONCLUSIONS
Three real-world antenna examples were used to compare the efficiency and optimization capacity of various popular optimization methods available in software tools such as CST-MWS, ANSYS EDT/HFSS, FEKO, MATLAB, and ADE 1.0. Note that, for comparison purposes, the fidelities (i.e., the levels of discretization) of the EM models in this article are reasonably moderate. In real-world design, higher-fidelity and computationally more expensive EM models could be used. The quality of the results and the optimization speed for each method were gathered using standard design criteria as a benchmark in each example. An overview of all of the reference methods based on the performance metrics (the quality of the results and the optimization speed in terms of the number of EM simulations) obtained in all of the examples is shown in Table 18 and Figure 10 . In Figure 10 , the red line is a separator between pass and fail according to the benchmark for Rq stated previously in the "Hardware and Software Settings" section.
From Table 18 Figure 10 show that SADEA, CMA-ES, PSO, DE, PS, and N-M obtain high-quality results for example 1, with SADEA and N-M using the least number of EM simulations. For example 2 (the hybrid DRA), SADEA, PSO, and DE obtain high-quality results; TRF obtains a reasonably good result; and SADEA and TRF use the least number of EM simulations. For example 3, SADEA obtains a high-quality outcome, and TRF achieves a reasonably good-quality result. SADEA uses the least number of EM simulations. Also, it was shown that the performance of PS, SQP, TRF, N-M, and IQN depends on the initial designs in all of the applicable examples. In other words, PS, SQP, TRF, N-M, and IQN yield desirable results for good initial designs in all of the respective test cases. However, PS, SQP, N-M, and IQN are very sensitive to the initial design, while TRF is less sensitive when it uses settings to promote global exploration. Using five initial designs, the midobjective value (after ranking all of the results from the initial designs) was considered for the performance evaluation of PS, SQP, TRF, N-M, and IQN, respectively. Although an increase in the number of initial designs may alter the choice of the solutions adopted for performance evaluation, this approach is reasonable since good initial designs are often unavailable and unpredictable for local optimization techniques. Note that, for methods whose result is sensitive to initial designs, their efficiency is difficult to be judged in general, and so are marked N/A.
Using the details from Table 18 and Figure 10 , Table 19 provides a summary of the optimization capacity, efficiency, reliability, and comments for all of the reference methods. Although all antenna design problems are unique and may require different solution strategies, the three examples chosen in this article are considered to cover typical and representative cases in the antenna design area. The application of all of the methods in the three examples has, in summary, shown the following. ■ SADEA offers significantly improved performance in all aspects when compared with alternatives. It is the suggested method, especially when there is no good initial design or the problem is challenging. ■ CMA-ES, PSO, and DE are not recommended because SADEA and these three methods conduct global optimization (without an initial design), and SADEA shows higher performance in optimization capacity, efficiency, and reliability as compared with them. In particular, the essential weakness of these three methods is their efficiency. ■ When there is already a good initial design, N-M, PS, and TRF are recommended because they can often obtain satisfactory results with fair efficiency. ■ When there is an initial design with a fair quality, TRF is a better choice than N-M and PS because it is not so sensitive to the initial designs, and its optimization capacity is higher. When the problem is not challenging, TRF can obtain satisfactory results efficiently. However, discarding the fairquality initial design and using SADEA may obtain higherquality results with higher efficiency, especially when the problem is challenging. ■ SQP and IQN are not recommended because they fail most of the time. 
