FFT block codes have been proposed as an error correction code similar to RS codes. In this Letter this novel technique is applied to speech signals with erasures. A convolutional method is also implemented which is capable of reconstructing oversampled speech signals with a certain percentage of lost samples, given that the average sampling rate remains higher than the Nyquist rate. The convolutional method uses FIR digital filters in the time domain as opposed to low pass filtering the FFT block in the block code. The system is implemented in real time on the floating point DSP processor AT&T DSP32C. The quality of speech for the various techniques is evaluated both subjectively and objectively.
I. Introduction
Speech signals transmitted through imperfect channels are susceptible to erasures. Packets may be lost in a congested network, or samples may be lost due to fading channels. Linear time-invariant systems cannot be used to recover such nonuniformly sampled signals. In this Letter number of iterative interpolation algorithms are used to recover these signals. A nonlinear and a linear iterative method have been tested. It was noticed that although the non-linear method converges faster, a smaller number of iterations can be implemented in real time.
In the next section the convolutional and the block methods are described. In section III simulation results are given. Finally in section IV the conclusion is given.
II. Iterative methods
A block diagram of the iterative method used is shown in Fig. 1 . The linear and the nonlinear modules are shown in Fig.  2 and Fig. 3 respectively. This iterative technique can be represented by the following equation [1] x t PSPx I PS Px t
where P is the low pass filtering operator, S is the sampling operator, and x t k ( ) is the output signal after k iterations.
A number of iterative methods were used. Oversampling the speech signal at a rate higher than the Nyquist leads to using convolutional methods in recovery. A convolutional iteration employs convolving the time domain signal with the impulse response of a lowpass filter. The output from each iteration approaches the original signal. The convolutional iteration can be implemented linearly or nonlinearly, with faster convergence in the nonlinear case. Also, block methods can be used. Here, oversampling is achieved by padding zeroes in a transform domain. This occurs after the speech samples have been grouped into blocks, hence the name block methods. Different algorithms may differ in the amount of enhancement of the signal they can achieve in one iteration. However, they are also different in the computational complexity and the number of iterations that can be implemented in real time. Hence the best criteria of comparing them is the quality of the output speech they can achieve in real time.
The linear convolutional method was used by [2] as a method to recover signals from their averaged pulsed nonuniform samples. This was extended to impulses in [3] . Each module consists of a sampler followed by a low pass filter. The sampler keeps the values at the positions of the original samples and inserts zeroes where samples are lost. For a proof see [1] .
In the block methods the low pass filtering is implemented by taking the FFT of the received block of samples, inserting zeroes in the frequency domain and then getting the IFFT. This block method is in fact an error correction code similar to RS codes. Although here we only present its erasure recovery capability it can be used in recovery from impulsive noise [4] . This method is to be compared to RS codes in typical application fields of RS codes, such as in compact disks, to further explore the error detection and correction capabilities of this new code.
In the nonlinear convolutional method [5] the sampling instances are hardlimited, rectified and then lowpass filtered. The result is then used to divide the low pass filtered signal.
It is to be noted that perfect recovery can be obtained using the block code if Lagrange Interpolation was used in solving for the missing samples [4] but this is very computationally intensive especially for large block sizes.
III. Implementation and results
The different algorithms were implemented in real time on the DSP processor AT&T DSP32C to compare their performance.
Convolutional methods were implemented on a speech signal sampled at 16 KHz, and an FIR filter of 31 taps was used for low pass filtering. The filter was implemented using Kaiser window. In the block methods, a block of 64 samples which has 32 padded zeroes at the end was used. To use a real FFT, which is faster than a complex FFT, 33 zeroes were added to 31 samples to form the 64 sample block. Fig. 4 compares between the best results obtained for the block methods and the convolutional methods using the SNR criteria. The SNR was calculated using an overall SNR. To 30% loss the block method implemented using real FFT is the best, then the hybrid convolutional method performs better. In this hybrid method the initial condition is obtained using the nonlinear method then the remaining iterations are linear.
Several subjects were asked to listen to the speech output from the system and give it a score on a 1 to 5 scale. Fig. 5 shows these results. Again the real block method and the hybrid convolutional method gave the best performance.
IV. Conclusion
The capability of iterative methods to recover speech with erasures in real time was demonstrated. Several methods were implemented on the DSP processor DSP32C and their performance was compared both subjectively and objectively. The methods were tested at an effective sampling rate of 16 KHz to clearly demonstrate their capabilities.
These methods can be extended to speech sampled at 8 and 9 KHz.
At twice the Nyquist rate, the MOS test shows that both the real block linear method and the hybrid convolutional method produce the best results at 10% and 30% loss rate. The SNR results show that the real block linear method is the best at 10% sample losses, and that this method and the hybrid convolutional gave the best results at 20% and 30% losses. 
