Abstract. This paper presents a novel Neural Network application in order to estimate Air Pollutant Levels. The application considers both Pollutant concentrations and Meteorological variables. In order to compute the Air Pollutant Level the method considers three important stages. In first stage, A process to validate data information and built a threedimensional Information Feature Vector with Pollutant concentrations and both wind speed and wind direction meteorological variables is developed. The information Feature Vector is orderly like a time series to estimate the Air Pollutant Level. In second stage, considering the behavior space knowledge a priori about pollutant and meteorological variables distribution a threedimensional Representative Vector is built in order to reduces the computational cost in Neural Network training process. In last stage, a Neural Network is designed and trained with the Threedimensional Representative Vector, then using the Threedimensional Information Feature
Introduction
Air pollution is one of the most important environmental problems. Pollution is caused by both natural and man-made sources. Major man-made sources of ambient air pollution include industries, automobiles, domestic activities and power generation [1] . Air pollution has both acute and chronic effects on human health. Health effects range anywhere from minor eyes irritations and the upper respiratory system to chronic respiratory disease, heart disease, lung cancer, and death.
Nowadays, many countries make big efforts to minimize air pollution [2, 3, 4] . In polluted countries like Mexico a continuous monitoring of Air Quality to measure pollutant concentrations to reduce possible negative effects in population health is necessary. A special case with great pollution is Salamanca, Guanajuato in Mexico. Salamanca city is catalogued as one of the most polluted cities in Mexico [5] . The main causes of pollution in Salamanca are due to fixed emission sources such as Chemical Industry and Electricity Generation, being Sulphur Dioxide (SO 2 ) (measured in Parts Per Billion, (PPB)), and Particulate Matter less than 10 micrometers in diameter P M 10 (measured in micrometers, (μm)) the most important Air pollutants. This article focuses the analysis on P M 10 concentration.
In 1999, an Automatic Environmental Monitoring Network (AEMN) was established in Salamanca, this AEMN provided time series about criteria pollutant [6] among other meteorological variables. Figure 1 shows the AEMN distribution. In an effort to fight pollution on the region, in July 2005, the Environmental Contingency Program was launched [7] , with the purpose to protect population health, especially of the vulnerable groups. This program contemplates the urgent and immediate reduction of SO 2 and P M 10 emissions when measurements of these pollutants register levels above those established by Health Authorities. To accomplish it, 3 phases were established: Pre-contingency, Phase I Contingency and Phase II Contingency for SO 2 , P M 10 particles and for a combination of both [5, 8] .
Particulate Matter
Particulate Matter (PM) consists of solid or liquid aerosol particles suspended in the air and has a diverse chemical composition related to its sources. Under normal ambient conditions of sampling and analysis, particulate matter exists almost exclusively in solid phase but can include liquid aerosols such as the heavier components of diesel combustion products and nitric acid. Some particles are emitted directly into the air from a variety of sources that are either natural or related to human activity. Natural sources include bushfires, dust storms, pollens and sea spray. Those related to human activity include motor vehicle emissions, industrial processes, unpaved roads and wood heaters. PM is commonly designated as P M 2.5 or P M 10 , refereing to particles with aerodynamic diameters less than 2.5 μm and 10 μm, respectively.
The statistical correlation between high levels of inhalable particulate matter and increased mortality has been widely reported. The particles in the P M 2.5 and P M 10 fractions can be inhaled into the lungs, causing damage to the alveolar tissues and inducing various health problems [9, 10] . The adverse effects may range from the irritation of the lung tissues resulting in coughing to severe respiratory problems for individuals with asthma or heart disease. The mechanic details of how the constituents of the PM induce adverse health effects are currently areas of intense scientific research. The polycyclic aromatic hydrocarbons and heavy metals present in the P M 2.5 and P M 10 samples have been studied extensively with regard to their roles in inducing toxicity effects [11] .
Artificial Neural Network
Artificial Neural Networks (ANN) are biologically inspired networks based on the neuron organization and decision making process in the human brain [12] . In other words, it is the mathematical model of the human nervous system. [13] basically provides a form of cluster analysis by producing a mapping of high-dimensional input data x, x∈ n onto a usually bidimensional output space while preserving the topological relationships between the input data items as faithfully as possible. It consists of a set of units, which are arranged in some topology where the most common choice is a two dimensional grid [14, 15] . Each of the units i is assigned a weight vector m i of the same dimension as the input data, m i ∈ n . In the initial setup of the model prior to training, the weight vectors are filled with random values.
SOM Neural Network. The Self-organizing Map (SOM9)
During each learning step, the unit c with the highest activity level, the winner c with respect to a randomly selected input pattern x, is adapted in a way that it will exhibit an even higher activity level at future presentations of that specific input pattern. Commonly, the activity level of a unit is based on the Euclidean distance between the input pattern and that unit's weight vector. The unit showing the lowest Euclidean distance between its weight vector and the presented input vector is selected as winner. Hence, the selection or the winner c may be written as
Adaptation takes place at each learning iteration and is performed as a gradual reduction of the difference between the respective components of the input vector and the weight vector. The amount of adaptation is guided by a learningrate α that is gradually decreasing in the course of time. As an extension to standard competitive learning, units in a time-varying and gradually decreasing neighborhood around the winner are adapted, too. This strategy enables the formation of large clusters in the beginning and fine-grained input discrimination towards the end of the learning process. In combining these principles of selforganizing map training, we may write the learning rule as given in expression 2. We make use of a discrete time notation with t denoting the current learning iteration. The other variables of this expression are α representing the timevarying learning-rate, h ci representing the time-varying neighborhood-kernel, x representing the currently presented input pattern, and m i denoting the weight vector assigned to unit i.
Database and Variables Definition

Database
In this research, a real and historical time series database from the AEMN has been used. Data series of the months from January to June in the year 2006 have been analyzed. These time series consist of a total of 260,000 threedimensional patterns of pollutants and meteorological variables.
Variables Definition
Variables definition consists of normalized pollutants concentration values P M 10 and normalized meteorological values (Wind Speed and Wind Direction). In Table 1, variables are defined in order to build a Threedimensional Representative Feature Vector x j and to define a pattern set X * = {x 1 , x 2 , .., x j , .., x n }. Let X PM10 be a particles concentration set, thus their corresponding pattern is defined as x j = {x 1 , x 2 , x 3 }. Figure 3 shows Thredimensional Representative Feature Vector (TRFV) representation. Figure 4 shows the flow diagram of the methodology that was followed for the classification process. This process has three steps which will be explained in details: Cleaning Clustering Method. This method uses a SOM Neural Network to classify the patterns to be analyzed. Because time series have noise, we trained the SOM Neural Network using time series in two classes, the first class is noisy data and the second class is validated data. Validated data will be used in the Clustering Classification Method, meanwhile noisy data will be deleted. Figure  5 shows a bidimensional noise representation. Table 2 ). Clustering Classification Method. after the SOM Neural Network has been trained with a [4 1 1] line topology [16, 17] in order to have four clusters and therefore four prototypes according to contingency levels, we proceed to group the new patterns set in four classes according to the contingency levels. Figure 6 shows the SOM Neural Network trained with the TRFV shown in Table 7 . Figure 8 shows a real time series for P M 10 concentrations analyzed every minute. They are classified according to the process followed by our methodology. The meteorological variables used were Wind Speed and Wind Direction, creating 129,600 three dimensional pattern vectors x i , for pollutant XP M 10 , as it is shown in Table 1 . Pollutant concentrations and meteorological variables are provided by the AEMN from Salamanca. In the clustering method, four clusters have been performed from a new feature vector. In Table 3 the error percent obtained with the proposed methodology is shown for both January 2006 and January 1-7 in 2006. We can observe that the error depends on the number of data. Noisy pattern is an inconsistent element in the time series and it is caused by wind blasts. Noisy elements can cause bad estimation, so with this method a better estimate is obtained. 
Proposed Methodology
Experimental Results
Conclusions
In this work, a time series was obtained from the Automatic Environmental Monitoring Network (AEMN) in Salamanca, Mexico. This time series contain noisy data and valid data with a SOM Neural Network this time series was clustered in two classes, the class with noisy data was deleted and the valid data was using to train a new SOM Neural Network. This SOM classify the valid data according to the Air Contingency Levels. This methodology presented good results, because the Contingency Levels are known, allowing to create a Representative Feature Vector for each level. Thus, less patterns are required to train a SOM Neural Network. The classification error depends only on the number of data. Our method produces errors that are less than 1.
