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Abstract
Strati,ed linear sets play a central role in the theory of bounded context-free languages,
developed by Ginsburg (The Mathematical Theory of Context-Free Languages, McGraw-Hill,
New York, 1966). The “Flip-Flop Lemma,” (Pure Math. Appl. Ser. A 6(2) (1995) 203), states,
that the vector-set
{(e0; : : : ; em−1)∈Nm | 0e0 + · · ·+ m−1em−1 =0};
where i ∈{−1; 0; 1}, for i = 0; : : : ; m− 1, and N denotes the set of non-negative integers, is a
strati,ed semilinear set, i.e., a ,nite union of strati,ed linear sets. In this paper, we generalize
the statement of the lemma giving a necessary and su@cient condition for a DLI-set (i.e., for a
vector-set De,ned by Linear Inequalities) to be strati,ed semilinear.
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1. Introduction
Context-free languages play a major role in automata and formal language theory.
Many restrictions and generalization of that class were studied in literature (see, e.g.,
 An extended abstract was published in the same theme entitled as “On Bounded Context-Free
Languages”. See [6]
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[1]). One interesting subclass of the context-free languages is the class of bounded
context-free languages, because of their simple structure.
In general, a language L⊆	∗, where 	 is a ,xed ,nite alphabet having at least two
letters, is a bounded language if and only if there are non-empty words w0; : : : ; wm−1
such that L⊆w∗0 : : : w∗m−1. The words w0; : : : ; wm−1 are said to be the corresponding
words of language L. Note that for a word w∈	∗ we use w∗ as a short-hand notation
for {w}∗. We assume that the index set m= {0; : : : ; m− 1} is a “cyclically ordered”
set, i.e., the “open intervals” (i; j) of m are given by (i; j)= {k | i¡k¡j} if i¡j and
by (i; j)= {k | k¡j or k¿i} if i¿j.
It is quite clear that not every bounded language is context-free. Thus, the natural
question arises, how one can decide whether or not a bounded language is context-free.
A necessary and su@cient condition for a bounded language to be context-free was
given by Ginsburg:
Theorem 1 (Ginsburg [4]). Let L be a bounded language over the alphabet 	.
Language L is context-free if and only if set
E(L)= {(e0; : : : ; em−1)∈Nm |we00 : : : wem−1m−1 ∈L};
where words w0; : : : ; wm−1 are the corresponding words of L, is a 4nite union of
strati4ed linear sets.
The meaning of the notion of a strati4ed linear set is given as follows:
Denition 2. A set F ⊆Nm where N= {0; 1; : : :} and m¿1 is called a strati4ed linear
set iO either F= ∅ or there exist r¿1 and v0; : : : ; vr∈Nm such that
(S1) F= {v0 +
∑r
i=1 kivi | ki¿0}
and for the vector set P= {vi | 16i6r}
(S2) every v∈P has at most two nonzero components, and
(S3) there exist no natural numbers i; j; k; l, with 06i¡j¡k¡l6m−1, and no vectors
v=(v0; : : : ; vm−1) and w=(w0; : : : ; wm−1) from P such that viwjvkwl =0.
The vector v0 and the vector-set P appearing in (S1) are often called as preperiod
and the set of periods of F , respectively.
A set F is called linear if either F= ∅ or there exist vectors v0; : : : ; vr such that (S1)
holds. The set E is semilinear if it is a ,nite union of linear sets. We refer to these
linear sets as the components of E. The set E is called strati4ed semilinear iO all of
their components are strati,ed linear sets.
Often set E(L) is given by linear inequalities, and the problem is to check strat-
i,edness. More generally: Let E be a given semilinear set. We look for a method
(algorithm) to decide whether or not E is strati,ed semilinear.
A partial solution to this question was given by author [6] proving the following
lemma in which a class of inequalities is given such that the corresponding semilinear
set is strati,ed.
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Lemma 3 (Flip-Flop lemma). For i=0; : : : ; m − 1 let the i be “signs”, i.e., let i ∈
{−1; 0; 1}, and consider the set
E= {(e0; : : : ; em−1)∈Nm | 0e0 + · · ·+ m−1em−1 =0}:
Then E is a strati4ed semilinear set.
In some of the applications of Lemma 3 further restrictions on the partial sum
S =
∑m−1
i=0 iei are necessary (see, e.g., [3, Theorem 2, Case 3; 12]). In order to
describe these we introduce the notion of tree-systems.
Denition 4. The set-system  of subsets of m is a tree-system over m if
(i) m∈ and
(ii) for any two elements I and J of  either I ∩ J = ∅ or one of the relations I ⊆ J
or J ⊆ I holds.
In other words, the sets of  can be arranged in a tree like manner.
The generalized form of Lemma 3 is given by K$aszonyi and Holzer [9]:
Lemma 5 (Generalized Flip-Flop lemma). For i=0; : : : ; m − 1 let the i be “signs”,
i.e., let i∈{−1; 0; 1}, and  be a tree-system of intervals over m. De4ne the vector-
set E() as follows:
E() =
{



















Then E() is a strati4ed semilinear set.
The most important applications of Lemmas 3 and 5 take place in the theory of
primitive words. A primitive word over the alphabet 	 is a non-empty word not of the
form wr for any word w∈	+ and integer r¿2.
During the last few years, the theory of primitive words, receives major interest
in the theory of automata and formal languages (see e.g., [3,2,5,10,14]). One still
unsolved problem in that area is the question whether the set of all primitive words
(over alphabet 	), which is usually denoted by Q, is context-free or not. The simplest
idea to show that Q is not context-free would be to use one of the pumping lemmata
for context-free languages. This approach fails, because Q has some context-free like
properties [3]. Examples of such properties are given in the following theorems whose
proofs heavily rely on the Flip-Flop lemma.
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Theorem 6 (K$aszonyi and Katsura [10]). Let a; b∈	, with a = b, n=psqtrv, where
p; q and r are pairwise di6erent prime numbers, and s; t; v¿0. Let further L=(ab∗)n.
Then Q∩L is a context-free language.
Theorem 7 (K$aszonyi and Katsura [11]). Let n=pf11 · · ·pfkk where p1; : : : ; pk are dis-
tinct prime numbers and f1; : : : ; fk are positive integers. Assume that
∑k
i=1 1=pi¡4=5.
Then the language Q∩ (ab∗)n is context-free.
The purpose of this paper is to generalize the Flip-Flop Lemma, in order to under-
stand strati,edness for sets de,ned by linear inequalities much better.
2. Denitions
In the following we make use of graph theoretical representation of strati,ed linear
sets. We de,ne a hypergraph H=H (P) corresponding to the set P of periods, to get
a graphical description of (S2) and (S3). (A hypergraph H consists of a ,nite set
V(H) of points (vertices), a ,nite set E(H) of edges and an assignment of a subset
of V(H) to each edge h, the set of endpoints (elements) of h (see [13]). In this
paper hypergraph edges will be identi,ed with the endpoint set assigned to them. The
hypergraph H corresponding to P is de,ned as follows:
(a) The point set of the graph consists of the vertices of a convex polygon numbered
according to their cyclical order.
(b) The edges of H are the supports of the vectors from P, i.e., if vi =(vi;0; : : : ; vi;m−1)
∈P, then the corresponding edge hi of H is given by hi = {j | vi; j =0}.
We may assume that the null-vector is not contained in the set P of periods, therefore
the empty-set is not an edge of H . In the language of graph-theory property (S2) may
be formulated by
(S′2). 16| hi |62 for i=1; : : : ; r.
To give the graph-theoretic version of (S3) we introduce the notion of crossing edges
in the hypergraph H : Two edges f and g of the hypergraph H are crossing, iO there are
vertices i; j of f and k; l of g such that either i¡k¡j¡l or k¡i¡l¡j holds. Roughly
speaking, the inequalities say that the pairs of vertices {i; j} and {k; l} “separate each
other”. The property, corresponding to (S3) may be formulated as follows:
(S′3) The hypergraph H corresponding to the period P has pair-wise non-crossing
edges.
As a generalization of E() appeared in Lemma 5 we de,ne the concept of DLI-sets
as follows:
Denition 8. The set
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is a DLI-set where
(1)  is a non-empty system of index sets, (i.e., of subsets of m).  is considered as
a multi-set i.e., elements of  may have multiplicity greater than one.
(2) =(0; : : : ; m−1) is a ,xed vector of signs i.e., for i=0; : : : m− 1 i∈{−1; 0; 1}.
(3) & is a function from  into the set {−1; 1}.
(4) R(I) denotes either “¿” or “¿”. (More precisely, R is a function from  to the
set {¿;¿}.)
If for every I ∈ R(I)=¿ then we write E(; ; &) instead of E(; ; &; R).
Denition 9. The bounded language L is a DLI-language if the set
E(L)= {(e0; : : : ; em−1)∈Nm |we00 ; : : : ; wem−1m−1 ∈L}
of corresponding exponent vectors is a DLI-set.(Here w0; : : : ; and wm−1 are the corre-
sponding words.)
3. Context-freeness of DLI-languages
DLI-languages are often used as examples or counterexamples for context-free lan-
guages. In such cases we have to decide whether or not a given DLI-language is
context-free. The following lemma gives a necessary and su@cient condition for a
DLI-set to be strati,ed semilinear.
Theorem 10 (Flip-Flop theorem). Let the set E be a DLI-set with respect to the sign
vector =(0; : : : ; m−1), index set system , function & and relations R(I):










E is strati4ed semilinear if and only if for every e∈E there is a hypergraph H, having
the following properties:
(i) The vertices of H are the vertices of a convex m-polygon, indexed by the num-
bers 0; : : : ; m− 1 according to their cyclical order.
(ii) The edges of H are one- or two-element subsets of the vertex set V(H) of H .
(iii) If {i; j} is a two-element edge of H, then the signs corresponding to the endpoints
i and j are opposite, i.e., i =−j.
(iv) The edge f is forbidden if there is an index set I ∈ such that f∩ I= {i} and
&(I)=−i. Hypergraph H does not contain forbidden edges.
(v) The edges of H are non-crossing.
(vi) The degree of each vertex i is ei.
Proof. At ,rst we prove the assertion in the case if for every I ∈ R(I)=¿.
Step 1: Let E=E(; ; &) be a strati,ed semilinear DLI-set, i.e., assume that E is
a ,nite union of components possessing properties (S1)–(S3) in De,nition 2. Let E1
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be an arbitrary strati,ed linear component of E with preperiod u0 = (u0;0; : : : ; u0; m−1)















Consider the hypergraph H (P) corresponding to P. Remember that H (P) has prop-
erties (i), (ii) and (v) by (S′2) and (S
′
3), and by the de,nition of H (P). We will modify
P to get a new set ) of periods on such a way that the hypergraph H ()) correspond-
ing to ) possesses properties (i)–(v). The validity of (i)–(iii) and (v) will follow
directly from the mode of our construction hence we will prove only (iv). Contrary to
the assumption of (iv) we will assume that H ()) has a forbidden edge f. Denote by
*(f)= (*(f)0; : : : ; *(f)m−1) the vector corresponding to f, i.e., let *(f)k=1 if k∈f
and *(f)k=0 if k =∈f. For the sake of simplicity graph edge f will be identi,ed with
the corresponding vector *(f)∈).
The construction of ) is the following: For every element v=(v0; : : : ; vm−1) of P we
de,ne one or two new elements—denoted by *=(*0; : : : ; *m−1) and *(r) = (*
(r)
0 ; : : : ;
*(r)m−1), r=1; 2, respectively.
(a) Let h= {i; j} be a two-element edge of H (P), denote the corresponding period-
vector by v(h)= (v0; : : : ; vm−1) where vi =0 and vj =0. (Note that vk =0 if k = i; j
by (S′2).) We distinguish three subcases.
(a.1) If i =−j and vi = vj = a then set *k =1 if vk =0 and *k =0 if vk =0
(k∈{0; : : : ; m− 1}). For v(h) we have v(h)= a*. Assume that f= *, i.e., that
*∩ I= {l} and l=−&(I) holds for an I ∈ and l∈I . Consider the element
e= u0 + +v(h)= u0 + +a*, where u0 is the preperiod of E1 in (4), and let
SI (e)= &(I)
∑
k∈I kek = SI (u0) + +aSI (*)= SI (u0) + +a&(I)l= SI (u0)− +a.
Here SI (e)¡0 if +¿SI (u0)=a, contradicting the fact that E is a DLI-set.
(a.2) If i =−j and vi − vj¿0 then for r=1; 2 let *(r)∈) where for k =0; : : : ;
m − 1 *(1)k =1 if vk =0, *(1)k =0 if vk =0, *(2)k =1 if k = i and *(2)k =0 if
k = i. For v(h) we have v(h)= vj*(1)+(vi−vj)*(2). Assume ,rst that f= *(2).
Consider the element e= u0 + +v(h). If {i; j}⊂ I then SI (e)= SI (u0) + +SI
(v(h))= SI (u0) + +&(I)vj(i + j) + &(I)+(vi − vj)i = SI (u0) − +(vi − vj).
Here SI (e)¡0 if +¿SI (u0)=(vi − vj), contradiction. If {i; j}∩ I= {i} then
SI (e)= SI (u0)++&(I)ivj++(vi−vj)&(I)i = SI (u0)++vi&(I)i = SI (u0)−+vi.
If +¿SI (u0)=vi then SI (e)¡0, contradiction. Similarly, assuming f= *(1) we
get a contradiction, again.
(a.3) If i = j then for r=1; 2 let *(r)∈) where for k =0; : : : ; m− 1 *(1)k =1
if k = i, *(1)k =0 if k = i, *(2)k =1 if k = j and *(2)k =0 if k = j. For v(h)
we have v(h)= vi*(1) + vj*(2). Assume that f= *(1), consider the element
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e= u0 + +v(h). For e we have SI (e)= SI (u0)+ +vi&(I)i = SI (u0)− +vi. Here
SI (e)¡0 if +¿SI (u0)=vi, contradiction.
(b) If h= {i} is a one-element edge of H (P) then let *∈) where *=(*0; : : : ; *m−1)
and *k =1 if k = i and *k =0 if k = i. For v(h) we have v(h)= vi*. Let us assume
that f= *, consider the element e= u0 + +v(h). For e we have SI (e)= SI (u0) +
+vi&(I)i = SI (u0)− +vi. Here SI (e)¡0 if +¿SI (u0)=vi, contradiction.
Step 2: In the sequel we will show that in equality (4) the preperiod u0 may be
chosen as u0 = (0; : : : ; 0). Let E1; : : : ; E, be the strati,ed linear components of E. As
in Step 1, we can construct the period sets )1; : : : ; ), corresponding to E1; : : : ; E,












Let f be an edge of H ()k). (k∈{1; : : : ; ,}:) For any e∈E we associate the operation
Of(e) with e:
Of(e)= e + f: (8)
(As before, hypergraph edge f is identi,ed with the corresponding vector of E.) f
is not forbidden, therefore e∈E implies Of(e)∈E. It follows that every )k may be
completed to a common period set )=
⋃,












In the sequel we will investigate the inverse O−1f of operator Of. O
−1
f acts on an
element e∈E as follows:
O−1f (e)= e − f:
At ,rst we mention that O−1f is not applicable to every element of E inside E, e.g.,
O−1(0) =∈E. It is easy to check that for any f∈H ()) O−1f is not applicable to e∈E
if and only if either
(+) There is an i∈f such that ei =0
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or
(.) There are i∈f and I ∈ such that f∩ I= i and SI (e)= 0.
An element e∈E is f-irreducible if for e and f (+) or (.) holds. Notice that both
(+) and (.) are invariant under multiplication with a natural number n, i.e.,
(/) If e∈E is f-irreducible then so is ne as well.
An element 0 of E is called irreducible if 0 is f-irreducible for all f∈H ()) .
For k =1; : : : ; ,, let us consider the preperiod v(k)0 in (6), and let us apply the oper-
ation O−1f to it for every f∈H ()) and as many times as it is possible. As a result










Notice that 0k is the only irreducible element in Fk()). It follows that there are no
more then , irreducible elements in E. We show that for k =1; : : : ; , 0k =0. Assume
that for an l∈{1; : : : ; ,} 0l =0 holds. Than for n=1; 2; : : : ; the vectors n0l are pairwise
distinct elements of E which are all irreducible by (/), contradiction.
It is easy to check that H ()) has properties (i)–(iv). We show that it possess
property (v) as well, i.e., H ()) does not contain crossing edges. Assume that H ())
contains the crossing edges f and g. Let us consider the “plane”
R= {kf + lg | k; l∈N}:
For k =1; : : : ; , H ()k) do not contain both f and g, because of the construction of





does not cover R, contradiction.





Remember that the graph H ()) corresponding to ) has properties (i)–(v). Let H be
the graph the points and edges of which are the same as that of H ()) but if h(*) is
the edge of H ()) corresponding to the period * then the multiplicity of h(*) in H is
k(*). It is easy to see that H has property (vi) as well.
Step 3: Let E=E(; ; &) be a DLI-set such that for every element e of E there is
a hypergraph H with properties (i)–(vi). Consider the hypergraph H ′ having the same
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points and edges as that of H , but every edge with multiplicity one. We associate a
set P(H ′) of periods with the graph H ′ as follows: If h′ is an edge of H ′ then let
v(h′)= (v0; : : : ; vm−1), where vi =1 if i∈h′ and vi =0 otherwise. Then let
P(H ′)= {v(h′) | h′∈E(H ′)}:
(Here E(H ′) denotes the edge-set of H ′.)
In the sequel we will investigate the value of SI on the elements of a given set
P(H ′) of periods corresponding to H ′ and I ∈.
If h′= {i; j} is a two-element edge of H ′ and h′⊂ I , then by property (iii) for the
corresponding vector v(h′)= (v0; : : : ; vm−1) holds:




= ”(I)(i + j)= ”(I)(i − i)= 0:
If h′∈E(H ′) and h′∩ I= {i}, then by property (iv) we have i = ”(I), therefore
SI (v(h′))= ”(I)i =1:




k(h′)v(h′) | k(h′)∈N; k(h′)¿0
}
are elements of the DLI-set E=E(; ; &). There are ,nite many graphs with properties
(i)–(v) and having no multiple edges, therefore E is a ,nite union of strati,ed linear
sets.
Step 4: In the sequel we will deal with the general case (i.e., if R(I) may have the
value “¿”.) Let E′=E′(; ; &; R′) be the DLI-set, resulted from E=E(; ; &; R) by
changing “¿” into “¿”, i.e. let R′(I)= “¿” for every I ∈. Obviously,
E⊆E′:
Assume that vector set E is strati,ed semilinear, i.e, E=
⋃,
i= 1 Ei, where Ei are









where Pi is the set of periods corresponding to Ei. As in Step 1, let us associate a new









114 L. K(aszonyi / Discrete Mathematics 258 (2002) 105–122







i.e., E′i is resulted from Ei by changing v
(i)





Let e∈E. Then e∈E′j holds for some j∈{1; : : : ; ,}. Using H ()j) corresponding to
)j we can construct a hypergraph H possessing properties (i)–(vi).
Assume now that for any element e of the DLI-set E=E(; ; &) there is a hyper-
graph H possessing properties (i)–(vi). We will show that E is strati,ed semilinear.
Consider the hypergraph H ′ having the same points and edges as that of H , but edges
of multiplicity one. As in Step 3, let us associate the set )=P(H ′) of periods with







We will show that F ′ ∩E is a strati,ed semilinear component of E. Let us de,ne
the partial order “¿” in Nm as usual: for u=(u0; : : : ; um−1) and v=(v0; : : : ; vm−1) let
u¿v if for every i∈m ui¿vi holds.














is ,nite as well, hence F ′ ∩E is strati,ed semilinear.
4. Applications
The following examples show that our pumping lemma “works” for classical prob-
lems.
Example 1. The language L1 = {ae0be1ce2 | e06e16e2} is not context-free. Note that
L1 is a DLI-language with
E(L1)= {(e0; e1; e2) | e1 − e0¿0 ∧ e2 − e1¿0};
= {{0; 1}; {1; 2}}; =(−1; 1;−1); &({0; 1})= 1; &({1; 2})=−1:
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Consider the vector e=(1; 1; 1). It is easy to check that e∈E(L1), hence by our lemma,
there is a hypergraph H with properties (i)–(vi). By property (vi), there is an edge
h0 of H incident to the point 0. 0 =−1 = &({0; 1}), hence h0 ∩{0; 1} = {0} by prop-
erty (iv), therefore h0 = {0; 1}. But then h0 ∩{1; 2}= {1} and 1 = 1 = &({1; 2})=−1,
contradiction by (iv).
De,nition 11, Lemma 12 and De,nition 13 are used in Example 2.
Denition 11. Let A and B disjunct subsets of set m. We will say that A and B are
crossing if and only if there are elements i; j of A and k; l of B such that either
i¡k¡j¡l or k¡i¡l¡j holds. Roughly speaking, the inequalities say that the pairs
of elements {i; j} and {k; l} “separate each other”.
Lemma 12 (Two-colour lemma). Let A and B be crossing subsets of m. Let us colour
the elements of A∪B by two colours—say by red and black—such that both A and
B have elements of distinct colours. Then there are crossing pairs of elements in A
and in B, respectively, such that both of them are coloured by distinct colours.
Proof. It is easy to show that the set A∪B may be decomposed into “A-sections”
A1; : : : ; As and “B-sections” B1; : : : ; Bs. I.e., A=
⋃s
i= 1 Ai and B=
⋃s
i= 1 Bi where Ai =
[ji; ki] and Bi = [ki + 1; ni] for suitable ji; ki; ni∈m (i=1; : : : ; s). Assume that j1¡j2
¡; : : : ;¡js. (Note that A and B are crossing sets, therefore s¿2.)
Let i and j (i = j) be indices such that Ai ∪Aj is a set containing both red and black
elements. Without loss of generality, we may assume that i=1. Let us choose the sets
Bk and Bl from the sets Bm (m=1; : : : ; s) such that 16k¡j and j6l6s holds and
Bk ∪Bl has both red and black elements. (Note that Bk and Bl are chosen on such
a way that if ai∈Ai and aj∈Aj further bk ∈Bk and bl∈Bl then the pairs {ai; aj} and
{bk ; bl} are crossing). It is easy to see that {ai; aj} and {bk ; bl} may be chosen such
that both pairs are coloured by distinct colours.
Denition 13. Let E(; ; &) be a DLI-set and I ∈. Index set I is proper if there are
elements i; j∈I such that i =1 and j =−1.
The Propositions 14 and 17 show that we may assume the index set system 
contains only proper sets. The proofs are left to the reader.
Proposition 14. Let E(; ; &) be a strati4ed semilinear DLI-set. Assume, that 
contains an element I such that for every i∈I i = &(I) holds. Then
E(; ; &)=E(\{I}; ; &):
Denition 15. Let E=E(; ; &) be a DLI-set and X a non-empty subset of m. The
restriction EX =EX (′; ′; &′) of E to X is a DLI-set de,ned as follows:
(a) The vectors in EX are indexed by the elements of the set m∩X , i.e.,
EX ⊆{(ei0 ; : : : ; eis−1 )∈Ns | s= |X |i0; : : : ; is−1∈m∩X; i0¡ · · ·¡is−1};
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(b) The index set system ′, the sign vector ′ and function &′ de,ning EX are the
following:
′= {I ∩X | I ∈; I ∩X = ∅}; ′i = i if i∈X;
&′(I ∩X )= &(I) if I ∩X ∈′:
Proposition 16. Let E=E(; ; &) be a strati4ed semilinear DLI-set and X an arbi-
trary subset of m. Then the restriction EX of E to X is strati4ed semilinear.
Proposition 17. Let E=E(; ; &) be a strati4ed semilinear DLI-set. Assume, that 
contains an element I such that for every i∈I i =−&(I) holds. Then E is isomorphic
to the restriction of E to the set X =m\I .
Example 2. Let L2 be a DLI-language with exponent set E(L2)=E(; ; &) where the
elements of  are proper sets. Assume that  has the crossing index sets I and J .
Then L2 is not context-free.
Proof. By the two-colour lemma, there are indices i; j; k and l in m such that i; j∈I ,
k; l∈J , i = k =1, and j = l=−1, further sets {i; j} and {k; l} are crossing. Con-
sider the vector e=(e0; : : : ; em−1), where er =1, if r= i; j; k; l and er =0 otherwise.
Obviously e∈E(L2), hence there is a hypergraph H with properties (i)–(vi) if L2 is
context-free. It is easy to show that H contains the crossing edges {i; j} and {k; l},
contradiction by (v).
Pumping lemmata are used in general to prove non-context-freeness of languages.
Our pumping lemma is useful for proving context-freeness of DLI-languages as well:
it enables us to get conditions in terms of ,  and & guaranting the context-freeness of
a DLI-set (see [6,9,10,12,11,8]). In order to illustrate such a type of characterizations
we will prove Theorem 30. Before proving the theorem we introduce some operations
preserving strati,edness on DLI-sets and on the corresponding hypergraphs.
Denition 18. A hypergraph H is called strati4ed with respect to the index set system
 sign vector  and set function & if H possesses properties (i)–(v) of the Sip-Sop
Theorem (Theorem 10).
In the sequel elements of a DLI-set will be identi,ed with the corresponding strati,ed
hypergraphs. The following graph operations are considered as operations on strati,ed
semilinear DLI-sets.
Let us de,ne an equivalence relation ∼ on m: for i1; i2∈m let i1∼ i2 if and only
if for every I ∈ i1∈I implies i2∈I and i2∈I implies i1∈I .
Denition 19. Let H be a strati,ed hypergraph with respect to the index set system
, sign vector  and set function &. Let i1 and i2 = i1 + 1 be two consecutive points
of H such that i1∼ i2 and i1 = i2 .We de,ne a hypergraph Ctr(H)=Ctr(H; i1; i2)
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Fig. 1.
corresponding to H as follows (cf. Fig. 1):
• Let us delete points i1 and i2 from H and add the new point i to it.
• Change the points i1 and i2 to i in every edge of H containing one of them.
It is easy to show that operation Ctr preserves strati,edness:
Proposition 20. Let i; i1 and i2 as in De4nition 19, de4ne the sign vector ′ as follows:
′i = i1 = i2 and 
′
j = j, if j = i. The index set system ′ is got from  by contracting
elements i1 and i2 to i in each set where both i1 and i2 occur. Finally, for I ′∈′ let
&(I ′)= &(I) if I ′ is got from I. Then Ctr(H) is strati4ed with respect to the index set
system ′, sign vector ′ and set function &′.
The reverse operation of Ctr is the cut of a point i into two pieces.
Denition 21. Let H ′ be a strati,ed hypergraph and i a point of H ′. Denote by E1i
and by E2i the set of one- and of two-set edges incident to the point i respectively,
let r1i = |E1i | and r2i = |E2i |. For m1 and m2 (06m16r1i ; 06m26r2i ), we de,ne a
hypergraph H=Cut(H ′)=Cut(H ′; i; m1; m2) as follows (cf. Fig. 1):
• Let us cut the point i into two pieces, i.e., delete point i from H ′ and replace
it with the new points i1 and i2. Let the cyclic ordering of the new points be
: : : i − 1; i1; i2; i + 1 : : : .
• Consider the edge set E2i = {h1; : : : ; hr 2i }. Assume that the elements of set E2i are
numbered according to the cyclical ordering in m, i.e., if hj = {i; s}, hk = {i; t} and
j¡k then s6t. (Here the sign “¡” denotes cyclical ordering i.e., j¡j + k for
k =1; : : : ; m− 1. Note that H ′ may have multiple edges hence s= t is possible.)
Let us split edge set E2i : join the point i2 (resp. i1) with the points of edges distinct
from i in {h1; : : : ; hm2} (resp. in {hm2+1; : : : ; hr 2i }).
• Split also edge set E1i : add m1 copies of one-point edge {i2} and r1i −m1 copies of
{i1} to Cut(H ′).
The following Proposition 22 asserts, that operation Cut preserves strati,edness.
Proposition 22. Let i; i1 and i2 as in De4nition 21, de4ne the sign vector  as follows:
i1 = i2 = 
′
i and j = 
′
j , if j = i. The index set system  is got from ′ by splitting
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element i in each set where i occur. Finally, for I ∈ let &(I)= &′(I ′) if I is got from
I ′. Then Cut(H ′) is strati4ed with respect to the index set system , sign vector 
and set function &.
Proof. By the de,nition of Cut(H).
Ctr and Cut are operating on points i1 and i2 having equal signs (i1 = i2 ). The
following operations Del and Add are working on points of diOerent signs.
Denition 23. Let H be a strati,ed hypergraph with respect to the index set sys-
tem , sign vector  and set function &. Let i1 and i2 = i1 + 1 (i2 = i1 − 1) be two
consecutive points of H such that all two-point edges incident to i2 are incident to
i1 as well. Assume that i1∼ i2. We de,ne a hypergraph H ′=Delr(H)=Delr(H; i2)
(H ′=Dell(H)=Dell(H; i2)) corresponding to H as follows (cf. Fig. 2):
• Delete the point i2 and all edges incident to it from H .
Denition 24. Let H ′ be a strati,ed hypergraph with respect to the index set sys-
tem ′, sign vector ′ and set function &′. For given m1; m2∈N we will complete
H with a new point i2 and m1 pieces of one-point- further m2 pieces of two-point
edges. More precisely, we de,ne a hypergraph H=Addr(H ′)=Addr(H ′; i1; i2; m1; m2)
(H=Addl(H ′)=Addl(H ′; i2; i1; m1; m2)) corresponding to H ′ as follows (cf. Fig. 2):
• Add the new point i2 to H ′, the new cyclical ordering of the points of H is:
: : : ; i1; i2; : : : (: : : ; i2; i1; : : :).
• Add m1 pieces of the edge {i2} and m2 pieces of the edge {i1; i2} to H .
Proposition 25. Let i1 and i2 as in De4nition 24, de4ne the sign vector  as follows:
i2 =−′i1 and j = ′j , if j = i2. The index set system  is got from ′ by adding
element i2 to each set I ∈′ containing i1. Finally, for I ∈ let &(I)= &(I ′) if I is
got from I ′. Then Add(H ′) is strati4ed with respect to the index set system , sign
vector  and set function &.
Proof. By the de,nition of Add(H ′).
Denition 26. Let E=E(; ; &) be an arbitrary DLI-set and I be a non-empty
subset of m. Consider the DLI-sets E(∪{I}; ; &+) and E(∪{I}; ; &−) where &+
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and &− are the extensions of & to ∪ I de,ned by &+(I)=+1 and &−(I)=−1,
respectively.
Obviously,
E(; ; &)=E(∪{I}; ; &+)∪E(∪{I}; ; &−): (13)
Denition 27. Let E=E(; ; &) be an arbitrary DLI-set and I= [i; j] a closed in-
terval in m such that for every i1; i2∈I i1∼ i2 holds. Consider the decomposition
E=E+∪E− of E, where E+=E(∪{I}; ; &+) and E−=E(∪{I}; ; &−) . The con-
tractions of E+ and E− with respect to the interval I are the DLI-sets E+=I =E(=I ; 
+
=I ;
&=I ) and E
−
=I =E(=I ; 
−
=I ; &=I ) respectively, where
=I = {J ′ | J ′=(J\I)∪{I}; J ∈; I ∩ J = ∅}
∪ {J ′ | J ′= J; J ∈; I ∩ J = ∅}; (14)
&=I (J ′)= &(J ); if J ′∈=I ; (15)
+=I =(: : : ; i−1; 1; j+1; : : : ; m−1) (I = [i; j]); (16)
−=I =(: : : ; i−1;−1; j+1; : : : ; m−1) (I = [i; j]): (17)
If we will speak simply about a contraction of a DLI-set E then we mean either
the contraction of E+ or that of E−, with respect to some suitable interval I .
Denition 28. Let E=E(; ; &) a DLI-set and I= [i; j] = {i; : : : ; j} be an interval in m
such that for every i1; i2∈I i1∼ i2 holds. Consider the decomposition E=E+∪E− of
E where E+=E(∪{I}; ; &+) and E−=E(∪{I}; ; &−). Let us de,ne the mapping
7 on elements of E by
7 : (e0; : : : ; ei−1; ei; : : : ; ej; ej+1; : : : ; em−1) → (e0; : : : ; ei−1; eI ; ej+1; : : : ; em−1);
where eI = |
∑
k∈I kek |. It is easy to see that the restriction of 7 onto E+ (E−) is
a homomorphism of E+ (E−) onto E+=I (E
−
=I ). Mapping 7 will be referred to as the
contraction homomorphism of E+ (E−).
Theorem 29. Let E=E(; ; &) be a DLI-set, and I be an interval in m such that
for every i1; i2∈I i1∼ i2 holds. Consider the decomposition E=E+∪E− of E where
E+=E(∪{I}; ; &+) and E−=E(∪{I}; ; &−). E+ (E−) is strati4ed semilinear
if and only if its contraction E+=I =E(=I ; 
+
=I ; &=I ) (E
−
=I =E(=I ; 
−
=I ; &=I )) is strati4ed
semilinear.
Proof. It is enough to prove, that the statement is true in the case if I= {i; i + 1}.
Let E be strati,ed semilinear and consider e∈E, let H be the hypergraph representing
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e=(e0; : : : ; em−1). In case of i = i+1 consider the hypergraph H ′=Ctr(H; i; i+1). H ′
is strati,ed by Proposition 20. It is easy to check that hypergraph H ′ represents 7(e)
where 7 is the contraction homomorphism corresponding to I . Conversely, if H ′ is a
hypergraph representing 7(e) then Cut(H ′; i; m1; m2) corresponds to e where m1 and
m2 are de,ned as follows: Denote m17 and m
2
7 the one- and respectively the two-degree
of the point 7(i) in H ′. Let m2 = min{m27; ei+1} further m1 = ei+1 − m2.
Assume that i =−i+1 and ei¿ei+1 consider the vector e−=(e0; : : : ; ei−1; ei−ei+1; 0;
ei+2; : : : ; em−1). It is easy to check that e−∈E hence there is a hypergraph H− rep-
resenting it. The hypergraph H is resulted from H− by adding ei+1 pieces of the
two-point edge {i; i + 1} to H−. Obviously, H corresponds to e. Let us consider the
hypergraph H ′=Delr(H; i; i+1). It is easy to check that H ′ is strati,ed and represents
7(e). Conversely, if H ′ is a hypergraph representing 7(e), then Addr(H ′; i; i+1; 0; ei+1)
corresponds to vector e and is strati,ed by Proposition 20.
The proof is similar if ei¡ei+1. In this case we apply operations Dell and Addl.
Theorem 30. Let E=E(; ; &) be a DLI-set such that = {m; J} where J = {j0; : : : ;
jk−1} (j0¡ · · ·¡jk−1) is a proper index set. E is strati4ed semilinear if and only if





















Proof. The proof is by mathematical induction on the dimension m of E. Assume that
the assertion is true if m¡m0 (m0¿1).
Step 1: The interval I ⊆m is atomic with respect to the set-system  if for every
i; j∈I i∼ j holds, and I is maximal with respect to this property. We will show that
it is enough to prove the assertion of the theorem for cases when all atomic intervals
consist of one element. Let I be an atomic interval with respect to  consider the
contraction E=I of E, let 7 be the corresponding contraction homomorphism. It is easy
to see that 7 preserves (18) in “strict” sense, i.e., E possess (18) if and only if
E=I does. If | I |¿2 then E=I is of dimension smaller than that of E, therefore by
our hypothesis, E=I is strati,ed semilinear if and only if (18) is valid for E=I . By
Theorem 29, homomorphism 7 preserves strati,edness in the strict sense, hence E is
strati,ed semilinear if and only if (18) holds.
Step 2: By the results of Step 1 we may assume that the elements of m are alter-
natively elements of J and that of m\J respectively, i.e., we may assume that i∈J
if and only if i is of the form i=2j (j=0; : : : ; k =m=2 − 1). Every sum occurring
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in (18) is reduced to one term:∑
r∈(is ; is+1)
rer = is+1eis+1;
therefore it is enough to prove that E is strati,ed semilinear if and only if for i; j∈m\J
i = j holds. Assume not, i.e., that m\J is a proper index set. Index set J and m\J are
crossing sets. Similar as in Example 2 we can see that E is not strati,ed semilinear.
Assume now that i = j holds if i; j∈m\J . Let us ,x an element e of E. We will
show that e has a strati,ed graph representative H . Two cases will be distinguished.
Case 1: Let i = &(J ) for any i∈m\J . Consider the restriction eJ =(e0; e2; : : : ; e2k)
of e. Let us de,ne the DLI-set EJ =E(J ; J ; &J ) by J = {J}; J =(0; 2; : : : ; 2k)
and &J (J )= &(J ). EJ is strati,ed semilinear, hence eJ is representable by a strati,ed
hypergraph HJ . Let us complete HJ with the point set m\J and edge set E1 consisting
of ei pieces of the edge {i} for every i∈m\J . The resulted hypergraph H is strati,ed
with respect to ;  and &.
Case 2: i = &(J ). For a ,xed i∈m\J , let us consider the DLI-set E∗=E(∗; ∗; &∗),
where ∗= {m; J ∪{i}}, ∗= , &∗(J ∪{i})= &(J ) and &∗(m)= &(m). In the spirit of
Step 1. may be proved that E∗ is strati,ed semilinear. Let us consider the vector
e∗=(e0; : : : ; e∗i ; : : : ; em−1), where e
∗
i = min{ei; &(J )
∑
j∈J jej}. It is easy to check that
e∗∈E∗ hence it is representable by a strati,ed hypergraph H∗. Let H be the hypergraph
resulted from H∗ by adding ei − e∗i pieces of the one-point edge {i} to H∗. It is easy
to check that H is a strati,ed hypergraph with respect to ,  and & and that H
represents e.
We introduced the concept of DLI-languages ,rstly with the aim to understand the
character of certain bounded classes of primitive words, but DLI-languages may also
serve for models of bounded languages in general.
5. Problems
1. The DLI-set E=E(; ; &) is called graphic if every element e of E has a hyper-
graph representative. Give a characterization for graphic DLI-sets.
2. Give a full characterization for strati,ed semilinear DLI-sets.
3. A primitive word over the alphabet X is a non-empty word not of the form wr for
any word w∈X+ and integer r¿2. Let Q denote the set of all primitive words over
the ,xed alphabet X . It is conjectured in [2] that Q is not context-free. Assume, that
the alphabet X contains the letters a and b. Consider the language Qn=Q∩ (ab∗)n
where Q is the set of all primitive words over X and n∈N. It is conjectured that
Qn is context-free. Partially results are given in [3,10,11,12].
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