Abstract. In many application areas, it is important to detect outliers.
Introduction
In many application areas, it is important to detect outliers, i.e., unusual, abnormal values. In medicine, unusual values may indicate disease (see, e.g. In some practical situations, we only have intervals x i = x i ; { if our main objective is not to miss an outlier, e.g., in structural integrity tests, when we do not want to risk launching a spaceship with a faulty part, it is reasonable to look for possible outliers; { if we want to make sure that the value x is an outlier, e.g., if we are planning a surgery and we want to make sure that there is a micro-calci cation before we start cutting the patient, then we would rather look for guaranteed outliers. The two approaches can be described in terms of the endpoints of the intervals L and U:
A value x guaranteed to be normal { i.e., it is not a possible outlier { if x belongs to the intersection of all possible intervals L; U]; the intersection corresponds to the case when L is the largest and U is the smallest, i.e., this intersection is the interval L; U]. So, if x > U or x < L, then x is a possible outlier, else it is guaranteed to be a normal value.
If a value x is inside one of the possible intervals L; U], then it can still be normal; the only case when we are sure that the value x is an outlier is when x is outside all possible intervals L; U], i.e., is the value x does not belong to the union of all possible intervals L; U] of normal values; this union is equal to the interval L; U]. So, if x > U or x < L, then x is a guaranteed outlier, else it can be a normal value.
In real life, the situation may be slightly more complicated because, as we have mentioned, measurements often come with interval inaccuracy; so, instead of the exact value x of the measured quantity, we get an interval x = x; x] of possible values of this quantity.
In this case, we have a slightly more complex criterion for outlier detection:
{ the actual (unknown) value of the measured quantity is a possible outlier if some value x from the interval x; x] is a possible outlier, i.e., is outside the intersection L; U]; thus, the value is a possible outlier if one of the two inequalities hold: x < L or U < x.
{ the actual (unknown) value of the measured quantity is guaranteed to be an outlier if all possible values x from the interval x; x] are guaranteed to be outliers (i.e., are outside the union L; U]); thus, the value is a guaranteed outlier if one of the two inequalities hold: x < L or U < x.
Thus:
{ to detect possible outliers, we must be able to compute the values L and U; { to detect guaranteed outliers, we must be able to compute the values L and U.
In this paper, we consider the problem of computing these bounds.
What Was Known Before
As we discussed in the introduction, to detect outliers under interval uncertainty, We mark a value x as an outlier if it is outside the interval L; U]. Thus, if, instead of the actual ranges for L and U, we use wider intervals, we may miss some outliers. It is therefore important to compute the exact ranges for L and U. In this paper, we show how to compute these exact ranges.
Detecting Possible Outliers
To nd possible outliers, we must know the values U and L. In this section, we design feasible algorithms for computing the exact lower bound U of the function U and the exact upper bound L of the function L. Speci cally, our algorithms are quadratic-time, i.e., require O(n 2 ) computational steps (arithmetic operations or comparisons) for n interval data points x i = x i ; x i ].
The algorithms A U for computing U and A L for computing L are as follows: { In both algorithms, rst, we sort all 2n values x i , x i into a sequence x (1) x (2) : : : x (2n) ; take x (0) = ?1 and x (2n+1) = +1. Thus, the real line is divided into 2n + 1 zones (x (0) ; x (1) ], x (1) ; x (2) ], . . . , x (2n?1) ; x (2n) ], x (2n) ; x (2n+1) ). 
and, correspondingly, { For each of small intervals x (i) ; x (i+1) ], we do the following: for each j from 1 to n, we pick the following value of x j : if x (i+1) < e x j ? 1 + 2 n j , then we pick x j = x j ; if x (i+1) > e x j + 1 + 2 n j , then we pick x j = x j ; for all other j, we consider both possible values x j = x j and x j = x j . As a result, we get one or several sequences of x j for each small interval. { To compute U, for each of the sequences x j , we check whether, for the selected values x 1 ; : : : ; x n , the value of E ?
is indeed within the corresponding small interval, and if it is, compute the value U = E + k 0 . Finally, we return the largest of the computed values U as U. 
{ the function that is obtained from U(x 1 ; : : : ; x n ) by xing the values of all the variables except for x i { also attains its minimum at the value x i = x opt i . A di erentiable function of one variable attains its minimum on a closed interval either at one of its endpoints or at an internal point in which its rst derivative is equal to 0. This rst derivative is equal to 0 when + k 0 (x i ? E) = 0, i.e., when x i = E ? , where = 1=k 0 . Thus, for the optimal values x 1 ; : : : ; x n for which U attains its minimum, for every i, we have either x i = x i , or x i = x i , or
We then show that if the open interval (x i ; x i ) contains the value E ? , then the minimum of the function cannot be attained at points x i or x i and therefore, has to be attained at the value x i = E ? .
We also show that:
{ when E ?
x i , the minimum cannot be attained for x i = x i and therefore, it is attained when x i = x i ; { when x i E ? , the minimum cannot be attained for x i = x i and therefore, it is attained when x i = x i .
Due to what we have proven, once we know how the value def = E ? is located with respect to all the intervals x i ; x i ], we can nd the optimal values of x i . Hence, to nd the minimum, we need to analyze how the endpoints x i and x i divide the real line, and consider all the resulting sub-intervals.
Conclusions
In many application areas, it is important to detect outliers. Traditional engineering approach to outlier detection is that we start with some \normal" values x 1 ; : : : ; x n , compute the sample average E, the sample standard variation , and then mark a value x as an outlier if x is outside the k However, the resulting interval for L is wider than the actual range { wider because the values E and are computed based on the same inputs x 1 ; : : : ; x n and are, therefore, not independent from each other.
If, instead of the actual ranges for L and U, we use wider intervals, we may miss some outliers. It is therefore important to compute the exact ranges for L and U.
In this paper, we showed that computing these ranges is, in general, NP-hard, and we provided e cient algorithms that compute these ranges under reasonable conditions. from Sandia National Laboratories as part of the Department of Energy Accelerated Strategic Computing Initiative (ASCI).
