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Öz
Eﬂleﬂtirme kurallar›n› modelleyebilmek için biçimsel kavram analizinden
faydalan›lm›ﬂt›r. Biçimsel kavram analizi evreni, nesneler ve özelliklerden
oluﬂan topolojik bir yap› olarak görür. Nesneler ve özellikler aras›ndaki iliﬂ-
kiyi kullanarak kavram ad› verilen birimi tan›mlar. Bir kavram bir grup nes-
ne ve özellikten oluﬂur. Kavramda yer alan özellikler, kavramda yer alan
nesne grubu taraf›ndan taﬂ›nan ortak özelliklerin en büyük kümesidir. Ben-
zer biçimde nesneler, kavramda yer alan tüm özellikleri taﬂ›yan en büyük
nesne kümesidir. Biçimsel kavram analizi kavramlar aras›ndaki iliﬂkileri in-
celemek ve kavram yap›lar›n› kurmak için matemati¤e dayal› biçimsel araç
ve teknikleri kullan›r. Bu çal›ﬂmada, eﬂleﬂtirme kural› ç›kar›m› ve biçimsel
kavram analizi aras›nda bir ba¤lant› önerilmiﬂ ve geliﬂtirilmiﬂtir. Bir eﬂleﬂtir-
me sorgusu ile bulunan ba¤›ml›l›klar›n kavram yap›s›ndan elde edilebilece-
¤i gösterilmiﬂtir. Biçimsel kavram analizi çerçevesi, eﬂleﬂtirme kural› ç›kar›-
m›n› ele alabilecek biçimde geniﬂletilmiﬂtir. Bu geniﬂletmeyi yapabilmek için
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eﬂleﬂtirme sorgular›n›n özel bir biçimi olan market sepeti problemi kullan›l-
m›ﬂt›r. Bu model, eﬂleﬂtirme kural› ç›kar›m› algoritmalar›n›n karmaﬂ›kl›klar›-
n› ele alabilmek için bir temel sa¤lam›ﬂt›r. Ayr›ca, model di¤er veri maden-
cili¤i problemleri için birleﬂtirilmiﬂ bir çerçeve oluﬂturmaya yard›mc› olabilir.
Anahtar sözcükler: Biçimsel kavram analizi, Eﬂleﬂtirme sorgular›,
Ba¤›ml›l›k iliﬂkileri, Kavram yap›lar›.
Abstract
In this study we utilize formal concept analysis to model association rules.
Formal concept analysis provides a topological structure for a universe of
objects and attributes. By exploiting the relationship between objects and
attributes, formal concept analysis then introduces an entity called a
concept. A concept is a set of attributes and objects. The attributes are
maximally possessed by the set of objects and similarly the objects are the
maximal set which all possess the set of attributes. Formal concept analysis
deals with formal mathematical tools and techniques to develop and
analyze relationship between concepts and to develop concept structures.
We propose and develop a connection between association rule mining and
formal concept analysis. We show that dependencies found by an
association query can be derived from a concept structure. We have
extended formal concept analysis framework to the association rule mining.
We use analysis of market-basket problem, a specific case of association
rule mining, to achieve this extension. This extension provides a natural
basis for complexity analysis of the association rule mining. This extension
can also help in developing a unified framework for common data mining
problems.
Keywords: Formal concept analysis, Association query, Dependency
relationships, Concept structures.
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Giriﬂ
Son yirmi y›ld›r, veriyi toplama ve saklama kapasitesindeki çok ani büyüme-
ye ﬂahit olmaktay›z. Öyle ki, bir bilgisayar›n iﬂleyebilece¤i veriden daha faz-
las› üretilmektedir. Gerçekte bu durum, dünyadaki bilgi miktar›n›n her 20 ay-
da bir ikiye katland›¤› varsay›m› ile uygunluk arz etmektedir.  Veri biriktirilme-
si ile eﬂ zamanl› olarak onu yorumlamadaki ve özümsemedeki beceriksizli¤i-
miz, özdevimli ve ak›ll› veri taban› analizi için, yeni nesil araçlar›na ve teknik-
lerine olan ihtiyac› do¤urdu. Sonuç olarak, büyük gerçek-dünya veri tabanla-
r›ndan de¤erli, ilginç ve önceden bilinmeyen bilgiyi keﬂfetme (veya ç›karma)
problemi ile eﬂleﬂtirilen pratik uygulamalar ve olas› çözümlerin kuramsal zor-
luklar› nedeni ile, veri tabanlar›nda bilgi keﬂfi (VTBK) önemli ve aktif bir araﬂ-
t›rma alan›na evrimleﬂti. Veri taban› sistemleri, makine ö¤renimi, ak›ll› bilgi
sistemleri, istatistik ve uzman sistemler gibi birbirleri ile yak›ndan iliﬂkili alan-
larca VTBK’n›n birçok yönü incelendi. Çal›ﬂman›n ilk k›sm›nda, VTBK’y› sü-
reç esasl› bak›ﬂ aç›s› ile incelemiﬂ ve özelinde, eﬂleﬂtirme sorgular› için çö-
züm çerçevesi sunmuﬂtu (Sever ve O¤uz, 2002). Bu makalede ise, biçimsel
kavram analizi arac›l›¤› ile eﬂleﬂtirme kurallar› modellenecektir. 
Biçimsel Kavram Analizi (BKA) son y›llarda ilgi çeken araﬂt›rma konular›
aras›nda yer almaktad›r, Rudolf Wille (1982) taraf›ndan 1980’li y›llarda kafes
teorisinin geniﬂletilmesiyle ortaya ç›km›ﬂt›r. Kavram, matematiksel nosyon
olarak kökünü biçimsel mant›ktan almaktad›r. Bununla birlikte kavram çeﬂitli
disiplinlerde genel bir mekanizma olarak karﬂ›m›za ç›km›ﬂt›r. Bu genel tan›m
kapsam (extent) ve içerik (intent) olmak üzere iki türlü yap›labilir. ‹çerik kav-
ram›n özelliklerini, kapsam ise kavramda yer alan nesneleri verir. Nesnelerin
taﬂ›d›klar› özelliklere göre gruplanmas›na kavramlaﬂt›rma denir. Bilgisayar
makineleri uzay›nda, örne¤in, kiﬂisel bilgisayarlar kavram› makine kapasitesi
özelli¤ine göre elde edilir. BKA, kavramlar› verilen bir ba¤lam içinde tan›mlar
ve kavramlar aras› kesin iliﬂkiyi, ba¤lama karﬂ›l›k gelen kafes yap›s›n› kulla-
narak inceler. Biçimsel olarak ba¤lam, nesneler (G), özellikler (M) ve nesne-
ler ile özellikler aras›ndaki iliﬂkiden oluﬂan (I) üçlü cebirsel bir yap›yla (G,M,I)
ifade edilir (Wille, 1982; Davey ve Priestley, 1990).
Literatürde eﬂleﬂtirme kural› ç›kar›m› problemine iliﬂkin yap›lan çal›ﬂmala-
r›n ço¤u etkin bir algoritma geliﬂtirmeye çal›ﬂm›ﬂ, problemi matemetiksel bir
temele oturtmam›ﬂt›r (Agrawal, Imielinski ve Swami, 1993; Agrawal ve
Srikant, 1994; Park, Chen ve Yu, 1995; Savasere, Omiecinski ve Navathe,
1995). Bu makalede, eﬂleﬂtirme kural› ç›kar›m› problemi için biçimsel bir çer-
çevede ifade edilerek, problemin matematiksel temeli tan›mlanm›ﬂt›r. Eﬂleﬂ-
tirme sorgusu probleminin kuramsal temeli biçimsel kavram analizi konusuna
dayand›r›lm›ﬂt›r. Eﬂleﬂtirme sorgusu sonucu bulunan ba¤›ml›l›klar›n kavram
yap›s› kullan›larak elde edilebilece¤i kuramsal olarak gösterilmiﬂtir.
Makale kapsam›nda eﬂleﬂtirme sorgular›, eﬂleﬂtirme sorgular›n›n özel bir
biçimi olan market sepeti problemi kullan›larak, BKA ile modellenmiﬂtir. Mar-
ket sepeti problemi, müﬂterilerin sat›n alma al›ﬂkanl›klar›n› analiz etmek için
kulllan›l›r. Burada, girdi olarak süpermarketlerde oluﬂan sat›ﬂ hareketleri kul-
lan›l›r. Tipik bir sat›ﬂ hareketinde, hareket numaras›, ürün kodu, ürün miktar›
ve fiyat› bilgileri yer al›r. Bu çal›ﬂmada, sat›ﬂ hareketi iliﬂkisinden kafes yap›-
s›na dönüﬂtürme kurallar› tan›mlanm›ﬂt›r. Kafes yap›s›ndaki kavramlar, sat›ﬂ
hareketi verilerinin hareket numaralar›na göre grupland›r›lmas›yla oluﬂturulan
uzayda, ürünler aras›ndaki kapsama iliﬂkisinden yola ç›k›larak tan›mlanm›ﬂ-
t›r. Bu ilginç yaklaﬂ›mla oluﬂturulan kavramlar (ürün gruplar›) aras›ndaki ola-
s› (tam olmayan) iliﬂkileri incelemede, güvenilirlik ve destek parametreleri kul-
lan›lm›ﬂt›r. Eﬂleﬂtirme kural› üretimine taban teﬂkil eden bu parametrelerin
hesaplanmas›na yönelik kurallar ortaya konmuﬂ ve do¤rulanm›ﬂt›r. Ayr›ca,
arama uzay›n› s›n›rland›ran kurallar oluﬂturulmuﬂ ve bu kurallar›n herhangi
bir eﬂleﬂtirme modeline indirgenebilece¤i hipotezi araﬂt›r›lm›ﬂt›r ki, bu yönden
ele al›nan çal›ﬂmam›z›n eﬂleﬂtirme modeline sezgisel yaklaﬂ›mlar yerine bi-
çimsel bir çerçeve kazand›raca¤› sav›nday›z.
Tan›mlanan kurallar› içeren algoritmalar biçimsel kavram analizi çerçeve-
sinde ele al›narak gerçekleﬂtirilmiﬂtir. Bu algoritmalar, eﬂleﬂtirme kurallar›n›
verilen parametrelere göre ç›karmaktad›r. Geliﬂtirilen BKA modelinde, art›k
eﬂleﬂtirmeleri s›k geçen öge kümelerinin görüﬂü kullan›larak budamak müm-
kündür. Bu iﬂlem, dolayl› olarak daralt›lm›ﬂ arama uzay›ndaki ilginç örüntüle-
ri bulmam›za imkân vermektedir. 
Makalede önce biçimsel kavram analizi tart›ﬂ›lmakta ve BKA notasyonu
bileﬂik ve/veya tan›mlanamaz kavramlar› kapsayacak ﬂekilde geniﬂletilmek-
tedir. Sonraki bölümde, eﬂleﬂtirme kurallar›n›n kafese yerleﬂtirilmesi ve gö-
rüﬂler arac›l›¤› ile kavramlar aras› iliﬂkilerin nas›l incelenebilece¤i tart›ﬂ›lmak-
tad›r. Ek-1’de ise, kafes için matematiksel ön tan›mlar verilmektedir. 
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1. Biçimsel Kavram Analizi (BKA)
BKA1 dünyay› nesneler ve nitelikler olarak modelleyen bir bilgi gösterim biçi-
midir. Kavram›n ne oldu¤u sorusu matematikçilerden ziyade filozoflar› ilgilen-
dirmiﬂtir. Gerçekte felsefenin kavram tan›m›, yap›lacak olan kavram›n biçim-
sel tan›m›na temel sa¤lar. Bir kavram, kavrama ait içerik ve kapsam de¤erle-
ri ile tan›mlan›r. Kapsam, kavram›n tan›ml› oldu¤u ba¤lamdaki tüm nesneleri
içerir. Örne¤in okuyucular, canl› insan kavram›n›n kapsam›d›r. ‹çerik ise nes-
nelerin paylaﬂt›klar› nitelikleri içerir. Tüm canl› insanlar “nefes alabilme” özel-
li¤ine sahiptir. Genellikle, bir kavrama ait olan tüm nesneleri ve bu nesnele-
rin taﬂ›d›klar› özellikleri s›ralamak güçtür. Bu yüzden nesne ve nitelik say›s›-
n›n sabit oldu¤u belirli bir ba¤lamda çal›ﬂmak do¤ald›r. 
Örnek 1. (Güneﬂ Sistemi Ba¤lam›): Çizelge 1’de güneﬂ sistemimizdeki
gezegenler ve bu gezegenlerin baz› nitelikleri gösterilmektedir. Güneﬂ siste-
mi ba¤lam›nda, nesneler gezegenleri; nitelikler ise gezegenlerin büyüklü¤ü-
nü (küçük, orta, büyük), gezegenin uydusunun var olup olmad›¤›n› (var, yok)
ve güneﬂe uzakl›¤›n› (yak›n, uzak) ifade etmektedir.
Güneﬂ sistemi ba¤lam›ndan kavram elde edebilmek için ﬂu yol izlenmeli-
dir: Bir nesne al›n›r (örne¤in Dünya), seçilen nesnenin taﬂ›d›¤› özellikler kü-
mesi (örne¤in B kümesi), B kümesindeki nitelikleri taﬂ›yan nesneler kümesi
(örne¤in A kümesi) belirlenir. Böylece A, B kümeleri (A,B) kavram›n› oluﬂtu-
rur. Bu iﬂlem baﬂlang›çta bir nesne seçmek yerine bir grup nesne seçilerek
de yap›labilir. Benzer biçimde baﬂlang›çta bir nitelik veya nitelik kümesi seçi-
lip, seçilen nitelik/nitelik kümesini taﬂ›yan nesneler de belirlenilir.
B={büyüklük-küçük, uzakl›k-yak›n, uydu-var}
A={Dünya, Mars}
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1BKA ile ilgili formel tan›mlar ve temel kuram Ek-1’de verilmiﬂtir. Bundan dolay› kullan›lan jar-
gonun tan›mlar› için, okuyucu gerek görürse Ek-1’e göz atabilir. Bu bölümde, BKA, daha ak›c›
bir dille ve koﬂan-örnek çerçevesinde ifade edilecektir.
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Büyüklük Güneﬂe Olan Uzakl›k         Uydu
Küçük Orta Büyük Yak›n Uzak Var Yok
Merkür X X X
Venüs X X X
Dünya X X X
Mars X X X
Jüpiter X X X
Satürn X X X
Uranüs X X X
Neptün X X X
Pluton X X X
Çizelge 1: Güneﬂ Sistemi Ba¤lam›
Bu ba¤lamdan elde edilebilecek di¤er kavramlar ﬂöyledir:
({Merkür, Venüs},{büyüklük-küçük, uzakl›k-yak›n, uydu-yok})
({Jüpiter, Satürn},{büyüklük-büyük, uzakl›k-uzak, uydu-var})
({Uranüs, Neptün},{büyüklük-orta, uzakl›k-uzak, uydu-var})
({Pluton},{büyüklük-küçük, uzakl›k-uzak, uydu-var})
Yukar›daki örnekten de anlaﬂ›laca¤› gibi, ba¤lam›, üç çoklu oluﬂturur:
Nesneler kümesi (G), nitelikler kümesi (M) ve bu iki küme aras›ndaki iliﬂki (I).
Kavram ise, niteliklerce tan›mlanan özellikleri ortak olarak paylaﬂan maksi-
mal nesneler kümesi; ya da baﬂka bir deyiﬂle, nesnelerce ortaklaﬂa belirtilen
maksimal nitelikler kümesi olarak tan›mlanabilir. 
Tan›m 0: Ba¤lam, nesneler kümesi (G), nitelikler kümesi (M) ve bu iki
kümenin kartezyen çarp›m›nda tan›mlanm›ﬂ I ikili iliﬂkisinden (I ⊆ GxM) olu-
ﬂan (G, M, I) cebirsel üçlüsüyle ifade edilir. g nesnesi ve m niteli¤i için,
(g, m) ∈ I gösterimi yerine  gIm gösterimi kullan›l›r ve  gIm “g nesnesi m ni-
teli¤ini taﬂ›r” anlam›na gelir.
Tan›m 1: (G, M, I) ba¤lam›nda, A kümesi ba¤lamda yer alan nesnelerin
bir alt kümesi (A⊆ G) ve B kümesi ba¤lamda yer alan niteliklerin bir alt küme-
si (B⊆M) olmak üzere, 
A′, A kümesinde yer alan tüm nesnelerin taﬂ›d›klar› maksimal ortak özel-
likler kümesidir. B ′ ise, B kümesinde yer alan tüm nitelikleri taﬂ›yan maksi-
mal nesneler kümesidir.
Tan›m 2: (G,M,I) ba¤lam›nda kavram, A⊆G ve B⊆M olmak üzere A=B′ ve
B=A′ koﬂulunu sa¤layan (A,B) ikilisi ile tan›mlan›r. (A,B) kavram›nda A küme-
si (A,B) kavram›n›n kapsam›, B kümesine ise içeri¤i denir. 
(G,M,I) ba¤lam›ndan elde edilebilecek tüm kavramlar kümesi B(G,M,I) ile
gösterilsin. B(G,M,I) üzerinde bir s›ralama iliﬂkisi ﬂu ﬂekilde tan›mlan›r:
(A1,B1) ve (A2, B2) kavramlar› B(G,M,I) yer alan iki kavram olsun.
(A1,B1) ≤ (A2,B2) ancak ve ancak A1 ⊆ A2 (eﬂde¤er biçimde B2 ⊆ B1). Bu
durumda (A1,B1) kavram› (A2, B2) kavram›n›n alt kavram› veya (A2,B2) kav-
ram› (A1,B1) kavram›n›n üst kavram›d›r denir. G ve M kapal› kümeleri aras›n-
daki dönüﬂümlerin anti-isomorfik2 oldu¤u görülmektedir. Öteki deyiﬂle, kav-
ramda yer alan nesne say›s› artt›kça, nitelik say›s› azal›r (büyük kapsama sa-
hip kavramlar küçük içeri¤e sahip olur). Alt kavram/üst kavram k›smi s›rala-
mas›na dayanarak kavram s›radüzeni oluﬂturulur. <B(G,M,I); ≤ > poseti (ya
da k›smi s›ral› küme, bkz. Ek 1) bir tam kafestir. (G,M,I) ba¤lam›n›n kavram
kafesi olarak adland›r›l›r.
Teorem 1: Kavram kafesleri için temel teorem:
(G,M,I) ba¤lam›nda <B(G,M,I); ≤ > aﬂa¤›da tan›ml› supremum (join) ve
infumum (meet) eﬂitliklerini gerçekleyen tam bir kafestir.
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2Anti-isomorfik terimi eﬂ yap›l› olmayan anlam›ndad›r.
Bu teorem bir ba¤lamdan üretilen kavramlar›n bir kafes oluﬂturdu¤unu ve
kafeste yer alan bir kavram›n supremum ve infimumu yukarda verilen eﬂitlik
ile hesaplanaca¤›n› söyler. BKA’n›n cebirsel alt yap›s› kafes kuram›na daya-
n›r. BKA, kavram ad› verilen elemanlar› aras›ndaki s›ralama ba¤›nt›s›n› kul-
lanarak kafes elde eder. Elde edilen kafes nitelikler aras›ndaki tüm iliﬂkileri
ifade edebilecek güce sahiptir. Güneﬂ sistemi ba¤lam›ndan türetilen kafes
ﬁekil 1’de verilmiﬂtir. 
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ﬁekil 1: Çizelge 1’deki Güneﬂ Sistemi Ba¤lam› için Kavram Kafesi3
3Güneﬂ Sistemi Ba¤lam›ndan elde edilen kafeste, her dü¤üm kenar›nda dü¤üme iliﬂkin etiketler
yer almaktad›r. Çizimin karmaﬂ›kl›¤›n›n artmamas› için etiketler k›salt›lm›ﬂt›r. Büyük harfler geze-
genlerin ilk harfini, küçük harfler ise nitelik ad›n›n ilk harfi-nitelik de¤erini temsil etmektedir.
Örne¤in D dünya b-b ise büyüklük büyük anlam›na gelmektedir.
Wille’nin yapt›¤› kavram tan›m› ﬁekil 2’deki gibi geniﬂletilebilir. Burada,
atomik kavram› Wille’nin tan›m›na tekabül eder (bkz. Tan›m 2). (G,M,I) ba¤-
lam›nda G ve M kümelerinin her alt kümesi bir kavrama denk gelmez. Kav-
ram tan›mlanmas›na yol açan alt kümelere olurlu kümeler ad› verilir. G küme-
sinin bir A alt kümesinin herhangi bir kavram›n kapsam› olabilmesi için A′′=A
eﬂitli¤ini gerçeklemesi gerekir. Bu durumda A kümesi (A,A′) biricik kavram›-
n›n (unique concept) kapsam› olur. Benzer biçimde, M kümesinin bir B alt kü-
mesinin herhangi bir kavram›n içeri¤i olabilmesi için B′′=B eﬂitli¤ini gerçekle-
mesi gerekir. Bu durumda B kümesi (B ′,B) biricik kavram›n›n içeri¤i olur.
Tan›mlanabilir/Bileﬂik Kavramlar
Tan›mlanabilir kavramlar, Wille’nin kavram tan›m›n›n genelleﬂtirilmiﬂ biçimi-
dir. Gerçek hayatta kullan›lan pek çok uygulama bileﬂik kavramlar›n kullan›-
m›n› gerektirir. 
(G, M, I) ba¤lam›nda bir kavram tan›mlayabilecek her özellik kümesini
(Bi ⊆ M), Si mant›ksal de¤iﬂkeni ile ifade edilsin. Örne¤in Bi = {a, b, c} ise
Si = (aΛbΛc) veya basitçe Si = (a, b, c) olarak gösterilir. M özellikler kümesi
üzerinde kavram tan›m›na yol açabilecek olurlu kümelerin tamam› M ile gös-
terilsin.
M = {Si | Si = S(Bi) , Bi ⊆ M olurlu kümeleri }
Si ve Sj de¤iﬂkenleri e¤er her ikisi de birbirini kapsam›yorsa göreli asal de-
¤iﬂkenlerdir. F⊆M kümesi ﬂu ﬂekilde tan›mlan›r:
S= {{ S1, S2,... , Sk } | Si ∈ M, 1≤ i ≤ k, ve k ≥ 1}
Tan›m 3: (G,M,I) ba¤lam›nda tan›mlanabilir/bileﬂik kavram A⊆G ve F⊆M
ve F kümesi içinde yer alan de¤iﬂkenler göreli asal olmak üzere koﬂulunu
sa¤layan (A, F) ikilisi ile tan›mlan›r. (A, F) bileﬂik kavram›nda A kümesi (A,F)
bileﬂik kavram›n›n kapsam›, B kümesine ise içeri¤i denir. 
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Tan›mlanamaz Kavramlar
Görüntü ve belge eriﬂimi gibi pek çok uygulamada, nesnelerin taﬂ›d›klar›
özellikler kesin de¤ildir. Örne¤in, ayn› belge kümesi içinde bir kullan›c› ile il-
gili olan belgelerle di¤er bir kullan›c› ile ilgili olan belgeler kümesi, her iki kul-
lan›c› ayn› konular hakk›nda araﬂt›rma yap›yor olsa bile tamamen örtüﬂme-
yebilir. Bu yüzden kullan›c› olurlu olmayan bir nesneler kümesinin özellikleri-
ni sorgulamak isteyebilir. Yani, kullan›c›n›n sorgusuna mevcut kavram s›ra-
düzeninde cevap vermek mümkün olmayabilir. Bu durumda bir kavram çifti
elde edilemez, buna tan›mlanamaz kavram ad› verilir. Tan›mlanamaz kavram
terimi ilk olarak kaba küme teorisi kullan›larak ifade edilmiﬂtir4.
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KAVRAM
Tan›mlanabilir/Bileﬂik
Kavram
Atomik Kavramlar
(Wille’nin tan›mlad›¤›
kavram)
Tan›mlanamaz
Kavram
ﬁekil 2: Kavram Çeﬂitleri
2. Kafes Kuram›na Dayal› Olarak Eﬂleﬂtirme Kurallar›n›n Üretilmesi
Eﬂleﬂtirme sorgular›, bir iliﬂkide bir niteli¤in ald›¤› de¤erler aras›ndaki ba¤›m-
l›l›klar›, anahtarda yer almayan di¤er niteliklere göre gruplama yap›lm›ﬂ veri-
leri kullanarak bulur. Eﬂleﬂtirme sorgular›n›n özel bir durumu olan
market-sepet iliﬂkisi analizi, örne¤in bir firmada, müﬂterilerin sat›n alma e¤ili-
mi hakk›nda bilgi verebilir.
4 Kaba küme teorisi Pawlak taraf›ndan ortaya at›lm›ﬂ, veri ba¤›ml›l›klar›, özellik seçimi ve tü-
mevar›msal s›n›flama gibi pek çok alanda kullan›lm›ﬂt›r (Pawlak, 1984).
Örnek 2: Ürünler ile sat›ﬂ hareketleri aras›nda, sat›n al›nan ürün miktar›n›
da taﬂ›yan bir ço¤a bir çok r(T,P,Q) iliﬂkisi tan›mlans›n. Bu iliﬂkide yer alan ni-
telikler s›ras›yla ﬂöyledir: T, hareket numaras›; P, ürün kodu; Q, miktar. r iliﬂ-
kisinde anahtar nitelikler T, P nitelikleridir. 
r= { <100,1,3>, <100,2,1>, <100,4,5>, <200,1,1>, <200,4,1>,
<200,3,1>, <300,1,1>, <300,2,1>, <300,4,4>, <300,5,2>,
<400,2,3>, <400,5,3>, <400,6,2>, <400,7,2>, <400,8,7>,
<500,1,6>, <500,2,3>, <500,7,4>, <600,2,1>, <600,4,1>,
<600,7,2>, <600,1,3>     }
Birlikte sat›n al›nan ürünler hangileridir sorgusu, r iliﬂkisinde T niteli¤ine
göre gruplama yap›larak, P niteli¤i seçilerek bulunur. Elde edilen bu yeni iliﬂ-
ki r1 olsun. r1 iliﬂkisi SELECT P’ FROM r GROUP BY T AS r1(P’) deyimi ile
sa¤lan›r. Burada, SQL’in bir iliﬂkide çok de¤erli niteliklere izin verdi¤i varsa-
y›lm›ﬂt›r.5 Buna göre: 
r1 (P’) ={<1,2,4>  <1,4,3> <1,2,4,5> <2,5,6,7,8> <1,2,7> <1,2,4,7>}.
Bu biçimdeki kümeler market-sepet verisidir. ℑ(P), P ürünler kümesinin
güç kümesini (ya da ürün ailesini) tan›mlas›n. Market sepeti probleminde
amaç, verilen minimum güvenirlik (c) ve destek (s) kriterlerini sa¤layan ilginç
eﬂleﬂtirmeleri, R⊆ℑ(P)xℑ(P), bulmakt›r. x ve y ∈ ℑ(P) olmak üzere <xRy,c,s>
ifadesinde y, x’e c güvenirlik de¤eri, ve s destek  de¤eri ile ba¤›ml›d›r (iliﬂki-
lidir). (x,y)∈R olmak üzere güvenirlik de¤eri y ürünün x ürününün bulundu¤u
hareketlerde yer alma olas›l›¤›d›r; c=Pr(y | x) ile ifade edilebilir. Destek de¤e-
ri ise x ve y ürününün ayn› hareket tutana¤›nda yer alma olas›l›¤›d›r;
s=Pr(x∪y)’dir.
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5 Eﬂleﬂtirme ve ard›ﬂ›k sorgular gibi bilgi keﬂfi sorgular›n› yan›tlayacak biçimde SQL’in geniﬂle-
tilmesi Meo, Psaila ve Ceri (1996) taraf›ndan ele al›nm›ﬂt›r.
Güvenlik ve destek de¤erleri hesab› yukar›da tan›mlanm›ﬂ r1(P’) iliﬂkisi
kullan›larak x={1}, y={2} ürünleri için ﬂöyle hesaplan›r: Pr(x), x kümesi içinde
yer alan tüm ürünlerin herhangi bir sepet varl›¤›nda bulunma olas›l›¤› olsun.
Buna göre c(xRy)=Pr(2 |1)=4/5=0.8 ve s(xRy)= Pr(1∪2)=4/6=0.66 6. Hareket
numaras›na göre grupland›r›lm›ﬂ market sepeti verisi Çizelge 2’de verilmiﬂtir.
Market sepeti problemi, tutanaklar› 1’ler ve 0’lardan oluﬂan bir Boolean
iliﬂkiye dönüﬂtürülebilir (Meo, Psaila ve Ceri, 1996). Ürün say›s› n, r1(P’) se-
pet iliﬂkisindeki tutanak say›s› m, r1(P’) iliﬂkisi dom(P) ile gösterilsin. Aﬂa¤›-
da verilen dönüﬂtürüm iﬂlemi kullan›larak market sepeti problemi Boolean bir
iliﬂkiye çevrilebilir.
f : X ∈ ℑ(P) → <B1, B2, ... Bn> öyleki  Bi =              (3.1)
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Hareket No Ürün No Miktar
100 1 3
2 1
4 5
200 1 1
4 1
3 1
300 1 1
2 1
4 4
5 2
400 2 3
5 3
6 2
7 2
8 7
500 1 6
2 3
7 4
600 1 3
2 1
4 1
7 2
6 Küme gösterimi tek elemanl› kümeler için kald›r›lm›ﬂt›r. Bu yüzden Pr( {1} |{2} ) ifadesi Pr( 1|2 )
ifadesine indirgenmiﬂtir. Ayr›ca, olas›l›k hesaplamas›na teﬂkil eden ‘olay’ aç›k olarak tan›mlan-
masa bile, onun  ℑ(P) küme ailesinin herhangi bir elaman›na karﬂ›l›k geldi¤ine dikkat edilmelidir.
Çizelge 2: Hareket Numaras›na göre Grupland›r›lm›ﬂ Sepet ‹liﬂkisi 
K›s›m 2’de tan›ml› f fonksiyonu, n adet niteli¤e sahip ve her bir niteli¤in de-
¤eri e¤er i ürünü X’ in bir eleman› ise 1, de¤ilse 0 olacak biçimde bir tutanak
döndürür. Örne¤in, r1(P’) iliﬂkisinde yer alan <1,2,4> tutana¤›na f fonksiyonu
uygulan›rsa f(<1,2,4>)=<1,1,0,1,0,0,0,0> sonucu elde edilir. Sonuç olarak f
fonksiyonu r1(P’) iliﬂkisini r2(B1, B2, ... Bn) iliﬂkisine çevirir. Elde edilen r2 iliﬂ-
kisi n adet nitelikten ve m adet tutanaktan oluﬂur.
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7Literatürde yap›lan di¤er çal›ﬂmalarda arama uzay› kontrollü olarak azalt›lmaktad›r. Bu maka-
lenin yaklaﬂ›m› ise arama uzay›n› azaltmadan eﬂleﬂtirme kurallar›n› üretmektir. 
Hareket Ürün Kodu
No. 1 2 3 4 5 6 7 8
100 X X X
200 X X X
300 X X X X
400 X X X X X
500 X X X
600 X X X X
Çizelge 3: Market-Sepet ‹liﬂkisi için Ba¤lam
Bu biçimde eﬂleﬂtirme problemi, verilen iliﬂkideki 1’ler aras›ndaki eﬂleﬂtir-
meleri bulma problemine dönüﬂür (Meo, Psaila ve Ceri, 1996) ve Boolean eﬂ-
leﬂtirme problemi ad›n› al›r. Görüldü¤ü gibi market-sepet iliﬂkisi, sat›ﬂ hare-
ketleri nesneler kümesi (G), ürünler nitelikler kümesi (M) ve ürünün ilgili ha-
rekette sat›n al›n›p/al›nmad›¤› verisi I iliﬂkisi olmak üzere bir (G,M,I) ba¤lam›
tan›mlamak mümkündür. Çizelge 3’de sat›ﬂ hareketlerine ve ürün kodlar›na
göre oluﬂturulmuﬂ bir ba¤lam örne¤i verilmiﬂtir. Örnek 2’de verilen
market-sepet verisi için G={100,200,300,400,500,600} kümesi hareket nu-
maralar›n›, M={1,2,3,4,5,6,7,8} kümesi, her biri nitelik ismi olarak öngörülen
ürün kodlar›n› içerir.
Genel olarak i≠j için XiRXj ikili iliﬂkisi içinde yer alan  Xi,Xj∈ℑ(P)’ler ara-
s›ndaki (Bi’ler) tüm eﬂleﬂtirmelerin üretilmesi ile ilgilenilirse, r2 ba¤lam›ndaki
kavram kafesi kullan›labilir. Bu ba¤lama karﬂ›l›k gelen kavram kafesi
ﬁekil 3’te verilmiﬂtir. Bu çizgedeki ba¤lant› önemli/önemsiz tüm eﬂleﬂtirmele-
ri verir.7 Market-sepet iliﬂkisinden kavram kafesi elde edebilmek için aﬂa¤›da
verilen tan›mlar yap›lmal›d›r.
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Verilen bir ba¤lamda kavram kafesi C=<V,E>8 yönsüz çizgesiyle model-
lensin. Çizgenin her bir dü¤ümü nitelikler kümesinden oluﬂur. Ayr›ca her bir
dü¤ümle geçiﬂ s›kl›¤› bilgisi eﬂleﬂtirilir ki, bu bilgi basitçe dü¤ümde yer alan
niteliklerin, ilgili ba¤lam için oluﬂturulan sepet iliﬂkisindeki geçiﬂ s›kl›¤›d›r.
v∈V dü¤ümündeki nitelikleri döndüren bir a:V →ℑ(P) fonksiyonu olsun. V dü-
¤ümleri üzerinde J dizin kümesi tan›mlans›n. Ayr›ca, her bir dü¤ümle s›kl›k
bilgisini fr:V→ N+ fonksiyonu arac› ile iliﬂkilendirilsin. Tan›mlanan  fr fonksi-
yonu, verilen bir dü¤üm için Sepet iliﬂkisindeki niteliklerin s›kl›¤›n› döndürür9.
Çizgede bulunan her bir kenar iki dü¤üm aras›ndaki eﬂleﬂtirmeyi verir.
(vi, vj) ∈ E ise vi ve vj dü¤ümlerinin nitelikleri aras›nda bir R eﬂleﬂtirmesi var-
d›r. C çizgesi üzerinde R eﬂleﬂtirme iliﬂkisi yans›mal›, geçiﬂli, karﬂ› simetrik
bir k›smi s›ra verir10 ( i,j ∈ J (a(vi)Ra(vj) ( a( vj ) R a( vi )).
2.1. Kavram Kafesinin Oluﬂturulmas›
Verilen ba¤lamda C=<V,E> kavram kafesini oluﬂturmak için öncelikle V, E
kümelerinin bulunmas› gerekir. Kavram kafesi oluﬂturma algoritmas›, vi ile  vj
aras›nda bir kenar varsa ya a(vi) ⊂ a(vj) ya da a(vj) ⊂ a(vi) fikrine dayan›r.
C=<V,E> çizgesinin tam kafes olmas› özelli¤i kullan›larak V dü¤ümler küme-
sini elde etmek için; r1(P’) iliﬂkisindeki her bir tutanak için bir dü¤üm yarat›l›r,
tam kafes oluﬂana dek dü¤ümler eklenir.
8 V:Dü¤ümleri, E:Kenarlar› temsil etmektedir.
9 α = a(vi) iﬂlevi kullan›larak i. dü¤ümde yer alan nitelikler kümesi elde edilir. Ayn› biçimde fr(vi)
kullan›larak dü¤ümün sepet iliﬂkisinde geçiﬂ s›kl›¤› elde edilir. vi dü¤ümün geçiﬂ s›kl›¤› de¤eri
için kimi zaman fr(vi) kimi zaman fr(α) kullan›lacakt›r.
10R iliﬂkisi k›smi s›ral› kümedir (Bkz. Ek-1).
ﬁekil 3: Market-Sepet Ba¤lam› için Kavram Kafesi
ﬁekil 4’te C çizgesinde yer alan dü¤ümleri bulmak için kullan›lan yaklaﬂ›m
algoritmik olarak ifade edilmiﬂtir.
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ﬁekil 4: Çizgedeki Dü¤ümlerin Bulunmas› için Algoritma Kesiti
Örnek market-sepet verisi üzerinde ﬁekil 4’teki algoritma iﬂletilirse
ﬁekil 3’teki kavram kafesi elde edilir. ‹lk sat›rda r1(P’) iliﬂkisindeki her bir tu-
tanak çizgeye dü¤üm olarak eklenir. ‹kinci sat›rda ∅ ve tüm ürün kodlar›n›
içeren {1,2,..,8} kümesi çizgeye dü¤üm olarak eklenir. Bu durumda çizgede
ﬂu dü¤ümler yer al›r: {1,2,4}, {1,4,3}, {1,2,4,5}, {2,5,6,7,8} {1,2,7}, {1,2,4,7}, ∅,
{1,2,..,8}. Dördüncü sat›r iﬂletildi¤inde  {1,4}, {1,2}, {2}, {1}, {2,5}, {2,7} dü¤üm-
leri kafese eklenir. Algoritman›n iﬂletimi sonlad›¤›nda V(C) kümesinde, kav-
ram kafesinde yer alan bütün dü¤ümler bulunur.
DUGUMBUL algoritmas›n›n algoritma karmaﬂ›kl›¤› ﬂu biçimdedir: ‹lk sat›r-
da O(m)11, ikinci  sat›r O(1)’dir. Bu algoritman›n en iyi çal›ﬂma zaman› r1(P’)
iliﬂkisinde yer alan tutanaklar do¤rusal bir s›ra oluﬂturdu¤unda
(a(vi) ⊂ a(vi+1) 1<i<m-1) görülür. Bu durumda dördüncü sat›r O(m2) ad›m ge-
rektirir. 
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DUGUMBUL(r1(P’), V(C), J) YORDAMI;
DISYAPILAR;
r1(P’),G‹R‹ﬁ;
/* r1(P’) iliﬂkisindeki tutanaklar */
V(C), ÇIKIﬁ;
/* C çizgesini oluﬂturan dü¤ümler kümesi */
J TAMSAYI, ÇIKIﬁ;
/* V(C) üzerinde s›n›rlar› 1-V(C) kümesinin eleman say›s›na kadar de¤iﬂen dizin */
ICYAPILAR;
KOMUTLAR;
1. r1(P’) iliﬂkisindeki tutanaklar› V(C)kümesine ekle;
2. ∅, {1,2,..n} kümelerini V(C)kümesine ekle;
3. J:= |V(C)| + 2;
4. ONCE YINELE, ( V(C) kümesinde de¤iﬂiklik yoksa ) ÇIK
5. EGER (i≠j) VE (a(vi)∩ a(vj)∉ V(C)) ISE [
6.      V(C):= V(C)∪ a(vi)∩ a(vj)
7.     J := J + 1;
8.  ] 
DUGUMBUL BITTI
11 m, r1(P’) iliﬂkisinde yer alan tutanak say›s›, n nitelik say›s›d›r.
Bu yüzden en iyi durumda algoritma karmaﬂ›kl›¤› O(m2)’dir. En kötü çal›ﬂma
zaman› r1(P’) iliﬂkisinde yer alan tutanaklar ( i≠j için vi, vj ∈V(C), a(vi) ∪
a(vj)={1,2,..,n} ) koﬂulunu sa¤layan              tutanaklardan oluﬂursa ortaya ç›-
kar ve çal›ﬂma zaman›             olur. Bu yüzden en kötü çal›ﬂma zaman› al-
goritma karmaﬂ›kl›¤› O(2n)dir.
Bir çizgedeki kenarlar kümesi E(C)’yi  oluﬂturmak için, V(C)’de birbirleriy-
le do¤rudan iliﬂkisi olan dü¤üm çiftleri bulunur. E¤er a(vi) ⊂ a(vj) ve dü¤üm-
ler aras›nda a(vi) ⊂ a(vk) ⊂ a(vj) ﬂart›n› sa¤layan bir vk∈V(C) dü¤ümü yok-
sa vi ile vj aras›nda bir kenar vard›r. Buna kapsama özelli¤i denir. E¤er vi, vj
kapsama özelli¤ini taﬂ›yorsa vi dü¤ümü vj dü¤ümünü tam anlam›yla kapsar
denir (tersi de söylenebilir). E(C)’de yer alan tüm elemanlar, V(C)’de kapsa-
ma özelli¤ini sa¤layan tüm dü¤üm çiftleridir. 
ﬁekil 5’de C çizgesindeki alan kenarlar› bulmak için kullan›lan yaklaﬂ›m al-
goritmik olarak ifade edilmiﬂtir.
KENARBUL algoritmas›n›n algoritma karmaﬂ›kl›¤›n›n O(l 3) oldu¤u kolay-
ca görülebilir. Örnek market-sepet verisi üzerinde, DUGUMBUL algoritmas›
sonucunda elde edilen dü¤ümler kümesi, kenar bulma algoritmas›na girdi
olarak verilirse ﬁekil 3’te verilen kenarlar bulunur.
Oluﬂturulan kavram kafesinin eﬂleﬂtirme sorular›n› yan›tlayabilmesi için
her bir dü¤ümün geçiﬂ s›kl›¤› de¤eri hesaplanmal›d›r. w(a(vi)) iﬂlevi a(vi) ni-
telikler kümesini kapsayan ve K(a(vi)) ise a(vi) nitelikler kümesine özdeﬂ
(kapsayan ve ayn› zamanda kapsanan) hareketlerin say›s›n› versin. fr(a(vi))
iﬂlevi aﬂa¤›daki gibi hesaplan›r.
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ﬁekil 5: Çizgedeki Kenarlar›n Bulunmas› için Algoritma Kesiti
1. E¤er vi ∈V r1(P’) iliﬂkisinde bir tutanak ise,  fr(a(vi))= K(a(vi))+ vi tara-
f›ndan kapsanan vj dü¤ümler say›s›d›r.
2. E¤er vi ∈V r1(P’) iliﬂkisinde bir tutanak ise,  fr(a(vi))= K(a(vi))+ vi tara-
f›ndan kapsanan vj dü¤ümler say›s›d›r.
Örnek olarak ﬁekil 3’te yer alan dü¤ümlerin baz›lar›n›n frekans de¤erleri
hesaplanm›ﬂt›r. 
• fr({1,2,7})=2, fr({1,2,4})=3 
• fr({1,2})=w({1,2,7})+w({1,2,4})-w({1,2,7}) ∩w({1,2,4})=3+2-1=4
• fr({1})=w({1,4})+w({1,2})-w({1,4}) ∩w({1,2})=4+4-3=5
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KENARBUL(V(C)) YORDAMI;
DISYAPILAR;
V(C) , G‹R‹ﬁ;
/* C çizgesini oluﬂturan dü¤ümler kümesi * /
ICYAPILAR;
l, TAMSAYI;
/* C çizgesinde yer alan dü¤ümlerin say›s› * /
KOMUTLAR;
1. l  := |V(C)|;
2. E(C) := ∅;
3. SAYARAK YINELE  (i:=1, | <= l, i:=i+1)
4.    SAYARAK YINELE ( j:=1, j <= l,  j:=I+1) [
5.       kenarekle=YANLIS;
6. EGER ( i ≠ j ) VE ( a(vi) ⊂ a(vj) ) ISE [
7.     kenarekle=DOGRU;
8.      SAYARAK YINELE (k:=1, kenarekle VE k<=l, k+1)
9.       EGER ( i ≠ j ) VE ( k ≠ j ) VE a(vi) ⊂ a(vk) ⊂ a(vj)
10.         kenarekle=YANLIS;
11.       ]
12.       EGER kenarekle ISE 
13.                      E(C):=E(C) ∪ { ( vi, vj ) }
14. ]
KENARBUL BITTI
2.2. Kavram Kafesinin Eﬂleﬂtirme Sorgusu K›staslar›n›n Bulunmas›nda
Kullan›m›
α ve β, P alan›nda yer alan iki küme olsun; c(αRβ) güvenlik de¤eri, sepet iliﬂ-
kisi için kurulan kavram kafesi kullan›larak, aﬂa¤›da tan›ml› kurallar›n uygu-
lanmas› ile elde edilebilir.
1. i,j∈J için α=a(vi), β=a(vj) iken αRβ∈E(C) ise
c(αRβ)=fr(α∪β)/fr(α)12’dir. E¤er β ⊆ α ise c(αRβ)=1 olacakt›r. Öteki deyiﬂle
α,β kümeleri çizgede birer dü¤ümse ve aralar›nda bir kenar mevcutsa güven-
lik de¤eri her iki kümenin bileﬂiminin frekans de¤erinin α kümesinin frekans
de¤erine oran›d›r.
2. i,j ∈ J için α= a(vi), β= a(vj) iken αRβ ∉ E(C) ise c(αRβ) de¤eri vi , vj
dü¤ümlerinin supremum dü¤ümü13 arac›l›¤› ile hesaplan›r. a-1(vi) ve a
-1(vj)
dü¤ümlerinin supremum dü¤ümü vm, γ=a(vm) olsun. Bu durumda c(αRβ)=
c(αRγ)* c(γRβ) olarak hesaplan›r. β⊆ γ oldu¤undan c(γRβ)=1 dir. Bu yüzden
c(αRβ)= c(αRγ) de¤eridir.
3. i,j ∈ J için α⊆a(vi), β⊆a(vj) iken e¤er α⊆a(v) ve β⊄a(v) koﬂulunu sa¤-
layan bir v  ∈ V(C) dü¤ümü yoksa veya a(vj) ⊆ a(vk) ⊆ a(vi) koﬂulunu sa¤la-
yan bir vk dü¤ümü yoksa (vi den vj’ ye herhangi bir dü¤üm arac›l›¤›yla bir ke-
nar gitmiyorsa) C çizgesinde β daima α ile birlikte yer al›r. Bu durumda
c(αRβ)=1’dir.
4.  i,j ∈ J için α⊂a(vi), β=a(vj’) iken α⊂a (vk)⊂a(vi) koﬂulunu sa¤layan bir
vk∈V(C) dü¤ümü yoksa c(αRβ)= c(a(vi)Rβ)’dir.
5. i,j ∈ J için α=a(vi), β⊂a(vj) iken β⊂a(vk)⊂a(vi) koﬂulunu sa¤layan bir
vk ∈ V(C) dü¤ümü yoksa c(αRβ)= c(αRa(vi))’dir.
6. i,j ∈ J için α⊂a(vi), β⊂a(vj) iken β⊂a(vk)⊂a(vi) koﬂulunu sa¤layan bir
vk∈V(C) dü¤ümü yoksa β⊂a(vm)⊂a(vj) koﬂulunu sa¤layan bir Vm∈V(C)
c (αRβ)= c (a(vi)R a(vj))’dir.
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12 fr(α)=0 ise c(αRβ) de¤eri 0 olarak kabul edilecektir.
13 Verilen iki dü¤ümün en yak›n ortak atas›na (aﬂa¤›dan yukar›) supremum dü¤üm denir (Bkz.
Ek-1).
7. E¤er a⊆a(vi) olan hiç bir vi∈(V(C)-a-1({1,2,...,n})) yoksa,
c(αRβ)=c(βRα)= 0 ; çünkü fr(β)’n›n s›kl›k de¤eri ne olursa olsun
fr(α∪β)=0’d›r. Bu durumda tan›mlanamayan hesaplamaya imkan vermemek
için c(αRβ)=0 varsay›m› yap›lm›ﬂt›r.
Önsav 1 : γ ∈ a(vi) ve iken γ⊂a(vk)⊂a(vi) koﬂulunu sa¤layan bir vk∈V(C)
dü¤ümü yoksa fr(γ) = fr(a(vi))’dir.
Önsav 2 : i,j,m ∈ J için α= a(vi), β= a(vj) , vm=supremum{ vi ,vj }, γ=a(vm)
olsun. c(αRβ)= fr(γ)/fr(α)’dir.
i,j ∈ J için α⊆ a(vi), β⊆ a(vj) olsun. α⊂a(vk)⊂a(vi) koﬂulunu sa¤layan bir
vk ∈ V(C) dü¤ümü ve β⊂a(vm)⊂a(vj) koﬂulunu sa¤layan bir vm∈V(C) dü-
¤ümleri elde edilemesin. Bu takdirde, αRβ eﬂleﬂtirmesinin destek de¤erini
bulmak için aﬂa¤›daki kurallar kullan›l›r.
1. vi ve vj dü¤ümleri aras›nda direkt ba¤lant› var ise C çizgesinde eﬂleﬂ-
tirme haz›r olarak bulunmaktad›r. Bu durumda s(αRβ)=fr(α∪β)/fr(∅)’dir.
2. C çizgesinde eﬂleﬂtirme haz›r olarak mevcut de¤ilse i,j,m∈J için vi ve
vj dü¤ümlerinin supremum dü¤ümü vm destek de¤erini hesaplamada kullan›-
l›r. Bu durumda s(αRβ)=fr(a(vm))/fr(∅)’dir. Birinci kural›n tan›mlad›¤›m›z ku-
ral›n özel bir hali oldu¤unu görmek mümkündür.
3. i,j ∈ J için α⊂a(vi), β=a(vj) iken α⊂a(vk)⊂a(vi) koﬂulunu sa¤layan bir
vk∈V(C) dü¤ümü yoksa s(αRβ)= s(a(vi)Rβ)’dir.
4. i,j ∈ J için α=a(vi), β⊂a(vj) iken β⊂a(vk)⊂a(vj) koﬂulunu sa¤layan bir
vk∈V(C) dü¤ümü yoksa s(αRβ)= s(αRa(vj))’dir.
5. i,j ∈ J için α⊂a(vi), β⊂a(vj) iken α⊂a(vk)⊂a(vi) koﬂulunu sa¤layan bir
vk∈V(C) dü¤ümü yoksa ve β⊂a(vm)⊂a(vj) koﬂulunu sa¤layan bir vm∈V(C)
s(αRβ)= s(a(vi)R a(vj))’dir.
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6. E¤er α⊆a(vi) olan hiç bir vi∈(V(C)-a-1({1,2,...,n})) yoksa,
s(αRβ)=s(βRα)= 0; çünkü fr(α),fr(β)’nin s›kl›k de¤eri ne olursa olsun
fr(α∪β)=0’d›r.
Önsav 3:  i,j,m ∈ J için α= a(vi), β= a(vj) , vm = supremum{vi ,vj}, γ=a(vm)
olsun. s(αRβ)= fr(γ)/fr(∅)’dir.
ﬁekil 3’teki sepet iliﬂkisi için oluﬂturulan kavram kafesi arac›l›¤› ile tan›m-
lanan güvenlik ve destek kurallar›n›n her birinin nas›l kullan›ld›¤›n› örnekle-
yen durumlar incelenecektir. 
Örnek 3: 2R{1,2} iliﬂkisinin güvenlik ve destek de¤erlerini hesaplayal›m.
{2} ve {1,2} kümeleri C çizgesinde birer dü¤üm ve aralar›nda bir kenar bulun-
du¤undan birinci kural kullan›larak güvenlik de¤eri hesaplan›r.
c(2R{1,2})=fr({1,2})/fr(2)=4/5, s=(2R{1,2})=fr({1,2})/fr(∅)=4/6’d›r.
Örnek 4: 1R2 iliﬂkisinin güvenlik ve destek de¤erlerini hesaplayal›m.
{2} ve {1} kümeleri C çizgesinde birer dü¤ümdür, ancak bu iki dü¤üm aras›n-
da bir kenar yoktur. Bu yüzden ikinci kural kullanarak hesaplamalar yap›l›r.
Buna göre 1 ve 2 dü¤ümünün supremum dü¤ümü {1,2} dü¤ümüdür. O halde
c(1R2) = c(1R{1,2})= 4/5, s=(1R{1,2})=4/6’d›r.
Örnek 5: 3R1 iliﬂkisinde 3 numaral› ürün 1 numaral› ürün ile birlikte bulun-
du¤undan üç numaral› kural kullan›larak de¤erler hesaplan›r. C çizgesinde 3
numaral› ürünü içeren ancak 1 numaral› ürünü içermeyen bir dü¤üm yoktur.
c(3R1)=1 olur. s=(3R1)=s({1,3,4}R{1})=1/6’d›r.
Örnek 6: {2,4}R{2,5} iliﬂkisi incelendi¤inde {2,4} kümesinin {1,2,4} dü¤ü-
münün alt kümesi oldu¤u ve çizgede {2,4}⊂ a(vi) ⊂ {1,2,4} koﬂulunu sa¤la-
yan bir vi dü¤ümü bulunmad›¤›ndan dördüncü kural uygulan›r.
c({2,4}R{2,5})=c({1,2,4}R{2,5})=1/3, s{2,4}R{2,5})=s({1,2,4}R{2,5})=1/6.
Örnek 7: {2,5}R{2,4} iliﬂkisi incelendi¤inde güvenlik de¤eri hesab› için be-
ﬂinci kural›n uygulanaca¤› görülür. c({2,5}R{2,4})=c({2,5}R{1,2,4})=1/2. Des-
tek de¤eri hesab› için dördüncü kural uygulan›r. Buna göre
s({2,5}R{2,4})=s({2,5}R{1,2,4})=1/6.
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Örnek 8: 5R{2,4} incelendi¤inde alt›nc› güvenlik ve beﬂinci destek kural›-
n›n uygulanaca¤› görülür. c(5R{2,4}) = c({2,5}R{1,2,4}) = 1/2, s(5R{2,4}) =
s({2,5}R{1,2,4})=1/6. 
Örnek 9: {3,5}R{2,4} iliﬂkisi incelendi¤inde {3,5} kümesinin {1,2,,..8} dü¤ü-
mü d›ﬂ›nda hiçbir dü¤ümün alt kümesi olmad›¤› görülür.  Bu durumda yedin-
ci güvenlik alt›nc› destek kural› uygulan›r. c({3,5}R{2,4}) =0, s({3,5}R{2,4}) =0.
α,β∈ℑ(P) olmak üzere <xRy,c,s> de¤erlerini hesaplayan GUVENLIK-
DESTEKHESAPLA algoritmas›  ﬁekil 6’da verilmiﬂtir.  Bu algoritman›n en iyi
çal›ﬂma zaman› a-1(α) ve  a-1(β) ∈ E(C) oldu¤u durumdur. Bu durumda algo-
ritma karmaﬂ›kl›¤› O(l)’ dir. Herhangi iki dü¤ümün supremum dü¤ümünü bul-
mak O(l ) gerektirir. Bu yüzden en kötü çal›ﬂma zaman› algoritma karmaﬂ›k-
l›¤› O(l 2 )’dir.
Bu bölümde, analitik sonuçlar›n do¤rulu¤unun testi için bir veri kümesinin
kafesteki görüﬂ noktas›ndan yararlan›lm›ﬂt›r. Verilen bir kümenin kafesteki
görüﬂ aç›s›, o kümeyi kapsayan en küçük dü¤ümün çizgenin iki uç dü¤ümü-
ne, ∅ ve tüm ürünlerin yer ald›¤› dü¤ümler, kadar giden tüm kenar ve dü¤üm-
lerin oluﬂturdu¤u alt çizgedir. Bu gerçek, çizge bir kafes oldu¤u için, çizge
içindeki herhangi bir dü¤üm için geçerlidir; yani, küresel infimum ve supre-
mum dü¤ümleri kafeste mutlaka yer al›r.
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ﬁekil 6’da DUGUMARA ile gösterilen, C çizgesindeki ilgili dü¤ümü dön-
düren yordam ﬁekil 7’de algoritmik olarak ifade edilmiﬂtir.
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ﬁekil 6: Verilen Bir Eﬂleﬂtirmenin Güvenlik ve Destek De¤erlerinin
Hesaplanmas›
ﬁekil 7: [DUGUMARA] Çizgede Verilen Ürün Kümesine En Yak›n
Dü¤ümü Bulan Algoritma Kesiti
ﬁekil 8’de {1,2,4} kümesi için görüﬂ aç›s› verilmiﬂtir. Bir kümenin görüﬂ
aç›s›n› bulabilmek için GORUS algoritmas› (bkz. ﬁekil 9) geliﬂtirilmiﬂtir. Bu al-
goritmada, öncelikle ilgili kümeyi kapsayan en küçük dü¤üm (kafesteki her bir
dü¤ümün bir veri/ürün kümesine tekabül etti¤ini göz önünde bulundurunuz)
bulunur ve tüm infimum ve supremum dü¤ümleri bu dü¤ümden ç›kan kenar-
lar yard›m›yla bir kuyru¤a at›l›r. Kuyruk kullan›larak, bu dü¤üm ile infimum dü-
¤ümleri aras›ndaki eﬂleﬂtirme kurallar› ç›kar›l›r.
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Sonuç
Makale kapsam›nda BKA kullan›larak eﬂleﬂtirme kural› ç›kar›m problemi için
bir çerçeve geliﬂtirilmiﬂtir. Bu çerçeve eﬂleﬂtirme kural› ç›kar›m›n› matematik-
sel bir tabana oturtmas› aç›s›ndan yeni bir yaklaﬂ›md›r. Geliﬂtirilen çerçeve
ile eﬂleﬂtirme sorgular›nda bulunan ba¤›ml›l›klar›n, BKA ile elde edilebilece¤i
gösterilmiﬂtir. Eﬂleﬂtirme kurallar›n›n karﬂ›lamas› gereken minimum destek
ve güvenirlik eﬂik ölçütlerinin kavram kafesi kullan›larak hesaplanabilece¤i
analitik olarak gösterilmiﬂtir. Bunun yan› s›ra, yöntem, eﬂleﬂtirme sorgular›n›n
uygulanmas›na iliﬂkin zaman/yer karmaﬂ›kl›¤› hesab›n›n yap›lmas›na olanak
tan›m›ﬂt›r.
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ﬁekil 8: {1,2,4} Kümesi için Görüﬂ Aç›s›
Ek 1: Kafes için Matamatiksel Ön Tan›mlar
Tan›m 1.0 [K›smi S›ral› Kümeler]: Bir A kümesi üzerindeki bir ≤ ba¤›nt›s›
yans›mal›, antisimetrik ve geçiﬂli ise, bu durumda ≤’ye k›smi s›ralama ve A
kümesine de k›smi s›ral› küme (Partially Ordered SET -POSET) denir.
POSET  ≤ ba¤›nt›s› A kümesi üzerinde k›smi s›ra olmak üzere (A, ≤) ikilisi ile
gösterilir. 
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GORUS (V(C), E(C), α) YORDAMI;
DISYAPILAR;
V(C), G‹R‹ﬁ;
/* C çizgesini oluﬂturan dü¤ümler kümesi */
α, G‹R‹ﬁ;
/* P alan›nda tan›ml› nitelik kümesi */
v, DUGUM;
/* v C çizgesinde bir dü¤üm ( v ∈ V(C) ve α ⊆ v )  */
k, KUYRUK;
/* v dü¤ümünün  tüm infimum ve supremum dü¤ümlerinin at›ld›¤› kuyruk */
on, arka TAMSAYI;
/* kuyruk üzerinde göstergeler*/
ICYAPILAR;
KOMUTLAR;
1. v=DUGUMARA(V(C), α)
2. v dü¤ümün tüm infimum ve supremum dü¤ümlerini E(C) arac›l›¤›yla kuyru¤a at
3. Kuyrukta Yer alan Tüm Dü¤ümler ‹çin 
4.    GUVENLIKDESTEKHESAPLA(V(C), v, kuyrukta yer alan dü¤üm)
GORUS BITTI;
ﬁekil 9: Görüﬂ Algoritmas›
(a,b) k›smi s›ralama ba¤›nt›s›nda yer al›yor ise a≤b ile gösterilir. A küme-
si üzerinde k›smi s›ralama iliﬂkisi aﬂa¤›daki özellikleri taﬂ›r:
Yans›mal› : Her a∈A için a ≤ a ise, ≤ yans›mal›d›r. 
Antisimetrik: a, b ∈A , a ≤ b ve b ≤ a iken a=b ise ≤ antisimetriktir.
Geçiﬂli: a, b, c∈A , a ≤ b ve b ≤ c iken a≤c ise ≤ geçiﬂlidir.
Örnek 1.0: Gerçel say›lar kümesi üzerinde (veya gerçel say›lar kümesinin
herhangi bir alt kümesinde) ≤ ba¤›nt›s› bir k›smi s›ralama ba¤›nt›s›d›r. Çün-
kü, her a∈A için a≤a (yans›ma),  a=b, e¤er a≤ b ve b≤ a’dir  (antisimetri) ve
a ≤ b ve b≤c iken a≤c’dir (geçiﬂlilik).
Tan›m 1.1: (A, ≤ ) bir POSET olsun, A kümesinde yer alan a ve b ögeleri
e¤er a≤b veya b≤a, ≤ ba¤›nt›s›nda yer al›yorsa, a ve b karﬂ›laﬂt›r›labilir öge-
lerdir, denir. 
Tan›m 1.2: (A, ≤ ) POSET’inde her a,b ∈ A için a≤b veya b≤ a,  ≤ ba¤›n-
t›s›nda yer al›yorsa (A, ≤ ) POSET’ine tamamen s›ral› küme denir.
Tan›m 1.3: A bir POSET ve S ⊆ A olsun. Her s ∈ S için s ≤ a koﬂulunu
sa¤layan bir a ∈ S elaman› varsa, a’ya maksimal öge, her s ∈ S için a ≤ s
koﬂulunu sa¤layan bir a ∈ S eleman› varsa, a’ya minimal öge denir.
Tan›m 1.4: (A, ≤) POSET’inde  a∈A ögesi, her b∈A için b≤ a özelli¤ini
gerçekliyor ise, a ögesine (A, ≤) POSET’inin en büyük ögesi denir ve T ile
gösterilir. Benzer biçimde, her b∈A için a ≤ b ise, a ögesine (A, ≤) PO-
SET’inin en küçük ögesi denir ve ⊥ ile gösterilir. Bir POSET’in en fazla bir en
büyük ve bir en küçük ögesi vard›r.
Tan›m 1.5: (A, ≤) bir POSET ve S ⊆ A olsun. Her s ∈ S için s ≤ a koﬂu-
lunu sa¤layan bir a∈A ögesi varsa, a’ya S kümesinin üst s›n›r› denir. Her s∈
S için a ≤ s koﬂulunu sa¤layan bir a∈A ögesi varsa, a’ya S kümesinin alt s›-
n›r› denir.  S kümesinin tüm üst s›n›rlar› Su ve tüm alt s›n›rlar› Sl kümeleri ile
gösterilir. 
Su = { a ∈ A  | ( s ∈ S ) s ≤ a } ve  Sl = { a ∈ A  | (    s ∈ S ) s ≥a }
Tan›m 1.6: (A, ≤) bir POSET ve S ⊆ A olsun. E¤er Su kümesinin en az
bir ögesi varsa, bu öge x olsun,  x ögesine S kümesinin en küçük üst s›n›r›
(least upper bound, lub) denir. Öteki deyiﬂle, x ögesinin S kümesinin en kü-
çük üst s›n›r› olabilmesi için ﬂu koﬂullar› taﬂ›mas› gerekir.
• x, S kümesinin bir üst s›n›r› olmal›d›r (x ∈ Su). 
• S kümesinin di¤er tüm üst s›n›rlar› için x ≤ y olmal›d›r.
Böylece, en küçük üst s›n›r bir k›smi s›ral› kümenin bir S alt kümesi için,
S nin tüm üst s›n›rlar›ndan oluﬂan alt kümenin en küçük ögesidir.
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Α Α
E¤er Sl kümesinin en az bir ögesi varsa, bu öge x olsun,  x ögesine S
kümesinin en büyük alt s›n›r› (greatest lower bound, glb) denir. Öteki deyiﬂ-
le, x ögesinin S kümesinin en büyük alt s›n›r› olabilmesi için ﬂu koﬂullar› taﬂ›-
mas› gerekir.
• x, S kümesinin bir alt s›n›r› olmal›d›r (x ∈ Sl). 
• S kümesinin di¤er tüm alt s›n›rlar› için y ≤ x olmal›d›r.
Di¤er bir deyiﬂle, en büyük alt s›n›r bir k›smi s›ral› kümenin bir S alt küme-
si için, S nin tüm alt s›n›rlar›ndan oluﬂan alt kümenin en büyük ögesidir.
S kümesinin en küçük üst s›n›r›na S kümesinin supremumu denir ve sup
S ile gösterilir, en büyük alt s›n›r›na S kümesinin infimumu denir ve inf S ile
gösterilir. ‹ki ögenin supremumu bu iki ögeden daha büyük olan en küçük
ögedir (e¤er böyle bir öge varsa bir tanedir). Benzer ﬂekilde, iki ögenin infi-
mumu bu iki ögeden daha küçük olan en büyük ögedir.
S kümesinin A kümesine eﬂit oldu¤u ve S kümesinin boﬂ küme oldu¤u iki
uç durum incelenmelidir. S=A olsun. Bu durumda e¤er A kümesinin en büyük
ögesi varsa S kümesinin supremumu A kümesinin en büyük ögesidir. (sup S
= T ) e¤er A kümesinin en büyük ögesi yoksa sup S = ∅ olur. Benzer biçim-
de S = ∅ ise e¤er A kümesinin en küçük ögesi varsa sup ∅ = ⊥, e¤er A kü-
mesinin en büyük ögesi varsa inf ∅ = T olur.
Supremum ve infimum ögelerinin bir di¤er gösterim biçimi ﬂöyledir. E¤er
sup{x,y} mevcutsa yerine x v y (“x birleﬂim y” biçiminde okunur), e¤er inf{x,y}
mevcutsa yerine  x ∧ y (“x kesiﬂim y” biçiminde okunur) kullan›l›r. S kümesi
için supremum ve infimum de¤erleri mevcutsa ∨ S ve ∧ S kullan›l›r.
Tan›m 1.7 [kafes]: A boﬂ olmayan bir POSET olsun.
• Tüm x, y∈A çiftleri için  x ∨ y ve x ∧ y mevcutsa, A POSET’i  bir kafestir.
• Tüm S ⊆ A için ∨S  ve ∧S mevcutsa, A tam kafes olur.
A kümesi bir kafes ise 〈Α;∧,∨ cebirsel yap›ya sahiptir ve ve  A kümesin-
de tan›ml› iﬂleçlerdir.
Örnek 1.1: N pozitif do¤al say›lar›n bir eleman› olsun (N∈Z+). N say›s›n›n
bölenleri kümesi, DN ile gösterilsin, bölünebilme ba¤›nt›s› alt›nda bir kafestir.
ﬁekil 1-1’de N=20 için DN kafesi görülmektedir.
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ﬁekil 1.1: N=20 için, Bölünebilme Ba¤›nt›s› Alt›nda 
D20 = {1, 2, 5, 10, 20} Kafesi
Örnek 1.2: Herhangi bir S kümesinin öz alt kümeleri ailesinin  ⊆ ba¤›nt›s›
ile oluﬂturdu¤u (ℑ(S), ⊆) POSET’i tam kafestir. (ℑ (S), ⊆) POSET’i aﬂa¤›da-
ki koﬂullar› sa¤lar.
ℑ(S) POSET’ini L ile gösterelim. <L , ⊆> üzerinde x ∨ y=x∪y ve x∧y=x∩y
biçimindedir. <L , ⊆> tam bir kafestir.
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