Abstract
Introduction
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Many algorithms have been developed for protein secondary structure prediction. About 20 years ago, one of the first efforts was made based on the rule-based algorithm (Chou and Fasman, 1974, 1978) , followed by the use of the statistical algorithm (Gamier et al., 1978) , and a more improved algorithm (Gibrat et al., 1987) . The prediction of protein secondary structure from a query sequence has usually been evaluated by a percentage of correctly predicted residues in the three states (a helix, /3 strand and coil). The above approaches attained ~60% accuracy. Recently, due to the advancement of computers, the problem was treated with computer tools such as neural networks, machine learning, nearest-neighbor method, hidden Markov model and combined approaches of several different methods (Qian and Sejnowski, 1988; Holley and Karplus, 1989; Kneller et al., 1990; Nishikawa and Noguchi, 1991; Muggletone/a/., 1992; Salzberg and Cost, 1992; Zhang et al., 1992; Asai et al, 1993) . The average prediction accuracy achieved by these methods was ~65% correctness.
The inclusion of multiple aligned sequences in the prediction scheme has provided a good increase in prediction accuracy, up to 68-72% (Zvelebil et al, 1987; Levin and Gamier, 1988; Rost and Sander, 1993; Wako and Blundell, 1994; Mehta et al, 1995; Salamov and Solovyev, 1995; Di Francesco et al, 1996) . Two of them are particularly noteworthy. One is Rost and Sander's method (1993) , was based on a neural network algorithm with multiply aligned sequences fed into it, which attained >70% accuracy. The other is by Yi and Lander (1993) : with a local structural environment scoring scheme described by Bowie etal. (1991) in a complex combination of nearest-neighbor algorithms, neural network and improved algorithm (Salamov and Solovyev, 1995) , it yielded, using multiple aligned sequences as input, an accuracy of ~72%. However, using a single sequence, the approach of Rost and Sander (1993) has shown a mean accuracy of only 63%, and those of Yi and Lander (1993) and Salamov and Solovyev (1995) -66.5-68 .0%. These mean accuracy values pointed to the importance of multiple aligned sequences as input data. On the other hand, a common feature of these algorithms is a limited strategy taking only the local information along the chain (typically within a window 7-19 residues long) into account.
Recently, Frishman and Argos (1996) proposed a method which incorporated non-local as well as local interactions in the prediction, taking the backbone hydrogen bonding pairs in (3 sheets and a helices into account. Their method achieved 68% accuracy with a single sequence as input. In the present study, we aimed to incorporate the global aspect of a protein into the secondary structure prediction in more direct ways. The 3D-ID compatibility approach, recently developed by many groups of investigators (Sippl, 1990; Bowie et al, 1991; Godzik^a/., 1992; Goldstein et al, 1992; Jones et al, 1992; Maiorov and Crippen, 1992; Bryant and Lawrence, 1993; Nishikawa and Matsuo, 1993; Ouzounis et al, 1993; Wilmanns and Eisenberg, 1993; Bauer and Beyer, 1994; Kocher et al, 1994) , could be used for this purpose.
We employed here the 3D-ID compatibility method developed by ourselves (Matsuo and Nishikawa, 1994, 1995; Matsuo et al, 1995) . In this method, an input (query) sequence is globally aligned with each structure in a structure library, to yield the optimum alignment between the sequence and the structure as well as a compatibility score. A good compatibility score implies that a query protein would adopt a structure similar to that of the counterpart of known structure, irrespective of the existence of sequence similarity between them. While the 3D-ID compatibility method was originally aimed at the 3D structure prediction of proteins, it has frequently been observed that structures of a similar order of secondary structure along the chain, but of different topology in the spatial arrangement, are also detected with high scores (Matsuo and Nishikawa, 1994, 1995) . Therefore, we can expect that scanning a structural library with a query sequence could screen out only those proteins that have more or less similar patterns of secondary structure along the chain. The secondary structure of the query protein is then inferred from these pooled data. This procedure depends on the global, structural characteristics of proteins, not on the local sequence information alone.
Methods and algorithm

Data sets
The structural library of the 3D-ID compatibility search contains 325 protein chains, which were selected by Matsuo and Nishikawa (1994) from Brookhaven Protein Data Bank (PDB) (Bernstein et al, 1977) . Outside the structural library, 77 protein chains were selected from the later release (Release 74, 1995) of PDB to be the targets of the present prediction method. All selected proteins are of <30% identity with one another, of length >50 residues and resolution better than 2.5 A. The secondary structure state of each residue of these proteins was assigned using the DSSP program (Kabsch and Sander, 1983) : state H was assigned as a helix, state E as /3 strand, and remaining states including 3|o helix were regarded as coil (state C).
3D-ID compatibility algorithm
The 3D-ID compatibility method developed by Matsuo and Nishikawa (1994, 1995) evaluates the fitness of a query sequence mounted on a given structure, using the compatibility functions, also referred to as pseudoenergy potentials. They are composed of four kinds of energy terms: (i) side chain packing, for evaluating residue-residue interactions with a pairwise potential depending on the distance, angle and amino acid types of two interacting residues; (ii) solvation, for assessing the preference of each amino acid residue for a certain degree of solvent accessibility; (iii) backbone hydrogen bonding, for estimating the relative strength of hydrogen bonds in a helix, j3 sheet, and others depending on a pair of residues; (iv) local conformation, expressing the preference of a single residue to adopt a particular main-chain conformational state of either a helix, /? strand, or three kinds of coil conformation states.
For a given structure, a 3D profile table is first constructed using the compatibility functions, and then the standard dynamic programming technique is applied to a query sequence and the structure (i.e. 3D profile table) to yield the optimum alignment (3D-ID alignment) and the compatibility score. The compatibility score is normalized in the SD (standard deviation) unit. Two kinds of score are used in the present study: one is the total compatibility score (S lol ) and the other is the compatibility score per residue CW"). both of which were defined by Matsuo and Nishikawa (1994) .
Prediction scheme
The first step of the secondary structure prediction scheme is to scan the structural library with a query sequence. After the 325 structures have been sorted with the compatibility score (S, o; ), the top 50 in the list are reserved and the remainder are discarded. In the next step, each of the 50 structures chosen is aligned against the query sequence according to the 3D-ID alignment. In this alignment, the secondary structure state of the X-ray structure (H, E or C) assigned to every residue site by the DSSP is to be placed so that 50 data of secondary structure in total are multiply aligned against the query sequence. In the final step, a secondary structure state is predicted for every residue site of the query sequence by taking the majority among the 50 observations (including gaps) at each site. In this process, weighting factors are introduced as follows.
For a given site of a query sequence, we have 50 X-ray data of the secondary structure consisting of H, E, C and G (gap). The number of each may be N a , Ng, N c and N g , respectively. Ignoring N g for a moment, three quantities of W a N a , W$Np and N c should be compared to choose the majority at the site, where W a and W 0 are the weighting factors for H and E states, respectively, and the weighting factor for C is prefixed to 1.
The optimum values of W a and training set of proteins.
p are adjusted later using a
Combination of two compatibility scores
The same prediction scheme as above could also be performed using the compatibility score per residue, S, o , res . The top 50 X-ray structures chosen with this score are different from those in the previous case, yielding a different result of prediction. The per residue score is not concerned with the total length of 3D-ID alignment. Thus, a small sized structure, say 100 residues in length, would be matched to part of a long query sequence, say 300 residues in length, to produce a high score of S to , res , whereas the total score (S,,, t ) in this case would not be so high among other combinations of the query versus structure. We used both procedures in combination, as shown in Figure 1 .
However, it is not straightforward to carry out the procedure with the per residue score, because it is frequently observed that the region covered by the 3D-ID alignment is limited and large uncovered regions are left in a query sequence. In other words, N g , the number of gaps and 'blanks' (uncovered regions described above) at a given site of a query sequence, is becoming large, making prediction difficult at the site. Thus, we set a threshold, N mw , which is the minimum Query sequence i [3D-ID compatibility search Pick up the top 50 proteins using compatibility score
1: if Nmin
Pick up the top 50 proteins using compatibility score per residue |Predict protein secondary structui F I Preditionofa-helix, 0 -strand or coil by I taking the majority among the observation I at each residue site Fig. 1 . Flow of the prediction procedure. A query sequence is fed into the 3D-ID compatibility program (Matsuo and Nishikawa, 1994) , in which a structural library containing 325 structures is searched through. Then, the process is bifurcated into two routes. In one, structures examined are sorted with the total compatibility score (S,,,,), and the top 50 are selected and aligned against the query sequence. In the other route, the same method is carried out but using the compatibility score per residue (S,,,,"')-Strings of secondary structures aligned against the query in both processes are joined together, 100 in total, and the majority among the three states is assigned at each site of the query according to equation (2), under the condition of equation (1) in the text. number of structures aligned against a given site of the query sequence, and if the condition in equation (1) is satisfied, prediction of the secondary structure is carried out at the site, but otherwise the prediction is given only by the procedure with S tol .
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Here, N gjes is the number of gaps (or blanks) at the site, arising in the procedure with 5, o , r ". The value of N mm is determined later.
A combined prediction with scores S,,,, and S,,,, r " is performed by taking the majority among the following three quantities:
and AN c . res )
where X is an adjustable factor, and N arcs , A^s and N^s are the number of respective secondary structures (H, E and C), aligned at a site in the procedure with S, ot res . At such a site that does not fulfill the condition of equation (1), the latter term of each quantity drops and the procedure becomes identical to that with S lol alone.
Filtering rules
The resulting raw prediction along a query sequence is refined by filtering (Mehta et al., 1995) . The following three successive cycles are processed in such a way that the result through a filter is used as the input of the next filter, (i) Single-position interruptions such that if two flanking sites are predicted of one structural state but the middle is of another state, the middle site is assigned according to the consistent flanks. For example, three successive predictions of (H, C/E, H) become (H, H, H) where C/E indicates C or E.
(ii) Double-position interruptions such that, in five positions, three sites are of one structural state and two middle sites are of another. For instance, (H, H, C/E, C/E, H) or (H, C/E, C/E, H, H) becomes (H, H, H, H, H). (iii) All helices < 3 in length and all strands < 2 in length are altered to coil predictions. For example, (H,H,H) changes to (C, C, C).
Measures of prediction accuracy
The performance measure recommended by most authors, i.e. the percentage accuracy (&), is used to evaluate the threestate prediction.
where N is the total number of residues predicted and q s is the number of residues of secondary structure type s that are predicted correctly. A more standard measure of accuracy is given by the Matthews' correlation coefficient (1975) 
Results
Size effects
In a preliminary study, it was found that the prediction results depend on the size of a query sequence. As the sequence length becomes longer, say >400 amino acid residues, the prediction accuracy declines sharply. This is ascribed to the 3D-ID compatibility method employed (Matsuo et aL, 1995) , which uses the structural library containing a limited number of large-sized structures (see Figure 2) . When a long sequence is fed into the program, the global alignment algorithm tends to be biased toward large-sized structures to gain the compatibility score, but produces a poor result. Therefore, we have limited the present prediction method to apply to input sequences of =s 400 amino acids. Matsuo and Nishikawa (1994) . The total number of structures is 325.
Optimization procedure
The protein chains of size ^400 amino acids were divided into two groups, by taking them one by one alternatively in the order of protein size. The resulting two data sets contained 34 protein chains each, and one of them was used as a training set (data set 1) and the other as a testing set (data set 2). Our intention was that adjustable parameters are first optimized by using the training set and the prediction method accomplished is then applied to the testing set to see the real efficiency.
Our method contains several kinds of adjustable parameters as described in Methods and algorithm: one is the weighting factors to the secondary structure states of a helix, /3 strand and coil, and the others are weight X and threshold N min (the minimum number of aligned structures), both of which are only used in the procedure with S M , re!C • At first, weighting factors W a and W@ were adjusted in the procedure with the total score (£,",), and then the values of X and /V min were determined in the combined procedure with S mt and S lllt res , using the weighting factors. The whole process was repeated once again to tune all the adjustable parameters to the best ones. Figure 3a shows variation of the average accuracy (Q 3 ) of prediction in the procedure with S lol , plotted against weighting factors W a and Wg. Also plotted in Figure 3b is a quantity defined as,
where N ap and N ao are the total numbers of predicted and observed residues in helix, and so on. This quantity, an indicator of imbalance between prediction and observation, should be small. For instance, at a point W a -W 0 = 1, the prediction accuracy seems to be not so bad (<2 3 > 68%), but the value of /V di rr is very large, indicating an excess prediction of coil conformations over regular secondary structures. The optimum of the weighting factors is a compromise between these two plots. The final values, obtained through the optimization cycles, are W a = 1.24 and W 0 -1.38. In Figure 4 , the prediction accuracy in the procedure with S, n , and S,,,, re '\ using the weighting factors above, is plotted against N m \ n . Together with a similar plot against weighting factor X (not shown), the optimum values were determined as N min = 40 and X = 1.26.
In addition, the number of structures (N su ) selected with the 3D-ID method is also an adjustable parameter, although it was fixed at 50 in this study. As the prediction accuracy was plotted against iV slr , a fairly smooth curve was obtained (not shown): the accuracy increases sharply up to /V slr = 10, then gently rises until N slr = 30, and reaches a plateau continued to N sU = 100. Therefore, we can use any number between 30 and 100 for N str , but we have chosen 50 merely because a smaller number might cause uncovered regions in 3D-ID alignments and a larger number should require a longer computation time.
Prediction for data sets I and 2
The final results of prediction for proteins of the training set (data set 1) are shown in Table I , where sample proteins are ordered with size. The range of prediction accuracy, Q 3 , is from 58.7% (1TCA) to 86.0% (2SPCa), yielding an average of 69.1% with a standard deviation of 6.4%. The Matthews' correlation coefficients [equation (4)] for the a, 0 and coil states are 0.54, 0.48 and 0.45, respectively. These would be good results, but obtained with the adjustable parameters optimized to the data set. Then, the same final prediction procedure was applied to the test set (data set 2) taken aside beforehand, and the results of Table II Table I : the accuracy ranges from 56.8% (2HTS) to 87.3% (1FLP), yielding an average of 69.3% with a standard deviation of 7.5%. The Matthews' correlation coefficients for the three states are 0.52, 0.48 and 0.44, respectively. The statistics of the prediction are summarized for both the data sets in Table  III . The general tendency, underpredictions for a helix and /3 strand and overpredictions for coil, is the same in both data sets 1 and 2, although the contents of the regular secondary structures are different between the two sets (27% a and 21% 0 versus 22% a and 26% /3 in data sets 1 and 2, respectively). These data imply that the optimization process of several kinds of adjustable parameters does not result in biasing toward the data set employed, and the present prediction method attains 69% accuracy on average as long as proteins =£ 400 residues are dealt with.
Here, it should be noted that the good predictions obtained by the present method resulted not from direct similarities detected by the 3D-ID compatibility method, but from statistics among the top 50 structures selected from the 3D-1D search. For example, looking at 50 structures selected for 1FLP in Table II , 24 of them are really of all-a type, whereas the others belong to different structure types (i.e. 15 a/j8, nine a + j8, and two all-/3 types). When compared to the secondary structure of the individual 50 structures with the 'correct' secondary structure of 1 FLP, the percent match between them (similar to the Q3 measure) ranges from 25 to 88%, yielding 60% on average. This average is much lower than 87.3%, the real prediction score for 1FLP (Table II) , obtained by taking the majority among the 50 structures at each site along the chain. Another example, for lYPTa of a/(l type, is more striking: the top 50 structures for it contain 26 a//3, 20 a + 18, two all-a, and two all-/3 types, and the percent match in the secondary structure between the individuals and the query is as low as 34% on average (range 22-46%), although the prediction accuracy attains 65.9% (Table II) . Therefore, a key factor in the present method seems to be not a structural similarity at the individual chain level, but a statistical accumulation of rather weak similarities in the top 50 selections.
Prediction for proteins greater than 400 residues
Our data set selected from the latest release of the PDB database contains nine proteins >400 residues long. When the final prediction procedure was applied to these samples (data set 3), the prediction accuracy was as low as 61.4% on average (Table IV) . The reason for this bad result would simply be the size effects as already mentioned. In order to examine this point more carefully, the proteins in data set 3 were subdivided into domains to prepare another set (data set 4) composed of 23 domains, all of which were <400 residues in size. The domains were defined according to the SCOP database (Murzin et al., 1995) . Then, the prediction was performed for data set 4, and the results are shown in Table  IV , together with the prediction statistics in Table V . The prediction accuracy averaged over 23 domains was 65.7%, with a standard deviation of 6.8%. The Matthews' correlation coefficients for the three states are 0.41, 0.40 and 0.20, respectively. The Q-x, accuracy was improved in comparison with that for proteins as a whole (data set 3), as expected. However, the figure is significantly lower than the 69% attained for data sets 1 and 2. This suggests that the size effect is not the sole reason for the deteriorating prediction for larger proteins and there would be something else affecting it as well. This point is discussed further in the next section.
Discussion
The present method of protein secondary structure prediction is based on the sequence-structure compatibility approach. The sequence of a query protein is threaded on model structures, one by one, in the structural library. Those structures yielding relatively high compatibility scores are Protein secondary structure prediction then selected, and the global alignment between a query sequence and a selected structure is used in the prediction. Because of this global alignment, this method is unique in comparison with others developed so far. The global feature of a query sequence, not local sequence information, is taken into account in a literal sense of the words. The efficiency of this strategy was verified with the results given in Tables I and  II . The 69% accuracy is one of the best ever attained with a single sequence as input. A protocol of multiple homologous sequences as input would gain an average accuracy of a few more percent (Rost and Sander, 1993; Yi and Lander, 1993) , although it was not attempted in the present study.
On the other hand, the global alignment brings about the issue of size effects: if a query sequence is not very long, the entire sequence could be mounted on a sufficient number of model structures whose sizes are about the same or larger than that of the query. However, if a long sequence is fed into the procedure, the entire sequence could no longer be mounted and only a part of it might be aligned to the whole length of a given structure. In the latter case, the global feature of an input sequence cannot properly be assessed. The upper limit of input sequence length depends on the size distribution of structures in the library used (Figure 2) , and in the present case it was empirically determined up to 400 residues long.
In fact, predictions for sample proteins of >400 residues, when the method was automatically applied to them, resulted in poor accuracy, as shown in Table IV . We thought that the reason was merely the size effect. Therefore, the fact that even the subdivision of those large proteins into domains did not fully recover the prediction accuracy (Table IV) was unexpected.
We have raised the following possibilities for this discrepancy, and examined each of them. First, between two data sets, one with proteins <400 residues (data sets 1 and 2, together) and the other with domains of proteins >400 residues (data set 4), there might be some difference in the quality of the X-ray structure data, which may lead to systematic differences in the secondary structure assignment with the DSSP program. To clarify this point, the homology method (Nishikawa and Ooi, 1986) , which is one of the conventional prediction methods and free from the size effect due to the local sequence information algorithm employed, was applied to both kinds of data sets. The average prediction accuracy (Q 3 ) obtained for data sets 1, 2 and 4 was 61.4, 59.3 and 58.9%, respectively. Since no significant difference was found between these figures, we can deny this possibility.
Other possibilities we examined are whether larger proteins have a different nature from smaller ones in sequence-structure relationships, e.g. having different propensities for the formation of secondary structures or being different in average hydrophobicity/hydrophilicity. If these differences really exist between extra large and 'normal' sized proteins, then the 3D-ID compatibility method would not work well for larger proteins even if they are broken down to smaller domains. These possibilities can be denied, however, for essentially no differences were found in the Chou-Fasman propensity parameters (Chou and Fasman, 1978) as well as average hydrophobicity (Kyte and Doolittle, 1982) of sequences, estimated from the two data sets. The analysis with the homology method mentioned above also suggested the same.
The remaining possibility is that the different average accuracy obtained for data set 4 compared with the other data sets resulted only because the sample proteins used were different. It is known that there exist certain kinds of proteins whose secondary structures are very difficult to predict with any kind of prediction method (Nishikawa and Noguchi, 1991) . Thus, we have to admit that domains in data set 4 contain such kinds of difficult proteins more often than do the data sets 1 and 2. In this connection, it is reminded that the difficulty in prediction may be related to the manner of folding of individual proteins (Nishikawa and Noguchi, 1991) . In some proteins, the folding may be dominantly driven by local sequence information or global features, while in some others both the local and global features work in harmony. In the present study, we stressed incorporating only the global features of a protein into the prediction method. However, incorporation of both local as well as global features would lead to a more efficient method. This should be a subject to be pursued in the future.
