Abstract. We show that the singular holomorphic foliations induced by dominant quasi-homogeneous rational maps fill out irreducible components of the space Fq(r, d) of singular foliations of codimension q and degree d on the complex projective space P r , when 1 ≤ q ≤ r − 2. We study the geometry of these irreducible components. In particular we prove that they are all rational varieties and we compute their projective degrees in several cases.
where the a i are homogeneous polynomials of degree d + 1 in variables x 0 , . . . , x r , with complex coefficients. Assume that r i=0 a i x i = 0, so that ω descends to the complex projective space P r and defines a global section of the twisted sheaf of 1-forms Ω 1 P r (d + 2). The space of codimension one foliations of degree d on P r is the algebraic subset of P H 0 (P r , Ω 1 P r (d + 2)) consisting of the 1-forms ω that satisfy the Frobenius integrability condition and has zero set of codimension at least two, i.e., F(r, d) = ω ∈ P H 0 (P r , Ω 1 P r (d + 2)) | ω ∧ dω = 0 and codim sing(ω) ≥ 2 . For the study of the irreducible components of F(r, d) we refer to e. g. [2] and [10] .
Stability of quasi-homogeneous pencils.
One of the first results on the subject is due to Gómez-Mont and Lins Neto [7] who proved that there are irreducible components R(r, d, d) ⊂ F(r, 2d − 2), r ≥ 3, whose generic element is a foliation tangent to a Lefschetz pencil of degree d hypersurfaces. Their proof explores the topology of the underlying real foliation and relies on the stability of the Kupka components of the singular set and on Reeb's Leaf Stability Theorem. Using similar methods they recognized for r ≥ 4 other irreducible components R(r, d 0 , d 1 ) ⊂ F(r, d 0 +d 1 −2) with generic member tangent to a quasi-homogeneous pencil λF p0 − µG p1 with p 0 and p 1 relatively prime natural numbers satisfying
Later Calvo-Andrade [1] extended Gómez-Mont-Lins Neto result about quasi-homogeneous pencils to dimension three. His proof has an extra dynamical ingredient -the stability of leaves carrying non-trivial holonomy.
In fact in both of the above mentioned papers the authors do not restrict to P r and prove their results for foliations on an arbitrary projective manifold M with dim M ≥ 3 and H 1 (M, C) = 0. An alternative proof of the above results based on extension techniques of transversely euclidean structures has been carried out by Scárdua in [15] . 1.3 . Infinitesimal stability of quasi-homogeneous pencils. Although full of geometric insights the above mentioned works do not seem to shed any light on the scheme structure or the geometry of R(r, d 0 , d 1 ). The present article stems from an attempt to understand these problems.
Using infinitesimal techniques, as in [4] , we describe the Zariski tangent space of R(r, d 0 , d 1 ) at a generic point and arrive at a proof that R(r, d 0 , d 1 ) -with the natural scheme structure given by the Frobenius integrability condition-is generically reduced. More precisely if R(r, d 0 , d 1 ) denotes the closure of the image of the rational map
then our first result reads as follows. As explained above the only novelty in Theorem 1, besides the method of its proof, is what concerns the scheme structure over a generic point. For a more precise statement see Theorem 2.1 in §2.
The main content of this article is the generalization of Theorem 1 to foliations of higher codimension.
Foliations on P
r of higher codimension. Let ω be a homogeneous q-form on C r+1 with coefficients of degree d + 1 that is annihilated by Euler's vector field. As before ω can be interpreted as a section of the sheaf of twisted differential q-forms Ω q P r (d + q + 1). We recall from [13] (see also [4] ) that ω defines a degree d holomorphic foliation of codimension q on P r if it satisfies both Plücker's decomposability condition It is therefore natural to set F q (r, d), the space of codimension q holomorphic foliations of degree d on P r , as ω ∈ P H 0 (P r , Ω q P r (d + q + 1)) ω satisfies (1), (2) and codim sing(ω) ≥ 2 .
1.5.
Infinitesimal stability of quasi-homogeneous rational maps. If one interprets the elements of R(r, d 0 , d 1 ) as foliations tangent to the fibers of rational maps
then a possible counterpart in the higher codimension case are the foliations tangent to dominant rational maps P r P q . When q = r − 1 there is no hope to establish a stability result even for a generic rational map. Indeed, under this constraint both Plücker's condition and the integrability condition are vacuous. Thus F r−1 (r, d) can be identified with an open subset of P H 0 (P r , Ω r−1
It is well known that for d ≥ 2 a generic element of this space has no algebraic leaves, see for instance [3] .
For 1 ≤ q ≤ r − 2 fix integers d 0 , . . . , d q and consider homogeneous polynomials F i of degree d i for i = 0, . . . , q. Assume that the q-form
is non-zero. It is easy to check that ω satisfies both (1) and (2) since
, where the a ij are homogeneous polynomials. Moreover, it defines a foliation tangent to the fibers of the map
the closure of the set of foliations that can be written in the form (3) . It is the closure of the image of the rational map
Notice that for q = 1 we recover the definition of R(r,
As far as we know there is no information in the literature concerning the geometry of the irreducible components of F q (r, d) so far.
1.6. Geometry of the rational components. In Section 3 we initiate this study through an investigation of the parameterization ρ. Besides computing the dimension of R(r, d 0 , . . . , d q ), we prove the following. By its definition, R(r, d 0 , . . . , d q ) is unirational. The proof of rationality relies on the construction of a variety X that sits as an open set in the total space of a tower of Grasmmann bundles, together with a birational morphism p : X → R(r, d 0 , . . . , d q ).
In general we do not know how to naturally compactify X to a projective variety where p extends to a morphism. Albeit, in a number of cases we are able to do that and obtain, with the aid of Schubert Calculus, formulas for the degree of the projective subvarities
For example the first few values for the degree of R(r, 2, 2, 2) are listed below. In this first section we present our proof of Theorem 1. All the arguments will be reworked later in greater generality. We felt the exposition of this particular case of Theorem 2 would improve the clarity of the paper.
For simplicity, let us denote by (4) S e = H 0 (P r , O P r (e)) the vector space of homogeneous polynomials of degree e in r + 1 variables, and
so that our rational map ρ is
If p 0 and p 1 denote the unique coprime natural numbers such that
where the last equality of differential forms is up to multiplicative constant. We remark that
Therefore, the closure of the leaves of the singular foliation defined by the integrable 1-form ρ(F 0 , F 1 ) are irreducible components of the members of the pencil of hypersurfaces of degree
2.1. The Zariski tangent space of F. For a scheme X and a point x ∈ X we denote by T x X the Zariski tangent space of X at x. If P (V ) is the projective space associated to a C-vector space V and denoting π : V − {0} → P (V ) the canonical projection, for each v ∈ V we have a natural identification
where (v) denotes de one-dimensional subspace generated by v. With slight abuse of notations, the Zariski tangent space T ω F of F at a point ω is represented by the
that is, such that
where the equivalence is implied by the following variant of Euler's formula for homogeneous polynomials.
Lemma 2.1. If η is a homogeneous q-form with degree d coefficients then and let Θ ∈ Ω q+1 (C r+1 ) be the (q + 1)-form given by
(a) Suppose that q < r and codim sing(Θ) ≥ 2. If η ∈ Ω 1 (C r+1 ) is a homogeneous polynomial 1−form such that Θ ∧ η = 0 then there exist homogeneous polynomials a 0 , . . . , a q such that
Remark 2.1. The hypothesis q < r in (a) and q < r − 1 in (b) are not really necessary. For instance in item (b) the singular set sing(Θ) equals the locus where the (q + 1) × (r + 1) Jacobian matrix (∂F i /∂x j ) has rank ≤ q. Hence sing(Θ) is empty or has codimension at most r + 1 − q. When q ≥ r − 1 it follows that codim sing(Θ) ≥ 3 implies that Θ has no singularities. We conclude that F 0 , . . . , F q are linearly independent linear forms and the conclusion trivially holds true in this case.
In face of Lemma 2.2 it is natural to define the open subset
The next result will imply the infinitesimal stability of quasi-homogeneous pencils corresponding to points of U. It is a simple particular case of Proposition 3.1. The iteration argument in the proof is generalized in Lemma 4.2. We feel it is worthwhile to write it here for the sake of clarity.
Then the derivative
is surjective. In other words, ρ is a submersion over U.
Proof. It is convenient to write
Then, the derivative of ρ at the point (F 0 , F 1 )
) represent an element of T ω F, that is, dω ∧ dη = 0. We shall prove that η belongs to the image of dρ(F 0 , F 1 ), i.e.,
Since dω = dF 0 ∧ dF 1 , applying the division Lemma 2.2 to dη it follows that there exist homogeneous 1-forms α and β such that
Notice that dη is a 2-form with coefficients homogeneous polynomials of degree
Hence the coefficients of α (resp. β) are homogeneous of degree d 1 − 1 (resp. d 0 − 1). Applying exterior derivative we find
Multiplying by dF 1 we get dα ∧ dF 0 ∧ dF 1 = 0. From lemma 2.2 applied to dα we deduce
where α ′ and α ′′ are 1-forms with coefficients homogeneous polynomials of respec-
where β ′ and β ′′ are 1-forms with coefficients homogeneous polynomials of respec-
By the considerations above regarding degrees, α ′ = β ′′ = 0. Thus α and β are closed 1-forms. Therefore α = −dF
Repeating the argument of the previous case we obtain a sequence of 1-forms β i , i ∈ N, such that
Comparing degrees it follows that, for k ≫ 0, β k = 0. Thus dβ k−1 = 0 and there exists a homogeneous polynomial
Iterating this, we conclude that β = β 0 = b 1 dF 1 + db 0 and therefore
2.2. Proof of Theorem 1. As a matter of fact we prove the following slightly more precise statement.
) is smooth and reduced at the points of U.
Proof. Write as before ρ : P F, where
is surjective and also factors through T ω R ⊆ T ω F. Then T ω R = T ω F. It follows that R is an irreducible component of F and F is reduced at the generic point of R.
Stability of quasi-homogeneous rational maps
In this section we exhibit some previously unknown irreducible components
where F j ∈ S dj is a homogeneous polynomial of degree d j in r + 1 variables, and
We call ω a rational q-form in P r of type (d 0 , . . . , d q ). More precisely, R(r, d 0 , . . . , d q ) is defined as the closure of the image of the rational map (9) ρ :
induced by the multilinear map
The base locus of ρ is described in (16) below. As in the previous section, we define the open subset
With notation as above, our main purpose in this section is to prove the following Theorem 3.1, which is a more precise version of Theorem 2 of the Introduction.
The strategy is the same as the one used to prove Theorem 2.1. Let us denote by F = F q (r, d). The scheme F is defined by the quadratic equations
for all J ⊂ {0, . . . , r} of cardinality q − 1.
The tangent space T ω F of F at a point ω is represented by the forms
. . , r} of cardinality q − 1. Expanding, one obtains
In order to work out ω ′ from (12) we will need a pair of technical results.
3.1. Lemmata. The first technical Lemma is a generalization of Lemma 2.2 that will be a central tool in the rest of this article.
Proof. For the second item let U be an open covering of C r+1 \ sing(Θ). Since codim sing(Θ) ≥ 3 we can assume that over each open set U ∈ U our set of functions is part of a coordinate system on U . It is then clear that
It follows from Saito's Lemma [14] that there exists a unique (q + 1) × (q + 1) matrix
Of course the collection of matrices A U∩V with (U, V ) ranging in
with M being the vector space of (q + 1) × (q + 1) matrices.
The hypothesis codim sing(Θ) ≥ 3 implies that this cohomology group is trivial, see for instance [6, pg. 133 ]. Therefore we may write A U∩V = A U − A V where A U , A V are matrices of holomorphic functions in U resp. V . We can thus set    α 0 . . .
as the sought global 1-forms at least over C r+1 \ sing(Θ). To conclude one has just to invoke Hartog's extension Theorem to ensure that these 1-forms extend to C r+1 .
By expanding in its homogeneous components both sides of the equality
it can be easily seen that if η is a homogeneous polynomial q-form then the 1-forms α 0 , . . . , α q can be assumed homogeneous polynomial 1-forms.
The second technical Lemma in this subsection replaces the iteration argument in the proof of Theorem 2.1
) the following conditions are equivalent:
Proof. It is clear that (b) implies (a). Let us prove the converse, by induction on e ∈ N. If (a) holds, applying exterior derivative we get
By the hypothesis on the F j and Lemma 2.2,
. Since e − d k < e, the inductive hypothesis applies to A k and yields
Since i R α = 0, we have e·α = i R dα. Applying i R we obtain, after a little calculation
3.2. Surjectivity of the derivative and proof of Theorem 2. Now we are ready to complete the proof of Theorem 3.1 and hence of Theorem 2 of the Introduction. The proof follows from Proposition 3.1 below combined with the same argument used in the proof of Theorem 2.1.
Proof. At a point F = (F 0 , . . . , F q ) belonging to the domain of ρ the derivative
is calculated by multilinearity as
Since dω is a constant multiple of dF 0 ∧ · · · ∧ dF q (see Lemma 2.1 ), by exterior multiplication with dF j we obtain
. Applying exterior derivative we find
Taking wedge product with dF j we get
for all j. Therefore, thanks to Lemma 2.2,
for some G j ∈ S dj and H jk ∈ S dj −d k (we use the convention S e = 0 for e < 0). Replacing in (14) above we have (15) and taking (13) into account, we obtain
where
G j . Therefore dρ(F ) is surjective, as claimed.
Geometry of the parametrization
In this section we analyze the parametrization
4.1. Base locus. Let us start by describing the base locus B(ρ) of ρ.
If i R (dF 0 ∧ · · · ∧ dF q ) = 0, applying exterior differentiation and Lemma 2.1 we obtain that dF 0 ∧ · · · ∧ dF q = 0. This means that the Jacobian matrix of F 0 , . . . , F q has rank < q + 1 everywhere, that is, the derivative of the map
defined by F (x) = (F 0 (x), . . . , F q (x)) has rank < q + 1 at every x ∈ C r+1 . This is equivalent to the fact that F is not dominant, that is, f (F 0 , . . . , F q ) = 0 for some non-zero polynomial f ∈ C[y 0 , . . . , y q ] (i.e., the F j are algebraically dependent). We thus obtain
For q = 1 the set theoretical description of ρ is rather simple:
For k > 1 the same set theoretical description is considerably more complex and we will carry it out only in very particular cases in §5.
Beware that the scheme structure of B(ρ) is often non-reduced, see §5. 4 . At any rate, we register the following easy consequence of Lemma 2.1.
Then the base loci of ρ and ρ are one and the same as schemes.
We still denote by i R : P (V ) → P (W ) the projectivization. Since the image of ρ lies in P (V ) and ρ = i R • ρ, the assertion follows. This is tantamount to declaring each variable y i to be of degree d i .
We denote by S q,d,e the C-vector space of all such polynomials and write its dimension as N (q,d, e). Notice that N (q,d, e) = dim S q,d,e can be expressed by the Hilbert series
.
Throughout we will assume that the vector of natural numbersd ∈ N q+1 is non-decreasingly ordered, i.e.,
Defineē =ē(d) = (e 1 , . . . , e k ) such that e i < e i+1 and ∪ 0≤i≤q {d i } = ∪ 1≤i≤k {e i }. If n i stands for the number of times the natural number e i appears ind then the pair (ē,n), wheren = (n 1 , . . . , n k ), determinesd.
Set q j = −1 + 1≤i≤j n i , and for l = 1, . . . , k ).
Clearly, for each f ∈ S q,d,ej , no variable y i with weight d i > e j occurs in f ; thus
Denote by E q+1 = End(C q+1 ) the set of all polynomial maps f : C q+1 → C q+1 . It is a ring under sum and composition of maps. If f = (f 0 , . . . , f q ) ∈ E q+1 , we say that f is of typed if f i is weighted homogeneous of typed and degree d i , for all i = 0, . . . , q. are of typed then f • g is of typed. Moreover, the set
|f is of typed and df (0) is invertible} is a group.
We have G = GL(q,d) is closed under compositions. It remains to show that every element is invertible in G. Let us denote the block of variables of weight e i by y 1 = y 0 , . . . , y q1
(weight e1)
, y 2 = y q1+1 , . . . , y q2
(weight e2)
, . . . , y k = y q k−1 , . . . , y q k (weight e k )
The main point is that each f ∈ G has the following triangular shape,
Here
where h ij (y i ) is in fact linear in the block of variables y i of weight e i . Indeed, since e i+1 > e i , no y i+1 occurs in f i . Thus f can be written as
Now we see that df (0) is made up of blocks of the linear maps
Hence invertibility of the former is equivalent to dh i ∈ GL ni ∀i. Thus, given (z 1 , . . . , z q ) = (f (y)), one can solve successively
The group GL(q,d) naturally acts on the domain of µ (cf. 9):
In other words, considering F as a polynomial map F : C r+1 → C q+1 , the action is just composition with a polynomial map f : C q+1 → C q+1 which belongs to GL(q,d).
4.3.
The fibers of ρ. The key tool for the description of the fiber of ρ and the proof of Theorem 3 is the following Proposition. 
Multiplying by dG j we obtain dG j ∧ dF 0 ∧ · · · ∧ dF q = 0. Since F is generic, it follows by the division lemma that the dG j are linear combinations of the dF k . The coefficients may be chosen as homogeneous polynomials, necessarily of the stated degree.
(c) ⇒ (b): Using the hypothesis and calculating wedges we have
Now det(A) is a non-zero homogeneous polynomial, and its degree is zero, so it is a constant, thereby proving the claim.
(d) ⇒ (e): Let f j = α c α y α , where α ∈ N q+1 and c α ∈ C, so that G j = α c α F α . Write f j = g j + h j where g j is the sum over the exponents α such thatd · α = d j . We have h j (F ) = 0 by the homogeneity of G j and of the F k . Therefore we may take f j = g j , the weighted homogeneous polynomial that we needed. Uniqueness is clear since the F k are algebraically independent. Finally, setting f = (f 0 , . . . , f q ), since
it follows that det(df ) = det(df (0)) is a nonzero constant. Lemma 4.2. Let F = (F 0 , . . . , F q ) ∈ S d0 × · · · × S dq be generic. Let G be a homogeneous polynomial of degree e such that dG = 0≤k≤q A k dF k for some
Proof. We proceed by induction on e. The assertion is clear for e = 0. Taking exterior derivative we have
. . , F q ) we obtain the claim. Uniqueness and weighted homogeneity were argued before.
. . , f q (F )) with µ the multilinear map inducing ρ as in (9) .
Proof. The assertion follows from the equivalence (a) ⇐⇒ (e) in 4.2.
Corollary 4.1. We have the formula for the fiber dimension,
A natural factorization and proof of Theorem 3. We will now proceed to describe a tower of open subsets of Grassmann bundles birational to R(r,d).
We preserve the notation of Subsection 4.2. Start with Y 0 = G(n 1 , S e1 ), the grassmannian of n 1 -planes in S e1 . Let X 1 ⊂ Y 1 be the open subset defined as
Now let A 2 → X 1 be the vector subbundle of the trivial bundle S e2 × X 1 with fiber over
Recalling Lemma 2.2(a), and the above considerations on weighted homogeneity, we have in fact
Let Y 2 = G(n 2 , S e2 /A 2 ) be the Grassmann bundle over X 1 . Notice that, for an element
is well-defined up to a non zero multiplicative constant. Therefore we can set X 2 ⊂ Y 2 as the open subset defined by
Continuing, we have a vector subbundle A 3 of S e3 × X 2 with fiber
As before, this is isomorphic to S q2,d2,e3 . Proceeding this way, we arrive at an open subset X = X k ⊂ Y k where Y k → X k−1 is the Grassmann bundle G(n k , S e k /A k−1 ). Clearly X is a rational variety just like all Grassmann bundles over rational varieties. Using Proposition 4.2, we arrive at a birrational map from X to R(r,d). It follows that R(r,d) is rational and this concludes the proof of Theorem 3 5. Degree calculations Letd = (d 0 , . . . , d q ),ē,n, . . . be as in the previous section. Here we proceed to find the degree of the projective variety
in some cases. We shall time and again profit from the following consequence of Proposition 4.1. We consider ρ :
Thus we see that all degree calculations can be lifted from P (W ) ⊂ P H 0 (P r , Ω q (d + q + 1)) to P (V ).
Linear projections of grassmannians.
When q 1 = q, i.e. all the degrees d i are equal to e 1 , the variety X constructed in §4. 4 is an open subset of the grassmannian G(q, S e1 ). It follows that the morphismρ : X → R(r,d) gives rise to a rational map
Notice thatρ is the composition of Plücker's embedding with a central projection
It is a simple exercise to show that G(q + 1, S e1 ) is disjoint from the center of this projection if, and only if, q = 1 or d 0 = · · · = d q = 1. In both cases the degree of these components is equal to the degree of the corresponding grassmannians under Plücker's embedding (see e. g. [12] ). More precisely, setting N = (q + 1)(r − q) = dim G(q + 1, r + 1), we have
where 
is the sheaf of ideals defining the base locus. If D denotes an effective Cartier divisor
⊇ U in such a way that the pullback of the hyperplane bundle is φ 
is schematically equal to the image of the Veronese-like embedding
Thus a single blowup π : X → X along Y resolves the indeterminacy i.e., the induced map ρ : X → R(r,d) is a morphism. Indeed, write the tautological sequence of G(3, S 2 )
and likewise for G(2, S 1 ),
The fiber of R 2 over F ∈ X is the space F 0 , F 1 , F 2 spanned by three independent quadratic forms. In order to find the pullback of the hyperplane class via the resolved map
we have at first
The indeterminacy locus, Z ⊂ X, of ρ : X R(r,d) is the scheme of zeros of the slant arrow,
⋆ , whence the ideal sheaf of Z appears as the image
We claim that Z is equal to the image of v : G(2, S 1 ) / / G(3, S 2 ). Indeed, first note that Z is invariant under linear change of coordinates in P r . Since it is closed, it must contain a closed orbit of G(3, S 2 ). There are just two closed orbits, to wit those given by the representatives: x performed below shows that Z is of dimension at most 2(r − 1). Since Z contains the image of G(2, S 1 ), it is in fact smooth and equal to that image. The tangent space is given by the equation
We'd like to deduce that the subspace consisting of triples
defined by the system just above must be of dimension dim G(2, S 1 ) = 2(r − 1).
We see that
F 0 is independent of x 2 , . . . , x r . Thus, no monomial x m x n , 2 ≤ m, n ≤ r appears in the F i . It follows that the F i are of the form
with the a ij ∈ C[x 2 , . . . , x r ] homogeneous of degree one. We have then
This implies a 20 = a 21 − 2a 10 = a 00 − 2a 11 = a 01 = 0. Hence the F i depend exactly on 2(r − 1) parameters. This achieves the verification that Z = v(G(2, S 1 )).
Pulling back the surjection (21) to the blowup π : X → X, we find the surjections
with E = π −1 Z, the exceptional divisor. This yields the formula
E). It follows that the pullback of the hyperplane class is given by
where q 1 = c 1 Q 2 (see 19). Since ρ is generically injective, the degree of the image can be calculated as deg R(r, 2, 2, 2) =
, we see that the degree is given by
Using projection formula, we are reduced to the calculation of • the Plücker's degree of G(3, S 2 ) for the term with i = N , and
• the contribution of π ⋆ (E)
where N stands for the normal bundle of the embedding v and
The minus signs come from the formula
. The Segre classes of the normal bundle are obtained from the usual exact sequence
By definition of v, we have v ⋆ R 3 = Sym 2 R 2 . Using schubert [11] , we find,
A maple script is available at [16] .
5.3. Bundles of projective spaces. When k = 2 and n 2 = 1, the variety X constructed in §4. 4 is an open subset of a projective bundle over an open subset of a grassmannian. In general we do not know a manageable compactification. Even when we can compactify X as above, the scheme structure of the base locus ofρ can be non reduced and is far form being understood in general. Nevertheless in the following three cases we are able to handle the degree:
• q = 1 and d 0 divides d 1 .
• arbitrary q but k = 2 and
• q = 1, d 0 = 2 and d 1 = 3.
5.3.1.
First Case: q = 1 and d 0 divides d 1 . This is in fact the only case for which we got a closed formula. Now the natural parameter space is the projective bundle
described in the sequel. Write the tautologic line subbbundle over P (S d0 ),
Taking symmetric power, we have the exact sequence
which defines the vector bundle S d1 . The fiber of S d1 over each F 0 ∈ P (S d0 ) is the quotient vector space S d1 / F κ 0 . Thus we have
The pullback of the hyperplane class via the map ρ is obtained as follows. Form the diagram
where the vertical map is defined by
Composing the slant arrow α with the natural homomorphism
we get zero since dF 0 ∧ d(F κ 0 ) = 0. Hence α passes to the quotient,
we finally find the line subbundle,
The last map is injective at the point (x d0 1 , x d1−1 1
x 2 ), which is a representative of the unique closed orbit of P S d1 . Hence it is injective everywhere. Alternatively, since F κ 0 , F 1 are linearly independent, the rational map P r P 1 they define is non-constant, hence dF 0 ∧ dF 1 = 0. Thus, the pullback to X of the hyperplane class of the projective space
, which comes from the base P (S d0 ), and
, the relative hyperplane class. With the notation as in (18), we have
for the fiber dimension of P S d1 → P (S d0 ). The sought for degree is (24)
The last equality follows from the calculation of the Segre class s(
− 2 11 2 = 55. By constrast, the degree of the Segre varietyP 3 × P 9 ⊂ P 39 of which the image of ρ is a rational projection, is equal to 
A natural parameter space is the projective bundle over the grassmannian G = G(q, S 1 ) defined as follows. Write the tautological sequence
The fiber of R q over F ∈ G is the space F 0 , . . . , F q−1 spanned by linear forms. Now the last polynomial F q is taken as a class in the projective space
The natural homomorphism Sym d R q → S d is injective; it corresponds to an instance of the vector bundle A 2 described in 4.4. Form the projective bundle ) is equal to h + q 1 , where h stands for the relative hyperplane class of the projective bundle X → G and q 1 = c 1 Q. By general principles, the degree is given by
Note that the rational map
Here s i = c i (Sym d R). For q = 2, r = 3 we find 
We look closer at the indeterminacy locus of
It is, set-theoretically,
Lemma 5.1. The tangent space to the scheme of indeterminacy B = B( ρ) is the subspace
Proof. The tangent space to the scheme of indeterminacy is the set of pairs (
By division, we must have 2dG
Plugging back in a previous relation, we find 2dG
Conversely, it is easy to see that for such
′ is a multiple of dL, hence (26) holds.
Set V = B red ∼ = P (S 1 ). Thus B is a multiple structure or thickenning of V. The tangent sheaf to B is in fact a vector bundle of rank dim P (S 2 ). We have the exact sequence of vector bundles over V,
where N V/B stands for the normal bundle of V ⊂ B. We register the formula rank N V/B = r + 2 2 − r = r + 1 2 + 1.
We look at the blowup X ′ → X along V. Denote by E ⊂ X ′ the exceptional divisor. Recall we have E ′ = P N V/X , the projectivization of the normal bundle of V ⊂ X Lemma 5.2. We assume r ≤ 5. Let ρ ′ :
be the rational map induced by ρ and denote by B ′ ⊂ X ′ the indeterminacy scheme of ρ ′ . Then we have
the projectivization of the normal bundle of V in its thickenning B.
Proof. We look at the diagram of tangent/normal bundles over V,
which tells us that P N V/B embeds naturally into
a small arc in X \ V for ε = 0. Hence it lifts to an arc in X ′ \ E ′ which hits x ′ ∈ E ′ for ε = 0. As in (26) we find for ε = 0,
Now if x ′ is not in the indeterminacy locus, B ′ , then we must have 
Since the right hand side must be (projectively) independent of representatives of
Thus we also have codim B ′ = rank N B ′ /X ′ = N 3 + 1. Unfortunately, for the other inclusion we don't know how to proceed coordinatefreewise. Using coordinates, with the help of computer algebra (singular), it can be checked (see [16] ) that B ′ is smooth and of the right dimension dim P N V/B . This requires fixing r to low values, e.g., r ≤ 5. Here is an outline of the calculation for r = 2. We take affine coordinates a 1 , . . . , a 5 , b 1 , . . . , b 9 for P (S 2 )×P (S 3 ). Set
We compute dF ∧ dG expanding the 2×2 minors of the 2×3 matrix with rows the gradients of F, G. We find three cubics as coefficients of dx 0 ∧ dx 1 , dx 0 ∧ dx 2 , dx 1 ∧ dx 2 . The indeterminacy locus, B, is given by the ideal spanned by those thirty coefficients. Its jet of order one is spanned by nine independent linear equations, in agreement with the expected tangent space dimension, to wit, 5, the freedom of the quadric F . Continuing, we find next the local equations of the bi-Veronese, eliminating c 1 , c 2 from the 5+9 equations obtained from the conditions
The pullback of the hyperplane class via ρ ′′ can be written as and h i the hyperplane class of each factor in X = P (S 2 ) × P (S 3 ). The coefficients m i will be determined using the Remark 5.1 and excision (cf. [5, 1.8, p. 21] ). Over U = X\V only h 1 , h 2 survive and we have ρ First we collect coefficients of e ′′ , then take the pushforward to X ′ using our knowledge of the normal bundle of B ′ ⊂ X ′ and so on till X. Thus 
We also recall that, for any exact sequence of vector bundles
we have the formula for the normal bundle of P (E ′ ) ⊂ P (E)
In view of (27), this yields
The actual calculation is best performed using computer algebra. A script using Singular [8] is available at [16] . A sample of the first few values is listed below. As a final remark we mention that there is compelling computer algebra evidence indicating that the case of bidegree (2,3) carries over to the case (2, 2m + 1) with slight modifications. The indeterminacy locus of the rational map X = P (S 2 ) × P (S 2m+1 ) P(S 2m+1 ⊗ 2 ∧ S is a polynomial in t of the same degree 27 as above.
