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Abstract
In reinforcement learning, the TD(λ) algorithm is a fundamental policy evalua-
tion method with an efficient online implementation that is suitable for large-scale
problems. One practical drawback of TD(λ) is its sensitivity to the choice of the
step-size. It is an empirically well-known fact that a large step-size leads to fast
convergence, at the cost of higher variance and risk of instability. In this work, we
introduce the implicit TD(λ) algorithm which has the same function and compu-
tational cost as TD(λ), but is significantly more stable. We provide a theoretical
explanation of this stability and an empirical evaluation of implicit TD(λ) on typ-
ical benchmark tasks. Our results show that implicit TD(λ) outperforms standard
TD(λ) and a state-of-the-art method that automatically tunes the step-size, and
thus shows promise for wide applicability.
1 Introduction
In reinforcement learning (RL), the TD(λ) algorithm [13] is a fundamental method for value function
estimation. The efficient online implementation of TD(λ), which has a complexity linear in the
number of features, makes it particularly effective for problems with a large number of features
when paired with linear function approximation. Indeed, TD(λ) has been successfully applied to
large-scale domains [11].
One practical drawback of TD(λ) is its sensitivity to the choice of the step-size. It is an empirically
well-known fact that a large step-size leads to faster convergence, at the cost of a higher variance and
a higher risk of instability. There have been several studies that tried to solve the step-size problem
[5, 7, 9, 12] through adaptive step-sizes or variance reduction techniques. However, all of these
methods do not deal with the stability issue and are prone to divergence when the initial step-size
is misspecified [4]. Naturally, the step-size problem is also a well-known difficulty in stochastic
gradient descent (SGD) algorithms. Recently, implicit SGD was introduced and it was shown to
be asymptotically identical to standard SGD as a statistical estimation method, but significantly
more stable in small-to-moderate samples [16]. The stability properties of implicit SGD can be
motivated either through its connection to proximal methods in optimization [1, 18], or through its
interpretation as a shrinkage method in statistics [17].
Inspired by [16], in this work we introduce the implicit TD(λ) algorithm, and show that it also enjoys
better stability properties than standard TD(λ). We provide a theoretical explanation of this stability
by introducing a novel bound on the maximal weight change in each TD(λ) iteration, and showing
that for implicit TD(λ) this change is suitably contained. In addition, we present an empirical
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evaluation of implicit TD(λ) when applied within a SARSA [13] policy improvement algorithm, and
show that it outperforms standard TD(λ) and the Alpha-Bound method [4] on several benchmark
tasks.
Related Work. Proximal methods have been used for stabilization of stochastic iterative solutions
of a linear equation Ax = b where A is singular or nearly-singular [18]. Regularization methods
have also been applied for more stable, off-policy learning [8, 10]. Another notable algorithm that
was introduced recently is the gradient temporal-difference algorithm (GTD) [14] which is more
stable than TD(λ) by keeping less-varied estimates of the TD errors through averaging. In regard
to adaptive step-sizes, the state-of-the-art Alpha-Bound method [4] is based on the heuristic that
the TD error should not change sign between subsequent updates. Our work is distinct because it
combines three important properties of a learning algorithm. First, it is simple since it is based on
a simple variation of standard TD(λ), and thus inherits its known convergence properties. Second,
it is trivial to implement – see Equation (2) – and has complexity that is linear in the number of
features. Third, it is stable because, as an implicit method, it incorporates second-order information
by its definition [17].
2 Explicit and Implicit TD(λ)
In this section we review the standard TD(λ) algorithm, and present the implicit TD(λ) method.
2.1 Background
Consider a Markov reward process (MRP) in discrete time with a finite state spaceX , an initial state
distribution ξ0, transition probabilities P (x′|x), where x, x′ ∈ X , and a deterministic and bounded
reward function r : X → R. We assume that the Markov chain underlying the state transitions is
ergodic and uni-chain, so that it admits a stationary distribution ξ∞. We denote by xt and rt the
state and reward, respectively at time t, where t = 0, 1, 2, · · · .
Our goal is to learn the weights w ∈ Rk of an approximate value function V (x;w) = w>φ(x) ≈
V (x)
.
= E [
∑∞
t=0 γ
tr(xt)|x0 = x] , where φ(x) ∈ Rk is a state-dependent feature vector, and
γ ∈ (0, 1) is a discount factor. For brevity, in the sequel we denote φt = φ(xt) and rt = r(xt).
2.2 TD Algorithms
TD(λ) algorithms calculate the approximation weights w iteratively, using sampled state transitions
and rewards from the MRP. The standard TD(λ) algorithm [13] updates w according to
wt+1 = wt + αt
[
rt + γφ
>
t+1wt − φ>t wt
]
et,
where the eligibility trace et ∈ Rk is updated according to et = γλet−1 + φt. Note that since
φt = et − γλet−1, standard TD(λ) may also be written as
wt+1 = wt + αt
[
rt + γφ
>
t+1wt + γλe
>
t−1wt − e>t wt
]
et.
We now introduce the implicit TD(λ) algorithm. To discriminate from standard TD(λ), we denote
the weights for implicit TD(λ) bywimt . The implicit TD(λ) algorithm updates the weights as follows:
wimt+1 = w
im
t + αt
[
rt + γφ
>
t+1w
im
t + γλe
>
t−1w
im
t − e>t wimt+1
]
et. (1)
Note that Eq. (1) is implicit because wimt+1 appears in both sides of the equation. Using the Sherman-
Morrison formula, Eq. (1) may be solved for wimt+1 as follows:
wimt+1 =
(
I − αt
1 + αt||et||2 ete
>
t
)(
wimt + αt
[
rt + γφ
>
t+1w
im
t + γλe
>
t−1w
im
t
]
et
)
. (2)
Note that since Eq. (2) can be solved by only computing inner products between vectors. Thus, the
complexity for solving Eq. (2) is O(k) i.e., it has the same complexity as standard TD(λ).
The fixed point w∗ of standard TD(λ) satisfies
w∗ = w∗ + αtE
[(
rt + γφ
>
t+1w
∗ − φ>t w∗
)
et
]
,
2
where the expectation is taken over the stationary distribution of the states ξ∞. It is well known [2]
that for a suitably decreasing step size, standard TD(λ) converges to w∗. From Eq. (1), it is clear
that implicit TD(λ) has the same fixed point, thus, when it converges, it converges to w∗ as well.
This shows that implicit TD(λ) has the same function as standard TD(λ). However, as we shall now
show, implicit TD(λ) is more stable than standard TD(λ).
3 Stability Analysis
In this section we analyze the stability of standard and implicit TD(λ), and show that implicit TD(λ)
is more stable than standard TD(λ). We consider a fixed step size αt = α. For simplicity, in this
section we further assume that the reward r(x) is zero for all states x ∈ X . This allows us to
focus on the critical cause of instability with less notational clutter. It is straightforward, however,
to extend our results to the r 6= 0 case. We start by introducing the following definitions.
Definition 1. Let
dt
.
= φt − γφt+1, Xt .= etd>t ,
Qt
.
=
(
I + αete
>
t
)−1
, βt
.
= 1− α‖et‖
2
1 + α‖et‖2 .
Under our assumption that r = 0, the standard and implicit TD(λ) iterations may be written as
wt+1 = (I − αXt)wt,
wimt+1 = (I − αQtXt)wimt .
(3)
Thus, at time T , we have wT =
∏T−1
t=0 (I − αXt)w0, and similarly, assuming wim0 = w0, we have
wimT =
∏T−1
t=0 (I − αQtXt)w0. Letting ‖ · ‖2 denote the matrix spectral norm, it is clear that if
‖I −αXt‖2 ≤ 1 for all t, then ‖wT ‖2 ≤
∏T−1
t=0 ‖I −αXt‖2‖w0‖2, and the standard TD(λ) iterates
stay bounded. Unfortunately, there is no guarantee that such a result would occur in practice, and
indeed, as we show in the experiments, the TD(λ) iterates frequently diverge unless α is very small.
For implicit TD(λ), however, a much more stable performance was observed. We now provide a
theoretical explanation for this observation.
We start with an informal argument. For this argument, assume that Xt is symmetric. Then, ‖I −
αXt‖2 > 1 if either Xt has a negative eigenvalue, or an eigenvalue larger than 2/α. Since Qt
is positive definite with eigenvalues smaller than 1, it is a contraction, and so ‖I − αQtXt‖2 <
‖I − αXt‖2, possibly preventing the divergence. In the following, we make this argument formal,
without the unjustified assumption that Xt is symmetric.
Our main result is the following Lemma, where we calculate ‖I − αXt‖2 and ‖I − αQtXt‖2.
Lemma 1. The matrix (I−αtXt)(I−αtXt)> has k−2 eigenvalues equal to 1, and 2 eigenvalues
that are given by
λ+, λ− = 1 +
α2‖et‖2‖dt‖2 − 2αe>t dt ± α‖et‖‖dt‖
√
α2‖et‖2‖dt‖2 + 4− 4αe>t dt
2
.
The matrix (I − αQtXt)(I − αQtXt)> has k − 2 eigenvalues equal to 1, and 2 eigenvalues that
are given by
λim,+, λim,− = 1+
α2β2t ‖et‖2‖dt‖2 − 2αβte>t dt ± αβt‖et‖‖dt‖
√
α2β2t ‖et‖2‖dt‖2 + 4− 4αβte>t dt
2
.
Furthermore, we have ‖I − αXt‖2 = max{λ+, 1}, and ‖I − αQtXt‖2 = max{λim,+, 1}.
From Lemma 1, it is clear that the difference between ‖I − αXt‖2 and ‖I − αQtXt‖2 lies in
the difference between ‖et‖ and βt‖et‖, and the effect of this difference on λ+ and λim,+. But
βt‖et‖ ≤ 1α , by definition, and so implicit TD(λ) is a more stable procedure. In general, when ||et||
is large, or equivalently when some ||φi||, i < t is large, then the eigenvalue λ+ for TD(λ) is directly
affected. In contrast, the factor βt in implicit TD(λ) shrinks to zero, thus stabilizing the iteration.
3
4 Experiments
We now evaluate our implicit TD(λ) method on several standard benchmarks. We use the SARSA(λ)
TD learning algorithm, with fixed step-size implicit TD(λ) as the policy evaluation step; we term this
implicit SARSA(λ). We compare to standard SARSA(λ) with a constant step-size, and to SARSA(λ)
with the Alpha Bound adaptive step-size of [4]. In addition, we note that our implicit SARSA(λ)
method may be combined with any other step-size adaptation method. Here, we chose the heuristic
Alpha Bound method of [4], resulting in the implicit SARSA(λ) with Alpha Bounds adaptive step-
size. All experiments were performed using the RLPy library [6].
In Figure 1 (left) we show results for the puddle world domain with 3rd order Fourier features and
λ = 0.5. We plot the final average reward after 40,000 training steps for different initial step-sizes.
It may be seen that both standard SARSA(λ) and SARSA(λ) with the Alpha Bound are not stable
for a step size larger than 0.1. Implicit TD(λ), on the other hand, is stable for all step-sizes. In Figure
1(right) we show similar results for the cart-pole domain, also with 3rd order Fourier features and
λ = 0.5. Similar results were obtained for other standard benchmark domains such as acrobot.
Figure 1: Left: Puddle world domain. Right: Cart-pole domain.
5 Conclusion and Outlook
In this work we presented the implicit TD(λ) algorithm, a novel TD(λ) variant that is more stable,
and it is justified both by statistical theory and empirical evidence. Since implicit TD(λ) has the
same function and the same complexity as standard TD(λ), it shows great promise to become the
de-facto method for TD(λ) learning.
This work is still in a preliminary stage, and there are many interesting questions ahead. First of
all, we would like to have a full statistical analysis of the convergence and errors of implicit TD(λ),
similarly to the existing results for standard TD(λ) [2]. For a suitably decreasing step-size, it can be
shown that implicit TD(λ) converges almost surely to the standard TD(λ) fixed point. We also have
preliminary results for the bias and variance of implicit TD(λ), and in the future we intend to use
them to derive optimal step-sizes. We also intend to conduct more extensive empirical evaluations
with several adaptive step-size rules, and compare with other algorithms based on proximal methods.
Finally, the implicit update idea has been successful in providing stability for both SGD and TD(λ)
algorithms. It is interesting whether this idea can be extended to other online RL methods, such as
actor-critic [3] and policy gradients [15], which are also notoriously prone to instability when a large
step-size is used.
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A Proofs
Proof of Lemma 1 We first prove an intermediate result.
Lemma 2. Let A = ab> + cd> ∈ Rk×k. Then A has k − 2 eigenvalues equal to zero, and 2 eigenvalues:
a>b+ c>d±√(a>b− c>d)2 + 4(a>d)(b>c)
2
.
Proof. Since A is of rank 2, it has k − 2 zero eigenvalues. We now calculate the two remaining eigenvalues
λ1, λ2.
We have Tr {A} = Tr{a>b}+Tr{c>d} = a>b+ c>d. Similarly, we have Tr{A2} = (a>b)2+(c>d)2+
2(a>d)(b>c).
The only two non-zero eigenvalues of A2 are λ21 and λ22, therefore we obtain the following equations
λ1 + λ2 = a
>b+ c>d,
λ21 + λ
2
2 = (a
>b)2 + (c>d)2 + 2(a>d)(b>c).
(4)
With a little algebra, it can be shown from (4) that
λ1λ2 = (a
>b)(c>d)− (a>d)(b>c). (5)
From Eq. (4) and Eq. (5), we obtain a quadratic equation for λ1λ2, the solutions of which are
a>b+ c>d±√(a>b− c>d)2 + 4(a>d)(b>c)
2
.
We are now ready to prove Lemma 1.
Proof. We first consider standard TD(λ).
We have that
(I − αtXt)(I − αtXt)> = I + α2XtX>t − αXt − αX>t .
Consider the matrix
A
.
= α2XtX
>
t − αXt − αX>t = et(α2(d>t dt)e>t − αd>t )− αdte>t .
Using Lemma 2, the non-zero eigenvalues of A are
λ1, λ2 =
α2‖et‖2‖dt‖2 − 2αe>t dt ± α‖et‖‖dt‖
√
α2‖et‖2‖dt‖2 + 4− 4αe>t dt
2
.
Thus, the eigenvalues of I +A are 1 + λ1, 1 + λ2, and k − 2 eigenvalues of 1.
We now consider implicit TD(λ). Since QtXt = Qtetd>t , the previous calculation holds, only with replacing
et with Qtet. Finally, let βt
.
= 1− α‖et‖2
1+α‖et‖2 . By the Sherman-Morisson formula, Q = (I −
α
1+α‖et‖2 ete
>
t ),
thus e>t Q = βte>t , e>t Qtdt = βte>t dt, and ‖Qtet‖ = β2t ‖et‖, which gives the stated result.
Finally, assume that |λ+| < |λ−|. Then we must have 1 − α2‖et‖2‖dt‖2−2αe>t dt
2
< 0, which means that
α2‖et‖2‖dt‖2 + 4 − 4αe>t dt < 0, making the discriminant of the quadratic equation negative, leading to a
contradiction. We thus have |λ+| > |λ−|.
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