The sub-grain size, , during steady-state dislocation creep of polycrystalline metals is theoretically formulated to be inversely proportional to the dislocation density, , which is defined as the number of dislocations swept out of a sub-grain divided by the cross-sectional area of the sub-grain. This dislocation density differs from the typically observed dislocation density inside a sub-grain after unloading, . In the current work, the values inside sub-grains in steadily crept specimens of Al, Cu, Fe, Fe-Mo alloy, austenitic stainless steel, and high-Cr martensitic steel reported in the literature were used to evaluate the relation = . It was confirmed that ≈ 1 for pure metals (regardless of the type of metal) crept at high temperatures and low stresses or for long durations and > 1 for Mo-containing alloys and martensitic steel crept at low temperatures and/or high stresses. Moreover, it is suggested that the condition > 1 corresponds to a state of excess immobile dislocations inside the sub-grain. The theoretical relation (≈ ) ∝ • , where is the observed sub-grain size, essentially differs from the well-known empirical relation ∝ .
Introduction
Dislocations accompanied by instantaneous strain directly after loading or dislocations introduced before loading by martensitic transformation or cold working are annihilated or redistributed repeatedly, reducing the total elastic energy and gradually forming a cell structure or sub-grains during transition creep of polycrystalline metals, which is followed by steady-state creep (Hasegawa, Karashima, & Hasegawa, 1971; Takeuchi & Argon, 1976; Spigrarelli, 1995a and 1995b; Sawada, Maruyama, Komine, & Nagae, 1997; Sedlacek, Blum, Kratochvil, & Forest, 2002; Kratochvil & Sedlacek, 2004) . For many types of metals, it has been confirmed that the observed average size of the sub-grains ( ) in steady-state creep can be formulated from the applied stress, , using an exponential law (Mukherjee, 1975; Takeuchi & Argon, 1976; Kassner, 2009) 
where and are constants. It is commonly accepted that = 1 for many types of metals and alloys. Raj & Pharr (1986) collected 66 data sets including those for austenitic stainless steel, ionic structures, and ceramics and obtained a mean value of = 0.84; however, the actual value of varies widely from 0.05 to 1.98 and depends on the chemical composition, grain size, temperature, stress, loading mode, and measurement techniques and in addition they pointed out itself is dependent on . Raj & Pharr (1986) also evaluated the theoretical models in the literature using limited experimental data sets; however, no theoretical model was fully satisfied. After Raj's review (Raj & Pharr, 1986) , several high-Cr tempered martensitic steels with high creep strength were developed, and their microstructural behaviors during creep were studied in detail. Orlova, Bursik, Kucharova, & Sklenicka (1998) studied the microstructural development during high-temperature creep of a tempered martensitic steel with high creep strength, 9Cr-1MoVNbN steel (Type 91), and found that the exponent was low (~0.24) for the duration of creep until rupture at 873 K. Rather low values of of 0.6-1.0 have also been reported for rupture specimens of high-Cr tempered martensitic steel (Sawada et al., 1997; Kadoya & Shimizu, 2000; Kadoya, Dyson, & McLean, 2002) and simple iron alloys (Kadoya & Shimizu, 2002) . Blum & Straub (1991) imagined a sub-grain with its size, , in a dynamical equilibrium state after infinite creep deformation, assumed = 1, and empirically obtained the relation = 10 ⁄ using sub-grain size data at large strain ( > 0.1) instead of for tempered martensitic steel (X20 CrMoV 12 1 in Deutsche Industrie Normen, hereinafter X20), where is the shear modulus and is the length of the Burgers vector. There have been similar discussions on the tempered martensitic steels 11Cr-3W, 9Cr-1MoVNbN (Blum & Gotz,1999) , and X20 (Aghajani, Somsem, & Eggeler, 2009 ). These findings indicate that ∝ is not a theoretical formula but that Equation 1 presents a simple empirical equation implying unclear variables, as pointed out by Raj & Pharr (1986) . However, many dislocations usually remain inside a sub-grain even in steady state, and the observed dislocation density, , during steady-state creep can be formulated from using an exponential law (Mukherjee, 1975; Takeuchi & Argon, 1976; Kassner, 2009) 
where and ℓ are constants. It has been commonly accepted that ℓ = 0.5 for many types of metals and alloys including austenitic stainless steel; however, the actual value of ℓ varies widely between 0.45 and 3 and depends on the chemical composition, temperature, stress, loading mode, and measurement techniques (Orlova, Tobolova, & Cadek, 1972; Mukherjee, 1975; Takeuchi & Argon, 1976; Kassner, 2004 and . We cannot find a relation such as Equation 2 for steady-state creep or at the minimum creep rate (MCR) for high-Cr tempered martensitic steels with high creep strength; however, ℓ = 0.41 based on Sawada's observed dislocation density data (Sawada et al., 1997) inside a lath structure for ruptured specimens of Type 91 steel and ℓ = 0.23 based on Fedoseeva's observed dislocation density data inside a lath structure for ruptured specimens of 9Cr-3Co-0.4Mo-2WVNbBN steel (3% Co-modified Type 92) (Fedoseeva, Dudova, & Kaibyshev, 2016 ) . Moreover, ℓ = 0.27 based on Hayakawa's data (Hayakawa, Terada, Yoshida, Nakashima, & Goto, 2003) for Type 91 specimens crept to a strain near the MCR with the use of the mobile dislocation density calculated using the stress change test (SCT) method instead of
. These values of ℓ for high-Cr steels are rather low compared with the values stated earlier, i.e., ℓ = 0.45-3. Although Equation 2 with ℓ = 0.5 is similar to equations based on work-hardening theories (Otte & Hren, 1966) , to understand creep phenomena, internal stress and recovery should also be considered (Chen, Flewitt, Cocks, & Smith, 2015) . Therefore, the models proposed in work-hardening theories (Otte & Hren, 1966 ) cannot be applied to creep phenomena or it is clear that an expression such as Equation 2 is not a theoretical equation but a simple empirical one.
By eliminating the stress term from Equations 1 and 2, we can obtain the relation
where and = × ℓ are constants. Using the commonly accepted values of = 1 and ℓ = 0.5, we obtain = 0.5 or the generally accepted relation ∝ .
. However, the value of varies widely from 0.3 to 1.0 for Al, Cu, Fe, Fe-Mo, and stainless steel using data summarized by Takeuchi & Argon (1976) , which were obtained by the same author(s) who used transmission electron microscopy (TEM) to minimize the uncertainty of the calculated value. The relation ∝ .
was experimentally confirmed by Holt (1970) for Fe and by Toriumi (1979) for the naturally deformed olivine structure of non-metal polycrystalline materials. also confirmed this relation for Fe, Al, and Zr and showed that the Fe and Al data formed a single data band but that the data for Zr appeared separately from the Fe and Al data band. Dudko, Belyyakov, & Kaibyshev (2017) confirmed the relation ∝ .
during acceleration creep of Type P92 steel. Similarly, the relation of Equation 3 has been confirmed for specified data; however, a comparison of Equation 3 using data sets for many types of materials obtained under the same test conditions has not yet been performed. In this work, in order to reduce the uncertainty of the results I first collected data sets of cell or sub-grain size, , and dislocation density inside a cell or sub-grain, , which were reported together in a single paper and were based on measurements. Furthermore, the data were limited to specimens deformed in steady state and only measurements performed using TEM were collected to reduce data scattering, as the dislocation density is largely affected by the measurement technique applied (Tamura, 2017) . As a result, only data for metals without a hexagonal structure were selected. Holt (1970) provided a theoretical explanation for the relation ∝ .
; however, his explanation cannot be applied to creep because recovery and annihilation of dislocations were not considered. It is clear that Equation 3 is a simple correlation equation that does not contain independent variables, such as temperature and stress, and thus, an in-depth discussion of this equation may not be necessary, as pointed out by Kassner (2009) . However, a plot of vs. for many materials, which will be introduced in a later section, results in the formation of a single and relatively narrow data band that is independent of the material type and test conditions. Therefore, the meaning of Equation 3 requires further discussion.
In this paper, first, a theoretical equation describing the relation between the dislocation density ( ) and sub-grain size ( ) during steady-state creep of polycrystalline metals is introduced based on simple assumptions, where the dislocation density, , is defined as the number of dislocations swept out of a sub-grain divided by the crosssectional area of the sub-grain (defined in a discussion section) and is the dislocation density necessary for creep deformation. This definition of differs from the observed dislocation density, , even during steady-state creep. Then, the meaning of the differences between the data collected from the literature for and and the proposed theoretical equation is discussed.
In the theoretical analysis, only dislocation creep is considered, because the collected data were obtained at moderate temperatures, namely ⁄ values ranging from 0.39 to 0.79 (except for the lowest value of 0.22 for Cu), where and are the test temperature and melting temperature for each metal (in Kelvin), respectively. In the calculation for alloy, the melting temperature of a base metal was used as a melting temperature of each alloy.
The data were obtained under rather high stresses, namely, ⁄ values ranging from 7.8E − 4 to 4.73E − 3. The grain sizes for all of the collected data were of conventional size (on the order of several tens of micrometers). Under these test conditions, dislocation creep is considered to be dominant (Frost & Ashby, 1982) , provided that the creep mechanism map for pure iron also applies to high-Cr martensitic steel, as a creep mechanism map for high-Cr martensitic steel is not available.
Theoretical Considerations

Dislocation Density Necessary for Steady-State Creep Strain
First, we imagine a virtual domain of a quadrangular prism, D , the cross-section of which is × , in a twodimensional polycrystalline body. The body is deformed steadily under a uniaxial tensile load along one side of the cross section of the prism. A single slip system is activated in D , and dislocations are steadily swept out of D , including non-conservative motions within the time interval ∆ . As a result, a plastic strain of is developed in the domain. The tensile plastic strain developed within ∆ and necessary to achieve a strain of are defined as
and
(5) Here, is a conversion factor from shear strain to tensile strain. Similar plastic deformation occurs throughout a polycrystalline metal; although the slip direction in each domain differs, Equations 4 and 5 hold in a whole specimen in virtual space.
However, each domain in real space that corresponds to a sub-grain in an actual polycrystalline metal is forbidden from freely deforming because of the plastic constraint from the surrounding sub-grains. In real space, multiple slip systems are activated, and extrusion and/or intrusion may occur within ∆ . Therefore, the tensile creep strain of each sub-grain within ∆ in real space is smaller than the strain described in Equation 5. The tensile creep strain of each sub-grain in real space should be equal to the observable strain increment, , within ∆ because the macroscopic strain for each sub-grain is constant throughout the entire cross-section of a specimen as long as grain boundary sliding can be ignored. In this report, only dislocation creep is considered. Therefore, we obtain the following equations from Equation 5 using the parameter :
and 
Therefore, we can confirm that the number of dislocations swept out of an area in real space decreases to from in virtual space. However, necessary for an observable within ∆ is really the same as that for Equation 4 for virtual space.
Formulation of Using
Plastic deformation due to dislocation creep is caused by dislocations swept out of a crystal; in other words, plastic deformation cannot be generated only by the movement of dislocations within a crystal (Cottrell, 1964) . Therefore, is surely proportional to within ∆ , as described in Equation 6 because we can apply the above statement to all sub-grains in a polycrystalline metal. Ashby (1970) discussed the plasticity of polycrystals in general and showed that if a single slip system is activated in each grain, overlap and voids appear near the boundaries. To avoid these situations, he punctuated the necessity of geometrically necessary dislocations stored in each grain, , to explain work hardening at low temperatures and introduced the formulation ∝ ̅ , where ̅ is the tensile strain. During steady-state creep, work hardening does not occur, and thus, dislocations accumulated near the boundaries interact with and/or annihilate each other together with dislocations swept out of the neighboring subgrains, which leads to rotation of each sub-grain or local deformation near the boundaries and preserves the continuity of a body.
In addition to , there is also the dislocation density actually existing in a sub-grain during steady-state creep, , which can be further broken down into the mobile and sessile dislocation densities inside a sub-grain, and , respectively. Furthermore, the observable dislocation density, , also differs from , , , and . can be determined using TEM to quantify the dislocations distributed in a thin film prepared near room temperature in a crept specimen after unloading and removing sensible heat. Even if a crept specimen is cooled as rapidly as possible, relaxation should still occur during cooling. Using these phenomena, the internal stresses can be calculated (Norman Ahlquist & Nix, 1969; Solomon, 1969; Yoshinaga, Toma, & Morozumi, 1974; Abe, Yoshinaga, & Morozumi, 1976) . As these relaxation phenomena are clearly observed even within only 1 or 2 s after reducing the stress (Toma, Yoshinaga, & Morizumi, 1975) , it is reasonable to consider that redistribution of dislocations may occur during unloading after creep. Moreover, after creep straining, annihilation of dislocations and recovery should occur because of the sensible heat of a specimen. Namely, it is again confirmed that differs from (= + ) just before unloading. Hayakawa et al. (2007) reported and values near the MCR at 873 K and 923 K for 1Cr-0.5Mo steel in a fully annealed condition. These values were obtained using TEM and the SCT method, respectively, and was approximately one order of magnitude higher than . They explained the difference between and as being caused by the immobile dislocations inside a sub-grain. Based on the above discussion, it is clear that , , , = + , and are fundamentally independent variables, though the approximation ≈ may be possible for high densities of immobile dislocations inside a sub-grain.
Sub-grains begin to form during the transition creep stage, and their average size gradually increases until reaching a certain value and then remains constant during steady-state creep (Hasegawa et al., 1971; Kassner, 2009 ). Subboundaries are considered to be more stable than a dislocation structure inside a sub-grain because sub-boundaries are formed by mutual reactions of swept-out dislocations during creep and, in some cases, dislocation networks are formed. Therefore, if we assume that these sub-boundaries are not greatly affected by unloading and/or heat release, can be regarded as the size of existing sub-grains, , during creep. Thus, because is equivalent to in Equation 8, we obtain α = ≈ . (10) in Equation 8 can be determined using a set of creep rate data in some cases (Tamura & Abe, 2015; Tamura, 2017) , and therefore, verification of Equation 8 may be feasible using creep data; however, this verification will be addressed in the future. The aim of the current study is to discuss the relation between the empirical formula in Equation 3 and the theoretical formula in Equation 8. Accordingly, if we define the relation
we obtain the following relation from combining Equations 8, 10, and 11:
This formula is essentially different from Equation 3 and is also a general formula that can be applied to all materials.
When Equation 6 was rewritten as Equation 8, = ( ) , the constraint effect was applied only to the domain size, , and the relation = was obtained (Equation 10). However, the effect of the strain constraint can be converted into both and . In this case, we assume a relation
When the formula is rewritten as / = ( ) , because the left side of / is arbitrary, this relation is observed to be equivalent to Equation 8. Therefore, the above developments of Equations 4−9 are sufficient.
By the way, Equation 12 is rewritten as =
using Equation 11, if we assume the strain rate and dislocation velocity as = ∆ ⁄ and = ∆ ⁄ , respectively. This relation = is well known Orowan's equation (Orowan, 1940) . Therefore, it may be necessary to eliminate redundancy in the above developments of Equations 4−12. However, in the above short cut approach the physical meaning of the velocity = ∆ ⁄ is unclear. Moreover, Orowan's equation is a general equation describing the flow rate of a crystal, not a polycrystalline, due to the glide motion of dislocations, which include all dislocations not only swept out of a crystal, but also stayed in a crystal. Therefore, in this study, the observable values of , , and in a polycrystalline were correlated with each other in an obvious manner using one parameter, .
To further investigate the details of Equation 12, the value of should be determined. Although we can arbitrarily set a value of based on the definition provided in Equation 6, we must remember that the strain range of steady-state creep of heat resistant steel for power boilers is not so large (National Institute for Materials Science [NIMS], 2007) . Therefore, although MCRs are usually used for these materials as steady-state creep rates, the accuracy of the observed MCR decreases when the value of is set to be too small. Considering these circumstances, it is reasonable in an engineering sense to set = 0.2%, the value that is used to determine proof stresses. With this consideration, the value of necessary for creep deformation is that necessary to achieve the minimum creep strain while keeping the dislocation structure constant during steady-state creep. Using Equation 12 and = 0.002, we obtain = 0.002 • ⁄ .
(13) As discussed above, the physical meaning of in Equation 11, which is necessary to investigate the meaning of Equation 13, cannot be clearly defined, because and are independent variables. However, we can discuss the meaning of from a metallurgical viewpoint by substituting and values for typical materials into Equation 13.
Observed Values for and
When the observed values for and are compared with Equation 13, their uncertainty should be minimized. For this purpose, the following data-selection policy was imposed, as described in detail in Section I: only data for polycrystalline metals that were deformed at moderate temperatures under rather high stresses, where dislocation creep is considered to be the dominant mechanism, were selected; in addition, the and data had to be reported together in a single paper for specimens deformed steadily and for which the detailed experimental procedures were provided; finally, only data for which the dislocation density was determined using TEM were included. Using these constraints, data for Al (Orlova et al., 1972; Wetter, 1986) , Cu , Fe (Karashima, Iikubo, Watanabe, & Oikawa, 1971; , Fe-4%Mo alloy (Fuchs & Ilschner, 1969) , austenitic stainless steel (Cuddy, 1970; Challenger & Moteff, 1973; Michel, Moteff, & Lovell, 1973; Kassner, Miller, & Sherby, 1982) , and high-Cr martensitic steel (Straub, Meter, Ostermann, & Blum, 1993; Sawada et al., 1997; Aghajani Bazazi, 2009; Dudova, Plotnikova, Molodov, Belyakov, & Kaibyshev, 2012; Dudko et al., 2017) were selected and data for metals with a hexagonal structure were excluded. Orlova et al. (1972) determined the values inside sub-grains of pure Al steadily crept at 573 K under applied stresses of 3.9 − 17.2 MPa up to a strain of ~ 0.2 followed by rapid cooling. The creep rate for an applied stress of 12.3 MPa was 0.78 h , which is high. These researchers also evaluated the temperature dependence of under an applied stress of 12.3 MPa. Wetter (1986) determined inside sub-grains of pure Al steadily deformed at 644 K under an applied equivalent (tensile) stress of 6.4 MPa (converted from torsional stress) up to a strain of = 16.3. In Figure 1 , the and data for Al are plotted; however, only the data that Wetter obtained at = 0.2 is plotted for comparison with Orlova's data ( ~ 0.2). According to Orlova's data, decreases and increases with increasing stress, as predicted by Equations 1 and 2, and the temperature dependence of the sub-grain size is unclear, as pointed out by Takeuchi & Argon (1976) . Unexpectedly, the dislocation density at high temperatures was high; however, this behavior may be caused by the increase in strain rate that occurs by increasing the temperature under the same stress. The value of in Equation 3 is 0.48 for all the data plotted in Figure 1 . Fujita, Kawasaki, Furubayashi, Kajiwara, & Taoka (1967) investigated the total dislocation density ( ) of heavily rolled pure Al specimens as a function of foil thickness using ultra-high-voltage TEM. They reported that a foil thickness greater than 0.7 μm is necessary to attain values in the 1E13 m range because the image force acting on dislocations near surfaces during the preparation of foils at ambient temperature causes dislocations to escape from the surfaces (Fujita et al., 1967; Hull & Bacon, 2011) . However, a thin foil of approximately 0.2 μm is sufficient to achieve values greater than 1E14 m (Fujita et al., 1967) . reported that for crept specimens of pure Al and Fe, inside the sub-grains was approximately 10% of . Based on Orlova's results and to ensure the validity of the measured for Al, Fujita's finding can be interpreted as follows: inside a sub-grain should be greater than 1E12 m for a foil thickness of 0.7 μm or greater than 1E13 m for a foil thickness of 0.2 μm. However, in Orlova's report (Orlova et al., 1972) , the foil thickness is not indicated, and therefore, we cannot directly judge the validity of the data. However, we can estimate the validity of Orlova's data using Wetter's data: Wetter measured the dislocation density using a 1-μm-thick foil (Wetter, 1986) . Because he used a sufficiently thick foil, his data are considered valid based on the work of and Fujita et al. (1967) . The test conditions used to obtain Orlova's data in Figure 1 were similar to those used to obtain Wetter's data, and the values for both data sets are similar. Therefore, Orlova's data may not have been affected by the foil thickness. 
Aluminum
Copper
Staker & Holt (1972) performed tensile tests on pure Cu at 298 − 973 K and = 0.3 h , which is rather high, and measured flow stresses ranging from 157 to 21 MPa at = 0.1 . Sub-grains were only observed in polycrystalline Cu at high temperatures; their formation was difficult at low temperatures. Therefore, the total dislocation density, , of the cell structure in the deformed specimens was evaluated using TEM. The plotted data in Figure 2 are the values reported as total dislocation density and sub-grain size in Staker's paper. decreases and increases with increasing stress (or decreasing temperature), as predicted by Equations 1 and 2. reported that the dislocation density belonging to the cell wall, , is 3-4 times larger than the average . To unify the meaning of dislocation density with inside a cell or sub-grain, the observed dislocation density inside a cell or sub-grain ( ) was estimated from TEM images of the deformed specimens provided by ; we estimated the average cell wall area fraction to be approximately 20% using this approach.
Assuming a circular cell with diameter and wall thickness 2 , we obtain the relation = − ( − 2 ) + ( − 2 ) based on the number balance of dislocations. Furthermore, we assume the relation of = 3.5 and − ( − 2 ) ⁄ = 0.2. Based on the aforementioned findings, we can estimate inside a cell to be approximately 37.5% of the reported . The broken line in Figure 2 represents the regression line for the values inside a cell or sub-grain. The slope of the regression line, namely the value of in Equation 3, is 0.5. used thin foils with thicknesses of 200 nm and judged that the results were not affected by image forces because the cell structures were well developed.
Although Jones & Sellars (1970) also reported sub-grain size and dislocation density data measured using an Xray technique and etch pit technique, respectively, their data are not plotted in Figure 2 to unify the meaning of data in this study. Vol. 7, No. 4; Figure 2. Correlation between and inside cells in steadily crept specimens of pure Cu. The total dislocation density values, , were measured, and was estimated from using the method described in the text. The regression line is shown Karashima et al. (1971) performed a set of creep tests on pure iron at 973 K under applied stresses of 10−39 MPa and from 923 K at an applied stress of 18 MPa to 1123 K at an applied stress of 5 MPa with a constant ⁄ , where is Young's modulus; they determined the values inside sub-grains in 500-nm-thick foils using TEM. The carbon content and grain size were determined to be 40 ppm and 80 μm, respectively. Figure 3 presents the subgrain size results for the steadily crept specimens up to a strain of 0.2. The strain rate at 973 K and 13.7 MPa was 0.1 h , which is rather high. Other data inside sub-grains with the sub-grain size determined by are also plotted in Figure 3 for alpha-Fe crept to a steady state at 773 K under an applied stress of 36 MPa and at 873 K under an applied stress of 219 MPa. However, the material purity, foil thickness, and creep rate are unknown. Experimental error due to image forces acting on dislocations is negligible for Karashima's data because sufficiently thick foils were used for the TEM observations. Fujita et al. (1967) also showed that the range of the image force effect is rather small (less than 50 nm) for pure Fe with a body-centered cubic (BCC) structure during handling of foils at ambient temperature because the dislocations are locked by carbon atoms at a concentration of only 5 ppm. Therefore, Orlova's data may also be considered to be close to the values inside sub-grains in bulk specimens. Regression lines for Karashima's and Orlova's data are given in Figure 3 , and the values of are 0.46 and 0.67, respectively. Both Karashima's and Orlova's data demonstrate that the effects of stress on and are more pronounced than those of temperature, as pointed out in previous reports (Mukherjee, 1975; Takeuchi & Argon, 1976; Kassner, 2009) . However, there appears to be a large difference between Karashima's and Orlova's data. Although Orlova's data were obtained at lower temperatures and higher stresses than Karashima's data and no data were obtained under the same conditions, the differences cannot be explained by the differences in test conditions alone. The root causes for these differences are unknown. performed a set of creep tests on alpha-iron single crystals at 873−1073 K under stresses ranging from 6.5 to 24.5 MPa and determined the values of and inside sub-grains in steadily crept specimens using TEM. The results are presented in Figure 3 as cross marks and the value of is 1.1, which is rather high. Although citing the results of single crystals is outside the scope of this study, it is interesting to investigate the data in terms of the grain size effect. The and values of polycrystalline and singlecrystal iron are 10.5 μm, 2.5E12 m and 16.7 μm, 6.5E11 m , respectively under the same test conditions of 973 K and 13.7 MPa. Namely, the sub-grain of the single crystal was larger than that of polycrystalline iron and the dislocation density inside the sub-grains of the single crystal was considerably smaller than that of polycrystalline iron. These findings suggest that the plastic constraint of polycrystals is larger than that of single crystals or that α in Equation 7 is smaller or the constraint effect is larger in fine-grain metal. Fuchs & Ilschner (1969) determined and in steadily crept specimens of Fe-4%Mo alloy at 1021 K under stresses of 39−98 MPa and at 1098 K under stresses of 19−47 MPa. The results are plotted in Figure 3 . The foil thickness was not reported; however, the dislocation densities of this alloy were higher than those for Karashima's data; therefore, the data is considered reliable. The effects of stress on and are more pronounced than those of temperature, as pointed out in previous works (Mukherjee, 1975; Takeuchi & Argon, 1976; Kassner, 2009 ). The stress dependences of and are similar to those of the other materials, as expected from Equations 1 and 2. The value of is 0.36. The strain rate at 1021 K and 42 MPa was approximately 0.1 h , which is rather high and on the same order as that for Karashima's data ) presented in Figure 3 . Under these conditions, Fe-4Mo alloy needs approximately 4 times larger stress to attain the same strain rate as pure iron; the sub-grain size of Fe-4Mo alloy is rather small and the dislocation density is considerably higher, i.e., approximately 0.7 and 7.3 times those of pure iron, respectively. These findings indicate that the proportional coefficients in Equations 1 and 2 are not universal and are strongly affected by the chemical composition. Figure 3 . Correlation between and inside sub-grains in steadily crept specimens of alpha Fe and Fe4Mo alloy. Regression lines are shown for the data from each study. The cross marks represent data obtained using single crystals
Alpha-Iron and Fe-Mo Alloy
Austenitic Stainless Steel
Cuddy (1970) determined and of Type 304 stainless steel at 977 K under applied stresses of 91−172 MPa and at 1082 K under applied stresses of 54−127 MPa. He used specimens crept up to a strain of 0.15 because Type 304 does not undergo steady-state creep under this condition. The strain rates at 977 K are judged to be approximately 2E−2 h from his report, which are rather low. The results are plotted in Figure 4 . With increasing stress, the sub-grain size tended to decrease and the dislocation density tended to increase; the effect of temperature is not clear. A foil thickness of 200 nm was used for the TEM observation; this thickness is thinner than Fujita's criteria (Fujita et al. 1967 ) (a minimum thickness of 0.7 μm for ≥ 1E12 m or 0.2 μm for ≥ 1E13 m ) because strong pinning elements are not contained in a face-centered cubic (FCC) metal such as Al alloy and Type 304 steel. Therefore, the dislocation density in the low density range, ≤ 1E13 m , for Cuddy's data may be unreliable. We obtained = 0.28 for all Cuddy's data neglecting the reliability problem. Kassner et al. (1982) examined the microstructure of Type 304 steel steadily deformed at 1023 K under applied equivalent (tensile) stresses of 120−208 MPa (converted from torsional stresses). The strain rate at 208 MPa was 1.8 h , which is high. The observed and values are plotted in Figure 4 . The sub-grain size decreased and the dislocation density increased with increasing stress, as predicted from Equations 1 and 2. A value of = 0.67 was obtained for these data. Although the foil thickness is unknown, the dislocation density data are considered reliable because the dislocation densities were rather high. Figure 5 . The specimens were crept up to a strain of 0.15 in steadystate creep. The strain rates ranged from 5.8E−4 to 2.8E−3 h , which are low. In Figure 5 , data obtained at the same temperature are connected using broken lines. The dislocation density at 1089 K may be unreliable according to Fujita's criteria (Fujita et al. 1967 ), as discussed above. The trends of the sub-grain size and dislocation density at each temperature are unclear; however, overall, the sub-grain size tended to decrease and the dislocation density tended to increase with increasing stress. A value of = 0.55 was obtained for all the data. Michel et al. (1973) examined the substructure of Type 316 stainless steel deformed in slow tension between 294 K and 1089 K. Sub-grains were developed at temperatures above 923 K, and the observed and above 977 K are plotted in Figure 5 . The strain rate was 9.7E−2 h , which is moderate. The foil thickness was 200 nm, and the reliability of the observed dislocation density is considered reliable because it was sufficiently high, ≥ 1 13 m . A value of = 0.60 was obtained for all the data. Comparison of the tension data with the creep data for similar subgrain size clearly reveals that the dislocation density increases with increasing strain rate or applied stress. 
High-Cr Martensitic Steel
In creep of high-Cr martensitic steel, a MCR region is observed between transient creep and acceleration creep, the duration of which is rather long. Therefore, in this study, the MCR region is treated as steady-state creep. In addition, because lath boundaries are well developed in a tempered martensitic structure, they are also treated as sub-boundaries in this study. Although the foil thicknesses for TEM observations of martensitic steel are not reported in the literature, most dislocations are locked by dissolved carbon atoms in a BCC matrix according to Fujita et al. (1967) , and the dislocation densities reported are all considered reliable because of the high density, BCC structure, and high carbon contents. Sawada et al. (1997) performed creep tests on tempered martensitic steel, 9Cr1MoVNbN (Type 91), at 873 K under an applied stress of 177 MPa and used TEM to determine the dislocation density inside the lath martensite in a creep-interrupted specimen strained up to near the MCR ( = 0.02). The obtained value and width of lath martensite are plotted in Figure 6 . The MCR was approximately 4E − 4 h , which is small. Figure 6 . Correlation between and inside sub-grains in deformed specimens of high-Cr martensitic steel. Regression lines are shown for X20 and other martensitic steel with high strength Dudova et al. (2012) performed creep tests at 923 K under an applied stress of 140 MPa on tempered martensitic steel 9Cr-2W-3Co-MoVNbNB (Co mod. Type P92), and the dislocation density inside the lath martensite/subgrain was determined using TEM in a creep-interrupted specimen strained up to near the MCR ( = 0.01). The sub-grain size was determined using the linear intercept method. The results are plotted in Figure 6 . The MCR was approximately 2E − 5 h , which is small. Dudko et al. (2017) performed creep tests at 923 K and an applied stress of 118 MPa on tempered martensitic steel P92, and the dislocation density inside the lath martensite and average sub-grain size were determined using TEM in a creep-interrupted specimen strained up to near MCR ( = 0.01). The results are plotted in Figure 6 . The MCR was approximately 4E − 5 h , which is small. Straub et al. (1993) performed creep tests at 823 K under an applied stress of 165 MPa on tempered martensitic steel X20, and the dislocation density inside the lath martensite/sub-grain was determined using TEM in a creepinterrupted specimen strained up to near the MCR ( = 0.02). The sub-grain size was determined using the linear intercept method. The results are plotted in Figure 6 . The MCR was approximately 2E − 6 h , which is very small. Vol. 7, No. 4; Aghajani Bazazi (2009) performed long-term creep tests at 823 K under an applied stress of 120 MPa on X20, and the dislocation density inside the sub-grains and the sub-grain size were determined using TEM for a creepinterrupted specimen strained up to near the MCR ( = 0.008). The results are plotted in Figure 6 . The MCR was approximately 9E − 8 h , which is extremely low.
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No studies have been reported in the literature for high-Cr martensitic steel for which the stress and temperature dependence are reported in a single paper. However, to obtain values, the data in Figure 6 were classified into two groups: an X20 group and other martensitic steels with high strength, the values of which were 0.30 and 0.64, respectively.
Discussion
Relation between Observed Values and Equation 13
In the previous section, the correlations between and determined from TEM analysis of Al, Cu, Fe, FeMo alloy, austenitic stainless steel, and high-Cr martensitic heat-resistant steel steadily crept at high temperatures were explained, and the values obtained using thin foils were shown to be consistent with those of bulk specimens. Figure 7 presents all of these data. The digital data and related parameters are shown in Table 1A in the appendix. The value for all the polycrystalline metal data excluding the single-crystal data for Fe is calculated to be 0.58 with a correlation coefficient of = 81%; in other words, the generally accepted relation, ∝ .
(Equation 3), is roughly reconfirmed. However, Figure 7 also indicates that although the slope of individual data groups, i.e., the value in Equation 3, ranges from 0.27 to 0.67, depending on the type of metal and test conditions, On the other hand, when all the plotted data are fitted using Equation 13, we obtain the relation = 3.08E13 with = 86%, and a value of = 1.9 is obtained from Equation 13 assuming = 0.002, = 0.5, and = 0.25 nm. Guide lines for Equation 13 for = 0.1, 1, and 10 are also shown in Figure  7 . These results do not indicate that Equation 13 is better than Equation 3, because both correlation coefficients obtained using equations 3 and 13 are not so high and in the eighties. The slope for pure iron (double square marks) is roughly 1 and that for others seems to be 0.5. This indicates that the slope and the correlation coefficient are strongly affected by the characters of a statistical population. Moreover, Figure 7 indicates that all the data fall in a single and narrow band and data points tend to concentrate on a line = 1 when the data are tested at high temperatures and low stresses referring the explanation of each data shown in Figures 1 through 6 . This finding suggests that the relations in Figure 7 can be explained by some general rules. Figure 7 . Correlation between and inside sub-grains in steadily crept specimens of pure Al, pure Cu, pure Fe, Fe-4Mo alloy, austenitic stainless steel, X20, and high-Cr martensitic steel with high strength. The within a cell for Cu (bold broken line) was estimated using the method described in the text. Regression lines using Equations 3 and 13 are also shown. The relations between and estimated from Equation 13 are shown for = 0.1, 1, and 10 ( = 0.002) as fine alternating long and short lines. The meanings of excess and deficient dislocations are provided in Section 4.2 Vol. 7, No. 4; For Type 91 (Sawada et al., 1997) and P92 (Dudko et al., 2017 ) steels with tempered martensitic microstructure, the width of lath martensite is regarded to be ; therefore, the average may increase if the length of the lath martensite is considered. For example, if we consider lath martensite with an aspect ratio of 5.9 (Spiradek, Bauer, & Zeiler, 1994) , the equivalent average with the same square section is √5.9 ≈ 2.4 times larger than the width of the lath martensite. Therefore, the two data points for Type 91 and P92 in Figure 6 (the two data points on the left side of the three data points for the high-strength high-Cr steels in Figure 7 ) shift upward by 2.4 times. However, the lath martensite structure is divided into some sub-grains perpendicular to the longitudinal axis of the lath martensite even after short-time creep (Sawada et al., 1997; Dudko et al., 2017) ; therefore, the aforementioned effective shape correction factor may not be so large. The sub-grain sizes for X20 and P92 were measured as the average size using the linear intercept method; therefore, there is no need for correction of these data.
The guide lines in Figure 7 were calculated for = 0.25 nm; however, the length of the Burgers vector for Al is at least = 0.286 nm regardless of the temperature effect. Therefore, with strict calculations, the guide line for = 1 for Al shifts slightly downward.
The guide lines for = 0.1, 1, and 10 in Figure 7 are given for = 0.002. This value is arbitrary and not theoretical. If increases to = 0.0026, the guide lines for = 0.1, 1, and 10 in Figure 7 would shift upward according to Equation 13, and thus, the new virtual guide line for = 1 may approach the data plotted. After these corrections and considerations, we can confirm that most of the data plotted in Figure 7 are concentrated around a virtual guide line for = 1. That is, the validity of Equation 13 for the observed and in various materials is satisfactory and better than that of Equation 3.
Metallurgical Meanings of
It was shown in the above sections that the sub-grain size, d, is inversely proportional to the dislocation density, , swept out of a specimen (Equations 8 and 10), which are approximately related to and , respectively, through Equation 13. However, Figures 1−7 also confirm that some data for a specified metal group are positioned away from the average guide line with = 1.9 under certain test conditions: the values of are high at higher stresses or lower temperatures or when the martensite structure is retained (for example, Type 91 vs. X20 in Figure  6 ) or for materials containing alloying elements such as Mo (Fe vs. Fe-4Mo in Figure 3 and Type 304 stainless steel vs. Type 316 stainless steel in Figures 4 and 5) . Conversely, the values of are low for Fe single crystals (Figure 3 ), Type 304 stainless steel (Figure 4 ) at high temperatures, and for long-term tests for X20 (Figure 6 ). These circumstances should be explained.
First, at low temperatures and high stresses, the instantaneous strains are generally large (Sully, 1949; NIMS, 2007) , and many dislocations are introduced directly after loading. These dislocations are annihilated and repeatedly rearranged with progressing creep strain; sub-grains or cells begin to form gradually, and finally, steadystate creep is achieved (Hasegawa et al., 1971; Sawada et al., 1997; Aghajani Bazazi, 2009) . At this point, all the initially introduced dislocations are not completely annihilated or swept out of sub-grains, cells, or the specimen; instead, some of them remain in the sub-grains because of dislocation interactions. It is natural to assume that the number of remaining dislocations in the sub-grains is large when the number of dislocations initially introduced is large. Therefore, increases at lower temperatures and/or higher stresses, i.e., increases, and for many cases, the value of in Equation 3 for each data set, i.e., the regression coefficient between log and log apparently becomes less than unity, as observed in Figures 1-7 .
After the shape correction of lath martensite for determining the average sub-grain size, as discussed in Sec. 4.1, the data for Type 91 and P92 steels in Figure 6 shifted substantially to the high-side compared with the other data. The test durations for the high-Cr martensitic steels were short, less than 300 h (Figure 6 ), compared with those for X20 steel, which initially had a similar martensitic structure but was tested for longer than 5010 h. Therefore, the high before loading due to the martensitic structure is thought to be retained for the three highCr martensitic steels, which leads to > ( > 1), because the recovery times for these high-strength steels were insufficient.
The observed dislocation densities for the Mo-containing materials, i.e., Fe-4Mo and Type 316 stainless steel, were higher than those for pure Fe and Type 304 stainless steel, respectively. Mo is one of the most popular strengthening elements for heat-resistant steel, which means that Mo can strongly delay recovery. Therefore, the initially introduced dislocations directly after loading remained inside the sub-grains for a longer time.
Similarly, the recovery corresponding to the data points shifted upward from the guide line for = 1.9 is judged to be delayed because of the low-temperature or short-duration tests or the alloying effect.
However, sufficient recovery was achieved in X20 because of the long duration of the test and in Type 304 because of the absence of Mo and high temperature. In addition, because mobile dislocations are annihilated considerably, the values were less than unity or < . In single crystals of Fe, the plastic constraint effect may be smaller than that in polycrystalline Fe; therefore, sub-grains grow easily and many dislocations are easily swept out of the sub-grains in single-crystal Fe. Moiseeva, Okrainets, & Pishchak (1984) reported that the dislocation density inside a grain for crept pure Ni at 1173 K is roughly 1E11 m for a grain size of 1 μm (based on TEM observations); however, the validity of these data cannot be accepted unconditionally because only one data point was presented and the foil thickness was not reported. In these specimens, the observed dislocation density was much smaller than the dislocation density necessary for creep, < . In these cases, the dislocation density inside a sub-grain or grain was low compared with that necessary for creep; therefore, the rapid multiplication of dislocations should necessarily occur.
Both Figure 7 and the above explanations clearly indicate that is large for lower temperatures and/or higher stresses, for a martensitic structure with insufficient recovery, or when strengthening elements such as Mo are contained, and thus, the values of are large. In this sense, the > 1 region is considered to be that of excess dislocations, whereas the < 1 region is considered to be that of deficient dislocations. That is, the metallurgical meaning of is a parameter representing excess or deficient dislocations.
Movement of Dislocations
If = 1 for each data point, the relation = is obtained according to Equation 11. The dislocations making up are mobile and swept-out dislocations; however, this relation does not mean that all observed dislocations inside sub-grains are mobile because and are mutually independent variables. The definition of an immobile dislocation is < , where is the plastically moving distance of a dislocation during the time interval ∆ or strain increment . Because mobile dislocations with = contribute to creep deformation, for high values of , it is natural that dislocations with < ≈ including immobile dislocations (the density of which corresponds to − ) are regarded as excess dislocations. Here, it may be possible that two dislocation pairs are activated, dislocations with different sign are annihilated inside a sub-grain, and the total traveling distance of the coalesced dislocation pair reaches , which also causes plastic deformation. It is possible that only consists of mobile dislocations regardless of the value of . In this case, multiplication is necessary for ≪ 1, and conversely, for ≫ 1, the moving distances of mobile dislocations are small compared with the sub-grain size, ≪ , because the number of swept out dislocations is determined only by and not by . Moreover, if only immobile dislocations exist in a sub-grain besides for a limited number of Frank-Read sources, the dislocations necessary for creep are supplied by multiplication. In any case, such dislocation motions may hardly occur during steady-state creep because mutual dislocation interactions of mobile dislocations can frequently occur inside sub-grains, which may cause hardening, i.e., non-steady-state creep. These situations are beyond the scope of this study.
Therefore, when we consider the vs. data sets for steady-state creep presented in Figure 7 , according to Equation 13, it is reasonable to infer that approximately half of is composed of dislocations necessary for creep deformation, i.e., mobile dislocations, and the rest of the dislocations are immobile dislocations on average because = 1.9 ≈ 2. In other words, most of the dislocations for high-strength high-Cr martensitic steel, T91, Co-P92, P92, Fe-4Mo, and Type 316 stainless steel with the high values of shown in Figure 7 are considered to be immobile. Table 1 . Calculated parameters for T91 steel crept near the MCR at 913 K under an applied stress of 98 MPa. The following parameters obtained by Hayakawa et al. (2003 and 2007) were used in the calculations: mobile dislocation density inside a sub-grain = 2.0E10 m , mobility = 1E − 15 ms Pa , effective stress ratio = 0.15 ⁄ , and (MCR) = 8.33E − 9 s . The sub-grain size of = 7.5E − 7 m obtained by Sawada et al. (1997) Vol. 7, No. 4; The observed dislocation densities near the MCR for high-Cr martensitic steels determined using TEM shown in Figure 6 are on the order of 1E14 m at least for the data provided by Sawada et al. (1997) . Hayakawa et al. (2003) reported that the mobile dislocation density during creep at approximately 923 K for T91 steel determined using the SCT method ranges from 1E10 to 1E12 m , which is approximately three orders of magnitude smaller than the typically observed dislocation densities at 873-923 K determined from TEM observation; however, the test conditions were not the same for Sawada's and Hayakawa's data. Here, we will verify their experimental results based on the considerations presented in this paper. Hayakawa et al. (2003 Hayakawa et al. ( , 2007 conducted stress change creep tests near the MCR of T91 steel at 913 K for stresses of less than 98 MPa, and the following analytical results were obtained: mobile dislocation density inside a sub-grain, =2.0E10 m ; mobility of dislocation, = 1E − 15 ms Pa ; effective stress ratio, = 0.15 ⁄ , where is the effective stress applied to mobile dislocations; = − , where is the internal stress; and MCR, = 8.33E − 9 s . The following variables were calculated in the current work using these parameters in addition to the sub-grain size = 7.5E − 7 m obtained by Sawada et al.(1997) . Namely, the dislocation velocity, u = , is 1.47E − 8 ms ; the time to travel through a sub-grain, = ⁄ , is 51 s; the time interval ∆ = ⁄ for = 0.002 is 2.40E5 s; and the repeating factor, ∆ ⁄ , is 4700. Finally, the experimentally determined swept out dislocation density from a sub-grain for ∆ , (exp) = ∆ ⁄ , is calculated to be 9.41E13 m using Equations 11 and 13. These results are summarized in Table I . The theoretical value of for a given value of and = 1 is calculated to be 2.13E13 m using Equation 13, and the magnification factor, (exp)⁄ , is 4.41. These findings indicate that the value of (exp) is overestimated or that mobile dislocations only move occasionally with a probability of 1 4.41 ≈ 23% ⁄ . This result does not mean that all the dislocations move or stop simultaneously but that they move randomly and with frequent stops. Therefore, the velocity of each dislocation possibly increases by an average of 4.41 times the velocity listed in Table 1 , such that dislocation motion can be more easily and directly observable using TEM. Conversely, these findings suggest that if the mobile dislocations move continuously inside sub-grains, a considerable amount of dislocations should be trapped by other dislocations or other defects inside sub-grains; however, this phenomenon would cause work hardening, and steady-state creep would not hold. These situations support the idea that most of the dislocations in the range of excess dislocation are immobile dislocations.
The Way of Advances
Steel products composed of high-Cr martensitic steel with high strength are widely used for power plants, which has contributed to reducing greenhouse gas emissions from fossil power plants (Masuyama, 2001 ). However, the unexpected decrease in strength of these steels after long-term service remains a critical issue (Kushima, Kushima, Yagi, & Tanaka, 1991; Abe, 2006; Tamura, 2015) , and the maximum allowable tensile stresses for these highstrength steels has been revised (Masuyama, 2007) . However, sufficient rupture data at 100,000 h for these steels needed to determine the allowable stresses have not yet been obtained. One countermeasure for this problem is to predict the residual lives of the particular components in each power plant over a short time (Masuyama, 2013; Masuyama, Tokunaga, Shimohara, Yamamoto, & Hirano, 2009; Kimura, 2009; Maruyama, Nakamura, & Yoshimi, 2016) . Therefore, variations in both the dislocation density (Straub et al., 1993; Spiradek et al., 1994; Sawada et al., 1997; Kadoya & Shimizu, 2000; Ennis, 2002; Hayakawa et al. 2003; Kassner, 2004; Aghajani Bazazi, 2009; Dudova et al. 2012; Dudko et al., 2017) and sub-grain size (Sawada, 1997; Shimizu, 2000 and Blum & Gotz, 1999; Ennis & Czyrska-Filemonowicz, 2002; Qin, Gotz, & Blum, 2003; Aghajani Bazazi, 2009; Aghajani et al., 2009; Dudova et al., 2012; Dudko et al., 2017) during creep have been studied individually as indicators for material degradation together with the changes in hardness, microstructure, and mechanical properties (Kushima et al., 1991; Sawada et al, 1997; Masuyama et al., 2009; Kabadwal, Tamura, Shinozuka, & Esaka, 2010; Fedoseeva et al., 2016) . The residual lives of the in-service components have been estimated based on these reported changes, and damaged parts are scheduled to be replaced by new ones based on these findings.
It is well known that the sub-grain size increases and the dislocation density decreases during service and that both variables can be investigated using small samples within a shorter time than that needed for creep tests. However, there are no threshold values below the specified dislocation density or above the specified sub-grain size for which the components would fracture rapidly (such as those provided for allowable stresses); therefore, more quantitative indexes concerning and are expected. According to Equation 13, the product of and can be summarized by only one parameter, , which is independent of other parameters such as stress, temperature, and chemical composition. Moreover, represents the state of excess dislocations (possibly immobile ones) inside a sub-grain, and the lower limit is ≈ 1, as shown in Figure 7 , which is the value for pure metals.
The above discussion is based on data obtained during steady-state creep. Therefore, if the value of is used as an index for the degradation of martensitic steel components of power plants, the variations in during the entire creep life from the initial stages to rupture should be systematically investigated. Based on these analyses, the values of could provide an effective index to evaluate the soundness of in-service components when combined with well-established properties such as hardness, which contribute to residual life prediction technology for power-plant components.
Conclusions
1) The size of an observed sub-grain formed during steady-state creep, , can be formulated using Equations 11 and 12 and is inversely proportional to the dislocation density, , which is the number of dislocations swept out of the sub-grain divided by the cross-sectional area of the sub-grain.
2) The dislocation density, , inside a sub-grain during steady-state creep of cubic metals determined using TEM can be related to using the relation = , where is an index of the state of excess (possibly immobile) dislocations inside a sub-grain. At low temperatures and/or high stresses for Mo-containing alloys and martensitic steel, we confirm the relation > 1; however, at high temperatures and low stresses for pure metals, ≈ 1.
3) The above theoretical relation of ∝ or ∝ • essentially differs from the empirical relation ∝ , where ≈ 0.3 − 1.0.
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