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Abstract
This paper introduces the notion of a subword condition and investigates languages deﬁned by them. The
special case, where the language reduces to one word, concerns the inference of a sequence from its sub-
sequences. We obtain various characterization and decidability results for languages deﬁned by subword
conditions. The results contribute to the theory of Parikh matrices and arithmetizing the study of words.
An important notion from early automata theory, that of a quasi-uniform event, plays a central role in our
characterization.
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1. Introduction
The most direct numerical fact about a word w is its length |w|. The Parikh vector, [10,6,12],
(w) = (i1, . . . , ik) indicates the number of occurrences of the letter aj , 1jk , in w, provided w
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is over the alphabet  = {a1, . . . , ak}. To get more information about a word, one has to focus the
attention to subwords and factors. In this paper, these notions are understood as follows.
Deﬁnition 1. A word u is a subword of a word w if there exist words x1, . . . , xn and y0, . . . , yn, some
of them possibly empty, such that
u = x1 · · · xn and w = y0x1y1 · · · xnyn.
The word u is a factor of w if there are words x and y such that w = xuy. If the word x (resp. y) is
empty, then u is also called a preﬁx (resp. sufﬁx) of w. A subword or factor u of w is termed proper
if u is not empty and u /= w.
In classical language theory, [12], our subwords are usually called “scattered subwords”, whereas
our factors are called “subwords”. Our subwords are also often called “subsequences”. The no-
tation used throughout the article is |w|u, the number of occurrences of the word u as a subword
of the word w. Two occurrences are considered different if at least one letter of u is in a different
position in w. (Occurrences of u in w can be viewed as vectors, which gives rise to an obvious formal
deﬁnition.) Clearly, |w|u = 0 if |w| < |u|.We also make the convention that, for anyw and the empty
word ,
|w| = 1.
In [13] the number |w|u is denoted as a “binomial coefﬁcient” |w|u =
(
w
u
)
. If w and u are words over
a one-letter alphabet, |w|u reduces to the ordinary binomial coefﬁcient.
Parikh matrices introduced in [7] give much more numerical information about a word w than
Parikh vectors due to [10]. While a Parikh vector tells only the values |w|a, where a is a letter, a
Parikh matrix tells, in addition, many values |w|u, where u is a word. A subword history, [8], is a
numerical quantity, polynomial in the numbers |w|u, associated to a word w.
In this paper we introduce the notion of a subword condition, SC . It is, essentially, a ﬁnite set
of positive integers, giving information about speciﬁc subword occurrences. If this information is
correct for a word w, we say that w satisﬁes the subword condition SC . All words satisfying SC
constitute a language, L(SC).
A brief description of the contents of this paper follows.
Section 2 contains the fundamental deﬁnitions of a subword history and subword condition, as
well as of Parikhmatrix and its generalization. The inequality problem between subword histories is
discussed in the next section. The general problem remains open but we obtain some partial results.
Our most important constructions are presented in Section 4. First an interconnection between
subword conditions and generalized Parikh matrices is obtained. The rest of the section deals with
the deﬁned languages. The most simple ones among the languages are shown to be quasi-uniform,
and the general ones star-free regular languages. Various characterization and decidability results
follow as corollaries.
Inference problems are dealt with in Section 5. In some cases the language deﬁned by a subword
condition can be characterized very explicitly. The ﬁnal Section 6 introduces Boolean and two-sided
subword conditions. Especially the latter offers rich possibilities for deﬁning complicated languages.
Basic knowledge about formal languages, in particular star-free regular languages, is assumed
on the part of the reader, see [12].
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2. Deﬁnitions
We assume that the reader is familiar with the basics of formal languages. Whenever necessary,
[12] may be consulted. As customary, we use small letters from the beginning of the English alphabet
a, b, c, d , possibly with indices, to denote letters of our formal alphabet .
In this section,we give the fundamental deﬁnitions of a subword history, subword condition, Parikh
matrix and generalized Parikh matrix.
Deﬁnition 2. Consider an alphabet. A subword history SH in is a word over the elements of∗,
+, −, ×, and the parentheses, deﬁned recursively as follows:
(i) Every u ∈ ∗ is a subword history in , referred to as monomial.
(ii) If SH1 and SH2 are subword histories in , then so are
−(SH1), (SH1)+ (SH2), and (SH1)× (SH2).
(iii) Nothing else is a subword history in .
The value of a subword history T in a word w ∈ ∗, in symbols SH(w, T), is deﬁned recursively as
follows:
(i) The value of w in a monomial subword history u equals |w|u.
(ii) Assume that SH(w, Ti) = i, i = 1, 2. Then SH(w,−T1) = −1, SH(w, T1 + T2) = 1 + 2, and
SH(w, T1 × T2) = 12.
Two subword histories SH1 and SH2 are termed equivalent, written SH1 = SH2, if they assume the
same value in any w. Similarly, we write SH1SH2 if, for any w, the value of SH1 in w is at most that
of SH2 in w. Finally, a subword history is linear if it is obtained without using the operation ×.
Deﬁnition 2 is essentially from [8]. Clearly, the subword histories a× b and ab+ ba are equiva-
lent. This fact can also be expressed by saying that the subword history a× b− ab− ba assumes the
value 0 in any w. We want also to illustrate the difference between × and catenation in this context:
SH(a2bab2, ab× b− a− b) = |a2bab2|ab × |a2bab2|b − |a2bab2|a − |a2bab2|b = 8 × 3 − 3 − 3 =
18,
SH(a2bab2, abb− a− b) = |a2bab2|abb − |a2bab2|a − |a2bab2|b = 7 − 3 − 3 = 1.
A subword history “squeezes out” from a word a speciﬁc number, and we can compare subword
histories by comparing the numbers, for all words.
In case of a subword condition, the procedure is reverse. We begin with a ﬁnite set of numbers, and
look for words “satisfying” these numbers. The set of such words can be empty, ﬁnite or inﬁnite,
depending on the given subword condition.
Deﬁnition 3. Consider an alphabet . A subword condition SC (over ) is a system of ﬁnitely many
equations |x|u = i, where i is a positive integer, u is a nonempty word over , and x is a formal
variable. A word w over  satisﬁes the subword condition SH if, for every equation |x|u = i in
SC , we have |w|u = i. The language L(SC) deﬁned (or generated) by the subword condition SC
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consists of all words w over satisfying SC . Two subword conditions SC1 and SC2 are equivalent if
L(SC1) = L(SC2). The family of languages L(SC) (over ) is denoted by LSC().
We will return to the requirement of i being a positive integer. As an illustration of Deﬁnition 3,
let = {a, b}. The subword condition SC consisting of the single equation |x|ab = 3 deﬁnes the inﬁ-
nite regular language L(SC) = b∗(a3b+ ab3 + abab)a∗. If we add the equation |x|ba = 1 to SC , then
the resulting language is the ﬁnite language a3ba+ bab3 + abab. The further equation |x|bab = 3
reduces the deﬁned language to the singleton bab3 and, thus, any additional equation not satisﬁed
by w = bab3 reduces the language to the empty language. Examples of equivalent subword con-
ditions are easily constructed by considering equations of the form |x|a = i or, in general, sets of
equations deﬁning a word uniquely.
We are now ready to deﬁne the notion of a Parikh matrix, originally introduced in [7]. Consider
upper triangular square matrices, with nonnegative integer entries, 1’s on the main diagonal and 0’s
below it. The set of all such matrices is denoted byM, and the subset of all matrices of dimension
k1 is denoted byMk .
Deﬁnition 4. Let  = {a1, . . . , ak} be an alphabet. The Parikh matrix mapping, denoted k , is the
morphism:
k : ∗ →Mk+1
deﬁned by the condition: if k(aq) = (mi,j)1i,j(k+1), where 1qk , then for each 1i(k + 1),
mi,i = 1, mq,q+1 = 1, all other elements of the matrix k(aq) being 0.
Observe that when deﬁning the Parikh matrix mapping we have, similarly as when deﬁning the
Parikh vector, in mind a speciﬁc ordering of the alphabet. The following basic result, [7], character-
izes the entries of the Parikh matrix. For the alphabet  = {a1, . . . , ak}, we denote by ai,j the word
aiai+1 · · · aj , where 1ijk .
Theorem 1. Consider  = {a1, . . . , ak} and w ∈ ∗. The matrix k(w) = (mi,j)1i,j(k+1), has the
following properties:
• mi,j = 0, for all 1j < i(k + 1),
• mi,i = 1, for all 1i(k + 1),
• mi,j+1 = |w|ai,j , for all 1ijk.
For any word w over the alphabet {a, b, c, d}, Theorem 1 implies that
4(w) =




1 |w|a |w|ab |w|abc |w|abcd
0 1 |w|b |w|bc |w|bcd
0 0 1 |w|c |w|cd
0 0 0 1 |w|d
0 0 0 0 1




.
Properties of Parikh matrices (such as their characterization and the injectivity of the Parikh
matrix mapping) have been investigated in [3,7–9,14–16]. The following important generalization of
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a Parikh matrix was given in [17]. We ﬁrst recall the deﬁnition of the “Kronecker delta”. For letters
a and b,
a,b =
{
1 if a = b,
0 if a /= b.
Deﬁnition 5. Let u = b1 · · · bk be a word, where each bi, 1ik , is a letter of the alphabet . The
Parikh matrix mapping with respect to u, denoted u, is the morphism
u : ∗ →Mk+1
deﬁned, for a ∈ , by the condition: ifu(a) = Mu(a) = (mi,j)1i,j(k+1), then for each 1i(k + 1),
mi,i = 1, and for each 1ik , mi,i+1 = a,bi , all other elements of the matrixMu(a) being 0. Matrices
of the form u(w), w ∈ ∗, are referred to as generalized Parikh matrices.
Deﬁnition 5 differs from Deﬁnition 4 only in that the words a1a2 · · · ak and ai,j = aiai+1 · · · aj are
replaced by arbitrary words u = b1b2 · · · bk and bi,j = bibi+1 · · · bj . (Note that on the right side each
b is a letter but k is the length of u and not necessarily the cardinality of the alphabet.) Theorem 1
assumes now the following form, [17]. We formulate only the essential contents of the generalized
result.
Theorem 2. For all i and j, 1ijk , we have mi,1+j = |w|bi,j .
For u = babc, we infer from Theorem 2 that, for any word w,
Mu(w) =



1 |w|b |w|ba |w|bab |w|babc
0 1 |w|a |w|ab |w|abc
0 0 1 |w|b |w|bc
0 0 0 1 |w|c
0 0 0 0 1



.
For w = abcabcc we get
Mu(w) =





1 2 1 1 2
0 1 2 3 7
0 0 1 2 5
0 0 0 1 3
0 0 0 0 1




.
It is obvious already at this stage that, if we ﬁx some entries in a upper triangular matrix and
consider the set of words whose Parikh matrix or generalized Parikh matrix has the ﬁxed entries
in the proper positions, then we we are considering a particular language L(SC). This will be stated
more explicitly in Theorem 6 below.
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3. Inequalities between subword histories
The following theorem is a fundamental tool in establishing inequalities between subword oc-
currences. The result is due to [8,17], see also [14].
Theorem 3. Every minor in a Parikh matrix and in a generalized Parikh matrix is a nonnegative
integer.
Theorem 3, together with Theorems 1 and 2, yields for instance the following inequalities. Here
the letters u,w, x, y , z, y1, . . . , ym stand for arbitrary words
|w|x|w|yz + |w|xy |w|z  |w|xyz + |w|x|w|y |w|z ,
|w|yz|w|xyzu + |w|xy |w|z|w|yzu + |w|y |w|xyz|w|zu
|w|xy |w|yz|w|zu + |w|y |w|z|w|xyzu + |w|xyz|w|yzu,
|w|y |w|xyz  |w|xy |w|yz ,
|w|y1 · · · |w|ym |w|xy1···ymz  |w|xy1 |w|y1y2 . . . |w|ymz.
The last two inequalities constitute the Cauchy inequality and its generalization, investigated in
[8,9,16].
The basic decision problems for subword conditions SC will be settled in the next section. As
regards subword histories, the decision problems are essentially different. Using constructions
involving the shufﬂe operation, u v, the following result was established in [8].
Theorem 4.Every subword history is equivalent to a linear subword history.Moreover, a linear subword
history equivalent to a given subword history can be effectively constructed.
Clearly, two linear subword histories are equivalent if and only if they are identical, apart
from the order of terms. Thus, we have a decision method for the equivalence of subword
histories.
Although the equality problem for subword histories, that is, the problem of deciding whether
two subword histories assume the same value for all words, has been settled, the corresponding
inequality problem is open: given two subword histories SH1 and SH2, is the value of SH1 less than
or equal to that of SH2 for all words w? For instance, the inequality
|w|aab|w|ab + |w|aaab
holds for all words w and, consequently, we have the inequality aabab+ aaab between the two
subword histories. But the inequality does not any more hold true if one of the terms is omitted
from the right side.
In the general case it is not even known whether the inequality problem for subword histories is
decidable. The situation bears some analogies to the equality and inclusion problems for pattern
languages, see [5]. The inequality problem is a special case of the ultimate inequality problem: short
words w may be excluded. For instance, the inequality aaaaa over the alphabet {a} is ultimately
true because it holds for all words of length 5. For a one-letter alphabet, inequality and ultimate
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inequality problems can be settled because they reduce to polynomial inequalities between binomial
coefﬁcients.
For arbitrary alphabets, we have the following result.
Theorem 5. The inequality uv holds between two monomial subword histories u and v only in case
u = v.
Proof. Assume that |u| = k and |v| = . Clearly, for every word w, |w| = n, we have
|w|v
(
n

)
and, consequently, for some constant  independent of n,
|w|vn.
If uv, then v is a subword of u because, otherwise, 1 = |u|u > |u|v = 0. Thus, k . If  = k , then
u = v. (That is, u and v equal as words and, hence, the equality holds also between subword histories
u and v.) Assume that  < k , and consider the words
wm = um, m1.
We obtain
|wm|u
(
m
k
)
mk ,
for some constant  independent of m. On the other hand,
|wm|v
(
mk

)
(mk) = 1m,
where the constant 1 does not depend on m. By choosing m >
1
 , we obtain |wm|v < |wm|u, which
shows that the inequality uv is not valid. Thus, we must have  = k and u = v. 
4. Subword conditions, quasi-uniform, and star-free languages
Wewill begin with an interconnection between languages L(SC) and generalized Parikhmatrices.
Theorem 6. For given subword conditions SC , a word v, |v| = k , can be constructed such that the
generalized Parikh matrix mapping v has the following property. To every equation |x|u = i in SC ,
there corresponds a speciﬁc entry in the matrices inMk+1. A word w is in L(SC) if and only if in the
matrix v(w) the entry corresponding to the equation |x|u = i equals i, for every equation in SC.
Proof. Given SC , we choose a word v such that every u in the equations of SC is a factor of v. This is
always possible. (We can choose v to be the catenation of all words u; in most cases a much shorter
1748 A. Salomaa, S. Yu / Information and Computation 204 (2006) 1741–1755
v will sufﬁce.) By Theorem 2, at least one entry in the matrix v(w) gives the value |w|u, for each
word w and each equation |x|u = i in SC . Hence, our theorem follows. 
Let us go back to the previously considered SC over the alphabet {a, b}, deﬁned by the equations
|x|ab = 3, |x|ba = 1, |x|bab = 3.
We may now choose v = bab and conclude that the morphism
v : {a, b}∗ →M4
deﬁned by the matrices
v(a) =



1 0 0 0
0 1 1 0
0 0 1 0
0 0 0 1


 , v(b) =



1 1 0 0
0 1 0 0
0 0 1 1
0 0 0 1



has the following property. For any word w, the generalized Parikh matrix v(w) is of the form
v(w) =



1 ? 1 3
0 1 ? 3
0 0 1 ?
0 0 0 1



if and only if w ∈ L(SC).
We have a Parikh matrix mapping, instead of a generalized one, in Theorem 6 if SC satisﬁes the
following condition. Every word u in SC is a factor of some speciﬁc catenation w of the letters of
, where each letter occurs at most once.
In this section we will show that the language L(SC) deﬁned by a subword condition SC is always
a star-free regular language. In this context a notion investigated in the early days of automata
theory turns out to be very useful. The next deﬁnition is essentially from [11].
Deﬁnition 6. A language L over an alphabet  is quasi-uniform if, for some m0,
L = B∗0b1B∗2b3 · · · b2m−1B∗2m,
where each bi is a letter of the alphabet , and each Bi is a subset (possibly empty) of .
It is important to observe that B∗i reduces to the empty word when Bi is empty. Thus, there may
be several consecutive letters in the regular expression, whereas the subsets are always separated by
a letter.
Lemma 1. Let the subword condition SC consist of a single equation |x|u = i, and consider a word
w ∈ L(SC). Then the subset Lw(SC) of L(SC), consisting of words having w as a subword, is a quasi-
uniform language.
A. Salomaa, S. Yu / Information and Computation 204 (2006) 1741–1755 1749
Proof. Let  be the alphabet of SC and let b ∈ . By the assumption, |w|u = i > 0. Consider an
arbitrary decomposition w = w1w2 (where possibly one of the words w1 and w2 is empty), as well as
the word w′ = w1bw2. If there are subwords u1 of w1 and u2 of w2 such that u1bu2 = u, then clearly
|w′|u > i and, thus, w′ ∈ L(SC). Otherwise (that is, if there are no such subwords), we have |w′|u = i
and, moreover, |w1bjw2|u = i, for all j0. (Recall that i > 0 and, thus, there are occurrences of u
in w not using the inserted b’s.) This means that w1b∗w2 ⊆ L(SC). If there several letters b with the
property |w′|u = i, then the subalphabetB consistingof themsatisﬁes the conditionw1B∗w2 ⊆ L(SC).
For every decomposition w = w1w2, we now consider all letters that can be inserted between
w1 and w2 without increasing (from i) the number of occurrences of u as a subword of the result-
ing word. In this fashion a quasi-uniform language L′ ⊆ L(SC) is obtained. Since no further letter
can be inserted (without increasing the number i considered), we conclude that L′ = L(SC), thus
completing the proof. 
As an example, consider  = {a, b}. Let SC consist of the single equation |x|ab2 = 2. Then w =
a2b2 ∈ L(SC), and
Lw(SC) = b∗a2ba∗ba∗.
In this case we actually have Lw(SC) = L(SC). Consider next the SC consisting of the single equation
|x|aba = 2. Now w = ab2a ∈ L(SC). But now the quasi-uniform language Lw(SC) = b∗ab2ab∗ is a
proper subset of L(SC).
Deﬁnition 7. A word w0 is minimal for the equation |x|u = i if |w0|u = i and |w′0|u < i, for all proper
subwords w′0 of w0.
Observe that an equationmay possess severalminimalwords. For instance, each of thewords a3b,
ab3 and abab is minimal for the equation |x|ab = 3. Similarly, the words a3bab3 and (ab)5 are both
minimal for the equation |x|ab = 15. This shows that minimal words can be of different lengths. The
latter example can be generalized to show that the length difference between two minimal words
can be arbitrarily large. However, we have the following result.
Lemma 2. For every equation |x|u = i, there are only ﬁnitely many minimal words.
Proof. By deﬁnition, no minimal word can be a proper subword of another minimal word. The
lemma now follows by an argument (essentially the same as König’s Lemma, due in this form to
Higman [4]) frequently applied in language theory, see [12], vol. 1, pp. 20–22. 
Theorem 7. If a subword condition SC consists of a single equation, then the language L(SC) is a ﬁnite
union of quasi-uniform languages.
Proof. Let SC consist of the equation |x|u = i. Consider the union
L′ = ∪wLw(SC),
where w ranges over all words minimal for the equation |x|u = i. By Lemmas 1 and 2, L′ is a ﬁnite
union of quasi-uniform languages. Clearly, L′ ⊆ L(SC). To prove the reverse containment, consider
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an arbitrary word v ∈ L(SC). Thus, |v|u = i. If v is not minimal for the equation |x|u = i, it possesses
a minimal subword v′. Hence,
v ∈ Lv′(SC).
In any case, v ∈ L′, which proves that L′ = L(SC). 
We are now ready for a more general result.
Theorem 8. For any subword condition SC , the language L(SC) is a star-free regular language.More-
over, given SC , a star-free regular expression for L(SC) can be effectively constructed.
Proof. Since obviously all quasi-uniform languages are star-free, the ﬁrst sentence of our theo-
rem follows. The second sentence is obtained by the following observation. Consider an equation
|x|u = i, where |u| = n. Then no word w0 minimal for the equation |x|u = i is longer than ni. This is
seen as follows. Since w0 is minimal, each letter of w0 contributes to at least one occurrence of u in
w0. If each letter contributes to exactly one such occurrence, we have |w0| = ni. Otherwise, |w0| < ni.
Consequently, we cannot have |w0| > ni. Because of the upper bound ni, we can ﬁnd effectively the
minimal words of Lemma 2, and hence also the union of the quasi-uniform languages of Theorem
7. The language L(SC) is the (effective) intersection of these unions when we consider the equations
of SC one after another. 
The following corollary is signiﬁcant also for the inference problem considered in the next section.
Corollary 1. It is decidable whether or not a language in LSC() is
• empty,
• ﬁnite, or
• a singleton.
Moreover, the equivalence problem is decidable for subword conditions.
The assumption about the words u being nonempty in Deﬁnition 3 was made because the equa-
tion |w| = i is either universally true or universally false, depending on whether or not i = 1.
We also assumed in Deﬁnition 3 that the integers i are positive. Theorem 8 remains valid if we
allow also equations |x|u = 0 in SC . We will return to this matter in Section 6. However, the proof
of Lemma 1 (and, consequently, the proof of Theorem 7) does not remain valid with this extension.
This follows because we may insert one bwithout altering |w|u but the insertion of several b’s might
increase |w|u. For instance, the word aa satisﬁes the equation |x|ab3a = 0, and so do the words aba
and ab2a. But none of the words abja, j3, satisﬁes this equation.
5. Inference based on numbers |w|u
Various inference problems in language theory have been investigated in the past, [12]. A complete
or partial inference of aword from someof its simpler constituents belongs to this category.A speciﬁc
issue concerning words, also important in numerous applications, is to ﬁnd some elements (factors,
A. Salomaa, S. Yu / Information and Computation 204 (2006) 1741–1755 1751
subwords, etc.) of words that characterize the word so that, instead of the word itself, it sufﬁces to
investigate the elements. The elements may determine the word uniquely or only to a certain extent.
A characterization in terms of factors, optimal in a speciﬁc sense, was given in [1]. For the purposes
of this paper, a general problem is the following. What numbers |w|u sufﬁce to determine the word w
uniquely? Thus, one should specify a class of subwords u such that the values |w|u, where u ranges
over this class, determine w uniquely. Such a class could consist of all words of at most a given
length. Indeed, a notion often mentioned in the literature, [2,12,14], is that of a t-spectrum. For a
ﬁxed t1, the t-spectrum of a word w tells all the values |w|u, where |u|t. In general, one can deﬁne
the function (t) as the maximal length such that any word of length (t) is uniquely determined by
its t-spectrum. See [14] for other details. The function (t) is discussed further in [2].
It is clearly not preferable to consider subwords of the same length and take all of them. Some-
times very fewwords (of different lengths) determine the word uniquely. For instance, let = {a, b}.
It is easy to see that, for the subword condition SC determined by the two equations
|x|aba = 1, |x|bababn+1 = n, for some n1,
we have L(SC) = {bnababn+1}.
The following result was established in [16].
Theorem 9. Assume that w and w′ are words over the alphabet {a, b} with the same Parikh vector (r, s)
and that
|w|abi = |w′|abi , 1imin(r, s).
Then w = w′.
In general, a word w can be uniquely inferred from the conditions speciﬁed in a given SC if and
only if the language L(SC) is a singleton, which can be decided according to Corollary 1.
The subword condition SC may give important information even if L(SC) is not a singleton. Of
course, the ﬁniteness of L(SC) can be decided by the results of Section 4. As shown in the following
theorem, more detailed results can be obtained in more speciﬁc cases.
Theorem 10. Consider the alphabet  = {a, b}, and let M be the number of words w minimal for the
equation |x|u = i, where u has neither of the factors a2 or b2. Deﬁne u1 = cud , where c (resp. d) is
different from the ﬁrst (resp. last) letter of u. Let the subword condition SC be deﬁned by the two
equations
|x|u = i, |x|u1 = j.
Then the language L(SC) is empty if i does not divide j.Otherwise, the number of words in L(SC) equals
M , where  is the number of (positive) factors of ji .
Proof. Consider ﬁrst the subword condition SC1 deﬁned by the single equation |x|u = i. Assume
that w is minimal for this equation. By Lemma 1 and our assumption concerning the word u,
Lw(SC1) = c∗wd∗.
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(This follows because no letters can be inserted in w without increasing |w|u.) Hence, every word in
the language L(SC) is of the form
w1 = crwds, r1, s1,
where w is minimal for the equation |x|u = i. On the other hand, |w1|u1 = rsi. Thus, L(SC) has no
words if i does not divide j, and also the claim about the cardinality of L(SC) follows. 
As an example, consider u = ab and i = 4. Then all words minimal for the equation |x|u = i are
a4b, ab4, a2b2, abaab, abbab.
Hence, M = 5. On the other hand, u1 = baba, and the language L(SC), where SC is deﬁned by the
equations
|x|ab = 4, |x|baba = j,
is nonempty only if j is divisible by 4. For j = 16, the language L(SC) consists of the 15 words
bwa4, b4wa, b2wa2,
where w is one of the 5 minimal words listed above.
The assumption concerning the factors of u in Theorem 10 is needed because, otherwise, the
language L(SC) may be inﬁnite. For instance, if SC is deﬁned by the equations
|x|a2 = 1, |x|ba2b = 2,
then L(SC) = bab∗ab2 + b2ab∗ab.
6. Boolean and two-sided subword conditions
In this section we will investigate generalizations of our original deﬁnition of a subword condi-
tion. The original deﬁnition involved, in fact, a conjunction of the equations |x|u = i. In addition to
conjunctions, we may consider also other Boolean operations. This gives rise to Boolean subword
conditions, BSC . Two-sided subword conditions, 2SC , constitute a much more substantial generaliza-
tion. Instead of assuming that the right sides of the basic equations are numbers, we let both sides
of the equations be arbitrary polynomials (with integer coefﬁcients) in terms of |x|u. It is immediate
that the 2SC deﬁned by the single equation
|x|a = |x|b
gives rise to a nonregular language.
Deﬁnition 8. A Boolean subword condition, BSC , over the alphabet  and with the variable x, is a
Boolean expression in term of equations |x|u = i, where u is a nonempty word over  and i is a
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positive integer. A word w over  satisﬁes a given BSC if BSC assumes the truth-value true when
each equation |x|u = i is assigned the value true or false, depending whether |w|u = i or |w|u /= i. The
language L(BSC) deﬁned by the Boolean subword condition BSC consists of all words satisfying
BSC . The family of all such languages is denoted by LBSC().
Some clarifying remarks are in order. We assume that the variable x is the same in all equations.
Considerations involving several variables (and yielding, for instance, relations on ∗ instead of
single languages) lie beyond the scope of this paper. The alphabet  is in most cases obvious from
the context. However, sometimes it is important to specify the alphabet. It is also clear that there
are languages of the form L(BSC) that are not of the form L(SC), that is, we have a proper extension
of the language family. For instance, the language L deﬁned by the BSC (over the alphabet {a, b})
(|x|a = 1) ∨ (|x|b = 1)
is not of the form L(SC). This follows because any twowords in any language L(SC) have a common
nonempty subword, and this is not true for the words a and b in the language L.
It is obvious, by the above deﬁnition and Theorems 7 and 8, that every language in LBSC() is
a star-free regular language and, moreover, a star-free regular expression for it can be effectively
constructed. We already discussed in Section 4 the reasons why we have assumed that i > 0 in the
equations |x|u = i. However, even if we allow the equation |x|u = 0, we still stay within the range of
star-free regular languages. Assume that u = b1 · · · bk , where the b’s are letters. Then the language
consisting of all words satisfying the equation |x|u = 0 is denoted by the star-free regular expression
∼ ∗b1∗ · · ·∗bk∗.
These remarks are summarized in the following theorem.
Theorem 11.The familyLSC() is strictly included in the familyLBSC().Every language in the latter
family is effectively a star-free regular language. This statement remains true even if we include the
equations |x|u = 0 among the basic equations.
Observe that if the equations |x|u = 0 are available, then also the inequalities |x|u > i and |x|u < i
can be expressed within the formalism of BSC . For instance, |x|u > 2 is equivalent to the condition
∼ (|x|u = 2)∧ ∼ (|x|u = 1)∧ ∼ (|x|u = 0).
In many respects, the formalism of BSC (without equations |x|u = 0) is rather limited. For in-
stance, the language a+ is not in LSC({a}), as seen from the following lemma, the proof of which is
obvious.
Lemma 3. Every language in LBSC({a}) is either ﬁnite and does not contain the empty word, or else is
coﬁnite and contains the empty word.
On the other hand, if equations |x|u = 0 are included, then we have a simple representation for
ﬁnite languages. Indeed, Theorem 9 gives immediately the following corollary.
Corollary 2.
Assume that L is a ﬁnite language over the alphabet {a, b} not containing words longer than l. Then
L can be deﬁned by a ﬁnite disjunction of ﬁnite conjunctions of equations
|x|u = i, i0, u ∈ {a, b}+.
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Moreover, at most [l/2] + 2 different words u, namely, the words
u = abj , 0j[l/2], u = b,
appear in the equations.
For instance, for ﬁnite languages over {a, b} with maximal word length 5, it sufﬁces to use the
symbols
|x|a, |x|b, |x|ab, |x|ab2 .
Our ﬁnal step in this paper is to consider subword conditions, where different numbers |x|u and
|x|v are compared. Thenwe go beyond context-free languages. For instance, if the alphabet is {a, b, c}
and the subword condition consists of the equations
|x|a = |x|b = |x|c, |x|abc = (|x|a)3,
then it is easy to see that the deﬁned language equals
{anbncn | n0}.
Deﬁnition 9. A two-sided subword condition, 2SC , over the alphabet  and with the variable x, is
a conjunction of ﬁnitely many equations  =  such that both sides are polynomials in terms of
symbols |x|u, where each u is a nonempty word over . Satisﬁability, the language L(2SC), as well
as the family L2SC() are deﬁned analogously as in the previous deﬁnitions.
Observe that we return here to the original Deﬁnition 3 in that we consider only conjunctions of
equations, rather than arbitrary Boolean combinations of them. Indeed, we have not been able to
ﬁnd any signiﬁcant use for the Boolean generalization. We say that two 2SC’s are equivalent if their
languages coincide.
It is obvious that every language in L2SC() is context-sensitive: indeed, the languages are
actually in deterministic log space. A more signiﬁcant result is that, by Theorem 4, attention can be
restricted to linear polynomials in 2SC’s.
Theorem 12. For every two-sided subword condition, an equivalent subword condition involving only
linear polynomials can be effectively constructed. Every language in the family L2SC() is context-
sensitive.
Returning to our earlier example, we ﬁnd the two-sided subword condition
|x|a = |x|b = |x|c, |x|abc = 6|x|a3 + 6|x|a2 + |x|a,
involving only linear polynomials and deﬁning the language {anbncn | n0}.
As our ﬁnal example, consider the language L deﬁned by the two-sided subword condition 2SC ,
over the alphabet {a, b},
|x|a = |x|b = |x|ab.
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In view of Theorem 6, L consists of all words over {a, b} whose Parikh matrix (in the nongeneralized
sense) has all entries equal above the main diagonal. The language L = L(2SC) is not context-free:
L = {} ∪ {bi−kj=1rjabr1 · · · abrk ai−k | 1ki,kj=1jrj = i, rj0}.
7. Conclusion
The subword conditions introduced in this paper constitute a device for deﬁning words or lan-
guages in terms of numerical information. In some cases this leads to amazingly simple deﬁnitions.
The resulting problems are related to the theory of Parikhmatrices, as well as to the general problem
of inferring a sequence from its subsequences. Our characterization results lead to one of the very
basic early notions in automata theory, that of quasi-uniform events. Still many problems remain
open, especially as regards decidability and characterization.
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