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Abstract
A computational scheme is developed to determine the response of a quantum
field theory (QFT) with a factorized scattering operator under a variation of
the Unruh temperature. To this end a new family of integrable systems is
introduced, obtained by deforming such QFTs in a way that preserves the
bootstrap S-matrix. The deformation parameter β plays the role of an inverse
temperature for the thermal equilibrium states associated with the Rindler
wedge, β = 2pi being the QFT value. The form factor approach provides an
explicit computational scheme for the β 6= 2pi systems, enforcing in particular
a modification of the underlying kinematical arena. As examples deformed
counterparts of the Ising model and the Sinh-Gordon model are considered.
1. Introduction
Sometimes it is advantageous to step outside “flat land” Minkowski space quantum field
theory (QFT) even if the quantity one is interested in concerns the latter. A good ex-
ample is the conformal anomaly. In a 2n-dimensional (flat space) QFT it can be defined
through a coefficient of an n + 1-point function of the energy momentum tensor. Tech-
nically however it is useful to first couple the system to some curved background and
then compute the conformal anomaly as a suitable response with respect to a variation of
the background metric (thereby producing the vacuum expectation value of the trace of
the energy momentum tensor). Apart from the technical advantage that one only has to
compute a 1-point function (in curved background) the result provides a linkage between
flat space and curved space QFT.
1.1 Thermalization and Replica
Here we shall address the problem how to compute a similar response under a variation of
the Unruh temperature. The latter refers to the well-known thermalization phenomenon
that the vacuum of a Minkowski space QFT ‘looks like’ a thermal state of inverse tem-
perature β = 2pi (in natural units) with respect to the Killing time of the Rindler wedge
[31, 4]. Heuristically one can summarize the result in the symbolic identity
〈0|O1(x1) . . .On(xn)|0〉 = Tr[e2piKO1(x1) . . .On(xn)] , if x1, . . . , xn ∈ W, (1.1)
where W is the right Rindler wedge, K is the generator of Lorentz boosts inW and Oj(x)
are some local quantum fields. If we momentarily ignore the fact that the trace can never
exist1 it is also clear what kind of operation one would like to perform, namely
β
∂
∂β
Tr[eβK . . .]
∣∣∣
β=2pi
, (1.2)
with the understanding that ‘everything else’ is kept fixed (c.f. below). As in the case of
the conformal anomaly such a response has two aspects. One is to define the systems with
1The spectrum of K consists of the entire real line so that e2piK is an unbounded operator. Conversely
if e2piK were a positive trace-class operator (i.e. a density matrix) the spectrum of −K necessarily would
have to be discrete and bounded from below. Likewise a decomposition of K into a difference of left and
right Rindler Hamiltonians does not really exist.
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β 6= 2pi, – which can no longer be ordinary Minkowski space QFTs. The other concerns
the evaluation of the response itself, which again has significance within the context of
Minkowski space QFT.
Let us now elucidate on the β 6= 2pi systems. There are two very different notions of
“varying the Unruh temperature”:
(a) The classical notion of changing the norm of the timelike Killing vector field K in
W (and hence the surface acceleration a of the Rindler horizon).
(b) The “replica” understanding of Callan and Wilczek [7] to replace e2piK in (1.1)
with (e2piK)β/2pi = eβK , keeping everything else (state space, operator products etc.)
fixed.
There is a certain danger of confusing both notions because also the purely classical
variation (a) affects the (h¯-dependent) Unruh temperature T = h¯
kc
a
2pi
. To see this recall
that in inertial coordinates K = a(x1∂0 + x0∂1), and its norm is ‖K‖ = a
√−x2, using
metric conventions ds2 = (dx0)2 − (dx1)2 and W = {x ∈ IR1,1 | |x0| ≤ x1}. The result
(1.1) holds in any dimension, for simplicity we specialize to 1+1 dimensions already at
this point. Clearly K is unique up to normalization and changing its norm amounts to
changing the Unruh temperature according to T1/T2 = ‖K1‖/‖K2‖. In particular (a)
leaves the classical spacetime intact and thus is not the relevant concept if one wants
to compute a quantum response of the form (1.2) or unravel the statistical origin of the
Horizon entropy [5, 28, 7, 15, 16, 13]. Henceforth we shall exclusively be concerned with
the notion (b) of varying the Unruh temperature. In order to disentangle both aspects
we fix the norm of K once and for all to be ‖K‖ = √−x2. For the generator K of the
Lorentz boosts in the Minkowski space QFT this means
eiλKO(x)e−iλK = O(x(λ)) , where
x0(λ) = x0chλ+ x1shλ , x1(λ) = x0shλ+ x1chλ . (1.3)
Note that with these normalizations a spacetime reflection corresponds to a complex
Lorentz boost by ipi.
Having fixed the normalization (1.3) the “replica” understanding of taking β off 2pi has
the immediate consequence that one is no longer dealing with an ordinary QFT system.
Taking again the heuristic formula (1.1) as a guideline one sees that translation invariance
is broken: Tr[eβKU(x)OU(x)−1] = Tr[eβKOU(x)−1U(x(−iβ))], if U(x) is the unitary rep-
resentation of the translation group in the original QFT. Probably this should be viewed
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as the Minkowski space version of the conical singularity encountered in the Euclidean
approach to the β 6= 2pi systems [10, 6, 21, 22].
1.2 Thermalization without event horizons
Here we shall pursue an approach to computing responses of the form (1.2) which preserves
the Lorentzian signature and which implements the “replica” understanding of the β 6= 2pi
systems on the level of form factors. It is based on a thermalization phenomenon related
but not identical to (1.1) [24]. A schematic comparison of both phenomena is given in
the table below.
Unruh Thermalization Form Factor Thermalization
Hyperbolic World lines in Mass hyperboloids in
Rindler space forward light cone
x0 = r cosh τ, x1 = r sinh τ p0 = m cosh θ, p1 = m sinh θ
τ : Killing time θ: rapidity
Wightman functions in Form Factors in
Rindler space obey (KMS)2pi Minkowski space obey (KMS)2pi
with respect to τ with respect to θ
(KMS)2pi denotes a thermal equilibrium condition of temperature 1/2pi (with the nor-
malization (1.3) and units k = c = h¯ = 1). Mathematically, as first noticed by Kubo-
Martin-Schwinger and Haag-Hugenholz-Winnink, the equilibrium condition gets encoded
into certain analyticity properties with respect to some (generalized) time variable. The
above form factor result has been shown to hold in any 1+1 dimensional QFT with a
well-defined scattering theory, regardless of its integrability [24]. Form factors in this
context are matrix elements of some field operator between the physical vacuum and the
asymptotic multi-particle states. Let us denote the n-particle form factor of a field oper-
ator O symbolically by 〈0|O|A(pn) . . .A(p1)〉, where A(p) generates a 1-particle state of
momentum p = (m cosh θ,m sinh θ). Parallel to (1.1) one can give a mnemonic summary
of the result as follows
〈0|O|A(pn) . . . A(p1)〉 = Tr[e2piKOA(pn) . . .A(p1)] . (1.4)
Here K is again the generator of Lorentz boosts and the comments from footnote 1 apply
likewise. These technical aspects aside, it may come as a surprise that matrix elements of
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a zero temperature QFT exhibit thermal features, without an event horizon being invoked
as in the Hawking-Unruh case. One explanation stems from the fact that the left hand
side of (1.4) does not make essential use of the micro-causality property of the QFT, while
the thermal structure of the right hand side can be understood as a ‘remnant of micro-
causality’ on the level of scattering states. Another explanation can be gained from the
strategy followed in the proof [24], which traces the thermalization in (1.4) back to that
in the Bisognano-Wichmann-Unruh case [4, 31] by enclosing the ‘wave packets’ eventually
forming the scattering states into ‘comoving’ wedge regions. In a forthcoming paper we
study the generalization of (1.4) to higher dimensions.
Using (1.4) as a guideline it is easy to see what the replica understanding of β 6= 2pi
amounts to. If we write F (θn, . . . , θ1) for 〈0|O|A(pn) . . . A(p1)〉 the defining properties
should be
F (θn + iβ, θn−1, . . . , θ1) = η F (θn−1, . . . , θ1, θn) , and
F (θn, . . . , θ1) has kinematical poles at θk − θj = ±ipi , k 6= j . (1.5)
The first equation is the (KMS)β condition where a generalized statistics phase η may
appear. The second requirement stems from ‘keeping everything else fixed’. In par-
ticular the normalization (1.3) should be kept fixed so that in the parameterization
p = (m cosh θ,m sinh θ) a sign flip still corresponds to a complex Lorentz boost by ipi
rather than iβ/2. This entails that the position of the kinematical singularities in rapid-
ity space stay at θk−θj = ±ipi, j 6= k. Though (1.5) is a very natural transcription of the
replica idea, it has a number of unexpected consequences. For example the spectra of the
conserved charges on a multi-particle state change in a nontrivial way, c.f. section 3. The
requirements (1.5) can be taken as the defining features for the β 6= 2pi systems in any
1+1 dim. QFT with a well-defined scattering theory. Very likely also a generalization
to higher dimensions is possible. However the conditions are particularly stringent in
so-called integrable QFTs on which we shall focus from now on.
By definition integrable massive QFTs are those for which the scattering operator enjoys
a certain factorization property. This allows one to express all S-matrix elements in terms
of the two-particle (“bootstrap”) S-matrix, which in turn is a solution of the Yang-Baxter
equation. For such QFTs the so-called form factor approach allows one to characterize
the full non-perturbative dynamical content of the QFT in terms of a recursive system
of functional equations known as “form factor equations”. These functional equation
only take the two-particle S-matrix as an input and are not renormalized or modified
in any way in the process of solving the theory. Further they entail the quantum field
4
theoretical locality requirement on the level of the Wightman functions [27]. It thus seems
natural to modify this system of functional equations such that (1.5) is obeyed. It turns
out that this can be done in a way that preserves the bootstrap S-matrix. For integrable
QFTs therefore the concept of “keeping everything else fixed” in the replica understanding
(b) of the β 6= 2pi systems acquires the precise meaning of: “Keeping the bootstrap S-
matrix fixed”. Indeed, since ultimately the entire QFT gets constructed from it, changing
the bootstrap S-matrix would amount to changing the theory. Remarkably with this
specification mathematical consistency then dictates almost everything else [23]. Most
importantly the residue equations have to be modified in a certain way. The sequences
of meromorphic functions solving the modified functional equations no longer define the
form factors of a relativistic QFT. We shall see:
• Each integrable QFT admits a 1-parameter deformation that preserves the bootstrap
S-matrix. The deformation parameter β plays the role of an inverse temperature in
the “replica” understanding of taking β off 2pi in (1.4).
• The form factor approach provides an explicit computational scheme for these sys-
tems, just as for β = 2pi. It yields a finite, cutoff-independent answer for the
response (1.2) of any local QFT quantity.
• For β 6= 2pi the underlying kinematical arena is deformed, but is by construction
compatible with the full non-perturbative dynamics of the system. Lorentz invari-
ance is maintained exactly.
The rest of this paper is organized as follows. In the next section we briefly describe the
modified form factor equations and show that their solutions can have a regular β → 2pi
limit producing ordinary form factors. In section 3 we compute the spectrum of the
conserved charges in the deformed theory with some details relegated to an appendix.
Further the form factor resolution of the deformed two-point functions is introduced and
its use illustrated for the energy momentum tensor of a free boson or fermion. In section 4
finally a few sample form factors in the deformed Ising model and Sinh-Gordon model are
computed to demonstrate the feasibility of the scheme for interacting QFTs. The setting
described bears some resemblance to ’t Hoofts “S-matrix Ansatz” [29, 30]. On this and
other interrelations we briefly comment in the conclusions.
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2. Deformed form factor equations
Let Scdab(θ), θ ∈ IC, be a bootstrap S-matrix without bound state poles, i.e. a matrix-
valued meromorphic function analytic in the strip 0 ≤ Im θ < pi and satisfying the Yang-
Baxter equation, unitarity and crossing. The indices a, b, . . . refer to a basis in some
finite dimensional vector space V . Raising and lowering of indices is done by means of the
charge conjugation matrix Cab and its inverse C
ab. To any such S-matrix one can associate
a 1-parameter family of functional equations, whose solutions are sequences tensor-valued
meromorphic functions [23]. The consistency of these equations is most conveniently seen
in an algebraic implementation. Here we shall give only a minimal set of equations, which
– taken for granted the consistency of the deformation – entail all others. For generic
β 6= 2pi thus consider the following set of functional equations [23]
Fan...a1(θn + iβ, θn−1, . . . , θ1) = η Fan−1...a1an(θn−1, . . . , θ1, θn) , (2.1a)
Fan...a1(θn, θn−1, . . . , θ1) = S
d c
anan−1(θn,n−1)Fc dan−2...a1(θn−1, θn, θn−2 . . . , θ2, θ1) (2.1b)
ResF
(n)
A (θn−1 + ipi, θn−1, θn−2, . . . , θ1) = −λ−Canan−1 F (n−2)an−2...a1(θn−2, . . . , θ1) . (2.1c)
For θn = θn−1 − ipi one has
ResF
(n)
A (θn−1 − ipi, θn−1, θn−2, . . . , θ1) = −λ+Canan−1 F (n−2)an−2...a1(θn−2, . . . , θ1) ,
ResCanan−1F
(n)
A (θn−1 − ipi, θn−1, θn−2, . . . , θ1) = −λ− F (n−2)an−2...a1(θn−2, . . . , θ1) . (2.1d)
The first version applies to a 2pii-periodic S-matrix, the second when Scdab(−ipi) is singular.
Here and below “Res” denotes the residue at the simple pole of the displayed pair of
rapidities, here: Res = resθn=θn−1±ipi. Further A = (an, . . . , a1), θ = (θn, . . . , θ1) and we
use the shorthand θkj := θk−θj throughout. The constants λ− = −iβ/pi, λ+ = λ−/ dimV
are chosen to match the normalization of the 1-particle states b〈θ2|θ1〉a = 2βδbaδ(θ21), and
η is a complex phase. In addition to the equations (2.1.a-d) of course one has to specify the
analytic structure of the solutions aimed at. For β/2pi irrational we require the solutions
of (2.1.a,b) to be meromorphic functions with poles at most at θkj = ±ipi modulo iβ; in
particular they are supposed to be regular at θj+1,j = iβ. The equations (2.1.c,d) then
serve to arrange the solutions of (2.1.a,b) into sequences. One aspect of the consistency
alluded to before is that the operations ‘application of a symmetry transformation’ via
(2.1.a,b) and ‘taking the residue’ via (2.1.c,d) commute. In particular this implies that
6
any solution of (2.1.a,b) having a simple pole at θn = θn−1± ipi will have simple poles also
at θj+1,j = ±ipi and θj+1,j = ∓i(pi − β), whose residues are given by
ResF
(n)
A (θn, . . . , θj + ipi, θj , . . . , θ1)
= −λ−Caj+1aj F (n−2)an...aj+2aj−1...a1(θn, . . . , θj+2, θj−1, . . . , θ1) , (2.2a)
ResF
(n)
A (θn, . . . , θj − ipi + iβ, θj, . . . , θ1)
= −λ+ Ltj+1(θn, . . . , θj − ipi + iβ, θj , . . . , θ1)BA Cbj+1bj F (n−2)pjB (pjθ) , (2.2b)
and similar equations for θj+1,j = −ipi and θj+1,j = i(pi − β). The notation is pjA =
(an, . . . aj+2aj−1 . . . a1) and pjθ = (θn, . . . , θj+2, θj−1, . . . , θ1). Further
Lτj (θ)
B
A = η T
c
aj
(θj |θn, . . . , θj+1)bn...bj+1an...aj+1 T bjc (θj − iβ|θj−1, . . . , θ1)bj−1...b1aj−1...a1 , (2.3)
is the matrix entering the deformed Knizhnik-Zamolodchikov equations; the corresponding
action on rapidity vectors is τj(θn, . . . , θ1) = (θn, . . . , θj + iβ, . . . , θ1). As indicated it can
be expressed in terms of the monodromy matrix
T bnan (θn|θn−1, . . . , θ1)bn−1...b1an−1...a1 = Sbnbn−1cn−1an−1(θn−1,n) Scn−2bn−2cn−1an−2(θn−2,n) . . . Sc2b1ana1(θ1,n) ,
whose trace over an = bn yields the well-known family of commuting operators on V
⊗(n−1).
The dependence on β in the deformed form factors will usually be suppressed. When
needed to distinguish them from the undeformed form factors we shall write (F (β,n))n≥0
and (F (2pi,n))n≥0 for the deformed and undeformed ones, respectively. In this notation one
can select solutions for generic β such that
F
(2pi,n)
A (θ) = lim
β→2pi
F
(β,n)
A (θ) . (2.4)
To verify this one has to show that the right hand side solves the undeformed form
factor equations. For the equations (2.1.a,b) this is obvious. To see that the residue
equations come out correctly observe that in the limit β → 2pi the poles at θj+1,j = ipi
and θj+1,j = i(β − pi) in (2.2) merge. They produce a simple pole again because by
assumption F
(β,n)
A (θ) does not have a pole at θj+1,j = iβ. In particular this implies that
the residues of the merged poles add up producing
ResF
(n)
A (θn, . . . , θj + ipi, θj , . . . , θ1)
= −
[
λ+Lτj+1(θn, . . . , θj + ipi, θj , . . . , θ1)
B
A + λ
−δBA
]
Cbj+1bjF
(n−2)
pjB
(pjθ) , (2.5)
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which is the undeformed residue equation. In principle it is non-trivial that solutions of
the deformed equations exist such that (2.4) is satisfied. Based on experience with the
simple models described later, we expect however the following to be true:
• For each ordinary form factor sequence (F (2pi,n))n≥1 there exists a deformed coun-
terpart (F (β,n))n≥1 such that (2.4) is satisfied.
• The deformed sequence is in general not uniquely specified by (2.4) but can be made
so by imposing suitable minimality conditions.
Naturally one will search for solutions of the deformed equations with a definite degree
of homogeneity s (“spin”) under the action of eiλK , iK =
∑
j
∂
∂θj
. In the undeformed
case suitable multiplets of solutions then transform according to tensor representations of
SO(1,1), reflecting the Lorentz covariance properties of the local operator assigned to it.
The same can be done here, though a-priori without any reference to an underlying QFT
system. For example an appropriate triplet of solutions F (n)s (θ) of spin s = 0,±2 can be
used to define a symmetric second rank SO(1,1) tensor F (n)µν (θ),
F (n)µν (θn + λ, . . . , θ1 + λ) = Λ(λ)
ρ
µΛ(λ)
σ
ν F
(n)
ρσ (θ) ,
Λ(λ) νµ =

 ch 2piβ λ sh 2piβ λ
sh 2pi
β
λ ch 2pi
β
λ

 , µ, ν = 0, 1 , (2.6)
where the components F (n)µν (θ) are linear combinations of F
(n)
s (θ), s = 0,±2.
3. Deformed kinematics
The structure of the deformed kinematics turns out to be largely dictated by consistency
with the dynamics, i.e. with the deformed form factors equations. In this section we
present some aspects of the resulting kinematics.
3.1 Deformed conserved charges
In the undeformed case local conserved charges are characterized by two properties. They
act numerically on asymptotic multi-particle states and their eigenvalues decompose into
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a sum of 1-particle contributions. On the level of form factors, the first property implies
that the eigenvalues are trivial solutions of the form factor equations. Here we take the
(deformed) form factor equations as the starting point, so that it is natural to define a
conserved charge in terms of its eigenvalues as follows: A conserved charge Qs of spin s
has eigenvalues Q(n)s (θ) that are real for real arguments, iβ-periodic and symmetric in all
variables, as well as homogeneous and hermitian in the following sense
Q(n)s (θn + λ, . . . , θ1 + λ) = e
s 2pi
β
λQ(n)s (θ) , Q
(n)
s (θ)
∗ = Q(n)s (θ
∗) . (3.1)
Further the eigenvalues for n and n− 2 particles are linked by the recursive relation
Q(n)s (θn = θn−1 ± ipi, θn−1, θn−2, . . . , θ1) = Q(n−2)s (θn−2, . . . , θ1) . (3.2)
In summary a conserved charge in the deformed theory is in correspondence to a sequence
(Q(n)s (θ))n≥0 of symmetric functions solving (3.1), (3.2). The structure of the solutions
turns out to be quite different from that for β = 2pi. Intrinsically however the role of the
deformed eigenvalue sequences is precisely the same as in the undeformed case: Pointwise
multiplication of a given form factor sequence with (Q(n)s (θ))n≥0 produces a new form
factor sequence (with spin s + s′, if the original sequence had spin s′). Clearly the set
of eigenvalue sequences forms a graded abelian ring with respect to pointwise addition
and multiplication, where upon multiplication the degrees add up. In a theory whose
S-matrix has bound state poles the recursion relation (3.2) will be supplemented by a
n → n − 1 recursive relation, which in particular serves as a selection principle for the
allowed spin values. Here we shall restrict attention to S-matrices without bound state
poles. In particular the mass gap m then provides the only intrinsic mass scale of the
theory.
For β = 2pi the most important solutions of (3.1), (3.2) are the “power sums” P (n)s (θ) ∼
ts1 + . . . + t
s
n for s odd and tj = e
θj . In fact these powers sums form a basis for the
before-mentioned “ring of conserved charges” at β = 2pi [9]. That is to say all other
solutions of (3.1), (3.2) are linear combinations of products of the power sums. In physical
terms P
(n)
±1 (θ) for example are (up to a normalization constant with units of a mass) the
eigenvalues of the lightcone momenta P± on an asymptotic n-particle state. Their product
P
(n)
+1 (θ)P
(n)
−1 (θ) is proportional to the n-particle eigenvalues of the (mass)
2 operator 2P+P−.
Observe also that the power sums (and their linear combinations) are distinguished by
the property that for them the rapidities provide an additive parameterization of the
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multi-particle eigenvalues
P (n)s (θ) =
∑
j
P (1)s (θj) . (3.3)
For β 6= 2pi such solutions of (3.1), (3.2) no longer exist. Nevertheless natural deformed
counterparts of the power sums do exist and they will play a key role in the following.
The starting point for the construction of the deformed power sums is the following fact:
Let P (n)(N, l) be the space of symmetric polynomials in t1, . . . , tn of total degree N and
partial degree l (c.f. Appendix). There exists a unique sequence of iβ-periodic symmetric
functions (P (n)(t))n≥0 such that
(a) P (n)(t) is a ratio of symmetric polynomials in tj = e
2piθj/β, 1 ≤ j ≤ n, solving (3.1),
(3.2). The numerator numP (n) and denominator denP (n) have the following degrees
numP (n) ∈ P (n)(N + 1, n) , denP (n) ∈ P (n)(N, n− 1) , N = 1
2
n(n− 1) . (3.4)
(b) P (n)(t) is proportional to the eigenvalue of the P+ lightcone momentum operator
for β → 2pi, i.e.
P (n)(t)
∣∣∣∣
β=2pi
= t1 + . . .+ tn . (3.5)
Further no solution of the same type with lower degrees in (3.4) exists. Here and later
on it will be convenient to express all symmetric polynomials in terms of the elementary
symmetric polynomials σ
(n)
k , k = 1, . . . , n (where we shall usually suppress the superscripts
n). Writing further γ = 2 cos pi
2
β
and δ = 2 cos 2pi
2
β
= q + q−1 = γ2 − 2, the explicit results
for n ≤ 4 are:
numP (2) = σ21 − γ2σ2 , denP (2) = σ1 ,
numP (3) = σ21σ2 − γ2σ22 + (1 + δ)σ1σ3 ,
denP (3) = σ1σ2 − (1 + δ)2 σ3 ,
numP (4) = σ21σ2σ3 − γ2 σ22σ3 + (1 + δ)σ1σ23 − (1 + δ)2σ31σ4
+ δγ4 σ1σ2σ4 − δ2γ2(1 + δ) σ3σ4 ,
denP (4) = σ1σ2σ3 − (1 + δ)2(σ23 + σ21σ4) + δγ4 σ2σ4 . (3.6)
The most efficient way to compute these expressions is by making use of the fact that
both the numerators and the denominators separately obey a recursive relation. These
10
and other aspects of the construction of the conserved charge eigenvalues are relegated to
the Appendix. Clearly the solutions (3.6) violate (3.3). Nevertheless one can recover an
additive parameterization by means of the following result.
Lemma: Let P (n)(t) be the functions defined above. Set
l
(n)
j (t) := tj
∂
∂tj
P (n)(t) , j = 1, . . . , n , (3.7)
which by construction reduce to tj for β = 2pi. Then
P (n)s (t) := [l
(n)
1 (t)]
s + . . .+ [l(n)n (t)]
s , (3.8)
is a conserved charge eigenvalue for all (positive and negative) odd integers s, which for
β = 2pi reduces to ts1 + . . .+ t
s
n.
The point here is that the expressions (3.8) again solve the recursive equation (3.2).
For s = 1 this is just a rewriting of the Euler relation, but for s 6= 1 the proof is
more involved. We omit it. Clearly the P (n)s (t) are natural deformed counterparts of the
power sums. They are again expressible as ratios of homogeneous symmetric polynomials,
though usually of a fairly high (total and partial) degree.
Let us focus now on the s = ±1 conserved charges. A drawback of the construction (3.7),
(3.8) is that the s = 1 and the s = −1 charges enter asymmetrically. To understand
how this comes about consider P (n)(t−1) with t−1 = (t−1n , . . . , t
−1
1 ), which meets the same
requirements as P
(n)
−1 (t): It solves (3.1), (3.2) with s = −1 and reduces to t−1n + . . .+t−11 for
β = 2pi. In terms of the elementary symmetric polynomials the inversion t→ t−1 amounts
to the replacement σk → σn−k/σn. The functions P (n)(t−1) are thus again expressible as
ratios of symmetric polynomials in t1, . . . , tn with degrees readily worked out from (3.4).
If we next consider the sequence of ratios
Q(n)(t) :=
P
(n)
−1 (t)
P (n)(t−1)
, Q(n)(t)
∣∣∣∣
β=2pi
= 1 , n ≥ 1 , (3.9)
its members qualify as spin zero solutions of (3.1), (3.2) starting with Q(0) = 1/(4 − γ2)
and Q(1) = 1. In other words the s = 1 and s = −1 power sums in (3.8) feature
asymmetrically only because one of them has been multiplied with a complicated spin
zero conserved charge having trivial β = 2pi limit. It is obviously nicer to distribute the
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square root of Q(n)(t) symmetrically on both the s = 1 and the s = −1 power sums. This
leads us to the following definition of the deformed lightcone momentum eigenvalues
k
(n)
j (t) := [Q
(n)(t)]1/2 l
(n)
j (t) , j = 1, . . . , n ,
P
(n)
+ (t) :=
m√
2
n∑
j=1
k
(n)
j (t) =
m√
2
[Q(n)(t)]1/2 P (n)(t) ,
P
(n)
− (t) :=
m√
2
n∑
j=1
[k
(n)
j (t)]
−1 =
m√
2
[Q(n)(t)]1/2 P (n)(t−1) , (3.10)
where m is the mass gap. In particular in this way an additive parameterization and
a standard relativistic dispersion relation are recovered. Of course one would like to
interpret k
(n)
j (t) as the lightcone momentum of the j-th particle in an n-particle state of
the deformed theory. For this to be possible the k
(n)
j (t) should better be non-negative
functions on IRn+. For sufficiently small γ one expects this to work out, but it is not
obvious how large γ can be made without sacrificing this property. From the explicit
expressions we verified that for n ≤ 4
k
(n)
j (t) ≥ 0 , ∀t ∈ IRn+ if γ2 < 1 . (3.11)
In fact it is sufficient to check (3.11) for the l
(n)
j (t), because then also Q
(n)(t) is nonnegative
for γ2 < 1. We expect (3.11) to be a generic feature and henceforth restrict attention to
−1 < γ < 1, i.e. to 3
4
< | β
2pi
| < 3
2
.
A natural definition of the deformed mass eigenvalues is
M (n)(t) = [2P
(n)
+ (t)P
(n)
− (t)]
1/2 . (3.12)
They are conserved charges with the correct β → 2pi limit. In addition their threshold
values are the same as in the undeformed case, i.e. M (n)(t) ≥ nm, ∀t ∈ IRn+, and equality
only holds on the main diagonal of IRn+. Off the diagonal however the deformed mass
eigenvalues are always larger than the undeformed ones. If we regard (3.12) as a function
M (n)(u) of the rapidity differences ui =
2pi
β
(θi+1 − θi), i = 1, . . . , n− 1, this amounts to
M (n)(u) ≥ m

n+ 2∑
i<j
ch(ui + . . .+ uj)


1/2
=M (n)(u)
∣∣∣∣
β=2pi
, (3.13)
where for ui 6= 0 strict inequality holds. In physical terms (3.13) means that boost-
ing two particles relative to each other costs more energy than in the undeformed case.
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The price can be measured in units of the undeformed energy, i.e. in terms of the ratio
M (n)(u)/[M (n)(u)]β=2pi. The resulting cost functions have a global minimum at u = 0 and
local minima in the form of ‘valleys’ in the vicinity of the diagonals where two or more
rapidities coincide. Off the diagonals the ratio quickly approaches a constant value. The
height h of this plateau rapidly increases with n and |γ|. For example at γ = 0.9 one has
h ≈ 2.3, 5.2, 12, for n = 2, 3, 4, respectively. For n = 3 and γ = 0.9 the surface of the
relative energy costs is shown in Figure 1. For other values of 0 < |γ| < 1 the surfaces
are qualitatively similar.
-10
-5
0
5
10
u1
-10
-5
0
5
10
u2
1
2
3
4
5
Figure 1: Ratio of the deformed and undeformed three-particle mass eigenvalues
M (3)(u1, u2)/[M
(3)(u1, u2)]β=2pi for γ = 2 cospi
2/β = 0.9.
3.2 Rapidity diffeomorphisms
The positivity (3.11) also allows one to introduce single valued ‘physical’ rapidities αj
carrying an induced action of Lorentz boosts
α
(n)
j (θ) :=
β
2pi
ln k
(n)
j (t) , α
(n)
j (θn + λ, . . . , θ1 + λ) = λ+ α
(n)
j (θ) . (3.14)
The mapping IR
(n)
+ → IR(n)+ , (tn, . . . , t1) → (kn, . . . , k1) is obviously differentiable and
the Hessian can be checked to be nonsingular. Thus geometrically (3.14) provides a
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diffeomorphism
IRn −→ IRn, (θn, . . . , θ1) −→ (αn, . . . , α1) , (3.15)
from the real ‘form factor’ rapidities θj to the real ‘physical’ rapidities αj. The former have
the virtue that in terms of them form factors, conserved charge eigenvalues etc. admit an
analytic continuation with controllable analyticity properties, which moreover adhere to
the “replica” understanding of taking β 6= 2pi. However they do not provide an additive
parameterization of energy and momentum on a multi-particle state. The latter can be
achieved by switching to the rapidities αj at the expense of a vastly more complicated
structure of nontrivial form factors. (For example the form factors constructed in section
4 re-expressed in terms of the kj’s would be horrendous). Technically it is therefore
convenient to work with the ‘form factor’ rapidities θj throughout taking into account
the Jacobian stemming from (3.15). For the resolution of the identity in terms of multi-
particle states this means
11 =
∑
n
1
n!
∫
dnα
(2β)n
|αn, . . . , α1〉〈α1, . . . , αn|
=
∑
n
1
n!
∫
dnθ
(2β)n
Ω(n)(θ)|θn, . . . , θ1〉〈θ1, . . . , θn| . (3.16)
Since the form factors considered later will be functions of tj = e
2piθj/β only it is convenient
to also treat the Jacobian as a function Ω(n)(t) of the tj ’s. This gives
∫
dnα
(2β)n
=
∫
dnk
(4pi)n
1
k1 · · · kn =
∫
dnt
(4pi)n
Ω(n)(t)
t1 · · · tn =
∫
dnθ
(2β)n
Ω(n)(θ) , (3.17)
where the integrals are over IRn or IRn+ and
Ω(n)(t) =
t1 . . . tn
k
(n)
1 . . . k
(n)
n
det

∂k(n)i
∂tj


1≤i,j≤n
. (3.18)
As indicated we write Ω(n)(θ) for Ω(n)(t) when regarding the Jacobian as a function of
the rapidities rather than their exponentials. The measure Ω(n)(t) is easily seen to have
the following properties. It is again a ratio of symmetric polynomials and homogeneous
of total degree zero. Its coefficients depend on β only through γ2 = (2 cospi2/β)2 and it
is positive for γ2 < 1. Except for n = 2 reflection invariance is lost Ω(n)(t) 6= Ω(n)(t−1).
The explicit expressions are in principle readily worked out. For example
Ω(2)(t) =
(1− γ2)σ41 + 4γ2σ21σ2 − γ4σ22
(1− γ2)σ41 + 2γ2σ21σ2 + γ4σ22
. (3.19)
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Viewed as a function of the rapidities (3.19) only depends on the difference u = 2pi
β
(θ2−θ1).
This function Ω(2)(u) is displayed in Fig.2 below for various values of γ.
-7.5 -5 -2.5 2.5 5 7.5
u
1.1
1.2
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1.4
1.5
1.6
1.7
Figure 2: Jacobian of the n = 2 rapidity diffeomorphism Ω(2)(u) for various values of
γ = 2 cospi2/β. In order of increasing maxima γ = 0.5, 0.7, 0.9, 0.98.
This concludes our discussion of the momentum space kinematics. We have computed
P
(n)
± (t) and Ω
(n)(t) explicitly in terms of elementary symmetric polynomials for n ≤ 4. The
expressions are too long to be communicated in print; however the files can be obtained
from the author upon request. From P
(n)
± (t),Ω
(n)(t) and the list (3.6) all other kinematical
quantities considered can readily be obtained in explicit form.
3.3 Deformed two-point functions
Let us first consider the spacetime evolution of form factors. Implicitly form factors refer
to a fixed reference point in spacetime, which we have so far taken to be the ‘origin’ of
the wedge W . The evolution through spacetime simply amounts to multiplying with a
phase factor exp[−ix · P (n)(θ)]. In the deformed case we make a similar Ansatz1
F (n)(θ)
x−→ U (n)x (θ)F (n)(θ) , (3.20)
where the assignment IR1,1 ∋ x → U (n)x (θ) has to obey various consistency conditions.
As a function of the rapidities U (n)x (θ) must basically qualify as a conserved charge, just
with modified homogeneity and hermiticity requirements. We thus take U (n)x (θ) to be
1For simplicity we suppress internal indices here and later on.
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completely symmetric and iβ-periodic in all the rapidity arguments. Further it has to
obey
U (n)x (θn−1 ± ipi, θn−1, θn−2, . . . , θ1) = U (n−2)x (θn−2, . . . , θ1) , (3.21a)
U
(n)
Λ(λ,x)(θn + λ, . . . , θ1 + λ) = U
(n)
x (θ) , (3.21b)
U (n)x (θ)
∗ = U (n)x (θ
∗ + ipi) , (3.21c)
where IR ∋ λ → Λ(λ, x) ∈ IR1,1 is some representation of the boosts on IR1,1. The first
condition ensures consistency with the deformed residue equation, the second expresses
boost invariance, and the third one is required by hermiticity and “crossing” (c.f. [23]
for more details). The conditions (3.21) also guarantee that the generalized form factors
F
(m|n)
(ω|θ), ω = (ωm, . . . , ω1), θ = (θn, . . . , θ1) with m,n ≥ 0, evolve consistently. The
latter are distributional kernels associated with a set of form factors F (k), k = m+n−2l,
l = 0, . . . ,min(m,n). The explicit expression can be found in [23], appendix A. The point
relevant here is that, although form factors with different particle numbers k are involved,
the condition (3.21a) allows one to combine the various terms to obtain
F
(m|n)
(ω|θ) x−→ U (m+n)x (ω + ipi, θ)F (m|n)(ω|θ) . (3.22)
The property (3.21c) then also ensures that (3.22) is compatible with hermiticity and
“crossing” of the generalized form factors, e.g. [F
(m|n)
(ωT |θ)]∗ = F (n|m)(θ∗T |ω∗), if the
original form factors are hermitian. In contrast to the undeformed case however
U (m+n)x (ω, θ) 6= U (m)x (ω)U (n)x (θ) . (3.23)
This means that F
(m|n)
(ω|θ) cannot be interpreted as a matrix element 〈ω|O|θ〉 with an
autonomous dynamics of the “bra” and “ket” vectors separately.
It remains to find a solution of (3.21) that reduces to exp[−ix · P (n)(θ)] for β → 2pi. The
simplest solution is
U (n)x (θ) = exp
{
q−1/2x+P
(n)
+ (θ)− q1/2x−P (n)− (θ)
}
, (3.24)
where P
(n)
± (θ) are the deformed momentum eigenvalues (3.6). The sum and difference of
P
(n)
± (θ) transforms according to the vector representation of SO(1,1), so that Λ(λ, x) in
(3.21c) can likewise be taken to be the standard action of Lorentz boosts on IR1,1. We
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can anticipate from (3.24) that ordinary translation invariance in the labels x± will be
broken because Ux(θ)
∗ 6= U (n)x (θ∗)−1. As noted in the introduction this is to be expected
and can be regarded as a Lorentzian counterpart of the conical spaces employed in the
Euclidean approach to the β 6= 2pi systems [10, 6, 21, 22].
With these preparations at hand we can eventually introduce the form factor resolution
for a deformed two-point function
W (x, y) =
∑
n≥1
1
n!
∫
dnθ
(2β)n
Ω(n)(θ)U (n)x (θ)U
(n)
y (θ)
∗ |F (n)(θ)|2 . (3.25)
Despite the similarity to the undeformed case neither translation invariance nor micro-
causality in the labels x, y can be expected to hold for β 6= 2pi. It should be interesting to
see whether in an appropriate ‘quantum spacetime’ these notions can partially be restored.
An examination of these issues is beyond the scope of the present paper. However for
the computation of the response under a variation of β the information gathered so far
is sufficient. In particular it is convenient to rewrite (3.25) in the form of a Ka¨llen-
Lehmann spectral representation. For simplicity let us assume that F (n)(θ) is of the
form F (n)(θ) = [P
(n)
+ (θ)]
l+ [P
(n)
− (θ)]
l
− f (n)(θ) with l± non-negative integers and f
(n)(θ) a
function of the rapidity differences only. Performing a change of integration variables
uj =
2pi
β
(θj − θj+1) , j = 1, . . . , n− 1 , α = β
4pi
ln
P
(n)
+ (θ)
P
(n)
− (θ)
(3.26)
one finds
W (x, y) = −i∑
n≥1
∫ ∞
0
dµ ρ(n)(µ) (i∂z+)
2l+(i∂z−)
2l
−D(z;µ) ,
ρ(n)(µ) =
∫ ∞
0
du1 . . . dun−1
(4pi)n−1
Ω(n)(u)|f (n)(u)|2δ(µ−M (n)(u)) , n ≥ 2 , (3.27)
and ρ(1)(µ) = δ(µ −m)|F (1)|2. The deformed mass eigenvalues are given in (3.12). The
convolution kernel is
D(z;m) = i
∫
d2p
2pi
θ(p0)δ(p
2 −m2) e−ip·z , (3.28)
which for real z would coincide with the free scalar two-point function of mass m. In
(3.27) the argument is given by
z+ = i(q−1/2x+ + q1/2y+) , z− = −i(q1/2x− + q−1/2y−) , or
zµ = xµ(τ)− yµ(−τ)
∣∣∣∣
τ= ipi
2
(1− 2pi
β
)
, (3.29)
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in the normalization (1.3). Before specializing to the particular complex arguments (3.29)
let us recall a few basic facts on the analyticity properties of D(z;m) in the complex
domain in general. First, since the measure in (3.28) has support only in the (open)
forward lightcone V +, D(x;m), x ∈ IR1,1, is the boundary value of an analytic function
holomorphic in the forward tube {z ∈ IC2 | − Imz ∈ V +}. This function admits a further
analytic continuation due to the fact that (3.28) is invariant even under complex Lorentz
transformations. This implies D(z;m) = F (z2), where F (w) is holomorphic in the cut
plane IC\IR+. Indeed, evaluating the integral (3.28) for z in the forward tube yields
D(z;m) =
i
2pi
K0(m
√
−z2) , (3.30)
where we use z2 = (z0)2 − (z1)2 = 2z+z− also for z ∈ IC2 and K0 is a modified Bessel
function. The excluded region where (3.30) fails is where z2 is real and non-negative.
For β = 2pi this is the case whenever the separation of x, y is timelike or null, so that
one recovers the familiar ‘Euclidean’ behavior of the free two-point function at spacelike
distances (x−y)2 < 0. For β 6= 2pi (or rather γ 6= 0) z2 is never real unless x+y−−y+x− =
0, in which case z2 is negative iff x and y are spacelike separated. In other words for β 6= 2pi
(3.30) holds iff
A(x, y) 6= 0 , or A(x, y) = 0 with x, y spacelike , (3.31)
where
A(x, y) :=
1
2
det
(
x0 y0
x1 y1
)
= A(x(λ), y(λ)) . (3.32)
Geometrically A(x, y) is the (oriented) area enclosed by the three points x, y, 0, if 0 denotes
the ‘origin’ ofW . It is also closely related to the central extension of the 1+1 dim. Poincare´
group P ↑+. Indeed if g1 = (a1, λ1), g2 = (a2, λ2) are two elements of P
↑
+ parameterized
by a translation parameter a and a boost parameter λ then ω(g1, g2) := A(a1, a2(λ1)) is
a 2-cocycle for P ↑+. The cocycle already appeared in other contexts in low dimensional
quantum geometry [14].
It also reappears when we consider now the response of the two-point function (3.27) with
respect to a variation of β. It is useful to generally denote the first β ∂
∂β
derivative of some
quantity evaluated at β = 2pi by a subscript R (for “response”). In particular for the free
scalar two-point function we set
DR(x, y;m) := β
∂
∂β
D(z;m)
∣∣∣∣
β=2pi
=
ipi
2
∂
∂τ
D
(
x(τ)− y(−τ);m
)∣∣∣∣
τ=0
. (3.33)
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This function has a number of interesting properties. First, as is clear from the second
expression, it has again an interpretation within the context of Minkowski space QFT. It
describes the response of a two-point function upon Lorentz boosting the points x, y by
an infinitesimal oppositely equal amount. Taking into account (3.30) one obtains
DR(x, y;m) = −m
4
A(x, y)
‖x− y‖K1(m‖x− y‖) , x, y spacelike , (3.34)
employing ‖x‖ := √−x2 for x2 < 0 and
β
∂
∂β
z2
∣∣∣∣
β=2pi
= −ipi ∂
∂τ
x(τ) · y(−τ)
∣∣∣∣
τ=0
= −ipiA(x, y) .
In particular, in contrast to D(x−y;m) itself, DR(x, y;m) has a well-defined scaling limit
lim
λ→0+
DR(λx, λy;m) =
1
4
A(x, y)
‖x− y‖2 , x, y spacelike . (3.35)
Returning to the interacting case the response of a two-point function (3.27) is given by
WR(x, y) =
∫ ∞
0
dµ ρR(µ) (i∂+)
2l+(i∂−)
2l
−D(x− y;µ)
+
∫ ∞
0
dµ ρ(µ) (i∂+)
2l+(i∂−)
2l
−DR(x, y;µ) , (3.36)
where ρ(µ) =
∑
n≥1 ρ
(n)(µ). Note that for the response ρR(µ) of the spectral density only
n ≥ 2 intermediate particles contribute. The simplest example for ρ(µ) having a non-
vanishing (quadratic) response occurs for the energy momentum tensor of a free theory.
3.4 Energy momentum tensor: Form factors and free spectral densities
Due to the conservation equation the form factors of the energy momentum (EM) tensor
provide a link between kinematical and dynamical aspects of a theory. Here let us denote
by F (n)µν (θ) a deformed counterpart of the EM form factors. As noted in section 2 such a
counterpart should always exist and it can be assumed to transform according to (2.6).
Possible ambiguities in its definition can be constrained by by means of the conservation
equation. In the undeformed case the conservation equation P (n)(θ)µ F (n)µν (θ) = 0 of course
reflects the Poincare´ invariance of the underlying QFT. Here we cannot presuppose such
a framework. Nevertheless it turns out that the conservation equation
P
(n)
+ (θ)F
(n)
−±(θ) + P
(n)
− (θ)F
(n)
+±(θ) = 0 , (3.37)
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can be consistently imposed in the following way. Beginning with F
(2)
+−(θ21) regular at
θ21 = ±ipi and normalized according to F (2)+−(iβ/2) = m2 there will exist a unique sequence
F
(n)
+−(θ) of deformed form factors satisfying a suitable minimality condition (c.f. the Sinh-
Gordon model below for an exemplification). The definition
F
(n)
±±(θ) := −

P (n)+ (θ)
P
(n)
− (θ)


±1
F
(n)
+−(θ) , (3.38)
then supplements the other two components. Note that this definition does not exclude
that other solutions for F
(n)
±±(θ) exist for which (3.37) doesn’t hold. Adopting (3.38), how-
ever, equation (3.37) holds and it follows that all components of F (n)µν (θ) can be parameter-
ized in terms of the deformed momentum eigenvalues and a boost invariant “scalarized”
form factor f (n)(θ)
F
(n)
±±(θ) = −P (n)± (θ)2 f (n)(θ) , F (n)±∓(θ) = P (n)+ (θ)P (n)− (θ) f (n)(θ) . (3.39)
The simplest examples are that of a free boson and a free Majorana fermion of mass m,
where only the two-particle EM form factor is nonvanishing. The deformed scalarized EM
form factors are
Free Boson: f (2)(u) =
2m2
M (2)(u)2
,
Free Fermion: f (2)(u) = −i 2m
2
M (2)(u)2
sh
u
2
, (3.40)
where
[M (2)(u)/m]2 =
2(1 + chu)(2− γ2 + 2chu)2
4 + γ4 + 4(2− γ2)chu+ 4(1− γ2)ch2u . (3.41)
Using (3.19) the deformed spectral densities (3.27) can be computed and are functions of
γ2 = (2 cospi2/β)2 only. One finds
Free Boson: mρ(µ) =
2
pi
1
s4
√
s2 − 4 , ∀γ
2 < 1 ,
Free Fermion: mρ(µ) =
1
2pi
√
s2 − 4
s4
(
1− γ2 +O(γ4)
)
, (3.42)
for s = µ/m ≥ 2. Remarkably the EM spectral density of the free boson is not affected by
the deformation while that of the free fermion is. This feature can be understood from the
fermionic S-matrix S = −1, which, though still a phase, is typical for an interacting theory
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in 1+1 dimensions. (Recall that generically bootstrap S-matrices for interacting QFTs
satisfy Scdab(0) = −δdaδcb.) Technically this forces the form factors to have a zero at u = 0
and thus to be qualitatively different from those for the trivial S-matrix S = 1. Observe
also that the O(γ2) correction to the fermionic spectral density is negative. This is not
compensated by the subleading terms. Solving M (2)(u) = µ/m for chu one encounters
a cubic equation, so that the explicit evaluation of the deformed spectral densities is
conveniently done numerically. The result for various values of γ is shown in Fig. 3.
mρ(sm)
4 6 8
s
0.002
0.004
0.006
Figure 3: EM spectral density for a free Majorana fermion. Undeformed (solid) and
deformed (dashed) for γ = 0.5, 0.7, 0.9, in order of decreasing maxima.
With hindsight the decrease of ρ(µ) is not counterintuitive, keeping in mind that mρ(µ)
is a dimensionless measure for the number of mass-weighted degrees of freedom coupling
to the EM tensor at energy µ. Since the mass eigenvalues were increasing for β off 2pi one
expects this number to decrease, at least for the free case.
The central charge is naturally defined to be the coefficient of the 1/(z+)4 singularity in
the EM two-point function, with the normalization fixed by the undeformed case. This
amounts to
c(γ) = 12pi
∫ ∞
0
dµρ(µ) , (3.43)
where we anticipated that (here) it is an (even) function of γ only. From (3.42) one has
c(γ) ≡ 1 for the bosonic case while for the fermion c(γ) is monotonously decreasing in |γ|
Free Fermion: c(γ) =
1
2
(1− γ2 +O(γ4)) , c(±1) = 0.128(1) . (3.44)
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Incidentally the effect on the central charge of taking β off (but close to) 2pi is the same
as adding a background charge to the Lagrangian. After bosonizing the fermion in terms
of a bose field φ, for example a curvature term ∼ γRφ could account for this. The flat
space EM tensor then received a correction ∼ γ✷φ, giving rise to a non-vanishing 1-
particle form factor F
(1)
+− ∼ γ in the undeformed theory. In this way the O(γ2) term in
(3.44) could be mimicked in an ordinary β = 2pi QFT. Note however that the trace of the
energy momentum tensor still has a vanishing expectation value, i.e. F
(0)
+− = 0 in terms of
form factors.
In conformally invariant theories the quantity
∫
d2x〈Θ(x)〉β has been computed by dif-
ferent techniques [10, 13, 22] and found to be proportional to c (1 − (2pi
β
)2) β
2pi
, where c
is the central charge of the CFT and Θ is the trace of the EM tensor. The non-zero
result there is due to the fact that in CFT a different definition of the EM tensor is
used: As explained in [8] scale invariant theories have a spectral density supported at
zero ρ(µ) ∼ c δ(µ). Inserting this into the Euclidean version of the spectral representation
(3.27) of the T++ two-point function yields a contact term 〈T++(x)T++(0)〉 ∼ c ∂2δ(2)(x).
Such contact terms can be modified by adding local terms to the effective action, i.e. their
form depends on the renormalization scheme. In CFT one uses a scheme where the contact
term is removed at the expense of (the new) T++ no longer transforming as a true tensor.
Rather the transformation law involves the well-known Schwarzian connection. Using the
fact that the Schwarzian of the mapping x± → (x±)β/2pi is 1
2
(1−(2pi
β
)2) one readily obtains
the quoted result for
∫
d2x〈Θ(x)〉β [13]. In genuinely massive theories however there is no
reason to redefine the EM tensor in that way. One is then lead to impose F
(0)
+− ≡ 0 also for
the β 6= 2pi systems and arrives at the results (3.40), (3.42) (3.44). An important aspect
of (3.44) is that the central charge changes at all. Expanding γ2 in a way that preserves
the β → −β invariance gives γ2 = pi2
4
(1 − (2pi
β
)2)2 + . . .. Thus the change in the central
charge is subleading as compared to the CFT change in
∫
d2x〈Θ(x)〉β, – which explains
why it hasn’t been seen in [10, 13, 21, 22].
Also for generic interacting QFTs we expect the central charge to depend on β. This then
indicates that the β 6= 2pi deformation does in general not commute with a conventional
renormalization group transformation. The latter would otherwise just ‘squeeze’ the initial
β = 2pi spectral density without changing the area enclosed by its graph, i.e. the central
charge [8].
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4. Form factors in the deformed Ising and Sinh-Gordon model
As an illustration for the deformation procedure for interacting QFTs we present here a
few sample form factors in the deformed counterparts of the Ising model and the Sinh-
Gordon model. Both models have been extensively studied from the viewpoint of form
factors. They have a scalar diagonal S-matrix and three soliton super-selection sectors: A
bosonic, a fermionic and a disorder sector, reflecting an underlying Z2-symmetry. Some
major references in the context of form factors are [3, 26, 20, 32, 1, 9] for the Ising model
and [11, 17, 19, 25, 18] for the Sinh-Gordon theory.
4.1 Ising model
We restrict attention to the form factors of the spin field σ and the disorder field µ. Set1
f (n)(θ) = (2i)[n/2]
∏
k>l
tanh
θkl
2
, (4.1)
where [x] denotes the integer part of x ∈ IR. Then f (n)(θ) is the n-particle form factor
of σ/µ for n odd/even, respectively [3, 26, 20]. On parity grounds the even/odd form
factors of σ/µ vanish. In the deformed case the defining relations for the form factors of
the Ising model are (η = 1 for σ and η = −1 for µ)
f (n)(θn, θn−1, . . . θ1) = −f (n)(θn−1, θn, θn−2, . . . , θ1) ,
f (n)(θn + iβ, θn−1, . . . , θ1) = f
(n)(θ) ,
resθn=θn−1±ipif
(n)(θ) =
iβ
pi
f (n−2)(θn−2, . . . , θ1) . (4.2)
An appropriate Ansatz for the deformed spin and disorder form factors is
f (n)(θn, . . . , θ1) = g
(n)(tn, . . . , t1) (2i)
[n/2]
∏
k>l
tk − tl
(tk − qtl)(tk − q−1tl) , (4.3)
where g(n)(t) is a symmetric polynomial in tj = e
2piθj/β . Inserting the Ansatz (4.3) into
the deformed residue equations (4.2) yields the recursive relations
g(n)(q±1tn−1, tn−1, . . . , t1)
1The prefactor c(n) = (2i)[n/2] is fixed up to a real overall constant by the residue equation
(i/2)resF (n) = [η(−)n−2 − 1]F (n−2) and hermiticity, resulting in the conditions c(n) = 2i c(n−2),
[c(n)]∗ = (−)n(n−1)/2 c(n), respectively.
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= tn−1(1 + q
±1)
n−2∏
k=1
(tn−1 − q±1tk)(q±1tn−1 − q∓1tk) g(n−2)(tn−2, . . . , t1) . (4.4)
Starting with g(0) = 1 = g(1) there exists a unique polynomial solution (g(n)(t))n≥0 with
g(n)(t) ∈ P (n)(n(n − 1)/2, n− 1), which reduces to ∏k>l(tk + tl) in the limit β → 2pi. In
fact these solutions happen to coincide with the denominators of the conserved charges
P (n)(t) described in section 3, i.e.
g(n)(t) = denP (n)(t) , ∀n ≥ 0 . (4.5)
In particular for n ≤ 4 the explicit expressions are already listed in (3.6). An explanation
for the coincidence (4.5) is given in the Appendix. The same polynomials once more
reappear in the form factors of the deformed Sinh-Gordon model.
4.2 Sinh-Gordon model
The undeformed form factors for the Sinh-Gordon model are likewise well-known [11, 17].
An appropriate Ansatz for the deformed form factors turns out to be
F (n)(θ) = c(n)h(n)(θ) g(n)(t)
∏
k>l
ψ(θkl)
(tk − qtl)(tk − q−1tl) , (4.6)
where the c(n) are constants, tj = e
2piθj/β , as before and g(n)(t) are the “Ising model”
polynomials (4.5) solving (4.4). The functions to be determined are h(n)(θ), which are
completely symmetric and iβ-periodic in all variables. Finally ψ(u) is the deformed
minimal form factor, solving ψ(u) = S(u)ψ(−u) and ψ(u + iβ) = ψ(−u). The solution
analytic in the strip 0 ≤ Im u < β/2 is given by
ψ(u) = −iN shpiu
β
exp

−2
∫ ∞
0
ds
s
ch (B−1)pi
β
s
chpi
β
s shs
sin2
s
2pi
(
ipi − 2pi
β
u
)
 . (4.7)
As indicated, it has a simple zero at u = 0 and no others in the strip of analyticity.
The normalization constant N is real and is chosen such that ψ(u) → 1 for u → ±∞.
Further 0 < B < 2 is the effective coupling constant, transforming as B → 2 − B under
the weak-strong coupling duality. In these conventions the Sinh-Gordon S-matrix reads
S(θ) = (shθ−i sin pi
2
B)/(shθ+i sin pi
2
B) and is invariant under the duality transformation.2
2We assume here that piB/β is irrational, though interesting resonance phenomena might occur by
fine-tuning β and the coupling.
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Entering with the Ansatz (4.6) into the deformed form factor equations only the residue
equation remains and becomes
h(n)(θn−1 ± ipi, θn−1, . . . , θ1) = ±2i tn−1(q
±1 − 1)
ψ(ipi)
c(n−2)
c(n)
×
×
n−2∏
k=1
2iq±1/2 tn−1tkΥ(±θn−1,k) h(n−2)(θn−2, . . . , θ1) . (4.8)
The function
Υ(u) := −2ish
pi
β
u shpi
β
(u+ ipi)
ψ(u)ψ(u+ ipi)
(4.9)
can easily be seen to have the following properties. It is a smooth function on IR ap-
proaching − iq
2
e2pi|u|/β at real infinity. It is iβ-periodic and obeys the functional equations
Υ(−u) = Υ(u− ipi), Υ(u)∗ = −Υ(−u∗). For β = 2pi it simplifies to Υ(u) = shu+ i sin pi
2
B.
For generic β an explicit evaluation is more cumbersome but can still be achieved
Υ(u) = i cos
pi2
β
(1− B)− i ch
(
2pi
β
u+
ipi2
β
)
. (4.10)
From here one anticipates that also in the deformed Sinh-Gordon model the computa-
tion of form factors can be reduced to a polynomial problem. Indeed, introducing the
definitions
D(n−2)(x; tn−2, . . . , t1) = −x
n−2∏
k=1
(x− ωtk)(x− ω−1tk)
= −x

n−2∑
l=0
x2(n−2−l)σ2l +
n−2∑
l>k≥0
x2n−4−k−l(−)l+k[ωl−k + ω−(l−k)] σlσk

 , (4.11)
(where σl = σ
(n−2)
l (t), l = 0, . . . , n− 2) and
ω := e−
ipi2
β
(1−B) , c(n) := c(n0)

4 sin pi
2
β
ψ(ipi)


n−n0
2
, n ≥ n0 , (4.12)
the relation (4.8) translates into
h(n)(q±1t, t, tn−2, . . . , t1) = D
(n−2)(q±1/2t; tn−2, . . . , t1) h
(n−2)(tn−2, . . . , t1) . (4.13)
Here n0 refers to the starting member of a sequence, the square root of q is q
1/2 = eipi
2/β,
and we write h(n)(t) for h(n)(θ). In the form (4.13) the solutions for low n are readily
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found. However, provided one insists on having the proper (polynomial) β → 2pi limit
the relevant solutions turn out to be ratios of symmetric polynomials.
For definiteness we restrict attention to the form factors of the elementary field φ and the
EM tensor. Their n-particle form factors are denoted by F (n)(θ) and F (n)µν (θ), respectively.
As in the undeformed case we stipulate that the even particle form factors of φ vanish and
that the odd particle form factors of the EM tensor vanish. The normalization conditions
are
F (1)(θ) = 1 , F
(2)
+−(θ) =
m2
ψ( iβ
2
)
ψ(θ21) . (4.14)
Referring to the Ansatz (4.6) it is convenient to set F (n)(θ) := F
(n)
+−(θ) for n even. For
the constants c(n0) in (4.12) this means c(1) = 1 and c(2) = m2/ψ(iβ/2). With these
conventions the functions h(n)(t) are found to be of the form
h(n) =
numh(n)
denh(n)
,
numh(n) ∈ P (n)(n(n− 1), 2n− 2) , denh(n) ∈ P (n)
(
n(n− 1)
2
, n− 1
)
. (4.15)
Using the shorthand A = 2 cos pi
2
β
(1 − B) the explicit expressions for n ≤ 4 are h(1) = 1
and
numh(2) = σ21 − γ2σ2 , denh(2) = σ1 ,
numh(3) = Aσ1σ2σ3 −Aγ(σ32 + σ31σ3) + A[γA2 + A(−γ + γ2(5 + δ))
− 3− δ + 2γ(5 + 3δ)] σ23 ,
denh(3) = σ1σ2 + ((−1 + A)γ + 7 + 6δ + δ2) σ3 ,
numh(4) = A(σ1σ2σ3)
2 − γ(1 + Aγ)(σ32σ23 + σ31σ33 + σ21σ32σ4)
+ (A(5 + 5δ + δ2) + 2γ3)(σ1σ2σ
3
3 + σ
3
1σ2σ3σ4)
− γ(2 + Aγ)(1 + δ)2(σ43 + σ41σ24) + γ3(2 + Aγ) σ42σ4 − γR1σ1σ22σ3σ4
− γ(A2 + Aγδ − 2 + δ) σ21σ23σ4 + γR2 (σ2σ23σ4 + σ21σ2σ24)
− γδR3 σ1σ3σ24 − γ3δ(A2 + 2Aγ(1 + δ) + 2 + 5δ) (σ2σ4)2
+ γ3δ3(A2 + Aγ3 + 2 + 3δ) σ34 ,
denh(4) = σ1σ2σ3 − (1 + δ)2(σ21σ4 + σ23) + γ4δ σ2σ4 . (4.16)
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The shorthands are
R1 = Aγ(6 + 6δ + δ
2) + (12 + 14δ + 3δ2) ,
R2 = A
2(1 + δ) + Aγ(2 + 8δ + 6δ2 + δ3) + (2 + 15δ + 14δ2 + 3δ3)
R3 = 2A
2 + Aγ3(2 + 2δ + δ2) + (4 + 14δ + 10δ2 + 3δ3) . (4.17)
For β → 2pi these expressions reduce to the polynomials
h(2) → σ1 , h(3) → 2 sin pi
2
B σ3 , h
(4) → 2 sin pi
2
B σ1σ2σ3 , (4.18)
so that (4.6) gives back the undeformed form factors. The expressions (4.16) are the
minimal deformed counterparts in the sense that they are ratios of symmetric polynomials
with the smallest possible degrees. Each solution could be modified by adding a solution of
(4.13) vanishing in the limit β → 2pi. The expressions (4.16) are also minimal in the sense
that such additions have been omitted. In the EM case one might be tempted to use an
Ansatz of the form h(n)(t) = P (n)(t)h¯(n)(t), with some remainder h¯(n)(t) again in the form
of a ratio of symmetric polynomials. However the resulting solutions would have much
higher degrees as in (4.15) and thus would be non-minimal in the above sense. Finally
notice that the coefficients in (4.17) are real which ensures hermiticity h(n)(t)∗ = h(n)(t∗).
5. Conclusions
We have implemented the replica notion of taking the Unruh temperature β off its physical
value 2pi for a large class of interacting QFTs. The technique developed allows one to
compute the response of a QFT with a factorized scattering operator under a variation of
β. It automatically produces finite cutoff-independent answers for these response functions
and in principle can be applied to any local quantum field theoretical quantity one might
be interested in. We will comment on bulk quantities below.
Among the physically notable results is the increase (3.13) of the mass eigenvalues on
asymptotic states. This means it costs more energy to boost two particles relative to each
other than in the undeformed case. The cost function has the form of a plateau cut by
steep valleys along the diagonals of the rapidity phase space, i.e. IRn for n particles. Con-
figurations where two or more particles asymptotically move parallel will therefore give the
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dominant contributions to phase space integrals. Nevertheless as long as γ = 2 cospi2/β
is less than unity the height of the plateau is finite and the entire rapidity phase space
remains accessible. This ceases to hold as one crosses the γ = 1 barrier. For example for
n = 2 the positivity condition (3.11) can be seen to put an upper bound on the relative
rapidity of the two particles. Generally only part of the original phase space is accessible
for γ ≥ 1 and the regions excluded are those with extremely high relative boost param-
eters. This is very much in the spirit of ’t Hooft’s picture of scattering states subject to
quantum gravitational ‘transmutation’ [30]. The idea is that each individual particle can
be Lorentz boosted arbitrarily. However relative boosts of two or more particles corre-
sponding to trans-Planckian energies should be ‘transmuted’ into cis-Planckian ones in a
way dictated by the formalism. The formalism should take into account the fluctuating
horizon. Here we mimicked such fluctuations by varying the quantity conjugate to its
area. Of course in ‘t Hooft’s picture also the directions transverse to the Rindler horizon
(absent here) play a decisive role. It should be interesting to see whether, – after extending
(1.4), (1.5) to higher dimensions – similar patters emerge from the present framework.
We also found that the central charge of the systems will in general depend on β, indicating
that the β 6= 2pi deformation does not commute with ordinary renormalization group
transformations. One will also be interested in other bulk quantities like the free energy
and the relative entropy. A natural framework to compute them in the present context
is the thermodynamic Bethe Ansatz. Although we kept the bootstrap S-matrix fixed the
relevant integral equation may be modified nevertheless for β 6= 2pi. Since the integral
equation can be derived from the form factor approach [2] one can in principle work out
the modified integral equation and compute bulk quantities for the β 6= 2pi systems. First
the free energy and then through its β ∂
∂β
response the entanglement entropy [5, 28]; see
[15] for a perturbative treatment in the O(N) model. It is also tempting to ask whether
the β 6= 2pi systems introduced here can arise as the continuum limit of some (novel)
statistical mechanics systems.
Finally it should be worthwhile to examine the geometrical aspects in more detail. Here
we concentrated mainly on momentum space issues. The position space geometry of
the deformed systems, in particular the extent to which deformed versions of translation
invariance and micro-causality exist, remains to be explored.
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Appendix: Solution of recursive equations
Here we collect some details on the solution of recursive relations of the form
G(n)(q±1t, t, tn−2, . . . , t1) = D
(n−2)(q±1/2t; tn−2, . . . , t1)G
(n−2)(tn−2, . . . , t1) . (A.1)
The G(k)(t) are symmetric functions in tj = e
2piθj/β , j = 1, . . . , k and D(k)(x; t) is a
polynomial in x whose coefficients are symmetric polynomials in t1, . . . , tk. Recursive
relations of this type appeared at three different instances in the bulk of the paper: (i)
In the definition of the conserved charges, equation (3.2) with D(k)(x; t) = 1. (ii) In
the Ising model, equation (4.4) with D(k)(x; t) given explicitly below. (iii) In the Sinh-
Gordon model, equations (4.11), (4.13). The solutions searched for are ratios of symmetric
polynomials in t1, . . . , tk with a prescribed β → 2pi limit. Provided also the degrees of the
numerator and denominator polynomials are taken to be the smallest possible the solutions
turn out to be uniquely specified by these requirements up to trivial ambiguities.
In preparation let P (n)(N, l) denote the space of homogeneous symmetric polynomials in
t1, . . . , tn of total degree N and partial degree l (where the partial degree is the maximal
degree in an individual variable). Let ν = (ν1, . . . , νl), ν1 ≥ . . . ≥ νl ≥ 0 be a partition of
N into l parts less or equal n, i.e.
∑
i νi = N , 0 ≤ νi ≤ n, 1 ≤ i ≤ l. Running through all
these partitions, the assignment
(ν1, . . . , νl) −→ σ(n)ν1 . . . σ(n)νl (A.2)
provides a basis of P (n)(N, l), where
σ
(n)
k =
∑
i1<...<ik
ti1 . . . tik , k = 1, . . . , n , (A.3)
are the elementary symmetric polynomials. The reduction operation tn → q±1tn−1 enter-
ing (2.1) takes the form
σ
(n)
k −→ σ(n−2)k + (1 + q±1)tn−1σ(n−2)k−1 + q±1t2n−1σ(n−2)k−2 , (A.4)
with σ
(n−2)
k = 0 for k < 0 or k > n − 2. The simultaneous sign flip of all the rapidities
tj → t−1j becomes σ(n)k → σ(n)n−k/σ(n)n =: σ(n)k . For later use let us also note that the
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reduction operation (A.4) has a kernel which can be described as follows. Set
E(n)(t) =
∏
j<k
(tj − qtk)(tj − q−1tk) = (σ(n)1 σ(n)2 . . . σ(n)n−1)2 + . . . . (A.5)
The dots indicate subleading terms with q-dependent coefficients. Clearly E(n)(t) ∈
P (n)(n(n − 1), 2n − 2) and lies in the kernel of the reduction operation tn → q±1tn−1.
Further, it is the element of the kernel with the smallest total degree, it is the only ele-
ment with this total degree, and all other polynomial elements of the kernel are obtained
by multiplying E(n)(t) with a symmetric polynomial.
With these preparations let us consider (A.1) with
D(n−2)(x; tn−2, . . . , t1) = γx
n−2∏
k=1
(x− q3/2tk)(x− q−3/2tk)
= γx

n−2∑
l=0
x2(n−2−l)σ2l +
n−2∑
l>k≥0
x2n−4−k−l(−)k+l[q3(l−k)/2 + q−3(l−k)/2] σlσk

 , (A.6)
where σl = σ
(n−2)
l (t), l = 0, . . . , n− 2. This is relevant for two situations. First the Ising
model, where (4.4) is of the form (A.1) with the above D’s. Second it turns out that the
numerators and denominators of the s = 1 power sums P (n)(t) separately satisfy (A.1)
with the D’s given by (A.6). More specifically one finds that (A.1), (A.6) admits a unique
sequence of solutions G(n)s (t), s = 0, 1 obeying
G(n)s (t) ∈ P (n)(n(n−1)/2+s, n−1+s) , G(n)s (t)
∣∣∣∣
β=2pi
= (tsn+ . . .+t
s
1)
∏
k>l
(tk+tl) . (A.7)
Moreover by construction their ratio solves (3.2) and in facts meets all the requirements
in the definition of the s = 1 deformed power sums. Whence
G
(n)
1 (t) = numP
(n)(t) , G
(n)
0 (t) = denP
(n)(t) . (A.8)
In particular table (3.6) also provides the n ≤ 4 members of the s = 0, 1 solutions to
(A.1), (A.6), (A.7). For s ≥ 3 this construction no longer works (e.g. it fails for s = 3
and n = 4). However one may consider (A.1) with
D(n−2)(x; tn−2, . . . , t1) =
[
γx
n−2∏
k=1
(x− q3/2tk)(x− q−3/2tk)
]p
, (A.9)
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i.e. with the right hand side of (A.6) raised to some power p. Of course a trivial way
to produce solutions of this recursive relation is to raise some p = 1 solution to its p-th
power. However there are also solutions which are not of this form. In fact the power
sum eigenvalues discussed in section 3 are precisely nontrivial solutions of (A.1), (A.9) in
this sense. If we momentarily denote by pG(n)s (t) a solution of (A.1) with D
(k) given by
(A.9) and β → 2pi limit (ts1 + . . .+ tsn)
∏
l>k(tk + tl)
p, then
numP (n)s =
2sG(n)s (t) , denP
(n)
s = [G
(n)
0 (t)]
2s , for s > 0 , (A.10)
while for s < 0 the roles of the numerator and denominator are interchanged. Clearly
the degrees of the numerator and denominator polynomials will usually be fairly large
and one may often find solutions with smaller degrees, which otherwise meet the same
requirements. In contrast to the undeformed case moreover not any such quantity can be
obtained as a product or ratio of power sums. In other words for β 6= 2pi the power sums
do not provide a basis for the ring of conserved charge eigenvalues described in section
3.1. An explicit counterexample in given in equation (A.11), (A.12) below.
Generally speaking the point is that a solution of recursive equations of the form (A.1)
is not uniquely specified by its β → 2pi limit. In order to uniquely specify a solution
additional requirements have to be imposed. A trivial ambiguity arises from the spin zero
conserved charges Q
(n)
0 (t). This is because any n-particle solution of the deformed form
factor equations can always be multiplied with (1+γ2Q
(n)
0 ) without affecting the properties
under the reduction operation θn = θn−1 ± ipi, its spin, or the β → 2pi limit. Solutions
from which one cannot split off such a factor might be called “primary”. But also the
primary solutions are not uniquely determined by their β → 2pi limit. In the bulk of the
paper we considered solutions of the deformed form factor equation which (possibly after
splitting off a universal transcendental piece) were ratios of symmetric polynomials. For
such solutions it is natural to choose the solutions where the numerator and denominator
have the smallest possible degrees. In all the cases considered we found that this additional
requirement fixed the solution up to trivial ambiguities. Depending on the context however
also other requirements may be natural. An example is the definition (3.10), (3.12) of
the deformed momentum and mass eigenvalues. There we insisted on having P
(n)
+ (t) ∼∑
j k
(n)
j (t) and P
(n)
− (t) ∼ ∑j[k(n)j (t)]−1 with the same functions k(n)j (t) in both cases. This
lead to the non-primary expressions (3.10). Lorentz invariance then enforces to take (3.12)
as the definition of the deformed mass eigenvalues. These are obviously again non-primary,
but even after splitting off Q(n)(t) the remainder P (n)(t)P (n)(t−1) is not the solution with
the smallest possible degrees of the numerator and denominator polynomials.
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We conclude this appendix by giving the explicit expressions for the minimal solution. It
also provides an example for a spin zero conserved charge that cannot be expressed as
a product or ratio of power sums. It is the minimal primary spin zero conserved charge
having σ
(n)
1 σ
(n)
1 as its β → 2pi limit and will be denoted by Q(n)0 (t) below. We already
encountered two other spin zero conserved charges having the same β → 2pi limit, namely
M (n)(t) as defined in (3.12) and P (n)(t)P (n)(t−1). However M (n)(t) is not primary and
P (n)(t)P (n)(t−1) not minimal in the above sense. The latter can be anticipated by noting
that the element E(n)(t) in the kernel of the reduction operation (A.8) is of total degree
n(n − 1), less than that of the product P (n)(t)P (n)(t−1). The structure of the minimal
spin zero conserved charge with σ
(n)
1 σ
(n)
1 as its β → 2pi limit can be described as follows:
Q
(n)
0 =
numQ
(n)
0
denQ
(n)
0
,
numQ
(n)
0 ∈ P (n)(n(n− 1), 2n− 2) , denQ(n)0 ∈ P (n)(n(n− 1), 2n− 3) . (A.11)
Since the degrees of the numerator coincide with that of E(n)(λ) the solution is unique only
up to addition of a multiple of it vanishing in the β → 2pi limit. This trivial ambiguity can
be fixed by requiring that the numerator contains (σ1σ2 . . . σn−1)
2 with unit coefficient,
c.f. (A.5). With these specifications the solution is unique and for n ≤ 4 the explicit
expressions are given by
Q
(2)
0 =
E(2)
σ2
, E(2) = σ21 − γ2σ2 ,
Q
(3)
0 = 1 +
E(3)
σ3(σ1σ2 − σ3) ,
E(3) = (σ1σ2)
2 − γ2(σ32 + σ31σ3) + (1 + δ)(4 + δ)σ1σ2σ3 − (1 + δ)3σ23 ,
numQ
(4)
0 = (σ1σ2σ3)
2 − σ31σ2σ3σ4 − δγ2(1 + δ)2 σ41σ24 − σ1σ2σ33 − γ4 σ42σ4
+2γ2(1 + δ) σ1σ
2
2σ3σ4 − δγ2(1 + δ)2 σ43 − δ2γ4(1 + 2δ) σ22σ24
+δγ2(1 + 6δ + 5δ2 + δ3) (σ2σ
2
3σ4 + σ
2
1σ2σ
2
4)
−2δ2γ2(1 + δ)(2 + 2δ + δ2) σ1σ3σ24 + 2δ4γ4(1 + δ) σ34
denQ
(4)
0 /σ4 = γ
2 σ42 − (3 + 2δ) σ1σ22σ3 − γ4δ σ21σ23
+(1 + δ)(1 + 4δ + 2δ2) (σ2σ
2
3 + σ
2
1σ2σ4)− δγ2(4 + 6δ + δ2) σ22σ4
+γ2δ(2 + 2δ + 3δ2 + δ3) σ1σ3σ4 − γ2δ3(2 + 2δ + δ2) σ24 . (A.12)
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