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A class of signed digraphs which tises naturally, in the theory of sign solvable linear systems 
is introduced, , Several results 8te obtained concerning the structure of such graphs. AIs> 
application is made revealing much of the structure of matrices of sign-solvable systems. 
The problem of sign solvability of systems of linear equations arose in 
Economics as a consequence of a question raised in 1947 by Paul Samuelson in 
his famous treatise Foundations of Economic Analysis [l]. The pro&m was 
solved by Bassett, Maybee, and Quirk in 1968 in the paper 123. A discussion of 
the problem and its solution can be found in the paper [3] to which the reader 
interested in the original linear algebra problem is referred. It turns out that the 
solu&ion of the problem can be conveniently expressed in terms of 21 class of 
signed digraphs which we shall call sign solvable graphs. The purpose of :his paper 
is to introduce this class and derive some of the properties of such graphs. The 
ultimate aim of such a study is to facilitate the development of 3 Lorlnputer 
dgorithm for identifying sign solvable graphs and hence for identifying sign 
solvable linear systems. 
an 
An attempt to solve the sign solvability problem constructively using graph 
theoretic methods was made by George Lady in his (unpublished) dissertation [4] 
in 1966. It seems possible that, with minor modifications, his arguments can be 
extended to yield a constructive solution. The results in the present paper are 
entirely distinct from Lady’s work and represent in part an effort to supply some 
of the missing portions of his arguments as well as an attempt to relate his 
approach to the non-constructive solution given in the Caper [2]. 
We deal with signed digraphs as defined, for example in the monograph of 
Harary, Norman and Cartwright [SJ. 
D&&ion. Let D be a signed digraph with point set S. We say D is a sign 
solvable digraph if 
(i) evrq cycle of D is negative, 
(ii) there exists a non-empty distinguished subset P of S such that every path, 
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p(x + y), in D from a point x E S, x # y, to a point y E P is positive, and 
(iii) each strong component o. f E’P contains at least one point of 4). 
2. Some basic properties of sign solvable graphs 
The first basic fact to be noted is that distinct distinguished points must belong 
to different strong components. 
Theorem 1. Suppose x and y are points of R Then x and y belong to 
different strong components of D. 
Proof. Suppose for contradiction that there exist paths p(x + y) and p(y + x) in 
D. By (ii), we must have both p(x + y)> 0 and p(,: + x) ~0. If these paths have 
no point in common other than x and y, they form a cycle p(x -=+ y)p(y + x)>O, 
which contradicts (i). Therefore, assume w is the first point in p(x + y) following x 
which is also a point of p(y --j x). Write 
p(x -+ y) = P(X ---, w)p(u + y) and p(y - x) = p(y - u)pb - 4. 
Now p(x-, u)p(u --j x) is a cycle which must be negative by (i). Thus either 
p(x-+u)<O or p(u-+x)<O (but not both). If p(u+x)<O we have a contradic- 
tion of (ii). Therefore we must have p(x-+ u) < 0 which implies p(u+ y) CO again 
contradicting (ii). Thus one of the paths p(x+ y) or p(y +x) cannot exist, proving 
the theorem. 
As a consequence of Theorem 1 and (iii) it follows that each strong component 
of D contains exactly one of the distinguished points. Thus the number of strong 
components of D is equal to IPI. We shall denote by D[x] the strong component 
of D containing the point x E P. The point set of D[x] will be denoted by S[x]. 
We show next that each line in any path ending at a distinguished point must be 
positive. 
Lemma 1. Let p(y - x) be a path in D with y E S and x E P, then every line in 
p(y --j x) is positiue. 
Proof. The proof is by induction on the length I of the path. The truth of the 
result for paths of length 1 follows at once from (ii). Suppose the result true for 
paths of length 2 and let p(y ---, X) be a path of length 1+ 1. Then we can write 
P(Y ---, x) = (Yu)Pb - x) where (yu) is a line of D and p( u - x) a path of length 1 
with each line positive. Since p(y -3 X) > 0 by (ii), we must have (yu) > 0 complet- 
ing the inductive argument. 
Lmma 2. 1f x E P and (xy) is a line of D[x], then (xy) < 0. 
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Prcpaf. Suppose (xy) >O and let p(y +x) be a path in P[x]. We must have 
p( y + A) > 0 by (ii), hence (xy)p(y + x) > 0 is a cycle of I), contradicting (i). It 
follows that (xy) CO, proving the lemma. 
We concentrate now on a strong component D[x] of D, XE I? Let q be the 
length of the longest path in D[x] from irny point y E S[x] to x. We partition the 
points of S[x]- {x} into subsets Tt, Tz, . . . , Tq by placing y E Tk if the longest 
path from y to x has iength k. The following sequence of results gives some 
insight into the structure of a strong component of D. 
hnma 3. Each of the sets T, 1 s t G 4, is nonempg. 
Proof. By its definition Tq is not empty. Suppose that T, is not empty and T,_? is. 
Let y E T* and let p(y + x) have length r. Write p(y + x) = (yz)p(z + x). Then t 
has a path of length r- 1 to x, hence t E Ts for some s 2 I: Thus there is a u such 
that p(z + x) = (zw)p(tc + l), with p( u + 1) of length at least r - 1, exists. Now 
w # y, because then the 2-cycle (yz)(zy) > 0 contradicting (i). For the same reason 
y does not belong to p(u + 1). But we now have the path (yz)(zuJp(u ---, 1) with 
length at least r + 1, contradicting the fact that y E T,. Thus if T, is not empty, T,_, 
is not empty. The lemma follows. 
We shall use the notation (Q) to denote the subgraph of D induced 
points in Q c S. 
Lemma 4. Em90 induced swbgruph ( Tk), 16 k < q, is totally disconnected. 
by the 
Proof. If Tk contains only a single point there is nothing to prove. Suppose y E Tk 
and z E Tk with (yz) > 0. Then there exists p(z + x) of length k. If y does not 
belong to p(z + x) then (yz)p( z + x) is a path from y to x of length k + 1, 
contradicting the fact that y E Tk. If y belongs to p(z ---, x), then write p(z * x) = 
pb + y)p(y ---) 4. ‘b product (yz)p(z -3 y) is a cycle and positive by Lemma 1, 
contradicting (i). Thus ( Tk) contains no positive lines. Suppose next that (yz) < 0. 
Then every path p(z + x) must contain y. But since there exists a path p(y + x) 
of length k, this implies the existence of a path p(z ---, x) of length greater than k, 
contradicting the fact that z E Tk. Hence (Tk) also contains no negative line and 
the lemma is proved. 
Note that it follows from Lemma 1 and the definition of the sets Tk that if (us) 
exists in D[x] with cd E T,, u E T, and r > s, then (uu) > 0. The nex’: result concerns 
lines (uu) from T, to Ts with r c s. 
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Lemma 5. Zf (uu) exists in D[x] with u E 17;, u E T, and v <: s, then (ut)) CO. 
Proof. Suppose (WV) > 0 exists with u E Tr: v E Ts and r < s. There exists a path 
p(v + X) of length s. If u is not in p(v --, X) then (uu)p(u + X) has length s + 1 > r, 
contradicting the fact that u E T,. If u is in p(u + X) then p(u --+ u) > 0 and 
(uv)p(u + u) is a positive cycle, contradicting (i). It follows that any such line 
must be negative, proving the lemma. 
If we agree to let To consist of the single point x, then we have constructed a 
partition of D[x] into a sequence T,, T1,. . . , Tg of nonempty, totally discon- 
nected sets such that a line (u, u) is positive if u E Tn s E T, where r > s and 
negative when r < s. This structure is equivalent o the condition that every cycle 
of D[x] is negative in the presence of the condition that every path ending at x is 
positive. The previous results and the following theorem establish the equival- 
ence. 
Theorem 2. Let D be strong with point set S and suppose there exists a partition of S 
into nonempty totally disconnected sets T,, Tl, . . . , Tg such that 
(a) To contains a unique point x, 
(b) y E Tk if and only if the longest path p(y + x) in D has length k, 
(c) if (uv) is a line in D with u E Tr, v E Ts, then (WV) > 0 if r > s and (uu) ~0 if 
KS, and 
(d) every pclth p(y --j x) in D is positive. 
Then every cycle of D is negative. 
Proof. Assume for contradiction that D has a positive cycle 6. We consider two 
cases. 
Case 1. Suppose 5 contains the point x. Let q be the maximum index for any 
point of I: and suppose y is a corresponding point in Tq belonging to g. Write 
5 = P(X + Y)P(Y + x). Then p(y + X) >O by (d). Now p(x -+ y) contains the 
negative line (xz) by (c), hence for 5 to be positive ,n(x + y) must contain an even 
number of negative lines. If z# y write p(x + y) = (xz)p(z + y), then p(z + y) 
contains an odd number of negative lines so p( t * y) CO. Then p(z + y)p(y -+ x) 
is a negative path from s to x contradicting (d). If z = y 5 is negative contrary to 
hypothesis. 
Case 2. Suppose 5 does not contain the point x. By the argument of Lemma 1 
we can again show that each line in a path from any point yeD to x must be 
positive. Now let 11 be the minimum index and q be the maximum index for <lny 
points of c and suppose y in TP and z E T4 are corresponding points belonging to 
<. Write 6 = p(y --j z)p(z + y). The path p(y * z) contains the negative lint (yjQ. 
IF ji# z write p(y + z) = (yjj)p(y’ --?, z). Since 5 is positive we must have y(y’ + 
z)p(z-,y)CO. If y=t, then p(z+y)<O. Consider a path p,(y-,x)>O. If 
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pl(y I+ X) contains no point of g other than y, then either p(z --3 y)p,(y w X) CO 
or P(y’--) t)pk --+ Y)P,(Y --+ x)CO contradicting (d). It follows that pl(y + X) 
contains a point of J: other than y. Since y belongs to the set TP where lp is a 
minimum index for 4 and TP is totally disconnected, we must have pl(y + X) = 
(yy”)pl(y* --J, X) with (yy’)<O by (c). This contradicts the fact that every line of 
pl(y -+ x) must be positive. 
In the examples we follow the practice of using a solid line for a positive line 
and a dashed line for a negative line. The distinguished points have a circle 
around them. In addition to the graph we also list the cc. responding sign solvable 
linear system by writing down both the sign pattern of A and of b in the system 
Ax = b. As was proved in the paper [2], it may be assumed that aii CO for 
1 G i G n and that bi ~0 if i is a distinguished index (corresponding to a distiog- 
uished point in the graph) and bi = 0 otherwise. Thus to the sign solvable graph of 
Fig. 1 there corresponds the system 
The remaining sign solvable graph on 3 points are listed in Fig. 2. The corres- 
ponding systems follow: 
2 3 
Fig. 1. 
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I \ 3 ’ 2 I + I \ 3 6) 1 0 0 2 0 0 
(e) 
Fig. 2. 
3 
0 a 
Note that in the graph of Fig. 1 Ti = {2,3), while in Fig. 2(a) TI = {2}, ‘& = (3}. In 
the remaining examples we are confronted with graphs having more than one 
strong component. 
Observe that the sign solvable matrix A in the linear system is just the signed 
incidence matrix of the graph with the addition of negative signs on the principal 
diagonal. If we follow the practice of ordering the points in each strong compo- 
nent of D in such a way that the distinguished point is first followed by the points 
in T,, those in T:!, etc., our results in Sections 2 and 3 lead to a cannonical form 
theorem for sign solvable matrices and for their indecomposable submatrices. 
Theorem 3. Ler A be the matrix of a sign solvable system. Then A can be permuted 
into the form 
4, l l . Al, 
B= 
[ I 
. . . . (1) 
Arl-A, 
where the blocks Aii, 1 s i s r, have dimension IS[ i)l x ]S[ ill and are indecomposable 
and the blocks Ai,, i Z j, have dimension lS[i]l x lS[j]l and are nonnegative matrices 
SUCh that if A,,# 0, then Aji = 0. 
Next suppose .D is strong with the partition ‘I’,, T,, , , . , Tq. 
flrremem 4. Let A be the matrix of an indecomposable sign solvable system (a 
diagorsal b ock in (l)), then A can be partitioned into the form 
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2 5 
Fig. 3. 
where 
(i) AM is a negatiue 1 X 1 bkck, 
(ii) Aai, l~i~q, is u IXI'&l block and -A,iaO, 
(iii! bO, 1 S i S q, is u ITilX 1 bid and AioaO, 
(iv) Aii, 1 s i G q, is a ITi I x (Ti 1 bloc& which is a diagonal matrix with negative 
diagonal, 
(v) A,, l<i<jsq is u l’&lxl’Tjl bhk and -AijsO, and 
(vi) Aij, l<j<iGq is Q l’&lxlql bid and AijaO. 
We @ve one final example in Fig. 3. The corresponding system is 
- - 
- 0 
0 - 
0 0 
i + 
0 -I- 
O + 
111 
PI 
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