Nowadays, the efficiency and even the feasibility of traditional load-balancing policies are challenged by the rapid growth of cloud infrastructure and the increasing levels of server heterogeneity. In such heterogeneous systems with many loadbalancers, traditional solutions, such as JSQ, incur a prohibitively large communication overhead and detrimental incast effects due to herd behavior. Alternative low-communication policies, such as JSQ(d) and the recently proposed JIQ, are either unstable or provide poor performance.
I. INTRODUCTION
Background. In recent years, due to the rapidly increasing size of cloud services and applications [8] , [12] , [18] , [28] , the design of load balancing algorithms for parallel server systems has become extremely challenging. The goal of these algorithms is to efficiently load-balance incoming jobs to a large number of servers, even though these servers display large heterogeneity for two reasons. First, current large-scale systems increasingly contain, in addition to multiple generations of CPUs (central processing units) [17] , various types of accelerated devices such as GPUs (graphics processing units), FP-GAs (field-programmable gate arrays) and ASICs (applicationspecific integrated circuit), with significantly higher processing This manuscript is an extended version of a paper accepted for publication in the IEEE/ACM TRANSACTIONS ON NETWORKING (submitted on 15 Apr 2019, revised on 12 Aug 2019, 19 Nov 2019, 09 Jan 2020 and accepted on 26 Feb 2020). It is based on part of the Ph.D. thesis of Shay Vargaftik [3] , submitted to the Senate of the Technion on Apr 2019. Preprint of this work has been available online on [2] 2020 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future media, including reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for resale or redistribution to servers or lists, or reuse of any copyrighted component of this work in other works. speeds. Second, VMs (virtual machines) or containers are commonly used to deploy different services that may share resources on the same servers, potentially leading to significant and unpredictable heterogeneity [15] , [19] .
In a traditional server farm, a centralized load-balancer (dispatcher) can rely on a full-state-information policy with strong theoretical guarantees for heterogeneous servers, such as join-the-shortest-queue (JSQ), which routes emerging jobs to the server with the shortest queue [9] , [10] , [18] , [37] , [38] . This is because in such single-centralized-dispatcher scenarios, the dispatcher forms a single access point to the servers. Therefore, by merely receiving a notification from each server upon the completion of each job, it can track all queue lengths, because it knows the exact arrival and departure patterns of each queue (neglecting propagation times) [20] . The communication overhead between the servers and the dispatcher is at most a single message per job, which is appealing and does not increase with the number of servers. Note that unless Direct Server Return (DSR) is employed, there is not even a need for this additional message per job, since all job responses return through the single dispatcher anyway.
However, in current clouds, which keep growing in size and thus have to rely on multiple dispatchers [14] , implementing a policy like JSQ may incur two main problems. (1) It involves a prohibitive implementation and communication overhead as the number m of dispatchers increases [20] ; this is because each server needs to keep all m dispatchers updated as jobs arrive and complete, leading to O(m) communication messages per job (and this still holds even when DSR is not employed, since any reply only transits through a single dispatcher). (2) Also, it may suffer from incast issues when all/many dispatchers send at once all incoming traffic to the currently-shortest queue. These two problems force cloud dispatchers to rely on policies that do not provide any service guarantees with multiple dispatchers and heterogeneous servers [22] , [27] . For instance, two widely-used open-source load balancers, namely HAProxy and NGINX, have recently introduced the "power of two choices" (JSQ(2)) policy into their L7 load-balancing algorithms [29] , [34] . 1 1 Quoting [29] (by Owen Garrett, Head of Products at NGINX): "Classic load-balancing methods such as Least Connections [JSQ] work very well when you operate a single active load balancer which maintains a complete view of the state of the load-balanced nodes. The "power of two choices" approach is not as effective on a single load balancer, but it deftly avoids the bad-case "herd behavior" that can occur when you scale out to a number of independent load balancers. This scenario is not just observed when you scale out in high-performance environments; it's also observed in containerized environments where multiple proxies each load balance traffic to the same set of service instances."
Related work. Despite their increasing importance, scalable policies for heterogeneous systems with multiple dispatchers have received little attention in the literature. In fact, as we later discuss, the only suggested scalable policies that address the many-dispatcher scenario in a heterogeneous setting are based on join-the-idle-queue (JIQ) schemes, and none of them is stable [40] .
In the JSQ(d) (power-of-choice) policy, to make a routing decision, a dispatcher samples d ≥ 2 queues uniformly at random and chooses the shortest among them [6] , [7] , [13] , [21] , [25] , [39] . JSQ(d) is stable in systems with homogeneous servers. However, with heterogeneous servers, JSQ(d) leads to poor performance and even to instability, both with a single as well as with multiple dispatchers [11] .
In the JSQ(d, m) (power-of-memory) policy, the dispatcher samples the m shortest queues from the previous decision in addition to d ≥ m ≥ 1 new queues chosen uniformly-atrandom [24] , [31] . The job is then routed to the shortest among these d + m queues. JSQ(d, m) has been shown to be stable in the case of a single dispatcher when d = m = 1, even with heterogeneous servers. However, it offers poor performance in terms of job completion time, and it has not been studied in the multiple-dispatcher realm, thus has no theoretical guarantees.
A recent study [40] proposes a class of policies that are both throughput optimal and heavy-traffic delay optimal. However, their assumptions are not aligned with our system model and motivation due to several reasons: (1) For heterogeneous servers, [40] requires the knowledge of the server service rates, which may not be achievable in practice. (2) [40] assumes that the number of jobs that a server may complete in a time slot, as well as the number of jobs that may arrive at a dispatcher in a time slot, are deterministically upper-bounded, which rules out important modeling options with unbounded support, such as geometric services or Poisson arrivals. (3) Most importantly, they consider only a single dispatcher, and it is unclear whether their analysis and performance guarantees can be extended to multiple dispatchers.
In addition, to address the communication overhead in systems with multiple dispatchers, the JIQ policy has been proposed [20] , [23] , [32] , [33] , [35] . Roughly speaking, in JIQ, each dispatcher routes jobs to an idle server, if it is aware of any, and to a random server otherwise. Servers may only notify dispatchers when they become idle. JIQ achieves low communication overhead of at most a single message per job, irrespective of the number of dispatchers, and good performance at low and moderate loads when servers are homogeneous [20] . However, for heterogeneous servers, JIQ is not stable, i.e., it fails to achieve 100% throughput [40] .
Finally, two recent studies on low-communication load balancing [5] , [36] propose to use local memory as well to hold the possibly-outdated server states. As we later show, these policies are, in fact, special cases of LSQ. That is, they only consider a single dispatcher and homogeneous servers while we consider multiple dispatchers and heterogeneous servers, which hold the main motivation and contribution of our work. Moreover, there are additional significant differences between our model assumptions and theirs that affect the analysis. For example, they consider a continuous-time model with Poisson arrivals and exponential service rates in which incast is impossible, whereas our model is in discrete-time and we only assume the existence of a first and a second moment of the processes. In particular, we do not assume any specific distribution of the arrivals or service rates by the servers. Also, they analyze their algorithms in a large-system limit, whereas our analysis deals with a finite number of servers and dispatchers.
Contributions. This paper makes the following contributions:
Local Shortest Queue (LSQ). We introduce LSQ, a new family of load balancing algorithms for large-scale heterogeneous systems with multiple dispatchers. As Figure 1 illustrates, in LSQ, each dispatcher keeps a local view of the server queue lengths and routes jobs to the shortest among them. Communication overhead among the servers and the dispatchers is used only to update the local views and make sure they are not too far from the real server queue lengths.
Sufficient stability condition and stability proof. We prove that all LSQ policies that keep a bounded distance in expectation between the real queue lengths and the local views are strongly stable, i.e., keep bounded expected queue lengths. The main difficulty in the proof arises from the fact that the decisions taken by an LSQ policy depend on the local view of each dispatcher, hence on a potentially long history of system states. To address this challenge, we introduce two additional stable policies into our analysis: (1) JSQ and (2) Weighted-Random (W R). Roughly speaking, we show that our policy is sufficiently similar to JSQ which, in turn, is better than W R. We complete the proof by using the fact that, unlike JSQ, W R takes routing decisions that do not depend on the system state.
Simplified stability conditions. It can be challenging to prove that an LSQ policy is stable, i.e., that in expectation, the local dispatcher views are not too far from the real queue lengths. Therefore, we develop simpler sufficiency conditions to prove that an LSQ policy is stable and exemplify their use.
Stable LSQ policies. Since LSQ is not restricted to work with either push-(i.e., dispatchers sample the servers) or pull-(i.e., servers update the dispatchers) based communication, we aim to achieve the same communication overhead as the lowestoverhead/best-known examples in each class. Accordingly, we show how to construct new stable LSQ policies with communication patterns similar to those of other low-communication policies such as the push-based JSQ(2), but with significantly stronger theoretical guarantees.
Simulations. Using simulations we show how simple and stable LSQ policies present appealing performance, and significantly outperform other low-communication policies using an equivalent communication budget. Our simple policies often outperform even JSQ. This is achieved by sending jobs to less loaded servers but also by reducing herd behavior when compared to JSQ, as different dispatchers have different views.
Smart servers. We show how relying on smart servers (i.e., advanced pull-based communication) allows us to improve performance and communication overhead even further and to consistently outperform JSQ in terms of both mean queues lengths and job completion time delay tail distribution. We rely on two main elements to achieve this: (1) fine-tuning At each dispatcher, LSQ relies on limited current and past information from the servers to construct a local view of all the server queue lengths. For instance, dispatcher 1 believes that the queue length at server 3 is 1, while it is 2. It then sends jobs to the shortest queue as dictated by its view (here, to server 3 rather than server n). Communication is used only to update the local views of the dispatchers, i.e., to improve their local views.
the probabilities at which servers send messages, such that less loaded servers send messages with a higher probability;
(2) when a message is sent by a server, it is sent to the dispatcher with the worst local view of this server. Simulation code. To benefit the research community, we made our evaluation code available online [1] .
II. SYSTEM MODEL We consider a system with a set M = {1, 2, . . . , m} of dispatchers load-balancing incoming jobs among a set N = {1, 2, . . . , n} of possibly-heterogeneous servers. Time slots. We assume a time slotted system with the following order of events within each time slot: (1) jobs arrive at each dispatcher; (2) a routing decision is taken by each dispatcher and it immediately forwards its jobs to one of the servers;
(3) each server performs its service for this time-slot.
Note that, for simplicity and ease of exposition, we assume that all dispatcher time slots are synchronized; in practice, such synchronization can be achieved by well established techniques such as the Precision Time Protocol (PTP) [4] that is commonly used in order to establish sub-microsecond networkwide time synchronization. For instance, [30] relies on NICbased synchronization, which achieves a time accuracy of a few hundred nanoseconds even across a multi-hop network.
Nonetheless, we believe that our results may be extended to a framework where time slots are not synchronized among the dispatchers, and leave such a generalization to future work. Dispatchers. As mentioned, each of the m dispatchers does not store incoming jobs, and instead immediately forwards them to one of the n servers. We denote by a j (t) the number of exogenous job arrivals at dispatcher j at the beginning of time slot t. We make the following assumption:
That is, we only assume that the total job arrival process to the system is i.i.d. over time slots and admits finite first and second moments. Note that we do not assume any specific process or any deterministic bound on the number of arrived jobs at a given time slot. The division of arriving jobs among the dispatchers is assumed to follow any arbitrary policy that does not depend on the system state (i.e., queue lengths). Furthermore, we just assume that there is a positive probability of job arrivals at all dispatchers. That is, we assume that there exists a strictly positive constant 0 such that
This, for example, covers complex scenarios with time-varying arrival rates to the different dispatchers that are not necessarily independent. We are not aware of previous work covering such general scenarios with possibly correlated arrivals at the different dispatchers. We further denote by a j i (t) as the number of jobs forwarded by dispatcher j to server i at the beginning of time slot t. Let
be the total number of jobs forwarded to server i by all dispatchers at time slot t. Finally, we assume that the arrival and service rates are unknown to the dispatchers. Servers. Each server has a FIFO queue for storing incoming jobs. Let Q i (t) be the queue length of server i at the beginning of time slot t (before any job arrivals and departures at time slot t). We denote by s i (t) the potential service offered to queue i at time slot t. That is, s i (t) is the maximum number of jobs that can be completed by server i at time slot t. We assume that, for all i ∈ N ,
Namely, we assume that the service process of each server is i.i.d. over time slots and admits finite first and second moments. Note that we do not assume any specific process or any deterministic bound on the number of completed jobs at a given time slot. We also assume that all service processes are mutually independent across the different servers and, furthermore, they are independent of the arrival processes. Admissibility. We assume the system is sub-critical, i.e., that there exists an > 0 such that
III. LSQ LOAD BALANCING Next, we formally introduce the LSQ family of load balancing policies. Then, we introduce our main theoretical result of the paper: namely, we establish a sufficient, easy to satisfy, condition for an LSQ policy to be stable.
A. The LSQ Family
We assume that each dispatcher j ∈ M holds a local view of each server's i ∈ N queue length. We denote byQ j i (t) the queue length of server i as dictated by the local view of dispatcher j at the beginning of time slot t (before any arrivals and departures at that time slot). Finally, we can define LSQ.
Definition 1 (Local Shortest Queue (LSQ)). We term a load balancing policy as an LSQ policy iff at each time slot, each dispatcher j follows the JSQ policy based on its local view of the queue lengths, i.e., {Q j i (t)} n i=1 . That is, dispatcher j forwards all of its incoming jobs at the beginning of time slot t to a server i * such that i * ∈ argmin i {Q j i (t)} n i=1 (ties are broken randomly).
As we later show, this broad definition provides appealing flexibility when designing a load balancing policy, i.e., there are numerous approaches for how to update the local views of the dispatchers.
B. Sufficient stability condition
We proceed to introduce a sufficient condition for an LSQ policy to be stable. This condition essentially states that the difference between the local views of the dispatchers and the real queue lengths of the servers should be bounded in expectation. Note that the actual difference between the local views and the real queue states may be unbounded. As we later discuss, this loose assumption allows flexibility in the algorithm design with strong theoretical guarantees and appealing performance. Formally: Assumption 1. There exists a constant C > 0 such that at the beginning of each time slot (before any arrivals and departures), it holds that
We will later rely on it to prove the main theoretical result of this paper, i.e., that any LSQ load balancing policy that satisfies this condition is strongly stable.
C. Stability of LSQ
We begin by formally stating our considered concept of stability.
Definition 2 (Strong stability). We say that the system is strongly stable iff there exists a constant K ≥ 0 such that
That is, the system is strongly stable when the expected time averaged sum of queue lengths admits a constant upper bound.
Strong stability is a strong form of stability that implies finite average backlog and (by Little's theorem) finite average delay. Furthermore, under mild conditions, it implies other commonly considered forms of stability, such as steady state stability, rate stability, mean rate stability and more (see [26] ). Note that strong stability has been widely used in queuing systems (see [16] and references therein) whose state does not necessarily admit an irreducible and aperiodic Markov chain representation (therefore positive-recurrence may not be considered).
Theorem 1. Assume that the system uses LSQ and Assumption 1 holds. Then the system is strongly stable.
Proof. A server can work on a job immediately upon its arrival. Therefore, the queue dynamics at server i are given by
where [·] + ≡ max {·, 0}. Squaring both sides of (10) yields
Rearranging (11) and omitting the last term yields
Summing over the servers yields
where
We would like to proceed by taking the expectation of (13) . To that end, we need to analyze the term
are dependent. We shall conduct the following plan. We will introduce two additional policies into our analysis: (1) JSQ and (2) Weighted-Random (W R). Roughly speaking, we will show that the routing decision that is taken by our policy at each dispatcher and each time slot t is sufficiently similar to the decision that would have been made by JSQ given the same system state, which, in turn, is no worse than the decision that W R would make at that time slot. Since in W R the routing decisions taken at time slot t do not depend on the system state at time slot t, we will obtain the desired independence, which allows us to continue with the analysis.
We start by introducing the corresponding JSQ and W R notations. Let
be the number of jobs that will be routed to server i at time slot t when using JSQ at time slot t. That is, each dispatcher forwards its incoming jobs to the server with the shortest queue (ties are broken randomly). Formally, let
Let
be the number of jobs that will be routed to server i at time slot t when using W R at time slot t. That is, each dispatcher forwards its incoming jobs to a single randomly-chosen server, where the probability of choosing server i is
With these notations at hand, we continue our analysis by adding and subtracting the term 2 n i=1 a JSQ i (t)Q i (t) from the right hand side of (13). This yields
We would like to take the expectation of (17). However, as mentioned, since the actual queue lengths and the local views of the dispatchers and the routing decisions that are made both by our policy and JSQ are dependent, we shall rely on the W R policy and the expected distance of the local views from the actual queue lengths to evaluate the expected values. To that end, we introduce the following lemmas.
Proof. See Appendix A.
Lemma 2. For all servers i ∈ N and all time slots t, it holds that
Proof. See Appendix B.
Applying Lemmas 1 and 2 to (17) yields
Taking the expectation of (18) yields
We observe that both a(t) (according to (1)) and a W R
(according to the definition of the W R policy) are independent of {Q i (t)} n i=1 and Q j i (t) (i, j) ∈ N × M . Specifically, by (1), a(t) is independent of any events prior to time t, including the number of accumulated jobs in the system by time t. Applying this observation to (19) and using the linearity of expectation yields
Next, since for any non-negative {x 1 , x 2 , . . . , x n } such that
it always holds that x 2 ≥ n i=1 x 2 i , using (5)- (7), the linearity of expectation and (1)-(3), we obtain 6 Additionally, using (1), (2) and (9) yields
Finally, since the decisions taken by the W R policy are independent of the system state, we can introduce the following lemma.
Lemma 3. For all i ∈ N and t it holds that
Proof. See Appendix C.
Using (21), (22) and Lemma 3 in (20) yields
For ease of exposition, denote the constants
and
Rearranging (24) and using (25) and (26) yields
Summing (27) over time slots [0, 1, . . . , T − 1], noticing the telescopic series at the right hand side of the inequality and dividing by 2δT yields
Taking limits of (28) and making the standard assumption that the system starts its operation with finite queue lengths, i.e.,
Now, dividing both sides of (29) by min i {µ
Finally, using the fact that
This implies strong stability and concludes the proof.
Note that the result in (29) yields a slightly stronger bound than the one achieved in (31) . This is because in (29) we have a bound on the service-rate-weighted time-averaged expected sum of queue lengths that is not sensitive to the skew among server service rates. That is, even for an arbitrary large skew (i.e., when
is arbitrary small), the bound does not grow to infinity. Nevertheless, we provide the result in (30) to obtain the standard form of strong stability (without service-rate normalization of the queue sizes).
IV. SIMPLIFIED STABILITY CONDITIONS
As mentioned, in order to establish that a system that uses an LSQ policy is strongly stable, it is sufficient to show that Assumption 1 holds. Generally, it may be challenging to establish this. To that end, we now develop simplified sufficient conditions. As we later demonstrate, these simplified conditions capture broad families of communication techniques between the servers and the dispatchers, and allow for the design of stable policies with appealing performance and extremely low communication budgets.
Throughout the proofs, we assume that our sufficient condition always holds when the system starts its operation, namely that there exists a constant C 0 ≥ 0 such that
Also, we denote 1 j i (t) as an indicator function that obtains the value 1 iff server i updates dispatcher j (via the push-based sampling or the pull-based update message from the server) with its actual queue length at the end of time slot t (after arrivals and departures at time slot t).
A. Stochastic updates
We now prove that in LSQ, it is sufficient for the system to be strongly stable if for any server i, any dispatcher j, and any current local state error at dispatcher j for server i, there is a strictly positive probability that dispatcher j receives an update from server i. Intuitively, it means that the dispatcher may be rarely updated, but expected times between updates are still finite, and therefore errors do not grow unbounded in expectation.
Theorem 2. Assume that there exists¯ > 0 such that
Then, Assumption 1 holds and the system is strongly stable.
Proof. Fix server i and dispatcher j. Denote
Now, for all t it holds that
Taking expectation of (34) yields
Next, using the law of total expectation
where the last inequality follows from the linearity of expectation and (33) . Now, using (36) in (35) yields
We now introduce the following lemma.
Lemma 4. Fix ∈ (0, 1], C 1 ≥ 0 and C 2 ≥ 0. Consider the recurrence
with the initial condition
Then,
Proof. See Appendix E.
Finally, using Lemma 4 in (37) yields
This concludes the proof.
B. Deterministic updates
We proceed to establish that any LSQ policy, in which each local view entry is updated at least once every fixed number C up of time slots, is strongly stable.
Theorem 3. Assume that each local entry is updated at least once every C up ∈ N time slots. Then Assumption 1 holds and the system is strongly stable.
Proof. Fix server i and dispatcher j. Then,
This is because the last update of this entry happened at most C up time slots ago. Now, by taking the expectation, we obtain
On the other hand, for any t < C up it holds that
V. EXAMPLE LSQ POLICIES
Since LSQ is not restricted to work with either pull-or pushbased communications, in this section we provide examples for both. In a push-based policy, the dispatchers sample the servers for their queue lengths, whereas in a pull-based policy the servers update the dispatchers with their queue lengths. While empirically we will see that the pull-based approach can provide better performance in many scenarios, it may also incur additional implementation overhead, as it requires the servers to actively update the dispatchers given some state conditions, rather than passively answer sample queries. Therefore, we consider both the push and pull frameworks.
A. Push-based LSQ example
The power-of-choice JSQ(d) policy forms a popular lowcommunication push-based load balancing approach, but it is not stable in heterogeneous systems, even for a single dispatcher. Instead, we will now analyze a push-based LSQ policy that uses exactly the same communication pattern between the servers and the dispatchers. It essentially extends the policy of [5] , which considers a single dispatcher and homogeneous servers, to multiple dispatchers with heterogeneous servers.
In this policy, which we call LSQ-Sample(d) and describe in Algorithm 1, each dispatcher holds a local, possibly outdated, array of the server queue lengths, and sends jobs to the minimum one among them. The array entries are updated as follows: (1) when a dispatcher sends jobs to a server, these jobs are added to the respective local approximation; (2) at each time slot, if new jobs arrive, the dispatcher randomly samples Forward jobs to server i * ∈ argmini Q j i (t) ; UpdateQ j i * (t) ←Q j i * (t) + a j (t); end end Sample servers and update local state:
foreach time slot t do if new jobs arrive at time slot t then Uniformly at random pick distinct i1, . . . , i d ∈ N ; For each i ∈ {i1, . . . , i d } updateQ j i (t) ← Qi(t); end end d distinct queues and uses this information only to update the respective d distinct entries in its local array to their actual value.
The simplicity of LSQ-Sample(d) may be surprising. For instance, there is no attempt to guess or estimate how the other dispatchers send traffic or how the queue drains to get a better estimate, i.e., our estimate is based only on the jobs that the specific dispatcher sends and the last time it sampled a queue. We also do not take the age of the information into account.
Furthermore, as we find below, the stability proof of LSQ-Sample(d) only relies on the sample messages and not on the job increments. We empirically find that these increments help improve the estimation quality and therefore the performance.
We proceed to establish that using LSQ-Sample(d) at each dispatcher results in strong stability in multi-dispatcher heterogeneous systems. Interestingly, this result holds even for d = 1.
Proposition 1. Assume that the system uses LSQ-Sample(d). Then, it is strongly stable.
Proof. Fix dispatcher j and server i. Consider time slot t. By (4), with probability of at least 0 , dispatcher j samples d out of n servers uniformly at random disregarding the system state at time slot t. Therefore, we obtain
This respects the simplified probabilistic sufficiency condition and thus concludes the proof.
B. Pull-based LSQ example
JIQ is a popular, recently proposed, low-communication pull-based load balancing policy. It offers a low communication overhead that is upper-bounded by a single message per job [20] . However, as mentioned, for heterogeneous systems, JIQ is not stable even for a single dispatcher.
We now propose a different pull-based LSQ policy that conforms with the same communication upper bound, namely a single message per job, and leverages the important idleness signals from the servers. It essentially follows similar lines to the policy presented in [36] , which considers a single dispatcher Algorithm 2: LSQ-U pdate(p) (pull-based comm.) Code for dispatcher j ∈ M : Route jobs and update local state:
foreach time slot t do Forward jobs to server i * ∈ argmini Q j i (t) ; UpdateQ j i * (t) ←Q j i * (t) + a j (t); end end Update local state:
foreach arrived message i, q at time slot t do UpdateQ j i (t) ← q; end end Code for server i ∈ N : Send update message:
foreach time slot t do if completed jobs at time slot t then Uniformly at random pick j ∈ M ; if idle then Send i, Qi(t) to dispatcher j; else
Send i, Qi(t) to dispatcher j w.p. p; end end end and homogeneous servers, and extends it to multiple dispatchers with heterogeneous servers.
Specifically, each server, upon the completion of one or several jobs at the end of a time slot, sends its queue length to a dispatcher, which is chosen uniformly at random, using the following rule: (1) if the server becomes idle, then the message is sent with probability 1; (2) otherwise, the message is sent with probability 0 < p ≤ 1 where p is a fixed, arbitrary small, parameter.
Algorithm 2 (termed LSQ-U pdate(p)) depicts the actions taken by each dispatcher at each time slot.
The intuition behind this approach is to always leverage the idleness signals in order to avoid immediate starvation as done by JIQ; yet, in contrast to JIQ, even when no servers are idle, we want to make sure that the local views are not too far from the real queue lengths, which provides significant advantage at high loads.
We now formally prove that using LSQ-U pdate(p) results in strong stability in multi-dispatcher heterogeneous systems. Interestingly, this result holds for any p > 0.
Proposition 2. Assume that the system uses LSQ-U pdate(p). Then, it is strongly stable.
Proof. We prove that (33) holds. Fix dispatcher j, server i and time slot t. We examine two possible events at the beginning of time slot t: (1) Q i (t) = 0 and (2) Q i (t) > 0.
(1) Since Q i (t) = 0, the server updated at least one dispatcher in a previous time slot, i.e., for at least one dispatcher j * we have thatQ j * i (t) = 0. This must hold since there is a dispatcher that received the update message after this queue got empty (that is, when a server becomes idle, a message is sent w.p. 1). Now consider the event A 1 = a j * i (t) > 0 ∩ s i (t) > 0 . Since the tie breaking rule is random, by (1), (2), (4), (5) and (6), there exists¯ i > 0 such that P(A 1 ) >¯ i . Since a(t) and s i (t) are not dependent on any system information at the beginning of time slot t we obtain
(2) Since Q i (t) > 0, there is a strictly positive probability that a job would be completed at this time slot. That is, since s i (t) is not dependent on any system information at the beginning of time slot t we obtain
Finally, since E 1 j
is a convex combination of the left hand sides of (41) and (42) we obtain that
Again, the probabilistic sufficiency condition holds and this concludes the proof.
C. LSQ with smart servers
We next propose a more advanced LSQ variant that relies on smart servers. Namely, when the system uses a pull-based communication type, the servers update the dispatchers. As a result, the servers know the dispatcher states and how bad their local views are. This is because a server knows what was the last update message it sent to a dispatcher and how many jobs it has received from it since then.
In terms of additional resource requirements, an array of size m is sufficient in order to keep this information at a server. Namely, each server i holds a single entry for each dispatcher j. This entry is updated when server i sends an update message to dispatcher j or when new jobs from dispatcher j arrive to server i.
Specifically, we propose LSQ-Smart(f, A). This LSQ variant is defined via two parameters, as follows.
1) A function f used by each server. Namely, f determines the probability by which a server, at each time slot in which it completes at least one job, sends an update message. 2) An algorithm A used by each server. Namely, A determines which dispatcher will be updated if a message is sent. Both f and A may depend on the server's identity and its state. The pseudo-code for LSQ-Smart(f, A) server update messages is presented by Algorithm 3. The remainder of the dispatcher's code is identical to Algorithm 2.
For concreteness, we next choose specific f and A and prove that they result in a stable LSQ policy. Note that we choose f and A heuristically and not via optimization. We leave further investigation regarding smart servers to future work. 
Our heuristic choice for f is given by
where p ∈ (0, 1] is a fixed constant. In other words, at each time slot in which server i completes at least one job, it decides whether to update a dispatcher: (1) the server only updates a dispatcher w.p. (with probability) p whenever all local-state errors at dispatchers are relatively small, i.e., strictly smaller than the server queue state; (2) Else, it sends an update w.p. 1. For instance, if at the beginning of a time slot, the server queue size is 10 and a dispatcher thinks that it is 0 or 20 (i.e., its local error is not small), then the server necessarily sends an update whenever it completes a job at that time slot. Another example is if the server becomes idle, and therefore the error cannot be smaller than the queue size of 0, hence the server also sends an update w.p. 1. Worst approximation first (WAF). We set A such that a server always updates the dispatcher that has the worst local view when the message is sent. That is, if server i sends an update message at time slot t, it is sent to dispatcher j * ∈ argmax j { Q i (t) −Q j i (t) }. Ties are broken arbitrarily. For ease of exposition, we abuse notation and denote the function f * (p) = {f (i, p, t)} i∈N,t∈N . We now turn to prove that using LSQ-Smart(f * (p), WAF) results in strong stability for any p > 0.
Proposition 3. Assume that the system is sub-critical and uses LSQ-Smart(f * (p), WAF). Then, the system is strongly stable.
Proof. We already saw in the proof of Theorem 2 that, if
(43) then Assumption 1 holds and we have strong stability. However, when using LSQ-Smart(f * (p), WAF), such a condition may fail to hold. Indeed, when a server sends an update message, it is sent to the dispatcher that holds the worst local view at that time slot, thus leaving other dispatchers, with possible better local views, with a probability of 0 for an update. Therefore, we simply show that updating the worst local view is at least as good as updating any dispatcher that is chosen randomly. We do so by examining the sum of errors over the dispatcher for a specific server i. Fix server i and denote
Now, for all t it, holds that
where j 1 * ,j
and P(1 * ,j1
Now, taking expectation of (44) and using its linearity, yields:
Next, using the law of total expectation, yields:
Now, since p > 0, as in the proof of Proposition 2, it immediately follows that there exists a strictly positive¯ such that E 1 * ,j i (t) Z j (t) ≥ p ·¯ . This means that, for all j
Finally, using (47) in (45), yields:
By denoting Z(t) = j E[Z j (t)] we obtain
Now using Lemma 4 in (49) yields
Finally, since Assumption 1 holds for Z(t), then it trivially holds for each of its positive components, i.e., , Z j (t) for all j ∈ M . This concludes the proof. 
VI. EVALUATION
Algorithms. We proceed to present an evaluation study of three stable LSQ schemes, namely: LSQ-Sample(2), LSQ-U pdate(2m/n) and LSQ-Smart(f * (2m/n), WAF). We compare them to the baseline full-information JSQ and to the low-communication JSQ(2) and JIQ. We note that all our three LSQ schemes are configured to have roughly the same expected communication overhead as the scalable JSQ(2). System. In all our experiments, we consider a system of 100 servers and 10 dispatchers. Recall that the system operates in time slots with the following order of events within each time slot: (1) jobs arrive at each dispatcher; (2) a routing decision is taken by each dispatcher and it immediately forwards its jobs to one of the servers; (3) each server performs its service for this time-slot. Arrivals. The number of jobs that arrive at each dispatcher at each time slot is sampled from a Poisson distribution with parameter 0.1 · λ, hence the total number of arrivals to the system at each time slot is a sample from a Poisson distribution with parameter λ. Each of the 10 dispatchers does not store incoming jobs, and instead immediately forwards them to one of the 100 servers.
Departures. Each server has an unbounded FIFO queue for storing incoming jobs. We divide the servers into the following two groups: (1) weak and (2) strong. We then consider different mixes of their numbers: (1) 10% strong -90% weak; (2) 50% strong -50% weak; (3) 90% strong -10% weak. We also consider two different cases of heterogeneity (that is, service rate ratio between a strong and a weak server): (1) moderate heterogeneity with a 1:2 service rate ratio; (2) high heterogeneity with a 1:10 service rate ratio.
A. Moderate heterogeneity
We start with a moderate degree of heterogeneity. Specifically, the service processes are geometrically distributed with a parameter 2p for a weak server and a parameter p for a strong server. That is, at each time slot, the number of jobs that may be completed by each server is sampled from a geometric distribution with its respective parameter. In a simulation with n s strong servers and n w weak servers, we set p = ns+0.5nw 100 and sweep 0 ≤ λ < 100. The results are presented in Figure 2 . Stability. It should be noted that, in all three scenarios, JIQ is not stable whereas all other algorithms are. Also, JIQ's stability region decreases as the number of strong servers in the mix increases. Intuitively, JSQ(2) is stable in these scenarios because a strong server has to receive 2× more jobs than a weak server at high loads in order to obtain stability. Since in JSQ(2) a dispatcher samples 2 servers at each arrival, the probability in which a strong server is sampled is sufficiently high (e.g., 0.75 for the 50%-50% case in Figure 2b ). This, in turn, is sufficient to obtain stability. As implied by mathematical analysis, JSQ and all three LSQ variant are stable. Performance. In all three scenarios and over all loads, our pullbased schemes exhibit the best performance, whereas at high loads our push-based scheme outperforms JSQ as well. This is because JSQ suffers from an increasing incast effect as the load increases. That is, at high loads, there is usually only a single shortest queue that receives all incoming work for that time slot. At low loads, on the other hand, there are usually several idle servers that are randomly picked by the dispatchers, hence the incast is less significant. The performance of JSQ(2) is significantly worse than our policies at low and moderate loads, whereas at high loads it is inconsistent and degrades as the number of strong servers in the mix decreases. Communication overhead. As expected, all our LSQ schemes incur roughly the same communication overhead as the scalable JSQ(2) policy. Remarkably, this is two orders of magnitude less than JSQ. Even better communication overhead is achieved by JIQ but, as mentioned, it is not a stable policy.
B. High heterogeneity
We proceed to examine scenarios with a high degree of heterogeneity. Specifically, in these scenarios, the server service processes are geometrically distributed with a parameter 10p for a weak server and a parameter p for a strong server. In a simulation with n s strong servers and n w weak servers, we set p = ns+0.1nw 100 and sweep 0 ≤ λ < 100. The results are presented in Figure 3 . Stability. Again, in all three scenarios, JIQ is not stable. Also, JIQ's stability region is significantly decreased due to the higher levels of heterogeneity. JSQ(2) is unstable as well, with even worse degradation in the stability region. Specifically, it is stable only when there are only 10% weak servers in the mix such that the probability of not sampling a strong server upon arrival is sufficiently low. Again, as implied by mathematical analysis, JSQ and all our three LSQ schemes are stable. Performance. Again, in all three scenarios and over all loads, our pull-based schemes exhibit the best performance. At high loads, our push-based scheme outperforms JSQ in two out of the three scenarios, whereas it under-performs when there is a low number of strong servers in the mix. Communication overhead. Again, as expected, all our LSQ schemes incur roughly the same communication overhead as the unstable JSQ(2) policy. Recall that this is two orders of magnitude less than JSQ. Delay tail distribution. Another finding of our simulation results is that all of the three LSQ policies consistently provide a better delay tail distribution than JSQ. For example, in Figure 4a , we present the CCDF of all stable policies at a normalized load of 0.95 in the scenario of Figure 3a (marked by a dashed grey line). It should be noted that JSQ has a lower average job completion time than our LSQ-Sample(2) policy. Nevertheless, JSQ has a worse delay tail distribution. As illustrated in Figure 4b , this is due to the incast effect, where the majority (or even all) of the dispatchers forward their incoming jobs to a single (least loaded) server. It is notable how in all three LSQ policies the incast is nearly eliminated by allowing different dispatchers to have a different view of the system.
Interestingly, Figure 4a also shows that, for a small fraction that accounts for less than 0.00001 of the jobs (i.e., a rare event), the completion time under LSQ−Smart(f * (2m/n, W AF )) is slightly larger than under LSQ−U pdate(2m/n). Namely, even though LSQ−Smart(f * (2m/n, W AF )) has a lower mean job completion time, it has a slightly slower decreasing delay tail. Essentially, the reason for this phenomenon is that even though for both policies incast is rare, in this specific scenario for LSQ−Smart(f * (2m/n, W AF )), it is less rare than for LSQ−U pdate(2m/n). For example, when using LSQ−Smart(f * (2m/n, W AF )), for a small time fraction of ≈0.0001, five dispatchers send their jobs to the same server. But for LSQ−U pdate(2m/n), it decreases by order of magnitude to ≈0.00001.
C. Evaluation takeaways
The three tested LSQ approaches always guarantee stability and do so using roughly the same communication budget as the non-throughput-optimal JSQ(2). Moreover, the simulations indicate that, under these low-communication requirements, the tested LSQ policies consistently exhibit good performance in different scenarios and even admit better performance and delay tail distribution than the full-state information JSQ that uses more communication overhead by orders of magnitude.
Additionally, the evaluation results indicate how having pullbased communication and smart servers can further improve performance while using a similar communication budget. This is because pull-based communication and smart servers allow us to tune the system towards sending more messages from less loaded servers and directing them to less updated dispatchers, hence making better use of the communication budget. Remark. In this paper, we target heterogeneous servers. Nevertheless, we have simulation results that indicate that LSQ techniques provide better performance in terms of job completion times for the homogeneous case (where all the aforementioned techniques are stable) as well. Furthermore, they indicate that, in the homogeneous case, JSQ(2) offers better performance than JSQ at high loads and even delay tails that are competitive with LSQ due to the reduced incast. Due to space limits, these results have not been included in this paper. However, our evaluation code, which we intend to release upon the publication of the paper, allows to fully and easily recreate these results as well.
VII. ARBITRARILY LOW COMMUNICATION
We have shown, both formally and by way of simulations, how different LSQ schemes offer strong theoretical guarantees and appealing performance with low communication overhead. In particular, by virtue of Theorems 2 and 3, we can construct various strongly stable LSQ policies with any arbitrarily low communication budget, disregarding whether the system uses pull or push messages (or both).
Achieving strong stability with arbitrary low communication is known to be possible with homogeneous servers, since even a uniform random load-balancing policy is stable in that case, and this was indeed strengthened in [36] for a scheme similar to LSQ and a different stability criterion in continuous time. However, establishing this for heterogeneous servers and multiple dispatchers is far from straightforward, and constitutes one of the main contributions of this paper.
Let M (t) be the number of queue length updates performed by all dispatchers up to time t. Fix any arbitrary small r > 0. Suppose that we want to achieve strong stability, such that the average message rate is at most r, i.e., for all t we have that E[M (t)] ≤ rt. Then, the two following per-time-slot dispatcher sampling rules trivially achieve strong stability (by Theorem 2) and respect the desired bound, i.e., E[M (t)] ≤ rt.
Example 1 (push-based communication example). Dispatcher sampling rule upon job(s) arrival:
(1) pick a server i ∈ N uniformly at random.
(2) sample server i with probability r m . Example 2 (pull-based communication example). Server messaging rule upon job(s) completion:
(1) pick a dispatcher j ∈ M uniformly at random.
(2) update dispatcher j with probability r n . These theorems also enable us to design stable LSQ policies with hybrid communication (e.g., push and pull) that attempt to maximize the benefits of both approaches. For example, the following policy leverages both the advantages of pull-based communication (i.e., being immediately notified that a server becomes idle) and push-based communication (i.e., random exploration of shallow queues when no servers are idle).
Example 3 (Hybrid communication example). Dispatcher sampling rule:
(2) sample server i with probability r m . Server messaging rule:
(1) if got idle, pick a dispatcher j ∈ M uniformly at random and send it an update message.
The above examples demonstrate the wide range of possibilities that the LSQ approach offers to the design of stable, scalable policies with arbitrarily low communication overhead.
VIII. DISCUSSION
Before concluding the study, we discuss several additional properties of the different load balancing approaches. Instantaneous routing. An appealing property of any LSQ policy, similarly to JIQ, is that a dispatcher can immediately take routing decisions upon a job arrival. This is in contrast to common push-based policies that have to wait for a response from the sampled servers to be able to make a decision. For example, when using the JSQ(2) policy, when a job arrives the dispatcher cannot immediately send the job to a server but must pay the additional delay of sampling two servers.
Space requirements. To implement an LSQ policy, similarly to JSQ, each dispatcher has to hold an array of size n (local views). When smart servers are used, each server also has to hold an array of size m (dispatcher states). Such a space requirement incurs negligible overhead on a modern server. For example, nowadays, any commodity server has tens to hundreds of GBs of DRAM. But even a hypothetical cluster with 10 6 servers requires only a few MB of the dispatcher's memory and much less (at least by 1-2 orders of magnitude) of server's memory, which is negligible in comparison to the DRAM size.
Computational complexity. To implement an LSQ policy, similarly to JSQ, each dispatcher has to repeatedly find the minimum (local) queue length. By using a priority queue (e.g., min-heap), finding the minimum results in only a single operation (i.e., simply looking at the head of the priority queue). For a queue length update operation, O(log n) operations are required in the worst case (e.g., decrease-key operation in a min-heap). 2 Even with n = 10 6 , just a few operations are required in the worst case per queue length update. This results in a single commodity core being able to perform tens to hundreds of millions of such updates per second, hence resulting in negligible overhead, especially for a low-communication policy in which queue length updates are not too frequent.
Inaccurate information can lead to better performance.
Although all tested LSQ variants in this paper are proved to be throughput-optimal, it is still surprising that using inaccurate information can lead to better performance than JSQ. In fact, we have found that allowing outdated information in the multidispatcher scenario not only reduces communication overhead significantly but also often results in better performance when compared to the full-state JSQ. This is because the incast effect can significantly degrade the performance of JSQ when many dispatchers forward their jobs to the shortest queue(s) simultaneously. On the other hand, as the simulation results indicate, having inaccurate information reduces the incast effect, since each dispatcher may believe that a different queue is the shortest (e.g., Fig. 4a and 4b) . Intuitively, in LSQ, by allowing inaccurate local states of the queue lengths, jobs are being forwarded to queues that may not be the least loaded ones but still have low load, which therefore reduces incast.
Alleviating incast with noise. Another natural way to reduce incast may be to use the JSQ policy with some sophisticated i.i.d. noise addition scheme that locally modifies the approximated queue lengths at each dispatcher in order to break synchronization while preserving performance. In fact, we can reuse our proof of Theorem 1 to show that such a scheme is ensured to be strongly stable if the added noise is bounded in expectation. In a sense, this is related to the issue discussed above, namely, that inaccurate information can lead to better performance. Nonetheless, such a JSQ-based solution is still not scalable in terms of communication overhead.
IX. CONCLUSION
In this paper, we introduced the LSQ family of load balancing algorithms. We formally established an easy-to-satisfy sufficient condition for an LSQ policy to be strongly stable. We further developed easy-to-verify sufficient stability conditions and exemplified their use. Then, using simulations, we showed how different LSQ schemes significantly outperform wellknown low-communication policies, such namely JSQ(d) and JIQ, while consuming a similar communication budget. We further demonstrated how relying on pull-based communication and, even further, on smart servers, allows LSQ to outperform even JSQ in terms of both the means and tail distributions of the job completion times, while using orders of magnitude less communication.
X. FUTURE WORK
Performance guarantees. In this work, we obtained the throughput optimality of different scalable LSQ policies for heterogeneous systems with multiple dispatchers. We believe that the theoretical investigation of specific performance guarantees (e.g., delay bounds) may lead to even better LSQ techniques. Adversarial evaluations. In this work, we employed simulations in order to test different LSQ policies by way of simulations with respect to our considered system model, and in comparison to other proposed policies. It will be of interest to test the LSQ concept on real systems as well as to explore how LSQ performs under different adversarial settings in comparison to current practice. Known service rates. In this work, we assume that the servers service rates are unknown to the dispatchers. However, in systems where full or partial knowledge regarding these rates can be obtained, it is of interest to investigate how such knowledge can be used in order to provide improved load balancing solutions to the many-dispatcher case.
APPENDIX
This Appendix provides the proofs of the various lemmas that we employed towards establishing our theoretical results.
A. Proof of Lemma 1
First, by definition, (51)
We now substitute Q i (t) by Q i (t) −Q j i (t) +Q j i (t). This yields
We proceed with the following lemma: Proof. See Appendix D.
Using Lemma 5 in (52) yields
Now, using the fact that xy ≤ |x||y| for all (x, y) ∈ R 2 on (53) yields 
Finally, it trivially holds that a(t) ≥ a j i (t) − a j,JSQ i (t) .
Using (55) in (54) concludes the proof.
C. Proof of Lemma 3
Each dispatcher applies the WR policy independently. Therefore, by applying (5), (6), (1) and (2) we have that the expected number of jobs arriving at each server i is 
D. Proof of Lemma 5
Fix j = j * . It is sufficient to show that n i=1Q j * i (t) a j * i (t) − a j * ,JSQ i (t) ≤ 0.
The proof now follows similar lines to the proof of Lemma 1. By definition n i=1 a j * i (t) = n i=1 a j * ,JSQ i (t) = a j * (t).
Therefore, both a j * i (t) n i=1 and a j * ,JSQ
are feasible solutions to the optimization problem given by
The optimal solution value to this problem is simply a j * (t) min i Q j * i (t) , which is exactly the way our policy operates since it performs JSQ considering Q j *
Any other feasible solution including a JSQ i (t) n i=1 cannot be better when considering Q j * i (t) instead of {Q i (t)}. This proves the inequality in (58) and thus concludes the proof.
E. Proof of Lemma 4
We prove the lemma by the way of induction on n. Basis. For t = 0 the claim trivially holds since
Induction hypothesis. Assume that T (n) ≤ max C 1 , C 2 .
Inductive step. By definition T (n + 1) ≤ (1 − ) · T (n) + C 1 .
Now, using the induction hypothesis yields
T (n + 1) ≤ (1 − ) max
