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Abstract. This is a continuation of the work initiated in [18] on so-called driven
cofactor systems, which are partially decoupling second-order differential equations
of a special kind. The main purpose in [18] was to obtain an intrinsic, geometrical
characterization of such systems, and to explain the basic underlying concepts in a
brief note. In the present paper we address the more intricate part of the theory. It
involves in the first place understanding all details of an algorithmic construction of
quadratic integrals and their involutivity. It secondly requires explaining the subtle
way in which suitably constructed canonical transformations reduce the Hamilton-
Jacobi problem of the (a priori time-dependent) driven part of the system into that
of an equivalent autonomous system of Sta¨ckel type.
1 Introduction
To the best of our knowledge, the idea of a cofactor system stems from a paper by Rauch-
Wojciechowski et al. on certain Newtonian systems in the Euclidean plane [16], but the
term ‘quadratic integral of cofactor type’ came in use with Lundmark’s generalization to
systems of arbitrary dimension, which was published with some delay in [9]. The term
refers to the fact that the matrix of the quadratic part of the first integral comes from the
cofactor tensor of a tensor which has special properties with respect to the (Euclidean)
metric of the kinetic energy of the system (a tensor which was termed ‘inertia tensor’
in Benenti’s work [1] on Sta¨ckel systems). The other point to be emphasized about the
‘quadratic integral of cofactor type’ is that the zeroth-order terms in the integral do not
come from a potential energy function, in other words, the Newtonian systems under
consideration have force terms which are of nonconservative type, albeit of a very special
nature, determined by a scalar function also and by the cofactor tensor. It was recognized
in [5] that the work of Lundmark could easily be generalized to kinetic energy terms
associated to an arbitrary Riemannian metric and in fact fits perfectly within the theory
of ‘special conformal Killing tensors’, as studied in [6]. This gave rise to an intrinsic
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characterization of general cofactor systems, in the context of which it was shown that
the corresponding quadratic integral in fact is the Hamiltonian for a quasi-Hamiltonian
representation of the system with respect to a non-standard Poisson structure, coming
from the special conformal Killing tensor (scKt for short). It must be said that scKts for
general metrics had already appeared also, with slightly different assumptions and under
different names, in the work of Benenti (see the comprehensive review paper [3]).
As our title reflects, there is an extra aspect about the cofactor systems we want to
study. So called ‘driven cofactor systems’ again were introduced by Lundmark and Rauch-
Wojciechowski [10], still in the context of mechanical systems with Euclidean kinetic
energy metric and hence having no terms quadratic in the velocities in the second-order
equations of motion. Briefly, the systems discussed in [10] are of the form
y¨i = Qi(yj), i = 1, . . . , m
x¨a = Qa(yi, xb) a = 1, . . . , n.
To begin with, they exhibit a given partial decoupling whereby the y-equations are referred
to as the driving system, and the x-equations as the driven part. In addition, it is
assumed that the overall system is of cofactor type and that, more restrictively, the force
terms Qa come from a potential, parametrically depending on the driving coordinates.
These are rather strong conditions indeed, but they were shown to lead to quite striking
conclusions in [10]. First of all the driving system turns out to be of cofactor type in
its own right. Secondly, the driven system, when regarded as a time-dependent system
along solutions y(t) of the driving system, has n (time-dependent) quadratic integrals.
Most astonishingly, however, the authors managed to show that (under some technical
assumptions) there exists a time-dependent standard canonical transformation, which
has the effect of shifting the time-dependence to an overall factor, so that an autonomous
Hamiltonian can be identified which turns out to be of Sta¨ckel type.
Clearly, such results lead to a double challenge. The first question is whether they can be
extended to general cofactor systems and can be understood in more intrinsic geometric
terms this way. Secondly, if there exists an intrinsic scheme behind these observations,
coordinates with respect to which the system partially decouples should not be regarded
as part of the data; their existence and a constructive procedure to find them should follow
from testing coordinate free conditions. This second aspect fortunately has sufficiently
been explored in the literature. Second-order equations with such a decoupling property
were called submersive in [8], where both local and global criteria were developed for
their characterization. The local conditions for existence of appropriate coordinates and
for their construction were turned into a more compact and transparent form by using the
geometric calculus along the tangent bundle projection developed in [15] (see also [12]).
In a brief communication [18], one of us has presented the main ingredients towards the
resolution of the above double challenge. First of all, [18] provides a coordinate free
definition of a driven cofactor system. It further shows that the driving system carries a
cofactor structure in its own right and that the overall system has a second, in some sense
degenerate cofactor representation, from which one can develop a scheme to construct n+1
quadratic integrals. One of these is the integral corresponding to the cofactor nature of
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the driving system; the other n (the dimension of the driven system) are integrals of the
driven system along solutions of the driving one. What was not sufficiently understood
at that time was the delicate issue of the nature of a canonical transformation (if any)
which would have the effect of eliminating the time-dependence form the driven system
in a way which leads to the identification of a Sta¨ckel system, as in the Euclidean case.
The main purpose of the present paper is precisely to complete this part of the story.
To understand precisely what is happening in the process, we need much more explicit
information about the recursive procedure which leads to the n+1 first integrals referred
to before, and also about the precise structure of these integrals. The details of such
computations will take a substantial part of our discussion, but in doing so, the present
paper will also complement a number of the results already mentioned in [18], where the
focus was more on existence issues.
The next section contains the basic definitions needed to describe driven cofactor systems
and a summary of results presented in [18]. In Section 3, we develop the algorithm which
leads to the identification of the n + 1 first integrals referred to before. A key issue for
understanding the nature of the driven system is the identification of a scKt for its proper
metric. It is shown in Section 4 that this scKt does not, however, turn the driven system
into a cofactor system in its own right; instead it does that for a modified driven system
which turns out to play a role further on. In Section 5, we start by identifying Darboux
coordinates for the symplectic form associated to the scKt of the complete system, they
are obtained by suitably modifying the momenta. But we gradually develop arguments
then to come to an even better selection of modified momenta, which takes the specific
decoupling properties of our system into account and are shown to be related to a time-
dependent (standard) canonical transformation for the driven part of the system. In
Section 6, we prove that the application of this canonical transformation, followed by one
which comes from using eigenfunctions as new coordinates, produces the rather miraculous
effect of reducing the driven system essentially to an autonomous Sta¨ckel type system.
The proofs in Section 6 are partly based on simple, indirect arguments, but they are
supported also by explicit computations about the structure of all first integrals, which
are presented in an Appendix. A couple of illustrative examples are presented in Section 7.
2 Preliminaries
The mechanical systems we are talking about in this paper belong to the class of noncon-
servative Lagrangian systems, governed by equations of the form
d
dt
(
∂T
∂q˙α
)
−
∂T
∂qα
= Qα. (1)
Here T = 1
2
gαβ(q)v
αvβ is a kinetic energy function on the tangent bundle TM of a
Riemannian manifold M with metric g; the nonconservative forces Qα are assumed to
depend on the position variables only and thus can be viewed as components of a 1-form
µ = Qα(q)dq
α on M . We recall from [6] that a special conformal Killing tensor J (scKt)
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is a type (1, 1) tensor field on M , which is symmetric with respect to g and satisfies
(lowering an index in the usual way)
Jαβ|γ =
1
2
(ααgβγ + αβgαγ), which further implies that α = d(tr J). (2)
The Nijenhuis torsion NJ vanishes, implying that dJ
2 = 0. Recall for completeness (see
[7]) that dJ is the derivation of degree 1 which (anti)commutes with the exterior derivative
and whose action on functions f ∈ C∞(M) is given by dJf = J(df). The Nijenhuis torsion
NJ is the vector-valued 2-form with components
Jαβ
(
∂Jβγ
∂qδ
−
∂Jβδ
∂qγ
)
− Jβδ
∂Jαγ
∂qβ
+ Jβγ
∂Jαδ
∂qβ
.
We also have that DJ
2 = 0, where DJ is the ‘gauged differential operator’, defined by
DJρ = dJρ+ d(trJ) ∧ ρ = (det J)
−1dJ((det J)ρ). (3)
The equality of both expressions in the defining relation of DJ follows from the fact that
dJ(det J) = (det J)d(trJ), (4)
for any tensor with vanishing Nijenhuis torsion.
The concept of a cofactor system on a general Riemannian manifold was introduced in [5]
in the following way.
Definition 1. A cofactor system is a triple (g, µ, J) on a Riemannian manifold where g
is the metric, µ is a 1-form and J is a nonsingular special conformal Killing tensor such
that DJµ = 0.
Combining this concept with the geometric notion of submersiveness, we came in [18] to
the following generalization and coordinate free formulation of the kind of driven cofactor
systems introduced in [10].
Definition 2. A driven cofactor system is a cofactor system (g, µ, J), for which there
exists a distribution K along the projection τ : TM →M , with the properties
Φ(K) ⊂ K, ∇K ⊂ K, DVZK ⊂ K ∀Z ∈ X (τ), (5)
dµ(K,K) = 0, DHµ(K⊥, K) 6= 0. (6)
To understand the meaning of these conditions, one needs to know about the following in-
trinsic geometrical concepts associated to general second-order differential equation fields
(sodes), say
Γ = vα
∂
∂qα
+ fα(q, v)
∂
∂vα
.
Such a sode comes with a connection, determined by the following horizontal lift con-
struction from X (M) (the module of vector fields on M) to X (TM)
X = Xα(q)
∂
∂qα
7→ XH = XαHα,
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where
Hα =
∂
∂qα
− Γβα
∂
∂vβ
, with Γαβ = −
1
2
∂fα
∂vβ
.
Γαβ are the connection coefficients. Naturally, we also have a vertical lift
X = Xα(q)
∂
∂qα
7→ XV = Xα Vα, where Vα =
∂
∂vα
.
It is clear that both operations still make sense if we allow the components of X to be
functions Xα(q, v), meaning that we extend the domain of the horizontal and vertical lift
to X (τ), the C∞(TM)-module of vector fields along τ : TM → M . These lifts further
give rise to corresponding horizontal and vertical covariant derivative operators DHX and
DVX , determined by the following action on functions F ∈ C
∞(TM) and basic vector fields
(and then further extended by duality):
DVXF = X
α Vα(F ), D
V
X
∂
∂qα
= 0
DHXF = X
αHα(F ), D
H
X
∂
∂qα
= XβVα(Γ
γ
β)
∂
∂qγ
.
The DH in (6) is a covariant differential, defined for any tensor field T along τ by
DHT (X, Y, . . .) = DHXT (Y, . . .). Furthermore, the decomposition of LΓX
H into its horizon-
tal and vertical part identifies the important concepts of dynamical covariant derivative
∇, a self-dual degree 0 derivation on tensor fields along τ , and Jacobi endomorphism, a
(1, 1) tensor Φ along τ :
LΓX
H = (∇X)H + Φ(X)V .
For practical purposes, it suffices to know that:
∇F = Γ(F ) ∇
∂
∂qα
= Γβα
∂
∂qβ
∇dqα = −Γαβdq
β ,
Φαβ = −
∂fα
∂qβ
− ΓαγΓ
γ
β − Γ(Γ
α
β) .
For the broader picture of derivations of forms along τ , where the above mentioned con-
cepts play a distinctive role, one can consult [13, 14].
As was discussed in Proposition 1 of [18] and before that already in [12], the existence of
a distribution K along τ having the properties (5) implies that K is actually spanned by
a distribution on M which is integrable, and introducing adapted coordinates (yi, xa) has
the effect that the given sode partially decouples into equations of the form
y¨i = f i(y, y˙), i = 1, . . . , m, (7)
x¨a = fa(x, y, x˙, y˙), a = 1, . . . , n (here n +m = N = dimM). (8)
We will keep referring to the decoupled y-system as the driving equations and to the
remaining x-equations as the driven system. But there is more to it in this context, which
brings us to the final requirements (6) in definition 2. K⊥ of course is the orthogonal
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complement of K with respect to the Riemannian metric g. An important property of g
is that
∇g = 0, (9)
which follows from the fact that g is the Hessian of the Lagrangian for the conservative
part of the system and the knowledge that the nonconservative forces determined by µ
have no effect on the connection coefficients. It was shown in [18] that as a result of
(9) K⊥ inherits the properties ∇K⊥ ⊂ K⊥ and DVZK
⊥ ⊂ K⊥ from K and that this is
enough to conclude that the two complementary distributions are in fact simultaneously
integrable. Hence we can choose xa and yi coordinates which are adapted to K and K⊥
at the same time, i.e. in such a way that
K = sp
{
∂
∂xa
}
, K⊥ = sp
{
∂
∂yi
}
.
It also follows that the kinetic energy part in the equations of motion (1) decouples com-
pletely. In other words, if we put g1 := g|K⊥ and g2 := g|K , then in adapted coordinates:
g1 = gij(y)dy
i ⊗ dyj, g2 = gab(x)dx
a ⊗ dxb, (10)
while gia = gai = 0. Similarly, for the corresponding connection coefficients, we have
Γijk = Γ
i
jk(y), Γ
a
bc = Γ
a
bc(x)
and all other connection coefficients are zero. If we insist on keeping some partial coupling
between a driving and a driven part of the dynamics therefore, this can only come from
the nonconservative forces in µ. The second of the conditions (6) exactly guarantees such
a coupling. The condition dµ(K,K) = 0 on the other hand can easily be seen to model
the additional assumption that, in adapted coordinates, the driven part has force terms
Qa which are derivable from a potential energy function (with parametric dependence on
the driving coordinates yi).
3 The cofactor pair scheme on M and n+1 quadratic
integrals
It is appropriate to introduce complementary projection operators
P1 : X (M)→ K
⊥, P2 : X (M)→ K.
We thus have P1 + P2 = IN (the identity tensor on the N -dimensional manifold M) ,
P1 ◦ P2 = P2 ◦ P1 = 0, P 2i = Pi, and we occasionally put P1|K⊥ = Im, P2|K = In. As in
[18], we then look at the scKt tensor J (for its action on vector fields) as the sum of the
following four parts
Ji = Pi ◦ J ◦ Pi, i = 1, 2, J12 = P1 ◦ J ◦ P2, J21 = P2 ◦ J ◦ P1, (11)
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and we shall use a similar notation also for other type (1,1) tensor fields of interest further
on.
Important notational convention: In principle, such tensor fields act on the whole
module of vector fields on M ; we shall use the same notation, however, when we consider
their restriction to the appropriate submodule K or K⊥ where they are not zero.
Recall that the scKt conditions (2), when expressed in terms of the coefficients of the
original type (1, 1) tensor, take the form
Jαβ|γ :=
∂Jαβ
∂qγ
− Jασ Γ
σ
βγ + J
σ
βΓ
α
σγ =
1
2
(αβδ
α
γ + ασg
σαgβγ). (12)
Taking the decoupling properties of g into account, it follows that in adapted coordinates:
∂J ij/∂x
a = ∂Jab /∂y
i = 0 and
Jai|k =
∂Jai
∂yk
− Jaj Γ
j
ik =
1
2
αbg
bagik, J
i
b|a =
∂J ib
∂xa
− J icΓ
c
ba =
1
2
αjg
jigab. (13)
Hence, the different blocks of J have the following type of restricted dependence on the
adapted coordinates:
J1 = J
i
j(y)
∂
∂yi
⊗ dyj, J2 = J
a
b (x)
∂
∂xa
⊗ dxb,
while
J21 = J
a
i (y, x)
∂
∂xa
⊗ dyi, J12 = J
i
a(y, x)
∂
∂yi
⊗ dxa,
with
∂Jai
∂yk
=
∂Jak
∂yi
and
∂J ia
∂xb
=
∂J ib
∂xa
. (14)
Furthermore, with µi := Pi(µ) and assuming that J1 is nonsingular, we know from [18]
that (g1, µ1, J1) provides a cofactor representation of the driving system. This implies in
particular (see further for more details) that this system has a quadratic integral
E1 = 1
2
A1ij(y)y˙
iy˙j +W 1(y), (15)
where A1 = cof J1. For clarity: the cofactor tensor A of a type (1, 1) tensor J (notation
A = cof J) is defined by the relation JA = AJ = (det J)I. The functionW 1 is determined
by the relation A1µ1 = −dW 1, which is locally equivalent to the condition DJ1µ1 = 0 in
the definition of a cofactor system. Incidentally, the minus sign in the expression for A1µ1
is in correspondence with the +W 1 in the integral E1 (and [18] contains a sign error in
this sense).
We finally recall from [18] that P2, being a degenerate type (1, 1) tensor field on M ,
formally satisfies the requirements for a scKt with respect to g, and additionally has the
property DP2µ = 0, meaning that we have a second (degenerate) cofactor representation
for the full nonconservative system Γ, the implications of which we will investigate now.
The starting point is that J+aP2 also satisfies the scKt condition for any constant a (and
7
is nonsingular for sufficiently small values of a). Let A(a) denote the cofactor tensor of
J + aP2, so that
(J + aP2)A(a) = A(a)(J + aP2) = det(J + aP2)IN . (16)
Since P2 = In in adapted coordinates, it is clear that A(a) and det(J+aP2) are polynomials
in a of degree n. We represent them as follows,
A(a) =
n+1∑
i=1
A(i)a
i−1, det(J + aP2) =
n+1∑
i=1
∆(i)a
i−1,
and identify the coefficients of equal powers of a in the identities (16). We get
P2A(n+1) = A(n+1)P2 = 0, (17)
JA(i+1) + P2A(i) = A(i+1)J + A(i)P2 = ∆(i+1)IN , (1 ≤ i ≤ n), (18)
JA(1) = A(1)J = ∆(1)IN . (19)
Information about the block structure of the different A(i) should follow by left and right
actions of the projectors Pk on these relations. It immediately follows from (17) for
example that
A(n+1)21 = A(n+1)12 = A(n+1)2 = 0, (20)
while (18) with i = n subsequently implies that J1A(n+1)1 = A(n+1)1J1 = ∆(n+1)P1, or in
the restriction to K⊥:
J1A(n+1)1 = A(n+1)1J1 = ∆(n+1)Im.
Taking into account that terms of degree n in A(a) can only be produced by minors of
the J1 elements of J , this implies that
A(n+1)1 = A
1 = cof J1 and ∆(n+1) = det J1. (21)
The same equation (18) for i = n then further yields information about parts of A(n): it is
indeed not hard to show by appropriate actions of the projectors that (in the restriction
to K or K⊥)
A(n)2 = (det J1)In, A(n)21 = −J21(cof J1), A(n)12 = −(cof J1)J12. (22)
For the remaining part of A(n), we have to move to the next line in the hierarchy (i = n−1
in (18)): a right and left action of P1 leads to J1A(n)1 + J12A(n)21 = ∆(n)P1, from which
it readily follows that
A(n)1 = (det J1)J
−1
1 J12J21J
−1
1 +∆(n)J
−1
1 . (23)
We will come back in more detail to the continuation of this recursive scheme when we
are in a position to gather information about the functions ∆(i). But note that the final
relation (19) expresses that A(1) = cof J and ∆(1) = det J .
The important feature about having a cofactor pair scheme is that it gives rise to a
family of quadratic integrals which are in involution with respect to a double Poisson
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structure. We sketch how this will work here by following the procedure explained in [5].
Let gˆ : TM → T ∗M denote the Legendre type diffeomorphism coming from the given
metric g, which in (general) coordinates reads pα = gαβv
β, and put Γˆ = gˆ∗Γ, where Γ is
the sode defined by the cofactor system (g, µ, J). Then, according to theorem 2 in [5], the
requirements about a cofactor system are equivalent to Γˆ representing a quasi-Hamiltonian
system with a quadratic Hamiltonian with respect to the Poisson tensor which can be
constructed from the tensor J with vanishing Nijenhuis torsion. More precisely, if J˜
denotes the so-called complete lift of J to T ∗M and P0 is the canonical Poisson map on
T ∗M , i.e. the canonical Poisson tensor, interpreted as a map P0 : X
∗(T ∗M)→ X (T ∗M),
we put PJ = J˜ ◦ P0 and the point about Γˆ is that
(det J)Γˆ = PJ(dH), with H =
1
2
Aαβpαpβ +W, (24)
where A is the cofactor tensor of J andW is the function, determined (up to a constant) by
the property Aµ = −dW . Having a double cofactor representation with special conformal
Killing tensors such as J and P2 in our present situation, will entail that Γˆ satisfies a
relation of the form
(det(J + aP2))Γˆ = PJ+aP2dH(a), with H(a) =
1
2
Aαβ(a)pαpβ +W (a). (25)
Since PJ+aP2 = PJ + aPP2 , one can see that H(a) will be a polynomial of degree at most
n in the parameter a, say of the form
H(a) =
n+1∑
i=1
H(i)a
i−1, with H(i) =
1
2
Aαβ(i)pαpβ +W(i), (26)
where Aαβ(i) comes from the A(i) tensor considered before, with an index raised by the given
metric g, and W(i) is determined by the relation A(i)µ = −dW(i). Naturally H(a) and
therefore all its coefficients H(i) will be first integrals of the system Γˆ.
Before proceeding, observe that H(n+1) is essentially the function E
1 which is a first
integral of the driving system (more precisely H(n+1) = g∗E
1). Indeed, it follows from
the block structure of A(n+1) determined before that in adapted coordinates, with pi =
gij(y) y˙
j,
H(n+1) =
1
2
(A1)
ij
(y)pipj +W
1(y). (27)
It is worth mentioning also that for a general J , the coordinate expression of PJ is given
by
PJ = J
α
β
∂
∂pβ
∧
∂
∂qα
− 1
2
pγ
(
∂Jγα
∂qβ
−
∂Jγβ
∂qα
)
∂
∂pα
∧
∂
∂pβ
. (28)
Naturally, in adapted coordinates,
PP2 =
∂
∂pa
∧
∂
∂xa
, (29)
where the momentum variables pa are defined by pa = gab(x)x˙
b.
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Taking the various polynomial representations into account, property (25) becomes
(
∑n+1
i=1∆(i)a
i−1)Γˆ = (PJ + aPP2)(
∑n+1
i=1 dH(i)a
i−1).
Identifying coefficients of equal powers of a requires first of all that we should have
PP2(dH(n+1)) = 0, and this is clearly verified in view of the preceding observations. We
further must have that
∆(i)Γˆ = PJ(dH(i)) + PP2(dH(i−1)), 1 < i ≤ n+ 1, (30)
and finally for i = 1 that ∆(1)Γˆ = PJ(dH(1)), but this is merely a confirmation of the
quasi-Hamiltonian structure coming from J , since ∆(1) = det J and H(1) = H . There is
no reason to expect that the n first integrals H(1) up to H(n) of Γˆ would depend on the
coordinates (xa, pa) only. Nevertheless, they will be first integrals of the driven system
along solutions (yi(t), pi(t)) of the driving system. As for the question of involutiveness,
if we adopt the notational convention that PJ(df) = {f, · }J , it follows from (30) that
{H(i), H(l)}J + {H(i−1), H(l)}P2 = ∆(i)Γˆ(H(l)) = 0, 1 < i ≤ n+ 1, 1 ≤ l ≤ n+ 1, (31)
and from the two other observations about H(n+1) and H(1) that
{H(1), H(l)}J = {H(n+1), H(l)}P2 = 0 ∀l. (32)
Using (32), it further follows from (31) with l = 1 and l = n + 1 respectively, that also
{H(l), H(1)}P2 = {H(l), H(n+1)}J = 0,
and then a simple recursive argument in (31) finally implies that all H(i) are in involution
with respect to both the J-bracket and the P2-bracket. It is worth observing (see (29)) that
in adapted coordinates the P2-bracket formally looks like the standard Poisson bracket in
the (xa, pa) coordinates so that we have, along solutions of the driving system, n integrals
for the driven system which are in involution in the standard sense.
4 An induced special conformal Killing tensor for the
metric of the driven system
Part of our basic assumptions so far is that both J and J1 are nonsingular. We shall see
now that this naturally leads to the introduction of another nonsingular type (1, 1) tensor
J¯2, which is a kind of deformation of J2. When talking about nonsingularity here, don’t
forget the notational convention specified before! To say that J1 is nonsingular of course
only makes sense when we mean J1|K⊥; likewise, nonsingularity of J¯2 will refer to J¯2|K .
For later reference we look at the adjoint action of J on 1-forms for a moment. In doing
so (as we already tacitly did for the cofactor tensor A) we use the same notation again,
i.e. do not write J∗ as is sometimes customary. One has to keep in mind, however,
that when compositions are involved (as in the definition of J12 and J21), the order of
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such compositions has to be reversed. Let α be an arbitrary 1-form on M and put
β = Jα = J(P1α + P2α). To solve such a relation for α in terms of β, it is natural to
actually compute P1α and P2α. We have
P1β = J1(P1α) + J21(P2α),
P2β = J12(P1α) + J2(P2α).
Since J1 is nonsingular, it follows from the first relation that
P1α = J
−1
1 (P1β)− J
−1
1 J21(P2α), (33)
and substitution of this result in the second relation leads to
J¯2(P2α) = (P2 − J12J
−1
1 P1)β, (34)
where J¯2 is defined (for its action on 1-forms) as
J¯2 = J2 − J12J
−1
1 J21. (35)
Obviously J¯2 vanishes on K
⊥, but will be nonsingular on K so that P2α now can be
obtained from (34) and substitution in (33) subsequently gives us P1α. In fact, what we
are looking at here is the following typical factorization of a matrix with a block structure,
this time written as representing the action of a type (1, 1) tensor on vector fields:(
J1 J12
J21 J2
)
=
(
J1 0
J21 1
)(
1 J−11 J12
0 J2 − J21J
−1
1 J12
)
. (36)
It follows that det J = (det J1)(det J¯2) so that nonsingularity of J and J1 implies the same
for J¯2. In adapted coordinates, J¯2 has components
J¯2
a
b = J
a
b − J
a
i (J
−1
1 )
i
jJ
j
b . (37)
Proposition 1. J¯2 is a (parameter dependent) special conformal Killing tensor for g2,
and its cofactor tensor is (det J1)
−1A2 with A = cof J .
Proof. The proof is a straightforward computation, for which it will be suitable to work
in the adapted (yi, xa) coordinates. Let us lower an index to apply the scKt condition in
the covariant form (2). Keeping in mind that gai = gia = 0, we have
J¯2cb := gcaJ¯2
a
b = Jcb − Jci(J
−1
1 )
ijJjb.
Since J is symmetric, the same is true for J¯2. Note that J¯2 depends on both sets of
coordinates, but the yi are regarded as external parameters for our present considerations.
Since J1 depends on the y
i only and the same of course holds for its inverse (or its cofactor
tensor A(n+1)1), we get in the first place that
J¯2cb|a = Jcb|a − Jci|a(J
−1
1 )
ijJjb − Jci(J
−1
1 )
ijJjb|a.
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It follows from (2) that
Jcb|a =
1
2
(αcgba + αbgca), and Jci|a =
1
2
αigca. (38)
We then easily obtain that
J¯2cb|a =
1
2
(α¯cgba + α¯bgca), with α¯c = αc − Jci(J
−1
1 )
ijαj, (39)
which shows that J¯2 is a scKt for g2.
If we denote cof J as in (24) by A (and we have seen that it is also A(1)), we know that
(det J)gac = JaβA
βc = Jai A
ic + JabA
bc and 0 = (det J)gjc = J jkA
kc + J jbA
bc. It then follows
that
J¯2
a
bA
bc(det J1)
−1 = (det J1)
−1
(
JabA
bc − Jai (J
−1
1 )
i
jJ
j
bA
bc
)
= (det J1)
−1
(
(det J)gac − Jai A
ic + Jai (J
−1
1 )
i
jJ
j
kA
kc
)
= (det J1)
−1(det J)gac
= (det J¯2)g
ac
which proves the last statement of the proposition.
Note that J¯2, perhaps rather unexpectedly, does not give rise to a cofactor system repre-
sentation of the driven system in a strict sense. In other words, it does not seem to be true
that the forces µ2 of the driven system have the property DJ¯2µ2 = 0, or equivalently that
(cof J¯2)µ2 is closed. At this moment, the closest we can get to such a property is that an
associated driven cofactor system (g2, µ¯2, J¯2) exists, with modified nonconservative forces
µ¯2.
Proposition 2. A cofactor system, parametrically depending on the coordinates of the
driving system, is determined by the triple (g2, µ¯2, J¯2), where g2 and J¯2 are as before, and
µ¯2 = P2(dW(n)), (40)
W(n) being the function encountered in the recursive scheme following from (25).
Proof. We know that the given nonconservative forces µ satisfy the relation Aµ = −dW ,
or equivalently (det J)µ = −J(dW ). Consider the scheme of the beginning of this section
which led to the introduction of J¯2. Letting −dW play the role of α and (det J)µ the role
of β, we put Pi(dW ) = diW for convenience. The relation (34) becomes
− J¯2(d2W ) = (det J)µ2 + (det J¯2)J12(d1W
1), (41)
where for the second term on the right we have taken into account that µ1 satisfies
(det J1)µ1 = −J1(d1W 1) in view of the cofactor representation of the driving system, and
that det J = (det J1)(det J¯2). Secondly, projecting the relation A(n)µ = −dW(n) under P2,
we get in the first place that
A(n)2µ2 + A(n)12µ1 = −d2W(n).
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Using the information gathered about A(n) in (22) and the cofactor system property of
the driving system which was just recalled, this immediately leads to
(det J1)µ2 + J12(d1W
1) = −d2W(n). (42)
Substituting this result in (41), we obtain the relation
(det J¯2)d2W(n) = J¯2(d2W ), (43)
which implies, with µ¯2 = d2W(n), that
(cof J¯2)µ¯2 = d2W. (44)
Together with the knowledge that J¯2 is a scKt with respect to g2, this expresses that the
triple (g2, µ¯2, J¯2) determines a cofactor system.
It is worth emphasizing again that the cofactor representation of this modified driven
system must be seen also as a statement about second-order differential equations for the
xa, which parametrically depend on the y-coordinates. This is clear, for example, from
the fact that the exterior derivative in the picture is d2.
As explained in the introduction, one of our main objectives is to explore the remarkable
situation that the driven system, although being essentially time-dependent along solu-
tions of the driving system, does give rise in the end to a Sta¨ckel-type Hamilton-Jacobi
separability anyway. This will require a supplementary assumption about existence of
independent eigenfunctions of J . We want to show at this point that it is again the tensor
J¯2 which is relevant for this purpose.
Consider the (degenerate kind of) eigenvalue equation det(J − λP2) = 0, which is a
polynomial equation of degree n for λ. Our basic assumption now is that this equation
has n functionally independent solutions ua, in the sense that the 1-forms P2(du
a) are
linearly independent. If we think of the ua as expressed in terms of the adapted (yi, xb)
coordinates, this amounts to saying that the Jacobian (∂ua/∂xb) is nonsingular. From
the identity det(J − ua(y, x)P2) ≡ 0 for each fixed ua(y, x), it follows that
0 ≡ d (det(J − ua(y, x)P2))
= d (det(J − λP2))|λ=ua(y,x) +
∂(det(J − λP2))
∂λ
∣∣∣∣
λ=ua(y,x)
dua.
But since J − λP2 has vanishing Nijenhuis torsion, we know from (4) that
(J − λP2) d (det(J − λP2)) = det(J − λP2) d tr(J − λP2)
for all λ. It then follows by acting with (J − ua(y, x)P2) on the preceding identity that
∂(det(J − λP2))
∂λ
∣∣∣∣
λ=ua(y,x)
(J − ua(y, x)P2) du
a = 0,
and thus, since all eigenfunctions are assumed to be simple, that
(J − ua(y, x)P2) du
a = 0. (45)
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Proposition 3. Assume that the equation det(J − λP2) = 0 has n functionally indepen-
dent eigenfunctions ua. Then dua is an eigenform of J (in the sense of equation (45))
corresponding to the eigenvalue ua. Moreover, the ua are also eigenfunctions of J¯2, with
P2(du
a) as corresponding eigenform.
Proof. It remains to prove the statement about J¯2. For that, it suffices to go back once
more to the analysis about β = Jα at the beginning of this section, with dua in the role
of α and uaP2(du
a) (no sum!) in the role of β. The relation (34) then says that
J¯2(P2(du
a)) = uaP2(du
a),
which is precisely what we need.
5 A symplectic view-point and Darboux coordinates
Since J is assumed to be nonsingular, the Poisson tensor associated to PJ actually comes
from a symplectic form which we call ωJ . The sign convention which we adopt here is
that for any function F
X = PJ(dF ) ⇐⇒ iXωJ = −dF.
One easily verifies that, referring to the general coordinate expression (28) of PJ , ωJ is
given by
ωJ = J
−1α
βdpα ∧ dq
β − 1
2
pγ
(
∂Jγα
∂qβ
−
∂Jγβ
∂qα
)
J−1
β
σJ
−1α
ρdq
σ ∧ dqρ. (46)
So far, this correspondence is valid for any nonsingular type (1, 1) tensor J on M . The
first term in ωJ strongly suggests introducing new momentum variables pˇα by
pα = J
β
α (q)pˇβ.
Lemma 1. The coordinate change (q, p) ↔ (q, pˇ) determines a Darboux chart for ωJ if
and only if NJ = 0.
Proof. From pˇβ = J
−1α
βpα, it is easy to compute that
dpˇβ ∧ dq
β = J−1
α
βdpα ∧ dq
β − 1
2
pˇδ
(
∂Jδτ
∂qσ
J−1
τ
ρ −
∂Jδτ
∂qρ
J−1
τ
σ
)
dqσ ∧ dqρ.
Subtracting this from (46), one easily obtains that the coefficient of the resulting 2-form
(after multiplication by two J-factors) will be zero if and only if NJ = 0.
As explained in Section 3, the fact that the sode Γ on TM satisfies the requirements of a
cofactor system is equivalent to saying that its image Γˆ under the Legendre map gˆ has a
quasi-Hamiltonian representation (24) with respect to PJ . This in turn translates within
the symplectic view-point to (det J)iΓˆωJ = −dH . The preceding lemma then says that
ωJ will take the form of the standard symplectic form on T
∗M when expressed in the
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variables (q, pˇ). However, it is not clear that we can take advantage of such a coordinate
change because it does not take account of the special feature of partial decoupling which
our system exhibits. We shall show that there is a better choice of new momenta, which is
inspired by the above transition to Darboux coordinates but does take the extra features
of a driven cofactor system into account. Note in passing that there exists a different
technique for obtaining a Hamiltonian representation out of a quasi-Hamiltonian one:
roughly it consists of absorbing the overall factor by a change of timescale, which has the
disadvantage, however, that the definition of the new time makes sense only along (the
unknown) solutions of the system. This technique is well documented in [3], for example,
and was extensively used in the context of cofactor systems in [11]. We believe that the
line of approach we adopt here offers more insight in understanding the delicate aspects
of the driven nature of our cofactor system.
Going back to the sode Γ on TM , we can first pass to the coordinates (yi, xa) adapted
to the complementary distributions K⊥ and K, before passing to the quasi-Hamiltonian
representation Γˆ. The projectors P1 and P2 have corresponding actions on TM through
their complete lifts; they give rise to a partial splitting of Γ in the form Γ = Γ1+Γ2 say, as
exhibited in the equations (7, 8). Likewise, the complete lifts P˜1, P˜2 of the projectors to
T ∗M produce a partial decoupling Γˆ = Γˆ1+Γˆ2, which in adapted coordinates is simply the
effect of transforming (7, 8) to equivalent first-order equations by passing to the momenta
pi = gij(y)y˙
j and pa = gab(x)x˙
b. It is worth illustrating this in more detail as follows. The
sode Γ associated to the equations of motion of the form (1), after applying the overall
Legendre map gˆ, transforms to
Γˆ = gαβpβ
∂
∂qα
+ Γγµαg
µδpγpδ
∂
∂pα
+Qα
∂
∂pα
. (47)
In adapted (y, x)-coordinates, in view of the way the components of g and the connection
coefficients decouple (see (10) and its consequences), this expression becomes
Γˆ = gij(y)pj
∂
∂yi
+ Γkij(y)g
il(y)pkpl
∂
∂pj
+Qj(y)
∂
∂pj
+ gab(x)pb
∂
∂xa
+ Γcab(x)g
ad(x)pcpd
∂
∂pb
+Qb(x, y)
∂
∂pb
. (48)
The first line reflects the fact that the driving system has its own cofactor representation,
i.e. satisfies
(det J1)Γˆ1 = PJ1(dH(n+1)), (49)
with H(n+1) as in (27). Concerning the second line, we should take into account the
extra assumption that the driven system has a standard Hamiltonian representation: as
indicated before, the condition dµ(K,K) = 0 in definition 2 expresses that the force
terms Qa of the driven system are derivable from a potential energy function V (x, y) say,
depending parametrically on the driving coordinates yi. It is then clear that the second
line simply expresses that
Γˆ2 = PP2(dh), with h =
1
2
gab(x)papb + V (x, y), (50)
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keeping in mind that PP2 in adapted coordinates merely is the standard Poisson structure
in the variables (xa, pa). With this splitting of Γˆ in mind, it looks more appropriate not
to spoil the decoupled feature of the driving system by introducing Darboux coordinates
for the overall symplectic structure ωJ . Instead, we can put pi = J1
j
i p˜j , which will have
the effect of introducing Darboux coordinates for ωJ1. As for the driven part Γˆ2, let us
first investigate in detail what the introduction of the momenta pˇ would do.
Formally we can regard the transformation formulas pα = J
β
α(q)pˇβ as representing a
relation between 1-forms onM , of the type β = Jα discussed at the beginning of Section 4.
It then follows from the considerations leading to (34) that
J¯2
b
apˇb = pa − J
i
aJ
−1
1
j
ipj . (51)
This suggests that the more relevant momentum variables for the driven system actually
are p˜a := J¯2
b
apˇb. The conclusion from this preliminary analysis is that we shall consider
the following linear change of momenta
pi = J1
j
i p˜j, (52)
pa = p˜a + J
i
ap˜i. (53)
It turns out that the transition from pa to p˜a, viewed as time-dependent transformation
along solutions of the driving system, actually represents a time-dependent canonical
transformation for the driven system in the standard sense and hence is ideally suited
to preserve the special assumption on that system. Indeed, in view of the second of the
properties (14), we know that the components J ia of J can be written as J
i
a = ∂ψ
i/∂xa
for some functions ψi(x, y). Defining F (x, p˜, t) by
F (x, p˜, t) = xap˜a +Ψ(x, t), with Ψ(x, t) = ψ
i(x, y(t))p˜i(t), (54)
we create a generating function of mixed type (depending on the old position variables x
and new momenta p˜) for a standard canonical transformation (xa, pa) ↔ (xa, p˜a), which
does not change the coordinates, transforms the momenta according to (53), but must be
viewed as time-dependent along solutions of the driving system. The Hamiltonian of the
transformed system then is given by
h˜(x, p˜, t) := h+
∂F
∂t
. (55)
We shall see in the next section that this canonical transformation is one of two steps
which are required to relate the original Hamiltonian h of the driven system to the first
integral H(n) of Γˆ and that H(n) is the key to understanding the subtle way in which the
driven system in the end corresponds to an autonomous Hamiltonian system which is
separable in the Hamilton-Jacobi sense.
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6 Separability of the Hamilton-Jacobi equation for
the driven system
Let us start by computing the function H(n) expressed in the variables (y
i, xa, p˜i, p˜a). We
have
H(n) =
1
2
Aab(n)papb + A
ai
(n)papi +
1
2
Aij(n)pipj +W(n).
From (22), raising an index, we learn that
Aab(n) = (det J1)g
ab, Aai(n) = −A
1i
lJ
la.
Making the substitutions (52, 53) it then readily follows (remember that A1 is cof J1) that
H(n) =
1
2
(det J1) g
abp˜ap˜b −
1
2
(det J1)J
biJ jb p˜ip˜j +
1
2
Akl(n)J1
i
kJ1
j
l p˜ip˜j +W(n).
Using (23) now, we arrive at the following result:
H(n) =
1
2
(det J1) g
abp˜ap˜b +
1
2
∆(n)J
ij p˜ip˜j +W(n). (56)
So, introducing the new variables has the interesting effect of eliminating the terms in
mixed momenta in H(n). Obviously, however, the effect on h will be the opposite. We get
h = 1
2
gabp˜ap˜b + J
aip˜ap˜i +
1
2
JaiJ ja p˜ip˜j + V. (57)
But for the interpretation as time-dependent canonical transformation, we need to look
at the function h˜ and will show now that this function is more closely related to H(n).
Lemma 2. Under the canonical transformation with generating function (54), the trans-
formed Hamiltonian h˜ of the driven system takes the following form, to within an additive
function of time,
h˜ = (det J1)
−1H(n) + J
aip˜ap˜i. (58)
Proof. We need to add to the expression (57) for h the term
∂F
∂t
=
∂Ψ
∂t
=
∂Ψ
∂yk
y˙k + ψk ˙˜pk,
computed along solutions of the driving equations. Since the p˜i were introduced to provide
Darboux coordinates, the Poisson map PJ1 in (49) takes the form of the standard Poisson
map so that the equations of the driving system become
(det J1) y˙
k =
∂H(n+1)
∂p˜k
, (det J1) ˙˜pk = −
∂H(n+1)
∂yk
,
whereby the function H(n+1) from (27), when expressed in the new momenta, reads
H(n+1) =
1
2
(det J1)J
ij
1 p˜ip˜j +W
1. (59)
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It is now fairly straightforward to compute that h˜ can be written as,
h˜ = h+
∂ψi
∂yk
Jkj1 p˜ip˜j + J
j l
1 Γ
i
klψ
kp˜ip˜j −
1
2
J ij1 |kψ
kp˜ip˜j
−1
2
(det J1)
−1∂ det J1
∂yk
ψkJ ij1 p˜ip˜j − (det J1)
−1ψk
∂W 1
∂yk
, (60)
with h as in (57). Concerning the function we want to match it with, we first of all need
more info about ∆(n). Using the representation (36) of J , we can put
J + aP2 =
(
J1 0
J21 1
)(
1 J−11 J12
0 J¯2 + aIn
)
, (61)
from which it follows that
n+1∑
i=1
∆(i)a
i−1 = det(J + aP2) = (det J1) det(J¯2 + aIn), (62)
and hence that ∆(n) = (det J1)(tr J¯2). It follows from (56) that
(det J1)
−1H(n) =
1
2
gabp˜ap˜b +
1
2
(tr J¯2)J
ij p˜ip˜j + (det J1)
−1W(n). (63)
It looks by far not obvious that the expressions (60) and (63) would differ only by one term
(up to irrelevant functions of time only). We shall compare them indirectly by computing
their derivatives with respect to the xa and p˜a. The latter is easy and gives
∂h˜
∂p˜a
= gabp˜b + J
aip˜i,
∂
∂p˜a
(
(det J1)
−1H(n)
)
= gabp˜b,
which is in line with the result we want to prove. For the other derivatives, the compu-
tations can be written in a somewhat more compact form if we use the basis of vector
fields
Xa =
∂
∂xa
+ Γcabp˜c
∂
∂p˜b
adapted to the connection, rather than the coordinate derivatives with respect to xa. One
can verify, recalling that Jka = ∂ψ
k/∂xa, that Xa(h˜) can be written as
Xa(h˜) = J
bi
|a p˜bp˜i +
1
2
(
J bi|aJ
j
b + J
biJ j
b|a
)
p˜ip˜j
+ J ia|kJ
jk
1 p˜ip˜j −
1
2
JkaJ
ij
1 |kp˜ip˜j −
1
2
(det J1)
−1∂ det J1
∂yk
JkaJ
ij
1 p˜ip˜j
+
∂V
∂xa
− (det J1)
−1Jka
∂W 1
∂yk
.
Making use of the scKt properties of J and J1, plus the property (4) for J1, this expression
considerably simplifies and finally reduces to
Xa(h˜) =
1
2
αkg
ikp˜ip˜a −
1
2
αl(J
−1
1 )
l
kJ
k
aJ
ij
1 p˜ip˜j +
1
2
αaJ
ij
1 p˜ip˜j
+
∂V
∂xa
− (det J1)
−1Jka
∂W 1
∂yk
,
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where α as before stands for d(trJ). Note in passing that, for example, J ij ≡ J ij1 .
The computation of Xa
(
(det J1)
−1H(n)
)
is much easier and gives
Xa
(
(det J1)
−1H(n)
)
= 1
2
α¯aJ
ij
1 p˜ip˜j + (det J1)
−1∂W(n)
∂xa
,
with α¯ = d(tr J¯2). We need to make three more observations now. The first is that
Xa(J
bip˜ip˜b) = J
bi
|a p˜ip˜b =
1
2
αkg
ikp˜ip˜a,
which takes account of the first term of Xa(h˜). Secondly, we recall the difference between
α¯a and αa, as obtained in (39), which makes that the first term of Xa
(
(det J1)
−1H(n)
)
matches two terms of Xa(h˜). Finally, the terms not containing momenta also match as a
result of (42), taking into account that µ2 = −d2V . The conclusion now is that
Xa(h˜) = Xa
(
(det J1)
−1H(n) + J
bip˜ip˜b
)
.
Remember that the two functions under consideration are regarded here as depending on
the xa, p˜a and time t (along solutions of the driving equations). Since their derivatives
with respect to the xa and p˜a are the same, the conclusion is that they are indeed equal
up to an additive function of time.
The idea now is to try to get rid of the second term on the right in (58) by a further, suit-
able canonical transformation. It is of some interest to look at this kind of question in all
generality and to observe that it can be resolved indeed by a suitable point transformation,
which necessarily must be time-dependent however. The notations used in discussing this
general question below have nothing to do with any of the specific situations encountered
so far.
Lemma 3. Suppose that H1(q, p, t) and H2(q, p, t) are two functions which differ by terms
linear in the pi. Then, there exists a point transformation, (q, p)↔ (Q,P ) say, such that
the transformed Hamiltonian of the system with Hamiltonian H1 becomes the function H2
expressed in the new variables.
Proof. By assumption, we have H1 = H2+ρ
i(q, t)pi for some functions ρ
i. If F (q, P, t) =
PiQ
i(q, t) is the generating function of an as yet unspecified point transformation, we know
that the transformed Hamiltonian of the system with Hamiltonian H1 will be given by
H˜1 = H1 +
∂F
∂t
= H2 + ρ
i∂Q
j
∂qi
Pj +
∂Qj
∂t
Pj,
so that the desired effect requires that each of the Qj satisfies
∂Qj
∂t
+ ρi
∂Qj
∂qi
= 0.
In other words, we need n functionally independent first integrals of the equations q˙i =
ρi(q, t), which can be done in principle and is of course the same as saying that we have
to integrate those equations. Note that even if the given ρi would not depend on time,
this procedure can only work with a time-dependent canonical transformation.
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In the case of interest, we are looking with equation (58) at linear terms of the form
ρa(x, t)p˜a = J
ai(x, y(t))p˜i(t) p˜a.
We can try to find first integrals of the equations x˙a = ρa(x, t) of the form ua = ua(y(t), x),
i.e. which are such that the time-dependence originates from solutions y(t) of the driving
equations. This means that we have y˙k = Jkip˜i, and the first integral condition becomes
∂ua
∂t
+ ρb
∂ua
∂xb
= p˜i
(
J ik
∂ua
∂yk
+ J ib
∂ua
∂xb
)
= 0. (64)
We can now prove one of our main results, for which we go back to the supplementary
assumption of the end of Section 4. The eigenfunctions ua(y, x) which were introduced
there will now be used as new coordinates for the driven system, along solutions y(t) of the
driving system, and we will denote the corresponding conjugate momenta (for reference
to the notations used in the Euclidean case in [10]) by sa.
Proposition 4. Assume that the equation det(J − λP2) = 0 has n functionally inde-
pendent solutions ua(y, x). Then, the canonical transformation (xa, pa) ↔ (xa, p˜a) with
generating function (54), followed by the canonical transformation (xa, p˜a)↔ (u
a, sa) with
generating function F (x, s, t) = sau
a(y(t), x), has the effect of transforming the Hamilto-
nian h of the driven system into the function (det J1)
−1H(n).
Proof. We know from Lemma 2 that the first step brings the Hamiltonian h into the
form (58). According to Lemma 3, the second step will eliminate the linear terms in
the momenta in (58), provided the functions ua(y, x) have the property of making the
right-hand side of (64) vanish. But the ua satisfy the relations (45), from which it follows
by a left action of P1 that
J1P1(du
a) + J21P2(du
a) = 0 or
(
Jkj
∂ua
∂yk
+ J bj
∂ua
∂xb
)
dyj = 0. (65)
The desired result now follows by raising an index.
At this point, it is important to be aware of another general and in fact very simple result.
Lemma 4. Assume that a Hamiltonian system has a Hamiltonian K(q, p, t) of the form
K = γ(t)H(q, p, t), whereby H is a first integral of the system and γ is an arbitrary
function of t only. Then H in fact cannot explicitly depend on time and the time-dependent
Hamilton-Jacobi equation for K(q, p, t) reduces to the autonomous one for H.
Proof. It is obvious that (with respect to the standard Poisson bracket) we have
{K,H} = γ{H,H} = 0, so that the property H˙ = 0 reduces to ∂H/∂t = 0. The
Hamilton-Jacobi equation for K then reads
γ(t)H
(
q,
∂S
∂q
)
+
∂S
∂t
= 0,
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and looking for a complete solution S(q, t, αi) of the form S = W (q, αi)− α1
∫
γdt imme-
diately reduces it to the Hamilton-Jacobi equation
H
(
q,
∂W
∂q
)
= α1
for the autonomous function H .
Since det J1, along solutions of the driving system, is a function of time only and H(n)
is known to be a first integral of the driven system under the same circumstances, it is
clear that the assumptions of Proposition 4 precisely bring us in a situation where we can
draw the quite surprising conclusion that H(n) will no longer be time-dependent in the
(u, s) coordinates and separability of the Hamilton-Jacobi equation for the driven system
is essentially a matter of separability of H(n). It remains to convince ourselves that the
Hamilton-Jacobi equation for a system with H(n) as Hamiltonian is indeed separable. Now
comes a rather subtle point in the argumentation. The point is this! We want to test
separability of H(n) by using criteria which have an intrinsic, i.e. coordinate independent
meaning. As such, it is the functionH(n) which matters, expressed in any kind of canonical
coordinates. Transformation formulas from one set of coordinates to another can depend
on external parameters then, if needed, but should not be regarded as depending on time
because time-dependent canonical transformations do more to the Hamiltonian function
than just expressing it in the new variables.
To be concrete now, the sufficient conditions for separability which we want to invoke are
intrinsic indeed: they comprise the existence of a special conformal Killing tensor J for the
kinetic energy metric of the Hamiltonian, plus a corresponding condition for admissible
potentials V . The condition d(JdV ) = 0 in [2] for example, which actually corresponds to
the particular case of the cofactor condition Aµ = −dW when the forces are conservative.
It is well known (see e.g. [4]) that if the scKt involved in these conditions has functionally
independent eigenfunctions, then these are separation coordinates for the Hamilton-Jacobi
equation. It so happens that we have needed these ua-coordinates already to prove in
Proposition 4 that the original Hamiltonian h of the driven system can be transformed
into the function H(n) (up to a factor). But having shown this way that Hamilton-
Jacobi separability becomes a question about the function H(n), it is more appropriate to
put this function to the test in the set of canonical coordinates (xa, p˜a) which naturally
presents itself prior to introducing the separation coordinates. The delicate issue alluded
to above is that, when we subsequently want to pass to the new variables (ua, sa) again,
the interpretation for this part of the story is that the functions ua(y, x) are regarded
then as depending parametrically on the y-coordinates of the driving system (not as a
time-dependent transformation along solutions y(t) of that system).
Going back to the expression (63) of H(n), taking into account that the function H(n+1)
in (59) is actually a constant parameter (along solutions of the driving system) which we
called E1 in (15), we have that
H(n) =
1
2
(det J1) g
abp˜ap˜b + (tr J¯2)(E
1 −W 1(y)) +W(n)(y, x). (66)
This is the right expression for activating our test because all the ingredients we need for
that have been prepared in Section 4.
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Proposition 5. J¯2 is a special conformal Killing tensor for the metric associated to the
quadratic terms in (66) and the remaining terms satisfy the conditions for an admissible
potential for Hamilton-Jacobi separability.
Proof. We know from Proposition 1 that J¯2 is a scKt for g2 = (gab(x)) and recall that
the characterizing property (2) of scKts, when expressed in terms of the underlying type
(1, 1) tensor field is given by (12), with α = d(trJ). It is then clear that the same J
is also a scKt with respect to any constant multiple of g. In the case of the quadratic
terms in (66), we are precisely looking at a constant multiple of the metric g2 since
(det J1) is a function of the external y-parameters only, whence the conclusion about
J¯2. We further observed above that the condition for admissible potentials is a reduced
form of the cofactor condition that (cof J)µ should be closed. For the situation at hand
we already know from Proposition 2 that the function W(n) satisfies this condition with
respect to the scKt J¯2. It remains to show that the same is true for the remaining term
in (66) which in fact, since the factor (E1 −W 1(y)) can be treated as a constant here,
amounts to saying that the function tr J¯2 satisfies the condition. But this is trivially the
case, because it follows from (4) that for any tensor J with vanishing Nijenhuis torsion
(cof J)d(tr J) = d(det J).
We sum up the main results about the driven system now. We know since Section 3
that the driven system, along solutions of the driving system, has n integrals H(i) which
are in involution with respect to two Poisson structures, one of which is the standard
one when using coordinates adapted to the integrable distributions K and K⊥. Under
the assumption that the characteristic equation det(J − λP2) = 0 has n functionally
independent solutions ua(y, x), we have seen in Proposition 4 that the given Hamiltonian
h of the driven system, can be transformed into the function (det J1)
−1H(n). The fact
that all the H(i) are first integrals then implies that
∂H(i)
∂t
+ (det J1)
−1{H(i), H(n)} = 0.
But this, in view of the involutivity, actually means that none of the integrals will be
time-dependent when expressed in the canonical coordinates (ua, sa). This is in line with
the results of Proposition 5 which mainly says that due to the existence of a scKt J¯2,
the Hamilton-Jacobi equation of the (autonomous) function H(n) is separable. In fact,
referring to the results which can be found in [4] for example, we can state more precisely
that we are looking at a separable system of Sta¨ckel type and that the eigenfunctions
ua(y, x) of J¯2 are orthogonal separation coordinates. It should then be true indeed that in
those coordinates we have n time-independent quadratic integrals in involution. Note that
for the function H(n), for example, this time-independence means among other things (see
the expression (66)) that the functionW(n)−(tr J¯2)W
1, when passing from the coordinates
(y, x) to the coordinates (y, u(y, x)), should become independent of the y-variables.
To give some further backing for all these rather subtle properties, we carry out more
explicit calculations in the Appendix. The programme there is that we complete the
recursive scheme started in Section 3 by proving, in analogy with the expressions (22,
23), explicit results for the different parts of all the A(i) tensors and computing explicit
expressions for the corresponding functions H(i).
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7 Examples
For examples which exhibit all features of our generalization, we probably should think
of systems with at least three degrees of freedom and a non-Euclidean metric. But going
into the details of such applications would substantially add to the length of this already
rather long paper, so we will keep this for a separate study and limit ourselves here to
simpler two-dimensional situations. The first example is inspired by an integrability study
in [17] on what were called ‘generalized He´non-Heiles systems’, which are sodes of the
form
q¨1 = −c1q1 + bq
2
1 − aq
2
2 ,
q¨2 = −c2q2 − 2mq1q2.
Compared to older case studies of integrability of He´non-Heiles systems, the general-
ization comes from the extra parameters a and m, which are motivated by allowing a
Lagrangian description of the system in which the Hessian of the Lagrangian need not
be (a constant multiple of) the unit matrix. The investigation carried out in [17] mainly
consisted in looking for all possible parameter cases for which the system has two indepen-
dent quadratic integrals. It led to the identification of three new cases, which are in some
sense degenerate cases, because either a or m is zero, meaning that the Lagrangian one
originally thought of is degenerate. As a result, there is no corresponding Hamiltonian
which in the standard cases is always available as the first of two integrals in involution.
A subsidiary question then was: to what extent can the two integrals in those degenerate
cases be understood as being in involution, and it was argued that this can be resolved
by constructing, in principle, a suitably adapted non-standard Poisson structure. As the
equations in the case that either a or m is zero clearly exhibit partial decoupling, there is
a good chance that those degenerate cases actually fit within our present theory, which is
what we will discuss now.
Consider the case where m = 0 and b = 0, so that the system reduces to
q¨1 = −c1q1 − aq
2
2,
q¨2 = −c2q2.
These equations are of course easy to solve without further ado, but they must serve here
in the first place to illustrate various aspects of our theory. The second equation plays
the role of driving equation. For consistency with the notations in the preceding sections
we rename the variables as q2 = y, q1 = x and write
y¨ = −c2y,
x¨ = −c1x− ay
2.
Putting py = y˙ and px = x˙ the two quadratic integrals read
F2 =
1
2
p2y +
1
2
c2y
2
F1 =
1
2
(c1 − 4c2)p
2
x + 2aypxpy − 2axp
2
y +
1
2
c1(c1 − 4c2)x
2
+ a(c1 − 2c2)xy
2 + 1
2
a2y4.
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Obviously F2 is a Hamiltonian for the driving equation and is likely to be identifiable
with the function H(2) in the theory (see (27) knowing that n = 1 here). The idea now
is the following. Since F1 is a first integral of the complete system, its quadratic part
identifies a Killing tensor A. Looking at the tensor J of which A is the cofactor, this
may or may not be a scKt in general. It was shown in [9] however that this will always
be the case for the Euclidean metric in dimension 2. If the component J1 is nonsingular
therefore, we must be in a situation covered by our present theory and all the features we
discussed should apply, with F1 = H(1) = H , the Hamiltonian of the quasi-Hamiltonian
representation (24). The extra assumption that the driven system should have a genuine
potential, parametrically depending on the y-variables, is also automatically satisfied here
by dimension.
From the expression of F1, we see that
A =
(
−4ax 2ay
2ay c1 − 4c2
)
. (67)
and A = cof J , where J is the tensor with the following matrix components
J =
(
c1 − 4c2 −2ay
−2ay −4ax
)
. (68)
This tensor is indeed a scKt with respect to the Euclidean metric, and its J1 component
is nonsingular (assuming c1 6= 4c2), so we are in business and A1 = cof J1 = 1. For
completeness, observe that
µ = −c2ydy − (c1x+ ay
2)dx.
in this example and that Aµ = −dW indeed, with
W = 1
2
c1(c1 − 4c2)x
2 + a(c1 − 2c2)xy
2 + 1
2
a2y4.
The function h for the standard Hamiltonian representation of the driven equation (with
parameter y) is given by
h = 1
2
p2x + ay
2x+ 1
2
c1x
2.
Let us now further illustrate the subtleties of the theory, as explained in Sections 4 to 6.
We start by computing the function h˜ as defined in (55). The tensor J¯2 here reads
J¯2 = −
(
4ax+
4a2y2
c1 − 4c2
)
∂
∂x
⊗ dx. (69)
and the new momenta defined in (52, 53) become
py = (c1 − 4c2)p˜y,
px = p˜x − 2ayp˜y.
In those new variables, the expression for F1 becomes
F1 =
1
2
(c1 − 4c2)p˜
2
x − 2a
2y2(c1 − 4c2)p˜
2
y − 2ax(c1 − 4c2)
2p˜2y
+1
2
c1(c1 − 4c2)x
2 + a(c1 − 2c2)xy
2 + 1
2
a2y4
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which is in agreement with (63). For the computation of h˜ on the other hand, we need the
generating function (54) of the time-dependent canonical transformation (x, px)↔ (x, p˜x).
We see from (68) that J12 = −2ay = ∂ψ/∂x with ψ = −2axy. The generating function F
thus reads
F (x, p˜x, t) = xp˜x − 2axy(t)p˜y(t),
and computing its partial time derivative involves making use of the driving equation.
The resulting expression for h˜ is found to be
h˜ = 1
2
p˜2x + 2a
2y2p˜2y − 2ax(c1 − 4c2)p˜
2
y − 2ayp˜xp˜y + ay
2x+ 1
2
c1x
2 +
2ay2xc2
c1 − 4c2
.
One can verify that h˜ and H(1) = F1 indeed verify the requirement (58) of Lemma 2 to
within an additive function of time, which is the function
4a2y2p˜2y −
a2y4
2(c1 − 4c2)
and of course can be ignored in writing down Hamilton’s equations. For the final canonical
transformation to be applied to h˜, we need the eigenfunction u(y, x) of J¯2, which is found
to be (see (69))
u(y, x) = −
4a2y2
c1 − 4c2
− 4ax.
The time-dependent canonical transformation with generating function F (x, s, t) = s u(y(t), x)
now transforms the relevant part of h˜ into the function
(det J1)
−1F1 = 8a
2s2 + 1
2
u(c1 − 4c2)p˜
2
y +
1
2
u
c2
c1 − 4c2
y2 +
c1
32a2
u2.
It then easily follows by taking into account that F2 is a constant along solutions of the
driving equation, that
F1 = 8(c1 − 4c2)a
2s2 + uF2 +
c1(c1 − 4c2)
32a2
u2,
which indeed no longer depends explicitly on time.
The other two degenerate cases in [17] also fit within the present theory to some extent,
but are even more peculiar. One can verify that the two integrals in those cases again can
be understood by the fact that the system is a driven cofactor system. This also explains
why the equations partially decouple. But it so happens that the J1 part of the scKt J
in those cases is zero, so that we are not in the generic case of a nonsingular J1, which
was the assumption in the preceding sections.
With a second simple example, we want to illustrate and test mainly the beginning of
our theory, before suitable coordinates for partial decoupling have been identified, i.e. the
situation covered by the conditions of Definition 2. Consider the system
q¨1 = 5q1 − 4q2,
q¨2 = q1.
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The connection coefficients of the sode connection are all zero and the (1, 1) tensor Φ
has the following matrix representation
(
Φij
)
=
(
−
∂f i
∂qj
)
=
(
−5 4
−1 0
)
.
With such a simple, constant Jacobi endomorphism, finding a distribution K which entails
submersiveness of the system, i.e. which satisfies the conditions (5) of Definition 2, is
simply a matter of looking for a 1-dimensional eigenspace of Φ. We choose
K = sp
{
∂
∂q1
+
∂
∂q2
}
.
Note that submersiveness now is ensured and is not related to the existence of a cofactor
representation of our system. The problem of detecting such a representation is quite
interesting in its own right. It bears to some extent resemblance to the inverse problem
of the calculus of variations, because there is a certain freedom in selecting a multiplier
matrix g first. For example, making the obvious choice of the unit matrix for g, or
expressed in more mechanical terms, associating the given equations with a the standard
kinetic energy T = 1
2
(q˙21+ q˙
2
2) will not work! Indeed, one can verify that with this g, there
is no special conformal Killing tensor J for which the right-hand sides of the equations
will satisfy the condition DJµ = 0. On the other hand, the following choice for g turns
out to be appropriate. Take
(gij) =
(
1 −1
−1 10
)
,
then, a scKt J with respect to g is easily found to be
(Jij) =
(
2q1 − 2q2 q1 + 8q2
q1 + 8q2 −4q1 + 40q2
)
.
But more importantly, the nonconservative forces of our system are now of the appropriate
form. That is to say, multiplying the right-hand sides of the equations with g, the 1-form
µ is found to be
µ = 4(q1 − q2)dq1 + (5q1 + 4q2)dq2,
and computing the cofactor tensor A of J , one can verify that Aµ indeed is closed (or
equivalently DJµ = 0). We can now compute the orthogonal complement of the distri-
bution K and see whether the final conditions for a driven cofactor system are verified.
Since g11 + g21 = 0, it easily follows that
K⊥ = sp
{
∂
∂q1
}
.
We have
DHµ = 4dq1 ⊗ dq1 + 5dq1 ⊗ dq2 − 4dq2 ⊗ dq1 + 4dq2 ⊗ dq2.
It is clear then that DHµ(K⊥, K) 6= 0, whereas obviously dµ(K,K) = 0 by dimension.
Hence, all requirements of Definition 2 are met. Integrating the distributions K and K⊥,
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suitable coordinates for the decoupling are found to be x = q2, y = q1 − q2 and the
transformed system becomes
y¨ = 4y,
x¨ = x+ y.
We leave it to the reader to verify from here, exactly as we did with the first example,
that all the other features of our theory hold true, in particular those related to the
consecutive canonical transformations relating the Hamiltonian h of the driven system to
the quadratic integral H(1).
8 Appendix
Consider the recursive scheme for the tensors A(i), in particular the relations (18) for
i = 1, . . . , n. We have seen that taking i = n led to determining relations for three of
the four parts of A(n) (see (22)), while the remaining block A(n)1 had to be obtained from
taking subsequently i = n − 1. This procedure can be continued all the way down, and
the essential features of the recursion are captured in the following statement.
Proposition 6. Suppose that we know the tensor parts A(i+1)21, A(i+1)12 and A(i+1)2 and
that they satisfy the identities
J1A(i+1)12 + J12A(i+1)2 ≡ 0 ≡ A(i+1)21J1 + A(i+1)2J21, (70)
J21A(i+1)12 + J2A(i+1)2 ≡ A(i+1)21J12 + A(i+1)2J2. (71)
Then the following are determining equations for the completion of the construction of
A(i+1) and for the next step in the recursion
A(i+1)1 = ∆(i+1)J
−1
1 − J
−1
1 J12A(i+1)21, (72)
A(i)21 = −J21A(i+1)1 − J2A(i+1)21, (73)
A(i)12 = −A(i+1)1J12 − A(i+1)12J2, (74)
A(i)2 = ∆(i+1)P2 − J21A(i+1)12 − J2A(i+1)2. (75)
Moreover, the newly obtained parts of A(i) will satisfy the same three identities as those
assumed for A(i+1), while the completion of A(i+1) will give rise to the following supple-
mentary identity:
J1A(i+1)1 + J12A(i+1)21 ≡ A(i+1)1J1 + A(i+1)12J21. (76)
Proof. Consider the recursion relation (18) which in fact has two parts. The idea is to
compose each of those parts on the left and on the right with one of the projectors Pi.
This gives rise to a total of 8 equations. For example, acting with P1 on both sides of
the relation JA(i+1) + P2A(i) = ∆(i+1)IN (which we can call a (P1, P1) action for brevity)
implies that we must have
J1A(i+1)1 + J12A(i+1)21 = ∆(i+1)P1,
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from which the determining equation (72) follows. Likewise, a two-sided (P2, P1) action
will generate (73) and the double P2 action generates (75). The remaining (P1, P2) com-
bination merely confirms the first of the assumed identities (70). Starting from the other
part in (18), the determining equation (74) will follow from a (P1, P2) action. The (P2, P1)
combination confirms the second of the assumed identities in (70). The double P2 action
gives rise to another determining equation for A(i)2, which is consistent with the first one in
view of the identity (71). Finally the double P1 action implies that, again for consistency,
A(i+1) must further satisfy the identity (76). It is then a straightforward computation to
verify that the obtained blocks A(i)21, A(i)12 and A(i)2 will satisfy corresponding identities
of the form (70) and (71) in view of those assumed for A(i+1). This concludes the full
recursion step.
The identities which the different parts of all A(i) tensors satisfy are important to get to
a considerable simplification of the recursive scheme. Indeed, as will be shown now, it
turns out that knowledge of the block A(i)2 suffices to determine the three other blocks of
A(i). Moreover we can set up a recursive scheme to determine A(i)2 from A(i+1)2 and we
shall see that this procedure brings the tensor J¯2 back into the spotlights.
It follows from the identities (70) that for each i = 1, . . . , n:
A(i)12 = −J
−1
1 J12A(i)2, (77)
A(i)21 = −A(i)2J21J
−1
1 , (78)
and subsequently from the defining relation (72) that
A(i)1 = ∆(i)J
−1
1 + J
−1
1 J12A(i)2J21J
−1
1 . (79)
Making use of (77, 78) in the identity (71) it is easy to see that this expresses the com-
mutativity
J¯2A(i)2 = A(i)2J¯2. (80)
Finally, the determining equation (75) reduces to
A(i)2 = ∆(i+1)P2 − J¯2A(i+1)2. (81)
Lemma 5. The blocks A(i)2 = P2 ◦ A(i) ◦ P2 of the A(i) tensors which determine the
quadratic part of the first integrals H(i) are recursively given by
A(i)2 = ∆(i+1)P2 +
n−i∑
j=1
(−1)j∆(j+i+1)J¯2
j, i = 1, . . . , n− 1, (82)
and all other parts of A(i) follow from A(i)2.
Proof. We know that A(n)2 = ∆(n+1)P2, with ∆(n+1) = det J1. The recursive relation
(82) then easily follows from (81) by induction. The last part of the statement has already
been proved above.
Obviously, we are now in a position to venture computing a more explicit expression for
the functions H(i) and it turns out that it is most appropriate to do this in terms of the
momenta p˜ again.
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Proposition 7. The quadratic integrals H(i) (for i = 1, . . . , n) are given by
H(i) =
1
2
Aab(i)p˜ap˜b +
1
2
∆(i)J
kl
1 p˜kp˜l +W(i), (83)
where
Aab(i) = ∆(i+1)g
ab +
n−i∑
j=1
(−1)j∆(j+i+1)(J¯2
j)ab. (84)
Proof. Recall that H(n) has already been computed (see (56)) and is indeed of the form
(83). From (26), we further have that
H(i) =
1
2
Aab(i)papb + A
ak
(i)papk +
1
2
Akl(i)pkpl +W(i).
Observe first that raising indices in (81) gives rise to the formula
Aab(i) = ∆(i+1)g
ab − J¯2
b
dA
da
(i+1),
and it subsequently follows from (77) and (79) that
Aak(i) = J
−1
1
k
l J
l
b(J¯2
b
dA
da
(i+1) −∆(i+1)g
ab)
Akl(i) = ∆(i)J
−1
1
kl
− J−11
l
jJ
j
b J¯2
b
dA(i+1)
d
c
JcmJ
−1
1
mk
+∆(i+1)J
−1
1
l
jJ
j
cJ
c
mJ
−1
1
mk
.
We now compute each of the quadratic parts of H(i) in terms of the p˜, using (52, 53). The
first term, for example, becomes
1
2
Aab(i)papb =
1
2
Aab(i)p˜ap˜b +∆(i+1)J
bj p˜bp˜j − J¯2
b
dA
da
(i+1)J
j
b p˜ap˜j
+1
2
∆(i+1)J
bjJkb p˜j p˜k −
1
2
J¯2
b
dA
da
(i+1)J
j
aJ
k
b p˜j p˜k.
It so happens that only the first term on the right in this expression survives, in other
words all the other terms in the end cancel out when we proceed in the same way with
the two other quadratic terms of H(i). The formula (83) then readily follows, while (84)
merely is the contravariant form of (82), and will turn out to be useful further on.
As was the case with H(n), we recognize in the expression for the other H(i) part of the
constant E1 of the driving system. Explicitly, with the help of (15), it is clear that along
solutions of the driving system, the H(i) can be written as
H(i) =
1
2
Aab(i)p˜ap˜b +
∆(i)
det J1
(E1 −W 1) +W(i), (85)
whereby we recall that det J1 = ∆(n+1). We shall now finally illustrate that applying the
parameter-dependent coordinate change (xa, p˜a)↔ (ua(x, y), sa) turns the expressions for
the H(i) into functions which no longer depend on the parameters y
i, and hence, in their
interpretation of first integrals of the driven system along solutions of the driving system,
become effectively time-independent quadratic integrals.
According to Proposition 3, the ua are eigenfunctions of J¯2, so that the coordinate ex-
pression of J¯2, in the variables (y, u) takes the simple form
J¯2 = u
a ∂
∂ua
⊗ dua.
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Going back to the result (62), it follows that
n+1∑
i=1
∆(i)a
i−1 = (det J1) det(J¯2 + aIn) = (det J1)
n∏
b=1
(ub + a),
which in turn implies that
∆(i+1) = (det J1) σn−i(u), i = 0, . . . , n, (86)
where σj(u) denotes the elementary symmetric functions.
For information about the functional dependence of the other terms in the potential part
of the H(i) we go back to the double cofactor representation of the overall system, which
was the start of the recursive scheme in Section 3. We know that with A(a) representing
the cofactor tensor of J + aP2, the force terms µ of the overall system satisfy the relation
A(a)µ = −dW (a), or equivalently
det(J + aP2)µ = −(J + aP2)dW (a).
Projecting this relation under P1 it follows that
det(J + aP2)µ1 = −J1P1(dW (a))− J21P2(dW (a)). (87)
It is straightforward to compute that under the transformation (y, x) ↔ (y, u(x, y)) the
tensors involved acquire the following coordinate expression
P1 =
(
∂
∂yi
+
∂ub
∂yi
∂
∂ub
)
⊗ dyi, P2 =
∂
∂ua
⊗ dua −
∂ua
∂yj
∂
∂ua
⊗ dyj,
and
J1 = J
i
j
(
∂
∂yi
+
∂ub
∂yi
∂
∂ub
)
⊗ dyj, J21 = J
a
i
∂uc
∂xa
∂
∂uc
⊗ dyi.
Concerning the left-hand side of (87) we have to remember also that (det J1)µ1 = −dW 1,
since the driving system is of cofactor type with scKt J1. It then readily follows, using
the property (65), that the coordinate expression of (87) reduces to
det(J¯2 + aP2)
∂W 1
∂yk
=
∂W (a)
∂yk
,
and this for all a. The expansion (62) thus implies that the functionsW(i)−(∆(i)/ detJ1)W
1
do not depend on the y parameters, which together with (86) confirms our objective for
the potential part in H(i).
It remains to look at the terms quadratic in the momenta. Expressed in the momenta
associated to the u-variables, they become
1
2
Aab(i)
∂uc
∂xa
∂ud
∂xb
scsd.
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We know that in particular Aab(n) = (det J1)g
ab (cf. (56)). Since J¯2 is a scKt with respect
to g2, it is symmetric in its covariant or contravariant representation. But J¯2 is diagonal
in the u coordinates, hence the same is true for the transformed g2. Let us rely here
further on the fact that we proved by indirect means, mainly as a result of the simple
Lemma 4, that H(n) will be time-independent when expressed in the (u, s) variables.
The net conclusion then is that the diagonal elements of the transformed g2 must be the
product of (det J1)
−1(y) with a function depending on the u variables only. It subsequently
follows from the explicit expression of Aab(i) in (84) and the fact that the ratios ∆(i)/ detJ1
also are functions of the u-variables only (see (86)), that the quadratic part of all H(i)
will indeed become time-independent as well, when these functions are looked at as first
integrals of the driven system along solutions of the driving system.
To complete the picture it is perhaps worth repeating that the final H(1) in that hierarchy
is in fact the Hamiltonian H in the quasi-Hamiltonian representation of the full system
and that (det J1)
−1A(1)2 is the cofactor of J¯2. Acting with J¯2 on the expression (82) for
i = 1, we thus obtain a polynomial expression satisfied by J¯2. It is then comforting for the
internal consistency of our results that one can verify that this identity indeed expresses
the Cayley-Hamilton theorem applied to J¯2.
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