Abstract Soil salinity has been known to be problematic to land productivity and environment in the lower Yellow River Delta due to the presence of a shallow, saline water table and marine sediments. Spatial information on soil salinity has gained increasing importance for the demand of management and sustainable utilization of arable land in this area. Apparent electrical conductivity, as measured by electromagnetic induction instrument in a fairly quick manner, has succeeded in mapping soil salinity and many other soil physical and chemical properties from field to regional scales. This was done based on the correlation that existed between apparent electrical conductivity and many other soil properties. In this paper, four spatial prediction methods, i.e., local polynomial, inverse distance weighed, ordinary kriging and universal kriging, were employed to estimate field-scale apparent electrical conductivity with the aid of an electromagnetic induction instrument (type EM38). The spatial patterns estimated by the four methods using EM38 survey datasets of various sample sizes were compared with those generated by each method using the entire sample size. Spatial similarity was evaluated using difference index (DI) between the maps created using various sample sizes (i.e., target maps) and the maps generated with the entire sample size (i.e., the reference map). The results indicated that universal kriging had the best performance owing to the inclusion of residuals and spatial detrending in the kriging system. DI showed that spatial similarity between the target and reference maps of apparent electrical conductivity decreased with the reduction in sample size for each prediction method. Under the same reduction in sample size, the method retaining the most spatial similarity was universal kriging, followed by ordinary kriging, inverse distance weighed, and local polynomial. Approximately, 70 % of total survey data essentially met the need for retaining 90 % details of the reference map for universal kriging and ordinary kriging methods. This conclusion was that OK and UK were two most appropriate methods for spatial estimation of apparent electrical conductivity as they were robust with the reduction in sample size.
Introduction
Understanding the characteristics of field soil salinity is becoming increasingly important for agriculture management (Corwin and Lesch 2003) . Soil salinity (EC e ) and related indices, for instance apparent electrical conductivity (EC a ) measured by electromagnetic induction (EM) instruments, are useful to farmers and researchers who are interested in identifying areas in the field, where soil salinity or apparent electrical conductivity might be problematic to crop growth. Owing to the high efficient and non-invasive feature, the use of EM instruments to assess and monitor the nature, origin and development of soil salinity has attracted considerable attentions in the last two decades (Triantafilis et al. 2000; Herrero et al. 2003; Sudduth et al. 2005; Yao et al. 2007; Moore et al. 2011 ). However, soil salinity at the field scale can be highly spatial heterogeneous. There is also a need of statistical approaches to spatially estimate the salinity at unsampled locations.
Geostatistical methods have been successfully adopted to delineate spatial distribution of soil salinity using apparent electrical conductivity as an ancillary variable. The related literatures are varied and detailed (Corwin and Plant 2005) . More recently, EM has gained popularity in precision agriculture, such as characterization of soil clay content at the field and catchment scales (Triantafilis and Lesch 2005; Weller et al. 2007 ), improvement of soil mapping (Zhu et al. 2010) , identification of manure accumulation area and soil constraints to the crop yields (Woodbury et al. 2009; Dang et al. 2011) , and assessment of potential nutrient build-up (Cordeiro et al. 2011) . The use of EC a in agriculture has evolved from a tool for measuring soil salinity to a means of mapping spatial variability of soil physical and chemical properties for applications in solute transport modeling, soil quality assessment, and precision agriculture .
Despite the high efficiency and convenience in the acquisition of EM data, there is also, however, the need to determine optimal intervals to generate field EM data for spatial prediction considering the data availability and time-cost for data processing. To date, there has been no exhaustive comparison of spatial prediction methods, as conducted under different sample sizes, to determine which may be an optimal approach, and furthermore, there has been no study on the spatial similarity between the distribution patterns generated with different sample sizes. In this paper, comparisons were performed among four spatial prediction methods using 95, 90, 85, 80, 75 and 70 % sample sizes, respectively. Difference index was used to evaluate the spatial similarity between EM distribution maps generated by different prediction methods, and the spatial similarity between EM spatial distribution patterns produced by each method with different sample sizes was also examined. For each spatial prediction method, the optimal sample size or sample density of EM measurements, as required to characterize the spatial variability, was determined to obtain a desirable accuracy, while minimizing the number of EM measurements.
Materials and methods

Description of study area
The study was conducted in the field of Dongyihe Village (37°33 0 -37°34 0 N, 118°48 0 -118°50 0 E), located in Yong'an Town of Kenli County, Shandong Province, and situated 8 km west of the China Bohai coastline (Fig. 1) , which is the characteristic field of lower Yellow River Delta. The climate is characterized by continental monsoon in the North Temperate Zone with large seasonal fluctuations in temperature and precipitation. Rainy season (accounting for approximately 70 % of annual rainfall) is from July to September, a cold dry season is from October to March, and a hot dry season is from April to June with the annual average E/P (Evaporation/Precipitation) of 3.22. Yellow River Delta soils are naturally saline due to very saline shallow water table (average salinity of 30.1 g L -1 and water table of 1.6-2.4 m) and matrix matrices (marine sediments), inducing upward salt transport to the soil surface through capillary rise in the dry season (Fan et al. 2012) .
The area covers a variety of salinity conditions and its soils are representative for large areas of Yellow River Delta soils of China (Yang et al. 2009 ). Sandy loam is the predominant soil texture in this area and the topography of the study area is flat. Saline soils are known as a most significant problem in the whole study area and a large portion of the area is barren and abandoned because of high surface salinity (Weng et al. 2008) . Farmers have been cultivating cotton and maize in the local area of low salinity since 1981, the main growing season starts in April-May with harvest in September-October. The abundant rainfall in rainy season cannot be stored due to the lack of impounding facilities in the area, which results in the deficiency of fresh irrigation water in dry seasons. Irrigation schemes derive saline water from the local rivers and ditches. Topsoil in this study area generally exhibits seasonal dynamics of salt accumulation and leaching.
Intensive EM survey
The mobile electromagnetic induction (EMI) system has succeeded in measuring apparent soil electrical conductivity (EC a ) at the scales from field to watershed, with sample intervals ranging between 5 and approximate 2 km (Triantafilis et al. 2001; Corwin and Lesch 2003; Kaffka et al. 2005; Aragüés et al. 2011) . In this study, the electromagnetic induction instrument (type EM38, Geonics Limited, Ontario, Canada) was positioned in the horizontal mode of operation and placed on the soil surface, and a Trimble Global Positioning System (Trimble TSC1 with Asset Surveyor Ò , Trimble Navigation Limited, California, USA) mounted on a tractor was used to collect and georeference the EM measurements (EM h ). The EM survey was performed along 27 east-west transects, which was approximately 1.9 km long (Fig. 1) . The EM h measurements and geographic coordinates were recorded at a 1-to 3-m interval along each transect, and transects were spaced roughly 40 m apart. A total of 26,672 EM h measurements and geo-referenced coordinates were taken across the approximately 1.9 km 2 study area. The EM survey was conducted in October 2004, and the timing of the survey was chosen just at the end of the cotton (Gossypium spp.) harvest season.
Statistical prediction methods
Spatial prediction techniques can be divided into two groups: deterministic and geostatistical. Deterministic prediction techniques perform the estimation from measured points, mainly based on the extent of similarity (e.g., inverse distance weighed). Geostatistical prediction techniques such as various kriging methods allow for the direct modeling of the inherent spatial autocorrelations between observations to predict values at unsampled locations (Goovaerts 2001; Pardo-Iguzquiza and Chica-Olmo 2008) . Kriging-based estimators are exact interpolators that provide best, unbiased, linear estimation of the variables by minimizing the estimation variance. With respect to the geostatistical simulation methods, which consider global statistics more than local accuracy, have been developed largely in direct response to the inadequate measures of spatial uncertainty or finite data (Goovaerts 1999; Castrignanò et al. 2008) . In this study, apparent electrical conductivity was measured in a fairly quick manner by the mobile EMI system and geostatistical simulation methods were not considered. Two deterministic methods (local polynomial and inverse distance weighed) and two geostatistical methods (ordinary kriging and universal kriging) are used here to perform the spatial prediction. The principles of these methods have been introduced by many literatures in detail (Utset et al. 2000; Snepvangers et al. 2003; Sigua and Hudnall 2008) .
Cross-validation and validation
Cross-validation
Different from the classical methods, the optimal parameters of interpolation were determined using cross-validation rather than the conventional spatial structure analysis, i.e., semivariogram. When considering a large number of EM h data were involved in the spatial prediction and EM h data were collected unevenly along each transect (average intervals from 1 to 3 m), a cross-validation procedure was conducted to obtain the best interpolation accuracy. In other words, the optimal parameters used for interpolation can be obtained through cross-validation. In cross-validation procedure, measured data are dropped one at a time and re-estimated from some of the remaining neighboring data. Each datum is replaced in the data set once it has been re-estimated. The two parameters are considered: Mean interpolation error (MIE) and root mean square interpolation error (RMSIE). Let n be the number of data involved in spatial interpolation, the MIE and RMSIE are defined as follows:
where S * (x i ) and S(x i ) are the estimated and measured EM h measurements at the ith location of interpolation dataset, respectively. The best fitting parameters of kriging (i.e., semivariogram parameters) can be obtained by minimizing MIE and RMSIE.
Validation
To validate and evaluate the performance of the four prediction methods described above, statistical comparison was carried out by the calculation of two indices, MPE and RMSPE, measuring the difference between the observed and predicted valued at each validation site. They are defined as follows:
where l is the number of sites belonging to the independent validation dataset, Z(x i ) is the actual measurement and Z * (x i ) is the predicted value. The MPE should be close to 0 for unbiased methods. The RMSPE is a measure of accuracy of the various prediction methods and should be as small as possible for precise prediction.
For the purposes mentioned above, proportions of 5, 10, 15, 20, 25 and 30 % of total survey data consisting of low, medium and high EM h measurements were initially selected as independent validation datasets. The remaining EM h data, i.e., the rest 95, 90, 85, 80, 75 and 70 % of total survey data, was used as interpolation datasets, respectively. In doing so, the spatial variability of the soil was mindful, and the validation sites were selected evenly across this study area. In total, sample size of n = 25, 338, 24,004, 22,671, 21,337, 20,004 and 18,670 were used as various interpolation datasets, and the rest sites (l = 1,334, 2,668, 4,001, 5,335, 6,668 and 8,002, respectively) not involved in interpolation were used as independent validation datasets to examine the performance of the four spatial prediction methods.
Spatial evaluation
Difference index (DI), initially propounded by Costantin (Roggerman et al. 1988) to measure the matching extent between the fused images and the raw images in spectral information of remote sensing, was used for spatial evaluation. It is introduced here as an index of the spatial similarity to quantify the difference between the EM h distribution maps obtained under various sample sizes. DI can be calculated by
ðCði; jÞ À Bði; jÞ j j Bði; jÞ ð5Þ
where C(i, j) and B(i, j) are the fused high-resolution images and raw images, and in this study are target images and reference images, respectively. M and N are the spatial resolution of these images. Therefore, DI can be regarded as the mean relative error between the target and reference images. Thus, if DI is relatively small, the spatial similarity between target and reference images is relatively high. Large DI indicates not much spatial similarity between these images. The images are achieved by converting vector graphs of soil EM h distribution to raster maps of 3 m grid size.
Results
Exploratory data analysis
Before interpolation and prediction, a preliminary knowledge on the distribution types of EM h data under various sample sizes (95, 90, 85, 80, 75 and 70 %, respectively) was necessary. The exploratory data analysis was done in terms of frequency distribution plot and normality test. The results showed that raw EM h data under each sample size did not follow normal distribution (data not shown). As a result, log transformation was deemed necessary before interpolation. Figure 2 exhibited the frequency distribution and boxplot of logarithmic EM h data under some sample sizes. The exploratory data summary statistics of the logarithmic EM h data under various sample sizes were presented in Table 1 . Apparently, not much difference was observed between statistical features of logarithmic EM h data under various samples. The mean value ranged from 1.562 to 1.566, median from 1.597 to 1.604, and standard deviation from 0.514 to 0.516, which also indicated that each validation dataset was selected evenly from the low, medium and high EM h measurements under each sample size. All the logarithmic EM h data exhibited moderate spatial variation in terms of the classifications of coefficient of variation (Garten et al. 2007 ). The results of one-sample Kolmogorov-Smirnov (K-S) normality test (p \ 0.05, two-tailed) showed that the EM h data under various sample sizes was normally distributed after log transformations, which essentially satisfied the Gaussian assumption for spatial interpolation.
Determination of semivariogram parameters
Different from the conventional method of spatial structure analysis, the optimal semivariogram parameters used in interpolation and prediction were determined from crossvalidation in this study. This was done due to the facts that sufficient EM h data were involved in the spatial interpolation and there existed large difference between data interval along transect (approximately 1-3 m) and transect spacing (roughly 40 m). Thus, the semivariogram parameters used for interpolation and prediction can be optimized by minimizing the MIE and RMSIE in the cross-validation procedure. Figure 3 illustrated the change in MIE and RMSIE with the increment of lag size for ordinary kriging (OK) and universal kriging (UK) approaches. The trend of MIE and RMSIE, generated from the EM h data under various sample sizes, showed some resemblances with the increase of lag size. The MIE and RMSIE varied slightly with lag size of less than 10 m, and lag size which gained the minimum MIE and RMSIE ranged between 8 and 10 m. When lag size exceeded 10 m, both approaches displayed sharp increase in the MIE and RMSIE over short increment of lag size. Hence, it can be concluded that the spatial variability of EM h data under various sample sizes mainly occurred in the scale of less than 10 m. Under the same sample size, the RMSIE values of UK method were relatively small in comparison with those of OK method, and for each method, a larger sample size of EM h data resulted in a smaller RMSIE within a certain lag size (i.e., approximately 3-10 m in this experiment). Interestingly, the MIE values of OK method were smaller when compared with those of UK method, suggesting that the predicted EM h from UK method was higher than that from OK method although the predicted EM h from both OK and UK methods were slightly overestimated. Lag size of 9 m was determined as the optimal semivariogram parameter for both methods considering the minimum MIE and RMSIE were obtained at this scale. The determined semivariograms parameters for EM h data under various sample sizes were presented in Table 2 . For both OK and UK methods, the semivariograms model for EM h data exhibited strong spatial dependency under all sample size. Exponential model best fitted the spatial structure of EM h data, and these structures were mainly attributable to the local variation. For OK method, the semivariogram had a nugget of 0.0000-0.0043 (dS m -1 ) 2 , partial sill of 0.1775-0.1955 (dS m -1 ) 2 , and range of 115.5-140.8 m. For UK method, the nugget ranged from 0.0000 to 0.0051 (dS m -1 ) 2 and partial sill from 0.1776 to 0.1963(dS m -1 ) 2 , which were not different from those of OK method. The range parameters of UK method were a little larger than those of OK method for each sample size.
The possible explanation was that the spatial detrending involved in UK procedure abated the directional variation of EM h data and therefore resulted in a larger spatial autocorrelation distance. Figure 4 showed the MPE and RMSPE of four spatial prediction methods using different validation datasets. MPE was less sensitive than RMSPE, since MPE measured E exponential mode, C 0 nugget variance, C spatial dependency component (partial sill), C/(C ? C 0 ) percent of spatial dependency, a the range the trend of under-or over-estimation of EM h but not the accuracy of prediction. In some cases, a low value of MPE may not indicate a good performance, as the negative and positive values may cancel out. The MPE values were generally positive and close to zero (0 \ MPE \ 0.025) with the exception of inverse distance weighed (IDW) method under 90 % sample size. This was not an unusual result when considering the unbiased nature of the spatial prediction methods. It should be noted that the negative MPE indicated that the prediction methods used here underestimated the EM h data (i.e., the predicted \ the observed). Conversely, the positive nature of the bias suggested that the prediction methods overestimated the EM h data (i.e., the predicted [ the observed). This underestimation or overestimation was also shown in Table 3 , where almost all the average observed EM h data were less than the predicted EM h data. The large difference between transect spacing (approximately 40 m) and data interval along transects (ranging between 1 and 3 m) may contribute to the overestimation. Among the four spatial prediction methods, the least biased approach was IDW, which had values of bias between -0.005 and 0.01. It was not surprising to find that the most precise approach was UK (0.62 \ RMSPE \ 0.70), followed by OK (0.64 \ RMSPE \ 0.72) and IDW (0.74 \ RMSPE \ 0.81). The worst performed method was LP (0.83 \ RMSPE \ 1.03). The superiority of UK can also be observed from the summary statistics of the measured and predicted EM h data (Table 3 ). The summary statistics of UK method were most similar to those of measured values, indicating the least deviation between the observed and predicted values for UK method. The inclusion of residuals and spatial detrending in the UK procedure was the greatest contributor to the improvement of precision. This was particularly the case when compared with OK method, in which residuals and spatial detrending were not considered. Table 3 also showed that UK method had larger range parameters than other prediction methods and measured values. The reason was due to the fact that some directional deviation, which depended on the function used for spatial detrending (e.g. linear, quadratic), was introduced in UK system. In addition, IDW method had higher precision and smaller bias than LP method. It was not unexpected considering LP method was known to be more sensitive to shortrange variation than IDW method.
Statistical validation
Spatial distribution of soil EM h
To delineate the spatial distribution of field EM h more accurately, all the EM h data (n = 26,672) was used in spatial interpolation as RMSIE generally decreased with the sample size. Figure 5 illustrated the estimated spatial distribution of EM h using the above four spatial prediction methods. It was apparent that the maps of EM h generated by the four methods were quite similar. The distribution of soil EM h showed strip and block across the study area and high EM h mainly occurred in the southwest area, which used to be low-lying land. In this area, soil EM h was above The long-time evaporation caused soluble salts in shallow saline water table and matrix matrices transport upward to the soil surface through capillary rise. Moreover, microtopography had an impact on the salt transportation, which resulted in more salt accumulation in soil surface of lowlying land.
Evaluation of spatial similarity Table 4 presented the DI parameters between distribution maps (Fig. 5 ) generated by the four prediction methods.
Here 1-DI was used for the yardstick of spatial similarity evaluation since DI was calculated as the mean relative error. When the distribution map generated by UK method (Fig. 5d ) was used as a reference, the 1-DI values were 84.63, 96.08 and 98.09 % for LP, IDW and OK methods, respectively. When OK method was used as the reference (Fig. 5c) , the 1-DI values were 84.68 and 96.15 % for LP and IDW methods. The 1-DI increased to 86.51 % for LP method with IDW used as reference method (Fig. 5b) . The result suggested that soil EM h distribution map generated by LP method had high spatial similarity with that by IDW method. The distribution generated by IDW and OK methods was more alike, and the highest spatial similarity was observed between distribution maps generated by OK and UK methods.
The 1-DI values calculated from distribution maps of EM h data under various sample sizes (not shown) and reference maps (Fig. 5) were shown in Table 5 . Followed by IDW and OK methods, LP method had the smallest 1-DI values varying from 77.58 to 93.48 %. The 1-DI values ranging between 91.23 and 97.69 % were the highest for UK method. For each prediction method, the 1-DI values generally increased with sample size of EM h data used in spatial mapping. It was not surprising since short-range uncertainty was introduced when sparse EM h data were used for spatial prediction, which resulted in the loss of spatial information at the fine scale. In the case of 70 % sample size (n = 18,670) for LP method, only 77.58 % of the original EM h distribution patterns was retained. Under the same sample size, the method retaining the most details of spatial distribution patterns was UK, followed by OK, IDW and LP methods. Another indication was that to retain 90 % details of original spatial information (the mean relative error \10 %, namely DI \10 %), approximately 90 % sample size was necessary for LP method, about 75 % sample size was required for IDW method, while 70 % sample size essentially met the need for OK and UK methods and such results allowed the conclusion that OK and UK were two most appropriate methods for spatial estimation of EM h as they obtained a desirable accuracy with the minimum number of EM measurements.
Discussion
Previous studies showed that apparent electrical conductivity measured with the EM devices was associated with soil salinity, moisture, bulk density and clay content. Thus, many controlling factors (such as moisture and soil texture) have impact on the linearity relating soil salinity to apparent electrical conductivity (Lesch et al. 1998 ; Sudduth et al. 2003; Corwin and Lesch 2005) . Across this survey area, soil clay content (\0.002 mm) from topsoil to a depth of 0.8 m ranged from 4.58 to 16.91 %, and soil moisture was relatively uniform since the timing of the survey was chosen in the dry season. The influence of other controlling factors on apparent electrical conductivity was regarded to be negligible and salinity contributed most of the difference in soil EM h measurements. It also indicated that the EM h data measured with EM38 device was closely related to soil salinity, and the distribution of EM h represented the status of spatial soil salinity to a great extent.
The results of spatial prediction suggested that regardless what method was used, reasonable estimates of spatial soil EM h can be achieved using various sample sizes. The spatial maps of EM h can then be converted to distribution of soil salinity with the use of calibration equation between EM h measurements and soil salinity. However, when using EM h data to map spatial distribution of soil salinity, a potential problem was whether converting EM h maps into soil salinity or kriging soil salinity data converted from EM h data reflected the true spatial variability. There were two procedures involved in spatial estimation of soil salinity using EM h data, one was kriging the raw EM h data before salinity conversion, and the other was converting the EM h data into salinity before kriging (Yao and Yang 2010) . In kriging the EM h data prior to the salinity conversion, it was assumed that the predicted salinity values were best linear unbiased estimates (Triantafilis et al. 2001 ). This is not necessarily the case, since the calibration functions relating EM h to soil salinity were used on the known EM h data. Similarly, some bias would be introduced in the estimation when converting the EM h data into salinity before kriging. As a result, the true semivariograms of salinity were not reasonably estimated. Thus, the procedure discussed in this paper should be regarded to be semiempirical. Difference index was used to evaluate the spatial similarity between the EM h distribution patterns produced by different prediction methods, and spatial similarity between distribution maps generated from various sample sizes using the same method was also analyzed. The DI value as calculated from the raster graphs of distribution patterns represented the mean relative error between the target and reference maps. Besides difference index, many other indices, such as RMSIE, similitude measure (SM) and entropy (E) (Cheng and Di 2004) , can also be used to assess the spatial similarity. The difference index proved to be applicable and meaningful in this study, and difference index privileged the other indices in that the optimal EM sample density or sampling interval can be determined by setting maximum allowable difference index in terms of cost versus benefit.
Conclusions
This paper has presented an exhaustive comparison of statistical prediction methods for delineating the spatial distribution of apparent electrical conductivity in a typical salt-affected field of the Yellow River Delta, China. It was based on the use of the electromagnetic induction instrument (type EM38) and four commonly used statistical prediction methods. Intensive apparent electrical conductivity data (EM h ) collected by EM38 in a fairly quick manner was well correlated with soil salinity and a number of other soil physical and chemical properties. Spatial distribution of EM h data under various sample sizes was mapped and spatial similarity between these EM h maps was evaluated using difference index.
To determine the optimal spatial prediction method of EM h data, different sample sizes were selected uniformly from the total EM h survey data as interpolation datasets, and the rest EM h data not involved in interpolation were used for validation datasets. For each sample size, the kriging approaches, i.e., universal kriging and ordinary kriging, had the best prediction performance. The least accurate method was local polynomial, which provided the most biased and least precise estimates of soil EM h . Larger sample size of EM h data generally resulted in smaller RMSIE within the optimal lag size, and best accuracy can be achieved using the total EM survey data. As a result, spatial distribution of total EM h data was produced and used as reference map for spatial evaluation.
Spatial similarity was determined using DI. EM h distribution patterns generated by local polynomial had the highest spatial similarity to those by inverse distance weighed, while the distribution patterns generated by inverse distance weighed and ordinary kriging were more alike. The highest spatial similarity was observed between ordinary kriging and universal kriging for all sample sizes. The DI values generally decreased with the increment of sample sizes for each prediction method, this was particularly the case for local polynomial. For each sample size, OK and UK achieved a higher 1-DI than LP and IDW. The results also suggested that to retain 90 % details of reference distribution patterns, only 70 % sample size was necessary for the kriging approaches, and approximately 75 % sample size was required for inverse distance weighed, while it was close to 90 % sample size for local polynomial. The conclusion was that OK and UK had best performance in spatial estimation of EM h as they were robust with the reduction in sample size.
