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Abstract
This work addresses the problem of sharing partial information within social learning strategies. In traditional
social learning, agents solve a distributed multiple hypothesis testing problem by performing two operations at each
instant: first, agents incorporate information from private observations to form their beliefs over a set of hypotheses;
second, agents combine the entirety of their beliefs locally among neighbors. Within a sufficiently informative
environment and as long as the connectivity of the network allows information to diffuse across agents, these algorithms
enable agents to learn the true hypothesis. Instead of sharing the entirety of their beliefs, this work considers the case
in which agents will only share their beliefs regarding one hypothesis of interest, with the purpose of evaluating its
validity, and draws conditions under which this policy does not affect truth learning. We propose two approaches for
sharing partial information, depending on whether agents behave in a self-aware manner or not. The results show
how different learning regimes arise, depending on the approach employed and on the inherent characteristics of the
inference problem. Furthermore, the analysis interestingly points to the possibility of deceiving the network, as long
as the evaluated hypothesis of interest is close enough to the truth.
Index Terms
Social learning, Bayesian update, information diffusion, partial information.
I. INTRODUCTION
Distributed decision-making is a relevant research domain that has attracted great interest over the last decades,
encompassing several useful paradigms and strategies — see [1]–[14] for a non-comprehensive list of works on
the subject. One relatively recent paradigm of distributed decision-making is social learning. In a nutshell, social
learning is the process through which a collection of networked agents can update their opinions on a set of possible
hypotheses. The models used for carrying out these updates are several in the literature [16]–[23], ranging from
consensus-based strategies inspired by the classic DeGroot model [24], to solutions with online elements, such
as the use of exogenous streaming observations that influence the evolution of opinions. Falling into the latter
class of models, we find approaches that range from fully Bayesian [25] to locally Bayesian (usually referred to
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2as non-Bayesian) approaches [26], [27], all of which share the common attribute of processing information in a
decentralized manner.
We focus on non-Bayesian social learning strategies [28]–[32], which are computationally more tractable and
have been shown to enable truth learning. In this context, each agent observes individual signals, describing some
phenomenon or event of interest and arising from possibly different distributions, all of which depending on a true
state of nature. The true state of nature is assumed to be part of a set of possible hypotheses and, for each hypothesis,
agents will consolidate over time a confidence level. The collection of confidence levels across all hypotheses then
form the agent’s belief vector. To allow information to diffuse across the network, agents will share their beliefs with
neighboring agents. For example, consider a network of meteorological stations at different locations monitoring
weather conditions. Each of the stations (or agents) will observe measurements such as temperature, humidity,
atmospheric pressure and wind speed, which are functions of the underlying weather condition (or state of nature)
that the agents are trying to learn such as declaring that the conditions are sunny, rainy, cloudy, or snowing.
One classical assumption adopted in social learning is that information propagates over a strongly-connected
network. Under this assumption, several existing social learning implementations successfully drive the agents to
identify the true state of nature with full confidence. Recently, alternative network settings have been considered,
including weakly-connected networks [33]–[35] and social learning in the presence of forceful or stubborn agents
[36], [37]. Under these settings, new relevant phenomena arise, such as mind control, propagation of misinformation,
emergence of contrasting opinions.
In this work, we examine the scenario in which agents within a strongly-connected network do not share their
full belief vectors but only the confidence they have in a particular hypothesis of interest (such as their opinion
about whether the weather conditions are rainy or not). This amounts to a scenario where agents are only sharing
partial information. The best learning outcome agents could hope for with the sharing of such minimal information
is to infer whether the hypothesis of interest corresponds to the truth or not. We will discover in this work that
this process will give rise to a rich set of convergence regimes. The main contributions of this work consist in the
characterization of the learning and mislearning regimes, under the social learning process with partial information.
We will propose two approaches for diffusing partial information: a first approach without self-awareness and a
second approach with this feature, where self-awareness endows each agent with the ability to combine neighbors’
partial information to its own full belief vector. We will reveal, supported by some non-trivial analysis, under which
conditions one can attain learning or even mislearning for both approaches. The theoretical results will highlight
some interesting phenomena in this context: one of them being that truth sharing preserves truth learning; but also
that, when the hypothesis of interest is false, a sufficient distance between this hypothesis and the truth must exist in
order for agents to make a clear distinction between both and be able to correctly discard the presumed hypothesis.
Notation: We will use boldface fonts to indicate random variables. The symbols a.s.−→, p−→ and d−→ indicate
respectively almost sure convergence, convergence in probability and convergence in distribution [38], as the time
index i goes to infinity.
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3II. BACKGROUND
A. Inference Problem
In social learning problems, we consider a network of K agents, indexed by k ∈ {1, 2, . . . ,K}, trying to identify
the state of nature θ from a set of H possible hypotheses Θ = {1, 2, . . . ,H}. To accomplish this task, each agent
k, at each time instant i = 1, 2, . . . , relies on the observation of an exogenous signal ξk,i, which belongs to agent
k’s signal space Xk. Each agent k possesses a private family of likelihood functions Lk(ξ|θ) for all ξ ∈ Xk and
θ ∈ Θ.
The hypothesis θ0 ∈ Θ, corresponding to the true state of nature, is the same for all agents. In this case,
the observed signal at each instant i for each agent k is generated according to the marginal likelihood function
Lk(ξ|θ0):
ξk,i ∼ Lk(ξ|θ0), i = 1, 2, . . . . (1)
Signals are assumed independent and identically distributed (i.i.d.) over time, but they can be dependent across
agents.1 We will sometimes refer to the likelihood functions Lk(ξ|θ) as Lk(θ) instead, in order to simplify the
notation.
To characterize the identifiability of the inference problem, we will make use of the KL divergence metric. We
denote the Kullback-Leibler (KL) divergence for agent k between its true likelihood and the likelihood corresponding
to some arbitrary hypothesis θ by:
dk(θ) , E
(
log
Lk(ξk,i|θ0)
Lk(ξk,i|θ)
)
, (2)
where, as said, the expectation in (2) is computed assuming that ξk,i is distributed according to Lk(ξ|θ0). The KL
divergence metric quantifies agent k’s ability to distinguish hypothesis θ from the true hypothesis θ0.
To avoid pathological cases, we consider a first assumption that ensures the regularity of the likelihood ratios,
namely, we assume that all KL divergences [39] between any two likelihood functions Lk(ξ|θ) and Lk(ξ|θ′) for
θ, θ′ ∈ Θ are finite.
Assumption 1 (Finiteness of KL divergences). For each k = 1, 2, . . . ,K and each pair of distinct hypotheses θ
and θ′, the Kullback-Leibler divergence between Lk(ξ|θ) and Lk(ξ|θ′) is finite. 
We further define, for each agent k, a set of locally indistinguishable hypotheses, namely,
Θk , {θ : dk(θ) = 0} , (3)
1It is typically unrealistic to assume that an individual agent has sufficient knowledge to build a K-dimensional multivariate model embodying
dependences across all the agents. For this reason, in social learning it is assumed that each agent k uses only a marginal likelihood Lk(ξ|θ)
that pertains to the signals ξk,i observed locally. Likewise, only marginal distributions will be relevant to characterize the learning behavior
of the social learning strategies. All probabilities and expectations will be evaluated under the true likelihood functions Lk(ξ|θ0) for every
k, which will represent probability mass functions or probability density functions, if the random variables ξk,i are respectively discrete or
continuous.
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Fig. 1. Network topology diagram. Agent k weights the information received from neighboring agent ` using a`k .
which is the set of hypotheses whose KL divergence with respect to the true hypothesis is zero. The complementary
set made of locally distinguishable hypotheses is:
Θ¯k , Θ \Θk. (4)
In many practical situations, the limited knowledge available locally at the individual agents precludes them from
identifying the true state of nature. When this happens, we say that the problem is not locally identifiable, which
formally means that all local indistinguishable sets would have cardinality larger than one, i.e.,
|Θk| > 1,∀k = 1, 2, . . . ,K. (5)
When an agent is not able to learn locally, it is stimulated to cooperate with other agents. Even when local
identifiability is possible, cooperation can greatly improve the learning performance since the entire network has
generally a significantly larger amount of data.
As we will see in the following treatment, under certain conditions, the agents can overcome their local limitations
through social interaction and eventually learn the truth. In particular, we remark that all our theorems contemplate
the possibility that the problem is not locally identifiable. In these social interactions, the agents form their individual
opinions about the hypotheses of interest by integrating the signals observed locally with some proper information
exchanged with their neighbors. The next section introduces the network model relevant to such information
diffusion.
B. Network Model
We assume the K agents are linked by a (weighted) strongly-connected graph defined by the entities (N,E, A),
where N represents the set of nodes (agents), E is the set of edges (communication links), and A is a combination
matrix that encodes the weights assigned to the graph edges — see Fig. 1.
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5We assume that A is a left-stochastic matrix, where each element, namely a`k for ` = 1, 2, . . . ,K and k =
1, 2, . . . ,K, contains the nonnegative weight agent k assigns to the information2 received from agent `. If the
weight a`k is exactly equal to zero, we say that agent k is not receiving information from agent `, or yet, we say
that ` does not belong to the set of neighbors of k, denoted by Nk. In other words, the combination weights satisfy:
1
>A = 1>, a`k ≥ 0, a`k = 0 if ` /∈ Nk. (6)
In a strongly-connected network, there exists at least one path with nonzero weights connecting any two nodes and,
moreover, at least one akk is nonzero. Both conditions imply that A is a primitive matrix, and from the Perron-
Frobenious theorem [40] we conclude that there exists a vector v (referred to as the Perron vector) that satisfies
the following conditions:
Av = v, 1>v = 1, v  0, (7)
where the symbol  indicates an element-wise strict inequality. In other words, v is a right-eigenvector for A
associated with the eigenvalue at one, and all its entries are positive and add up to one. Using the Perron entries,
we further define the network average of divergences for all θ 6= θ0 as
dave(θ) ,
K∑
`=1
v`d`(θ), (8)
which will play an important role in the results that follow.
C. Beliefs
In social learning, the agents form their opinions about the possible hypotheses by using their own private
signals as well as by exchanging information with their neighbors. In this process of opinion formation, each agent
constructs its private belief about each hypothesis θ, giving rise to a belief vector:
µk,i = [µk,i(1),µk,i(2), . . . ,µk,i(H)]
>
, (9)
which is a random vector (bold notation) because it depends on the random signals collected by the agent. The
element µk,i(θ) is a scalar value between 0 and 1, which represents the confidence agent k has at instant i that
hypothesis θ is the true one. The sum of these values along θ is equal to 1, implying that the belief vector lies in
the probability simplex in RH , denoted by ∆H .
To ensure that no hypothesis is preliminarily discarded by any agent, an assumption on the positivity of initial
beliefs is considered. We model the initial belief vectors µk,0 as deterministic (normal font notation).
Assumption 2 (Positive Initial Beliefs). We have µk,0(θ) > 0 for each agent k and all θ ∈ Θ, i.e., all agents start
with a strictly positive belief for all hypotheses. 
In order to construct and update continuously its belief, each agent k at every instant i uses its current signal
ξk,i as well as some information exchanged with its neighbors. The particular social learning strategy will be
2The term “informaton” is deliberately vague at this stage. Depending on the particular social learning implementation, different types of
information will be shared among agents. The necessary details will be given when we introduce the social learning algorithms.
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6determined by several factors, such as the update rule, the type of information exchanged by neihgboring agents,
or the combination rule. In this article we will consider different strategies. We start by examining the traditional
social learning setting.
D. Traditional Social Learning
We next recall the structure of non-Bayesian social learning algorithms. At every instant i, agent k updates its
belief vector by taking into account its private observations and their neighbors’ information. In the first step of the
algorithm, the agent uses a local Bayes rule to incorporate observation ξk,i and to compute an intermediate belief
vector ψk,i from its previous private belief vector µk,i−1. This update takes place in the following manner:
ψk,i(θ) =
Lk(ξk,i|θ)µk,i−1(θ)∑
θ′∈Θ
Lk(ξk,i|θ′)µk,i−1(θ′) . (10)
The second step consists in diffusing this intermediate belief vector to the neighboring agents and concurrently
aggregating the belief vectors received from its neighbors. This aggregation is done via some combination rule,
which may take many forms. In this work, we consider the log-linear combination rule [31], [35], given as:
µk,i(θ) =
exp
{
K∑`
=1
a`k logψ`,i(θ)
}
∑
θ′∈Θ
exp
{
K∑`
=1
a`k logψ`,i(θ′)
} . (11)
Definition 1 (Truth Learning). We say that agent k learns the truth, within the traditional social learning setup,
when the following convergence behavior is observed:
µk,i
a.s.−→ eθ0 (12)
where eθ0 represents a vector of zeros everywhere except for the θ0-th element, which is equal to one. 
An important condition to enable truth learning under traditional social learning is global identifiability.
Assumption 3 (Global Identifiability). For each θ 6= θ0, there exists at least one agent k? for which the KL
divergence dk?(θ) is strictly positive. 
An agent k? that is able to distinguish some hypothesis θ from θ0 will be referred to as a clear-sighted agent.
In order to satisfy Assumption 3, at least one clear-sighted agent must exist for each hypothesis θ ∈ Θ \ {θ0}.
Due to Assumption 3, the network as a whole has sufficient information to solve the inference problem. For
strongly-connected networks, under Assumptions 1, 2 and 3, and in a manner similar to the results from [28] for
diffusion social learning, reference [31] shows that every agent is able to learn the truth exponentially fast, i.e.,
over time the belief vectors µk,i collapse into the basis vector eθ0 almost surely for all k = 1, 2, . . . ,K.
III. PARTIAL INFORMATION SHARING
A. Algorithms under Partial Information
In the scenario described above, in order to learn the true state of nature out of a set of H hypotheses, agents must
share the full extension of their intermediate belief vector with their respective neighbors. We consider now that
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7agents are interested in answering a different question. For instance, in our example of the network of meteorological
stations, consider that these stations want to answer the question “is it sunny?”, do they still need to share their
entire belief vectors repeatedly to find out whether it is sunny or not? If we devise a cooperation scheme where
agents share only, at every iteration, the confidence they have regarding the “sunny” condition, can agents still
learn?
To answer those questions, we propose two algorithms that include partial information sharing regarding one
hypothesis of interest, denoted by θTX, and examine how the constrained communication affects truth learning in
this setup. We will refer to θTX as either the hypothesis of interest or the transmitted hypothesis. The objective for
the agents in both approaches is to verify whether the state of nature agrees with θTX or not. We consider that
agent k succeeds in doing so whenever it learns the truth according to Definition 2.
Definition 2 (Truth Learning with Partial Information). Within the partial information framework, the definition
of truth learning depends on the choice of θTX:
• If θTX = θ0, agent k learns the truth when
µk,i(θTX)
a.s.−→ 1. (13)
• If θTX 6= θ0, agent k learns the truth when
µk,i(θTX)
a.s.−→ 0. (14)
Any other case is classified as a mislearning outcome. 
In the first partial information approach, we propose the following modified version of the social learning algorithm
(10)–(11), where at each instant i = 1, 2, . . . each agent k performs the following operations:
ψk,i(θ) =
µk,i−1(θ)Lk(ξk,i|θ)∑
θ′∈Θ
µk,i−1(θ′)Lk(ξk,i|θ′) , (15)
ψ̂k,i(θ) =

ψk,i(θTX), for θ = θTX,
1−ψk,i(θTX)
H − 1 , for θ 6= θTX,
(16)
µk,i(θ) =
exp
{
K∑`
=1
a`k log ψ̂`,i(θ)
}
∑
θ′∈Θ
exp
{
K∑`
=1
a`k log ψ̂`,i(θ′)
} . (17)
In (15), agent k performs a local Bayesian update to incorporate its new private observation ξk,i. By doing so,
the agent builds its intermediate belief vector ψk,i, which in the traditional social learning implementation would
have been the variable shared with the neighbors of k. In the partial information setting, however, agent k will
only share the component ψk,i(θTX) with its neighbors, which will then split the remaining mass 1 − ψk,i(θTX)
uniformly across the values θ 6= θTX. This process is shown in (16), which gives origin to the modified belief vector
ψ̂k,i. The final belief vector µk,i is obtained by locally aggregating the neighbors’ modified belief vectors using
the same log-linear combination rule as shown in (17).
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log
µk,i(θ)
µk,i(θ′)
=
K∑
`=1
a`k log
ψ̂`,i(θ)
ψ̂`,i(θ′)
. (18)
In this second approach, we take into account the fact that each agent k has full knowledge about its own
intermediate belief vector ψk,i. Agent k will still perform the same Bayesian update seen in (15) and share only its
belief component corresponding to the hypothesis of interest θTX, reflected in (16). However, now, we rewrite the
combination step of the algorithm in such a way that agent k combines its neighbors modified beliefs {ψ̂`,i}K`=1, 6`=k
with its own true belief ψk,i, using the following log-linear combination rule:
µk,i(θ) =
exp
akk logψk,i(θ) + K∑`=1
` 6=k
a`k log ψ̂`,i(θ)

∑
θ′∈Θ
exp
akk logψk,i(θ′) + K∑`=1
` 6=k
a`k log ψ̂`,i(θ′)

. (19)
Note that this combination step leads to:
log
µk,i(θ)
µk,i(θ′)
= akk log
ψk,i(θ)
ψk,i(θ′)
+
K∑
`=1
` 6=k
a`k log
ψ̂`,i(θ)
ψ̂`,i(θ′)
, (20)
where we can distinguish two terms on the RHS of (20): a first term representing the self-awareness of agent k and
a second term, which combines the neighbors’ partial information contribution. In this formulation, it is necessary
that akk > 0 in order for the self-awareness of agent k to count in the combination step. We will refer to it as
self-awareness coefficient and we will assume that akk > 0 for all k = 1, 2, . . . ,K in this setup.
B. Non-Transmitted Components
Before presenting the theoretical results, it is useful to make a parallel between the evolution of non-transmitted
belief components for both partial information approaches. For the algorithm without self-awareness, all non-
transmitted components of the belief vector evolve equally over time. To see that, replace (16) into (18) for any
two non-transmitted components τ, τ ′ 6= θTX:
log
µk,i(τ)
µk,i(τ ′)
=
K∑
`=1
a`k log
ψ̂`,i(τ)
ψ̂`,i(τ ′)
=
K∑
`=1
a`k log
1−ψ`,i(θTX)
H−1
1−ψ`,i(θTX)
H−1
= 0
=⇒ µk,i(τ) = µk,i(τ ′). (21)
Since the entries of the vector µk,i sum up to one, it follows that we can write, for any non-transmitted hypothesis
τ 6= θTX: ∑
τ 6=θTX
µk,i(τ) = 1− µk,i(θTX)
=⇒ µk,i(τ) = 1− µk,i(θTX)
H − 1 . (22)
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9This equal evolution will have the following important effect on the learning behavior: If one non-transmitted
hypothesis is rejected, then so are all the non-transmitted hypotheses.
For the approach with self-awareness, the beliefs regarding non-transmitted hypotheses will no longer evolve
equally as is the case for the first partial information strategy. More precisely, for two non-transmitted hypotheses
τ, τ ′ 6= θTX, considering (16), the combination step in (20) yields:
log
µk,i(τ)
µk,i(τ ′)
= akk log
ψk,i(τ)
ψk,i(τ ′)
+
K∑
`=1
` 6=k
a`k log
1−ψ`,i(θTX)
H−1
1−ψ`,i(θTX)
H−1
(a)
= akk log
µk,i−1(τ)
µk,i−1(τ ′)
+ akk log
Lk(ξk,i|τ)
Lk(ξk,i|τ ′) , (23)
where in (a) we used (15). In Lemma 5 (Appendix C), we show that the log-ratio of beliefs for non-transmitted
hypotheses in the LHS of (23) converges in distribution to some asymptotic random variable. In practice, this
implies that the non-transmitted components will exhibit an oscillatory behavior over time. Lemma 6 (Appendix C)
will nevertheless ensure the following stronger result: for the algorithm with self-awareness all non-transmitted
components are rejected in parallel. Although not as strong as the equal evolution seen in (22), this property will
be essential to enable learning in the self-aware case.
Before dwelling upon the analysis of the learning performance, it is useful to introduce some auxiliary quantities.
In the following, we denote by θ¯TX a “fictitious” hypothesis that represents occurrence of any hypothesis distinct
from θ0. Likewise, we introduce the following fictitious likelihood associated with θ¯TX:
Lk(ξ|θ¯TX) , 1
H − 1
∑
τ 6=θTX
Lk(ξ|τ). (24)
The definition above allows us to extend the notation of the KL divergence introduced in (2) to likelihood Lk(ξ|θ¯TX):3
dk(θ¯TX) , E
(
log
Lk(ξk,i|θ0)
Lk(ξk,i|θ¯TX)
)
. (26)
We also introduce the corresponding network average of divergences, where the averaging weights are given by the
entries of the Perron eigenvector in (7):
dave(θ¯TX) ,
K∑
`=1
v`d`(θ¯TX). (27)
In the following sections, we are interested in determining for each of the algorithms, and for different choices of
the transmitted hypothesis, the conditions for learning and mislearning. The convergence analysis will be split in
two complementary cases: i) when θTX = θ0; and ii) when θTX 6= θ0.
3From the convexity of − log(·) and using Jensen’s inequality, we can relate the quantity dk(θ¯TX) to the individual KL divergences relative
to the non-transmitted hypotheses according to:
dk(θ¯TX) = E
log Lk(ξk,i|θ0)1
H−1
∑
τ 6=θTX
Lk(ξk,i|τ)

≤ 1
H − 1
∑
τ 6=θTX
E
(
log
Lk(ξk,i|θ0)
Lk(ξk,i|τ)
)
=
∑
τ 6=θTX
dk(τ)
H − 1 . (25)
From (25), we see that the finite KL divergence assumption (Assumption 1) extends naturally to dk(θ¯TX) for all k = 1, 2, . . . ,K.
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C. Truth Learning when θTX = θ0
For both partial information strategies, we will show that truth sharing, i.e., choosing θTX = θ0, results in truth
learning. Consider first the approach without self-awareness, namely algorithm (15)–(17). Truth learning under truth
sharing is guaranteed conditioned on the existence of at least one agent that is clear-sighted in the following sense
(we use the notation θ¯0 in place of θ¯TX since we are focusing on the case θTX = θ0).
Assumption 4 (Existence of a Clear-Sighted Agent without Self-Awareness). There exists at least one agent
k?, with |Θ¯k? | > 0, which satisfies the following condition:
dk?(θ¯0) > 0. (28)

From (28), we require that this clear-sighted agent is endowed with the ability of distinguishing the true likelihood
Lk?(ξ|θ0) from the fictitious likelihood Lk?(ξ|θ¯0) defined in (24). Actually, requiring that the true likelihood is
not a combination, with weights 1/(H − 1), of all the likelihoods for θ 6= θ0, is tantamount to requiring that the
true likelihood is not a combination, with weights 1/|Θ¯k? |, of the distinguishable hypotheses. This is not a strong
assumption, since the case in which the true likelihood matches exactly a mixture of the likelihoods relative to the
distinguishable hypotheses with uniform weights is deemed to be an unlucky coincidence.
Theorem 1 (Truth Sharing Implies Truth Learning without Self-Awareness). Under Assumptions 1, 2 and 4,
if θTX = θ0, then every agent k learns the truth, i.e.,
µk,i(θTX)
a.s.−→ 1. (29)
Proof: See Appendix A.
Next, consider the partial information approach with self-awareness, whose algorithm can be seen in (15), (16)
and (19). For this algorithm, truth learning under truth sharing requires another notion of clear-sighted agent.
Assumption 5 (Existence of a Clear-Sighted Agent with Self-Awareness). There exists at least one agent k?,
with |Θ¯k? | > 0, which satisfies the following condition. For any convex combination vector α ∈ ∆|Θ¯k? |,∥∥∥Lk?(θ0)− ∑
τ∈Θ¯k?
α(τ)Lk?(τ)
∥∥∥ ≥ c > 0, (30)
where ‖ · ‖ is the total variation norm [38]. 
This assumption is stronger than Assumption 4 in two aspects. First, in (30) we consider the total variation norm4
instead of the KL divergence metric. Second, (30) requires that the true likelihood Lk?(ξ|θ0) is not an arbitrary
mixture of the likelihoods relative to distinguishable hypotheses. We will discuss these differences in due detail
after presenting Theorem 2.
4Lower bounds in total variation norm imply lower bounds in KL divergence in view of Pinsker’s inequality [39].
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Theorem 2 (Truth Sharing Implies Truth Learning with Self-Awareness). Under Assumptions 1, 2 and 5, when
θTX = θ0 we have:
µk,i(θTX)
a.s.−→ 1. (31)
Proof: See Appendix B.
Theorems 1 and 2 ensure, under some technical assumptions, that both partial information approaches drive
agents to learn the truth when they share information relative only to the true hypothesis. These results motivate
us to draw a parallel between the learning behaviors of the partial information and the traditional social learning
strategies.
We start by comparing the conditions for learning in the traditional social learning strategy and in the partial-
information strategy without self-awareness. The condition for traditional social learning requires that, for every
θ 6= θ0, there exists at least one agent that is able to distinguish θ from θ0 (Assumption 3). The condition for social
learning under partial information without self-awareness requires that there exists at least one agent that is able
to distinguish the average likelihood (24) from the true likelihood (Assumption 4). First of all, it is not possible
to say that one condition is more general than the other. For example, consider three hypotheses, θ0, θ1, θ2, and
assume that both θ1 and θ2 can be distinguished from θ0. Then, Assumption 3 would be satisfied, but we could still
have L(θ0) = (L(θ1) +L(θ2))/2, which would mean that Assumption 4 is violated. On the other hand, in practice
the condition that one likelihood is exactly equal to a uniformly-weighted combination of some other likelihoods
is clearly an unlikely situation. This means that in practical applications, Assumption 4 amounts to require only
that the distinguishable set of hypotheses belonging to the clear-sighted agent is non-empty, which in practice is
significantly weaker than Assumption 3.
Let us switch to the algorithm with self-awareness. As observed, Assumption 5 is more stringent than Assump-
tion 4. However, even the case where one likelihood is exactly equal to a convex (albeit arbitrary) combination of
some other likelihoods turns out to be an unlikely situation for many models of interest. For example, Assumption 5
is always verified for classical families of distributions such as Gaussian or exponential distributions.
The conditions for truth learning within the three approaches are therefore deeply related. We discuss next the
commonalities and distinguishing features across the learning mechanisms of each approach, which are summarized
in Fig. 2.
1) Learning with Traditional Social Learning: The mechanism that enables truth learning in the traditional social
learning strategy is illustrated in Fig. 2a. Consider a fixed hypothesis θ 6= θ0. In view of the global identifiability
assumption, there is (at least) one clear-sighted agent (in the sense of Assumption 3) whose data and likelihoods
allow it to distinguish θ from θ0. Due to the propagation of information across the strongly-connected network, the
other agents are eventually endowed with the same ability. As a result, all agents are able to discard θ from θ0.
Repeating the above process for every θ 6= θ0 leads the agents to choose finally θ0.
2) Learning without Self-Awareness: In Fig. 2b we illustrate the mechanism that enables truth learning under
partial information without self-awareness, when θTX = θ0. As in traditional social learning, we still need the
existence of a clear-sighted agent. However, the meaning of the qualification “clear-sighted” now changes. Let k?
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(a) Traditional social learning.
the network
learns
<latexit sha1_base64="4t7u/qCTUZoRGmxBALwIZRhSNA0=">AAACGXicdVBNS8NAFNz4bfyKevSyWARPJYmlrTfRi8cKVoUmlM3mtV262YTdjVJC/4YX/4oXD4p41JP/xk2 toKIDC8PMPN6+iTLOlHbdd2tmdm5+YXFp2V5ZXVvfcDa3LlSaSwptmvJUXkVEAWcC2pppDleZBJJEHC6j4UnpX16DVCwV53qUQZiQvmA9Rok2Utdxgwj6TBQUhAY5tvUAsAB9k8phENgciBTKDkDEX4muU3Grh826X6tjt+q6Dc/3SuI3agc17BmlRAVN0eo6r0Gc0jwx45QTpTqem+mwIFIzymFsB7mCjNAh6UPHUEESUGExuWyM94wS414qzRMaT9TvEwVJlBolk UkmRA/Ub68U//I6ue41w4KJLNcg6OeiXs6xTnFZE46ZBKr5yBBCJTN/xXRAJKGmA2WbEr4uxf+TC7/qHVT9M79ydDytYwntoF20jzzUQEfoFLVQG1F0i+7RI3qy7qwH69l6+YzOWNOZbfQD1tsH3xuhew==</latexit>
strongly-connected
network
<latexit sha1_base64="76ODuxdqmP9Lj71FZDz0euCVmEU=">AAACIXicbVDLSsNAFJ3UV42vqEs3wSK4sSR1YZdFNy4r2Ac0pUwmt+3QyUyYmSgl9Ffc+CtuXCjSnfgzTts I2npg4HDOudy5J0wYVdrzPq3C2vrG5lZx297Z3ds/cA6PmkqkkkCDCCZkO8QKGOXQ0FQzaCcScBwyaIWjm5nfegCpqOD3epxAN8YDTvuUYG2knlMNQhhQnhHgGuTEVloKPmDjCyI4B6IhCgKbg34UcmQHwKOfZM8peWVvDneV+DkpoRz1njMNIkHS2IwThpXq+F6iuxmWmhIGEztIFSSYjPAAOoZyHIPqZvMLJ+6ZUSK3L6R5XLtz9fdEhmOlxnFokjHWQ7XszcT/v E6q+9VuRnmSauBksaifMlcLd1aXG1FpWmBjQzCR1PzVJUMssWlGKtuU4C+fvEqalbJ/Wa7cVUq167yOIjpBp+gc+egK1dAtqqMGIugJvaA39G49W6/WhzVdRAtWPnOM/sD6+gafbKUF</latexit>
one clear-sighted
agent k?
(Assumption 4)
<latexit sha1_base64="nDyIDEG6Ze92tfiv+NVvMK3sTh8=">AAACOnicbVDLSgMxFM34rOOr6tJNsAq6sMxUQZdVNy5bsLXQ1JLJ3LahmcyQZIQy9Lvc+BXuXLhxoYhbP8D 0Ifi6EDicc+/NuSdIBNfG8x6dmdm5+YXF3JK7vLK6tp7f2KzrOFUMaiwWsWoEVIPgEmqGGwGNRAGNAgHXQf9ipF/fgtI8lldmkEArol3JO5xRY6l2vkoC6HKZMZAG1NCNJWAmgKpDzbs9AyEhLu1aEe/2b4g2VO0Sgt39M63TKBntwMcHLgEZfq1o5wte0RsX/gv8KSigaVXa+QcSxiyN7DgTVOum7yWmlVFluHUydEmqIaGsb200LZQ0At3KxqcP8Z5lQtyJlX3W5 Jj9PpHRSOtBFNjOiJqe/q2NyP+0Zmo6p62MyyQ1INnko04qsInxKEcccgXMiIEFlCluvWLWo4oym4F2bQj+75P/gnqp6B8VS9VSoXw+jSOHttEO2kc+OkFldIkqqIYYukNP6AW9OvfOs/PmvE9aZ5zpzBb6Uc7HJ12ErSE=</latexit> agent k?
discards ⇥¯k?
<latexit sha1_base64="Aht4IhxyLaCSleKXawmEu8yaRWY=">AAACPnicbVA9TxtBEN0jJMCFJCaUaVbYkaisO1OEEkGTkkgYkLzGmtubs1fe2zvtziFZp/tlNPyGdCnTpEg UpaXM2lzB15NWenozs/PmJaVWjqLoR7D2av31m43NrfDt9rv3Hzo7H89dUVmJQ1nowl4m4FArg0NSpPGytAh5ovEimZ8s6xfXaJ0qzBktShznMDUqUxLIS5POUCQ4VabOdOVmGjNqQpiiId6bXwlHYHtChKlyEmzqeE8kYGtxNkOCZlK3LU0vFGjSB39MOt2oH63An5O4JV3W4nTS+S7SQla53yw1ODeKo5LGNVhSUmMTisphCXLuvY08NZCjG9er8xv+2Sspzwrrn 3e+Uh9O1JA7t8gT35kDzdzT2lJ8qTaqKDsc18qUFaGR94uySnMq+DJLniqLkvTCE5BWea9czsCCJJ946EOIn578nJwP+vFBf/Bt0D06buPYZJ/YHttnMfvCjthXdsqGTLIb9pP9Zn+C2+BX8Df4d9+6FrQzu+wRgrv/Wb2wbw==</latexit>
agent k?
learns<latexit sha1_base64="bJ9t1VEl8rUld3TVrrTdFQAEKJA=">AAACJnicbVDLSsNA FJ34rPFVdelmsBVcSEm6UTdSdOOygrWFppbJ5CYdOpmEmYlQQv/Gjb/iRvCBuPNTnD4WtfXAhcO593LPPX7KmdKO820tLa+srq0XNuzNre2d3eLe/r1KMkmhQROeyJZPFHAmoKG Z5tBKJZDY59D0+9ejfvMRpGKJuNODFDoxiQQLGSXaSN3ipedDxEQe8kz1JIt6emiTCITG5f6DpzSRZc+zORAplHdqeyCC2dluseRUnDHwInGnpISmqHeLb16Q0Cw2FygnSrVdJ 9WdnEjNKIeh7WUKUkL7xkPbUEFiUJ18/OcQHxslwGEiTRmHY3V2IyexUoPYN5Mx0T013xuJ//XamQ7POzkTaaZB0MmhMONYJ3gUGg6YBKr5wBBCJTNeMe0RSag20domBHf+5UXS qFYuKu5ttVS7mqZRQIfoCJ0gF52hGrpBddRAFD2hF/SOPqxn69X6tL4mo0vWdOcA/YH18wt5maaG</latexit><latexit sha1_base64="bJ9t1VEl8rUld3TVrrTdFQAEKJA=">AAACJnicbVDLSsNA FJ34rPFVdelmsBVcSEm6UTdSdOOygrWFppbJ5CYdOpmEmYlQQv/Gjb/iRvCBuPNTnD4WtfXAhcO593LPPX7KmdKO820tLa+srq0XNuzNre2d3eLe/r1KMkmhQROeyJZPFHAmoKG Z5tBKJZDY59D0+9ejfvMRpGKJuNODFDoxiQQLGSXaSN3ipedDxEQe8kz1JIt6emiTCITG5f6DpzSRZc+zORAplHdqeyCC2dluseRUnDHwInGnpISmqHeLb16Q0Cw2FygnSrVdJ 9WdnEjNKIeh7WUKUkL7xkPbUEFiUJ18/OcQHxslwGEiTRmHY3V2IyexUoPYN5Mx0T013xuJ//XamQ7POzkTaaZB0MmhMONYJ3gUGg6YBKr5wBBCJTNeMe0RSag20domBHf+5UXS qFYuKu5ttVS7mqZRQIfoCJ0gF52hGrpBddRAFD2hF/SOPqxn69X6tL4mo0vWdOcA/YH18wt5maaG</latexit><latexit sha1_base64="bJ9t1VEl8rUld3TVrrTdFQAEKJA=">AAACJnicbVDLSsNA FJ34rPFVdelmsBVcSEm6UTdSdOOygrWFppbJ5CYdOpmEmYlQQv/Gjb/iRvCBuPNTnD4WtfXAhcO593LPPX7KmdKO820tLa+srq0XNuzNre2d3eLe/r1KMkmhQROeyJZPFHAmoKG Z5tBKJZDY59D0+9ejfvMRpGKJuNODFDoxiQQLGSXaSN3ipedDxEQe8kz1JIt6emiTCITG5f6DpzSRZc+zORAplHdqeyCC2dluseRUnDHwInGnpISmqHeLb16Q0Cw2FygnSrVdJ 9WdnEjNKIeh7WUKUkL7xkPbUEFiUJ18/OcQHxslwGEiTRmHY3V2IyexUoPYN5Mx0T013xuJ//XamQ7POzkTaaZB0MmhMONYJ3gUGg6YBKr5wBBCJTNeMe0RSag20domBHf+5UXS qFYuKu5ttVS7mqZRQIfoCJ0gF52hGrpBddRAFD2hF/SOPqxn69X6tL4mo0vWdOcA/YH18wt5maaG</latexit><latexit sha1_base64="bJ9t1VEl8rUld3TVrrTdFQAEKJA=">AAACJnicbVDLSsNA FJ34rPFVdelmsBVcSEm6UTdSdOOygrWFppbJ5CYdOpmEmYlQQv/Gjb/iRvCBuPNTnD4WtfXAhcO593LPPX7KmdKO820tLa+srq0XNuzNre2d3eLe/r1KMkmhQROeyJZPFHAmoKG Z5tBKJZDY59D0+9ejfvMRpGKJuNODFDoxiQQLGSXaSN3ipedDxEQe8kz1JIt6emiTCITG5f6DpzSRZc+zORAplHdqeyCC2dluseRUnDHwInGnpISmqHeLb16Q0Cw2FygnSrVdJ 9WdnEjNKIeh7WUKUkL7xkPbUEFiUJ18/OcQHxslwGEiTRmHY3V2IyexUoPYN5Mx0T013xuJ//XamQ7POzkTaaZB0MmhMONYJ3gUGg6YBKr5wBBCJTNeMe0RSag20domBHf+5UXS qFYuKu5ttVS7mqZRQIfoCJ0gF52hGrpBddRAFD2hF/SOPqxn69X6tL4mo0vWdOcA/YH18wt5maaG</latexit>
equal evolution
of non-transmitted
components
<latexit sha1_base64="5TeW4JsH07XEobZxgft2cfo+6i4=">AAACP3icbVA9bxNBEN0LJDEXEg4oaVZYSGmw7kwBpQVNSiPhD8lnWXt7c/bK+3HZnbNinfzPaPIX0qWloQA hWjrWH0hg86SVnt7Mm515WSmFwzi+D44ePDw+OW08Cs8en188iZ4+6ztTWQ49bqSxw4w5kEJDDwVKGJYWmMokDLL5h3V9sADrhNGfcFnCWLGpFoXgDL00ifppBlOhaw4awa7CFOHGj6nhumKSwsLIat24StPQFFQb/Rot004JRMi9yI0qjfZmF6ag8z9zJlEzbsUb0EOS7EiT7NCdRHdpbnilvJ1L5twoiUsc18yi4BL8XpWDkvE5m8LIU80UuHG9uX9FX3klp4Wx/ mmkG/VvR82Uc0uV+U7FcOb2a2vxf7VRhcW7cS10WSFovv2oqCRFQ9dh0lxY4CiXnjBuhd+V8hmzjPsMXOhDSPZPPiT9dit502p/bDc773dxNMgL8pJckoS8JR1yRbqkRzj5TL6Qb+R7cBt8DX4EP7etR8HO85z8g+DXbyx4sfw=</latexit>
(b) Partial information approach without self-
awareness.
the network
learns
<latexit sha1_base64="4t7u/qCTUZoRGmxBALwIZRhSNA0=">AAACGXicdVBNS8NAFNz4bfyKevSyWARPJYmlrTfRi8cKVoUmlM3mtV262YTdjVJC/4YX/4oXD4p41JP/xk2 toKIDC8PMPN6+iTLOlHbdd2tmdm5+YXFp2V5ZXVvfcDa3LlSaSwptmvJUXkVEAWcC2pppDleZBJJEHC6j4UnpX16DVCwV53qUQZiQvmA9Rok2Utdxgwj6TBQUhAY5tvUAsAB9k8phENgciBTKDkDEX4muU3Grh826X6tjt+q6Dc/3SuI3agc17BmlRAVN0eo6r0Gc0jwx45QTpTqem+mwIFIzymFsB7mCjNAh6UPHUEESUGExuWyM94wS414qzRMaT9TvEwVJlBol kUkmRA/Ub68U//I6ue41w4KJLNcg6OeiXs6xTnFZE46ZBKr5yBBCJTN/xXRAJKGmA2WbEr4uxf+TC7/qHVT9M79ydDytYwntoF20jzzUQEfoFLVQG1F0i+7RI3qy7qwH69l6+YzOWNOZbfQD1tsH3xuhew==</latexit>
agent k?
discards ⇥¯k?
<latexit sha1_base64="Aht4IhxyLaCSleKXawmEu8yaRWY=">AAACPnicbVA9TxtBEN0jJMCFJCaUaVbYkaisO1OEEkGTkkgYkLzGmtubs1fe2zvtziFZp/tlNPyGdCnTpEg UpaXM2lzB15NWenozs/PmJaVWjqLoR7D2av31m43NrfDt9rv3Hzo7H89dUVmJQ1nowl4m4FArg0NSpPGytAh5ovEimZ8s6xfXaJ0qzBktShznMDUqUxLIS5POUCQ4VabOdOVmGjNqQpiiId6bXwlHYHtChKlyEmzqeE8kYGtxNkOCZlK3LU0vFGjSB39MOt2oH63An5O4JV3W4nTS+S7SQla53yw1ODeKo5LGNVhSUmMTisphCXLuvY08NZCjG9er8xv+2Sspzwrr n3e+Uh9O1JA7t8gT35kDzdzT2lJ8qTaqKDsc18qUFaGR94uySnMq+DJLniqLkvTCE5BWea9czsCCJJ946EOIn578nJwP+vFBf/Bt0D06buPYZJ/YHttnMfvCjthXdsqGTLIb9pP9Zn+C2+BX8Df4d9+6FrQzu+wRgrv/Wb2wbw==</latexit>
agent k?
learns<latexit sha1_base64="bJ9t1VEl8rUld3TVrrTdFQAEKJA=">AAACJnicbVDLSsNAFJ34rPFVdelmsBVcSEm6UTdSdOOygrWFppbJ5CYdOpmEmYlQQv/Gjb/iRvCBuPNTnD4 WtfXAhcO593LPPX7KmdKO820tLa+srq0XNuzNre2d3eLe/r1KMkmhQROeyJZPFHAmoKGZ5tBKJZDY59D0+9ejfvMRpGKJuNODFDoxiQQLGSXaSN3ipedDxEQe8kz1JIt6emiTCITG5f6DpzSRZc+zORAplHdqeyCC2dluseRUnDHwInGnpISmqHeLb16Q0Cw2FygnSrVdJ9WdnEjNKIeh7WUKUkL7xkPbUEFiUJ18/OcQHxslwGEiTRmHY3V2IyexUoPYN5Mx0T01 3xuJ//XamQ7POzkTaaZB0MmhMONYJ3gUGg6YBKr5wBBCJTNeMe0RSag20domBHf+5UXSqFYuKu5ttVS7mqZRQIfoCJ0gF52hGrpBddRAFD2hF/SOPqxn69X6tL4mo0vWdOcA/YH18wt5maaG</latexit><latexit sha1_base64="bJ9t1VEl8rUld3TVrrTdFQAEKJA=">AAACJnicbVDLSsNAFJ34rPFVdelmsBVcSEm6UTdSdOOygrWFppbJ5CYdOpmEmYlQQv/Gjb/iRvCBuPNTnD4 WtfXAhcO593LPPX7KmdKO820tLa+srq0XNuzNre2d3eLe/r1KMkmhQROeyJZPFHAmoKGZ5tBKJZDY59D0+9ejfvMRpGKJuNODFDoxiQQLGSXaSN3ipedDxEQe8kz1JIt6emiTCITG5f6DpzSRZc+zORAplHdqeyCC2dluseRUnDHwInGnpISmqHeLb16Q0Cw2FygnSrVdJ9WdnEjNKIeh7WUKUkL7xkPbUEFiUJ18/OcQHxslwGEiTRmHY3V2IyexUoPYN5Mx0T01 3xuJ//XamQ7POzkTaaZB0MmhMONYJ3gUGg6YBKr5wBBCJTNeMe0RSag20domBHf+5UXSqFYuKu5ttVS7mqZRQIfoCJ0gF52hGrpBddRAFD2hF/SOPqxn69X6tL4mo0vWdOcA/YH18wt5maaG</latexit><latexit sha1_base64="bJ9t1VEl8rUld3TVrrTdFQAEKJA=">AAACJnicbVDLSsNAFJ34rPFVdelmsBVcSEm6UTdSdOOygrWFppbJ5CYdOpmEmYlQQv/Gjb/iRvCBuPNTnD4 WtfXAhcO593LPPX7KmdKO820tLa+srq0XNuzNre2d3eLe/r1KMkmhQROeyJZPFHAmoKGZ5tBKJZDY59D0+9ejfvMRpGKJuNODFDoxiQQLGSXaSN3ipedDxEQe8kz1JIt6emiTCITG5f6DpzSRZc+zORAplHdqeyCC2dluseRUnDHwInGnpISmqHeLb16Q0Cw2FygnSrVdJ9WdnEjNKIeh7WUKUkL7xkPbUEFiUJ18/OcQHxslwGEiTRmHY3V2IyexUoPYN5Mx0T01 3xuJ//XamQ7POzkTaaZB0MmhMONYJ3gUGg6YBKr5wBBCJTNeMe0RSag20domBHf+5UXSqFYuKu5ttVS7mqZRQIfoCJ0gF52hGrpBddRAFD2hF/SOPqxn69X6tL4mo0vWdOcA/YH18wt5maaG</latexit><latexit sha1_base64="bJ9t1VEl8rUld3TVrrTdFQAEKJA=">AAACJnicbVDLSsNAFJ34rPFVdelmsBVcSEm6UTdSdOOygrWFppbJ5CYdOpmEmYlQQv/Gjb/iRvCBuPNTnD4 WtfXAhcO593LPPX7KmdKO820tLa+srq0XNuzNre2d3eLe/r1KMkmhQROeyJZPFHAmoKGZ5tBKJZDY59D0+9ejfvMRpGKJuNODFDoxiQQLGSXaSN3ipedDxEQe8kz1JIt6emiTCITG5f6DpzSRZc+zORAplHdqeyCC2dluseRUnDHwInGnpISmqHeLb16Q0Cw2FygnSrVdJ9WdnEjNKIeh7WUKUkL7xkPbUEFiUJ18/OcQHxslwGEiTRmHY3V2IyexUoPYN5Mx0T01 3xuJ//XamQ7POzkTaaZB0MmhMONYJ3gUGg6YBKr5wBBCJTNeMe0RSag20domBHf+5UXSqFYuKu5ttVS7mqZRQIfoCJ0gF52hGrpBddRAFD2hF/SOPqxn69X6tL4mo0vWdOcA/YH18wt5maaG</latexit>
one clear-sighted
agent k?
(Assumption 5)
<latexit sha1_base64="Mtw/6iBBxL5KJzcNOJw0xT907zw=">AAACOnicbVDLSgMxFM34rOOr6tJNsAq6sMxURJdVNy5bsLXQ1JLJ3LahmcyQZIQy9Lvc+BXuXLhxoYhbP8D 0Ifi6EDicc+/NuSdIBNfG8x6dmdm5+YXF3JK7vLK6tp7f2KzrOFUMaiwWsWoEVIPgEmqGGwGNRAGNAgHXQf9ipF/fgtI8lldmkEArol3JO5xRY6l2vkoC6HKZMZAG1NCNJWAmgKpDzbs9AyEhLu1aEe/2b4g2VO0Sgt39M63TKBntwMcHLgEZfq1o5wte0RsX/gv8KSigaVXa+QcSxiyN7DgTVOum7yWmlVFluHUydEmqIaGsb200LZQ0At3KxqcP8Z5lQtyJlX3W 5Jj9PpHRSOtBFNjOiJqe/q2NyP+0Zmo6p62MyyQ1INnko04qsInxKEcccgXMiIEFlCluvWLWo4oym4F2bQj+75P/gnqp6B8VS9VSoXw+jSOHttEO2kc+OkFldIkqqIYYukNP6AW9OvfOs/PmvE9aZ5zpzBb6Uc7HJ18WrSI=</latexit>
strongly-connected
network
<latexit sha1_base64="76ODuxdqmP9Lj71FZDz0euCVmEU=">AAACIXicbVDLSsNAFJ3UV42vqEs3wSK4sSR1YZdFNy4r2Ac0pUwmt+3QyUyYmSgl9Ffc+CtuXCjSnfgzTts I2npg4HDOudy5J0wYVdrzPq3C2vrG5lZx297Z3ds/cA6PmkqkkkCDCCZkO8QKGOXQ0FQzaCcScBwyaIWjm5nfegCpqOD3epxAN8YDTvuUYG2knlMNQhhQnhHgGuTEVloKPmDjCyI4B6IhCgKbg34UcmQHwKOfZM8peWVvDneV+DkpoRz1njMNIkHS2IwThpXq+F6iuxmWmhIGEztIFSSYjPAAOoZyHIPqZvMLJ+6ZUSK3L6R5XLtz9fdEhmOlxnFokjHWQ7XszcT/ vE6q+9VuRnmSauBksaifMlcLd1aXG1FpWmBjQzCR1PzVJUMssWlGKtuU4C+fvEqalbJ/Wa7cVUq167yOIjpBp+gc+egK1dAtqqMGIugJvaA39G49W6/WhzVdRAtWPnOM/sD6+gafbKUF</latexit>
parallel rejection
of non-transmitted
components
<latexit sha1_base64="YUAeHcNbH+D0yeTmHxBPhFb8D8Q=">AAACQnicbZC7TiMxFIY9XHZhYJcAJY1FhERDNBMKKCNoKEEiXJSJIo/nTPDiy8g+gzYa5dloeAI6HmCbLUC IlgInBInbkSz9+s/5j+0vLaRwGEV3wdT0zOyPn3Pz4cLir99LteWVE2dKy6HNjTT2LGUOpNDQRoESzgoLTKUSTtPL/VH/9AqsE0Yf46CArmJ9LXLBGXqrVztPUugLXXHQCHYYJgh//ZqqYJZJCZJa+AN8NDtMktDkVBu9hZZppwQiZN7kRhVG+7wLE9DZ26perR41onHRryKeiDqZ1GGvdptkhpfKx7lkznXiqMBuxSwKLsE/rXRQMH7J+tDxUjMFrluNEQzphncy mhvrj0Y6dt8nKqacG6jUTyqGF+5zb2R+1+uUmO92K6GLEkHz14vyUlI0dMSTZsJ6PnLgBeNW+LdSfuHhcc/AhR5C/PnLX8VJsxFvN5pHzXprb4JjjqyRdbJJYrJDWuSAHJI24eSa/CP35CG4Cf4Hj8HT6+hUMMmskg8VPL8AoPOzLQ==</latexit>
(c) Partial information approach with self-
awareness.
Fig. 2. Learning mechanism for the traditional social learning and the two partial information approaches under the truth-sharing regime.
be the index of a clear-sighted agent, and recall that the distinguishable set of this agent is denoted by Θ¯k? . In
the context of partial information without self-awareness, the clear-sighted agent is required to distinguish θ0 from
some fictitious hypothesis “aggregating” the hypotheses in Θ¯k? . More specifically, strict positivity is required for
the KL divergence between the actual likelihood and a uniformly-weighted combination of the likelihoods of the
distinguishable hypotheses. We showed that if this condition is verified, then all agents decide correctly. This result
admits a useful interpretation. Assumption 4 implies that the clear-sighted agent has some capability of discounting
Θ¯k? . Now, since we have shown in (22) that under partial information without self-awareness the beliefs evaluated at
θ 6= θTX evolve equally in parallel (i.e., µk,i(θ) takes the same value for all θ 6= θTX during the algorithm evolution),
once the clear-sighted is able to discount the hypotheses in Θ¯k? , it is also able to discount all θ 6= θTX. Finally, this
possibility is extended to all the other agents by propagation of information across the strongly-connected network.
3) Learning with Self-Awareness: Finally, in Fig. 2c we illustrate the mechanism that enables truth learning under
partial information with self-awareness, when θTX = θ0. Preliminarily, it is useful to focus on some distinguishing
features that characterize the self-aware strategy, in comparison to the strategy without self-awareness. In the former
strategy, a self-awareness term is included to leverage the exact knowledge that each agent has about its own belief
vector. This property can be exploited to enhance the learning performance, as we will show in the subsequent
sections. However, comparing (17) against (19), we see that the self-awareness term introduces a slight asymmetry
in the social learning algorithm, since the self-loop term is treated differently from all the other terms. On the
theoretical side, this slight asymmetry entails a significant complication in the technical proofs required to examine
the learning performance. On the practical side, as discussed in section III-B, the beliefs at the non-transmitted
hypotheses do not evolve equally in parallel as happens in the case without self-awareness. In contrast, these beliefs
will feature unpredictable mutual oscillations among different entries θ 6= θTX.
We are now ready to focus on the mechanism that enables truth learning. As happens in the case without self-
awareness, we need a clear-sighted agent, say agent k?, that is still required to distinguish θ0 from some aggregate
hypothesis involving Θ¯k? , but now in a different sense. In the self-aware strategy, the clear-sighted agent must be
able to discern the likelihood at θ0 from any convex combination of likelihoods of the distinguishable hypotheses,
as detailed in condition (30). This condition is stronger than (28) for two reasons. First, condition (30) requires
discriminability in total variation rather than in KL divergence, and the reason for this stronger requirement is
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merely technical, as we will see in Lemma 3 (Appendix B). Second, condition (30) requires discriminability for
any convex combination, while in (28) we require discriminability for just a particular (uniform) combination. The
reason for this stronger requirement is as follows. In the Bayesian update rule, the social learning algorithms evaluate
convex combinations of the likelihoods that use as weights the beliefs µk,i−1(θ) — see the denominator in (15). In
the social learning strategy without self-awareness, due to the equal evolution of the beliefs at the non-transmitted
hypotheses, these convex combination end up being uniformly weighted convex combination of the likelihoods.
In contrast, we have observed that with self-awareness the beliefs at θ 6= θTX experience unpredictable mutual
oscillations, and due to this unpredictability we require discriminability with respect to any convex combination.
Now, as we show in Lemma 3 (Appendix B), if condition (30) is satisfied the clear-sighted agent is able to
discount the hypotheses in Θ¯k? . Lemma 6 (Appendix C) is used to show that the oscillatory behavior of the beliefs
does not impair the extension of this knowledge to the remaining θ 6= θTX. As a result, despite the oscillatory
behavior, the clear-sighted agent is able to discount all the hypotheses θ 6= θTX. Finally, this possibility is extended
to all the other agents by propagation of information across the network (see Lemma 4 in Appendix B).
4) Summary of Learning with θTX = θ0: When the transmitted hypothesis is equal to the true one, the partial
information strategies learn well provided that Assumption 4 (without self-awareness) or Assumption 5 (with self-
awareness) hold. Notably, these assumptions can be verified even if global identifiability (Assumption 3) is violated.
For example, let θ? be a hypothesis that is indistinguishable from θ0 at all agents. This notwithstanding, we have
shown that when θTX = θ0 we still guess the right hypothesis. This behavior might look strange at first glance,
because we are able to choose θ0 even if it is indistinguishable from θ?. However, we must not forget that the
problem of truth learning contemplates also the case θTX 6= θ0. In the latter case, the impact of indistinguishability
becomes relevant, as we will show in the next section.
D. Truth Learning/Mislearning when θTX 6= θ0
For both partial information approaches, we will establish conditions for obtaining truth learning and mislearning
as an outcome of choosing θTX 6= θ0. First, we introduce these results for the strategy without self-awareness.
Theorem 3 (Learning/Mislearning Regimes without Self-Awareness). Under Assumptions 1 and 2, for every
agent k = 1, 2, . . . ,K, we observe two convergence behaviors:5
1) If dave(θTX) > dave(θ¯TX),
µk,i(θTX)
a.s.−→ 0 =⇒ µk,i(θ) a.s.−→ 1
H − 1 , (32)
for all θ 6= θTX.
2) If dave(θTX) < dave(θ¯TX),
µk,i(θTX)
a.s.−→ 1. (33)
Proof: See Appendix D.
5We rule out the pathological case in which dave(θTX) = dave(θ¯TX), which typically results in a (non-convergent) asymptotic oscillatory
behavior of the belief components.
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We remark that Theorem 3 does not require the assumption θTX 6= θ0, i.e., it holds also in the case of truth
sharing. However, since truth sharing has been already examined in Theorem 1, we will focus on the application
of Theorem 3 to the case θTX 6= θ0. In this case, Theorem 3 shows two possible convergence behaviors for the
beliefs across the network: Asymptotically, either agents mistakenly believe that θTX is the true hypothesis or they
correctly discard θTX. The former case happens whenever the transmitted hypothesis is more easily confounded with
the true one than the fictitious complementary hypothesis θ¯TX. The latter case takes place whenever the transmitted
hypothesis is sufficiently distinct from the true hypothesis.
Before presenting similar results for the strategy with self-awareness, we introduce an extra assumption on the
boundedness of the likelihood functions.
Assumption 6 (Bounded Likelihoods). Let there be a finite constant B > 0 such that, for all k:∣∣∣∣log Lk(ξ|τ)Lk(ξ|τ ′)
∣∣∣∣ ≤ B (34)
for all τ, τ ′ ∈ Θ \ {θTX} and for all ξ ∈ Xk. 
Theorem 4 (Learning/Mislearning Regimes with Self-Awareness). Under Assumptions 1 and 2, when θTX 6= θ0,
for any agent k, we have:
1) If dave(θTX) > 1H−1
∑
τ 6=θTX
dave(τ),
µk,i(θTX)
a.s.−→ 0. (35)
2) Considering furthermore Assumption 6, if dave(θTX) < dave(θ¯TX)−
∑K
k=1 akk(dk(θ¯TX) + vkB),
µk,i(θTX)
a.s.−→ 1. (36)
Proof: See Appendix E.
Comparing the conditions for truth-learning when θTX = θ0 (Theorems 1 and 2) against the conditions for
truth-learning/mislearning when θTX 6= θ0 (Theorems 3 and 4), we see that a fundamental difference arises. The
conditions relative to the case θTX = θ0 are formulated at an individual agent level, i.e., they depend on local
characteristics of a clear-sighted agent. In contrast, the conditions relative to the case θTX 6= θ0 are formulated at a
network level, since they depend on average KL divergences and network parameters in a way that does not allow
disentangling the individual agent contributions.
Let us now provide some interpretation of the results in Theorems 3 and 4. We will examine the two theorems
separately.
1) Learning and Mislearning without Self-Awareness: To explain the intuition behind Theorem 3, we will
introduce Proposition 1 and a numerical example.
Proposition 1 (Binary Hypotheses Test). The social learning algorithm with partial information presented in (15)-
(17) can be interpreted as solving a binary hypothesis test problem for the set Θb = {θTX, θ¯TX}, with the likelihood
Lk(ξ|θ¯TX) associated to θ¯TX defined as in (24). In other words, the original problem with H hypotheses considered
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Fig. 3. Example of family of likelihood functions with θ0 = 1. In the middle panels of (b) and (c), solid lines represent the actual likelihood
functions and dashed lines depict the “fictitious” likelihood functions associated with the complementary hypothesis θ¯TX, defined in (24).
by the agents can be reformulated as a binary hypothesis test problem over Θb, with a fictitious likelihood for the
“aggregate” hypothesis θ¯TX, namely, Lk(ξ|θ¯TX).
Proof: See Appendix F.
Theorem 3 admits an interesting interpretation in light of Proposition 1. The Proposition shows that the algorithm
under partial information without self-awareness can be reinterpreted in terms of a traditional social learning
algorithm with a binary set of hypotheses Θb = {θTX, θ¯TX}, and with likelihoods Lk(ξ|θTX) and Lk(ξ|θ¯TX).
However, when θTX 6= θ0, the true state of nature governing the observations is θ0, which does not belong to Θb.
Accordingly, the algorithm under partial information without self-awareness is equivalent to a traditional (binary)
social learning algorithm with mismatched distribution, i.e., with a distribution of the data that does not match the
assumed likelihood. Under these conditions [30], it is known that the beliefs evolve as shown in Lemma 1 (see
Appendix A), which implies the dichotomous behavior in Theorem 3.
Consider the following example to illustrate Theorem 3. Let there be a strongly-connected network of K = 10
agents solving a social learning problem under the partial information regime without self-awareness, i.e., under
(15)-(17). The set of hypotheses is Θ = {1, 2, 3}, where we assume the true hypothesis is θ0 = 1. We consider
that all agents possess the same family of Gaussian likelihood functions with same variance and distinct means,
denoted by L(ξ|θ) for θ ∈ Θ, which are illustrated in Fig. 3a.
Since the likelihood functions are the same across all agents, the Perron eigenvector does not play a role in the
convergence behavior, and only the following two quantities of interest will determine the behavior of all agents:
d(θTX) and d(θ¯TX), (37)
which, in the considered example, are the same across all agents, and which quantify, respectively, the KL divergence
between the likelihood of the true hypothesis and hypothesis of interest θTX, and the KL divergence between the
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likelihood of the true hypothesis and the fictitious likelihood of the complementary hypothesis θ¯TX— see (24).
Consider first that the hypothesis of interest is chosen to be θTX = 2. We see in Fig. 3b that the likelihood
relative to the transmitted hypothesis is closer to the true likelihood in comparison with the likelihood relative to
the non-transmitted hypothesis, i.e.,
d(θTX) < d(θ¯TX), (38)
which implies that condition 2) of Theorem 3 is satisfied, and all agents are fooled into believing that θTX is the
true state. This behavior is confirmed by the experiment shown in the righmost panel of Fig. 3b for agent 1.
When the hypothesis of interest is chosen as θTX = 3, Fig. 3c shows that the likelihood relative to the transmitted
hypothesis is farther from the true likelihood in comparison with the likelihood relative to the non-transmitted
hypothesis, i.e.,
d(θTX) > d(θ¯TX), (39)
and agents can properly distinguish the transmitted hypothesis as being false, as seen in case 1) of Theorem 3.
Therefore agents are able to discount hypothesis θTX, as shown in the belief evolution in the rightmost panel of
Fig. 3c.
2) Learning and Mislearning with Self-Awareness: Let us comment on the result for the algorithm with self-
awareness in the case θTX 6= θ0. The addition of a self-awareness term is expected to improve the learning
performance, and this behavior will be examined in the forthcoming section. However, as already noticed, the
slight asymmetry introduced in the learning algorithm by the self-awareness term makes the theoretical analysis
more complicated. For example, different from the case without self-awareness, the learning/mislearning bounds
are not tight, and, as far as we can tell, do not suggest a neat physical interpretation of the learning/mislearning
behavior.
An interesting parallel can be drawn from condition 1) in Theorem 4 and condition 1) in Theorem 3. In
Theorem 4, the condition for correctly discarding the transmitted hypothesis depends on the arithmetic average
of the KL divergences dave(τ) for non-transmitted hypotheses (that is, for τ 6= θTX), while in Theorem 3 the same
learning outcome depends on the KL divergence between the true likelihood and the average of non-transmitted
likelihood functions, namely dave(θ¯TX). These different conditions can be linked through the inequality derived in
(25). Multiplying both sides of (25) by vk and summing over k, we obtain:
dave(θ¯TX) ≤ 1
H − 1
∑
τ 6=θTX
dave(τ), (40)
which shows that whenever the condition 1) in Theorem 4 is satisfied, so is condition 1) in Theorem 3.
3) Summary of Learning and Mislearning when θTX 6= θ0: Theorems 3 and 4 show, for both partial information
approaches, that when θTX 6= θ0 there exist regions of dave(θTX) for which respectively truth learning and mislearning
occur. These regions are illustrated in Fig. 4. As a general comment applying to both algorithms, we see that if
the transmitted hypothesis is more easily confounded with the true one (small dave(θTX)) we have mislearning,
while the converse behavior occurs for relatively high values of dave(θTX). However, a difference emerges between
the results available from the two theorems. For the algorithm without self-awareness, we can determine the
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Fig. 4. Learning regions for dave(θTX) for the partial information algorithm without and with self awareness (denoted by “w/o SA” and “w/
SA” respectively) when θTX 6= θ0.
learning/mislearning behavior for any value of dave(θTX), whereas for the algorithm with self-awareness, we cannot
determine the behavior whenever dave(θTX) is found in the gray area of Fig. 4.
Exploiting the structure of the lower boundary in Fig. 4, we can examine how this boundary is influenced by
the self-terms akk. If the value of one or more self-terms decreases (i.e., if self-awareness decreases) the lower
boundary moves upward. This means that the region where we are sure that mislearning occurs becomes wider. In
particular, when all self-terms are small, the lower boundary approaches the threshold dave(θ¯TX) pertaining to the
algorithm without self-awareness.
Conversely, if akk increases the lower boundary moves downward. This implies that the gray area becomes wider.
Notably, a wider gray area does not allow to conclude that the learning region becomes wider, but only that the
region where we are sure to mislearn reduces. On the other hand, a wider gray area leaves open the possibility that
correct learning occurs over an ampler range of cases. We will get confirmation of this behavior in the forthcoming
section.
To sum up, when the transmitted hypothesis is different from the true one, the partial information strategies learn
well provided that condition 1) in Theorem 3 (without self-awareness) or condition 1) in Theorem 4 (with self-
awareness) holds. Examining (32) and (1), we see that one necessary condition for them to hold is that dave(θTX) > 0,
which implies that some agent must be able to distinguish θTX from θ0. In particular, if we require truth learning
for all θTX 6= θ0, we need dave(θTX) > 0 for all θTX 6= θ0, i.e., global identifiability is required.
IV. SIMULATION RESULTS
We now manage to illustrate the results seen in Theorems 1–4. To do so, we set up an inference problem with
three hypotheses Θ = {1, 2, 3}, from which θ = 1 is the true state of nature, i.e., θ0 = 1. We consider a strongly-
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connected network of 10 agents, whose topology can be seen in Fig. 5, designed so that all agents have self-loops.
1
2 3
4
5
6
7
8
9
10
Fig. 5. Strongly-connected network topology with K = 10 agents.
Besides, the adjacency matrix is designed to be left-stochastic using a parametrized averaging rule [41]:
a`k =

λ, if ` = k
(1− λ)/nk if ` 6= k and ` ∈ Nk
0 otherwise.
(41)
where n` is the degree of node (agent) `, excluding node ` itself. Each agent is trying to determine whether some
hypothesis θTX ∈ Θ corresponds to the true state of nature, by exchanging among neighbors partial information
regarding the hypothesis of interest. In the following we consider two inference problems, one with continuous
observations, the other with discrete observations.
A. Continuous Observations
The first example considers a family of unit-variance Gaussian likelihood functions given by:
fn(ξ) =
1√
2pi
exp
{
− (ξ − e(n))
2
2
}
(42)
with e(1) = 0, e(2) = 0.5 and e(3) = 5, as can be seen in Fig. 6.
−4 −2 0 2 4 6 8
ξ
0.0
0.2
0.4
f n
(ξ
)
Gaussian Likelihoods
n = 1 n = 2 n = 3
Fig. 6. Considered family of unit-variance Gaussian likelihoods functions.
We assume that the inference problem is globally identifiable (see Assumption 3). However, no agent is able
solve the inference problem alone, that is, the indistinguishable set of hypotheses satisfies:
|Θk| > 1 for k = 1, 2, . . . , 10. (43)
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More particularly, we consider the following identifiability limitations:
• For agents k = 1− 3,
Lk(ξ|θ) =
f1(ξ), for θ = 1, 2,f3(ξ), for θ = 3. (44)
• For agents k = 4− 6,
Lk(ξ|θ) =
f1(ξ), for θ = 1,f2(ξ), for θ = 2, 3. (45)
• For agents k = 7− 10,
Lk(ξ|θ) =
f1(ξ), for θ = 1, 3,f2(ξ), for θ = 2. (46)
Under the aforementioned setup, we now examine both the partial information algorithm proposed in (15)–(17)
and the algorithm with self-awareness in (15), (16) and (18). We also wish to compare the performance of both
algorithms with the performance of the traditional social learning algorithm (seen in (10)–(11)), in which the agents
share all elements of the belief vector.
At first, we consider that the combination matrix is parameterized according to (41) with λ = 0.5. In Fig. 7a
we can see the evolution of belief at agent 1 (similar behavior is observed for the other agents) for each different
hypothesis of interest θTX. Colorful solid and dashed lines refer to the partial information algorithm without and
with self-awareness, respectively. Black dotted lines refer to traditional social learning.
We start by examining the behavior of the algorithm under truth sharing, i.e., when θTX = θ0 = 1 (leftmost
panel in Fig. 7a). We see that all social learning algorithms are able to learn the true hypothesis, as predicted by
Theorems 1 and 2 for the partial information algorithms, and by the existing results on traditional social learning.
We switch to the case θTX 6= θ0 (middle and rightmost panel in Fig. 7a). As expected, traditional social learning
learns well. The partial information algorithms behave instead in accordance with Theorems 3 and 4: When the
hypothesis of interest is sufficiently “close” to the true one, which is the case for θTX = 2 (middle panel), the agent
mistakenly learns that θTX is the true hypothesis. Conversely, when the hypothesis of interest is far enough from
the true one, which is the case for θTX = 3 (rightmost panel), the agent learns well.
It is interesting to see what happens when all agents give more weight to their individual information by increasing
the self-awareness parameter, setting it to parameter λ. In Fig. 7b we consider the case λ = 0.9. The algorithm with
self-awareness is now able to learn the truth for any transmitted hypothesis, and its performance is now closer to the
performance of the traditional social learning algorithm. In a nutshell, concentrating the weights of the combination
matrix A around the self-loops entails an increase of self-awareness that brings the partial information algorithm
closer to traditional social learning.
Another interesting phenomenon emerging from the simulations pertains the learning rate. In the considered
example, the algorithm without self-awareness can be faster6 than that with self-awareness, which can, in turn, be
6We have also noted that, for very small values of λ, it is possible for this convergence to be slightly slower instead.
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(a) Self-awareness parameter λ = 0.5.
0 100
i
0
1
µ
1,
i(
θ T
X
)
θTX = 1
0 100
i
θTX = 2
0 100
i
θTX = 3
Solid Line: w/o SA Dashed Line: w/ SA
Dotted Line: Social learning (full information)
(b) Self-awareness parameter λ = 0.9.
Fig. 7. Convergence of the belief component regarding different transmitted hypotheses for agent 1, where θ0 = 1.
faster than traditional social learning. This can be counterintuitive, since one could expect that traditional social
learning is the best one. However, in making this observation one should not forget the inherent trade-off of decision
systems. Think of a decision system that chooses always θTX. This system learns instantaneously when θTX = θ0,
but fails invariably in the other cases. In other words, the superiority of traditional social learning resides in the
fact that it allows always correct learning. In contrast, the algorithms with partial information can learn faster when
they learn well, but they can fail. Likewise, the fact that the algorithm without self-awareness can be faster than the
algorithm with self-awareness when θTX = θ0, is justified by the fact that the latter algorithm can perform better
when θTX 6= θ0.
B. Discrete Observations
Consider the same network topology seen in Fig. 5 and combination matrix in (41). Under the same identifiability
constraints enunciated in the previous example, we now consider a family of discrete likelihood functions given by
fn(ξ) for n = 1, 2, 3, defined over a discrete space of signals X , {0, 1, 2}, which can be seen in Fig. 8.
At first, we consider a self-awareness parameter λ = 0.7. We wish to compare the two partial information
approaches for different transmitted hypotheses and the traditional social learning strategy with full information
sharing. We can see in Fig. 9a the evolution of belief at agent 1 for each transmitted hypothesis θTX ∈ Θ (similar
behavior is observed for the other agents). As in the previous example, due to the likelihood functions setup, when
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Fig. 8. Considered family of discrete likelihood functions.
θTX = 2 the true hypothesis and θTX = 2 are confounded by the algorithm with partial information, and the agent
mislearns.
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(a) Self-awareness parameter λ = 0.7.
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(b) Self-awareness parameter λ = 0.95.
Fig. 9. Convergence of the belief component regarding different transmitted hypotheses for agent 1, where θ0 = 1.
However, when the self-awareness parameter increases to λ = 0.95, again a switch in the convergence behavior
happens as can be seen in Fig. 9b for θTX = 2. As the agents are more self-aware, they are able to make correct
decisions for all scenarios of θTX.
Different from the previous example with Gaussian likelihoods, in the present example with discrete likelihoods
Assumption 6 is verified. This implies that we can exploit the lower boundary in Fig. 4 corresponding to the
algorithm with self-awareness. Examining this lower boundary, we see that as self-awareness grows (i.e., as λ
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grows), the mislearning region shrinks and gives place to a gray area, where either learning or mislearning could
possibly occur. We recall that getting a wider gray region does not allow to conclude that the algorithm with
self-awareness would learn inside this region. However, a wider gray area reduces the region where we would be
sure to observe mislearning. As a matter of fact, in the specific example we are dealing with, self-awareness can
be used to tune the learning behavior in the case θTX = 2, and bring the network from mislearning to full learning.
V. CONCLUDING REMARKS
In this work, we introduced two approaches for taking into account partial information within a social learning
framework, where agents communicate their belief about a single hypothesis of interest. We have proposed and
examined in detail two social learning strategies aimed at operating under partial information. In the first strategy,
agents consider only partial beliefs. In the second strategy, each individual agent becomes self-aware, in the sense
that it exploits its own full belief (being still forced to use partial beliefs from its neighbors). We established the
following main trends. While the traditional social learning algorithms that leverage full belief sharing are always
able to learn correctly the true hypothesis, a richer behavior characterizes social learning under partial information.
Both social learning algorithms with partial information proposed in this work learn correctly when the hypothesis of
interest is the true hypothesis. When the transmitted hypothesis is false, however, mislearning can occur. Moreover,
we showed that there are cases where the algorithm without self-awareness mislearns, while the algorithm with
self-awareness can be led to the right conclusion by increasing the self-weights in the combination matrix.
Several important questions remain open. For example, the results we obtain for the algorithm with self-awareness
lead to an undetermined region (the gray area in Fig. 4) where we are not in a position to state whether learning
or mislearning occurs. Filling this gap would constitute an important advance.
Another interesting extension pertains the design of an adaptive strategy where the agents can still share the
belief on a single hypothesis, but this hypothesis can change over time. It would be interesting to see whether the
agents can adapt the choice of the shared hypothesis driven by their streaming data, so as to prevent occurrence of
mislearning.
APPENDIX A
PROOF OF THEOREM 1
We first introduce an intermediate result, where we show that for each agent the log-ratio between any non-
transmitted and transmitted belief components will have an asymptotic exponential behavior.
Lemma 1 (Asymptotic Rate of Convergence). Under Assumptions 1 and 2, for all θ ∈ Θ \ {θTX} and every
agent k = 1, 2, . . . ,K, we have that:
1
i
log
µk,i(θ)
µk,i(θTX)
a.s.−→ dave(θTX)− dave(θ¯TX). (47)
Proof: We know from (21) that for any non-transmitted hypotheses τ, θ 6= θTX:
µk,i(τ) = µk,i(θ). (48)
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Moreover, from (16):
log
ψ̂`,i(θ)
ψ̂`,i(θTX)
= log
(1−ψ`,i(θTX)) /(H − 1)
ψ`,i(θTX)
= log
∑
τ 6=θTX ψ`,i(τ)/(H − 1)
ψ`,i(θTX)
. (49)
Substituting (15) into (49), we obtain:
log
ψ̂`,i(θ)
ψ̂`,i(θTX)
= log
∑
τ 6=θTX µ`,i−1(τ)L`(ξ`,i|τ)/(H − 1)
µ`,i−1(θTX)L`(ξ`,i|θTX) . (50)
Using (48) in (50) yields:
log
ψ̂`,i(θ)
ψ̂`,i(θTX)
= log
µ`,i−1(θ)
∑
τ 6=θTX L`(ξ`,i|τ)/(H − 1)
µ`,i−1(θTX)L`(ξ`,i|θTX)
= log
µ`,i−1(θ)
µ`,i−1(θTX)
+ log
∑
τ 6=θTX L`(ξ`,i|τ)/(H − 1)
L`(ξ`,i|θTX)
(a)
= log
µ`,i−1(θ)
µ`,i−1(θTX)
+ log
L`(ξ`,i|θ¯TX)
L`(ξ`,i|θTX) (51)
where in (a) we used the definition of the likelihood for the non-transmitted hypotheses found in (24). Using (18),
we obtain the following recursion:
log
µk,i(θ)
µk,i(θTX)
=
K∑
`=1
a`k log
µ`,i−1(θ)
µ`,i−1(θTX)
+
K∑
`=1
a`k log
L`(ξ`,i|θ¯TX)
L`(ξ`,i|θTX) . (52)
Define the vectors:
yi(θ) , col
{
log
µk,i(θ)
µk,i(θTX)
}K
k=1
, (53)
xi , A>col
{
log
Lk(ξk,i|θ¯TX)
Lk(ξk,i|θTX)
}K
k=1
, (54)
where the col operator concatenates a sequence of variables into a column vector. We can then rewrite (52) in
vector form for all θ ∈ Θ \ {θTX}:
yi(θ) = A
>yi−1(θ) + xi. (55)
First, note that the recursion in (55) takes the form of the sequence of random vectors seen in auxiliary Lemma 8
(see Appendix G). Since the random vector xi is i.i.d. across time and has finite expectation7, Property 1 (also
found in Appendix G) can be applied and shows that xi satisfies the three conditions (155)–(157) required by
Lemma 8. Particularly, in view of Property 1, the vector x¯ takes the form of the expectation vector E(xi). Since
7The i.i.d. property across time is inherited from variables ξk,i for all k = 1, 2, . . . , N . Note that for each element of xi, E(xk,i) can easily
be rewritten as a function of two KL divergences:
E(xk,i) =
K∑
`=1
a`kE
(
log
L`(ξ`,i|θ¯TX)
L`(ξ`,i|θTX)
)
=
K∑
`=1
a`k
(
d`(θTX)− d`(θ¯TX)
)
. (56)
The first term in the RHS is finite from Assumption 1. Whereas the second term in the RHS is finite from Assumption 1 and the inequality in
(25). Since a`k are bounded by 1, we conclude that E(xk,i) is finite for any k.
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A is left-stochastic, all conditions in Lemma 8 are satisfied and we can therefore apply its result as follows. For
each θ 6= θTX, we have that
1
i
log
µk,i(θ)
µk,i(θTX)
a.s.−→
K∑
k=1
vk
K∑
`=1
a`kE
(
log
L`(θ¯TX)
L`(θTX)
)
=
K∑
`=1
v`E
(
log
L`(θ0)
L`(θTX)
)
−
K∑
`=1
v`E
(
log
L`(θ0)
L`(θ¯TX)
)
= dave(θTX)− dave(θ¯TX), (57)
where we recall that
∑K
k=1 vka`k = v` since v is the Perron eigenvector.
Note that the RHS of (47) represents a key quantity in the algorithm: conditionally on its sign, we have that the
log-ratio of belief components on the LHS of (47) will increase or decrease indefinitely.
If θTX = θ0, we have that
dave(θ0) = 0. (58)
Under Assumption 4, there exists at least one clear-sighted agent in the network, say agent k?, for which
dk?(θ¯0) > 0. (59)
From the positivity of the Perron eigenvector, we have that
dave(θ¯0) > 0. (60)
Finally, from (57) with θTX = θ0, we obtain
1
i
log
µk,i(θ)
µk,i(θ0)
a.s.−→ dave(θ0)− dave(θ¯0) < 0
=⇒ log µk,i(θ)
µk,i(θ0)
a.s.−→ −∞
=⇒ µk,i(θ) a.s.−→ 0, (61)
which holds for all θ ∈ Θ \ {θTX}. This, in turn, implies that
µk,i(θ0)
a.s.−→ 1, (62)
thus concluding the proof of Theorem 1.
APPENDIX B
PROOF OF THEOREM 2
In order to reach the conclusion in Theorem 2, we need first to establish some intermediate results (see Lem-
mas 2, 3 and 4 enunciated next), which depend on auxiliary results found in Appendix C (these results are stated
in Lemmas 5, 6 and 7). We resort moreover to two auxiliary lemmas (see Lemmas 8 and 9 in Appendix G) which
refer to statistical properties of more general recursions.
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Consider the truth sharing case, for which θTX = θ0. The first key result, which can be seen in Lemma 2
enunciated next, is that the random sequence
mi ,
K∑
k=1
vk logµk,i(θTX) (63)
is a submartingale. To lighten the notation we will denote the KL divergence between the true likelihood function
Lk(ξ|θ0) and a convex combination of the likelihoods Lk(ξ|θ) by:
δk(α) , E
log Lk(ξk,i|θ0)∑
θ∈Θ
α(θ)Lk(ξk,i|θ)
 (64)
where α is the convex combination vector, i.e., α is a vector belonging to the H−simplex ∆H .
Lemma 2 (Submartingale Sequence). Let θTX = θ0, and consider the random sequence {mi} in (63). This
sequence has the following properties.
1)
E[mi|Fi−1] ≥ mi−1 +
K∑
k=1
vkδk(µk,i−1). (65)
2) The sequence mi is a nonpositive submartingale with respect to the process {ξi}.
3) There exists a random variable m∞ such that:
mi
a.s.−→m∞. (66)
4) The expectation E(mi) converges to a finite limit.
Proof: Consider (19) with θ = θTX. In view of (16), we have:
µk,i(θTX) =
exp
(
K∑`
=1
a`k logψ`,i(θTX)
)
∑
θ′∈Θ
exp
akk logψk,i(θ′)+ K∑`
=1
` 6=k
a`k log ψ̂`,i(θ′)
 . (67)
To simplify the notation, we define the following auxiliary variables:
Yk,i(θTX) , exp
(
K∑
`=1
a`k logψ`,i(θTX)
)
, (68)
Zk,i(θ¯TX) ,
∑
τ 6=θTX
exp
akk logψk,i(τ) + K∑
`=1
` 6=k
a`k log ψ̂`,i(τ)
 , (69)
from which we can rewrite the combination step in (67) as:
µk,i(θTX) =
Yk,i(θTX)
Yk,i(θTX) +Zk,i(θ¯TX)
. (70)
Using (16), we can develop the expression for Zk,i(θ¯TX) as:
Zk,i(θ¯TX)
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=
∑
τ 6=θTX
exp
akk logψk,i(τ) + K∑
`=1
` 6=k
a`k log
1−ψ`,i(θTX)
H − 1

(a)
=
∑
τ 6=θTX
exp
log ψk,i(τ)akk
(H − 1)1−akk +
K∑
`=1
` 6=k
a`k logψ`,i(θ¯TX)

=
exp
 K∑
`=1
` 6=k
a`k logψ`,i(θ¯TX)

 ∑τ 6=θTX ψk,i(τ)akk
(H − 1)1−akk , (71)
where in (a) we introduced ψ`,i(θ¯TX) , 1−ψ`,i(θTX). Now, applying the sum-of-powers inequality8 to the rightmost
term in (71) results in: ∑
τ 6=θTX ψk,i(τ)
akk
(H − 1)1−akk ≤
 ∑
τ 6=θTX
ψk,i(τ)
akk
= exp
(
akk logψk,i(θ¯TX)
)
. (72)
Replacing (72) to (71) we get:
Zk,i(θ¯TX) ≤ exp
(
K∑
`=1
a`k logψ`,i(θ¯TX)
)
, Yk,i(θ¯TX). (73)
In view of (73), we can lower bound the expression in (70):
µk,i(θTX) ≥ Yk,i(θTX)
Yk,i(θTX) + Yk,i(θ¯TX)
=
1
1 +
Yk,i(θ¯TX)
Yk,i(θTX)
. (74)
Applying log(·) to both sides of (74), and replacing back the definitions of Yk,i(θTX) and Yk,i(θ¯TX) from (68) and
(73) respectively, we can write the following inequality:
logµk,i(θTX) ≥ log 1
1 + exp
(
K∑`
=1
a`k log
ψ`,i(θ¯TX)
ψ`,i(θTX)
)
, f
(
K∑
`=1
a`k log
ψ`,i(θ¯TX)
ψ`,i(θTX)
)
, (75)
8For r, s 6= 0 with r < s, and for positive values xi, we have that [42] :(
1
n
n∑
i=1
xri
)1/r
≤
(
1
n
n∑
i=1
xsi
)1/s
.
In particular, with the choice s = 1 we can write the following inequality:
1
n1−r
n∑
i=1
xri ≤
(
n∑
i=1
xi
)r
.
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where we defined the concave function9
f(x) , log 1
1 + ex
. (76)
Using Jensen’s inequality, we have that
logµk,i(θTX) ≥
K∑
`=1
a`k log
1
1 + e
log
ψ`,i(θ¯TX)
ψ`,i(θTX)
=
K∑
`=1
a`k log
1
1 +
ψ`,i(θ¯TX)
ψ`,i(θTX)
=
K∑
`=1
a`k log
ψ`,i(θTX)
ψ`,i(θTX) +ψ`,i(θ¯TX)
=
K∑
`=1
a`k logψ`,i(θTX)
(a)
=
K∑
`=1
a`k logµ`,i−1(θTX)
+
K∑
`=1
a`k log
L`(ξ`,i|θTX)∑
θ′∈Θ
µ`,i−1(θ′)L`(ξ`,i|θ′) , (77)
where in (a), we replaced ψ`,i(θTX) using the Bayesian update seen in (15).
Define the sub-σ-field Fj generated by the observations up to instant j, namely,
Fj , σ (ξ1, ξ2, . . . , ξj) , (78)
which represents all past information up to instant j, satisfying F1 ⊆ F2 ⊆ · · · ⊆ F∞ , σ (ξ1, ξ2, . . . ). Taking the
expectation of both sides of (77) conditioned on Fi−1, we have that:
E
[
logµk,i(θTX)
∣∣∣Fi−1] ≥ K∑
`=1
a`k logµ`,i−1(θTX)
+
K∑
`=1
a`kE
log L`(ξ`,i|θTX)∑
θ′∈Θ
µ`,i−1(θ′)L`(ξ`,i|θ′)
∣∣∣Fi−1
 . (79)
Since the current data vector ξi is independent from the past data vectors (and, hence, is independent from the past
belief vector µ`,i−1), we see that the second term on the RHS of (79) is the following KL divergence, as defined
in (64) (we recall that we are considering the case θTX = θ0):
E
log L`(ξ`,i|θTX)∑
θ′∈Θ
µ`,i−1(θ′)L`(ξ`,i|θ′)
∣∣∣Fi−1
 = δ`(µk,i−1) (80)
Multiplying both sides of (79) by vk, summing over k, and recalling that
∑K
k=1 vka`k = v` because v is the Perron
eigenvector, Eqs. (79) and (80) imply part 1) of the lemma.
9The concavity of the function f(x) can be seen from its second derivative:
d2f(x)
dx2
=
−ex
[1 + ex]2
< 0,
for any x ∈ R.
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Part 2) follows from part 1). In fact, mi is nonpositive because µk,i ≤ 1, and mi is a submartingale because
the KL divergence is nonnegative, and, hence, Eq. (65) implies:
E[mi|Fi−1] ≥ mi−1. (81)
Part 3) follows from the martingale convergence theorem [38].
Finally, part 4) follows by taking the total expectation in (81), which yields:
0 ≥ E(mi) ≥ E(mi−1) ≥ . . . ≥ m0 =
K∑
k=1
vk logµk,0(θTX), (82)
which implies that the sequence of expectations is a (monotonically) convergent sequence.
Using part 3) of Lemma 2, we can establish the following technical corollary which will be useful later in the
analysis.
Corollary 1 (Expectation of Log-Beliefs ψk,i). Let θTX = θ0. For all i ≥ 1 we have that:
E
(
log
1
ψk,i(θTX)
)
≤ 1
vk
K∑
`=1
v` log
1
µ`,0(θTX)
. (83)
Proof: Using the Bayesian update in (15) we can write:
E
(
log
1
ψk,i(θTX)
)
= E
(
log
1
µk,i−1(θTX)
)
− E
log Lk(ξk,i|θTX)∑
θ∈Θ
µk,i−1(θ)Lk(ξk,i|θ)

= E
(
log
1
µk,i−1(θTX)
)
− E (δk(µk,i−1))
≤ E
(
log
1
µk,i−1(θTX)
)
. (84)
On the other hand, using (82) we can write:
vk logµk,i−1(θTX) ≥
K∑
`=1
v` logµ`,i−1(θTX) = mi−1
=⇒ E
(
log
1
µk,i−1(θTX)
)
≤ 1
vk
K∑
`=1
v` log
1
µ`,0(θTX)
, (85)
which combined with (84) yields the desired claim.
Lemma 3 (The Clear-Sighted Agent Learns the Truth). Let θTX = θ0. Under Assumptions 1, 2 and 5 we have
that:
µk?,i(θTX)
p−→ 1 (86)
Proof: We start by considering an arbitrary agent k. Taking the total expectation in (65) we get:
0 ≥ E(mi) ≥ E(mi−1) +
K∑
k=1
vkE (δk(µk,i−1)) . (87)
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First of all, we remark that the last expectation in (87) is computed with respect to the only random quantity that
appears within brackets, that is µk,i−1. Using (87) along with the fact that the KL divergence is nonnegative, we
see that:
0 ≤
K∑
k=1
vkE (δk(µk,i−1)) ≤ E(mi)− E(mi−1), (88)
which, in view of part 4) of Lemma 2 implies that [43]:
lim
i→∞
K∑
k=1
vkE (δk(µk,i−1)) = 0 (89)
Recalling that vk > 0, we conclude that δk(µk,i−1) converges to zero in mean. This implies in particular that
δk(µk,i−1) converges to zero in probability, namely,
δk(µk,i−1)
p−→ 0. (90)
Recalling that δk(µk,i−1) is the KL divergence between Lk(θTX) and
∑
θ∈Θ µk,i−1(θ)Lk(θ) as defined in (64),
from Pinsker’s inequality [39] we can write:
δk(µk,i−1) ≥ 1
2
∥∥∥Lk(θTX)−∑
θ∈Θ
µk,i−1(θ)Lk(θ)
∥∥∥2, (91)
where ‖ · ‖ denotes the total variation norm. On the other hand, considering the set of indistinguishable hypotheses
Θk, we have that:
Lk(θTX)−
∑
θ∈Θ
µk,i−1(θ)Lk(θ)
=
(
1−
∑
θ∈Θk
µk,i−1(θ)
)
Lk(θTX)−
∑
θ∈Θ¯k
µk,i−1(θ)Lk(θ)
=
∑
θ∈Θ¯k
µk,i−1(θ)
Lk(θTX)− ∑
τ∈Θ¯k
α(τ)Lk(τ)
 (92)
where we defined:
α(τ) =
µk,i−1(τ)∑
θ∈Θ¯k
µk,i−1(θ)
. (93)
Let us now specialize the analysis to the clear-sighted agent k?. According to Assumption 5, from (92) we can
write: ∥∥∥Lk?(θTX)−∑
θ∈Θ
µk?,i−1(θ)Lk?(θ)
∥∥∥
=
∣∣∣ ∑
θ∈Θ¯k?
µk?,i−1(θ)
∣∣∣ ∥∥∥Lk?(θTX)− ∑
τ∈Θ¯k?
α(τ)Lk?(τ)
∥∥∥
≥ c
∣∣∣ ∑
θ∈Θ¯k?
µk?,i−1(θ)
∣∣∣. (94)
Joining the latter inequality with (91) we get:
δk?(µk?,i−1) ≥ c
2
2
∣∣∣ ∑
θ∈Θ¯k?
µk?,i−1(θ)
∣∣∣2. (95)
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Since c is strictly positive (see Assumption 5), we conclude from (90) that, for every θ ∈ Θ¯k? :
µk?,i(θ)
p−→ 0. (96)
It remains to show that the same result holds for the indistinguishable non-transmitted hypotheses, i.e., for θ ∈
Θk? \ {θTX}. But this result comes directly from Lemma 6, under Assumptions 1 and 2. We have therefore shown
that, for the clear-sighted agent k?, the beliefs for all θ ∈ Θ \ {θTX} vanish in probability, which finally yields the
claim since the sum of the beliefs over Θ is equal to 1.
Lemma 4 (Influence of a Learning Agent). Let θTX = θ0. Under Assumptions 1, 2 and 5, if, for a certain agent
h:
µh,i(θTX)
p−→ 1 (97)
then the same result holds for all agents k 6= h.
Proof: Let h be an agent that fulfills (97). Consider that the combination weight ahk is strictly positive. From
(20) we can therefore write:
log
µk,i(θ)
µk,i(θTX)
= akk logψk,i(θ)
+
∑
` 6=k
a`k log
1−ψ`,i(θTX)
H − 1 +
K∑
`=1
a`k log
1
ψ`,i(θTX)
≤ ahk log(1−ψh,i(θTX)) +
K∑
`=1
a`k log
1
ψ`,i(θTX)
. (98)
By exponentiating (98) we can write:
µk,i(θ) ≤ (1−ψh,i(θTX))ahk︸ ︷︷ ︸
,xi
e
∑K
`=1 a`k log
1
ψ`,i(θTX)︸ ︷︷ ︸
,yi
. (99)
First, we prove that the term xi in (99) goes to zero in probability. To this end, we observe that:
1−ψh,i(θTX)
=
∑
θ 6=θTX
µh,i−1(θ)Lh(ξh,i|θ)
µh,i−1(θTX)Lh(ξh,i|θTX) +
∑
θ 6=θTX
µh,i−1(θ)Lh(ξh,i|θ)
≤
∑
θ 6=θTX
µh,i−1(θ)
µh,i−1(θTX)
Lh(ξh,i|θ)
Lh(ξh,i|θTX) . (100)
We now show that each individual term of the summation,
µh,i−1(θ)
µh,i−1(θTX)︸ ︷︷ ︸
,si
Lh(ξh,i|θ)
Lh(ξh,i|θTX)︸ ︷︷ ︸
,ti
, (101)
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vanishes in probability as i → ∞. Indeed, the term si in (101) vanishes in probability as i → ∞ in view of
Lemma 3. On the other hand, the random variables ti are identically distributed.10 By application of Slutsky’s
theorem [44], we conclude that the product siti converges to 0 in distribution (and, hence, in probability).
Second, we show that yi matches the conditions in (115) (see Lemma 7 in Appendix C). By application of
Markov’s inequality we conclude that, for any M > 0:
P(yi > M) = P
(
K∑
`=1
a`k log
1
ψ`,i(θTX)
> logM
)
≤ 1
logM
K∑
`=1
a`kE
(
log
1
ψ`,i(θTX)
)
≤ 1
logM
K∑
`=1
a`k
v`
K∑
m=1
vm log
1
µm,0(θTX)
, (102)
where the latter inequality follows by Corollary 1. Since the final upper bound in (102) does not depend on i, we
see that yi fulfills (115) with the choice g(M) = 1/ logM .
Therefore, we conclude from Lemma 7 that the product xiyi appearing in the upper bound in (99) goes to zero
in probability and, hence, that:
µk,i(θ)
p−→ 0, (103)
for any agent k for which ahk > 0. Since the network is strongly connected, given an agent h that fulfills (97),
and an arbitrary agent k (not necessarily a neighbor of h), there will be always a path connecting h to k. Iterating
the above reasoning along this path implies the desired result.
We can now conclude the proof of Theorem 2. Under Assumption 5, there exists at least one clear-sighted agent
k?. Lemma 3 guarantees that agent k? learns the truth in probability, whereas Lemma 4 ensures that learning
propagates across the network. It is therefore legitimate to write:
K∑
k=1
vk logµk,i(θTX)
p−→ 0. (104)
Using part 3) of Lemma 2 (and since almost-sure convergence implies convergence in probability), and applying
jointly (66) and (104) we conclude that:
K∑
k=1
vk logµk,i(θTX)
a.s.−→ 0. (105)
On the other hand, since vk > 0 and logµk,i(θTX) ≤ 0, the convergence in (105) implies that:
logµk,i(θTX)
a.s.−→ 0 =⇒ µk,i(θTX) a.s.−→ 1 (106)
for all agents k = 1, 2, . . . ,K.
10We remark that the random variables ti are well-behaved since
Lh(ξh,i|θ)
Lh(ξh,i|θTX) is a (nonnegative) random variable with finite expectation
equal to 1.
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APPENDIX C
AUXILIARY LEMMAS FOR THE APPROACH WITH SELF-AWARENESS AND THEIR PROOFS
Lemma 5 (Convergence for Non-Transmitted Hypotheses). Let θ, θ′ ∈ Θ \ {θTX}, and define:
qk,i(θ, θ
′) , log µk,i(θ)
µk,i(θ′)
. (107)
For every k = 1, 2, . . . ,K, under Assumptions 1 and 2, there exists a random variable qk,∞(θ, θ′) ensuring the
following convergence in distribution:
qk,i(θ, θ
′) d−→ qk,∞(θ, θ′). (108)
Proof: Since θ and θ′ are distinct from θTX, using (15), (16) and (19) we can write:
log
µk,i(θ)
µk,i(θ′)
= akk log
µk,i−1(θ)
µk,i−1(θ′)
+ akk log
Lk(ξk,i|θ)
Lk(ξk,i|θ′) . (109)
The result in (108) follows from part 1) of auxiliary Lemma 9 by setting:
a = akk, yi = log
µk,i(θ)
µk,i(θ′)
, xi = log
Lk(ξk,i|θ)
Lk(ξk,i|θ′) , (110)
where Assumption 1 guarantees that xi satisfies the conditions in Lemma 9, and Assumption 2 guarantees that y0
assumes a finite value.
From Lemma 5, we see that the log-ratio of belief components concerning non-transmitted hypotheses converge
in distribution to a random variable qk,∞. Investigating this limiting random variable in more detail, thanks to part
1) of Lemma 9, we are able to write it as
qk,∞(θ, θ′) =
∞∑
i=1
aikk log
Lk(ξk,i|θ)
Lk(ξk,i|θ′) . (111)
For each realization of signal profiles (ξ1, ξ2, . . . ), the infinite summation in (111) will converge almost surely to
a random value. The distribution with which these random values are generated will be the same distribution that
governs the oscillatory behavior of qk,i(θ, θ′) as i→∞.
Although the characterization of the limiting random variable qk,∞(θ, θ′), described in (111), does not appear
intuitive, its mere existence will enable other (stronger) convergence results starting from the one presented in
Lemma 6. We see now that if a certain agent k discards any non-transmitted hypothesis θ ∈ Θ \ {θTX}, then the
existence of the limiting random variable qk,∞(θ, θ′) will allow it to discard all other non-transmitted hypotheses.
Lemma 6 (Rejection of Non-Transmitted Hypotheses). Assume, for a given agent k, and for one non-transmitted
hypothesis θ ∈ Θ \ {θTX}:
µk,i(θ)
p−→ 0, (112)
and that Assumptions 1 and 2 hold. Then the same convergence holds for all hypotheses θ′ ∈ Θ \ {θ, θTX} for the
same agent.
Proof: Let θ 6= θTX be a non-transmitted hypothesis that fulfills (112). In view of (107), for any θ′ ∈ Θ\{θ, θTX}
we can write:
µk,i(θ) = µk,i(θ
′)eqk,i(θ,θ
′). (113)
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Now, under Assumptions 1 and 2, Lemma 5 reveals that qk,i(θ, θ′) converges in distribution to a certain random
variable qk,∞(θ, θ′). In view of the continuous mapping theorem [44], we conclude that:
eqk,i(θ,θ
′) d−→ eqk,∞(θ,θ′). (114)
Examining (113), we see that µk,i(θ) is given by the product of two random sequences: i) the first sequence,
{µk,i(θ′)}, vanishes in probability as i→∞ in view of (112); ii) the second sequence, {eqk,i(θ,θ′)}, converges in
distribution as i→∞ in view of (114). Using Slutsky’s Theorem [44], we conclude that µk,i(θ) converges to zero
in distribution, and, hence, in probability since zero is a constant.
In other words, whenever an agent discards a non-transmitted hypothesis, it will automatically discard all other
non-transmitted hypotheses. This result will bind together the evolution of the non-transmitted hypotheses in the
case when the respective beliefs components are converging in probability to zero, which we refer to as parallel
rejection of non-transmitted hypotheses.
Finally we introduce a technical result, which is used in the proof of Lemma 4.
Lemma 7 (Useful Convergence Result). Let zi = xiyi, where {xi} and {yi} are two sequences of nonnegative
random variables such that xi vanishes in probability, and:
P(yi > M) ≤ g(M), with lim
M→0
g(M) = 0. (115)
Then, we have that:
zi
p−→ 0. (116)
Proof: Let us consider the following implication of events, for any positive values M and γ:{
xi ≤ γ
M
}⋂{
yi ≤M
}
=⇒
{
xiyi ≤ γ
}
, (117)
which, using De Morgan’s laws [38], is equivalent to:{
xiyi > γ
}
=⇒
{
xi >
γ
M
}⋃{
yi > M
}
. (118)
Since, for any two events A,B, the condition A =⇒ B implies that P(A) ≤ P(B), from (118), and using the
union bound, we conclude that:
P(zi > γ) ≤ P(xi > γ/M) + P(yi > M)
≤ P(xi > γ/M) + g(M), (119)
where the latter inequality follows by the upper bound in (115). Now, let us fix a value ε > 0. For sufficiently large
M , we have that g(M) ≤ ε/2 in view of the limit appearing in (115). On the other hand, since by assumption xi
converges to zero in probability, for given values of M and γ there exists certainly a sufficiently large i0 such that,
for every i ≥ i0, also the quantity P(xi > γ/M) is upper bounded by ε/2, which implies, for i ≥ i0:
P(zi > γ) ≤ ε, (120)
and the claim of the lemma is proved.
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APPENDIX D
PROOF OF THEOREM 3
From Lemma 1 (see Appendix A), we see that the sign of the quantity on the RHS of (47) will dictate different
convergence behaviors. Note that KL divergences are finite from Assumption 1. First, consider the case when
dave(θ¯TX) > dave(θTX) (121)
which implies that the asymptotic rate of convergence seen in (47) is strictly negative. Since µk,i(θ) is bounded
by 1 for any hypothesis θ, then
1
i
log
µk,i(θ)
µk,i(θTX)
a.s.−→ dave(θTX)− dave(θ¯TX) < 0
=⇒ log µk,i(θ)
µk,i(θTX)
a.s.−→ −∞
=⇒ µk,i(θ) a.s.−→ 0, (122)
which holds for all θ ∈ Θ \ {θTX}. This, in turn, implies that
µk,i(θTX)
a.s.−→ 1. (123)
Next, consider the case:
dave(θ¯TX) < dave(θTX) (124)
implying that the asymptotic rate of convergence in (47) is strictly positive. In this case, since again µk,i(θ) is
bounded, we have that
1
i
log
µk,i(θ)
µk,i(θTX)
a.s.−→ dave(θTX)− dave(θ¯TX) > 0
=⇒ log µk,i(θ)
µk,i(θTX)
a.s.−→ +∞
=⇒ µk,i(θTX) a.s.−→ 0, (125)
which, in view of (22), implies that, for every θ ∈ Θ \ {θTX},
µk,i(θ)
a.s.−→ 1
H − 1 . (126)
APPENDIX E
PROOF OF THEOREM 4
We will start by addressing the first part of Theorem 4. Let us develop the recursion in (20) with θ = θTX and
θ′ = θ0.
log
µk,i(θTX)
µk,i(θ0)
= akk log
µk,i−1(θTX)
µk,i−1(θ0)
+ akk log
Lk(ξk,i|θTX)
Lk(ξk,i|θ0)
+
K∑
`=16`=k
a`k log
µ`,i−1(θTX)L`(ξ`,i|θTX)∑
τ 6=θTX
1
H−1µ`,i−1(τ)L`(ξ`,i|τ)
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(a)
≤
K∑
`=1
a`k log
µ`,i−1(θTX)
µ`,i−1(θ0)
+
K∑
`=1
a`k log
L`(ξ`,i|θTX)
L`(ξ`,i|θ0)
+
K∑
`=1
` 6=k
a`k log (µ`,i−1(θ0)L`(ξ`,i|θ0))
−
K∑
`=1
` 6=k
a`k
∑
τ 6=θTX
log (µ`,i−1(τ)L`(ξ`,i|τ))
H − 1
=
K∑
`=1
a`k log
µ`,i−1(θTX)
µ`,i−1(θ0)
+
K∑
`=1
a`k log
L`(ξ`,i|θTX)
L`(ξ`,i|θ0)
−
K∑
`=1
` 6=k
a`k
H − 1
∑
τ 6=θTX
(
log
L`(ξ`,i|τ)
L`(ξ`,i|θ0) + log
µ`,i−1(τ)
µ`,i−1(θ0)
)
, (127)
where (a) follows from Jensen’s inequality applied as follows:
log
 ∑
τ 6=θTX
1
H − 1µ`,i−1(τ)L`(ξ`,i|τ)

≥
∑
τ 6=θTX
1
H − 1 log (µ`,i−1(τ)L`(ξ`,i|τ)) . (128)
Setting yk,i = log
µk,i(θTX)
µk,i(θ0)
and
xk,i =
K∑
`=1
a`k log
L`(ξ`,i|θTX)
L`(ξ`,i|θ0)
−
K∑
`=1
` 6=k
a`k
H − 1
∑
τ 6=θTX
log
L`(ξ`,i|τ)
L`(ξ`,i|θ0)
−
K∑
`=1
` 6=k
a`k
H − 1
∑
τ 6=θTX
log
µ`,i−1(τ)
µ`,i−1(θ0)
, (129)
we can write (127) in vector form as:
yi 4 A>yi−1 + xi. (130)
where the symbol 4 denotes element-wise inequality. Therefore, the recursion in (130) matches the model in (153),
but for the fact that we have an inequality in place of an equality. Since the matrix A has nonnegative entries, we
can still develop the recursion preserving the inequality, allowing us to use the results from Lemma 8 (Appendix G).
We need now to show that xi, as defined in (129), satisfies the conditions (155)–(157) in Lemma 8. Regarding
the log-likelihood ratio terms, i.e., the first two terms on the RHS of (129), since these terms satisfy Assumption 1
and since the observations ξ`,i are i.i.d. across time, the result of Lemma 8 can be applied to these terms, in view
of Property 1. For these two terms, from Property 1 (Appendix G), we have that
x¯ =
K∑
`=1
a`kE
(
log
L`(θTX)
L`(θ0)
)
−
K∑
`=1
` 6=k
a`k
H − 1
∑
τ 6=θTX
E
(
log
L`(τ)
L`(θ0)
)
(131)
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For what concerns the log-belief ratio, i.e., the third term on the RHS of (129), we have that this term behaves like
the recursion seen in (109), which reveals that the log-belief ratio for the non-transmitted hypotheses matches the
model in (170). As a result, conditions (155)–(157) are automatically satisfied in view of Lemma 9.
From Lemma 8, we have that
lim sup
i→∞
1
i
log
µk,i(θTX)
µk,i(θ0)
a.s.≤ −
K∑
`=1
v`d`(θTX) +
K∑
`=1
v`
K∑
n=1
n6=`
an`
H − 1
∑
τ 6=θTX
dn(τ)
−
K∑
`=1
v`
K∑
n=1
n 6=`
an`
H − 1
∑
τ 6=θTX
lim
i→∞
1
i
i∑
j=1
log
µn,j−1(τ)
µn,j−1(θ0)
. (132)
Remember that for τ, θ0 6= θTX and τ ∈ Θ¯n, according to Lemma 9 (Appendix G), we have that
1
i
i∑
j=1
log
µn,j(τ)
µn,j(θ0)
a.s.−→ ann
1− annE
(
log
Ln(τ)
Ln(θ0)
)
= − ann
1− ann dn(τ). (133)
We have then that
lim sup
i→∞
1
i
log
µk,i(θTX)
µk,i(θ0)
a.s.≤ −
K∑
`=1
v`d`(θTX)
+
K∑
`=1
v`
K∑
n=1
n 6=`
an`
(
ann
1− ann + 1
)
1
H − 1
∑
τ 6=θTX
dn(τ)
= −
K∑
`=1
v`d`(θTX) +
1
H − 1
∑
τ 6=θTX
K∑
`=1
v`
K∑
n=1
n6=`
an`
1
1− ann dn(τ)
= −
K∑
`=1
v`d`(θTX) +
1
H − 1
∑
τ 6=θTX
K∑
`=1
v`d`(τ), (134)
where (134) follows from algebraic manipulations, taking into account the left stochasticity of matrix A and the
definition of the Perron eigenvector v. As long as the RHS of (134) assumes a negative value, this implies that
µk,i(θTX)
a.s.−→ 0. (135)
The proof for the first part of Theorem 4 is complete. We proceed now to examine the second part. Considering
Assumption 6 and developing the recursion in (109) for θ = τ and θ′ = τ ′, the boundedness of log-likelihood ratios
is inherited by the ratio of the log-beliefs for any non-transmitted hypotheses τ, τ ′ ∈ Θ \ {θTX}. In fact, exploiting
(109) and the upper bound in (34), and iterating over i, we can write:
log
µk,i(τ)
µk,i(τ ′)
≤ aikk log
µk,0(τ)
µk,0(τ ′)
+B
i∑
j=1
ai−j+1kk
= aikk log
µk,0(τ)
µk,0(τ ′)
+ akk
1− aikk
1− akkB. (136)
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We know that {aikk} forms a sequence converging to zero as i→∞. For an arbitrarily small ε > 0 and a sufficiently
large i, we have then:
log
µk,i(τ)
µk,i(τ ′)
≤ akk
1− akkB + ε log
µk,0(τ)
µk,0(τ ′)
=⇒ µk,i(τ) ≤ µk,i(τ ′)e
akk
1−akkB+. (137)
where we defined:
 , ε log µk,0(τ)
µk,0(τ ′)
. (138)
Note that if ε is arbitrarily small,  will also be arbitrarily close to zero due to Assumption 2. Repeating the same
reasoning for the lower bound, we have, for i large enough:
µk,i(τ
′)e−
akk
1−akkB− ≤ µk,i(τ) ≤ µk,i(τ ′)e
akk
1−akkB+. (139)
Developing the recursion in (20) with θ ∈ Θ \ {θTX} and θ′ = θTX, we have that:
log
µk,i(θ)
µk,i(θTX)
= akk log
ψk,i(θ)
ψk,i(θTX)
+
K∑
`=1
` 6=k
a`k log
∑
τ 6=θTX L`(ξ`,i|τ)µ`,i−1(τ)
L`(ξ`,i|θTX)µ`,i−1(θTX)(H − 1)
=
K∑
`=1
a`k log
ψk,i(θ)
ψk,i(θTX)
+
K∑
`=1
` 6=k
a`k log
∑
τ 6=θTX L`(ξ`,i|τ)µ`,i−1(τ)
L`(ξ`,i|θ)µ`,i−1(θ)(H − 1)
(a)
≤
K∑
`=1
a`k log
ψk,i(θ)
ψk,i(θTX)
+
K∑
`=1
` 6=k
a`k log
∑
τ 6=θTX L`(ξ`,i|τ)
L`(ξ`,i|θ)(H − 1)
+
K∑
`=1
` 6=k
a`k
(
a``
1− a``B + 
)
(b)
=
K∑
`=1
a`k log
µk,i−1(θ)
µk,i−1(θTX)
+
K∑
`=1
a`k log
L`(ξ`,i|θ)
L`(ξ`,i|θTX)
+
K∑
`=1
` 6=k
a`k log
L`(ξ`,i|θ¯TX)
L`(ξ`,i|θ) +
K∑
`=1
` 6=k
a`k
(
a``
1− a``B + 
)
=
K∑
`=1
a`k log
µk,i−1(θ)
µk,i−1(θTX)
+
K∑
`=1
a`k log
L`(ξ`,i|θ)
L`(ξ`,i|θTX)
+
K∑
`=1
a`k log
L`(ξ`,i|θ¯TX)
L`(ξ`,i|θ) − akk log
Lk(ξk,i|θ¯TX)
Lk(ξk,i|θ)
+
K∑
`=1
` 6=k
a`k
(
a``
1− a``B + 
)
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=
K∑
`=1
a`k log
µk,i−1(θ)
µk,i−1(θTX)
+
K∑
`=1
a`k log
L`(ξ`,i|θ¯TX)
L`(ξ`,i|θTX)
− akk log Lk(ξk,i|θ¯TX)
Lk(ξk,i|θ) +
K∑
`=1
` 6=k
a`k
(
a``
1− a``B + 
)
(140)
where in (a) we used the upper bound in (139) for τ ′ = θ, that is:
µ`,i−1(τ)
µ`,i−1(θ)
≤ e
a``
1−a``B+ (141)
and in (b) we used the definition of L`(θ¯TX) seen in (24). Setting yk,i =
µk,i(θ)
µk,i(θTX)
and:
xk,i =
K∑
`=1
a`k log
L`(ξ`,i|θ¯TX)
L`(ξ`,i|θTX) − akk log
Lk(ξk,i|θ¯TX)
Lk(ξk,i|θ)
+
K∑
`=1
` 6=k
a`k
(
a``
1− a``B + 
)
. (142)
We can rewrite (140) in vector form as:
yi 4 A>yi−1 + xi (143)
Notice that the recursion in (143) satisfies the model in (153), but for the inequality. As we develop the recursion,
the inequality in (143) is preserved. Regarding the conditions on xi for applying Lemma 8, the first two terms
on the RHS of (142) inherit the i.i.d. property of the observations ξi and have finite expectation (the argument
here is similar to the one used in the proof of Lemma 1 in Appendix A). The third term on the RHS of (142) is
deterministic and bounded. Applying Property 1, we see that xi satisfies the conditions (155)–(157) in Lemma 8
with x¯ = E(xi). From Lemma 8 and for each θ 6= θTX, we have that
lim sup
i→∞
1
i
log
µk,i(θ)
µk,i(θTX)
a.s.≤
K∑
k=1
vk
K∑
`=1
a`kE
(
log
L`(θ¯TX)
L`(θTX)
)
−
K∑
k=1
vkakkE
(
log
Lk(θ¯TX)
Lk(θ)
)
+
K∑
k=1
vk
K∑
`=1
` 6=k
a`k
(
a``
1− a``B+
)
. (144)
Taking into account the arbitrariness of , we end up with the following result:
lim sup
i→∞
1
i
log
µk,i(θ)
µk,i(θTX)
a.s.≤ −
K∑
k=1
vkdk(θ¯TX) +
K∑
k=1
vkdk(θTX)
+
K∑
k=1
vkakkdk(θ¯TX)−
K∑
k=1
vkakkdk(θ)
+B
K∑
k=1
vk
K∑
`=1
` 6=k
a`k
a``
1− a``
(a)
≤ −
K∑
k=1
vkdk(θ¯TX) +
K∑
k=1
vkdk(θTX) +
K∑
k=1
vkakkdk(θ¯TX)
+B
K∑
k=1
vk
K∑
`=1
` 6=k
a`k
a``
1− a``
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(b)
=
K∑
k=1
vkdk(θTX)−
K∑
k=1
vk(1− akk)dk(θ¯TX) +B
K∑
k=1
vkakk, (145)
where we considered in (a) that
∑K
k=1 vkakkdk(θ) ≥ 0 from the nonnegativity of the KL divergences and of terms
akk and the positivity of the Perron eigenvector. In (b), we considered the left stochasticity of matrix A and the
definition of the Perron eigenvector. As long as the RHS of (145) assumes a negative value, it implies that for all
θ ∈ Θ \ {θTX}:
µk,i(θ)
a.s.−→ 0 =⇒ µk,i(θTX) a.s.−→ 1. (146)
APPENDIX F
PROOF OF PROPOSITION 1
Let the belief vector µk,i be split into two components for every agent k: µk,i(θTX) and µk,i(θ¯TX), the latter
defined as
µk,i(θ¯TX) =
∑
τ 6=θTX
µk,i(τ). (147)
Similarly, for the intermediate belief vector ψk,i, we define:
ψk,i(θ¯TX) =
∑
τ 6=θTX
ψk,i(τ). (148)
Remember, from (22), that all non-transmitted components of µk,i evolve equally according to:
µk,i(τ) =
µk,i(θ¯TX)
H − 1 (149)
for any τ 6= θTX. Replace (15) into (148):
ψk,i(θ¯TX) =
∑
τ 6=θTX
µk,i−1(τ)Lk(ξk,i|τ)∑
θ′∈Θ
µk,i−1(θ′)Lk(ξk,i|θ′)
(a)
=
∑
τ 6=θTX
µk,i−1(θ¯TX)
H−1 Lk(ξk,i|τ)
µk,i−1(θTX)Lk(ξk,i|θTX) +
∑
θ′ 6=θTX
µk,i−1(θ¯TX)
H−1 Lk(ξk,i|θ′)
(b)
=
µk,i−1(θ¯TX)Lk(ξk,i|θ¯TX)
µk,i−1(θTX)Lk(ξk,i|θTX) + µk,i−1(θ¯TX)Lk(ξk,i|θ¯TX)
, (150)
where in (a) the non-transmitted components are replaced by (22), and in (b) the likelihood function corresponding
to the complementary hypothesis θ¯TX is replaced by (24). Note that (150) corresponds to the Bayesian update
for the complementary hypothesis θ¯TX under the set of two hypotheses Θb = {θTX, θ¯TX}, and with the fictitious
likelihood in (24).
Similarly to the belief vectors µk,i, we now show that the non-transmitted components of the modified belief
ψ̂k,i evolve equally over time. From (16) and (148) we have, for any non-transmitted hypothesis τ 6= θTX:
ψ̂`,i(τ) =
ψ`,i(θ¯TX)
H − 1 . (151)
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Consider now the combination step. Replacing (17) into (147) results in:
µk,i(θ¯TX) =
∑
τ 6=θTX
exp
(
K∑`
=1
a`k log ψ̂`,i(τ)
)
∑
θ′∈Θ
exp
(
K∑`
=1
a`k log ψ̂`,i(θ′)
)
(a)
=
∑
τ 6=θTX
exp
(
K∑`
=1
a`k log
ψ`,i(θ¯TX)
H−1
)
exp
(
K∑`
=1
a`k logψ`,i(θTX)
)
+
∑
θ′ 6=θTX
exp
(
K∑`
=1
a`k log
ψ`,i(θ¯TX)
H−1
)
=
exp
(
K∑`
=1
a`k logψ`,i(θ¯TX)
)
exp
(
K∑`
=1
a`k logψ`,i(θTX)
)
+exp
(
K∑`
=1
a`k logψ`,i(θ¯TX)
) , (152)
where in (a), the non-transmitted components of the modified belief vector are replaced by (151). Note that (152)
is equivalent to writing a (log-linear) combination step for the binary set of hypotheses Θb = {θTX, θ¯TX}.
Since µk,i(θTX) and µk,i(θ¯TX) (and similarly ψk,i(θTX) and ψk,i(θ¯TX)) sum up to one, we have that for every
θ ∈ Θb, the partial information algorithm enunciated in (15)–(17) behaves in the same manner as if each agent k
performed the two steps in the traditional social learning algorithm seen in (10)–(11) for the two hypotheses in Θb,
which agrees with the claim in Proposition 1.
APPENDIX G
AUXILIARY RESULTS AND THEIR PROOFS
Lemma 8 (Main Vector Recursion). Let a sequence of random vectors yi with dimension K × 1 be defined
through the following recursion, for i = 1, 2, . . .
yi = A
>yi−1 + xi. (153)
with a deterministic initial vector y0 with finite elements, and where A is a primitive left-stochastic (deterministic)
matrix satisfying:
lim
i→∞
Ai = v1>. (154)
for some vector v with positive entries such that 1>v = 1. Moreover xi is a sequence of random vectors (with
entries {x`,i}) possessing the following properties, for a certain deterministic vector x¯, and for any fixed index i0:
1
i
i∑
j=1
x`,j
a.s.−→ x¯`, (155)
lim sup
i→∞
1
i
i∑
j=1
|x`,j |
a.s
< ∞, (156)
1
i
i∑
j=i−i0
x`,j
a.s.−→ 0. (157)
Then we have that,
1
i
yi
a.s.−→ 1v>x¯. (158)
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Proof: Iterating the recursion in (153), we get:
yi = (A
i)>y0 +
i−1∑
j=0
(Aj)>xi−j . (159)
Once scaled by i, the first term on the RHS vanishes when i tends to infinity in view of the properties of A. We
focus on the second term. It is useful to rewrite the summation in (159) as follows:
1
i
i−1∑
j=0
(Aj)>xi−j =
1
i
i−1∑
j=0
(Aj − v1>)>xi−j + 1
i
i−1∑
j=0
1v>xi−j . (160)
Regarding the last term on the RHS of (160), in view of (155), we have that:
1
i
i−1∑
j=0
1v>xi−j = 1v>
1
i
i∑
j=1
xj
a.s.−→ 1v>x¯. (161)
Accordingly, the claim of the lemma will be proved if we show that the first term on the RHS of (160) vanishes
with probability one. From (154), for some ε > 0, there exists an index i0 such that, for all j > i0:∣∣[Aj ]`k − v`∣∣ < ε. (162)
Let us therefore split the term of interest as:
1
i
i−1∑
j=0
(Aj − v1>)>xi−j = 1
i
i−1∑
j=i0+1
(Aj − v1>)>xi−j
+
1
i
i0∑
j=0
(Aj − v1>)>xi−j (163)
Let us address the first term on the RHS of (163). Considering its k-th component, we can write its absolute value
as:
1
i
∣∣∣∣∣∣
i−1∑
j=i0+1
K∑
`=1
(
[Aj ]`k − v`
)
x`,i−j
∣∣∣∣∣∣
≤ ε
K∑
`=1
1
i
i−1∑
j=i0+1
|x`,i−j | = ε
K∑
`=1
1
i
i−i0−1∑
j=1
|x`,j |, (164)
where we used the bound in (162). Due to the arbitrariness of ε, and in view of (156), the first term on the RHS
of (163) vanishes. Regarding the second term on the RHS of (163), we can write the absolute value of its k−th
component as:
1
i
∣∣∣∣∣∣
i0∑
j=0
K∑
`=1
[Aj ]`k x`,i−j
∣∣∣∣∣∣ ≤ 1i
i0∑
j=0
K∑
`=1
[Aj ]`k|x`,i−j |
(a)
≤ 1
i
i0∑
j=0
K∑
`=1
|x`,i−j | =
K∑
`=1
1
i
i∑
j=i−i0
|x`,j |, (165)
where the inequality in (a) follows because A is left-stochastic. In view of (157), this last term vanishes almost
surely, thus concluding the proof.
The following property shows that conditions (155)– (157) in Lemma 8 are satisfied for the particular case in
which the random vectors {xi} are i.i.d. and have finite expectation.
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Property 1 (Properties of Random Variables with Finite Expectation). Consider the sequence of i.i.d. integrable
random vectors {xi} with E(xi) = x¯. Then, the following properties are satisfied, for a fixed index i0:
1
i
i∑
j=1
xj
a.s.−→ x¯, (166)
1
i
i∑
j=1
|xj | a.s.−→ E(|xj |) <∞ (167)
1
i
i∑
j=i−i0
xj
a.s.−→ 0, (168)
where the almost sure convergence holds element-wise for the random vector summations. Eqs. (166) and (167)
follow from the Strong Law of Large Numbers (SLLN) [38]. Regarding (168), we first consider the inequality,
holding for any integrable random variable z, and any ε > 0 [45][Theorem 3.2.1]:
ε
∞∑
i=1
P(|z| > εi) ≤ E(|z|) <∞. (169)
Introduce the random variables x˜i =
∑i
j=i−i0 x`,j , which are integrable and identically distributed, since they are
a sum of i0 identically distributed integrable random variables. From (169), we have
∑∞
i=1 P(|x˜i| > εi) < ∞.
Therefore, condition (168) follows from the Borel-Cantelli lemma [38]. 
Lemma 9 (Scalar Recursion). Let yi be a (scalar) random variable satisfying, for 0 < a < 1:
yi = ayi−1 + axi, (170)
where {xi} are i.i.d. integrable random variables whose expectation is given by E(xi) = mx, and y0 is a
deterministic finite scalar. We have that:
1) yi converges in distribution, as i→∞, to a random variable y∞ that can be defined as:
yi
d−→ y∞ ,
∞∑
j=1
ajxj . (171)
2) The following conditions are satisfied:
yi
i
a.s.−→ 0, (172)
1
i
i∑
j=1
yj
a.s.−→ a
1− amx, (173)
lim sup
i→∞
1
i
i∑
j=1
|yj |
a.s.
< ∞. (174)
Proof: For item 1), we develop the recursion in (170):
yi = a
iy0 +
i∑
j=1
ajxi−j+1. (175)
Now, since xi are i.i.d. across i, we can write the following equality in distribution:
yi = a
iy0 +
i∑
j=1
ajxi−j+1
d
= aiy0 +
i∑
j=1
ajxj . (176)
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The random series on the RHS in (176) is the sum of independent random variables, with
∞∑
j=1
E(|ajxj |) = E(|x|)
∞∑
j=1
aj = E(|x|) a
1− a <∞, (177)
where index j was suppressed due to identical distribution across time. This condition is sufficient to conclude that
the random series is almost-surely (and absolutely) convergent [46, Lemma 3.6′]. Denoting the value of the series
by y∞, in view of (176) we conclude that:
yi
d−→ y∞. (178)
For item 2), we will first show the result in (172). To do that, consider again the recursion in (175) with y0
deterministic:
yi = a
iy0 +
i∑
j=1
ajxi−j+1
=⇒ 1
i
yi =
1
i
aiy0 +
1
i
i∑
j=1
ajxi−j+1. (179)
The first term on the RHS of (179) converges to zero as i goes to infinity. Since 0 < a < 1, we know that {aj}
forms a converging sequence, which implies that for some ε > 0, there exists an index i0 such that, for all j > i0:
|aj | < ε. (180)
We can therefore rewrite the second term on the RHS of (179) as
1
i
i∑
j=1
ajxi−j+1 =
1
i
i0∑
j=1
ajxi−j+1 +
1
i
i∑
j=i0+1
ajxi−j+1. (181)
Let us address the first term on the RHS of (181), but considering its absolute value:
1
i
∣∣∣∣∣∣
i0∑
j=1
ajxi−j+1
∣∣∣∣∣∣ ≤ 1i
i0∑
j=1
|xi−j+1| = 1
i
i∑
j=i−i0+1
|xj | . (182)
Under similar arguments to those under Property 1, we introduce the random variables x˜i =
∑i
j=i−i0+1 |xj |, which
are integrable and identically distributed. In view of (169) and using the Borel-Cantelli lemma, we obtain:
∞∑
i=1
P(|x˜i| > εi) <∞ =⇒ 1
i
i∑
j=i−i0+1
|xj | a.s.−→ 0. (183)
Now consider the second term on the RHS of (181). In view of (180), the term can be bounded as:
1
i
∣∣∣∣∣∣
i∑
j=i0+1
ajxi−j+1
∣∣∣∣∣∣ ≤ 1i ε
i∑
j=i0+1
|xi−j+1| = 1
i
ε
i−i0∑
j=1
|xj | (184)
=⇒ lim sup
i→∞
1
i
∣∣∣∣∣∣
i∑
j=i0+1
ajxi−j+1
∣∣∣∣∣∣ a.s.≤ εE(|xj |), (185)
where the RHS of (184) converges to the RHS of (185) in view of the SLLN (since xj is integrable). Taking the
limit as ε→ 0 in (185), we conclude that the limit superior in (185) vanishes, and therefore (172) holds.
Let us now show the result in (173), but considering the original recursion in (170):
yi = ayi−1 + axi
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=⇒ 1
n
n∑
i=1
yi =
a
n
n∑
i=1
yi−1 +
a
n
n∑
i=1
xi (186)
Note that the first term on the RHS of (186) can be written as
1
n
a
n∑
i=1
yi−1 =
a
n
n−1∑
k=0
yk =
a
n
n∑
k=1
yk − ayn
n
+ a
y0
n
, (187)
and therefore (186) can be rewritten as
(1− a) 1
n
n∑
i=1
yi = −ayn
n
+ a
y0
n
+ a
1
n
n∑
i=1
xi,
a.s.−→ amx, (188)
where the first term on the RHS vanishes in view of (172), the second term deterministically goes to zero, and
the third term converges almost surely to amx from the SLLN as n goes to infinity. It remains to verify condition
(174). To this aim, it is useful to introduce the recursion:
si = asi−1 + |xi|, with initial condition s0 = |y0|. (189)
From (189) we can write:
si = a
i|y0|+
i∑
j=1
aj |xi−j+1|. (190)
Comparing (190) against (175), by application of the triangle inequality we conclude that |yi| ≤ si. On the other
hand, si matches the model in (170) and, hence, in view of (173) we can write (E(|x|) is the common mean of
the random variables |xj |):
lim
i→∞
1
i
i∑
j=1
sj =
a
1− aE(|x|). (191)
Moreover, since |yi| ≤ si we have that:
lim sup
i→∞
1
i
i∑
j=1
|yj |
a.s.≤ lim
i→∞
1
i
i∑
j=1
sj
a.s.
=
a
1− aE(|x|) <∞, (192)
which reveals that condition (155) holds.
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