A series of experiments is conducted where a quantitative non-intrusive optical technique is used to investigate disturbances in the free-stream of T5, the free-piston driven reflected shock tunnel at Caltech. The optical technique, focused laser differential interferometry (FLDI), measures fluctuations in density. In the test matrix, reservoir enthalpy is varied while the reservoir pressure is held fixed. The results show the perturbations in density are not a strong function of the reservoir enthalpy. During one experiment, exceptional levels of noise were detected; this unique result is attributed to non-ideal operation of the shock tunnel. The data indicate that rms density fluctuations of less than 0.75% are achievable with attention to tunnel cleanliness. In addition, the spectral content of density fluctuation does not change throughout the test time.
Nomenclature

I. Introduction
For nearly fifty years the study of boundary layer transition on hypersonic vehicles has been a topic of national and international research. Understanding transition is important in the design process of a hypersonic vehicle because of the need to predict surface heating rates and skin friction coefficients, both of which may be several times higher when the boundary layer is turbulent.
1 Several types of ground-test facilities are used in high-speed boundary layer transition research. One type is a reflected shock tunnel, an impulse facility capable of simulating hypervelocity flows with high reservoir enthalpy and high reservoir pressure, enabling the investigation of high-enthalpy effects on transition. The boundary layer receptivity problem makes the characterization of the noise environment in the free-stream a key aspect of studying transition in ground-test. [2] [3] [4] [5] An extensive review of the effect of tunnel noise on high-speed boundary layer transition has been made by Schneider; 6 the major sources of disturbances in a shock tunnel are noted to be the turbulent boundary layer on the nozzle wall and/or the entropy fluctuations being advected from the reservoir of the facility.
Pitot pressure measurements are typically made to quantify the perturbations in the test gas. 7 In a reflected shock tunnel this is difficult because: 1) The bandwidth of commercially available piezoelectric pressure transducers is too low (<1 MHz) to cover the frequency band of importance.
2) The pressure transducers must be flush mounted to avoid resonances in any sort of protective cavity. 8 Flush mounting the transducer causes excessive thermal loading and puts them at risk for particulate impact after the passage of the test gas.
3) It is uncertain that flush mounted pressure transducers in a Pitot probe configuration produce a faithful representation of the noise level in a supersonic or hypersonic free-stream. The interaction of free-stream fluctuations with the bow shock wave 9 that forms in front of the transducer may thwart the goal of resolving a wide range of disturbance length scales. This interaction is known to be a function of the obliqueness 10 and the strength 11 of the shock wave. Furthermore, the complexity of the subsonic flow-field behind the bow shock wave may further obscure the fidelity of free-stream disturbance measurement.
Non-intrusive optical methods are an alternative to direct mechanical measurement. One limitation to successful implementation is the harsh vibration environment in a large scale reflected shock tunnel, making proper alignment difficult to execute repeatedly. Another limitation is that many optical methods are line of sight integrating. They probe any media they traverse, including the turbulent shear layer that forms at the end of the nozzle wall; this adds irrelevant background noise to the measurement. Single point focused schlieren has been used to explore the noise levels in T5 with moderate success, primarily limited in effectiveness by the difficulty in calibrating the diagnostic. 12 In another approach, the unsteadiness of the bow shock wave in front of a blunt body was measured in T5 by using an edge detection algorithm to track the position of the shock with high-speed schlieren.
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This paper describes a measurement technique and test results collected during an investigation of disturbances in the free-stream of T5. These experiments are part of a test campaign on hypervelocity boundary layer transition research currently being conducted in T5. 12, [14] [15] [16] The quantitative non-intrusive optical technique, focused laser differential interferometry (FLDI), has been successfully implemented to make quantitative measurements of density perturbations of the free-stream at the nozzle exit with high temporal (25 MHz) and spatial (700 µm) resolution. The experimental setup, bench testing, and results are presented.
II. Facility
All measurements are made in T5, the free-piston driven reflected shock tunnel at the California Institute of Technology (Fig. 1) . It is the fifth in a series of shock tunnels designed to simulate high-enthalpy effects on aerodynamics of vehicles flying at hypervelocity speeds in planetary atmospheres. More information regarding the capabilities of T5 can be found in the literature.
17
An experiment and typical operating conditions are as follows: a 120 kg aluminum piston is loaded into the compression tube/secondary reservoir junction. A secondary diaphragm (mylar, 127 µm thick) is inserted at the nozzle throat at the end of the shock tube near the test section and a primary diaphragm (stainless steel, 7 mm thick) is inserted at the compression tube/shock tube junction. The test section, shock tube and compression tube are sealed, then evacuated. The shock tube is filled with the test gas (in the present study, air) to 40-120 kPa, the compression tube is filled with a He/Ar mixture to 100 kPa and the secondary reservoir is filled with air to 10 MPa. The air in the secondary reservoir is released, driving the 120 kg aluminum piston into the compression tube. This piston motion compresses the driver gas to the rupture pressure of the primary diaphragm (100 MPa). Following the primary diaphragm rupture, a shock wave propagates in the shock tube, is reflected off the end wall, breaking the secondary diaphragm and re-processing the test gas. The test gas is then at high temperature (6000 K) and pressure (60 MPa) with negligible velocity, and is then expanded through a converging-diverging contoured nozzle to Mach 5.5 in the test section.
III. Measurement Technique
The measurement technique chosen for this study is a specific type of two beam interferometry, focused laser differential interferometry (FLDI). Smeets developed the technique, along with a number of similar configurations, at ISL (Saint Louis, France) for use in gas dynamic studies in the 1970's. Following the optical path in Fig. 2 , starting from the laser (200 mW Spectra Physics Excelsior-532-200-CDRH), the beam is turned by a periscope arrangement for precise directional control. The beam is expanded by a lens, C 1 , and linearly polarized by P 1 at 45
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• to the polarization axes of the first Wollaston prism, W 1 . The two polarization axes of W 1 lie in the plane normal to the horizontal span-wise direction. The prism splits the light by a narrow angle (2 arc minutes) in the stream-wise direction into orthogonally polarized beams. One beam is polarized in the stream-wise direction, the other beam is polarized in the vertical span-wise direction. The separation of the beams is fixed at 350 µm by a lens, C 2 , while the diameter of the beams is reduced to a point in the center of the test section. This arrangement creates two beams with orthogonal polarization that share much of the same optical path except within ±15 mm of the focal point (along the beam direction, centered at A in Fig. 2 , shown in detail in Fig. 3 ). In the focal region, the beams are less than 100 µm in diameter, and traverse separate but very closely spaced volumes; they are 350 µm apart, assuming 1/e 2 Gaussian beam propagation. 22 It is primarily within this small focal region that the diagnostic is sensitive to changes in optical path length (OPL). Beyond the beam focus, the optical paths are again common and outside the test section an additional lens, C 2 , re-focuses the beams. The Wollaston prism, W 2 , and polarizer, P 2 , recombine and then mix the orthogonally polarized beams, such that the interference will be registered as irradiance fluctuations by the photodetector. The response of the photodetector (22.5V battery biased FDS100 photodiode) is amplified (SRS SR445) at a gain of 5 and digitized at 100 MHz by a 14-bit Ethernet oscilloscope (Cleverscope CS328A-XSE). Distance (mm) Figure 3 . The calculated Gaussian profile shows that two orthogonally polarized beams (one in yellow, one in blue) have a common optical path (the common optical path is shaded in green) for the majority of the test section. The exception is at the focus, where the diagnostic is most sensitive.
A relation between the fluctuations in density and irradiance at the photodetector is found by considering the region within ±15 mm of the focal point, along the beam direction, to be a two beam differential interferometer. The technique detects differences in phase, primarily due to the density differences at the two spatially separated focal regions; thus, making the interferometer sensitive to spatial density differences in the stream-wise direction. The relation between phase and change in irradiance due to change in OPL is
where ∆φ is the phase change at the beam focus, I d is the irradiance at the detector's surface, and I 1 = I 2 = I 0 are the irradiances of the orthogonally polarized beams. After the beams are mixed by the second polarizer, their unit vectors' dot product,l 1 ·l 2 , is unity. The change in phase is
where L is the integration length over the phase object in the focal region, ∆n is the change in refractive index between the two beams, and λ 0 is the wavelength of the laser. From the Gladstone-Dale relationship,
Eq. 2 becomes
The change in phase, ∆φ, is due to the difference in density, ρ −ρ ⊥ = ∆ρ. The densities are the instantaneous local densities interrogated by the beams polarized parallel (ρ ) and orthogonal (ρ ⊥ ) to the streamlines in the free-stream. The two beams are spaced 350 µm apart, and the phase object is integrated over the OPL, L (within ±15 mm of the focal point). For comparison between experiments it is more convenient to think of density changes in non-dimensional terms. Normalizing ∆ρ by the mean local density, ρ L makes Eq. 4,
The potential response of the photodetector, V is expressed as
where R is the responsivity of the photodiode and R L is the load resistance. A relation for the normalized change in density in terms of the output voltage of the photodetector and fixed parameters of the apparatus is found by combining Eqs. 1, 5 and 6 as
The interferometer is set to the most linear part of a fringe before each experiment, so there is a π/2 rad phase shift introduced, and V 0 = 2I 0 RR L . The phase shift, ∆φ is less than π/3 rad, so there no fringe ambiguity. This section describes the experimental evaluation of the sensitive region of the FLDI. A subsonic turbulent CO 2 jet is traversed in the horizontal span-wise direction along the direction of beam propagation (schematic in Fig. 4(a) ). The metric used to evaluate the size and character of the sensitive region in the span-wise direction is the amplitude of fluctuation at the focus relative to the amplitude of fluctuation at a distance from the focus. The rms value of the phase function,
IV. Bench Testing of Measurement Technique
is used as the measure of fluctuation, where N is the number of samples and ∆φ (as in Eq. 5) in terms of the potentials V and V 0 , is,
The bench tests were conducted in the following manner: 1) Place the nozzle approximately 2 millimeters from the focus of the FLDI (this initial position is shown in Fig. 4(a) ), 2) record data for 15 milliseconds, 3) translate the nozzle a small distance in the span-wise direction, 4) record data for 15 milliseconds, 5) repeat steps 3 and 4 until no noticeable perturbations in the oscilloscope reading are perceptible. The jet was confirmed to be subsonic by high-speed schlieren visualization. The results of this bench test demonstrate the decrease in response of the FLDI with increase in distance from the focus (Fig. 4(b) ). The 1/e folding in rms response of the FLDI to a subsonic CO 2 jet is ≈10 mm from the focus. The 1/e 2 folding in rms response of the FLDI is ≈15 mm from the focus. Double the 1/e 2 folding is chosen as the effective integration length, L =30 mm, for the FLDI (as in Eq. 2).
V. Results and Discussion
A test series using the measurement technique outlined in the previous section (see conditions in Table  1 , computed by the codes ESTC 23 and NENZF 24 ) was executed to investigate the noise in the free-stream flow of T5. The test-matrix was designed to hold the reservoir pressure (P R ) constant while varying the reservoir enthalpy (h R ) through the useful range of conditions in T5. Table 1 . Below is a summary of parameters for this test series. The reservoir enthalpy, pressure and temperature are h R , P R , and T R , respectively. The free-stream velocity, temperature, density, pressure, and unit Reynolds number are U∞, T∞, ρ∞, P∞, and Re unit ∞ , respectively. Seven high-pass filtered time traces of density perturbations (Fig. 5, top) illustrate that the noise level is similar through the range of reservoir enthalpy (h R ), other than shot 2684, which has a larger rms than the other experiments. This is explained by understanding the process of running T5. There are buffers that slow the piston to a stop after the primary diaphragm is ruptured (refer to Fig. 1 ), these buffers were destroyed during the prior experiment (shot 2683). The destroyed buffers, made from polyurethane, introduced material to the shock tube that was not completely removed during the normal cleaning process that is executed after each experiment. During the startup process of shot 2684, this buffer material was introduced to the flow, and registered as large fluctuations by the interferometer.
The spectral power-frequency plot (Fig. 5, middle) further illustrates the similarity for all tests other than shot 2684. The noise measured in the free-stream during shot 2684 appears to be of larger amplitude than other experiments at lower frequencies (<200 kHz). Applying Taylor's hypothesis, we also present the data in a premulitplied spectral power-wavenumber plot (Fig. 5, bottom) . The free-stream velocity (Table 1) is used as the velocity scale. When plotted in this fashion, the spectra (other than shot 2684) appear to collapse within the uncertainty limits and there is a clear separation between shot 2684 and the other shots. Characterizing the free-stream density disturbances is intended to aid high-speed boundary layer receptivity study research. The results presented in Fig. 5 are bandpass filtered at 5 kHz to 20 MHz. Further interpretation of the results are given in Table 2 . Rms density fluctuations are tabulated for each experiment for a range of cutoff frequencies. It is desirable to understand the amplitude of the rms density fluctuations at time scales of relavance to transition work being conducted in T5, so comparing the scaling of the most unstable frequency (f MU ) in the boundary layer on a five degree half angle cone (f MU ≈ 0.8u edge /(2δ 99 )) 25, 26 to the measured frequency content of free-stream disturbance is a logical step. An estimate of the most amplified frequency is f MU ≈ 1 MHz. The perspective of the most unstable frequency magnitude relative to the range of band pass cutoffs is important.
Examination of the spectral content evolution of fluctuations throughout the test time is important because there are complex non-steady wave systems in the reservoir of a reflected shock tunnel during the starting process and steady run time. The concern is that weak non-steady waves or driver gas contamina- Table 2 . Below is a summary of rms density fluctuations at different bandpass filtered with different cutoffs, the quatity rms(ρ/ρ L )×100 is tabulated for each shot. tion 27 may manifest themselves during the test time as trends in noise, i.e., the spectral content will shift because the driver gas (helium) leaks into the useful test flow. This point is addressed by constructing a spectrogram of the data presented in Fig. 5 . A spectrogram is made by estimating the power spectral density (PSD) of 10.2 µs windows with a 50 % overlap using the Welch method. An example (Fig. 6) shows contours of 10log 10 (|PSD|) in time-frequency space. The data indicate no clear trends in noise throughout the test time. The other experiments show a similar lack of trend in noise during the run time of the tunnel.
Cutoff
There are additional sources of noise that may vary with run condition, such as: 1) At higher reservoir enthalpy conditions for a fixed reservoir pressure, the Reynolds number in the nozzle is lower (because of higher viscosity and lower density). This may result in the boundary layer on the nozzle wall to transition to turbulence farther down-stream; the change in transition location on the nozzle wall could change the amount of noise the turbulent boundary layer contributes to the free-stream. 2) The contoured nozzle is being used at slightly off design conditions in this study. 3) For increasing reservoir enthalpy the contact discontinuity has a higher impedance mismatch. The higher the impedance mismatch, the lower the noise transmitted into the driven section from the driver section. Paul and Stalker 28 studied this effect in expansion tubes. These effects on free-stream noise are difficult to quantify with the current technique, and are secondary compared to the need to operate the shock tube and nozzle in the cleanest possible manner.
VI. Uncertainty Estimate
The systematic error stemming from applying Eq. 7 to the raw data is found by considering the propagation of uncertainty in ∆ρ/ρ L as a function of the input parameters. 29, 30 The largest sources of systematic error are considered to be the uncertainty introduced by the assumed integration length, L in Eq. 2 (assumed to be 30%), the error in the voltages relative to the infinite fringe arrangement, V and V 0 (assumed to be 50 mV), and the magnitude of the local density ρ L (assumed to be 20%). This leads to an error of approximately 35% in the magnitude of ∆ρ/ρ L , with a 95% confidence interval. There is systematic error in the magnitude of ∆ρ/ρ L from the spectral content estimation in each of the segments, this is approximately 20% in the magnitude of ∆ρ/ρ L , with a 95% confidence interval. Combining the errors from processing the data and estimating their spectra in a root-mean-squared sense, the systematic error is bounded at 40% (95% confidence interval). This uncertainty is presented in the spectral content plots as error bars (Fig. 5) .
Random error from electrical noise and mechanical vibrations can be estimated by inspecting the spectral content of the signal immediately preceding the test time. Approximately 10 ms before the test begins, vibration from the piston launch to compress the driver gas is transmitted through the steel rails that the entire shock tunnel rests on. By applying the identical signal processing scheme to the time just before the test, as used during the test, errors from ambient electrical noise and facility vibration can be bounded. There are peaks in the spectral content at 1.3, 1.4, 3.5 and 6 MHz. These peaks are from local radio stations and other unshielded electrical equipment. Precautions have been taken to eliminate such RF spikes in subsequent work. In the 5 kHz to 20 MHz frequency band, the spectral content from vibration and electrical noise is less than 0.5% in the magnitude of ∆ρ/ρ L (95% confidence interval); thus, the noise from mechanical vibration and electrical noise can be disregarded, except when interpreting the spectral plots at the noted frequencies.
VII. Conclusion
A focusing laser differential interferometer has been constructed and implemented in T5. Free-stream noise levels were measured over a range of reservoir enthalpy, keeping the reservoir pressure fixed. The rms levels of free-stream fluctuations in density are quite similar through the range of reservoir enthalpy explored, except for one experiment. The larger rms response in the exceptional experiment can be attributed to an event in the tunnel on the prior experiment. The present results indicate that rms density fluctuations of less than 0.75% are achievable with attention to tunnel cleanliness. The data indicate no clear trends in the spectral content of density fluctuation throughout the test time. In addition, the frequency content at above 800 kHz is of considerably smaller magnitude than the levels below 800 kHz, indicating that measurements of the acoustic instability 31 (linear density disturbances) in hypervelocity boundary layers can be carried out in T5.
