Abstract. Due to the proliferation of cloud computing, cloud-based systems are becoming an increasingly attractive target for malware. In an Infrastructure-as-a-Service (IaaS) cloud, malware located in a customer's virtual machine (VM) affects not only this customer, but may also attack the cloud infrastructure and other co-hosted customers directly. This paper presents CloudIDEA, an architecture that provides a security service for malware defense in cloud environments. It combines lightweight intrusion monitoring with on-demand isolation, evidence collection, and in-depth analysis of VMs on dedicated analysis hosts. A dynamic decision engine makes on-demand decisions on how to handle suspicious events considering cost-efficiency and quality-of-service constraints.
Introduction
Cloud computing has become a dominant computing paradigm over the past years. The flexibility and scalability offered by cloud providers lead to more and more services to be outsourced to the cloud. In this paper, we address security challenges that arise in an Infrastructure-as-a-Service (IaaS) cloud environment.
Detecting, analyzing and preserving evidence about attacks against customers' virtual machines (VMs) in the cloud is more complex than handling similar attacks on a local infrastructure controlled by the customer: the customer on the one hand has detailed knowledge about his own VMs, but lacks direct access to the cloud infrastructure. On the other hand, the cloud provider has full control over the cloud infrastructure and is potentially in a good position for analyzing abnormal activities, but lacks the contextual knowledge about the hosted VMs.
This difficulty limits the applicability of intrusion detection systems (IDSs) by the cloud operator. Using a heuristics-based IDS incurs the danger of false positives, i.e., classifying normal behavior of a VM as an attack. If an IDS suspicious activities alarm is used to automatically terminate the affected VM, false alarms will inhibit a legitimate service. If the only reaction to the alarm is a notification of the cloud customer, a delayed manual reaction to the alarm puts the cloud provider and other customers' VMs at risk.
The accuracy of attack detection, the comprehensiveness of malware analysis and the conclusiveness of evidence depend on the selection of information sources and monitoring mechanisms. Typically, more detailed information gathering incurs higher runtime cost. A non-trivial tradeoff to be made is between performance impact on a production system, analysis costs and quality of the collected data. Collecting data within a VM is susceptible to manipulation by the attacker. Acquiring conclusive evidence requires data collection at a place where an adversary is not able to alter it.
There are many existing approaches that address partial aspects of the outlined problem. To our best knowledge, however, there is no solution that combines stealthy intrusion detection, comprehensive evidence collection and indepth automated malware analysis in a joint architecture for cloud-based environments. In this paper, we address the following core research questions:
-How can both cloud providers and customers take advantage of state-of-theart malware defense mechanisms based on virtual machine introspection? -What introspection-based techniques are sufficiently lightweight in order to be used continuously on a production system? -What introspection-based techniques -possibly heavy-weight -can be activated on demand to yield additional information and a detailed understanding of malicious attacks and malware behavior?
In this paper, we present CloudIDEA, a system that monitors the activity of VMs using lightweight detection mechanisms with low overhead on the production environment. Upon observing abnormal symptoms, these mechanisms will trigger events that a decision engine (DE) will combine with quality of service (QoS) parameters and the current virtual resources allocation to take appropriate actions such as isolating the VM to a dedicated analysis environment.
Threat model
As illustrated by Figure 1 , there are three basic attack targets in a cloud environment: the cloud management system, the hypervisor and node management, and the VMs executed in the cloud.
The cloud management system, as any other software, potentially contains exploitable security flaws [39] . Avoiding or detecting such attacks is currently not in the main focus of our work. The hypervisor/node management subsystem manages VMs and is controlled by the cloud management system. We assume that the management interface is not accessible by external attackers, as it is typically hidden within a dedicated management VLAN, and thus do not consider direct external attacks against this subsystem. If the attacker controls a VM, the hypercall interface of the VM is a potential attack vector [31] . The customer VMs can be both a target and a potential source of attacks. As a target, an attacker can directly exploit vulnerabilities of software running within the virtual machine. Such attacks cause immediate harm for the affected cloud customer, and a core focus of our work is supporting the cloud customer in the defense against such attacks. Furthermore, an adversary can simply upload any malicious VM in a public cloud. In both cases, a malicious VM can perform two attacks against other VMs: denial of service (DoS) attacks and cross-VM side channel attacks. DoS attacks can be performed by overloading physical resources of a cloud node or through the virtual network [38] . Cross-VM side channel attacks can be performed by examining the behavior of virtual or physical hardware modules, such as the L2 cache [53] , and deducing information about the state of other VMs. Additionally, an infected VM might try to escape the hypervisor using different mechanisms such as privilege escalation or memory brute force attacks. In this case, the attacker gains control of other VMs, the hypervisor, or the cloud node completely [40] .
We assume that, in the future, the biggest threats to IaaS based clouds are network based attacks against VMs, internal cross-VM side channel attacks and VM escapes. Thus, the main focus of CloudIDEA is to detect those attacks by monitoring and tracing VMs.
Architecture
The CloudIDEA architecture enhances the security of IaaS cloud data centers by improving the capability to detect, analyze in depth, and preserve evidence about the attacks described in Section 2. The architecture aims to satisfy the following design goals: -Security-as-a-Service: Enable a cloud customer to use advanced detection, analysis and evidence preservation techniques, such as transparent virtual machine introspection (VMI). -Security for the provider : Support the cloud provider in dealing with malicious behavior originating from virtual machines, targeting the cloud infrastructure, other customers, or external targets. -Running in production systems: Be well-suited to be used in a production system. This means that we need to support mechanisms that are sufficiently lightweight to cause only negligible overhead. Also, the system needs to be tailored to the specific needs of both cloud provider and cloud customer. -In-depth analysis and evidence preservation: Provide detailed information and conclusive evidence about attacks.
Overview
The CloudIDEA architecture is shown in Fig. 2 . This architecture contains a decentralized, modular, and scalable analysis framework, which supports both lightweight monitoring and heavyweight in-depth analysis, controlled by a central CloudIDEA management component. For isolating potentially infected VMs and for analysing them with resource-intensive mechanisms, the suspicious VMs can be migrated to a dedicated analysis environment. Every VM is monitored by a decentralized analysis framework, which is part of every physical cloud node. It includes plug-ins for tracing and introspection of VMs, e.g. , network traffic monitoring and hypercall tracing. Those plug-ins can be activated and deactivated at runtime on demand, in order to minimize the overhead in a production environment and tailor the monitoring mechanisms to the observed current threat level. The logging & analysis component is responsible for storing the traces of VMs to provide that information for intrusion detection and evidence collection (see Figure 3 ). The behavior database contains a model for each VM which is deduced with machine learning algorithms from the traces of the analysis framework. These models serve as a basis for intrusion detection to recognize deviant behavior. The forensics interface provides customers access to this data and enables customers to execute forensics analysis on their VMs. Whenever an anomaly is detected, the DE is informed and determines how to react, e.g., by isolating or restarting the corresponding VM. The decision is influenced by the customer (e.g., predefined configurations and service level agreements (SLAs)) and cloud internal information (e.g., available resources and VM interdependencies). If a VM shows a suspicious behavior, which needs to be analyzed more intensely, it is migrated to an analysis host. Therefore, the virtual network management reconfigures the virtual network infrastructure and ensures that resources are still available and SLA compliances can still be guaranteed.
Intrusion detection and analysis
Monitoring and tracing the state of VMs is an important feature of the analysis framework in order to detect possible intrusions. In this section we will discuss the applied techniques.
VM introspection for intrusion detection and prevention Over the last decade, there has been a significant push to move the security stack from VMs into regions protected by the hypervisor [23, 30] . With the proliferation of kernelmode rootkits, this elevated protection has become ever more important [3, 13] . While running external to the context of the VM being protected, such security software inherently had to tackle the semantic gap problem: reconstructing highlevel state information from low-level data-sources [14] . This problem has been a main motivation for a significant portion of research over the last decade. However, with recent advances in forensics tools, the semantic gap problem can be considered a solved engineering problem [21] .
In recent years, open-source forensics memory analysis frameworks such as Volatility 5 and Rekall 6 have achieved an unparalleled view into the execution of modern operating systems, such as Windows, Linux and MacOS X. Furthermore, as the underlying use-case for these frameworks has been extracting evidence of compromise, the inclusion of various methods to side-step obfuscation and rootkit techniques has significantly raised the bar for malware to achieve effective stealth [9] . Further combined with active monitoring systems, such as utilizing the CPUs two-stage paging mechanism (Intel EPT) to monitor memory accesses [47] or via stealthy breakpoint-injection [7] , external security software are now capable of not just extracting state-information of running VMs but also interposing on the execution to deliver additional protection mechanisms [8, 26] .
Ongoing research thus has not been focusing on how to gain access to the required information but rather how to utilize it to deliver additional security services: intrusion detection and intrusion prevention [15] . Furthermore, it is essential for such systems to exert limited overhead on production systems. Research has shown that system call interception [19] and heap-tracing [34] are a viable approach to detect intrusions; however, the exerted overhead may be prohibitive on production systems. While upcoming next-generation virtualization extensions such as Intel #VE may be capable of mitigating some of that overhead, there is a clear need for lightweight detection mechanisms as well [11] .
Lightweight malware detection Compared to classical antivirus (AV) engines, VMI based detection systems have the advantage of being able to monitor and alter the execution of the operating systems they protect from an elevated CPU mode [5] . While static signature based malware detection mechanisms can be ported to use VMI for data-access, additional protection mechanisms can also be implemented. For example, buffer-overflow and heap-spray attacks inherently rely on placing code into memory regions normally used only for data: the stack and the heap [41] . While modern OS's provide counter-measures to these types of attacks, such as data execution protection (DEP) and address space layout randomization (ASLR), they are known to be easily circumvented. However, if DEP is implemented by the hypervisor as well, it can act as a low-overhead indicator of compromise (IoC). Recent extensions to open-source hypervisor technologies, such as Xen 7 , now actively support such protection schemes, where the shell-code can further be turned into a NOP-sled via the use of emulators [2] .
Rootkit mechanisms also notoriously rely on placing hooks into the OS execution [50] . The behavior is well documented in several malware families, and the immediate target of such hooks are core tables, for example, holding the addresses for system call handlers and interrupts [27] . By replacing members of these tables, rootkits can actively interpose on the execution of the OS, thus being able to log and mangle the output of any such event. Stealthier versions place inline-hooks [4] directly into the target function entry points, which have the advantage of allowing a wider set of combination of placing the hooks, thus detection can be complicated on systems that allow dynamic run-time kernel patching and updates to be deployed [25] . Other hardware events may also act as low-overhead indicators of compromise, such as the rapid querying of the Time Stamp Counter (TSC) counter. Such behavior usually indicates an in-guest agent attempting to detect the presence of out-of-guest monitors [8] . Furthermore, the rapid querying of the TSC has also been used during side-channel attacks [53] .
Given that the RDTSC instruction can be configured to be trapped into the hypervisor, an external frequency analysis would easily reveal such malicicous behaviors.
These malware behaviors naturally lend themselves to lightweight detection: under normal operation of the operating system well-behaved application would never exhibit such behaviors. Furthermore, as the overhead added by the protection only applies when a malicious behavior is triggered, it would arguably be negligible.
Heavyweight malware detection While the lightweight detection mechanisms apply to a potentially wide-range of malware, it is by no means exhaustive. A lot of malware operates without exhibiting the behaviors previously discussed. Therefore, our lightweight detection is not a replacement for existing security solutions, such as in-VM antivirus engines and network IDS solutions, rather an augmentation on the existing stack. While ideally lightweight detection would be possible for all malware instances, we need to collect additional artifacts for systems which exhibit suspicious but unidentifiable malicious behavior.
Growing number of malware instances and families create significant difficulties for traditional signature-based detection systems to correctly detect and classify malware samples. A recent trend of malware having properties of multiple families further complicates the detection and classification. An attempt to solve this is using statistical machine learning methods. These methods leverage gathered behavioral data about malware to generate statistically confident knowledge. This has been attempted in the past with various data sources that characterize program behaviour: system calls [45] , registry accesses [18] , network packets [42] . These event sequences are analyzed using unsupervised (clustering) or supervised learning (classification) methods. The used methods can be further divided into one-class anomaly detection and multiclass learning.
For the heavyweight detection mechanism it is crucial to maintain the sample set from different malware families and their behavioral patterns to be able to properly classify the suspicious applications. Furthermore, in the case of sequential data, automatic methods for extraction of semantically relevant features must be used to cope with the possibly noisy and high-dimensional data. An example of this is given by recent application of topic modeling approaches to the classification of system call sequences [49] . This approach can be extended by including memory allocation patterns and other traceable operations. The standard methods for direct classification of sequential data are Hidden Markov Models (HMM) and Recurrent Neural Networks (RNN). Support vector machines (SVM) with string kernels give another approach, where a standard classification scheme is augmented to work with sequences of variable length [32] . Network traffic produced by the analyzed samples can be classified by taking into account the frequency and length of different type of packets or generating n-gram features out of packet payloads.
Results of the heavyweight detection mechanisms can be structured to form a significant knowledge base. The knowledge acquired after executing the heavyweight detection mechanisms can be fed back to the lightweight detection as behavioral signatures, to further decrease the necessary resource usage. Also, malware samples that do not belong to the previously defined families can be added as prototypes to the clustering or classification schemes. This method has shown success in the previously published work [35] .
In case of suspicious activity, our architecture enables extensive data collection using tools for VMI and network traffic analysis. This data is an input for the machine learning-based malware detection mechanism. The machine learning engine contains two main parts: extraction of relevant, preferably semantically interpretable features from raw data and classification based on those features. Different feature extraction methods are applied based on the type of data. Based on these features, a suspicious application is either classified into known families, as benign, or as a malware of unknown family. In the last case, the behavioral signature of this application is used to form a new class. Ensemble learning enables the usage of different classifiers and averaging out of their results. The classification results are fed back to the DE. Feature values and the classification results of the analyzed sample are saved to the behavior database for further reference.
Decision engine
The task of the DE is to orchestrate the decentralized analysis frameworks. A main mechanism of the architecture is to isolate suspicious VMs by migrating them to a dedicated analysis environment. This environment provides an infrastructure with smaller attack surface and with the required features and resources for the analysis, which may not be available in the production environment. The main challenge of the migration is keeping the service requirements and dependencies between VMs satisfied. The approaches for resource allocation in virtual environments try to optimally allocate VMs according to certain requirements such as to minimize energy consumption [22] . An optimized reconfiguration process is required to determine the minimum set of VM migrations that can reconfigure the virtual network in a way that allows for a detailed analysis and at the same time adhere to the QoS requirements.
Economical aspects The distribution of specialized investigation hosts plays a main role in the decision process. Finding an efficient distribution of these hosts is also an economical challenge of the proposed architecture. This requires a detailed analysis of the target environments and expected attack scenarios. The trade-off between protection costs and attack costs will be a major output of this analysis. Another economic aspect is the minimization of the VM's downtime during the migration to prevent a monetary [48] and a reputational loss [16] for the cloud provider. The service provider commits to a certain level of service, which is described by a SLA. Usually, the SLA expresses the VM availability. For example, 99.999% guaranteed availability means 5 minutes downtime per year. Non-compliance to such SLAs can lead to (monetary) penalties for the providers and can harm their reputation [44] . Reputational damage leads to economical long-term consequences, because the consumer's trust in the service might be lost and fewer customers might use the provider's services in future. Therefore, the downtime and migration time of the VM need to be minimized. Although live migration usually causes only a short downtime to a VM, small interruptions ranging from 60 milliseconds to 3 seconds are inevitable [1] . In order to guarantee a certain QoS it is, therefore, essential to predict the worst case downtime as precisely as possible [36] . Based on the model presented by Salfner et al. [36] and the characteristics of our architecture, the migration time and downtime will be predicted and measured. Voorsluys et al. [44] performed experiments to evaluate the cost of migration of VMs considering service disruptions and violations of SLAs. They concluded that most SLAs can still be met when migrations are performed, so that the reputational harm is within limits. Figure 4 is the central component of the proposed architecture. It has communication interfaces with the cloud management system, detection mechanisms deployed in cloud nodes, a set of databases, and the cloud administrator and customer. The main role of this engine is to react to alarms received from the detection mechanisms when certain behavior patterns are detected. The reaction can be a certain reconfiguration action in the cloud environment, or raising an alarm to the cloud administrator or customer. To perform this task, the DE needs four main inputs.
Inputs The DE depicted in
The first input is the configuration and monitoring data that is acquired from the cloud management system and contains four data sets. The physical 
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network defines the cloud hosts and analysis nodes and detection mechanisms deployed in them, the resource capacities and usage, and the network topology. The virtual networks deployed in the environment define the topology, resource demands, and constraints of the virtual networks. An example constraint is the maximum communication latency between two VMs. The resource allocation defines how resources are allocated to the virtual networks in the cloud environment. The SLAs define the QoS requirements of the virtual networks such as service availability. This availability could modeled as a downtime budget for each VM.
The second input comes from three databases. The behavior patterns database is maintained by the cloud administrator and by the analysis nodes that update the information about possible attacks based on the results of the analysis. This database includes pre-defined behavior patterns that refer to a probability of a certain attack. This database consists of records of the form: {Pattern, Parameter ranges, Suspected malware, Possible attacks, Suspicion level}. An example of such a record is: {Network traffic spike, Period > 5 seconds, Unknown, DoS, 50%}. The policy database is maintained by both the cloud administrator and customer. It specifies a list of actions that should be executed by the DE when an event from a detection mechanism or an analysis result from an analysis node is received for a specified VM. This database consists of records of the form: {Pattern, VM ID, Actions}. An example of such a record is: {Network traffic spike, VM 100, block}. The detection mechanisms database is maintained by the cloud administrator. It is used by the DE mainly to find the estimated resource requirements of each mechanism. The structure of this database can only be determined after an extensive evaluation of the resource utilization by the required detection mechanisms.
The third input of the DE is the events received from detection mechanisms. The detection mechanisms running in cloud nodes should have access to the behavior patterns database. When a certain behavior is detected, an event is reported to the DE. The event includes the following information: {VM ID, node ID, pattern, Parameters}. An example of such an event is: {VM 100, Node 1, Memory usage spike, Period:5 seconds}.
The last input is the analysis results received from analysis nodes. When a suspicious VM is migrated to an analysis node, the node sends the analysis results to the decision engine that executes further actions defined in the policy.
Actions The DE includes an action module that receives the events from the detection mechanism, reads the behavior and policy database, and determines the required list of actions to respond to this event. Possible simple cloud actions are blocking the network connections of a VM when the VM is suspected to be performing a network attack, restarting a VM when facing a transient attack, and shutting down the VM immediately when an attack is highly probable and the damage that might be caused to the environment cannot be easily recovered. A significant action is activating additional detection mechanisms in the cloud node to perform a more detailed analysis on the VM if the required resources for running these mechanisms are available in the node. The most important action in the DE is migrating the VM to a dedicated analysis node where an extensive analysis can be performed without interrupting the functionality of this VM. A similar action is cloning the VM and moving the copy to an analysis node when service interruption is not feasible and the suspicion level is low. One important action after receiving an analysis result of a migrated or cloned VM is recovering the VM in case the analysis identifies the VM as harmless.
Reconfiguration algorithm To perform the cloning and migration actions, the DE uses a reconfiguration algorithm that reads the configuration and monitoring data for the affected virtual network and finds the available analysis nodes. In the cloning action, the algorithm has only to find an analysis node that has enough resource capacities to host the VM and perform a detailed analysis. In the migration action, the algorithm is more complex, and three main factors should be considered in the decision making. The first factor is the migration downtime. The live migration of VMs usually causes a small downtime. However, a maximum downtime should be estimated before the migration is performed. The migration downtime mainly depends on the memory usage of the VM, the network bandwidth, and migration strategy. This downtime should be then compared with the downtime budget of the VM. The second factor is the resource capacities of the analysis nodes that have to match the requirements of the VM. The last factor is VMs dependencies in the virtual network. A typical example of these dependencies is the communication delay among virtual machines [20] . The dependencies might require a full or partial reconfiguration of the virtual network when a VM is migrated to an analysis node. The reconfiguration might need to migrate other VMs to keep the constraints of the virtual network satisfied. The migration downtime and resource requirements of the these VMs should also be considered.
The decision engine waits for the events or analysis results from the production environment and the analysis environment respectively. On one hand, when an event is received, the appropriate action will be performed according to the event parameters, detected behavior, and security policies. The migration action needs to adhere to the service requirements of the VM. It might also require a reconfiguration of the virtual network according to its dependencies. On the other hand, when an analysis result is received, the appropriate action is performed depending on the VM state by either recovering the original configuration of the virtual network if no attack is identified, or performing a certain action according to the policies if an attack is identified.
Evaluation and Future Work
Performance In order to illustrate the classification of monitoring tools as lightweight or heavyweight, we have implemented a framework for monitoring system calls of VMs, which supports four different monitoring configurations: (1) without any tracing system calls (none), (2) tracing execve system calls, (3) tracing open system calls and (4) tracing all system calls of the virtual machine. The system call tracing is implemented by inserting software breakpoints into the guest system and by handling the corresponding interrupts using libVMI 8 . The overhead depends not only on the monitoring mechanism, but also on the software running within the virtual machines. For this reason, we measured the overhead for four different use cases executed within the VM: (1) the extraction of a Linux Kernel archive, (2) the compilation of the Linux kernel, (3) writing of 1.2 GB file with zero bytes and (4) the computation of 5000 digits of the number pi. Table 5 presents the results of the measurements.
Based on these results we can do a very basic classification: By tracing only the execve or open system call, the additional overhead is still acceptable and can be further decreased by a faster implementation. Tracing the execve system call is for example useful for forensics purposes, e.g., to log the executed commands of an attacker or to perform intrusion detection. Hence, tracing a small set of system calls can be classified as lightweight.
The overhead which is required to monitor all system calls is obviously higher but it also allows to get a better insight of the processes in a VM, e.g., in order to do malware analysis. Thus, tracing all system calls can be classified as heavyweight analysis. Another example for a heavyweight analysis is the tracing of library calls, e.g., malloc in the libc library. The decision about which tracing strategy to apply depends on the current threat level of a VM. However, the computation of the threat level and the corresponding action needs to be investigated in more detail in future work. Security Currently, the analysis framework runs in the XEN Dom0. Thus, if an intruder is able to exploit it he gets full control over all other VMs. To improve the security level and in order to increase the trustworthiness of the forensics data we plan to start the analysis framework in a separate and very minimal monitoring VM for each production VM. Thereby each monitoring VM shall be restricted to access only one production VM, e.g., by applying XSM flask policies [6] .
Limitations of VMI In order to execute VMI, a priori knowledge about the guest operating system is required in order to bridge the semantic gap and interpret the guest memory. We assume that a cloud customer who wants to benefit from CloudIDEA makes this information available to analysis framework. In future work we will discuss whether malware can fool the interpretation of the analysis framework.
Related work
Several researchers have addressed the problem of evidence collection in the cloud. Zafarullah et al. [51] propose a centralized approach to analyze log files in an IaaS environment, in which the cloud provider is responsible for forensic investigations. Martini and Choo describe an integrated conceptual digital forensic framework for cloud computing [29] . Dykstra and Sherman [12] present FROST, a digital forensics tool for the OpenStack cloud platform that enables the acquisition of virtual disk snapshots, API logs, and guest firewall logs. While these approaches focus on enabling interactive forensic data collection, our proposed architecture enhances evidence collection by providing a analysis framework on each host of a production system and by automatically deciding which detector module to activate in suspicious situations. Poisel et al. [33] they discuss the possibility of acquiring evidence at the hypervisor level using virtual machine introspection, and identify the need for extending such approaches from evidence collection on a single host to a larger setup with multiple cloud nodes. A second area related to CloudIDEA is the detection of malware in the cloud. Harrison et al. [17] define a framework for detecting malware in the cloud by identifying the symptoms of malicious behaviour. Small "Forensic Virtual Machines" (FVMs) monitor customer VMs for specific malware symptoms using VMI and collaborate with each other by exchanging messages via secure channels. Examples for detectable symptoms are missing processes such as sysclean and tcpview, modification of in-memory code such winlogon, absence of antivirus software from the process table, and snippets of program code that has been obfuscated or uses certain cryptographic algorithms. FVMs report to a command & control module that collects and correlates the information so that suitable remedial actions can take place in real-time. For mitigating the cost of monitoring, the authors propose a mobility algorithm in which FVMs monitor only a small subset of all VMs that changes in time in an unpredictable way. While the proposed framework shares some similarities with our approach, it lacks means for evidence preservation and it is not intended for continuous lightweight monitoring of all VMs. Also, we propose a DE that automatically decides taking appropriate actions in a more flexible way.
Schmidt et al. [37] present an architecture for malware detection and kernel rootkit prevention in cloud environments. In this approach, all running binaries are intercepted by a small in-kernel agent and submitted to one or more backend units where the actual classification process happens. The in-kernel agent can be deployed by the cloud provider by replacing the OS kernel within the customer's VM image. In contrast, CloudIDEA aims at detecting and analyzing malware in the cloud without depending on modifications of the guest system.
Many researchers addressed the behavior study of both traditional malware and virtual environment specific malware in cloud environments. For example, Dolgikh et al. [10] propose an efficient behavioral modeling scheme to detect suspicious processes in client VMs by monitoring system calls. Manerides et al. [28] describe how to detect the traditional Kelihos malware in virtual machines by monitoring the memory usage and number of processes. According to the authors, Kelihos malware causes a memory explosion for few seconds, which is not a normal behavior for traditional applications. Zhang et al. [52] use machine learning to deploy a lightweight mechanism in a VM to detect the behavior of L2 cache side channel attacks performed by other VMs.
Another aspect that influences the quality of a cloud malware detection and analysis environment is the stealthiness of analysis, i.e., the question whether malware can detect if it is being analysed. Cobra, a framework by Vasudevan and Yerraballi [43] , is known to be one of the first malware dynamic analysis frameworks with an explicit emphasis on stealth as a design goal, also providing support for self-modifying, self-checking code, and any form of code obfuscation. A somewhat stronger solution was proposed by Dinaburg et al. [8] . Their framework, Ether, is based on hardware virtualization extensions, e.g., Intel VT. The analysis functionality is facilitated by the Xen hypervisor and therefore resides completely outside the target OS. Ether is capable of monitoring single instruction executions, memory writes, and system calls. Since it does not have any presence in the guest OS, it is immune against the most of detection methods, except some timing attacks. Spider [7] is another tool based on hardware virtualization and provides stealth binary instrumentation and debugging capabilities. Drakvuf by Lengyel et al. [26] , also based on hardware virtualization, is able to track behavior of both user-and kernel-level malware. Willems et al. [46] proposed an approach to stealth dynamic malware analysis based on the branch tracing feature of modern CPUs. The use of this feature can provide full execution traces, and could only be detected by ring-0 programs or by means of timing attacks. However, with this approach neither the process memory state nor CPU registers can be revealed. Kirat et al. [24] proposed a method of detecting Malware with analysis-evasion capabilities by executing it within different environments, for which they have used Anubis, based on emulation, Ether, based on Xen hypervisor, Cuckoo sandbox based on virtualization, and on "bare metal" devices. By considering the hierarchical similarity of the obtained behavior profiles, they were able to successfully detect evasive malware.
Conclusion
CloudIDEA enables cloud customers to benefit from advanced techniques for attack detection, analysis, and evidence preservation in case of malicious attacks against VMs running on IaaS infrastructures. CloudIDEA combines continuous monitoring on production systems with in-depth analysis, including the possibility to migrate VMs to a dedicated analysis environment.
The low-level analysis framework allows using a configurable set of tracing and introspection plug-ins, which include lightweight techniques that are suitable for continuous monitoring as well as heavyweight techniques that have a significant run-time overhead and can be activated on demand. Measurements on our prototype system illustrate the run-time cost of several monitoring techniques.
The high-level decision engine automates the dynamic selection of monitoring plug-ins and reconfigurations of the virtual machine and virtual network deployments. Within constraints regarding quality of service (as defined in SLAs) and security requirements (policies defined by cloud customer and cloud provider) it takes decision about actions such as terminating a VM or isolating it in a dedicated analysis environment.
In summary, the CloudIDEA architecture is a step forward in defending against malware in cloud infrastructures.
