We investigate the wave effects of gravitational waves (GWs) using numerical simulations with the finite element method (FEM) based on the publicly available code deal.ii. We robustly test our code using a point source monochromatic spherical wave. We examine not only the waveform observed by a local observer but also the global energy conservation of the waves. We find that our numerical results agree very well with the analytical predictions. Based on our code, we study the scattering of GWs by compact objects. Using monochromatic waves as the input source, we find that if the wavelength of GWs is much larger than the Schwarzschild radius of the compact object, the amplitude of the total scattered GWs does not change appreciably due to the strong diffraction effect, for an observer far away from the scatterer. This finding is consistent with the results reported in the literature. However, we also find that, near the scatterer, not only the amplitude of the scattered waves is very large, comparable to that of the incident waves, but also the phase of the GWs changes significantly due to the interference between the scattered and incident waves. As the evolution of the phase of GWs plays a crucial role in the matched filtering technique in extracting GW signals from the noisy background, our findings suggest that wave effects should be taken into account in the data analysis in the future low-frequency GW experiments, if GWs are scattered by nearby compact objects in our local environment.
I. INTRODUCTION
The landmark discovery of gravitational waves [1] , ripples in the fabric of spacetime trigged by the merger of two black holes, confirms a major prediction of Einstein's general relativity. It marks the climax of century-long speculation and decades-long painstaking work for hunting such waves. The direct detection of gravitational waves ushered us into a new era of astronomy, allowing us to probe the Universe in an unprecedented way.
In the coming decades, ground-and space-based GW experiments will continue to study GWs, such as the Einstein Telescope (ET) [2] , 40-km LIGO [3] , eLISA [4] , DE-CIGO [5] , and Pulsar Timing Arrays (PTA) [6] . The range of the frequency of GWs will be explored from ultra-low frequency regimes such as 10 −9 Hz − 10 −8 Hz (PTA), 10 −4 Hz − 10 −1 Hz (eLISA) ,and 10 −2 Hz − 1Hz (DECIGO) to high frequency regimes such as 10Hz−10 4 Hz (ET and 40-km LIGO). These experiments will usher us into an era of routine GW astronomy and enable us to study the GW phenomenon in unprecedented detail. The combination of these experiments promises to address a variety of outstanding problems in astrophysics, cosmology, and particle physics.
The low-frequency GWs observed by space-borne GW interferometer may shed light on the population of supermassive BHs (SMBHs) with a mass > 10 6 M [7] , which is believed to ubiquity reside in the centers of galaxies [8] [9] [10] . SMBHs are major cosmic players and are important to galaxy formation [11] . The associated jets and accretion disks are the most energetic phenomena in the Universe, which often outshine the entire host galaxy. Therefore, their properties play an important role in the dynamics of stars and gas at galactic scales [12] . However, the details of the birth and growth of SMBHs are not well understood yet. The observation of low- * Email address: hejianhua@nju.edu.cn frequency GWs, such as in the millihertz band, can probe the spacetime geometry of black hole binaries and their surroundings, which opens a window that can inform us of the properties of these BHs throughout cosmic history. GW observations, thus, can help us to answer many fundamental questions, as to, where and when do the first massive black holes form, how do they grow and assemble, and how their properties are connected to the properties of their host galaxies?
However, in order to achieve these scientific goals, it is crucial to accurately infer the physical properties of the distant source from the observed GW signals. This process, however, is likely beset by the wave nature of GWs. Unlike the visible light, the wavelength of the low-frequency GWs is much larger. In the millihertz band, for example, the wavelength can be as large as several times the astronomical unit (AU). When the wavelength of the GWs is comparable to the Schwarzschild radius of an object, its propagation no longer obeys the geometrical optics. Further, if the gravitational waves come from the same compact binaries, they should be coherent and interference. In all these cases, the wave effects of GWs are significant and have to be taken into account [13, 14] .
The wave effects in a lensing system have already been studied in the previous work [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] . In these pioneer work (e.g. Ref. [18] ), the lensing system is usually considered as a thin lens model: the gravitational field of the compact lens is weak, and the deflection angle due to the lens masses is small. The impact parameter of the incident rays is thought to be much larger than the Schwarzschild radius of the lens mass. Thus, the changes in the amplitude of the incident waves are negligible at the location of the lens mass. The changes in the amplitude, however, are mainly due to the deflection near the lens, which is small at the beginning but becomes significant after the long journey of the light rays from the lens to the observer (see discussions in (4.86) in Ref. [18] ).
In addition to the thin-lens model, the previous work also applied Kirchoff's diffraction theory to the gravitational lensing system [18] . The lens is considered as an optic aperture.
FIG. 1. The schematic of our scattering model. The model is assumed to be in an infinte space. The GW signal is scattered by a compact object (scatterer) in the way between the source and the observer. The total scattered wave h is the interference of the incident waveh and the scattered wave δh, namely, h =h + δh.
The lensed signal is then thought to be the diffraction of the waves from the aperture. However, it should be noted that an important assumption in Kirchoff's theory is that boundaries outside the aperture are set to be zero. Kirchoff's theory also assumes that only waves re-radiated from the aperture can be observed by the observer. The diffraction integral in Kirchoff's theory, indeed, only considers the scattered waves, which neglects the contribution of the original incident waves [27] (see Eq.(5) in Ref. [28] ). This is valid in the system of wave optics, as in this case most of the original incident waves are blocked by obstacles outside the aperture. However, if the amplitude of the scattered wave is comparable to that of the incident wave, the original incident waves have to be considered as well.
A more mathematically consistent way to describe the lensing system is to treat it as a scattering system [28] [29] [30] [31] . The total scattered wave h is the interference of the incident wavẽ h and the scattered wave δh (as illustrated in Fig. 1 ). An advantage of this scheme is that it can naturally reproduce the no-scatterer limit, namely, if there were no scatterer, there would be only the original incident waves (Kirchoff's diffraction integral fails to give this point, even with an infinite large aperture). Indeed, the scattering of waves by potential wells has been well studied in Quantum Mechanics. As shown in Ref. [30] , the wave equation of GWs propagating in a non-uniform background spacetime is similar to that of the well-known Schrödinger's equation for the scattering of two charged particles. Moreover, Refs. [28, 30] also generalized the scattering model that uses a plane wave as the incident wave to a spherical one. They obtained a formal expression for the scattered waves in terms of Green's function.
This work aims to extend the previous work to more general cases using numerical simulations. Unlike the previous work that focuses on the frequency-domain, our analyses are in the time-domain. The advantage of the time-domain is that it is directly related to the waveform of GWs. Accurately pre-dicting the waveform, in particular the phase of GWs, plays a crucial role in using the matched filtering technique (see, e.g. [32] ) to dig out GW signals from the very noisy background data (See e.g. [33] for a review).
For the numerical implement, we adopt the finite element method (FEM). The FEM is an effective and well-developed method for numerically solving partial differential equations (see e.g. text book [34] for details). Unlike most of the conventional methods, such as the finite difference method (FDM), the FEM is based on the weak formulation of PDEs. The basic idea of the FEM is to present the domain of interest as an assembly of finite elements. On each finite element, the solution of PDEs is approximated by local shape functions. A continuous PDE problem thus can be transformed into a discretized finite element with unknown nodal values. These unknowns form a system of linear algebraic equations, which can then be solved numerically. Compared to the conventional numerical methods, such as the FDM, which requires regular meshes, the advantage of the FEM is that it can work for complex boundaries. It can also provide very good precision even with simple approximation shape functions. Further, due to the locality of the approximation shape functions, the resulting linear algebraic equations are sparse, which can be solved efficiently in the numerical process.
Throughout this paper, we adopt the geometric unit c = G = 1, in which 1 Mpc = 1.02938 × 10 14 Hz −1 and 1M = 4.92535 × 10 −6 Hz −1 . The advantage of this unit system is that time and space have the same unit. This paper is organized as follows: In Section II, we introduce the Strong and Weak formulation of the wave equation. In Section III, we describe the FEM for wave equations. In Section IV, we present several tests of our code using spherical waves. In Section V, we simulate GWs scattered by compact objects. In Section VI, we summarize and conclude this work.
II. STRONG AND WEAK FORMULATION OF THE WAVE EQUATION
In this section, we present an overview of the mathematical basis of the wave equation. To begin with, we discuss the strong formulation of the wave equation and then we will introduce the weak formulation.
A. strong formulation
Let Ω ⊂ R 3 be a bounded domain with boundary ∂Ω. The boundary value problem (BVP) we aim to study in this work can be presented as
which is a second-order linear hyperbolic partial differential equation (PDE) with initial conditions
Let ∂Ω 1 and ∂Ω 2 are subsets of the boundary ∂Ω with ∂Ω 1 ∪ ∂Ω 2 = ∂Ω and ∂Ω 1 ∩∂Ω 2 = ∅. We assume that the boundary conditions on ∂Ω 1 are Dirichlet and on ∂Ω 2 is Neumann
wheren is the outward pointing unit vector normal to ∂Ω 2 . q(x, t) is a given function on the boundary ∂Ω 2 . In mathematics, Eq. (1), together with the initial and boundary conditions Eqs. (2, 3, 4) , are called the strong formulation. The strong formulation is the most commonly used format of the wave equation. It can be numerically solved using some straightforward methods such as the finite difference method (FDM). However, the strong formulation is not the only format of the wave equation. In what follows, we introduce an alternative format, namely, the weak formulation of the above equations.
B. Weak formulation
Multiply Eq. (1) by a test function φ and then integrate over Ω, we obtain a variational equation
where we have used the Green's formula
The second term on the right hand represents the boundary term, which can be further split according to different boundary conditions
The test function φ is chosen in such a way that it vanishes on the subset of boundaries with Dirichlet boundary conditions ∂Ω 1 , which is equivalent to say that we restrict φ to lie in
where H 1 (Ω) = W 1,2 (Ω) is called the first order Sobolev space, which is also a Hilbert space, meaning that φ and its first order weak derivatives ∂ x φ are square integrable.
Given the restrictions of the test function φ, the boundary term in Eq. (5) can be reduced to
Here, in the second equality, we have imposed an absorbing boundary condition
The physical meaning of the absorbing boundary condition will be explained later on. The above we have discussed the boundary condition on ∂Ω 2 . On the other hand, the boundary condition on ∂Ω 1 ,
is called the essential boundary condition, which does not affect the variational equation Eq. (5) but this condition must be imposed directly on the solution itself. Equipped with the boundary conditions Eqs. (8, 9) , Eq. (5) is called the weak formulation of Eq. (1). According to the Lax-Milgram theorem [35] , if Eq. (5) holds for all φ ∈ V , it has a unique solution u ∈ V . This solution is called the weak solution. It is obvious that the classical solutions of Eq. (1) are also weak solutions. However, conversely, weak solutions must have sufficient smoothness to be the classical solutions, which dependents both on the shape of the boundary ∂Ω and the regularity of c 2 f . For example, it can be shown that if Ω ⊂ R n has C k boundary (smooth up to k-th derivative) and c 2 f ∈ H k (Ω) with k > n 2 , then u ∈ C 2 (Ω), namely u is a solution in the classical sense [36] .
C. Energy Conservation of the wave equation
In addition to the weak formulation of the wave equation, another important property of the wave function Eq. (1) is that it obeys the law of energy conservation. To see this point, we multiply Eq. (1) by ∂u ∂t and integrate over the domain Ω
Note that the total energy carried by a wave in the domain Ω is defined by
The left hand of the equality of Eq. (10) then represents the change of the total energy of wave with time. From Eq. (10), if the boundary condition on the right hand side of the equality is a constant ( ∂u ∂t | ∂Ω = 0) and there is no force source f = 0 in the second term, for a constant speed of wave ∇c 2 = 0, the total energy is conserved dE(t) dt = 0. Equation (10) is one of the most important features of the wave function. We shall discuss this point in our following numerical analyses.
III. THE FINITE ELEMENT METHOD
Before presenting our numerical analyses, we introduce an auxiliary function v := ∂u ∂t and adopt the common notation
for convenience. Equation (5) in this case can be re-written as a set of two equations
In order to solve the above equations numerically, we need to discretize these equations first. In general for a time-dependent problem, the discretization can be done either for the spatial variables first or the temporal variables first. The method to discretize the spatial variables first is called the (vertical) method of lines (MOL). Once the spatial variables are discretized, each variable needs to be solved evolving with time. This constitutes a large system of ordinary differential equations (ODEs). The advantage of this method is that ODEs can be numerically solved by well-developed ODE solvers that are efficient and of high-order accuracy. The disadvantage of this method is that the spatial resolution has to be fixed at the very beginning. The alternative approach is called the Rothe's method, in which the temporal variable is discretized first. The advantage of this method is that the spatial resolution can be changed at each time step, which allows for the usage of the technique of adaptive mesh refinement (AMR). However, when trying to apply high-order temporal discretization schemes, Rothe's method is rather awkward.
Whether the time variable or the spatial variable should be discretized first has long been debated in the numerical analysis community. In this work, however, we follow the Rothe's method as we shall show that the spatial resolution is, in fact, the major limiting factor for the problem that we are interested in. The Rothe's method allows for great freedom to deal with the spatial resolution.
A. discretization in time
We use superscript n to indicate the number of a time step and k = t n − t n−1 is the length of the present time step. We discretize the time derivative as
The discretization scheme we adopted here also involves the spatial quantities at two different time steps, which is known as the θ-scheme. Equation (13) then can be represented as
When θ = 0, the scheme is called the forward or explicit Euler method. If θ = 0, it reduces to the backward or im-plicit Euler method. The Euler method, no matter implicit or explicit, is only of first-order accurate. Therefore we do not adopt here. The scheme we use here is called the Crank-Nicolson Scheme, namely θ = 1/2, which uses the midpoint between two different time steps. This scheme is of second-order accuracy. As the midpoint rule is symplectic, the most important feature of this scheme is that it is energy-preserving. We shall discuss this point in our following numerical analyses.
B. discretization in space
We discretize the domain Ω ⊂ R 3 using the Finite Elements Methods (FEM). The FEM is an effective method for numerically solving partial differential equations. There are many excellent textbooks on this topic (Readers are referred to e.g. Ref. [34] for more details). Here, we will not go into too many mathematical details. Instead, we only summarise the main steps here.
First, the domain Ω is decomposed into subdomains Ω i , which consist of rectangles and triangles. This is called decomposition or triangulation. The vertices of rectangles and triangles in the domain Ω are called mesh points or nodes. Let Ω h denote the set of all nodes of the decomposition. On each node, we construct a test function φ i ∈ V , i = 1, .., N , where V is the space defined in Eq. (7) and N is the total number of nodes in the domain. The test function φ i is required to have the property
Thus, φ i has non-zero values only on the node with k = i and its adjacent subdomains. It vanishes on other parts of the domain Ω. The test function φ i constructed in this way is called the shape function. Clearly, φ i ∈ V on different nodes are linearly independent. We denote the space spanned by φ i
These functions are approximations of the original scalar fields. The advantage of this expansion is that the coefficients are precisely the values of these functions on the node points (e.g. u i = u h (p i )).
Inserting the above expansions into Eq. (15) and noting that Eq. (15) holds for any φ ∈ V , thus, we can choose φ as φ = φ j , where j = 1, .., N . Then we obtain N different equations, which form a linear system
where G 1 and G 2 are defined by
and the elements of the matrixes are defined by
Equations (16, 17) are called the Galerkin equations, from which the unknown coefficients u i and v i can be solved. Note that Eq. (16) explicitly contains V n , which is unknown at the time step n. However, we can multiply Eq. (16) by kθ and then use Eq. (17) to eliminate V n . Then we obtain
Now, U n can be solved using the information on the time step n − 1. Then V n can be solved with the knowledge of U n . In practice, Eqs. (18, 19) usually contain a very large number of equations. The rank of Eqs. (18, 19) (the number of linear independent equations) is called the degrees-of-freedom (DOF) of the system, which depends on both the number of node points as well as the freedoms in the shape functions. A description of how to numerically solve these equations will be given in the next few subsections.
C. Numerical Implement
In this work, we use the public available code deal.ii [37] [38] [39] to numerically solve Eqs. (18, 19) . deal.ii is a C++ program library aimed at numerically solving partial differential equations using modern finite element method. Coupled to stand-alone linear algebra libraries, such as PETSc [40] [41] [42] [43] , deal.ii supports massively parallel computing of vary large linear systems of equations. deal.ii also provides convenient tools for triangulation of various geometries of the simulation domain. Therefore, it is straightforward to implement Eqs. (18, 19) in the deal.ii code. The detailed numerical analyses are presented in the next section.
IV. CODE TESTS
In this section, before going to simulate the scattering of GWs, we present several tests of our code using an important physical model that describes waves emitting from a point source. Moreover, we shall discuss the Huygens-Fresnel principle for wave functions. We use the Huygens-Fresnel principle to set boundary conditions so that we can avoid mathematical singularities of spherical waves at the origin.
A. Spherical Waves from a Point Source and the Huygens-Fresnel principle
The boundary-initial value problem for the propagation of waves from a point source can be presented as
where Q(t) is the time-dependent waveform of the point source and δ is the Dirac delta function. The wave equation has a fundamental solution, which is the distributional solution of
The distribution G is also called the Green's function. In freespace, the explicit form of G for an outgoing wave is given by
The above equation is known as the retarded Green's function in free-space. The general solution of Eq. (20) then has the form
where r is the norm of x, namely, r = x . Although the wave function from a point source has a very simple analytical expression Eq. (23), numerically solving Eq. (20) is, indeed, non-trivial. A challenge is that the point source on the right-hand side of Eq. (20) is singular, which may cause numerical problems. In practice, in order to avoid this problem, we can make use of the Huygens-Fresnel principle to numerically solve Eq. (20) on a slightly different domain without the origin but with new boundaries
The Huygens-Fresnel principle states that the original waves from a source propagating to a distant observer can be considered as re-radiating from a wavefront of the original wave rather than directly from the source. As such, we can use the wavefront of the original wave at some radius as a new boundary for the wave equation. In this way, we can avoid the singularity in Eq. (20) at the origin of the source. A mathematical description of the Huygens-Fresnel principle for spherical waves is provided in Appendix VI. Figure 2 shows the new boundaries and triangulation of our simulation domain. The domain consists of the bulk regions between the two spherical shells with an inner radius R i and an outer radius R o , respectively. We set the boundary condi-tions at the inner shell R i as
which is exactly the wavefront of the original point source propagating there. At the outer shell, we adopt the absorbing boundary condition
The absorbing boundary condition is also called the nonreflecting boundary conditions or radiating boundary conditions. These boundary conditions can absorb and eliminate the reflections of waves on the boundaries. Therefore, with these boundary conditions, we can approximate the propagation of waves in free-space using a limited volume of the simulation domain. In addition to the boundary conditions, we set the initial conditions as
After fixing the boundary and initial conditions, we perform several numerical tests. In these tests, we choose a concrete waveform Q(t) = −A sin(ωt). Thus, the spherical wave has an analytical expression
where ω = 2πf and f is the frequency of waves. A is the amplitude of the wave. In our test, we set R o = 10 7 M = 49.2535Hz −1 ,R i = 9 × 10 6 M = 44.32815Hz −1 and f = 1. Further, we set A = 4πR i , namely, the amplitude of the waves are normalized to unity at the inner boundary.
B. Courant-Friedrichs-Levi condition and the time step
To perform our simulations, we further need to set the time step. It is well known that the numerical methods for the timedependent wave equation are only stable if the time step is small enough so that waves can have enough time to propagate through the space discretization. This condition is usually called the Courant-Friedrichs-Levi condition
where σ is the size of the mesh and k is the size of the time step as mentioned previously. But for a wave equation, the CFL condition alone can not guaranty a stable solution to the problem. This is because of the oscillating features of the waves. If the frequency of waves is too high, the wavelength will be too small and it is difficult to resolve the waveform within one period. The shape of the waves, in this case, is not smooth relative to the size of the meshes, which can lead to instabilities in the numerical simulations. Therefore, in order to get a stable solution, the time step and the size of the meshes should be small enough so that the waveform within one period can be well resolved. As such, in our simulations, we set k = λ/30 and the size of the mesh σ < λ/7. We have tested that further reducing the size of the mesh σ does not improve the results appreciably.
C. Numerical results
We perform a suite of simulations with different spatial resolutions. In these simulations, we adopt the linear Lagrange test function, which is dependent only on the values of the finite elements on their vertices but does not involve any derivatives of the unknown fields. Therefore the degree of freedom (DOF) associated with each vertex is one. In this case, the total DOF is simply the total number of the expansion coefficients of the unknown field (u i or v i ). This number is also equal to the total number of linear algebraic equations in the system. The following table lists the level of refinement and the corresponding DOF. at the observer. Symbols with different colors show the results with different resolutions. With high spatial resolution 2 7 (blue stars), the numerical results agree with the analytic ones very well. This is expected as the accuracy of the FEM is strongly dependent on the resolution of elements.
After investigating the time-domain waveform for a particular local observer, we consider the global property of the wave equation. Inserting Eq. (27) into Eq. (11), we obtain the total energy of waves in the domain
Then we measure the total energy in our simulation numerically. Figure 4 compares the numerical results (stars) with the analytical ones (solid line) from Eq. (29) . When the wavefront has not reached the outer boundary, namely, R i < t < R o , the numerical results agree with the analytic ones very well. After t > R o (vertical dashed line), the wavefront starts getting out of the simulation domain. The total energy inside the bulk of our simulation domain becomes steady (flat) as, in this case, the energy gettings into the simulation domain equals the energy getting out of the domain.
V. SCATTERING OF GWS BY COMPACT OBJECTS
After testing our numerical code, in this section, we aim to simulate the scattering of GWs by compact objects using the FEM. We first introduce the basic equations of GWs in nonuniform spacetime and then discuss the numerical methods for solving these equations.
A. basic equations
We assume a metric g µν given by
and the gravitational waves as a perturbation to the background metric
where g 0 µν is the background metric. Following Ref. [30] , we neglect higher order non-linear terms and arrive at the propagation equation for gravitational waves h ij
Using the eikonal approximation by Ref. ([44] ) (also see Ref. [29] ), the gravitational wave tensor can be represented as where e ij is the polarization tensor. In this work, we assume that the polarization tensor does not change during the propagation of GW and then we obtain the so-called scalar wave equation
Equation (34) is the core equation we aim to solve in this work. In principle, we could directly simulate the spherical waves from the origin to the scatterers given the potential ψ of scatterers. However, if the scatterer is too distant from the origin, unlike in the previous section, it is difficult to simulate the spherical wave directly. This is because the radius of the sphere from the origin to the distant observer is too large. It is difficult to get enough spatial resolution for such a large sphere.
Therefore, instead of simulating the full spherical waves, we only simulate the scattered waves near the scatterer. In order to do this, we first define the scattered wave as δh := h−h, whereh is the wave function that is unaffected by ψ, namely, the solution of Eq. (34) with ψ = 0. From the previous sec-tion,h has an analytic expressioñ
where Q(t) is the waveform of the GW source. Inserting the above equation and the expression h = δh +h into Eq. (34), we obtain
where we have used
and c 2 = 1/(1 − 4ψ) is the effective speed of wave. In freespace, using Green's function the above equation has a formal solution
Note that in Fourier-domain, the above equation is exactly the same as Eq. (3) in Ref. [28] . Given the fact that ψ < 0, we have c < 1. The presence of potential thus delays the propagation of GWs. Moreover, in order to make δh(x, t) mathematically well defined, there must be some requirements on the smoothness of the source term ψ. In this work, we place a minimum requirement on the smoothness of ψ, namely,
B. Plane wave approximation inside the simulation box
As stated in the previous section, we only need to simulate the scattered waves around the scatterers. Figure 5 shows the domain and boundaries of our simulations. The simulation box is put along the z-axis, which is distant from the source of the GWs (e.g. R i = 20 Mpc). The GWs inside the simulation box can be well approximated by plane waves. We set the initial condition as δh| z=Ri = 0 , which means that the wavefront is simply the original wavefront at the initial epoch h =h. For other surfaces of the simulation box, we adopt the absorbing boundary conditions as noted before. The absorbing boundary conditions aim to guarantee that the scattered GWs δh do not reflect into the simulation box when they arrive at the boundaries.
For ψ, we choose it as the potential generated by a homogeneous spherical ball located at x 0 = (0, 0, R i + L box /2) , where L box is the size of the simulation box along one side where R s = 2M is the Schwarzschild radius. Note that, ψ is continuous up to the first order of derivative, namely, ψ ∈ C 1 (Ω) ⊂ H 1 (Ω). Further, we choose the waveform of the source of the GWs as
We set the frequency as f = 1. The amplitude of the wave is normalized at R i , namely, A = 4πR i .
C. The effect of box size
After setting up the simulation system, we first investigate the effect of box size on our simulation results. To do this, in Figure 6 , we present a suite of simulations with different box sizes L box = 10λ , 20λ , 30λ , where λ = 1 f is the wavelength. In these simulations, we choose the mass of the compact object as M = 10 4 M = 0.0492535Hz −1 . In this case, λ is much greater than that of the Schwarzschild radius of the compact object. We choose local observers around the scatterers along the z-axis in the simulation box. We adopt δt = t − (R i + L box /2) as the temporal axis for convenience, which is to set the zero point of time as the epoch when the wavefront arrives at the center of the simulation box. The solid black vertical lines indicate the epoch that the wavefront of the GWs arrives at the location of the compact object (box center). We choose three observers along the z-axis inside the FIG. 6. The scattered waves δh as a function of time for different observers along the z-axis. Different colour are for simulations with different box sizes L box = 10λ , 20λ , 30λ respectively (blue,red, green lines). We set the absorbing boundary conditions at all the surfaces of the simulation box. As time and space have the same unit, the temporal axis can also be considered as the z-axis, along which the waves propagate. We also use δt = t − (Ri + L box /2) as the temporal axis, for convenience, which is to set the zero point of time as the epoch when the wavefront arrives at the center of the simulation box. The top panel shows δh for an observer located before the compact scatterer. In this case, δh varies dramatically for simulations with different box sizes. Note that the simulations with L box = 10λ and L box = 20λ have the same temporal and spatial resolutions. Therefore, such differences between the blue and red lines are purely due to the changes in the size of the box. However, for observers located behind the compact object, due to the fact that most of the integral signals in Eq. (38) come from the compact object, the box size has less significant effects on δh.
simulation box. The dashed vertical lines indicate GWs arriving at different observers. The top panel shows the scattered GWs δh for an observer located before the scatterer. The middle and bottom ones show δh for observers behind the compact object. Note that the simulations with L box = 10λ and L box = 20λ have the same temporal and spatial resolutions. So in these two simulations, the differences are purely due to the effects of the box size. It is clear that if the observers are before the compact object, as shown in the top panel, δh varies dramatically for simulations with different box sizes. However, if the observers are behind the compact object, the effect of box size is limited. This is because, from Eq. (38), the potential of the compact scatterer contributes most of the scattered signals for observers behind it. Further note that, the simulation with L box = 30λ has a lower spatial resolution. The diameter of the spatial finite element is about λ/5. There are clear spikes at the wavefront (bottom panel) which, however, is supposed to be zero. Therefore, part of the small differences in the middle and bottom panels between L box = 20λ and L box = 30λ runs are due to the insufficient spatial resolution in the L box = 30λ case rather than due to the effects of box size. Indeed, it is difficult to eliminate the effect of box size. But such an effect can be significantly reduced by increasing both the resolution and volume of the simulation box. Arguably, it is only a matter of balance between scientific goals and com- Before the GWs passing through the whole simulation box, the total energy inside the box increases and equals to the energy generated from the source. The red and blue lines in this case overlap. However, when GWs get out of the box, the total energy inside the box becomes steady and conserved (blues lines after the dashed vertical line). In this case, the amount of energy generated by the source equals the amount of energy radiating out of the box.
E(t)
puting resources. If we are only interested in signals behind the compact object, the current approach can provide reasonable accuracy on the scattered signal.
D. Energy conservation
As already noted, one important property of the wave equation is that it obeys the law of energy conservation. This applies to δh as well. To illustrate this point, in Fig. 7 we compare the numerical integration of the left-hand side and the right-hand side of Eq. (10) . The size of the simulation box we choose in this test is L box = 10λ. We adopt δt = t − R i as the temporal axis for convenience. The vertical black line indicates the epoch of the wavefront at the position of the compact object. The dashed line indicates the epoch when the GWs arrive at the far end of the surface of the simulation box along the z-axis. When the wave passes through the whole simulation box, the total energy inside the simulation box becomes steady (blue lines). In this case, the amount of energy generated by the source equals the amount of energy radiating out of the box.
E. Phase shifts nearby the scatterer
We focus on L box = 20λ for the following discussions. The full GWs (incident+scattered) are given by
.
The wave effects of GWs are strongly dependent on the relative size between the wavelength and the Schwarzschild radius of the compact object. To show this point, we simulate the monochromatic waves with two different wavelengths λ = 1 Hz −1 , λ = 2 Hz −1 . Figure 8 shows the numerical results for three observers located along the z-axis before (top panel) and behind the compact object (middle and bottom panels). The dashed lines are for the unscattered signals and the solid lines are for the total scattered (incident+scattered) ones. Before the compact object, as expected, there are no significant changes in the waveform of the observed GWs neither in the amplitude nor the phase. Behind the compact object, both the amplitude and phase of GWs can be changed significantly. For a shorter wavelength λ = 1 Hz −1 (blue lines), the lensing effect of the monochromatic wave is very strong. The amplitude is increased by roughly a factor of two. However, for a much longer wavelength λ = 2 Hz −1 (red lines), the lensing effect and the changes in the amplitude are small due to diffraction. However, in this case, the phases of the original GWs are delayed significantly 1 .
F. Distant observer
Indeed, from Eq. (38) the scattered wave is mainly driven by the potential of the scatterer. Outside the scattering region, if the potential of the scatterer is negligible ψ ∼ 0, from Eq. (36), the scattered GWs propagates in a free-space. In this case, the wave obeys
As shown in the Appendix, for a distant observer, the above equation has an analytical solution
where δh b (R, θ, φ, t) is the Huygens-Fresnel wavefront at the radius of b. b represents the radius above which the potential of the scatterer is negligible. R is the distance from the scatterer to the observer as shown in Fig. 3 . The total waves then are simply the superposition of the incident waves and the scattered waves
where Q(t) is the waveform of the source. Note that Eq. (43) applies not only to the isotropic case of the scattered waves but also works for the anisotropic one. The beam of the scattered waves can be highly concentrated along some directions. In these directions, the amplitude of the scattered waves can be much stronger than that of the incident waves. The amplitude of the scattered waves, in this case, is proportional to ∝ 1 Ri × 1 R , where R i is the distance from the source to the scatterer. This is consistent with the predictions of Kirchoff's theory (see Eq.(5) in Ref. [28] ). However, if the frequency of the incident waves is very low, the scattered waves would be very isotropic due to the strong diffraction effect. The amplitude of the scattered waves is comparable to that of the incident waves. In this case, the incident waves cannot be neglected. The total scattered waves (inci-dent+scattered) should be considered. We will further discuss this point in three cases:
The observer is close to the scatterer and within the potential of the scatterer (e.g. the scatterer is the central black hole of our galaxy [19] ). The amplitude of the scattered waves, in this case, is comparable to that of the incident wave. The phase shift effect is significant due to the interference between the incident and scattered waves.
• The observer is distant from the scatterer and R is comparable to, R i , the distance from the source to the scatterer. Due to the strong diffraction effect, the amplitude of the scattered waves is comparable to that of the incident wave at the scatterer, such as in our simulations. In this case, the scattered wave then decays as
when it propagates to the distant observer. However, the original incident wave only decays as ∝ 1 r ∼ 1 2R . The scattered waves, thus, die out much faster than that of the original incident wave. At the observer, the effect of scattering by compact objects is negligible. This is consistent with our intuition that waves are not affected by obstacles that are much smaller than their wavelengths due to the effect of diffraction.
• If the source and the scatterer are very close to each other, the effect of scattering is significant. For a distant observer, the source and the scatterer can be considered as a single source, namely, h ≈ 1 r
VI. CONCLUSIONS
The detection of gravitational waves in the low-frequency regime provides a powerful tool to probe the properties of supermassive back holes (SMBHs) throughout cosmic history, which has profound implications in gravitational physics as well as galaxy formation. However, due to the wave nature of GWs, wave effects such as diffraction or inference may hamper future GW experiments to accurately infer the source information from the observed signals.
Given the complexity of the wave effects, numerical simulations provide a powerful tool to fully investigate these effects. Based on the public available code deal.ii as well as stand-alone linear algebra libraries, such as PETSc, we have developed a code to simulate the wave effects of GWs using the finite element method (FEM). We have robustly tested our code using a monochromatic spherical wave from a point source. We find that not only for the waveform at individual observer but also for the global conservation of energy, our numerical results agree with the analytical predictions very well.
After testing our code, we have studied the scattering of GWs by compact objects. For simplicity, we assume that the compact object is of spherical symmetry and the distribution of mass is uniform. As noted, the scattered wave is mainly driven by the potential of the scatterer (see Eq. (38)). Outside the potential well of the scatterer, the scattered waves travel in free-space and decay very rapidly. If the observer is far away from the scatterer, the scattered waves are negligible for incident waves with wavelengths much larger than the Schwarzschild radius of the scatterer. This phenomenon is well consistent with our intuition that waves are not affected by obstacles that are much smaller than their wavelengths due to diffraction. However, if the observer is very close to the scatterer, the scattered waves can be very large (driven by the potential of the scatterer). Based on simulations, we find that the amplitude of the scattered wave can be as large as that of the incident wave. In this case, due to the interference of the incident and scattered waves, phase shifts between the incident waves and the total scattered waves (incident + scattered waves) are significant. Since the wave equation of GWs propagating in a non-uniform background spacetime is similar to the well-known Schrödinger's equation in Quantum mechanics, the effect of phase shifts near the scatterer is, indeed, expected.
Our findings also have practical implications. GWs signals may be scattered by compact objects from the source, on their way to detectors, such as the central black hole of our galaxy [19] . Their waveform and phase may vary due to the scattering, which, indeed, poses a challenge in the GW data analysis. This is because a technique called matched filtering is usually adopted in digging out the underlying GW signals from a very noisy background. In this technique, the waveform, especially the phase, of the GW signals have to be predicted accurately. If there is a slight difference between the predicted templates and the true GW signals, the maximum signal-to-noise ratio of GW signals can not be achieved due to the effect of phase cancelation (See e.g. [33] for a review). In this case, it is difficult to accurately extract the properties of the source of the GWs. Therefore, if GWs are scattered by compact objects, templates that account for such effects should be adopted in the data analysis.
Finally, although we have demonstrated the effectiveness of our code using a monochromatic wave, our code can be generalized to any waveform in the time-domain straightforwardly. In contrast to most of the previous work that focus only on the frequency-domain, the advantage of the time-domain is that it can be directly related to the waveform of GW signals. However, in this work, we have only considered the propagation of GWs as scalar waves. It is reported recently that the polarization plane defined in geometric optics is smeared due to the diffraction effects [45] . We shall investigate this phenomenon in our future work. Aslo, in a series of follow-up papers, we shall extend our work to non-static potentials such as, those of a Kerr black hole [44] , and binaries of compact objects. We shall also explore the effectiveness of using the propagation of GWs as a tool to test the theory of gravity [46, 47] .
We expand f R (θ, φ, ω) in terms of spherical harmonics
Comparing the above equation with Eq. (46) at the boundary, we obtain a lm (ω)h 
The above equation demonstrates the Huygens-Fresnel principle, namely, the propagation of waves is completely determined by the surface of the wavefront. If the wavefront at the boundary is of spherical symmetry and is the same as the wavefront propagating there from the point source at the origin
there will be only monopole l = 0 left in the expansions of Eq. (50). Further noting that h (1)
Eq. (50) then reduces to
, which is the same as the wave propergating directly to the radius r from the origin. In general cases, if x = ω c r 1
we have h (1) l ( ω c r) h 
This indicates that the anisotropic feature in the wave function at the radius R can be preserved to a distant observer during the propagation of waves, if the waves travel in a free-space. The amplitude of the wave decreases by a factor of R r , which is the same as the isotropic wave, which is due to the conservation of energy of waves. 
