We consider the problems of selection, routing and sorting on an n-star graph (with n! nodes), an interconnection network which has been proven to possess many special properties. We identify a tree like subgraph (which we call as a ' ( k , l , k ) chain network') of the star graph which enables us to design eficient algorithms f o r the above mentioned problems.
Introduction
The n-star graph has been suggested in [l] as a better alternative Interconnection Network (ICN) to the n-cube. In [l] , it has been shown that the star graph has better features than the n-cube with respect to the degree, diameter, etc. The network needs fewer links per node (processing element) and fewer communication steps per message passing request. A number of interesting algorithms have been designed for the star David S.L. Wei 
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The University of Aizu Aim-Wakamatsu, Fukushima 965, JAPAN graph (see e.g., [ l, 7, 2, 31). But still a lot more work has to be done.
In this paper, we consider the following problems:
1) Selection, 2) Sorting, and 3) Packet Routing. Given a sequence of n numbers and an i, 1 5 i 5 n, the problem of selection is to identify the ith smallest element of the sequence. Sorting is the process of rearranging a given sequence of keys in either ascending or descending order. Packet routing is the problem of sending packets of information from their origins to their destinations. We are interested in permutation routing wherein at most one packet originates from any node in the ICN and at most one packet is destined for any node. Due to space constraints, details and analyses of many algorithms have been omitted from this version.
A full version of this paper is [ll] .
Preliminaries
We first define the star graph and then give some definitions and lemmas that will be helpful throughout. It is not hard to see (from Definition 2.2) that the degree of the n-star graph is n -1 . Also, in [l] , Akers, Harel, and Krishnamurthy have shown that the diameter of the n-star graph is Lq(n -1)J. On the other hand, an n-cube has 2" nodes, degree n, and diameter n. Thus, in comparison with the n-cube, the degree and diameter of the star graph grow more slowly as functions of the network size. Moreover, the star graph is both vertex (node) symmetric and edge symmetric (just like the n-cube).
The

Definition 2.3
A subgraph of an n-star graph S, , is said to be an a-th stage subgraph, denoted S,,-i(s,,-j+ls,-i.. .sn), if Sn-i is itself an (n -i)-star graph, 0 < i < n, and the last i symbols of labels of all the nodes in it are identical.
The S i -1 '~ of an Si partition the Si into i identical subgraphs. For example, an Sd consists of 4 S3's, viz., S3(1),S3(2),S3(3), and S3(4), and each of the S3's consists of 3 S2's, and so on.
For any network sorting algorithm, we need to specify an ordering (also known as an indexing scheme) of the nodes. The indexing scheme we adopt is reverse lexicographic order and is the same as the one assumed in [SI. Thus one could think of a (k, 1,k) chain as a linear array with k nodes. A packet (or item) from one node to its neighbor along the chain can be sent via a physical path of length 3. A (k, 1, k) chain also has the following nice property: Say there is an item at each node of a (k, 1, k) chain q k , q k -l r . . . , q2, q l , and each item has to be moved to its (say) left neighbor. It is easy to see that these items could be moved simultaneously in 3 steps.
The above observations lead to the following Lemma. any input of size n 2 no, for any a > 0. Throughout let w.h.p. stand for 'with high probability.' By high probability we mean a probability of 2 (1 -n-O) for any fixed a , n being the input size.
Lemma 2.1
Prefix Computation on the Star Graph
Given a sequence of items z o , x 1 , . I . , z~ and a binary operator gJ, let pi = zo gJ 21 @ . . ~ @ xi for In contrast, Akl and Qiu [2] show that a single prefix computation can be completed in O(n log n ) time and their algorithm is clearly optimal. First we present our prefix algorithm for a single sequence and later explain how to modify this algorithm for the case of a sequence of prefixes. The star graph under concern is an S,, and there is an element at each node of the graph. The indexing scheme assumed is reverse lexicographic order. There are two phases in the algorithm, namely the forward phase and the reverse phase. There are n -1 stages in each phase. In stage i of the forward phase, computation is local to the different Si's, for 2 5 i 5 n .
In fact in any Si, computation takes place only along a specific (i, 1 , i ) chain, namely the chain in which nodes of largest index from the i different Si-1'~ lie. Call any such chain as a special (i, 1, i ) chain. (Each Si has a unique special (i, 1, i ) -l ) , 1, (i -1) ) chain that q belongs to; The nodes in this (( i -l), 1 , (i -1) 
The Deterministic Sorting Algorithm for the Star Graph
The Algorithm
The best known prior algorithm for sorting had a run time of O(n310gn) [6, 21. Though our algorithm also has the same run time, it is simpler. Whereas the previous algorithm is based on shearsort, ours is based on bitonic sort.
The basic idea behind our algorithm is this: For a given sequence X = ( z~, z~,~~~, z~) , and a S n of N = n! nodes, we recursively sort (in parallel) each subsequence of ( n -l ) ! items in each subgraph S,-l into ascending or descending order depending on if the subgraph (subsequence) is odd or even numbered. Each pair of adjacent subsequences will form a bitonic sequence. Then we sort each bitonic sequence into either ascending or descending order so that two bitonic sequences will be merged into a longer bitonic sequence of double the size. We show the following the- 
Randomized Selection on the Star Graph
In this section we %how that the problem of selection can be solved in O ( n 2 ) time on a star graph with n! nodes. We assume that there is a key at each one of the N = n! nodes to begin with. We prove a stronger result, n_amely, that we can perform selection of n keys within O ( n 2 ) time if the ranks of these keys are uniform in the interval [l, NI.
Approach
Randomized selection has a long history [4, lo] . There is a central theme in all these algorithms which we also adopt in our algorithm. The basic steps are: 1) To sample and sort s = o ( N ) keys from the input;
2) To identify two keys from the sample (call these q1
and 42) such that the key to selected will have a value in the interval [q1,q2] w.h.p.; 3) To eliminate all the keys from the input which do not have a value in the interval [ql,qz]; and 4) Finally to perform an appropriate selection in the set of remaining keys (there will not be many of them w.h.p.).
We adopt the same approach to perform n selections on the star graph. In particular if there is a key at each node of the star graph to begin with, and if i j = $ for 1 5 j 5 n , our algorithm will output the ilth smallest element, the izth smallest element, . . . , and the i,th smallest element all in O ( n 2 ) time.
Our selection algorithm makes use of the following fact and lemma: where E' 2 c and E' 5 $. Realize that a sub-star graph of this size exists (cf. Fact 5.1) and a packet whose label is q can be routed to a node indexed q in the substar graph. With this prefix computation and routing step we basically concentrate the keys to be sorted in a sub-star graph whose size is no more than N '/'. Let the sub-star graph in which the keys are concentrated be an S, (with r! nodes). Prefix computation takes O(n2) time (Lemma 3.1) and routing takes 6 ( n ) time (Lemma 2.2).
3) Next we make a copy of these keys in every S, in S,,. The number of such copies made will be at least f i and these copies can be made in O(n2) time (cf. Lemma 3.2). If S:, S:, . . . , S,! is the sequence of 27, ' s in S,,, we make use of the copy in SF to compute the rank of the pth key, i.e., the key whose label is p (as computed in step 1). Rank computation is done using the prefix algorithm in O ( n 2 ) time. 4) Finally we route the key whose rank is j to the node indexed j in a specific S,.
Clearly this algorithm runs in 6 ( n 2 ) time. 0
We make use of Lemma 5.1 in step 4 of the selection algorithm. After eliminating keys, we concentrate and sort the remaining keys using this Lemma. For more details, see [ll] . This algorithm and the analysis of it is very similar to the ones in [8] . 
Randomized Sorting
All the existing randomized algorithms for sorting have a central idea similar to that of Quicksort. Our algorithm takes a different approach. We make use of the selection algorithm as a subroutine. In fact we exploit Theorem 5.2 to partition the given input into n exactly equal parts and sort each part recursively. The indexing scheme used is the reverse lexicographic order.
There are n phases in the algorithm. In the first phase we perform a selection of n uniformly distributed keys and as a consequence route each key to the correct Sn-l it belongs to. In the second phase, sorting is local to each At the end of second phase each key will be in its correct &-a. In general, at the end of the lth phase, each key will be in its 
A Deterministic Routing Algorithm for the Star Graph
In this section we consider the problem of permutation routing. An optimal randomized on-line routing algorithm for the star graph has been obtained in [7] .
It runs in time O(n). We will present a deterministic routing algorithm which realizes a permutation routing in time O(n3), and requires only a queue of size n for each node, with no queues needed for each link.
We use packing [5] that contains a packet to be packed may not know the destination of the packet although it has known s, the destination of the first packet in the packing problem. In order to obtain the correct destination for packets involved in the packing, we need to compute the index of each packet. The indices of these packets can be obtained by performing the prefix computation.
Lemma 7.1 Given an n-star graph of N = n! nodes and a set of M 5 N packets, one per node, these M packets can be packed in O(n2) steps.
We show that during the routing, no packet will be delayed by any other packet. We make use of packing in the following manner: The destination of each packet is a logN bit number. It suffices to sort the packets according to their destinations. Sorting can be achieved as a sequence of O(1og N ) packing operations, which will imply an O(n3 log n ) time algorithm for permutation routing. We use pipelining to reduce the run time to O(n3). Details 
Conclusions
In this paper we have addressed the problems of selection, sorting, and routing on the star graph. Our deterministic sorting algorithm is based on bitonic sorting and has a time bound that matches the best known previous algorithm. Randomized algorithms have been given in this paper for sorting and selection. The time bound of our randomized sorting is better than that of the previously best known sorting algorithm. We also have presented a deterministic routing algorithm which runs in O(n3) time on S,. Both selection and sorting have the obvious lower bound of R(n1ogn) on the star graph. Discovering algorithms with matching time bounds is still open.
