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Résumé
Ce papier traite du problème de l'estimation conjointe du Doppler et des coef-
ficients d'un égaliseur
. Après un bref rappel concernant l'égalisation adaptative
transverse, nous proposons un algorithme estimant conjointement le Doppler et
les coefficients d'un égalisent
. Cet algorithme conjoint est asymptotiquement op-
timum en poursuite des non-stationnarités lentes du canal de transmission
. Ses
performances sont mises en évidence à l'aide de données synthétiques et de sig-
naux réels issus d'expérimentations dans le domaine des transmissions acoustiques
sous-marines .
Mots clés : Egalisation adaptative, Récupération de porteuse, Non-stationnarités,
Capacité de poursuite, Communication acoustique sous-marine .
1 . Introduction
Dans un grand nombre de situations en transmission numérique,
se pose le problème conjoint de l'estimation des données et
de la récupération de porteuse . C'est particulièrement le cas en
transmissions acoustiques sous-marines (asm) qui est le domaine
d'application visé ici . Il s'agit d'estimer en même temps les
données transmises à travers un canal créant simultanément des
interférences et du Doppler ; en asm, les interférences proviennent
des trajets multiples de propagation, tandis que le Doppler, ou la
variation de phase est introduit par les mouvements émetteur-
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récepteur, ou encore est dû au milieu lui même : par exemple, le
Doppler est introduit lors d'une réflexion sur la surface de la mer .
Le problème conjoint d'estimation des données et de la récu-
pération de porteuse est connu depuis longtemps [7] et se pose
dans de nombreux autres types de transmissions (liaisons hert-
ziennes, communications radio-mobiles . . .) . Nous nous intéres-
sons ici tout particulièrement au cas où le canal de transmission
est non-stationnaire . On présente dans ce papier une procédure
asymptotiquement optimale permettant d'optimiser l'algorithme
conjoint d'estimation en présence de non-stationnarités du canal .
Cet algorithme conjoint auto-optimisé a vocation à être utilisé
dans tous les types de transmissions cités ci-dessus ; nous l'appli-
querons ici dans le domaine des transmissions asm .
Le paragraphe 2 rappelle des éléments de base en transmission
numérique, les algorithmes d'égalisation adaptative et de récu-
pération de porteuse (on s'intéresse aux modulations de phase à
deux et quatre états) . On en arrive ainsi à l'estimation conjointe
dont l'intérêt est montré à l'aide de simulations . Le paragraphe 3
donne le principe de l'auto-optimisation de l'algorithme conjoint .
Il généralise une procédure utilisée auparavant pour l'égalisation
en présence de non-stationnarités [12, 41 . Une simulation permet
de caractériser les performances de cet algorithme auto-optimisé
en présence d'un canal présentant du Doppler et des interférences
entre symboles . Cette simulation montre tout l'intérêt d'une
optimisation de l'ensemble des pas de l'algorithme . Finalement, le
paragraphe 4 applique ces algorithmes au cas d'une transmission
réelle de données en asm . Les résultats obtenus démontrent que
ce type d'algorithme est tout à fait utilisable dans des situations
concrètes .
2. Egalisation et récupération de porteuse
2.1 . LA CHAINE DE TRANSMISSION
L'objectif est de transmettre une suite de données discrètes ak
(dans notre cas ak = d:::I) . Pour cela, on forme le message
basse-fréquence continu d(t) _ >-_p apgp(t - p0) où go (t)
représente une impulsion de mise en forme et A la durée symbole .
Ce message d(t) module la pulsation porteuse w adaptée aux
caractéristiques du canal de transmission pour donner le signal
réel haute-fréquence émis . En Modulation par Déplacement de
Phase à 2 états (MDP2), le signal modulé s'écrit d(t) sin(wt) . Ce
signal est filtré par le canal et perturbé par un bruit additif . Après
démodulation complexe, on récupère les composantes en bande de
base du signal reçu . Lorsque l'on ne s'intéresse qu'à la restauration
du signal transmis, les opérations de modulation-démodulation
sont sans intérêt pratique et l'on adopte une représentation du
canal dite en bande de base qui relie directement le signal
basse fréquence reçu au signal basse fréquence transmis . Le
canal se réduit alors à un filtre à coefficients complexes et à un
additionneur de bruit . L' ensemble de la chaîne de communication
est représentée sur la figure 1 et le schéma équivalent en bande de
base sur la figure 2 .
2.2 . PRINCIPE DE L'ÉGALISEUR
Un égaliseur adaptatif [1, 2, 3, 15] est un filtre à coefficients
complexes qui, à partir des données
Yk
estime "au mieux" (souvent
entendu au sens de l'erreur quadratique moyenne minimale) les
symboles ak . Un signal d'erreur ek, construit à partir d'une
référence et du signal estimé ck, est utilisé pour piloter les
































Figure 1 . - Schéma de communication.
ak
Figure 2. - Schéma équivalent
de communication en bande de base.
Signal de référence
Figure 3. - Egaliseur adaptatif.
En pratique, le choix de la structure du filtre égaliseur est limité
par des considérations de simplicité de mise en oeuvre . Dans la
suite, nous utiliserons exclusivement la structure la plus simple qui
soit : celle d'un filtre linéaire transversal (ou tout-zéro) . D'autres
structures ont été étudiées par ailleurs [1, 9] .
2.3. EGALISEUR TRANSVERSAL ADAPTATIF
En l'absence de bruit, le récepteur a pour tâche "l'inversion"
du canal . En général, le signal observé est bruité et la sortie
de l'égaliseur ne peut jamais être égale au message recherché,
aussi lui impose t-on d'être aussi proche que possible du signal
émis au sens d'un certain critère . Dans une structure transverse,
l'estimée Ck de ak s'exprime comme combinaison linéaire des N
derniers échantillons observés . Ces échantillons sont groupés dans
un vecteur de dimension N :YK = [Yk, Yk_ 1 i . . . ,
Yk_N+1]T
. Les
coefficients du filtre transversal sont groupés dans le vecteur filtre
de même dimension H = [ho, h1, . . . , hN_l]T . La sortie du filtre
transversal s'exprime ainsi sous la forme
Ck
(H) = YTH.
En pratique, on est tenu de prendre en compte un certain retard
d'estimation d . On ne s'intéresse pas ici à l'optimisation du
choix de ce retard d . On le prendra dans la suite de l'ordre de
grandeur de la durée du canal. La donnée que l'on cherche à
estimer est donc notée ak_d . On recherche le filtre qui minimise
l' Erreur Quadratique Moyenne (EQM) entre le symbole ak_d et
le symbole estimé ck . Cette EQM notée J atteint son minimum
pour la valeur de H optimale au sens de l'EQM




= HIE (YYT) H - Me (H+E (Yk
ak-d)) +
1
Autrement dit, l'erreur quadratique d'estimation est minimale
lorsque l'erreur et l'observation sont orthogonales . Ce résultat
classique est un exemple d'application du théorème de la projec-
tion orthogonale [1]. . Dans le cas théorique idéal où la loi con-
jointe du couple (Yk, ak_d) est connue a priori , le vecteur H*
qui minimise la fonction J se déduit immédiatement de la nullité




I' = E (YkYk) désigne la matrice d'autocorrélation des
données reçues .
• FYa
- E (Ykak_d) est le vecteur d'intercorrélation entre le
vecteur d'observation Yk et le symbole ak_d que l'on cherche
à estimer.
La procédure du gradient permet de minimiser J de manière
itérative
Hk - Hk-1 -
/1
7HJ(Hk-1)
En pratique, la valeur de l'espérance de Jck(H) -
ak-d~2
étant
inconnue, on travaille sur l'erreur instantanée. On obtient ainsi
l'algorithme du gradient stochastique
En moyenne, il conduit aux mêmes résultats qu'un gradient
déterministe sur J .
Remarques
H* = F 1FYa -
(E (Yk Yk )) 1 E (Yk ak-d)
où
• Les données ak apparaissent dans cet algorithme . En pra-
tique, on distinguera deux phases dans le fonctionnement de
l'égaliseur adaptatif . Une phase d'apprentissage durant laquel-
le les données sont connues du récepteur et une phase auto-
adaptative durant laquelle elles sont reconstruites par décision
sur les valeurs estimées ek .
• La matrice de corrélation des données qui intervient dans l'ex-
pression du filtre de Wiener n'apparaît pas explicitement dans
l'algorithme du gradient stochastique ; elle n'en conditionne
pas moins son comportement .
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En pratique, le canal varie et l'égaliseur adaptatif doit pour-
suivre les variations d'un vecteur de paramètres ; que les variations
proviennent de la non-stationnarité du canal de transmission, du
Doppler ou des erreurs dues à une éventuelle démodulation impar-
faite n'importe pas . Néanmoins, les erreurs dues à la démodulation
et au Doppler ajoutent aux non-stationnarités du canal des fluctu-
ations de phase qui peuvent énormément pénaliser l' égaliseur . En
effet, la capacité de poursuite d'un égaliseur adaptatif se dégrade
lorsque le nombre de ses coefficients augmente [2] . Une variation
rapide de phase, qui affecte de la même manière l'ensemble des
coefficients du filtre égaliseur, engendre donc des problèmes de
poursuite d'autant plus graves que le filtre égaliseur est long . On
peut remédier à cette difficulté en faisant apparaître explicitement
un paramètre d'erreur globale de phase afin de ralentir la vitesse
de variation des paramètres de l'égaliseur . Cela revient à concen-
trer sur un seul coefficient réel cc la variation globale de phase
[2, 7] (i .e . affectant de la même manière l'ensemble des coeffi-
cients). La capacité de poursuite d'une telle variation s'en trouve
considérablement améliorée . En résumé, on impose au récepteur
la structure
Ck (H, p) = YTHe- ~ (4)
dans laquelle on convient d'imposer à l'un des coefficients (par
exemple le premier ou le coefficient central) du vecteur H d'être
à phase nulle .









= 1 - 2E Re (ak*_dck) + EIck1
2
où l'erreur d'estimation est toujours ek =
ak-d-Ck
. Les gradients
de l'erreur instantanée lek 12 par rapport aux variables H et cp valent
L'emploi de la procédure du gradient stochastique pour minimiser
J par rapport aux variables H et co conduit donc à l'algorithme
d'estimation conjointe de phase et d'égaliseur suivant
avec les conditions initiales :po = 0 et Ho = [1, 0, . . . , 0] .
Notons que les pas d'adaptation fi et -y de Hk et de cp k peuvent
être différents . Lorsque la phase globale cp * varie rapidement par
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Ck
YkHk_ 1 e-i Pk (7)
ek = ak_d - ck
(8)
Pk Pk_1 +
yIm (e Ck) (9)








ek ak-d - Ck (2)
Ck YkHk-
1 (3)
Dans cette expression + désigne le transposé conjugué . Cette 2.4 . EGALISATION ET RÉCUPÉRATION
fonction est minimale lorsque son gradient par rapport à H




VHJ(H) = E (Yk ek) - 0 avec ek - ak_d - ck(H)
[5] :
VHlek12 - -2Ykei°ek (5)
D,p lek12 = -21m (ak_
d
ck) = -21m (e*kek)
(6)
2.4.2. Simulation
Figure 4. - Performances d'un égaliseur.
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rapport au filtre H,, (interférences entre symboles), il est même
fortement conseillé qu'ils le soient . Tout l'intérêt de l'algorithme
(7-10) réside dans le fait que les pas p et ry peuvent être choisis
de façon à s'adapter aux non-stationnarités de la phase et du filtre
optimum (canal de transmission) .
L'efficacité de l'algorithme (7-10) est facile à mettre en évidence
à l'aide de simulations . Comme nous l'avons déjà remarqué,
la structure de réception (4) est surtout intéressante lorsque la
variation de phase est rapide par rapport à celle des interférences .
C'est pourquoi nous simulons le cas limite pour lequel le canal
est stationnaire et la phase globale linéairement variable (ce qui
correspond à l'existence d'un Doppler constant) .
Les conditions de simulation sont les suivantes : canal à deux
trajets, séparés de une durée symbole, d'amplitudes 1 et 0 .5 .




+ 0 .5ei ( 1
+ k
')ak-i + bk
avec i 2 = - 1 .




• L'écart type du bruit d'observation vaut a = 0.1
Les paramètres de l'égaliseur sont :
• Retard d'estimation d=1 .
• La longueur du filtre égaliseur est fixée à cinq coefficients (N=5)
• Le pas d'adaptation vaut µ = 0 .01 .
• Dans l'algorithme d'égalisation conjointe, le pas de la boucle
de phase vaut •y = 0.1 .
Les pas d'adaptation µ et -y sont choisis empiriquement de façon
à obtenir de bons résultats .
Les courbes d'EQM sont obtenues grâce à une moyenne sur un
ensemble de cinq mille réalisations (Mise en oeuvre de l'algo-
rithme sur 5000 fichiers de 1000 points et calcul de la moyenne
d'ensemble sans utiliser d'hypothèse d'ergodisme) .
Les figures 4 et 5 représentent l'évolution au cours du temps de
l'erreur quadratique moyenne pour trois valeurs différentes du
Doppler. Pour chacun de ces Dopplers, les algorithmes (1-3) et
(7-10) ont été utilisés . Alors que les performances asymptotiques
d'un égaliseur transversal seul (1-3) se dégradent rapidement
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Figure 5 . - Performances d'un algorithme conjoint .
lorsque le Doppler augmente (figure 4), celles de l'estimateur
conjoint (7-10) restent quasiment constantes (figure 5) . Cette
propriété est d'autant plus marquée que le nombre de coefficients
de l'égaliseur est grand ; ceci est naturel puisque la capacité de
poursuite d'un égaliseur adaptatif diminue lorsque que le nombre
de ses coefficients augmente [2] .
Lorsque que le signal reçu est affecté d'un effet Doppler im-
portant, la boucle de phase du premier ordre utilisée dans cet
algorithme peut se révéler insuffisante . La poursuite devient im-
possible lorsque le pas minimum nécessaire pour obtenir un biais
acceptable conduit à une variance excessive . Dans ce cas, il est
possible d'utiliser une boucle du second ordre . Ceci revient à
insérer un filtrage du signal d'erreur de phase . Il suffit de rem-




+ Z 1 ('y1 + 1 'Yz_ 1
/
* Im (e*kck)
où Z-1 désigne la transformée en Z inverse . Cette variante a été
utilisée avec succès sur des signaux réels [5, 9] . Bien que les
performances en poursuite de ce genre de procédure (algorithme
multipas [2]) soient bonnes, il faut prendre garde au fait que la
convergence initiale (accrochage) est beaucoup plus délicate que
pour une boucle du premier ordre .
L'utilisation pratique de l'algorithme d'estimation conjointe (7-
10) pose le problème de l' optimisation des pas d'adaptation .
Théoriquement, il est possible d'en rechercher les valeurs op-
timales pour des modèles d'évolution particuliers. En pratique
cependant, les connaissances sur les conditions expérimentales
(donc sur les modèles) sont faibles . De plus, les paramètres opti-
maux dépendent du filtre inconnu H* et les formules analytiques
sont de ce fait inutilisables . Dans ces conditions, on peut songer
à une optimisation "en ligne" des pas d'adaptation . Ce point est
traité dans le paragraphe suivant.
3• Auto-optimisation de l'algorithme
d'estimation conjointe
3.1 . OBTENTIONDES ALGORITHMES
Dans l'algorithme d'estimation conjointe (7-10), deux pas d'adap-
tation sont à choisir : le gain µ de l'égaliseur et le gain y de l'esti-
mateur de phase. Une démarche similaire à celle employée dans
[2, 3, 4, 12] dans le cas de l'égaliseur transverse conduit à un
algorithme d'estimation conjointe dont les gains sont asympto-
tiquement proches des valeurs optimales /i,, et -y,,, .
On note toujours
Ck
= YkHk_ l e-
'wk- 1
la valeur estimée de
ak_d et ek = ak-d-ck l'erreur d'estimation . Le critère statistique
J
	







I k d - k k 1e
k cc
est une fonction des variables p et y . Il correspond au comporte-
ment stationnaire de l'algorithme, l'erreur quadratique étant cal-
culée sur la trajectoire de l'estimateur . Le problème d'optimisa-
tion des pas /t et y consiste à minimiser J sous les contraintes
On note maintenant
a aJ
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La phase du filtre égaliseur est définie de façon unique grâce à une
contrainte sur la phase de l'un des coefficients (h o ou le coefficient
central par exemple). Cette contrainte permet de supposer que
les estimateurs de phase et d'égaliseur sont approximativement
découplés. Nous supposerons donc que Hk ne dépend pas de -y
et que (Pk ne dépend pas de µ . En notant symboliquement ~ la
variable égale à
1t
ou y, la dérivée de la fonction J par rapport à
s'écrit
Ainsi, en introduisant en plus une contrainte de positivité, les
procédures de mise à jour des pas s'écrivent
On introduit ainsi d'autres pas "secondaires" a et ß dont on verra
plus loin qu'ils peuvent être choisis dans une plage très large .
L'utilisation d'une contrainte de positivité empêche l'algorithme
de se déstabiliser suite à des valeurs négatives du pas d'adaptation .
Cette contrainte est nécessaire en pratique . On pourrait aussi
limiter la valeur maximale du pas pour éviter la zone d'instabilité .




Hk = Hk_1 +iYe ek
par rapport à µ et
max (0, ryk_1 - aFk_1Im (ak_ dck)) (13)
max (0,lik_1 -ßRe (Yk Gk_le -z
~k-1
e*)) (14)
<Pk = <Pk-1 +
yIm (ekck)
par rapport à y . L'algorithme auto-optimisé conjoint obtenu est
le suivant
Nous verrons que les algorithmes auto-optimisés de ce type offrent
des performances remarquables dans beaucoup de situations
concrètes. Une analyse théorique des propriétés des algorithmes
à pas adaptatif est donnée dans [8] .
Cas particuliers
• La condition de stabilité de l'algorithme du gradient stochas-
tique s'écrit : µ <
amas
où désigne la plus grande valeur
propre de la matrice de corrélation du signal reçu . En pratique,
le pas y optimum dépasse d'autant plus facilement cette valeur
limite que le nombre de coefficients de l'égaliseur est grand
et/ou que la vitesse de variation des interférences entre sym-
boles est rapide. Dans ce type de situation, on fixera le pas
d'égaliseur It à une valeur proche, mais inférieure, à cette limi-
te de stabilité . Il sera alors intéressant d'employer une version
simplifiée de l'algorithme précédent dans laquelle seul le gain
de phase est variable. Cette version peut également se révéler
utile lorsque le canal est quasi-stationnaire ; auquel cas il est
conseillé de fixer le pas u à une très petite valeur.






Wk-1 + yIm (ekck)
Hk-1 +PYke2 `°k
- lek ek = ak-d - Ck (1 6)





ti<k-1 ~Ok = ~Pk-1 + yk-1Im (ekck) (17)
î'k =
max (0, ^/k-1
- aFk-lIm (ak_dek)) (18)
qui lient cpk à yk à y constant
J(Yk,
ak, Hk-1, ~Pk-1, /d,'y)
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kRe (ak-dck)) Fk-1 (19)
Hk-1 + µk-lyk eZ`ok
1
Ck (20)

























ak_d - Ck (24)
cpk- 1 +7Im (ekck)
(25 )
max (0, 7k_1
- aFk-,Im (a*k_dck)) (26)
Im (ak_dck ) + ( 1 -7kRe ( ak_dck)) Fk-1 (27)
Hk_1 +µY~ e Z ~k-l ek (28)
• Lorsque, en plus, les interférences entre symboles sont nég-
ligeables, l'égalisation n'est plus nécessaire et l'on remplace
avantageusement l'algorithme précédent par une simple boucle
de phase (boucle à remodulation) auto-optimisée [6] .
Intéressons nous maintenant à la situation fréquente en pra-
tique dans laquelle coexistent un Doppler global et une non-
stationnarité du canal . Le paragraphe suivant considère une non-
stationnarité classique en acoustique sous-marine : une rotation
de phase différentielle entre les deux trajets . Cette situation rend
le choix des pas d'adaptation critique et, par conséquent, les al-
gorithmes auto-optimisés très utiles .
3.2. SIMULATION D'UN CANAL AVEC DOPPLER
ET DOPPLER DIFFÉRENTIEL . MISE EN
ÉVIDENCE DES PAS OPTIMAUX ET DE LEUR
INTÉRÊT
Nous considérons un canal à "deux trajets" affectés d'une rota-
tion de phase globale (modélisant un éventuel déplacement émet-
teur/récepteur, ou toute erreur sur la fréquence de démodulation) et
d'un Doppler différentiel sur le second trajet . L'origine physique
de ce Doppler différentiel est souvent liée au fait que ce second
trajet a subi une réflexion sur la surface de la mer . Le déplace-
ment de cette surface de réflexion module le trajet (figure 6) et
(figure 7).
On s'intéresse aux performances d'un système d'égalisation con-
jointe en sortie d'un canal de ce type . Nous utilisons l'hypothèse
réaliste qui consiste à supposer le Doppler différentiel faible par
rapport au Doppler global . Sous cette hypothèse, on conçoit qu'un
algorithme de récupération conjointe de phase et d'égaliseur con-
stitue un système de réception approprié . On va mettre en évidence
Trajet réfléchi surface
Emetteur Récepteur
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Amplitude de la réponse impulsionnelle
Trajet direct
Figure 7 . - Réponse impulsionnelle -
configuration fréquente d'un canal à
deux trajets .
sur les deux exemples suivants la façon dont les pas optimaux
évoluent .
Exemple 1






• L'écart type du bruit bk vaut a = 0 .1 (Rapport signal sur bruit
=r=20dB),a=0.2(r=14dB)oua=0 .3(r=10dB) .
• e = 0.01, 0 .02, 0.03 représente le Doppler commun aux deux
trajets .
• ~ = 2 .10-3 représente le Doppler différentiel qui affecte le
second trajet .
• L'égaliseur comporte N = 20 coefficients .
• d est toujours égal à d = 1 .
On calcule alors pour les différentes configurations ci-dessus
l' EQM asymptotique en fonction des pas p et -y . La figure 8 illustre
cette EQM pour la configuration a = 0 .1 et c = 0.01. Cette si-
mulation met en évidence l'existence d'un couple optimal unique
(ii,-y* ) . La recherche de ce couple optimal a été entreprise à
l'aide d'une procédure exhaustive pour les trois valeurs ci-dessus
du rapport signal sur bruit et les trois valeurs du Doppler [5] . Les
résultats obtenus sont reportés en caractères gras dans la table
suivante. On a fait fonctionner l'algorithme auto-optimisé (15-
22). Les résultats pour les grandeurs 'y et p sont représentés entre
parenthèses dans la table . On constate le bon fonctionnement de
l'algorithme auto-optimisé (15-22) .
Doppler c Ecart type
du bruit
u*
0.01 0.1 0.36 (0.33) 1.8E-2 (1 .7E-2)
0.01 0.3 0.20 (0.20) 7.9E-3 (8.3E-3)
0.01 0.5 0.17 (0.17) 3.9E-3 (4.9E-3)
0.02 0.1 0.52 (0.49) 1.8E-2 (1 .9E-2)
0.02 0.3 0.33 (0.30) 7.2E-3 (8.9E-3)
0.02 0.5 0.27 (0.26) 3.9E-3 (5 .4E-3)
0.03 0.1 0.67 (0.61) 1.7E-2 (1 .9E-2)
0.03 0.3 0.40 (0.40) 7.4E-3 (9.9E-3)







GAIN DE L'EGALISEUR J. .t
0 .000
Exemple 2
Intéressons nous au fonctionnement de l'algorithme à partie phase
seule optimisée (23-28) en sortie d'un canal pour lequel le Doppler
différentiel est du même ordre de grandeur que le Doppler global .
Estimation 1 k du pas de l' égaliseur
Figure 8 . - EQM asymptotique en fonction des pas d'adaptation µ et -y.
A titre d'exemple, l'évolution des pas d'adaptation estimés est
tracée à la figure 9 pour la configuration a = 0.1 , e = 0.01 .
Les paramètres d'adaptation secondaires utilisés sont a = 0 .01,
ß = 0.0003. On a pu vérifier que le choix de ces paramètres a
et 0 influe sur la vitesse de convergence des pas µk et yk et sur
leur variance asymptotique . Ils ne modifient pas leur convergence
moyenne. En pratique, ils peuvent être choisis dans une large
gamme de valeurs .
Variance du pas estimé = 4.4E-7
Pas estimé moyen = 0.0174
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Figure 9. - Evolution des pas µ ety pour la configuration e = 0 .01 et rapport
signal sur bruit de 20 dB (o = 0 .1) .
Le signal reçu est maintenant de la forme
yk
= akeike + 0.8ei2kEak-1 +
bk
avec e=0.003, a=0.l,µ=0 .01,N=60
La figure 10 représente les constellations reconstruites par l'algo-
rithme conjoint (7-10) pour six valeurs du gain de phase y . Elle
montre l'importance du choix de -y dans cet algorithme lorsque
le canal est non-stationnaire . Le choix de y étant beaucoup plus
critique en présence de Doppler différentiel que dans le cas d'un
canal stationnaire, il est naturel d'utiliser un algorithme auto-
optimisé .
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Figure 10. - Constellation estimée pour six valeurs de -y .
La figure 11 illustre les résultats obtenus à l'aide de l'algorithme
optimisé simplifié (23-28) . Le pas estimé -y converge en moyenne
vers une valeur pratiquement optimale (-y = 0.07). Le pas
secondaire a conditionne seulement sa vitesse de convergence
et la variance de l'estimation . La figure 12 illustre la convergence
du pas estimé pour trois valeurs du pas secondaire (a = 0 .002,
a = 0.005 et a = 0 .05) . Comme dans le cas des boucles de phase
optimisées, on constate l'efficacité d'une recherche automatique
du pas optimum .







Figure 11 . - Fonctionnement de l'algorithme optimisé simplifié pour a=0.005
constellation reçue et constellation estimée .
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Figure 12. - Influence du pas secondaire a sur la convergence du pas estimé
,y - algorithme simplifié.
Notons enfin que même si l'algorithme n'estime pas parfaite-
ment le filtre égaliseur optimum, les performances globales du
système restent souvent bonnes . C'est essentiellement la qualité
de la récupération de porteuse qui conditionne le bon fonction-
nement global d'un système d'estimation conjointe de phase et
d'égaliseur.
4. Traitement de données réelles en asm
L'objectif de ce paragraphe est de montrer que l'utilisation d'un
système d'estimation conjointe de phase et d'égaliseur auto-
optimisé est tout à fait possible en acoustique sous-marine .
Ceci permet d'envisager des applications qui nécessitent un fort
débit (transmission d'images, téléphone numérique . . .) dans des
situations dans lesquelles un simple égaliseur ou une simple
boucle de phase ne fonctionnerait pas. Nous nous proposons de
mettre en oeuvre, sur des données réelles, les algorithmes évoqués
ci-dessus. Il est bien entendu que l'emploi de ce type d'algorithme
nécessite un rapport signal sur bruit élevé (supérieur à 10 dB en
entrée de l'égaliseur) .
Les données utilisées sont issues d'expérimentations en acous-
tique sous-marine effectuées en mer Méditerranée entre le 25
novembre et le 8 décembre 1991 lors de la campagne de mesure
CONVHIV à bord du NO SUROIT de l'IFREMER [13] . Bien
que l'objectif de cette expérimentation ait été la caractérisation
du milieu sous-marin, les données recueillies se prêtent plutôt
bien à l'évaluation des performances pratiques d'un système de
transmission numérique .
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4.1. DESCRIPTION DE L'EXPÉRIMENTATION
Nous considérons une expérience de communication horizontale
à courte distance (750 m) . Dans cette expérience, l'émetteur et
le récepteur sont immergés à une profondeur de 150 mètres . La
fréquence de la porteuse est fixée à 400 Hz et le débit binaire de
la transmission est de 100 bits par seconde [5, 13] . La structure
de propagation est prédite avant l'expérience à l'aide d'un tracé
de rayon. Cette technique, basée sur la connaissance du profil de
célérité en fonction de la profondeur, procure des résultats assez
fiables concernant la réponse impulsionnelle moyenne prédite du
canal . La figure 13 montre le profil de célérité, le tracé de rayon et
la réponse impulsionnelle prédite . La propagation se décompose
en un trajet direct entre l'émetteur et le récepteur et un trajet
réfléchi surface (figure 6) . Cette configuration, un trajet direct et
un trajet réfléchi surface, est classique en acoustique sous-marine à
courte distance. Par ailleurs, la réponse impulsionnelle "mesurée"
(obtenue par intercorrélation du signal reçu avec un signal de
référence) de ce canal de transmission est tracée à la figure 14 .
L'échelle horizontale représente une durée exprimée en nombre
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Nous remarquons immédiatement que la durée de la réponse ira-
pulsionnelle est grande par rapport à la durée symbole . Cette
constatation est assez générale en ce qui concerne les communi-
cations ASM horizontales . Cette caractéristique tranche avec ce
qui se passe pour d'autres canaux de propagation. L'importance
de cet étalement temporel rend délicat le traitement en réception .
De plus, contrairement à des canaux tels que le canal "radio-
urbain", les trajets de propagation sont nettement marqués . Enfin,
le canal peut être assez fluctuant et le rapport signal sur bruit est
rarement très favorable à un traitement de type égalisation . Dans
cette première communication à courte distance, il est cependant
relativement bon (de l'ordre de 10 dB) .
Le signal basse fréquence émis est composé d'une suite jointive de
Séquences Binaires de Longueur Maximale (SBLM) de longueur
511 . Rappelons que ces séquences pseudo-aléatoires possèdent
de très bonnes propriétés de corrélation . Elles s'apparentent de ce
fait à des suites aléatoires binaires blanches . En acoustique sous-
marine, elles sont le plus souvent utilisées avec une modulation
par déplacement de phase (MDP2) pour identifier le milieu . C'est
ce qui a permis d'estimer l'allure de la réponse impulsionnelle
donnée figure 14 . Dans le cas présent, la SBLM émise va de plus
permettre d'assurer la synchronisation symbole du récepteur par
rapport à l'émetteur, c'est à dire le positionnement correct de
l'instant d'échantillonnage . Cette synchronisation est effectuée
une seule fois en début de séquence par intercorrélation entre le
signal reçu démodulé et la SBLM de référence . Pour cela, le signal
sortant du démodulateur complexe est suréchantillonné (16 points
par symbole) . Une fois cet instant optimal d'échantillonnage
défini, le système d'égalisation n'utilise plus qu'un point par
durée symbole. L'ensemble de ces prétraitements est résumé par






















Le signal prétraité est ensuite utilisé par l'algorithme conjoint
globalement optimisé (15-22) . Le retard d'estimation d est de
l'ordre de grandeur de la durée de la réponse impulsionnelle
du canal . Le signal estimé est donné par la figure 16 . Le signal
décidé (i .e . obtenu par décision sur le signal estimé ek) est égal au
signal de référence sur toute la séquence utilisée (2048 symboles) .
Ce qui laisse supposer une très faible probabilité d'erreur . Les
constellations en entrée et en sortie du système d'égalisation
conjointe sont représentées sur la figure 17 et révèlent le bon
fonctionnement du système d'égalisation conjointe . Sur cette
ystèmes sous-marins
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Figure 17. - Pas d'adaptations, constellation reçue et constellation estimée.
figure sont aussi représentés l'évolution des pas estimés . Ces










Nous avons présenté une version améliorée de l'égaliseur adap-
tatif. Elle permet d'estimer conjointement la phase du canal et
les coefficients de l'égaliseur et ainsi de prendre en compte con-
jointement et de façon adaptée le problème des interférences en-
tre symboles et celui du Doppler . Un problème pratique capital
est celui du choix des facteurs d'oubli : ce problème est parti-
culièrement important en ce qui concerne cet algorithme d'esti-
mation conjointe de la phase et de l'égaliseur . C'est pourquoi,
nous nous sommes attachés à optimiser en ligne les pas d'adapta-
tion de cet algorithme . Les performances de ce nouveau système
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d'estimation conjointe auto-optimisé ont été mises en évidence à
l'aide de données synthétiques . Nous avons donné dans le dernier
paragraphe un exemple d'utilisation de ces algorithmes sur des
données réelles issues d'expérimentations en acoustique sous-
marine . D'autres cas ont été traités [5]. Dans tout ce qui a été
présenté, le problème de la synchronisation symbole n'a pas été
complètement pris en compte . Nous nous sommes contentés d'es-
timer l'instant d'échantillonnage en début de séquence sans en
assurer le suivi en cours de fonctionnement . Dans une mise en
oeuvre en temps réel, il est indispensable d'assurer le suivi en
ligne de l'instant d'échantillonnage .
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