Abstract. The exponential distribution is a popular model in applications to real data. We propose a new extension of this distribution, called the Lomax-exponential distribution, which presents greater flexibility to the model. Also there is a simple relation between the Lomax-exponential distribution and the Lomax distribution. Results for moment, limit behavior, hazard function, Shannon entropy and order statistic are provided. To estimate the model parameters, the method of maximum likelihood and Bayse estimations are proposed. Two data sets are used to illustrate the applicability of the Lomax-exponential distribution.
Introduction
The exponential and Lomax distributions are two important distributions in statistical practice. They possess several important statistical properties Various distributions can be driven by using this method. The gammahalf normal and the gamma-normal distributions were introduced by Alzaatreh and Knight (2013) and Alzaatreh et al. (2014) respectively. Also the gamma-Pareto and Weibull-Pareto distributions were studied by Alzaatreh et al. (2012) and Alzaatreh et al. (2013b) respectively. The gamma-uniform and logistic-uniform distributions were introduced by Montazeri (2012, 2014) . In this paper new distribution, Lomax-exponential will be introduced by using of the method of T-X family.
Let F (x) be the cumulative distribution function (c.d.f.) of any random variable X. Also let r(t) and R(t) be the probability density function (p.d.f.) and c.d.f. of a random variable T defined on (0, ∞) respectively. The c.d.f. of the T-X family of distributions defined by Alzaatreh et al. (2013a) is given by
When X is a continuous random variable, the probability density function of the T-X family is
Let a random variable T follows the Lomax distribution with p.d.f. and c.d.f. respectively for t > 0, k, a > 0 as
and
Then g(x) in (2) leads to the Lomax-X family with p.d.f.
The Lomax-exponential distribution (LED for short) is obtained if X follows the exponential distribution with parameter s.
The corresponding c.d.f. and p.d.f. of X are respectively defined for k, a, s > 0 and x > 0 as
and g(x) = ska k e sx (e sx + a − 1) k+1 .
When k = a = 1, the LED reduces to the exponential distribution. Then the LED is a generalized of the exponential disreibution.
Properties of the Lomax-Exponential Distribution
In this section some general properties of the LED will be addressed including the limiting behavior, Shannon entropy, quantile function and etc. Lemmas 1 and 2 give the relations between the LED, Lomax and Pareto type 1 distributions. Proof. The result follows by using the transformation technique.
In Figure 1 The hazard function associated with the LED is
In Figure 2 , various graphs of h(x) are provided for various values of k, a and s. It is clear that when a > 1, the hazard function is increasing, when a < 1, the hazard function is decreasing and when a = 1, the hazard function is fixed (= sk). The limits of the hazard function of the LED as x → 0 and x → +∞ are sk a and sk, respectively. 
Quantile Function
The quantile function of the LED, Q(λ), 0 < λ < 1 is obtained by solving
) .
The median of the LED is obtained as
Moment
The moment generating function for the LED is given by
dy.
Using Taylor expansion
provided t < ks. The derivative of (10) with respect to t is given by
The first non-central moment follows by setting t=0,
By defining k = a = 1 in (11), the first non-central moment of the exponential distribution is obtained as
Simultaneously, the equation (11) works well in Subsection 2.7.
Shannon Entropy
The entropy of a random variable X is a measure of variation of uncertainty. Shannon entropy for a random variable X with p.d.f. g(x) is defined as E(− log g(X)) (Shannon 1948) . The following theorem gives the Shannon entropy of the LED.
Theorem 2. Let X be a random variable that follows the LED given in (7). Then the Shannon entropy of X is
Proof. For LED, the Shannon entropy is given by
Using Lemma 1, one can get
The result can be obtained by (11).
Order Statistics
The density function of the ith order statistic, X i:n for a random sample of size n drawn from (7) from Arnold et al. (2008) is
Using of the binomial expansion and some calculations, we obtain
where
and g (n−j)k,a,s (x) is the p.d.f. of LED with parameters (n − j)k, a and s. The first non-central moment of X i:n is obtained by (11) as
} .
The density of the first order statistic from (12) is
Then the first non-central moment of X 1:n is
The result in (13) indicates that the first order statistic follows the LED with the parameters nk, a and s, then the properties of the first order statistic can be found easily.
Maximum Likelihood Estimation
Let X 1 , . . . , X n be a random sample of size n taken from the LED. The log-likelihood function for the LED by using (7) is given by
The derivatives of (14) with respect to k, a and s, respectively, are given by
Now by setting (15), (16) and (17) We evaluated the performance of the maximum likelihood method for estimating the LED parameters using simulation for a total of thirteen parameter combinations and the process is repeated 300 times. We used "nlminb"function in R software for optimization. The MLEs, 0.95% confidence interval estimation and root of mean squared error (RMSE) of the parameter estimates were listed in Table 1 . We note that the MLE method performs acceptability for estimating the model parameters.
Bayes Estimation
In this subsection, we obtain Bayes estimates of the parameters of the LED using quadratic loss function. Tierney and Kadane (1986) gave an approximate form for the evaluation of the Bayes estimates of ϕ(λ) by writing the two expressions
and 
So the Bayse estimations of ϕ(λ) are defined aŝ
whereλ * andλ maximize l * (λ) and l(λ) respectively, and Ω * and Ω are the negatives of the inverses of the matrices of second derivatives of l * (λ) and l(λ) (given in the Appendix C) atλ * andλ, respectively. Also, q(λ|x) is the posterior p.d.f. of λ given the data. Under the assumption that the parameters k, a and s are unknown, we consider the following priors on k, a and s. The parameters k and s have the gamma priors with shape parameters θ 1 , θ 2 and scale parameters η
2 , respectively. Also, a has a non-informative prior as 
ln(e sx i +a−1) .
Here, we consider θ 1 = θ 2 = 3 and η 1 = η 2 = 2. We use this approximation to obtain Bayes estimators for the parameters k and a and s using of R software. Also, we used Newton-Raphson method by using of "nlm" function in R software for optimization. Table 2 shows the Bayes estimates and the root of mean square error (RMSE) for various parameter values of the LED.
Simulation
Tables 3 and 4 provide the mean, median, variance, skewness, kurtosis and Shannon entropy of the LED for various values of k, a and s. We used "actuar" and "moment"packages in R software. These results are confirmed by (9) and (11). The results show that when k or s are increasing the mean, median and variance are decreasing and when a is increasing, the mean, median and variance are increasing. 
Applications
In this section, we fit the LED to two real data sets and show that the LED is more flexible in analyzing of the data than the previous analyzes and some other distributions. The first data from Raqab et al. (2008) These data represent the tensile strength data measured in GPa for singlecarbon fibers. Alzaatreh and Knight (2013) fitted these data to the gammahalf normal, half normal, generalized half-normal and beta generalized half normal distributions. They indicated that the generalized half-normal and beta generalized half normal and gamma-half normal distributions each provide a good fit for data and among the three distributions, the gamma-half normal distribution provides the best fit for these data. We compare the LED with the generalized exponential distribution (GED), the gamma-half Table 5 . The results in Table 5 show that the LD and GED are not good models for the data. The GHD and the GD are good models for the data. However, the LED has lowest values for the AIC, AICc, BIC and HQIC. Also, it has the most K-S p-value. Then the LED provides an excellent good fit to the data. The plot of the densities of LED, GHD and GD fitted to the data set in Figure 3 shows that the LED gives a better fit than the GHD and the GD. The linearity of the points in Q-Q plot suggests that the LED can be the appropriate model for the first data. The second data set from Lawless (1982) has been analyzed by Kundu and Gupta (2008) . The data are the number of million revolutions before failure for each of the 23 ball bearing in the life test and they are 17.88, 28.92, 33, 41.52, 42.12, 45.60, 48.40, 51.84, 51.96, 54.12, 55.56, 67.80, 68.64, 68.64, 68.88, 84.12, 93.12, 98.64, 105.12, 105.84, 127.92, 128.04, 173.40 . They analyzed the data using the generalized exponential distribution (GED). To check the validity of the model, they computed the Kolmogorov-Smirnov (K-S) distance between the empirical distribution function and the fitted distribution function when the parameters were obtained by different methods, namely by MLEs, exact Bayes estimators and approximate Bayes estimators (MCMC). They showed that the estimated general exponential distributions provides good fit to the given data. We fit the LED to these data and compare this distribution with the GED, exponential distribution (ED), LD and the GD. We computed Kolmogorov-Smirnov test statistic (K-S), K-S p-value, Cramer-Von Mises test statistics (C-VM) and C-VM p-value for the fitted distributions. We used "goftest" package in R software. The results in Table ( 6) show that the LED, GED and GD are good models for the data but the LED fits these data better than the others. The plot of the densities of LED, GD and GRD fitted to the data set in Figure 4 shows that the LED gives a better fit than the others. The linearity of the points in Q-Q plot suggests that the LED can be the appropriate model for the second data. Also Figure 5 compares the estimated c.d.f's of the LED, GD and GED with the empricial c.d.f. of the second data set.
Conclusions
We introduced a new distribution, LED. It includes the exponential distribution and has a simple relation with the Lomax distribution. Some general properties were studied. The shapes of the LED can be approximately sym- The Q-Q plot of the LED for the second data set metric, skewed to the right and reversed J-shape. Then, it is a good model for skewed to right data. Simulations of this distribution were provided and they were compared with theoretical equations. The LED was fitted to two real data sets. It fitted the data better than previous analyzes. x i e sx i (e sx i + a − 1) 2 ,
( 1 e sx i + a − 1 ) } , and
x i e sx i e sx i + a − 1 .
