Abstract. In this article we prove local interior and boundary Lipschitz continuity of the solutions of a general class of elliptic free boundary problems in divergence form.
Introduction
The purpose of this paper is to study the regularity of the solutions of the following elliptic free boundary problem in divergence form where Ω is a bounded domain of R n with ∂Ω = Γ 1 ∪ Γ 2 , a(x) = (a ij (x)) is a n-by-n matrix, x = (x 1 , . . . , x n ), B(x) = (b 1 (x), . . . , b n (x)), C(x) = (c 1 (x), . . . , c n (x)), H(x) = (h 1 (x), . . . , h n (x)) are vector functions, c(x), d(x) and f (x) are real valued functions. η is the outward unit normal vector to ∂Ω.
Note that for B(x) = C(x) = 0, d(x) = c(x) = f (x) = 0 and H(x) = a(x)e n , with e n = (0, . . . , 0, 1), (P 0 ) corresponds to the dam problem with Dirichlet boundary conditions (see [1] , [4] ).
When B(x) = C(x) = H(x) = 0 and d(x) = f (x) = 0, we have the obstacle problem.
When n = 2, a(x) = h 3 (x)I 2 , B(x) = C(x) = 0, d(x) = c(x) = f (x) = 0 and H(x) = h(x)e 2 , where I 2 is the 2-by-2 identity matrix and h(x) is a scalar function, we have the lubrication problem.
When n = 2, a(x) = k(x)I 2 , B(x) = C(x) = 0, d(x) = c(x) = f (x) = 0 and H(x) = h(x)e 1 , with e 1 = (1, 0), k(x) and h(x) are scalar functions, we have the aluminium electrolysis problem.
Given the jump condition along the free boundary (∂[u > 0]) ∩ Ω, the optimal expected regularity for a solution u is Lipschitz continuity. This regularity result was proved in [1] for the dam problem and was extended in [2] . The objective of this paper is to consider a more general class of problems and also to establish a similar regularity up to Γ 1 .
The main idea of the proof of the interior regularity is the comparison of u with a function of type v(x) = k e −µρ 2 − e −µ(r+δ) 2 , where x 0 ∈ Γ 1 . This is obtained by comparing u to the test function ψ(|x − x 0 + Re n | − R), where ψ(t) = −β/αt + (β/α 2 )e 2αR (1 − e −αt ), and α, β are some constants.
Statement of the problem
Throughout this paper we assume that Ω is a Lipschitz bounded domain of R n and that
where λ, ν and M are positive constants. Note that assumption (1.4) and the nonnegativity of f and ϕ are needed in order to get nonnegative solutions. We shall denote by B(x, r) an open ball of center x and radius r. By L we denote the linear operator defined by
We consider then the following weak formulation of problem (P 0 )
First we have the following proposition.
Proof. For the existence of a solution of (P ), we consider for ε > 0 the approximated problem
where h ε (t) = min(t + /ε, 1).
To prove the existence of a solution of (P ε ), we consider for each v ∈ L 2 (Ω), the following problem
Under the assumptions (1.1)-(1.8), there exists at least one solution u ε to (P v ε ) (see [3, p. 215] 
loc (Ω) with p > n/2, and if we take into account (1.1)-(1.8), we obtain (see [3, Theorem 8.29, p. 205 
, we obtain (see [3, p. 212 
Interior Lipschitz Continuity
In this section we assume that
where c 0 is a positive constant depending only on s. Without loss of generality, we can assume that λ < 1/2. The main result of this section is the following theorem.
To prove Theorem 2.1, we need three lemmas.
Then we have for some positive constant C depending only on λ, ν, U and s, but not on r
, and let v be defined by
where 2 decreases with respect to ρ.
Then one has
Indeed we have ∇v = −2µke −µρ 2 (x − x 0 ) and therefore we get
Using (1.7) and (2.5), we get from (2.7)
and the lemma is proved. Assume that
Then we obtain from (2.8)
, and ±ζ -after being extended by zero outside D -are test functions for (P ). So we have
By (2.9) we have
Subtracting (2.10) from (2.11), we get
which can be written by (1.2)-(1.3) and by taking into account that
Note that we have by Cauchy-Schwarz inequality
Now using Poincaré's inequality and majoring the constant, we obtain
Therefore we deduce from (2.12)-(2.14) that
c 0 |∇v|dx which can be written
This leads for r ≤ r 0 = (
Now we claim that
In particular we have 
Since |∇v| is non-increasing with respect to ρ, we infer from (2.17) that 
Since p > n/(1 − α) > n and due to (2.3), we have for some constant C 2 (s)
Hence we obtain for a constant C 3 independent of r max u.
It follows that max
Finally since p > n and r is bounded, we have r 2−n/p ≤ C 4 r, which leads finally to max
iii) From the equation in i), we know (see [3, p. 212 ], Corollary 8.36 and the Remark after it) that u r ∈ C 1,α (B (O, µ) ) and that 
where C is a positive constant depending only on λ, ν, M , U , n, p and s. Using Lemma 2.1, we obtain
, and if the constant c 0 in (2.4)-(2.6) does not depend on s, then clearly the constants in Lemmas 2.1-2.3 will not depend on s.
Proof of Theorem 2.1. Let Ω ε = {x ∈ Ω/d(x, ∂Ω) > ε} for ε ∈ (0, r 0 /4), where r 0 is as in Lemma 2.1. We shall prove that ∇u is bounded in Ω 4ε by a constant depending only on λ, ν, M , n, p, U ,
Applying Lemma 2.2 iii) with µ = 2 and r = ε, we get sup
where C is a positive constant independent of ε. 
where C is a positive constant depending only on ε and the data. In par-
, it follows that ∇u is uniformly bounded in B(x 0 , ε).
Boundary Lipschitz continuity
In this section we assume that ϕ = 0 on a nonempty C 1,1 portion T of Γ 1 and prove that u is locally Lipschitz continuous up to T . In fact by the same arguments one can prove the same result for any C 1,1 portion of Γ 1 on which ϕ is of class C 2 . We need the following assumptions on the data.
where c 0 is a positive constant depending only on s.
The main result of this section is the following.
We shall first transform the problem locally. Indeed let x 0 ∈ T . Then there exists a neighborhood V of x 0 in R n and a C 1,1 bijection Φ :
Then one can verify that (v, γ) satisfies
. It is then obvious that it suffices to prove Theorem 3.1 for a solution v of ( P ). Therefore we will perform the proof assuming that Ω = Q + and Γ 1 = Q 0 . The proof is based on the following lemma.
Then we have for some positive constant C depending only on λ, ν, n, M , U and R,
and c 0 = c 0 (x 0 , R) is a constant from (3.5).
We claim that
Indeed we first have
Then we deduce from (3.7)-(3.8) that
Moreover we have by (1.3)-(1.4) and (3.7)
Using (3.5), (3.9) and (3.10), we get
which is (3.6). Now we have
, ζ ≥ 0 and ε > 0. Using (3.6) and (P ) iii) with the test function
we obtain by taking into account that χ = 1 a.e. in [u > 0]
Adding (3.14) and (3.15), we obtain
which can be written
. Taking into account (3.11)-(3.13), we get (see [3, Theorem 8 
Since B + (x 0 , R) ⊂ Ω R , the lemma is proved.
Proof of Theorem 3.1. Let x 0 ∈ Q 0 and R > 0 such that B + (x 0 , 3R) ⊂ Ω. We shall prove that ∇u is bounded in B + (x 0 , R) by a constant C depending only on λ, ν, M , U and R. We distinguish two cases:
Since u satisfies
Corollary 8.36 and the Remark after it). In particular we obtain |∇u(x)| ≤ C for all x ∈ B + (x 0 , R). 
