We study the set S = {(x, y) ∈ + × Z n : x + B j y j ≥ b j , j = 1, . . . , n}, where B j , b j ∈ + −{0}, j = 1, . . ., n, and B 1 | · · · |B n . The set S generalizes the mixed-integer rounding (MIR) set of Nemhauser and Wolsey and the mixing-MIR set of Günlük and Pochet. In addition, it arises as a substructure in general mixed-integer programming (MIP), such as in lot-sizing. Despite its importance, a number of basic questions about S remain unanswered, including the computational complexity of optimization over S and how to efficiently find a most violated cutting plane valid for P = conv(S).
Introduction
Mixed-integer programming (MIP) has turned into an indispensable managerial tool for today's economy [26] . This is the result of several factors, which include the use of cutting planes in LP-based branch-and-bound [13] . Such an approach to MIP is as old as operations research itself. It was used by Dantzig et al. [16] in their early study of the traveling salesman problem. Shortly after, Gomory [18] introduced a LP-based cutting plane algorithm that solves (purely but not mixed) integer programming in a finite number of iterations. Gomory [19] also showed how to derive from a Simplex tableaux row a (Gomory mixed-integer) cutting plane for a basic LP relaxation solution of a MIP that does not satisfy integrality. Gomory mixed-integer cutting planes, or Gomory cuts for short, have been in the center of theoretical and computational research in polyhedral methods for MIP ever since Balas et al. [7] established their computational value, and are now present in all main academic and commercial software for MIP.
Besides Gomory cuts, other general-purpose cutting planes have attracted considerable attention recently for their intriguing theory and outstanding computational performance. They are the Chvátal-Gomory cut [9, 17] , disjunctive cut [4, 5] , intersection cut [2] , liftand-project cut [6, 8, 23, 32] , mixed-integer-rounding (MIR) cut [29] , and split cut [14, 15] . Despite the apparent selection, there is not much distinction between these cuts. For example, Gomory, MIR, and split cuts are essentially the same, i.e. the cut generation recipe of one of them generates the others; lift-and-project cuts are disjunctive cuts; and the closure of split cuts can be obtained using intersection cuts. These and other connections are studied in detail by Andersen et al. [1] and Cornuéjols and Li [12] . For a review on the progress of cutting planes for MIP see Marchand et al. [24] , Nemhauser and Wolsey [28] , and Wolsey [36] .
Recently, Marchand and Wolsey [25] observed that these and a few other cutting planes, such as the 0-1 cover inequality [3, 22, 35] , are implied by the only non-trivial facet-defining inequality valid for conv(S MIR ):
where:
S MIR = {(x, y) ∈ + × Z : x + y ≥ b} is the MIR set. Likewise, Günlük and Pochet [21] observed that a number of cutting planes for lot-sizing [31] is the mixing-MIR set. We say that a MIP set is simple if linear optimization over it is tractable. The results of Marchand and Wolsey [25] and Günlük and Pochet [21] suggest that a possible and interesting framework for studying cutting planes for MIP consists of studying simple sets and their use in general MIP. In the case of Marchand and Wolsey [25] , the framework unified several cutting planes and gave impressive computational results. In addition, by showing that cutting planes such as the Gomory cut are implied by a strong inequality valid for a relaxation, they gave an explanation for the efficiency of these cuts.
The set S M MIR has been extended to other simple sets a number of times [10, 11, 27, 31, 33, 34] . In nearly all cases, the simple set studied is of the type:
with A and B being totally unimodular (TU) matrices. An important question is how to deal with simple sets Y for which A or B is non-TU. A question that is even more basic is when Y , with A or B non-TU, is simple. We address these questions as follows. Let The set S arises as a substructure in general MIP, such as in lot-sizing. Despite its importance, it is not known whether S is simple. Another fundamental question about S that remains unanswered is how to efficiently find a most violated cutting plane valid for P = conv (S) .
One popular approach is to establish and analyze the full inequality description of P or at least interesting families of facets valid for it. The inequality description of P , however, turns out to be tremendously complicated. Günlük and Pochet [21] gave the full inequality description of P for the case B i = B j ∀i, j = 1, . . . , n, and van Vyve [33] and Constantino et al. [11] for the case B j ∈ {B, B } ∀j = 1, . . . , n, with B|B . Although the derivation of van Vyve [33] and Constantino et al. [11] is interesting, the resulting inequality description is extremely complicated, and their derivation does not extend to many different B j 's.
In contrast, the extreme points and extreme rays of P have a simple and elegant structure that proves insightful in deriving key properties of S. We give the set of extreme points, V , and the set of extreme rays, R, of P . While |R| = O(n), |V |, in the worst case, grows exponentially with n. However, we show that, in some interesting cases, |V | is bounded by a polynomial of n.
Giving V and R is equivalent to giving a minimal inequality description for the polar set Ω of P . We will use our results on V and R to give a polynomial-time separation oracle for Ω. The separation oracle for Ω turns out to be equivalent to an algorithm for solving:
which, therefore, establishes that S is simple and provides further clarification into the important question of where the border between tractability and intractability resides in the case of MIP. A deep understanding of this issue, scarcely studied, will provide insight and guidance for building efficient general-purpose approaches to MIP, and for dealing with the most difficult MIP applications efficiently. Even more importantly, from a computational point of view, the separation oracle for Ω establishes, by the equivalence of separation and optimization [20] , a polynomial-time algorithm for the problem:
which, in turn, gives a polynomial-time separation oracle for P . Potentially, this separation oracle can be used to find strong cuts in a branch-and-cut approach for general MIP (i.e. without any particular structure) and for applications where S arises more or less explicitly, in the same spirit as Marchand and Wolsey [25] . Throughout the paper we adopt the following notation, terminology, and convention. Let i, j ∈ {1, . . . , n}, a, b ∈ Z, and c ∈ . We denote: In addition, let:
• u ∈ 1, n . Suppose that B u is the i th smallest capacity value. We denote o(u) = i. So, for example, o(1) = 1 and o(n) = m
Bū is the smallest capacity value that is greater than
B u is the greatest capacity value that is smaller than B u
• T be a set and {c k : k ∈ T } a family of real numbers indexed in T . Then, k∈∅ c k = 0.
The remainder of the paper is organized as follows. In Section 2 we give a few simple results about P . We give the extreme rays of P and some facts about its extreme points. We also introduce Ω. We show that when B n1 is bounded by a polynomial of n, |V | is bounded by a polynomial of n, in which case optimization over S can be performed in polynomial time. In particular, when B n1 = O(1), as it is the case for S M MIR , |V | = O(n), and optimization over S can be performed in linear time. This establishes the results of Section 4 of Günlük and Pochet [21] as a special case. We give a sufficient condition for |V | = O(n) that holds even when the B j 's are not divisible, and a description of the facets of P for that case. In Section 3 we present an algorithm that gives the set V . We show that, in the worst case, |V | grows exponentially with n. However, when m = O(1), |V | = O(n m ), in which case optimization over S can be performed in time O(n m ). In Section 4 we present a polynomial-time separation oracle for Ω, which, in turn, establishes, at the same time, a polynomial-time separation oracle for P and that S is simple. Finally, in Section 5 we give directions for further research.
This paper is a revised and expanded version of [37] .
The Polyhedra P and Ω
In this section we give a few simple results about P . We give the extreme rays of P and some facts about its extreme points. We also introduce Ω. We show that when B n1 is bounded by a polynomial of n, |V | is bounded by a polynomial of n, and therefore (1) can be solved in polynomial time. In particular, when B n1 = O(1), as it is the case for S M MIR , |V | = O(n), and (1) can be solved in linear time. This establishes the results of Section 4 of Günlük and Pochet [21] as a special case. Finally, we give a sufficient condition for |V | = O(n) even when the B j 's are not divisible, and a description of the facets of P for that case.
We now give the extreme rays and a few simple facts about the extreme points of P .
Proposition 1
The following vectors are the extreme rays of P :
Proposition 2
The point (0, τ ) is the unique extreme point of P with x = 0. For every extreme point (x,ȳ) of P :
Proof We prove 3. Suppose thatx = χ+B n for χ ≥ 0. Then, ξ 1 = (χ,ȳ 1 +B n1 , . . . ,ȳ n +1) ∈ P . Also, from 2. of Proposition 1, ξ 2 = (x,ȳ) + B n r basic ∈ P . However, since (x,ȳ) = From Proposition 2, the extreme points (x,ȳ) of P other than (0, τ ) are given byx = maximum {b 1 
Denoting:
we obtain:
We refer to (γ r + B r k, τ − p(r, k)) as point(r, k). We have that:
Proof Because γ r ≤ B r and (0, τ ) is the only extreme point of P with x = 0, it suffices to consider k r ≥ 0. An immediate consequence of Theorem 1 is that when B n1 is bounded by a polynomial of n, |V | is also bounded by a polynomial of n; if (1, 0) , . . . , ine(n, 0)}. From this, the inequality description of conv(S M MIR ) given in [21] follows.
It may happen that point(r, k) is equal to (0, τ ) plus a nonnegative combination of the extreme rays. We now characterize this situation. 
Proof The assumption of the proposition holds iff there are nonnegative numbers
, which is equivalent to (3) . 2
Propositions 1 and 2 result in that:
Proposition 4 Any valid inequality for P can be written as:
The polar of P is the set Ω ⊆ n+1 whose points are the coefficients of the inequalities valid for P . From Proposition 4 we have that:
Analyzing the polar set is, in many situations, a convenient way to use results on the feasible points of a polyhedron. In our case, we will use them to derive a polynomial-time separation oracle for Ω, which will give a polynomial-time algorithm for (2) and a polynomial-time separation oracle for P . Since the separation oracle for Ω turns out to be equivalent to an algorithm for (1), it will establish the tractability of (1) with the same computational complexity as separation over Ω.
In polar space, Propositions 1, 2, and 4, and Theorem 1 become:
Theorem 2
The following inequalities define facets of Ω:
In addition,
where ine(r, k) denotes the inequality:
2
We call inequalities 1., 2., and 3. of Theorem 2 trivial. They are implied by the extreme point of P (0, τ ) and the extreme rays (0, e j ), j ∈ 1, n , and r basic , respectively. Inequality ine(r, k) is implied by point(r, k).
Example 1 Consider the instance:
x + y 1 ≥ 1.6 x + y 2 ≥ 5.2 x + 5y 3 ≥ 9.4 x + 15y 4 ≥ 12.5. , − 1 15 ). The extreme point (0, τ ) = (0, 2, 6, 2, 1), and we give below point(r, k r ), r ∈ 1, n , k r ∈ 0, B nr − 1 . The polar is given by
δ 4 ≤ 1 (basic), and ine(r, k r ), r ∈ 1, n , k r ∈ 0, B nr − 1 , also given below. (0, e 4 ). In Section 3 we will present an algorithm that gives the extreme points of P .
We now give a sufficient condition for |V | = O(n) that holds regardless of whether the B j 's are divisible. We also characterize the facets of P for that case. Since the facets of P are given as extreme points of Ω, we present the condition in polar space. We note that the condition is satisfied by S M MIR , and again the inequality description of conv(S M MIR ) given in [21] follows as a special case.
Proposition 5 Suppose that
Proof Let r, s ∈ 1, n and k a positive integer. We first show that:
If B s ≤ B r , then B s |B r , and (6) holds. So suppose
and (6) holds. Because of (6),
We now characterize the facets of P , other than x ≥ 0, when Ω is given by (5) . We omit the proof, which is similar to the proof of Lemma 2 in [21] .
Proposition 6 Suppose that the assumptions of Proposition 5 hold. Let
with u, v ∈ 1, w , G w×w and G (w+1)×(w+1) be given by:
is given by one of the following:
The Extreme Points of P
Let r ∈ 1, n . In this section we present an algorithm that gives Λ r = {k : point(r, k) is an extreme point of P }. Thus, by executing the algorithm ∀r ∈ 1, n , we obtain V − {(0, τ )}.
To find the right values for k, the algorithm applies iteratively Lemmas 1 and 2, which we give shortly. Let I t = a, b and u ∈ 1, n with B u ≥ B r . Lemma 1 establishes that if a condition, which we denote as condition(u, I t ), holds, then any k other than the first B ur elements of I t can be discarded. In other words, if b − a ≥ B ur , then we can replace I t ← a, B ur − 1 , thereby reducing the domain of k. Particularly, if B u = B r , it suffices to keep in I t just its first element a. 
Because all consecutive sets are singletons, and therefore cannot be partitioned, Lemma 2 is not invoked in the last iteration. Finally, Λ r = {a t ∀t } − {k : (3) holds}.
Since it is possible that every set is partitioned by Lemma 2 in every iteration, |Λ r |, in the worst case, grows exponentially with n. As we show later, however, when
). Summing over r, it follows that it is possible, in this case, to solve (1) in time O(n m ). For the remainder of the paper, we fix the value of r ∈ 1, n . We now present condition(u, I t ) and Lemma 1. Then, we present Lemma 2 and the algorithm. Finally, we prove that the algorithm gives the extreme points point(r, k).
Definition 1 Let u ∈ 1, n with B u ≥ B r , and a, b ∈ Z + with a ≤ b. We define condition(u, a, b ) to be:
Before proving Lemma 1, we illustrate it with an example.
Example 1 (Continued) Let u = 3. Consider r = 1, a = 0, and b = 11. Note that p 4 (1, 0) = · · · = p 4 (1, 11). Therefore, condition(3, 0, 11 ) holds for r = 1, and point (1, 5) , . . ., point (1, 11) are not extreme points of P . Consider r = 2, a = 0, and b = 12. Note that p 4 (2, 0) = · · · = p 4 (2, 12). Therefore, condition(3, 0, 12 ) holds for r = 2, and point (2, 5) , . . ., point (2, 12) are not extreme points of P . Consider r = 3, a = 0, and b = 1. Note that p 4 (3, 0) = p 4 (3, 1). Therefore, condition(3, 0, 1 ) holds for r = 3, and point(3, 1) is not an extreme point of P . Finally, consider r = 3, a = 2, and b = 4. Note that p 4 (3, 2) = p 4 (3, 3) = p 4 (3, 4). Therefore, condition(3, 2, 4 ) holds for r = 3, and point (3, 3) and point (3, 4) are not extreme points of P . The previous set of points reduces to: 
∈ Z, and so: 
Proof For each j ∈ M u , let:
So, for k ∈ a, a + B ur − 1 :
where f ∈ [0, 1). Since c j = ξ j + B ur q for some integer q, it follows that: = 5, and c 3 = 5. So η = 0, and we do not partition 13, 14 . Lemma 2 implies that condition (3, 13, 14 ) = condition (1, 13, 14 ) holds. Therefore, from Lemma 1, we may discard point (2, 14) . The previous set of points reduces to: point ( 
2
We now present Algorithm 1, and next we prove that it gives {k : point(r, k) is an extreme point of P }. 
Algorithm 1
It follows that: Repeating the algorithm for r = 2, 3, 4 we obtain the previous set of points.
2
Our goal for the remainder of this section is to establish that (x,ȳ) is an extreme point of P iff (x,ȳ) = (0, τ ) or (x,ȳ) = point(i, k) for some i ∈ 1, n , k ∈ Λ i . We remark that Algorithm 1 may, coincidentally, give point(i, k i ) = point(j, k j ) with i = j or k i = k j . In any case, they are an extreme point of P .
First, we show that if k r ∈ Λ r and point(r, k r ) is not an extreme point of P , then point(r, k r ) is a convex combination of (0, τ ) and points point(r, k), k ∈ Λ r , plus a nonnegative combination of the extreme rays. In other words, we do not need to consider points point(s, k) with s = r for establishing that point(r, k) is not an extreme point. For the remainder of this section, every time (0, τ ) appears in a convex combination, its coefficient will be denoted as u 0 . 
Proposition 8 Suppose that point(r, k r ) is a convex combination of (0, τ ) and the points point(s, k
Because (8) holds when j = r, we have that:
Because of (7) and (9), we have that:
Since γ r ≤ B r , (9), (10), and (11) imply that:
and:
Now, take:
From (12), it follows that γ
Note that (13) imposes a restriction on u 0 , which we will refer to a number of times. Specifically:
In order to show that {Λ r } = V − {(0, τ )}, we need to prove the following result.
Proposition 10 Let
or in case γ r = B r :
Proof In Algorithm 1, each iteration partitions the consecutive sets in L at c j given by:
(step 3.) From (16), we have:
where σ ∈ Z. If
Otherwise:
So, we have:
Suppose that ∃j * ∈ 1, n − M n with B r k r ≥ B j * ≥ B r , such that ∀j ∈ 1, n with B j > B j * :
From (17) and (19), or from (18) and (20) in case γ r = B r , it follows that c j ∈ k r − B j * r + 1, k r ∀j ∈ 1, n with B j > B j * . So this means that none of the numbers k r − B j * r + 1, . . ., k r will be a consecutive set breakpoint at any iteration of Algorithm 1 with B u > B j * . Thus, the iteration with B u = B j * starts with k r − B j * r , . . ., k r in the same consecutive set. Because step 2 of Algorithm 1 will truncate all consecutive sets to at most B j * r elements in iteration l = o(j * ), k r will be discarded at that iteration. This is a contradiction, and the result follows. We are now ready to prove the main result of this section.
In addition:
We now prove that point(r, k r ) is an extreme point of P ∀k r ∈ Λ r . Assume point(r, k r ) is not an extreme point of P for some k r ∈ Λ r . From Proposition 8, we have that:
Inequalities (22) and (23) imply that ∀j ∈ 1, n :
We now consider two cases: k r = 0 and k r ≥ 1. Suppose that k r ≥ 1. Since Λ i ⊆ {0} ∀i ∈ M n , o(r) < m. From Proposition 10, let j * = r, ∃j 1 ∈ 1, n with B j 1 > B r and:
We first prove that ∀t:
Let ψ t , ζ t ∈ Z + be such that 0 ≤ ζ t ≤ B j 1 r − 1 and k t = k r + ψ t B j 1 r + ζ t . For all t:
where (27) follows from (25) . If u 0 = 0, (24) for j = j 1 and (28) imply that:
We show that (29) also holds for u 0 > 0. If u 0 > 0, Propositions 9 and 10 imply that γ r = B r and:
Assume that γ j 1 < B j 1 . Let p ∈ 0, B j 1 r − 1 and q ∈ [0, B r ) be such that γ j 1 = pB r + q. Then, B j 1 − pB r ≥ B r . Subtracting q from both sides, we obtain, B j 1 − γ j 1 ≥ B r − q, and so:
In other words:
Clearly, (31) holds when γ j 1 = B j 1 . So, it is true whenever u 0 > 0. From (24) for j = j 1 , (30), and (31), we have that:
which, together with (28), gives (29) . From (27) and (29), (26) follows. Next, we prove that:
If u 0 = 0, (22) becomes:
Since v ≥ 0 and k r = k t ∀t,
From (26), it then follows that:
with l ≥ 1, and thus (32) holds. We show that (32) also holds for u 0 > 0. Assume that u 0 > 0, which implies γ r = B r , after Proposition 9. Assume also that (32) does not hold, which implies (33) does not hold. It is easy to show that if:
whenever B r < B j , then (3) holds. As k's satisfying (3) are not present in Λ r , we may assume that:
for some j ∈ 1, n with B r < B j . For j = j , (24) becomes:
Because of (26) and
If B j > B j 1 , k r B r < B j 1 and the divisibility assumption for the B j 's imply that:
Therefore:
So, (24) holds only if:
Because of (34):
and (36) becomes:
But this is a contradiction, so (32) holds. Now either j 1 ∈ M n or B j 1 < B n . In the second case, we let j * = j 1 in (14) and (15) of Proposition 10. Because of (32), ∃j 2 ∈ 1, n with B j 2 > B j 1 such that:
Repeating the previous argument, we obtain:
and from (39):
In the same way, it can be shown that:
Ultimately, we will obtain j * ∈ 1, n with B j * ∈ M n and B r k r ≥ B j * . This, however, is a contradiction, since k ≤ B nr − 1 ∀k ∈ Λ r (step 2 of Algorithm 1, first iteration.) In other words, point(r, k r ) is an extreme point of P ∀k r ∈ Λ r − {0}.
Suppose that k r = 0. From (22) , it follows that u 0 > 0, and from Proposition 9, that γ r = B r . Equations (22) and (23) now become:
It is easy to show that if γ j > B r or B j ≤ B r ∀j ∈ 1, n , then (3) holds. As k's satisfying (3) are not present in Λ r , we may assume that:
for some j ∈ 1, n . In this case, the left-hand-side of (41) is 1. Because of (42) and the divisibility assumption for the B j 's:
We then have:
where (44) follows from (43). Let p t , q t ∈ Z + be such that B r k t = p t B j + q t and q t ≤ B j − B r ∀t (the reason for q t ≤ B j − B r is the divisibility assumption for the B j 's.) Because of (45), (41) becomes:
Multiplying (46) by B j , we obtain:
where (47) follows from (40). From (48), we have that:
which is a contradiction. Therefore, point(r, 0) is an extreme point of P whenever 0 ∈ Λ r . Finally, the number of consecutive subsets generated by Algorithm 1, and consequently the number of points
Note that, in the worst case, I(Ω) grows exponentially with n. However, regardless of the values of the B j 's:
Note also that k = 0 is never discarded in step 1 of Algorithm 1. Thus:
Separation over Ω
In this section we give a polynomial-time separation oracle for Ω. As a result of the equivalence of separation and optimization [20] , we obtain a polynomial-time algorithm for (2), which, in turn, gives a most violated separation oracle for P . Potentially, the separation oracle for P can be used to derive strong cutting planes for MIP in general, in the same spirit as Marchand and Wolsey [25] . Our separation oracle for Ω is equivalent to an algorithm for (1). So, it establishes that S is simple and it gives a complexity upper bound for (1) that is equal to the complexity upper bound for separation over Ω. Let a ∈ Z. For the remainder of the section we denote asã:
In addition, we fix (α * , δ * ) ∈ n+1 + , the point (in polar space) we wish to separate. Let k ∈ 0, B nr − 1 . We denote:
the value of the left-hand-side of ine(r, k) for (α * , δ * ),
the value of the right-hand-side of ine(r, k) for (α * , δ * ), and:
the infeasibility of (α * , δ * ) for ine(r, k). Our goal is to derive a polynomial-time algorithm to solve the problem:
Throughout the section we will use the following two definitions. The first extends the concept of a deeper cut to a deeper (or dominating) cut set, and the second extends the concept of congruence in Z to congruence in 2 Z . i t ). However, there is a significant difference. Besides eliminating parts of the I t 's on the basis of inequality strength (i.e. using Lemma 1 to discard inequalities that do not define facets for Ω,) Algorithm 2 also eliminates on the basis of set dominance by identifying consecutive subsets of some of the I t 's that dominate over consecutive subsets of some of the other I t 's, and discarding the dominated subsets. The dominated set elimination step is performed after invoking Lemma 1, but before invoking Lemma 2. At the end, the algorithm returns k * r . To perform dominated set elimination, Algorithm 2 first partitions the |L| sets I i into O(|L| 2 ) consecutive subsets, which we denote as H ij . After determining, within time O(n|L| 2 ), which sets are dominated, it discards the dominated sets, leaving at most |L| + 2 nondominated sets, all disjoint modulo B ur , which we denote as I We now consider a nonempty collectionL = {Ī 1 , . . . ,Ī q } of nonempty disjoint subsets of 0, B nr − 1 , satisfying:
Definition 2

Definition 3 Let A, B ⊆ Z and p a positive integer. Given α ∈ Z, we say that
for some u ∈ 1, n with B r ≤ B u < B n . As we will show later, the input to every iteration of Algorithm 2, from the second iteration onwards, will be a collection such as this. Because of (52) and Lemma 1, it suffices to keep in each setĪ i only the first B ur elements, giving the collection L = {I 1 , . . . , I q },
Proof If b i = a i + B ur − 1 for some i ∈ 1, q , then I i is a consecutive set with B ur elements, and the result follows. If
Since B ur |Bū r , the result follows. Our next goal is to establish dominated set elimination. First, we show how to partition the sets I i into the H ij 's. The partition is determined by a partition of 0, B ur − 1 , which, in turn, is determined by the set Φ given below:
Sorting Φ, we obtain Φ = {φ 1 , . . . , φq}, whereq ≤ q + 1. We then partition 0, B ur − 1 into sets T 1 , . . . , Tq +1 :
Note that Tq +1 may be empty. Let q =q if Tq +1 = ∅, or q =q + 1 otherwise.
As we show below, a set T j is either contained in or is disjoint modulo B ur with a set I i ∀i ∈ 1, q , j ∈ 1, q . Note that whenã i = 0,ã i − 1 = φ k for some k ∈ 1,q . Also, since b i =b i , it follows from (50) thatb i = φ k for some k ∈ 1,q .
Assume j ∈ 2,q . If
. The cases j = 1 and j =q + 1 can be proven similarly.
This means that for each j ∈ 1, q , the set:
We now consider the sets H ij ⊆ I i , i ∈ J i , given by:
The number of sets H ij is O(q 2 ). For given i and j with
It is easy to show that:
Proposition 13
The sets H ij are consecutive ∀j ∈ 1, q , i ∈ J j . In addition:
2
This means that we can partition (and replace) the sets I i into (with) the sets H ij (in L.) As we show below, for each j ∈ 1, q , one of the sets in the collection H j = {H ij : i ∈ J j }, which we denote as I D j , dominates over all others. Therefore, we can eliminate all sets in H j other than I D j .
Proposition 14 Let
Proof Suppose WLOG that k > k and k − k = hB ur . Then:
and for s ∈ 1, n with B s ≤ u: 
This means that p s (r, k) − p s (r, k ) does not depend on k or k , and we write
The conclusion is that if:
then ine(r, k) dominates ine(r, k ). Note that the indices k and k are arbitrary, subject only
Clearly, the time requirement for dominated set elimination is O(n|L| 2 ). Next, we update Finally, because the input to the first iteration of Algorithm 2 is the singleton { 0 , B ur − 1 }, no dominated set elimination takes place in the first iteration, and the collection of consecutive sets in the beginning of the second iteration is the partition of 0, B ur − 1 determined by Lemma 2. Thus, the input collection of consecutive sets for the second iteration satisfies conditions (50), (51), and (52), which are then satisfied by all input collections in all subsequent iterations.
We are now ready to present Algorithm 2 and the main result of this section, Theorem 4.
Algorithm 2
6. Perform dominated set elimination to obtain the sets 
Further Research
The most obvious direction for future research is to explore the computational potential of the theory presented in this paper, particularly in models that contain S more or less explicitly, such as in lot-sizing [31] . The second most obvious direction is to investigate whether we can reduce the bound (21) for |V | given in Theorem 3, and whether we can reduce the complexity of separation over Ω or the complexity of optimization over S given in Theorem 4. Two other interesting questions are:
1. Can we obtain families of facets or maybe the full inequality description for P ?
2. Can we relate the valid inequalities for P with a mixing procedure?
We believe the answer to question 1 to be no. Our intuition is based on the studies by Günlük and Pochet [21] , Constantino et al. [11] , and van Vyve [33, 34] . There, a single family of nontrivial inequalities is sufficient for describing their simple sets. We believe that to be the case for P too, except that with an enormously more complicated family of inequalities. Therefore, for P , even a partial inequality description in terms of facets seems to be out of reach. As for question 2, a positive answer to it may have a few interesting consequences. For example, it may be instrumental in developing a separation oracle for P or an algorithm to solve optimization over S that is faster than the ones given in this paper. In our opinion, the most exciting direction to follow our research is the investigation of the mixing-MIR set with nondivisible capacities, S ND , i.e. the mixing-MIR set with the capacity divisibility assumption lifted. Some of the interesting open questions are: 3. What are the extreme points and extreme rays of P ND = conv(S ND )? Can we describe P ND , partially or fully, through facet-defining inequalities?
4. What is the complexity of optimization over S ND ? Can we obtain efficient separation oracles for P ND ?
We are currently investigating questions 3 and 4. We have extended some of the results of this paper to derive a positive answer to question 4 for the case of two nondivisible capacities B 1 and B 2 , B 1 < B 2 . In this case, optimization over (S ND ) can be performed in time O(n 2 log B 2 ). We believe that a positive answer to question 4 will open the door to obtaining inequalities that will improve over the efficiency of the MIR family of inequalities and its relatives. So, another important question is:
5. Can we derive strong cuts for general MIP based on inequalities valid for P ND ?
In addition to S ND , we are studying a number of other sets that generalize S. One example is the continuous mixing-MIR set with divisible capacities:
where B j , b j ∈ + − {0} and B 1 | · · · |B n . The set S C has been studied by van Vyve [34] under the assumption:
We have extended some of the results of this paper to establish, among other results, that optimization over S C can be performed in time O(n 3 log n) when (56) holds. The complexity given in [34] is O(n 5 ). We are also studying extensions to:
the knapsack set with divisible coefficients, where B j , b are positive integers ∀j ∈ 1, n and B 1 | · · · |B n , first studied by Pochet and Wolsey [30] . Ultimately, our goal is to understand the set:
with A ∈ m × n and b ∈ m , and to use it to derive strong inequalities for general MIP in branch-and-cut. The set X includes all sets aforementioned. We conjecture that X is simple.
