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Abstract
We study the phase diagram and finite temperature properties of an in-
tegrable generalization of the one-dimensional super-symmetric t-J model
containing interactions explicitly breaking parity-time reversal (PT) symme-
tries. To this purpose, we apply the quantum transfer matrix method which
results in a finite set of non-linear integral equations. We obtain numerical
solutions to these equations leading to results for thermodynamic quantities
as function of temperature, magnetic field, particle density and staggering
parameter. Studying the maxima lines of entropy at low but non zero tem-
perature reveals the phase diagram of the model. There are ten different
phases which we may classify in terms of the qualitative behaviour of aux-
iliary functions, closely related to the dressed energy functions.
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1 Introduction
Since the discovery of high-Tc superconductors there have been many ideas to de-
scribe its pairing mechanism. The most prominent one is due to Anderson, who
proposed that the insulating phase of superconducting copper oxides is described
by a singlet spin liquid[1]. Further, the introduction of dopants would then result
in pair of holes, which might form a condensate. An effective Hamiltonian to
describe this problem is the two-dimensional Hubbard[1, 2] or t-J model[2], de-
pending on the relative magnitude of on-site Coulomb repulsion between holes at
a Cu site and atomic energy levels of O holes[2]. In the case of the former inter-
action being dominant, one has an appropriate description given by the t-J model.
In both cases, however, the half-filling limit is described by the two-dimensional
Heisenberg model on a square lattice.
This mechanism can lead to even more exotic type of superconductivity. In
two spatial dimensions, fractional statistics may arise with macroscopic violation
of parity (P ) and time reversal (T ) symmetries, while the system remains PT -
symmetric[3]. The spin liquid state related to the insulating phase would support
a nonlocal extension of chiral order, hence a chiral spin liquid[3, 4]. At first, this
chiral spin liquid state was a candidate to the ground state of the two dimensional
Heisenberg model on a square lattice with frustration introduced by next-nearest
neighbor interaction[3]. Nevertheless, this possibility was ruled out[5] and a rig-
orous proof of a spontaneous breaking P and T Hamiltonian exhibiting chiral spin
liquid ground state is still missing[6, 7]. In absence of such spontaneous break of
symmetry, one may include interactions explicitly breaking P and T to force the
ground state into the elusive chiral spin liquid. However, the above failure sug-
gests that mean field and perturbative approaches are not reliable and the new state
can only be tested on firm grounds, i.e, by means of exact solution.
Nevertheless, we lack exact results of two-dimensional (2D) quantum lattice
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models. Therefore, it should be interesting to investigate integrable quantum
multi-chains interpolating between 1D and 2D behaviour[6]. This is possible
thanks to the construction of staggered row-to-row transfer matrices with alter-
nating spectral parameters. Notably, the resulting Hamiltonians are local with
interactions explicitly breaking PT -symmetry. In [6] the 1D Heisenberg model
was generalized to include next-to-nearest neighbour and chiral spin interactions.
Further investigations were carried out to analyze its phase diagram and asymp-
totic behaviour of correlation functions[7]. Hence, the local chiral order in the
ground-state spin liquid was exactly calculated[8], although the chiral term is not
a conserved quantity of the model.
Beyond the half-filling limit, there are also exact results concerning the t-J
model. The condition for integrability and exact solution was provided in [9,
10] and asymptotic behaviour of correlation functions at zero temperature was
calculated in [11]. This latter calculation confirmed Haldane’s Luttinger liquid
picture for metallic phases of 1D quantum systems[12]. The same construction of
[6] was employed to the t-J model, allowing for the exact solution of the multi-
chain model and resulting in a conjecture of gapped excitations in absence of
PT breaking field[13]. Besides, in [14] it was investigated the t-J model with a
competing higher conserved quantity. It has been argued that commensurate to
incommensurate phase transitions of charge and spin type takes place and also
spontaneous magnetic and charge ordering.
In order to better understand the ground state phase diagram of the integrable
t-J model with chiral interaction, it is required the exact computation of physical
properties. To this end we use the quantum transfer matrix approach (QTM)[15,
16, 17, 18], where free-energy of the 1D quantum model is mapped on the par-
tition function of a 2D classical model. In this case, just the largest eigenvalue
of the so called quantum transfer matrix contributes to the free-energy. The
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largest eigenvalue is given in terms of some auxiliary functions which are so-
lutions of a finite set of non-linear integral equations(NLIE). This method re-
vealed to be successful in describing thermodynamics of Heisenberg model and
its generalization[18, 19, 20, 21, 22], t-J model[23], Hubbard model[24], and
su(n|m) invariant models with n +m < 5 [25, 26].
We address the above mentioned issue and apply the QTM approach to obtain
a finite set of NLIE for the thermodynamics of multi-chain integrable generaliza-
tion of t-J model containing chiral terms. Although the general kernel structure of
these equations remain the same as compared with the usual t-J model [23], the
distinct physical behaviour is dictated by the new driving terms which appeared
in the derivation of NLIE in this work. Our formalism also covers multi-chain
models with arbitrary number of staggering parameters, however we focus on the
study of the simplest case of two coupled chains. In this way, we are able to inves-
tigate its phase diagram and describe the quantum phases. We classify the phases
exploiting the previous knowledge of the special limits n→ 1 (Heisenberg model
with competing interactions) [22], θ = 0 (t-J model) [23] and also based in the
qualitative behaviour of auxiliary functions, which is closely related to the dressed
energy functions [14]. In addition, we also study the case of high-magnetic fields,
which allows us to obtain a good physical picture of the phase transitions of charge
type in terms of free-fermions.
In order to describe the possible scenarios for the ground state diagram, we in-
vestigate physical quantities at low but finite temperature [27, 22]. We emphasize
that the phases we are studying are of quantum nature (quantum phase transi-
tions) and occurs strictly at zero temperature, however we are able to describe the
boundary phases at low but finite temperature. This is so, because at very low
temperatures there exist a regime in which thermal fluctuations are insufficient
to drive the system from its ground to excited states and therefore the quantum
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fluctuations dominate. So, the use of exact results at low but finite temperature
contributes to the study of the possible scenarios of ground state phase diagram of
quantum one-dimensional models.
This paper is organized as follows. First we review the construction[13] to
obtain integrable models explicitly breaking PT symmetry and describe the QTM
method to the thermodynamics[18]. In Section 3, we introduce suitable auxiliary
functions and derive the NLIE describing the thermodynamics of the model. The
section 4 is devoted to the numerical solution of the NLIE leading to the phase
diagrams of the two-coupled chain case. Finally, we summarize our results in the
section 5. In the appendix we show the matching between the quantum phases of
the model and qualitative behaviour of auxiliary functions.
2 QTM approach to multi-chain generalizations of
su(n|m) invariant solution of Yang-Baxter equa-
tion
The row-to-row transfer matrix has been identified as a generator of conserved
currents[28]. Therefore, we can obtain local Hamiltonians from the logarithmic
derivative of the transfer matrix. The row-to-row transfer matrix of a staggered
vertex model is given by
T (λ) = strA
x
L∏
i=1

 xM∏
k=1
LA,(i−1)M+k(λ, iωM+1−k)

 , (1)
where theL-operatorLjk(λ, ν) acts non-trivially in two differentZ2 graded spaces,
here assumed to have dimension n+m. Hence strA stands for super-trace on sub-
space A of graded matrices acting on A⊗V1⊗· · ·⊗VML[29]. The M staggering
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parameters ωk introduce inhomogeneity along the row in a way that the model
remains invariant by cyclic translation of M sites. Each local space Vj (A) sup-
ports a Grassmann field, nevertheless we require L-operators to be complex and
homogeneous even element of End(V ⊗ V ). In our notation, the L-operators are
given by
L(λ, ν) =
∑
α,β,γ,δ
Lˇβ,δα,γ(λ, ν)e(j)αβe(k)γδ , (2)
where e(j)αβ = Id
s⊗ . . . eαβ︸︷︷︸
j
. . .
s⊗ Id, eαβ are the Weyl matrices and
s⊗ denotes the
super-tensor product[30]. This operator satisfies the graded Yang-Baxter equation
(GYBE)[30]
L12(λ, µ)L13(λ, γ)L23(µ, γ) = L23(µ, γ)L13(λ, γ)L12(λ, µ). (3)
We also restrict ourselves to solutions of GYBE that have the following symmetry
properties:
Regularity: L12(λ, λ) = P g12, (4)
Unitarity: L12(λ, µ)L12(µ, λ) = Id, (5)
Time reversal: Lst112 (λ, µ) = Lst212 (λ, µ), (6)
where P g12 is the graded permutation operator and stk denotes the super-transposition
on the k-th space[29, 30]. Thanks to GYBE we have the commutativity property
of the row-to-row transfer matrices
[T (λ), T (µ)] = 0, ∀λ, µ. (7)
Under these circumstances, T (λ) has many conserved quantities. The properties
of regularity and unitarity ensures that one may obtain local operators from the
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logarithmic derivative of the transfer matrix. To this end, we consider M trivially
related transfer matrices Tj(λ; i~ω) = T (λ+ iωj ; i~ω), such that[22]
t(λ) =
M∏
j=1
Tj(λ; i~ω). (8)
Therefore one finds
H(~ω) = 1
M
d
dλ
ln t(λ)
∣∣∣
λ=0
, (9)
=
1
M
M−1∑
q=0
e−iqPH1(~ω+q)eiqP , (10)
where P is the momentum governing one-site cyclic translation to the right,
H1(~ω) =
L∑
i=1
M∑
k=1
[
M−k∏
n=1
LMi+n,Mi(iωM+1−n, iω1)
]
LM(i+1)−k+1,Mi(iωk, iω1)×
× d
dλ
LMi,M(i+1)−k+1(λ+ iω1, iωk)
∣∣∣∣
λ=0

 xM−k∏
n=1
LMi,Mi+n(iω1, iωM+1−n)

 , (11)
and we have introduced the notation[22]
~ω+q = (ω1+q, ω2+q, . . . , ωM+q), ~ω ≡ ~ω+0, ωk+M ≡ ωk.
The simplest solution of GYBE is the so called Perk-Schultz model[31], where
L(λ, µ) = L(λ− µ, 0) = (λ− µ)Id + P
g
1 + λ− µ . (12)
The difference property of this L-operator allow us to fix ωk = θk−1 and θ0 = 0,
without any loss of generality. Here we shall be interested in the solution with
(n,m) = (2, 1).
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Apart from trivial additive factors, the solution with M = 1 gives rise to the
known super-symmetric t-J model[9]:
Ht-J =
L∑
j=1
ht-Jjj+1 =
L∑
j=1
(
−
∑
τ
(c†j+1τcjτ + c
†
jτcj+1τ ) + 2
~Sj · ~Sj+1 − 1
2
∑
στ
njτnj+1σ
)
,
(13)
where njτ = c†jτcjτ , Skj =
∑
τσ S
k
τσc
†
jτcjσ (k = x, y, z) and cjτ are the “pro-
jected” fermionic operators acting on subspace |↑〉 , |0〉 , |↓〉with grading {0, 1, 0}.
These operators satisfy the following anti-commutation rules[32]
[ciτ , cjσ]+ = [c
†
iτ , c
†
jσ]+ = 0,
[ciτ , c
†
jσ]+ = ((1− ni−τ )δτσ + S−τi (1− δτσ))δij. (14)
The simplest multi-chain generalization (10, 11) of the super-symmetric t-J model
occurs for M = 2 and was obtained in [13] with chiral interactions written in
terms of Weyl matrices. We write this Hamiltonian explicitly in terms of fermionic
operators ciτ
Ht-J(θ) = 1
2(1 + θ2)
2L∑
j=1
2ht-Jjj+1 + θ
2ht-Jjj+2 + (−1)j4θ~Sj · ~Sj+1 × ~Sj+2+
(−1)j4θ
∑
p{j,j+1,j+2}
(−1)sgn(p)
(
~sp(j)p(j+1) · ~Sp(j+2) +mp(j)p(j+1)(1−
∑
τ
np(j+2)τ
2
)
)
,
(15)
where the sum over p{j, j + 1, j + 2} denotes summation over cyclic permutation
of indices j, j+1, j+2 with sgn(p) the usual signature of permutations. Hence,
we have the “de-localized” analogues of particle density and spin operators:
mjk =
i
4
∑
τ
c
†
kτcjτ − c†jτckτ , (16)
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~sjk = {sxjk, syjk, szjk} =
{
s+jk + s
−
jk
2
,
s+jk − s−jk
2i
, szjk
}
,
2s+jk = i(c
†
k↑cj↓ − c†j↑ck↓), 2s−jk = i(c†k↓cj↑ − c†j↓ck↑),
4szjk = i(c
†
k↑cj↑ − c†j↑ck↑ − c†k↓cj↓ + c†j↓ck↓). (17)
We have neglected additive constants contributing to the zero of energy and terms
proportional to the particle density. In what follows those terms can be controlled
by introducing generalized chemical potentials in the calculation of partition func-
tion.
We are interested in the partition function of the quantum modelZ = Tr[e−βH],
which can be obtained by the Trotter-Suzuki decomposition. This is done by not-
ing that the transfer matrix can be written as
t(λ) = eM iP+λMH+O(λ
2), (18)
and the conjugated transfer matrix is given by
t¯(λ) =
M∏
j=1
T¯j(λ, i~ω), (19)
where T¯j(λ, i~ω) = T¯ (λ− iωj, i~ω) and
T¯ (λ, i~ω) = strA

 xL∏
i=1

 xM∏
k=1
LstAA,(i−1)M+k(iωM+1−k,−λ)



. (20)
Therefore, the conjugated transfer matrix t¯(λ) can also be written as
t¯(λ) = e−M iP+λMH+O(λ
2). (21)
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The product t(λ)t¯(λ) contain the Hamiltonian as the leading term in the exponent.
By choosing λ = − β
MN
we have that terms in O(λ2) becomes small compared to
O(λ) as the Trotter number N goes to infinity. Thus we have
Z = lim
N→∞
Tr
[
(t(−τ)t¯(−τ))N/2eβ
∑n+m
j=1 µjNˆj
]
= Tr e−β(H−µNˆ ), τ =
β
MN
,
(22)
where for su(n|m) invariant models the number of each particle species Nˆj =∑ML
k=1 njk, with j = 1, . . . , n + m, is a conserved quantity. The operator njk
gives 1 if it acts on a state with a particle of species j at site k and 0 other-
wise. Hence, depending on application, one is allowed to evaluate the canonical
or grand-canonical partition function of the quantum chain as long as one can eval-
uate the partition function of a staggered vertex model with the suitable twisted
boundary condition. Here we set µ1 = H2 +µ, µ2 = −
∑M
j=1
1
1+θ2j−1
, µ3 = −H2 +µ
accounting for the grand-partition function of model (15) in a external magnetic
field.
The column-to-column transfer direction is more appropriate to evaluate the
partition function (22). Therefore we define the quantum transfer matrix
tQTM(x) = TrQ
[ N
2∏
i=1
[
M∏
j=1
LM(2i−2)+j,Q(−τ + iωj,−ix)
]
×
×
[
M∏
j=1
LstQM(2i−1)+j,Q(−ix, τ + iωj)
]]
, (23)
where the new spectral parameter x was introduced to guarantee the commutativ-
ity property of the quantum transfer matrix [tQTM(x), tQTM(x′)] = 0 and renders
the QTM integrable.
The (grand-)partition function can be written in terms of the quantum transfer
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matrix (23) as follows
Z = lim
N→∞
str
[
M∏
j=1
(tQTM(−ωj))L
]
. (24)
This allow us to express the thermodynamic potential in terms of the largest eigen-
value ΛQTMmax (x) of the quantum transfer matrix,
f = − 1
β
lim
L,N→∞
1
ML
lnZ, (25)
= − 1
β
lim
N→∞
1
M
M∑
j=1
ln ΛQTMmax (−ωj). (26)
3 NLIE for the multi-chain generalization of super-
symmetric t-J model
The computation of the physical properties (26) requires the knowledge of the
largest eigenvalue of the quantum transfer matrix in the infinity Trotter number
limit. This is efficiently obtained by the quantum transfer matrix approach.
The quantum transfer matrix (23) can be diagonalized by Bethe ansatz techniques[33].
For instance, the eigenvalues can be obtained by the algebraic Bethe ansatz[34,
35, 36]. This way, we have the following expression for the QTM eigenvalues of
multi-chain generalization of su(n|m) invariant models
ΛQTM(x) =
n+m∑
j=1
λj(x), λj(x) = e
βµjX(x)
mj−1∏
k=1
aǫj (ix− ixj−1k )
b(ix− ixj−1k )
mj∏
k=1
aǫj(ix
j
k − ix)
b(ixjk − ix)
,
(27)
X(x) =
[
M∏
k=1
b(−τ + i(x+ θk−1))b(−τ − i(x+ θk−1))
]N
2
, (28)
where aǫj(x) =
x+ǫj
x+1
, b(x) = x
1+x
and ǫj = (−1)pj with pj = 0, 1 the grading
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choices of state j. Also x0k = −iτ − θmod(k−1,M) and xn+mk = iτ − θmod(k−1,M)
with m0 = mn+m = NM2 . The Bethe ansatz equations reads
eβµj
∏mj−1
k=1
aǫj (ix
j
r−ixj−1k )
b(ixjr−ixj−1k )
eβµj+1
∏mj+1
k=1
aǫj+1 (ix
j+1
k
−ixjr)
b(ixj+1
k
−ixjr)
= ǫjǫj+1
mj∏
k=1
k 6=r
b(ixjk − ixjr)aǫj+1(ixjr − ixjk)
aǫj (ix
j
k − ixjr)b(ixjr − ixjk)
, (29)
with j = 1, . . . , n+m− 1 and r = 1, . . . , mj .
In order to take the Trotter limit, one has to define suitable auxiliary functions,
exploit its analyticity properties and encode this Bethe ansatz roots information in
a system of integral equations. For su(2|1) case, the auxiliary functions are given
in terms of the building blocks λ1(x), λ2(x), λ3(x) along the same lines as in
[23]. Nevertheless, we additionally perform a particle-hole transformation on the
c(x) function, which results in a simpler half-filling limit. Our auxiliary functions
are given as
b(x) =
λ1(x+
i
2
)
λ2(x+
i
2
) + λ3(x+
i
2
)
=
eβµ1
eβµ2 + eβµ3
Φ+(x− i2)Φ−(x+ i2)q1(x+ 3i2 )
Φ+(x+
i
2
)qh2 (x+
i
2
)q2(x− i2)
,
b¯(x) =
λ3(x− i2)
λ1(x− i2) + λ2(x− i2)
=
eβµ3
eβµ1 + eβµ2
Φ+(x− i2)Φ−(x+ i2)q2(x− 3i2 )
Φ−(x− i2)qh1 (x− i2)q1(x+ i2)
,
c(x) =
λ2(x)(λ1(x) + λ2(x) + λ3(x))
λ1(x)λ3(x)
= eβ(µ2−µ1−µ3)Λ(x), (30)
where q0(x) = Φ+(x) =
[∏M
j=1 (x− θj−1 + iτ)
]N
2
, q1,2(x) =
∏m1,2
k=1 (x − x1,2j ),
q3(x) = Φ−(x) =
[∏M
j=1 (x− θj−1 − iτ)
]N
2
and qh1,2(x) =
∏m1,2
k=1 (x−xh1,2j ) con-
tains the hole solutions of Bethe ansatz equations, providing factorization property
in the form
λj(x) + λj+1(x)
eβµj + eβµj+1
= X(x)
qhj (x)(δǫj ,ǫj+1 + δǫj ,−ǫj+1.qj(x+ iǫj))
qj−1(x)qj+1(x)
. (31)
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We locate the QTM largest eigenvalue in sector m1 = m2 = MN2 . For H = 0,
the Bethe Ansatz roots x1k(x2k) have imaginary part distributed along a slightly de-
formed line above(below) fromℑ(z) = 0 without crossing linesℑ(z) = 1
2
(ℑ(z) =
−1
2
). Similarly, the hole solutions xh1k (xh2k ) are distributed along lines slightly de-
formed from ℑ(z) = 1(−1) without crossing lines ℑ(z) = 3
2
(ℑ(z) = −3
2
). In this
sense, the role of θj parameters is to produce deformations of Bethe roots along
these lines and do not change the analyticity strip. By introducing magnetic field,
there occurs some vertical displacement in root patterns, although insufficient to
violate analyticity hypothesis. Therefore, auxiliary functions (30) are analytical
and non zero in a strip containing the real axis, with constant asymptotics. We
also should mention that Λ(x), for the largest eigenvalue, has an analytical non
zero strip at least containing −1
2
≤ ℑ(z) ≤ 1
2
.
Moreover, we introduce some additional functions given by
B(x) = 1 + b(x) =
Λ(x+ i
2
)
eβµ2 + eβµ3
Φ+(x− i2)Φ−(x+ 3i2 )q1(x+ i2)
Φ+(x+
i
2
)qh2 (x+
i
2
)q2(x− i2)
,
B¯(x) = 1 + b(x) =
Λ(x− i
2
)
eβµ1 + eβµ2
Φ+(x− 3i2 )Φ−(x+ i2)q2(x− i2)
Φ−(x− i2)qh1 (x− i2)q1(x+ i2)
,
C(x) = 1 + c(x) = (eβµ1 + eβµ2)(eβµ2 + eβµ3)
e−β(µ1+µ3)qh1 (x)q
h
2 (x)
Φ+(x− i)Φ−(x+ i) , (32)
which also have an analytical non zero strip containing the real axis. The simply
related functions B(x) and b(x) (likewise to the other functions) contains the
same information, although they differ in their asymptotic behaviour.
The analyticity properties of the above auxiliary functions allow us to apply
the Fourier transform on their logarithmic derivative. This results in a set of alge-
braic equation in the Fourier space for the auxiliary functions. The solution of this
algebraic equations allows the limit N →∞ to be performed analytically and the
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final results can be transformed back to real space, resulting
ln b(x) = −βKθ(x) + βH
2
+ F ∗ lnB(x)− F ∗ ln B¯(x+ i)−K ∗ lnC(x),
ln b¯(x) = −βKθ(x)− βH
2
− F ∗ lnB(x− i) + F ∗ ln B¯(x)−K ∗ lnC(x),
ln c(x) = βFθ(x)− βµ′ +K ∗
(
lnB(x) + ln B¯(x)
)
+ F ∗ lnC(x), (33)
where µ′ = µ − µ2, K(x) = πcosh(πx) , F (x) =
∫∞
−∞
eikx
1+e|k|
dk and Rθ(x) =
1
M
∑M
j=1R(x + θj−1), where R(x) stands for an arbitrary function. The sym-
bol ∗ denotes the convolution f ∗ g(x) = 1
2π
∫∞
−∞ f(x − y)g(y)dy. Equations
(33) are a self-consistent set of non linear integral equations which describes the
many-body integrable Hamiltonian (15). Once we solve these, we may obtain the
eigenvalue Λ(x) or, by virtue of (26), the thermodynamic potential
f = −µ + e0 − 1
Mβ
M∑
j=1
K ∗ (lnB(−θj−1) + ln B¯(−θj−1))− F ∗ lnC(−θj−1),
(34)
where
e0 = −
∫ ∞
−∞
[
1
1 + e|k|
] ∣∣∣∣∣
∑M
j=1 e
ikθj−1
M
∣∣∣∣∣
2
dk,
is the ground-state energy at half-filling and zero external magnetic field.
4 Numerical results
We can solve the NLIE by iteration where the convolutions are calculated in
Fourier space by Fast Fourier Transform algorithm. In this way, we compute the
thermodynamic potential as a function of temperature, magnetic field and chemi-
cal potential.
Another key procedure to avoid numerical differentiations in the computation
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of physical quantities e.g entropy and specific heat is to derive additional integral
equations by differentiating the NLIE with respect to temperature, magnetic field
and chemical potential. This implies in the following relations among the capital
and lower case auxiliary functions[23]
∂r logA =
a
A
∂r log a, ∂
2
r s logA =
a
A
(
∂2r s log a−
∂r log a∂s log a
A
)
, (35)
where r(s) is any of T, µ or H and a(A) is any lower-case(capital) auxiliary
functions.
With the above expressions all derivatives up to second order of thermody-
namical potential may be obtained as a function of T, µ and H . However, we
would like to eliminate µ in favor of n, the particle density. This is done by means
of Newton method. Since compressibility κH =
(
∂n
∂µ
)
H,T
is at our disposal, we
can set the particle density and find the corresponding µ within some required pre-
cision. Therefore, we can study thermodynamical properties as function of n, T
and H .
Our interest is to describe the n−θ−H 3D diagram of model (15). We analyze
the entropy at very low but non-zero temperature. By virtue of thermodynamics
fundamental laws we have vanishing entropy at T = 0. Nevertheless, at low but
finite temperatures the entropy is non vanishing and accumulates close to quantum
phase transitions[27]. Although the absolute value of entropy is small, one may
use it to trace the phase diagram since the maxima peaks becomes sharper as
we approach the phase transition. Therefore, we can describe, at low but finite
temperature, the possible scenarios for the ground state phase diagram, whose
different phases are listed in Table 1.
We start describing two special limits, the H − θ plane at n = 1 which is the
Heisenberg model with competing interactions[22] and the n−H plane at θ = 0
which is the usual t-J model[23].
15
Phase Spin Charge
I commensurate anti-ferro commensurate metal
II commensurate anti-ferro incommensurate metal
III commensurate anti-ferro insulating
IV incommensurate anti-ferro commensurate metal
V incommensurate anti-ferro incommensurate metal
VI incommensurate anti-ferro insulating
VII ferro commensurate metal
VIII ferro incommensurate metal
IX ferro insulating
X zero density zero density
Table 1: Phase Classification
The first case is shown in Figure 1a and refers to the limit µ → ∞. This case
was first considered in [6, 7] and consists of an insulating phase with three differ-
ent magnetic orders ranging from anti-ferromagnetic commensurate III, incom-
mensurate VI to ferromagnetic IX order. The solution of the non-linear integral
equations for the thermodynamics was proved to be a useful tool to determine
this phase diagram[22]. Moreover, the auxiliary functions analysis are closely
related to dressed-energy functions analysis in T → 0 limit[23], which provide
us with additional information about the nature of the phase transitions[20], see
Appendix.
It is worth to note that the above non-linear integral equations (33) defined by
means of a particle-hole transformation in the function c have the advantage in
relation to the equation for the usual t-J model introduced in [23] that the limit
n→ 1 is obtained naturally. This occurs since the modified c function behaves as
e−βµ
′ in this limit and, therefore, convolutions containing lnC vanish and leave us
with the equations of the Heisenberg model with competing interactions[22].
In [7], it was thoroughly investigated the phase diagram of the ground-state
at the half-filling limit (Figure 1a). By means of conformal invariance and finite-
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Figure 1: (Color online) Phase diagram obtained from entropy profile at T =
0.005: a) half-filling (n→ 1); b) single-chain (θ → 0) limit.
size scaling technique it was shown a discontinuity in the exponent related to
the algebraic decay of spin-spin correlation function when crossing the transi-
tion line separating phases III and VI. Unfortunately, even with this evidence of
a commensurate-incommensurate transition, it was only possible to calculate the
corresponding transition line numerically. By contrast, the line transition sepa-
rating the ferromagnetic state from the others can be exactly calculated[7]. As a
consequence of two-site translational invariance, one may propose two spin-wave
excitations with momentum p = 2πk
2L
( mod π), one for even sites and the other
for odd sites. Therefore, for each momentum there will be a two-state module for
Hamiltonian in the sector with one spin down. Diagonalizing the Hamiltonian in
this sub-space provides the magnon dispersion
E±(p) =
1
1 + θ2
(
−2 + θ2(cos 2p− 1)±
√
θ2 sin2 2p+ 4 cos2 p
)
, (36)
also plotted in Figure 2. At an external magnetic field slightly smaller than the
critical value, the ferromagnetic state becomes unstable against the creation of
these magnons and therefore the critical magnetic field is the minimum of the dis-
persion relation, since in our convention the ferromagnetic state has zero energy.
The dispersion relation undergoes a qualitative change by varying theta, simi-
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Figure 2: Dispersion Relation for spin/hole-waves: a) θ = 0.2, b) θ =
√
3
3
, c)
θ = 0.95. The parity symmetry is spontaneously broken for θ >
√
3
3
. Holes in a
background of up spins do not interact, therefore one may fill the one hole excita-
tion spectrum up to zero density. This allow us to exactly study commensurate to
incommensurate transition between ferromagnetic spin ordered phases.
larly to the driving terms of above the NLIE. For theta smaller than
√
3
3
the mini-
mum value occurs at p = 0, whereas for theta larger than
√
3
3
there are two degen-
erate minima at momenta p = ±pF , reflecting a spontaneous breaking of parity
symmetry. To be more precise, one could form linear combinations of these two
degenerate spin waves to get eigenstates of parity operator with opposite eigenval-
ues ±1. It can be readily seen that the dispersion relation is quadratic everywhere
at the transition line, except for the tri-critical point where it becomes quartic.
The second special limit θ → 0 is shown in Figure 1b. In this limit we have
the usual t-J model which is a single chain without terms explicitly breaking PT -
symmetriy. This case was firstly studied in [23] where thermodynamical proper-
ties were calculated at zero magnetic field. By varying the external magnetic field
and particle density, we show that the model has four different phases, I, III and
VII, IX and an additional “trivial” phase X (zero density n → 0). There is no
commensurate to incommensurate phase transition in this case and the phases I
and VII are both metallic(Luttinger liquid) differing from each other by magnetic
behaviour. Phase I is anti-ferromagnetic and gapless, while VII is ferromagnetic
and gapped for spin excitations. Phases III and IX have already appeared in the
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previous limit. They are the insulating analogue of I and VII.
The behavior of ground-state correlation functions at long-wavelength was
calculated from finite-size spectrum in [11], while non-linear integral equations
describing thermodynamics at finite temperatures have been provided in [23].
Both results confirmed Luttinger-liquid picture of phase I. For instance, calcula-
tion of (equal time) electron Green function at zero magnetic field and temperature
gives a momentum distribution with algebraic singularity at Fermi momentum
〈np〉 = 〈npF 〉 − c|p− pF |ηsgn(p− pF ), where η decreases monotonically from 18
to 0 as we move from half-filling to zero density. In [11] they also provided crit-
ical exponents for finite magnetic fields at densities near half-filling limit. How-
ever, both references did not fully study the phase diagram (Figure 1b), since the
magnetic fields and densities were not appropriately chosen to achieve phase VII.
From the fact that phase VII is adjacent to IX, we should have Luttinger-Liquid
behaviour with frozen spin degree of freedom (see discussion below). This is
because the magnetic field is already strong enough to order the system into a
ferromagnetic state, as it could be observed in the magnetization profile.
In order to further describe the phase diagram of (15) we have chosen to show
the entropy against θ and n to four different H values: H = 0, H = 0.25, H =
3.0, H = 4.5. One may see from diagrams of Figures 1a and 1b that these four
slices should encompass all possible phases.
For H = 0, Figure 3a, we have an anti-ferromagnetic spin liquid. A closer
look at Figure 1a reveals that no commensurate to incommensurate phase transi-
tion takes place at n = 1, once the magnetic behaviour can only change in pres-
ence of magnetic field and the charge degree of freedom is frozen in this limit.
Therefore, the line transition separating between phases I and II is of charge type
and should end with an open point at n = 1. Phase number I has been described
above as a commensurate metallic commensurate anti-ferromagnetic phase[23].
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Figure 3: (Color online) Phase diagram obtained from entropy profile at T =
0.005: a) H = 0 and b) H = 4.5.
Phase II is incommensurate metallic commensurate anti-ferromagnetic, since com-
mensurate to incommensurate spin transition can only occur in presence of exter-
nal magnetic field, see Figure 1a. The above distinction between I and II is also in
agreement with the qualitative behaviour of auxiliary functions, Figures A.1 and
A.2 in Appendix.
For H = 4.5, Figure 3b, we have that the magnetic order should be ferro-
magnetic in the whole n− θ plane. This is because the various anti-ferromagnetic
interactions competing with ferromagnetic order induced by external field do only
contribute when there are particles populating the chain. Therefore, such interac-
tions exerts its full influence at half filling limit. Since at half filling any external
field larger than 4 is sufficient to drive the ground-state to ferromagnetic order-
ing, the same is true for any particle density. Analogously to the H = 0 value,
no commensurate-to-incommensurate phase transition takes place at half-filling,
therefore the line separating between phases VII and VIII is of charge type and
terminates with an open point at n = 1. Phase VII and IX are described as com-
mensurate metallic ferromagnetic phase and insulating ferromagnetic phase, re-
spectively. Phase VIII is the incommensurate metallic ferromagnetic phase.
Similar to the spin-waves proposed to describe the line transition separating
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the ferromagnetic state in Figure 1a, one may propose “hole-waves” to describe
the line transition separating the insulating phase in Figure 3b. The dispersion
relation for one hole excitation is (36) again. From this analysis, one could derive
the critical chemical potential which drives the system to the half-filling limit.
However, we find a major difference between hole-waves and spin-waves, namely,
excitations with more holes now can be readily calculated. This is due to the fact
that holes in the background of up spins do not interact, which can also be seen
from Bethe ansatz equations for row-to-row transfer matrix
[
a+(λ
1
r)a+(λ
1
r − iθ)
b(λ1r)b(λ
1
r − iθ)
]L
=

m1∏
k=1
k 6=r
a−(λ1r − λ1k)b(λ1k − λ1r)
b(λ1r − λ1k)a+(λ1k − λ1r)

 m2∏
k=1
b(λ2k − λ1r)
a−(λ2k − λ1r)
,
m1∏
k=1
a−(λ2r − λ1k)
b(λ2r − λ1k)
=
m2∏
k=1
k 6=r
a+(λ
2
r − λ2k)b(λ2k − λ2r)
b(λ2r − λ2k)a−(λ2k − λ2r)
. (37)
In sector m1 = 2L − N , m2 = 0, the second set of equations becomes trivial
while the first one does not possess scattering terms. Therefore, this set of sec-
tors resembles the free-fermion with exclusion principle being implemented by
inequality of Bethe ansatz roots. Hence, the ground-state is found by filling the
lowest energy states. In this way, the metallic phases of Figure 3b are actually a
non-interacting limit of Luttinger liquid, the free-fermions.
This property allows us to determine the remaining transition line in Figure
3b, which separates phases VII and VIII. At theta larger than
√
3
3
, one may change
from commensurate to incommensurate phase by varying the particle density. The
transition line is obtained by setting the Fermi level at the local maximum of dis-
persion relation (36), see Figure 2. Let h be this Fermi level, then the parametric
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equation of transition line is given by
(θ, n) =


√
−
(
1 +
4
h
)
,


arccos
(
4+7h+2h2
4+h
)
2π
if − 2 ≤ h ≤ 0
1− arccos
(
4+7h+2h2
4+h
)
2π
if − 3 ≤ h ≤ −2

 , (38)
which is in good agreement with numerical findings at finite temperature (T =
0.005) from the non-linear integral equations.
The simplicity of free-fermion also allows us to exactly calculate some cor-
relation functions at any distance. For instance, let us consider the correlation
G(j2 − j1) = 〈cj1↑c†j2↑〉 for j1 and j2 odd. In thermodynamic limit we find
G(x) =
1
π
∫
E+(p)≤EF
e−ipx
1 + S+2(p)
dp+
1
π
∫
E−(p)≤EF
e−ipx
1 + S−2(p)
dp, (39)
where S±(p) = 2 cos(p)
θ sin 2p±
√
θ2 sin2 2p+4 cos2 p
. Additionally, let us limit ourselves to
θ smaller than 1 and n larger than 1
2
. In this way, we may completely ignore
the upper spectrum E+(p) while we still can observe qualitative differences when
changing from VII to VIII. We find
ℜ{G(x)} =


2
πx
sin pFx in phase VII
4
πx
sin((pF 2 − pF 1)x2 ) cos((pF 1 + pF 2)x2 ) in phase VIII
, (40)
where pF is the sole positive Fermi momentum in the commensurate phase, while
pF 1 and pF 2 are the two positive Fermi momenta in the incommensurate phase.
As can be expected, in the thermodynamic limit pF 2 − pF 1 is not commensurate
with pF 2 + pF 1, except for infinitely many countable values of n. Therefore, the
system is in an incommensurate floating phase[37], and may exhibit modulated
oscillations with no definite period.
Next we examined the case H = 3, Figure 4a. All phases in this diagram
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Figure 4: (Color online) Phase diagram obtained from entropy profile at T =
0.005: a) H = 3 and b) H = 0.25.
have already been described before. Besides showing the phase boundaries as we
change the external magnetic field, there is an interesting feature at half-filling
termination of transition lines. Here the transition ending point separating phases
I, VII and VIII is not open as before. From I to VII, or I to VIII along n = 1
there is a magnetic transition from commensurate anti-ferromagnetic behaviour
to ferromagnetic behaviour. Although the decreasing line, which marks charge
transition, is open at the ending point, the increasing line, related to magnetic
transition, is closed in correspondence with Figure 1a.
The last case is for H = 0.25, Figure 4b, which includes two new phases. In
this case, we have a mixture of the spin and charge effects and therefore the situa-
tion is very complicated. There is no simple description as given before. However,
one may expect based on the behaviour of the auxiliary functions that the phase IV
is a commensurate metallic incommensurate anti-ferromagnetic phase. It could
only exists because of a “crossing” of a charge line transition and a spin line
transition. As consequence, phase II becomes limited, while there arises another
unlimited phase, V. This last phase express charge and spin incommensurability,
therefore the incommensurate metallic incommensurate anti-ferromagnetic phase.
As it has been mentioned, to all ten phases there corresponds a qualitative
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behaviour of auxiliary functions. We show this in Appendix, where auxiliary
functions for typical points of each phase in Figures 3 and 4 may be compared.
In all phase diagrams presented here we have chosen to study phase transitions
as a function of n instead of µ. Nevertheless, we can follow [14] and consider µ
as the external voltage. As it happens, exactly at T = 0, it is not necessary to
take µ → ∞ to recover the half-filling limit. Comparing the NLIE, or looking at
auxiliary functions behaviour, we see that the condition is the vanishing of lnC
β
or,
equivalently, ln c
β
≤ 0. Therefore, we find
µ′ = max
x
[
Fθ(x) + lim
β→∞
K
β
∗ (lnBB¯)(x)
]
, (41)
where B and B¯ are determined from NLIE for the Heisenberg multi-chain[22].
For zero magnetic field and θ we get µ′ = 2 ln 2, in accordance to [14]. Similarly,
the limit n→ 0 requires the vanishing of lnB
β
and ln B¯
β
for any H and lnC
β
may be
approximated to ln c
β
. Therefore we find for the trivial phase µ′ = −H
2
. Following
the arguments of [14], if one starts with a fixed µ such that n = 1 for given θ,
by varying θ one can get n < 1 if the new θ has a larger µ(θ) corresponding
to n = 1. Therefore we would have the appearance of holons without changing
applied voltage. Nevertheless, since µ is always negative in absence of magnetic
field, we cannot say it is a spontaneous charge ordering. First-order transitions are
related to dressed energies having maxima points larger than the asymptotic limit
value at x→∞. As we can see in Appendix, there is no solution for either ln b
β
or
ln c
β
(inverted Dirac sea) with such behaviour.
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5 Conclusion
In this paper we applied the quantum transfer matrix approach to the case of an
integrable generalization of the super-symmetric t-J model containing interactions
explicitly breaking PT -symmetry. We derived a new set of non-linear integral
equations for the thermodynamical properties of the generalized t-J model.
We solved the non-linear integral equations as a function of temperature, mag-
netic field and chemical potential/density of particles. This reveals us a rich
n− θ−H ground state phase diagram with ten different phases. We used the pre-
vious knowledge of the phase diagram at two special planes (n−H at θ = 0 where
the model reduces to the usual t-J model and H − θ at n = 1 which reduces to the
Heisenberg model with competing interaction) and the analysis of the auxiliary
function in order to classify the different phases. Besides, we present the physical
description in the half-filling limit as well as in the high-magnetic field limit. This
gives us the possible scenarios for the ground state phase diagram, based on the
computation of the physical properties at low but finite temperature. We have the
combinations of insulating/metallic order with ferromagnetic/anti-ferromagnetic
order of commensurate/incommensurate nature. These results show an interesting
and rich phase diagram for this system of strongly correlated electrons. However
the phases II and IV still needs further investigation, since their fully description
is beyond our approach. Due to the number of new different phases, we hope that
our exact results will be useful for understanding experimental results of some
quasi one-dimensional systems.
We expect that our results could useful to the study of the phase diagram of
similar systems. We also expect that the quantum transfer matrix can be general-
ized to other spin chains invariant by super-algebras, e.g Osp(1|2) case. We hope
to address this problem in the future.
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Appendix: Qualitative differences of auxiliary func-
tions for the different phases
In this appendix we would like to present the qualitative aspect of auxiliary func-
tions ln b(x)
β
and ln c(x)
β
for each phase.
Solving equation (33) for given T , H and n(µ, T,H) gives the auxiliary func-
tions ln b(x)
β
,
ln b¯(x)
β
and ln c(x)
β
. In the limit β → ∞, where quantum phase tran-
sitions takes place, these functions must show some difference in qualitative be-
haviour for different phases, reflecting the non-analyticity of thermodynamical
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Figure A.1: (Color online) Phase I: Commensurate metallic commensurate anti-
ferromagnetic: ln b
β
has one dirac sea and ln c
β
has one inverted dirac sea. a) H =
0, θ = 0.2, n = 0.2, b) H = 0, θ = 5, n = 0.2, c) H = 0.25, θ = 2, n = 0.3 d)
H = 3, θ = 0.2, n = 0.8.
properties at critical lines. Therefore, the auxiliary functions can be used to en-
dorse our phase classification of Table 1.
The presentation of auxiliary functions can be simplified by noting that for
H ≥ 0 one can drop b¯(x). This is because, for H = 0, functions b(x) and b¯(x)
are complex conjugate of each other, while for H > 0, b¯(x) vanishes in the limit
β →∞. Besides, the imaginary part of ln b(x)
β
and ln c(x)
β
revealed to be very small.
Therefore, we shall restrict to the study of real part of functions ln b(x)
β
and ln c(x)
β
.
In Figures A.1 to A.8 we present the auxiliary functions for typical points of
each phase in Figures 3 and 4. In order to better view the qualitative changes we
have highlighted the y = 0 axis (the vertical axis y represents the auxiliary func-
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Figure A.2: (Color online) Phase II: Incommensurate metallic commensurate anti-
ferromagnetic: ln b
β
has one dirac sea and ln c
β
has two inverted dirac sea. a) H =
0, θ = 5, n = 0.8, b) H = 0.25, θ = 2, n = 0.6.
tions ln b
β
and ln c
β
). This line separates the occupied levels from the not occupied
ones. Here one should look at ( ln c(x)
β
) ln b(x)
β
as representing the possible scenarios
for the (inverted) Dirac seas. For instance, the transition from phase I to II in phase
diagram 3 a) is marked by a change from one inverted Dirac sea (Figure A.1) to
two inverted Dirac seas (Figure A.2) for ln c(x)
β
, thereby increasing the number
of gapless modes. Such discussion has already appeared before in terms of the
dressed energy functions in another generalization of the t-J model[14]. There-
fore, one may identify the transition between a commensurate metallic order to
incommensurate metallic order. Likewise, a similar analysis can be performed to
every transition line by comparing the behaviour of the auxiliary functions dis-
played in the Figures A.1 to A.8 as we move from one phase to another.
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Figure A.3: (Color online) Phase III: Insulating commensurate anti-
ferromagnetic: ln b
β
has one dirac sea and ln c
β
just touch line y = 0 from below. a)
H = 0, θ = 5, n→ 1, b) H = 3, θ = 0.2, n→ 1 c) H = 0.25, θ = 0.2, n→ 1
-2
-1.5
-1
-0.5
 0
 0.5
 1
-20 -10  0  10  20
y
x
a)
log(b)
log(c)
-1.6
-1.4
-1.2
-1
-0.8
-0.6
-0.4
-0.2
 0
 0.2
 0.4
-20 -10  0  10  20
y
x
b)
log(b)
log(c)
-1.6
-1.4
-1.2
-1
-0.8
-0.6
-0.4
-0.2
 0
 0.2
 0.4
-20 -10  0  10  20
y
x
c)
log(b)
log(c)
Figure A.4: (Color online) a) Phase IV: Commensurate metallic incommensu-
rate anti-ferromagnetic: ln b
β
has two dirac seas and ln c
β
has one inverted dirac sea.
H = 0.25, θ = 5, n = 0.25; b) Phase V: Incommensurate metallic incommen-
surate anti-ferromagnetic: ln b
β
has two dirac seas and ln c
β
has two inverted dirac
seas. H = 0.25, θ = 5, n = 0.6; c) Phase VI: Insulating incommensurate anti-
ferromagnetic: ln b
β
has two dirac seas and ln c
β
just touch the line y = 0 from below.
H = 0.25, θ = 5, n→ 1.
31
-4
-3
-2
-1
 0
 1
 2
 3
-20 -10  0  10  20
y
x
a)
log(b)
log(c)
-2
-1
 0
 1
 2
 3
 4
-20 -10  0  10  20
y
x
c)
log(b)
log(c)
-4
-3
-2
-1
 0
 1
 2
 3
 4
 5
-20 -10  0  10  20
y
x
b)
log(b)
log(c)
-4
-3
-2
-1
 0
 1
 2
 3
 4
 5
 6
-20 -10  0  10  20
y
x
d)
log(b)
log(c)
Figure A.5: (Color online) Phase VII: Commensurate metallic ferromagnetic: ln b
β
has one dirac sea and ln c
β
is completely above the line y = 0. a) H = 0.25, θ =
0.2, n = 0.1, b) H = 3, θ = 0.2, n = 0.2, c) H = 3, θ = 5, n = 0.075 d)
H = 4.5, θ = 0.2, n = 0.2.
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Figure A.6: (Color online) Phase VIII: Incommensurate metallic ferromagnetic:
ln b
β
has two dirac seas and ln c
β
is completely above the line y = 0. a) H =
0.25, θ = 5, n = 0.25, b) H = 3, θ = 5, n = 0.2, c) H = 4.5, θ = 5, n = 0.2.
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Figure A.7: (Color online) Phase IX: Insulating ferromagnetic: ln b
β
just touch the
line y = 0 from above and ln c
β
is completely above the line y = 0. a) H = 3, θ =
5, n→ 1, b) H = 4.5, θ = 0.2, n→ 1.
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Figure A.8: (Color online) Phase X: zero density phase n = 0: ln b
β
touch the
line y = 0 from below when x → ±∞ while ln c
β
is completely above. a) H =
0, θ = 0.2, n → 0, b) H = 0.25, θ = 5, n → 0, c) H = 3, θ = 5, n → 0 d)
H = 4.5, θ = 0.2, n→ 0.
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