Abstract. For the purpose of better application, the nonlinear correction of the transducer is very important. The soft computing methods which include the neural network linearization correction method and linear interpolation method are put forward to realize the nonlinear correction for the transducer. The principles, algorithms and realization of these methods are discussed, and nonlinear correction experiments by means of the two kinds of soft computing methods were done. Through the experiments, it is proved that the soft computing methods are able to realize the nonlinear correction, and the neural networks method is more effective and accurate than the linear interpolation method.
equation process will be affected by the morbid matrix. This disadvantage restricts the application of the curve fitting method. The linear interpolation method approaches the transducer's static curve through dividing the curve into several linear sections. This method is simple and practical. But when the number of section is small, the precision is not very good. When the number is big, it demands a high performance processor, thus will effect the real-time quality.
Due to the shortcomings of these soft computing methods mentioned above, this paper presented a soft computing method using the neural network to do the transducer nonlinear correction. Because of its intelligence and self-adapting, the predominance of neural network is more obvious when the data is complex.
This paper discussed the principles, algorithms and realizations of the soft computing methods including neural network and linear interpolation methods. And the experiments were done. It is proved that the soft computing methods are effective for the nonlinear correction of transducers, and the neural network nonlinear correction method is more accurate than the interpolation method.
Soft computing methods and realization for non-linear correction of the thermal transducers
Two kinds of soft computing nonlinear correction methods which are neural network method and linear interpolation method are applied. This paper discussed their principles and compared the experiments results using the two methods.
BP neural network method
Neural networks are composed of simple neurons operating in parallel. These neurons are inspired by biological nerves systems. As in nature, the network function is determined largely by the connections between neurons. A neural network can be trained to perform a particular function by adjusting the values of the connections weights between neurons [9] .
Back Propagation neural network (BP neural network) is the most widely used and the most successful neural network. A BP neural network consists of one input layer, one or multi hidden layers and one output layer. And the relationship of the layers is established by the connection weight value. The architecture of neural network is showed in figure 1 [10] . Properly trained BP networks tend to give reasonable answers when presented with inputs that they have never seen. Typically, a new input leads to an output similar to the correct output for input vectors used in training that are similar to the new input being presented.
The process of learning is classified into two stages. They are forward transferring and backward transferring [11, 12] .
Suppose the output of input layer neurons is o i, output of hidden layer neurons is a j ; output layer is y k ; w ji is the connection weight value of hidden layer neuron j and input layer neuron i; and v kj is the connection weight value of output layer neuron k and hidden layer neuron j.
(1) Forward transferring For the input layer, usually output value of neuron i is equal to its input value o i ; for the hidden layer neuron j, its input net j is the weighted sum of o i . The formula is as follows. For the output layer, because the function of output layer is linear, the output value is the weighted sum of input. For the output neuron k, the output y k is acquired. 
As for the weight v which is between output layer and hidden layer, the every time adjustment value is as follows. (8) As for the weight w which is between hidden layer and input layer, the every time adjustment value is as follows.
This system uses the BP neural network that has one hidden layer and adopts the standard BP neural network algorithm. The activating function of hidden layer is tansig (type S tangent). And purelin (linear transfer function) is the activating function of output layer.
Through the initialization of the network, training, and error correction, the data which were close to the expectation value were gotten.
In the experiment parameters of this paper, the (learning rate) is 0.01, and the network trains the data 80 times. The experiment data are showed in Table 1 .
Linear Interpolation method
The basic idea of interpolation method is that the approached function is divided into several sections according to the actual situation. And for every section, the curve is approached by a straight line or a parabola. Either isometric or non-isometric method can be applied to do this. Figure 2 shows the principal of the interpolation method. Because the curve is replaced by the several straight lines, it's easy to get the corresponding value. Where X is input, Y is output. Assume X is between X i-1 and X i , and then the interpolation formula is as follows [13] .
) ( In this paper isometric subsection interpolation method is used, and the function curve is cut into five equivalent sections. The experiment data are showed in Table 1 .
Experiment and result analysis
In the experiment, transducer is Pt500 platinum resistance thermal transducer and the experiment temperature range is 200 ~400 . In figure 3 , it is clear that the maximum absolute error of linear interpolation method is 2, and the maximum relative error is 1%. If higher precision is demanded, the curve function must be divided into more sections. And that would be increase the computing amount and running time.
As to the BP neural network method, the result data is enough for the industrial application. The maximum absolute error is 0.2, and the maximum relative error is 0.1%. Compared to the interpolation method, it is much better in the accuracy aspect. And because of the typology ability, the BP neural network is intelligent and adaptive. These advantages are especially more outstanding when the data is very complex.
Conclusion
This paper proposed the realization of nonlinear correction for transducers by soft computing methods. And the experiment data shows that both of the two kinds of soft computing methods are able to accomplish the nonlinear correction. The BP neural network method is much better than the linear interpolation method in the accuracy aspect. And BP neural networks method could also be applied to many other systems.
