Given a superelliptic curve Y K : y n = f (x) over a local field K, we describe the theoretical background and an implementation of a new algorithm for computing the o K -lattice of integral differential forms on Y K . We build on the results of [25] which describe arbitrary regular models of the projective line using only valuations. One novelty of our approach is that we construct an o K -model of Y K with only rational singularities, but which may not be regular.
It is an important problem in computational arithmetic geometry to compute the lattice M explicitly for a given curve Y K . One reason for this is that M is equal to the group of global invariant differential forms on the Néron model of the Jacobian of Y K (see e.g. [29] , §3.2). Computing (the top exterior power of) the latter is an important step towards the numerical verification of the Birch and Swinnerton-Dyer conjecture for the curve Y K (see e.g. [9] , [29] ).
For hyperelliptic curves with semistable reduction, there exists a very compact formula that allows to determine the top exterior power of M , see [13] and [14] . In a more general setting, the strategy of choice for computing the lattice M seems to have been to compute a regular model of Y K , using one of the existing implementations, see e.g. [9] , [29] , [6] , [23] . In [9] and [29] , the implementation of regular models by Steve Donnelly in Magma ( [2] ) is used. The algorithm behind this implementation (successively blowing up a model in the singular points) is completely general. However, the current implementation requires some strong restrictions on the curve Y K (essentially it needs to be a smooth projective plane curve). Tim Dokchitser's Magma script [5] , which is based on the preprint [6] requires that the curve Y K is given as a smooth affine curve in G 2 m and satisfies an extra 'genericity' condition. It is not clear to us how restrictive this assumption is. The method presented in [23] combines ideas both from [6] and [7] . So far it has only been worked out in the case of hyperelliptic curves.
In the present article, we suggest an alternative approach for computing the lattice of integral differential forms. It applies to some new cases not covered by the implementations mentioned above. It is based on the following two observations:
(a) It is often easier to find a model Y with at most rational singularities (which may not be regular).
(b) In order to compute the lattice M = M Y , it suffices to find explicit equations for the model Y in someétale neighborhood of the generic points of the special fiber. This can also be a lot easier than to find equations for a Zariski covering of the whole model.
Both points are rather obvious, but we hope to show their usefulness by working out a special case in detail and providing a concrete implementation.
1.2 Superelliptic curves We continue with the notation used before. The curve Y K is called superelliptic if it is the smooth projective model of a plane affine curve given by an equation of the form y n = f (x), (1.4) where n ≥ 2 and f ∈ K[x] is a polynomial of the form
For instance, if n = 2 then Y K is a hyperelliptic curve. The crucial assumption we impose on Y K is: Under this assumption, we can construct a model Y of Y K with at most rational singularities as follows. The equation (1.4) presents Y K as a cyclic cover of the projective line, of degree n, φ K : Y K → X K := P 1 K .
Let D K ⊂ X K denote the branch locus of this cover (which is equal to the divisor of zeroes of rad(f ) = i f i , possibly joined by the point ∞). Let X be a model of X K . We denote by D the Weil divisor D = D vert ∪ D hor (1.6) on X, where D vert := (X ⊗ k) red is the reduced special fiber of X and D hor is the Zariski closure of D K ⊂ X K inside X. Moreover, let Y denote the normalization of X inside the function field of Y K . This is the unique model of Y K such that the cover φ K extends to a finite map φ : Y → X.
Theorem 1.7 Assume the following:
(a) n is invertible in o K (Assumption 1.5).
(b) The model X is regular.
(c) The divisor D is a normal crossing divisor.
Let U := X\D sing denote the complement of the singular points of the divisor D, and V := f −1 (U ). Then V is regular, and the points in Y \V are rational singularities.
In particular, the model Y has at most rational singularities.
Proof: It follows from the Assumptions (a)-(c) and a version of Abhyankar's Theorem ([10, Corollary 2.3.4]) that the map φ : Y → X is (i)étale over X\D, (ii) a Kummer cover in anétale neighborhood of a smooth point of D, and (iii) a generalized Kummer cover, as defined in [10, §1] , in anétale neighborhood of a singular point of D.
Here (ii) means that the cover is givenétale locally by an equation T m = t, where t is a local equation for the divisor D and m | n. It follows immediately that V is regular. Let x ∈ D sing be a singular point of D. Then in anétale neighborhood of x, the divisor D is given by an equation t 1 t 2 = 0, where (t 1 , t 2 ) is a system of parameters for the regular point x ∈ X. Then (iii) means that there exist (after replacing X by a sufficiently smallétale neighborhood of x and Y by a connected component of the inverse image)
• positive integers n 1 , n 2 , invertible on X,
• roots of unity ζ n1 , ζ n2 ∈ O X , of order n 1 , n 2 ,
• a cyclic subgroup G = g ⊂ Z/n 1 Z × Z/n 2 Z, and
• a finite covering of X-schemes
such that the following holds. The generator g = (k 1 , k 2 ) ∈ Z/n 1 Z × Z/n 2 Z of G acts on Z/X via
It is clear that Z is regular. Therefore, the unique point y ∈ Y lying over x is a tame quotient singularity. By the proof of the main result of [3] , tame quotient singularities are rational singularities 2 . This concludes the proof of the theorem. ✷ Remark 1.8 The statement of Theorem 1.7 applies more generally to covers of curves φ K : Y X → X K with monodromy group of order prime to the residue characteristic of K. For instance, if Y K is a smooth plane quartic that admits an action of the Klein 4-group V , then Y K may be realized as a cover of the projective line with monodromy group V and we have to assume that the residue characteristic of K is odd. A classification of such curves and their stable models is given in [4] . More generally if Y K is any smooth plane quartic and φ K the projection to one of the coordinate axes, then we have to assume that the residue characteristic of K is ≥ 5.
Remark 1.9 The model Y from Theorem 1.7 will in general not be regular, but the singularities that appear are rather nice. Apart from being rational, they are toric singularities in the sense of [12] , and are easy to resolve, see [11, §4.4.2] . We plan to extend our implementation to also compute regular models.
Models and valuations
In order to use Theorem 1.7, we need to be able to find a regular model X of X K = P 1 K such that the divisor D (which depends on D K and the model X) is a normal crossing divisor. Typically, taking the obvious model X := P 1 oK (which is smooth over o K and hence regular) won't work, because the horizontal part D hor of D (the closure of D K ) may not be regular, and may not intersect the vertical component D vert = P 1 k transversally. Our approach for constructing a suitable model X is an extension of the methods introduced in [26] and [25] . The first observation is that a model X of X K is uniquely determined by the finite set V (X) of discrete valuations on the function field F X = K(x) corresponding to irreducible components of the special fiber X s of X (see [26] , §3). For instance, the model
where v 0 is the Gauss valuation on K(x) with respect to the parameter x, extending the valuation v K . For an arbitrary model X, a valuation v ∈ V (X) corresponding to an irreducible component E v ⊂ X of the special fiber can be described very explicitly, using the results of MacLane ( [20] ). This description is equivalent to giving an explicit equation for the scheme X which is valid in a Zariski neighborhood of the generic point of E v .
It is a very interesting problem to find explicit equations for X in the neighborhood of an arbitrary point, knowing only the set V (X). While this problem has not been solved in general, one can often extract all the information from the set V (X) that one needs. For instance, in [25, §7] it is shown how to find, given an arbitrary model X of
In §3 of the present article, this result is extended to a solution of the problem posed by Theorem 1.7 and formulated at the beginning of this subsection. The essential new ingredient is to allow the set V (X) to contain certain infinite pseudovaluations which correspond to the irreducible horizontal components of the divisor D (i.e. to the points of D K ). We remark that a very similar result is obtained in [24] .
Once we have found a model X satisfying the Conditions (b) and (c) of Theorem 1.7, we easily obtain the set V (Y ) of valuations corresponding to the vertical components of the induced model Y of Y K . In fact, V (Y ) is just the set of extensions of the valuations in V (X) to the function field of Y K . Since the extension F Y /F X is given by the simple equation (1.4), it is very easy to compute V (Y ) 3 Finally, we come back to our original goal of computing the lattice M of integral differential forms. Using the fact that the canonical sheaf ω Y /S is divisorial 4 , we have
Here v(ω) ∈ Z denotes the order of vanishing of ω along the vertical component E v ⊂ Y corresponding to v, as a rational section of the canonical sheaf ω Y /S . In §4 of the present article we show how to use (1.10) to compute an explicit integral basis of M .
We have implemented the method described above for computing a basis of integral differential forms for a superelliptic curve (1.4) satisfying Assumption 1.5. Our implementation is written in Python/Sage ( [28] ) and builds upon the Sage toolbox MCLF: Models of Curves over Local Fields ([27] ).
The article is organized as follows. In §2 we recall the theory of inductive valuations from [20] and prove some technical results used later. In §3 we extend the results of [25] and develop an algorithm for computing a regular model of the projective line X such that the divisor D (1.6) is a normal crossing divisor. In §4 we describe our main algorithm for computing the lattice of integral differential forms. Finally, in §5 we illustrate our results by working out two examples in some detail.
Inductive valuations
In this section we recall certain results on (pseudo)valuations on a polynomial ring which are originally due to MacLane ( [20] ). These results have been known and used a lot by experts in valuation theory. In recent years, they also have found many applications in algorithmic number theory (see e.g. [8] ) and arithmetic geometry (see e.g. [26] , [25] , [24] ).
In this and the next section, there is quite some overlap with the articles [25] and [24] , the reason being that our main assumptions and also our focus are somewhat different. For instance, in this article we can't afford to assume that the residue field k of our ground field K is algebraically closed, a very helpful assumption made in [25] and [24] . Another reason for being a bit repetetive is that we want to treat classical valuations and certain pseudovaluations on a equal footing.
2.1 MacLane pseudovaluations Throughout, K denotes a field which is complete with respect to a normalized discrete valuation v K : K →Q := Q ∪ {∞} (normalized means that v K (K × ) = Z). We denote by o K the valuation ring, π K an arbitrary uniformizer and k := o K /(π K ) the residue field of v K .
Let K[x] be the polynomial ring over K in some unknown x.
Here we use the usual conventions regarding the symbol ∞. Conditions (a) and (b) show that
If I v = (0) then v =v is simply a valuation in the usual sense. It extends uniquely to a valuation on the fraction field K(x) of K[x], which we will also denote by v. We write k(v) for the residue field of v.
If I v = (0) then we call v an infinite pseudovaluation. If this is the case,
is a maximal ideal and K v := K[x]/I v is a finite field extension of K. We also write k(v) for the residue field of the induced valuationv on K v .
Assume that (a) and (b) hold. Then v is called a MacLane pseudovaluation if moreover the following holds:
, then the extension k(v)/k has transcendence degree one (note that k ⊂ k(v) because of Condition (c)).
We write
is the subset of all MacLane valuations (resp. of the infinite pseudovaluations). We define a partial order ≤ on
. One checks that v is a MacLane valuation with residue field k(v 0 ) = k(x) (wherex is the image of x in k(v 0 )). It is immediately clear from the above definitions that the Gauss valuation v 0 is the least
) ∞ be an infinite pseudovaluation. Then I v = (g), for a unique monic, integral and irreducible polynomial g. Since K v := K[x]/(g) is a finite field extension of K and K is complete with respect to v K , the induced valuationv is the unique extension of v K to K v . It follows that v is uniquely determined by g. Conversely, if g ∈ K[x] is monic, irreducible and integral, then there exists a unique infinite MacLane pseudovaluation v such that v(g) = ∞.
It also follows that an infinite pseudovaluation is a maximal element of V (K[x]) (we will see later that they are exactly the maximal elements).
Remark 2.4
To v ∈ V (K[x] * ) we can associate the multiplicative seminorm
where q > 1 is fixed. By Condition (c), · v is an extension of the nonarchimedian absolute value · on K. Therefore, we may regard V (K[x]) * as a subset of the analytic K-space (A 1 K ) an , as defined in [1] . Condition (d) means that · v lies on the closed unit disk, and Condition (e) and (f) mean that · v is either a point of type I (if v is an infinite pseudovaluation), or a point of type II (if v is a MacLane valuation). See [1] , §4.2.
Some of the results in this article could probably be expressed more elegantly using the language of nonarchimedian analytic spaces. However, since the core of this work deals very explicitly with MacLane valuations as defined above, we decided to phrase everything in this language. (i) We say that f, g are v-equivalent (written as 
Key polynomials and augmentation
as follows. Any polynomial f ∈ K[x] can be uniquely written as
See [26] , Definition 4.9. We call v ′ the augmentation of v with respect to (φ, λ). By definition we have v ≤ v ′ and v < v ′ if and only if v(φ) < λ. In the latter case we say that v ′ is a proper augmentation 5 of v. Also, v ′ is a MacLane valuation if and only if λ = ∞. See [20] , Theorem 15.3, or [26] , Theorem 4.33.
Representing MacLane pseudovaluations as inductive valuations
The process of augmenting a given valuation can of course be iterated, giving rise to the notion of an inductive valuation. The main result of [20] is that every MacLane pseudovaluation is inductive.
such that v i is a proper augmentation of v i−1 , for i = 1, . . . , n. We call v 0 , . . . , v n an augmentation chain representing v.
We write an inductive valuation as in Definition 2.11 as
Here it is understood that v 0 = v 0 is the Gauss valuation, that v n = v, that φ i is a key polynomial for
We say that the augmentation chain v 0 , . . . , v n is minimal if Proof: This is the combination of Theorem 8.1 and Theorem 15.3 of [20] . See also [26] , Theorem 4.31 and Theorem 4.33. ✷
Definition 2.12
Given v ∈ V (K[x]) * , let v 0 , . . . , v n be the unique minimal augmentation chain representing v. The valuations v 0 , . . . , v n−1 are called the predecessors of v. We set
We call v n−1 the immediate predecessor of v. Note that v 0 = v 0 is the Gauss valuation, by definition.
Proof: This follows from [26, Corollary 4.37] . ✷
Residue classes and discoids
Let v ∈ V (K[x]) be a MacLane valuation. The goal in this subsection is to further analyze the set
We set D • v := D v \{v}. We consider the integral domain
Since K[x] is a noetherian and normal domain and O v a discrete valuation ring, A v is a Krull ring, see [21, §12] . In particular, A v is the intersection of a family of discrete valuation rings. It follows from [21, Theorem 12.3 ] that the prime ideals of height one of A v correspond one-to-one to a minimal family of valuation rings defining A v . Therefore, the prime ideals of height one are precisely these ideals:
| v(f ) > 0}, and
runs over all irreducible and normalized polynomials.
Moreover, the localization of A v at any one of these prime ideals is equal to the corresponding valuation ring. In particular,
It follows that the field of fractions of the residue rinḡ
is a polynomial ring in one variable over a finite extension k ′ /k.
is a surjective map from D • v onto the set of all maximal ideals ofĀ v .
SinceĀ v is a polynomial ring over a field,m w is actually a maximal ideal. It follows that m v is maximal, and (i) is proved.
Letm ✁Ā v be a maximal ideal and m ✁ A v its inverse image. By (2.14),Ā v is a principal ideal domain, som = (f ), wheref is the image of a polynomial f ∈ m. It follows from [20] , Theorem 13.1 that there exists a key polynomial φ for v such that φ| v f . We set
Then v < w and 0 = v(f ) < w(f ). We conclude that
as both sides are maximal ideals which contain p v and the element f . This proves (ii). ✷ 
with λ > v(φ), lie in the same residue class, which we denote by D v (φ). Using Remark 2.7 one easily checks that two key polynomials define the same residue class if and only if they are v-equivalent. Moreover, it follows from [20, Theorem 13.1] that every residue class is of the form D v (φ), for some key polynomial φ.
Since both ideals are maximal, we actually have equality. ✷ Definition 2.20 Let g ∈ K[x] be monic, integral and irreducible, and t ∈ Q, t ≥ 0. We set
) as above is called a closed (resp. an open) discoid.
where v is the minimal element of D.
Proof: This is proved in [26] , §4.4. ✷ Lemma 2.22 Let g ∈ K[x] be monic, integral and irreducible, and let v ξ be the MacLane pseudovaluation such that v ξ (g) = ∞. Then
.
Proof: By Proposition 2.21 we have
where v 0 is the minimal element of the discoid D(g, t). By construction and the assumption we have v 0 ≤ v < v ξ , and these are all elements of D(g, t). It follows Lemma 2.19 shows that v = v 0 , proving the first part of the proposition.
By construction, p
But for all w ∈ D v we have w(f ) > 0 if and only if w(g) > t. This proves the second part of the proposition, and we are done. ✷
) be a MacLane valuation. Let g ∈ K[x] be monic and irreducible (but not necessarily integral) and ξ :
Letf ∈Ā v be the image of f . Then the following are equivalent:
(a)f ∈Ā v is not a unit,
Proof: The implication (b)⇒(a) has been shown during the proof of Proposition 2.22. To prove (a)⇒(b), we assume thatf is not a unit. As in the proof of Lemma 2.15 we conclude that there exists a MacLane pseudovaluation w such that v ≤ w and v(f ) < w(f ). Then we also have v(g) < w(g).
Set t := v(g) and let v 0 be the minimal element of the discoid D(g, t), such that D v0 = D(g, t) (Lemma 2.22). Since w(g) > v(g) = t, Lemma 2.22 also shows that w and v ξ lie in the same residue class. If v = v 0 , then clearly v ≤ v ξ and we are done. Otherwise, v < w and Lemma 2.19 shows that v, w and v ξ all lie in the same residue class of D v0 . But then v(g) > t by Lemma 2.22, which is a contradiction. This completes the proof of the lemma. Proof: Suppose that there exists u ∈ D • v with u ≤ w 1 , w 2 . Then Lemma 2.19 immediately implies that w 1 , w 2 lie in the same residue class. Conversely, assume that w 1 , w 2 both lie in the same residue class as the infinite pseudovaluation v ξ , with ξ = (g). Lemma 2.22 implies that t := v(g) < t 1 := min(w 1 (g), w 2 (g)).
Let u be the minimal element of the discoid D(g, t 1 ). Then D u = D(g, t 1 ), by Proposition 2.21. Therefore, v < u ≤ w 1 , w 2 . This completes the proof of the lemma. ✷
Valuation trees
Using the results of the previous subsection, we will now prove that any finite subset of V (K[x]) * can be extended in such a way that it forms a finite rooted tree.
Proof: It suffices to prove this when v = v ξ is an infinite pseudovaluation. If w ≤ v ξ then
where g is the irreducible polynomial corresponding to ξ and t := w(g) (Lemma 2.22). Given another valuation w ′ ≤ v ξ , we conclude that
has a unique maximal element.
Proof: Choose an infinite pseudovaluation v ξ such that v ≤ v ξ , and let g denote the corresponding irreducible polynomial. Set t := min{v(g), w(g)} and let u be the miminal element of the discoid D(g, t). Then
Then Lemma 2.19 shows that u ′ , v, w all lie in the same residue class of the discoid D u as v ξ . But then Lemma 2.22 shows that v(g), w(t) > t, which contradicts the definition of t. We conclude that u is the desired maximal element. The uniqueness is clear. ✷
Then V , as a partially ordered set, is a rooted tree,
is well ordered, and there exists a minimal element v 0 ∈ V (the root).
) * is called a valuation tree. We may consider a valuation tree as a finite rooted tree in the sense of graph theory, as follows. The set of (directed) edges is the set of pairs
The two valuations v, w (nodes of V ) are then said to be adjacent. The root of V is the minimal element v 0 .
Algorithmic tools
The results presented in this section have been implemented in the computer algebra system Sage ( [28] ) and the Sage toolbox MCLF ( [27] ). The algorithms described in §3 and §4 crucially rely on these implementations. Sage contains a very general concept of discrete (pseudo)valuations on rings and fields. See the relevant chapter of the documentation. For instance, it is possible to create and compute with inductive valuations v on a polynomial ring K[x] and the function field K(x), where K is an arbitrary field equipped with a discrete (and possibly trivial) valuation v K . Given v it is possible to construct an arbitrary augmentation
( §2.2). One can evaluate v(f ), for polynomials and rational functions f , and compute the reductionf
). Finally, given a square free polynomial f ∈ K[x], it is possible to find arbitrarily good approximations v for the MacLane pseudovaluations v ξ corresponding to the irreducible factors g | f , g ∈K[x], over the completionK of K with respect to v K . When f = g is already irreducible overK, then the algorithm computes the inductive pseudovaluation
In the general case, the result of the algorithm can be used to find an arbitrarily good approximate factorization of f overK.
Remark 2.30 So while we always assume in this article that K is complete with respect to v K , we do not actually work with complete fields at all when doing explicit computations. This is not a serious restriction for applications, and it makes it much easier to obtain results which are provably correct.
The results of §2.4 on discoids and residue classes, and of §2.5 on valuation trees have been implemented within the module berkovich, which is a part of the Sage toolbox MCLF. The main object one can work with is the Berkovich line over a discretely valued field (K, v K ); it represents the analytification X an of the projective line X = P 1K over the completionK of K, see Remark 2.4. There are three types of points on this space one can use: points of Type I (corresponding to infinite pseudovaluations on F X := K(x)), Type II (corresponding to true valuations on F X ) and Type V. The latter are not actual points on the analytic space X an , but rather on the adic space X ad . They correspond to certain valuations of rank 2 and, in the language of §2.4 to residue classes of discoids. These points form a partially ordered set (of which V (K[x]) * is a subset), corresponding to the closed unit disk. Making essential use of the results of §2.4 and §2.5, it is possible to evaluate inequalities, compute infima (Definition 2.27) and build the valuation tree spanned by a given finite set of points (Remark 2.29).
Regular models of the projective line
We fix a discretely valued field (K, v K ) as in the previous section and a smooth projective curve over K. Let F X denote the function field of X K . By a model of X we will mean a normal o K -model, i.e. an o K -scheme X → Spec o K which is proper and flat and whose generic fiber is equal to X K . In this section we will mostly be interested in the case X K = P 1 K . We then write F X = K(x).
Let D K ⊂ X K be an effective, reduced divisor (in other words, D K is a finite set of closed points of X K ). For any model X of X K , the closure D hor ⊂ X of D K is a closed subscheme of dimension 1, flat over Spec o K . We call D hor a horizontal divisor on the model X.
The following result is well known (combine, for instance, the main result of [18] with [19, Theorem 9.2.26.]). Proposition 3.1 Let D K ⊂ X K be an effective reduced divisor. There exists a model X of X K with the following properties.
(i) X is regular.
(ii) Let D hor ⊂ X be the closure of D K inside X and D vert := X s ⊂ X the reduced special fiber. Then D := D vert ∪ D hor is a normal crossing divisor on X.
The goal of this section is to make the proof of Proposition 3.1 explicit in the case where X K = P 1 K , and describe an algorithm for computing such a model X (see §3.4). We also describe an actual implementation of this algorithm. We use the methods of [26] and [25] . See [24] for a slightly different treatment of essentially the same results.
Models and valuations
Given a normal model X of X K , we let X s denote the special fiber. Here we consider X s as a closed subscheme of X with the reduced subscheme structure. We can write X s as a union of irreducible components, which we usually call E i ,
So each E i ⊂ X is a prime Weil divisor and thus gives rise to a discrete valuation
The restriction of v i to the base field K is equivalent to v K . We normalize v i in such a way that we have equality,
. We call m i the multiplicity of the component E i in the special fiber.
A discrete valuation v on F X is called geometric if v| K = v K and the residue field k(v) has transcendence degree one over k. Let V (F X ) denote the set of all geometric valuations. Given a normal o K -model X of X K , we write V (X) for the finite nonempty set of geometric valuations corresponding to the irreducible components of X s . Then the association
is an order-reversing bijection between the set of all models of X K and the set of all finite, nonempty subsets of V (F ) ( [26] , Corollary 3.18). This will allow us to construct models of X in an easy way.
It will be useful to consider the following enhancement of the above bijection. Let |X K | denote the set of all closed points of X K . For ξ ∈ |X K | we let O ξ ⊂ F X denote the local ring of ξ. We define a map v ξ :
Here g, h ∈ O ξ are chosen such that not both lie in the maximal ideal of O ξ . We use g(ξ), h(ξ) as a suggestive notation for the images of g, h in the residue field k(ξ) of the valuation ring O ξ (which is a finite extension of K), and v K is used here for the unique extension of v K to k(ξ).
We call such a map v ξ a geometric infinite pseudovaluation on F X . We note that v ξ | K = v K , and that v ξ uniquely determines the point ξ ∈ X K . For instance,
But v ξ should not be confused with the discrete valuation corresponding to the valuation ring
The elements of this set are called geometric pseudovaluations. The subset of infinite pseudovaluations is denoted V (F X ) ∞ . Given a pair (X, D hor ) consisting of a model X of X K and a horizontal divisor D hor ⊂ X, we set
We have the following formal consequence of [26] , Corollary 3.18.
defines a bijection between the following two sets:
• Pairs (X, D hor ), where X is a model of X K and D hor ⊂ X a horizontal divisor.
• Finite subsets of V (F X ) * with nonempty intersection with V (F X ).
From now on, we set X K := P 1 K and hence F X = K(x) is the rational function field in x. Then there is a certain subset of V (F X ) * corresponding to MacLane pseudovaluations, as defined in the previous section. More precisely:
defines an extension of v to a geometric pseudovaluation v :
so every geometric pseudovaluation is a MacLane pseudovaluation either with respect to x or to x −1 . As we will see, restricting attention to the subset V (K[x]) * is not a serious restriction, and it considerably simplifies the exposition. In our implemenation ( [15] ) this restriction is avoided.
3.2 Explicit description of the divisor D Let us fix a finite set V * ⊂ V (F X ) * containing at least one finite valuation. Let (X, D hor ) be the model of (X K = P 1 K , D K ) corresponding to V * via Proposition 3.2. Let X s denote the special fiber of X, considered as a closed subscheme with its reduced subscheme structure. Finally, set D := X s ∪ D hor .
By construction, the irreducible components of D correspond to the elements of V * ,
Here
The goal of this subsection is to describe the scheme D explicitly, at least as a topological space, using only the set V * . We make the following assumptions on V * .
Thus, we may consider V * as a partially ordered set (see Definition 2.1 for the definition of ≤).
Assumptions (a) and (b) mean that we may regard V * as a rooted tree, see Remark 2.29. Recall that a pair (v 1 , v 2 ) of elements of V * is an oriented edge of this tree if v 1 < v 2 and if there is no element v ∈ V such that v 1 < v < v 2 . If this is the case, we call the two elements v 1 , v 2 ∈ V * adjacent.
The main result of this subsection states that the tree V * is naturally isomorphic to the tree of components given by the divisor D. Assumption 3.4 (c) is not needed for this result and will only be used later in §3.3. Proof: The proof will occupy most of the rest of this subsection. We start with two lemmata.
) be a MacLane valuation, and let X v denote the model of X K corresponding to the set of valuations {v}. Let ∞ ⊂ X v denote the closure of the point ∞ ∈ Proof: By construction, X v → Spec o K is a projective fibred surface whose reduced special fiber X v,s is a projective irreducible curve over k. The composition ∞ ֒→ X v → Spec o K is finite and birational. Since o K is integrally closed, it follows that ∞ ∼ → Spec o K is actually an isomorphim. Using [19, Corollary 5.3.24] we see that the divisor ∞ is ample on X v . Therefore,
is the subring of functions which are regular on U v . By definition of X v , these are precisely the functions f ∈ K(x) such that v(f ) ≥ 0, and ord ξ (f ) ≥ 0 ∀ξ ∈ |X K |, ξ = ∞.
The second conditions is equivalent to f being a polynomial in x. This proves (i). Part (ii) is an immediate consequence of (i) and the definitions.
Let ξ ∈ |X K | be a closed point on the generic fiber, ξ = ∞. Then ξ corresponds to a maximal ideal of K[x], which is generated by a monic irreducible polynomial g. Set
Then v(f ) = 0. In particular, f ∈ A v . We letf ∈Ā v denote the image of f . By construction, the principal divisor of f as a rational function on X v is 
be the morphism of models corresponding to the inclusion {v} ⊂ V . Then the following holds. Let v, v ′ ∈ V * be distinct. We have to prove that E v intersects E v ′ if and only if v and v ′ are adjacent, and that there is at most one intersection point. For simplicity, we assume that v, v ′ ∈ V are both MacLane valuations, and hence E v and E v ′ are vertical components. The argument for the general case is very similar and left to the reader (essentially, one uses Part (iii) of Lemma 3.7 instead of Part (ii)).
We first assume that v, v ′ are not adjacent. There are two cases to consider. Firstly, suppose that there exists 
Since n ≥ 2, v and v ′ are not adjacent.
To finish the proof, we assume that v < v ′ are adjacent. As we have shown above, E v ∩ E v ′ is nonempty. However, by Lemma 3.7 (i)-(ii), the morphism φ v is injective on E v and contracts E v ′ to a single point. Therefore, E v and E v ′ intersect in a unique point. This concludes the proof of Proposition 3.5. ✷ Remark 3.8 As pointed out before, we have not yet made use of Assumption 3.4 (c). If we do, then we can prove that the vertical components E v are smooth, and hence isomorphic to projective lines. Note that this is in general not true for the vertical component X s,v of the model X v (the set {v} may not satisfy Assumption 3.4 (c)).
Regularity criteria
We continue with the assumptions and notation of the previous subsection. We will now formulate sufficient conditions for the model X to be regular and D to be a normal crossing divisor. These conditions will be formulated in Lemma 3.10 and Lemma 3.11 below.
The claim that X is regular and D is a normal crossing divisor needs only to be checked in a Zariski neighborhood in X of every closed point on D. By Proposition 3.5, a closed point z ∈ D lies on one and at most on two vertical components E v , v ∈ V . We write X z for the localization of X at z, D z for the restriction of D to X z and D vert z (resp. D hor z ) for the vertical (resp. the horizontal) part of D z .
Let us first consider the case where z lies on exactly one vertical component
from Lemma 3.7. Our assumption that z lies on no other vertical component except E v implies that φ v is an isomorphism in a neighborhood of z. Assume first that φ v (z) = ∞ v . We claim that this implies that v = v 0 is the Gauss valuation. To prove this, note that Assumption 3.4 (b) and (c) imply that the Gauss valuation v 0 is an element of V . It is in fact the minimal element of V . So if v = v 0 then Lemma 3.7 (ii) would imply that z also lies on the component E v ′ , where v ′ < v is the unique element of V which is adjacent to v and preceeds it. This contradicts our assumption, and shows that
By the definition of the Gauss valuation, the model X v0 = P 1 oK is simply the projective line over o K , which is smooth over o K . It follows that X z is regular and that D vert z is a regular, principal divisor, defined by the uniformizer π K . Also, D hor z = ∅, and D z is a normal crossing divisor.
So for the rest of this subsection, we may assume that φ v (z) = ∞ v . We use the contraction
We write v as an inductive valuation, v = [v 0 , v 1 (φ 1 ) = λ 1 , . . . , v n (φ n ) = λ n ], (3.9) where v 0 = v 0 , see (2.9). As in Remark 2.18, we denote by D v (φ n ) the residue class associated to φ n (which contains e.g. the infinite pseudovaluation v ξ , where v ξ (φ n ) = ∞). (i) The point z ∈ X is a regular point of X if and only if one of the following conditions holds:
(ii) If z ∈ X is regular, then D is a normal crossing divisor in a neighborhood of z.
Proof: Part (i) is [25, Lemma 7.3] . We recall the proof of the sufficiency of either (a), (b) or (c). Firstly, if (a) holds then v = v 0 . We have already seen that X → Spec o K is then smooth in a neighborhood of z, and hence z is a regular point.
By construction, the value group of the inductive valuation (3.9) is [20, Theorem 6.6] ). This means that there exists a uniformizer for v of the form
where c ∈ K × , a i ∈ Z. It is easy to see that we may assume a i ≤ 0. For i = n, the prime ideal
If Condition (c) holds, then the maximal ideal m corresponding to z does not contain p φn . This implies that D z is a principal divisor, defined by u v . Since D z is regular, it follows that X z is regular, too. Similarly, if Condition (b) holds then we may assume that a n = 0, and the same conclusion holds. So in both cases, X z is regular. It remains to prove (ii). If D hor = ∅ then we have already proved that D z = D vert z is a regular, and hence a normal crossing divisor. Therefore, we may assume that z lies on a horizontal component E v ξ =ξ. Hereξ is the closure of a closed point ξ ∈ X K corresponding to an infinite pseudovaluation v ξ which lies in V * . The point ξ corresponds to a monic, integral and irreducible polynomial g ∈ K[x]. Assumption 3.4 (c) guarantees that the immediate predecessor of v ξ lies in V * as well; by Proposition 3.5, this predecessor must be the valuation v. It follows that g is a key polynomial for v and that
We set
Then v(f ) = 0, and hence D hor
is a principal divisor. To prove that D z is normal crossing, we need to show thatf ∈Ā v generates the maximal idealm := m/p v . Assuming otherwise, there would exist an elementh ∈m such thath 2 |f . Lifth to a polynomial h ∈ K[x]. Then v ξ (h) > v(h) = 0. By [20, Theorem 5.1] this implies g | v h, which in turn implies
By the definition of f and u v it follows that
But as a key polynomial, g is v-irreducible (Definition 2.5). We conclude that g | v φ i , for some i. But this would mean that the prime ideal p φi ✁ A v contains the maximal ideal m. We have already argued in the proof of (i) that this is not the case, if we assume either Condition (b) or (c). This finishes the proof of the lemma. ✷
Let us now assume that z lies on exactly two vertical components, z ∈ E v1 ∩ E v2 , with v 1 < v 2 . Then by Proposition 3.5, v 1 , v 2 are adjacent, i.e. there is no other element of V strictly in between v 1 and v 2 . Together with Assumption 3.4 (c) this implies v 0 := pred(v 2 ) ≤ v 1 . We may therefore write
where φ is a key polynomial for v 0 and λ 1 < λ 2 ∈ Q (note that the case v 0 = v 1 is not excluded). Let N := e v0 . Write
Lemma 3.11 Assume that
Then z is a regular point of X in which the components E v1 and E v2 intersect transversally. In other words: D is a normal crossing divisor at z.
Proof: This is [25, Lemma 7.4] . ✷
The algorithm
Let D K ⊂ X K = P 1 K be a reduced and effective divisor. We will now formulate an algorithm for constructing a regular model X of X K such that D := D hor ∪ X s is a normal crossing divisor. See Example 5.2 for an explicit example worked out in detail.
Let V ∞ denote the set of infinite pseudovaluations corresponding to the points of D K . For simplicity, we assume that V ∞ ⊂ V (K[x]) * consists of MacLane pseudovaluations. This is equivalent to saying that D K is the zero locus of a monic, integral and separable polynomial f ∈ K[x]. Algorithm 3. 12 We enlarge the set V ∞ in three steps to oversets
as follows.
(1) V * 1 is the union of V ∞ with the set of all predecessors of elements of V ∞ ,
See Definition 2.12.
(2) The set V * 2 is obtained by computing the inf-closure of V * 1 , i.e. the smallest subset of V (K[x]) * containing V * 1 and being closed under taking the infimum of two elements. In fact, it is not hard to show that
(3) The set V * 3 is obtained by applying Algorithm 3.14 below to every v ∈ V 2 := V * 2 ∩V (K[x]). 
Set N := e v0 . Then we add to V * the MacLane valuations
where λ < t < λ ′ runs through the shortest N -path from λ ′ to λ (see [25] , Definition A.4 and Proposition A.14).
We do this for all v ′ as above.
(2) Let v 0 := pred(v) and (1), then we add to V * the MacLane valuations
where λ < t ≤ λ ′ runs through the shortest N -path from λ ′ to λ, and where Theorem 3.16 Let D K ⊂ X K be as at the beginning of this subsection. Let V * be the set of MacLane pseudovaluations produced by Algorithm 3.12 and let (X, D hor ) be the model of (X K , D K ) corresponding to V * via Proposition 3.2. Then X is regular, and D := D hor ∪ X s is a normal crossing divisor.
Proof: By Remark 3.15, the set V * satisfies Assumption 3.4. Therefore, we only have to verify that the conditions of Lemma 3.10 and Lemma 3.11 are satisfied, for each closed point z ∈ D vert .
Consider a closed point z on a vertical component E w , w ∈ V . As we have shown in §3.3, we may assume that φ w (z) = ∞ w . This implies that z either does not lie on any other vertical component (the situation of Lemma 3.10), or z ∈ E w ′ where w ′ > w is a MacLane valuation adjacent to w (the situation of Lemma 3.11). In both cases, the application of Algorithm 3.14 to the set V * guarantees that
where t is a value from a 'shortest path' from λ ′ to λ (we use the notation of Algorithm 3.14). If Condition (a), (b) or (c) of Lemma 3.10 hold then z is a regular point and D is a normal crossing divisor at z. We may therefore assume that all these three Conditons are false. This excludes the possibility that t = λ ′ , where λ ′ is as in Part (2) of Algorithm 3.14. Indeed, t = λ ′ ∈ 1/N Z implies that Condition (b) of Lemma 3.13 is true, contrary to our assumption.
We may therefore assume that the point z ∈ E w corresponds to the residue class
and that t < λ ′ . Let t ′ > t be the next value after t in the shortest path (this could be λ ′ ). Then w ′ := v t ′ ∈ D w (m) ∩ V . This means that z also lies on the vertical component E w ′ . But by the definition of 'shortest path', the pair w = v t , w ′ = v t ′ satisfies the condition from Lemma 3.11. Then this Lemma says that z is a regular point and D a normal crossing divisor at z. This concludes the proof of the theorem. ✷ Remark 3.17 The algorithm described above has been implemented in the Sage/Python module models of projective line which is part of the Sage/Python package regular models, [15] .
4 Computing the lattice of integral differential forms Let Y K be a superelliptic curve, i.e. the smooth projective K-model of an affine plane curve given by an equation
We assume that n is invertible in the ring o K (Assumption 1.5). In this section, we present an algorithm for computing the integral differential forms (Definition 1.3) of the curve Y K . Denote by D K ⊂ P 1 K the divisor defined by the polynomial f . Using Algorithm 3.12, we construct a regular model X of X K = P 1 K such that D := D hor ∪ X s is a normal crossing divisor. By Theorem 1.7, the normalization of this model in the function field of Y K is a model Y of Y K with only rational singularities; it can therefore be used for computing the lattice of integral differential forms. In this section we explain in detail how this is done.
First, we briefly explain how to find, under some extra assumption, a K-basis of
for a smooth projective curve Y K . This is followed by a general discussion of reduced bases, which allows us to compute bases of integral differential forms for models that correspond to exactly one valuation on the function field F Y . For the explicit computations of such reduced bases, it is necessary to compute the order of vanishing of a rational section along components of the special fiber Y s . For our situation, where the model Y is given as a cover of a model of the projective line, these computations are explained in the following subsection. Finally a conjunction of these results leads to Algorithm 4.12.
A K-basis
The first step is to find a K-basis of the vector space
It is well known how to do this, but the precise algorithm depends of course on the way the curve Y K is defined. Let us assume, for simplicity, that Y K is defined generically by an equation F (x, y) = 0, where F ∈ K[x, y] is an absolutely irreducible polynomial, and the intersection of the plane model F (x, y) = 0 of Y with the torus G 2 ⊂ A 2 K is smooth. Then there is a basis for H 0 (Y K , Ω YK /K ) of the form
where I ⊂ Z 2 are the points in the interior of the Newton polygon of F . See e.g. [5] , §1.
with n ≥ 2 and f of degree r ≥ 3. The condition that this equation defines a smooth curve in G 2 K means that f has no multiple factors, except possibly an arbitrary power x m of x. A basis for M K is then
In the following, we assume that a K-basis of M K is already known. Let V (Y ) denote the finite set of discrete valuations on the function field F Y of Y corresponding to the vertical components of Y . Since ω Y /S is a divisorial sheaf, we have
Here v(ω) denotes the order of vanishing of ω along the component corresponding to v. See 4.7 for a precise definition.
We choose a nonvanishing rational section η of ω Y /S (typically, η = dx) and obtain a K-linear embedding
Reduced bases
It will be useful to consider a more abstract situation. Let K be as above and M K a finite-dimensional K-vector space. Let F/K be a field extension and v : F → Z ∪ {∞} a normalized discrete valuation whose restriction to K is equivalent to v K . Proof: Starting with an arbitrary K-basis (f 1 , . . . , f n ), a reduced basis can be constructed inductively.
Suppose that (g 1 , . . . , g m ) is a reduced basis for f 1 , . . . , f m . For the construction of an element g m+1 such that (g 1 , . . . , g m+1 ) is a reduced basis for f 1 , . . . , f m+1 , we may assume that g m+1 = f m+1 + m i=1 a i g i for some a i ∈ K. It is easy to see that we get a reduced basis if and only if g m+1 is the element with maximal valuation of this form.
The idea is to start with f m+1 and iteratively construct elements of higher valuation until the process terminates. Note that v(g m+1 ) > f m+1 if and only if f m+1 ∼ v − m i=1 a i g i (see Definition 2.5.(i)). For determining a 1 , . . . , a m with this property (if they exist), we may as well do computations in the residue field of v. For that purpose, let f 0 ∈ g 1 , . . . , g m be such that v(f ) = v(f 0 ). If such an element f 0 does not exist, we cannot have v(g m+1 ) > f m+1 and we are done. Otherwise, we check whether f /f 0 viewed as an element in the residue field of v, lies in the span of (π ei g i /f 0 | 1 ≤ i ≤ m), where the integers e i are chosen minimally with the property v(π ei g i /f 0 ) ≥ 0. If this is not the case, f m+1 already has maximal valuation. Otherwise, we may lift the relation that we got in the residue field and thereby construct an element of the desired form with strictly larger valuation than f m+1 . Iterating this process, we will eventually find an element with maximal valuation. ✷ 
Proof: Let (f 1 , . . . , f n ) be a reduced K-basis of M K . Then 
Proof: By definition, [15] , this is done in the modules lattices and RR spaces.
Order of vanishing of a rational section
In this subsection, we restrict our considerations to superelliptic curves. We assume that Y K is given by an affine equation y n = f (x), where n is invertible in o K . Moreover, we let X be a regular model of the projective line such that D = D hor ∪ X s is a normal crossing divisor, where D hor is the horizontal divisor defined by f . Then the normalization of X in the function field of Y K is a model Y for Y K . The valuations in the set V (Y ) correspond to extensions of the valuations in V (X) to F Y . The computation of such extensions is explained in [26, §4.6.2] .
Let ω be a nonzero rational section of ω X/S . For any v ∈ V (X), we can write ω = g · ω 0 , where g ∈ F X and ω 0 is a generator of ω X/S at the generic point of E v . Recall that E v denotes the component of the special fiber X s which corresponds to the valuation v. We set v(ω) := v(g) ∈ Z.
(4.7)
It is easy to see that this value is independent of the choice of ω 0 . We say that v(ω) is the order Let v ∈ V (X) and η be the generic point of the component E v . We say that (t 1 , t 2 ) is a defining system for E v if t 1 , t 2 ∈ F X = K(x) and (i) t 1 is a uniformizer for v.
(ii) t 2 is a separable transcendental generator of k(v), i.e. k(v)/k(t 2 ) is finite and separable.
Since K(x) has transcendence degree 1 over K, there exists a polynomial
We call F v the defining polynomial of E v if it is a primitive polynomial of minimal degree with this property.
Proposition 4.9 Let (t 1 , t 2 ) be a defining system and F v be the defining polynomial for E v . Then there exists an open neighborhood U ⊂ X of η such that the morphism
defined by (t 1 , t 2 ) isétale.
Proof: Since t 2 is transcendental, we may identify the elements T 2 and t 2 . The homomorphism o K [T 2 ][T 1 ] → A, defined by T 1 → t 1 is surjective and its kernel is the prime ideal generated by the defining polynomial F v . This proves
It remains to show that there exists an open neighborhood U ⊂ X of η such that the morphism U → Spec A defined by t 1 , t 2 isétale. Since this is a local property, it suffices to show that A p → O X,η isétale. Here p = (π, t 1 ) is the image of η in Spec A.
Note that the maximal ideal of A p is generated by t 1 , hence A p is a discrete valuation ring. The extension of valuation rings O X,η /A p is finite and, by the definition of t 1 , has ramification index 1. Moreover, by the definition of t 2 , the extension of the residue fields k(v)/k(t 2 ) is separable. Hence the extension O X,η /A p is unramified. ✷ Proof: This is a special case of Corollary 6.4.14. in [19] . ✷ Lemma 4.11 Let X and Y be as defined in the beginning of this subsection. In particular there is a map φ : Y → X satisfying the conditions of Theorem 1.7. Let ω ∈ H 0 (X K , ω X/S ).
Then for any w ∈ V (Y ), there exists a valuation v ∈ V (X) such that φ(E w ) = E v . Moreover
where e is the ramification index of the extension of valuations 
Furthermore it holds that
The latter is a module of length e−1 ( [19, Proposition 7.4.13.] ). This proves the desired equality. ✷ 4.4 An algorithm for Superelliptic Curves Here, we describe an algorithm for computing a basis for the lattice of integral differential forms for a superelliptic curve. This algorithm has been implemented in the Sage/Python module superelliptic curves which is part of the package regular models, [15] .
Algorithm 4.12 Let Y K be a superelliptic curve with equation
with n ≥ 2, f of degree r ≥ 3 and assume that f has no multiple factors, except possibly an arbitrary power x m of x 6 . Write D K ⊂ P 1 K for the divisor defined by f .
, where X is a regular model of P 1 K with the property that D = D hor ∪ X s is a normal crossing divisor.
(2) Choose an element η ∈ M K = H 0 (Y K , ω YK /K ) and compute a basis B 0 of M K viewed as a subspace of F Y under the embedding ω → ω/η.
Remark 4. 13 We briefly explain how to perform the computations in each step of the above algorithm. As in our implementation, we choose η = dx/y n−1 in
Step (2). This choice is based on the fact that for every regular differential form ω, there exists a polynomial g ∈ K[x, y] such that ω = gdx/y n−1 . As a result, the output of the algorithm is more legible. Of course the following steps can be easily adapted to a different choice of η.
(1) Apply Algorithm 3.12 to D K .
(2) With η = dx/y n−1 , a basis for M K is given by
cf. Example 4.1.
(3) This step is an application of the results from the previous subsection.
(a) First, realize the component E v as a local complete intersection using 4.9. A defining system (t 1 , t 2 ) for E v can be found using methods of [26] . We may choose t 1 , t 2 ∈ K[x].
In order to find the algebraic relation between t 1 and t 2 , set I = (
Then F v is given by a generator of the elimination ideal I ∩ K[T 1 , T 2 ]. Lemma 4.10 then allows to compute v(dx). More precisely, we have (4) We have to compute the intersection of finitely many o K -lattices. For two lattices M 1 , M 2 ⊂ M K , we have
A basis of this module can easily be computed using the Smith normal form. The general case is done by iteration.
Theorem 4.14 Let Y K be a superelliptic curve, with equation
with n ≥ 2, f of degree r ≥ 3 and assume that f has no multiple factors, except possibly an arbitrary power x m of x. Let B be the system produced by Algorithm 4.12 and η ∈ H 0 (Y K , ω XK /K ) be the rational section chosen in Step (2) of the algorithm, then
is a basis for the lattice of integral differential forms for Y K .
Proof: Let X be the model from
Step (1) and Y the normalization of X inside F Y . It follows from Theorem 1.7 that Y is a model of Y K with at most rational singularities. By Corollary 1.2, M := H 0 (Y, ω Y /S ) is the lattice of differential forms for Y K .
By definition
For two valuations w, w ′ lying above the same valuation v, we have w(η) = w ′ (η). Hence the description of M simplifies to
where w v is any valuation lying above v. ✷
Examples
In this section we present two examples where we compute a basis for the lattice of integral differential forms of a given superelliptic curve. The first example is rather easy and several steps in the presented algorithms are trivial. Nevertheless it can serve to illustrate the general idea. In the second example, we explain some of the intermediate steps that were not necessary in the first one. The output of this example is more interesting, but it also requires more computations.
Example 5.1 Let K = Q 3 and Y K be the plane quartic birationally defined by the equation
We write f 1 = x 2 + 3 4 and f 2 = (x − 1) 2 − 3 3 . We are going to compute a basis for the integral differential forms using Algorithm 4.12. To that end, we first apply Algorithm 3.12 to obtain a regular model X of the projective line with the property that D = D hor ∩ X s is a normal crossing divisor on X, where D hor is the divisor defined by f = f 1 f 2 . We start with the set Figure 1 : Different steps in Algorithm 3.12 with input f = (
The valuations in this set correspond to the closed points defined by f 1 and f 2 , and to the point at infinity. In the first step, all predecessors of the valuations in V ∞ are added. Here, we get
where v 0 is the Gauß-valuation, v 1 = [v 0 , v(x) = 2] and v 2 = [v 0 , u(x − 1) = 3/2] are the immediate predecessors of v f1 and v f2 , respectively. The tree of valuations defined by V 1 is already inf-closed, so there is nothing to do in Step 2. In the third step, we apply Algorithm 3.14 to make the corresponding model regular. Three new valuations are added to V * 1 . More precisely,
The model (X, D hor ) corresponding to the set of valuations V * := V * 3 satisfies the desired properties and we can now compute a basis for the canonical sheaf of the minimal regular model of Y K following the remaining steps of Algorithm 4.12.
Let η = dx/y 3 . We regard M K = H 0 (Y K , Ω YK /K ) as a subvector space of the function field F via the embedding ω → ω/η. From the Newton polygon of the defining equation, we get that a basis for this space is given by B 0 = (1, x, y) . See Example 4.1 for more details.
In the next step of the algorithm, we compute an extension of v to the function field F Y of Y K for each valuation v ∈ V = V * ∩ V (K[x]) and then compute w v (η). We will explain this step for the valuation v 1 . There is only one extension of v 1 to the function field which is given by w v1 = [v 1 , w(y 4 − f 1 f 2 ) = ∞]. Note that this implies w v1 = 1. The extensions of the remaining valuations are given in the first line of Table 1 . Instead of writing out the full form of w v , we only provide the value of w v (y). In order to compute w v1 (η), we realize the component E v1 as a local complete intersection. A defining system for E v1 is given by (t 1 , t 2 ) = (3, x/3 2 ) and obviously F v1 = T 1 − 3 is a defining equation. Using Proposition 4.9, we get v 1 (dx) = 2. Since [w v1 : v 1 ] is unramified, w v1 (η) = v 1 (dx) − 3w v (y) = −1. It is now easy to see that
is a basis for M v1 = {g ∈ F Y | w v1 (g) ≥ −w v1 (η)}.
The intersection M = ∩ v∈V M v is the module of integral differential forms. In this example, one can now immediately deduce from Table 1 that a basis for this module is given by Figure 2 : Different steps in Algorithm 3.12 with input f = (x 3 − 2 4 )((x + 2) 2 + 2 3 )((x + 2) 2 − 2 3 )
We start with the set V ∞ . This set consists of four infinite pseudo-valuations. These correspond to the closed points defined by the three irreducible factors of f and the point at infinity. We write
In the first step, we add all predecessors of the valuations in V ∞ . This gives
with v f1,1 = [v 0 , v f1,1 (x) = 4/3], v f2,1 = [v 0 , v f2,1 (x + 2) = 3/2]. In Step 2, we make sure that the tree of valuations is inf-closed. To that end, we add v 1 = [v 0 , v 1 (x) = 1] which is the infimum of v f1,1 and v f2,1 , as well as v 2 = [v 0 , v f2,1 (x + 2) = 3/2, v 2 (f 2 ) = 4] which is the infimum of v f2 , v f3 . We now have V * 2 = V * 1 ∪ {v 1 , v 2 }. Finally, we apply Algorithm 3.14 to obtain a regular model.
Step (1) of that algorithm adds the valuation u 1 = [v 1 , u 1 (f 2 ) = 7/2], which lies strictly between v f2,1 and v 2 . In Step (2) The model (X, D hor ) corresponding to the set of valuations V * := V * 3 satisfies the desired properties and we can now compute a basis for the lattice of integral differential forms of Y K following the remaining steps of Algorithm 4.12.
Let η = dx/y 2 . As before, we regard M K = H 0 (Y K , Ω YK /K ) as a subvector space of the function field F Y via the embedding ω → ω/η. A basis for this space is given by B 0 = 1, x, x 2 , x 3 , y, xy . v
w v (y) 0 7/ 3 We explain this step in detail for the valuation v 2 ∈ V . To compute the order of of vanishing of dx along the component E v2 corresponding to the valuation v 2 , we realize E v2 as a local complete intersection. A defining system for E v2 is given by (t 1 , t 2 ) = ((x + 2)/2, f 2 /2 4 ) and In order to find a basis for this module, we first construct a basis B 0,v2 of H 0 (Y K , Ω YK /K ) which is reduced with respect to w v2 , for example B 0,v2 = 1, x − 2, x 2 − 4x − 4, x 3 − 2x 2 + 4x − 40, y, (x − 2) y . Table 2 . Instead of writing the full description of the extension w v of a valuation v, we only give the value w v (y) in that table. Once these computations have been completed for all components v ∈ V , one can easily compute a basis for H 0 (Y, ω Y /S ) = ∩ v∈V M v . In this example such a basis is given by B = 2 4 , 2 3 x, 2 2 x 2 , x(x 2 − 4), 2y, xy .
