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I N T R O D U Ç Ã O 
Na década de 40 surgiu uma maquina, em parte devido ao 
esforço de guerra anglo-americano, que veio mudar muita coisa na 
vida humana. Os hábitos e, principalmente, a ciência humana so-
freram de alguma forma, modificações. Esta máquina, denominada, 
hoje, Computador Eletrônico, teve o seu primeiro modelo, a vál-
vulas, construído em 1941. Era o "Mark I", projetado e construí 
do na Universidade de Harvard pelo Prof. Howard Aiken. Da pri-
meira geração de computadores, a válvula até os modernos compu 
tadores de hoje com a fabricação de circuito integrado em série, 
muito progresso científico foi feito e em particular a Estatís-
tica também teve um significativo desenvolvimento. 
É interessante observar que o processamento mecânico 
de dados teve origem com um estatístico. 0 americano Hermann Ho_l 
lerith iniciou, em 1890, o processamento de dados de uma forma 
eletro-mecânica com o censo americano daquele ano. 0 tempo gas-
to para se fazer a apuração de mais de 55 milhões de questioná-
rios foi abreviado de 7 anos para 4 semanas, com a utilização 
das máquinas eletro-mecânicas de cartão perfurado do Dr. Holle-
rith. Herman Hollerith e Charles Babbage (criador da primeira 
calculadora automática do mundo em 1833) são considerados os ver 
dadeiros pais espirituais dos computadores de hoje. 
De uma geração de computador para outra, bem como de 
um modelo para outro dentro de uma geração, o processamento de 
dados foi ficando mais barato e ainda muito mais rápido. Deste 
modo, algumas técnicas científicas que eram inviáveis devido a 
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grande quantidade de cálculos morosos, passaram a ser muito utjl 
lizadas. Especificamente, na Estatística, e possível citar o ca 
so da Análise Fatorial. Esta técnica surgiu no início do século 
XX com Charles Spearman e Karl Pearson. Teve um bom desenvolvi-
mento teórico, entretanto não foi aplicada de maneira plena de 
vido a dificuldade de computação. A partir da década de 50 esta 
técnica multivariada tomou um novo impulso, principalmente nas 
aplicações, com o advento do processamento eletrônico de dados. 
A computação veloz e barata não sé facilitou o emprego 
de procedimentos científicos , como também permitiu o desenvolvi^ 
mento de novas técnicas antes inimagináveis. Como se sabe, mui-
tos métodos estatísticos de uso corrente, hoje em dia, foram d£ 
senvolvidos entre 1800 e 1930, uma época em que a computação de 
dados era lenta e cara. Hoje a computação é rápida e barata; a 
diferença pode ser medida em múltiplos de milhão. Assim, as téc 
nicas antigas foram desenvolvidas considerando-se que as opera-
ções matemáticas associadas com a análise estatística tinham de 
ser feitas a mão ou com a ajuda de uma calculadora de mesa. £ 
claro que estes cálculos, quase sempre, podem ser abreviados enor 
memente se as expressões matemáticas nas quais se baseiam tive-
rem uma forma analítica simples. Deste modo, a teoria estatísti^ 
ca sofreu alguma influência das circunstâncias da época e ten 
deu a abordar apenas as propriedades da amostra estatística que 
podem ser facilmente tratadas analiticamente; o que é o caso da 
média, desvio-padrão e coeficiente de correlação, por exemplo . 
Um outro fator que tem limitado a teoria estatística desde o seu 
início é a suposição de normalidade para a população de origem 
da amostra. Se a distribuição Gaussiana é empregada, supõe-se que 
a variável aleatória observada experimentalmente possui os seus 
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valores dispersos simetricamente em torno do verdadeiro valor . 
Simulações experimentais têm mostrado que a teoria Gaussiana ain 
da funciona muito bem quando a distribuição é apenas aproximada 
mente normal. Assim, é possível fazer inferências confiáveis sem 
computador. Mas, quando os dados não satisfazem a suposição de 
normalidade e esta é usada, os métodos estatísticos produzem re 
sultados muito pouco confiáveis. 
Novas técnicas estatísticas, de computação-intensiva , 
surgiram em função do custo baixo e velocidade alta da compu -
tação eletrônica de dados atual. E, podem resolver muitos pro-
blemas sem a suposição de distribuição Gaussiana para os dados. 
Uma destas técnicas modernas ê o "bootstrap", um método de compu 
tação intensiva inventado em 1977 por Bradley Efron |l| extrema 
mente simples, mas que não poderia ter sido pensado na época da 
calculadora de mesa devido a imensa quantidade de cálculos ne-
cessários na sua aplicação. 0 "bootstrap" está relacionado com 
o "jackknife" de Quenouille-Tukey |9|, e trata-se de um procedi^ 
mento não-paramétrico de reamostragem, computacionalmente inten 
sivo, usado para estimação de distribuições amostrais. Desde o 
seu surgimento o "bootstrap" tem merecido profundo estudo por 
parte dos estatísticos, não sõ na parte teórica com Bickele Fre 
edman em 1981 |2|, Singh em 1981 |3| e Beran em 1982 |4|, como 
também na parte de aplicações com Efron em 1979 |5|,Freedman em 
1981 J 61, Rubin em 1981 |7| e Freedman & Peters em 1984 |8|. 
0 objetivo deste trabalho é o estudo da aplicação do 
"bootstrap" em um caso de Análise de Regressão, onde a solução 
usual é por resultado assintõtico, ou melhor procurou-se respon 
der a pergunta: "será o "bootstrap" equivalente ao Método dos Mí 
nimos Quadrados Generalizados (MQG-1) no ajuste do modelo 
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A idéia deste estudo surgiu em agosto de 1984. Naquela 
época, na UNICAMP, eram realizados seminários sobre a técnica 
"bootstrap", durante os quais eram apresentados por um pequeno 
grupo de professores e alunos do Mestrado em Estatística, os ar 
tigos publicados nas revistas especializadas. Assim,a partir da 
apresentação do artigo "Bootstrapping a Regression Equation: So 
me Empirical Results" de autoria de David A. Freedman and Ste-
phen C. Peters )8|, foi lançada a semente deste trabalho.De iní 




ou seja, um correlacionamento entre apenas duas replicações |10|. 
Agora estudou-se o problema para um número de replicações corre 
lacionadas n qualquer. Resultados generalizados foram obtidos 
dentro desta nova problemática. 
A apresentação do estudo é feita em três capítulos nos 
005 
quais desenvolveu-se a metodologia teórica a ser aplicada e a 
simulação. No apêndice se descreve os principais programas compu 
tacionais necessários na simulação. De início, apresenta-se o 
"bootstrap" de uma maneira geral e em seguida este método no 
contexto da Análise de Regressão. 0 Método dos Mínimos Quadra -
dos Generalizados com matriz de covariância estimada (MQG-1) ê 
abordado, bem como as suas limitações e possibilidade de empre-
go do "bootstrap". 0 problema da correlação entre replicações em 
um experimento fatorial é enfocado, embora do ponto de vista de 
um ajuste de uma superfície de resposta, que é a situação no con 
texto estudado. Um fator de correção para os resíduos em um ajvis 
te por MQG-1 é determinado, bem como estimadores da variância e 
coeficiente de correlação entre as replicações considerando ajus_ 
tes separados por Mínimos Quadrados Ordinários (MQO). A simula-
ção Monte-Carlo que se faz ê descrita no capítulo III e foi usa 
da no sentido de comparar a técnica "bootstrap" com a metodolo-
gia usual MQG-1. Por último, no apêndice, descreve-se os progra 
mas em FORTRAN e as sub-rotinas IMSL necessárias na simulação. 
Quanto a forma de apresentação da metodologia teórica 
desenvolvida, no texto, é necessário esclarecer que os resulta-
dos oriundos da análise estão enunciados como tais e demonstra-
dos. Já outros resultados provenientes de outras fontes estão 
referenciados e alguns desenvolvidos e detalhados para melhor 
condução do raciocínio no texto, embora sem a conotação típica 
de prova. 
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I , " B O O T S T R A P " E M Í N I M O S Q U A D R A D O S G E N E R A L I Z A D O S COM M A -
T R I Z D E C O V A R I Â N C I A E S T I M A D A : O S M É T O D O S , 
1 . 1 " B O O T S T R A P " ! UMA T É C N I C A C O M P U T A C I O N A L M E N T E I N T E N S I V A 
1,1,1 A TÉCNICA "BOOTSTRAP" 
O "bootstrap" é um procedimento não-paramétrico de rea 
mostragem, computacionalmente intensivo, usado para estimação de 
distribuições amostrais. Daí, depreende-se que ele ainda terã 
muitas aplicações, mormente pela sua versatilidade e quantida-
de relativamente grande de artigos que têm surgido sobre a téc 
nica nas revistas especializadas. Para descrever este método , 
uma exposição clara e sucinta ê a feita por Beran |4|. Assim, 
considere-se as etapas seguintes: 
i) seja a amostra aleatória x' = [x^,X2,•••tX ] com as 
variáveis aleatórias x^, i = l,2,...,n independen -
tes e identicamente distribuídas com função distri^ 
buição F. 
ii) Considere {T = T (x); n > 1} estatísticas reais e ' n n ~ 
ainda {Tn(F); n > 1} funcionais reais tais que 
^ V Tn(F)] - J U N(0,a 2J. (1.1) 
iii) Considere Hn(x,F) a função distribuição exata de 
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Então, o problema que surge nesta etapa ê a estima-
ção de Hn(x,F) ou funcionais de Hn(x,F),usando-se a 
amostra. Contudo, a média e variância de Hn(x,F)são, 
respectivamente, o vício e a variância de T^ quando 
T ê considerado um estimador de T (F). E, o estima n n — 
dor "bootstrap" de H (x,F) é H (x,F ) 0nde F é a r n J n n n 
função distribuição amostrai. É claro que o cálculo 
exato de H (x,F ) ê difícil, logo costuma-se fazer n n 
uma aproximação Monte-Carlo para Hn(x,Fn). A consi£ 
tência do estimador "bootstrap" já foi provada por 
Efron |l| e por Bickel e Freedman |2|. 
Como F ê desconhecida, seja F n o estimador não pa-
ramétrico de F construído colocando-se massa igual 
a n ^ em cada ponto amostrai x^,X2.•••»xn• Da amos-
tra original x retiram-se amostras aleatórias sim-
ples com reposição, de mesmo tamanho n, x? ,xí,.. .x**. «».j. «>»z ~n 
A reamostra xí, i e 1,2,3,... ,n*, e formada portan-
to das observações x^, x^ ,... ,x* e e denominada na 
literatura como amostra "bootstrap". O número de rea 
mostras ou amostras "bootstrap" n* é conhecido como 
"numero de repetições "bootstrap"". Para cada amos -
tra "bootstrap" x* calcula-se T* = T*(j£*) . Deste mo 
do, T* e o estimador "bootstrap" de T (F) e o con-
junto de valores {T*(x?); i = 1,2,3,...,n*} corres-
ponde a distribuição "bootstrap" de T n e que faz 
uma aproximação da distribuição amostrai da estatís^ 
tica T (x,F). 
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1 , 1 , 2 A RELAÇÃO ENTRE O "BOOTSTRAP" E O "JACKKNIFE" 
Considerando-se o contexto da etapa (iv) do item 1.1.1, 
seja n? o número de vezes em que se observou x? = x^ , na reamos 
tragem "bootstrap". Desta forma, o vetor N* = [n| ,ní; .n^ ,. . .n*]' ' 
tem uma distribuição multinomial com média dada por 
E* (N*) = [E*(n*),E*(n|),E,(n|),...,E*(n*)]* = 
= [1,1,1, 1]* = 1 (1.2) 
1 - n 
pois E*(n*) = n.— =1, ja que I n* =n. Logo o vetor das propor 
1 n i=l 1 
ções P*= [P£,P|,...,P*]', com P| = ní/n, possui vetor de mé 
dias igual a 
E*(P*) = ±.E*(N*) = i.ln (1.3) 
e matriz de covariãncia 
V* (P*) = E*(P*-l/n)(P*-l/n)' = J-(In-l.lnl') (1.4) 
com I a matriz identidade de ordem n e 1 o vetor de uns de di n ~n — 
mensão n. 
O estimador T* = T*(x*,F) pode ser colocado em função 
de P* , 
T* = T*(x*,F) = T*(P*) , (1.5) 
e uma aproximação da distribuição "bootstrap" de T*(x*,F) pode 
ser alcançada expandindo-se T*(P*) por série de Taylor em torno 
do valor P* = l/n. Assim, tem-se: — *N/ 
T*(P*) = TJ(l/n)+(P*-l'/n) . 
ST*(P») n v- ' 
8P* i 
+ i(P*-lVn) . 
a2T*(P*) n - J 
•3PÍ 3P* •* l J 
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. (P*-1/n) ' , (1.6) 
assumindo-se na expansão (1.6) que T*(P*) pode receber interpo-
lação entre as observações que originalmente formaram P* e ain 
n 
da ignorando a restrição Z P. = 1. A justificativa destas con-
i = l 1 
veniências pode ser feita pelo conhecimento de que todos os ve 








Deste modo, por (1.7),tem-se que 
1 -n 
a2T* rp*) n 
3P* 3P* • 
1 3 
010 
K = 0 ~n 
Neste ponto, a aproximação para a esperança "bootstrap" pode ser 
conseguida por 
3 2T*CP*) 
•-<• 3P? 3P * 1 J 




3 2T *(P*) 
3Pt 3P* 1 J 
(1.8) 
Jã a aproximação para a variância "bootstrap" ë 
3P* . 1 
[l /n2- 1'1 /n3] L n' ~n~n J 
3T*(P*) n - -1
3P* 1 
n 
L n J J n . n i = l 
3T*(P*) n J 
3P? i 
(1.9) 
Finalmente pode-se observar que as expressões dadas em (1.8) e 
(1.9) correspondem ao vício e a variância de T*(P*) quando se usa 
o procedimento "Jackknife", conforme Efron em |l| e Miller em | 9|. 
1 , 1 , 3 AS APLICAÇÕES DO "BOOTSTRAP" 
o n 
1 , 1 , 3 , 1 Aplicações na análise estatística em geral 
Muitos artigos têm surgido ultimamente tratando de apl_i 
cações do procedimento "bootstrap". Alguns se situam somente na 
aplicação específica, sem fazer comparação com a metodologia cla£ 
sica; outros envolvem também a aferição da performance dos mêto 
dos. Alguma coisa tem sido feita na área da Bioestatística e aí 
ê interessante destacar o trabalho de Wahrendorf e Brown "Boot_s 
trapping a Basic Inequality in the Analysis of Joint Action of 
Two Drugs" |ll|. Rubin or. | 71 estuda o "bootstrap" no contexto da 
Inferência Bayseana. Ali, a intenção é de ao invés de estimar a 
distribuição amostrai de uma estatística, usar o "bootstrap" Ba^; 
seano para simular a distribuição a posteriori com determinado pa 
râmetro; assim, se Tn(x) estima o funcional T (F) , em cada repl_i 
cação do "bootstrap" Bayseano calcula-se T (x) como se f^ £ f = 
= [f^,f2,•.•,fn]' fosse a probabilidade de = x^com f^ fixada, 
a partir da ordenação de n - 1 observações U(0,1), na diferença 
U(i) " u (i-i) • i = 1.2,...,n-l, com u ^ = 0 e u ̂  = 1; desta 
fo rma f - [f^,f ̂ »• • • >fn] é o vetor das probabilidades para se 
reamostrar os dados da amostra original x = [x^ ,X2 , ... ,x n]Para 
todas as replicações do "bootstrap" Bayseano, a distribuição .. 
"bootstrap" Bayseana da estatística T (s) são os valores 
Tn*(x*). 
Efron, estudou a aplicação do "bootstrap" na estimação 
da taxa de erro na Análise Discriminante, estimação da mediana 
de uma distribuição F desconhecida, e estatística de Wilcoxon.no 
seu artigo |l|; e ainda, aplicação do "bootstrap" em dados censu 
rados, na estimação robusta, e em "cross-validation", em |5|.Ain 
da Efron, em |12| , aborda de forma quase exaustiva a estimativa 
"bootstrap" do coeficiente de correlação; mostra que a sua têcnj^ 
Q1 2 
ca pode ser usada na obtenção de estimativa da variabilidade 
de componentes principais sem a suposição de normalidade para 
os dados; cita uma aplicação do "bootstrap" J13 j em situação 
onde o estimador estatístico não é um número, ou melhor em um 
conjunto de dados sobre o pH da chuva registrados por nove es-
tações metereolõgicas americanas e usados para o desenho de 
curvas de nível do pH da região pelo método Kriging. 0 dese 
nho "bootstrap" revelou informações antes não percebidas no 
mapa originalmente construído com os dados de pH, mostrando ' 
contrações em corredores de acidez relativamente baixa ou rela 
tivamente alta, as vezes até estrangulando o corredor e isolan 
do regiões. 
Como se percebe do exposto, as aplicações do "bootstrap" 
estão ocorrendo de forma rápida e variada. Contudo, o "boots 
trap" não garante uma visão verdadeira da precisão estatística 
da estimativa amostrai. Conseguiu-se, porém, demonstrar que 
o "bootstrap" dá muitas vezes uma boa visão dessa precisão es-
tatística. É evidente que existem algumas situações amostrais 
onde o "bootstrap" não funciona,mas isto não êpercebido a "prio-
ri". Como diz Efron, nos seus artigos, um caso assim não po-
de ser classificado como má performance do método, mas sim co 
mo uma condição da incerteza que se apresenta em toda análise1 
estatística. 
lil.3.2 Aplicações na análise de regressão 
Efron, não sõ inventou o "bootstrap", como também tem 
investigado de forma incansável as possíveis aplicações da têc 
nica. A Análise de Regressão mereceu uma pesquisa inicial sua, 
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publicada em 1979 |lj. Nesse artigo, ê feita a descrição de 
forma clara e detalhada do emprego da técnica em modelos de 
regressão. Depois, dois excelentes artigos foram publicados* 
por Freedman explorando o "bootstrap" na regressão. Em 1981' 
apresentou "Bootstraping regression models" |6| e em 1984 sur-
giu, em parceria com Peters, "Bootstraping a regression equa -
tion:some empirical results" |8j, o qual ê citado em exemplo ' 
por Efron em |12|. 
De forma geral estes artigos abordam muito bem a apli 
cação do método em regressão, sendo que em |6| Fredman conduz' 
toda a argumentação teórica, e afirma que a aplicação do 'boot£ 
trap" é valida, embora sob condições moderadas em certos mode-
los, e ainda que a aplicação maior na ãrea, parece ser no ca-
so de resultados assintõticos. Logo, Mínimos Quadrados Gene-
ralizados com matriz de covariância estimada, modelos com va -
riáveis defasadas, erros não normais, são os problemas de re-
gressão onde o "bootstrap" independentemente da distribuição ' 
dos resíduos, poderã ser aplicado para estimação da variabili-
dade de estatísticas e outras inferências. Conquanto cada uma 
destas aplicações mereça um estudo detalhado, é certo que em 
futuro muito próximo muitos casos da analise de regressão esta 
rão completamente investigados pelos estudiosos da computação' 
intensiva. 
Quanto a metodologia em si, pode ser detalhada do mo-
do seguinte: seja o modelo 
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onde Y ê o vetor de respostas, e o vetor de erros (ambos com 
dimensão n), 3 vetor de parâmetros com dimensão p e X a ma-
triz do modelo de ordem (n xp) e não aleatória. Os erros são 
iid com distribuição desconhecida F e assume-se que F está' 
centrada em zero de alguma forma. Assim, 
ei ^ iidF c o m e f C £ í ) = 
Com a matriz X , conhecida,e dispondo-se da amostra aleatô -
ria Y'= [yi, y 2, y3 y n ]» usa-se algum método de a-
justamento (p.ex. mínimos quadrados), faz-se um ajuste e obtém 
se | como estimativa do vetor de parâmetros > 
| = (X' X)"1 X' Y . 
0 vetor dos resíduos e fica determinado por 
e = Y - Xg • 
A distribúição empírica de probabilidade P, para os 
resíduos corrigidos pela média, ê estabelecida e associa a pro^ 
habilidade n * para cada ponto residual ei, 
ei'viid^ • 
Então a amostra "bootstrap", e* de tamanho n, é extraída 
de V , 
elfr — I p • p ^ p ^ a ^ I 
_ i ' 2 ' 3 ' " * * ' n-* ' 
constroe-se o vetor de pseudo-dados Y*, com 
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Y* = X6 + e* . 
Faz-se neste ponto, um novo ajustamento, agora às pseudo-respostas, 
e a estimativa "bootstrap" 0* de 3 ê determinada pelo mes-
mo critério de ajustamento, 
3* = (X' X)_1X' Y*. 
Repetindo-se o processo a partir da amostra original 
de resíduos e , um número n* de vezes consegue-se o conjun 
to 
{|*1, P*2, |*3» ...3*n*} 
que ê uma aproximação da distribuição "bootstrap" de 3*, que 
por sua vez ê uma estimativa "bootstrap" da verdadeira distri-
buição amostrai de 3. Por outro lado, o princípio "bootstrap" 
visto anteriormente,ê de que a distribuição de /iT (3* - 3) faz 
uma aproximação da distribuição de /n~ (3 - 3). Sendo que 
esta aproximação é realmente muito boa quando se tem n sufi-
cientemente grande e a2, p. tr (X' X)-1 pequeno, pois o teore 
ma 2.1 de |6| garante que 
dV2 { Y n (F), CG)}' « n. tr {X' X}"1- d 2 (F, G)2, 
onde yn(F) ê a lei de /n~. [X' en, F ê a distribuição' 
comum dos c^, G ê definida do mesmo modo, ê a métrica de 
Mallows e, p a dimensão do espaço linear. Deste modo de-
notando-se por. ,Fn ;a função distribuição empírica dos erros ' 
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q , i = 1, 2,..„, n; P n a empírica dos resíduos ei, i = 1,' 
2, ..., n; centrada na media; a distância entre f n e Fn e' 
2 s 
dada por d2 (Pn , Fn) que corresponde ao ínfimo de E { ( e - £ ) 2 } 
para toda distribuição conjunta do par de v.a's (e, e) cu -
jas distribuições marginais são P n e Fn, respectivamente. 
Então, usando-se o lema 2.1 de |6|, 
E íd2 (fn, F n) 2} < a2. P/n, 
tem-se que para (Fn) a distribuição de /íT (B - 8) com F n 
sendo a lei de ei, i = 1, 2, ..., n e ^nC^n) a distribuição 
de /n~(6* - j3) com fn sendo a lei de ei, i = 1, 2,..., n 
a esperança da distância entre as distribuições ê: 
E (d? OnC^n); Yn(Fn) ]> < n.tr(X' X)-1 E [ d 2 (Fn. F n) 2] 
E íd2 [^n(Pn), ^nCFn) ]> « n.tr(X' X)"1 . a2 . p/n 
donde 
E ídP [^nC^n) t ^ n ^ ]} < a2p.tr(X' X)"1 
e portanto as distâncias entre as distribuições de /n~(3* - B) 
•-• — 2 — 1 e de (3 - 8) ê menor a medida que o .p.tr(X' X) di-
minue de valor, aproximando-se cada vez mais uma da outra, co-
2 -1 
incidindo para um valor de a .p.tr(X' X) infinitamente ' 
baixo. 
O vetor "bootstrap" B* = (X1 X)-1 X1 Y* tem media 
"bootstrap" dada por 0 e matriz de covariância "bootstrap" 1 
- 2 - 1 
çr (X1 X) . Este vetor e esta matriz sao apresentados por 
Efron em |l|, mas um detalhamento ê necessário. Assim, por 
definição, a esperança "bootstrap" de 6* ê 
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E* (B*) = E*[(X' X)"1 X' Y*1 = (X' X r V E*(Y*) 
E* (g*) = (X' X) 1 X' . E* (Xg + e*) 
e* (g*) = cx' x) 1 x' . cxê + 0) 
E* (§*) = B (1.10) 
e variância "bootstrap" igual a 
V* (B*) = E*(B* - B) (B* - B)' 
segue que 
v* (§*) = E*[(X';X)~V (X§ +e* - xe - e) ((X'X)_1X'.CX3 + e* - XB - e)f ] 
= E*[(B + (X'XrVe* - B - (X'D'h'iXZ +CX'X)"1X'e*-3-(X'X)"1X,^,] 
= EjCB + (X'X)-1. X'e* - B)(B + (X'X)'1 X'e* - g/ ] 
= E*[(X'X)-1 X' e* e*' X (X'X)"1 ] 
V*(g*) =[(XiX)"1 XlE*(e* e*1) X (X'X)'1] (1.11) 
e uma vez que 
e*i ^ iidF com E(e*i) = 0, 
V(e*i) = E(e=*i - O)2 = E ^ ) 2 = -A- S (é*¿)2 
n i=i 




E* (e* e*') = â2. I n (1.12) 
e finalmente, voltando a expressão (1.11), conclui-se que a va 
-r.iância de B* é dada por 
V* (B*) = (X'X)-1 X \ â 2 . In- X(X'X)"1 
V* (B*) = â2 . (X'X)-1 (1-13) 
0 resultado na expressão (1.13) mostra que a variância do esti 
mador "bootstrap" do vetor 6 ê igual a variância do estimador 
0, não viciado, quando se estima a2por ô2 . 
1 . 2 M Í N I M O S Q U A D R A D O S G E N E R A L I Z A D O S COM M A T R I Z D E C O V A R I -
Â N C I A E S T I M A D A 
1 , 2 . 1 ENFOQUE GERAL DO PROBLEMA E DO MÉTODO 
Seja o modelo Y = X$ + ç, onde se considera o vetor 
de perturbação estocástica e com media E(e) = 0 e matriz ' 
de covariância V(e) = Z . Se L ê conhecida (uma situação ' 
difícil de ocorrer) o estimador do parâmetro g ê dado por 
B m q g = (X'Z^X)"1 X1 E-1 Y (1.14) 
que ê UMVU . Mas, quando E ê desconhecida (situação que 
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ocorre geralmente) o que se costuma fazer ê aplicar um proce-
dimento em dois estágios. Na primeira fase os estatísticos ' 
procuram uma matriz, £ , que seja consistente na estimação de 
T-. Para isto, é feito um ajuste preliminar por mínimos qua -
drados ordinários, obtendo-se o vetor de resíduos e 0 . Po-
der-se-ia pensar em usar Z como sendo a matriz e0.eô , en -
tretanto este procedimento não pode ser adotado, pois e0»eo' é 
singular. Então, o indicado ê fazer alguma hipótese sobre a 
forma da estrutura de covariância dos erros Supondo que 
a estrutura de covariância seja a de uma auto-regressão de 1? 
ordem, p.ex., assume-se 
eo,i = p'eo,i-l + Ui i = 1, 2, ..., n, 
com u í sendo o erro aleatório. E, fazendo-se uma regressão ' 
por mínimos quadrados de ei contra ei_i obtem-se o estima-
dor p de p. Na segunda fase do processo, obtem-se 2Q um 
estimador para E, baseado nos resíduos e0 e calcula-se 
|mqg = (X'!^1^) ^'E^Y 
no chamado l9 estágio. Em seguida calcula-se 
e, = Y - XB(11CT - 1 - ~ mqg 
e o procedimento prossegue de modo iterativo ate um númerg de-
finido de repetições, ou até que o vetor 8 ̂  estabilize-se' -mqg 
no estágio K, em ?k-l = Desde que o vetor e seja inde 
pendente de X e distribuido conforme uma normal multivariada 
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de média o ê possível provar que B ^ g converge para o esti-
mador de máxima verossimilhança de g. Mas, o emprego des-
te método ê válido apenas assintoticamente. Em situações on-
de o tamanho da amostra seja finito, ê claro que um bom resul-
tado dependerá de t ser uma boa estimativa de E. Ocorre ' 
em muitas situações de amostra finita o uso de técnicas assin-
tõticas e os erros-padrão obtidos de 
- [ « ' V i X )" x 
poderão ser, como nota Freedman em |6|, indevidamente otimis -
tas. 0 aumento de iterações para um estágio K > 1 poderá ' 
- ík) 
melhorar a precisão de P^qg ' m a s e m c°ntra-partida pode tor-
nar as estimativas do erro-padrão mais otimistas. 
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I I . E X P E R I M E N T O COM N R E P L I C A R E S EM C A D A P O N T O E X P E R I -
M E N T A L . A J U S T E D E UMA S U P E R F Í C I E D E R E S P O S T A S . 
I I . 1 D E S C R I Ç Ã O D A S I T U A Ç A O B A S I C A D O E X P E R I M E N T O 
Seja o experimento onde se faz n repetições em cada 
um de k tratamentos. Os princípios básicos do Planejamento 
Experimental, aleatoridade e replicação das unidades experimen 
tais, são usados no sentido de garantir suposições fundamen -
tais ã aplicação de certos procedimentos estatísticos. Contu 
do, ocorrem situações em que o experimento não segue de perto' 
estas premissas básicas, ora por desconhecimento do experimen-
tador, ora por impossibilidade técnica. O caso que se aborda 
neste trabalho, ê aquele em que k unidades experimentais fo 
ram aleatorizadas e aplicou-se os k tratamentos, um em cada 
unidade experimental; sendo que em cada ponto experimental ' 
i,i = 1,2,..., k, se faz n replicações do tratamento i em 
n unidades observacionais oriundas da mesma unidade. 
Assim, embora as unidades experimentais estejam alea-
torizadas, o mesmo não ocorre com as unidades observacionais e 
portanto uma correlação p entre as replicações pode estar sen 
do criada. 
Esta situação experimental, descrita, foi a na qual se 
baseou a linha de raciocínio deste trabalho. Existem outras' 
situações em que a correlação entre replicações ocorre natural, 
mente. São particularmente interessantes as de origem biolõ-
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gica citadas por Bartlett |16|. 
II.2 0 MODELO DO AJUSTE DA SUPERFÍCIE DE RESPOSTAS 
Seja o experimento conforme descrito em 2.1, defini-
do pela matriz do modelo X de ordem (knxp), a seguir, com a 
qual se pretende ajustar a superfície de respostas1 
Y = XB + e , (2.1) 
onde 
1 Xi 1 X i 2 • • • Xij ... x i p_2 
1 X21 X22 ••• X2j • • . X2 p-1 
1 X3 1 X 3 2 • « • X3j ... X 3 p_l 
H l n i=l,2,3...,k   . , 
j = 1,2,3...,p-l 
xjj 
1 Xfc X]<2 xk.p-1 
e pode ser escrita como: 
2 
knXp = kXp B In 
1 A b o r d a g e m t í p i c a de s u p e r f í c i e d e r e s p o s t a e s t a em 3 . 1 , 
2 h i o p r o d u t o de K r o n e c k e r . 
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O vetor de respostas Y , de dimensão kn , e: 
Y1 = [ y'i , y 2, . • •, Ykn ] , 
o vetor de parâmetros do modelo ajustado ê: 
[ Bo > 81 > •••, Bp-11 






• In • 
A matriz do modelo ® fixa, cada componente de 
e ê tal que 
E ( £ Í ) = 0 e V C E Í ) = i=l,2,...,kn 
e ainda os erros e^ têm distribuição comum F. Quanto a ' 





Mas, de acordo com a descrição do experimento, pode' 
ser gerada correlação p entre as unidades observacionais ob-
tidas nas replicações, conquanto ocorra independência entre os 
pontos experimentais e igualdade de variância nos k tratamen 
to. Assim, a matriz de covariância E assume a forma: 
lar kn o . IT, .H E K nn ( 2 . 2 ) 
onde E ê matriz de equi-correlaçao de ordem (n x n) , ou seja E n n 
ê do tipo: 
1 P P • • P 
p 1 p . . p 
• • 1 • • • E = 
P P P 
de ordem (n x n), (2.3) 
ou melhor E = (eij) com ejj = = 
1 P/ i=j 
P P/ i^j 
Da matriz de covariância E ê possível derivar-se a 
m a t r i z de correlação Ec , dada por: 
:k a n^n (2.4) 
I I . 3 E S T I M A Ç Ã O D O S P A R Â M E T R O S D O M O D E L O D A S U P E R F Í C I E D E 
R E S P O S T A 
I I . 3 . 1 O ESTIMADOR 
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Quando se esta ajustando o modelo C.2.1) ao delinea -
mento descrito em 2.1 pode ocorrer do experimentador desconhe-
cer a existência de correlação entre as replicações, supor en-
tão que a matriz de covariância seja do tipo: 
Lkn .0' 
e deste modo usar o Estimador de Mínimos Quadrados Ordinários' 
para obter estimativa do parâmetro 8, 
Imqo = U-X)' 1 X' Y 
quando na verdade deveria usar, com a hipótese correta d.e. E ' 
como em (2.2) 
i Zn a 2. Iv h E kn kn K n n ' 
o Estimador de Mínimos Quadrados Generalizados de 8 
Bmqg = (X'l"1X)"1X'i:~1Y • (2.5) 
Os dois estimadores são UMVU ese-v.a. j = l, 2, . . . , kn, 
ê normalmente distribuida tem-se que ambos os estimadores são 
também de máxima verossimilhança. A seguir tem-se um resultado deve 
ras interessante sobre o modelo abordado, e trata-se de um ca-
so particular de um teorema mais geral |19| . A prova deste ' 
resultado ê mantida neste trabalho por duas vazões: 
(i) o resultado surgiu originalmente e naturalmente da análise 
do modelo, bem como a sua prova; 
(ii) o resultado não ê fácil de encontrar na literatura esta -
tística (o autor deste trabalho o desconhecia). 
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RESULTADO 1: Seja o delineamento com n replicações em cada ' 
um dos k pontos experimentais, conforme descrd. 
to em 2.1 e 2.2. Então, 
Braqo = Bmqg 
PROVA : 
0 estimador de mínimos quadrados generalizados do ve-
tor B no modelo Y = XB + e ê 
Bmqg = ( X ' E ^ x r ^ ' Z XY 
edado que 
?1m = a2'Ik « nEn kn kn 
com nE n definida em (2.3) tem-se que a inversa de E pode 
ser obtida aplicando-se a "identidade de Bartlett" |17| para 1 
uma matriz (1 - p)In de ordem (n x n) não-singular, vetor1 
1 de uns com dimensão n e escalar p , que ë 
[(l-pUn+plnlAf1 = [(l-p)lnj'1 — 2 • 0>P) I n l ' V ^ l -
H-plA [(l-p) In] In 
Assim, uma vez que E pode ser escrita como: 




( 1 - P) + P. O P ) 1 I N I N I £n d - P ) 
Ln M n L n 
CI - P ) 
ta-
i l - P ) ( 1 - p ) 2 + p. (1 - P ) " 1 ^ ! - P ) 2 . n 
^n * inln • In 
• In -
( 1 - P) ( 1 - p y + p . ( l - p ) n 
• in In 
- I n -
( 1 - P) ( 1 - p) [ l - p + p n ] 
hi Ik 
hi- _n 
(1 - P) CI - P).[1 + Cn - D P ] 
1A 
{In - P - [l + Cn - 1) P] 1 . In In î 
Cl - P) 
( 1 - P) 
. F ( 2 . 6 ) 
j f n = C £ i j ) da f o r m a 
13 = < 
Cn - 2)p 
Cn - l)p 
P / i = 3 
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e ainda a inversa da matriz de covariância e 
E_1= — - — . Ifc b E"1 
a2 
donde 
X'E_1 = x1 b l'n . — i — . I kH E"1 
a2 
com x de ordem (k x p.) matriz do modelo sem replicação, 
X'E-1 = — — . x'H ln . IV s E"1 
2 — 
X ^ " 1 = — • (x' • I]c) • ClA • E X) 
o2 
substituindo E ^ por (2.6) obtem-se 
X-E"1 = 1 ' x- . (In • n W 
a2(l-p) 
X'E_1 = 1 . x' b {[ULÍÍLJlJIp _ (n-1) — E 1 . 1' } 
a2 (1 - p) "1 + (n - l)p l+(n-l)p 
X'E_1 = 1 ' x- • { l+(n-2). p-np + p ^ ^ } 
a2(l-p) 1+ (n-1) p 
X ^ " 1 = - . x' h {(l+nP-2-P-ní»P) i; } 
a2(l-p)[l+(n-l) p] 
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TL'1 = . x' a 
a2[l+(n-l)p] 
X'Z-1 = - . X' (2.7) 
a2[l+(n-l)p] 
e finalmente substituindo (2.7) na expressão do estimador de 
mínimos quadrados generalizados 
Imqg = (X'Z^X)*^'!" 1^ 
obtem-se 
. X'X) 1 - . X1Y 
<j2 [ 1+ (n-1) p] * a2 [l+ (n-1) p] 
|mqg ~ (X'X) "̂ X'Y - 3mqo c.q.d, 
De acordo com o RESULTADO 1, o experimentador que ig-
norasse a matriz de covariância Z dada por (2.2) e assumisse' 
uma independência completa entre as unidades observacionais não 
incorreria em erro na estimativa por ponto dos parâmetros, en 
tretanto no prosseguimento da analise outras inferências esta-
tísticas estariam prejudicadas. 
1 1 , 3 , 2 A VARIÂNCIA DO ESTIMADOR DE B 
Foi apresentado em 2.3.1, o melhor estimador linear ' 
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de 3 que ê o de mínimos quadrados generalizados, cuja coincidên-
cia com o de mínimos quadrados ordinários, vem trazer alguma ' 
facilidade no trato com o modelo. Todavia a escolha da hipó-
tese sobre a independência completa dos resíduos, um a um, po-
de conduzir a alguns equívocos. Se for considerada a hipóte-
se (errônea) da matriz de covariância dos resíduos 
Ikn • tf2 
então a matriz de covariância do estimador de 3 ê 
E[(3mqo " 3)(|mqo ~ B)']= a2(X'X)_1 
e na hipótese correta, de existência de correlação, com aquela 
matriz dada por 
kn^kn = cr2 . Ik H nE n 
tem-se a matriz de covariância de B mq0 calculada na forma ' 
do resultado seguinte: 
RESULTADO 2: Seja o delineamento com n replicações em cada 
um dos k pontos experimentais, conforme des -
crito em 2.1 e 2.2. Então a matriz de cova-
riância do estimador 3 mqg do parâmetro 3 ê 
dada por: 
E[(§mqg " B) (B mqg - 3 )'] = a2[l + (n-1). p] (X-X)"1 (2.8) 
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PROVA 
E U § m q g ~ ÊHêmqg - 8) ' ] = E { [CX'Z XX) h ' L XY - §] [(X'E XX) h ' Z XY - pf} 
= E { [ (X'Z~1X)"1X'Z_1(X8 + e)-3][(X 'Z _1X)-1X'Z_1. 
. (X8 + e) - 8Í> 
= E { [B+ (X' Z-1X) _1X' Z^e-B] [8+ (X * Z_1X) "1XZ_1e-BÍ} 
= E{ [(X' Z_1X)_1X'Z_1e] [e' Z \çx.'Z_1X)} 
= e') [E^XQcrto - 1] 
= [(x' z_1x) -hbr1] z [iTh (x' z_1x)_1] 
= cx^^x)"1 
mas usando-se (2.7) da prova anterior tem-se 
E [(Cmqg - - S * 
= a2[l+(n-l)p] (X^)"1 c.q.d. 
Heste resultado é fácil perceber, que quando a2 e p 
são desconhecidos, um estimador da matriz (2.8) depende de es-
timativas independentes de o2 e p. 
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1 1 , 4 R E S Í D U O S O R I U N D O S D E UM Ú N I C O A J U S T E MQO P A R A A S N * 
R E P L I C A Ç Õ E S 
11,4,1 O FATOR DE CORREÇÃO DOS RESÍDUOS 
No ajuste de um modelo de superfície de resposta aos1 
dados de um determinado delineamento, 
Y = XB + e ou 
Y i = B 0 + BiXi;L + &_2*í2 + ••• + Bp-ixip_i'-+ £i' 
i = 1, 2 , . . . , n, 
pode-se obter estimativa não viciada da variância populacio 
nal a2 usando-se os resíduos do ajustamento, 
ê = Y - Y 
desde que os resíduos sejam prê-multiplicados por um fator de 
correção que venha recompor a perda dos graus de liberdade oca 
sionada pelo ajuste. Quando se está diante do modelo clássi-
co de regressão, com X'X de posto completo igual a p, 
Y = XB + e com 
E(e) = o e V(e) = Ino2 
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onde a estimação do parâmetro (3 ê feita por mínimos quadrados 
ordinários, o fator de correção adequado ê 
Portanto a estimativa não. viciada de a2 ê s2 
n 
Pois ECJiif) = (n - p)a2. 
Mas, defronte a situações mais complexas, o fator de 
correção dos resíduos não ê tão simples. Na referência |8| ' 
D.A.Freedman comenta este fato, observando que nem sempre a es-
colha do fator de correção é clara. 
Para o modelo estudado neste trabalho, determinou-se o 
fator de correção para os resíduos, correlacionados, gerados 1 
pelo ajuste do modelo (2.1) que está descrito em 2.1 e 2.2. 
Assim, o fator de correção dos resíduos oriundos de um ajuste1 
por mínimos quadrados ordinários (MQO) do modelo 2.1 ê dado pe 
lo resultado seguinte. 
RESULTADO 3: Seja o delineamento com replicação conforme des-
crito em 2.1 e 2.2. O fator de correção dos 
graus de liberdade que deve ser aplicado aos re-
síduos quando estes são originados de um ajuste' 
por mínimos quadrados ordinários (MQO), a fim de 
se obter estimativa não viciada da variância o2 
ê dado por 
ü - 2 
n-p 
l 




kn - p 
kn - [l + Cn - 1) p] p 
C2 .9) 
PROVA 
Supondo que os resíduos s.ão obtidos de ajuste por MQO, 
logo admitindo que a matriz de covariância seja Ikn'°2 e C 0B 
sequentemente Y = X$mq0 , tem-se que a soma dos quadrados dos 
resíduos ê 
kn 
SQR = E e = Y'Y - 6'X'Y 
i=i 1 ~ ~ - -
e a sua esperança ê dada por 
E(SQR) = 
kn 
E( Z i|) 
i=i 
= E(|' Ê) = E[(Y - Y) ' . (Y - Y)1 
= E[(Y - X§) ' . (Y - XB)] 
= E[(Y - X(X'X)"1X,Y) ' (Y-X(X'X)"1X,Y>] 
= E[Y'Y - Y'X(X'X)"1X'Y] 
= E^X' [Jkn " X(X'X)"1X,]Y} 
mas, como a expressão entre chaves ê como forma quadrática e 
sendo Y^.(X£,E) por ( | 20|, p.55 ) tem-se: 
E(SQR) = tr {E [Ikn - XOCX)"^']} + B'X' [i^ - XÍX^)-^']XB 
= tr {E - E . WX)' 1*'} + O 
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= tr (Z) - tr [ X ( X ' X ) 1 X ' . z ] 
mas como X'Z = X' 
a2 [l + (n - 1) p] 
tem-se que X'Z = a2 [l + (n - l)pj X' 
e portanto 
E ( S Q R ) = tr(Z) - tr[X(X'Xr1a2[l+(n-l)p] X'] 
= 02tr(Zc) - a2. [l+(n-l)p]. tr[XCX^)"^'} 
com Z c definido conforme (2.4), e assim 
E(SQR) = a2.kn - a2. [l+(n-l)p].p 
E(SQR) = [kn - (1 + (n - 1) p) p] cr2 
finalmente E( ^ ) - fkn - (1 + (n - 1) pD.pl 
kn - p kn - p 
de modo que 
«t> " 
o 2 
kn - p , c.q.d. 
kn -[ 1 + (n - 1) p ]p 
1 1 , 4 , 2 O ESTIMADOR NÃO VICIADO PARA A VARIÂNCIA g2 
A determinação de um estimador não viciado para o pa-
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rãmetro cr2 ê quase que imediata quando se conta com o resul-
tado 3, assim tem-se a seguir um resultado que ê uma consequên 
cia do obtido anteriormente. 
RESULTADO 4: Nas condições do resultado 3, o estimador nao vi. 
ciado de cr2 ê dado por 
o2 = k n - P 
kn - [1 + (n - 1) p] p 
. s (2.10) 
quando e possui uma distribuição normal ou não; e a variân -
cia desta estatística quando Y L) ê dada por: 
V(ò2) = 2 { kn [l+"(n-l)p2] - p [(1-p) 2+n p.(p (n- 2) + 2) ] } a„ (2.11) 
{ kn - [l+(n-l) p] p}2 
e com s2= — SQR obtido dos resíduos i=l,2,... ,kn, 
kn - p 
oriundos de um ajuste por MQO. 
PROVA 
Para que ò2 seja não viciado para estimar a2 
condição ê que E(á2) = o2, assim 
E ( 5 2 ) = E ( kn - p 
kn - [1 + (n - 1) p] p 
s 2) 
E(62) = k n - P 
kn - [l + (n - 1) p] 
• E (s2) 
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E C Á 2 ) kn - p 
kn - [l + (n - 1) p] p 
. E S O R 
kn - p 
e a esperança do 2° fator no 29 membro ê 
E C _ _ S 2 B _ ) = * . E ( S Q R ) = — I . [kn-(l+(n-l)p)p] cr2 
kn - p kn - p kn - p 
que substituída na expressão de E(cr2) resulta 
E ( O 2 ) 
portanto a 1. parte do resultado esta demonstrada, já a vari 
ância da estatística õ2 ê alcançada partindo-se de 
V(c2) = kn - p 
kn - [l + (n - 1) p]p 
• V(s2) 
V(cr2) = kn -
kn - [l + (n - 1) p]p (kn - p): 
. V(SQR) 
V(a2) = kn - p 
kn - [l + (n - 1) pi p (kn - p): 
. V[Y'Y - B'X'Y] 
V(ò2) = { kn - [1 + (n - 1) p] p} 2 . V{Y'Y - [(X-X)"^'^ 'X'Y} ' I V~\ "lv I V~1 t Y 11 
V(à2) = { kn - [l + (n - 1) p] p}"2 . V{Y'Y - Y'X (X'X) ^'Y} 
V(a2) = { kn - [1 + (n - 1) p] p}"2 . VÍY' [i^ - X(X'X)"iX,]Y} , •» Y~\ " ^ Y >' 
expressão Y' [I]cn ~ X(X'X) ^X'] Y é uma forma quadrática e 
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admitindo-se a normalidade para e (que ê o caso mais comum), 
tem-se que Y também terã distribuição normal com vetor de 
médias y = E(Y) = com dimensão kn e matriz de covariân-
c i a kn^kn ' ~ ^ ' portanto por [X7 i segue 
V(ô^) = (kn - [1 + (n - 1) p] p}~2 . 2 ^ ( 1 ^ - X^-X)"^') E]2 + 
+ 4 . (XBVtlfcn - XfX-X)"^']!^ - x(x*x)~1x,].xe 
V(ô2) = íkn - [l + (n - 1) p]pr2 . 2tr[(Ikn - XOCXT^') Z\2 + 
+ 4 .[(X6)' - (XB),X(X'X)"1X,1Z[XB - X(X'X)"1X'XBl 
V(cr2) = {kn - [l + (n - 1) p} . p}"2 . 2tr [(1^ - XCX-X)"^') e]2 + O, 
V(a2) = {kn - [1 + (n-1) p]p}~2. 2tr [(I^-X^-X)"^'). a2- dk®E)]2 
V(â2) = 2oh • {kn - [l+(n-l)p] p}"2 . tr [Clkn-XCX^)"^'). 
• dk • E)]2 (2.12) 
o traço t da matriz resultante do quadrado do colchete ê 
obtido do desenvolvimento seguinte: 
t = tr {[(Ikn-XtX^r^MIk b Ejl.tClkn-XCX-XD^X^.CIk ® E)]} = 
t = tr [(Ik H E).(Ik H E) - XCX^^X» . Clk • E).(Ik B E) - (Ik B E). 
. XCX^)"^* (Ik b E) + XfX-X)-^'.(Ik h E) . XCX^)"^'.^ » E)], 
(2.13) 
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denotando as 4 parcelas do colchete por A, B, C e D, tem-se 
t = tr | A - B - C + D 
e isoladamente tem-se 
kn 
. trA = tr [(Ik a E). (Ik b = E [ l+(n-l) p2] = kn [l+(n-l) p2] 
i=l 
para B o traço ê obtido partindo-se de 
. trB = tr jX(X'X)_1 X* (Ik H E). (Ifc B E)] = tr{ XÍX^)"^'. P K H (E.E) ]} 
trB = tr{(x B ln) B> H ln),(xHln)R1-(X »^'ík ® (E.E)]} 
trB = tr{(x H ln) [(x B ln) . 
(x-Hl^l-^Cx-Hi;).^ a (E.E)]} 
trB = tr{(x ss ln) [(x B ln) * . ( X B ln)]"1. ( x M ^ a ^ n (E.E)}} , (2.14) 
mas a matriz E pode ser escrita como 
E = ( i - p ) i n + p i n i k ; 
donde então E.E resulta 
E.E = (1-p)2 In+pCl-p) Inin + (x"p)p + p2 Unlli) (lnl'n) 
E.E = (1-p)2 In+2p(l-p) lnl'n + p2.n.lnln 
E . E = (1-p)2 In + [np2 - 2P2 + 2p] . l n l'n 
E . E = (1-p)2 I N + p + 2 P L Inin 
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e assim o produto . (E.E) existente em (2.14) ê igual a 
[ln • (E.E)] = ln . í(l-p)2 I n + [Cn-2) p2 + 2p]lnln} 
= (1-p)2 . IA + [Cn-2)p2 + 2p]. l'n. LnlJn 
= (1-p)2 . In + [(n-2)p2 + 2p]. n.l'n 
- ÍCl-p)2 + [(n-2)p2 + 2p]n] . l'n 
então, retornando com este valor em (2.14), 
trB = tr {(XH ln) [ (x a ln)'.(xH ln)]_1.(x') h [(l-p)2+[(n-2)p2+2p]nl. 
•in > 
-1 trB = {(1-p) +n [(n-2)p2+2p]}. tr{(x B ln). [(x h ln) '. (x h ln)] 
. ( x • l n ) ' } 
como a matriz no 2° membro, da qual se quer o traço, ê indempo 
tente, o seu traço ê igual ao seu posto e uma vez que X'X ê 
de posto completo, este posto ê p , logo 
trB = {(1 - p)2 + n [(n - 2) p2 + 2p]} . p 
continuando, para a matriz C, 
trC = tr[(Ik ia E) . X(X'X) 1 X' . (Ik s E)] 
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trC = tr[XCX'X)_1X' (IkH E). (IkH E)] = tr {X (X' X) _1X' . Í.Ifc . Ik) fi 
B ( E . E ) ] } 
trC = tríXfX-X)"^'. {Ik B [(1-p)2 . In + ((n-2) p2 + 2p) lnlnl> 
trC = tríXCX-X)"^' {(l-p)2 . (Ik • In) + [(n-2)p2 + 2p] . (Ik B lnl'n)}} 
trC = (1 - P ) 2 trfXCX-X)"^* . (Ik b In)] + [(n-2)p2 + 2p] . 
. tr [X(X'X)_1 X' . (Ik B l n l ^ ) ] 
trC = (l-p)2 tr (XÍX-X)"1 . (x a ln)' (Ik ® In) > + [(n-2)p2 + 2p]-
tr [X(X'X)_1 . (x H ln)' . (Ik B lnln)l 
trC = (l-p)2 tr{ X(X'X)_1 ,((x' . Ik) a (1^ . 1^)} + [(n-2)p2 + 2p]-
•tr [XÍX-X)"1. ((x-. Ik) B (ln • lnln)l 
trC = (l-p)2 tr{ XÍX-X)"1 . (x- B l̂ )} + [(n-2)p2 + 2;p] tr^X^X) - 1 . 
. (x' B LN) n] 
trC = (1 -p)2 tr [XtX-X)"1 X'] + n [(n-2)p2 + 2p] . tr [X(X'X)_1 . X'] 
trC = (1 - p2) . p + n [ (n - 2) p2 + 2p] . p 
trC = p. {(1 - p2) + n [(n - 2) p2 + 2p]} 
por último para a matriz D 
0 4 2 
trD = tr [XCX-XJ^X^Ik ® E) .XQCX)"^'(Ik B E)] 
trD = tr [XQCX)"1. XB ln) ' (Ik B E) .XCX'X)-1. (X B ln) '. (Ik » E)] 
trD = tr [X(X'X)_1.((X- . Ik) H qA-E)) .Xa-X)'1^-. ik) B qA-E))] 
trD = tr {XCX-XT1.^' B [l+(n-l) p] .XQCXrV' B lA) [l+Cn-1) p]> 
trD = tr {XpCX)"^'. |l+Cn-l)p]. X(X'X)_1 X' [l+(n-l)pl> 
t r D = [l + (n - 1) p]2 . tr (X^X)"1 X') 
trD = p . [ 1 + (n - 1) p]2 
e finalmente substituindo os 4 traços encontrados na expressão 
t = tr [A - B - C + D 1 de 2.13 tem-se 
t = tr (A-B) + tr (-C+D) = trA - trB - trC + trD 
t = Kn [1+Cn-l) p2] - 2p {(1-p)2 + n [(n-2) p2 + 2.p}}+ p . [ l+(n-l) p]2, 
e levando o valor de t para (2.12) tem-se, 
V ( â 2 ) = 2 {kn[l+(n-l)p 2] - 2p . [(1-P)2 + n R n - 2 ) P 2+2p1]+ p[l+Çn-l) 0 f > 
(kn - [l + (n - l)pjp }2 
Vfó2) = 2{knCL+(n-l)p21 - p rL-20+p2+n2p2-2np2+2npl} a„ 
{kn - [l + (n-l)p] p }2 
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. l ogo , 
V ( ó 2 ) = 2 ( k n r i+ín - l ) p 2 ] - p. [(1-P)2+nP(p(n-2)+2)l> ^ 
{ kn - [l + (n - l)p] p} 2 
portanto, a prova do resultado está completa. 
c . q. d. 
Desta forma, um fator de correção para os resíduos , 
bem como um estimador não viciado para o2 são disponíveis. ' 
Contudo, observa-se que cr2 = f(p) e assim quando a correlação 
p ê desconhecida, como geralmente ê o caso, não se consegue ' 
estimativas independentes de a2 e p no contexto de um uni. 
co ajuste para as n replicações dos k pontos experimentais. 
I I . 5 R E S Í D U O S O R I U N D O S D E N A J U S T E S , P O R M Q O , F E I T O S COM 
O S K P O N T O S E X P E R I M E N T A I S N A S N R E P L I C A Ç Õ E S 
1 1 , 5 , 1 ESTIMADORES DE a2 e o BASEADOS NOS RESÍDUOS DE 
AJUSTES SEPARADOS. 
Fazendo-se n ajustes por MQO do modelo yi=xb + ej_ , 
(y ê o vetor de respostas de dimensão k, x ê a matriz do mode-
lo de ordem (kxP), b é o vetor de parâmetros de dimensão p e 
e ê o vetor de erros), separadamente nas n replicações com ' 
os k pontos experimentais, ê possível obter-se estimativa não 
viciada de a2 usando os n vetores de resíduos ê^, 1,2,.., 
n desses ajustes. E ainda7 esta estimativa ê independente de 
P-
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Usando-se ^2» •••> P a r a denotar, respectiva-
mente, os vetores de respostas na 1?, 2?, ..., n? replicação, 
e considerando-se que y^ i=l, 2, ..., n tem dimensão k , 
pois existem k pontos experimentais, tem-se que os vetores de 
erros destes ajustes, e^, e2, en, também de dimensão k, 
possuem a mesma matriz de covariância a 2*I k > dada a sua in-
dependência. Conseqüentemente, por(|20|,p. 55) 
EcJi e|jO = E(ej ej) 
= E ÍYj Clk- x(x•x)_1 x' ] [lk- x(x«x}-\ ] Yj } 
= E{Yj[lk - x(x'x)_1x'] Yj} 
= (n - p)a2 j = 1, 2, ..., n. 
Assim, o estimador não viciado de cr2 = V(e^) i = 1, 
2, ..., k, com base nos resíduos êj = [ê^j, e2j, ê3j,...,êkjl 
Ê 
1 v« " 2 1 * ~ . - — cr = .2. e -. = . e. . e. j=l,2,...,n 
k-p 1 - 1 3 k-p 
(2.15) 
Para tornar mais claro o entendimento destas conside-
rações, e útil enfatizar-se que os erros independentes que com 
põem e^ do ajuste do modelo na i-êsima replicação estão cor 
relacionados com os erros ej do ajuste em j, i i j, com co£ 
ficiente de correlação p , ou melhor, embora se tenha 
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eí * . Co, I ^ 2 ) ' 1 = 1> 2' •••» n' 
em i f j ocorre que a m-ésima componente de e^ esta corre-
lacionada com a £-ésima componente de ej ou seja 
corr Cemi , e^j) = p 
m, Z = 1, 2, k 
donde então 
cov(emi , e_£j) = cr2p (2.16) 
Desta forma, a matriz de covariância entre os vetores 
do par ('<?i , ej) ê 
cov (ej , ej) = pa2 . Ik i?j. (2.17) 
A seguir ê apresentado um resultado que fornece esti-
mativas independentes de a2 e p , com base em ajustes nas 
replicações, separadamente. 
RESULTADO 5: Seja o modelo Y = XB + e com V(e) = k n £ k n = 
= cr2.Ik E nE n e nE n = (ejj) tal que 
eij = 1 se i=j e e-jj = p se i^j, onde n 
corresponde ao número de replicações de um pon-
to experimental i, i=l,2,...,k (conforme me-
lhor descrito em 2.1 e 2.2). Sejam êi»ê2 .. 
§n vetores de dimensão k, dos resíduos indepen 
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dentes gerados em ajustes por MQO do modelo y=*b + e (y , e ' 
são vetores de dimensão k, b ê vetor de dimensão p, x ê ma-
triz de ordem (k x p) e o posto de x'x ê igual a p) usando 
-se separadamente as respostas Xl' Z2» •••> Zn na 1?, 
n^ replicação dos k pontos experimentais. Então o est_i 
mador não viciado da V( E Í) = a2, i = l,2,...,k, independente 
de P , ê dado por: 
s2 = êj.êj , (2.18) 
n (k - p) "J ~J 
e o estimador de p, função de estimativas de mãxima verossi-
milhança desse parâmetro, independente de o2 e considerando -
se e-j;, normal ê 
* = £ m=iem£iemlj 
l=i k k 
m=iem£i m=iem£j (2.19) 
onde Q corresponde ao número de pares de ajustes distintos 1 
que se pode obter com os n ajustes separados nas replicações. 
PROVA 
Quando se dispõe de n estimativas não viciadas de 
um parâmetro o2 (conforme 2.15), a média destas n estimati. 
vas ê também estimativa não viciada do parâmetro, portanto 
E (s2) = — 1 — • E (jii fj ij) 
n • (k - p) 
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ECs2) = 1 . ^ECêiêj), 
n-Ck - p) 
como por hipótese do ajuste do modelo V ( e ) = a 2 . e o pos-
to de x*x é p, tem-se por (1201 p. 55) 
ECs2) = i . -1-, (k-p)a2 
n.(k - p) 
= ' g 2 = cr2 
n * (k - p) 
e desta forma s2 ê não viciado para o2, logo a 1? parte do 
resultado está provada. 
Admitindo-se agora, que os pares (êmi , êm j) m=l,2,3, 
...,k, formados com os resíduos correspondentes dos vetores ê^. 
e êj, constituem uma a.a. de uma população normal bivariada ' 
do tipo 
N2(0,a2.2E2) 
fazendo-se -x1 = êmj] m=l,2,...,k, em 
p (x) = . exp. {-— [x' (cr2E) ] } 
2% / i a2E| ' 2 
x U 2 
conseqüentemente para uma amostra de k vetores tem-se 
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pCxi, xá, xk) = 1 - exp.í- I cr-2mZßcmE h j ] 
(2trV Icr̂E | )k 
- 2 k 
p(xiV x2, Xfc) = {exp. [-k.£n(2ïï/fa2E|)] 2 . zWi ^ m JL 
2(1~P ) 




p(xi , x2,...,xk) = {exp. [-k.in(2ïï/[a2E])] i, 
2(l-p )a 
k 1 -P 
m=l([®mi ®mjl 
-P 1 
p(xi, x2, .., xk) = íexp. [-k.£n(27r/fã2ÍÍ)] 
2(l-p2)a2 
K ®mi "P©mi 
£ f 
®mj 
pCxi, x2, .., Xk) = {exp. [-k.-en(27r/p2Ê|")l 1 
2(l-p2)a2 
K 
' m=l " 2P%i ' êmj + 
0 4 9 
p(xi , x2, xk) = {exp. [-k.£n(2Tr/|a2E |)] — 
2 C 1 - P ) 
2
 k 
m=l " 2pm^1emiemj ^ 
donde se pode observar que 
m = 1 emi emj 
é uma estatística suficiente para p, e ainda uma vez que a 
função 
c(p) = 
Cl - P 2 ) . a 2 
tem o campo de variação com interior não vazio pode-se determi 
nar o estimador de máxima verossimilhança de p através de 
equação ( | 211 p.106) 
k k 
E( m=i êmi êmj) = m5 x êmi ê m j ( 2 . 2 0 ) 
a esperança do produto cruzado do l9 membro ê 
K , 
E ( m = l ê m i ê m j ) = E C § i ? ê j ) = E { [ C l k - x ( x ' x ) _ 1 x ' ^ i í C C I k - x C * ' * ) " 1 * ' ) y j ] } 
= E [ y í y j ] - E [ y l . x C * ' * ) " 1 * ' ^ ] 
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= E[(xb+S_) ' Cxb+e-j)]- E,[(xb+ej) • xfyx)"1*' (xb+ej)J 
= E[b'x'xb + b ' x e j + e!xb+ elej]- E[b ' x ' (xb+ej)' + 
+ e[xCx'x)"1x'(xb+ej)] 
= b' x' xb+o+o+E (ê e j)-b'x• xb-o-o-E [ê x (x • x) _1x • e-j] 
e deste modo segue que: 
k k 
ECmlx % i êmj)=E(mi1 emr emj) - E[ei x(x 'x) x ' ej] 
< _! = m=l E © m j ) - E|éi x ( x ' x ) x ' ej] 
a expressão entre colchetes é uma forma bilinear portanto por 
c 120Ip. 64-65) e usando (2.17) resulta: 
< K _1 E e,^ ̂ j) = ̂  cov(emi e^) - tr[x(x'x) x\(pa2Ik)]-
- o [ x ( x ' x ) _ 1 x ' ] o 
substituindo-se cov(emi, e m O por 2.1.6 dã 
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= k per2 - p. per2 
= (k - p) pa2 
logo a equação em (2.20) adquire a forma: 
k k 
E(mEl êmi' êmj) = O - p) pa2 = ^ imi ©mj ; 
donde 
k 
~ = m=l ^ j 
(k-p) cx2 
e ainda pLelas mesmas razões da família exponencial (|2l| p.106) 
com 
k _ k 
ja = m=El ̂  e 52 = mil 
k - p k - p 
tem-se 
m; 
K _2 k 
m^l^ijnlx^j (2.21) 
e considerando-se que existem pares distintos (i, j) de 
ajustes na situação de ajustes separados nas n replicações , 
portanto 
q = n(n - 1) 
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estimativas de p, pois i,j = l,2,3,...,n, conclui-se que 
Q. k 
Ã m=l ®m£i 
k k 
e a prova do resultado esta completa. c.q.d. 
1 1 , 5 . 2 UM ESTIMADOR PARA P BASEADO NOS COEFICIENTES DE RE-
GRESSÃO, OBTIDOS EM AJUSTES DOS Q PARES DISTINTOS ' 
DE RESÍDUOS Çê± , êj) ORIUNDOS DOS AJUSTES SEPARA -
DOS. 
É possível admitir que a forma de auto-regressão en -
tre os resíduos do par (êi , êj) i ^ j seja do tipo: 
êjg = P ê i + u g g = 1,2,..., k 
onde Ug ê a disturbância pura. Deste modo um estimador para 
p é expresso pelo coeficiente de regressão, 
- ' ~ - 1 - ' _ ( E I e±) E I E J 
e considerando-se os Q. = — pares de vetores de resí-
2 
duos dos ajustes distintos com as n replicações tem-se o re-
sultado seguinte: 
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RESULTADO 6: Sejam ê^, e2, . . . , ê n vetores de dimensão k, 
dos resíduos independentes gerados por ajustes, separados nas' 
n replicações MQO do modelo y = xb + e, com x de ordem 
(k x p) e b de dimensão p. Então, um estimador do coefi-
ciente de correlação p , entre as replicações, baseado nos 
coeficientes de regressão do ajuste do modelo êj=êi.p+u con-
siderando os Q = n • (n - l)/2 pares distintos de vetores 
C§i > Çj) é dado por 
i Q ~ 1 I X eii ejl - ?ki ~ J 
Q ^ ' e u ei£ (2.22) 
PROVA 
Considerando o par de vetores (êi , êj) tem-se por 
MQO a estimativa (çí êí)"1 §i êj de p assim para 
l = 1,2,...,Q pares distintos a estimativa media ê igual a 
1 £ l i l h l 
P = 
Q h i h i 
c . q . d, 
1 1 , 6 OS ESTIMADORES DA MATRIZ DE COVARIÂNCIA DE 8 M Q G 
A estatística §mqg possui matriz de covariância da-
da pelo RESULTADO 2, na expressão (2.8) 
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VClnqg) - a2[l+(n-l)plQC'X) 1 
que como se vê ê função de a2 e p , em geral desconhecidos. 
Desta forma estimativas independentes de a2 e p são necessã -
rias para se ter um estimador conveniente desta matriz. Com 
base nos estimadores obtidos nos resultados anteriores ê pos -
sível estimar V(0mqg) dos seguintes modos: 
(i) usando s2 e p : 
s2 [l+(n-l)p] (X-X)"1 (2.23) 
(ii) usando â2 e p : 
cr2[l+(n-l)p](X'X)_1 (2.24) 
(iii) usando cr2 e p : 
cr2 [l+(n-l)p](X'X)"1 (2.25) 
(iv) usando s2 e p : 
s2[l+(n-l)p] (X'X)_1 (2.26) 
Uma vez que se obteve vários estimadores para V(êmqg)' 
uma simulação se faz necessária para determinar quem possui o 
melhor desempenho e, evidentemente, comparar com o método não 
paramétrico "bootstrap". No capitulo seguinte, este procedimen 
to é analisado. 
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I I I . S I M U L A Ç Ã O E C O N C L U S Ã O 
I I I . 1 A J U S T E D E UMA S U P E R F Í C I E D E R E S P O S T A ! O D E L I N E A M E N -
T O D E B O X ( C U B O + E S T R E L A ) 
Para examinar-se o desempenho do "Bootstrap" compara-
tivamente ao do MQG-1, escolheu-se o ajuste de uma superfície' 
de resposta no delineamento composto cubo + estrela + pontos ' 
centrais, para três fatores. £ comum o ajuste de superfície 
de resposta de ordem neste delineamento e muitas vezes o ex 
perimentador usa observações experimentais replicadas. Pode' 
ocorrer do experimentador por desconhecimento ou impossibilida 
de técnica obter as replicações de modo a gerar correlação en-
tre elas. Aí, o "Bootstrap" pode entrar como método alterna-
tivo ou simplesmente como um indicador da performance do méto-
do adotado, uma vez que ele é uma técnica independente de qual^ 
quer suposição probabilística ortodoxa. 
Como se sabe, diversos delineamentos foram criados pa 
r a ajustamento de superfícies de respostas. Se o modelo é de 
1? ordem os delineamentos fatoriais a dois níveis, do tipo 2^ 
são comumente usados devido sua simplicidade e parcimônia. 
Quando o ajustamento é o de modelos de 2^ ordem, um numero ma_i 
or de níveis diferentes para cada fator ê necessário. Os de-
lineamentos compostos constituídos por um cubo 2 mais uma "es 
trela" de 2f pontos axiais e g pontos centrais apresentam d_i 
v e r s a s propriedades que os tornam recomendáveis, dentre as 
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quais destacam-se a ortogonalidade e rota,ctonalidade, além de 
economia no numero de pontos experimentais. Assim, dependen-
do do número de pontos centrais acrescentados, esse delineamen 
to pode ser ortogonal alem de rotacional ou ainda ter precisão 
uniforme (Vide |14| p.213-215) ou melhor, a variância do valor 
ajustado na origem é igual a variância deste valor a distância 
d=l, logo se consegue valores satisfatórios para os vícios nos 
coeficientes de regressão devido a possíveis termos de ordem ' 
mais alta na verdadeira superfície de resposta. Quando f=3, 
que foi o caso adotado neste trabalho, o delineamento composto 
de 2? ordem é apresentado na figura seguinte, que ê clássica na 
literatura de planejamento de experimentos (ver |15| p.344-346). 
x2 
0 5 7 
Fez-se então a simulação, neste contexto, com a ma 
triz de planejamento de um delineamento rotacional composto ' 
central "cubo + estrela + pontos centrais". Primeiro um rota-
cional composto central equiradial sem fixação particular de 
um numero de pontos centrais g que resultasse em precisão ' 
uniforme. O quadro 3.1, a seguir, mostra a matriz de planeja 
mento do delineamento com f=3 fatores que corresponde a = 8 
pontos na porção fatorial, 2f=6 pontos axiais e g=4 pontos' 
centrais. 
QUADRO 3.1 - MATRIZ DE PLANEJAMENTO DE UM DELINEAMENTO 
COMPOSTO CENTRAL "CUBO + ESTRELA+ 4 PONTOS 
CENTRAIS". 
1 . - 1 . 0 0 0 - 1 . 0 0 0 - 1 . 0 0 0 1 . 1 . 1 . 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 
1 . - 1 . 0 0 0 - 1 . 0 0 0 1 . 0 0 0 1 . - 1 . - 1 . 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 
1 . - 1 . 0 0 0 1 . 0 0 0 - 1 . 0 0 0 - 1 . 1 . - 1 . 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 
1 . - 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 - 1 . - 1 . 1 . 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 
1 . 1 . 0 0 0 - 1 . 0 0 0 - 1 . 0 0 0 - 1 . - 1 . 1 . 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 
1 . 1 . 0 0 0 - 1 . 0 0 0 1 . 0 0 0 — 1 . 1 . — 1 • 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 
1 . 1 . 0 0 0 1 . 0 0 0 - 1 . 0 0 0 1 . - 1 o — 1 . 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 
1 . 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 1 . 1 . 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 
1 . - 1 . 7 3 2 0 . 0 0 0 0 . 0 0 0 0 . 0 . 0 . 2 . 9 9 9 0 . 0 0 0 0 . 0 0 0 
1 . 1 . 7 3 2 0 . 0 0 0 o . o o o 0 . 0 . 0 . 2 . 9 9 9 0 . 0 0 0 0 . 0 0 0 
1 . 0 . 0 0 0 - 1 . 7 3 2 0 . 0 0 0 0 . 0 . 0 . 0 . 0 0 0 2 . 9 9 9 0 . 0 0 0 
1 . 0 . 0 0 0 1 . 7 3 2 0 . 0 0 0 0 . 0 . 0 . 0 . 0 0 0 2 . 9 9 9 0 . 0 0 0 
1 . O o O O O 0 . 0 0 0 - 1 . 7 3 2 0 . 0 . 0 . 0 . 0 0 0 0 . 0 0 0 2 . 9 9 9 
1 . 0 . 0 0 0 0 . 0 0 0 1 . 7 3 2 0 . 0 . 0 . 0 . 0 0 0 0 . 0 0 0 2 . 9 9 9 
1 . 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 . 0 . 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 
1 . 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 . 0 . 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 
1 . 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 . 0 . 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 
1 . 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 . 0 . 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 
058 
Depois, fixando g = 6 e a coordenada a-/8~ = 1,682 1 
tem-se a matriz do delineamento rotacional composto central ' 
com precisão uniforme. A este planejamento corresponde a ma-
triz do quadro 3.2 a seguir. 
QUADRO 3.2 - MATRIZ DE PLANEJAMENTO DE UM DELINEAMENTO 
COMPOSTO CENTRAL"CUBO + ESTRELA + 6 PON -
TOS CENTRAIS"(PRECISÃO UNIFORME) 
-1.000 -1 .000 -1.000 1 .000 1.000 1 .000 
-1.000 -1 .000 1 „000 1. -1. -1. 1 .000 1.000 1 .000 
-1.000 1 .000 -loOOO -1. 1. -1. 1 .000 1.000 1 .000 
-1.000 1 .000 1. 000 -1. -1. 1. 1 .000 1.000 1 .000 
1.000 -1 .000 -1.000 -1. -1. 1. 1 .000 1.000 1 .000 
1.000 -1 .000 1.000 -1. 1. -1. 1 .000 1 .000 1 .000 
1.000 1 .000 -1.000 1. -1. -1. 1 .000 1.000 1 .000 
1.000 1 .000 1.000 1. 1. 1. 1 .000 1.000 1 .000 
-1.682 0 .000 0.000 0. 0. 0. 2 .829 0.000 0 .000 
1.682 0 .000 0.000 0. 0. 0. 2 .829 0.000 0 .000 
0.000 -1 .682 0.000 0. 0. 0. 0 .000 2.829 0 .000 
0.000 1 .682 0.000 0. 0. 0 . 0 .000 2.829 0 .000 
0.000 0 .000 -1.682 0. 0. 0 . 0 .000 0.000 2 .829 
0.000 0 .000 1.682 0 . 0. 0. 0 .000 0.000 2 .829 
0.000 0 .000 0 .000 0. 0. 0. 0 .000 0.000 0 .000 
0 .000 0 .000 0.000 0. 0. 0 . 0 .000 0 .000 0 .000 
0 .000 0 .000 0.000 0 . 0. 0. 0 .000 0.000 0 .000 
0.000 0 .000 0.000 0 . 0. 0. 0 .000 0.000 0 .000 
0.000 0 oOOO 0.000 0 . 0. 0 . 0 .000 0.000 0 .000 
0.000 0 .000 0 .000 0 . 0. 0. 0 .000 0.000 0 .000 
Simulou-se, então, o ajuste da superfície de respos -
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-tas de 2? ordem, 
2 2 2 Yij=3o+BlX1+62X2+63X3+BltX1X2 + B5XlX3+B6X2X3+873Cl+88X2+B9X3+eij (3.1) 
adotando-se a matriz do modelo, conforme a situação dos quadros 
3.1 e 3.2 com o número de replicações dos pontos experimen -
tais fixado em n=2 e também em n=5. Considerou-se (3.1) 1 
enquadrada no modelo (2.1), estabeleceu-se a correlação entre' 
as replicações em p = 0,9 e os parâmetros , i=0,1,2,..,9, 
foram fixados em zero para maior simplificação, sem perda de ge 
neralidade. 
I I I . 2 RESÍDUOS: DISTRIBUIÇÃO DE PROBABILIDADE E GERAÇÃO 
Estudou-se primeiramente, o desempenho dos procedimen 
tos quando os resíduos têm distribuição N(0,1), depois quando 
eles são provenientes de uma mistura de N(0,1) cou N(0,4) em 
igual proporção. Para se obter resíduos de N(0,1) correia -
cionados na forma como foi definida no capítulo II, não ê muito 
simples, um detalhamento teórico ê necessário. Seja o vetor 
X^Nkn(o, a2. I k n) 
logo com componentes X^ indpendentes e deseja-se determinar' 
o vetor 
Y^N k n(o , E) 
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com E definido em (2„2). É claro que a obtenção de Y é ' 
conseguida mediante uma transformação adequada 
Y = AX . (3.2) 
Para determinar a matriz de transformação A ê preciso conhe -
cer que pelo Teorema da Decomposição Espectral tem-se 
E = P A P' 
onde P ê a matriz (kn x kn), dos. auto-vetores e A ê a ma 
triz diagonal dos auto-valores. Desta forma resulta que 
1 / 2 1 / 2 
E = P A P' . 
Portanto, calculando-se a variância do vetor Y, 
V(Y) = V(AX) = AV (X)A' = Aa2.IknA' = a2AA' 
1 / 2 
e tomando-se A= P A P' obtem-se 
1 / 2 1 / 2 
V(Y) = o2- p A p'• P A p' 
V(Y) = a2p A P ' 
V(Y) = o2'l 
que para a2 = 1 estã conforme o proposto. Logo, a matriz de 
transformação adequada ê 
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1 / 2 
A = P A F* 
Gerou-se os resíduos independentes N(0,1) de acordo 
com o método de Box e Muller ou seja se u-̂  ^ U(0,1) e 
i*2 ^ U(0,1) então 
1 / 2 
Zi = [-2,0 . £n(U]J . cos (2,0 . TT . u 2) 
r -,l/2 Z 2 = [-2,0 . £n(ü-j)J . sen(2,0 . IT . u 2 ) 
são independentes com distribuição comum N(0,1). A partir ' 
desses resíduos, fazendo-se a transformação (3.2) chega-se aos 
resíduos, correlacionados, com matriz de covariância Z. Os nu 
meros aleatórios u /vU(0,l) foram gerados pela função RAN do 
Digital Equipm_ent Corporation (DEC-10) , sempre partindo da se 
mente 12345. 
I I 1 . 3 O S C A S O S A B O R D A D O S NA S I M U L A Ç Ã O C O M P A R A T I V A E N T R E * 
M Q G - 1 E " B 0 0 T S T R A P " . 
I I I . 3 . 1 DELINEAMENTO COMPOSTO CENTRAL: "CUBO + ESTRELA + 6 
PONTOS CENTRAIS" . 
Esta é a situação onde se tem precisão uniforme além' 
de rotacionalidade. Simulou-se os seguintes casos: 
1? - VARIÂNCIA DE 3 m q g ESTIMADA POR £ [l + ( n- 1 )p ] ( X ' X ) ~ 1 . 
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( i . ) R e s í d u o s d e N ( Q , 1 ) . 
Quando os resíduos não são corrigidos o desempenho do 
MQG-1 não é satisfatório. 0 método ê muito otimista, como ê 
possível ver no quadro 3.3. 0 "bootstrap" melhora os resulta-
dos, embora também não satisfaça plenamente. 
Mas se os resíduos são corrigidos pelo fator <(» , re 
sultado 2.9, ocorre uma significativa melhora na performance 1 
do método, embora ainda continue um pouco otimista. Por outro 
lado o "bootstrap" mostra um resultado que pode ser considerado 
bom, como se pode observar no quadro 3.3 
( i i ) R e s í d u o s d e m i s t u r a d e N ( 0 , 1 ) c o m N ( 0 , 4 ) . 
0 desempenho dos métodos é semelhante ao ocorrido em 
(i) como se nota no quadro 3.4. Isto não ê surpresa quanto ao 
"bootstrap", que é um método não-paramétrico. Quanto a perfor-
mance do MQG-1 nos resíduos da mistura, é justificável talvez 
pela simetria da distribuição resultante na mistura. 
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QUADRO 3.3 
NÚMERO DE VEZES EM QUE O INTERVALO DE 901 
DE CONFIANÇA COBRIU O PARÂMETRO EM 500 RE 
PETIÇÕES MONTE-CARLO E 400 "BOOTSTRAP" , 
RESÍDUOS N(0,1). 
R E S Í D U O S SEM CORREÇÃO R E S Í D U O S C O R R I G I D O S POR 
PARÂ- 4» = f ( p ) 
METRO MQG-1 com. 
2 ~ BTS MQG-1 com 9 „ - BTS MQG-1 com 2 ~ BTS 
MQG-1 com 
2 - BTS s e p s e p s e p s e p 
Bo 4 0 3 4 2 1 396 4 3 2 439 447 440 4 56 
61 396 426 4 0 1 436 428 4 4 5 438 4 5 6 
62 399 430 3 9 3 4 2 6 438 4 4 5 4 4 5 459 
63 4 2 3 437 3 7 1 4 2 5 450 457 4 2 5 4 5 3 
409 438 3 9 2 4 3 3 4 4 3 454 4 4 2 4 6 2 
6s 406 4 3 2 366 4 2 6 446 454 428 4 5 2 
6e 393 4 1 4 400 448 4 2 5 4 4 3 4 4 2 467 
67 410 4 4 5 408 446 434 464 4 4 1 4 6 2 
Be 4 0 1 413 386 428 429 429 428 4 5 4 
69 407 438 384 4 3 1 4 4 2 4 5 2 4 4 2 4 5 5 
NUMERO ' 




NÜMERO DE VEZES EM QUE O INTERVALO DE 90°Ô DE CON-
FIANÇA COBRIU O PARÂMETRO EM 500 REPETIÇÕES MONTE 
CARLO E 400 "BOOTSTRAP", RESÍDUOS DE MISTURA DE 
N(0,1) COM N(0,4) EM IGUAL PROPORÇÃO. 
PARÂ-
R E S Í D U O S SEM CORREÇÃO R E S Í D U O S CORR 
<i> = f(p) 
I G I D O S POR 
METRO MQG-1 com 
^e p BTS 
MQG-1 com 
^e p BTS 
MQG-1 ccm 
^e p BTS 
MQG-1 com 






























































































n=2 n=5 n=2 n=5 
0 6 4 
Io- - VARlftNCIA DE g m q g ESTIMADA POR ó2 [l + (..n-1 ) p] . ( X ' X) 
(i) R e s i d u o s de N ( 0 , 1 ) 
Esta é uma situação onde a entrada do estimador h 1 
substitue plenamente a falta de correção dos resíduos pelo fa -
tor <f> , como era de se esperar. Os números dos quadros 3.3 e 
3.5 mostram a equivalencia entre o método em resíduos corrigi -
dos e s2 estimando a2e o método com resíduos sem correção mas 
com a2 estimada por o2 . 0 "bootstrap" se apresenta de modo 
muito bom quando n=2, mas de forma até certo ponto conservati-
va se n= 5. 
QUADRO 3.5 - . NÍJMERO DE VEZES EM QUE O INTERVALO DE' 90% DE 
CONFIANÇA COBRIU 0 PARÂMETRO EM 50 0 REPETI -
ÇOES MONTE-CARLO E 400 "BOOTSTRAP", RESÍDUOS 
N(0,1) 
R E S Í D U O S SEM CORREÇÃO R E S Í D U O S CORR î G 1 DOS POR 
PARÂ- * = f ( p ) 
METRO MQG-1 com 
cr e p 
BTS MQG-1 com 
ó 2 e p 
BTS BTS BTS 
3o 439 4 2 1 440 4 3 2 447 456 
B I 428 426 438 4 3 6 4 4 5 . 456 
4 3 8 430 4 4 5 4 2 6 4 4 5 459 
BS 450 437 4 2 5 4 2 5 457 453 
B- 4 4 3 438 4 4 2 4 3 3 454 462 
B 5 4 4 6 4 3 2 4 2 8 4 2 6 454 452 
BE 4 2 5 414 44 2 4 4 8 4 4 3 467 
37 434 4 4 5 4 4 1 446 464 462 
3 8 429 413 428 4 2 8 429 454 




n=2 n= 5 ¡3
 LI n= 5 
L E S 
065 
( i i ) R e s í d u o s d e m i s t u r a d e N C . 0 , 1 ) c o m N ( Q , 4 ) 
Da mesma forma que no 1? caso, também não ocorreu no-
vidades aqui. Os números resultantes da simulação são mostra -
dos no quadro 3.6. 0 "bootstrap" so se mostra razoavelmente me 
lhor que o MQG-1 se ocorrer correção nos resíduos. 
QUADRO 3.6 - NÚMERO DE VEZES EM QUE 0 INTERVALO DE 90% DE 
CONFIANÇA COBRIU O PARÂMETRO EM 500 REPETI -
ÇOES MONTE-CARLO E 400 "BOOTSTRAP", RESÍDU-
OS DE MISTURA DE N(0,1) COM N(0,4) EM IGUAL' 
PROPORÇÃO 
PARÂ-
R E S T D U O S S E M C O R R E Ç Ã O 
METRO MQG-1 com 
ò 2 e p 
BTS MQG-1 com 
Ò 2 e p 
BTS B T S B T S 
3o 4 4 7 4 2 0 4 3 1 4 2 7 4 3 8 4 5 4 
3 1 4 3 2 4 2 1 4 3 7 4 2 8 4 4 3 4 5 1 
3 2 4 3 9 4 1 9 4 4 5 4 3 8 4 4 0 4 6 3 
3 3 4 3 4 4 3 2 4 4 8 4 3 6 4 5 0 4 5 8 
3 4 4 4 0 4 2 6 4 4 2 4 4 4 4 4 6 4 6 2 
3 5 4 4 5 4 4 0 4 4 6 4 2 8 4 5 6 4 5 8 
36 4 4 5 4 3 4 4 4 8 4 2 7 4 4 7 4 4 8 
3 7 4 4 1 4 4 1 4 4 7 4 3 5 4 5 2 4 5 7 
3 8 4 4 5 4 3 5 4 4 0 4 2 3 4 4 7 4 5 5 
3 9 4 3 8 4 2 4 4 5 5 4 3 4 4 4 2 4 6 0 
NOMERO 
D E R E -
P L I C A -
Ç Õ E S 
n = 2 n = 5 n = 2 n = 5 
R E S Í D U O S C O R R I G I D O S P O R 
<!> = f ( p ) 
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3 ? - V A R I Â N C I A D E B m q g E S T I M A D A P O R Q2fl + (n- 1 ) p ] ( X ' X ) ~1 . 
( l ) R e s í d u o s d e N ( . Q , 1 ) 
O MQG-1 mostrou resultados semelhantes aos do 2° ca-
so. O "bootstrap", quando os resíduos são corrigidos por 
• ^ 
<f> = f(p), mostrou-se superior. No quadro 3.7 estão os nume -
ros que indicam esta conclusão. 
QUADRO 3.7 - NÚMERO DE VEZES EM QUE O INTERVALO DE 90°Ô DE 
CONFIANÇA COBRIU O PARÂMETRO EM 500 REPETI -
ÇOES MONTE-CARLO E 400 "BOOTSTRAP'^ RESÍDU-
OS N(0,1). 
PARÂ-




G DOS POR 
METRO MQG-1 com • O to ere p 
BTS MQG-1 com 
• 2 * o e p 
BTS BTS BTS 
Bo 438 421 435 432 444 4 53 
31 428 426 431 436 443 454 
32 433 430 445 426 447 457 
3a 450 437 425 425 455 452 
•Bi, 442 438 438 433 454 462 
3 5 448 432 4 29 426 451 451 
Be 430 414 440 448 445 466 
37 436 445 438 446 465 462 
Be 4 29 413 427 428 431 453 




n= 2 n= 5 n= 2 n=5 
ÇÕES 
67 
(i.i) Resíduos de mistura de N(0,l)com N(Q,4) 
0 quadro 3.8 mostra um bom desempenho do MQG-1 quan 
do a variância ê estimada por <x2 e o coeficiente de correla-
ção por p. A superioridade para o "bootstrap" so ocorre se 
os resíduos forem corrigidos, aí então o "bootstrap" fornece ' 
um resultado satisfatório. 
QUADRO 3.8 - NÚMERO DE VEZES EM QUE 0 INTERVALO DE 901 DE 
CONFIANÇA COBRIU 0 PARÂMETRO EM 500 REPETI -
COES MONTE-CARLO E 400 "BOOTSTRAP" RESÍDUOS' 
DE MISTURA DE N(0,1) COM N(0,4) EM IGUAL PRO-
PORÇÃO. 
PARÂ-
R E S Í D U O S S E M C O R R E Ç Ã O 
METRO MQG- ! com . 2 « 
ü -2 P 
BTS M Q G - 1 com 
• 2 • c r e p 
BTS BTS BTS 
3 o 443 420 431 427 439 452 
6 1 427 421 431 428 440 452 
6 2 440 419 444 438 438 458 
6 3 436 432 449 436 452 457 
3t 443 426 442 444 446 461 
3 5 440 440 439 428 457 457 
36 447 434 445 427 447 446 
37 443 441 441 435 453 454 
3 8 441 435 436 423 446 452 
39 436 424 452 434 436 458 
NOMERO 
DE R E -
P L I C A -
ÇÕES 
n= 2 n= 5 n=2 n= 5 
R E S Í D U O S C O R R I G I D O S P O R 
4> = f(p) 
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4* - VAR^NCtA DE | m q g ESTIMATIVA POR s 2 [l + (n~l ) p] (X 1 X) 
( i ) R e s í d u o s d e N ( 0 , 1 ) , 
Com os estimadores s 2 e p o desempenho do MQG-1 ê 
semelhante ao obtido em a2 e p. 0 "bootstrap" apresentou -
se de modo satisfatório, um pouco melhor que o MQG-1, desde 1 
que os resíduos sejam corrigidos. Os números estão no quadro 
3.9 
QUADRO 3.9 - NÚMERO DE VEZES EM QUE O INTERVALO DE 90% DE 
CONFIANÇA COBRIU 0 PARÂMETRO EM 500 REPETI -
ÇÕES MONTE-CARLO E 400 "BOOTSTRAP", RESÍDUOS 
DE N(0,1) 
R E S T D U O S S E M C O R R E Ç Ã O R E S T D U O S C O R R I G I D O S P O R 
PARÂ- <í> = f(p) 
METRO M Q G - 1 com , 2 s e p 
BTS M Q G - 1 com 
-2 o s e p 
BTS B T S B T S 
BO 436 421 436 432 444 453 
B I 429 426 433 436 443 454 
B 2 432 430 445 426 447 457 
33 452 437 419 425 455 452 
B - 442 438 439 433 454 462 
3 5 447 432 429 426 451 451 
B E 429 414 441 448 445 466 
B 7 438 445 438 446 465 462 
Be 43Q 413 Ml 428 431 453 
B 9 437 438 435 431 452 456 
NOMERO 
D E R E -
P L I C A -
n= 2 n= 5 n= 2 n= 5 
Ç Õ E S 
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(ii) Resíduos da mistura de N(_0,I) com N(_0,4). 
A presença de resíduos N(0,4) não afetou a performan 
ce dos métodos. Contudo, o "bootstrap" ë bom com correção dos 
resíduos. Resultados numéricos no quadro 3.10. 
QUADRO 3.10 - NÚMERO DE VEZES EM QUE 0 INTERVALO DE 90°È DE 
CONFIANÇA COBRIU O PARÂMETRO EM 500 REPETI -
Ç0ES MONTE-CARLO E 400 "BOOTSTRAP", RESÍDUOS 
DE MISTURA DE N(0,1) com N(0,4). 
PARÂ-
R E S Í D U O S SEM CORREÇÃO R E S Í D U O S C 0 R R I G 
<t> = f(p) 
DOS POR 
METRO MQG-1 com 
2 * s z e p 
BTS MQG-1 com 
2 F s^e p 
BTS B T S BTS B T S BTS 
6o 4 4 3 420 4 3 1 427 439 4 5 2 
61 426 4 2 1 427 428 440 4 5 2 
6 2 440 419 4 4 5 438 438 458 
63 437 432 449 436 4 5 2 457 
6<* 438 426 4 3 6 444 446 4 6 1 
6 5 4 4 1 440 440 428 457 457 
6 s 446 434 439 427 447 4 4 6 
67 4 4 1 4 4 1 438 4 3 5 4 5 3 454 
8 8 4 4 1 4 3 5 4 3 3 4 2 3 446 4 5 2 




n= 2 n= 5 n= 2 n= 5 
ÇÕES 
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I I I . 3 . 2 DELINEAMENTO COMPOSTO CENTRAL; CUBO + ESTRELA + 4 PON 
TOS CENTRAIS. 
Neste delineamento com um numero de pontos centrais' 
g=4, não ocorre precisão uniforme. Simulou-se os seguintes ' 
casos relacionados abaixo em duas situações: resíduos oriun-
dos de N(0,1) e da mistura de N(0,1) com N(0,4) em igual pro -
porção. 
I9 - Variância de Bmqg estimada por s? [l+(n-1) p] (X'X) \ 
quadros 3.11 e 3.12. 
29 - Variância de Bmqg estimada por c 2 [l+(n-1) p] (X'X) 
quadros 3.13 e 3.14. 
3 9 - Variância de i?mqg estimada por o2. [l+ (n-1) p] (X' X) 
quadros 3.15 e 3.16. 
49 - Variância de Bmqg estimada por s2. [l+(n-1)p}(X'X) \ 
quadro 3.17 e 3.18. 
Dos números produzidos com as simulações observou-se 
que no l9 caso, que ê o usual, o MQG-1 ê claramente inferior 1 
ao "boostrap", principalmente quando ê feita a correção dos re 
síduos. Nos demais casos o "bootstrap", de uma maneira geral, 
pode ser considerado equivalente ao MQG-1, desde que seja efe-
tuada correção dos resíduos por <j> „ Os quadros são apresen 
tados a seguir. 
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QUADRO 3.11 - NÚMERO DE VEZES EM QUE O INTERVALO DE 90$ DE 
CONFIANÇA COBRIU O PARÂMETRO EM 500 REPETI -
ÇOES MONTE-CARLO E 400 "BOOTSTRAP", RESÍDUOS 
DE N(0,1). 
P A R Â -
R E S Í D U O S SEM CORREÇÃO R E S Í D U O S C O R R I G I D O S POR 
<f> = f ( p ) 
M E T R O MQG-1 com 
s2 e p 
BTS MQG-1 com 
s2 e p 
BTS MQG-1 ccm 
2 -* ' s 2 e p 
BTS MQG-1 com 
s 2 e p 
BT< 
Bo 4 0 1 4 3 1 384 417 4 4 5 450 444 4 5 5 
B i 404 4 2 5 3 6 5 427 4 3 3 444 427 4 5 6 
62 384 4 1 5 395 437 428 434 450 4 6 2 
63 400 420 3 8 5 428 438 4 4 6 4 4 5 4 6 2 
6i* 397 4 1 5 386 4 2 1 437 4 4 4 437 454 
6 5 387 407 376 4 2 2 434 4 3 1 4 4 5 460 
66 3 9 5 4 1 3 378 426 429 4 4 1 4 4 1 4 6 1 
67 3 8 3 4 0 5 4 1 1 439 424 430 4 6 1 476 
Be 408 420 3 7 2 419 440 448 439 454 




n= 2 n=5 n= 2 n=5 
ÇÕES 
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QUADRO 3.12 - NÚMERO DE VEZES EM QUE O INTERVALO DE 90* DE 
CONFIANÇA. COBRIU O PARÂMETRO EM 500 REPETI -
ÇÕES MONTE-CARLO E 400 "BOOTSTRAP", RESÍDUOS 
DE MISTURA DE N(0,1) COM N(0,4), EM IGUAL PRO 
PORÇÃO. 
R E S Í D U O S SEM C O R R E Ç Ã O R E S Í D U O S C O R R I G I D O S POR 
PARÂ- f = f ( p ) 
METRO i-',QG- 1 corn 
s 2 <? P 
BTS MQG-1 com 
s2 e p 
BTS MQG-1 caí1. 
s 2 e p 
BTS MQG-1 com 
s 2 e p 
ET i 
6o 4 1 1 429 4 0 1 429 444 459 449 4 6 3 
61 406 429 410 427 447 444 4 5 1 453 
62 405 4 4 1 390 430 439 454 438 456 
63 407 420 3 9 1 434 447 4 4 2 449 4 6 3 
6* 415 4 3 2 387 420 4 4 3 4 4 9 434 4 4 6 
6 5 4 0 2 443 375 4 1 6 4 3 1 457 429 4 4 6 
6G 417 420 378 418 4 4 3 438 4 4 6 448 
6 7 4 1 5 417 3 9 2 409 445 438 437 4 4 2 
6 8 393 4 0 2 384 414 4 4 3 428 436 446 




n=2 n= 5 n=2 n= 5 
ÇÕES 
0 7 3 
QUADRO 3.13 - NÚMERO DE VEZES EM QUE O INTERVALO DE 90% DE 
CONFIANÇA COBRIU O PARÂMETRO EM 500 REPETI -
ÇOES MONTE-CARLO E 400 "BOOTSTRAP", RESÍDUOS 
DE N (Q , l)r 
PARÂ-
R E S T D U O S S E M C O R R E Ç Ã O 
M E T R O MQ.G-! com 
Õ 2 2 O 
BTS MQG-1 com 
á 2 e p 
BTS B T S B T S 
Bo 4 4 5 4 3 1 4 4 4 4 1 7 4 5 0 4 5 5 
BI 4 3 3 4 2 5 4 2 7 4 2 7 4 4 4 4 5 6 
B 2 4 2 8 4 1 5 4 5 0 4 3 7 4 3 4 4 6 2 
B 3 4 3 8 4 2 0 4 4 5 4 2 8 4 4 6 4 6 2 
BU 4 3 7 4 1 5 4 3 7 4 2 1 4 4 4 4 5 4 
B 5 4 3 4 4 0 7 4 4 5 4 2 2 4 3 1 4 6 0 
BE 4 2 9 4 1 3 4 4 1 4 2 6 4 4 1 4 6 1 
B 7 4 2 4 4 0 5 4 6 1 4 3 9 4 3 0 4 7 6 
BE 4 4 0 4 2 0 4 3 9 4 1 9 4 4 8 4 5 4 
B 9 4 3 6 4 1 9 ' 4 2 7 4 2 1 4 4 2 4 5 3 
NOMERO 
DE RE-
P L I C A -
ÇÕES 
n = 2 n = 5 n = 2 n = 5 
R E S T D U O S C O R R I G I D O S POR 
4> = f ( p ) 
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QUADRO 3.14 - NÚMERO DE VEZES EM QUE O INTERVALO DE 90* DE 
CONFIANÇA COBRIU O PARÂMETRO EM 500 REPETI -
ÇOES MONTE-CARLO E 40Q "BOOTSTRAP", RESÍDUOS 




R E S Í D U O S SEM C O R R E Ç Ã O R E S Í D U O S C O R R I G I D O S POR 
4> = f(p) 
MQ_G~! com 
• 2 ~ 
B I S MQG-1 com 
c2e p 








































































DE R E -
P L I C A -
Ç Õ E S 
n= 2 n= 5 n=2 n=5 
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QUADRO 3.15 - NÚMERO DE VEZES EM QUE O INTERVALO DE 901 DE 
CONFIANÇA COBRIU O PARÂMETRO EM 50 0 REPETI -




R E S Í D U O S SEM C O R R E Ç Ã O 
MQG-1 com 
- o «• oze o 
BTS MQG-1 com 
• 2 a e p 
BTS 
R E S Í D U O S C O R R I G I D O S POR 
<!> = f(p) 
B T S B T S 
3o 43 9 431 443 417 
31 435 425 424 427 
32 426 415 449 437 
33 436 420 445 428 
B tf 436 415 437 421 
3 5 437 407 438 422 
3 6 430 413 439 426 
37 426 405 459 439 
38 444 420 436 419 






















DE R E -
P L I C A -
Ç Õ E S 
n=2 n= 5 n=2 n= 5 
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QUADRO 3.16 NÚMERO DE VEZES EM QUE O INTERVALO DE 90% DE 
CONFINAÇA COBRIU O PARÂMETRO EM 500 REPETI -
ÇOES MONTE-CARLO E 400 "BOOTSTRAP", RESÍDUOS 
DE MISTURA DE N(0,1) COM N(0,4), EM IGUAL PRO 
PORÇÃO. 
P A R Â -











N O M E R O 
D E R E -
P L I C A -
Ç Õ E S 
R E S Í D U O S S E M C O R R E Ç Ã O 
MQG-! com 















































R E S Í D U O S C O R R I G I D O S P O R 
4» = f ( p ) 

























QUADRO 3 . 1 7 - NÜME.RO DE V E Z E S EM QUE O I N T E R V A L O DE 9Q9 , D E 
C O N F I A N Ç A C O B R I U O PARÂMETRO EM 5 0 Q R E P E T I -
ÇÕES M O N T E - C A R L O E 4 0 0 " B O O T S T R A P " , R E S Í D U O S 













N O M E R O 
D E R E -
P L I C A -
Ç Õ E S 
R E S Í D U O S S E M C O R R E C Ã O 
MQG-1 com 
• 2 s e p 
4 4 1 
4 3 7 
4 2 5 
4 3 5 
4 3 7 
4 3 5 
4 2 9 
4 2 3 
4 4 1 
4 3 8 
n= 2 
BTS 
4 3 1 
4 2 5 
4 1 5 
4 2 0 
4 1 5 
4 0 7 
4 1 3 
4 0 5 
4 2 0 
4 1 9 
MOG-1 com 
'2 r 5 e p 
4 4 2 
4 2 1 
4 4 8 
4 3 9 
4 3 6 
4 3 7 
4 4 2 
4 5 8 
4 3 4 
4 2 2 
n=5 
BTS 
4 1 7 
4 2 7 
4 3 7 
4 2 8 
4 2 1 
4 2 2 
4 2 6 
4 3 9 
4 1 9 
4 2 1 
R E S Í D U O S C O R R I G I D O S P O R 
<!> = f ( p ) 
B T S 
4 5 2 
4 4 2 
4 3 3 
4 4 6 
4 4 4 
4 3 6 
4 3 9 
4 3 0 
4 4 8 
4 4 2 
n= 2 
B T S 
4 5 4 
4 5 4 
4 5 9 
4 6 1 
4 5 7 
4 6 0 
4 6 0 
4 7 5 
4 5 4 
4 5 1 
n=5 
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QUADRO 3.18 - NÚMERO DE VEZES EM QUE O INTERVALO DE 90%. DE 
CONFIANÇA COBRIU O PARÂMETRO EM 500 REPETI -
ÇOES MONTE-CARLO E 400 "BOOTSTRAP", RESÍDUOS 
DE MISTURA DE N(0,1) COM N(0,4), EM IGUAL PRO 
PORÇÃO. 
PARA-
R E S T DUOS SEM C O R R E Ç Ã O 
METRO MQG-1 com * 2 * S 5 p 
BTS MQG-1 com 
• 2 » s e p 
BTS BTS BTS 
Bo 437 429 450 429 . 456 463 
Bi 445 429 443 427 446 453 
62 436 441 432 430 454 456 
63 444 420 446 434 441 463 
B- 432 432 429 420 451 446 
3 5 435 443 416 416 455 446 
3 6 438 420 438 418 438 448 
37 446 417 432 409 438 442 
3 8 442 402 429 414 426 446 





n= 2 n=5 n= 2 n=5 
R E S Í D U O S C O R R I G I D O S POR 
<j> = f('p) 
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i n , 4 
C O N C L U S Ã O F I N A L 
Finalizando-se este trabalho, e possível afirmar, que 
o "bootstrap" pode substituir adequadamente o procedimento MQG-1 
quando se faz um ajuste do modelo descrito em 2.1 e 2.2. O fa -
tor de correção, aqui determinado, vem melhorar o procedimento* 
MQG -1 usual com s2 e p. O procedimento alternativo, que 
com â2 e p dispensa a correção dos resíduos, teve um desempe 
nho bom. Quando ê aplicado com s2 e p , estimativas obti -
das em ajustes separados, os resultados continuam praticamente 
os mesmos. O "bootstrap" quando confrontado com estas formas 
do MQG-1 só mostrou equivalência na dependência do fator de cor 
reção. Assim, o fator de correção dos resíduos determinado1 
nesta analise mostrou-se extremamente útil, não so no que se re 
fere ao MQG-1 com s 2 e p, como também ao "bootstrap". 
A abordagem com a mistura de normais não resultou em 
maior vantagem para a técnica computacionalmente intensiva, ta_l 
vez em razão da simetria da mistura em torno de zero. 
080 
A P Ê N D I C E 
PROGRAMAS COMPUTACIONAIS 
O programa computacional básico da simulação ê o SIMU-
5.FOP , cuja listagem vem a seguir. A partir desta estrutura ' 
fundamental, outras versões foram construídas tanto para um nume 
ro de replicações n=2, 5 quanto para a rotacionalidade com preci. 
são uniforme ou não. O tempo de CPU necessário para a execução' 
do programa em uma simulação com 500 replicações Monte-Carlo e 
400 '"bootstrap", no DEC-10, varia entre 20 minutos e 50 minutos' 
conforme a versão com n=2 ou n=5. A versão básica deste pro 
grama lê a matriz do modelo X no arquivo MATM5.DAT e faz to-
das as operações matriciais indispensáveis usando as sub-rotinas 
IMSL (VTRAN, VDCPS, VMULFF, UERST, UGETIO, LINV1F, LEQT1F, LUDATN 
e LUELMN). Para a geração dos resíduos correlacionados, faz a 
leitura da matriz de transformação no arquivo MATRF5.DAT, pre -
viamente montado, e obtém o vetor dos resíduos correlacionados 1 
por operação matricial com sub-rotinas IMSL. A matriz de trans 
formação, arquivada em MATRF5.DAT, foi construída utilizando-se' 
o software MINITAB, sendo que especificamente usou-se o comando' 
EIGEN para obtenção das matrizes A dos auto-valores e P dos 
auto-vetores. 
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* * * * * * 
V- ̂í- 't- V 
****** 
A*- ̂  ̂  ̂  
^ ̂ V-
DIMENSION 
D lHENS IDH 







PROGRAMADO POR J ANSELMO CHAVES NETO 
* * * * * * 
* * * * * * 
* * * * * * 
* * * * * * 
* * * * * * 
* * * * * * 
XP ( 9 O y 3 O ) p X ( .1. & i 3.0 ) ? XPT ( .1 O r 90 ) p VP ( 90 ? .1 ) ? Y ( 18 s> G ) 
XP2 (90y3 0 ) i' X 2 ( :l 8 ? 10 ) » X T ( 1 0 » 1 B ) »XTX (10»10 ) A ( 9 0 * 9 0 ) 
X T X I ( 3 0 ? 3.0 ) y E < 3 0 » 3.0 ) » EC.:HO < 90 ? 3. ) ? BCHO ( 3 0 » 3 ) » YCHO ( 90 y 3 ) 
XPTXPC 10» 3 0) ? X P T X P I ( 3 0 ? 3 0 ) » XPTXPT ( 3.0 r 90 ) »XTXIXT<10 » 18) 
I CONTO ( 3.0 > ? 1 CO HT .1 < .1 0 > » ICONTP. ( 3 0 ) ? SAMP 3 < 3 0 ) 
E Z < 90 f 3. ) 
BCHR ( 3.0 ? Z ) y YCHR (18j5 ) ? ECHR < 3 S y 5 ) y ECHRT ( G ? 3 R ) > SUPC ( !'.'• ? G ) 
M BCHO ( 3 0 y 3 0 ) p SO ( 3 0 ) « 'T SO < 3 0 ) ? F 3 0 ( 3 0 ) y ESO ( 3 0 ) yAMPOCIO) 
SAMPO ( 1 0 ) » VBCH 3 < 3 0 y 3 0 ) y S 3. ( 3 0 ) y T S 3. ( 3 0 ) y E1.1. ( 3 0 ) y F S 1 < 3 0 ) y AMP 3 < 3.0 ) 
ECHO< 90 y 3. ) V VBCH3.C (10» 10) » S3.C < 3 0 ) y TS1C < 3 0 ) y E13.C ( 3 0 ) y ES3. C ( 3 0 ) y 
SAHP3. C ( 3.0 ) y ICONIC < 3.0 ) ? ICON T I < 3 0) y ICONTS< .1.0) y E B S ( 9 0 ) y YBS<90» 3. ) y 
AMPOB ( 3 0 ) y AMP 3. B ( 3.0 > ? AMP 3 C ( 3 0 ) » AMP 3 CB ( 3 0 ) » BBS ( 3 0 ) 
EQUIVALENCE <XP2<3. » 3. ) y XPT ( 3. y 3. ) ) 
EQUIVALENCE ( X2 ( 3 » 3. ) » XT ( 3 y 3 ) ) 
INTEGER P» T 
REAL UKAREACiO) 
'i' ̂  'f' 
* * * * * * 
l̂'l ̂  k 







FORMAT( ' * * * * * 
ACCEPT 3.0 y RHO 
FORMAT(G) 
TYPE 3.'5 
FORMATC * * * * * 
ACCEPT 20 y S IGMA? 
FORMAT ( (3) 
B :-RHO**? 
TRHO- SORT < 3. • 0 - B ) 
SIGMA-: SQR Ï ( S I GMA2 ) 
P I - 3 * 3.4 3.G926 
K ~ 1B 




1ER - 0 
Q:;-N* ( N - 3 ; / 2. 
FKN-FI..0 AT (KN) 
FK™FLOAT ( K ) 
FP--FLOAT < P ) 
FN-F"LOAT < N ) 
ENTRE RHO * * * * * ' ) 


























* * * * * * LENDO A MATRIZ DO MODELO EM MA I M 5 •> D A I FXP<90p10) * * * * * * 
OPEN (UN IT .-2 0 ? F I L E - 'M A TM5' ? ACCESS- ' S E Q I H ' ) 
DO 50 1=1?KN 
READ ( 20 t 40 ) ( XP ( .'I p J ) ? J=-l ? P > 
F ORMAT(F3.0 ? 3 F 7 . 3 » 3F 4.O r 3 F 6 . 3 ) 
CONTINUE 
CLOSE ( U N I T " 2 0 ) 
)}( ^ Jf. 
* * * * * * CALCULO DA MATRIZ C ( XP ) ' ( XP ) ÏNV 
DO 55 : i>l .KN 
DO 55 J ~ 1 ? P 
XP2 ( I » J ) --XP ( I ? J ) 
CONTINUE 
CALL.. UT RAN ( XP2 p KN ? P ) 
C A L L. V M U L F F ( X F' T » X P p F1 ? KN , P ? P , K N » X F' T X F' r P p I E R ) 
C A !.. L L I N V I F (X P V X P , P , F" * X P T X P I p T D G T ? WKA R E A ? I E R ) 
* * * * * * 
* * * * * * 
* * * * * * CALCULO DA MATRIZ I.. < XP ) ' ( XP ) ::i INV ( X P ) ' 
C A I.. L V M UI... F F ( X P1 X P I p XF'T p P p P p K N ? F' ? F' p X P T X F' T ? F" ? I F; R ) 
$ & ̂  
)}c )K $ ^ ****** 
****** 
LENDO A MATRIZ DO MODELO X i l 8 ? 10) 
SEM REPL ICACAO EM MATM1,DAT 
OPEN ( U N I 1 = 22 ? F I L E - ' M A T M 1 ' t A C C E S S - ' S E Q I N ' ) 
DO 70 ]>1 ,K 
READ (22 ? 6 0 ) ( X ( I ? J ) ? J ^ l y P ) 
FORMAT ( F'3 • 0 y 3F7 . 3 ? 3F"4 * O y 3F6 . 3 > 
CONTINUE 
CLOSE ( U N I T - 2 2 ) 
****** ****** ****** 
^ $ & )k $ 
C 0 N C E N T R A N D 0 A S 0 P E R A C 0 E S M A T R I C I A I S 
FORA DO ELO MONTE-CARLO 
DO 75 I - 1 ' K 
DO 75 J = 1 , P 
X 2 ( I t J ) ~ X ( I p J ) 
CONTINUE 
CALL VTF<AN ( X2 p K ? P ) 
CALL VMULF'F ( XT ? X p P ? K ? F p F' p K p XTX p P p1ER > 
CALL LIN'v'lF' ( XTX ? P >• P ? X Ï X I ? IDGT p WICARE A ? 1ER ) 
CALL VNUL. FF ( XTX I ? XT y F' » p p K p P p P ? XTX 1 XT p P p I E R ) 
C 
****** C 




****** C ****** 









































^ ^ ****** 
)jC)|C% $ & $ 
ENTRANDO CON OS PARAMETROS PARA A 
A SIMULAGAO MONTE-CARLO 








FORMAT ( ' * ENTRE NMC ( R E P S M, CARLO) E MBS (REF'S BOOTSTRAP) * ' ) 
ACCEPT 78» NMC ? NBS 
FORMAT(20) 
TYPE 80 
FORMAT( ' * * * ENTRE A SEMENTE * * * ' ) 
ACCEPT 8 5 » I S E E D 
FORMAT ( I ) 
CALL SETRAN ( I S EED ) 
* * * * * * * * * * * * 
* * * * * * OS L I M I T E S DE 0*90 PARA OS INTERVALOS BOOTSTRAP * * * * * * 
****** 
E I B S = O • 05*NBS + 1 . 0 
E.SBS = O • 95*NBS 
TYPE 87» E I B S » E S B S 
FORMAT( ' OS L I M I T E S S A O ' » 2 F 6 • 1 ) 
C 




DO 90 1 - 1 , 1 0 
I C O N T O ( I ) - O 
IC0NT1 ( I ) - O 
I C O N T B ( I ) = 0 
I C O N I C ( I ) ~0 
S A M P O ( I ) =0 
S A M P I ( I ) -O 
SAMP1C ( I ) -- O 
CONTINUE 
SS2P0N = O 
SRHOPO = O 
SSI .G2P = O 
ZERANDO OS ACUMULADORES 
****** ****** 














* * * * * * ****** 
* * * * * * LENDO A MATRIZ DE TRANSE. A ( 9 0 » 9 0 ) EM MATRF5.DAT * * * * * * * * * * * * * * * * * * 
OPEN < UN IT-20 » F I LE - ' MATRF'5 ' » ACCESS - ' SEQ IN ' ) 
J N - 1 
DO 95 I--1 » KN 
READ (20 ? 9 3 ) ( A ( I ? J ) » J - J N » JN+4) 
FORMAT(5F) 
CONTINUE 
IF((JN F4)•GE.90) G0 T0 97 
JN- JN+5 
GO TO 91 









































****** ****** I N I C I O DO ELO MONTE-CARLO 
****** ****** ****** 
DO 500 IMC=1? NMC 
****** ****** 
* * * * * * ZERANDO OS ACUMULADORES HO CALCULO DAS E S T I M A T I V A S * * * * 
* * * * * * DA VAR IANC IA E DO C O E F I C I E N T E DE CORRELACAO * * * * * * 
****** ****** 
S 2 E R 1 = 0 , 0 
****** 
^ V ̂  ̂  ̂  ****** GERANDO OS RES IDUOS N(O ? 1) EM E Z ( 9 0 ? 1 ) 
)fí $ >K ̂ ^ 
****** 
O * AI... O G ( 1.11 ) ) * C O S ( 2 . 0 * F11 * U 2 ) 
O* AL.. O t¡ ( U1 > > * S I N ( 2 . 0 * P I *U2 . ) 
DO 100 1 = 1 y K 
U 1 = R A N ( I S E E D ) 
U 2 - R A N Í I S E E I J ) 
E Z ( 5 * 1 - 4 y 1 ) - S O R T ( - 2 
EZ < 5* I - 3 ? 1 ) =SQRT ( -2.. 
U 3 - R A N Í I S E E D ) 
U 4-R A N ( I S E E D ) 
EZ ( 5 * 1-2 p 1 ) -SORT (-?_• 0*AI...0G ( U3 ) > *COS ( 2 • 0 * P I WA ) 
E Z ( 5 * 1 - 1 ? 1 >-SQRT<--2 .0#AL0G<U3>>*S IN (2 ,0*P I *U4 ) 
U 5 = R A N ( I S E E D ) 
U 6 = R A N ( I S E E D ) 
E Z ( 5 * I p 1 > = S Q R T ( - 2 • 0 * A L O G ( U 5 ) ) * C O S <2 » 0 * P I * U 6 ) 
CONTINUE 
****** ****** 
* * * * * * GERANDO OS RES IDUOS ( R E S P O S T A S ) CORRELACIONADOS * * * * * * 
* * * * * * EM Y F" ( 90 r 1 ) * * * * * * 
****** ****** 
CALL. VMULF'F ( A y EZ p KN p KN y .1. p KN y KN p YP p KN y I E R ) 
* * * * * * * * * * * * 
* * * * * * SEPARANDO OS RES IDUOS ( R E S P O S T A S ) CORRELACIONADOS * * * * 
* * * * * * P E L A S N R E P L I C A C O E S E COLOCANDO EM Y ( I S y 5 ) * * * * * * 
****** ****** 
DO 110 I-1 y K 
Y ( I p 1 ) Y P ( 5 * I — 4 « 1) 
Y ( I p 2 ) YF' ( 5 * 1 -3 y 1 ) 
Y ( I y 3 ) Y P ( 5 * I -2 y 1 ) 
Y ( I. y 4 ) tu. Y P ( 5 * 1 -1 y 1 ) 
Y ( I p 5 > '¿Z Y P ( 5 * 1 p 1 ) 
CONTINUE 
****** ****** 
* * * * * * o VETOR ECHO DAS E S T I M A T I V A S DOS PARAMETROS F'OR MQO * * * * * * * * * * * * * * * 




































c ****** ****** c 
c ****** • VETOR YCHO DAS ESTIMATIVAS DAS RESPOSTAS F'OR MOO *##* C 
C ****** ****** C 
C c: 
CALL VMULFF ( XF' ? BCFIO p KN ? P r 1 r KN » P » YCHO ? KN ? IER ) 
C C 
C ****** ****** c 
C ****** o VETOR ECHO DOS RESÍDUOS EM M Ci O * * * * * * C 
C ****** ****** C 
C C 
DO 120 1 = 1 ? KN 
ECHO ( I , 1 )Y F' (1,1) - YCHO ( I p1 ) 
120 CONTINUE 
C c 
C ****** ****** C 
C ****** FAZENDO OS AJUSTES COM AS REPL..IOACOES SEPARADAS ****** C 
C ****** PARA SE OBTER ESTIMATIVA DE SIGMA2 E DE RHO ****** C 
C ****** ****** C 
C C 
C C 
C ****** ****** c 
C ****** os N-5 VETORES DE ESTIMATIVAS DOS PARAMETROS ****** C 
C ****** EM BCHR(10 ? G) ****** c 
C C 
CALL VMULFF ( XTXI XT » Y » P p K » N » P - K p BCHR ? F' ? I ER ) 
C C 
C ****** ****** C 
C ****** OS N-5 VETORES DE ESTIMATIVAS DAS RESPOSTAS ****** C 
C ****** EM YCHR(18 ? 5) ****** C 
C ****** ****** C 
C C 
CALI... VMULFF ( X p BCHR ? K p F' ? N p K p P r YCHR » Kp 1ER ) 
C C, 
C ****** ****** c 
C ****** os N-5 VETORES DOS RESIDUOS DOS AJUSTES ****** C 
C ****** EM EGHR(18 ? 5) ****** C 
C C 
DO 130 I. -1 » K 
DO 130 J — 1r N 
ECHR(IpJ) Y(IPJ) - YCHR(IPJ) 
130 CONTINUE 
C C 
C ****** ****** c. 
c ****** A ESTIMATIVA NAO VICIADA DE SIGMA2 COM BASE ****** C 
C ****** NOS RESIDUOS DE AJUSTES SEPARADOS (2» 18) RESULT.!::****** C 
C ****** ****** C 
C C 
DO 140 1=1pK 
DO 140 J = 1rN 
ECHRKJfl ) - ECHR(IpJ) 
140 CONTINUE 
C A I.. L V M UI... F F ( E C H R T p E C H R p N p K • N p N p K p S G F' C p N p .1 F! R ) 
SSQ = 0 
DO 145 1=1pN 
SSQ - SSQ + SQPCCIpI) 
145 CONTINUE 
S 2 P 0 N = S S G / ( F' N * ( F K - F' F' ) ) 









* * * * * * A E S T I M A T I V A DE RHO COM BASE NOS RES IDUOS 
* * * * * * DE A J U S T E S SEPARADOS ( 2 * 1 9 ) RESULTADO 5 * * * * * * 
SSPC = O 
DO 147 1=1 fN 
DO 147 J = 1 , N 
I F < J . L E . I ) 60 TO 147 
R-'SRRT ( C S Q P G ( I » I > ) * < SQPC ( J p J ) ) ) 
S SPC=SSPC + ( S Q P C ( I ? J ) ) / R 
CONTINUE 
C 
* * * * * * C 

















RHOPON = SSPC/'Q 
SRHOPO = SRHOPO + RHOPON 
^ )fi )f' )J. >?. 
* * * * * * CALCULANDO C) COEF . COEF = f .1.0 + ( N~1 ) RHOPON H 
* * * * * * DA EXPRESSÃO ( 2 * 2 1 ) 
****** 
COEF 1 . 0 + (N-1)*RHOPON 
****** 
* * * * * * ESTIMANDO A VAR I ANC.T. A S IGMA2 USANDO OS RES IDUOS 
* * * * * * DE UM UNICO A J U S T E - MQO -
K̂ ^ ̂ 
S2ECH0 = 0 
DO 160 1 = 1 ? KN 
S2ECH0 - S2ECH0 + E C H O ( I ? 1 ) * * 2 
CONTINUE 
GL.. = FKN - FP 
C 
****** C 
){( î̂v )fí C 























S S 2 = S S 2 + S2 
$ & )f? )fv 
* * * * * * ESTIMANDO A MATRIZ DE COVARIANCIA VBCHO DO 
* * * * * * VETOR BCHO 
* * * * * * USANDO OS RES IDUOS DE UM UNICO A J U S T E -MQO--* * * * * * 
DO 170 1 = 1 y P 
DO 170 J =1 ? P 
VBCHO ( ! y J ) -- S 2 * X P T X P I ( I y J ) 
CONTINUE 
* * * * * * 
* * * * * * O ERRO DE E S T I M A T I V A DE CADA C O E F I C I E N T E BCHO 
* * * * * * AO NIVEL. DE CONFIANCA DE 0 . 9 0 
* * * * * * -MQO-
jfí 
c 












































DO 180 1=1,10 
so m : 
T S 0 ( I. ) 
CONT I N LIE 
SRR' Ï ( VBCHO ( 1 * 1 ) ) 
- 1 . 6 6 4 * S 0 ( I ) 
^ ̂  ̂  ^ îf1' 
«De**** L I M I T E S DOS INTERVALOS DE 0 , 9 0 DE COMF1 ANCA 
* * * * * * E V E R I F I C A C A O DA INCLUSÃO DOS PARAMETROS NOS 
* * * * * * INTERVALOS -MGO~ 
^ ̂  ̂  ̂  ^ 
DO 200 1=1?10 
EI0(1) = 
E S O ( I ) = 
AMPO( 1 ) = 
SAMPO(I ) i 
I F ( E I O ( I ) 
I C O N T O ( I ) 
CONTINUE 
B C H O C I P D - T S O ( I ) 
B C H O ( I P I ) + T S O ( I ) 
2 » 0 * T S 0 ( I ) 
S AMPO ( I ) + AMPO ( I . ) 
• G T . 0 . 0 , O R . E S O ( I ) . L T . 0 . 0 ) 
I C O N T 0 ( 1 ) + 1 
GO TO 200 
DO 
****** 
* * * * * * ESTIMANDO A MATRIZ DE COVARIANCIA VBCH1 
* * * * * * VETOR BCH I 
* * * * * * USANDO OS RES IDUOS DE A J U S T E S SEPARADOS -MQG-1-
* * * * * * COM S IGMA2 ESTIMADO POR S2P0N ( 2 . 1 8 ) RESULTADO * * * * * * 
DO 210 1=1»P 
DO 210 J = J. s-P 
V B C H 1 ( 1 1 J ) 
CONTINUE 
S 2 P O N * C O E F * X P T X P I ( I » J ) 
^ ĵ* & 
* * * * * * O ERRO DE E S T I M A T I V A DE CADA C O E F I C I E N T E BCH1 
* * * * * * AO N I V E L DE CONFIAN CIA DE 0 . 9 0 -MQG-1--
****** 
DO 220 1=1,P 
S K I ) = 
T S 1 ( I ) = 
CONTINUE 
S Q R T ( V B C H 1 ( I ? I ) ) 
1 . 6 6 4 * S 1 ( I ) 
****** 
* * * * * * L I M I T E S DOS INTERVALOS DE 0 . 9 0 DE CONFTANCA 
* * * * * * E V E R I F I C A C A O DA INCLUSÃO DOS PARAMETROS NOS 

























































DO 230 1=1»10 
E11 ( I ) = BCHO ( I y 1 > - TS1 ( I > 
E S I ( I > » BCHO ( T. ? 1 ) + T S 1 < I > 
A M P K I ) - 2 . ( ) *TS1 ( J. ) 
S A î i P l ( I ) = S A M P K I ) + A M P K I ) 
I F ( E I K I ) * GT . 0 . 0 • OR . E S 1 (1 ) • !.. T • O • 0 ) GO 10 230 
I C O N T K I . ) ¿ ICON T I ( I ) + 1 
CONTINUE 
* * * * * * 
* * * * * * 0 FATOR DE CORRECAO DOS RES IDUOS CALCULADO COM 
* * * * * * BASE NOS GRAUS DE L I BERDADE $ $ $ $ 
P H I S O R T ( ( F K N F P ) / ( F K N C O E F * F P ) ) 
ECHC 
)j( % JfC )fv )}> 
****** o VETOR DOS RESIDUOS CORRIGIDOS ****** 
DO 240 1 = 1 ? KN 
ECHC(I•1) = PHI*ECHO(I y 1) 
CONTINUE 
****** 
* * * * * * ESTIMANDO A MATRIZ DE COVARIANCIA VBCH1C 
* * * * * * DO VETOR BCH1 
* * * * * * USANDO OS RES IDUOS DO A J U S T E -MQO-
* * * * * * COM SIGMA2 ESTIMADO POR S I G 2 P 0 ( 2 . 1 0 ) RESULTADO * * * * * * 
****** 
* * * * * * ESTIMANDO SIGMA2 POR S I G 2 P 0 ( 2 . 1 0 ) RESULTADO 4 * * * * * * 
S I G 2 P 0 
S S I G 2 P 
* * * * * * 
****** 
( ( F K N - F P ) / ( F K N - C 0 E F * F P ) ) * S 2 
S S I G 2 P + S I G 2 P 0 
A MATRIZ DE COVARIANCIA VBCH1C 
250 
DO 250 1 = 1 y P 
DO 250 J = l y P 
VBCH1C ( I y J ) - S I .G2.P0*C0EF*XPTXP I ( I y J ) 
CONTINUE 



























































* * * * * * o ERRO DE EST IMAT IVA DE CADA C O E F I C I E N T E BCHI 
* * * * * * AO N I V E L DE COMF1ANCA DE 0 . 9 0 -MQG-1C-
}jí )f[ )|l 
DO 260 1=1rP 
S I C < I ) - S Q R T ( V B C H 1 C ( I » I ) ) 
T S I C ( I ) = 1 . 6 6 4 * S I C ( I. ) 
CONTINUE 
^ ̂ ^ ̂ 
* * * * * * L I M I T E S DOS INTERVALOS DE 0 , 9 0 E VER IF ICACAO DA 
* * * * * * INCLUSÃO DOS PARAMETROS NOS INTERVALOS 
* * * * * * -MQG-1C-
****** 
DO 270 1=1?10 
E I ICC I ) = BCHO í I ? 1 ) - T S I C ( I ) 
E S I C ( I ) = B C H O ( I j I ) + T S I C ( I ) 
A M P I C ( I ) = 2 • 0 * T S 1 C ( 1 ) 
SAMP1CC! ) - S A M P I C ( I ) + AMP1. C ( I ) 
I F ( E11C ( I ) » GT » O , O . OR . E S 1C < I ) . 1...T , O , O ) GO TO 270 
I C O N I C ( I ) = I C O N I C ( I ) + 1 
CONTINUE 
****** ****** 0 B 0 0 T S T R A P 
DO 280 1=1?10 
I C O N T I ( I ) - 0 , 0 
I C O N T S ( I ) =0.0 
CONTINUE 
* * * * * * 
* * * * * * 
* * * * * * 
DO 400 J = 1 ? NBS 
* * * * * * 
îfc >fk[ î̂  >K jfc ****** 
INC10 DO ELO BOOTSTRAP 
GERANDO OS RES IDUOS BOOTSTRAP 
DO 290 1 = 1 ?l\ 
U = R A N ( I S E E D ) 
I K = 5 * I N T ( 1 S # U + 1,0) 
2 9 0 
E B S ( 5*1. -
E B S ( 5 * I -
E B S ( 5 * 1 -
E B S ( 5 * I -






ECHCCIK-4 » 1) 
E C H C ( I K 11) 
E C H C ( I K - 1 ? 1 ) 
E CHC ( IK-2. » 1 > 
1 ) 
)fv v̂v )j( ****** 
****** ****** 
****** ****** 
)fc & ^ & 
V 
H-* & 5k 5k 
* * * * * * 
/i( 5k 5k îf! )k ****** 
5k 5k 5k & 5k *k 








c ****** ****** c 
c * * * * * * GERANDO OS PSEUDO-DADOS * * * * * * C 
C ****** ****** t 
C 
DO 300 1-1? KN 
Y B S ( I y 1) - Y C H O ( I y 1) + E B S ( I ) 
300 CONTINUE 
C C 
C ****** ****** c 
C * * * * * * O VETOR B B S ( 1 0 ) DAS E S T I M A T I V A S BOOTSTRAP DOS * * * * * * C 
C * * * * * * PARAMETROS * * * * * * C 
C * * * * * * * * * * * * c 
C C 
CALL.. VMUL.EF ( XPTXPT y YBS y P y KN y 1 y P y KN y BBS y P y :i ER ) 
c C 
C ****** ****** C 
C * * * * * * V E R I E I C A C A O DA INCLUSAO DOS PARAME!ROS NOS I N T V S . * * * * * * C 
C * * * * * * * * * * * * P. 
C C 
DO 310 I - 1 y .1.0 
I F ( B B S ( I ) • 1 . . . T , 0 . 0 ) GO TO 305 
I F ( B B S ( I ) , G T . 0 , 0 ) GO TO 307 
GO TO 310 
305 I C O N T K I ) = I C O N T K I ) + 1 
GO TO 310 





C * * * * * * * * * * * * c 
C * * * * * * F I M DO EL.0 BOOTSTRAP * * * * * * C 
C ****** ****** C 
C C 
DO 410 I - l f l O 
I F ( I CONT I ( I. ) . LT . E I B S • OR . ICONTS ( I ) . GT. E S B S ) GO TO 410 





c ****** ****** C 
c * * * * * * F I M DO ELO MONTE-CARLO * * * * * * c 
C * * * * * * * * * * * * c: 
C C 
FNMC - FLOAT(NMC) 
C C 
DO 510 1 = 1 y 10 
9 1 
C f 
c ****** ****** t 
G * * * * * * AMPL ITUDES MEDIAS PARA AS NMC R E P E T I Ç Õ E S M « CARLO * * * * * * C 
C ****** ****** C 
C c: 
AMPOB ( I ) =-• S A M P O < I ) / F N M C 
A M F ' I B ( I ) = S A M P 1 ( I ) / F NMC 
AMF'ICB ( I ) = SAMF' :L C ( I ) / F'NMC 
510 CONTINUE 
C C 
C ****** ****** C 
C * * * * * * RESULTADOS G E R A I S DA SIMUL. ACAO * * * * * * C 
C ){£ $ $ )|v 
c c 
OPEN < U N I T = 2 3 , F I L E = ' S I M U 5 ' p A C C E S S = ' S E Q O U T ' > 
WRITE C 23 » 515 ) 
515 F 0 R M A T ( ' R E S U1... T A D OS G E R A I S DA S I M U L A C AO ' ? / ) 
WR ITE <23.517 > I S E E D r NMC•NBSy E I B S p E S B S 
517 FORMAT ( ' SEM = ' , 1 8 » ' NMC = ' , 1 6 , ' NBS::- ' , 1 6 , ' I N T î ' » F 6 . 1 p 2X » F 6 • 1 > 
W R I T E Í 2 3 , 5 1 8 ) 
518 FORMAT(/ ) 
DO 530 1=1,10 
W RITE(23,52 0)? IC 0NT 0(I> ? IC0N T1(I)y IC0N10(1)?IC 0NT B(I) 
520 FORMAT ( 3X , ' MQO = ' , 1 4 , 3 X , ' MQG-1 = ' p 14 p 3X p ' MQG-1C = 'p 
* 14 p 3X p ' B T S = ' p 1 4 ) 
C C 
C C 
WRITE ( 23 p 52.5 ) p AMPOB ( D P AMP1B ( I ) p AMP1CB ( I ) 
525 FORMAT( ' AMP MED MQO = ' , F 1 0 . 5 , ' AMP MED MQO-3 = ' p F 1 0 . 5 P 




c * * * * * * os VALORES MEDIOS DAS E S T I M A T I V A S DA VAR IANC IA * * * * * * C 
C * * * * * * OBTIDOS NA SIMULACAO COM OS D IVERSOS EST IMADORES * * * * * * C 
C * * * * * * BEM COMO O VALOR MEDIO DA E S T I M A T I V A DE RFIO * * * * * * C 
C * * * * * * * * * * * * C 
C C 
S2M - SS2/FNMC 
S IG2PM - SS IG2P/FNMC 
S2P0NM =•• SS2.P0N/FNMC 
RHOPOM = SRHOPO/FNMG 
C C 
W R I T E ( 2 3 p 5 5 O ) p S 2 M p S I G 2 P M p S 2 F10 N M p R H 0 P 0 M 
550 FORMAT ( ' S2M = S F 1 0 . 4 , ' S IG2PM - ' p F 1 0 . 4 p ' 82 F" ON M = ' P F 1 0 , 4 P 
* ' RHOPOM =• ' ? F 10 . 4 > 
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