Abstract: Precipitation areal reduction factors ͑ARFs͒ for the 685,000 km 2 of Texas were calculated using next generation radar ͑NEXRAD͒ rainfall estimates. The study was based on 18,531 storms of different durations that took place in different seasons and regions of Texas. The storms were assumed of elliptical shape. It was found that, in addition to the storm duration and area, other factors such as the season, region, and precipitation depth ͑i.e., storm total rainfall accumulation for the given duration͒ have a statistically significant effect on the ARFs. Elongated ellipses and orientation angles somewhat parallel to the Texas gulf coast were found more frequent in winter, when warm and cold fronts produce frontal storms, than in summer. The effect of the precipitation depth on the ARFs was found to be stronger in summer than in winter. Even though part of the ARF variability could be explained by seasonality, regionality, and precipitation depth, the uniqueness of each storm event appears to be an important cause of this variability. Lower ARF values were observed compared to previous studies.
Introduction
In general, "larger catchments are less likely than smaller catchments to experience high intensity storms over the whole of the catchment area" ͑Siriwardena and Weinmann 1996͒. Therefore, the conversion of point precipitation into area-averaged precipitation is necessary whenever an area, large enough for the assumption of uniform rainfall not to be applicable, is being modeled. However, while point precipitation has been well recorded with rain gauges, areal precipitation cannot be measured and its estimation has been the subject of research for the last several decades ͓͑Weather Bureau 1957 Bureau , 1958a Bureau ,b, 1959 Bureau , 1960 Bureau , 1964 Rodriguez-Iturbe and Mejia 1974; Frederick et al. 1977; NWS 1980; Omolayo 1993; Srikathan 1995; Bacchi and Ranzi 1996; Siriwardena and Weinmann 1996; Sivapalan and Blöschl 1998; Asquith and Famiglietti 2000; De Michele et al. 2001; Durrans et al. 2002͒, among others͔. Areal precipitation can be estimated using areal reduction factors ͑ARFs͒, which are average ratios of precipitation in an area to precipitation in a point. Areal reduction factors are used in hydrologic applications for estimating precipitation rates in large watersheds when rainfall data is scarce. For instance, precipitation depth over an area is obtained by calculating the precipitation depth with depth-duration-frequency equations and then multiplying it by an ARF. In general, when simulating actual storm events over large areas with few rain gauges, ARFs can be used to get a better estimate of the overall average precipitation. This type of use of ARFs, however, tends to be less frequent as distributed precipitation data become more available.
With the understanding that the next generation radar ͑NEXRAD͒ ͑NWS 2005b͒ precipitation estimates are the best spatially distributed rainfall data for large areas in the United States, this paper addresses the calculation of ARFs in the 685,000 km 2 of Texas using these data. Because of the continuous improvements of the NEXRAD data, which cause them not to be homogeneous over time, only data for years 2003 and 2004 were considered in the study. This lack of long-term historical data prevented any type of frequency analysis and, instead, ARFs were related to rainfall depths ͑i.e., storm total rainfall accumulations͒ for given durations, which can be associated to specific return periods. Still, the use of only two years of data offered a relatively narrow range of precipitation depths in which low frequency values were not included. The analysis was based on 18,531 storms that took place in the study area in the two-year period.
In addition to the effect on the ARFs of the storm duration and area, already considered in previous studies, the effect of the season and geographic region in which the storm takes place and of the precipitation depth are also studied. Additionally, a discussion on the most likely storm shape ͑i.e., aspect ratio of an assumed elliptical storm area͒ and orientation ͑i.e., angle of its axes with respect to the cardinal directions͒ for different seasons and regions is included.
Background
A number of approaches for converting point precipitation into areal precipitation are based on precipitation records. Traditionally, ARF-estimation algorithms have been grouped under two broad categories: Those based on rain gauge networks ͑known as geographically fixed͒, and those based on individual storm events ͑known as storm centered͒ ͑Srikathan 1995͒. The geographically fixed approach is particularly suited for discrete ͑i.e., point͒ precipitation data and ARFs are estimated using data of rain gauge networks. ARFs are calculated as the ratio of a representative precipitation depth over the area covered by the network to a representative point precipitation depth. However, the specific procedure for estimating the area covered by the network, the representative precipitation depth over the area, and the representative point precipitation depth change from algorithm to algorithm. Moreover, based on the algorithms used to calculate geographically fixed ARFs, it can be said that they do not consider concurrent precipitation depths ͑i.e., the areal and point precipitation do not correspond necessarily to the same event͒, and they are sensitive to the configuration of the network ͑i.e., adding or removing a rain gauge affects the ARF values͒. The stormcentered approach, on the other hand, is suited for continuous ͑i.e., surface͒ precipitation data, such as radar data. In this case, ARFs are calculated for individual events for which they describe their areal properties, and are equal to the ratio of the average precipitation depth over a given area to the concurrent point precipitation depth in the storm center. Because storm-centered ARFs are estimated for individual events, they can capture the orientation of the rainfall field with respect to the cardinal directions. The storm-centered approach, however, has the disadvantage that the ARFs are "applicable to specific types of storm events" ͑Srikathan 1995͒; and, therefore, unless a large sample of stormcentered ARFs are estimated, representative values would not be captured. Broadly speaking, geographically fixed ARFs are the result of averaging precipitation data and then calculating ARF values, while storm-centered ARFs are the result of calculating ARF values for each of a large sample of storms and then averaging them. Both approaches have strengths and weaknesses, and, in both cases, the application of their results to areas different from those for which they were derived should be done carefully.
One of the first attempts at estimating ARFs in the United States was conducted by the Weather Bureau ͑1957, 1958a,b, 1959, 1960͒ in Technical Paper 29, frequently referred to as TP-29. In TP-29, for the area associated with a precipitation gauge network, the ARF values were estimated as the ratio of the average annual-maximum areal precipitation depth for the analysis period to the average annual-maximum point precipitation depth in the area for the analysis period. Because of the averaging of the areal and point precipitation depths, the resulting factors correspond to a return period of 2.33 years. Moreover, according to TP-29, ARFs do not depend on geographic location, which implies that the same values apply regardless of the local climate conditions. Later, in Technical Paper 49 ͑i.e., TP-49͒ ͑Weather Bureau 1964͒, the relationship between the ARFs and the storm frequency was studied, and it was concluded that ARFs are not affected by the recurrence interval. Additionally, because of the insufficient precipitation data available, no clear indication was found to relate ARFs to geographic location. Omolayo ͑1993͒, in turn, studied the applicability of the ARF values of TP-29 to watersheds in Australia, and concluded that they are "probably satisfactory . . . for estimating 24-hour area͓-averaged͔ rainfalls for area sizes between 200 and 500 km 2 ." Omolayo ͑1993͒ also indicated the inadequacy of using point rainfall for estimating areal rainfall of a particular frequency with the storm-centered approach. Likewise, as part of an effort for calculating ARFs for the region of Victoria in Australia, Siriwardena and Weinmann ͑1996͒ estimated ARF values for a large number of circular sample catchments based on daily rainfall data. Although they found "small, but statistically significant, differences in ARF values for different parts of Victoria," there was insufficient information to recognize patterns in the ARFs based on geographic location. Siriwardena and Weinmann ͑1996͒ also found that ARFs tend to increase with the recurrence interval. Similarly, Asquith and Famiglietti ͑2000͒ proposed an "annual maxima centered approach" for estimating ARFs that took into account the distance between the rain gauges whose precipitation depths were being compared, but not the relative location of one with respect to the other. ARF values for one-day storms for Austin, Dallas, and Houston in Texas were estimated, and the resulting values were found to be lower than those proposed in TP-29. For their dataset, Asquith and Famiglietti ͑2000͒ found dependency of the ARFs on geographic location and increasing values as the storm recurrence interval increased. Analytical approaches for converting point precipitation into areal precipitation have also been developed. A frequent assumption in these analytical approaches is that the spatial structure of the precipitation field depends only on distance and not on direction. Rodriguez-Iturbe and Mejia ͑1974͒ proposed a methodology in which the ARFs depend solely on the expected correlation coefficient between the precipitation depths at two randomly chosen points. Sivapalan and Blöschl ͑1998͒, likewise, proposed a method for constructing intensity-duration-frequency ͑IDF͒ curves consisting of the areal averaging of the parent rainfall and the transformation of the parent rainfall distribution into an extreme value distribution. Similarly, after obtaining a scaling relation of average rainfall intensity in area and duration, De Michele et al. ͑2001͒ calculated ARFs of extreme rainfall events based on dynamic scaling and statistical self-affinity. Their results support the hypothesis that scaling applies to extreme rainfall rates in time and space, and constitutes an approach to assess design storms in hydrologic practice.
With the advent of radar technology, spatially denser precipitation data has become available. Frederick et al. ͑1977͒ stated that, since ARFs estimated from radar-based precipitation data are expressed as "dimensionless ratios of areal average precipitation to point precipitation, both being estimated from radar digits, ͓. . .͔ the uncertainties ͓in the͔ Z-R relationships are in part 'divided out.'" However, it should be taken into account that other sources of error not related to the mean field bias ͑NWS 2002͒ do not equally affect the area and point precipitation, do not cancel each other, and might affect the estimated ARF values. Likewise, Bacchi and Ranzi ͑1996͒ propose a stochastic procedure for the derivation of ARFs, and found decreasing values with area, increasing values with storm duration, and a weak ͑but statistically significant͒ decrease in the values with respect to the return period. They state that "radar data are more efficient than usual rain gauge networks in capturing the internal structure and the spatial distribution of storms" and that for estimating ARFs "not actual intensity values, but the ratio between areal and point intensities, are needed." Bacchi and Ranzi ͑1996͒ also indicate that "the use of radar data should give at least as reliable results as those achievable by using only gauge data, unless very dense and large ͓precipitation gauge͔ networks are available." Durrans et al. ͑2002͒, in turn, evaluated ARFs for the Arkansas-Red River basin using the methodology of TP-29 and NEXRAD data. Their results are "consistent" with TP-29, although differences clearly exist. According to Durrans et al. ͑2002͒ , "the most significant limitations of radar-rainfall data, both for frequency analysis and for development of depth-area relationships, are the shortness of the records and the heterogeneities caused by continual improvements to the data processing algorithms."
In this paper, the estimation of ARFs in Texas using NEXRAD data is presented. ARFs, storm shapes, and orientations were determined for different storm durations, areas, seasons, regions, and precipitation depths. Because the orientation of the storm field played an important role in the estimation of ARFs, the storm-centered ARF calculation method was used. It is apparent that the estimation of ARFs is a complex problem, and that more research in the light of more and better data will always be necessary. This study aims at adding a new perspective to the already rich discussion on ARF estimation.
NEXRAD Data
In the United States, nationwide radar-based precipitation depths are estimated as part of the NEXRAD federal program and distributed by the NWS. This program has resulted in the delivery of a number of S-band weather surveillance radar-1988 doppler ͑WSR-88D͒ radars across the country ͑Fulton et al. 1998͒. There are 12 WSR-88D radars in Texas plus several close to the state border, which cover most of the study area with the exception of part of the Big Bend country ͑Fig. 1͒. NEXRAD rain estimates are distributed in hourly digital precipitation arrays ͑DPAs͒ mapped onto the national hydrologic rainfall analysis project ͑HRAP͒ grid. The HRAP grid cell size is nominally 4 km, but ranges from about 3.7 km at southern U.S. latitudes to about 4.4 km at northern U.S. latitudes ͑Fulton et al. 1998͒. In Texas, it ranges from 3.7 km to 4.1 km. Because of the different sources of data used to develop the NEXRAD precipitation dataset ͑i.e., radar, gauges, and satellite imagery͒, it is called multisensor precipitation estimator ͑MPE͒. Detailed discussion on the development of radar-based precipitation depth maps, sources of error, and algorithms used for adjusting precipitation estimates to observed data is presented in Fulton et al. Notwithstanding the fact that NEXRAD precipitation data are subject to inaccuracies due to a number of error sources ͑NWS 2002͒, it should be acknowledged that, at present, it is the best continuous spatially distributed precipitation database available statewide ͑and countrywide͒ at its resolution. 
Methodology

Selection of Storm Cells
The WGRFC HRAP grid has 165,750 cells ͑390 rows ϫ 425 columns͒, and covers an area significantly larger than the state of Texas ͑Fig. 1͒. Therefore, to limit the calculations to the study area, the grid was clipped out by a polygon that buffered Texas around by 50 km. This clipping decreased the number of cells to 56,420.
For each cell of the clipped grid, the annual maximum precipitation depth was calculated for storm durations of 1, 3, 6, 12, and 24 h. For durations other than 1 h, which is the time resolution of the original precipitation dataset, a moving window over time was defined so that the annual maximum accounted for the consecutive hours that generated the maximum depth for the given duration. As a result, grids of annual maxima and dates of occurrence were generated for the different durations. Even though the methodology presented here could have been applied to any storm event, the calculations were limited to annual maxima to make sure high-precipitation storms were included in the sample. Likewise, only cells with precipitation depths greater than 20, 25, 30, 35, and 40 mm for durations of 1, 3, 6, 12, and 24 h, respectively, were considered. These threshold depths correspond approximately to the minimum value of the two-year precipitation depth in Texas ͑Weather Bureau 1961͒.
Additionally, ARFs were calculated only for those cells in which the precipitation value was the greatest in the 21ϫ 21 cell window of concurrent precipitation centered at the cell ͑Fig. 2͒. The 21ϫ 21 cell window size was set to fit the largest storms analyzed, which were of around 800 km 2 and ͑assuming elliptically shaped storms͒ five times longer than wider.
Thus, ARFs were calculated for 7,479 storms of 1 h duration, 4,189 of 3 h duration, 2,895 of 6 h duration, 2,173 of 12 h duration, and 1,795 of 24 h duration, for a total of 18,531. Fig. 3 shows the location of the storms for the specific case of a 1 h duration. Overall, the storms were well distributed over the study area with the exception of part of the Big Bend country, which is related to the lack of radar coverage in the area.
ARF Calculation
The storms were assumed to be of elliptical shape and centered at the selected cells. To determine the storm ellipse for a given area, its aspect ͑i.e., the ratio of its long to its short diameter͒ and orientation ͑i.e., the angle formed by its long diameter and the east axis͒ were changed systematically using a genetic algorithm specifically developed for this purpose, until the volume inside the ellipse was maximized ͑Fig. 4͒. In the following, these ellipses are called optimum ellipses.
ARFs were then calculated according to 
where ARF A 0 ϭa real reduction factor for a given cell, optimum ellipse area, and storm duration; A 0 ͓L 2 ͔ϭarea of the optimum ellipse; P ͓L͔ϭprecipitation depth at the points inside the optimum ellipse; and P 0 ͓L͔ϭprecipitation depth at the center cell. Note that, for the purpose of this study, P 0 is not the precipitation depth at the ellipse center point but at the ellipse center cell ͑i.e., 16 km 2 ͒, which causes the ARF values to be somewhat higher. According to the values given in TP-29 ͑Weather Bureau 1957 Bureau , 1958a Bureau , b, 1959 Bureau , 1960 for areas of 16 km 2 , the ARFs based on the precipitation in the center cell are from 3% higher ͑for 24 h storms͒ to 11% higher ͑for 1 h storms͒ than those calculated based on the precipitation in the center point. Notice that there are several optimum ellipses of different areas centered at the same cell ͑Fig. 5͒, thus, producing different ARFs for different areas.
Eq. ͑1͒ was used to calculate ARFs of 148,248 optimum ellipses ͑i.e., 18,531 cellsϫ 8 ellipses per cell͒ of average areas of 45, 75, 105, 135, 166, 286, 467 , and 737 km 2 . The result of the ARF calculations was a 148,248 row and a 9 column table, in which each row corresponded to an optimum ellipse, and the columns were the cell's X and Y coordinates, the storm's duration, precipitation depth in the cell and time of occurrence, the ellipse's area, aspect ratio and orientation angle, and the ARF value.
Previous studies by the Weather Bureau ͑1957, 1958a,b, 1959, 1960, 1961͒ , Siriwardena and Weinmann ͑1996͒, and Asquith and Famiglietti ͑2000͒, among others, show that ARFs decrease with area and increase with storm duration; however, studies of their variability with time of occurrence ͑seasonality͒, location ͑region-ality͒, and precipitation depth ͑associated with the storm frequency͒ have not led to conclusive results yet. The "all storms" curve in Fig. 6 shows the frequency histogram of ARFs for a 1 h duration and area of 737 km 2 . The variability of the values suggests that factors, other than duration and area, also affect the ARFs.
Effect of the Storm Season and Region on the ARFs
Expecting the storms to be driven by different atmospheric processes in different parts of the year, the year was subdivided into two six-month seasons: Summer and winter. Broadly speaking, in summer storms, the air lifting necessary for air moisture condensation is driven by the vertical temperature gradient ͑i.e., convective lifting͒; whereas, in winter storms, the air lifting is driven by the horizontal temperature gradient induced by warm and cold fronts ͑i.e., frontal lifting͒. Orographic lifting was considered not to be relevant in Texas because of the overall low terrain relief and dry air in the mountainous areas west of the 100 deg meridian. In general, storms caused by convective lifting are short in duration and spatially concentrated, although long and large summer storms caused by mesoscale convective complexes ͑MCC͒ can occasionally occur. Convective lifting is mostly a process in which direction is not a dominant variable. Storms produced by frontal lifting, on the other hand, tend to be longer in duration and larger in size. Frontal lifting is a process in which After subdividing the dataset into 40 subsets of records of the same duration and area ͑i.e., 5 ϫ 8 combinations͒, sinusoidal regression equations of the ARF with the storm time of occurrence as predictor were developed for the purpose of differentiating between summer and winter storms. The reason for using this sinusoidal function was that it has a smooth and cyclical shape, in which the transition from one season to the other is not abrupt, and in which the values at the beginning and end of the cycle are the same. The sinusoidal equations had the form
where H ͑h͒ϭstorm time of occurrence after January 
Effect of the Storm Precipitation Depth on the ARFs
Once season and region were defined, the 148,248 record table was subdivided into 480 subsets such that each of them contained records with the same storm duration, area, season, and region ͑i.e., 5 ϫ 8 ϫ 2 ϫ 6 combinations͒.
In each of these subsets, high-leverage points and outliers were identified in ARF-depth plots and removed before any type of analysis was conducted. High leverage points had precipitation depths significantly higher or lower than those found in their corresponding subset. Outliers, on the other hand, were points that fell outside the pattern of the remaining points. Since the distribution of the number of storms with respect to depth was strongly positively skewed, a few storms with high rainfall depth would have had a considerable effect on the ARF-depth relation compared to that of the lower depth storms. To identify these high-leverage points, the distribution of the variable depth was normalized by an inverse transformation, making the distribution of one-divided-by-the-depth close to normal, and all points whose deviation from the mean was less than −1.96 times the standard deviation ͑i.e., on average the lower 2.5% values of the inverse of the depth͒ were flagged as high-leverage points. Statistical outliers, likewise, were identified using regression diagnostics that assess substantial changes in the fitted model or in the discrepancy between estimated and observed values caused by the inclusion or exclusion of individual points. The reader is referred to Belsley et al. ͑1980͒ for a detailed discussion on methods for identification of outliers. After removing high leverage points and outliers, for each of the subsets, regression equations of the form
where d ͓L͔ϭprecipitation depth; and b 0 ͑intercept͒ and b 1 ͑slope͒ ͓1/L͔ϭregression coefficients, were determined. In case the ARFs did not depend on the depth with a level of significance of 0.05, the slope of the line b 1 was set equal to zero. Finally, analyses of covariance ͑ANCOVA͒, between the subsets that had the same duration, area, and region, but different season, or same duration, area, and season, but different region, were run to determine if the ARF values for different seasons and regions were statistically different with a level of significance of 0.05. If the datasets for summer and winter were found not statistically different, a single year-round equation was determined. Similarly, if the datasets for two regions were found not statistically different, they were merged into a single region and one equation was determined for both of them. Moreover, for three regions to be merged into a single region, the three two-way comparisons should find the regions not statistically different.
Results
For given storm durations, areas, seasons, regions, and precipitation depths, average ARF values are reported. Because of their close-to-normal distribution, these average values are likely to be exceeded half of the times. ARF values for other exceedance probabilities can be determined if necessary. The effect of the precipitation depth, season, and region on the ARFs is discussed in this section. The distribution of the storm shapes and orientations is presented and contrasted for the different seasons and regions.
Effect of Depth, Season, and Region
Tables 1 and 2 present the intercept and slope of the ARF-depth regression equations for summer storms. In Table 2 , missing rows and values correspond to cases in which the effect of the depth is not relevant with a 0.05 level of significance ͑i.e., slope equal to zero͒. Similarly, Tables 3 and 4 present the equivalent values for winter storms. As with Table 2, in Table 4 , missing rows and values correspond to cases in which the effect of the depth is not relevant with a 0.05 level of significance. In Tables 1 and 2 , region Nos. 4 and 5 are lumped together because the ARF values for summer storms in the two regions were not statistically different according to ANCOVA tests. No other two regions were found not statistically different for either summer or winter storms. ANCOVA tests also indicated that the season made a difference, with a level of significance of 0.05, in all regions except for a few cases in region Nos. 1 and 6. In those cases in which region did not make a difference, the corresponding values in Tables 1 and 3 ͑intercept͒, and 2 and 4 ͑slope͒ are equal. Fig. 6 shows ARF histograms for 1 h storms and areas of around 737 km 2 . It can be seen that the accounting of season, region, and depth decreased the ARF variance from 0.026 for all storms ͑i.e., 7,479 storms͒, to 0.025 for summer storms ͑i.e., 6,486 storms͒, to 0.021 for summer storms in region Nos. 4 and 5 ͑i.e., 938 storms͒, to 0.016 for summer storms in region Nos. 4 and 5 and precipitation depth in the range from 53 to 69 mm ͑i.e., 100 storms͒. Note that the ARF variability is significant even after including season, region, and depth in the analysis. Figs. 7-9 show ARF-area curves for 1 h storms isolating the effect of depth, season, and region, respectively. For the dataset used, it was found that season and region were variables that had to be considered in the analysis. With respect to depth, it was observed that it was more relevant for summer than for winter storms. In fact, in some specific cases of winter storms, it was even found that depth had a negative effect ͑i.e., ARFs decreased with depth͒ ͑see Table 4͒ , which could have been caused by the relatively small size of the winter dataset. It should also be kept in mind that the range of depth values used to derive the ARF-depth regression equations did not include high precipitation depths associated with low frequency storms ͑see Table 5͒ , and that the application of these equations should be limited to the same range of values. In fact, use of these equations outside its range of applicability may result in ARFs greater than 1. A significantly longer period of record ͑something not available yet in radar-based estimated rainfall data͒ would be necessary to include low frequency values in the dataset. 
Shapes and Orientations of the Storms
For the data available, it was possible to determine predominant storm ellipse aspect ratios and orientation angles, and their seasonal and regional distribution. Normalized histograms of aspect for storm durations of 1 h are included in Fig. 10 . Similar histograms were prepared for durations of 3, 6, 12, and 24 h, but were not included because of space limitations. Based on Fig. 10 , it can be said that 31% of the summer storms and 28% of the winter storms have aspect values lower than 2, which corresponds to almost-circular shapes, while the remaining 69 and 72%, respectively, have a clearly elongated elliptical shape. For aspect values greater than 2, it was also observed that the frequency decreased with the aspect, but increased again for the bin of 4.5 to 5. This abnormal increase was caused by the setting of 5 as the maximum aspect ratio in the determination of the optimum ellipses. Overall, patterns similar to those shown in Fig. 10 were observed for other storm durations.
Similarly, normalized histograms of the orientation angle for storm durations of 1 h and areas of around 737 km 2 are presented in Fig. 11 for those ellipses with aspect ratio greater than 2. The aspect threshold of 2 was used because the angle was considered trivial for almost-circular ellipses. Likewise, the histograms include only 737 km 2 ellipses with the understanding that large ellipses capture better the orientation pattern of the rainfall field than the small ones. Again, similar histograms were prepared for durations of 3, 6, 12, and 24 h, but were not included because of space limitations. In these histograms, an angle of 0 deg referred to an ellipse whose longer axis is parallel to the west-east direction, and angles were measured counterclockwise. It can be seen that winter storms ͑white bars͒ have a strong preference for southwest-northeast orientations ͑i.e., angles lower than 90 deg͒ with around 80% of them having these orientations. This preference, however, is weaker for summer storms ͑black bars͒ in which only around 60% have southwest-northeast orientations.
These ellipses aspect and angle histograms confirm the fact that orientation, in addition to distance, is necessary to describe precipitation fields and the need to account for it in the analysis. 
Conclusions
Average precipitation areal reduction factors ͑ARFs͒ for the 685,000 km 2 of Texas were calculated using NEXRAD rainfall estimates of years 2003 and 2004. The study was based on 18,531 selected storms of duration of 1, 3, 6, 12, and 24 h. Two seasons ͑summer from April 23 to October 22 and winter from October 23 to April 22͒ and six regions ͑Fig. 3͒ were used in the analysis. It was found that, in addition to the storm duration and area, other factors such as the season and region in which the storm took place, and the precipitation depth had a statistically significant effect on the ARFs. The effect of the precipitation depth on the ARFs was found to be stronger in summer than winter storms. However, because of the relatively narrow depth range available in the database, which resulted from the use of only two years of precipitation data, a complete understanding of the effect of depth on the ARFs could not be determined.
For 1 h duration storms, it was observed that 31% of the summer storms and 28% of the winter storms have aspect values lower than 2, which were considered "almost circular". The remaining 69 and 72% for summer and winter storms, respectively, had a clearly elongated elliptical shape. It was also observed that 60% of the summer storms had southwest-northeast orientations ͑i.e., somewhat parallel to the Texas gulf coast͒, while for winter storms this percentage was 80%. These results are in line with the fact that frontal lifting, which is more frequent in winter than in summer, tends to generate storms that move parallel to the front that causes them. Convective lifting, on the other hand, tends to generate storms with no preferred orientation. Similar results were observed for other durations. Note that, the greater number of observations in summer than in winter makes the summer results statistically more robust.
In general, lower ARF values were observed compared to previous studies ͑Weather Bureau 1957; Asquith and Famiglietti 2000͒ . Possible explanations of these differences include: ͑1͒ our ARFs relate concurrent area to cell precipitation, rather than annual mean values; ͑2͒ our ARFs account for the orientation of the precipitation field; ͑3͒ our ARFs were based on distributed NEXRAD precipitation estimates, rather than on point gauge precipitation records; ͑4͒ our ARFs were based on a two-year dataset, rather than long precipitation records; and ͑5͒ individual-storm ARFs have significant variability. Overall, variability in the ARF values was observed and, even though part of this variability could be explained by seasonality, regionality, and precipitation depth ͑associated to the storm frequency͒, the uniqueness of each storm event appears to be an important cause of this variability. Even though valuable findings have been made, it is considered that other effects, such as the storm-generation mechanism, air temperature, wind velocity, and time of the day, not included in this study, might play a role in predicting ARF values and should be taken into account in future research. Service ͑NWS͒ for their valuable input. The comments and suggestions of two anonymous reviewers are greatly appreciated.
Notation
The following symbols are used in this paper:
A 0 ϭ area of the optimum ellipse ͓L 2 ͔; ARF A 0 ϭ areal reduction factor for a given cell, optimum ellipse area, and storm duration ͓dimensionless͔; a 1 ϭ offset of the areal reduction factor versus time sinusoidal equation ͓dimensionless͔; a 2 ϭ amplitude of the areal reduction factor versus time sinusoidal equation ͓dimensionless͔; a 3 ϭ phase shift of the areal reduction factor versus time sinusoidal equation ͓T͔; b 0 ϭ intercept of the areal reduction factor versus depth linear equation ͓dimensionless͔; b 1 ϭ slope of the areal reduction factor versus depth linear equation ͓1/L͔; d ϭ precipitation depth at the center of the optimum ellipse ͓L͔; H ϭ storm time of occurrence after January 1 0:00 am ͓T͔; H Max ϭ number of hours in a year ͑i.e., 8,760 h͒ ͓T͔; P ϭ precipitation depth at the points inside the optimum ellipse ͓L͔; and P 0 ϭ precipitation depth at the center cell of the optimum ellipse ͓L͔.
