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ASYMPTOTIC ANALYSIS OF UNSTEADY NEUTRON TRANSPORT EQUATION
LEI WU
Abstract. Consider the unsteady neutron transport equation with diffusive boundary condition in 2D
convex domains. We establish the diffusive limit with both initial layer and boundary layer corrections. The
major difficulty is the lack of regularity in the boundary layer with geometric correction. Our contribution
relies on a detailed analysis of asymptotic expansions inspired by the compatibility condition and an intricate
L
2m
− L
∞ framework which yields stronger remainder estimates.
Keywords: diffusive boundary, geometric correction, L2m − L∞ framework.
1. Introduction
1.1. Problem Formulation. We consider the unsteady neutron transport equation in a two-dimensional
smooth convex domain with diffusive boundary. This model describes the motion of neutrons in nuclear
reactors, where the particles may be reflected diffusively on the boundary wall. Mathematically, in the
time domain [0,∞) ∋ t, the space domain Ω ∋ ~x = (x1, x2) where ∂Ω ∈ C
3, and the velocity domain
S1 ∋ ~w = (w1, w2), the neutron density u
ǫ(t, ~x, ~w) satisfies

ǫ2∂tu
ǫ + ǫ ~w · ∇xu
ǫ + uǫ − u¯ǫ = 0 for (t, ~x, ~w) ∈ [0,∞)× Ω× S1,
uǫ(0, ~x, ~w) = h(~x, ~w) for (~x, ~w) ∈ Ω× S1
uǫ(t, ~x0, ~w) = P [u
ǫ](t, ~x0) + ǫg(t, ~x0, ~w) for t ∈ [0,∞), ~x0 ∈ ∂Ω, and ~w · ~ν < 0,
(1.1)
where
u¯ǫ(t, ~x) =
1
2π
∫
S1
uǫ(t, ~x, ~w)d~w, (1.2)
the diffusive boundary
P [uǫ](t, ~x0) =
1
2
∫
~w·~ν>0
uǫ(t, ~x0, ~w)(~w · ~ν)d~w, (1.3)
and ~ν is the outward unit normal vector, with the Knudsen number 0 < ǫ << 1. The initial and boundary
data satisfy the compatibility condition
h(~x0, ~w) = P [h](~x0) + ǫg(0, ~x0, ~w) for ~x0 ∈ ∂Ω and ~w · ~ν < 0. (1.4)
We intend to study the behavior of uǫ as ǫ→ 0. Heuristically, the Knudsen number ǫ represents the scale of
mean free path, which measures the average distance a particle can travel between two scattering collisions.
When ǫ shrinks to zero, the collisions occur more and more frequently and the overall behavior of the system
is closer and closer to the macroscopic phenomenon.
Based on the flow direction, we can divide the physical boundary Γ = {(~x0, ~w) : ~x0 ∈ ∂Ω, ~w ∈ S
1} into
the in-flow boundary Γ−, the out-flow boundary Γ+, and the grazing set Γ0 as
Γ− = {(~x0, ~w) : ~x0 ∈ ∂Ω, ~w · ~ν < 0}, (1.5)
Γ+ = {(~x0, ~w) : ~x0 ∈ ∂Ω, ~w · ~ν > 0}, (1.6)
Γ0 = {(~x0, ~w) : ~x0 ∈ ∂Ω, ~w · ~ν = 0}. (1.7)
It is easy to see Γ = Γ+ ∪ Γ− ∪ Γ0.
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1.2. Background. Diffusive limit, or more general hydrodynamic limit, is central to connecting kinetic
theory and fluid mechanics. Since early 20th century, this type of problems have been extensively studied
in many different settings: steady or unsteady, linear or nonlinear, strong solution or weak solution, etc.
Among all these variations, one of the simplest but most important models - neutron transport equation
in bounded domains, where the boundary layer effect shows up, is widely regarded as a prototype of more
complicated nonlinear Boltzmann equation, and has attracted a lot of attention since the dawn of atomic
age. We refer to the references [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17] for more details.
For steady neutron transport equation, the exact solution can be approximated by the sum of an interior
solution and a boundary layer. This type of problems has long been believed to be satisfactorily solved since
Bensoussan, Lions and Papanicolaou published their remarkable paper [1] in 1979. Their formulation was
later extended to treat nonlinear Boltzmann equation (see [19] and [20]).
Unfortunately, their results are shown to be false due to lack of regularity for the boundary layer equation
in [23]. A new approach with geometric correction to the boundary layer construction has been developed
to ensure regularity in the cases of disk and annulus in [23], [24] and [21].
However, this new method fails to treat more general domains. Roughly speaking, we have two contra-
dictory goals to achieve:
• To prove diffusive limit, the remainder estimates require higher-order regularity estimate of the
boundary layer.
• The geometric correction in the boundary layer equation is related to the curvature of the boundary
curve, which prevents regularity estimates.
In [5] and [6], the argument is pushed from both sides. Using delicate estimates along the characteristics
in the mild formulation, the authors prove the weighted W 1,∞ estimates of the boundary layer. Also, the
remainder estimates are improved based on a non-standard energy method and a stationary L2m − L∞
framework. Eventually, the diffusive limit is proved with a non-Hilbert expansion.
As for the unsteady neutron transport equation, things become much more complicated. Traditionally, it
is believed that the exact solution can be approximated by the sum of an interior solution, an initial layer,
a boundary layer, and further an initial-boundary layer due to the interaction of previous two layers. The
construction of the initial-boundary layer relies on the analysis of so-called evolution Milne problem, which
is not done even in 1D case.
In [22], based on a detailed analysis of the compatibility condition of the initial data and boundary data,
it is shown that the leading-order initial-boundary layer is absent and the diffusive limit is achievable in the
cases of disk and annulus. Similar to the steady problems, in more general domains, this approach does not
work.
1.3. Major Difficulties and Methods. In this paper, we extend the results for unsteady neutron trans-
port equation to treat general 2D convex domains. Basically, the proof relies on an innovative combination
of almost all the techniques above and a careful design of asymptotic expansions. It mainly consists of the
following steps:
Step 1: Interior Solution Expansion.
This step is classical and we use Hilbert’s expansion to derive the diffusion equation. However, the expan-
sion does not satisfy the initial data and boundary data of uǫ, so we need initial layer and boundary layer
corrections.
Step 2: Initial Layer Expansion.
Here, we utilize the idea in [22] to construct the initial layer based on a hierarchy of ordinary differential
equations. This step is standard.
Step 3: Boundary Layer Expansion:
This is the core of [23] and [5]. We abandon the classical expansion based on the flat Milne problem and
introduce the ǫ-Milne problem with geometric correction. As [5] pointed out, we can show the weighted
W 1,∞ estimate of the leading-order boundary layer, but it is impossible to obtain higher regularity (like
W 2,∞ estimates). This is the key reason to improve the remainder estimates.
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Step 4: Initial-Boundary Layer Expansion:
[22] proposed the construction of the initial-boundary layer in the in-flow boundary case. In this paper,
we prove that this argument can be recovered in the diffusive boundary case and the leading-order initial-
boundary layer is eliminated.
Step 1 - Step 4 is relatively standard based on our previous results in [23], [24], [22], [5], [18].
Our major contribution focuses on the next step of remainder estimates.
Step 5: Improved Remainder Estimates.
This step is based on the application of L2m − L∞ framework to time-dependent transport equations


ǫ2∂tu+ ǫ ~w · ∇xu+ u− u¯ = f for (t, ~x, ~w) ∈ [0,∞)× Ω× S
1,
u(0, ~x, ~w) = h(~x, ~w) for (~x, ~w) ∈ Ω× S1
u(t, ~x0, ~w)− P [u](t, ~x0) = g(t, ~x0, ~w) for t ∈ [0,∞), ~x0 ∈ ∂Ω and ~w · ~ν < 0,
(1.8)
The main idea is to introduce a special test function in weak formulation to treat kernel u¯ and non-kernel
parts u − u¯ separately, which yields ‖u‖L2 or ‖u‖L2m estimates, and further improve it to ‖u‖L∞ estimate
by a modified double Duhamel’s principle with a delicate bootstrapping argument. The major difficulty
includes:
• Diffusive Boundary: A direct energy estimate in (1.8) and the application of Cauchy’s inequality
imply
ǫ2
2
‖u(t)‖2L2(Ω×S1) +
ǫ
2
‖(1 − P)[u]‖2L2([0,t)×Γ+) + ‖u− u¯‖
2
L2([0,t)×Ω×S1) (1.9)
≤ C
(∫∫
[0,t)×Ω×S1
fu+
ǫ2
2
‖h‖2L2(Ω×S1) + ‖g‖
2
L2([0,t)×Γ−) + ǫ
2 ‖P [u]‖2L2([0,t)×Γ+)
)
.
Note that we cannot obtain the estimate of ‖P [u]‖
2
L2([0,t)×Γ+) from weak formulation itself regardless
of the test functions. Here, we utilize an intricate grazing estimate in Lemma 4.2 to bound P [u]
through the equation (1.8) in L1 estimates. This is done in Step 3 of the proof of Theorem 4.4.
• Time Derivative: The ∂tu term is harmless in the energy estimate (1.9), but becomes a big
headache in estimating the kernel u¯. Here, the central idea is to choose a special test function
related to u¯ to delicately create ‖u¯‖L2([0,t)×Ω×S1) and bound it in term of all the other terms. Note
that now ∂tu term is on the right-hand side of the inequality, not the left-hand side, and has the
shape ‖∂tu¯‖L2([0,t)×Ω×S1).
Here, we utilize an argument based on the temporal difference quotients and locally time-independent
test functions to extract the information of ‖∂tu¯‖L2(Ω×S1). This is done in Step 5 of the proof of
Theorem 4.4. It is highly non-trivial and we pay the price to lose powers of ǫ. The scenario becomes
extremely worse in L2m estimate. We resort to the interpolation estimates and Young’s inequality
to reduce the power loss. This is the key reason why the unsteady estimate in Theorem
4.8 is weaker than the similar estimates for steady problems in [5].
Due to above difficulties, though the general framework here is similar to that of [22] and [5], we have to
start from scratch to present the delicate new terms in detail.
1.4. Main Result.
Theorem 1.1. Assume g(t, ~x0, ~w) ∈ C
2([0,∞)× Γ−) and h(~x, ~w) ∈ C2(Ω× S1). Also, there exists K0 > 0
such that eK0tg(t, ~x0, ~w) ∈ L
∞([0,∞) × Γ−). Then the unsteady neutron transport equation (1.1) has a
unique solution uǫ(t, ~x, ~w) ∈ L∞([0,∞)× Ω× S1) satisfying that for some 0 < K ≤ K0,
lim
ǫ→0
∥∥∥eKt(uǫ − U0 −UI,0 −UB,0)∥∥∥
L∞([0,∞)×Ω×S1)
= 0, (1.10)
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where U0 is the interior solution, UI,0 is the initial layer, and UB,0 is the boundary layer. In particular, the
interior solution U0(t, ~x) satisfies the heat equation with Neumann boundary condition

∂tU0 −
1
2
∆xU0 = 0 for (t, ~x) ∈ [0,∞)× Ω,
U0(0, ~x) =
1
2π
∫
S1
h(~x, ~w)d~w for ~x ∈ Ω,
∂U0
∂~ν
(t, ~x0) = −
1
π
∫
~w·~ν<0
g(t, ~x0, ~w)(~w · ~ν)d~w for (t, ~x0) ∈ [0,∞)× ∂Ω,
(1.11)
the initial layer
UI,0(t, ~x, ~w) = e
− t
ǫ2
(
h(~x, ~w)−
1
2π
∫
S1
h(~x, ~w)d~w
)
, (1.12)
and the boundary layer UB,0 = 0.
1.5. Notation and Structure. Throughout this paper, C > 0 denotes a universal constant which does not
depend on the data and can change from one inequality to another. When we write C(z), it means a certain
positive constant depending on the quantity z.
Our paper is organized as follows: in Section 2, we present the asymptotic analysis of the equation (1.1)
and prove the diffusive limit, i.e. Theorem 1.1; in Section 3, we prove the regularity estimates of the ǫ-Milne
problem with geometric correction; finally, in Section 4, we prove the estimate of remainder equation, which
constitutes the major upshot of this paper.
2. Asymptotic Analysis
In this section, we will present the construction of the interior solution, initial layer, and boundary layer.
Also, we will show the diffusive limit as ǫ→ 0.
2.1. Interior Expansion. We define the interior expansion as follows:
U(t, ~x, ~w) ∼
2∑
k=0
ǫkUk(t, ~x, ~w), (2.1)
where Uk can be defined by comparing the order of ǫ via plugging (2.1) into the equation (1.1). Thus, we
have
U0 − U¯0 = 0, (2.2)
U1 − U¯1 = − ~w · ∇xU0, (2.3)
U2 − U¯2 = − ∂tU0 − ~w · ∇xU1. (2.4)
Plugging (2.2) into (2.3), we obtain
U1 = U¯1 − ~w · ∇xU¯0. (2.5)
Plugging (2.5) into (2.4), we get
U2 − U¯2 = − ∂tU0 − ~w · ∇x(U¯1 − ~w · ∇xU¯0) (2.6)
= − ∂tU0 − ~w · ∇xU¯1 + w
2
1∂x1x1 U¯0 + w
2
2∂x2x2U¯0 + 2w1w2∂x1x2U¯0.
Integrating (2.6) over ~w ∈ S1 and using the symmetry, we achieve the final form
∂tU¯0 −
1
2
∆xU¯0 = 0, (2.7)
which further implies that U0(t, ~x) satisfies the equation

U0 = U¯0,
∂tU¯0 −
1
2
∆xU¯0 = 0.
(2.8)
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Similarly, we can derive that Uk(t, ~x, ~w) for k = 1, 2 satisfies

Uk = U¯k − ~w · ∇xUk−1,
∂tU¯k −
1
2
∆xU¯k = 0,
(2.9)
Note that in order to determine Uk, we need to determine the initial condition and boundary condition.
2.2. Initial Layer Expansion. In order to determine the initial condition for Uk, we need to define the
initial layer expansion. Hence, we need a substitution:
Temporal Substitution:
We define the stretched variable σ by making the scaling transform for uǫ(t, ~x, ~w) → uǫ(σ, ~x, ~w) with
σ ∈ [0,∞) as
σ =
t
ǫ2
, (2.10)
which implies
∂uǫ
∂t
=
1
ǫ2
∂uǫ
∂σ
. (2.11)
In this new variable, equation (1.1) can be rewritten as

∂σu
ǫ + ǫ ~w · ∇xu
ǫ + uǫ − u¯ǫ = 0 for (σ, ~x, ~w) ∈ [0,∞)× Ω× S1,
uǫ(0, ~x, ~w) = h(~x, ~w) for (~x, ~w) ∈ Ω× S1,
uǫ(σ, ~x0, ~w) = P [u
ǫ](σ, ~x0) + g(σ, ~x0, ~w) for σ ∈ [0,∞), ~x0 ∈ ∂Ω, and ~w · ~ν < 0.
(2.12)
We define the initial layer expansion as follows:
U
I(σ, ~x, ~w) ∼ U I0 (σ, ~x, ~w) + ǫU
I
1 (σ, ~x, ~w), (2.13)
where U Ik can be determined by comparing the order of ǫ via plugging (2.13) into the equation (2.12). Thus,
we have
∂σU
I
0 + U
I
0 − U¯
I
0 = 0, (2.14)
∂σU
I
1 + U
I
1 − U¯
I
1 = − ~w · ∇xU
I
0 . (2.15)
Integrate (2.14) over ~w ∈ S1, we have
∂σU¯I,0 = 0. (2.16)
which further implies
U¯
I
0 (σ, ~x) = U¯
I
0 (0, ~x) for ∀σ ∈ [0,∞). (2.17)
Therefore, from (2.14), we can deduce
U
I
0 (σ, ~x, ~w) = e
−σ
U
I
0 (0, ~x, ~w) +
∫ σ
0
U¯I,0(s, ~x)e
s−σds (2.18)
= e−σU I0 (0, ~x, ~w) + (1− e
−σ)U¯ I0 (0, ~x).
This means that we have {
∂σU¯
I
0 = 0,
U I0 (σ, ~x, ~w) = e
−σU I0 (0, ~x, ~w) + (1− e
−σ)U¯ I0 (0, ~x).
(2.19)
Similarly, we can derive that U I1 (σ, ~x, ~w) satisfies

∂σU¯
I
1 = −
∫
S1
(
~w · ∇xU
I
0
)
d~w,
U I1 (σ, ~x, ~w) = e
−σU I1 (0, ~x, ~w) +
∫ σ
0
(
U¯
I
1 − ~w · ∇xU
I
0
)
(s, ~x, ~w)es−σds.
(2.20)
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2.3. Local Coordinate System. In order to describe the boundary layer effects, we need a local coordinate
system in a neighborhood of the boundary. Assume the Cartesian coordinate system is ~x = (x1, x2). Using
polar coordinates system (r, θ) ∈ [0,∞)× [−π, π) and choosing the pole in Ω, we assume ∂Ω is{
x1 = r(θ) cos θ,
x2 = r(θ) sin θ,
(2.21)
where r(θ) > 0 is a given function. Our local coordinate system is similar to the polar coordinate system,
but varies to satisfy the specific requirement.
In the domain near the boundary, for each θ, we have the outward unit normal vector
~ν =
(
r(θ) cos θ + r′(θ) sin θ√
r(θ)2 + r′(θ)2
,
r(θ) sin θ − r′(θ) cos θ√
r(θ)2 + r′(θ)2
)
. (2.22)
We can determine each point on this normal line by θ and its distance µ to the boundary point
(
r(θ) cos θ, r(θ) sin θ
)
as follows: 

x1 = r(θ) cos θ + µ
−r(θ) cos θ − r′(θ) sin θ√
r(θ)2 + r′(θ)2
,
x2 = r(θ) sin θ + µ
−r(θ) sin θ + r′(θ) cos θ√
r(θ)2 + r′(θ)2
,
(2.23)
where r′(θ) =
dr
dθ
. It is easy to see that µ = 0 denotes the boundary ∂Ω and µ > 0 denotes the interior of Ω.
A direct computation using chain rule (see [5] for more details) implies
∂θ
∂x1
=
MP
P 3 +Qµ
,
∂µ
∂x1
= −
N
P
, (2.24)
∂θ
∂x2
=
NP
P 3 +Qµ
,
∂µ
∂x2
=
M
P
, (2.25)
where
P = (r2 + r′2)
1
2 , (2.26)
Q = rr′′ − r2 − 2r′2, (2.27)
M = − r sin θ + r′ cos θ, (2.28)
N = r cos θ + r′ sin θ. (2.29)
Also, the Jacobian of the transform (x1, x2)→ (µ, θ) is
J = (r2 + (r′)2)1/2 + µ
rr′′ − r2 − 2r′2
(r2 + r′2)
. (2.30)
Note for smooth convex domains, the curvature
κ(θ) =
r2 + 2r′2 − rr′′
(r2 + r′2)
3
2
, (2.31)
and radius of curvature
Rκ(θ) =
1
κ(θ)
=
(r2 + r′2)
3
2
r2 + 2r′2 − rr′′
. (2.32)
In order for the transform is bijective, we require the Jacobian J > 0. Then it implies that 0 ≤ µ < Rκ(θ),
which is the maximum extension of the valid domain for local coordinate system. Since we will only use this
coordinate system for the domain near the boundary, the above analysis reveals that as long as the largest
curvature of the boundary is strictly positive and finite, which is naturally satisfied in a smooth convex
domain, we can take the transform as valid for area of 0 ≤ µ < minθ Rκ(θ) = Rmin. For the unit plate, we
have Rκ = 1 and the transform is valid for all the points in the plate except the center.
We define substitutions as follows:
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Substitution 1:
Let uǫ(t, x1, x2, ~w)→ u
ǫ(t, µ, θ, ~w) with (t, µ, θ, ~w) ∈ [0,∞)× [0, Rmin)× [−π, π)× S
1 as

x1 = r(θ) cos θ + µ
−r(θ) cos θ − r′(θ) sin θ√
r(θ)2 + r′(θ)2
,
x2 = r(θ) sin θ + µ
−r(θ) sin θ + r′(θ) cos θ√
r(θ)2 + r′(θ)2
,
(2.33)
and then the equation (1.1) is transformed into

ǫ2∂tu
ǫ + ǫ
(
w1
−r cos θ − r′ sin θ
(r2 + r′2)
1
2
+ w2
−r sin θ + r′ cos θ
(r2 + r′2)
1
2
)
∂uǫ
∂µ
+ǫ
(
w1
−r sin θ + r′ cos θ
(r2 + r′2)(1 − κµ)
+ w2
r cos θ + r′ sin θ
(r2 + r′2)(1 − κµ)
)
∂uǫ
∂θ
+ uǫ − u¯ǫ = 0,
uǫ(0, µ, θ, ~w) = h(µ, θ, ~w)
uǫ(t, 0, θ, ~w) = P [uǫ](t, 0, θ) + ǫg(t, θ, ~w) for ~w · ~ν < 0,
(2.34)
where
~w · ~ν = w1
−r cos θ − r′ sin θ
(r2 + r′2)
1
2
+ w2
−r sin θ + r′ cos θ
(r2 + r′2)
1
2
, (2.35)
and
P [uǫ](t, 0, θ) =
1
2
∫
~w·~ν>0
uǫ(t, 0, θ, ~w)(~w · ~ν)d~w. (2.36)
Noting the fact that(
M
P
)2
+
(
N
P
)2
=
(
−r cos θ − r′ sin θ
(r2 + r′2)
1
2
)2
+
(
−r sin θ + r′ cos θ
(r2 + r′2)
1
2
)2
= 1, (2.37)
we can further simplify (2.34).
Substitution 2:
Let uǫ(t, µ, θ, ~w)→ uǫ(t, µ, τ, ~w) with (t, µ, τ, ~w) ∈ [0,∞)× [0, Rmin)× [−π, π)× S
1 as

sin τ =
r sin θ − r′ cos θ
(r2 + r′2)
1
2
,
cos τ =
r cos θ + r′ sin θ
(r2 + r′2)
1
2
,
(2.38)
which implies
dτ
dθ
= κ(r2 + r′2)
1
2 > 0, (2.39)
and then the equation (1.1) is transformed into

ǫ2∂tu
ǫ − ǫ (w1 cos τ + w2 sin τ)
∂uǫ
∂µ
−
ǫ
Rκ − µ
(w1 sin τ − w2 cos τ)
∂uǫ
∂τ
+ uǫ − u¯ǫ = 0,
uǫ(0, µ, τ, ~w) = h(µ, τ, ~w)
uǫ(t, 0, τ, ~w) = P [uǫ](t, 0, τ) + ǫg(t, τ, ~w) for w1 cos τ + w2 sin τ < 0,
(2.40)
where
P [uǫ](t, 0, τ) =
1
2
∫
w1 cos τ+w2 sin τ>0
uǫ(t, 0, τ, ~w)(~w · ~ν)d~w. (2.41)
Since τ denotes the angle of normal vector, the domain of τ is the same as θ, i.e. [−π, π).
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2.4. Boundary Layer Expansion with Geometric Correction. Using the idea in [23] and [5], in order
to define boundary layer, we need several more substitutions:
Substitution 3:
We further make the scaling transform for uǫ(t, µ, τ, ~w)→ uǫ(t, η, τ, ~w) with (t, η, τ, ~w) ∈ [0,∞)×[0, Rminǫ
−1)×
[−π, π)× S1 as
η =
µ
ǫ
, (2.42)
which implies
∂uǫ
∂µ
=
1
ǫ
∂uǫ
∂η
. (2.43)
Then equation (1.1) is transformed into

ǫ2∂tu
ǫ −
(
w1 cos τ + w2 sin τ
)
∂uǫ
∂η
−
ǫ
Rκ − ǫη
(
w1 sin τ − w2 cos τ
)
∂uǫ
∂τ
+ uǫ − u¯ǫ = 0,
uǫ(0, η, τ, ~w) = h(η, τ, ~w)
uǫ(t, 0, τ, ~w) = P [uǫ](t, 0, τ) + ǫg(t, τ, ~w) for w1 cos τ + w2 sin τ < 0,
(2.44)
where
P [uǫ](t, 0, τ) =
1
2
∫
w1 cos τ+w2 sin τ>0
uǫ(t, 0, τ, ~w)(~w · ~ν)d~w. (2.45)
Substitution 4:
Define the velocity substitution for uǫ(t, η, τ, ~w) → uǫ(t, η, τ, ξ) with (t, η, τ, ξ) ∈ [0,∞) × [0, Rminǫ
−1) ×
[−π, π)× [−π, π) as {
w1 = − sin ξ
w2 = − cos ξ
(2.46)
We have the succinct form

ǫ2∂tu
ǫ + sin(τ + ξ)
∂uǫ
∂η
−
ǫ
Rκ − ǫξ
cos(τ + ξ)
∂uǫ
∂τ
+ uǫ − u¯ǫ = 0,
uǫ(0, η, τ, ξ) = h(η, τ, ξ)
uǫ(t, 0, τ, ξ) = P [uǫ](t, 0, τ) + ǫg(t, τ, ξ), for sin(τ + ξ) > 0,
(2.47)
where
P [uǫ](t, 0, τ) = −
1
2
∫
sin(τ+ξ)<0
uǫ(t, 0, τ, ξ) sin(τ + ξ)dξ. (2.48)
Substitution 5:
Finally, we make the substitution for uǫ(t, η, τ, ξ) → uǫ(t, η, τ, φ) with (t, η, τ, φ) ∈ [0,∞) × [0, Rminǫ
−1) ×
[−π, π)× [−π, π) as
φ = τ + ξ, (2.49)
and achieve the form

ǫ2∂tu
ǫ + sinφ
∂uǫ
∂η
−
ǫ
Rκ − ǫη
cosφ
(
∂uǫ
∂φ
+
∂uǫ
∂τ
)
+ uǫ − u¯ǫ = 0
uǫ(0, η, τ, φ) = h(η, τ, φ)
uǫ(t, 0, τ, φ) = Puǫ(t, 0, τ) + ǫg(t, τ, φ) for sinφ > 0,
(2.50)
where
P [uǫ](t, 0, τ) = −
1
2
∫
sinφ<0
uǫ(t, 0, τ, φ) sinφdφ. (2.51)
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We define the boundary layer solution expansion as follows:
U
B(t, η, τ, φ) = U B0 (t, η, τ, φ) + ǫU
B
1 (t, η, τ, φ) (2.52)
where U Bk can be defined by comparing the order of ǫ via plugging (2.52) into the equation (2.50). Thus, in
a neighborhood of the boundary, we have
sinφ
∂U B0
∂η
−
ǫ
Rκ − ǫη
cosφ
∂U B0
∂φ
+ U B0 − U¯
B
0 = 0, (2.53)
sinφ
∂U B1
∂η
−
ǫ
Rκ − ǫη
cosφ
∂U B1
∂φ
+ U B1 − U¯
B
1 =
1
Rκ − ǫη
cosφ
∂U B0
∂τ
, (2.54)
where
U¯
B
k (t, η, τ) =
1
2π
∫ π
−π
U
B
k (t, η, τ, φ)dφ. (2.55)
2.5. Initial-Boundary Layer Expansion. Above construction of initial layer and boundary layer yields
an interesting fact that at the corner point (t, ~x) = (0, ~x0) for ~x0 ∈ ∂Ω, the initial layer starting from
this point has a contribution on the boundary data, and the boundary layer starting from this point has
a contribution on the initial data. Therefore, we have to find some additional functions to compensate for
these effects.
The classical theory of asymptotic analysis requires the so-called initial-boundary layer, where the tem-
poral scaling and spacial rescaling should be used simultaneously.
Fortunately, the initial and boundary data satisfy the compatibility condition
h(~x0, ~w) = P [h](~x0) + ǫg(0, ~x0, ~w) for ~x0 ∈ ∂Ω and ~w · ~ν < 0. (2.56)
Since 0 < ǫ << 1 can be arbitrary, comparing the order of ǫ, we must have
h(~x0, ~w) = P [h](~x0), (2.57)
g(0, ~x0, ~w) = 0, (2.58)
for ~x0 ∈ ∂Ω and ~w ·~ν < 0, which further implies that u
ǫ(0, ~x0, ~w) = h(~x0, ~w) = C(~x0) is a constant that only
depends on ~x0.
On the other hand, in the half-space ~w · ~ν < 0 at (0, ~x0, ~w), the equation
ǫ2∂tu
ǫ + ǫ ~w · ∇xu
ǫ + uǫ − u¯ǫ = 0, (2.59)
is valid, which implies
ǫ3∂tg(0, ~x0, ~w) + ǫ ~w · ∇xh(~x0, ~w) + h(~x0, ~w)− h¯(~x0) = 0. (2.60)
Since 0 < ǫ << 1 can be arbitrary, we must have for ~w · ~n < 0,
∂tg(0, ~x0, ~w) = 0, (2.61)
~w · ∇xh(~x0, ~w) = 0, (2.62)
h(~x0, ~w)− h¯(~x0) = 0. (2.63)
The above relations imply the improved compatibility condition
h(~x0, ~w) = P [h](~x0) = h¯(~x0), and g(0, ~x0, ~w) = 0, for ~w · ~n < 0. (2.64)
This fact is of great importance in the following analysis.
Then it is easy to check that the leading-order boundary layer must be zero, i.e.
U
B
0 (0, η, τ, φ) = 0. (2.65)
The leading-order initial layer is zero for ~w · ~ν < 0, but is not necessarily zero for ~w · ~ν > 0. However, above
improved compatibility condition implies that
U
I
0 (σ, ~x0, ~w) = P [U
I
0 ](σ, ~x0), (2.66)
which means that it has no effect on the remainder. Therefore, the leading-order initial-boundary layer is
absent.
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2.6. Construction of Asymptotic Expansion. The bridge between the interior solution, the initial layer,
and the boundary layer, is the initial and boundary condition of equation (1.1). To avoid the introduction
of higher order initial-boundary layer, we only require the zeroth-order expansion of initial and first order
expansion of boundary data be satisfied, i.e. we have
U0(0, ~x, ~w) + U
I
0 (0, ~x, ~w) = h(~x, ~w), (2.67)
U0(t, ~x0, ~w) + U
B
0 (t, τ, φ) = P [U0(t, ~x0, ~w) + U
B
0 (t, τ, φ)], (2.68)
U1(t, ~x0, ~w) + U
B
1 (t, τ, φ) = P [U1(t, ~x0, ~w) + U
B
1 (t, τ, φ)] + g(t, τ, φ). (2.69)
Note the fact that U¯k = P [U¯k], we can simplify above:
U0(0, ~x, ~w) + U
I
0 (0, ~x, ~w) = h(~x, ~w), (2.70)
U
B
0 (t, τ, φ)− P [U
B
0 (t, τ, φ)] = 0, (2.71)
U
B
1 (t, τ, φ)− P [U
B
1 (t, τ, φ)] =
(
~w · U0 − P [~w · U0]
)
(t, ~x0, ~w) + g(t, τ, φ). (2.72)
The construction of Uk, U
I
k and U
B
k are as follows:
Step 0: Preliminaries.
Assume the cut-off function Υ ∈ C∞[0,∞) is defined as
Υ(µ) =


1 0 ≤ µ ≤
1
4
R,
0
1
2
R ≤ µ ≤ ∞.
(2.73)
where
Rmin = min
τ
Rκ(τ). (2.74)
Also, we define the force as
F (η, τ) = −
ǫ
Rκ(τ)− ǫη
, (2.75)
in the boundary layer length L = Rminǫ
− 12 . The reflexive boundary is
R[φ] = −φ. (2.76)
Step 1: Construction of U B0 .
Define the zeroth-order boundary layer as

U B0 (t, η, τ, φ) = Υ(ǫ
1
2 η)
(
f0(t, η, τ, φ) − f0,L(t, τ)
)
,
sinφ
∂f0
∂η
+ F (η, τ) cosφ
∂f0
∂φ
+ f0 − f¯0 = 0,
f0(t, 0, τ, φ) = P [f0](t, 0, τ) for sinφ > 0,
f0(t, L, τ, φ) = f0(t, L, τ,R[φ]),
(2.77)
with the normalization condition
P [f0](t, 0, τ) = 0. (2.78)
By Theorem 3.3, U B0 is well-defined and
f0,L(t, τ) =
1
π
∫ π
−π
f(t, L, τ, φ) sin2 φdφ. (2.79)
It is obvious to see f0 = f0,L = 0 is the only solution.
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Step 2: Construction of U I0 .
Define the zeroth-order initial layer as

U I0 (σ, ~x, ~w) = F0(σ, ~x, ~w)−F0(∞, ~x)
∂σF¯0 = 0,
F0(σ, ~x, ~w) = e
−σF0(0, ~x, ~w) + (1 − e
−σ)F¯0(0, ~x),
F0(0, ~x, ~w) = h(~x, ~w),
limσ→∞F0(σ, ~x, ~w) = F0(∞, ~x).
(2.80)
We may directly solve that F0(∞, ~x) = F¯0(0, ~x) =
1
2π
∫
S1
h(~x, ~w)d~w. Hence, we know U I0 (σ, ~x, ~w) =
e−σ
(
h(~x, ~w)−
1
2π
∫
S1
h(~x, ~w)d~w
)
. It is easy to see that U I0 ∈ L
∞ is well-posed and can be explicitly solved.
Step 3: Construction of U B1 and U0.
Define the first-order boundary layer as

U1(t, η, τ, φ) = Υ(ǫ
1
2 η)
(
f1(t, η, τ, φ) − f1,L(t, τ)
)
,
sinφ
∂f1
∂η
+ F (η, τ) cosφ
∂f1
∂φ
+ f1 − f¯1 =
1
Rκ − ǫη
cosφ
∂U0
∂τ
,
f1(t, 0, τ, φ) = P [f1](t, 0, τ) + g1(t, τ, φ) for sinφ > 0,
f1(t, L, τ, φ) = f1(t, L, τ,R[φ]),
(2.81)
with the normalization condition
P [f1](t, 0, τ) = 0, (2.82)
and
g1(t, τ, φ) =
(
~w · ∇xU0(t, ~x0)− P [~w · ∇xU0](t, ~x0)
)
+ g(t, τ, φ), (2.83)
where ~x0 is the same boundary point as (0, τ) and
~w = (− sin(φ − τ),− cos(φ− τ)), (2.84)
~ν = (cos τ, sin τ). (2.85)
To solve (2.81), we require the compatibility condition (3.10) for the boundary data∫
sinφ>0
(
g(t, τ, φ) + ~w · ∇xU0(t, ~x0)− P [~w · ∇xU0](t, ~x0)
)
sinφdφ = 0. (2.86)
Note the fact ∫
sinφ>0
(
~w · ∇xU0(t, ~x0)− P [~w · ∇xU0](t, ~x0)
)
sinφdφ (2.87)
=
∫
sinφ>0
(
~w · ∇xU0(t, ~x0)
)
sinφdφ − 2P [~w · ∇xU0](t, ~x0)
=
∫
sinφ>0
(
~w · ∇xU0(t, ~x0)
)
sinφdφ +
∫
sinφ<0
(
~w · ∇xU0(t, ~x0)
)
sinφdφ
=
∫ π
−π
(
~w · ∇xU0(t, ~x0)
)
sinφdφ
= − π∇xU¯0(t, ~x0) · ~ν = −π
∂U¯0(t, ~x0)
∂~ν
.
We can simplify the compatibility condition as follows:∫
sinφ>0
g(t, τ, φ) sinφdφ − π
∂U¯0(t, ~x0)
∂~ν
= 0. (2.88)
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Then we have
∂U¯0(t, ~x0)
∂~ν
=
1
π
∫
sinφ>0
g(t, τ, φ) sinφdφ. (2.89)
Hence, we define the zeroth-order interior solution U0(t, ~x, ~w) as

∂tU0 −
1
2
∆xU0 = 0 for (t, ~x) ∈ [0,∞)× Ω,
U0(0, ~x) =
1
2π
∫
S1
h(~x, ~w)d~w for ~x ∈ Ω,
∂U0
∂~ν
(t, ~x0) = −
1
π
∫
~w·~ν<0
g(t, ~x0, ~w)(~w · ~ν)d~w for (t, ~x0) ∈ [0,∞)× ∂Ω.
(2.90)
Step 4: Construction of U I1 .
Define the first-order initial layer as

U I1 (σ, ~x, ~w) = F1(σ, ~x, ~w)−F1(∞, ~x)
∂σF¯1 = −
∫
S1
(
~w · ∇xU
I
0
)
d~w,
F1(σ, ~x, ~w) = e
−σF1(0, ~x, ~w) +
∫ σ
0
(
F¯1 − ~w · ∇xU
I
0
)
(s, ~x, ~w)es−σds,
F1(0, ~x, ~w) = ~w · ∇xU0(0, ~x, ~w),
limσ→∞ F1(σ, ~x, ~w) = F1(∞, ~x).
(2.91)
This a first-order linear ordinary differential equation and we can easily see that U I1 ∈ L
∞ is well-posed.
Step 5: Construction of U1.
We define the first-order interior solution U1(t, ~x, ~w) as

U1 = U¯1 − ~w · ∇xU0 for (t, ~x, ~w) ∈ [0,∞)× Ω× S
1,
∂tU¯1 −
1
2
∆xU¯1 = 0 for (t, ~x) ∈ [0,∞)× Ω,
U¯1(0, ~x) = 0 for ~x ∈ Ω,
∂U¯1
∂~ν
= 0 for (t, ~x) ∈ [0,∞)× ∂Ω.
(2.92)
Note that here we only require the trivial initial and boundary condition since we cannot resort to the com-
patibility condition in ǫ-Milne problem with geometric correction. Based on [23], this might lead to O(ǫ2)
error to the approximation. Since we focus on the leading-order terms, this error is acceptable.
Step 6: Construction of U2.
By a similar fashion, we define the second order interior solution U2(t, ~x, ~w) as

U2 = U¯2 − ~w · ∇xU1 for (t, ~x, ~w) ∈ [0,∞)× Ω× S
1,
∂tU¯2 −
1
2
∆xU¯2 = 0 for (t, ~x) ∈ [0,∞)× Ω,
U¯2(0, ~x) = 0 for ~x ∈ Ω,
∂U¯2
∂~ν
= 0 for (t, ~x) ∈ [0,∞)× ∂Ω.
(2.93)
Similar to U1 case, here we only require the trivial initial and boundary condition. Based on [23], this might
lead to O(ǫ3) error to the approximation. Since we focus on the leading-order terms, this error is acceptable.
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2.7. Diffusive Limit.
Theorem 2.1. Assume g(t, ~x0, ~w) ∈ C
2([0,∞)× Γ−) and h(~x, ~w) ∈ C2(Ω× S1). Also, there exists K0 > 0
such that eK0tg(t, ~x0, ~w) ∈ L
∞([0,∞) × Γ−). Then the unsteady neutron transport equation (1.1) has a
unique solution uǫ(t, ~x, ~w) ∈ L∞([0,∞)× Ω× S1) satisfying for some 0 < K ≤ K0,∥∥∥eKt(uǫ − U0 −UI,0 −UB,0)∥∥∥
L∞([0,∞)×Ω×S1)
≤ Cǫ
1
2 , (2.94)
where the interior solution U0 is defined in (2.90), the initial layer U
I
0 is defined in (2.80), and the boundary
layer U B0 is defined in (2.77).
Proof. We can divide the proof into several steps:
Step 1: Well-posedness.
Based on Theorem 4.9, we directly obtain that there exists a unique solution uǫ(t, ~x, ~w) ∈ L∞([0,∞)×Ω×S1)
and satisfies
‖uǫ‖L∞([0,∞)×Ω×S1) (2.95)
≤ C
(
1
ǫ
m−1
2m−1
‖h‖L2m(Ω×S1) +
1
ǫ
1
2−
9m−4
2m(2m−1)
‖h‖L2(Ω×S1) + ‖h‖L∞(Ω×S1)
+
1
ǫ
1
m
‖g‖Lm([0,∞)×Γ+) +
1
ǫ
3
2−
9m−4
2m(2m−1)
‖g‖L2([0,∞)×Γ−) + ‖g‖L∞([0,∞)×Γ−)
)
.
for any integer m > 2. However, this estimate is not uniform in ǫ, so we resort to the expansions.
Step 2: Remainder definitions.
We may rewrite the asymptotic expansion as follows:
uǫ ∼
2∑
k=0
ǫkUk +
1∑
k=0
ǫkU Ik +
1∑
k=0
ǫkU Bk . (2.96)
The remainder can be defined as
R = uǫ −
2∑
k=0
ǫkUk −
1∑
k=0
ǫkU Ik −
1∑
k=0
ǫkU Bk = u
ǫ −Q−QI −QB, (2.97)
where
Q =
2∑
k=0
ǫkUk, (2.98)
Q
I =
1∑
k=0
ǫkU Ik , (2.99)
Q
B =
1∑
k=0
ǫkU Bk . (2.100)
Noting the equation (1.1) is equivalent to the equations (2.12) and (2.50), we write L to denote the neutron
transport operator as follows:
Lu = ǫ2∂tu+ ǫ ~w · ∇xu+ u− u¯ (2.101)
= ∂σu+ ǫ ~w · ∇xu+ u− u¯
= ǫ2
∂u
∂t
+ sinφ
∂u
∂η
−
ǫ
Rκ − ǫη
cosφ
(
∂u
∂φ
+
∂u
∂τ
)
+ u− u¯.
Step 3: Estimates of L[Q].
The interior contribution can be estimated as
L[Q] = ǫ2∂tQ+ ǫ ~w · ∇xQ +Q− Q¯ = ǫ
3∂tU1 + ǫ
4∂tU2 + ǫ
3 ~w · ∇xU2. (2.102)
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We have
∣∣ǫ3∂tU1∣∣ ≤ Cǫ3, (2.103)∣∣ǫ4∂tU2∣∣ ≤ Cǫ4, (2.104)∣∣ǫ3 ~w · ∇xU2∣∣ ≤ Cǫ3 |∇xU2| ≤ Cǫ3. (2.105)
This implies
‖L[Q]‖L2([0,∞)×Ω×S1) ≤ Cǫ
3, (2.106)
‖L[Q]‖
L
2m
2m−1 ([0,∞)×Ω×S1)
≤ Cǫ3, (2.107)
‖L[Q]‖L∞([0,∞)×Ω×S1) ≤ Cǫ
3. (2.108)
Step 4: Estimates of LQI .
The initial layer contribution can be estimated as
LQI = ∂τQI + ǫ ~w · ∇xQI + QI − Q¯I = ǫ
2∇xU
I
1 . (2.109)
It is easy to check that
∥∥ǫ2∇xU I1 ∥∥L∞([0,∞)×Ω×S1) ≤ Cǫ2. (2.110)
Note that U I1 decays exponentially in time and the scaling σ =
t
ǫ2
, we have
∥∥ǫ2∇xU I1 ∥∥L2([0,∞)×Ω×S1) = ǫ2
(∫ ∞
0
∫
Ω×S1
(∇xU1)
2(σ, ~x, ~w)d~xd~wdt
) 1
2
(2.111)
≤ Cǫ2
(∫ ∞
0
e−σdt
) 1
2
= Cǫ3
(∫ ∞
0
e−σdσ
) 1
2
≤ Cǫ3.
Similarly, we can show that
∥∥ǫ2∇xU I1 ∥∥L 2m2m−1 ([0,∞)×Ω×S1) ≤ Cǫ4− 1m . (2.112)
In total, we know
‖LQI‖L2([0,∞)×Ω×S1) ≤ Cǫ
3, (2.113)
‖L[QI ]‖
L
2m
2m−1 ([0,∞)×Ω×S1)
≤ Cǫ4−
1
m , (2.114)
‖LQI‖L∞([0,∞)×Ω×S1) ≤ Cǫ
2. (2.115)
Step 5: Estimates of LQB .
Since U B0 = 0, we only need to estimate U
B
1 = (f1 − f1,L) · Υ = V Υ where f1(η, τ, φ) solves the ǫ-Milne
problem with geometric correction and V = f1 − f1,L. Hence, the boundary layer contribution can be
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estimated as
L[QB] (2.116)
= ǫ3∂tU
B
1 + sinφ
∂(ǫU B1 )
∂η
−
ǫ
Rκ − ǫη
cosφ
(
∂(ǫU B1 )
∂φ
+
∂(ǫU B1 )
∂τ
)
+ ǫU B1 − ǫU¯
B
1
= ǫ3∂tU
B
1 + ǫ
(
sinφ
(
Υ
∂V
∂η
+ V
∂Υ
∂η
)
−
Υǫ
Rκ − ǫη
cosφ
(
∂V
∂φ
+
∂V
∂τ
)
+ΥV −ΥV¯
)
= ǫ3∂tU
B
1 + ǫΥ
(
sinφ
∂V
∂η
−
ǫ
Rκ − ǫη
cosφ
∂V
∂φ
+ V − V¯
)
+ ǫ
(
sinφ
∂Υ
∂η
V −
Υǫ
Rκ − ǫη
cosφ
∂V
∂τ
)
= ǫ3∂tU
B
1 + ǫ
(
sinφ
∂Υ
∂η
V −
Υǫ
Rκ − ǫη
cosφ
∂V
∂τ
)
.
We may directly bound the first term∥∥ǫ3∂tU B1 ∥∥L∞([0,∞)×Ω×S1) ≤ Cǫ3. (2.117)
Since Υ = 1 when η ≤
Rmin
4ǫ
1
2
, the effective region of ∂ηΥ is η ≥
Rmin
4ǫ
1
2
which is further and further from the
origin as ǫ→ 0. By Theorem 3.4, the second term in (2.116) can be controlled as∥∥∥∥ǫ sinφ∂Υ∂η V
∥∥∥∥
L∞([0,∞)×Ω×S1)
≤ Ce
−
K0
ǫ
1
2 ≤ Cǫ3. (2.118)
For the third term in (2.116), by Theorem 3.5, we have∥∥∥∥− Υǫ2Rκ − ǫη cosφ
∂V
∂τ
∥∥∥∥
L∞([0,∞)×Ω×S1)
≤ Cǫ2
∥∥∥∥∂V∂τ
∥∥∥∥
L∞([0,∞)×Ω×S1)
≤ Cǫ2 |ln ǫ|
8
. (2.119)
Also, the exponential decay of
∂V
∂τ
by Theorem 3.5 and the rescaling η =
µ
ǫ
implies
∥∥∥∥− Υǫ2Rκ − ǫη cosφ
∂V
∂τ
∥∥∥∥
L2([0,∞)×Ω×S1)
≤ ǫ2
∥∥∥∥∂V∂τ
∥∥∥∥
L2([0,∞)×Ω×S1)
(2.120)
≤ ǫ2
(∫ ∞
0
∫ π
−π
∫ Rmin
0
(Rmin − µ)
∥∥∥∥∂V∂τ (t, µ, τ)
∥∥∥∥
2
L∞
dµdτdt
)1/2
≤ ǫ
5
2
(∫ ∞
0
∫ π
−π
∫ Rminǫ−1
0
(Rmin − ǫη)
∥∥∥∥∂V∂τ (η, τ)
∥∥∥∥
2
L∞
dηdτdt
)1/2
≤ Cǫ
5
2
(∫ ∞
0
∫ π
−π
∫ Rminǫ−1
0
e−Kte−2Kη |ln(ǫ)|
16
dηdτdt
)1/2
≤ Cǫ
5
2 |ln(ǫ)|8 .
Similarly, we have ∥∥∥∥− Υǫ2Rκ − ǫη cosφ
∂V
∂τ
∥∥∥∥
L
2m
2m−1 ([0,∞)×Ω×S1)
≤ Cǫ3−
1
2m |ln(ǫ)|
8
. (2.121)
In total, we have
‖L[QB ]‖L2([0,∞)×Ω×S1) ≤ Cǫ
5
2 |ln ǫ|8 , (2.122)
‖L[QB ]‖
L
2m
2m−1 ([0,∞)×Ω×S1)
≤ Cǫ3−
1
2m |ln ǫ|8 , (2.123)
‖L[QB ]‖L∞([0,∞)×Ω×S1) ≤ Cǫ
2 |ln ǫ|
8
. (2.124)
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Step 6: Diffusive Limit.
In summary, since L[uǫ] = 0, collecting estimates in Step 2, Step 3 and Step 4, we can prove
‖L[R]‖L2([0,∞)×Ω×S1) ≤ Cǫ
5
2 |ln ǫ|
8
, (2.125)
‖L[R]‖
L
2m
2m−1 ([0,∞)×Ω×S1)
≤ Cǫ3−
1
2m |ln ǫ|
8
, (2.126)
‖L[R]‖L∞([0,∞)×Ω×S1) ≤ Cǫ
2 |ln ǫ|
8
. (2.127)
Also, noting that U I0 (σ, ~x0, ~w) = P [U
I
0 ](σ, ~x0), based on our construction, at boundary ∂Ω, it is easy to see
R− P [R] = −ǫ2
(
~w · ∇xU1 − P [~w · ∇xU1]
)
− ǫ
(
U
I
1 − P [U
I
1 ]
)
, (2.128)
which, using the rescaling σ =
t
ǫ2
, further implies
‖R− P [R]‖L2([0,∞)×Γ−) ≤ Cǫ
2, (2.129)
‖R− P [R]‖Lm([0,∞)×Γ−) ≤ Cǫ
1+ 2
m , (2.130)
‖R − P [R]‖L∞([0,∞)×Γ−) ≤ Cǫ. (2.131)
On the other hand, at t = 0, we have
R0(~x, ~w) = R(0, ~x, ~w) = −ǫU
B
1 (0, η, τ, φ)− ǫ
2U2(0, ~x, ~w), (2.132)
which, using the rescaling η =
µ
ǫ
, further implies
‖R0‖L2(Ω×S1) ≤ Cǫ
3
2 , (2.133)
‖R0‖L2m(Ω×S1) ≤ Cǫ
1+ 12m , (2.134)
‖R0‖L∞(Ω×S1) ≤ Cǫ. (2.135)
Therefore, the remainder R satisfies the equation

ǫ2∂tR+ ǫ ~w · ∇xR+R− R¯ = L[R] for (t, ~x, ~w) ∈ [0,∞)× Ω× S
1,
R(0, ~x, ~w) = R0(~x, ~w) for (~x, ~w) ∈ Ω× S
1
(R − P [R])(t, ~x0, ~w) = (R− P [R])(t, ~x0, ~w) for t ∈ [0,∞), ~x0 ∈ ∂Ω, and ~w · ~ν < 0.
(2.136)
By Theorem 4.9, we have for integer m ≥ 2,
‖R‖L∞([0,∞)×Ω×S1) (2.137)
≤ C
(
1
ǫ
5
2−
9m−4
2m(2m−1)
‖L[R]‖
L
2m
2m−1 ([0,∞)×Ω×S1)
+
1
ǫ
3
2−
9m−4
2m(2m−1)
‖L[R]‖L2([0,∞)×Ω×S1) + ‖L[R]‖L∞([0,∞)×Ω×S1)
+
1
ǫ
m−1
2m−1
‖R0‖L2m(Ω×S1) +
1
ǫ
1
2−
9m−4
2m(2m−1)
‖R0‖L2(Ω×S1) + ‖R0‖L∞(Ω×S1)
+
1
ǫ
1
m
‖R− P [R]‖Lm([0,∞)×Γ+) +
1
ǫ
3
2−
9m−4
2m(2m−1)
‖R− P [R]‖L2([0,∞)×Γ−) + ‖R− P [R]‖L∞([0,∞)×Γ−)
)
≤ C
(
ǫ3−
1
2m |ln ǫ|8
ǫ
5
2−
9m−4
2m(2m−1)
+
ǫ
5
2 |ln ǫ|8
ǫ
3
2−
9m−4
2m(2m−1)
+ ǫ2 |ln ǫ|8 +
ǫ1+
1
2m
ǫ
m−1
2m−1
+
ǫ
3
2
ǫ
1
2−
9m−4
2m(2m−1)
+ ǫ+
ǫ1+
2
m
ǫ
1
m
+
ǫ2
ǫ
3
2−
9m−4
2m(2m−1)
+ ǫ
)
≤ Cmax
{
ǫ
1
2+
7m−3
2m(2m−1) |ln ǫ|
8
, ǫ
1
2+
3m−1
2m(2m−1)
}
≤ Cǫ
1
2 .
Since it is obvious that ∥∥ǫU1 + ǫ2U2 + ǫU I1 + ǫU B1 ∥∥L∞([0,∞)×Ω×S1) ≤ Cǫ, (2.138)
our result naturally follows. The exponential decay can be easily derived following a similar argument using
Theorem 4.10, since their estimates are almost the same. This completes the proof of our main theorem. 
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3. Regularity of ǫ-Milne Problem with Geometric Correction
We consider the ǫ-Milne problem with geometric correction for f ǫ(η, τ, φ) in the domain (η, τ, φ) ∈ [0, L]×
[−π, π)× [−π, π) where L = Rminǫ
− 12 as

sinφ
∂f ǫ
∂η
+ F (η, τ) cosφ
∂f ǫ
∂φ
+ f ǫ − f¯ ǫ = Sǫ(η, τ, φ),
f ǫ(0, τ, φ) = hǫ(τ, φ) + P [f ǫ](0, τ) for sinφ > 0,
f ǫ(L, τ, φ) = f ǫ(L, τ,R[φ]),
(3.1)
where R[φ] = −φ,
P [f ǫ](0, τ) = −
1
2
∫
sinφ<0
f ǫ(0, τ, φ) sinφdφ, (3.2)
and
F (η, τ) = −
ǫ
Rκ(τ)− ǫη
, (3.3)
Define a potential function V (η, τ) satisfying that ∂ηV = −F and V (0, τ) = 0. In this section, for conve-
nience, we temporarily ignore the superscript on ǫ. We define the norms in the space (η, φ) ∈ [0, L]× [−π, π)
as follows:
‖f(τ)‖L2L2 =
(∫ L
0
∫ π
−π
|f(η, τ, φ)|2 dφdη
)1/2
, (3.4)
‖f(τ)‖L∞L∞ = sup
(η,φ)∈[0,L]×[−π,π)
|f(η, τ, φ)| , (3.5)
Similarly, we can define the norm at in-flow boundary as
‖f(0, τ)‖L2 =
(∫
sinφ>0
|f(0, τ, φ)|
2
dφ
)1/2
, (3.6)
‖f(0, τ)‖L∞ = sup
sinφ>0
|f(0, τ, φ)| , (3.7)
We further assume
‖h(τ)‖L∞ +
∥∥∥∥∂h∂φ(τ)
∥∥∥∥
L∞
+
∥∥∥∥∂h∂τ (τ)
∥∥∥∥
L∞
≤ C, (3.8)
and ∥∥eK0ηS(τ)∥∥
L∞L∞
+
∥∥∥∥eK0η ∂S∂η (τ)
∥∥∥∥
L∞L∞
+
∥∥∥∥eK0η ∂S∂φ (τ)
∥∥∥∥
L∞L∞
+
∥∥∥∥eK0η ∂S∂τ (τ)
∥∥∥∥
L∞L∞
≤ C, (3.9)
for C > 0 and K0 > 0 uniform in ǫ and τ . In [5] and [23, Section 6], it has been proved that
Lemma 3.1. In order for the equation (3.1) to have a solution f(η, τ, φ) ∈ L∞([0, L]× [−π, π) × [−π, π)),
the boundary data h and the source term S must satisfy the compatibility condition∫
sinφ>0
h(τ, φ) sinφdφ +
∫ L
0
∫ π
−π
e−V (s)S(s, τ, φ)dφds = 0. (3.10)
In particular, if S = 0, then the compatibility condition reduces to∫
sinφ>0
h(τ, φ) sin φdφ = 0. (3.11)
It is easy to see if f is a solution to (3.1), then f + C is also a solution for any constant C. Hence, in
order to obtain a unique solution, we need a normalization condition
P [f ](0, τ) = 0. (3.12)
Hence, based on [5], we have the well-posedness and regularity results.
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Theorem 3.2. There exists a unique solution f(η, τ, φ) to the ǫ-Milne problem (3.1) with the normalization
condition (3.12) satisfying
‖f(η, τ, φ) − fL(τ)‖L2L2 ≤ C, (3.13)
for some fL ∈ R.
Theorem 3.3. The unique solution f(η, τ, φ) to the ǫ-Milne problem (3.1) with the normalization condition
(3.12) satisfies
‖f(η, τ, φ)− fL(τ)‖L∞L∞ ≤ C. (3.14)
Theorem 3.4. There exists K > 0 such that the solution f(η, τ, φ) to the ǫ-Milne problem (3.1) with the
normalization condition (3.12) satisfies∥∥∥∥eKη
(
f(η, τ, φ)− fL(τ)
)∥∥∥∥
L∞L∞
≤ C. (3.15)
Theorem 3.5. There exists K > 0 such that the solution f(η, τ, φ) to the ǫ-Milne problem (3.1) with the
normalization condition (3.12) satisfies∥∥∥∥eKη ∂(f − fL)∂τ (η, τ, φ)
∥∥∥∥
L∞L∞
≤ C |ln(ǫ)|
8
. (3.16)
4. Remainder Estimate
In this section, we consider the remainder equation for u(t, ~x, ~w) as

ǫ2∂tu+ ǫ ~w · ∇xu+ u− u¯ = f for (t, ~x, ~w) ∈ [0,∞)× Ω× S
1,
u(0, ~x, ~w) = h(~x, ~w) for (~x, ~w) ∈ Ω× S1
u(t, ~x0, ~w)− P [u](t, ~x0) = g(t, ~x0, ~w) for t ∈ [0,∞), ~x0 ∈ ∂Ω and ~w · ~ν < 0,
(4.1)
where
u¯(t, ~x) =
1
2π
∫
S1
u(t, ~x, ~w)d~w, (4.2)
P [u](t, ~x0) =
1
2
∫
~w·~ν>0
u(t, ~x0, ~w)(~w · ~ν)d~w, (4.3)
~ν is the outward unit normal vector, with the Knudsen number 0 < ǫ << 1. The initial and boundary data
satisfy the compatibility condition
h(~x0, ~w)− P [h](~x0) = g(0, ~x0, ~w) for ~x0 ∈ ∂Ω and ~w · ~ν < 0. (4.4)
We define the Lp norm with 1 ≤ p <∞ and L∞ norm in Ω× S1 as usual:
‖f‖Lp(Ω×S1) =
(∫
Ω
∫
S1
|f(~x, ~w)|p d~wd~x
)1/p
, (4.5)
‖f‖L∞(Ω×S1) = sup
(~x, ~w)∈Ω×S1
|f(~x, ~w)| . (4.6)
Define the Lp norm with 1 ≤ p <∞ and L∞ norm on the boundary as follows:
‖f‖Lp(Γ) =
(∫∫
Γ
|f(~x, ~w)|
p
|~w · ~ν| d~wd~x
)1/p
, (4.7)
‖f‖Lp(Γ±) =
(∫∫
Γ±
|f(~x, ~w)|
p
|~w · ~ν| d~wd~x
)1/p
, (4.8)
‖f‖L∞(Γ) = sup
(~x, ~w)∈Γ
|f(~x, ~w)| , (4.9)
‖f‖L∞(Γ±) = sup
(~x, ~w)∈Γ±
|f(~x, ~w)| . (4.10)
Similar notation also applies to the space [0,∞)× Ω× S1, [0,∞)× Γ, and [0,∞)× Γ±.
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4.1. Preliminaries. In order to show the L∞ estimates of the equation (4.1), we start with some prepara-
tions with the transport equation.
Lemma 4.1. Assume f(t, ~x, ~w) ∈ L∞([0,∞)×Ω×S1), h(~x, ~w) ∈ L∞(Ω×S1) and g(t, x0, ~w) ∈ L
∞([0,∞)×
Γ−). Then the transport equation

ǫ2∂tu+ ǫ ~w · ∇xu+ u = f for (t, ~x, ~w) ∈ [0,∞)× Ω× S
1,
u(0, ~x, ~w) = h(~x, ~w) for (~x, ~w) ∈ Ω× S1
u(t, ~x0, ~w) = g(t, ~x0, ~w) for t ∈ [0,∞), ~x0 ∈ ∂Ω and ~w · ~ν < 0,
(4.11)
has a solution u(t, ~x, ~w) ∈ L∞([0,∞)× Ω× S1) satisfying
‖u‖L∞([0,∞)×Ω×S1) ≤ ‖g‖L∞([0,∞)×Γ−) + ‖h‖L∞(Ω×S1) + ‖f‖L∞([0,∞)×Ω×S1) . (4.12)
Proof. The characteristics
(
T (s), X(s),W (s)
)
of the equation (4.11) which goes through (t, ~x, ~w) is defined
by 

(
T (0), X(0),W (0)
)
= (t, ~x, ~w)
dT (s)
ds
= ǫ2,
dX(s)
ds
= ǫW (s),
dW (s)
ds
= 0.
(4.13)
which implies 

T (s) = t+ ǫ2s,
X(s) = ~x+ (ǫ ~w)s,
W (s) = ~w,
(4.14)
Hence, we can rewrite the equation (4.11) along the characteristics as
u(t, ~x, ~w) (4.15)
= 1{t≥ǫ2tb}
(
g
(
t− ǫ2tb, ~x− (ǫ ~w)tb, ~w
)
e−tb +
∫ tb
0
f
(
t− ǫ2(tb − s), ~x− ǫ(tb − s)~w, ~w
)
e−(tb−s)ds
)
+ 1{t≤ǫ2tb}
(
h
(
~x− (ǫ ~w)
t
ǫ2
, ~w
)
e−
t
ǫ2 +
∫ t
ǫ2
0
f
(
ǫ2s, ~x− ǫ
(
t
ǫ2
− s
)
~w, ~w
)
e−(
t
ǫ2
−s)ds
)
,
where the backward exit time tb is defined as
(4.16) tb(~x, ~w) = inf{s ≥ 0 : (~x− ǫs~w, ~w) ∈ Γ
−}.
Then we can naturally estimate
‖u‖L∞([0,∞)×Ω×S1) ≤ 1{t≥ǫ2tb}
(
e−tb ‖g‖L∞([0,∞)×Γ−) + (1− e
tb) ‖f‖L∞([0,∞)×Ω×S1)
)
(4.17)
+ 1{t≤ǫ2tb}
(
e−
t
ǫ2 ‖h‖L∞(Ω×S1) + (1− e
t
ǫ2 ) ‖f‖L∞([0,∞)×Ω×S1)
)
≤ ‖g‖L∞([0,∞)×Γ−) + ‖h‖L∞(Ω×S1) + ‖f‖L∞([0,∞)×Ω×S1) .
Since u can be explicitly tracked back to the initial or boundary data, the existence naturally follows from
above estimate. 
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4.2. L2 Estimate. In this section, we start from the preliminary equation (4.11) and take u¯ and P [u] into
consideration.
Lemma 4.2. Define the near-grazing set of Γ+ or Γ− as
Γδ± =
{
(~x, ~w) ∈ Γ± : |~ν(~x) · ~w| ≤ δ
}
. (4.18)
Then ∫ t
s
∥∥∥f(r)1{Γ±\Γδ
±
}
∥∥∥
L1(Γ±)
dr (4.19)
≤ C(δ)
(
ǫ ‖f(s)‖L1(Ω×S1) +
∫ t
s
(
‖f(r)‖L1(Ω×S1) + ‖(ǫ∂t + ~w · ∇x)f(r)‖L1(Ω×S1)
)
dr
)
.
Proof. See the proof of [3, Lemma 2.1] with a standard scaling argument. 
Lemma 4.3. (Green’s Identity) Assume f(t, ~x, ~w), g(t, ~x, ~w) ∈ L∞([0,∞)×Ω×S1) and ∂tf+ ~w ·∇xf, ∂tg+
~w · ∇xg ∈ L
2([0,∞)× Ω× S1) with f, g ∈ L2([0,∞)× Γ). Then for almost all s, t ∈ [0,∞),
∫ t
s
∫∫
Ω×S1
(
(∂tf + ~w · ∇xf)g + (∂tg + ~w · ∇xg)f
)
d~xd~wdr (4.20)
=
∫ t
s
∫
Γ
fgdγdr +
∫∫
Ω×S1
f(t)g(t)d~xd~w −
∫∫
Ω×S1
f(s)g(s)d~xd~w,
where dγ = (~w · ~ν)ds on the boundary.
Proof. See [2, Chapter 9] and [3]. 
Theorem 4.4. Assume f(t, ~x, ~w) ∈ L∞([0,∞)×Ω×S1), h(~x, ~w) ∈ L∞(Ω×S1) and g(t, x0, ~w) ∈ L
∞([0,∞)×
Γ−). Then the neutron transport equation (4.1) has a unique solution u(t, ~x, ~w) ∈ L2([0,∞) × Ω × S1)
satisfying
‖u(t)‖L2(Ω×S1) +
1
ǫ
1
2
‖(1− P)[u]‖L2([0,∞)×Γ−) + ‖u‖L2([0,∞)×Ω×S1) (4.21)
≤ C
(
1
ǫ2
‖f‖L2([0,∞)×Ω×S1) + ‖h‖L2(Ω×S1) +
1
ǫ
‖g‖L2([0,∞)×Γ−)
)
.
Proof. We divide the proof into several steps:
Step 1: Penalized equation.
We first consider the penalized equation for uj,λ,

ǫ2∂tuj,λ + ǫ ~w · ∇xuj,λ + (1 + λ)uj,λ − u¯j,λ = f(t, ~x, ~w) for (t, ~x, ~w) ∈ [0,∞)× Ω× S
1,
uj,λ(0, ~x, ~w) = h(~x, ~w) for (~x, ~w) ∈ Ω× S
1
uj,λ(t, ~x0, ~w)−
(
1−
1
j
)
P [uj,λ](t, ~x0) = g(t, ~x0, ~w) for t ∈ [0,∞), ~x0 ∈ ∂Ω and ~w · ~ν < 0,
(4.22)
for λ > 0, j ∈ N and j ≥
2
λ
. We iteratively construct an approximating sequence {ukj,λ}
∞
k=0 where u
0
j,λ = 0
and 

ǫ2∂tu
k
,λ + ǫ ~w · ∇xu
k
j,λ + (1 + λ)u
k
j,λ − u¯
k−1
j,λ = f(t, ~x, ~w) for (t, ~x, ~w) ∈ [0,∞)× Ω× S
1,
ukj (0, ~x, ~w) = h(~x, ~w) for (~x, ~w) ∈ Ω× S
1
ukj,λ(t, ~x0, ~w)−
(
1−
1
j
)
P [uk−1j,λ ](t, ~x0) = g(t, ~x0, ~w) for t ∈ [0,∞), ~x0 ∈ ∂Ω and ~w · ~ν < 0.
(4.23)
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By Lemma 4.1, this sequence is well-defined and
∥∥∥ukj,λ∥∥∥
L∞([0,∞)×Ω×S1)
< ∞. We rewrite equation (4.23)
along the characteristics as
ukj,λ(t, ~x, ~w) = 1{t≥ǫ2tb}
((
g +
(
1−
1
j
)
P [uk−1j,λ ]
)(
t− ǫ2tb, ~x− (ǫ ~w)tb, ~w
)
e−(1+λ)tb (4.24)
+
∫ tb
0
(u¯k−1j,λ + f)
(
t− ǫ2(tb − s), ~x− ǫ(tb − s)~w, ~w
)
e−(1+λ)(tb−s)ds
)
+ 1{t≤ǫ2tb}
(
h
(
~x− (ǫ ~w)
t
ǫ2
, ~w
)
e−(1+λ)
t
ǫ2
+
∫ t
ǫ2
0
(u¯k−1j,λ + f)
(
ǫ2s, ~x− ǫ
(
t
ǫ2
− s
)
~w, ~w
)
e−(1+λ)(
t
ǫ2
−s)ds
)
,
We define the difference vkj,λ = u
k
j,λ − u
k−1
j,λ for k ≥ 1. Then v
k
j,λ satisfies
vkj,λ(t, ~x, ~w) = 1{t≥ǫ2tb}
((
1−
1
j
)
P [vk−1j,λ ]
(
t− ǫ2tb, ~x− (ǫ ~w)tb
)
e−(1+λ)tb (4.25)
+
∫ tb
0
v¯k−1j,λ
(
t− ǫ2(tb − s), ~x− ǫ(tb − s)~w, ~w
)
e−(1+λ)(tb−s)ds
)
+ 1{t≤ǫ2tb}
(∫ t
ǫ2
0
v¯k−1j,λ
(
ǫ2s, ~x− ǫ
(
t
ǫ2
− s
)
~w, ~w
)
e−(1+λ)(
t
ǫ2
−s)ds
)
.
Since
∥∥∥v¯kj,λ∥∥∥
L∞([0,∞)×Ω×S1)
≤
∥∥∥vkj,λ∥∥∥
L∞([0,∞)×Ω×S1)
and
∥∥∥P [vkj,λ]∥∥∥
L∞([0,∞)×Γ+)
≤
∥∥∥vkj,λ∥∥∥
L∞([0,∞)×Ω×S1)
, we
can directly estimate
∥∥vkj,λ∥∥L∞([0,∞)×Ω×S1) (4.26)
≤ 1{t≥ǫ2tb}
((
1−
1
j
)
e−(1+λ)tb
∥∥∥vk−1j,λ ∥∥∥
L∞([0,∞)×Ω×S1)
+
∥∥∥vk−1j,λ ∥∥∥
L∞([0,∞)×Ω×S1)
∫ tb
0
e−(1+λ)(tb−s)ds
)
+ 1{t≤ǫ2tb}
(∥∥∥vk−1j,λ ∥∥∥
L∞([0,∞)×Ω×S1)
∫ t
ǫ2
0
e−(1+λ)(
t
ǫ2
−s)ds
)
,
≤
(
1−
1
j
)
e−(1+λ)tb
∥∥∥vk−1j,λ ∥∥∥
L∞([0,∞)×Ω×S1)
+
1
1 + λ
(
1− e−(1+λ)tb
)∥∥∥vk−1j,λ ∥∥∥
L∞([0,∞)×Ω×S1)
≤
(
1−
1
j
)∥∥∥vk−1j,λ ∥∥∥
L∞([0,∞)×Ω×S1)
,
since j ≥
2
λ
. Thus, this is a contractive iteration. Considering v1j,λ = u
1
j,λ, we have
∥∥vkj,λ∥∥L∞([0,∞)×Ω×S1) ≤
(
1−
1
j
)k−1 ∥∥u1j,λ∥∥L∞([0,∞)×Ω×S1) . (4.27)
for k ≥ 1. Therefore, ukj,λ converges strongly in L
∞ to the limiting solution uj,λ satisfying
‖uj,λ‖L∞([0,∞)×Ω×S1) ≤
∞∑
k=1
∥∥vkj,λ∥∥L∞([0,∞)×Ω×S1) ≤ j ∥∥u1j,λ∥∥L∞([0,∞)×Ω×S1) . (4.28)
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Since u1j,λ can be expressed as
u1j,λ(t, ~x, ~w) = 1{t≥ǫ2tb}
(
g
(
t− ǫ2tb, ~x− (ǫ ~w)tb, ~w
)
e−(1+λ)tb (4.29)
+
∫ tb
0
f
(
t− ǫ2(tb − s), ~x− ǫ(tb − s)~w, ~w
)
e−(1+λ)(tb−s)ds
)
+ 1{t≤ǫ2tb}
(
h
(
~x− (ǫ ~w)
t
ǫ2
, ~w
)
e−(1+λ)
t
ǫ2
+
∫ t
ǫ2
0
f
(
ǫ2s, ~x− ǫ
(
t
ǫ2
− s
)
~w, ~w
)
e−(1+λ)(
t
ǫ2
−s)ds
)
,
Based on Lemma 4.1, we can directly estimate∥∥u1j,λ∥∥L∞([0,∞)×Ω×S1) ≤ ‖g‖L∞([0,∞)×Γ−) + ‖h‖L∞(Ω×S1) + ‖f‖L∞([0,∞)×Ω×S1) . (4.30)
Combining (4.28) and (4.30), we can naturally obtain the estimate
‖uj,λ‖L∞([0,∞)×Ω×S1) ≤ j
(
‖g‖L∞([0,∞)×Γ−) + ‖h‖L∞(Ω×S1) + ‖f‖L∞([0,∞)×Ω×S1)
)
. (4.31)
However, this estimate is not uniform in j, so we cannot directly take limit j →∞.
Step 2: Energy Estimate of uj,λ.
Multiplying uj,λ on both sides of (4.22) and integrating over [0, t]×Ω×S
1, by Lemma 4.3, we get the energy
estimate
ǫ2
2
‖uj,λ(t)‖
2
L2(Ω×S1) −
ǫ2
2
‖uj,λ(0)‖
2
L2(Ω×S1) +
ǫ
2
∫∫
[0,t)×Γ
|uj,λ|
2 dγ (4.32)
+λ ‖uj,λ‖
2
L2([0,t)×Ω×S1) + ‖uj,λ − u¯j,λ‖
2
L2([0,t)×Ω×S1) =
∫∫
[0,t)×Ω×S1
fuj,λ.
A direct computation shows
ǫ
2
∫
[0,t)×Γ
|uj,λ|
2 dγ =
ǫ
2
‖uj,λ‖
2
L2([0,t)×Γ+) −
ǫ
2
∥∥∥∥
(
1−
1
j
)
P [uj,λ] + g
∥∥∥∥
2
L2([0,t)×Γ−)
(4.33)
=
ǫ
2
(
‖uj,λ‖
2
L2([0,t)×Γ+) −
∥∥∥∥
(
1−
1
j
)
P [uj,λ]
∥∥∥∥
2
L2([0,t)×Γ+)
)
−
ǫ
2
‖g‖
2
L2([0,t)×Γ−) − ǫ
(
1−
1
j
)∫
[0,t)×Γ−
gP [uj,λ] |~w · ~ν| dγdt.
Hence, we have
ǫ2
2
‖uj,λ(t)‖
2
L2(Ω×S1) +
ǫ
2
(
‖uj,λ‖
2
L2([0,t)×Γ+) −
∥∥∥∥
(
1−
1
j
)
P [uj,λ]
∥∥∥∥
2
L2([0,t)×Γ+)
)
(4.34)
+ λ ‖uj,λ‖
2
L2([0,t)×Ω×S1) + ‖uj,λ − u¯j,λ‖
2
L2([0,t)×Ω×S1)
=
∫∫
[0,t)×Ω×S1
fuj,λ +
ǫ2
2
‖h‖
2
L2(Ω×S1) +
ǫ
2
‖g‖
2
L2([0,t)×Γ−) + ǫ
(
1−
1
j
)∫
[0,t)×Γ−
gP [uj,λ] |~w · ~ν| dγdt.
Noting the fact that
ǫ
(
‖uj,λ‖
2
L2([0,t)×Γ+) − ‖P [uj,λ]‖
2
L2([0,t)×Γ+)
)
= ǫ ‖(1− P)[uj,λ]‖
2
L2([0,t)×Γ+) , (4.35)
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we deduce
(4.36)
ǫ2
2
‖uj,λ(t)‖
2
L2(Ω×S1) +
ǫ
2
‖(1− P)[uj,λ]‖
2
L2([0,t)×Γ+) + λ ‖uj,λ‖
2
L2([0,t)×Ω×S1) + ‖uj,λ − u¯j,λ‖
2
L2([0,t)×Ω×S1)
≤
∫∫
[0,t)×Ω×S1
fuj,λ +
ǫ2
2
‖h‖
2
L2(Ω×S1) +
ǫ
2
‖g‖
2
L2([0,t)×Γ−) + ǫ
∫
[0,t)×Γ−
gP [uj,λ] |~w · ~ν| dγdt.
Applying Cauchy’s inequality, we obtain that for η > 0,
(4.37)
ǫ2
2
‖uj,λ(t)‖
2
L2(Ω×S1) +
ǫ
2
‖(1− P)[uj,λ]‖
2
L2([0,t)×Γ+) + λ ‖uj,λ‖
2
L2([0,t)×Ω×S1) + ‖uj,λ − u¯j,λ‖
2
L2([0,t)×Ω×S1)
≤
∫∫
[0,t)×Ω×S1
fuj,λ +
ǫ2
2
‖h‖2L2(Ω×S1) +
(
1 +
4
η
)
‖g‖2L2([0,t)×Γ−) + ǫ
2η ‖P [uj,λ]‖
2
L2([0,t)×Γ+) .
Now the only difficulty is ǫ2η ‖P [uj,λ]‖
2
L2([0,t)×Γ+), which we cannot bound directly.
Step 3: Estimate of ‖P [uj,λ]‖
2
L2([0,t)×Γ+).
Multiplying uj,λ on both sides of (4.22), we have
ǫ2
2
∂t(u
2
j,λ) +
ǫ
2
~w · ∇x(u
2
j,λ) = −λu
2
j,λ − uj,λ(uj,λ − u¯j,λ) + fuj,λ. (4.38)
Taking absolute value on both sides of (4.38) and integrating over [0, t]× Ω× S1, we get∥∥(ǫ∂t + ~w · ∇x)(u2j,λ)∥∥L1([0,t]×Ω×S1) (4.39)
≤
2λ
ǫ
‖uj,λ‖
2
L2([0,t]×Ω×S1) +
2
ǫ
‖uj,λ − u¯j,λ‖
2
L2([0,t]×Ω×S1) +
2
ǫ
∫∫
[0,t]×Ω×S1
fuj,λ.
Based on (4.37), we can further obtain
∥∥(ǫ∂t + ~w · ∇x)(u2j,λ)∥∥L1([0,t]×Ω×S1) ≤ 1ǫ
(
1 +
4
η
)
‖g‖
2
L2([0,t]×Γ−) + ǫ ‖h‖
2
L2(Ω×S1) (4.40)
+ ǫη ‖P [uj,λ]‖
2
L2([0,t]×Γ+) +
4
ǫ
∫∫
[0,t]×Ω×S1
fuj,λ.
Hence, by Lemma 4.2 and (4.37), we know for given δ > 0∥∥∥u2j,λ1{Γ±\Γδ
±
}
∥∥∥
L1([0,t]×Γ±)
(4.41)
≤ C(δ)
(
ǫ ‖h‖
2
L2(Ω×S1) + ‖uj,λ‖
2
L2([0,t]×Ω×S1) +
∥∥(ǫ∂t + ~w · ∇x)(u2j,λ)∥∥L1([0,t]×Ω×S1)
)
≤ C(δ)
((
1
ǫ
+
1
λ
)
ǫ2 ‖h‖2L2(Ω×S1) +
(
1
ǫ
+
1
λ
)(
1 +
1
η
)
‖g‖2L2([0,t]×Γ−)
+
(
1
ǫ
+
1
λ
)
ǫ2η ‖P [uj,λ]‖
2
L2([0,t]×Γ+) +
(
1
ǫ
+
1
λ
)∫∫
[0,t]×Ω×S1
fuj,λ.
)
.
Noting the fact that ∥∥∥P [uj,λ1{Γ±\Γδ±}]
∥∥∥
L2([0,t]×Γ+)
≤
∥∥∥uj,λ1{Γ±\Γδ±}
∥∥∥
L2([0,t]×Γ+)
, (4.42)
and for δ sufficiently small, we have∥∥∥P [uj,λ1{Γ±\Γδ±}]
∥∥∥
L2([0,t]×Γ+)
≥
1
2
‖P [uj,λ]‖L2([0,t]×Γ+) . (4.43)
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Combining with (4.41), we naturally obtain
‖P [uj,λ]‖
2
L2([0,t]×Γ+) ≤ 2
∥∥∥P [uj,λ1{Γ±\Γδ±}]
∥∥∥2
L2([0,t]×Γ+)
≤ 2
∥∥∥uj,λ1{Γ±\Γδ±}
∥∥∥2
L2([0,t]×Γ+)
(4.44)
≤ C(δ)
((
1
ǫ
+
1
λ
)
ǫ2 ‖h‖
2
L2(Ω×S1) +
(
1
ǫ
+
1
λ
)(
1 +
1
η
)
‖g‖
2
L2([0,t]×Γ−)
+
(
1
ǫ
+
1
λ
)
ǫ2η ‖P [uj,λ]‖
2
L2([0,t]×Γ+) +
(
1
ǫ
+
1
λ
)∫∫
[0,t]×Ω×S1
fuj,λ.
)
.
For fixed δ, taking η > 0 sufficiently small, we obtain
‖P [uj,λ]‖
2
L2([0,t]×Γ+) ≤ C
(
1
ǫ
+
1
λ
)(
ǫ2 ‖h‖
2
L2(Ω×S1) + ‖g‖
2
L2([0,t]×Γ−) +
∫∫
[0,t]×Ω×S1
fuj,λ.
)
. (4.45)
Step 4: Limit j →∞.
Plugging (4.45) into (4.37), we deduce
(4.46)
ǫ2 ‖uj,λ(t)‖
2
L2(Ω×S1) + ǫ ‖(1− P)[uj,λ]‖
2
L2([0,t)×Γ+) + λ ‖uj,λ‖
2
L2([0,t)×Ω×S1) + ‖uj,λ − u¯j,λ‖
2
L2([0,t)×Ω×S1)
≤
C
λ
(∫∫
[0,t)×Ω×S1
fuj,λ + ǫ
2 ‖h‖
2
L2(Ω×S1) + ‖g‖
2
L2([0,t)×Γ−)
)
.
Applying Cauchy’s inequality, we have for C0 > 0 small,
1
λ
∫∫
[0,t)×Ω×S1
fuj,λ ≤
1
C0λ2
‖f‖
2
L2([0,t)×Ω×S1) + C0 ‖uj,λ‖
2
L2([0,t)×Ω×S1) . (4.47)
Therefore, absorbing
C0
λ
‖uj,λ‖
2
L2([0,t)×Ω×S1) into the left-hand side, we obtain
(4.48)
ǫ2 ‖uj,λ(t)‖
2
L2(Ω×S1) + ǫ ‖(1− P)[uj,λ]‖
2
L2([0,t)×Γ+) + λ ‖uj,λ‖
2
L2([0,t)×Ω×S1) + ‖uj,λ − u¯j,λ‖
2
L2([0,t)×Ω×S1)
≤ C
(
1
λ2
‖f‖
2
L2([0,t)×Ω×S1) +
ǫ2
λ
‖h‖
2
L2(Ω×S1) +
1
λ
‖g‖
2
L2([0,t)×Γ−)
)
.
This is a uniform estimate in j. We may take weak limit uj,λ ⇀ uλ in L
2([0, t)× Ω× S1) as j → ∞. Then
by the weak formulation and the weak lower semi-continuity of L2 norms, there exists a solution uλ to the
penalized equation

ǫ2∂tuλ + ǫ ~w · ∇xuλ + (1 + λ)uλ − u¯λ = f(t, ~x, ~w) for (t, ~x, ~w) ∈ [0,∞)× Ω× S
1,
uλ(0, ~x, ~w) = h(~x, ~w) for (~x, ~w) ∈ Ω× S
1
uλ(~x0, ~w)− P [uλ](~x0) = g(t, ~x0, ~w) for t ∈ [0,∞), ~x0 ∈ ∂Ω and ~w · ~ν < 0,
(4.49)
and satisfies the estimate
(4.50)
ǫ2 ‖uλ(t)‖
2
L2(Ω×S1) + ǫ ‖(1− P)[uλ]‖
2
L2([0,t)×Γ+) + λ ‖uλ‖
2
L2([0,t)×Ω×S1) + ‖uλ − u¯j,λ‖
2
L2([0,t)×Ω×S1)
≤ C
(
1
λ2
‖f‖
2
L2([0,t)×Ω×S1) +
ǫ2
λ
‖h‖
2
L2(Ω×S1) +
1
λ
‖g‖
2
L2([0,t)×Γ−)
)
.
However, this estimate still blows up when λ→ 0, so we need to find a uniform estimate in λ.
Step 5: Kernel Estimate.
Applying Lemma 4.3 to the equation (4.49). Then for any φ ∈ L2([0, t)×Ω×S1) satisfying ǫ∂tφ+ ~w ·∇xφ ∈
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L2([0, t)× Ω× S1) and φ ∈ L2([0, t)× Γ), we have
(4.51)
− ǫ2
∫ t
0
∫∫
Ω×S1
∂tφuλ − ǫ
∫ t
0
∫∫
Ω×S1
(~w · ∇xφ)uλ + λ
∫ t
0
∫∫
Ω×S1
uλφ+
∫ t
0
∫∫
Ω×S1
(uλ − u¯λ)φ
= − ǫ2
∫∫
Ω×S1
uλ(t)φ(t) + ǫ
2
∫∫
Ω×S1
uλ(0)φ(0)− ǫ
∫ t
0
∫
Γ
uλφdγ +
∫ t
0
∫∫
Ω×S1
fφ.
Our goal is to choose a particular test function φ. We first construct an auxiliary function ζ(t). Since
uλ(t) ∈ L
2(Ω× S1), it naturally implies u¯λ(t) ∈ L
2(Ω). We define ζ(t, ~x) on Ω satisfying{
∆xζ(t) = u¯λ(t, ~x) in Ω,
ζ(t) = 0 on ∂Ω.
(4.52)
In the bounded domain Ω, based on the standard elliptic estimates, we have
‖ζ(t)‖H2(Ω) ≤ C ‖u¯λ(t)‖L2(Ω) . (4.53)
We plug the test function
φ(t) = −~w · ∇xζ(t) (4.54)
into the weak formulation (4.51) and estimate each term there. Naturally, we have
‖φ(t)‖L2(Ω) ≤ C ‖ζ(t)‖H1(Ω) ≤ C ‖u¯λ(t)‖L2(Ω) . (4.55)
Easily we can decompose
−ǫ
∫ t
0
∫∫
Ω×S1
(~w · ∇xφ)uλ = − ǫ
∫ t
0
∫∫
Ω×S1
(~w · ∇xφ)u¯λ − ǫ
∫ t
0
∫∫
Ω×S1
(~w · ∇xφ)(uλ − u¯λ). (4.56)
We estimate the two term on the right-hand side of (4.56) separately. By (4.52) and (4.54), we have
−ǫ
∫ t
0
∫∫
Ω×S1
(~w · ∇xφ)u¯λ = ǫ
∫ t
0
∫∫
Ω×S1
u¯λ
(
w1(w1∂11ζ + w2∂12ζ) + w2(w1∂12ζ + w2∂22ζ)
)
(4.57)
= ǫ
∫ t
0
∫∫
Ω×S1
u¯λ
(
w21∂11ζ + w
2
2∂22ζ
)
= ǫπ
∫ t
0
∫
Ω
u¯λ(∂11ζ + ∂22ζ)
= ǫπ ‖u¯λ‖
2
L2([0,t]×Ω)
=
ǫ
2
‖u¯λ‖
2
L2([0,t]×Ω×S1) .
In the second equality, above cross terms vanish due to the symmetry of the integral over S1. On the other
hand, for the second term in (4.56), Ho¨lder’s inequality and the elliptic estimate imply
−ǫ
∫ t
0
∫∫
Ω×S1
(~w · ∇xφ)(uλ − u¯λ) ≤ Cǫ ‖uλ − u¯λ‖L2([0,t]×Ω×S1)
(∫ t
0
‖ζ‖2H2(Ω)
)1/2
(4.58)
≤ Cǫ ‖uλ − u¯λ‖L2([0,t]×Ω×S1) ‖u¯λ‖L2([0,t]×Ω×S1) .
Based on (4.55), the trace theorem and Ho¨lder’s inequality, we have
ǫ
∫ t
0
∫
Γ
uλφdγ = ǫ
∫ t
0
∫
Γ
P [uλ]φdγ + ǫ
∫ t
0
∫
Γ−
gφdγ + ǫ
∫ t
0
∫
Γ+
(1− P)[uλ]φdγ (4.59)
= ǫ
∫ t
0
∫
Γ+
(1− P)[uλ]φdγ + ǫ
∫ t
0
∫
Γ−
gφdγ
≤ ǫ ‖φ‖L2([0,t]×Γ)
(
‖(1− P)[uλ]‖L2([0,t]×Γ+) + ‖g‖L2([0,t]×Γ−)
)
≤ ǫ ‖u¯λ‖L2([0,t]×Ω×S1)
(
‖(1− P)[uλ]‖L2([0,t]×Γ+) + ‖g‖L2([0,t]×Γ−)
)
.
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Also, we obtain
λ
∫ t
0
∫∫
Ω×S1
uλφ = λ
∫ t
0
∫∫
Ω×S1
u¯λφ+ λ
∫ t
0
∫∫
Ω×S1
(uλ − u¯λ)φ = λ
∫ t
0
∫∫
Ω×S1
(uλ − u¯λ)φ (4.60)
≤ Cλ ‖u¯λ‖L2([0,t]×Ω×S1) ‖uλ − u¯λ‖L2([0,t]×Ω×S1) ,
∫ t
0
∫∫
Ω×S1
(uλ − u¯λ)φ ≤ C ‖u¯λ‖L2([0,t]×Ω×S1) ‖uλ − u¯λ‖L2([0,t]×Ω×S1) , (4.61)
∫ t
0
∫∫
Ω×S1
fφ ≤ C ‖u¯λ‖L2([0,t]×Ω×S1) ‖f‖L2([0,t]×Ω×S1) . (4.62)
On the other hand, we may directly estimate
ǫ2
∫∫
Ω×S1
uλ(t)φ(t) ≤ Cǫ
2 ‖φ(t)‖L2(Ω×S1) ‖uλ(t)‖L2(Ω×S1) (4.63)
≤ Cǫ2 ‖u¯λ(t)‖L2(Ω×S1) ‖uλ(t)‖L2(Ω×S1) ≤ Cǫ
2 ‖uλ(t)‖
2
L2(Ω×S1) .
Similarly, we know
ǫ2
∫∫
Ω×S1
uλ(0)φ(0) ≤ Cǫ
2 ‖h‖
2
L2(Ω×S1) . (4.64)
Then the only remaining term is
−ǫ2
∫ t
0
∫∫
Ω×S1
∂tφuλ = − ǫ
2
∫ t
0
∫∫
Ω×S1
∂tφ(uλ − u¯λ) (4.65)
≤ ǫ2 ‖∂t∇ζ‖L2([0,t]×Ω×S1) ‖uλ − u¯λ‖L2([0,t]×Ω×S1) .
Now we have to tackle ‖∂t∇ζ‖L2([0,t]×Ω×S1). For test function φ(~x, ~w) which is independent of time t, in
time interval [t− δ, t] the weak formulation in (4.51) can be simplified as
ǫ2
∫∫
Ω×S1
uλ(t)φ − ǫ
2
∫∫
Ω×S1
uλ(t− δ)φ (4.66)
− ǫ
∫ t
t−δ
∫∫
Ω×S1
(~w · ∇xφ)uλ + λ
∫ t
t−δ
∫∫
Ω×S1
uλφ+
∫ t
t−δ
∫∫
Ω×S1
(uλ − u¯λ)φ
= − ǫ
∫ t
t−δ
∫
Γ
uλφdγ +
∫ t
t−δ
∫∫
Ω×S1
fφ.
Taking difference quotient as δ → 0, we know
ǫ2
∫∫
Ω×S1
uλ(t)φ − ǫ
2
∫∫
Ω×S1
uλ(t− δ)φ
δ
→ ǫ2
∫∫
Ω×S1
∂tuλ(t)φ. (4.67)
Then (4.66) can be simplified into
ǫ2
∫∫
Ω×S1
∂tuλ(t)φ = − λ
∫∫
Ω×S1
uλ(t)φ+ ǫ
∫∫
Ω×S1
(~w · ∇xφ)uλ(t)−
∫∫
Ω×S1
(uλ − u¯λ)(t)φ (4.68)
− ǫ
∫
Γ
uλ(t)φdγ +
∫∫
Ω×S1
f(t)φ.
For fixed t, taking φ = −Φ(~x) which satisfies{
∆Φ = ∂tu¯(t, ~x) in Ω,
Φ(t) = 0 on ∂Ω,
(4.69)
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which further implies Φ = ∂tζ. Then the left-hand side of (4.68) is actually
LHS = − ǫ2
∫∫
Ω×S1
Φ∂tuλ(t) = −ǫ
2
∫∫
Ω×S1
Φ∂tu¯λ (4.70)
= − ǫ2
∫∫
Ω×S1
Φ∆Φ = ǫ2
∫∫
Ω×S1
|∇Φ|
2
= ǫ2 ‖∂t∇ζ(t)‖
2
L2(Ω×S1) .
By a similar argument as above and the Poincare´ inequality, the right-hand side of (4.68) can be bounded as
RHS ≤ ‖∂t∇ζ(t)‖L2(Ω×S1)
(
‖uλ(t)− u¯λ(t)‖L2(Ω×S1) + λ ‖u¯λ(t)‖L2(Ω×S1) + ‖f(t)‖L2(Ω×S1)
)
. (4.71)
Note that the boundary terms vanish due to the construction of Φ. Therefore, we have
ǫ2 ‖∂t∇ζ(t)‖L2(Ω×S1) ≤ ‖uλ(t)− u¯λ(t)‖L2(Ω×S1) + λ ‖u¯λ(t)‖L2(Ω×S1) + ‖f(t)‖L2(Ω×S1) . (4.72)
For all t, we can further integrate over [0, t] to obtain
ǫ2 ‖∂t∇ζ‖L2([0,t]×Ω×S1) ≤ ‖uλ − u¯λ‖L2([0,t]×Ω×S1) + λ ‖u¯λ‖L2([0,t]×Ω×S1) + ‖f‖L2([0,t]×Ω×S1) . (4.73)
Collecting terms in (4.57), (4.58), (4.59), (4.60), (4.61), (4.62), (4.63), (4.65), and (4.73), and using Cauchy’s
inequality, we obtain
(4.74)
ǫ ‖u¯λ‖L2([0,t]×Ω×S1) ≤ C
(
‖uλ − u¯λ‖L2([0,t]×Ω×S1) + ǫ ‖(1 − P)[uλ]‖L2([0,t]×Γ+) + ‖f‖L2([0,t]×Ω×S1)
+ ǫ ‖g‖L2([0,t]×Γ−) + ǫ
3
2 ‖uλ(t)‖L2(Ω×S1) + ǫ
3
2 ‖h‖L2(Ω×S1)
)
.
When 0 < λ < 1 and 0 < ǫ < 1, we get the desired uniform estimate with respect to λ.
Step 6: Limit λ→ 0.
In the weak formulation (4.51), we may take the test function φ = uλ to get the energy estimate
(4.75)
ǫ2
2
‖uλ(t)‖
2
L2(Ω×S1) −
ǫ2
2
‖h‖
2
L2(Ω×S1) +
ǫ
2
∫ t
0
∫
Γ
|uλ|
2
dγ + λ ‖uλ‖
2
L2([0,t]×Ω×S1) + ‖uλ − u¯λ‖
2
L2([0,t]×Ω×S1)
=
∫ t
0
∫∫
Ω×S1
fuλ.
Hence, this naturally implies
(4.76)
ǫ2
2
‖uλ(t)‖
2
L2(Ω×S1) +
ǫ
2
‖(1− P)[uλ]‖
2
L2([0,t)×Γ+) + λ ‖uλ‖
2
L2([0,t)×Ω×S1) + ‖uλ − u¯λ‖
2
L2([0,t)×Ω×S1)
≤
∫∫
[0,t)×Ω×S1
fuλ +
ǫ2
2
‖h‖
2
L2(Ω×S1) +
(
1 +
4
η
)
‖g‖
2
L2([0,t)×Γ−) + ǫ
2η ‖P [uλ]‖
2
L2([0,t)×Γ+) .
Also, as in Step 3, we know
(4.77)
‖P [uλ]‖
2
L2([0,t]×Γ+) ≤ C
(
ǫ ‖h‖
2
L2(Ω×S1) + ‖uλ‖
2
L2([0,t]×Ω×S1) +
∥∥(ǫ∂t + ~w · ∇x)(u2λ)∥∥L1([0,t]×Ω×S1)
)
≤ C
(
1
ǫ
∫∫
[0,t)×Ω×S1
fuλ + ǫ ‖h‖
2
L2(Ω×S1) +
1
ǫ
‖g‖
2
L2([0,t)×Γ−)
+ ‖uλ‖
2
L2([0,t)×Ω×S1) +
1
ǫ
‖uλ − u¯λ‖
2
L2([0,t)×Ω×S1)
)
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Note that here we keep ‖uλ‖
2
L2([0,t)×Ω×S1) on the right-hand side. Then we have
(4.78)
ǫ2 ‖uλ(t)‖
2
L2(Ω×S1) + ǫ ‖(1 − P)[uλ]‖
2
L2([0,t)×Γ+) + λ ‖uλ‖
2
L2([0,t)×Ω×S1) + ‖uλ − u¯λ‖
2
L2([0,t)×Ω×S1)
≤
∫∫
[0,t)×Ω×S1
fuλ + ǫ
2 ‖h‖2L2(Ω×S1) + ‖g‖
2
L2([0,t)×Γ−) + ǫ
2η ‖u¯λ‖
2
L2([0,t)×Ω×S1) .
On the other hand, we can square on both sides of (4.74) to obtain
(4.79)
ǫ2 ‖u¯λ‖
2
L2([0,t]×Ω×S1) ≤ C
(
‖uλ − u¯λ‖
2
L2([0,t]×Ω×S1) + ‖f‖
2
L2([0,t]×Ω×S1) + ǫ
2 ‖(1− P)[uλ]‖
2
L2([0,t]×Γ+)
+ ǫ2 ‖g‖2L2([0,t]×Γ−) + ǫ
3 ‖uλ(t)‖
2
L2(Ω×S1) + ǫ
3 ‖h‖2L2(Ω×S1)
)
.
Taking η sufficiently small, multiplying a sufficiently small constant on both sides of (4.79) and adding it to
(4.78) to absorb ǫ2 ‖u¯λ‖
2
L2([0,t)×Ω×S1), ǫ
2 ‖(1− P)[uλ]‖
2
L2(Γ+), ǫ
3 ‖uλ(t)‖
2
L2(Ω×S1) and ‖uλ − u¯λ‖
2
L2([0,t]×Ω×S1),
we deduce
(4.80)
ǫ2 ‖uλ(t)‖
2
L2(Ω×S1) + ǫ ‖(1− P)[uλ]‖
2
L2([0,t]×Γ+) + ǫ
2 ‖u¯λ‖
2
L2([0,t]×Ω×S1) + ‖uλ − u¯λ‖
2
L2([0,t]×Ω×S1)
≤ C
(
‖f‖
2
L2([0,t]×Ω×S1) +
∫ t
0
∫∫
Ω×S1
fuλ + ǫ
2 ‖h‖
2
L2(Ω×S1) + ‖g‖
2
L2([0,t]×Γ−)
)
.
Hence, we have
ǫ2 ‖uλ(t)‖
2
L2(Ω×S1) + ǫ ‖(1− P)[uλ]‖
2
L2([0,t]×Γ+) + ǫ
2 ‖uλ‖
2
L2([0,t]×Ω×S1) (4.81)
≤ C
(
‖f‖
2
L2([0,t]×Ω×S1) +
∫ t
0
∫∫
Ω×S1
fuλ + ǫ
2 ‖h‖
2
L2(Ω×S1) + ‖g‖
2
L2([0,t]×Γ−)
)
.
A simple application of Cauchy’s inequality leads to∫ t
0
∫∫
Ω×S1
fuλ ≤
1
4Cǫ2
‖f‖
2
L2([0,t]×Ω×S1) + Cǫ
2 ‖uλ‖
2
L2([0,t]×Ω×S1) . (4.82)
Taking C sufficiently small, we can divide (4.81) by ǫ2 to obtain
‖uλ(t)‖
2
L2(Ω×S1) +
1
ǫ
‖(1− P)[uλ]‖
2
L2([0,t]×Γ+) + ‖uλ‖
2
L2([0,t]×Ω×S1) (4.83)
≤ C
(
1
ǫ4
‖f‖
2
L2([0,t]×Ω×S1) + ‖h‖
2
L2(Ω×S1) +
1
ǫ2
‖g‖
2
L2([0,t]×Γ−)
)
.
Since above estimate does not depend on λ, it gives a uniform estimate for the penalized neutron transport
equation (4.49). Thus, we can extract a weakly convergent subsequence uλ → u as λ→ 0. The weak lower
semi-continuity of L2 norms implies that u also satisfies the estimate (4.83). Hence, in the weak formulation
(4.51), we can take λ→ 0 to deduce that u satisfies equation (4.1). Also uλ − u satisfies the equation

ǫ2∂t(uλ − u) + ǫ ~w · ∇x(uλ − u) + (uλ − u)− (u¯λ − u¯) = −λuλ for (t, ~x, ~w) ∈ [0,∞)× Ω× S
1,
(uλ − u)(0, ~x, ~w) = 0 for (~x, ~w) ∈ Ω× S
1,
(uλ − u)(~x0, ~w) = 0 for t ∈ [0,∞), ~x0 ∈ ∂Ω and ~w · ~ν < 0.
(4.84)
By a similar argument as above, we can achieve
‖uλ − u‖
2
L2([0,t]×Ω×S1) ≤ C
(
λ
ǫ4
‖uλ‖
2
L2([0,t]×Ω×S1)
)
. (4.85)
When λ → 0, the right-hand side approaches zero, which implies the convergence is actually in the strong
sense. The uniqueness easily follows from the energy estimates.

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4.3. L∞ Estimate - First Round. In this section, we will prove the L∞ well-posedness.
Definition 4.5. (Stochastic Cycle) For fixed point (t, ~x, ~w) with (~x, ~w) /∈ Γ0, let (t0, ~x0, ~w0) = (0, ~x, ~w). For
~wk+1 such that ~wk+1 · ~ν(~xk+1) > 0, define the (k + 1)-component of the back-time cycle as
(tk+1, ~xk+1, ~wk+1) = (tk + tb(~xk, ~wk), ~xb(~xk, ~wk), ~wk+1) (4.86)
where
tb(~x, ~w) = inf{t > 0 : ~x− ǫt ~w /∈ Ω} (4.87)
xb(~x, ~w) = ~x− ǫtb(~x, ~w)~w /∈ Ω (4.88)
Set
Xcl(s; t, ~x, ~w) =
∑
k
1{tk+1≤s<tk}
(
~xk − ǫ(tk − s)~wk
)
(4.89)
Wcl(s; t, ~x, ~w) =
∑
k
1{tk+1≤s<tk} ~wk (4.90)
Define µk+1 = {~w ∈ S
1 : ~w · ~ν(~xk+1) > 0}, and let the iterated integral for k ≥ 2 be defined as∫
∏k−1
k=1 µj
k−1∏
j=1
dσj =
∫
µ1
. . .
(∫
µk−1
dσk−1
)
. . .dσ1 (4.91)
where dσj =
(
~ν(~xj) · ~w
)
d~w is a probability measure.
Lemma 4.6. For T0 > 0 sufficiently large, there exists constants C1, C2 > 0 independent of T0, such that
for k = C1T
5
4
0 and t ∈ [0, ǫ
−1T0],
∫
∏k−1
j=1 µj
1{tk(t,~x, ~w,~w1,..., ~wk−1)>0}
k−1∏
j=1
dσj ≤
(
1
2
)C2T 540
(4.92)
Proof. See [3, Lemma 4.1] and [4, Lemma 3.13]. 
Theorem 4.7. Assume f(t, ~x, ~w) ∈ L∞([0,∞)×Ω×S1), h(~x, ~w) ∈ L∞(Ω×S1) and g(t, x0, ~w) ∈ L
∞([0,∞)×
Γ−). Then the solution u(t, ~x, ~w) to the neutron transport equation (4.1) satisfies
‖u‖L∞([0,∞)×Ω×S1) ≤ C
(
1
ǫ3
‖f‖L2([0,∞)×Ω×S1) + ‖f‖L∞([0,∞)×Ω×S1) (4.93)
+
1
ǫ
‖h‖L2(Ω×S1) + ‖h‖L∞([0,∞)×Ω×S1)
)
+
1
ǫ2
‖g‖L2([0,∞)×Γ−) + ‖g‖L∞([0,∞)×Γ−) .
Proof. We divide the proof into several steps:
Step 1: Mild formulation.
We rewrite the equation (4.1) along the characteristics as
u(t, ~x, ~w) = 1{t≥ǫ2tb}
(
(g + P [u])
(
t− ǫ2tb, ~x− (ǫ ~w)tb, ~w
)
e−tb (4.94)
+
∫ tb
0
(u¯+ f)
(
t− ǫ2(tb − s), ~x− ǫ(tb − s)~w, ~w
)
e−(tb−s)ds
)
+ 1{t≤ǫ2tb}
(
h
(
~x− (ǫ ~w)
t
ǫ2
, ~w
)
e−
t
ǫ2
+
∫ t
ǫ2
0
(u¯+ f)
(
ǫ2s, ~x− ǫ
(
t
ǫ2
− s
)
~w, ~w
)
e−(
t
ǫ2
−s)ds
)
,
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Note that here P [u] is an integral over µ1 at ~x1, we may rewrite it again along the characteristics to ~x2.
This process can continue to arbitrary ~xk. Then we get
u(t, ~x, ~w) = He−t1∧
t
ǫ2 +
k−1∑
l=1
∫
∏
l
j=1
Gle
−tl+1∧(
t
ǫ2
−
∑l
j=1 tj)
l∏
j=1
dσj (4.95)
+ 1{t≥ǫ2
∑
k
j=1 tj}
∫
∏k−1
j=1
P [u]
(
t− ǫ2
k∑
l=1
tl, ~xk, ~wk−1
)
e−
∑k
j=1 tj
k−1∏
j=1
dσj
= I + II + III.
where
H = 1{t≥ǫ2t1}g
(
t− ǫ2t1, ~x− (ǫ ~w)t1, ~w
)
+ 1{t≤ǫ2t1}h
(
~x− (ǫ ~w)
t
ǫ2
, ~w
)
(4.96)
+
∫ t1∧ t
ǫ2
0
f
(
t− ǫ2(t1 − s1), ~x− ǫ(t1 − s1)~w, ~w
)
es1ds1
+
∫ t1∧ t
ǫ2
0
u¯
(
t− ǫ2(t1 − s1), ~x− ǫ(t1 − s1)~w
)
es1ds1,
and
Gl = 1{t−
∑
l
j=1 ǫ
2tj≥ǫ2tl+1}
g

t− ǫ2 l∑
j=1
tj , ~xl − (ǫ ~wl)tl+1, ~wl

 (4.97)
+ 1{t−
∑
l
j=1 ǫ
2tj≤ǫ2tl+1}
h

~xl + l∑
j=1
tjǫ ~wj − (ǫ ~wl)
t
ǫ2
, ~wl


+
∫ tl∧( t
ǫ2
−
∑l
j=1 tj)
0
f
(
t−
l∑
j=1
ǫ2tj − ǫ
2(tl+1 − sl+1), ~xl − ǫ(tl+1 − sl+1)~wl, ~wl
)
esl+1dsl+1
+
∫ tl∧( t
ǫ2
−
∑l
j=1 tj)
0
u¯
(
t−
l∑
j=1
ǫ2tj − ǫ
2(tl+1 − sl+1), ~xl − ǫ(tl+1 − sl+1)~wl
)
esl+1dsl+1.
We need to estimate each term on the right-hand side of (4.95).
Step 2: Estimates in mild formulation.
We first consider III. We may decompose it as
III ≤
∫
∏k−1
j=1
P [u]
(
t− ǫ2
k∑
l=1
tl, ~xk, ~wk−1
)
e−
∑k
j=1 tj
k−1∏
j=1
dσj (4.98)
=
∫
∏k−1
j=1
1{ǫ2
∑
k
j=1 tj<ǫT0}
P [u]
(
t− ǫ2
k∑
l=1
tl, ~xk, ~wk−1
)
e−
∑k
j=1 tj
k−1∏
j=1
dσj
+
∫
∏k−1
j=1
1{ǫ2
∑
k
j=1 tj>ǫT0}
P [u]
(
t− ǫ2
k∑
l=1
tl, ~xk, ~wk−1
)
e−
∑k
j=1 tj
k−1∏
j=1
dσj
= III1 + III2,
where T0 > 0 is defined as in Lemma 4.6. Then we take k = C1T
5
4
0 . By Lemma 4.6, we deduce
|III1| ≤ C
(
1
2
)C2T 540
‖u‖L∞([0,∞)×Ω×S1) . (4.99)
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Also, ǫ2
k∑
j=1
tj > ǫ
−1T0 implies that
k∑
j=1
tj ≥
T0
ǫ3
≥ T0 for 0 < ǫ << 1, so we may directly estimate
|III2| ≤ Ce
−T0 ‖u‖L∞([0,∞)×Ω×S1) . (4.100)
Therefore, for T0 sufficiently large, we know
|III| ≤ δ ‖u‖L∞([0,t]×Ω×S1) , (4.101)
for some δ > 0 small. On the other hand, we may directly estimate the terms in I and II related to g, h
and f , which we denote as I1 and II1. For fixed T , it is easy to see
|I1|+ |II1| ≤ ‖f‖L∞([0,t]×Ω×S1) + ‖g‖L∞([0,t]×Γ−) + ‖h‖L∞(Ω×S1) . (4.102)
Hence, the remaining terms are all related to u¯.
Step 3: Estimate of u¯ term.
Collecting the results in (4.101) and (4.102), we obtain
|u| ≤ A+
∣∣∣∣
∫ t1
0
u¯
(
t− ǫ2(t1 − s1), ~x− ǫ(t1 − s1)~w
)
e−(t1−s1)ds1
∣∣∣∣ (4.103)
+
∣∣∣∣∣∣
k−1∑
l=1
∫
∏
l
j=1
(∫ tl
0
u¯
(
t− ǫ2
l∑
j=1
tl − ǫ
2(tl+1 − sl+1), ~xl − ǫ(tl+1 − sl+1
)
~wl)e
−(tl+1−sl+1)dsl+1
) l∏
j=1
dσj
∣∣∣∣∣∣ ,
= A+ I2 + II2,
where
A = ‖f‖L∞([0,t]×Ω×S1) + ‖g‖L∞([0,t]×Γ−) + ‖h‖L∞(Ω×S1) + δ ‖u‖L∞([0,t]×Ω×S1) . (4.104)
By definition, we know
|I2| =
∣∣∣∣
∫ t1
0
(∫
S1
u(t− ǫ2(t1 − s1), ~x− ǫ(t1 − s1)~w, ~ws1)d~ws1
)
e−(t1−s1)ds1
∣∣∣∣ , (4.105)
where ~ws1 ∈ S
1 is a dummy variable. Then we can utilize the mild formulation (4.95) to rewrite u(~x −
ǫ(t1 − s1)~w, ~ws1) along the characteristics. We denote the stochastic cycle as (t
′
k, ~x
′
k, ~w
′
k) correspondingly
and (t′0, ~x
′
0, ~w
′
0) =
(
t− ǫ2(t1 − s1), ~x− ǫ(t1 − s1)~w, ~ws1
)
. Then
|I2| ≤
∣∣∣∣
∫ t1
0
(∫
S1
Ad~ws1
)
e−(t1−s1)ds1
∣∣∣∣ (4.106)
+
∣∣∣∣∣
∫ t1
0
(∫
S1
∫ t′1
0
u¯(t′0 − ǫ
2(t′1 − s
′
1), ~x
′
0 − ǫ(t
′
1 − s
′
1)~ws1 )e
−(t′1−s
′
1)ds′1d~ws1
)
e−(t1−s1)ds1
∣∣∣∣∣
+
∣∣∣∣∣
∫ t1
0
(∫
S1
k−1∑
l′=1
∫
∏
l′
j′=1
(∫ t′
l′
0
u¯(t′0 − ǫ
2
l′∑
j′=1
t′j′ − ǫ
2(t′l′+1 − s
′
l′+1), ~xl′ − ǫ(t
′
l′+1 − s
′
l′+1)~wl′)
e−(t
′
l′+1
−s′
l′+1
)ds′l′+1
) l′∏
j′=1
dσj′d~ws1
)
e−(t1−s1)ds1
∣∣∣∣∣,
= |I2,1|+ |I2,2|+ |I2,3| .
It is obvious that
|I2,1| =
∣∣∣∣
∫ t1
0
(∫
S1
Ad~ws1
)
e−(t1−s1)ds1
∣∣∣∣ ≤ A (4.107)
≤ ‖f‖L∞([0,t]×Ω×S1) + ‖g‖L∞([0,t]×Γ−) + ‖h‖L∞(Ω×S1) + δ ‖u‖L∞([0,t]×Ω×S1) .
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For I2,2, we use mild formulation again to rewrite u¯(t− ǫ
2(t1− s1), ~x
′− ǫ(t′1− s
′
1)~ws1 ). Denote the stochastic
cycle as (t′′k , ~x
′′
k , ~w
′′
k ). For convenience, we only write out the key term for estimating as
I2,2 =
∫ t1
0
∫
S1
∫ t′1
0
∫
S1
∫ t′′1
0
u¯(t′0 − ǫ
2(t′1 − s
′
1), ~x
′
0 − ǫ(t
′
1 − s
′
1)~ws1 − ǫ(t
′′
1 − s
′′
1)~ws′1) (4.108)
e−(t
′′
1−s
′′
1 )e−(t
′
1−s
′
1)e−(t1−s1)ds1ds
′′
1d~ws′1ds
′
1d~ws1 .
Then we decompose
I2,2 =
∫ t1
0
∫
S1
∫ t′1
t′1−δ
∫
S1
∫ t′′1
0
+
∫ t1
0
∫
S1
∫ t′1−δ
0
∫
S1
∫ t′′1
t′′1−δ
(4.109)
+
∫ t1
0
∫
S1
∫ t′1−δ
0
∫
S1
∫ t′′1−d
0
1~ws1 ·~ws′1
≤δ +
∫ t1
0
∫
S1
∫ t′1−δ
0
∫
S1
∫ t′′1−δ
0
1~ws1 ·~ws′1
≥δ
= I2,2,1 + I2,2,2 + I2,2,3 + I2,2,4.
The first three terms are only restricted to small domains, so we can directly obtain
|I2,2,1|+ |I2,2,2|+ |I2,2,3| ≤ δ ‖u‖L∞([0,t]×Ω×S1) . (4.110)
We turn to the last and most difficult term I2,2,4. Note ~ws1 , ~ws′1 ∈ S
1, which are essentially one-dimensional
variables. Thus, we may write them in new variablea ψ and φ as ~ws1 = (cosψ, sinψ) and ~ws′1 = (cosφ, sinφ).
Then we define the change of variable [−π, π)2 → Ω : (ψ, φ)→ (y1, y2) = (~x
′− ǫ(t′1− s
′
1)~ws1 − ǫ(t
′′
1 − s
′′
1)~ws′1 ),
i.e. {
y1 = x1 − ǫ(t1 − s1)w1 − ǫ(t
′
1 − s
′
1) cosψ − ǫ(t
′′
1 − s
′′
1 ) cosφ,
y2 = x2 − ǫ(t1 − s1)w2 − ǫ(t
′
1 − s
′
1) sinψ − ǫ(t
′′
1 − s
′′
1) sinφ.
(4.111)
Therefore, we can directly compute the Jacobian
(4.112)∣∣∣∣∂(y1, y2)∂(ψ, φ)
∣∣∣∣ =
∣∣∣∣∣
∣∣∣∣∣ ǫ(t
′
1 − s
′
1) sinψ ǫ(t
′′
1 − s
′′
1) sinφ
−ǫ(t′1 − s
′
1) cosψ −ǫ(t
′′
1 − s
′′
1) sinφ
∣∣∣∣∣
∣∣∣∣∣ = ǫ2(t′1 − s′1)(t′′1 − s′′1)
(
~ws1 · ~ws′1
)
≥ ǫ2δ3.
Hence, using Ho¨lder’s inequality, we have
I2,2,2 ≤ C
(∫ t
0
∫
Ω
1
ǫ2δ3
∣∣u¯2(s, ~y)∣∣ d~yds) 12 . (4.113)
Therefore, we have shown
|I2,2| ≤ δ ‖u‖L∞([0,t]×Ω×S1) +
1
δ
3
2 ǫ
‖u¯‖L2([0,t]×Ω×S1) . (4.114)
After a similar but tedious computation, we can show
|I2,3| ≤ δ ‖u‖L∞([0,t]×Ω×S1) +
1
δ
3
2 ǫ
‖u¯‖L2([0,t]×Ω×S1) . (4.115)
Hence, we have proved
|I2| ≤ δ ‖u‖L∞([0,t]×Ω×S1) +
1
δ
3
2 ǫ
‖u¯‖L2([0,t]×Ω×S1) (4.116)
+ ‖f‖L∞([0,t]×Ω×S1) + ‖g‖L∞([0,t]×Γ−) + ‖h‖L∞(Ω×S1) .
In a similar fashion, we can show
|II2| ≤ δ ‖u‖L∞([0,t]×Ω×S1) +
1
δ
3
2 ǫ
‖u¯‖L2([0,t]×Ω×S1) (4.117)
+ ‖f‖L∞([0,t]×Ω×S1) + ‖g‖L∞([0,t]×Γ−) + ‖h‖L∞(Ω×S1) .
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Step 4: Synthesis.
Summarizing all above, we have shown
|u| ≤ δ ‖u‖L∞([0,t]×Ω×S1) +
1
δ
3
2 ǫ
‖u¯‖L2([0,t]×Ω×S1) (4.118)
+ ‖f‖L∞([0,t]×Ω×S1) + ‖g‖L∞([0,t]×Γ−) + ‖h‖L∞(Ω×S1) .
Since (t, ~x, ~w) are arbitrary and δ is small, we have
(4.119)
‖u‖L∞([0,t]×Ω×S1) ≤ C
(
1
ǫ
‖u¯‖L2([0,t]×Ω×S1) + ‖f‖L∞([0,t]×Ω×S1) + ‖g‖L∞([0,t]×Γ−) + ‖h‖L∞(Ω×S1)
)
.
Then using Theorem 4.4, we get the desired result. 
4.4. L2m Estimate. In this section, we try to improve previous estimates. In the following, we assume
m ≥ 2 is an integer and let o(1) denote a sufficiently small constant.
Lemma 4.8. Assume f(t, ~x, ~w) ∈ L∞([0,∞)×Ω×S1), h(~x, ~w) ∈ L∞(Ω×S1) and g(t, x0, ~w) ∈ L
∞([0,∞)×
Γ−). Then the solution u(t, ~x, ~w) to the neutron transport equation (4.1) satisfies
(4.120)
‖u(t)‖L2(Ω×S1) +
1
ǫ
1
2
‖(1− P)[u]‖L2([0,∞)×Γ+) + ‖u¯‖L2([0,∞)×Ω×S1) +
1
ǫ
‖u− u¯‖L2([0,∞)×Ω×S1)
≤ C
(
o(1)ǫ
1
m ‖u‖L∞([0,∞)×Ω×S1)
+
1
ǫ
3
2−
5m−2
2m(2m−1)
‖f‖L2([0,∞)×Ω×S1) +
1
ǫ
5
2−
5m−2
2m(2m−1)
‖f‖
L
2m
2m−1 ([0,∞)×Ω×S1)
+
1
ǫ
1
2−
5m−2
2m(2m−1)
‖h‖L2(Ω×S1) + ǫ
1
2m−1 ‖h‖L2m(Ω×S1)
+
1
ǫ
3
2−
5m−2
2m(2m−1)
‖g‖L2([0,∞)×Γ−) + ‖g‖Lm([0,∞)×Γ+)
)
.
Proof. We divide the proof into several steps:
Step 1: Kernel Estimate.
Applying Lemma 4.3 to the equation (4.1). Then for any φ ∈ L2([0, t)×Ω× S1) satisfying ǫ∂tφ+ ~w · ∇xφ ∈
L2([0, t)× Ω× S1) and φ ∈ L2([0, t)× Γ), we have
− ǫ2
∫ t
0
∫∫
Ω×S1
∂tφu − ǫ
∫ t
0
∫∫
Ω×S1
(~w · ∇xφ)u+
∫ t
0
∫∫
Ω×S1
(u− u¯)φ (4.121)
= − ǫ
∫ t
0
∫
Γ
uφdγ − ǫ2
∫∫
Ω×S1
u(t)φ(t) + ǫ2
∫∫
Ω×S1
u(0)φ(0) +
∫ t
0
∫∫
Ω×S1
fφ.
Our goal is to choose a particular test function φ. We first construct an auxiliary function ζ(t). Since
u(t) ∈ L∞(Ω× S1), it naturally implies u¯(t) ∈ L∞(Ω). We define ζ(t, ~x) on Ω satisfying{
∆ζ(t) = (u¯)2m−1(t, ~x)d~x in Ω,
ζ(t) = 0 on ∂Ω.
(4.122)
In the bounded domain Ω, based on the standard elliptic estimate, we have
‖ζ‖
W
2, 2m
2m−1 (Ω)
≤ C
∥∥(u¯)2m−1∥∥
L
2m
2m−1 (Ω)
= C ‖u¯‖2m−1L2m(Ω) . (4.123)
We plug the test function
φ = −~w · ∇xζ (4.124)
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into the weak formulation (4.121) and estimate each term there. By Sobolev embedding theorem, we have
‖φ‖L2(Ω) ≤ C ‖ζ‖H1(Ω) ≤ C ‖ζ‖W 2,
2m
2m−1 (Ω)
≤ C ‖u¯‖2m−1L2m(Ω) , (4.125)
‖φ‖
L
2m
2m−1 (Ω)
≤ C ‖ζ‖
W
1, 2m
2m−1 (Ω)
≤ C ‖u¯‖
2m−1
L2m(Ω) . (4.126)
Easily we can decompose
−ǫ
∫ t
0
∫∫
Ω×S1
(~w · ∇xφ)u = − ǫ
∫ t
0
∫∫
Ω×S1
(~w · ∇xφ)u¯− ǫ
∫ t
0
∫∫
Ω×S1
(~w · ∇xφ)(u − u¯). (4.127)
We estimate the two term on the right-hand side of (4.127) separately. By (4.122) and (4.124), we have
−ǫ
∫ t
0
∫∫
Ω×S1
(~w · ∇xφ)u¯ = ǫ
∫ t
0
∫∫
Ω×S1
u¯
(
w1(w1∂11ζ + w2∂12ζ) + w2(w1∂12ζ + w2∂22ζ)
)
(4.128)
= ǫ
∫ t
0
∫∫
Ω×S1
u¯
(
w21∂11ζ + w
2
2∂22ζ
)
= ǫπ
∫ t
0
∫
Ω
u¯(∂11ζ + ∂22ζ)
= ǫπ ‖u¯‖
2m
L2m([0,t]×Ω) .
In the second equality, above cross terms vanish due to the symmetry of the integral over S1. On the other
hand, for the second term in (4.56), Ho¨lder’s inequality and the elliptic estimate imply
−ǫ
∫ t
0
∫∫
Ω×S1
(~w · ∇xφ)(u − u¯) ≤ Cǫ ‖u− u¯‖L2m([0,t]×Ω×S1)
(∫ t
0
‖ζ‖
2
W
2, 2m
2m−1 (Ω)
)1/2
(4.129)
≤ Cǫ ‖u− u¯‖L2m([0,t]×Ω×S1) ‖u¯‖
2m−1
L2m([0,t]×Ω×S1) .
Based on (4.123), (4.125), (4.126), Sobolev embedding theorem and the trace theorem, we have
(4.130)
‖∇xζ‖L
m
m−1 (Γ)
≤ C ‖∇xζ‖
W
1
2m
, 2m
2m−1 (Γ)
≤ C ‖∇xζ‖
W
1, 2m
2m−1 (Ω)
≤ C ‖ζ‖
W
2, 2m
2m−1 (Ω)
≤ C ‖u¯‖
2m−1
L2m(Ω) .
Based on (4.123), (4.126), the trace theorem and Ho¨lder’s inequality, we have
ǫ
∫ t
0
∫
Γ
uφdγ = ǫ
∫ t
0
∫
Γ
P [u]φdγ + ǫ
∫ t
0
∫
Γ+
(1− P)[u]φdγ + ǫ
∫ t
0
∫
Γ−
gφdγ (4.131)
= ǫ
∫ t
0
∫
Γ+
(1− P)[u]φdγ + ǫ
∫ t
0
∫
Γ−
gφdγ
≤ ǫ ‖φ‖
L
m
m−1 (Γ)
(
‖(1− P)[u]‖Lm([0,t]×Γ+) + ‖g‖Lm([0,t]×Γ−)
)
≤ ǫ ‖u¯‖
2m−1
L2m([0,t]×Ω×S1)
(
‖(1− P)[u]‖Lm([0,t]×Γ+) + ‖g‖Lm([0,t]×Γ−)
)
.
Also, we obtain ∫ t
0
∫∫
Ω×S1
(u − u¯)φ ≤ ‖φ‖L2([0,t]×Ω×S1) ‖u− u¯‖L2([0,t]×Ω×S1) (4.132)
≤ C ‖u¯‖2m−1L2m([0,t]×Ω×S1) ‖u− u¯‖L2([0,t]×Ω×S1) ,
∫ t
0
∫∫
Ω×S1
fφ ≤ C ≤ ‖φ‖L2([0,t]×Ω×S1) ‖f‖L2([0,t]×Ω×S1) (4.133)
≤ C ‖u¯‖
2m−1
L2m([0,t]×Ω×S1) ‖f‖L2([0,t]×Ω×S1) .
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On the other hand, we may apply Ho¨lder’s inequality and Young’s inequality to directly estimate
ǫ2
∫∫
Ω×S1
u(t)φ(t) ≤ Cǫ2 ‖φ(t)‖L2(Ω×S1) ‖u(t)‖L2(Ω×S1) (4.134)
≤ Cǫ2 ‖u¯(t)‖
2m−1
L2m(Ω×S1) ‖u(t)‖L2(Ω×S1) ≤ C
(
ǫ
4m−1
2m−1 ‖u(t)‖
2m
L2m(Ω×S1) + ǫ ‖u(t)‖
2m
L2(Ω×S1)
)
.
Similarly, we have
ǫ2
∫∫
Ω×S1
u(0)φ(0) ≤ C
(
ǫ
4m−1
2m−1 ‖h‖2mL2m(Ω×S1) + ǫ ‖h‖
2m
L2(Ω×S1)
)
. (4.135)
Then the only remaining term is
−ǫ2
∫ t
0
∫∫
Ω×S1
∂tφu = − ǫ
2
∫ t
0
∫∫
Ω×S1
∂tφ(u− u¯) (4.136)
≤ ‖∂t∇ζ‖L2([0,t]×Ω×S1) ‖u− u¯‖L2([0,t]×Ω×S1) .
Now we have to tackle ‖∂t∇ζ‖L2([0,t]×Ω×S1). Similar to the L
2 estimate, for test function φ(~x, ~w) which is
independent of time t, we have the weak formulation
ǫ2
∫∫
Ω×S1
∂tu(t)φ = ǫ
∫∫
Ω×S1
(~w · ∇xφ)u(t)−
∫∫
Ω×S1
(u(t)− u¯(t))φ (4.137)
− ǫ
∫
Γ
u(t)φdγ +
∫∫
Ω×S1
f(t)φ.
For fixed t, taking φ = −Φ(~x) which satisfies
 ∆Φ = ∂tu¯(t, ~x)
(
u¯(t, ~x)
)2m−2
in Ω,
Φ(t) = 0 on ∂Ω,
(4.138)
which further implies Φ = ∂tζ. Then the left-hand side of (4.137) is actually
LHS = − ǫ2
∫∫
Ω×S1
Φ∂tu(t) = −ǫ
2
∫∫
Ω×S1
Φ∂tu¯ (4.139)
= − ǫ2
∫∫
Ω×S1
Φ∆Φ = ǫ2
∫∫
Ω×S1
|∇Φ|
2
= ǫ2 ‖∂t∇ζ(t)‖
2
L2(Ω×S1) .
By a similar argument as above and the Poincare´ inequality, the right-hand side of (4.137) can be bounded
as
RHS ≤ ‖∂t∇ζ(t)‖L2(Ω×S1)
(
‖u(t)− u¯(t)‖L2(Ω×S1) + ‖f(t)‖L2(Ω×S1)
)
. (4.140)
Note that the boundary terms vanish due to the construction of Φ. Therefore, we have
ǫ2 ‖∂t∇ζ(t)‖L2(Ω×S1) ≤ ‖u(t)− u¯(t)‖L2(Ω×S1) + ‖f(t)‖L2(Ω×S1) . (4.141)
For all t, we can further integrate over [0, t] to obtain
ǫ2 ‖∂t∇ζ‖L2([0,t]×Ω×S1) ≤ ‖u− u¯‖L2([0,t]×Ω×S1) + ‖f‖L2([0,t]×Ω×S1) . (4.142)
Collecting all terms above and using Young’s inequality, we obtain
ǫ ‖u¯‖L2m([0,t]×Ω×S1) ≤ C
(
ǫ ‖u− u¯‖L2m([0,t]×Ω×S1) + ǫ ‖(1 − P)[u]‖Lm([0,t]×Γ+) (4.143)
+ ‖f‖L2([0,t]×Ω×S1) + ǫ ‖g‖Lm([0,t]×Γ−)
+ ǫ
2m
2m−1 ‖u(t)‖L2m(Ω×S1) + ǫ ‖u(t)‖L2(Ω×S1) + ǫ
2m
2m−1 ‖h‖L2m(Ω×S1) + ǫ ‖h‖L2(Ω×S1)
)
.
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Step 2: Energy Estimate.
As before, we get energy estimate
ǫ2
2
‖u(t)‖
2
L2(Ω×S1) +
ǫ
2
‖(1 − P)[u]‖
2
L2([0,t)×Γ+) + ‖u− u¯‖
2
L2([0,t)×Ω×S1) (4.144)
≤
∫∫
[0,t)×Ω×S1
fu+
ǫ2
2
‖h‖
2
L2(Ω×S1) + ‖g‖
2
L2([0,t)×Γ−) + ǫ
2η ‖u¯‖
2
L2([0,t)×Ω×S1) .
On the other hand, we can square on both sides of (4.143) to obtain
ǫ2 ‖u¯‖2L2m([0,t]×Ω×S1) (4.145)
≤ C
(
ǫ2 ‖u− u¯‖2L2m([0,t]×Ω×S1) + ǫ
2 ‖(1 − P)[u]‖2Lm([0,t]×Γ+)
+ ‖f‖
2
L2([0,t]×Ω×S1) + ǫ
2 ‖g‖
2
Lm([0,t]×Γ−)
+ ǫ
4m
2m−1 ‖u(t)‖
2
L2m(Ω×S1) + ǫ
2 ‖u(t)‖
2
L2(Ω×S1) + ǫ
4m
2m−1 ‖h‖
2
L2m(Ω×S1) + ǫ
2 ‖h‖
2
L2(Ω×S1)
)
.
Taking η sufficiently small, multiplying a sufficiently small constant on both sides of (4.145) and adding it
to (4.144) to absorb ǫ2η ‖u¯‖
2
L2([0,t)×Ω×S1) and ǫ
2 ‖u(t)‖
2
L2(Ω×S1), we deduce
ǫ2 ‖u(t)‖
2
L2(Ω×S1) + ǫ ‖(1− P)[u]‖
2
L2([0,t]×Γ+) + ǫ
2 ‖u¯‖
2
L2([0,t]×Ω×S1) + ‖u− u¯‖
2
L2([0,t]×Ω×S1) (4.146)
≤ C
(∫ t
0
∫∫
Ω×S1
fu+ ǫ2 ‖u− u¯‖
2
L2m([0,t]×Ω×S1) + ǫ
2 ‖(1 − P)[u]‖
2
Lm([0,t]×Γ+)
+ ‖f‖
2
L2([0,t]×Ω×S1) + ǫ
2 ‖g‖
2
Lm([0,t]×Γ−) + ‖g‖
2
L2([0,t)×Γ−)
+ ǫ
4m
2m−1 ‖u(t)‖
2
L2m(Ω×S1) + ǫ
2 ‖h‖
2
L2(Ω×S1) + ǫ
4m
2m−1 ‖h‖
2
L2m(Ω×S1)
)
.
By interpolation estimate and Young’s inequality, we have
‖(1− P)[u]‖Lm([0,t]×Γ+) ≤ ‖(1− P)[u]‖
2
m
L2([0,t]×Γ+) ‖(1 − P)[u]‖
m−2
m
L∞([0,t]×Γ+) (4.147)
=
(
1
ǫ
m−2
m2
‖(1− P)[u]‖
2
m
L2([0,t]×Γ+)
)(
ǫ
m−2
m2 ‖(1− P)[u]‖
m−2
m
L∞([0,t]×Γ+)
)
≤ C
(
1
ǫ
m−2
m2
‖(1− P)[u]‖
2
m
L2([0,t]×Γ+)
)m
2
+ o(1)
(
ǫ
m−2
m2 ‖(1− P)[u]‖
m−2
m
L∞([0,t]×Γ+)
) m
m−2
≤
C
ǫ
m−2
2m
‖(1− P)[u]‖L2([0,t]×Γ+) + o(1)ǫ
1
m ‖(1− P)[u]‖L∞([0,t]×Γ+)
≤
C
ǫ
m−2
2m
‖(1− P)[u]‖L2([0,t]×Γ+) + o(1)ǫ
1
m ‖u‖L∞([0,t]×Ω×S1) .
Similarly, we have
‖u− u¯‖L2m([0,t]×Ω×S1) ≤ ‖u− u¯‖
1
m
L2([0,t]×Ω×S1) ‖u− u¯‖
m−1
m
L∞([0,t]×Ω×S1) (4.148)
=
(
1
ǫ
m−1
m2
‖u− u¯‖
1
m
L2([0,t]×Ω×S1)
)(
ǫ
m−1
m2 ‖u− u¯‖
m−1
m
L∞([0,t]×Ω×S1)
)
≤ C
(
1
ǫ
m−1
m2
‖u− u¯‖
1
m
L2([0,t]×Ω×S1)
)m
+ o(1)
(
ǫ
m−1
m2 ‖u− u¯‖
m−1
m
L∞([0,t]×Ω×S1)
) m
m−1
≤
C
ǫ
m−1
m
‖u− u¯‖L2([0,t]×Ω×S1) + o(1)ǫ
1
m ‖u− u¯‖L∞([0,t]×Ω×S1) .
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Also, we know
‖u(t)‖L2m(Ω×S1) ≤ ‖u(t)‖
1
m
L2(Ω×S1) ‖u(t)‖
m−1
m
L∞(Ω×S1) (4.149)
=
(
1
ǫ
(m−1)2
m2(2m−1)
‖u(t)‖
1
m
L2(Ω×S1)
)(
ǫ
(m−1)2
m2(2m−1) ‖u(t)‖
m−1
m
L∞(Ω×S1)
)
≤ C
(
1
ǫ
(m−1)2
m2(2m−1)
‖u(t)‖
1
m
L2(Ω×S1)
)m
+ o(1)
(
ǫ
(m−1)2
m2(2m−1) ‖u(t)‖
m−1
m
L∞(Ω×S1)
) m
m−1
≤
C
ǫ
(m−1)2
m(2m−1)
‖u(t)‖L2(Ω×S1) + o(1)ǫ
m−1
m(2m−1) ‖u(t)‖L∞(Ω×S1) .
We need this extra ǫ
1
m for the convenience of L∞ estimate. Then we know for sufficiently small ǫ,
ǫ2 ‖(1− P)[u]‖
2
Lm([0,t]×Γ+) ≤ Cǫ
2−m−2
m ‖(1 − P)[u]‖
2
L2([0,t]×Γ+) + o(1)ǫ
2+ 2
m ‖u‖
2
L∞([0,t]×Γ+) (4.150)
≤ o(1)ǫ ‖(1− P)[u]‖
2
L2([0,t]×Γ+) + o(1)ǫ
2+ 2
m ‖u‖
2
L∞([0,t]×Γ+) .
Similarly, we have
ǫ2 ‖u− u¯‖
2
L2m([0,t]×Ω×S1) ≤ ǫ
2− 2m−2
m ‖u− u¯‖
2
L2([0,t]×Ω×S1) + o(1)ǫ
2+ 2
m ‖u‖
2
L∞([0,t]×Ω×S1) (4.151)
≤ o(1) ‖u− u¯‖
2
L2([0,t]×Ω×S1) + o(1)ǫ
2+ 2
m ‖u‖
2
L∞([0,t]×Ω×S1) .
Also, we know
ǫ
4m
2m−1 ‖u(t)‖
2
L2m(Ω×S1) ≤ ǫ
4m
2m−1
(
C
ǫ
2(m−1)2
m(2m−1)
‖u(t)‖
2
L2(Ω×S1) + o(1)ǫ
2(m−1)
m(2m−1) ‖u(t)‖
2
L∞(Ω×S1)
)
(4.152)
= Cǫ1+
5m−2
m(2m−1) ‖u(t)‖2L2(Ω×S1) + o(1)ǫ
1+ 2
m ‖u(t)‖2L∞(Ω×S1)
≤ Cǫ1+
5m−2
m(2m−1) ‖u(t)‖
2
L2(Ω×S1) + o(1)ǫ
1+ 2
m ‖u‖
2
L∞([0,∞)×Ω×S1) .
In (4.146), we can absorb ‖u− u¯‖L2(Ω×S1) and ǫ ‖(1 − P)[u]‖
2
L2(Γ+) into left-hand side to obtain
ǫ2 ‖u(t)‖
2
L2(Ω×S1) + ǫ ‖(1− P)[u]‖
2
L2([0,t]×Γ+) + ǫ
2 ‖u¯‖
2
L2([0,t]×Ω×S1) + ‖u− u¯‖
2
L2([0,t]×Ω×S1) (4.153)
≤ C
(
o(1)ǫ1+
2
m ‖u‖
2
L∞([0,∞)×Ω×S1) +
∫ t
0
∫∫
Ω×S1
fu+ ‖f‖
2
L2([0,t]×Ω×S1)
+ ǫ2 ‖g‖
2
Lm([0,t]×Γ−) + ‖g‖
2
L2([0,t)×Γ−)
+ ǫ1+
5m−2
m(2m−1) ‖u(t)‖
2
L2(Ω×S1) + ǫ
2 ‖h‖
2
L2(Ω×S1) + ǫ
4m
2m−1 ‖h‖
2
L2m(Ω×S1)
)
.
Note that we cannot further absorb ǫ1+
5m−2
m(2m−1) ‖u(t)‖2L2(Ω×S1) into the left-hand side since its power of ǫ is
insufficient. This is the critical value and makes the whole estimate worse.
Based on (4.81), we have
(4.154)
‖u(t)‖
2
L2(Ω×S1) ≤ C
(
1
ǫ2
‖f‖
2
L2([0,t]×Ω×S1) +
1
ǫ2
∫ t
0
∫∫
Ω×S1
fuλ + ‖h‖
2
L2(Ω×S1) +
1
ǫ2
‖g‖
2
L2([0,t]×Γ−)
)
.
Plugging it into the right-hand side of (4.155), we can conclude that
ǫ2 ‖u(t)‖
2
L2(Ω×S1) + ǫ ‖(1− P)[u]‖
2
L2([0,t]×Γ+) + ǫ
2 ‖u¯‖
2
L2([0,t]×Ω×S1) + ‖u− u¯‖
2
L2([0,t]×Ω×S1) (4.155)
≤ C
(
o(1)ǫ1+
2
m ‖u‖
2
L∞([0,∞)×Ω×S1) + ǫ
−1+ 5m−2
m(2m−1)
∫ t
0
∫∫
Ω×S1
fu+ ǫ−1+
5m−2
m(2m−1) ‖f‖
2
L2([0,t]×Ω×S1)
+ ǫ2 ‖g‖2Lm([0,t]×Γ−) + ǫ
−1+ 5m−2
m(2m−1) ‖g‖2L2([0,t]×Γ−)
+ ǫ1+
5m−2
m(2m−1) ‖h‖2L2(Ω×S1) + ǫ
4m
2m−1 ‖h‖2L2m(Ω×S1)
)
.
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We can decompose ∫∫
Ω×S1
fu =
∫∫
Ω×S1
fu¯+
∫∫
Ω×S1
f(u− u¯). (4.156)
Ho¨lder’s inequality and Cauchy’s inequality imply
ǫ−1+
5m−2
m(2m−1)
∫∫
Ω×S1
fu¯ ≤ ǫ−1+
5m−2
m(2m−1) ‖f‖
L
2m
2m−1 (Ω×S1)
‖u¯‖L2m(Ω×S1) (4.157)
≤
C
ǫ3−
5m−2
m(2m−1)
‖f‖
2
L
2m
2m−1 (Ω×S1)
+ o(1)ǫ2 ‖u¯‖
2
L2m(Ω×S1) ,
and
ǫ−1+
5m−2
m(2m−1)
∫∫
Ω×S1
f(u− u¯) ≤ C
1
ǫ1−
5m−2
m(2m−1)
‖f‖
2
L2(Ω×S1) + o(1) ‖u− u¯‖
2
L2(Ω×S1) . (4.158)
Hence, absorbing ǫ2 ‖u¯‖2L2m(Ω×S1) and ‖u− u¯‖
2
L2(Ω×S1) into left-hand side of (4.155), we get
ǫ2 ‖u(t)‖
2
L2(Ω×S1) + ǫ ‖(1− P)[u]‖
2
L2([0,t]×Γ+) + ǫ
2 ‖u¯‖
2
L2([0,t]×Ω×S1) + ‖u− u¯‖
2
L2([0,t]×Ω×S1) (4.159)
≤ C
(
o(1)ǫ2+
2
m ‖u‖
2
L∞([0,t]×Ω×S1) +
1
ǫ1−
5m−2
m(2m−1)
‖f‖
2
L2([0,t]×Ω×S1) +
1
ǫ3−
5m−2
m(2m−1)
‖f‖
2
L
2m
2m−1 ([0,t]×Ω×S1)
+ ǫ1+
5m−2
m(2m−1) ‖h‖
2
L2(Ω×S1) + ǫ
4m
2m−1 ‖h‖
2
L2m(Ω×S1)
+
1
ǫ1−
5m−2
m(2m−1)
‖g‖
2
L2([0,t]×Γ−) + ǫ
2 ‖g‖
2
Lm([0,t]×Γ+)
)
.
which implies
‖u(t)‖L2(Ω×S1) +
1
ǫ
1
2
‖(1− P)[u]‖L2([0,t]×Γ+) + ‖u¯‖L2([0,t]×Ω×S1) +
1
ǫ
‖u− u¯‖L2([0,t]×Ω×S1) (4.160)
≤ C
(
o(1)ǫ
1
m ‖u‖L∞([0,t]×Ω×S1) +
1
ǫ
3
2−
5m−2
2m(2m−1)
‖f‖L2([0,t]×Ω×S1) +
1
ǫ
5
2−
5m−2
2m(2m−1)
‖f‖
L
2m
2m−1 ([0,t]×Ω×S1)
+
1
ǫ
1
2−
5m−2
2m(2m−1)
‖h‖L2(Ω×S1) + ǫ
1
2m−1 ‖h‖L2m(Ω×S1)
+
1
ǫ
3
2−
5m−2
2m(2m−1)
‖g‖L2([0,t]×Γ−) + ‖g‖Lm([0,t]×Γ+)
)
.

4.5. L∞ Estimate - Second Round.
Theorem 4.9. Assume f(t, ~x, ~w) ∈ L∞([0,∞)×Ω×S1), h(~x, ~w) ∈ L∞(Ω×S1) and g(t, x0, ~w) ∈ L
∞([0,∞)×
Γ−). Then the solution u(t, ~x, ~w) to the neutron transport equation (4.1) satisfies
‖u‖L∞([0,∞)×Ω×S1) (4.161)
≤ C
(
1
ǫ
5
2−
9m−4
2m(2m−1)
‖f‖
L
2m
2m−1 ([0,∞)×Ω×S1)
+
1
ǫ
3
2−
9m−4
2m(2m−1)
‖f‖L2([0,∞)×Ω×S1) + ‖f‖L∞([0,∞)×Ω×S1)
+
1
ǫ
m−1
2m−1
‖h‖L2m(Ω×S1) +
1
ǫ
1
2−
9m−4
2m(2m−1)
‖h‖L2(Ω×S1) + ‖h‖L∞(Ω×S1)
+
1
ǫ
1
m
‖g‖Lm([0,∞)×Γ+) +
1
ǫ
3
2−
9m−4
2m(2m−1)
‖g‖L2([0,∞)×Γ−) + ‖g‖L∞([0,∞)×Γ−)
)
.
Proof. Based on the analysis in proving Theorem 4.7, the key step is the estimate of I2,2,2. Here, we use
Ho¨lder’s inequality with a different exponent to obtain
I2,2,2 ≤ C
(∫ t
0
∫
Ω
1
ǫ2δ3
∣∣u¯2m(s, ~y)∣∣ d~yds) 12m . (4.162)
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Therefore, we have shown
|I2,2| ≤ δ ‖u‖L∞([0,t]×Ω×S1) +
1
δ
3
2m ǫ
1
m
‖u¯‖L2m([0,t]×Ω×S1) . (4.163)
In a similar fashion, we can show that
|u| ≤ δ ‖u‖L∞([0,t]×Ω×S1) +
1
δ
3
2m ǫ
1
m
‖u¯‖L2m([0,t]×Ω×S1) (4.164)
+ ‖f‖L∞([0,∞)×Ω×S1) + ‖g‖L∞([0,∞)×Γ−) + ‖h‖L∞(Ω×S1) .
This naturally implies that
‖u‖L∞([0,t]×Ω×S1) ≤
1
δ
3
2m ǫ
1
m
‖u¯‖L2m([0,t]×Ω×S1) (4.165)
+ ‖f‖L∞([0,t]×Ω×S1) + ‖g‖L∞([0,t]×Γ−) + ‖h‖L∞(Ω×S1) .
Then using Theorem 4.8, we get
‖u‖L∞([0,t]×Ω×S1) (4.166)
≤ C
(
o(1) ‖u‖L∞([0,t]×Ω×S1)
+
1
ǫ
5
2−
9m−4
2m(2m−1)
‖f‖
L
2m
2m−1 ([0,t]×Ω×S1)
+
1
ǫ
3
2−
9m−4
2m(2m−1)
‖f‖L2([0,t]×Ω×S1) + ‖f‖L∞([0,t]×Ω×S1)
+
1
ǫ
m−1
2m−1
‖h‖L2m(Ω×S1) +
1
ǫ
1
2−
9m−4
2m(2m−1)
‖h‖L2(Ω×S1) + ‖h‖L∞(Ω×S1)
+
1
ǫ
1
m
‖g‖Lm([0,t]×Γ+) +
1
ǫ
3
2−
9m−4
2m(2m−1)
‖g‖L2([0,t]×Γ−) + ‖g‖L∞([0,t]×Γ−)
)
.
Absorbing o(1) term into the left-hand side, we obtain the desired result. 
Theorem 4.10. Assume eK0tf(t, ~x, ~w) ∈ L∞([0,∞)×Ω× S1), h(~x, ~w) ∈ L∞(Ω× S1) and eK0tg(t, x0, ~w) ∈
L∞([0,∞) × Γ−) for some K0 > 0. Then there exists 0 < K ≤ K0 such that the solution u(t, ~x, ~w) to the
neutron transport equation (4.1) satisfies∥∥eKtu∥∥
L∞([0,∞)×Ω×S1)
(4.167)
≤ C
(
1
ǫ
5
2−
9m−4
2m(2m−1)
∥∥eKtf∥∥
L
2m
2m−1 ([0,∞)×Ω×S1)
+
1
ǫ
3
2−
9m−4
2m(2m−1)
∥∥eKtf∥∥
L2([0,∞)×Ω×S1)
+
∥∥eKtf∥∥
L∞([0,∞)×Ω×S1)
+
1
ǫ
m−1
2m−1
‖h‖L2m(Ω×S1) +
1
ǫ
1
2−
9m−4
2m(2m−1)
‖h‖L2(Ω×S1) + ‖h‖L∞(Ω×S1)
+
1
ǫ
1
m
∥∥eKtg∥∥
Lm([0,∞)×Γ+)
+
1
ǫ
3
2−
9m−4
2m(2m−1)
∥∥eKtg∥∥
L2([0,∞)×Γ−)
+
∥∥eKtg∥∥
L∞([0,∞)×Γ−)
)
.
Proof. Let v = eKtu. Then v satisfies the equation

ǫ2∂tv + ǫ ~w · ∇xv + v − v¯ = e
Ktf +Kǫ2v for (t, ~x, ~w) ∈ [0,∞)× Ω× S1,
v(0, ~x, ~w) = h(~x, ~w) for (~x, ~w) ∈ Ω× S1,
v(t, ~x0, ~w)− P [v](t, ~x0) = e
Ktg(t, ~x0, ~w) for t ∈ [0,∞) ~x0 ∈ ∂Ω and ~w · ~ν < 0.
(4.168)
Note that we have an extra term Kǫ2v. However, ǫ2 helps to recover all the estimates in previous theorems
and we can obtain exactly the same results. 
References
[1] A. Bensoussan, J.-L. Lions, and G. C. Papanicolaou, Boundary layers and homogenization of transport processes,
Publ. Res. Inst. Math. Sci., 15 (1979), pp. 53–157.
[2] C. Cercignani, R. Illner, and M. Pulvirenti, The mathematical theory of dilute gases, Springer-Verlag, New York,
1994.
[3] R. Esposito, Y. Guo, C. Kim, and R. Marra, Non-isothermal boundary in the Boltzmann theory and Fourier law,
Comm. Math. Phys., 323 (2013), pp. 177–239.
[4] , Stationary solutions to the Boltzmann equation in the hydrodynamic limit, arXiv: 1502.05324, (2015).
40 LEI WU
[5] Y. Guo and L. Wu, Geometric correction in diffusive limit of neutron transport equation in 2D convex domains, Arch.
Rational Mech. Anal., 226 (2017), pp. 321–403.
[6] , Regularity of Milne problem with geometric correction in 3D, Math. Models Methods Appl. Sci., 27 (2017), pp. 453–
524.
[7] E. W. Larsen, A functional-analytic approach to the steady, one-speed neutron transport equation with anisotropic scat-
tering, Comm. Pure Appl. Math., 27 (1974), pp. 523–545.
[8] , Solutions of the steady, one-speed neutron transport equation for small mean free paths, J. Mathematical Phys., 15
(1974), pp. 299–305.
[9] , Neutron transport and diffusion in inhomogeneous media I., J. Mathematical Phys., 16 (1975), pp. 1421–1427.
[10] , Asymptotic theory of the linear transport equation for small mean free paths II., SIAM J. Appl. Math., 33 (1977),
pp. 427–445.
[11] E. W. Larsen and J. D’Arruda, Asymptotic theory of the linear transport equation for small mean free paths I., Phys.
Rev., 13 (1976), pp. 1933–1939.
[12] E. W. Larsen and G. J. Habetler, A functional-analytic derivation of Case’s full and half-range formulas, Comm. Pure
Appl. Math., 26 (1973), pp. 525–537.
[13] E. W. Larsen and J. B. Keller, Asymptotic solution of neutron transport problems for small mean free paths, J.
Mathematical Phys., 15 (1974), pp. 75–81.
[14] E. W. Larsen and P. F. Zweifel, On the spectrum of the linear transport operator, J. Mathematical Phys., 15 (1974),
pp. 1987–1997.
[15] , Steady, one-dimensional multigroup neutron transport with anisotropic scattering, J. Mathematical Phys., 17
(1976), pp. 1812–1820.
[16] Q. Li, J. Lu, and W. Sun, A convergent method for linear half-space kinetic equations, Preprint, (2015).
[17] , Diffusion approximations and domain decomposition method of linear transport equations: asymptotics and nu-
merics., J. Comput. Phys., 292 (2015), pp. 141–167.
[18] J. Schaeffer and L. Wu, The nonrelativistic limit of relativistic Vlasov-Maxwell system, Math. Methods Appl. Sci., 40
(2017), pp. 3784–3798.
[19] Y. Sone, Kinetic theory and fluid dynamics., Birkhauser Boston, Inc., Boston, MA, 2002.
[20] , Molecular gas dynamics. Theory, techniques, and applications., Birkhauser Boston, Inc., Boston, MA, 2007.
[21] L. Wu, Hydrodynamic limit with geometric correction of stationary Boltzmann equation, J. Differential Equations, 260
(2016), pp. 7152–7249.
[22] , Diffusive limit with geometric correction of unsteady neutron transport equation, Kinet. Relat. Models, 10 (2017),
pp. 1163–1203.
[23] L. Wu and Y. Guo, Geometric correction for diffusive expansion of steady neutron transport equation, Comm. Math.
Phys., 336 (2015), pp. 1473–1553.
[24] L. Wu, X. Yang, and Y. Guo, Asymptotic analysis of transport equation in annulus, J. Stat. Phys., 165 (2016), pp. 585–
644.
Department of Mathematical Sciences, Carnegie Mellon University, Wean Hall 6113, Pittsburgh, PA 15213,
USA
E-mail address, L. Wu: lwu2@andrew,cmu.edu
