Abstract: Sensor and computing technologies provide people with information on their performance and load when doing sports. In order to automatically give advices on how to continue exercising and/or to adjust the sports equipment during the physical activity, intelligent devices are required. These devices rely on models for recognition and classification of patterns in the motion currently performed. Different methods and models, such as Neural Networks, Hidden Markov models or Support Vector Machines have proven to be applicable for this purpose. Pros and cons of the different approaches are discussed. Practical applications are presented and experiences reported.
INTRODUCTION
Technological systems are getting increasingly important for physical activity monitoring and assessment in general (e. g. Yang and Hsu, 2010) and for supervising load and performance in mass and elite sport in particular (Liebermann et al., 2010) . Miniature sensors and computing devices are attached to the athletes or integrated into the sports equipment in order to acquire and process performance or load related data. Ubiquitous computing technologies are thus applied to implement systems, which provide athletes with feedback information on the quality of the motion just performed (Baca, 2003) . Moreover, the acquired data may be used in order to adapt the sports equipment to the current needs of the athlete.
Due to the rapid progress in hardware capabilities and the potential of data processing methods, it is expected that "the emphasis in the future developments will shift to development of intelligent systems that could not only analyse the data but suggests strategies and interventions" (Baca, Dabnichki, Heller and Kornfeind, 2009) . Moreover, sports equipment will be able to sense new conditions in the environment and adapt accordingly thus showing the behaviour of adaptive systems.
One such concept for an intelligent feedback system is proposed by . The idea of their Mobile Coaching system is to provide interactive communication technology to coaches and athletes in order to assist them in adapting and evaluating certain performance parameters in respect to the individual performance level. Characteristic parameters of the physical activity can be supervised continuously. In this way, athletes get feedback of the quality of their motion which helps to interpret the body's reactions to physical load. For such purposes, sensors, carried by the person or mounted onto the sports equipment, are used to measure different parameters like heart rate, velocity or reactive forces of an exercising person. These parameters are sent to a Smartphone application ( Fig. 1 ) via ANT+™ (ANT+ is a well-established standard for wireless sensor data transmission used by many manufacturers of technological sports-equipment).
Figure 1. Smartphone application.
The measured data is then transmitted to an application server using wireless communication technologies (UMTS, HSUPA). Fig. 2 shows the whole dataflow from the sensors to the Smartphone-Application (Athlete)-client) and from there to the Server (Expert-Client). Based on the collected data, feedback instructions can be generated by (remote) experts having access to the server and sent back to the exercising person.
Moreover, sub-modules may be integrated into the server application thereby implementing intelligent algorithms for processing the acquired data (see Fig. 3 ). In this way, feedback instructions may automatically be generated. Moreover, peculiarities in the data may be detected and subsequently be considered by the expert when providing feedback. One main basis of almost any intelligent feedback system or adaptive system is the successful recognition or classification of patterns underlying the human motion just performed. This analysis does not only comprise kinematic parameters, but, moreover, also kinetic and physiological data.
Different methods and models have proven to be useful for this kind of analysis. In the sequel, a survey of approaches most commonly applied is given. Pros and cons are discussed with regard to their applicability in intelligent devices supporting athletes. Practical applications are presented and experiences reported.
FEATURE EXTRACTION
Sensors and systems measuring human motion provide a large amount of data. The acquisition of sensor data is often followed by a pre-processing phase (e. g. filtering). In order to reduce the (high) dimensionality of the, feature extraction is accomplished. There are different major directions in doing this. The easiest approach is to calculate simple statistics from the motion data such as minimum, maximum, variance, etc. Another type of features is obtained by applying filtering techniques such as FFT or wavelets. In many cases, a linear transformation is applied to project the data space into a new feature space with lower dimension. Principal component analysis (PCA), independent component analysis (ICA) and linear discrimination analysis (LDA) are widely used for feature extraction and dimensionality reduction (Chen, 2004) . In a next step, feature selection methods identify a subset of features from the original set well suited for a subsequent classification thereby obeying various optimization criteria (Kohavi and John, 1997) . Efficient feature selection methods are sequential forward selection (beginning with an empty set and repeatedly adding the feature best fulfilling the optimization criterion with the already selected) and backward selection (removing features repeatedly from the set) (Chen, 2004) .
There are several papers reporting on experiences when comparing different feature extraction methods. Chen (2004) , for example, concludes that it is the type of the classification task affects if PCA is superior to ICA or vice versa. PCA, LDA or ICA are frequently applied when reducing kinematic data sets obtained from video based (e. g. Ali and Shah, 2010) or inertial sensor based (e.g. Yang, Jafari, Sastri and Bajcsy, 2009; Yang, Iyengar, Sastri, Bajcsy, Kuryloski and Jafari, 2008; Mäntyjärvi, Himberg, and Seppänen, 2001 ) motion capture systems. Such inertial sensors comprise accelerometers and gyroscopes. Mäntyjärvi et al. (2001) attached two sets of three axial accelerometers to testees performing four different activities. Utilizing PCA and ICA produced nearly equal classification results. Ghasemzadeh, Lose and Jafari (2009) and Ghasemzadeh and Jafari, (2011) used motion transcripts built of motion primitives for reducing the complexity of the original data. Concerning the evaluation of baseball swings (Ghasemzadeh and Jafari, 2011) the authors indicate as one of their future aims the development of a system, which provides athletes with intelligent feedback on the quality of the swing just performed.
STATISTICAL DECISION
Once features have been selected, statistical classifiers are required for identifying the corresponding class of motion and/or selecting the appropriate feedback or adaptation of the sport equipment. Various classification methods, such as binary classification trees, decision engines, Bayes classifier, k-Nearest Neighbour (k-NN), rule-based approaches, linear discriminant classifier (LDC) or Support Vector Machines (SVMs) may be utilized for this purpose. A binary classification tree requiring a low processing complexity is, for example, used for classifying activities by Krauss, Solà, Maeder and Buchholz (2008) . The system proposed aims at the promotion of physical activity. Features are derived from data originating from multi-axis accelerometer sensor systems. Depending on the desired complexity of the classification, the decision tree is either reduced to an activity/no activity classification or extended to a distinction between running, walking, sitting or lying. Vales-Alonso et al. (2010) propose a system for assisting athletes in their training. Athletes are equipped with a monitoring device which receives training (e. g. heart rate) and environmental (e. g. temperature) data as input. A decision engine combines these data and derives recommendations for the athlete. In a prototype application the goal is to keep the heart rate of a runner in a target range. The expected heart rate is evaluated by means of function interpolation from current environment conditions and heart rate measurements as well as from potential environment conditions of the next tracks. Based on the results the next track is selected and suggested. The main difficulty of the method lies in the correct prognosis of the heart rate.
A rule-based approach has been implemented in the system developed by Jaitner and Trapp (2008) . The objective of their system is to improve the training of a group of cyclists such that each cyclist meets the predefined exercise intensity as close as possible. If the cyclist's heart rate values are not within the desired range, three rules are followed in a given order. As a first rule, the position of the cyclist may be changed, as a second, the formation may be changed and as a third, the group speed may be adapted accordingly.
A specific distant measure is proposed by Helten, Brock, Müller and Seidel (2011) . Their system classifies trampoline jumps from inertial sensor data. An unknown jump is labelled to the class representation having the smallest distance to the jump.
Ghasemzadeh, Loseu and Jafari (2009) introduce a quantitative model for processing features extracted from several body-worn sensor nodes placed on the upper body and arms to capture kinematic data during a golf swing. PCA for data reduction and LDA both for data reduction and classification are essential components of the quantitative model. The model is part of a system for providing golfers with immediate feedback on the quality of their movements.
The performance of Bayes, k-NN, LDC and SVM depends on the number of samples used for training. A good survey is given by Chen (2004) . The (naïve) Bayes classifier assigns a pattern to the class with maximum estimated posterior probability. The k-NN classifier assigns an object to the class most common amongst its k nearest neighbors. The LDC method searches for linear combinations of variables, which provide the best separation between the considered classes. An extensive tutorial on the basic ideas behind SVMs has been written by Burges (1998) . In general, a support vector machine constructs an optimal boundary in the feature space, which can be used for classification.
Various examples can be given on the application of SVMs in sports and human motion related classification tasks. Wu and Wang used SVM for classifying gait patterns based on features extracted by PCA. Begg and Kamruzzaman (2005) applied SVMs for automatically recognizing gait changes due to ageing using kinematic and kinetic data. Lai, Levinger and Begg (2009) utilized SVMs to detect patellofemoral pain syndrome from ground reaction forces and foot kinematics. A treadmill exercise system, which can automatically control the treadmill speed in order to accurately track a preset heart rate profile, was designed by Su, Wang, Celler, Savkin and Guo (2006) . The SVM approach is applied to identify physiological processes. Acikkar et al. (2009) tested the application of SVMs for predicting, whether an athlete is aerobically fit or not and proved the effectiveness of the method. Eskofier, Wagner, Munson and Oleson (2010) compared five different classifiers for discriminating between three speed and three surface inclination classes during running.
Features were determined from the heel compression signal of the runners, which was continuously measured using a smart sensor embedded in the running shoe. Due to the requirement that it should be possible to make all computations in real-time on the employed microprocessor of the shoe, the SVM classifier based on two features was finally implemented for speed classification. Nevertheless, the Multilayer Perceptron (MLP) Classifier (see section 4.) delivered better classification results. It was, however, not selected because of being computationally considerably more demanding. Kampouraki, Nikou and Manis (2006) and Kampouraki, Manis and Nikou (2009) classified heart rate signals using SVMs. SVM was superior to neural network based classification approaches (see section 4.). Fischer, Do, Stein, Asfour, Dillmann and Schwameder (2011) compared SVMs and Artificial Neural Networks (ANN; see section 4.) in classifying individual kinematic patterns when running at different velocities. SVM classified the data more precisely. In the paper by Wang, Yang, Chen, Chen and Zhang (2005) three classifiers (decision tree, MLP, SVM) were tested for identifying human activities in an office room. Tri-axial accelerometers were used to collect motion data. SVM performed relatively well when compared to the other classifiers in stability and generalization capability.
NEURAL NETWORKS
Artificial neural networks may also be regarded as statistical classifiers. Among these, primarily supervised neural networks are considered as a potential tool for separating between different activities or performances (Eskofier at al., 2010; Kampouraki et al., 2009; Wang et al., 2005; Fischer et al., 2011; Sazonov, Bumpus, Zeigler and Marocco, 2005; Knoop, Vacek, Dillmann, Brännström and Christensen, 2005; Rodríguez-Silva et al., 2008) . In particular, MLP neural networks are quite commonly applied.
Throughout the last years, the use of ANNs as a tool for analyzing human motion data has got more attention in sports and clinical biomechanics (e. g. Schöllhorn, 2004; Bartlett, 2006) . Here, much consideration is given to unsupervised neural nets such as self-organizing maps (SOM; e. g. Janssen et al., 2011).
The application of unsupervised neural nets has proven to be helpful for identifying patterns in complex motor tasks or processes. SOMs enable to map motion processes to a twodimensional trajectory described by a sequence of neurons, where each neuron represents a unique state of this process.
A variant of a SOM-type network as proposed by Perl (DyCon; 2004a , 2004b ) has shown to be successfully applicable for identifying classes of motions (motion types) and similarities in motion processes. In the investigation by , for example, a DyCoN of 400 neurons was trained and data sets were generated on the neurons.
The feature vectors derived from the recorded data sets represented kinematic parameters characterizing the motion of the muzzle of a biathlon gun in one of ten time interval of the total motion. After training the network, similar neurons were combined to clusters (Fig. 5) .
Figure 5. DyCon. Each neuron represents a state of the motion process.
For each analyzed shot the ten successive data sets (feature vectors) describing the aiming process were mapped to the corresponding neurons (winner neurons) of the net. The sequence of the related clusters in the respective succession was then used as 1-dimensional representation ("phase diagram" of the complex aiming motion. In a second processing step types of shots were identified taking these sequences for training and analysis of a second net.
A particular advantage of SOM-type neural networks might be that process types previously not foreseen can be detected. Certain deficiencies in motion can thus be identified.
One reason for not being utilized that much as supervised neural networks for classification tasks could be the demand for a large training data set. DyCon, however, requires a substantially reduced training data set only, e. g. by adding stochastically generated ones (Perl, 2004b) .
HIDDEN MARKOV MODELS
Another approach in the implementation of classification algorithms is the use of Hidden Markov Models (HMMs). Mannini and Sabatini (2010) demonstrated that such modelling can be "an important weapon in our arsenal of computational methods for classification of human physical activity". Their HMM-based classifier outperformed all nine classifiers having been tested for comparison.
HMMs are particularly known for their applicability in temporal pattern recognition and are therefore well appropriate for being used in categorizing human motion and activity.
Summarizing, a HMM is a statistical model for describing the characteristics of a stochastic process. There are a finite number of states, each of which is associated with a transition probability to other states. At each time one specific state is taken. The state at a specific time is directly and solely influenced by the state at the previous time. After each transition from one state to the next, an output observation is generated based on an observation probability distribution associated with the current state (cf. Jiang, 2010) . From the observable output the underlying process shall be deduced. If, for instance, different exercises shall be classified, separate HMMs may be trained for each individual exercise. When evaluating a given sequence, likelihoods from each trained HMM may be calculated. The sequence can then be assigned to that HMM with the largest likelihood.
HMMs have, for example, successfully been applied in discriminating six different dumbbell exercises by processing data from an inertial sensor attached to a subject's wrist (Minnen, Starner, Esser and Isbell, 2006) and for classifying human physical activity (sitting, lying, standing, walking, stair climbing, running, cycling) using (five biaxial) accelerometer data (Mannini and Sabbatini, 2010) . When recognizing types of weight training exercises from accelerometer data of hand and waist motion no differences in performance could be found when applying a naïve Bayes classifier and a HMM (Chang, Chen and Canny, 2007) .
SPECIFIC MODELS
The aim of any feedback system is to give advices on future movement execution. Recommendations can be derived from the current state (e. g. exhaustion, muscle fatigue, motion technique, etc.). In many cases, however, more accurate feedback instructions can be provided, if the change of certain parameters (e .g physiological parameters, such as heart rate) is correctly predicted.
In order to achieve this, specific models have to be integrated into the feedback system. One example for such an approach is the decision engine proposed by Vales-Alonso et al. (2010;  see section 3).
Another example is the E-Coaching system for marathon racers, which is currently under development. The intention is to combine mobile data acquisition methods with centralized analysis routines and feedback functionality for supporting marathon racers. Within this system, which is realized in cooperation with Stefan Endler and Jürgen Perl (University of Mainz) as part of the Mobile Coaching-project ; see section 1.), load-based performance development is predicted by applying the antagonistic metamodel PerPot, which has been developed by Perl (2004c Perl ( , 2005 . This meta-model was created to qualitatively analyze phenomena like delayed reaction on load or collapse effecting overload (Perl, 2004) . Applying the model to data from practice, it turned out, however, that PerPot was able to even provide quantitative results and to predict load-based performance development very precisely. Extensions of PerPot are now able to determine the individual anaerobe threshold by simulation, enabling optimization of speed and heart rate profiles in endurance sports (Perl and Endler, 2006) . The meta-model PerPot describes physiological adaptation on an abstract level as an antagonistic process ( Fig. 6 ; Perl, 2008) : A load input flow is identically feeding a strain potential and a response potential. The response potential increases the performance potential by a positive flow, while the strain potential reduces it by a negative flow. All flows show specific delays, thus modeling the time the components of the modeled system need to react. In particular in endurance sports delays play an important role for the process of fatigue and recovering (Perl, 2005 (Perl, , 2008 . A typical situation in marathon is a temporary unobserved overload, which is much later followed by an unexpected break down. The reason is a delayed reduction of the reserve of the fatigue potential, which then causes a sudden overflow of strain together with a significant loss of performance. Therefore, reserve is the central aspect of predicting future performance development. All these phenomena can be simulated by PerPot.
CONCLUSIONS
There are powerful weapons in our arsenal of computational methods for classification of human movement and physical activity. The choice of the method finally implemented depends on the type of the classification task. In particular, the complexity of the computations required and the available computing power have to be taken into consideration.
Many practical applications presented within this paper are able to differentiate between exercises. In order to provide adequate feedback in sport, however, often not the exercises are of interest, but a differentiation in execution of the individual exercise itself. Hence, small nuances have to be detected. This requires a careful training and adaptation of the classifiers selected.
