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AN INFINITE FAMILY OF LOCALLY X GRAPHS
BASED ON INCIDENCE GEOMETRIES
NATALIA GARCIA-COLIN AND DIMITRI LEEMANS
Abstract. A graph G is locally X if the graphs induced on the neighbours of
every vertex of G are isomorphic to the graph X. We prove that the infinite
family of incidence graphs of the r–rank incidence geometries, Γ(KG(n, k), r),
constructed using the Kneser graphs KG(n, k), are locally X with X being
the incidence graphs of the rank r − 1 residues of Γ(KG(n, k), r).
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1. Introduction
For a given graph X , a graph G is locally X if the graphs induced on the neigh-
bours of every vertex of G are isomorphic to X . In the literature, G can also be
referred to as an extension of X or a locally homogeneous graph.
A. Zykov [38, 39] posed the problem of characterizing the graphs, X, for which
there are locallyX graphs. Finding any general solution for this problem is difficult,
if at all possible.
Apart from the inherent interest of this problem for graph theorists, another
motivation for the study of locally homogeneous graphs is observed in [20]:
“The theorems may find application in the characterization of the Johnson scheme
among the primitive association schemes and distance regular graphs. It can also be
used to characterize alternating and symmetric groups (of sufficiently large degree)
by centralizers of various of their elements (the initial motivation for the theorem).”
The progress thus far has followed three general lines of enquiry; the undecidabil-
ity of the problem; the construction of locally X graphs for some selected graphs,
X ; and sufficient conditions for a graph X to have an extension.
It has been shown that many extension problems are undecidable [11, 12]. Among
them, it is algorithmically undecidable to determine whether a given graph L has a
finite or infinite extension, and to determine whether a given graph L has an infinite
extension. However, it is still unknown whether the problem of determining when
a given graph L has a finite extension is decidable or undecidable. A survey paper
[22] dealing with the progress in solving these problems was published in 1976.
In [19], a complete list of all graphs X of order up to six having an extension is
given; in some cases all such extensions are characterized. Constructions of locally
X graphs, for instance, cycles [16, 15], unions of paths [30], trees [2], polyhedra
[13, 3, 14], the Petersen graph [18], other Kneser graphs [20, 28], dense graphs
[10, 29] and others have been investigated in [5, 6, 4, 37, 9, 17, 21, 23]. A rich
compilation of locally X graphs can also be found in [36].
Some structural characteristics for a graph X to have an extension have been
given in [1, 5, 6, 22, 35]. For example, in [35] it is proved that if X is a regular
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graph of degree greater than one and girth at least six then X has an extension.
In [34], its proven that if there exists a finite locally X graph G, where X is a
disconnected finite graph, then for an arbitrary finite group Γ there are infinitely
many connected locally X graphs such that the automorphism group Aut(G) ∼= Γ.
Finally, we may mention the problem of local homogeneity of graphs is related
to algebraic topology and to group theory [33, 31, 32].
The paper is organized as follows. In Section 2 we present some structural prop-
erties of Kneser graphs which will be used in the construction of the incidence
geometries we study and we present the necessary background on incidence geome-
tries. In Section 3 we compute the neighbourhood geometry of a Kneser graph,
which is used in Section 4 to construct a new infinite family of locally X graphs.
2. background
2.1. Graph theory. A Kneser graph1 KG(n, k) is a graph whose vertex set is
the set of all k-subsets of {1, . . . , n} and any pair of disjoint subsets is joined by
an edge. Complete graphs are very familiar objects, for instance Kn are Kneser
graphs KG(n, 1) and the Petersen graph is a KG(5, 2). Its very simple to see that
Kneser graphs are locally Kneser graphs, furthermore Jonathan Hall proved in [18]
that there are exactly three pairwise non-isomorphic locally Petersen graphs, only
one of them being a Kneser graph, namely KG(7, 2).
The following lemmas will cover some structural characteristics of Kneser graphs
which, in turn, will be used in the later sections for determining structural charac-
teristics of our constructions.
Lemma 2.1. The smallest odd cycle of a Kneser graph, KG(n, k), with n > 2k+1
has length 2⌈ k
n−2k ⌉+ 1.
Proof. We may assume that n < 3k, as KG(n, k) with n ≥ 3k has triangles, and
the statement holds. Let n = 2k + r for some r < k and A1, . . . , A2l+1 be the
vertices of the smallest odd cycle, as subsets of [n].
By construction, we haveA1∩A2 = ∅ andA2∩A3 = ∅ thus A1∪A3 ⊂ Ac2 and they
have non empty intersection as, |Ac2| = n−k = k+r < 2k, thus |A1∩A3| ≥ k−r and
A1 and A3 cannot be adjacent. Similarly, we can argue that |A3 ∩A5| ≥ k− r thus
|A1 ∩A5| ≥ k − 2r. We may continue this process to conclude that |A1 ∩A2i+1| ≥
k − ir.
Hence A1 ∩ A2l+1 = ∅ if and only if k − lr ≤ 0. This happens precisely when
⌈ k
n−2k ⌉ ≤ l and the result follows. 
Lemma 2.2. Between any two vertices of a Kneser graph, A,B, such that |A∩B| =
c there is an even path of length 2⌈ k−c
n−2k ⌉ and an odd path of length 2⌈
c
n−2k⌉+ 1.
Proof. Let A and B be two vertices of KG(n, k), C = A∩B, |C| = c, D = (A∪B)c,
and |D| = n− 2k + c. Let X1, . . . , Xl and Y1, . . . , Yl with l = ⌈
k−s
n−2k ⌉ be partitions
of A \B and B \A, respectively, in sets of size n− 2k, perhaps except the last one.
Let A2i−1 = (∪ij=1Xj) ∪ (∪
l
j=i+1Yj) ∪D
′ for some D′ ⊂ D of cardinality c and
A2i = (∪ij=1Yj) ∪ (∪
l
j=i+1Xj) ∪ C for 0 ≤ i ≤ l. Clearly Aj ∩ Aj+1 = ∅, A = A0,
B = A2l, thus A,A1 . . . , A2l−1, B is a path of even length 2⌈
k−c
n−2k ⌉.
1Lova´sz introduced the term Kneser graph in [27] after a problem posed by Kneser in [24].
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For the odd path, take D′ ⊂ D of cardinality c and let A′ = B \A∪D′. Then A
and A′ are adjacent, and we may construct an even path of size 2⌈ c
n−2k⌉ between
A′ and B as before, given that |A′ ∩B| = k − c, and the result follows. 
2.2. Incidence geometry. An incidence system [7], Γ := (X, ∗, t, I) is a 4-tuple
such that
• X is a set whose elements are called the elements of Γ;
• I is a set whose elements are called the types of Γ;
• t : X → I is a type function, associating to each element x ∈ X of Γ a type
t(x) ∈ I;
• ∗ is a binary relation on X called incidence, that is reflexive, symmetric
and such that for all x, y ∈ X , if x ∗ y and t(x) = t(y) then x = y.
The incidence graph of Γ is the graph whose vertex set is X and where two vertices
are joined provided the corresponding elements of Γ are incident.
A flag is a set of pairwise incident elements of Γ, i.e. a clique of its incidence
graph. The type of a flag F is {t(x) : x ∈ F}. A chamber is a flag of type I. An
element x is incident to a flag F and we write x ∗ F for that, when x is incident
to all elements of F . An incidence system Γ is a geometry or incidence geometry if
every flag of Γ is contained in a chamber (or in other words, every maximal clique
of the incidence graph is a chamber). The rank of Γ is the number of types of Γ,
namely the cardinality of I.
Observe that the incidence graph of an incidence system of rank n is an n-partite
graph. This will play a key role in the construction of an infinite family of locally
X graphs.
Let Γ := (X, ∗, t, I) be an incidence system. Given J ⊆ I, the J–truncation
of Γ is the incidence system ΓJ := (t−1(J), ∗|t−1(J)×t−1(J), t|J , J). In other words,
it is the subgeometry constructed from Γ by taking only elements of type J and
restricting the type function and incidence relation to these elements.
Let Γ := (X, ∗, t, I) be an incidence system. Given a flag F of Γ, the residue of
F in Γ is the incidence system ΓF := (XF , ∗F , tF , IF ) where
• XF := {x ∈ X : x ∗ F, x 6∈ F};
• IF := I \ t(F );
• tF and ∗F are the restrictions of t and ∗ to XF and IF .
An incidence system Γ is residually connected when each residue of rank at least
two of Γ has a connected incidence graph. It is called firm (resp. thick) when every
residue of rank one of Γ contains at least two (resp. three) elements.
Let Γ := (X, ∗, t, I) be an incidence system. An automorphism of Γ is a mapping
α : (X, I)→ (X, I) : (x, t(x)) 7→ (α(x), t(α(x)) where
• α is a bijection on X inducing a bijection on I;
• for each x, y ∈ X , x ∗ y if and only if α(x) ∗ α(y);
• for each x, y ∈ X , t(x) = t(y) if and only if t(α(x)) = t(α(y)).
An automorphism α of Γ is called type preserving when for each x ∈ X , t(α(x)) =
t(x). The set of all automorphisms of Γ together with the composition forms a
group that is called the automorphism group of Γ and denoted by Aut(Γ). The set
of all type-preserving automorphisms of Γ is a subgroup of Aut(Γ) that we denote
by AutI(Γ). An incidence system Γ is flag-transitive if AutI(Γ) is transitive on all
flags of a given type J for each type J ⊆ I.
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Figure 1. Petersen graph KG(5, 2) and Desargues’ configuration K˜G(5, 2)
A rank two geometry with points and lines is called a generalised digon if every
point is incident to every line and, it is called a partial linear space if there is at
most one line through any pair of points. An incidence geometry is said to satisfy
the intersection property of rank 2, denoted by (IP )2, when all its rank two residues
are either partial linear spaces or generalised digons.
Let Γ be a firm, residually connected and flag-transitive geometry. The Bueken-
hout diagram of Γ is a graph whose vertices are the elements of I and with an
edge {i, j} with label dij − gij − dji whenever every residue of type {i, j} is not a
generalised digon. The number gij is called the gonality and is equal to half the
girth of the incidence graph of a residue of type {i, j}. The number dij is called the
i-diameter of a residue of type {i, j} and is the longest distance from an element
of type i to any element in the incidence graph of the residue. Moreover, to every
vertex i is associated a number si, called the i-order, which is equal to the size of
a residue of type i minus one, and a number ni which is the number of elements of
type i of the geometry.
The Petersen graph, for instance, can be seen as a geometry of rank two whose
elements are the vertices and edges of the graph. Its Buekenhout diagram is the
following.
✐ ✐5 5 6
1
10
2
15
Let G be a graph. Denote its set of vertices (resp. edges) by G0 (resp. G1). For
distinct p, q ∈ G0, we say that p and q are adjacent – and we write p ∼ q – whenever
{p, q} ∈ G1. As in [26], to the graph G, we associate a new rank 2 geometry G˜,
called the neighborhood geometry of G, whose elements are, roughly speaking, the
vertices and the neighborhoods of vertices of G. More precisely, we define G˜ to be
the geometry (G0 × {0} ∪G0 × {1}, ∗˜, t˜, {0, 1}) with
• t˜(G0 × {i}) = i, for i = 0, 1;
• (p, 0)∗˜(q, 1) iff p ∼ q, for p, q ∈ G0.
As pointed out in [26, Table 1], the neighborhood geometry of the Petersen
graph is Desargues’ configuration. Figure 1 gives the Petersen graph and Desar-
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gues’ configuration. The Buekenhout diagram of Desargues’ configuration is the
following.
✐ ✐5 3 5
2
10
2
10
3. The neighborhood geometry of a Kneser graph
In this section, we compute the neighborhood geometry of a given Kneser graph.
These geometries will then be used in the next section to construct locally X graphs
as incidence graphs of some particular incidence geometries. The incidence graphs
of these geometries are sometimes called the bipartite Kneser graphs.
Lemma 3.1. The 0–diameter and 1–diameter of K˜G(n, k) is 2⌈ k
n−2k ⌉+ 1.
Proof. As the construction of K˜G(n, k) is symmetric in the set of types, the 0–
diameter and the 1–diameter are the same.
By Lemma 2.2 the distance between any two vertices of K˜G(n, k) is at most
2⌈ k−c
n−2k ⌉ or 2⌈
c
n−2k ⌉+1, for some 0 ≤ c ≤ k. This achieves a maximum of 2⌈
k
n−2k ⌉+1
when c = k, that is, when we are tracing a path from the two copies of the same
vertex in K˜G(n, k).
We now argue that this bound can’t be improved, as such improvement would
contradict Lemma 2.1. 
Lemma 3.2. The gonality of K˜G(n, k) is 3 when n = 2k+1 and 2 when n ≥ 2k+2.
Proof. If n = 2k+1, the following is a circuit of length 6 in the incidence graph of
K˜G(n, k): ({1, . . . , k}, 0)∗˜({k+1, . . . , 2k}, 1)∗˜({1, . . . , k−1, 2k+1}, 0)∗˜({k, . . . , 2k−
1}, 1)∗˜({1, . . . , k − 1, 2k}, 0)∗˜({k + 1, . . . , 2k − 1, 2k + 1}, 1)∗˜({1, . . . , k}, 0).
If n > 2k + 1, the following is a circuit of length 4 in the incidence graph
of K˜G(n, k): ({1, . . . , k}, 0)∗˜({k + 1, . . . , 2k}, 1)∗˜({1, . . . , k − 1, 2k + 1}, 0)∗˜({k +
1, . . . , 2k − 1, 2k + 2}, 1)∗˜({1, . . . , k}, 0). 
Lemma 3.3. K˜G(n, k) is a connected graph.
Proof. This follows from the fact that KG(n, k) has cycles of odd length as proven
in Lemma 2.1. 
4. A new family of locally X graphs
Take a Kneser graph KG(n, k). Its neighborhood geometry K˜G(n, k) can be
used to construct infinitely many locally X graphs using incidence geometry.
Construction 4.1. For any positive integer r ≥ 2 and a given Kneser graph
KG(n, k), define a rank r incidence system Γ(KG(n, k), r) := (X, ∗, t, I) as follows.
Let Ω := {1, . . . , n + k(r − 2)}. Let I := {1, . . . , r}. Take r copies X1, . . . , Xr of
all the subsets of size k of Ω, and let X = X1 ∪ . . . ∪Xr. For any x ∈ Xi, define
t(x) = i. For any elements xi ∈ Xi and xj ∈ Xj, we say that xi ∗ xj if and only if
i 6= j and xi and xj are disjoint as subsets of Ω.
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Observe that the case r = 2 in Construction 4.1 gives the neighbourhood ge-
ometry K˜G(n, k) of the Kneser graph KG(n, k) that was defined in the previous
section.
Lemma 4.2. Γ(KG(n, k), r) is an incidence geometry.
Proof. As | Ω |= n+k(r−2) and n ≥ 2k+1, it is always possible to find r pairwise
disjoint subsets of size k in Ω. Hence every maximal flag of Γ must be a chamber
and Γ is an incidence geometry. 
Lemma 4.3. The symmetric group SΩ ∼= Sn+k(r−2) acts transitively on the cham-
bers of Γ(KG(n, k), r) (or in other words, Γ(KG(n, k), r) is flag-transitive).
Proof. This is due to the fact that SΩ is (n+ k(r − 2))–transitive on Ω. 
Lemma 4.4. Γ(KG(n, k), r) is residually connected.
Proof. We prove this by induction on r. The case r = 2 is dealt with in Lemma 3.3.
Suppose that Γ(KG(n, k), r) is residually connected. In order to prove that
Γ(KG(n, k), r+1) is residually connected, we only need to show that the incidence
graph of Γ(KG(n, k), r+1) is connected, as all residues of Γ(KG(n, k), r+1) of rank
< r+1 are connected by the induction hypothesis and the fact that Γ(KG(n, k), r+
1) is flag-transitive as shown in Lemma 4.3. Take xi an element of type i and xj an
element of type j 6= i. The {i, j}–truncation of Γ(KG(n, k), r) is the neighborhood
geometry K˜G(n∗k(r−2), k) of a Kneser graph KG(n∗k(r−2), k). By Lemma 3.3,
K˜G(n∗k(r−2), k) is connected. Hence, every rank two truncation of Γ(KG(n, k), r)
is connected and therefore Γ(KG(n, k), r) is connected. 
Lemma 4.5. For any i = 1, . . . , r, the i–order of Γ(KG(n, k), r) is equal to(
n−k
k
)
−1.
Proof. A flag F of rank r−1 consists of r−1 pairwise disjoint subsets of size k. Hence
these subsets cover k(r−1) points of Ω. So there are n+k(r−2)−k(r−1) = n−k
points not covered by F in Ω. There are thus
(
n−k
k
)
subsets of size k that are
disjoint with all subsets of F . 
The previous lemma immediately implies the following corollary.
Corollary 4.6. Γ(KG(n, k), r) is thick.
Lemma 4.7. Every rank two residue of Γ(KG(n, k), r) is isomorphic to K˜G(n, k).
Proof. Every rank two residue is obtained from a flag F that has r − 2 elements.
These r−2 elements cover k(r−2) elements of Ω and therefore there are n elements
of Ω remaining. 
Lemma 4.8. AutI(Γ(KG(n, k), r)) ∼= SΩ and Aut(Γ(KG(n, k), r)) ∼= SΩ × Sr
Proof. By Lemma 4.3, we know that AutI(Γ(KG(n, k), r)) ≥ SΩ. Obviously, it
cannot be strictly bigger. Construction 4.1 is symmetric in the set of types. Hence
Aut(Γ(KG(n, k), r) ∼= SΩ × Sr. 
We summarize in the following theorem all the properties we have proved on
Γ(KG(n, k), r). Note that the gonality and diameters of the rank two residues of
the Buekenhout diagram were computed in Lemma 3.2 and Lemma 3.1.
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Theorem 4.9. Γ(KG(n, k), r) is a thick, residually connected and flag-transitive
incidence geometry of rank r. Its automorphism groups AutI(Γ) ∼= SΩ and Aut(Γ) ∼=
SΩ × Sr. The Buekenhout diagram of Γ(KG(n, k), r) is a complete graph. The or-
ders of the diagram are
(
n−k
k−1
)
, the number of elements of each type is
(
n+k(r−2)
k
)
,
the edges are labelled as d− g − d where g = 3 if n = 2k + 1 and 2 otherwise, and
d = 2⌈ k
n−2k ⌉+ 1.
Corollary 4.10. The incidence graph of Γ(KG(n, k), r) is a locally X graph.
Proof. Since Γ(KG(n, k), r) is a flag-transitive geometry and sinceAut(Γ(KG(n, k), r) ∼=
SΩ × Sr, all the incidence graphs of the residues of rank r − 1 are isomorphic. 
Corollary 4.11. There exists a locally Desargues graph whose automorphism group
is isomorphic to S7.
Proof. Such a graph can be obtained as the incidence graph of Γ(KG(5, 2), 3). 
We highlight that Γ(KG(5, 2), 3) was already given in [8, page 86]. Furthermore,
geometries satisfying the intersection property of rank two, (IP )2, attracted much
attention in the nineties and noughties (see, for instance, [8, 25]). It turns out that
some of the incidence geometries obtained by Construction 4.1 satisfy (IP )2, as
shown in the next corollary.
Corollary 4.12. Γ(KG(n, k), r) is (IP )2 if and only if n = 2k + 1.
Proof. For a rank two residue of Γ(KG(n, k), r) to satisfy (IP )2, we need it to be a
generalised digon or its gonality to be at least 3. Generalised digons have gonality
and diameters equal to two. Lemma 3.1 and Lemma 3.2 then finish the proof. 
Observe that when n = 2k+ 1, the diameters and gonality written on the edges
of the Buekenhout diagram are respectively n and 3.
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