Abstract-Two low-complexity methods are proposed for sequential probability assignment for binary independent and identically distributed (i.i.d.) individual sequences with empirical distributions whose governing parameters are known to be bounded within a limited interval. The methods can be applied to different problems where fast accurate estimation of the maximizing sequence probability is very essential to minimizing some loss. Such applications include applications in finance, learning, channel estimation and decoding, prediction, and universal compression. The application of the new methods to universal compression is studied, and their universal coding redundancies are analyzed. One of the methods is shown to achieve the minimax redundancy within the inner region of the limited parameter interval. The other method achieves better performance on the region boundaries and is more robust numerically to outliers. Simulation results support the analysis of both methods. While non-asymptotically the gains may be significant over standard methods that maximize the probability over the complete parameter simplex, asymptotic gains are in second order. However, these gains translate to meaningful significant factor gains in other applications, such as financial ones. Moreover, the methods proposed generate estimators that are constrained within a given interval throughout the complete estimation process which are essential to applications such as sequential binary channel crossover estimation. The results for the binary case lay the foundation to studying larger alphabets.
I. INTRODUCTION
Universal sequence probability assignment and sequence probability estimation are important in applications in finance, learning, channel estimation, prediction, universal compression, and more. The goal is to assign probability as large as possible to a sequence, whose governing parameters under a known governing statistical model are unknown in advance. Classical universal sequential probability assignment methods (see, e.g., [3] , [9] ) assign such a probability under the assumption that the governing parameters can be at any point in the complete parameter simplex. Averaging over the complete parameter space with some weighting prior gives simple addconstant estimators, such as the add-
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Krichesvky-Trofimov (KT) estimator [3] . Such estimators give each symbol a constant number of occurrences prior to the start of the sequence.
In many cases, there may exist some advance knowledge that indicates that the governing parameters can be only inside 1 G. I. Shamir is with ECE Department, University of Utah, Salt Lake City, UT 84112, U.S.A., e-mail: gshamir@ece.utah.edu. T. J. Tjalkens and F. M. J. Willems are with the Eindhoven University of Technology, Electrical Engineering Department, 5600 MB Eindhoven, The Netherlands, e-mails: T.J.Tjalkens@tue.nl, F.M.J.Willems@tue.nl. The work of the first author was partially supported by NSF Grant CCF-0347969. a subset of the parameter space. The use of such knowledge can reduce losses attained due to lack of prior knowledge of the actual governing parameters. Consider, for example, a binary independent and identically distributed (i.i.d.) sequence for which it is known that the maximum likelihood (ML) estimate of a bit . We then bound the universal compression redundancy obtained by these schemes and show the gains that can be attained over the standard methods. These gains asymptotically reduce the second order of the redundancy. However, they can be significant for shorter data blocks. Furthermore, they can accumulate to large gains with larger alphabets if the source parameters are described by decomposing the parameters into binary trees. When compressing sources with memory with an algorithm such as the context tree weighting (CTW) [9] , the statistics in each state of the source are of an i.i.d. source. If gains are achieved for each state, they can accumulate to large overall gains in practice.
Gains may extend well beyond compression to applications in prediction, estimation, universal investment portfolios [1] , and more. While the loss in compression is logarithmic in the ratio between the maximizing probability and the assigned one (i.e., the attenuation of the maximizing probability by the estimator), other loss functions may be linear in this attenuation. A single bit gain in compression reflects a factor of £ gain in this ratio. Consider a process constantly selecting reinvestment between two investment types. With some probability one investment will double, while the other will be lost. With the remaining probability, the opposite outcome will take place. Universal compression redundancy gain of # bits is equivalent to an increase in wealth here by a factor of $ . Unlike the standard KT estimator, the initial estimates of the new estimators are already biased in the proper direction, leading to earlier convergence to the maximizing probability and to the gain in performance. Some applications, such as crossover probability estimation of a binary symmetric channel (BSC), cannot tolerate estimators outside some known interval, which may lead to catastrophic performance.
Two methods are proposed for the sequential estimator. The first directly mixes over the limited parameter space with a normalized truncated Dirichlet- 
Practical probability assignments for this case can be obtained by mixing (averaging) the sequence probability over the complete parameter space with some prior 
gives the well-known add-
KT estimator [3] , which can be assigned to ! sequentially. The KT estimator is initialized to . In [9] , it was shown that even for small 
Note that the KT estimator is a special case of the above sequential assignment with the KT estimator in (8) . The proof of Theorem 1 is presented in [6] and [8] and is based on integration by parts and the fact that bits over the KT estimator. The gain is reduced in inner boundaries because the mixture does not include the other side of the boundary. The universal gains over standard KT encoding shown in Theorem 2 are in second order performance. As shown in the numerical results in Section V, these gains are essential for moderate to short block sizes. However, the universal compression gains can translate in other applications to significant factors of probability estimator attenuation gains.
The proof of Theorem 2 is rather complicated and is presented in [8] . The idea is to compute the redundancy as a difference of logarithms, and insert 
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The sequential estimator in Theorem 1 appears to be the generalization of the KT estimator for a limited parameter interval, and has similar properties with respect to minimax performance in its parameter space. It thus looses in performance at the boundaries. For specific values of¨, , and B , it may be possible to obtain more uniform performance with a different estimator.
A bigger problem of the estimator in Theorem 1 is its numerical robustness. Unlike sequential estimators based on the standard approach (see, e.g., [3] , [4] , [5] , [9] , [10] ) which may generate several probability estimators and add them to provide g 3 A , the estimator of Theorem 1 adds but may also subtract a bias from a quantity updated sequentially. The sign of the bias depends on the actual bits in ! . Subtraction of very small biases from very small probabilities can lead to lack of numerical stability, resulting in inaccurate probability estimators, including negative estimates. This problem is enhanced when the actual . The clean sequence is transformed through a binary channel with to produce the noisy one, where capital letters denote random variables. This setting implies that (21) can be implemented with a low-complexity sequential algorithm. This can be done using a state transition diagram which resembles those proposed in [4] , [5] , [10] . A state The reduction of complexity using this method is beyond the scope of this paper, but is studied in future work.
The asymptotic redundancy achieved by the probability assignment in (25)- (26) 
VI. SUMMARY AND CONCLUSIONS
Two low-complexity sequential estimators were proposed for probability assignment to binary sequences whose empirical parameter is known to be confined within an interval § © with¨Ù , and D
. The redundancy performances of universal compression codes that use the estimators were bounded. Due to the use of the confined interval, the estimators were shown to gain on standard methods as the KT estimator. One estimator, based on cutting off and scaling the standard Dirichlet- was stronger in non-extreme boundaries. The methods can be used for many applications, including applications in which losses are linearly proportional to the ratio between assigned probability and the maximizing probability, such as financial applications. The gains over standard methods then become even more significant. Finally, the methods proposed in this work lay the foundation to the more general non-binary case, in which the parameters governing a sequence are possibly confined to only a small subspace of the parameter space.
