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Resumen
Esta tesis describe un nuevo procedimiento para ana´lisis multirresolucio´n basado en
molificacio´n discreta. La molificacio´n discreta es un me´todo de regularizacio´n ya imple-
mentado en la solucio´n de varios problemas mal condicionados. El esquema multirreso-
lucio´n se basa en resultados del a´lgebra lineal combinados con el me´todo de molificacio´n
aplicados al algoritmo de Mallat. Esta nueva te´cnica tiene una teor´ıa simple, una imple-
mentacio´n eficiente y resultados comparables con procedimientos cla´sicos como lo es la
transformada wavelet. Se incluyen aplicaciones al ana´lisis tiempo-frecuencia, deteccio´n
de cambios abruptos y filtrado y reconstruccio´n automa´tica de sen˜ales 1D e ima´genes.
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Abstract
This thesis describes a new procedure for multiresolution analysis based on discrete
mollification. Discrete mollification is a regularization method already implemented
in the solution of several ill-posed problems. The multiresolution scheme is based on
numerical linear algebra results combined with the mollification method applied to the
Mallat algorithm. The new technique has a simpler theory, an efficient implementation
and compares fairly well with classical wavelet transform procedures. Applications to
time-scale analysis, abrupt changes detection and automatic filtering and reconstruction
of 1D signals and images are included.
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Introduccio´n
Las te´cnicas de ana´lisis multirresolucio´n se han convertido en una herramienta muy im-
portante en el procesamiento digital de sen˜ales e ima´genes. La ma´s conocida y explotada
ha sido el ana´lisis multirresolucio´n basado en wavelets. Tal ana´lisis ha permitido pasar
de la teor´ıa cla´sica de ana´lisis de sen˜ales estacionarias a tipos de sen˜ales que no lo son,
donde se puede encontrar informacio´n discriminante segu´n la escala de ana´lisis que se
este trabajando.
Este tipo de representacio´n ha llevado a la solucio´n de gran cantidad de problemas
presentes en el procesamiento de sen˜ales, en particular aquellos en los que la solucio´n
buscada es sensible al comportamiento e interaccio´n de los datos de entrada a dife-
rentes escalas. La reduccio´n de ruido es un ejemplo de ellos, en donde si se utiliza
una escala muy fina se obtienen muchos detalles de la sen˜al de entrada pero tambie´n
se limita la eliminacio´n del ruido de alta frecuencia y rec´ıprocamente, utilizar el com-
portamiento a escalas grandes reduce el ruido de alta frecuencia pero elimina tambie´n
muchos detalles relevantes de la sen˜al como son bordes y cambios abruptos, carac-
ter´ısticas important´ısimas si se quiere hacer un estudio completo de los datos. Es en
estos problemas donde el ana´lisis multirresolucio´n muestra su gran poder.
De otra parte tenemos la teor´ıa de regularizacio´n que permite la solucio´n estable de
problemas mal condicionados, que son un tipo de problemas en los que las soluciones
computacionales halladas son muy sensibles a variaciones en los datos del problema.
La teor´ıa de reg¡ularizacio´n cuenta con una muy completa teor´ıa de convergencia y de
seleccio´n automa´tica de para´metros, en donde se utilizan los desarrollos ma´s recientes en
algebra lineal nume´rica. Esto le permite contar con formulaciones mucho ma´s simples
y elegantes de los resultados de convergencia para las soluciones a los problemas que
estudia, lo mismo que una implementacio´n eficiente por basarse en el lenguaje natural
de los mecanismos de co´mputo actuales: el Algebra Lineal.
En este trabajo se lleva el ana´lisis multirresolucio´n al entorno de los me´todos de regula-
rizacio´n a fin de que pueda aprovechar sus ventajas teo´ricas y de implementacio´n. Esto
se consigue a trave´s de la formulacio´n discreta de la teor´ıa de ana´lisis multirresolucio´n
obtenida en este trabajo, completamente basada en el Algebra Lineal. Esto permitio´
obtener resultados de convergencia nume´rica para el ana´lisis multirresolucio´n en el am-
biente discreto, lo mismo que procedimientos automa´ticos para seleccio´n de para´metros
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para las te´cnicas de umbralizacio´n utilizadas en el filtrado de datos con multirresolucio´n.
En este panorama lasWavelets aplicadas sobre datos finito dimensionales, vienen a ser
un ejemplo particular de ana´lisis multirresolucio´n discreto.
Adicionalmente a este enriquecimiento y simplificacio´n de la teor´ıa de ana´lisis multi-
rresolucio´n por su incorporacio´n al lenguaje de la teor´ıa de regularizacio´n con algebra
lineal nume´rica, se consigue en este trabajo tambie´n una retroalimentacio´n. Es decir,
una vez ubicado el ana´lisis multirresolucio´n en el entorno de los me´todos de regulariza-
cio´n sus te´cnicas de trabajo pueden utilizarse de modo leg´ıtimo, eficiente y natural en
el mejoramiento de procedimientos de regularizacio´n ya establecidos.
En efecto, se desarrolla en este trabajo un nuevo me´todo de ana´lisis multirresolucio´n
basado en el me´todo de regularizacio´n conocido como Molificacio´n Discreta. El nuevo
me´todo hereda la formulacio´n teo´rica sencilla y completa del ana´lisis multirresolucio´n
discreto, lo mismo que una implementacio´n eficiente de desarrollos previos en Molifi-
cacio´n. Adicionalmente, muestra ser de gran utilidad para estudiar problemas que por
su naturaleza multiescala eran solo abordables usandoWavelets, obteniendo resultados
cuantitativamente comparables y cualitativamente superiores.
El trabajo esta´ organizado de la siguiente forma: En el cap´ıtulo 1 se introduce la
molificacio´n discreta, luego en cap´ıtulo 2 se introduce la formulacio´n del Ana´lisis -
Multirresolucio´n Discreto y finalmente en el Cap´ıtulo 3 se muestran los resultados
experimentales obtenidos. Junto con las formulaciones aqu´ı indicadas se incluye en
el texto una implementacio´n en MATLABr para las mismas, lo que se hace para
ilustrar la simplificacio´n computacional obtenida.
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1. Molificacio´n
El me´todo de molificacio´n es un procedimiento de filtrado, basado en convolucio´n, el cual
es apropiado para la regularizacio´n de problemas mal condicionados y la estabilizacio´n
de esquemas expl´ıcitos para la solucio´n de ecuaciones diferenciales parciales. Como
me´todo de regularizacio´n para problemas mal condicionados, el me´todo se encuentra
documentado de manera suficiente, por ejemplo en [44], [43] y [42].
1.1. Dominio continuo
Sea δ > 0, p > 0 y
Apδ =


p/δ∫
−p/δ
exp(−s2)ds


−1
.
Se trabaja con el siguiente nu´cleo gaussiano truncado [3, 2]:
κδp(t) =
{
Apδδ
−1 exp(−t2/δ2), |t| ≤ p
0, |t| > p.
.
Este nu´cleo satisface: κδp ≥ 0, κδp ∈ C
∞(−p, p), κδp es cero fuera de [−p, p] y
∫
R
κδp = 1.
Dada f : R→ R localmente integrable, se define su δp−molificacio´n, denotada Jδpf,
como la convolucio´n de f con el nu´cleo κδp. Esto es,
Jδpf(t) = (κδp ∗ f) (t) (1)
=
∞∫
−∞
κδp(t− s)f(s)ds
=
t+p∫
t−p
κδp(t− s)f(s)ds
=
p∫
−p
κδp(−s)f(t+ s)ds.
En general, los para´metros δ y p se relacionan con la forma y soporte del nu´cleo de
molificacio´n, respectivamente.
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Si f esta´ definida en un conjunto acotado Y , el ca´lculo de la convolucio´n Jδpf requiere
una extensio´n de f para los puntos fuera de Y , o bien la restriccio´n de f a un subcon-
junto apropiado de Y . En [44] Murio afirma: “En general, si las condiciones iniciales
y/o de borde son conocidas, entonces deben ser incorporadas en el co´digo para mejorar
la precisio´n. Esto busca prevenir que el comportamiento de la versio´n filtrada de los
datos tenga, cerca del borde, comportamientos ajenos a la naturaleza de la funcio´n que
busca representar”. En consecuencia, la utilizacio´n de la molificacio´n implica trabajar
con variados procedimientos de extensio´n de datos, de los cuales los ma´s comunes se
basan el las te´cnicas presentadas en [46] y [10].
1.2. Dominio discreto no acotado
Definicio´n 1.1. Sea X = {xj : xj = x0 + jh, j ∈ Z} un dominio discreto con x0 y h
nu´meros reales dados y h > 0. Sea G : X → R una funcio´n definida por G(xj) = yj.
Sea
Sj = (xj−1 + xj) /2, j ∈ Z
Ij = [Sj, Sj+1) , j ∈ Z
f(t) =
∞∑
j=−∞
yjχj(t), t ∈ R,
(2)
con χj la funcio´n caracter´ıstica de Ij. Entonces, para δ > 0 y η un entero no negativo
dado, se define la δη −molificacio´n de G como la δp−molificacio´n de f con
p = (η + 1/2)h, (3)
esto es,
JδηG(x) = Jδpf(x).
De particular intere´s es el valor de JδηG en los puntos de X. Sea
tj = (j − 1/2)h, j ∈ Z. (4)
Entonces
JδηG(xj) = Jδpf(xj)
=
p∫
−p
κδp(−s)f(xj + s)ds
=
η∑
i=−η
ti+1∫
ti
κδp(−s)f(xj + s)ds.
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Adema´s,
ti < s < ti+1, si y so´lo si, Si+j < xj + s < Si+j+1.
As´ı,
JδηG(xj) =
η∑
i=−η
wiyj+i, donde wi =
ti+1∫
ti
κδp(−s)ds. (5)
De la anterior expresio´n se observa que la molificacio´n discreta de G es la convolucio´n
discreta del vector y con un vector nu´cleo de pesos w obtenido de la funcio´n nu´cleo κδp.
Note tambie´n que w satisface la condicio´n
η∑
i=−η
wi = 1.
En el caso de la molificacio´n discreta, el entero η es el para´metro relacionado al so-
porte discreto de la convolucio´n discreta. En Algoritmo 1 se muestra una rutina en
MATLABr que calcula el vector de pesos w a partir de la funcio´n nu´cleo κδp.
Algoritmo 1 Generacio´n del nu´cleo
function w=kernel(h,delta,eta)
if isempty(delta)
delta=0.5;
end
if isempty(h)
h=delta*pi/8;
end
t=((0:eta)’+0.5)*h;
if delta<1e-8
w=zeros(2*eta+1,1);
w(eta+1)=1; %%%Asumiendo Dirac.
return
end
w=erf(t/delta);
w(2:eta+1,1)=(w(2:eta+1,1)-w(1:eta,1))/2;
w=[w((eta+1):-1:2);w];
w=w/sum(w);
return
Teorema 1.1 (Convergencia). [3,2] Sea g una funcio´n definida en R suficientemente
suave y sea G su versio´n discreta definida en X. Si Gε es otra funcio´n discreta definida
en X tal que
|Gε(xj)−G(xj)| ≤ ε, ∀ xj ∈ X,
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entonces, existe una constante C tal que
|JδηG
ε(xj)− JδηG(xj)| ≤ ε, y
|JδηG(xj)− g(xj)| ≤ Ch
2.
Adema´s,
|D+JδηG(xj)− g
′(xj)| ≤ Ch, (6)
|D0JδηG(xj)− g
′(xj)| ≤ Ch
2,
|D−D+JδηG(xj)− g
′′(xj)| ≤ Ch
2,
donde D+, D− y D0 son los operadores de diferencia finita hacia adelante, hacia atra´s
y centrada, respectivamente.
1.3. Condiciones de borde
Esta seccio´n se ocupa de obtener procesos nume´ricos para el ca´lculo de la δη− molifi-
cacio´n discreta de un vector de datos y ∈ Rm, notada como yδη.
De acuerdo con [44] y [42] estos procesos hacen uso de extensiones de los datos fuera
de su dominio, y siguiendo [46] se llamaran condiciones de borde. Sin embargo, en este
trabajo se opta por usar te´cnicas de extensio´n utilizadas comu´nmente en reconstruccio´n
de ima´genes y procesamiento de sen˜ales, debido a que tambie´n hacen uso de extensio´n
de datos [46], [10], [51]. Se consideraran condiciones de borde: cero (Dirichlet), versio´n
escalada (Dirichlet no homoge´neo), reflexiones (Neumann) y perio´dicas. Todas estas
opciones llevan a operadores lineales, cuyas representacio´nes matriciales resultan ser
del tipo Toeplitz, Toeplitz escalado, Toeplitz + Hankel y Circulante, respectivamente.
En concordancia con la Definicio´n 1.1, sea el elemento
yj = G (xj) ,
donde a = x1 < x2 < · · · < xm = b y xj − xj−1 = h > 0, para j = 2, ...m., entonces de
(5) se tiene que
[yδη]j = JδηG(xj) =
η∑
i=−η
wiyj+i, donde wi =
ti+1∫
ti
κδp(−s)ds
mientras los valores t′is esta´n dados por (4), esto es,
ti = (i− 1/2)h, i∈ Z.
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Con lo cual se obtiene,
yδη = Tlyl + Ty + Tryr, (7)
donde
Tl =


w−η · · · w−1
. . .
...
w−η
0


m×η
, yl =


y−η+1
y−η+2
...
y−1
y0


η×1
,
T =


w0 · · · wη 0
...
. . . . . .
w−η
. . . wη
. . . . . .
...
0 w−η · · · w0


m×m
, y =


y1
y2
...
ym−1
ym


m×1
, (8)
Tr =


0
wη
...
. . .
w1 · · · wη


m×η
, yr =


ym+1
ym+2
...
ym+η−1
ym+η


η×1
.
El problema se reduce a escoger los vectores yl y yr, por lo que se tienen varias opciones
de condiciones de borde.
1.3.1. Condicio´n de borde cero (Dirichlet)
En este caso yl e yr son nulos y yδη es calculada de y por la matriz Toeplitz T . En
particular,
yδη = Ty, (9)
donde T y y esta´n dados por (8).
Esta condicio´n de borde es u´til cuando se conoce que y decae ra´pidamente a cero fuera
de su dominio [a, b] . Por supuesto, resulta inconveniente si y no tiene esta propiedad
como ocurre para el caso de procesamiento digital de ima´genes [10,51].
La implementacio´n de este procedimiento en MATLABr puede verse en Algoritmo 2.
1.3.2. Condicio´n de borde escalada
En este caso, yl e yr son nulos, mientras yδη es calculado de y mediante la versio´n
escalada Tδη de la matriz T , dada por:
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Algoritmo 2 Molificacio´n con condicio´n de borde cero (Dirichlet)
function newy=molly_pdd(y_e,h,delta,eta)
m=length(y_e);
w=kernel(h,delta,eta);
%%%%Calculando Molificacio´n
newy=conv(w,y_e);
newy=newy(eta+1:eta+m);
return
Tδη = D
−1T,
donde D = diag [d1, d2, ..., dm] y dk es la suma de la k-e´sima fila de T. As´ı,
yδη = Tδηy. (10)
Este escalamiento es recomendado cuando no existen indicios del comportamiento de la
funcio´n G fuera del dominio. Una implementacio´n MATLABr de este procedimiento
puede verse en el Algoritmo 3.
Algoritmo 3 Molificacio´n con condicio´n de borde escalada
function newy=molly_scl(y_e,h,delta,eta)
m=length(y_e);
w=kernel(h,delta,eta);
newy=conv(w,y_e);
%%%Factor de escalamiento
scl=conv(w,ones(size(y_e));
%%%Calculando la molificacio´n
j=eta+1:eta+m;
newy=scl(j).\newy(j);
return
1.3.3. Condicio´n de borde perio´dica
En este caso,
yl =


y−η+1
y−η+2
...
y−1
y0


=


ym−η+1
ym−η+2
...
ym−1
ym


, yr =


ym+1
ym+2
...
ym+η−1
ym+η


=


y1
y2
...
yη−1
yη


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y es posible calcular la molificacio´n discreta en una forma directa. El operador lineal
asociado es la matriz circulante
Cδη =
[
0m×(m−η)|Tl
]
+ T +
[
Tr|0m×(m−η)
]
y
yδη = Cδηy. (11)
Como Cδη es circulante, puede ser diagonalizada por la matriz de Fourier F y sus valores
propios coinciden con la transformada discreta de Fourier de su primera fila [45]. As´ı,
Cδη se puede expresar como
Cδη = F
−1DδηF
donde Dδη es la matriz diagonal que almacena los valores propios de Cδη. Entonces,
yδη = F
−1DδηFy,
o sea
Fyδη = DδηFy
y˜δη = Dδηy˜ (12)
donde y˜ es la DFT de y y y˜δη es la DFT de yδη.
Ahora, la multiplicacio´n por una matriz diagonal es simplemente multiplicar compo-
nente a componente las entradas de la diagonal y del vector. Entonces la ecuacio´n
(12) establece que la transformada discreta de Fourier de yδη se obtiene como el pro-
ducto componente a componente de la DFT de y con la DFT de la primera fila de Cδη.
Luego, se obtiene yδη usando la transformada inversa de Fourier. Este es el conocido
teorema de convolucio´n a nivel discreto [36]. Una implementacio´n MATLABr de este
procedimiento puede verse en el Algoritmo 4
1.3.4. Condicio´n de borde por reflexio´n par
Es comu´n extender los datos por reflexio´n de informacio´n en el dominio en que se da
la informacio´n.
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Algoritmo 4 Molificacio´n con condicio´n de borde perio´dica
function newy=molly_fft(y_e,h,delta,eta)
m=length(y_e);
w=kernel(h,delta,eta);
%%%Calculando primera fila de matriz circulante
C=[w((eta+1):(2*eta+1));zeros(m-2*eta-1,1);w(1:eta)];
%%%Hallando el espectro
egvC=fft(C);
%%%%Calculando Molificacio´n
newy=real(ifft(egvC.*fft(y_e)));
return
yl =


y−η+1
y−η+2
...
y−1
y0


=


yη
yη−1
...
y2
y1


,
yr =


ym+1
ym+2
...
ym+η−1
ym+η


=


ym
ym−1
...
ym−η+2
ym−η+1


y yδη es definido en (7). Asimismo,
yδη =
([
0m×(m−η)|Tl
]
R + T +
[
Tr|0m×(m−η)
]
R
)
y,
donde R es la matriz reversa m×m
R =


1
1
1


m×m
obtenida al invertir el orden de las filas (o las columnas) de la matriz identidad I.
Adema´s, la matriz
Zδη =
[
0m×(m−η)|Tl
]
R + T +
[
Tr|0m×(m−η)
]
R
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es tal que
Zδη = T +H,
donde
H =


w−1 w−2 · · · w−η 0
w−2 · · · w−η
... 0 wη
w−η 0
...
wη · · · w2
0 wη · · · w2 w1


es una matriz Hankel. En este caso, el operador de molificacio´n discreta es una matriz
Toeplitz+Hankel. Debido a la simetr´ıa del nu´cleo de molificacio´n, es decir w−j = wj,
la matriz Zδη puede ser diagonalizada por la matriz coseno discreta C.
En este caso
yδη = Zδηy
y Zδη se puede expresar como
Zδη = C
−1DδηC
donde Dδη almacena los valores propios de Zδη. Entonces
yˆδη = Dδηyˆ
donde yˆδη es la transformada discreta coseno (DCT) de yδη y yˆes la DCT de y.
La situacio´n es la misma del caso perio´dico segu´n se aprecia en el Algoritmo 5.
Algoritmo 5 Molificacio´n con condicio´n por reflexio´n par
function newy=molly_dct(y_e,h,delta,eta)
m=length(y_e);
w=kernel(h,delta,eta);
%%%Hallando primera fila de la matriz Toeplizt + Hankel
W=[w(eta+1:2*eta)+w(eta+2:2*eta+1);w(2*eta+1);zeros(m-eta-1,1)];
%%%Hallando espectro
W_dct=dct(W)./dct(eye(size(W)));
%%%Molificando
newy=idct(dct(y_e).*W_dct);
return
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1.3.5. Condicio´n de borde por reflexio´n impar
Para la extensio´n impar, se tiene
yl =


y−η+1
y−η+2
...
y−1
y0


=


2y1 − yη
2y1 − yη−1
...
2y1 − y2
y1


,
yr =


ym+1
ym+2
...
ym+η−1
ym+η


=


2ym − ym
2ym − ym−1
...
2ym − ym−η+2
2ym − ym−η+1


.
La molificacio´n discreta es dada por
yδη = (T +Hϑ) y,
donde ϑ es
ϑ =

 A 0 0η×η0 Im−2η 0
0η×η 0 B


y las matrices A y B son
A =


1 0
2 −1
. . .
...
2 0 · · · 0 −1


η×η
y B =


−1 0 · · · 0 2
. . .
...
−1 2
0 1


η×η
.
La implementacio´n de la molificacio´n en este caso se hace por extensio´n directa de los
datos y aplicacio´n de las estrategias anteriores (ver Algoritmo 6).
1.4. Seleccio´n de para´metros
Trabajando con molificacio´n como un procedimiento de regularizacio´n, el para´metro δ
puede ser seleccionado automa´ticamente por GCV (Generalized Cross Validation [18]),
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Algoritmo 6 Molificacio´n con condicio´n por reflexio´n impar
function newy=molly_odd(y_e,h,delta,eta)
m=length(y_e);
w=kernel(h,delta,eta);
%%%%Hallando extensiones
yleft(1:eta,1)=2*y_e(1)-y_e(eta:-1:1);
yright(1:eta,1)=2*y_e(m)-y_e(m:-1:m-eta+1);
y_tmp=[yleft;y_e;yright];
%%%%Hallando la molificacio´n con opcio´n auxiliar
newy=molly_pdd(y_tmp,h,delta,eta);
newy=newy(eta+1:eta+m);
return
y el entero η obtenido de δ como:
η =
⌊
3δ
h
−
1
2
⌋
,
lo cual es consistente con la ecuacio´n (3). En la seccio´n 1.3 se obtuvo que au´n asumiendo
condiciones de borde apropiadas, la molificacio´n discreta esta´ definida por un operador
lineal. Por lo tanto, GCV puede ser aplicado en esos casos. Para aplicaciones de GCV
en molificacio´n, se recomienda [44].
En problemas de procesamiento digital de sen˜ales y solucio´n nume´rica de ecuaciones
diferenciales parciales, es comu´n asumir a priori un valor ma´ximo para el nu´mero de
puntos en la vecindad de un nodo, ya que pueden influenciar el valor de la funcio´n all´ı.
En esos casos, entre otros se prefiere postular un valor de η y obtener el valor de δ de
la relacio´n
δ =
(
η + 1
2
)
h
3
.
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2. Ana´lisis Multirresolucio´n basado en Molificacio´n Discreta
2.1. Ana´lisis multiescala y ana´lisis multirresolucio´n
Una propiedad caracter´ıstica de los objetos en el mundo real, es que los detalles que
se observan solo tienen sentido como entidad en un pequen˜o rango de escalas, por
ejemplo la informacio´n que contiene una imagen [5], [28]. Por tanto, poder representar
un objeto a diferentes escalas es fundamental si se pretende analizar completamente
su estructura. El ana´lisis multiescala (MSA) comprende un conjunto de herramientas
que han sido desarrolladas en los u´ltimos an˜os que controlan la escala de observacio´n
para representar y estudiar la naturaleza multiescala no so´lo de problemas asociados a
sen˜ales e ima´genes [5], sino tambie´n problemas de la ciencia de materiales, la qu´ımica, la
dina´mica de fluidos y la nano-ciencia. Las te´cnicas cla´sicas de MSA incluyen: Multigrid,
Descomposicio´n de Dominio, Ana´lisis Multirresolucio´n (MRA) y Gradiente Conjugado,
entre otros [17].
De ellas, el MRA es el de mayor utilizacio´n en aplicaciones de procesamiento digital
de sen˜ales e ima´genes. Esto se debe a su capacidad de partir de una sen˜al o imagen
inicial a determinada escala de resolucio´n y ofrecer el poder estudiarla a escalas de
resoluciones menos finas. De esta forma, no so´lo identifica la presencia de caracter´ısticas
que diferencian la sen˜al, sino tambie´n se localiza a nivel de escala y de momento de
ocurrencia [5], [16].
La herramienta utilizada para describir matema´ticamente el “incremento en infor-
macio´n”, necesario para ir de una aproximacio´n gruesa a una aproximacio´n de ma´s
alta resolucio´n en el trabajo multirresolucio´n, corresponde a las bases ortogonales de
L2(R). Entre los tipos de bases mas conocidas, documentadas y utilizadas, se encuen-
tran las Wavelets, introducidas inicialmente como MRA por Mallat en [30].
Todos los me´todos multiescala son utilizados en la pra´ctica sobre informacio´n finita
representada en forma de vectores y matrices. Estos u´ltimos son elementos ma´s del al-
gebra lineal que de L2(R). El contar con un marco teo´rico para el MRA en te´rminos de
a´lgebra lineal facilitar´ıa la compresio´n del mismo y el desarrollo de nuevos procedimien-
tos de MSA. Weinan E y Bjorn Engquist en [17] dan pautas sobre las caracter´ısticas
que debe tener un nuevo marco de trabajo para el MSA:
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“Dada la gran variedad de me´todos multiescala en diferentes aplicaciones, es natural
preguntarse si se puede definir un marco de trabajo general. Este marco de trabajo
idealmente debe:
• unificar me´todos existentes,
• dar pautas en el disen˜o de nuevos me´todos y mejora de los existentes,
• proveer la teor´ıa matema´tica para la estabilidad y precisio´n de estos me´todos”.
En este cap´ıtulo se explora una definicio´n para un MRA discreto, buscando que sea
lo ma´s fiel posible a la definicio´n en espacio infinito dimensional, que mantenga con-
cordancia con los me´todos de MRA existentes y que facilite el disen˜o de un MRA por
Molificacio´n Discreta.
2.2. Ana´lisis Multirresolucio´n Discreto (DMRA)
Empezamos revisando la definicio´n de ana´lisis multirresolucio´n, para luego explorar la
discretizacio´n de sus principales caracter´ısticas.
Definicio´n 2.1 (MRA). [28,16,12] Una sucesio´n de {Vj}j∈Z de subespacios cerrados
de L2(R), es llamada un ana´lisis multirresolucio´n (MRA) si cumple las condiciones:
(1) · · · ⊂ V−2 ⊂ V−1 ⊂ V0 ⊂ V2 ⊂ V2 ⊂ · · ·
(2)
⋃
j∈Z
Vj = L
2(R),
(3)
⋂
j∈Z
Vj = {0},
(4) Vj+1 = Vj ⊕Wj
(5) f(x) ∈ Vj ⇔ f(2x) ∈ Vj+1, j ∈ Z,
(6) Existe ψ(x) ∈ V0 tal que {ψ(x− k)}k∈Z es una base estable para V0.
La condicio´n (1) describe que la secuencia de subespacios Vj es encajada, a su vez la
condicio´n (2) implica que toda funcio´n f ∈ L2(R) puede ser aproximada tanto como
se desee por sus proyecciones Pjf ∈ Vj. Adema´s, por (3), disminuyendo j, se obtienen
proyecciones de tan poca energ´ıa como se desee. Sin embargo, la propiedad intr´ınseca
ma´s importante de esta definicio´n es que cuando j decrece, ma´s y ma´s variaciones
e irregularidades en Pjf son removidas nivel a nivel y guardadas en sus subespacios
complementario Wj, tal y como describe (4). Este proceso puede ser hecho de manera
eficiente utilizando la propiedad (5). Finalmente, si se toma como referencia inicial el
subespacio V0, este es generado por una sola funcio´n ψ como describe la propiedad (6).
En el procesamiento digital de sen˜ales o en la solucio´n nume´rica de ecuaciones dife-
renciales, no se dispone de total conocimiento sobre las funciones sino de muestreos
13
vectoriales y/o matriciales de las mismas. Tratemos entonces de interpretar las condi-
ciones descritas arriba en el caso finito dimensional.
En el caso discreto se deben considerar subespacios de Rp, p ∈ Z. Sea Sj la discretizacio´n
buscada para Vj, tal que muestre las siguientes propiedades:
• Primero que todo, la sucesio´n de espacios Sj ha de tomarse finita. La unio´n
de ellos debe generar el espacio completo Rp. Su interseccio´n sera´ obviamente
el primer elemento de la sucesio´n que almacenara´ los elementos mas “suaves”
o “simples” a considerar. La versio´n discreta de los Wj’s, que notaremos Tj’s,
pueden nuevamente obtenerse como complementarios en sumas directas.
• En (5) se establece que una funcio´n en Vj puede llevarse a Vj+1 mediante una
dilatacio´n dia´dica de su dominio y rec´ıprocamente una contraccio´n dia´dica del
dominio mueve elementos de Vj+1 a Vj. Revisemos los efectos de esta propiedad
de la variable continua en L2(R) sobre los esquemas de discretizacio´n ma´s
comunes.
Sea m la dimensio´n de S1 la versio´n discreta de V1 y supongamos que se cuenta con
una malla {xi}i∈Z definida en R para estudiar funciones f ∈ L
2(R), donde xi = ih y
h = 1/m.
Supongamos tambie´n que el problema que se quiere resolver es sobre el intervalo [0, 1],
entonces la malla puede proporcionar el valor de f en m+ 1 nodos desde x0 hasta xm.
Sin embargo, para determinar la versio´n discreta de f en S1 so´lo requerimos m valores
pues dimS1 = m. Podemos entonces quedarnos con los m valores
f(xi), i = 1, · · · ,m.
Como f ∈ V1, de (5) se establece que g(x) = f(2x) ∈ V2. Pero mientras la variable x
recorre [0, 1], el argumento 2x recorre todo el intervalo [0, 2]. Entonces, la malla puede
proporcionar 2m valores para la funcio´n g a saber
g(
xi
2
) = f(xi), i = 1, · · · , 2m.
Nuestro esquema discreto debe aprovechar este incremento de informacio´n para mejorar
la calidad de las representaciones. Por tanto, la dimensio´n de S2 debe ser por lo menos
2m. Esta situacio´n se repetira´ en S3, S4,etc., por lo que impondremos la condicio´n
dimSj = 2
j−1 dimS1, j > 0.
Supo´ngase ahora que Skj es la versio´n discreta de Vj en R
2k y para f ∈ Vj denotemos por
F kj la versio´n discreta que encontramos en S
k
j . Para efectos de comparacio´n de la calidad
de la representacio´n F kj y F
k+1
j y los ana´lisis de convergencia necesarios, es preciso contar
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con algu´n operador que permita ver F kj como elemento de S
k+1
j . Usualmente se trata de
operadores de inmersio´n o de interpolacio´n, en problemas de MRA se les conoce como
operadores de upsampling (sobremuestreo) y su operador inverso se le conoce como de
downsampling (submuestreo).
Habiendo identificado las principales componentes que debe tener una versio´n discreta
de la definicio´n de MRA, se obtiene la siguiente:
Definicio´n 2.2 (DMRA). [1] Una terna ordenada de colecciones (β, ↑ 2, ↓ 2) es
llamada un MRA discreto (DMRA) si β = {βk}k∈N , ↑ 2 = {↑ 2k}k∈N , ↓ 2 = {↓ 2k}k∈N
satisfacen
(1) βk =
{
Sk1 , S
k
2 , · · · , S
k
k , T
k
1 , T
k
2 , · · · , T
k
k−1
}
es un conjunto de subespacios de R2
k
.
(2) Sk1 ⊆ S
k
2 ⊆ · · · ⊆ S
k
k = R
2k .
(3) Skj = S
k
j−1 ⊕ T
k
j−1, 2 ≤ j ≤ k
(4) dimSkj = 2
j.
(5) ↑ 2j : R
2j → R2
j+1
es un operador de sobremuestreo y ↓ 2j : R
2j → R2
j−1
es un
operador de submuestreo.
(6) Si v ∈ Skj y j < k, entonces v
↓2 ∈ Sk−1j , v
↑2 ∈ Sk+1j y
(
v↓2
)↑2
=
(
v↑2
)↓2
= v.
Ejemplo 2.1. La descomposicio´n generada por la transformada Wavelet Discreta Or-
togonal [12,16].
Ejemplo 2.2. Sea {τk}k∈N una sucesio´n de colecciones tal que τk =
{
vk1 , v
k
2 , · · · , v
k
2k
}
es una base de R2
k
. Definimos
Skj = span{v
k
1 , v
k
2 , · · · , v
k
2j}, j = 1, · · · , k.
Consecuentemente,
T kj = span{v
k
2j+1, · · · , v
k
2j+1}, j = 1, · · · , k − 1.
De este modo las condiciones de la 1. a la 4. de la definicio´n de DMRA son satisfechas.
Definimos ahora los operados de sobre y submuestreo para v ∈ Skj con j < k.
Si v ∈ Skj existen escalares αi tales que
v =
2j∑
i=1
αiv
k
i .
Definimos
v↑2 =
2j∑
i=1
αiv
k+1
i , v
↓2 =
2j∑
i=1
αiv
k−1
i .
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Debe notarse que como j < k, 2j = dimSk−1j ≤ 2
k−1 y v↓2 esta´ bien definido. Con estas
definiciones las condiciones (5) y (6) se siguen trivialmente.
Definicio´n 2.3. [1] Dado un DMRA (β, ↑ 2, ↓ 2). Un vector y ∈ R2
k
se dice descom-
puesto en J niveles, si es escrito en la forma
y = d1 + a1
= d1 + d2 + a2
...
= d1 + d2 + · · ·+ dJ + aJ ,
con dj ∈ Tk−j y aj ∈ Sk−j para j = 1, · · · , J. Si so´lo se cumple aj ∈ Sk−j para
j = 1, · · · , J , se dice que y esta´ semidescompuesto en J niveles del DMRA (β, ↑ 2, ↓ 2).
2.3. DMRA por molificacio´n
La clave del ana´lisis multirresolucio´n es el a´rbol de descomposicio´n, e´ste permite repre-
sentar una sen˜al mediante visualizaciones de la misma a distintas escalas o resoluciones
(Fig. 2.1).
Figura 2.1. A´rbol de descomposicio´n multiescala
Los a′is son versiones filtradas de y a diferentes escalas o resoluciones. Los d
′
is son
los detalles complementarios que tambie´n permitira´n recuperar la sen˜al original. La
idea es que las aproximaciones a′is nos dan un panorama general de la sen˜al y y los
detalles en d′is nos dan sus caracter´ısticas particulares. Las aproximaciones son usual-
mente obtenidas de aplicaciones sucesivas de filtros pasabajos, y los detalles de sus
filtros pasaaltos asociados. El problema fundamental del ana´lisis multiescala utilizando
filtrado en subbandas es disen˜ar tales filtros y posteriormente disen˜ar tambie´n los filtros
que permiten recuperar la sen˜al original a partir de descomposicio´n [5].
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El filtrado basado en molificacio´n discreta tiene caracter´ısticas de filtro pasabajo con-
forme veremos enseguida. Adema´s, el emplear valores mayores para el para´metro δ
conduce a versiones filtradas mucho ma´s suaves (o nubladas en el caso de ima´genes).
La idea es entonces usar la molificacio´n discreta como recurso para generar las apro-
ximaciones de que habla el ana´lisis multirresolucio´n y usar el residuo del proceso de
filtracio´n como detalles. Esto es bosquejado en (Fig. 2.2). Por supuesto es preciso
revisar que este esquema si produce un DMRA acorde a la definicio´n y obtener los
algoritmos apropiados. De esto se encargan las siguientes secciones.
Figura 2.2. A´rbol de descomposicio´n multiescala utilizando molifi-
cacio´n discreta
2.3.1. Ana´lisis Espectral del Nu´cleo de Molificacio´n
Considere el nu´cleo gaussiano no truncado
κδ(x) = pi−1/2δ−1 exp(−x2/δ2), x ∈ R, δ > 0. (13)
Su transformada de Fourier es
κˆδ(ω) = exp(−δ2ω2/4), ω = 2piζ. (14)
Empezamos observando que
κˆ2δ(ω) = exp(−4δ2ω2/4) = exp(−δ2 (2ω)2 /4) (15)
= κˆδ(2ω).
As´ı una dilatacio´n dia´dica en el para´metro δ del nu´cleo conlleva a una contraccio´n
dia´dica en los valores espectrales del mismo. Adema´s, si se realiza un escalamiento con
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ε > 0 y νδ(x) = κδ(x
ε
), entonces
νˆδ(ω) = εκˆδ(εω) (16)
La transformada del nu´cleo gaussiano es nuevamente una funcio´n gaussiana, por tanto,
presenta un ra´pido decaimiento a cero para valores altos de la variable de frecuencia
ζ. Esta caracter´ıstica es la que hace que la convolucio´n con nu´cleos gaussiano sea
considerada un filtrado pasabajo [37,51,31], en el sentido de que al hacer la convolucio´n
de κδ con una funcio´n f , las componentes de alta frecuencia de f sera´n fuertemente
mermadas por el valor de κˆδ en esta parte del espectro. En tanto, las componentes
espectrales de f cerca al origen sera´n esencialmente preservadas, pues para ellas κˆδ es
cercano a uno (1).
Aunque el valor de la funcio´n gaussiana es positivo para todo valor de frecuencia ζ,
dado su ra´pido decaimiento, son aplicables los conceptos de frecuencia de corte (cut-off
frequency) y de frecuencia de bloqueo (blocking frequency). El primero hace referencia
al valor de frecuencia ζc a partir del cual las componentes de frecuencia de la sen˜al
convolucionada se empiezan a disminuir ostensiblemente y la segunda a la frecuencia
ζb a partir del cual la sen˜al convolucionada tendra´ componentes espectrales nulas por
la accio´n del nu´cleo sobre ellas [51, 37]. Para determinar ζb para el nu´cleo de molifi-
cacio´n utilizaremos un umbral a partir del cual consideraremos la magnitud del nu´cleo
demasiado pequen˜a. As´ı por ejemplo, si se asume exp (−δ2ω2/4) ≈ 0 para δ2ω2/4 ≥ 4,
se tiene una frecuencia de bloqueo del filtro ζb ≈
2
piδ
.
Observamos nuevamente aqu´ı el efecto que tiene el duplicar el valor de δ, al contraer
dia´dicamente el espectro la frecuencia de bloqueo resulta tambie´n reducida a la mitad,
con lo que el rango de frecuencias preservadas tambie´n se reduce a la mitad. Esto elimina
au´n mas componentes de alta frecuencia conseguie´ndose as´ı versiones ma´s suaves de la
sen˜al original.
2.3.2. Accio´n sobre Sen˜ales Discretas y Perio´dicas
Consideremos ahora una sen˜al discreta y perio´dica definida en el intervalo [−1/2, 1/2],
constituida por N valores medidos en nodos igualmente espaciados empezando en
−1/2+ 1/N. Entonces el rango de frecuencias que puede ser resuelto para esta sen˜al es
−
N
2
+ 1,−
N
2
+ 2, · · · ,
N
2
.
El nu´cleo empleado en la molificacio´n discreta es sime´trico con (2η + 1) valores muestrea-
dos con per´ıodo h. Para poderlo aplicar sobre la sen˜al debemos usar la definicio´n del
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nu´cleo y completar con ceros hasta obtener N datos. Hecho esto, el nu´cleo estara´ con-
stituido por una sen˜al perio´dica de N datos muestreado con per´ıodo h sobre el intervalo
[−Nh/2, Nh/2]. Por tanto, se requiere escalar la variable espacial del nu´cleo para hacer
coincidir los dominios, para ello basta con dividir la variable espacial por ε = Nh.
Escalamiento este que, segu´n vimos arriba, afecta la forma del espectro dilata´ndolo y
generando como nueva frecuencia de bloqueo la siguiente:
ζb = Nh
2
piδ
(17)
= N
2h
piδ
.
Entonces, si por ejemplo se desea que la mitad superior de las frecuencias de la sen˜al
sean bloqueadas se debe hacer ζb = N/4 y por tanto los para´metros del nu´cleo deben
cumplir la condicio´n
h
δ
=
pi
8
. (18)
2.3.3. Definicio´n de DMRA por Molificacio´n Discreta
En esta subseccio´n utilizaremos las propiedades estudiadas de la molificacio´n para
definir un ana´lisis multirresolucio´n basado en ella. Para ello se requiere definir sub-
espacios apropiados. Nuevamente asumiremos condiciones de borde perio´dicas para la
sen˜al y para la molificacio´n.
Sea N = 2k la longitud de la sen˜al. Entonces conforme se vio en la seccio´n 1.3.3
la matriz de molificacio´n es en este caso una matriz real circulante, que resulta ser
diagonalizable y su valores propios se pueden obtener de la transformada de Fourier
de la primera fila. Los valores propios que no sera´n ma´s que la respuesta espectral del
nu´cleo discreto escrita en forma sime´trica, dejando los valores asociados a frecuencias
altas en la parte central.
Ahora como la matriz de molificacio´n resulta real circulante, es en particular sime´trica
real y, por tanto, existe una base ortogonal de RN constituida por vectores propios de
la matriz. Sea {vkj : j = 1, · · · , N} dicha base, ordenada por correspondencia con los
valores propios encontrados arriba.
Definimos,
Skj = span
{
vk1 , · · · , v
k
lj
, vkmj , · · · , v
k
N
}
para j = 1, 2, · · · , k,
T kj = span
{
vklj+1, · · · , v
k
lj+1
, vkmj−1 , · · · , v
k
mj−1
}
para j = 1, 2, · · · , k − 1.
Donde lj = 2
j−1 y mj = N − lj + 1. No´tese que S
k
k = R
N y que la base para Skj−1
es obtenido suprimiendo la mitad central de los vectores en la base de Skj , que son
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precisamente los asociados a altas frecuencias. Es adema´s, precisamente esta mitad
central la que forma la base de T kj−1. Esta construccio´n permite que nuestra coleccio´n
de subespacios satisfaga las condiciones de la (1) a la (4) en la definicio´n de DMRA.
Nos falta establecer los operadores de sobre y submuestreo.
Estos operadores se siguen de modo muy parecido a como se realizo´ en el Ejemplo
2.2. En efecto, si y ∈ Skj existen escalares αi con i = 1, 2, · · · , lj y escalares βi con
i = mj,mj + 1, · · · , 2
k tales que
y = α1v
k
1 + · · ·+ αljv
k
lj
+ βmjv
k
mj
+ · · ·+ β2kv
k
2k .
Se define
y↑2 = α1v
k+1
1 + · · ·+ αljv
k+1
lj
+ βmjv
k+1
mj
+ · · ·+ β2kv
k+1
2k
y
y↓2 = α1v
k−1
1 + · · ·+ αljv
k−1
lj
+ βmjv
k−1
mj
+ · · ·+ β2kv
k−1
2k
, para j < k.
De esta manera se tiene un DMRA. Veremos enseguida como se debe efectuar la des-
composicio´n de las sen˜ales.
2.3.4. Ca´lculo de Descomposicio´n
Se discute ahora la forma de efectuar una semidescomposicio´n de J niveles para un
vector y ∈ R2
k
. Se requiere poder escribir y en la forma
y = d1 + a1
= d1 + d2 + a2
...
= d1 + d2 + · · ·+ dJ + aJ ,
con aj ∈ S
k
k−j para j = 1, · · · , J.
Los aj los conseguiremos por aplicacio´n sucesiva de molificacio´n discreta y dada la
estructura aditiva de la descomposicio´n los dj son obtenidos como residuales. Ahora
para cumplir la condicio´n a1 ∈ S
k
k−1 se requiere que al aplicar la molificacio´n discreta
esta suprima la mitad de la informacio´n espectral de y asociada con la alta frecuencia.
Esto sera´ posible siempre que se aplique la molificacio´n de modo que la frecuencia de
bloqueo del nu´cleo sea N/4 = 2k−2, para lo cual como se observa en la ecuacio´n (18) se
debe cumplir la condicio´n
h
δ
=
pi
2
1
4
.
Para el siguiente paso, se deben obtener d2 y a2 a partir de a1. El valor a2 so´lo debe
contener componentes de frecuencia asociadas a la mitad de las frecuencias de a1 que
20
se asocian con las bajas frecuencias. Por tanto requerimos que la frecuencia de bloqueo
del nu´cleo se reduzca a la mitad, de acuerdo con la fo´rmula (17) basta con duplicar el
valor de δ utilizado en el primer paso y dejar el valor de h constante. De modo similar,
duplicando cada vez el valor de δ obtenemos la descomposicio´n deseada.
Algoritmo 7 DMRA por Molificacio´n Discreta
function [A,D] = dmramollydec(y,eta,J)
delta=2^(-J);
h=delta*pi/8;
for j=1:J
%%%Descomponemos
A=molly_fft(y,h,delta,eta);
D(:,j)=y-A;
%%%Preparando para siguiente paso
y=A;
delta=delta*2;
end
return
2.3.5. Algoritmo de Mallat
En la descomposicio´n recie´n hecha se obtienen J vectores de detalle y una aproximacio´n
final aJ todas sen˜ales de igual taman˜o a la sen˜al original. Siendo que las aproximaciones
esta´n sucesivamente en espacios de menor dimensio´n, no requieren de tanto espacio
para su almacenamiento. De hecho, en cada paso el espacio necesario deber´ıa ser la
mitad del anterior para conservar consistencia con la estructura de los espacios Skj .
El aprovechamiento de este hecho es efectuado a trave´s de los operadores de sobre y
submuestreo, que se valen de la dimensio´n de Skj para escribirlos como elementos de
Sk−1j ⊂ R
2k−1 reduciendo as´ı a la mitad el requerimiento de espacio para almacenamiento
de las aproximaciones por cada nivel.
Adicionalmente, si regresamos a la ecuacio´n (17) observamos que para h y δ fijos,
el reducir el taman˜o N de la sen˜al a la mitad, reduce a la mitad la frecuencia de
bloqueo del nu´cleo. Por tanto, si se aplica el submuestreo a las aproximaciones, no
se requerira´ cambiar los para´metros iniciales del nu´cleo ni recalcularlo, pues el cambio
en el taman˜o ajusta automa´ticamente la frecuencia de bloqueo a nuestras necesidades.
Estas ideas son utilizadas en la configuracio´n del llamado Algoritmo de Mallat para
Ana´lisis Multirresolucio´n (ver Fig. 2.3).
Cuando la descomposicio´n en los J niveles es completa (dj ∈ T
k
j ) se puede llevar a cabo
tambie´n el submuestreo sobre los detalles, mejorando au´n ma´s los requerimientos de
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Figura 2.3. A´rbol de descomposicio´n (caso dia´dico) utilizando molifi-
cacio´n discreta
almacenamiento. Esto ocurre por ejemplo en el caso de Wavelets Ortogonales y suele
aplicarse en problemas de compresio´n de informacio´n [32].
Algoritmo 8 DMRA por Molificacio´n discreta. Sen˜al dia´dica
function [A,D,L] = dmramollydec_mallat(y,eta,J)
delta=2^(-J); h=delta*pi/8; w=kernel(h,delta,eta); L=[]; D=[];
for j=1:J
%%%Descomponemos
m=length(y);
C=[w((eta+1):(2*eta+1));zeros(m-2*eta-1,1);w(1:eta)];
%%%Hallando el espectro
egvC=fft(C);
%%%Forzando corte de alta frecuencia
egvC=[egvC(1:m/4);zeros(m/2+1,1);egvC(3*m/4+1:m-1)];
%%%%Calculando Molificacio´n
A=real(ifft(egvC.*fft(y)));
D=[y-A;D];
L=[m;L];
%%%Preparando para siguiente paso
y=dyaddown(A,1);
end A=y; L=[length(y);L] return
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Algoritmo 9 DMRA por Molificacio´n discreta. Sen˜al dia´dica. Reconstruccio´n
function [y] = dmramollydec_mallat(A,D,L,J)
LL=cumsum(L(2:end)); LL=[0;LL]; for j=1:J
%%%Sobremuestreamos
Atmp=fft(A);
m=L(j);
Atmp=[Atmp(1:m/2);zeros(m,1);Atmp(m/2+1:m)];
A=2*real(ifft(Atmp));
%%%A~nadimos detalles
A=A+D(LL(j)+1:LL(j+1));
end y=(A); return
2.3.6. Caso no dia´dico
La presentacio´n de molificacio´n discreta aqu´ı hecha no exige que la sen˜al sea dia´dica
para filtrarla. Adema´s las versiones filtradas de salida son siempre de la misma longitud
que el dato inicial. En particular, su frecuencia de bloqueo satisface
ζb = N
2h
piδ
.
Si la sen˜al no es dia´dica no se cuenta con las caracter´ısticas deseables indicadas arriba,
sin embargo podemos considerar ζb una variable real y aplicar el esquema de descom-
posicio´n de la seccio´n 2.3.4 en el que se duplica δ reduciendo a la mitad ζb.
Aunque esta aproximacio´n no se ajusta estrictamente a la definicio´n de DMRA resulta
ser eficiente, pra´ctica y de calidad comparable al caso dia´dico. En el trabajo con
Wavelets se trabaja mediante la inmersio´n de la sen˜al no dia´dica en un espacio dia´dico
de dimensio´n superior. En [6] se afirma que para vectores de longitud n, donde 2k ≥ n,
los errores de aproximacio´n por trasladar puntos no dia´dicos a puntos dia´dicos son
insignificantes.
2.4. Regularizacio´n de DMRA por umbralizacio´n
2.4.1. Introduccio´n
Un vector Y ε, contaminado con ruido gaussiano aditivo, puede ser modelado como
Y ε = y(xi) + εi, para i = 1, 2, · · · , 2
k, k ∈ Z
donde y(xi) representa la funcio´n de datos exacta y εi el ruido adicionado, usualmente
una variable aleatoria. Sea
Yi = y(xi), para i = 1, 2, · · · , 2
k.
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Se aplican J niveles de DMRA a Y ε para obtener una descomposicio´n de la forma
Y ε = aεJ + a
ε
J−1 + · · ·+ a
ε
2 + a
ε
1.
Se espera que aεJ sea similar a Y , as´ı mismo que los detalles dependan en cierta forma
del ruido. En este punto tomamos ciertas premisas:
• La magnitud del ruido es pequen˜a comparada con el de la sen˜al Y (Relacio´n
sen˜al a ruido (SNR) ≥ 10 dB [28]).
• El proceso de aproximacio´n es tal, que los residuos en los detalles se esperan
que sean cero o cercanos a cero en la mayor´ıa de los puntos.
Bajo estas hipo´tesis se hacen cero los componentes de detalles bajo cierto umbral,
debido a que se asume que son ruido. Entre tanto, las entradas con magnitud mayor
a este umbral pueden ser o no ser modificadas. Si no son modificadas, se conoce este
procedimiento como umbralizacio´n r´ıgida y es realizada por la expresio´n
Cλ(i) =
{
0, si |C(i)| < λ
C(i), si |C(i)| ≥ λ.
Una alternativa diferente es conocida como umbralizacio´n flexible: se resta el valor
del umbral a la magnitud de los coeficientes por encima de e´ste, para que el campo
entrada-salida sea continuo. As´ı
Cλ(i) =
{
0, si |C(i)| < λ
sgn (C(i)) (|C(i)| − λ) , si |C(i)| ≥ λ
Mientras a primera vista, la umbralizacio´n r´ıgida puede parecer un acercamiento ma´s
natural, la continuidad de la operacio´n de umbralizacio´n flexible es una importante
ventaja.
Con este procedimiento se obtiene una versio´n modificada de los datos tomados el cual se
espera que sea suave y preserve las caracter´ısticas ma´s importantes de la sen˜al [32], [28].
Para cada nivel se selecciona un valor diferente de umbral, debido a que cada nivel
de detalles corresponde a diferentes bandas de frecuencia y probablemente un compor-
tamiento del ruido diferente. Es decir, la seleccio´n de umbral es dependiente de la escala
de trabajo para permitir una estimacio´n expl´ıcita de las perturbaciones en cada nivel.
Teorema 2.1 (Convergencia Nume´rica). Sea Y, Y ε ∈ R2
k
tal que
‖Y ε − Y ‖∞ ≤ ε,
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Si Y ελ y Yλ denota los resultados de la reconstruccio´n despue´s de J niveles de DMRA
por molificacio´n y umbralizacio´n flexible con valores de umbral λ = [λ1, λ2, · · · , λJ ]
T
aplicados a Y ε y Y respectivamente, entonces
‖Y ελ − Yλ‖∞ ≤ ε, (Estabilidad)
‖Yλ − Y ‖∞ ≤ J max1≤j≤J
λj, (Consistencia)
Por consiguiente,
‖Y ελ − Y ‖∞ ≤ ε+ J max1≤j≤J
λj, (Convergencia).
2.4.2. Seleccio´n del valor de umbral
Como es usual en me´todos de regularizacio´n, la ma´s dif´ıcil e importante tarea es la
seleccio´n automa´tica de para´metros de regularizacio´n que permitan un o´ptimo balance
entre los errores de regularizacio´n y perturbacio´n [23], [28]. El procedimiento seleccio-
nado para esta tarea ha sido Generalized Cross Validation (GCV), el cual ofrece:
• Eficiencia
• No necesita informacio´n sobre la magnitud o varianza del ruido
• Convergencia asinto´tica.
La funcio´n de GCV en este caso es
λj = argmin
λ
1
N
∥∥dεj,λ − dεj∥∥2(
N0(λ)
N
) ,
donde N0(λ) denota el nu´mero de componentes en d
ε
j con magnitud inferior al umbral
λ.
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3. Ejemplos Nume´ricos
El ana´lisis multirresolucio´n es capaz de revelar aspectos en sen˜ales donde otros tipos
de te´cnicas fallan, aspectos como tendencias, puntos de quiebre, y discontinuidades
en derivadas superiores [32]. Adema´s, como proporciona un punto de vista diferente
al que se tiene con te´cnicas tradicionales (Fourier, Fourier de tiempo corto [32]), el
ana´lisis multirresolucio´n puede reducir el ruido presente en una sen˜al sin que haya
mucha degradacio´n [28].
3.1. Ana´lisis tiempo-escala
Al hacer ana´lisis multirresolucio´n sobre una sen˜al se obtienen coeficientes de aproxi-
macio´n y detalle a diferentes escalas. Para darle un poco de sentido a todos estos
coeficientes, se puede construir una gra´fica donde el eje x representa la posicio´n a lo
largo de la sen˜al (tiempo), el eje y represente la escala, y el color en cada punto (x, y)
represente la magnitud del coeficiente obtenido. Es una vista diferente de la sen˜al a
la tradicional en el tiempo o en la frecuencia como se hace con Fourier, por lo que se
obtiene en particular una gra´fica tiempo-escala de la sen˜al [32].
En problemas tales como localizacio´n de frecuencias, este ana´lisis es particularmente
u´til debido a que brinda informacio´n local de cada frecuencia presente en la sen˜al, y a
su vez ubicarlas sobre el contexto global de la sen˜al [32]. Ejemplos de esta capacidad de
localizacio´n se muestran a continuacio´n, en particular usando MRA con molificacio´n.
3.1.1. Ejemplo: Suma de senos
La sen˜al esta´ compuesta por la suma de tres senos: lento, medio y ra´pido.
f(t) = sin(3t) + sin(0.3t) + sin(0.03t).
El ana´lisis multirresolucio´n permite determinar el periodo de cada uno de ellos. Ob-
servando la gra´fica de las aproximaciones (Fig. 3.1c), al avanzar en escalas de descom-
posicio´n (aumentando el valor de δ) en las primeras escalas aparecen las componentes
cuyo periodo es mas bajo (i.e. el seno ma´s ra´pido), al seguir avanzando se nota un
cambio, all´ı aparecen las componentes cuyo per´ıodo es medio (i.e. el seno medio) y
finalmente al avanzar a los u´ltimos niveles se observa claramente las componentes de
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Figura 3.1. Suma de senos. (a) Sen˜al (b) Detalles (c) Aproximaciones
periodo mas alto (i.e. seno lento). Tambie´n se observa que ma´s niveles no revelan mas
informacio´n presente en escalas posteriores.
La gra´fica de los detalles revela de igual manera las componentes de ma´s alta frecuencia
de la sen˜al (el seno medio y ra´pido).
3.1.2. Ejemplo: Carga RLC
Este ejemplo muestra el voltaje de la fase A de un circuito RLC trifa´sico desbalanceado,
sen˜al tomada en los laboratorios de Ele´ctrica y Electro´nica de la Universidad Nacional
de Colombia Sede Manizales [27].
Los detalles en la sen˜al permiten observar que el voltaje suministrado por la red no
es una sen˜al pura de 60 Hz, sino que presentan disturbios o variaciones locales que
disminuyen la calidad de esta [11]. (Fig. 3.1).
3.2. Captura de discontinuidades y puntos de quiebre
Como se definio´ en la seccio´n 2.3.4 y observo´ en los ejemplos anteriores, los coefi-
cientes de detalle en el ana´lisis multirresolucio´n esta´n relacionados con componentes
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Figura 3.2. Voltaje fase A en carga RLC. (a) Sen˜al (b) Detalles (c) Aproximaciones
de alta frecuencia presentes en la sen˜al. Las caracter´ısticas de localizacio´n y deteccio´n
de altas frecuencias que facilita MRA, permiten determinar la localizacio´n exacta de
discontinuidades y puntos de quiebre en la sen˜al, debido a que este tipo de eventos se
manifiestan con componentes de muy alta frecuencia en el punto de ocurrencia.
Adema´s, la caracter´ıstica de detectar estos eventos en diferentes escalas, permite no solo
determinar este tipo de eventos en la sen˜al sino adema´s determinarlos en derivadas de la
sen˜al. Esto es una gran herramienta en procesamiento digital de sen˜ales, por ejemplo en
la segmentacio´n de sen˜ales e ima´genes, donde un cambio de este tipo ayuda a identificar
y posteriormente segmentar regiones con informacio´n de una misma clase [13]. Los
ejemplos que se muestran a continuacio´n, usan DMRA por molificacio´n para realizar el
trabajo.
3.2.1. Ejemplo:Captura de discontinuidad
El propo´sito de este ejemplo es mostrar que DMRA con molificacio´n puede detectar el
instante exacto cuando una sen˜al presenta cambios abruptos.
En general se observa que al ir aumentando la escala (aumentando el valor de δ), las es-
calas superiores muestran claramente la localizacio´n y magnitud de las discontinuidades;
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Figura 3.3. Discontinuidades. (a) Sen˜al (b) Detalles (c) Aproximaciones
localizacio´n esta un poco mas dif´ıcil de detectar con solo el dominio del tiempo (Fig.
3.3).
Ahora, si la misma sen˜al es analizada por la transformada de Fourier, aparecera´n com-
ponentes de alta frecuencia pero no se hubiera podido saber el instante exacto donde la
frecuencia de la sen˜al cambio´, a diferencia de lo mostrado por el DMRA por molificacio´n
segu´n se aprecia en la Fig 3.3, donde se detectan las discontinuidades de la funcio´n en
el nodo 250 y 750 y de la primera derivada en 500.
3.2.2. Ejemplo: Captura de discontinuidad de segunda derivada
Las discontinuidades debidas a cambios abruptos de la funcio´n o en su primera derivada
son detectables a simple vista. El propo´sito de este ejemplo es mostrar como el ana´lisis
multiescala puede detectar discontinuidades tambie´n en derivadas de orden superior.
Como sen˜al de prueba, se toma la funcio´n
f(t) =
{
exp(−4t2), si t < 0
exp(−t2), si t ≥ 0.
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Claramente f y f ′ son continuas, pero f ′′ tiene discontinuidad de salto en t=0, como
se aprecia en Fig. 3.4.
Las primeras escalas del DMRA por molificacio´n no alcanzan a percibir este hecho, pero
cuando se incrementa la escala la discontinuidad es detectada en el punto correcto.
Figura 3.4. Discontinuidad en segunda derivada. (a) Sen˜al (b) Detalles
(c) Aproximaciones
3.3. Deteccio´n y Reduccio´n de ruido
Como se afirma en la seccio´n 2.4.1, la representacio´n multirresolucio´n permite en sen˜ales
que posean ruido obtener informacio´n importante del comportamiento del ruido en cada
una de las escalas. Esto permite plantear un nuevo esquema la reduccio´n de ruido: si
se reduce en cada una de sus escalas, la sen˜al tendra´ finalmente pocas distorsiones.
Una opcio´n ra´pida y sencilla es utilizar un umbral para eliminarlo, debido a que cada
escala se puede distinguir fa´cilmente los coeficientes significativos de detalle que aporta
la sen˜al.
Por otro lado, en las te´cnicas habituales de reduccio´n de ruido el conocimiento del
ruido, o por lo menos una estimacio´n, es necesaria para llevar a cabo dichas operaciones.
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Como MRA ofrece una representacio´n bastante u´til, estas estimaciones se pueden hacer
tambie´n en cada nivel. En esta seccio´n se pretende mostrar la estimacio´n hecha por
GCV para el ca´lculo del umbral, tarea u´til en esquemas de multirresolucio´n.
Los ejemplos muestran claramente como el MRA por molificacio´n discreta trabaja en
la reduccio´n de ruido, utilizando umbralizacio´n. El resultado de la reconstruccio´n es
comparado con otro MRA bastante popular: Wavelets [28, 32].
3.3.1. Ejemplo: Sen˜al 1D [28]
Figura 3.5. DMSA por molificacio´n discreta. Ruido blanco aditivo en
relacio´n sen˜al a ruido (SNR) de 23.3 dB
Se puede notar que las frecuencias mas altas aparecen en los detalles. Al avanzar en
las aproximaciones el ruido va disminuyendo, sin embargo, tambie´n disminuyendo las
componentes de alta frecuencia de la sen˜al, los cuales van apareciendo en los detalles.
Al final, en los detalles se puede distinguir claramente cual informacio´n es de la sen˜al
y cual es ruido (Fig 3.5).
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Este ejemplo tambie´n da la oportunidad de mostrar la seleccio´n automa´tica de umbral.
Note que GCV actu´a tambie´n como estimador del ruido presente en cada una de las
escalas (Fig. 3.6).
Figura 3.6. Las l´ıneas rojas punteadas muestran los valores de umbral
estimados para cada escala por GCV
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Figura 3.7. Detalles despue´s de aplicar umbralizacio´n flexible
Figura 3.8. Reconstruccio´n. Molificacio´n discreta vs. WT. WT uti-
lizada: db4. La SNR es ahora de 26.8 dB con molificacio´n y 26.9 dB con
WT
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Note que la utilizacio´n de WT conserva un poco ruido cerca de los puntos de cambio
de la sen˜al (Fig. 3.8). Nume´ricamente el desempen˜o de ambos me´todos se comparo´
estimando la norma- error entre la sen˜al original y la filtrada como
di =
‖Sen˜al Filtrada-Sen˜al Original‖i
‖Sen˜al Original‖i
, i ∈ {1, 2,∞},
donde los resultados obtenidos en la Tabla 3.1 muestran que el desempen˜o de ambos
me´todos es equivalente.
norm1 norm2 norm inf
Error inicial 0.0879 0.0700 0.0250
Molificacio´n 0.0333 0.0425 0.0538
WT (db3) 0.0442 0.0427 0.0516
Tabla 3.1. Desempen˜o umbralizacio´n por GCV en te´cnicas DMRA.
Sen˜al 1D
3.3.2. Ejemplo: Sen˜al 2D [28]
En aplicaciones tales como el procesamiento digital de ima´genes, se necesitan esquemas
de descomposicio´n bidimensional [28]. Este trabajo se limita a utilizar esquemas 2D
separables, i.e. logradas a trave´s operaciones unidimensionales en columnas y filas de
la matriz de p´ıxeles [51].
Primero lleva a cabo un paso de descomposicio´n sobre cada una de las filas, generando
una matriz donde su lado izquierdo contiene las aproximaciones en sentido horizontal
(ax), y su lado derecho los detalles (dx) (Fig 3.9 (a)). Luego se repite la misma descom-
posicio´n sobre todas las columnas de la matriz resultante, donde se obtiene: (Fig 3.9
(b)):
• Detalles verticales de los detalles horizontales (dydx), representando las carac-
ter´ısticas diagonales de la imagen.
• Detalles verticales de aproximaciones horizontales (dyax). Corresponde a las
estructuras horizontales.
• Aproximaciones verticales de detalles horizontales (aydx). Refleja la infor-
macio´n vertical.
• Aproximaciones obtenidas en ambas direcciones (ayax). Estos componentes
sera´n procesados en un siguiente nivel de descomposicio´n (Fig 3.9 (c)).
Particularmente, en el trabajo con ima´genes es bastante importante la conservacio´n
de bordes (discontinuidades), por lo cual al hacer un ana´lisis multirresolucio´n con WT
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Figura 3.9. Esquema de descomposicio´n bidimensional
se deben tener ciertas precauciones, pues su comportamiento en los bordes y discon-
tinuidades no es tan bueno como observo´ en el ejemplo unidimensional (seccio´n 3.3.1).
En [28] proponen se aproximaciones bayesianas basadas en informacio´n geome´trica, con
la esperanza de obtener una o´ptima seleccio´n de los coeficientes, y lograr una o´ptima
reconstruccio´n. En general la metodolog´ıa ma´s utilizada es seleccionar la WT apropi-
ada basados en aquella que muestre el mejor desempen˜o y resultados cualitativos, caso
de este ejemplo.
(a) Imagen Original (b) Imagen con ruido. Ruido blanco gaussiano con
SNR de 24 dB
Figura 3.10.
El ana´lisis con molificacio´n discreta tuvo un desempen˜o similar con las discontinuidades
como en el caso 1-D, por lo cual ningu´n tipo de informacio´n adicional tuvo que tomarse
en cuenta y los resultados en desempen˜o (Tabla 3.2) fueron similares a los de una WT
bien seleccionada, en este caso db3.
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(a) Imagen reconstruida por molificacio´n discreta.
La SNR es ahora de 27.7 dB
(b) Imagen reconstruida WT. WT usada: db3. La
SNR es ahora de 28 dB.
Figura 3.11.
norm1 norm2 norm inf
Error inicial 0.0420 0.0079 0.0404
Molificacio´n 0.0326 0.0092 0.0295
WT (db4) 0.0344 0.0087 0.0354
Tabla 3.2. Desempen˜o umbralizacio´n por GCV en te´cnicas DMRA.
Sen˜al 2D
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4. Conclusiones
Se propone un nuevo me´todo de ana´lisis multirresolucio´n: DMRA por molificacio´n dis-
creta. El me´todo fue expuesto en toda su base teo´rica, y comprobado que satisfac´ıa las
condiciones necesarias para ser MRA. A partir de la discretizacio´n del me´todo se logro´
una extensio´n y simplificacio´n bastante u´til y de gran funcionalidad en el procesamiento
digital de sen˜ales: considerar Rn como el espacio de trabajo. Aparte de ello, la conside-
racio´n de condiciones de borde ayuda a superar los problemas debidos a la convolucio´n
y en adicio´n logra obtener caracter´ısticas u´tiles para una implementacio´n ma´s eficiente.
Estos resultados en condiciones de borde son extendibles a otros procedimientos de
filtrado por convolucio´n y esquemas de trabajo MRA.
En segundo lugar, el trabajo con el nu´cleo de molificacio´n permitio´ determinar su
comportamiento espectral, dando informacio´n sobre sus caracter´ısticas de filtrado de
una forma clara y sencilla, resultado no tan fa´cil de determinar en otras te´cnicas mul-
tirresolucio´n, como lo es WT.
En tercer lugar, se mostro´ que es posible hablar de regularizacio´n en esquemas MRA: la
regularizacio´n funciona correctamente en los esquemas MRA y los dota de esquemas de
seleccio´n automa´tica de para´metros, tales como GCV. Tambie´n es de notar que desde
el punto de vista de los me´todos de regularizacio´n una representacio´n MRA permite
conservar caracter´ısticas tan importantes como discontinuidades y bordes.
En cuarto lugar, en los ejemplos nume´ricos se observa que DMRA por molificacio´n
trabaja en tareas comunes del ana´lisis multiresolucio´n como ana´lisis tiempo-escala y
deteccio´n de cambios abruptos. En particular, se observa que es eficiente utilizar regu-
larizacio´n de esquemas DMRA para la reduccio´n de ruido, reduccio´n llevada a cabo de
una manera automa´tica.
Todo esto implica que el DMRA por molificacio´n puede ser aplicado a un amplio rango
de problemas con alta interaccio´n multiescala. Lo mismo que tambie´n motiva a explorar
la implementacio´n de algoritmos de molificacio´n discreta en otros tipos de me´todos mul-
tiescala distinto a la multiresolucio´n, como lo son los me´todos multigrid y los me´todos
de descomposicio´n de dominio. Por supuesto, todo esto es para trabajo futuro.
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