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Abstract 
Consider the random-cluster model on the integer lattice with parameters p and q. As p, q ~ 0 
in such a way that q/p -~ 0, the random-cluster measures converge weakly to the uniform 
spanning tree measure of Pemantle (1991). 
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1. Introduction 
Amongst the most interesting and studied random processes taking place on the 
integer lattice yd are percolation and Potts models (see Grimmett (1989) and Georgii 
(1988), respectively), the Ising model with zero external field being a special case 
of the latter. It is therefore a highly remarkable fact that there exists a natural two- 
parameter family of  processes which includes both bond percolation and Potts models 
as special cases. This family, introduced by Fortuin and Kastelyn in a series of papers 
in the early 1970s (Fortuin, 1972a, b; Fortuin and Kastelyn, 1972), is referred to as the 
random-cluster model, or sometimes also the FK model. It has received considerable 
recent attention e,g. in Aizenman et al. (1988) and Grimmett (1994, 1995). 
In this paper we show that the random-cluster model in a certain sense also includes 
the uniform spanning tree measure which was introduced by Pemantle (1991), further 
studied by Burton and Pemantle (1993). This will be given a precise formulation in 
Theorem 1.4 below. 
The definitions of random-cluster measures and uniform spanning tree measures are 
easiest when only finite graphs are considered, so we begin with this case. Let G be 
a finite graph with vertex set V and edge set E. By a subgraph of G we here mean 
a graph with the same vertex set V as G and an edge set which is a subset of E. A 
subgraph of G is identified with an element of  {0, 1} e, where a 1 indicates that an 
edge is present and a 0 indicates that it is absent. 
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Definition 1.1. Let 04  p~< 1 and q > 0. The random-cluster measure #P'q is the 
probability measure on the set of subgraphs of G given by 
for all q E {0, 1} e. Here k(q) is the number of connected components of q and 
Z: 'q = ~ { I~ p"'e'(1-- p)~-"(e~)q k("~ 
nE{0,1}e eEE 
is the normalizing constant. 
When q = l, the factor qk(,) disappears and all edges become independent, corre- 
sponding to independent bond percolation. The Ising model corresponds to q = 2 and 
Potts models to the cases q = 2,3 ..... in a sense explained by Aizenman et al. (1988). 
A spanning tree for G is a connected subgraph of G without cycles. Let T(G) be the 
set of spanning trees for G. We have that T (G)C{0,  1} E. Let the uniform spanning 
tree measure I~ be the probability measure which is concentrated on T(G) and which 
assigns the same probability mass to each element of T(G). We are now ready to state 
the finite graph version of our main result. 
0 " P'q converges  Theorem 1.2. As p, q ---* 0 simultaneously in such a way that q/p ---* , ~c 
weakly to p~. 
Since {0, 1} E is a finite set, weak convergence here simply means that for each 
t/E {0, 1} E, 
Moving on from the finite case, we now consider the graph whose vertex set is 
2 a (d~>2) and whose edge set is the set of all nearest neighbour pairs, i.e. there is an 
edge between x and y if and only if their (Euclidean) distance is 1. We write L a for 
this graph and E a for its edge set. 
The notions of random-cluster measures and uniform spanning tree measures for 
finite graphs cannot be applied immediately to this case, but there are natural general- 
izations. While we prefer to defer the definition of the uniform spanning tree measure 
#tu~ for L a to the next section, we now give the right generalization of random-cluster 
measures. Readers who are familiar with Gibbs states should note that it is analogous 
to the Dobrushin-Lanford-Ruelle (DLR) definition of a Gibbs state (Georgii, 1988). 
Again pick p and q such that 0~<p~< 1 and q > 0. A box An cEd  is the set of 
edges in I -n ,  n] d, i.e. 
An = {e E E a : both endvertices of e are in the set { -n  . . . . .  n}d}. 
So An denotes an edge set, but it will sometimes also denote the obvious graph with this 
edge set; this should not lead to any confusion. For a configuration ~ C {0, 1} E~\A" of 
edges outside A,,, let the random-cluster measure  ]~P'q "on An with boundary condition A,,,~ 
o. Hiiqgstr6m / Stochastic Processes and their Applications 59 (1995) 26L275 269 
~" be given by 
/IA"'~(r/) = ~ eEr[A, Pn(e)(1 -- p)l-~(e) ,~ 
for all r 1 E {0, 1 }A,, where Z p'q is the appropriate normalizing constant as in Definition A,,~ 
1.1, and k(ff,~) is the number of connected components which intersect A,, in the 
configuration which agrees with ~/ on An and with ~ on E d \ A~, 
Definition 1.3. A probability measure/~ on {0, 1 } e'~ is called a random-cluster measure 
with parameters p and q if its conditional probabilities atisfy 
. =/~A°,~(r/) 
for all n, all t 1E {0,1} A" and ff-a.e. ~ C {0,1} U \ ' ° .  
Grimmett (1994) shows, given any 0 ~< p ~< 1 and q > 0, the existence of at least one 
random-cluster measure for U with these parameters. We let /2~J denote some such 
measure (whether, for given p and q, there is actually a unique random-cluster measure 
is a highly intricate question; see Grimmett (1994) for a state-of-the-art discussion of 
this issue). Our main theorem now says 
Theorem 1.4. As p, q ---+ 0 simultaneously in such a way that q/p --~ O, /~),'Y converqes 
weakly to ll~,~. 
Here, since we are dealing with an infinite graph, weak convergence means that tbr 
all cylinder events C 
- ,  
(a cylinder event is an event which is defined in terms of finitely many edges only). 
The rest of this paper is organized as follows. Section 2 begins with the definition 
of the uniform spanning tree measure #LU~ and gives the relevant theory for uniform 
spanning trees. In Section 3 we prove Theorems 1.2 and 1.4. Only Theorem 1.4 is new, 
as Theorem 1.2 is implicit already in Fortuin and Kasteleyn (1972) (at least in the case 
when q/p2 ~ 1). The reason why we include the proof of Theorem 1.2 anyway is that 
it is short and simple and that it facilitates the understanding of Theorem 1.4. Readers 
who are interested in the proof of Theorem 1.2 only may skip directly to Section 3. 
2. The uniform spanning tree measure 
The uniform spanning tree measure #tu~ is obtained as a weak limit of uniform 
spanning trees for finite portions of L d via the following theorem due to Pemantle 
( 1991 ): 
Theorem 2.1. The uniform spanning tree measures pu for the finite boxes A,, con- 
A n . 
verge weakly to a translation invariant measure tlu,~ as n --+ ,oo. 
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We use this as the definition of #u In fact, the same limiting measure would be L"  
obtained for any sequence {Bn} of finite connected subsets of E d converging to E d in 
the sense that any e E E d is in all but finitely many sets Bn. 
An interesting and somewhat surprising feature of #~,  shown by Pemantle (1991), 
is the following: In 2-4 dimensions, #~ is concentrated on uniform spanning trees for 
L d, while for d ~> 5, #,ud is instead concentrated on graphs consisting of infinitely many L 
infinite connected components without circuits. Hence, the term "uniform spanning tree" 
for #,u is somewhat misleading for d/> 5, but we stick with this terminology anyway. L 
Note that the graphs obtained for d >/5 cannot be distinguished from spanning trees by 
just looking at some finite portion of L d, because neither circuits, nor finite connected 
components, occur. 
For any two vertices v and w of a graph G, define the contraction G/(v,w) to be 
the graph obtained from G by identifying v and w and removing any edge between 
them. This will sometimes result in parallel edges, which we still have to regard as 
distinct. When there is an edge e from v to w in G we also write G/e for G/(v,w). 
Note, for later purposes, that when G is finite we have, for any two edges el and e2 
of G, 
pUG(e 2 is present lel is present) u e = lgG/e,( 2 is present) (1) 
since there is a natural one-to-one correspondence b tween spanning trees for G where 
el is present and spanning trees for G/el. Similarly, we define the deletion G - e to be 
the graph obtained from G by removing the edge e (without identifying its endvertices). 
When G is finite, we have, in analogy with (1), 
U e ktU(e2 is present[el is absent) = #a-e,(  2 is present). (2) 
Note that contraction and deletion commute and associate. 
For a box An (viewed as a graph), let A* be the contraction of An obtained by 
identifying all vertices in the outermost layer of An, so  that in other words A* = 
An/e l /e2/ . . . /ek  where 
{el,e2 . . . . .  ek} = {e: both endvertices of e are in [--n,n]d\ [--n + 1 ,n -  1]d}. 
Theorem 2.2. The uniform spannin9 tree measures #~2 converge weakly as n ~ oc. 
Moreover, the limitin9 measure is the same as the measure #~ obtained in 
Theorem 2.1. 
The limits in Theorems 2.1 and 2.2 can be viewed as the same kinds of limits but 
with different boundary conditions, and the conclusion of Theorem 2.2 is that it does 
not matter which of the two boundary conditions we use. This is analogous to well- 
known results for the Ising model at sufficiently high temperatures (Georgii, 1988). 
Before proving Theorem 2.2, we need to remind the reader of the relation between 
spanning trees and electrical networks. We will define two quantities f l  and f2 which 
are known to be equal, as stated in the well-known Theorem 2.3 below. 
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Let G be a finite graph with vertex set V, and let e be an edge of G. We define 
the first quantity f l (G,  e) to be the probability that the edge e is present in a spanning 
tree selected according to the uniform measure #~. 
Second, let the corresponding electrical network N6.e be the network obtained by 
placing a 1-ohm resistor along each edge of G and placing the terminals of a 1-ampere 
current source at the two endvertices of e. Let fz(G, e) be the amount of current flowing 
through e in NG, e. 
Theorem 2.3. For any finite graph G and any edge e of" G, 
f l (G,e)  = f2(G,e). 
For a probabilist, the best way to understand this is probably via the random walk 
construction of uniform spanning trees and the equivalence between random walks 
and electrical networks. A short description of these techniques including a proof of 
Theorem 2.3 can be found in Pemantle (1991); see Aldous (1990) and Doyle and Snell 
(1984) for more details on the subject. 
In terms of corresponding electrical networks, the boundary conditions used in The- 
orems 2.1 and 2.2 can be described as "isolating" and "short circuit", respectively. 
Proof of Theorem 2.2. We first prove weak convergence of the measures /tl~. as 
n --+ oo. This part of the proof is analogous to the proof of Theorem 2.1 in Pemantle 
(1991). We need to show the convergence of It~;(C) for all cylinder events C. For 
a finite set A of edges, let C(A) denote the event that all edges in A are present, and 
note that by inclusion-exclusion it is sufficient o show convergence of probabilities of 
sets of this form. 
Fix a set A = {el . . . . .  ek}. Let n be sufficiently large so that A (_- A~. Repeated use 
of (1) yields 
k 
I£~;(C(A)) = H f l (A~/el/ . . .  /ei-l,e,.). (3) 
i--I 
By Theorem 2.3, f l (A~/e l / . . . /e i - l ,e i )  is the amount of current flowing through ei 
in tile corresponding electrical network NAUe,/../e,_,,e,. We now compare ttUA,., to /~,7" 
Note that as far as the flow of current through e i is concerned, An* can be thought of 
as being obtained from A~+ l by short circuiting all vertices in ~3n = [ -n ,  n] a \ [-n + 
1,n - 1] a to each other. It then follows from Rayleigh's monotonicity law (see Doyle 
and Snell (1984); short-circuiting can only decrease ffective resistances) that 
f l (A~/eL / ' " /e i - l ,e i )~  f l (An+l /e l / . . . /e i  i, ei) 
whence 
u (C(A)) <~ :,, (C(A)) P,t; 
so that by monotonicity the limit as n ~ ~xD of/tAu;(C(A)) exists for each A. Hence, we 
have existence of the limiting measure. Call this measure /JL~. Translation invariance 
of liL~ follows easily from Rayleigh's monotonicity law and the fact that a box A,, 
shifted at most k steps is contained inside Am for all m>~n +k. 
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It remains to show that ,fiLe = PLUe. For this it is sufficient to show that rite(C) = 
#Ue(C) for all cylinder events C. We start with the case where C depends on a single 
edge only. 
Let K(n) be the (random) number of  edges that are present in A,. Let Dn be the 
event that all vertices in A, are connected to the boundary ~3, and that there are no 
circuits in An. We have that file (D,) = #~e (D,) = 1. Using the fact that any spanning 
tree for a finite graph on k vertices has exactly k - 1 edges, we see that D, implies 
(2n-  1)a<~K(n)<~(2n + 1) a -  1. 
Letting n --* ec and using translation invariance (and the obvious fact that rite and ptue 
are invariant under permutations of  the d coordinate axes), it follows that 
fite(e is present) = #LUe(e is present) = 1/d 
for any edge e. 
We proceed to cylinder events involving two edges el and e2. Let X E {0, 1} {e''e2} 
denote a random configuration on el and e2. By (1), (2) and Rayleigh's monotonicity 
law we have 
, .~  (X(e2)  
and 
~:  (X(e2)  
= 1 IX(el  ) = 1 ) = #AU;/~ (X(e2)  - - - -  1 ) 
#Un/el (X(e2)  ---- 1 ) 
---- #U,(X(e2)  = l lX (e l )  = 1) 
= l lX (e~)  = 0) = f lU:_e, (X(e2)  = l )  
[AU_e,(X(e2) = l )  
---- #AU (X(e2)  ---- l lX(e~) -- 0). 
Letting n ~ oc we get 
and 
fite(x(~:) = l lX (~)= 1)<~u~e(X(e:)= l[X(e~)= 1) 
fite(X(e2) = l lX(e~) = 0)-..<#LUe(X(e2) = l lX(e~) = 0). 
However, since 
1 d fit e(x(e2) = l lX (e l )= 1)+ d~ i jte(X(e2)= llX(e~)= O)
= file (X (e2)  ---- 1 ) 
=1 
d 
---- #~,~(X(e2) ---- 1) 
1 pUe(X(e2)= l IX(el)  -- 1 )+ a~ itUa(X(e2)= l lX (e , ) _  0) =~ 
(4) 
(5) 
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we must in fact have equality in (4) and (5). Hence /iLd and /2u,~ assign the same 
probability to any event which depends on two edges el and e2 only. Proceeding 
inductively in the same way yields 
~u(c)  = ~u~(c) 
for all cylinder events C, and the proof is complete. 
3. Proofs of  Theorems 1.2 and 1.4 
Proof  of  Theorem 1.2. We consider a finite graph G with vertex set V and edge set 
E. T(G) is the set of spanning trees for G. For any t/ ~ {0, 1 }E, recall that k(~/) is the 
number of connected components of t/. Also, let re(t/) be the number of edges of q. For 
a set A, we write IAI for the cardinality of A. The expression for/~P'q(~) then becomes 
t2p, q(tl) = + prn(,)(1 -- p)lEb--m(~)qk(Y1) 
-- ~-g:T p (6} 
Trivially, for any t/ we have 
k(q)~> 1, (7} 
while 
m(~) + k(~)>~lVI {8) 
as can easily be seen e.g. by induction over m. It is also clear that t/ is a span- 
ning tree if and only if we have equality in both (7) and (8). Hence, all spanning 
trees are, given any p and q, equally probable, whence it is sufficient to show that 
ltP'q(T(G)) ---+ 1 as (p ,q /p )  ~ (0,0). Note that p/(1 - p) and q(1 - p) /p  both tend 
to 0 as (p ,q /p )  --+ (0,0), so that for ql E T(G) and r/2 E {0, 1} E \ T(G), 
~'~(~2) lim - 0 ,,-0 l~,q(~ ) 
qp-~O 
by (6). Since {0, 1} £ \ T(G) has only finitely many elements, we also have 
M~ )'q 
lim -- 0 
~/ p~O 
where M~ "q is the maximum over all t/ E {0, 1 }E \ T(G) of /~'q( t / ) .  Hence 
limp_,) I/'q(T(G))>~ l )m~ ]T(G) i /~P'q(q ' )  = 1 
. . . . . . .  ,_0 IT(G)I l ,P'q(rl ,)+ I{0, 1} £ \ T(G) IM p'q 
and we are done. 
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Proof of Theorem 1.4. As in the first part of the proof of Theorem 2.2, we only need 
to consider events of the type C(A) for all finite edge-sets A. We are done if we can 
show that for any such A and any c > 0, there exists a 6 > 0 such that 
]ItP'J(C(A))- It~a(f(A)) I < ~ (9) 
whenever p < 6 and q/p < 3. 
Fix A and c. By Theorems 2.1 and 2.2, we can find an n such that 
and 
I/~AU (C(A)) - ~AC(A) )  I < e/2 (10) 
I#AU:(C(A)) -- uUZC(A))I  < c/2. (11) 
Now consider a configuration ~ E {0, 1} ed\A° of edges outside An. Let n(~) be the 
partition of the set of vertices on the boundary On obtained by letting v, w c On belong 
to the same partition set if and only if there is a path of edges in ~ starting at v and 
ending at w. Let An ~(~) be the graph obtained as a contraction of A~ by identifying all 
vertices in the same partition set. Note that 
P,q 
for any q E {0, 1} A". Note also that A~ (¢) 
Rayleigh's monotonicity law, 
(12) 
can be contracted further to A~*, so that, by 
f l ( A~ ~el/"" ~el- 1, ei ) <~ f l ( A~ <O/el/""/ei- 1, ei ) <~ f l ( A, ~el /" . /e i -  I, ei ) 
for any el . . . . .  ei C An. Hence, by (3) and the corresponding formulae for An and A~ (O, 
/ J :  ( C(A ) ) ~<,.~..,(C(A)) ~</~.(C(A)). 
Together with (10) and (11), this yields 
I,UAU~:,(C(A)) -- ,u~,,(C(A)) I < e/2. (13) 
Since there are only finitely many partitions of the set of vertices on 0n, we can, by 
Theorem 1.2, find 6 > 0 such that 
I f fP j~(C(A) )  - ,UAU~,~,(C(A)) I < E/2 
for all ~ E {0, 1} Ed\A" whenever p < 6 and q/p < 6. Combining this with (12) and 
(13) implies that 
I,uP',q~(C(A)) - i~t~a(C(A))[ < c 
and since #P'aq(C(A)) is a convex combination of such ~fl.,g-"P'q~(C(A))'s, we have (9) and 
the proof is complete. [] 
We have two small concluding remarks. 
First, the weak convergence in Theorem 1.4 should not be interpreted too strongly. 
It means convergence of probabilities of cylinder sets, and nothing more. An easy 
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counterexample for infinite-dimensional events is the following: Let E be the event 
that the edges that are present form two or more infinite clusters. For d >~ 5, we have 
ptud (E) = 1 (as remarked after Theorem 2.1) while, for any p and q, kt~J(E) = 0, as 
follows from a general result in Burton and Keane (1989) known as the Burton Keane 
uniqueness theorem. 
Second, all arguments and results generalize immediately from the nearest neighbour 
graph on the cubic lattice 7/a to arbitrary d-dimensional periodic graphs with bounded 
degree, like for instance the triangular or hexagonal lattices in two dimensions. For 
Theorem 2.1 this was pointed out by Burton and Pemantle (1993). 
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