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Abstract
The goal of this article is to establish Lp-estimates for maximal functions associated
with nonisotropic dilations of hypersurfaces in R3. Several results have already been ob-
tained by Greenleaf, Iosevich-Sawyer, Iosevich-Sawyer-Seeger, Ikromov-Kempe-Mu¨ller and
Zimmermann, but for some situations such as the hypersurface parameterized as the graph of
a smooth function Φ(x1, x2) = x
d
2(1+O(xm2 )) near the origin, where d ≥ 2, m ≥ 1, and asso-
ciated dilations δt(x) = (t
ax1, tx2, t
dx3) for an arbitrary real number a > 0, the question was
open until recently. In fact, such problems do arise already in lower dimensions. For instance,
we consider the curve γ(x) = (x, x2(1 + φ(x))) and associated dilations δt(x) = (tx1, t
2x2).
If φ ≡ 0, then the corresponding maximal function is the maximal function along parabolas
in the plane, which plays an important role in the study of singular Randon transforms, and
which is very well understood due to the work by Nagel-Riviere-Wainger and others. If φ 6= 0
and φ(x) = O(xm), m ≥ 1, the problem was open until recently, however, the corresponding
maximal function shows features related to the Bourgain circular maximal function, which
required deep ideas and local smoothing estimates established by Mockenhaupt-Seeger-Sogge
for Fourier integral operators satisfying the so-called ”cinematic curvature” condition. How-
ever, we observe that in the study ofM related to the mentioned curve γ(x) and associated
dilations, we will consider a family of corresponding Fourier integral operators which fail
to satisfy the ”cinematic curvature condition” uniformly, which means that classical local
smoothing estimates could not be directly applied to our problem. In this article, we develop
new ideas in order to overcome the above difficulty and finally establish sharp Lp-estimates
for the maximal function related to the curve γ(x) with associated dilations in the plane.
Later, we generalize the result to curves of finite type d (d ≥ 2) and associated dilations
δt(x) = (tx1, t
dx2). Furthermore, we also obtain L
p-estimates for the maximal function re-
lated to the mentioned hypersurface Φ(x1, x2) in R3 with associated dilations. Moreover,
by an alternative approach, we also get Lp-estimates for some particular classes of maximal
functions in R3 established earlier by Greenleaf, Iosevich-Sawyer, Ikromov-Kempe-Mu¨ller
and Zimmermann.
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1 Introduction.
The starting point for intensive studies associated with averages over low dimensional sets is
based on an earlier bound of Stein [39] from 1976 on the spherical maximal function
Mf(x) := sup
t>0
|Mtf(x)|,
where Mt are the spherical averaging operators
Mtf(x) =
∫
|y|=1
f(x− ty)dσ(y),
and dσ is normalized surface measure on the sphere Sn−1. Then Stein’s fundamental result
shows that for n ≥ 3, the corresponding spherical maximal operator is bounded on Lp(Rn) for
every p > n/(n− 1). The analogous result in dimension two was later proved by J. Bougain [2].
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Then one turned to deal with generalizations of Mt defined as before, i.e. the sphere is
replaced by a more general smooth hypersurface S ∈ Rn. Let ρ ∈ C∞0 (S) be a smooth non-
negative function with compact support. Then the associated maximal operator is defined as
Mf(x) := sup
t>0
∣∣∣∣∫
S
f(x− ty)ρ(y)dµ(y)
∣∣∣∣ , x ∈ Rn, (1.1)
where dµ denotes the surface measure on S. Greenleaf [10] proved thatM is bounded on Lp(Rn)
if n ≥ 3 and p > (k + 1)/k, provided S has at least k ≥ 2 non-vanishing principal curvatures
and S is starshaped with respect to the origin.
A fundamental and still largely open problem is to characterize the Lp boundedness properties
of the maximal operator associated to hypersurface where the Gaussian curvature at some points
is allowed to vanish. Completely understood is is only the 2-dimensional case, i.e. the case of
finite type curves in R2 studied by A. Iosevich in [12].
Many authors put a lot of effort on the development of this subject and obtained partial
results in high dimension. Sogge and Stein [37] showed that if the Gaussian curvature of S does
not vanish of infinite order at any point of S, then there exists a p0(S) <∞ so that the maximal
function is bounded on Lp, p > p0(S). However, the exponent p0(S) given in that paper is in
general far from being optimal. In order to find the smallest value of p0(S), one will put more
restriction on the surfaces. It is worth mentioning that in 1992, Sogge [36] employed the local
smoothing estimate to get the Lp-boundedness p > 2 for M, where the surface has at least one
non-vanishing principal curvature everywhere in Rn (n ≥ 2). The perhaps best understood class
in higher dimension is the class of convex hypersurface of finite line type, and the related work
in this settings included Cowling and Mauceri [4] [5], Nagel, Seeger and Wainger[28], Iosevich
and Sawyer [13] [14], and Iosevich, Sawyer and Seeger [15]. In particular, Iosevich and Sawyer
proved in [14] sharp Lp-estimates for maximal functions related to the surface which are given by
smooth convex functions of finite line type for p > 2. In 2010, Ikoromov, Kempe and Mu¨ller [11]
discovered a connection between the Lp-boundedness (p > max{h(S), 2}) of M and the height
h(S) of a smooth, compact hypersurface S of finite type in R3 satisfying the transversality
assumption (i.e. for every x ∈ S, the affine tangent plane x+ TxS to S through x does not pass
through the origin in R3) on S. Recently, Zimmermann in his thesis [47] proved that maximal
averages over analytic hypersurfaces passing through the origin in general behave more regularly
than the maximal averages over hypersurfaces satisfying the transversality condition.
Maximal operators defined by averages over curves or surfaces with nonisotropic dilations
have also been extensively considered, i.e. the dilation ty appearing in (1.1) is replaced by
δt(y) = (t
a1y1, t
a2y2, · · · , tanyn), where aj > 0, j = 1, 2, · · · , n. In 1970, in the study of a
problem related to Poisson integrals for symmetric spaces, Stein raised the question as to when
the operator Mγ defined by
Mγf(x) = sup
h>0
1
h
∫ h
0
|f(x− γ(t))|dt,
where γ(t) = (A1t
a1 , A2t
a2 , · · · , Antan) and A1, A2, · · · , An are real, ai > 0, is bounded on
Lp(Rn). Nagel, Riviere and Wainger [27] showed that the Lp-boundedness ofM holds for p > 1
for the special case γ(t) = (t, t2) in R2 and Stein [40] for homogeneous curves in Rn. More
general maximal operators involving two-parameter dilations related to homogeneous curves
have studied by Marletta and Ricci [20]. For maximal functionsM associated with nonisotropic
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dilations in higher dimensions, one can see the work by Greenleaf [10], Sogge and Stein [37],
Iosevich and Sawyer [14], Ikoromov, Kempe and Mu¨ller [11], Zimmermann [47].
Acknowledgement The author would like to thank her supervisor Professor D. Mu¨ller for
his constant support and encouragement. She has learned a lot of mathematics and she has
immensely profited from her mathematical discussions with Professor D. Mu¨ller.
1.1 Outline of the problem and statement of main theorems in the plane.
The maximal operator along curves in R2 is defined by
Mf(x) = sup
t>0
|f ∗ µt(x)|,
where µ is a arc length measure supported on the curve and µt is the same measure dilated by
t > 0 and appropriately normalized.
Two different situations will arise. (1) A maximal operator of the first type: the curve
x2 = γ(x1) is homogeneous under the given dilations (such as γ(x1) = x
d
1, d > 0, d 6= 1). Basically
one obtains the same operator by restricting the supremum to t = 2j . Under appropriate
assumptions on the curve, one can prove thatM is bounded on Lp for p > 1. If d = 2, then the
corresponding maximal function is the maximal function along parabolas in the plane, which
plays an important role in the study of singular Randon transforms, and which is very well
understood due to the work by Nagel-Riviere-Wainger [27] and [40]. (2) A maximal operator of
the second type: the curve x2 = γ(x1) is not homogeneous under the given dilations. Then the
various µt are supported on different curves and the problem becomes much more complicated.
We have the following subcases:
(2a) if the dilations are isotropic and the Gaussian curvature of the curve does not vanish, then
M is bounded on Lp for p > 2, see [2] and [25]. The range of p must be further restricted if the
curvature allows to vanish at some point [12] unless one introduces a damping factor [19];
(2b) if the dilations are non-isotropic and the curve with non-vanishing Gaussian curvature
away from the origin is homogeneous, Marletta and Ricci [20] combine Bourgain’s theorem with
a Littlewood-Paley decomposition to show that M is bounded on Lp if and only if p > 2;
A natural question to ask is whether there exists some positive constant p0 > 1 such that M
is bounded on Lp for p > p0 in the following setting:
(2c) if the dilations are non-isotropic and the curve x2 = γ(x1) is non-homogeneous and of
finite type, such as γ(x1) = x
d
1(1 + O(xm1 )), where d ≥ 2 and m ≥ 1? The problem was
open until recently, however, the corresponding maximal function shows features related to
the Bourgain circular maximal function, which required deep ideas and L4-techniques. An
alternative approach was later given by Mockenhaupt, Seeger and Sogge, who established local
smoothing estimates for Fourier integral operators satisfying the so-called ”cinematic curvature”
condition. However, we observe that in the study of M related to the mentioned curve γ(x)
and associated dilations, in our situation, we will consider a family of corresponding Fourier
integral operators which fail to satisfy the ”cinematic curvature condition” uniformly, which
means that classical local smoothing estimates could not be directly applied to our problem. In
this article, we develop new ideas in order to overcome the above difficulty and finally establish
sharp Lp-estimates for the maximal function related to the curve γ(x) with associated dilations
in the plane.
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Next, we list our main results in the plane.
Let φ ∈ C∞(I,R), where I is a bounded interval containing the origin, and
φ(0) 6= 0; φ(j)(0) = 0, j = 1, 2, · · · ,m− 1; φ(m)(0) 6= 0 (m ≥ 1). (1.2)
Theorem 1.1. Define the maximal operator
Mf(y) := sup
t>0
∣∣∣∣∫
R
f(y1 − tx, y2 − t2x2φ(x))η(x)dx
∣∣∣∣ , (1.3)
where η(x) is supported in a sufficiently small neighborhood of the origin. If φ satisfies (1.2),
then for p > 2, there exists a constant Cp such that the following inequality holds true:
‖Mf‖Lp ≤ Cp‖f‖Lp , f ∈ C∞0 (R2). (1.4)
Remark 1.2. If m → ∞, then we obtain the maximal operator of the first type described
above which is bounded on Lp for all p > 1.
Remark 1.3. The above theorem is sharp if 1 ≤ m <∞, which follow from the proposition
given in Appendix of this article.
Next we will generalize Theorem 1.1 to the curve of finite type d (≥ 2) associated with the
function φ defined by (1.2).
Theorem 1.4. Define the maximal operator
Mf(y) := sup
t>0
∣∣∣∣∫
R
f(y1 − tx, y2 − tdxdφ(x))η(x)dx
∣∣∣∣ , (1.5)
where η(x) is supported in a sufficiently small neighborhood of the origin. If φ satisfies (1.2)
and d ≥ 2, then for p > 2, there exists a constant Cp such that
‖Mf‖Lp ≤ Cp‖f‖Lp , f ∈ C∞0 (R2). (1.6)
Remark 1.5. If m → ∞, then M coincides with the maximal operator of the second type
described above.
1.2 Outline of the problem and statement of main theorems in R3.
Let S be a smooth hypersurface in Rn with a smooth measure dµ compactly supported away
from the boundary. Given an n-tuple (a1, a2, · · · , an) of nonnegative real numbers, consider the
maximal operator M defined by
Mf(x) = sup
t>0
∣∣∣∣∫
S
f(x− δt(y))dµ(y)
∣∣∣∣ ,
where δt denotes the nonisotropic dilation given by δt(x) = (t
a1x1, t
a2x2 · · · , tanxn). Iosevich
and Sawyer [14] observed that M often behaves much better than the maximal function with
standard dilations due to a ”rotational curvature” in the time parameter t. Let H be a hy-
perplane and d(x,H) denote the distance from x on S to H. They showed that in the case
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a1 = a2 = · · · = an−1 6= an, the condition d(x,H)−1 ∈ L1/ploc (S) over all horizontal hyperplanes
H is sufficient for the Lp-boundedness ofM when the surface S is given as the graph of a mixed
homogeneous function with finite-type level sets. Their point of departure in dealing withM is
the extension of the square function theorem of Sogge and Stein. In their paper, to get the L2-
estimate ofM one would mind that J(ξ) := (∫t∼1 |∇αµ̂t(ξ)|2dt)1/2 ≤ C(1+ |ξ|)−1/2γ(|ξ|), where
α = 0, 1, γ is bounded and nonincreasing on [0,∞), and ∑∞n=0 γ(2n) < ∞, and µ̂t(ξ) = µˆ(δtξ).
However, the above method cannot work in our problems. In our paper, to apply the Sobolev
embedding for control of the maximal operator M, for example, we need to estimate the ab-
solute value of µ̂t(ξ) =
∫
e−i〈δtξ,(x1,x2,x22+xm2 )〉η2(x2)dx2 if ξ1 ∼ ξ2, where η2 ∈ C∞0 (R) and η2
is supported on an interval not containing the origin. In fact, by the standard method of sta-
tionary phase we get that |µ̂t(ξ)| ∼ |ξ|−1/2, but J(ξ) ∼ |ξ|−1/2. In 2010, Ikoromov, Kempe
and Mu¨ller [11] discovered a connection between the Lp-boundedness of M and the height of
a smooth, compact hypersurface of finite type in R3 satisfying a transversality assumption on
S. Recently, Zimmermann [47] proved that the maximal averages over analytic hypersurfaces
located at the origin in R3 generally behave more regularly than the maximal averages over hy-
persurfaces satisfying the transversality condition. It is worth to mention that in [47], he could
not handle some situations such as the hypersurface parameterized as the graph of a smooth
function Φ(x1, x2) = x
d
2(1+O(xm2 )) near the origin, where d ≥ 2, m ≥ 1, and associated dilations
δt(x) = (t
ax1, tx2, t
dx3) for an arbitrary real number a > 0, the question was open until recently.
In this article, we establish Lp-estimates for maximal functions related to hypersurfaces
(x1, x2) → (x1, x2, xd2(1 + O(xm2 ))) with associated dilations δt(x) = (tax1, tx2, tdx3) for an
arbitrary real number a > 0. These results are stated in Theorem 1.7 and Theorem 1.9, and
could not be covered by the theorems respectively developed in the above references. Moreover,
by an alternative approach, we also get Lp-estimates for a large class of maximal functions in
R3 proved in [10], [14], [11] and [47], see Theorem 1.6, Theorem 1.8 and Theorem 1.10.
Let Ω be an open neighborhood of the origin. Suppose Γ is a hypersurface in R3 which is
parametrized as the graph of a smooth function Φ : Ω→ R at the origin, i.e. Γ = {(x,Φ(x)), x ∈
Ω ⊂ R2}.
In R3, our proofs always follow the idea. First we ”freeze” the first variable x1 and apply the
method of stationary phase to curves in (x2, x3)− plane, then by Sobolev-embedding, we can
reduce to apply Lp-estimates for certain Fourier integral operators which appeared in Theorem
2.1, Theorem 2.8, Theorem 2.12 and Theorem 2.13.
First, we show Lp estimates for maximal functions related to hypersurfaces with at least one
non-vanishing principal curvature.
Theorem 1.6. Assume that Φ(x1, x2) ∈ C∞(Ω) satisfies
∂2Φ(0, 0) = 0, ∂
2
2Φ(0, 0) 6= 0, (1.7)
and 2a2 6= a3. Then there exists a sufficiently small neighborhood of the origin U ⊂ Ω such that
for every positive smooth function η ∈ C∞0 (U), the associated maximal function
Mf(y) := sup
t>0
∣∣∣∣∫
R2
f(y − δt(x1, x2,Φ(x1, x2)))η(x)dx
∣∣∣∣ , (1.8)
initially defined on C∞0 (R3), is bounded on Lp(R3) for p > 2.
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Theorem 1.7. Let φ ∈ C∞(I), where I is a bounded interval containing the origin. Define
the maximal function by
Mf(y) := sup
t>0
∣∣∣∣∫
R2
f(y − δt(x1, x2, x22φ(x2)))η(x)dx
∣∣∣∣ , (1.9)
where η is supported in a sufficiently small neighborhood U of the origin. Assume that φ satisfies
(1.2), i.e.
φ(0) 6= 0; φ(j)(0) = 0, j = 1, 2, · · · ,m− 1; φ(m)(0) 6= 0 (m ≥ 1),
and 2a2 = a3. Then for p > 2, there exists a constant Cp such that the maximal operator satisfies
the following estimate:
‖Mf‖Lp ≤ Cp‖f‖Lp , f ∈ C∞0 (R3).
Then we extend the above theorems to hypersurfaces of finite type.
Theorem 1.8. Assume that Φ(x1, x2) ∈ C∞(Ω) satisfies Φ(0, 0) 6= 0 and da2 6= a3, d ≥ 2.
Then there exists a sufficiently small neighborhood of the origin U ⊂ Ω such that for every
positive smooth function η ∈ C∞0 (U), the associated maximal function
Mf(y) := sup
t>0
∣∣∣∣∫
R2
f(y − δt(x1, x2, xd2Φ(x1, x2)))η(x)dx
∣∣∣∣ , (1.10)
initially defined on C∞0 (R3), is bounded on Lp(R3) for p > 2.
The case when da2 = a3 in Lemma 1.7 turns out to be much harder. For this case, we have
the following result.
Theorem 1.9. Let φ ∈ C∞(I), where I is a bounded interval containing the origin. Define
the maximal function by
Mf(y) := sup
t>0
∣∣∣∣∫
R2
f(y − δt(x1, x2, xd2φ(x2)))η(x)dx
∣∣∣∣ , (1.11)
where η is supported in a sufficiently small neighborhood U of the origin. Assume that φ satisfies
(1.2), d ≥ 2 and da2 = a3. Then for p > 2, there exists a constant Cp such that the maximal
operator satisfies the following estimate:
‖Mf‖Lp ≤ Cp‖f‖Lp , f ∈ C∞0 (R3).
Finally, we notice that the surfaces in Lemma 1.8 are required to go through the origin. Now
we consider the other case.
Theorem 1.10. Assume that Φ(x1, x2) ∈ C∞(Ω) satisfies Φ(0, 0) 6= 0 and da2 6= a3, d ≥ 2.
Then there exists a sufficiently small neighborhood of the origin U ⊂ Ω such that for every
positive smooth function η ∈ C∞0 (U), the associated maximal function
Mf(y) := sup
t>0
∣∣∣∣∫
R2
f(y − δt(x1, x2, 1 + xd2Φ(x1, x2)))η(x)dx
∣∣∣∣ , (1.12)
initially defined on C∞0 (R3), is bounded on Lp(R3) for p > d.
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Theorem 1.11. Let φ ∈ C∞(I), where I is a bounded interval containing the origin. Define
the maximal function by
Mf(y) := sup
t>0
∣∣∣∣∫
R2
f(y − δt(x1, x2, 1 + xd2φ(x2)))η(x)dx
∣∣∣∣ , (1.13)
where η is supported in a sufficiently small neighborhood U of the origin. Assume that φ satisfies
(1.2), d ≥ 2 with da2 = a3 and 1 ≤ m < ∞. Then for p > d, there exists a constant Cp such
that the maximal operator satisfies the following estimate:
‖Mf‖Lp ≤ Cpm‖f‖Lp , f ∈ C∞0 (R3).
1.3 Organization of the article
In our settings, the averaging operator is always written as a Fourier integral operator, then we
turn to prove Lp-boundedness for the Fourier integral operator. In Section 2, first, we give an
overview of the theory of Fourier integral operators and a concrete description of the so-called
cinematic curvature condition. Furthermore, we establish Lp-boundedness of the maximal oper-
ator related to the curve x→ (x, x2(1+φ(x))), where φ(x) = O(xm) and m ≥ 1, with associated
dilations (x1, x2)→ (tx1, t2x2). After a scaling argument, application of the method of station-
ary phase and Littlewood-Paley theory, we observe that the phase function of the corresponding
Fourier integral operator will not satisfy the cinematic curvature condition uniformly, which
causes major difficulties to apply the local smoothing estimate directly to our Fourier integral
operator. We separate the problem into two parts, depending on a dyadic decomposition for the
frequency variables of the corresponding Fourier integral operator, i.e. low frequency and high
frequency. For low frequency, we mainly use the better endpoint regularity estimates, the M.
Riesz interpolation theorem to get the desired result. For high frequency, comparing the light
cone {(ξ, |ξ|)}, the associated cone of the Fourier integral operator F˜δλ which does not satisfy the
cinematic curvature condition uniformly becomes flatter. A very natural question is to ask how
the L4-estimate for a Fourier integral operator depends on the cinematic curvature. The sim-
plest model is to study how the key L4-boundedness of the Fourier integral operator Fδλ which
can approximate the Fourier integral operator F˜δλ. In order to clarify the above questions, a
direct idea is whether we can develop a new method based on the main idea of the local smooth-
ing estimate from [25] which is mainly to get the key L4-boundedness of the Fourier integral
operator associated to the light cone. However, we need various modifications to overcome a
lot of difficulties for L4-boundedness of the Fourier integral operator Fδλ, the details will appear
in Section 3. Based on some ideas from [26], we obtain the L4-estimate of the Fourier integral
operator F˜δλ in Section 4. In fact, we observe that L4-estimate of the Fourier integral operator
Fδλ remains valid under small, sufficiently smooth perturbation, and the constant Cp depends
only on a finite number of derivatives of the phase function and the symbol. In the last part
of Section 2, we generalize the result to curves of finite type d (d ≥ 2) and associated dilations
(x1, x2)→ (tx1, tdx2). These results answer the question which was unsolved until recently as to
how to characterize the range of all p for which maximal functions associated with nonisotropic
dilations of non-homogeneous curves of finite type in the plane is bounded.
In Section 5, employing some arguments used and some results obtained in the plane, we
also establish Lp-estimates for the maximal function related to the hypersurface (x1, x2) →
(x1, x2, x
d
2(1 + O(xm2 ))) with associated dilations δt(x) = (tax1, tx2, tdx3) for an arbitrary real
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number a > 0. These results could not be covered by the theorems about maximal functions
associated with nonisotropic dilations of hypersurfaces in R3 from Greenleaf [10], Iosevich-Sawyer
[14], Ikromov-Kempe-Mu¨ller [11] and Zimmermann [47]. Moreover, by an alternative approach,
we also get Lp-estimates for some classes of maximal functions in R3 proved in [10], [14], [11]
and [47].
Conventions: Throughout this article, we shall use the well known notation A B, which
means if there is a sufficiently large constant G, which does not depend on the relevant param-
eters arising in the context in which the quantities A and B appear, such that GA ≤ B. We
write A ≈ B, and mean that A and B are comparable. We write A . B if A  B or A ≈ B.
A ∧B means if A ≤ B, then A ∧B = A; if A ≥ B, then A ∧B = B.
2 Maximal functions associated with nonisotropic dilations of
curves in the plane.
2.1 Background on Fourier integral operators and auxiliary results.
2.1.1 Local smoothing of Fourier integral operators.
In our settings, the averaging operator is always expressed as a Fourier integral operator, then we
turn to prove the Lp boundedness for these operators. So here we will make a brief introduction
to local smoothing of Fourier integral operators in [26].
We consider a class of Fourier integral operators Iν(Rn+1,Rn; Λ), which is determined by the
properties of its canonical relation Λ, which is a conic Lagrangian in T ∗Y \0 to T ∗Z\0 with
respect to the symplectic form dζ ∧ dz − dη ∧ dy, and closed in T ∗Z\0× T ∗Y \0. In fact, these
assumptions imply that Λ ⊂ T ∗Z\0 × T ∗Y \0 is a conic (immersed) submanifold of dimension
2n+ 1.
To guarantee local regularity properties of operators F ∈ Iν(Rn+1,Rn; Λ), we shall impose
conditions on Λ which are based on the properties of the following three projections
Λ
T ∗z0Z\0ZT ∗Y \0
We assume that ΠX is the projection of Λ onto X, X=T
∗
z0Z\0, Z, or T ∗Y \0. The condition
has two parts:
(1) non-degeneracy condition:
rank dΠT ∗Y ≡ 2n, (2.1)
rank dΠZ ≡ n+ 1; (2.2)
analogue of the Carleson-Sjo¨lin condition for nonhomogeneous phase (for every z0 ∈ Z, Γz0 :=
ΠT ∗z0Z
(Λ) has n non-vanishing principal curvature);
(2) cone condition: for every z0 ∈ Z, Γz0 is a smooth conic n-dimensional hypersurface, n− 1
principal curvatures do not vanish. A Fourier integral operator which satisfies (2.1), (2.2) and
the cone condition is said to satisfy the ”cinematic curvature” condition.
10 W. LI
The exact description of this condition can be found in [35]. Here we like to see how the
condition can be reformulated if we use local coordinates. The non-degeneracy condition
implies that near a given point (z0, ζ0, y0, η0) ∈ Λ, local coordinates can be chosen so that
Λ 3 (z, ζ, y, η) → (z, η) has bijective differential and there must be a phase function ϕ(z, η) so
that Λ takes the form
{(z, ϕ′z(z, η), ϕ′η(z, η), η) : η ∈ Rn\0 in a conic neighborhood of η0}. (2.3)
In this case, the condition (2.1) becomes
rank ϕ′′z,η ≡ n, (2.4)
which means if we fix z0, then,
Γz0 = {ϕ′z(z0, η) : η ∈ Rn\0 in a conic neighborhood of η0} ⊂ T ∗z0Z\0
must be a smooth conic submanifold of dimension n. Then if Γz0 3 ζ = ϕ′z(z0, η) and θ ∈ Sn is
normal to Γz0 at ζ, it follows that ±θ are the unique directions for which 5η〈ϕ′z(z0, η), θ〉 = 0.
The cone condition (2) is just that
rank(
∂2
∂ηj∂ηk
)〈ϕ′z(z0, η), θ〉 = n− 1 if η, θ are obtained from the above. (2.5)
Suppose F ∈ Iµ−1/4(Z, Y ; Λ), where Λ satisfies (2.1), (2.2) and (2.3), Ff can be written as a
finite sum of the form ∫
Rn
eiϕ(z,η)a(z, η)f̂(η)dη, f ∈ C∞0 (Rn), (2.6)
where the phase function ϕ satisfyies (2.4) and (2.5) and the symbol a of order µ has small conic
support in Rn+1 × Rn, which means that a vanishes for all z outside a small compact set and
for all η = (η1, η
′) outside a narrow cone {η : |η′| ≤ εη1}.
In this article, we always consider the case n = 2 and z = (x, t) ∈ R2×R. We fix β ∈ C∞0 (R)
supported in [1/2, 2] and set aλ(x, t, η) = λ
−µβ(|η|/λ)a(x, t, η) for fixed λ > 1. Then aλ is
a symbol of order zero and satisfies the usual symbol estimates uniformly in λ. Mockenhaupt,
Seeger and Sogge show that the dyadic estimate of the Fourier integral operator F is as following.
Theorem 2.1. [26](∫ 4
1/2
∫
R2
∣∣∣∣∫
R2
eiϕ(x,t,η)aλ(x, t, η)f̂(η)dη
∣∣∣∣p dxdt)1/p≤ Cpλ1/2−1/p−(p),
where (p) = 12p , if 4 ≤ p <∞; (p) = 12(12 − 1p), if 2 < p ≤ 4.
A very natural question is to ask how the L4-estimate for a Fourier integral operator depends
on the cinematic curvature. In Section 3 and Section 4, we show that a class of Fourier integral
operators which do not satisfy the cinematic curvature condition uniformly, still satisfy a local
smoothing estimate. Just when we finished our work and searched for background materials
on ”cinematic curvature” online, it came to our attention that in 2000, Kung already obtained
some results for a related problem in his thesis [17] which has not been published until now and
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only show the results in [18] which we had not been aware of. We are thankful to Kung who
provided us with his thesis soon after we wrote an Email to him. Through reading his thisis
we know that the basic structure of both Kung’s and our approach might appear similar, since
both strategies rely on papers [26] and [25] by Mockenhaupt, Seeger and Sogge. Nevertheless,
our approach differs from [17], since we made use of a different angular decomposition. In this
way, we obtain stronger L4-estimates for a class of Fourier integral operators than in [17], which
can be applied on establishing the Lp-boundedness of the maximal operator associated with
dilations δt(x) = (tx1, t
dx2) of the curve γ(s) = s
d(1 + φ(s)), where φ(s) = O(sm), m ≥ 1 and
d ≥ 2. In a model case, the associated cone for the corresponding Fourier integral operator
Fδλ which is localized to frequencies |ξ| ≈ λ is of the form {(ξ, δq(ξ))}, where δ > 0 is very
small and q(ξ) is homogeneous of degree one, smooth on the support of the symbol of Fδλ.
Comparing the light cone, we observe that the level curves of the cone {(ξ, δq(ξ))} become
flatter and the cinematic curvature of Fδλ is only greater than or equal to δ. In [18], Kung got
that ‖Fδλ‖L4→L4 ≤ λ1/8+1δ−1/2. However, in this article we obtain the better estimate that
‖Fδλ‖L4→L4 ≤ λ1/8+1δ−(3/8+2−1) ( see Section 3 of this article ).
Moreover, in [18], Kung extends his estimate for the operator Fδλ to more general Fourier
integral operators which correspond the cones {(ξ, q(x, t, ξ))}, where for all x, t, the curvature
of the curve {ξ : q(x, t, ξ) = 1} is greater than or equal to δ. In view of an application to our
problems, we extend our estimate for the operator Fδλ to a class of Fourier integral operators
which correspond the cones {(ξ, δq′δ(ξ, t))}, where qδ(ξ, t) is homogeneous of degree one in ξ,
smooth on the support of the symbol of the corresponding Fourier integral operator ( see Section
4 of this article ). However, it is still open which exponent of δ is optimal.
2.1.2 Auxiliary results.
We will often use the following method of stationary phase.
Lemma 2.2. (Theorem 1.2.1 in [35]) Let S be a smooth hypersurface in Rn with non-vanishing
Gaussian curvature and dµ be the Lebesgue measure on S. Then,
|d̂µ(ξ)| ≤ C(1 + |ξ|)−n−12 . (2.7)
Moreover, suppose that Γ ⊂ Rn\0 is the cone consisting of all ξ which are normal to S at
some point x ∈ S belonging to a fixed relatively compact neighborhood N of supp dµ. Then∣∣∣∣( ∂∂ξ
)α
d̂µ(ξ)
∣∣∣∣ = O(1 + |ξ|)−N for all N ∈ N, if ξ 6∈ Γ,
d̂µ(ξ) =
∑
e−i〈xj ,ξ〉aj(ξ) if ξ ∈ Γ, (2.8)
where the finite sum is taken over all xj ∈ N having ξ as the normal and∣∣∣∣( ∂∂ξ
)α
aj(ξ)
∣∣∣∣ ≤ Cα(1 + |ξ|)−n−12 −|α|. (2.9)
We also use the following well-known estimate.
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Lemma 2.3. (Theorem 2.4.2 in [35]) Suppose that F is C1(R). Then if p > 1 and 1/p+1/p′ =
1,
sup
λ
|F (λ)|p ≤ |F (0)|p + p
(∫
|F (λ)|pdλ
)1/p′(∫
|F ′(λ)|pdλ
)1/p
.
Next, we will introduce the definition of the nonisotropic Littlewood-Paley operator associated
with a parameter and show a related lemma.
Let β ∈ C∞0 (R) be non-negative and supp β ⊂ [1/
√
c0,
√
c0], where c0 > 1 is a real number.
For a fixed integer j > 0, real numbers a1, a2 > 0 and ` ∈ Z, we define the non-isotropic
Littlewood-Paley operator with parameter j as
∆̂j`f(ξ) = β(2
−j |δ2`ξ|)fˆ(ξ), (2.10)
where δ2`ξ = (2
`a1ξ1, 2
`a2ξ2).
Lemma 2.4. Let
gj(f) =
(∑
`∈Z
|∆j`f |2
)1/2
,
then the following holds true:
‖gj(f)‖Lp(R2) ≤ Cp‖f‖Lp(R2). (2.11)
if p ∈ (1,∞), and Cp only depends on p.
Proof. The idea of proof is very similar to the classic one in [38]. For completeness, we give
the proof here. For a = (a1, a2) and α = (α1, α2), we define (a, α) = a1α1 + a2α2, ξ
α = ξα11 ξ
α2
2 .
Let | · |δ be a homogeneous norm, i.e. |δrξ|δ = r|ξ|δ for r > 0. Ho¨rmander’s theorem in
nonisotropic case is usually stated in the following way.
Lemma 2.5. [6] Let m(x) ∈ L∞(R2), and assume m(x) is N times continuously differentiable
where N > |a|/2; moreover, assume that∫
R/2≤|ξ|δ≤2R
∣∣∣∣R(a,α)( ∂∂ξ
)α
m(ξ)
∣∣∣∣2 dξR|a| ≤ Cα, |m(ξ)| ≤ C a.e.,
where C is independent of R, say C ≥ 1. Then there exists a constant Ap such that
‖Tmf‖Lp = ‖F−1(mfˆ)‖Lp ≤ Ap‖f‖Lp , 1 < p <∞, f ∈ C∞0 (R2), (2.12)
where Ap depends only on a and p. In particular, if m satisfies that∣∣∣∣( ∂∂ξ
)α
m(ξ)
∣∣∣∣ ≤ C|ξ|−(a,α)δ , (2.13)
for all ξ 6= 0, then Tm is bounded on Lp(R2).
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Set
R` :=
{
r2`, if ` ∈ Z, ` > 0;
r|2`|+1, if ` ∈ Z, ` ≤ 0,
where {rk}k∈N is the Rademacher function system on [0, 1]. Then
gj(f)(x)
p ≈
∫ 1
0
|
∑
`∈Z
∆j`f(x)R`(t)|pdt. (2.14)
Since | · |δ ≈ | · | for |ξ| ≈ 1, then it is easy to see that
∑
`∈Z β(2
−j |δ2`ξ|) ≤ C. So we can
define
Tmj ,tf :=
(∑
`∈Z
R`(t)∆
j
`
)
f, (2.15)
then Tmj ,t is a Fourier multiplier operator with multiplier
mj,t(ξ) :=
∑
`∈Z
R`(t)β(2
−j |δ2`ξ|).
However, |R`(t)| ≤ 1 for all ` ∈ Z and ‖Tmj ,t‖Lp→Lp = ‖Tm0,t‖Lp→Lp . In fact, if τjf(x) =
22j/pf(2jx), then
Tmj ,tf = T22j/pτ−jm0,tf
= F−1(22j/pτ−jm0,tfˆ)
= 22j/pF−1(τ−j(m0,tfˆ(2j ·)))
= 22j2−2j/pτjF−1(m0,tfˆ(2j ·))
= τjF−1(m0,t2−2j/p22j fˆ(2j ·))
= τjF−1(m0,tτ̂−jf) = τjTm0,t(τ−jf),
and ‖τjTm0,tτ−j‖Lp→Lp = ‖Tm0,t‖Lp→Lp implies the desired estimate.
It thus suffices to show that m0,t satisfies (2.13). Since for some ` ∈ Z, β(|δ2`ξ|) 6= 0⇒ |ξ|δ ≈
2−`, then ∑
`∈Z
(
∂
∂ξ
)α
β(|δ2`ξ|) ≤ CαC|ξ|−(a,α)δ ,
for arbitrary ξ 6= 0, which implies that m0,t satisfies (2.13). Then there exists a constant Ap
such that
‖Tmj,tf‖Lp ≤ Ap‖f‖Lp , for all f ∈ Lp(R2).
Furthermore, (2.14) and Fubini’s theorem gives
‖gjf‖pLp ≈
∫
R2
(∫ 1
0
|Tmj,tf |pdt
)
dx
=
∫ 1
0
‖Tmj,tf‖pLpdt
≤
∫ 1
0
App‖f‖pLpdt = App‖f‖pLp .
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2.2 The proof for curves with non-vanishing Gaussian curvature.
In this section, we will give the proof of Theorem 1.1.
2.2.1 The case when m = 1.
In this section, φ ∈ C∞(R) satisfies the following condition
φ(0) 6= 0, φ′(0) 6= 0. (2.16)
We choose B > 0 very small and ρ˜ ∈ C∞0 (R) such that supp ρ˜ ⊂ {x : B/2 ≤ |x| ≤ 2B} and∑
k ρ˜(2
kx) = 1 for x ∈ R.
Put
Atf(y) : =
∫
f(y1 − tx, y2 − t2x2φ(x))η(x)dx
=
∑
k
∫
f(y1 − tx, y2 − t2x2φ(x))ρ˜(2kx)η(x)dx =
∑
k
Akt f(y),
where
Akt f(y) :=
∫
f(y1 − tx, y2 − t2x2φ(x))ρ˜(2kx)η(x)dx. (2.17)
Since η is supported in a sufficiently small neighborhood of the origin, then we only need to
consider k > 0 sufficiently large.
Considering the isometric operator on Lp(R2) defined by Tkf(x1, x2) = 23k/pf(2kx1, 22kx2),
one can compute that
T−1k A
k
t Tkf(y) = 2
−k
∫
f(y1 − tx, y2 − t2x2φ( x
2k
))ρ˜(x)η(2−kx)dx. (2.18)
Then it suffices to prove the following estimate∑
k
2−k
∥∥∥∥sup
t>0
|A˜kt |
∥∥∥∥
Lp→Lp
≤ Cp, for all p > 2, (2.19)
where
A˜kt f(y) :=
∫
f(y1 − tx, y2 − t2x2φ( x
2k
))ρ˜(x)η(2−kx)dx. (2.20)
By means of the Fourier inversion formula, we have
A˜kt f(y) =
∫
R2
eiξ·y
∫
R
e
−i(tξ1x+t2ξ2x2φ( x
2k
))
ρ˜(x)η(2−kx)dxfˆ(ξ)dξ
=
∫
R2
eiξ·yd̂µk(δtξ)fˆ(ξ)dξ,
where
d̂µk(ξ) :=
∫
R
e
−i(ξ1x+ξ2x2φ( x
2k
))
ρ˜(x)η(2−kx)dx. (2.21)
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We choose a non-negative function β ∈ C∞0 (R) such that supp β ⊂ [1/2, 2] and
∑
j∈Z β(2
−jr) =
1 for r > 0. Define the dyadic operators
A˜kt,jf(y) =
∫
R2
eiξ·yd̂µk(δtξ)β(2−j |δtξ|)fˆ(ξ)dξ, (2.22)
and denote by M˜kj the corresponding maximal operator. Now we have that
sup
t>0
|A˜kt f(y)| ≤ M˜k,0f(y) +
∑
j≥1
M˜kj f(y), for y ∈ R2.
where
M˜k,0f(y) := sup
t>0
|
∑
j≤0
A˜kt,jf(y)|. (2.23)
We observe that M˜k,0f(y) = supt>0 |f ∗Kδt−1 (y)|, where Kδt−1 (x) = t−3K(x1t , x2t2 ) and
K(y) :=
∫
R2
eiξ·yd̂µk(ξ)ρ(|ξ|)dξ, (2.24)
where ρ ∈ C∞0 (R) is supported in [0, 1]. Since φ satisfies (2.16), supp ρ˜ ⊂ {x : B/2 ≤ |x| ≤ 2B},
then Lemma 2.2 implies that for a multi-index α,∣∣∣∣( ∂∂ξ
)α
d̂µk(ξ)
∣∣∣∣ ≤ CB,α(1 + |ξ|)−1/2. (2.25)
By integration by parts, we obtain that
|K(y)| ≤ CN (1 + |y|)−N . (2.26)
Then M˜k,0f(y) ≤ C ′NMf(y), where M is the Hardy-Littlewood maximal operator defined by
Mf(y) := sup
t>0
1
|B(y, t)|
∫
B(y,t)
f(x)dx, (2.27)
where B(y, t) = {x : |y − x|δ < t} and |x|δ = max{|x1|, |x2|1/2}. For the exact description, one
can see page 8-13 in [41]. So it suffices to prove that∑
k
2−k
∑
j≥1
‖M˜kj ‖Lp→Lp ≤ Cp. (2.28)
Since A˜kt,j is localized to frequency |δtξ| ≈ 2j , we will show that
‖M˜kj ‖Lp→Lp . ‖Mkj,loc‖Lp→Lp ,
where Mkj,locf(y) = supt∈[1,2] |A˜kt,jf(y)|. In fact, for fixed j ≥ 1 and all ` ∈ Z, let 4j` be
the non-isotropic Littlewood-Paley operator in R2 defined by 4̂j`f(ξ) = β˜(2−j |δ2`ξ|)fˆ(ξ), here
β˜ ∈ C∞0 (R) is nonnegative and satisfies β(|δtξ|) = β(|δtξ|)β˜(|ξ|), for any t ∈ [1, 2]. Then
M˜kj f(y) = sup
`∈Z
sup
t∈[1,2]
∣∣∣∣∫
R2
eiξ·yd̂µk(δ2`tξ)β(2
−j |δ2`tξ|)β˜(2−j |δ2`ξ|)fˆ(ξ)dξ
∣∣∣∣
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≤
(∑
`∈Z
sup
t∈[1,2]
∣∣∣∣∫
R2
eiξ·yd̂µk(δ2`tξ)β(2
−j |δ2`tξ|)4̂j`f(ξ)dξ
∣∣∣∣p)1/p
=
(∑
`∈Z
sup
t∈[1,2]
∣∣∣∣2−3` ∫
R2
eiξ·δ2−`yd̂µk(δtξ)β(2−j |δtξ|)4̂j`f(δ2−`ξ)dξ
∣∣∣∣p)1/p
=
(∑
`∈Z
∣∣∣∣Mkj,loc(4j`f ◦ δ2`)(δ2−`y)∣∣∣∣p)1/p.
Since p > 2, Lemma 2.4 implies that
‖M˜kj f‖pLp ≤
∑
`∈Z
∫
R2
∣∣∣∣Mkj,loc(4j`f ◦ δ2`)(δ2−`y)∣∣∣∣pdy
=
∑
`∈Z
23`
∥∥∥∥Mkj,loc(4j`f ◦ δ2`)∥∥∥∥p
Lp
≤ ‖Mkj,loc‖pLp→Lp
∑
`∈Z
∫
R2
| 4j` f(y)|pdy
≤ ‖Mkj,loc‖pLp→Lp
∥∥∥∥(∑
`∈Z
| 4j` f(y)|2
)1/2∥∥∥∥p
Lp(R2)
. ‖Mkj,loc‖pLp→Lp‖f‖pLp(R2).
Based on the above argument, next we will only consider∑
k
2−k
∑
j≥1
‖Mkj,loc‖Lp→Lp ≤ Cp. (2.29)
In order to get (2.29), first we will estimate
d̂µk(δtξ) =
∫
R
e−it
2ξ2(−sx+x2φ(δx))ρ˜(x)η(δx)dx, (2.30)
where 2−k = δ and
s := s(ξ, t) = − ξ1
tξ2
, for ξ2 6= 0. (2.31)
If ξ2 = 0, then
|d̂µk(δtξ)| = |(η(δ·)ρ˜)∧(tξ1)| ≤ C
′
N
(1 + |tξ1|)N =
C ′N
(1 + |δtξ|)N ,
and for multi-index α,
|Dαξ d̂µk(δtξ)| = |Dαξ (η(δ·)ρ˜)∧(tξ1)| ≤
Cα,N
(1 + |δtξ|)N .
Since t ≈ 1, then we can deduce the case ξ2 = 0 into Bk of the following (2.34).
Put
Φ(s, x, δ) = −sx+ x2φ(δx), (2.32)
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then we have
∂xΦ(s, x, δ) = −s+ 2xφ(δx) + x2δφ′(δx)
and
∂2xΦ(s, x, δ) = 2φ(δx) + 4xδφ
′(δx) + x2δ2φ′′(δx).
Since k is sufficiently large and φ(0) 6= 0, then the implicit function theorem implies that there
exists a smooth solution xc = q˜(s, δ) of the equation ∂xΦ(s, x, δ) = 0. For the sake of simplicity,
we may assume φ(0) = 1/2.
Meanwhile, we observe when k tends to infinity, q˜(s, δ) smoothly converges to the solution
q˜(s, 0) = s of the equation ∂xΦ(s, x, 0) = 0.
Let Φ˜(s, δ) := Φ(s, q˜(s, δ), δ). From the above arguments and Taylor expansion of smooth
functions q˜(s, δ) and φ(x), the phase function
− t2ξ2Φ˜(s, δ) = ξ
2
1
2ξ2
+ δ
ξ31
tξ22
φ′(0) + δ2R(t, ξ, δ), (2.33)
where R(t, ξ, δ) is homogeneous of degree one in ξ. −t2ξ2Φ˜(s, δ) can be considered as a small
perturbation of
ξ21
2ξ2
+ δ
ξ31
tξ22
φ′(0).
By applying the method of stationary phase, we have
d̂µk(δtξ) = e
−it2ξ2Φ˜(s,δ)χk(
ξ1
tξ2
)
Ak(δtξ)
(1 + |δtξ|)1/2
+Bk(δtξ), (2.34)
where χk is a smooth function supported in the interval [ck, c˜k], for certain non-zero positive
constants c1 ≤ ck, c˜k ≤ c2 depending only on k. {Ak(δtξ)}k is contained in a bounded subset of
symbols of order zero. More precisely, for arbitrary t ∈ [1, 2],
|Dαξ Ak(δtξ)| ≤ Cα(1 + |ξ|)−α, (2.35)
where Cα do not depend on k and t. Furthermore, Bk is a remainder term and satisfies for
arbitrary t ∈ [1, 2],
|Dαξ Bk(δtξ)| ≤ Cα,N (1 + |ξ|)−N , (2.36)
where Cα,N are admissible constants and again do not depend on k and t.
First, let us consider the remainder part of (2.29). Set
Mk,0j f(y) := sup
t∈[1,2]
∣∣∣∣∫
R2
eiξ·yBk(δtξ)β(2−j |δtξ|)fˆ(ξ)dξ
∣∣∣∣ . (2.37)
By (2.36) and integration by parts, it is easy to get |(Bkβ(2−j ·))∨(x)| ≤ CN2−jN (1 + |x|)−N .
So we have that
‖Mk,0j ‖Lp→Lp = sup{‖Mk,0j f‖Lp : ‖f‖Lp = 1}
= sup{‖ sup
t∈[1,2]
|t−3(Bkβ(2−j ·))∨(δt−1 ·) ∗ f |‖Lp : ‖f‖Lp = 1}
≤ sup{CN2−jN‖Mf‖Lp : ‖f‖Lp = 1}
≤ CN2−jN ,
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where M is the Hardy-Littlewood maximal operator defined by (2.27), and the Lp-boundedness
(1 < p <∞) of M implies (2.19) for remainder part of (2.29).
Put
Akt,jf(y) :=
∫
R2
ei(ξ·y−t
2ξ2Φ˜(s,δ))χk(
ξ1
tξ2
)
Ak(δtξ)
(1 + |δtξ|)1/2
β(2−j |δtξ|)fˆ(ξ)dξ. (2.38)
Denote by Mk,1j the corresponding maximal operator over [1, 2]. It remains to prove that∑
k
2−k
∑
j≥1
‖Mk,1j ‖Lp→Lp ≤ Cp,N . (2.39)
Since Φ˜(s, δ) is homogeneous of degree zero in ξ and ξ1ξ2 ≈ 1, then∣∣∣∇ξ[ξ · (y − x)− t2ξ2Φ˜(s, δ)]∣∣∣ ≥ C|y − x|
provided |y−x| ≥ L, where L is very large and determined by c1, c2 and ‖φ‖∞ (I). By integration
by parts, we will see that the kernel of the operator Akt,j is dominated by 2
−jNO(|y − x|−N ) if
|y − x| ≥ L. From now on, we will restrict our view on the situation
|y − x| ≤ L. (2.40)
Let Bi(L) be a ball with center i and radius L. Furthermore, we will show that
sup{‖Mk,1j f‖Lp : ‖f‖Lp = 1, supp f ⊂ B0(L)} ≤ Cp2−j˜1(p)2k˜2(p) (2.41)
implies that
‖Mk,1j ‖Lp→Lp ≤ Cp2−j˜1(p)2k˜2(p), (2.42)
where Cp depends on p, c1, c2 and ‖φ‖∞ (I), and ˜1(p), ˜2(p) > 0. Then in order to prove
inequality (2.29), it suffices to prove inequality (2.41).
In fact, we can decompose f =
∑
i∈LZ2 fi, where supp fi ⊂ Bi(L). If we have proved (2.41),
then
‖Mk,1j f‖Lp ≤ ‖
∑
i∈LZ2
Mk,1j fi‖Lp
≤
 ∑
i∈LZ2
‖Mk,1j (fi(·+ i))‖pLp
1/p
≤ Cp2−j˜1(p)2k˜2(p)
 ∑
i∈LZ2
‖fi(·+ i)‖pLp
1/p
≤ Cp2−j˜1(p)2k˜2(p)‖f‖Lp ,
which implies (2.42).
Now we observe inequality (2.41), together with the assumption (2.40), we can choose ρ1 ∈
C∞0 (R2 × [12 , 4]) such that (2.41) will follow from that
‖M˜k,1j ‖Lp→Lp ≤ Cp2−j˜1(p)2k˜2(p), (2.43)
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where
M˜k,1j f(y) := sup
t∈[1,2]
∣∣∣ρ1(y, t)Akt,jf(y)∣∣∣ . (2.44)
Lemma 2.6.
‖M˜k,1j f‖Lp ≤ Cp2−(j∧k)/p‖f‖Lp , 2 ≤ p ≤ ∞.
Proof. To prove the above lemma, we employ the M. Riesz interpolation theorem between
the L2 and the L∞-estimate. By Lemma 2.3, we have
‖M˜k,1j f‖2L2
≤
(∫ 4
1/2
∫
R2
|ρ1(y, t)Akt,jf(y)|2dydt
)1/2(∫ 4
1/2
∫
R2
| ∂
∂t
(ρ1(y, t)A
k
t,jf(y))|2dydt
)1/2
= ‖‖ρ1(y, t)Akt,jf(y)‖(L2,dy)‖(L2,dt)
∥∥∥∥∥∥∥∥ ∂∂t(ρ1(y, t)Akt,jf(y))
∥∥∥∥
(L2,dy)
∥∥∥∥
(L2,dt)
.
Moreover,
∂
∂t
(ρ1(y, t)A
k
t,jf(y)) =
∫
R2
ei(ξ·y−t
2ξ2Φ˜(s,δ))hk(y, t, ξ, j)fˆ(ξ)dξ, (2.45)
where
hk(y, t, ξ, j) =
(
∂
∂t
ρ1(y, t) + i
∂
∂t
(−t2ξ2Φ˜(s, δ))ρ1(y, t)
)
χk(
ξ1
tξ2
)
Ak(δtξ)
(1 + |δtξ|)1/2
β(2−j |δtξ|)
+ ρ1(y, t)
∂
∂t
(χk(
ξ1
tξ2
))
Ak(δtξ)
(1 + |δtξ|)1/2
β(2−j |δtξ|)
+ ρ1(y, t)χk(
ξ1
tξ2
)
∂
∂t
(
Ak(δtξ)
(1 + |δtξ|)1/2
)
β(2−j |δtξ|)
+ ρ1(y, t)χk(
ξ1
tξ2
)
Ak(δtξ)
(1 + |δtξ|)1/2
∂
∂t
(β(2−j |δtξ|)).
From (2.33) and (2.35), we get | ∂∂t(−t2ξ2Φ˜(s, δ))| = | − δ
ξ31
t2ξ22
φ′(0) + δ2 ∂∂tR(t, ξ, δ)| . δ2j ,
| ∂∂t(χk( ξ1tξ2 ))| ≈ 1, | ∂∂t
(
Ak(δtξ)
(1+|δtξ|)1/2
)
| . 2−j/2 and | ∂∂t(β(2−j |δtξ|))| . 1. Therefore |hk(y, t, ξ, j)| .
2j/2δ + 2−j/2. Then (2j/2δ + 2−j/2)−1 ∂∂t(ρ1(y, t)A
k
t,jf(y)) behaves like 2
j/2Akt,j which is a sym-
bol of order zero. So we only consider the L2-boundedness of the operator 2j/2ρAkt,j , for fixed
t ∈ [1/2, 4], however this is easily obtained by the Plancherel theorem, i.e.
‖2j/2ρ1(y, t)Akt,jf(y)‖(L2,dy) ≤ ‖e−it
2ξ2Φ˜(s,δ)2j/2χk(
ξ1
tξ2
)
Ak(δtξ)
(1 + |δtξ|)1/2
β(2−j |δtξ|)fˆ(ξ)‖(L2,dξ)
≤ C‖f‖L2 .
From the above arguments, we obtain
‖M˜k,1j f‖2L2 ≤ 2−j/2(2j/2δ + 2−j/2)‖‖2j/2ρ1(y, t)Akt,jf(y)‖(L2,dy)‖(L2,dt)
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×
∥∥∥∥∥∥∥∥ ∂∂t((2j/2δ + 2−j/2)−1ρ1(y, t)Akt,jf(y))
∥∥∥∥
(L2,dy)
∥∥∥∥
(L2,dt)
≤ C2−j/2(2j/2δ + 2−j/2)‖f‖2L2
≤ C(δ + 2−j)‖f‖2L2 ,
then
‖M˜k,1j f‖L2 ≤ C(δ + 2−j)1/2‖f‖L2 . (2.46)
Next, let us turn to prove
‖M˜k,1j f‖L∞ ≤ C‖f‖L∞ . (2.47)
Inequality (2.47) follows from the fact that the kernels of Akt,j are uniformly bounded in L
1(R2).
The idea of the proof can be found in page 406-408 in [41]. For completeness, in fact, this idea
also will be used later, so we give a brief overview here.
First, we introduce the angular decomposition as in [41] of the ξ-space in the plane. For each
positive integer j, we consider a roughly equally spaced set of points with grid length 2−j/2 on
the unit circle S1; that is, we fix a collection {ξνj }ν of unit vectors, that satisfy:
(a) |ξνj − ξν
′
j | ≥ 2−j/2, if ν 6= ν ′;
(b) if ξ ∈ S1, then there exists a ξνj so that |ξ − ξνj | < 2−j/2.
Let Γνj denote the corresponding cone in the ξ-space whose central direction is ξ
ν
j , i.e.
Γνj = {ξ : |ξ/|ξ| − ξνj | ≤ 2 · 2−j/2}.
We can construct an associated partition of unity:
Lemma 2.7. [41] χνj is homogeneous of degree zero in ξ and supported in Γ
ν
j , with∑
ν
χνj (ξ) = 1 for all ξ 6= 0 and all j, (2.48)
and
|∂αξ χνj (ξ)| ≤ Aα2|α|j/2|ξ|−|α|. (2.49)
Hence, in order to establish (2.47), it is sufficient to prove∫
R2
|Kνt (y)|dy ≤ C2−j/2, (2.50)
where C does not depend on t, j, k and ν, and
Kνt (y) = ρ1(y, t)
∫
R2
ei(ξ·y−t
2ξ2Φ˜(s,δ))A˜k(ξ, t)β(2
−j |δtξ|)χνj (ξ)dξ, (2.51)
and A˜k(ξ, t) = χk(
ξ1
tξ2
) Ak(δtξ)
(1+|δtξ|)1/2 .
Then we have
‖M˜k,1j f‖L∞ := ‖ sup
t>0
|Kt ∗ f |‖L∞
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≤ ‖f‖L∞ sup
t>0
∑
ν.2j/2
‖Kνt ‖L1
. ‖f‖L∞ ,
and get inequality (2.47).
For fixed ν, the inner integral (2.51) is supported in the truncated cone Γνj . Let T be the trans-
pose operator, i.e. T (x1, x2) = (x1, x2)
t. We can find a rotation ρνj such that T
−1ρνjT (1, 0) = ξ
ν
j .
Write T˜ = T−1ρνjT and T˜i the i-th variable after the action of T˜ , this leads to prove the following
estimate∫
R2
∣∣∣∣ρ1(y, t) ∫
R2
ei(T˜ ξ·y−t
2T˜2ξΦ˜(s˜,δ))A˜k(T˜ ξ, t)β(2
−j |δtT˜ ξ|)χνj (T˜ ξ)dξ
∣∣∣∣dy ≤ C2−j/2, (2.52)
where s˜ = − T˜1ξ
tT˜2ξ
. From the ξ-support of the inner integral of (2.52), we know that ξ belongs to
the following region, see Figure 1.
Figure 1
Put ˜˜Φ(y, ξ) = T˜ ξ · y − t2T˜2ξΦ˜(s˜, δ). Clealy ˜˜Φ is homogeneous of degree one in ξ, hence
˜˜Φ(y, ξ) = ξ · ∇ξ ˜˜Φ(y, ξ). Let h(ξ) = ˜˜Φ(y, ξ)− ξ · ∇ξ ˜˜Φ(y, ξ¯), where ξ¯ = (1, 0). We claim that∣∣∣∣∣
(
∂
∂ξ1
)N
h(ξ)
∣∣∣∣∣ ≤ AN · 2−jN , (2.53)∣∣∣∣∣
(
∂
∂ξ2
)N
h(ξ)
∣∣∣∣∣ ≤ AN · 2−jN/2. (2.54)
Since h(ξ) is also homogeneous of degree one, then h(ξ¯) = 0 and ∇ξh(ξ¯) = 0. As a result(
∂
∂ξ1
)N
h(ξ¯) =
∂
∂ξ2
(
∂
∂ξ1
)N
h(ξ¯) = 0.
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Thus
(
∂
∂ξ1
)N
h(ξ) = O( |ξ2|2|ξ|N+1 ). Since |ξ2| . 2j/2 and |ξ| ≈ 2j , we have that
|ξ2|2
|ξ|N+1 ≤ O(2−jN ),
we get inequality (2.53).
Again, ∂∂ξ2h(ξ¯) = 0, so
∂
∂ξ2
h(ξ) = O( ξ2|ξ|) ≈ 2−j/2. For N > 1, we have that
∣∣∣∣( ∂∂ξ2)N h(ξ)
∣∣∣∣ ≤
AN |ξ|1−N , by homogeneity, and 2j(1−N) ≤ 2−Nj/2, so we finish the proof of inequality (2.54).
We observe that χνj ◦ T˜ satisfies the same conditions (2.48) and (2.49) as χνj . Meanwhile, supp
(χνj ◦ T˜ ) ⊂ {ξ : | ξ|ξ| − (1, 0)| ≤ 2 · 2−j/2}. If we set  = 2−j/2 in (iii) of Lemma 14 in [23], then it
follows that (2.49) has an improvement for χνj ◦ T˜ , i.e.∣∣∣∣∣
(
∂
∂ξ1
)N
(χνj ◦ T˜ )(ξ)
∣∣∣∣∣ ≤ CN |ξ|−N ≈ 2−jN . (2.55)
We now rewrite
Kνt (y) = ρ1(y, t)
∫
R2
eiξ·∇ξ
˜˜Φ(y,ξ¯)eih(ξ)A˜k(T˜ ξ, t)β(2
−j |δtT˜ ξ|)(χνj ◦ T˜ )(ξ)dξ.
Next, we introduce the operator L defined by L = I − 22j ∂2
∂ξ21
− 2j ∂2
∂ξ22
. Because of (2.49), (2.55)
and the fact that A˜k is a symbol of order −1/2, we get that
|LN (eih(ξ)A˜k(T˜ ξ, t)β(2−j |δtT˜ ξ|)(χνj ◦ T˜ )(ξ))| ≤ AN2−j/2.
However,
LNeiξ·∇ξ ˜˜Φ(y,ξ¯) =
(
1 + 22j | ∂
∂ξ1
˜˜Φ(y, ξ¯)|2 + 2j | ∂
∂ξ2
˜˜Φ(y, ξ¯)|2
)N
·eiξ·∇ξ ˜˜Φ(y,ξ¯).
From Figure 1, we note that the support of the integrand has volume at most O(2j · 2j/2) ≈
23j/2, thus we obtain by integration by parts that
|Kνt (y)| ≤ AN23j/22−j/2(1 + 22j |
∂
∂ξ1
˜˜Φ(y, ξ¯)|2 + 2j | ∂
∂ξ2
˜˜Φ(y, ξ¯)|2)−N .
In order to prove (2.50), we make the change of variables y 7→ ( ∂∂ξ1
˜˜Φ(y, ξ¯), ∂∂ξ2
˜˜Φ(y, ξ¯)). Since
det
(
∂2 ˜˜Φ(y,ξ¯)
∂ξi∂yi
)
6= 0,
and the Jacobian is bounded from below, then we have∫
R2
|Kνt (y)|dy ≤ AN2j
∫
R2
dy
(1 + |2jy1|+ |2j/2y2|)2N
≤ C2−j/2.
Now we split the set of j into two parts j > 2k and j ≤ 2k. By Lemma 2.6, we get∑
k
2−k
∑
j≤2k
‖M˜k,1j ‖Lp→Lp ≤ Cp. (2.56)
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For j > 2k, we introduce some new notations. Let j = k+ j′, then j′ > k. Set λ = 2j′ > 2k =
δ−1, then 2j = λδ . By Lemma 2.3,
‖M˜k,1j f‖4L4
≤ C δ
2
λ
(∫
R2
∫ 4
1/2
∣∣∣∣ρ1(y, t)∫
R2
ei(ξ·y−t
2ξ2Φ˜(s,δ))(λ/δ)1/2A˜k(ξ, t)β(
δ
λ
|δtξ|)fˆ(ξ)dξ
∣∣∣∣4dydt)3/4
×
(∫
R2
∫ 4
1/2
∣∣∣∣ ∂∂t(ρ1(y, t)
∫
R2
ei(ξ·y−t
2ξ2Φ˜(s,δ))(δλ)−1/2A˜k(ξ, t)β(
δ
λ
|δtξ|)fˆ(ξ)dξ)
∣∣∣∣4dydt)1/4.
(2.57)
In order to simplify the notations, we choose χ˜ ∈ C∞0 ([c1, c2]) so that χ˜( ξ1ξ2 )χ(
ξ1
tξ2
) = χ( ξ1tξ2 )
for arbitrary t ∈ [1/2, 4] and k sufficiently large. In a similar way we choose ρ0 ∈ C∞0 ((−10, 10))
such that ρ0(|ξ|)β(|δtξ|) = β(|δtξ|) for arbitrary t ∈ [1/2, 4]. Furthermore, since Ak satisfies
(2.35), if a(ξ, t) := (λ/δ)1/2A˜k(ξ, t)β(
δ
λ |δtξ|) for k sufficiently large, then a(ξ, t) is a symbol of
order zero, i.e. for any t ∈ [1/2, 4], α ∈ N2,∣∣∣∣( ∂∂ξ
)α
a(ξ, t)
∣∣∣∣ ≤ Cα(1 + |ξ|)−|α|. (2.58)
Assume that we have obtained the following theorem:
Theorem 2.8. For all λ > 1/δ,(∫
R2
∫ 4
1/2
|F˜ δλf(y, t)|4dydt
)1/4
≤ Cλ1/8+1δ−(1/2+2)‖f‖L4(R2), some 1, 2 > 0, (2.59)
where
F˜ δλf(y, t) = ρ1(y, t)
∫
R2
ei(ξ·y−t
2ξ2Φ˜(s,δ))a(ξ, t)ρ0(
δ
λ
|ξ|)χ˜(ξ1
ξ2
)fˆ(ξ)dξ. (2.60)
Remark 2.9. If we replace the localized frequency |ξ| ≈ λ of Theorem 3.3 in [18] by |ξ| ≈ λδ ,
then we obtain the factor λ1/8+25k/8+ which is larger than the factor λ1/8+12k(1/2+2) appeared
in the above Theorem 2.8. This means that we get a better L4-estimate for Fourier integral
operators not satisfying the cinematic curvature uniformly.
By (2.57), we obtain
‖M˜k,1j f‖L4(R2) ≤ C(
δ2
λ
)1/4λ1/8+1δ−(1/2+2)‖f‖L4(R2)
= C2j
′(−1/8+1)2k2‖f‖L4(R2)
= C2j(−1/8+1)2k(1/8−1+2)‖f‖L4(R2).
Employing the M. Riesz interpolation theorem and Lemma 2.6, we have for 2 < p ≤ 4,
‖M˜k,1j f‖Lp(R2) ≤ C2j(−1/8+1)(2−4/p)2k(3/4−5/(2p)+(2−4/p)(2−1))‖f‖Lp(R2),
and∑
k
2−k
∑
j>2k
‖M˜k,1j ‖Lp→Lp ≤ C
∑
k
2−k(1/4+5/(2p)−(2−4/p)(2−1))
∑
j>2k
2j(−1/8+1)(2−4/p) ≤ Cp.
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For 4 ≤ p <∞, the M. Riesz interpolation theorem and Lemma 2.6 imply that
‖M˜k,1j f‖Lp(R2) ≤ C2j(−1/2+41)/p24k(1/8−1+2)/p‖f‖Lp(R2),
and ∑
k
2−k
∑
j>2k
‖M˜k,1j ‖Lp→Lp ≤ C
∑
k
2k(1/(2p)−1+4(2−1)/p)
∑
j>2k
2j(−1/(2p)+41/p) ≤ Cp.
We have finished the proof of Theorem 1.1.
It remains to prove Theorem 2.8. Since t ∼ 1, we will replace t by 1/t in (2.60). From
(2.33), the associated cone for the Fourier integral operator F˜ δλ which is localized to frequencies
|ξ| ∼ λδ is of the form {(ξ, δφ′(0)
ξ31
ξ22
+ δ2 ∂∂tR(1/t, ξ, δ))}, where R(1/t, ξ, δ) is homogeneous of
degree one in ξ. Since t ∼ 1 and δ is sufficiently small, δ ∂∂tR(1/t, ξ, δ) can be considered as a
small perturbation of
ξ31
ξ22
which is independent on t. If we just consider a translation-invariant
model operator which is defined by
Fδλf(y, t) = ρ1(y, t)
∫
R2
ei(ξ·y+E(ξ)+tqδ(ξ))a(ξ, t)ρ0(
δ
λ
|ξ|)χ˜(ξ1
ξ2
)fˆ(ξ)dξ, (2.61)
where
E(ξ) =
ξ21
2ξ2
and qδ(ξ) = δ · ξ
3
1
ξ22
φ′(0), (2.62)
then the associated cone is {(ξ, δφ′(0) ξ31
ξ22
)}. Comparing the light cone {(ξ, |ξ|)}, the level curve of
the cone {(ξ, δφ′(0) ξ31
ξ22
)} become flatter and the cinematic curvature of Fδλ is only greater than of
equal to δ. A very natural question is to ask how the L4-estimate for a Fourier integral operator
depends on the cinematic curvature. The simplest model is to study how the L4-boundedness of
the Fourier integral operator Fδλ depends on δ and λ. In order to clarify the above questions, a
direct idea is whether we can follow the proof of Proposition 3 in [25], which is mainly to get the
L4-boundedness of the Fourier integral operator associated to the light cone. In fact we need
various modifications to overcome a lot of difficulties for L4-boundedness of the Fourier integral
operator Fδλ. However, finally we get the following theorem.
Theorem 2.10. For all λ > 1/δ, we have
‖Fδλf(y, t)‖L4(R3) ≤ Cλ1/8+1δ−(1/2+2)‖f‖L4(R2). (2.63)
Notice since t ≈ 1, then the model operator Fδλ approximates the operator F˜ δλ whose phase
function has of the form (2.33). We give the proof of Theorem 2.10 in Section 3. In Section 4,
the proof of Theorem 2.8 will be shown for the phase function −t2ξ2Φ˜(s, δ) in (2.33).
2.2.2 The case when m > 1.
Here we only show the differences with the case m = 1 and continue to follow the notation used
in the previous section. We will mainly estimate
d̂µk,m(δtξ) =
∫
R
e−i(tξ1x+t
2ξ2x2φ(δx))ρ˜(x)η(δx)dx,
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where δ = 2−k.
Set
s := s(ξ, t) = − ξ1
tξ2
, for ξ2 6= 0, (2.64)
and
Φ(s, x, δ) = −sx+ x2φ( x
2k
). (2.65)
The implicit function theorem implies that for enough large k, there exists a smooth solu-
tion q˜(s, δ) for the equation ∂2Φ(s, x, δ) = 0. Meanwhile, if we choose k sufficiently large and
assume φ(0) = 1/2, then q˜(s, δ) smoothly converges to the solution q˜(s, 0) = s of the equation
∂2Φ(s, x, 0) = 0.
Let Φ˜(s, δ) := Φ(s, q(s, δ), δ). The phase function can be written as
−t2ξ2Φ˜(s, δ) = ξ
2
1
2ξ2
+ (−1)m+1φ
(m)(0)
m!
δm
ξm+21
tmξm+12
+R(t, ξ, δ),
where R(t, ξ, δ) is homogeneous of degree one in ξ and has at least m+1 power of δ.
Using the similar argument as in the last section, it suffices to prove that∑
k
2−k
∑
j≥1
‖ sup
t∈[1,2]
|A˜kt,j |‖Lp→Lp ≤ Cp, (2.66)
where
A˜kt,jf(y) :=
∫
R2
eiξ·yd̂µk,m(δtξ)β(2−j |δtξ|)fˆ(ξ)dξ.
A standard application of the method of stationary phase yields that
d̂µk,m(δtξ) = e
−it2ξ2Φ˜(s,δ)χk,m(
ξ1
tξ2
)
Ak,m(δtξ)
(1 + |δtξ|)1/2
+Bk,m(δtξ), (2.67)
where χk,m is a smooth function supported in [ck,m, c˜k,m], for certain non-zero constant ck,m
and c˜k,m dependent only on k and m. Ak,m is a symbol of order zero in ξ and {Ak,m(δtξ)}k,m is
contained in a bounded subset of symbol of order zero. More precisely, for arbitrary t ∈ [1, 2],
|Dαξ Ak,m(δtξ)| ≤ Cα(1 + |ξ|)−α, (2.68)
where Cα do not depend on k and m. Furthermore, Bk,m is a remaind term and satisfies for
arbitrary t ∈ [1, 2],
|Dαξ Bk,m(δtξ)| ≤ Cα,N (1 + |ξ|)−N , (2.69)
where Cα,N are admissible constants and again do not depend on k and m.
Put
Akt,jf(y) :=
∫
R2
ei(ξ·y−t
2ξ2Φ˜(s,δ))χk,m(
ξ1
tξ2
)
Ak,m(δtξ)
(1 + |δtξ|)1/2
β(2−j |δtξ|)fˆ(ξ)dξ. (2.70)
A similar discussion as before allows us to choose ρ1(y, t) ∈ C∞0 (R2 × [1/2, 4]) and to show that
it is sufficient to prove that ∑
k
2−k
∑
j≥1
‖M˜k,1j ‖Lp→Lp ≤ Cp, (2.71)
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where
M˜k,1j f(y) := sup
t∈[1,2]
|ρ1(y, t)Akt,jf(y)|,
( compare (2.41), (2.42) ).
Moreover,
∂
∂t
(ρ1(y, t)A
k
t,jf(y)) =
∫
R2
ei(ξ·y−t
2ξ2Φ˜(s,δ))hk,m(y, t, ξ, j)fˆ(ξ)dξ, (2.72)
where |hk,m(y, t, ξ, j)| . 2j/2δm + 2−j/2, which follows from the similar argument with hk in
(2.45), together with the facts that | ∂∂t(−t2ξ2Φ˜(s, δ))| = |(−1)mφ
(m)(0)
m! δ
m ξ
m+2
1
tm+1ξm+12
+ ∂∂tR(t, ξ, δ)| .
δm2j .
So we still have the following regularity estimates.
Lemma 2.11.
‖M˜k,1j f‖Lp(R3) ≤ Cp2−(j∧k)/p‖f‖Lp(R2), 2 ≤ p ≤ ∞. (2.73)
The proof is similar to the one of Lemma 2.6. Hence, we have that∑
k
2−k
∑
0<j≤9km
‖M˜k,1j ‖Lp→Lp ≤ Cp +
∑
k
2−k
∑
km<j≤9km
2−km/p
≤ Cp + 8m
∑
k
k2−k(1+m/p) .p 1,
where 2 < p <∞.
Based on these results, let us now assume that j > 9km. We introduce some notations. Let
j = km + j′ and δ′ = δm, then λ = 2j′ > δ′−8 and 2j = λδ′ . After the same simplification as in
the previous section, we will prove the following theorem:
Theorem 2.12. For λ > δ′−8, the following inequality(∫
R2
∫ 4
1/2
|F˜ δ′λ f(y, t)|4dydt
)1/4
≤ Cλ1/8+1δ′−(1/2+2)‖f‖L4(R2) (2.74)
holds true for some 1, 2 > 0, where
F˜ δ
′
λ f(y, t) = ρ1(y, t)
∫
R2
ei(ξ·y−t
2ξ2Φ˜(s,δ))a(ξ, t)ρ0(
δ′
λ
|ξ|)χ˜(ξ1
ξ2
)fˆ(ξ)dξ.
In order to use the proof of Chapter 4 to get (2.74), we make the change of variable t→ t˜−1/m,
then it suffices to prove that(∫
R2
∫ 2m
2−2m
|F˜ δ′λ f(y, t˜−1/m)|4dydt˜
)1/4
≤ Cλ1/8+1δ′−(1/2+2)‖f‖L4(R2), (2.75)
where
F˜ δ
′
λ f(y, t˜
−1/m) = ρ1(y, t˜−1/m)
∫
R2
ei(ξ·y−t˜
−2/mξ2Φ˜(s˜,δ))a(ξ, t˜−1/m)ρ0(
δ′
λ
|ξ|)χ˜(ξ1
ξ2
)fˆ(ξ)dξ,
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and
s˜ = −t˜1/m ξ1
ξ2
, −t˜−2/mξ2Φ˜(s˜, δ) = ξ
2
1
2ξ2
+ t˜δ′(−1)m+1φ
(m)(0)
m!
· ξ
m+2
1
ξm+12
+R(t˜−1/m, ξ, δ). (2.76)
Hence, we employ the similar idea of Chapter 4 to obtain (2.75), then Theorem 2.12 is proved.
Based on the above theorem, we get that
‖M˜k,1j f‖L4 ≤ C(
δ′2
λ
)1/4λ1/8+1δ′−(1/2+2)‖f‖L4
= C2j
′(−1/8+1)2km2‖f‖L4
= C2j(−1/8+1)2km(1/8+2−1)‖f‖L4 .
(2.77)
Employing the M. Riesz interpolation theorem between (2.73) for p = 2 and (2.77), we have
for 2 < p ≤ 4,
‖M˜k,1j f‖Lp(R3) ≤ C2−j(1/8−1)(2−4/p)2km[3/4−5/(2p)+(2−4/p)(2−1)]‖f‖Lp(R2).
If 3/4 − 5/(2p) + (2 − 4/p)(2 − 1) ≤ 0, then (2.71) will follow directly for j > 9km. If
3/4− 5/(2p) + (2− 4/p)(2 − 1) > 0, then km < j/9 yields that
‖M˜k,1j f‖Lp(R3) ≤ C2−j(1/8−1)(2−4/p)2j[3/4−5/(2p)+(2−4/p)(2−1)]/9‖f‖Lp(R2)
= C2j[−1/6+2/(9p)+(2−4/p)(81+2)/9]‖f‖Lp(R2).
Employing the M. Riesz interpolation theorem (2.73) for p = ∞ and (2.77), we have for
4 ≤ p <∞,
‖M˜k,1j f‖Lp(R3) ≤ C24j(−1/8+1)/p24km(1/8+(2−1))/p‖f‖Lp(R2).
Since 1/8 + (2 − 1) > 0, then km < j/9 implies that
‖M˜k,1j f‖Lp(R3) ≤ C24j(−1/8+1)/p24j(1/8+(2−1))/(9p)‖f‖Lp(R2)
= C24j(−1+81+2)/(9p)‖f‖Lp(R2),
which finishes the proof of (2.71), hence of Theorem 1.1 when m > 1.
2.3 The proof for curves of finite type.
In this section, we will prove Theorem 1.4.
The proof of Theorem 1.1 inspires us to prove Theorem 1.4 directly. Because at the beginning
of the proof, we employ a dyadic decomposition to restrict on an interval far away from the
origin, and this means whether d = 2, the curve has still non-vanishing Gaussian curvature in
this constant interval and we can still apply the method of stationary phase. We proceed as in
the proof of Theorem 1.1.
We choose ρ˜ ∈ C∞0 (R) such that supp ρ˜ ⊂ {x : B/2 ≤ |x| ≤ 2B} and
∑
k ρ˜(2
kx) = 1. Since
the support of η is sufficiently small, then we can choose k sufficiently large.
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Put
Atf(y) :=
∫
R
f(y1 − tx, y2 − tdxdφ(x))η(x)dx =
∑
k
A˜kt f(y),
where A˜kt f(y) :=
∫
R f(y1 − tx, y2 − tdxdφ(x))η(x)ρ˜(2kx)dx.
Consider the isometric operator on Lp(R2) defined by
Tf(x1, x2) = 2
(d+1)k/pf(2kx1, 2
dkx2).
As the argument in the last section, it suffices to prove the following estimate∑
k
2−k‖ sup
t>0
|Akt |‖Lp ≤ Cp, for p > 2,
where Akt f(y) :=
∫
R f(y1 − tx, y2 − tdxdφ( x2k ))ρ˜(x)η(2−kx)dx.
By means of the Fourier inversion formula, we can write
Akt f(y) =
1
(2pi)2
∫
R2
eiξ·yd̂µk,d,m(δtξ)fˆ(ξ)dξ,
where
d̂µk,d,m(δtξ) =
∫
R
e
−i(tξ1x+tdξ2xdφ( x
2k
))
ρ˜(x)η(2−kx)dx.
Choosing a non-negative function β ∈ C∞0 (R) as before, set
Akt,jf(y) :=
1
(2pi)2
∫
R2
eiξ·yd̂µk,d,m(δtξ)β(2−j |δtξ|)fˆ(ξ)dξ
and denote by Mkj the corresponding maximal operator.
Since Akt,j is localized to frequencies |δtξ| ≈ 2j , we can still use Lemma 2.4 to prove that
‖Mkj ‖Lp→Lp . ‖Mkj,loc‖Lp→Lp ,
where Mkj,locf(y) := supt∈[1,2] |Akt,jf(y)|.
Set
δ := 2−k, s := s(ξ, t) = − ξ1
td−1ξ2
, for ξ2 6= 0, (2.78)
and
Φ(s, x, δ) = −sx+ xdφ(δx). (2.79)
From the proof of Theorem 1.1, for fixed t ∈ [1, 2], we would mainly estimate
Akt,jf(y) :=
∫
R2
ei(ξ·y−t
dξ2Φ˜(s,δ))χk,d,m(
ξ1
td−1ξ2
)
Ak,d,m(δtξ)
(1 + |δtξ|)1/2
β(2−j |δtξ|)fˆ(ξ)dξ,
where χk,d,m is a smooth function supported in the conical region [ck,d,m, c˜k,d,m], for certain non-
zero constant ck,d,m and c˜k,d,m dependent only on k,m and d. Ak,d,m is a symbol of order zero in
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ξ and {Ak,d,m(δtξ)}k is contained in a bounded subset of symbol of order zero. Let φ(0) = 1/d
and Φ˜(s, δ) := Φ(s, q˜(s, δ), δ), then the phase function can be written as
−tdξ2Φ˜(s, δ) =
(
1
d
d
d−1
− 1
d
1
d−1
)
(−dξ
d
1
ξ2
)
1
d−1 − δ
mφ(m)(0)
tmm!
(
− ξ1
ξ
m+1
m+d
2
) d+m
d−1
+R(t, ξ, δ, d),
where R(t, ξ, δ, d) is homogeneous of degree one in ξ and has at least m+ 1 power of δ.
The similar argument with (2.41) allows us to choose ρ1(y, t) ∈ C∞0 (R2 × [1/2, 4]) and it is
sufficient to prove that ∑
k
2−k
∑
j≥1
‖M˜k,1j ‖Lp→Lp ≤ Cp, (2.80)
where
M˜k,1j f(y) := sup
t∈[1,2]
|ρ1(y, t)Akt,jf(y)|.
Moreover,
∂
∂t
(ρ1(y, t)A
k
t,jf(y)) =
∫
R2
ei(ξ·y−t
dξ2Φ˜(s,δ))hk,m,d(y, t, ξ, j)fˆ(ξ)dξ, (2.81)
where |hk,m(y, t, ξ, j)| . 2j/2δm + 2−j/2, which follows from the similar argument with hk in
(2.45), together with the facts that
| ∂
∂t
(−t2ξ2Φ˜(s, δ))| =
∣∣∣∣∣∣mδ
mφ(m)(0)
tm+1m!
(
− ξ1
ξ
m+1
m+d
2
) d+m
d−1
+
∂
∂t
R(t, ξ, δ, d)
∣∣∣∣∣∣ . δm2j .
So we still have the same regularity estimates as (2.11) and∑
k
2−k
∑
0<j≤9km
‖M˜k,1j ‖Lp→Lp ≤ Cp, for 2 < p <∞.
Based on these arguments, for j > 9km, let j = km + j′ and δ′ = δm, then j′ > 8km and
λ = 2j
′
> δ′−8. We would be done if we could prove the following theorem.
Theorem 2.13.(∫
R2
∫ 2m
2−2m
|F˜ δ′λ f(y, t˜−1/m)|4dydt˜
)1/4
≤ Cλ1/8+1δ′−(1/2+2)‖f‖L4(R2), (2.82)
where
F˜ δ
′
λ f(y, t˜
−1/m) = ρ1(y, t˜−1/m)
∫
R2
ei(ξ·y−t˜
−d/mξ2Φ˜(s˜,δ))a(ξ, t˜−1/m)ρ0(
δ′
λ
|ξ|)χ˜(ξ1
ξ2
)fˆ(ξ)dξ,
and
s˜ = −t˜(d−1)/m ξ1
ξ2
,
− t˜−d/mξ2Φ˜(s˜, δ) =
(
1
d
d
d−1
− 1
d
1
d−1
)
(−dξ
d
1
ξ2
)
1
d−1 − t˜δ′φ
(m)(0)
m!
(
− ξ1
ξ
m+1
m+d
2
) d+m
d−1
+R(t˜−1/m, ξ, δ, d).
(2.83)
The proof is similar to the one in Section 4.
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3 A translation-invariant model Fourier integral operator.
In this section, we will prove Theorem 2.10, which will be obtained in a similar way as the proof
of L4-boundedness of the following operator:
Fδλf(y, t) = ρ1(y, t)
∫
R2
ei(y·ξ+E(ξ)+tqδ(ξ))a(ξ, t)ρ0(
δ
λ
|ξ|)χ˜(ξ1
ξ2
)fˆ(ξ)dξ, (3.1)
where E(ξ) =
ξ21
ξ2
, qδ(ξ) = δ · ξ
3
1
ξ22
, χ˜ ∈ C∞0 ([c1, c2]) (c1, c2 are very small positive constants),
ρ0 ∈ C∞0 ((−10, 10)) and a is a symbol of order zero. So we need to prove that for all λ > 1/δ,
‖Fδλf(y, t)‖L4(R3) ≤ Cλ1/8+1δ−(1/2+2)‖f‖L4(R2). (3.2)
The following approach follows the proof of Proposition 3 in [25], but we need various modi-
fications.
We may assume that the ξ-support of the symbol a is in the first quadrant. We rewrite
Fδλf(y, t) =
∫
R
eitτFδλf(y, τˆ)dτ
=
∫
R
∫
R2
ei(y·ξ+tτ)eiE(ξ)(ρ1(y, ·)a(ξ, ·))∧(τ − qδ(ξ))ρ0( δ
λ
|ξ|)χ˜(ξ1
ξ2
)fˆ(ξ)dξdτ.
We can reduce our proof to the situation |τ − qδ(ξ)| ≤ C0λ for an appropriate constant C0
which is small and satisfies qδ(ξ)− 2C0λ > 0. In fact, if |τ − qδ(ξ)| ≥ C0λ, then
(i) if τ  qδ(ξ) ≈ λ > 1, by |ξ| ≈ λ/δ, then
|τ − qδ(ξ)| ≥ Cτ ≥ C(λ+ |(δξ, τ)|);
(ii) if τ . qδ(ξ) ≈ λ > 1, by assumption, then
|τ − qδ(ξ)| ≥ C0λ ≥ C(λ+ |(δξ, τ)|).
Define the operator L = I −4ξ,τ , where 4ξ,τ = ∂2∂ξ21 +
∂2
∂ξ22
+ ∂
2
∂τ2
, then the above arguments
of (i) and (ii), ρ1 ∈ C∞0 (R2 × [1/2, 4]), together with the fact that a is a symbol of order zero,
imply that for sufficiently large N ′,∣∣L2 (ρ1(y, ·)a(·, ξ))∧(τ − qδ(ξ))∣∣ ≤ CN ′(λ+ |(δξ, τ)|)−N ′ (3.3)
and ∣∣∣∣L2(eiE(ξ)(ρ1(y, ·)a(·, ξ))∧(τ − qδ(ξ))ρ0( δλ |ξ|)χ˜(ξ1ξ2 )
)∣∣∣∣
≤ CN ′(λ+ |(δξ, τ)|)−N ′
≤ CN ′λ−N ′/2(1 + |(δξ, τ)|)−N ′/2.
Since L2(ei((y−x)·ξ+tτ)) = (1+|(y−x, t)|2)2, by integration by parts in (ξ, τ) and the assumption
|τ − qδ(ξ)| ≥ C0λ, the kernel K(y, t;x) of the operator Fδλ can be controlled by
|K(y, t;x)| ≤ CN ′ 1
(1 + |(y − x, t)|2)2λ
−N ′/2
∫
R3
(1 + |(δξ, τ)|)−N ′/2dξdτ
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≤ CN ′ 1
(1 + |(y − x, t)|2)2λ
−N ′/2δ−2.
Since δλ > 1, then for sufficiently large N < N ′,
|K(y, t;x)| ≤ CNλ−N 1
(1 + |(y − x, t)|2)2 . (3.4)
In the next steps, we will always assume that |τ − qδ(ξ)| ≤ C0λ for a small appropriate
constant C0, which shows that
λ ≈ qδ(ξ)− C0λ ≤ τ ≤ qδ(ξ) + C0λ ≈ λ. (3.5)
Let ϕ ∈ C∞0 (R) satisfy supp ϕ ⊂ [−1, 1] and
∑
n∈Z ϕ
2(· − n) = 1. In order to give a
decomposition for τ , the dual to t, we define the operator Pn on functions in R3 by
(Png)∧(η, τ) = ϕ(λ−1/2τ − n)ĝ(η, τ). (3.6)
Similarly, we define f̂n(ξ) = ϕ((λ
−1/2qδ(ξ)− n)/10)fˆ(ξ).
Lemma 3.1. For N > 0 and 1 ≤ p ≤ ∞,∥∥∥∥∑
n
(Pn)2Fδλ(f − fn)
∥∥∥∥
Lp(R3)
≤ CNλ−N‖f‖Lp(R2). (3.7)
Proof. For fixed n, we have
(Pn)2Fδλ(f − fn)(y, t) =
∫
R
∫
R2
ei(y·ξ+tτ+E(ξ))ϕ2(λ−1/2τ − n)(ρ1(y, ·)a(ξ, ·))∧(τ − qδ(ξ))
× ρ0( δ
λ
|ξ|)χ˜(ξ1
ξ2
)[1− ϕ((λ−1/2qδ(ξ)− n)/10)]fˆ(ξ)dξdτ.
From the support of ϕ, we have λ1/2(n − 1) ≤ τ ≤ λ1/2(n + 1), together with (3.5), we
get n ≈ λ1/2. We observe that qδ(ξ) 6∈ [λ1/2(n − 10), λ1/2(n + 10)], then we get |τ − qδ(ξ)| &
(λ+ |(δξ, τ)|)1/2. Finally, as in the estimate (3.4), the kernel of (Pn)2Fδλ defined by∫
R
∫
R2
ei[(y−x)·ξ+tτ+E(ξ)]ϕ2(λ−1/2τ − n)(ρ1(y, ·)a(ξ, ·))∧(τ − qδ(ξ))ρ0( δ
λ
|ξ|)χ˜(ξ1
ξ2
)
× [1− ϕ((λ−1/2qδ(ξ)− n)/10)]dξdτ
can be dominated by O(λ−N (1 + |(y − x, t)|2)−2) and∥∥∥∥∑
n
(Pn)2Fδλ(f − fn)
∥∥∥∥
Lp(R3)
≤ CN ′
∑
n≈λ1/2
λ−N
′‖f‖Lp(R2) ≤ CNλ−N‖f‖Lp(R2).
Lemma 3.2. For 2 ≤ p ≤ ∞, we have
∥∥∥∥ ∑
n≈λ1/2
(Pn)2Fδλfn
∥∥∥∥
Lp(R3)
≤ Cλ(1/4−1/(2p))
∥∥∥∥
 ∑
n≈λ1/2
|PnFδλfn|2
1/2 ∥∥∥∥
Lp(R3)
.
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The idea can be found in [25].
So far we have used a radial decomposition of the Fourier integral operator Fδλ with respect
to frequency variables. Now we make a further angular decomposition. As we have introduced
in Lemma 2.7, here we redefine the homogeneous partition of unity of R2 \ {0} that depends on
the scale λ/δ. Specially, for fixed j > 0, we choose functions χν , ν = 0, 1, 2, · · · , and the size of
every angle is (δ/λ)1/2. Meanwhile χν satisfies the following conditions:∑
ν
χν(ξ) = 1 for all ξ 6= 0, (3.8)
|∂αξ χν | ≤ Aα(λ/δ)|α|/2|ξ|−|α| for all ξ 6= 0. (3.9)
Define Qν by
(Qνg)
∧(η, τ) = Ψδν(η, τ)ĝ(η, τ) = ψ
(
τ − qδ(η)
|τ/δ|
)
χν(η
′)ĝ(η, τ),
where η′ = η|η| and ψ ∈ C∞0 (R) is supported in [−2, 2] and equal to 1 in [−1, 1]. In fact,
(Qνg)
∧(η, τ) is supported in a thin sector intersected with a thin neighborhood of the cone
{(η, qδ(η))}, see Figure 2.
Put
Fδλ,νf(y, t) = ρ1(y, t)
∫
R2
ei(y·ξ+E(ξ)+tqδ(ξ))a(ξ, t)χ˜(
ξ1
ξ2
)ρ0(
δ
λ
|ξ|)χν(ξ)f̂(ξ)dξ.
Lemma 3.3. Given a fixed  > 0 and n ≈ λ1/2, we define
Rδλ,νf = P
n(Fδλ,νf)− PnQν(Fδλ,νf). (3.10)
For any N > 0, there is a uniform constant CN so that
‖Rδλ,νfn‖Lp(R3) ≤ CN (
λ
δ
)−N‖f‖Lp(R2). (3.11)
Proof.
Rδλ,νfn(y, t) =
∫
R2
eiE(ξ)
[∫
R2
∫
R
ei(y·η+tτ)(1−Ψδν(η, τ))ϕ(λ−1/2τ − n)
× (ρ1 · a(ξ, ·))∧(η − ξ, τ − qδ(ξ))dηdτ
]
ρ0(
δ
λ
|ξ|)χ˜(ξ1
ξ2
)χν(ξ)f̂n(ξ)dξ.
In order to estimate |(η − ξ, τ − qδ(ξ))|, we split our consideration into different cases:
1. When η′ 6∈ supp χν , but ξ ∈ supp χν , then |η−ξ| ≥ C(λδ )1/2 and the following inequalities
will hold true:
(1). if |η|  |ξ| ≈ λδ ,
|η − ξ| ≥ C|η| ≥ C(λ
δ
+ |(η, τ
δ
)|),
(2). if |η| . |ξ| ≈ λδ ,
|η − ξ| ≥ C(λ
δ
)1/2 ≥ C(λ
δ
+ |(η, τ
δ
)|)1/2.
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2. When η′ ∈ supp χν , but |τ−qδ(η)||τ/δ| ≥ 2 and ξ ∈ supp χν , then the following inequalities will
hold true:
(1). if |η|  |ξ| ≈ λδ ,
|η − ξ| ≥ C|η| ≥ C(λ
δ
+ |(η, τ
δ
)|),
(2). if |η| . |ξ| ≈ λδ , for µ , we consider two subcases:
a. when |η − ξ| ≥ C|τ/δ|µ, we have
|η − ξ| ≥ C(λ
δ
+ |(η, τ
δ
)|)µ,
b. when |η − ξ| ≤ C|τ/δ|µ, since
|τ − qδ(ξ)| ≥ |τ − qδ(η)| − |qδ(ξ)− qδ(η)|
and
|qδ(ξ)− qδ(η)| ≈ δ|ξ − η| ≤ Cδ|τ
δ
|µ,
then we have
|τ − qδ(ξ)| ≥ 2|τ
δ
| − Cδ|τ
δ
|µ ≈ (λ
δ
+ |(η, τ
δ
)|).
Combing all the cases, if we set L = I −4η,τ , for any 2 < M  µN ′, we obtain,∣∣LM (ρ̂1(η − ξ, τ − qδ(ξ)))∣∣ ≤ CN ′(λ
δ
+ |(η, τ
δ
)|)−µN ′ . (3.12)
The estimate (3.9) implies that |χν(η′)| ≤ (λ/δ)1/2, in addition to (3.12), we get
LM
(
(1−Ψδν(η, τ))ϕ(λ−1/2τ −n)ρ̂1(η− ξ, τ − qδ(ξ))
)
≤ CM,N ′(λ
δ
)M/2(
λ
δ
+ |(η, τ
δ
)|)−µN ′ . (3.13)
By integration by parts for (η, τ), we have
|Rδλ,νfn(y, t)|
≤
∫
R2
∣∣∣∣∫
R2
∫
R
ei(y·η+tτ)(1−Ψδν(η, τ))ϕ(λ−1/2τ − n)(ρ1 · a(ξ, ·))∧(η − ξ, τ − qδ(ξ))dηdτ
∣∣∣∣
×
∣∣∣∣ρ0( δλ |ξ|)χ˜(ξ1ξ2 )χν(ξ)f̂n(ξ)
∣∣∣∣ dξ
≤
∫
R2
∫
R2
∫
R
∣∣∣∣LM((1−Ψδν(η, τ))ϕ(λ−1/2τ − n)(ρ1 · a(ξ, ·))∧(η − ξ, τ − qδ(ξ)))∣∣∣∣ dηdτ
× 1
(1 + |(y, t)|2)M
∣∣∣∣ρ0( δλ |ξ|)χ˜(ξ1ξ2 )χν(ξ)f̂n(ξ)
∣∣∣∣ dξ
≤ CM,N ′
(1 + |(y, t)|2)M
∫
R2
∫
R2
∫
R
(
λ
δ
)M (
λ
δ
+ |(η, τ
δ
)|)−µN ′dηdτ
∣∣∣∣ρ0( δλ |ξ|)χ˜(ξ1ξ2 )χν(ξ)f̂n(ξ)
∣∣∣∣ dξ
≤ CM,N ′(λ
δ
)M−µN
′/2 δ
(1 + |(y, t)|2)M
∫
R2
∣∣∣∣∣ρ0( δλ |ξ|)χ˜(ξ1ξ2 )χν(ξ)ϕ(λ
−1/2qδ(ξ)− n
10
)
∣∣∣∣∣ dξ‖f̂‖L∞
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≤ CM,N ′δ · λ
δ3/2
(
λ
δ
)M−µN
′/2 1
(1 + |(y, t)|2)M ‖f̂‖L∞ .
The last inequality follows from the volume of set {ξ : ρ0( δλ |ξ|)χ˜( ξ1ξ2 )χν(ξ) 6= 0}.
Since we have supposed that f is supported in a fixed compact set, then there exists a
sufficiently large CM,N ′,p so that the following inequality holds true,
|Rδλ,νfn(y, t)| ≤ CM,N ′,p(
λ
δ
)−N
1
(1 + |(y, t)|2)M ‖f‖Lp .
We have finished the proof of Lemma 3.3.
Until now, since
∑
n(P
n)2 is the identity, applying Lemma 3.1, then we get
‖Fδλf‖L4 =
∥∥∥∥∑
n
(Pn)2Fδλf
∥∥∥∥
L4
≤ ‖
∑
n
(Pn)2Fδλfn‖L4 +
∥∥∥∥∑
n
(Pn)2Fδλ(f − fn)
∥∥∥∥
L4
≤
∥∥∥∥∑
n
(Pn)2Fδλfn
∥∥∥∥
L4
+CNλ
−N‖f‖L4 .
It is more convenient to consider a related square function than to estimate the sum of the
main term in the right-hand side directly, so by Lemma 3.2 and Lemma 3.3, we obtain
∥∥∥∥∑
n
(Pn)2Fδλfn
∥∥∥∥
L4
≤ Cλ1/8
∥∥∥∥
(∑
n
|PnFδλfn|2
)1/2 ∥∥∥∥
L4
≤ Cλ1/8
∥∥∥∥
(∑
n
|Pn
∑
ν
Qν(Fδλ,νfn)|2
)1/2 ∥∥∥∥
L4
+CNλ
−N‖f‖L4
To estimate the main term in the last expression we notice that, for each fixed n ≈ λ1/2 and
ν, the Fourier transform of PnQνg is supported in the following region (see Figure 2),
Unν = {(η, τ) ∈ R3 : (η, τ) ∈ supp Ψδν(η, τ), |λ−1/2τ − n| ≤ 1}.
We need an estimate of the number of overlaps of algebraic sums of the sets Unν , Un
′
ν′ , for fixed
n, n′ corresponding to indices ν for which ξν lie in the first quadrant.
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Figure 2: A thin neighborhood of the cone τ = δ|η| and Unν
( The figure of the cone τ = qδ(η) is similar to a sector of the cone τ = δ|η|. )
Lemma 3.4. For fixed n, n′ ∈ Z, there is a constant C, independent of n, n′, λ and δ, such
that ∑
ν,ν′
χUnν +Un′ν′
(η, τ) ≤ C(λ
δ
)2 log2(
λ
δ
)1/2. (3.14)
Proof. First, we split every Unν into (λδ ) pieces along the normal direction to the cone
τ = qδ(η) (vertical cross-section of Unν will be shown in Figure 3 (1)), then it suffices to prove
that ∑
ν,ν′
χU˜nν +U˜n′ν′
(η, τ) ≤ C log2(
λ
δ
)1/2, (3.15)
where U˜nν is comparable to a rectangle tangential to the cone of dimension 1 × λ
1/2
δ × (λδ )1/2 (
vertical cross-section of U˜nν and the comparable rectangle will be shown in Figure 3 (2) and the
left-hand one of Figure 4).
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Figure 3 (1): Vertical cross-section of Unν
Figure 3 (2): Vertical cross-section of U˜nν and the comparable rectangle
Furthermore, here we use similar arguments as in [26] to prove a scaled version by 1/λ of
inequality (3.15).
To this end we define Γν = {ξ ∈ R2\0 :
√
δ
λν ≤ | ξ2ξ1 | ≤
√
δ
λ(ν+1) for ν = (
pi
2−c2)
√
λ
δ , · · · , (pi2−
c1)
√
λ
δ and here non-zero positive numbers c1, c2 with c1 < c2 depend on the support of χ˜. Next,
for n = 0, 1, · · · , λ1/2, let Λnν be the set of all (η, τ) such that dist((η, τ), (ξ, qδ(ξ))) ≤ λ−1 for some
ξ ∈ Γν with qδ(ξ) ∈ [(pi2 −c1)−2 + n√λ , (
pi
2 −c1)−2 + (n+1)√λ ]. Thus Λnν is basically a λ−1×
1
δ
√
λ
× 1√
δλ
rectangle (see the right one of Figure 4) lying on {(ξ, qδ(ξ)) : qδ(ξ) ∈ [(pi2 − c1)−2, (pi2 − c2)−2]}.
Its shortest side points in the normal direction to the cone.
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Figure 4
The scaled version of the overlap lemma is that there is a constant C independent of n, n′, λ
and δ such that ∑
ν,ν′
χ
Λnν+Λ
n′
ν′
(η, τ) ≤ C log2(
λ
δ
)1/2. (3.16)
However, inequality (3.16) follows from
∑
|ν−ν′|≈2`
χ
Λnν+Λ
n′
ν′
(η, τ) ≤ C, 0 ≤ ` ≤ log2(
λ
δ
)1/2. (3.17)
To deduce inequality (3.17), we give a simple argument to show that for ξ¯ ∈ Γν and ξ˜ ∈ Γν′ ,
the angle between the normals to the cone at (ξ¯, qδ(ξ¯)) and (ξ˜, qδ(ξ˜)) is ≈ 2`( δλ)1/2 if |ν−ν ′| ≈ 2`.
It will follow from the claim that dist(P,A) ≈ dist(P,D) ≈ 1/δ (See Figure 5 for qδ(ξ) = 1).
Next, we will first prove this claim.
In Figure 5, AE and DE are the tangent line of the curve qδ(ξ) = 1 at point (ξ¯1, 0), (ξ˜1, 0),
where ξ¯1, ξ˜1 ≈ 1/δ. PA and PD are perpendicular respectively AE and DE.
From the expression of the curve qδ(ξ) = 1, it is easy to know that
pi
2 − c2 ≤ tan∠AOB ≈
tan∠B, tan∠C ≈ tan∠DOB ≤ pi2 − c1.
Since tan(∠DOB − ∠AOB) ≈ 2`( δλ)1/2, then
tan∠C − tan∠B ≈ δ1/2(ξ˜1/21 − ξ¯1/21 ) ≈ tan∠DOB − tan∠AOB ≈ 2`(
δ
λ
)1/2,
which implies tan(∠C − ∠B) ≈ 2`( δλ)1/2. As a result of ∠APD + ∠AED = ∠DEI + ∠AED =
180◦, then ∠APD = ∠DEI = ∠C − ∠B ≈ 2`( δλ)1/2.
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Figure 5: Curve qδ(ξ) = 1
Since qδ(ξ) = 1, then δ
−1/2 ξ2
ξ1
= ξ
1/2
1 , and the slope of the line PA (the line PD) is equal
to 32δ
1/2ξ¯
1/2
1 (
3
2δ
1/2ξ˜
1/2
1 ). So ξ˜
1/2
1 − ξ¯1/21 = δ−1/2(tan∠DOB − tan∠AOB) ≈ δ−1/22`( δλ)1/2 =
2`/λ1/2. Then the line PA can be written as
ξ2 = − ξ1
3
2δ
1/2ξ¯
1/2
1
+ δ1/2ξ¯
3/2
1 +
2
3
δ−1/2ξ¯1/21
and the line PD is
ξ2 = − ξ1
3
2δ
1/2ξ˜
1/2
1
+ δ1/2ξ˜
3/2
1 +
2
3
δ−1/2ξ˜1/21 .
It’s easy to compute the point P ≈ (−1δ , 1δ ). The claim was proved.
Since AG⊥PG, DF⊥PF , PA⊥AE and PD⊥DE, then ∠GAE = ∠APG ≈ 2`( δλ)1/2 and
∠EDF = ∠DPF ≈ 2`( δλ)1/2.
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The projection on PG of the width of Unν is equal to sin∠GAE × 1√δλ ≈
2`
λ ≥ λ−1. For ν,
ν ′ with |ν − ν ′| ≈ 2`, Λnν + Λn
′
ν′ is comparable to a rectangle of size 2
`λ−1 × 1√
δλ
× 1/(δλ1/2). In
other words, vol(Λnν + Λ
n′
ν′ ) ≈ 2`δ−1/2λ−2.
Next we define
Ω = {(η, τ) :
∑
|ν−ν′|≈2`
χ
Λnν+Λ
n′
ν′
(η, τ) ≥ 1
2
max
(η,τ)
∑
|ν−ν′|≈2`
χ
Λnν+Λ
n′
ν′
(η, τ)}.
Since the sum is equally distributed on Ω, one can check that
vol(Ω) ≈ (2`( δ
λ
)1/2 × 2
`
√
δλ
)︸ ︷︷ ︸
d
×λ−1/2 × δ−1 = 2
2`
δ2λ3/2
.
Figure 6 : Λnν + Λ
n′
ν′ for |ν − ν ′| ≈ 2`
Figure 7 : Ω
Set C¯ = max(η,τ)
∑
|ν−ν′|≈2` χΛnν+Λn′ν′
(η, τ), then
C¯vol(Ω) =
∫
Ω
C¯dηdτ ≤ 2
∫
R3
∑
|ν−ν′|≈2`
χ
Λnν+Λ
n′
ν′
(η, τ)dηdτ
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= 2
∑
|ν−ν′|≈2`
vol(Λnν + Λ
n′
ν′ )
. 2`(λ
δ
)1/22`δ−3/2λ−2 . 22` 1
δ2λ3/2
,
together with the estimate of vol(Ω), we know C¯ ≤ C, i.e. ∑|ν−ν′|≈2` χΛnν+Λn′ν′ (η, τ) ≤ C.
Let us continue our estimate for
∥∥∥∥(∑n |Pn∑ν Qν(Fδλ,νfn)|2)1/2∥∥∥∥
L4
. By Plancherel’s theorem
and the above overlap lemma, we have∥∥∥∥(∑
n
|Pn
∑
ν
Qν(Fδλ,νfn)|2
)1/2∥∥∥∥4
L4
=
∫
R3
(∑
n
|Pn
∑
ν
Qν(Fδλ,νfn)|2
)2
dydt
=
∫
R3
∑
n
∣∣∣∣∣Pn∑
ν
Qν(Fδλ,νfn)
∣∣∣∣∣
2∑
n′
∣∣∣∣∣Pn′∑
ν′
Qν′(Fδλ,ν′fn′)
∣∣∣∣∣
2
dydt
=
∫
R3
∑
n,n′
∣∣∣∣∣∣
∑
ν,ν′
PnQν(Fδλ,νfn)Pn
′
Qν′(Fδλ,ν′fn′)
∣∣∣∣∣∣
2
dydt
=
∫
R3
∑
n,n′
∣∣∣∣∣∣
∑
ν,ν′
χ
Unν +U
n′
ν′
(η, τ)(PnQν(Fδλ,νfn))∧ ∗ (Pn
′
Qν′(Fδλ,ν′fn′))∧(η, τ)
∣∣∣∣∣∣
2
dηdτ
≤
∫
R3
∑
n,n′
∑
ν,ν′
χ2
Unν +U
n′
ν′
(η, τ)
∑
ν,ν′
∣∣∣(PnQν(Fδλ,νfn))∧ ∗ (Pn′Qν′(Fδλ,ν′fn′))∧(η, τ)∣∣∣2 dηdτ
≤ C(λ
δ
)2 log2(
λ
δ
)1/2
∫
R3
∑
n,n′
∑
ν,ν′
∣∣∣PnQν(Fδλ,νfn)Pn′Qν′(Fδλ,ν′fn′)∣∣∣2 dydt
= C(
λ
δ
)2 log2(
λ
δ
)1/2
∥∥∥∥(∑
n,ν
|PnQν(Fδλ,νfn)|2
)1/2∥∥∥∥4
L4
.
Hence by Lemma 3.3, it suffices to estimate
∥∥∥∥(∑n,ν |PnFδλ,νfn|2)1/2∥∥∥∥
L4
.
Furthermore,∥∥∥∥(∑
n,ν
|Pn(Fδλ,νfn)|2
)1/2∥∥∥∥4
L4
=
∥∥∥∥(∑
n,ν
|λ1/2e−iλ1/2ntϕˇ(λ1/2·) ∗t Fδλ,νfn(x, t)|2
)1/2∥∥∥∥4
L4
≤ C ′N
∥∥∥∥∥
(∑
n,ν
|λ1/2
∫
R
|Fδλ,νfn(y, t− s)|
(1 + λ1/2|s|)N ds|
2
)1/2∥∥∥∥∥
4
L4
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≤ C ′N
∫
R2
∫
R
[∑
n,ν
λ1/2
∫
R
1
(1 + λ1/2|s|)N dsλ
1/2
∫
R
|Fδλ,νfn(y, t− s)|2
(1 + λ1/2|s|)N ds
]2
dydt
≤ C ′′N
∫
R2
∫
R
(∑
n,ν
λ1/2
∫
R
|Fδλ,νfn(y, t− s)|2
(1 + λ1/2|s|)N ds
)2
dydt
≤ C ′′N
∥∥∥∥∑
n,ν
λ1/2
∫
R
|Fδλ,νfn(y, t− s)|2
(1 + λ1/2|s|)N ds
∥∥∥∥2
L2
≤ C ′′N
(∫
R
λ1/2(1 + λ1/2|s|)−N‖
∑
n,ν
|Fδλ,νfn(y, t− s)|2‖L2ds
)2
≤ C ′′′N
∥∥∥∥(∑
n,ν
|Fδλ,νfn(y, t)|2
)1/2∥∥∥∥4
L4
,
where ∗t means that convolution acts only on the variable t. At present we have
‖Fδλf‖L4 ≤ Cλ1/8(
λ
δ
)/2[log2(
λ
δ
)1/2]1/4
∥∥∥∥(∑
n,ν
|Fδλ,νfn(x, t)|2
)1/2∥∥∥∥
L4
+CNλ
−N‖f‖L4 .
It remains to estimate
∥∥∥∥(∑n,ν |Fδλ,νfn(x, t)|2)1/2∥∥∥∥
L4
. For m = (m1,m2) ∈ Z2, we define the
operator P δm acting on the functions in R2 by
(P δmf)
∧(ξ) = ϕ(
δ
λ1/2
ξ1 −m1)ϕ( δ
λ1/2
ξ2 −m2)f̂(ξ), (3.18)
then f =
∑
m∈Z2 P
δ
mf .
Figure 8 : Card {(n, ν) : m ∈ Jn,ν} . δ−1/2
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The definition of fn and the support properties of χν imply
Fδλ,νfn = Fδλ,νfn,ν ,
where fn,ν =
∑
m∈Jn,ν P
δ
mf and the index set Jn,ν is contained in the set of all m ∈ Z2 such that
χνP̂ δmfn is not identically zero. It follows from the above discussion that
card{Jn,ν} ≤ C. (3.19)
Meanwhile, we also get
card{(n, ν) : m ∈ Jn,ν} . δ−1/2. (3.20)
Let the kernel Kδλ,ν,n(y, t;x) of Fδλ,νfn,ν be
ρ1(y, t)
∫
R2
ei((y−x)·ξ+E(ξ)+tqδ(ξ))ρ0(
δ
λ
|ξ|)χ˜(ξ1
ξ2
)a(ξ, t)χν(ξ)ϕ((λ
−1/2qδ(ξ)− n)/10)dξ. (3.21)
We need the following estimates. Notice that (3.23) is an estimate of a Kakeya-type maximal
operator.
Lemma 3.5. For fixed n, ν and g ∈ L2(R2), then∫
R2
|Kδλ,ν,n(y, t;x)|dx ≤ C; (3.22)
(∫
R2
sup
ν,n
{∫
R2
∫
R
|Kδλ,ν,n(y, t;x)||g(y, t)|dydt
}2
dx
)1/2
≤ Cδ−1/2(log2
λ1/2
δ
)2‖g‖L2 . (3.23)
Lemma 3.6. [26] For 2 ≤ p ≤ ∞,∥∥∥∥( ∑
m∈Z2
|P δmf(y)|2
)1/2∥∥∥∥
Lp(R2)
≤ C‖f‖Lp(R2).
Supposing that Lemma 3.5 holds true, together with (3.19), (3.20) and Lemma 3.6, a duality
argument and Ho¨lder’s inequality give∥∥∥∥(∑
n,ν
|Fδλ,νfn(y, t)|2
)1/2∥∥∥∥2
L4
= sup
‖g‖L2=1
∣∣∣∣∣
∫
R2
∫
R
∑
n,ν
|Fδλ,νfn(y, t)|2g(y, t)dydt
∣∣∣∣∣
= sup
‖g‖L2=1
∑
n,ν
∫
R2
∫
R
∣∣∣∣∫
R2
(Kδλ,ν,n(y, t;x))
1/2[(Kδλ,ν,n(y, t;x))
1/2fn,ν(x)]dx
∣∣∣∣2 |g(y, t)|dydt
≤ sup
‖g‖L2=1
∑
n,ν
∫
R2
∫
R
∫
R2
|Kδλ,ν,n(y, t;x)|dx
∫
R2
|Kδλ,ν,n(y, t;x)||fn,ν(x)|2dx|g(y, t)|dydt
≤ C sup
‖g‖L2=1
∑
n,ν
∫
R2
∫
R
∫
R2
|Kδλ,ν,n(y, t;x)||fn,ν(x)|2dx|g(y, t)|dydt
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≤ C sup
‖g‖L2=1
∑
n,ν
∫
R2
|fn,ν(x)|2
∫
R2
∫
R
|Kδλ,ν,n(y, t;x)||g(y, t)|dydtdx
≤ C ′ sup
‖g‖L2=1
∫
R2
∑
n,ν
∑
m∈Jn,ν
|P δmf(x)|2 sup
n,ν
∫
R2
∫
R
|Kδλ,ν,n(y, t;x)||g(y, t)|dydtdx
≤ C ′ sup
‖g‖L2=1
∫
R2
∑
m∈Z2
∑
{(n,ν):m∈Jn,ν}
|P δmf(x)|2 sup
n,ν
∫
R2
∫
R
|Kδλ,ν,n(y, t;x)||g(y, t)|dydtdx
≤ C ′′δ−1/2 sup
‖g‖L2=1
∥∥∥∥( ∑
m∈Z2
|P δmf(x)|2
)1/2∥∥∥∥2
L4
×
(∫
R2
sup
ν,n
{∫
R2
∫
R
|Kδλ,ν,n(y, t;x)||g(y, t)|dydt
}2
dx
)1/2
≤ C ′′′δ−1(log2
λ1/2
δ
)2‖f‖2L4 .
Therefore,
‖Fδλf‖L4 ≤ Cδ−1/2λ1/8(
λ
δ
)/2[log2(
λ
δ
)1/2]1/4 log2
λ1/2
δ
‖f‖L4 + CNλ−N‖f‖L4
≤ Cλ1/8+1δ−(1/2+2)‖f‖L4 ,
where 1 and 2 are very small.
Figure 9 : Eν,n
We turn to prove Lemma 3.5. By (3.21), we put
Eν,n := {ξ : ρ0( δ
λ
|ξ|)χ˜(ξ1
ξ2
)a(ξ, t)χν(ξ)ϕ((λ
−1/2qδ(ξ)− n)/10) 6= 0} (3.24)
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and consider the size of Eν,n (see Figure 9), first we can adopt some ideas from the proof of
inequality (2.50) to prove inequality (3.22), here we still use similar notations.
After a rotation by the transformation T˜ , we put ˜˜Ψ(y, ξ) = T˜ ξ · y + E(T˜ ξ) + tqδ(T˜ ξ) and
h(ξ) = ˜˜Ψ(y, ξ) − ˜˜Ψξ(y, ξ¯) · ξ, where ξ¯ = (1, 0). Since ˜˜Ψ is homogeneous of degree one, |ξ| ≈ λδ
and |ξ2| ≤ C(λδ )1/2, then we can get some similar results with (2.53), (2.54), (2.55),∣∣∣∣∣
(
∂
∂ξ1
)N
h(ξ)
∣∣∣∣∣ . (λδ )−N ,
∣∣∣∣∣
(
∂
∂ξ2
)N
h(ξ)
∣∣∣∣∣ . (λδ )−N/2, (3.25)∣∣∣∣∣
(
∂
∂ξ1
)N
(χν ◦ T˜ )(ξ)
∣∣∣∣∣ . (λδ )−N ,
∣∣∣∣∣
(
∂
∂ξ2
)N
(χν ◦ T˜ )(ξ)
∣∣∣∣∣ . (λδ )−N/2, N ≥ 1. (3.26)
Furthermore, set L := I − λ
δ2
∂2
∂ξ21
− λδ ∂
2
∂ξ22
and Dt(z) := (t
2z1, tz2). Because of (2.58), (3.25),
(3.26) and LN (ϕ((λ−1/2qδ(Tξ)− n)/10)) ≤ C, then
LN
(
eih(ξ)ρ0(
δ
λ
|ξ|)χ˜(ξ1
ξ2
)a(ξ, t)χν(ξ)ϕ((λ
−1/2qδ(ξ)− n)/10)
)
≤ C.
Noting that the area of the region Eν,n is at most C
λ
δ3/2
, so by integration by parts in ξ, we
obtain
|Kδλ,ν,n(y, t;x)| ≤
C ′Nλ/δ
3/2(
1 + λ
δ2
|( ˜˜Ψξ(y − x, ξ¯))1|2 + λδ |( ˜˜Ψξ(y − x, ξ¯))2|2
)N
≤ CNλ/δ
3/2(
1 + |Dδ−1/2λ1/2( ˜˜Ψξ(y − x, ξ¯))|
)2N ,
(3.27)
where
|( ˜˜Ψξ(y − x, ξ¯))1| = |〈y − x+∇E(ξν) + t∇qδ(ξν), ξν〉|
and
|( ˜˜Ψξ(y − x, ξ¯))2| = |y − x+∇E(ξν) + t∇qδ(ξν)− 〈y − x+∇E(ξν) + t∇qδ(ξν), ξν〉ξν | .
Inequality (3.27) implies inequality (3.22).
We introduce some notations. Given a direction ξν = (cos θν , sin θν) ∈ S1, let γθν ⊂ R3 be
the ray defined by
γθν = {(y, t) : y +∇E(cos θν , sin θν) + t∇qδ(cos θν , sin θν) = 0}. (3.28)
From inequality (3.27), we note that for fixed x, the kernels Kδλ,ν,n(y, t;x) are essentially
supported in a rectangle of size δ
λ1/2
× ( δλ)1/2 × 1 around γθν + (x, 0), see Figure 10. This sheds
some light on the proof of inequality (3.23).
We may assume g ≥ 0 and choose non-negative functions % ∈ C∞0 ([pi/2 − c2, pi/2 − c1]) and
β0 ∈ C∞0 ([0, 2]) which satisfies β0(r) +
∑∞
`=1 β(2
−`r) = 1, for r > 0. Let | · |D be a homogeneous
norm under Dt(z) = (t
2z1, tz2), i.e. |Dt(z)|D = t|z|D. Let h0(ξ) = β0(|ξ|D) ∈ C∞0 (R2) and
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h(ξ) = β(|ξ|D) ∈ C∞0 (R2), then h0(ξ) +
∑∞
`=1 h(D2−`ξ) = 1. It is clear that for ` > 1, ξ 6= 0,
h(D2−`ξ) 6= 0⇒ 2`−1 ≤ |ξ|D ≤ 2`+1 ⇒ |ξ| & 2`.
Since the right side of inequality (3.27) does not depend on n, then the left side of inequality
(3.23) can be controlled by(∫
R2
sup
ν,n
{∫
R2
∫
R
|Kδλ,ν,n(y, t;x)||g(y, t)|dydt
}2
dx
)1/2
≤ C ′N
(∥∥∥∥sup
ν
1
δ3/2/λ
∫
R2×[1/2,4]
h0(Dδ−1/2λ
1/2 ˜˜Ψξ(y, ξ¯))g(x+ y, t)dydt
∥∥∥∥
L2
+
∥∥∥∥sup
ν
∞∑
`=1
∫
R2×[1/2,4]
h(D2−`(Dδ−1/2λ
1/2 ˜˜Ψξ(y, ξ¯)))
λ/δ3/2g(x+ y, t)(
1 + |Dδ−1/2λ1/2 ˜˜Ψξ(y, ξ¯)|
)2N dydt∥∥∥∥
L2
)
≤ C ′′N
∞∑
`=0
2−2(N−3/2)`
∥∥∥∥sup
ν
1
23(`+1)δ3/2/λ
∫
{(y,t)∈R2×[0,1]:|λ1/2(y+∇E(ξν)+t∇qδ(ξν))|D≤2`+1δ1/2}
× g(x+ y, t)dydt
∥∥∥∥
L2
≤ C ′′N
∞∑
`=0
2−2(N−3/2)`
∥∥∥∥sup
ν
1
|R`ν |
∫
R`ν
g(x+ y, t)dydt
∥∥∥∥
L2
,
where
R`ν = {(y, t) ∈ R2 × [1/2, 4] : |λ1/2(y +∇E(ξν) + t∇qδ(ξν))|D ≤ 2`+1δ1/2}.
From the above argument, in order to prove inequality (3.23), we need to prove an L2(R3)→
L2(R2) maximal estimate involving averages over cuboids R0ν of dimensions δλ1/2 × ( δλ)1/2 × 1,
which is basically tangential to the cone {(y, t) ∈ γθ : γθ is defined as (3.28) and θ ∈ supp ρ}
(see Figure 10), because in a similar way one can obtain L2(R3) → L2(R2) maximal estimates
involving averages over {R`ν}ν which are 2
2`δ
λ1/2
× 2`( δλ)1/2 × 1 cuboids for ` = 1, 2, · · · . However,
we can split every R0ν along its longer side of size (
δ
λ)
1/2 into δ−1/2 pieces, i.e. {R0ν,i}δ
−1/2
i=1 , where
R0ν,i is a
δ
λ1/2
× δ
λ1/2
× 1 tube around γθν,i + (x, 0) (see Figure 10). Then next we will prove a
stronger maximal estimate involving averages over tubes Rθ defined by
Rθ := {(y, t) ∈ R2 × [0, 1] : dist{(y, t), γθ} < δ
λ1/2
}. (3.29)
That is because∥∥∥∥sup
ν
1
|R0ν |
∫
R0ν
g(x+ y, t)dydt
∥∥∥∥
L2
≤ δ1/2
δ−1/2∑
i=1
∥∥∥∥sup
ν
1
|R0ν,i|
∫
R0ν,i
g(x+ y, t)dydt
∥∥∥∥
L2
≤ δ1/2
δ−1/2∑
i=1
∥∥∥∥sup
θ
1
|Rθ|
∫
Rθ
%(θ)g(x+ y, t)dydt
∥∥∥∥
L2
.
Hence, we would be done if we can obtain the following Kakeya type estimate.
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Lemma 3.7. ∥∥∥∥sup
θ
1
|Rθ|
∫
Rθ
%(θ)g(x− y, t)dydt
∥∥∥∥
L2
≤ Cδ−1/2(log2
λ1/2
δ
)2‖g‖L2 . (3.30)
Figure 10 : cuboid R0ν and tube R
0
ν,i
Remark 3.8. The constant δ−1/2 in inequality (3.30) is sharp if we take E(ξ) = |ξ| and
qδ(ξ) = δ|ξ|. Let
Mδ,λg(x) = sup
θ
1
|Rθ|
∫
Rθ
%(θ)g(x− y, t)dydt.
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In particular, we take g(z, t) = χPδ(z, t), where Pδ is a tubular neighborhood of width δ around
the t-axis with height 1. Assume that x ∈ Aδ := {x ∈ R2 : 1 ≤ |x| ≤ 1 + δ, c1 ≤ |x1/x2| ≤ c2}.
Now taking θ so that (cos θ, sin θ) = x|x| , then we note that
g ∗ χRθ(x) = |Rθ ∩ (Pδ − (x, 0))| ≈ |Rθ|,
which implies Mδ,λg(x) & 1 on Aδ. Let Cδ := ‖Mδ,λ‖L2→L2 . Since |Aδ| ≈ δ, then
δ1/2 . ‖Mδ,λg‖L2 ≤ Cδδ ⇒ Cδ & δ−1/2.
In fact, if we take E(ξ) =
ξ21
ξ2
and qδ(ξ) = δ
ξ31
ξ22
, in the similar way as above, we still get the
same conclusion, regarding complicated computations, we omit here.
Proof. We choose a suitable σ ∈ C∞0 (R2) satisfying σˇ ≥ 0. Let δ¯ = δλ1/2 and σδ¯(θ, t, ξ) =
%(θ)σ(δ¯ξ)χ[0,1](t). Then We have∫
{(y,t)∈R2×[0,1]:dist{(y,t),γθ}<δ¯}
g(x− y, t)dydt
≤
∫
R2
∫
R
%(θ)σˇ
(
y + t∇qδ(cos θ, sin θ) +∇E(cos θ, sin θ)
δ¯
)
g(x− y, t)χ[0,1](t)dydt
= δ¯2
∫
R2
∫
R
%(θ)[σ(δ¯·)]∨(y + t∇qδ(cos θ, sin θ) +∇E(cos θ, sin θ))g(x− y, t)
× χ[0,1](t)dydt
= δ¯2
∫
R2
∫
R
∫
R2
eiξ·[x−y+t∇qδ(cos θ,sin θ)+∇E(cos θ,sin θ)]σδ¯(θ, t, ξ)dξg(y, t)dydt
= δ¯2
∫
R2
∫
R
eiξ·[x+t∇qδ(cos θ,sin θ)+∇E(cos θ,sin θ)]σδ¯(θ, t, ξ)g(ξˆ, t)dξdt
=: δ¯2Aθg(x),
where g(ξˆ, t) denotes the partial Fourier transform of g with respect to the ξ-variables.
Therefore, we may further reduce to prove that
‖ sup
θ
|Aθg|‖L2 ≤ Cδ−1/2| log2 δ¯|2‖g‖L2 . (3.31)
In order to prove the above inequality, we need to break up the operator Aθ. Just as before,
we take β ∈ C∞0 (R) and define the dyadic operators Aτθ by
Aτθg(x) =
∫
R2
∫
R
eiξ·[x+t∇qδ(cos θ,sin θ)+∇E(cos θ,sin θ)]σδ¯(θ, t, ξ)β(
|ξ|
τ
)g(ξˆ, t)dξdt,
so it suffices to prove that
‖ sup
θ
|Aτθg|‖L2 ≤ Cδ−1/2 log2 τ1/2‖g‖L2 , τ > 2. (3.32)
This is because Aθ =
∑
1<κ<| log2 δ¯|+C A
2κ
θ + R˜θ, where C is a fixed constant and the kernel of
R˜θ defined by ∫
R2
eiξ·[(x−y)+t∇qδ(cos θ,sin θ)+∇E(cos θ,sin θ)]σδ¯(θ, t, ξ)β0(|ξ|)dξ
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is controlled by O((1 + |y − x|)−N ) for any N with bounds independent of θ.
Let θξ = arg ξ. We need to make one final reduction based on the following observation:
∂
∂θ
〈ξ,∇qδ(cos θ, sin θ)〉
=
〈
ξ, (− sin θ, cos θ)
(
∂11qδ(cos θ, sin θ) ∂12qδ(cos θ, sin θ)
∂21qδ(cos θ, sin θ) ∂22qδ(cos θ, sin θ)
)〉
= 6δ|ξ| cos θ
sin4 θ
〈 ξ|ξ| , (− sin θ, cos θ)〉 = 6δ|ξ|
cos θ
sin4 θ
sin(θξ − θ) = 0⇔ θ = θξ.
(3.33)
For ` > 0, put
Aτ,`θ g(x) =
∫
R2
∫
R
eiξ·[x+t∇qδ(cos θ,sin θ)+∇E(cos θ,sin θ)]σδ¯(θ, t, ξ)β(
|ξ|
τ
)β`,τ (ξ, θ)g(ξˆ, t)dξdt,
where β`,τ (ξ, θ) = β
(
2−`τ1/2|〈(− sin θ, cos θ), ξ|ξ|〉|
)
. In fact, |〈(− sin θ, cos θ), ξ|ξ|〉| ≤ C, C is very
small, which implies that ` ≤ C log2 τ1/2. We define Aτ,0θ = Aτθ −
∑
0<`≤C log2 τ1/2 A
τ,`
θ .
Again we use Lemma 2.3, for ` ≥ 0,∥∥∥∥sup
θ
|Aτ,`θ g|
∥∥∥∥2
L2
≤ C
(∫ ∫
|Aτ,`θ g(x)|2dθdx
)1/2(∫ ∫
| ∂
∂θ
Aτ,`θ g(x)|2dθdx
)1/2
.
Inequality (3.32) will be obtained if we can show that(∫ ∫
|Aτ,`θ g(x)|2dθdx
)1/2
≤ Cδ−1/22−`/2τ−1/4‖g‖L2 , (3.34)
(∫ ∫
| ∂
∂θ
Aτ,`θ g(x)|2dθdx
)1/2
≤ Cδ−1/22`/2τ1/4‖g‖L2 . (3.35)
From β
(
2−`τ1/2|〈(− sin θ, cos θ), ξ|ξ|〉|
)
6= 0 and β( |ξ|τ ) 6= 0, we know that on the support of
the symbol of the operator Aτ,`θ , |〈(− sin θ, cos θ), ξ|ξ|〉| ≈ 2`τ−1/2 and |ξ| ≈ τ .
Since
∂
∂θ
ξ · ∇E(cos θ, sin θ) = 〈ξ, 2(− sin θ, cos θ)〉
(
∂11E(cos θ, sin θ) ∂12E(cos θ, sin θ)
∂21E(cos θ, sin θ) ∂22E(cos θ, sin θ)
)
= 〈ξ, 2(− sin θ, cos θ)〉
(
1
sin θ − cos θsin2 θ
− cos θ
sin2 θ
cos2 θ
sin3 θ
)
=
2
sin θ
〈ξ, (− sin θ, cos θ)〉
(
1 − cos θsin θ
− cos θsin θ cos
2 θ
sin2 θ
)
= |ξ| 2
sin3 θ
〈 ξ|ξ| , (− sin θ, cos θ)〉,
then ∣∣∣∣ ∂∂θξ ·
[
t∇qδ(cos θ, sin θ) +∇E(cos θ, sin θ)
]∣∣∣∣ ≤ C2`τ1/2.
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It is easy to check that∣∣∣∣ ∂∂θβ
(
2−`τ1/2|〈(− sin θ, cos θ), ξ|ξ| 〉|
)∣∣∣∣ ≤ C2−`τ1/2,
one can see that ∂∂θA
τ,`
θ behaves like 2
`τ1/2Aτ,`θ , then we only prove inequality (3.34).
Employing Plancherel’s theorem, We have that∫ ∫
|Aτ,`θ g(x)|2dθdx
=
∫
R2
∫
R
Aτ,`θ g(x)A
τ,`
θ g(x)dθdx
=
∫
R2
∫
R
(∫
R2
∫
R
eiξ·[x+t∇qδ(cos θ,sin θ)+∇E(cos θ,sin θ)]σδ¯(θ, t, ξ)β(
|ξ|
τ
)β`,τ (ξ, θ)g(ξˆ, t)dξdt
)
×
(∫
R2
∫
R
e−iξ
′·[x+t′∇qδ(cos θ,sin θ)+∇E(cos θ,sin θ)]σδ¯(θ, t′, ξ′)β(
|ξ′|
τ
)β`,τ (ξ′, θ)g(ξˆ′, t′)dξ′dt′
)
× dθdx
=
∫
R2
∫
R
∫
R2
∫
R
(∫
R
ei[(tξ−t
′ξ′)·∇qδ(cos θ,sin θ)+(ξ−ξ′)·∇E(cos θ,sin θ)]σδ¯(θ, t, ξ)σδ¯(θ, t′, ξ′)
× β`,τ (ξ, θ)β`,τ (ξ′, θ)dθ
)
δ0(ξ
′ − ξ)β( |ξ|
τ
)β(
|ξ′|
τ
)g(ξˆ, t)g(ξˆ′, t′)dξdtdξ′dt′
=
∫
R2
∫ 1
0
∫ 1
0
(∫
R
ei[(t−t
′)ξ·∇qδ(cos θ,sin θ)]|ρ(θ)β`,τ (ξ, θ)|2dθ
)
|σ(δ¯ξ)β( |ξ|
τ
)|2g(ξˆ, t)
× g(ξˆ, t′)dξdtdt′,
where δ0 denotes the two-dimensional Dirac delta function.
Hence∫ ∫
|Aτ,`θ g(x)|2dθdx =
∫
R2
{∫ 1
0
∫ 1
0
H`,τ (t, t′, ξ)
∣∣∣∣β( |ξ|τ )σ(δ¯ξ)
∣∣∣∣2 g(ξˆ, t)g(ξˆ, t′)dtdt′}dξ,
where
H`,τ (t, t′, ξ) =
∫
R
ei(t−t
′)〈ξ,∇qδ(cos θ,sin θ)〉|%(θ)β`,τ (ξ, θ)|2dθ.
First we claim that for ` > 0,
|H`,τ (t, t′, ξ)| ≤ C2`τ−1/2(1 + δ22`|t− t′|)−N , |ξ| ≈ τ. (3.36)
Since 〈(− sin θ, cos θ), ξ|ξ|〉 = sin(θξ − θ) and |θξ − θ| ≈ 2`τ−1/2 on supp β`,τ , we make the
change of variable θ = θξ + arcsin(2
`τ−1/2ω), then
H`,τ (t, t′, ξ) =
∫
R
ei(t−t
′)〈ξ,∇qδ(cos(θξ+arcsin(2`τ−1/2ω)),sin(θξ+arcsin(2`τ−1/2ω))〉
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× |%(θξ + arcsin(2`τ−1/2ω))β(|ω|)|2 2
`τ−1/2√
1− 22`τ−1ω2dω.
In a similar way as (3.33) we have that
∂
∂ω
〈
ξ,∇qδ
(
cos(θξ + arcsin(2
`τ−1/2ω)), sin(θξ + arcsin(2`τ−1/2ω)
)〉
=
62`τ−1/2√
1− 22`τ−1ω2 δ|ξ|
cos(θξ + arcsin(2
`τ−1/2ω))
sin4(θξ + arcsin(2`τ−1/2ω))
×
〈(
− sin(θξ + arcsin(2`τ−1/2ω)), cos(θξ + arcsin(2`τ−1/2ω))
)
,
ξ
|ξ|
〉
=
62`τ−1/2δ|ξ|√
1− 22`τ−1ω2
cos(θξ + arcsin(2
`τ−1/2ω))
sin4(θξ + arcsin(2`τ−1/2ω))
〈sin(θξ − (θξ + arcsin(2`τ−1/2ω)))〉
=
−622`τ−1δ|ξ|ω√
1− 22`τ−1ω2
cos(θξ + arcsin(2
`τ−1/2ω))
sin4(θξ + arcsin(2`τ−1/2ω))
.
Since the support of ρ and β gives that θξ + arcsin(2
`τ−1/2ω) ≈ 1 and |ω| ≈ 1, in addition to
|ξ| ≈ τ and ` ≤ C log2 τ1/2, then
∂
∂ω
〈
ξ,∇qδ
(
cos(θξ + arcsin(2
`τ−1/2ω)), sin(θξ + arcsin(2`τ−1/2ω)
)〉
≈ 22`δ.
The claim (3.36) will follow from integration by parts. Based on the above claim, Ho¨lder’s
inequality and Plancherel’s theorem, we have∫ ∫
|Aτ,`θ g(y)|2dθdy
≤ CN2`τ−1/2
∫
R2
{∫ 1
0
∫ 1
0
|g(ξˆ, t′)|
(1 + δ22`|t− t′|)N dt
′|g(ξˆ, t)|dt
}
|β( |ξ|
τ
)σ(δ¯ξ)|2dξ
≤ CN2`τ−1/2
∫
R2
{∫ 1
0
|g(ξˆ, ·)| ∗ (1 + δ22`| · |)−N (t)|g(ξˆ, t)|dt
}
|β( |ξ|
τ
)σ(δ¯ξ)|2dξ
≤ CN2`τ−1/2
∫
R2
∥∥∥∥|g(ξˆ, ·)| ∗ (1 + δ22`| · |)−N∥∥∥∥
(L2,dt)
‖g(ξˆ, t)‖(L2,dt)|β(
|ξ|
τ
)σ(δ¯ξ)|2dξ
≤ CN2−`τ−1/2δ−1‖g‖2L2 ,
and inequality (3.34) has been proved for ` > 0.
For ` = 0, the proof is simpler. We still make the change of variable θ → θξ + arcsin(τ−1/2ω),
then the support of the symbol of the operator H0,τ gives that 0 is the non-degenerate critical
point, since
∂2
∂ω2
〈ξ,∇qδ(cos(θξ + arcsin(τ−1/2ω)), sin(θξ + arcsin(τ−1/2ω)))〉
∣∣∣∣
ω=0
= −6δ|ξ|τ−1 cos θξ
sin4 θξ
≈ δ.
Finally, integration by parts implies that
|H0,τ (t, t′, ξ)| ≤ Cτ−1/2(1 + δ|t− t′|)−1/2. (3.37)
We still use Ho¨lder’s inequality and Plancherel’s theorem to get inequality (3.34) for ` = 0.
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4 More general Fourier integral operators not satisfying the cin-
ematic curvature condition uniformly.
The purpose of this section is to prove Theorem 2.8. The main idea follows from the proof of
Theorem 6.1 given in [26]. In fact, the proof has a similar structure with Section 3. Instead of
repeating the proof here, we give a brief overview, and only a detailed argument partly. In this
section, we still assume δλ > 1 and the ξ-support of the symbol a is in the first quadrant.
Since t ≈ 1, we can replace t by 1/t in (2.60). By (2.33), we write
−t−2ξ2Φ(s, q˜(s, δ), δ) := E(ξ) + qδ(ξ, t), s = s(ξ, t−1),
where
E(ξ) =
ξ21
2ξ2
, qδ(ξ, t) = tδφ
′(0)
ξ31
ξ22
+ δ2R(t, δ, ξ), (4.1)
by abuse of notation, we have written R(t, δ, ξ) in place of R(t−1, δ, ξ) in (4.1).
Then
F˜λf(y, t) := F˜
δ
λf(y, t) =
∫
R2
ei(ξ·y+E(ξ)+qδ(ξ,t))a˜λ(y, t, ξ)fˆ(ξ)dξ, (4.2)
where a˜λ(y, t, ξ) = ρ1(y, t)a(ξ, t)ρ0(
δ
λ |ξ|)χ˜( ξ1ξ2 ), which is a symbol of order zero in ξ.
The support of χ˜ implies that we are working in a fixed, small conic region c1 ≤ |ξ1/ξ2| ≤ c2.
Using the angular decomposition appeared in Chapter 3, we can write F˜λ =
∑
ν F
ν
λ , where the
sum runs only over (pi2 − c2)
√
λ
δ . ν . (
pi
2 − c1)
√
λ
δ and
F˜ νλ f(y, t) :=
∫
R2
ei(ξ·y+E(ξ)+qδ(ξ,t))a˜λ(y, t, ξ)χν(ξ)fˆ(ξ)dξ. (4.3)
By Minkowski’s inequality, we have
‖F˜λf‖2L4 = ‖
∑
ν,µ
F˜ νλ fF˜
µ
λ f‖L2
= ‖
∑
`
∑
|ν−µ|≈2`
F˜ νλ fF˜
µ
λ f‖L2
≤ C
∑
`
∥∥∥∥ ∑
|ν−µ|≈2`,ν≤µ
F˜ νλ fF˜
µ
λ f
∥∥∥∥
L2
,
where 2` ≤ (c2 − c1)
√
λ
δ .
Now we make a further decomposition so that the symbol becomes
a˜ν,jλ,`(y, t, ξ) = a˜λ(y, t, ξ)χν(ξ)ϕ(2
`λ−1q′δ(ξ, t)− j), (4.4)
where ϕ is defined as in Chapter 3 and q′δ(ξ, t) = ∂tqδ(ξ, t). Since |ξ| ≈ λδ , then we have
F˜ νλ =
∑
j≈2` F˜
ν,j
λ,` , where
F˜ ν,jλ,` f(y, t) =
∫
R2
ei(ξ·y+E(ξ)+qδ(ξ,t))a˜ν,jλ,`(y, t, ξ)fˆ(ξ)dξ.
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Since c1 ≤ |ξ1/ξ2| ≤ c2 and q′δ(ξ, t) = δφ′(0) ξ
3
1
ξ22
+ δ2∂tR(t, δ, ξ), then 2
−`λ(j − 1) . δ|ξ| .
2−`λ(j + 1). The support of χν implies that the ξ-support of the symbol is comparable to a
2−` λδ × (λδ )
1/2
rectangle. Meanwhile, by (3.9) and (4.1), we notice that
|∂αξ ∂βy,ta˜ν,jλ,`(y, t, ξ)| ≤ Cα,β(1 + |ξ|)−|α|/2(δλ)|β|/2. (4.5)
Now we use two almost orthogonal lemmas. One of them is as follows
Lemma 4.1. Suppose that |j + k − j′ − k′| ≥ λε. Then for any N > 0,∣∣∣∣∫
R3
F˜ ν,jλ,` fF˜
µ,k
λ,` fF˜
ν′,j′
λ,` fF˜
µ′,k′
λ,` fdydt
∣∣∣∣ ≤ Cε,Nλ−N‖f‖4L4 . (4.6)
Proof.∫
R3
F˜ ν,jλ,` fF˜
µ,k
λ,` fF˜
ν′,j′
λ,` fF˜
µ′,k′
λ,` fdydt =
∫
Hν,µ,ν
′,µ′
j,k,j′,k′ (η, ξ, η
′, ξ′)fˆ(η)fˆ(ξ)fˆ(η′)fˆ(ξ′)dηdξdη′dξ′,
(4.7)
where
Hν,µ,ν
′,µ′
j,k,j′,k′ (η, ξ, η
′, ξ′) =
∫
R3
eiΨ(y,t,η,ξ,η
′,ξ′)bν,µ,ν
′,µ′
j,k,j′,k′ (y, t, η, ξ, η
′, ξ′)dydt, (4.8)
Ψ(y, t, η, ξ, η′, ξ′) = y · (η+ ξ− η′− ξ′) + 12(
η21
η2
+
ξ21
ξ2
− η′21
η′2
− η′21
η′2
) +F (t, η, ξ, η′, ξ′), F (t, η, ξ, η′, ξ′) =
qδ(η, t) + qδ(ξ, t)− qδ(η′, t)− qδ(ξ′, t) and
bν,µ,ν
′,µ′
j,k,j′,k′ (y, t, η, ξ, η
′, ξ′) = a˜ν,jλ,`(y, t, η)a˜
µ,k
λ,` (y, t, ξ)a˜
ν′,j′
λ,` (y, t, η
′)a˜µ
′,k′
λ,` (y, t, ξ
′). (4.9)
Let Lg = ∂∂t (
g
∂tΨ
). By integration by parts, we have
|Hν,µ,ν′,µ′j,k,j′,k′ (η, ξ, η′, ξ′)| ≤
∫
R3
∣∣∣LNbν,µ,ν′,µ′j,k,j′,k′ (y, t, η, ξ, η′, ξ′)∣∣∣ dydt. (4.10)
Since ∂tΨ = ∂tF , Lg = ∂∂t (
g
∂tF
), then the inner integral can be written as the sum of expres-
sions of the form∏N2
i=0 (Ψi(t, η) + Ψi(t, ξ)−Ψi(t, η′)−Ψi(t, ξ′))
(∂tF )N+N1
∂βt b
ν,µ,ν′,µ′
j,k,j′,k′ (y, t, η, ξ, η
′, ξ′), (4.11)
where 0 ≤ N1 ≤ N , 0 ≤ N2 ≤ N1, β ≤ N−N2, and Ψi are partial derivative of ∂tF with respect
to t-variable. Note that Ψi are still homogeneous of degree one in ξ.
Now from the estimate (4.5) and the support of ϕ, it is easy to see that
|∂tF (t, η, ξ, η′, ξ′)| ≥ C2−`λ|j + k − j′ − k′| ≥ C(δλ)1/2|j + k − j′ − k′|.
Since |Ψi(t, ·)| ≤ |∂2+αt qδ(·, t)| ≤ δ2 λδ = δλ for all α ≥ 0, then∣∣∣∣∣
N2∏
i=0
(Ψi(t, η) + Ψi(t, ξ)−Ψi(t, η′)−Ψi(t, ξ′))
∣∣∣∣∣ ≤ C(δλ)N2+1,
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in addition to the fact that
|∂tbν,µ,ν
′,µ′
j,k,j′,k′ | ≤ 2`λ−1δ2
λ
δ
= 2`δ ≤ (λ
δ
)1/2δ = (δλ)1/2, (4.12)
we have ∣∣∣Hν,µ,ν′,µ′j,k,j′,k′ (y, η, ξ, η′, ξ′)∣∣∣ ≤ C (δλ)N2+1(δλ)(N−N2)/2(
(δλ)1/2|j + k − j′ − k′|)N+N1 ≤ Cλ−εN (δλ),
provided that |j+k− j′−k′| ≥ λε. Since bν,µ,ν′,µ′j,k,j′,k′ is supported on a set of measure 2−4`(λδ )6 and
δ−1 < λ, then the integral is bounded by Cε,Nλ−N‖f‖4L1 , in addition to the compact support of
f , we get the desired result.
The above lemma implies that∫ ∣∣∣∣ ∑
|ν−µ|≈2`
F˜ νλ fF˜
µ
λ f
∣∣∣∣2dydt
≤
∫ ∣∣∣∣ ∑
|ν−µ|≈2`
∑
j,k≤2`
F˜ ν,jλ,` fF˜
µ,k
λ,` f
∣∣∣∣2dydt
=
∫ ∣∣∣∣ ∑
s≤2`+1
∑
j+k=s
∑
|ν−µ|≈2`
F˜ ν,jλ,` fF˜
µ,k
λ,` f
∣∣∣∣2dydt
=
∫ ∣∣∣∣ ∑
s≤2`+1
s′≤2`+1
∑
j+k=s
j′+k′=s′
∑
|ν−µ|≈2`
|ν′−µ′|≈2`
F˜ ν,jλ,` fF˜
µ,k
λ,` fF˜
ν′,j′
λ,` fF˜
µ′,k′
λ,` f
∣∣∣∣dydt
≤
∫ ∣∣∣∣ ∑
s,s′,|s−s′|≤λε
∑
j+k=s
j′+k′=s′
∑
|ν−µ|≈2`
|ν′−µ′|≈2`
F˜ ν,jλ,` fF˜
µ,k
λ,` fF˜
ν′,j′
λ,` fF˜
µ′,k′
λ,` f
∣∣∣∣dydt+ Cλ−N‖f‖4L4 .
(4.13)
By the Cauchy-Schwarz inequality, we have that∫ ∣∣∣∣ ∑
s,s′,|s−s′|≤λε
∑
j+k=s
j′+k′=s′
∑
|ν−µ|≈2`
|ν′−µ′|≈2`
F˜ ν,jλ,` fF˜
µ,k
λ,` fF˜
ν′,j′
λ,` fF˜
µ′,k′
λ,` f
∣∣∣∣dydt
≤ λε
∑
s≤2`+1
∫ ∣∣∣∣ ∑
j+k=s
j′+k′=s
∑
|ν−µ|≈2`
|ν′−µ′|≈2`
F˜ ν,jλ,` fF˜
µ,k
λ,` fF˜
ν′,j′
λ,` fF˜
µ′,k′
λ,` f
∣∣∣∣dydt
= λε
∑
s≤2`+1
∫ ∣∣∣∣ ∑
j+k=s
∑
|ν−µ|≈2`
F˜ ν,jλ,` fF˜
µ,k
λ,` f
∣∣∣∣2dydt
≤ Cλε2`+1
∑
s≤2`+1
∫ ∑
j+k=s
∣∣∣∣ ∑
|ν−µ|≈2`
F˜ ν,jλ,` fF˜
µ,k
λ,` f
∣∣∣∣2dydt
≤ Cλε2`+1
∥∥∥∥
∑
j,k
|
∑
|ν−µ|≈2`
F˜ ν,jλ,` fF˜
µ,k
λ,` f |2
1/2 ∥∥∥∥2
L2
.
(4.14)
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Now we use another almost orthogonality lemma to bring the sum in µ and ν outside of the
square function.
Lemma 4.2. Suppose that |ν − µ| ≈ 2`, |ν ′ − µ′| ≈ 2`, and |ν − ν ′|+ |µ− µ′| ≥ λε. Then for
any N > 0, ∣∣∣∣∫
R3
F˜ ν,jλ,` fF˜
µ,k
λ,` fF˜
ν′,j′
λ,` fF˜
µ′,k′
λ,` fdydt
∣∣∣∣ ≤ Cε,Nλ−N‖f‖4L4 . (4.15)
Proof. First we will introduce Lemma 6.8 in [26] as follows.
Lemma 4.3. [26] Let Ψ˜ ∈ C4(R2\0) be homogeneous of degree one. Let ς < pi/4, a0 < 1/4,
A0 ≥ 1. Let Sλ be the intersection of a sector which subtends an angle of size ς with the annulus
{η : (1 − a0)λ ≤ |η| ≤ (1 + a0)λ}. Let h ∈ C1(R2\0) be homogeneous of degree one such that
b0|η| ≤ h(η) ≤ b1|η|, |∇ηh(η)| ≤ b2 for some positive constants b0, b1, b2.
Suppose that a−10 ≤ 2n, n ≤ `, 2` ≤ ςλ1/2, and that η, ξ, η′, ξ′ ∈ Sλ are chosen such that for
given integers ν, µ, ν ′, µ′
(1) | arg(η)− νλ−1/2| ≤ λ−1/2; | arg(η′)− ν ′λ−1/2| ≤ λ−1/2;
(2) | arg(η)− νλ−1/2| ≤ λ−1/2; | arg(η′)− ν ′λ−1/2| ≤ λ−1/2;
(3) 2`−1λ−1/2 ≤ max{| arg(η)− arg(ξ)|, | arg(η′)− arg(ξ′)|} ≤ 2`+1λ−1/2;
(4) |h(η)− h(η′)| ≤ 2−nλ;
(5) |h(ξ)− h(ξ′)| ≤ 2−nλ.
Then one can choose ς, a0 sufficiently small, and A0 sufficiently large (only depending on Ψ˜,
b0, b1, b2) such that for all ν, µ, ν
′, µ′ with A02`−n ≤ |ν − ν ′|+ |µ− µ′| ≤ ςλ1/2
|Ψ˜(η) + Ψ˜(ξ)− Ψ˜(η′)− Ψ˜(ξ′)|
≤ C[(2`|ν − ν ′|+ |ν − ν ′|2) + (2`|µ− µ′|+ |µ− µ′|2) + |η + ξ − η′ − ξ′|]. (4.16)
Suppose now that Ψ˜ satisfies the additional assumption rank Ψ˜′′ηη = 1. Then if either µ ≤ ν and
µ′ ≤ ν ′ or ν ≤ µ and ν ′ ≤ µ′ and if A02`−n ≤ |ν − ν ′| + |µ − µ′| ≤ ςλ1/2 we have also with
suitable positive constants c0, C0
|Ψ˜(η) + Ψ˜(ξ)− Ψ˜(η′)− Ψ˜(ξ′)|
≥ c0[(2`|ν − ν ′|+ |ν − ν ′|2) + (2`|µ− µ′|+ |µ− µ′|2)]− C0|η + ξ − η′ − ξ′|.
(4.17)
Now in order to apply the above lemma to evaluate (4.11), we rewrite (4.11) as δ
2(N2+1)
δN+N1
times∏N2
i=0
(
Ψi(t, η)/δ
2 + Ψi(t, ξ)/δ
2 −Ψi(t, η′)/δ2 −Ψi(t, ξ′)/δ2
)
(∂tF/δ)N+N1
∂βt b
ν,µ,ν′,µ′
j,k,j′,k′ (y, t, η, ξ, η
′, ξ′). (4.18)
The worst case to bound the numerator of (4.18) from above is that we apply inequality
(4.16) in the above lemma with Ψ˜ = 1
δ2
∂2t qδ(·, t), at the same time, we will replace ς by c2 − c1,
h(η) by 1
δ2
∂2t qδ(η, t) and λ by λ/δ in the above lemma. In order to bound the denominator of
(4.18) from below, we apply inequality (4.17) in the above lemma with Ψ˜ = 1δ q
′
δ, in this case,
we will replace ς by c2 − c1, h(η) by 1δ q′δ(η, t) and λ by λ/δ in the above lemma. Note that
∂yΨ(y, t, η, ξ, η
′, ξ′) = η + ξ − η′ − ξ′, by (4.12), δ2(N2+1)
δN+N1
× (4.18) can be controlled by
CδN2+1(δλ)(N−N2)/2
[
δ
(
(2`|ν − ν ′|+ |ν − ν ′|2) + (2`|µ− µ′|+ |µ− µ′|2) + |∂yΨ|
)]N2+1(
δmax {|∂yΨ|, |(2`|ν − ν ′|+ |ν − ν ′|2) + (2`|µ− µ′|+ |µ− µ′|2)− |∂yΨ||}
)N+N1 (4.19)
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If |ν − ν ′|+ |µ− µ′| ≥ λε, together with the fact that (pi2 − c2)
√
λ
δ . ν . (
pi
2 − c1)
√
λ
δ , then
1
δ ((2`|ν − ν ′|+ |ν − ν ′|2) + (2`|µ− µ′|+ |µ− µ′|2))
≤ Cδ−1
(
2`λ +
√
λ
δ
λ
)−1
≤ C(δλ)−1/2λ−.
Since δλ > 1, (4.19) can be controlled by O
(
δN2+1(δλ)(N−N2)/2
(δλ)(N−1)/2λε(N−1)
)
= O( 1
λε(N−1)−1/2 ). Now if we
choose N sufficiently large, the similar argument with Lemma 4.1 gives the desired result.
Let us continue the proof of our theorem. Based on Lemma 4.2 and the Cauchy-Schwarz
inequality, then we have that∥∥∥∥(∑
j,k
|
∑
|ν−µ|≈2`
F˜ ν,jλ,` fF˜
µ,k
λ,` f |2
)1/2∥∥∥∥2
L2
=
∫ ∑
j,k
∣∣∣∣ ∑
|ν−µ|≈2`
|ν′−µ′|≈2`
F˜ ν,jλ,` fF˜
µ,k
λ,` fF˜
ν′,j
λ,` fF˜
µ′,k
λ,` f
∣∣∣∣dydt
≤
∫ ∑
j,k
∣∣∣∣ ∑
|ν−µ|,|ν′−µ′|≈2`
|ν−ν′|+|µ−µ′|≤λε
F˜ ν,jλ,` fF˜
µ,k
λ,` fF˜
ν′,j
λ,` fF˜
µ′,k
λ,` f
∣∣∣∣dydt+ Cλ−N‖f‖4L4
≤ λ2ε
∫ ∑
j,k
∑
|ν−µ|≈2`
∣∣∣∣F˜ ν,jλ,` fF˜µ,kλ,` f ∣∣∣∣2dydt+ Cλ−N‖f‖4L4
≤ λ2ε
∥∥∥∥(∑
j,ν
|F˜ ν,jλ,` f |2
)1/2∥∥∥∥4
L4
+Cλ−N‖f‖4L4 .
At present, we put all estimates together and get
‖F˜λf‖2L4 ≤ Cλε
∑
`
2`/2
∥∥∥∥(∑
j,ν
|F˜ ν,jλ,` f |2
)1/2∥∥∥∥2
L4
+Cλ−N‖f‖2L4 .
Furthermore, we introduce a finer decomposition of the operators F˜ ν,jλ,` , namely, we set
F˜ ν,j,nλ,` f(y, t) :=
∫
R2
ei(ξ·y+E(ξ)+qδ(ξ,t))a˜ν,j,nλ,` (y, t, ξ)fˆ(ξ)dξ, (4.20)
where
a˜ν,j,nλ,` (y, t, ξ) = ϕ(λ
−1/2q′δ(ξ, t)− n)a˜ν,jλ,`(y, t, ξ). (4.21)
For fixed y, t, supp ξ → a˜ν,j,nλ,` is comparable to a λ
1/2
δ ×(λδ )1/2 rectangle and F˜ ν,jλ,` =
∑
n F˜
ν,j,n
λ,` ,
where the sum involves less than 2−`λ1/2. Since on the support of the symbols a˜ν,j,nλ,` , λ
1/2(n−1) ≤
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q′δ(ξ, t) ≤ λ1/2(n+1) and on the support of the symbols a˜ν,jλ,`, 2−`λ(j−1) ≤ q′δ(ξ, t) ≤ 2−`λ(j+1),
for fixed j, then which implies that if n satisfies |n − n(j)| ≤ 2−`λ1/2 with n(j) = [2−`λ1/2j],
then F˜ ν,j,nλ,` 6= 0, where [·] denotes the nearest integer function.
One can follow the proof of Lemma 4.1 and get an almost orthogonality lemma similar to
Lemma 4.1:
Lemma 4.4. Suppose that |m+ n−m′ − n′| ≥ λε. Then for any N > 0,∣∣∣∣∫
R3
F˜ ν,j,mλ,` fF˜
µ,k,n
λ,` fF˜
ν,j,m′
λ,` fF˜
µ,k,n′
λ,` fdydt
∣∣∣∣ ≤ Cε,Nλ−N‖f‖4L4 . (4.22)
Using this lemma and the Cauchy-Schwarz inequality, we obtain
∥∥∥∥(∑
j,ν
|F˜ ν,jλ,` f |2
)1/2∥∥∥∥4
L4
=
∑
ν,µ
j,k
∫ ∣∣∣∣∑
m,n
F˜ ν,j,mλ,` fF˜
µ,k,n
λ,` f
∣∣∣∣2dydt
=
∑
ν,µ
j,k
∫ ∣∣∣∣ ∑
s≤2−`λ1/2
s′≤2−`λ1/2
∑
m−m′=s
n′−n=s′
F˜ ν,j,mλ,` fF˜
µ,k,n
λ,` fF˜
ν,j,m′
λ,` fF˜
µ,k,n′
λ,` f
∣∣∣∣dydt
≤
∑
ν,µ
j,k
∫ ∣∣∣∣ ∑
s≤2−`λ1/2
s′≤2−`λ1/2
|s−s′|≤λ
∑
m−m′=s
n′−n=s′
F˜ ν,j,mλ,` fF˜
µ,k,n
λ,` fF˜
ν,j,m′
λ,` fF˜
µ,k,n′
λ,` f
∣∣∣∣dydt
+ CNλ
−N‖f‖4L4
≤ λ
∑
ν,µ
j,k
∑
s≤2−`λ1/2
∫ ∣∣∣∣ ∑
m−m′=s
n′−n=s
F˜ ν,j,mλ,` fF˜
µ,k,n
λ,` fF˜
ν,j,m′
λ,` fF˜
µ,k,n′
λ,` f
∣∣∣∣dydt
= λ
∑
ν,µ
j,k
∑
s≤2−`λ1/2
∫ ∣∣∣∣ ∑
m−m′=s
F˜ ν,j,mλ,` fF˜
ν,j,m′
λ,` f
∑
n−n′=s
F˜µ,k,nλ,` fF˜
µ,k,n′
λ,` f
∣∣∣∣dydt
≤ λ
∑
ν,µ
j,k
∫ ( ∑
s≤2−`λ1/2
∣∣∣∣ ∑
m−m′=s
F˜ ν,j,mλ,` fF˜
ν,j,m′
λ,` f
∣∣∣∣2
)1/2
×
( ∑
s≤2−`λ1/2
∣∣∣∣ ∑
n−n′=s
F˜µ,k,nλ,` fF˜
µ,k,n′
λ,` f
∣∣∣∣2
)1/2
dydt
= λε
∫ (∑
j,ν
( ∑
s≤2−`λ1/2
∣∣∣∣ ∑
n−n′=s
F˜ ν,j,nλ,` fF˜
ν,j,n′
λ,` f
∣∣∣∣2)1/2)2dydt
≤ Cλε2−`λ1/2
∫ (∑
j,ν
( ∑
s≤2−`λ1/2
∑
n−n′=s
∣∣∣∣F˜ j,ν,nλ,` fF˜ ν,j,n′λ,` f ∣∣∣∣2)1/2
)2
dydt
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≤ Cλε2−`λ1/2
∫ (∑
j,ν
(∑
n
|F˜ ν,j,nλ,` f |4
)1/2)2
dydt
≤ Cλε2−`λ1/2
∥∥∥∥(∑
j,ν,n
|F˜ ν,jλ,`,nf |2
)1/2∥∥∥∥4
L4
.
We would be done if we could prove that∥∥∥∥(∑
j,ν,n
|F˜ ν,j,nλ,` f |2
)1/2∥∥∥∥
L4
≤ Cδ−(1/2+ε2)λε1‖f‖L4 . (4.23)
Now comparing expressions of F˜ ν,j,nλ,` f and Fδλ,νfn which appeared in Section 3, we see that
they have a similar support in ξ, see Figure 8. Since all estimates after (3.5) in Section 3 are
valid under small smooth perturbations q′δ, then from now on, we can combine the idea from
Section 3 and the proof of Theorem 6.1 in [26], the L1 boundness on the kernel of the remaining
operator, Carleson’s square function estimate, and a Kakeya-type maximal estimate yield the
factor δ−(1/2+ε2)λε1 . We thus finish the proof for the more general phase function.
5 Maximal functions associated with nonisotropic dilations of
some classes of hypersurfaces in R3.
5.1 Proofs for surfaces with one non-vanishing principal curvature
5.1.1 Maximal theorem with 2a2 6= a3
In this section we give the proof for Theorem 1.6.
We can always choose non-negative functions η1, η2 ∈ C∞0 (R) so that η(x) ≤ η1(x1)η2(x2).
Since∣∣∣∣∫
R2
f(y − δt(x1, x2,Φ(x1, x2)))η(x)dx
∣∣∣∣ ≤ ∫
R2
|f |(y − δt(x1, x2,Φ(x1, x2)))η1(x1)η2(x2)dx,
then we may assume η(x) = η1(x1)η2(x2) and f ≥ 0, a1 = 1. Set (y2, y3) = y′ and (ξ2, ξ3) = ξ′.
Denote 1 + a2 + a3 by Q and (t
a2ξ2, t
a3ξ3) by δ
′
tξ
′.
Put
Atf(y) :=
∫
R2
f(y − δt(x1, x2,Φ(x1, x2)))η1(x1)η2(x2)dx.
By means of the Fourier inversion formula, we can write
Atf(y) =
1
(2pi)3
∫
R3
eiξ·y
∫
R
e−itξ1x1η1(x1)d̂µx1(δ
′
tξ
′)dx1fˆ(ξ)dξ,
where
d̂µx1(ξ
′) =
∫
R
e−i(ξ2x2+ξ3Φ(x1,x2))η2(x2)dx2. (5.1)
58 W. LI
Choose a non-negative function β ∈ C∞0 (R) such that
supp β ⊂ [1/2, 2] and
∑
j∈Z
β(2−jr) = 1 for r > 0.
Put
At,jf(y) :=
1
(2pi)3
∫
R3
eiξ·y
∫
R
e−itξ1x1η1(x1)d̂µx1(δ
′
tξ
′)dx1β(2−j |δ′tξ′|)fˆ(ξ)dξ,
and Mj is the corresponding maximal operator.
A0t f(y) : = Atf(y)−
∞∑
j=1
At,jf(y)
=
1
(2pi)3
∫
R3
eiξ·y
∫
R
e−itξ1x1η1(x1)d̂µx1(δ
′
tξ
′)dx1ρ(|δ′tξ′|)fˆ(ξ)dξ,
where ρ is supported in a neighborhood of the origin. Since
1
(2pi)3
∫
R3
eiξ·y
∫
R
e−itξ1x1η1(x1)d̂µx1(δ
′
tξ
′)dx1ρ(|δ′tξ′|)dξ
=
1
(2pi)2
∫
R
η1(x1)
∫
R2
eiξ
′·y′ d̂µx1(δ
′
tξ
′)ρ(|δ′tξ′|)dξ′δ0(y1 − tx1)dx1
=
1
(2pi)2
1
t
η1(
y1
t
)
∫
R2
eiξ
′·y′ d̂µ y1
t
(δ′tξ
′)ρ(|δ′tξ′|)dξ′
=
1
(2pi)2
t−Qη1(
y1
t
)
∫
R2
eiδ
′
t−1ξ
′·y′ d̂µ y1
t
(ξ′)ρ(|ξ′|)dξ′,
then A0t f(y) = t
−Qf ∗K(t−1y1, t−a2y2, t−a3y3) = f ∗Kδt−1 (y), where
K(y) =
1
(2pi)2
η1(y1)
∫
R2
eiξ
′·y′ d̂µy1(ξ
′)ρ(|ξ′|)dξ′.
Since Φ satisfies (1.7) and y1 ∈ supp η1, for N ∈ N and multi-index α with |α| = N , then
Theorem 2.2 implies that
|Dαξ′ d̂µy1(ξ′)| ≤ C ′N (1 + |ξ′|)−1/2. (5.2)
By integration by parts in ξ′, we get
|K(y)| ≤ C ′′N
1
(1 + |y1|)N
1
(1 + |y′|)N
∫
R2
∣∣∣Dαξ′ (d̂µy1(ξ′)ρ(|ξ′|))∣∣∣ dξ′
≤ CN
3∏
i=1
1
(1 + |yi|)N .
Now we choose N sufficiently large, then
sup
t>0
|A0t f(y)| ≤ CNMf(y), (5.3)
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where M is the non-isotropic Hardy-Littlewood maximal operator defined by
Mf(y) := sup
t>0
1
|B(y, t)|
∫
B(y,t)
f(x)dx, (5.4)
where B(y, t) = {x : |y − x|δ < t} and |x|δ = max3i=1 |xi|1/ai .
So it suffices to prove that
‖Mjf‖Lp ≤ Cp2−j(p)‖f‖Lp , j ≥ 1, 2 < p <∞, some (p) > 0. (5.5)
Since At,j is localized to frequencies |δtξ| ≈ 2j , we can employ Lemma 2.4 in a similar way as
in Section 2.2 to prove that
‖Mj‖Lp→Lp . ‖Mj,loc‖Lp→Lp ,
where Mj,locf(y) := supt∈[1,2] |At,jf(y)|.
Indeed, for fixed j ≥ 1 and all ` ∈ Z, let 4j` be Littlewood-Paley operator in R2 defined
by 4̂j`f(ξ) = β˜(2−j |δ′2`ξ′|)fˆ(ξ), where β˜ ∈ C∞0 (R) is nonnegative and satisfies β(|δ′tξ′|) =
β(|δ′tξ′|)β˜(|ξ′|). Mjf(y) is equal to
sup
`∈Z
sup
t∈[1,2]
∣∣∣∣∫
R3
eiξ·y
∫
R
e−i2
`tξ1x1η1(x1)d̂µx1(δ
′
2`tξ
′)dx1β(2−j |δ′2`tξ′|)β˜(2−j |δ′2`ξ′|)fˆ(ξ)dξ
∣∣∣∣
=
(∑
`∈Z
sup
t∈[1,2]
∣∣∣∣∫
R3
eiξ·y
∫
R
e−i2
`tξ1x1η1(x1)d̂µx1(δ
′
2`tξ
′)dx1β(2−j |δ′2`tξ′|)4̂j`f(ξ)dξ
∣∣∣∣p)1/p
=
(∑
`∈Z
sup
t∈[1,2]
∣∣∣∣2−`Q ∫
R3
eiξ·δ2−`y
∫
R
e−itξ1x1η1(x1)d̂µx1(δ
′
tξ
′)dx1β(2−j |δ′tξ′|)
× 4̂j`f(δ2−`ξ)dξ
∣∣∣∣p)1/p
=
(∑
`∈Z
∣∣∣∣Mj,loc(4j`f ◦ δ2`)(δ2−`y)∣∣∣∣p)1/p.
Since p > 2, then Lemma 2.4 implies that
‖Mjf(y)‖pLp =
∑
`∈Z
∫
R3
∣∣∣∣Mj,loc(4j`f ◦ δ2`)(δ2−`y)∣∣∣∣pdy
=
∑
`∈Z
2`Q
∥∥∥∥Mj,loc(4j`f ◦ δ2`)∥∥∥∥p
Lp
≤ ‖Mj,loc‖pLp→Lp
∑
`∈Z
2`Q
∫
R3
| 4j` f(δ2`y)|pdy
= ‖Mj,loc‖pLp→Lp
∑
`∈Z
∫
R3
| 4j` f(y)|pdy
≤ ‖Mj,loc‖pLp→Lp
∫
R
∫
R2
(∑
`∈Z
| 4j` f(y)|2
)p/2
dy
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= ‖Mj,loc‖pLp→Lp
∥∥∥∥∥
∥∥∥∥(∑
`∈Z
| 4j` f(y)|2
)1/2∥∥∥∥
Lp(R2)
∥∥∥∥∥
p
Lp(R)
≤ Cp‖Mj,loc‖pLp→Lp‖f‖Lp(R3).
For fixed t ∈ [1, 2], let us estimate d̂µx1(δ′tξ′).
Set
s := s(ξ′, t) = − t
a2ξ2
ta3ξ3
, for ξ3 6= 0, (5.6)
and
Ψ(x1, x2, s) := −sx2 + Φ(x1, x2). (5.7)
We observe that
∂2Ψ(0, 0, 0) = 0 and ∂
2
2Ψ(0, 0, 0) 6= 0, (5.8)
since Φ satisfies the condition (1.7). The implicit function theorem implies that there must be
a smooth solution x2 = ψ(x1, s) to the equation
∂2Φ(x1, x2) = s, (5.9)
where x1 and s are enough small. Here if t ∈ [12 , 4], we can choose x1 and s sufficiently small
such that
∂2Φ(
x1
t
, ψ(
x1
t
, s)) = s. (5.10)
For above sufficiently small x1, a standard application of the method of stationary phase in
x2 yields that
d̂µx1(δ
′
tξ
′) = e−it
a3ξ3Ψ˜(x1,s)χx1(t
a2ξ2/t
a3ξ3)
(1 + |δ′tξ′|)1/2
Ax1(δ
′
tξ
′) +Bx1(δ
′
tξ
′),
where Ψ˜(x1, s) := Ψ(x1, ψ(x1, s), s) and χx1 is a smooth function supported on the set {z : |z| <
x1}, where x1 can be controlled by a small positive constant independent on x1. Moreover,
ta3ξ3Ψ˜(x1, s) is a smooth function which is homogeneous of degree one in ξ
′. Meanwhile, Ax1 is
a symbol of order zero such that
|Dαξ′Ax1(ξ′)| ≤ Cα(1 + |ξ′|)−|α|, (5.11)
where α is a multi-index and Cα are admissible constants. Bx1 is a smooth function and satisfies
|Dαξ′Bx1(ξ′)| ≤ Cα,N (1 + |ξ′|)−N , (5.12)
again with admissible constants Cα,N and N ∈ N.
For fixed t ∈ [1, 2],
A0t,jf(y) : =
1
(2pi)3
∫
R3
eiξ·y
∫
R
e−itξ1x1η1(x1)Bx1(δ
′
tξ
′)dx1β(2−j |δ′tξ′|)fˆ(ξ)dξ
= F−1
{∫
R3
eiξ·y
(∫
R
e−itξ1x1η1(x1)Bx1(δ
′
tξ
′)dx1
)
β(2−j |δ′tξ′|)
}
∗f(y),
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and
F−1
{∫
R3
eiξ·y
(∫
R
e−itξ1x1η1(x1)Bx1(δ
′
tξ
′)dx1
)
β(2−j |δ′tξ′|)
}
(y)
=
1
(2pi)2
∫
R2
eiξ
′·y′
∫
R
η1(x1)Bx1(δ
′
tξ
′)δ0(y1 − tx1)dx1β(2−j |δ′tξ′|)dξ′
=
1
(2pi)2
t−Qη1(
y1
t
)
∫
R2
eiξ
′·δ′
t−1y
′
By1/t(ξ
′)β(2−j |ξ′|)dξ′
= K˜δt−1 (y),
where K˜(y) = 1
(2pi)2
η1(y1)
∫
R2 e
iξ′·y′By1(ξ′)β(2−j |ξ′|)dξ′. By (5.12) and the support of β, it is
easy to get
|K˜(y)| ≤ CN2−jN
3∏
i=1
1
(1 + |yi|)N ,
and
sup
t∈[1,2]
|A0t,jf(y)| ≤ CN2−jNMf(y), (5.13)
where M denotes the Hardy-Littlewood maximal operator defined by (5.4).
Put
A1t,jf(y) :=
1
(2pi)3
∫
R3
eiξ·y
∫
R
e−itξ1x1η1(x1)e−it
a3ξ3Ψ˜(x1,s)Ex1(δ
′
tξ
′)dx1β(2−j |δ′tξ′|)fˆ(ξ)dξ
where
Ex1(δ
′
tξ
′) :=
χx1(t
a2ξ2/t
a3ξ3)
(1 + |δ′tξ′|)1/2
Ax1(δ
′
tξ
′),
and denote by M1j,loc the corresponding maximal operator. It remains to prove that
‖M1j,locf‖Lp ≤ Cp2−j(p)‖f‖Lp , j ≥ 1, 2 < p <∞, some (p) > 0. (5.14)
‖M1j,locf‖Lp =
∥∥∥∥ sup
t∈[1,2]
1
(2pi)2
∣∣∣∣∫
R
η1(x1)
∫
R2
ei(ξ
′·y′−ta3ξ3Ψ˜(x1,s))Ex1(δ
′
tξ
′)
× β(2−j |δ′tξ′|)f(y1 − tx1, ξ̂′)dξ′dx1
∣∣∣∣∥∥∥∥
Lp(dy)
≤ C
∥∥∥∥ sup
t∈[1,2]
∣∣∣∣∫
R
η1(
x1
t
)
∫
R2
ei(ξ
′·y′−ta3ξ3Ψ˜(x1t ,s))Ex1/t(δ
′
tξ
′)
× β(2−j |δ′tξ′|)f(y1 − x1, ξ̂′)dξ′dx1
∣∣∣∣∥∥∥∥
Lp(dy)
= C
∥∥∥∥ sup
t∈[1,2]
|A˜1t,jf |
∥∥∥∥
Lp(dy)
= C‖M˜1j,locf‖Lp ,
where
A˜1t,jf(y) :=
∫
R
η1(
x1
t
)
∫
R2
ei(ξ
′·y′−ta3ξ3Ψ˜(x1t ,s))Ex1/t(δ
′
tξ
′)β(2−j |δ′tξ′|)f(y1 − x1, ξ̂′)dξ′dx1, (5.15)
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and
M˜1j,locf(y) := sup
t∈[1,2]
|A˜1t,jf(y)|. (5.16)
Set
Qx1(y
′, t, ξ′) = ξ′ · y′ − ta3ξ3Ψ˜(x1
t
, s). (5.17)
Choose a bump function ρ˜ ∈ C∞0 (R) supported in [1/2, 4] such that ρ˜(t) = 1 if 1 ≤ t ≤ 2. By
Lemma 2.3, we have
‖M˜1j,locf(y)‖pLp ≤ Cp
(∫
R3
∫ 4
1/2
∣∣∣ρ˜(t)A˜1t,jf(y)∣∣∣p dtdy)1/p′
×
(∫
R3
∫ 4
1/2
∣∣∣∣ ∂∂t (ρ˜(t)A˜1t,jf(y))
∣∣∣∣p dtdy)1/p.
(5.18)
Moreover, we can choose η˜1 ∈ C∞0 (R) such that η˜1 = 1 on the support of η1, then we have
∂
∂t
A˜1t,jf(y) =
∫
R
η˜1(
x1
t
)
∫
R2
eiQx1 (y
′,t,ξ′)h(t, j, x1, ξ
′)f(y1 − x1, ξ̂′)dξ′dx1,
where
h(t, j, x1, ξ
′) =
(
−t−2x1η′1(
x1
t
) +
∂
∂t
Qx1(y
′, t, ξ′)
)
Ex1/t(δ
′
tξ
′)β(2−j |δ′tξ′|)
+ η1(
x1
t
)
∂
∂t
Ex1/t(δ
′
tξ
′)β(2−j |δ′tξ′|) + η1(
x1
t
)Ex1/t(δ
′
tξ
′)
∂
∂t
β(2−j |δ′tξ′|),
and ∣∣∣∣ ∂∂tQx1(y′, t, ξ′))
∣∣∣∣ = ∣∣∣∣ξ3 ∂∂t(ta3Ψ(x1t , ψ(x1t , s), s))
∣∣∣∣ ≤ C|ξ3|,
since t ≈ 1, x1 and the support of χx1 are sufficiently small. Note that Ax1 satisfies (5.11),
then it is easy to see that ∂∂t(ρ˜(t)A˜
1
t,j) behaves like 2
jA˜1t,j . Clearly we only need to show the
Lp-boundedness of the operator A˜1t,j .
Furthermore, choose a function η0 ∈ C∞0 (R), non-negative so that for arbitrary t ∈ [1/2, 4],
η1(
x1
t ) ≤ η0(x1), then(∫
R3
∫ 4
1/2
|ρ˜(t)A˜1t,jf(y)|pdtdy
)1/p
.
∥∥∥∥∫
R
η0(x1)
∣∣∣∣ρ˜(t) ∫
R2
eiQx1 (y
′,t,ξ′)Ex1/t(δ
′
tξ
′)β(2−j |δ′tξ′|)
× f(y1 − x1, ξ̂′)dξ′
∣∣∣∣dx1∥∥∥∥
Lp([1/2,4]×R3,dtdy′dy1)
.
∥∥∥∥∥
∫
R
η0(x1)
∥∥∥∥ρ˜(t) ∫
R2
eiQx1 (y
′,t,ξ′)Ex1/t(δ
′
tξ
′)β(2−j |δ′tξ′|)
× f(y1 − x1, ξ̂′)dξ′
∥∥∥∥
Lp([1/2,4]×R2,dtdy′)
dx1
∥∥∥∥∥
Lp(R,dy1)
.
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Now for the inner norm we would apply the local smoothing estimate from Theorem 2.1,
so we should verify that Qx1(y
′, t, ξ′) satisfies the non-degeneracy condition (2.4) and the cone
condition (2.5). Apparently, the non-degeneracy condition will follow from
rank ∂2(y′,t),ξ′Qx1(y
′, t, ξ′) = rank
 1 00 1
∗ ∗
 = 2.
Since ∂22Φ(0, 0) 6= 0, we can choose U sufficiently small such that
C1|∂22Φ(0, 0)| ≥ |∂22Φ(x1, x2)| ≥ C2|∂22Φ(0, 0)|. (5.19)
Also since
∂2Φ(
x1
t
, ψ(
x1
t
, s)) = s, (5.20)
by applying ∂∂s on both sides, then we have
∂22Φ(
x1
t
, ψ(
x1
t
, s))∂2ψ(
x1
t
, s) = 1,
which implies that
∂2ψ(
x1
t
, s) =
1
∂22Φ(
x1
t , ψ(
x1
t , s))
. (5.21)
Next, we will use the fact that |ξ2|  |ξ3| ≈ |ξ′| ≈ 2j (j ≥ 1).
By the above arguments, we get
∂tQx1(y
′
0, t0, ξ
′) = ξ3
[
a2t
a2−1
0
ξ2
ξ3
ψ(
x1
t0
, s) + t0
a2 ξ2
ξ3
∂2ψ(
x1
t0
, s)(a2 − a3)t0a2−a3−1 ξ2
ξ3
+ a3t0
a3−1Φ(
x1
t0
, ψ(
x1
t0
, s)) + t0
a3∂2Φ(
x1
t0
, ψ(
x1
t0
, s))∂2ψ(
x1
t0
, s)
× (a2 − a3)t0a2−a3−1 ξ2
ξ3
+ x1R
1(x1, t0, s)
]
= ξ3
[
a2t
a2−1
0
ξ2
ξ3
ψ(
x1
t0
, s) + a3t0
a3−1Φ(
x1
t0
, ψ(
x1
t0
, s)) + x1R
1(x1, t0, s)
]
.
Furthermore, we will prove that
|∂2ξ2(∂tQx1(y′0, t0, ξ′))| ≈ 1. (5.22)
Note that ∂tQx1(y
′
0, t0, ξ
′) is homogeneous of degree one in ξ′, in addition to (5.22), then we
obtain that
rank
(
∂2
∂ξi∂ξj
)〈
∂(y′,t)Qx1(y
′
0, t0, ξ
′), θ
〉
= 1, i, j = 2, 3, (5.23)
where ±θ are the unique directions for which ∇ξ′〈∂(y′,t)Qx1(y′0, t0, ξ′), θ〉 = 0. This implies the
cone condition (2.5).
Now, let us turn to prove (5.22). Since x1 is sufficiently small,
∣∣∣( ∂∂ξ2)αR1(x1, t0, s)∣∣∣, α ≤ 2 is
a remainder term. So we only consider∣∣∣∣ ∂2∂ξ22
(
a2t
a2−1
0
ξ2
ξ3
ψ(
x1
t0
, s) + a3t0
a3−1Φ(
x1
t0
, ψ(
x1
t0
, s))
)∣∣∣∣≈ 1. (5.24)
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∂
∂ξ2
(
a2t
a2−1
0
ξ2
ξ3
ψ(
x1
t0
, s) + a3t0
a3−1Φ(
x1
t0
, ψ(
x1
t0
, s))
)
= a2t
a2−1
0
1
ξ3
ψ(
x1
t0
, s)− a2ta2−10
ξ2
ξ3
∂2ψ(
x1
t0
, s)t0
a2−a3 1
ξ3
− a3t0a3−1∂2Φ(x1
t0
, ψ(
x
t0
, s))∂2ψ(
x
t0
, s)t0
a2−a3 1
ξ3
+ x1R
2(x1, t0, s)
= ta2−10
1
ξ3
(
a2ψ(
x1
t0
, s) + (a3 − a2)ta2−a30
ξ2
ξ3
∂2ψ(
x1
t0
, s) + x1R
2(x1, t0, s)
)
.
By the same reason as before, we only estimate
∂2
∂ξ22
(
a2ψ(
x1
t0
, s) + (a3 − a2)ta2−a30
ξ2
ξ3
∂2ψ(
x1
t0
, s)
)
= −a2∂2ψ(x1
t0
, s)t0
a2−a3 1
ξ3
+ (a3 − a2)ta2−a30
1
ξ3
∂2ψ(
x1
t0
, s)− (a3 − a2)ta2−a30
ξ2
ξ3
× ∂22ψ(
x1
t0
, s)ta2−a30
1
ξ3
= t0
a2−a3 1
ξ3
(
(a3 − 2a2)∂2ψ(x1
t0
, s) + (a2 − a3)ta2−a30
ξ2
ξ3
∂22ψ(
x1
t0
, s)
)
.
(5.21) and (5.19) imply that ∂2ψ(
x1
t0
, s) ≥ 1
C1|Φ2(0,0)| 6= 0. Moreover, since 2a2 6= a3 and
|ξ2|  |ξ3|, then |(a3 − 2a2)∂2ψ(x1t0 , s)| ≈ 1 and |(a2 − a3)t
a2−a3
0
ξ2
ξ3
∂22ψ(
x1
t0
, s)|  1. We finish the
proof of (5.24) and (5.22).
Hence we can apply Theorem 2.1 for µ = −1/2, and obtain(∫
R3
∫ 4
1/2
|ρ˜(t)A˜1t,jf(y)|pdtdy
)1/p
≤ Cp2−j(1/p+(p))
∥∥∥∥∫
R
η0(x1)‖f(y1 − x1, y′)‖Lp(R2,dy′)dx1
∥∥∥∥
Lp(R,dy1)
≤ Cp2−j(1/p+(p))‖f‖Lp‖η0‖L1 ,
and thus by (5.18), we get
‖M˜1j,locf(y)‖pLp
≤ Cp
(
2−j(1/p+(p))‖f‖Lp‖η0‖L1
)p−1(
2−j(−1+1/p+(p))‖f‖Lp‖η0‖L1
)
= Cp2
−jp(p)‖f‖pLp‖η0‖pL1 .
Now we have finished the proof of Theorem 1.6.
5.1.2 Maximal theorem with 2a2 = a3
In this section, we will prove Theorem 1.7.
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First we may assume η(x) = η1(x1)η2(x2) with non-negative functions η1, η2 ∈ C∞0 (R), and
f ≥ 0, a2 = 1, a3 = 2. Let (y2, y3) = y′ and (ξ2, ξ3) = ξ′. Denote a1 + 3 by Q and (tξ2, t2ξ3) by
δ˜tξ
′. We choose B > 0 very small and ρ˜ ∈ C∞0 (R) such that supp ρ˜ ⊂ {x ∈ R : B/2 ≤ |x| ≤ 2B}
and
∑
k ρ˜(2
kx) = 1.
Put
Atf(y) :=
∫
R2
f(y1 − ta1x1, y2 − tx2, y3 − t2x22φ(x2))η(x)dx =
∑
k
A˜kt f(y),
where A˜kt f(y) =
∫
R2 f(y1 − ta1x1, y2 − tx2, y3 − t2x22φ(x2))η1(x1)η2(x2)ρ˜(2kx2)dx.
Define the isometric operator T on Lp(R3) by
Tf(x1, x2, x3) = 2
3k/pf(x1, 2
kx2, 2
2kx3).
One can easily compute that
T−1A˜kt Tf(y) = 2
−k
∫
R2
f(y1 − ta1x1, y2 − tx2, y3 − t2x22φ(
x2
2k
))η1(x1)η2(
x2
2k
)ρ(x2)dx.
It suffices to prove the following estimate∑
k
2−k‖ sup
t>0
|Akt |‖Lp→Lp ≤ Cp, p > 2,
where
Akt f(y) :=
∫
R2
f(y1 − ta1x1, y2 − tx2, y3 − t2x22φ(
x2
2k
))η1(x1)η2(
x2
2k
)ρ(x2)dx. (5.25)
By means of the Fourier inversion formula, we can write
Akt f(y) =
1
(2pi)3
∫
R3
eiξ·yη̂1(ta1ξ1)d̂µk,m(δ˜tξ′)fˆ(ξ)dξ,
where
d̂µk,m(δ˜tξ
′) =
∫
R
e
−i(tξ2x2+t2ξ3x22φ(x22k ))ρ˜(x2)η2(2−kx2)dx2.
Choose a non-negative function β ∈ C∞0 (R) such that
supp β ⊂ [1/2, 2] and
∑
j∈Z
β(2−jr) = 1 for r > 0.
and set
Akt,jf(y) :=
1
(2pi)3
∫
R3
eiξ·yη̂1(ta1ξ1)d̂µk,m(δ˜tξ′)β(2−j |δ˜tξ′|)fˆ(ξ)dξ, (5.26)
and denote by Mkj the corresponding maximal operator.
From the proof of inequality (5.3), it is easy to see that the supremum of the absolute value
of the difference between Akt f(y) and
∑∞
j=1A
k
t,jf(y) is dominated by the Hardy-Littlewood
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maximal function Mf(y) defined by (5.4). It remains to consider the Lp-boundedness (2 < p <
∞) of the maximal operator Mkj for j ≥ 1.
Since Akt,j is localized to frequencies |δ˜tξ′| ≈ 2j , combining the method of Section 5.1.1 and
Lemma 2.4, then we will have
‖Mkj ‖Lp→Lp . ‖Mkj,loc‖Lp→Lp ,
where Mkj,locf(y) := supt∈[1,2] |Akt,jf(y)|.
For fixed t ∈ [1, 2], let us estimate d̂µk,m(δ˜tξ′).
Set
δ := 2−k, s := s(ξ′, t) = − ξ2
tξ3
, for ξ3 6= 0, (5.27)
Φ(s, x2, δ) := −sx2 + x22φ(δx2). (5.28)
A similar argument as in Section 5.1.1 and Section 2.2.2 shows that we can reduce to consid-
ering for j ≥ 1, the Lp-boundedness of the operator A˜kt,j given by
A˜kt,jf(y) :=
∫
R
η1(
x1
ta1
)
∫
R2
ei(ξ
′·y′−t2ξ3Φ˜(s,δ))χk,m(
ξ2
tξ3
)
Ak,m(δ˜tξ
′)
(1 + |δ˜tξ′|)1/2
β(2−j |δ˜tξ′|)
× f(y1 − x1, ξ̂′)dξ′dx1,
where Φ˜(s, δ) := Φ(s, q˜(s, δ), δ) and x2 = q˜(s, δ) is the solution of the equation
∂2Φ(s, x2, δ) = 0 and smoothly converges to the solution q˜(s, 0) = s of the equation ∂2Φ(s, x, 0) =
0 if we assume φ(0) = 1/2. The phase function can be written as
− t2ξ3Φ˜(s, δ) := ξ
2
2
2ξ3
+ (−1)m+1δmφ
(m)(0)
m!
ξm+22
tmξm+13
+R(t, ξ′, δ), (5.29)
which is homogeneous of degree one and can be considered as a small perturbation of
ξ22
2ξ3
+
(−1)m+1δmφ(m)(0)m!
ξm+22
tmξm+13
. χk,m is a smooth function supported in the interval [ck,m, c˜k,m], for
certain non-zero constants ck,m and c˜k,m dependent only on k and m. Ak,m is a symbol of order
zero and {Ak,m(δ˜tξ′)}k is contained in a bounded subset of symbols of order zero. Denote by
M˜kj,loc the corresponding maximal operator.
Following the argument of (2.41), we can choose a bump function ρ1 ∈ C∞0 (R2 × [1/2, 4]), by
Lemma 2.3, we have
‖M˜kj,locf‖pLp ≤ Cp
(∫
R3
∫ 4
1/2
|ρ1(y′, t)A˜kt,jf(y)|pdtdy
)1/p′
×
(∫
R3
∫ 4
1/2
| ∂
∂t
(ρ1(y
′, t)A˜kt,jf(y))|pdtdy
)1/p
.
(5.30)
Moreover, we choose a non-negative function η˜1 ∈ C∞0 (R) such that η1 = 1 on the support of
η1, then
∂
∂t
(
A˜kt,jf(y)
)
=
∫
R
η˜1(
x1
t
)
∫
R2
ei(ξ
′·y′−t2ξ3Φ˜(s,δ))hk,m(y, t, j, ξ′)f(y1 − x1, ξ̂′)dξ′dx1,
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where
hk,m(y, t, j, ξ
′) =
(
∂
∂t
ρ1(y
′, t)η1(
x1
t
)− ρ1(y′, t)x1
t2
η′1(
x1
t
)− ρ1(y′, t)η1(x1
t
)
∂
∂t
(t2ξ3Φ˜(s, δ))
)
× χk,m( ξ2
tξ3
)
Ak,m(δ˜tξ
′)
(1 + |δ˜tξ′|)1/2
β(2−j |δ˜tξ′|)
− ρ1(y′, t)η1(x1
t
)
ξ2
t2ξ3
χ′k,m(
ξ2
tξ3
)
Ak,m(δ˜tξ
′)
(1 + |δ˜tξ′|)1/2
β(2−j |δ˜tξ′|)
+ ρ1(y
′, t)η1(
x1
t
)χk,m(
ξ2
tξ3
)
∂
∂t
(
Ak,m(δ˜tξ
′)
(1 + |δ˜tξ′|)1/2
)
β(2−j |δ˜tξ′|)
+ ρ1(y
′, t)η1(
x1
t
)χk,m(
ξ2
tξ3
)
Ak,m(δ˜tξ
′)
(1 + |δ˜tξ′|)1/2
∂
∂t
(
β(2−j |δ˜tξ′|)
)
.
Since t ≈ 1, x1 and support of χk,m are sufficiently small, by (5.29), then |t2ξ3Φ˜(s, δ)| ≈ 2jδm.
Moreover, {Ak,m(δ˜tξ′)}k is contained in a bounded subset of symbols of order zero, so we obtain
|hk,m(y, t, j, ξ′)| . 2j/2δm + 2−j/2. (5.31)
Now it is easy to see that (2j/2δm + 2−j/2)−1 ∂∂t(ρ1(y
′, t)A˜kt,jf) behaves like 2
j/2A˜kt,jf . It is
sufficient to estimate ‖ρ1(y′, t)A˜kt,jf(y)‖Lp(R3×[1/2,4],dtdy).
Furthermore, choosing a function η0 ∈ C∞0 (R), non-negative, such that for arbitrary t ∈ [1, 2],
a1 > 0, η1(
x1
ta1 ) ≤ η0(x1), we get∣∣∣∣∣
∫
R
η1(
x1
ta1
)
∫
R2
ei(ξ
′·y′−t2ξ3Φ˜(s,δ))χk,m(
ξ2
tξ3
)
Ak,m(δ˜tξ
′)
(1 + |δ˜tξ′|)1/2
β(2−j |δ˜tξ′|)f(y1 − x1, ξ̂′)dξ′dx1
∣∣∣∣∣
≤
∫
R
η0(x1)
∣∣∣∣∫
R2
ei(ξ
′·y′−t2ξ3Φ˜(s,δ))χk,m(
ξ2
tξ3
)
Ak,m(δ˜tξ
′)
(1 + |δ˜tξ′|)1/2
β(2−j |δ˜tξ′|)f(y1 − x1, ξ̂′)dξ′
∣∣∣∣dx1.
In order to apply the regularity estimate Lemma 2.11 for j ≤ 9km and the local smoothing
estimate Theorem 2.12 for j > 9km of the Fourier integral operators not satisfying the ”cinematic
curvature condition” uniformly, we freeze x1, in fact, by Minkowski’s and Young’s inequalities,
we have
‖ρ1(y′, t)A˜kt,jf(y)‖Lp(R3×[1/2,4],dtdy)
≤ C
(∫
R3
∫ (
ρ1(y
′, t)
∫
R
η0(x1)
∣∣∣∣∫
R2
ei(ξ
′·y′−t2ξ3Φ˜(s,δ))χk,m(
ξ2
tξ3
)
Ak,m(δ˜tξ
′)
(1 + |δ˜tξ′|)1/2
β(2−j |δ˜tξ′|)
× f(y1 − x1, ξ̂′)dξ′
∣∣∣∣dx1)pdtdy
)1/p
≤ C
∥∥∥∥∥
∫
R
η0(x1)
∥∥∥∥ρ1(y′, t) ∫
R2
ei(ξ
′·y′−t2ξ3Φ˜(s,δ))χk,m(
ξ2
tξ3
)
Ak,m(δ˜tξ
′)
(1 + |δ˜tξ′|)1/2
β(2−j |δ˜tξ′|)
× f(y1 − x1, ξ̂′)dξ′
∥∥∥∥
Lp(R2×[ 1
2
,4],dtdy′)
dx1
∥∥∥∥∥
Lp(R,dy1)
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≤ C‖η0‖L1
∥∥∥∥∥
∥∥∥∥ρ1(y′, t) ∫
R2
ei(ξ
′·y′−t2ξ3Φ˜(s,δ))χk,m(
ξ2
tξ3
)
Ak,m(δ˜tξ
′)
(1 + |δ˜tξ′|)1/2
β(2−j |δ˜tξ′|)
× f(y1, ξ̂′)dξ′
∥∥∥∥
Lp(R2×[ 1
2
,4],dtdy′)
∥∥∥∥∥
Lp(R,dy1)
.
Finally, together with the arguments from Section 2.2.2, we finish the proof.
5.2 Proofs for surfaces of finite type
5.2.1 Maximal function theorem with da2 6= a3
Theorem 1.8 will be proved in this section.
First we assume η(x) = η1(x1)η2(x2) with non-negative functions η1, η2 ∈ C∞0 (R) and f ≥ 0,
a1 = 1. Let (y2, y3) = y
′ and (ξ2, ξ3) = ξ′. Denote (ta2ξ2, ta3ξ3) by δ′tξ′. We choose B > 0 very
small and ρ˜ ∈ C∞0 (R) such that supp ρ˜ ⊂ {x ∈ R : B/2 ≤ |x| ≤ 2B} and
∑
k ρ˜(2
kx) = 1.
Put
Atf(y) :=
∫
R2
f(y1 − tx1, y2 − ta2x2, y3 − ta3xd2Φ(x))η(x)dx :=
∑
k
A˜kt f(y),
where A˜kt f(y) :=
∫
R2 f(y1 − tx1, y2 − ta2x2, y3 − ta3xd2Φ(x))η(x)ρ˜(2kx2)dx.
Define the isometric operator on Lp(R3) by
Tf(x1, x2, x3) = 2
k(d+1)/pf(x1, 2
kx2, 2
dkx3).
By the arguments in Section 5.1.1, it suffices to prove the following inequality∑
k
2−k‖ sup
t>0
|Akt |‖Lp→Lp ≤ Cp,
where
Akt f(y) =
∫
R2
f(y1 − tx1, y2 − ta2x2, y3 − ta3xd2Φ(x1,
x2
2k
))η1(x1)η2(2
−kx2)ρ˜(x2)dx. (5.32)
By means of the Fourier inversion formula, we can write
Akt f(y) =
1
(2pi)3
∫
R3
eiξ·y
∫
R
e−itξ1x1η1(x1) ̂dµk,x1,d(δ
′
tξ
′)dx1fˆ(ξ)dξ,
where
̂dµk,x1,d(δ
′
tξ
′) =
∫
R
e
−i(ta2ξ2x2+ta3ξ3xd2Φ(x1,x22k ))ρ˜(x2)η2(2−kx2)dx2.
Choose a non-negative function β ∈ C∞0 (R) such that
supp β ⊂ [1/2, 2] and
∑
j∈Z
β(2−jr) = 1 for r > 0.
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Define
Akt,jf(y) :=
1
(2pi)3
∫
R3
eiξ·y
∫
R
e−itξ1x1η1(x1) ̂dµk,x1,d(δ
′
tξ
′)dx1β(2−j |δ′tξ′|)fˆ(ξ)dξ,
and denote by Mkj the corresponding maximal operator.
From the arguments of Section 5.1.1, we see that supt>0
∣∣∣∑∞j≤0Akt,jf(y)∣∣∣ can be dominated by
the Hardy-Littlewood maximal function Mf(y) defined by (5.4), then it suffices to prove that
‖Mkj ‖Lp→Lp ≤ Cp2−j(p), j ≥ 1, 2 < p <∞, some (p) > 0. (5.33)
Since Akt,j is localized to frequencies |δ′tξ′| ≈ 2j , we can still use Lemma 2.4 to prove that
‖Mkj ‖Lp→Lp . ‖Mkj,loc‖Lp→Lp ,
where Mkj,locf(y) := supt∈[1,2] |Akt,jf(y)|.
For fixed t ∈ [1, 2], let us estimate ̂dµk,x1,d(δ′tξ′).
Set
δ := 2−k, s := s(ξ′, t) = − t
a2ξ2
ta3ξ3
, for ξ3 6= 0, (5.34)
and
Ψ(x1, x2, s, δ) := −sx2 + Φk(x1, x2), (5.35)
where Φk(x1, x2) := x
d
2Φ(x1, δx2).
Since x2 ≈ 1 here, in addition to Φ(0, 0) 6= 0, then we can reduce our proof to the case d = 2.
So from now on we can proceed similarly as in Section 5.1.1.
This finishes the proof of Theorem 1.8.
5.2.2 Maximal theorem with da2 = a3
Combining the proofs of Section 5.1.2 and Section 2.3, it is easy to get Theorem 1.9. We omit
the details here.
5.3 Proofs for surfaces not passing through the origin
(i) We will show the proof of Theorem 1.10, where da2 6= a3.
Following the proof of Section 5.2.1, we only modify some places.
Define
Akt,jf(y) :=
1
(2pi)3
∫
R3
ei〈ξ,(y1,y2,y3−t
a32dk)〉
∫
R
e−itξ1x1η1(x1) ̂dµk,x1,d(δ
′
tξ
′)dx1
× β(2−j |δ′tξ′|)fˆ(ξ)dξ.
(5.36)
Set Ak,0t f(y) :=
∑∞
j≤0A
k
t,jf(y) and M
k,0f(y) := supt>0 |Ak,0t f(y)|. It is easy to see that
Ak,0t f(y) = f ∗Kσδt−1 (y), (5.37)
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where σ = (0, 0, 2dk) and Kσδt−1
(y) = t−QKσ(t−1y1, t−a2y2, t−a3y3) and Kσ is the translate
Kσ(y) = K(y − σ). (5.38)
Indeed, since
1
(2pi)3
∫
R3
ei〈ξ,(y1,y2,y3−t
a32dk)〉
∫
R
e−itξ1x1η1(x1) ̂dµk,x1,d(δ
′
tξ
′)dx1ρ(|δ′tξ′|)dξ
=
1
(2pi)2
∫
R
η1(x1)
∫
R2
ei〈ξ
′,(y2,y3−ta32dk)〉 ̂dµk,x1,d(δ
′
tξ
′)ρ(|δ′tξ′|)dξ′δ0(y1 − tx1)dx1
=
1
(2pi)2
1
t
η1(
y1
t
)
∫
R2
ei〈ξ
′,(y2,y3−ta32dk)〉 ̂dµk, y1
t
,d(δ
′
tξ
′)ρ(|δ′tξ′|)dξ′
=
1
(2pi)2
t−Qη1(
y1
t
)
∫
R2
ei〈ξ
′,δ′
t−1y
′−(0,2dk)〉 ̂dµk, y1
t
,d(ξ
′)ρ(|ξ′|)dξ′
= Kσδt−1
(y),
then
K(y) :=
1
(2pi)2
η1(y1)
∫
R2
eiξ
′·y′ d̂µk,y1,d(ξ
′)ρ(|ξ′|)dξ′,
and by integration by parts,
|K(y)| ≤ CN (1 + |y|)−N , N ∈ N. (5.39)
Now, we choose N large enough, (5.38) and (5.39) show that
‖Mk,0‖L∞→L∞ ≤ C, (5.40)
with a constant C which does not depend on σ. Moreover, scaling by the factor 2−kd in the
direction of the vector σ, we see that
‖Mk,0‖L1→L1,∞ ≤ C2kd, (5.41)
since we can compare with 2kdM , where M is the Hardy-Littlewood maximal operator defined
by (5.4).
Finally, by interpolation between (5.40) and (5.41), we obtain that
‖Mk,0‖Lp→Lp ≤ C2kd/p, p > 1. (5.42)
Then p > d implies that
∑
k 2
−k‖Mk,0‖Lp→Lp ≤ C
∑
k 2
k(d/p−1) . 1.
Hence, it suffices to prove that
‖Mkj ‖Lp→Lp ≤ Cp2−j(p)2kd/p, j ≥ 1, d < p <∞, some (p) > 0,
where Mkj f(y) := supt>0 |Akt,jf(y)|.
Since Akt,j is localized to frequencies |δ′tξ′| ≈ 2j , we still use Lemma 2.4 to prove that
‖Mkj ‖Lp→Lp . ‖Mkj,loc‖Lp→Lp ,
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where Mkj,locf(y) := supt∈[1,2] |Akt,jf(y)|.
Furthermore, a standard application of the method of stationary phase requires us to show
the Lp-boundedness of the operator M˜k,1j,loc given by
M˜k,1j,locf(y) := sup
t∈[1,2]
|A˜k,1t,j f(y)|
= sup
t∈[1,2]
∣∣∣∣∫
R
η1(
x1
t
)
∫
R2
eiQk,x1,d(y
′,t,ξ′)Ek,x1/t,d(δ
′
tξ
′)dx1
× β(2−j |δ′tξ′|)f(y1 − x1, ξ̂′)dξ′dx1
∣∣∣∣,
(5.43)
where
Qk,x1,d(y
′, t, ξ′) := 〈ξ′, (y2, y3 − ta32dk)〉 − ta3ξ3Ψ˜(x1
t
, s, δ), (5.44)
Ψ˜(
x1
t
, s, δ) := Ψ(
x1
t
, ψ(
x1
t
, s, δ), s, δ), (5.45)
and
Ψ(x1, x2, s, δ) := −sx2 + xd2Φ(x1, δx2). (5.46)
By Lemma 2.3, we have
‖M˜k,1j,locf‖pLp ≤ Cp
(∫
R3
|ρ(t)A˜k,1t,j f(y)|p
)1/p′(∫
R3
| ∂
∂t
(ρ(t)A˜k,1t,j f(y))|p
)1/p
.
Since∣∣∣∣ ∂∂tQk,x1,d(y′, t, ξ′))
∣∣∣∣ = ∣∣∣∣−a3ta3−1ξ32kd + ξ3 ∂∂t(ta3Ψ˜(x1t , s, δ))
∣∣∣∣ ≤ C2kd|ξ3| ≈ 2dk2j ,
then ∂∂t(ρ(t)A˜
k,1
t,j ) behaves like 2
kd2jA˜k,1t,j . Clearly we only consider the L
p-estimate for the
operator A˜k,1t,j .
The same estimates will follow from the proof of Section 5.2.1, by the assumption p > d,
finally we obtain∑
k
2−k
∑
j
‖M˜k,1j,loc‖Lp→Lp
≤ Cp
∑
k
2−k
∑
j
(
2−j(1/p+(p))‖η0‖L1
)(p−1)/p(
2kd2−j(−1+1/p+(p))‖η0‖L1
)1/p
= Cp
∑
k
2−k(1−d/p)
∑
j
2−jp(p)‖η0‖L1 ≤ Cp.
We have finished the proof of Theorem 1.10.
(ii) Theorem 1.11 will follow from the argument of Section 5.2.2 and (i), here we assume that
a2 = 1, a3 = d and 1 ≤ m <∞. We just give main steps to clarify the proof.
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Let φ(0) = 1/d, s = − ξ2
td−1ξ3
and Φ˜(s, δ) := Φ(s, q˜(s, δ), δ). Standard application of the
method of stationary phase requires us to show for j > 0, the Lp-boundedness of the operator
M˜k,1j,loc given by
M˜k,1j,locf(y) := sup
t∈[1,2]
|A˜k,1t,j f(y)|
= sup
t∈[1,2]
∣∣∣∣∫
R
η1(
x1
ta1
)
∫
R2
ei〈ξ
′,(y2,y3−td2kd)〉−tdξ3Φ˜(s,δ)Ek,d,m(δ′tξ
′)
× β(2−j |δ′tξ′|)f(y1 − x1, ξ̂′)dξ′dx1
∣∣∣∣,
(5.47)
where
−tdξ3Φ˜(s, δ) = −tdξ3Φ(s, q˜(s, δ), δ)
=
(
1
d
d
d−1
− 1
d
1
d−1
)(
−dξ
d
2
ξ3
) 1
d−1
−δ
mφ(m)(0)
tmm!
(
− ξ2
ξ
m+1
m+d
3
) d+m
d−1
+R(t, ξ′, δ, d),
where R(t, ξ, δ, d) is homogeneous of degree one in ξ and has at least m+ 1 power of δ.
The similar argument with (2.41) allows us to choose ρ1 ∈ C∞0 (R2 × [1/2, 4]), by Lemma 2.3,
we have
‖M˜k,1j,locf‖pLp ≤ Cp
(∫ 3
R
∫ 4
1/2
∣∣∣∣ρ1(y′, t)A˜k,1t,j f(y)∣∣∣∣pdtdy)1/p′
×
(∫ 3
R
∫ 4
1/2
| ∂
∂t
(ρ1(y
′, t)A˜k,1t,j f(y))
∣∣∣∣pdtdy)1/p′ .
Since
∂
∂t
(ρ1(y
′, t)A˜k,1t,j f(y)) =
∫
R2
ei(ξ·y−t
dξ2Φ˜(s,δ))hk,m,d(y, t, ξ, j)fˆ(ξ)dξ, (5.48)
where |hk,m,d(y, t, ξ, j)| . 2j/22kd.
So we still have the same regularity estimates as (2.11), i.e.
‖M˜k,1j,loc‖L2→L2 ≤ C2kd/2,
and
‖M˜k,1j,loc‖L∞→L∞ ≤ C.
Employing interpolation theorem, together the assumption p > d and k sufficiently big, then we
have ∑
k
2−k
∑
0<j≤9km
‖M˜k,1j,loc‖Lp→Lp ≤ C
∑
k
2−k
∑
0<j≤9km
2kd/p
≤ C
∑
k
2−k(1−d/p)km ≤ Cm,
for 2 < p <∞.
Based on these arguments, for the part of j > 9km, combing the argument of Section 2.3.2
and the assumption p > d, we can get the result.
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6 Appendix.
Proposition 6.1. If 1 ≤ m < ∞, then p > 2 is a necessary condition for the maximal
inequality (1.4).
Proof. Let f(x) =
χ[−1/2,1/2]2 (x)
|x| log 1|x|
. It’s clear that f ∈ Lp(R2) if p ≤ 2.
Now we take  < 1100 such that [/2, 4] ⊂ supp η, then fix it. We may assume that φ(0) > 0,
φ(j)(0) = 0, j = 1, 2, · · · ,m−1, and φ(m)(0) > 0. Let y1 ∈ [1/8, 1/4] and y21φ() ≤ y2 ≤ y21φ(2).
By the inverse function theorem, we can set a := a(y) = φ−1(y2/y21), then  ≤ a ≤ 2 (otherwise,
if we assume φ(0) > 0 and φ(m)(0) < 0, since φ′(x) = φ
(m)(0)
(m−1)! x
m−1 +O(xm), then φ(x) is strictly
decreasing in the interval [/2, 4]. In this case, we take y21φ(2) ≤ y2 ≤ y21φ()). We choose
1 > 0 such that 1  , then {x : |x− a| < 1} ⊂ supp η. Now we have
Mf(y) = sup
t>0
∣∣∣∣∫ f(y1 − tx, y2 − t2x2φ(x))η(x)dx∣∣∣∣
= sup
t>0
∫
χ[−1/2,1/2]2(y1 − tx, y2 − t2x2φ(x))
|(y1 − tx, y2 − t2x2φ(x))| log 1|(y1−tx,y2−t2x2φ(x))|
η(x)dx
≥
∫
{x:|x−a|<1}
χ[−1/2,1/2]2(y1 − t0x, y2 − t20x2φ(x))
|(y1 − t0x, y2 − t20x2φ(x))| log 1|(y1−t0x,y2−t20x2φ(x))|
dx,
where t0 = y1/a. We also observe that
1
16 ≤ t0 ≤ 14 .
If |x− a| < 1, then x can be written as x = a+ z = y1t0 + z, |z| < 1, which gives |y1 − t0x| =
t0|x− y1t0 | = t0|z| ≤ 14 < 1/4, and |y2 − t20x2φ(x))| is equal to
|y2 − y
2
1
a2
(a+ z)2(φ(a) + φ′(a)z +O(z2))|
= |y2 − y
2
1
a2
a2φ(a)− y
2
1
a2
(2az + z2)φ(a+ z)− y
2
1
a2
a2(φ′(a)z +O(z2))|
= |y
2
1
a2
(2az + z2)φ(a+ z) + y21(φ
′(a)z +O(z2))|
= t0|z||y1(2 + z
a
)φ(a+ z) + ay1(φ
′(a) +O(z))|
≤ 1
4
[
1
4
(2 +
1

)φ(4) +

2
(φ(a) +O(1))]t0|z| < 1/4.
Set g(z) = y1(2+
z
a)φ(a+z)+ay1(φ
′(a)+O(z)) which is bounded from above by, say C˜. From
the above argument, we have (y1 − t0x, y2 − t20x2φ(x)) ∈ [−1/2, 1/2]. Then making a change of
variables, we have
Mf(y) ≥
∫
{x:|x−a|<1}
dx
|(y1 − t0x, y2 − t20x2φ(x))| log 1|(y1−t0x,y2−t20x2φ(x))|
≥
∫ 1
0
dz
t0z|(1, g(z))| log 1t0z|(1,g(z))|
.
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Let C =
√
1 + C˜2. It is a fact that 1
x log 1
x
decrease monotonically in the neighborhood of the
origin. Together with the above estimates, we will have
1
t0z|(1, g(z))| log 1t0z|(1,g(z))|
≥ 1
Ct0z log
1
Ct0z
.
Finally, for the fixed  and 1  , we have
Mf(y) ≥
∫ 1
0
dz
Ct0z log
1
Ct0z
≥ 4
C
∫ C1/(16)
0
dz
z log 1z
=∞.
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