Abstract. For some text algorithms, the real measure for the complexity analysis is not the string itself but its structure stored in its prefix table (or border table, as border and prefix tables can be proved to be equivalent). We give a new upper bound on the number of prefix tables for strings of length n (on any alphabet) which is of order (1 + ϕ)
Introduction
The prefix table of a string w reports for each position i the length of the longest substring of w that begins at i and matches a prefix of w. This table stores the same information as the border table of the string, which memorises for each position the maximal length of prefixes of the string w ending at that position. Indeed two strings have the same border table if and only if they  have the same prefix table. Both tables are useful in several algorithms on strings. They are used to design efficient string-matching algorithms and are essential for this type of applications (see for example [8] or [3] ). It has been noted that for some text algorithms (like the Knuth-Morris-Pratt pattern matching algorithm), the string itself is not considered but rather its structure meaning that two strings with the same prefix or border table are treated in the same manner. For instance, strings abbbbb, baaaaa and abcdef are the same in this aspect.
The study of these tables has become topical. In fact several recent articles in literature (cf. [7, 4, 2, 5] ) focus on the problem of validating prefix and border tables, that is the problem of checking if an integer array is either the prefix or the border table of at least one string. In a previous paper [10] Moore et al. represented distinct border tables by canonic strings and gave results on generation and enumeration of these string for bounded and unbounded alphabets. Some of these results were reformulated in [5] using automata-theoretic methods. Note that different words on a binary alphabet have distinct prefix/border tables. This gives us a trivial lower bound in 2 n−1 (since exchanging the two letters of the alphabet does not change tables). This is no longer true as soon as the alphabet has cardinality strictly greater than 2: for instance, words abb and abc admit the same prefix table [3, 0, 0] .
In this paper we are interested in giving better estimations on the number of prefix/border tables p n of words of a given length n, that those known in literature.
For this purpose, we define the combinatorial class of p-lists, where a p-list L = [ℓ 1 , . . . , ℓ k ] is a finite sequence of non negative integers. Table 1 : First values: pn is the total number of prefix tables for strings of size n, p n,k is the number of prefix tables for strings of size n with an alphabet of size k which cannot be obtained using a smaller alphabet.
We constructively define an injection ψ from the set of prefix tables to the set of p-lists which are easier to count. In particular we furnish an algorithm associating to a prefix table a p-list. We define prefix lists as p-lists that are images of prefix tables under ψ. We moreover describe an "inverse" algorithm that associates to a prefix list L = ψ(P ) a word whose prefix table is P . This result confirm the idea that prefix lists represent a more concise representation for prefix tables.
We then deduce a new upper bound and a new lower bound on the number p n of prefix tables (see Table 1 for first numerical values) for strings of length n or, equivalently, on the number of border tables of length n.
Let ϕ = (1 + ϕ) n + o(1).
Proposition 2 (Lower bound). For any ε > 0 there exists a family of prefix tables
(L n ) n≥0 such that Card(L n ) = Ω((1 + ϕ − ε) n ).
Preliminaries

Notations and definitions
Let A be an ordered alphabet. A word w of length |w| = n is a finite sequence
The language of all words is A * , and A + is the set of nonempty words. The prefix (resp. suffix) of length
A border u of w is a word that is both a prefix and a suffix of w and distinct from w itself. We define bord(w) as the set of all proper borders of w. These structures (border and prefix tables) are in fact equivalent; actually the following proposition states a fact discussed in [3] and recently deepened in [1] , where linear time conversion algorithms are given. In the following we furnish a proof of this equivalence: elements of the proof will be used in the next section. Proof (sketch). Let w be a word in A + of length |w| = n > 0. We can relate the border table Border w to the prefix table Pref w . For a position j in w of length n, let With (1) and (2), one proves that two words have the same border table if and only if they have the same prefix table.
Definition 1 (Prefix table
I(j) = {i | 0 < i ≤ j and i + Pref w [i] − 1 ≥ j}.
⊓ ⊔
Recent literature focuses on the problem of validating prefix and border tables and, in case of a valid table, providing the word associated to it that is the smallest in the lexicographic order (cf. [7, 2] ).
Previous work
Previous work in [10] focused on counting distinct strings of length n with respect to their prefix/border tables: an upper bound is given in the form
where { m j } denotes the Stirling number of second kind (the number of partitions of m in j non empty parts), and k * = ⌈log 2 (n + 1)⌉. The quantity k * is the minimal number of distinct letters to obtain all possible prefix tables of size n.
Numerically it is clear that b n is far from being a tight approximation of the number p n of prefix tables of size n. One can indeed prove that b n ≫ p n . The following lemma can help us to formalize this fact.
The proof of this lemma relies on the fact that applications from {1, . . . , m} to {1, . . . , α n } are, if α n is small enough, almost always surjective.
This lemma suffices to prove that b n in Equation (3) is at least of order is { cn d log n } (considering for instance the Stirling number for k = k * − 1 in (3)), for some positive constants c and d. So that log b n is at least of order n log log n. Hence we have:
In Section 4 we try to improve the bound in (3), yielding the result of Proposition 1.
Prefix Lists
The information in a valid prefix table is somewhat redundant since we do not need to use all values in the table to build a corresponding word. We introduce prefix lists which are more concise and sufficient to be able to reconstruct such a word. We first define the combinatorial class of p-lists as it follows: Let P denote the set of prefix tables and L the set of p-lists. In this section we define an injection ψ : P −→ L in a constructive manner. We define prefix lists as:
for a prefix table P ∈ P.
Algorithms
From prefix tables to prefix lists. We define constructively an injection ψ from P to L by defining an algorithm in a "right-to-left manner".
Intuitively, it scans the prefix table from right to left, starts with the last position i = n − 1 and gets from the prefix table the length ℓ of the leftmost longest common (proper) prefix which overlaps the current position i, or sets ℓ = 0 if there is no such prefix. This length is inserted at the beginning of the list and the position i is updated to the position immediately before the prefix (if it exists) or just one position before (if it is not the case). The algorithm stops when the first position i = 0 is attained.
For each position i in P , the elements in I represent, as in the proof of Proposition 3, the positions less or equal to i, such that the longest common prefix with w starting at these positions overlap position i. Since to P and P ′ is associated the same list L = [0, 1, 3, 0, 1] then the correspondence between prefix tables and these lists cannot be injective.
From border tables to prefix lists. In order to prove the injection we will define the function ψ in term of border tables: we define another function ψ ′ from the set of border tables to the set of prefix lists defined by the following algorithm:
From the algorithm follows the definition of ψ ′ in an inductive way:
Definition 6. For a border table B of length n, let ℓ = B[n − 1]. We define ψ ′ (B) as:
The functions ψ and ψ ′ applied on equivalent border and prefix tables give rise to the same prefix lists: From p-lists to words. We now describe an "inverse" algorithm that associates to a prefix list L = ψ(P ) a word w whose prefix table is P . Let One key property is that the word w obtained by this algorithm performed on a prefix list ψ(P ) for a prefix table P is such that Pref w = P . This means that prefix lists and prefix tables are somehow equivalent and represent the same information. In general (see [5] , [10] ), given a border table B = H · T , every word with border table H is prolonging to a word with border table B. In our case B = B ′ · B ′′ and since B[n − 1] = ℓ, the word u prolonging w ′ consists necessarily of the first ℓ symbols (considering possible self overlap) of w ′ and is equal necessarily to v. Thus Border w = B.
⊓ ⊔
Injectivity
Proposition 6. The application ψ is injective.
Proof. Let us consider two prefix tables P = P ′ and suppose that ψ(P ) = ψ(P ′ ) = L. By Proposition 5 the algorithm performed on L gives a word w such that Pref w = P = P ′ . Hence we must have ψ(P ) = ψ(P ′ ).
Let us remark that the application ψ is not surjective. 
together with a special size measure which can be defined for a p-
The Seq operator applied to a combinatorial class A corresponds to all finite sequences of elements from A, i.e., Seq(A) = ∪ ∞ i=0 A i (reminiscent of the Kleene star operation for regular languages). By convention A 0 = {ε}.
Combinatorial specifications and generating functions.
In order to study a sequence (a n ) n∈N , it is now usual [6] to consider its generating function A(z), that is the formal power series defined by A(z) = n≥0 a n z n = α∈A z α .
In our case, given the combinatorial specification of L, it is easy [6] to compute the generating function L(z) = n≥0 ℓ n z n where ℓ n denotes the numbers of p-lists of size n. This is true when specification are unambiguous (in the same way as unambiguity is considered in regular expressions or formal grammars).
Indeed, the general idea is the following: here we first consider a set of atoms N. We need a size · compatible with the cartesian product and disjoint union, i.e., here for i ∈ N the size of atom i is i = i if i > 0 and 0 = 1. Let us define an empty element ε (the only one with size 0). Then we have the following dictionary for translating directly from combinatorial constructions to generating functions.
With this dictionary and the combinatorial description (4), we get the following result for ℓ n = [z n ]L(z) the number of p-lists of size n.
Proposition 7. The number of p-lists of size n is given by
Proof. Let I = {0} ∪ {1, 2, 3, . . . } then by definition L = Seq(I). The generating function associated with I is I(z) = 2z + z 2 + z 3 + . . . = z + z n≥0 z n = z + z 1−z . With this dictionary and the combinatorial description we get
Since this is a rational function, using decomposition in simple elements we get L(z) = are the two solutions of 1 − 3z + z 2 . By geometric series formula, we have that
We thus obtain
(1 + ϕ) n , and the desired result follows.
⊓ ⊔
Result. The main result on the upper bound (see Proposition 1) is a reformulation of the following corollary, which is a consequence of Proposition 6.
Corollary 2. The number p n of prefix tables of size n is upper bounded by the number ℓ n−1 of p-lists of size n − 1.
Lower bound
For the lower bound, we exhibit some sets of valid prefix lists such that we are able to count them. We wish these sets to be as large as possible. In this paper, as a first step, our goal is to evaluate the exponential order growth given in Proposition 9 rather than to give a precise estimate. The idea for proving Proposition 9 is to exhibit a language which maps bijectively to a set of prefix lists, hence maps bijectively to a set of prefix tables. Let us consider, for a fixed k, L k = ab k ab <k (ε + cb * ) * .
Proof. We will prove the statement by proving that the words in L k are in bijection with prefix lists. Then, since a prefix table is associated to a uniquely determined prefix list, the desired result immediately follows. First we prove that prefix lists associated with words in L k are concatenations of non negative integers ℓ < k. Indeed by construction, for any word u ∈ L k we have that the longest border of a prefix of u is of length strictly less than k + 1. Let us note by L(u) the prefix list associated with u: L(u) = ψ(Pref u ). Since the elements in L(u) are border of prefixes of u we get the result.
Let us prove the main statement by contradiction. Let us consider u, v in 
Proof (Sketch of the proof ).
For a given k, by using analytic combinatorics for regular expressions and since the regular expression ab k ab <k (ε + cb * ) * is unambiguous, one can compute easily the generating function By general principles [6] we have that the number of words of length n in L k is ℓ n,k := [z n ]L k (z) ∼ C k bootstrapping method (as in [9] ). We get that ε k = (1)). Hence, for any ε > 0, one can fix k such that ℓ n,k = Ω((ϕ + 1 − ε) n ) yielding the result of Proposition 9.
⊓ ⊔ This result gives only rough information on the asymptotics of ℓ n,k . A more thorough study is in order to get better estimates. However this hints at the following conjecture.
Conjecture 1.
There exists a constant c > 0 such that the number p n of prefix tables of size n is asymptotically equivalent to c(1 + ϕ) n .
Conclusion
In this paper we have provided some bounds for the number of prefix (or border) tables. The problem of finding an asymptotic equivalent for the number of prefix tables is however still open, and would require a very fine understanding of the autocorrelation structure of words. For this purpose it would be interesting to find characterizations on prefix lists in order to get better bounds. It would be also interesting to study other families of words in bijection with prefix tables to get better lower bounds.
