We report a technique to determine the 3D contour of objects with dimensions of at least 4 orders of magnitude larger than the illumination optical wavelength. Our proposal is based on the numerical reconstruction of the optical wave field of digitally recorded holograms. The required modulo 2 phase map in any contouring process is obtained by means of the direct subtraction of two phase-contrast images under different illumination angles to create a phase-difference image of a still object. Obtaining the phase-difference images is only possible by using the capability of numerical reconstruction of the complex optical field provided by digital holography. This unique characteristic leads us to a robust, reliable, and fast procedure that requires only two images. A theoretical analysis of the contouring system is shown, with verification by means of numerical and experimental results.
Introduction
The noncontact techniques to determine the shape and dimensions of objects under study are a hot topic in optical metrology because of their multiple applications in engineering and science. 1 These methods have been labeled as optical contouring and can be carried out with incoherent illumination (fringe projection, 2 moiré 3,4 or coherent illumination (multiple wavelength, 5 multiple refractive index, 6 or speckle, [7] [8] [9] [10] among others).
In the coherent methods, the object's contour is coded in the intensity distribution resulting from an interferometric essay. The interferogram's appearance is determined by characteristics of the interfering waves, and they are managed in such a way that their phase difference provides the information about the contour of the object under study; the effectiveness of the contouring approach relies on the accurate extrapolation of the phase difference from the recorded interferogram. Several methods can be found in the literature to determine the phase difference of interfering waves. 10 The most accurate ones are the numerous versions of phase shifting. All these are based on the numerical computation of the phase difference through the solution of a system of equations with three unknown variables; hence at least three different interferograms with a phase shift between them are required.
In today's optical research and technology, digital holography plays an important role as a tool to numerically compute optical wavefronts from digitally recorded holograms. [11] [12] [13] While applications to 3D contouring have been reported by using different approaches such as multiple wavelengths, 14, 15 phase shifting, 16, 17 tilted illumination, 18 and virtual reference wavefronts, 19 this last approach is possible only by using the numerical capabilities of digital holography.
Since in digital holography the object optical field is calculated as a set of complex numbers, it is possible to obtain amplitude-and phase-contrast images from the recorded holograms. There is great interest in the latter type of image, because with phase-contrast images, the 3D contour of microscopic objects can be determined with nanometric resolutions, 20, 21 and absolute refractive indices of microscopic objects (crystals in suspensions) can be evaluated. 22 In the microscopic domain, phase-contrast images can be used quite extensively; however, with large objects, their usefulness is very limited. By large objects, we refer to ones with dimensions of at least 4 orders of magnitude greater than the wavelength of the optical field. For these objects, direct phase-contrast images take values randomly distributed between Ϫ and ϩ, since the objects' roughness is comparable to the wavelength of the optical field.
In this paper we propose a method to determine the 3D contour of large objects via a point-to-point subtraction of two phase-contrast images. We have called the result of this subtraction the phase-difference image, and it directly provides a modulo 2 phase map from which it is possible to recover the 3D contour. The experimental setup can be controlled in such a way that phase-unwrapping procedures (over a regularly modulo 2 phase map with high-contrast speckle noise) can usually be avoided. With this approach, only two interferometric registers are needed, reducing computation time and experimental complexity. Based on the description of our experimental setup, we theoretically model our method. Then numerical calculations on this model as well as experimental results are shown to prove the validity of this technique.
Phase-Difference Images
Let us consider the experimental setup illustrated in Fig. 1 . A He-Ne laser beam is split by the variable beam splitter ͑VBS 1 ͒ into the object and reference beams, such that the correct reference-object beam (OB) ratio is attainable. An enlarged version [produced by beam expander (BE 1 )] of the reference beam (RB) is directed by the M 1 and M 2 mirrors and by the BS 2 nonpolarized beam splitter (BS) into the CCD camera. The OB is sent toward the 50͞50 BS 3 BS, which splits it into equal intensity parts and directs those toward the M 4 and M 5 mirrors. Initially, M 4 and M 5 mirrors are placed at the same distance from the center of the BS 3 BS and perpendicular to each other. By tilting the M 5 mirror at angle ⌬␣Ј͞2 in the xЉ-zЉ plane (where the Љ stands for a coordinate system rotated with respect to the illustrated one), the beam reflected on it will be angularly displaced by an amount ⌬␣Ј with respect to that coming from M 4 .
With the S 1 and S 2 shutters, the object illumination can be chosen from the two OBs, OB 1 and OB 2 . These beams make an angle between them controlled by the tilt of the M 5 mirror. The chosen OB emerging from BS 3 is enlarged by BE 2 to illuminate the object. According to the setup of the M 4 and M 5 mirrors, different angles of the object's illuminations are achievable. BE 2 also modifies the effect of the tilt angle ⌬␣Ј͞2 over the relative angular distance between OB 1 and OB 2 . For analysis purposes, we will be calling the effective angular displacement between these beams ⌬␣ ϭ ⌬␣Ј͞M with M the magnification factor of BE 2 . The optical field scattered from the object is mixed with the reference beam into BS 2 and then recorded by the CCD camera.
The intensity impinging on the CCD camera I͑x h , y h ͒, called the hologram intensity, is proportional to the squared modulus of the superposition of the reference and object optical fields, and the ͑x h , y h ͒ denotes coordinates in the hologram plane. Hence if we know the reference wave, by means of an inversion diffraction process of I͑x h , y h ͒, the object optical field can be calculated. [11] [12] [13] In this experiment, the reference wave is a plane wave, and then when a similar wave illuminates the recorded intensity I͑x h , y h ͒ this diffraction process can be recorded into a plane located at a distance z with coordinates ͑x i , y i ͒. According to the holography theory, 23, 24 that diffracted optical field will contain, among other terms, the complete information about the object optical field. In the Fresnel-Fraunhofer approximation, the reconstructed complex optical field E͑x i , y i , z͒ will be given by (1) with z denoting the propagation distance, E 0 denoting the amplitude of the reconstruction field, and denoting the wavelength of the reconstruction field.
Since CCD cameras can acquire only a sampled version of I͑x h , y h ͒ named I͑k, l͒, diverse numerical algorithms have been developed to obtain a discrete representation of the object optical field ͓E͑m, n, z͔͒ at a distance z. All the algorithms are based on the calculation of the inverse diffraction process of I͑k, l͒ (Ref. 11); the discrete version of Eq. (1) is given by Here a hologram intensity I(k, l) spreads over an area of N x ϫ N y pixels of the CCD sensor with m ϭ 0, 1, . . . , N x Ϫ 1 and n ϭ 0, 1, . . . , N y Ϫ 1. ⌬x h ϫ ⌬y h denotes the CCD pixel size, and the image (reconstructed hologram) pixel size ⌬x i ϫ ⌬y i is related to the CCD pixel size ⌬x h ϫ ⌬y h by ⌬x i ϭ z͑͞N x ⌬x h ͒ and ⌬y i ϭ z͑͞N y ⌬y h ͒. This last expression determines the smallest detail that can be reconstructed; it has been regarded as the resolution of the digital holographic process. [11] [12] [13] The calculated object field is expressed as a complex function of the discrete reconstruction coordinates (m, n) for a particular distance z. This allows us to numerically evaluate intensity, amplitude, and phase for this field. From Eq. (2), the intensity image of the object optical field can be calculated as
and the amplitude image is given by the square root of Eq. (3). Here "*" stands for the complex conjugate, and Re and Im denote the real and imaginary parts of the complex field E͑m, n, z͒, respectively. The phasecontrast image of the object optical field is given by (4) where the function arctan 2 accounts for the signs of the Im͓E͑m, n͔͒ and Re͓E͑m, n͔͒ in the computation of the inverse tangent function. The function ͑m, n͒ takes values from Ϫ to , i.e., this phase-contrast image is a modulo 2 phase map. If the largest height of the object under study is comparable with the wavelength of the optical field, this phase image represents a height map of it, as is the case in digital holography microscopy. 20 -22 Several procedures can be found in the literature to produce a 3D contour of large objects by means of digital holography. 14 -16,19 The most widely utilized techniques rely on the use of illumination with optical sources with multiple wavelengths or on the use of laterally displaced illumination to produce fringe projection systems. The calculation of the phase image that provides the information about the 3D contour of the object is obtained by means of phase-shifting techniques or by the evaluation of the phase of two holograms acquired with different wavelengths.
By taking into account the advantage provided by digital holography to directly obtain phase-contrast imagines, we can determine the 3D contour of large objects with the use of a single wavelength of illumination and only two holograms from the object under study. If we manage our experimental setup to illuminate the object with OB 1 (see text above for details), we can calculate a phase-contrast image 1 ͑x, y͒ ϭ 2͓͞x sin ␣ ϩ h͑x, y͒cos͑␣͔͒. Now if the object is illuminated by OB 2 , the phase-contrast image will be 2 
the optical wavelength. The phase-difference image ⌬͑x, y͒ ϭ 2 ͑x, y͒ Ϫ 1 ͑x, y͒ will be given by
The first term of this phase-difference image represents the linear phase provided by the carrier of the system, and it is totally independent of the object. This term is controlled by the relative angle between the OB 1 and OB 2 ⌬␣ and by the angle ␣ that OB 1 makes with the Ϫz axis. The second term represents the phase introduced by the object. It must be unscrambled from the phase-difference image to get the object topography, i.e., the height map h(x, y). According to Eq. (5), to recover h(x, y), the phase introduced by the linear carrier should be subtracted from the phase difference, and thereafter the results should be inverted to obtain a positive version of the contour's object. The contour recovered by this procedure will be affected by a constant factor that entirely depends on the geometry of the setup.
When the phase-contrast images 1 ͑x, y͒ and 2 ͑x, y͒ are calculated from the recorded holograms, they are modulo 2 phase maps. Hence attention should be focused on the calculation of the phasedifference image ⌬͑x, y͒ ϭ 2 ͑x, y͒ Ϫ 1 ͑x, y͒, such that it will be given by
⌬͑x, y͒ will also have modulo 2 phase. If this phase map contains 2 jumps, conventional phaseunwrapping algorithms can be used to remove the 2 ambiguities 10 to obtain the absolute phase-difference image and obtain the object's contour. It is worth mentioning that due to the random phase introduced in the phase-difference image by the roughness of the object, when the phase-unwrapping algorithms are needed, they will be a key point in the success of the 3D contouring of the object. However, as we will show in Section 3, our experimental setup can be adjusted to eliminate any 2 jumps in the phase-difference images, avoiding the need for phase-unwrapping algorithms.
Results and Analysis
In this section we show by means of numerical modeling and experimental results the validity of our proposal to determine the 3D contour of large objects.
Initially, we considered a sphere of 7.8 Ϯ 0.1 mm in a radius illuminated by a red laser ͑632.8 nm͒. The illumination angle ␣ was set to 23°Ϯ 1°with respect to the Ϫz axis, and the M 5 mirror was tilted ⌬␣Ј͞2 ϭ 0.033°Ϯ 0.001°with respect to the M 4 mirror. The magnification of BE 2 was |M| ϭ 11, then the effective angular displacement of OB 1 and OB 2 was set to ⌬␣ ϭ 0.006°Ϯ 0.001°. This feature of the system of producing smaller effective angular displacements than the actual tilt of M 5 , allows us to avoid measurements of small angles and decreases an important source of error in this kind of application.
Phase-contrast maps for the experimental conditions stated above are shown in Fig. 2 . Figure 2A shows a numerical model, and Fig. 2B shows experimental results. Only the images corresponding to OB 1 are shown, since the images for OB 2 look the same qualitatively. The phase distribution of the reconstructed object field for each OB illumination is randomly distributed between Ϫ and ϩ. These images do not provide direct information about the object under study, which is why the direct 3D contouring through phase-contrast images has only been applied to objects with dimensions comparable to the optical wavelength. 20, 21 However, in the case of large objects, we can consider the difference between the phase-contrast images obtained with OB 1 and OB 2 as stated in Eq. (6) . This phase-difference image will provide the 2-modulo phase map about the object under study required in the 3D-contouring process.
The phase-difference image obtained from the point-to-point subtraction of the phase-contrast images when the object is illuminated with OB1 and OB2 is shown in Fig. 3 . Figure 3A shows numerical modeling results, and Fig. 3C shows experimental results. These phase-difference images represent the modulo 2 phase map that, in other 3D-contouring approaches, is obtained by means of phase-shifting techniques 16 (Figs. 3A and 3C ), or multiwavelength illumination 14, 15 [ Figs. 3B and 3D] , for instance. To get the modulo 2 phase maps required in the 3D-contouring process, we do not require more than two images nor sophisticated and͞or expensive multiwavelength systems, making this approach efficacious on many levels of research and education in optics.
If a direct phase-unwrapping approach is used over Figs. 3A-3C , an unwrapped map corresponding to a slanted sphere would be obtained. The slope of the plane associated with the distorted sphere is given by the linear carrier term presented in Eq. (5). To obtain an actual phase representation of the object under study, that term must be subtracted. Thanks to the fundamental feature of digital holography of providing full numerical manipulation of the phase and amplitude of the reconstructed optical field, the linear carrier term can be numerically subtracted from the phase-difference image. Figures 3B-3D show the phase-difference image after the linear carrier term has been subtracted for numerical modeling-experimental results. This new phase-difference image represents the actual phase introduced in the optical field by the object under study; in this case it shows the phase introduced by a sphere. Once more we state that these results are equivalent to those obtained with multiwavelength contouring systems, but in our case we require only a unique wavelength.
After subtracting the linear carrier term and inverting the result, a direct 3D representation of the phase-difference image will lead us to a model of the object under study within a reference frame in phase units. To get the 3D representation of the object in metric units, we just multiply that phase-difference image times the geometric factor given by the experimental setup. Figure 4A shows the numerical model results, and Fig. 4B shows the experimental results.
The 3D shape is successfully reconstructed in the numerical modeling as well as in the experimental results. The measured dimensions in both cases are in good agreement with the measurements made with a micrometer. In the numerical modeling, we report a radius of 7.8 Ϯ 0.1 mm, whereas in the experiment, a radius of 7.5 Ϯ 0.3 mm is registered. Despite having both measurements being close to the measurement by the other method, the relationship between the accuracy of our method and the sensitivity of the optical systems must be studied. To carry out this study, we chose as an object, a pyramid, for which we have measured a height of 11.50 Ϯ 0.05 mm with the micrometer. We have chosen this object for this study because its slanted surfaces and its abrupt change of slope are challenging for any noncontact topographic technique.
The height-change ⌬h͑x, y͒ in the object that produces a 2 change in the phase-difference image is given by
and it can be recognized as the sensitivity of the system. 16 It is fully determined by the wavelength and the geometry of the experimental setup such that for a fixed illumination angle ␣, by simply changing the tilt angle of the M 5 mirror, we can achieve different values of sensitivity. This feature makes it possible to set up the tilt angle such that the number of 2 jumps in the phase-difference image can be controlled for any type of object under study. In our former example, we utilized this feature to set up the sensitivity such that no 2 jumps were present in the phase-difference image, avoiding the unwrapping process.
In Fig. 5 we show the phase-difference image before ( Fig. 5A ) and after (Fig. 5B) subtracting the linear carrier in an experiment with the pyramid model. Illumination angle ␣ was set to 23°Ϯ 1°and the effective angular displacement of OB 1 and OB 2 was ⌬␣ ϭ 0.006°Ϯ 0.001°. This configuration leads us to a sensitivity of 15.45 mm, and the measured height of the pyramid was 11.5 Ϯ 0.3 mm. The rapid change of slope at the base of the pyramid introduces a highfrequency noise in this region (see Fig. 5B ), which makes it necessary to use phase-unwrapping techniques. 10 The resulting unwrapped phase-difference image is shown in Figs. 5C and 5D with its 3D representation after the multiplication by the geometric factor; a side view of the object for easy measurement, of the pyramid height has been shown in Fig. 5E . Table 1 shows the phase-difference images before and after the subtraction of the linear carrier for different experiments with our pyramid. The illumination angle ␣ was set to 23°Ϯ 1°, and the effective angular displacement of OB 1 and OB 2 was varied from ⌬␣ ϭ 0.003°Ϯ 0.001°to ⌬␣ ϭ 0.015°Ϯ 0.001°, leading us to sensitivity values ranging from 30.9 Ϯ 0.1 mm to 6.18 Ϯ 0.1 mm. A side view of the 3D reconstruction is also shown for height measurement purposes. The measured height of the pyramid is in good agreement with its real value of 11.50 Ϯ 0.05, and the sensitivity is greater than this value. The reason for this behavior is that, after this limit, 2 jumps will be present in the phase-difference image, and the phase-unwrapping process will distort the performance of the method. Fortunately the sensitivity of this system can be easily adjusted such that no 2 jumps are present in the phase-difference image after subtraction of the linear carrier, avoiding the use of phase-unwrapping procedures. This feature led us to successful results such as those shown in Figs. 4 and 5. Phase-difference image with 2 jumps after subtraction introduces deviation on the measured height from the real value. Those 2 jumps can be avoided by the proper setting of the optical setup; see text for details.
Conclusion
Digital holography allows for the numerical reconstruction of the object wavefront from a digitally recorded hologram. This computational approach to holography permits calculating amplitude-and phasecontrast images from objects under study. The phasecontrast images can be used directly to obtain the 3D contour of microscopic objects but not large ones.
By subtracting point-to-point phase-contrast images of large objects, we have shown the feasibility of obtaining 3D contours of large objects. These phasecontrast images are acquired by different angle illuminations of the object. Numerical modeling and experimental results have led to the conclusion of the efficiency of the method.
The effect of the sensitivity of the experimental setup on the 3D-contouring method has been analyzed. We conclude that the presence of 2 jumps ruins the efficiency of our method due to the need for phase-unwrapping processes. Fortunately, the proposed experimental system can be set to the right conditions such that no 2 jumps are present, and the phase-unwrapping stage can be skipped, avoiding the many times bottleneck in optical metrology studies.
