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Many efficient strategies have been presented in the literature to derive answers to queries in the 
context of Deductive Databases. Most of them deal with definite Horn clauses. More recently, 
strategies have been defined to deal with non-Horn clauses but they adopt the Generalized Closed 
World Assumption to reduce incompleteness. In this paper we present an efficient strategy to deal 
with non-Horn clauses in pure logic, i.e. without any kind of assumption. This strategy is an 
extension of the so-called ALEXANDRE strategy to this particular context. The set of rules is 
transfOlilled into another set of rules, in a compilation phase, in such a way that their execution 
in forward chaining simulates a variant of SL resolution. Particular attention is payed to the 
constants in the queries to reduce the set of derived clauses. 
1. Introduction 
A Deductive Data Base (DDB) is usually defined as a set of facts, the Extensional 
Data Base (EDB) and a set of rules, the Intensional Data Base (IDB). Many studies 
have been devoted to defining efficient strategies for query evaluation in the case 
where the rules are Horn clauses [2, 14, 13, 11], i.e. clauses of the form 
Al +- B I " B2 " ••• "Bm 
where the B, are positive atomic formulas. 
In the context of Logic Programming, the form of the rules has been extended 
to clauses where the B, may be negative atomic formulas which correspond in pure 
logic to non-Horn clauses of the form 
A l vA2 v'" vAn+-BI "B2 " ••• "Bm. 
However, the semantics assigned to these clauses in Logic Programming is not 
exactly the same as in Logic. Indeed the negation is evaluated by default, according 
to the negation as failure (NAF) rule [5]. 
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Let us consider, for example, the Logic Program PI 
(1) Man(x) +- General(x) "not Woman(x), 
(2) Woman(x) +- Mother(x, y), 
(3) Man{x) +- Father{x, y). 
General(a) General{b) Mother(b, c) Father{c, d). 
If we ask the query Man{x)?, we get the answer {a, c}, because there is no way 
to prove Woman(a) and then not Woman(a) is assumed to be true, though 
-,Woman{a) is not provable in standard logic. 
A similar approach is adopted in the context of Stratified Programs [1] which 
are Logic Programs with the additional restriction that recursive definitions of the 
predicates cannot contain negations in their definition cycle. For example PI is a 
stratified program. However if we add to PI the rule 
(4') Woman{x)+- Love{x, y)" Man(y), 
we get a non-stratified program because in the Man definition cycle we have Man, 
not Woman, Woman, Man. A simpler case of non-stratified programs is the single 
rule 
(5') Woman(x) +- Love(x, y)" not Woman{y). 
The intuitive idea behind stratified programs is that to compute a negation we 
have to compute first all the elements satisfying the negated predicate, and then we 
assume that they are the only ones. This is not possible for the previous rule (5') 
because to compute not Woman(y) we have to compute first the set of all women, 
which needs that not Woman{y) have been computed. 
For Stratified Programs as for NAF, an assumption is made which is not valid 
in standard logic. A more general approach in the same stream is to define default 
rules [10]. In this approach the rule (1) above is written 
General(x): not Woman(x) 
Man(x) • 
Its intuitive meaning is that for any x who is a general, if there is no contradiction 
to assume that x is not a woman, then we assume that x is not a woman and we 
can derive that x is a man. 
Though it may be perfectly relevant to adopt this kind of default reasoning in 
some particular context, an important drawback is that we cannot make the distinc-
tion between theorems derived using only standard inference rules and theorems 
whose proof involves default rules. Roughly speaking we cannot distinguish "safe" 
answers and "extended" answers. For example in the case of the program PI for 
the answer to the query Man(x)?, we get in the same set the answer c, which is a 
safe answer and a, which is an extended answer. 
The objective of this paper is to offer the possibility not to use default reasoning 
in order to be able to provide answers which are guaranteed to be safe and not to 
restrict clauses to be Horn clauses. 
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Thus we consider Deductive Data Bases with non-Horn clauses, including clauses 
with no positive literal, and the proofs involve only standard inference rules. 
Let us consider for example the DDB P2 
(1) Man(x) v Woman(x) ~ General(x), 
(2) Woman(x) ~ Mother(x, y), 
(3) Man(x) ~ Father(x, y), 
(4) ~ Woman(x)" Love(x, y) " Woman(y), 
(5) ~ Man(x)" Woman(x). 
General(a) General(b) Mother(b, c) Father(c, d), 
General( e) Love( e, b). 
The meaning of clause (4) is that it is contradictory that a woman x loves another 
woman y, and (5) means that it is contradictory for any x to be both a man and a 
woman. 
If we ask the query Man(x)?, we get {c, e}. These two answers are derived by 
standard proofs. For c the proof is obvious using (3). For e, we derive Woman(b) 
from (2) and Mother(b, c), then we derive -,Woman(e) from (4) and Love(e, b); 
from General(e) and (1) we derive Man(e) v Woman(e) which gives Man(e) using 
-,Woman(e). 
Here we cannot derive Man(a); the only safe information derivable about a is 
Man( a) v Woman( a). However, if in a particular context it is relevant to apply some 
kind of default rule, that can be done in a further step. For example it is possible 
to define a preference order on the predicates or on the facts such that from A -< B 
and A v B we derive B. In this approach instead of stratified programs we can 
consider the corresponding non-Horn clauses to compute the safe answer, and then 
in a second step, the order on the predicates defined by the stratified program can 
be used to compute the extended answer, which is identical to the answer computed 
by the initial stratified program (see [12]). Our conclusion is that standard reasoning 
and default reasoning are complementary and can be applied in two sequential steps. 
In Sections 2 and 3, we first formally define the notion of Indefinite DDB and 
associated least fixpoint operator. Then in Section 4, an efficient strategy to compute 
answers is defined for propositional calculus; this strategy is extended to predicate 
calculus in Section 5. 
2. Indefinite Deductive Data Base 
In this section we introduce some formal definitions: 
• Indefinite Deductive Data Base (IDDB): set of clauses of a First Order Language 
without function symbols. It is composed of three parts: the extensional part, the 
intensional part and the query part. 
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• Extensional Data Base (EDB): set of ground positive clauses, i.e. clauses with 
only positive literals and without variable. Example: Love( e, b) v Love( b, e), 
General(a). 
• Intensional Data Base (IDB): set of Range Restricted clauses having at least one 
negative literal. A clause is Range Restricted (see [6]) iff each variable occurring 
in a positive literal also occurs in a negative literal. Clauses are represented in 
the implicative form just to make easier their understanding. Example: Man(x) v 
Man(y) ~ Love(x, y). 
• Query: any formula of the language such that its prenex conjunctive normal form 
is Range Restricted and does not contain universal quantifiers. The latter restric-
tion is to does not introduce Skolem functions when a query is transformed in 
the clausal form. Examples: 
q\ = General(x)" 3y(Love(x, y) v Love(y, x», 
q2 = General(x) " -,Man(x). 
• Query clauses: let F(t) be a query with the free variable tuple t, we extend the 
language with a new predicate symbol q(t) and we consider the formula 
qf= (q(t) ~ F(t» 'It. 
The set of query clauses of F(t) is the set of clauses we obtain when qf is put in 
clausal form. Examples: 
qf\ = (q(x) ~ General(x) " 3y(Love(x, y) v Love(y, x») 'Ix, 
qf2 = (q(x) ~ General(x)" -,Man(x» 'Ix. 
For example the set of query clauses Q\ of qf\ is 
, 
Q\ = {q(x) ~ General(x)" Love(x, y), q(x) ~ General(x)" Love(y, x)}. 
The set of query clauses Q2 of qf2 is 
Q2 = {q(x) v Man(x) ~ General(x)}. 
• Logic Program: we define a Logic Program P as a consistent set of clauses of 
the form: Q u IDB u EDB. 
• Answer: the answer Ans to the query Q w.r.t. IDB u EDB is 
Ans = {tol P f- q(to)} 
where to is a constant tuple. 
3. Least fixpoint operator for an Indefinite Deductive Data Base 
The answer definition presented in the previous section gives a fOllllal semantics 
but it is not operational. We introduce now a least fixpoint operator which can be 
viewed as an intermediate step between the theoretical definition and an efficient 
strategy definition. 
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This operator has been defined in [8] in a more general context where function 
symbols are allowed. The only sensible difference is that we allow clauses with no 
positive literal. However the results presented in [8] remain valid for consistent 
Logic Programs. 
We briefly recall some definitions. Let P be a Logic Program. 
• Herbrand Universe U of P: set of constant symbols occurring in P. 
• Non-Horn Herbrand Base NHB(P) of P: set of ground positive clauses formed 
with the elements of U, with no duplicated literals. 
Notations: 
• powset(S): power set of S. 
• fact(L I v L2 v ... v Ln): factorization of the literals L,; i.e. duplicated literals are 
removed in the fact result. 
Definition 3.1 (Tp operator). The signature of Tp is powset(NHB(P»-+ 
powset(NHB(P». Let S be an element of powset(NHB(P»; the Tp definition is 
Tp(S)={AIVA2V ... vApIA,vA2v'" VApES or 
there exists a clause instance in P of the form: 
Al v A2 V ... v An +- B, " B2" ... "Bm 
and for i E [1, m] there exists a clause of the form Bi v C, 
in P or in S such that: 
Al v A2 V ••• v Ap 
=fact(A l vA2 v ... vAn VC, VC2 V '" vCrn)} 
where Bi v C, is a ground positive clause containing B" and n + m > O. 
It can be noticed that Tp(0) = EDB. When there is no risk of ambiguity T~(0) is 
denoted by T. 
The most important properties of the T operator are presented in the following 
theorems (we will give here only the most important steps of the proofs). 
Theorem 3.2 (T Termination). For a given Logic Program P there exists an n such 
that for any p> n we have T~(0) = T~(0) = M. M is the least jixpoint of P for T. 
Proof. It is proven in [8] that T is monotonic for the inclusion. Since there is no 
function symbol in the language, U is finite and NHB(P) is also finite. 0 
Theorem 3.3 (T validity). Any clause c in M is a theorem of P. 
Proof. We can notice that the T operator computes the same clauses as the clauses 
obtained by a saturation by level using the Positive Hyperresolution inference rule 
(PH) defined in [3, p. 108]. It is also proven in [3] that PH is valid and complete 
to derive the empty clause. Moreover we can show that any proof of the empty 
clause from P and the clausal form of IC can be transformed into a direct proof 
of C or of a clause subsuming c, in the case where c is a clause. Hence PH is also 
valid and complete (up to subsumption) when it is used to derive clauses. 0 
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Theorem 3.4 (T completeness). For any positive ground clause C which is a theorem 
of P there exists a clause c' in M such that c' subsumes c. 
Proof. The theorem is a direct consequence of the PH completeness mentioned 
above. 0 
Lemma 3.5. We have Ans = {tol q(to) EM}. 
4. Evaluation strategy in the case of Propositional Calculus 
The basic idea of the strategy is to try to reconstruct the intermediate steps of 
the computations leading to the answer. This needs to alternate forward chaining 
and backward chaining. The role of backward chaining is to determine, using the 
rules in lOB u Q, the form of the clauses in EOB or in previous results which can 
generate answers by execution of T. The role of forward chaining is to generate 
new clauses with T using only clauses of the form determined by the backward 
chaining steps. 
For example if we have to produce a clause Co like 
(co) A\vA2VA3VA4' 
we have to look for all the clauses in lOB u Q whose consequence is a subset of 
Co. If there is for example a clause C: 
(C) A\ v A2~ B\ A B2 , 
the backward chaining phase determines that we have to look for the following 
clauses c\ and C2 or clauses which subsume them: 
(c\) B\vA\vA2VA3VA4' 
(C2) B2vA\vA2vA3 vA4 • 
In the following we caB Pb(co) the initial problem which can be formulated: "is it 
possible to generate Co ?", and we can Pb(c\) and Pb(c2) the two sub-problems 
derived from (C). 
If, for example, we find in EOB or in previous results the clauses c; and c~: 
(cD B\vA2' 
(c2) B2VA\vA4' 
the forward chaining phase will produce with T the following solution c~ to the 
initial problem Pb( co): 
(cb) A\ v A2 V A4 
which is denoted SoI(c~), while the solutions to the sub-problems are denoted by 
Sol(cD and Sol(c~). 
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This example suggests an operational view of the clause C which expresses the 
backward chaining and forward chaining ideas. Indeed if we have to solve a problem 
of the form: Pb(At v A2 V X) using (C) we have to solve the two sub-problems 
Pb(Bt v At V A2 v X) and Pb(B2 V At V A2 V X) where X can be substituted by any 
ground positive clause. 
The sub-problems can be solved in parallel or in sequence. Since we want to 
generalize the strategy to Predicate Calculus we will solve the sub-problems in 
sequence because the solutions to the first sub-problem allows us to generate second 
ones where some variables may be instantiated, and then which are more specific. 
The solutions we are looking for are represented by Sol(Bt v At v A2 v X) and 
Sol(B2 V At V A2 V X). This means that any previous solutions which subsumes these 
clauses are solutions to the sub-problems. The solutions to the initial problem are 
represented by Sol(A, v A2 v X). Then the initial clause C can be translated, as it 
is done for the ALEXANDRE strategy [11,7] in the case of definite hom clauses, 
into the following rules whose execution in a forward strategy simulates the backward 
chaining and forward chaining processes. That is, their execution alternatively 
generates problems to be solved and/or solutions to the generated problems. 
(Co) Pb(A t V A2 v X) ~ Pb(B, v At v A2 v X), 
(C,) Pb(At v A2 v X)" Sol(B, v At v A2 V X) ~ Pb(B2 V At V A2 v X), 
(C2 ) Pb(A t vA2 vX)"Sol(B,vAt vA2 vX) 
"Sol(B2 v A, V A2 V X) ~ Sol(A, V A2 v X). 
If we "execute" these rules with 
Pb(A, v A2 v A3 v A 4 ), 
X instantiated by A3 v A4 and (Co) generates 
Pb(Bt v A, V A2 V A3 v A 4 ), 
from Sol( B t v A 2 ) the rule (C,) generates 
Pb(B2 v A, V A2 V A3 v A4) 
and from Sol( B2 v A2 v A4) the rule (C2 ) generates 
Sol(At v A2 v A4). 
We can make some comments about these transformed rules: 
• From a formal point of view the predicates Pb(x) and Sol(x) are metapredicates 
whose arguments are codes of formulas, and the rules are axioms ofa meta-Theory. 
These axioms define the derivation process control relative to the object theory. 
However it would be very difficult to define this meta-Theory in detail and we 
will stay a bit informal when formula meaning is obvious . 
• The order of the literals in the disjunctions is irrelevant; in particular Pb(X v Y) 
(resp. Sol(X v Y» are supposed to represent the same problem (resp. the same 
solution) as Pb(YvX) (resp. Sol(YvX». 
252 R. Demolombe 
• Conditions of the form Sol(BI v AI V A2 v X) in the rules are satisfied, for a given 
X instantiation, by any solution of the form Sol(BI v DI V D2 V ••• v Dp) such 
that DI v D2 V ••• v Dp is a subset of AI v A2 V X. The reason why we impose the 
presence of BI is that a solution which does not contain BI is a direct solution 
to the initial problem, and the execution of the rules in this case introduces useless 
com putations. 
• The reason why we have conditions of the form SOl(Bi v AI V A2 v X), and not 
of the simpler form Sol(B,) is that this latter condition is too strong to derive 
AI v A 2. For example we can derive A from A+- Band B v A; it is not necessary 
to have B. Hence a strategy with conditions of the form Sol( B,) would not be 
complete. 
• The clauses with no positive literal have transformed rules which can potentially 
be used to solve any problem, Pb(X). 
We give now a general definition of the clause transformation. 
Definition 4.1 «(9 transformation for propositional calculus). Let P be a Logic Pro-
gram; the transformed Logic Program P' = (9( P) is defined as follows. For any 
clause C in lOB u Q of the form 
(C) A+- BI " B2" ... "Bm 
where A = AI V A2 V ••• v An, we have in P' the set of rules: 
(Co) Pb(Av X)~ Pb(BI v Av X) 
(CI) Pb(A v X)" Sol(BI v A v X) ~ Pb(B2 v A v X) 
• 
• 
• 
(Cj _ l ) Pb(A v X)" Sol(BI V A v X) 
"Sol(B2 v A v X) 
• 
• 
• 
"Sol(B)_1 V A v X)~ Pb(B) V A v X) 
• 
• 
• 
(Cm) Pb(A v X)" Sol(BI v A v X) 
"Sol(B2 v A v X) 
• 
• 
• 
"Sol(Bm v A v X) ~ Sol(A v X). 
For any clause c in EOB we have in P', Ax(c). Finally we also have in P' 
(ax) Pb(X v Y) " Ax(X) ~ Sol(X) 
(q) Pb(q). 
The transformed Logic Program P' is completely defined by the rules (C,)s, 
Ax(c)s, (ax) and (q). 
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We define now a least fixpoint operator for the transformed program P'. 
Definition 4.2 (T'p' operator for propositional calculus). Let us define SOL and PB as: 
SOL = {Sol( c) ICE NHB(P)}, PB = {Pb(c) ICE NHB(P)}. 
The Transformed Non-Herbrand Base of P' is defined as TNHB(P') = SOLu PB. 
The signature of T' is powset(TNHB(P')) ~ powset(TNHB(P'). Let S' be an 
element of powset(TNHB(P'); the T~. definition is 
Tp'(S') = {Pb(B) v A v C) I Pb(Bj v A v C) E S' or 
there exists a rule (C;-I) instance where X is instantiated by C 
s.t. for k E [1,j -1] there is in S' a solution of the form 
Sol( Bk v Ak V Ck) where Ak and Ck are respectively 
subsets of A and C 
and there is in S' the problem Pb(A v C)} 
u 
{Sol(A v C') I Sol(A v C') E S' or 
there exists a rule (Cm ) instance where X is instantiated by C 
S.t. for k E [1, m] there is in S' a solution of the form 
Sol(Bk v Ak v Ck ) where Ak and Ck are respectively subsets of A and C 
and there is in S' the problem Pb(A v C)} 
and C' = fact( C v C2 V ••• v Cm) is a subset of C} 
u 
{Sol(A) I Ax(A) E S' and Pb(A v C) E S'} 
where A, C, and C' are ground positive clauses and the Bk are ground positive literals. 
In order to improve the efficiency of T' execution we assume in the following 
that T' is executed according to the semi-naive strategy [2], also called delta strategy. 
This means that a rule is applied only if at least one operand (pre-condition) is 
new. This strategy prevents repetition of the same computations. 
We briefly present the most important properties of the transformed program P' 
and of the T' operator. We call M' the least fixpoint of Tp·(0). Theorem 4.5 shows 
that M' is well defined. 
Theorem 4.3 (T' validity). If Sol(A) EM' or Ax(A) EM' then A EM, where A is a 
ground positive clause. 
Proof. The idea of the proof of Theorems 4.3 and 4.4 is very close to the proof 
given by Kerisit in [7]. The proofs here are only more complex due to non-Horn 
clauses. 
The proof is by induction on j in the computation of T~ .. So we have to prove 
that for any j we have 
Sol(A) E T~·(0) v Ax(A) E T~·(0)~A EM. 
For i = 1 the result is obvious. 
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Let us assume the induction hypothesis for any j.s;; i. If we have Ax(A) e T~;1(0) 
the property directly follows the. P' definition. If we have Sol(A) e T~;1(0), there 
exists an instance of rule (Cm ) whose conclusion is Sol(A) and s.t. its pre-conditions, 
Pb(A) and all the Sol( Bk v A) belong to T~,(0). Then by induction hypothesis we 
can conclude that for all the Bk v A we have Bk v A eM. Hence the application of 
T to the clause C which has generated Cm, and to the Bk v A generates A in M. 0 
Theorem 4.4 (T' completeness). If Pb(A) eM' and A' eM then Sol(A') eM', where 
A is a ground positive clause and A' is a sub-set of A. 
Proof. The proof is by induction on i in the computation of T~. So we have to 
prove that for any i we have 
Pb(A) eM' A A' e T~(0)~Sol(A') eM'. 
For i = 1, a direct application of the (ax) rule gives the result. 
Let us assume the property for any j ~ i. From A' e T~(0) we conclude that there 
exists an instance of a clause C and a set of clauses Bk v Ck e T~·(0) s.t. A' = 
fact(AvC.vC2 v··· vCm). 
From the rule (Co) and the hypothesis Pb(A) eM' we conclude that Pb(B. v A) e 
M'. From the induction hypothesis and Pb(B. v A) eM' and B. v C. e Tj;· we have 
Sol(B.vC.)eM'. By application of the rule (C.) we derive Pb(B2 vA)eM'. The 
same kind of reasoning successively applied to (C2 ), (C3 ), ••• , (Cm ) gives Sol(A) e 
M'. 0 
Theorem 4.5 (T' termination). For a given transformed Logic Program P' there exists 
an n such that for any p> n we have T~(0) = T~(0) = M'. M' is the least jixpoint. 
Proof. The proof is a direct consequence of T' monotonicity and of pow-
set(TNHB(P'» finiteness. 0 
5. Extending the evaluation strategy to Predicate Calculus 
A trivial extension of the strategy to Predicate Calculus would be to consider all 
the clause instances in IDB u Q obtained with the elements in the Herbrand Universe, 
and to come back to Propositional Calculus. This approach is possible in theory 
since this Universe is finite and since we have no universal quantifiers in the queries. 
However we would get a huge amount of clauses and the efficiency of the method 
would be quite poor. 
Then our approach is to really deal with Predicate Calculus. The most important 
difficulty in this context is to have a finite set of transformed clauses able to solve 
an infinite set of distinct problems. Indeed we may have an infinite set of distinct 
problems or queries of the form 
A(x, zn) v A(x, zn-.) v ... v A(x, z.) v A(x, y) 
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which may be generated by a recursive clause like 
A(x, y) ~ A(x, Z) A B(z, y). 
The basic idea to solve this difficulty is similar than those used in ALEXANDRE 
for Horn clauses. That is, we define a more abstract notion of problem, called 
problem type, and we define the transformation for problem types in such a way 
that a finite set of rules can potentially solve an infinite set of distinct problem 
instances. Now the question is: how to define problem types for non-Horn clauses? 
For Horn clauses the two problems, Pb(A(a, Y)) and Pb(A(b, y», are considered 
as two instances of the same problem type: Pb(x, y) where x is known and y is 
unknown. So we need to represent, at the meta level, the mode of each predicate 
argument. A formal representation would be to add a new argument for each 
argument in the initial predicate to represent the modes. For example, 
Pb(A(i, x, 0, y» 
where the constant i means input mode, and the constant 0 means output mode. 
Since this notation is quite heavy the mode of predicate arguments will be implicitely 
denoted using the following notations: XI, X2, ... , Xk, ... variables denote arguments 
having the input mode, and YI, Y2, ... , Yk> ... variables denote arguments having the 
output mode. So the same problem type will be represented by 
Pb(A(xl> YI» 
when there is no risk of confusion. In the case of non-Horn clauses we generalize 
the notion of problem type to positive clauses and a problem like A I (a, y) v A 2 ( b, y) 
is an instance of a problem type represented by 
Pb(A I (XI' YI)) V A 2(x2> YI» 
In this problem type representation, the variable numbering and the literal order 
in the clauses are irrelevant. For example the above problem and 
Pb(A2(x3, Y2» v AI (X2, Y2)) 
are considered as two representations of the same problem type. However in some 
cases this notion of problem type is not general enough to represent problems of 
no bounded length and we extend the problem type definition to problem types of 
the form 
whose meaning is: "is it possible, for a given instantiation of the variables XI and 
X2 to find instantiations of X and YI such that SoI(AI(xl> YI) v A 2(X2, yd v X) can 
be generated from P'?". For example for the instantiation {a/xI> b/X2} we could 
find the instantiation {A3(X3, X3, YI)! X, C/X3, d/YI}' 
To have more concise notations a disjunction of the form AI (XI, YI) V A2(x2, YI), 
is denoted by A(tx, ty) where A is a positive disjunction, t stands for the free variable 
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tuple, and I, (resp. Iy) stands for the input (resp. output) free variables (sometimes 
1 will be considered as a set of variables). So, in general, a problem type is represented 
by 
and corresponding solutions are represented by 
Sol(A/(t ' ) V 8(S/» 
where A' is a subset of A, t ' is an instance of t, and B(S/) is a ground instance of X. 
Using these notations, the transformation definition in the case of Predicate 
Calculus is: 
Definition 5.1 (e transformation for predicate calculus). For any clause C in lOB u Q 
of the form 
which is written in the form 
A(I) +- B.(I.) v B2(t2 ) v ... v Bm(tm) 
where A(I) = A.(s.) v A 2(S2) v ... v An(sn). 
For any choice of the argument modes of the literals in A(t), called a signature, 
and represented by A(tx, tv) we have the set of rules 
• 
• 
• 
(Ck-.) Pb(A'(tx, Iv) v X) " Sol( B. (t.) v A(t) v X) 
"Sol(BiI2) v A(I) v X) 
• 
• 
• 
"Sol(Bk-.(tk_.) v A(t) v X) 
-+ Pb(Bk(lkx , tkv ) v A(tx, tv) v X) 
• • 
• 
• 
• 
(Cm) Pb(A'(tx, I,.) v X)" Sol(B.(t.) v A(t) v X) 
"SoI(B2(t2 ) v A(t) v X) 
• 
• 
• 
"Sol(Bm(tm) v A(t) v X) -+ Sol(A(t) v X) 
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where A' is a subset of the literals in A which may be equal to A or may be an 
empty set in the extreme cases, 
All the variables in the rules are universally quantified except ty and the t,Y which 
are constants at this meta level. 
Some comments about this definition: 
• The rule (Co) has not the same form as the others. The reason is that if we had 
in the consequence, Pb(BI(tlx, tly) v A(t .. ty) v X), in the case where the predicate 
BI is recursively defined, we could generate problems of an infinite length, which 
is not the case for the rules (Ck ) since the generation of new problems depends 
on the existence of new solutions, and the number of new solutions is finite. 
• It can be noticed that for a given instance of X, (Co) generates a new problem 
where Y is a variable. We will consider that two problem types of the form 
Pb(PB v Y) and Pb(PB v Yv Y') represent the same problem type and are both 
represented by Pb(PB v Y). 
• The rules (Cd may be executed even if A' is empty, for example to solve a 
problem of the form Pb(D(s~, Sy) v Y) such that D has no common predicate 
with A. In that case X is instantiated by D(s~, sv) and the rule (C",) may generate 
solutions like Sol(A( t') v D(S'» which correspond to solutions to the initial 
problem where Y is instantiated by D(S'). 
• For a given A( t) signature, the literal Bi are ordered according to some heuristic 
as for Horn clauses. The simplest heuristic is to order the literal with the criteria 
to have the maximum number of arguments in each literal having the input mode. 
It can be noticed that the Range Restricted property mentioned at the beginning 
guarantees that all the input variables tx in A appear in some B •. Roughly speaking 
this guarantees that the constants in the initial query or in the problems are 
transmitted to the sub-problems and that the number of generated solutions is 
strongly reduced. 
• The e transformation can be considered as some sort of compilation in the sense 
that all the clauses in lOB can be transformed only once independently of any 
query_ 
We have no room for a detailed presentation of the T~,(0) operator definition 
but this definition is very similar to Definition 4.2. The main difference is that a 
rule is applied only when all its input variables are instantiated. 
The proofs of Validity and Completeness are based on the same ideas but they 
are more complex. 
The Termination proof is more problematic because here THNB(P I ) is not finite, 
since it contains problems and solutions of an infinite length. However from the 
validity property we can conclude that the set of solutions Sol(A) in M' is finite 
because they have a corresponding clause A in M which is finite. The finiteness of 
generated problems is less trivial. It is a consequence of the finiteness of the set of 
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solutions and of the finiteness of the number of distinct values for t"x and t~ in the 
generated problems. 
6. Conclusion 
We have defined an efficient evaluation strategy to compute safe answers in the 
context of Indefinite Deductive Data Bases. This strategy is based on pure standard 
logic and does not apply any kind of default reasoning, as in [9,4]. The basic idea 
was to transform the clauses into a set of rules whose execution according to a least 
fixpoint operator simulates forward chaining and backward chaining processes and 
focus the derivation on relevant clauses. 
The strategy is very general but it can be improved for some particular cases. The 
simplest one is the case of clauses without recursive definitions, another one is the 
case of clauses with only linear recursions. Another direction for further investiga-
tions is to extend the Relational Algebra in order to efficiently compute formulas 
like Sole B. (x, z) v A(x, y» " Sol(B2(z, y) v A(x, y». 
We can mention an interesting byproduct of the designed strategy. Since some 
sub-problems are of the form Pb(A(tx, ty) v Y), where Y is a variable, the strategy 
can compute answers to queries of the form Pb(q(t) v Y) which leads to solutions 
like Sol( q( a) v Man( a», called conditional answers and whose intuitive meaning is: 
"if you are sure that a is not a Man then you can be sure that a satisfies the query". 
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