This paper provides an empirical comparison of four option valuation models. The first of these models is the benchmark affine stochastic volatility model in the continuous-time option valuation literature. This model yields closed-form solutions for European option prices. The second model is a discrete-time affine option valuation model that also allows for a closed form solution. The third is a non-affine discrete-time model and the fourth is a nonaffine stochastic volatility model. The latter two models do not yield closed-form solutions. Using a root mean squared dollar error criterion, the non-affine models outperform the affine stochastic volatility model by approximately 15% in-and out-of-sample. The affine discretetime model outperforms the affine continuous-time model by 10% in-sample and 6% out-ofsample The non-affine discrete time model slightly outperforms the non-affine continuous time model. These findings may suggest that the distinction between continuous-time and discrete-time models is not very relevant from an empirical perspective. The distinction between non-affine and affine volatility models is more important and non-affine models need to be studied more extensively. At the methodological level, the paper presents a new method for estimating continuous-time option valuation models that can be used in a variety of applications.
Introduction
Following the finding that Black-Scholes (1973) model prices systematically differ from market prices, the literature on option valuation has formulated a number of theoretical models designed to capture these empirical biases. 1 One particularly popular modeling approach has attempted to correct the empirical biases in the Black-Scholes model by modifying the Black-Scholes assumption that volatility is constant across maturity and moneyness. Studies using returns data as well as options data have demonstrated that return volatility is time-varying, and that important improvements in the performance of option pricing models can be made by modeling volatility clustering in the dynamic of the underlying asset return. Moreover, it is now also well established that it is necessary to model a leverage effect in the volatility process, which captures the negative correlation between returns and volatility. Another way of thinking about the leverage effect is that it generates negative skewness in the distribution of the underlying asset return. 2 Most of the existing literature has modeled volatility clustering and the leverage effect using continuous-time stochastic volatility models. In particular, the Heston (1993) model, which accounts for time-varying volatility and a leverage effect, has been implemented in a large number of empirical studies. In order to address the limitation of continuous sample paths that is inextricably linked with the continuous-time framework, the Heston (1993) model is often combined with models of jumps in returns and volatility. 3 There exists a smaller literature that values options using GARCH processes to describe the underlying return dynamic, building on the results in Duan (1995) and Amin and Ng (1993) . The literature on GARCH processes is too voluminous to cite in full here, 4 but it is almost exclusively focused on the statistical fit of the underlying returns. A limited number of studies empirically test the performance of GARCH option valuation models. 5 The objective of this paper is to document differences in performance between discrete-time and continuous-time option valuation models. This seems like a natural question to ask, but there are a number of reasons why this issue has not yet been addressed in the literature. First, many financial economists believe that continuous-time methods are preferable to model options. The most often heard motivation for this opinion is that continuous-time methods are mathematically elegant and lead to closed form solutions for option prices. However, apart from the Heston (1993) model, the literature contains few if any other volatility dynamics that lead to closedform solutions. The discrete-time literature also contains a volatility dynamic that yields a closed-form solution for option prices, namely the dynamic in Heston and Nandi (2000) .
A second reason for the lack of attention to empirical comparisons between discrete-time and continuous-time models may be the belief that the performance of selected discrete-time and continuous-time models ought to be very similar when the continuous-time dynamic is the limit of the discrete-time dynamic. The first such limit result was demonstrated by Nelson (1990) . A related result is given by Heston and Nandi (2000) , who show that the continuous-time model in Heston (1993) can be obtained as the limit of the GARCH dynamic they suggest. It has become clear, however, that while these limit results are theoretically intriguing, their practical relevance may be modest. A given discrete-time model can have several continuous-time limits and vice versa, a given continuous-time model can be the limit for more than one discrete-time model. 6 A third reason for the limited amount of work done comparing discrete and continuous models for option valuations is likely to be methodological. The two classes of models are typically implemented using very different econometric methods which renders fair comparisons difficult. We contribute to the literature by suggesting a new methodology which allows for straightforward comparisons of latent volatility continuous time models with discrete time GARCH models. Our method makes joint use of option prices and underlying returns and it allows for a fair comparison by ensuring that each model is implemented using the same objective function and the same information set. 7 We argue that a comparison of the performance of discrete-time and continuous-time models is of substantial interest. The link between continuous-and discrete-time models, while relevant, is not sufficiently unambiguous to justify ignoring one class of models. This also means that one cannot simply ascribe empirical results obtained for one class of models to their mathematical equivalent in the other class. Despite the fact that the limit results suggest that there may be similarities in the performance of certain continuous-and discrete-time models, it may well be the case that one class of models systematically outperforms the other. Moreover, a comparison of discrete-time and continuous-time models will help to establish a benchmark for the modeling of option prices in discrete time, much like the Heston (1993) model currently fulfills this role in the continuous-time literature. In other words, by comparing the empirical performance of a candidate discrete-time benchmark model with the continuous-time Heston (1993) benchmark model, we attempt to establish a benchmark for judging the performance of future discrete-time models. For example, if an existing paper improves over a given benchmark in the GARCH option valuation literature, it may be difficult to interpret the significance of this result for the continuous time option valuation literature, because the performance of the benchmark GARCH model may not be satisfactory vis-a-vis the performance of the continuous-time Heston (1993) model. The empirical results in this paper thus aim to facilitate comparisons between different classes of models.
The paper proceeds as follows. In Section 2 we introduce the discrete and continuous time volatility models, and we discuss their implementation. In Section 3 we present and discuss the empirical results. Section 4 concludes.
Volatility Dynamics and Model Implementation
In this section we introduce four volatility models. The most popular volatility model in the option valuation literature is the continuous-time stochastic volatility model of Heston (1993) . This model has been estimated and tested in a number of influential studies. The existing continuous-time literature does arguably not contain modifications of the stochastic volatility dynamic that outperform this model out-of-sample, and therefore it is a good benchmark. The underlying reason for this finding is that the Heston (1993) model captures two important stylized facts that are needed to model option prices: volatility clustering and the leverage effect. 8 After accounting for these two stylized facts, additional modifications of the volatility dynamic do not result in significant out-of-sample improvements in fit. An important advantage of the Heston (1993) model is that it yields closed-form solutions for European option prices. The closed-form solution is due to the affine structure of this model. Henceforth we refer to the Heston (1993) model as AF-SV, indicating that it is an affine stochastic volatility model.
There is an extensive and growing literature on the use of jumps in returns and volatility to improve the performance of the Heston model. 9 Extending our comparison to models of this type is interesting, but beyond the scope of this paper. Our paper investigates 1) whether formulating the volatility model in discrete or continuous time affects the performance of the option valuation model, and 2) whether the affine structure imposes empirically important limitations on the model.
Following the theoretical developments in Duan (1995) and Amin and Ng (1993) , the discretetime GARCH option valuation literature has resulted in fewer empirical studies. 10 Interestingly, the choice of a benchmark model in this literature is somewhat harder, because the number of competing volatility models is far greater. Following the work of Engle (1982) and Bollerslev (1986) , volatility modeling using returns data has proceeded in discrete time, and this literature has spawned a large number of competing models. For practical reasons, we limit the number of models to two. The first discrete-time model we investigate is the one by Heston and Nandi (2000) . This model is a natural choice, as it was designed with option valuation in mind. Also, like the Heston (1993) model, it has a closed-form solution, it contains a leverage effect and it allows for volatility clustering. Heston and Nandi (2000) have demonstrated that it performs satisfactorily vis-a-vis ad-hoc benchmarks for the purpose of option valuation. Because this model also has an affine structure, we refer to it as AF-GARCH.
The second discrete-time model we investigate is the non-affine NGARCH model of Engle and Ng (1993) , henceforth referred to as NA-GARCH. This is the simplest model in the GARCH literature that contains both volatility clustering and a leverage effect. It is also the model considered by Duan (1995 Heston (1993) , Heston and Nandi (2000) and Nandi (1998) Huang and Wu (2004) . 10 Amin and Ng (1993), Bollerslev and Mikkelsen (1996) , Engle and Mustafa (1992) , and Duan, Ritchken and Sun (2002) estimate model parameters using the underlying asset returns and subsequently value options. Heston and Nandi (2000) and Christoffersen and Jacobs (2004A) provide an integrated analysis of equity option prices and the underlying returns. several richer GARCH parameterizations do not improve on the option valuation performance of the NA-GARCH model. An additional motivation for investigating the NA-GARCH model is that, in contrast with the Heston (1993) and Heston and Nandi (2000) models, it has a nonaffine volatility specification. Affine models are extremely popular in option valuation because they yield closed-form pricing results.
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It is therefore of interest to verify whether this focus on closed-from valuation results comes at the cost of a deterioration in the model's empirical performance compared with non-affine classes of volatility dynamics.
Finally, to complete the comparison between continuous-time and discrete-time models on the one hand and affine and non-affine models on the other hand, we also analyze a non-affine continuous-time stochastic volatility model. We refer to this model as NA-SV.
We now turn to a description of these four volatility models and a discussion of their implementation for the purpose of option valuation. For the two discrete-time GARCH models, we consider the GARCH(1,1) representation because it is most closely related to the Heston (1993) continuous-time model. We start with the discrete-time Heston and Nandi (2000) model because its econometric implementation is simpler than that of the continuous-time Heston (1993) model. We subsequently discuss our implementation of the Heston (1993) model, which is different from the implementation available in the literature, and designed to facilitate the comparison with the discrete-time models, as well as to provide the best possible fit for the model. We conclude with the specification of the non-affine NA-GARCH and NA-SV models, which rely on numerical techniques for option valuation.
2.1
The Affine GARCH(1,1) Model (AF-GARCH) Heston and Nandi (2000) propose a class of affine GARCH models (AF-GARCH) that allow for a closed-form solution for the price of a European call option. We investigate the GARCH(1,1) version of this model, which is given by
where S t+1 denotes the underlying asset price, r the risk free rate, λ the price of risk and h t+1 the daily variance on day t + 1 which is known at the end of day t. The z t+1 shock is assumed to be i.i.d. N(0, 1). The Heston-Nandi model captures time variation in the conditional variance in ways similar to Engle (1982) and Bollerslev (1986) . The parameter c represents the leverage effect, which captures the negative relationship between returns and volatility (Black (1976) ) and results in a negatively skewed conditional distribution of multi-day returns. Note also that using the conventional GARCH notation, the conditional variance for day t + 1 denoted h t+1 is known at the end of day t.
Variance persistence can be computed via
Affine models are also very popular in the term structure literature for exactly the same reason. See for instance Duffie and Kan (1996) and Dai and Singleton (2000) . and the unconditional variance can be computed via
Now we can rewrite the variance process as 
with c * = c + λ + 0.5 and z * t ∼ N(0, 1) under the risk neutral measure. We provide an integrated analysis of this model, using data on equity option prices as well as the time series of underlying equity returns. In order to value options at each date t, we need an estimate of the conditional volatility h t on that particular date. This is often referred to as the filtering problem. One of the appealing aspects of discrete-time GARCH models is that this filtering problem is extremely simple, and that it is therefore straightforward to implement an integrated analysis of option prices and the underlying equity returns. Indeed, the filtering problem is solved by noting that from (2.1) we have
where R t = ln(S t /S t−1 ). Substituting (2.4) in (2.2), it can be seen that the updating from h t to h t+1 is done using an updating function that exclusively involves observables
Model parameters are obtained by using the nonlinear least squares (NLS) estimation techniques to minimize
where
T is the total number of days included in the options sample and N t is the number of options included in the sample at date t, C i,t is the market price of option i quoted on day t and C i (h t+1 ) is the model price. The implementation is therefore relatively simple: the NLS routine is called with a set of parameter starting values. The variance dynamic in (2.5) is then used to update the variance from day to day and the GARCH(1,1) option valuation formula from Heston and Nandi (2000) is used to compute the model prices. At time t, a European call option with strike price K that expires at time T can be calculated from
iφ¸d φ (2.8)
and where f * (t, T ; iφ) is the conditional characteristic function of the logarithm of the spot price under the risk neutral measure, which is characterized by a set of difference equations with terminal conditions. See Heston and Nandi (2000) for these equations.
The Affine Stochastic Volatility Model (AF-SV)
The Heston (1993) continuous-time stochastic volatility model (AF-SV) is defined by the following two equations
with corr(dw S t , dw V t ) = ρ. This model also allows for volatility clustering through the autoregressive component of volatility, as well as for the leverage effect through a negative correlation coefficient ρ, which translates into negative skewness of the return distribution. Under the assumption that the volatility risk premium λ(S t , V t , t) is equal to λV t , the risk neutral dynamic expressed in terms of the physical parameters is
with corr(dw * S t , dw * V t ) = ρ. Heston (1993) demonstrates that this model admits a closed form solution, which is presented here in terms of the physical parameters κ, θ, λ, ρ and σ in order to facilitate the description of our estimation procedure below.
The Heston model has been investigated empirically in a large number of studies. Often it is used as a building block together with models of jumps in return and volatility. For our purpose, it is important to note that the model can be estimated and investigated empirically using a number of different techniques. First, the model's parameters can be estimated using a single cross-section of option prices (for example see Bakshi, Cao and Chen (1997)). A second type of implementation of the Heston model uses multiple cross sections of option prices but does not combine this with a fully integrated analysis of the underlying asset returns. Instead, for every cross section a different initial volatility is estimated, leading to a highly parameterized problem (see for instance Bates (2000) and Huang In this paper we implement the Heston model in a novel way. This is mainly motivated by the objective of this paper, which is to compare the performance of discrete-time and continuoustime methods. As such, we implement the model using a method based on the same objective function (2.6) used to implement the Heston-Nandi (2000) GARCH model. In our opinion, this method guarantees the best possible performance for the Heston model in-and out-of-sample. This is motivated by the insights of Granger (1969), Weiss (1996) and Weiss and Andersen (1984) who demonstrate that the choice of objective function (also labeled loss function) is an integral part of model specification. It follows that estimating a model using one objective function and evaluating it using another one amounts to suboptimal choice of objective function. Christoffersen and Jacobs (2004B) demonstrate that this issue is empirically relevant for the estimation of the deterministic volatility functions in Dumas, Fleming and Whaley (1998). We therefore implement the Heston model in a way that is consistent with these insights.
Our implementation uses the Auxiliary Particle Filter (APF) algorithm along with the observed stock price to filter the volatility. 13 As shown by Pitt and Shephard (1999) the APF offers a convenient filtering algorithm for non-linear models such as the stochastic volatility model we consider here.
Volatility Transformation and Discretization
To prevent V t from becoming negative, we work with f (V t ) = log(V t ). The dynamic of interest is therefore
where hV i t is the quadratic variation of V t . Using Ito's lemma yields
In order to compute option prices according to (2.13) within the iterative search, we need the structural parameters, but also the volatility path which is not observed. Note that equations (2.9) and (2.10) specify how the unobserved state is linked to observed stock prices. This relationship allows us to infer the volatility path using the returns data. We first need to discretize equations (2.9) and (2.14) . There are different discretization methods and every scheme has certain advantages and drawbacks. We use the Euler scheme which is easy to implement and has been found to work well for this type of applications.
14 Discretizing equation (2.9) (using log(S t ) instead of S t and applying Ito's lemma again) and (2.14) gives
We implement the discretized model in (2.15) and (2.16) using daily returns, and all parameters will be expressed in daily units below. The model is characterized by six structural parameters: µ, κ, θ, σ, λ and ρ for which we have to choose a set of starting values. Subsequently, we have to choose an initial variance V 0 (the starting value for the variance path). We set the initial volatility equal to the unconditional variance, V 0 = θ. Our optimization algorithm minimizes (2.6) using an iterative procedure. At each iteration, the volatility is filtered using the information embedded in observed returns. Since the minimization is performed relative to option prices, option data also indirectly contribute to the determination of the volatility path. Finally, using the filtered volatility and the structural parameters option prices are computed according to Heston's formula and the MSE is calculated. This procedure is repeated until the optimum is reached. Because this procedure is relatively new in finance, we now describe it in more detail.
Filtering the volatility path using the APF algorithm
Although the choice of the initial variance V 0 is well-motivated, we still want to mitigate its impact on the valuation exercise. For that reason, we start iterating using the volatility dynamic 252 days (1 year) before the first option price is observed. This implementation is identical to that followed in the implementation of the discrete-time Heston-Nandi model. In what follows V 0 therefore corresponds to the volatility 252 days before the first option price is observed.
The idea underlying the AP F technique is to infer the volatility path from the observed returns data. V 0 is propagated one day ahead using equation (2.14) into N possible states (or particles). 15 Subsequently, we use an auxiliary variable ι and the available data to decide which particles to keep in order to simulate the one day ahead volatility.
Assume that we are at date t and we have an initial set of particles
with V j t the volatility at day t for the state j, W j t the weight associated with state j at date t and j = 1, .., N. 16 We want to propagate V t one day ahead into
using the AP F . This task requires the following steps:
Step 1: Selecting the particles
The weight W j t reflects the information available at time t only and does not include our expectations about (t+1). So even if state j is very likely according to the realization of the stock price at date t, it is possible that the realization of the stock at date (t + 1) suggests a certain readjustment of the probability that state j has occurred. By combining the information available at t and our expectations about (t + 1), we can eliminate many states with a low realization probability right before the propagation step. This is achieved by: I) Computing a summary location statistic for (t + 1) that reflects the information at t. We use the mean µ j t+1 given by:
¢ is the conditional density of log(S t+1 ) which can be easily inferred from (2.15). This auxiliary variable is simply an index that tells us which particle to keep and which particle to discard. After this selection exercise we obtain N new particles which are implicitly functions of the auxiliary variable ι,
In order to keep the notation simple we will omit ι below.
Step 2: Simulating the state forward (Sampling) This is done by computing V t+1 using equation (2.16) and taking the correlation into account. We have
which gives 15 We set N = 500 in the initial search. Once a candidate optimum is identified we confirm it by increasing N to 5, 000. The results change very little when N is increased. 16 At time 0, the initial set is constructed by setting each particle equal to the unconditional variance θ and giving all particles equal weight, 1/N.
where corr(ε S t+1 , ε t+1 ) = 0, we get
We simulate N states (N particles) which describe the set of possible values of V t+1 .
Step 3: Computing and normalizing the weights (Importance Sampling) At this point, we have a vector of N possible values of V t+1 and we know according to equation (2.15 ) that given the other available information, V t+1 is sufficient to generate log(S t+2 ). Therefore, equation (2.15) offers a simple way to evaluate the likelihood that the observation S t+2 has been generated by V t+1 . Hence, we have to compute the vector W whose elements represent the weight given to each particle (or the likelihood or probability that the particle n has generated S t+2 ). The likelihood is computed as follows:
This is to be repeated for n = 1, .., N. Finally, because nothing guarantees that P N n=1 W n t+1 = 1, we have to normalize and set
. In summary therefore, at the end of step 2, we obtain a set of N particles describing the density of V t+1 . This procedure (Steps 1, 2 and 3) is repeated for t = 1, ...T . To obtain the filtered volatility path, we then computē
for each t.
Computing option prices and evaluating the loss function
We are now in a position to evaluate option prices C i ¡V t ¢ based on the filtered volatility path using Heston's closed form solution according to equation (2.13). We subsequently evaluate the loss function
as before.We use a standard numerical optimization routine to update the model parameters and iterate until convergence is achieved.
Notice that the methodology we have suggested here for estimating the continuous time stochastic volatility model relies on the same information set and the same objective function as those used for the discrete time Heston-Nandi GARCH model. This will allow for a fair empirical comparison.
The Non-Affine GARCH Model (NA-GARCH)
One objective of this paper is to compare the performance of discrete-time and continuous-time option valuation models. The comparison between the Heston (1993) and Heston and Nandi (2000) models is a natural one, because both models belong to the affine class. A second objective of the paper is to investigate whether non-affine models can outperform affine models. The option valuation literature has focused almost exclusively on affine models because they yield closedform solutions. This paper investigates if there is a price to be paid for this computational convenience in terms of empirical fit.
To investigate this further, we compare the two models introduced above with the non-affine NGARCH model of Engle and Ng (1993) . We could have equivalently introduced a non-affine continuous-time model to investigate the importance of the affine restriction. However, we chose the NGARCH model because it is relatively easy to analyze. We will refer to it as NA-GARCH. The model is given by
The variance persistence can be computed via
and the unconditional variance can be computed via
Now we can rewrite the variance process as
which again suggests the GARCH models' relationship with the diffusion volatility models. Note that this model differs in some subtle ways from the Heston-Nandi model in (2.1)-(2.2). The Heston-Nandi model was engineered with the specific purpose of yielding closed-from option prices. The specification in (2.18)-(2.19) does not yield closed form option prices, but was designed to provide a good fit to the underlying equity returns. The question of interest is if the restrictions built into affine models such as (2.1)-(2.2) reduce the ability of the model to fit the data.
The risk-neutral dynamics for the NA-GARCH model (2.18)-(2.19) can be obtained using the same theoretical arguments underlying the Heston-Nandi model
with c * = c + λ and z * t ∼ N(0, 1). We can then estimate the model by minimizing (2.6), using the updating rule
Option prices are computed numerically according to
where the expectation is calculated by Monte Carlo simulation of the daily returns from (2.20). We use 1000 simulated paths and a number of numerical techniques to increase numerical efficiency: the empirical martingale method of Duan and Simonato (1999) , stratified random numbers, antithetic variates and a control variate technique. The parameters are again chosen to minimize
2.4 The Non-Affine Stochastic Volatility Model (NA-SV)
In order to complete our comparison of discrete versus continuous time volatility dynamics on the one hand and affine versus non-affine models on the other, we need a non-affine continuous time stochastic volatility model (NA-SV). While several sensible models are available, we focus on a continuous time limit of the non-affine NA-GARCH model considered above. Duan (1996 Duan ( , 1997 shows that using the physical measure the discrete time NA-GARCH model converges weakly to the bivariate continuous time process defined as
where w 1t and w 2t are independent Brownian motions under the physical measure, and where
Notice that if we define persistence as
, and unconditional variance as θ = ω/κ we can write
which shows the similarly with the affine SV model in terms of volatility drift. But of course the innovations are now scaled by the conditional variance rather than by the square root of the conditional variance as is the case in the AF-SV model. Under the risk neutral measure, the continuous time limit of the NA-GARCH model is
where w * 1t = w 1t +λt and w * 2t = w 2t are two independent Brownian motions under the risk neutral measure.
The NA-SV model presented here has an unobserved variance factor and no closed form option valuation formula. Thus we need to implement it using the auxiliary particle filter to construct the variance path (as in AF-SV) and Monte Carlo simulation to calculate the option prices (as in NA-GARCH). It is therefore the most computationally intensive of the four models considered.
Empirical Results
This section presents the empirical results. We first discuss the data, followed by an empirical evaluation of the four models under investigation and a detailed discussion of the differences in performance of these models in-and out-of-sample.
Data
We conduct our empirical analysis using six years of data on S&P 500 call options, for the period 1990-1995. We apply standard filters to the data following Bakshi, Cao and Chen (1997). We only use Wednesday and Thursday options data. For the in-sample analysis, we use the Wednesday data. Wednesday is the day of the week least likely to be a holiday. It is also less likely than other days such as Monday and Friday to be affected by day-of-the-week effects. For those weeks where Wednesday is a holiday, we use the next trading day. The decision to pick one day every week is to some extent motivated by computational constraints. The optimization problems are fairly time-intensive, and limiting the number of options reduces the computational burden. Using only Wednesday data allows us to study a fairly long time-series, which is useful considering the highly persistent volatility processes. An additional motivation for only using Wednesday data is that following the work of Dumas, Fleming and Whaley (1998), several studies have used this setup (see for instance Heston and Nandi (2000) ).
We obtain six sets of parameter estimates in the in-sample analysis. We simply split the six years of data in six datasets, one for each calendar year, and perform annual estimation exercises. For each estimation sample, we use a volatility updating rule starting from the model implied unconditional variance on January 1, 1989. Table 1 presents descriptive statistics for the options data for the 1990-1995 Wednesday insample data by moneyness and maturity. Panels A and B indicate that the data are standard. Panel C displays the volatility smirk in the data. The slope of the smirk clearly differs across maturities. We summarize the data for all six estimation samples in one set of tables to save space. Descriptive statistics for the separate samples different sub-periods (not reported here) reveal similar stylized facts. The slope of the smirk changes over time, but the smirk is present throughout the sample. The top panel of Figure 1 gives some indication of the pattern of implied volatility over time. For the 313 Wednesdays of options data used in the empirical analysis, we present the average implied volatility of the options on each Wednesday. It is evident from Figure 1 that there is substantial clustering in implied volatilities. It can also be seen that volatility is higher in the early part of the sample. The bottom panel of Figure 1 presents a time series for the 30-day at-the-money volatility (VIX) index from the CBOE for our sample period. A comparison with the top panel clearly indicates that the options data in our sample are representative of market conditions, although the time series based on our sample is of course a bit more noisy due to the presence of options with different moneyness and maturities.
After conducting six in-sample estimations, we proceed to conduct separate out-of-sample analyses for each of the six sample years using the trading day following each in-sample Wednesday. We refer to this as Thursday data. Table 2 presents descriptive statistics for the out-ofsample data. The patterns in the data are clearly similar to those in the in-sample data in Table  1 . Table 3 presents the parameter estimates for each of the four models and for each of the six annual estimation samples. Some of the parameters vary considerably over time. However, time-variation in individual parameters does not necessarily indicate time-variation in model fit and model performance, because the key properties of the models are determined by nonlinear combinations of the individual model parameters. An exception to this is the AF-SV model, where parameters are more easily interpreted individually; for example, κ denotes variance mean reversion and θ denotes the unconditional variance. These parameters appear to be relatively stable over time, even though the mean reversion increases over time. Finally, note that the correlation parameter ρ in the AF-SV model hits the prespecified boundary of -0.999 in 1990 and 1991. The parameter that determines the size of the leverage effect c is also higher for the other models in 1990 and 1991, but the fact that the parameter ρ hits the boundary seems to indicate that it is difficult for the AF-SV model to match this stylized fact in the data in this period. Table 4 complements Table 3 by focusing on key characteristics of the models, which are given by nonlinear combinations of the parameters in Table 3 . It reports variance persistence (1 minus variance mean reversion) and the unconditional variance for each model, under both the physical and risk neutral measures. The variance persistence is close to one for all models, which is consistent with other findings in the literature. It is generally larger under the risk neutral measure and often largest for the AF-SV specification. The unconditional variance displays considerable variation over time. In 1991 the persistence in the NA-GARCH model is very close to 1, leading to an unrealistically large estimate of the unconditional variance. Keeping in mind the difficulties of the AF-SV model to capture the leverage effect mentioned above, we therefore conclude that it is challenging for most models to provide a satisfactory fit to the 1991 data.
Parameter Estimates and Option Mean-Squared-Errors
The models yield different results for some of these key characteristics. For instance, while the models display high persistence for all sample years, the physical persistence is always more than 99 percent for the AF-SV model, while in the AF-GARCH model it drops to 92.10 percent in one of the samples. Also, the unconditional physical volatility in the AF-SV model is usually considerably higher than that of the other models, but this is not the case for the unconditional risk neutral volatility.
The in-and out-of-sample RMSEs from the four models are reported in Table 5 for each of the six samples. First note that the NA-GARCH model is best overall and the AF-SV model is worst overall both in-and out-of-sample. The differences between the best and the worst models are around 16% in sample and 15% out of sample. The performance of the NA-GARCH and NA-SV models is very similar in-and out-of-sample with the NA-GARCH model performing slightly better overall. The fit of the AF-GARCH model falls in between the AF-SV and the non-affine models. The AF-GARCH is around 10% better than the AF-SV in sample and about 6% better out of sample. Looking across the six samples, it is clear that the non-affine models substantially outperform the affine models in every year, both in-and out-of-sample. Figure 2 provides further perspective on the similarities and differences between the four models by providing volatility sample paths for the models. The figure plots volatility paths for the four models using two sets of parameters estimates for each, the estimates for the 1990 sample (left column) and the estimates for the 1995 sample (right column). It can be seen that despite the fact that there are significant differences in the estimated long-run volatility between the model estimates for the 1990 sample, the sample paths for the four models are quite similar. For the 1995 estimates, the models all display increases in volatility around the same period, but the overall sample paths are rather different for the four models. When comparing the sample paths for the 1990 and 1995 estimates for a given model, it is clear that the 1995 estimates display lower persistence. The larger volatility of volatility estimates in the 1995 sample are also apparent.
Pricing Errors Over Time and Across Moneyness and Maturity
We now analyze the performance of the four models in more detail. Figure 3 addresses the performance of the models over time. The top four panels present the RMSE on a week-by-week basis. It can clearly be seen that the four models display important similarities in terms of the pricing patterns that they can and cannot explain. This observation is confirmed by inspecting the week-by-week bias in Figure 4 .
What is even more striking in Figures 3 and 4 are the similarities in RMSE and bias over time for the two affine models on the one hand and the two non-affine models on the other hand. Whether the model is affine or not seems to be much more important for its performance than whether it is formulated in continuous-time or not. This confirms the message from the overall RMSEs in Table 5 , but the message is much more striking when delivered visually on a weekby-week basis as in Figures 3 and 4 . It is also interesting to visually inspect the relationship between the level of the volatility in the bottom panel of Figures 3 and 4 and the RMSE and bias for the different models. It is clear that in periods of high volatility, the RMSE for all models increases. Tables 6 and 7 present an analysis of the in-and out-of-sample RMSE by moneyness and maturity. This table allows for some important conclusions. For example, consider the difference between the AF-SV and AF-GARCH models. While the overall RMSE difference between the two models in Table 5 is approximately 10% in sample and 6% out-of-sample, there are important variations in the relative performance of the models across maturity. The overall RMSE of the AF-SV model is larger than that of the AF-GARCH model, but for short-maturity options the AF-SV model performs significantly better. This finding is perhaps somewhat surprising. While we believe that the limit arguments have some empirical value, our prior was that continuoustime models would prove to be somewhat restrictive because of the assumption of a continuous sample path. This restriction is well recognized in the continuous-time option valuation literature, and stochastic volatility models are augmented with jump models to improve their performance. However, jump models are believed to help the performance of stochastic volatility models mainly for short-maturity options. We therefore expected that if the Heston (1993) AF-SV model would underperform the AF-GARCH model, it would be for short-maturity options. Instead, the AF-SV model seems to underperform the AF-GARCH model mainly for longer maturities.
Finally, an important conclusion from Tables 6 and 7 is that the two non-affine models outperform the corresponding affine models for almost every cell in the moneyness-maturity matrix, in-sample as well as out-of-sample.
Conditional Density Dynamics
Ultimately, the option prices for the different models are determined by the model-implied conditional density dynamics. Therefore, we now discuss model differences by focusing on various aspects of the conditional density.
In order to asses the different models' ability to generate time-variation in the asymmetry of the return distribution, Figure 5 plots the conditional covariance between returns and variances for each model. We refer to this as the conditional leverage path, which for the four models is given by AF-GARCH:
NA-SV:
Notice that critical differences between the affine and non-affine models show up in these conditional moments. The 3/2 term on the volatility of the non-affine models suggests that these models may be able to exhibit more variation in the conditional leverage paths. Figure  5 confirms this intuition. For each model we plot the daily conditional leverage path during 1990-1995, annualized by multiplying by 252. The left column uses the 1990 estimates from Table 3 and the right column uses the 1995 estimates. The four rows of panels correspond to the AF-GARCH, AF-SV, NA-GARCH and NA-SV models respectively. Notice that the scaling is different between the two columns, because the 1995 estimates imply a much larger level of (and variation in) the leverage effect.
The main conclusion is that for both set of estimates the non-affine models imply more substantial leverage, as well as more substantial variation over time in the leverage effect. Given the importance of the leverage effect for option valuation, this may be a very important factor in explaining the differences in fit between affine and non-affine models documented in Table 5 .
Option prices are a function of the conditional variance, and therefore the variation in option prices over time is related to the conditional variance of variance. Figure 6 plots the square root of the conditional variance of variance of returns for the four models, which is given by AF-GARCH:
form in the non-affine models, which again suggests that non-affine models will display more variation in the conditional volatility of variance. 17 Figure 6 reports the empirical results. For each model, we plot the daily conditional volatility of variance path during 1990-1995 annualized by multiplying by 252. The left column uses the 1990 estimates from Table 3 and the right column uses the 1995 estimates. The four rows of panels correspond to the AF-GARCH, AF-SV, NA-GARCH and NA-SV models respectively, and again the scaling differs between the columns because the 1995 estimates imply higher conditional volatility of variance. Figure 6 indicates that for both sets of estimates the non-affine models also display much more time-variation in the volatility of variance. These differences between the models further help us understand the superior fit of the non-affine models.
State Price Densities
Figures 7 and 8 provide additional intuition for the differences in performance between the four models. Using estimates for the 1990 and 1995 samples respectively, these figures depict the simulated state price densities for a one-month, three-month and one-year horizon. Each row of panels reports the risk neutral distribution of the index return according to the AF-GARCH, AF-SV, NA-GARCH and NA-SV models respectively. The normal distribution corresponding to the Black-Scholes model is superimposed for reference. The left column reports the 1-month horizon, the center column the 3-month horizon distribution and the right column shows the 1-year distribution. The distributions are constructed by simulating daily returns from each model setting the initial spot variance equal to the unconditional variance. Kernel density estimates are then constructed from the standardized simulated returns.
It can clearly be seen that deviations from normality are critical, and that the estimated parameters for the four models imply different deviations from normality. It is interesting to note that the leverage effects present in each model generate a substantial amount of skewness in the risk-neutral return distributions, even at the 1-year horizon. This finding is consistent with the nonparametric evidence in Ait-Sahalia and Lo (1998) that skewness persists at long horizons, contradicting many financial economists' intuition that deviations from normality tend to disappear at longer horizons.
Conclusions and Directions for Future Work
This paper provides an empirical comparison of four option valuation models. The first of these models is the benchmark affine stochastic volatility model in the continuous-time option valuation literature (AF-SV), due to Heston (1993) . The second model is a discrete-time GARCH affine option valuation model that allows for a closed form solution (AF-GARCH). The third model is a non-affine discrete-time model (NA-GARCH), and the fourth model is a non-affine continuous-time stochastic volatility model (NA-SV). We find that the NA-GARCH model very slightly outperforms the NA-SV model, in-sample as well as out-of-sample. The improvement in performance of the AF-GARCH model over the AF-SV model is more substantial, approximately 10% in-sample and 6% out-of-sample. The NA-GARCH model outperforms the AF-GARCH model by approximately 7% in-sample and 9% out-of-sample, and the NA-SV model outperforms the AF-SV model by approximately 15% in-sample and 13% out-of-sample .
These empirical results allow us to draw two conclusions. First, regarding the relationship between continuous-time and discrete-time models, the difference in fit is not very large, and this may indicate that these models are largely similar. However, the differences in fit are different for the affine versus the non-affine case. Also, the differences in fit depend on the option maturity. It would therefore be overly simplistic to conclude that there are no differences between the empirical performance of continuous-time and discrete-time models. From a theoretical perspective, limiting results similar to those in Nelson (1990) suggest that the continuous-time and discrete-time models in this paper may yield a similar empirical performance, but Corradi (2000) has demonstrated that these limiting results have to be interpreted cautiously. To provide some intuition for the problems with the interpretation of the mathematical results in Nelson (1990) , note that the Heston (1993) model is effectively a model with two stochastic shocks, while the Heston and Nandi (2000) model, like other GARCH models, only contains one stochastic shock. We therefore conclude that differences in performance are not large, but that the relationship between discrete-time models and continuous-time models merits further empirical investigation.
The second conclusion concerns the distinction between affine and non-affine models. The focus of the option valuation literature on affine models is well motivated, because the resulting closed-form solutions are extremely convenient. However, our results suggest that this analytical convenience comes at a price. At the very least we believe therefore that non-affine models need to be studied more extensively. In fact, we surmise that the distinction between non-affine and affine volatility models may be more important than the distinction between discrete-time and continuous-time volatility models.
At the methodological level, the paper presents a new method to estimate continuous-time option valuation models that can be used in a variety of applications. We plan to study the performance of this method in more detail in future work. Notes to figure: Each row of panels reports the risk neutral distribution of the index return according to the AF-GARCH, AF-SV, NA-GARCH and NA-SV models respectively. The normal distribution corresponding to the Black-Scholes model is superimposed for reference. The left column reports the 1-month horizon, the center column the 3-month horizon distribution and the right column shows the 1-year distribution. The distributions are constructed by simulating daily returns from each model setting the initial spot variance equal to the unconditional variance. Kernel density estimates are then constructed from the standardized simulated returns. 1990 estimates from Table 3 converted to the risk neutral measure are used to simulate the risk neutral returns. Notes to figure: Each row of panels reports the risk neutral distribution of the index return according to the AF-GARCH, AF-SV, NA-GARCH and NA-SV models respectively. The normal distribution corresponding to the Black-Scholes model is superimposed for reference. The left column reports the 1-month horizon, the center column the 3-month horizon distribution and the right column shows the 1-year distribution. The distributions are constructed by simulating daily returns from each model setting the initial spot variance equal to the unconditional variance. Kernel density estimates are then constructed from the standardized simulated returns. 1995 estimates from Table 3 Table 3 to compute root mean squared option valuation errors (RMSEs) for various moneyness and maturity bins for the four models. The option prices used are for the 1990-1995 out-of-sample period, which consists of Thursday option prices. 
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