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Abstract 
 
The objective of this thesis was to create a private cloud with Microsoft System Center 
2016. The practical part was implemented in a virtual lab environment. Additional software 
such as Microsoft Azure Pack: Portal and API Express was used for end users to interact 
with the private cloud over a web browser. 
 
A private cloud environment consists of four virtual machines, where every of it has a spe-
cific role in the environment. Domain Controller is responsible for Active Directory, DNS, 
DHCP, SQL, SAN and SC VMM. RemoteDG is a server that has Remote Desktop Gate-
way feature installed. While rest of last two virtual machines (Hyper-V01 and Hyper-V02) 
are Hyper-V servers and configured to work as a failover cluster to provide high availability. 
 
The main findings of the study were to implement a private cloud with System Center 2016 
in a virtual lab environment. The study showed that in order to implement a private cloud 
the knowledge of cloud computing, networking and fabric was required (where fabric im-
plies a private cloud resources such as network, storage, servers and clusters). This pri-
vate cloud was successfully implemented in a virtual lab environment. 
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1 INTRODUCTION 
A few decades back, there was no email, the internet or telecommunications. 
However, today massively huge amounts of information are flying through every 
person via email, the internet and other IT technologies. In the 21st century the in-
ternet is prevailing and it is the main technology not only for communication, but 
also for providing services. In addition, technology such as cloud computing has 
become very popular in the past few years.  
 
The cloud itself is a term which describes network elements that provide services, 
from the user point of view. Because of this, cloud computing is a technology 
based on the internet that provides shared computer resources over the network 
for end users. Cloud types such as private, public or hybrid offer flexibility for con-
sumers to support their business needs in the best way. Also, cloud computing 
includes virtualization. For example, nowadays computers are so powerful that 
one physical computer can run virtual machines that act like physical ones. More-
over, virtual machines have been implemented in clouds that allow optimization 
and flexibility. From this view point, how can organizations, companies or devel-
opers have the job done faster and easier using this approach? How quickly can 
they release their software for testing their product on different platforms without 
buying machines with powerful hardware for each worker? 
 
The aim for this thesis is to answer these questions by creating a private cloud 
where the end users could reach an organization’s private cloud by sitting in their 
office and running a virtual machine on a private cloud instead on their work com-
puter. End users will interact with a private cloud by using the user interface (UI) 
via the web browser. But before all this, the most important task is to understand 
what a private cloud is, how it works, what services it needs to run and how to im-
plement it. I am planning to start the practical part in the following order: First, I 
install and configure required servers (DC, DNS, SQL, SAN, RDG and SC VMM). 
Then, I start to implement a private cloud. Finally, set up the web browser and 
configure remote access to allow end users to connect to virtual machines. Eve-
rything will be installed and tested in a virtual lab environment. 
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2 VIRTUALIZATION AND CLOUD COMPUTING 
This chapter deals with technologies such as virtualization and cloud computing. 
The role of virtualization in cloud computing takes a very important part in opti-
mizing devices’ workload as well as energy efficiency in data centers. Also, cloud 
types and service models allow deploying automatization over the internet as well 
as running software and enabling a self-service feature. This chapter also dis-
cusses management tool alternatives for a private cloud creation. Finally, the end 
of the chapter takes a closer look at the System Center suite. 
 
2.1 What is virtualization? 
Virtualization is technology which allows making virtualized hardware, both input 
and output devices as well as operating systems. For example, servers, personal 
computers, storage or operating systems can be virtualized, but they act as they 
would be physically real. This technology allows running several or even tens of 
virtual machines in a one physical server. To run a virtual machine, a virtualiza-
tion layer and a hypervisor software are required. Today, hardware-assisted virtu-
alization technology helps to increase optimization and enables excellent perfor-
mance in order to create virtual machines and to run them together with a hyper-
visor software. A hypervisor (Virtual Machine Monitor or VMM) is software re-
sponsible for hosting and managing virtual machines on a physical one (also 
known as a host). There are two types of hypervisor: native or bare-metal type, 
where virtualization is running directly on top of hardware, and hosted hypervisor, 
where software is running on top of the operating system. 
 
In addition, according to VMware (2007, 6), hardware-assisted virtualization ena-
bles running new instructions with the new CPU execution mode under the Ring 
0 layer with a new root mode (see Figure 1). Vendors such as Intel (Intel-V tech-
nology) or AMD (AMD-V technology) include this type of virtualization technology 
in their CPUs released in 2006 so forth. As Figure 1 shows, the guest OS is di-
rectly running on Ring 0 layer, and user requests are directly running on the Ring 
3 layer, and this enables no collapse and no errors between root and non-root 
modes in order to run virtualization with the best performance and optimization.  
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Figure 1. Hardware-assisted virtualization (VMware 2007, 6) 
 
To run virtualization in a physical machine, it is not enough to virtualize the CPU 
only. There is another component required for virtualization – memory. Every 
modern x86 CPU includes the memory management unit (MMU) and the transla-
tion lookaside buffer (TLB) for optimizing the virtual memory performance. In or-
der to run a virtual machine, another level of the memory virtualization is re-
quired. The MMU has to be virtualized in order to support the guest OS (virtual-
ized operating system). Since every time the physical memory is translating ad-
dresses between the virtual and the physical memory, the TLB technology is 
used to avoid two level access (see Figure 2). When the guest OS makes some 
changes from the virtual memory to the physical memory, the VMM updates a 
shadow page table for synchronization. (VMware 2007, 6.) 
 
The following figure shows the memory virtualization in a shadow page table. The 
red line in Figure 2 shows that the VMM uses the TLB hardware to map the vir-
tual memory directly to the physical memory to avoid two-level translation on 
every access. Thus, the performance of the virtual memory is enhanced. 
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Figure 2. Virtualizing Virtual Memory (VMware 2007, 7) 
 
The last major component in virtualization is the device and I/O virtualization. 
This includes sharing the hardware and handling the routing of I/O requests be-
tween virtual machines and physical ones. Often, software based I/O in virtualiza-
tion is full of features and the simple management. This includes, for example, 
the networking where virtual NICs (Network Interface Card) and switches can be 
created without any effect on the real physical network infrastructure and band-
width. A single hardware component can be split into few virtual devices. For ex-
ample, a single NIC can be virtualized into few virtual NICs. This step is achieved 
with a hypervisor software which is virtualizing the physical hardware and creat-
ing each virtual machine with a specific group of standard virtual devices. They 
emulate the well-known hardware and communicate with the physical hardware 
by translating virtual machine requests to the system hardware. (VMware 2007, 
7.) 
 
There is also the ability to run a virtualization layer inside a virtual machine, and 
this technology is called nested virtualization. The first level virtualization is run-
ning on the typical hardware and called Level 0 or L0. For the first level virtualiza-
tion layer, VMware Workstation Player hypervisor will be used in the practical part 
of this thesis and will run the whole system required for a private cloud implemen-
tation. The following Figure 3 shows the nested virtualization scheme for this 
practical part. 
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Figure 3. Nested virtualization scheme 
 
The second level, or Level 1 or L1 virtualization would be running inside the first 
level virtualization layer. The second level virtualization could be running a hyper-
visor such as Hyper-V or KVM (kernel-based virtual machine). In this scenario, 
for the second virtualization layer, Hyper-V is selected. In fact, the host is running 
a standard unmodified operating system such as Windows, Linux or MAC OS X. 
One or several virtual machines can be created and running at the same time. 
The virtualization application is responsible for managing virtual machines – start-
ing, stopping, restarting or pausing them including the essential control of physi-
cal machine resources of the individual virtual machine.  
 
2.2 What is cloud computing? 
To begin with, cloud computing is quite young technology. According to Levitt et 
al. (2009, 2), in the 1990s, it came as a very simple idea – computers could be-
come as easy to access as power grid line are accessing homes. Later, in 1999 
Salesforce.com introduced a pattern where some applications were delivered via 
a simple website. From this view point cloud computing started to grow. Big com-
panies such as Amazon or Google began to use their own services based on 
cloud computing. After the success of Google Docs, cloud computing became 
popular around the world for personal use, e.g. keeping personal files in the 
clouds. This also deals with probabilities of losing personal data. Indeed, access-
ing the personal data from anywhere in the world at any time using any device 
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which supports a web browser has become very easy. And for security reasons, 
only authorized access is allowed where only the user who knows his login can 
access the data. 
 
This technology allows companies as well as end users to access their personal 
data which is stored in clouds. When they access the data they actually access 
the cloud itself where personal data is stored. This is called the client-server 
model, where the client is the end user that is requesting services, and the server 
is where specific service, data or application is located. Clients are communi-
cating with servers via the internet, where the client is sending specific requests 
to the server, and then the server responds to the client in order to receive the 
specific data. The server side topology begins with firewalls and ends with clus-
tering (servers) (see Figure 4). Technology like firewall ensures security to help 
keep users’ data safe. It is essential to have strong network security in data cen-
ters where cloud computing servers are located. In addition, clustering is a tech-
nology which enables optimization in virtualization and redundancy between criti-
cal devices such as network routers, switches or servers and ensure high availa-
bility and load balancing where specific data or application could be accessed 
24/7. 
 
The Internet
Firewall
Router
Servers Servers Servers
Router
Servers
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Figure 4. Simple data centers network's topology 
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Cloud computing allows accessing and using applications via the internet. Con-
sumers usually access cloud computing using a web browser, although there is a 
possibility to use specific mobile apps or client applications installed on the com-
puter. According to Kelvin (2014), this is called Front End. This part consists only 
of the client side network infrastructure (network devices and computers) and ap-
plications. While Back End is a cloud part where end users are accessing to. The 
following Figure 5 shows the architecture of cloud computing where end users 
are communicating with clouds via the internet. 
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Figure 5. Cloud computing architecture 
 
Cloud computing consists of a big data storage, security, services, servers, appli-
cations etc. In order to keep end users’ data safe, it is important to ensure secu-
rity in both physical and network parts. High availability, load balancing and integ-
rity between cluster nodes should be also improved. (Kelvin 2014.) 
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2.3 Virtualization in cloud computing 
Virtualization and cloud computing enables and optimize workload management, 
automation and self-service, and at the same time allows for end users to use 
services such as email, deploy virtual machines or keep backup copies in the 
cloud. Virtualization is a technology which is manipulating the hardware, whereas 
cloud computing offers services from that manipulation. According to Swathi et al. 
(2014, 5–6), a virtualization can be applied very broadly including storage, net-
work, memory, OSes and applications. A virtualization offers the best manage-
ment, enables automatization and security, where all virtual machines are sepa-
rated and isolated from each other. This allows creating and deploying virtual ma-
chines without any interaction between different users’ virtual machines even if 
those were created on the same physical host. Also, the hardware management 
is more optimized for virtual machine, for example, adding additional hardware 
component requires less time and money. Thus, for example, developers can run 
few virtual machines in the cloud for deployment or testing of their product which 
they about to release. 
 
Another example, where virtualization can help to reduce the management time, 
money and at the same time to increase high availability in cloud computing is a 
recover in case there was a natural disaster. Nowadays, often phenomenon is 
natural disasters, which can lead data centers into losing electricity. Sometimes, 
even, servers are required to be updated in order to gain strong security patches 
(especially, in Windows systems). According to Arab (2017, 1), first, solution such 
as live migration can help reduce time and cost in case there is a catastrophe or 
any other situation that creates collapse of devices’ in the data center. Second, 
live migration offers fast move of the virtual machine from the one physical server 
to the another. Third, live migration allow for system administrators to optimize 
system load or save power by completely shutting down servers. Practically, the 
purposes of the virtual machine live migration are numerous. 
 
A hypervisor in data centers for cloud computing is an important component to 
manage and deploy virtual machines. This option allows to have 20 or 30 virtual 
machines running inside the one physical host. Virtualization in data centers, will 
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reduce not only business cost and management time, but also reduce amount of 
racks which follows more space in the data center. Thus, this optimize efficiency 
in the data center and reduce heat in the building as well as taxes of cooling pro-
cess. (Hess 2011.) 
 
Virtualization also can have server pools and with this option could bring virtual-
ized infrastructure using the advanced management software such as Microsoft 
System Center. This implies that instead of running several virtual machines on a 
single physical server this could distribute physical resources among several 
physical servers, networking or storage. The following Figure 6 illustrates a virtual 
infrastructure scheme. 
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Figure 6. A virtual infrastructure scheme 
 
It would act as a one big system and bring benefits such as scalability, flexibility 
and load balancing. Thus, helps increasing devices’ uptime, improve disaster re-
covery or isolate applications. Also, the cost of business is reduced too by main-
taining the whole infrastructure. 
 
2.4 Cloud service models 
A cloud can interact in various of ways with end users for providing services. Es-
sentially, there are three main cloud computing service models: SaaS (Software-
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as-a-Service), PaaS (Platform-as-a-Service) and IaaS (Infrastructure-as-a-Ser-
vice). Each model provides different services and has different resources man-
agement. The following Figure 7 shows the management of resources in cloud 
computing service models. 
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Figure 7. Cloud service models 
 
Software-as-a-Service – It can be defined as a software deployed over the inter-
net (see Figure 7, p. 14). End users usually access these services using a web 
browser and it is hosted on the service provider cloud. Customers itself do not 
need to buy any hardware to deploy this application. According to Kepes (2017), 
the customer do not need to care about software installation or infrastructure that 
supports the application, making this cloud service simple for end users. In fact, 
customers do not gain any other permissions to change any infrastructure related 
information but only use the service. Payment is very simple – pay as much as 
the customer works with the application. The example of this cloud service model 
would be Google Apps or storage cloud providers like Dropbox. Big players in the 
market such as Amazon AWS and Microsoft Azure also provide these services. 
 
Platform-as-a-Service – Is a service more dedicated for developers. According to 
Kepes (2017), PaaS brings benefits like creating new web applications without 
the complexity of maintaining data and infrastructure between them. Repositories 
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are required to store their applications in service providers’ cloud, where all other 
components are hosted there too. Customers usually access PaaS services via a 
website, but there is also possibility to use it within the application such as Mi-
crosoft Visual Studio. Also, customers gain important tools and programming lan-
guages together with the APIs (Application programming interface) needed to 
create and develop their own applications. Like in SaaS, customers do not need 
to care about configurations or infrastructure related information such as network, 
storage, servers and thus, brings benefits for costumers to focus more on the ap-
plication development goal (see Figure 7, p. 14). This way the application itself 
should be created, developed and tested much more faster than in the traditional 
way. Examples of this service would be Microsoft Azure, Google App Engine or 
Amazon AWS. 
 
Infrastructure-as-a-Service – Is a cloud computing infrastructure provided over 
the internet (see Figure 7, p. 14). Customers again do not need to take care of re-
sources or infrastructure of the cloud service as well as the management and 
maintenance of these resources in leading to easy usage of the service itself for 
customers. The cloud providers are responsible for this part. According to Kepes 
(2017), customers can create new infrastructure without buying any new hard-
ware which can reduce money and time usage in the business. This implies that 
customers have direct access to servers and storage and also gains much higher 
availability and security of their bought resources. Also, if needed customers can 
create their own virtual data centers similar to traditional ones. This could be im-
plemented without planning any of the physical hardware which sometimes can 
bring lots of problems if planned reckless since all resources are hosted in the 
service provider’s cloud. Customers pay for only for what they are using. Thus, 
providers specify hour cost. Providers of this service would be NaviSite, exoscale 
or again, Microsoft Azure or Amazon AWS. 
 
2.5 Cloud types 
IT services in our days are very common and required in order to support busi-
ness with the best optimization. According to Howell (2015), the other matter in 
this field is that IT is growing and changing very quickly, which sometimes can be 
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problematic for the small business. In fact, the small business is often forced to 
upgrade their IT equipment, because it does not meet business needs and be-
cause of this, it usually leads to downtime. For example, the hardware has be-
came too slow or the technology is no longer supported, i.e. outdated, or because 
security hardly decreased. Moreover, these changes require big money invest-
ment and a lot of working hours. Cloud computing types can help reduce all these 
problems and at the same time increase flexibility and save cost. Today, there 
are three common cloud types: public cloud, private cloud and combination of 
both – hybrid cloud. 
 
Public cloud – As the word ‘public’ explains this cloud type can be accessed by 
everyone where customers can leverage resources for their own use. According 
to Maitland (2010), a public cloud is connected through the public internet for an-
yone to leverage. In business, this type of cloud is very common for providing 
services for others. In general, public clouds are cheaper compared to a private 
cloud because they are using shared infrastructure. However, public clouds are 
used for the application development and testing or for email purposes. Today 
some of the biggest public cloud providers in the market are Amazon AWS and 
Rackspace. 
 
Private cloud – This type of cloud can only be accessed by the organization 
members. Behind the scenes of management, the responsibility comes to the pri-
vate organization itself, a third party or to a teamwork. Before implementing a pri-
vate cloud, it is important to ensure that data center has proper security in both 
network and physical parts. In fact, it is an automated and scalable environment 
running on organization’s own servers and behind its own firewall. According to 
Maitland (2010), a private cloud can be connected for end users through the pri-
vate line or the public internet when the internal network is created for best secu-
rity purposes. This implies that end users can access a private cloud via the pub-
lic internet without accessing the organization’s private network itself. A private 
cloud is a choice of an organization itself and often keeps private and important 
data or highly sensitive applications as well as the huge data analysis. Also, a pri-
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vate cloud can be implemented for employees to give them a “public cloud expe-
rience” where everything is set up in a controlled environment. Private cloud tech-
nology will be used in this thesis for end users to access the virtual machine re-
sources. 
 
Hybrid cloud – According to Maitland (2010), this cloud type is a combination of 
both private and public cloud types. A hybrid cloud architecture starts from the 
private cloud traffic and bursts to the public cloud environment whether the load 
is heavy or the traffic is high. A public cloud can be used for additional capacity or 
as a cloud bursting (see Figure 8) where an application could be running privately 
but if there are any extra resource pools needed, then could be borrowed from a 
public cloud. 
 
End users
The public cloud provider
Virtual servers on the Public 
cloud
A private cloud
Secure connection
The organization s 
network protection
 
Figure 8. Cloud bursting scheme 
 
But mostly, there are some services that must be kept private and some services 
like email can be outsourced. In general, the connection between a private and a 
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public cloud is secured and encrypted with technology such as VPN (Virtual Pri-
vate Network) in case of cloud bursting. In addition, the SSL (Secure Socket 
Layer) can also be used to secure the connection between the cloud and the end 
user when using a web browser. 
 
2.6 Private cloud creation and management alternatives 
Today, in the market, there are various of tools for creating and managing a pri-
vate cloud. Choosing a right tool to create and manage a private cloud is quite 
hard decision because of few considerations which must be taken into an ac-
count: the management, the compatibility with existent infrastructure, security and 
cost. IT administrators should always keep in their mind that a private cloud soft-
ware should work with the virtualization layer for providing hardware resources 
and allow administrators to manage the environment with the user interface. Di-
versity of open-source software can lead to reckless decisions because of neces-
sary features lack. There should be answered lots of questions, scaled pros and 
cons to choose the best product based on the business needs. A few examples 
of software for creating and managing a private cloud in the market currently ex-
ists: 
 
VMware vCloud Suite Private Cloud – Is a commercial use product. VMware is 
currently leader in the market of virtualization. vCloud suite comes in three differ-
ent licenses: standard, advanced and enterprise. This product offers powerful 
server virtualization, disaster recovery automation, management and other fea-
tures which are necessary for a private cloud environment. (Kirsch, 2015.) 
 
OpenStack Private Cloud - This is one of the most popular cloud computing op-
tions for creating and managing the cloud environment in the today’s market. This 
is a free license software based on Linux and has capabilities to manage network 
and storage. This is a limited feature tool and do not have its own hypervisor, for 
example, like Microsoft and VMware does. For this option, it can be used with 
VMware ESXi or Microsoft Hyper-V. However, mostly it is used with KVM which 
is also a free license hypervisor. (Kirsch, 2015.) 
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But for this thesis, to implement a private cloud, Microsoft System Center 2016 
Virtual Machine Manager (SC VMM) was chosen because of the following rea-
sons: 
 
• Compatibility with Microsoft product such as Hyper-V; 
• Compatibility with Windows Azure Pack as well as Service Provider Foun-
dation for the self-service management; 
• Capability to create and manage logical and virtual networks; 
• Capability to store necessary files into the Library; 
• Capability to manage large amounts of virtual machines. 
 
Microsoft System Center 2016 Virtual Machine Manager has much more features 
helping to create, manage and deploy virtual machines in the cloud environment. 
The following two chapters define Microsoft System Center 2016 suite including 
Virtual Machine Manager. Also, these two chapters define arguments why this 
suite was selected. 
 
2.7 Microsoft System Center 2016 
Microsoft System Center 2016 is a suite that enables the data center’s manage-
ment, helps to develop the modern business and empower to support end users. 
More concentrating on the cloud management for both a private cloud as well as 
a public cloud. On the other hand, connecting System Center 2016 suite to the 
Microsoft Azure cloud would bring the best support for a hybrid cloud. According 
to CFreemanwa (2017), this suite includes following components and each of 
them has a specific role in the data center’s environment and can help improve 
its management and optimization: 
 
Data Protection Manager – Is more dedicated for the data protection. This tool al-
lows to implement backup and recovery solutions. One of new features in System 
Center 2016 Data Protection Manager allows using shielded VMs backup where 
it assists to protect VMs from tampering and data thefts. 
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Orchestrator – Handles the automatization infrastructure. Using Runbook De-
signer, can help improve automatization processes and operations in the data 
center environment. System Center 2016 Orchestrator allows extending its librar-
ies with an integration pack and the Orchestrator Integration Toolkit features, if 
needed. 
 
Operations Manager – Provides monitoring of the data center infrastructure, 
helps to ensure performance and availability of main applications. This also ap-
plies to comprehensive monitoring of both private and public clouds. The new 
Windows Server 2016 Nano Server can also be monitored with System Center 
2016 Operations Manager. 
 
Service Manager – It is more self-service tool where can help for users them-
selves to track tasks in their environment. This tool can be accessed through 
knowledge base. System Center 2016 Service Manager performance was im-
proved to handle more simultaneous client connections within the environment. 
 
Virtual Machine Manager – In this thesis, more is concentrated in this component 
in order to create a private cloud, deploy and manage virtual machines inside it. 
System Center 2016 Virtual Machine Manager is now updated including storage, 
networking and security new features to help configure and manage the environ-
ment across on-premises and the Azure cloud experience. Eventually, this com-
ponent allows configuring and managing data centers’ components as single fab-
ric. 
 
2.8 Microsoft System Center 2016 Virtual Machine Manager 
In 2010, Microsoft released Virtual Machine Manager Self Service Portal 2.0 
(SCVMMSSP 2.0) which is a part of the System Center product. At first, this sub-
product was not widely adopted, but Microsoft later announced that there is more 
to come from System Center Virtual Machine Manager. This approach drove Mi-
crosoft into a private cloud. (Finn et al. 2012, 14.) 
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Often, IT administrators have lots of virtual machines in their cloud environment, 
and this involves another challenge the management. There is many a hypervisor 
software which is best to use with small amounts of virtual machines. For exam-
ple, a Hyper-V hypervisor allows creating, deploying and managing virtual ma-
chines, but it is not practical to use it alone in larger environments concentrating 
more on virtual machines’ management. This approach can lead to losing the ad-
ministrator’s own control of virtual machines’ environment and to the process 
known as virtual machine sprawl. Combining Hyper-V together with System Cen-
ter Virtual Machine Manager (SC VMM) could optimize the management of virtual 
machines.  
 
According to Finn et al. (2012, 19–20), System Center Virtual Machine Manager 
allows configuring and managing virtualization hosts, infrastructure resources, 
creating and deploying as well as managing a huge number of virtual machines, 
and services for a private cloud. These resources include network, servers and 
clusters, and storage which are considered and defined as fabric from where a 
private cloud can be managed and deployed. This System Center suite product 
combines a private cloud infrastructure and resources into one place and allows 
managing following components: 
 
Fabric management – In order to optimize a private cloud, it is important to man-
age whole fabric. System Center Virtual Machine Manager enables private cloud 
components to be managed in one place. Other vendor hypervisor such as 
Vmware’s vSphere or XenServer also can be managed within System Center Vir-
tual Machine Manager. 
 
Resource management – Libraries is one of Virtual Machine Manager features 
which allows creating virtual machine templates, virtual machine profiles or 
scripts. Dynamic optimization allows to dynamically load balance virtual machines 
and workload across the whole virtualization infrastructure. It can help to optimize 
power output resources in the data center’s environment to consolidate virtual-
ized workloads into a less host servers. 
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Cloud management – This tool allows to manage the cloud itself. The administra-
tor can delegate permissions for end users, set quota parameters in a private 
cloud as well as create policies. 
 
3 DESIGNING A PRIVATE CLOUD 
Before starting to implement a private cloud, it is important to understand how to 
build it. A private cloud requires lots of choices to be made and brings features 
such as an automatization, flexibility and self-service. Virtual machines, user in-
teraction or controlled environment in a private cloud is a last part job. Before 
these, it is important to have implemented fabric components. However, it is es-
sential task to understand major building blocks in order to implement a private 
cloud. 
 
3.1 Network 
First major component of fabric is a network. In the real world, it is important for 
administrator to check that every physical device like a switch or a router is in the 
right place that creates the Local-Area-Network (LAN), which joins all computers 
to the same network, and connects them to the Wide-Area-Network (WAN), 
where geographical areas are connected together, before implementing a private 
cloud. For proper work fabric requires network services. Every network service is 
vital and if one of them fails this can lead to the unreachable private cloud.  
 
The network can be divided into several subnets for security purposes. For exam-
ple, whole IPv4 network such as 192.168.163.0/24 (where /24 is a mask written 
in the CIDR standard) has place for 254 devices to be added into the network. In 
fact, it has 256 free IP addresses, but the first and the last numbers are reserved 
for the network address and broadcasting. On the other hand, connectivity to the 
public internet requires public IP addresses. 
 
In addition, the network administrator can set virtual LANs also known as VLANs. 
They can be configured on a switch, a router or any other network equipment that 
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supports this technology including virtual networking. The main idea of VLAN is to 
enhance the security by isolating devices’ ports to not allow to see each other. In 
other words, different users can be isolated from each other to protect their data. 
This includes, for example, broadcasting if devices’ ports are isolated the data 
that has been broadcasted cannot be seen by the same device port i.e. the data 
will not be forwarded between isolated ports. 
 
3.2 Servers 
Depending on how big a private cloud can be, required software can be installed 
on the same server but best practices and requirements for scalability, flexibility 
or high availability points that they must be installed in separate servers or virtual 
machines. It is important to consider, if one of components fail for some time 
what consequences will be. There are a lots of components and network services 
that are required for a Microsoft private cloud environment in order to work 
properly and smoothly. Following describes Microsoft environment network ser-
vices. 
 
Domain Name System (DNS) – Is a network service more helpful for humans 
than computers. The idea of DNS is to convert names to IP addresses. This way 
is easier to remember the website’s name than IP address. 
 
Dynamic Host Configuration Protocol (DHCP) – Is a network protocol which is 
useful tool for the administrator. For every computer, for the communication on 
the network, IP address is required. Dynamic Host Configuration Protocol assigns 
IP address dynamically to every computer on the network. IP addresses are 
stored inside pools. In order to activate DHCP pool, host machine must be a 
member of a domain. 
 
Active Directory (AD) – This network service component is required for forests or 
domains. In most corporations where Active Directory is implemented, employees 
can login with their own credentials to every computer on the same network. This 
is essential difference between the local and the network account. When Active 
Directory is installed the administrator can choose to provision that machine as a 
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domain controller (DC). Domain controller is responsible for the whole domain it-
self and stores information related with it. According to Microsoft (2014), by de-
fault, the first domain controller machine stores the global catalog file. This file is 
responsible for often accessible objects on the network for communication needs 
between them. In addition, forests are used with Active Directory. It is a logical di-
vision in the Active Directory’s network. These forests sit on the top of the struc-
ture and shares common resources such as global catalog files or directory con-
figurations. 
 
SQL server (a database server) – A database is a component where specific in-
formation is stored. Virtual Machine Manager requires a database to store librar-
ies and other components. SQL server can be reached over the network and 
communicate with other software and services or if needed, also, can be installed 
locally. 
 
In addition, Remote Desktop Services with the Remote Desktop Gateway feature 
is required for the remote connection for the end user. It allows for authorized re-
mote users to connect to resources on the internal network that supports the Re-
mote Desktop client. This way the remote user is accessing resources to the sep-
arated internal corporate’s network. When the remote user requests to connect to 
the virtual machine, the RDP file is automatically generated and downloaded to 
the client’s computer. The RDP file includes all the necessary information to suc-
cessfully establish the remote connection session between the remote computer 
and the destination computer. (Microsoft 2017.) 
 
According to Finn et al. (2012, 34), the most important component when building 
a private cloud is the System Center Virtual Machine Manager management 
server. This component is responsible for communicating with the SQL Server as 
well as store and retrieve required configuration and performance information 
about different fabric resources. It also responsible for communicating with library 
servers, monitoring jobs, starting and stopping services as well as communicating 
with other System Center components. And it comes with System Center Virtual 
Machine Manager console in a GUI edition and is built on top of command shell – 
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PowerShell (see Figure 9). These core components such as management, data-
base and library servers are recommended to be installed in separated servers to 
provide scalability, flexibility and high availability. 
 
 
Figure 9. Microsoft System Center Virtual Machine Manager architecture (Finn et al. 2012,34) 
 
The System Center Virtual Machine Manager database server is a Microsoft SQL 
Server database which should be installed by recommendations in the separate 
server or a cluster to provide high availability. It is also can be installed on a vir-
tual machine. According to Rayne-wiselman (2016), this core component is re-
quired and must be available before System Center Virtual Machine Manager 
should be installed. 
 
The System Center Virtual Machine Manager library provides all resources 
needed to support the cloud, whether they are stored in library shares or a SQL 
database. It stores files such as .iso images, virtual machine templates or Pow-
erShell scripts. In some cases, when virtual machines are not in use, they also 
can be stored in the library. Indeed, it is a resource to effectively deploy a private 
cloud. (Finn et al. 2012, 37.) 
 
For end users, the self-service portal is required to interact with a private cloud 
and use its resources. In this case, Windows Azure Pack: Portal and API Express 
is used. They can create, deploy or manage their own virtual machines in the 
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controlled environment. Indeed, it is a good choice to install this component into 
the machine that hosts Internet Information Service (IIS) which is responsible for 
webpage hosting and management. (Finn et al. 2012, 37.) 
 
In the real world situation, it is important to have an appropriate number of serv-
ers for proper load balance and high availability. Some components by recom-
mendation should not be installed together with each other, but the practical part 
of this thesis will be implemented in a virtual lab environment and there are no re-
quirements for load balance or high availability, and also, resources are limited. 
Therefore, the following Figure 10 shows the architecture of a private cloud virtual 
servers for this practical part.  
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Figure 10. The private cloud architecture for this practical part 
 
Virtual machine 1 (Domain Controller) consists of the control management. This 
machine will be responsible for a domain controller, DNS and DHCP network ser-
vices. In the real world situation, it is recommended to have a separate database 
server and redundancy of it. Since this thesis practical part is not a high availabil-
ity consideration, it will be installed together with all the other control systems in-
cluding storage (SAN). Virtual machine 2 (RemoteDG) will be responsible for the 
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Remote Desktop Gateway feature and will authenticate end users for the remote 
connection to virtual machines. While virtual machine 3 (Hyper-V01) and virtual 
machine 4 (Hyper-V02) will be responsible for storing virtual machines and will 
have the Hyper-V role installed. They will be configured to work as a failover clus-
ter and provide high availability for virtual machines. 
 
3.3 Storage 
Next major building block is storage. In order to implement a private cloud, it is a 
major task to have a network storage which offers the storage capacity. The or-
ganization itself with a private cloud storage also have benefits for keeping corpo-
rate’s data in one place as well as share it.  
 
Existence of various storage types (HDD, SSD) can sometimes perplex consum-
ers. According to Finn et al. (2012, 140–142), in the cloud environment it is im-
portant to keep consumers always with instructions, i.e. inform them about every 
step they are about to make by experiencing with the user interface. Notes about 
storage classification like Gold Storage, Silver Storage or Bronze Storage can be 
helpful for consumers which could be administrators or regular users. Terms like 
this can tell a useful information about storage, e.g. Gold Storage can be under-
stood as a high availability storage, while Silver and Bronze storages can be de-
fined as a medium or low availability storage and could be used for testing pur-
poses only. 
 
For this purpose, Storage Area Network (SAN) will be used as a private cloud 
storage. The key of SAN is to connect network storage to computers and assign 
disks as local. SAN allows I/O with block level data storage over the network. 
This technology is quite expensive because requires the fiber channel and the fi-
ber equipment like fiber HBAs (Host Bus Adapter) and fiber switches. But on the 
other hand, it provides high availability and scalability. However, further develop-
ment of SAN is now allowing to implement this technology over the traditional 
network which is called an IP SAN (See Figure 11). Figure 11 illustrates the tradi-
tional network with its traditional equipment such as a network switch and cabling 
system. 
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Figure 11. An IP SAN infrastructure 
 
This technology allows to use the same regular network for block level I/O that 
can reduce company’s cost for implementing such a technology without the fiber 
channel. IP SAN supports iSCSI (Internet Small Computer System Interface) pro-
tocol which is built on top of SCSI that is encapsulating SCSI commands over the 
network and sending TCP/IP packets from the remote server (also known as a in-
itiator) to the destination computer (also known as a target) and vice versa. By 
this approach computers can “understand” SAN storage capacity and use it lo-
cally.  
 
3.4 Clusters 
A computer cluster is a technology which forms a group of several machines and 
allows them to work together. To form a group of machines, they must be as 
close as possible including hardware and software components. Microsoft failo-
ver cluster allows to form a cluster that provides high availability and scalability in 
the environment. To communicate with each other, computers (or also known as 
nodes) should use the separate network called heartbeating. Thus, they “talk” 
with each other to provide high availability as well as scalability. In addition, 
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quorum storage (or quorum disk) is needed to store cluster configurations or also 
can be understood as a database. Quorum disk stores information that allows to 
understand clusters which node is in alive state and thus decide which node 
should take priorities to provide high availability on specific roles, for example, on 
highly available virtual machines. To provide high availability, cluster nodes use a 
Cluster Shared Volume (CSV) to store resources in the shared storage and in 
case one of the nodes failed the other one still can reach the same data. 
 
Clusters are usually used for high availability, load balancing and compute. High 
availability clusters working together in order to achieve redundancy and fault-tol-
erance in different sites, for example. If one of these sites are down for some rea-
sons, the other one still can provide services for end users. Thus, bring benefits 
for business not to lose business finance. When clusters working as a load bal-
ance they are sharing resources between each other and working as a single ma-
chine. For example, Network Load Balance (NLB) is a software-based clustering 
feature to keep balance of network. This feature must be installed on all ma-
chines in order to work properly because it calculates the load and decides in 
which node new request should be accepted. Eventually, clustering in the tech-
nology of compute, enables to provide all features mentioned above and also, en-
ables to share pools of configurable computing resources such as network, stor-
age or servers. Moreover, empowering this together with an automatization, com-
pute allows to provisioning and releasing services with minimal management ef-
fort. (Sadashiv & Kumar 2011, 1–2.) 
 
4 INSTALLATION AND CONFIGURATION 
This chapter deals with the practical part of this thesis. The very first thing after 
creating virtual machines in the Level 0 virtualization layer, is to install the guest 
OS - Windows Server - on all virtual machines. Then, configure required services, 
and also, to install additional software and all prerequisites. Finally, start the in-
stallation of System Center Virtual Machine Manager.  
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Figure 12. Servers topology in the practical part 
 
The figure above illustrates the topology which must to be followed in order to 
connect to the virtual machine in Level 1 virtualization layer using Connect Con-
sole. The end user connects to the Windows Azure Pack portal via a web 
browser. Then, the RDP file will be generated and downloaded to the end user’s 
computer. To continue, Domain Controller determines the resources, and if the 
authentication succeeded via RemoteDG server, it allows to connect to the virtual 
machine over Remote Desktop Connection. One thing to observe is that near Do-
main Controller, Hyper-V hosts and RemoteDG servers are attached certificates 
which means that the relationship between these servers is trusted and secure. 
 
4.1 Operating system installation 
Firstly, I created three virtual machines in the Level 0 virtualization layer with the 
following parameters: For Domain Controller I assigned 2 CPU cores and 6 GB of 
RAM, for Hyper-V01 and for Hyper-V02 the same 2 CPU cores and 2.3 GB of 
RAM for each. Then, for Domain Controller I created additional HDDs for iSCSI 
and Library VMs as well as for a private cloud storage which will be assigned 
later. In addition, I created one more virtual machine and named it RemoteDG. 
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This virtual machine will be responsible for the Remote Desktop Gateway feature 
and for allowing end users to connect to virtual machines securely after the RDP 
file is generated. This machine will authenticate if end users are able to connect 
from Windows Azure Pack to Virtual Machine Manager server via the Remote 
Desktop Gateway server to virtual machines. 
 
Secondly, I started Windows Server 2016 operating system installation. I used lo-
cal disks for storing the operating system, although I could use iSCSI for e.g. Hy-
per-V01 and Hyper-V02 servers, but I rejected this option since during the imple-
mentation all these servers will be constantly powered on and off. All these Guest 
OSes are installed under the evaluation mode, which means that operating sys-
tems are downloaded directly from Microsoft and verified, but can only be used 
for testing purposes. Finally, after operating systems’ installations are completed, 
the next part will be continued only with the Domain Controller server and the 
setup of Active Directory. When this machine is configured properly, all other ma-
chines will be joined to the same domain and assigned other additional proper-
ties. 
 
4.2 Microsoft network service installation and configuration 
To promote this server to a domain controller, I first installed the role known as 
Active Directory Domain Services. Then, I assigned new forest with the following 
name xamkthesis.lt (which will be my domain name for this thesis). This server 
will also be the DNS server and store global catalog (GC). As a result, Domain 
Controller is configured with the new forest. 
 
The next network services are DNS and DHCP servers. To install both these net-
work services, I added roles to the Domain Controller server such as DNS server 
and DHCP server. After these roles were installed, I configured xamkthesis.lt 
zone. In addition, I added a forward lookup zone and a reverse lookup zone for 
proper DNS work. They both work together to solve IP addresses from names to 
numbers where a forward lookup zone stores name host records (the A) and a 
reverse lookup zone is responsible for converting the in-addr.arpa (inverse ad-
dress) addresses to domain names. The DHCP role is a bit different and can be 
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installed only after the Active Directory Domain Services role is installed because 
it requires domain administrator commitment (authorization). Therefore, a new 
scope was created with the following parameters shown in the Table 1 and Table 
2.  
 
Table 1 DHCP server automatically assigned values for every new client on the same subnet 
Number Parameters Values 
1.  Network mask 255.255.255.0 
2.  Gateway 192.168.163.5 
3.  Preferred DNS server 192.168.163.5 
 
Table 2 IP addresses’ distribution from DHCP server 
Network Service IP addresses starts from IP addresses ends with 
DHCP 192.168.163.50 192.168.163.75 
 
After that, I installed and configured iSCSI. Virtual disks are stored in the Domain 
Controller HDD, while in a production environment this setup should not be con-
sidered but for a virtual lab environment this should not bring any complications. 
Due to this, I created three virtual disks for failover clustering. One for a private 
cloud provider (SMI-S WMI), another for the additional cluster shared storage and 
the last one a quorum disk. First two disks will be used as a Cluster Shared Vol-
ume to provide high availability of the Level 1 virtualization layer virtual machines. 
 
4.3 Preparing the environment for System Center Virtual Machine Manager 
Before starting the SQL Server 2016 installation, I additionally installed Native 
Client used for the x64 architecture and Command Line Utilities x64. These, addi-
tional software, are required for SQL Server 2016 to run smoothly. I chose to in-
stall SQL Server 2016, but System Center Virtual Machine Manager 2016 also 
supports SQL Server 2012 SP2 and SQL Server 2014. This SQL Server 2016 is 
also installed under the evaluation mode the same as Windows Server 2016. 
When the setup file was launched and the installation’s wizard appeared, the 
most important part was to select required features which are SQL Database En-
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gine Services and Reporting Services – Native (see Figure 13). In addition, I cre-
ated an SQL Server network account for security reasons and assigned it when 
the installation’s wizard asked to specify an SQL services account. In the wizard’s 
following page under Authentication Mode I assigned a built-in administrator ac-
count. When all the required information was gathered and after the installation 
successfully installed SQL Server 2016, in addition, I installed SQL Server Man-
agement Tools (SSMS) for proper SQL Server management over the UI. 
 
During the SQL Server installation, I created System Management container in-
side System container under Active Directory. Then, I set full permissions for the 
System Center Virtual Machine Manager administrator. This container will be 
used for System Center Virtual Machine Manager because it needs permissions 
to write the specific data to Active Directory. 
 
 
Figure 13. SQL Server 2016 summary page 
 
When required server roles are installed and configured, further steps are addi-
tional software. System Center Virtual Machine Manager requires Windows 10 
Assessment and Deployment Kit (ADK) with Deployment Tools and Windows 
Pre-installation Environment (Windows PE) features (see Figure 14). 
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Figure 14. Windows Assessment and Deployment Kit features page 
 
In order to allow creating virtual machines on the Level 1 virtualization layer, I in-
stalled Hyper-V role inside both Hyper-V01 and Hyper-V02 servers and restarted 
the destination computers to apply new changes. To continue with, the configura-
tion of failover clustering should be also set in case if one of the server fails the 
other one could provide same services for high availability. To start with failover 
clustering, first I need to ensure that both Hyper-V01 and Hyper-V02 servers are 
considered to be as failover clustering nodes. Firstly, I installed Microsoft Failover 
feature in both servers and started the Validate Configuration feature to ensure 
that both servers could work as a one system (see Figure 15). One thing to ob-
serve is that in the figure below, under the storage’s description, it says Not Appli-
cable. This means that storage is working properly and is already in a failover 
cluster (tests was made after a failover cluster was created). 
 
 
Figure 15. Validate Configuration feature’s results by category 
 
Once tests passed, then I created a failover cluster of Hyper-V01 and Hyper-V02 
servers. I launched the Create Cluster wizard and added two earlier mentioned 
nodes. Then, I assigned cluster name (VMCluster) and IP address 
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(192.168.163.12). I deselected Add all eligible storage to the cluster, because I 
want to do it manually (see Figure 16).  
 
 
Figure 16. Create Cluster Wizard confirmation page 
 
When cluster was created, then I added Cluster Shared Volume and assigned a 
Disk Witness in the Quorum. I could create new role and assigned it to provide 
high availability of virtual machines but this step will be done when private cloud 
will be implemented. The failover clustering is ready to provide highly available 
virtual machines. 
 
4.4 Installing System Center Virtual Machine Manager 
Once all prerequisites are installed and configured, then System Center Virtual 
Machine Manager installation can be started. I chose to install VMM management 
server and VMM console (see Figure 17). These options installed required ser-
vices for proper work of System Center Virtual Machine Manager as well as con-
sole for management of hosts. Again, this product is installed under the evalua-
tion mode. When the installation wizard appeared and once all registration infor-
mation is gathered and license agreement are accepted, then configuration steps 
must be set up to proceed. On the wizard’s Database configuration screen, I en-
tered earlier created SQL server name and entered required credentials. I left de-
fault for the instance name and for the new database name, the installation will 
create it automatically. Then, the installation’s wizard asked to configure services 
and distributed key management. I added the System Center Virtual Machine 
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Manager administrator and entered its credentials. Thereafter, I specified a share 
Library for Virtual Machine Manager which I created in the separate Domain Con-
troller’s HDD. When the installation summary page appeared (see Figure 17), the 
installation of System Center Virtual Machine Manager 2016 started. 
 
 
Figure 17. Microsoft System Center 2016 Virtual Machine Manager installation summary page 
 
Once the installation is finished, the environment for a private cloud was set up 
successfully. The next part is to start implementing the private cloud. Due to this, 
the next step is to add Hyper-V hosts to the host group and enable the manage-
ment of them over the System Center Virtual Machine Manager console. 
 
5 BUILDING THE PRIVATE CLOUD WITH SYSTEM CENTER VIRTUAL MA-
CHINE MANAGER 
This chapter describes the private cloud creation. Every step in this process is 
described in as detailed as possible. When the private cloud will be created, then 
the experience of the end user as well as the administrator over a web browser 
will be discussed, too. 
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5.1 Adding VMCluster to the host group 
The very first step is to add Hyper-V hosts to the host group. At this point, it is a 
cluster consisting of two nodes Hyper-V01 and Hyper-V02 (see Figure 18). This 
step is required, because when adding hosts to the host group, the wizard installs 
an agent and other necessary features for proper communication between Sys-
tem Center Virtual Machine Manager and hosts, or in other words it enables the 
management of Hyper-V hosts over the System Center Virtual Machine Manager 
console. 
 
 
Figure 18. Hosts added to the host group over the SC VMM console 
 
In addition, I created the Private Cloud group and dragged newly added hosts to 
this group. This step later allows configuring host reserves by setting hosts’ re-
sources to optimize heavy workload of the Private Cloud group. 
 
5.2 Allocating host reserves 
Specifying host reserves is an important step. Host reserves are hosts’ resources 
used for guest operating systems. Administrator can specify these based on his 
company’s needs to allocate proper hosts’ resources. If resources’ limit is 
reached, it then return an error for a host and stops all jobs, if any was started. 
The following Figure 19 illustrates host reserves for the Private Cloud host group. 
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Figure 19. Host reserves parameters 
 
As Figure 19 shows, resources’ limitations, such as CPU, memory, disk space 
and network I/O can be set in order to optimize hosts’ workload. Since this is a 
virtual lab environment I still set host reserves for Hyper-V01 and Hyper-V02 
hosts in order to optimize workload. In case of the virtual machine migration of 
the Level 1 virtualization layer, hosts should also have additional free resources. 
 
5.3 Storage classification 
Storage classification allows defining what type of disks will be used for virtual 
machines. As Figure 20 shows, Bronze Storage is defined as iSCSI, Silver Stor-
age – FC (fiber channel) and Gold Storage is defined as SSD. This step allows 
keeping things well understood and not to misunderstand the whole system. The 
next step is to assign physical storage to storage classifications. 
 
 
Figure 20. Storage classification in the Library workspace 
 
To assign physical storage, I opened the Add Storage Devices wizard which al-
lows adding physical storage and assign it to storage classifications. The first 
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step is to specify provider type. In most cases, it can be a third-party storage pro-
vider, but in this case I use my own storage based on iSCSI from the Domain 
Controller server. 
 
 
Figure 21. Storage providers in the Library workspace 
 
As Figure 21 shows, I then selected SMI-S WMI storage provider which supports 
iSCSI - based target server. And the final step for the physical storage assign is 
to set Bronze Storage as the storage classification for newly added physical stor-
age and then I added this storage to the Private Cloud group. 
 
5.4 Creating a logical network 
After the storage is assigned, the next step is to create a logical network. A logi-
cal network will be used for Hyper-V hosts and this logical network should repre-
sent the real physical network (IP addresses). I named this logical network as a 
Service Network. During the logical network creation I enabled an option to Allow 
new VM networks created on this logical network to use network virtualization 
(see Figure 22) which allows later to virtualize it and use it for virtual machines of 
the Level 1 virtualization layer. Then, in the Network Site section I assigned this 
logical network to the Private Cloud group and inserted IP subnet with the follow-
ing information: 192.168.163.0/24 (where /24 is a subnet mask written in the 
CIDR).  
 
 
Figure 22. A logical network settings page 
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To continue, the next step is to create an IP address pool for VMs. This address 
pool will be used for VMs to automatically assign IP address to each VM that is 
created on the network site. I a network site already created as well as IP subnet. 
As Figure 23 shows, I entered an IP address range with the following information: 
IP range starts from 192.168.163.76 and ends with 192.168.163.100. 
 
 
Figure 23. Create Static IP Address Pool Wizard summary page 
 
Also, I provided a gateway by entering 192.168.163.5. I specified the DNS server 
which is 192.168.163.5 and DNS suffix xamkthesis.lt. After the logical network 
was created, the next step was to create an uplink port profiles. They allow creat-
ing additional virtual adapters connected to physical hosts. In addition, I created 
the port classification and named it Service Network classification. It allows identi-
fying Service Network objects. 
 
Then, I created a logical switch with the Team uplink mode and named it Logical 
Switch for SN. This mode allows using this logical switch for several physical 
hosts. In addition, I assigned port classifications in the Virtual Port section such 
as low, medium and high bandwidth as well as Service Network classification cre-
ated earlier. Virtual ports allow using resources of hosts. I set the default for the 
low bandwidth and this applies when the virtual network adapter will be used, the 
low bandwidth will be used as a default. Now I can create virtual network adapt-
ers (vNICs) that allow connecting a virtual machine to the Virtual Machine Net-
works. The following figure shows dependencies of this logical switch. 
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Figure 24. Dependent resources of the Logical Switch for SN 
 
This Figure 24 was made after the private cloud was implemented. As Figure 24 
shows that dependent resources of Logical Switch for SN are both Hyper-V hosts 
and virtual machine Linux_HA. Logical Switch for SN is assigned to both Hyper-V 
hosts. Linux_HA virtual machine sits on the Hyper-V01 server and by default is 
connected to this Logical Switch for SN switch. 
 
5.5 Creating a virtual network 
There is an option to isolate all virtual machines from virtual and logical networks. 
This step can be achieved with the virtual routing domain traffic to isolate them. 
Therefore, the first step after a logical network was created, inside VM Networks 
under Library workspace, I created new VM network and named it Virtual Ma-
chine Network (see Figure 25). 
 
 
Figure 25. The Create VM Network Wizard summary page 
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I chose to isolate this network using Hyper-V network virtualization and selected 
IPv4 protocol. I specified VM subnet 192.168.163.0/24 with the CIDR notation. 
This VM network allows virtualizing the IP subnet by disabling direct routing to the 
logical network. On the other hand, I created a virtual machine network without 
any isolation and named it Virtual Machine Networks. This implies that the virtual 
machine network has full access to a logical network. This may be harmful, be-
cause end users can reach physical network via virtual machines, but since this 
is a lab environment, it really has no impact. 
 
 
Figure 26. Network topology in System Center Virtual Machine Manager 
 
As Figure 26 shows, both virtual networks are connected to a logical network. 
When creating the virtual network with isolation, in order that network to work as 
expected, the administrator must first create additional pool inside the virtual net-
work without isolation. This implies, since the virtual network is isolated, then it 
can’t get any DHCP information from the DHCP server. 
. 
5.6 Assigning resources to the Service Network 
Now I need to assign Service Network for the host group. I added additional NIC 
for both nodes because one NIC will be used for the proper Hyper-V communica-
tion with the System Center Virtual Machine Manager server (management net-
work) and with other features such as Microsoft Failover clustering, and another 
NIC will be used for a Private Cloud connection which is a logical switch and VM 
networks (placement network). 
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5.7 Creating a cloud 
So far I created resources such as network, storage and computing. Now it is 
time to combine them into one single object called a private cloud. To do this, I 
launched the Create Cloud Wizard and firstly the wizard asked to enter the name 
for a private cloud and I named it Private Cloud. In System Center Virtual Ma-
chine Manager 2016 there is option to enable shielded VM support. This implies 
for additional security by encrypting the disk and state of virtual machines and 
only specific administrators can access it. But in this practical part, I chose not to 
support this feature on this private cloud. Then, I assigned already created re-
sources which are located in the Private Cloud group. The following Figure 27 
shows port classifications for this private cloud and each port is briefly explained 
in the figure’s description field. 
 
 
Figure 27. Create Cloud Wizard Port Classifications page 
 
Thereafter, I specified read-only library shares which I created during the installa-
tion of System Center Virtual Machine Manager. As Figure 28 shows, the cloud 
capacity and specified limitation options allow setting the capacity in the different 
hardware component. Since this is a lab environment and hosts do not have that 
much CPUs, I used the maximum capacity. While the other components I limited 
for the workload optimization. After that in the Capability Profiles page, I selected 
the Hyper-V profile as this allows me to build the fabric capability profiles for Mi-
crosoft Hyper-V profiles. 
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Figure 28. Create Cloud Wizard Capacity page 
 
When all required information was specified and gathered, the summary page of 
this wizard appeared (see Figure 29). As Figure 29 shows, the following infor-
mation will be used for the Private Cloud creation. One thing to observe, for ex-
ample, in the storage section there is Remote Storage. This storage defines Mi-
crosoft Failover clustering storage which is iSCSI based. The summary page also 
shows replication groups, but since I have implemented cluster consisting of two 
nodes, I did not added any replication groups. 
 
 
Figure 29. Create Cloud Wizard summary page 
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At this point, a private cloud was created but it is just a collection of resources 
(storage, network and computing). The aim is now to make this cloud self-provi-
sion that end users could interact with it and use virtual machine templates with-
out any administrator’s touch, or in other words the whole process should be au-
tomated. 
 
5.8 Building a hardware profile 
After a cloud was created, the next part is to start implementing end users’ self-
provision steps. Firstly, I created a hardware profile which defines resources for 
each template. The point o a hardware profile is to make everything less prob-
lematic and more automated. If, e.g. the administrator needs to create tens of 
same virtual machines it would be wasting of time to do it manually. Or allow cre-
ating virtual machines for those who don’t understand it. It makes everything sim-
pler and again, automated. All profiles are stored inside Library workspace of 
System Center Virtual Machine Manager.  
 
I chose to create a hardware profile for both Linux as well as Windows platforms. 
A hardware profile can be, for example, any Linux distribution or any Windows 
system version. Here, I assigned compatibility for Hyper-V, assigned 512MB of 
RAM for Linux, specified the x86 architecture and connected this hardware profile 
to the Virtual Machine Networks. For Windows, I assigned 1 GB of RAM, also 
specified the same x86 architecture and connected this template to the Virtual 
Machine Networks. Both hardware profiles were made that virtual machines to be 
highly available. It is beyond this hardware profile to assign the storage. 
 
5.9 Creating a guest OS profile 
The main purpose of a guest OS profile is to create same virtual machines with 
same roles or features. Also, all virtual machines can be joined to the same do-
main or have the same administrator account. This also can be set up with a 
guest OS profile. 
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FIGURE 30. SC VMM guest OS profiles stored in the VMM Library 
 
To continue, I created few guest OS profiles for both Linux and Windows (see 
Figure 30). For this purpose, I specified Windows 7 OS and for another Windows 
8. Also, specified administrator accounts.  
 
5.10 Building a VM template 
Creating a VM template additionally allow specifying the virtual hard disk (VHD). 
There are few options when choosing virtual hard disks stored in the library and 
here I specified Blank Disk – Large.vhd for Windows and Blank Disk – Small.vhd 
for Linux. The ending of .vhd stands for virtual hard disk and it is a file format 
which represents the virtual machine’s hard drive. Then, I assigned both hard-
ware and guest OS profiles to these VM templates shown in Figure 31. 
 
 
Figure 31. VM templates stored in the SC VMM Library 
 
As all profiles was created, the next step was to deploy the Windows Azure Pack 
portal. In addition, System Center 2016 Service Provider Foundation was also re-
quired. Then, connecting the private cloud to this portal and creating subscription 
plans, creating certificates to define trusted relationship between servers and fi-
nally testing the whole environment.  
 
47 
5.11 Deploying Windows Azure Pack: Portal and API Express 
Windows Azure Pack: Portal and API Express is the self-service management 
portal allowing to manage clouds over a web browser. This tool also allows to en-
abling self-service and automation for end users in order to create virtual ma-
chines inside clouds. 
 
Another software to mention is System Center 2016 Service Provider Foundation. 
This software allows exposing OData web services which interacts with System 
Center Virtual Machine Manager. Due to this, the administrator can design and 
implement self-service portals. In addition, this software installation media can be 
found inside System Center 2016 Orchestrator. (Microsoft 2016a) 
 
To install the Windows Azure Pack portal, first I need to install IIS Server on the 
Domain Controller server. I selected the following additional features for IIS 
server: Management OData IIS Extension and HTTP activation. Also, I added 
management tools and basic authentication as well as Windows authentication. 
Thereafter, additionally installed WFC Data Services 5.0 and started the installa-
tion of Service Provider Foundation. For proper communication, I left the default 
name of the website which is SPF and the port number 8090 (see Figure 32). 
This port will be used for the communication with the portal and System Center 
Virtual Machine Manager server. Then, I configured self-signed certificate. The 
following Figure 32 shows the summary page before the installation of Service 
Provider Foundation began. 
 
In addition, I created new account for Service Provider Foundation services with 
the following name: spf_sa and added this user to the administrators group. Due 
to this, I specified this new service account to run services such as admin web, 
provider web, VMM web and usage web. Then, from Microsoft/web I downloaded 
Web Platform Installer and via it installed Windows Azure Pack: Portal and API 
Express. 
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Figure 32. System Center 2016 Service Provider Foundation's summary page 
 
After the installation was finished, Internet Explorer was opened with the following 
URL https://localhost:30101/ and informed that right now I am using self-signed 
certificate which can be harmful. In a production environment there should be set 
additional certificate server or bought official ones. Still, I continued to the website 
by clicking continue to this website (not recommended). From this point view, the 
portal requires additional configuration to continue. I specified the database 
server name and its administrator credentials. Due to this, I entered The-
sisWinDC.xamkthesis.lt as a database server’s FQDN (fully qualified domain 
name) and XAMKTHESIS\Administrator as a windows user and specified pass-
phrase: XamkSchool1. After that, additional features started to configure itself 
and when this step was done, the Windows Azure Pack portal  was ready to use. 
 
5.12  Connecting System Center Virtual Machine Manager to the Windows 
Azure Pack portal 
When connecting System Center Virtual Machine Manager to the Windows Azure 
Pack portal it is required to specify FQDN of the System Center Virtual Machine 
Manager server. Due to this, I specified ThesisWinDC.xamkthesis.lt and option-
ally specified the 8100 port. According to Hornbeck (2013), it is also important to 
set the correct network accounts for the proper communication between all the 
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components such as IIS, SQL and VMM. As Figure 33 shows, VM clouds was 
successfully added to the portal by saying its status Ready. Since this cloud was 
newly added, there are no virtual machines running and no resources using so 
far. 
 
 
Figure 33. VM clouds in the self-service portal 
 
Additionally, I created SQL user and named it spf to add the database to the por-
tal and allowing the connection between latter and SQL Server. This user must 
be created under the SQL authentication mode because only this mode is sup-
ported by the Windows Azure Pack portal. 
 
5.13 Creating a new subscription plan and adding end users 
In order to allow end users to sign in to the SC VMM console via a web browser, I 
first have to create a plan where all users could subscribe to it or in other words 
sign up. I created a new plan and named it Tenants Plan and added Virtual Ma-
chines as a clouds feature. Then, I assigned ThesisWinDC.xamkthesis.lt server 
as a VMM management server and a Private Cloud as a virtual machine cloud. In 
addition, I added networks, hardware profiles, templates and specified additional 
settings to allow anyone who will subscribe to this plan to use those settings. Fi-
nally, I published the plan and now I could create end users who could use the 
self-service portal. 
 
5.14 Creating certificates 
In order to create a trust relationship between several machines, certificates are 
used for this purpose. When the client connects to the remote machine, the 
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server and information are identified by certificates. When the certificate is in-
stalled in the client’s machine, the information between the client and remote ma-
chine is considered as secure. 
 
Each certificate request is processed by the specific set of rules and each certifi-
cate can have various number of extensions that regulates the user. For exam-
ple, application policies give an essential ability to define which certificate is used 
for the specific purpose. Also, they are called Enhanced Key Usage. (Microsoft, 
2008) Certificates must be encrypted using the specific hash algorithms. Crypto-
graphic hash functions are based on mathematical operations that are easy to 
compute but significantly harder to reverse. For example, SHA-256 hash algo-
rithm uses 256-bit digest and encrypts the information with quite long hash value 
which is considered as secure. 
 
In addition, private and public keys can be used to create more secure sessions. 
For example, to ensure the confidentiality when the private key is used to encrypt 
the data, the private key is used for decrypting it. In this scenario, only the host 
has the private key while the public key is disseminated widely. Tokens are used 
to authenticate access to virtual machines and supply a token, because Hyper-V 
host uses tokens for allowing access for the end user. 
 
With this said, I defined a certificate template for the trust relationship. The 
trusted relationship will be created between Domain Controller, RemoteDG and 
both Hyper-V01 and Hyper-V02 hosts (see Figure 12, p. 29). Certificates created 
for the trust relationship must have the following properties: It must include En-
hanced Key Usage (EKU), support the SHA-256 hash algorithm and have the 
2048-bit key length. Because of these requirements, I created the certificate at 
Active Directory Certificate Services and named it Remote Desktop Connection. 
 
The next step is to issue this certificate for the trust relationship between Domain 
Controller, Hyper-V hosts and RemoteDG servers. I created a certificate request 
(CSR) for Certificate Authority (CA) which in my case is the Domain Controller 
server. This request will generate the certificate itself. In the certificate request, I 
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must include the Remote Desktop Gateway server name, key length, hash algo-
rithm, key usage, the client’s authentication OID and also set the exportable pri-
vate key. 
 
With the request created, I generated the certificate and verified it. Furthermore, I 
submitted the certificate request to the Certificate Authority (Domain Controller). 
When the certificate request was submitted, the very last step was to export the 
trusted certificate as a PFX file, because later I will import it to the Virtual Ma-
chine Manager management server database. According to Microsoft (2016b), to 
import a PFX file to the Virtual Machine Manager management server database, I 
ran the script bellow in the PowerShell: 
 
 
Figure 34. PowerShell script that allows importing certificates to the SC VMM management server 
database 
 
This script firstly gets the required information about the certificate, its password 
(which was required when the certificate was imported) and the Virtual Machine 
Manager server itself. When the required information is gathered, further com-
mands can be issued. This script sets the tokens’ lifetime by identifying host 
server by its FQDN name which later will be included, when the RDP file will be 
generated for end users. 
 
For the Remote Desktop Gateway server, I again requested and installed a new 
SSL Web server certificate in the Certificate Authority and assigned it for the Re-
mote Desktop Gateway server by importing it. This step is required for the Re-
mote Desktop Gateway server to encrypt the RDP session. Finally, I registered 
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the Remote Desktop Gateway server in the Windows Azure Pack admin’s portal. 
Eventually, end users now can use Remote Console. 
 
6 RESULTS AND ANALYSIS 
This chapter describes the domain built-in administrator’s as well as the end 
user’s experience using the Windows Azure Pack portal. It provides a deeper 
look at what kind of management abilities the administrator has in both System 
Center Virtual Machine Manager console and in the Windows Azure Pack portal. 
And what kind of experience is for the end user when he is creating virtual ma-
chines and remotely connecting to them. 
 
6.1 The administrator’s experience in the Windows Azure Pack portal and 
in the System Center Virtual Machine Manager console 
The administrator has the ability to use the Windows Azure Pack portal for man-
agement purposes. As a result, the administrator can connect VM clouds as 
shown in the figure (Figure 33, p. 48), create and manage subscription plans, VM 
templates, VM networks and more. Also, the administrator can create users as 
well as suspend them, if needed, and in addition create SQL databases. 
 
 
Figure 35. Users’ account page in Service Management Portal 
 
The figure above presents end users which can be seen by the domain built-in 
administrator. The figure shows, that I am currently logged in as a XAMKTHE-
SIS\Administrator and with this I can see users, their status, subscriptions as well 
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as enrolment dates. In the figure’s left side column can also be seen created VM 
clouds, SQL servers and subscription plans. 
 
The domain built-in administrator (the System Center Virtual Machine Manager 
administrator) is capable of using the console of latter product. It has additional 
features in the VMs and Services workspace (see figure 36) to create, manage 
and deploy clouds or virtual machines. Within the same workspace can also be 
created or managed VM networks. In the Fabric workspace, the administrator can 
add and manage hosts, host groups, infrastructure such as library, update or 
VMM servers. Also, the domain built-in administrator can create and manage net-
works and storage. The Library workspace allows storing additional information 
needed for clouds such as VM templates, hardware profiles, guest OS profiles or 
other libraries such as storing ISO files.  
 
 
Figure 36. Microsoft System Center 2016 Virtual Machine Manager workspaces 
 
The Jobs workspace includes all the information related with states of currently 
running jobs. The domain built-in administrator has the ability to check the history 
of jobs within the specific period of time. The last workspace that administrator 
has in the System Center Virtual Machine Manager console is Settings. This 
workspace allows managing all information related with the security. Also, the do-
main built-in administrator can create and manage user roles and run as ac-
counts (which are used for accessing other hosts). 
 
6.2 The end users’ experience in the Windows Azure Pack portal 
In addition, end users can also sign up by themselves by opening the following 
link https://localhost:30081/#Workspaces/All/dashboard in a web browser. An er-
ror appears about the website’s security certificate. Nonetheless, I continued to 
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this website which is not recommended due to security reasons, but again, this is 
a lab environment. Eventually, after the page is loaded, I can login or sign up as 
the end user. To sign up, I have to specify the email address and enter the pass-
word. Once I signed up, I gained the welcome message and a tutorial for using 
the portal. The next thing to do is to add a subscription plan. I selected Tenants 
Plan created earlier. Finally, the end user can log in to the website and use the 
resources of the private cloud. 
 
End users are able to create two types of virtual machines which are the virtual 
machine role and standalone virtual machine. The main difference between these 
two types is that standalone VM allows installing an operating system and directly 
maps a template to the virtual machine. The virtual machine role is acting in a bit 
different way using the Service Template engine by allowing to install an operat-
ing system with an application inside it. Or in other words, the end user can cus-
tomize the deployment wizard. 
 
Currently I am logged in as oaisv001@xamkthesis.lt. From the menu at the left 
side, I chose virtual machines option, then the standalone virtual machine option 
and finally, the quick create option. In order to create a virtual machine, I have to 
specify the name, template and administrator’s account password. Due to this, I 
named this virtual machine Linux_HA (where HA means that this virtual machine 
is highly available) and chose linux-self-service template (see Figure 37). 
 
 
Figure 37. The virtual machine successfully created and running 
 
To verify that the virtual machine was created successfully, the following two fig-
ures illustrates running virtual machine inside the VMCluster role as well as in the 
VMM console. As Figure 38 shows, the Linux_HA virtual machine is running in 
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the Hyper-V01 node and is highly available, while the Figure 39 shows that the 
owner of this virtual machine is oaisv001@xamkthesis.lt. 
 
 
Figure 38. Virtual machine in VMCluster roles 
 
 
Figure 39. Virtual machine in the VMM console 
 
When the virtual machine is created and running, the final step is to connect to it 
over the Connect Console. When ready, the RDP file will be downloaded from the 
Hyper-V host and the session will be started (see Figure 40). 
 
 
Figure 40. Connect Console page view 
 
As Figure 40 illustrates, the connection between client’s computer and the Hyper-
V01 server was successfully established. The end user can successfully connect 
to the virtual machine using Connect Console over the Remote Desktop Connec-
tion feature. The figure above also shows the Linux installation process.  
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7 CONCLUSIONS 
The objective of this thesis was to create a private cloud with Microsoft System 
Center 2016. The practical part of this thesis was to implement a private cloud in 
a virtual lab environment. The study showed that implementation of a private 
cloud requires knowledge of cloud computing, networking and fabric where fabric 
implies a private cloud resources such as network, storage, servers and clusters. 
Servers such as Domain Controller, RemoteDG and both Hyper-V as well as ser-
vices like DNS, SQL, SAN, RDG and SC VMM itself was successfully set up in 
order to run a private cloud smoothly. Also, the private cloud itself was created 
and running successfully. Additional software such as Microsoft Azure Pack was 
used for end users to interact with a private cloud over a web browser. 
 
The theoretical part showed that cloud computing is a growing technology and to-
day mainly used in a regular basis. A private cloud has variable sets of ad-
vantages while implemented in the organization’s data center that has invested in 
their hardware. Furthermore, a private cloud can be connected to a hybrid cloud 
to extend its abilities. 
 
The main findings of the study were to implement a private cloud with System 
Center 2016 in a virtual lab environment. This private cloud is now ready to be 
implemented in a real production environment. In the future, the real third party 
certificates could be issued to ensure security or an automation tool implemented 
such as Microsoft System Center Orchestrator to build an IT process automation 
to automate creation, monitoring and deployment of virtual machines in a private 
cloud environment. 
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