This article presents results of near-field scanning optical microscope measurement of local luminescence of rhodamine 3B intercalated in montmorillonite samples. We focus on how local topography affects both the excitation and luminescence signals and resulting optical artifacts. The Finite Difference in Time Domain method (FDTD) is used to model the electromagnetic field distribution of the full tip-sample geometry including far-field radiation. Even complex problems like localized luminescence can be simulated computationally using FDTD and these simulations can be used to separate the luminescence signal from topographic artifacts. 
Introduction
Near-field scanning optical microscopy (NSOM), belonging to the family of scanning probe microscopy techniques, is one of the most promising techniques for nanophotonic research [1] . This technique is often considered capable of producing optical images (by reflection or transmission) comparable to classical microscopy, but breaking the diffraction limits of classical microscopy, thus achieving * E-mail: pklapetek@cmi.cz finer resolution. But a number of artifacts arise from the measurement method principle that do not occur in classical microscopy and that can dramatically alter the resulting optical data. In addition to tip-sample convolution artifacts common to all scanning probe methods that can be partially corrected using special algorithms [2] , there are topographic artifacts often observed in NSOM data that can dramatically alter images compared to those obtained by classical microscopy [3] [4] [5] [6] [7] [8] .
Rhodamines present a group of organic compounds often used as laser dyes. Rhodamine dyes exhibit strong absorptivity in the visible region and high fluorescent yields. Hybrid materials based on organic dyes embedded in in-organic, photochemically-inert carriers are good candidates for novel type of solid-state lasers. Therefore, the preparation and properties of such compounds have been studied frequently [9] [10] [11] [12] .
In this work, rhodamine 3B intercalated in thin layered silicate films was studied using NSOM to measure local luminescence. We focus on determining the influence of the tip-sample configuration and scanning on the acquired data, both for excitation and luminescence signal. Our objective was to separate the effects of local topography from real optical data by numerically modeling electromagnetic field propagation within the microscope. If we can do this separation and simulate NSOM images both for regular and gain media (exhibiting luminescence), we can deduce whether luminescence sources are scattered randomly in the sample volume or localized in certain parts of the sample. This information can be used to better understand the sample optical properties and sample formation process. For modeling of electromagnetic wave propagation in the probe-sample region in the NSOM instrument, we have used the Finite Difference in Time Domain Method (FDTD).
Experimental arrangement
Commercially available montmorillonite from Nanocor Inc. (Na + -ion exchange form) was repeatedly saturated with LiCl to prepare the Li + -form, which was washed and dialyzed in highly pure deionized water in order to remove free salt solution. Li + -montmorillonite was heated at 120°C for 24 hours to reduce its layer charge. The charge reduction was confirmed by the change of cation exchange capacity from 1.35 to 1.14 mmol/g. As has been shown elsewhere [13] , the charge reduction is important for suppressing the molecular aggregation of rhodamine 3B cations adsorbed on the montmorillonite surface thus avoiding extensive fluorescence quenching. Rhodamine 3B (benzoic acid, 2-[6-(diethylamino)-3-(diethylimino)-3H-xanthen-9-yl]-ethyl ester, monohydrochloride) (CAS number [2390-63-8]) was purchased in high purity grade (used for lasers) from Exciton (Ohio, USA). Due to lower solubility of the dye, R3B stock solution (5 × 10 −5 M) was prepared in 1:1 (V/V) water/ethanol mixture. For the preparation of the films, a few drops of montmorillonite aqueous colloidal suspension (0.5%, w/w) were deposited on quartz slides by a spin coating method in order to obtain thin film with a preferential orientation of layered particles parallel to the slide surface. An ion exchange reaction with dye cations was performed from the excess of dye solution at 60°C for 2 hours. Films with adsorbed dye were washed in deionized water and with ethanol in Figure 1 . Experimental setup for NSOM measurements. An argon ion laser coupled to the fiber probe is used for luminescence excitation in illumination mode. Signal is collected using far-field optics and filtered by low pass filters (for localized luminescence measurements). For excitation signal measurements the filters are removed. Fiber probe is kept at constant distance from sample using tuning fork (TF) technique.
another step in order to remove the excess non-irreversibly adsorbed dye. Absorption and emission spectra were obtained at room temperature. Light absorption was recorded in a transmission mode using Cary 100 UV-vis spectrophotometer (Varian). The orientation of the film was perpendicular with respect to light propagation. Fluorescence spectrum was obtained using Shimazu RF5300PC spectrofluorometer using a Shimadzu solid sample holder No. 204-26836-01 to minimize the reflected excitation beam from the emission monochromator. The excitation wavelength was 535 nm. For NSOM measurements, an Aurora 2 NSOM instrument (Thermomicroscopes) was used. Standard metal shielded fiber tips (Veeco) with nominal aperture between 80 -150 nm were used for measurements. All the images were acquired in reflection mode, the probe was used for local sample illumination. Both shear force topography and optical data were acquired for each scan. For luminescence measurements, a Gaussian filter ensured that the excitation beam (from an argon ion laser, wavelength 488 nm) was monochromatic. After the beam interacted with the sample, a set of low pass filters then removed the excitation beam, allowing only the resultant signal into the photomultiplier tube. The efficiency of the excitation signal removal was tested using a simple grating monochromator. Owing to the signal's weakness, it was not possible to use the monochromator for NSOM measurements. The complete experimental setup is shown in Fig. 1 . Additional AFM images were acquired by an Explorer microscope (Thermomicroscopes) in non-contact mode, using standard non-contact tips (20 nm tip apex radius). These images were used for comparison to shear-force topography mode on NSOM, namely to select high quality NSOM probes and to optimize the shear-force feedback loop set-tings. To determine the NSOM probe quality and geometry, needed as a parameter for FDTD simulations, we used a simple experimental device to measure the far-field radiation diagrams within a hemisphere centered on the NSOM probe aperture and to determine the probe aperture quality. It is known that various defects on the probe apex that cause electromagnetic field scattering in the nearfield region cause changes in the probe radiation in the far field region as well [14] . These results of NSOM probe radiation analysis were supported by scanning electron microscopy using a Jeol JSM-6460 microscope.
Numerical NSOM modeling
For modeling the response of a luminescent material in the NSOM instrument we have used a Finite Difference in Time Domain method (FDTD) [15, 16] , probably the most universal tool for computational electrodynamics. Using the FDTD method, we solve Maxwell's equations numerically in a leap-frog scheme (E and H components consecutively) with a proper placement of the field vector components in space (E and H vectors shifted by half cell size) and proper discretization (better than λ/10 where λ is the propagating wavelength). Several tenths of years of development of the FDTD methods resulted in many algorithms for incorporating different materials in the computation (metals, dielectrics, dispersive materials, nonlinear materials, etc.) and using different field sources (planar sources, antennas). Due to its general nature it can be used also for modeling NSOM related objects and geometries, but at the cost of very slow computation and high memory usage. We used our own FDTD package applying the following algorithms in order to model electromagnetic field propagation in our NSOM instrument:
• uni-axial perfectly matched layer (UPML) to allow waves to leave the computational domain,
• conformal modeling of the material boundaries in order to better include details smaller than the used discretization,
• near to far field transform (NFFF) for evaluation of the far field limit of the electromagnetic field distribution [17] ,
• computational domain stepping in one dimension to model structures elongated in one direction,
• linear gain medium for modeling the luminescent properties of the sample using the Auxiliary Differential Equation method. and (B) computing the electromagnetic field distribution at formation of NSOM images. Probe material properties and inner geometry parameters were taken from optical fiber specifications, geometry was taken from SEM measurements (probe) and shear force topography measurements (sample).
The small space and time steps that must be used in this method make FDTD extremely computation-intensive. Therefore only very small volumes can be analyzed using FDTD method, and modeling the full fiber probe geometry together with the tip-sample region requires something more than a typical personal computer. For modeling our NSOM geometry, we simplified the calculation in two ways:
1. Optical fiber probe analysis based on the geometry obtained by a scanning electron microscope and data-sheet material properties of the fiber; computed in a space of 20×3×3 wavelengths (λ), space discretization of λ/20, using stepping in one dimension and conformal modeling. This geometry is illustrated by a cross-section presented in Fig. 2A .
In this way we have computed the field inside the NSOM probe.
2. Probe-surface geometry analysis using the NSOM probe fields computed in step 1 and measured shear force topography of the sample; computed in space of 4×4×4 λ, space discretization λ/40, using NFFF computation of the far field limit. The second step geometry is illustrated by a cross-section presented in Fig. 2B .
The excitation light used for all of the simulations was of the same wavelength as that used for NSOM measurements (488 nm). The second step was repeated for all the predefined positions of the tip above the sample to obtain a simulated NSOM image, while the tip was held at the same distance from surface (defined as distance between two closest points from tip and substrate volume). The modeling therefore followed the NSOM movement over the surface, including the tip convolution effects. We speeded up computation by using a cluster of ten computers each equipped with quad-core processors and 4 GB of RAM. Parallelization was based on independent calculations of the electromagnetic field distribution for each point in the virtual NSOM image. Each point in the resulting image corresponds to several hours of computational time; the full computation took approximately one week. We have modeled three different distributions of the gain material: no gain medium at all, gain medium uniformly spread in the material and gain medium located within the particles seen on the shear force topography (see Fig. 3 ). The differences between resulting far-field data for gain and non-gain media were used to produce simulated NSOM luminescence images. 
Results and discussion
A sample of NSOM measurements on the studied sample is presented in Fig. 3 . The shear force topography image (Fig. 3A) corresponds to the sample topography (similar to atomic force microscope measurements), the excitation signal (Fig. 3B ) was obtained at the same time as the topography collecting all the visible spectrum in the far field detector, and the luminescence signal (Fig. 3C ) was obtained using a set of filters in front of the detector. Note that for measuring the luminescence we have scanned the sample again (obtaining one more topography image at the same time) as we work with a single detector in the far field. We can see several defects in the excitation signal that are probably caused by the topography (as known from literature and other measurements). On the other side, we cannot be sure whether also the luminescence signal is not only caused by any topography effect. This, of course, strongly limits the possibilities of experimental data interpretation. To separate the topography effects we have used the FDTD simulation.
In Fig. 4 we present the optical properties of the film studied. The film's absorption spectrum shows a slight shift to longer wavelengths with respect to that of dilute dye solution (560 nm, not shown). The luminescence is characterized by a relatively small Stokes shift. Therefore, the occurrence of energy transfer via a self-quenching mechanism should also be considered taking place in relaxation processes. From the absorption spectrum we can see that the laser wavelength of 488 nm is probably not the best choice for dye excitation but, as can be seen from the NSOM measurements (Fig. 3) , it produced satisfactory results. The choice of the excitation at such low wavelength was due to following reasons: 1, availability of a laser suitable for NSOM; 2, ability to eliminate the excitation beam from the reflected light: more similar wavelengths would be more difficult to separate using the filters. luminescence image was used for the comparison between modeled and experimental data. In Fig. 5A the NSOM excitation signal (wavelength 488 nm) obtained with direct NSOM measurement in illumination mode (no filters applied) is presented. In Fig. 5B a NSOM luminescence signal (wavelength above 550 nm) is presented. The following images (C, D, E) represent the modeled excitation signal which corresponds to the whole sample gain computation and particle gain luminescence image (see Section 3 for details).
From Fig. 5A , C, it can be seen that our approach can satisfactorily be used to simulate the NSOM signal; topography related artifacts typically caused by a combination of varied aperture-sample distance and far-field detector position effects can be easily observed on the simulated image. Slight differences between the simulated and real signal are caused by errors in NSOM probe geometry characterization and tip convolution while obtaining AFM topography. In other words, the tip-sample geometry assumed in the computation differs from of the actual apparatus.
In Fig. 5D , E, the similarly modeled images of the luminescence signal are presented for two assumptionshomogeneously spread gain media and gain media localized in the particles. We can see that there is no observed topography artifact that would lead to a signal similar to localized luminescence at the location of a particle on the surface as observed in the experiment (Fig. 5B) . The particle itself has therefore much greater luminescence than the flat part of the film upper boundary. Note that, without FDTD analysis, we could hardly identify this sample property.
It can be seen that the resolution on the simulated images is larger than for the experimental images. This effect is probably caused by a larger aperture of the NSOM probe used for the measurements than expected. Note that the probe aperture diameter could not be measured directly and modeling of the probe geometry was based on only a general probe shape observed by SEM, far field radiation diagrams and manufacturer specifications. This approach however leads to a relatively large uncertainty in determining the probe aperture.
Conclusion
Tip-sample geometry and its changes during scanning cannot easily affect luminescence images in a way that would alter the local/non-local nature of the total signal in a significant way. The clusters observed on the thin film surface therefore have a larger luminescence than the thin film itself and it can therefore be expected that these clusters form that part of the sample where the rhodamine 3B dye is localized.
Near-field scanning optical microscopy in a simple configuration using filters can be used to determine local luminescence properties of rhodamine 3B dye intercalated into montmorillonite. Using optical modeling, the possible error sources in both the excitation and luminescence signal can be easily determined. As virtual NSOM image calculation can be parallelized relatively easily, using a cluster of computers we can perform numerical analysis in a time just slightly longer than the time needed for real experiments (both on order of days). Using NSOM technique complemented by numerical modeling gives unique information about the sample's optical properties. This information would not be present in integral lumines-cence measurements, and, due to the complicated nature of NSOM, image formation would not be clear even on NSOM images (without any further modeling).
