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Kapitel 1
Einleitung
Die vorliegende Arbeit besch

aftigt sich mit parallelen Baumsuchalgorithmen f

ur




ur Polyautomaten untersucht. Konkret untersuchte Probleme
sind das
"
Firing Squad Synchronisation Problem\ f

ur Zellularautomaten (FSSP)
sowie ein oenes Problem

uber Trellisautomaten.





achst dargestellt werden, welche Zusammenh

ange zwischen diesen Fragestel-
lungen bestehen und wie es zu dieser Zusammenstellung kam.
Im Sommersemester 92 h

orte ich Prof. Vollmars Vorlesung

uber Zellularauto-
maten und erfuhr dort, da es nicht bekannt ist, welches die minimale Zustands-
zahl ist, die zur L

osung des FSSP n

otig ist, obwohl L

osungen mit 6 Zust

anden
bekannt sind. In Unkenntnis der genauen Ergebnisse von Balzer machte ich mich
daran, ein Programm zu schreiben, das hilft diese Frage zu beantworten. Nach-
dem ich erste Ergebnisse vorzuweisen hatte, ging ich zu Prof. Vollmar, der mich
ermunterte, im Rahmen einer Diplomarbeit tiefer in das Gebiet einzudringen.
Schnell kam die Idee auf, das Suchprogramm auf der MasPar MP-1 zu imple-
mentieren, da Suche auf einem SIMD-Rechner eine interessante Fragestellung ist




onnte, zu neuen Ergebnissen zu
gelangen.
Die Parallelisierung war zwar erfolgreich, aber die Frage, ob es eine 5-Zu-
standsl

osung des FSSP gibt, stellte sich (nicht ganz unerwartet) als so komplex
heraus, da sich auch das parallele Programm als chancenlos erwies. Andererseits
waren die bei der Parallelisierung erzielten Erkenntnisse so wenig vom FSSP
abh

angig, da eine weitgehend unabh

angige Beschreibung sinnvoll war. Dadurch










allt. Erst Kapitel 10 f

uhrt die beiden Themenwieder zusammen,





uber Trellisautomaten (Kapitel 5) geht auf die Diskus-
sion zur

uck, wie sich der Suchalgorithmus f






unglich war nur geplant, kurz die Machbarkeit einer
Umstellung des Algorithmus zu demonstrieren. Da sich dann aber recht inter-
essante Ergebnisse einstellten, weitete sich das Thema zu einem eigenen Kapitel
aus.
In Kapitel 11 werden die Ergebnisse zusammengefat und aufgeworfene Fragen
und Ideen dargestellt. Die Anh

















ochte ich danken: Prof. R. Voll-
mar, Thomas Worsch, Thomas Umland, Sebastian Egner, Markus Mock, Roger




uhrung in das FSSP
ring squad:
1. A military detachment assigned to
execute a condemned person by shooting.
2. A military detachment assigned to re
a salute at the burial of a person being honored.
(Randomhouse Websters College Dictionary)
In diesem Kapitel wird die Problemstellung des Firing Squad Synchronisation
Problem (FSSP) dargestellt. Nach einer nicht ganz ernstzunehmenden Einstim-
mung (Abschnitt 2.1) wird zun

achst der Begri des zellularen Automaten ein-
gef

uhrt (Abschnitt 2.2) und dann die formale Denition des FSSP vorgenommen
(Abschnitt 2.3).
2.1 Das Problem des General Moorehill
General M. Y. Moorehill | seines Zeichens Chef des Wachbatallions von Geron-
tokratien | ist ganz sch








abnissen Salut zu schieen. An sich w

are das nicht so schlimm,
wenn nicht die gerontokratische Verfassung w

are. Nach alter Sitte (und um

uber-
lange Amtszeiten von Politikern zu verhindern) d

urfen immer nur die

altesten
















uhrt, da die Soldaten m

achtig heiser sind. Dadurch ist es dem Gene-
ral nicht wie sonst m

oglich, einfach einen zackigen Befehl zu br

ullen, woraufhin
die Soldaten feuern. (Die Soldaten sind durch die st

andige Ballerei auch etwas
schwerh

orig.) Dazu kommt, da durch den Nebel die Sichtweite auf etwa einen





uhren. Denn jeder Soldat kann sich
bei der Entscheidung, wann er feuern soll, nur auf das st

utzen, was seine unmit-
telbaren Nachbarn tun.

Uber einige weitere Randbedingungen denkt der General





seiner Heimat verankert sind und ihm als hohem Ozier nat





 Alle Soldaten sind gleich gekleidet und ausger





den gleichen, genau festgelegten Regeln. Dies gilt auch f

ur den General




 Die Regularien enthalten eine feste, recht kleine Zahl von Haltungen, die
ein Soldat w

ahrend der Zeremonie einnehmen darf.
 Ein Soldat darf seine Haltung nur

andern, wenn die ebenfalls anwesende
Milit

arkapelle einen Takt beendet hat.
 Um die intellektuellen F

ahigkeiten eines Soldaten nicht zu

uberfordern,
schreiben die Regeln vor, da die Entscheidung, welche Haltung als n

achstes
anzunehmen ist, nur von nach auen sichtbaren Dingen abh

angen darf. Bei
der gegebenen Wettersituation also nur von der aktuellen Haltung eines
Soldaten und seiner beiden Nachbarn.
 Die Soldaten stehen in einer Reihe; der General ganz links. Von dort kommt












usse genau gleichzeitig erfolgen. Alle Soldaten
m

ussen schieen, und kein Schu darf zu fr

uh oder zu sp

at fallen.
Als ob der Randbedingungen und Probleme nicht schon genug w

aren, fallen dem
General noch eine Reihe weiterer Dinge ein:
 Am Morgen hat ihn der Premierminister pers

onlich aufgesucht und ihm
gedroht, ihn zu feuern, wenn er das Protokoll auch nur im geringsten ver-
z

ogere. Der erfahrene General wei, da es dem Premierminister darum
geht, die

Ubertragung eines Fuballendspiels am betreenden Abend nicht
zu vers






ussen also unter allen Umst






ost werden, nachdem das Signal gegeben ist.







agungen ab. Diese Zahl kann sich in letzter
Minute









 Die Soldaten m





Anderung ihrer Stellung in k

urzes-
ter Zeit auswendig lernen. Darum soll die Zahl der benutzten Stellungen
m

oglichst klein gehalten werden, damit die M

oglichkeit, da sich Fehler
einschleichen, minimal gehalten wird.
Der General, der begeisterter Hobbymathematiker ist, l

at sich von diesen schwie-
rigen Randbedingungen nicht entmutigen und macht sich sofort an die Arbeit: : :
2.2 Zellulare Automaten
Zellulare Automaten sind ein einfaches, aber dennoch vielseitiges Hilfsmittel zur
Beschreibung von Systemen. F

ur diese Arbeit wird die sehr einfache Varian-
te von eindimensionalen zellularen Automaten mit von Neumann-Nachbarschaft
8Einf

uhrung in das FSSP
betrachtet, die im folgenden eingef

uhrt werden. Die hier verwendeten Bezeich-
nungen richten sich nach Vollmar [19], sind allerdings spezieller gefat, um die
Darstellung zu vereinfachen.
Denition 1 (A; 1;H
1
; ) charakterisiert einen eindimensionalen zellularen Au-
tomaten mit von Neumann-Nachbarschaft. Dabei gelten folgende Bezeichnungen:
 A ist eine endliche Menge von Zust

anden.
 Der Automat operiert auf einer Retina von Zellen mit den Nummern 0 bis
s + 1, von denen jede zu jedem Zeitpunkt in genau einem Zustand aus A
ist.
 Die Zellen 0 und s + 1 benden sich immer im Randzustand
"
#\. Keine
andere Zelle darf je diesen Zustand annehmen.
 N = jAj   1 bezeichnet die Anzahl der Zust

ande des Automaten. Der









ist das s-Tupel der Zust

ande der Zellen 1 bis s
einer Retina der Gr






ur den Zustand der









ur die hier benutzte von Neumann-Nachbarschaft H
1
wird das Verhalten






















Der Nachfolgezustand einer Zelle wird also jeweils aus dem unmittelbar vor-
hergehenden Zustand der Zelle selbst und denen ihrer beiden Nachbarzellen
bestimmt.
2.3 Das Firing Squad Synchronisation Pro-
blem
Denition 2 Eine L

osung des Firing Squad Synchronisation Problems (kurz FS-
SP) ist eine Klasse von Automaten (A; 1;H
1
; ) mit folgenden Eigenschaften:
 G 2 A wird Generalszustand genannt.
 Z
0
2 A ist der Ruhezustand.
 F 2 A heit Feuerzustand.






















Zu Beginn bendet sich also die Zelle am linken Rand im Generalszustand







einen Zeitpunkt, zu dem alle Zellen gleichzeitig (und das erstemal) in den
Feuerzustand

ubergehen. (Die Soldaten feuern.)
1





dieser Arbeit ist die hier verwendete Denition aber leichter handhabbar.














Dadurch wird gesichert, da am Anfang
weder von einer Zelle im Ruhezustand (einem gemeinen Soldaten) noch
vom rechten Rand eine Initiative ausgeht.
Synchronisationsprobleme, die dem FSSP sehr

ahnlich sind, treten h

aug als
Teilprobleme in der Formulierung von Algorithmen f

ur Zellularautomaten auf.










oft addiert sich die ben

otigte Synchronisationszeit zur restlichen Laufzeit, und








Ein einfacher Widerspruchsbeweis zeigt, da mindestens 2s  2 Schritte n

otig
sind, um das FSSP korrekt zu l

osen. Dies ist die Zeit, die ein Signal ben

otigt, um
einmal vom General zum rechten Rand und wieder zur

uck zu laufen [21]. Von
Waksman [21], Balzer [2], Gerken [6] und Mazoyer [10] wurden im Laufe der Zeit
Algorithmen gefunden, die tats

achlich mit dieser minimalen Laufzeit auskommen







osungen mit ein oder zwei Zust

anden kann es nicht geben, da zumindest
Z
0
, G und F in der Zustandsmenge vorhanden sein m

ussen. Ebenso ist durch
manuelles Ausprobieren aller M

oglichkeiten recht leicht festzustellen, da auch 3
Zust

ande nicht ausreichen (siehe auch Abbildung 3.4). Bleibt also die Frage, ob es
L

osungen mit 4 oder 5 Zust

anden gibt. Ein Ziel dieser Arbeit ist es, Algorithmen
auszuarbeiten, mit denen nach einer L







In diesem Kapitel werden Suchalgorithmen entwickelt, die zu einer gegebenen
Zustandszahl N (und u.U. weiteren Randbedingungen) eine L

osung des FSSP




uhrungsfunktion  zu bestimmen versuchen, die





achst werden einige grundlegende Begrie und Datenstrukturen einge-
f

uhrt, die relativ unabh

angig von den eigentlichen Suchalgorithmen sind (Ab-
schnitt 3.1). In Abschnitt 3.2 wird dann ein Regelsystem aufgestellt, das Grund-
lage der weiteren Diskussion ist. Alle weiteren Algorithmen werden sich als Im-
plementierungsstrategie f

ur dieses Regelsystem herausstellen.
Nachdem Abschnitt 3.3 zun

achst eine ebenso einfache wie ineziente Im-
plementierungsstrategie vorstellt, werden in Abschnitt 3.4 die Grundlagen f

ur
ezientere Verfahren gelegt. Abschnitt 3.5 beschreibt eine Klasse von einfachen
aber trotzdem ezienten Suchstrategien. Schlielich wird in Abschnitt 3.6 ver-
sucht, den Suchraum mit Hilfe einer etwas komplizierteren Strategie noch weiter
zu verkleinern.
3.1 Grundlegende Datenstrukturen
Im allgemeinen kann nicht davon ausgegangen werden, da der Suchalgorith-
mus die

Ubergangsfunktion  auf einen Schlag bestimmen kann. Deshalb ist
es zweckm






age erweitert werden kann. Je nachdem wie es gerade sinnvoll er-
scheint, wird

uber  mal als partielle Funktion, mal als Menge von Viertupeln der
Form
"

































wird als Wert der Funktion C : POS! A aufgefat, wobei
POS := f(s; t; c)js 2 f2; : : : ;Mg ^ t 2 f0; : : : ; 2s  2g ^ c 2 f1; : : : ; sgg
Wegen der Beschr

anktheit von s, t, c kann C einfach als Tabelle abgespeichert
werden. C kann aber auch als Menge von 4-Tupeln aufgefat werden. Von
C als Ganzem oder von einem einzelnen C
s
wird auch als Raumzeitdiagramm
10





















osung bis s = 8 mit 4 Zust

anden.
gesprochen. Abbildung 3.1 zeigt ein Beispiel f










ur den Grundzustand Z
0
.)
Die Information, da die Endkonguration nur Feuerzust

ande enthalten darf,
liee sich direkt in den Suchalgorithmus kodieren. Um den Algorithmus aber e-
xibler zu gestalten und zus






onnen, wurde eine etwas andere Vorgehensweise gew

ahlt. Eine parti-
elle Funktion pattern, die die gleiche Struktur wie C hat, legt f

ur einige Stellen
(s; t; c) fest, welcher Zustand an dieser Stelle des Raumzeitdiagramms angenom-
men werden mu. Durch Initialisieren von pattern zu
f(s; 2s  2; c; F)js 2 f2; : : : ;Mg; c 2 f1; : : : ; sgg
wird gerade festgelegt, da alle Zellen einer Retina der Gr

oe s zum Zeitpunkt t =




ussen, wie es f

ur eine zeitoptimale L

osung




age in pattern k

onnen dazu dienen,
bestimmte Zusatzforderungen an die L

osung zu stellen (siehe auch Abschnitt
4.3).
3.2 Ein nichtdeterministischer Algorithmus
Bevor in den n

achsten Abschnitten die konkret implementierten Suchalgorithmen
eingef

uhrt werden, soll zun

achst ein sehr einfacher, nichtdeterministischer Algo-
rithmus vorgestellt werden, der auf einem Regelsystem beruht. Dadurch ergeben
sich die folgenden Vorteile:
 Man erh

alt einen erheblich leichteren Einstieg in die Materie.
 Alle sp

ater vorgestellten Algorithmen lassen sich als deterministische Im-
plementierungen dieses Algorithmus auffassen.
12
Sequentielle Suchalgorithmen
 Die durch die Problemdenition gegebenen Aspekte erscheinen klar ge-
trennt von der konkreten Kontrollstruktur.
 Die Korrektheit des Suchalgorithmus l

at sich zum groen Teil unabh

angig





 Die Darstellung als Regelsystem ist formalen Beweisen besser zug

anglich.
Die Denition des FSSP l

at sich in Form von Ersetzungsregeln ausdr

ucken,
die die in Abschnitt 3.1 eingef

uhrten Datenstrukturen  und C auff

ullen. Diese
Regeln werden in der Form
l =) r jBedingung
geschrieben und sind in Denition 3 angegeben.




Ubergang ((x; y; z) = ?)





angen, sind allerdings uninteressant, da die Denition des
FSSP nichts

uber sie aussagt (x; y; z 2A fFg). Auerdem darf der Randzustand
"
#\ nicht erzeugt werden.
Die Regel SIMULATE deniert, wann ein Zustands

ubergang einer Zelle legal







ur die Nachbarn der betrachteten Zelle zum vorhergehenden Zeit-




ofter auftritt, wird es durch










mit einem Namen belegt. Daraus ergibt sich die Bedingung (s; t; c) 2 POS ^
((s; t; c)) = u f

ur die Regel SIMULATE. Wenn f

ur die betrachtete Stelle
ein Eintrag in pattern besteht, so mu der neue Eintrag in C genauso lauten




Ubergang in den Feuerzu-
stand illegal (u 6= F), da sonst ein Automat vorzeitig feuern w

urde.
Wenn im folgenden von der Anwendung einer RegelR auf eine Position (s; t; c)
die Rede ist, so ist damit gemeint, da eine Instanz von R angewandt wird, bei




DEFINE :  =)  [ fxyz!ug jx; y; z 2A fFg^
u 2A f#g ^ (x; y; z) = ?
SIMULATE : C =) C [ f(s; t; c; u)g j t > 0 ^ (s; t; c) 2 POS^
((s; t; c)) = u^
(pattern(s; t; c) = ? ^ u 6= F _ pattern(s; t; c) = u)
Auf der Basis dieser Regeln l

at sich nun leicht ein nichtdeterministischer
Suchalgorithmus formulieren. Die Pseudocode-Funktion in Abbildung 3.2 be-
schreibt einen solchen Algorithmus. Eingegeben wird die Zustandszahl N , die
maximale Retinagr





agen in pattern und






uhrungsfunktion  (im ein-
fachsten Fall beide leer). Falls eine L

osung des FSSP bis Gr

oe M existiert, die
den Randbedingungen gen

ugt, so wird 
3.3 Eine einfache Suchstrategie
13





(*Mark all positions where ring is due*)
pattern := pattern
0



















C:= f(s; 0; 1; G)js 2 f2; : : : ;Mgg[
f(s; 0; c; Z
0
js 2 f2; : : : ;Mg; c 2 f2; : : : ; sgg
WHILE 9(s; t; c) 2 POS : C
s
t
(c) = ? DO
Nondetermistically apply one of the rules SIMULATE or DEFINE
RETURN 
Abbildung 3.2: Nichtdeterministischer Suchalgorithmus.
Vor Beginn der eigentlichen Suche m

ussen die verwendeten Datenstruktu-
ren gem

a der Suchparameter und der Denition des FSSP initialisiert werden.
Zu den von auen vorgegebenen Eintr

agen in pattern kommen die Eintr

age aus
Gleichung 3.1, die sicherstellen, da zur rechten Zeit gefeuert wird. Die Deni-























\ von Beginn an in  vorhanden sind. Schlielich mu C so




oe die in Denition 2 festgelegte An-
fangskonguration eingetragen wird.
In der Schleife werden so lange Regeln angewandt, bis C vollst

andig deniert
ist und damit eine L

osung gefunden ist. Zu beachten ist, da das so berechnete 




ange, die im Raumzeitdiagramm nirgends
auftreten, m

ussen auch nicht deniert sein.
Falls keine L

osung existiert, wird irgendwann der Fall eintreten, da keine
Regel mehr anwendbar ist, obwohl C noch nicht vollst

andig belegt ist. Eine
solche Situation soll im folgenden kurz Fehler genannt werden.
Wenn hier (und im folgenden) von L

osung gesprochen wird, so ist immer eine
Belegung f










ur hinreichend groe M die Wahrscheinlichkeit




oere Retinae versagt. Insbe-
sondere k



















3.3 Eine einfache Suchstrategie













Ubersetzt in die Ausdrucksweise des Regelsystems heit dies, so oft wie m

oglich
DEFINE anzuwenden und dann nur noch zu simulieren. F

uhrt dies zum Ziel,

















Dieser Algorithmus ist einfach, hat einen geringen Speicherbedarf und l

at
sich hervorragend parallelisieren. Allerdings ist er viel zu aufwendig, um sinnvoll







bei denen F auf der linken Seite vorkommt, brauchen nicht betrachtet zu werden,











age ohne Randzustand. F

ur jeden Eintrag sind N Belegungen m

oglich, und es



















 1:2  10
27




















ahr 38 Millionen Jahre ben

otigt!
Der Hauptfehler dieser einfachen
"
generiere und teste\-Strategie besteht dar-









uft wird, ob sich daraus eine L



















2 maximal 4 Eintr















onnen beliebig belegt werden, ohne da die Fehlfunktion aufgehoben wird.
Ein Teil dieser Einsicht kann mit Hilfe des Regelsystems ausgedr

uckt wer-
den. Es wird eine Variante von DEFINE (Denition 4) eingef

uhrt, die einen
neuen Eintrag in  nur zul






agt. Dazu sollte eine zum Eintrag passende Umgebung in C vorkommen
(9(s; t; c) 2 POS : (s; t; c) = (x; y; z)). Da SIMULATE irgendwann auf die
betrachtete Stelle angewandt werden mu, k

onnen die Bedingungen, die dort





werden. Falls pattern also an der entsprechenden Stelle deniert ist, so ist nur
der dort geforderte Zustand als Belegung zul

assig, und F darf nur eingetragen




:  =)  [ fxyz!ug jx; y; z 2A fFg ^ u 2A f#g^
(x; y; z) = ?^
9(s; t; c) 2 POS : (s; t; c) = (x; y; z)^















gungen, die pattern widersprechen, m

ussen irgendwann zu einem Fehler f

uhren.
Genauso wird es zu einem Fehler f

uhren, wenn ein Eintrag mit F belegt wird,
ohne da pattern dies erfordert.
1
Ein Regelsystem (oder Algorithmus) soll vollst

andig genannt werden, wenn mit ihm alle
existierenden L

osungen generiert werden k

onnen.














































































































Abbildung 3.3: Suchraum f

ur nichtdeterministischen Algorithmus unter Benut-
zung von SIMULATE und DEFINE'.
3.4 Grundeigenschaften der Suchstrategien
3.4.1 Der Suchraum als Graph
Algorithmus 3.2 funktioniert auch dann noch, wenn die Regel DEFINE durch
die Regel DEFINE' ersetzt wird. Damit ist aber noch nicht die Frage beantwor-
tet, wie am besten der Nichtdeterminismus aufgel

ost wird. Diese Frage l

at sich





at sich als gerichteter Graph darstellen, dessen Knoten mit Be-
legungen von  und C markiert sind und dessen Kanten Regelanwendungen sind,




uhren. Da  und C durch die Regeln
immer nur erweitert werden, handelt es sich oensichtlich um einen gerichteten
azyklischen Graphen. Der Graph hat eine eindeutige Wurzel, die durch die in
Algorithmus 3.2 beschriebenen Anfangswerte festgelegt wird. Bl

atter sind Kon-





osungen als auch Sackgassen sein. Abbildung 3.3 zeigt den Suchraum
f

ur N = 3, M = 2.
3.4.2 Reduzierung des Suchraums auf einen Baum
F

ur sich allein betrachtet stellt die Sichtweise des Problems als gerichteter Graph











rungsfunktionen dar. Im Gegenteil | den Graphen systematisch zu durchsuchen
liefe auf einen noch langsameren Algorithmus hinaus.
Bei n

aherer Betrachtung stellt sich aber heraus, da der gr

ote Teil des durch









keit der Suche nicht n

otig ist. Solange eine Folge von Regelanwendungen zur
gleichen Belegung von  f

uhrt, ist die Reihenfolge der Regelanwendungen egal.
Daraus ergibt sich, da eine Suchstrategie aus der Menge aller Stellen im Raum-
zeitdiagramm, auf die Regeln anwendbar sind, in deterministischer Weise eine
einzige Stelle ausw

ahlen kann, ohne die Vollst

andigkeit der Suche zu gef

ahrden.
Die verbleibende Quelle von Nichtdeterminismus ist die Auswahl eines Ergebnis-
zustandes bei Anwendung von DEFINE'.
Wird derjenige Teil des Suchgraphen weggelassen, der von der rationalisier-
ten Suchstrategie nicht betrachtet wird, entsteht ein Baum, dessen Wurzel und
L

osungsknoten mit denen des urspr

unglichen Graphen identisch sind. Da Ver-
zweigungen des Suchbaums nur bei Anwendung von DEFINE' auftreten k

onnen,
kann der Suchbaum weiter vereinfacht werden, indem alle Knoten in einer Ket-
te von Simulationen zu einem einzigen Knoten zusammengefat werden. (Siehe
auch Abbildung 3.4.)
3.4.3 Baumtraversierung durch Tiefensuche
Eine weitere Entwurfsentscheidung besteht darin, wie der oben beschriebene
Suchbaum zu durchlaufen ist. Es gibt eine ganze Reihe von Gr

unden, warum
Tiefensuche als die beste Grundstrategie erscheint:





are z.B. Breitensuche nicht realisierbar.
 Tiefensuche ist leicht zu implementieren.
 Es gibt keinen oensichtlichen Grund, warum eine andere Traversierungs-
strategie Suchaufwand sparen k

onnte.
















gemacht werden. Bei anderen Suchbaumtraversierungen m

uten dagegen




3.5.1 Geordnete Simulation macht Regelanwendungen
einfach





bleibt die Frage, wie die n

achste anzuwendende Regelinstanz ausgew

ahlt wer-
den soll. Es w






Regelanwendung zu durchsuchen. Eine einfache L

osung dieses Problems besteht
darin, die Zellen von C der Reihe nach durchzugehen.
"
Der Reihe nach\ soll
hier heien, mit Retinagr

oe 2 zu beginnen und Zeile f

ur Zeile das Raumzeitdia-
gramms von links nach rechts mit zunehmenden Zeiten zu durchlaufen. Nachdem
eine Retinagr








gegangen usw., bis ganz C durchlaufen ist. Dann ist es in jedem Schritt m

oglich,
entweder SIMULATE oder DEFINE' gefolgt von SIMULATE anzuwenden, oder
es tritt ein Fehler auf, der Backtracking ausl








N = 3 entstehenden Suchbaum dar, mit dessen Hilfe bewiesen werden kann, da
keine L








































































Abbildung 3.4: Suchbaum f

ur geordnete Simulation mit N = 3.





chen Eigenschaften. Die hier gew

ahlte scheint jedoch recht gut zu sein, weil sie
einfach ist und weil sehr schnell Stellen in C erreicht werden, in denen gefeu-








Geordnete Simulation hat den zus

atzlichen Vorteil, da Simulationsschritte




angig gemacht werden. G

ultig sind
immer genau die Eintr

age von C, die bez

uglich der Simulationsreihenfolge vor
der momentanen Position liegen.
3.5.2 Der Grundalgorithmus
Der Algorithmus in Abbildung 3.5 zeigt einen einfachen Suchalgorithmus nach





uft, ob eine L

osung existiert oder nicht. Im positiven Falle
ndet sich in  eine L

osung. Das Hauptprogramm searchOrdered macht nur die
schon aus Algorithmus 3.2 bekannten Initialisierungen und ruft dann die eigent-
liche Suchfunktion searchRek mit der Position der ersten zu simulierenden Zelle
auf (s = 2, t = 1, c = 1).
18
Sequentielle Suchalgorithmen
Die Funktion searchRek betrachtet immer genau eine Stelle (s; t; c) des Raum-
zeitdiagramms. Im einfachsten Fall ist SIMULATE auf diese Stelle anwendbar;










oht. Ist das Ende der Retina erreicht (c > s), so wird die n

achste
Zeile begonnen, indem c auf 1 zur

uckgesetzt und t um 1 erh

oht wird. Entspre-
chend wird zur n

achsten Retina weitergeschaltet, wenn die Automaten gefeuert
haben (t > 2s 2). Ist schlielich die letzte Retina erreicht, so bedeutet dies, da
eine L






ist, so wird nacheinander jede m

ogliche Belegung
des entsprechenden Eintrags von  ausprobiert und searchRek auf die so ge

ander-
te Situation angewandt. Ist einer dieser Aufrufe erfolgreich, so wird TRUE
zur

uckgegeben. Hat keiner der Versuche zum Erfolg gef

uhrt, so wird der letzte
Eintrag in  wieder entfernt, und das Ergebnis ist FALSE. Ist

uberhaupt keine
Regel anwendbar, so ist die Suche in eine Sackgasse gelaufen, und das Ergebnis
ist ebenfalls FALSE.





Initialize , C, pattern as in searchNonDet
RETURN seachRek(2, 1, 1)
FUNCTION searchRek(s, t, c):BOOLEAN
IF SIMULATE applies to (s; t; c) THEN
apply this instance of SIMULATE
(*Next Step:*)
c := c+ 1 (*next cell*)
IF c > s THEN c:=1; t := t+ 1 (*next row*)
IF t > 2s  2 THEN t:=1; s := s+ 1 (*next retina*)
IF s > M THEN RETURN TRUE(*nished*)
ELSE RETURN searchRek(s, t, c)
ELSIF DEFINE' applies to (s; t; c) ^ (s; t; c) = (x; y; z) THEN
FOR each state u allowed by this instance of DEFINE' DO
(x; y; z) := u (*try this choice*)
IF searchRek(s, t, c) THEN RETURN TRUE
(x; y; z) := ?(*Undo changes to *)
RETURN FALSE (*choices exhausted*)
ELSE
RETURN FALSE (*no rule applicable*)





ur eine eziente Implementierung ist die gezeigte rekursive Formulierung
des Algorithmus nicht gut geeignet. Im folgenden wird deshalb von einer nichtre-
kursiven Variante ausgegangen, bei der nur die Position innerhalb von C und der
betroene Eintrag von  auf einem explizit verwalteten Keller abgelegt wird und
2








auch das nur dann, wenn DEFINE' zur Anwendung kommt. Ein solcher Punkt
wird von nun an Auswahlpunkt genannt.
3.5.3 Beschneiden des Suchbaums
Bei genauerer Betrachtung des Suchablaufs in Algorithmus 3.5 stellt sich heraus,
da die folgende Situation h

aug auftritt: An einem Auswahlpunkt wird eine
Entscheidung getroen, und nach einigen Simulationsschritten tritt ein Fehler
auf. Dann werden nacheinander alle f






in  betrachtet, und jedesmal tritt der Fehler wieder auf. Das Analoge kann auch
f

ur ganze Gruppen von Auswahlpunkten auftreten; dann werden alle m

oglichen
















onnte durch bloe Anwendung der Regel SIMULATE
die Fehlersituation herbeigef

uhrt werden. Der rechte Teil von Abbildung 3.6
zeigt ein typisches Beispiel f

ur diesen Fall: Der zuletzt gemachte Eintrag in 
"
GX#!X\ hat keinen Einu auf das f

alschlicherweise ausbleibende Feuern und






Abbildung 3.6: Beispiele f

ur Entfernbarkeit von Auswahlpunkten.
Aus dieser Beobachtung ergibt sich eine einfache Optimierungsstrategie: Beim
Backtracking nach einem Fehler wird zun

achst der letzte Eintrag in  entfernt.










haupt nicht mit dem betrachteten Eintrag zusammen, und der Auswahlpunkt
kann g

anzlich vom Keller entfernt werden. Dann wird der n

achste Kellereintrag
der gleichen Betrachtung unterzogen.
Naiv angewandt w






otig machen und damit die erhote Zeitersparnis ge-
f

ahrden. Es gibt aber zwei einfache F

alle, in denen sich sofort entscheiden l

at,
ob ein Auswahlpunkt (s; t; c) mit Umgebung (x; y; z) einen Einu auf einen Feh-


























  t, so liegt in jedem Fall eine Beeinussung vor (siehe Abbildung 3.7).
Der linke Teil von Abbildung 3.6 zeigt ein Beispiel daf

ur, da die Umkeh-















#GG! X\ beeinut den Fehler zwar nicht
3



















































Abbildung 3.7: Fehlerpunkte innerhalb und auerhalb des Ereignishorizonts.
   x
y

















Abbildung 3.8: Backtracking, wenn der Auswahlpunkt unmittelbar vor dem Feh-






) = (x; y; z).




Ubergang ein neues Ergebnis gew

ahlt wor-
den ist, macht es auch wieder Sinn, f

ur die vorher entfernten Kellereintr

age








2. Ist der Fehlerpunkt weniger als s   1 Zellen vom Auswahlpunkt entfernt,
d.h. s
0
= s^ (t = t
0




  1 > c), so liegt eine Beeinussung vor






) (siehe Abbildung 3.8).












bei denen nur relevante Eintr

age belegt sind, hat zu einer erheblichen Geschwin-







valenzklassen zusammengefat wurden. Es ist sogar m

oglich, eine noch weiter-


























ande gewinnen lassen, die sich bez

uglich Ihrer Eignung als
L






osungen lassen sich bei der Suche ausblenden, indem

uber







wird. Steht eine Entscheidung






funktion an, so werden nur die nicht






ande in Betracht gezogen. F












. . . . .
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ahlten Zustand von den anderen un-





ande entfernt und die Suche fortgesetzt.
3.5.5 Eine Variante: Schr

age Simulation













ur Satz 1 l

at sich am besten an Abbildung 3.9 erkennen. Die
Information, die das Feuern der ersten Retinazelle ausl

ost, kann nur auf direktem
Wege vom rechten Rand gekommen sein. Denn alle anderen Zellen im Ereignis-
horizont von (s; 2s   2; 1) verhalten sich genauso wie f








oere Retina mu in der entsprechenden Diagonale ein anderes Ver-
halten an den Tag gelegt werden. W

urde auch nur an einer Stelle innerhalb der
Diagonale der gleiche Zustand angenommen wie f

ur die kleinere Retina, so w

urde
Zelle 1 zu fr

uh feuern. In Abbildung 3.4 tritt diese Situation z.B. gleich zweimal
auf.
Um zu testen, wie sich diese Heuristik auswirkt, wurde eine Variante der
geordneten Simulation realisiert, die in Diagonalen von rechts oben nach links
unten simuliert. (Abbildung 3.10 zeigt die Simulationsreihenfolge f

ur M = 3.)
Diese schr

age Simulation hat die Eigenschaft, da, falls eine gem

a Satz 1 falsche




Entgegen aller Erwartung stellte sich aber heraus, da diese Durchlaufreihen-









urfte darin liegen, da
die anderen Heuristiken zur Beschneidung des Suchbaums in den meisten F

allen,
in denen Satz 1 zur Anwendung kommen k














Ein expliziter Einbau von Satz 1 k

onnte zwar immer noch zur Einsparung von
Simulationsschritten genutzt werden, aber angesichts der Tatsache, da der Algo-
rithmus dadurch auch wieder komplizierter wird, d

urfte dies zu keiner lohnenden
Beschleunigung f










generiere und teste\-Verfahrens aus Abschnitt 3.3 liegt darin
begr

undet, da die DEFINE-Regel zu fr

uh angewandt wurde. Dies legt die

Uber-
legung nahe, da umgekehrt ein ezientes Verfahren entstehen k

onnte, wenn





at sich noch durch die Beobachtung verfeinern, da es auch In-
stanzen von DEFINE' gibt, die deterministisch sind und keine Verzweigung im
Suchbaum hervorrufen. Das sind diejenigen, bei denen der neue Eintrag in 
durch pattern vorgegeben ist (z.B. Eintrag von F zum Zeitpunkt 2s 2). Wenn im
folgenden also von Simulation die Rede ist, so sind deterministischeAnwendungen
von DEFINE' einbezogen. Diese Strategie, so oft wie m

oglich deterministische










Eine einfache Implementierung der maximalen Simulation l

at sich aus der ge-
ordneten Simulation ableiten. Wann immer an einem Auswahlpunkt (s; t; c) eine
Entscheidung ansteht, wird zun

achst so oft wie m

oglich simuliert, um herauszu-
nden, ob diese Entscheidung einen Fehler provoziert. Tats

achlich wird dadurch
die Zahl der zu betrachtenden Auswahlpunkte gegen

uber der geordneten Simula-
tion deutlich reduziert. Leider w

achst die Zahl der ben

otigten Simulationsschritte
stark an, und deshalb ist die Gesamtbilanz dieser einfachen Implementierung ne-
gativ.
Genauer betrachtet ist aber der gr

ote Teil der im obigen Verfahren ben

otigten





gemacht wird, werden noch lange nicht alle gemachten Simulationsschritte un-
g










im Raumzeitdiagramm. Die einfache Regel f

ur die geordnete Simulation ist f

ur







uhrung ist eine Datenstruktur Contour , die die









Contour := f(s; t; c)jDEFINE' ist auf (s; t; c) anwendbar ^
pattern(s; t; c) = (s; t; c) = ?g
Sind alle m

oglichen deterministischen Regelanwendungen ausgef

uhrt | wie von
der zur Diskussion stehenden Strategie verlangt | so lassen sich aus Contour
alle anderen ben

otigten Informationen ableiten. Sind n






Contour; c < c
0






















) genau dann bekannt, wenn
t
00
  t < c
00








Abbildung 3.11 veranschaulicht diese Beziehung. Zwischen den beiden Auswahl-
punkten gibt es jeweils ein kegelf






che Beziehungen gelten f

ur Zellen zwischen einem Auswahlpunkt und dem Rand
der Retina.
3.6.3 Der Grundalgorithmus
Mit Hilfe dieser (zun

achst abstrakten) Datenstruktur ist es m

oglich, einen Suchal-









alt den Pseudocode f

ur diese Strategie. Genau wie bei
den vorher vorgestellten Algorithmen werden zuerst , C und pattern initialisiert.
























Als Nebeneekt wird dadurch Contour initialisiert, so da es die oenen Aus-
wahlpunkte enth

alt. (i. allg. f(s; 1; 1)js Mg).
Die Hauptschleife w

ahlt dann jeweils einen Auswahlpunkt aus Contour aus,
w

ahlt (nichtdeterministisch) eine dazu passende Instanz von DEFINE' und ruft
dann simulateEntry auf, um alle deterministischen Konsequenzen dieser Entschei-
dung zu verfolgen.
simulateEntry sucht alle Auswahlpunkte, die den gleichen Eintrag in  betreen







































Abbildung 3.11: Struktur von C
s










Initialize , C, pattern as in searchNonDet
Contour := ;
FOR s := 2 TO M DO simulateRange(s; 1; 1; s)
(*Main loop:*)
WHILE Contour 6= ; DO
Select Choicepoint (s; t; c) 2 Contour (*deterministically*)
Apply DEFINE' to (s; t; c) (*Choice of entry to  is nondeterministic*)
simulateEntry(s; t; c)
(*Exploit all deterministic consequences of the preceding denition*)
PROCEDURE simulateEntry(s; t; c)












) = (s; t; c) DO

















































IF DEFINE' applies to (s; t; c) in a unique way THEN
(*deterministic entry to  due to pattern:*)
Apply DEFINE' to (s; t; c)
Contour := Contour   (s; t; c)
simulateEntry(s; t; c)
IF SIMULATE applies to (s; t; c) THEN
Apply SIMULATE to (s; t; c)
ELSIF DEFINE' applies to (s; t; c) (*nondeterministically*) THEN
Contour := Contour [ f(s; t; c)g
ELSIF (s; t; c) = (x; y; z)^ x 6= ? ^ y 6= ? ^ z 6= ?THEN
backtrack

















t = 2s   2
von simulateRange
betrachtetes Gebiet





SimulateRange betrachtet alle Wirkungen, die von einem Intervall [c; c
0
] in
der Retina der Gr

oe s zum Zeitpunkt t ausgehen k

onnen. In einer Schleife,
die das in Abbildung 3.13 dargestellte wannenf

ormige Gebiet im Raumzeitdia-
gramm durchl

auft, werden alle Punkte innerhalb des Ereignishorizonts von [c; c
0
]
durchlaufen. Dabei ist folgende Fallunterscheidung zu machen:
 Ist eine deterministische Instanz von DEFINE' anwendbar, so wird die Regel
angewandt.
 Im einfachsten Fall kann ein Simulationsschritt durchgef

uhrt werden.
 Wird ein neuer Auswahlpunkt gefunden, so wird er in Contour aufgenom-
men.
 Falls keine Regel anwendbar ist, obwohl alle Vorg

anger in der Nachbarschaft











achlichen Implementierung vereinfacht wurde, sind noch einige Bemerkungen
angebracht:
 Die nichtdeterministische Auswahl einer Belegung f





 simulateRange wurde hier so formuliert, da i. allg. ein groer Teil der be-
trachteten Positionen (s; t; c) keine vollst

andig bekannte Umgebung (s; t; c)
hat und damit keine der Bedingungen in der Doppelschleife anwendbar sein
wird. Durch entsprechende Optimierung (die von der konkreten Implemen-
tierung der Datenstrukturen abh

angt) ergibt sich eine Kontrollstruktur, die
diese uninteressanten Positionen ausschliet und die notwendigen Tests in
einigermaen ezienter Weise durchf

uhrt.
3.6.4 Implementierung von Contour




Die erste Methode legt diejenigen Elemente (s; t; c) von Contour , die unter-
schiedliche Umgebungen (s; t; c) haben, auf einem Stapel ab. Zus

atzlich wird zu
jedem Eintrag in  eine Liste der Auswahlpunkte mit passender Umgebung abge-
speichert. Die Elemente dieser Listen werden in Komponenten von C abgelegt, so
da keine dynamische Speicherverwaltung erforderlich ist. In der Hauptschleife
von searchMaximalSimulation wird dann jeweils das oberste Stapelelement aus-
gew

ahlt. In simulateEntry mu nur eine Liste abgelaufen werden. Ebenso einfach
ist das Einf

ugen neuer Auswahlpunkte in simulateRange. Die einzige etwas proble-
matische Operation ist das L

oschen von Auswahlpunkten bei deterministischen









uberhaupt nicht vom Stapel gel

oscht wird; bei der Auswahl in der
Hauptschleife wird dann jeweils abgefragt, ob ((Top(Contour))) = ?. Im ne-
gativen Falle wird der Auswahlpunkt verworfen und der n

achste ausprobiert. Da
dieser Fall in der Praxis relativ selten auftritt, beschr

anken sich die zus

atzlichen



























Eine einfache Variante verwaltet die verschiedenen Auswahlpunkte als FIFO-
Struktur und durchl

auft die Listen zusammengeh

origer Auswahlpunkte in umge-






ur Contour besteht darin, f

ur jedes
s und c zu speichern, ob und wann dort ein Auswahlpunkt vorliegt. Dieses
Verfahren ist einfacher als das oben betrachtete, und es macht es m

oglich, in









herausstellt, ist die Zahl der betrachteten Auswahlpunkte dadurch etwas geringer
als bei den anderen Implementierungen von Contour . Nachteil dieser Strategie
ist aber, da in simulateEntry und simulateRange nach Auswahlpunkten gesucht
werden mu, was den m





uglich der Simulationsreihenfolge aus der geordneten Simulation
Kapitel 4
Ergebnisse zum FSSP
Dieses Kapitel beschreibt die Ergebnisse, die mit den in Kapitel 3 dargestell-
ten Suchalgorithmen erzielt wurden. Hauptergebnis ist, da es keine L

osung
des FSSP mit vier Zust








ande zu beantworten, sind die momentan bekannten Algorithmen nicht
schnell genug (Abschnitt 4.2). Da L








unf nicht interessant. Allerdings l

at sich noch fra-
gen, ob es L

osungen mitmehr als vier Zust

anden gibt, die bestimmteZusatzbedin-
gungen erf

ullen, welche den Suchraum so weit einschr

anken, da die Programme




Grundaussage dieses Abschnitts ist der folgende Satz:
Satz 2 Es gibt keine L

osung des FSSP mit vier Zust

anden.
Der Beweis wird mit Hilfe des C-Programm in Anhang B erbracht, das Algorith-
mus 3.5 implementiert. Werden diesem Programm vier Zust

ande und die maxi-
male Retinagr






aber keine bis Gr










4.1.1 Vergleich mit Balzers Ergebnis
Satz 2 ndet sich schon in [2]. Allerdings ist der dort aufgef

uhrte Beweis allem
Anschein nach nicht richtig. Balzer hat ein Programm geschrieben, das dem Al-
gorithmus zur geordneten Simulation (Abbildung 3.5) plus den Heuristiken aus
Abschnitt 3.5.3 sehr








aste anders formuliert: \We know that if no
occurrence of a production occurs in such a position that it could send a signal
to the position where the error occured before this occurrence, then the resultant
of this production is irrelevant in eliminating the error." Diese Aussage stimmt
z.B. dann nicht, wenn ein Auswahlpunkt indirekt wirkt, indem er einen Auswahl-
punkt beeinut, der seinerseits das Auftreten des Fehlers beeinut. Auch das




behandelt. Dieses Problem wurde zwar von Balzer bereits erkannt [2] aber oen-




at sich schon daran erkennen, da Balzers





Programm mit der korrekten Heuristik fast 16 Millionen M

oglichkeiten durchsu-




ubrigens mit den damaligen
technischen Mitteln schwer zu bew

altigen gewesen.
4.1.2 Korrektheit des neuen Beweises
Nachdem im letzten Abschnitt ein lange akzeptierter (allerdings auch kaum be-
achteter) Beweis widerlegt wurde, liegt der Einwand nahe, da auch das in dieser
Arbeit benutzte Programm fehlerhaft sein k

onnte und der Beweis somit immer
noch nicht vollst

andig erbracht sei. Ohne zu tief in die schwierige Frage eindrin-
gen zu wollen, was denn nun einen g

ultigen Beweis ausmacht, soll hier kurz mein
pers

onlicher Standpunkt dargestellt werden:
Nur die wenigsten komplexen Beweise in der theoretischen Informatik werden
so rigoros gef

uhrt, da eine l

uckenlose Beweiskette entsteht, die jeden einzelnen
Schlu mit Angabe von benutzten Axiomen, S

atzen und Schluregeln angibt. Ein
Beweis gilt vielmehr dann als richtig, wenn eine eingehende Begutachtung keine
L

ucken und Fehler oenbart. Fat man nun ein Programm als einen Beweis auf,
so kann es in gleicher Weise begutachtet werden, wie ein Beweis in der

ublichen
Sprache der Mathematik. Oft ist die Semantik einer Programmiersprache sogar
genauer speziziert als die Mischung aus Symbolen und nat

urlicher Sprache, in
der andere Beweise formuliert werden. Dient die Ausgabe des Programms nun als
Kriterium f

ur die Wahrheit eines Satzes, so ist der einzige neue Aspekt, da die
Korrektheit des Compilers und der Maschine angenommen werden mu, um der
Ausgabe des Programms zu glauben. Da Compiler und Maschinen unterschiedli-
cher Hersteller herangezogen werden k

onnen, ist die Wahrscheinlichkeit, da sich
aus dieser Quelle ein Fehler einschleicht, wohl kleiner als die Wahrscheinlichkeit
einen unentdeckten Fehler in der Programmierung (und damit der Formulierung
des Beweises) zu machen.
Akzeptiert man die grunds

atzliche Eignung eines Programms als Beweis, so
bleibt die Aufgabe, das eingesetzte Programm so zu formulieren, da seine Kor-
rektheit einsichtig wird.
Eine wichtige Manahme ist das
"
Abspecken\ des Programms. In Anhang
B ndet sich ein Listing eines C-Programms f






ussigen E/A-Befehle, Debugginghilfen und Heuristiken entfernt
wurden. Dadurch l

auft es zwar deutlich langsamer, kommt aber immer noch zum
Ziel und enth

alt erheblich weniger Fehlerquellen.
Mindestens genauso wichtig erscheint, da das Programm

uberhaupt Bestand-
teil der Arbeit ist. Nur dadurch wird es m

oglich, da Zweifel | wie sie an einem










Dr. Balzer war so freundlich, meine Anfrage diesbez

uglich zu beantworten. Da er sich
jedoch seit fast 30 Jahren nicht mehr mit dem FSSP besch

aftigt und er sich deshalb nicht mehr












Da ein C-Programm nicht das ideale Mittel zur verst

andlichen Darstellung ei-
nes Algorithmus ist, sollte zus

atzlich der Algorithmus selbst in einer abstrakteren
Sprache eingef

uhrt werden. Aufgabe des
"





ufen, da das Programm den Algorithmus implementiert. Diese

Uberlegung ist der Grund daf





Auf diesem abstrakten Niveau der Darstellung ist es auch praktikabel, Bewei-
se von Schl

usseleigenschaften des Algorithmus durchzuf

uhren, die dann wieder
klassische mathematische Beweise sind. F







 Ist der nichtdeterministische Algorithmus korrekt und vollst

andig? Insbe-
sondere: Charakterisieren die Regeln SIMULATE und DEFINE sowie die





arfte Regel DEFINE' die Vollst

andigkeit?
 Bleibt der Algorithmus vollst

andig, wenn ein Teil der Regelinstanzen deter-
ministisch ausgew





Aus Zeit- und Platzmangel wurden diese Beweise nicht formal duchgef

uhrt, aber
es wurde versucht die G









Nachdem bewiesen ist, da keine L






osungen mit sechs Zust

anden bekannt sind, w















art. Aus einer ganzen Reihe von Gr

unden
gelang es aber nicht, der Beantwortung dieser Frage n

aher zu kommen.






Ubergangsfunktionen. Das ist eine Zahl,




ande (siehe Abschnitt 3.3).
 Einfache Heuristiken zur Beschneidung des Suchraums erweisen sich als
weniger eektiv als Balzers (fehlerhafte) Ergebnisse erhoen lassen.
 Alle Versuche intelligentere Algorithmen einzusetzen, um den Suchraum
noch weiter einzuschr

anken, scheinen sich als kontraproduktiv zu erweisen.
Der zus

atzliche Verwaltungsaufwand ist gr

oer als die Einsparung durch
Verkleinerung des Suchraums. Dies gilt nicht nur f

ur die in Abschnitt 3.6 be-
schriebene maximale Simulation, sondern auch f

ur Balzers Versuche, durch






Um deutlich zu machen, wie chancenlos die bekannten Algorithmen sind, soll
nun eine grobe Absch






ur jede betrachtete Retinagr

oe die Anzahl der gefun-
denen L

















Das Programm mit M = 4 wurde abgebrochen,











ur M = 3 beruhen. Es ist deshalb zu erwarten,






oe 4 gibt. Die
Programml

aufe mitM 2 f5; 6; 7; 8g ergaben in analoger Weise die weiteren Mu-
litplikationsfaktoren 362243150=503, 262898185=553, 164089505=1, 22694658=5
wobei zu bemerken ist, da das Programm f

urM = 7 nicht








oe 6 hinauskam, obwohl es ca. 16 Stunden auf einer SPARC-Station lief.
Deshalb stellt die folgende Rechnung | bei aller Ungenauigkeit | wohl eher ei-
ne Absch

atzung nach unten dar. Werden alle diese Faktoren multipliziert, ergibt
sich ein Sch







oe 8. Das Programm mit
M = 15 fand in 19 h auf einer SPARC 2 nur 532 727 von diesen L

osungen (und
keine mit M > 11). Demnach w

urde das Durchsuchen des gesamten Suchraums
ca 9; 7  10
34
s oder 3  10
17










ande zu gro ist, um ihn
komplett zu durchsuchen, heit noch nicht, da es unm

oglich ist, Suchalgorithmen
einzusetzen, um das Problem zu l





osungen, so reicht es,
eine einzige davon zu nden. Sollte es sogar sehr viele L

osungen geben, so w

urde
ein Monte-Carlo-Algorithmus in recht kurzer Zeit auf eine stoen.
So einfach ist es aber wohl nicht, denn der parallele Algorithmus aus Abschnitt
10 durchsucht viele Zweige des Suchbaums gleichzeitig und hat innerhalb einer









oglichkeit besteht darin, Annahmen dar

uber zu machen, wie
eine L






anken, die zu diesen Annahmen konform sind. Auch diese Idee stammt
von Balzer und wurde wieder aufgegrien, weil die damaligen Ergebnisse wohl
ebenfalls mit dem unvollst

andigen Suchalgorithmen erzielt wurden und weil es
inzwischen andere L

osungen des FSSP gibt. Interessante Annahmen sind:
Vorfeuerzustand Gilt (a; a; a) = (a; a;#) = (#; a; a) = F, und es gibt keine
anderen Transitionen in den Feuerzustand, so wirkt a als Vorfeuerzustand.
Interessant ist, da alle bekannten L

osungen mit wenig Zust

anden so etwas
wie einen Vorfeuerzustand besitzen und da es sich dabei um G handelt.
(Ausnahmen kann es bei Randzellen und kleinen Retinagr

oen geben.) Das
gleiche gilt auch f

ur die meisten Teill






oe 8. Der Grund daf

ur liegt wohl darin, da durch diese Regelung die
Zahl der Eintr






Stabiler Zustand Oft sehen Algorithmen auch so aus, da eine Zelle, die ein-








image solution\, wenn es eine bijek-
tive Abbildung I : A ! A gibt, mit I  I = id und der Eigenschaft






osungen ist Spezialfall einer der L

osungen bis Groe 3.
4.3 Zusatzannahmen
31
so veranschaulichen, da eine Darstellung des Raumzeitdiagramms spiegel-
symmetrisch wird, wenn Symbole f






werden, da a gerade das Spiegelbild von I(a) ist. Es scheint so zu sein,
da L

osungen, die als Grundstrategie die Retina fortlaufend halbieren, sich







image solution\. Mazoyers L

osung mit sechs Zust

anden
[10] ist jedoch inh

arent asymmetrisch, und Mazoyer argumentiert ausdr

uck-
lich so, da diese Asymmetrie Zust

ande spart, da nicht jedes Signal in 2 Ver-
sionen existieren mu. Was die Symmetrie interessant f

ur Suchalgorithmen







uhrungsfunktion beinahe halbiert wird und




ankt wird, als dies die anderen
Heuristiken leisten k

onnen. Dadurch gelangt man zumindest in die N

ahe
des mit Suchalgorithmen Machbaren.





tion vorzugeben, kann auch versucht werden, die L

osungsstrategie selber





altnis 2:1 mit Hilfe entsprechender Vorgaben in pattern
zu erzwingen. Dies f

uhrte jedoch zu keiner ausreichenden Einschr

ankung
des Suchraums. Auerdem ist es nicht klar, wo genau die Vorgabe einer
Grundstrategie aufh

ort und wo das bloe Kopieren eines spezischen Al-
gorithmus anf





Die meisten der oben erw

ahnten Vorgaben konnten durch Vorabeintragung von










image solutions\ war eine leichte Modikation des Algorithmus n

otig.
Insgesamt hat die Idee Zusatzannahmen einzubauen zwar viele interessante
Aspekte, f





achlich ist dies der Grund, warum die Behandlung von Feuerzust

anden nicht direkt in
den Algorithmus eingebaut wurde.
Kapitel 5
Suche nach Trellisautomaten
Da die Suchalgorithmen f

ur das FSSP einige recht spezielle Problemeigenschaften





ollig anders aussehen m

uten. Es hat sich aber herausge-
stellt, da die Grundstruktur der Algorithmen recht vielseitig verwendbar ist.
Als Beispiel wurde ein oenes Problem angegangen, da die Erkennungsm

achtig-
keit von homogenen Trellisautomaten betrit.
5.1 Homogene Trellisautomaten

Ahnlich wie bei Zellularautomaten und dem FSSP sind auch Trellisautomaten
erheblich allgemeiner deniert, als es f

ur das vorliegende Problem n

otig ist, und
deshalb soll hier nur auf das Allern

otigste eingegangen werden. Eine ausf

uhrliche
Beschreibung ndet sich in [20].
Homogene Trellisautomaten bestehen aus einer Menge gleichartiger Funkti-
onselemente (Knoten), die entsprechend Abbildung 5.1 angeordnet und miteinan-
der verbunden sind. Ein Knoten nimmt Elemente aus dem Arbeitsalphabet A von
unten entgegen, verkn





uhrungsfunktion g : A  A ! A
und leitet das Ergebnis

uber seine beiden Ausgabeleitungen nach oben weiter.
Ein Trellisautomat kann zur Erkennung von Sprachen

uber einem Eingabeal-
phabet X  A eingesetzt werden, indem Worte w

uber X auf Schicht jwj einge-
geben werden und die Ausgabe des Funktionselements an der Spitze des Dreiecks
betrachtet wird. (Numerierung der Schichten entsprechend Abbildung 5.1.) Das




























































 A enthalten ist. Die Gr

oe des Automaten wird je-
weils der Eingabewortl

ange angepat. Solchermaen denierte Trellisautomaten
sind

aquivalent zu in Realzeit arbeitenden, unidirektionalen, eindimensionalen
Zellularautomaten.










allig ist, da zwar fww
R
jw 2 fa; bg
+
g und fw@wjw 2
fa; bg
+
g erkennbar sind, es aber ungekl

art ist, ob dies auch f

ur fwwjw 2 fa; bg
+
g
gilt. Ziel der folgenden Abschnitte soll es deshalb sein, der Beantwortung dieser
Frage mit Computerhilfe n













jw 2 fa; bg
+
g bzw. fwwjw 2 fa; bg
+
g zu erkennen.
5.2 Anpassung des Suchalgorithmus
Zur Beantwortung der im letzten Abschnitt aufgeworfenen Frage wurde der in
Abschnitt 3.5 beschriebene Algorithmus f

ur geordnete Simulation auf Trellisau-
tomaten umgestellt. Obwohl der Algorithmus nicht explizit auf

Anderbarkeit hin
geschrieben wurde, lie sich doch fast die gesamte Struktur

ubernehmen. Insbe-
sondere erwies es sich, da die verwendeten Datenstrukturen und Strategien zwar
uminterpretiert werden muten, sich ihre gegenseitigen Beziehungen aber nicht
ge

andert haben. Es war sogar ein groer Teil des Codes direkt wiederverwend-
bar, da die Datenstrukturen weitgehend als abstrakte Datentypen implementiert
sind und deshalb oft nur die Zugrismakros ge

andert werden muten. Dadurch
wurde es m

oglich, innerhalb eines Tages einen recht ezienten Suchalgorithmus
f

ur Trellisautomaten zu konstruieren. Die Hauptarbeit steckte dann in den ei-
gentlichen Experimenten und der Interpretation der Ergebnisse. Eine parallele




urfte aber auch keine neuen Proble-
me aufwerfen.
Folgende Uminterpretationen von Begrien muten durchgef

uhrt werden:
 An die Stelle der Zustandsmenge tritt das Arbeitsalphabet. Statt der be-
sonderen Rolle von F sind akzeptierende und ablehnende Symbole zu un-
terscheiden.



























(xwy) ergibt sich n






durch bietet sich eine Simulationsordnung an, die bei Eingaben der L

ange
















oglich, die komplette Simulation f

ur ein Eingabewort durch 3 Ta-




 In pattern wird f

ur jedes Eingabewort gespeichert, ob es akzeptiert werden
soll oder nicht. Dadurch ist es im Prinzip m

oglich, nach Automaten f

ur be-
liebige Sprachen zu suchen. Besonders einfach und ezient geht es jedoch,
wenn nur zwei Eingabesymbole vorhanden sind, denn dann lassen sich Ein-
gabeworte direkt als Bitstrings interpretieren, und Adrerechnungen f

ur C
und pattern werden sehr schnell.







den. Allerdings ist der Begri des Ereignishorizonts nicht mehr anwendbar.




ussen akzeptierende und ablehnen-




ur die Sprache fww
R
jw 2 fa; bg
+
g ist zwar eine L

osung (d.h. eine Belegung
von g) bekannt, die recht einfach zu verstehen ist, aber diese ben

otigt soviele
Arbeitssymbole (64 bei naiver Interpretation), da es illusorisch w

are, sie mit dem














osung mit 4 Symbolen gibt, wurden 16 L

osungen gefunden, die jeweils





















osungen in Anhang A angegeben.




ur fwwjw 2 fa; bg
+
g gesucht: Nach
einigen Stunden Rechenzeit auf einer SPARC-Station war gekl

art, da es keine
L

osung mit 6 Symbolen gibt, die mehr als ein akzeptierendes Symbol besitzt. Die
Suche nach einer L

osung mit 5 ablehnenden und einem akzeptierenden Symbol
wurde nach einiger Zeit abgebrochen, als klar wurde, da eine solche L

osung
ohnehin nicht existieren kann:
Satz 3 Es gibt keinen homogenen Trellisautomaten mit einem einzigen akzeptie-
renden Symbol, der L = fwwjw 2 fa; bg
+
g erkennt.
Beweis: Man betrachte die Eingabeworte w
1
= aaaaaa und w
2
= ababab.
























Die Suche nach L

osungen mit 7 Symbolen ergab, da es keine L

osung mit
mehr als 2 ablehnenden Symbolen gibt. Mit Hilfe von Satz 3 folgt, da einziger
1
Dem entsprechen 2 097 150 Eingabeworte.








? ? ? ?
x x x x x x ab hier nicht mehr unterscheidbar
? ? ? ? ? ? ? ?
x x x x x ? ? ? ? ?
a a a a a a a b a b a b






osung mit 7 Symbolen die Kombination 5 ablehnende und















Satz 4 Der homogene Trellisautomat T mit Eingabesymbolen fa; bg, dem einzi-
gen akzeptierenden Symbol x, dem Arbeitsalphabet fa; b; c; d; xg und einer

Uber-
gangsfunktion g entsprechend Abbildung 5.3 akzeptiert genau die Sprache L =
fww
R
jw 2 fa; bg
+
g
a b c d x
a x c c x
b c x x c
c d c c d a
d c d d c b










5.4.1 Transformation des Problems
Lemma 5 Die Ausgabe der Knoten auf einer Schicht, die eine gerade Zahl von
Schichten von der Eingabeschicht entfernt ist (kurz gerade Schicht), ist ein Wort

uber fa; b; c; dg, und die Ausgabe der Knoten auf einer ungeraden Schicht ist ein
Wort

uber fc; d; xg.
Beweis: (Induktiv

uber die Entfernung von der Eingabeschicht n.)
n = 0 Die Eingabeschicht gibt per denitionemeinWort

uber fa; bg  fa; b; c; dg
aus.






c a d c
c c x c c
c c b c c b
x d d x d d x
a d c a d c a d
c x c c x c c x c
a b b a b b a b b a
Abbildung 5.4: Erkennung von abbabbabba.
1: n gerade Durch Inspektion der

Ubergangsfunktion ergibt sich, da ein
Wort

uber fa; b; c; dg auf ein Wort

uber fc; d; xg abgebildet wird. (Ein
a oder b wird nur ausgegeben, wenn mindestens ein x eingegeben wird.)
2: n ungerade Durch Inspektion der

Ubergangsfunktion ergibt sich, da
ein Wort

uber fc; d; xg auf ein Wort

uber fa; b; c; dg abgebildet wird.
(Ein x wird nur ausgegeben, wenn mindestens ein a oder b eingegeben
wird.)
2
Korollar 6 Da bei Eingabe eines Wortes ungerader L

ange der Knoten an der
Spitze des Trellisautomaten eine gerade Zahl von Schichten von der Eingabe-
schicht entfernt ist, werden Worte ungerader L













uhrung des Beweises ist nun die
"
Wegrationalisie-
rung\ der geraden Schichten des Trellisautomaten, die das Problem erheblich
vereinfacht, da dadurch von bestimmten Details der Informationscodierung ab-





uber fc; d; xg ein Ergebnissymbol aus fc; d; xg zuordnet, indem
der

Ubergang von einemTripel auf ein Paar

uber fa; b; c; dg und der nachfolgende

Ubergang auf ein Symbol aus fc; d; xg zu einem Schritt zusammengefat werden.





, die in Abbildung 5.6 dargestellt ist.
Diese Trellisstruktur ist










uber die Akzeption entscheidet.
Die Eingabe der abstrahierten Trellisstruktur ist ein Wort

uber fc; xg wobei
jeweils ein c steht, wenn die Eingaben der urspr

unglichen Trellisstruktur ungleich
waren (ab oder ba) und ein x, wenn die Eingaben gleich waren. Daraus ergibt
sich unmittelbar das folgende Lemma:
Lemma 7 Genau dann, wenn die urspr



























































































Abbildung 5.5: Abstrahierte Trellisstruktur.
c c d x d c d x x c d x
c c d d c c d d c x c c
d d c c d d c c d c x (x)
























ist spiegelsymmetrisch d.h. g
0
(u; v; w) = z ) g
0
(w; v; u) = z.
Lemma 9 Ein x kann nur ausgegeben werden, wenn vorher ein x in der Mitte
eingegeben wurde.





Lemma 10 Die Tripel dxx, xxd und xdx k







uber den Abstand n von der Eingabeschicht m)
n = 0: Auf der untersten Schicht k

onnen per Konstruktion der abstrahierten Trel-
lisstruktur keine d's vorkommen.
n  ! n+ 1: Angenommen in Schicht m   (n + 1) komme dxx vor. Mit Hil-
fe von Lemma 9 und durch Inspektion der

Ubergangsfunktion ergibt sich,
da dieses Tripel nur entstehen kann, wenn unmittelbar darunter bereits
dxx stand, was im Widerspruch zur Induktionsvoraussetzung steht. Abbil-
dung 5.7 illustriert die zu dieser Aussage f

uhrende Schlukette. Wegen der
Symmetrie der


























Abbildung 5.7: Schlukette zum Beweis der Unm

oglichkeit von dxx.
xxd. Noch leichter f

uhrt die Annahme, da xdx auf Schicht m   (n + 1)
vorkommt, zu einem Widerspruch, da

uberhaupt kein String existiert, aus
dem dieses Tripel hervorgehen k

onnte. (Dies ist wiederum unter Benutzung
von Lemma 9 einzusehen.)
2
Aus den Lemmata 9 und 10 sowie durch Inspektion der

Ubergangsfunktion
ergibt sich die folgende wichtige Aussage:
Lemma 11 g
0
(u; v; w) = x, v = x ^ u = w




Lemma 12 Ein Wort der Form wxw
R
mit w 2 fc; d; xg
+
wird durch den ab-














Aus den im letzten Abschnitt hergeleiteten Aussagen l

at sich nun leicht fol-
gern, da W





(und damit auch W






unglichen Automaten) akzeptiert werden, da sie nach Lemma 12 in jeder
Schicht in ein Wort der gleichen Form transformiert werden. Folglich bleibt im




5.4.4 Korrektheit der L

osung
Zu zeigen bleibt, da W






ur die Beantwortung dieser Frage ist das folgende Lemma:
Lemma 13 Gegeben sei ein Wort u = ywxw
R
z mit jwj > 0 sowie y; z 2 fc; d; xg,
y 6= z. Dann wird u im n






















Da der Mittelteil wxw
R
wie behauptet transformiert wird, folgt aus Lemma 12.
Es geht nun noch darum, zu zeigen, da ein Unterschied zwischen den beiden
Randzeichen erhalten bleibt. Zum Beweis wird eine Fallunterscheidung nach den
ersten beiden Zeichen von w (die auch die letzten beiden Zeichen von w
R
sind)
und nach y und z gemacht:












(c; c; c) = c 6= d = g
0
(c; c; d) = z
0
p




(c; c; c) = c 6= d = g
0
(c; c; x) = z
0
p
yz = dx: y` = g
0
(d; c; c) = d = g
0
(c; c; x) = z
0
Hier bliebe der Unterschied nicht erhalten. Deshalb ist zu zeigen, da
diese Situation nicht vorkommen kann.
Restliche F

alle: Symmetrisch zu einem der obigen 3 F

alle.
w = cdv, w = ddv, wx = cxv, wx = dxv, wx = xxv : Analog zum Fall w = ccv
geht der Unterschied f

ur yz = dx verloren, w







alle: Symmetrisch zu einem der obigen F

alle.
Zum Beweis von Lemma 13 bleibt es also zu zeigen, da die verbleibenden kriti-
schen F

alle nicht vorkommen k

onnen. Allen gemeinsam ist, da auf einer Seite
ein x und auf der anderen ein d auen steht. Da d's nicht in der Ausgangskongu-
ration vorkommen, mu es einen Vorg

angerschritt gegeben haben. Nach Lemma
9 mu unter dem x ein x eingegeben worden sein. Da auch in der vorhergehenden
Schicht Unterschiede nur an den

auersten Buchstaben auftreten k

onnen, mu










Ubergangstabelle ergibt sich aber, da aus einem x nie ein d
entstehen kann, was die Annahme, da einer der problematischen F

alle auftreten




Der Beweis der Korrektheit der L

osung ist nun relativ einfach:
Annahme: Es gibt ein Eingabewort u des abstrahierten Automaten, das nicht die
Form wxw
R
hat und akzeptiert wird.
1. u hat kein x in der Mitte Nach Lemma 11 kann dann an der Automaten-
spitze auch kein x stehen (Widerspruch).




mit y 6= z, jvj = jv
0
j Nach Lemma 11 mu das
Teilwort ywxw
R
z zu einem x reduziert werden | also ebenfalls akzeptiert
werden. Induktion

uber jwj zeigt, da dies zum Widerspruch f

uhrt:
jwj = 0: Da nach Lemma 11 x nur f

ur symmetrische Eingabetripel erhalten
bleibt, ergibt sich ein Widerspruch.
jwj   1  ! jwj: Nach Lemma 13 wird ywxw
R













abgeleitet und dieses dann akzeptiert, was im











6.1 Eingrenzung der Fragestellung
Viele Probleme in der Informatik lassen sich als Traversierung eines Suchbaums
formulieren. Da gerade diese Art von Algorithmen sehr zeitaufwendig sein kann,
liegt es nahe, die Suche einem Parallelrechner zu

ubertragen. Allerdings gibt
es viele Varianten von Suchalgorithmen, und auch Parallelrechner k

onnen sich
in vielen Aspekten unterscheiden. Deshalb soll zun

achst eine Eingrenzung der
Fragestellung stattnden. In Kapitel 9 wird sich dann herausstellen, da viele
der Ergebnisse sich in viel allgemeinerer Weise anwenden lassen.
 Der Algorithmus soll f

ur wirklich massiv parallele Rechner mit vielen
tausend Prozessoren geeignet sein. Damit in dieser Situation keine Fla-
schenh

alse auftreten, mu der sequentielle Anteil des Algorithmus mit der
Problemgr

oe gegen Null gehen.
 Ausgegangen wird von einem nachrichtengekoppelten SIMD-Rechner, des-









zen. Bis auf die oben gemachten Voraussetzungen sind die Ergebnisse aber
weitgehend unabh

angig von der spezischen Architektur.
 Alle Bl

atter des Suchbaums sind voneinander unabh

angig. Es interessiert
nur, ob ein gegebenes Blatt eine L

osung darstellt. Insbesondere werden
damit solche Probleme ausgeschlossen, bei denen ein Wert f

ur innere Kno-
ten aus den Werten seiner Nachfolgeknoten berechnet wird. (Zum Beispiel
Suchen des maximalen Blattes oder Minimax-Suche.)





ur den sequentiellen Fall darstellt.
Abbildung 6.1 stellt das Grundschema des Algorithmus dar, von dem im fol-
genden ausgegangen wird. Die Prozedur search gibt alle existierenden L

osungen









uft, ob sie eine L

osung darstellen. Handelt es sich um
1








IF isSolution(node) THEN printSolution(node)
ELSE
FOR each n 2 successors(node) DO search(n)
Abbildung 6.1: Allgemeiner Suchalgorithmus.
einen inneren Knoten, so werden dessen Nachfolger berechnet, und f

ur jeden die-
ser Nachfolger wird rekursiv die Suchprozedur aufgerufen.
Aus der
"
Programmierfolklore\ bekannte Beispiele f

ur diese einfache Art der
Suche sind das n-Damenproblem oder eine einfache rekursive Labyrinthsuche. In
[15] wird parallele Suche nach L





Die in dieser Arbeit betrachtete Suche nach L













erdem werden gewisse Informationen aus Ezienzgr

unden nicht in node son-
dern in globalen Datenstrukturen gespeichert. Trotzdem ist das oben angege-
bene Schema ein hinreichend genaues Modell f













lismus zu implementieren. Deshalb wird jedem Einzelprozessor ein eigener Teil-
baum des Suchraums zugeteilt, in dem er dann unabh

angig von den anderen nach
L

osungen sucht. Daraus ergeben sich drei Hauptaufgaben:





oe auf die Prozessoren verteilt werden. Um die Arbeitsverteilung nicht
zu einem Engpa werden zu lassen, sollte sie m

oglichst ebenfalls parallel
ablaufen. (Siehe Abschnitt 8.1).
2. Die Prozessoren sollen in die Lage versetzt werden, unabh

angig voneinan-
der den ihnen zugeordneten Teilbaum zu durchsuchen. Die Suche innerhalb
des Teilbaums entspricht dabei weitgehend dem sequentiellen Algorithmus.
Auf einem SIMD-Rechner ist dies ein keineswegs triviales Problem, da ein
einziger Befehlsstrom all die asynchron ablaufenden Suchvorg

ange steuern





andig synchron formuliert. Allerdings ent-
steht dadurch ein so groer Kommunikationsaufwand, da der verfolgte
Ansatz nicht sehr vielversprechend erscheint.
3. Im allgemeinen wird die in Punkt 1 beschriebene Arbeitsverteilung nicht
perfekt sein und einige Prozessoren werden einen ungleich gr

oeren Teil der
Arbeit zugeteilt bekommen als andere. Um einen ezienten Algorithmus




uhrung in parallele Suchalgorithmen
vielbesch










Der in Abbildung 6.1 angegebene rekursive Algorithmus l

at sich (mit heutigen
Programmiersprachen) nicht direkt auf SIMD-Rechnern einsetzen. Deshalb wird
in Abschnitt 7.1 dargestellt, wie ein auf einem Keller agierender endlicher Auto-
mat konstruiert werden kann, der das Suchproblem l

ost und von einem SIMD-
Rechner simuliert werden kann. Da diese Simulation einen erheblichen Overhead
darstellt, werden in den Abschnitten 7.2 bis 7.4 verschiedene Ans

atze diskutiert,




7.1.1 Ein nichtrekursiver Suchalgorithmus
Da Algorithmus 6.1 rekursiv ist und auerdem die Funktion successors i.allg. auf
verschiedenen Prozessoren unterschiedlich viele Nachfolgeknoten zur

uckliefert, ist
er nicht direkt f

ur einen SIMD-Rechner geeignet.
Diese Probleme sind in der nichtrekursiven Formulierung in Abbildung 7.1
ausger

aumt. An die Stelle der rekursiven Aufrufe tritt ein explizit verwalteter
Keller, der hier mit Hilfe der Funktionen empty(), push(node), top() und pop()
verwaltet wird. Oberstes Kellerelement ist immer der aktuelle Suchbaumknoten.




age entfernt, die keine
weiteren Geschwisterknoten haben. Dann wird das oberste Kellerelement durch
den n

achsten Geschwisterknoten ersetzt. Ein innerer Knoten wird bearbeitet, in-
dem sein erster Nachfolger auf dem Keller abgelegt wird. Die weiteren Nachfolger
werden dann | wie oben beschrieben | im weiteren Verlauf der Suche durch die
Funktion nextSibling erzeugt.
7.1.2 Ein endlicher Automat als Kontrollstruktur
Die WHILE-Schleifen in Algorithmus 7.1 stehen einer ezienten SIMD-Im-
plementierung noch im Wege, da die Anzahl der Schleifendurchl

aufe von Prozes-
sor zu Prozessor variieren kann. Dieses Problem l

at sich vermeiden, indem die
Kontrollstruktur durch den in Abbildung 7.2 angegebenen endlichen Automaten








IF isSolution(top()) THEN printSolution(top())
WHILE noMoreSiblings(top()) DO
pop()
IF empty() THEN RETURN
top() := nextSibling(top())
ELSE push(rstSucessor(top()))










































Abbildung 7.2: Suchalgorithmus als Pushdownautomat.
(Das Gesamtsystem k

onnte auch als Pushdownautomat aufgefat werden.) So-
wohl mit Zust








ziiert werden. Der Automat legt das gleiche Verhalten an den Tag wie Algorith-
mus 7.1. Dabei sind den einzelnen Zust

anden die folgenden Rollen zugeordnet:
Search Auf dem Keller liegt ein Suchbaumknoten obenauf,

uber den a priori
nichts bekannt ist. Der Knoten wird untersucht, und abh

angig von dessen
Eigenschaften wird zum passenden Nachfolgezustand verzweigt.
1
MakeChoicePoint Ein innerer Knoten liegt vor. Schiebe seinen ersten Nach-
folger auf den Keller.
GetNextChoice Entferne alle Knoten vom Keller, die letzter Nachfolger ih-
res Vorg

angers sind. Wird der Keller dabei leer, so ist die Suche beendet.










urde dadurch aber komplizierter. Auerdem gibt es keinen anderen Zustand, der







Solution Es wurde eine L





Stop Die Suche ist beendet.





WHILE state 6= Stop DO
IF state = Search THEN
IF terminalNode(top()) THEN
IF isSolution(top()) THEN state := Solution
ELSE state := GetNextChoice
ELSE state := MakeChoicePoint
IF state = MakeChoicePoint THEN
push(rstSuccessor(top()); state := Search
IF state = GetNextChoice THEN
pop()
IF empty() THEN state := Stop
ELSIF noMoreSiblings(top()) THEN state := GetNextChoice
ELSE top() := nextSibling(top()); state := Search
IF state = Solution THEN printSolution(top()); state := GetNextChoice
Abbildung 7.3: Suchalgorithmus, der Automaten simuliert.
7.1.3 Die Rolle der problemabh

angigen Funktionen
Das einzige, was einer SIMD-Realisierung jetzt noch im Wege stehen kann, sind
die problemabh

angigen Funktionen terminalNode, isSolution, rstSuccessor, next-
Sibling und printSolution. Im einfachsten Fall enthalten sie keine von lokalen Daten
abh

angigen inneren Schleifen. Dann l

at sich Algorithmus 7.3 direkt in einer da-

















uhrt dies exemplarisch f

ur das FSSP vor. Es zeigt sich, da die Idee eines endli-
chen Automaten als Kontrollstruktur f

ur komplexere Probleme nicht immer ideal
ist. Es ist jedoch immer m

oglich, den Algorithmus auf eine Form zu bringen, die
aus einer einzigen Schleife besteht, die eine Kette bedingter Anweisungen enth

alt,
innerhalb derer keine weiteren Schleifen enthalten sind.
Diese Aussage folgt unmittelbar aus dem Beweis f

ur folgenden Satz:
Satz 14 Ein SIMD-Rechner kann einen MIMD-Rechner mit konstantem Over-
head emulieren.
Beweisskizze: Das gesamte Programm und der Zustand jedes zu emulie-



















Abbildung 7.4: Hauptschleife mit n Elementaroperationen.
Interpreter f






if(OpCode(*PC) == JUMP){PC = Operand(*PC);}
...
if(OpCode(*PC) == LOADIM){Accu = Operand(*PC); PC++;}
...
}
Da der Maschinenbefehlssatz nur endlich viele Opcodes enth

alt, ergibt sich nur
ein konstanter Overhead.
2
Das Interessante an diesem Beweis ist, da er nicht so praxisfern ist, wie es
auf den ersten Blick erscheinen mag. Niemand verlangt n

amlich, den Befehlssatz
einer realen Maschine zu emulieren. Nichts spricht dagegen, spezisch f

ur den zu







alt. Algorithmus 7.3 l

at sich zum Beispiel
als Interpreter f

ur einen Befehlssatz mit 4 sehr speziellen Befehlen auffassen. Der
Ansatz, die Kontrollstruktur als endlichen Automaten darzustellen, l

at sich also




Der Rest dieses Kapitels ist nicht von den spezischen Eigenschaften von Suchal-
gorithmen abh

angig. Vielmehr sind die hier beschriebenen Techniken f

ur alle
Algorithmen anwendbar, die die in Abschnitt 7.1 eingef

uhrte Implementierungs-
strategie verwenden. Genauer gesagt werden Programme untersucht, die die in
Abbildung 7.4 dargestellte Form haben. Die o
i
sollen im folgenden Elementar-




















Es wird davon ausgegangen, da c
i
eine Konstante ist. Auf einem SIMD-
Rechner ist diese Annahme im allgemeinen gerechtfertigt, wenn die o
i
keine in-












ullt ist. Auerdem kann der Zeitaufwand f

ur Bibliotheksaufrufe (wie z.B.
komplexe Kommunikationsbefehle) variieren.




Eine weitere wichtige Annahme ist die Unabh

angigkeit der Abfragen. Es wird
verlangt, da die Semantik des Programms sich nicht

andert, wenn Abfragen
mehrfach gemacht werden oder ihre Reihenfolge permutiert wird. Die Abfra-
gefolge [1; : : : ; n] kann also ohne

Anderung der Semantik des Programms durch
eine Abfragefolge [l
1
; : : : ; l
m
] ersetzt werden, wenn alle Indizes zwischen 1 und n
mindestens einmal in [l
k
] vorkommen. Da der im Beweis zu Satz 14 skizzierte
Interpreteransatz diese Eigenschaft erf

ullt, tut diese Annahme der Allgemeinver-
wendbarkeit der hier entwickelten Verfahren keinen Abbruch.
Aus der Unabh











otigte bzw. billige Elementaroperationen sollten h

auger abge-
fragt werden als seltene, teure Operationen. Zum Beispiel d

urfte es sinnvoll
sein, die Operation Solution in Algorithmus 7.3 seltener abzufragen als die




 Operationen, die meist direkt aufeinanderfolgen, sollten m

oglichst nah bei-
einander abgefragt werden. Falls der Suchbaum einen hohen Verzweigungs-
grad hat, w







Sollen mit Hilfe der obigen Optimierungsideen gute Ergebnisse erzielt werden,
ergeben sich schnell so viele abzuw

agende Faktoren, da eine sehr aufwendige
Ausprobiererei droht. Deshalb sollen in den folgenden beiden Abschnitten ma-
thematische Modelle entwickelt werden, mit deren Hilfe sich die Optimierungen
zielgerichteter anwenden lassen.
7.3 Optimierung der Abfrageh

augkeit
In diesem Abschnitt sollen Fragen der Reihenfolge von Elementaroperationen
zun

achst auer Acht gelassen werden. Dadurch wird es m

oglich, ein analytisches






















= 1. Es wird also angenommen,




sind. Dadurch vereinfachen sich die folgenden
Berechnungen. Die p
i
lassen sich mit Hilfe von Beispieldatens

atzen messen oder
auf Grund des Programmiererwissens

uber das Problem absch

atzen. Auerdem







Von der konkreten Abfragereihenfolge wird nun abstrahiert, indem von einer





bildung 7.5). Die Wahrscheinlichkeit, mit der ein i gew

urfelt wird, sei mit f
i
2











angig sein, so ist es z.B. m

oglich, den Algorithmus (statisch oder











Abbildung 7.5: Probabilistische Abfragereihenfolge.
bezeichnet. Diese f
i
gilt es nun in Abh






men, da die erwartete Ausf

uhrungszeit minimal wird.
7.3.2 Berechnung der Abfrageh

augkeiten
Die Berechnung der optimalen f
i
wird nun mit Hilfe der folgenden Schritte be-
werkstelligt:
1. Aufstellung einer Kostenfunktion K(f
1
; : : : ; f
n
).




osen des Gleichungssystems @K=@f
i
= 0.








ullt und da die so berechnete L

osung ein globales Minimum
der Kostenfunktion darstellt.
Kostenfunktion
Als Kostenfunktion sollen die Kosten pro produktivem Schritt dienen. Proba-
bilistisch ausgedr

uckt ist dies das Verh










und der Wahrscheinlichkeit a, da die n

achste

























Der Zustand des asynchronen Kontrollusses l














wartend auf Abfrage von o
j
\ mo-
dellieren. Abbildung 7.6 zeigt die Markovkette mit ihren

Ubergangswahrschein-
lichkeiten. Wird auf die Abfrage von o
j
gewartet, so wird mit Wahrscheinlichkeit
f
j
die passende Operation als n

achstes abgefragt und die Markovkette geht in
den aktiven Zustand

uber. Sonst mu weiter gewartet werden. Der Automat


















































Abbildung 7.6: Markovmodell des asynchronen Kontrollusses.
Die Wahrscheinlichkeit, da die Markovkette im Zustand A ist, ist nun gerade
der ben





















































































































































Durch Addieren aller Zeilen kann die erste Zeile des LGS zu 0 gemacht werden.
Nach Dividieren der verbleibenden Zeilen durch f
i









































osen der Ableitung der Kostenfunktion



























Partielles Ableiten nach f
k































Nun werden die von k abh




















































Oenbar legen diese Gleichungen nur die gegenseitigen Proportionen der f
k































der einzige Kandidat f

ur ein lokales Extremum
ist, und die Kostenfunktion f

ur Randwerte gegen unendlich strebt (geht ein f
j
gegen 0, so geht a gegen Null und K gegen unendlich), stellt die L

osung auch das
globale Minimum der Kostenfunktion dar.
7.3.3 Auswertung des Ergebnisses
Gleichung 7.4 wird dadurch interessant, da sie eine gleichzeitig einfache und
nichttriviale Beziehung ausdr

uckt. Intuitiv ist einsichtig, da eine Elementar-
operation um so h






andererseits aber teure Elementaroperationen seltener abgefragt werden sollten.







amlich proportional zur Wurzel des Verh

altnisses
von Auftretenswahrscheinlichkeit und Kosten sein. Diese Beziehung scheint auch
dann noch zu gelten, wenn deterministische Abfragefolgen verwendet werden (sie-
he auch Abschnitt 10.2.3).
Durch Einsetzen von Gleichung 7.4 in Gleichung 7.2 ergibt sich ein Ma f

ur






































Das sind die Kosten f

ur einmalige Abfrage jeder Operation; also mehr, als die






atte darin bestanden, die Nebenbedingung von Anfang an
(mit Hilfe eines Lagrange-Multiplikators) einzubringen. Da die L

osung ohne Nebenbedingung
sich aber mit der Nebenbedingung vertr





7.4 Optimierung der Abfragereihenfolge
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[1; : : : ; n], bei der im Mittel nur etwa die H

alfte aller Elementaroperationen abge-
fragt werden mu, um einen produktiven Schritt zu tun. Dadurch wird deutlich,
da die nichtdeterministische Abfragestrategie nur ein mathematisches Hilfsmit-
tel und nicht etwa eine sinnvolle Implementierungsstrategie ist.
Ein einfaches Beispiel













= 1=3. Die h

augere Elementaroperation sollte also doppelt so oft abgefragt
werden wie die seltenere.
7.4 Optimierung der Abfragereihenfolge
Nun soll wieder von deterministischen Abfragefolgen [l
k
] ausgegangen werden.
Diese sollen unter dem Gesichtspunkt betrachtet werden, wie sich Regelm

aig-





aigkeiten sollen dadurch quantitativ erfat werden, da die
Wahrscheinlichkeit p
ij





folgt, gemessen (oder gesch











) und dem Kostenvektor (c
i












] gibt es allerdings exponentiell viele M

oglichkeiten, und deshalb steht zu
bef

urchten, da das gegebenen Optimierungsproblem NP -hart ist.
7.4.1 Die Kostenfunktion
Um Abfragefolgen vergleichen zu k

onnen, soll nun | analog zu Absatz 7.3 |
eine Kostenfunktion entwickelt werden, die aus einer Abfragefolge ein Ma f

ur
die aufzuwendenden Kosten berechnet. Wie vorher, soll das Verh

altnis der aufge-
wendeten Kosten zur Anzahl der durchgef

uhrten Schritte als Kostenma dienen.
Wieder ist es m

oglich, das Kostenma durch ein Markovkettenmodell zu er-
mitteln. Ein Zustand z
ik
in diesem Modell repr

asentiert den Zustand eines Pro-




uhrung ansteht und k die aktuelle Position in der





damit nur schwer handhabbar.
Stattdessen soll eine iteratives Verfahren benutzt werden, das schneller und
einfacher ist. Es ist

aquivalent zur Aufstellung und Auswertung der gerade be-
schriebenen Markovkette. Abbildung 7.7 zeigt den verwendeten Algorithmus. Pa-
rameter der Funktion iterCost sind der Kostenvektor, die Matrix der

Ubergangs-





) der Wahrscheinlichkeiten, da der Prozessor auf Abfrage von
a
i
wartet. Die Funktion simuliert das Verhalten des Systems, indem sie zyklisch
durch die Abfragefolge hindurchl






Kosteneinheiten auf, und der Erwartungswert f

ur die Zahl der ausgef

uhrten
produktiven Schritte steigt um q
l





achste Abfrage betrachtet. Dieser Simulationsproze wird solange ite-
















steps := cost := 0





(*account for cost of operation*)
steps += q
l
(*increased number of productive steps*)
FOR i := 1 TO n DO (*Readjust probabilities*)










UNTIL steps has converged
RETURN (cost/steps)
Abbildung 7.7: Iterative Berechnung der Kostenfunktion.
Dieses Iterationsverfahren ist

aquivalent zu einer iterativen L

osung der sich
aus dem oben beschriebenen Markovkettenmodell ergebenden Eigenwertglei-
chung. Da die Struktur der Abfragefolge aber direkt interpretiert wird, an-







ur das FSSP durchgef

uhrten Experimente






ur kleine n und m ist es nun m

oglich, die optimale Abfragefolge durch syste-
matisches Ausprobieren zu bestimmen. Bei komplexeren Problemen (z.B. gibt es
beim FSSP 8 Elementaroperationen) ergibt sich aber eine honungslose kombi-
natorische Explosion.
Die Funktion iterCost liee sich auch mit einer Anzahl von bekannten Ver-
fahren zur kombinatorischen Optimierung (z.B.
"
hill climbing\, Monte Carlo,
"
simulated annealing\, genetische Algorithmen) koppeln, um zumindest eine gu-
te N

aherung zu bestimmen. Allerdings wird man es in vielen F

allen nicht als der
M

uhe wert betrachten, einen solchen Aufwand zu treiben und lieber eine L

osung
von Hand basteln. Dabei kann Formel 7.4 helfen, die optimalen Abfrageh

aug-
keiten zu bestimmen, und iterCost kann benutzt werden, um rasch verschiedene




are denkbar, da zuk

unftige parallele Programmiersprachen asynchrone





ur diesen Anwendungsfall w

are eine vollautomatische Opti-
mierung der Abfragefolgen n

otig, die aber nicht so zeitaufwendig sein darf wie die
oben erw

ahnten Verfahren (u.U. mit Ausnahme von hill climbing). Angebracht
w

are vielmehr eine Heuristik, die einfach ist und deutlich bessere Ergebnisse lie-
fert als eine naive L

osung.
Unter diesem Gesichtspunkt wurden einige Greedy-Algorithmen ausprobiert,
die eine unendliche Folge von Abfragen generieren. Das grunds

atzliche Vorge-
hen entspricht dabei demjenigen der inneren Schleife von iterCost. Nur wird die
n

achste Operation nicht aus einer vorgegebenen Folge entnommen, sondern auf
7.5 Auswahl von Elementaroperationen
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Grund einer einfachen Heuristik bestimmt. Aus der so generierten Folge l

at




ahlen und als Abfragefolge verwenden.
Folgende Heuristiken wurden untersucht.
 W

ahle jeweils die Operation o
i
mit momentan maximaler Wahrscheinlich-
keit q
i
. Dieser Ansatz war insofern n

utzlich, als da er Abfragefolgen ge-




ur eine manuelle Konstruktion guter
Abfragefolgen gewinnen lassen. F

ur sich genommen waren die generier-
ten Folgen aber kaum besser als beim naiven Ansatz. Das Hauptproblem











minimiert wird. Erstaunlicherweise waren die Er-








multipliziert mit einem Gewichtungsfaktor, der Operationen
bevorzugt, die bislang seltener abgefragt wurden als Formel 7.4 dies vor-
schl






ollig erratisch irgendwo eingestreut werden, wo
sie nicht hinpassen.
7.5 Auswahl von Elementaroperationen
In den letzten Abschnitten ist immer davon ausgegangen worden, da ein Satz
von Elementaroperationen fest vorgegeben ist. Hier sollen nun einige einfache
Regeln beschrieben werden, die helfen k

onnen, einen Algorithmus durch Elemen-
taroperationen zu beschreiben und vorhandene S

atze von Elementaroperationen
zu optimieren. Der Einfachheit halber soll davon ausgegangen werden, da die
Kontrollstruktur | wie in Algorithmus 7.3 | durch ein Automatenmodell mit




Ein Programm der Form

WHILE b DO 

wobei b eine lokale Bedingung ist, kann durch die drei Elementaroperationen
o










ersetzt werden. Im Endeekt l








unge im Kontrollugraphen) mit Hilfe eines verklausuliertenGO-















mechanisch anwenden, sondern den Kontrollu so umgestalten, da die entste-
henden Elementaroperationen eine klare Semantik haben.
Sollen die f






ussen im Prinzip alle lokalen Schleifen auf die angegebene Weise aufgel

ost wer-
den. In einigen F

allen mag es jedoch m

oglich (und sinnvoll) sein, von dieser







at, die so klein ist, da die Wartezeit von




Eine Elementaroperation der Form

IF b THEN 

wobei b eine lokale Bedingung ist, kann durch die Elementaroperationen
o














Diese Transformation ist insbesondere dann n

utzlich, wenn das Codest

uck
 teuer ist, aber nur selten ausgef

uhrt wird, weil die Bedingung b nur selten
erf










onnen als die Ursprungsoperation, ergibt sich dadurch eine m

ogliche
Einsparung. Ein typisches Beispiel f

ur diese Art Optimierung ist die Operation
MakeChoicePoint in Algorithmus 7.3, die durch Abspaltung aus einem Vorl

aufer
der Operation Search entstanden sein k

onnte.





ahnliche Aktionen aus, so ist es u.U. m

oglich,
sie zu einer einzigen Operation zu verschmelzen. Gelingt dies, so ist mit einer






Ein typisches Beispiel sind zwei Operationen der Form
o
1





:; state := o
0
2
Solch ein Operationenpaar entsteht z.B. wenn  gemeinsamer Teilausdruck von
zwei Operationen war und per Operationsaufspaltung (Abschnitt 7.5.2) aus die-




: ; state = follow
























at sich als asynchroner Unterprogrammaufruf deuten.
Das Konzept der Kontrollstruktur als endlicher Automat wird an dieser Stelle







are der Interpreteransatz aus Satz 14 wohl eleganter.
Dort liee sich  als abstrakter Maschinenbefehl implementieren.
Der beschriebene Mechanismus erinnert an die aus dem Compilerbau bekann-
te Technik der
"
global common subexpression elimination\. Dies weist darauf
hin, da Techniken der Datenuanalyse helfen k

onnen, die hier beschriebenen
Optimierungstechniken zu automatisieren.
7.5.4 Vereinfachen von Elementaroperationen
In sequentiellen Algorithmen kann oft Zeit gespart werden, indem Sonderf

alle
einer speziellen Behandlung unterzogen werden. F

ur SIMD-Algorithmen sind
solche Optimierungen ein zweischneidiges Schwert, denn die Abfrage des Son-
derfalles mu auch von denjenigen Prozessoren abgewartet werden, f

ur die der
Sonderfall nicht eingetreten ist. Beim FSSP-Algorithmus brachte das Weglassen
einer Heuristik, die im sequentiellen Fall Zeit einsparte, einen Speedup von 17 %.
Auerdem kann das Entfernen von Spezialbehandlungen helfen, Kandidaten f

ur
das Verschmelzen von Elementaroperationen zu nden.
Ein

ahnlicher Eekt ergibt sich bei Operationen, die zwar noch optimiert
werden k

onnen, die aber so selten ausgef

uhrt werden, da sich im sequentiellen
Fall der Aufwand nicht lohnt. Selbst mit Optimierung der Abfrageh

augkeit
nach Formel 7.4 werden diese Operationen aber erheblich

ofter abgefragt, als sie
ausgef








Zu Beginn der Suche ist nur der Wurzelknoten gegeben. Um die Parallelit

at










osung des Problems bieten sich an:
Sequentiell Ein sequentielles Programm kann die ben

otigten Wurzelknoten be-
rechnen (z.B. durch Breitensuche) und nacheinander an die Prozessoren
verteilen. Aus praktischen Erw










Saatkorn-Methode Nur ein einziger Prozessor wird mit dem Wurzelknoten in-
itialisiert. Der Rest wird der Arbeitsumverteilung

uberlassen. Diese Me-
thode bietet sich wegen ihrer Einfachheit dann an, wenn die Arbeitum-
verteilung gut funktioniert und die Teilaufgaben dabei gleichm

aig verteilt
werden. Will man aber z.B. Nachbarschaftskommunikation f

ur die Umver-






ormige Verteilung Wie bei der Saatkorn-Methode wird ein Knoten mit
der Baumwurzel initialisiert und beginnt eine Suche. Anstatt aber Baum-
verzweigungen auf den Keller zu legen, verteilt der Prozessor die Nachfol-
ger an unbesch











uren, wenn der Baumverzweigungsgrad nicht konstant
ist.





ussen. Dies ist aber
nicht zwingend n

otig, wenn vorausgesetzt werden kann, da jeder Prozessor
mit einer eindeutigen Nummer iproc versehen ist. Mit Hilfe dieser Nummer
kann der Prozessor in verbl

uend einfacher Weise ein Teilproblem berech-
nen, derart, da der gesamte Suchbaum erfat ist und jeder Prozessor ein







Das Verfahren funktioniert so, da der Wurzelknoten zu Beginn an alle Prozes-
soren gesendet wird.
1
Dann beginnen alle Prozessoren mit der Suche. Zu diesem
Zeitpunkt herrscht v

ollige Symmetrie, da alle das gleiche tun. Geraten die Pro-
zessoren nun an eine Suchbaumverzweigung, so wird diese Symmetrie gebrochen,
indem die Menge der symmetrischen Prozessoren in gleich groe

Aquivalenzklas-




ur jeden Nachfolger des betrachteten
Knotens. Dieser Proze der Symmetriebrechung wird so lange wiederholt, bis nur
noch ein Prozessor in jeder

Aquivalenzklasse ist.





ne Kommunikation | nur auf der Basis der Prozessornummer | funktioniert.
Zu diesem Zweck speichert jeder Prozessor die Anzahl der Prozessoren in seiner

Aquivalenzklasse und die eigene Nummer innerhalb der

Aquivalenzklasse. Mit
Hilfe dieser Information und der Anzahl der zu bildenden Tochter

aquivalenzklas-




Abbildung 8.1 zeigt eine m

ogliche Realisierung dieser Idee. Der Algorithmus





klasse nicht durch die Anzahl der Nachfolgeknoten teilbar ist, korrekt behandeln
mu. F






arbaum ist, reduziert der Algorithmus sich darauf,
die Bin

arziern der Prozessornummer heranzuziehen, um zu entscheiden, welcher
Teilbaum welchem Prozessor zugeordnet wird. Abbildung 8.2 zeigt ein kompli-
zierteres Beispiel, in dem ein unregelm

aig aufgebauter Baum auf 8 Prozessoren
verteilt wird. Die Knoten des Baums sind mit den f






Aquivalenzklassen markiert. Der Einfachheit halber wurde angenom-
men, da der Initialisierungsprozess auf keine Bl

atter des Suchbaums trit. Eine
entsprechende Erweiterung von searchInit ist recht einfach. Allerdings werden in
diesem Fall nicht unbedingt alle Knoten mit Arbeit versorgt.
8.2 Umverteilung





aig ist, da eine dauerhaft gute Auslastung der Pro-




aftigte Prozessoren von Zeit zu
Zeit einen Teil ihres Suchraums an arbeitslos gewordene Prozessoren abgeben.
Gleichzeitig mu der dazu ben

otigte Kommunikationsaufwand so klein gehalten
werden, da er nicht die eigentliche Arbeit dominiert.
In Abschnitt 8.2.1 wird eine einfache M

oglichkeit vorgestellt, den Suchraum
aufzuteilen. Abschnitt 8.2.2 geht dann darauf ein, wie das Wechselspiel zwischen
eigentlicher Suche und Arbeitsumverteilung geregelt werden kann. Die Abschnit-
te 8.2.3 bis 8.2.5 f















n := nproc; k := iproc
LOOP
s := jsuccessors(node)j (*number of choices*)
IF s  n THEN EXIT (*Less Processors than choices*)
i := k MOD s (*Which branch is taken?*)
(*How many symmetric PE's remain?*)
n := n DIV s + (IF i < n MOD s THEN 1 ELSE 0)
k := k DIV s (*New ordinal number in symmetry class*)
node := successors(node)[i+ 1] (*commit choice*)
(*Distribute successors to remaining equivalent nodes*)
(*Number of successors to be investigated:*)
s
0
:= s DIV n + (IF k < s MOD n THEN 1 ELSE 0)
(*Index of rst successor to be investigated*)
i := ((s DIV n) + 1) min(k; s MOD n)+


















































































newStack := Push(initStack(), nextSibling(bottom(oldStack)))
removeBottom(oldStack)
Abbildung 8.3: Aufteilung des Suchraums.
8.2.1 Teilen des Suchraums
In [15] werden eine Reihe von Strategien diskutiert, den Suchraum in Gegenwart
von Tiefensuche aufzuteilen. All diese Verfahren haben gemeinsam, da der Kel-
ler manipuliert wird. Ein besonders einfacher Ansatz, der sich f

ur das FSSP sehr
gut bew

ahrt hat, ist in Abbildung 8.3 dargestellt. Es benutzt

ahnliche abstrakte
Datenstrukturen wie Algorithmus 7.1.
2
Die erste noch nicht ausgesch

opfte Ent-
scheidung des momentan laufenden Suchprozesses wird xiert, und alle dadurch
"
abgeklemmten\ Entscheidungen werden auf den Keller des neuen Suchprozesses
3
gebracht. Diese Strategie hat die folgenden positiven Eigenschaften:









 Der Umfang der zu

ubertragenden Daten ist geringer als bei anderen denk-
baren Verfahren.
 Das Verfahren ist sehr einfach.
 Die Aufteilung des Suchraums erscheint zwar asymmetrisch, aber bei ge-
ringem Baumverzweigungsgrad und durch Iterieren des Aufteilungsprozes-
ses (insbesondere in Verbindung mit der Arbeitsverteilungsroutine aus Ab-
schnitt 8.2.5) ist das nicht unbedingt ein Problem.





















Ein SIMD-Rechner kann nicht gleichzeitig Arbeit umverteilen und die eigentliche
Suche vorantreiben. Deshalb gilt es, zwischen Phasen der Suche und Phasen der
Arbeitsverteilung Balance zu halten. Der hier gew

ahlte Ansatz besteht darin, die
Suchprozesse solange unabh

angig voneinander laufen zu lassen, bis der Anteil der
2
Unterschiede: Der Keller, auf den eine Operation sich bezieht, wird explizit angegeben;
das unterste Kellerelement kann entfernt und eine einmal gemachte Entscheidung damit fest-
geschrieben werden.
3













WHILE reduceAdd(IF state = Stop THEN 1 ELSE 0)/nproc <  DO
FOR i:=1 to k DO
make transition of search automaton (*see algorithm 7.3*)
redistribute work
Abbildung 8.4: Adaptive Arbeitsverteilung.
arbeitslosen Prozessoren eine gewisse Schwelle

uberschritten hat. Dann werden
alle Prozesse angehalten und die Umverteilung ndet durch Kooperation aller
Prozessoren unter Vermeidung von Bottlenecks statt. In Abschnitt 8.2.5 wird




Abbildung 8.4 zeigt das Schema dieser adaptiven Arbeitsverteilungsstrategie.











uft ob die Anzahl der arbeitslosen Pro-
zessoren einen Anteil 

uberschreitet. Ist dies der Fall, so wird der Arbeitumver-
teilungsalgorithmus aufgerufen, bevor wieder zur Suchphase

ubergegangen wird.
Der Parameter k mu so eingestellt werden, da der Aufwand f

ur die Reduktions-
operation nicht den Zeitaufwand f

ur die Suche dominiert.  regelt den Tradeo
zwischen Prozessorauslastung und Kommunikationsaufwand. Auerdem sollte k







zu lange unbemerkt bleibt.
Da der Zeitaufwand f

ur die Reduktionsoperation mit der Prozessorzahl steigt,







oert wird als die Prozessorzahl. In der Praxis d

urfte
sich daraus aber kaum ein Problem ergeben, da man ja gerade am Durchsuchen
sehr groer Suchr

aume interessiert ist. Der FSSP-Algorithmus lastet z.B. 16384
Prozessoren zu ca. 90 % aus, und die Reduktionsoperation ben

otigt weniger als
1 % der Laufzeit von ca. 12s.
8.2.3 Nachbarschaftskommunikation
Eine naheliegende Strategie f

ur Arbeitsumverteilung besteht darin, da arbeitslo-
se Prozessoren versuchen, Arbeit von den Prozessoren zu erhalten, mit denen sie
unmittelbar verbunden sind. Diese Strategie ist einfach, und die Kommunikation
selber geht sehr schnell. Allerdings ist bekannt (siehe z.B. [16], [18]), da z.B
Ringnetzwerke mit mehr als ca. 16 Prozessoren in der Praxis nicht in der Lage
sind, die Arbeit gleichm

aig zu verteilen.
In der vorliegenden Arbeit wurde versucht, das 2D-Gitter der MasPar zur Ar-
beitsverteilung einzusetzen. Da Nachbarschaftskommunikation auf der MasPar
viel schneller ist als Routerkommunikation, weil eine recht gute initiale Arbeits-
verteilung zur Verf

ugung stand (Abschnitt 8.1) und weil ein zweidimensionales
Verbindungsnetzwerk viel mehrWege f

ur den Informationsu bietet als ein Ring,
wurde davon ausgegangen, da dies ein sinnvoller Ansatz ist.





Abbildung 8.5: Aktive PEs nach initialer Arbeitsverteilung.





Abbildung 8.8: Raster f

ur Nachbarschaftskommunikation.
nur eine durchschnittliche Prozessorauslastung von 20 % aufrecht zu erhalten. In-
teressant ist vor allem, wie dieser Fehlschlag zustande kommt. Abbildung 8.5 zeigt





Prozessorgitter verstreut sind. Nach einer Anzahl von Umverteilungsschritten ist
die Prozessorauslastung gut (Abbildung 8.6). Es ist erkennbar, da wegen kleiner
Unregelm

aigkeiten in der initialen Arbeitsverteilung kleinere Gebiete arbeitslos
sind. Schon nach kurzer Zeit aber werden die inaktiven Gebiete immer gr

oer,





ahere Betrachtung zeigt, da in der Mitte dieser Cluster Prozessoren
sind, die viel Arbeit abzugeben h

atten, dies aber nicht k

onnen, da alle Nach-
barn besch

aftigt sind. Die Prozessoren am Rand der Cluster haben dagegen nur
sehr wenig Arbeit abzugeben. Deshalb werden unbesch

aftigte Prozessoren, die
von den Randprozessoren Arbeit erhalten, schneller wieder besch

aftigungslos, als
Arbeit aus der Mitte der Cluster herausdiundieren kann.
F

ur das FSSP-Problem hat es sich dann herausgestellt, da Routerkommu-
nikation gute Ergebnisse liefert. Deshalb wurde der Ansatz der Nachbarschafts-
kommunikation nicht weiter verfolgt. Da viele aktuelle Architekturen aber eine
langsamere Routerkommunikation (bzw. deren Emulation) haben als die Mas-




oglich, sollte eine Netzwerktopologie mitm

oglichst geringemDurch-
messer und ohne Bottlenecks gew

ahlt werden. In [15] wurden z.B. gute
Ergebnisse mit einem Hypercube erzielt.




uhrt dazu, da die Cluster sich wei-
ter verteilen. Zum Beispiel bewirkte die Benutzung des Kommunikations-
8.2 Umverteilung
63
rasters aus Abbildung 8.8 rechts eine um 50 % bessere Prozessorauslastung





are es wahrscheinlich g

unstiger, jeweils nur
eine Kommunikationsrichtung zu w









ur sorgen, da mehr
und daf






Phase guter Prozessorauslastung verl

angert.
 Ein entscheidender Grund f

ur Entstehung und Stabilit

at der Cluster be-





weitergegeben wird. Eine Alternative best

ande darin, Daten immer dann
zu

ubertragen, wenn ein Prozessor mehr Arbeit hat als der andere. (Pro-
zessor A habe Arbeit f

ur a s, Prozessor B habe Arbeit f









ubertragen werden.) Setzt man voraus, da ein
tats

achlicher Ausgleich des Suchraumumfangs m

oglich ist, und die Zahl der
Prozessoren hinreichend gro ist, so kann man dieses Arbeitsverteilungs-
schema ann

ahernd durch die Diusionsgleichung _a = Da beschreiben.
Dabei bezeichnet a(~x; t) die Arbeitsdichte und die Konstante D ist ein Ma
f

ur die Diusionsgeschwindigkeit. Unter diesen Bedingungen k

onnen Clu-
ster nicht stabil sein; sie laufen auseinander. Es m

ute sich ausrechnen







ur Rechner mit kleinem lokalen Spei-
cher wie der MasPar gibt es allerdings ein Problem mit diesem Ansatz, da





onnte mit eektiveren aber teureren Um-





achsten Abschnitt beschriebene Zufallspermutation immer dann ange-
wandt werden, wenn die Auslastung der Prozessoren zu stark gesunken
ist.
8.2.4 Zufallspermutationen
Probleme mit der oben beschriebenen Clusterbildung lassen sich vermeiden, wenn
besch

aftigungslose Prozessoren einen potentiellen Arbeitgeber aus allen Prozesso-
ren ausw

urfeln. Um dabei Problememit Zugriskonikten zu vermeiden, sollte es
sich beim entstehenden Kommunikationsmuster um eine Permutation
4
handeln.
Eine einfache und wirkungsvolle Methode zur Berechnung einer Zufallspermu-
tation besteht darin, eine globale Zufallszahl r 2 f0; : : : ; nproc 1g zu bestimmen,
und Prozessor i mit Prozessor i XOR r kommunizieren zu lassen. Zwar lassen
sich auf diese Weise nicht alle m

oglichen Permutationen erzeugen, aber f

ur die
Zwecke der Arbeitsumverteilung erwies sich dieser Ansatz als sehr wirkungsvoll.







gens gerade der Nachbarschaftskommunikation im Hypercube, die ja auch schon
recht gute Ergebnisse liefert.
4
Genauer: Um eine Einschr

ankung einer Permutation auf die Menge der arbeitslosen Pro-
zessoren und deren Kommunikationspartner.
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Arbeitsverteilung
Beim FSSP-Algorithmus lie sich mit diesem Verfahren eine Prozessorausla-











at sich nicht ausschlieen, da ein arbeitsloser Prozessor einen eben-




at sich nie eine
Prozessorauslastung von 100 % erreichen.
2. Selbst wenn ein arbeitsloser Prozessor einen Arbeitgeber ndet, wird der
abzugebende Suchraum des Arbeitgebers oft so klein sein, da schon nach
kurzer Zeit beide Kommunikationspartner arbeitslos sind. Deshalb mu die
Arbeitsumverteilung recht oft laufen.
Diese beiden Probleme lassen sich beseitigen, indem die Prozessoren nach dem
Umfang ihres verbleibenden Suchraums sortiert werden und arbeitlose Prozesso-
ren sich ihre Arbeit von den meistbesch

aftigten Prozessoren holen. Da Sortieren
im allgemeinen eine recht teure Operation ist, bleibt nun noch zu kl

aren, wie sich










des verbleibenden Suchraums gemacht. Je mehr Entscheidungen im unteren Ende




angig gemacht werden m

ussen (weil alle anderen
Alternativen bereits ber

ucksichtigt sind oder von anderen Prozessoren verfolgt
werden), desto kleiner ist der Suchraum. Die Anzahl dieser Entscheidungen l

at
sich sehr leicht feststellen.
Auerdem kann diese Anzahl nur wenige verschiedene Werte annehmen. Da-
durch kann die Sortierung durch einen ebenso einfachen wie schnellen verteilten
"
bucket-sort\-Algorithmus vorgenommenwerden (Abbildung 8.9). Zun

achst wer-
den die Adressen der arbeitslosen Prozessoren zusammengeschoben. Prozessoren,




angeradresse steht, werden mit  1 markiert. Die
Adressen der gestoppten Prozessoren werden dann in der FOR-Schleife von den
aktiven Prozessoren mit der jeweils h

ochsten Arbeitslast abgeholt. Abbildung
8.10 illustriert den Umverteilungsproze.
Die router-Operationen lassen sich auf der MasPar noch etwas beschleunigen,
indem statt router[adr] router[Map(adr)] geschrieben wird, wobei Map eine bi-
jektive Funktion von Prozessornummern ist, die die Zieladressen gleichm

aiger
verteilt. Da jeweils 16 Prozessoren (der MasPar MP-1) sich eine Routereinheit
teilen m
















ubertragung klein ist. Die erreichbare Prozessorauslastung





(*Put adresses of jobless PEs into PE 0, PE 1, : : : *)
potentialReceiver := -1; (*Not a potential Receiver of work*)
IF state = Stop THEN router[enumerate()].potentialReceiver := iproc
receiversFound := 0; receiver := -1
IF state 6= Stop THEN
FOR d := reduceMin(xedDecisions) TO reduceMax(xedDecisions)DO
IF xedDecisions=d THEN
receiver := router[enumerate() + receiversFound].potentialReceiver
receiversFound += reduceAdd(1)
IF globalor(receiver = -1) THEN EXIT (*no receivers left*)
IF receiver 6= -1 THEN shareWorkWith(receiver)
Abbildung 8.9: Arbeitsumverteilung durch bucket sort.
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Um die Darstellung klarer und kompakter zu machen, wurden viele der in den
letzten Abschnitten diskutierten Aspekte unter spezielleren Voraussetzungen dis-
kutiert als n

otig. Zum Beispiel stellte es sich heraus, da die Methoden zur
Ausf

uhrung von asynchronem Code auf SIMD-Rechnern nicht von den speziel-
len Charakteristiken von Suchalgorithmen abh

angen. Deshalb soll hier auf einige
weitere, m

oglicherweise interessante Verallgemeinerungen der Ergebnisse einge-
gangen werden.
9.1 MIMD-Rechner
Alle in Kapitel 6 und 8 beschriebenen Ideen sind auch auf MIMD-Rechnern ein-
setzbar. Durch den meist gr

oeren Speicher und den individuellen Kontrollu
sind MIMD-Rechner eigentlich sogar besser f

ur den vorgestellten grobk

ornigen






Zufallspermutation\ (Abschnitt 8.2.4) lassen sich auch asynchron
| d.h. ohne Einschalten von gemeinsamen Umverteilungsphasen | realisieren.





Der hier betrachtete Ansatz zur Parallelisierung von Suchalgorithmen durch Auf-
teilen des Suchbaums ist nicht auf den oben beschriebenen einfachen Fall be-
schr

ankt. Durch entsprechende Erweiterung lassen sich auch andere Baumsuchal-
gorithmen parallelisieren.
9.2.1 Branch and Bound
Viele wichtige Probleme lassen sich als die Suche eines Suchbaumblattes mitmaxi-







ugung steht, die eine obere Schranke f

ur die Bewertung der Nachfolger ei-




nach dem Optimum sind eine Variante der Tiefensuche, die zuerst den vielver-
sprechendsten Nachfolger betrachtet und
"
best-rst\, wo jeweils der global beste
Knoten expandiert wird.
Eine Parallelisierung bietet sich an, bei der einzelne Prozessoren eine Tiefensu-
che durchf

uhren und Arbeitsverteilung durch Sortieren eingesetzt wird, um nach
dem
"
best-rst\ Prinzip Prozessoren mit m

oglichst erfolgversprechender neuer




max\-Reduktion der von den Ein-










Im bisher Gesagten war immer davon ausgegangen worden, da das Suchergebnis
nicht von der Struktur des Suchbaums abh






aumen ist dies aber nicht mehr der Fall. Wird ein










otig. Ein prinzipielles Problem ergibt sich
dadurch aber nicht.
Viel einschneidender ist, da oft starke Heuristiken existieren (z.B. Alpha-






ussig machen. Welche Teil-
b

aume dies sind, kann aber erst mit Sicherheit entschieden werden, wenn andere
Teilb

aume ausgewertet sind. Um trotzdem eine hinreichende Parallelisierung




ussige Arbeit zu tun.











Parallele Suche am Beispiel des
FSSP
In diesemKapitel sollen die allgemeinen Ergebnisse zu parallelen Suchalgorithmen
aus den letzten Kapiteln auf das FSSP angewandt werden. Insbesondere geht es
darum, zu demonstrieren, wie die z.T. abstrakten Ergebnisse und Ideen sich in der
Praxis auswirken. Ausserdem werden die Erfahrungen dargestellt, die w

ahrend
der Implementierung mit paralleler Programmiermethodik im allgemeinen und
der MasPar und MPL im besonderen gemacht wurden.
Zun

achst beschreibt Abschnitt 10.1, wie aus dem anfangs vorliegenden se-
quentiellen Algorithmus ein paralleler Algorithmus entwickelt wurde. Das so
entstandene Programm war dann noch so langsam, da eine lange Reihe von Op-
timierungen n

otig war, um es ezient zu machen (Abschnitt 10.2). Schlielich
wird versucht, zu beurteilen, wie erfolgreich die Parallelisierung war (Abschnitt
10.3).
10.1 Parallelisierung
10.1.1 Der sequentielle Algorithmus
Zu Beginn der Arbeit lag ein rekursiver Suchalgorithmus vor, der im wesentlichen
dem in Anhang B entsprach. Bevor zur parallelen Implementierung

ubergegan-
gen wurde, sollten die in Abschnitt 3.5.3 beschriebenen Heuristiken zur Verkleine-
rung des Suchraums eingebaut werden. Dadurch wurde die Formulierung immer





weil immer mehr Abfragen n

otig wurden, warum eine Schleife verlassen wurde.
Deshalb wurde bereits f

ur die sequentielle Implementierung eine nichtrekursive
Formulierung und eine Realisierung des Kontrollues durch einen endlichen Au-
tomaten gew

ahlt. Der Code sah dadurch zwar etwas merkw

urdig aus, erwies sich
aber als leichter handhabbar als die vermeintlich strukturierte Version. Durch den
Wegfall der mehrfachen Abfrage von Bedingungen wurde auerdem die Ezienz
verbessert.
Es entstand der in Abbildung 10.1 dargestellte Automat, der eine Erweiterung
des Automaten aus Abbildung 7.2 ist:
advanceCol F

uhre Simulationsschritte innerhalb der momentanen Zeile von C







































Abbildung 10.1: Automatendarstellung des sequentiellen FSSP-Algorithmus.
vor, verzweige zu makeChoicePoint und im Falle eines Fehler gehe zu back-
track.
advanceTime Neue Position wird die erste Zelle der n

achsten Zeile von C. Ist










oe. Ist die maximale Gr

oe er-
reicht, gib die L









backtrack Entferne alle Auswahlpunkte vom Keller, die den aufgetretenen Feh-





angig. Stop, wenn der Keller dabei leer wird. Sonst weiter
mit getNextChoice.
getNextChoice Entferne alle Auswahlpunkte vom Keller, die keine Alternati-





angig. Stop, wenn der Keller dabei leer wird. Sonst versu-
che n

achste Alternative und weiter mit advanceCol.
10.1.2

Anderungen am sequentiellen Algorithmus





ur einen SIMD-Rechner geeignet zu sein.
 Der Code f

ur den Zustand backtrack stellte noch keine Elementaroperation
dar, da er u.U. vom gerade betrachteten Auswahlpunkt bis zum Fehlerpunkt





atzlicher Zustand simulateError eingef

uhrt wurde, der solange einen
Simulationsschritt durchf

uhrt, bis der Fehlerpunkt erreicht ist und je nach
Ergebnis zur

uck zu backtrack oder direkt zu getNextChoice verzweigt. Dies
ist ein Beispiel f






Parallele Suche am Beispiel des FSSP
 W

ahrend der sequentielle Algorithmus den Automaten mit Hilfe von GO-
TO implementieren kann, mu der SIMD-Algorithmus auf die in Abbil-
dung 7.3 eingef






Wie im MPL-User-Guide [12] empfohlen, wurde die Parallelisierung des Codes
in kleinen Schritten durchgef

uhrt. Der im User-Guide ebenfalls zu ndende Rat,






uck vomHost auf die MasPar
verschoben wird, erscheint allerdings in diesem Fall als nicht sinnvoll, da dadurch
zwischendurch ein groer Aufwand an DPU-Host Kommunikation entst

unde.
Stattdessen wurde ausgenutzt, da MPL ANSI-C kompatibel ist, um in einem
Schritt komplett auf MPL umzustellen (allerdings noch ohne Parallelisierung).
Tats

achlich reichte es aus, das sequentielleANSI-C Programmvon xxx.c in xxx.m
umzubenennen um ein auf der ACU ausf

uhrbares Programm zu erhalten.
In einem n

achsten, fast ebenso trivialen Schritt wurden alle Variablen mit dem





ussen gesondert behandelt werden, spielen





uhrt, der mit Hilfe des Symmetriebre-
chungsverfahrens aus Abschnitt 8.1 daf

ur sorgt, da nicht alle PEs das gleiche
tun. Dazu gen

ugt es, den Zustand makeChoicePoint so zu modizieren, da er
die in Algorithmus 8.1 beschriebenen Operationen an Stelle des Ablegens eines
Auswahlpunktes auf dem Keller durchf

uhrt. Ist der Initialisierungsproze abge-
schlossen, wird wieder die normale Version von makeChoicePoint verwendet.
Nach Hinzuf

ugen einer Komponente, die die Ergebnisse einsammelt (im ein-





ist damit bereits eine minimale parallele Version des Programms vorhanden.
10.2 Optimierungen
Die in Abschnitt 10.1 hergeleitete Version des parallelen Algorithmus ist noch
so langsam, da jeder Homecomputer schneller w

are. Eine lange Reihe von Ver-
besserungen war n

otig, um das zu

andern. In Angri genommen wurde jeweils
die Optimierung, die mit dem geringsten Aufwand die gr

ote Verbesserung ver-




ur die sequentielle Version
keine oder nur marginale Verbesserungen erbringen. Folglich bleibt der direkte
Laufzeitvergleich zwischen sequentieller und paralleler Version sinnvoll.
Um die Darstellung konsistenter zu machen, sind die Optimierungen nach den
Themen Arbeitsverteilung, Compileraspekte und SIMD-Optimierung geordnet.
Einige Verbesserungen, die weniger interessant sind und sich keiner der anderen
Optimierungen zuordnen lassen, werden nicht erw

ahnt. Die angegebenen Zah-











Die erste Version der Arbeitsumverteilung bestand darin, mit Hilfe der adapti-
ven Arbeitsverteilung aus Abschnitt 8.2.2 Austauschphasen einzuleiten, in denen
arbeitslose Prozessoren versuchen, Arbeit von ihren unmittelbaren Nachbarn im
Norden, Osten, S

uden oder Westen zu erhalten. Die Ausf

uhrungszeit betrug ca.
7 Minuten und war damit ungef

ahr mit der Zeit f

ur eine SPARC 2 zu vergleichen.






uckt werden. Aber immer noch war es wegen des in Abschnitt
8.2.3 beschriebenen Problems der Clusterbildung nicht m

oglich, eine hinreichende
Zahl von Prozessoren langfristig an der Arbeit zu halten. Auerdem wurde ein
groer Teil der Zeit f

ur die Kommunikation selbst vertan.
Das wurde schlagartig anders, nachdem die Arbeitsverteilungsstrategie aus





oglich, etwa 3/4 der Przessoren gleichzeitig aktiv zu halten, ohne da




ur Kommunikation aufgewandt wurde.
Durch Sortieren der Arbeitslast entsprechend Abschnitt 8.2.5 wurde eine wei-
tere Beschleunigung um ca. 12 % erreicht. Ca. 1/3 dieser Beschleunigung stellt
sich erst ein, wenn der Parameter  f

ur die adaptive Arbeitsverteilung (Abbildung
8.4) angepat wird. Als Idealwert f

ur  ergab sich ca. 13 %.
Da das Sortieren wider Erwarten weniger Zeit beanspruchte, als die Kommu-
nikation selbst, wurde diese noch optimiert, indem die zu

ubertragenden Daten
in einem Paket zusammengefat werden, das dann in einem Rutsch

ubertragen





otigt die eigentliche Daten

ubertragung mit 10 % der Ge-
samtrechenzeit noch doppelt soviel Zeit wie der Sortierproze. Die Umverteilung





uhrt. Jeder Prozessor erh

alt also ca. 14 mal neue Arbeit. Das





are aber zuviel f

ur eine zentrale Arbeitsverteilungstechnik. Auf jede
Umverteilungsphase kommen etwa 1500 Abfragen von Elementaroperationen.
10.2.2 Compiler- und Maschinenaspekte
Die Messungen auf sequentiellen Maschinen wurden mit hochoptimierenden C-
Compilern gemacht. Der MPL-Compiler hat dagegen eine Reihe von Schw

achen,
die das Ergebnis zuungunsten des parallelen Programms beeinussen. Trotzdem







ur massiv parallele Rechner ist, da die zur Verf

ugung stehende Software
nicht dem vollen Stand der Technik entspricht.





aumnisse des Compilers nachzuholen. So konnte | durch konsequente De-
klarierung aller lokalen Variablen als register, sowie durch Ersetzung der logischen





ange | eine Beschleunigung von 91 % erreicht werden!
Weitere 5,5 % Verbesserung waren m

oglich, indem die Speicherabbildungs-
funktion f

ur das 3D-Array  von Hand kodiert wurde. Der Compiler hatte wohl
an Stelle einfacher Konstanten-Multiplikation mit 5, die sich ohne echte Multipli-




at, vollwertige 16- oder
72
Parallele Suche am Beispiel des FSSP




Jede der Elementaroperationen advanceCol, advanceTime, advanceSize und simu-
lateError m

ussen die Umgebung (s; t; c) bestimmen und dann auf den entspre-
chenden Eintrag der

Ubergangsfunktion  zugreifen. Dabei entstehen recht hohe
Kosten, da jeder Prozessor

uber vier individuell berechnete Adressen auf seinen
lokalen Speicher zugreifen mu. Um das mehrfache Vorkommen dieser teuren
Operation zu vermeiden, wurde deshalb eine neue Elementaroperation recom-
puteEntry geschaen, die allein f

ur diese Zugrisoperation zust

andig ist. Dabei
wurde die in Abschnitt 7.5.3 beschriebene Technik zu Verschmelzung von Ele-




Ahnlichkeit bestand zwischen den beiden Operationen backtrack
und getNextChoice. Beide m

ussen Auswahlpunkte, die keine Wahlm

oglichkeiten
mehr oen lassen, vom Keller entfernen. Deshalb wurde eine neue Elementar-
operation cleanStack eingef

uhrt, die diese Aufgabe

ubernimmt. In diesem Fall




Eine deutliche Beschleunigung (17 %) ergab sich allerdings durch Weglassen
einer Heuristik aus backTrack. Die in Abbildung 3.8 dargestellte Heuristik, die
Simulationsschritte spart, wenn Auswahlpunkt und Fehlerpunkt nah beeinander-
liegen, bringt im sequentiellen Fall eine deutliche Beschleunigung. Da die dazu
n

otige Abfrage aber recht kompliziert ist und selten gebraucht wird, ist sie im
SIMD-Fall nicht der M

uhe wert.
Um (auf der MasPar knappen) lokalen Speicher zu sparen, wird das Raum-
zeitdiagramm C in sehr kompakter Form abgespeichert. Die dadurch relativ
komplizierte Speicherabbildungsfunktion wird im sequentiellen Algorithmus an
einer Stelle innerhalb der Hauptschleife benutzt, dort aber so selten aufgerufen,
da die entstehenden Kosten kaum ins Gewicht fallen. In der SIMD-Version
wurde diese Operation aber doch so oft abgefragt, da sich 6 % Beschleunigung
erreichen lieen, indem der dort vorliegende Aufruf (der von recht spezieller Art
ist) durch einen Tabellenzugri ersetzt wurde.
Die Elementaroperation advanceTime wird zwar seltener gebraucht als advan-
ceCol, ist daf

ur aber auch billiger. Formel 7.4 ergab nun, da beide Operationen
ungef

ahr gleich oft abgefragt werden sollten. Daraufhin bot es sich an, advance-
Time ganz wegzulassen und als zus

atzliche Bedingung in advanceCol einzubauen.
Das Wegfallen des Kontrollaufwandes und die einfachere Operationsanordnung
ergaben insgesamt eine 27%-ige Verbesserung.
Anordnung der Abfragen
Um die Anordnung der Abfragen zu optimieren, wurden die in Abschnitt 7.3 und
7.4 diskutierten Methoden eingesetzt. Die Kosten c
i
wurden mit Hilfe des MP-





ahler im Programm gemessen. Tabelle 10.2 zeigt die Messergebnisse, und die














advanceCol 28,8 343 20,7
recomputeEntry 37,4 215 29,7
makeChoicePoint 3,5 256 8,3
backtrack 3,7 700 5,2
getNextChoice 2,3 352 5,8
cleanTos 8,0 399 10,1
simulateError 16,1 241 18,5

















[advanceCol, makeChoicePoint, simulateError, recomputeEntry,
advanceCol, simulateError, cleanTos, getNextChoice,
recomputeEntry, advanceCol, simulateError, recomputeEntry,
advanceCol, simulateError, advanceSize, cleanTos,
backtrack, recomputeEntry]
Die Abfragefolge weicht nur an einer Stelle von den H

augkeiten ab, die das ana-
lytische Modell vorschl

agt. Da recomputEntry grunds

atzlich Nachfolgezustand
von getNextChoice und simulateError ist, ist es sinnvoll, diese drei Operationen
gemeinsam abzufragen. Deshalb wurde die f







zu 4 aufgerundet, und recomputeEntry wird nur viermal statt
f

unfmal abgefragt. Alle anderen Versuche, durch Abweichen von der errechne-
ten H

augkeit Verbesserungen zu erzielen, f

uhrten zu nichts. Dies spricht daf

ur,
da Formel 7.4 auch f

ur nichtprobabilistische Abfragefolgen sinnvoll ist, solange





naiven\ Abfragefolge, bei der jede Operation nur einmal
vorkommt, ergibt sich eine Beschleunigung von ca. 63 %. Gegen

uber einer reihen-
folgeoptimierten Abfragefolge minimaler L

ange ist immerhin noch eine Beschleu-
nigung von ca. 50 % zu verzeichnen. Einfache Optimierungsans

atze, wie verdop-
peln der wichtigsten Abfragen, bloe Benutzung von Formel 7.4 ohne Benutzung





uhrten nur zu Beschleunigungen von 10{20 %.
Die durch die iterative Kostenabsch

atzung aus Abschnitt 7.4.1 vorausgesagte
Beschleunigung lag jeweils um ca. zwei Prozentpunkte neben den Messungen. Die
Modellierung des asynchronen Kontrollusses durch

Ubergangswahrscheinlichkei-
ten scheint also angemessen zu sein. Die Kostenfunktion f

ur die probabilistische
Abfragestrategie hat eine Beschleunigung von ca. 59 % vorausgesagt, was recht
nah am tats

achlich Erreichten liegt. Wie erwartet, waren die f

ur probabilisti-
sche Abfrage errechneten absoluten Kosten ungef

ahr doppelt so hoch wie die f

ur
deterministische Abfrage beobachteten Werte.
Alle SIMD-bezogenene Optimierungen zusammen haben eine Beschleunigung
um mehr als das 3 fache bewirkt.
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10.3 Beurteilung der Leistung
Alle Optimierungen zusammen haben eine Beschleunigung um das 38 fache der
urspr

unglichen Leistung erbracht. Interessant ist dabei, da nur eine der Einzel-
optimierungen (der Umstieg auf Routerkommunikation) eine Beschleunigung von
mehr als 100 % erbracht hat. Ansonsten waren es viele kleine Verbesserungen,
die sich zu einer recht beachtlichen Zahl multiplizieren.
Die sich daraus ergebende Gesamtleistung ist wohl h

oher als alles, was ge-
genw






ur den Erfolg einer parallelen Implementierung erf

ullt. Vergleicht
man den Preis einer MasPar mit dem einer entsprechenden Zahl von Work-




Speedupmessungen sind nicht ganz einfach, da Routerkommunikation und Re-
duktionsoperationen auf einer 16K-MasPar wahrscheinlich langsamer als auf klei-
neren Maschinen sind, selbst wenn nur eine geringe Prozessorzahl verwendet wird.
Auerdem hat sich herausgestellt, da der Parameter  der adaptiven Arbeits-





werden sollte. Tabelle 10.3 zeigt die Laufzeiten f

ur verschiedene Prozessorzahlen
zusammen mit dem Wert f






ahnten Ungenauigkeiten wird deutlich, da es einen fast linearen
Speedup gibt. Der Ezienzvorteil der kleineren Prozessorzahlen kann n

amlich















Zwei der schnellsten sequentiellen Rechner, die auf dem Campus ausndig gemacht werden
konnten (DEC-Alpha und SGI Indigo R4000), haben beide fast 12x l

anger gebraucht als die
MasPar (siehe auch Anhang C).
Kapitel 11
Zusammenfassung und Ausblick
In den letzten Kapiteln wurde eine groe Zahl positiver wie negativer Ergebnisse
beschrieben, von denen hier noch einmal die wichtigsten herausgehoben werden
sollen. Auerdem wird versucht, auf einige oene Fragen hinzuweisen, die viel-
leicht eine n

ahere Untersuchung wert sind.
11.1 Polyautomaten
11.1.1 Das FSSP
Greifbares Ergebnis in Bezug auf das FSSP ist, da keine L

osung mit 4 Zust

anden
existiert. Im gleichlautenden Ergebnis von Balzer wurde ein Fehler entdeckt und
behoben.





aren, ist eher in weitere Ferne ger

uckt als vorher, da der
Fehler in Balzers Algorithmus die Leistungen des Suchalgorithmus besser ausse-
hen l

at als sie sind. Auerdem ist ein weiterer Versuch gescheitert, bessere und
intelligentere Suchalgorithmen zu bauen. Auch die durch Parallelisierung erreich-
bare Leistungssteigerung ist nur ein Tropfen auf den heien Stein. Es gibt zwar
einige plausible Annahmen dar








te, aber selbst die Hinzunahme weniger plausibler Annahmen reichte bei weitem




Mit Hilfe einer Variante des Suchalgorithmus f






ur homogene Trellisautomaten zu nden, die die
Sprache fww
R
jw 2 fa; bg
+
g akzeptieren. Jede dieser L

osungen benutzt ein ak-
zeptierendes und 4 ablehnende Symbole. Die Korrektheit einer dieser L

osungen
wurde bewiesen und die der anderen f









Die Akzeption von fwwjw 2 fa; bg
+
g ist zumindest insoweit schwieriger, als
da keine L






uten genau zwei ablehnende Symbole vorsehen.
Suche nach L

osungen mit mehr als 7 Symbolen scheitert wieder an der schie-
ren Gr

oe des Suchraums. Trotzdem k

onnte ein Suchalgorithmus helfen, weitere
Ergebnisse zu erzielen. So k











uhren oder besonders tiefes Backtracking
ausl







ahnlich dem von Satz 3
zu f

uhren, die z.B. zeigen k

onnten, da keine L

osung mit weniger als 3 akzeptie-




onnte sich dieser Beweis f

ur eine
beliebige feste Zahl von akzeptierenden Zust

anden verallgemeinern lassen, womit
bewiesen w

are, da fwwjw 2 fa; bg
+
g von keinem homogenen Trellisautomaten
akzeptiert werden kann.
11.1.3 Verallgemeinerung





ten, die eine gegebene Problemspezikation erf

ullen, nur ein Spezialfall des alten
Wunschtraums rein deklarativ programmieren zu k

onnen. Diese Idee hat in der KI
und imProgrammiersprachendesign immermal wieder eine Rolle gespielt, ist aber
auch immer wieder gescheitert, da der resultierende Suchraum f

ur nichttriviale







ufen, i.allg. unentscheidbar. (So war es ja z.B. im Fall der gefunde-
nen Trellisautomaten n





Ein Beitrag, den die Erfahrungen mit dem FSSP zu dieser alten Diskussion
leisten k

onnen, ist die Erfahrung, da einfache, schnelle Algorithmen oft bessere
Ergebnisse erzielen, als ausgefeilte Systeme mit KI-Einf

arbung.
Dennoch kann Suche nach Programmen bei sorgf

altiger Auswahl der Pro-
blemstellung ein n

utzlicher Ansatz sein. Eine bekannte Anwendung ist z.B. der
GNU-Superoptimizer. Dabei handelt es sich um ein System, das Maschinenbe-





Er kann eingesetzt werden, um die Versatzst

ucke zu optimieren, mit deren Hilfe
der Codegenerator eines Compilers den Code zusammensetzt. Es ist nicht aus-
zuschlieen, da die Ergebnisse dieser Arbeit (insbesondere die Erfahrungen mit
der Parallelisierung) helfen k









ucke zu unterteilen und die-
se parallel zu durchsuchen, hat sich | auch f













ahernd linearer Speedup erreichen. Eine Schl

usselrolle spielt dabei die
Arbeitsverteilung.
 Einfache Nachbarschaftskommunikation ist auf Verbindungsnetzen mit




urfeln von Zufallsverbindungsmustern ist ein einfaches und robustes
Verfahren.
 Je nach Problemstellung lassen sich gute Ergebnisse erzielen, indem Kandi-
daten f

ur die Arbeitsumverteilung nach einer Bewertungsfunktion sortiert





soren gemeinsamen Umverteilungsphase | durchgef

uhrt, kann der durch
11.3 SIMD-Aspekte
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einen zentralen Arbeitsverteilprozessor drohende Flaschenhals vermieden
werden.
 Indem die Arbeitsverteilung nur angeworfen wird, wenn hinreichend viele
Prozessoren arbeitslos sind, kann die Balance zwischen Suche und Umver-
teilung eingehalten werden.
 Initiale Arbeitsverteilung kommt im Prinzip ohne Kommunikation aus.
Da der FSSP-Algorithmus von recht einfachem Typus ist, w

are es interes-




alpha-beta\,: : : zu
untersuchen. Insbesondere ist zu kl
















Der eigentliche Suchalgorithmus und die parallelen Komponenten lassen sich
weitgehend trennen, deshalb best






ur parallele Suchalgorithmen zu erstellen, dessen Benutzer
nur noch die problemabh

angigen Aspekte spezizieren mu. Da die Erstellung
ezienter paralleler Programme sich als recht aufwendig herausgestellt hat, k

onn-
te das Framework helfen, solche Anwendungen auch durch Personal mit weniger
Spezialkenntnissen erstellen zu lassen.
Das Beispiel des FSSP zeigt aber auch, da auch eine erfolgreiche Parallelisie-
rung ein Grundproblem von Suchalgorithmen kaum mildert. Da die Algorithmen
im allgemeinen exponentiell sind, wird selbst eine vieltausendfache Beschleuni-
gung oft nur geringe Auswirkungen auf die erreichbare Suchtiefe haben. Paralle-
lisierung wird sich deshalb vor allem in folgenden F

allen anbieten:
 Wenn auch kleine Verbesserungen den Aufwand wert erscheinen lassen. Bei-
spiele w

aren Produktionsplanungssysteme, bei denen Maschinenstandzeiten
u.U. erhebliche Kosten verursachen oder Schachprogramme, deren Leistung
eine Art Prestigeobjekt sind.
 Wenn die Problemgr






werden, um z.B. Echtzeitanforderungen gerecht zu werden.
 Bei Problemen mit relativ geringer Zahl von Knoten aber hohen Kosten pro
Knoten. In diesem Fall kann die Parallelisierung zu einer relativ deutlichen
Vergr







Das Verhalten eines MIMD-Rechners l

at sich auf einem SIMD-Rechner mit Hilfe
einer Folge von Abfragen von Elementaroperationen emulieren. Die Elementar-
operationen lassen sich auf recht systematischem Wege nden. Die wichtigsten





at sich als Auswahl eines speziell auf das gegebene Problem zu-
geschnittenen abstrakten Maschinenbefehlsatzes deuten, der vom SIMD-Rechner




 Sind durchschnittliche Auftretenswahrscheinlichkeit und Kosten der Ele-
mentaroperationen bekannt, so l

at sich die optimale Abfrageh

augkeit
analytisch ausrechnen. Sie ist proportional zur Wurzel des Verh

altnisses
von Auftretenswahrscheinlichkeit zu Kosten.
 Durch sorgf







nen bekannt, so kann die Eektivit

at von Abfragefolgen mit Hilfe eines
einfachen iterativen Verfahrens beurteilt werden.
 Durch Umformen des Satzes von Elementaroperationen kann die Ezienz















{ Aufnehmen billiger Elementaroperationen in aufrufende Operationen.




{ Abspalten selten ben

otigter, teurer Zweige in IF-Konstrukten.
Obwohl es sich herausgestellt hat, da die Darstellung eines Algorithmus mit
Hilfe von Elementaroperationen auch zur Verst

andlichkeit beitragen kann, w

are













are, ist die Be-
stimmung ezienter Abfragefolgen. Ideal w

are eine einfache Heuristik, die gute
Abfragefolgen produziert (unter Zuhilfenahme von Proling Information). F

ur
sehr zeitkritische Anwendungen k

onnten sich auch Verfahren zur kombinatori-
schen Optimierung lohnen. Von (zumindest theoretischem) Interesse w

are auch,











jw 2 fa; bg
+
g
Einziger akzeptierender Zustand ist jeweils x. Fragezeichen weisen darauf hin, da







ange bis 20 getestet. Die Korrektheit von L

osung 1 wurde bewiesen.
Solution: 1
AA->x AB->C AC->C AD->x Ax->? BA->C BB->x BC->x BD->C Bx->? CA->D
CB->C CC->C CD->D Cx->A DA->C DB->D DC->D DD->C Dx->B xA->? xB->?
xC->D xD->C xx->B
Solution: 2
AA->x AB->C AC->x AD->? Ax->? BA->C BB->x BC->C BD->D Bx->? CA->D
CB->? CC->D CD->C Cx->A DA->C DB->x DC->C DD->D Dx->D xA->? xB->?
xC->C xD->B xx->B
Solution: 3
AA->x AB->C AC->x AD->C Ax->? BA->C BB->x BC->C BD->x Bx->? CA->D
CB->C CC->D CD->C Cx->A DA->C DB->D DC->C DD->D Dx->B xA->? xB->?
xC->C xD->D xx->B
Solution: 4
AA->x AB->C AC->x AD->C Ax->? BA->C BB->x BC->C BD->x Bx->B CA->B
CB->C CC->D CD->C Cx->A DA->C DB->D DC->C DD->D Dx->B xA->? xB->D
xC->C xD->D xx->B
Solution: 5
AA->x AB->C AC->D AD->C Ax->? BA->C BB->x BC->C BD->D Bx->? CA->x
CB->C CC->D CD->C Cx->C DA->C DB->x DC->C DD->D Dx->D xA->? xB->?
xC->A xD->B xx->B
Solution: 6
AA->x AB->C AC->D AD->C Ax->? BA->C BB->x BC->? BD->x Bx->? CA->x




AA->x AB->C AC->B AD->C Ax->? BA->C BB->x BC->C BD->D Bx->D CA->x
CB->C CC->D CD->C Cx->C DA->C DB->x DC->C DD->D Dx->D xA->? xB->B
xC->A xD->B xx->B
Solution: 8
AA->x AB->C AC->D AD->C Ax->? BA->C BB->x BC->C BD->D Bx->? CA->C
CB->x CC->C CD->D Cx->D DA->x DB->C DC->D DD->C Dx->C xA->? xB->?
xC->A xD->B xx->B
Solution: 9
AA->x AB->C AC->x AD->C Ax->? BA->C BB->x BC->C BD->x Bx->? CA->C
CB->D CC->C CD->D Cx->B DA->D DB->C DC->D DD->C Dx->A xA->? xB->?
xC->D xD->C xx->A
Solution: 10
AA->x AB->C AC->C AD->D Ax->? BA->C BB->x BC->x BD->? Bx->? CA->?
CB->D CC->D CD->C Cx->B DA->x DB->C DC->C DD->D Dx->D xA->? xB->?
xC->C xD->A xx->A
Solution: 11
AA->x AB->C AC->C AD->x Ax->? BA->C BB->x BC->x BD->C Bx->? CA->C
CB->D CC->D CD->C Cx->B DA->D DB->C DC->C DD->D Dx->A xA->? xB->?
xC->C xD->D xx->A
Solution: 12
AA->x AB->C AC->C AD->x Ax->A BA->C BB->x BC->x BD->C Bx->? CA->C
CB->A CC->D CD->C Cx->B DA->D DB->C DC->C DD->D Dx->A xA->D xB->?
xC->C xD->D xx->A
Solution: 13
AA->x AB->C AC->C AD->D Ax->? BA->C BB->x BC->D BD->C Bx->? CA->C
CB->x CC->D CD->C Cx->C DA->x DB->C DC->C DD->D Dx->D xA->? xB->?
xC->B xD->A xx->A
Solution: 14
AA->x AB->C AC->? AD->x Ax->? BA->C BB->x BC->D BD->C Bx->? CA->C
CB->x CC->D CD->C Cx->C DA->D DB->? DC->C DD->D Dx->A xA->? xB->?
xC->B xD->D xx->A
Solution: 15
AA->x AB->C AC->C AD->D Ax->D BA->C BB->x BC->A BD->C Bx->? CA->C
CB->x CC->D CD->C Cx->C DA->x DB->C DC->C DD->D Dx->D xA->A xB->?
xC->B xD->A xx->A
Solution: 16
AA->x AB->C AC->C AD->D Ax->? BA->C BB->x BC->D BD->C Bx->? CA->x






Das nachstehende Programm sucht die Anzahl der L






oe M . Es ist Grundlage des Beweises f

ur den Fall N = 4.
Das Programm lehnt sich eng an Algorithmus 3.5 an. C, pattern und  werden
mit Hilfe dreidimensionaler Felder implementiert. Die Regeln SIMULATE und
DEFINE' tauchen nicht mehr direkt auf, sondern sind direkt als Datenstruktur-
manipulationen implementiert. Eine zus

atzliche Variable entry speichert einen
Zeiger auf ((s; t; c)). Auerdem werden aus Ezienzgr

unden keine rekursiven










/* Search for a n-state Solution of the */
/* Firing Squad Synchronisation Problem */
/* minimal version */
/************************************************************/
#include <stdio.h>
/* Number of States */
#define N 4









/* pattern and C */
typedef struct {State pattern, history;} Trace;
Trace trace[M+1][2*M][M+2];
III
/* Transition function */
State next[N+1][N+1][N+1];
#define Next(i, j, k) (next[(int)(i)][(int)(j)][(int)(k)])
/* number of solutions */
long solutionCount;
/* Initialize C and Pattern */
void initTrace(void)
{ int s, t, c;
for(s=2; s<=M; s++){
/* initial condition */
trace[s][0][1].history = GENERAL;
for(c=2; c<=s; c++) trace[s][0][c].history=Z0;
/* mark borders */
for(t=0; t<=2*s-2; t++)
trace[s][t][0].history = trace[s][t][s+1].history = BORDER;
/* mark firing time */
for(c=1; c<=s; c++) trace[s][2*s-2][c].pattern = FIRE;
}
}
/* Find number of solutions given current position (s,t,c) and nu(s,t,c) */
void search(int s, int t, int c, State *entry)
{ while(*entry != ANY){ /* transition already known */
trace[s][t][c].history = *entry; /* perform simulation */
if((trace[s][t][c].pattern != ANY || *entry == FIRE) &&
trace[s][t][c].pattern != *entry){return;} /* inconsistent */
else{ c++; /* next column */
if(c > s){ c=1; t++; /* next time step */
if(t > 2*s-2){t=1; s++; /* next size */
if(s > M){solutionCount++; return;}}} /* done */





if(trace[s][t][c].pattern != ANY){ /* forced new transition */
*entry = trace[s][t][c].pattern;
search(s, t, c, entry);
}else{ /* free new transition */
for(*entry = N-1; *entry != ANY; (*entry)--){
search(s, t, c, entry);
}
}




{ Next(Z0, Z0, Z0 ) = Next(Z0, Z0, BORDER) = Z0;
initTrace();
search(2, 1, 1, &(Next(BORDER, GENERAL, Z0)));






Die folgenden Messungen wurden mit einer optimierten Version des FSSP-
Suchalgorithmus durchgef















uhrung der Messungen m

ochte ich Christian von Roques, Roger Buthenuth
und Markus Mock danken.
Maschine Zeit [s]




Sun4/20 sparc I-SLC 617.3
Sun4/40 sparc I-IPC 499.1
Iris indigo R3000 362.612
Sun4/75 sparc II 286.8
i486/50 Linux 255.51
Sun10 cc -O 186.9
Sun10 gcc -O6 ... 181.7
hp 9000/710 169.57
hp 9000/720 168.66
Iris indigo R4000 127.050
DEC alpha, 150 MHz 126.77
VI
Glossar
? Nichtdenierter Funktionswert. Hier undenierter Zustand
# Randzustand






Ubergangsfunktion eines zellularen Automaten
abc!d Eintrag in  ((a; b; c) = d)
l =) r j b Regel, die l in r transformieren kann, wenn Bedingung b erf

ullt ist
A Menge der Zust

ande eines zellularen Automaten
a
i




uck der Form IF b THEN Elementaroperation
Abfragefolge Liste [l
1
; : : : ; l
m









ACU Array Control Unit | Steuereinheit der MasPar
Anfangskonguration Von auen vorgegebene Konguration eines zellularen
Automaten zum Zeitpunkt 0
Auswahlpunkt Position (s; t; c) in C an der mehrere Instanzen von DEFINE'
anwendbar sind





uhrung von Elementaroperation i
C Stand der Simulation f














Konguration eines zellularen Automaten mit Retinagr






(c) Zustand der c-ten Zelle in Retina der Gr

oe s zum Zeitpunkt t
Contour Menge aller aktuellen Auswahlpunkte






arfte Version von DEFINE
Elementaroperation Codest














augkeit der Abfrage von Elementaroperation i
Fehlerpunkt Position (s; t; c) in C auf die keine Regel anwendbar ist, obwohl
(s; t; c) bekannt ist
F Feuerzustand
FSSP Firing Squad Synchronisation Problem
G Generalszustand





iproc Prozessornummer (0 : : : nproc  1) in MPL
Konguration Zustandsvektor der Zellen einer Retina
M Maximale betrachtete Retinagr

oe
MasPar Hersteller der MasPar MP-1, MP-2 Rechner
MPL MasPar Programming Language, ANSI-C mit datenparallelen Erweite-
rungen
N Zahl der Zust











Wahrscheinlichkeit des Auftretens von Elementaroperation i
p
ij









plural Attribut eines MPL-Objekts, das auf jeder PE angelegt wird
POS Menge aller f

ur C und pattern sinnvollen Positionen (s; t; c)
Raumzeitdiagramm Darstellung eines Simulationsablaufs durch Auftragen
der Kongurationen eines zellularen Automaten

uber die Zeit
reduceAdd/Max/Min MPL Bibliotheksfunktion, die Summe,Maximumbzw.
Minimum eines plural-Objekts bestimmt
VIII
Regelanwendung Regel l =) r j b kann auf Position (s; t; c) angewandt werden,
wenn (s; t; c) in b vorkommt und b erf

ullt ist












SIMULATE Regel, die deniert, wann ein Simulationsschritt m

oglich ist




Ruhezustand eines zellularen Automaten
IX
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