We consider the task model of periodic tasks running on a network of processor nodes connected by a bus based on the time-triggered protocol, an industry-standard bus protocol designed for safety-critical automotive and avionics distributed embedded systems, and present an integrated optimization framework that jointly considers one or more of the following attributes: task-toprocessor allocation, task priority assignment, task period assignment and bus access configuration. We adopt a hierarchical optimization framework, where each possible task allocation and priority assignment is treated as one top-level coarse-grained state, which may contain many lower-level fine-grained states defined by different task period assignments and bus access configurations. Simulated annealing is used to explore the top-level states, which calls a geometric programming solver as a subroutine to explore the lower-level states contained within a given top-level state. Performance evaluation shows that our framework has good performance in terms of solution quality and scalability.
INTRODUCTION
Time-triggered protocol (TTP) is an industry-standard bus protocol for hard real-time automotive and avionics control systems, e.g. X-by-wire, where X stands for drive, steer, brake etc. It is based on time-division multiple access (TDMA), where the bus schedule is divided into time slots of fixed length, and each node on the bus is assigned a time slot in which to transmit messages. Under the TTP protocol, when a task sends a message to another task on a different processor, the message is put in the local buffer, which is in turn sent on the bus by the TTP communication controller. Messages are put in the output queue of the local node at the WCRT of its sender task. The queue is sorted in priority order. When the bus time slot assigned to the processor arrives, as many messages as can fit in the bus time slot are transmitted in the time slot starting from the head of the queue, and all messages in the same bus time slot are delivered to their destination processor nodes at the end of the time slot, regardless of the messages' exact arrival times. The bus access configuration (BAC) refers to a set of configuration parameters consisting of bus time slot lengths and slot-to-processor assignments, which have a large effect on message delays. It can be defined formally as follows. 
one-to-one function mapping from each bus time slot index to a processor index. Length of the TDMA round T tdma is the sum of the length of all the M time slots, i.e. T tdma = 1≤k≤M len(S k ).
We aim to solve the following optimization problem: Given an application task graph and a hardware platform with a certain number of processors connected with a TTP bus, explore the design space with one or more of the following free variables: task-to-processor allocation, task priority assignment, task period assignment and BAC, with the optimization objective of minimizing the average latency of a set of end-to-end paths in the task graph.
For distributed embedded systems in automotive and avionics control applications, it is typical that sensors sample input data, which are processed by a number of intermediatestage processors, eventually resulting in output action at the actuators. Hence task/message completion times at intermediate processing stages are not as important as the end-to-end latencies, since only the end-to-end latencies are visible to the external world. Typically, control performance of a distributed embedded control system is highly sensitive to the end-toend sensor-to-actuator latency, and hence it is desirable to minimize the latency on any given end-to-end path. However, different end-to-end paths may share common intermediate processors, and hence it may not be possible to minimize latencies on all paths simultaneously, as reducing latency on one path may increase latency on another path. Therefore, we adopt the optimization objective of minimizing the average latency of all end-to-end paths in the task graph, which is equivalent to minimizing the sum of latencies of all end-toend paths. For the tasksets TS 0 -TS 4 used for performance evaluation, the number of end-to-end paths is small enough to make it feasible to adopt the objective of minimizing the sum of latencies of all end-to-end paths. If the number of end-to-end paths grows prohibitively large, then we may adopt other variations of the optimization objective, e.g. minimizing the sum of latencies of a selected subset of important endto-end paths identified by the designer; minimizing weighted average latency end-to-end paths to place emphasis on more important paths; or minimizing the latency of one critical path while meeting deadlines on other paths, etc. Our optimization framework is independent of any specific formulation of the optimization objective, and can be easily adapted to use other objective functions.
The rest of the paper is structured as follows. We present our system assumptions and overview of the proposed solution in Section 2; our technique for optimization of TTP BAC and task periods using GP in Section 3; our technique for optimization of task allocation and priority assignment using simulated annealing (SA) in Section 4; performance evaluation in Section 5; related work in Section 6; and conclusions in Section 7.
SYSTEM ASSUMPTIONS AND SOLUTION OVERVIEW
We make the following assumptions in this paper:
• The application is a multi-rate task graph, where a set of periodic tasks communicate with each other and may execute at different rates. Each task is mapped to a fixed processor node and assigned a fixed priority. Each task has a known worst-case execution time (WCET), a period and deadline equal to its period. (It is straightforward to address the cases when task deadline is less than or greater than its period by plugging in the appropriate schedulability analysis equations.) Processor scheduling is preemptive fixed-priority scheduling (FPS), which is the most widely used real-time scheduling algorithm in industry today and supported by most commercial real-time operating systems. Dynamic priority scheduling algorithms, e.g. earliest deadline first (EDF) or least laxity first (LLF), have some desirable properties compared with FPS, e.g. EDF can achieve higher CPU utilization than FPS while still guaranteeing schedulability. However, they are not widely used in industry due to their implementation complexity, (relatively) high runtime overheads and lack of temporal protection/isolation for critical tasks [1] . Buttazzo [2] made some strong arguments for EDF scheduling (when compared with FPS) in 2005, but it may be difficult to convince industry to change its current practice and adopt dynamic priority scheduling, especially for safetycritical real-time embedded systems in the automotive and aerospace industries, which tend to be very conservative in adopting new technologies. Static, cyclic scheduling can potentially be adopted as our task model since all task invocations are strictly periodic, and we can simply use the execution trace as the static schedule. However, FPS still has many well-known advantages over static scheduling in terms of temporal protection, system maintainability and extensibility. For example, timing overruns of a lower-priority task, or addition of a new lower-priority task does not affect timing guarantees of higher-priority tasks, while they may require a complete redesign of a fully static schedule. Locke [3] concluded that FPS dominates static cyclic scheduling for most hard realtime applications from a software engineering perspective. Audsley et al. [4] showed that imposing fixed release offsets for a periodic taskset with FPS can help reduce task response times significantly compared with the case with no offset constraints, thus removing one major drawback of FPS and making FPS more competitive compared with static cyclic scheduling.
• Inter-task communication is via message passing. Task execution is strictly periodic and decoupled from message transmission through buffers on each processor node. Interprocessor communication is via asynchronous buffers with non-blocking read/write semantics, i.e. each task uses periodic polling to obtain its input data at its start time instead of being triggered by its input message(s). Each task reads its input message(s) when it starts execution regardless of the arrival times of the input messages; it produces its output message(s) at the time instant of its worst-case response time (WCRT) after its start time.
Even if the task finishes before its WCRT, the output messages are not placed in the local buffer until its WCRT.
(This is similar to the fixed-logical execution time (FLET) assumption advocated by the Giotto framework [5] . It eliminates task output jitter, and can be easily implemented with timers [1] .) This runtime model implies that all messages are sent periodically without any release jitter, which makes the timing behavior of the TTP bus less pessimistic than if messages inherit non-zero release jitter from their sender tasks. We can take into account message release jitter in the analysis equations for TTP bus message response time, but this may introduce more pessimism and cause under utilization of the bus. Since bus communication bandwidth is often the critical resource in a large distributed system, we adopt this runtime model to increase bus utilization at the cost of possibly increased end-to-end latency.
• Each message has a known worst-case transmission time (WCTT) on the bus. A message inherits its period from its sender task. Messages sent between tasks on the same processor node does not access the bus and takes 0 time.
• The hardware platform consists of multiple processor nodes connected by a broadcast bus with TTP protocol. All processor nodes have the same processing speed. From TTTech's website (www.tttech.com), we find that their TTP development cluster supports a homogeneous cluster of Freescale MPC555 processor nodes, which supports our homogeneous nodes assumption. The techniques in this paper can be easily adapted to address a heterogeneous mix of processor types, which may be necessary to handle different workloads on different TTP nodes.
The large number of optimization variables (degrees of freedom in the design space), including task-to-processor allocation, task priority assignment, task period assignment and BAC optimization makes the design space exploration problem very challenging. One way to reduce the problem complexity is to divide the problem into several stages and solve each one sequentially and separately. For example, the MARS system [6] performs task allocation before scheduling, but the scheduling stage does not feed back any information to guide task allocation. This can lead to less optimal solutions, since it cuts off parts of the complete design space from the optimization algorithm.
In this paper, we present a hierarchical two-level optimization framework using different search techniques at different abstraction levels, with a feedback link from the lower to higher levels. Figure 1 shows the proposed framework. At each level, the search space is partitioned into states with a different level of granularity. Each possible task allocation and priority assignment is treated as one top-level coarse-grained state, within which there may be many fine-grained states defined by different choices of task period assignment and BAC. Two optimization algorithms are used:
(i) SA [7] for exploring the top-level state space of possible task-to-processor allocations and/or priority assignments. SA is a stochastic optimization algorithm that tries to find the globally optimal point in the design space by jumping over locally optimal points. It is inspired by the procedure of a craftsman forging a sword from steel, where the steel is first melted, and then cooled down slowly so that the atoms rearrange themselves to form a configuration with the lowest energy. (ii) GP [8] [6] , since the lower-level search algorithm constantly feeds back information to the top-level algorithm to guide its search through the design space. It also has benefits over an integrated formulation of the optimization problem with a stochastic optimization algorithm such as SA. GP is a convex optimization solver suitable for solving continuous optimization problems, but not discrete combinatorial optimization problems. Hence task period assignment and BAC optimization are more suitably solved with a specialized solver like GP, where the optimization variables (task periods and BAC) are adjustable within continuous ranges. On the other hand, SA is a generalpurpose technique that is shown to be effective for solving discrete combinatorial optimization problems, and hence taskto-processor allocation and priority assignment are more suitably solved with SA, where the optimization variables (taskto-processor allocation and task priorities) are chosen from a discrete set of possible values. Therefore, the combination of SA and GP offers advantages over SA or GP alone in the quest for better solutions. To support this claim, we show some preliminary performance comparisons between the proposed two-level optimization framework and a one-level optimization framework using SA alone in Section 5.
OPTIMIZATION OF TASK PERIODS AND TTP
BAC WITH GP Figure 2 illustrates the potentially large impact of the BAC and task periods on system timing properties. Upward arrows by the side of tasks denote periodic task activations. (Not all task instances are shown in the figure, but only the relevant ones.) S k denotes the bus time slot assigned to CPU k ; len(S 1 ) = 12, len(S 2 ) = 10. 1 In Fig. 2a , t 1 is invoked at time 0, finishes execution and puts m 12 in the local buffer of CPU 1 at time 10. Time slot S 1 happens to start at time 10, and so m 12 gains access to the bus immediately and finishes transmission at time 14. However, it is not delivered to CPU 2 until the end of S 1 at time 22 according to the TTP bus protocol. The receiver task t 2 is periodic and starts execution on CPU 2 at time 24 and reads the message. In Fig. 2b , since the TTP protocol dictates that a message can transmit in a bus time slot only when it is ready at the beginning of the time slot, m 12 is granted access to the bus in S 1 of the second TDMA round and arrives at CPU 2 at time 34. However, the receiver task t 2 has just started execution and already read its input buffer before m 12 's arrival, and so m 12 is not read until the next invocation of t 2 , which is further delayed FIGURE 2. Task t 1 on CPU 1 sends a message m 12 to task t 2 on CPU 2 over the TTP bus. by another higher priority task t 3 . Finally, the output message of t 2 is produced when it finishes execution at time 52. The delay caused by task t 2 is thus p(t 2 ) + r(t 2 ).
Message response time analysis for TTP
Consider the set of all end-to-end paths P in the task graph from a source task to a sink task. Each path p ∈ P consists of a linear chain of tasks task i and messages m kl . The latency due to task t i that lies along path p is its period p(t i ) plus its WCRT r(t i ), and the latency due to message m kl between two tasks on different processors that lies along path p is its WCRT r(m kl ). (Note that this is different from the path delay calculation in [10] for the controller area network (CAN) bus, where the worst-case latency caused by a message is also its period plus delay. This is because the release time of m kl is equal to the WCRT of its sender task task k , according to our task model described in Section 1.) The worst-case path latency L(path p ) is as follows:
Since tasks execute strictly periodically without any release jitter and each task's deadline is not greater than its period, the classic single-processor response time analysis [11] is used to calculate the WCRT, instead of the holistic analysis algorithm for distributed systems [12] that considers the coupling between tasks with precedence constraints, as follows:
where hp(t i ) refers to the set of tasks on the same processor with higher priority than task t i and r(t i )/p(t j ) denotes the number of times higher-priority task t j preempts t i between the start and finish of t i 's execution. Since we assume that a task deadline is equal to its period, Equation (3) that follows must be satisfied for all tasks to ensure schedulability:
We adopt the same WCRT analysis equations for periodic messages on the TTP bus as presented in [12, 13] , with one difference that messages do not have any release jitter due to our assumption that messages are produced at the WCRT of its sender task. Consider message m ij from t i to t j allocated to different processor nodes. The interference delay caused to m ij by higher-priority messages is equal to the maximum total size of higher-priority messages queued ahead of m ij , after it is produced and before it is granted access to the bus, as follows:
where hp(m ij ) is the set of higher-priority messages sent from the same processor as m ij , 2 Y ij denotes the worst-case time m ij spends in the output queue and Y ij /p(m kl ) is the number of higher-priority messages m kl generated in the time interval Y ij and queued ahead of m ij . Y ij can be obtained as follows:
where len(S k ) is the length of the bus time slot assigned to the processor that t i is assigned to; c(m ij ) + I ij is the total size of messages transmitted in the bus time slot assigned to the processor where t i is mapped;
is the maximum number of TDMA rounds needed to finish transmission of m ij and all higher-priority messages queued ahead of it. Equations (4) and (5) form a set of recursive equations that can be solved to obtain Y ij . The WCRT of message m ij is as follows:
Equation (7) ensures message schedulability, similar to Equation (3) for tasks. Recall that a message inherits its period from its sender task.
Optimization problem formulation
The standard form of GP is as follows:
where x = (x 1 , . . . , x n ) is a vector of positive continuous variables, f is a set of posynomial functions and g is a set of monomial functions. A posynomial is the sum of monomials, where a monomial function m has the form:
If x contains both integer and continuous variables, then it becomes a mixed-integer geometric programming (MIGP) problem.
We need to slightly rearrange the response time analysis equations in Section 3.1 to comply with the standard form of GP. From Equation (2), the constraints on the response time of t i are given by
where z1 ij = r(t i )/p(t j ) . From Equations (4) and (5), the constraints on the response time of m ij are as follows:
where
The MIGP nature of the problem formulation stems from the fact that z1 ij , z2 kl and z3 ij must be integers.
From Equation (6), we have
We duplicate Equations (3) and (7) here for completeness as follows:
The maximum size of all messages sent from cpu k must not exceed the length of its assigned time slot:
Note that the messages received by tasks on cpu k are not transmitted in the time slot assigned to cpu k , and so they do not form part of the constraint. The maximum length of any bus slot S ub depends on the data field size of the TTP frame, which is in turn determined by the communication controller hardware.
The absolute values of these bounds are not important in the context of our problem, but only their relative sizes compared to task execution and message transmission times are important.
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Length of the TDMA round is equal to sum of the length of all bus time slots:
The optimization objective is defined as minimizing the sum of end-to-end latencies of all end-to-end paths. It is named E since it is used as the energy function in SA.
Equations (9-16) form the constraint set, and Equation (17) is the objective function to be minimized. They can be easily converted to conform to the standard form of GP in Equation (8) by converting their right-hand sides to 1 through division. Task execution times c(t i ), message transmission times c(m ij ), task-to-processor allocation cpu(t i ) and task priorities 3 are constants. (Task allocation and priority assignment are either fixed statically or optimized with SA, but they are always constants in the GP formulation.) Task periods (p(t i )) and bus slot lengths (len(S k )) can be either constants or optimization variables, depending on the precise formulation of the optimization problem. Note that this is a non-linear optimization problem, not a linear combinatorial optimization problem, since some optimization variables (task periods and bus slot lengths) are continuous variables that appear in the denominator of the constraint conditions (Equations (2), (4) and (5)), along with the ceiling operator ( ). Therefore it cannot be handled by the widely used techniques of mixed-integer linear programming (MILP) solving or exhaustive search with branchand-bound (B&B).
Efficient approximate solution of the MIGP problem
Most GP solvers, e.g. MOSEK and GGPLAB [8] , cannot handle MIGP problems. The solver YALMIP [14] can handle very small MIGP problems with a B&B approach, but cannot scale to any realistic size problems used in our performance evaluation experiments. We adopt the technique proposed in [10] , which obtains a GP problem as a relaxation of the MIGP problem by replacing integer variables with continuous variables, solves the GP problem to obtain an approximate solution with an approximation error and gradually refines the approximation to reduce the error below an acceptable bound.
We use a toy example to illustrate its operation when applied to task period optimization. Consider the taskset in Table 1 . Task period p(t 1 ) is a continuous variable while all other task parameters are known constants. Each task's WCRT can be calculated with the Equation (2) for fixed-priority scheduling [11] . We would like to find the minimum value of p(t 1 ) while still guaranteeing schedulability by solving the following MIGP problem:
subject to 10 ≤ r(t 1 ),
The set of inequalities encode the constraints that each task's WCRT does not exceed its deadline, which is equal to its period for this example, and each task's WCRT r(t i ) is a safe value based on the recursive equation for calculating task WCRT (Equation (2)). Note that we cannot use equality (=) as in Equation (2), but must use inequality (≤) as required by the standard form of GP in Equation (8) . GP cannot be used to solve a recursive equation, but can be used to find a feasible or optimal solution to a set of constraint inequalities specified declaratively, similar to integer linear programming (ILP) or constraint programming (CP). This is an MIGP problem due to the ceiling operator ( ). We can obtain a GP problem as an approximation of the MIGP problem by adding three parameters α 21 , α 31 and α 32 as follows:
The α ij parameters are continuous variables between 0 and 1 representing the degree of conservatism in the approximation of the WCRT values. Setting all α ij = 1 is a safe but pessimistic approximation. Solving the GP problem with all α ij = 1 yields p(t 1 ) = 28.57, and response times r (t 1 ) = 16.90, r (t 2 ) = 35.03 and r (t 3 ) = 80.00. We then plug p(t 1 ) = 28.57 into Equation (2) with the ceiling function to obtain the true response times r(t 1 ) = 10.00, r(t 2 ) = 20.00 and r(t 3 ) = 52.00. It can be seen that indeed the r(t i ) values have been overestimated. Next, the α values are iteratively adjusted with some heuristic algorithm. During this process, we must make sure that ∀i, r (t i ) ≥ r(t i ). If we ever get any r (t i ) < r(t i ), then some α ij are too small and need to be increased. The process finishes when either the maximum estimation error, defined as the maximum difference between each r (t i ) value obtained by solving the GP problem and the r(t i ) value obtained by plugging in the task period assignments into Equation (2) This procedure is not guaranteed to find a set of α parameters to reduce the maximum estimation error to within errLim upon finish. Since the algorithm for adjusting the α parameters is a greedy heuristic approach, it is possible for the algorithm to get stuck in an infinite loop of 'adjust α, solve GP, max(|e i |) > errLim, adjust α etc.' Only exhaustive search over all possible α values can guarantee to find a solution with max(|e i |) ≤ errLim, but it is not feasible in practice since the α parameters are floating point values. We address this issue by adding a randomization component to the algorithm.
Similar to the approach for solving the toy example, we transform the MIGP problem in Section 3.2 into a GP problem by introducing a set of α parameters. Equations (19) (20) (21) are used to replace (9-11), respectively, as follows:
where z1 ij , z2 ij kl and z3 ij are continuous variables, and α1 ij , α2 ij kl and α3 ij are continuous variables between 0 and 1 to make up the difference between the variables z1 ij , z2 ij kl and z3 ij and their ceiling values. The relative approximation error for the WCRT of task t i is as follows:
where r (t i ) is the approximate WCRT of task t i obtained with the GP solver and a certain set of α parameters, and r(t i ) is the actual response time of task t i obtained by plugging in the task period assignments returned from the GP solver into the WCRT Equation (2) . Similarly, the relative approximation error for the WCRT of each message m ij is as follows:
The approximation errors must be positive to ensure that the response time estimations are pessimistic and safe. We then use the iterative procedure mentioned earlier to identify the set of α parameters that can reduce the maximum approximation error among all tasks and messages e max to a given upper bound:
All α parameters are initialized to 1, and their values are adjusted at each iteration according to the following greedy heuristic:
According to Equation (25) if r (t i ) is overestimated compared to the actual r(t i ), then e(t i ) > 0, and so α ij is decreased to reduce the pessimism in r i estimation, and vice versa. Similarly for the messages. This is a fairly simplistic heuristic that is shown to work very well in practice. We can draw an analogy with a proportional linear feedback controller with unit gain in feedback control theory, where the control input is adjusted linearly based on the deviation of control output from the control set-point.
We observed that this heuristic algorithm works well for most problem instances in our experiments. However, sometimes e max does not decrease monotonically as the algorithm runs, but fluctuates without convergence, as the procedure may get stuck in a local minimum and cannot escape. To address this problem, we specify an upper bound on the number of iterations to detect this situation, and upon detection, multiply each error term by a random number in the range of (0,1):
Experiments show that the estimation errors of WCRT of tasks and messages often drop and converge quickly to below 1% after less than a dozen iterations. However in a few cases, the optimization algorithm is stuck in a local minimum. In such cases, the randomization technique is very effective in helping escape the local minimum and continue to reduce the estimation errors, as we will show in Section 5. SA is a global optimization method that tries to find the global optimal point in the design space by jumping over local optimal points. It is inspired by the procedure of a craftsman forging a sword from steel, where the steel is first melted, and then cooled down slowly so that the atoms rearrange themselves to form a configuration with the lowest energy. As shown in Fig. 3 , SA works as follows. The temperature T is gradually decreased as SA runs. 4 At each step of SA, we make a random move, calculate the energy function E new for the new solution obtained via one of the random moves and then compare it to the energy function of the current solution E. If E new < E, then the new solution has an improved energy function, so accept it; otherwise, if e (E−E new )/T > random(0, 1), then accept the new solution despite the energy increase; otherwise, reject the new solution and attempt another random move. When the temperature is high, the probability of accepting a higher energy solution is high, to enable it to jump out of any possible local minima; as temperature drops, the system gradually settles down to a stationary state, possibly a local or global minima. The SA algorithm behaves similarly to a random search at high temperatures, and to hill-descent at low temperatures.
SA problem formulation for task allocation and priority assignment
Important components of SA include the definition of the energy function to be minimized, the annealing schedule, and the neighborhood function that describes how a new solution is obtained by mutating the current solution. For our problem, the energy function is the optimization objective defined in Equation (17) . The annealing schedule has an important impact on optimization quality. The slower the temperature cools down, the better the optimization quality, but the algorithm the running time also gets longer. Hence there is a tradeoff between the optimization quality and the running time of the optimization algorithm. We use three different neighborhood functions in our SA problem formulation, as explained next. A commonly adopted constraint for mapping a task graph to a multiprocessor and distributed platform is to restrict to convexcuts. For a given directed acyclic graph (DAG), a convex cut partitions the graph into clusters of nodes, and the new graph formed by the node clusters is still a DAG. Figure 4 shows some examples of convex and non-convex cuts. In the context of taskto-processor allocation, a convex cut is intuitively more 'regular' than a non-convex cut, and hence likely to incur less communication cost compared to a non-convex cut. Adopting convex PARAMETERS δt /*Temperature step size*/ T threshold /*Lower bound on temperature*/ INITIALIZATION T := T 0 /*Initial temperature*/ cf g := cf g init /*Initial system configuration*/ Run GP solver to obtain task periods and bus MAC, and calculate the initial system energy E from Equation (17) .
BODY while true do
Randomly generate a new system configuration cf gnew . Calculate the new system energy Enew from Equation (17) . /*If cf g new has lower energy, then accept it*/ /*Otherwise, if cf gnew has higher energy, then accept it with a certain probability dependent on the energy difference between cf g and cf gnew, and current temperature*/ cuts allows us to concentrate on a subset of the design space that is likely to contain the optimal solution, or better solutions. For example, consider a long task chain of N tasks as the application task graph to be allocated to two processors. There are a total of N + 1 possible convex cuts, where either 0 or 1 edges in the task graph is cut to go across the network; but there are a total of 2 N all possible cuts (convex and non-convex), where up to N − 1 edges may be cut with large communication costs. 5 We consider three different neighborhood functions: Random, Convex-Random and Convex-Subgraph. The common starting point for all three neighborhood functions is all tasks on the same processor. The Random neighborhood function is defined as follows: starting from a given task allocation, choose one of the following actions with equal probability to obtain a new task allocation: (i) Randomly choose two tasks and swap their processor allocation. 6 (ii) Randomly choose one task and move it to a different processor. (iii) Randomly choose two adjacent tasks connected by an edge and allocated to different processors, and move them to the same processor. (iv) If task priorities are also optimization variables, then randomly choose a pair of tasks on the same processor and swap their priority order.
The Convex-Random neighborhood function is defined similar to the Random neighborhood function, with an additional check to ensure that only random moves that result in convex cuts are accepted as legal moves.
The Convex-Subgraph neighborhood function is defined as randomly choosing a task t i and moving the subgraph rooted at t i to the processor with minimum sum of task WCETs to achieve better load-balancing. (Since task periods are optimization variables that are subject to change by the GP problem, they are unknown in the SA algorithm. Hence processor utilizations are also unknown and so we use the sum of task WCETs as an approximate measure of processor utilization. Experimental results show that this is an effective heuristic that causes SA to achieve rapid convergence.) For example, consider Fig. 4a . If task A is chosen, then the subgraph rooted at A consisting of tasks A, B and C are moved together; if task B is chosen, then tasks B and C are moved together; if task C is chosen, then only task C is moved, since it does not have any downstream tasks. Similar to Convex-Random, we also need to check that only convex cuts are allowed, since the Convex-Subgraph neighborhood function does not necessarily preserve convexity. For example, consider Fig. 5a . If task C is chosen, and tasks C and D are moved to a different processor from the one where task A is, then we get another convex cut shown in Fig. 5b . However, if tasks C and D happen to be moved to the same processor as task A, then we get a non-convex cut shown in Fig. 5c .
PERFORMANCE EVALUATION
We implemented our optimization framework within the MATLAB environment, including the SA algorithm and the iterative error reduction technique on top of the GP solver gpposy [16] . Since GP is invoked as a subroutine in the performance-critical inner loop of the SA optimization process, we set the maximum number of GP iterations at each SA step to be 8. Each GP iteration typically takes <17 s, which is within an acceptable range to be used within SA. Our experience shows that the relative error typically converges rapidly to below 1% within less than eight iterations. The experiments are performed on a Windows PC with a 2 GHz Pentium processor and 1 GB of memory. Our taskset is constructed based on the taskset from [17] consisting of 43 tasks and 36 inter-task communication edges to be allocated to eight processors.
We use the following tasksets in our performance evaluation experiments: The systems in [17, 18] are also based on a TDMA bus, but they are based on an event-triggered task model, where a receiver task is triggered by the arrival of its input message(s), and a message is triggered by the completion of its sender task. We use the same timing parameters as the taskset in [17] , but the execution model is different: both tasks and messages are triggered strictly periodically, as described in detail in Section 1. For TS 0 , task-to-processor allocation, priority assignment and initial task periods are the same as in [18] ; for TS 1 to TS 4 , all tasks are initially allocated to the same processor; task periods are initially the same as the taskset in [17] ; task priorities on each processor are initially assigned rate-monotonically, i.e. the smaller the task period, the higher the task priority. Both task periods and priorities may be subject to change during the optimization procedure.
We have identified a few industry case studies in the literature to get an estimate on realistic taskset sizes. Nilsson et al. [19] presented an example of an avionics control system from the Swedish aerospace industry with 15 tasks on a single processor; Locke et al. [20] presented the Generic Avionics Platform with 17 tasks running on a single Mission Control Computer connected to sensors and actuators via a bus with the MIL-STD-1553B protocol; Zheng et al. [21] presented an active safety system in an experimental vehicle from General Motors, with 41 tasks and 9 CPU nodes connected by a CAN bus. Therefore, we believe that the sizes of tasksets TS 0 to TS 4 In all the figures of optimization objective vs. number of SA steps, we only record data points for SA steps when the new configuration generated by a random move is accepted as the next solution, not the SA steps when the new configuration is rejected, in order to gauge how the objective function evolves along the trajectory of all accepted configurations. (Note that it is not meaningful to compare the absolute values of the optimization objective among different tasksets due to their different parameters; we can only compare the values of the optimization objective for the same taskset using different optimization algorithms.) All figures are best viewed in color.
Note that it is difficult to have an objective measure of scalability for stochastic optimization algorithms like SA. Unlike exact optimization algorithms such as ILP or satisfiability solving (SAT), where the scalability can be measured by the size of the problem that can be handled, SA can handle large-size problems and obtain a solution, but it is difficult to judge the quality of the solution, since the globally optimal solution is unknown and unobtainable due to the large problem size. When we observe a plateau in the plot of optimization objective vs. number of SA steps, we cannot judge if the globally optimal solution is reached, or if the SA algorithm is stuck in a fairly stable local minimum and unable to escape, or how far the current optimization objective is to that of the globally optimal solution. Scalability and effectiveness are the two sides of the same coin that can be traded off against each other for stochastic optimization techniques like SA. For example, if one is willing to spend days of CPU time to run SA, then obviously larger systems can be handled, i.e. scalability is improved, or better results can be obtained for a smaller system, i.e. effectiveness is improved. We have four sets of optimization variables: task-to-processor allocation, task priority assignment, task period assignment and BAC. We can treat one or more of them as constants, and others as optimization variables to generate different variations of the optimization problem formulation, as shown in Table 2 . Table 3 compares the values of the optimization objective function (Equation (17)) for OPT1 (optimization of task periods only with a fixed BAC) vs. OPT2 (integrated optimization of both the task periods and BAC) for TS 0 7 . We use two heuristic algorithms to set the fixed BAC for OPT1. For OPT1(a), we set the lower-bound value as specified in Equation (15) . OPT1(b), we set T tdma to be the minimum period of all tasks in the system, and assign an equal-length bus time slot to each processor, e.g. each slot has length T tdma /3 for three processors. The results show that the integrated optimization experiment (OPT2) achieved improvements of 11.2 and 24.3%, respectively, compared to optimizing task periods only (OPT1(a) and OPT1(b)). The results also show that OPT1(a) achieved better results than OPT1(b). Even though there is not a monotonic relationship between time slot lengths and system performance, smaller slot lengths typically imply more fine-grained sharing of the TTP bus and better overall performance. TDMA slot lengths can be set as part of the configuration parameters for the TTP bus, and hence there is no extra hardware overhead involved for smaller bus slot lengths. There may be the following reasons for not always adopting the minimum bus slot lengths: (i) It is possible for smaller bus slot lengths to lead to larger message latencies, depending on task timing parameters and relative phasing of message releases and the bus TDMA cycle. A case in point is that OPT2 (integrated optimization of both the task periods and BAC) can achieve better results than OPT1(a).
(ii) If the length of a bus slot assigned to a processor is too small for a message from the processor to fit in it, then the message needs to be broken up into packets that can fit in the bus slot. The packetization and reassembly process incurs extra CPU overhead. In addition, it cannot be handled automatically by the TTP controller, and will have to be performed manually by the designer.
We first demonstrate the effectiveness of the iterative error reduction procedure in GP. Figure 10a shows the typical convergence speed of e max (Equation (24)) during the iterative search for the best α parameters. We can see that e max drops to nearly zero quickly within a small number of iterations. Figure 10b shows an example case when the error reduction procedure is ineffective until Iteration 8, when the randomization step kicks in at Iteration 9 to help escape the local minimum and drop to nearly zero with another eight iterations. Figure 11 shows that OPT3 and OPT4 have almost the same convergence behavior. Perhaps counter-intuitively, it seems to be ineffective to include the additional degree of freedom of adjusting task priorities for achieving a more optimal solution. We believe that the reason may be that the design space is too large for OPT4, and hence SA is likely to get stuck at some local minima without being able to exploit the additional freedom of priority assignment. In light of this observation, we focus on OPT3 in subsequent experiments. Figure 12 shows the experiment results for TS 1 with different SA step sizes. We can see that Convex-Subtree consistently outperforms Random and Convex-Random in terms of both convergence speed and final optimization objective. We can also see that there is not a large difference between different SA step sizes δt as 1, 2 or 5. Therefore, in the following experiments we set δt = 5. Figure 13 shows the experiment results for taskset TS 2 , and Fig. 14 shows the experiment results for taskset TS 3 . We can see that the SA+GP approach is scalable to a large number of tasks and/or inter-task communication edges. Since the globally optimal solution is unknown, we cannot gauge how close our obtained solution is to the globally optimal solution, but can only observe from the trend of convergence, especially for ConvexSubtree, that either the globally optimal solution is obtained at the end of SA+GP run, or more likely, the SA algorithm is stuck in a fairly stable local minimum and unable to escape. Figure 15 shows the experiment results for the small taskset TS 4 . All three neighborhood functions result in similar convergence behavior, in contract to the results for larger tasksets TS 1 , TS 2 and TS 3 , where the Convex-Subtree neighborhood function has the best performance. We believe the reason is that the search space is relatively small for the small taskset TS 4 , and hence all three neighborhood functions are able to explore the search space effectively. Table 4 shows the actual running times of the SA+GP approach, assuming step size δt = 5. The running times for other step sizes can be obtained easily by multiplying the perstep running time by the number of SA steps.
To highlight the advantages of the two-level hierarchical optimization framework compared with an SA-only optimization framework, we implemented another optimization framework that relies solely on SA to optimize all tunable parameters with the following neighborhood function:
Step 1: starting from a given task allocation, use one of the Random, Convex-Random or ConvexSubgraph neighborhood functions to obtain a new task allocation. (ii) Step 2: starting from a given set of task periods and slot lengths, choose one of the following actions with equal probability to obtain a new set of task periods and slot lengths. Repeat this step 1000 times; choose the best configuration of task periods and bus slot lengths among them; and combine it with the task allocation obtained in Step 1 as the new configuration to be input to the GP solver.
The The initial temperature of SA is set to be 1000, and it is reduced by 0.2 at each SA step, and so there are 5000 SA steps in total. The initial configuration is the same as in previous experiments. Figure 16 shows how the optimization objective evolves with the number of SA steps. Each SA step takes ∼5 s on average, and thus it took a total running time of reaching the optimization objective of around 4000. Compared with the results from the SA+GP approach in Fig. 12 , the convergence speed of the SA-only approach is clearly much slower despite a much smaller step size of δt = 0.2. This indicate that using SA to optimize all variables is likely to be less scalable and/or less effective than the two-level optimization framework of SA+GP. Unlike the SA+GP approach, where the GP solver is guaranteed to return a configuration of task periods that makes the taskset schedulable on each processor, the random moves in the SA-only approach often lead to task periods that cause the taskset to be non-schedulable on one or more processors and hence most moves are rejected. (Recall that only the accepted moves are shown in the figure. ) This highlights the advantages of using a domain-specific solver GP for optimizing the task periods and BAC instead of the generalpurpose SA algorithm. -60  3  TS 2  50-60  3  TS 3 180-240 10 TS 4 5-6 0.3
RELATED WORK
Some authors have applied stochastic search techniques such as SA, Genetic Algorithms (GA) and Ant Colony Optimization (ACO) to address the task allocation and scheduling problem. Tindell et al. [17] used SA to solve the problem of task allocation and priority assignment with fixed-priority scheduling. Chen and Cheng [22] used ACO to solve the problem of allocating a set of independent tasks to a set of processors so that each processor's computing capacity is not exceeded, and showed that it outperforms GA and another heuristic algorithm. Emberson and Bate [23] used SA to address the problem of task allocation while considering fault tolerance issues such as the number of replicas to use and how to configure them. Each of these papers [17, 22, 23] has a different set of assumptions and objectives, and hence a direct comparison among them is neither feasible nor meaningful. Furthermore, they assumed a simplistic network model with negligible or constant network delay, and did not consider fine-grained message scheduling and bus parameter configuration issues, which must be addressed in this paper due to the unique characteristics of the TTP bus. Davare et al. [10] used GP to optimize task and message periods for a distributed embedded system based on a CAN bus. We have adopted the basic technique of solving an MIGP problem with GP relaxation, with an additional randomization technique to help escape local minima and improve the convergence rate of the iterative error reduction algorithm. The CAN bus protocol is based on fixed-priority bus arbitration, and
The hence the bus can be viewed as another processor, a globally shared exclusive resource from the scheduling perspective. Task and message priorities are assigned a priori and are not treated as optimization variables. The TTP bus protocol has more BAC parameters that need to be tuned compared with the CAN bus, and hence the optimization problem for a TTP bus-based system is different from and more challenging than that for a CAN bus-based system. Compared with related work, we present a general and configurable optimization framework for exploring one or more degrees of freedom in the design space by jointly optimizing several free variables (or tuning knobs), including SA for task allocation and priority assignment, and GP for task period assignment and TTP BAC optimization. Some authors applied exhaustive search algorithms with worst-case exponential complexity to the task allocation and scheduling problem, including B&B, CP and ILP. These techniques can be used to obtain optimal solutions for smallscale problems, but does not scale to problems with realistic size. Abdelzaher and Shin [24] presented a B&B algorithm for combined task and message scheduling in distributed hard realtime systems. Huang et al. [25] presented a B&B algorithm and several heuristic algorithms for dominating set allocation in real-time wide-area distributed systems, where different nonoverlapping dominating sets of internet servers are allocated to different content classes to maximize schedulability, defined as the fraction of client requests (for all classes) that can be served within their delay bounds. Ramamritham [26] developed a set of heuristic algorithms for periodic task allocation onto a hardware platform with multiple processors connected by a TDMA bus. This work predates the appearance of TTP, and thus the bus protocol is different from the current industry standard. Jonsson [27] presented several search strategies for improving scalability of B&B, including traversing vertices in the search tree in a depth-first order, and assigning local task deadlines that are non-overlapping fractions of the application end-to-end deadline. Ekelin and Jonsson [28] addressed the optimization problem with CP along with several heuristics for guiding the search process, including variable-value orderings and symmetry exclusion. Ekelin and Jonsson [29] presented a pseudo-polynomial time lower-bound algorithm to minimize network communication by transforming the problem of task allocation into a k-cut problem of the task graph. This algorithm can be used in optimization frameworks such as CP or B&B for effective pruning of the search tree. Song et al. [30] aimed to find the optimal deployment of functional blocks to industrial devices connected via Foundation Fieldbus, as well as the message schedule on the bus with minimum overall schedule length. The problem is similar to the task allocation and scheduling problem addressed in this paper. Exhaustive search is used to explore all possible block-to-device deployments (task-to-processor allocations), and a static schedule synthesis tool MSP.RTL [31] is used to find the optimal task/message schedule for each possible deployment. Zheng et al. [21] presented an integrated ILP formulation of the problem of task allocation, task/message priority assignment to minimize the sum of latencies over all end-to-end paths while meeting deadline constraints using fixed-priority scheduling for both tasks and messages. Since the integrated ILP formulation is not scalable, they divided the problem into two subproblems that are solved separately and sequentially without feedback between them, and thus the solution obtained is no longer guaranteed to be optimal.
Instead of formulating an integrated constraint model in ILP or CP, some authors employ Benders decomposition to divide the task allocation and scheduling problem into a master problem and a subproblem. Hooker [32] solved a class of task allocation and scheduling problems in operations research, where the master problem is allocation of a set of independent tasks to facilities, solved with MILP, and the subproblem is task scheduling at each facility, solved with CP, with possible optimization objectives of minimizing cost, schedule length or total tardiness. Tasks do not communicate with each other. Each time a task allocation is determined to be infeasible, a partial solution as a concise explanation, the subset of allocated tasks that is the cause of infeasibility, is fed back as the Benders cut and used as additional constraints in the master problem to prune the search tree. Similarly, Hladik et al. [33] used Benders decomposition to solve the periodic task allocation problem by dividing the problem into a master problem of task allocation, solved with CP, and a subproblem of schedulability analysis for a given task allocation, solved with response time analysis [11] . In our recent work [34] , we presented an optimization framework based on Benders decomposition for TTP-based distributed embedded systems with the objective of minimizing the total bus utilization while meeting an end-to-end deadline constraint. Due to the NPhard nature of the task allocation and scheduling problem, any optimal solution technique is bound to have exponential worst-case complexity, even though an effective Benders cut may help reduce the algorithm running time. Using a stochastic optimization technique such as SA enables us to handle much larger problem instances than any optimal solution technique, either one that uses Benders decomposition to divide the problem into multiple subproblems, or one that solves the problem in an integrated manner.
In this paper, we have focused on the time-triggered periodic task and message activation model, instead of the more traditional event-triggered task model, where a receiver task is triggered by the arrival of its input message(s), and a message is triggered by the completion of its sender task [12] . Matic and Henzinger [35] discussed the tradeoffs between these two approaches in terms of latency, predictability and composability. They showed that the time-triggered model (as used in the Giotto framework [5] ) results in better resource utilization and composability properties, and the event-triggered model (as used in Mathworks' Real-Time Workshop code generator for Simulink) results in smaller end-to-end latency. Therefore, the time-triggered activation model may be more suitable for certain control applications that are more sensitive to controller task jitter than to task latency, but the eventtriggered activation model may be more suitable for latencysensitive applications. It is possible to use GP to encode the task and message response time equations for the event-triggered model, e.g. using holistic analysis [12] , or adapting the less pessimistic offset-based analysis [36] to be applicable to the TTP bus.
The company TTTech provides two tools for design of TTPbased distributed systems: TTPplan is used to design a cluster of nodes, and its output is a MEDL (message descriptor list) for each node that contains the static message transmission schedule. TTPbuild is used to design each node in the cluster, and its output is the OS configuration file containing static schedule for the set of periodic tasks running on the node and the fault-tolerant communication layer (FT-Com) for handling reception and transmission of redundant or replicated messages. However, details of the scheduling algorithms in TTPplan and TTPbuild are not publicly available, although we expect them to be some kind of fast heuristic algorithm. Our optimization algorithms presented in this paper can be potentially used within TTPplan and TTPbuild to achieve more optimal results for the task model addressed in this paper.
Flexray is another important communication protocol standardized by a large industry consortium, which will likely become the de-facto standard for future in-vehicle communications. Flexray allows sharing of the bus among time-triggered and event-triggered messages by dividing the bus cycle into static and dynamic segments. The techniques presented in this paper are also applicable to the static segment of Flexray, which is the same TDMA-based protocol as TTP.
CONCLUSIONS
In this paper, we have presented a two-level hierarchical design space exploration and optimization framework using SA and GP. In this paper, we focus on the task model of periodic tasks on a TTP-based distributed embedded system communicating via asynchronous buffers based on non-blocking read/write semantics. The main contributions of this paper include: (i) Two-level hierarchical optimization framework that combines SA and GP. (ii) A novel SA neighborhood function Convex-Subgraph that is shown to achieve faster convergence and better results than the more conventional neighborhood functions. (iii) GP formulation of the integrated optimization problem of task periods and TTP BAC. A distinct feature of our GP problem formulation is that the task periods and TTP BAC are jointly optimized within a single unified GP formulation, which is shown to be able to achieve better performance than the conventional approach of optimizing task periods and BAC separately, as shown in Table 3 . (iv) A randomization technique to help escape local minima and improve convergence rate of the iterative error reduction algorithm in the approximate technique for MIGP using GP.
Besides time-consuming optimization algorithms, one popular and effective approach to solving NP-hard optimization problems is application-specific heuristic algorithms. It may be
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APPENDIX 1. ABBREVIATIONS AND NOTATION

N
total number of tasks in the task graph M total number of processor nodes, also equal to the total number of bus time slots in a TDMA round T the set of all tasks in the task graph M the set of all messages between tasks on different processors, processors, i.e. they need to access the TTP bus P the set of all end-to-end paths from a source task to a sink task in the task graph path p one end-to-end path in the set P L(path p ) end-to-end latency of path p E energy function used in SA, defined as the sum of latencies of all end-to-end paths CPU k processor node with index k, 1 ≤ k ≤ M T (CPU k ) the set of tasks mapped to CPU k t i periodic task with index i, 
