We propose a general dynamic model averaging (DMA) approach based on Markov-Chain Monte Carlo for the sequential combination and estimation of quantile regression models with time-varying parameters. The efficiency and the effectiveness of the proposed DMA approach and the MCMC algorithm are shown through simulation studies and applications to macro-economics and finance.
Introduction
Quantile regression has been becoming popular in the recent years as a simple, robust and distribution free modeling tool since the seminal works by Koenker and Basset (1978) and Koenker (2005) . It indeed provides a way to model the conditional quantiles of a response variable with respect to some covariates, in order to have a more complete picture of the entire conditional distribution than one can have with traditional linear regression. In fact, problem specific features, like skewness, fat-tails, outliers, breaks, truncated-censored data, and heteroskedasticity, can sometimes shadow the nature of the dependence between the variable of interest and the covariates, so that the conditional mean would not be a sufficient statistic to fully understand the nature of that dependence. In particular, the quantile regression approach is appropriate not only when the underlying model is nonlinear or the innovation terms are non-Gaussian, but also when modeling the tail behaviour of the underlying distribution is the primary interest. There is a number of published articles on quantile regression both in frequentist and Bayesian framework, dealing with parametric and non-parametric approaches. For a detailed review and references, see for example, Lum and Gelfand (2012) and Koenker (2005) . In this article, we will follow a Bayesian approach to quantile regression and will propose a new approach for studying causal relationships in a very general context. Since our proposed quantile regression model can be represented as a mixture of linear and Gaussian models, a data augmentation framework can naturally be applied for inference, through the introduction of latent variables. In presence of these, the Bayesian framework provides indeed a natural inference framework to deal with latent variable models.
One of the most challenging issues in quantile regression analyses is, however, related to model specification, with a particular emphasis on evaluation of the impact of the different exogenous regressors. From a classical viewpoint, a technical issue on the estimation process emerges from the fact that the objective function is not differentiable with respect to the regression parameters. The discontinuity in the first order condition of the corresponding objective function makes the derivation of the asymptotics of quantile regression estimators quite difficult, since conventional techniques based on first order Taylor expansion are no more applicable. Bayesian inference allows us to easily deal with model selection, which can be a quite difficult issue in other approaches for inference. In a Bayesian quantile regression framework, we can thus efficiently deal with the model selection problem by evaluating the marginal likelihood corresponding to model specifications differing by including or excluding a given regressor. However, from a computational point of view, this method 2 requires the estimation and the post-processing of the 2 M models when the number of regressors is M, and it appears that it is almost not feasible as soon as M is moderately
large. An automatic approach for variable selection, adapting a version of the Stochastic Search Variable Selection (SSVS) by George and McCulloch (1993) , has been proposed in Meligkotsidou et al. (2009) , Reed et al. (2009) , and Alhamzawi and Yu (2012) . In this article, we follow a different route and extend the dynamic model averaging (DMA) approach of Raftery et al. (2010) to quantile regression models. DMA models are also becoming increasingly popular in econometrics (see, e.g., Koop and Korobilis 2012 , Koop and Tole 2013 and Koop and Korobilis 2013 , where it does seem to be the only computationally feasible algorithm currently available in presence of a large number of regression variables.
The original DMA algorithm allows us to deal with model selection sequentially over a set of observations and its computational feasibility relies upon the linearity assumption for the underlying model. The DMA technique has been recently extended along different lines. McCormick et al. (2012) propose a DMA algorithm for binary outcome regression models. A model-based alternative version of the DMA has also been recently elaborated by Belmonte and Koop (2013) , which uses a different mechanism for potential time-varying model switching. The extension to a more general model is, nevertheless, still missing in the literature, mainly because of the computational cost implied by a higher model complexity.
For example, the extension of DMA to conditionally linear models, which has the quantile regression as a special case, has a very large computation cost. When a new block of observations is added to the sample, a large number of iterations of a Markov Chain Monte Carlo (MCMC) algorithm are needed in order to approximate the posterior distribution of each model. In this article, we show how this cost can be considerably reduced by applying sequential simulation procedures. We thus apply the Sequential MCMC (SMCMC, hereafter) algorithm recently proposed in Dunson and Yang (2013) , as it revealed to be an efficient and self-tuning algorithm for sequential estimation of both parameter and latent variables. See also Casarin et al. (2016) for a embarrassingly parallel SMCMC algorithm for large set of data.
We shall notice that our DMA procedure, providing a sequential selection procedure for 3 quantile regression (see, e.g., Kim 2007) , also contributes to the stream of literature variable selection for quantile regression models with static and time-varying coefficients. The existing literature on the topic focuses mainly on shrinkage penalization approaches, since they permit to deal simultaneously with both the estimation and model selection problem.
In this stream of literature, Wu and Liu (2009) studies the properties of variable selection methods based on least absolute shrinkage and selection operator (LASSO) and smoothly clipped absolute deviation (SCAD) penalties for static models, while Wang et al. (2012) study the SCAD penalization for variable selection in high-dimensional quantile regression. Noh et al. (2012) propose a model selection method for time-varying quantile regression, which is based on a basis expansion of the coefficients and on a penalization of the norm of each coefficient vector. An alternative approach to penalization function is represented by the use of the Bayesian Information Criterion (BIC). The theoretical properties of the BIC in a quantile regression context has been recently investigated by Lee et al. (2014) , in the case where the number of variables is diverging. In the below developments, we follow a Bayesian approach (see, e.g., Ji et al. 2012 ) based on MCMC. The extensions with respect the existing literature is twofold. First, we apply MCMC based model selection procedure to time-varying quantile regression. Secondly, we provide a dynamic model selection approach thanks to the combination of DMA and SMCMC. As a side remark, we shall notice that a natural output of the algorithm is a combination of models with dynamic weight. In this sense, our paper also contributes to the stream of literature on model pooling (see, e.g., Hall and Mitchell 2007 , Billio et al. 2013 and Fawcett et al. 2015 Finally, another relevant contribution of the paper is to provide a quantile regression approach to two interesting empirical problems which are currently investigated in economics and finance. The first one is the INFLATION analyzed by Koop and Korobilis (2012) . The second dataset contains some explanatory variables for the house price index which has been studied in the real estate literature. We here aim to investigate the empirical relationship between these variables following a quantile regression approach and to provide an answer to the problem of the best pricing models for real estates.
The rest of the article is structured as follows. Section 2 introduces a quantile regression 4 model and defines the DMA problem for quantile regression. Section 3 presents our Bayesian model and the SMCMC algorithm used for sequential posterior approximation, respectively.
Section 4 shows the effectiveness and efficiency of the method using synthetic data. Section 5 presents the empirical results obtained on some well-known the macroeconomic and financial dataset. Section 6 concludes the paper.
DMA for Bayesian quantile regression

A time-varying quantile regression model
In this section, we introduce the dynamic quantile regression model that extends the approach of Bernardi et al. (2015) to the case where the entire vector of regression parameters evolves stochastically over time. Specifically, let x t = (1, x 2,t , . . . , x M,t ) ′ , t = 1, 2, . . . , T a set of M exogenous regressors. We assume the observed scalar random variable at each point in time, y t , is a linear function of the exogenous variables x t , where the regression parameter vector β t follows a multivariate random walk dynamics as in Harvey (1989) :
where ξ t ∼ AL (τ, 0, σ), t = 1, 2, . . . , T are i.i.d. random variables with centred Asymmetric
Laplace distribution (ALD) with τ ∈ (0, 1) being the quantile confidence level and σ ∈ R + is the scale parameter and β 0 ∈ R M is the initial state having mean equal to zero and diffuse variance-covariance matrix P 0|0 = κI M , with κ → +∞. We further assume ζ t ∼ N (0, Ω), i.i.d. and independent of the measurement equation error term ξ s , ∀t, s = 1, 2, . . . , T .
The linear state space model introduced in Eq.
(1)-(3) for modeling time-varying conditional quantiles is non-Gaussian because of the assumption made on the measurement innovation terms. In those circumstances, optimal filtering techniques used to analytically marginalize out the latent states based on the Kalman filter recursions can not be applied 5 (see Durbin and Koopman 2012) . However, following Kozumi and Kobayashi (2011) and Bernardi et al. (2015) , it is possible to exploit the representation of the centred Asymmetric Laplace probability density function, f (ξ t | τ, σ), in terms of location-scale continuous mixture of Normals, that is
for t = 1, 2, . . . , T , where
in order to let the τ -level quantile of the measurement error ξ t be equal to zero. Thus, it is easy to recognise that the non-Gaussian state space model defined in equations admits a conditionally Gaussian and linear state space representation. More specifically, equations (1)-(2) become:
where ω t , t = 1, 2, . . . , T , are i.i.d. with an exponential distribution of parameter σ −1 , that is ω t ∼ Exp (σ −1 ).
In order to complete the description of the model we assume the following prior distributions for the parameters σ and Ω
which are Inverse Gamma and Inverse Wishart, respectively, with densities:
and (a 0 , b 0 , c 0 , Ω 0 ) are fixed hyperparameters.
Dynamic model averaging
In this section, we extend the DMA approach of Koop and Korobilis (2012) to the quantile dynamic regression model introduced in the previous section.
The problem of choosing the regressors to include in the model can be tackled from two different perspectives. The first approach is to consider a variable dimension model (see, e.g., Marin and Robert 2007) . In this paper we follow a second perspective, that is a model choice approach, which requires the estimation of all the sub-models. Moreover following the seminal paper of Raftery et al. (2010) 
where k ∈ {1, 2, . . . , K} denotes the model index. Let x kt = (1, x i 1 t , . . . , x i m (k) t ) ′ be the set of (m (k) + 1) variables in the model k, with i j ∈ {2, 3, . . . , M}, j = 1, . . . , m (k) , i j = i l ∀ l, j and m (k) ∈ {0, 1, . . . , M − 1}. Then, we assume that each model can be expressed in the form of equations (1) t+1 and the updated time varying probability π k,t+1 associated to that model.
As discussed in the previous Section 2.1, the dynamic quantile regression model defined 7
in Eq. (1)- (2) is non-Gaussian preventing the iterative application of the linear Kalman filter and smoother to get updated estimates of the latent dynamics at each point in time.
To overcome this problem we again exploit the representation of the Asymmetric Laplace error term, in the measurement equation Eq. (1), as a location-scale mixture of Normals.
The representation relies on the introduction of an additional latent factor ω (k)
t , specific to each model k having an i.i.d. exponential prior distribution with shape parameter σ (k) , i.e.
For completeness we rewrite equations (5)- (6) for the model selection purposes as follows
where ε
∼ N (0, 1) and ζ
The parameters λ, δ, and τ are define as
above. The approximated model is completed by the inclusion of the prior distribution for the first state defined in Eq. (3).
Sequential posterior approximation
Following a standard approach to inference for the Bayesian quantile regression models we introduced some auxiliary variables, which allows us to represent the original model in Eq.
(1)-(3) as a conditionally Gaussian and linear state space model. We denote with z 1:t = (z 1 , z 2 , . . . , z t ) the sequence of vectors z up to time t, then the complete-data likelihood 8 of the unobservable components β 1:T and ω t:T and all parameters γ = (σ, Ω) is
The Gaussian scale mixture representation makes the sequential inference difficult for the latent variables and the parameters. For this model, the DMA approach of Raftery et al.
(2010) could be computationally prohibitive as the estimation of the latent variables and the parameter in the different models is not exact but needs for posterior approximation.
In this situation the posterior approximation which relies upon standard MCMC schemes cannot be applied. In this paper we combine the sequential MCMC procedure (SMCMC), due to Dunson and Yang (2013) , with the DMA approach to get a feasible sequential DMA procedure for latent variable models. Also, we propose some improvement of the algorithms which allow to reduce the computing time. First, we show how the forgetting factor introduced by Raftery et al. (2010) for the state covariance can be used to further improve the computing time, without jeopardizing the validity of the SMCMC procedure.
Second, we show that the computing cost, which increases linearly in time, can be kept fixed by using fixed-lag backward sampling procedure in the SMCMC transition kernel.
In the following subsections, we present the SMCMC for the one-model case, its extension to multi-model case, and some strategies for reducing the computational complexity.
Sequential model estimation
Let θ t = (σ, Ω, ω 1:t , β 1:t ), t ∈ N, denote the time sequence of augmented parameter vectors with values in the measurable spaces R dt , B R dt , with non-decreasing dimension
Furthermore, we assume the augmented parameter vector can be partitioned as θ t = (θ t−1 , η t ) with η t = (ω t , β t ) the latent variable vector of dimension d, associated with the observation y t .
In our quantile regression model with time-varying parameters, the prior distribution
, satisfies the compatibility condition
and this allows us to simplify the notation. Furthermore, we denote with
t , x 1:t ) the posterior distribution at time t with respect to the Lebesgue measure of θ t . In the notation, we dropped out from the posterior the conditioning on the dependent variables y 1:t and the covariates x 1:t .
In the SMCMC algorithm a population of L parallel inhomogeneous Markov chains are used to generate the samples θ (l,j) t with j = 1, . . . , m t , l = 1, . . . , L and t = 1, 2, . . . , T from the sequence of posterior distributions π t , t = 1, 2, . . . , T . Each Markov chain of the population is defined by a sequence of transition kernels K t (θ, A), t ∈ N, that are operators
is a probability measure for all
The kernel K t (θ, A) has π t as stationary distribution and results from the composition of a jumping kernel, J t and a transition kernel, T t , that is
where the fixed dimension transition is defined as
with m t ∈ N, and T 0 = Id is the identity kernel.
We assume that the jumping kernel satisfies
where
. This condition ensures that the error propagation through the jumping kernel can be controlled over the SMCMC iterations.
This result is given in Proposition 3.1, and is a simple extension of the result given in L 1 -norm in the Lemma 3.8 of Dunson and Yang (2013) . Let us define the V-norm, ||µ(·)|| =
and µ is a signed measure (see Meyn and Tweedie (1993) Meyn and Tweedie, Ch. 14).
Theorem 3.1. For any probability density p (·), and for θ t−1 ∈ R d t−1 the following inequality
The following result (Theorem 3.14 in Dunson and Yang 2013) shows the convergence of the chain with transition kernel J t • T mt , to the target distribution, under very general conditions.
Theorem 3.2. Let us assume • (Geometric ergodicity) For each t, there exists a function
and ρ t ∈ (0, 1) such that:
• (Stationary convergence) The stationary distribution π t of T t satisfies
where π t is the marginal posterior of θ t−1 at time t.
• (Jumping consistency) For a sequence of λ t → 0 the following holds:
As regards to the geometric ergodicity and jumping consistency assumptions, there are a few works convergence rates of Gibbs samplers for Bayesian models. Román and Hobert (2012) provide geometric ergodicity for a family of improper priors for Bayesian linear models.
See also Jones and Hobert (2004) and Papaspiliopoulos and Roberts (2008) . Since in this paper we are applying a Gibbs sampler for a conditionally linear and Gaussian model with proper conditionally conjugate prior distributions these assumption are satisfied following the Román and Hobert (2013) .
In order to apply the SMCMC one need to specify the transition kernel T t+1 and the jumping kernel J t+1 at the iteration t + 1. The transition kernel T t at the iteration t allows each parallel chain to explore the sample space of a given dimension, d t , and to generate samples θ for t = 1, 2, . . . , T , and l = 1, 2, . . . , L. The details of the sampling strategy for the full conditional distributions are provided in Appendix B.1. Due to the stochastic representation of the AL distribution in Eq. (4), we are able to implement a partially collapsed SMCMC based on Gibbs-type updating which relies on data augmentation (see Liu, 1994 and Park, 2008) . The key idea of the complete collapsed Gibbs-type simulation scheme is to avoid simulations from the full conditional distributions of blocks of model parameters when it is possible by analytically marginalising them out. As shown by Park and Van Dyk (2009) , this approach has several advantages with respect to a systematic sampling because it reduces the computational time and increases the convergence rate of the sampler. In our case, it is only possible to partially integrate out the latent variables
1:s , for s = 1, 2, . . . , t from the full conditional of the scale parameters σ (l) in the previous step 3, for l = 1, 2, . . . , L, which reduces the algorithm to a partially collapsed Gibbs sampler type move. As regard to the convergence of partially collapsed Gibbs moves, it is worth noting that, updating the parameters in the order presented above ensures that the posterior distribution at each point in time t = 1, 2, . . . , T is the stationary distribution of the generated Markov chain. In fact, by combining steps 1 and 2 sample draws are produced
1:s , y 1:s , x 1:t , for t = 1, 2, . . . , T and l = 1, 2, . . . , L, i.e. the conditional posterior distribution and the partially collapsed Gibbs sampler is a blocked version of the ordinary Gibbs sampler, see Van Dyk and Park (2008) and Park and Van Dyk (2009) .
To initialise the Gibbs sampling algorithm we simulate a random draw from the joint prior distribution of the parameters defined in Eq. (8)- (9), and conditionally on that, we simulate the initial values of the augmented variables ω
The jumping kernel J t+1 at the iteration t + 1, allows the chains to go from a space of dimension d t to one of dimension d t+1 . We choose as jumping kernel of the l-th parallel chain to be the transition kernel of a Gibbs sampler with the following full conditional distributions
The details of the sampling strategy for the full conditional distributions are provided in 13 Appendix B.2. Thanks to the location-scale mixture representation of the AL distribution, all the full conditional distributions involved in the transition and jumping kernels admits a known closed form representation. This is particularly convenient when T is large or when different models are estimated at the same time, as it is the case here, because the availability of conditional sufficient statistics that can be tracked helps to mitigate the increase in storage and computational burden over time.
Monitoring convergence
The number of iterations of the Sequential MCMC sampler at each time m t are chosen accordingly to the cross-chain correlation. In particular,we set the number of iterations at time t, m t , to be the smallest integer s such that r t (s) ≤ 1 − ǫ, where r t (s) is the rate function associated with the transition kernel T t and ǫ is a given threshold level. As suggested by Dunson and Yang (2013) , an upper bound for the rate function is provided by the lag-s chain autocorrelation, which can be estimated on line using information provided by the output of all the parallel chains, in the following way:
where θ
, is the j-th element of the vector θ (s,t,l) staking the fixed parameters γ (l) and the latent states generated up to time t, i.e. ω 
1:t , by the l-th chain at the the s-th iteration. Moreover,θ
is the average of the draws of the s -th iteration over the L parallel chains.
Sequential model selection
We now turn to case where multiple models are considered and estimated at the same time and when there is uncertainty about which one best represents the data generating process.
We assume that the complete set of models can be represented as in equations (11)- (12), where the indicator variable L t ∈ {1, 2, . . . , K} has a Markovian transition kernel and selects the operative model at each time step t = 1, 2, . . . , T . Furthermore, we assume that models differ by the inclusion or exclusion of a given explanatory variable into the predictor vector x t . If we assume there are M − 1 potential explanatory variables and that the intercept is included in all models then the number of models is K = 2 M −1 . Even for a moderate number of variables, e.g. M = 10, the number of models may be large, e.g. 1, 024, and the specification of the transition matrix may be onerous. Following Raftery et al. (2010) , we apply a forgetting factor approach as described in the following.
Let π
and π
t+1 , where again y 1:t−1 = (y 1 , y 2 , . . . , y t−1 ). The approximated Hamilton filter recursion consists of the following two steps. At each point in time t, the first step predicts and updates the model probabilities as such:
where the exponent α in equation (19) is a forgetting factor typically settled close to one, and the constant ξ > 0 is a small number introduced to prevent rounding errors due to machine precision error. We fix this constant to ξ = 0.001/K as in Raftery et al. (2010) .
The forgetting factor α is introduced to avoid the explicit specification and calculation of the complete transition matrix of the Markov chain L t which consists of K(K − 1) entries.
The forgetting factor α can be interpreted as the prior mass assigned to the information prior to time t; the larger the α parameter, the lower the weight assigned to the new observation coming at time t + 1. This means that values of α approximately equal to one correspond to lower levels of prior confidence about the information content of the new observation when updating the model probabilities. As argued by Raftery et al. (2010) , although the resulting model defects in the explicit transition matrix specification, this does not constitute a problem for inference in model probabilities as long as data provides enough information about which models better capture the data dynamics. Concerning the model probabilities updating equation (20), it is obtained as Monte Carlo average of the approximated predictive distributions f y t+1 | y 1:
over the entire population of independent Markov chains to the extent of marginalising out the simulated latent factor ω t+1 . The observation predictive distribution at time t + 1 is obtained as byproduct of the Kalman filtering updating equations for the approximated Gaussian model such as:
t+1|t is the predictive mean of y t+1 for the l-th chain and model k ∈ {1, 2, . . . , K} and the variance-covariance matrix equal to
, as obtained by the Kalman filter recursion in Appendix B.1.
The updated model probabilities are then normalised in the following way:
to get a properly defined probability measure.
The second step consists in updating the latent factors β 
initialised by a draw from their prior distributions defined in equations (8)- (9), respectively.
Dynamic quantile model averaging
Forecasting using SMCMC methods can efficiently incorporate parameter uncertainty in a straightforward fashion. The steps below outline how to generate one-step-ahead quantile forecasts, from all the competing models, at each point in time t, and how to combine them using the updated model weights. These steps are performed at the end of each SMCMCiteration in the sampling period, given the model's full parameter set, denoted by θ (k)
t . At each time point in the estimation period, an estimate of the predictive mean τ -level quantile can be obtained for the k-th model such as:
where β t+1 , and can be obtained by numerically marginalising out the nuisance parameters (σ, Ω) (k) and the latent factors ω
1:t+1 using the population of generated chains in the following way:
where the expectation in the right term is analytically provided by the Kalman filter predictive equation (B.6) averaged over the entire set of parameters σ (k,l) ,
generated by the parallel chains such as:
where all the quantities involved in the previous expression have been defined in Appendix B.1.
The resulting Rao-Blackwellised estimate of the quantile function is more efficient than the simple average over the samples from the full conditional distribution of β
t+1 , as argued in Robert and Casella (2004) , pp. 130-134.
The model-averaged one-step-ahead τ -level quantile prediction is then formed by combining previous forecasts using the predicted model probabilities π
where the predicting model probabilities π 
and equation (27) can be obtained by substituting for the definition of the predicted model specific τ -level quantile in equation (23) into equation (26). The multi-model predictions of the τ -level quantile function of the response variable y t at time t, is a weighted average of the model-specific τ -level quantile predictionsq
, where the weights are equal to the posterior predictive model probabilities for sample t, π
t|t−1 obtained as in equation (28). Moreover, since model predictive probabilities in equation (28) are obtained by averaging
t+1|t over the L independent parallel chains, we can easily provide approximated confidence intervals for the estimated probabilities by calculating their Monte Carlo variance as such:
Reducing the computational complexity
Fixed-lag backward sampling can be used successfully to reduce the computation burden when dealing with a large number of observations. This corresponds to substitute for the fixed-interval backward smoothing algorithm detailed in Appendix B.3 with a fixed-lag smoother. The fixed-lag smoothing algorithm updates the h ≤ t dynamic latent states closest to the current observation y t , leaving the remaining states from 1 to h − 1 unchanged. At each iteration, the resulting DMA-SMCMC algorithm only simulates the quantile regression coefficient β t−h|t at time t, for a given lag h > 0. See also Anderson and Moore (1979) and Simon (2006) .
Remark. The fixed-lag smoother can be interpreted as local-dynamic quantile regression extending the non-parametric approach of Yu and Jones (1998) .
Simulated examples
In this section, we focus on simulated examples to assess the ability of the SMCMC and the DMA approach to recover the true model parameters and the data generating process (DGP). In all simulated datasets, the length of the sample is T = 200 observations, which corresponds to the sample size of the real data examples presented in the next section. The covariates are simulated from a uniform distribution on −
, for i = 1, 2, . . . , M and t = 1, 2, . . . , T , and the innovation term is Gaussian, i.e. ε t ∼ N (0, ν 2 t ), with heterosckedastic variance. For all the considered examples, the true Data Generating Process (DGP) is
where M = 2, x t = (1, x 1,t , x 2,t ) and the quantile regression parameters dynamics β * t = β * 1,t , β * 2,t , β * 3,t are defined as follows.
Smooth change in quantiles
We assume the true quantile parameters have the following dynamics: the constant term β * 1,t is fixed at β * 1 = 2, β * 2,t has a change in slope at a given point in time t = 100, while the third parameter β * 3,t is characterised by a smooth, sinusoidal transition between two different 
Abrupt change in quantiles
We assume an abrupt change in the constant term β * 1,t at time t = 100, two different coefficients for the parameter β * 2,t and a GARCH(1,1) dynamics for the conditional volatility:
and β * 3,t = 2, ∀t = 1, 2, . . . , T , with a = 0.05, b = 0.9 and c = 0.05. Note that the relationship between the coefficients of the DGP and the coefficients β t of the quantile regression is:
2,t , β 3,t = β * 3,t , where τ is the quantile level and Φ is the cumulative density function of a standard normal distribution.
For the Bayesian estimation, the prior hyper parameter setting is as follows: a 0 =, b 0 =, 
Empirical applications with Dynamic Quantile Model Averaging
Revisiting inflation studies when causalities vary
In this section, we now apply our Dynamic Quantile Model Averaging (DQMA) model to select the best set of predictors to forecast inflation in a generalised Phillips curve framework. Our aims are twofold: 1) to investigate the relevance of covariates other than the unemployment rate and lagged inflation for predicting the current inflation at different quantile levels, and 2) to test whether predictors for high and low inflation are different and/or if their relevance dynamically evolves over time. The latter question is a fundamental issue in empirical economics, since the rate of inflation pressure may have potential effects on the real side of the economy and on the overall level of output produced, and thus may influence the business cycle amplitude and periodicity. Moreover, since periods of high and low inflation pressure typically follow one another according to the business cycle phases, it is particularly relevant for policy makers purposes to distinguish the transmission mechanisms of the monetary policy between the two distinct economic phases, in order to avoid that monetary policy decisions have adverse effects on the level of real variables.
Our DQMA model is particularly adapted to answer these questions, precisely because it can, per nature, consider a dynamically evolving linear relation between the covariates and the explained variable's quantiles, precisely being able to capture and reproduce structural breaks often characterising the evolution of economic variables such as inflation (see also Primiceri (2005) ; Koop and Onorante (2012) ; Stock and Watson (2007) ). Furthermore, the focus on quantiles of the predicted variable helps in discerning periods characterised by different economic conditions and, in particular, those featured by low or high inflation levels. Thanks to the conditionally Gaussian representation of the DQMA model, following the seminal articles on inflation by Engle (1982) and Bollerslev (1986) , we introduce a conditional heteroskedastic volatility error term which greatly enhances the ability of the model to adapt to asymmetric conditional distributions. The dynamic model selection procedure further improves our analysis, allowing us for the model inclusion probabilities at different quantiles level both 1) to be significantly different and 2) to vary over time. This essentially means not only that the importance of each exogenous regressor, as measured by its inclusion probability i.e. π (k) t|t−1 , may be different at various τ -levels -which is indeed quite standard in quantile regression -but also that those probabilities may substantially change during period of high inflation with respect to those of low inflation.
We generalise the Autoregressive model of order p with exogenous covariates ARX(p) model developed by Stock and Watson (1999) , and previously considered by Koop and Korobilis (2012) , within our DQMA framework. The quantile model thus reads:
where y t is the inflation defined as the logarithmic percentage price growth y t = 100 log
, with P t being a price index, x t−1 a set of lagged predictors and (y t−1 , . . . , y t−p ) the lagged inflation. In this article, we use the same dataset described in Koop and Korobilis (2012) . A detailed description is given in Appendix C.
Following standard literature on quantile regression analysis, we focus on five quantile levels, i.e. τ = 0.10 and τ = 0.25 (lower quantile analyses), τ = 0.5 (median analysis), and τ = 0.75 and τ = 0.90 (upper quantile analyses), which correspond, at each time step, to five different inflation levels. Due to the limited space, we report in Fig. 2-3 the time-varying parameters and the inclusion probabilities from our DQMA model for three quantile levels τ = (0.25, 0.5, 0.75). Note that, to keep the figure readable, we report the inclusion probabilities and associated dynamics only for those variables which are relevant to predict the different conditional quantiles at least one point in time, i.e. those variables whose inclusion probability is greater than 1/2. For comparison purposes, we report in Tab. 1 a summary of the coefficients value for a static quantile regression on the whole sample.
Further details of the static regression parameter estimates are given in the supplementary material.
The median analysis represents a robust version of the time-varying regression analysis Table 1 : Inflation dataset. Posterior mean of the significant parameters (selected by using the 95% credible intervals) of the static quantile regression model, estimated on the whole sample for different quantile levels (columns).
in Koop and Korobilis (2013) and Koop and Onorante (2012) . As expected, our findings (middle row plots in Fig. 2-3) , are qualitatively similar to theirs,: coefficients of the regressors and correspondent probabilities of inclusion in the model change over time. Also, the level of persistence of the inflation, given by the sum of the autoregressive coefficients is about 0.5, which is in line with Koop and Korobilis (2013) . See also φ 1 and φ 2 rows in column τ = 0.5 of Tab. 1. The dynamic evolution of the autoregressive parameters in Fig. 2 instead reveals a rather different picture than that the one suggested by the static parameters' estimates. In particular, starting from the year 1973, φ 1 suddenly increases to a level above 0.6, strongly affecting the overall inflation persistence. It is worth noting that this radical change in the inflation persistence, which receives a lot of attention in the recent empirical literature, coincides with the increase of the price level the US experienced during the seventies (see Fig. C.6 ). As regards to the Phillips curve, the unemployment rate (UNEMP) has a low probability of inclusion in the median analysis for the static quantile 24 regression (see Tab. 1) but, for the dynamic regression, it can be neglected only before 1973. After this date, UNEMP has a negative impact on INFL, which is coherent with the results of Koop and Onorante (2012) , (see Fig. 3 Koop and Korobilis (2013) . However, TBILL starts to become irrelevant to explain inflation levels after the end of the 1970s, while, in the same period, INFEXP starts to rise to reach a probability level of one at the end of the period. Another interesting finding concerns the relevance of the employment rate (EMPLOY) and Dow Jones index returns (DJIA) displaying similar inclusion probability dynamics. Both covariates start to became significant inflation predictors after the mid 1980s, at the beginning of the Great Moderation of the business cycle. A possible interpretation for this patterns is that some covariates become relevant to forecast the inflation only during period of low inflation volatility. More importantly, all the inclusion probability, with the notable exception of the Treasury Bill, rate (TBILL) become more relevant at the end of the period, starting from mid 1990s.
The lower and upper quantile analyses show that coefficients of the regressors significantly change over quantiles with relevant implications in terms of policy. More specifically, in the static quantile regression we found that the autoregressive terms (φ 1 , φ 2 ) increase with respect to the medial levels. For low inflation levels, the persistence is about 0.24 (e.g., see column τ = 0.10, Tab. 1), whereas for high inflation level, we find evidence of higher persistence, that is about 0.61 (e.g., see column τ = 0.90, Tab. 1). The dynamic regression report a similar result at the end of the period. Inflation persistence is higher for the highest quantile confidence levels. Although we note that, as expected, during the two inflation peaks of 1975 and 1981, the parameter φ 2 is largely negative, denoting a reduction of the inflation persistence. The importance of a time-varying parameters analysis is clear from Fig. 3 . For example, following the static regression model fitted on the whole sample, we can falsely conclude that the UNEMP variable is not relevant at any inflation level (see Tab. 1), whereas the time-varying regression provides evidence of a higher probability of inclusion of UNEMP in the models, with a negative coefficient (see green lines in Fig. 3-2) when predicting moderate inflation level (median analysis). A similar result holds true for HSTARTS, which is not always relevant following the static regression, and appears to have a significant impact for the whole period when forecasting moderate inflation levels.
INFEXP instead is always significant for all the considered quantile confidence levels in both the static and dynamic regressions. Concerning the sign and magnitude of its impact, the static regression results are confirmed in the dynamic case only for medium and high inflation levels, where it is largely positive (red line in Fig. 2 ), but not for the lowest quantile For example, INV, GDP, PMI and VENDOR have a probability of inclusion in the model lower than 1/2 whatever the quantile confidence levels, whilst UNEMP and EMPLOY are always relevant at least for some sub-periods (see green and black lines in Fig. 3 ). The dynamic regression results also reveals a larger number of significant covariates for most or part of the period. More specifically, some covariates, such as MONEY and SPREAD for instance, are relevant only for the first and last quartile regressions. Koop and Korobilis (2012) , if the DQMA approach overweights those models comprising a reduced number of predictors, then it preserves out-of-sample forecasting properties without compromising goodness-of-fit properties. The expected number of predictors included by the DQMA model selection procedure can be analytically evaluated using the predicted inclusion probabilities π k t|t−1 , for t = 1, 2, . . . , T and k = 1, 2, . . . , K,such as:
where S k t denotes the number of regressors included in model k = 1, 2, . . . , K at each point in time t = 1, 2, . . . , T , and E (S t ) can be interpreted as the average number of predictors included by DQMA at time t. Figure 4 plots the expected number of regressors E (S t ) for three different quantile confidence levels τ = (0.25, 0.50, 0.75). It is worth noting that the average number of predictors considers both the significant and irrelevant regressor while Figures 3-2 only consider those regressor that should be included at least once in the dynamic regressor set. This explains why E (S) is expected to be on average slightly larger than the number of relevant regressors included in Figures 3-2 . Inspecting Figure   4 , we note that the shrinkage reduces as the quantile confidence level increases. This essentially confirms the intuition, meaning that the number of predictors which are relevant to explain higher inflation levels is, on average, larger than that for low inflation level.
Moreover, we note that for the median regression, E (S 0.5 t ) is larger than what was found by Koop and Korobilis (2012) for the same dataset and for the same period. A possible explanation for this difference relies on the robustness properties of the median dynamic regression with underweights observations in the extreme tails reducing the variance that enters into the Kalman filter predicting equations. The proposed probability estimates are expected to be more efficient than those based on conditional mean regression. It is worth adding that for all the considered quantile levels, E (S 0.25 t ) changes over time and converges to a stable level after few periods.
Revisiting real estate studies with time-varying market conditions
In a second application, we hereafter consider the monthly values of the REIT net-of-S&P 500 return from January 1982 to March 2013, which is an update version of the dataset used in Ling et al. (2000) . The REIT net-of-S&P500 return is defined as the difference between the monthly NAREIT equity index return less the return to the S&P500 index in that month.
We mobilise a quantile-based dynamic regression variant of the methodology employed by Ling et al. (2000) , which instead consists in a static mean-regression analysis with macro fundamental and financial variables. To dynamically update the sets of relevant regressors for predicting future REIT levels, Ling et al. (2000) combine a rolling-window approach altogether with a stochastic search variable selection method. Our analysis extends that of Ling et al. (2000) in two main directions: we thus investigate 1) the predictability of moderately large/low REIT returns; 2) as well as the median return, as both a function of the same set of explanatory variables as in Ling et al. (2000) .
1 As the intuition tells us, we should expect here that the determinants of the high/low returns would be rather similar in the broad picture, but rather substantially different depending on the sub-periods considered, merely because the underlying market conditions, the mechanisms at stake and the economic forces are not the same. Indeed, our approach is essentially more robust and dynamic per essence, in the sense that the relevant inclusion probabilities in a quantile regression Table 2 : Real estate dataset. Posterior mean of the significant parameters (selected by using the 95% credible intervals) of the static quantile regression model, estimated on the whole sample for different quantile levels (columns).
framework, are updated at each point in time and the regressor parameters follow a latent dynamic process. Dynamically updating the regressors inclusion probabilities at different quantile levels may thus help to explain how the evolving general economic conditions impact the housing bubble-bursts, as it is frequently observed in the market. The quantile regression model we employ has been defined in equation (31), where we exclude the lagged endogenous variables from the set of covariates. The results of the preliminary static quantile model over the entire dataset are presented in Table 2. Inspecting Table 2 , it is first evident that while a lot of variables are relevant to explain high returns level as we generally expected, only a few of them explain the conditional quantile at lower confidence levels. Furthermore, MKTPE only impacts the lowest quantile level, while MKTMOM only has influence on the highest ones. Secondly, moving now to the dynamic quantile regression, the analysis of the timevarying coefficients allow to revisit some previous results, as depicted in Figure 5 , plotting here the predicted inclusion probabilities π t|t−1 of the regressors at different quantile levels. The dynamic evolution of the inclusion probabilities shed light on which variables play a relevant role to predict future quantile levels of the real estate returns, at each time t. As illustrated by equations (26)-(27), the inclusion probabilities play a role in the DQMA model selection procedure because they represent the weights attached to models that include a particular predictor. Figure 5 only represents those regressors that are relevant at least one point in time, i.e. whose posterior inclusion probability is, at least, 1/2, for some date t. A eye-ball analysis of Figure 5 so reveals strong evidence of model changes over time for all the confidence levels. TBILL, for example, measuring the cost opportunity of investing in real estates, provide a significant contribution to the prediction of high, medium and low real estate exceeded returns during the period going from the end of the 80s to the beginning of the 90s. Most of the times, however, we observe that the probability of inclusion of a given regressor displays a dynamic which is substantially different when we move from the median to the higher or lower confidence levels. This behaviour is clearly visible from the middle panels of Figure 5 , where the variables DLEAD (measuring the macroeconomic situation) and INFL (measuring the impact of the inflation) are never included as predictor for τ = 0.50, while, as expected, they became relevant to predict high real estate returns, τ = 0.75. Interestingly, the percentage change in the monetary base (MBASE) displays an inclusion probability equal to one a the end of the period for both high and low confidence levels, but its relevance for predicting the median real estate return (τ = 0.50) seems to be questionable. Another important result is that, similarly to the standard DMA approach of Koop and Korobilis (2012) , the DQMA allow us for dealing with both gradual and abrupt changes in the inclusion probabilities (see, e.g., the abrupt change from almost 1/2 to 1, in the inclusion probability of the monetary base MBASE, for τ = (0.25, 0.75)). Albeit we can also write that there are also many cases where the inclusion probability of a given predictor evolves smoothly over time. In conclusion, our DQMA approach allows us for the dynamic selection of the relevant predictors to forecast the variable of interest over time and across quantiles. In particular, it discriminates between period of high/low real estate returns, providing great benefits for policy purposes. In such a way, policy makers could then choose the most effective instrument regarding the global economic situation of the predicted variables. And our analysis confirms with no surprise that the relevance of the policy instruments evolves over time according to the global economic conditions.
Conclusion
We propose in this article a new DQMA approach, which for the first time combines, in a tractable way, a natural Bayesian approach and a dynamic quantile regression framework, with model risk and uncertainty on the explanatory variables, that may also exhibit special 33 time-varying features such heteroskedasticity, leptokurticity and potential breaks. for small samples. The proposed sequential updating mechanism extends prior work of Dunson and Yang (2013) to this complex setting. We prove that the proposed combination of transition and jumping kernel which relies on a sequence of Kalman filtering and smoothing steps converges to the posterior.
As a result, simulations first prove to be effective and efficient when simulated surrogate data are used. Secondly, revisiting well-known studies of macroeconomic and financial dataset focusing on the inflation and the real-estate market, empirical studies show both 1) a similar general explanation regarding the natural causes of changes in inflation and real-estate variations, but 2) a rather different detailed analysis when various sub-periods are considered, thus depending on the general market conditions involved, and the channels and economic mechanisms that should be highlighted.
Interestingly, since interest (and inflation) rates are at the their historical lowest at the moment (and have generally only evolved downward on the recent period), one might also find of interest to apply our general approach to bond markets, in order to assess whether previous conclusions about monetary policies in a Quantitative Easing context, forecasting of interest curves when the rates are so low, and stress testing when the most probable 34 future moves are likely to be up-ward, are still valid at the time we are written (especially after the last financial crisis). Koop and Korobilis (2013) .
Appendix A. Proofs of propositions
