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Abstract
Let H be a finite-dimensional Hopf algebra over a field k. We study the simple left modules
M of the Drinfel’d double D(H) and characterize them when H is graded with commutative
cocommutative bottom term. In the special case when H is a Taft (Hopf ) algebra or a close
relative, we calculate the character of M and give an explicit description of oriented quantum algebra
structures on End(M) related to a very natural oriented quantum algebra structure on D(H). The
R-matrices associated with End(M) are spin preserving.
 2003 Elsevier Inc. All rights reserved.
Introduction
Let H be a finite-dimensional Hopf algebra over a field k. In [23] we characterized the
algebra of cocommutative elementsA of the Hopf algebra dual D(H)∗ of the quantum, or
Drinfel’d, double D(H) intrinsically in terms of H . The center of D(H) is isomorphic to
the algebra A. We then used our characterization of A to show that the dimension of A is
n2 + n(n− 1)/2 when H is the Taft (Hopf ) algebra Hω,n.
Previously it was shown [6, Section 2] that the quantum double D(Hω,n) has n2
irreducible representations. Consequently, their characters span an n2-dimensional sub-
space C of A. We may regard n(n− 1)/2, the dimension of A/C , as a measure of the
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modules.
The double has an oriented quantum algebra structure, described in Example 1, which is
most of what is needed to construct regular isotopy invariants of oriented knots and links.
The missing ingredient is a cocommutative element χ in D(H)∗. In [23] some invariant
calculations we made using various χ ; the results appear to be interesting.
Let M be a finite-dimensional left D(H)-module. By means of the representation
π :D(H)→ End(M) afforded by M the oriented quantum algebra structure on D(H)
induces one on the algebra End(M). The character χM of M corresponds to the trace
function Tr on the algebra End(M). The latter is a cocommutative element of the dual
coalgebra End(M)∗. The link invariant computed from the oriented quantum algebra
structure on D(H) with χM is the same as the invariant computed from the induced
oriented quantum algebra structure on End(M) with the cocommutative element Tr. See
[11, Proposition 5].
A basic step in understanding the link invariants which arise form the oriented quantum
algebra structure on D(H) and any cocommutative element χ ∈D(H)∗ is to understand
the link invariants when χ = χM is the character of an irreducible left D(H)-module M .
We have noted that this is a matter of understanding the invariant arising from End(M).
Necessary for this is a detailed description of the oriented quantum algebra structure on
End(M). In this paper we give an explicit description of this structure when H belongs to
a family of finite-dimensional Hopf algebras which contains the Taft algebra. Part of the
oriented quantum algebra structures are R-matrices, and the ones for End(M) fall into the
category of spin preserving models [10].
This paper is organized as follows. In Section 1 we discuss most of the material related
to Hopf algebras needed in the sequel. Particular emphasis is given to the Drinfel’d double,
the Taft (Hopf ) algebraHω,n, and its prototypeHω . Since our major results concern graded
Hopf algebras, we briefly discuss graded objects.
When H is a finite-dimensional Hopf algebra over k the left H -modules for the double
D(H) are the Yetter–Drinfel’d H -modules, for us vector spaces with a left H -module and
a right H -comodule structure related in a certain way. Simple Yetter–Drinfel’dH -modules
are discussed in Section 2 when H is a bialgebra and H op has antipode ς . We show that
every Yetter–Drinfel’d H -module can be embedded into a Yetter–Drinfel’d H -module of
the form L⊗H , whereL is a left H -module and the comodule structure on L⊗H is given
by ρ(⊗ h)= (⊗ h(1))⊗ h(2) for all  ∈ L and h ∈H . When L is one-dimensional we
show that L⊗H can be identified with H , the left H -module action can be identified with
a left adjoint action of H on itself, and the comodule structure can be identified with the
coproduct of H .
One of our main results on simple Yetter–Drinfel’d H -modules is Theorem 1, which
gives a one–one map G(H o) × S → E from the Cartesian product of the set of group-
like elements of the dual bialgebra H o and the set of simple right coideals of H to the
set of equivalence classes of simple Yetter–Drinfel’d H -modules under the hypothesis that
H =⊕∞n=0 H(n) is a graded Hopf algebra over k andH(0) is a commutative cocommutative
Hopf subalgebra of H . We thus generalize the main results found in [6, Section 2]. When
H is also finite-dimensional and H(0) is a group algebra isomorphic to k × · · · × k, by
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the Taft algebra Hω,n and closely related finite-dimensional Hopf algebras over k.
Let H be a finite-dimensional pointed Hopf algebra over an algebraically closed field
and suppose that the group G(H) of group-like elements of H is a commutative. The
corollary also applies to the associated graded Hopf algebra grH . These graded Hopf
algebras are of paramount importance to the classification problem for finite-dimensional
pointed Hopf algebras.
In Section 3 we pursue implications of Theorem 1 for the Taft algebra prototype Hω
and in Section 4 we apply our results for Hω to the Taft algebra Hω,n and related finite-
dimensional Hopf algebras.
Let H be a finite-dimensional Hopf algebra with antipode s over the field k. Then the
Drinfel’d double D(H) has the structure of a twist oriented quantum algebra over k which
is given in Example 1 of Section 5. Oriented quantum algebras are explained to the extent
needed for this paper in this section. Let M be a finite-dimensional left D(H)-module,
or equivalently a Yetter–Drinfel’d H -module. The oriented quantum algebra structure on
D(H) determines an oriented quantum algebra structure on End(M) by means of the
induced representation π :D(H)→ End(M). The purpose of Section 5 is to describe the
oriented quantum algebra structure on End(M) explicitly whenH belongs to certain family
of finite-dimensional Hopf algebras, which includes the Taft algebra, and M is a simple
Yetter–Drinfel’d H -module. The oriented quantum algebra structure on End(M) reflects
the nature of a good number of the oriented link invariants, which are accounted for by the
oriented quantum algebra structure on D(H).
Section 6 is a continuation of Section 5 and treats a technical, but nonetheless very
important, point. The simple Yetter–Drinfel’d modules discussed in Section 4 are realized
as certain right coideals of H which are invariant under s−2. Let uH be the Drinfel’d’s
element of D(H). We show that π(u−1H )= αs−2|M for some non-zero α ∈ k which is the
trace of a certain linear endomorphism of H closely associated with M and we compute
the value of this trace. To establish the preceding equation, we show that π is onto, an
interesting fact in its own right. We end by computing the character of the left D(H)-
module M .
Any one of [1,14,17,24] will serve as a Hopf algebra reference for this paper. A fuller
exposition of the theory of oriented quantum algebras can be found in any one of [11,12,
20].
Throughout k is a field, k∗ is the set of non-zero elements of k, and all vector spaces are
over k. For vector spaces U and V we will drop the subscript k from Endk(V ) and U⊗k V .
1. Preliminaries
Let (C,∆, ε) be a coalgebra, usually denoted by C, over the field k. Generally we
denote objects by their underlying vector spaces. For c ∈ C we write ∆(c)= c(1) ⊗ c(2),
a representation of the coproduct, which is a common variation of the Heyneman–Sweedler
notation. If (M,ρ) is a right C-comodule and m ∈ M , in a similar manner we write
ρ(m) = m〈1〉 ⊗ m(2) for ρ(m) ∈M ⊗ C. We denote the category of right C-comodules
and comodule maps by MC .
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of that for C by ∆cop(c)= c(2)⊗ c(1) for all c ∈C. Observe that C is a bimodule under the
actions of its dual algebra C∗ given by
c∗⇀c= c(1)c∗(c(2)) and c↼ c∗ = c∗(c(1))c(2)
for all c∗ ∈ C∗ and c ∈ C. If C is a bialgebra over k then Ccop is as well. A right C-
comodule M has a left C∗-module structure given by c∗ ⇀ m = m〈1〉c∗(m(2)) for all
c∗ ∈C∗ and m ∈M .
Let (A,m,η) be an algebra over k. The opposite algebra (A,mop, η), denoted by Aop,
has multiplication described in terms of that for A by mop(a ⊗ b)= ba for all a, b ∈A. If
A is a bialgebra over k then Aop is also. The dual space A∗ is an A-bimodule under the
transpose actions which are given by
(a ⇀ a∗)(b)= a∗(ba) and (a∗↼a)(b)= a∗(ab)
for all a, b ∈A and a∗ ∈A∗. We denote the category of left A-modules and module maps
by AM.
The set of group-like elements G(C) = {c ∈ C | ∆(c) = c ⊗ c and ε(c) = 1} of C is
linearly independent. When C is a Hopf algebra G(C) is a group under multiplication and
the linear span kG(C) is the group algebra of G(C) over k. For an algebra A over k the set
of group-like elements G(Ao)=Alg(A, k) of the dual coalgebra Ao is set of algebra maps
from A to k.
Let H be a Hopf algebra over k with antipode s. Then s :H → H op cop is a bialgebra
map. If s is bijective, as is the case when H is finite-dimensional, the bialgebras H op and
H cop have antipode ς = s−1.
Now suppose thatH is finite-dimensional. The Drinfel’d double, or the quantum double,
D(H) of H is an object of basic interest to us in this paper. Our discussion of the double
follows [19].
As a k-coalgebra D(H)=H ∗ cop ⊗H . Multiplication for the double is described by
(p⊗ a)(q ⊗ b)= p(a(1) ⇀ q ↼ s−1(a(3)))⊗ a(2)b
for all p,q ∈ H ∗ and a, b ∈ H . The double has a quasitriangular structure (D(H),R),
whereR ∈D(H)⊗D(H) is described as follows. Let {h1, . . . , hr } be a basis for H and let
{h1, . . . , hr } be the corresponding dual basis for H ∗. Then R=∑rı=1(ε⊗ hı)⊗ (hı ⊗ 1),
which does not depend on our choice of basis.
Observe that ı :H → D(H) and  :H ∗ cop → D(H) defined by ı(h) = ε ⊗ h and
 (p)= p⊗ 1, respectively, for all h ∈H and p ∈H ∗ are Hopf algebra maps. Let S = s∗
be the antipode for H ∗ and let S be the antipode for D(H). Then
S(p⊗ h)= S((p⊗ 1)(ε⊗ h))= S(ε⊗ h)S(p⊗ 1)= (ε⊗ s(h))((p ◦ s−1)⊗ 1)
for all p ∈ H ∗ and h ∈ H . Applying S to the first and last terms of the above gives
S2(p⊗ h)= (p ◦ s−2)⊗ s2(h) for all p ∈H ∗ and h ∈H .
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the antipode S , where R =∑rı=1Rı ⊗ R′ı . The element uH is invertible with inverse
u−1H =
∑r
ı=1R′ıS2(Rı ). It is easy to see that
uH =
r∑
ı=1
S−1(hı)⊗ hı =
r∑
ı=1
hı ⊗ s−1(hı) and u−1H =
r∑
ı=1
hı ⊗ s2(hı).
The (Hopf ) algebra automorphism S2 of D(H) is given by S2(x) = uHxu−1H for all
x ∈ D(H). See [7] for the definition of the Drinfel’d element and its basic properties.
See [8] also.
The principle objects of interest to us in this paper are the simple left D(H)-modules,
which we study in the context of left modules for D(H). Majid first characterized the left
modules for the double in [16]. Here we find it convenient to use a formal variation of his
approach [13].
Suppose that M is a left D(H)-module. Then M has a left H -module structure (M, ·)
and a left H ∗-module structure, hence a right H -comodule structure (H,ρ), by pull-back
along ı :H →D(H) and  :H ∗ cop →D(H), respectively, defined above. The relationship
between these three structures is given by
(p⊗ h) ·m= p⇀ (h ·m) (1)
for all p ∈H ∗, h ∈H , and m ∈M . The relationship between the left H -module structure
(M, ·) and the right H -comodule structure (M,ρ) is given by
h(1) ·m〈1〉 ⊗ h(2)m(2) = (h(2) ·m)〈1〉 ⊗ (h(2) ·m)(2)h(1) (2)
for all h ∈H and m ∈M .
Now suppose that H is a bialgebra over k. In this paper we refer to a triple (M, · , ρ),
where (M, ·) is a left H -module, (M,ρ) is a right H -comodule, and (2) is satisfied, as
a Yetter–Drinfel’d H -module [22].
A map of Yetter–Drinfel’d H -modules is a function of the underlying spaces which is
both a map of left H -modules and a map of right H -comodules. We denote the category
of Yetter–Drinfel’d H -modules and their maps by HYDH . See [22] for a discussion of
variations on the definition of Yetter–Drinfel’d module and their relationship with Yetter’s
earlier notion of left crossed bimodule [27].
Let M ∈ HYDH , meaning that M is an object of HYDH . A Yetter–Drinfel’d H -sub-
module of M is a subspace N of M which is both a left H -submodule and a right
H -subcomodule of M . A Yetter–Drinfel’d H -module is simple if it is has exactly two
Yetter–Drinfel’d submodules.
Suppose again that H is a finite-dimensional Hopf algebra over k. Then the category
HYDH accounts for the leftD(H)-modules and module maps via (1). RegardM ∈ HYDH
as a left D(H)-module according to (1) and defineRM :M ⊗M→M ⊗M by
RM(m⊗ n)=R · (m⊗ n)=
r∑
Rı ·m⊗R′ı · nı=1
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M , we have
RM(m⊗ n)= n(2) ·m⊗ n〈1〉 (3)
for all m,n ∈M . We refer to RM as the solution to the quantum Yang–Baxter equation
associated with M; see [13, §3.1] for definitions and details. Observe that RM has an
inverse which is given by
R−1M (m⊗ n)= s
(
n(2)
) ·m⊗ n〈1〉 (4)
for all m,n ∈M , where s is the antipode of H .
In Section 3 we study simple Yetter–Drinfel’d modules for the Hopf algebra Hω, where
ω ∈ k∗ is different from 1. Our Hω is the Fω of [21, §1.3]. As a k-algebra Hω is generated
by a, a−1, and x , subject to the relations
aa−1 = 1, a−1a = 1, and xa = ωax.
The coalgebra structure of Hω is determined by
∆(a)= a⊗ a, ∆(a−1)= a−1 ⊗ a−1, and ∆(x)= x ⊗ a + 1⊗ x.
As a k-vector space Hω has basis {aıx | ı ∈ Z, 0   }. Furthermore, Hω is pointed and
G(Hω)= (a). Since G(Hω) is a group, Hω has bijective antipode. Thus H opω and H copω are
Hopf algebras over k.
The coproduct for Hω is given by
∆
(
amxu
)= u∑
ı=0
(
u
ı
)
ω
amxu−ı ⊗ am+u−ıxı (5)
for all m ∈ Z and u  0, where (u
ı
)
ω
is the coefficient of au−ıxı in the expansion
of (a + x)u. These coefficients have been treated by many authors. We point to [21,
Proposition 1] for the reader’s convenience.
Suppose that n > 1 and ω is a primitive n root of unity. Then the Taft (Hopf ) algebra
Hω,n =Hω/I is defined, where I is the ideal of Hω generated by an − 1 and xn. See [25,
26] for discussions of the Taft algebra.
The Hopf algebras Hω and Hω,n are graded. Our main results concern graded Hopf
algebras. To review the notion of graded Hopf algebras, we first recall the definition of
graded vector space.
A vector space V over k with a designated direct sum decomposition V =⊕∞n=0 V(n)
of subspaces is a graded vector space over k. Suppose that U =⊕∞n=0U(n) and V =⊕∞
n=0 V(n) are graded vector spaces over k. Then a linear map T :U → V is a map of
graded vector spaces if T (U(n))⊆ V(n) for all n 0.
An algebra A over k is a graded algebra over k if A =⊕∞n=0 A(n) is a graded vector
space over k such that 1 ∈ A(0) and A(m)A(n) ⊆ A(m+n) for all m,n  0. A coalgebra C
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that ε(C(n))= (0) for all n > 0 and ∆(C(n))⊆∑nı=0 C(n−ı) ⊗C(ı) for all n 0.
A bialgebra H over k is a graded bialgebra over k if H =⊕∞n=0 H(n) is a graded vector
space over k, which gives H a graded algebra and a graded coalgebra structure. A graded
bialgebra H =⊕∞n=0H(n) over k with antipode s is a graded Hopf algebra over k if s
is a map of graded vector spaces. Maps of graded algebras, coalgebras, bialgebras, and
Hopf algebras over k are maps of algebras, coalgebras, bialgebras, and Hopf algebras,
respectively, over k which are also maps of underlying graded vector spaces. We note that
k has a unique graded (Hopf ) algebra structure: k = k(0) and k(1) = k(2) = · · · = (0).
We remark that a graded bialgebra with antipode over k is automatically a graded Hopf
algebra. For suppose that C =⊕∞n=0 C(n) is a graded coalgebra over k, A=⊕∞n=0 A(n) is
a graded algebra over k, and that f :C→A is a map of graded vector spaces with inverse
g in the convolution algebra Hom(C,A). Then g is a map of graded vector spaces. To see
this, consider the graded coalgebra C(n) = C(0) ⊕ · · · ⊕ C(n) over k, where n  0. Then
f |C(n), g|C(n) :C(n)→ A are convolution inverses. It is easy to see that g|C(0) is a map
of graded vector spaces, and if g|C(n) is a map of graded vector spaces then g|C(n+1) is as
well.
Note that H = Hω =⊕∞n=0 H(n) is a graded Hopf algebra with H(n) = Kxn for all
n 0, where K = kG(H).
2. Simple Yetter–Drinfel’d H -modules
Throughout this section H is a bialgebra over the field k and H op has antipode ς .
Suppose (M, ·) ∈ HM and (M,ρ) ∈MH . Then (M, · , ρ) ∈ HYDH if and only if
ρ(h ·m)= h(2) ·m〈1〉 ⊗ h(3)m(2)ς(h(1)) (6)
for all h ∈H and m ∈M; see [13, Lemma 5.1.1]. In this paper, (6) effectively replaces (2)
in the definition of Yetter–Drinfel’d H -module.
The preceding equation suggests ways of forming comodule and module structures by
tensoring M with H . The proof of the following is left to the reader.
Lemma 1. Let H be a bialgebra over the field k and suppose that H op has antipode ς .
(a) Suppose that N ∈MH . Then H ⊗N ∈MH , where
ρ(h⊗ n)= (h(2)⊗ n〈1〉)⊗ h(3)n(2)ς(h(1)) for all h ∈H and n ∈N.
(b) Suppose that L ∈ HM. Then L⊗H ∈ HM, where
h · (⊗ a)= h(2) · ⊗ h(3)aς(h(1)) for all h,a ∈H and  ∈ L.
The parts of the preceding lemma can be phrased more generally. Suppose that H is
a bialgebra over k. Then part (a) holds for all bialgebra maps ς :H → H cop and part (b)
holds for all bialgebra maps ς :H →H op.
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H -module structures. We will consider each in turn. The following result is a slight
improvement of parts (b) and (c) of [18, Lemma 7].
Proposition 1. Let H be a bialgebra over the field k and suppose that H op has antipode ς .
(a) Suppose that N ∈MH . Then H ⊗N ∈ HYDH , where h · (a⊗ n)= ha⊗ n and
ρ(h⊗ n)= (h(2)⊗ n〈1〉)⊗ h(3)n(2)ς(h(1)) for all h,a ∈H and n ∈N.
Let M ∈ HYDH .
(b) Suppose thatN ∈MH and  :N →M is a map of rightH -comodules. Then the linear
map π :H ⊗N →M defined by π(h⊗n)= h ·  (n) for all h ∈H and n ∈N is a map
of Yetter–Drinfel’d H -modules, where H ⊗N has the structure described in part (a).
Furthermore, Imπ =H ·  (N) is the Yetter–Drinfel’d H -submodule of M generated
by Im  .
(c) M is the quotient of some H ⊗N described in part (a).
Proof. Let h,a ∈ H and n ∈ N , where N is a right H -comodule. To establish part (a),
we use part (a) of Lemma 2 and note that the rule h · (a ⊗ n) = ha ⊗ n describes a left
H -module action on H ⊗N to verify the equation
ρ
(
h · (a⊗ n))= h(2) · (a⊗ n)〈1〉 ⊗ h(3)(a⊗ n)(2)ς(h(1)).
As for part (b), let N be any subcomodule of M and let π :H ⊗N →M be the linear map
defined by π(h⊗ n)= h ·  (n) for all h ∈H and n ∈N . Since  is linear,
π
(
h · (a⊗ n))= π(ha⊗ n)= (ha) ·  (n)= h · (a ·  (n))= h · π(a ⊗ n),
which shows that π is a left H -module map. We use the fact that  is a comodule map in
the following calculation:
(π ⊗ IdH )
(
ρ(h⊗ n))= (π ⊗ IdH)((h(2)⊗ n〈1〉)⊗ h(3)n(2)ς(h(1)))
= h(2) · 
(
n〈1〉
)⊗ h(3)n(2)ς(h(1))
= h(2) ·  (n)〈1〉 ⊗ h(3) (n)(2)ς(h(1))
= ρM
(
h ·  (n))= ρM(π(h⊗ n)),
which shows that π is right H -comodule map. Note that the left H -submodule Imπ =
H ·  (N) of M is also a right H -subcomodule of M by (6). We have established part (b).
As for part (c), let N =M and  = IdM . ✷
There is an analog of the preceding proposition, which is the basis of our study of simple
Yetter–Drinfel’d H -modules.
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(a) Suppose that L ∈ HM. Then L⊗H ∈ HYDH , where
h · (⊗ a)= h(2) · ⊗ h(3)aς(h(1)) and ρ(⊗ h)= (⊗ h(1))⊗ h(2)
for all h,a ∈H and  ∈ L.
Let M ∈ HYDH .
(b) Suppose that L ∈ HM and p :M → L is a map of left H -modules. Then the linear
map f :M → L⊗ H defined by f (m) = p(m〈1〉)⊗ m(2) for all m ∈M is a map of
Yetter–Drinfel’d H -modules, where L ⊗ H has the structure described in part (a).
Furthermore Kerf is the largest Yetter–Drinfel’d H -submodule, indeed the largest
subcomodule, contained in Kerp.
(c) M is isomorphic to a Yetter–Drinfel’d H -submodule of some L ⊗ H described in
part (a).
Proof. We first show part (a). It is clear that L⊗H is a right H -comodule. By part (b) of
Lemma 1 we need only observe for all h,a ∈H and  ∈L that
(
h · (⊗ a))〈1〉 ⊗ (h · (⊗ a))(2) = (h(2) · ⊗ (h(3)aς(h(1)))(1))⊗ (h(3)aς(h(1)))(2)
= (h(2) · ⊗ h(3)(1)a(1)ς(h(1)(2)))⊗ h(3)(2)a(2)ς(h(1)(1))
= (h(3) · ⊗ h(4)a(1)ς(h(2)))⊗ h(5)a(2)ς(h(1))
and
h(2) · (⊗ a)〈1〉 ⊗ h(3)(⊗ a)(2)ς(h(1))
= (h(2)(2) · ⊗ h(2)(3)a(1)ς(h(2)(1)))⊗ h(3)a(2)ς(h(1))
= (h(3) · ⊗ h(4)a(1)ς(h(2)))⊗ h(5)a(2)ς(h(1));
thus
ρ
(
h · (⊗ a))= h(2) · (⊗ a)〈1〉 ⊗ h(3)(⊗ a)(2)ς(h(1)).
We have shown part (a).
Let p :M→ L be a map of left H -modules and define a linear map f :M→ L⊗H by
f (m)= p(m〈1〉)⊗m(2)
for all m ∈M . Using the linearity of p, we see that
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(
m〈1〉
)⊗m(2) = (p(m〈1〉〈1〉)⊗m〈1〉(2))⊗m(2)
= (p(m〈1〉)⊗m(2)(1))⊗m(2)(2) = ρ(f (m))
for all m ∈M , which shows that f is a right H -comodule map. Since p is a module map,
we compute
f (h ·m)= p((h ·m)〈1〉)⊗ (h ·m)(2) = p(h(2) ·m〈1〉)⊗ h(3)m(2)ς(h(1))
= h(2) ·
(
p
(
m〈1〉
))⊗ h(3)m(2)ς(h(1))= h · (p(m〈1〉)⊗m(2))= h · f (m)
for all h ∈ H and m ∈ M , which shows that f is a map of left H -modules. We next
characterize the kernel of f .
Let m ∈M . By definition f (m)= 0 if and only if p(m〈1〉)⊗m(2) = 0. Thus f (m)= 0
if and only if p(h∗⇀m)= 0 for all h∗ ∈H ∗, or equivalently, the right subcomodule of M
which m generates lies in the kernel of p. Thus Kerf is the largest right H -subcomodule
N of M , contained in Kerp. Since Kerp is a left H -submodule of M , it follows that
H · N ⊆ Kerp as well. Now the left H -submodule H · N of M is also a right H -
subcomodule of M by (6). This concludes our proof of part (b). As for part (c), we may
take L=M and p = IdM . ✷
Now suppose that M ∈ HYDH is a simple Yetter–Drinfel’d H -module. Let N be a
non-zero subcomodule of M . Then the left H -submodule H ·N of M generated by N is
also a right H -subcomodule of M by (6). Therefore M =H ·N . Taking N to be simple,
we conclude that M is a finitely generated left H -module. This means that M contains
a maximal proper H -submodule M ′. Let L =M/M ′ and p :M → L be the projection.
Then L is a simple left H -module and M ′ = Kerp contains no non-zero Yetter–Drinfel’d
H -submodule of M . By part (b) of Proposition 2, it follows that M is isomorphic to
a Yetter–Drinfel’d H -submodule of L ⊗ H . Thus we may assume that M is a Yetter–
Drinfel’d H -submodule of L⊗H . In this case, M =H ·N for some simple subcomodule
N of L⊗H .
Suppose that L is one-dimensional and write L = k where  ∈ L. Then there is an
algebra homomorphism β :H → k such that h · = β(h) for all h ∈H . Therefore
h · (⊗ a)= h(2) · ⊗ h(3)aς(h(1))= β(h(2))⊗ h(3)aς(h(1))= ⊗ (h(2) ↼ β)aς(h(1))
for all h,a ∈H . This calculation points to a very natural class of objects in HYDH , which
is accounted for by [13, §8.2].
Lemma 2. Let H be a bialgebra over the field k and suppose that H op is a Hopf algebra
with antipode ς . Let β ∈ G(H o). Then Hβ = (H,•β,∆) ∈ HYDH , where h •β a =
(h(2) ↼ β)aς(h(1)) for all h,a ∈H .
Note that the subcomodules of Hβ are the right coideals of H . If L = k is a one-
dimensional left H -module, and β ∈G(H o) is determined by h · = β(h) for all h ∈H ,
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h⊗  → h for all h ∈H .
The module action described in the preceding lemma is one in a general class of
actions. Note that fβ :H →H , defined by fβ(h)= h↼β for all h ∈ h, and ς :H →H op
are algebra maps. Generally, if f :H → H and g :H → H op are algebra maps then
h · a = f (h(2))ag(h(1)) for all h,a ∈H defines a left H -module action on H .
Let β ∈ G(H o) and let N be a right coideal of H . Then Hβ,N = H •β N is
a Yetter–Drinfel’d H -submodule of Hβ . We will examine these objects for certain β and
simple N when H op =⊕∞n=0 H(n) is a graded Hopf algebra and H(0) is a commutative
cocommutative Hopf subalgebra of H op.
Theorem 1. Let H = ⊕∞n=0 H(n) be a graded bialgebra over k which affords H op
the structure of a graded Hopf algebra over k. Suppose that H(0) is a commutative
cocommutative Hopf subalgebra of H op.
(a) Let β :H → k be a map of graded algebras and let N be a simple right coideal of H .
Then Hβ,N is a simple Yetter–Drinfel’d H -module.
(b) Suppose β,β ′ :H → k are maps of graded algebras and N,N ′ are simple right
coideals of H . Then Hβ,N Hβ ′,N ′ if and only if β = β ′ and N =N ′.
Proof. Let H[n] = ⊕nı=0H(ı) for n  0. Then H[0] ⊆ H[1] ⊆ · · · is a coalgebra
filtration of H . Therefore the coradical H0 of H is contained in H[0] = H(0) by [24,
Proposition 11.1.1]. Since H(0) is cocommutative, it follows that the simple right coideals
of H are the simple subcoalgebras of H .
Let β :H → k be a map of graded algebras and let N be a simple right coideal of H .
Since H op =⊕∞n=0 H(n) is a graded Hopf algebra over k, β is a map of graded algebras,
and N ⊆ H(0), it follows that H(n) •β N ⊆ H(n) for all n  0. Thus Hβ,N ∩ H(0) =
H(0) •β N . Since H(0) is commutative and cocommutative, it follows that h •β n= β(h)n
for all h ∈H(0) and n ∈ N . Therefore Hβ,N ∩H0 =N . We have shown that N is the only
simple right coideal contained in Hβ,N = H •β N . Therefore Hβ,N is a simple Yetter–
Drinfel’d H -module. Part (a) is established.
Suppose that β,β ′ :H → k are maps of graded algebras, that N,N ′ are simple right
coideals of H , and f :Hβ,N →Hβ ′,N ′ is an isomorphism of Yetter–Drinfel’d H -modules.
We have noted that N is a subcoalgebra of H . Since f is a comodule map, it follows
that ∆(f (N)) ⊆ f (N)⊗N . Thus N ⊇ f (N). Since N ′ is the only simple subcomodule
of Hβ ′,N ′ and f (N) is a non-zero subcomodule of Hβ ′,N ′ , we conclude that f (N) ⊇ N ′.
Thus N ⊇ f (N)⊇N ′, which means that N = f (N)=N ′.
To show that β = β ′, choose a non-zero n ∈N . For h ∈H(0), the equations
β ′(h)f (n)= h •β ′ f (n)= f (h •β n)= f
(
β(h)n
)= β(h)f (n)
show that β ′(h)= β(h). As β and β ′ vanish on H(n) for n > 0, it follows that β = β ′. This
concludes our proof of part (b). ✷
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of commutativity dropped. For let G be a finite group, let H = kG = H(0) be the group
algebra of G over k, let β = ε, and let N = kg for some g ∈G. Then H is cocommutative
and h •ε g = hgh−1 for all h ∈G. Thus Hε,N =Hε,kg =Hε,k(hgh−1) for all h ∈G. In this
example, the conclusion of part (b) holds if and only if G is commutative.
Let A be a Hopf algebra over k whose coradical A0 is a Hopf subalgebra of A. The
direct sum grA =⊕∞n=0An/An−1 of quotients of terms of the coradical filtration of A
over their predecessors has a natural graded Hopf algebra structure. We set A−1 = (0). See
[5,24] for example. Set (grA)(n) = An/An−1 for all n  0. Then grA =⊕∞n=0(grA)(n);
also A0 = (grA)0 = (grA)(0) is a Hopf subalgebra of grA. The projection π : grA→ A0
onto the first summand is a Hopf algebra map. When A is finite-dimensional, observe that
(grA)(n) = (grA)(n+1) = · · · = (0) for some n  0. The associated graded Hopf algebra
grA is a very important tool in the study of finite-dimensional pointed Hopf algebras
over k. See [3,4]. The following corollary applies to grA when A is finite-dimensional,
and pointed, G(A) is a finite abelian group, and k is algebraically closed of characteristic
prime to the order of G(A).
We have noted that if A is a pointed Hopf algebra over k then Aop is as well.
Corollary 1. Let H =⊕∞n=0H(n) be a graded Hopf algebra over an algebraically closed
field k. Suppose that H(0) = kG, where G is a finite abelian group, H(0)  k × · · · × k as
algebras, and H(n) =H(n+1) = · · · = (0) for some n > 0. Then
(β, g) → [Hβ,kg]
describes a bijective correspondence between the Cartesian product of sets of group-like
elements G(H o)×G=G(H o)×G(H) and the set of isomorphism classes E of the simple
Yetter–Drinfel’d H -modules.
Proof. Let β ∈G(H o); that is, let β :H → k be an algebra map. Since H(n) =H(n+1) =
· · · = (0), it follows that (H(ı))n = (0) for all ı  1. Therefore β(H(ı))= (0) for all ı  1.
We have shown that β is a map of graded algebras. Since kg is a simple right coideal
of H for g ∈ G, by Theorem 1 we conclude that the map G(H o) × G → E defined
by (β, g) → [Hβ,kg] is one–one. It remains to show that every simple Yetter–Drinfel’d
H -module M is isomorphic to Hβ,kg for some β ∈G(H o) and g ∈G.
By virtue of the discussion preceding Lemma 2, we may assume that M is a Yetter–
Drinfel’d H -submodule of L ⊗ H where L is a simple left H -module. Let I = H(1) ⊕
· · · ⊕ H(n−1). Then I is a nilpotent ideal of H , H = H(0) ⊕ I as vector spaces, and the
projection π :H → H(0) onto the first summand is an algebra map. Thus the simple left
H -modules are the simple left H(0)-modules via pull-back along π . Since the latter is
isomorphic to the direct product of algebras k × · · · × k, the simple left H(0)-modules are
one-dimensional. Therefore L is one-dimensional.
Since L is one-dimensional, we may assume that M is a Yetter–Drinfel’dH -submodule
of Hβ for some β ∈G(H o); see the comments following the proof of Lemma 2. Let N be
a simple right coideal of H contained in M . We noted in the proof of Theorem 1 that
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N = kg for some g ∈G. Since M ⊇Hβ,kg, we conclude that M =Hβ,kg. ✷
The hypothesis of Corollary 1 is satisfied when H is a Taft algebra. A characterization
of the simple Yetter–Drinfel’d H -modules was given earlier for the Taft algebras in [6,
Proposition 2.4 and Theorem 2.5] by a very different approach.
In general, the dimension and explicit determination of the modules Hβ,kg is not so
obvious. The reader should consider Corollary 1 in light of the discussion of [15].
In light of our discussion of simple Yetter–Drinfel’d H -modules which follows the
proof of Proposition 2, it would be good to have a characterization of the simple right
H -subcomodules of L⊗H . Such a characterization is found in a more general setting.
Let C be a coalgebra over k and let N be a right C-comodule. Recall [24,
Proposition 2.1.1] that the right C-subcomodules of N are the left C∗-modules of N under
the action defined by c∗⇀n= n〈1〉c∗(n(2)) for all c∗ ∈C∗ and n ∈N .
Proposition 3. Let V be a vector space over and let C be a coalgebra over k. Regard
V ⊗C as a right C-comodule by ρ(v⊗ c)= (v⊗ c(1))⊗ c(2) for all v ∈ V and c ∈ C.
(a) Suppose that {v1, . . . , vr } and {c1, . . . , cr } are linearly independent subsets of V and
C, respectively, and suppose further that
(i) C∗⇀c1, . . . ,C∗⇀cr are simple right coideals of C and
(ii) c1 ↼C∗ = · · · = cr ↼C∗.
Then
N = {v1 ⊗ (c∗⇀c1)+ · · · + vr ⊗ (c∗⇀cr) ∣∣ c∗ ∈C∗}
is a simple right C-subcomodule of V ⊗C and
N  C∗⇀c1  · · ·  C∗⇀cr.
(b) Every simple right C-subcomodule of V ⊗C is described by part (a).
Proof. Let c ∈C and c∗ ∈ C∗. We first observe that c∗⇀c= 0 if and only if c∗(c↼C∗)=
(0).
Suppose that {c1, . . . , cr } is a linearly independent subset of C, which satisfies (ii). Fix
1 ı,   r . By our first observation, condition (ii) implies that the rule fı  :C∗⇀cı →
C∗ ⇀ c given by fı  (c∗ ⇀cı) = c∗ ⇀ c for c∗ ∈ C is a well-defined map of left C∗-
modules. In particular, fı  is an isomorphism with inverse f ı .
Assume further that {v1, . . . , vr } is a linearly independent subset of V and let N be
defined as in part (a). ThenN = C∗⇀(v1⊗c1+· · ·+vr⊗cr) and is thus a leftC∗-module.
Since fı  is an one–one for all 1 ı,   r , it follows that for all 1 ı  r the onto map of
left C∗-modules f :N →C∗⇀cı defined by f (v1 ⊗ (c∗⇀c1)+ · · ·+ vr ⊗ (c∗⇀cr))=
c∗⇀cı is also one–one. We have established part (a).
To show part (b), let N be a simple right C-subcomodule of V ⊗ C. Among all of the
non-zero elements of N , choose one n which can be written as the sum of fewest possible
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it follows that
N = C∗⇀n= {v1 ⊗ (c∗⇀c1)+ · · · + vr ⊗ (c∗⇀cr) ∣∣ c∗ ∈ C∗}.
Let 1  ı  r and c∗ ∈ C∗. By our choice of r , it follows that c∗ ⇀ cı = 0 implies
c∗⇀c1 = · · · = c∗⇀cr = 0. Suppose that 1   r . We have shown that c∗⇀cı = 0 if
and only if c∗⇀c = 0. By our first observation in the proof, this statement is equivalent
to c∗(cı ↼ C∗) = (0) if and only if c∗(c ↼ C∗) = (0). We have shown for all c∗ ∈ C∗
that c∗(cı ↼ C∗) = (0) if and only if c∗(c ↼ C∗) = (0). The latter is equivalent to
cı ↼C
∗ = c ↼C∗.
Let 1 ı  r and consider the onto map of left C∗-modules f :N → C∗⇀cı defined
by f (v1 ⊗ (c∗⇀c1)+ · · ·+ vr ⊗ (c∗⇀cr))= c∗⇀cı for all c∗ ∈ C∗. Since c∗⇀cı = 0
implies c∗ ⇀ c1 = · · · = c∗ ⇀ cr = 0, it follows that f is one–one. We have established
part (b). ✷
For r  1, it is not difficult to find sets {c1, . . . , cr } which satisfy conditions (i) and
(ii) of the preceding proposition. Consider the comatrix coalgebra C = Cr (k). Then C has
linear basis {eı }1ı,r and its coalgebra structure is determined by
∆
(
eı
)= r∑
=1
eı⊗ e and ε
(
eı
)= δı
for all 1 ı,   r , where δı is the Kronecker delta.
Fix 1 ı,   r . Then C∗ ⇀eı = Span(eı1, . . . , eır ) and is a simple left C∗-submodule
of C (or equivalently is a simple right coideal of C). Likewise eı ↼C∗ = Span(e1 , . . . , er )
and is a simple right C∗-submodule of C. Thus conditions (i) and (ii) of part (a) of
Proposition 3 are satisfied for {e1 , . . . , er } when 1   r .
3. Some simple Yetter–Drinfel’d Hω-modules
Suppose that ω ∈ k∗ is not 1 and H = Hω . Let β ∈ G(H o). Since β(a) is invertible
and ω = 1, the relation xa = ωax forces β(x) = 0. Thus β :H → k is a map of graded
algebras. Let g ∈ G(H). Then Hβ,kg is a simple Yetter–Drinfel’d H -module by part (a)
of Theorem 1. In this section we study the Yetter–Drinfel’d H -modules of H of the type
Hβ,kg, where β ∈G(H o) and g ∈G(H).
Let M be any simple Yetter–Drinfel’d H -module. Then we may regard M as a
Yetter–Drinfel’d H -submodule of L ⊗ H , whose structure is described in part (a) of
Proposition 2, where L is a simple left Hω-module. Now M =H ·N for some simple right
H -subcomodule of M . Since the simple subcoalgebras of H are one-dimensional, it
follows from Proposition 3 that N = k(⊗ g) for some  ∈ L and g ∈G(H). The simple
left H -module L need not be finite-dimensional, as we shall see.
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Then the finite-dimensional simple left Hω-modules are one-dimensional.
Proof. Let L be a non-zero finite-dimensional left Hω-module. Then the linear automor-
phism (a) of L defined by (a)(v)= a · v for all v ∈ L has a non-zero eigenvector u ∈L
belonging to some λ ∈ k∗. Now λ,ω−1λ,ω−2λ, . . . are distinct since λ is not zero and ω
is not a root of unity. Since
a · (xn · u)= (axn) · u= (ω−nxna) · u= ω−n(xn · (a · u))= ω−nλ(xn · u)
for all n 0, it follows that xn−1 · u = 0 = xn · u for some n 1. Replacing xn−1 · u by
u, we have that u = 0, a · u= λu, and x · u= 0. If L is simple, L= ku. ✷
Let us assume the hypothesis of the preceding lemma. Then the left ideal ofH generated
by ax−1 is proper and is therefore contained in a maximal left idealN of H . Consider the
simple left H -module L = H/N . If L is finite-dimensional, then L is one-dimensional,
which means that N = Kerβ for some β ∈ G(H o). As β(x) = 0, this is impossible.
Therefore L is not finite-dimensional.
We return to our original assumption that k is any field, ω ∈ k∗ is different from 1, and
we let β ∈ G(H o). Observe that h → h ↼ β describes an algebra automorphism of H ,
a ↼ β = β(a)a, and x ↼ β = x . Let s be the antipode of H . Then s is bijective and
ς = s−1 is the antipode of H op. Since ς(a)= a−1 and ς(x)=−a−1x , it follows that
g •β b= β(g)gbg−1, (7)
where g = am for some m ∈Z, and
x •β b= xb− β(a)
(
aba−1
)
x (8)
respectively for all b ∈H . Now let m, ∈ Z, u,v  0, and ρ ∈ k. To calculate (amxu) •β
(axv), we define
〈u,v : ,ρ〉ω =
{
1, u= 0,∏v+u
ı=v+1
(
ω − ρω−(ı−1)), u > 0.
Lemma 4. Let k be a field, let ω ∈ k∗ be different from 1, let H =Hω, and let β ∈G(H o).
Then
(
amxu
) •β (axv)= 〈u,v : ,β(a)〉ωβ(a)mω−m(u+v)axu+v
for all m, ∈Z and u,v  0.
Proof. We first let m= 0 and establish the resulting formula
xu •β
(
axv
)= 〈u,v : ,β(a)〉 axu+v (9)
ω
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when u= 0.
Suppose that u 1 and the formula of (9) holds for u− 1. We note that〈
u,v : ,β(a)
〉
ω
= 〈u− 1, v : ,β(a)〉
ω
(
ω − β(a)ω−(u+v−1))
for u 1, use (8), and use the induction hypothesis to calculate
xu •β
(
axv
)= x •β (xu−1 •β (axv))
= x(xu−1 •β (axv))− β(a)a(xu−1 •β (axv))a−1x
= 〈u− 1, v : ,β(a)〉
ω
(
x
(
axu−1+v
)− β(a)a(axu−1+v)a−1x)
= 〈u− 1, v : ,β(a)〉
ω
(
ω − β(a)ω−(u−1+v))axu+v
= 〈u,v : ,β(a)〉axu+v.
Therefore (9) holds by induction on u.
To complete the proof of the lemma, we use (7) and (9) to compute
(
amxu
) •β (axv)= am •β (xu •β (axv))= 〈u,v : ,β(a)〉ωam •β (axu+v)
= 〈u,v : ,β(a)〉
ω
β(a)mam
(
axu+v
)
a−m
= 〈u,v : ,β(a)〉
ω
β(a)mω−m(u+v)axu+v
for all m, ∈ Z and u,v  0. ✷
Since Hβ,kg =H •β g for all β ∈G(H o) and g ∈G(H)= (a), in light of Lemma 4 we
have:
Proposition 4. Let k be a field, let ω ∈ k∗ be different from 1, let H =Hω, let β ∈G(H o),
and let g = a ∈G(H).
(a) Suppose that β(a) = ω+r for all r  0. Then Hβ,kg is infinite-dimensional and has
basis {g,x •β g, x2 •β g, . . .}.
(b) Suppose that β(a) = ω+r for some r  0, and assume that r is the smallest such
integer. Then Hβ,kg is (r + 1)-dimensional, has basis {g,x •β g, . . . , xr •β g}, and
xr+1 •β g = 0.
The formulas
a •β
(
xv •β g
)= β(a)ω−v(xv •β g) and x •β (xv •β g)= xv+1 •β g
for all v  0 explain the module structure of Hβ,kg in very simple terms. The reader
should compare the preceding proposition and subsequent remarks with [9, Theorem 2.6
and §2.13].
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the quantum Yang–Baxter equation associated to the simple Yetter–Drinfel’d H -module
M = Hβ,kg. Since Hβ,kg is a Yetter–Drinfel’d H -submodule of Hβ , we will compute
the solution Rβ to the quantum Yang–Baxter equation associated to Hβ . Recall that
Rβ(m⊗n)= (n(2) •β m)⊗n〈1〉 for all m,n ∈Hβ and that RM ′ =Rβ |M ′⊗M ′ for all Yetter–
Drinfel’d H -submodules M ′ of Hβ . Using (5) it follows that
Rβ
(
amxu ⊗ anxv)= v∑
ı=0
(
v
ı
)
ω
((
an+v−ıxı
) •β (amxu))⊗ anxv−ı
and thus
Rβ
(
amxu ⊗ anxv)
=
v∑
ı=0
(
v
ı
)
ω
〈
ı, u :m,β(a)
〉
ω
β(a)n+v−ıω−(n+v−ı)(u+ı)amxu+ı ⊗ anxv−ı (10)
for all m,n ∈ Z and u,v  0 by Lemma 4.
Now xu •β g is a scalar multiple of gxu for all u 0. Specializing (10) we have, with
g = a, that
Rβ
(
gxu ⊗ gxv)= v∑
ı=0
(
v
ı
)
ω
〈
ı, u : ,β(a)
〉
ω
β(a)+v−ıω−(+v−ı)(u+ı)gxu+ı ⊗ gxv−ı (11)
for all u,v  0. See also [9, Chapter 3].
4. Simple Yetter–Drinfel’d H -modules for certain quotients of Hω
Suppose that ω ∈ k is a primitive nth root of unity, where n > 1, and let π :Hω →H be
an onto map of Hopf algebras. Assume that H is finite-dimensional and π(x) is nilpotent.
The Taft algebra H =Hω,n, for example, fits into this context. Since π is onto, H0 = kG,
where G = (π(a)). We will assume that H0  k × · · · × k as algebras, which is the case
for the Taft algebra and also when k is algebraically closed and has characteristic prime to
the order of G. Since π(x) is nilpotent, it follows that H is graded by H(ı) = π((Hω)(ı))
for all ı  0. See [21, §3.1]. Thus the hypothesis of Corollary 1 is met by H . Therefore
G(H o) × G(H) parameterizes the equivalence classes of the simple Yetter–Drinfel’d
H -modules according to (β,g) → [Hβ,kg].
We will explain the connection between the simple Yetter–Drinfel’d H -modules of Hω
and H . Let β ∈ G(H o) and let g ∈ G(H). Then β = β ◦ π ∈ G(H oω). Since π is onto
and Hω is pointed, it follows that π(G(Hω)) = G(H). Therefore g = π(g) for some
g ∈G(Hω).
For all h,b ∈Hω observe that
π(h •β b)= π(h) •β π(b). (12)
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π
(
(Hω)β,kg
)=Hβ,kg.
Since π is a coalgebra map, by (12) we have the equation
Rβ,kg ◦ (π ⊗ π)= (π ⊗ π) ◦Rβ,kg, (13)
which explains how to calculate Rβ,kg in terms of Rβ,kg and the onto map π .
We close by considering a quotient of Hω which is studied in [21]. Let N be a positive
multiple of n. Let H be the Hopf algebra over k generated as a k-algebra by a,x subject
to the relations
xa = ωax, aN = 1, xn = 0,
and whose coalgebra structure is determined by
∆(a)= a⊗ a, ∆(x)= x ⊗ a + 1⊗ x.
Then H has basis {aıx | 0  ı < N, 0   < n}. As a consequence, DimH = Nn.
Furthermore, H is pointed and G(H) = (a). It is easy to see that there is an onto Hopf
algebra map π :Hω → H determined by π(a) = a and π(x) = x. Observe that H is a
graded Hopf algebra, where H(ı) = H0xı for all 0  ı , and π is a map of graded Hopf
algebras.
Assume further that k contains a primitive N th root of unity ρ and suppose that
ω = ρ(N/n) . Now G(H o) is a cyclic group of order N ; indeed, the map G(H o)→ (ρ)
defined by β → β(a) is a group isomorphism. Since the isomorphism classes of Yetter–
Drinfel’d H -modules are parameterized by G(H o) × G(H), there are N2 of them. Let
(β,g) ∈ G(H o) × G(H). Then β(a) = ρm and g = a for unique 0  m, < N . The
remaining details for our analysis are justified by (13) and Lemma 4.
Case 1. β(a)= β(a) /∈ (ω), or equivalently m is not a multiple of N/n. Here (Hω)β,kg is
infinite-dimensional by part (a) of Proposition 4 and Hβ,kg = π((Hω)β,kg) has linear basis
{g,gx, . . . ,gxn−1}. By (11) and (13), the associated solution to the quantum Yang–Baxter
equation is given by
Rβ,kg
(
gxu ⊗ gxv)
=
min(v,n−1−u)∑
ı=0
(
v
ı
)
ω
〈
ı, u : ,β(a)
〉
ω
β(a)+v−ıω−(+v−ı)(u+ı)gxu+ı ⊗ gxv−ı (14)
for all 0 u,v  n− 1.
Case 2. β(a) = β(a) ∈ (ω), or equivalently m = m′(N/n) for some 0  m′ < n. Let
0  r < n be the unique solution to r ≡ (m′ − ) (mod n). Here the restriction of
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{g,gx, . . . ,gxr }. By (11) and (13), the associated solution to the quantum Yang–Baxter
equation is given by
Rβ,kg
(
gxu ⊗ gxv)
=
min(v,r−u)∑
ı=0
(
v
ı
)
ω
〈
ı, u : ,β(a)
〉
ω
β(a)+v−ıω−(+v−ı)(u+ı)gxu+ı ⊗ gxv−ı (15)
for all 0 u,v  r .
When N = n, we note that H is the Taft algebra Hω,n. The reader should compare the
preceding formula with the one found on [6, p. 409].
5. Some oriented quantum algebras arising from finite-dimensional doubles
Twist oriented quantum algebras give rise to regular isotopy invariants of oriented knots
and links. The reader is referred to [11,12] for a quick introduction to these algebraic
structures and their relationship with knots and links. The reader may wish to consult the
survey article [20] as well. We begin by recalling the definition of twist oriented quantum
algebra and making a few observations about these algebras, drawing from [11,12].
A twist oriented quantum algebra over k is a tuple (A,ρ,D,U,G), where A is an
algebra over the field k, ρ ∈ A ⊗ A is invertible, D and U are commuting algebra
automorphisms of A, and G ∈A is invertible, such that
(qa.1) (IdA ⊗U)(ρ) and (D⊗ IdA)(ρ−1) are inverses in A⊗Aop,
(qa.2) ρ = (D⊗D)(ρ)= (U ⊗U)(ρ),
(qa.3) ρ satisfies the quantum Yang–Baxter equation,
(qa.4) D(G)=U(G)=G, and (D ◦U)(a)=GaG−1 for all a ∈A.
Let (A,ρ,D,U,G) be a twist oriented quantum algebra over k. Then (A,ρ,D ◦ U,
IdA,G) and (A,ρ, IdA,D ◦U,G) are as well by [11, Proposition 1]. All three account for
the same invariants of oriented knots and links [11, Theorems 1 and 3]. We are interested
in standard twist oriented quantum algebras, that is, those with D = IdA. A fundamental
example arises from the Drinfel’d double of a finite-dimensional Hopf algebra; see [11,
Proposition 2, part (a)].
Example 1. Let H be a finite-dimensional Hopf algebra over the field k. Then
(D(H),R, IdD(H),S−2, u−1H ) is a standard twist oriented quantum algebra over k.
At this point we introduce two convenient definitions.
Definition 1. Let A be an algebra over the field k and suppose that ρ ∈ A⊗A and G ∈A
are invertible. Then (A,ρ,G) determines a standard twist oriented quantum algebra
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U(a)=GaG−1 for all a ∈A.
Definition 2. A standard twist oriented quantum algebra (A,ρ, IdA,U,G) over k is called
the standard twist oriented quantum algebra determined by (A,ρ,G).
There is a very useful way of recognizing a standard twist oriented quantum algebra
structure. Compare the following with [20, Proposition 5].
Lemma 5. Let A be an algebra over the field k and let ρ ∈A ⊗ A and G ∈A be invertible.
Write ρ =∑rı=1 aı ⊗ bı and ρ−1 =∑s=1 α ⊗ β . Then (A,ρ,G) determines a standard
twist oriented quantum algebra over k if and only if
(a)
r∑
ı=1
s∑
=1
aıα ⊗ βGbıG−1 =
s∑
=1
r∑
ı=1
αaı ⊗GbıG−1β = 1⊗ 1,
(b)
r∑
ı=1
GaıG
−1 ⊗GbıG−1 =
r∑
ı=1
aı ⊗ bı, and
(c)
r∑
ı,,=1
aıa ⊗ bıa⊗ bb =
r∑
,ı,=1
aaı ⊗ abı ⊗ bb .
Proof. If (A,ρ, IdA,U,G) is a twist oriented quantum algebra over k then (qa.1)–(qa.3)
translate to (a)–(c), respectively, and (qa.4) is automatically satisfied. If (a)–(c) hold then
is easy to see that (A,ρ, IdA,U,G) is a twist oriented quantum algebra over k. ✷
Corollary 2. Let (A,ρ,G) determine a standard twist oriented quantum algebra over k
and suppose that π :A→ B is an algebra homomorphism. Then (B, (π ⊗ π)(ρ),π(G))
determines a standard twist oriented quantum algebra over k.
We will use the corollary to find a useful way of determining a standard twist
oriented quantum algebra structure on End(M) over k when M is a finite-dimensional left
A-module and A has a standard twist oriented quantum algebra structure.
Proposition 5. Let (A,ρ, IdA,U,G) be a twist oriented quantum algebra over k, let M be
a finite-dimensional leftA-module, and let π :A→ End(M) be the induced representation.
Suppose that u ∈ End(M) is invertible and satisfies U(a) · (u(m))= u(a ·m) for all a ∈A
and m ∈M . Then
(
End(M), (π ⊗ π)(ρ),u)
determines a standard twist oriented quantum algebra over k.
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π)(ρ), IdB,U,π(G)) is a twist oriented quantum algebra over k by Corollary 2, where
U(b) = π(G)bπ(G)−1 for all b ∈ B . Let U be the algebra automorphism of End(M)
defined by U(T )= u ◦ T ◦ u−1 for all T ∈ End(M). For a ∈A and m ∈M the calculation
U(π(a))(m)= (u ◦ π(a) ◦ u−1)(m)= u(a · (u−1(m)))=U(a) · (u(u−1(m)))
=U(a) ·m= π(U(a))(m)
shows that
U(π(a))= π(U(a))= π(GaG−1)= π(G)π(a)π(G)−1 = U(π(a))
for all a ∈ A. Therefore U(B) ⊆ B and U |B = U. This is enough to show that
(End(M), (π ⊗ π)(ρ), IdEnd(M),U, u) is a twist oriented quantum algebra over k. ✷
We are going to apply the preceding proposition to (D(H),R, IdD(H),S−2, u−1H ) and
M =Hβ,N for certain right coideals N of H when H is finite-dimensional. Suppose that
H is any Hopf algebra over k with bijective antipode s. Then H op is a Hopf algebra with
antipode ς = s−1 and for h,a ∈H and β ∈G(H o) the equation
t (h) •β a = t
(
h •β◦t t−1(a)
) (16)
holds for all Hopf algebra automorphisms t of H .
Theorem 2. Let H be a finite-dimensional Hopf algebra with antipode s over the field k,
let β ∈G(H o), let N be a right coideal of H such that s2(N)⊆N , let M =Hβ,N , and let
π :D(H)→ End(M) be the induced representation. Then s−2(M)=M and
(
End(M), (π ⊗ π)(R), s−2|M
)
determines a standard twist oriented quantum algebra over k.
Proof. Since s2 is a Hopf algebra automorphism of H which satisfies β ◦s2 = β , it follows
that s2r is a Hopf algebra automorphism of H which satisfies β ◦ s2r = β for all r ∈ Z.
Since s2(N)⊆N and N is finite-dimensional, s2(N)=N . By (16) we have
s−2
(
h •β s2(a)
)= s−2(h) •β a (17)
for all h,a ∈H . As a consequence, s−2(M)=M .
Consider the double D(H) with its standard twist oriented quantum algebra structure
(D(H),R, ImD(H),S−2, u−1H ). Let p ∈ H ∗ and h,m ∈ H . Using (1) and (17), we
calculate:
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= (p ◦ s2)⇀ (s−2(h) •β s−2(m))= (p ◦ s2)⇀ (s−2(h •β m))
= s−2(p⇀ (h •β m))= s−2((p⊗ h) ·m)
and thus (S−2(p⊗ h)) · s−2(m)= s−2((p⊗ h) ·m).
At this point, we see that the theorem follows by Proposition 5. ✷
The hypothesis of the preceding theorem applies to D(H), where H is the Hopf algebra
described at the end of Section 4, and to M =Hβ,kg of Cases 1 and 2. We give a common
description of the standard twist oriented quantum algebra (End(M),R, IdEnd(M),U,u)
which is determined by (End(M), (π ⊗ π)(R), s−2|M).
Let n = n− 1 in Case 1 and n= r in Case 2. Then {m0, . . . ,mn} is a basis for M , where
mı = gxı for all 0  ı  n. For 0  ı,   n, let Eı be the endomorphism of M defined
by Eı (m) = δ,mı for all 0    n. Then {Eı }0ı,n is a basis for End(M), which
corresponds to the standard basis for (n+ 1)× (n+ 1) matrices.
For notational convenience, we set
〈〈ı, u :v : ,ρ〉〉ξ =
(
v
ı
)
ξ
〈ı, u : ,ρ〉ξρ+v−ıξ−(+v−ı)(u+ı) (18)
for all ı, u, v  0,  ∈ Z, ξ ∈ k∗, and ρ ∈ k. Then
R =
n∑
r,s=0
min(s,n−r)∑
ı=0
〈〈
ı, r : s : ,β(a)
〉〉
ω
Er+ır ⊗Es−ıs , (19)
where the coefficients are not zero,
u=
n∑
ı=0
ωıEıı , and U
(
Eı
)= ωı−Eı for all 0 ı,   n. (20)
Let us examine Case 1 more closely when k is algebraically closed. For fixed ω,
notice that there are an infinite number of possibilities for ρ, as we vary N . Axioms
defining the twist oriented quantum algebra structure for (End(M),R, IdEnd(M),U,u) may
be formulated as equalities of Laurent polynomial functions in ρ and ρ−1, which hold
for an infinite number of values of ρ ∈ k∗; see (4) and the discussion preceding (11) in
particular. As a consequence:
Corollary 3. Let n  1, suppose that the field k contains a primitive (n + 1)th root of
unity ω, let ρ ∈ k∗, and let M be a vector space over k with basis {m0, . . . ,mn}. Then
(End(M),R, IdEnd(M),U,u) is a standard twist oriented quantum algebra over k, where
R, U , and u are defined by (19) and (20), and ρ replaces β(a).
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described in [11, §5]. Note that we may assume that ρ = x is transcendental over the
prime field of k.
6. A comparison of two standard twist oriented quantum algebras
Let H be a finite-dimensional Hopf algebra with antipode s over k and suppose
that M ∈ HYDH . Then M a left D(H)-module. Let π :D(H) → End(M) be the
resulting representation. Since (D(H),R, u−1H ) determines the standard twist oriented
quantum algebra (D(H),R, IdD(H),S−2, u−1H ) over k, it follows by Corollary 2 that
(End(M), (π ⊗ π)(R),π(u−1H )) determines a standard twist oriented quantum algebra
over k. Suppose further that M = Hβ,N , where β ∈ G(H o) and N is a right coideal of
H which satisfies s2(N)⊆N . Then (End(M), (π ⊗π)(R), s−2|M) determines a standard
twist oriented quantum algebra over k by Theorem 2. A natural question to ask at this point
is what is the relationship between π(u−1H ) and s−2|M .
In this section we answer the question for the Hopf algebra H and the simple Yetter–
Drinfel’d H -modules M = Hβ,kg described at the end of Section 4. We will continue to
use the notation for the common description of these modules found at the end of Section 5
and we will use the results of this section with no particular reference.
The first observation we make is that the representation π :D(H)→ End(M) is onto.
This we prove in two steps. To simplify notation for our calculations, we set
αı,r,s =
〈〈
ı, r : s : ,β(a)
〉〉
ω
for all 0 r, s  n and 0 ı  s. Note that these scalars belong to k∗. Now
R =
n∑
r,s=0
min(s,n−r)∑
ı=0
αı,r,sE
r+ı
r ⊗Es−ıs =
∑
0rr ′n
Er
′
r ⊗Fr
′
r =
∑
0s ′sn
Fs
′
s ⊗Es
′
s ,
where
Fr
′
r =
∑
r ′−rsn
αr ′−r,r,sEs−(r
′−r)
s for all 0 r  r ′  n and
Fs
′
s =
∑
0rn−(s−s ′)
αs−s ′,r,sEr+(s−s
′)
r for all 0 s′  s  n.
To show that π is onto it suffices to show that {Fr ′r }0rr ′n and {Fs ′s }0 s ′sn are
linearly independent. For since R ∈ Imπ ⊗ Imπ it would then follow that Er ′r ,Es ′s ∈ Imπ
for all 0 r  r ′  n and 0 s′  s  n.
We establish the independence of {Fr ′r }0rr ′n and leave the reader with the exercise
of paraphrasing our argument to establish the independence of {Fs ′s }0s ′sn. Let 0 
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{Fr+dr }0rn−d is linearly independent. Set
F r+dr =
(〈
d, r : s : ,β(a)
〉
ω
β(a)−dω−(−d)(r+d)
)−1
ωrdF r+dr
for all 0 r  n− d and let
Es−ds =
(
s
d
)
ω
ω−sdβ(a)sEs−ds
for all d  s  n. Then {Es−ds }dsn is linearly independent and
F r+dr =
n−d∑
t=0
ω−rtEtt+d
for all 0  r  n − d . Since β(a) is not zero and ω is a primitive root of unity of
order at least n + 1, it follows that the values 1,ω−1,ω−2, . . . ,ω−(n−d) are distinct. Thus
{F r+dr }0rn−d is linearly independent, which implies that {Fr+dr }0rn−d is linearly
independent. This completes our proof that π is onto.
Since π is onto, it follows that (End(M),R) admits at most one standard oriented
quantum algebra structure (End(M),R, IdEnd(M),U ′) by [20, part (a) of Proposition 3].
Thus the inner automorphisms of End(M) induced by π(u−1H ) and s−2|M are the same.
Since the center of End(M) is one-dimensional, it follows that π(u−1H )= αs−2|M for some
α ∈ k∗.
In terms of invariants, the significance of this last equation is the following. Let A andA′
denote the twist oriented quantum algebras determined by (End(M), (π⊗π)(R),π(u−1H ))
and (End(M), (π ⊗ π)(R), s−2|M), respectively. Then the resulting invariants of oriented
links are related by InvA,Tr(L)= αWd(L)InvA′,Tr(L) for all oriented link diagramsL, where
Wd(L) is the Whitney degree of L. See [11, pp. 274–275].
Let Tβ,kg be the linear endomorphism of H defined by
Tβ,kg(h)= s2(h) •β g
for all h ∈H , let d =DimH , let {h1, . . . , hd} be a basis for H , and let {h1, . . . , hd} be the
corresponding dual basis for H ∗. The calculation
Tr(Tβ,kg)=
d∑
ı=1
hı
(
Tβ,kg(hı)
)= d∑
ı=1
ε
(
hı ⇀
(
Tβ,kg(hı)
))= d∑
ı=1
ε
(
hı ⇀
(
s2(hı) •β g
))
= ε(u−1H · g)= ε(π(u−1H )(g))= ε(αs−2(g))= α
shows that
π
(
u−1
)= Tr(Tβ,kg)s−2∣∣ .H M
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Tr(Tβ,kg)= β(a)
(
1+
n∑
u=1
ω−u−u
(
u∏
ı=1
(
ω − β(a)ω−(ı−1))
))
.
We end by computing the character χM :D(H)→ k of M = Hβ,kg . Let p ∈ H ∗ and
h ∈H . Then by definition χM(p⊗ h)= Tr((p⊗ h)) and
(p⊗ h)(m)= (p⊗ h) ·m= p⇀ (h •β m)= (h •β m)(1)
〈
p, (h •β m)(2)
〉
for all m ∈M . Recall that {aıx }0ı<N,0<n is a basis for H and let {aıx }0ı<N,0<n
be the corresponding dual basis for H ∗. For a statement P , let δ(P ) = 1 if P is true and let
δ(P ) = 0 if P is false. For an integer r , let mod(r,N) be the integer uniquely defined by
0mod(r,N) < N and mod(r,N)≡ r (modN). Using the basis {g,gx, . . . ,gxn} for M ,
Lemma 4, and (5), one can show directly that
χM
(
arxs ⊗ amxu)= δ(u=s)δ(vn)〈s, v : ,β(a)〉ωβ(a)mω−m(s+v)
(
s + v
s
)
ω
for all 0 r,m <N and 0 s, u < n, where v =mod(− r,N).
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