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Zusammenfassung
In der Praxis wechselwirken fast alle Quantensysteme auf die ein oder andere Weise
mit ihrer Umgebung. Die komplexen Bewegungs- oder Mastergleichungen solcher offener
Quantensysteme sind jedoch nur in den seltensten Fällen analytisch lösbar, und es ist
daher schwer, prägnante und allgemeingültige Aussagen über sie zu treffen. Solche wä-
ren aber wiederum notwendig, um die spezifische Dynamik offener Quantensysteme wie
Dekohärenz, Dissipation oder stationäre Zustände gezielt ausnutzen zu können.
In dieser Dissertation leiten wir eine hochkonvergente, nichtperturbative Reihendar-
stellung für Markow’sche Mastergleichungen her. Sie basiert auf einer Entwicklung der
Markow’schen Dynamik in kontinuierliche Abschnitte und abrupte Sprünge und erhält
ihre vorteilhaften Konvergenzeigenschaften durch eine adaptive Resummierung dieser so-
genannten Jump-Expansion. Anhand der Dynamik zweier namhafter Modellsysteme, der
räumlichen Detektion eines freien Teilchens und dem Landau-Zener-Problem mit Um-
gebungskopplung, zeigen wir, dass durch die hohe Konvergenz der Reihendarstellung
und die mathematische Flexibilität der Resummierung neue, hochgenaue analytische
Näherungen ermöglicht werden. Basierend auf der analytischen Beschreibung des offe-
nen Landau-Zener-Problems schlagen wir eine effiziente und robuste inkohärente Kon-
trollmethode für die Isomerisierung des menschlichen Sehproteins Rhodopsin vor. Die
Resummierung der Jump-Expansion ermöglicht aber nicht nur hochpräzise analytische
Näherungslösungen für Markow’sche Mastergleichungen, sie impliziert auch eine neue,
effiziente Methode für deren numerische Simulation. Den dazugehörigen Simulationsal-
gorithmus formulieren wir mit Hilfe der Monte-Carlo-Integration der involvierten Ent-
wicklungsterme und demonstrieren ihn anhand einiger ausgewählter, paradigmatischer
offener Quantensysteme.
Abstract
In this thesis we derive a highly convergent, nonperturbative expansion of Markovian
open quantum dynamics. It is based on a splitting of the incoherent dynamics into pe-
riods of continuous evolution and abrupt jumps and attains its favorable convergence
properties from an adaptive resummation of this so-called jump expansion. By means
of the long-standing problems of spatial particle detection and Landau-Zener tunneling
in the presence of dephasing, we show that this adaptive resummation technique facil-
itates new highly accurate analytic approximations of Markovian open systems. The
open Landau-Zener model leads us to propose an efficient and robust incoherent control
technique for the isomerization reaction of the visual pigment protein rhodopsin. Besides
leading to approximate analytic descriptions of Markovian open quantum dynamics, the
adaptive resummation of the jump expansion implies an efficient numerical simulation
method. We spell out the corresponding numerical algorithm by means of Monte Carlo
integration of the relevant terms in the jump expansion and demonstrate it in a set of
paradigmatic open quantum systems.
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The notion that the behavior of the macroscopic objects around us are determined by
the properties and interrelations of their basic constituents is deeply rooted in our mod-
ern, educated world view, to the extent of being almost common sense. For example,
we find it reasonable that a billiard ball obtains its mass and rigidity from the mass
and electromagnetic forces of its constituent molecules, although the exact underlying
physical mechanism might be complicated. Our classical intuition would, however, firmly
protest if someone were to claim that the billiard ball can be found in both the upper
left and the lower right pocket at the same time, just as quantum mechanics predicts
for the constituent molecules. In other words, the fundamental contradictions between
classical physics and quantum mechanics imply a serious dilemma which most of our
contemporaries choose to ignore.
To be more precise, in classical physics one assumes that an object is completely deter-
mined by a set of well defined, measurable physical properties. In contrast, the behavior
of a quantum particle is governed by a catalog of what could be measured, which is
called the wave function. The wave function does not allow for a straightforward re-
alistic interpretation: It prescribes that all measurements are inherently probabilistic
and, consequently, that our way of perceiving the objects around us defines their phys-
ical reality. Most notably, this opens up the possibility for quantum systems to be in
two distinct, classically allowed states at the same time which is called the quantum
superposition principle.
The apparent contradictions between classical and quantum mechanics have bothered
physicists for decades until, in the 1980s, a genuine quantum solution to this dilemma was
proposed. The so-called decoherence theory suggests to view the emergence of classical
properties on the macroscopic scale as resulting from a continuous monitoring of an open
quantum system by its environment [1–4]. The line of thought employed is that informa-
tion about the open quantum system leaks out into the surroundings, which continuously
pins down the physical reality of the system just as in a conventional quantum measure-
ment. This is what is called decoherence. Moreover, the inevitable information leakage
occurs ever more strongly as the system size increases. This decoherence mechanism for
describing the quantum to classical transition has so far withstood all experimental tests
[5, 6].
Besides explaining the fundamental difference between quantum and classical behav-
ior, decoherence theory has quite a few practical implications as well. For example, it
states that, if we want to exploit the quantum nature of a given system, for example for
information processing, we better isolate it from the environment or reduce the induced
classicality in some other way [7, 8]. Also, the much richer incoherent dynamics of an
open quantum system implies new levers for controlling its dynamics [9–11], for example
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for steering a given chemical reaction [12]. What is more, a properly designed inco-
herent control scheme can be much more robust than the conventional coherent control
techniques [11, 13].
Although the basic principles of decoherence theory are well established, an intuitive
understanding as well as an accurate analytical description of its dynamics are under-
developed at present. A deeper understanding of decoherence is, however, necessary for
avoiding its detrimental impact and for using it in quantum control. The problem is
that the description of open quantum systems is conceptually more difficult than that
of closed quantum systems: On the one hand, it must incorporate different possible out-
comes of the monitoring by the environment, which introduces a stochastic component to
the system dynamics. On the other hand, the description of the open system necessarily
involves references to the properties of the complex environment. For practical purposes
those references should ideally be concise and in closed form, which calls for a simple,
approximate description of the environment. These aspects make an analytic description
and intuitive understanding of the decoherence of a given open quantum system quite
challenging. In particular, the emergence of specific classical properties from an under-
lying quantum description through decoherence has so far been shown only for a limited
set of model systems with model environments [14–16].
1.1 Scope of the Thesis
In the present thesis we outline a new method for the analytical and numerical investiga-
tion of open quantum systems based on a highly convergent, nonperturbative expansion
of their dynamics called the jump expansion [17–21]. In order to facilitate an analytical
treatment we focus on the simplest conceivable open systems which are those immersed
in a memoryless environment. The time evolution of these so-called Markovian open sys-
tems is completely determined by a master equation for the system degrees of freedom
without explicit reference to the dynamics of the environment.
The jump expansion decomposes the Markovian system dynamics into periods of con-
tinuous evolution and discontinuous jumps [17–19]. This structure is very similar to that
of a Dyson series for a weakly perturbed closed quantum system. In contrast to the
Dyson series, the nonperturbative jump expansion does not involve a small parameter.
While this enables us to cover the complete range of parameters involved, it makes the
convergence properties of the jump expansion doubtful. The convergence of the jump
expansion can, however, be enhanced by performing an adaptive resummation based
on the invariance properties of Markovian master equations [20, 21]. We derive various
such resummations, for example one which optimizes the convergence by maximizing the
weights of the lowest order expansion terms, and others which combine a strong con-
vergence with a simple algebraic structure. The latter ones are specifically suited for
deriving approximate analytic descriptions.
This adaptive resummation method enables us to derive highly accurate analytic ap-
proximations to two long-standing nontrivial open quantum systems: (i) the spatial
monitoring of a free particle, and (ii) the open Landau-Zener system [20]. In both cases,
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the adaptive resummation method supplies a compelling intuitive picture of the open
system dynamics. While the evolution in the spatial detection setting can be viewed as
the repeated quantum scattering at an imaginary potential step, the open Landau-Zener
system is mapped to a classical alternating Markov chain. The gained intuition can then
be used for designing robust incoherent control techniques, as we show by means of the
isomerization reaction in the visual pigment protein rhodopsin [22].
Besides facilitating new approximate analytic descriptions of open quantum systems,
the adaptive resummation method provides a novel scheme for their efficient numerical
simulation [21]. It is based on the numerical approximation of the terms of the jump
expansion by classical Monte Carlo integration with importance sampling. The high
convergence of the resummed jump expansion implies that one obtains successive esti-
mates of the system evolution, with the most important contributions evaluated first. In
this sense it complements the standard quantum Monte Carlo simulation method which
calculates all contributions indiscriminately. The validity and efficiency of the classical
Monte Carlo simulation method is verified in a set of paradigmatic Markovian master
equations.
1.2 Structure
This thesis is structured as follows. We start by introducing the basic concepts of open
quantum systems and their dynamics in Chapter 2. This chapter may well be skipped by
the informed reader already familiar with the topic. We outline, in particular, how one
formally divides a large quantum compound into a system part and an environmental
part and show that disregarding the environmental degrees of freedom leads to density
matrices for the open system state. Focusing on Markovian open systems, we then
write down a master equation for the time evolution of the system density matrix in
terms of a time-local generator, without explicit reference of the of the environmental
dynamics. Respecting the physical constraints for density matrices, we see that the
dynamical generator takes on a particularly simple form involving a set of positive rates
and associated jump operators acting on the system degrees of freedom. We conclude
this chapter by demonstrating a possible interpretation of the open system dynamics in
terms of a stochastic time evolution on Hilbert space composed of periods of deterministic
evolution interspersed with random jumps.
After deriving the time evolution equation for general Markovian open systems from
first principles, in Chapter 3 we apply it to three paradigmatic open quantum mod-
els: (i) the damped harmonic oscillator, (ii) the motion of a Brownian test particle in
a thermal background gas, and (iii) the time evolution induced by a continuous non-
selective measurement. These models allow us to demonstrate the genuine features of
open quantum dynamics that distinguish them from the closed system evolution under
the Schrödinger equation. They also serve as testbeds for our newly derived numerical
simulation scheme later on.
Chapter 4 is entirely devoted to the jump expansion of the Markovian time evolution
and its properties and resummations. The jump expansion is formally derived in analogy
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to Dyson series for closed quantum systems by splitting the Markovian generator into
two parts. This leads to a decomposition of the dynamics into periods of continuous
evolution of the density matrix and abrupt transformations. The jump expansion yields
a formal solution to general Markovian master equations even though it is not guaranteed
to converge due to its nonperturbative character, i.e. the absence of a small parameter.
One can, however, ensure the convergence of the jump expansion in a second step,
which makes it useful also for practical applications. Using the invariance of Markovian
master equations under complex shifts of the jump operators, first we see that there
exists a multitude of expansions of one and the same open system dynamics. They
can be viewed as arising from different resummations of the original jump expansion.
Then, we quantify the convergence of a specific expansion by means of suitably defined
weights of the respective expansion terms. It shows that the resummations differ in how
fast they converge with the number of expansion orders. Based on this quantification
of convergence, we derive the optimally convergent resummation by maximizing the
weights of the lowest order expansion terms. We find that the optimal resummation
is adaptive in the sense that the involved optimal complex shifts of the jump operators
are conditioned on the types of all previous jump transformations and on the times when
they occurred. From this optimal adaptive resummation one can derive other strongly
convergent resummations that have a simpler algebraic structure, i.e. which involve fewer
dependencies. Those are particularly useful for deriving analytical approximations for
Markovian open systems.
In Chapter 5 we derive approximate analytical descriptions of two exemplary master
equations based on the adaptive resummation method. The first model system describes
a free particle in one dimension undergoing spatial detection. While in the original
jump expansion with unshifted jump operators, the jump transformations amount to
projections of the particle onto the left and right half space, the adaptive resummation
associates them with transits across the coordinate origin. It also shows that influence of
the spatial detection is equivalent to a sequence of quantum scatterings at an imaginary
potential step, which is readily accessible with analytical means. This enables us to derive
an approximate analytical expression for the probability of reflection at the measurement
boundary, which is accurate to the per mil level. In the second open system, the Landau-
Zener problem with dephasing, the adaptive resummation method suggests a mapping of
the original quantum dynamics involving tunnelings and jumps to a classical alternating
Markov chain which, in turn, is analytically accessible. Again we obtain a highly accurate
analytic approximation, this time for the open Landau-Zener tunneling probability.
Chapter 6 shows that, besides facilitating accurate analytic approximations, the adap-
tive resummation method opens up a new way to simulate open quantum systems ef-
ficiently. In particular, it yields a numerical algorithm that successively approximates
the expansion terms by Monte Carlo integration with importance sampling. The maxi-
mization of the lowest order weights by the optimal resummation implies here that one
can assess the contributions to a given evolved state term by term, in the order of their
importance. This simulation method is briefly compared to the standard approach based
on quantum trajectories. We then apply the Monte Carlo integration scheme to the
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exemplary Markovian master equations from Chapter 3, to prove its validity and illus-
trate the efficiency implied by the optimal resummation. In particular, the numerical
examples show that the optimal resummation generally converges within the lowest two
to five orders.
Using the analytic open Landau-Zener model from Chapter 5, in Chapter 7 we propose
an incoherent control scheme based on the back action dynamics due to a nonselective
continuous measurement. To show that incoherent control can surpass conventional
coherent control techniques in terms of performance and robustness, we apply it to the
isomerization reaction of the biological pigment protein rhodopsin. The isomerization of
rhodopsin not only constitutes the primary event in human vision, but it is also used
for light harvesting in certain bacteria. While the relatively large rhodopsin molecule
exhibits only a limited susceptibility to intricately shaped coherent laser pulses [23], we
demonstrate that a purposeful switching on and off of an infrared measurement enhances
the isomerization yield incoherently up to values close to unity. Also, a simple on-off
sequence is much less prone to experimental imperfections than a laser pulse that is
shaped in the time and frequency domain.
5

2 Dynamics of Open Quantum Systems
One of the original fundamental postulates of quantum mechanics is this [24, 25]: all
measurements of quantum systems yield probabilistic outcomes; the quantum state after
the measurement is conditioned on the recorded outcome. The quantum state of a system,
in turn, is represented by a so-called wave function which can be viewed as a catalog
that contains all possible measurement outcomes and their probabilities. This postulate,
which defines quantum mechanics as an intrinsically probabilistic theory, is in plain
contradiction to our classical physical intuition—namely, that objects have well defined,
i.e. deterministically measurable properties and that those properties exist independent
of whether they have been measured or not. This discrepancy led Einstein to conjecture
that quantum mechanics must be incomplete and culminated in his famous declaration
that “God does not play dice!”
Nevertheless, the completeness of quantum theory and the fundamental properties
of quantum measurements were repeatedly verified with different experimental setups
[5, 26, 27]. What is more, our modern understanding of quantum mechanics puts us in a
position to deduce the probabilistic nature of quantum measurements and the associated
state transformation from the mathematical properties of the state space of composite
systems [25, 28]. The underlying mechanism can be briefly described as follows: In the
generic measurement setting, the relevant quantum object to be described is composed
of the system under scrutiny and the measurement apparatus. Prior to a measurement,
the two must interact and the apparatus will then assume one of several predefined
states that we can read off as one specific outcome. This is, however, insufficient for
reconstructing the full system state before the interaction faithfully, as it turns out [25].
In fact, the impossibility to obtain complete information about the system is manifest in
a probabilistic occurrence of the outcomes and the only way to extract more information
is by repeating the measurement.
The generic quantum measurement setting is very similar to that of an open quantum
system in contact with its environment. Here, the environment continuously extracts
information about the open system. The difference is that one generally cannot switch
on and off the system-environment interaction nor can one directly read off the state
of the environment which is, by definition, large and inaccessible. Making use of the
measurement analogy, one would therefore expect the open system to evolve in a way
that can be described as the average over some stochastic dynamics. This continuous av-
eraging process degrades the characteristic ability of quantum systems to form coherent
superpositions especially for large systems that interact strongly with their environment.
Therefore, the same mechanism that results in the probabilistic nature of quantum mea-
surements can consistently describe the emergence of classical properties on the macro-
scopic scale. This so-called decoherence theory [4] has so far withstood all experimental
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tests [6, 29]. What is more, only the dynamics of open quantum systems can explain
such important phenomena as energy dissipation [28, 30] or quantum Brownian motion
[19, 31].
In this chapter, we will lay the ground for the ensuing study of open quantum dynamics
by working out the above concepts. First, we describe the mathematical structure of the
states and associated state space of quantum systems, which naturally accounts for their
probabilistic quantum properties. Then we introduce the formal concept of a quantum
measurement. Finally, we outline the derivation of a differential evolution equation for
open quantum systems. Specifically, we concentrate on the important subclass of time-
local Markovian evolution equations [28], which are particularly suited for systems in
contact with a large number of environmental degrees of freedom.
2.1 Quantum Fundamentals
2.1.1 The Density Matrix
In quantum mechanics, the physical states of a system are described by normalized
vectors |ψ〉 that belong to a Hilbert space H. Assuming that vectors {|χi〉} form an





with the expansion coefficients ci = 〈χi|ψ〉 and the Hilbert space dimension dim(H) = d.
Here we have made use of the scalar product 〈·|·〉 associated with H or, equivalently,
of the dual vectors 〈ψ| of |ψ〉. The absolute square of the expansion coefficient ci is
postulated as the probability to find the system in the basis state |χi〉, which means that
state vectors must be of unit norm, 〈ψ|ψ〉 = 1.
Furthermore, all measurable quantities of a given quantum system are described by
Hermitian operators A called observables. The possible outcomes of an idealized mea-
surement of A are given by the eigenvalues ai1, where A =
∑
i ai|ai〉〈ai|. The probability
to record outcome ai is determined by the overlap of the corresponding eigenvector |ai〉
with the state vector |ψ〉,
Prob(ai|ψ) ≡ |〈ai|ψ〉|2. (2.2)







ai〈ψ|ai〉〈ai|ψ〉 = 〈ψ|A|ψ〉. (2.3)
After detecting the outcome ai, the state vector |ψ〉 is projected onto the corresponding
1For a more general definition of quantum measurements that is applicable to realistic measurement




|ψ〉 7→ |ψai〉 = Prob(ai|ψ)−1/2〈ai|ψ〉|ai〉. (2.4)
Here, the prefactor Prob(ai|ψ)−1/2 ensures the normalization of |ψai〉.
If the quantum system under consideration allows for statistical ensembles of state
vectors, one must resort to a more general definition of quantum states. Imagine, for
example, that a given quantum device prepares either one of the state vectors |ψj〉 (j =
1, 2, . . .), each with a corresponding probability pj ≥ 0 where
∑
j pj = 1. Then, the




pj |ψj〉〈ψj |. (2.5)
The convention here is that the symbol |ψj〉〈ψj | is to be read as an outer product of
a vector |ψj〉 with its dual vector 〈ψj |. It is a projector onto the vector |ψj〉, i.e.
|ψj〉〈ψj ||ψj〉〈ψj | = |ψj〉〈ψj |, which is why we refer to ρ as a matrix2. State vectors
or so-called pure states |ψ〉 are incorporated in the above definition as the specific den-
sity matrices ρ = |ψ〉〈ψ|. All density matrices that cannot be written in this form are
called mixed states.
The density matrix ρ of a mixed state incorporates our classical (Bayesian) uncer-
tainty about the true state vector. This can be seen in the corresponding definitions of
measurement probabilities and expectation values of observables A,
















pj〈A〉ψj = Tr(Aρ), (2.7)
where we have used Eqs. (2.2), (2.3), and (2.5). Equivalent to the pure state case, a
detection of the outcome ai results in a projection onto the corresponding eigenvector
ρ 7→ ρai = Prob(ai|ρ)−1〈ai|ρ|ai〉|ai〉〈ai|. (2.8)
It is important to note that different ensembles, say {pj , |ψj〉} and {wj , |ϕj〉}, may lead to
exactly the same density matrix3. Therefore, all conclusions about the physical properties
of a given system must be drawn from ρ, not from a specific ensemble of state vectors.
There are two main requirements that any physically meaningful density matrix must
fulfill. The consistency arguments that the measurement of any observable A should
produce an outcome at all and that the probability for any outcome should be nonnegative
2The use of the symbols |·〉 and 〈·| for vectors and dual vectors, which is called the bra-ket notation, is
quite powerful. It allows us to immediately identify 〈·|·〉 and |·〉〈·| as complex numbers and matrices,
respectively, and it is in agreement with the notation of scalar products and expectation values, see
Eqs. (2.1) and (2.3).
3Take, for example, the ensembles {3/4, |0〉; 1/4, |1〉} and {1/2,√3/4|0〉 + √1/4|1〉; 1/2,√3/4|0〉 −√
1/4|1〉} that both lead to the density matrix ρ = 3/4|0〉〈0|+ 1/4|1〉〈1|.
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imply that ρ must have unit trace and be positive,
Tr ρ = 1, (2.9)
ρ ≥ 0. (2.10)





λj |ej〉〈ej | (2.11)
are real and positive. The positivity of ρ implies that ρ is Hermitian. Also note that the
spectral decomposition, Eq. (2.11) defines one specific ensemble of state vectors, Eq. (2.5),
for the density matrix ρ. In general, there are infinitely many equivalent ensembles.
In a specific Hilbert space basis, such as {|χi〉}, ρ can be represented by a complex,




ρij |χi〉〈χj |, with ρij = 〈χi|ρ|χj〉. (2.12)
The nonnegative entries ρii on the diagonal of this matrix, the so-called populations, are
the probabilities to find the system in the basis states |χi〉. The off-diagonal elements
ρij with i 6= j are called coherences since they are responsible for quantum mechanical
interference effects that appear, for example, in the famous double-slit experiment [24].
One can show that for positive density matrices, they are bounded from above by
|ρij |2 ≤ ρiiρjj . (2.13)
For infinite dimensional Hilbert spaces and a continuous (improper) basis such as the
position basis of a free particle, Eq. (2.12) reads
ρ =
∫
ρ(x, x′)|x〉〈x′|dxdx′, with ρ(x, x′) = 〈x|ρ|x′〉. (2.14)
The space of all physical density matrices is convex, which means that any two physical
states ρ1 and ρ2 can be admixed with the classical probabilities p and 1−p to give a new
valid density matrix
ρ = pρ1 + (1− p)ρ2. (2.15)
ρ then incorporates our additional (classical) uncertainty about the prescribed mixing
process. Conversely, any density matrix ρ can be decomposed into a sum of two density
matrices ρ1 and ρ2. A necessary condition for pure states ρ = |ψ〉〈ψ| is now that ρ1 = ρ2.
Pure states are hence the only states that involve no classical uncertainty. The degree of
purity of a density matrix ρ can be quantified by the von Neumann entropy
SN(ρ) = −Tr[ρ ln ρ] = −
∑
j
λj lnλj , (2.16)
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where we have used the spectral decomposition (2.11) of ρ. The von Neumann entropy ρ
of is therefore simply the Shannon entropy of its eigenvalues. It vanishes if and only if ρ
is a pure state and it takes on its maximum value SN(ρ) = ln d for the maximally mixed
state ρ = d−11. Alternatively, the purity can be measured by the linear entropy
Slin(ρ) = 1− Tr ρ2. (2.17)
The linear entropy is bounded by 0 ≤ Slin(ρ) ≤ 1−1/d and, similar to the von Neumann
entropy, attains its extreme values for a pure state and the maximally mixed state.
2.1.2 Composite Quantum Systems and Entanglement
Let us now consider two quantum systems with respective Hilbert spaces H(1) and H(2).
They may represent, for example, two distinguishable particles or two degrees of freedom
of the same particle. The Hilbert space of the joint system is given by the tensor product
H = H(1) ⊗ H(2) of the two constituent Hilbert spaces4. For such a composite Hilbert




cij |ψ(1)i 〉 ⊗ |ψ(2)j 〉, with |ψ(k)i 〉 ∈ H(k), (2.18)
and, as before, density matrices are statistical ensembles of these state vectors, see
Eq. (2.5).
For a composite pure state, Eq. (2.18), we can diagonalize the coefficient matrix (cij)
using the singular singular value decomposition cij =
∑
k uikdkkvkj , where (uij) and (vij)
are unitary matrices. In the present context, this is called the Schmidt-decomposition
and it allows to rewrite the state as |ψ〉 = ∑k dkk|φ(1)k 〉⊗|φ(2)k 〉, with |φ(1)k 〉 = ∑i uik|ψ(1)i 〉
and |φ(2)k 〉 =
∑
j vjk|ψ(2)j 〉. State vectors whose Schmidt-decomposition has more than
one term, i.e. states which cannot be written in the form |ψ〉 = |ψ(1)〉 ⊗ |ψ(2)〉, are called
entangled states [25, 32]. Analogously, mixed states are called entangled if they cannot
be written as a so-called product state ρ = ρ(1)⊗ρ(2) or as a statistical mixture of product
states.
Entanglement is a genuine quantum property originating from the superposition prin-
ciple of composite quantum systems. Crucially, measurements on the constituent sub-
systems of an entangled system are correlated. Take, for example, a pair of two-level
systems in the entangled pure state5
ρe = |ψe〉〈ψe| ≡ 1
2
(|00〉+ |11〉)(〈00|+ 〈11|) = 1
2
(|00〉〈00|+ |00〉〈11|+ |11〉〈00|+ |11〉〈11|).
(2.19)
Applying Eq. (2.6), we see that the probabilities to detect the first subsystem in state |0〉
or |1〉 are both 1/2. If we follow the conditional update rule, Eq. (2.8), after detecting
4In contrast, the classical state space of a composite system is the direct sum of the constituent state
spaces [32].
5Here, we use the abbreviated notation |i(1)〉 ⊗ |j(2)〉 = |ij〉.
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the first subsystem in state |0〉 (state |1〉), however, we find that the probability to detect
the second subsystem in the same state |0〉 (|1〉) is unity. The same holds true for the





By classical correlations we mean that the above correlations are statistical in nature
and not due to a quantum superposition. The difference between ρe and ρs is that only
ρe exhibits perfect correlations in the distinct measurement basis {(|0〉+ |1〉)/
√
2, (|0〉 −
|1〉)/√2} as well. In this sense, entangled states exhibit stronger correlations than any
classically correlated state [25, 32].
These strong correlations result in another property of entangled states which is par-
ticularly important for the study of open quantum systems. Assume that our access is
limited to one subsystem of the pure entangled state ρe = |ψe〉〈ψe|, Eq. (2.19), and we
know nothing about the other subsystem. This is equivalent the partial trace over the
degrees of freedom of the second subsystem [25],






which is a balanced statistical mixture of |0(1)〉 and |1(1)〉. By symmetry, the partial
trace over the first subsystem gives ρ2 = (|0(2)〉〈0(2)| + |1(2)〉〈1(2)|)/2. In addition, one
can check that the classically correlated state ρc yields exactly the same partial traces.
We can conclude that an entangled state contains more information than the sum of its
parts and that the ignorance of one of the constituent subsystems induces a classical
statistical uncertainty about the other subsystem part.
This has important implications both for quantum measurements and for open quan-
tum systems. In the generic measurement setup, one brings the quantum system into
contact with a measurement apparatus. The interaction between the measured system
and the apparatus generally leads to joint entangled states and in the end one reads off
the outcomes only from the apparatus part, see Sec. 2.1.3. Therefore, the probabilis-
tic character of quantum measurements stems from our inability to read out the total
system-apparatus state and can hence be regarded as intrinsic. Very similarly, an open
quantum system interacts with its environment so that their joint state is generally en-
tangled as well. Here, it is our ignorance of the large and inaccessible environment which
induces a statistical uncertainty in the open system state, see Sec. 2.2.
2.1.3 Measurements in Quantum Mechanics
Projective Measurements
Let us first briefly summarize and formalize the above postulate on idealized projective
measurements of quantum states ρ, see Eqs. (2.6)–(2.8). The outcome a of a projec-
tive measurement of an observable A =
∑




Prob(a|ρ) = Tr(Paρ) = 〈a|ρ|a〉, (2.22)
where Pa = |a〉〈a| is the projector onto the corresponding eigenstate. As a result of
detecting a, ρ is projected with Pa and, hence, the map
M : ρ 7→ M(ρ|a) = PaρPa
Tr(Paρ)
, (2.23)
takes the pre- to the post-measurement state. As a consequence, a second measurement
of A, carried out immediately after detecting a, will again yield a with probability one.
A measurement of A is consistent in the sense that the measurement probabilities sum





Tr(Paρ) = 1, (2.24)
where we have used Eq. (2.9) and the fact that eigenvectors |a〉 of Hermitian operators
form an orthonormal basis of H, ∑a Pa = 1. The expectation value for a measurement















where we have inserted the spectral decomposition of A in the last equality.
Generalized Measurements
Projective measurements serve to translate the classical concept of measurable quantities
to quantum observables. A more general formulation is necessary, however, to account for
realistic measurements relying on non-ideal detectors with finite resolution. To do that,
we consider the outcomes a as classical random numbers, whose probability distribution
can be represented by a set of positive operators Fa called effects,
Prob(a|ρ) = Tr(Faρ). (2.26)
Based on the above probability, we can generalize the mapping (2.23) from pre- to post-
measurement states using the so-called measurement operators Ma,i,


















a,i, appearing in Eq. (2.27), rep-
resents the most general, physically allowed transformation of a density matrix ρ, see
Eq. (2.48). The unconditional or nonselective post-measurement state is obtained by
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In order to be consistent with the unit trace of the post-measurement stateM(ρ|a), the











Furthermore, the normalization condition for the probability distribution,
∑
a Tr(Faρ) =





M†a,iMa,i = 1. (2.30)
In this way, the positive operator-valued measure Tr(Fa·) is associated with a general
measurement and we recognize the special case of a projection-valued measure in the
projective measurements described in the previous section.
A generalized measurement which introduces no classical noise, i.e. which maps pure
states to pure states, is called efficient . This is the case if the operator decompositions




With the help of the polar decomposition we can then write the measurement operators














It looks somewhat similar to the mapping due to a projective measurement (2.23). The
effect of the “raw measurement” under operators
√
Fa is to “squeeze” the state in a specific
direction just like a projection, and then Ua rotates the state conditioned on the outcome
of the “raw measurement”.
Indirect Measurements
Most experimentally relevant measurements are more specific than the above general
setting: they involve the measured quantum system, plus an additional probe or mea-
surement apparatus that is coupled to it. This so-called indirect measurement setting is
in accord with our intuition about a practical implementation of a measurement and it
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serves to bridge the gap between the previously discussed ideal, projective and the com-
pletely general measurements. It also makes use of the concept of composite quantum
systems developed in Sec. 2.1.2.
Let us denote the Hilbert spaces of system and apparatus by HS and HA, respec-
tively. Assuming that the apparatus can initially be prepared in the state |ψA〉 ∈ HA,
irrespective of the system state ρ, we have the joint initial state
ρtot0 = ρ⊗ |ψA〉〈ψA|. (2.34)
Now, the experimenter may let system and apparatus interact for some time τ . The
state ρtot0 therefore evolves under the joint time evolution operator Uτ = exp[−iτHSA/~]






Finally, the apparatus is measured projectively with projectors Pa. This implies the mea-
surement operators 1⊗Pa on the joint system-apparatus state space and the probability
to obtain outcome a for the initial system state ρ reads
Prob(a|ρ) = Tr([1⊗ Pa]ρtotτ ) = Tr
(
[1⊗ Pa]Uτ [ρ⊗ |ψA〉〈ψA|]U†τ
)
. (2.36)
Using the cyclic invariance of the trace, we obtain
Prob(a|ρ) = Tr(U†τ [1⊗ Pa]Uτ [ρ⊗ |ψA〉〈ψA|]) = Tr(Faρ). (2.37)
In Eq. (2.37) we have inserted the definition (2.26) for the system effect Fa, since we are
ultimately interested in S and not in A. Fa is therefore given by
Fa = TrA(U
†
τ [1⊗ Pa]Uτ [1⊗ |ψA〉〈ψA|]). (2.38)
In order to derive the transformation of the system state ρ under the prescribed indirect








In comparison with Eq. (2.27), one can extract the system measurement operators
Ma = TrA(PaUτ |ψA〉〈ψA|) = 〈a|Uτ |ψA〉. (2.40)
We see that if we can prepare the A in a pure state |ψA〉 the above indirect measurement
is efficient. In contrast, for a mixed state ρA =
∑
k pk|ϕk〉〈ϕk| one obtains an inefficient
measurement with an additional classical uncertainty about the post measurement state.
This completes our short overview of the theory of quantum measurements. It will
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enable us to interpret the evolution of open quantum systems as a continuous measure-
ment of the open system by its environment, see Sec. 2.3. The indirect measurement of
a cavity field will also serve as a model system for the study of Markovian open quantum
dynamics, see Secs. 3.3 and 6.2.1.
2.2 Markovian Dynamics of Open Quantum Systems
2.2.1 Closed Quantum Dynamics
The Schrödinger equation and the Liouville-von Neumann equation describe how pure
and mixed states |ψt〉 and ρt of a closed quantum system evolve in time. They read
∂t|ψt〉 = − i~H(t)|ψt〉 (2.41)
and ∂tρt = − i~ [H(t), ρt], (2.42)
respectively. They describe the dynamics as being generated by the Hermitian operator
H, called the Hamiltonian. As an observable, H is associated with the physical quantity
energy, i.e. its expectation value Tr(Hρ) gives the mean system energy in state ρ.
The solutions of the Schrödinger equation can be expressed in terms of unitary oper-











|ψt0〉 ≡ U(t, t0)|ψt0〉. (2.43)
Here, the exponential of an operator is defined in terms of its Taylor expansion exp(A) =∑∞
n=0 A
n/n!, and the time ordering operator T+ (T−, see below) ensures that time ar-
guments of the Hamiltonian in this expansion are in ascending (descending) order. The
introduction of T+ (T−) is necessary since H(t1) may not commute with H(t2) for t1 6= t2.
























and we will usually set t0 = 0 in the following. The unitarity of the time evolution
operator U(t, t0) implies that its inverse is given by its adjoint or conjugate transpose,
i.e. U−1(t, t0) = U†(t, t0), which, in turn, means that any closed quantum evolution is
invertible. In other words, Eqs. (2.41) and (2.42) do not naturally distinguish an arrow
of time (positive or negative).
As we have argued in the previous section, the state of a quantum system is affected
decisively by its coupling to an inaccessible environment. Let HS and HE be the re-
spective Hilbert spaces of system and environment, which gives the joint Hilbert space
Htot = HS⊗HE. Assuming that the compound of open system and environment forms a
closed quantum system, it is straightforward to apply the time evolution operator U(t, 0)
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to the initial compound system-environment state ρtot0 . The evolved state ρt of the sys-
tem alone is then obtained by disregarding the environment using the partial trace, as







This equation of motion is, however, not particularly helpful since one needs to specify
the exact initial system-environment state and the joint time evolution operator. We
usually want to describe the open system time evolution in a closed form analogous to
Eq. (2.42), i.e. without explicit reference to the environment.
2.2.2 Dynamical Maps
In order to arrive at an evolution equation for the open system alone, one takes a different
approach. Assuming that one can prepare the system in an initial state ρ0 that is not
correlated with the state of the environment ρE, the time evolution is given by a one-
parameter family of so-called dynamical maps that take the initial state to a state at
later times
Wt : ρ0 7→ ρt, for t ≥ 0, (2.46)
with W0 = Id. Crucially, one demands of any dynamical map that it yields physical
states, meaning that Wt should be trace-preserving, convex linear, and completely posi-
tive. Trace preservation ensures that Tr(ρt) = Tr(Wtρ0) = 1 at all times, as required by
Eq. (2.9). Convex linearity of Wt is defined as
Wt(pρ+ (1− p)σ) = pWt(ρ) + (1− p)Wt(σ), (2.47)
which implies that if the initial state is given by ρ with probability p ∈ [0, 1], we should
end up in Wtρ with the same probability. Finally, complete positivity means that the
extensionWt⊗1 of the dynamical map to any higher dimensional state space, for example
that of system and another correlated degree of freedom, should take positive states (in
the sense of Eq. (2.10)) to positive states.
The subsequent derivation of an open system evolution equation hinges crucially on the
so-called Kraus decomposition of completely positive maps [33]. Namely, any completely







Conversely, any map that can be written in the form (2.48) is completely positive if the
Kraus operators Wk(t) fulfill
N∑
k=1
W†k(t)Wk(t) ≤ 1, (2.49)
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which means that 1 −∑k W†k(t)Wk(t) is a positive operator. Here, the equality holds
for trace-preserving maps Wt, and in all other cases Wt is trace decreasing. The Kraus
decomposition is not unique and the number N of required operators is limited by the
Hilbert space dimension by N ≤ dim(H)2.
2.2.3 The Markov Assumption
In Sec. 2.1.2 we have seen that disregarding one part of a composite quantum system
generally leads to mixed states ρ, which can be interpreted as comprising an uncertainty
about the true quantum state |ψ〉. The dynamics of an open system should hence involve
stochasticity in one way or another, if its environment is ignored.
Generally, causality implies that the system properties at time t depend on the system
and environmental state at earlier times t′ ≤ t. Our experience from classical stochastic
processes tells us, however, that many realistic systems quickly forget about their past
time evolution so that the state change at time t does not depend on earlier times. These
so-called Markovian systems are well-described by a time-local equation of motion or
master equation, as we will see shortly. For the dynamics of open quantum systems
Markovianity implies that a dynamical map Wt is divisible into two completely positive
maps,
Wt =Wt,s ◦Ws, (2.50)
for any intermediate time 0 ≤ s ≤ t. It is understood that Wt,s is that dynamical map
which takes system states ρs at time s to states ρt at time t (this naturally extends the
previous definition (2.46) of dynamical maps with initial time 0). For dynamical maps
Wt,s that do not depend on s and t separately but only on the difference t−s, divisibility
implies that the set of dynamical maps has semigroup structure, i.e. Wt+s =Wt ◦Ws.
Recall that dynamical maps were introduced to describe only the system part of an
underlying joint evolution of the system and its environment. This means that, in an
operational sense, Wt is equivalent to taking the initial system and environmental state,
propagating them jointly for time t, and then tracing out the environment, see Eq. (2.45).
Eq. (2.50) then tells us that one may disregard the environment at any intermediate
instant s and take the resulting system state again as input for the described operation,
without changing the final state at time t. In other words, the environment contains
no information about earlier system states which would act back on the system at later
times. The environment is in this sense memoryless. Note however, that there exists no
precise definition of Markovianity in the literature [34]. Some authors adopt the criterion
(2.50) of divisibility [35, 36], whereas others use the notion of backflow of information
from the environment to the open system [37]. Interestingly, both concepts were shown to
be mathematically inequivalent [38]: whereas divisibility of the dynamical maps implies
the absence of a backflow of information, the converse is not true (there exist systems
that exhibit no information backflow but have indivisible dynamical maps).
Due to the divisibility (2.50) of Markovian dynamical maps, the system time evolution
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is described by a differential equation for ρt that involves a time dependent generator L(t),
∂tρt = L(t)ρt. (2.51)
The symbol L is here chosen in analogy to the classical Liouville operator6. The dy-
namical maps Wt describing a Markovian time evolution can hence be written in the
form






analogous to the time evolution operator U(t, s), Eq. (2.43), for closed quantum systems.
It is clear that the Markov assumption (2.50) is a rather strong condition which can
only be fulfilled approximately in reality. Generally, it is only fulfilled on a time scale that
is coarse-grained with respect to the environment correlation time in which the memory
of earlier states is lost. Nevertheless, Markovian master equations have turned out to be a
very accurate approximation to the dynamics of many open quantum systems, especially
those coupled to many external degrees of freedom. In Sec. 2.2.5 we will specify the
precise physical conditions underlying the Markov assumption.
2.2.4 The Standard Form of Markovian Master Equations
Being a rather strong condition on the dynamics of an open quantum system, the Markov
assumption considerably narrows down the set of conceivable generators L(t). This leads
to the fact that L(t) can be written out quite explicitly: its standard form can be ex-
pressed in terms of a set of system operators {Lj} similar to the Kraus decomposition
(2.48) for the dynamical mapsWt. The standard form was derived in 1976 independently
by Gorini, Kossakovski, and Sudarshan [39] and by Lindblad [40] for finite dimensional
Hilbert spaces and for bounded operators in infinite dimensions, respectively. For sim-
plicity, we will here demonstrate the standard form for the finite dimensional case.
A d-dimensional Hilbert space H admits a d2-dimensional space L(H) of Hilbert-
Schmidt operators acting on the elements of H. Denoting an orthonormal Hilbert-
Schmidt basis by {Ei} we have
(Ei,Ej) ≡ Tr[E†iEj ] = δi,j , (2.53)
where (A,B) = Tr[A†B] denotes the natural scalar product on L(H). In particular, the Ei






and all other basis operators are traceless,
Tr Ei = 0, for i 6= d2. (2.55)
6To be precise, the generator L(t) in Eq. (2.51) just like the dynamical map Wt in Eq. (2.46) are super
operators acting on the set of density operators.
19
2 Dynamics of Open Quantum Systems





In order to express the Markovian generator L(t) in terms of operators acting on the open
system, let us first expand the operators Wk(t, s) in the Kraus decomposition (2.48) of











(Ei,Wk(t, s))(Ej ,Wk(t, s))
∗, (2.58)
and the matrix (cij(t, s)) is positive Hermitian since cij(t, s) = c∗ji(t, s), and cii(t, s) is a
sum of absolute values. Note that, in contrast to Eq. (2.48), we have used the initial time
s 6= 0 resulting in t- and s-dependent Kraus operators. Based on this representation, we
can now calculate the differential quotient of the mapWt+∆t,t which yields the generator
















































Here, we have inserted the d2-th basis operator, Eq. (2.54). For the last equality we have
also substituted the expressions in square brackets by the real number c(t), by Hilbert-
Schmidt operators B(t) and B†(t), and by complex numbers αij(t), in that order. Using
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we can recast the generator L(t) into the form
L(t)ρt = − i~ [H(t), ρt] +
1
~






Due to the conservation of the trace of ρ under Wt,s we have Tr[L(t)ρt] = 0, which
implies that we can relate the operator G with the complex coefficients αij via











Using the cyclic invariance of the trace we have here eliminated the commutator of H(t)
and ρt and rearranged the factors in the last summand. Since Eq. (2.63) must hold for








Substituting this expression for G(t) back into Eq. (2.62) results in the first standard
form for the generator


















The complex coefficient matrix (αij(t)) = (lim∆t→0 cij(t + ∆t, t)/
√
d∆t), as defined by
Eq. (2.59), is positive Hermitian due to the positivity of (cij(t, s)), see Eq. (2.58).
The first standard form (2.65) can hence be further simplified by diagonalizing the
coefficient matrix α(t) with the help of a suitable unitary matrix, U(t)α(t)U †(t) =





jk(t)Ej of basis vectors by Lk(t), we finally obtain the second standard
form, or short the standard form of a general time-dependent Markovian generator


















with N ≤ d2−1. Note that the operators Lk are here defined to include the square roots
of the rates γk(t).
In the first summand on the right hand side of Eq. (2.66) we recognize the Liouville-von
Neumann equation (2.42) for closed quantum systems which results in unitary dynamics.
The Hermitian operator H(t) is, however, not necessarily the same as the closed system
Hamiltonian. Similar to the dressed states in quantum optics it may involve a shift of
the closed system energy levels by the coupling to the environmental degrees of freedom.
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In the fine structure of atoms, for example, this effect goes by the name of Lamb shift.
In contrast, the second part on the right hand side of Eq. (2.66) involving the so-called
Lindblad or jump operators Lk is solely due to the influence of the environment. It leads
to non-unitary dynamics of the open system. In particular, it changes the system entropy
or purity, as can be seen by inserting Eq. (2.66) into the time derivative of the linear
entropy (2.17),









A pure state ρt = |ψ〉〈ψ|, for example, experiences an increase of entropy ∂tSlin =∑
k〈L†k(t)Lk(t)〉ψ −|〈Lk(t)〉ψ|2 unless it is a simultaneous eigenstate of all jump operators.
This indicates that, in contrast to the closed system dynamics we saw in Sec. 2.2.1,
a non-unitary open system time evolution is generally not invertible and that it acts
contractively on the state space.
An important property of Markovian master equations, which will be used in particular
in Chap. 4 to find convergent expansions for ρt, is that its jump operators are not unique.
In particular, Eq. (2.66) is invariant under a shift of the L-operators and a suitable
transformation of the Hamiltonian,
Lk(t)→ Lk,α(t) ≡ Lk(t) + αk(t), (2.68)







where α(t) = (α1(t), . . . , αN (t)) ∈ CN . The invariance of Eq. (2.66) under the trans-
formations (2.68), (2.69) is verified straightforwardly. As a natural result of the diago-
nalization of the coefficient matrix αij(t) in Eq. (2.65) one has the additional freedom






where U is a unitary matrix.
While Eq. (2.66) was derived for finite dimensional systems and for bounded operators
in infinite dimensions, a completely general derivation remains an open problem. The
Hilbert space of a moving particle with its continuous basis of position eigenstates |x〉,
for example, does not fulfill the above conditions. Nevertheless all physically motivated
Markovian master equations studied so far are in standard form, or can be cast into
standard form by slight modifications. With its relatively simple structure7 and wide
applicability, Eq. (2.66) is therefore the ideal starting point for studying the dynamics of
open quantum systems.
7Although Eq. (2.66) gives the simplest realistic approximate description of open quantum dynamics,
it is known to have analytic solutions only for extremely simple concrete models such as two level
systems with phase noise [25] or the damped quantum harmonic oscillator [28].
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2.2.5 Microscopic Derivations
In the previous section, we have derived the standard form for the generator L(t) of any
Markovian quantum evolution on a purely axiomatic basis: we demanded that it should
be memoryless and behave according to the laws of quantum composite systems. Now we
want to show that this quite abstract Markovian evolution equation is indeed realized for
realistic physical assumptions about the microscopic nature of the open system and its
environment. In particular, we will thereby obtain an expression for the jump operators
Lk in terms of the physical properties of the environment.
The Weak Coupling Limit
The most common way to obtain a Markovian system evolution is by assuming that the
system is only weakly coupled to its environment [28]. More specifically, if we assume
that the Hamiltonians H for the system, HE for the environment, and Hint for their
interaction are known microscopically, we have the total Hamiltonian
Htot = H + HE + Hint. (2.71)
Note that, throughout this and the following section, we assume time-independent Hamil-
tonians for simplicity. The time evolution of the joint system-environment state ρtott



































By reinserting the integral form (2.73) into the differential form (2.72) and tracing out






















= 0 (it may always
be achieved by choosing a suitable HE).
While Eq. (2.76) is still exact, it can be simplified by assuming a small system-
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environment-coupling Hint, which implies an uncorrelated joint state up to second order
in Hint both initially and also for t > 0,
ρtott = ρt ⊗ ρE. (2.77)
Here, ρE is a stationary state of the environment, i.e.
[
HE, ρ
E] = 0. This so-called Born
approximation implies that the system has a negligible influence on the environment and,
in particular, that correlations between the two decay completely on the coarse grained






with A˜k = A˜
†
k, B˜k = B˜
†
k, we can now rewrite Eq. (2.76) with the help of the approximation
(2.77) as






















Equation (2.79) already transpires the standard form (2.66) but it is still non-local in
time and not Markovian.
A truly Markovian master equation is obtained after two additional steps. First, one
replaces the system state ρ˜s with ρ˜t in Eq. (2.79), which is admissible under the above







The Redfield equation is, however, not yet Markovian since the involved generator de-
pends on the elapsed time interval [0, t] since the initial preparation. Second, the rapid
decay of the environment correlation functions Ckl(τ) allows one to extend the upper
integration limit in Eq. (2.81) to infinity, after substituting the integration variable s







which involves a generator that is not dependent on the past. It is clear that this
approximation is only valid on a time scale that is coarse grained with respect to the
environment correlation times. The two approximations leading to Eqs. (2.81) and (2.82)
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are together called the Born-Markov approximation.
Although Eq. (2.82) has the desired form of a Markovian master equation, it is not
guaranteed to yield a completely positive evolution8 since we have performed various
approximations along the way from Eq. (2.76). In order to obtain a completely positive
master equation out of Eq. (2.82) we need to make one final approximation called the
rotating wave or secular approximation. It is applicable if the system Hamiltonian has
a discrete, non-degenerate spectrum and it relies on the specific representation Ak =∑





〈E|Ak|E′〉|E〉〈E′| = A†k(ω). (2.83)




























The rotating wave approximation neglects all terms in Eq. (2.85) with ω 6= ω′, i.e. with a
non-stationary phase, since they will average out on time scales that are large compared
the smallest system energy spacing. Finally, we obtain the first standard form (2.65) for
the Markovian time evolution



















with the Hermitian operator HLamb = ~/2i
∑
k,l,ω(Γkl(ω) − Γ∗kl(ω))A†k(ω)Al(ω). HLamb
effects a renormalization of the closed system energies through the environment coupling
known as the Lamb shift. The rates γkl = Γkl(ω) + Γ∗lk(ω) are given by the Fourier
transform of the environment correlation functions Ckl(τ) and they form a Hermitian
matrix. Using Bochner’s theorem on the Fourier transform of positive functions [41],
one can show that (γkl) is also positive. The usual second standard form (2.66) is now
obtained straightforwardly by diagonalizing rate matrix (γkl) and switching back to the
Schrödinger picture, which adds the system Hamiltonian H to HLamb in the commutator
of Eq. (2.87).
8One example is the Caldeira-Leggett master equation discussed in Chap. 3.
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The Monitoring Approach
In the previous section we have derived the standard form of a Markovian open system
evolution by approximating the system-environment dynamics in the joint limit of weak
coupling and short environment correlation times. Intuitively one would expect, however,
that a short correlation time by itself already implies a memoryless evolution (i.e. the
Markov assumption). Indeed, one can derive the Markovian standard form (2.66) from
microscopic considerations without any assumption about the coupling strength in the
so-called monitoring approach [19, 42], as we will show in the following.
In the monitoring approach one assumes that the system-environment interaction can
be described by a series of individual interaction events or collisions9. In other words, the
environment is thought of as randomly sending probe particles that extract information
about the system. The rate at which collisions take place depends both on the system
state ρ and on the state ρE of the incoming probe particle. It is therefore best expressed
as the expectation value of an operator G acting on the joint state ρtot = ρ ⊗ ρE, and
one obtains for the probability for a collision in a time interval ∆t
Prob (C∆t|ρtot) = ∆tTr [Gρtot] . (2.88)
Therefore, if a collision is about to take place, one needs to update ρtot with
M (ρtot|C∆t) = Prob (C∆t|ρtot)−1 ∆tG1/2ρtotG1/2, (2.89)
as prescribed by the theory of generalized measurements (cf. Eqs. (2.26) and (2.27)).
Conversely, if no collision takes place within ∆t one updates with





= 1−∆tTr [Gρtot]. We see that one needs a fictitious generalized
measurement to describe a series of random scattering events. Assuming the scattering
interaction of system and probe to be governed by the S-matrix S, the probabilistic
change of ρtot within ∆t is given by
ρ′tot = ∆tSG
1/2ρtotG
1/2S† + ρtot −∆tG1/2ρtotG1/2. (2.91)
In terms of the nontrivial part T of the S-matrix, S = 1+ iT, the difference quotient of

















where we used the relation T + T† = iT†T that is due to the unitarity of S. If we assume
9The paradigm for this type of interaction is a Brownian particle in an ideal gas environment.
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the probe part ρE of ρtot = ρ⊗ ρE to be unaffected by the sequential scattering events,
one can take the limit ∆t→ 0 and obtains a differential equation for the system state ρ
by tracing out the probe,
∂tρ = − i~ [H, ρ] + iTrE
([



















Here, we added the coherent system time evolution under H between the scattering events
and approximated TrE
([




G1/2 Re (T) G1/2, ρ⊗ ρE
])
.
The Markovian standard form of Eq. (2.93), which is a result of demanding uncorrelated
collisions (i.e. ρE = const), is manifest. Again, no assumptions about the magnitude of
system-environment interactions were made.
2.3 Quantum Trajectories
In Sec. 2.1 we have argued that mixed states ρ are interpreted as involving a classical
uncertainty about the pure quantum state |ψ〉 of the considered system. We also saw
that pure initial states generally evolve into mixed states if the system is in contact with
its environment. It is therefore natural to expect that any evolution equation for density
matrices ρ such as Eqs. (2.66), (2.87), or (2.93) can be represented by a properly defined
classical stochastic process in the Hilbert space of pure states. This is indeed the case
[43–46], and such a representation is called an unraveling of the master equation into
quantum trajectories, i.e. into realizations of the stochastic process. Such an unraveling
not only yields a deeper insight into open quantum dynamics by explaining experimental
observations such as the random telegraph signal of trapped ions caused by quantum
jumps [47, 48]. It can also be used as an efficient technique for the notoriously difficult
numerical solution of open quantum systems [44, 45], as we will see in Chap. 6.
The fundamental idea of an unraveling of the master equation is to define a stochastic
differential equation for pure states,




The so-called drift |a(ψt; t)〉 of the state |ψt〉 is deterministic and proportional to the
usual time differential dt, whereas the state change |bi(ψt; t)〉 is applied depending on
classical stochastic process Ni(t). The stochastic pure state solutions |ψt〉 of Eq. (2.94)
define a valid unraveling of the master equation
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if their ensemble average is equal to the mixed state ρt at all times,
ρt = E[|ψt〉〈ψt|]. (2.96)
Here, E denotes the arithmetic mean over infinitely many realizations of stochastic pure
states |ψt〉. In practice, ρ is approximated by the ensemble average of a finite number
of realizations. Note that Eq. (2.95) is a general Markovian master equation in standard
form, except that the jump rates γi(t) are not included in Li as in Eq. (2.66).
Generally, there are two different types of stochastic processes that lead to a Markovian
evolution of |ψt〉 and therefore of ρt: diffusive processes and piecewise deterministic
processes. We will here restrict our attention to piecewise deterministic processes (PDP).
Crucially, any PDP can be written in terms of a set of statistically independent Poisson
processes Ni(t), whose probability densities pi(n, t) for n jumps within time t satisfy the
differential equation
∂tpi(n, t) = ri(t)pi(n− 1, t)− ri(t)pi(n, t). (2.97)
Here, ri(t) denotes the time-dependent jump rate of the process Ni(t) so that the expec-
tation value of the increment ∆Ni(t) is given by
E[∆Ni(t)] = ri(t)∆t (for ∆t→ 0). (2.98)






with the integrated jump rate µi(t) =
∫ t
0 ri(s)ds. The mean and variance of Ni(t) is
given by
〈Ni(t)〉 = Var[Ni(t)] = µi(t). (2.100)
Before we can find a suitable unraveling of the Markovian master equation (2.95), we
must clarify the meaning of the stochastic differential equation (SDE) (2.94) and, in
particular, the meaning of the symbol dNi(t) involved. We therefore need to make a
short excursion into the theory of classical stochastic calculus.
2.3.1 Stochastic Calculus for PDPs
A classical PDP X(t) is said to obey an SDE of the form (2.94) if it fulfills the corre-
sponding integral equation10 [28]










10Since we are considering a classical stochastic process here, we substituted the quantum state |ψt〉
with classical process variable X, and |a(ψt; t)〉 and |bi(ψt; t)〉 with a[X(t′), t′] and bi[X(t′), t′], as
compared to quantum counterpart, Eq. (2.94).
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The stochastic integral in Eq. (2.101), in turn, is defined by∫ t
0
f [X(t′); t′]dNi(t′) ≡
n∑
k=1
f [X(sk); sk]∆Ni,k, (2.102)
for an arbitrary real function f of the stochastic process X(t) and time t11. Here, sk are
the random jump times (0 ≤ s1 ≤ . . . sn ≤ t) for one realization of the Poisson process
and ∆Ni,k = 1 since the Poisson process Ni(t) increases stepwise. Strictly speaking,
the symbol dNi(t) is therefore only defined under an integral and all equations where it
appears in its own right as in Eq. (2.94) are understood to hold true when integrating
over an arbitrary function f .
With this definition of a stochastic integral we can derive the properties of the differen-
tial dNi(t), i.e. the unique calculus or Ito calculus for the differentiation and integration
of PDPs. First, consider the integral∫ t
0












f [X(t′); t′]dNi(t′), (2.103)
where we have used that ∆Ni,k = 1. Therefore it is legitimate to write
dNi(t)
2 = dNi(t), (2.104)
or, more generally, dNi(t)dNj(t) = δijdNi(t) for two statistically independent Poisson
processes. Equation (2.104) implies that higher orders of dNi(t) cannot be neglected in
the Taylor expansion of functions of PDPs or, equivalently, that dNi(t) does not vanish
for dt→ 0 in Eq. (2.94) (it is either zero or one). In particular, this results in a different
chain rule for the differentiation of functions f [X(t)] of PDPs,
df [X(t)] = f
(














where it is not permissible to expand the second summand any further.
2.3.2 The Monte Carlo Unraveling
Based on the general form (2.94) for the stochastic evolution of pure states and by ap-
plying the differentiation rule (2.105) for PDPs, we can now write down one specific
11Causality implies that f [X(t); t] must also be non-anticipating, i.e. it must be independent of Ni(s)−
Ni(t) for s > t.
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unraveling of the master equation (2.95)—the so-called Monte Carlo unraveling. Note
that, generally, infinitely many unravelings with the same ensemble average (2.96) but
with different stochastic trajectories (2.94) are conceivable, since the pure state decom-
position (2.5) of a density matrix ρt is not unique. If we are concerned about the open
system alone, all these different unravelings are equivalent since its physical properties
are completely determined by the density matrix. If, however, we were able continuously
extract information from the environment, e.g. by complete, projective measurements,
then it would be possible to know the system state with certainty. In this case, the system
follows a pure state evolution and undergoes random jumps when a probabilistic mea-
surement outcome is recorded. Each trajectory then corresponds to one measurement
record and the different unravelings are distinguished by different types of measurements.
First, let us assume that the initial state is pure, ρ = |ψ〉〈ψ|. The time derivative of










where we inserted the general pure state SDE (2.94). According to the chain rule (2.105)
for functions of PDPs, we took care to include all orders of the stochastic part while using
only the first order of the deterministic part (i.e. only part of the term |dψ〉〈dψ|). In
addition, we used the expectation value of the increment E[dNi(t)] = ri(t)dt, Eq. (2.98).
For the Monte Carlo unraveling, one now uses the stochastic state changes or jumps
|bi(ψ)〉 = Li|ψ〉〈ψ|L†iLi|ψ〉
− |ψ〉, (2.107)
given in terms of the jump operators Li of the master equation (2.95) that we want
to unravel. The deterministic drift |a(ψ)〉, in turn, should be in agreement with the
Schrödinger equation if the system is closed, i.e. we set
|a(ψ)〉 = − i
~
H|ψ〉+ |a˜〉, (2.108)
with the unknown state |a˜〉. Inserting the deterministic and stochastic terms (2.108) and
(2.107) into Eq. (2.106), we obtain










































Finally, in order for this expression of ∂tρ to be equal to the master equation (2.95) at
t = 0 one chooses [28]















In fact, this argument also holds true for later times t > 0. Therefore, the stochastic
differential equation



















with average Poisson increments E[dNi(t)] = γi(t)〈L†iLi〉dt, defines an unraveling of the
master equation (2.95) via the ensemble average, Eq. (2.96).
As mentioned above, infinitely many unravelings of the same master equation (2.95)
exist. For example, other piecewise deterministic unravelings can be found by using L-
operators with a complex shift in the definition (2.107) of the stochastic part of the SDE12.
There are also infinitely many unravelings of Eq. (2.95) based on diffusive stochastic
processes [28].
12While the master equation (2.95) is invariant under complex shifts of the L-operators (see Eq. (2.68)),
the SDE (2.113) of the Monte Carlo unraveling is not.
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In Chap. 2 we gave a short introduction to the theory of open quantum systems and
described their general dynamical behavior in terms of a Markovian master equation for
the evolution of the density matrix. In the present chapter we will consider three specific
paradigmatic model systems that display the basic features of Markovian open quantum
dynamics. While these models serve to build intuition for the behavior of open quan-
tum systems, they are also the numerical testbeds for the expansion and resummation
technique developed in the following chapter. Specifically, we consider (i) the Harmonic
oscillator immersed in a bosonic heat bath [14, 28, 49], (ii) a Brownian particle mov-
ing within an environmental background gas [2, 19, 50–53], and (iii) a quantum system
monitored by a continuous, nonselective measurement [28, 54]. First, we will deduce the
corresponding master equations from their specific microscopic descriptions by applying
the derivation schemes outlined in Sec. 2.2.5. Second, we will briefly discuss the most
important dynamical properties displayed by the solutions of the master equations.
3.1 The Damped Harmonic Oscillator
A prominent method to derive a Markovian master equation for specific quantum systems
is based on the assumption of a weak system-environment coupling, see Sec. 2.2.5. A
typical situation in where this is very well satisfied is the quantum optical setting of a
few-level system coupled to a surrounding field of electromagnetic modes [28]. In this
case, the environmental part HE of the total Hamiltonian
Htot = H + HE + Hint, (3.1)





Here, ω represents the frequencies of the electromagnetic modes in the environment and
g(ω) the spectral density [28]. b(ω) and b†(ω) are the respective creation and annihilation




= δ(ω−ω′). In the following,
we will consider the open system to be a quantum harmonic oscillator,
H = ~ω0a†a. (3.3)
Without loss of generality, we omitted the vacuum energy both in HE and in H. The
environmental electromagnetic field E couples to the dipole operator d of the harmonic
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oscillator, which is proportional to its position a + a† and its charge q. Therefore the
interaction Hamiltonian reads












Assuming that system and environment are weakly coupled, we can immediately write
down the master equation (2.87) based on the above microscopic model. Specifically, we
use A(ω0) = qa and A(−ω0) = qa† as jump operators, see Eq. (2.83), and neglect the


























Consequently, jumps of the damped harmonic oscillator correspond to a creation or an
annihilation of a photon, which increases or decreases the system energy by ~ω0. The
associated jump rates are designated γ(ω0) and γ(−ω0), respectively.












with the inverse temperature factor β = (kBT )−1. The absorption and emission rates
γ(ω0) and γ(−ω0) in Eq. (3.5) are now determined by the electromagnetic field correla-
tions 〈E˜(t)E˜(0)〉ρE in the interaction picture through Eqs. (2.80) and (2.86), and therefore
by the correlation functions
〈b(ω)b†(ω′)〉ρE = δ(ω − ω′)(1 +N(ω)), (3.7)
〈b†(ω)b(ω′)〉ρE = δ(ω − ω′)N(ω). (3.8)




exp[β~ω]− 1 . (3.9)
This leads to the absorption and emission rates [28]
γ(−ω0) = N(ω0)γ0 and γ(ω0) = (1 +N(ω0))γ0m (3.10)
with the spontaneous emission rate
γ0 = 2pig(ω)|q|2. (3.11)
In the following, we will devote particular attention to the zero temperature limit of
the heat bath surrounding the harmonic oscillator. In this limit, the average number of
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As one expects intuitively, with no excitations in the bath, the harmonic oscillator can
only lose energy via spontaneous emission events, which are described by the jump oper-
ator a and rate γ0. Remarkably, Eq. (3.12) is one of the few Markovian master equations
that can be solved analytically. Therefore, it is convenient to discuss the dynamical
properties of the damped harmonic oscillator based on the analytic solution of Eq. (3.12)
and thereby illustrate the behavior of Markovian open quantum systems in general.
3.1.1 Dissipation and Decoherence
The master equation (3.12) of the harmonic oscillator in a zero temperature environment
can be solved in terms of the eigenstates |α〉 of the annihilation operator (i.e. a|α〉 =
α|α〉), the so-called coherent states. Here, α is a complex number which represents the
position of the quantum state in the analog of the two-dimensional classical phase space.














|α〉 = D(α)|0〉 = e− 12 |α|2eαa† |0〉. (3.14)
An initial coherent state ρ0 = |α0〉〈α0| evolves under the master equation (3.12) as
ρt = |αt〉〈αt|, (3.15)
with an oscillating but exponentially damped amplitude




































































1Note that in Eq. (3.17), we treat |α〉 as a vector depending on the independent variables α and α∗
instead of depending on the real and imaginary parts of α. Both cases can be shown to be equivalent
by writing out the so-called Wirthinger derivatives, ∂α = (∂x − i∂y)/2 and ∂α∗ = (∂x + i∂y)/2, with
x the real and y the imaginary part of α [55].
35
3 Exemplary Master Equations
which is equal to the master equation (3.12).
The evolution equations (3.15) and (3.16) state that an initial coherent state spirals
towards the origin of the complex plane under the influence of a zero temperature elec-
tromagnetic field. Since the energy of the harmonic oscillator is quantified by the mean
distance from the origin, it therefore asymptotically dissipates all of its energy to the
environment. More generally, one can show that for an environment at T ≥ 0, any initial
state of the harmonic oscillator is contracted to the fixed point or steady state ρss given









This dissipation process which leads asymptotically to ρss, occurs on a time scale inversely




In addition to τdis, the master equation (3.12) defines another, less obvious time scale.
To see this, note that coherent initial states remain pure during the entire open system
evolution, see Eq. (3.15) and Sec. 3.1.2. Our observation from Sec. 2.2 that a pure initial
state generally evolves into a mixed state remains true, however. Consider, for example,
an initial superposition of coherent states,
|ψ0〉 = c1|α0〉+ c2|β0〉, (3.20)
corresponding to the density matrix
ρ0 = |c1|2|α0〉〈α0|+ |c2|2|β0〉〈β0|+ c1c∗2|α0〉〈β0|+ c2c∗1|β0〉〈α0|. (3.21)
The evolution of this initial state under the master equation (3.12) is given by [28]
ρt = |c1|2|αt〉〈αt|+ |c2|2|βt〉〈βt|+ c1c∗2Dt|αt〉〈βt|+ c2c∗1Dt|βt〉〈αt|, (3.22)
where the coherent states |αt〉 and |βt〉 evolve according to Eq. (3.16) and the evolution










On time scales which are short compared to the dissipation time scale τdis = γ−10 , the







, for t γ−10 . (3.24)
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This process is known by the name of decoherence and the associated time scale,
τdec =
2
γ0|α0 − β0|2 =
2τdis
|α0 − β0|2 , (3.25)
is generally much shorter than the dissipation time scale τdis. In particular, the effi-
ciency of decoherence grows with the size of the open system, here quantified by the
distance |α0− β0|2 of the initially superposed coherent states. Once the coherences have
decayed completely, the harmonic oscillator finds itself in a probabilistic mixture of the
two coherent states of the initial coherent superposition,
ρt ' |c1|2|αt〉〈αt|+ |c2|2|βt〉〈βt|, for t τdec. (3.26)
The statistical weights of |αt〉〈αt| and |βt〉〈βt| in ρt are equal to the probabilities of
detecting the initial superposition in either |α0〉 or |β0〉.
In conclusion, we saw that two dynamical regimes associated with different time scales
can be distinguished in the evolution of the damped harmonic oscillator. On a short time
scale τdec one observes decoherence, i.e. the system looses its ability to form quantum
superpositions. On a longer time scale τdis processes such as energy dissipation or diffu-
sion take place, which we already know from classical open systems. This separation of
time scales into two regimes is typical for most realistic open quantum systems.
3.1.2 The Pointer Basis
In the previous section we learned that decoherence distinguishes a set of states which
remain pure for a relatively long time, whereas their coherent superpositions get mixed
rapidly. These states are called pointer states or robust states [1, 2] and they ideally form
a basis of the Hilbert space. It is the basis in which ρ becomes diagonal so that after
the time τdec an observer probabilistically detects the system in either one or the other
pointer state with probabilities given by the Born rule for the initial state. The facts
that this is what we classically expect, and that τdec decreases with the system size and
practically vanishes on the macroscopic scale, suggest that decoherence is a promising
candidate to explain the long-debated quantum to classical transition [3, 4]. Furthermore,
the pointer states of specific model systems were found to exhibit classically expected
properties [4, 28, 53]: For example, the coherent states |α〉 (the pointer states of the
damped harmonic oscillator, see previous section) have a well defined, though unsharp,
position, momentum, and energy and evolve along the classical phase space trajectories.
Motivated by the above observations, one may say that a given open quantum system
has the pointer states Pα = |piα〉〈piα| if it exhibits a separation of time scales τdec  τdis,
so that at intermediate times τdec  t  τdis the system state ρt is well approximated
by a mixture of the Pα,
ρt '
∫
dαTr [Pαρ0] Pα, for τdec  t τdis. (3.27)
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The pointer states Pα are determined by the environment coupling and are therefore
independent of the initial state ρ0 of the open system [4]. Furthermore, the Pα generally
depend only weakly on time [53]. The definition (3.27) states that an initial pointer state
remains approximately pure during the entire decoherence process. Therefore, pointer
states are those pure states which become mixed most slowly, i.e. which are most robust
to decoherence.
Although the definition of pointer states is relatively straightforward, a general method
to determine the pointer states of a given open system is still missing. The most obvious
ansatz is to sort all pure states according to their entropy production rate [4]. This,
however, implies an optimization problem which is very hard to solve in general [53].
Another approach, which we will follow here, is to find a nonlinear evolution equation
for pure states whose solitons are the pointer states [14, 49].
More specifically, we demand this evolution equation to be non-linear in order to be
able to distinguish between pointer states and their coherent superpositions and it should,
in addition, follow the true mixed state evolution under the master equation as closely
as possible. On the decoherence time scale, an initial pointer state ρ0 = Pα is then best
approximated by the same pure state Pα, even though it may become mixed slowly, see
Eq. (3.27). Recall from Chap. 2 that the physical states ρ form a convex set with the
pure states lying on the surface. Therefore, while an initially pure state located on the
surface dives into this convex set as it becomes mixed under the master equation, the
nonlinear equation retains it in that point of the surface that is closest to the evolved
mixed state.
The most general nonlinear equation that conserves the trace and the purity is given
by [49]
∂tPt = −i [At,Pt] + [Pt, [Pt,Bt]] , (3.28)
with general Hermitian operators At and Bt, and the pure state projector P2t = Pt. Its
first, linear part is equivalent to the von Neumann equation (2.42) for closed systems.
We can verify that the purity, quantified by the linear entropy (2.17), is conserved under





= 2 Tr [Pt (∂tPt)] = 2 Tr [Pt (−i {AtPt − PtAt}+ PtPtBt − 2PtBtPt + BtPtPt)]
= −iTr [P2tAt − P2tAt]+ Tr [P3tBt − 2P3tBt + P3tBt] = 0, (3.29)
where the cyclic invariance of the trace was used. Using the Hermitian operator Xt =
−i [At,Pt] + Bt, Eq. (3.28) can be simplified to
∂tPt = [Pt, [Pt,Xt]] . (3.30)
As described above, this nonlinear equation leads asymptotically to the pointer states
if it follows the full open system master equation as closely as possible. Therefore, we
minimize the distance between Eq. (3.30) and ∂tPt = L(t)Pt, where distance in state
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(Zt − Xt)2 Pt − ((Zt − Xt) Pt)2
]
. (3.31)
Noting that the first summand is independent of Xt and that the second summand is
nonnegative, the above equation is obviously minimized by Xt = Zt = L(t)Pt. The
desired nonlinear equation for pointer states thus reads
∂tPt = [Pt, [Pt,L(t)Pt]] . (3.32)
This evolution equation for the projectors Pt can be recast in a more intuitive form by
inserting Pt = |χ〉〈χ|,
∂t|χ〉 = [{L(t)|χ〉〈χ|} − 〈χ|{L(t)|χ〉〈χ|}|χ〉]|χ〉. (3.33)
Note that the curly brackets are necessary since L(t) is a superoperator acting on |χ〉〈χ|.






























where expectation values are with respect to |χ〉, and 〈H〉 can be neglected since it only
induces a global phase.
To demonstrate that Eq. (3.34) is solved by the pointer states of the harmonic oscillator
found in Sec. 3.1.1, we set L = √γ0a and H = ~ω0a†a. Equation (3.34) then reads
∂t|χ〉 = −iω0a†a|χ〉+ γ0
[




















is solved by αt = α0 exp(−iω0t− γ0/2t), as can be verified by taking the time derivative
of |αt〉 = exp
(−|αt|2/2 + αta†) |0〉. This shows that, in agreement with our previous
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observations, the stationary states of Eq. (3.34) and therefore the pointer states of the
damped harmonic oscillator are the coherent states |αt〉, see Eqs. (3.15) and (3.16).
3.2 Quantum Brownian Motion
Brownian motion is the random movement of a heavy particle due to collisions with
background gas particles. In quantum mechanics, the problem of Brownian motion is a
paradigm to describe frictional dissipation and spatial decoherence of the considered par-
ticle. It can be described phenomenologically by two different microscopic models which
were conceived in the framework of the Markovian approximation schemes described in
Sec. 2.2.5. The two models make quantitatively different predictions that apply to dis-
tinct experimental settings: the first was confirmed in solid state physics [30] and the
second in matter wave interference [6].
3.2.1 The Caldeira-Leggett Master Equation
The first, so-called Caldeira-Leggett model [50] considers a particle of mass m moving
in a potential V (x). The background particles are modeled by a bath of harmonic
oscillators in the thermal state ρE just like for the previous example of the damped
harmonic oscillator, see Eq. (3.6). The coupling between the particle and background gas
is assumed to be proportional to both the particle position operator x and the amplitudes





















As before, g(ω) stands for the density of modes in the environment and κ(ω) for the
mode dependent coupling constant.
The above microscopic model allows one to perform the Born-Markov approximation
directly, see Eq. (2.82), i.e. to write the sytem dynamics in terms of a suitable superop-
erator K as
∂tρt = − i~ [H + Hc, ρt] +Kρt, (3.41)
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with










′/~, ρt ⊗ ρE
]]
dt′. (3.42)
In contrast to Eq. (2.82), we use the Schrödinger picture here for brevity and include an













with J(ω) denoting the spectral density of the bath. To further specify the superoperator
K and find out under which conditions the Born-Markov approximation (3.41) is justified,







This spectral density increases linearly for ω  Ω and goes to zero for ω  Ω. It
guarantees an ω-independent damping rate γ of the Brownian particle. For this choice






























where the νn = 2pinkBT/~ are called Matsubara frequencies. Inscribed in the weights
of the above integrand are the inverse correlation times Ω and νn (with n 6= 0) of
the environment. Our initial Markov assumption, Eq. (3.41), is only admissible if the
dissipation time scale 1/γ of the system is large compared to either of the environmental
correlation time scales, i.e. if
~γ  min{~Ω, 2pikBT}. (3.46)
Similar to the previous example of the damped harmonic oscillator, we consider the
limit of slow coherent system dynamics compared to rapid environment correlation time
scales. Denoting by ω0 a typical system time scale, we can write this condition as
~ω0  min{~Ω, 2pikBT}. (3.47)
In this limit we can now approximate the time evolved system position operator x in
Eq. (3.45) by its free dynamics and use its respective expansion up to first order in t′,
e−i(H+HE)t
′/~xei(H+HE)t
′/~ ≈ e−iHt′/~xeiHt′/~ ≈ x− i
~




3 Exemplary Master Equations
Substituting the above approximation into Eq. (3.45), we obtain a sum of four terms; the
corresponding t′-integrals can be evaluated analytically for high temperatures kBT & Ω~
[28]. While the first term involving [x, {x, ρt}] exactly cancels the anticipated environ-
mental shift Hc of the system energies, see Eq. (3.43), the last term involving [x, [p, ρt]]
is proportional to ω0/Ω and can hence be neglected in the limit (3.47). The master
equation for the system evolution ρt finally reads
∂tρt = − i~ [H, ρt]−
iγ
~
[x, {p, ρt}]− 4piγ
Λ2th
[x, [x, ρt]] , (3.49)
with Λth ≡
√
2pi~2/mkBT the thermal de Broglie wavelength of the particle. Equa-
tion (3.49) is called the Caldeira-Leggett master equation. While the first term of the
Caldeira-Leggett master equation describes the usual closed quantum dynamics of a
particle in a potential, the second and third term describe frictional dissipation and
decoherence due to thermal fluctuations, respectively. Dissipation and decoherence are
genuine open system phenomena that were already encountered in the damped harmonic
oscillator, see Sec. 3.1.1.
Looking at the Caldeira-Leggett master equation, one notices that it cannot be cast
into standard form, Eq. (2.66), i.e. the generated time evolution is not completely posi-
tive. Complete positivity can be ensured, however, by subtracting (γ/8mkBT ) [p, [p, ρt]]
[28], which, for high temperatures, is small compared to the other terms (this is called
a minimally invasive modification of Eq. (3.49)). Hence, the dynamics of a quantum
Brownian particle that is coupled weakly to a hot background gas is described by the
Markovian master equation






























Let us investigate the dynamical regimes of dissipation and decoherence in the Caldeira-
Leggett model, i.e. how the particle exchanges energy with the environment and gradually
loses its ability to form coherent superpositions.
To quantify the transfer of energy between the Brownian particle and the environment,





















where we have inserted the Caldeira-Leggett master equation (3.49). Using the canonical
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commutation relation [x, p] = i~, one obtains the differential equation [28]
∂t〈T〉t = −4γ〈T〉t + 2γkBT, (3.53)









We see that the kinetic energy of the particle approaches the thermal energy kBT/2
asymptotically, with the dissipation time scale given by τdis = 1/4γ. Furthermore, one
can show that the steady state of the Caldeira-Leggett master equation (3.49) and of its
completely positive version (3.50) is indeed the thermal state ρ = exp[−βH]/Z−1 [56].
The time evolution equation (3.53) also shows that the frictional decay of the kinetic
energy is due to the second term of the Caldeira-Leggett master equation.
To study the phenomenon of decoherence, we now consider the short time dynamics of
the Caldeira-Leggett model, for which we can approximate the environmental influence
by the third term of Eq. (3.49) [2, 3, 57],
∂tρt = − i~ [H, ρt]−
4piγ
Λ2th
[x, [x, ρt]] . (3.55)
We will call this simplified Caldeira-Leggett model the linear coupling limit of quantum
Brownian motion [19]. After switching to the interaction picture, ρ˜t = eiHt/~ρte−iHt/~,
and to the position representation, 〈x|ρ˜t|x′〉 = ρ˜t(x, x′), Eq. (3.55) reads
∂tρ˜t = −4piγ
Λ2th
(x− x′)2ρ˜t(x, x′). (3.56)
We see that, in the position representation, the off-diagonal elements of ρ˜t decay under
the environmental influence. For example, a coherent superposition of two position eigen-
states, ρ˜t = |ψ〉〈ψ| with |ψ〉 = (|x1〉+ |x2〉)/
√
2, decays to their probabilistic mixture on
the decoherence time scale
τdec =
Λ2th
pi(x1 − x2)2 τdis. (3.57)
Similar to the decoherence time scale of the damped harmonic oscillator, Eq. (3.25), τdec
is inverse-proportional to the square of the difference of the two positions, so that τdec is
generally much smaller than τdis.
The pointer basis of the linear coupling master equation (3.55) is not the position
basis, however, as one would expect in analogy to the damped harmonic oscillator. This
is evident from the fact that a position eigenstate or delta-function ψ(x) = δ(x) disperses
quickly and the resulting broad wave packet again becomes mixed, see Eq. (3.56)2. Here,
the pointer states, i.e. those states that exhibit the lowest entropy production rate on
average, can be identified from the steady states of the nonlinear equation (3.34) from
2The underlying reason is that here, in contrast to the damped harmonic oscillator, the Hamiltonian
H = p2/2m+ V (x) and jump operator L = x do not commute.
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Sec. 3.1.2. It turns out that the pointer states of the linear coupling model are those
localized wave packets pit(x) of finite width σ, for which the dispersive effect of H and
the localizing effect of x are in equilibrium [14, 51, 53]. They are given by




(x− 〈x〉t)2 + i~ (x− 〈x〉t) 〈p〉+ iφt
]
, (3.58)
with the time dependent phase φt =
(〈p〉2/2~m− ~/4mσ2) t. They move with constant





they are not eigenstates of the jump operator, they exhibit a small but nonvanishing
entropy increase, i.e. they do not remain pure states.
3.2.2 Collisional Decoherence
The second microscopic model for quantum Brownian motion assumes that background
gas particles scatter off the Brownian particle sequentially [19, 52]. As before, the back-
ground gas is assumed to be in a thermal state ρE which is diagonal in the momentum







For uncorrelated scattering events, the reduced dynamics of the Brownian particle is
Markovian by definition, i.e. without the need to make any further assumptions on the
interaction strength between particle and gas. Therefore, we can start out from Eq. (2.93)
which, in momentum representation, 〈P |ρt|P ′〉 = ρt(P, P ′), reads
∂tρt(P, P
′) = − i
~

























dPfM(Pf , Pf ;P
′, P ′0), (3.60)
with
M(P, P ′;P0, P ′0) = 〈P |TrE
[
TG1/2(|P0〉〈P ′0| ⊗ ρE)G1/2T†
]
|P ′〉. (3.61)
Note that the second term on the right hand side of Eq. (2.93) vanishes for the diagonal
state ρE, given by Eq. (3.59). Here and in the follwing we use the capital letters M
and P to denote the mass and the momentum of the Brownian particle, while the small
letters m and p denote the respective parameters of the gas particles.
Generally, a collision keeps the center of mass of the colliding particles invariant and
only changes their relative coordinates. It is therefore convenient to express the scattering
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with the reduced mass m∗ = Mm/(M +m). While for a general Brownian particle one
obtains the so-called quantum linear Boltzmann equation from Eq. (3.60) [59], we will
here consider the much simpler limiting case where the Brownian particle is much heavier
than the gas particles, M  m. This limit is called collisional decoherence since here
Brownian and background gas particles do not exchange energy (no dissipation but only
decoherence takes place). The scattering matrix S therefore reduces to
S|P 〉|p〉 =
∫
dQ|P −Q〉|p+Q〉〈p+Q|S0|p〉, forM  m. (3.63)
The operator G, in turn, is given by the product of gas-particle-density ngas, absolute
relative velocity |vrel| = |p/m − P/M |, and scattering cross section σ (prel), so that its





σ (p) . (3.64)
With the environmental state ρE, the scattering matrix S, and the rate operator G given
by Eqs. (3.59), (3.63), and (3.64), respectively, the complex function M(P, P ′;P0, P ′0),
Eq. (3.61), reads [19]
M(P, P ′;P −Q,P ′ −Q′) =
∫











Substituting this back into the master equation (3.60), we see that collisions with back-
ground gas particles simply lead to momentum kicks of the Brownian particle,
∂tρt(P, P
′) = − i
~









Equation (3.66) also shows that Min(Q) quantifies the rate of collisions that lead to a
change of momentum by Q, which can be written as the total collision rate γ times the
probability for a momentum change by Q, Min(Q) = γG(Q) with
∫
G(Q)dQ = 1. The
momentum transfer distribution G(Q) can be related to microscopic quantities of the
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background gas [52]. In many realistic scenarios, it is well approximated by a Gaussian
of fixed width. Finally, writing the master equation (3.66) in a more familiar fashion
without reference to the momentum representation, we obtain


































Again, this collisional decoherence master equation describes the open quantum dy-
namics of a heavy particle that undergoes sequential, uncorrelated collisions with light
background gas particles with rate γ.
Decoherence
As in the previous examples, we now discuss the phenomenon of decoherence in the
collisional decoherence model, Eq. (3.67) (as mentioned above, collisional decoherence
does not involve energy dissipation). Since the eigenstates of the jump operators LQ
are again the position eigenstates |x〉, the position basis will be the preferred basis of






′)/~ − 1)ρ˜t(x, x′). (3.68)













This shows that, like in the Caldeira-Leggett model for Brownian motion, the off-diagonal
terms in the position representation of the density matrix ρt decay so that the state
tends towards a probabilistic mixture of spatially localized wave packets. Here, the time




γ[1− G˜(x− x′)] . (3.70)
If G(Q) can be approximated with a normalized Gaussian of fixed width, the decoherence
rate τ−1dec shows a quadratic behavior for small x − x′ and saturates at γ for large x −
x′. One can say that the Fourier transform of the environmental momentum transfer
distribution determines what differences in position the background gas is able to resolve
[19]. While coherent superpositions of wave packets that are closer than this threshold
remain unaffected, the background gas can distinguish perfectly those that are much
farther apart and thus decoherence occurs on a time scale given by the collision rate
γ. This saturation of the decoherence rate is relevant in interference experiments with
large molecules [6, 60]. In contrast, the decoherence rate in the Caldeira-Leggett model,
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Eq. (3.57), shows a simple quadratic behavior and therefore grows beyond all bounds for
coherent superpositions of macroscopic size.
The pointer states of collisional decoherence are again those localized wave packets
for which the dispersive effect of the free particle Hamiltonian and the localizing effect
of decoherence are in equilibrium [53]. They are exponentially localized wave packets















The spatial extension can be approximated with σ ≈ a~/σG + σG/4amγ, where σG is
the width of the momentum transfer distribution G(Q) and the parameter a must be
determined numerically.
3.3 Dynamics under Continuous, Nonselective
Measurements
The above discussion of the collisional decoherence model suggests that decoherence
depends on which open system states the environment can resolve via the system-
environment interaction. In other words, in analogy to a measurement apparatus in
contact with a quantum system and the mixing induced by the extraction of information,
we can interpret the increasing statistical uncertainty about the state of an open system
as due to a continuous monitoring by the environment, see Secs. 2.1.3 and 4.2.2. Being
hence a paradigm for the description of open quantum systems, we will now consider
the generic measurement situation and discuss the resulting dynamics of the measured
system.
As we saw in Sec. 2.1.3, a general quantum measurement is formulated in terms of
measurement operators Ma,i which act on the measured quantum system. When outcome












a,iMa,i. The expectation value Tr [Faρ] ≥ 0 is the probability Prob(a)
for outcome a to be detected. The Fa must therefore fulfill the consistency condition∑
a Fa = 1.
Equation (3.72) states that a measurement leads to an abrupt state transformation that
is conditioned on the measurement outcome. In case of our ignorance of the obtained
outcome a, we must average over all possible transformationsM(ρ|a) so that the post-









3 Exemplary Master Equations
By definition, this so-called nonselective measurement scenario fulfills the main property
of a Markovian system transformation, namely that of being memoryless, see Sec. 2.2.
To study the dynamics of the measured system and not only a single instantaneous
measurement transformation, we furthermore assume that the measurement is performed
continuously in time. The simplest way to measure continuously and in a memoryless
fashion is to apply the nonselective measurement, Eq. (3.73), probabilistically with a
constant rate γ. The continuous nonselective measurement is hence described by a ho-
mogeneous Poisson process with rate γ and the probability for performing a measurement







a,i + (1− γdt)ρ˜t. (3.74)
We use the Heisenberg picture, A˜ = eiHt/~Ae−iHt/~, indicated by the tilde, to account for
the continuous coherent dynamics of ρt between the measurements. Solving Eq. (3.74)








After transforming Heisenberg picture operators back to the Schrödinger picture, we
obtain the evolution equation













a,iMa,i = 1, we see that
Eq. (3.76) constitutes a Markovian master equation in standard form (2.66) with jump
operators proportional to the measurement operators, La,i =
√
γMa,i. In contrast to the
previous examples, the Markov property is here fulfilled by definition, i.e. without any
approximations about the nature of the system-environment coupling.
Let us make a few remarks concerning dissipation and decoherence in a general mea-
surement setup. First, in contrast to the previously considered open systems, the mea-
sured system is not in contact with a thermal bath. Therefore, the exchange of energy
between system and measurement apparatus, which occurs if the operators Ma,i do not
commute with H, is somewhat different from the aforementioned dissipation in its ther-
modynamic sense. Second, a measurement setup is generally intended to provide infor-
mation about a physical system quantity, associated with an observable A. In this case,
ideally the measurement operators are diagonal in the eigenbasis of A, see the specific
example in the following section. The measurement operators can then distinguish be-
tween different eigenstates of A and successive measurements yield the same outcome if
they are applied without time delay. In that case, decoherence obviously occurs in the
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eigenbasis of A and the pointer states3 are the eigenstates of A.
3.3.1 Indirect Measurement Setup in Cavity QED
To fill the above, completely general measurement concept with life, let us now consider
a specific cavity QED setup which can be used to implement the described Markovian
dynamics under nonselective measurements. It consists of a microwave cavity and a two-
level atom, which is sent through the cavity to probe the state of its electromagnetic field
mode. This setup was used to demonstrate the fundamental mechanism of decoherence
[5], to implement a quantum non-demolition measurement [62], and to execute quantum
feedback loops [63, 64]. It is a prototype of the indirect measurement scheme derived in
Sec. 2.1.3.
To specify the implemented indirect measurement, let us assume that the cavity is
initially in a coherent superposition of Fock states |ψ〉 = ∑n cn|n〉. The probe atoms
are prepared in a superposition of ground and excited state, |+〉 = (|0〉 + |1〉)/√2 (the
second, orthogonal single atom basis state is |−〉 = (|0〉−|1〉)/√2). The joint initial state







By sending an atom through the cavity, it acquires an n-dependent phase through its














Here κ denotes the coupling constant between atom and field and σz the third Pauli
matrix. The interaction time t can be tuned by adjusting the velocity of the atoms to














After the atom has left the cavity, it can be subjected to a projective measurement in any
of the atomic bases {|+k〉, |−k〉} labeled by k, which acts as the identity on the cavity
degrees of freedom. For a specific k, the joint atom-cavity projectors read |±k〉〈±k| ⊗ 1,
with 1 =
∑
n |n〉〈n|. Eliminating the atomic degrees of freedom, a projection of the
3As a side remark: the term “pointer state” originated from its interpretation in the measurement
situation. The pointer states are those states in which the macroscopic pointer of the measurement
apparatus probabilistically ends up.
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for the cavity field. The post-measurement cavity state after detecting the outcome ± in
the atomic basis k is therefore given by





















This shows that the coefficients in the coherent superposition |ψ〉 = ∑ cn|n〉 are enhanced












)− pi4 ± pi4 ]
Prob(±, k) |cn|
2. (3.84)
For example, if we detect (+, k), the (k+d)-th coefficient is maximally suppressed, c′k+d =
0, while the k-th coefficient is maximally enhanced, c′k = ck/
√
Prob(+, k). If one repeats
such measurements while changing the measurement basis k, one may probabilistically
enhance one of the coefficients approximately to unity so that all other coefficients vanish.
In other words, this setup allows one to successively pin down the Fock state |n〉 inside
the cavity4.
Measurements with Feedback
A quantum measurement not only allows one to extract information about the measured
system; it can also be used to manipulate the system state by applying system transfor-
mations depending on the previous measurement outcomes. Formally, one way to apply
such a feedback operation is by including an additional unitary part in the measurement
operators,
Mfba,i = UaMa,i. (3.85)




















 = Tr [Faρ] = Prob(a),
(3.86)
4To be precise, for n ≥ d one determines the number nmod d since M±,k has the same effect on |n〉 as
on |n+ d〉.
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and a system under a nonselective measurement with feedback still exhibits Markovian
dynamics, Eq. (3.76), with jump operators Mfba,i instead of Ma,i. Without going into
further details on feedback control theory here [54], we just shortly mention two possible
feedback loops for the present system.
In the present setup one can, for example, inject a classical microwave pulse into the
cavity, effectively a displacement D(α) of the cavity field, see Eq. (3.13), that minimizes
the distance between the conditional post-measurement state |ψ±,k〉, Eq. (3.83), and a
desired Fock state |n〉. It was shown that this allows stabilizing the cavity in state |n〉 after
a certain number of iterations, irrespective of the initial state [63]. This stabilization can
also be achieved with a somewhat simpler feedback operation which can be described by
the creation operator a†. In reality, the operation a† could be implemented by injecting
an excited state atom in resonance with the cavity mode which deposits its quantum




while all other measurement operators are left unchanged. The probability to detect +














We see that Prob(+, 0) vanishes if |ψ〉 = |d〉. Therefore, once the cavity falls into the state
|d〉, no more feedback operation is applied so that the cavity state remains unchanged.
This will be confirmed numerically in Chap. 6.
51

4 The Jump Expansion
The idea to expand complex physical quantities into an asymptotic sum over simpler,
more accessible terms has a long history in theoretical physics. Understanding the ex-
pansion term by term allows one to develop an intuition for the expanded quantity and,
if the series is convergent, facilitates its quantitative approximation. For example, expan-
sions of a periodic function into a series of harmonics helped the French mathematician
Joseph Fourier to understand the propagation of heat in solids in 1822 [65]. In 1860
Charles Delaunay applied Brook Taylor’s power series expansion from 1715 [66] to study
the movement of the moon as part of the three-body problem and found evidence for
chaotic dynamics [67].
In the present chapter we will show how to find an expansion for the open quantum
dynamics ρt under an arbitrary Markovian master equation (2.66) [17–19]. The approach
is guided by the derivation of the Dyson series for closed systems [68]. Just like the
Dyson series, the so-called jump expansion for open systems features a decomposition of
the entire dynamics into periods of continuous, unperturbed evolution and instantaneous
perturbations, or jumps. As opposed to the Dyson series, however, the jump expansion
is intrinsically nonperturbative which has the drawback that it is not guaranteed to
converge. We will therefore ensure its convergence in a second step, by performing a
resummation of the jump expansion in an optimal, adaptive fashion [20, 21].
We start by presenting a derivation of the Dyson series [68] and then extend this
formalism to Markovian open systems to obtain the jump expansion. Subsequently, we
perform a resummation to optimize its convergence. For practical purposes, especially to
obtain analytically tractable terms, we also derive suboptimal resummations that greatly
simplify the optimally convergent form of the jump expansion.
4.1 Derivation
4.1.1 The Dyson Series for Closed Systems
The evolution of any closed quantum system with the initial state |ψ0〉 is governed by
the system Hamiltonian H0 through the time-dependent Schrödinger equation,
∂t|ψt〉 = − i~H0(t)|ψt〉. (4.1)
Here we assume a general time-dependent Hamiltonian, as this will become relevant in
the following. Formally, solutions of this differential equation can be expressed with the
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help of the time evolution operator U0 as
|ψt〉 = U0(t, 0)|ψ0〉, (4.2)










By inserting the operator U0 into the Schrödinger equation, it can be recast as
∂tU0(t, 0) = − i~H0(t)U0(t, 0). (4.4)
In Eq. (4.3), T is the time ordering operator which ensures that in each term of the
formal expansion exp[−i/~ ∫ H0(t′)dt′] = ∑n[−i/~ ∫ H0(t′)dt′]n/n!, the time arguments
of the Hamiltonian are in decreasing order. This is necessary for Eq. (4.4) to hold true
even in the case that [H0(t),H0(t′)] 6= 0 for t 6= t′. If a small perturbation εV, with ε 1,
is added to this problem,
H = H0(t) + εV, (4.5)
the time evolution of the perturbed system can be expanded in terms of the unperturbed
Hamiltonian and the perturbation in the so-called Dyson series. This is achieved by
switching to the interaction picture via the transformation |ψ˜t〉 = U†0(t, 0)|ψt〉, so that









U†0(0, t)H0(t)− U†0(0, t)(H0(t) + εV)
]
|ψt〉 = − i~εV˜(t)|ψ˜t〉,
(4.6)
with V˜(t) = U†0(t, 0)VU0(t, 0). The time evolution operator in the interaction picture
U˜(t, 0) therefore satisfies the differential equation
∂tU˜(t, 0) = − i~εV˜(t)U˜(t, 0), (4.7)
which can be formally recast as an integral equation,






Here, we have used that U˜ satisfies U˜(t, t) = 1. Upon iterative reinsertion of U˜ on the
right hand side, we obtain the Dyson series,












dt1V˜(t2)V˜(t1) + . . . , (4.9)
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which converges for sufficiently small parameters ε and bounded operators V˜(t). In the
Schrödinger picture it reads












dt1U0(t, t2)VU0(t2, t1)VU0(t1, 0) . . . (4.10)
We see that the time evolution of the perturbed system can be seen as a series of intervals
of unperturbed evolution, interspersed with applications of the small perturbation εV.
4.1.2 Decomposing the Dynamical Generator of Open Systems
In Sec. 2.2.4 of the previous chapter we saw that the dynamics of a Markovian open
quantum system is governed by a master equation (2.66) in Lindblad form. It natu-
rally incorporates the Schrödinger equation (4.1) as a limiting case, but it also gives
rise to incoherent dynamics featuring new phenomena such as fixed points. Whereas
the Schrödinger equation is an evolution equation for state vectors |ψ〉 belonging to
the Hilbert space H, the master equation governs the evolution of density matrices ρ,
i.e. operators belonging to the associated Liouville space. In spite of these differences,
Eqs. (2.66) and (4.1) are formally equivalent in the sense that the change of the state at
time t is proportional both to a time-local generator and the state itself. This suggests
that the same formalism of Sec. 4.1.1, which resulted in an expansion for the time evo-
lution under the Schrödinger equation, may give rise to an expansion for the dynamics
of Markovian open systems as well.
Analogously to Eq. (4.5), we consider a decomposition of the generator L(t) of the
master equation ∂tρt = L(t)ρt into a sum of two parts
L(t) = Lµ(t) + Jµ(t). (4.11)
At this point, the decomposition is arbitrary and the index µ simply labels the different
conceivable choices for the two summands. L(t) generates the semigroup of propagators






which map the initial state ρt0 to the state ρt at later times, ρt = U(t, t0)ρt0 . Proceeding
in the same way as for the Dyson series, we will derive an expansion for U(t, 0), where we
use the initial time t0 = 0 for brevity. First, we note that, by definition, the differential
equation for the propagator is
∂tU(t, 0) = L(t)U(t, 0) = Lµ(t)U(t, 0) + Jµ(t)U(t, 0), (4.13)
where we have already made use of the decomposition (4.11).
Due to the irreversible character of incoherent dynamics, propagators U(t, 0) are in
55
4 The Jump Expansion
general not invertible. It is therefore impossible to switch to an “interaction picture” and
back as one does for closed systems, see Eq. (4.6). Nevertheless, avoiding the detour via
the interaction picture, we can rewrite Eq. (4.13) directly in integral form as
U(t, 0) = Uµ(t, 0) +
∫ t
0
Uµ(t, t′)Jµ(t′)U(t′, 0)dt′. (4.14)




The equivalence of Eqs. (4.13) and (4.14) can be checked by taking the time derivative
of Eq. (4.14),





)Jµ(t′)U(t′, 0)dt′ + [Uµ(t, t′)Jµ(t′)U(t′, 0)]t′=t
= Lµ(t)Uµ(t, 0) + Lµ(t)
∫ t
0
Uµ(t, t′)Jµ(t′)U(t′, 0)dt′ + Jµ(t)U(t, 0) (4.15)
= Lµ(t)U(t, 0) + Jµ(t)U(t, 0).
In the second line we used that Uµ(t, t) = id and then substituted Eq. (4.14) for U(t, 0)
to obtain the third line.
We can now solve Eq. (4.14) iteratively,
U(t, 0) = Uµ(t, 0) +
∫ t
0







dt1Uµ(t, t2)Jµ(t2)Uµ(t2, t1)Jµ(t1)Uµ(t1, 0) + . . .
By letting this expanded form of the propagator act on the initial state ρ0, we obtain












Uµ(t, t′)Jµ(t′)ρ(n−1)t′ dt′, (4.18)









dtn−1 . . .
∫ t2
0
dt1Uµ(t, tn)Jµ(tn)Uµ(tn, tn−1)Jµ(tn−1) . . .Jµ(t1)Uµ(t1, 0)ρ0.
(4.19)
In analogy to the usual Dyson series for unitary propagators, the full time evolution
U(t, 0) can be seen as comprising intervals of unperturbed evolutions under Uµ, inter-
spersed with perturbations, or jumps Jµ. The jumps Jµ, in turn, are distributed over







t , Eq. (4.19), is ordered according to the number of jump super operators
Jµ involved and we will call the constituent terms ρ(n)t jump terms in the following. The
main difference of the jump expansion with respect to the Dyson series is the absence of
a small parameter. Its convergence properties are therefore at best dubious, rendering
the formal expansion (4.19) of little practical use. In spite of this missing small parame-
ter, we will see that convergence can be ensured in a different way, namely by choosing
optimal decompositions µ in Eq. (4.11).
4.1.3 Freedom in the L-Decomposition
For the purpose of optimizing the convergence of the jump expansion (4.19), it is sensible
to restrict our attention to a physically meaningful subset of all arbitrary decomposi-
tions (4.11) and then perform the optimization within this subset. To parametrize this
physically meaningful subset, note that the master equation (2.66) is invariant under the
transformation
Lj(t)→ Lj,α(t)(t) ≡ Lj(t) + αj(t), (4.20)





(α∗j (t)Lj(t)− αj(t)L†j(t)), (4.21)
where α(t) = (α1(t), . . . , αN (t)) ∈ CN is a complex vector. For brevity, we will mostly
omit the t argument of α since the operators that involve α are explicitly time-dependent
in any case. To check the invariance of the master equation arithmetically, one substi-
tutes Hα and Lj,α into the Eq. (2.66) and simplifies the obtained expression. We omit
this somewhat lengthy calculation, since it is not particularly illuminating. As will be
explained below, a physically meaningful decomposition of the generator in terms of the

















Here, Heffα (t) is an effective, non-Hermitian Hamiltonian,






with a negative imaginary part. In addition, we have decomposed the jumps Jα into
“different kinds” of jumps Jj,α, each corresponding to one jump operator Lj,α. This will
allow us to further break down the jump expansion into more elementary parts as we
proceed.
For a decomposition of L into Jj,α, Eq. (4.22), and Lα, Eq. (4.23), all transformations
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in the corresponding jump expansion—i.e. the jumps Jj,α and the unperturbed evolution
Uα generated by Lα—are completely positive, norm decreasing maps and, hence, take
physical states ρ to other physically allowed density matrices. This can be seen by
comparing Jj,α and Uα to the Kraus decomposition (2.48). The Kraus-map structure of
























by analogy of the continuous generator Lα(t), Eq. (4.23), to the Liouville-von Neumann
equation (2.42) and its respective solutions (2.44). The completely positive, norm de-





t are valid, i.e. positive, density matrices with trace Tr ρ
(n)
t ≤ 1. By substi-









dtn−1 . . .
∫ t2
0









dtn−1 . . .
∫ t2
0
dt1Uα(t, tn)Jjn,α(tn)Uα(tn, tn−1)Jjn−1,α(tn−1) . . .
×Jj1,α(t1)Uα(t1, 0)ρ0. (4.26)
Note that we have dropped the time-ordering operator for brevity here. Substituting
the superoperators Jj,α and Uα with the corresponding expressions in terms of the jump


































Heff†α (t′)dt′ . (4.27)
Inspecting Eqs. (4.20)–(4.24), we see that the complex vectors α parametrize those L-





t . We emphasize that these decompositions are equivalent in the sense that
they all lead to the same solutions of the master equation (2.66). Exploiting this freedom
to decompose the generator in different, physically equivalent ways, we will optimize the
convergence of the series (4.19) over the complex vectors α. Before doing so in Sec. 4.3,
we deduce the relevant properties of the jump expansion in order to build some intuition
that will become useful later on.
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4.2 Properties of the Jump Expansion
4.2.1 The Jump Record
The jump expansion (4.27) inclines us to view the time evolution ρt of an open quan-
tum system as a sum of terms ρ(n)t , that originate from the initial state ρ0 through a
sequence of elementary transformation events or jumps Jj,α(t) with a continuous evolu-
tion in between. This sequence is characterized completely by specifying the sequence of
ordered times t1 < . . . < tn < t at which these transformations took place, and by the
information “which kind” of transformation was applied, as given by the corresponding
indices j1, . . . jn. The term ρ
(n)
t then comprises sequences of length n with all possible
combinations of jump times and jump indices, which means that we must sum over all
indices and integrate over all times.
We can collect the information about each sequence in the so-called jump record
Rn = (j1, t1; j2, t2 . . . ; jn, tn). (4.28)
This allows us to define the total transformation under the corresponding sequence as
KRn(t) ≡ Uα(t, tn)Jjn,α(tn)Uα(tn, tn−1)Jjn−1,α(tn−1) . . .Jj1,α(t1)Uα(t1, 0), (4.29)





′)dt′Ljn,α(tn) . . . Lj1,α(t1)e















One can now read Eq. (4.27) as a decomposition of ρ(n)t into the record-conditioned
branches, ρ(R
n)




















Here, we introduced the summation symbol
∑
{Rn}as a short form for the multi-integral
over t1, . . . , tn and the sum over j1, . . . , jn. In the above definitions it is understood that
the “sequence of length zero” is simply the unperturbed propagation KR0(t) = Uα(t, 0).
The jump record allows one to view the jump expansion in a slightly new light. While
the jump expansion still provides a decomposition of the entire dynamics into a continu-
ous evolution and n spontaneous jumps, the jump record further breaks down the n-jump
term into a series of transformations for which specific jumps have occurred at specific
times, see schematic diagram in Fig. 4.1. We will see in the following section that with
each record we can associate a probability so that one may interpret the final state ρt of
the open system evolution as arising from a stochastic process that describes a random
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occurrence of different “types” of jumps at random times and a deterministic evolution
in between. The sum over all these different “trajectories” in ρt would then reflect our
ignorance of exactly which record is realized in one instance of the evolution.
4.2.2 Relation to Quantum Trajectories and Measurement
Interpretation
As we mentioned, with the above definition of a jump record we can now take the
interpretation of the jump expansion (4.27) one step further. We noted in Sec. 4.1.3
that the super-operators Jj,α and Uα, making up the transformation sequence KRn in
Eq. (4.29), are completely positive maps. Therefore, all record-conditioned branches
ρ
(Rn)
t and, equivalently, all jump terms ρ
(n)
t are unnormalized density matrices with
positive traces or weights,
wRn(t) ≡ Tr ρ(R
n)
t = Tr[KRn(t)ρ0], (4.32)
wn(t) ≡ Tr ρ(n)t . (4.33)
Noting that the weights wRn(t), and analogously wn(t), always add up to unity due to


















they can be given the meaning of probabilities.
To substantiate this interpretation, note that the trace of ρ(0)t starts with Tr[ρ
(0)
0 ] = 1
and decays with t due to the continuous evolution Uα(t, 0). The initial value is due to
the fact that Uα(0, 0) = id, see Eq. (4.25), and the norm decay is seen by taking the time
derivative of w0(t),
∂tw0(t) = ∂t Tr ρ
(0)




















In the last equality, we eliminated the commutator of ρ(0)t with the Hermitian part Hα
of the effective Hamiltonian through the cyclic invariance of the trace. Now we see
that ∂tw0 ≤ 0 since both ρ(0)t and the operators L†j,α(t)Lj,α(t) are positive. Due to the
above properties of the weight w0(t), it is naturally interpreted as the probability that
no jump occurs between 0 and t. Analogously, the weight w1(t) can be interpreted as
the probability for a single jump, and the weight wRn(t) would be the probability for the
occurrence of n jumps with the jump record Rn.
We can now establish a connection between the jump expansion and the normalized
quantum trajectories from Chap. 2 by normalizing the record conditioned branches with
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Uα(t, tn)Jjn,α(tn) . . .Jj1,α(t1)Uα(t1, 0)ρ0.
(4.36)
In fact, for a pure initial state ρ0 = |ψ0〉〈ψ0|, the normalized branch (4.36) is a pure state
trajectory |ψ(Rn)t 〉〈ψ(R
n)





















where we have used the explicit expression (4.30) for KRn . This means that |ψ(R
n)
t 〉
is that particular quantum trajectory, which has experienced jumps at times t1, . . . , tn
with operators Ljn,α, . . . , Lj1,α, all registered in the jump record. The jump expansion
can therefore be seen as a sum over all possible trajectories |ψ(Rn)t 〉, weighted with their
respective probabilities wRn(t).
What is more, comparing Eq. (4.36) with Eq. (2.27) we are inclined to view the normal-
ized record-conditioned branches |ψ(Rn)t 〉 as outcomes of a hypothetical time-dependent
and efficient measurement. The associated measurement operators are here the KRn(t)












In this interpretation, t1, . . . , tn are the times at which the hypothetical measurement
apparatus has registered outcomes j1, . . . , jn. Here, the environment can be viewed as
the measurement apparatus and the loss of purity can be attributed to the fact that
the environment continuously gathers information about the open system through their
mutual interaction. Full access to this information would allow one to reconstruct the
pure system state |ψ(Rn)t 〉, conditioned on the measurement record Rn, see Sec. 2.3. In
the absence of this information, however, we account for our ignorance about the system
state by averaging over all outcomes, weighted with their respective probabilities.
4.2.3 Convergence of the Jump Expansion
In practice, one usually approximates a given infinite series with its truncated form
unless an exact analytic expression for the infinite series exists. Such an approximation
is, however, only useful if the studied series is convergent. Let us therefore assess the
convergence of the jump expansion derived in Sec. 4.1, since it is not guaranteed to
converge a priori. Generally, one can characterize the convergence of an expansion by
considering the weights wn of its constituent terms. For example, a highly convergent
series is characterized by a strongly increasing cumulative sum
∑m
n=0wn, i.e. by strong
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weights of its lowest order terms and a rapid decrease of the weights with increasing
expansion order. In contrast, the weights in a series with low convergence are expected
to show a slowly increasing cumulative sum. In this sense, the convergence of a given





t , the weight wn(t) of a given term ρ
(n)
t is naturally quantified
by its trace, see Eq. (4.33). In the present section we will see that the wn(t) implicitly
depend on the decomposition of the generator parametrized by complex tuples α, and
we will see how the wn(t) evolve in time. In the following section, we will then optimize
the convergence of the jump expansion by dynamically adjusting the tuples α.
The weights wn(t) given by Eq. (4.33) show two particularities that will greatly simplify
this optimization task. On the one hand, as already mentioned above, the unperturbed
propagator Uα(t, t0) from Eq. (4.25) is the identity map for t = t0,
Uα(t0, t0)ρ = ρ. (4.39)
Therefore we have ρ(0)n = δn,0ρ0, so that the weights satisfy the initial condition wn(0) =
δn,0. On the other hand, we expect the jump count to grow stepwise in time since jumps
happen only one at a time, increasing the count by exactly one. Therefore, we expect the
time evolution of the wn(t) to be cascaded in the sense that the n-th order term gains
weight from the (n− 1)-th order while loosing weight to the (n+ 1)-th order. As we will
see shortly, this cascading time evolution can be described in terms of a suitably defined
positive, time-dependent rate operator Γα(t) as
∂twn(t) = ∂t Tr[ρ
(n)













see Eqs. (4.45) and (4.46) below. The expectation values Tr[Γα(t)ρ
(n)
t ] are thus positive
real numbers describing the absolute rates at which weight is transferred from ρ(n)t to
ρ
(n+1)




t involve n and n + 1 jump superoperators, respectively,
see Eq. (4.27), we call the Tr[Γα(t)ρ
(n)
t ] jump rates. In the following, we will omit the
time-argument of Γα(t) for brevity . The above considerations together imply that the
lowest order weights wn(t) at a given time t are maximized by minimizing the jump rates
at all times t′ ≤ t.
To verify the evolution equation (4.40) for the wn(t) and to find an explicit expression









dtn−1 . . .
∫ t2
0




dtn−1 . . .
∫ t2
0








dtn−1 . . .
∫ t2
0
dt1[∂tUα(t, tn)]Jα(tn)Uα(tn, tn−1)Jα(tn−1). . .Uα(t1, 0)ρ0.
(4.41)
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Note that the derivative of the integration limit eliminated the tn-integration in the first
summand. Now we can use that Uα(t, t) = id in the first term and, in the second term,










dtn−1 . . .
∫ t2
0







dtn−1 . . .
∫ t2
0
dt1Uα(t, tn)Jα(tn)Uα(tn, tn−1) . . .Uα(t1, 0)ρ0.
(4.42)
Substituting back ρ(n−1)t and ρ
(n)
t , given by Eq. (4.26), for the multi-integrals in the first
and in the second term, respectively, we obtain
∂tρ
(n)
t = Jα(t)ρ(n−1)t + Lα(t)ρ(n)t . (4.43)









J (t)αρ(n−1)t + Lα(t)ρ(n)t
]
, (4.44)

















































Here, the cyclic invariance of the trace was used multiple times, in particular to elimi-
nate the commutator of ρ(n)t with the Hermitian part Hα of the effective Hamiltonian.
















with the additional splitting of Γα into the rate operators Γj,α associated with different
jump types. In Eq. (4.46) we have used the definition (4.20) for Lj,α. The positivity of Γα
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and Γj,α is guaranteed by the fact that they have the form of a completely positive map,
see Eq. (2.48). Let us finally note that the non-Hermitian part the effective Hamiltonian
Heffα , Eq. (4.24), which defines the continuous between-jump evolution Uα(ti+1, ti), is




j,α(t)Lj,α(t). Therefore the jump rate Tr[Γαρ
(n)
t ] is proportional to the
norm decrease of ρ(n)t under Heffα .
4.3 Resummation of the Jump Expansion
In Sec. 4.1.2 we derived the formal expansion (4.19) for the open system time evolution
in analogy to the Dyson series for closed systems. Despite their formal similarity, the
Dyson series is a perturbative expansion whereas the jump expansion is not. This makes
the latter a lot more versatile, but it also casts its convergence into doubt. In Sec. 4.1.3
we then saw that a physically motivated subset of all possible jump expansions can be
parametrized by complex vectors α and, in Sec. 4.2.3, we described how the convergence
can be assessed for a given α. Since all expansions are equivalent in the sense that they
give the same ρt independent of α, they are actually just formal resummations of one
and the same jump expansion, say for α = 0. In other words, by changing α we simply
regroup the terms of the expansion. It is intuitively clear that we want to regroup the
terms in such a way that the most important terms appear first since this would allow
us to truncate the jump expansion and thereby obtain a reliable estimate of ρt.
In this section, we aim at achieving this goal by optimizing the convergence of the
series over the parameter α [20, 21]. It will turn out that the optimal resummation is not
realized by a constant vector α but by one which changes from one expansion term to the
next, see schematic diagram in Fig. 4.1. Since this adaptive form of the jump expansion
with its intricate structure is not always suitable for practical applications, especially for
obtaining analytical approximations to ρt, we will also derive suboptimal resummations
that combine high convergence with a simpler algebraic structure [20].
4.3.1 The Optimally Convergent Resummation
As we argued in the previous section, the jump expansion initially comprises only the
lowest order term, i.e. w0(0) = 1, and higher order terms are then sequentially populated
according to Eq. (4.40). In order to maximize the lowest order weights and thereby
optimize the series’ convergence, it is therefore sufficient to minimize the rates Tr[Γαρ
(n)
t ]
at which wn(t) decreases in favor of wn+1(t).
Before we proceed with the task of minimizing Tr[Γαρ
(n)
t ] by choosing the right α, we
must account for the fact that each jump term ρ(n)t can be further decomposed into the
record-conditioned branches ρ(R
n)
t , see Eq. (4.31). Using the additional splitting of Γα
into Γj,α, see Eq. (4.46), we note that the jump rate Tr[Γαρ
(n)
t ] is actually composed of
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Figure 4.1: Schematic diagram of the optimally convergent jump expansion: The time
evolution from ρ0 to ρt is decomposed into branches that consist of a series
of continuous and jump-transformations, Uα˜(ti+1, ti) and Jj,α˜, represented
by straight lines and branching points, respectively. The branches are distin-
guished by the times ti and the types j of the involved jump transformations,
i.e. by the jump record Rn (see exemplary branch R3 = (2, t1; 1, t2; 2, t3)
traced in the picture, with ti and j marked on the time axis on the bottom
and inside the arrows at the branching points, respectively). ρt is given by
the sum over all possible branches ρ(R
n)
t , see Eqs. (4.29) and (4.31). The
convergence of this expansion is optimized or, in other words, the number
of branches that contribute appreciably to ρt is minimized by adapting the
transformations Uα˜(ti+1, ti) and Jj,α˜ to each specific branch by means of
the time-dependent complex numbers α˜(t,Rn), see Eqs. (4.51), (4.22), and
(4.23): α˜(t, ∅), α˜(t, [2, t1]), α˜(t, [2, t1; 1, t2]), and α˜(t, [2, t1; 1, t2; 2, t3]) are
used in the respective intervals [ti, ti+1] in the marked exemplary branch.



























The partial jump rates are positive and real since both ρ(R
n)
t and Γj,α are positive op-
erators. Hence, in order to minimize Tr[Γαρ
(n)
t ], all Tr[Γj,αρ
(Rn)
t ] must be minimized
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= Tr[(L†j(t) + α
∗
j (t))(Lj(t) + αj(t))ρ
(Rn)
t ]
= Tr[(L†j(t)Lj(t) + |αj(t)|2)ρ(R
n)





where the first term is always positive, whereas the second term can be positive or
negative depending on α.
The partial jump rate Tr[Γj,αρ
(Rn)
t ] is minimal if the second term in Eq. (4.48) is as
negative as possible. This fixes the complex phase of the optimal αj to
arg(α˜∗j (t)) = pi + arg(Tr[Ljρ
(Rn)
t ]), (4.49)
where we use the tilde to indicate the optimum. With this phase condition, we can recast
















t . Together with the phase condi-
tion (4.49), this gives the optimal parameters
α˜j(t,R

























∣∣∣Tr [Lj(t)ρ(Rn)t ]∣∣∣2 . (4.52)
A summation of the optimal partial rates over j andRn yields the optimal total jump rate
Tr[Γαρ
(n)
t ]. In the following section, we will further investigate the meaning of Eq. (4.52)
and, in particular, the conditions for the optimal rates to vanish.
In Sec. 4.2.1 we observed that the jump expansion is composed of different sequences
of continuous and jump transformations (Uα and Jj,α) of the initial state, i.e. differ-
ent record-conditioned branches, see Eqs. (4.29) and (4.31), and the schematic diagram
Fig. 4.1. Equation (4.51), in conjunction with Eqs. (4.22) and (4.23), now shows that the
convergence of the jump expansion is optimized by adapting the applied transformations
to each specific branch. Specifically, the jump operator Lj,α˜ that defines the optimal Jj,α˜
acquires a shift given by the expectation value in the respective branch. After a jump
of type j, the Jj,α˜ are therefore different from the Jj′,α˜ after a jump of type j′. The
optimal shifts α˜ are hence updated at such branching points depending on the type of
jump and on the time when it takes place. After a series of n jumps, α˜ depends on the
entire record Rn of past jumps.
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To summarize, while Dyson-like expansions are usually defined in terms of a fixed de-
composition of the generator, we here consider an expansion in which the decomposition
changes from one term to the next. Formally, the transformation of the jump expansion
to its optimally convergent form can be considered an adaptive resummation in the above
sense that it adapts the L-decomposition both to time and to each specific branch.
In view of the fact that the jump expansion was derived in analogy to a usual Dyson
series in Sec. 4.1.2, it is not obvious that record conditioned, time dependent decomposi-
tions L(t) = Lα˜(t,Rn)(t)+Jα˜(t,Rn)(t) still generate valid solutions of the master equation.
To see that this is indeed the case, we take the time derivative of the n-jump term as we








dtn−1 . . .
∫ t2
0






dtn . . .
∫ t2
0
dt1Uα˜(t,Rn)(t, tn)Jjn,α˜(tn,Rn−1) . . .Uα˜(t,R0)(t1, 0)ρ0.
(4.53)
Again, the derivative of the integration limit eliminates the tn-integration and the deriva-
tive of the exponential in the propagator Uα˜(t,Rn)(t, tn) brings down Lα˜(t,Rn)(t). Now we














The Rn-conditioned terms of ∂tρ
(n)
t and of ∂tρ
(n+1)





independently of α˜. The sum over all orders thus yields the master equation (2.66).
Vanishing Jump Rates
We have found out that the jump operators Lj,α with the complex shifts α˜(t,Rn) given
by Eq. (4.51) lead to an optimally convergent jump expansion. Moreover, since the jump
rates Tr[Γj,α˜ρ
(Rn)
t ], Eq. (4.52), quantify how fast higher order terms get populated over
time, we can conclude that the smaller the optimal jump rates, the better the convergence
of the optimized jump expansion. For non-vanishing jump rates, the number of terms
necessary to approximate ρt with a given accuracy increases with time t. If, however, all
jump rates vanish after some time, the weights of the expansion terms remain constant
and it is safe to approximate ρt with a fixed number of terms for all t. Let us therefore
examine the conditions for Tr[Γj,α˜ρ
(Rn)
t ] to vanish.
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vanishes, by definition, if ρ(n)t is orthogonal to the positive operators L
†
j(t)Lj(t). For pure
states ρ(n)t = |ψ〉〈ψ| this is equivalent to |ψ〉 belonging to the null space of all jump
operators Lj . Generally, this can only occur if the jump map J0(t) given by Eq. (4.22) is
a contraction to this subspace which is, at the same time, invariant under the dynamics
generated by the Hamiltonian H(t), see Eq. (4.23). That this rather restrictive condition
may indeed be fulfilled is shown by the damped harmonic oscillator at T = 0, where the
entire state space is contracted to the ground state as we saw in Sec. 3.1.
Naturally, the conditions for the optimal rates Tr[Γα˜ρ
(n)
t ] to vanish are somewhat less
restrictive, since they are obtained out of Tr[Γαρ
(n)
t ] by minimization. It is instructive
to first examine the case that the optimal partial rate Tr[Γj,α˜ρ
(Rn)
t ] given by Eq. (4.52)
vanishes. This implies that
Tr[L†j(t)Lj(t)ρ
(Rn)









Now consider the state ρ(R
n)




k=1 pk|k〉〈k|, with r positive,
nonzero real eigenvalues pk. Labeling the matrix entries of the jump operator in this




































where d is the Hilbert space dimension and we have inserted the identity
∑d
m=1 |m〉〈m| =
1 on the left hand side between L†j and Lj . If we expand the products of sums on the left































































where in the second line we have combined terms where either m = k or m = l. Now
all terms on the right hand side are manifestly nonnegative and must therefore vanish
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separately. Since the pk are nonzero by definition, the factors containing absolute values
of L-matrix entries are the ones to vanish. The first condition, |Lmk|2 = 0 for m 6= k, is
equivalent to |k〉 being an eigenvector of the jump operator Lj(t). The second condition,
|Lkk − Lll|2 = 0, implies that the eigenvalues of |k〉 and |l〉 must be equal.
To conclude, we saw that the optimal partial jump rate Tr[Γj,α˜ρ
(Rn)
t ] vanishes if ρ
(Rn)
t
is a probabilistic mixture of eigenstates of Lj(t) that correspond to the same eigenvalue.
For jump operators with a nondegenerate spectrum of eigenvalues, therefore only pure
eigenstates ρ(R
n)
t = pk|k〉〈k| of Lj(t) lead to a vanishing Tr[Γj,α˜ρ(R
n)
t ].
In order for the total jump rate Tr[Γα˜ρ
(n)
t ] to vanish, all partial rates Tr[Γj,α˜ρ
(Rn)
t ]
must vanish simultaneously. This is only possible if simultaneous eigenvectors of all
jump operators Lj(t) exist, which is the case if the Lj(t) commute. In other words, if the




One may now argue that simultaneous eigenstates of all Lj form a set of measure zero
within state space and therefore the above conditions will never be fulfilled. The optimal
complex shifts α˜j given by Eq. (4.51) are, however, designed to minimize the jump rates
Tr[Γj,α˜ρ
(Rn)
t ] for all times t > 0. Therefore on the one hand, even if we do not start in
an Lj-eigenstate, we expect that α˜j drives us towards one as time goes by. On the other
hand, the system Hamiltonian H prevents us from reaching such an eigenstate unless
H commutes with the Lj or, more generally, the set of simultaneous eigenstates of all
Lj is invariant under H. At some point, both processes equilibrate resulting in optimal
jump rates under the restriction that the total time evolution ρt is still realized. Indeed,
it was shown in a number of paradigmatic quantum systems, that the fixed points of
the nonlinear evolution under Heffα˜ given by (4.25) and (4.51) have exactly the above
mentioned properties [49, 51, 61].
Further Optimization Based on Initial Pure State Decomposition
So far, we have minimized the jump rates by first decomposing Tr[Γαρ
(n)
t ] into the partial
rates Tr[Γj,αρ
(Rn)
t ] and then minimizing all partial rates separately with suitable complex
vectors α = α˜(t,Rn). Now, looking at the Tr[Γj,αρ
(Rn)
t ] in Eq. (4.47), we see that their
dependence on mixed states ρ(R
n)
t leaves room for further optimization. The reason is
that ρ(R
n)
t , as any density matrix, can be decomposed into a probabilistic mixture of
pure states, and therefore Tr[Γj,αρ
(Rn)
t ] can be further decomposed into even smaller
constituents that depend on this pure state decomposition.
Since ρ(R
n)
t originates from ρ0 through a series of pure state transformations KRn(t),
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and decompose ρ(R
n)












Here, we choose unnormalized pure states 〈ϕk0|ϕk0〉 ≤ 1 for brevity. Now we decompose
the partial rate Tr[Γj,αρ
(Rn)


























where the partial rates 〈ϕk0|Γ′j,α|ϕk0〉 depend explicitly on the initial pure state decom-
position {|ϕi0〉}. The positivity of the operators Γ′j,α ≡ K†Rn(t)L†j,α(t)Lj,α(t)KRn(t) en-
sures that 〈ϕk0|Γ′j,α|ϕk0〉 ≥ 0. The rates 〈ϕk0|Γ′j,α|ϕk0〉 are now minimized analogously to
Eqs. (4.48)–(4.52): Insertion of the definition (4.20) for Lj,α into Eq. (4.61) leads to
〈ϕk0|Γ′j,α|ϕk0〉 = 〈k(R
n)
t |(L†j(t) + α∗j (t))(Lj(t) + αj(t))|k(R
n)
t 〉 (4.62)
= 〈k(Rn)t |L†j(t)Lj(t) + |αj(t)|2|k(R
n)









t 〉) in (4.62),
we obtain a quadratic equation in |α˜j(t)| for the optimum,
〈ϕk0|Γ′j,α˜|ϕk0〉 = 〈k(R
n)
t |L†j(t)Lj(t) + |α˜j(t)|2|k(R
n)





It is easy to see that Eq. (4.63) attains its minimum for
α˜j(t,R












so that the optimal partial jump rates are given by




This resummation of the jump expansion, where α˜j(t,Rn, {|ϕi0〉}) depends also on
the initial pure state decomposition {|ϕi0〉}, see Eq. (4.64), allows minimizing the jump
rates Tr[Γαρ
(n)
t ] on a level of even smaller constituent rates 〈ϕk0|Γ′j,α˜|ϕk0〉. In principle,
this holds the potential to achieve an even higher convergence of the jump expansion
than the resummation with α˜j(t,Rn), Eq. (4.51), which does not make use of this in-
formation. We want to stress here, however, that this additional handle of optimization
comes at the price that {|ϕi0〉} is not defined unambiguously. In general, there exist
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and therefore in different convergence properties of the op-
timized jump expansion. It is not clear how an additional optimization over {|ϕi0〉} can
be performed since there are no general parametrizations of pure state decompositions
available.
There exists one important case however, where the resummations with α˜j(t,Rn) and
with α˜j(t,Rn, {|ϕi0〉}) coincide, namely for pure initial states ρ0 = |ψ0〉〈ψ0|. Then, the











equivalent to Eq. (4.51). Note that the states |ψ(Rn)t 〉 involved here are the pure state
quantum trajectories defined in Eq. (4.37).
This connection of the pure-state-conditioned resummation (4.66) of the jump expan-
sion to the field of quantum trajectories is interesting in its own right, since it sheds new
light on the pointer states introduced in Chap. 2. The reason is that the jump operators
Lj,α˜ with α˜ given by Eq. (4.66) have already been used to define the so-called orthogonal
unraveling of the master equation, in which jumps occur between orthogonal subspaces
[69]. The deterministic, continuous part of this orthogonal unraveling is a nonlinear
evolution equation for pure states |ψ〉 whose fixed points were shown to be the pointer
states for several paradigmatic Markovian master equations [49, 51, 61]. It was further-
more conjectured that one can obtain the pointer states of any given master equation in
this way, if they exist, see Sec. 3.1.2. In view of these results, one may actually regard
the minimality of the jump rates Tr[Γαρ
(n)
t ] in Eq. (4.52) as a proof of the postulate that
pointer states should be the states with the slowest increase of entropy due to jumps.
Furthermore, the empirical statement that pointer states exist, if the environment singles
out a preferred basis, is substantiated by the derivations of the previous section: If the
jump operators Lj commute, the system is driven towards the simultaneous eigenstates of
all Lj . Only the Hamiltonian H may hinder the system from reaching them. Those states
for which the two mentioned processes balance, i.e. the fixed points of the continuous
nonlinear evolution, can then be identified with the pointer states.
The optimal adaptive jump operators Lj,α˜ for quantum trajectories given by Eq. (4.66)
have been applied in yet another context: the have been used to minimize the average
algorithmic information in the outcome of a fictitious measurement [70], in the sense
of Sec. 4.2.2. Following this line of thought, optimal adaptive updates of the jump
operators can also be used to optimize the trajectories for completely different objectives,
for example, in optimal control [71]. In contrast, our objective in this section is to derive
a highly convergent expansion for ρt, and we achieve this with either of the resummations
(4.51), (4.64), or (4.66). In this context, the quantum trajectory adapted resummation
(4.66) is therefore not the most general way to perform a resummation. In particular, the
possibility to condition the adaptive update of Lj on a mixed state density matrix as in
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Eq. (4.51) is not contained in Eq. (4.66). This is, for example, a prerequisite for deriving
suboptimal resummations of the jump expansion based on incomplete information about
the system, which we will demonstrate in the following.
4.3.2 Suboptimal Resummations
The biggest obstacle to an analytical or numerical assessment of the optimal adaptive
jump expansion is the need to evaluate the jump time multi-integrals, see Eq. (4.27). In
particular, the record-dependent complex shifts α˜(t,Rn) imply that the jump and the
continuous evolution superoperators in the integrand depend on all previous jump times.
Hence, for the practical purposes of deriving analytic approximations or implementing
efficient numerical algorithms for open quantum dynamics, it may be advisable to sacrifice
some of the convergence of the optimal resummation for a simpler algebraic structure of
the integrand [20]. It is clear how such a simpler, suboptimal resummation is related to
the optimal one: Some of the dependencies of the optimal complex shifts α˜ of the jump
operators must be eliminated, i.e. only part of the information contained in the jump
record Rn should be used for a suboptimal αˇ. From the many conceivable choices for
such a suboptimal resummation, we will present three different ones: the first only makes
use the jump count n, in the second, αˇ is constant between successive jumps, and in the
third, αˇ is adapted only to the jump times tn.
The general procedure to obtain a suboptimal αˇ is predetermined by the derivation of
the optimal α˜ in the previous section. There, we noted that weights wn(t) of the jump
terms increase with rates Tr[Γαρ
(n)
t ]. The Tr[Γαρ
(n)
t ], in turn, are the sum of the positive
partial rates Tr[Γj,αρ
(Rn)
t ] that depend on the entire jump recordRn and on time. In order
to minimize Tr[Γαρ
(n)
t ], it is therefore necessary to minimize all partial rates separately,
which can only be accomplished by a record and time dependent α˜(t,Rn). In contrast,
if we do not minimize Tr[Γαρ
(n)
t ] on the level of the smallest possible partial rates, but
minimize a sub-sum of them with a single αˇ, the obtained Tr[Γαˇρ
(n)
t ] will generally be
higher than Tr[Γα˜ρ
(n)
t ] but αˇ will no longer depend on the full jump record.
The most drastic reduction in the above sense is to minimize Tr[Γαρ
(n)
t ] in Eq. (4.46)
directly with a single αˇ(t, n), i.e. to make no decomposition into partial rates at all.
Proceeding in the same fashion as for the optimal resummation (4.51), we use the defi-










Tr[(L†jLj + |αj |2)ρ(n)t ] + 2 Re(α∗j Tr[Ljρ(n)t ]). (4.67)
As before, the phase requirement arg(αˇ∗j (t, n)) = pi + arg(Tr[Ljρ
(n)
t ]) makes the second
term as negative as possible, which allows us to minimize a real quadratic equation using
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is generally higher than the optimum Tr[Γα˜ρ
(n)
t ] in Eq. (4.65). In the examples in Chap. 5
we will see that even this rather drastic deviation from the optimum may still yield a
highly convergent jump expansion.
Making a somehow less radical intervention on the optimal resummation, α˜(t,Rn), we
may choose to keep the dependence on the jump times. Grouping together all partial
rates Tr[Γj,αρ
(Rn)















































Here, tn denotes the tuple of all jump times tn = (t1, . . . , tn) providing partial information
about the entire jump record Rn = (j1, t1; . . . ; jn, tn). The symbol
∑
{tn} therefore
denotes the multi-integral over all jump times. Each rate Tr[Γj,αρ
(tn)
t ] is now minimized
by a tn-dependent αˇ derived in the same fashion as above,
αˇj(t, t







The total jump rates, and hence the convergence of the jump expansion, for this opti-
mization will be generally between the previous suboptimal resummation, Eqs. (4.68)
and (4.69), and the optimal resummation, Eqs. (4.51) and (4.52). It should be close to
the optimum in cases where all jump operators act similarly on any density matrix ρ.
Another significant simplification of the jump terms can be achieved by leaving α piece-
wise constant between successive jump. In this case, ρ(R
n)
t in Eq. (4.30) evolves under a
constant generator between ti and ti+1, with exp[Lα(ti+t − ti)], unless the Hamiltonian
H or the jump operators Lj exhibit a time dependence of their own. To achieve this, we
simply set t = tn in the optimal α˜(t,Rn) in Eq. (4.51) and obtain
αˇj(R







We note that, within the series of transformations (4.30) leading to ρ(R
n)
t , instantaneous
jumps effect the most drastic changes of the state and therefore of α˜(t,Rn). Hence,
we expect that the last suboptimal resummation, where αˇ is only updated when jumps
occur, should be very close to the optimal one, in particular, if the waiting time between
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the jumps is smaller than the time scale of the coherent evolution.
Finally, we deduce a suboptimal resummation which makes the jump terms ρ(n)t ana-
lytically accessible, as we will see in Chap. 5. It builds on the resummation (4.72) and, in
addition, eliminates the dependence on the jump times [20]. If we forget about the jump
times tn, it makes no sense to condition α on states ρt at specific times, as was the case
in all previous resummations. To eliminate this state dependence in an unbiased fashion,




t ∝ 1 for t 6= tn, (4.73)
ρ
(Rn)
t ∝ Ljn,α(Rn−1)1L†jn,α(Rn−1) for t = tn. (4.74)
















Note that αˇ is now only a function of the sequence jn = (j1, . . . , jn) of past jumps.
Of course, one could also choose to eliminate the tn-dependence of α while keeping its
t-dependence, analogous to Eqs. (4.70) and (4.71). Only the furthest possible reduction
of time-dependencies in the jump time multi-integral (4.27) should, however, render the
jump terms analytically accessible. We expect the convergence of the resummation (4.75)
to be particularly close to that of the optimal resummation if different jumps mutually
exclude each other, i.e. if a jump with index ji modifies the system state in such a way
that a jump with ji+1 is unlikely to occur shortly after. For example, this is the case
for a QND measurement as defined in Sec. 2.1.3, where a measurement with outcome ji
enhances the probability to observe the same outcome ji in second measurement as well.
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Dynamics
In the previous section we derived the jump expansion for general Markovian open quan-
tum dynamics and optimized its convergence by means of an adaptive resummation. We
now demonstrate in two important open quantum models that this highly convergent
series, similarly to the closed system Dyson series, facilitates finding analytical approxi-
mations of the system dynamics. First, we consider the spatial detection of a free particle
and, second, the Landau-Zener problem with dephasing. The derived approximate de-
scriptions not only exhibit an unprecedented degree of accuracy, but the analytically
accessible expansion terms also put forward an intuitive picture of the open system dy-
namics [20].
5.1 Spatial Detection of a Free Particle
As an application of the jump expansion and its resummations, consider the dynamics
of a free particle in one dimension, undergoing continuous spatial detection. Our goal is
to find an analytical description of the particle’s dynamics during the detection process.
Since the complicated time-dependent, adaptive structure of the optimally convergent
resummation does not favor an analytical treatment, we will here use the simpler subop-
timal resummation, Eq. (4.75) [20]. The present example allows us to illustrate that the
resummation (4.75) is simple enough to access its leading order terms analytically, and
that it results in a close to optimal convergence of the jump expansion.
The spatial detection setting we have in mind amounts to a continuous measurement
of whether the particle is located in the left or in the right half space. This setup was
studied by a number of authors since its first proposal in 1969 by Allcock [72–77]. The
interest at that time was the determination of the arrival time of a moving quantum
particle at a specific position, as an operational approach to a desired, more general
quantum time operator. Contrary to our intuition based on classical measurements,
Allcock found that the particle eludes detection by being reflected at the measurement
boundary [72]. The probability for this to happen approaches unity if one performs
this measurement ever more precisely1. The failure of this simplest conceivable time
measurement highlighted the conceptual difficulties of regarding time as more than a
parameter in quantum dynamics [79]. Experimentally, the particle detection described
above can be realized, for example, by a laser which is tuned to excite the particle’s
1This was the first evidence of what today is called the quantum Zeno effect [78].
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Figure 5.1: Schematic diagram of spatial detection: A free particle coming from the left,
x < 0, region I, is excited by a suitable light source upon entering the right
half space, x ≥ 0, region II. When a photon detector picks up the scattered
light, we know that the particle must be in region II. Surprisingly, the parti-
cle is partially reflected at the measurement boundary x = 0. Formally, the
average, nonselective particle dynamics for an ideal projective left-right mea-
surement applied with rate γ is described by a Markovian master equation
with two jump operators, L1 =
√
γΘ (−x) and L2 = √γΘ (x), Eq. (5.1). The
dynamics under the master equation, in turn, is decomposed by the jump ex-
pansion, Eq. (5.2). The adaptive resummation (4.75) of the jump expansion
increases the convergence and makes the jump terms analytically accessible.
internal structure and which illuminates only the right half space [80], see the schematic
diagram Fig. 5.1.
While the qualitative observation that the particle is partially reflected by the mea-
surement stands for more than four decades, its exact dynamics remains unknown. This
may be attributed to the fact that, despite its conceptual and formal simplicity, the
continuous left-right detection process is not solvable analytically. As we will see in the
following, the resummed jump expansion unveils an analytically accessible approximate
description for the detection process which, in particular, allows one to determine the
reflection probability as a function of the measurement rate. In facilitating a treatment
very similar to the usual quantum reflection at a potential step, this description is not
only physically intuitive but also highly accurate.
5.1.1 Jump Expansion for Spatial Detection
In Sec. 3.3 we saw that the average or nonselective dynamics under a continuous measure-
ment, i.e. when disregarding the measurement outcomes, is described by a Markovian
master equation involving the measurement operators Mi, see Eq. (3.76). Specifically,
we here make the assumption of an ideal projective left-right measurement which is de-
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scribed by the measurement operators M1 = Θ(−x) ∝ L1 and M2 = Θ(x) ∝ L2 (Θ(x) is
the Heaviside step function of the position operator x). Using the Hamiltonian for a free
particle of mass m and the measurement rate γ, the nonselective measurement master
equation reads























+ γ(Θ(x)ρtΘ(x) + Θ(−x)ρtΘ(−x)− ρt), (5.1)
which defines the jump operators L1 =
√
γΘ (−x) and L2 = √γΘ (x).




t , Eq. (4.27), without re-




















. . .×Θ(j1x)e− i~Heff t1ρ0e i~Heff t1Θ(j1x) . . .Θ(jn−1x)e i~Heff(tn−tn−1)Θ(jnx)e i~Heff(t−tn),
(5.2)
with Heff = p2/2m−i~γ/2. As described in Sec. 4.2.3, the weights of the expansion terms,
wn(t) = Tr ρ
(n)
t , follow a cascaded time evolution which populates the (n + 1)-th term
with the jump rate Tr[Γαρ
(n)
t ]. Since Tr[Γαρ
(n)
t ] is proportional to the norm decrease
under Heff , see Eq. (4.46), we have ∂twn(t) = γwn−1(t) − γwn(t) for the above jump
terms. Noting that such stepwise transitions at a fixed rate define the Poisson process,





Therefore, at a given time t, terms with an average number of n¯ = γt jumps make up the
jump expansion for α = 0, and we need at least about 2n¯ terms for a reliable estimate
of ρt.
Many of these 2n¯ terms essentially contain redundant information, however. To see
this, consider a typical detection setting in which the particle is initially located entirely
on one side, say on the left, and moves towards the measurement boundary at x = 0.
The first jump then projects the particle to the left hand side with near unit probability.
Since this projection does not change the wave function nor its dynamics, ρ(1)t is typically
indistinguishable from ρ(0)t . More generally, the jumps have very little effect as long as
the particle is far away from the measurement boundary. In fact, the jump expansion
will be dominated by those largely redundant terms since a free particle will only spend a
small fraction of time near x = 0 before going off to the left or to the right. Therefore, the






t given by Eq. (5.2) is unnecessarily
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low which leaves considerable room for an optimization through resummation.
5.1.2 Resummation and Analytical Approximation
Let us now consider a resummation of the jump expansion. Since our goal is to treat
the jump terms analytically, we will use the particularly simple suboptimal resummation
αˇ(jn) defined by Eq. (4.75). It updates the jump operators Lj,αˇ whenever a jump occurs
conditioned on the sequence of jump indices jn = (j1, . . . , jn) of all previous jumps. In
the following we will see that the resulting jump terms ρ(n)t simply describe the n-fold
scattering of the initial state at an imaginary potential step. A treatment analogous to
the real potential step problem allows us to determine the reflection probability of each
separate scattering event as a contribution to the total reflection probability of a particle
undergoing the spatial detection process.
As mentioned above, for a particle initially located on the left, the first jump typically
occurs with the jump operator L1, i.e. we have j1 = 1. Equation (4.75) with L1 =√
γΘ (−x) and L2 = √γΘ (x) then yields the new shifts αˇ1 = −√γ and αˇ2 = 0 and
therefore the updated jump operators




In the following, we start the time evolution with the above jump operators instead of
L1 and L2. This reduces the jump rate from the beginning on. Note that the minus
sign in L1,αˇ(1) is physically irrelevant—it cancels when inserted into the master equation
(5.1). Both L1,αˇ and L2,αˇ are therefore equivalent and one can use a single jump operator
Lαˇ =
√
2γΘ (x) instead. With only one jump operator, jn reduces to an n-tuple of one
and the same jump index so that αˇ(jn) is characterized by a single complex number αˇ
and the length n of the tuple—we hence write αˇn for αˇ(jn).
The Leading Order Term ρ(0)t
The above simplifications hence suggest to a use single initial jump operator given by
Lαˇ0 =
√
2γΘ (x) , (5.6)









− i~γΘ (x) . (5.7)
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It describes the scattering of a free, one-dimensional quantum particle at a negative




t ] proportional to
the norm decay under Heffαˇ0 , Eq. (5.7), we see that the first jump can only occur after the
particle has at least partially traversed the measurement boundary. Comparing this to
the situation without resummation where the jump rate was γ, irrespective of the particle
position, we get a first impression of how the resummation increases the convergence of
the jump expansion.
To determine the leading order reflection probability R0, we make a stationary ansatz
for scattering off the imaginary potential step in analogy to the real potential step prob-
lem. This is done by choosing as initial state ρ0 = |ψk0〉〈ψk0 |, an incoming plane wave
from the left in region I (see schematic diagram Fig. 5.1), and a reflected and transmitted
wave in region I and region II, respectively. Hence, the initial wave function |ψk0〉 reads,
in position representation,
ψk0(x) = A exp(ik0x) +B exp(−ik0x), for x ≤ 0, (region I), (5.9)
ψk0(x) = C exp(iκx) +D exp(−iκx), for x > 0, (region II). (5.10)
With ψk0(x) defined as a stationary state and hence an eigenvector of the Hamiltonian
Heffαˇ0 , the associated eigenvalue in region I, without the potential, is equal to that in region







With the imaginary part of the wave vector κ being positive, the solution exp(−iκx) in
region II is not normalizable and therefore D = 0. The continuity of the wave function
and its first derivative at x = 0 yields the following conditions for the coefficients A, B,
and C,
A+B = C, (5.12)
k0(A−B) = κC. (5.13)







the absolute square of which is the probability of reflection R0 for the leading order jump
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Very similar to the reflection probability at a real potential step, R0(ε) is monotonically
decreasing with the limiting values R0(0) = 1 and R0(ε → ∞) = 0, see red dashed line
in Fig. 5.4.
The above stationary ansatz is usually the basis for solving the scattering problem
of an arbitrary initial wave packet ρ0 = |ψ0〉〈ψ0| analytically [81]. In particular, the
reflection probability R(ψ0) of |ψ0〉 is determined by the integral over R0(k) weighted




Moreover, one obtains the evolved state starting from the initial wave packet by consid-
ering the complex phases of the coefficients A, B, and C. For the present demonstration
of the analytical treatment of the jump expansion it is however convenient to restrict
our attention to plane waves or wave packets that have a sufficiently narrow momentum
distribution to be treated as such.
In contrast to conventional scattering, the parts of ρ(0)t in region II, which define
the transmission probability T0(k0), decay under the negative imaginary potential, see
Eq. (5.8). With reflection and transmission properly defined only for outgoing scattering
states, i.e. for t→∞ or x→ ±∞, the leading order contribution T0(k0) to the transmis-
sion probability vanishes. In addition, the reflected part of ρ(0)t goes off to the left, i.e.
it stays in region I and experiences no further norm decay. Therefore, the weight of the
leading order term w0(t) = Tr ρ
(0)
t is equal to the reflection probability, w0(t) = R0(k0).
Note that the reflection probability R0(k0) is conditioned on the absence of jumps as
it applies to the leading order jump term ρ(0)t . It is therefore only the leading order
contribution to the total reflection probability R(k0) under the master equation (5.1)
and we have R(k0) ≥ R0(k0), in general. In the following, we will consider the first order
contribution.
2In fact, one can show that ε is the only free parameter in Eq. (5.1) for incoming plane waves ρ0 =
|ψk0〉〈ψk0 | by using position coordinates in units of 1/k0 and deviding Eq. (5.1) by Ein/~.
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The First Order Term ρ(1)t
We saw above that the leading order contribution R0(k0) to the reflection probability is
determined by a stationary ansatz for the leading order jump term ρ(0)t at an imaginary
potential step. The treatment of the first order jump term ρ(1)t turns out to be more
involved, however. The reason is that the first jump projects a plane wave |ψk0〉 in
region I onto an exponential tail in region II, see Eqs. (5.9) and (5.10),
|ψ′k0〉 = Lαˇ0 |ψk0〉 =
√





|ψ′k0〉 is now a wave packet that subsequently evolves in time. To determine its time
evolution, we apply the update rule (4.75) to the jump operator Lαˇ0 , Eq. (5.6), as is
required by the resummation method for the jump expansion. We obtain the new shift
αˇ1 = −√2γ leading to the new jump operator Lαˇ1 after the first jump,
Lαˇ1 = −
√
2γΘ (−x) . (5.19)









− i~γΘ (−x) . (5.20)
The jump term ρ(1)t for the initial plane wave ρ0 = |ψk0〉〈ψk0 | is now given by the wave







































We see that, after the first jump, the imaginary potential shifts from the right to the left
half space, and the initial stationary state |ψk0〉 continues as a wave packet |ψ′k0〉. |ψ′k0〉,
in turn, is exponentially squeezed to the right flank of the imaginary potential step, see
Fig. (5.2). Its rapid dispersion in position space results in the fact that |ψ′k0〉 will again
be partially scattered at the imaginary potential.
Let us now determine the first order reflection probability R1(k0), which is that of the
wave packet |ψ′k0〉, Eq. (5.18). Equation (5.17) states that the reflection probability of a
wave packet is given by the integral over the k-dependent stationary reflection probability
R0(k), weighted with the momentum distribution, |ψ′k0(k)|2 in the present case. The wave
function ψ′k0(k) in momentum space, in turn, is given by the Fourier transform of the
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Figure 5.2: Wave function of the first order jump term ρ(1)t = |ψ′k0〉〈ψ′k0 |, Eq. (5.18),
for an initial stationary wave ρ0 = |ψk0〉〈ψk0 |, Eqs. (5.9) and (5.10), and
with the resummation defined by Eq. (4.75). The first jump projects |ψk0〉
onto its exponential tail on the right hand side. The jump operator is then
updated from Lαˇ0 =
√
2γΘ (x) to Lαˇ1 = −
√
2γΘ (−x). Due to dispersion, the
wave packet |ψ′k0〉 is again partially scattered at the imaginary potential step
−i~γΘ(−x) defined by Lαˇ1 .
position representation ψ′k0(x) determined by Eq. (5.18),





dxΘ(x) exp[i(κ− k)x] = N√
2pi
i
κ− k , (5.23)
with κ given by Eq. (5.11). While N = √2 Im(κ) yields a normalized wave packet
|ψ′k0〉, the convention used for the jump expansion is that ρ
(1)
t is an unnormalized state,
which implies that N = √2 Im(κ)(1−R0(k0)) in the present case. For our intuitive
description in terms of reflection probabilities Rn(k0), however, we will presently work
with normalized wave packets |ψ′k0〉 and account for the additional factor (1 − R0(k0))
later on.
Using Eq. (5.17) and taking into account that only the negative momentum compo-



























∣∣∣√k20 + i2mγ/~− k∣∣∣2 .
(5.24)
Like in the case of the leading order reflection probability, we can recast R1(k0) as
a function of the dimensionless parameter ε, Eq. (5.16). This is done by using the
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Figure 5.3: First order contribution R1(ε) to the reflection probability of a particle de-
scribed by a plane wave |ψk0〉, Eqs. (5.9) and (5.10), which undergoes spatial
detection, Eq. (5.1). R1(ε) is determined as the probability for the wave
packet |ψ′k0〉 after the first jump, Eq. (5.18), to be reflected at the negative
imaginary potential step −i~γΘ (−x). It is a function of the dimensionless
parameter ε = Ein/~γ = ~k20/2mγ. We plot the numerically exact reflection
probability of |ψ′k0〉 obtained by propagation on a grid (blue circles), the ana-
lytical approximation (5.25) based on the separation of positive and negative
momentum components of |ψ′k0〉 (blue solid line), and the expression (5.27)
which involves an additional correction term.


















pi|√1 + i/ε− q|2 . (5.25)
Quite surprisingly, the above analytical expression for R1(ε) deviates from its numer-
ically exact value, see Fig. 5.3. The latter can be obtained by propagating the wave
packet |ψ′k0〉 with the imaginary potential step on a grid. The reason for the deviation
is that Eqs. (5.24) and (5.25) assume that interference terms between positive and neg-
ative momentum components have no influence on the scattering process. This is only
admissible if the wave packet starts at a sufficient distance from the scattering potential
so that positive and negative momentum components have time to separate and have no
spatial overlap at the time of the scattering process. The wave packet |ψ′k0〉, Eqs. (5.22)
and (5.23), is very close to the scattering potential, however, and hence these interference
terms induce a small but nonvanishing probability current to the left, i.e. into region I,
|〈ψ′k0(t)|Θ (k) Θ (−x) Θ (−k) |ψ′k0(t)〉|2 = |〈ψ′k0 |eiHt/~Θ (k) Θ (−x) Θ (−k) e−iHt/~|ψ′k0〉|2,
(5.26)
for t > 0. These parts of the wave packet then decay under the imaginary potential in
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region I, which effects a further decrease of the observed reflection probability. Neglecting
the detailed dynamics of these interference terms, we assume that their norm decay
occurs with rate 2γ. By using again dimensionless coordinates q = k/k0, r = xk0, and
























with C(τ) = Θ (k) Θ (−x− 2kτ) Θ (−k). Here, the state |ϕ′ε〉 denotes |ψ′k0〉 in dimension-




1 + i/ε − q). Note
that, in comparison with Eq. (5.26), we have transferred the time evolution of the wave
function to the operator C(τ). Figure 5.3 shows that the correction term in Eq. (5.27)
improves the analytic approximation, Eq. (5.25), for the first order reflection probability
R1(ε), particularly for small ε. For large ε, the expression (5.27) for R1(ε) approaches
unity since |ϕε(q)|2 in the first term goes to a delta-function δ(q − 1) and the second
term vanishes.
Similar to the leading order transmission probability, the transmitted part of |ψ′k0〉
vanishes for t → ∞ and x → −∞ under the influence of the imaginary potential in the
left half space. The norm of |ψ′k0〉 therefore decays to R1(ε) as t → ∞. Accounting for
the additional factor (1−R1(ε)) in the proper normalization of the jump term ρ(1)t , see
Eqs. (5.22) and (5.23), the first order weight therefore goes to
w1(t→∞) = (1−R0(ε))R1(ε). (5.28)
Higher Order Terms
In the previous sections we observed that the first two terms ρ(0)t and ρ
(1)
t of the jump
expansion after the resummation (4.75) are conveniently described by the scattering of
the initial state at an imaginary potential step. Whereas the imaginary potential was
restricted to the right half space for the leading order term, it switched to the left half
space for the first order term. This resulted from the fact that the resummation adapts
the jump operators in such a way that the first jump amounts to a projection on the
right half space while the second one amounts to a projection on the left half space.
Continuing this series of jumps and adaptive updates of the jump operator Lαˇn , we see
that Lαˇn effectively alternates between the projector on the left and the projector on the
right half space upon each occurrence of a jump. The imaginary potential hence follows
this alternation between left and right, so that the jump terms after the resummation
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Θ(x) . . .Θ
(
[−1]n−1x) e[ ip22m~−γΘ((−1)nx)](t−tn). (5.29)
Compare this to the jump terms without resummation, Eq. (5.2), which do not exhibit
this alternation but involve an additional sum over the jump indices.
As a consequence, the particle state immediately after the 2n-th jump (with n =
0, 1, . . . ,∞) is a wave packet located on the left, which falls off exponentially as x →
−∞. This wave packet is then scattered at the imaginary potential step to its right.
Analogously, after the (2n + 1)-th jump, the particle is exponentially located on the
right and subsequently scattered at the imaginary potential step to its left. Since both
situations are very similar to the point of departure for the treatment of ρ(1)t in the
previous section, see Eqs. (5.18), (5.19) with the possible exchange x and −x, we will
simply assume that the particle dynamics after the n-th jump at time tn is approximated
by the time evolution after the first jump at t1, Eq. (5.21). In particular, this allows us
to approximate the n-th jump term
ρ
(n)
t ≈ ρ(1)t , (up to x↔ −x) (5.30)
and therefore the n-th order reflection probability
Rn(ε) ≈ R1(ε). (5.31)
This spares us the the precise investigation of the time evolution for a given number of
jumps and a given set of jump times.
As described above, ρ(n)t is incident on the imaginary potential step from the left for
n even, or from the right for n odd, so that its reflected part goes off to the left or
to the right, respectively. The respective transmitted parts decay under the imaginary
potential. Therefore, only the even order reflection probabilities R2n contribute to the
total reflection probability R under the master equation (5.1) for an incident particle
from the left. Moreover, since we have defined the Rn as the reflection probabilities of
normalized wave packets, we must account for the norm of the jump term ρ(n)t which
brings in the additional factor (1 − R0(ε))(1 − R1(ε)) · . . . · (1 − Rn−1(ε)). The total
reflection probability therefore reads
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Figure 5.4: Reflection probability R(ε) of a particle described by a plane wave |ψk0〉,
Eqs. (5.9) and (5.10), which undergoes spatial detection, Eq. (5.1), as a func-
tion of the dimensionless parameter ε = Ein/~γ = ~k20/2mγ. In solid blue
we plot the analytic approximation of R(ε), Eq. (5.33) with R0(ε) and R1(ε)
given by Eqs. (5.15) and (5.27), and in dashed red we plot the leading order
approximation R0(ε), Eq. (5.15). Blue circles represent the numerically ex-
act reflection probability obtained by propagation of Eq. (5.1) on a grid. The
initial state of the propagation is a sufficiently broad Gaussian wave packet lo-
cated exclusively on the left, so that R(ε) varies approximately linearly over
its kinetic energy distribution—this effectively approximates a plane wave.
We see that the analytic approximation of R(ε) is asymptotically exact with
a maximal deviation of below 1% (at ε ≈ 0.2) from the numerical values.
Inserting the approximation (5.31) we obtain








where we have used the analytical expression 1/(1 − q) for the infinite geometric series∑
i q
i. With R0(0) = 1 and R1(0) ∈ [0, 1], we have R(0) = 1, which is in accord with
Allcock’s prediction that an infinitely precise measurement (γ →∞) leads to a complete
reflection of the detected particle [72]. For a large parameter ε we have R0(ε→∞) = 0
and R1(ε→∞) = 1, see above, so that R approaches unity in this limit. In other words,
a free particle without measurement (γ = 0) experiences no reflection as it should.
Therefore, the analytic approximation (5.33) for the total reflection probability R(ε) by
spatial detection is asymptotically exact.
In Fig. 5.4 we plot the expression (5.33) for the reflection probability R(ε) with R0(ε)
and R1(ε) given by Eqs. (5.15) and (5.27), respectively. In addition, we plot the nu-
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n = 0 n = 1
n ³ 2






















Figure 5.5: Probability for n = 0, 1, and n ≥ 2 transits, w0, w1, and 1 − w0 − w1, as
a function of the dimensionless energy ε. w0 and w1 are equivalent to the
weights of the leading order and the first order term in the resummed jump
expansion, w0 = R0(ε) and w1 = (1 − R0(ε))R1(ε), with R0(ε) and R1(ε)
given by Eqs. (5.15) and (5.27).
merically exact reflection probability under the master equation (5.1). In order for that,
we propagate Eq. (5.1) on a grid, with an initial broad Gaussian wave packet located
exclusively on the left. The initial state is chosen sufficiently broad so that R(ε) varies
approximately linearly over its kinetic energy distribution and, hence, its scattering prob-
ability is equal to that of a plane wave with a momentum equal to the mean momentum
of the wave packet. The comparison of the two curves confirms that the analytic ap-
proximation (5.33) of R(ε) is asymptotically exact, and exhibits a maximal deviation of
0.009 from the numerically exact values at ε ≈ 0.2.
In conclusion, we obtained a very accurate approximate analytic description for the
dynamics of a free particle undergoing spatial detection, Eq. (5.1), by applying the re-
summation (4.75) of the jump expansion. The jumps in the original jump expansion
(5.2) (i.e. without resummation) described particle detection events on the right and
left, which occur at a constant rate γ. Hence, the weights of the terms in the jump
expansion are Poisson distributed and one must take into account at least 2γt terms
to get a good estimate of ρt. In contrast, the jumps in the resummed jump expansion
are associated with transits of the particle across the measurement boundary (x = 0),
which correspond to a series of scattering processes at an imaginary potential step. The
advantage of this resummed jump expansion is twofold: On the one hand, the scattering
at an imaginary potential step is readily accessible with analytical means. On the other
hand, a free particle experiences only a limited number of transits before going off to the
left or to the right—in fact, it most likely experiences no or only one transit, see Fig. 5.5.
This demonstrates the highly increased convergence of the resummed jump expansion
and enables us to obtain a faithful estimate of ρt based on the leading order jump terms.
In particular, we showed that one can approximate the reflection probability under the
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master equation (5.1) with per mil accuracy using only the leading order and the first
order reflection probability.
5.2 The Landau-Zener System with Dephasing
As a second example we will apply the adaptive resummation method to the open
Landau-Zener system in order to obtain an approximate analytical description [20]. Again
we will use the resummation (4.75) which has the ability both to dramatically increase
the convergence of the jump expansion and to yield analytically accessible jump terms,
as we saw in the spatial detection setting above. For the open Landau-Zener system,
however, we cannot evaluate the jump terms as straightforwardly as before. The resum-
mation rather suggests a mapping of the jump expansion to a classical stochastic process,
which then yields the desired analytic approximation.
The Landau-Zener system features a pair of coupled energy levels whose energy differ-
ence depends linearly on time. It was originally studied as a model for reactive scattering
and it was solved in 1932 [82–85]. Later on it was found that the impact of the Landau-
Zener problem goes far beyond the field of reactive scattering—it is the paradigmatic
model for a quantum system which is subject to a time-dependent external or internal
parameter. Depending on the speed of the parameter change, it exhibits two limiting
regimes. In the diabatic regime, the parameter changes rapidly compared to the intrinsic
system time scales so that the quantum system will stay in its initial energy eigenstate.
In the adiabatic regime, the parameter changes slowly compared to the system time
scales so that the system constantly adapts to the instantaneous eigenbasis and finally
finds itself in the opposite energy eigenstate. Hence, the Landau-Zener tunneling prob-
ability ranges from zero in the diabatic regime to unity in the adiabatic regime. Most
importantly, besides this qualitative observation, the Landau-Zener system is one of the
few analytically solvable quantum problems with a time-dependent Hamiltonian. To
this date, the Landau-Zener problem was successfully applied in many different areas of
quantum physics, e.g. quantum chemistry [86], quantum optics [87], solid state physics
[88], or ultracold gases [89].
Given the fact that many systems to which the Landau-Zener model has been applied
suffer from environmental decoherence, it is natural to also consider its open system
version. And indeed, many analytical and numerical studies of the open Landau-Zener
problem have been carried out [90–98]. Almost all of the analytical approaches focus,
however, on specific environmental models or asymptotic parameter regimes. So far, no
in-depth analytical study of the simplest case of a Markovian master equation, encom-
passing all dynamical regimes, was carried out3. The adaptive resummation method now
makes possible such an analytical approach to the Markovian open Landau-Zener system.
3The only notable exception is a paper by Lacour et al. [99], but the asymptotic regimes of the obtained
analytical approximation are incorrect.
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5.2.1 The Closed Landau-Zener System
Before we consider the open Landau-Zener system, let us first consider the situation of
closed system dynamics and outline its analytical solution. The closed Landau-Zener
system is described by a pair of energy levels |0〉 and |1〉 with constant coupling c and
linear-in-time energy separation vt, see Fig. 5.6. The resulting Schrödinger equation is







with σx and σz denoting the first and third Pauli matrix, respectively. The basis {|0〉, |1〉},
which is the energy eigenbasis in the absence of the coupling cσx, is called the diabatic




(vt)2 + (2c)2, (5.35)



















This shows that the instantaneous energies in the presence of the coupling are shifted
with respect to the uncoupled case so that the crossing at t = 0 turns into an avoided
crossing with a separation of 2c, see Fig. 5.6. The basis {|+〉, |−〉} is called the adiabatic
basis, but we will use the diabatic basis {|0〉, |1〉} throughout this chapter.
By rescaling time as τ =
√
v/~t, we obtain the dimensionless form of Eq. (5.34),










with only one parameter δ = c2/v~ ≥ 0, called the adiabaticity parameter. If one starts in
either of the two states at τ0 = −∞, the probability to experience an adiabatic transition
until τ =∞ is given by [83]
P (δ, 0) = 1− exp(−2piδ). (5.39)
Consequently, the two limiting cases of small or large δ, corresponding to a slow energy
sweep with strong coupling or to a rapid energy sweep with small coupling, respectively,
show either complete or no tunneling of the initial populations.
To prove expression (5.39) for the tunneling probability and to lay the ground for treat-
ing the open Landau-Zener system, we will outline the full solution of the Schrödinger
equation (2.41) following Ref. [100]. Let us first express Eq. (2.41) as a set of coupled
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Figure 5.6: Schematic diagram of the Landau-Zener system: two coupled energy levels |0〉
and |1〉 are shifted with respect to each other with velocity v. The coupling
introduces a shift of the instantaneous energy levels (dashed lines, states |+〉
and |−〉, Eqs. (5.36) and (5.37)) with respect to the uncoupled case (solid
lines), resulting in an avoided crossing with the separation proportional to
the coupling constant c, see Eq. (5.35). A system initially in state |1〉 (red
dot) can stay in |1〉 or tunnel to |0〉 in course of the time evolution. In
practice, one generally observes partial tunneling and it is more probable to
find the system in the final state |0〉 if the transit of the avoided crossing is
slow compared to the energy gap, whereas finding state |1〉 is more probable
for a slow transit, see Eq. (5.39).


























ψ0(τ) = δψ0(τ). (5.42)







ϕ0(τ) = 0. (5.43)
In the Taylor expansion of ϕ0(τ) we see that Eq. (5.43) determines that all coefficients
of odd order and, separately, all coefficients of even order are mutually dependent. This
structure suggests two independent solutions: an even and an odd function of time,
ϕ0(τ) = e(τ
2)+τo(τ2). The final substitution τ2 = −2iz leads to the Kummer differential
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f(z) = 0, (5.44)
with b = 1/2, a = iδ/2 and b = 3/2, a = 1/2 + iδ/2 for f(z) = e(z) and f(z) = o(z),
respectively. Kummer’s equation is solved by the confluent hypergeometric function






























Since Eqs. (5.40) and (5.41) remain unchanged under the substitution δ → −δ, τ → iτ





























We can now determine the coefficients ci by setting τ = 0 in Eqs. (5.45) and (5.46), and
in their first derivatives, Eqs. (5.40) and (5.41), c1 = ψ0(0), c2 = −i
√
δψ1(0), c3 = ψ1(0),
c4 = −i
√
δψ0(0). Therefore, the time evolution operator U(τ, 0) which maps a state at






































The operator U(τ, τ0) for an arbitrary initial time τ0 can be obtained from Eq. (5.47) by
simply propagating from τ0 to 0 by means of U−1(τ0, 0) and then propagating from 0 to
τ ,
U(τ, τ0) = U(τ, 0)U(0, τ0) = U(τ, 0)U
−1(τ0, 0) = U(τ, 0)U†(τ0, 0). (5.48)
The fact that Eq. (5.47) features confluent hypergeometric functions with parameters
b = 1/2 and b = 3/2 suggests that the solution can also be given in terms of parabolic
cylinder functions Dν(z) [83, 101]. Indeed, parabolic cylinder functions are solutions to

















τ→−∞−−−−→ e i4 τ2epi4 (1−iδ)i(−τ)iδ−1, (5.50)
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in the differential equation (5.40), we obtain
|ψ1(τ)| = 1√
δ




∣∣∣ae i4 τ2epi4 (1−iδ)i(−τ)iδ − iae i4 τ2epi4 (1−iδ)i(−τ)iδ−2∣∣∣ .
The initial condition |ψ1(−∞)| = 1 determines the factor a =
√
δ exp(−piδ/4+iφ). Using



















































where the recursion relations for Dν(z) have been inserted in the last step. With the help
of expressions (5.49) and (5.52) for ψ0 and ψ1, and the initial conditions ψ0(−∞) = 0,
|ψ1(−∞)| = 1, we can now determine the propagator U(τ, τ0) for τ0 = −∞. It reads
U(τ,−∞) = e−pi4 δ
















)  , (5.53)
and it is determined up an arbitrary phase φ at τ = −∞. Finally, we note that the
tunneling probability (5.39) is given by P (δ, 0) = |ψ0(∞)|2 = |〈0|U(∞,−∞)|1〉|2. It can



















While the first term in Eq. (5.54) vanishes for τ →∞, the second term gives





sinh(piδ)e−piδ = 1− e−2piδ, (5.55)
the Landau-Zener tunneling probability (5.39).
This concludes our considerations of the closed Landau-Zener system. In the following
section we will see that the open Landau-Zener dynamics in the presence of environmental
influences can be solved by using the closed system dynamical propagators, Eqs. (5.47)
and (5.53), just with a complex time argument.
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5.2.2 The Open Landau-Zener System
The simplest conceivable open system extension of the Landau-Zener model is described
by a Markovian master equation in standard form (2.66) with the Hamiltonian HLZ(τ),
Eq. (5.38), and a single Lindblad operator L. Here we will consider L to be proportional
to the third Pauli matrix, L =
√
γ/2σz. The associated incoherent dynamics goes by the
name of dephasing [25]. Since L is diagonal in the diabatic basis {|0〉, |1〉}, it leads to a
decay of the coherences 〈0|ρt|1〉 and 〈1|ρt|0〉 in time but does not affect the populations.
Dephasing is used to model, for example, rapid fluctuations of the diabatic energy levels
or a nonselective measurement that determines whether the system is in state |0〉 or |1〉.
The analogy to a nonselective measurement in the diabatic basis is applied, in particular,
in the incoherent control setting of the visual pigment protein Rhodopsin, see Chap. 7.
The corresponding Markovian master equation, expressed in terms of the dimensionless
time τ and the adiabaticity parameter δ, see Eq. (5.38), reads
∂τρτ = −i[HLZ(τ), ρτ ]+γ
2











Here, γ is called the dephasing rate and it is also dimensionless. As in Sec. 5.1, we will
apply the resummation (4.75) of the jump expansion to derive an approximate analytic
description of the open Landau-Zener dynamics, since the Eq. (5.56) is not analytically
solvable. Specifically, we are interested in the transition probability P (δ, γ) as a function
of both the adiabaticity parameter δ and the dephasing rate γ.
Strong Dephasing
Before considering the jump expansion, however, let us investigate the limit of strong
dephasing γ  √δ. This limit turns out to be quite instructive since it makes Eq. (5.56)
analytically solvable. First, let us rewrite Eq. (5.56) in the Bloch-vector-representation,
i.e. we expand all operators in the orthonormal Hilbert-Schmidt basis {1, σx, σy, σz}.
Denoting the expansion coefficients of the density matrix by x, y, and z, ρ = 1/2(1 +
xσx + yσy + zσz), we obtain the master equation x˙y˙
z˙
 =







For γ  √δ, we can adiabatically eliminate the x- and y-components by setting x˙ = y˙ = 0
and obtain a closed evolution equation for the z-component,
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With the arctangent going to pi/2 for τ →∞, we can immediately determine the tunnel-
ing probability P (δ,∞) for infinitely strong dephasing, γ →∞,
P (δ,∞) = 1
2
(1− z(∞)) = 1
2
(1− e−4piδ). (5.60)
This result is in agreement with the Landau-Zener tunneling probability in the presence
of rapid oscillations of the energy levels [90].
5.2.3 Jump Expansion for the Landau-Zener System with Dephasing
To approximate the tunneling probability P (δ, γ) analytically for arbitrary parameters
δ and γ, we now consider the jump expansion for the master equation (5.56) and apply
the adaptive resummation (4.75).




τ are defined by Eq. (4.27).
For the open Landau-Zener system, Eq. (5.56), it is important to take an arbitrary initial
time τ0 instead of τ0 = 0, since in the end we want to evaluate P (δ, γ) as the tunneling
probability between τ0 → −∞ and τ →∞. The jump terms ρ(n)τ without resummation,













































with Heff(τ) = HLZ(τ) − iγ/4, see Eq. (4.24). Note that the time dependent effective
Hamiltonian requires us to integrate Heff(τ ′) over τ ′ for the continuous between-jump
evolution. This, in turn, entails the use of ascending and descending time ordering
operators indicated by T+ and T−, respectively. With the jump rate being proportional
to the imaginary part of the effective Hamiltonian, the weights wn(τ) = Tr ρ
(n)
τ of the
jump terms without resummation are again Poisson distributed between τ0 and τ , as in





We therefore must account for at least 2n¯ = γ(τ−τ0) terms, in order for the jump expan-
sion to provide a good estimate for the density matrix ρτ at time τ . Since, as mentioned
above, the Landau-Zener tunneling probability P (δ, γ) is defined for the limits τ0 → −∞
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and τ →∞, this makes the jump expansion practically useless for approximating P (δ, γ).
5.2.4 Adaptive Resummation of the Jump Expansion
The adaptive resummation changes the convergence properties of the jump expansion
dramatically. The application of the update rule (4.75) for the jump operator L =√
γ/2σz requires a little caution, however. For example, inserting L into Eq. (4.75) to
















This would imply that L does not get shifted at all and hence no actual resummation
of the jump expansion takes place. Since Eq. (4.75) only determines the update of L,
however, we are free to choose any initial complex shift αˇ0 of L. In the following we
choose αˇ0 in such a way that all subsequent shifts αˇn do not vanish.
The Leading Order Term
To evaluate the leading order term of the jump expansion, we choose the initial complex
shift αˇ0 in such a way that it is optimal for the initial state ρτ0 = |1〉〈1|. The optimal











This initial shift αˇ0 leads to the optimized jump operator





(σz + 1) =
√
2γ|0〉〈0|. (5.65)
Very similar to the example in Sec. 5.1, this initial jump operator is a projector onto
a subspace that is orthogonal to ρτ0 . The associated effective Hamiltonian Heffαˇ0(τ) =
HLZ(τ) − iγ|0〉〈0| effects a decay of the population in the diabatic state |0〉, and the
leading order jump term reads
ρ(0)τ = T−e
[








≡ Uαˇ0(τ, τ0)|1〉〈1|U†αˇ0(τ, τ0). (5.66)
Since the jump rate is proportional to the norm decay under the effective Hamiltonian, it
is clear that the first jump cannot occur until the population in state |1〉 starts tunneling
to the state |0〉, i.e. at around τ ≈ 0.
4Due to the fact that we have only one jump operator L, αˇ(jn) is an n-tuple of a single complex number
αˇ. We therefore abbreviate αˇ(jn) with αˇn.
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Despite the additional parameter γ in the effective Hamiltonian, the dynamics of ρ(0)τ
under Heffαˇ0 , Eq. (5.66), can be reformulated to match the closed Landau-Zener Schrödinger
equation (5.38) and hence can be solved analytically [100]. The Schrödinger equation for
the non-Hermitian Hamiltonian Heffαˇ0 reads































(τ − iγ)ϕ1(τ) +
√
δϕ0(τ), (5.71)
can be identified with the closed system equations (5.40) and (5.41) by substituting the
complex time τ ′ = τ − iγ. Since the differential equations (5.40) and (5.41) are solved
by the time evolution operator U(τ, 0), Eq. (5.47), between τ0 = 0 and τ , Eq. (5.66) for
ρ
(0)
τ is solved by the same operator U with a complex time argument,
Uαˇ0(τ, 0) = e
− γτ
2 U(τ − iγ, 0). (5.72)




2 U(τ − iγ,−∞). (5.73)
As before, for arbitrary initial times τ0, the operator Uαˇ0(τ, τ0) is obtained by propagating
from τ0 to 0 and then from 0 to τ . Care must be taken, however, since the open system
time evolution operator Uαˇ0 is not unitary. The inverse of a general matrix is given by
its adjugate over its determinant. In all considered cases, we observed that Uαˇ0 has unit
determinant so that we have
Uαˇ0(τ, τ0) = Uαˇ0(τ, 0) [Uαˇ0(τ0, 0)]













Let us finally determine the asymptotic populations in the leading order jump term,
〈0|ρ(0)τ |0〉 and 〈1|ρ(0)τ |1〉, for τ0 → −∞ and τ → ∞. While it is clear that 〈0|ρ(0)τ→∞|0〉
decays completely under the influence of the imaginary part −iγ|0〉〈0| of Heffαˇ0 , the pop-
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ulation 〈1|ρ(0)τ |1〉 = |〈1|Uαˇ0(τ,−∞)|1〉|2 is determined by Eq. (5.73). The asymptotic
expansion (5.54) of the parabolic cylinder function Diδ(τ ′ exp[3pii/4]), which is valid for
Re[τ ′] > 0, then gives
〈1|ρ(0)τ |1〉 τ→∞−−−→ exp[−2piδ]. (5.76)
This is precisely the same value for 〈1|ρ(0)τ→∞|1〉 as in the closed Landau-Zener system,
cf. Eq. (5.39). This is a quite surprising result since one expects that the decay of the
coherences 〈0|ρ(0)τ |1〉 and 〈1|ρ(0)τ |0〉 under Heffαˇ0 would have an influence on the probability
to remain in the initial diabatic state.
Higher Order Jump Terms
With the initial choice for Lαˇ0 , Eq. (5.65), the diabatic state |0〉 must be populated in
order for the first jump to occur. Since coherent transitions between the initial state |1〉
and state |0〉 take place only around τ ≈ 0, the resummation guarantees that no jumps
occur before that time. The first jump with the jump operator Lαˇ0 then projects the





















This leads to the updated jump operator





(σz − 1) = −
√
2γ|1〉〈1|. (5.78)
We see that the jump operator changes from being proportional to the projector onto
|0〉 into an operator proportional to the projector onto |1〉. Therefore, the new effective
Hamiltonian, Heffαˇ1(τ) = HLZ(τ) − iγ|1〉〈1|, leads to a decay of the population in |1〉.

























Uαˇ1(τ, τ1)|0〉〈0|ρ(0)τ1 |0〉〈0|U†αˇ1(τ, τ1)dτ1. (5.79)
With the jump rate proportional to the decay of the population 〈1|ρ(1)τ |1〉 under Heffαˇ1(τ),
it is clear that another coherent transition, this time from state |0〉 back to state |1〉,
must take place before the next jump can occur.
Similar to the leading order jump term, the nonunitary operator Uαˇ1(τ, τ0) can be
deduced from the time evolution operator U(τ, τ0) for the closed Landau-Zener system
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τ for the open Landau-
Zener system after the resummation, Eq. (4.75). The transformations that
make up the jump terms ρ(n)τ , Eq. (5.82), follow a strict alternation of tun-
nelings between the diabatic states |0〉 and |1〉 within a finite time interval
τ∗, and jumps to either |0〉 or |1〉 are distributed randomly over τ∗. In panel
(a) we trace an exemplary series of transformations with the specific jump
times τ1, τ2, and τ3. Dashed red and massive reddish arrows here repre-
sent tunnelings and jumps, respectively. This dynamics suggests to map the
open Landau-Zener system to a classical inhomogeneous Markov chain with
two time-dependent, alternating rates λ0(τ) and λ1(t), see panel (b). The
rates in this classical stochastic process, λ0(τ) and λ1(t), should represent
the quantum tunneling and jump rates, respectively.
with an imaginary time argument, see Eqs. (5.72) and (5.73). Here we have
Uαˇ1(τ, 0) = e
− γτ
2 U(τ + iγ, 0), (5.80)
Uαˇ1(τ,−∞) = e−
γτ
2 U(τ + iγ,−∞), (5.81)
and an expression equivalent to Eq. (5.74) for arbitrary initial times. While the parabolic
cylinder functions Dν(z) involved in U(τ + iγ,−∞) determine the leading order jump
term ρ(0)τ for τ → −∞, the next order ρ(1)τ involves an integral over Dν(z). This makes it
impossible to assess the population 〈0|ρ(1)τ |0〉 or those of higher orders analytically. One
can, however, find an approximate analytical description for the populations in ρ(n)τ in
terms of a classical stochastic process, as we will see in the following section.
Continuing the series of consecutive jumps and adaptive updates leading to ρ(n)τ , one
sees that Lαˇn alternates between the projector onto |0〉 and |1〉 similar to the spatial
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detection setting in Sec. 5.1, see schematic diagram Fig. 5.7. In other words, we have
Lαˇ2n = Lαˇ0 and Lαˇ2n+1 = Lαˇ1 for n = 0, 1, . . .∞, with Landau-Zener transitions in





dτn . . .
∫ τ2
τ0
dτ1Uαˇn(τ, τn) . . . |0〉〈0|Uαˇ0(τ3, τ2)|1〉〈1|Uαˇ1(τ2, τ1)|0〉〈0|




(τ1, τ0)|0〉〈0|U†αˇ1(τ2, τ1)|1〉〈1|U†αˇ0(τ3, τ2)|0〉〈0| . . .U†αˇn(τ, τn),
(5.82)
with Uαˇ0(τi+1, τi) and Uαˇ1(τi+1, τi) given by Eqs. (5.72), (5.74) and (5.80). The strict al-
ternation between transitions and jumps suggests to map the open Landau-Zener system
to an alternating classical stochastic process.
Before doing so, we note that the non-unitary part of Uαˇ0 and of Uαˇ1 lead to a decay of
the populations in |0〉 and |1〉, respectively. Hence, in the limit τ →∞, odd jump terms
ρ(2n+1) contribute only to the population 〈0|ρτ |0〉, and therefore to tunneling, whereas
even jump terms ρ(2n) contribute only to 〈1|ρτ |1〉. So the total tunneling probability
P (δ, γ) is given by the sum of the weights (4.33) of all uneven jump terms,





We saw that the transformations that make up the jump expansion after the resumma-
tion, Eq. (5.82), strictly alternate between Landau-Zener tunnelings and jumps. In other
words, in order for n jumps to occur, the system must have tunneled n times, and for
(n+1) tunnelings n jumps are necessary. This suggests to map the problem to a classical
inhomogeneous Markov chain with two alternating rates λ0(τ) and λ1(τ), corresponding
to the Landau-Zener transfer rate and to the jump rate, respectively, see Fig. 5.7. In ad-
dition, we will assume that Landau-Zener tunneling is only possible during a finite time
interval of length τ∗ (i.e. λ0(τ > τ∗) = 0) during which the two levels are close to each
other5. Despite the obvious quantum nature of the problem, this classical description
will prove to be surprisingly exact.
An inhomogeneous Markov chain is defined by the states n = 0, 1, 2 . . . and the time-
dependent transition rates λn(τ) between state n and state n + 1, see Fig. 5.8. The
5Note that, for simplicity, we here allow tunneling between τ = 0 and τ = τ∗, although the parametriza-
tion of the original Landau-Zener system suggests to use a symmetrical interval around τ = 0, e.g.
[−τ∗/2, τ∗/2]. Also, we do not consider τ < 0 at all since the resummation ensures that no jumps
take place before the first tunneling.
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Figure 5.8: Schematic diagram of a classical inhomogeneous Markov chain: The proba-
bility pn(τ) to find the system in state n at time τ decreases with the time-
dependent transition rate λn(τ) in favor of pn+1(τ). This defines the differen-
tial equation (5.84). For strictly positive transition rates λn(τ), the average
jump count n¯(τ) =
∑
n npn(τ) can only increase (this is also called a Marko-
vian birth process). The initial condition pn(0) = δn,0 leads to Eq. (5.85).
differential equations that govern its dynamics are therefore
p˙n(τ) = λn−1(τ)pn−1(τ)− λn(τ)pn(τ), (5.84)
with p0(τ) = e−
∫ τ
0 λ0(τ
′)dτ ′ . (5.85)
In the following, we use the abbreviation Λn(τ) for
∫ τ
0 λn(τ
′)dτ ′ . Since here we assume
positive transition rates λn(τ), the average count n¯(τ) =
∑
n npn(τ) strictly increases
with time. This type of dynamics is also called aMarkovian birth process. Equation (5.84)
can be reformulated by multiplication with exp(Λn(τ)),










′)λn−1(τ ′)pn−1(τ ′)dτ ′. (5.87)
Adopting two alternating transition rates, we fix λ2n(τ) = λ0(τ) and λ2n+1(τ) = λ1(τ)
in the following. If the transition rate λ0 vanishes after time τ∗ (λ0(τ > τ∗) = 0), the
Markov chain is interrupted at every second link. Hence, after τ∗ we can register at most
one more transition from state 2n − 1 to 2n, if λ1(τ) 6= 0, before the evolution ceases
entirely. For the probabilities at infinite time we thus have
p2n−1(∞) = 0, (5.88)
p2n(∞) = p2n−1(τ∗) + p2n(τ∗). (5.89)
For the mapping between the inhomogeneous Markov chain and the open Landau-Zener
jump expansion, we identify the state 2n with the system state after n tunnelings plus n
jumps, see Fig. 5.7 (b). At τ →∞, the weight wn(τ) of the n-th order term ρ(n)τ , which
involves exactly n jumps, is therefore given by
wn(∞) = p2n(∞) = p2n−1(τ∗) + p2n(τ∗). (5.90)
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This, together with Eq. (5.83), allows deducing the total tunneling probability from the
Markov chain.
After defining the mapping of the open Landau-Zener system to the alternating inho-
mogeneous Markov chain, we want to ensure that the latter satisfies the exact limits for
the tunneling probability at infinitely strong and at zero dephasing as given by Eqs. (5.39)
and (5.60). Zero dephasing corresponds to λ1(τ) = 0, which causes the Markov chain
to stop after the first transition. In this case p1(τ) = 1− p0(τ), so that Eqs. (5.85) and
(5.90) lead to
P (δ, 0) = 1− p0(τ∗) = 1− e−Λ0(τ∗). (5.91)
The comparison with Eq. (5.39) immediately yields the requirement
Λ0(τ
∗) = 2piδ. (5.92)
For strong dephasing, λ1(τ) λ0(τ), every second transition of the alternating Markov
chain occurs immediately after the previous one. Adiabatic elimination of the p2n+1







Adding up every second of these probabilities as prescribed by Eqs. (5.83) and (5.90)












(1− e−4Λ0(τ∗)) = 1
2
(1− e−4piδ). (5.94)
By symmetry, the alternating Markov chain reduces to an inhomogeneous Poisson process
with rate λ1(τ) in the limit of very strong Landau-Zener tunneling, λ0(τ)  λ1(τ). In
contrast to the strong dephasing limit, here the even probabilities p2n(τ) vanish while






To obtain the probability distribution in the intermediate regime, λ0(τ) ≈ λ1(τ),
under the condition that it converges to the Poissonian distributions, Eqs. (5.93) and
(5.95), in the respective limits, we make the following ansatz. First, we only consider
sums p2n−1(τ) + p2n(τ) of consecutive even and odd probabilities, since they ultimately
determine the tunneling probability P (δ, γ), see Eq. (5.90). This saves us the task
of considering the limits of even and odd probabilities separately. Second, we take
p2n−1(τ) + p2n(τ) so that it fulfills the limit (5.93) by definition, and that it decays
exponentially with Λ1(τ) for Λ1(τ) → ∞ in analogy to the exponential decay of the
Poissonian probabilities (5.95). Third, for simplicity we make the additional assumption
that p2n−1(τ) + p2n(τ) does not depend the transition rates λ0(τ) and λ1(τ) explicitly,
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as one would expect for λ0(τ) ≈ λ1(τ), but only on their integrals Λ0(τ) and Λ1(τ). We
therefore have,




e−Λ0(τ)(1 + fn[Λ1(τ)]e−Λ1(τ)), (5.96)
where fn[Λ1(τ)] is a polynomial in Λ1(τ) of finite order,
fn[Λ1(τ)] = cn,0 + cn,1Λ1(τ) + cn,2[Λ1(τ)]
2 + . . . , (5.97)
with coefficients cn,i that depend on Λ0(τ). In the absence of dephasing, Λ1(τ∗) = 0, the




∗)(1 + c0,0), (5.98)
p1(τ
∗) + p2(τ∗) = 1− e−Λ0(τ∗) = Λ0(τ∗)e−Λ0(τ∗)(1 + c1,0), (5.99)
p2n−1(τ∗) + p2n(τ∗) = 0, for n > 1. (5.100)
This determines the coefficients c0,0 = 0 and c1,0 = 0 and we have, in addition, ci,0 = 0
for i > 0 since p0(τ∗) is independent of dephasing and therefore of Λ1(τ).
For small but nonvanishing Λ1(τ∗), the asymptotic behavior of the Markov chain,
Eq. (5.95), requires that
p2n−1(τ∗) + p2n(τ∗) ∝ [Λ1(τ∗)]n−1 +O([Λ1(τ∗)]n), for n > 1. (5.101)
In order for this condition to be fulfilled, the Taylor expansion of 1 + fn[Λ1(τ)]e−Λ1(τ)
must vanish to (n−2)-th order, which determines the coefficients ci,n for i < n−1. If we
ask for the specific polynomial fn which yields the required asymptotic behavior with the
smallest possible order, i.e. we take cn,i = 0 for i > n, then the highest order coefficient




1. Taken together, this yields
























The expression (5.102) shows the anticipated symmetry in Λ0 and Λ1 and reduces to a
Poissonian probability distribution in the limit of large Λ0 and large Λ1. The difference
appearing in the order of the Poissonian factors (n for Λ0 and n − 1 for Λ1) indicates
that the order of the alternation in the Markov chain distinguishes Λ0 from Λ1.
While the limiting tunneling probabilities P (δ, 0) and P (δ,∞), Eqs. (5.91) and (5.94),
determine the value of Λ0(τ∗) as a function of the Landau-Zener parameter δ, Eq. (5.92),
we assume Λ1(τ∗) to be proportional to the dephasing rate γ and time τ∗,
Λ1(τ
∗) = γτ∗. (5.103)
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The probability distribution (5.102) for the alternating inhomogeneous Markov chain,
together with the integrated transition probabilities, Eqs. (5.92) and (5.103), now allows
us to determine the the open Landau-Zener tunneling probability P (δ, γ), Eq. (5.83), as
a function of the parameters γ, δ, and τ∗.
The Landau-Zener Time
Among the parameters γ, δ, and τ∗, the Landau-Zener tunneling time τ∗ is the only
one which does not appear in the original quantum master equation (5.56). It therefore
remains to be determined to complete the mapping between the classical inhomogeneous
Markov chain and the open quantum system.
The Landau-Zener time τ∗ can be obtained from the classical Markov chain by means
of the integrated transition probabilities given by Eqs. (5.92) and (5.103). Specifically,
the probability p2(∞) for two transitions, determined by Eq. (5.102), reads
p2(∞) = 2piδe−2piδ(1− e−γτ∗) + e−γτ∗(1− e−2piδ). (5.104)
We see that τ∗ is here determined by the derivative of p2(∞) with respect to γ, at γ = 0,
∂γp2(∞)|γ=0 = ((1 + 2piδ)e−2piδ − 1)τ∗. (5.105)
As one expects, the characteristic time during which Landau-Zener tunneling takes place
depends only on the parameter δ of the coherent evolution and not on the incoherent
dephasing rate γ. The derivative (5.105), in turn, can be assessed by means of the cor-
respondence between the classical Markov chain and the Landau-Zener jump expansion.
In particular, Eq. (5.90) states that p2(∞) is equal to the weight w1(∞) of the first order
term ρ(1)∞ of the jump expansion. Using Eq. (5.79) for ρ
(1)
τ and inserting Eq. (5.66) gives,






The first order weight is therefore given by









dτ1 |〈0|Uαˇ1(∞, τ1)|0〉|2 |〈0|Uαˇ0(τ1,−∞)|1〉|2 , (5.107)
where we have used that the nonunitary part of Uαˇ1 leads to a complete decay of the
population 〈1|ρ(1)∞ |1〉. Note here, that the closed Landau-Zener problem is invariant
under the permutation of |0〉 and |1〉 plus time reversal. For the between-jump dy-
namics, Eqs. (5.68) and (5.69), of the open system, this transformation simply effects a
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change of the nonunitary part from −iγ|0〉〈0| to −iγ|1〉〈1|. We can therefore substitute
〈0|Uαˇ1(∞, τ1)|0〉 with 〈1|Uαˇ0(−τ1,−∞)|1〉 in Eq. (5.107) and insert the closed system








dτ1 |〈1|U(−τ1 − iγ,−∞)|1〉|2 |〈0|U(τ1 − iγ,−∞)|1〉|2 . (5.109)
This expression for w1(∞) now allows us to rewrite the derivative of p2(∞) with respect
to γ as





|〈1|U(−τ1 − iγ,−∞)|1〉|2 |〈0|U(τ1 − iγ,−∞)|1〉|2




The chain rule for the second summand implies the derivative of the propagator with
respect to its first (time) argument, for which we can insert the closed system Schrödinger
equation, ∂τU(τ, τ0) = −iHLZ(τ)U(τ, τ0). For brevity we omit the initial time τ0 = −∞








|〈1|U(−τ1 − iγ)|1〉|2 |〈0|U(τ1 − iγ)|1〉|2 − 2γ |〈0|U(τ1 − iγ)|1〉|2
×Re [〈1|HLZ(−τ1 − iγ)U(−τ1 − iγ)|1〉〈1|U(−τ1 − iγ)|1〉∗]− 2γ












Re [〈0|U(−τ1 − iγ)|1〉 (〈1|U(−τ1 − iγ)|1〉)∗] |〈0|U(τ1 − iγ)|1〉|2
+ |〈1|U(−τ1 − iγ)|1〉|2 Re [〈1|U(τ1 − iγ)|1〉 (〈0|U(τ1 − iγ)|1〉)∗]
)}
. (5.111)
The second and the third term of this expression vanish for γ = 0. In contrast, the first
term, integrated from τ1 = −∞ to ∞, is ill defined since the integrand asymptotically
behaves as (1 − 2γτ1)(1 − e−2piδ)e−γτ1 for large τ1, which yields a constant for γ = 0.
Subtracting this asymptotic expression on the positive half axis, however, and noting
that
∫∞











5.2 The Landau-Zener System with Dephasing
























where in the second equality we have used the conservation of the norm under U.
With Eqs. (5.105) and (5.113), we have derived an explicit expression for the Landau-
Zener interaction time τ∗ in terms of an integral over parabolic cylinder functions and as
a function of the adiabaticity parameter δ. Unfortunately, the integral in Eq. (5.113) has
no known analytic solution. In what follows, we will approximate the integral by solving
it analytically for large and small δ and then interpolating between the two limits with
an appropriate analytic function. We start with the lowest order approximation of the







) |µ|→∞−−−−→ g(µ) eµ2ξ(t)
(t2 − 1) 14
, (5.114)
with g(µ)−1 = 2µ2/4+1/4e1/4µ2µ−µ2/2+1/2 and 2ξ(t) = t
√
t2 − 1 − ln[t + √t2 − 1]. For














(−2− iτ2 − 4iδ) 14
exp
[√









−τe 3pi4 i +
√


















1 + 4δ − 2δ)−1 and b = 1/2 − piδ/4 − δ arctan[(1 − 2δ)/(1 + 2δ)]. In this
limit, the integral in Eq. (5.113) can be evaluated analytically. After substituting the
asymptotic expression, Eq. (5.116), for the parabolic cylinder function and using the new
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Figure 5.9: Numerical values for the integral
∫∞
−∞ Iδ(τ)dτ , Eq. (5.118), as a function of
δ (red dots). Since
∫∞
−∞ I0(τ)dτ = 0, the linear fit (blue line) gives the first
order expansion coefficient c1 ≈ −4.8 for small δ.
limiting value 2τ instead of (1− e−2piδ), we obtain
∂γw1(∞)|γ=0 δ→∞−−−→
[√

























This asymptotic expression for the tunneling time in the limit δ  1 is in agreement
with previous studies on that matter [103].
Let us consider the opposite limit of a small adiabaticity parameters δ. Fist, setting
δ = 0 we see that both the integrand and and the integral in Eq. (5.113) vanish, since
D0(z) = e
−z2/4, which implies |D0(τe3pii/4)| = 1. Second, if we divide Eq. (5.113) by the
asymptotic value 1 − e−2piδ for τ → ∞, we can apply l’Hôpital’s rule to obtain the new




∣∣∣Diδ (−τe 3pi4 i)∣∣∣2 ∣∣∣Diδ−1 (τe 3pi4 i)∣∣∣2 −Θ(τ)
δ→0−−−→ 1
2pi
∣∣∣D−1 (τe 3pi4 i)∣∣∣2 −Θ(τ), (5.118)
which is nonvanishing. The integral of I0(τ) from τ = −∞ to∞ does vanish, however, as










This implies that the integral in Eq. (5.113) and therefore ∂γw1(∞)|γ=0 behaves asymp-
totically as
∂γw1(∞)|γ=0 δ→0−−−→ (1− e−2piδ)(c1δ +O(δ2)), (5.119)
where the coefficient c1 remains to be determined. This is done by integrating Iδ(τ),
Eq. (5.118), numerically from τ = −∞ to ∞ for small δ, see Fig. 5.9. A linear fit to the
numerical values gives c1 ≈ −4.8.
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Figure 5.10: Numerically exact values of ∂γw1(∞)|γ=0 (blue dots) as given by Eq. (5.113)
are compared to the analytic approximation, Eq. (5.120), with c1 = 4.8
and c2 = 5/2 (blue line). We see that the analytic approximation has
the required asymptotic behavior for large and small δ, Eq. (5.117) (green
line) and Eq. (5.119) (red line), and shows only small deviations from the
numerically exact values in between.
With the asymptotic expressions for ∂γw1(∞)|γ=0 in the limits δ  1 and δ  1,
Eqs. (5.117) and (5.119), we now use a suitable connecting function in between to finally
assess the tunneling time τ∗ with the help of Eq. (5.105). A suitable connecting function
for ∂γw1(∞)|γ=0, Eq. (5.113), which has the required asymptotic behavior is given by












Here, the parameter c2 determines where the transition between the two limiting asymp-
totic expressions occurs. The error of the approximation (5.120) is minimal for c2 = 5/2,




(1 + 2piδ)e−2piδ − 1 ≈
−pi tanh(c2δ)












This expression for τ∗ completely determines the probabilities p2n(∞), Eq. (5.102),
of the alternating, inhomogeneous Markov chain with the integrated transition rates
Λ0(τ
∗) = 2piδ and Λ1(τ∗) = γτ∗, Eqs. (5.92) and (5.103). This classical stochastic
process was constructed as an approximate description for the resummed open Landau-






τ given by Eq. (5.82). It therefore allows,
in particular, to calculate the weights wn(τ) of the constituent terms ρ
(n)
τ at τ =∞, see
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Figure 5.11: Landau-Zener tunneling probability P (δ, γ) in the presence of dephasing as
a function of the dephasing rate γ and the adiabaticity parameter δ. The
numerically exact P (δ, γ) (black dots) is compared to the analytic approx-
imation (black lines), Eq. (5.122) with τ∗ given by (5.121), which is based
on a classical stochastic model. The model was constructed to yield the
exact asymptotics for δ → 0 and δ →∞, Eqs. (5.91) and (5.94). Deviations
from the numerically exact values are below 0.005 over all ranges of the
parameters δ and γ (note the logarithmic axes).
Eq. (5.90), and therefore the tunneling probability P (δ, γ) using Eq. (5.83),






























In Fig. (5.11) we compare this analytic approximation to the numerically exact values of
P (δ, γ) in a logarithmic plot over all ranges of the parameters δ and γ. The plot shows
that the approximation, Eq. (5.122) with τ∗ given by Eq. (5.121), is asymptotically exact
by construction and shows deviations below 0.005 at intermediate regimes of δ and γ.
The approximate classical stochastic description of the open Landau-Zener system, which
was derived from the resummation of the jump expansion, proves to be highly accurate.
In conclusion, we have applied the jump expansion and its resummation (4.75) to
the Landau-Zener tunneling in the presence of dephasing. Similar to the treatment of
spatial detection in Sec. 5.1, the resummation significantly increased the convergence
of the jump expansion and yielded analytically accessible jump terms. Here the jump
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terms, given in terms of integrals over special functions, exhibited a strict alternation
of tunnelings and jumps and could hence be solved by means of an alternating classi-
cal stochastic description. This approximate description then yielded a highly accurate
analytical approximation to the tunneling probability.
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6 Efficient Numerical Simulations of
Markovian Dynamics
The dynamics of Markovian open quantum systems is described by a master equation
in standard form, Eq. (2.66), for the system density matrix ρt. While only a handful
of the simplest master equations are solvable analytically1, the resummation method for
the jump expansion can generally be used as a starting point for deriving an analytic
approximation to a given model system, see Chap. 5. Usually the solution of an arbitrary
master equation is, however, assessed most easily with numerical means.
In Chap. 5, for example, we used a straightforward numerical propagation of the master
equations (5.1) and (5.56) on a grid to estimate the quality of our analytic approxima-
tions. The direct propagation usually becomes impractical, however, if more complicated,
higher dimensional master equations are considered. This is due to the fact that a density
matrix ρt has N2−1 independent real variables, where N is the Hilbert space dimension.
N , in turn, scales exponentially with the physical degrees of freedom of the considered
quantum system.
In the first part of the present chapter we introduce two iterative numerical approxi-
mation schemes for Markovian master equations which are more efficient than a direct
propagation. The first scheme, called the Monte Carlo wave function approach is a well
established technique [28, 44, 104]. It is based on the fact that any evolving density
matrix ρt can be represented as an ensemble of stochastic quantum trajectories |ψjt 〉
corresponding to N -dimensional complex vectors, see Chap. 2, Sec. 2.3. Conversely,
this implies that ρt can be approximated by the probabilistic mixture of pure states,
ρt ≈ 1/n
∑n
i=1 |ψjt 〉〈ψjt |, to which all stochastic realizations |ψjt 〉 contribute equally. This
is at present the standard method to solve a Markovian master equation numerically.
The second approximation scheme, which is in some sense complementary to the quan-





t , introduced in Chap. 4. The constituent mixed state terms ρ
(n)
t are succes-
sively approximated using the Monte Carlo integration method with importance sampling
[21]. The possibility to optimize the convergence of the jump expansion using resumma-
tion implies here that one can maximally bias the weights of the constituent terms and
then calculate the most important ones first.
In the second part of this chapter we demonstrate our novel numerical integration
method in three exemplary Markovian open systems. Specifically, we will use it to ap-
proximate the dynamics of the damped quantum harmonic oscillator, Eqs. (3.5) and
1Two notable analytically solvable Markovian open systems are the two-level system with dephasing
[25] and the harmonic oscillator in a bosonic heat bath at zero temperature [28], see Sec. 3.1.
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(3.12), of quantum Brownian motion, Eqs. (3.55) and (3.67), and of a continuous, non-
selective measurement with feedback, Eq. (3.76). Besides serving as testbeds for the
newly derived approximation scheme, these examples show that the optimal resumma-
tion increases the convergence of the jump expansion dramatically. Specifically, for the
considered open systems we observe convergence within the lowest two to five orders
[21]. On the one hand, this indicates that the resummation method may well facilitate
analytic approximations to other Markovian open systems than those treated in Chap. 5.
On the other hand, it underscores the potential of the jump expansion to yield highly
efficient numerical approximation schemes.
6.1 Numerical Methods
6.1.1 Monte Carlo Wave Function Approach
In Sec. 2.3 we saw that the time evolution of the mixed state density matrix ρt under a
general Markovian master equation,


















is equivalent to the ensemble average of the pure states |ψjt 〉〈ψjt | evolving under the
stochastic differential equation (2.113). The superscript j here labels different realizations






|ψjt 〉〈ψjt |, (6.2)
with the approximation becoming exact in the limit n → ∞. In other words, we can
approximate ρt by propagating the initial state, say ρ0 = |ψ0〉〈ψ0|, with the corresponding
stochastic differential equation n times and then mixing the obtained realizations |ψjt 〉
uniformly.
In order to outline a procedure for obtaining single realizations |ψjt 〉 of the stochastic
dynamics that gives ρt on average, let us first write down the corresponding stochastic
differential equation, Eq. (2.113),



















It consists of a piecewise deterministic evolution with interspersed random jump trans-
formations governed by the independent Poisson processes Ni(t). Here, the average of
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the Poisson increments must satisfy
E[dNi(t)] = γi(t)〈L†iLi〉dt, (6.4)
which is equal to the probability for a jump of type i to occur within the time interval
[t, t+ dt]. Equations (6.3) and (6.4) together imply that one must execute the following
iterative procedure. Assume that at time t′ we have the pure state |ψt′〉, which is either
the initial state, for t′ = 0, or a state that was obtained from the execution of a jump,
see step 2 below. Then execute the following steps:
1. For the (piecewise) deterministic evolution, first line in Eq. (6.3), propagate |ψt′〉
with the nonlinear equation









with the non-Hermitian effective Hamiltonian







Note that the second, nonlinear term in Eq. (6.5) simply compensates for the norm
decay under the non-Hermitian part of Heff in the first term. This propagation is
performed until the time t′′ of the next jump. The latter is determined by drawing
a random number r uniformly from the interval [0, 1], and solving the equation











This guarantees that the probability of performing a jump between t and t+ dt is





to the sum of the independent Poissonian jump probabilities, Eq. (6.4).
In practice, the above nonlinear propagation between t′ and t′′ can be realized by
propagating |ψt〉 with exp
(−iHeff(t)∆t/~) and a small time step ∆t. After each
step, the state vector must then be renormalized, i.e. we must divide |ψt+k∆t〉
after, say, k steps by
√
dk =
√〈ψt+k∆t|ψt+k∆t〉. Before performing the next step,




2. Randomly apply a jump, corresponding to one of the independent Poisson processes
Ni(t), to the state |ψt′′〉. The probability pi to have a jump in the process Ni(t)
at time t′′ is proportional to γi(t′′)〈L†iLi〉, see Eq. (6.4). With the normalization of
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Hence, we draw the index i randomly from the probability distribution pi. Then,





Note that, by dividing by the expectation value 〈ψt′′ |L†iLi|ψt′′〉, we conserve the
norm of |ψt′′〉. On average, the jumps given by Eq. (6.9) lead to the stochastic part
of the dynamics, as described by the second line of Eq. (6.3). After performing a
random jump, we continue the next interval of deterministic evolution, i.e. we go
back to step 1, substituting |ψ′t′′〉 with |ψt′〉. These two steps are iterated until we
reach the final time t of the stochastic evolution.
After generating a sufficiently large number of realizations |ψjt 〉 of the above stochastic
propagation, their ensemble average, Eq. (6.2), converges to the solution ρt of the master
equation. Since the ensemble average is, however, performed uniformly, i.e. all realiza-
tions |ψjt 〉 contribute equally, this convergence is by no means guaranteed to be rapid.
This motivates a second method for the numerical approximation of ρt based on the jump
expansion, whose convergence can be optimized with the adaptive resummations derived
in Chap. 4.
6.1.2 Monte Carlo Integral Estimate of the Jump Expansion
The jump expansion introduced in Chap. 4 decomposes solutions ρt of a Markovian
master equation into an infinite sum of mixed state terms ρ(n)t . Analogous to the Monte








The advantage of using the jump expansion is that each term ρ(n)t has its own specific
weight, wn(t) = Tr ρ
(n)
t , and one can maximize the lowest order weights by applying the
adaptive resummations derived in Sec. 4.3 [21]. The approximation (6.10) for ρt therefore
allows one to calculate the constituent terms ρ(n)t systematically, starting with the most
important ones. In the standard trajectory-based approximation (6.2), in contrast, all
terms contribute equally and the importance of one specific trajectory arises only from
the frequency of its (stochastic) occurrence.
Let us demonstrate how one can calculate the approximation terms ρ(n)t numerically.
First note that the ρ(n)t are composed of the branches ρ
(Rn)
t which originate from the initial
state ρ0 by a sequence of continuous propagations Uα(ti+1, ti) and jump transformations
Jji,α(ti), see Eqs (4.29)–(4.31). The branches ρ(R
n)
t are completely determined by an
associated jump record Rn = (j1, t1; j2, t2; . . . ; jn, tn), containing the times ti and the
types ji of jumps taking place, and by the complex shifts α of the jump operators. With
the jump times ti distributed over the entire propagation interval [0, t], the decomposition
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of ρ(n)t into its branches involves a multi-integral over the ti and a sum over the jump
indices ji. For the numerical evaluation of the jump time multi-integral, it is advantageous






























with tn = (t1, t2, . . . , tn).
Monte Carlo Integration with Importance Sampling
Generally, multi-integrals such as the one in Eq. (6.11) are evaluated numerically effi-
ciently using Monte Carlo integration [105]. The Monte Carlo integration method pre-
scribes that the integral of a function f(tn) over the finite n-dimensional volume V is
approximated by V times the arithmetic mean of f at N randomly chosen sample points
tni , ∫
V
















It is important to note that the tni are here assumed to be distributed uniformly over V .
Naturally, the approximation (6.12) converges particularly fast with the number N of
sample points, if f varies slowly over the integration volume V . If this is not the case,
the convergence of the Monte Carlo estimate with N can be improved with importance
sampling [105]. Suppose that the integrand f can be written as a product of the function











Changing variables from dtn to dsn = p(tn)dtn and assuming that the integral over p(tn)
is normalized, ∫
V
p(tn)dtn = 1, (6.15)
we see that Eq. (6.14) together with Eq. (6.12) implies that we can approximate the
integral of f by sampling the function h. In contrast to Eq. (6.12), the sample points
must then be distributed nonuniformly, with the probability distribution p(tn). In this
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and we recognize in Eq. (6.12) the special case of p(tn) = 1. What is more, we can
determine the optimal p(tn) by minimizing the numerator in the square root of Eq. (6.16),
which is simply the variance of the Monte Carlo estimate per sampling point. In order
for that, we note that 〈f2/p2〉 and 〈f/p〉 are themselves estimators of integrals,









































with the Lagrange multiplier λ. With the middle term independent of p and after inter-












V |f(tn)|dtn, to ensure the normalization condition,
Eq. (6.15), and the tilde indicates the optimum.
The Jump Time Multi-Integral
Let us come back to the terms ρ(n)t that constitute the approximation for ρt, see Eq. (6.10).
Equation (6.11) states that ρ(n)t is determined by a multi-integral of ρ
(tn)
t over the jump
times t1, . . . , tn. Hence, for a numerical approximation to ρ
(n)
t we substitute f(tn) with
ρ
(tn)
t and the modulus |f(tn)| with Tr ρ(t
n)
























As above, p(tni ) is the probability density for drawing a specific jump time sample. The
new integrand ρ(t
n)
t is a density matrix defined as the sum of those record-conditioned
branches ρ(R
n)
t which exhibit the same jump times t1, . . . , tn, see Eq. (6.11). With ρ
(Rn)
t
determined by Eqs (4.29)–(4.31), we see that ρ(t
n)
t is obtained from the initial state ρ0
by a series of ti-dependent transformations,
ρ
(tn)
t = Uα(t, tn)Jα(tn)Uα(tn, tn−1)Jα(tn−1) . . .Jα(t1)Uα(t1, 0)ρ0. (6.21)
116
6.1 Numerical Methods
Here, the Jα(t) are mixtures of abrupt jump transformations determined by the jump
operators Lj,α(t), while the Uα(ti+1, ti) effect a continuous propagation from ti to ti+1




j,α(t)Lj,α(t), see Eqs. (4.22)–




























It is important to recall that α indicates both a shift of the original jump operators
Lj(t), appearing in the master equation (2.66), by arbitrary complex numbers αj , see
Eq. (4.20), and an appropriate transformation of the Hamiltonian, see Eq. (4.21). At a
given time t, these shifts may depend both on t and on the record Rn of previous jumps,
see Eq. (4.51), or on any subset of these parameters, see Eq. (4.75), for example.
The Jump Time Distribution
The jump time samples tni necessary for the Monte Carlo estimate, Eq. (6.20), are drawn
from the probability distribution p(tn) on an n-dimensional simplex satisfying 0 < t1 <









n) = 1. (6.24)
Crucially, the Monte Carlo estimate for ρ(n)t , Eq. (6.20), is valid for any p(tn) fulfilling
the normalization condition (6.24). Nevertheless, we argued above that the convergence2
of the estimate with the number N of jump time samples tni depends on p(t
n). Moreover,
we saw that the convergence is optimal if p(tn) is proportional to the trace norm of the
integrand,
p˜(tn) ∝ Tr ρ(tn)t . (6.25)
Let us try to evaluate the optimal jump time distribution p˜(tn). Consider, for example,
the master equations of collisional decoherence, Eq. (3.67), and of a nonselective mea-
surement, Eq. (3.76). Here we have
∫




jLj = γ, respectively. This
implies that for α = 0 jumps Jα(ti), Eq. (6.22), change of the norm by γ and contin-
uous evolutions Uα(ti+1, ti), Eq. (6.23), by exp[−γ(ti+1 − ti)]. With the entire series of
transformations (6.21) comprising n jumps and piecewise continuous evolutions between
2In the present chapter, we must not confuse the meanings of “convergence of the jump expansion”
and “convergence of the Monte Carlo estimate”. Formally, the former describes how fast the series∑m
n=0 ρ
(n)
t approaches ρt with increasing expansion order m, while the latter means how fast the
arithmetic mean of the sample matrices ρ(t
n
i )
t (i = 1, . . . , N), Eq. (6.20), approaches ρ
(n)
t with the
number N of jump time samples.
117
6 Efficient Numerical Simulations of Markovian Dynamics





which is independent of the individual jump times ti. This final norm also implies
that for collisional decoherence and nonselective measurements, the jump times must
be distributed uniformly over the interval [0, t] to obtain an optimal convergence of the
Monte Carlo estimate, Eq. (6.20). This can be seen by evaluating Tr ρ(n)t via the multi-







for the number n of jumps between 0 and t.
As another example, consider the damped harmonic oscillator at T = 0, Eq. (3.12),
where L = √γ0a and a coherent initial state ρ0 = |α0〉〈α0| remains coherent, ρt = |αt〉〈αt|,














While here Tr ρ(t
n)
t does depend on the individual ti, this dependence is governed by
the unique function |αt|2. The evaluation of Tr ρ(n)t via Eq. (6.11) shows that for the
harmonic oscillator at T = 0, an inhomogeneous Poisson distribution for the ti leads to


















We see that for some, relatively simple master equations, optimal convergence of the
Monte Carlo integration method is ensured by drawing the jump times ti from a ho-
mogeneous or inhomogeneous Poisson distribution. In practice, this is done by drawing
the individual jump times t1, . . . , tn independently from one and the same 1-dimensional
probability distribution p1(t′) = R(t′)/R(t), where t′ ∈ (0, t) and R is the antiderivative
of the (possibly time-dependent) rate characterizing the Poisson process. Subsequently,
we must sort the ti to ensure the increasing order 0 < t1 < . . . < tn < t, as is required by
the jump time integral, Eq. (6.20). Taking into account that in this case there are n! pos-






It is important to note that this jump time distribution is not optimal for general master
equations. It is, however, simple and straightforward enough to be implemented in
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practice without any additional numerical overhead. In fact, in the following section we
will use the distribution (6.30) for approximating a set of exemplary master equations,
where it yields a sufficient convergence of the Monte Carlo estimate.
The optimal jump time distribution p˜(tn) ∝ Tr ρ(tn)t for a general master equation will
depend on the number n of jumps and on the jump times t1, . . . , tn in some complicated
fashion. The problem of evaluating p˜(tn) is here tantamount to performing the series
(6.21) of transformations of the initial state ρ0 for any n-tuple of jump times. It is
clear that this is practically impossible with analytical means and, in most cases, it is
numerically expensive. Although p˜(tn) may be unknown a priori in practice, however, one
may approximate p˜(tn) successively with each iteration of the Monte Carlo integration
method. The reason is that in each iteration we evaluate ρ(t
n
i )
t for one specific jump
time sample tni and hence obtain Tr ρ
(tni )
t for free. For the (i + 1)-th iteration we can
then use a piecewise constant jump time distribution pi(tn) which assumes the values
Tr ρ
(tn1 )
t , . . . ,Tr ρ
(tni )
t in the neighborhood of tn1 , . . . , tni , respectively. Interpreting the n-
tuples tnj as n-dimensional vectors, we can use the vector norm |tn − tnj | to specify the







t , for|tn − tn1 | < |tn − tnj |, j = 2, . . . , i
Tr ρ
(tn2 )




t , for|tn − tni | < |tn − tnj |, j = 1, . . . , i− 1
, (6.31)
with the normalization N , see Eq. (6.24). This guarantees that we approach the optimal
jump time distribution after a large number of iterations, pi(tn)→ p˜(tn) for i→∞, with
only little additional numerical effort.
The Iterative Procedure
The above considerations suggest to iterate the following steps for approximating the
n-th order term ρ(n)t of the jump expansion of ρt, Eq. (6.10):
1. Draw a jump time sample tni comprising n real numbers ti between 0 and t from the
probability distribution p(tn). Sort the numbers in increasing order t1 < . . . < tn.
2. Propagate ρ0 with Uα(t1, 0), Eq. (6.23). Depending on whether the complex shift α
of the jump operators (Lj,α ≡ Lj + αj) is conditioned on the previous types of jumps
ji, continue with one of the following alternatives
a) If α is not conditioned on ji, apply Jα(t1), Eq. (6.22). Continue switching between
stepwise propagations from tk to tk+1 (step 2) and jumps at times tk (step 2 a)




b) If α is conditioned on ji, choose one specific jump index j1 and apply Jα,j1(t1),
see Eq. (6.22). Continue switching between stepwise propagations from tk to tk+1
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(step 2) and jumps Jα,jk(tk) of specific types (step 2 b) until reaching the final time
t to obtain the record conditioned branch ρ(R
n
i )
t . Iterate this record conditioned
propagation over all possible combinations of jump indices. Take the sum of the




3. Possibly update the jump time distribution with Tr ρ(t
n
i )
t , see Eq. (6.31).
4. Having reiterated the above steps N times, Monte Carlo integration prescribes to take
the weighted mean of all ρ(t
n
i )
t for i = 1, . . . , N to obtain ρ
(n)
t , see Eq. (6.20).
To finally approximate ρt with the jump expansion, Eq. (6.10), up to k-th order, the
above procedure must be repeated for n = 0, . . . , k jumps.
After specifying the iterative procedure to obtain a Monte Carlo integral estimate of
the jump expansion (MIJE), let us compare it briefly to the previously discussed Monte
Carlo wave function approach (MCWF) based on quantum trajectories. Despite their
different formal derivations, they are strikingly similar. And yet, they exhibit a few
significant differences.
In both methods one starts with the initial state ρ0 and applies jump transformation
at randomly chosen times (t1, . . . , tn) that make up the jump time sample tni . In be-
tween, one propagates the state piecewise continuously with a non-Hermitian effective
Hamiltonian3 Heff. The numerical effort for obtaining one realization of this stochastic
propagation is hence comparable in both methods. In the end, ρt is approximated by
the statistical mean of the stochastic propagations of the initial state.
There are three significant differences between the two numerical approximation meth-
ods, however. The first is that in the MCWF approach the tj are chosen on the fly based
on the time-local norm decay under Heff , while the MIJE method prescribes to draw the
entire jump time sample at once from a predetermined probability distribution p(tn).
Therefore, the propagation in the MCWF approach must be performed stepwise, in gen-
eral, and the number n of jumps is not determined beforehand. In contrast, the MIJE
method allows to carry out the entire propagation at once and for one specific n. Also, in
MCWF the determination of the tj via the norm decay under Heff , Eq. (6.24), is obliga-
tory. In MIJE, any jump time distribution p(tn) leads to a correct Monte Carlo estimate
for ρt, although the convergence of the estimate with the number of iterations is optimal
if p(tn) is proportional to the trace norm after a propagation with tn. The second major
distinction is that, in MCWF, one compensates for the norm decay under Heff after each
step so that at the end of each iteration, one obtains a normalized state. In MIJE, this is
not the case and the norm or weight of the final state generally differs from one iteration
to the next. The third and most important distinction is that in MIJE, we can optimize
the weights of the lowest order terms ρ(n)t of the approximation (6.10) for ρt, by applying
the resummations of the jump expansion derived in Chap. 4. As a reminder, this is
done by adapting the complex shifts α of the jump operators. The possibility to fix the
3Note that in Eqs. (6.22) and (6.23) we use the notation from Chap. 4, where we incorporated the jump
rates γi(t) in the operators Li(t).
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number n therefore implies that the we can evaluate the estimate for ρt systematically,
starting with the terms with the highest weights. In contrast, in MCWF all stochastic
realizations contribute equally to the ρt-estimate, due to the continuous renormalization
of the propagated state.
In conclusion, the possibility to optimize the weights of the terms constituting the
approximation to ρt and the possibility to evaluate them systematically implies a clear
advantage of MIJE over MCWF, in terms of efficiency. It should be kept in mind,
however, that the evaluation of the optimal jump time distribution p˜(tn) in MIJE is
numerically demanding in general, so that one would usually content oneself with a
suboptimal p(tn). The method of drawing the jump times in MCWF is optimal, by
definition, but it implies a stepwise propagation. It would therefore be interesting to
benchmark MCWF and MIJE systematically against each other. In the following section,
we only demonstrate the general validity of the MIJE-estimate for ρt and the optimization
of the weights of its approximation terms.
6.2 Application of the Monte Carlo Integration Method





t , as well as the optimization of the weights of the terms ρ
(n)
t by means of the
adaptive resummation α˜ derived in Chap. 4, Sec. 4.3.1. As testbeds for the numerical
integration scheme we consider the three exemplary Markovian open quantum problems
introduced in Chap. 3: (i) the damped harmonic oscillator, (ii) spatial decoherence of
a particle, and (iii) a continuous quantum measurement with feedback. We saw that
they display many different facets of Markovian quantum dynamics such as decoherence,
dissipation, thermalization, and pointer states. Moreover, these examples involve both
discrete and continuous Hilbert spaces and feature finite and continuous sets of Hermitian
or non-Hermitian jump operators. The demonstration and optimization of the Monte
Carlo integration scheme in the considered model systems, can hence be taken as an
indication of its wide range of applicability [21].
To demonstrate that the numerical estimate defined by Eqs. (6.10) and (6.20) indeed
converges to the solution ρτ of a given master equation at a given time τ , we must
perform two steps: first, we must evaluate the expansion terms ρ(n)τ by approximating
the involved jump time multi-integral with the Monte Carlo estimate, Eq. (6.20), for





τ converges to the exact ρτ with increasing expansion order k. For the
relatively simple model systems considered here, we can obtain the exact ρτ by direct
numerical propagation of the corresponding master equation on a grid. For the Monte
Carlo estimate, Eq. (6.20), we use the jump time distribution p(tn) given by Eq. (6.30),
with varying functions p1(t), see below. The time τ of comparison is chosen to be around
the intrinsic incoherent time scale of the considered master equation.




τ to ρτ , we use a natural distance measure
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on state space, the so-called fidelity,





It quantifies the operational distinguishability of two density matrices σ and ρ by a series
of measurements. It ranges between zero and unity and is maximal for σ = ρ. The fidelity


















τ converges to the correct state ρτ if we have Fk → 1 for k →∞.




τ , we expect that
already the lowest order terms are very close to the true ρτ , so that Fk rapidly reaches
values close to unity. In contrast, the lowest orders of an expansion with poor convergence
differ appreciably from the true ρτ , so that Fk should increase more slowly with k.
This allows us to compare the speed of convergence of the numerically estimated jump
expansion for α = 0, i.e. without resummation, and for the optimal resummation α =
α˜(t,Rn), Eq. (4.51). We will see that the optimal resummation generally converges
within the lowest two to five orders, whereas the jump expansion with α = 0 converges
only within the lowest 20 to 80 orders, depending on the considered model system. This
gives an impression of the performance gain of the Monte Carlo integration scheme due
to the optimization of the weights of the expansion terms.
6.2.1 Exemplary Master Equations
The Damped Harmonic Oscillator
As the first exemplary Markovian open system, consider the damped harmonic oscillator
discussed in Sec. 3.1. Here, the harmonic oscillator is coupled to a surrounding bosonic
heat bath which describes, for example, the situation of a cavity field mode in contact
with the modes of an environmental electromagnetic field. The dynamics of the damped


























where γ0 is the spontaneous emission rate and Nth is the thermal occupation number of
the surrounding modes at the environmental temperature. Here, jumps correspond to
absorptions (jump operator a†) and emissions (jump operator a) of single quanta from
and to the environment.
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For the numerical solution of Eq. (6.34) and of all following examples, we first propagate
the master equation in a finite basis to obtain ρτ and, second, we apply the Monte Carlo





Here, the finite basis consists of 20 Fock states and we use the final time τ = 6/γ0. The
parameters are chosen as ω0/γ0 = 2 and Nth = 0.5, and the exemplary initial state,
ρ0 = |ψ0〉〈ψ0|, is a superposition of four Fock states, |ψ0〉 = (|19〉+ |18〉+ |17〉+ |16〉)/2.
The Monte Carlo estimate, Eq. (6.20), is calculated for α = 0, i.e. for the jump expan-
sion without resummation, and for the optimal resummation α = α˜(t,Rn), Eq. (4.51).
We use a number N of jump time samples that guarantees convergence of the Monte
Carlo estimate. For α = 0 we draw the jump time samples tni from the distribution





Eqs. (4.40) and (4.46), as suggested by Eq. (6.29). For α = α˜(t,Rn) the jump operators
Lj,α and hence the jump rate depends strongly on time t and on the jump record Rn.
Since the optimal resummation α˜ minimizes the overall jump rate, however, we expect
that the latter is approximately homogeneous, i.e. we take p1(t) = const. Note that we
use the above jump time distributions in the following examples as well, i.e. p(tn) given




jLjρt] for α = 0 and p1(t) = const for α = α˜.
In Fig. 6.1 (a) we plot the fidelity Fk, Eq. (6.33), between ρτ and the jump expansion
up to k-th order. We see that both for α = 0 and for α = α˜, Fk approaches unity
with increasing expansion order k which implies that the numerically estimated jump
expansion converges to ρτ , as intended. We also see that Fk increases rapidly for the
optimal resummation (solid purple line), reaching values around 0.95 after k = 3 orders.
The jump expansion without resummation, in contrast, needs k ≈ 19 orders to attain
comparable values of Fk (dashed blue line), indicating a much slower convergence.
As a specific limiting case of the damped harmonic oscillator, let us consider a zero

















This limit is particularly interesting since Eq. (6.35) exhibits pointer states, i.e. a pre-
ferred set of basis states that the open system rapidly decays to, see Sec. 3.1.2. In
particular, these pointer states are here the coherent states |α〉 exhibiting a vanishing
jump rate, and they are attained on the time scale τdec, Eq. (3.25). In Sec. 2.3 we saw
that the branches of the optimally convergent jump expansion evolve rapidly towards
these pointer states, which implies that a particularly low number of jumps or expansion
orders is necessary to approximate ρt.
In Fig. 6.1 (b) we plot the convergence of the numerically estimated jump expansion
for the initial superposition of two coherent states |ψ0〉 = (|0〉 + |6〉)/
√
2 and for the
parameters ω0/γ0 = 2 and τ = 2/γ0. Again, the fidelity Fk approaches unity with
increasing expansion order k both for α = 0 and for α = α˜. Moreover, this is also the
case for all other master equations considered in the following. This proves the general
validity of the Monte Carlo integration scheme outlined in Sec. 6.1.2 for approximating
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without resummation, α = 0, (dashed blue line) and for the optimal resum-
mation α˜, Eq. (4.64) (solid purple line). The terms ρ(n)τ are obtained by
Monte Carlo integration, Eq. (6.20). The convergence is quantified by the
fidelity Fk between ρτ with the expansion ρ(0)τ + . . .+ ρ(k)τ up to k-th order,
see Eq. (6.33). The four panels represent different master equations: (a) the
damped harmonic oscillator, Eq. (6.34), for a finite temperature correspond-
ing to a thermal occupation Nth = 0.5, and (b) for zero temperature, Nth = 0,
(c) the diffusive limit of quantum Brownian motion, Eq. (6.36), and (d) the
nonselective measurement with feedback, Eq. (3.73). One observes that in all
cases the resummation leads to a highly improved convergence.
the dynamics ρt under Markovian master equations. In the present case, the optimally
resummed jump expansion converges within k ≈ 3 orders (solid purple line) while for
α = 0 it takes k ≈ 30 order to reach comparable values of Fk (dashed blue line). Due to
the existence of pointer states with vanishing jump rates, the difference between α = α˜
and α = 0 in terms of convergence is here even more pronounced than in the finite
temperature case. Also note that here Fk is never below 0.5, which is a special feature
of the initial state.
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Quantum Brownian Motion
As the second exemplary Markovian open system, we consider the diffusive limit of
quantum Brownian motion. As we saw in Sec. 3.2, there are two distinct models that
can be used to describe Brownian motion. The first is the Caldeira-Leggett model which
is obtained by coupling the position coordinate of the Brownian particle to a bosonic heat
bath, see Sec. 3.2.1. In the diffusive limit of large Brownian mass and high temperatures,
the dynamics is described by the master equation








[x, [x, ρt]] . (6.36)
Here, Λth is the thermal de Broglie wavelength of the Brownian particle, γ the rate of
friction, and the jump operator is equal the position operator x.
For the numerical propagation of Eq. (6.36) on a grid, we use the split-operator tech-
nique. The parameters are here chosen to satisfy ~/8pimγ = 15Λ2th. Moreover, we use the
final time τ = 1/3γ and an initial Gaussian wave packet of width σx = 3Λth centered at
x0 = 0. Figure 6.1 (c) confirms the strong convergence gain of the optimal resummation,
already observed in the damped harmonic oscillator, for spatial decoherence. Again, the
optimal resummation converges after a few orders, here around k ≈ 5, whereas the jump
expansion without resummation requires around k ≈ 80 orders to attain comparable
values of Fk (not shown on the scale of the plot).
The second model that can be used to describe quantum Brownian motion is called
collisional decoherence, see Sec. 3.2.2. It describes the interaction of the Brownian par-
ticle with its environment by individual scattering events with background gas particles.
The corresponding master equation reads, in the limit of large Brownian mass,









−iqx/~dq − γρt, (6.37)
with the momentum transfer distribution G(q) and the average collision rate γ. In
contrast to Eq. (6.36), here the jumps or collision events effect momentum kicks of
magnitude q.
We simulate the above linear coupling master equation for a Gaussian momentum
transfer distribution G(q) of width σG and parameters satisfying 2m~γ = 4σ2G. Here
we choose the final time τ = 20/γ and again an initial Gaussian wave packet of width
σx = 3~/σG centered at x0 = 0. As in the previous examples, the optimal resummation
converges rapidly within the lowest k ≈ 4 orders, see Fig. 6.2 (a), solid purple line.
The difference is that here also for α = 0 the fidelity shows a rapid increase at small k
(dashed blue line). While one still needs around k ≈ 13 orders to reach a fidelity of 0.95,
we observe that already the lowest orders yield a fairly good estimate for ρτ . Therefore,
we also plot the cumulative weight distributionWk = w0(τ) + . . .+wk(τ) in Fig. 6.2 (b),
which shows that the lowest order weights are strongly suppressed for α = 0 and that
the convergence for the optimal α˜ is clearly superior.
The above result indicates that a strong increase of the fidelity does not necessarily
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Figure 6.2: Convergence of the jump expansion for collisional decoherence, Eq. (6.37),
for the optimal resummation α˜ (purple solid line) and without resummation,
α = 0 (blue dashed line). In (a) we plot the fidelity Fk analogous to Fig. 6.1,
whereas (b) shows the cumulative sum of the weights of the expansion terms
up to k-th order,Wk = w0(t)+ . . .+wk(t). Note that, here, the fidelity shows
a strong increase even for α = 0. The comparison of (a) and (b) however
shows that this rapid increase of Fk does not imply a strong convergence of
the jump expansion without resummation. It is rather a special feature of col-
lisional decoherence (compare to Fk for different exemplary master equations,
Fig. 6.1).
imply a rapid convergence of the jump expansion. In the above collisional decoherence
example, all orders lower than k = 5 have very small weights and hence the jump
expansion is far from converged. The fidelity between the exact ρτ and the normalized
expansion up to 5-th order gives F5 ≈ 0.75, however, which means that the lowest orders
are quite similar to ρτ despite their low weights. This behavior was not observed in
the other exemplary master equations, see Fig. 6.1, which implies that it is a special
feature of collisional decoherence. Note that the weights wk(τ) are the actual subject
of optimization by the resummation α˜ and not the fidelity, see Sec. 4.3.1. The optimal
resummation therefore works as well for collisional decoherence as for the other master
equations. Also note that, if we cannot propagate ρt directly, for example for more
complicated master equations or higher dimensional Hilbert spaces, Fk is not available.
In this case the weights wk(τ) are the only available criterium by which one can estimate
whether the jump expansion has converged or not.
But what causes this specific behavior of collisional decoherence? The short answer is
that collisional decoherence does not do much to the initial state besides destroying its
spatial coherences. Since here we have a set of continuously distributed momentum kicks
for α = 0, a probabilistic mixture of all single-jump transformations has exactly this
property and there is only very small room for optimization by α˜. Compare this to the
damped harmonic, where the initial state changes completely, or to the Caldeira-Leggett
model, where we have only a single jump operator.
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Nonselective Measurements
As the last example, we consider the nonselective measurement of an electromagnetic
cavity with feedback, see Sec. 3.3.1. This measurement is realized by sending two-level

















n〈±l+n〉|n〉〈n|, |±l〉 = exp(ipilσz/2d)|±〉, and |±〉 = (|0〉± |1〉)/
√
2. Here,
the index l = 0, 1, . . . , d stems from the different bases in which the atomic probes can be
measured, and any single l defines a valid cavity measurement. To increase the amount of
extracted information one can also vary l from one measurement to the next which gives
the sum in Eq. (6.38). We will here use d = 19 and the exemplary probe measurements
with l = 0 and l = 10, i.e. we have the four jump operators M+,0, M−,0, M+,10, and
M−,10. In addition, we will apply the feedback operation a† whenever we detect the
outcome +, 0, which changes the first jump operator to Mfb+,0 = a†M+,0, and stabilizes
the cavity in the Fock state |19〉, see Sec. 3.3.1.
For the numerical simulation of Eq. (6.38) we use the parameters γ = 2ω, τ = 40/γ,
and the initial coherent state |β〉 with β = 2. In Fig. 6.1 (d) we plot the fidelity between
ρτ and the Monte Carlo estimate for the jump expansion for α = 0 and for α = α˜
as a function of the expansion order k. Again, the high convergence of the optimal
resummation observed in the previous examples is confirmed. It converges within k ≈ 2
orders, whereas one needs to take into account k ≈ 40 orders for α = 0 to obtain a
faithful estimate of ρτ .
In conclusion, we saw that the Monte Carlo integration method successfully approxi-
mates the time evolution ρt of a wide variety of Markovian open systems. Being based on
the jump expansion, the adaptive resummations derived in Chap. 4 can be used to opti-
mize the efficiency of this approximation method. In the examples considered here, we
saw that, making use of the optimal resummation, one can obtain a reliable estimate of
ρt by evaluating only the lowest 2 to 5 expansion terms. It would be quite interesting, as
mentioned above, to benchmark this approximation method against the standard Monte
Carlo wave function approach which does not incorporate such a possibility of optimiza-
tion. The strong convergence of the optimized jump expansion observed in the present
chapter also indicates that it may facilitate new analytic approximations to Markovian
open systems besides those derived in Chap. 5.
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7 Incoherent Control of the Retinal
Isomerization in Rhodopsin
In the previous chapters we have pursued a deeper understanding of the incoherent
evolution of Markovian open quantum systems based on an adaptive resummation of
the associated master equation dynamics. Our expressed goal was to find approximate
analytical models that can be used for a purposeful implementation of incoherent dy-
namics, or short, for incoherent control. Based on the specific analytical description of
the Landau-Zener problem in the presence of dephasing derived in Chap. 5 [20], we now
outline a simple and robust method to control the isomerization dynamics of the large
biomolecule rhodopsin under ambient conditions [22].
The underlying motivation is that physicists have pursued to control the dynamics of
quantum systems in a coherent fashion since the advent of lasers. The coherent nature of
the laser light allows one to take direct influence on the Hamiltonian of a given quantum
system and thereby manipulate constructive or destructive interferences to obtain specific
target quantum state [106, 107]. As the logical extension of conventional photochemistry,
this coherent quantum control was first applied to the selective making and breaking of
chemical bonds in molecules [108–110]. Later on, it proved to be useful in other areas
such as solid state physics [111] or quantum information [8] as well.
Coherent control usually considers a closed quantum system that is to be steered
towards a specific final state by means of a time-dependent control Hamiltonian. This
framework is particularly successful when applied to small systems that involve a limited
number of discrete energy levels and are well isolated from their surroundings. A small
molecule, for example, can be guided through its Born-Oppenheimer potential landscape
towards a specific target configuration by applying time-separated femtosecond optical
pulses in a deliberate fashion. This can be used, for example, to change the branching
ratio for a given chemical reaction of that molecule [112]. In larger systems, however, it
becomes more and more difficult to address a specific quantum state with a single optical
pulse. Take, for example, a large polyatomic molecule with its multitude of densely spaced
electronic and rovibrational energy levels. Moreover, the couplings among system states
lead to a rapid redistribution of the energy, initially localized in a specific excited state,
to other unwanted states.
To some extent, these obstacles can be overcome by optimal control where the control
pulses are shaped in the time and energy domain. Crucially, the pulse shapes that one
applies are optimized for a desired target quantity. This can be done either numerically,
by an a priori simulation of the system dynamics, or experimentally, by measuring the
target quantity for a given pulse shape and updating the latter adaptively, for example
by using evolutionary optimization algorithms. Even though one hardly understands
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why this or that complicated pulse shape is optimal for a given task, optimal control was
found to achieve good results for astonishingly complex quantum systems [23, 113, 114].
Optimal control is, however, also limited in terms of the number of degrees of freedom it
can address, since larger and larger systems call for ever more refined pulse shapes.
Another problem for coherent control is the often unavoidable influence of a large
uncontrollable environment on the controlled system. The ensuing decoherence generally
leads to a loss of purity which one must compensate if the target of control is a pure state
[8, 115]. Moreover, the environment can result in noisy system parameters or imperfect
control fields. This implies additional restrictions on the accuracy of the control process,
and it can even be prohibitive for certain targets, especially in large systems [116].
One possibility to avoid the discussed limitations of coherent quantum control in terms
of system-size and robustness to environmental noise is to exploit the incoherent dynamics
of open quantum systems. This is called incoherent control as a complement to the
coherent control described above. It can be realized by controlling how the system
interacts with the surrounding environment [117, 118], by engineering the environmental
state [9, 119, 120], or by implementing additional incoherent processes such as a quantum
measurement [121, 122].
To illustrate the advantages of incoherent control, remember that the open system
dynamics due to a Markovian environment differs qualitatively from the dynamics of
closed systems under the Schrödinger equation, see Chap. 2. For example, a Markovian
master equation,














generally effects a contraction on state space. Unlike the Schrödinger equation, it can
therefore exhibit fixed points or steady states which are independent of the initial state
and of the specific dynamics at intermediate times.
A prominent method that relies on the existence of such fixed points in open systems
is optical pumping. Here, Hamiltonian driving is used to single out a specific fixed point.
Another example is the damped harmonic oscillator, Eq. (3.5). Here one can manipulate
the jump operators or, more precisely, the rates of absorption and emission of a photon,
Eq. (3.10), by changing the environmental temperature. The fixed point is then given by
the corresponding thermal state, Eq. (3.18). The idea of engineering the steady state of
an open quantum system has attracted quite some attention of late [9, 11, 119, 120, 123–
128], since it implies robustness both to the intricate evolution of a large number of
coupled quantum states and to small imperfections due to environment coupling. In
practice however, it can only be realized in highly engineered systems [117, 118, 129], in
which one can access and design suitable environmental couplings and thus choose the
jump operators Li.
A different way of controlling an open system incoherently is by means of quantum mea-
surements. Generally, there are two ways to do so. One can apply specific system trans-
formations conditioned on the outcomes of a series of measurements [54, 121, 130, 131]—
this is called feedback control. It requires, however, that one can actually detect the
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measurement outcomes with high resolution and that the measurement is repeatable,
i.e. that the system state is not destroyed. Again, these conditions are usually satis-
fied only in highly engineered model systems [63, 122, 132–134]. Alternatively one can
implement a measurement without actually reading off the outcomes which is called a
nonselective measurement, see Secs. 2.1.3 and 3.31. This method is robust and more
widely applicable than those mentioned above, since the demands on the measurement
are quite low: It must only in principle allow one to distinguish between different states.
If the nonselective measurement is carried out in a continuous fashion, one effectively
implements a Markovian master equation (7.1) with the jump operators given by the
measurement operators, see Eq. (3.76). First proof of principles studies of incoherent
control by nonselective measurements have already been carried out [12, 135] and we will
here apply it to control a prototypical biomolecular reaction, the isomerization of the
visual pigment protein rhodopsin.
7.1 Coherent and Incoherent Isomerization Dynamics
Let us demonstrate how incoherent control works by means of a specific example: the
isomerization reaction of rhodopsin. Rhodopsin is the pigment protein contained in
the rod and cone cells of the vertebrate retina. It detects the incidence of photons by
absorbing them in an isomerization reaction of its cofactor2 retinal, see Fig. 7.1. As a
result of the isomerization of retinal, rhodopsin changes its three-dimensional structure,
setting off a biochemical reaction chain that culminates in the creation of an action
potential in the sensory neurons [137–140]. The isomerization of rhodopsin or, more
precisely, that of retinal therefore constitutes the primary event in the process of vision
[141, 142]. After some time and under consumption of biochemical energy, rhodopsin
changes back to its initial structure with the retinal cofactor back to the original isomer
so that it is rearmed for absorbing another photon [142–144]. A quite similar protein
called bacteriorhodopsin is responsible for light harvesting in certain bacteria such as
halophilic archae [145], which are unable to carry out photosynthesis. Instead of setting
off a sensory reaction chain, bacteriorhodopsin spends the energy of the incident photon
for proton pumping and thereby acts as the primary source of energy in the mentioned
bacteria.
Retinal is a relatively small organic molecule consisting of a phenyl-ring and a fourfold
unsaturated polyene chain. Due to the four double bonds, there exists a variety of
retinal isomers. Only two of them are of importance in the isomerization that takes
place in the visual pigment rhodopsin: the 11-cis isomer and the all-trans isomer, see
Fig. 7.2. Retinal starts in the 11-cis state corresponding to the minimum of the lowest
1In this sense, the analytical examples in Chap. 5 can also be considered incoherent control setups: In
the first example one controls the reflection of a particle by a nonselective left-right measurement
and in the second example one controls tunneling by a nonselective measurement of the populations
of a two state system.
2A cofactor is a non-protein molecule that is responsible for the biological functionality of the protein it
is attached to. A protein and its cofactor are not necessarily covalently bound and organic cofactors
are often vitamins.
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Figure 7.1: The 3D structure model of bovine rhodopsin, as obtained from crystal struc-
ture analysis [136] (see also pdb.org). At the center of the protein is the
covalently bound cofactor retinal, depicted in gray, which is responsible for
the absorption of visual light.
lying Born-Oppenheimer potential. Femtosecond spectroscopy experiments [146, 149]
indicate that an absorption of a 500 nm photon leads to a transition of the ground state
wave packet to the surface of the first excited electronic state, where it starts to evolve.
Figure 7.2 presents a schematic picture of the ensuing evolution of the wave packet in
the isomerization coordinate. Crucially, it reaches an avoided crossing with the electronic
ground state potential after about 110 fs [147]. At this point, part of the population stays
in the excited electronic state, proceeding towards the potential minimum associated with
the all-trans isomer which is reached after about 200 fs [146, 149]. The other part of the
wave packet tunnels to the initial Born-Oppenheimer surface and proceeds uphill until it
reaches a turning point and then goes back in the opposite direction. It therefore reaches
the avoided crossing of the two potential surfaces for a second time, where now part of the
population proceeds towards the initial 11-cis isomer and the other part tunnels to the
excited state potential. Gradually dissipating its vibrational energy to other vibrational
degrees of freedom and to the environment, the molecule reaches either the 11-cis or
the all-trans isomer without any further return to the avoided crossing. The coherent
tunnelings described above continue for about 1 to 2 ps [148].
In the end, about 65% of the total population of retinal is found in the all-trans isomer
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110 fs 200 fs
Figure 7.2: Schematic of the isomerization dynamics of retinal. Starting at the minimum
of the lowest electronic potential which corresponds to the 11-cis isomer,
retinal is excited by a 500 nm photon, Ein = hc/500 nm [146]. On the excited
electronic potential, the wave packet starts to evolve along the isomerization
coordinate (x-axis) and reaches an avoided crossing after 110 fs [147]. There,
one part stays in the excited electronic state and the other part tunnels
back to the electronic ground state potential. Whereas the former proceeds
within 200 fs [146] to the minimum of the excited electronic potential which
corresponds to the all-trans isomer, the latter proceeds uphill, turns back,
and eventually reaches the avoided crossing for a second time. Again, the
wave packet experiences partial tunneling with one part going back to the
11-cis isomer. This coherent tunneling continues for about 1 to 2 ps [148].
Once the wave packet has reached either one of the two potential minima,
it dissipates the excess vibrational energy to the environment preventing it
from returning to the avoided crossing.
[147, 150]. This isomerization yield is much higher than that of comparable isomerization
reactions in solution [150, 151] since the protein architecture surrounding retinal was
optimized by natural selection over billions of years. The high isomerization yield can be
attributed to the extremely fast 200 fs time scale, which makes the retinal-isomerization
in rhodopsin one of the fastest biochemical reactions ever observed [146]. It should be
mentioned, however, that within 200 fs it is impossible to perform the rotation of the
complete C4H4O-tail of retinal as the structural formulas for the two isomers in Fig. 7.2
suggest. The actual 3-dimensional shape after 200 fs is highly twisted and carries lots
of excess vibrational energy—this intermediate product is called photorhodopsin. The
transformation from photorhodopsin to the relaxed all-trans isomer called bathorhodopsin
then occurs with near unit efficiency on a picosecond time scale [146, 152].
But how can one perform a nonselective measurement in this highly complex biomole-
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cule? To see this, note that the fundamental difference between the all-trans and the 11-
cis isomer of retinal is the arrangement of the constituent atoms in 3-dimensional space.
Due to the structural differences, the two isomers have completely different vibrational
eigenmodes and hence, for example, different absorption spectra in the infrared [152]. In
other words, while one isomer may be transparent to a given infrared photon, the other
one may have a finite absorption cross section at that frequency. Detecting the absorption
of one such photon therefore constitutes a measurement of the retinal configuration state.
What is more, for a nonselective measurement one need not worry about the actual
recording of the absorption event—one can simply shine in infrared light at the relevant
frequency to induce decoherence described by the master equation (7.1).
To be more specific, the infrared absorption spectra of rhodopsin show two things [152]:
First, the absorption spectra of the electronic ground state and of the first excited state
differ sharply in the vibrational modes associated with the concerted hydrogen-out-of-
plane (HOOP) motion. In the corresponding spectral region between 800 and 950 cm−1,
the electronic ground state shows almost no absorption, whereas the first electronic state
exhibits a pronounced structure involving three absorption peaks. Second, it was shown
that the absorption spectra evolve along the isomerization coordinate [152]. For the
present purpose of controlling the isomerization yield of rhodopsin, we here make use
of the first aspect, i.e. the different infrared absorption cross sections of the involved
electronic states, to implement a nonselective measurement of the electronic state during
the isomerization dynamics [22]. Experimentally, several ways of making retinal absorb
photons in the desired HOOP-mode have been demonstrated—one, by directly shining
in infrared laser light [153], and two, by using a two-photon-process in the visual domain
to implement a stimulated Raman transition [152].
7.1.1 The Closed Two-State Model for the Isomerization of Rhodopsin
To simulate the time evolution of rhodopsin under the influence of a nonselective measure-
ment, we choose the simplest conceivable Hamiltonian model. The Born-Oppenheimer
potential energy landscape depicted in Fig. 7.2 is represented by two coupled quantum
mechanical oscillators with frequencies ω1 and ω2. Hence, the Schrödinger equation
describing the closed isomerization dynamics of retinal reads















+ 1⊗ α(|1〉〈2|+ |2〉〈1|)] |ψt〉. (7.2)
Here, the states |1〉 and |2〉 are the ground and first excited electronic state, x is the
isomerization coordinate, and ∆E and ∆x are the energy and isomerization coordinate
offset between the electronic potential curves, see Fig. 7.2. In agreement with experi-
mental data [146], we set the energy difference Ein of the harmonic potentials at x = 0
to Ein = hc/λ = hc/500 nm, and the offset of their minima to ∆E = 0.6Ein. This
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The initial state |ψ0〉 of the isomerization dynamics is the state immediately after the
excitation due to an incoming 500 nm photon, i.e. the vibrational ground state |v0,1〉 of
the lowest electronic potential promoted to the first electronic potential surface,














Note that in Eqs. (7.2) to (7.5), the mass m only appears as a factor of x2 and as a divisor
of k2. In other words, it simply rescales the position coordinate and hence all numerical
results discussed below are independent of m.
The only remaining parameters in the above two state model, Eqs. (7.2)–(7.5), for the
isomerization dynamics of retinal are the frequencies of the harmonic electronic potentials
ω1 and ω2, and the coupling constant α. Note that ω1 = 2pi/T1 and ω2 = 2pi/T2
should be chosen in such a way that a given initial wave packet evolves according to the
above mentioned, experimentally determined time scales. Specifically, it should reach
the avoided crossing after about 110 fs and it should reach the minimum of the excited
electronic potential after about 200 fs. These requirements are fulfilled by choosing
T1 = 300 fs and T2 = 600 fs.
The adequate coupling constant α is determined in the following way: first, we assume
that the transits through the avoided crossing occur completely coherently until about
1.1 ps, in agreement with experimental results [148]. Second, if the wave packet reaches
one of the potential minima corresponding to the 11-cis and the all-trans isomer, it does
not come back to the avoided crossing. We can therefore propagate the initial wave
packet, Eqs. (7.4) and (7.5), with the Schrödinger equation (7.2) for 1.1 ps, with an
absorbing, imaginary potential located at the bottom of each potential. In Fig. 7.3 we
plot the resulting population in the all trans isomer as a function of time. This population
shows a steplike behavior involving four steps between 0 and 1.1 ps. We conclude that
the wave packet experiences seven transits of the avoided crossing (four from left to right
and three from right to left), with each left-to-right-transit depositing a finite population
to the all-trans isomer state. The adequate coupling constant α must then result in
the experimentally determined final all-trans population (0.65). For the chosen model
parameters we have α/~ = 0.1 fs−1, see Fig. 7.3. Also, we see that the last step is only
about 0.01 high, which means that after 1.1 ps almost the entire population has been
transferred either to the all-trans or to the 11-cis isomer.
The evaluation of the all-trans population as a function of the coupling constant α
suggests that the partition ratio for each individual transit of the avoided crossing is
well described by the Landau-Zener tunneling probability, Eq. (5.39), as indicated by
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Figure 7.3: Population in the all-trans isomer as a function of time, blue solid line, ob-
tained by numerical propagation of the initial wave packet, Eqs. (7.4) and
(7.5), under the Schrödinger equation (7.2), with an absorbing potential at
the bottom of the two harmonic potentials. In Eq. (7.2), ∆E = 0.6Ein and
∆x, Eq. (7.3), are fixed by the experimentally determined excitation energy
Ein = ch/500 nm [146]. Moreover, we use the parameters ω1 = 2pi/300 fs,
ω2 = 2pi/600 fs, and α/~ = 0.1 fs−1 to reproduce the experimentally ob-
served time scales and the final isomerization yield (see text). In addition,
the plot confirms the experimental observation that a single transit of the
avoided crossing of the electronic potentials is well described by coherent
Landau-Zener tunneling [148]: The dashed black lines in the plot represent
the probabilities Pn(δ), Eq. (7.6), for n independent Landau-Zener transits
for n = 1, 3, 5, 7, where the adiabaticity parameter, δ = 0.115, is fixed by the
wave packet velocity at the avoided crossing.
experimental studies [154]. This can be seen in Fig. 7.4, where we plot the numerically
obtained all-trans populations after a single transit (from left to right) and after three
transits (left-right, right-left, left-right) and compare this to the probability Pn(δ) for
experiencing n − 1 tunnelings plus one no-tunneling transition in an odd number n





(1− exp[−2piδ])2i, for n odd. (7.6)
The relevant adiabaticity parameter for our two state model, δ = 11.5(α/~)2 fs2, is fixed
by the wave packet velocity at the avoided crossing which, in turn, is determined by
the potential energy offset between the initial position on the excited Born-Oppenheimer
surface and the crossing point. We see that P1(δ) and P3(δ) (solid lines in Fig. 7.4) are
in very good agreement with the numerically obtained populations (dotted lines). This
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Figure 7.4: Population in the all-trans isomer obtained by numerical propagation of the
initial wave packet, Eqs. (7.4) and (7.5), under the Schrödinger equation (7.2)
as a function of the coupling constant α/~ between the electronic potentials.
Blue dots represent the population after one transit (from left to right) of
the avoided crossing and light green dots that after three transits (left-right,
right-left, left-right). Compare this to the probabilities P1(δ) and P3(δ) (with
δ = 11.5(α/~)2 fs2, see text), Eq. (7.6), for ending up in the initial diabatic
state after one and three independent Landau-Zener transits (blue line and
light green line, respectively).
observation can be confirmed in Fig. 7.3 , where we mark the Landau-Zener predictions
Pn(δ) for n = 1, 3, 5, 7 and δ = 0.115 (i.e. for α = 0.1) by dashed horizontal lines.
7.1.2 The Rhodopsin Isomerization under Nonselective Measurements
As mentioned above, the basic idea to implement a nonselective measurement in rho-
dopsin is to shine in infrared light. This must be done at a specific wavelength which is
scattered or absorbed differently by the two electronic states involved in the isomeriza-
tion reaction. Experimental studies show that the hydrogen-out-of-plane modes between
800 and 950 cm−1 are particularly suited for this purpose: while the electronic ground
state |1〉 is transparent to infrared photons at 850 cm−1, the first excited electronic state
|2〉 exhibits a finite cross section [152]. Consequently, if one could unambiguously detect
whether a single 850 cm−1 probe photon was absorbed by retinal or not, then the de-
tection of an absorption event would project retinal onto |2〉. Even if one does not have
the ability to detect single measurement outcomes, the continuous illumination of retinal
with 850 cm−1 photons constitutes a nonselective measurement of the electronic state,
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see Secs. 2.1.3 and 3.3. It therefore gives rise to the master equation
∂tρt = − i~ [Hret, ρt] + γ
{
(1⊗ |2〉〈2|)ρt(1⊗ |2〉〈2|)− 1
2









{(1⊗ |2〉〈2|)ρt(1⊗ |2〉〈2|) + (1⊗ |1〉〈1|)ρt(1⊗ |1〉〈1|)− ρt} ,
(7.7)
















Here, the nonselective measurement rate γ is given by the intensity of the incoming
infrared radiation times the absorption cross section of the first excited electronic state.
Equations (7.7) and (7.8) constitute our open quantum model for the isomerization of
retinal under the influence of a continuous nonselective measurement of the electronic
state.
Before propagating the master equation (7.7) and determining the isomerization yield
for various measurement rates γ, let us give a short outlook on what to expect qualita-
tively. We saw in the previous section that the final isomerization yield is determined by
the transits of the excited state wave packet through the avoided crossing of the two elec-
tronic potentials. These transits, in turn, are well described by consecutive Landau-Zener
tunnelings. Furthermore, in Sec. 5.2 we found that Landau-Zener tunneling is suppressed
in the presence of dephasing or a nonselective measurement. Specifically, the tunneling
probability P (δ, γ) decreases monotonically from its coherent value of 1−exp(−2piδ) (for
γ = 0) to the lower limit (1 − exp[−4piδ])/2 in the case of infinitely strong dephasing
and the analytic expressions (5.121) and (5.122), that were found by means of an adap-
tive resummation of the open Landau-Zener jump expansion, interpolate between the
two limits. Therefore, equivalently to Eq. (7.6) for a series of coherent Landau-Zener
tunnelings, the open Landau-Zener probability after an odd number n of transits reads
Pn(δ, γ) = P (δ, γ)
(n−1)/2∑
i=0
(1− P (δ, γ))2i, (7.9)
with P (δ, γ) given by Eq. (5.122).
The Landau-Zener analogy suggests to enhance the isomerization yield by applying the
nonselective measurement dynamics, Eq. (7.7), whenever the excited state wave packet
transits the avoided crossing from left to right. We have to keep in mind, however, that
the Landau-Zener problem describes an idealized avoided crossing of two states whose
energy difference varies linearly from −∞ to∞. In contrast, our two-state model for the
isomerization of retinal, Eq. (7.2), involves the continuous isomerization coordinate x,
i.e. it governs the evolution of wave packets on a potential energy landscape. Moreover,
unlike in the Landau-Zener problem our initial state |ψ0〉 as given by Eqs. (7.4) and (7.5),
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will explore only a finite region of the entire coordinate space and hence experience only
a finite energy difference between the electronic potentials.
Single Transit
Let us first look into the numerically exact γ-dependence of a single transit through the
avoided crossing in retinal. In order for that, we propagate Eq. (7.7) until about 200 fs
and determine the population in the all-trans isomer. The blue line in Fig. 7.5 shows the
all-trans population as a function of γ on a semi-logarithmic plot. For comparison, we also
plot the analytic open Landau-Zener probability (dashed black line) given by Eq. (7.9)
for δ = 0.115 (see above). We see that initially, for measurement rates γ ∈ [0, 2 fs−1],
the all-trans population behaves as predicted by the analytic open Landau-Zener model.
When, however, γ exceeds the inverse of the smallest coherent time scale, indicated by
Ω on the abscissa, the all-trans population starts rising above its Landau-Zener limit of
1/2 + exp[−4piδ]/2 and eventually approaches unity. Here, the inverse of the smallest
coherent time scale is given by the Rabi frequency Ω of the coupled electronic potentials
immediately after the initial excitation pulse,
Ω =
√
(Ein/~)2 + (α/~)2 ≈ Ein/~. (7.10)
Note that the Landau-Zener model involves no such maximal coherent frequency since
the energy offset of the considered levels varies between −∞ and ∞. The finite energy
offset in the more realistic two state model, Eq. (7.7), therefore implies that we have
more possibilities for controlling the isomerization yield of retinal.
An intuitive explanation why the passage through the avoided crossing increases with
growing rate γ is given by the quantum Zeno effect: Frequent measurements of the elec-
tronic state prevent the system from evolving away from an eigenstate of the uncoupled
Hamiltonian, which in turn enhances the diabatic transition. In practice, the measure-
ment rate cannot be increased arbitrarily since retinal can absorb only a finite amount
of infrared photons without disintegrating. The corresponding maximal sustainable in-
frared radiation power is determined both by the number of absorbing modes and by
the time scale on which the excess vibrational energy is redistributed to other modes.
In case of the HOOP frequencies between 800 and 950 cm−1 we have three modes corre-
sponding to the wagging motion of C10–H, C11–H, and C12–H. In view of the C–H bond
energy (≈ 4 eV) and the energy of a photon at HOOP frequency (≈ 0.1 eV), a rate of
γ = 100 fs−1 (see Fig. 7.5) applied over a 200 fs interval would be too much.
A simple way to reduce the energy absorbed by retinal is to only induce infrared
absorption during the actual transit of the avoided crossing. If we apply a measurement
with rate γ > 0 within the time interval of the transit, t ∈ [90 fs, 120 fs], and switch it off
otherwise, we reduce the vibrational energy transferred to the retinal molecule by 85%
compared to the continuous measurement over the entire 200 fs interval. The required
femtosecond infrared or Raman pulses are feasible with present day technology [152, 153,
155–158]. What is more, the all-trans population for this pulsed measurement exceeds
that of a continuous measurement by as much as 0.2, see purple line in Fig. 7.5. This
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Figure 7.5: Population of the all-trans isomer after the first 200 fs as a function of the
measurement rate γ. The red dotted line corresponds to the continuous
nonselective measurement dynamics over the entire 200 fs time interval. The
black dashed line depicts the corresponding prediction of the analytical open
Landau-Zener model, Eq. (7.9). One observes that the isomerization yield
increases strongly once γ exceeds the characteristic coherent system time scale
Ω. The blue solid line shows the result of a pulsed nonselective measurement,
applied only during the time period t ∈ [90 fs, 120 fs] when the wave packet
passes the avoided crossing. Note that the isomerization yield gets enhanced
substantially in the pulsed case, even at moderate measurement rates γ ' Ω.
further increase of the diabatic transition probability results from the fact that besides
suppressing Landau-Zener tunneling, dephasing stretches the characteristic tunneling
interval, see Eq. (5.59) for example. Hence, in the case of pulsed dephasing we limit the
suppressed, incoherent tunneling to a small time period.
Multiple Transits
Having described the effect of a nonselective measurement on a single transit through the
avoided crossing of the electronic potentials, let us consider the final all-trans population
after 1.1 ps and seven transits in total. In Fig. 7.6 we plot the all-trans population (solid
line) resulting from pulsed measurements applied during the transits of the avoided cross-
ing, i.e. in the time intervals [90 fs, 120 fs], [390 fs, 420 fs], [670 fs, 700 fs], and [960 fs, 990 fs].
The inset depicts the time-dependent switching of the measurement. Note that in this
case only the left-to-right transits are addressed since they are the ones that contribute to
the final all-trans population. A measurement-induced suppression of tunneling during
the right-to-left transits would lead to a higher population in the unwanted 11-cis isomer.
The final all-trans population after seven transits is naturally higher than that af-
ter a single transit. It increases monotonically with γ, starting from its experimentally
observed value of 65% at γ = 0, and eventually approaches unity. Note that the mea-
140
7.1 Coherent and Incoherent Isomerization Dynamics































Figure 7.6: Final isomerization yield for a pulsed nonselective measurement with rate γ
(solid line). For comparison, the dashed line shows the result of the ana-
lytical open Landau-Zener model, Eq. (7.9). The inset indicates the periods
when the measurement is switched on (abscissa in fs), corresponding to times
when the excited state wave packet transits the avoided crossing from left
to right. An all-trans population of 80% is obtained already at a moderate
measurement rate of 2 fs−1.
surement rate γ, necessary for achieving a given population, is roughly one order of
magnitude lower than in the previous section. For example, a moderate rate of 2 fs−1
leads to a yield of 80%. Again, we plot the prediction of the open Landau-Zener model,
Eq. (7.9), for comparison (dashed line).
In conclusion, we saw that adequately timed infrared or two photon Raman pulses can
be used to optimize the isomerization dynamics of the visual pigment protein rhodopsin,
which constitutes the primary event in human vision. The underlying incoherent dy-
namics boosting the natural isomerization yield of 65% up to unity, in principle, is based
on the back action of a nonselective measurement. The measurement distinguishes the
electronic states involved in the isomerization by means of their unique spectral signa-
tures between 800 and 950 cm−1. This purposeful implementation of decoherence was
inspired by the Landau-Zener analogy for the avoided electronic potential surface cross-
ing and ultimately facilitated by the analytical description of Landau-Zener tunneling in
the presence of dephasing, see Chap. 5.
The performance of the proposed incoherent control scheme surpasses that of compa-
rable coherent control schemes [23]. What is more, the necessary optical controls are
simpler to implement since they only require a pulsed laser source and no advanced pulse
shaping techniques, and the underlying incoherent control mechanism is more robust
as it is not prone to environmental noise. With these advantages over coherent control
schemes, the measurement based, incoherent approach not only offers a new powerful
handle on the biological processes of photon detection and energy harvesting, but on the




This thesis was aimed at deriving new analytical and numerical tools for a deeper un-
derstanding of open quantum dynamics. To summarize, in Chapter 4 we saw that one
obtains a nonperturbative jump expansion of general Markovian open quantum dynam-
ics by decomposing the Lindblad generator into two parts, similar to the Dyson series
for weakly perturbed closed quantum systems. The absence of a small parameter in the
jump expansion made it necessary to ensure its convergence in a second step by resum-
mation. Motivated by the invariance properties of the master equation, this was realized
by introducing a complex shift to the jump operators. We found that the convergence
after the resummation is optimal if these shifts are adapted to time and to all previously
occurred jumps. Besides this optimal adaptive resummation, there exists a variety of
suboptimal resummations with a simpler algebraic structure, so that one can tailor the
jump expansion to one’s specific needs.
Based on a particularly simple but strongly convergent resummation of the jump ex-
pansion, we were able to derive highly accurate analytic approximations to two long-
standing open quantum problems in Chapter 5: the spatial detection of a free particle
and the open Landau-Zener system. In both systems we showed that the adaptive re-
summation method provides a compelling, intuitive dynamical picture which facilitates
an analytic description: The spatial detection setting is mapped to the multiple quantum
scattering at an imaginary potential step and the open Landau-Zener problem is mapped
to a classical alternating Markov chain. Comparing the obtained analytic approxima-
tions to the numerically exact results, we found that the former are accurate to the per
mil level.
In Chapter 7 we used the newly gained intuition about the open Landau-Zener sys-
tem to design a robust control scheme based on the incoherent parts of the system
dynamics. In particular, we studied the isomerization dynamics of the visual pigment
protein rhodopsin and saw that it can be controlled by a continuous or pulsed nonselec-
tive measurement in the infrared. While this scheme requires pulsed laser sources but
no advanced pulse shaping techniques and the underlying incoherent dynamics is not
prone to environmental noise, it may boost the isomerization yield from its natural value
of 0.65, which is already the result of evolutionary optimization, up to values close to
unity. Measurement based incoherent control therefore offers a new, powerful handle not
only on the biological processes of photon detection and energy harvesting, but on the
chemical reaction dynamics of large molecules in general.
Besides facilitating analytic descriptions of Markovian open systems, the adaptive re-
summation scheme can also be used as a new, efficient method for the numerical simula-
tion of their dynamics. In Chapter 6 we derived the corresponding numerical algorithm
which approximates the jump expansion terms by standard Monte Carlo integration
143
8 Conclusions
with importance sampling. The strong convergence after the resummation implies that
one can evaluate the contributions to the dynamics one by one, in the order of their
importance. This contrasts with the standard simulation method based on quantum
trajectories which approximates the time evolution with a single indiscriminate sum.
We demonstrated the general validity and the efficiency of the Monte Carlo integration
scheme in three exemplary, paradigmatic open systems. More specifically, we saw that
the optimal resummation converges within the lowest two to five orders.
Based on the strong convergence of the optimal resummation for all considered Marko-
vian master equations, we expect that this technique can advance our understanding of
other open quantum systems as well. On the one hand, the strong convergence implies
a generally high efficiency of the Monte Carlo integration method. In this respect, a
systematic comparison to the performance of the standard quantum Monte Carlo wave
function approach would be illuminating. On the other hand, it implies that we have
considerable room for adapting the jump expansion to other master equations in order
to obtain specific simple and yet strongly convergent suboptimal resummations. This,
in turn, would facilitate the mapping of the system dynamics to analytically accessible
stochastic processes, similar to those treated in Chapter 5. The physical intuition that
comes along with such analytic descriptions could then be employed for designing new,
robust incoherent control techniques, as we showed in Chapter 7.
One can also think of extending the present expansion and resummation scheme to
other quantum control scenarios. For example, one could optimize the jump expansion to
effect a rapid increase of a desired target functional of the evolved quantum state. This
was already considered for expansions of open system dynamics into quantum trajectories
[71]. To result in an increased target functional for the final density matrix, such an
optimal control scenario should of course go beyond the invariant transformations of the
master equation and associated jump operators, Eqs. (4.20) and (4.21). One can also
extend the range of application of the adaptive resummation method to non-Markovian
open systems. This can be done by mapping a system coupled to a bath with finite
correlation times to an extended system with additional quantum degrees of freedom
which couple to a memoryless environment [159]. Then, the resulting Markovian system
is again directly accessible with the jump expansion. Furthermore, given the similarity
of the jump expansion to perturbative expansions of closed systems and therefore to
quantum scattering theory, one could use the former for deriving an incoherent quantum
scattering approach. Such a formalism has possible applications in inelastic nuclear
scattering, where the multitude of collective motional states of the nucleus act as an
environment to the actual scattering process [160]. In this line of thought, the reflection
of a free particle at a measurement boundary described in Chapter 5 can be seen as a
simple incoherent scattering example.
Finally, the optimal resummation of the jump expansion has implications for the study
of pointer states, i.e. the distinguished set of basis states with presumably classical prop-
erties that any open system ultimately decays to. At present, the pointer states of a
given open system can be identified as the solitonic or steady state solutions of a specific
nonlinear evolution equation for pure states. This nonlinear equation was established
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based on empirical observations in certain paradigmatic open systems [14, 49, 51], and
it can be associated with the deterministic part of a specific unraveling of the master
equation into quantum trajectories called the orthogonal unraveling [16, 53, 61]. Here,
we proved the minimality of the jump rates, a defining property of the pointer states,
for the optimal resummation and obtained exactly the same jump operators as in the
orthogonal unraveling. We therefore have additional support for the above mentioned
method for identifying pointer states. Moreover, with the pointer states of realistic open
systems expected to exhibit small but nonvanishing jump rates, the emergence of clas-
sical properties should be described most adequately by means of mixed states. Since
the jump expansion, in contrast to the quantum trajectory approach, decomposes the
open system dynamics into mixed states, it may well allow for new conclusions about the
quantum-to-classical transition.
All in all, with its use for the analytical and numerical study of general Markovian
dynamics and its implications for quantum control and for the emergence of classicality,
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