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Nanog, an important transcription factor in embryonic stem cells (ESC), is the key factor in 
maintaining pluripotency to establish ESC identity and has the ability to induce embryonic germ 
layers. Nanog is responsible for self-renewal and pluripotency of stem cells as well as cancer 
invasiveness, tumor cell proliferation, motility and drug-resistance. Understanding the underlying 
mechanisms of Nanog evolution and regulation can lead to future advances in treatment of cancers. 
Recent integration of machine learning models with genetics has provided a powerful tool for 
knowledge discovery and uncovering evolutionary pathways. Herein, sequences of 47 Nanog genes 
from various species were extracted and two datasets of features were computationally extracted from 
these sequences. At the first dataset, 76 nucleotide acid attributes were calculated for each Nanog 
sequence. The second dataset was prepared based on the 10480 repeated nucleotide sequences (from 5 
to 50 bp lengths). Then, various data mining algorithms such as decision tree models were applied on 
these datasets to find the evolutionary pathways of Nanog diversion. Attribute weighting models were 
highlighted features such as the frequencies of AA and GC as the most important genomic features in 
Nanog gene classification and differentiation. Similar findings were obtained by tree induction 
algorithms. Results from the second database showed that some short sequence strings, such as 
ACTACT, TCCTGA, CCTGA, GAAGAC, and TATCCC can be effectively used to identify Nanog 
genes in various species. The outcomes of this study, for the first time, unravels the importance of 
particular genomic features in Nanog gene evolution paving roads toward better understanding of 
stem cell development and human targeted disorder therapy.  

















Embryonic stem cells (ESCs) are derived from inner cell mass (ICM) of the mammalian pre-
implantation embryo (Evans and Kaufman, 1981). ESCs have two important characteristics: an 
unlimited ability of self-renewal and differentiation capacity. They are pluripotent with the capacity to 
differentiate into three embryonic germ layers (endoderm, mesoderm and ectoderm). In addition, 
these cells can integrate into embryos and contribute to functional tissue generation. The pluripotency 
of ESCs seems to be authorized by multiple transcriptional factors. Three core pluripotency factors 
Oct3/4, Sox2 and Nanog have been introduced as essential factors in maintenance of pluoripotency 
and self-renewal of ESCs (Pashaiasl et al., 2013; Ebrahimie et al., 2014; Mansouri et al., 2014). In 
developmental process of embryo, Oct4 activates by Nanog. It has been suggested that the expression 
of Oct4 and Sox2 is regulated by Nanog, and by the loss of Nanog function, cells will enter to 
differentiation status (Boyer et al., 2005; Loh et al., 2006; Ebrahimie et al., 2014; Mansouri et al., 
2014). It has been also shown that over-expression of Nanog increases reprograming efficiency in cell 
fusion through stimulation and activation of gene in somatic cell genome yielding 200-fold more 
colonies than others and resetting pluripotency (Silva et al., 2006). In a recent genome-wide analysis, 
we demonstrated that the common organization of transcription factor binding sites on the non-coding 
promoter regions of Nanog,Oct4 and Sox2 can be used for discovery of novel genes involved in stem 
cell proliferation (irrespective of coding gene sequence)  (Hosseinpour et al., 2013). 
 
The Nanog is a family of homeobox genes which encodes homeodomain proteins and is part of the 
key set of transcription factors with a vital role in the second embryonic cell fate arrangement event 
(Cavaleri and Scholer, 2003; Mitsui et al., 2003). Nanog transcription factor is transcribed in the 
pluripotent cells of human, mouse, monkey, bovine and embryonic germ cells (Mitsui et al., 2009; 
Pashaiasl et al., 2010; Yang et al., 2012). Its over-expression robustly maintains ESC identity and 
proliferation as well as  invasiveness of the cancer cells (Yang et al., 2012; Wang et al., 2013). Nanog 
expression increases in the ICM stage of embryo and is lost around the time of implantation. 
















al., 2003).  Interestingly, disruption of the Nanog causes losing pluripotency in both ICM and ESCs. 
Its expression level is crucial for pluripotency and cells expressing high level of Nanog fulfil 
pluripotency. In contrast, low level Nanog expressing cells will move to differentiation procedure 
(Luo et al., 2012; Ebrahimie et al., 2014). 
 
Abnormal expression of Nanog has been observed in several types of tumour and tumorigenic tissues. 
The level of Nanog is linked to the prognoses of tumorogenecity of the cells and its expression could 
support the proliferation and invasiveness of the cancer cells, inhibiting the apoptosis. Knockdown of 
Nanog in liver cancer cells (Zhou et al., 2014) and pancreatic cancer cells (Bluteau et al., 2013) 
significantly decreased pluripotent ability and increased chemosensitivity of cancer cells. 
 
Despite its importance in both stem cell proliferation and cancer pathology, mechanisms underpinning 
Nanog function and regulation in genomic level have been poorly understood.  Increasing the number 
of available gene and protein sequences in different species in line with the recent development of 
advanced mathematical formula such as feature selection (attribute weighting models), decision trees, 
support vector machine (SVM), association rule mining, and neural networks has opened a new 
avenue in genetics for understanding gene function and evolution (Tahrokh et al., 2011; Zinati et al., 
2014; Ebrahimi et al., 2015). For application of the mentioned data mining models in genetics, it is 
essential to convert the gene/protein sequence to a series of attributes (features). Computationally 
calculated nucleotide attributes such as frequency of different nucleotides and di-neucleotides have 
been widely used in this context (KayvanJoo et al., 2014). String of tandem repeats, in view of 
existence and numbers, are another type of employed features. As example, combination of viral 
nucleotide attributes with machine learning successfully predicted the therapy outcome of 
interferon/ribavirin in hepatitis C (KayvanJoo et al., 2014). In another example, decision tree models 
unravelled the evolutionary pathway of ammonium transporters in different organisms based on di-
peptide attributes (Tahrokh et al., 2011). Combination of data mining algorithms with tandem repeat 
















discrimination and oped a new avenue for classification and prediction of different genotypes (Beiki 
et al., 2012; Nasiri et al., 2015; Torkzaban et al., 2015). 
 
In this study, a range of nucleotide features and tandem repeats were calculated for Nanog sequences 
in different organisms, categorised in 2 different datasets. Various machine learning models were 
applied to (1) find the key discriminating genomic attributes governing the differentiation of Nanog 
transcription factors in different organisms, and (2) to find the best combination of nucleotide or 


















Materials & Methods 
 
Preparation of two datasets of nucleotide and tandem repeat attributes 
Forty-seven Nanong genes from different species (Fish, Mouse, Primates, Cat, Birds and Domestic 
Mammals) were extracted from NCBI database. List of GIs of Nanong sequences is presented in 
Supplementary 1. Two distinct datasets created as follows:  
Gene Attribute Dataset (GAD dataset) 
Seventy six gene attributes – e.g. the count and frequency of each nucleotide, di-nucleotides, and 
molarities of salt contents (the concentration of monovalent cations in units of molar) were extracted 
using CLC bio main workbench (Qiagen). All features were classified as continuous variables, except 
the Nanog species which were classified as polynomial variable. A dataset of these genes features was 
imported into RapidMiner software [RapidMiner 5.0.001, Rapid-I GmbH, Stochumer Str. 475, 44227 
Dortmund, Germany], null data for type variable was discarded, and this feature was set as the output 
(target) variable and the other variables were set as input variables.  
Repeated Sequences Database (RSD dataset) 
Repeated sequences of nucleotides (from 5 to 50 repeats) were calculated based on in-house software 
developed in our laboratory. The generated dataset contained 10480 attributes (or features) of any 
possible repeated sequences for all 47 extracted gene sequences. Then, the steps detailed below were 
applied on both datasets. 
 
Data cleaning 
In data cleaning step, at first, all features were checked by comparing all examples with each other on 
the basis of the specified selection of attributes; if there was any duplication, we removed that (two 
examples were assumed equal if all values of all selected attributes were equal). Next, useless 
attributes (with low standard deviations) were removed from the dataset. Nominal attributes were 
regarded as useless when the most frequent values were contained in more or less than nominal 
















deviations less than or equal to a given deviation threshold (0.1) were assumed to be useless and 
removed. Finally, correlated features (with Pearson correlation greater than 0.95) were omitted. These 
databases were named as Final Cleaned database (FCdb).  
 
Attribute Weighting  
In order to identify the most important attributes and to find the possible patterns in features that 
contribute to divergence of Nanog genes in different species, 10 different algorithms of weighting 
models were applied to the final cleaned datasets (FCdb) as described below: 
Weight by Information gain: this model calculates the relevance of an attribute by computing the 
information gain in class distribution.  
Weight by Information Gain ratio: this operator calculates the relevance of an attribute by computing 
the information gain ratio for the class distribution.  
Weight by Rule: method of this operator is calculating the relevance of an attribute by computing the 
error rate of a OneR Model on the example set without this feature.  
Weight Deviation: this operator created weights from the standard deviations of all attributes. The 
values were normalised by the average, the minimum, or the maximum of the attribute.  
Weight by Chi squared statistic: This weighting operator calculates the relevance of an attribute by 
computing, for each attribute of the input example set, the value of the chi-squared statistic with 
respect to the class attribute.  
Weight by Gini index: This operator calculated the relevance of an attribute by computing the Gini 
index of the class distribution, if the given example set would have been split according to the feature.  
Weight by Uncertainty: This operator calculated the relevance of an attribute by measuring the 
symmetrical uncertainty with respect to the class. 
Weight by Relief: This operator measured the relevance of features by sampling examples and 
comparing the value of the current feature for the nearest example of the same and of a different class. 
This version also worked for multiple classes and regression data sets.  
Weight by PCA: This operator is based on principle component analysis and takes the coefficients of 
















Weight by SVM: This operator is based on linear Support Vector Machine (SVM) and takes the 
coefficients of the normal vector as weight of features. 
The resulting weights were normalised into the interval between 0 and 1 to allow the comparison 
between different methods.  
 
Comparing the results of different “Attribute Weighting” algorithms and “Attribute selection” 
After running attribute weighting models on the datasets, each gene attribute (feature) gained a value 
between 0 and 1, which revealed the importance of that attribute with regards to a target attribute 
(Role of proteins in depression). We selected  variables with weights higher than 0.5as important 
features according to the employed weighting model. 
 
Trimming the original datasets according to “Attribute Weighting algorithms” and generating 
new datasets 
For each of GAD and RSD datasets, 10 new datasets were created containing the features which were 
announced important in attribute weighting algorithms. These newly formed datasets were named 
according to their attribute weighting models (Information gain, Information gain ratio, Rule, 
Deviation, Chi Squared, Gini index, Uncertainty, Relief, SVM and PCA) and were used to join with 
subsequent predictive trees induction models. In total for each of GAD or RSD dataset, 11 datasets 
were used for “trees induction models”: 1 original dataset, and 10 datasets with trimmed features 
according to attribute weighting models. 
 
Trees Induction Models 
Four tree induction models, including Decision Tree, Decision Tree Parallel, Decision Stump and 
Random Forest, were run on all 11 main datasets. Each tree induction model ran with the following 
four different criteria: Gain Ratio, Information Gain, Gini Index and Accuracy. As a result, 16 
combinational machine learning models were applied including decision tree Accuracy, decision tree 
Gain Ratio, decision tree Gini Index, decision tree Info Gain, decision tree Parallel Accuracy, 
















decision tree Stump Accuracy, decision tree Stump Gain Ratio, decision tree Stump Gini Index, 
decision tree Stump Info Gain, decision tree Random Forest Accuracy, decision tree Random Forest 
Gain Ratio, decision tree Random Forest Gini Index, and decision tree Random Forest Info Gain.  As 
Random Forest model generates 10 different trees for each criterion, 572 trees were induced by tree 
induction models.  
To calculate the accuracy of each model, 10-fold cross validation (Habashy et al., 2010) was used to 
train and test models on all patterns. To perform cross validation, all the records (47) were randomly 
divided into 10 parts; 9 sets were used for training and the 10th one for testing. The process was 
repeated 10 times and the accuracy for true, false and total accuracy calculated. The final accuracy 
was reported as the average of the accuracy in all ten tests.  
 
Application of multivariate and univariate methods on selected important methods by attribute 
weighting models 
Selected attribute by machine learning models (such as attribute weighting models) were further used 
for application of common multivariate and univariate methods as previously described (Zinati et al., 
2014). To this end, the important features selected by intersection of the above mentioned 10 attribute 
weighting algorithms were used for clustering, MANOVA (multiple ANOVA), ANOVA, clustering, 
and PCA. Clustering carried out based on Average Linkage and Euclidean Distance. Features were 



















The generated Gene Attribute Dataset (GAD dataset) is presented in Supplementary 2. This dataset 
provides a comprehensive view on underlying nucleotide attributes of Nanog genes in different 
organisms for running attribute weighting and pattern recognition models.  
The dataset of Repeated Sequences Dataset (RSD dataset) is presented at Supplementary 3. RSD 
dataset comprehensively monitored the existence and the number of repeated sequences (from 5 to 50 
repeats) in Nanog nucleotide sequences and provided a big dataset for pattern recognition.  
 
Data cleaning 
The initial datasets contained 47 records with 76 and 10486 attributes, in the first (GAD) and second 
(RSD) datasets, respectively. The 47 records belonged to 6 groups of Domestic Mammals (18), 
Mouse (11), Primates (8), Fish (5), Birds (3), and Felis Catus (2). Following the removal of 
duplicates, useless attributes, and correlated features (data cleaning) 31 attributes were remained in 
GAD (genomic features dataset) and 10479 in RSD (repeated sequences dataset).  
 
Attribute weighting 
Data were normalized before running the models, and 10 different attribute weighting models (as 
described in material and methods) were run on GAD and RSD datasets. Each attribute was  weighted 
between 0 and 1. These weights determined the importance of attributes in Nanog differentiation and 
evolution. Attributes which gained weight equal to 0.5 or higher by at least five weighting models 
were selected.  
Table 1 shows the important genomic attributes of Nanog genes in different organisms selected by 
















by 70% of attribute weighting models. The detailed weights and the results of attribute weighting 
models on genomic attributes are presented at supplementary 4. 
Interestingly, as presented in Table 2, 13 strings of tandem repeats were selected as the most 
important features by all attribute weighting algorithms in RSD dataset. These repeats were: 
TATCCC, AGCTATA, CCAGAC, GACCTG, AGATGC, GCAGCC, ACTACT, AGACCT, 
ACTTGG, GAAGAC, TCCTGA, GCAGC, and CCTGA. Within these repeats, AGCTATA was the 
longest selected string. Supplementary 5 shows the detailed weights and results of attribute weighting 
models on the repeated sequence features. 
 
Secondary generated datasets via trimming the original datasets by attribute weighting models 
In addition to finding the important features, we used the attribute weighting models for generating 
the secondary datasets. These datasets  were only contained the features which were announced 
important by the corresponding weighting model.  These datasets and their features are presented at 
Supplementary 6. Also, Table 3 presents the number of remaining features in each of GAD and RSD 
datasets after selection of important features with attribute weighting models. Attribute weighting 
models were remarkably different in selection of attributes. The size of new generated gene attribute 
datasets was remarkably different from only 1 feature in weighting by PCA to 26 features in 
weighting by Info Gain Ratio and weighting by Uncertainty (Table 3, Supplementary 6). Also, the 
size of new repeated sequence datasets was distinguishly different from only 1 feature in weighting by 
PCA to 1420 repeated sequence features in weighting by Info Gain Ratio. The goal of generating new 
branched datasets was to evaluate the effect of feature selection on increasing the accuracy of tree 
induction models to find the best combination of tree induction model and attribute weighting model. 
Also, attribute weighting models are important techniques to prevent overfitting. 
 
Trees Induction and pattern recognition in genomic features (GAD dataset) 
From 572 decisions tree induced by tree induction models for GAD dataset, none of them was able to 
















Random Forest when run on dataset either filtered by Gini Index or SVM criterion was the best model 
in differentiation of Nanog genes (Figures 1 and Figure 2).  
Figure 1 shows the Nanog evolutionary pattern for Decision Tree Random Forest with Gain 
Ratio criterion when ran on GAD dataset pre-filtered by Gini Index. This model highlights 
the frequency of CG as the main attribute in Nanog differentiation. If frequency of this 
feature was more than 0.03 in the example, the record fell into Fish. However, if frequency of 
CG di-nucleotide was less or equal to 0.30, then it depends on the level of next attribute 
which is Salt 0.1M. If Salt 0.1M was more than 86.480, the record fell into the Birds group 
and if it’s less or equal to 86.480, the class group depends on next attribute and so on.  
Figure 2 presents the model for Decision Tree Random Forest ran based on Gini Index 
criterion on SVM dataset of genomic features. Similar to previous model, frequency of CG is 
the key attribute where in combination with frequency of CT discriminate Nanog sequences 
between different organisms. 
Accuracy of different tree induction models in combination with GAD datasets trimmed with 
attribute weighting models (as well as original non-trimmed dataset) in prediction the origin 
of Nanog sequences are presented in Table 4 (based on 10-fold cross validation). Within the 
decision tree models, Gini Index, Random Forest Gini Index, and Random Forest Info Gain 
had the highest average of accuracy with 66.91%, 64.95%, 63.41%, respectively (Table 4). 
Within the attribute weighting models, employed for trimming GAD dataset, Ginin Index and 
SVM showed performance with 63.72% and 62.28% average of accuracy which was higher 
than Fcdb (without feature selection with 60.6%). This shows that pre- feature selection of 
genomic attributes with the Ginin Index and SVM models and importing the important 
features are able to increase the prediction efficiency of tree induction models. Ginin Index 
and SVM attribute weighting models reduced the number of genomic attributes from 30 
















accuracies in prediction of origin organism of Nanog sequences based on genomic attributes 
were obtained in the following combinations: (1) Decision tree Random Forest Gini Index+ 
GAD dataset trimmed by SVM attribute weighting with 82% accuracy, and (2) Decision tree 
Random Forest Gain Ratio + GAD dataset trimmed by Gini Index with 81.5% accuracy 
(Table 4). 
 
Trees Induction and pattern recognition in repeated Sequence features (RSD dataset) 
Tree induction models generated 572 trees on RSD datasets. Noticeably, many trees were 
able to clearly distinguish between Nanog genes from various organisms. As example, Figure 
3 shows that Decision Tree algorithm with Gini Index criterion is able to fully distinguish 
between Nanog genes. GCCCAG was the root feature and the most important feature to 
induce the tree and determine Nanog’s organism. 
Table 5 shows the accuracy of different decision tree models in combination of pre-feature 
selection of repeated sequence features with attribute weighting models based on 10-fold 
cross validation. The models with higher accuracy have the higher performance in 
discrimination and classification of Nanog’s organism based on the discovery of the pattern 
of repeated sequences. Decision tree Random Forest Info Gain in combination of RSD 
dataset trimmed by Info Gain attribute weighting was successful in 87% of cases to predict 
the organism origin of Nanog sequences based on its repeated sequence attributes (Table 5). 
Overall, decision tree Gini Index (with average accuracy of 67.27%), decision tree Random 
Forest with Gini Index criterion (with average accuracy of 66.91% ), and decision tree 
Random Forest with Info Gain criterion (with average accuracy of 65.73% ) were the best tree 
induction models (Table 5). Interestingly, compared to the original dataset of repeated 
















attribute weighting increased the accuracy of prediction by 4% (from 68.5% in FCdb to 
72.5% in Info Gain dataset) (Table 5). This demonstrates the importance of pre-feature 
selection of RSD dataset before running of predictive tree induction models. Trimming RSD 
dataset with Info Gain feature selection dataset reduced the number of attributes from 10479 
to 2101 attributes (Table 3). 
 
Further investigations of selected genomic features by attribute weighting and decision 
tree models  
Statistics of 10 important features selected by attribute weighting models in different 
organisms is presented in Table 6. Mean and variance of features in different organisms are 
variable which show importance of these features in evolution of Nanog. Coefficient of 
Variance (CV) showed that Frequency of AA and Frequency of CG were highly variable in 
Birds, Domestic Mammals, Fish, Mouse and Primates. High variation of most of features in 
Primates is noticeable. Frequency of TG and Frequency of GG, Frequency of CT and salt 
0.1M had high variation in fish (Table 6). 
Clustering of Nanog sequences based on important genomic features is presented in Figure 4. 
As it can be inferred from Figure 4, Nanog sequences in birds and fish make a separate 
cluster compared to the other organisms. 
Analysis of variance (ANOVA) and multivariate analysis of variance (MANOVA) of 10 
important genomic features, selected by attribute weighting methods (Table 1), among 
different organisms is presented in Supplementary 7. MANOVA carried out using Wilks’, 
Lawley-Hotelling, and Pillai’s criteria. ANOVA of all features as well as MANOVA analysis 
showed that the selected features were all significant between organisms at p = 0.05. The 
















recognition in differentiation of Nanog genes between different organisms based on Decision 
Tree Random Forest (Figure 2), including Frequency of CG (R-square = 70.76% ), 
Frequency of CT (R-square = 56.42%),  Frequency of GC (R-square = 76.33%),    
These findings reconfirm the importance of selected attributes and highlight the efficiency of 
attribute weighting ad decision tree models in finding the important features within a large 
number of features. 
Principle Component Analysis (PCA) of Nanog sequences based on important genomic 
features, selected by attribute weighting models (Table 1), is presented at Supplementary 8. 
First and second PCAs could explain 68.9% of variations. PCA plot of first and second 
components showed that bird and fish sequences group together and primates have highly 
diverse genomic attributes. Coefficients of PCA components shows that salt  0.1M and 
Frequency of GC in first component as well as Frequency of Adenine, Frequency of AA, and 
Frequency of CT in second component are important features which reconfirms the high 
efficiency of the Decision Tree Random Forest in finding evolutionary pathways of Nanog 
sequences.                                               






















Nanog is an important regulator both in stem cells and cancer research. Nanog acts 
differently in various species and could be targeted for therapeutic aims. Nanog is a valuable 
target for manipulation, drug discovery, and possible gene and cancer therapy. 
 
To find simple and efficient way to investigate the structural differences at genomic levels of 
Nanog genes in different organisms, the current study has looked deeply into the matter by 
using various bioinformatics tools. Two different databases were created; one based on 
nucleotide attributes of genes (GAD) and the other one based on tandem repeats of gene 
sequences (RAD); these databases created for the first time and provided very useful base for 
algorithm application.  
 
Many resources are needed to run an algorithm on a big database (such as RAD, which 
contained more than 10000 columns), so data reduction algorithms should be applied on huge 
datasets to prevent burden on processing facilities. Data cleaning algorithms such as remove 
useless or remove correlated attributes used here and the size of GAD reduced by 60% but 
RAD database freed  by just 1% showing nearly all attributes were necessary and not-
redundant. 
Attribute weighting algorithms weighs the importance of each attribute in distinguishing 
between Nanog genes from various organisms. The frequencies of AA and GC in GAD and 
12 strings in RAD selected as the most important features; AGCTATA was the longest 
sequence used by these methods to clearly distinguish between Nanog genes from various 
organisms. For the first time, herein, a small sequence based on genomic sequences of Nanog 

















Tree induction algorithms also highlighted the importance of features weighed top in 
weighting models. Decision tree models selected GCCCGA as the most important feature to 
build the tree root and then two other strings (one with 27 nucleotides) employed to 
distinguish between Fish and other organisms. Decision tree also showed the importance of 
di-nucleotides feature of CG to build the tree based on this feature first. These findings for 
the first time highlight the importance of di-nucelotides frequencies in phylogenic structure of 
Nanog genes.  
 
Nanog is an important regulator of functional genomics in different animals and 
understanding its regulation and expression could pave roads toward customized human 
targeted disorder therapy. In fact, identification of Nanog gene expression and regulation is a 
crucial step in understanding early embryogenesis, pluripotent cells development and cancer 
cells proliferations. Considering the importance of Nanog gene evolution and its diversity in 
different organisms, herein, for the first time we proposed new criteria based on 
bioinformatics tools to easily identify them based on genomic features. The importance of 
features based on genomic attributes of Nanog genes in various organisms is highlighted. The 
findings may pave the roads to understand the evolutionary path of genes contributing to new 
therapeutic aims for cancer and also stem cell therapy.  
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Table 1. Important genomic attributes of Nanog sequences that gained weight higher or equal to 0.5 by at least 3 weighting model in Nanog’s differentiation 






Genomic attribute Number of weighting  







Genomic attribute Number of weighting  




1 Frequency of AA 7  15 Frequency of AT 5 
2 Frequency of GC 7  16 Frequency of AG 5 
3 Frequency of GG 6  17 Frequency of Cytosine 5 
4 Frequency of CT 6  18 DS Frequency of carbon 4 
5 Frequency of CG 6  19 Frequency of carbon 4 
6 Frequency of TG 6  20 DS Frequency of hydrogen 4 
7 Frequency of AC 6  21 Frequency of hydrogen 4 
8 Frequency of Adenine 6  22 Frequency of GA 4 
9 Frequency of CA 6  23 Frequency of Thymine 4 
10 salt  0.1M 6  24 DS Frequency of nitrogen 3 
11 Frequency of oxygen 5  25 Frequency of nitrogen 3 
12 Frequency of Guanine 5  26 Frequency of TC 3 
13 Length 5  27 Frequency of GT 3 
14 Frequency of TA 5     
 
* In total, 76 genomic attributes were calculated for each Nanog sequence. 
**
Seven attribute weighting models were tested.  Importance of di- nucleotides of AA and GC were confirmed by all (100%) of tested attribute 
















Table 2. Tandem repeat sequences which can significantly distinguish Nanog in different organisms 
as they received higher weight (equal to or higher than 0.5) by all weighting models based on 
Repeated Sequences Dataset (RSD)
 *
 
Importance ranking of 
tandem repeat attribute 
Tandem repeat attribute Number of weighting  models 




1 TATCCC 7 
2 AGCTATA 7 
3 CCAGAC 7 
4 GACCTG 7 
5 AGATGC 7 
6 GCAGCC 7 
7 ACTACT 7 
8 AGACCT 7 
9 ACTTGG 7 
10 GAAGAC 7 
11 TCCTGA 7 
12 GCAGC 7 
13 CCTGA 7 
* In total, 10480 tandem repeat attributes were calculated for each Nanog sequence. 
**
Seven attribute weighting models were tested.  The importance of above tandem repeates 

















Table 3. New generated datasets by filtering attributes with various attribute weighting models in 
Gene Attribute Dataset and Repeated Sequence Dataset. The detailed list of attributes in each new 
dataset is presented at Supplementary 6. 
 
Attributes weighting model Number of remained 
attributes in Gene Attribute 
Dataset 
Number of remained 
attributes in Repeated 
Sequence Dataset 
Weighting by PCA 1 1 
Weighting by Deviation 1 4 
Weighting by Relief 4 208 
Weighting by SVM 10 1923 
Weighting by Gini Index 11 969 
Weighting by Rule 11 67 
Weighting by Chi Squared 20 105 
Weighting by Info Gain 25 2101 
Weighting by Uncertainty 26 718 
Weighting by Info Gain Ratio 26 1420 


















Table 4. Comparison the accuracy of different tree induction model in combination of datasets trimmed with different attribute weighting algorithms to 
























































































































































































































































































































































































































































































































































































































































































































































































66.50% 66.00% 77.00% 70.50% 70.00% 70.00% 73.00% 74.50% 49.00% 53.50% 53.50% 40.50% 56.00% 81.50% 82.00% 79.00% 




38.50% 28.50% 44.50% 42.50% 38.50% 28.50% 44.50% 42.50% 34.00% 30.00% 38.50% 32.00% 38.50% 40.50% 43.50% 41.00% 




59.64% 56.45% 66.91% 60.64% 59.36% 57.05% 65.14% 62.09% 44.36% 45.68% 46.95% 38.77% 47.55% 60.82% 64.95% 63.41% 
   
*

















Table 5. Comparison the accuracy of different tree induction model in combination of datasets trimmed with different attribute weighting algorithms to 



























































































































































































































































































Chi Squared 66.50% 73.50% 74.00% 67.00% 68.50% 71.50% 76.00% 67.00% 59.00% 44.00% 54.50% 52.00% 69.00% 86.50% 80.50% 82.50% 86.50% 44.00% 
Info Gain 81.50% 75.50% 73.50% 71.50% 81.50% 77.00% 75.50% 79.50% 56.50% 42.00% 61.00% 57.00% 73.00% 72.50% 77.50% 87.00% 87.00% 42.00% 
Deviation 38.50% 28.50% 44.50% 42.50% 38.50% 28.50% 44.50% 42.50% 34.00% 30.00% 39.00% 32.00% 38.50% 40.50% 45.50% 41.00% 45.50% 28.50% 
Gini Index 65.50% 66.00% 77.00% 64.00% 70.00% 66.00% 68.50% 70.50% 49.00% 49.00% 49.50% 40.50% 55.50% 81.50% 72.50% 74.50% 81.50% 40.50% 
Info Gain Ratio 65.50% 63.50% 70.50% 64.00% 65.50% 65.00% 68.50% 64.50% 49.00% 53.50% 49.50% 40.50% 43.50% 64.00% 78.00% 69.00% 78.00% 40.50% 
PCA 38.50% 28.50% 44.50% 42.50% 38.50% 28.50% 44.50% 42.50% 34.00% 30.00% 39.00% 32.00% 38.50% 40.50% 45.50% 41.00% 45.50% 28.50% 
Relief 61.50% 57.50% 63.50% 57.50% 61.50% 54.00% 63.50% 55.50% 38.50% 38.50% 38.50% 38.50% 46.50% 48.00% 43.50% 49.50% 63.50% 38.50% 
Rule 66.50% 59.50% 77.00% 68.00% 68.50% 65.00% 69.00% 74.50% 49.00% 49.00% 53.50% 40.50% 49.00% 55.00% 65.00% 68.50% 77.00% 40.50% 
Uncertainty 65.50% 63.50% 70.50% 64.00% 65.50% 66.00% 71.00% 68.00% 49.00% 53.50% 49.50% 40.50% 43.50% 64.00% 78.00% 69.00% 78.00% 40.50% 
FCdb 65.50% 63.50% 72.50% 66.00% 57.00% 61.50% 72.50% 64.50% 49.00% 53.50% 49.50% 40.50% 47.00% 68.50% 68.00% 62.00% 72.50% 40.50% 




81.50% 75.50% 77.00% 71.50% 81.50% 77.00% 76.00% 79.50% 59.00% 53.50% 61.00% 57.00% 73.00% 86.50% 82.00% 87.00% 81.50% 
 





















61.73% 58.45% 67.27% 61.59% 61.95% 58.59% 65.82% 63.59% 45.95% 44.18% 48.45% 41.32% 50.86% 62.73% 66.91% 65.73% 61.73% 
 
*
















Table 6. Comparative statistics of 10 important features selected by attribute weighting models in 
different organisms  
Important genomic feature Organism Count Mean StDev Variance CoefVar 
salt 0.1M Birds 3 87.6 0.987 0.975 1.13 
 
Domestic Mammals 18 83.356 1.611 2.594 1.93 
 
Felis catus 2 85.93 0 0 0 
 
Fish 5 86.558 1.751 3.065 2.02 
 
Mouse 11 84.716 0.935 0.875 1.1 
 
Primates 8 83.7 1.221 1.491 1.46 
Frequency of Adenine Birds 3 0.246 0.00346 0.00001 1.41 
 
Domestic Mammals 18 0.28028 0.01786 0.00032 6.37 
 
Felis catus 2 0.297 0 0 0 
 
Fish 5 0.2606 0.00695 0.00005 2.67 
 
Mouse 11 0.24645 0.00792 0.00006 3.21 
 
Primates 8 0.2726 0.0457 0.0021 16.75 
Frequency of AA Birds 3 0.04933 0.00751 0.00006 15.21 
 
Domestic Mammals 18 0.09061 0.01039 0.00011 11.46 
 
Felis catus 2 0.086 0 0 0 
 
Fish 5 0.0624 0.00631 0.00004 10.11 
 
Mouse 11 0.069 0.00557 0.00003 8.07 
 
Primates 8 0.086 0.0304 0.0009 35.36 
Frequency of AC Birds 3 0.06467 0.00404 0.00002 6.25 
 
Domestic Mammals 18 0.05628 0.00627 0.00004 11.14 
 
Felis catus 2 0.065 0 0 0 
 
Fish 5 0.0722 0.00841 0.00007 11.65 
 
Mouse 11 0.054091 0.00164 0.000003 3.03 
 
Primates 8 0.058 0.00782 0.00006 13.48 
Frequency of CA Birds 3 0.10233 0.00924 0.00009 9.03 
 
Domestic Mammals 18 0.078 0.01231 0.00015 15.78 
 
Felis catus 2 0.096 0 0 0 
 
Fish 5 0.0956 0.01078 0.00012 11.28 
 
Mouse 11 0.07355 0.00559 0.00003 7.6 
 
Primates 8 0.07288 0.0123 0.00015 16.88 
Frequency of CG Birds 3 0.02467 0.00289 0.00001 11.7 
 
Domestic Mammals 18 0.014778 0.003828 0.000015 25.9 
 
Felis catus 2 0.025 0 0 0 
 
Fish 5 0.0376 0.00627 0.00004 16.67 
 
Mouse 11 0.01627 0.00388 0.00002 23.81 
 
Primates 8 0.014 0.00659 0.00004 47.07 
Frequency of CT Birds 3 0.07667 0.00577 0.00003 7.53 
 
Domestic Mammals 18 0.07556 0.00511 0.00003 6.77 
 
Felis catus 2 0.066 0 0 0 
 
Fish 5 0.0634 0.00677 0.00005 10.67 
 
Mouse 11 0.09018 0.00412 0.00002 4.57 
 
Primates 8 0.08375 0.01565 0.00024 18.68 
Frequency of GC Birds 3 0.08033 0.00751 0.00006 9.34 
 

















Felis catus 2 0.063 0 0 0 
 
Fish 5 0.0704 0.00844 0.00007 11.99 
 
Mouse 11 0.05927 0.0066 0.00004 11.14 
 
Primates 8 0.04525 0.00518 0.00003 11.44 
Frequency of GG Birds 3 0.07967 0.01155 0.00013 14.49 
 
Domestic mammals 18 0.055 0.00941 0.00009 17.1 
 
Felis catus 2 0.049 0 0 0 
 
Fish 5 0.0614 0.01519 0.00023 24.74 
 
Mouse 11 0.060091 0.003145 0.00001 5.23 
 
Primates 8 0.0535 0.01707 0.00029 31.91 
Frequency of TG Birds 3 0.065 0.00346 0.00001 5.33 
 
Domestic mammals 18 0.068778 0.003606 0.000013 5.24 
 
Felis catus 2 0.061 0 0 0 
 
Fish 5 0.0676 0.00643 0.00004 9.51 
 
Mouse 11 0.076909 0.002386 0.000006 3.1 
 


















Figure 1. Pattern recognition in differentiation of Nanog genes between different organisms via 
Decision Tree Random Forest ran with Gain Ratio criterion on dataset pre-filtered with Gini Index 
attribute weighting models. 
 
Figure 2. Pattern recognition in differentiation of Nanog genes between different organisms via 
Decision Tree Random Forest ran when ran with Gini Index criterion on dataset pre-filtered with SVM 
attribute weighting model. 
 
Figure 3. Complete differentiation/prediction of Nanog genes between different organisms via 
Decision Tree algorithm ran on repeated sequence features with Gini Index criterion 
 























































































DT decision tree  
ESC embryonic stem cells  
GAD Gene Attribute Dataset   
ICM inner cell mass  
PCA Principle component analysis  
RSD Repeated Sequences Database (dataset)  
SVM support vector machine  




















 Evolution study of key transcription factor in stem cell and tumor progression 
 Pattern recognition of Nanog evolution by application of machine learning  
 Finding the key genomic features governing Nanog evolution in different 
organisms 
 Discovery of organism specific repeated sequences in Nanog gene sequences 
 Documenting the high efficiency of Decision Tree Random Forest in Nanog 
evolution 
