Model for the reaction-rate-limited dissolution of solids with Etch-rate heterogeneities by Robertson, Eric A. & Fogler, H. Scott
Materials, Interfaces, and Electrochemical Phenomena 
Model for the Reaction-Rate-Limited Dissolution 
of Solids with Etch-Rate Heterogeneities 
Eric’k Robertson I11 and H. Scott Fogler 
Dept. of Chemical Engineering, University of MichigarirAnn Arbor, MI 48109 
The coalescence of isotropic etch pits observed in the dissolution of semiconductor 
substrates is studied using a discrete model for the evolution of the surface under reac- 
tion-rate-limited conditions. The model discretizes the solid into cubic elements and 
repetitively applies dissolution rules to the individual elements. The rate of mass re- 
moval is based on the number and arrangement of the element’s aposed faces and the 
spec$ed reaction-rate parameters. Detailed knowledge of the surface normal is not re- 
quired. The model shows that even at moderate etch pit densities, the effects of the 
coalescence do not significantly alter the trends observed for noncoalescing etch pits. 
Introduction 
The evolution of surfaces is a topic that arises in a large 
number of fields. Examples include deposition, corrosion, 
erosion, combustion of solids, the growth of bacterial cell 
colonies, and evaporation (see Cohen, 1980; Qian et al., 1990; 
Meakin, 1987; Meakin et al., 1993; Eden, 1958; Weeks and 
Gilmer, 1978). Microelectronics in particular has seen a steady 
interest in the evolution of surfaces under growth conditions 
due to the importance of deposition in the fabrication of 
solid-state devices (Cooke and Harris, 1989; Ikegawa and 
Kobayashi, 1989; Cale and Raupp, 1990; Watanabe and 
Komiyama, 1990; Wulu et al., 1991; Dew et al., 1992; Singh 
and Shaqfeh, 1993). The study of the growth or dissolution of 
many solids is complicated by either a complex geometry or a 
rate that varies with position and/or the orientation of the 
surface. Causes of such difficulties include, but are not lim- 
ited to, (1) complicated geometries; (2) etch rates that are 
functions of position, orientation, or a time-varying property; 
and (3) situations that couple the etch rate at the surface to 
properties of the bulk of the solid. Examples include the crys- 
tallographic etching of semiconductors, the dissolution of 
random binary mixtures, and the combustion of solid mix- 
tures of fuel and oxidizers. In most cases, conditions such as 
these are too complex to allow a direct, analytical description 
of the dissolution process. Therefore alternative methods 
must be devised. 
One approach is to view the surface as a continuous 
boundary that moves as material is deposited or removed. 
The boundary is presumed to move in a direction parallel to 
the surface normal. However, problems arise when the sur- 
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face tangent cannot be rigorously defined, such as at corners 
and edges. Also the mass flux can depend on the spatial co- 
ordinates, the surface orientation, local and bulk properties, 
and time. Analytical descriptions are available for only the 
simplest cases, and numerical solutions become cumbersome 
and time-consuming (Hubbard and Antonsson, 1994; Stquin, 
1992; Jaccodine, 1962; Thurgate, 1991; Katardjiev, 1989). 
Another approach, used more frequently for vapor-phase 
deposition than etching, is to follow each particle of the mass 
flux and apply kinematic laws to determine where it impacts 
the surface and how likely it is to stick. Clearly such an ap- 
proach is best suited for gas-phase reactions at low pressure 
where the reactant molecules undergo very few collisions be- 
fore reaching the surface of the semiconductor. Monte Carlo 
methods are often used to simulate the flight of the particles 
responsible for the surface evolution (Cooke and Harris, 1989; 
Ikegawa and Kobayashi, 1989; Yuuki et al., 1989; Cale and 
Raupp, 1990; Wulu et al., 1991). Such an atomistic approach 
can handle complex surfaces and a large variety of physical 
processes, but becomes intractable when the system has mil- 
limeter-scale dimensions or the etch is performed in a liquid 
phase. 
Recently, Robertson and Fogler observed that etch pits 
could be induced in semiconductor layers using a combina- 
tion of applied electric field and surface illumination (Ro- 
bertson and Fogler, 1996; Robertson, 1995). In this instance, 
the pits are the result of local variations in the etch rate of a 
semiconductor epilayer. The variations in the etch rate lead 
to the premature eposure of the substrate to the etchant 
and the subsequent formation of an etch pit in the substrate. 
The isotropic growth of an individual pit was modeled quan- 
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titatively using an analytical expression for the surface area 
as a function of time, with a delay incorporated to account 
for the time needed to etch through the epilayer (Robertson 
and Fogler, 1996). It was shown that the length of the delay 
for a particular pit was distributed over a range 01 values, 
which leads to distribution in the sizes of the etch pits even 
though the initial defect area is the same for all defects. Us- 
ing this model to describe a system of several pits is limited 
to cases where the pits grow isotropically and independently 
of one another. 
Eventually, the pits coalesce and the mass flux decreases 
because the surface area of the coalesced pits is less than 
that of the same pits growing independently. What remains 
to be determined is how do systems of etch pits behave as 
they grow and coalesce. In these systems, the pits occur at 
random over the surface. A description of the behavior of 
randomly arranged pits over a long period of time was not 
possible due to the interaction of the pits. A scanning elec- 
tron micrograph of the coalescence of two pits is shown in 
Figure 1A. Figure 1B depicts the isotropic growth of a single 
etch pit under a slowly etching semiconductor layer (Robert- 
son and Fogler, 1996). 
This article presents a method of describing the evolution 
of a macroscopic, solid surface without detailed information 
about the local surface tangents. The method can be applied 
to a wide range of geometries and can accommodate varia- 
tions in etch rate due to the orientation, position, time, and 
constraints that arise due to communication from one region 
to another. The model discretizes the solid object, or portion 
of a solid surface, into small, homogeneous, cubic elements. 
Dissolution rules are applied to each element on the surface. 
A portion of the element’s volume is removed commensurate 
with the characteristics of the dissolution reaction and the 
length of the time step. This article first describes the details 
of the development of the model, and then presents the model 
predictions compared to the analytical results for the isotropic 
dissolution of a single etch pit. Finally, the model is used to 
study the behavior of heterostructures with a distribution of 
pits resulting from random etch-rate heterogeneities similar 
to those observed experimentally and reported previously 
(Robertson and Fogler, 1996). 
Model Development 
There are three aspects to the development of this model: 
(1) the discretization of the domain and its geometry into in- 
dividual elements; (2) formulation of the equations for the 
dissolution of an individual element and the method of calcu- 
lating the surface profile; and (3) the establishment of the 
rules governing the mass flux for individual elements over 
unit time steps. 
The solid-on-solid (SOS) model described by Weeks and 
Gilmer (1978) also discretizes the solid into elemental cubes, 
but on an atomic scale. The SOS model is limited because it 
only allows growth or dissolution from the top face. There- 
fore, no consideration is given to the consequences of growth 
or dissolution from other exposed faces. The result is that 
each element must reside on top of another element, pre- 
cluding any type of undercutting or lateral dissolution. 
Geometry 
In this application the domain is a rectangular prism with 
Figure 1. (A) Scanning electron micrograph of two coa- 
lesced pits in a GaAs substrate; (B) Repre- 
sentation of a pit. 
The time denoted by t is the time since the initial exposure 
of the substrate. 
length L, width W, and depth D, not necessarily equal. How- 
ever, the approach can be implemented for any arbitrary solid 
geometry. The six faces of the prism are denoted by up, down, 
north, south, east, and west. The up face is where the dissolu- 
tion begins; the down face is nonetching by definition. Peri- 
odic boundary conditions are applied to the north-south and 
the east-west faces, respectively. 
The domain is then subdivided into cubic elements of equal 
volume with a characteristic edge length s. Each element has 
homogeneous material properties: density, composition, 
molecular weight, and so on. The domain is composed of nk 
levels, each with ni rows and nj columns of elements. The six 
faces of each element are denoted up, down, north, south, 
east, and west. The up face for an element is the face whose 
outward normal vector points to the up face of the domain 
prism. The remaining faces of the volume element are simi- 
larly defined. 
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Dissolution of a single element 
The evolution of the surface profile is predicted based on 
the initial geometry of the solid and on dissolution rules ap- 
plied to the individual cubic elements making up the solid. 
For a cubic element, the initial change in mass over a small 
time increment is approximately given by 
Am = - Ns2MwrAt, (1) 
where m is the mass of the element; At is the time incre- 
ment; Mw is the molecular weight; s is the edge length of the 
cubic element; N is the number of exposed faces; and r is 
the molar flux, which, for the purposes of this work, is as- 
sumed constant for each face of an individual element. A 
positive r represents mass leaving the volume element. 
As the element dissolves, the exposed area decreases and 
is no longer equal to Ns2. However, it may be represented by 
a quantity Ks2,  where K is an effective number of exposed 
faces: 
Am = - Ks2MwrAt.  ( 2 )  
K's depending only on the number and arrangement of an 
element's exposed faces provide very good representations of 
the dissolution trends reported previously by Robertson and 
Fogler (1996). However, other factors may also be considered 
in assigning values to K ,  for example, the history of the ele- 
ment or the present mass of the element. For clarity, the 
subscript N ,  a is used to refer to a specific arrangement, a, of 
N exposed faces. The rules for assigning values to K, ,  are 
addressed in the next section. 
The average mass flux and the total mass transferred per 
unit area are computed from the mass transferred from each 
exposed element. First, the total mass transferred during a 
single time step, AM, is given by the sum of masses trans- 
ferred from each exposed element during that time step: 
A M = C A m ( t ) ,  (3) 
where the summation is over all of the exposed elements. 
The average mass flux over that time step is 
(4) 
where the initial surface area is used as the normalizing area. 
The total mass transferred per unit initial area, M, is 
1 
M = --CAM, 
A ,  
where the summation in this case is carried over the se- 
quence of time steps. 
Dissolution rules 
Intuitively, it is expected that the number of faces exposed 
to the etchant is important in determining Am for an ele- 
ment. However, in addition to the number of exposed faces, 
the arrangement of those faces must also be considered be- 
Figure 2. Arrangements of one to six exposed (shaded) 
faces. 
fore the dissolution rules can be established. In general, there 
are multiple ways to arrange a given number of exposed faces. 
There are sipways to arrange one exposed face and five un- 
exposed faces on a cube, but those arrangements are degen- 
erate in this application since all faces have the same charac- 
teristic rate. There are two nondegenerate ways to arrange 
two, three, and four exposed faces. For example, two exposed 
faces can be either parallel to each other or perpendicular to 
each other. Five and six exposed faces can be arranged in 
only a single nondegenerate fashion. Figure 2 shows the non- 
degenerate arrangements for one to six exposed faces. 
The arrangements of the exposed faces can be separated 
into two different configurations: those that have one or more 
pairs of parallel faces exposed to the etchant and those that 
do not. Elements in the former configuration are referred to 
as kinks (2 , , ,  311, 4L,ll, 5, and 6), while those in the latter con- 
figuration are referred to as planar (1, 2 and 3 I ). With 
the exception of the 211 arrangement, kinks tend to be very 
rare. Therefore the overall results are not strongly dependent 
on the values assigned to KN,= for these elements. 
The values assigned to K , ,  are developed based on a set 
of rules. The rules used in this work are: 
1. The effective exposed area for a kink element is based 
on the time-averaged area of the element over its lifetime. 
2. The effective exposed area for a planar element is deter- 
mined by projecting the exposed faces onto a single plane. 
The plane used is the one that provides the greatest pro- 
jected area. 
For example, 2,1 has two parallel exposed faces and is 
therefore a kink element; it falls under Rule 1. The exposed 
area is 2s2 for the lifetime of the element, and K,,II is there- 
fore 2 (see Figure 3). On the other hand, 2 I has two perpen- 
dicular exposed faces and falls under Rule 2. Clearly the 
maximum projected area in this case will be greater than ls2 
but less than 2s2. It can be easily shown that the plane upon 
which to project the areas of the exposed faces that gives the 
maximum area is the one that lies at a 45" angle to both 
faces. In that case, the projected area is a s 2 .  Thus K2, I is 
fi. Table 1 lists the values of KN,, for all nine arrange- 
ments, and a detailed derivation of these values is presented 
in the Appendix. Using these rules, the profile of the dissolv- 
ing surface and the mass removal rate can be predicted as a 
function of time for complicated systems without detailed 
knowledge of the surface orientation. 
The dissolution rules are based on the number and ar- 
rangement of the exposed faces. Other rules could be pro- 
posed to incorporate more information into the model. For 
example, one might also include the present volume or the 
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Table 2. Parameters Used in Simulations of Surface 
Evolution* 
S 0.2 pm Substrate rate l.O-' 
Defect depth 0.2 pm Defect rate 1.0-7 
Parameter Value Parameter Value 
Defect radius 2.1 pm Epilayer rate 1.0-" 














Figure 3. Geometric interpretation of values for K,,,, and 
K2,1. 
Here, s is the initial edge length, Y is the velocity of the 
etch, and f is the time the face has been exposed. 
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history of the element in determining the amount of material 
to remove from the element. Additionally, the orientation of 
the exposed elements was not considered in these rules be- 
cause the pits observed did not indicate a strong dependence 
of etch rate on orientation. Considering only the arrange- 
ment of exposed faces quantitatively describes systems with 
these etch-rate heterogeneities. 
Dissolution of Isotropic Etch Pits 
This section presents the model results compared to the 
dissolution of a test structure. The test structure chosen is a 
single etch pit of the type described earlier and observed in 
the dissolution of AlGaAs heterostructures (Robertson and 
Fogler, 1996). The pit is the result of a layer-spanning defect 
with a radius of 2.1 p m  and a depth of 0.2 pm. The relevant 
parameters used in the simulations are summarized in Table 
2. The mass-removal rate is normalized by the nominal sur- 
face area, L x W, to provide an average mass flux, R. 
Dissolution rate 
Figure 4A shows the comparison between discrete model 
and the analytical result for a single noninteracting etch pit 
(Robertson and Fogler, 1996). There are three transitions of 
interest marked on Figure 4: (1) the initial exposure of the 
substrate; (2) the beginning of pit interactions; and (3) the 
growth of the pit beyond the domain depth. Each of these 
transitions is depicted schematically in Figure 4B. 
The first transition occurs when the epilayer is etched 
through, exposing the substrate. However, the model results 
show a delay between the initial exposure of the substrate 
and the corresponding rise in the average mass flux, R.  This 
delay is due to the discrete nature of the domain. In a contin- 
uous domain, the pit begins to broaden immediately after ex- 
posure of the substrate. However, in a discrete domain 
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*All rates are reported in units of mol/cm2-s. 
broadening cannot begin until the exposed elements on the 
first level of the substrate are removed. 
The second transition occurs when the pit in the discrete 
model begins to experience the effects of pit interactions. 
Even though there is only a single pit in the domain, pit in- 
teractions are possible due to the periodic boundary condi- 
a b C 
B 
SUBSTRATE 0 EPILAYER 
E z 
C .B 8 .- 
4 8 12 16 20 
horizontal position, pn 
C 
Figure 4. (A) Average mass fluxes predicted with dis- 
crete model vs. continuum model for nonin- 
teracting defects; (B) pit interactions resulting 
from periodic boundary conditions; (C) sur- 
face profiles along a cross section, including 
the center of the pit. 
The labels are times in seconds. The solid lines at 68 and 
126 s represent the profiles from the continuum model. 
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tions imposed on the north-south and east-west faces. Thus 
this system represents a square array of defects. 
The final transition occurs when the depth of the pit ex- 
ceeds the depth of the domain. The pit can no longer grow in 
that direction and the exposed surface area decreases as the 
elements on the last level are removed. Consequently R drops 
rapidly until the only elements remaining are those epilayer 
elements dissolving at the nondefect rate. 
Profiks of etched surfaces 
A profile of the etched surface is shown by Figure 4C. The 
cross section used is in the < 100 > direction and contains 
the center of the etch pit. The number of elements with ex- 
posed faces in a particular arrangement changes as the sur- 
face evolves over time. Figure 5 shows the number of ele- 
ments with exposed faces in the 1, 211, 2 I, 3, arrangements 
as a function of time. The number of elements.with exposed 
faces in the remaining arrangements were insignificant com- 
pared to these four. The first vertical dotted ljne shows the 
time at which pit interaction begins; the second indicates the 
time at which the depth of the pit equals the depth of the 
domain. 
Simulated Dissolution of Systems with Multiple 
Defects 
The evolution of some surfaces with multiple defects can 
be simulated using a model system with a single defect and 
periodic boundary conditions. However, this approach is use- 
ful only when there is a very high degree of symmetry in the 
arrangement of the defects. For example, the situation dis- 
cussed in the previous section used a square domain with a 
single pit located in the center of the domain. The pit grows 
to the edge of the domain where interactions begin simulta- 
neously with the four first nearest neighbors. At no time did 
exactly two pits coalesce into a single pit and continue to 
grow as a unit. These results cannot be extrapolated to a more 
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Figure 5. Number of elements with exposed faces in the 
1, 211, 2 I, and 3, arrangements. 
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Systems of multiple defects are also relevant to a more in- 
teresting case: randomly arranged defects on a surface. An 
analytical analysis is limited to a system of noninteracting de- 
fects due to the intractability of accounting for areas and vol- 
umes held in common between multiple pits. This approach 
works well for a low density of pits during the initial stage of 
dissolution when pit interaction is minimal. However, simula- 
tions beyond that stage require a different approach. 
Two interacting defects 
There are several reasons to first consider the coalescence 
of two pits on a surface before attempting to describe the 
effects of higher densities of pits. First, the coalescence of 
two pits is the most likely multipit interaction at low etch-pit 
densities. Second, the trends observed for a two-pit interac- 
tion are instructive for interpreting the trends for higher 
etch-pit densitiy. The domain is 200 rows X 200 columns X 
100 levels withthe first 10 kevels composing the epilayer and 
the remaining 90 making up the substrate. The two defects 
are layer-spanning and have a diameter of 21 elements and a 
center-to-center distance of 50 elements. The edge length for 
each element is 0.2 pm. 
The evolution of this surface undergoes several distinct 
stages: the dissolution of the defects, the growth of two indi- 
vidual pits, and the growth of the pits into each other. There 
are also two more stages that arise due to the finite domain 
depth and the periodic boundary conditions. The significance 
of these stages was discussed earlier, in the section describing 
the dissolution of individual isotropic etch pits. Figure 6 pre- 
sents the simulation results for this system. Also included is 
the result of the corresponding noninteracting defects and 
the result of a single defect with the same initial surface area 
(i.e., r' = f i r ) .  The transition times indicated are (Figure 6A) 
the exposure of the substrate, (Figure 6B) the onset of pit 
coalescence, (Figure 6C) the self-interaction due to the peri- 
odic boundary conditions, and (Figure 6D) the growth of the 
pit beyond the domain depth. 
The most striking result from this simulation is that the 
pits coalesce into a structure that behaves in a fashion very 
similar to the noninteracting cases. The mass flux for two 
coalesced pits will eventually be almost indistinguishable from 
a single pit if they are allowed to grow unaffected by any 
additional interactions. This result suggests that clusters of 
pits will produce trends similar to those of individual pits if 
the clusters themselves are allowed to grow independently. 
The effect of higher defect densities on the surface evolution 
is treated in the following subsection. 
Systems of randomly placed defects 
Figure 7 shows the results for two simulations with ran- 
domly placed defects. The system parameters are identical to 
those of the previous case except the defects did not all span 
the epilayer, but rather the depths were randomly distributed 
according to a uniform distribution. Each defect covered ap- 
proximately 3% of the domain surface. The defects were 
placed at random on the surface, and overlapping of the de- 
fects was allowed. Therefore, the actual surface coverage can 
be substantially less than the aggregate area of the individual 
defects. In fact, a fourfold increase in the number of pits led 
to only a 67% increase in the surface coverage, as seen from 
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Figure 6. (A) Effects of interaction on the growth of two 
pits formed from two layer spanning defects 
with radius 2.1 pm and a center-to-center dis- 
tance of 10 pm; (B) profiles of the surface 
along a cross section ( i ,  100, k ) ,  which in- 
cludes the centers of both pits. 
The corresponding time in seconds is indicated on the pro- 
file. The shaded regions denote the epilayer. 
the change in the initial R from Figure 7. Clusters of pits 
were apparent for the system with 25 defects. Periodic 
boundary conditions are enforced on the defects. 
The dissolution behavior depicted in Figure 7 shows two 
primary stages of interest: before and after exposure of the 
substrate to the etchant at 426 s. Before exposure, mass loss 
is due almost entirely to the dissolution of the defects. The 
nondefect rate is too low to make a significant contribution 
in either simulation. The variation in defect depths leads to a 
drop in R before the substrate is exposed as the shallower 
defects are exhausted. The discrete jumps are due to the dis- 
cretization of the epilayer into 10 levels. 
After the exposure of the substrate to the etchant at 426 s, 
R jumps and then increases slightly as pits begin to form. 
The initial jump is, of course, due to the higher substrate 
rate; the continuing rise is due to the growth of the pit clus- 
ters under the epilayer. The amount of increase is limited by 
the time available for the growth of the cluster before inter- 
action with the neighboring clusters. 
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Figure 7. Simulation results for systems with 25 and 100 
defects with a diameter of 21 elements placed 
at random on a 200 element by 200 element 
surface with uniformly distributed depths. 
The solid line is the limiting behavior expected for 100% 
coverage by layer-spanning defects. 
Conclusions 
This article presents a means of estimating the dissolution 
behavior of systems that are not easily rendered in a continu- 
ous model because of complicated geometries, etch rates that 
vary with position and/or orientation, or situations that cou- 
ple the etch rate at the surface to properties of the bulk of 
the solid. The model can accommodate all of these circum- 
stances by discretizing the surface into homogeneous, solid 
cubic volume elements and applying dissolution rules locally 
to each individual element. In addition, detailed knowledge 
of the orientation of the surface is not required by the disso- 
lution rules. 
The model was applied to systems where defects appeared 
in an otherwise uniform epilayer on a uniform substrate. The 
results agreed quantitatively with those of a case for which an 
analytical solution was available. The results also showed that 
clusters of interacting pits can produce trends in the average 
mass flux that are very similar to those observed for noninter- 
acting pits. However, if the pits are arranged in a regular 
pattern, such as a square lattice, then there can be a signifi- 
cant change in the dissolution behavior of the surface. In fact, 
the overall etch rate will begin to decrease as the pits grow 
because of a loss of exposed surface area. 
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Appendix 
The effective area, K , , ,  for elements associated with 
planes is computed based on the maximum projected area of 
the element. Planes that lie perpendicular to the principal 
vectors of the simple cubic geometry are exactly represented 
by elements with a single exposed face. Therefore, their pro- 
jected area is 1s’ per element so K ,  = 1. 
Next consider resolving a section of a plane inclined at a 
45” angle using a single cubic element of the domain (refer to 
Figure 3). The actual area of the plane is a s ’  per element. 
This is the area of the two exposed faces in the perpendicular 
arrangement projected along the normal vector of the plane, 
that is, 
based on the time-averaged area of the element. The average 
can be calculated assuming exposed surfaces etch uniformly 
in the direction opposite the surface normal, receding with a 
velocity, LJ,  given by Mwr/p (unexposed faces remain station- 
ary). 
The element represents a volume in space bounded by six 
planes that correspond to the faces of the element. The ele- 
ment, which was initially a cube, is effectively being reduced 
in size. The geometry remains a rectangular prism, though 
not necessarily a cube. The surface area changes with time in 
a definite fashion, thus providing a means to calculate the 
average area, which is taken to be the effective area used in 
Eq. 2: 
where t’ is the time required to completely dissolve the ele- 
ment, A ( t )  is the surface area of the prism, and s is the ini- 
tial edge length of the cubic element. 
An instructive example is the case where all six faces of an 
element are exposed to the etchant. As each face is dissolved, 
it moves toward the geometric center of the element with a 
velocity vt. The edge length varies linearly with time accord- 
ing to (s - 2vt); the total exposed surface area, A(t), is 6(s - 
2utI2; and the time required to dissolve the element, t’,  is 
s/2v.  Thus, 
2 1 I ‘  
6 ( s - 2 u t )  d t = 2 .  
The same procedure is applied to the remaining elements. 
Table A1 lists AO), t’, and KN,= for each arrangement. The 
analysis was also applied to the planar elements for the pur- 
poses of comparison. 
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