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Abstract
Light is the primary energy source fuelling the primary production in the ocean,
and an accurate representation of the light’s propagation in the water column is
important for ecological models that seek to estimate primary production. Eco-
logical models typically use a non-spectral representation of light, meaning that
information about the wavelength-specific absorption and scattering properties
of the optical components in the water is lost.
In this work, a spectrally-resolved light field propagation model (SINMOD
Light, or SL) has been developed for the purpose of providing reliable estimates
of primary production, while keeping the computational load low enough to be
acceptable for 3D ecological models. The model is tested against the radiative
transfer model Ecolight as well as in situ data from the Barents Sea. Compared
to Ecolight, SL has much simpler dynamics and requires around 1% of the
computation time. The spectral downwelling irradiances predicted by SL are
highly correlated (≥0.95) with the measurements for the four tested scenarios.
The correlations are similar to those seen between Ecolight and measurements.
For upwelling irradiances, the match is stronger (≥0.98) between SL and Eco-
light than between the data and either model. Comparing primary production
estimates, there is good agreement between SL and the in situ data, with aver-
age prediction errors within 5% of the maximum production rate. The spectral
model predicts primary production slightly more accurately than a non-spectral
model normalized to equal SL near the surface (on average within 6%).
A spectral model allows more sophisticated treatment of phytoplankton and
other components with differing optical characteristics in ecosystem modelling.
Furthermore, the model allows an estimate of the water-leaving radiance to
be computed along with the underwater irradiance distribution. This can be
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developed further into a powerful tool for verification of remote sensing products
as well as validation of ecosystem models using high-accuracy water-leaving
radiance measurements.
Keywords: Light propagation, Numerical model, Spectral irradiance,
Ecosystem, Primary production
1. Introduction
Numerical modelling plays an important role in understanding marine ecosys-
tems. Interactions between the physical environment and the biological compo-
nents are complex, and therefore many aspects need to be addressed by coupled
physical and biological models. One of the fundamental processes of the ecosys-
tem is primary production through phytoplankton, and this process relies on
the ability of the algae to absorb light and convert it into chemical energy.
Ecosystem models estimate the solar irradiance at the ocean surface as well as
the attenuation through the water column, influenced by waves, solar angle and
the concentration of phytoplankton in the water.
The light in such ecosystem models is typically modelled in terms of pho-
tosynthetically available radiation (PAR), which is defined as the sum of the
spectral irradiance in the wavelength band 400–700 nm. In a PAR based model,
an overall attenuation rate for the light in this wavelength band is calculated for
each vertical layer. Such models neglect the wavelength dependence of absorp-
tion and scattering properties of the water and the particulate and dissolved
matter contained in the water column. Pure water absorbs wavelengths in the
interval 400–500 nm at low rates, but absorption rate increases strongly with
increasing wavelength in the interval 500–700 nm (Pope and Fry, 1997). Colored
dissolved organic matter (cDOM) in seawater absorbs at a decreasing rate with
increasing wavelength, while phytoplankton absorbs most strongly in the bands
400–500 and 650–700 nm. These differences are illustrated in Fig. 1. In an
ecological model our primary interest is the absorption by phytoplankton and
the resulting effect on the primary production. In the period leading up to the
spring bloom, when the interaction between light penetration in the relatively
clear water and the depth of the mixed layer determine the onset of the bloom,
these wavelength dependent effects can have a great significance for prediction
of the bloom dynamics (Sakshaug and Slagstad, 1991).
A spectrally-resolved underwater light model is also a prerequisite for utiliz-
ing recent developments in hyperspectral remote sensing of the oceans (Chang
et al., 2004). These developments allow oceanographers to move towards more
sophisticated ecosystem models taking into account differences between the ab-
sorption and scattering properties of different phytoplankton taxa, as well as
organic and inorganic substances and particles. This implies that a spectrally-
resolved treatment of light in ocean modelling will be increasingly important in
the future.
In a 3D distributed ecological model one is always faced with the trade-
off between model detail level and computational load. At each time step, the
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light model must calculate the light field for a large number of locations (around
50.000 locations even for a relatively small ocean model setup), and this severely
limits the running time that can be allocated to each computation. Simplicity
in terms of computation time will therefore be one of our major aims when
formulating the spectral light model.
Hydrolight, a radiative transfer rate-based model of light in water, has been
developed by Curtis Mobley (Mobley, 1994). Hydrolight computes irradiance
from all directions on a discretized sphere around each modelled location, while
a simplified version called Ecolight averages irradiances along the azimuth angle.
This simplification is suitable for ecological applications, and reduces the com-
putation time significantly. Ecolight has been used for validation of the model
presented in this paper (SINMOD Light, or SL), and for the investigation of
certain properties of the light field that are utilized in the formulation of the
SINMOD Light model.
The main purpose of the SINMOD Light model is to estimate the light field
as an input for an ecological model. One such model is SINMOD (Slagstad
and McClimans, 2005; Wassmann et al., 2006), which is used for a variety
of purposes, such as estimating phytoplankton and zooplankton production
and biomass levels, investigating effects of zooplankton harvesting and climate
changes on the ecosystem, and simulating local and regional effects of human
activities such as aquaculture. The SINMOD Light model will, among other
aspects, be evaluated based on the estimated primary production rate as a
function of the scalar irradiance. Based on a simple model for primary pro-
duction this output will be used to compare SL to Ecolight and in situ data.
Aside from primary production, the model has a number of potential applica-
tions such as assessment of the optical properties of components in the water
column, and estimation of the water leaving radiance in connection with remote
sensing applications.
2. Material and methods
2.1. Model overview
In the SL model the wavelength interval of 400–700 nm is split into bands
of width dλ and imax vertical layers, each with a thickness dz. For each
layer, chlorophyll a (P ) and cDOM concentrations (acDOM,350) are given, and
these are used to determine the inherent optical properties (IOP) of the water.
The light field in each layer is represented by four variables, each of which is
spectrally-resolved. The first two variables are the downwelling irradiance from
the layer above (Ed), and the upwelling irradiance from the layer below (Eu).
Ideally, one would want to know the full angular distribution of both the
downwelling and upwelling light. The angular distribution is important because
light travelling at a near vertical angle travels a shorter distance when passing
through a vertical layer compared to light travelling closer to the horizontal,
and therefore is absorbed and scattered to a lower degree. However, we choose
to simplify this by letting a single scalar value, the average cosine (denoted by
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µ), represent the angular distribution. The remaining two variables are thus the
downwelling and upwelling µ (µd and µu). The average cosine is defined by Kirk
(1989) as the downwelling or upwelling irradiance divided by the downwelling
or upwelling fractions of the scalar irradiance (µd = Ed/E0d and µu = Eu/E0u).
For direct downward light, µd equals 1, while for diffuse light or direct light at
a different angle, it will lie between 0 and 1. For a given µ, one cannot tell
whether the light field is direct or diffuse, but it gives crucial information about
the light field’s ability to penetrate vertically through the water column.
Since the upwelling irradiances depend on backscattering, the model runs two
passes, first calculating the downwelling light field as well as the backscattering
per layer, then calculating the upwelling light field based on the backscattering.
A small fraction (on the order of 1% of the downwelling irradiance) of the
upwelling light may then be scattered back downwards, but this fraction is
neglected in the model.
Table 1 summarizes the model variables, inputs and parameters.
2.2. Solar irradiance and the surface boundary
For a given geographical location at a given date and time, the solar zenith
angle Z can be calculated (Bird, 1984), but presently Z will be considered a given
input value. The Bird model (Bird, 1984) gives an estimate of the broadband
clear sky irradiance based on Z and atmospheric parameters, divided into direct
irradiance ID(λ) and diffuse irradiance IS(λ).
We will model the effect of clouds in the same way as is done in Ecolight.
Ecolight provides a simple mechanism for taking cloud cover into account, based
on a single variable χ in the interval [0, 100] representing the percentage of cloud
cover (Mobley and Sundman, 2008). If the cloud cover is above 25%, the direct
and diffuse irradiances are modified as follows:
Itot = (IS + ID)(1− 0.75(χ/100)
3.4) (1)
IS = Itot(0.3 + 0.7(χ/100)
2) (2)
ID = Itot − IS (3)
At low solar angles, reflectance at the air-sea surface is significant. Kirk
(1986, Table 2.1) gives a functional relationship between sun angle and re-
flectance, which is used in SL. The effect of wind speed, part of which is to
reduce the reflectance at low solar angles and high wind speed, is neglected in
the model.
Just below the surface, the µd value will be dependent on wavelength and on
factors such as solar angle, surface waves and cloud cover1. We do not model this
in detail, but make an approximate calculation based on a couple of assumptions.
First, the diffuse fraction of the solar irradiance is assumed to give an overall µd
1Ice cover is an additional component that strongly affects the quantity and quality of light
entering the water column, but for the time being ice is not included in SL.
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value of µdiffuse, the direct fraction is assumed to give a value corresponding
to the solar angle after refraction through a flat air-water surface by Snell’s
law with index of refraction 1.34, and the overall value can be calculated by a
weighted sum of these values. Second, we assume that the relationship between
wavelength and µd follows a general shape, so that the overall µd value can
be modulated by a constant multiplier for each wavelength. These multipliers
are estimated by taking the µd values calculated by the Ecolight model for a
zenith angle of 0, wind speed of 1 ms−1 and 100% cloud cover, divided by the
average of µd for all wavelengths in the same scenario. The cloud cover almost
eliminates the effect of solar angle on µd just below the surface. Fig. 2A shows
the multipliers that are used.
2.3. Inherent optical properties
The inherent optical properties for each layer are characterized by the wavelength-
dependent coefficients for pure water absorption aw, cDOM absorption acDOM ,
phytoplankton absorption aP , pure water scattering bw and backscattering bbw
and the phytoplankton scattering bP and backscattering bbP . The models used
for calculation of the IOPs are listed in Table 2, except for bbP which cannot be
applied directly, and is treated in Section 2.4.1. The σ parameter in the calcu-
lation of aP determines how absorption varies with chlorophyll a concentration,
and varies depending on the properties of the ecosystem (Bricaud et al., 1998;
Matsuoka et al., 2011). For simplicity, a value of 1 has been used in the present
study, making aP proportional to P .
The phytoplankton absorption spectrum a0P (see Fig. 1) was derived from
averaging in vivo absorption spectra from 33 phytoplankton species, belonging
to 12 different pigment groups, grown as monocultures under low-light con-
ditions (15 to 75 µmol m−2 s−1, most of them at 35 µmol m−2 s−1) in the
laboratory (Johnsen and Sakshaug, 2007). The 33 phytoplankton species were
selected as representatives for average Atlantic/Arctic water masses and in-
cluded common species from these waters of e.g. diatoms, dinoflagellates, and
coccolithophorids (excluding only cyanobacteria). See Table 1 in Johnsen and
Sakshaug (2007) for a detailed list of the species and pigment groups. The phy-
toplankton absorption spectrum can easily be replaced with any Chl a-specific
absorption spectrum that is relevant for the region of interest.
A factor which is not included in SL is inorganic particles, which may con-
tribute to scattering, especially in coastal waters (Babin et al., 2003), but can
be neglected in the open ocean (Kirk, 1986). Adding this component to the
model is fairly simple, as it involves no greater changes than updating the IOP
values based on the contributions from the inorganic particles.
2.4. Layer calculation
The light field for a given layer i and wavelength λ is defined by the variables
Ed(i, λ) and µd(i, λ), describing the light passing from layer i to the layer below,
and Eu(i, λ) and µu(i, λ) describing the light passing to the layer above. Equa-
tions 4–12 below all need to be calculated for each value of λ, but for simplicity
the λ index is omitted.
5
AC
CE
PT
ED
 M
AN
US
CR
IP
T
ACCEPTED MANUSCRIPT
2.4.1. Downwelling light field
When calculating the downwelling light field from layer i, the basis is the
incoming downwelling irradiance Ed(i − 1) and µd(i − 1). The incoming scalar
downwelling irradiance E0d(i − 1) equals Ed(i − 1) divided by µd(i − 1). The
vertical attenuation is calculated as an exponential decay at a rate given from
the sum of absorption and backscattering. The decay is calculated at a distance
given by the layer thickness divided by µd(i − 1) to account for the longer
distance travelled by non-vertical light:
E0d(i) = E0d(i−1) exp(−
dz
µd(i− 1)
(aw(i)+acDOM (i)+aP (i)+bbw(i)+bb
′
P (i)))
(4)
where bb′P (i) is the coefficient of light scattered by phytoplankton that starts
travelling upwards. Scattering by particles such as phytoplankton is non-uniform,
and the angular distribution of the scattering can be described by a phase func-
tion. A phase function derived from measurements in San Diego Harbor (Pet-
zold, 1972) is often used as a benchmark for other phase functions (Mobley
et al., 2002). A good approximation of the Petzold phase function is given
by the Fournier-Fourand function (Fournier and Jonasz, 1999), which can be
calculated from an assumed backscattered fraction.
For a given backscattered fraction, the fraction of scattered light that starts
travelling upwards depends on the angle of the light before scattering, from a
small percentage in the case of vertical light, up to 50% for horizontal light.
Based on the Fournier-Fourand function for a backscattered fraction of 2.5% we
have calculated a function that approximates the upward scattered fraction as
a function of µd.
bb′P (i) =
φ1
φ2 + φ3µ
φ4
d
(5)
where the parameters φ1 = 0.0191, φ2 = 0.0204, φ3 = 1.0454 and φ4 = 1.6741
have been chosen to give optimal fit in the interval µd ∈ [0.2, 1.0]. This function
is shown in Fig. 2B.
The part of the vertical attenuation caused by scattering can be calculated
by comparing the scattering and absorption coefficients, and a certain fraction
of the scattered light can be assumed to be backscattered - i.e. starts travelling
upwards:
Bb(i) =
(E0d(i− 1)− E0d(i))bb
′
P (i)
aw(i) + acDOM (i) + aP (i) + bbw(i) + bb′P (i)
(6)
The downwelling µ will vary with depth as a result of absorption (because
light at different angles is attenuated at different rates) and scattering (because
scattering makes the light field more diffuse), but with only the µ value rep-
resenting the angular distribution, the change cannot be accurately calculated.
However, it is a reasonable assumption that an estimate can be made based on
the IOPs. A number of Ecolight simulations were run in order to study the ver-
tical change of µd as a function of chlorophyll a and cDOM concentrations (see
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Section 2.7 for information about the Ecolight configuration), and it was found
that µd approached asymptotic values that varied with wavelength, chlorophyll
a and cDOM, but were fairly independent of solar zenith angle (for P > 0.1 mg
m−3), wind and cloud cover (for P > 0.5 mg m−3).
A hypothesis was made that the asymptotic µd values can be predicted
based on the IOPs only, and that the wavelength dependence only follows from
differences in the IOPs. To test this, a collection was made of the absorption
and scattering coefficients associated with all the Ecolight simulations at all
wavelengths, and a test function was defined as follows:
µA(a, b) = min(1, θ1 + θ2a
θ3 + θ4b
θ5) (7)
An object function2 was defined as the sum of the squared deviations between
the µA predicted by the test function, and the value found in the Ecolight
simulation in each case. A nonlinear optimization algorithm was run in order to
find the parameter set minimizing the object function, and the optimal values
were found to be θ1 = 0.9009, θ2 = 4.2478, θ3 = 0.0172, θ4 = −4.3209 and
θ5 = 0.017.
Fig. 3A illustrates the predictions of the optimized function. On the X-axis
is the µA found by Ecolight for a given wavelength, chlorophyll a concentration
and cDOM concentration. On the Y-axis is the value predicted by the optimized
test function. A gray 1:1 line is drawn, indicating where the points would lie if
the prediction was perfectly accurate. As the figure shows, the prediction is not
perfect but quite good with a root mean square deviation of 0.011.
Given the estimate µA of which value µd will approach when progressing
through the water column, the value for layer i is calculated as an exponential
approach based on the value for the layer above and an exponential rate vµ:
µd(i) = µd(i− 1) + vµ(µA(a, b)− µd(i− 1))dz (8)
The downwelling irradiance from layer i is calculated based on E0d(i)and
µd(i):
Ed(i) = E0d(i)µd(i) (9)
2.4.2. Upwelling light field
After the entire downwelling light field has been calculated, the upwelling
field can then be computed. For each layer, the upwelling irradiance is calcu-
lated as the sum of the upwelling irradiance from the layer below, after taking
attenuation into account, and the backscattered light from the layer itself. At-
tenuation is calculated in the same way as for downwelling light:
E0u(i) = Bb(i)+E0u(i+1) exp(−
dz
µu(i + 1)
(aw(i)+acDOM (i)+aP (i)+bw(i)+bP (i)))
(10)
2An object function is the function to be minimized in an optimization problem. In this
specific case, the object function is designed to attain lower values whenever the overall fit of
the predictions from Eq. (7) is improved. Then, optimizing Eq. (7) is a matter of finding the
parameter set that minimizes the object function.
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The calculation of µu is different from that of µd, as the upwelling irradiance
is typically dominated by the contribution from backscattering directly rather
than that from the layers below. The main factors that influence µu are the
IOPs and the local value of µd. No approach towards asymptotic values is seen
for µu, but an estimate of the value can be obtained based on a simple function:
µu(i) = θ1 + θ2a(i)
θ3 + θ4b(i)
θ5 + θ6bb(i)
θ7 + θ8(
E0u(i)
E0d(i)
)θ9 + θ10µd(i)
θ11 (11)
Fig. 3B illustrates how the predictions from this equation (with θ1 = 0.340,
θ2 = 0, θ3 = −2.31, θ4 = −0.192, θ5 = 0.268, θ6 = 0.617, θ7 = 0.401, θ8 =
0.307, θ9 = 0.754, θ10 = 0.159 and θ11 = 3.432) match the values computed by
Ecolight. Again, the fit is good with a root mean square deviation of 0.006.
After the calculation of Ed, µd, Eu and µu for all layers, the scalar irradiance
can be calculated as:
E0 =
Ed
µd
+
Eu
µu
(12)
2.5. PAR model
To evaluate the effect of including the full spectrum in the light model, we
define a PAR based model for comparison. The PAR model operates on the
same vertical layers as the spectral model, and the irradiance in the uppermost
layer, EPAR(1), is normalized to the value computed for SL. The calculation for
each layer is as follows:
EPAR(i) = EPAR(i−1) exp (−dz(0.04 + acDOM,440(i− 1) + 0.0088P (i− 1) + 0.054P (i− 1)
0.667))
(13)
This model is similar to the one currently used in SINMOD.
2.6. In situ measurements
For validation of the SINMOD Light model we have chosen field data from
the Barents Sea sampled in August 2007 and May 2008, from the research vessel
R/V Jan Mayen (University of Tromsø, Norway). Field data were collected as
part of the International Polar Year through the Norwegian research program
NESSAR (Norwegian component of the Ecosystem Studies of Subarctic and
Arctic Regions). Four sampling sites, representing different natural conditions
during the growth season in the Barents Sea, were chosen as scenarios provid-
ing in situ data for comparison with modelled data (Table 3). The sites were
selected to include both Atlantic and Arctic water masses and represent both
an early (May) and a late (August) stage of the phytoplankton growth season.
See Hancke et al. (this issue) for details on sampled stations and water mass
characteristics.
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2.6.1. Sampling, Chl a and cDOM analyses
In situ profiles of conductivity, temperature and depth (CTD) were obtained
using a Sea-Bird CTD (SBE9 system, Sea-Bird Electronics, US) to determine
the water column characteristics and to identify the sites in Atlantic and Arctic
water masses. For details on the hydrography at the sampled stations see V˚age
et al. (this issue) for the 2007 samples and Fer and Drinkwater (this issue) for
the 2008 samples. For a general introduction to the physical oceanography of
the Barents Sea see e.g. Loeng (1991) and Loeng and Drinkwater (2007).
Water was collected from up to 8 depths in the upper 50 m of the water
column using Niskin bottles (5 L, model 1010C) mounted on the rosette, from
which subsamples were taken for Chl a and cDOM analyses. Chl a was mea-
sured from water samples filtered on GF/F filters, extracted overnight in pure
methanol. The concentration of Chl a and phaeophytin were determined before
and after acidification (Holm-Hansen et al., 1965) using a calibrated fluorome-
ter (Turner Designs). The analyses were carried out by the Institute for Marine
Research, Norway (www.imr.no).
Samples for cDOM absorption were filtered through a 0.2 µm Minisart sy-
ringe filter (prewashed with >10 mL of sample) and stored at 4 ◦C in the dark
in 50 mL sterile polypropylene containers (Greiner Oio-One International). The
samples from 2008 were analyzed onboard the research vessel within a couple
of hours after sampling. Samples from 2007 were frozen (20 ◦C) within an
hour after filtration and analyzed approximately 3 months after sampling in the
laboratory at Trondheim Biological Station (Trondheim, Norway). The frozen
samples were slowly thawed to room temperature prior to analysis. Freezing
of the cDOM samples prior to measurements proved no significant effect on
the absorption properties as demonstrated in Hancke et al. (this issue). The
optical density OD(λ) of cDOM was measured in 10 cm quartz cuvettes (from
300 to 800 nm with 2 nm increments using Milli-Q water as reference) with
baseline correction in the 690 to 700 nm range to remove instrument baseline
drift and scattering. Samples were analyzed in a dual-beam spectrophotometer
(Unicam 500 UV-Visible, Termo-Spectronic, US). The cDOM absorption coeffi-
cient acDOM (λ) in m
−1, was calculated from OD(λ)× 2.303
L
, L being the optical
patch length (in m). The absorption spectra were fitted to compute the slope
coefficient S (nm−1) and acDOM,350 according to the equation in Table 2, using
a non-linear regression routine in SigmaPlot 10.0 (SYSTAT Software Inc., San
Jose, CA, USA) in the spectral range from 350 to 550 nm (details in Hancke
et al., this issue).
2.6.2. Irradiance measurements
Surface incident irradiance and diffuse downwelling (for all scenarios) and
upwelling (for Scenarios 1 and 2) irradiance were profiled with a spectral res-
olution of 1 nm, from 380 to 800 nm, using an underwater spectroradiometer
(RAMSES-ACC-VIS, TRIOS, Germany). The profiles were obtained by lower-
ing the instrument in steps with a vertical resolution of 1 m in the upper 10 m,
of 2 m at 10 to 20 m depth and of 5 to 10 m below 20 m of depth (dependent on
the attenuation), down to <0.1% irradiance depth. Care was taken to ensure
9
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that all measurements were obtained during stable radiation conditions. The
spectroradiometer was lowered from the end of the vessels loading crane carry-
ing the sensor in a horizontal direction approximately 8 m to the sunny side of
the vessel, to avoid shading from the ship.
2.7. Ecolight configuration
The Ecolight model was set to simulate wavelengths every 10th nm in the
interval 400-700 nm. Inherent optical properties were defined according to a
four-component model, with coefficients calculated in the way summarized in
Table 2. For calculation of acDOM , the measured S value for each scenario was
applied. For scattering by phytoplankton, the average-particle phase function
(Mobley et al., 1993) was used. Bioluminescence and inelastic scatter were
disabled. Wind-speed was set to 1 ms−1, and the real index of refraction of water
set to 1.34. The RADTRAN sky model was chosen with default atmospheric
parameters, and the annual average was chosen for sun-earth distance. The
angular pattern of the sky radiance distribution was obtained from the hcnrad
function that uses Harrison and Coombes (1988). An infinitely deep water
column was modelled with outputs at 1 m intervals down to 50 m.
For computation of background data for estimation of µA and µu, constant
values for chlorophyll a and cDOM were used throughout the water column. For
simulation of the four scenarios, the chlorophyll a and cDOM profiles, including
measured S values, were entered as in SL, together with the same values for the
cloudiness and solar angle.
2.8. Estimated primary production
Since the purpose of SL is to estimate the light field as input for an ecological
model, it is informative to quantify the results in terms of primary production
potential. The following simple model of primary production is used:
P = 100
[
1− exp
(
−α
∑
λ
dλE0(λ)aP (λ)
)]
(14)
where α together with the absorption rates aP (λ) modulate the level of light that
saturates the production rate. The value of α is given in Table 1. This model will
not give exact production estimates, but an indication of how far through the
water column the light field is sufficient to support photosynthetic production.
The estimates were computed for Ecolight and the in situ data as well as for SL
as a way of quantitatively evaluating the model for its primary purpose. Since
upwelling irradiances were only available from two of the scenarios, in order to
get comparable values the primary production estimates were computed based
on downwelling irradiances only.
For the PAR model, the calculation was modified as follows:
P = 100 [1− exp (−0.86αaPEPAR)] (15)
where aP is aP averaged over all wavelengths, and the 0.86 factor is included
to remove near-surface bias in the primary production estimates from the PAR
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model compared to SL. Due to this choice, the comparison with the PAR model
measures only what is lost by removing the wavelength-dependent dynamics.
3. Results and discussion
3.1. In situ measurements
The in situ sampled data used for comparison and validation of the pre-
sented model was sampled from the Central Barents Sea in the Arctic. The
site was chosen as the scope of the study was to improve the existing numerical
ecosystem model of the region (Slagstad and McClimans, 2005; Wassmann et al.,
2006) with a spectrally-resolved optical component. Samples were collected from
both Atlantic (salinity > 34.95 (Carmack, 1990)) and Arctic (salinity between
34.3 and 34.7 (Pfirman and Bauch, 1994)) water masses, i.e. on each side of
the Polar Front, to represent different hydrographic conditions (Table 3). The
hydrography of the four scenarios is seen in Fig. 4.
The hydrography does not directly influence the optical properties but has
an indirect effect on the optics, as it sets the premises for the phytoplankton
species composition and thus influences the relationship between the Chl a con-
centration and aP and bP (Bricaud et al., 1988, 2004). In this study, this issue is
not considered further, and we applied the same constants for the calculation of
aP and bP for both water masses (Table 2). However, phytoplankton community
specific constants can easily be introduced to the parameter calculations.
The inherent optical properties that were used as model input were rep-
resented by the Chl a concentration and acDOM,350 representing early (May,
Scenarios 3 and 4) and late (August, Scenarios 1 and 2) stages of the phyto-
plankton growth season (Fig. 4). Both Chl a and acDOM,350 were within range
of the typical variance in the Barents Sea (Sakshaug, 2004; Wassmann et al.,
2008; Hancke et al., this issue). Scenario 1 represents surface maxima of both
Chl a and acDOM,350, Scenario 2 subsurface maxima, and Scenario 3 depth-
uniform profiles of both Chl a and acDOM,350. Scenario 4 represents a typical
spring bloom scenario with surface Chl a >10 mg m−3. The slope coefficient
for cDOM (S, Table 2) was in addition to acDOM,350 included to model the
wavelength dependency of acDOM . The profile average value for S was 0.012,
0.013, 0.014 and 0.016 for Scenarios 1–4, respectively.
3.2. Comparison between SL, Ecolight and in situ data
3.2.1. Downwelling and upwelling light fields
Figs. 5 and 6 visualize the light field for Scenario 2, as an example, in terms
of down- and upwelling irradiance and µ values. The values computed by SL
are shown together with corresponding values from Ecolight and in situ mea-
surements (for irradiances only). To quantify the agreement in shape between
the irradiances and µ values, Table 4 shows correlation coefficients computed
between SL, Ecolight and field values for all four scenarios. Correlation coeffi-
cients measure the similarities of shape only, disregarding differences in scale.
The coefficients are accompanied by p-values denoting the significance of each
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correlation. Because the spectra are autocorrelated along the wavelength and
depth dimensions, the method of Dutilleul et al. (1993) is used to compute the
effective sample size in each case for the purpose of computing the p-value.
It can be seen both by the figures and the correlation coefficients that
the agreement in shape between the two models and the in situ data is very
good, with average correlations ≥0.97 for downwelling irradiances, ≥0.95 for
upwelling irradiances, 0.95 for µd and 0.64 for µu. With a significance threshold
of p = 0.01, all correlations of E0d, E0u and µd are significant, while there are
significant correlations of µu only i Scenarios 1 and 4. There is clearly a lower
level of agreement in the µu values, but these deviations have limited effect in
terms of primary production, as the contribution of the upwelling irradiance
to the scalar irradiance is relatively low (typically <10%). However, this issue
is of importance if and when the model is used to address the water-leaving
irradiance, e.g. for remote sensing applications.
3.2.2. Irradiance spectra at selected depths
The spectral distribution (400–700 nm) of the downwelling irradiance was
calculated at three selected depths for the four scenarios, and the spectra based
on in situ data were compared to modelled data from SL and Ecolight (Fig. 7).
The spectra for 5 m, 10 m and 20 m show that both models to a certain
degree reproduce the different shapes of the spectra in the four scenarios. For
Scenario 2, the spectra of both models match the field values remarkably well
at all three depths.
3.2.3. PAR
Profiles of the downwelling EPAR were derived from the in situ data, from
SL, the PAR model and from Ecolight, and the results were compared for the
four scenarios listed in Table 3 (Fig. 8). The left panels show the EPAR values
on a linear scale, while the center panels show EPAR in percent of the surface
value on a logarithmic scale. To quantify the agreement between the models
and the in situ data, Table 5 summarizes depth-averaged deviations in terms of
three different error measures (average error, AE, average absolute error, AAE,
and root mean square error, RMS).
The results show that SL in general reproduces downwelling EPAR fairly
well both compared to Ecolight and to in situ data, especially in the upper
part of the water column, which is the most important in relation to primary
production (Fig. 8). Considering the absolute EPAR values, there is fairly good
agreement between SL and the field data for all scenarios. Ecolight predicts
higher EPAR values in scenarios 1 and 3, while agreeing well with SL in 2 and
4.
Looking at the relative EPAR values of the four scenarios for which the
model was tested (Fig. 8), SL slightly overestimates the attenuation rate in
Scenarios 1, 2 and 4 compared to the field measurements, and underestimates
it in Scenario 3. In Scenarios 1–3, SL and Ecolight agree closely on attenuation
rate, while there is some deviation below 15 m in Scenario 4. The relative EPAR
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values show, especially in Scenarios 1–3, that the attenuation profile of the PAR
model clearly differs from the in situ data and the more sophisticated models.
Overall, the SL and EL models match each other somewhat better on atten-
uation rates than each of them matches the in situ data. The same was seen
for correlations of the down- and upwelling irradiance spectra in Section 3.2.1.
Since the two models are run with the same values for the IOPs, this could
indicate that part of the deviation from the field data is caused by discrepancies
between the assumed IOP values and the actual values in the field locations.
Potential error sources for the in situ measurements include uncertainty in wave
data which can lead to error in the depth measurements, the effects of wind and
measurement error from the spectroradiometer. There can also be error in the
modelled IOP values from uncertainty in the Chl a and cDOM measurements
as well as the non-trivial relationship between Chl a and aP and bP .
Furthermore, the generally close match between the two models is an indi-
cation that the simplifications of the SINMOD Light model have lead only to
limited error in the attenuation rate of the light field.
There are no data available on the concentrations of inorganic particles in
the field scenarios, and as this factor is neglected in the model, it is a potential
source of error. A significant scattering of light by inorganic particles would
lead to the model underestimating the light attenuation rate, which happens
only in Scenario 3.
3.2.4. Primary production estimates
The right panels of Fig. 8 show the estimated primary production profile
based on the in situ and modelled downwelling irradiance, respectively. The
estimated production is a potential maximum production rate under ample nu-
trient conditions calculated according to Eq. 14. Fig. 9 shows the primary
production estimates based on the output from SL, the PAR model and Ecol-
ight plotted against the estimates based on the in situ light spectra.
In order to quantify the level of agreement between the models and the in
situ data, depth-averaged deviations in the primary production estimates have
been computed (Table 6). As basis for computing deviations only those depths
in each scenario where the primary production estimated based on the in situ
data is >5% of the maximum have been included. The production rates for the
two models have been estimated at the same depths by linear interpolation, and
three error measures (average error, AE, average absolute error, AAE, and root
mean square error, RMS) were computed. Table 6 shows the computed error
measures for each scenario as well as the mean values over all scenarios.
For most comparisons in all scenarios, the magnitude of the AE is close to
that of the AAE, indicating that errors to a large degree take the form of an
overall bias. This is also clear from Fig. 9. In comparison with the in situ
data, SL shows slightly lower average deviations by all three metrics (< 5% of
the maximum) compared to the PAR model (∼ 8.9%),while the Ecolight model
shows error values roughly of the same magnitude as SL.
Especially in Scenario 1 the predictions from Ecolight has a fairly large
deviation from SL and the in situ data. In this scenario, the sun is particularly
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low, so the deviations between the models can be seen as an indication that
the simplified model of the surface boundary is inaccurate at near-horizontal
angles. Wind and waves are factors that can play an important part at low
solar angles, and which are not included in SL. On the other hand, the in situ
data agree with the SL estimates. Similar scenarios will have to be investigated
to determine whether the inaccuracy lies in the field measurements (and SL) or
in the values from the Ecolight simulation.
3.3. Sensitivity to parameter values
The spectral resolution dλ has no effect on the calculations at each individual
wavelength, since wavelengths are independent under the assumptions of the
model. However, the resolution affects the accuracy of derived values such as
EPAR and the potential primary production rate. To study the sensitivity to dλ,
these values were calculated for the water column from 0–50 m in simulations
of Scenarios 1 and 2 with wavelength resolutions of 2, 5, 10, 20, 50 and 100 nm.
The values obtained in the most accurate simulation (2 nm) were compared
with those from the others. The highest relative deviations seen for EPAR and
primary production (PP) were as follows: 5 nm: EPAR 0.8% and PP 0.6%; 10
nm: EPAR 2.2% and PP 1.3%; 20 nm: EPAR 5.5% and PP 3.9%; 50 nm: EPAR
13.7% and PP 13.9%; 100 nm: EPAR 24.7% and PP 53%. These values show
that the errors in these measures increase gradually, but are still at low levels
for resolutions around 10 nm. For applications in 3D physical-ecological models,
a thorough sensitivity analysis with regard to this parameter must be done in
the context of the ecological model in question, to choose the lowest resolution
that gives acceptable accuracy.
The thickness of the depth layers used in the model has been chosen to
provide sufficient accuracy. If the thickness is doubled to 2 m, some effect
can be seen in the resulting light intensities, especially at less than 10 m depth.
Improving the resolution by halving the layer thickness to 0.5 m has a negligible
effect.
The parameter µdiffuse affects µd right below the surface, especially under
cloudy conditions. Increasing and decreasing µdiffuse by 0.05 affects the light
attenuation, primarily in the upper layers (the extent of the effect depends on
the IOPs). At 10 m, EPAR is affected by ±1–5% in Scenarios 1–3, and by ±20%
for Scenario 4.
The parameter vµ represents the rate of change of µd approaching asymptotic
values in the downwelling field. From the assumed value of 0.15 m−1, a 50%
increase and decrease leads to very small changes in EPAR for Scenarios 1–3.
For Scenario 4, there is a more significant effect, with EPAR at 10 m decreasing
by 20% and increasing by 26%, respectively.
The calculated asymptotic µd values, µA(a, b) from Eq. 7, significantly in-
fluence the attenuation rate of light below the upper 10–20 m for Scenarios 1–3
and the upper 5 m for Scenario 4. Increasing or decreasing all µA values by
0.05 therefore leads to a visible change in the EPAR attenuation, but the effect
occurs mainly in the levels below the depths where photosynthesis is significant.
Looking at the depth at which estimated primary production passes below 10%
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of the maximum, this depth changes with less than 1 m in all scenarios due to
the 0.05 changes in µA.
The µu values calculated in Eq. 11 affect the upwelling light field only, and
the effect is therefore minor on the outputs that have been mainly discussed
here. Increasing or decreasing µu by 0.05 has a negligible effect on EPAR values,
but has some effect on the upwelling irradiances. These values need to be
investigated closely if the model is to be used for predicting the water-leaving
irradiance for remote sensing purposes.
At high chlorophyll a concentrations, the model is sensitive to the backscat-
ter fraction bbp(λ). For Scenario 4, a 20% increase and decrease in bbp(λ) values
leads to EPAR at 10 m decreasing by 21% and increasing by 27%, respectively.
For Scenarios 1–3 lesser effects are seen.
3.4. Computational load
One of the main strengths of the SINTEF Light model is its low compu-
tational complexity, leading to very short running times. A set of speed tests
was run on a Fortran 90 implementation of the model in order to quantify the
running time3. The model was applied to the large scale SINMOD model area
used by Slagstad and Tande (2007), which contains 43184 ocean cells, and run
for a scenario when the sun was above the horizon in the entire model area (22
May, noon everywhere).
The average calculation time was 13.2 s per pass, or 0.3 ms per cell. The
13.2 s figure can be improved to 5.5 s (or 0.1 ms per cell) by increasing the
interval between wavelengths to 25 nm and increasing the layer thickness to 2
m.
The code is parallelized4, and by increasing the available hardware to 5 cores,
the computation time for the full 3D model area is reduced to 40–45% of the
original calculation time. At this point the computational load is fully accept-
able for the model to be used in SINMOD, but there are a number of further
optimizations that can be done to reduce computation time, such as simplifying
calculations for layers beyond which the light intensity is below a certain level,
and reducing the spatial or temporal frequency of light computations (Mobley
et al., 2009).
We can only give a tentative assessment of the difference in running time
between SL and Ecolight. In our experience with Ecolight, average running time
was >2 s per scenario on a standard laptop. An optimized, software embed-
dable version of EL is available, and will give better running times. Allowing
for a 10x improvement as well as accounting for hardware differences, a fairly
conservative estimate would be a 100 times difference in running time between
SL and Ecolight.
3The program was compiled using the Intel Fortran Compiler 11.1.059 with -O3 optimiza-
tion, and run in a single thread on an Intel Xeon 2.53 GHz CPU. The model was run for 100
passes over the entire area, and timed for all passes excepting the first one as well as the time
required for initial setup.
4Using OpenMP
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4. Conclusion
The SINMOD Light model provides a spectrally-resolved description of the
light propagation through a water column in the presence of absorptive and
scattering components. The model has the necessary properties to serve as a
component of increasingly sophisticated ecosystem models that take advantage
of knowledge gained through current hyper-spectral measurement techniques.
Spectral resolution is required to take into account differences in the optical
characteristics of the phytoplankton community, as well as geographical differ-
ences in the optical properties of organic and inorganic particles.
The model has been shown to perform well in comparison with both in situ
data and the radiative transfer model Ecolight for several scenarios. The two
models were run with similar IOP values, and some internal coefficients of the
SL model were based on Ecolight dynamics. The comparisons therefore mainly
show that despite its much simpler model dynamics, the SL model performs
adequately for its intended use. The model has been evaluated with regard to
the predicted spectral irradiance down- and upwelling fields, as well as in terms
of primary production estimates. High correlations were found between mod-
elled and measured irradiance fields, and the observed deviations with regard to
primary production were well within what can be expected when dealing with
the potential errors in field measurements in addition to model uncertainty.
The SINMOD Light model is computationally light, with around 1% of the
computation time compared to Ecolight. This allows for rapid evaluation in
3D model systems that require a large number of calculations with severe time
constraints. In addition to spectrally-resolved light propagation it can provide
an estimate of the water-leaving radiance. The latter can be developed further
into a powerful tool for verification of local and regional remote sensing products,
as well as for validating the model output in comparison with high-accuracy
water-leaving radiance measurements in the field.
Further work should include a comparison of estimated primary production
with additional in situ measurements. Also, as mentioned in Section 3.3, a
thorough sensitivity analysis should be done with regard to the wavelength
resolution of the model. Such an analysis cannot be fully done on the model
as a standalone component, but is an important step when the model has been
integrated in the SINMOD ecosystem model, which will be the focus of a future
study.
Readers who wish to utilize the SL model in their own work can contact the
corresponding author in order to obtain a copy of the Fortran source code.
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Figures
Figure 1: Absorption coefficients for pure water, aw, for phytoplankton cor-
responding to a chlorophyll a concentration of 1 mg m−3, a0P , and for cDOM
corresponding to acDOM,350 = 0.05 m
−1.
Figure 2: A: Wavelength dependent multiplier for µd just below the sur-
face, obtained from Ecolight simulations. B: Approximation of the relationship
between µd and the fraction of light scattered by phytoplankton that becomes
part of the upwelling light field.
Figure 3: A: comparison between asymptotic µ values found in the Ecolight
model versus values predicted by the model of Eq. 7. B: comparison between
upwelling µ values found in the Ecolight model versus values predicted by the
model of Eq. 11.
Figure 4: Temperature, salinity, chlorophyll a and cDOM measurements
for the four scenarios. The cDOM measurements were made in triplicate with
standard error in the interval 0.0016–0.0032m−1. Environmental and meta data
are shown in Table 3
Figure 5: Downwelling and upwelling irradiance in SL compared with an
Ecolight simulation and in situ data for Scenario 2.
Figure 6: Downwelling and upwelling µ (µd and µu) in SL compared with an
Ecolight simulation for scenario 2. µd is defined as Ed/E0d, and µu as Eu/E0u.
Figure 7: Downwelling irradiance spectra at three selected depths. Spectra
calculated by SL are compared to in situ measured spectra and values calculated
by Ecolight.
Figure 8: EPAR and primary production estimates from the in situ data,
compared to estimates from SL, the PAR model and Ecolight. Left panels:
absolute EPAR values. Middle panels: relative EPAR values given as % of
surface values. Right panels: primary production estimates, given as % of
maximum potential production rate.
Figure 9: Primary production estimates (in % of maximum production rate)
calculated according to Eq. 14 for SL, the PAR model and Ecolight, plotted
against estimates based on in situ data.
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Table 1: Summary of model variables (values calculated in the model), inputs (values defining
the specific scenario to be simulated by the model) and parameters (predefined values that
affect the model’s behavior)
Symbol Type Unit/Value Description
α Parameter 0.75 m3s µmol−1 Photosynthesis parameter of example alga
acDOM,350(i) Input m
−1 cDOM absorption at 350 nm in layer i
acDOM,440(i) Input m
−1 cDOM absorption at 440 nm in layer i
Bb(i, λ) Variable µmol m
−2 s−1 nm−1 Backscattering contribution in layer i
dλ Parameter 10 nm Spectral resolution
dz Parameter 1 m Layer thickness
E0(i, λ) Variable µmol m
−2 s−1 nm−1 Scalar irradiance for layer i
E0d,λ(i) Variable µmol m
−2 s−1 nm−1 Downwelling fraction of scalar irradiance from layer i
E0u(i, λ) Variable µmol m
−2 s−1 nm−1 Upwelling fraction of scalar irradiance from layer i
Ed(i, λ) Variable µmol m
−2 s−1 nm−1 Downwelling irradiance from layer i
Eu(i, λ) Variable µmol m
−2 s−1 nm−1 Upwelling irradiance from layer i
imax Parameter 50 Number of vertical layers
µA(i, λ) Variable Asymptotic µ value
µd(i, λ) Variable Avg. cos values of downwelling irradiance from layer i
µdiffuse Parameter 0.82 Below-surface µd value of diffuse light
µu(i, λ) Variable Avg. cos values of upwelling irradiance from layer i
P (i) Input mg m−3 Chlorophyll a concentration in layer i
S Input nm−1 cDOM slope coefficient
σ Parameter 1 Exponent for calculation of aP from chlorophyll a
vµ Parameter 0.15 m
−1 Rate of µ convergence
χ Input Cloud cover
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Table 2: Calculation of inherent optical properties
Property Model Source
aw See Fig. 1 Pope and Fry (1997)
acDOM acDOM,350 exp(−S(λ− 350)) Bricaud et al. (1981)
aP a0PP
σ (See Fig. 1) Johnsen and Sakshaug (2007), Bricaud et al. (1998)
bw
500
λ
16.06× 1.8× 10−4 Jerlov and Nielsen (1974)
bbw 0.5 bw Based on uniform scattering
bP
660
λ
0.407P 0.795 Loisel and Morel (1988)
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Table 3: Location, time, water type, sun angle, incident surface irradiance and weather con-
ditions for the four selected field scenarios.
Scenario 1 2 3 4
Latitude 76.16 76.83 75.61 75.9
Longitude 29.3 33.82 26.7 25.5
Time 2007.08.06
21:30
2007.08.11
08:45
2008.05.12
07:46
2008.05.09
14:02
Water type Atlantic Arctic Atlantic Arctic
Cloud cover Dense fog 100% 100% 100%
Zenith angle 84.03 74.94 75.00 60.33
Wave height (m) ∼1 ∼1.5 n.a. n.a.
Surface EPAR (µmol m
−2 s−1) ∼13 ∼130 ∼200 ∼170
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Table 4: Correlation coefficients and p-values of down- and upwelling irradiance spectra and
µ values, compared between SL, Ecolight and in situ values. The * symbol indicates that
P < 0.0001.
Scenario 1 2 3 4 Avg.
E0d
SL:IS 0.95 * 0.99 * 0.98 * 0.99 * 0.98
EL:IS 1.00 * 0.99 * 0.99 * 0.95 * 0.98
SL:EL 0.94 * 0.99 * 0.98 * 0.96 * 0.97
E0u
SL:IS 0.96 * 0.93 0.0003 - - 0.95
EL:IS 0.98 * 0.95 0.0002 - - 0.97
SL:EL 0.99 * 1.00 * 0.98 * 0.98 * 0.99
µd SL:EL 0.99 * 0.98 * 0.97 * 0.84 0.0025 0.95
µu SL:EL 0.68 0.0099 0.65 0.1911 0.32 0.1394 0.92 0.0019 0.64
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Table 5: Summary of depth-averaged deviations between PAR estimates (µmol m−2 s−1) of
the SINMOD Light model (SL), the PAR model (PAR), Ecolight (EL) and the in situ data
(IS). Deviations are given in terms of average error (AE), average absolute error (AAE) and
root mean square error (RMS).
Scenario 1 2 3 4 Avg.
SL:IS
AE 0.45 2.6 -0.88 -0.89 0.32
AAE 0.45 2.7 4.4 3.8 2.8
RMS 0.60 3.2 6.7 6.3 4.2
PAR:IS
AE 0.20 -11.0 -12.0 -0.50 -5.7
AAE 0.22 11.7 11.8 3.9 6.9
RMS 0.26 14.4 14.9 6.3 9.0
EL:IS
AE -4.8 2.3 -13.4 -8.3 -6.1
AAE 4.8 3.0 13.4 9.3 7.6
RMS 7.1 4.1 16.0 21.0 12.1
SL:EL
AE -5.2 -0.36 -12.5 -7.4 -6.4
AAE 5.2 1.6 12.5 7.4 6.7
RMS 7.6 1.9 15.3 15.4 10.0
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Table 6: Summary of deviations between primary production estimates (given as % of potential
maximum production rate) of the SINMOD Light model (SL), the PAR model (PAR), Ecolight
(EL) and the in situ data (IS). Deviations are given in terms of average error (AE), average
absolute error (AAE) and root mean square error (RMS). Primary production deviations are
computed for all depths at which the production estimate based on in situ irradiance is >5%
of maximum.
Scenario 1 2 3 4 Avg.
SL:IS
AE 0.53 -3.2 -8.7 -2.2 -3.4
AAE 0.58 3.3 8.7 4.3 4.2
RMS 0.64 3.6 9.4 6.1 4.9
PAR:IS
AE 0.17 -3.9 -8.6 -3.8 -4.1
AAE 0.37 5.1 8.6 5.0 4.8
RMS 0.41 5.5 9.6 7.7 5.8
EL:IS
AE -3.4 5.5 -3.0 5.3 1.1
AAE 3.4 5.5 4.5 5.3 4.7
RMS 3.9 6.2 4.9 5.9 5.2
SL:EL
AE 3.9 -8.7 -5.6 -7.5 -4.5
AAE 3.9 8.7 5.6 7.5 6.4
RMS 4.3 9.4 6.0 9.8 7.4
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