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ABSTRACT
This article presents the mechanisms 
and processes required in order for 
a router to provide QoS in packet 
networks and it presents the state 
of the art in the subject of schedu-
ling algorithms use in this kind of 
networks.
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RESUMEN
En este artículo se presentan los 
mecanismos y procesos necesarios 
que realizan los enrutadores para 
ofrecer calidad de servicio en redes 
de paquetes y se hace especial énfa-
sis en el estudio del estado del arte 
en lo referente a los algoritmos de 
planificación utilizados en este tipo 
de redes.
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1. INTRODUCCIÓN 
En sus inicios Internet se diseñó 
para proporcionar conectividad entre 
sitios remotos, y las aplicaciones y 
servicios que se utilizaban no reque-
rían condiciones especiales en la red 
para su funcionamiento, ya que los 
datos viajaban basados en el concep-
to de mejor esfuerzo (best-effort), la 
red transportaba los datos, pero no 
garantizaba calidad de servicio. Adi-
cionalmente, aplicaciones diferentes 
a los datos, como voz o video, tenían 
sus propias redes independientes y 
paralelas a la red de datos. La utili-
zación de este esquema, con distintas 
plataformas o tipos de red, una por 
cada servicio o aplicación, hacía de la 
administración de la red un proceso 
complejo y costoso.1
Con el avance tecnológico fueron apa-
reciendo nuevas aplicaciones y servi-
cios (video multimedia, Voz sobre IP, 
video streaming, etc) que requerían 
condiciones de calidad de servicio 
especiales para funcionar de manera 
adecuada y mantener satisfecho al 
usuario final. Fue entonces cuando 
surgió el concepto convergencia, que 
pretende integrar las aplicaciones y 
los servicios en una única plataforma 
de red. Fue así como se produjo una 
evolución de las redes tradicionales a 
un nuevo tipo de red con una arqui-
tectura única, éstas fueron llamadas 
redes de próxima generación (Next 
Generation Networks – NGN).1,33,34
Ahora bien, uno de los aspectos 
primordiales en este tipo de redes 
es garantizar calidad de atención 
extremo a extremo a las aplicacio-
nes o servicios, de acuerdo con sus 
requerimientos, para esto, diferentes 
organismos de estandarización han 
propuesto arquitecturas para garan-
tizar la calidad del servicio (QoS) en 
este tipo de redes. 
Cada organismo plantea una arquitec-
tura según el sector de la tecnología en 
que esté inmerso; por ejemplo Cable 
Labs,35 y DSL Forum36,48 definen una 
arquitectura para control de calidad 
de servicio para la red de acceso en la 
que se especializan redes de acceso de 
HFC y DSL respectivamente, mien-
tras que la ITU-T y la ETSI definen 
una arquitectura genérica que cubre 
otros tipos de tecnologías.2 Las tecno-
logías inmersas en el núcleo (core) de 
las redes (MPLS37,47 y Carrier Ether-
net)38 ofrecen también mecanismos de 
calidad de servicio de acuerdo con sus 
procesos de funcionamiento.
La IETF propuso dos mecanismos 
para garantizar calidad de servicio: 
Servicios Integrados (Integrated 
Services –IntServ-)3 y Servicios Di-
ferenciados (Differentiated Services 
- DiffServ-),4,46,47 pero con la evolu-
ción en las aplicaciones y servicios 
convergentes, estos mecanismos no 
garantizaban una calidad que per-
mitiera que aplicaciones y servicios 
funcionaran de manera óptima. Esto 
llevó a que diferentes organismos 
y fabricantes propusieran mejoras 
a DiffServ e IntServ convirtiendo a 
estos dos mecanismos en la base de 
muchas arquitecturas que ofrecen 
calidad de servicio.
Con base en lo anterior, es claro que 
para que las aplicaciones/servicios en 
este tipo de redes convergentes fun-
cionen de manera adecuada y brinden 
satisfacción al usuario, se les debe 
garantizar una calidad de servicio 
para su funcionamiento.51
Para garantizar calidad de servicio 
extremo a extremo en una red con-
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vergente se deben tener en cuenta los 
siguientes aspectos:5
• Configuración de procedimientos 
de calidad de servicio en los dis-
positivos de red, en los cuales se 
deben realizar labores de encola-
miento (queueing), planificación 
(scheduling) y conformación del 
tráfico (traffic shaping).
• Técnicas de señalización entre los 
diferentes dispositivos de red para 
garantizar calidad de servicio 
extremo a extremo.
• Funciones de administración y 
control del tráfico que va a tran-
sitar a través de la red.
Lo anterior se realiza en los enrutado-
res, que son los encargados del envío 
de los paquetes: estos enrutadores se 
ubican ya sea en los límites o borde 
de la red o en la espina dorsal (back-
bone) de la misma. Dependiendo de la 
ubicación del enrutador, éste realiza 
unas tareas específicas para garanti-
zar la calidad de servicio.
Los enrutadores de borde se encargan 
de las siguientes funciones:
– Clasificar los paquetes
– Control de Admisión (Admission 
control)
– Administración de la congestión 
(congestion management)
 Los enrutadores de backbone se 
encargan de las siguientes fun-
ciones:
– Administración de la congestión 
(congestion de management)
– Evasión de la congestión (conges-
tion de avoidance)
En la Figura 1 se pueden apreciar 
de manera resumida las tareas que 
debe llevar a cabo un enrutador para 
garantizar la calidad del servicio.
El objetivo del artículo es analizar 
cada uno de estos procesos, con espe-
cial énfasis en los algoritmos de pla-
nificación, revisar el estado del arte; 
y mediante simulaciones, establecer 
parámetros de comparación entre 
varios de ellos.
El artículo está organizado de la 
siguiente manera: en la sección 2 
se hace una breve descripción de los 
mecanismos de evasión de la conges-
tión, en la sección 3 se describe el 
proceso de clasificación, aplicación de 
políticas (policing) y conformación del 
tráfico (shaping), en la sección 4 se 
detallan los principales mecanismos 
de administración de la congestión 
Figura 1. Procesos para manejar QoS en un enrutador.
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que están relacionados con los algo-
ritmos de planificación y al finalizar 
se presentan las conclusiones y el 
trabajo posterior.
2. MECANISMOS PARA LA 
EVASIÓN DE LA CONGESTIÓN
Los mecanismos para la evasión de 
la congestión (congestion avoidance) 
son los encargados de monitorear 
el tráfico que llega al enrutador y 
anticiparse a la congestión, enten-
diéndose que hay congestión cuando 
la demanda por un recurso (por 
ejemplo, ancho de banda de un en-
lace) excede la capacidad disponible 
del recurso. El resultado de esto son 
tiempos de espera y respuesta eleva-
dos en las aplicaciones, y pérdida de 
paquetes.6
El mecanismo tradicional que utili-
zan los enrutadores para la evasión 
de la congestión es el descarte en la 
cola (Tail Drop) que consiste en des-
cartar paquetes cuando la cola se ha 
llenado, esto tiene el inconveniente 
que bloquea las colas y hace que las 
colas se llenen de paquetes, es decir, 
se le informa a las estaciones que 
hay congestión solo cuando la cola 
está llena.
Para solucionar este inconveniente 
se planteó el mecanismo de adminis-
tración activa de la cola (Active Queue 
Managment - AQM), que consiste en 
descartar paquetes antes que la cola 
se llene, e informar al equipo fuente 
para evitar así la pérdida excesiva 
de paquetes. Un ejemplo de AQM es 
Random Early Detection (RED) que 
se ha convertido en un estándar de 
facto con múltiples variaciones.
RED fue propuesto por Sally Floyd 
y Van Jacobson en los años noventa7 
y es la base de todos los algoritmos 
AQM. Su funcionamiento radica en 
controlar el tamaño de la cola de reci-
bo de paquetes e indicar a las estacio-
nes cuándo disminuir la tasa de envío 
de paquetes de manera temporal.5 Se 
apoya en el mecanismo de control de 
congestión utilizado por TCP, hace 
descarte de paquetes de manera 
aleatoria en periodos de congestión y 
le indica a la estación generadora de 
paquetes que disminuya su tasa de 
transmisión, mientras los paquetes 
alcanzan su destino y se revela que 
la congestión ha disminuido.
Actualmente hay variaciones del 
RED8 original, como por ejemplo 
Adaptative RED (ARED),9,50 Dyna-
mic-RED (DRED),10,49 Stabilized-RED 
(SRED),11 BLUE,12 y Adaptive Virtual 
Queue (AVQ).13
Por otro lado, Cisco Systems im-
plementó Weighted Random Early 
Detection (WRED), que combina las 
características de RED y el campo 
IP Precedence51 del datagrama IP, 
y descartar los paquetes con menor 
valor en el campo IP precedence antes 
que los paquetes con mayor valor en 
este campo. Adicionalmente, dicha 
empresa ha implementado también 
Distributed WRED (DWRED) y Di-
ffServ Compliant WRED.5
Continúa el estudio que busca mejorar 
los algoritmos AQM, y se ha presen-
tado ProActive Queue (PAQMAN),14 
el cual captura el tráfico entrante y 
regula el tamaño de la cola de acuerdo 
con un nivel de servicio deseado.
3. CLASIFICACIÓN, POLICING  
Y SHAPING 
A. Clasificación
La clasificación de paquetes permite 
identificar y dividir el tráfico de la 
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red en múltiples niveles de prioridad 
o clases de servicio. Esta clasificación 
se puede realizar de muchas mane-
ras, al usar atributos del paquete 
tales como Differentiated Services 
Code Point (DSCP), IP Precedence, 
dirección IP fuente o dirección IP 
destino.15
Por ejemplo, cuando se usan los tres 
bits en el campo de tipo de servicio 
(ToS) en el encabezado del paquete 
IP, dichos paquetes se pueden clasi-
ficar hasta en seis clases (dos de los 
valores son usados para otros propó-
sitos). Adicionalmente los paquetes 
también pueden ser clasificados 
por fuentes externas, ya sea por los 
equipos del cliente o por los equipos 
del proveedor de servicios de inter-
conexión.
Otro de los mecanismos para el mar-
cado y clasificación de paquetes es 
Differentiated Services Code Point 
(DSCP), que asigna prioridad a los 
paquetes de acuerdo al campo de 6 
bits que se posee en el encabezado 
IP, por lo tanto, según el tipo de trá-
fico hay una clase asignada para él, 
con los requerimientos que demande 
para su buen funcionamiento. El 
inconveniente de este mecanismo 
radica en que se requiere de mucho 
procesamiento en los enrutadores 
para marcar y clasificar los paquetes, 
como también lo correspondiente a 
la señalización, que carga la red. 
Otro problema latente consiste que 
en aplicaciones de características 
similares, pero de diferente impor-
tancia para la organización, pueden 
ser clasificadas en el mismo tipo y 
recibir igual prioridad, lo cual hace 
que compitan por el ancho de banda 
disponible en el momento de ser 
transmitidas.16 
B. Aplicación de políticas (Poli-
cing)
El Policing es el mecanismo por el 
cual se descartan paquetes cuando se 
han definido unos límites o políticas 
de funcionamiento. Este mecanismo 
permite descartar los paquetes que 
tengan menor prioridad en su envío 
y se puede usar en interfaces tanto 
de entrada como de salida de los 
enrutadores.
Un ejemplo del uso de policing se ve 
reflejado cuando un usuario empieza 
a utilizar mayor ancho de banda del 
contratado con su proveedor. El poli-
cing hace que el usuario disminuya la 
rata de transmisión de paquetes.15
C. Conformación (Shaping)
El Shaping se emplea en las interfa-
ces de salida de los enrutadores, es 
decir, en interfaces que se conectan 
al core de la red del proveedor de 
servicios, y consiste en garantizar 
que el tráfico que proviene de una 
interfaz de alta velocidad no sature 
una interfaz de baja velocidad, es 
decir, el enrutador se encarga de 
modelar el tráfico de tal manera 
que no haya pérdida de paquetes al 
emplear el enlace de salida. Esto es 
muy utilizado por los proveedores 
de servicio y los usuarios para ga-
rantizar siempre el ancho de banda 
contratado.15
4. ALGORITMOS DE 
PLANIFICACIÓN
Como se ha revisado en las secciones 
anteriores, para ofrecer calidad de 
servicio en una red convergente es ne-
cesario realizar una serie de procesos 
de manera conjunta y sincronizada.
En esta sección se abordará lo refe-
rente a los algoritmos de planifica-
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ción, los cuales tienen que ver con la 
rutina que debe ejecutar el enrutador 
para ir despachando los paquetes por 
uno de sus puertos de salida, lo cual 
depende de la prioridad que se le 
haya asignado a cada paquete. Esta 
prioridad depende de la aplicación 
o servicio que esté transportando el 
paquete.
Estos algoritmos de planificación son 
parte fundamental del proceso que 
debe realizar el enrutador en lo co-
rrespondiente a la administración de 
la congestión, o es el proceso mediante 
el cual se crean las colas y se asignan 
paquetes a dichas colas, lo que de-
pende de la clasificación o marcación 
realizada a cada paquete. Después de 
esto se encarga de definir la manera 
de despachar los paquetes sobre la 
interfaz de salida, esta tarea la realiza 
el algoritmo de planificación.
Uno de los algoritmos de planificación 
(packet scheduler) más simples es el 
FCFS (First Come First Served), que 
despacha los paquetes de acuerdo 
con su orden de llegada Este algo-
ritmo es fácil de implementar pero 
no ofrece ningún tipo de QoS ya que 
cada flujo de información toma una 
porción de ancho de banda de manera 
arbitraria.17
De manera general, un algoritmo de 
planificación debe tener las siguien-
tes características:17
1. Ser equitativo en la asignación 
de recursos: El algoritmo debe 
proveer aislamiento entre los 
múltiples flujos con comparten el 
enlace, y en particular cada flujo 
debe tener disponible un ancho de 
banda determinado que no afecte 
su propio funcionamiento, y el de 
otros flujos.
2. Limitación en el retardo del 
paquete: Aplicaciones como video 
o telefonía IP requieren de un 
retardo extremo a extremo que 
esté dentro de unos límites que 
permitan que el usuario quede 
satisfecho con el funcionamiento 
de la aplicación. Por lo tanto, el 
algoritmo de planificación debe 
definir el orden en el cual los 
paquetes van a ser enviados y así 
determinar el tiempo de retraso 
dentro de la cola en cada enru-
tador, para lograr obtener un re-
traso total del paquete, de manera 
que no se afecte el funcionamiento 
y desempeño de las aplicaciones.
3. Baja complejidad: Con el in-
cremento de la velocidad de los 
puertos LAN de un enrutador, 
se hace crítico el tiempo que 
demora el algoritmo de planifi-
cación analizando cada paquete, 
esta operación es del orden de 
los nanosegundos, así que si el 
algoritmo de planificación es muy 
complejo hará que este tiempo de 
análisis aumente, como también 
la complejidad en el hardware 
para que pueda desempeñarse 
esta operación.
Diseñar un algoritmo de planificación 
que cumpla con las características 
enunciadas arriba se convierte, por 
lo tanto, en una tarea compleja. El 
estudio y diseño de estos algoritmos 
permiten identificar claramente dos 
enfoques: algoritmos basados en el 
concepto de marcas de tiempo (ti-
mestamp) y algoritmos basados en 
la estrategia round-robin.
En las siguientes secciones se expli-
cará el funcionamiento básico de cada 
enfoque y algunas variaciones diseña-
das basándose en cada enfoque.
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A. Algoritmos de planificación 
basados en Timestamp
En los primeros estudios que se 
realizaron sobre este tema, Genera-
lized Processor Sharing (GPS), 18,42 
es considerado como el algoritmo de 
planificación ideal que alcanza un 
perfecto aislamiento entre los flujos 
y una asignación de ancho de banda 
equitativo a los mismos, pero este 
algoritmo es de muy difícil imple-
mentación. Su funcionamiento se 
ha convertido en punto de referen-
cia para los algoritmos basados en 
timestamp.17
Estos algoritmos basados en times-
tamp emulan el funcionamiento y 
operación de GPS calculando un 
timestamp para cada paquete. El al-
goritmo de planificación típico con el 
cual se puede explicar este funciona-
miento es el Weighted Fair Queueing 
(WFQ).39,40,41
En WFQ, los paquetes son enviados 
en el orden de sus tiempos de finali-
zación (finish times). Para calcular 
dichos tiempos WFQ almacena dos 
variables (asumiendo que los pesos 
para todas las colas son iguales a 
“1”):
– Número de turno actual.
– Tiempo de finalización (infor-
mación del estado del paquete 
almacenada por cola)
El número de turno actual es el nú-
mero asignado al servicio de cada 
cola y refleja la cantidad de tráfico a 
enviar en cada cola.19
Para calcular el tiempo final (F
i
) en 
cada cola i, se supone un paquete 
de longitud L , que llega cuando la 
cola está vacía y tiene un número de 
turno R. El tiempo final para cada 
paquete corresponde entonces al 
tiempo de transmisión del último bit 
del paquete (F
i
= R+ L). El paquete 
será enviado por el algoritmo WFQ 
únicamente cuando el tiempo de 
finalización sea menor en compa-
ración con los tiempos calculados 
en las otras colas. Por esta razón, 
el WFQ da mayor prioridad a flujos 
de tráfico cuyos paquetes sean más 
pequeños, en relación con los de 
otros flujos.
Cuando se asignan pesos a las colas 
este peso entra a ser parte de la ex-
presión para calcular el tiempo final, 
por lo tanto una asignación de peso 
alta conlleva un tiempo de finaliza-
ción pequeño y por ende mayor ancho 
de banda para el tráfico del flujo.
En la Figura 2 se puede apreciar la 
comparación entre FCFS y WFQ para 
tres colas, se ve cómo cambia el orden 
de envío de los paquetes en WFQ 
(los paquetes de menor tamaño son 
enviados mucho más rápido).
Se puede resumir la operación de 
WFQ en cuatro pasos:19
– Cuando el paquete llega, es 
clasificado y ubicado en la cola 
respectiva.
– El número de turno se recalcula.
– El tiempo de finalización del pa-
quete se calcula
– Se envía el paquete con el menor 
tiempo de finalización.
En resumen, se puede decir que 
este tipo de algoritmos de planifi-
cación son buenos en lo referente 
al retraso total del paquete, pero su 
implementación es muy compleja, lo 
que hace que el costo computacional 
sea alto.
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Tipos de algoritmos WFQ
Hay una gran variedad de algoritmos 
WFQ. Se explicará a continuación 
el funcionamiento de los utilizados 
por la compañía Cisco en sus enru-
tadores : WFQ, DWFQ, CBWFQ y 
DCBWFQ .
Flow-based WFQ (WFQ)
Su funcionamiento es similar al WFQ 
explicado en la sección anterior, don-
de al tráfico de menor volumen se le 
asigna mayor prioridad de envío que 
el tráfico de mayor volumen. WFQ 
clasifica los flujos basándose en el 
encabezado del paquete, donde puede 
analizar la dirección IP o dirección 
MAC fuente o destino, puertos ori-
gen o destino o valor ToS (Tipo de 
Servicio).
WFQ no es soportado en interfaces 
túnel y con cifrado, debido a que 
estas características modifican la 
información del contenido del pa-
quete utilizada para su clasificación. 
Este algoritmo puede trabajar con 
IP precedence y permite detectar la 
prioridad asignada al paquete propor-
cionando una respuesta más rápida 
en su envío.5
Distributed Weighted Fair Queue-
ing (DWFQ)
DWFQ es una versión especial de alta 
velocidad de WFQ que corre sobre 
interfaces VIP (Versatile Interface 
Processor) en enrutadores de las 
series 7000 y 7500. Existen dos tipos 
de DWFQ:
– Basado en flujo (Flow-based): 
Los paquetes son clasificados por 
flujo, identificando cada flujo por 
la misma dirección IP fuente o 
destino, puertos fuente o destino 
TCP o UDP y el campo de ToS. 
Los flujos son tratados de igual 
manera.
– Basado en clase (Class-based): 
Los paquetes son asignados en 
colas diferentes según su grupo de 
QoS o del IP precedence asignado 
en el campo ToS. Mediante estos 
grupos de QoS se puede persona-
lizar las políticas de QoS en cada 
flujo.5
Figura 2. Comparación entre FCFS y WFQ.28
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Class-Based Weighted Fair 
Queueing (CBWFQ)
CBWFQ permite definir clases de trá-
fico por usuario, y al administrador 
establecer un criterio para identificar 
el tráfico que depende de la clase a 
que éste pertenezca, y así asignar 
ancho de banda, peso y máxima lon-
gitud de transmisión del paquete. El 
ancho de banda asignado a una clase 
es garantizado durante periodos de 
congestión.5
La suma de todos los anchos de banda 
de los flujos que van a salir por una 
interfaz no debe superar el 75% del 
ancho de banda disponible en dicha 
interfaz, el 25% restante es usado 
para información de control como 
tráfico de enrutamiento, encabezados 
de niveles 2 y 3.
Distributed Class-Based Weig-
hted Fair Queueing (DCBWFQ)
DCBWFQ soporta diferentes clases 
de tráfico por usuario ejecutándose 
en la VIP (Versatile Interface Proces-
sor), permite configurar el tamaño de 
la cola y las políticas de servicio al 
utilizar listas de acceso que permite 
mayor desempeño en el momento de 
enviar los paquetes de cada cola.5
En la Tabla 1 se puede apreciar un 
cuadro comparativo entre los cuatro 
tipos de versiones de WFQ analiza-
das.
Adicionalmente hay otros algoritmos 
basados en timestamp, entre los 
cuales están: Virtual clock,20 Packe-
tized Generalized Processor Sharing 
(PGPS),21 Self-clocked fair queueing 
(SCFQ),22 y Fair Weighted fair queue-
ing (WF2Q),23,41
B. Algoritmos de planificación 
basados en Round-Robin
Los algoritmos de planificación ba-
sados en Round-Robin,24,25,26 asignan 
una ranura de tiempo (time slot) a 
cada flujo, y el envío de paquetes se 
hace de manera alternada, flujo por 
flujo, en una secuencia. Por ejem-
plo, si se tuvieran 3 colas (Q1, Q2 y 
Q3) a cada una se le asignaría una 
ranura de tiempo de duración t
1
. El 
algoritmo empezaría a enviar los 
paquetes de Q1 durante un tiempo 
WFQ DWFQ CBWFQ DCBWFQ
Flow-based WFQ:
- Asigna pesos al clasi-
ficar los paquetes.
- Cuando los paquetes 
no son clasificados se 
distribuye de manera 
equitativa el ancho de 
banda.
Flow-based DWFQ:
- Distribución equitativa 
del ancho de banda sin 
asignación de pesos.
- Class-based DWFQ:
- Asignación de pe-
sos.
- Grupos de QoS.
- Tipo de Servicio.
Class-based WFQ:
- Asignación de pesos.
- Asignación de ancho 
de banda dependiendo 
de la clase de tráfico.
Class-based distribute -
+-d WFQ:
- Asignación de pesos.
- Asignación del ancho 
de banda dependiendo 
de la clase de tráfico.
Corre en plataformas es-
tándar Cisco IOS
Corre en VIP (Versatile In-
terface Processor) permi-
tiendo mayor desempeño
Corre en plataformas es-
tándar Cisco IOS
Corre en VIP (Versatile 
Interface Processor) per-
mitiendo mayor desem-
peño
Tabla 1 Comparación entre WFQ, DWFQ, CBWFQ y DCBWFQ5
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t de duración t
1
, después enviaría 
paquetes de Q2 en un tiempo t
1
 y 
posteriormente enviaría paquetes 
de Q3 en t
1
, para nuevamente re-
tornar a la cola Q1 para el envío de 
paquetes.
Este tipo de algoritmo es mucho más 
fácil de implementar que WFQ, pero 
tiene una respuesta muy pobre con 
respecto al retraso obtenido para 
cada paquete. Se documentará el 
funcionamiento de los principales 
algoritmos que funcionan con este 
esquema para posteriormente, en 
la siguiente sección, estudiar los 
algoritmos híbridos que permiten 
mejorar las características de des-
empeño al utilizar componentes de 
los algoritmos basados en timestamp 
y round-robin.17
Weighted Round Robin (WRR)
Este algoritmo es una modificación 
del round robin, en el cual solo se 
envía un paquete por cola en cada 
turno de servicio. A cada flujo se le 
asigna un peso que corresponde a un 
porcentaje del ancho de banda del 
enlace que utilizará. El número de 
paquetes a enviar en cada turno se 
calcula con base en el peso del flujo y 
en la capacidad del enlace.
WRR funciona bien para el envío 
de paquetes de tamaño fijo, pero 
presenta problemas de desempeño 
cuando los paquetes son de longi-
tud variable, ya que en el caso de 
paquetes de tamaño mayor utiliza 
más ancho de banda del asignado, 
lo cual hace que el desempeño en el 
envío de paquetes de las otras colas 
disminuya.27,43
Este esquema se emplea en disposi-
tivos de interconectividad Huawei, 
en los cuales se manejan ocho colas 
a las cuales se les puede asignar un 
porcentaje de ancho de banda deter-
minado para garantizar QoS.32
Deficit Round Robin (DRR)
Este algoritmo mejora los incon-
venientes que presenta el WRR 
y permite así enviar paquetes de 
longitud variable con un mejor des-
empeño. Funciona en dos variables, 
una llamada quantum que indica 
la cantidad de bits a enviar en cada 
turno de transmisión y otra llamada 
contador de déficit (deficit counter) 
que se encarga de almacenar el valor 
del quantum obtenido al transmitir 
un paquete y que permitirá posterior-
mente enviar paquetes de longitud 
variable.
El algoritmo empieza su funcio-
namiento enviando paquetes de 
las colas que tengan paquetes por 
mandar. Si el tamaño del paquete 
es menor o igual al valor del quan-
tum, se envía. Sin embargo, si la 
longitud del paquete es mayor que 
el valor del quantum, el paquete 
debe esperar a ser transmitido en 
otro turno. En este caso el deficit 
counter se inicializa para esta cola 
y si el paquete no puede ser enviado 
en un turno, el déficit counter es 
incrementado en el valor que po-
sea el quantum. Cuando el deficit 
counter es igual o mayor al tamaño 
del paquete (en el caso de paquetes 
mayores que el valor del quantum) 
se envía el paquete y el decift coun-
ter vuelve a cero.27
En la Figura 3 se puede apreciar la 
comparación entre una cola que tra-
baja con FCFS y otra que lo hace con 
el esquema de DRR.
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Custom Queueing (CQ)
Este tipo de algoritmo trabaja con 17 
colas; la cola 0 es utilizada para llevar 
información del sistema y las colas de 
la 1 a la 16 se pueden asignar a tráfico 
de los usuarios.
CQ funciona enviando paquetes 
mediante una atención round robin 
de manera secuencial, atendiendo 
todas las colas configuradas turno por 
turno. El algoritmo permite definir la 
cantidad de bytes a enviar en cada 
turno, y con esto se puede asignar 
mayor ancho de banda a una cola 
determinada.5
Se debe ser muy cuidadoso en el 
cálculo de los bytes a enviar, ya que 
dicha cantidad se relaciona con el 
tamaño de paquete que maneje el 
protocolo que utiliza la cola. Adicio-
nalmente se configura una cola por 
omisión en la cual se almacena y 
envía todo el tráfico que no ha sido 
tenido en cuenta en las otras colas 
que se han configurado.
Priority Queueing (PQ)
Este esquema funciona con cuatro 
colas cuyas prioridades son alta, me-
dia, normal y baja. La asignación de 
paquetes a cada cola depende de las 
características de funcionamiento de 
cada aplicación. El orden de atención 
de las colas depende de la prioridad 
de la misma, siendo la más priorita-
ria la cola alta, luego la media y así 
sucesivamente.5
Cuando se configura este tipo de 
algoritmo de planificación se deben 
analizar de manera detallada las 
aplicaciones a asignar a cada cola, 
porque el algoritmo funciona en-
viando primero paquetes de la cola 
de prioridad alta y cuando esta está 
vacía pasa a enviar paquetes de la 
cola media, y así sucesivamente, 
hasta llegar al envío de paquetes de 
la cola de prioridad baja, pero ocurre 
que si se están enviando paquetes, 
por ejemplo, de la cola de prioridad 
normal y llegan paquetes a la cola de 
prioridad alta, el envío de paquetes 
en la cola de prioridad normal se de-
tiene y se empiezan a enviar paquetes 
de la cola de prioridad alta hasta que 
esta esté vacía.
Hay otras variantes de algoritmos 
basados en DRR como DRR+26 y 
Figura 3. Comparación entre FCFS y DRR.28
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DRR++,29 estos dan mayor prioridad 
a una o a varias colas para minimi-
zar la latencia en el despacho del 
paquete. 
Otra variante es el Modified Deficit 
Round Robin (MDRR), que se imple-
menta en enrutadores comerciales. 
En el caso de la empresa Cisco, es 
implementado en enrutadores de 
la serie 12000 bajo el nombre de 
C-MDRR,30 en el cual se define una 
cola de baja latencia, que tiene ma-
yor prioridad sobre las otras y se 
utiliza para el tráfico de voz. En los 
dispositivos M-Series de Juniper el 
algoritmo es llamado J-MDRR,31 y 
define tres colas de prioridad baja, 
alta y estrictamente alta.
C. Algoritmos híbridos
Los algoritmos de planificación estu-
diados permiten enviar paquetes con 
una prioridad estricta. WFQ y DRR 
pueden garantizar ancho de banda 
y ciertos límites de retraso en cada 
cola, sin embargo no garantizan baja 
latencia en términos generales.
A raíz de esta serie de inconvenien-
tes, se han desarrollado algoritmos 
híbridos que lo que hacen es adaptar 
en uno solo las características de los 
algoritmos WFQ y DRR, para mejorar 
el desempeño y minimizar los retra-
sos en el envío de paquetes.
Un algoritmo híbrido funciona de 
la siguiente manera: Los flujos son 
agrupados en N clases, por lo tanto 
los flujos de la misma clase reciben 
una proporción similar de ancho de 
banda. El algoritmo tiene dos esta-
dos: Selección de clases y selección 
de flujo. Para cada turno a enviar, el 
algoritmo primero selecciona la clase 
y después selecciona el flujo que está 
dentro de la clase. El timestamp se 
aprovecha para planificar entre las 
clases y el round robin para planificar 
dentro de las clases. 
Un ejemplo de algoritmo híbrido 
es el Low Latency Queueing (LLQ), 
también conocido como PQ/CBWFQ, 
en el cual se combinan las carac-
terísticas de PQ para clasificar el 
tráfico y definir las colas; el envío 
de paquetes se realiza basándose 
en CBWFQ. Este tipo de esquema 
divide el tráfico en cuatro clases: uno 
de clase prioridad alta, dos clases de 
ancho de banda garantizado y una 
clase para tráfico predeterminado. El 
tráfico de prioridad alta es asignado 
a una cola de prioridad, el tráfico 
con ancho de banda garantizado es 
ubicado en colas reservadas y el 
tráfico predeterminado se ubica en 
una cola sin reserva. El tráfico de 
prioridad alta es despachado en el 
primer turno, a menos que se exceda 
el ancho de banda que le fue asignado, 
las colas de reserva son atendidas de 
acuerdo con el ancho de banda asig-
nado, dicho ancho de banda es usado 
para calcular un peso, que se usa 
para determinar qué tan a menudo 
la cola de reserva se puede atender 
y cuántos bytes puede enviar por 
turno. Un aspecto importante de este 
algoritmo es que durante periodos de 
congestión no monopoliza el ancho de 
banda disponible para una sola cola 
y se recomienda para VoIP.
Entre otros algoritmos híbridos es-
tán: Group Round-Robin (GRR),52 
Fair Round Robin (FRR),53 y Strati-
fied Round Robin (StratRR).54
5. CONCLUSIONES 
Ofrecer QoS en una red convergente 
es un proceso complejo, que implica 
una serie de tareas que son desco-
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nocidas para el usuario final, pero 
que si no se realizan de manera ade-
cuada, hace que el servicio prestado 
no cumpla parámetros mínimos de 
funcionamiento.
Actualmente, las técnicas empleadas 
para ofrecer calidad de servicio se 
utilizan casi que con una configura-
ción por omisión (o de fábrica) en los 
diferentes dispositivos de interconeti-
vidad que los fabricantes ofrecen a los 
ISP o proveedores de servicio, y esto 
se debe a que los anchos de banda de 
los enlaces en sus redes de core son 
suficientes y no presentan congestión 
alguna.
Pero con la aparición de nuevos ser-
vicios, por ejemplo Televisión sobre 
IP (IPTV), que utilicen estos enlaces, 
esta situación puede cambiar al ha-
cer que los enlaces se congestionen y 
provoquen degradación en el desem-
peño de las aplicaciones. Es entonces 
cuando se debe elegir un algoritmo 
de planificación o un esquema de 
encolamiento adecuado que permita 
mantener los parámetros de funcio-
namiento correctos en las aplicacio-
nes que utilice el usuario final.
Para poder elegir un algoritmo de 
planificación o esquema de encola-
miento apropiado se deben analizar 
múltiples factores. Uno de ellos es 
la capacidad de los enrutadores; 
obviamente entre más robusto sea 
el enrutador de borde mucha más 
capacidad en hardware y software 
se podrá tener, y por ende muchas 
más prestaciones. Estas prestaciones 
se ven reflejadas en el tiempo que 
permanecen los paquetes en la cola. 
Se debe realizar adicionalmente un 
análisis de tráfico, e identificar las 
aplicaciones críticas para el funciona-
miento de la organización, y con base 
en esto establecer qué prioridad se le 
debe asignar a cada aplicación para 
su envío. Paralelo a esto se debe ele-
gir el algoritmo de planificación que 
garantice su buen funcionamiento al 
permitir que el usuario esté satisfe-
cho, sin degradar el funcionamiento 
de otras aplicaciones menos críticas 
o que se les ha asignado menor prio-
ridad.
El ofrecimiento de QoS en una red 
convergente es un proceso complejo 
que involucra muchas variables. Al 
ser tan complejo, los administradores 
de red se pueden apoyar en herra-
mientas de simulación para analizar 
qué puede pasar con sus enlaces ante 
diferentes tipos de tráfico, y así poder 
realizar los ajustes necesarios en los 
dispositivos de interconectividad que 
estén funcionando, sin que el usuario 
final note este tipo de labores.
6. TRABAJO POSTERIOR
Este artículo es la base para el traba-
jo que sigue en el proyecto de grado 
de maestría titulado Caracterización 
y comparación entre los mecanismos 
de control de calidad de servicio utili-
zados en redes de próxima generación, 
en el cual se realizará la simulación 
de clientes xDSL generando tráfico 
con diferentes servicios como datos, 
voz y video, y utilizando como core 
una red MPLS. La idea es analizar 
qué tipo de algoritmo de planificación 
entrega mejores resultados en cuanto 
al desempeño para este tipo de apli-
caciones y con base en estos tener 
las herramientas suficientes para 
configurar determinado esquema de 
encolamiento cuando se presente con-
gestión en la red. Esto podrá ocurrir 
cuando se empiece a ofrecer IPTV en 
las redes de los diferentes operadores 
o ISP de la región.
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