ABSTRACT. By an extension of of some estimates due to Crandall and Pierre [6] and Di Benedetto [8] we derive consequences for fully nonlinear parabolic equations of the form ∂ t v + F(t, x, D 2 v) = 0, where F can be both singular and degenerate elliptic and also non-homogeneous. Such equations appear in the theory of option pricing with market impact.
INTRODUCTION
The original motivation for this paper is the study of fully nonlinear parabolic partial differential equations of the form ∂ t v + F(t, x, ∂ xx v) = 0, (1.1) where u is defined in [0, T ] × R, the terminal condition u(T, ·) is given, and the solution is solved backwards in time. We investigate the case where F(t, x, γ) is typically a convex function in its third argument, with its derivative F γ going from 0 at −∞ to +∞ atγ (potentiallyγ = ∞). One example is
for t ∈ [0, T ], x ∈ R, which comes from theory of option pricing with market impact, see [1, 4, 5, 12, 3] . There, 0 < p 1 < p 2 , λ > 0, and σ is a bounded Lipschitz function such that infσ > 0. The conditions b, c > 0 guarantee that the equation is parabolic as long as λ∂ xx v < 1, and a + b + c = 0 ensures that constants are solutions.
The equation is singular when λ∂ xx v → 1 − and degenerate when ∂ xx v → −∞. Our aim is to obtain a priori interior estimates for the second derivatives guaranteeing that the equation is neither degenerate nor singular if we are away from the terminal time T . Namely, we will prove that, if there exists a supersolution, then, for any τ > 0, there exists some ε(τ) > 0 such that −ε −1 ≤ ∂ xx v ≤ λ −1 − ε for t ≤ T − τ.
Consequently the equation is uniformly parabolic away from the terminal time and higher regularity follows by standard arguments.
General equations of the form (1.1) with singular behaviour are also met in some problems related to optimal transport by diffusions, see [13, 11, 10] . Some of our results are quite general and apply to solutions of
for A an accretive operator as in [6] . The most important cases will be A = −∂ xx , or A = −∆ in higher dimensions. To obtain our results, we will study the equation followed by u = −Av:
Our paper consists of three estimates for solutions to (1.4) which have independent interest. The first result is a generalisation of the classical estimate obtained by Aronson and Bénilan in [2] for the time derivative of non-negative solutions of (1.4) when A = −∆ and F(t, x, u) = u m , m > (d − 2) + /d, where d is the spatial dimension. This estimate was later extended by Crandall and Pierre to the case in which F(t, x, u) = ϕ(u), under some assumptions on ϕ, first for A = −∆ in [7] , and later for general accretive operators in [6] . Here we generalize this last result to the case in which F is not homogeneous, neither in space nor in time, giving an unconditional (i.e. independent of the initial data) information on ∂ t u. It is somewhat a surprise that there is no need for any regularity of F with respect to x, only with respect to t and u. These results are given first in the separable case, F(x,t, u) = κ(t, x)ϕ(u), in Theorem 2.2, and are later extended to the general non-separable case in Theorem 2.3. The second result, Theorem 2.5, is a consequence of Theorem 2.3 for solutions to (1.3) when F can be singular for large values of −A(v), still under some structure condition on the behavior of F with respect to u. We show interior C 2 regularity under the assumption of the existence of a supersolution.
The third result, Theorem 3.1, shows expansion of positivity for equations of the form
with v convex, and F(t, p, z) singular for z ∼ 0. This result is in the spirit of the one of Di Benedetto [8] , in a case where we have gradient dependency. Under a Legendre transform, this result will imply the bound from below for ∂ xx v in equation (1.1).
Building on these results we deduce the interior regularity for solutions of (1.1) in Theorem 4.1.
TIME DERIVATIVE ESTIMATE AND APPLICATIONS TO THE SINGULAR

CASE
In this section we generalize the time derivative estimate obtain by Bénilan and Crandall in [6] and derive consequences for singular partial differential equations that appear in option pricing.
2.1. The operator. As in [6] , we assume that:
Thanks to (2.1) we have a comparison principle, which will be important in the sequel. 
Under an structural assumption on ϕ, which coincides with that in [6] for the case in which κ = 1, and with some regularity hypothesis on κ, there is an unconditional estimate for the time derivative of non-negative solutions of (2.2), as we show next.
Theorem 2.2. Let u be a non-negative classical solution to
, and assume that ϕ is non-decreasing, with ϕ(0) = 0 and satisfies for some m > 0,
Assume also that κ is positive and such that
Proof. We consider
where ρ > 0 is a constant to be chosen later. Differentiating equation (2.2) with respect to time we get
wich reads also
while differentiating (2.6) we obtain
Combining these two identities with (2.2) and (2.6) we obtain
this can be rewritten as
It follows easily from hypotheses (2.3) and (2.4) that if we take ρ large enough thenρ is positive and large enough so that
Thus, if we multiply equation (2.7) by ı = −1 {θw≤0} , we get that
where B =´ıA (tκϕ ′ (u)θw). Since ı is a non-decreasing function of κϕ ′ (u)(θw), property (2.1) implies B ≥ 0. Hence ∂ t´( θw) − ≤ 0. On the other hand, θw(0) ≥ 0. Therefore, since (θw) − is non-negative, it is identically 0 for t ≥ 0, and hence θw ≥ 0.
To conclude, we notice that
which implies (2.5).
2.3.
The general (non-separable) case. The monotonicity formula (2.5) can be extended to equations in the general non-separable form (1.4)
and for some m > 0,
with ρ > 0 to be fixed later. Differentiating (1.4) we now have
or equivalently
Combining these equations, we arrive to
It follows easily from the assumptions on F that if we take ρ large enough, thenρ is positive and large enough so that
and the result follows as in the proof of Theorem 2.2.
Note that
2.4. Consequences for fully nonlinear parabolic equations. We discuss here implications for the models studied in [1, 5] . We assume that v is a classical solution to (1. 
Proof. Let b(t, x) = F t, x, −A(v(x,t))
. Since, by assumption,
) by 1 g≤k and using property (2.1), we conclude that g remains larger than k if it was so at the initial time. Take M ′ large so that b(0, x) = F(t, x, −A(v 0 (x,t))) is larger than k > 0 to be determined.
Since F(t, x, −A(v(x,t))) ≥ e −ℓT k, then F(t, x, −A(v(x,t)))
is large if k is large enough, and we conclude that −A(v) can be made as large as desired.
We now considerv solution to ( Now, thanks to the monotonicity formula (2.9), we will prove the interior reguarity of v. 
), with bounds that depend only onv 0 ,v, m, and t. Assuming moreover that either A(v) is bounded from above or that F u (t, x, u) is bounded away from 0 and +∞ for u
Proof. Ifv is locally bounded, it follows from the auxiliary lemma that F(t, x, ·) satisfies the assumptions of Theorem 2.3 at −A(v) for all t ∈ [0, T ]. Therefore, Theorem 2.3 applies. Using thethe monotonicity formula (2.9) with θ = 1 for 0
which yields the stated boundedness of F(t 1 , x, −A(v)). The second point follows from the first, as, now, F is uniformly elliptic, and standard theory applies.
EXPANSION OF POSITIVIY AND APPLICATION TO THE DEGENERATE
CASE
We consider the case We also assume thatF =F(t, x, z) satisfies
for some m ∈ [0, 1], thatF is smooth with respect to the other variables, and
We further assume that
The problem is defined for (I − D 2 )v non-negative. Hence, υ = |x| 2 /2 − v is convex, and we can consider its lower semi-continuous Legendre transform
When υ is lower semi-continuous and its supremum is attained at a point (x, y) where υ is twice differentiable, then
Moreover, if υ depends smoothly on t,
The equation satisfied by υ * is now
Note that (3.2) implies that 0 ≤ D 2 υ * ≤ C on B r (0). Here we establish an independent result for this parabolic equation, on the condition that the solution is convex.
Assume that υ * is a convex solution to (3.4) such that ∆υ * is bounded from above, and not identically 0 until time T . Then for t > 0, υ * is C 2 smooth in y and ∆υ * is bounded away from 0 locally uniformly on
Proof. If m = 1 the problem is uniformly elliptic, and the result is well known, so we assume m = 1.
Let u = ∆υ * . Then,
The proof is done by Moser iterations. We follow the technique of [9] that we adapt from the elliptic to the parabolic case. We first observe that from 8 the convexity of υ * and the fact that ∆υ * is bounded, D 2 υ * is bounded, and D i j υ * ≤ u. Multiplying (3.5) by η 2 (y)u β for β < 0, β = −m, −1 we obtain (3.6)
where C depends on our assumptions onF and the bound on u. If β = −m we obtain :
Following [9, Section 8.6 ] the second bound yields that
and hence by [9, Theorem 7.21 ] that for some p 0 > 0 and l = From (3.6) using the boundedness of u and fixing some θ ∈ (0, 1) we deduceˆt
Sobolev's inequality will then yield a control on u q(m) , for 
. Equation (3.5) becomes now uniformly elliptic, and we obtain that u ∈ C α . As u = ∆υ * , classical elliptic regularity then yields υ * ∈ C 2,α y .
Remarks. (i) When d > 1, this theorem does not imply that D 2 υ is uniformly positive.
(ii) Equation (3.5) and our result is somehow similar to the porous medium like equation addressed in [8] ; see equation 5.1 of Chapter 3, and the proof in Proposition 7.2 of Chapter 4 about expansion of positivity for singular porous medium equations. However in our present case the a priori knowledge that D 2 υ * is positive and bounded considerably simplifies the estimates.
(iii) The presence of the term
} in the estimate implies that it is valid up to extinction. Indeed, before extinction, there exists always R large enough so that u L p 0 (B r ) is bounded away from 0. Extinction in our case means that ∆υ * ≡ 0, hence that ∆v ≡ −∞ which does not occur if there is a bounded subsolution to (1.3).
(iv) If we remain in a class of solutions to (2.2) in which the comparison principle holds, then the expansion of positivity result of Theorem 3.1 should remain valid without assuming that ∆υ * is bounded from above. Equivalently, one can write that min{v,
} is a supersolution to (2.2) and proceed with the estimates.
As a corollary, we have an interior lower bound for Laplacian of solutions to (1.3). Proof. Theorem 3.1 implies that υ is bounded away from +∞, and hence that the D 2 v as a matrix is bounded from below (i.e. its eigenvalues are bounded away from −∞).
CONSEQUENCE FOR FULLY NON-LINEAR HAMILTON-JACOBI-BELLMAN EQUATIONS
This section is motivated by the papers [1, 12, 3] for which, we assume that the classical solution u is locally bounded. By combining Theorems 2.3 and 3.1 we obtain the following interior regularity result.
Theorem 4.1. Under the above assumptions, the solution to (4.1) belongs to C 2,α (R) for 0 ≤ t < T − τ for any τ > 0. In particular, the result applies to the solution of (1.2) if 0 < p 1 ≤ 1, p 1 ≤ p 2 , κ satisfies the assumptions of Theorem 2.2, and ∂ x κ is bounded.
This bound also has probabilistic interpretation: We consider the associated stochastic differential equation dX t = σ(t, X t )dW t , σ 2 (t, X t ) = 2κ(t, X t )ϕ ′ (∂ xx v(t, X t )), which corresponds to the linearized equation. As done in [1, 12, 3] , we have
We thus have (under assumptions that guarantee that the representation formula holds) that for V t = κϕ(∂ xx v)(t, X t ),
V (t, x) = E t,x V (T, X t,x
T )e −´T t ∂ t κ/κ .
The interior bound on ϕ(∂ xx v) implies that the stochastic differential equation is well defined on [0, T ), and that P(ϕ(∂ xx v(T, X T )) = +∞) = 0.
