We prove bounds for the covering numbers of classes of convex functions and convex sets in Euclidean space. Previous results require the underlying convex functions or sets to be uniformly bounded. We relax this assumption and replace it with weaker integral constraints. The existing results can be recovered as special cases of our results.
Introduction
For a subset F of a space X equipped with a pseudometric ρ, the ǫ-covering number M (F , ǫ; ρ) is defined as the smallest number of closed balls of radius ǫ whose union contains F . The quantity log M (F , ǫ; ρ) is referred to as the ǫ-metric entropy. Covering numbers and metric entropy provide an important measure of the massivity of F and play a central role in a number of areas including approximation theory, empirical processes, nonparametric function estimation and statistical learning theory.
In this paper, we study the covering numbers of classes of convex functions and classes of convex sets in Euclidean space. For classes of convex functions, the best existing results are due to Dryanov [2] bounds (upto multiplicative constants) for log M (C ∞ (I, B), ǫ; L q (I)) for 1 ≤ q < ∞. These results can be seen as an improvement over the classical results of Bronshtein [1] who considered convex functions that are uniformly Lipschitz in addition to being uniformly bounded.
A natural question regarding the results of Dryanov [2] and Guntuboyina and Sen [4] is whether the uniform boundedness assumption is necessary for obtaining L q covering numbers on classes of convex functions. We address this question in this paper and we show that uniform boundedness is not necessary and it can be replaced by an L p constraint for any p > q. Specifically, we consider, for 1 ≤ p < ∞, the |f (x)| p dx ≤ B p and we prove the following interesting phenomenon for log M (C p (I, B), ǫ; L q (I)): for 1 ≤ q < p ≤ ∞, the metric entropy is finite and is bounded from above and below by constant multiples of ǫ −d/2 while for 1 ≤ p ≤ q ≤ ∞, the metric entropy is infinite. The results of Dryanov [2] and Guntuboyina and Sen [4] can therefore be seen as special cases of our results corresponding to the case when p = ∞.
We also prove that, for the case when 1 ≤ p = q < ∞, the metric entropy is barely infinite in the following sense: for every subrectangle
multiplicative factors that are logarithmic in the lengths α i − a i and
We also consider classes of convex sets. Here the main existing result on covering numbers is due to Bronshtein [1] who considered the class K ∞ (R) of all compact convex subsets of
that are contained in the ball of radius R centered at the origin. Under the Hausdorff metric ℓ H (the definition of the Hausdorff metric is recalled in (24)), Bronshtein [1] proved bounds for the metric entropy of K ∞ (R). Specifically, Bronshtein [1] proved that log M (K ∞ (R), ǫ; ℓ H ) is bounded from above and below by constant multiples of ǫ (1−d)/2 . A similar but weaker result is proved in Dudley [3] .
Using the notion of support function, the class K ∞ (R) can be thought of as an L ∞ -ball in the class of all compact, convex subsets of 
where ν is the uniform probability measure on S d−1 . These classes are all larger than K ∞ (R). In Theorem 5.2 of this paper, we prove that, for every 1 ≤ p ≤ ∞, the metric entropy log M (K p (R), ǫ; ℓ H ) is bounded from above and below by constant multiples of ǫ 
Convex Functions
Recall the notions of
under the L q (J) metric on a subset J of R d , the distance between two functions f and g on J is defined
and as sup x∈J |f (x) − g(x)| for q = ∞.
Guntuboyina and Sen [4, Theorem 3.1] proved the following result for the metric entropy of
under the L q (I) metric for 1 ≤ q < ∞. Dryanov [2] previously proved the special case of this result for 
for all ǫ > 0 and 
In this paper, we extend Theorem 2.1 by proving bounds for the metric entropy of C p (I, B) for 1 ≤ p < ∞. Note that functions in C p (I, B) for 1 ≤ p < ∞ do not have to be uniformly bounded as in C ∞ (I, B) but instead they are only required to satisfy a weaker integral constraint. We prove the following result for the metric entropy of these classes under L q metrics: for q < p, the metric entropy under the L q metric is finite and is bounded from above by a constant multiple of ǫ −d/2 while for q ≥ p, the metric entropy under the L q metric is infinite. The fact that the metric entropy is infinite when q ≥ p is shown in Theorem 2.3 while bounds on the metric entropy for q < p are proved in Theorem 2.2. It is clear that Theorem 2.1 is a special case of Theorem 2.2 corresponding to p = ∞. 
for every ǫ > 0 and
There exists a positive constant ǫ 0 depending only on d, p and q such that 
for all ǫ > 0 where
The main idea behind the proofs of Theorem 2.2 and 2.4 is the following: scaling identities (14) and (15) 
The Partitioning Theorem
Theorem 3.1. Fix 1 ≤ p < ∞ and 1 ≤ q < ∞. There exists a constant c depending only on d, p and q such that the following inequality is true for every 0 < η < u ≤ 1/2, l ≥ 1 and every finite sequence
for all ǫ > 0. (9) We need two preparatory results for the proof of Theorem 3.1. The first of these results is given below. Its proof is trivial and is omitted.
Lemma 3.2. Let F be an arbitrary class of functions defined on a subset
The second preparatory result states that for every φ ∈ C p ([0, 1] d , 1) and y ∈ (0, 1) d , the quantity |φ(y)| can be bounded from above by a term that is independent of φ. The precise statement is given below and its proof is deferred to Section 6. . 
We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. Let us fix 0 < η < u ≤ 1/2 and an arbitrary finite sequence η = η 0 < η 1 < · · · < η l < u ≤ η l+1 for a positive integer l ≥ 1. For every f and g, we can write
, is convex and uniformly bounded by Cη
for a constant C that only depends on d and p. Therefore, by Theorem 2.1, we can cover the restrictions of functions in
] by a finite set having cardinality atmost
where c is a positive constant that only depends on d, p and q. By Lemma 3.2 therefore, we get an ǫ-cover
For each i :
Plugging in the choice
into (11), we obtain that
The observation i∈{0,...,
now completes the proof.
Proofs for results in Section 2
We give the proofs of Theorems 2.2, 2.3 and 2.4 in this section. We start with a pair of simple scaling identities which allow us to take I = [0, 1] d without loss of generality. The first identity is: For every
whereǫ
To see (14), associate for each f ∈ C p (I, B), the functionf on The second scaling identity is:
where η is defined as in (8). The proof of (15) is similar to that of (14) and is thus omitted. Identity 
Proof of Theorem 2.2
Inequality (6) is a direct consequence of (4) because
We therefore only need to prove (5). We assume that p < ∞ because the case when p = ∞ is taken care of by Theorem 2. 
for all ǫ > 0.
Our first step for the proof of (16) . 
Then
This, together with (18), gives
from which (17) follows immediately.
By symmetry, it can be shown that the metric entropy of 
Lemma 4.2. The following inequality holds for every
Proof. Let I(0) := [η, 1/2] and I(1) := [1/2, 1 − η]. For any pair of functions φ and ψ, observe that
By symmetry, we get that
for every θ ∈ {0, 1} d . This completes the proof of (19).
The above pair of results (Lemma 4.1 and 4.2) together imply that (16) will be a consequence of the following result: 
for every ǫ ≤ ǫ 0 . Proposition 4.3 will be proved in the next subsection. This will complete the proof of Theorem 2.2 .
Proof of Proposition 4.3
Fix p > q and let
Note that u only depends on p, q and d and that 0 < u < 1/2.
Using the notation a ∨ b := max(a, b), we can write
for every pair of functions f and g. Applying Lemma 3.2, we obtain (and the fact that u is a constant that only depends on d, p and q) that there exists a constant c depending on d, p and q alone such that
We deduce therefore that the proof of Proposition 4.3 will be complete if we prove the existence of a constant c for which
We prove (21) below. It is trivial when η ≥ u so we assume below that η < u. By Theorem 3.1, there exists a positive constant c depending only on d, p and q such that
We use this with
and l taken to be the largest integer i for which η i < u. Because p > q and log η < 0, it is clear that {η i } is an increasing sequence.
We shall show below that for this choice of l and {η i },
for a positive constant C that only depends on d, p and q. The proof would then be complete by (22).
Define
where we have used η i < u for 1 ≤ i ≤ l and the expression (20) for u. This means that ζ i ≤ 2(ζ i − ζ i−1 )
for i = 1, . . . , l and, as a result, we get
ζ l can be bounded by a constant independent of η because
This proves that S is bounded from above by a constant that only depends on d, p and q. This completes the proof of Proposition 4.3 and thereby that of Theorem 2.2.
Proof of Theorem 2.3
Because of (14), it is sufficient to prove the theorem for
Define, for j ≥ 1,
It is easy to check that f j ∈ C p ([0, 1] d , 1) for every j ≥ 1. Now for j < k, note that
for some positive constant c that depends only on d, p and q. We have thus shown that for every pair of distinct functions from the infinite sequence {f j }, the L q distance between them is bounded from below by a positive constant that only depends on p and q. This proves the theorem.
Proof of Theorem 2.4
By the second scaling identity (15), we can take 
Theorem 3.1 with p = q and u = 1/2 gives the existence of a constant c for which
for every l ≥ 1 and every η = η 0 < η 1 < · · · < η l < 1/2 ≤ η l+1 . We apply this to η i = 2 i η for i = 0, . . . , l where l := ⌊− log(2η)/ log 2⌋ and η l+1 = 1/2. Here ⌊x⌋ is the largest integer that is strictly smaller than x. It is clear then that η i+1 − η i ≤ η i and then, using (23), we get
where c 1 only depends on d, p and q. This completes the proof of Theorem 2.4. 
Convex sets
In the next theorem, we show that the same result (25) holds for the covering number of K p (R) for every 1 ≤ p ≤ ∞. To the best of our knowledge, this result is new. Note that the classes K p (R) for 1 ≤ p < ∞ are all larger than K ∞ (R). 
Proof. p = ∞ corresponds to Theorem 5.1 so we may assume that 1 ≤ p < ∞. Because K ∞ (R) ⊆ K p (R), the lower bound on M (K p (R), ǫ; ℓ H ) follows from Theorem 5.1. We therefore only need to prove the upper bound. We show below that there exists a positive constant M depending only on d and p such that
This means that M (K p (R), ǫ; ℓ H ) ≤ M (K ∞ (M R), ǫ; ℓ H ). The proof will then be complete by the use of To prove (27), fix K ∈ K p (R) and x ∈ K. We need to show that x ∈ M R for a constant M which only depends on d and p. We may clearly assume that x = 0 and let v := x/||x||. Note that for every u ∈ S d−1 , we have h K (u) ≥ x · u = ||x||(v · u). Consequently, h K (u) ≥ ||x||/2 whenever u ∈ S(v). As a result,
which implies that ||x|| ≤ 2ν(S(v)) −1/p R. The quantity ν(S(v)) only depends on the dimension d which completes the proof.
6 Appendix: Proof of Lemma 3.3
In this section, we provide the proof of Lemma 3.3 which was crucially used in the proof of Theorem 3.1.
Before we get to the proof of Theorem 3.1, let us first state and prove a technical result which we then use to prove Theorem 3.1. 
