Visual rule-based languages have been used quite successfully to program graphical simulations. They all use rewrite rules, which have the often-mentioned advantage that a program can supposedly be extended simply by adding a few more rules. In practice however, the rules tend to depend on each other, and instead of just adding rules, existing rules need to be changed. Visual constraint rules combine ideas from rule-based programming and constraint programming to create declarative forward-chaining-like rules that can be used in a more modular way to support iterative programming. Libraries of visual descriptions can be built and reused to compose complex behavior, which makes exploring the space of possible descriptions of simulations easier. This is valuable for the intended educational use of Cartoonist, a visual programming environment to build simulations. Furthermore, constraint rules also provide a way to describe a variety of parallel behaviors that are important in simulations, yet are not supported by similar systems.
Introduction
Cartoonist, a rule-based visual programming environment to build simulations, was designed to be used by students up to the 12th grade to create models and run them as simulations. The students must be able to easily explore the space of alternative models without getting bogged down by the complexity of the programming language.
To explore alternative models the description of a model must be modular so that the behavior of the objects in the simulations can easily be extended or changed. A modular approach also supports iterative programming, where the student can refine the behavior of the objects by adding more and more rules to the description of the behavior.
All the existing rule-based visual programming systems, including Cocoa (formerly called KidSim) [1] , Science Theater/Teatro de Ciencias (sTc) [2] , Agentsheets [3] , ChemTrains [4] , Vampire [5] , and BitPict [6] , are based on production systems using rewrite rules [7, 8] . Although, it is sometimes claimed that these rule-based systems can be extended by simply adding rules, this does not always work in practice. Rules can interact with each other in subtle ways and adding new rules often requires existing ones to change. This limited independence of rewrite rules, also found in
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visual rule-based systems, can cause problems when the user wants to change a simulation slightly or reuse parts of another simulation.
Cartoonist's constraint rules provide an approach to rule-based visual programming that, among other things, solves the problem of modularity for a large and interesting class of simulations. These simulations can be described in terms of combinations of simple behavioral patterns of the objects in the simulation. In general, each of these behavioral patterns can be implemented with one constraint rule, and adding or changing behavioral patterns can be done without having to change other rules.
In many simulations, actions must be executed in parallel. If the actions would be executed sequentially, the resulting simulation would not show the correct behavior. If ice would melt one ice-particle after the other, then an ice block and the same amount of crushed ice would melt at the same speed. Constraint rules provide an elegant way to describe a wider range of parallel behavior than rewrite rules in similar systems.
The goal of Cartoonist is to solve some of the problems of rewrite rules by increasing the reasoning power of the underlying programming system without also increasing the complexity of the language. The four key problems are:
Composing complex behavior from separate descriptions Each rewrite rule specifies a certain action of an object. Combining the behavior described by several rewrite rules is possible only by adding another rule. In addition to the objects avoiding each other, one might want to add that they also move in a certain way and still avoid each other.
Dealing with temporal concepts Visual rewrite rules require additional representations to describe temporal concepts, for instance, to describe that an object keeps moving in the same direction. In a simulation, temporal concepts are important, and having to introduce many additional visual representations makes the rules more difficult to write and understand.
Specifying a wide range of parallel behaviors Different problems require different treatments of which actions are executed in parallel. In rule-based systems, specifying which of the types of parallelism is appropriate is difficult.
Describing behavior by specifying what should not happen Rules generate the next state of the simulation, which makes it difficult to describe a behavior by specifying that an object should avoid certain relationships to other objects. For instance, it is much easier to say that an object should not end up next to another object than to specify what should happen in all the possible cases where one object is in the vicinity of another object.
Cartoonist aims to solve these problems while retaining the advantages of the rule-based systems. The end user should not be required to deal with additional non-domain concepts. Unfortunately, additional functionality often requires additional complexity at the user level. The additional functionality may well increase the complexity of the algorithms used by the programming environment, but this complexity must not be reflected by the end-user environment.
INTRODUCTION 1.2 Overview
Cartoonist shares several characteristics with most of the visual rule-based systems. All use grid-based representations and objects that can move around and change their iconic appearance. Cartoonist calls these objects characters. An exception is ChemTrains which uses a topological representation.
Cartoonist differs from the other systems in several ways that will be discussed in more detail later. As mentioned earlier, the other systems use rewrite rules consisting of a before-picture and an after-picture. A rewrite rule may be applied if the before-picture matches a part of the simulation display (which is what the user sees while running the simulation). The rewrite rule is applied to the simulation display by replacing the before-picture with the after-picture. The main differences between the rule-based systems and Cartoonist are:
• Cartoonist provides the user with a collection of characters with a set of built-in actions defining the characters' capabilities. In the other systems, the characters have no built-in actions.
• A constraint rule describes what states can follow each other. Programming with constraint rules is organizing the characters' actions leading to the appropriate behavior of the characters.
• Constraint rules can access any number of past simulation states in their condition.
• In Cartoonist, negation can be used in any constraint of a rule, even in the one describing the after-picture. Rewrite rules cannot have negations in the after-picture.
• Cartoonist always executes as many actions in parallel as possible.
• Several constraint rules can be used to find the "best" action if more than one constraint rule applies. Using the voting schema described in detail below, the behavioral patterns implemented by the rules are combined dynamically. Since actions are executed in parallel, the best set of actions is executed.
Although Cartoonist was designed for students to create their own simulations, this article focuses on the technical issues of the system. There is some evidence that children can use rulebased visual systems and that they are highly motivated to build their own simulations [9] . However, there is no data supporting the view that the children actually learn something interesting [2, 10] . Thus, this paper refrains from making any exaggerated claims with respect to theses issues. Future research must focus on these issues to avoid building nifty systems that will never be used.
Overview
In this paper, Cartoonist's constraint rules will be described and compared to the rewrite rules used in other visual programming systems. Then, a realistic problem (simulating people walking around in an airport) will show some of the constraint rules' strengths. Rewrite rule-based solutions are then compared. Next, I will discuss how constraint rules are combined dynamically. Parallelism comes in different forms, and no existing rule-based system deals with all of them. The algorithms for parallel rewrite rule systems and constraint rule systems are described. Some implementation issues are discussed, and finally, the results are summarized.
Visual Rule-Based Programs
In all of the visual rule-based systems, including Cartoonist, a program consists of characters and rules defining the behavior of the characters. While all the other systems use rewrite rules, Cartoonist uses a similar looking, yet quite different type of rule, called a constraint rule. The declarative character of the Cartoonist's rules comes from treating all the pictures in the visual constraint rules as constraints. Contrary to rewrite rules, constraint rules are not used to generate actions but to select them. That is why the characters in the simulation are already associated with a set of actions defining the capabilities so that the user does not need to program them.
Logic Programming and Constraint Programming
Logic programming proponents claim that declarative programming languages are generally easier to learn and use than are procedural programming languages, because the programmer only needs to specify the problem instead of how it is to be solved [11] .
Prolog [12] , the most widespread logic programming language, is a backward-chaining rule-based language; it reasons from known conclusions to the facts that caused them. Forward-chaining rulebased systems seem to be more suitable to describe simulations. They are data-driven, that is, driven by the current and possibly past states of the system and generate the new states. However, due to their procedural character, forward-chaining systems do not have the advantages of the declarative programming languages. Therefore, Prolog has been extended with some ideas from the data-driven production systems. These systems claim to have a declarative forward-chaining rule system [13, 14] . Their rules are more or less of the form c -> a where c is the condition and a is the action, which is of the same form as the action in a production. The condition is of the same form as q in p :-q, and the action a consists of assertions and retractions using the Prolog predicates assert and retract. These two predicates add and delete facts as side effects, and the rules are clearly not declarative. Cartoonist's rules are completely declarative so that no side-effects are possible.
The mere use of Prolog in the condition of a procedural rule does not lead to a declarative rule. Contrary to the authors' claims, these systems do not provide declarative forward-chaining; however, a Cartoonist system does. To the best of my knowledge, Cartoonist is the first truly declarative forward-chainer.
Thus, in Cartoonist, the user can concentrate on the relations between the objects in the simulations and does not have to program the operation sequences necessary to transform one simulation state into the next. Furthermore, the forward-chaining character of the constraint rules used to specify the objects' behavior makes them more natural to describe a state sequence of a simulation than a backward-chaining type of rule.
Constraint logic programming (CLP) languages are another class of declarative languages, which are based on constraints [15] . These languages can also be viewed as an extension of logic programming languages with additional, declarative constraints on the variables' domains. These languages are generally used to solve combinatorial problems [16] . CLP programs tend to look more declarative than Prolog programs; however, this can probably be attributed largely to the Although the specification of a problem with constraints can be completely declarative, often a procedural component is necessary to get the right behavior or the preferred result [17] . Constraints can even be used in combination with imperative programming languages [18] . Constraint-based and visual programming can also be combined to specify OPS5-like rewrite rules [19] .
Rewrite Rules
A rewrite rule consists of a before-and an after-picture. If the before-picture is consistent with a part of the simulation display, then the rule can be applied by replacing the matched part in the display with the after-picture. For instance, the rewrite rule in Figure 1 implements a disk moving to the right. The objects in the pictures range from pixels in BitPict [6] to icons in Agentsheets [3] and KidSim [1] to any picture drawn by the user in ChemTrains [4] . Most systems use a grid for the location of the objects and provide a mechanism to automatically generalize a rule in all four directions (left, right, up, and down) in the grid. This generalization mechanism is not necessary for the topology-based ChemTrains.
Rewrite rules cannot refer to the past of the simulation without explicitly storing information about previous states. Assume that a disk that keeps moving in the same direction needs to be described. The rewrite rule in Figure 1 would not work since it lacks the information where the disk came from. A simple way to solve this problem is adding some kind of directional feature, for instance a long nose that points into the direction the disk is moving or an internal slot of the disk could store the direction. Both solutions can be problematic. The former because disks don't tend to have noses and adding many graphical features can lead to a cluttered and unintelligible picture. The latter because part of the rule's meaning is hidden which is inconsistent with the philosophy of visual languages.
In many situations, more than one rule could be applied since several before-pictures are consistent with different parts of the simulation display. In most visual rule-based systems, the rules are in some user-specified order, and the first rule in this list, which has a before-picture consistent with the simulation display, is applied. Generally, the more specific rules are kept at the beginning of the list, and the more general catch-all rules are moved towards the end.
Cartoonist's Constraint Rules
As mentioned earlier, the characters in Cartoonist are already associated with actions. For instance, a person can move in any of the four directions if the destination square is empty or an ice particle can change to water. A palette of characters with actions is initially provided to the user. The user can extend the palette with new characters. Although the examples in this paper tend to use only one kind of character, this is not a restriction of the system but simplifies the examples.
The constraint rule in Figure 2 shows that a rule in Cartoonist can also use a past state of the simulation in its before-picture. The last of the three pictures corresponds to the after-picture in a rewrite rule. The second-to-last picture always refers to the present state of the simulation, and the pictures on its left refer to past states. Thus, the rule in Figure 2 describes a disk coming from the left and going to the right. In Cartoonist rules can be automatically generalized into all four directions such that the disk keeps moving straight no matter what the initial direction was. This is accomplished with visual markers added to the picture showing the rule and is omitted in the pictures in this article. It is not clear yet what is the best (visual) representation of the different types of generalization, such as rotation or mirroring. In the remaining examples of the article, it is assumed that the constraint rules are always generalized in all four directions.
Cartoonist's constraint rules can use negation also in the after-picture because all the pictures referring to the past, present and future are constraints. For instance, the rule in Figure 3 says that the disk displayed in the before-picture will not be at the same place in the next state. A crossed-out character means that this character is not at this place. An empty square means that it does not matter whether a character is at this location or whether the location is empty. Describing what should not happen is another powerful tool provided by Cartoonist to describe simulations. Due to the procedural character of rewrite rules, they can use negation only in the before-picture but not in the after-picture.
Similar to the other rule-based visual programming systems, the rules in Cartoonist are organized in a partial order representing which rules are more important than others.
Parallel vs. Sequential
Historically, rewrite rule-based systems were sequential and used parallel algorithms only to increase the systems' efficiency [20, 21, 22] . This makes sense because these rules are viewed as a programming language, and generally, having to deal explicitly with parallelism complicates things. However, rewrite rules have been recognized to be useful to describe the growth process of biological organisms. These rules systems, called Lindenmayer systems (or L-systems), normally work on one-dimensional character strings and apply the rules in parallel thus extending the string [23] . The string is often a representation of a biological organism such as a fern or a shell.
If a visual rule-based language is used more to describe simulations and viewed less as a general programming language, it becomes evident that it needs to be able to describe parallel processes, since many things in the world happen in parallel. If a parallel program is approximated by a sequence of actions the behavior might not even be approximate but completely wrong as the in melting-ice example. This is different from the goal of parallelism to gain efficiency where the requirement on the algorithm is that it delivers the same result a sequential algorithm would. Cartoonist uses parallelism because there is sometimes no sequential execution of the actions with the same result.
All actions in Cartoonist that can happen in parallel are executed in parallel, in the sense that no other action can be added to the set of actions executed in parallel. However, this does not imply that necessarily the largest set of actions is executed. This could lead to situations where the user expected a different set of actions to be executed in parallel. So far, this problem has not yet occurred, though. Furthermore, by default, actions are chosen randomly. Although the other visual rule-based systems have this option too, it reflects Cartoonist's emphasis on simulation instead of programming which generally requires tighter control of the program flow.
Using Constraint Rules
An example will demonstrate how constraint rules are used to describe and combine behavioral patterns. The implementation of the scenario with rewrite rules is also discussed.
A Scenario
Assume that, in the context of a larger problem, 6th grade students need to study the behavior of a group of people. These people show the following behavior:
• They never stand still
• They try to avoid each other, so that they never touch each other
• Once they start walking in a direction, they continue in that direction (under the condition that they avoid each other)
• When they run into a wall, they seem to bounce back (again under the condition that they can avoid each other)
• They all move around in parallel This, admittedly strange, behavior can often be observed in airports-maybe with the exception of bouncing off the walls. It might be a useful exercise to stop here for a moment and quickly figure out how you would describe this simulation in your favorite programming language. Make sure that in your simulation people indeed avoid each other even if they all walk around in parallel.
In the simulation, the people are put into a small room shown in Figure 4 , and only their hats can be seen. They can walk in any of the four directions in a grid. One of the big advantages of grids is that it is always clear whether a character is next to another character. The disadvantage is that movements are always discrete which is often not true in the real world. The description of this behavior sounds simple, yet describing a behavior (walking straight, turning around at walls) under the constraint of avoiding each other is difficult for rewrite rulebased systems because the behaviors interact with each other in a non-trivial way. Once the rewrite rules are in place, the description of the people's behavior is difficult to change.
These kinds of problems show Cartoonist's unique constraint rules' strength. Since each of these patterns, one constraint rule is required. They can be developed separately and even stored in a library which simplifies building similar simulations.
The first part of the description states that the people never stand still. This is expressed by the rule in Figure 5 . A crossed-out character means that it is not at this location.
The second requirement that people always avoid each other can again be expressed using negation in the after-picture. Figure 6 is a constraint rule which says that the person moving to the right (to distinguish the moving person from the others it is marked with a little circle in the corner of the square) will not be next to any other person. The rule says that after a person has moved there will not be another person at its top, no one on its left, no one on its right, and so on. This rule will be generalized in all four directions automatically by Cartoonist. The constraint rules in Figure 7 and Figure 8 take advantage of the fact that the rules may access past states. They describe the last two requirements in a similar fashion.
Using Rewrite Rules
Next, it is asserted that the avoid-each-other and move-randomly rules are preferred over all the others. Thus, people always avoid each other even if this means that they cannot keep going in the same direction or bounce back from a wall. Since all behavior in Cartoonist is parallel by default, the last requirement that everybody has to walk around in parallel is taken care of already by the system.
The rewrite rules take advantage of a directional feature, e.g., a nose, since they do not have the ability to access past states. However, there is no reason why rewrite rules could not be extended to have access to past states.
All of the four behavioral patterns can then be expressed by a set of rewrite rules. Not standing still is simple, and the rule in Figure 1 generalized to all four directions implements this behavior. Walking straight and bouncing off a wall can be similarly implemented with the nose as a representation of the direction.
Avoiding each other can also be implemented with rewrite rules, but many rules are necessary. The person must anticipate what another person in its vicinity is doing. If more than one person is close, things are even worse. The resulting description is not nearly as elegant as the one with the single constraint rule. It follows that such a large set of rules is hard to understand, difficult to debug, and almost impossible to modify for a similar simulation.
Once these behaviors are separately programmed with rewrite rules, they cannot be combined just by arranging them in some order. The conditions of the rules must be explicitly changed so that the correct action is executed in a given situation. For instance, each move-straight rule and each bounce-off-wall rule must check that the person does not end up next to another person. This leads to very many very complicated rules.
Although rewrite rules can be used to implement this simulation in principle, the solutions tend to be much more complicated than Cartoonist's and will be difficult to extend. Furthermore, it is not clear how general the resulting parallel behavior would be. So far, nobody has been willing to write the many rules. 
Composing Rules Dynamically
The reasoning mechanism for deciding which character executes what action is based on a voting mechanism and was inspired by the subsumption architecture [24] . The constraint rules vote for some of the actions, and the action with the "best" votes is executed. This section describes the details of the matching process, the interaction between the characters' actions and constraint rules, and the voting mechanism.
In Figure 9 , two people with dark hats are surrounded by a wall and therefore cannot leave the 24 squares. Note that this is not dependent on the constraint rules the user will write, but only on the actions a person can execute: People can move to an adjacent square if it is empty. The person on the left moved one square to the right, and the person at the bottom moved one square up. The rest of the section discusses where the person at the top left is moving and why. I will refer to the state in Figure 9 as the current state with its past shown by ghost images of the hats.
Voters
A constraint rule is of the form
where the c i 's are the constraints, that is, the pictures. Constraint c k describes the current state, c k+1 a state in the immediate future, and c 1 , . . . , c k−1 states in the past. The length of a constraint rule is the number of states it describes, that is, the previous rule has a length of k + 1.
A rule instance is a constraint rule c 1 → c 2 → · · · → c k → c k+1 whose first i constraints have been matched against a state sequence, where i ≤ k + 1. A rule instance is called a voter for state s if the constraints match a state sequence such that c 1 , c 2 , . . . , c k+1 describe a temporally contiguous sequence of states and c k+1 matches state s in the immediate future. It is this latter condition, that makes a rule instance a voter. Finding all the voters requires all the possible states in the future be generated which can lead to a computationally expensive look-ahead search. A few examples will clarify the definition of a voter. Figure 10 shows the current state of the simulation and how the rule is matched against the state. In the left picture, the rule matches the former (ghost image), current and potentially future position of the person. This voter directs the person to the right. The rule instance in the right picture does not vote because the second-to-last constraint must match the current state. Thus, it does not vote for the person going to the right. of the person at the bottom right is next to the ghost image. However, the picture on the right shows a match that leads to a vote for the person going down one square. Going up and to the left will also get a vote from this rule. Because all the constraints of a rule must be used to be eligible to vote, and the last constraint describes the state in the immediate future, a look-ahead search of depth one is necessary to find the voters. The current prototype is implemented on top of Agentsheets [3] and employs a computationally expensive look-ahead search using a temporally extended Rete network [25] . For each constraint, several rewrite rules are generated and then compiled into a Rete network-like data structure. The look-ahead search works as follows. For each possible action, the action is executed and the voters, generated by the Rete network, are collected. Then, the action is undone. Once all voters have been collected, they are compared and the action leading to the best state is chosen and, finally, executed once more and the whole look-ahead search starts over again. Current research suggest that the look-ahead search can be completely avoided using some more advanced techniques at compile time and by slightly constraining what actions the characters may execute. Figure 13 shows a few rule instances some of which are voters. Instance (a) is a voter because its second-to-last constraint describes the current state. It votes for the person moving to the right. Instances 
Voting Scheme
The voting scheme implements the subsumption-like architecture [24] of Cartoonist which allows the user to compose complex behaviors from simple rules. In the current state of the simulation, each action of each character generates a new state. The voting scheme is the algorithm that chooses one of these states as the next state and is independent of the algorithm dealing with the parallel execution of the actions.
Rules, as will become apparent below, choose some of the actions executed by the characters. Therefore, it is necessary that theses actions are associated with the character: people can walk in some directions, walls don't do anything, ice can become water, and so on. It is this separation between actions describing what a character can possibly do and the rules describing what these characters should do and how they should interact with each other [26] that makes it possible to combine behaviors as the following example shows. If you are hungry and are attacked by a tiger coming from the south, two behaviors, "run away" and "get some food" apply. Apparently, the former behavior is more important and suggests running east, west, or north. To figure out which one of the directions to take, the "get some food" behavior can be used, which suggests going to the south or north. Because going north is consistent with the actions suggested by the "run away" behavior, you should run to the north. If the "get some food" behavior had suggested going the south only, then it could not have been used and one of the three actions suggested by "run away" would have been chosen in the absence of other applicable behaviors. This algorithm is implemented by the voting mechanism.
The user can assign a priority to a constraint rule thus specifying that a constraint rule r i is preferred over another rule r j , written r i r j . Two rules r i , r j are indifferent if neither is preferred over the other and therefore have the same priority, that is, r i ∼ r j ≡ ¬(r i r j ) ∧ ¬(r j r i ).
If the behavior described by r i is more important than the one described by r j and the two rules disagree on what is the right thing to do, then r i overrides r j . On the other hand, if they agree, r j may support and strengthen r i 's suggestion as in the tiger example.
In order to describe the algorithm used to decide which actions to execute in parallel, some formalisms have to be introduced. Lists of voters sorted according to the preference relation such that for all i, ¬ (r i r i+1 ) can be compared. Let R = (r 1 , r 2 , . . . , r k ) and R = (r 1 , r 2 . . . , r k ) be lists of voters for state histories S and S , respectively. R dominates R , written R R , if there are more better voters in R than in R . More formally, R R ≡ ∃j ∀i, 1 ≤ i < j. r i ∼ r i ∧ (r j r j ∨ ¬∃r j ) If the voters for S dominate the voters for S then S dominates S . Intuitively, the above expression says that R R is true if the best j − 1 voters of either list are indifferent and that either the j th voter is better for R than R or R has no j th voter at all. Figure 14 illustrates the voting scheme with the now familiar constraint rules. The preferences for the different constraint rules are summarized in Figure 15 .
The action that the person at the top in Figure 9 is going to execute is found as follows. First, all the voters for each of the four actions e, w, n, and s are collected (see Figure 14) . The columns of the table are named with the actions and the rows with the rules. Action e gets two votes from the voters generated by the rules on lines (a) and (c) and the other three actions get two votes each from the voters generated by the rules in rows (a) and (b). These sets of voters have to be compared according to the priority values of the voters. The list of voters for each action, sorted according to the -relation, is shown below.
e: ( a, c ) w: ( a, b ) n: ( a, b ) s: ( a, b ) To find out which action is chosen, one simply can go through the lists in parallel and decide which actions to retain according to the definition of for voter lists. All actions have a best vote from the move-randomly rule (a) and thus, (a) does not help to discriminate among the rules. Therefore, (a) can be removed from all the voter lists resulting in the following table.
e: ( c ) w: ( b ) n: ( b ) s: ( b ) Since voter b dominates c the result action e can be removed and then also then voter b from the remaining three lists resulting in w: ( ) n: ( ) s: ( ) Since the actions w, n, and s are indifferent, one of them is chosen randomly.
Parallel Execution of Actions
Many simulations programmed with visual rule-based systems are inherently parallel. Certain actions must be executed in parallel because otherwise the resulting behavior of the characters in the simulation is incorrect. For instance, ice melts along the surface, and, therefore, an ice block must melt more slowly than the same amount of crushed ice, because the latter has the greater surface.
Specifying which actions need to be executed in parallel to simulate an inherently parallel behavior is not easy. The melting-ice problem was suggested by Clayton Lewis and is easily solved by his visual rule-based system sTc [2] . It uses a simple, yet powerful extension to the usual match-select-fire cycle employed by almost all rewrite rule-based systems and is described below. Although sTc is able to describe an important and relatively large class of parallel processes, there are several other kinds of parallelism that cannot be described by rewrite rules based on this algorithm. Sometimes all actions that can be executed in the current state need to be executed. Sometimes just a subset needs to be executed and in some cases, as the rolling balls in Figure 18 show, even a superset.
Parallel execution of actions can also be used to make things look more natural. For instance, there is no need that rain drops are falling on the ground in parallel, however, it may look more natural if they all fall down together and not one after the other is falling.
In this section, sequential rule-based systems are discussed and then extended in different ways to cover parallel behavior.
Different Ways of Handling of Parallelism
Rewrite rule-based programs are generally sequential in the sense that they execute one action per cycle or time step. Increasing the efficiency of a rule-based system and increasing the expressiveness of the language of rule-based systems are the two main reasons to execute more than one action in parallel.
In sequential rule-based systems, the following cycle of operations is executed repeatedly.
• Match all rules against the current state forming the conflict set of rule instances.
• Select one rule instance from the conflict set according to the conflict resolution strategy.
• Fire the selected instance, that is, apply the action to the current state resulting in a new state.
The discussion in this article does not focus on parallelism to increase the efficiency of a rulebased system but to increase the expressiveness of the programming language. Parallelism can increase expressiveness because a purely sequential language cannot always describe what the parallel language can.
If parallelism is used in a simulation only to make things look like they happened more or less in parallel, then the same approach as for improving efficiency can be used. In this case, actions that are executed in parallel are not required to happen in parallel, but the resulting simulation looks more natural to the observer. However, quite often, this kind of parallelism is not sufficient as the examples below will illustrate.
Different approaches have been tried to solve the parallel-process problem in rule-based visual programming systems.
• In Cocoa [1] the problem is ignored for pragmatic reasons (efficiency problems and the complexity of the algorithms), and all the actions are executed sequentially. Inherently parallel actions cannot be programmed in Cocoa, although approximations are possible.
• sTc [2] uses a simple match-select-"fire if it still matches" strategy (see Figure 16 ) that covers an interesting class of parallel processes and is discussed in more detail below.
• Agentsheets [27] provides the user with the possibility to change the match-select-fire cycle. A larger class of parallel problems than in sTc is solvable, yet it is not so clear whether an end user is able to select the appropriate strategy. How one would deal with the situation in which different parts of the simulation needed a different strategy is also unclear.
• Meta rules can be used to describe which rules are to be executed in parallel, as is done in the non-visual PARULEL [28] . These rules implement the conflict-resolution strategy that chooses the actions to be executed in parallel. This approach is more flexible and extendable than having built-in strategies as Agentsheets has. However, it is also much harder to write these meta rules than just choosing one of the provided strategies.
• In Cartoonist the set of rules is specified by the built-in actions of the characters and the user programs conflict-resolution strategy with constraint rules. Although the constraint rules have the same function as PARULEL's meta rules, they are not about rules but about the task domain. Thus, they are not more difficult to write than the "normal" rules, although they are much more powerful.
The obvious way to change the match-select-fire cycle, so that many actions are executed in parallel in every cycle, is to simply remove the select phase and execute all actions in the conflict set. However, this does not work for many interesting simulations because actions are not independent of each other. For instance, an ice particle that has two water particles as neighbors would be melted twice. Or a person walking around by choosing a direction randomly each time when making a step can obviously not make several steps in different directions in parallel.
Parallel Rewrite Rules(s)
loop A ← all the condition-action pairs c/a in s use select procedure to sort A for c/a ∈ A do if c(s) then s ← a(s) display s end loop end Parallel Rewrite Rules Fortunately, there is a simple solution to this problem that solves many, but not all, interesting cases-the algorithm used by sTc, which is discussed next. Then the algorithm used by Cartoonist which extends the range of parallel simulations is presented.
Parallel Execution in Rewrite Rule Systems
The algorithm employed by parallel visual rewrite rule systems such as sTc and Agentsheets is shown in Figure 16 . A is the conflict set containing instances of the rewrite rules in form of condition-actions pairs c/a. The only difference to the sequential version is the execution phase of the match-select-execute cycle. The action of each condition-action pair in the conflict set is considered to be executed. They are tested in the order of their preference, and if the condition c of a pair c/a still holds, then action a is indeed fired and removed from the conflict set. Since firing a rule may disable some other pairs still in the conflict set A, not necessarily all actions in A are executed in the inner loop. The select procedure is normally a simple, easy to understand strategy, such as the order in which the rules were written.
This algorithm works well for the melting ice simulation. The test in the inner loop makes sure an ice particle is not melted more than once. The actions executed in parallel are a subset of A making sure that not the whole ice block melts at once. Both of these characteristics are important to make this algorithm work properly, yet they both also prevent the rule-based system from simulating other types of parallel processes.
John Conway's Game of Life is a simple cellular automaton where each cell is either dead or alive. Cells are organized in a grid and are all updated according to the following rules: a living cell with two or three neighbors stays alive; a dead cell with exactly three neighbors becomes alive; Figure 18 : The three disks should move together to the right. The left picture shows the correct parallel behavior; the right picture shows the result of using the algorithm in Figure 16 .
in all other cases the cell dies or stays dead. Figure 17 shows three generations starting with the left picture. If the algorithm in Figure 16 is applied, the cells will behave incorrectly because of the test in the inner loop leading to interference between neighboring cells' actions. There is no easy way around this problem when using this algorithm.
The three disks in Figure 18 should move together to the right, that is, they are not allowed to spread out while they are moving as shown in the right picture. If the reasonable assumption is made that a rewrite rule moving a disk must make sure the disk is moved to an empty square, the set A of condition-action pairs consists only of one action, moving the right-most disk to the right. The problem in this case is that the initial A does not contain all three actions that have to be executed in parallel. In the next cycle, the first two disks can move and so on. Thus, the algorithm in Figure 16 leads to the behavior shown on the right in Figure 18 .
Parallel Execution in Cartoonist
Cartoonist lets the user describe the three kinds of parallelism without running into the problems just discussed. Simulating the Game of Life in Cartoonist is in principle trivial, since only the following rules need to be written, where the last rule has a lower priority than the first two: the number of living neighbors is three → the cell will be alive the cell is alive and the number of living neighbors is two → the cell will be alive true → the cell will be dead Unfortunately, this is not that easy to express with the primitives of the visual language used in Cartoonist's prototype, which is independent of the idea of constraint rules. It has been observed by several other researchers using grid-based languages that a constraint on the number of characters of a certain type in another character's neighborhood would be useful. However, it is not obvious how this predicate would be visually represented. The solution to the disk problem is shown in Figure 19 . In this case the rules are not generalized in the other four directions since the disks need to move to the right only. The first constraint rule makes the right-most disk move to the right. The second rule is based on the observation that a Figure 19 : These two constraint rules solve the disk-problem. chain of n disks consists of n − 1 disk pairs and each pair ends up on squares to its right. Like any constraint rule, this second rule does not specify any new action, but it specifies the constraints on the disks' behavior.
The algorithm employed by Cartoonist allows the user to describe a wide range of parallel simulations without the need to explicitly refer to the different types of parallelism. It has been shown that Cartoonist can be used to describe a wider range of parallel behavior than other visual rule-based systems [29] . This is accomplished with a conceptually simple idea: use a sequential algorithm, but do not display each state to the user. The states that are not shown are invisible; the ones shown are visible states. The difficulty is to decide which states should be visible. The algorithm for this is described in detail in the next section.
Cartoonist's palette provides ice particles that may become water. Using this ice character, the constraint rule in Figure 21 melts the ice correctly. Pictures 1 and 4 in Figure 20 show two consecutive visible states of the simulation. To write constraint rules so that they constrain as little behavior as possible allows the simulation to use other rules to further constrain the behavior and, thus, combine several behaviors. Therefore, the ice-melting rule does not require the water to remain water. Maybe the simulation needs to be extended later so that the water could possibly evaporate while the ice melts.
Cartoonist's algorithm can be viewed as sequentially constructing the next state. Once no further actions can be used to change the state, it is displayed. Since the constraint rules ignore the intermediate construction steps, that is, all invisible states except the current one, they always match the second-to-last constraint with the current, possibly invisible state and the last constraint with the new state being constructed. Once no additional action can be executed, the current invisible state is made visible as the following example shows. Figure 20 shows how the Cartoonist constructs the next state by sequentially melting the ice particles along the original block's surface displayed as Picture 1 in the figure. Picture 2 shows the ice block after six particles (shown as water with dark sides) along the surface have melted. This is an invisible state. The next particle to melt is selected by a two-step process. First, all the possible actions are considered, which includes changing any ice particle into water, whether next to water or not. Then, the constraint rule in Figure 21 is used to choose among these actions. The first constraint of the constraint rule is matched against the most recent visible state in Picture 1, the second constraint against the states generated by all the currently possible actions. Thus, only the melting of ice particles at the surface of the ice block in Picture 1 are considered. One of these actions is then selected randomly and executed, and then the next particle to be melted is selected. Picture 3 shows the ice block after all but one of the surface ice particles have melted. This state is also invisible. The constraint rule is matched against the state in Picture 1, and the state in Picture 4 results from melting this last ice particle. Since this is the only action getting any votes from the rule in Figure 21 (it receives two votes because it has two water neighbors as shown by the ovals in Picture 3), it is selected resulting in the state shown in Picture 4. Although in this state many actions are possible, none is chosen because the first constraint of the melting rule must be matched against the visible state in Picture 1. Since no additional action can be executed "in parallel" with the 18 actions executed to get from Picture 1 to Picture 4, Picture 4 is displayed to the user as the next visible state after Picture 1. To find the next particles to melt, the first constraint of the rule will now be matched against Picture 4.
The two main differences between Cartoonist's algorithm in Figure 22 and the rewrite rule version in Figure 16 is that Cartoonist's selection procedure is dependent on the rules created by the user and that there is no nested loop executing the set of parallel actions.
The selection procedure is used to compose constraint rules on the fly. It selects a best action a from the conflict set A, where an action needs to be a best one. A best action needs to satisfy two conditions: first, it must have a non-empty set of voters, that is, v(S.a(s)) = ∅; and second, there must be no other action a in A that dominates a, that is, ¬∃a ∈ A. v(S.a (s)) v(S.a(s)). The first condition is necessary because in the case where the set of voters for a and a are both empty either a or a could be selected as an action to be executed, although no rule voted for either of them. The parallelism is accomplished using a similar structure as a sequential rewrite rule algorithm, however, only once in a while-but at the right time-the current state is displayed. The last state in S is always the last one displayed, and the constraint rules are matched against S.a(s). Although the actions generate a sequence of states, only the end result of the partial sequence is used to match against the constraint rules.
As long as the selected action a is not the empty action , it is executed in the current state but not displayed. As soon as a = , the state history S is extended with the current state, and the current state is displayed. Now, the user can see a change in the simulation.
Assume that S = (s 1 , s 2 , . . . , s i ), and s i was just displayed. Next assume that actions a 1 , a 2 , and a 3 were chosen, generating the states a 1 (s i ), a 2 (a 1 (s i )), and a 3 (a 2 (a 1 (s i )) ). While the algorithm went through the loop three times, the state history S was of the form (s 1 , . . . , s i , a 1 (s i )), then (s 1 , . . . , s i , a 2 (a 1 (s i ))), and finally (s 1 , . . . , s i , a 3 (a 2 (a 1 (s i )) ). Thus, with s i+1 = a 3 (a 2 (a 1 (s i ))), S was finally set to S.s i+1 = (s 1 , . . . , s i , s i+1 ), and s i+1 was updated on the simulation display. To the observer of the simulation it looks as if the three actions a 1 , a 2 , and a 3 had been executed in parallel.
This algorithm has been shown to be strictly more general than all the other sequential and parallel algorithms of the visual programming systems mentioned in this paper [29] . These algorithms include the following: the one used by sTc and shown in Figure 16 ; the version of sTc's algorithm where the rewrite rule is not tested again before its execution, which would allow sTc to implement the Game of Life but not the melting ice; and the sequential algorithm used in systems like Cocoa. However, all parallel processes cannot be described in Cartoonist, and it is not always trivial to come up with a correct set of rules.
More Examples
The programs for the moving disks and the Game of Life have been presented with the claim that they indeed result in the correct behavior. It is worthwhile to look a bit closer at the details of the simulations to get a better understanding of the importance of the invisible states and the criterion when to display a state to the user. Figure 23 shows the steps leading from the visible Picture 1 through the invisible states in Pictures 2 and 3 to the next visible state in Picture 4. Each disk can move in any of the four directions if the destination square is empty. The constraint rules always need to be matched against Picture 1 and Picture 2, Picture 1 and Picture 3, or Picture 1 and Picture 4, respectively. In each state, the only successful match of a constraint rule is shown with squares having a dark border. For instance, in Picture 2 the right-most disk cannot move because the first constraint of the rule must match Picture 1. "No action" is not an allowed action, although it could be easily added as a rule. Picture 4 is displayed as the successor state of Picture 1, because there is no rule that can be applied to the state in Picture 1 and a successor state of Picture 4.
Moving Disks
This example shows the advantage of looking at all the possible actions anew in each invisible state. All other visual rule-based systems using a parallel algorithm to compute the set of possible actions only once and therefore fail to implement this simulation. They can solve it for a fixed number of disks, but that is not an interesting case. The point is that sometimes it is necessary to execute several actions together, although not all of them could be executed just by themselves.
Game of Life
Intuitively, the ice-melting example and the disk example suggest that Cartoonist is going to have problems with the Game of Life, because all the cells must switch to their new state in parallel to avoid interference from neighbor cells that have already changed their state. Before executing an action, parallel rewrite-rule systems test whether the action is still applicable (see Figure 16 ). This
Implementation
test is necessary to prevent a person from making steps into several directions at the same time. This test, though, prevents the parallel rewrite-rule systems from implementing the Game of Life.
Again, the separation between the built-in actions of the characters, which describe what the characters can do, and the rules, which describe what the characters should do, allows Cartoonist to simulate the Game of Life with the three simple rules shown earlier. In Figure 24 , the state in Picture 1 is the currently visible state, and the other three pictures show the next three invisible states. The white dots mark the randomly chosen cells that are going to change in the next state. (If it does not change, no action will be performed by this cell.) The next visible state is shown in Picture 7.
A cell's built-in actions are changing from dead to alive and vice versa. The capability of executing an action is independent of the cell's neighborhood. Since the the first constraint of a Game-of-Life rule always matches against the visible state in Picture 1, the changing cells do not interfere with the unchanged ones, although the actions are executed sequentially. In this 4 × 4 world in Figure 24 , there are always 16 possible actions, but only one is chosen that follows the rules of the Game of Life with respect to the initial state in Picture 1. Once all cells that need to change have changed, no further cells can change with respect to Picture 1, and a new state becomes visible, which then in turn becomes the new starting state.
Unwanted Interactions
The examples show how the parallel execution of several actions leads to the expected behavior of the characters. These actions are dependent on each other because the characters executing them interact with each other. If there are groups of characters with no interaction between the groups, then the sets of parallel actions of each group are independent of each other and can be executed in parallel. There is no need that this distinction is made at the algorithmic level because all constraint rules are global and not associated with any specific character.
However, this global use of the rules can also have some unwanted side effects, especially when groups of characters start to interact with each other. Therefore, some kind of module concept needs to be considered for the next version of Cartoonist.
Implementation
One of the advantages of rewrite rule-based systems, even the parallel ones, is that they are efficient and easy to implement. In conventional programming languages, the design of the language is strongly influenced by how compilers work. However, I believe that it is time stop forcing the user to spell out all those details that have nothing to do with the user's actual problem, but just make the compiler-builders' life a bit easier. Cartoonist tries to make the user's life as easy as possible, even if that means that the underlying machinery is rather complex. Obviously, the complexity in Cartoonist's reasoning engine should not be visible at its surface.
The implementation of Cartoonist is based on a temporal extension of a Rete network [25] . A Rete network is a fast incremental pattern matcher. The network was extended so that any number of states in the past can be tested in a rule. The real problem is to find the best action. This action a is a best action in the current state s if it generates a state a(s), such that ¬∃a ∈ A. v(S.a (s)) v(S.a(s)).
Unfortunately, v(S.a(s)) is an expensive function. It computes all voters for a state history whose last state is one time step in the future. The current implementation does a full lookahead search, that is, for each action a ∈ A it generates a(s), finds all voters and then undoes the action. This is obviously inefficient and a focus of research in the near future.
Since the next action to be executed needs to be one that is not dominated by any other action, there is no need to generate all voters for all the actions. All the implementation must assure is that there is no better action than a. Other actions as good as a are allowed and could have chosen instead of a. Furthermore, by restricting the language that can be used in the constraints of a rule, a lookahead search might avoided altogether. However, no operational solution to this problem exists at the moment.
Conclusions
Cartoonist shows that constraint rules are a powerful alternative to the standard rewrite rules used by other rule-based visual programming systems. With constraint rules complex behavior can be composed from simpler visual descriptions. Since Cartoonist's rules are based on constraints, negation can be used in the after-picture, which considerably simplifies describing some types of behavior. Cartoonist has also extended the range of parallel behavior that can be described with rule-based visual languages.
These characteristics are unique to Cartoonist's constraint rules and will be difficult to replicate within a rewrite rule-based system. However, providing rewrite rules with the possibility to test past states to influence the future should be easy.
One problem with global rules that are not attached to the objects in the simulations as in Cartoonist is that some unwanted interaction between the rules might occur. This is not a problem in the examples shown, because only one kind of acting character was used in each simulation. It would be interesting if groups of constraint rules could be treated as a single, modular behavior, which could then be combined with other behaviors.
An interactive simulation environment needs to have faster algorithms than are currently known for a Cartoonist-like system. Also it will be interesting to see how constraint rules can be used with different representations other than a grid, including combinations of text and graphics.
Cartoonist is intended to be used by students building models and exploring the space of alternative models. The subsumption-like architecture of Cartoonist allows the user to incrementally refine the behavior of characters by adding more constraint rules. Thus, reusing rules from other simulations is easier with Cartoonist than with rewrite rule-based programming systems. This also suggests that constraint rules may support collaborative design and the building of simulations, which are important activities for students.
Visual constraint rules have shown that interpreting computational concepts like rewrite rules in the context of visual representations can lead to new ways of describing simulations.
