Abstract x Derived from the idea of stochastic approximation, recursive algorithms to identify a Hammerstein system are presented. Two of them recover the characteristic of the nonlinear memoryless subsystem while the third one estimates the impulse response of the linear dynamic part. The a priori information about both subsystems is nonparametric. Consistency in quadratic mean is shown and the convergence rate is examined. Results of numerical simulation are also presented.
I. Introduction
T HE identi¤cation of composite systems requires special methods. It is obvious that not paying respect to the structure of the system leads to great di¢culties both theoretical and computational and that e¢cient algorithms can be obtained if the structure of the system is taken into consideration. Cascade structures are mainly examined, of those the Hammerstein one has received the greatest attention. In such a system a nonlinear memoryless subsystem is followed by linear, dynamic. The aim is to identify both subsystems from inputwoutput observations of the whole system. The fact that the system is composite is the cause of two speci¤c problems. Firstly, the inner system signal, i.e., the signal interconnecting subsystems, is not measured which results in limited identi¤cation capabilities. Secondly, algorithms identifying subsystems should be independent from the computational viewpoint, i.e., calculated separately. It appears that it is not so easy to achieve such a goal.
As far as the amount of the a priori information about the system is concerned, identi¤cation problems are either parametric or nonparametric. In the ¤rst case, with respect to the nonlinear subsystem, before making any measurement, we know that its characteristic has a parametric representation. Usually it is a polynomial of a ¤nite and known degree. In the nonparametric case, we know much less, e.g., that the characteristic is a bounded function. In the ¤rst situation, only a ¤nite number of coe¢cients of the polynomial are estimated while in the other the whole function has to be recovered. Therefore, in the nonparametric problem the a priori information is much smaller and, despite that, we are able to recover the nonlinearity. It seems, moreover, that the nonparametric problem often better corresponds to real situations.
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As far as the parametric identi¤cation of Hammerstein system is concerned, we should mention [40] , [7] , [15] , [26] , [48] , [14] , [6] , [4] , [5] , as well as [3] . Of more recent paper, we point out [33] , [8] , [37] , [49] , [44] as well as [2] .
In this paper, we identify the Hammerstein system under the nonparametric a priori information about both its subsystems. This approach has been proposed in [18] , [19] , [21] , [16] , [27] w [29] , [30] , [31] , [34] w [36] , [42] , as well as [43] . Algorithms presented in mentioned papers share two features which, from some viewpoint, can be regarded as disadvantages. Firstly, they can be calculated only o¤wline. Secondly, they are of a quotient form with both random numerator and denominator. Thus, for a small denominator, the algorithms are very sensitive to round up errors and can take unexpectedly large values. The ¤rst drawback has been substantially overcome with semirecursive algorithms presented in [22] . They are not fully recursive due to their quotient form. Only their numerator and denominator are calculated recursively, but not the quotient itself.
The quotient form can be avoided by using algorithms applying order statistics, see [23] and [17] . The price is that input observations must be rearranged in increasing order and the estimates are calculated from the new sequence of observations obtained in this way. Unfortunately, due to that, those algorithms canzt be modi¤ed to a recursive form. Recursiveness is important and onwline identi¤cation methods receive special attention since they process data sequentially as they are available. For this reason they are important in adaptive control, ¤ltering, etc. Moreover, they can be useful when systems vary in time, see [38, Ch. 11] or [47, Ch. 9] .
We propose two fully recursive algorithms to recover the nonlinear characteristic. They are not quotients. In a similar way, we also recover the impulse response of the linear subsystem. The idea of all three algorithms is based on the stochastic approximation framework. We want to mention that within the class of stochastic approximation procedures, ours have, however, a very speci¤c feature. Their gain coe¢cients are not deterministic but random. This fact requires special treatment while examining convergence. We not only show convergence of our algorithms but also give the convergence rate and present results of numerical simulation.
Finally, we want to notice that the problem of Hammerstein system identi¤cation is also important from the application viewpoint since such systems are used in various and distant areas to model a visual cortex, [11] , a distillation column and heat exchanging process, [12] , a pH process [41] , or vibrations in engines, [44] .
II. The System
We identify a Hammerstein system shown in Fig. 1 . The system consists of two subsystems, the ¤rst is nonlinear, memoryless, the other is linear, dynamic. The nonlinear subsystem with random input U n , being also the input of the whole system, has a characteristic denoted by m which means that V n = m(U n ), where m is a Borel measurable function. The other subsystem is described by the following space state equation:
¾ where X n is the state vector of the subsystem. By fk(n); n = 0; 1; : : :g with k(0) = 0, and k(n) = c T A n¡1 b for n = 1; 2; : : : ; we denote its impulse response. The output signal of the dynamic subsystem is disturbed by additive random noise Z n , i.e., Y n = W n + Z n , where Y n is the output of the whole system. We assume that fU n ; n = : : : ; ¡1; 0; 1; : : :g is a stationary white random process. The dynamic subsystem is stable, i.e., that all eigenvalues of A lie in the unit circle. Moreover,
(1)
with some unknown c 1 ; c 2 . We want to stress here that the only reason restrictions (1) and (2) are imposed is just to assure that EV 2 n < 1. Owing to this and stability of the dynamic subsystem, X n and Y n are random variables. Moreover, like fU n ; n = : : : ; ¡1; 0; 1; : : :g, also fX n ; n = : : : ; ¡1; 0; 1; : : :g and fY n ; n = : : : ; ¡1; 0; 1; : : :g are stationary random processes such that cov[X 0 ; X 0 ] exists, and EY 2 0 < 1. On the distribution of the input process we impose an additional restriction, we assume that U n zs have a density f:
Noise fZ n ; n = : : : ; ¡1; 0; 1; : : :g is also a stationary white random process independent of fU n ; n = : : : ; ¡1; 0; 1; : : :g such that
, as well as (3) hold throughout all the paper with the obvious exception for lemmas of general character given in Appendix B. Our problem is to identify both subsystems, i.e., to recover the nonlinear characteristic m and the impulse response fk(n)g, from inputwoutput observations of the whole system, i.e., from (U 0 ; Y 0 ) ; (U 1 ; Y 1 ); : : : ; (U n ; Y n ).
As far as the a priori information about the nonlinear part is concerned, the class of all possible characteristics, i.e., all functions satisfying (2) is so wide that canzt be represented in a parametric form. With regard to the dynamic subsystem, neither the dimension of the state vector X n nor A, b and c are known. Observe that the family of all impulse responses of such systems also canzt be parameterized. Therefore, both identi¤cation problems, i.e., the identi¤cation of the nonlinear subsystem as well as the dynamic one are nonparametric. Of those two, that concerning nonlinearity recovering is by undoubtedly much more di¢cult and interesting from the theoretical viewpoint.
III. Algorithms

A. Linear subsystem
We shall now introduce the algorithm to recover the impulse response of the dynamic subsystem. We have
. For this reason, we propose the following estimate,· n (i), of¯k(i):
B. Nonlinear subsystem
Concerning the nonlinear subsystem identi¤cation, we begin with the following observation:
where ¹(u) = ®m(u) +¯with ® = c T b and¯= c T AEX 0 . To recover ¹(u), we use the following two recursive estimates of the regression in (5):
On the Borel measurable kernel K, we impose the following restrictions:
uK(u) ! 0 as juj ! 1:
As the kernel, one can apply exp (¡ juj), exp ¡ ¡u
. Examples of kernels with bounded support are the window kernel which equals 1 for juj < 1 and zero otherwise, and a parabolic one equal 1 ¡ u 2 or zero for juj < 1 or juj¸1, respectively.
In turn, depending on context, nonnegative number sequences f°ng and fh n g satisfy some of the following restrictions:
h n ! 0 as n ! 1;
and
As such sequences, one can apply, e.g.,
Algorithm (6) converges if restrictions (11)w (14) are satis¤ed, i.e., if 0 < ± <°· 1, while (7) does if (11), (12), and (15) hold, i.e., if 0 < ±, 0 <°,°+ ± · 1.
Proposed algorithms (6) and (7) are related to the following o¤wline kernel estimate of the regression in (5):
introduced in [39] and [51] . Semirecursive versions have been examined in [1] , [10] , [32] , as well as [20] . A particular version of (6) being a fully recursive estimate has been already studied in [45] , [24] , and [25] . All authors mentioned above have assumed that Y i and Y j are independent for i 6 = j. In other words, in their papers A = 0, i.e., the dynamic subsystem is a simple delay which means that the whole system is just memoryless. Estimate (16) has been applied to recover the nonlinearity in Hammerstein systems in [18] , [19] , [21] , [30] , and [31] . Semirecursive versions have been examined in [22] . One of them, e.g., is of the following form:
with
18) and
Thus, in the algorithm, the numerator and denominator are calculated separately and only then the estimate is de¤ned as their quotient. Contrary to that, our estimates are fully recursive. Moreover, all mentioned nonparametric algorithms converge in probability while ours in the mean square sense.
C. Relation to stochastic approximation
We shall now present motivation for our algorithms and show that they are speci¤c forms of a stochastic approximation framework, see [50] . Rewriting (4) in the following form:·
we observe that it is based on a natural expectation that · n (i) to converges to ·(i) solving the following equation:
i.e., to
Now, we shall give an intuitive explanation that (6) converges to ¹(u). Rewriting it as beloŵ
we notice that the algorithm is founded on obvious expectation that
where
is the solution of the following timewvarying equation:
(24) To examine ¹ n (u), observe that, owing to (5), the numerator in (23) equals
Therefore, since the kernel K satis¤es (8)w (10),
Thus, bearing in mind (11), we ¤nd
For similar reasons, for the denominator of (23), we obtain
This justi¤es our expectation that ¹ n (u) ! ¹(u) as n ! 1. Combining this with (22), we ¤nally obtain
i.e., the desired convergence of procedure (6) . With respect to (7), the reasoning is very much alike.
In the light of this, we can say that procedure (4) solves stationary equation (20) while (6), as well as (7), nonstationary (24) . All three algorithms are just stochastic approximation procedures. Observe, moreover, that (6) and (7) are nonstationary despite the fact that the system is time invariant. It is caused by the fact that
are only asymptotically unbiased estimates of
respectively. Unfortunately, under so small a priori information, no unbiased estimate exists, see Rosenblatt [46] . Our procedures have another speci¤c feature which leads to even greater analytical di¢culties and requires special attention. In (4), (6) and (7), gains equal°n
respectively, and are random. In the classic stochastic approximation, see (18) and (19), the gain is deterministic, see [50] . Throughout the paper, a n = O(n ® ) means that ja n =n ® j is a bounded number sequence. As a consequence, a n = O(1) means that ja n j is a bounded sequence. For convenience,
IV. Nonlinearity Recovering
In this section, we show that algorithms (6) and (7) converge to ¹(u) de¤ned by (5) . Lemmas 1 and 2 deal with bias and variance of the ¤rst of them while Theorem 1 establishes its mean square convergence. Theorem 2 says that algorithm (7) also converges in the same manner.
A. Convergence Lemma 1 (bias): Let the kernel K satisfy (8)w (10) . Let number sequences fh n g and f°ng satisfy (11)w(13). Then
at every point u 2 R at which both m and f are continuous, and f (u) > 0.
Proof: Let u 2 R be a point at which both m and f are continuous, and f (u) > 0. We begin with rewriting (6) in the following form:
Since1 n¡1 (u) and U n are independent, (5) and (21) lead to
Now, applying (11) and Lemma 5 in Appendix A, we ¤nd that L n (u) and
respectively. Using then (12), (13) , and Lemma 8 in Appendix B, we ¤nd E1 n (u) converging to the same limit as L n (u)=K n (u) as n ! 1. Since, the limit equals ¹(u), we have completed the proof.
Lemma 2 (variance): Let the kernel K satisfy (8)w(10). Let number sequences fh n g and f°ng satisfy (11)w (14) .
at every point u 2 R at which both m and f are continuous, and f (u) > 0. Proof: Fix a point u 2 R and assume that both m and f are continuous and that f(u) > 0 at the point. From (27) we get var [1 n (u)] = V 1 (u) + V 2 (u) + 2V 3 (u), where
Observe that, for independent X; Y , we have var
. Thus, since U n is independent of1 n¡1 (u), we obtain
and a n (u) = 2K n (u)¡(°n=h n )M n (u). In view of Lemma 5, (11) , and (14), we ¤nd M n (u) convergent as n ! 1 and get
©1
n¡1 (u) ª converges as n ! 1,
we ¤nally get
In turn, V 2 (u) = (°2 n =h n )P n (u) with
converging as n ! 1, see Lemma 5 again. Thus,
:
Notice that, for any random variables X; Y; V; W , such that pairs (X; Y ) and (V; W ) are independent, we have cov [XV;
Since E1 n (u), K n (u), and M n (u) converge as n ! 1, recalling (14), applying Lemma 6, and observing that E kX 0 k is ¤nite, we ¤nd V 31 (u) =°nO(1)
. Using again the fact that1 n¡1 (u) and U n are independent, we get
both converging as n ! 1, see Lemma 5. Hence
In this way, we have ¤nally shown that
We now apply (12) and Lemma 10 to observe P n i=1 i°i°°A n¡i°°! 0 as n ! 1. Next, using (14), we ¤nd d n (u) ! 0 as n ! 1. Thus, in view of (12), (13) , and (30), an application of Lemma 8 completes the proof.
We are now in a position to give Theorem 1: Let the kernel K satisfy (8)w(10). Let number sequences fh n g and f°ng satisfy (11)w (14) . Then
at every point u 2 R at which both m and f are continuous and f (u) > 0. Our next theorem deals with algorithm (7). Theorem 2: Let the kernel K satisfy (8)w(10). Let number sequences fh n g and f°ng satisfy (11), (12) , and (15) .
at every point u 2 R at which both m and f are continuous and f (u) > 0. Proof: Since the proof is very similar to that of Theorem 1, we focus our attention on main points only. As far as bias is concerned, we have
and easily verify that E1 n (u) ! ¹(u) as n ! 1. Examining variance, we employ Lemma 7 rather than Lemma 6 and obtain
with some A n (u) ! a(u) as n ! 1, where a(u) is as in the proof of Lemma 2. An application of Lemma 8, completes the proof.
B. Convergence Rate
Imposing some smoothness restrictions on m and f, we give convergence rate for both algorithms. To examine the ¤rst of them, denoting
, and using (28), we obtain
To analyze the speed at which bias tends to zero, we assume that K(v) = K(¡v), for all v 2 R, and R v 4 jK(v)j dv < 1. Moreover, second derivatives of both f and m are bounded.
Since the integral is bounded in absolute value by
and h n = hn ¡± , we get
Assuming that f (u) > 0, we ¤nd K n (u) converging to a positive limit as n ! 1 and get, for n large enough,
An application of Lemma 9 yields b n (u) = O(n ¡2± ). Since, by virtue of Lemma 11,
, from (34) it follows that
Applying now Lemma 9, we get var [1 n (u)] = O(n ±¡°)
. Finally, for°= 1 ¡ ", 0 < " < 1, and ± = 1=5, we obtain
Therefore, to obtain possibly fast convergence, small " should be chosen. With respect to algorithm (7), de¤ning B n (u) = E1 n (u) ¡ ¹(u), we have
which leads to B n (u) = O(n ¡2± ). Recalling (35) and arguing as above, we get var [1 n (u)] = O(n ±¡°)
, and selecting both°and ± as in the previous algorithm, obtain
i.e., the same convergence rate. It is interesting to compare our rate with those referring to semirecursive and o¤wline algorithms. To begin, observe that from our result concerning the mean squared error, it follows that both algorithms converge in probability as fast as O(n ¡2=5+" ), where " > 0 can be selected arbitrarily small. It is known that semirecursive algorithms, in particular (17) , as well as o¤wline (16) converge in probability at the rate O(n ¡2=5 ), see [18] and [22] , i.e., somewhat faster. We want, however, to recall and stress here that semirecursive and o¤wline algorithms are of a fraction form. Besides, in semirecursive ones only numerators and denominators calculated in a recursive way.
V. Impulse Response Estimating
We now show that algorithm (4) converges to¯k(i). Lemma 3 (bias): Let EU 2 0 > 0. Let (12) and (14) hold. Then E· n (i) !¯k(i) as n ! 1:
Proof: From the de¤nition of the algorithm, it follows that Proof: Arguing as in the proof of Lemma 2, we get
with a n ! 2EU 
2 ! 0 as n ! 1.
VI. Simulation Example
To illustrate the behavior of algorithms (6) and (7), we present results of a Monte Carlo simulation example in which X n+1 = aX n + m(U n ),Y n = X n + Z n ,where X n is a scalar, a = 0:75, m(u) = 0:2 sign(u) + u. The system is driven by a stationary Gaussian white random process with zero mean and variance 1. Disturbance noise is also Gaussian with zero mean and variance 0:1. In the example, EfY n+1 jU n g = m(u) and, therefore, our algorithms recover m(u). The window kernel has been applied and h n = hn ¡± and°n = n ¡°h ave been chosen. To evaluate the quality of estimates, the mean integrated squared error denoted as (6), (7), (16) or (17), has been calculated from observations. For estimate (6) , results for°n = n
¡4=5
, and h n = hn ¡1=5 with h varying from 0 to 10 are shown in Fig. 2 . Similar results for (7) are in Fig. 3 . There is no signi¤cant di¤erence between them.
In Fig. 4 and 5,°n = n
, h n = n ¡± with varying ±. We recall here that our results say that, for the selected Fig. 2 . MISE versus h; estimate(6) with hn = hn ¡1=5 ,°n = n ¡4=5 . Fig. 3 . MISE versus h; estimate (7) with hn = hn ¡1=5 ,°n = n ¡4=5 .°= 4=5, algorithm (6) converges if 0 < ± · 4=5. Disconvergence for 4=5 < ± is well apparent. Algorithm (7) is less sensitive to too large ±.
In Fig. 6 and 7, h n = n ¡1=5 while°n = n ¡°w ith varying°. According to our results, the ¤rst estimate converges for 1=5 < ± · 1. The fact that, for estimate (6),°must be greater than 1=5 is demonstrated in an impressive way. Fig. 8 shows MISE for o¤wline estimate (16), onwline (17), as well as our (6) and (7) . In this experiment h n = n ¡1=5 ,°n = n
¡7=10
. The price paid for recursiveness is apparent, but not very high.
An example of estimate (6) calculated from 1000 pairs (U i ; Y i+1 ) is shown in Fig. 9 . The result has been obtained for m(u) = sign(u) . In the interval juj · 1:5 to which falls 86% observations, the estimate ¤ts the characteristic quite well. Outside, the boundary e¤ect, i.e., approaching the estimate to zero for increasing juj is clearly observed. Fig. 4 . MISE versus ±; estimate (6) with hn = n ¡± ,°n = n ¡4=5 . Fig. 5 . MISE versus ±; estimate (7) with h n = n ¡± ,°n = n ¡4=5 .
VII. Final Remarks
As we have shown, our algorithms can be regarded as speci¤c stochastic approximation procedures. Contrary to typical stochastic approximation, in ours, the gain in random. This fact causes some theoretical di¢culties. On the other hand, owing to that, our procedures are fully recursive and are not of a quotient form like, e.g., that in (17)w(19).
Restrictions (1) and (2) have been imposed to assure that EV 2 n < 0. This goal can be, however, achieved by other means, e.g., by assuming that U n zs are Gaussian and jm(u)j · c 1 + c 2 jtj p , some c 1 , c 2 , p > 0. Examining convergence rate, we have assumed that both m and f are di¤erentiable in the whole real line. One can easily check that the rate holds also for m and f di¤er-entiable locally at u 2 R, provided that the kernel has bounded support.
We have shown that our algorithms (6) and (7) converge Fig. 6 . MISE versus°; estimate (6) with hn = n ¡1=5 ,°n = n ¡°. Fig. 7 . MISE versus°; estimate (7) with hn = n ¡1=5 ,°n = n ¡°.
at every point u 2 R at which f (u) > 0, and both m and f are continuous. To show this, we have invoked a result from [52] presented here as Lemma 12. Using their Theorem 9.13, we can easily verify that the algorithms converge also at almost every, with respect to the Lebesgue measure, point u 2 R at which 0 < f (u). The kernel, however, should be such that, beside (8) and (9), the following holds: for some positive ", juj 1+" K(u) ! 0 as juj ! 1. In other words, the latter restriction should replace (10) .
Finally, we want to stress that we have presented fully recursive algorithms to identify both subsystems of the Hammerstein structure. No such a procedure is known to the author. We have however paid some price for that since they converge slightly slower than semirecursive procedures examined in [22] , and o¤wline estimate (16) , see [18] . 
Appendix A Hammerstein System
Lemma 5: Let K n (u), L n (u), N n (u), P n (u), S n (u), and T n (u) be as in (25), (26), (29), (31), (32) , and (33), respectively. Let (11) holds and let the Borel measurable kernel K satisfy (8)w(10). Then
as n ! 1 at every point u 2 R at which f is continuous. In addition,
as n ! 1 at every point u 2 R at which both f and m are continuous. Proof: Convergence of K n (u), L n (u), S n (u), and T n (u) is a simple consequence of Lemma 12 in Appendix B. Veri¤cation of convergence of M n (u) is easy. To verify convergence of P n (u), it su¢ces to notice that´
The proof has thus been completed. Lemma 6: Let (11)w (13) hold. Let the Borel measurable kernel K satisfy (8)w (10) . Let both f and m are continuous at a point u 2 R. Then
Proof: In the proof, u 2 R is a point at which both m and f are continuous and f (u) > 0. Since (11) holds, (12) is satis¤ed, for the sake of simplicity, we assume that 0 <°nK n (u) < 1, for all n. Therefore, de¤ninḡ
we observe that
In addition, for i < j, we have
Since the covariance in the above expression equals L j (u)¡ K j (u)Em(U 0 ) and converges as j ! 1, we get
with¸(u) < 1.
We now pass to the main part of the proof. Iterating (27), we get
which leads to
We have used here the following equality:
Observe that since¯i(u; n) is independent of both U i and
As, by virtue of Lemma 5, K i (u) converges as i ! 1, so does C i (u). Therefore, using (38), we get
As, for i < j, Y i+1 and U i are independent of both i (u; n) and U j , we have
Since°iL i (u) ! 0 as i ! 1, by virtue of (39), the above quantity equals
which is bounded in absolute value by O(1) P n i=1°j°°A n¡i°°, since P n i=1 ± i (n; u) = 1. The proof has thus been completed.
Lemma 7: Let (11), (12) and (15) hold. Let the Borel measurable kernel K satisfy (8)w(10). Let both f and m are continuous at a point u 2 R. Then
The proof is omitted since it is an obvious copy of that of Lemma 6.
Appendix B General Results
A. Recursive sequences Lemma 8: Let (12) and (13) hold. Let for n = 1; 2; : : :,
Proof: Denoting c n =°nA n , n = 1; 2; ¢ ¢ ¢ , we get
; for i = 0; 1; :::; n ¡ 1 c n ; for i = n: ; for i = 1; 2; : : : :
Using (40), we obtain P n i=1 ½ i Q n j=1 (1 ¡ c j ) = 1. Hence d i (n) = ½ i = P n j=1 ½ j , which leads to
Observing P 1 n=0 c n = P 1 n=0°n A n , recalling that A n converges to a positive limit as n ! 1, and using (13), we ¤nd P 1 n=0 c n = 1. On the other hand, from (41) we conclude that, since c n ! 0 as n ! 1, we have c n · ½ n , for n large enough. Finally, P 1 n=0 ½ n = 1. Owing to that and (42), » n and D n have the same limit as n ! 1. Now, because D n ! B=A as n ! 1, we obtain » n ! B=A as n ! 1 and complete the proof.
The lemma given below can be found in [9] or [13] . The ¤nal part of our proof is somewhat simpler since we apply our Lemma 8.
Lemma 9: Let
where 0 < ® · 1, 0 <¯, and where A n ! A, A 6 = 0, B n ! B, as n ! 1. Let C equal A for 0 < ® < 1, and A ¡¯for ® = 1, respectively. If C > 0, then, for any » 0 , n¯» n ! B C as n ! 1:
Proof: Observe that (1 + n ¡1 )¯= 1 +¯nn ¡1 with n !¯as n ! 1. Thus
with C n ! C as n ! 1. Multiplying left and right hand sides of (43) by (n + 1)¯and n¯(1 + n ¡1 )¯, respectively, and denoting¸n = (n + 1)¯» n , we obtaiņ n = (1 ¡°n)¸n ¡1 +°n b n C n with b n = B n (1 + n ¡1 )¯and°n = C n n ¡® . Since b n =C n ! B=C as n ! 1, an application of Lemma 8 yields¸n ! B=C as n ! 1, and completes the proof.
B. Number Series
Lemma 10: Let 0 < q < 1 and let (12) hold. Then P n i=1 i°iq n¡i ! 0 as n ! 1. Proof: Fix a positive ". Since°n converges to zero, there exists N , depending on ", such that j°nj < ", for n > N . Thus, the examined quantity equals
The ¤rst term is bounded in absolute value by N 2 q n¡N sup n j°nj and, therefore, converges to zero as n increases to in¤nity. Observing that the absolute value of the second term is not greater than " P 1 i=1 iq i and noticing that " can be arbitrarily small, we complete the proof.
Lemma 11: Let 0 < q < 1 and let 0 · ®. Then P n i=1 (i=i ® )q n¡i+1 · cn ¡® with c = P 1 n=1 n ® q n . Proof: Observe that the examined sum equals or is bounded by
which completes the proof.
C. Some Integral
In [52, Theorems 9.8 and 9.13], we ¤nd the following result:
Lemma 12: Let X be a random variable with a density function f and let ' be a Borel measurable function such that E j'(X)j < 1. If a Borel measurable kernel K satis¤es (8)w(10), then
as h ! 0, at every point x 2 R at which both ' and f are continuous.
