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Abstract:
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Frequency-resolved optical gating (FROG) is a well-established technique for measuring the intensity and phase of ultrashort pulses vs. time and frequency. But it continues to lack a robust pulse-retrieval algorithm, especially for complex pulses. So, here, we solve this long-standing, critical problem. Specifically, we introduce the Retrieved Amplitude Ngrid Algorithmic (RANA) approach, which easily retrieves the pulse spectrum directly from the FROG-trace marginals:
integrals of the trace, IFROG(w,t), over delay t and frequency w: M(w) = ∫ IFROG(w, t) dt, and M(t) = ∫ IFROG(w, t) dw [1] [2] [3] . Then initial guesses with this correct spectrum and random spectral phase are run on the smaller trace in a multi-grid scheme [4, 5] . As a result, a very accurate pulse is obtained even before the full trace is used, simultaneously yielding a completely reliable-and faster-pulse retrieval. We have implemented this approach for second-harmonic generation (SHG), polarization-gate (PG), and transient-grating (TG) FROG, always achieving convergence to the correct pulse for over 40,000 simulated pulses with time-bandwidth products (TBPs) up to 100 and with noise-contaminated traces. We also retrieve a moderately complex experimental pulse with significantly higher reliability. The RANA approach is also generally faster, especially for complex pulses.
Marginals have previously been used to check measurement results, but the fact that the delay marginal is only the intensity autocorrelation, from which little can be gleaned, has discouraged their use for pulse retrieval.
However, in, for example, SHG FROG, the frequency marginal, M SHG (w), is the autoconvolution of the spectrum, S(w) [1] , which, we would like to point out, is significantly more informative. The convolution theorem yields:
In order to obtain S(w), only the ambiguity in the signs of the roots at each temporal point must be removed-in contrast to the autocorrelation, for which all the ambiguities are continuous, from 0 to 2p. Choosing the correct sign is easy and reliable because the spectrum of a pulse is positive and square-integrable. So, we can take advantage of the Paley-Wiener Theorem , which states that the Fourier transform of such a function is infinitely differentiable. This, plus additional constraints-the spectrum positivity and the symmetry conditions of its Fourier transform-is more than enough to uniquely determine the spectrum directly from an SHG FROG trace frequency marginal in all cases. Figure 1 shows the real and imaginary values of s±(t) for a representative pulse, and it is easy to see how infinite differentiability allows the correct choice of s±(t) at every point. (t) are shown in blue and purple, respectively. The correct signs of the roots of these parts are shown with dotted green line. As defined, the real part is always continuous in the zeroth-order derivative, but not the imaginary part. Therefore, zeroth-order continuity of the imaginary part determines the sign of the root when real values are close to zero, and the continuity of real values can be applied when the imaginary points are close to zero. The higher-order (dis)continuities are also visible in the plots and can be used if simple continuity fails to distinguish the roots. Figure 2 shows the result of applying the RANA approach to an experimental SHG FROG trace, made using a Swamp Optics GRENOUILLE Model 8-50 for a Ti:Sapphire oscillator pulse, split into two relatively delayed, but temporally overlapping, chirped pulses using a Michelson interferometer. The RANA approach converged to the lowest G and G' (two types of rms) errors in all ten tries, while the standard generalized projections algorithm converged for only 50% of the initial guesses tried. Retrieved spectral intensity (dark green) and phase (purple), and the measured spectra from two spectrometers (dotted light green and black). The retrieved spectrum from FROG trace has the combined features of the measurements from the two spectrometers that do not agree with each other. This disagreement could be due to instabilities in the interferometer used in the setup.
For PG and TG FROG, the frequency marginal is different and corresponds to:
where A (2) (t) is the second-order intensity autocorrelation (AC) of the pulse, which is not available directly from the trace and would, in principle, require an additional measurement. So, in order to obtain the spectrum from the PG/TG FROG trace marginals, we use the trace delay marginal, which is the third-order AC, M PG (t) = A (3) (t) and modify it to approximate the second-order AC. Using the convolution theorem, we retrieve the spectrum using:
Because A (2) (t) is an even function, As (3) (t) is a symmetrized A (3) (t) with respect to the zero delay. We also raised As (3) (t) to a power p smaller than 1 because A (2) (t) is broader than A (3) (t). The optimal value for p was found to be 0.73. The results of this procedure are shown in Fig. 3 . We find that this approach works well 100% of the time, even in the presence of noise, even though it need not do so, as it is only used as an initial guess. (t) (black), [As (3) (t)] p (dotted brown) for p = 0.73, and A (2) (t) (gray). (b) The spectrum of the simulated pulse (green) and the retrieved spectrum (dashed black) using the above procedure.
