Studies of nanoscale movements in fluids: oscillatory cantilevers and active micro-swimmers by Kara, Vural
Boston University
OpenBU http://open.bu.edu
Theses & Dissertations Boston University Theses & Dissertations
2017
Studies of nanoscale movements in
fluids: oscillatory cantilevers and
active micro-swimmers
https://hdl.handle.net/2144/20829
Boston University
BOSTON UNIVERSITY
COLLEGE OF ENGINEERING
Dissertation
STUDIES OF NANOSCALE MOVEMENTS IN FLUIDS:
OSCILLATORY CANTILEVERS AND ACTIVE
MICRO-SWIMMERS
by
VURAL KARA
B.S., Istanbul Technical University, 2009
M.S., Istanbul Technical University, 2011
M.S., Lehigh University, 2013
Submitted in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy
2017
c© 2017 by
VURAL KARA
All rights reserved
Approved by
First Reader
Kamil L. Ekinci, Ph.D.
Professor of Mechanical Engineering
Professor of Materials Science and Engineering
Second Reader
Victor Yakhot, Ph.D.
Emeritus Professor of Mechanical Engineering
Third Reader
Chuanhua Duan, Ph.D.
Assistant Professor of Mechanical Engineering
Assistant Professor of Materials Science and Engineering
Fourth Reader
Deborah J. Stearns-Kurosawa, Ph.D.
Associate Professor of Pathology and Laboratory Medicine
Acknowledgments
I would first like to thank Professor Kamil Ekinci for giving me the opportunity to
work in his lab. I am very thankful to him for his support and effort to raise the
quality and standard of my work. He has patiently taught me how to approach sci-
entific problems. He stayed in the lab with me without any hesitation when I got
stuck on a problem and I noticed his valuable support and guidance at all time. I
am also grateful for Professor Victor Yakhot for his endless support and valuable
comments and guidance in my experimental work. He always inspired me with his
broad knowledge of science. I am very grateful for working with him and taking Tur-
bulence class from him. I would like to thank Professor Deborah Stearns-Kurosawa
for accepting to collaborate with us in bacteria project. From the first moment I met
with her, she has been extremely patient, and helpful for my experiments. With her
support and help, our work accelerated. I am very thankful to her for accepting to be
a member in my committee. I am also thankful to Professor Chuanhua Duan for his
help on microfluidic experiments and for giving me access to use some equipments in
his laboratory. He was always very helpful when I knocked his door with questions
about my experiments. Finally, I would like to thank to Professor R. Glynn Holt for
accepting to be the chair of my dissertation defense committee.
I would like to thank to former and current members of the Nanometer Scale
Engineering Laboratory. In the first years of my graduate study, I had the chance
to share the lab with Dr. Charles Lissandrello. He guided me in the lab, and taught
me how to use all the equipments. With his support and guide, my gas dynamics
experiments accelerated significantly. He kept being around even after he graduated.
Besides his help and support in the lab, he was and is always a good friend to share
and talk with. Also, thanks to Dr. Ozgur Ozsun who was also in the lab during the
first year of my graduate study. He was very helpful and friendly in the lab. I really
enjoyed hanging out with Ozgur and Charlie who helped me to get used to the life
iv
in Boston University. I would like to thank to the new members and visitors of the
lab; Josh Javor, Ahmet Can Kirlioglu, Atakan Bekir Ari, and Professor Ismet Kaya
for making the lab enjoyable. In addition, I would like to thank to Casey Bartlett
for his help on my gas dynamics experiments for programming in matlab; to Le Li
for his help on cantilever milling, and bacteria experiments; to Joan O’connor and
Jose Romero Rodriguez for their help on bacteria experiments during the summer
of 2015; to Lauren Cantley for teaching me soft-lithography and for proof readings;
to Mackenzie Van Camp and Mohammad Amin Alibakhshi for my questions about
microfabrication process; to Mustafa Ordu for his help and friendship during my
graduate study.
I would like to thank to Professor Alice White; for giving me access to use her
lab for my microfabrication experiments; for accepting me to join her group meet-
ings while Professor Ekinci was on Sabbatical. She was always very friendly, and
helpful. Thanks also to Rachael Jayne, and Charles Lissandrello for including me
in discussions about their research during my attendance in Professor White’s group
meetings. I would like to thank to Professor Shyamsunder Erramilli for allowing me to
use some equipments in his lab; to Professor Shinichiro Kurosawa for his discussions
and suggestions about my bacteria experiments; to Professor Marko Loncˇar from Har-
vard University for his collaboration in single-crystal diamond nanocantilever project;
to Young-Ik Sohn from Harvard University for his help on microfabrication and for
taking the SEM images of these nanocantilevers.
Most importantly, I would like to thank my wife Meryem Oznur Pehlivaner. We
decided to go to graduate school together when we were doing our undergraduate
study. We shared our dreams and decided to walk in this path together. It would be
more difficult to complete the graduate study without her help and support. Also, I
would like to thank to my family, especially my father and mother, for their endless
courage and support in my academic career.
v
STUDIES OF NANOSCALE MOVEMENTS IN FLUIDS:
OSCILLATORY CANTILEVERS AND ACTIVE
MICRO-SWIMMERS
VURAL KARA
Boston University, College of Engineering, 2017
Major Professor: Kamil L. Ekinci, Ph.D.
Professor of Mechanical Engineering
Professor of Materials Science and Engineering
ABSTRACT
As a result of recent advances in micro and nanotechnology, the tiny movements of
nanoscale active and passive objects in fluids can be probed with ultrahigh sensitivity
and time resolution. The overarching theme of this dissertation is to harness these
movements in fluids in order to study fundamental fluid dynamics and develop novel
biomedical devices. First, we use the oscillatory movements of nanocantilevers to in-
vestigate the scaling behavior of unsteady fluid flow. Here, our expansive experimental
data and rigorous theoretical analysis suggest that a generalized scaling parameter
combining the length and time scales of the flow governs the scaling. Second, we turn
our attention to nanoscale movements of bacteria in a buffer. We develop a simple,
robust and sensitive experimental method to detect and track the random movements
of bacteria. Using this method, we show evidence that these random movements of
bacteria correlate with their antibiotic susceptibility.
In the first part of this thesis, we explore, through experimental and theoretical
work, the breakdown of the Navier-Stokes equations in oscillatory fluid flows. The
Navier-Stokes equations of hydrodynamics are based on two crucial assumptions.
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First, the fluid is approximated as a continuum, with a well-defined “fluid particle.”
Second, the stress in the fluid is assumed to be a linear function of the rate-of-strain,
resulting in a so-called Newtonian fluid. If a fluid such as an ideal gas is gradually
rarefied, the Navier-Stokes equations begin to fail and a kinetic description of the
flow becomes appropriate. The failure of the Navier-Stokes equations can be thought
to take place via two different physical mechanisms: either the continuum hypothesis
breaks down as a result of a finite size effect; or the local equilibrium is violated due
to the high rate of strain. Our experimental approach is to create an unsteady flow
by oscillating a finite-sized body in a gas and to measure the dissipation (or the drag
force) acting on the body. By using micro and nanofabrication techniques, we inde-
pendently tune the relevant linear dimensions and the frequencies of the oscillating
bodies. We then measure the pressure-dependent dissipation of these micro/nano os-
cillators in three different gases, Helium, Nitrogen, and Argon. We observe that the
scaling of the fluidic dissipation is governed by a subtle interplay between the length
scale and the frequency, embodied respectively in the dimensionless Knudsen (Kn)
and the Weissenberg (Wi) numbers. We collapse all the experimental data using a
single scaling parameter: Wi + Kn. This new dimensionless parameter, which can be
regarded as a generalized Knudsen number, combines the relevant linear dimension
and the frequency of the body; it is rooted in Galilean invariance and can be obtained
rigorously from the Chapman-Enskog expansion of the Boltzmann equation.
In the second part of the thesis, we turn to the movements of active micro-
swimmers in a buffer. This portion of the work is motivated by a serious global
public health problem: the rise of multi-drug resistant bacteria. One way to pre-
vent this threat from growing is to treat bacterial infections with effective antibiotics
using the minimum dosage. However, currently-used antibiotic susceptibility tests
(ASTs), which determine whether or not bacterial isolates from a patient are suscep-
tible to administered antibiotics, take too long. Here, we aim to develop a robust and
vii
rapid AST by exploiting a recently-observed microbiological phenomenon: various
nanomechanical movements of bacteria subside promptly (within minutes) when the
bacteria are exposed to an effective antibiotic. Our approach is to transduce bacterial
movements into electrical voltage fluctuations in a microchannel filled with a buffer
solution. When a small but constant current is driven through the microchannel,
bacterial movements are converted into strong voltage fluctuations due to the fact
that they modulate the effective microchannel diameter. Our experiments with E.
coli show that the proposed detection method can provide antibiotic susceptibility
results in 1 hour, making it a promising rapid AST. Because this approach is based
on a simple electrical measurement and does not require delicate process steps and
instrumentation, it may eventually be used at the point of care.
viii
Contents
1 Introduction 1
1.1 Nanoscale Fluid Flow . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Random Motion of Active Swimmers . . . . . . . . . . . . . . . . . . 2
2 Measurements of Oscillatory Cantilevers 5
2.1 Vacuum System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Optical Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Electrical Measurements . . . . . . . . . . . . . . . . . . . . . . . . . 12
3 Nanofluidics of Single Crystal Diamonds Nanocantilevers 13
3.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2 Experimental Samples and Measurements . . . . . . . . . . . . . . . 15
3.3 Gas Dissipation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.4 Fluid dynamics of nanocantilevers in water . . . . . . . . . . . . . . . 24
3.5 Dynamic actuation of diamond nanocantilevers . . . . . . . . . . . . 28
3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4 Generalized Knudsen Number for Unsteady Fluid Flow 30
4.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.2 Properties of Resonators . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.3 Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.4 Experimental Results and Theoretical Discussions . . . . . . . . . . . 35
4.5 Fitting Experimental Data to Theory . . . . . . . . . . . . . . . . . . 45
4.5.1 Kinetic Theory . . . . . . . . . . . . . . . . . . . . . . . . . . 45
ix
4.5.2 Plate Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.5.3 Cylinder Theory . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.6 Collapse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5 Estimation of Momentum Accommodation Coefficients 65
5.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.2 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6 Nanoscale Motion of E.coli in Microchannels 71
6.1 Background and Motivation . . . . . . . . . . . . . . . . . . . . . . . 71
6.2 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.2.1 Fabrication of Master . . . . . . . . . . . . . . . . . . . . . . 74
6.2.2 Fabrication of PDMS Devices . . . . . . . . . . . . . . . . . . 76
6.2.3 Materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.2.4 Preparation and Growth of Bacteria . . . . . . . . . . . . . . 77
6.2.5 Calibration of Optical Density Readings . . . . . . . . . . . . 78
6.2.6 Antimicrobial Preparations . . . . . . . . . . . . . . . . . . . . 78
6.2.7 Image collection and Signal Processing . . . . . . . . . . . . . 79
6.3 Measurement of Fluctuations in Microchannels . . . . . . . . . . . . . 79
6.3.1 Four-Probe Measurement Technique . . . . . . . . . . . . . . 79
6.3.2 Microfluidic Chip and Setup . . . . . . . . . . . . . . . . . . . 81
6.4 Experimental Results and Discussion . . . . . . . . . . . . . . . . . . 83
6.4.1 Background Measurement . . . . . . . . . . . . . . . . . . . . 83
6.4.2 Fluctuations due to a Bacterium Entering to the Microchannel 85
6.4.3 Fluctuations due to a Swimming Bacterium . . . . . . . . . . 88
6.4.4 Fluctuations due to Collective Bacterial Motion Through Mi-
crochannels . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
x
6.5 Microchannels as a Rapid Antibiotic Susceptibility Test . . . . . . . . 93
6.6 Determination of Minimum Inhibitory Concentration . . . . . . . . . 94
6.7 Conclusions and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . 96
7 Conclusions 98
A Hanging Droplet: An Ultrasensitive Sensor 101
References 109
Curriculum Vitae 119
xi
List of Tables
3.1 Linear dimensions, vacuum parameters, transition pressure pc at dif-
ferent gaseous environments of Single-crystal diamond nanocantilevers. 17
3.2 Water parameters of single-crystal diamond nanocantilevers. Missing
entries correspond to devices that could not be measured in water.
The spring constant is determined as k0 ≈ Ewh312l3 (Cleland, 2003). For
the cantilevers for which the thermal amplitudes were measured, calcu-
lated k0 values agreed (to within ∼ 50%) with the experimental values
determined from the equipartition of energy (Cleland, 2003). . . . . 25
4.1 Some properties of the silicon microcantilevers used in this work. The
second column is the mode; the third column shows the resonance fre-
quency of the mode; the linear dimensions are listed in the fourth col-
umn (see inset of Figure 4·3); pc is the transition pressure. FIB milled
microcantilevers are marked with *; silane coated microcantilevers are
marked with †. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.2 Properties of the quartz crystals. As described in the main text, lx
stands for the diameter of the metal electrode on the crystal and lz for
the thickness of the crystal. For three of these devices, Sr/mr values
were directly obtained from experiments (see below and (Ekinci et al.,
2008)). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.3 Properties of silicon nitride membranes. These are square in shape.
More details on their resonances and fabrication can be found in (Ra-
jauria et al., 2011). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
xii
5.1 The properties of gas molecules that are used in this study. Mg stands
for molar mass, d stands for diameter of the gas molecules (O’Hanlon,
2005), and v¯ stands for mean thermal speed, v¯ =
√
8kBT
pim
, (Reif, 2009). 66
5.2 The ratio of momentum accommodation coefficients calculated by us-
ing Equation 5.1. Three different surfaces are compared. . . . . . . . 69
xiii
List of Figures
2·1 (a) Schematic diagram of the experimental setup. Figure includes vac-
uum setup(on the right side), optical measurement setup (in the mid-
dle), electrical measurement setup (above optical measurement), and
the integration of PLL and PSD measurement tools to the system as
well. (b) A schematic illustration of PLL measurement method. . . . 7
2·2 (a) Power fluctuations of a not stabilized HeNe laser (JDSU 1107P) is
shown as a function of time. The power fluctuations are around ±2%.
(b) The change of the modulation depth of the interferometer is shown
as a function of time. It changes simultaneously with the laser power
fluctuations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2·3 The frequency of a resonator in He gas. Here in this example the
pressure is 1 mTorr, and the resonance frequency is ∼ 638, 427 Hz and
the Quality factor is ∼ 32, 500. . . . . . . . . . . . . . . . . . . . . . 9
xiv
2·4 A typical set of experimental results obtained on C9 ( see Table 4.1 in
Chapter 4 for device properties) in He gas. (a) The resonance frequency
shift as a function of p obtained using a PLL measurement. b) The
phase drift during the pressure sweep (The red curve is the smoothed
signal) and its probability density function (PDF). We see from the
PDF that the phase mostly stays fixed. (c) The total quality factor Qt
as a function of p. As the quality factor degrades at high pressures, the
phase fluctuations shown in b) increase. (d) The gas dissipation as a
function of p obtained from the data in (c). The black squares are the
results from the PLL measurement. The green triangles are obtained
from NA sweeps. At each pressure, the resonator response is obtained.
This response is fit to a Lorentzian, which provides the quality factor. 10
2·5 Displacement behavior of a resonator as a function of different drive
amplitudes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3·1 (a) SEM image of a set of nanomechanical cantilever resonators with
the same cross-sectional dimensions but different lengths. The gap
from the bottom of each nanocantilever to the substrate is ≈ 6 µm.
(b) Image of the sidewalls of a nanocantilever. The inset shows a tilt-
corrected image of the cross-section with dimensions w×h ≈ 820 nm×
530 nm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3·2 (a)-(b) Power spectral density (PSD) of the thermal fluctuations of
a nanocantilever (l × w × h = 29 × 0.820 × 0.530 µm3, and vacuum
parameters f0 ≈ 1.211 MHz and Q0 ≈ 105) in fluids. The solid lines
are fits to Lorentzians. (a) In atmosphere, the frequency and quality
factor become fatm ≈ 1.208 MHz and Qatm ≈ 102, respectively. (b) In
water, fw ≈ 0.43 MHz and Qw ≈ 1.1 . . . . . . . . . . . . . . . . . . 18
xv
3·3 Gas dissipation 1/Qg vs. pressure p while exploring different param-
eters. Dashed lines show the molecular flow regions with 1/Qg ∝ p.
The arrows indicate the critical pressures pc around which the flow
transitions from the molecular flow regime into the viscous regime.
(a) Fixed linear dimension w ≈ 820 nm but two different frequencies,
f0 ≈ 40 MHz and f0 ≈ 411 kHz. (b) Fixed f0 ≈ 690 kHz but different
linear dimensions. The lower data trace is from a rectangular silicon
microcantilever (130 × 32.5 × 1 µm3) while the upper one is from a
diamond nanocantilever (38× 0.820× 0.530 µm3). (c) Same cantilever
(f0 ≈ 1.211 MHz) but two different gases, He and Ar. The error bars
in all data points are smaller than symbol sizes. . . . . . . . . . . . . 20
3·4 Transition pressure pc as a function of resonance frequency f0 for the
diamond cantilevers in this work (large open diamonds). For compar-
ison, earlier data from (Karabacak et al., 2007) are also shown (gray
squares). The gray line is pc = constant × f0 and corresponds to the
linear fit in (Karabacak et al., 2007), τN2 =
1.85×10−6 [s−Torr]
p
. The blue
and pink regions distinguish between the data obtained on microcan-
tilevers (blue) from data on nanomechanical beams. The approximate
characteristic dimensions w of these resonators are as indicated. . . . 21
3·5 Wi = ω0τ vs. Kn = λ/w for the diamond nanocantilevers at the
transition pressure pc in He, N2, and Ar. . . . . . . . . . . . . . . . . 23
xvi
3·6 (a) The black data trace is measured at the tip of the cantilever and
the gray at the base. The fundamental-mode peak (red arrow) cannot
be fully resolved; the slight peak (black arrow) around 2 MHz is the
first harmonic mode of the cantilever. Technical noise dominates the
measurement for f . 105 Hz; the measurement is shot noise limited
at high frequencies. (b) Power spectral density (PSD) of the thermal
fluctuations of four nanocantilevers with f0 ≈ 0.894, 1.735, 2.691 and
4.725 MHz in water. The solid lines are fits to Equation (3.1). The
inset shows raw data for a cantilever with f0 ≈ 539 kHz. . . . . . . . 26
3·7 (a) The ratio of the peak frequency in water to that in vacuum, fw/f0,
as a function of Reynolds number Re0. The upper x-axis is f0. (b)
Quality factor Qw in water. The (black) dashed lines are predictions
of (Paul et al., 2006). The dotted lines indicate the upper and lower
bounds of theory based on the uncertainty in cross-sectional dimensions. 27
3·8 PSD of the single-crystal diamond resonator with 18.33 MHz resonance
frequency and ∼ 44000 quality factor in vacuum. . . . . . . . . . . . 28
4·1 (a) Dissipation in N2 as a function of pressure for a quartz crystal
oscillating in shear mode at f0 ≈ 5 MHz. The inset shows the crystal.
The solid line is a fit to Equation (4.2). Transition from the kinetic to
viscous regime occurs at a pressure pc ≈ 18 Torr. . . . . . . . . . . . 36
4·2 The Figure show pc vs. f0 for different quartz crystals in (a) N2, (b) Ar,
(c) He (Knl ≈ 0). The linear fit gives the empirical τ as a function of
p. (d) This collapse figure shows τ/Cg for He, N2, and Ar as a function
of p. Normalization by Cg accounts for the molecular diameter and
mass differences between gases. Dashed line is 1/p. Error bars are not
shown when smaller than symbols. . . . . . . . . . . . . . . . . . . . 38
xvii
4·3 Gas dissipation vs. pressure for a microcantilever with lx × ly × lz ≈
32×350×1 µm3 (inset) and f0 = 18.8 kHz in N2. The solid line is a fit
to Equation (4.8); the dotted (blue) line is a fit to the viscous cylinder
solution; pc ≈ 1.2 Torr. . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4·4 This figure shows pc vs. f0 in N2 for three sets of devices with dif-
ferent characteristic dimensions. Gray diamonds are nanocantilevers
which were shown in Chapter 3; circles are microcantilevers; squares
are macroscopic resonators from Figure 4·1. . . . . . . . . . . . . . . 41
4·5 W˜i and K˜nl (at pc) in He, N2, and Ar for all devices. Dashed line is
W˜i + K˜nl = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4·6 (a) Dissipation vs. p for two cantilevers with different length scales
but similar frequencies (lx = 800 nm, f0 ≈ 894 kHz; and lx = 32 µm,
f0 ≈ 924 kHz) in N2. Transitions are determined by Knl ≈ 1 at the
respective pressures of pc ≈ 56 Torr and 3.6 Torr. (b) Similar data
for a nanocantilever (lx ≈ 800 nm, f0 ≈ 28.6 MHz) and a macroscopic
quartz crystal (lx ∼ 5 mm, f0 ≈ 32.7 MHz (Ekinci et al., 2008)); the
transitions take place around 190 Torr and 150 Torr, respectively. . . 44
4·7 Collapse plot for all the data in different gases. The thick solid line
shows the function f in Equation (4.3). The inset shows the parameters
of the cylinder model. . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4·8 Figure shows select cantilever data collapsed using Reω. Squares cor-
respond to microcantilevers with lx ≈ 32 µm; diamonds are nanocan-
tilevers with lx ≈ 800 nm. Dotted line shows ΓI(Reω), the imaginary
part of the complex hydrodynamic function for a cylinder. . . . . . . 48
4·9 Dissipation of microcantilevers as a function of pressure in N2. The
red line is the plate solution; the blue line is the cylinder solution. The
dashed black vertical line shows the transition pressure pc . . . . . . . 50
xviii
4·10 Dissipation of microcantilevers as a function of pressure in N2. The
red line is the plate solution; the blue line is the cylinder solution. The
dashed black vertical line shows the transition pressure pc . . . . . . . 51
4·11 Dissipation of microcantilevers as a function of pressure in N2. The
red line is the plate solution; the blue line is the cylinder solution. The
dashed black vertical line shows the transition pressure pc . . . . . . . 52
4·12 Dissipation of single-crystal diamond nanocantilevers in N2. The red
line is the plate solution; the blue line is the cylinder solution. The
dashed black vertical line shows the transition pressure pc . . . . . . . 53
4·13 Dissipation of single-crystal diamond nanocantilevers in N2. The red
line is the plate solution; the blue line is the cylinder solution. The
dashed black vertical line shows the transition pressure pc . . . . . . . 54
4·14 Dissipation of quartz crystal resonators as a function of pressure in N2.
The 14.3 MHz and the 32.7 MHz data were published in (Ekinci et al.,
2008). The red line is the plate solution. The dashed black vertical
line shows the transition pressure pc. Some data are left in arbitrary
units; here, the fits were multiplied by arbitrary constants. . . . . . . 55
4·15 Dissipation of microcantilevers as a function of pressure in Ar. The
red line is the plate solution; the blue line is the cylinder solution. The
dashed black vertical line shows the transition pressure pc. . . . . . . 56
4·16 Dissipation of microcantilevers as a function of pressure in Ar. The
red line is the plate solution; the blue line is the cylinder solution. The
dashed black vertical line shows the transition pressure pc. . . . . . . 57
4·17 Dissipation of single-crystal diamond nanocantilevers in Ar. The red
line is the plate solution; the blue line is the cylinder solution. The
dashed black vertical line shows the transition pressure pc. . . . . . . 58
xix
4·18 Dissipation of quartz crystal resonators as a function of pressure in Ar.
The red line is the plate solution. The dashed black vertical line shows
the transition pressure pc. Some data are left in arbitrary units; here,
the fits were multiplied by arbitrary constants. . . . . . . . . . . . . . 59
4·19 Dissipation of microcantilevers as a function of pressure in He. The
red line is the plate solution; the blue line is the cylinder solution. The
dashed black vertical line shows the transition pressure pc. . . . . . . 60
4·20 Dissipation of microcantilevers as a function of pressure in He. The
red line is the plate solution; the blue line is the cylinder solution. The
dashed black vertical line shows the transition pressure pc. . . . . . . 61
4·21 Dissipation of microcantilevers as a function of pressure in He. The
red line is the plate solution; the blue line is the cylinder solution. The
dashed black vertical line shows the transition pressure pc. . . . . . . 62
4·22 Dissipation of single-crystal diamond nanocantilevers in He. The red
line is the plate solution; the blue line is the cylinder solution. The
dashed black vertical line shows the transition pressure pc. . . . . . . 63
4·23 Dissipation of quartz crystal resonators as a function of pressure in He.
The dashed black line shows the transition pressure. The data are left
in arbitrary units; here, the fits were multiplied by arbitrary constants.. 64
5·1 Figure shows linear fitting to the dissipation data in MFR using Equa-
tion 5.1 for three different gas molecules. . . . . . . . . . . . . . . . 68
6·1 Figure shows the fabrication steps of the microfluidic chip. Schemati-
cally (a)-(g) summarize the master fabrication, and (h)-(j) summarize
the PDMS curing and bonding process. . . . . . . . . . . . . . . . . . 75
xx
6·2 (a) Figure shows the cell growth measurement by OD600 in time. We
can see the log phase clearly from the graph. (b) This figure shows the
OD600 measurements and its corresponding cell counts. . . . . . . . . 78
6·3 (a) Schematic diagram of four-probe measurement system. Blue, green,
and orange squares denote Norton equivalent current source, microchan-
nel impedance, and the amplifier from left to right. (b) Figure denotes
for the green and orange rectangular area in (a). Figure shows the am-
plifier noise model and the signal source (Motchenbacher and Connelly,
1993). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6·4 (a) The microfludic chip and its integration with electrial measurement
equipment is demonstrated schematically. (b) An optical image of a
microchannel is shown. The dimensions of the channels are L×w×h =
200× 4.3× 2µm3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6·5 (a)- (b) background measurement of a 1 µm wide and 200 µm long
microchannel. (a) shows the voltage drift and (b) is the voltage fluctu-
ations where Vrms is 3.68 µV and the spectral density is 1.275 µV/
√
Hz.
(c)- (d) background measurement of a 7.4 µm wide and 97 µm long
microchannel. (c) shows the voltage drift and (d) is the voltage fluctu-
ations where Vrms is 2.018 µV and the spectral density is 700 nV/
√
Hz. 83
6·6 The black data is one time trace of voltage fluctuations of the chip
mentioned in Figure 6·5c and d. The Vrms is 2.018 µV . The red data
trace on the other hand is an ensemble average of 12 data traces and
the Vrms is 0.589 µV . The noise decrease by the number of ensemble
averaging, 1/
√
N . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
xxi
6·7 (a)A swimming bacterium’s entrance to the channel is schematically
illustrated. (b) figure shows the cross section of the channel and bac-
terium schematically. d0 is the bacterium’s diameter, and it changes
between 0.5 and 1 µm. . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6·8 (a)-(c) are the voltage fluctuations of a single bacterium entering to
the microchannel and (b)-(d) are the corresponding optical images of
this movement. (a)-(b) are example of narrow , (c)-(d) are example of
wide microchannels . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6·9 Voltage fluctuations of a narrow micro channel (L × w × h = 43 ×
1.5× 2 µm3). Each peak corresponds to an individual bacterium that
is passing through the channel. . . . . . . . . . . . . . . . . . . . . . 87
6·10 Optical images of a bacterium swimming inside the microchannel. The
bacterium swims inside the channel around ∼13 seconds and at the
end stays in the left entrance and occasionally jiggles in there for an
additional 45 seconds. . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6·11 (a) Voltage fluctuations of a swimming bacterium (red) and back-
ground signal (gray) are compared. In the blue rectangular area bac-
terium actively swims inside the channel and in the green rectangular
area bacterium stays and jiggles in the entrance of the channel. (b) Fig-
ure shows the voltage fluctuations of bacterium’s 13 seconds actively
swimming in the channel. Black arrows show the tumbling points in-
side the channel. (c) Voltage fluctuations due to bacterium’s jiggling
behavior in the entrance of the channel. . . . . . . . . . . . . . . . . . 90
xxii
6·12 The left vertical axis shows the fluctuations of many bacteria swimming
inside the channel, and right red vertical axis shows the corresponding
number of bacteria in the channel counted by optical images. The inset
shows a snapshot of the microchannel while 10 bacteria are swimming
inside in it. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6·13 (a) Figure demonstrates the AST experiment’s process. (b) Voltage
fluctuations of bacterial solution in PBS and Nalidixic Acid (N.Acid)
administered (25 µg/ml) PBS as a function of time. The background
(gray data) and the bacterial solution experiments (red data) were
completed before with a separate chip. The antibiotic experiment,
illustrated in (a), corresponds to the green data. . . . . . . . . . . . . 95
6·14 Voltage fluctuations of bacterial solution in PBS and Nalidixic Acid
(N.Acid) administered (25 µg/ml) PBS as a function of time. Inset
shows the same data with the logarithmic scale. . . . . . . . . . . . . 96
A·1 Square of the transfer function. In this example, the Qt is 20, mr is 1
kg and ω0 is 100 Hz. . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
A·2 (a) Figure schematically shows the top image of silicon reservoir that
is used for hanging droplet. The droplet hangs from the rectangular
window in the middle of the chip. The black ring is a washer glued on
the top to create a reservoir. (b) A schematic side image of the chip
with a formed hanging droplet. (c) The optical image from side view
shows the hanging droplet . . . . . . . . . . . . . . . . . . . . . . . . 103
xxiii
A·3 The size of the hanging droplet as a function of the water height on the
top. Droplet height increases linearly up to a point than breaks down.
The inset in the left up corner is the schematic diagram of the reservoir
showing the relation between the water height, hr in the reservoir and
hanging droplet height, ∆h. The optical images inside the figure show
the droplet height taken at two different water height in reservoir. . . 104
A·4 (a) The motion of the bead in x and y direction. The red circle illus-
trates the confined region of the random walk. (b) Optical image of
the bead in the droplet. . . . . . . . . . . . . . . . . . . . . . . . . . 105
A·5 (a) The displacement of the bead as a function of time in both di-
rections. (b) PDF of the data shown in (a). The black curve is the
Gaussian curve to the experimental data. . . . . . . . . . . . . . . . . 106
A·6 MSD of the data calculated by Equation A.4 . . . . . . . . . . . . . 107
xxiv
List of Abbreviations
AST . . . . . . . . . . . . . Antibiotic Susceptibility Test
CCW . . . . . . . . . . . . . Counter Clockwise
CW . . . . . . . . . . . . . Clockwise
DAQ . . . . . . . . . . . . . Data Acquisition Board
FIB . . . . . . . . . . . . . Focused Ion Beam
MAC . . . . . . . . . . . . . Momentum Accommodation Coefficient
MDR . . . . . . . . . . . . . Multi Drug Resistant
MFR . . . . . . . . . . . . . Molecular Flow Regime
NA . . . . . . . . . . . . . Network Analyzer
PBS . . . . . . . . . . . . . Phosphate Buffer Silane
PDMS . . . . . . . . . . . . . Polydimethylsiloxane
PLL . . . . . . . . . . . . . Phase Locked Loop
PSD . . . . . . . . . . . . . Power Spectral Density
RMS . . . . . . . . . . . . . Root Mean Square
SA . . . . . . . . . . . . . Spectrum Analyzer
SEM . . . . . . . . . . . . . Scanning Electron Microscope
SNR . . . . . . . . . . . . . Signal to Noise Ratio
TSB . . . . . . . . . . . . . Tryptic Soy Broth
xxv
Chapter 1
Introduction
1.1 Nanoscale Fluid Flow
Micro/Nano-mechanical resonators are gaining a lot of interest since they can be used
as tiny probes to understand fundamental physical problems in nanoscale. They are
very sensitive to any perturbations, i.e., forces, masses, etc. In addition, their small
dimensions, and high oscillation frequencies make them an ideal tool to understand
the physics of fluid flow in small length and short time scales. They have been used
in many different fields during the last two decades, such as, biosensing (Lissandrello
et al., 2014; Longo et al., 2013; Kasas et al., 2015; Datar et al., 2009; Ferrari, 2005),
mass detection (Yang et al., 2006; Ekinci et al., 2004), turbulence (Barth et al., 2005;
Lissandrello et al., 2015), and gas dynamics (Kara et al., 2015; Lissandrello et al.,
2012; Karabacak et al., 2007; Bullard et al., 2014), among many others.
For almost two decades our research group has spent much effort to understand
nanoscale fluid flow using micro/nano-mechanical resonators. These probes mostly
operate in a gas environment. Their small length scales and high oscillation frequen-
cies become comparable with the mean free path and relaxation time of the fluid flow
at low pressures. At this limit, the continuum approximation of fluid flow breaks
down and Navier-Stokes equations become invalid. Individual collisions between gas
molecules and resonators become dominant in this domain, requiring kinetic theory
to be applied. But here the question one may ask is, which scaling parameter de-
termines the transition from Newtonian to Molecular Flow Regime (MFR); is it the
1
2frequency or the characteristic length of the device?
For the first time, our research group, collaborating with Professor Victor Yakhot
at Boston University, showed the importance and effect of the time scale on the tran-
sition from the viscous regime to the MFR in oscillatory flows. They demonstrated
convincing experimental results by using high frequency micro and nano-mechanical
resonators. Furthermore, they developed a universal equation which, for the first
time, was able to unify the MFR with the viscous regime, by correctly predicting the
continuum break down limit, that is the starting point of the transitional flow regime
(Karabacak et al., 2007; Yakhot and Colosqui, 2007; Ekinci et al., 2008; Ekinci et al.,
2010). However, this theory fails at the low frequency limit, where the length scale
starts to play an important role. Conversely, other research groups mostly focused
on the length scale effect. Using different sized micro-nano resonators they showed
experimental results about the continuum break down limit dependence on the char-
acteristic length of the device (Bullard et al., 2014). Similar to the above problem,
this study and the corresponding theoretical work ignores the time scale effect in the
problem.
In this dissertation, our research will provide insight to understand the competi-
tion between these parameters. We will show experimental results in a broad param-
eter space in both frequency and dimension by using nano/micro/macro-resonators.
Furthermore, we will propose a new universal equation, which is a function of both
frequency and characteristic length that is able to unify the two fluidic regimes.
1.2 Random Motion of Active Swimmers
The motion of motile bacteria and their swimming behavior in confined spaces have
been studied by many research groups with the help of advanced microfabrication
techniques (Berg, 2008; Weibel et al., 2007; Wu and Dekker, 2016; Hol and Dekker,
2014). Among many bacterial species, E. coli is one of the most commonly studied
3motile microorganism in biological flows. Their so-called “running” and “tumbling”
swimming behavior comes from their flagella’s rotation direction. Their relatively
simple and well understood cell structures (Berg, 2008) and motile behavior, make
them useful as active micro-swimmer for many different applications. They have been
used, for instance, to create an active bath to explore the super-diffusive behavior of
passive Brownian particles (Wu and Libchaber, 2000; Maggi et al., 2014; Patteson
et al., 2016); to understand the confinement effects on the motility of bacteria (Ma¨nnik
et al., 2009); to explore the communication between bacteria (Park et al., 2003); and
have been used as propellers to drive microdevices (Di Leonardo et al., 2010) among
many other applications.
However, today’s growing antibiotic resistance bacteria problem has resulted in a
global health threatening issue. Bacteria strains, (including E. coli) already on the
threat list, are now known as Multi Drug Resistant (MDR). The long microbiological
culturing steps for Antibiotic Susceptibility Tests (ASTs) are worrisome, and are an
obstacle for urgent and controlled treatment. Therefore, for the last decade, many
research groups across the world have been trying to develop a rapid AST method to
combat resistant bacteria.
Recently, our research group used micro-resonators to detect the motion of bacte-
ria by immobilizing them on to the surface. We used optical beam deflection method
and measured the displacement amplitudes of the resonators in both PBS and an-
tibiotic added PBS buffer. With those experiments, we observed that the motion of
bacteria is associated with their antibiotic susceptibility (Lissandrello et al., 2014).
Similar experimental results were observed by different research groups (Longo et al.,
2013; Kasas et al., 2015). From these observations, we turned out attention to develop
a robust, swift method to detect the motion of bacteria and correlate their movements
with the effectiveness of antibiotics in order to develop a rapid AST.
Here in this study, we will show the proof of concept of a new method for rapid
4AST. We fabricate microfluidic chips with dimensions comparable to bacteria sizes,
using conventional soft-lithographic techniques. We use sensitive electrical measure-
ments to track the random motion of bacteria inside the microchannels. Our sensitive
scheme enable to detect the running, tumbling, and even jiggling behavior of bacteria
inside the microchannels. Further, we use the design to track the activity of bacteria
under administered antibiotic buffer.
Chapter 2
Measurements of Oscillatory Cantilevers
Micro/Nano-cantilevers are commonly used as physical probes to explore fundamental
physics in nanoscale. Sub/nanometer level oscillation amplitudes of these devices
require precise, sensitive measurement techniques and systems. Here, in this chapter
we will discuss the experimental measurement methods of these tiny probes. We
will begin with the vacuum system where all the micro/nano-cantilevers experiments
were conducted under different fluidic environments. We then briefly discuss optical
measurements in which we use a polarized homodyne Michelson interferometer to
measure the amplitude oscillations of micro/nano-cantilevers. Finally, we will briefly
explain the electrical measurements of quartz crystal oscillators in which we track
the impedance change of the resonator under different fluidic environments. These
measurement methods and probes were used to conduct studies of nanofluidics of
oscillatory cantilevers in Chapter 3, 4, and 5.
2.1 Vacuum System
A vacuum system with optical access is used in most experiments. The experimental
setup is schematically shown in Figure 2·1. The samples (cantilever and membrane
resonators) are placed inside the vacuum chamber after they are glued on top of
a piezo-actuator. The pressure of the chamber is monitored with two capacitive
gauges (MKS Baratron 722 1 Torr and 1000 Torr full scale) between 10−3− 103 Torr
continuously; the response of these gauges are independent of the gas used. There
are several other gauges attached to the system for monitoring lower pressures. The
5
6vacuum system is pumped by a turbo pump that brings the pressure from atmosphere
down to p ≈ 10−5 Torr. There is also an ion pump which pumps the chamber down
to p ≈ 10−7 Torr. When we start the pressure sweeps, we close all the valves and
admit gas into the chamber while monitoring the pressure. The gas lines are pumped
and flushed in order to limit contamination.
We measure the intrinsic quality factor Q0 at the lowest pressure, typically p ≈
10−7 − 10−6 Torr. For this measurement, we use a Network Analyzer (NA) or a
Spectrum Analyzer (SA) to detect the driven response or the thermal fluctuations of
the resonator, respectively. In our electrical measurements of quartz crystals, we use
a second bakeable vacuum chamber that is connected to the same pumping system.
2.2 Optical Measurements
We use a homodyne optical interferometer for detecting the response of the cantilevers
and membrane resonators. The working principle of the polarized homodyne Michel-
son interferometer was explained in previous theses (Karabacak, 2008; Ozsun, 2014;
Lissandrello, 2015), so in here we will explain the scheme very briefly. A stabilized
HeNe laser with 1 mW peak power is operated in its intensity stabilization mode. An
Intensity stabilized laser can avoid any kind of drift due to heating, etc. An example
of a not-stabilized laser with a ±2% power fluctuations is shown in Figure 2·2. We see
that power fluctuations affect the modulation depth of the signal significantly. This
drift becomes problem for pressure sweep experiments. One photodetector (Thorlabs
PDA8A) is used for path stabilization. A second photodetector (New Focus 1801) is
used to detect the oscillations of the resonator. In a typical experiment, ∼ 100 µW
of power is incident on the resonator. With roughly ∼ 40 µW of power on the pho-
todetector, we obtain a displacement sensitivity of ∼ 30 fm/√Hz.
To measure the gas dissipation, we use two different approaches. In the first, we
directly measure the frequency response of the resonator at different p. We then fit
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the line-shapes to Lorentzians in order to obtain the dissipation and the resonance
frequencies as a function of p. A typical experimental result is shown in Figure 2·3,
Here in this example a microcantilever with ∼ 638 kHz resonance frequency was
driven by a network analyzer in Helium gas, and a Lorentzian fit was applied to the
power spectrum in order to obtain the quality factor and the resonance frequency.
Alternatively, we use a standard phase locked loop (PLL) to track the amplitude of
the oscillations at resonance under constant drive as a function of p; we then convert
the amplitude data to dissipation.
Figure 2·4 shows typical experimental results. Figure 2·4a is the resonance fre-
quency shift of C9 (See Chapter 4 for device properties) as a function of pressure,
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Figure 2·3: The frequency of a resonator in He gas. Here in this
example the pressure is 1 mTorr, and the resonance frequency is ∼
638, 427 Hz and the Quality factor is ∼ 32, 500.
measured using the PLL technique. The maximum shift is around 0.1% here. (In all
the experiments, the frequency shift remained less than 0.3%.) This suggests that
the mass loading due to the fluid is negligible. Figure 2·4b shows the phase change
during the sweep. The phase remains nearly constant during the experiment. Figure
2·4c shows the total quality factor Qt in the same experiment. At very low pressures,
the quality factor becomes independent of the pressure and is dominated by intrinsic
loss mechanisms, converging to Q0. Having obtained Q0, we extract the pressure-
dependent dissipation using the relation, 1
Qg
= 1
Qt
− 1
Q0
. The outcome of this step
is shown in Figure 2·4d. Here, two data sets, one obtained using the PLL technique
and the other using network analysis, are compared.
When we do a driven measurement in the system, we first do a displacement vs.
drive amplitude measurement for each resonator to avoid any nonlinearities in the
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Figure 2·4: A typical set of experimental results obtained on C9 (
see Table 4.1 in Chapter 4 for device properties) in He gas. (a) The
resonance frequency shift as a function of p obtained using a PLL mea-
surement. b) The phase drift during the pressure sweep (The red curve
is the smoothed signal) and its probability density function (PDF). We
see from the PDF that the phase mostly stays fixed. (c) The total
quality factor Qt as a function of p. As the quality factor degrades at
high pressures, the phase fluctuations shown in b) increase. (d) The
gas dissipation as a function of p obtained from the data in (c). The
black squares are the results from the PLL measurement. The green
triangles are obtained from NA sweeps. At each pressure, the resonator
response is obtained. This response is fit to a Lorentzian, which pro-
vides the quality factor.
11
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0
3
6
9
12
15
18
21
Di
sp
la
ce
m
en
t (
nm
)
Drive Amplitude (mV)
Figure 2·5: Displacement behavior of a resonator as a function of
different drive amplitudes.
system. A typical experimental result is shown in Figure 2·5. We see from the figure
that after around 15 nm the system becomes nonlinear. We track the amplitude
of the oscillations by changing the drive amplitude at a locked phase. We then
convert the amplitude of the oscillations to the displacement and observe the limit
of the linear regime of the resonator. We keep drive amplitude small to avoid any
nonlinear behavior of the resonator. 15 nm is the limit of the interferometer, so for
long microcantilevers which oscillate more than the limit of the interferometer, we
take the measurements close to the base of the cantilever to avoid the nonlinearities.
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2.3 Electrical Measurements
To measure the pressure-dependent dissipation of quartz crystal resonators, we mon-
itor the (mechanical) impedance of the resonator (Johannsmann, 2008) around its
mechanical resonance. In the measurement, a constant drive voltage is applied on the
resonator as the pressure is varied; the drive frequency (phase) is always kept around
the resonance using a PLL. The measured mechanical resistance is linearly propor-
tional to the dissipation (Kokubun et al., 1984). For some devices, we converted the
electrical signal to quality factor using a ring-down measurement (Borovsky et al.,
2000). In the ring-down measurement, the resonator was driven by a sinusoidal volt-
age; the voltage was turned off using an electrical switch; and the ring-down signal
was detected using a digital oscilloscope. The effects of the input impedance of the
measurement circuit were taken into account. Fitting the ring-down signal to an ex-
ponential decay provided the quality factor. For devices for which the quality factor
was not measured or the Sr/mr was not available, the results are left in arbitrary
units. Thus, fits to these devices are multiplied by arbitrary constants; regardless, pc
values are still accurate.
Chapter 3
Nanofluidics of Single Crystal Diamonds
Nanocantilevers
Single-crystal diamond nanomechanical resonators are being developed for countless
applications. A number of these applications require that the resonator be operated in
a fluid, i.e., a gas or a liquid. Here, we investigate the fluid dynamics of single-crystal
diamond nanomechanical resonators in the form of nanocantilevers. First, we measure
the pressure-dependent dissipation of diamond nanocantilevers with different linear
dimensions and frequencies in three gases, He, N2, and Ar. We observe that a subtle
interplay between the length scale and the frequency governs the scaling of the fluidic
dissipation. Finally, we measure the thermal fluctuations of the nanocantilevers in
water, and compare the observed dissipation and frequency shifts with theoretical
predictions. These findings set the stage for developing diamond nanomechanical
resonators operable in fluids.
3.1 Background
Single-crystal diamond has unique and attractive mechanical properties, such as a
high Young’s modulus, a high thermal conductivity, and a low intrinsic dissipation.
Recent advances in growth and nanofabrication techniques have allowed for the fabri-
cation and operation of nanometer scale mechanical systems made out of single-crystal
diamond. Part of the research community in diamond nanomechanics is focused on
coupling the negatively charged nitrogen vacancy (NV−) with a mechanical degree of
13
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freedom (Ovartchaiyapong et al., 2014; MacQuarrie et al., 2013; Barfuss et al., 2015;
Teissier et al., 2014). There are significant efforts for realizing diamond nano-opto-
mechanical systems (Burek et al., 2013; Sohn et al., 2015) for quantum information
processing and optomechanics. Diamond nanocantilevers are also being developed for
ultrasensitive magnetometry (Maletinsky et al., 2012; Grinolds et al., 2013) and scan-
ning probe microscopy (SPM) (Kim et al., 2005). In addition, it has been suggested
that the chemistry of the diamond surface may be amenable to surface functionaliza-
tion (Yang et al., 2002) for sensing.
To date, the performance of single-crystal diamond nanomechanical resonators
has been thoroughly evaluated in vacuum (Tao et al., 2014; Sohn et al., 2015;
Ovartchaiyapong et al., 2014; Burek et al., 2013). However, vacuum properties will
be of little relevance for some applications, such as mass sensing, magnetometry and
SPM. Instead, performance in fluids will be consequential — especially, when biologi-
cal or chemical samples are being analyzed in ambient air or in liquids. It is therefore
important to elucidate the nanoscale fluid dynamics (or nanofluidics) of diamond
nanomechanical resonators. The smooth and inert surface of single-crystal diamond
may provide unique opportunities for high-performance operation in fluids. For in-
stance, gases may be accommodated favorably on the diamond surface; the inherent
inertness of the diamond surface may allow for reduced drag in water (Rajauria et al.,
2011).
In this chapter, we present a systematic study of the oscillatory nanofluidics of
single-crystal diamond nanomechanical resonators. We explore a broad parameter
space, focusing on both the resonator length scale (size) and the resonance frequency.
Previous works typically focused on only one of these parameters, i.e., either the
frequency (Karabacak et al., 2007; Ekinci et al., 2008; Ekinci et al., 2010; Yakhot
and Colosqui, 2007) or the length scale (Bullard et al., 2014). We show conclusively
how a subtle interplay between the length scale and the frequency determines the
15
nature of the flow induced by nanomechanical resonators — resulting in low-frequency
and high-frequency regimes. Finally, we measure the thermal fluctuations of the
nanomechanical resonators in water and compare these measurements with theory
(Paul and Cross, 2004; Paul et al., 2006; Paul and Cross, 2004).
3.2 Experimental Samples and Measurements
Figure 3·1a shows scanning electron microscopy (SEM) images of a set of diamond
nanomechanical resonators. To make these devices, we use a method similar to the
angled-etching fabrication technique described in (Burek et al., 2012). This tech-
nique was developed due to a lack of a mature thin-film technology for depositing
single-crystal diamond. Briefly, we first perform a standard vertical etch using oxy-
gen plasma, with a second etch step done at an oblique angle. Figure 3·1b shows the
sidewalls of one of the cantilevers; the inset is a cross-sectional image. To take these
images, the diamond nanocantilevers are transferred onto an evaporated silver film by
flipping the chip, pressing the chip on the film, and manually breaking the nanocan-
tilevers. The sidewall images are taken after these steps. For the cross-sectional
images, the sample is further coated with a few-micron-thick platinum layer and cut
through by a Focused Ion Beam (FIB) tool. The image is taken at a tilt angle of 52o
and is subsequently tilt-corrected.
Returning to Figure 3·1a, we identify several interesting features. Due to angled-
etching, the cross-sections of the cantilevers are not rectangular but triangular. Figure
3·1b shows that most of the sidewall surfaces are smooth, with an estimated root-
mean square (r.m.s) roughness . 10 nm. The top surface of the cantilever is protected
during etches and is much smoother, with an r.m.s. roughness < 1 nm. In Table 3.1,
the approximate linear dimensions (l×w× h) of the nanocantilevers measured from
SEM are listed. In addition, there is a 6-µm gap between the nanocantilevers and
the substrate. Crucial to our study are the length l and the width w. The length l
16
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Figure 3·1: (a) SEM image of a set of nanomechanical cantilever res-
onators with the same cross-sectional dimensions but different lengths.
The gap from the bottom of each nanocantilever to the substrate is
≈ 6 µm. (b) Image of the sidewalls of a nanocantilever. The in-
set shows a tilt-corrected image of the cross-section with dimensions
w × h ≈ 820 nm× 530 nm.
primarily determines the vacuum resonance frequency f0 =
ω0
2pi
here, since w and h
are the same for all our devices. The width w is the relevant length scale for the flow:
for the cross flow generated by the out-of-plane (along the z-direction) oscillations of
the cantilever, the cantilever can be approximated as a cylinder of diameter w.
The measurements of the out-of-plane (along z in Figure 3·1a) displacements of
the nanocantilevers are performed using a path-stabilized Michelson interferometer.
The displacement sensitivity of the interferometer is estimated to be ∼ 30 fm/√Hz
in the range 1-50 MHz with 40 µW incident on the photodetector. The displace-
ment sensitivity becomes worse at low frequencies due to technical noise (see Figure
3·6). The optical spot is ≈ 1 µm in diameter, and the typical power incident on a
nanocantilever is ∼ 100 µW. For measurements in gases, we use a home-built vacuum
chamber which can attain a base pressure of p ≈ 10−7 Torr after being pumped down
by an ion pump. The chamber is fitted with calibrated capacitive gauges for accurate
and gas-independent pressure measurements. For the experiments in water, we use
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Table 3.1: Linear dimensions, vacuum parameters, transition pressure
pc at different gaseous environments of Single-crystal diamond nanocan-
tilevers.
Single-crystal Diamond Nanocantilevers
Device Mode f0 lx × ly × lz pc
(MHz) (µm3) (Torr)
N2 He Ar
D1 1 0.411 0.820× 48× 0.530 44 130 37
D2 1 0.539 0.820× 43× 0.530 46 - -
D3 1 0.686 0.820× 38× 0.530 47 - -
D4 1 0.894 0.820× 34× 0.530 56 - -
D5 1 1.211 0.820× 29× 0.530 44 130 52
D6 1 1.735 0.820× 24× 0.530 50 - -
D7 1 2.691 0.820× 19× 0.530 50 135 -
D8 1 4.725 0.820× 14.7× 0.530 52 - -
D9 1 10.421 0.820× 9.6× 0.530 64 165 76
D10 1 28.653 1.300× 9.6× 1.150 187 - -
D11 1 40.032 0.820× 4.8× 0.530 211 448 240
a small fluid chamber, filled with water and sealed with a cover slip (Rajauria et al.,
2011).
3.3 Gas Dissipation
In our experiments with gases, we monitor the dissipation of the nanomechanical
resonators as a function of the surrounding gas pressure p. The gases used in these
experiments are high-purity He, N2, and Ar. The (dimensionless) mechanical dissi-
pation 1
Qm
is obtained by fitting the thermal fluctuations or the driven response of
the nanomechanical resonators. To find the fluidic dissipation 1
Qf
, we subtract the
intrinsic dissipation 1
Q0
obtained at the base pressure from the measured dissipation:
1
Qf
= 1
Qm
− 1
Q0
. Figure 3·2a shows the power spectral density (PSD) Sz(f) of the
thermal fluctuations of a nanocantilever with dimensions 29× 0.820× 0.530 µm3 im-
mersed in N2 at atmospheric pressure. Note that the dissipation increases but the
resonance frequency does not shift significantly when going from vacuum to atmo-
sphere (see Table 3.1). Figure 3·2b shows Sz(f) for the same device in water. The
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Figure 3·2: (a)-(b) Power spectral density (PSD) of the thermal fluc-
tuations of a nanocantilever (l × w × h = 29× 0.820× 0.530 µm3, and
vacuum parameters f0 ≈ 1.211 MHz and Q0 ≈ 105) in fluids. The
solid lines are fits to Lorentzians. (a) In atmosphere, the frequency and
quality factor become fatm ≈ 1.208 MHz and Qatm ≈ 102, respectively.
(b) In water, fw ≈ 0.43 MHz and Qw ≈ 1.1
changes observed in going from atmosphere to water are quite dramatic.
We first establish the basic aspects of cantilever-gas interactions. At very low
pressures, the mean free path λ in the gas is large. The problem of a cantilever
oscillating in the gas can be simplified by assuming that gas molecules collide only with
the cantilever surfaces but not with each other. At this limit, the dissipation can be
found to be 1
Qg
∝ p (see Equation (5.1) in the Chapter 5.2) (Christian, 1966; Gombosi,
1994). At the opposite limit of high pressures, the dissipation eventually converges
to another asymptote, 1
Qg
∝ p1/2. This is the continuum limit in which the Navier-
Stokes equations are to be used (Sader et al., 1999). The crossover between these two
asymptotes (the transitional flow regime) manifests itself as a gradual slope change
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in the dissipation vs. pressure data. The pressure pc, around which this transition
occurs, is therefore a fundamentally important parameter and should provide insights
on the scaling of this flow problem. Below, we investigate the transition pressures
pc for different nanocantilevers and extract the physical dimensionless parameters
relevant to the problem. Because the gaps are large in our samples, squeeze damping
becomes mostly irrelevant here (Lissandrello et al., 2012; Ramanathan et al., 2010;
Bao et al., 2002). We also do not observe any deviations from the linear p dependence
in the molecular flow (low-pressure) region, in contrast to the observation at low
temperature (4.2 K) reported in (Defoort et al., 2014).
Examples of our gas dissipation 1
Qg
measurements as a function of pressure p are
shown in Figure 3·3, with the dashed line being the asymptote proportional to p.
We determine the transition pressure pc consistently in all experiments by finding
the pressure at which the dissipation deviates by 25% from the low-p asymptote.
Figure 3·3a shows 1
Qg
in N2 for two different cantilevers, which possess identical cross-
sections (w×h), but different lengths and resonant frequencies. The linear dimension
relevant to the flow here is the width w (Sader et al., 1999), and it is kept the same.
Yet, the cantilevers with f0 ≈ 40 MHz and f0 ≈ 411 kHz go through transition
at pressures pc ≈ 211 Torr and pc ≈ 44 Torr, respectively. Thus, the frequency
of the flow appears to be the relevant physical parameter for this case. In Figure
3·3b, we explore the opposite limit by comparing one of our diamond devices with a
commercial silicon microcantilever with linear dimensions 130×32.5×1 µm3. Both the
nanocantilever and the microcantilever have the same frequency, but the width of the
microcantilever is much larger. In this limit, the microcantilever attains transitional
flow at a significantly lower pressure (pc ≈ 1.5 Torr) as compared to the nanocantilever
(pc ≈ 47 Torr). In Figure 3·3c, we further investigate the relevance of the length scale
by measuring the same device in Ar and He. The mean free path λ depends upon
the diameter of the gas molecules, λ ≈ 0.23kBT
d2p
; and dHe ≈ 2.20 A˚ and dAr ≈ 3.64 A˚
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Figure 3·3: Gas dissipation 1/Qg vs. pressure p while exploring dif-
ferent parameters. Dashed lines show the molecular flow regions with
1/Qg ∝ p. The arrows indicate the critical pressures pc around which
the flow transitions from the molecular flow regime into the viscous
regime. (a) Fixed linear dimension w ≈ 820 nm but two different fre-
quencies, f0 ≈ 40 MHz and f0 ≈ 411 kHz. (b) Fixed f0 ≈ 690 kHz but
different linear dimensions. The lower data trace is from a rectangular
silicon microcantilever (130×32.5×1 µm3) while the upper one is from
a diamond nanocantilever (38×0.820×0.530 µm3). (c) Same cantilever
(f0 ≈ 1.211 MHz) but two different gases, He and Ar. The error bars
in all data points are smaller than symbol sizes.
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Figure 3·4: Transition pressure pc as a function of resonance frequency
f0 for the diamond cantilevers in this work (large open diamonds). For
comparison, earlier data from (Karabacak et al., 2007) are also shown
(gray squares). The gray line is pc = constant× f0 and corresponds to
the linear fit in (Karabacak et al., 2007), τN2 =
1.85×10−6 [s−Torr]
p
. The
blue and pink regions distinguish between the data obtained on micro-
cantilevers (blue) from data on nanomechanical beams. The approxi-
mate characteristic dimensions w of these resonators are as indicated.
(O’Hanlon, 2005). Although subtle, it can be seen that the pc value in Ar is less than
that in He. We also note that, at a given pressure, the dissipation in Ar is larger than
that in He by a factor ≈√mAr/mHe, where m is the molecular mass (see discussion
below and Equation 5.1).
The data in Figure 3·3 allow for a dimensional analysis of the problem, with the
two relevant parameters being the resonance frequency and the length scale. Recently
in a series of experimental (Karabacak et al., 2007; Ekinci et al., 2008), theoretical
(Yakhot and Colosqui, 2007), and numerical (Colosqui et al., 2010) studies, we have
shown that one needs to use the dimensionless frequency (or Weissenberg number),
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Wi = 2pif0τ = ω0τ , in order to characterize a flow oscillating at frequency f0 in a fluid
with relaxation time τ . In particular, we and others (Svitelskiy et al., 2009; Lee et al.,
2011) have observed that the characteristic length scale of the flow (resonator) drops
out of the problem, provided that the flow is in the “high-frequency limit”. Then,
the transition from molecular flow (ω0τ  1) to viscous flow (ω0τ  1) takes place
when ω0τ ≈ 1. For a near-ideal gas, τ ∝ 1p (Reif, 2009), indicating that pc should
scale with frequency as f0
pc
= constant. Indeed, the gray data points (gray squares) in
Figure 3·4 from earlier work (Karabacak et al., 2007) on micro- and nanomechanical
resonators show a linear relation between pc vs. f0. We plot the pc vs. f0 values
for the diamond nanocantilevers (large open diamonds) on top of our earlier data
(Karabacak et al., 2007) in Figure 3·4. Surprisingly, the linear trend between pc and
f0 holds only for high frequencies, with a saturation at low frequencies. In other words,
resonance frequency is the relevant parameter that determines the transition, but only
above a certain frequency. When the frequency is low enough, we deduce that the
length scale and hence the Knudsen number Kn = λ/w must emerge as the dominant
dimensionless number. Indeed, the data appear to saturate when λ ∼ w ∼ 800 nm,
indicating that the transition from molecular flow (Kn 1) to viscous flow (Kn 1)
takes place around Kn = λ/w ≈ 1. This is a novel observation. Returning to our
earlier (gray) data, we explain why this deviation is not present there (Karabacak
et al., 2007): there, the high-frequency data were obtained on nanomechanical beams
with w ∼ 500 nm (pink region in Figure 3·4), and the low-frequency data were
obtained on microcantilevers with w ≈ 30 µm (blue region in Figure 3·4). Because
Kn = λ/w was small for all the resonators (see λ values on the right y-axis), the flows
remained in the high-frequency limit in these previous experiments.
We conclude that the physics of the flow around a mechanical resonator must be
determined by an interplay between the size and the frequency of the resonator. In
order to show this more quantitatively, we scrutinize Kn = λ/w and Wi = ω0τ for
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Figure 3·5: Wi = ω0τ vs. Kn = λ/w for the diamond nanocantilevers
at the transition pressure pc in He, N2, and Ar.
each device at its transition pressure pc, taking into account the differences between
gases. The relaxation time for N2 as a function of p, τN2 ≈ constant/p, is available
empirically from (Karabacak et al., 2007), i.e., the line in Figure 3·4. We determine
the relaxation times of the He and Ar using kinetic theory, e.g., τAr
τN2
≈
(
dN2
dAr
)2√
mAr
mN2
.
We plot Kn = λ/w and Wi = ω0τ in the xy-plane in Figure 3·5. If Kn is small,
Wi ≈ 1 and becomes the dominant parameter — and vice versa. This suggests
that the dissipation should be a function of both the frequency and the length scale:
Qg = Qg(Wi,Kn). More theoretical work is going to be discussed in the following
chapter to obtain the function, but the results in Figure 3·3, 3·4, and 3·5 capture the
essence of the physics.
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3.4 Fluid dynamics of nanocantilevers in water
Finally, we turn to the fluid dynamics of nanomechanical cantilevers in water. Figure
3·6a shows the power spectral densities (PSDs) of the thermal fluctuations of four
nanocantilevers with f0 ≈ 0.894, 1.735, 2.691 and 4.725 MHz in water. The PSDs
in water can be improved by a noise subtraction process. We illustrate this process
by turning to the raw data for a low-frequency cantilever (f0 ≈ 539 kHz) shown in
the inset of Figure 3·6a: the lower (gray) trace is the PSD recorded with the optical
spot at the base of the cantilever; the black trace is taken at the tip of the same
cantilever. Because noise powers are additive and the interferometer gain remains
the same between the two noise traces, one can subtract the noise power at the base
from the noise power at the tip at each frequency to obtain the PSD of the mechanical
fluctuations. The two arrows in the inset show the peaks of the fundamental mode
and the first harmonic mode of the nanocantilever. Technical noise at low frequencies
(e.g., laser noise) obscures the fundamental-mode peak, making it impossible to obtain
a fit (hence, the missing entries at low frequencies in Table 3.2).
In order to extract the device parameters, we fit the peaks in the PSDs to
Lorentzians (solid lines in Figure 3·6a):
Sz(ω) ≈ 4kBTγw
mw2
× 1(
k0
mw
− ω2
)2
+ ω2 γw
2
mw2
. (3.1)
Here, mw is the mass of the entrained water added to the mass of the cantilever; k0
is the spring constant of the cantilever; and γw is the dissipation. We treat
k0
mw
and
γw
mw
in Equation 3.1 as frequency-independent fitting parameters and adjust the am-
plitude (4kBTγw
mw2
) freely for acceptable fits. (In reality, γw and mw are both frequency
dependent (Paul and Cross, 2004).) This exercise provides the quality factor Qw and
the peak frequency fw in water, where Qw ≈ 2pifwmwγw and fw ≈ 2pi
√
k0
mw
√
1− 1
4Qw2
.
The highest frequency cantilever in Figure 3·6b can be fit accurately; however, the fits
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Table 3.2: Water parameters of single-crystal diamond nanocan-
tilevers. Missing entries correspond to devices that could not be mea-
sured in water. The spring constant is determined as k0 ≈ Ewh312l3 (Cle-
land, 2003). For the cantilevers for which the thermal amplitudes were
measured, calculated k0 values agreed (to within ∼ 50%) with the ex-
perimental values determined from the equipartition of energy (Cleland,
2003).
Single-crystal Diamond Nanocantilevers
Device k0 Q0 fw Qw
(N/m) (MHz)
D1 0.11 1.4× 105 − −
D2 0.15 1.5× 105 − −
D3 0.22 1.45× 105 0.21 0.75
D4 0.31 1.2× 105 0.29 0.95
D5 0.53 1× 105 0.43 1.1
D6 0.89 1× 105 0.73 1.3
D7 1.8 1× 105 1.30 1.55
D8 4 9.2× 104 2.55 2
D9 14 7.7× 104 − −
D10 228 2.1× 104 − −
D11 112 4.7× 104 − −
progressively become worse with decreasing f0. In particular, the low-frequency tail
in each data set is hard to reproduce in the fit and contributes to the reported errors.
Regardless, we extracted fw and Qw values for all the data sets in which a fundamen-
tal peak could be resolved (for instance, the peak cannot be fully resolved in the inset
of Figure 3·6a). The extracted frequency ratios fw/f0 and quality factors Qw are plot-
ted in Figure 3·7a and 3·7b, respectively, as a function of the dimensionless frequency
parameter (or the frequency-dependent Reynolds number) defined as Re0 =
2pif0w2
4ν
(Paul and Cross, 2004; Sader et al., 1999), with ν being the kinematic viscosity of
water. The upper x-axes in Figure 3·7a and 3·7b display the vacuum frequencies
f0. The error bars correspond to the parameter range that provided acceptable fits.
As f0 is reduced, the quality factor Qw in water goes down; the cantilever response
eventually becomes overdamped (Qw < 1/2).
The dashed lines in Figure 3·7a and 3·7b are the predictions of a theory developed
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Figure 3·6: (a) The black data trace is measured at the tip of the
cantilever and the gray at the base. The fundamental-mode peak
(red arrow) cannot be fully resolved; the slight peak (black arrow)
around 2 MHz is the first harmonic mode of the cantilever. Techni-
cal noise dominates the measurement for f . 105 Hz; the measure-
ment is shot noise limited at high frequencies. (b) Power spectral den-
sity (PSD) of the thermal fluctuations of four nanocantilevers with
f0 ≈ 0.894, 1.735, 2.691 and 4.725 MHz in water. The solid lines are
fits to Equation (3.1). The inset shows raw data for a cantilever with
f0 ≈ 539 kHz.
by Paul and co-workers (Paul and Cross, 2004; Paul et al., 2006; Paul and Cross, 2004)
for describing the thermal fluctuations of a nanocantilever in a fluid. The uncertainty
in the cross-sectional dimensions of the nanocantilevers result in the two (red) dotted
lines which indicate the upper and lower bounds of the predictions. In the approach of
Paul and co-workers, one first determines the frequency-dependent fluidic dissipation
by approximating the nanocantilever (or nanobeam) as an oscillating cylinder; one
then uses the fluctuation-dissipation theorem to obtain the frequency spectrum of the
nanocantilever fluctuations from the dissipation. To compare experiment and theory,
one needs the mass loading parameter T0 (Paul and Cross, 2004; Paul et al., 2006;
Paul and Cross, 2004), which is the ratio of the mass of a cylinder of fluid of diameter
w to the actual mass of the solid. We compute the T0 value from cross-sectional
images of the nanocantilevers, such as the one shown in Figure 3·1b. Considering
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Figure 3·7: (a) The ratio of the peak frequency in water to that in
vacuum, fw/f0, as a function of Reynolds number Re0. The upper x-
axis is f0. (b) Quality factor Qw in water. The (black) dashed lines are
predictions of (Paul et al., 2006). The dotted lines indicate the upper
and lower bounds of theory based on the uncertainty in cross-sectional
dimensions.
the uncertainty in the cross-sectional dimensions and the non-uniformity of the cross-
section along the length of the nanocantilever, we obtain the average value T0 = 0.69±
0.1. The theory accurately predicts both the quality factors and the peak frequencies
in water for this T0 range. The slight disagreements could be the result of the cylinder
approximation: the cantilevers are triangular in cross-section; furthermore, the 2-D
flow (long cylinder) approximation assumed in the theory may be introducing errors.
The presence of the substrate may be another complicating factor. Extending the
frequency range of the experiments, especially towards lower frequencies, may result
in a better understanding of the limits of the theory. Recent studies (Franosch et al.,
2011) on optically-trapped micro-particles, for instance, have uncovered novel effects
due to the coherent hydrodynamic memory of the liquid during thermal oscillations.
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Figure 3·8: PSD of the single-crystal diamond resonator with 18.33
MHz resonance frequency and ∼ 44000 quality factor in vacuum.
3.5 Dynamic actuation of diamond nanocantilevers
In this final section, we will show a different actuation mechanism to drive the single-
crystal diamond nanocantilevers. In the previous sections, the diamond resonators
were placed on top of a piezoelectric actuator. A silver paint was used to glue them
on top of a piezo actuator. Another way to drive these resonators is using the dielec-
trophoretic force. In this method, metal electrodes were fabricated on both side of the
resonator. Applying an RF signal with a DC biased voltage, induces an oscillating
force that actuates the resonator (Unterreithmeier et al., 2009). In our experiment we
used, a 260 nm wide and 4 µm long cantilever that has 18.3 MHz resonance frequency
with a ∼ 44000 quality factor in vacuum. The oscillating force is combination of a
DC bias voltage and RF signal, F ∝ (VDC + VRF )2, so we used a bias tee to com-
bine DC bias voltage (10V) and RF drive signal to apply sufficient dielectrophoretic
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force for the actuation (Sohn et al., 2015) . Figure 3·8 shows the displacement am-
plitude results under different driving powers. We see that the amplitude oscillations
increase linearly with the applied RF power up to a certain power range. After -10
dBm driving power the resonance frequency becomes nonlinear.
3.6 Conclusions
In conclusion, we have thoroughly investigated the fluid dynamics of single-crystal
diamond nanocantilevers. Several aspects of our results are noteworthy. First, we
show that a competition between two dimensionless numbers, one associated with
the cantilever size (Kn) and the other with the resonance frequency (Wi), determines
the dissipation in a gas. In this chapter we showed that our dimensional analysis
explains the physics, and more theoretical development is going to be discussed in
the following chapter for the dissipation. Finally, our studies in water clarify both
the challenges and the open fundamental questions. From a device perspective, both
the quality factor and the peak frequency in water decrease with decreasing vacuum
frequency. The high frequency limit in water, recently observed for breathing modes
of nanoparticles (Pelton et al., 2013) and nanowires (Yu et al., 2015), is not yet
accessible by the flexural modes of nanofabricated structures like ours.
Chapter 4
Generalized Knudsen Number for
Unsteady Fluid Flow
We explore the scaling behavior of an unsteady flow that is generated by an oscillating
body of finite size in a gas. If the gas is gradually rarefied, the Navier-Stokes equations
begin to fail and a kinetic description of the flow becomes appropriate. The failure of
the Navier-Stokes equations can be thought to take place via two different physical
mechanisms: either the continuum hypothesis breaks down as a result of a finite size
effect; or local equilibrium is violated due to the high rate of strain. By independently
tuning the relevant linear dimension and the frequency of the oscillating body, one can
experimentally observe these two different physical mechanisms. All the experimental
data, regardless of the specifics, can be collapsed using a single dimensionless scaling
parameter that combines the relevant linear dimension and the frequency of the body.
This proposed Knudsen number for an unsteady flow is rooted in Galilean invariance
and can be obtained from the Chapman-Enskog expansion of the Boltzmann equation.
4.1 Background
The Navier-Stokes (NS) equations of hydrodynamics can be obtained perturbatively
from the kinetic theory of gases in the limit of small Knudsen number, Kn = λL → 0
(Lifshitz and Pitaevskii, 1981). Here, λ is the mean free path in the gas, and L
represents a characteristic length scale of the flow. As Kn → 0, it follows from sta-
tistical mechanics that density fluctuations in the gas vanish (Huang, 1987), leading
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to the notion of a “fluid particle.” This continuum hypothesis becomes less accurate
as Kn grows, eventually leading to the failure of the NS equations when Kn & 0.1.
Likewise, the NS equations break down if the local value of the rate-of-strain tensor
Sij becomes so large that τSij =
τ
2
(
∂ui
∂xj
+
∂uj
∂xi
)
& 1. Here, ui represents the velocity
vector, and τ is the relaxation time that characterizes the rate of decay of a pertur-
bation in the gas to thermodynamic equilibrium. At the limit τSij & 1, the “fluid
particle” becomes deformed on such a short time scale that the very definition of
local equilibrium is violated. For a broad class of flows, breakdown of the continuum
hypothesis and violation of local equilibrium can be thought to be equivalent, because
τSij ≈ τ UL ≈ λc UL ≈ Ma×Kn. Here, the Mach number Ma = Uc compares the speed of
sound c to the characteristic flow velocity U , and it is assumed to remain small and
slowly varying. Thus, either Kn or τSij emerges as the relevant scaling parameter for
determining the applicability of the NS equations.
To demonstrate the limitations of the above-described widely-accepted reasoning,
we consider the canonical problem of an infinite plate oscillating at a prescribed
angular frequency ω0 in a gas (Stokes Second Problem) (Landau and Lifshitz, 1987).
We assume the oscillation amplitude to be small and the geometry to be such that
the velocity field is ux(x, y, 0) = U0cosω0t, uy = 0, and uz = 0. Since the plate
is infinite (l → ∞), the “standard” size-based Knudsen number Knl = λl remains
zero at all limits and cannot be relevant. The relevant scaling parameter is the
Weissenberg number, Wi = ω0τ (Ekinci et al., 2008), and one can recover the correct
Knudsen number, Knδ =
λ
δ
, using the boundary layer thickness, δ =
√
2νg
ω0
. (Indeed,
Knδ ≈
√
Wi, given the kinematic viscosity is νg ≈ λ2τ .) Regardless, it follows that
τSij ≈ τ U0δ ≈ U0c λδ ≈ Ma×Knδ. Thus, as above, the validity of the NS equations
(and the scaling properties of the flow) is decided by inspecting either Knδ or τSij,
and both parameters lead to the same conclusion. While this analysis for an infinite
plate is eminently reasonable, it does not work for a finite plate (or, in general, a
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finite-sized body). For a finite-sized body, Knl may be non-zero at some limit and
appear in the problem alongside Wi. This is because the oscillation frequency ω0 is
in general independent of the linear dimensions of the body and hence considered an
externally prescribed parameter. Recent literature on scaling of such flows reflects
this complexity: some reports suggest Knl scaling (Bullard et al., 2014; Martin et al.,
2008; Bhiladvala and Wang, 2004) and others Wi scaling (Karabacak et al., 2007;
Ekinci et al., 2008; Svitelskiy et al., 2009). In this chapter we aim to study this
non-trivial limit and to recover, both experimentally and theoretically, the universal
scaling hidden in the apparent contradictions.
4.2 Properties of Resonators
In our experiments, we used different resonators with different dimensions and fre-
quencies. For some resonators, several resonant modes (fundamental and harmonics)
were employed. Tables 3.1, 3.2, 4.1, 4.2, and 4.3 summarize the parameters of these
devices along with their transition pressures pc in different gases. The silicon mi-
crocantilevers are listed in Table 4.1; these are tipless cantilevers from Mikromasch
(NSC36, CSC38, and NSC15 series). All of the cantilevers have widths lx around
30− 35 µm, with the exception of two that were obtained by focused ion beam (FIB)
milling. Table 3.1, 3.2 show the properties of the single-crystal diamond nanocan-
tilevers. The fabrication process for these nanocantilevers as well as fluidic data for a
select few were shown in Chapter 3. These cantilevers have characteristic triangular
cross-sections; here, lx is the width and lz is the height of the triangular cross-section;
there is also a 6-µm gap between the cantilevers and the substrate (Kara et al., 2015).
Because the gaps are large here, squeeze damping becomes mostly irrelevant (Lissan-
drello et al., 2012; Ramanathan et al., 2010; Bao et al., 2002). Table 4.2 shows the
properties of quartz crystal resonators. The diameters of the metal electrodes on the
crystals (see inset of Figure 4·1) roughly correspond to the size of the flow (Herrscher
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Table 4.1: Some properties of the silicon microcantilevers used in this
work. The second column is the mode; the third column shows the
resonance frequency of the mode; the linear dimensions are listed in
the fourth column (see inset of Figure 4·3); pc is the transition pres-
sure. FIB milled microcantilevers are marked with *; silane coated
microcantilevers are marked with †.
Silicon Microcantilevers
Device Mode f0 lx × ly × lz pc
(kHz) (µm3) (Torr)
N2 He Ar
C1 1 13.7 40× 230× 3 1.1 − −
C2 1 14.2 32× 350× 1 0.9 2.1 1.1
C3∗ 1 17.3 14× 350× 1 2.0 5.2 -
C4† 1 18.8 32× 350× 1 1.2 2.7 1.3
C5† 1 25.6 32× 350× 1 1.2 2.5 1.1
C6 1 27.9 32× 250× 1 1.0 2.7 1.5
C7† 1 36.4 32× 250× 1 1.7 2.8 1.2
C8 1 78 53× 460× 2 1.4 - -
C9 1 103 32× 130× 1 1.5 3.8 1.9
C9 2 638 32× 130× 1 2.7 6.4 3.3
C9 3 1762 32× 130× 1 4.6 10 9.5
C10 2 676 32× 130× 1 2.5 - -
C10 3 1864 32× 130× 1 5.0 - -
C11 1 143 32× 110× 1 3.0 5.0 1.7
C11 3 2438 32× 110× 1 10 15 13
C12 1 150 32× 110× 1 2.2 - -
C12 2 924 32× 110× 1 3.6 - -
C13 1 216 32× 90× 1 - 5.6 2.4
C13 2 1311 32× 90× 1 - 12 5.0
C14 1 221 35× 110× 2 1.9 - -
C14 2 1360 35× 110× 2 4.6 - -
C15 1 223 32× 90× 1 2.2 - -
C15 2 1356 32× 90× 1 4.9 - -
C16 1 310 36× 125× 3.6 2.1 − -
C17 1 360 30× 125× 4 - 4.9 -
C18∗ 1 5780 8× 30× 4 35 48 37
et al., 2007). We also measured a few modes of a thin square silicon nitride membrane
(Table 4.3), which was tension dominated.
When gas molecules collide with a solid surface, they are reflected either diffusively
or specularly from the surface. Different surface properties and/or surface adsorbates
(e.g., water) may lead to different surface accommodation and hence dissipation.
Surface accommodation becomes more relevant at low pressures when the mean free
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Table 4.2: Properties of the quartz crystals. As described in the main
text, lx stands for the diameter of the metal electrode on the crystal
and lz for the thickness of the crystal. For three of these devices, Sr/mr
values were directly obtained from experiments (see below and (Ekinci
et al., 2008)).
Quartz Crystals
Device Mode f0 lx × lz Sr/mr pc
(MHz) (mm2) (m2/kg) (Torr)
N2 He Ar
Q1 1 5 5× 0.12 2.7 18 26 27
Q1 2 15 5× 0.12 - 88 96 86
Q2 1 6 9× 0.12 - 22 - -
Q2 2 18 9× 0.12 - 78 46 -
Q3 1 14.3 10× 0.1 9.8 70 - -
Q4 1 25 6.5× 0.1 - 101 84 133
Q4 2 75 6.5× 0.1 - 258 256 287
Q5 1 32.7 5× 0.1 6.3 146 - -
Q6 1 50 - - 158 - -
path of the gas is large (Honig et al., 2010). In order to understand the effect of surface
properties on the dissipation, we coated some of the microcantilevers (C4, C5, and C7)
with silane, which made the surface hydrophobic and reduced the amount of adsorbed
water and other contaminants (Honig and Ducker, 2010). While the absolute value
of the dissipation was expected to depend on the surface accommodation, we did
not observe any measurable differences in the functional form of the dissipation and
the transition pressure pc, to within our error. In a separate study, to get rid of the
adsorbed water, we mildly baked the 5-MHz quartz crystal resonator in vacuum (10−5
Torr) at a temperature of ∼ 150◦C for 2 hours. We performed experiments with the
fundamental and first harmonic of this resonator in N2 and He, but again did not
observe any significant differences between the measurements on baked and unbaked
resonators.
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Table 4.3: Properties of silicon nitride membranes. These are square
in shape. More details on their resonances and fabrication can be found
in (Rajauria et al., 2011).
Silicon Nitride Membrane
Device Mode f0 lx × ly × lz pc
(kHz) (µm3) (Torr)
N2 He Ar
M1 6,6 885 1260× 1260× 0.53 6.8 - -
M1 9,9 1330 1260× 1260× 0.53 8.6 - -
M1 10,10 1479 1260× 1260× 0.53 6.3 - -
4.3 Measurements
Our experimental measurements are based on quartz crystal resonators, and micro-
and nano-mechanical resonators. When driven to oscillations in a gas, these structures
generate oscillatory flows and dissipate energy. The gases used are high-purity He, N2,
and Ar. The generic equation of motion of a mechanical resonator (in any resonant
mode) is that of a damped harmonic oscillator:
ξ¨ +
ω0
Qt
ξ˙ + ω0
2ξ = F(t)/mr, (4.1)
where ξ(t) is the amplitude, mr is the mass,
1
Qt
is the total (dimensionless) dissipation,
and ω0 = 2pif0 is the angular frequency of the mode driven by the sinusoidal force
F(t). In a typical experiment, the pressure p of the gas is changed, and 1
Qt
and ω0 are
measured. For all practical purposes, ω0 stays constant through the pressure sweeps.
To obtain the (dimensionless) gas dissipation, we subtract the intrinsic dissipation
(obtained at the lowest pressure) from the total dissipation: 1
Qg
= 1
Qt
− 1
Q0
.
4.4 Experimental Results and Theoretical Discussions
All our 1
Qg
vs. p data possess similar features. A typical experimental result is shown
in Figure 4·1 in order to open the discussion about the behavior of the different
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Figure 4·1: (a) Dissipation in N2 as a function of pressure for a quartz
crystal oscillating in shear mode at f0 ≈ 5 MHz. The inset shows the
crystal. The solid line is a fit to Equation (4.2). Transition from the
kinetic to viscous regime occurs at a pressure pc ≈ 18 Torr.
fluidic regimes. At the low p limit, 1
Qg
∝ p. This is the kinetic limit (Christian, 1966;
Gombosi, 1994), where the mean free path λ and the relaxation time τ of the gas are
both large. At the opposite limit of high p, the NS equations are to be used (Landau
and Lifshitz, 1987). The crossover between these two asymptotes (the transitional
flow regime) manifests itself as a slope change in the data. The pressure pc, around
which this transition occurs, is therefore a fundamentally important parameter and
provides insight into how this flow scales. (The subscripts c on p, τ and λ henceforth
indicate transition values.)
We first analyze the dissipation data in N2 from a macroscopic quartz crystal
resonator (Figure 4·1), which we treat as an infinite plate in shear-mode oscillations.
The resonance frequency is f0 =
ω0
2pi
≈ 5 MHz, and the relevant linear dimension is
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roughly the diameter of the metal electrode on the quartz, lx ∼ 5 mm (Figure 4·1
inset). For the shown pressures, Knl =
λ
lx
remains in the range 10−5 . Knl . 10−1,
found using λ ≈ kBT√
2pidg
2p
, where kBT is thermal energy and dg is the diameter of a N2
molecule. We therefore take this device to be at Knl → 0 limit. Hence, Wi = ω0τ
is left as the only relevant scaling parameter, and the transition from molecular flow
(ω0τ  1) to viscous flow (ω0τ  1) must take place at W˜i = ω0τc ≈ 1. Next,
we perform the same 1
Qg
vs. p measurement on similarly large quartz resonators but
with different resonance frequencies. We determine pc consistently for all by finding
the pressure at which 1
Qg
deviates from the low-p asymptote by 25%. The Figure
4·2a shows the measured pc values in N2 as a function of f0. The data scale as
pc = constant × f0. This is consistent with the flow being scaled by Wi = ω0τ and
ω0τc ≈ 1 determining the transition: τ = CN2p for a near-ideal gas such as N2, with
CN2 being a constant; ω0τc ≈ ω0 CN2pc ≈ 1, and pc ≈ 2piCN2 × f0. The experiment thus
provides the empirical value CN2 = 610 ± 30 × 10−9 in units of s·Torr. Finally, we
repeat the same experiment for He and Ar, as shown in Figure 4·2b and 4·2c to find
CHe = 560±70×10−9 and CAr = 750±80×10−9, respectively, both in units of s·Torr.
Figure 4·2d is a collapse plot of τ/Cg for all three gases as a function of p, showing
the degree of linearity. The measured values of Cg for all gases are a factor of ∼ 5
larger than the kinetic theory predictions (Reif, 2009). This may be due to the fact
that it takes a few collisions to establish equilibrium (Svitelskiy et al., 2009) or that
relaxation near a wall takes longer than that in bulk (Karabacak et al., 2007).
The data in Figure 4·1 can be fit quite accurately at all limits (Ekinci et al., 2008).
For a large plate resonator with Knl ≈ 0, the dissipation in a gas of viscosity µg and
density ρg can be found as (Yakhot and Colosqui, 2007)
1
Qg
=
Sr
mr
f(ω0τ)
√
µgρg
2ω0
. (4.2)
Here, Sr is the surface area and mr is the mass of the plate resonator, and f(x) is
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Figure 4·2: The Figure show pc vs. f0 for different quartz crystals in
(a) N2, (b) Ar, (c) He (Knl ≈ 0). The linear fit gives the empirical τ
as a function of p. (d) This collapse figure shows τ/Cg for He, N2, and
Ar as a function of p. Normalization by Cg accounts for the molecular
diameter and mass differences between gases. Dashed line is 1/p. Error
bars are not shown when smaller than symbols.
the scaling function (Yakhot and Colosqui, 2007)
f(x) =
1
(1 + x2)3/4
[
(1 + x) cos
(
tan−1 x
2
)
−(1− x) sin
(
tan−1 x
2
)]
. (4.3)
The fit in Figure 4·1 was obtained using the empirical relation τ = 610×10−9[s·Torr]
p
and
experimental parameters.
Now, we turn to the opposite limit of Knl & 0.1 and ω0τ → 0. Figure 4·3
shows the pressure-dependent dissipation of a low-frequency microcantilever of linear
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dimensions lx×ly×lz ≈ 32×350×1 µm3 (inset of Figure 4·3) and frequency f0 = 18.8
kHz. We define Knl =
λ
lx
(Martin et al., 2008; Seo et al., 2012; Mertens et al., 2003).
The transition takes place around pc ≈ 1.2 Torr, where Knl ≈ 1 and ω0τ ≈ 0.06.
The features observable in Figure 4·3 are very similar to those in Figure 4·1: two
asymptotes with a well-defined pc. It is clear from an inspection of the ranges of Wi
and Knl that the transition cannot be tied to frequency (Wi) but must be due to the
length scale (Knl). In other words, the transition from viscous flow (Knl  1) to
molecular flow (Knl  1) takes place around K˜nl = λclx ≈ 1. We re-emphasize that,
while the data trace in Figure 4·3 looks similar to that in Figure 4·1, the transitions
observed in the two are due to different physical mechanisms.
In Figure 4·4, we plot the consistently-found pc in N2 for different sets of devices.
Here, the relevant linear dimension lx is kept constant for each set, but the frequency is
varied: diamond nanocantilevers (Kara et al., 2015) with lx ≈ 800 nm and 0.4 MHz ≤
f0 ≤ 40 MHz; silicon microcantilevers with lx ≈ 32 µm and 14 kHz ≤ f0 ≤ 2.4 MHz;
and quartz crystals with lx ∼ 5 mm and 5 MHz ≤ f0 ≤ 75 MHz. Surprisingly,
the linear trend between pc and f0 holds only for high frequencies, with a saturation
at low frequencies. The saturation value of pc is determined by the condition that
λ ∼ lx (dotted horizontal lines). The oscillation frequency (and Wi) becomes the
relevant scaling parameter, but only above a certain frequency. At low frequency,
the length scale (Knl) emerges as the scaling parameter. Thus, the physics must be
determined by an interplay between the relevant length scale of the body and its
oscillation frequency.
To gain more insight into the transition, we scrutinize K˜nl =
λc
lx
and W˜i = ω0τc
for each device at its pc. Figure 4·5 shows K˜nl and W˜i plotted in the xy-plane. If
K˜nl is small, W˜i ≈ 1 and becomes the dominant scaling parameter — and vice versa.
The dashed line in Figure 4·5 is W˜i + K˜nl = 1. Thus, the dissipation is not only a
function of both Wi and Knl, but the function depends on Wi + Knl.
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Figure 4·3: Gas dissipation vs. pressure for a microcantilever with
lx × ly × lz ≈ 32 × 350 × 1 µm3 (inset) and f0 = 18.8 kHz in N2. The
solid line is a fit to Equation (4.8); the dotted (blue) line is a fit to the
viscous cylinder solution; pc ≈ 1.2 Torr.
We justify the Wi + Knl scaling more rigorously by inspecting the stress tensor
σij obtained from the Chapman-Enskog expansion of the Boltzmann equation in the
relaxation time approximation. To second order of smallness, the expansion is (Chen
et al., 2004)
σij ≈ σ(1)ij + σ(2)ij = 2ρgθ
[
τSij − τ (∂t + u · ∇) (τSij)
+ 2τ 2
(
SikSkj − δij
3
SklSkl
)
− 2τ 2 (SikΩkj + SjkΩki)
]
. (4.4)
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As usual,
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(4.5)
and
Ωij =
1
2
(
∂ui
∂xj
− ∂uj
∂xi
)
(4.6)
are the rate-of-strain and the vorticity tensors, respectively, with i, j = x, y, z; and
θ = kBT
mg
. The second line of Equation (4.4) is the second rank tensor ξ
(2)
ij of order
(τS)2, where S represents the rate-of-strain tensor. In Equation (4.4), one notices two
dimensionless groups: τ d
dt
= τ (∂t + u · ∇), which is the total time derivative; and τS.
These two dimensionless groups reflect the Galilean invariance of the problem. This
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Figure 4·5: W˜i and K˜nl (at pc) in He, N2, and Ar for all devices.
Dashed line is W˜i + K˜nl = 1.
means that Chapman-Enskog expansion of kinetic equations must be in powers of
these parameters only, and the powers of “bare” ∂
∂t
are forbidden in a flow in an
arbitrary geometry. In general, due to Galilean invariance, one can formally write the
stress tensor up to all orders as
σij = 2ρgθ
[
τSij +
∞∑
n=2
{
αn−1(−τ)n−1(∂t + u · ∇)n−1(τSij) + ξ(n)ij
}]
. (4.7)
Here, αn−1 are constants, and the tensors ξ
(n)
ij ∼ (τS)n are not necessarily zero.
Depending on the flow problem, the expansion may contain other terms, such as
mixed powers of time and space derivatives, but omitted here for clarity.
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A closed form formula can be found for the dissipation of a finite-sized body
oscillating in a fluid, if the deviation from the infinite plate solution is assumed small.
In the infinite plate problem introduced above, all tensors ξ
(2)
ij of order ∼ (τS)2 are
zero: τ 2 ∂ui
∂xk
∂uk
∂xj
= 0 (i 6= j), because the only non-zero spatial derivative is ∂zux. In
fact, all such second rank tensors ξ
(n)
ij of order ∼ (τS)n vanish (Yakhot and Colosqui,
2007). Furthermore, because of symmetry, the total time derivative, ∂t + u · ∇,
simplifies to ∂t, resulting in the solution in Equation (4.2) (Yakhot and Colosqui,
2007) that depends only on ω0τ . However, the situation is different for a finite-sized
body. Taking αk = 1, following the infinite plate solution of Yakhot and Colosqui
(Yakhot and Colosqui, 2007) and neglecting all ξ
(n)
ij in Equation (4.7), we arrive at
a formula analogous to Equation (4.2). In this new formula, ω0τ in the infinite plate
solution in Equation (4.2) is to be replaced with ω0τ + MaKnl. In classical fluid
dynamics, Knl typically appears with Ma — as in ω0τ + MaKnl. The length scale l
in Knl is not a precisely-defined quantity, and one can easily subsume the (constant)
Mach number into the definition of the Knudsen number, leading to Wi + Knl. After
all these steps, we obtain
1
Qg
≈ Sr
mr
f(ω0τ +
λ
lx
)
√
µgρgτ
2(ω0τ +
λ
lx
)
(4.8)
with f being the scaling function and was shown in Equation 4.3 for a finite-sized
body. In the following chapter we use this theory to fit to the experimental data of
the resonators, but before in here we would like to compare two datasets in order
to show the strength of the theory. The data in Figure 4·6a and 4·6b are examples
of the low and high frequency limits, respectively. Here, different-sized but similar-
frequency resonators are compared. In Figure 4·6a the diamond nanocantilever is
dominated by Kn number, and as a result the transition pressure is observed at a
different values than the micro cantilever. In Figure 4·6b, both resonators operate at
high frequencies and they enter the transitional flow regime almost at same pressure,
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Figure 4·6: (a) Dissipation vs. p for two cantilevers with different
length scales but similar frequencies (lx = 800 nm, f0 ≈ 894 kHz;
and lx = 32 µm, f0 ≈ 924 kHz) in N2. Transitions are determined
by Knl ≈ 1 at the respective pressures of pc ≈ 56 Torr and 3.6 Torr.
(b) Similar data for a nanocantilever (lx ≈ 800 nm, f0 ≈ 28.6 MHz)
and a macroscopic quartz crystal (lx ∼ 5 mm, f0 ≈ 32.7 MHz (Ekinci
et al., 2008)); the transitions take place around 190 Torr and 150 Torr,
respectively.
meaning that the system is dominated by Wi number. The theory fits well for all
cases by estimating the transition pressure accurately as well. In summary, it is
due to Galilean invariance that Equation (4.8) follows. We emphasize that Equation
(4.8) is valid in both the asymptotic ranges and the intermediate range. Furthermore,
Galilean invariance results in the simple sum Wi + Knl becoming the correct scaling
parameter instead of a more involved combination of Wi and Knl.
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4.5 Fitting Experimental Data to Theory
4.5.1 Kinetic Theory
Kinetic theory is used to predict the mean free path λ of the gases. We use λ ≈
kBT√
2pidg
2p
, where kBT is thermal energy, dg is the diameter of a gas molecule, and p is
the pressure. In the calculations, the molecular diameters for He, N2 and Ar are taken
as 220, 375, and 364 pm, respectively (O’Hanlon, 2005). Similarly, the relaxation time
τ can be estimated from kinetic theory as τ ≈ λ
v¯th
where v¯th =
√
8kBT
pimg
with mg being
the mass of a gas molecule. Using the expression for λ, the relaxation time can be
written as a function of pressure as τ = Cg
p
, where Cg =
√
mgkBT
4
√
pidg
2 is a gas dependent
constant. With the molecular diameters above, kinetic theory yields CHe = 113×10−9,
CN2 = 103 × 10−9, and CAr = 131 × 10−9, all in units of s·Torr. The respective
empirical values (found as described in the main text) are: CHe = 560 ± 70 × 10−9,
CN2 = 610± 30× 10−9, and CAr = 750± 80× 10−9, all in units of s·Torr.
4.5.2 Plate Theory
After we measure the fluidic dissipation for each resonator, we fit the data to our
theory using Equation 4.8. For cantilevers, we calculated Sr, and mr from their
linear dimensions. For silicon microcantilevers, which have rectangular cross-sections,
Sr ≈ 2lx(ly + lz) and mr ≈ ρrlxlylz, where ρr is the density of the solid (see the
illustration in the inset of Figure 4·3 for the linear dimensions). Singe-crystal diamond
nanocantilevers have triangular cross-sections (Kara et al., 2015), and Sr ≈ lxly +
2ly
√
l2x
4
+ l2z and mr ≈ ρr lxlylz2 . It is not straightforward to calculate Sr and mr for
quartz crystals. For some quartz crystal resonators, we deposited a known thickness
of gold film on the crystal and measured the resonance frequency shift. Then, using
the Sauerbrey formula (Vogt et al., 2004), we estimated Sr/mr from the gold thickness
and frequency shift (Ekinci et al., 2008). It must also be noted that the thickness of
some of these crystals were not uniform, increasing the errors in the estimates. In
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order to obtain better fits, we multiplied the theory in Equation (4.8) with a constant
of order one. Where available, these fitting constants Qp are shown on the plot. The
value of ω0τ +
λ
lx
is computed using τ = Cg/p and λ ≈ 0.23 kBTdg2p of the gas, and lx
and ω0 of the resonator. Finally, the dissipation is found from Equation (4.8) at each
pressure using tabulated µg and ρg, and our empirical τ . To make the fits better, the
theoretical prediction is multiplied by an O(1) constant Qp .
4.5.3 Cylinder Theory
At the viscous limit Wi + Knl  1, the cantilever data deviate from the plate solution
and converge to a cylinder solution. Here, geometry becomes important. For slender
structures, a cylinder approximation is typically used in this limit. For a long cylinder
oscillating in a fluid, the dissipation is given as (Sader et al., 1999; Paul et al., 2013)
1
Qg
=
ΓI(Reω)
1
T0
+ ΓR(Reω)
(4.9)
where ΓI(Re), and ΓR(Re) are respectively the imaginary and the real parts of the
hydrodynamic function,
Γ(Reω) = ΓR(Reω) + iΓI(Reω) (4.10)
and Γ(Reω),
Γ(Reω) = 1 +
4iK1(−i
√
iReω)√
iReK0
(−i√iReω) (4.11)
The complex hydrodynamic function only depends upon the (oscillatory) Reynolds
number,
Reω =
ρgω0lx
2
4µg
(4.12)
The constant T0 compares the mass of the fluid to that of the solid,
T0 =
mf
mc
=
pi
4
ly
lz
ρf
ρc
(4.13)
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Figure 4·7: Collapse plot for all the data in different gases. The thick
solid line shows the function f in Equation (4.3). The inset shows the
parameters of the cylinder model.
with ρr being the density of the solid. For the gas experiments here, 1/T0 & 1000
ΓR, and thus
1
QgT0
≈ ΓI(Reω). The functions K1 and K0 in Equation (4.11) are
modified Bessel functions of the third kind (Sader et al., 1999).
In the figures below, the dark cyan solid curve shows the cylinder fits to experi-
mental data in the Newtonian regime obtained using the above expressions. As in the
plate case, we multiplied the theory with a constant of order one in order to improve
the fits. These constants Qc are also indicated on the plots.
4.6 Collapse
We collapsed all the experimental data in Figure 4·7 in the main text. To col-
lapse a 1/Qg vs. p data set, we divided each data point in the set by the factor
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imaginary part of the complex hydrodynamic function for a cylinder.
Sr
mr
√
µgρgτ
2(ω0τ+ λlx )
Qp. The pressure-dependent quantities in this factor were properly
evaluated. Once divided, each data point was plotted against its ω0τ +
λ
lx
obtained
for the same pressure. We repeated this procedure for all the data sets.The thick
solid line shows f(Wi + Knl). We re-emphasize that there are no free parameters
other than the fitting factors Qp with mean Q¯p ≈ 2.6± 0.5.
A similar procedure was used for the cylinder fits as described in the main text. In
this case, each 1/Qg data point was divided by the pressure-dependent factor T0Qc.
The divided data point was plotted against the Reω value that was evaluated at
the same pressure. The Figure 4·8 shows data from representative cantilevers with
different length scales and frequencies plotted against Reω; the dashed line shows
ΓI(Reω). (In each case, a fitting constant Qc with mean Q¯c ≈ 0.9 ± 0.2 is used
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for better agreement.) The data converge to the cylinder solution, ΓI(Reω), in the
viscous regime.
4.7 Conclusions
The proposed scaling parameter, Wi + Knl, is a generalized Knudsen number for time-
dependent isothermal flows. The expansion in Equation (4.7) suggests that Galilean
invariance is responsible for the form of this Knudsen number. This Knudsen number
may be of relevance to other flows that have strong time dependence and rarefaction.
Because an expansion comparable to that in Equation (4.7) has been shown to be
applicable to the statistical theory of turbulence (Chen et al., 2004), it may not be far
fetched to expect similar scaling in turbulent flows. Furthermore, in the next order
in the Chapman-Enskog expansion, thermal (energy) gradients are generated along
with velocity derivatives. Large thermal gradients may lead to a similar breakdown
of Newtonian heat transfer (diffusion approximation) with various interesting effects
in close proximity to solid surfaces (Zhu and Ye, 2010; Chen, 2005).
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in N2. The red line is the plate solution; the blue line is the cylinder
solution. The dashed black vertical line shows the transition pressure
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51
D
is
si
pa
tio
n 
1/
Q
g
Pressure (Torr)
10-2 10-1 100 101 102 103
10-5
10-4
10-3
10-2
 f0 = 103 kHz
 Cylinder - 0.7
 Plate - 2.7
10-2 10-1 100 101 102 103
10-5
10-4
10-3
10-2
 f0 = 143 kHz
 Cylinder - 0.8
 Plate - 2.5
10-4 10-3 10-2 10-1 100 101 102 103
10-7
10-6
10-5
10-4
10-3
10-2
 f0 = 221 kHz
 Cylinder - 1
 Plate - 3.4
10-2 10-1 100 101 102 103
10-5
10-4
10-3
10-2
 f0 = 638 kHz
 Cylinder - 0.7
 Plate - 2.5
10-2 10-1 100 101 102
10-6
10-5
10-4
10-3
 f0 = 924 kHz
 Cylinder - 0.73
 Plate - 2.7
10-2 10-1 100 101 102 103
10-6
10-5
10-4
10-3
 f0 = 1.36 MHz
 Cylinder - 1.1
 Plate - 3.4
Figure 4·10: Dissipation of microcantilevers as a function of pressure
in N2. The red line is the plate solution; the blue line is the cylinder
solution. The dashed black vertical line shows the transition pressure
pc
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Figure 4·11: Dissipation of microcantilevers as a function of pressure
in N2. The red line is the plate solution; the blue line is the cylinder
solution. The dashed black vertical line shows the transition pressure
pc
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Figure 4·12: Dissipation of single-crystal diamond nanocantilevers in
N2. The red line is the plate solution; the blue line is the cylinder
solution. The dashed black vertical line shows the transition pressure
pc
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Figure 4·13: Dissipation of single-crystal diamond nanocantilevers in
N2. The red line is the plate solution; the blue line is the cylinder
solution. The dashed black vertical line shows the transition pressure
pc
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Figure 4·14: Dissipation of quartz crystal resonators as a function of
pressure in N2. The 14.3 MHz and the 32.7 MHz data were published
in (Ekinci et al., 2008). The red line is the plate solution. The dashed
black vertical line shows the transition pressure pc. Some data are left
in arbitrary units; here, the fits were multiplied by arbitrary constants.
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Figure 4·15: Dissipation of microcantilevers as a function of pressure
in Ar. The red line is the plate solution; the blue line is the cylinder
solution. The dashed black vertical line shows the transition pressure
pc.
57
D
is
si
pa
tio
n 
1/
Q
g
Pressure (Torr)
10-4 10-3 10-2 10-1 100 101 102
10-7
10-6
10-5
10-4
10-3
10-2
 f0 = 143 kHz
 Cylinder - 1.3
 Plate - 3.8
10-5 10-4 10-3 10-2 10-1 100 101 102
10-7
10-6
10-5
10-4
10-3
10-2
 f0 = 216 kHz
 Cylinder - 0.75
 Plate - 2.3
10-4 10-3 10-2 10-1 100 101 102 103
10-7
10-6
10-5
10-4
10-3
 f0 = 638 kHz
 Cylinder - 0.45
 Plate - 1.7
10-1 100 101 102 103
10-5
10-4
10-3
 f0 = 1.31 MHz
 Cylinder - 0.85
 Plate - 3
10-1 100 101 102 103
10-6
10-5
10-4
10-3
 f0 = 1.76 MHz
 Cylinder - 1.1
 Plate - 3.1
10-1 100 101 102 103
10-6
10-5
10-4
10-3
 f0 = 5.78 MHz
 Cylinder - 1.6
 Plate - 3.3
Figure 4·16: Dissipation of microcantilevers as a function of pressure
in Ar. The red line is the plate solution; the blue line is the cylinder
solution. The dashed black vertical line shows the transition pressure
pc.
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Figure 4·17: Dissipation of single-crystal diamond nanocantilevers in
Ar. The red line is the plate solution; the blue line is the cylinder
solution. The dashed black vertical line shows the transition pressure
pc.
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Figure 4·18: Dissipation of quartz crystal resonators as a function of
pressure in Ar. The red line is the plate solution. The dashed black
vertical line shows the transition pressure pc. Some data are left in
arbitrary units; here, the fits were multiplied by arbitrary constants.
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Figure 4·19: Dissipation of microcantilevers as a function of pressure
in He. The red line is the plate solution; the blue line is the cylinder
solution. The dashed black vertical line shows the transition pressure
pc.
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Figure 4·20: Dissipation of microcantilevers as a function of pressure
in He. The red line is the plate solution; the blue line is the cylinder
solution. The dashed black vertical line shows the transition pressure
pc.
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Figure 4·21: Dissipation of microcantilevers as a function of pressure
in He. The red line is the plate solution; the blue line is the cylinder
solution. The dashed black vertical line shows the transition pressure
pc.
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Figure 4·22: Dissipation of single-crystal diamond nanocantilevers in
He. The red line is the plate solution; the blue line is the cylinder
solution. The dashed black vertical line shows the transition pressure
pc.
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Figure 4·23: Dissipation of quartz crystal resonators as a function of
pressure in He. The dashed black line shows the transition pressure.
The data are left in arbitrary units; here, the fits were multiplied by
arbitrary constants..
Chapter 5
Estimation of Momentum
Accommodation Coefficients
5.1 Background
No-slip boundary conditions become a problem when the Knudsen number is large,
Kn = λL > 10, where Navier-Stokes equations breakdown. Here, at this limit, com-
monly accepted as “Molecular Flow Regime” (MFR), individual collisions between
gas molecules and the solid wall become dominant. The collision of gas molecules
with the solid wall has two extreme reflection models in MFR i.e.; diffusive and spec-
ular, which were originally proposed by Maxwell (Maxwell, 1879). In the specular
reflection model, the gas molecules collide with surface elastically without adsorption.
The Momentum Accommodation Coefficient (MAC) is zero in this model. On the
other hand, in the diffusive reflection model, the gas molecules are adsorbed by the
surface, and then re-emitted to the bulk in a random direction independently from
incidence angle where in this case the momentum accommodation is one.
There are significant amount of research papers can be found in literature that
are dedicated to measure the MACs of different gas molecules at different surfaces
in different Knudsen limits (Cao et al., 2009; Agrawal and Prabhu, 2008; Chew,
2009). Indeed, MAC is a function of many parameters such as; temperature, surface
roughness, lattice structure, bonding energy, etc. (Seo and Ducker, 2014b; Martin
et al., 2008), which make it difficult to be measured. However, the proposed MAC
values are mostly in the order of one.
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Here in this chapter we propose a new simple measurement technique in order
to estimate the MAC of different gas molecules. We will utilize gas dissipation ex-
perimental results, that were discussed in Chapter 3, and 4, to understand reflection
behavior of Ar, N2, and He gas atoms on diamond, silicon and silane coated silicon
surfaces. Instead of measuring the exact MAC values of gas atoms, we will calculate
their ratio and this will provide an idea about their reflection behaviors on different
solid surfaces. The properties of gas atoms are shown in Table 5.1. Argon and Nitro-
gen are relatively heavier and slower gas atoms compared to Helium, and therefore
their collision behavior are expected to differ from Helium.
Table 5.1: The properties of gas molecules that are used in this study.
Mg stands for molar mass, d stands for diameter of the gas molecules
(O’Hanlon, 2005), and v¯ stands for mean thermal speed, v¯ =
√
8kBT
pim
,
(Reif, 2009).
Mg d v¯
Gas (gr/mol) (pm) (m/s)
Ar 40 364 395
N2 28 375 472
He 4 220 1249
5.2 Experimental Results
Using kinetic theory, one can derive an approximate formula for the dissipation (Mar-
tin et al., 2008; Gombosi, 1994; Bullard et al., 2014) during the out-of-plane oscilla-
tions of a thin plate:
1
Qg
≈ m
1/2p
2piK()ρshf0(2kBT )1/2
(5.1)
Here, m is the mass of a gas molecule; ρs is the density of the plate; h and f0 are the
plate thickness and oscillation frequency, respectively; kB is the Boltzmann constant
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and T is the temperature. The function,
K() =
√
pi
4 + pi + (4− pi) (5.2)
depends upon the parameter , where
K() =

√
pi
4+pi
if  = 0, diffuse reflection
√
pi
8
if  = 1, specular reflection
(5.3)
(Bullard et al., 2014). K() changes by about 10 %, i.e., K(1)
K(0)
≈ 0.22
0.25
≈ 0.88, if all
the reflections are specular instead of diffusive. Because some reflections are specular
and others are diffusive, an average K value emerges for each surface (Honig et al.,
2010). In principle, Equation 5.1 allows for determining K for a given cantilever —
provided that all the quantities in the equation can be measured with high accuracy.
Here, we will not attempt to determine the absolute value of K for each gas.
Instead, however, we can obtain K ratios in different gases assuming Equation 5.1
applies. For a given resonator, the low-p region of the dissipation data in Ar, N2
and He are fit to lines, providing three different slopes for Ar, N2 and He. Figure
5·1 shows fitting three sets of diamond cantilever experimental data in MFR. The
slopes from this resonator are then used to form a ration. Because all the factors in
Equation 5.1 including h are divided out, this operation isolates the effect of the gas.
The experiment is then repeated for other resonators, and the K values from different
resonators are averaged. The results are shown in Table 5.2 for different cantilevers
that are single-crystal diamond, silicon and silane coated silicon cantilevers.
Our results in Table 5.2 suggest that He reflects more specularly than heavier
gases, Ar and N2; and that Ar and N2 behave similar to each other in all three
different surfaces. These facts are not unexpected and qualitatively agree with earlier
observations on other crystalline surfaces (Karniadakis et al., 2006). However, there
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Figure 5·1: Figure shows linear fitting to the dissipation data in MFR
using Equation 5.1 for three different gas molecules.
are some interesting results to be discussed in the table. It seems that He atoms
appear to reflect specularly from the diamond surface. In fact, any roughness on the
surface will tend to reduce the fraction of particles that are reflecting specularly (Seo
and Ducker, 2013; Seo and Ducker, 2014a; Sedmik et al., 2013), and our surfaces have
r.m.s. roughness . 10 nm, as discussed in Chapter 3. In order to modify Equation
5.1 to accurately incorporate the effect of roughness in K, the spatial distribution
(dominant wavelengths) of roughness ought to be taken into account, in addition to
its Root Mean Square (RMS) value. Experimentally, it is a current technical challenge
to measure the distribution of roughness on nanostructures such as ours. The silicon
microcantilevers, on the other hand, have smoother surface. The surface roughness of
silicon microcantilevers were measured by Atomic Force Microscope from the base of
the chip and RMS roughness is around ∼ 0.5 nm and that is very small compared to
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diamond cantilevers. This obviously affects the accommodation behavior of Helium
atoms where on this surface they are reflected more specularly compared to diamond
cantilevers. However, in this case, surprisingly, the K ratio stays inside the classical
limit within the error. From the classical theory, shown above in Equation 5.1, the
specular to diffuse ratio can be maximum ∼0.88. Finally we turned our attention
to our silane coated silicon microcantilevers. Silanization makes the surface more
hydrophobic resulting in more reduced adsorbed water on the surface. From Table
5.2, we see Helium is reflected specularly compared to Nitrogen and Argon as it was
observed for other materials. However, the reflection appears kind of more diffusive
compared to the unprocessed silicon microcantilevers. The difference between two
surfaces is the wettability. Interestingly, the Helium gas atoms are reflected from
relatively hydrophobic surface more diffusively compared to hydrophilic surfaces (see
Table 5.2.
Table 5.2: The ratio of momentum accommodation coefficients calcu-
lated by using Equation 5.1. Three different surfaces are compared.
Diamond nanocantilevers
KAr : KN2 : KHe
1 : 0.97± 0.01 : 0.92± 0.01
Silicon cantilevers
KAr : KN2 : KHe
1 : 1.04± 0.29 : 0.81± 0.17
Silane coated silicon cantilevers
KAr : KN2 : KHe
1 : 1.05± 0.07 : 0.92± 0.09
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5.3 Conclusions
In this chapter we proposed a new novel measurement method for the estimation of
MAC. First, to the best of our knowledge, this is the first report of the measurement
of the accommodation coefficient on single crystal diamond. Second, our experimental
results provide insight about the reflection behavior of gas molecules on rough/smooth
and hydrophobic/hydrophilic surfaces. We showed that in all cases Nitrogen gas
molecules behave very similar to Argon gas atoms. However, the scenario changes
with the Helium gas atoms. In all three surfaces we saw that Helium appear to reflect
more specularly compared to Nitrogen and Argon. The reflection behavior of Helium
also changes depending on the roughness and wettability of the surface. Due to its
small size, and high energy, Helium reflection from surfaces still remains unclear.
The reported MAC values for Helium change between 0.25 and 1, depending on the
measurement type and the surface properties (Veijola et al., 1998; Cao et al., 2009).
Finally we think our MAC measurement approach could be improved to obtain the
absolute value of the accommodation coefficient: dissipation on a properly cooled
resonator, on which gas molecules are likely to stick, and that on a room temperature
resonator can be compared — in a way similar to what we did for different gases.
Chapter 6
Nanoscale Motion of E.coli in
Microchannels
6.1 Background and Motivation
Antibiotic resistant bacteria is a global public health problem (Levy and Marshall,
2004; Furuya and Lowy, 2006; Zowawi et al., 2015). Overdosing, long term use of
single antibiotics, or prescribing broad spectrum antibiotics causes the problem to
grow and spread (Levy and Marshall, 2004; Meredith et al., 2015). It is reported,
for instance, in South Asia and China that 60 - 70% of the E.coli have resistance
to the fluoroquinolones (Levy and Marshall, 2004; Wang et al., 2001), synthetic an-
timicrobial compounds that inhibit DNA synthesis of bacterium (Kohanski et al.,
2010). One way to prevent bacteria from gaining resistance is to treat the patients
with the correct and controlled dosage of antibiotics (Levy and Marshall, 2004). Pre-
venting antibiotic resistance by targeting specific susceptibility is optimal, but many
standard-of-care practices encourage treatment with broad spectrum antibiotics in
order to rapidly treat the suspected infection. Unfortunately, however, conventional
Antibiotic Susceptibility Tests (ASTs) require microbiological culturing which may
take between 24 and 72 hours (Pulido et al., 2013). Broad spectrum antibiotics exac-
erbates the problem by selecting resistant bacteria while killing susceptibility strains.
An affordable, rapid AST is urgently needed at this point to overcome wrong and
excessive usage of antibiotics.
Various rapid methods have been developed as an alternative for conventional
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ASTs and can be categorized as either genotypic or phenotypic tests. In the former,
the Polymerase Chain Reaction (PCR) technique is commonly used, and it is based
on sequence-specific amplification of nucleic acids. The test can identify specific resis-
tance genes and this may appear advantageous. The fast evolution of bacteria strains
(Baym et al., 2016), however, prevent genotypic tests from identifying new resistant
mutations. The phenotypic test methods, on the other hand, are based mostly on
the growth of bacteria in either microfluidic channels (Matsumoto et al., 2016; Chen
et al., 2010; Choi et al., 2013; Choi et al., 2014) or single droplets (Kang et al., 2014;
Liu et al., 2016; Boedicker et al., 2008). Others have proposed different methods, such
as looking at the diffusion of bacteria adhered to micro-beads (Chung et al., 2016), or
the frequency change of rotating magnetic beads with adherent bacteria (Kinnunen
et al., 2012; Sinn et al., 2011). However, even though the methods seem promising,
they are not universally applicable since they still require culturing, incubation, or
surface functionalization, as well as optical imaging tools.
Recently our group (Lissandrello et al., 2014) and others (Longo et al., 2013; Kasas
et al., 2015) used microcantilevers to detect cell motion as a measure of viability. In
this approach, bacteria are immobilized on a functionalized microcantilever surface,
and the oscillations of the microcantilever are measured and compared in a buffer and
in antibiotic containing buffer by using optical beam deflection. The sensitivity of
this method is limited by the stiffness of the cantilever, which is usually on the order
of O(10−2) (N/m), and viscous damping in the fluid environment. These two main
drawbacks require hundreds of bacterium to be adherent on to the surface to provide
sufficient detectable amplitude oscillations. Suspended microchannel resonators are
proposed by some research groups as an alternative probe (Etayash et al., 2016; Burg
and Manalis, 2003; Cermak et al., 2016). Here, instead of immersing the resonators in
liquid, microchannels are fabricated on the cantilevers and the cells are adhered to the
surface functionalized microchannel walls by fluid flow. The whole system behaves as
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a rigid body and this eliminates the viscous damping problem. These microcantilever
methods, like the others above, may seem promising as well, but they still require
surface treatment, optical measurement tools, and sophisticated fabrication methods
(for the suspended microchannel resonators), which can be costly and take a long
time.
Here in this study, we are proposing a new approach for rapid AST. Our ex-
perimental logic is based on detection of motile bacteria that swim freely through
microchannels. We fabricate a microfluidic chip that has comparable microchannel
dimensions with bacteria. We fill the chip with a physiologic ionic solution, such as
Phosphate Buffer Silane (PBS) for instance, and create a current source through the
channel. Any active motion through the microchannel, swimming bacteria for exam-
ple, cause a perturbation in the resistance of the channel, and this results in voltage
fluctuations across the channel. We sensitively measure these voltage fluctuations
which result from actively swimming bacteria. We look at those fluctuations under
different amount of antibiotics that are added to the buffer. Our whole experiment
takes around 1.5 hours which is extremely short compared to other proposed ASTs.
The novelty of our proposed AST method is that it does not require growing, cul-
turing, florescent labeling, or any other surface functionalization. In this study we
use Escherichia coli (ATCCr 25922TM), as active swimmers, which cause 80 % of
Urinary Tract Infections (Abraham and Miao, 2015), and are often clinically Multi
Drug Resistant (MDR) (Flores-Mireles et al., 2015; Zowawi et al., 2015).
6.2 Materials and Methods
In this section we will start by explaining the fabrication process of the microfluidic
chip. The final design of the chip bonded on a glass slide, is shown in Figure 6·1j.
The microfluidic chip consists of four reservoirs. Two reservoirs on each side are
connected to each other with macrochannels. In between the two macrochannels,
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there is the microchannel. A detailed schematic figure and optical image is also shown
in Figure 6·4. In this section, first we will explain the master fabrication, then PDMS
curing and bonding process. Secondly we will explain our bacteria culturing, and the
density measurements. Finally in the last section we will explain our measurement
and imaging tools.
6.2.1 Fabrication of Master
Our microfluidic chip production process starts with the master (or mold) fabrica-
tion. The master was prepared by a two-step conventional photolithography. Briefly,
a 3 inch Silicon wafer (see Figure 6·1a) was first subjected to Piranha solution
(H2SO4:H2O2 – 3:1) for around 20 minutes to clean the surface. Then the silicon
wafer was baked on a hot plate for 5 minutes at 200◦C to dehydrate the surface. SU-
8 2 was applied to the silicon wafer by spin coating at 2000 rpm for 30 seconds (see
Figure 6·1b, the red on top depicts the SU-8 2). This resulted in a 2 µm thickness
in the first step. Then soft-bake was applied for 1 min at 100◦C in a leveled oven. A
low reflective chrome mask was used to expose the wafer using a mask aligner (Karl
Suss MA6) in soft-contact mode (see Figure 6·1c, the brown plate on top depicts the
chrome mask). The wafer was exposed to UV light for 4 seconds at 275 W power.
Then a two-step post - exposure bake was applied for 1 minute at 65◦C and for an-
other minute at 95◦C. Finally the photoresist was developed with MicroChem SU-8
developer for 25 seconds. Pressurized gas was used to dry the solvent from the surface.
This process completed the first step of the master fabrication with microchannel on
it and Figure 6·1d illustrates this completed step where we see the microchannels on
the silicon wafer. Then the wafer was again spin coated by SU-8 50 at 1000 rpm for
60 seconds (see Figure 6·1e, the green represents SU-8 50). This procedure fabricates
macrochannels of about 100 µm thickness. The wafer was then soft-baked at 100◦C
in a hot - leveled oven for 30 minutes. Next, the wafer was put into the mask aligner
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(c) (d)
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Figure 6·1: Figure shows the fabrication steps of the microfluidic
chip. Schematically (a)-(g) summarize the master fabrication, and (h)-
(j) summarize the PDMS curing and bonding process.
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(Karl Suss MA6), and the chamber mask (Low Reflective Chrome) was aligned with
custom marks on the wafer (see Figure 6·1f, the brown plate depicts the chrome
mask). The wafer was exposed to the UV light for 80 seconds at 275 W. Two step
post exposure bake was applied at 65◦C for minute and at 95◦C for five minutes. The
wafer was then developed by MicroChem’s SU-8 Developer for 10 minutes and rinsed
with fresh developer for two times. Finally, with this last step the master is obtained
with the desired microfluidic system on it and Figure 6·1g schematically shows the
fabricated master.
6.2.2 Fabrication of PDMS Devices
The final microfluidic chips were obtained by curing Polydimethylsiloxane (PDMS)
on the fabricated master. PDMS prepolymer (Dow Corning Sylgard 184) was mixed
thoroughly with catalyst at a 10 : 1 ratio by weight in a disposable container for
about 5 minutes. Then the mixture was put into a vacuum desiccator to remove the
bubbles for around 30 minutes. The master is put into a handmade, aluminum foil
dish and then the bubble free PDMS mixture was slowly poured over the master.
Figure 6·1h schematically illsutrates the poured PDMS (the transparent light blueish
cover) on the master. Any remaining bubbles were either popped or moved away from
the structures by a sharp object. Finally the aluminum dish was put in a leveled oven
for 1 hour at 90◦C. The foil dish is peeled gently away from the hardened PDMS.
Next, the structure is peeled carefully from the master in order to prevent damage to
the small structures. Using a razor, PDMS is cut into individual chips with unique
structures on each (see Figure 6·1i), and then reservoir holes were punched by a
sharpened stainless steel hole-punch. The PDMS chips were cleaned by pressurized
air and an adhesive tape was used to remove any remaining dust or debris on the
surface. Finally, PDMS chip was put into plasma asher for 1 minute to activate the
surface and then it was bonded to a clean glass slide. Figure 6·1j shows the prepared
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chip.
6.2.3 Materials
Lyophilized bacterial pellets of Escherichia coli (ATCCr 25922TM) were purchased
from ATCC. Tryptic Soy Broth (TSB) and Tryptic Soy Agar (TSA) were bought
from Sigma Aldrich. High purified glycerol was purchased from MP Biomedicals.
1X Phosphate Buffer Silane (PBS) (w/o Ca++, Mg++) was purchased from Lonza
Walkersville Inc. Nalidixic Acid Soldium Salt, Ciprofloxacin Hydrocloride, Imipenem
monohydrate, 95% were purchased from Alfa Aesar, and Ampicillin Sodium Salt,
Kanamycin Sulfate was purchased from Affymetrix.
6.2.4 Preparation and Growth of Bacteria
The lyophilized bacteria were mixed with 1 ml of TSB solution and then were aspi-
rated from the vial and were mixed with 5 ml of TSB solution in a centrifuge tube.
The tube was put into the incubator shaker at 30◦C and 120 rpm for around 24 hours.
A droplet was taken and used to culture bacteria on TSA plates. After 24 hours, the
turbid bacterial solution was centrifuged for 7 minutes at 2500 g to separate a pel-
let of bacteria from the solution. The bacterial pellet was then re-suspended in a
mixture of 2.5 ml TSB, 2 ml PBS and 0.5 ml highly purified glycerol. This final
bacterial solution was collected in small aliquots of 150 µL and frozen at −80◦C. For
experiments, an aliquot from the −80◦C freezer was thawed and used to inoculate 6
ml volume of TSB medium. This tube was allowed to grow in the shaker at 37◦C
and 120 rpm overnight. A new sample was taken from this tube (around 20 hours
later) and used to inoculate a fresh 6 ml of TSB. The density of the culture was
measured by a spectrophotometer (Eppendorf BioPhotometer). Here in this method
the optical density of the sample is measured at 600 nm wavelength. In order to do
this first a plain media (TSB broth in this case) is measured as a background, then
the bacteria spiked broth is measured. The difference in the absorbency reflects the
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Figure 6·2: (a) Figure shows the cell growth measurement by OD600 in
time. We can see the log phase clearly from the graph. (b) This figure
shows the OD600 measurements and its corresponding cell counts.
bacteria count. In our experiments the culture was washed two times by PBS when
the Optical Density (OD600) was between 0.5-0.8.
6.2.5 Calibration of Optical Density Readings
In order to measure the density of bacterial solution, we calibrated the OD600 readings
by following a classic serial dilution method on TSA plates. Figure 6·2a shows the
OD600 readings in time and 6·2b shows the corresponding bacterial concentrations.
Most of the experiments are completed by diluting bacterial solutions when their
densities are between 0.5-0.7 OD600, which corresponds to a 1.5 – 3 × 108 CFU/ml
bacterial density (see Figure 6·2b) and linear growth rates.
6.2.6 Antimicrobial Preparations
For each antibiotic stock solutions were prepared in accordance with the supplier’s
recommendations. The stock solutions were kept at −20◦C and, when needed, were
thawed at room temperature and then diluted to the desired concentrations.
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6.2.7 Image collection and Signal Processing
All the bacteria experiments were conducted at room temperature. An inverted mi-
croscope (Olympus IX 81) with a 40X Olympus objective (numerical aperture 0.6)
was used to track the movements and fluctuations of bacteria inside the microchan-
nels. Video images were obtained by a high speed camera (Hamamatsu Orca-Flash4
C11440). The images were analyzed by Olyvia or ImageJ.
For electrical measurements, 1X PBS and dog urine were used as physiologic ionic
solutions. Ag/AgCl electrodes were used in the channels for generating ionic current.
A lockin amplifier (Stanford Research SR830) was used to drive current through the
channels and measure the impedance fluctuations. Data Acquisition Board (DAQ NI
6221 USB BNC) and Labview software were used to collect the voltage amplitudes
from the lock-in amplifier. The results were analyzed with MATLAB and OriginPro.
6.3 Measurement of Fluctuations in Microchannels
6.3.1 Four-Probe Measurement Technique
We used a four-wire measurement technique in this study to track the voltage fluctu-
ations across the microchannel. This technique eliminates the charge transfer effects
at the electrode-electrolyte interface and this provides high dynamic range as com-
pared to two-wire measurement technique. Figure 6·3 shows the schematic diagram
of measurement setup. Here, we used a pair of Ag/AgCl electrodes to run a constant
AC current through the microchannel with the lock-in amplifier, and measured the
voltage fluctuations with another pair of electrodes and the lock-in as well. Using
a 100 MΩ reference resistor, which is several orders of magnitude larger than the
resistance of the channel (∼ 2 MΩ), we created a current source in the system (blue
square shows the Norton equivalent in Figure 6·3). In all experiments in this study,
we applied 1 V drive voltage which resulted approximately 10 nA current to flow.
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Figure 6·3: (a) Schematic diagram of four-probe measurement sys-
tem. Blue, green, and orange squares denote Norton equivalent cur-
rent source, microchannel impedance, and the amplifier from left to
right. (b) Figure denotes for the green and orange rectangular area
in (a). Figure shows the amplifier noise model and the signal source
(Motchenbacher and Connelly, 1993).
We would like to emphasize at this point that this low current flow prevented any
dielectropheric force effect on the random motion of bacteria. The impedance of
microchannel can be modeled as a RC filter and the impedance is;
Zc(ω) =
Rc
1 + ˆωRcCc
(6.1)
Here Rc and Cc are the resistance, and the capacitance of the channel, and ω is the
frequency of the current in the system. In our study, we created our current source at
10 Hz frequency to avoid any capacitive load in the channel. At low frequencies the
input noise voltage of the lock-in amplifier is dominated by 1/f noise, so this makes
it hard to drive current lower than 10 Hz frequency in the system. On the other
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Figure 6·4: (a) The microfludic chip and its integration with electrial
measurement equipment is demonstrated schematically. (b) An optical
image of a microchannel is shown. The dimensions of the channels are
L× w × h = 200× 4.3× 2µm3
hand, high frequency AC current, the system impedance decreases because of the
capacitance load in the system (R(Z2c ) ∝ 11+ω2R2cC2c ). Figure 6·3b shows the amplifier
noise model. Here, Rc, Ec, Vc are the resistance, thermal noise, and the voltage source
from the microchannel. En and In are the amplifier noise in the system. En is in series
with the input port, and is a voltage generator with zero impedance, and the latter,
In, is in parallel with the input port and is a current source with infinite impedance.
The signal voltage, Vc and the Input noise voltage, Ei, reaches the impedance in the
circuit, Zi and are amplified by amplifier gain, Av. So we see that both the input noise
and the voltage source, indeed, are multiplied by the gain of the amplifier. Therefore,
in the amplifier, the Signal to Noise Ratio is an important parameter, that the voltage
source should be bigger than the input noise of the amplifier, SNR = Vc
Ei
≥ 1. The
lock-in amplifier we used in our experiments (SR 830) has around ∼ 100 nV/√Hz
input noise voltage at around 10 Hz.
6.3.2 Microfluidic Chip and Setup
Figure 6·4a shows our measurement scheme on the chip. The figure illustrates a
bonded PDMS chip on a glass slide. The four-wire probes, Ag/AgCl electrodes,
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were immersed into the reservoirs to drive current and measure voltage fluctuations.
The reservoirs were punched by a 6 mm stainless steel PDMS hole punch. The
macrochannels have around 1 mm width and 100 µm depth. In between, we have
the microchannel that connects the reservoirs. We used different sized microchannels
in this study which had 1 to 8 µm width, 2 µm height and 40-200 µm in length.
Figure 6·4b shows an optical image of macro and microchannels. From Ohm’s law,
the voltage across the channels can be written as
V = V0 + ∆V = I(Rc + ∆Rc) (6.2)
Here V0 is the mean voltage, and ∆V is the voltage fluctuations. It is obvious from
Equation 6.2 that the voltage fluctuations, ∆V , originates from the resistance fluctu-
ations, ∆Rc, of the channel. We can write the resistance of the channel as;
Rc = ρ
L
wh
, (6.3)
where Rc depends on the length, width, height, L,w, h, of the channel besides the
resistivity, ρ, of the ionic solution. Any change in the cross section of the microchannel
will create a perturbation in the resistance and thus in the voltage fluctuations
Rc + ∆Rc = ρ
L
A+ ∆A
, (6.4)
where A is the cross section area A = wh. In the following sections we will study the
different sources of the voltage fluctuations. We can define the voltage fluctuations
as
∆V = δV0 + ∆Ve + δVst + δVsw, (6.5)
where δV0 is the microchannel’s voltage fluctuations when it is only filled with an
ionic solution; ∆Ve is the noise source from bacteria’s in and out motion through the
microchannel; δVst is a current noise source because of stirring bacteria in the system,
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and finally δVsw results from the swimming bacteria through the microchannel. We
will focus on each term in the following sections.
6.4 Experimental Results and Discussion
6.4.1 Background Measurement
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Figure 6·5: (a)- (b) background measurement of a 1 µm wide and
200 µm long microchannel. (a) shows the voltage drift and (b) is the
voltage fluctuations where Vrms is 3.68 µV and the spectral density is
1.275 µV/
√
Hz. (c)- (d) background measurement of a 7.4 µm wide and
97 µm long microchannel. (c) shows the voltage drift and (d) is the
voltage fluctuations where Vrms is 2.018 µV and the spectral density is
700 nV/
√
Hz.
In our experiments, we first started measuring the voltage fluctuations of the
channel with an ionic solution. To do this, we filled each reservoir with 80 µL of 1X
PBS and waited around ∼5 minutes for the system to reach equilibrium. We than
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Figure 6·6: The black data is one time trace of voltage fluctuations
of the chip mentioned in Figure 6·5c and d. The Vrms is 2.018 µV . The
red data trace on the other hand is an ensemble average of 12 data
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applied 1 V at 10 Hz to drive around 10 nA into the microchannel. We measured the
voltage across the channel at 20 Hz sampling rate with 30 ms time constant which
has 8.3 Hz Equivalent Noise Bandwidth (ENBW). We kept these parameters same
for all experiments. Figure 6·5 shows typical experimental result for two different
chips. In Figure 6·5a, and 6·5b, the channel width and length are 1 µm and 200 µm.
The resistance of the channel is around ∼6.5 MΩ. In Figure 6·5c, and 6·5d, on the
other hand, the microchannel resistance is around ∼2 MΩ. In both cases we see from
the figure that there is a voltage drift in the measurement (this was observed for all
chips in background measurements). This is attributed to the evaporation of water in
time, resulting in an increase in the ionic density of the solution. Thus, the resistivity,
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which is inversely proportional to the conductivity, ρ = 1
σ
, of the solution decreases
during the evaporation. As a result we see this effect as a voltage drift in the system.
We fitted a curve to the experimental data (see Figure 6·5a and 6·5c), and subtracted
it from the measured voltage values to obtain the voltage fluctuations across the
microchannel. Thus, we obtained the noise floor of our microchannels with these
steps. In this study, the noise floor changes between 700 nV/
√
Hz and 1.275 µV/
√
Hz
for different chips. Figure 6·6 compares two voltage fluctuation measurements. The
black one consist of one time trace data that was taken during 120 seconds. On the
other hand the red one is an ensemble average of 12 data traces. The spectral density
ratio of the two signals is around ∼0.29 which corresponds to 1/√N = 1/√12 ≈ 0.29.
Unfortunately, it was difficult to conduct ensemble averaging for bacteria because it
only takes a few seconds for a bacterium to pass the channel and the dimensions of the
bacteria differ from each other. Therefore, in our measurements we will compare one
time trace of background noise floor measurements with bacterial voltage fluctuations.
6.4.2 Fluctuations due to a Bacterium Entering to the Microchannel
L
h
w
(a) (b)
d0h
w
Figure 6·7: (a)A swimming bacterium’s entrance to the channel is
schematically illustrated. (b) figure shows the cross section of the chan-
nel and bacterium schematically. d0 is the bacterium’s diameter, and
it changes between 0.5 and 1 µm.
In this section we will study the voltage fluctuations of a bacterium entering to
the microchannels. A schematic diagram was shown in Figure 6·7a and 6·7b. When
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a bacterium enters into the channel, the effective area of the microchannel changes
depending on the size of the bacterium. The resistance of the channel per unit length
can be re-written as;
Rc
L
= ρ
1
wh− pi
4
(d0 ± δd0)2 (6.6)
where d0 is the diameter of a single bacterium. Here, we see from Equation 6.6
that the resistance can change dramatically if the bacterium size is comparable to
the cross area of the micro channel. Figure 6·8 is an experimental result of two
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Figure 6·8: (a)-(c) are the voltage fluctuations of a single bacterium
entering to the microchannel and (b)-(d) are the corresponding optical
images of this movement. (a)-(b) are example of narrow , (c)-(d) are
example of wide microchannels
different sized microchannels. Figures 6·8a and 6·8b show the electrical measurement
and optical images of a narrow microchannel. Here, the width and height are 1.5 µm
87
0 10 20 30 40 50 60
0
200µ
400µ
600µ
800µ
Vo
lta
ge
 F
lu
ct
ua
tio
ns
 (V
)
Time (seconds)
Figure 6·9: Voltage fluctuations of a narrow micro channel (L× w ×
h = 43 × 1.5 × 2 µm3). Each peak corresponds to an individual bac-
terium that is passing through the channel.
and 2 µm. The size of a bacterium is comparable to the microchannel dimensions.
At point (i) in Figure 6·8a and 6·8b, the bacterium enters into the channel and the
voltage changes by an amount of ∆Ve, as a result of effective cross area change as
discussed above. At point (ii), the bacterium swims through the microchannel. In
this case it takes around 1.5 seconds for bacterium to pass through the channel. This
corresponds to ∼28 µm/s, velocity considering the length of the microchannel is 43
µm. At point (iii), the bacterium exits the microchannel and the signal returns to
the background fluctuations. The microchannel has 3.407 µVrms background voltage
fluctuations. The Signal to Noise Ratio (SNR), which can be defined as SNR ≈ ∆Ve
Vrms
,
is around 620 for the narrow chip shown in Figures 6·8a and 6·8b. In Figure 6·8c and
6·8d, on the other hand, the size of the microchannel is wider than above. Here, the
width and height of the channel are 7.4 µm and 2 µm. The same scenario happens
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at points (i), (ii), and (iii). The microchannel has 2.018 µVrms background voltage
fluctuations, and the SNR ≈ ∆Ve
Vrms
, is around 40, meaning that the sensitivity of the
device is lower than the above since the size of the bacterium is much smaller than
the microchannel.
Figure 6·9 shows a time trace of the voltage fluctuations of the narrow channel
discussed in Figure 6·8a and 6·8b. Each voltage jump, ∆Ve, results from a bacterium
that enters into the microchannel. As we see from the figure, different sizes of bac-
terium cause different amounts of voltage fluctuations in the system. However, it is
very easily observed that the SNR is large in all of them. SNR changes between ∼500
to 800 for different size cells in this example.
6.4.3 Fluctuations due to a Swimming Bacterium
Here, in this section we will discuss about the fluctuations of swimming bacterium
inside the microchannels. The motility of the bacteria originates from their flagella ro-
tation, and their swimming behavior consist of two characteristic motion; “running”,
and “tumbling”. In the running mode the bacterium’s flagella rotates in counter
clockwise (CCW) direction (when viewed from behind), and this helps the microor-
ganism to swim straight. In the tumbling mode, on the other hand, the flagella
rotates in clockwise (CW) direction, and bacterium changes its direction of motion.
Both swimming behaviors make the bacteria motile. In Figure 6·10 we showed optical
images of a swimming bacterium in the microchannel. The bacterium swims inside
the microchannel around ∼13 seconds with running and tumbling motion. In order
to explain the images, bacterium’s running point in the first image is referenced as
t=0. The bacterium swims around ∼ 1.6 s and at, t=1.689 s, it starts tumbling and
changes its direction by rotating in CCW direction 180◦ at t=2.945 s. The bacterium
swims in this opposite direction for around 200 ms, than starts second tumbling at
t=3.128 s. In this tumbling, the bacterium goes back to its initial direction by mak-
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Figure 6·10: Optical images of a bacterium swimming inside the mi-
crochannel. The bacterium swims inside the channel around ∼13 sec-
onds and at the end stays in the left entrance and occasionally jiggles
in there for an additional 45 seconds.
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Figure 6·11: (a) Voltage fluctuations of a swimming bacterium (red)
and background signal (gray) are compared. In the blue rectangular
area bacterium actively swims inside the channel and in the green rect-
angular area bacterium stays and jiggles in the entrance of the channel.
(b) Figure shows the voltage fluctuations of bacterium’s 13 seconds ac-
tively swimming in the channel. Black arrows show the tumbling points
inside the channel. (c) Voltage fluctuations due to bacterium’s jiggling
behavior in the entrance of the channel.
ing a 180◦ CW rotation and at t= 3.504 s the bacterium keeps running from right
to left alongside the channel wall until t = 4.338 s. Then the bacterium starts its
third tumbling at t = 4.749 s again this time changing it direction by rotating CCW
180◦. Bacterium keeps running until t = 5.491 s and start its fourth tumbling but
this time rotates in CCW direction around ∼120◦. at t = 6.130 s the bacterium
tumbles fifth time in CCW direction. By the end of this last tumbling bacterium’s
direction changes by 180◦ compared to its initial entrance direction. Surprisingly,
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the bacterium still keeps running backward from left to right(if its initial entrance is
considered as forward) until t = 12.672 s. At this point bacterium stays in the left
entrance (or maybe it is trapped by the small notch in there) for an additional ∼45
seconds.
This swimming behavior of bacteria, including running and tumbling, inside the
microchannel creates an additional noise, δVsw, besides entering voltage fluctuations,
∆Ve. Figure 6·11a shows the total time duration of voltage fluctuations of the swim-
ming bacterium. The red data trace is the bacterium’s signal, whereas the light gray
data trace is the PBS background. We would like to analyze this signal by dividing
it into two parts. Figure 6·11b (the blue rectangular area in Figure 6·11a) shows the
bacterium’s ∼13 seconds active swimming period. During this time, the bacterium
makes 5 tumbling motion and this creates additional noise in the voltage. Each black
arrow in Figure 6·11b represents the tumbling point of the bacterium as discussed in
Figure 6·10. During this 13 seconds period, the bacterium motion creates 2.925 µVrms
voltage fluctuations. Compared to channel’s fluctuations the signal to noise ratio is
around, SNR ≈ 1.54. This SNR is ultimately coming from the bacterium’s running
and tumbling motility behavior. Figure 6·11c (the green rectangular area in Figure
6·11a) shows the rest of the data trace. When the bacterium reaches the left entrance
in the channel, it stays in there, and an occasionally jiggles. Figure 6·11c shows the
voltage fluctuations of this jiggling behavior and the background signal. During this
∼45 seconds jiggling behavior creates 2.270 µVrms voltage fluctuations and SNR ≈
1.22 in this case. The SNR can be improved if relatively narrow and short channels
are used. This will help to keep the channel resistance same or small, but makes it
more sensitive to any perturbations of cross area change.
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Figure 6·12: The left vertical axis shows the fluctuations of many
bacteria swimming inside the channel, and right red vertical axis shows
the corresponding number of bacteria in the channel counted by opti-
cal images. The inset shows a snapshot of the microchannel while 10
bacteria are swimming inside in it.
6.4.4 Fluctuations due to Collective Bacterial Motion Through Microchan-
nels
In the section 6.4.2 we showed the measurements of a single bacterium’s fluctuations
when it passes through the microchannel. Here in this section, we will focus on collec-
tive motion of bacteria inside the microchannels. Depending on the concentration of
the bacterial solution in the microfluidic chip, the number of swimming bacteria inside
the microchannels may vary per unit time. Traffic can occur inside the microchannel
as a result of random motion of bacteria. The inset in Figure 6·12, shows an opti-
cal image of the microchannel. There are 10 bacteria in this snapshot swimming in
and out from the microchannel. Altogether, their collective motion, either entering
or exiting from the channel, jiggling, and actively swimming creates a perturbation
93
and results in voltage fluctuations. In Figure 6·12, we show the correlation of the
voltage fluctuations with the bacteria number by counting the optical images inside
the microchannel. Here in this example, we first measured the background of the
microchannel (L× w × h = 97× 7.4× 2 µm3) with 1X PBS (See gray time trace in
Figure 6·12). Then we filled our microfluidic chip with ∼4×106 CFU/ml density bac-
terial solution. After removing the mean voltage values from the measured bacterial
signal, we correlated it with the optical images. The black time trace in Figure 6·12
shows the voltage fluctuations in the bacterial environment and the red curve is the
bacteria count. As we see from the figure, the voltage fluctuations are well correlated
with the number of bacteria inside the channel. In some time intervals, the same
bacteria count has different amount of voltage fluctuations. This may result from the
heterogeneity in bacteria dimensions (see Figure 6·9).
6.5 Microchannels as a Rapid Antibiotic Susceptibility Test
In this section, we turn to the application of this microfluidic chip. In the previous
sections, we experimentally showed that bacteria have several modes of movements.
Our sensitive detection mechanism can even successfully resolve a single bacterium’s
different swimming modes in confined spaces. Our lab (Lissandrello et al., 2014)
and other groups (Longo et al., 2013; Kasas et al., 2015) previously reported that the
motion of bacteria is associated with their viability. Therefore, our hypothesis for this
application is that tracking the movements of bacteria via voltage fluctuations under
antibiotic administered buffer can be correlated with the bacteria’s susceptibility or
resistance against to the drug.
In order to support our hypothesis we started measuring the microchannel voltage
fluctuations in 1x PBS solution. This provided us to get the background signal, and
we showed it in Figure 6·13 with the gray data trace. We then filled the channel with
a concentration of ∼ 3 × 106 CFU/mL bacterial solution (Escherichia coli ATCCr
94
25922TM ) we used The red data trace in Figure 6·13 shows the voltage fluctuations
across the channel with bacterial solution. Approximately two minutes of measure-
ment time was required to detect and understand the activity of the bacteria. The
bacterial solution is subsequently mixed in a tube outside of the microfluidic chip
to achieve a final density of 25 microg/ml Naladixic Acid (antibiotic). We let the
bacteria to stay with antibiotic administered buffer ∼40 minutes. Then, we aspirated
the whole solution from the tube and admitted it into the microfluidic chip. An
around ∼ 5− 10 minutes later, we started measuring the voltage fluctuations across
the channel continuously for 30 minutes. The green data trace in Figure 6·13 shows
the experimental result. We see from the figure that the amplitude of the voltage
fluctuations ceased dramatically compared to the red data trace. We see occasional
peaks in different time intervals. These are indication of alive bacteria inside the
solution yet have not been killed by antibiotic. From this graph we can see that ∼7
bacteria passed through the channel in 30 minutes (green data trace) resulting in
0.233 bacteria/minute density under this amount of administered antibiotic.
6.6 Determination of Minimum Inhibitory Concentration
In this final section, we use our method to determine the Minimum Inhibitory Concen-
tration (MIC) of antibiotics that kill bacteria. As stated in the previous sections that
a rapid AST method can potentially minimize usage of broad spectrum antibiotics
by rapidly determining the MIC of an effective antibiotic. From this motivation, we
conducted experiments to determine the MIC of Nalidixic Acid antibiotic for the Es-
cherichia coli strain (ATCCr 25922TM) and compared our results with the reported
MIC values for Nalidixic Acid.
Our experimental approach starts with a similar manner of measurement steps
as explained in the previous section. Since we measured the voltage fluctuations of
PBS and 3 × 106 CFU/mL bacterial solutions for the chip we did not repeat these
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two steps again, instead we used those two results as baselines (see Figure 6·13 gray
and red data trace) to compare the antibiotic administered bacterial solution fluc-
tuations. Simply, we mixed the bacterial solutions and Nalidixic Acid antibiotics
with the desired final density and let them incubate 40 minutes. We than admitted
it into the microfluidic chip and measured the voltage fluctuations continuously for
30 minutes. At the end we counted the number of bacteria swimming through the
channel via voltage fluctuations, and calculated the number density. We repeated
this experiment for 50, 25, 12.5, 6.25, 3.125 µg/ml final density of Nalidixic Acid an-
tibiotics. Figure 6·14 shows the experimental result. We see from the figure that the
number of bacteria passing through the microchannel per minute at high antibiotics
concentration dramatically decreases. The number density increases as the density of
antibiotic decreases. From Figure 6·14, we observed that after around 3.125 µg/ml
antibiotic density, there is a turning point in the plot. The slope changes in this point
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Figure 6·14: Voltage fluctuations of bacterial solution in PBS and
Nalidixic Acid (N.Acid) administered (25 µg/ml) PBS as a function of
time. Inset shows the same data with the logarithmic scale.
and the number density starts to saturate. From figure we could estimate the MIC
between 3.125 and 6.25 µg/ml. The reported MIC values of Nalidixic Acid for the E.
coli (ATCCr 25922TM) strain is around ∼4 µg/ml (Andrews, 2001). Our experimen-
tal results match closely with the reported MIC value, so from this perspective, our
method seems promising to potentially be used as rapid AST. However, as a future
experiment, this data need to be repeated with the drug resistant bacteria with same
or similar antibiotic concentrations.
6.7 Conclusions and Outlook
The experimental method developed in this study is used to resolve different modes
of bacteria movements in confined spaces. The sensitivity of the device enabled
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us to detect the bacteria’s running, tumbling, and jiggling modes of movements in
microchannels. We proposed to use our method as a rapid AST tool. We successfully
measured the movement of E. coli under different antibiotic concentrations and we
observed that the activity with time is associated with the administered amount
of antibiotic. Our initial data with E. coli were promising to determine the MIC
value of Nalidixic Acid for the strain (ATCCr 25922TM) used in this dissertation.
Our experiments are performed bacteria spiked PBS ionic solution. The method can
be tested with human urine which is an ionic solution too. As a future research, the
method should be tested with drug resistant bacteria. Finally, we want to indicate the
differences between our proposed detection method and the Coulter counter (Coulter,
1953). In our method, we do not push the bacteria to pass the microchannel by a
flow or any kind of force. Instead, the bacteria swim through the microchannel by
their consent which provides information about their viability. In addition, in our
method we use a relatively long microchannels to let the bacteria swim inside in it
instead of using a hole or an orifice. With this, we measure the voltage fluctuations
that originate from bacteria’s different modes of swimming behavior. Finally, we are
not necessarily interested in the exact number of bacteria inside the microfluidic chip.
Instead we are interested in the bacteria which actively swim through or jiggles inside
the microchannels. It means that same bacterium can pass the channel several times
or several bacteria may swim through the channel at the same time or even just a
bacterium can stay inside the channel and jiggle. Altogether, they perturb the voltage
across the channel and provide information about the viability. Consequently, all of
these effects point out the novelty of the device and state the differences from the
previously developed method.
Chapter 7
Conclusions
In this dissertation work, we have studied the nanomechanical motion of oscillatory
cantilevers and the active micro-swimmers in confined geometries. In the first part,
we used micro/nano-cantilevers to explore the fluid flow at very short time and small
length scales. In the second part, we fabricated small microchannels that have com-
parable sizes with bacteria, to sensitively detect the fluctuations of their random
motion.
In Chapter 3, we studied the nanofluidics of the single-crystal diamond nanocan-
tilevers in gas and water environments. We presented experimental results of gas
dissipation in a broad frequency range. We showed, first time in this chapter, the
competition between the two dimensionless numbers , Weissenberg and Knudsen,
which are associated with time scale, and length scale of the flow. We further dis-
covered the oscillations of these nanocantilevers in water environment and compared
the results with the theoretical predictions.
In Chapter 4, we expanded our discussion in Chapter 3. Here, in addition to single-
crystal diamond nanocantilevers, we used microcantilevers and milli sized quartz crys-
tal resonators to change the length and time scale almost four orders of magnitude.
Our experimental results in broad parameter space uncovered the underlying physical
phenomena about the continuum breakdown limit. In other words, our quantitative
experimental results showed that how the two dimensionless numbers affect the be-
havior of the fluid flow. We proposed a universal equation, which is a function of
generalized Knudsen number, Wi + Knl, that is able to describe the gas dissipation
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behavior in a broad parameter space without imposing any free parameters. Our uni-
versal equation can be improved if the Boltzmann equation is solved for an oscillating
cylinder as a future work.
In Chapter 5, we conducted experiments to explore the momentum accommo-
dation coefficient of gas molecules in molecular flow regime. We proposed a new
experimental method to estimate the ratio of MAC numbers, instead of measuring
the exact values. We used gas dissipation experimental results from Chapter 3, and
4 for analysis. Our experimental results showed the effects of surface roughness and
the wettability on reflection behavior of gas molecules. We observed that Helium
atoms have different reflection behaviors than Argon and Nitrogen which appear to
reflect diffusively. However, Helium has different collision behavior than other classi-
cal gas molecules, indeed, our initial results showed that Helium atom’s experimental
results stay inside the classical prediction within the error. We observed that Helium
is reflected in smooth and relatively hydrophilic surfaces more specularly compared
to the rough and hydrophobic surfaces. Seidl and Steinheil, for instance, observed
the effect of surface conditions on the MAC. They measured the MAC in pure and
slight oxidized surfaces in molecular flow regime and obtained 0.25 and 0.80 (Seidl
and Steinheil, 1974). Our experimental results in this dissertation, expands the dis-
cussion in the field about the unusual collision behavior of Helium gas atoms. More
experimental work and theoretical discussions are needed to understand Helium gas
atoms interaction with solid wall as a future work.
In Chapter 6, we studied the fluctuations of actively swimming bacteria in confined
spaces. We measured the voltage fluctuations of different modes of motile bacteria in
microchannels. We successfully detected each single bacterium’s in and out motion
through the microchannel with high signal to noise ratio. In addition, we showed that
we could resolve a single bacterium’s running, tumbling, and even jiggling modes of
movements in microchannels. The proposed detection method, can be used as a
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rapid AST method and we showed the proof of concept in this chapter. We measured
the voltage fluctuations of swimming bacteria under different amount of antibiotics
administered buffers and we were able to determine the MIC of Nalidixic Acid values
for the E. coli strain we used in this dissertation. The current design can be improved
by fabricating funnels, or other sophisticated microstructures inside the microfluidic
chip to selectively guide the bacteria to swim in one direction (Galajda et al., 2007;
Hol and Dekker, 2014). This can enhance the sensitivity of the device by measuring
low bacterial concentrations. In addition, the current design and work needs to be
modified for the detection of non-motile bacteria as a future work.
As a conclusion, our micro/nano-mechanical studies in this dissertation revealed
important physical phenomena about time dependent fluid flow, reflection behavior of
different gas molecules on different solid walls. In addition, we studied fluctuations of
active micro-swimmers in confined spaces and developed a new method for potentially
be used as a rapid AST device. We hope that our studies in this thesis have provided
more insight to the nanoscale motion studies and hope that it can open new bridges
for future studies.
Appendix A
Hanging Droplet: An Ultrasensitive
Sensor
A micro/nano-cantilever can be modeled as a damped harmonic oscillator. The equa-
tion of motion can be written as
y¨ +
ω0
Qt
y˙ + ω0
2y = F(t)/mr, (A.1)
whereQt is the total quality factor, ω0 is the resonance frequency, mr is the mass of the
resonator and F is the total force acting on the system. There is a direct relationship
between the input force and the output in linear systems such as y(t) = F (t)h(t).
In a single degree of freedom system, if we have an input force F (t) = eiωt then the
output will be y(ω) = H(ω)eiωt, where H(ω) is the transfer function in the system.
Replacing the terms in Equation A.1, we can get the frequency response of he transfer
function;
H(ω) =
1
m(ω20 − ω2 + iωω0Qt )
(A.2)
The spectral density is related to the transfer function, Sy(ω) = |H(ω)|2SF (ω).
This means that if we are able to measure the spectral density experimentally, we can
extract the external force acting on the system. The square of the transfer function
is;
|H(ω)|2 = 1
m2
1
(ω20 − ω2)2 + (ωω0Qt )2
(A.3)
An example of the transfer function in Equation A.3 is shown in Figure A·1. Here,
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Figure A·1: Square of the transfer function. In this example, the Qt
is 20, mr is 1 kg and ω0 is 100 Hz.
the system parameters are, mr = 1kg, ω0 = 100Hz, and Qt = 20. If we look the Figure
A·1 we see that there are different regions. Near the resonance frequency, ω → ω0,
the transfer function has a maximum amplitude response. At this limit, the transfer
function is proportional to the quality factor and inversely related to the stiffness,
|H(ω0)|2 = Qtk2 . So the force acting on the system will be amplified by a factor of Qt.
Most resonators are used in this limit, since their responses are more sensitive to any
external force. In the high frequency limit, ω > ω0, the transfer function amplitude
decays as |H(ω0)|2 = 1ω4 . In the sub-resonance frequency limit, the resonator behaves
like a broadband transducer. In this low frequency limit, ω → 0, the response of the
transfer function is inversely related with the stiffness of the resonator,|H(ω0)|2 = 1k2 .
From this equation, we can see that the response of the transducer is limited by the
stiffness, so resonators with very low spring constants can be more sensitive at this
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(a)
(b)
(c)
Figure A·2: (a) Figure schematically shows the top image of silicon
reservoir that is used for hanging droplet. The droplet hangs from
the rectangular window in the middle of the chip. The black ring is
a washer glued on the top to create a reservoir. (b) A schematic side
image of the chip with a formed hanging droplet. (c) The optical image
from side view shows the hanging droplet
limit.
These oscillatory cantilevers can be used for biosensing to detect the motion of
bacteria. However, as previously reported, the swimming bacteria create noise in be-
tween 1 and ∼100 Hz. Around this frequency range, the 1/f noise from the electronic
devices is very strong. One way to beat the 1/f noise is using resonators with very low
spring constants. Unfortunately most of the available micro/nano-cantilever’s spring
constants are in the order of O(10−2) - O(10−3) (N/m) (Datar et al., 2009). This tech-
nical limit makes them difficult to use in the very low frequency limit (Lissandrello
et al., 2014).
Here in this appendix, we propose an alternative sensor to potentially be used as
a biosensor. We use glass micro-beads suspended in a hanging droplet. The hanging
droplet will work as a harmonic trap, and confine the random motion of the bead.
We track the motions of micro-beads inside the harmonic trap and calculate the
Mean Square Displacement (MSD) of the micro-bead from its displacement trace.
Finally, we use the MSD result and utilize equipartition theorem to calculate the
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Figure A·3: The size of the hanging droplet as a function of the water
height on the top. Droplet height increases linearly up to a point than
breaks down. The inset in the left up corner is the schematic diagram
of the reservoir showing the relation between the water height, hr in
the reservoir and hanging droplet height, ∆h. The optical images inside
the figure show the droplet height taken at two different water height
in reservoir.
spring constant of the hanging droplet.
We used 2× 2 cm2 silicon wafer that has an angle-etched rectangular hole in the
middle with dimensions 1 × 1 mm2 as shown in Figure A·2a. On top, we simply
glued a washer to create a reservoir. When the top reservoir is filled, a droplet will
be formed on the bottom side of the chip from the hydrostatic pressure. Figure
A·2b schematically illustrates the droplet formation, and in Figure A·2c, we see an
optical image of the hanging droplet. The droplet size can be changed by changing
the pressure which is dependent on the volume of water in the top reservoir. High
water volume in the reservoir creates more pressure on the bottom and this will lead
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Figure A·4: (a) The motion of the bead in x and y direction. The red
circle illustrates the confined region of the random walk. (b) Optical
image of the bead in the droplet.
to the formation of a larger droplet. The pressure on the rectangular hole can be
written as p = ρghr. Figure A·3 shows the experimental result of the droplet size as
a function of the water height, hr, in the top reservoir. The inset shows two optical
images of the the droplet heights, at low and high water volumes. The droplet height
increases linearly up to a point and than starts necking and deviates from linearity,
and eventually it breaks (Latychevskaia and Meister, 2006).
We used glass micro-beads as a Brownian particle. Simply, we made a very diluted
glass bead-water solution and pipetted the desired volume into the reservoir. Since the
glass has higher density than water, it sinks to the bottom. Due to the surface tension
of the water, the bead stays inside the droplet and makes Brownian motion. We used
Olympus IX-81 inverted microscope with 40x objective to track the Brownian motion
of the particle. Video images were obtained by a high speed camera (Hamamatsu
OrcaFlash 4). We used ImageJ - SpeckleJ plugin and MATLAB to analyze the
results. An experimental result is shown in Figure A·4. Here, we used a 30 µm
diameter glass bead. Figure A·4a shows the motion of the bead in x − y plane.
The images were recorded at 30 ms time frame. The dashed red circle in the figure
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Figure A·5: (a) The displacement of the bead as a function of time
in both directions. (b) PDF of the data shown in (a). The black curve
is the Gaussian curve to the experimental data.
illustrates the confined region. The shape, however, appears ellipsoidal, because the
motion in the y direction is more than in the x direction. This is likely due to an
asymmetrically formed droplet. Consequently, this created different spring constants
in either direction. In this case, for example, the spring constant in the x direction
is higher than y direction. Figure A·4b shows an optical image of the bead in the
hanging droplet. Figure A·5a shows the displacement of the bead in x and y direction
as a function of time. It is clear from this figure that the bead diffuses in y direction
more than in x direction as we discussed above. Figure A·5b is the Probability Density
Function of the displacements. The black curve is the Gaussian fit to PDF data.
We calculated MSD of the bead after we got its displacement trace. The MSD of
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Figure A·6: MSD of the data calculated by Equation A.4
the Brownian particle is calculated by averaging all the steps in a single lag time;
< (∆y(τ))2 >=
1
N
N∑
i=1
∆y2i (τ) (A.4)
where,
∆y2i (τ) = (yi+1(t+ τ)− yi(t))2 (A.5)
The Figure A·6 shows the MSD for both the x and y direction. The Brownian
particle makes diffusive motion and than eventually the MSD reaches a constant as
a result of the confined random walk. From Equipartition Theorem we know that
each quadratic term in a Hamiltonian is equal to kBT/2. Therefore we calculated the
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spring constant of the droplet from the Equipartition Theorem,
k =
kBT
< ∆y(t)2 >
(A.6)
where < ∆y(t)2 > is the experimentally measured MSD. Using Equation A.6, we
calculated the stiffness of the droplet in each direction, finding kx = 165 pN/m and
ky = 10 pN/m. Compared to the stiffness of a micro/nano-cantilever (Datar et al.,
2009), or optical tweezers (Wang et al., 1997) these obtained spring constant values
are very low. Others have used capillary tubes as harmonic traps and they looked at
the diffusion of silica beads in active and passive baths (Maggi et al., 2014). They re-
ported ≈10 nN/m stiffness value for the harmonic capillary tube. Compared to these
reported sensor technologies, our hanging droplet method can measure extremely
small spring constants, making it advantageous as an ultra-sensitive sensor, capable
of detecting even the smallest of perturbations.
References
Abraham, S. N. and Miao, Y. (2015). The nature of immune responses to urinary
tract infections. Nature Reviews Immunology, 15(10):655–663.
Agrawal, A. and Prabhu, S. (2008). Survey on measurement of tangential momen-
tum accommodation coefficient. Journal of Vacuum Science & Technology A,
26(4):634–645.
Andrews, J. M. (2001). Determination of minimum inhibitory concentrations. Jour-
nal of antimicrobial Chemotherapy, 48(suppl 1):5–16.
Bao, M., Yang, H., Yin, H., and Sun, Y. (2002). Energy transfer model for squeeze-
film air damping in low vacuum. Journal of Micromechanics and Microengineering,
12(3):341.
Barfuss, A., Teissier, J., Neu, E., Nunnenkamp, A., and Maletinsky, P. (2015). Strong
mechanical driving of a single electron spin. Nature Physics, 11:820–824.
Barth, S., Koch, H., Kittel, A., Peinke, J., Burgold, J., and Wurmus, H. (2005).
Laser-cantilever anemometer: A new high-resolution sensor for air and liquid flows.
Review of scientific instruments, 76(7):075110.
Baym, M., Lieberman, T. D., Kelsic, E. D., Chait, R., Gross, R., Yelin, I., and
Kishony, R. (2016). Spatiotemporal microbial evolution on antibiotic landscapes.
Science, 353(6304):1147–1151.
Berg, H. C. (2008). E. coli in Motion. Springer Science & Business Media.
Bhiladvala, R. B. and Wang, Z. J. (2004). Effect of fluids on the q factor and
resonance frequency of oscillating micrometer and nanometer scale beams. Physical
review E, 69(3):036307.
Boedicker, J. Q., Li, L., Kline, T. R., and Ismagilov, R. F. (2008). Detecting bacteria
and determining their susceptibility to antibiotics by stochastic confinement in
nanoliter droplets using plug-based microfluidics. Lab on a Chip, 8(8):1265–1272.
Borovsky, B., Mason, B., and Krim, J. (2000). Scanning tunneling microscope mea-
surements of the amplitude of vibration of a quartz crystal oscillator. Journal of
Applied Physics, 88(7):4017–4021.
109
110
Bullard, E. C., Li, J., Lilley, C. R., Mulvaney, P., Roukes, M. L., and Sader, J. E.
(2014). Dynamic similarity of oscillatory flows induced by nanomechanical res-
onators. Physical review letters, 112(1):015501.
Burek, M. J., de Leon, N. P., Shields, B. J., Hausmann, B. J., Chu, Y., Quan, Q.,
Zibrov, A. S., Park, H., Lukin, M. D., and Loncar, M. (2012). Free-standing
mechanical and photonic nanostructures in single-crystal diamond. Nano letters,
12(12):6084–6089.
Burek, M. J., Ramos, D., Patel, P., Frank, I. W., and Loncˇar, M. (2013). Nanome-
chanical resonant structures in single-crystal diamond. Applied Physics Letters,
103(13):131904.
Burg, T. P. and Manalis, S. R. (2003). Suspended microchannel resonators for
biomolecular detection. Applied Physics Letters, 83(13):2698–2700.
Cao, B.-Y., Sun, J., Chen, M., and Guo, Z.-Y. (2009). Molecular momentum trans-
port at fluid-solid interfaces in mems/nems: a review. International journal of
molecular sciences, 10(11):4638–4706.
Cermak, N., Olcum, S., Delgado, F., Wasserman, S., Payer, K., Murakami, M., Knud-
sen, S., Kimmerling, R., Stevens, M., Kikuchi, Y., et al. (2016). High-throughput
measurement of single-cell growth rates using serial microfluidic mass sensor arrays.
Nature Biotechnology, 34(10):1052–1059.
Chen, C. H., Lu, Y., Sin, M. L., Mach, K. E., Zhang, D. D., Gau, V., Liao, J. C.,
and Wong, P. K. (2010). Antimicrobial susceptibility testing using high surface-
to-volume ratio microchannels. Analytical chemistry, 82(3):1012–1019.
Chen, G. (2005). Nanoscale energy transport and conversion. Oxford University
Press, New York.
Chen, H., Orszag, S. A., Staroselsky, I., and Succi, S. (2004). Expanded analogy
between boltzmann kinetic theory of fluids and turbulence. Journal of Fluid Me-
chanics, 519:301–314.
Chew, A. (2009). Comment on survey on measurement of tangential momentum
accommodation coefficient[j. vac. sci. technol. a26, 634 (2008)]. Journal of
Vacuum Science & Technology A, 27(3):591–592.
Choi, J., Jung, Y.-G., Kim, J., Kim, S., Jung, Y., Na, H., and Kwon, S. (2013).
Rapid antibiotic susceptibility testing by tracking single cell growth in a microfluidic
agarose channel system. Lab on a Chip, 13(2):280–287.
Choi, J., Yoo, J., Lee, M., Kim, E.-G., Lee, J. S., Lee, S., Joo, S., Song, S. H., Kim,
E.-C., Lee, J. C., et al. (2014). A rapid antimicrobial susceptibility test based on
single-cell morphological analysis. Science translational medicine, 6(267):267ra174–
267ra174.
111
Christian, R. (1966). The theory of oscillating-vane vacuum gauges. Vacuum,
16(4):175–178.
Chung, C.-Y., Wang, J.-C., and Chuang, H.-S. (2016). Rapid bead-based antimicro-
bial susceptibility testing by optical diffusometry. PloS one, 11(2):e0148864.
Cleland, A. N. (2003). Foundation of nanomechanics: From solid-state theory to
device applications. Spring-Verlag, Berlin.
Colosqui, C. E., Karabacak, D. M., Ekinci, K. L., and Yakhot, V. (2010). Lattice
boltzmann simulation of electromechanical resonators in gaseous media. Journal
of Fluid Mechanics, 652:241–257.
Coulter, W. H. (1953). Means for counting particles suspended in a fluid. US Patent
2,656,508.
Datar, R., Kim, S., Jeon, S., Hesketh, P., Manalis, S., Boisen, A., and Thundat, T.
(2009). Cantilever sensors: nanomechanical tools for diagnostics. MRS Bulletin,
34(06):449–454.
Defoort, M., Lulla, K., Crozes, T., Maillet, O., Bourgeois, O., and Collin, E. (2014).
Slippage and boundary layer probed in an almost ideal gas by a nanomechanical
oscillator. Physical review letters, 113(13):136101.
Di Leonardo, R., Angelani, L., DellArciprete, D., Ruocco, G., Iebba, V., Schippa,
S., Conte, M., Mecarini, F., De Angelis, F., and Di Fabrizio, E. (2010). Bac-
terial ratchet motors. Proceedings of the National Academy of Sciences, USA,
107(21):9541–9545.
Ekinci, K., Karabacak, D., and Yakhot, V. (2008). Universality in oscillating flows.
Physical review letters, 101(26):264501.
Ekinci, K., Yang, Y., and Roukes, M. (2004). Ultimate limits to inertial mass
sensing based upon nanoelectromechanical systems. Journal of applied physics,
95(5):2682–2689.
Ekinci, K. L., Yakhot, V., Rajauria, S., Colosqui, C., and Karabacak, D. (2010).
High-frequency nanofluidics: a universal formulation of the fluid dynamics of mems
and nems. Lab on a Chip, 10(22):3013–3025.
Etayash, H., Khan, M., Kaur, K., and Thundat, T. (2016). Microfluidic cantilever
detects bacteria and measures their susceptibility to antibiotics in small confined
volumes. Nature Communications, 7:12947.
Ferrari, M. (2005). Cancer nanotechnology: opportunities and challenges. Nature
Reviews Cancer, 5(3):161–171.
112
Flores-Mireles, A. L., Walker, J. N., Caparon, M., and Hultgren, S. J. (2015). Uri-
nary tract infections: epidemiology, mechanisms of infection and treatment options.
Nature Reviews Microbiology, 13(5):269–284.
Franosch, T., Grimm, M., Belushkin, M., Mor, F. M., Foffi, G., Forro´, L., and Jeney,
S. (2011). Resonances arising from hydrodynamic memory in brownian motion.
Nature, 478(7367):85–88.
Furuya, E. Y. and Lowy, F. D. (2006). Antimicrobial-resistant bacteria in the com-
munity setting. Nature Reviews Microbiology, 4(1):36–45.
Galajda, P., Keymer, J., Chaikin, P., and Austin, R. (2007). A wall of funnels
concentrates swimming bacteria. Journal of bacteriology, 189(23):8704–8707.
Gombosi, T. I. (1994). Gaskinetic theory. Cambridge University Press.
Grinolds, M. S., Hong, S., Maletinsky, P., Luan, L., Lukin, M. D., Walsworth, R. L.,
and Yacoby, A. (2013). Nanoscale magnetic imaging of a single electron spin under
ambient conditions. Nature Physics, 9(4):215–219.
Herrscher, M., Ziegler, C., and Johannsmann, D. (2007). Shifts of frequency and
bandwidth of quartz crystal resonators coated with samples of finite lateral size.
Journal of applied physics, 101(11):114909.
Hol, F. J. and Dekker, C. (2014). Zooming in to see the bigger picture: microfluidic
and nanofabrication tools to study bacteria. Science, 346(6208):1251821.
Honig, C. D. and Ducker, W. A. (2010). Effect of molecularly-thin films on lubrication
forces and accommodation coefficients in air. The Journal of Physical Chemistry
C, 114(47):20114–20119.
Honig, C. D., Sader, J. E., Mulvaney, P., and Ducker, W. A. (2010). Lubrication
forces in air and accommodation coefficient measured by a thermal damping method
using an atomic force microscope. Physical Review E, 81(5):056305.
Huang, K. (1987). Statistical Mechanics, 2nd. New York: John Wiley & Sons.
Johannsmann, D. (2008). Viscoelastic, mechanical, and dielectric measurements
on complex samples with the quartz crystal microbalance. Physical Chemistry
Chemical Physics, 10(31):4516–4534.
Kang, D.-K., Ali, M. M., Zhang, K., Huang, S. S., Peterson, E., Digman, M. A.,
Gratton, E., and Zhao, W. (2014). Rapid detection of single bacteria in unpro-
cessed blood using integrated comprehensive droplet digital detection. Nature
communications, 5(5427).
113
Kara, V., Sohn, Y.-I., Atikian, H., Yakhot, V., Loncar, M., and Ekinci, K. L. (2015).
Nanofluidics of single-crystal diamond nanomechanical resonators. Nano letters,
15(12):8070–8076.
Karabacak, D., Yakhot, V., and Ekinci, K. (2007). High-frequency nanofluidics:
An experimental study using nanomechanical resonators. Physical review letters,
98(25):254505.
Karabacak, D. M. (2008). Resonant operation of nanoelectromechanical systems in
fluidic environments. PhD thesis, Boston University.
Karniadakis, G., Beskok, A., and Aluru, N. (2006). Microflows and nanoflows:
fundamentals and simulation. Springer Science & Business Media.
Kasas, S., Ruggeri, F. S., Benadiba, C., Maillard, C., Stupar, P., Tournu, H., Dietler,
G., and Longo, G. (2015). Detecting nanoscale vibrations as signature of life.
Proceedings of the National Academy of Sciences, USA, 112(2):378–381.
Kim, K.-H., Moldovan, N., Ke, C., Espinosa, H. D., Xiao, X., Carlisle, J. A., and
Auciello, O. (2005). Novel ultrananocrystalline diamond probes for high-resolution
low-wear nanolithographic techniques. Small, 1(8-9):866–874.
Kinnunen, P., McNaughton, B. H., Albertson, T., Sinn, I., Mofakham, S., Elbez, R.,
Newton, D. W., Hunt, A., and Kopelman, R. (2012). Self-assembled magnetic bead
biosensor for measuring bacterial growth and antimicrobial susceptibility testing.
Small, 8(16):2477–2482.
Kohanski, M. A., Dwyer, D. J., and Collins, J. J. (2010). How antibiotics kill bacteria:
from targets to networks. Nature Reviews Microbiology, 8(6):423–435.
Kokubun, K., Hirata, M., Murakami, H., Toda, Y., and Ono, M. (1984). A bend-
ing and stretching mode crystal oscillator as a friction vacuum gauge. Vacuum,
34(8):731–735.
Landau, L. D. and Lifshitz, E. M. (1987). Fluid mechanics. Elsevier.
Latychevskaia, T. Y. and Meister, E. C. (2006). Axisymmetric liquid hanging drops.
Journal of Chemical Education, 83(1):117.
Lee, E. J., Kim, C. S., Park, Y. D., and Kouh, T. (2011). Pressure-dependent
dissipation effect at multiple cantilever resonant modes. Journal of nanoscience
and nanotechnology, 11(7):6599–6602.
Levy, S. B. and Marshall, B. (2004). Antibacterial resistance worldwide: causes,
challenges and responses. Nature medicine, 10:S122–S129.
Lifshitz, E. and Pitaevskii, L. (1981). Physical Kinetics. Pergamon, Oxford.
114
Lissandrello, C., Inci, F., Francom, M., Paul, M., Demirci, U., and Ekinci, K. (2014).
Nanomechanical motion of escherichia coli adhered to a surface. Applied physics
letters, 105(11):113701.
Lissandrello, C., Li, L., Ekinci, K., and Yakhot, V. (2015). Noisy transitional flows
in imperfect channels. Journal of Fluid Mechanics, 778:R3.
Lissandrello, C., Yakhot, V., and Ekinci, K. L. (2012). Crossover from hydro-
dynamics to the kinetic regime in confined nanoflows. Physical review letters,
108(8):084501.
Lissandrello, C. A. (2015). Nanomechanical measurements of fluctuations in biologi-
cal, turbulent, and confined flows. PhD thesis, Boston University.
Liu, X., Painter, R., Enesa, K., Holmes, D., Whyte, G., Garlisi, C., Monsma, F., Re-
hak, M., Craig, F., and Smith, C. (2016). High-throughput screening of antibiotic-
resistant bacteria in picodroplets. Lab on a Chip, 16(9):1636–1643.
Longo, G., Alonso-Sarduy, L., Rio, L. M., Bizzini, A., Trampuz, A., Notz, J., Dietler,
G., and Kasas, S. (2013). Rapid detection of bacterial resistance to antibiotics
using afm cantilevers as nanomechanical sensors. Nature nanotechnology, 8(7):522–
526.
MacQuarrie, E., Gosavi, T., Jungwirth, N., Bhave, S., and Fuchs, G. (2013). Mechan-
ical spin control of nitrogen-vacancy centers in diamond. Physical review letters,
111(22):227602.
Maggi, C., Paoluzzi, M., Pellicciotta, N., Lepore, A., Angelani, L., and Di Leonardo,
R. (2014). Generalized energy equipartition in harmonic oscillators driven by
active baths. Physical review letters, 113(23):238303.
Maletinsky, P., Hong, S., Grinolds, M. S., Hausmann, B., Lukin, M. D., Walsworth,
R. L., Loncar, M., and Yacoby, A. (2012). A robust scanning diamond sensor for
nanoscale imaging with single nitrogen-vacancy centres. Nature nanotechnology,
7(5):320–324.
Ma¨nnik, J., Driessen, R., Galajda, P., Keymer, J. E., and Dekker, C. (2009). Bacte-
rial growth and motility in sub-micron constrictions. Proceedings of the National
Academy of Sciences, USA, 106(35):14861–14866.
Martin, M. J., Houston, B. H., Baldwin, J. W., and Zalalutdinov, M. K. (2008).
Damping models for microcantilevers, bridges, and torsional resonators in the free-
molecular-flow regime. Journal of Microelectromechanical Systems, 17(2):503–511.
Matsumoto, Y., Sakakihara, S., Grushnikov, A., Kikuchi, K., Noji, H., Yamaguchi, A.,
Iino, R., Yagi, Y., and Nishino, K. (2016). A microfluidic channel method for rapid
drug-susceptibility testing of pseudomonas aeruginosa. PloS one, 11(2):e0148797.
115
Maxwell, J. C. (1879). On stresses in rarified gases arising from inequalities of
temperature. Philosophical Transactions of the royal society of London, 170:231–
256.
Meredith, H. R., Srimani, J. K., Lee, A. J., Lopatkin, A. J., and You, L. (2015).
Collective antibiotic tolerance: mechanisms, dynamics and intervention. Nature
chemical biology, 11(3):182–188.
Mertens, J., Finot, E., Thundat, T., Fabre, A., Nadal, M.-H., Eyraud, V., and Bouril-
lot, E. (2003). Effects of temperature and pressure on microcantilever resonance
response. Ultramicroscopy, 97(1):119–126.
Motchenbacher, C. D. and Connelly, J. A. (1993). Low-noise electronic system design.
Wiley New York.
O’Hanlon, J. F. (2005). A user’s guide to vacuum technology. John Wiley & Sons.
Ovartchaiyapong, P., Lee, K. W., Myers, B. A., and Jayich, A. C. B. (2014). Dy-
namic strain-mediated coupling of a single diamond spin to a mechanical resonator.
Nature communications, 5(4429).
Ozsun, O. (2014). Fundamentals and applications of fluid-structure interactions in
compliant microchannels. PhD thesis, Boston University.
Park, S., Wolanin, P. M., Yuzbashyan, E. A., Lin, H., Darnton, N. C., Stock, J. B.,
Silberzan, P., and Austin, R. (2003). Influence of topology on bacterial social in-
teraction. Proceedings of the National Academy of Sciences, USA, 100(24):13910–
13915.
Patteson, A. E., Gopinath, A., Purohit, P. K., and Arratia, P. E. (2016). Particle
diffusion in active fluids is non-monotonic in size. Soft matter, 12(8):2365–2372.
Paul, M., Clark, M., and Cross, M. (2006). The stochastic dynamics of micron and
nanoscale elastic cantilevers in fluid: fluctuations from dissipation. Nanotechnol-
ogy, 17(17):4502.
Paul, M., Clark, M., and Cross, M. (2013). Coupled motion of microscale and
nanoscale elastic objects in a viscous fluid. Physical Review E, 88(4):043012.
Paul, M. and Cross, M. (2004). Stochastic dynamics of nanoscale mechanical oscil-
lators immersed in a viscous fluid. Physical review letters, 92(23):235501.
Pelton, M., Chakraborty, D., Malachosky, E., Guyot-Sionnest, P., and Sader, J. E.
(2013). Viscoelastic flows in simple liquids generated by vibrating nanostructures.
Physical review letters, 111(24):244502.
116
Pulido, M. R., Garc´ıa-Quintanilla, M., Mart´ın-Pen˜a, R., Cisneros, J. M., and Mc-
Connell, M. J. (2013). Progress on the development of rapid methods for antimi-
crobial susceptibility testing. Journal of Antimicrobial Chemotherapy, 68(12):2710.
Rajauria, S., Ozsun, O., Lawall, J., Yakhot, V., and Ekinci, K. L. (2011). Porous su-
perhydrophobic membranes: Hydrodynamic anomaly in oscillating flows. Physical
review letters, 107(17):174501.
Ramanathan, S., Koch, D. L., and Bhiladvala, R. B. (2010). Noncontinuum drag
force on a nanowire vibrating normal to a wall: Simulations and theory. Physics
of Fluids, 22(10):103101.
Reif, F. (2009). Fundamentals of statistical and thermal physics. Waveland Press.
Sader, J. E., Chon, J. W., and Mulvaney, P. (1999). Calibration of rectangular atomic
force microscope cantilevers. Review of Scientific Instruments, 70(10):3967–3969.
Sedmik, R. I., Borghesani, A. F., Heeck, K., and Iannuzzi, D. (2013). Hydrodynamic
force measurements under precisely controlled conditions: Correlation of slip pa-
rameters with the mean free path. Physics of Fluids, 25(4):042103.
Seidl, M. and Steinheil, E. (1974). Measurement of momentum accommodation
coefficients on surfaces characterized by auger spectroscopy, sims and leed. Rarefied
gas dynamics, ninth international symposium, pages E 9.1 – E 9.12.
Seo, D. and Ducker, W. A. (2013). In situ control of gas flow by modification of
gas-solid interactions. Physical review letters, 111(17):174502.
Seo, D. and Ducker, W. A. (2014a). Control of gas flow in narrow channels using
an electric field to modify the flow boundary condition. The Journal of Physical
Chemistry C, 118(14):7480–7488.
Seo, D. and Ducker, W. A. (2014b). Effect of gas species on gas–monolayer interac-
tions: Tangential momentum accommodation. The Journal of Physical Chemistry
C, 118(35):20275–20282.
Seo, D., Paul, M. R., and Ducker, W. A. (2012). A pressure gauge based on gas den-
sity measurement from analysis of the thermal noise of an atomic force microscope
cantilever. Review of Scientific Instruments, 83(5):055005.
Sinn, I., Kinnunen, P., Albertson, T., McNaughton, B. H., Newton, D. W., Burns,
M. A., and Kopelman, R. (2011). Asynchronous magnetic bead rotation (ambr)
biosensor in microfluidic droplets for rapid bacterial growth and susceptibility mea-
surements. Lab on a Chip, 11(15):2604–2611.
Sohn, Y.-I., Burek, M. J., Kara, V., Kearns, R., and Loncˇar, M. (2015). Dy-
namic actuation of single-crystal diamond nanobeams. Applied Physics Letters,
107(24):243106.
117
Svitelskiy, O., Sauer, V., Liu, N., Cheng, K.-M., Finley, E., Freeman, M. R., and
Hiebert, W. K. (2009). Pressurized fluid damping of nanoelectromechanical sys-
tems. Physical review letters, 103(24):244501.
Tao, Y., Boss, J., Moores, B., and Degen, C. (2014). Single-crystal diamond nanome-
chanical resonators with quality factors exceeding one million. Nature communi-
cations, 5(3638).
Teissier, J., Barfuss, A., Appel, P., Neu, E., and Maletinsky, P. (2014). Strain
coupling of a nitrogen-vacancy center spin to a diamond mechanical oscillator.
Physical review letters, 113(2):020503.
Unterreithmeier, Q. P., Weig, E. M., and Kotthaus, J. P. (2009). Universal trans-
duction scheme for nanomechanical systems based on dielectric forces. Nature,
458(7241):1001–1004.
Veijola, T., Kuisma, H., and Lahdenpera¨, J. (1998). The influence of gas-surface
interaction on gas-film damping in a silicon accelerometer. Sensors and Actuators
A: Physical, 66(1):83–92.
Vogt, B. D., Lin, E. K., Wu, W.-l., and White, C. C. (2004). Effect of film thickness
on the validity of the sauerbrey equation for hydrated polyelectrolyte films. The
Journal of Physical Chemistry B, 108(34):12685–12690.
Wang, H., Dzink-Fox, J. L., Chen, M., and Levy, S. B. (2001). Genetic characteriza-
tion of highly fluoroquinolone-resistant clinical escherichia coli strains from china:
role ofacrr mutations. Antimicrobial Agents and Chemotherapy, 45(5):1515–1521.
Wang, M. D., Yin, H., Landick, R., Gelles, J., and Block, S. M. (1997). Stretching
dna with optical tweezers. Biophysical journal, 72(3):1335.
Weibel, D. B., DiLuzio, W. R., and Whitesides, G. M. (2007). Microfabrication
meets microbiology. Nature Reviews Microbiology, 5(3):209–218.
Wu, F. and Dekker, C. (2016). Nanofabricated structures and microfluidic devices
for bacteria: from techniques to biology. Chemical Society Reviews, 45(2):268–280.
Wu, X.-L. and Libchaber, A. (2000). Particle diffusion in a quasi-two-dimensional
bacterial bath. Physical Review Letters, 84(13):3017.
Yakhot, V. and Colosqui, C. (2007). Stokes’ second flow problem in a high-frequency
limit: application to nanomechanical resonators. Journal of Fluid Mechanics,
586:249–258.
Yang, W., Auciello, O., Butler, J. E., Cai, W., Carlisle, J. A., Gerbi, J. E., Gruen,
D. M., Knickerbocker, T., Lasseter, T. L., Russell, J. N., et al. (2002). Dna-
modified nanocrystalline diamond thin-films as stable, biologically active substrates.
Nature materials, 1(4):253–257.
118
Yang, Y., Callegari, C., Feng, X., Ekinci, K., and Roukes, M. (2006). Zeptogram-
scale nanomechanical mass sensing. Nano letters, 6(4):583–586.
Yu, K., Major, T. A., Chakraborty, D., Devadas, M. S. S., Sader, J., and Hartland,
G. V. (2015). Compressible viscoelastic liquid effects generated by the breathing
modes of isolated metal nanowires. Nano letters, 15(6):3964–3970.
Zhu, T. and Ye, W. (2010). Origin of knudsen forces on heated microbeams. Physical
Review E, 82(3):036308.
Zowawi, H. M., Harris, P. N., Roberts, M. J., Tambyah, P. A., Schembri, M. A.,
Pezzani, M. D., Williamson, D. A., and Paterson, D. L. (2015). The emerging
threat of multidrug-resistant gram-negative bacteria in urology. Nature Reviews
Urology, 12(10):570–584.
CURRICULUM VITAE
Vural Kara
Department of Mechanical Engineering, Boston University
110 Cummington Mall, Boston, MA 02215, USA
Office: (617) 353-1857 Mobile: (607) 227-9433, E-mail: vkara@bu.edu
Education
Boston University, Boston, MA, USA 09/2013-12/2016
Ph.D. in Mechanical Engineeering
Advisor : Prof. Kamil L. Ekinci
Dissertation: “Studies of Nanoscale Movements in Fluids:
Oscillatory Cantilever, and Active Micro-Swimmers”
Lehigh University, Bethlehem, PA, USA 09/2011-06/2013
M.Sc. in Physics
Istanbul Technical University, Istanbul, TURKEY 07/2009-07/2013
M.Sc. in Materials Science and Engineering
Istanbul Technical University, Istanbul, TURKEY 09/2004-06/2009
B.Sc. in Mechanical Engineering
Academic Research Experience
Boston University, Department of Mechanical Engineering Boston, MA
Graduate Research Assistant in 09/2013-12/2016
Nanoscale Engineering Laboratory
120
Lehigh University, Physics Department Bethlehem, PA
Graduate Research Assistant in 05/2012-06/2013
Soft Matter& Biophotonics Laboratory
Istanbul Technical University, Istanbul, Turkey
Department of Mechanical Engineering 07/2009-07/2011
Graduate Research Assistant in
MEMS Laboratory
Journal Publications
V. Kara, V. Yakhot, K.L. Ekinci “Generalized Knudsen Number for Unsteady
Fluid Flow”, Submitted to PRL, In Review .
V. Kara, Y.-I. Sohn, H. Atikian, V. Yakhot, M. Lonc˘ar, K.L. Ekinci “Nanoflu-
idics of Single-Crystal Diamond Nanomechanical Resonators”, Nano Letters, 15
(12), 8070-8076, (2015) .
Y.-I. Sohn, M.J. Burek, V. Kara, R. Kearns, M. Lonc˘ar, “Dynamic Actuation
of Single-Crystal Diamond Nanobeams”, Applied Physics Letters, 107, 243106,
(2015) .
V. Kara, H. Kizil, “Titanium Micromachining by Femtosecond Laser”, Optics
and Lasers in Engineering 50/2, 140-147 (2012)
O.T. Ghalehbeygi, V. Kara, L. Trabzon, S. Akturk, H. Kizil, “Fabrication
and Characterization of Si Nano-Columns by Femtosecond Laser”, Journal of
NanoResearch 16, 15-20 (2011).
