Abstract
Introduction
In transit demand modeling literature, two areas have been discussed: 1) transit mode choice (or general transit ridership) and 2) transit assignment or path choice. Recently, researchers have started using smart card data to develop transit path choice models (Schmöcker, Shimamoto, and Kurauchi 2013; Jánošíková, Slavík, and Koháni 2014) . As smart card datasets can detect repetitive observations, path identification and estimation become much easier. By using a smart card dataset, Schmöcker, Shimamoto, and Kurauchi (2013) proposed a bi-level discrete choice model in which the upper level considers the choice preference of users and the lower level deals with the deterministic probabilities of boarding paths. However, as smart card datasets usually lack information about the actual origin and destination, these models can determine path choice from only the departure stop. Consequently, these models miss the link between the trip origin and departure transit stops. This gap was addressed by by developing a transit stop choice model. They assumed that transit users select their route by selecting a stop (bus stop, train station, or ferry terminal) from a desirable choice set. They argue that modeling the path choice behavior at the stop level is more appropriate, as the observed data are consistent with the choice actually made by the users. They proposed a nested structure in which an acceptable model fit is gained by considering a bi-level train and no-train nesting structure. Moreover, the study found that the choice of stop depends not only on the attributes of the paths (fastest travel time, number of transfers, etc.), but also on the attributes of the stops. They showed that the presence of shelter at stops, walk time from the origin location to the stop, travel time, number of transfers, and number of routes significantly affect the choice of stops. These findings add to the body of knowledge on the behavioral aspect of transit mode choice, but their work cannot be treated as a comprehensive stop choice study due to three major shortcomings: 1) they did not consider users' socioeconomic and demographic characteristics; 2) attributes related to the trip were missing; and 3) their modeling specification was quite limited and restricting.
Other stop choice studies are found in the literature, but they focused on other issues. Debrezion, Pels, and Rietveld (2009) conducted a railway station choice model for Dutch railway users. The main focus of their study was to determine a measure of station accessibility. They proposed a nested logit model in which access modes are modeled at the upper level and stations are modeled at the lower level. They found that access distance has a negative effect on the accessibility indicator, and parking availability, frequency of public transport, and railway station quality have a positive effect on station choice. Chakour and Eluru (2013) modeled access modes and station choice using a different approach. They found that a latent segmentation technique delivers better results than the nested logit approach proposed by Debrezion, Pels, and Rietveld (2009) . Mahmoud, Habib, and Shalaby (2014) investigated the choice of parkand-ride stations for cross-regional commuter trips in the greater Toronto and Hamilton area. The study aimed to find aspects important to the design of more sustainable and attractive transit stations. They developed several multinomial logit models by using data on parking facilities, surrounding land use, and station amenities.
The work presented in this paper aimed to develop a stop choice model by addressing the shortcomings of the model developed by and also to introduce a strategy-based (scheme-based) decision-making mechanism for transit users, which is a unique contribution from this paper. As such, we considered a total of 28 variables containing users' socioeconomic and demographic attributes and 9 variables addressing trip attributes, along with path attributes, stop attributes, and correction attributes. We also considered three strategy attributes. This study investigated appropriate modeling structures by testing different discrete choice models from the Household Travel Survey (HTS) of 2009 in Southeast Queensland (SEQ), Australia. The detailed description of the model is presented in the next section, followed by model results, discussions, and conclusions.
Description of the Model
In this study, it was assumed that when a transit user wants to make a trip, he/she decides what type of travel scheme is suitable for his/her current situation. In this study, we considered three basic schemes: minimize the time of travel (MTT scheme), minimize the access time (MAT scheme) to reach the boarding stop, and minimize the number of transfers (MTr scheme). Combinations of these three basic schemes (four combinations) also were considered. We assumed that users choose the alternative (access stop) that best matches their desired scheme and maximizes their utility. For example, if a user wants to minimize travel time (an MTT user), he/she chooses an alternative that falls under the MTT scheme. Similarly, an MAT-MTr user chooses a stop that takes less time to access and has the most direct connection to the destination (MAT-MTr scheme). The detailed descriptions of the models are discussed later in this section.
Model Structure
We considered four types of model structures: Multinomial Logit (MNL), Mixed MNL, Nested Logit (NL), and Mixed NL. In the MNL structure, the restricting Independence of Irrelevant Alternatives (IIA) property holds. This model forms the base case scenario. The form of MNL can be described by Equation (1):
(1) where, P ni is the probability of selecting the alternative i by an individual n, x ni is the column vector associated with attributes influencing the choice, and βꞌ is the vector of parameters to be estimated. A Mixed MNL model also was tested to determine if it could capture random taste variations among individuals. In the Mixed MNL formulation, βꞌ is treated as a random parameter to be estimated, having a probability density function of f (β). The choice probability of the Mixed MNL form can be written by the form provided in Equation (2). To capture the effects of the three basic schemes in MNL and Mixed MNL models, dummy variables (whether or not the option offers the scheme) were considered, because no nesting structure can be included in these models.
(2)
The third type, NL, was chosen to capture the correlation between alternatives belonging to different travel schemes. We assumed that alternatives falling under the same scheme have some unobserved similarities among them, and a nested structure might be able to capture them. Here, the schemes were considered to form the nests and the stops associated with the schemes were included under that nest. In the NL formulation, the choice probability for alternative i ∈ B k can be written as in Equation (3):
The fourth model, Mixed NL, can capture both random taste variations and correlation among the alternatives. Recently, some researchers (Hess, Bierlaire, and Polak 2005; Antonini, Bierlaire, and Weber 2004; Bajwa et al. 2008; Hammadou et al. 2008 ) reported a technique in which the βꞌ coefficients inside the nests are treated as random parameters with a function of f (β). The nest coefficients were not assumed to have any distribution. The model can be written as in Equation (4):
In the mixed models, randomness was captured assuming a log-normal distribution for the variables that show negative signs in MNL models, a uniform distribution for dummy variables, and a normal distribution for all the other variables (Hensher and Greene 2002) .
Several studies focusing on the optimal choice of transit users combine all costs into a unified generalized cost to be considered in the objective function. Unlike this approach, this study attempted to introduce a "behavioral" stop selection model that reflects the process of decision-making by travelers. This behavioral model assumes that travelers maximize their utility based on the attributes of alternatives as well as a random error component capturing what is not known to the modeler. The proposed behavioral model is unique in a sense that it takes into account different ways to capture the unobserved error component in the utility function. It also examines mixed formulations to capture complicated taste variation structures.
Nest Structures
In this study, we considered three schemes (MTT, MAT, and MTr) individually and their combinations. Therefore, seven nesting groups were analyzed (see Table 1 ). These nesting structures also were used in Mixed NL estimation models. Thus, each group consisted of two models: NL and Mixed NL. The idea of considering different schemes as nests derived from the findings of other researchers Kurauchi et al., 2012; Fonzone and Bell 2010; Fonzone et al. 2010) . showed that transit users tend to choose stops that minimize travel time, minimize access time, and minimize the number of transfers. Kurauchi et al. (2012) found that London Oyster Card users might use different schemes (strategies) for their regular commute because they do not use fixed routes. Fonzone and Bell (2010) and Fonzone et al. (2010) In Table 1 , the first nesting group is for the MTT scheme. Here, we considered two nests: 1) stops that are fastest (fastest routes from the stop) were grouped in the MTT nest, and 2) the rest of the stops were grouped in NoMTT nest. The next two groups considered the MAT and MTr schemes, similar to the first nesting group. The next three groups (4, 5, and 6) coupled two schemes; for example, in the fourth structure, both MTT and MAT were coupled. Here, there were four probable combinations of these two schemes: 1) minimizing travel time only (MTT), 2) minimizing access time only (MAT), 3) considering both (MTT and MAT), and 4) considering none of them (None). The last structure considered all three schemes, with all the probable combinations (eight nests).
Data Preparation

Descriptive Analysis
The dataset used in this research was taken from the Household Travel Survey (HTS) of May 2009 conducted in Southeast Queensland, Australia. All travel records (1,693 journeys) using public transport (which includes three modes: bus, train, and ferry), with walking legs of access, egress, and transfer(s), were extracted from the HTS data for this research. These 1,693 journeys included 1,435 transit trips with no transfers, 229 trips with a single transfer, 26 trips with 2 transfers, and 3 trips with 3 transfers. Regarding the mode of the access stop, 1,176 travelers had chosen bus stops, 492 travelers had chosen train stations, and 25 had chosen ferry terminals. The Queensland Department of Transport and Main Roads (DTMR) provided another dataset containing information about stop facilities such as shelter, lighting, access walkways, boarding slabs, etc. The SEQ transit authority Translink shared transit network data and service schedules for May 2009. The transit network included 14,442 stops, 767 paths, and 33,897 scheduled trips. The walk network data, consisting of local streets, sidewalks, crosswalk connections, walking ramps, footways, and stairways for SEQ, were obtained from OpenStreetMap (http://www.openstreetmap.org/). This included about 250,000 nodes and 340,000 links. ArcGIS was used to calculate the shortest walking paths. The average walking speed of a traveler was assumed to be 1.2 m/s to calculate walking times. At the end of the choice set generation process, 1,238 observations were finalized. The scheme preferences of users for selecting their access stops were revealed from these data. A "reasonably minimum" travel time and access time were fixed for each choice set to account for the fact that users' perception of time does not exactly match reality. It was considered likely that an alternative stop yielding a travel time that was reasonably close to the minimum travel time of that choice set would be considered by an MTT user (who chooses a minimizing travel time scheme). To calculate the "reasonably minimum" travel/access time for a choice set, 10% of the difference between the maximum and minimum travel/access times was added to the minimum travel/access time. Stops that yielded less than this "reasonably minimum" travel/ access time threshold were flagged as MTT or MAT stops. For the MTr scheme, only the minimum number of transfers was considered. Finally, to be consistent with the relevant nesting group, separate data files were generated for each model. The revealed choice of schemes for each nesting group is presented in Figure 1 .
User preference of schemes Figure 1 shows that most travelers choose access stops that contain some schemes. In the three-single-scheme situation, MTT and MTr schemes seem to be more popular (63% of users choose MTT and 71% choose MTr) than MAT schemes (only 49% of users choose MAT schemes). If there are multiple schemes, users seem to prefer combined schemes rather than single schemes or none. For example, in TT-AT and TT-Tr, the share of combined schemes are dominant (MTT&MAT=37%, MTT&MTr=49%) compared to single schemes or none. Contrastingly, in the AT-Tr combination, the share of MTr (38%) is more than the combined schemes of MAT&MTr (34%). Finally, in the TT-AT-Tr combination, users seem to prefer combined schemes. Very few (8%) users seem to have no preference for schemes.
Explanatory Variables
Several stop choice works were studied to develop the explanatory variables. Debrezion, Pels, and Rietveld (2009) mainly considered station facility attributes to construct their model. Chakour and Eluru (2013) considered socio-demographic attributes, trip characteristics, facility attributes, and land-use and built-environment factors. Mahmoud, Habib, and Shalaby (2014) studied facility attributes and land use variables. considered facility attributes, impedance attributes, and correction attributes. In this study, we considered a total of 61 explanatory variables, which could be classified in 6 classes: 1) facility attributes, 2) impedance attributes, 3) user attributes, 4) trip attributes, 5) strategy attributes, and 6) correction attributes. Brief descriptions of the variables are provided in Table 2 . Facility attributes included seven variables related to the transit stop. Two types of impedance attributes, direct and aggregate, were calculated from a path enumeration process. The path enumeration process refers to the procedure of generating a set of reasonable paths from a given origin and destination at the given departure time. Direct impedance attributes (the measures of best paths from different points of view) included five variables: fastest travel time, minimum number of transfers, minimum walking time, minimum fare, and minimum waiting time among all the reasonable paths from the origin to the destination. These, in fact, represented the best reasonable path in these five aspects from each stop. For example, for a particular stop, the fastest travel time variable indicated the fastest travel time of all reasonable paths from that stop. Similarly, the minimum number of transfers of all reasonable paths from the stop was recorded for the minimum transfer variable, and so on. Aggregate impedance attributes (including averages among all reasonable paths) included seven variables, among which five included the average measure (travel time, number of transfers, walking time, fare, and waiting time) among all reasonable paths. The other two contained the total number of possible paths from the access stop to destination and the total frequency of all these paths.
User attributes contained a variety of socio-economic attributes of the user. Trip attributes contained trip mode, timing, and trip purpose. Strategy attributes were used only for the MNL and Mixed MNL models. Corrections for correlation attributes were developed to deal with path commonalities (overlapping routes, which have strong correlations) among the stops. Path commonalities breach the IID (independent and identically-distributed) property of the MNL models to some extent and can lead to inaccurate estimations. The correction factors (CfC1, CfC2, CfC3) proposed in this research were defined based on the Path Size Correction Logit (PSCL) formulation (Nassir et al. 2014) . To meet the specifications of the access stop choice model, these factors were adjusted as follows (equations 5, 6, and 7). For an observation from origin location o at departure time τ to destination location d, three definitions of correction for correlation were defined for every stop s in the choice set :
Where i, j are the indices of the routes; s, t are the indices of stops; Γ d,τ is the set of all routes at stop s with reasonable paths to destination d at time τ; f i,s is the frequency of route i at stop s at time τ; T j,d is the travel time of the fastest path from stop s boarding on route i to destination d at time τ; and δ i,t is the top-route incidence parameter,
Choice Set Generation
Stop choice sets were generated by the algorithm in in four steps (Figure 2) . Initially, observed origin-destination and departure information (day and time) data were collected along with the walkway network and transit schedule. This information was used in the second step as an input. A version of a transit Trip-Based Shortest Path (TBSP) algorithm was used in this step Nassir et al. 2012; Khani, Hickman, and Noh 2014; Khani 2013 ). This version is a transit time-dependent K-shortest path algorithm that aims to minimize the arrival time to the destination and was modified to terminate after the destination was marked for computational efficiency. 
Choice set generation framework
This algorithm has a "segment elimination" module that was executed after each iteration of the TBSP code. A segment is a combination of three elements: boarding stop, alighting stop, and the path connecting these two stops. In each iteration, after the TBSP generates a path, the segment elimination module eliminates all the segments used in that path from the schedule data and, thus, updates the schedule for the next iteration. This was done to create diversity among the generated paths.
In the third step, reasonable paths were sorted out. The TBSP code contained three reasonability conditions for path generation: 1) transfer walking distance cannot exceed 1km, 2) access and egress walks cannot exceed 2km, and 3) waiting time before a boarding cannot exceed 1 hour. Two other reasonability checks also were set after the TBSP path generation: 1) path travel time does not exceed the shortest path travel time plus a threshold factor known as off-optimality, and 2) number of transfers does not exceed 3. The maximum off-optimality threshold was set as 20 minutes, as suggested in Nassir, Hickman, and Ma (2015) .
The TBSP code also had an embedded maximum walking range of 2 km to generate the locations of the access stops from which the paths are generated. This 2km threshold range was taken from the preliminary analysis of access walk from the SEQ HTS data, in which about 17% of the observations were found to walk more than 1km to access to a transit stop . At the end, the maximum number of stop choices in a set was found to be 70 stops, although the majority of observations had fewer than 20 stop choices in the set. Finally, based on the set of reasonable paths, impedance attributes and correction factors for each stop choice were calculated.
It was found that the TBSP algorithm could select about 94.5% of the chosen access stops (1,599 out of 1,693) successfully. The unsuccessful choices of stops were added in the choice sets manually. The impedance attributes of these stops were calculated by restricting the K-shortest path generation algorithm to start from these stops. However, some observations were not matched to the exact stop location. We inferred these locations by applying three matching keys: whether the distance is within a 100m threshold, the mode of the stops, and the path serving that stop. Ultimately, we had to exclude some of the observations (about 26.8%), as we failed to locate the chosen access stop or observed ambiguity between the HTS data and generated paths.
Model Results and Discussions
The models were estimated using the discrete choice estimation package BIOGEME (Bierlaire 1998) . Initially, all the models were estimated separately by one of the correction factors. Finally, the correction factors had to be dropped because these seemed to be insignificant, even at the 10% significance level. Table 3 provides a comparison between the models (MNL, NL, Mixed MNL, and Mixed NL) estimated in this study.
From Table 3 , we can see that the MNL and NL models show similar adjusted ρ 2 values compared to the Mixed MNL and Mixed NL models. However, the Bayesian Information Criteria (BIC) values seem to be better in the MNL and NL models compared to the Mixed MNL and Mixed NL models. The model results indicate that two of the single-scheme NL models (AT model and TT model) result in significant nest structures. Nonetheless, in the single scheme Mixed NL models, the nest coefficients are insignificant. Furthermore, among the dual scheme models, TT-AT models show better nest structures and TT-Tr models show better BIC values than the other two groups. In contrast, most of the nest coefficients of the only tri-scheme model are insignificant, although their model fit (adjusted ρ 2 ) is better than all the other models. Therefore, from Table 3 we can conclude that travel schemes such as MTT and MAT have an influence on the users' choice of access stops; users generally follow MTT or MAT schemes or a combination of these two schemes (MTT-MAT).
From the comparisons shown in Table 3 , we selected the best models according to three criteria: BIC, adjusted ρ 2 , and significance of the nest coefficients. The MNL model shows the best BIC value among all the models; the adjusted ρ 2 value also is better than some of the models. The Mixed MNL model has a low BIC value compared to the MNL model, but the adjusted ρ 2 value is slightly better than the MNL model. Among the nested and mixed nested models, the TT-Tr and TT-Tr[M] models show the best BIC values (4012.04 and 4014.21, respectively). Moreover, the adjusted ρ 2 values also are higher than most of the other models in this group. Nevertheless, two of the nest coefficients of these two models seem to be insignificant (nest coefficient "None" was highly insignificant). On the other hand, TT and AT models have significant nest coefficients, but BIC and adjusted ρ 2 values seem to be worse than the other models in this group. However, if we want to balance the three criteria for model selection (BIC, adjusted ρ 2 , and nesting coefficients), the TT-AT model can be considered as the best model among the nested and mixed nested models. The estimates of the MNL model and the TT-AT model are shown in Table 4 . -1970.858 -1980.199 -1985.941 -1962.492 -1951.951 -1931.246 -1943.24 -1917.642 Likelihood 
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No . of parameters  11  14  14  17  18  22  23  27 Final log-likelihood -1966.73 -1982.25 -1974.53 -1960.11 -1976.32 -1928.77 -1938.57 -1916.69 Likelihood Table 4 , the two direct impedance attributes MinTransfers and MinWalk were found to be significant. The signs of these coefficients were negative, as expected; this means that transit users prefer to start their trip from a stop that had a more direct connection to their destination and involved less walking. One of the aggregate impedance attributes, NumofRoutes, was found to be significant in the models; this means that transit users tend to choose access stops that have multiple path options. Facility attributes AccessWalk and StopLight also were found to be significant. The negative sign of AccessWalk means users perceives more disutility if they have to walk more to the access stop. The positive sign of the StopLight attribute implies that users prefer to choose stops that have lighting. The sign of the coefficient of Train is positive, which means that transit users in SEQ are much more willing to travel by train than by other modes.
Generally, the coefficients of the common variables of these two models (presented in Table 4 ) seem to be quite similar, except for MinTransfer; the coefficient of MinTransfer was smaller in the MNL model. This probably happened because some of the effects of this parameter might have been captured by MTransferStr, which is a dummy variable for the presence of the MTr scheme. These models identify that users consider every minute of walking to the access stop to be about five minutes of other types of walking (e.g., for transfers or walking to the destination) involved in the travel path. This indicates that users do not perceive/evaluate walking in a consistent way. Somehow, walking to access stops poses a much higher disutility than other walks in the travel path. This might support theories about the myopic behavior of transit users by other researchers Fonzone and Bell 2010) .
Compared to previous studies, in a nutshell, this study considered 61 attributes, compared to 21 attributes considered in . In analyzing the same dataset, the current study found 8 significant attributes in the MNL model and 12 significant attributes in the TT-AT model compared to 6 significant attributes in . Furthermore, the model fit (adjusted ρ 2 : MNL model 0.326, TT-AT model 0.336) in this study seems to outperform the model fit (adjusted ρ 2 : 0.287) developed by .
Some of the socio-economic attributes also were found to be significant. As reported in Table 4 , both the models show that Australia-born users are more likely to select MTT schemes for choosing transit stops. In the TT-AT model, female students are more likely to use the combination of MTT and MAT schemes when choosing their preferred transit stop. Moreover, users from larger households and users living in a flat tend to prefer the combination of MTT and MAT schemes when choosing transit stops. Trip attribute PMPeakDep was found to be significant, indicating that users making a trip other than at the PM peak hour are inclined to follow the combined scheme of MTT and MAT when choosing their transit stop. Another interesting finding is that of the three strategy attributes used in the MNL model, two (MTT and MTr) became significant, which indicates that users consider either MTT scheme or MTr scheme. The NL model presented in Table 4 (TT-AT) shows significance (5% significance level) for the AT, TT-AT, and None schemes. The TT scheme is significant at the 20% level.
Model Predictability and Sensitivity
The choice probabilities of all the options were calculated for the MNL and TT-AT model. It was found that the models could correctly predict the users' chosen alternatives in 46% (MNL) and 44% (TT-AT) of cases. It also can be interpreted that, according to the MNL model, 46% of users choose the stop with the highest probability. Again, 84% of users (MNL model) seem to choose the access stop from a set of five stops with the highest probabilities; for TT-AT model, this is about 79%. The predictive capabilities of these models are shown in Figure 3 , which presents the cumulative percentage of successful prediction, with an increasing pattern for the number of options considered to include the actual selected option. In other words, if a set of predicted options is considered to include the observed option, the chance of having the observed option increases. Obviously, as the choice set (as defined previously in the methodology section) size increases, the chance of including the observed option in the set of predicted options decreases. In Figure 3 , five curves are fitted, representing the prediction capabilities for having the observed choice in the set of predicted options where the highest probability is for curve 5. This shows that the models can predict the choices better if the choice set size is relatively small, and vice versa. However, when the choice set size is larger than 40, the predictability is uncertain. 
Prediction capabilities of stop choice models
The TT-AT model was tested to observe the sensitivity of the nests with a change of access time and walking time; the results are shown in Figure 4 . Here, the effects of waiting time seem to be almost similar to the effects of access time on the nests. However, the difference is in the magnitude, which seems to be much higher for the access time change. Figure 4 shows that by increasing the access time and waiting time, the probability of choosing from the AT and TT AT nests (strategies) increases; however, the TT nest seems to be relatively insensitive. This can be interpreted as follows: if the access time or waiting time is increased, the probability of selecting a stop that follows the MAT or MTT-MAT scheme will be increased, and if the access time or waiting time is decreased, the probability of selecting a stop that follows the MAT or MTT-MAT scheme will be decreased.
Conclusions
One of the contributions of this study is to improve the stop choice model developed by by adding socioeconomic, trip, and strategy variables. Furthermore, this study considered different nesting structures and developed several types of discrete choice models. Relating the nesting structures to the schemes/ strategies people consider when selecting stops is a unique contribution of this paper.
This study provides a deeper understanding about stop choice behavior compared to the existing literature. It was found that transit users can use different travel schemes/ strategies when selecting access stops. The most appropriate scheme seems to be the combination of minimizing travel time and minimizing access time. From the behavioral point of view, it can be concluded that SEQ transit users perceive alternatives that are either faster (MTT nest) or more easily accessible from the origin of the trip (MAT nest), or both (fast and nearby) in a similar way. 
Effects of different variables on nests
This study shows that the choice of access stop is not only affected by impedance factors of the paths (number of transfers, walking time, travel time), but also by the attributes of the stop (such as walking time to access the stop and the presence of lighting at the stop). Moreover, the presence of multiple paths from a stop shows a positive influence on the utility of stop choices. Again, some socioeconomic attributes, such as gender, studentship, place of birth, household size, and dwelling type (flat), affect the choice of stop. Furthermore, transit users also take into account the transit mode and time of the day of the trip. One interesting point is that the developed models relate some of the impedance factors associated with paths linked to the origin and destination stops. Therefore, the proposed approach of this study married the stop and path selection themes in a straightforward manner, and further analysis is required to examine the opposite direction when stop attributes are includes in a route choice model. This work is underway by the authors.
The main contribution of this research is that it can be used to develop a behaviorbased transit path choice model from trip origin to destination. For this, the suggested access stop choice model can be developed from the trip origin to the departure stop. Again, from the departure stop to the destination stop, other boarding strategy-based models (from smart card data) can be developed. Eventually, the combination of these two models can effectively estimate and evaluate future transit demand from any given origin to destination. Thus, the presented study can be extremely beneficial for the policy-makers, as this eventually affects the evaluation process of transit policies considered for the target year.
Further investigations can be conducted to determine the impacts of travel schemes when paths are considered to be selected by travelers rather than stops. Other model structures, such as cross-nested logits, mixed cross-nested logits, and nested logits with multiple levels and combinations (e.g., scheme-mode-stop, scheme-mode-path, modescheme-path etc.), also can be tested. Results from such models can provide a clearer understanding about transit choice research.
