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A WEAK FORMULATION OF WATER WAVES IN SURFACE
VARIABLES
KL OLIVERAS
Abstract. In this short note, we derive a system of two nonlocal equations for the water-
wave problem following the work of [AFM06]. Specifically, we consider a fluid with a one-
dimensional free surface for an irrotational fluid both with, and without, surface tension.
We show that these equations can be useful for deriving direct maps between boundary
data at the various interfaces and consider various asymptotic regimes. Finally, for periodic
traveling wave solutions, we derive a new single-equation that is derivative free and has the
potential to simplify the process of finding asymyptotic expansions of the solutions as well
as reduce numerical errors when solving computationally.
1. Introduction
Various reformulations of the water-wave problem for a one-dimensional surface have been
proposed. Examples include conformal variables, boundary-integral formulations, the Zakharov-
Craig-Sulem formulation [Zak68,CS93], the Ablowitz-Fokas-Musslamini formulation [AFM06].
Each formulation presents some advantages and disadvantages as discussed in [WV15].
Here, we introduce yet another reformulation heavily based on the previous work of [AFM06].
While this formulation may suffer some of the same disadvantages as described in [WV15],
the hope is that the formulation is generalized in a manner that would compensate for these
numerical challenges. One specific advantage is that for traveling-wave solutions, the formu-
lation yields a derivative-free formulation which does appear to be more numerically stable
than other formulations. Furthermore, the formulation does allow for direct maps between
the free-surface and the pressure complementing the previous work of [BL17].
2. Derivation
We being with the following formulation of the problem as illustrated in Figure 1:
φxx + φzz = 0, (x, z) ∈ D , (1)
φt +
1
2
|∇φ|2 + gz +
p
ρ
= 0, (x, z) ∈ D , (2)
φz = 0, z = −h, (3)
ηt + φxηx = φz, z = η(x, t), (4)
φt +
1
2
(
φ2x + φ
2
z
)
+ gη =
σηxx
ρ(1 + η2x)
3/2
, z = η(x, t), (5)
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where φ(x, z, t) is the velocity potential, η(x, t) is the free-surface deviation from a state of
rest, h is the undisturbed fluid depth, g is the acceleration due to gravity, p(x, z, t) is the
fluid pressure, ρ is the fluid density, and σ is the coefficient due to surface tension.
Furthermore, we impose that both η(x, t)→ 0 and φ(x, z, t)→ 0 sufficiently fast as |x| → ∞.
Typically, we define a velocity potential φ˜ such that ∇φ˜ = [u, v].
D
x
z
z = −h
z = 0
z = η(x, t)
Figure 1. Fluid Domain
2.1. The Nonlocal Formulation of [AFM06]. As mentioned in the introduction, t are
several different reformulation of (1)-(5) that yield the equations of motion in terms of free-
surface, and the trace of the velocity potential along the free-surface. The recent reformulation
given by [AFM06] yields a coupled system of differential and integro-differential equations in
terms of the physical variables η(x, t) and q(x, t) = φ(x, η(x, t), t).
In their work, the authors begin by considering the velocity potential φ(x, z, t) that satisfies
(1)-(5), and a harmonic test function ϕ(x, z). Via Green’s second identity, they write the
equation ∮
∂D
[
ϕz (∇φ · ~n)− ϕx
(
∇φ ·~t
)]
ds = 0, (6)
where ~n is the outward pointing normal, and ~t is the tangent vector. We also assume that
there is sufficiently fast decay of both φ(x, z, t) and η(x, t) such that (6) makes sense.
Choosing the specific test functions ϕ = e−ikx sinh(k(z+h)) eliminates any contribution from
the bottom boundary and yields the system∫
∞
−∞
[
e−ikx (ηt cosh(k(η + h)) + iqx sinh(k(η + h)))
]
dx = 0, (7)
qt +
1
2
q2x + gη −
1
2
(ηt + qxηx)
2
1 + η2x
=
σηxx
ρ(1 + η2x)
3/2
. (8)
One can think of (7) as an implicit relationship defining the Dirichlet-to-Neumann map at
the free surface. Indeed, [HA09] show that (7) can be used to generate the same expansion
of the DNO as found in [CS93]. They also establish the equivalence of the two formulations
with that of Zakharov [Zak68] and Craig and Sulem [CS93]; see [HA09] for details.
2.2. Derivation of the Nonlocal/Nonlocal Formulation. Here, we aim to recast (7)-
(8) into a general system of coupled integro-differential equations by deriving two separate
nonlocal equations. Following the work of [AFM06], we begin by introducing a harmonic test
function ϕ(x, z) so that via Green’s second identity, we have∮
∂D
[ϕz (∇φ · ~n)− φ (∇ϕz · ~n)] ds = 0, (9)
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where ~n is the outward pointing normal. While (6) and (9) are equivalent up to an integration-
by-parts, there are some specific advantages of working with (9) that will be exploited in
Section 4.
Imposing the kinematic boundary condition given by Equation (4), Equation (9) becomes∫
S
[ϕzηt − q(ϕzz − ηxϕxz)] dx =
∫
B
[−Qϕzz] dx, (10)
in terms of η(x, t), q(x, t), and the potential at the bottom Q(x, t) = φ(x,−h, t). Here, we
have introduced the notation∫
S
f(x, z, t) dx =
∫
R
f(x, η, t) dx and
∫
B
f(x, z, t) dx =
∫
R
f(x,−h, t) dx
to denote the integral over the whole line where z = η(x, t) and z = −h respectively. Equa-
tion (10) is the first integro-differential equation in our system of equations an will be referred
to as the first nonlocal equation. It is worth noting that Equation (10) is a trivial general-
ization the nonlocal equation given in [AFM06] and shown above in (7).
To close our nonlocal/nonlocal formulation, we need to incorporate the dynamic boundary
condition given by Equation (5). In contrast to the formulation (7)-(8), we seek to replace
(8) with a nonlocal equation using the same test-function ϕ. To achieve this, we simply take
a time derivative of (10) to find∫
S
[
d
dt
(ϕzηt)− qtϕzz − (qxηt − qtηx)ϕxz
]
dx = −
∫
B
[Qtϕzz] dx. (11)
At this point, we have yet to incorporate the dynamic boundary condition and so (11) is not
independent from (10). We can achieve this independence by rewriting (11) as∫
S
[
d
dt
(ϕzηt)− qtϕzz + (qxηt − qtηx)ϕxz − 2(qxηt − qtηx)ϕxz
]
dx = −
∫
B
[Qtϕzz] dx. (12)
Then, using similar ideas to those presented in [BO82] (see Appendix A for specifics), along
with the appropriate integral theorems noting ηt = ∇φ ·~n, we arrive at the final relationship:∫
S
[
qxηtϕxz − (ϕzz + ηxϕxz)
(
qt + gη −
d
dx
σηx√
1 + η2x
)]
dx =
1
2
∫
B
[
Q2x ϕzz
]
dx. (13)
Together, (10) and (13) form a system of equations relating the free-surface variables η(x, t)
and q(x, t) to the Dirichlet and Tangential Derivative values of φ evaluated at the bottom of
the fluid.
Remark 1. Alternatively, we could derive (13) by considering Green’s second identity
for φt and ϕ such that ∮
∂D
[ϕz (∇φt · ~n)− φt (∇ϕz · ~n)] ds = 0. (14)
Substituting (3), (4), and (5) into (14) would ultimately yield the expression.
In order to consider the system closed for the unknowns η(x, t), q(x, t) and Q(x, t), we need
to consider a complete family of harmonic test functions ϕ. One such family is the set of
functions of the form
ϕ ∈
{
e−ikx cosh(k(z + h)), e−ikx sinh(k(z + h)), k ∈ R
}
.
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However, a subset of these functions yields enough information to fully close the system for the
surface variables η(x, t) and q(x, t). Choosing the harmonic function ϕ = e−ikx sinh(k(η+h)),
(10) and (13) yield the following system of equations in the surface variable η(x, t) and q(x, t):∫
∞
−∞
e−ikx [ηt cosh(k(η + h)) + iqx sinh(k(η + h)] dx = 0, (15)
and ∫
∞
−∞
e−ikx
[
(qxηt − ηx(qt + gη −
d
dx
σηx√
1 + η2x
)) cosh(k(η + h))
]
dx
−
∫
∞
−∞
e−ikx
[
i(qt + gη −
d
dx
σηx√
1 + η2x
) sinh(k(η + h))
]
dx = 0, (16)
which are valid for all k ∈ R.
Remark 2. In simplifying the above equations, we divided by k. This might appear
to invalidate the equations when k = 0. However, in the limit as k → 0, both (15)
and (16) yield the known conserved densities T3 = η and T1 = −qηx respectively as
denoted in [BO82]. Thus, we can formulate the equations for all k ∈ R. There are deeper
connections to conservation laws that will be discussed in [OCY20].
Furthermore, while it appears that (15) and (16) are equivalent to the Hamiltonian for-
mulation given by Zakharov [Zak68] and Craig and Sulem [CS93]. This has yet to be
established. Perhaps a more logical route to establish the equivalence would be via the
Lagrangian formulation and variational principles due to [Mil77, Luk67]. This will be
explored in future work.
3. Traveling Wave Solutions
To find the equations for traveling waves, we seek solutions that are stationary in a coordinate
system moving with a constant speed c. Thus, we introduce the transformation ∂t → −c∂x.
Using that both η and q decay rapidly as |x| → ∞ as well as integration by parts, (15) and
(16) become∫
∞
−∞
e−ikx [(qx − c) sinh(k(η + h))] dx = 0, (17)∫
∞
−∞
e−ikx
[
−ck2(qx − c) sinh(k(η + h))− (c
2 − 2gη)k2 sinh(k(η + h))
]
dx
−
∫
∞
−∞
e−ikx [gk cosh(k(η + h))] dx = 0, (18)
where we have set the coefficient of surface tension to be zero for the remainder of the paper.
Substituting the relationship given by (17) into (18), we can eliminate the velocity potential
at the free surface in order to generate a single scalar equations for traveling waves in terms
of η given by∫
∞
−∞
e−ikx
[
(c2 − 2gη)k2 sinh(k(η + h)) + gk cosh(k(η + h))
]
dx = 0. (19)
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This can be contrasted with the single equation for traveling waves given in [DO11]. Here,
we effectively substituted the kinematic boundary condition Equation (4) into the dynamic
boundary condition Equation (5). In [DO11], the dynamic boundary becomes a quadratic
in qx for traveling wave solutions. This is solved for qx terms of η and substituted into (17)
yielding ∫
∞
−∞
e−ikx
[√
(c2 − 2gη)(1 + η2x) sinh(k(η + h))
]
dx = 0. (20)
Both (19) and (20) represent single equations for the unknown free-surface η. However, a
curious difference between the two equations is the lack of ηx explicitly appearing in the
integrand of (19). Similarly, both equations can be posed for periodic boundary conditions.
If we restrict to examining 2π periodic traveling-wave solutions, we can derive the analogues
of (19) and (20) as∫
2pi
0
e−ikx
[
(c2 − 2gη)k2 sinh(k(η + h)) + gk cosh(k(η + h))
]
dx = 0, k ∈ Z, (21)
and ∫
2pi
0
e−ikx
[√
(c2 − 2gη)(1 + η2x) sinh(k(η + h))
]
dx = 0, (22)
where k is restricted to the integers in order to cancel contributions from the bulk velocities
at x = 0 and x = 2π for both (21) and (22). It is worth noting that deriving the Stokes
expansion for periodic traveling wave solutions using (21) is somewhat easier to compute by
hand when compared to (22) due to the absence of both the square root and derivatives
of the free-surface η(x). Likewise, both equations are straight-forward to solve numerically.
However, the lack of derivative in (21) may yield less numerical artifacts when computing
solutions spectrally in comparison to (22). This warrants further exploration.
4. Maps between the free-surface variables and the pressure at the bottom
In a similar spirit to the previous work of [OVDH12, VO14, BL17], various nonlocal maps
between boundary information is useful for investigating inverse problem. One such inverse
problem is reconstructing the wave profile η from measurements of the pressure taken at the
bottom of the fluid.
Returning the the whole-line problem, we can find a define a direct maps from the pressure at
the bottom of the fluid domain to the free-surface variables. For example, simply subtracting
(13) from (11) yields a direct map from surface variables to the pressure at the bottom of
the fluid given by∫
B
[pd ϕzz] dx = ρ
∫
S
[
ηttϕz +
(
η2t + gη
)
ϕzz + (gηηx − 2 (qxηt − qtηx))ϕxz
]
dx (23)
where pd(x, z, t) = p(x, z, t)+ρgz is the dynamic pressure. Using a suitable basis of harmonic
functions ϕ should allow one to reconstruct pressure at the bottom from measurements of η,
ηx, ηt, ηtt, qx, and qt.
In many applications such as those discussed in [OVDH12], one is often interested in the
inverse problem. As stated above, this would require significant measurements that are
impracticle in application. Given measurements of η and ηt, one could reconstruct qx using
the Normal-to-Tangential maps [OV]. Finally, qt can be reconstructed via (8) and ηtt via (11)
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with the specific choice that ϕ = e−ikx sinh(k(z+h)). Of course, this all presumes that ηx can
also be measured and that spatial integrals can be calculated from a single time-series of the
data measured at a point. As discussed in [BL17], this is a challenge. However, the techniques
outlined in their paper can be used to estimate ηx as well as the spatial components needed
for integration - thus closing the loop.
While this topic will be explored in more depth in future work, we are able to easily derive
various asymptotic relationships between the free-surface variables and the pressure at the
bottom. To explore this, we consider the nondimensional version1 of (23) given by∫
B
[pd ϕzz] dx =
∫
S
[
ηϕzz + µ
2ηttϕz + ǫµ
2
(
η2tϕzz + (ηηx + 2 (qtηx − qxηt))ϕxz
)]
dx, (24)
where ϕ now satisfies µ2ϕxx + ϕzz = 0, and the bottom and surface integrals are evaluated
at z = −1 and z = ǫη respectively.
Choosing ϕ = e−ikx cosh(µk(z + 1)), we can find an expression for the spatial Fourier trans-
form of the bottom pressure given in term of the free-surface variables. The relationship is
as follows ∫
∞
−∞
e−ikx
[(
η + ǫµ2η2t
)
C +
(µ
k
ηtt − iǫµ (ηηx + 2 (qtηx − qxηt))
)
S
]
dx
=
∫
∞
−∞
e−ikx [pd,b] dx, (25)
where pd,b represents the nondimensionalized dynamic pressure evaluated at the bottom of
the fluid domain, S = sinh(µk(ǫη+1)), and C = cosh(µk(ǫη+1)). Taking the balance ǫ ∼ µ2,
(25) yields the relationship between the spatial Fourier transform of pd,b and η:
pˆd,b = ηˆ + ǫηˆtt +
ǫk2
2
ηˆ +O(ǫ2). (26)
It is worth noting that at leading order, we recover precisely the hydrostatic approximation.
While we chose to work with ϕ = e−ikx cosh(µk(z+1)), there is no reason to restrict ourselves
to this particular choice. In Table 1 we compare various asymptotic formulae generated by
three slightly different choices of ϕ with the same asymptotic balance ǫ ∼ µ2.
Table 1. Comparison of various asymptotic formulae with ǫ ∼ µ2. Details
are provided in Appendix B.
Choice of ϕ Resulting Model
ϕ = e−ikx cosh(µk(z+1)) pd,b = η + ǫ
(
ηtt −
1
2
ηxx
)
+O(ǫ2) (27)
ϕ = e−ikx cosh(µkz)
(
1−
ǫ
2
∂2x
)
pd,b = η +O(ǫ
2) (28)
ϕ = e−ikx sinh(µkz)
(
1−
ǫ
6
∂2x
)
pd,b = η −
(
1
2
η2 + ǫ
(
∂−1x ηt
)2)
+O(ǫ2) (29)
1The details of the non-dimensionalization are discussed in Appendix B.
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While it may seem as though (27), (28), and (29) represent a system of overdetermined
equations for η and pd,b, a careful inspection shows that they are consistent provided
ηtt − ηxx = ǫ∂
2
x
[
1
3
ηxx +
1
2
η2 +
(
∂−1x ηt
)2]
+O(ǫ2).
This is precisely the Boussinesq equation for the free-surface η which is valid to the same
order (see [Abl11] for details).
While (27-29) are all valid to the same order, they contain different challenges. For example,
(27) provides a direct linear map from η to pd,b, while (28) provides a direct linear map from
pd,b to η. Both formulae are valid at the same asymptotic order, however, (29) contains both
nonlinear and nonlocal terms in η and may be challenging to use when working with real
data.
5. Concluding Remarks
In summary, this short paper outlines a new formulation of the water-wave problem for irrota-
tional waves with a one-dimensional surface. Connections to other ideas such as conservation
laws, Lagrangian formulations, inverse problems, and extensions to other fluid configura-
tions (two-dimensional free-surfaces, density stratification, and vorticity) will be explored in
forthcoming papers.
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Appendix A. Simplification Formulae for Irrotational Fluids
Consider harmonic functions ϕ(x, z), A(x, z), andB(x, z) such that A andB decay sufficiently
as |x| → ∞ such that the following integrals make sense. Then, via the divergence theorem
on our domain D , we find
∫
S
[
A
∂ϕz
∂~n
+B
∂ϕx
∂~n
]
dx =
∫
B
[Aϕzz +Bϕxz] dx. (30)
Using both the kinematic and dynamic boundary conditions given by (4) and (5) respectively,
the following relationship is straightforward to derive:∫
S
[−qtϕzz + (ηtqx − ηxqt)ϕxz] dx
=
∫
S
[(
gη −
d
dx
σηx√
1 + η2x
)
(ϕzz + ηxϕxz) +A
∂ϕz
∂~n
+B
∂ϕx
∂~n
]
dx,
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where A and B are given by
A =
1
2
(
φ2x − φ
2
z
)
, B = φxφz.
It is straight-forward to show that both A and B are harmonic. Thus, under suitable bound-
ary conditions for η(x, t) and φ(x, z, t) in x (sufficient decay on the whole line, or periodicity
in x), we find∫
S
[−qtϕzz + (ηtqx − ηxqt)ϕxz] dx
=
∫
S
[(
gη −
d
dx
σηx√
1 + η2x
)
(ϕzz + ηxϕxz)
]
dx+
1
2
∫
B
[
Q2xϕzz
]
dx
where we have used (3) along with the notation Q(x, t) = φ(x,−h, t) to simplify the integrand
evaluated at the bottom.
Appendix B. Dimensionless Variables
We introduce the nondimensional quantities as follows:
x = x∗L, z = z∗h, t =
L
c0
t∗, c0 =
√
gh, ǫ =
a
h
, µ =
h
L
,
η = aη∗,
ρgz + p
ρ
= ǫp∗d, Q =
Lga
c0
Q∗, q =
Lga
c0
q∗,
where L is a typical horizontal length scale, h is the undisturbed fluid depth, g is the gravi-
tational constant, and a is the amplitude of the surface wave. With this change of variables
and omitting the ∗’s, the nondimensional version of (23) is∫
B
[pd ϕzz] dx =
∫
S
[
ηϕzz + µ
2ηttϕz + ǫµ
2
(
η2tϕzz + (ηηx + 2 (qtηx − qxηt))ϕxz
)]
dx, (31)
where ϕ(x, z) is now a function satisfying µ2ϕxx + ϕzz = 0, the bottom integral is evaluated
such that z = −1, and the surface integral is evaluated where z = ǫη.
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