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Abstract
We consider the problem of recovering a d´dimensional manifold M Ă Rn when provided
with noiseless samples from M. There are many algorithms (e.g., Isomap) that are used in
practice to fit manifolds and thus reduce the dimensionality of a given data set. Ideally, the
estimate Mput of M should be an actual manifold of a certain smoothness; furthermore,
Mput should be arbitrarily close to M in Hausdorff distance given a large enough sam-
ple. Generally speaking, existing manifold learning algorithms do not meet these criteria.
Fefferman, Mitter, and Narayanan (2016) have developed an algorithm whose output is
provably a manifold. The key idea is to define an approximate squared-distance function
(asdf) to M. Then, Mput is given by the set of points where the gradient of the asdf is
orthogonal to the subspace spanned by the largest n´ d eigenvectors of the Hessian of the
asdf. As long as the asdf meets certain regularity conditions, Mput is a manifold that is
arbitrarily close in Hausdorff distance to M. In this paper, we define two asdfs that can
be calculated from the data and show that they meet the required regularity conditions.
The first asdf is based on kernel density estimation, and the second is based on estimation
of tangent spaces using local principal components analysis.
Keywords: manifold learning, KDE, local PCA, ridges
1. Introduction
It is often the case that high-dimensional data sets have lower-dimensional structure tak-
ing the form of a manifold. Manifold learning consists of algorithms that take a high-
dimensional data set as input and output a fit of the manifold structure. Many of these
algorithms (such as Isomap, Laplacian eigenmaps, locally linear embedding, etc.) are used
in practice and have a theoretical literature supporting them. Ma and Fu (2011) give a
concise overview of these methods.
A drawback of most manifold learning algorithms is that if we are given data from a
manifold, their output is not an actual manifold that is close to the original manifold. Fef-
ferman, Mitter, and Narayanan (2016) develop an algorithm whose output is provably a
manifold of certain smoothness. They start by defining an approximate squared-distance
function (asdf) from the data in a manner that uses exhaustive search, utilizing the data
only indirectly. Thus, a very large number of potential asdfs are examined before an approx-
c©2017 Kitty Mohammed and Hariharan Narayanan.
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imately optimal one is chosen. In this paper, we do away with the exhaustive search, albeit
in the specific case of noiseless data that is sampled uniformly from a manifold. Fefferman
et al. (2016) prove a key theorem that states that as long as we are able to define an asdf
meeting certain general conditions, their algorithm outputs a set that is a manifold with
bounded smoothness and Hausdorff distance to the original manifold. We demonstrate two
different methods of estimating the true manifold via asdfs that can be calculated from the
data. The two asdfs in our paper are based on 1) kernel density estimation, and 2) ap-
proximating the manifold using tangent planes which are in turn approximated with local
principal components analysis (PCA).
Ozertem and Erdogmus (2011) learn manifolds by forming a kernel density estimator
(KDE) from the data points and finding its d-dimensional ridges. We give a more precise
definition later, but a ridge is essentially a higher-dimensional analog of the mode and
is related to the output set from the algorithm of Fefferman et al. (2016). Ozertem and
Erdogmus (2011) give a practical method for finding the ridges through a variant of gradient
descent where the descent is constrained to the subspace spanned by the largest eigenvectors
of the Hessian of the KDE. We state their algorithm in Section 5 of our paper and use it
to produce simulation results. Although they only apply subspace-constrained gradient
descent to find ridges of the KDE, the method is more general and can be used to find
ridges of both of our asdfs.
1.1 Related work
Manifold learning has existed as an area of statistics and machine learning since the early
2000s. Some classical manifold learning algorithms are Isomap (Tenenbaum, De Silva, and
Langford, 2000), locally linear embedding (Roweis and Saul, 2000), and Laplacian eigenmaps
(Belkin and Niyogi, 2003). Many of these early algorithms rely on spectral graph theory
and start off by constructing a graph which is then used to produce a lower-dimensional
embedding of the data set. The theoretical guarantees are centered around proving that
asymptotically, certain values such as the geodesic distance can be approximated to arbi-
trary precision.
More recently, there have been quite a few papers combining ridge estimation with
manifold learning (including the work of Ozertem and Erdogmus, 2011). Some early results
on ridge estimation are due to Eberly (1996), Hall, Qian, and Titterington (1992), and
Cheng, Hall, Hartigan, et al. (2004). Ridge sets can be constructed to estimate a prob-
ability density or an embedded submanifold. Theoretical guarantees in this setting have
been given by Genovese, Perone-Pacifico, Verdinelli, Wasserman, et al. (2012b), Genovese,
Perone-Pacifico, Verdinelli, and Wasserman (2012a), Genovese, Perone-Pacifico, Verdinelli,
Wasserman, et al. (2014), and Chen, Genovese, Wasserman, et al. (2015). Of these, the
most relevant results for us are from Genovese et al. (2014). They prove that as the sample
size goes to infinity, their ridge set gets arbitrarily close to an underlying manifold in Haus-
dorff distance. Fefferman et al. (2016) also define a procedure related to ridge estimation
methods that can be used to estimate an underlying manifold. For our purposes, the major
advances of their work are twofold. First, their method is general; as long as a function
meets a few conditions, it can be used to define an estimator that can be made arbitrarily
close to an underlying manifold in Hausdorff distance. Furthermore, they show that this
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estimator is itself a manifold with bounded reach (which measures how rough a submani-
fold can be). Second, their proofs rely on using the implicit function theorem concretely,
allowing them to make quantitative statements about the bounds of interest.
1.2 Outline
Section 2 contains the technical background required to read our main results and proofs.
This section starts off with background material on submanifolds, including key definitions,
conventions regarding coordinates and projection operators, and important geometric re-
sults. Section 2.2 contains the model assumptions. Section 2.3 summarizes the major
theorems we use from Fefferman et al. (2016). In Section 2.4, we summarize the algorithm
from Ozertem and Erdogmus (2011) that we use to actually compute the putative manifold.
Section 2.5 lists a few key concepts from empirical process theory. We include these because
a few of our proofs are simpler when we work in the continuous setting and then argue that
a similar result holds for a finite sample from the manifold. Sections 3 and 4 contain the
main results of our paper. We provide the precise definition of the asdfs and prove that
they do indeed meet the conditions required to apply the theorems contained in Section
2.3. Finally, we end with simulation results in Section 5 and a brief discussion in Section 6.
2. Technical background and assumptions
We now provide the definitions and major theorems that we rely on in the rest of the paper.
The results we use the most often are Theorems 1, 2, 5, and 6; the rest of this section can
be referred to as necessary.
2.1 Manifolds
This subsection is adapted from Fefferman et al. (2016). In the current paper, we use the
terms manifold and submanifold interchangeably with compact imbedded d-manifold. A
closed subset M Ă Rn is a compact imbedded d-manifold if the following conditions hold.
First, M is compact. Next, there exists r1 ą r2 ą 0 such that for every z PM there exists
a d´dimensional subspace TzM of Rn such that M X Bpz, r2q “ Γ X Bpz, r2q for a patch
Γ over TzM of radius r1, centered at z and tangent to TzM at z. A patch of radius r over
TzM is a subset Γ :“ tx`Ψpxq |x P Bdprq Ă TzMu of Rn where Ψpxq : Bdprq Ñ TKz M is
a C2-function that is zero at the origin.
The tangent space can be defined in the usual way (corresponding to TzM) or by using
the following definition which applies to arbitrary closed sets A Ă Rn. At a point a P A,
Tan0pa,Aq is the set of vectors v such that for all  ą 0, there exists b P A such that
0 ă |a´ b| ă  and
∣∣∣v{|v|´ b´a|b´a| ∣∣∣ ă . Let the tangent space Tanpa,Aq be the set of all x
such that x´ a P Tan0pa,Aq.
The geometric quantities of a submanifold M that we are most concerned with are the
d-dimensional volume V and the reach τ . The reach is the largest number such that all
points within τ of M have a unique closest point on M. Intuitively, the reach governs how
“rough” an embedded submanifold is. For example, the reach of a line with a sharp cusp is
zero, and the reach of a linear subspace is infinite.
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The following theorem due to Federer (1959) is useful for bounding the distance from a
point on a manifold to the tangent space at a nearby point.
Theorem 1 (Federer’s reach condition). Let M be an embedded submanifold of Rn. Then
reachpMq´1 “ sup 2}b´ a}´2}b´Πab} ˇˇ a, b PM, a ‰ b(.
In this paper, we assume regularity conditions on the manifold we draw samples from.
We assume it is in G, where G “ Gpd, Vmax, τminq is the family of boundaryless C2-
submanifolds of the unit ball of Rn with dimension d, volume less than or equal to Vmax,
and reach at least τmin.
Let the tubular neighborhood Msτ be the set of all points within a distance of sτ of M.
Now, for points z PM and y PMsτ , denote the projection onto the tangent plane at z by
Πz : Rn Ñ TzM.
A number of our proofs rely on defining the following sets:
U zsτ :“  y ˇˇ ‖y ´Πzpyq‖ ď sτ(X  y ˇˇ ‖z ´Πzpyq‖ ď sτ(rAz,sτ :“ U zsτ XM
Az,sτ :“ U zsτ X TzM.
U zsτ is a cylinder centered at z, and rAz,sτ and Az,sτ are nearby regions of the manifold and
tangent space, respectively. Az,sτ can also be defined as the projection of the cylinder onto
the tangent space; i.e., as ΠzpU zsτ q. These sets are especially useful because, as long as sτ ă τ ,
they allow us to work with a local parametrization of the manifold. As mentioned earlier,
manifolds can be defined locally as functions from the tangent space to the normal space.
The functions we are working with are in the class C1,1; i.e., they are once continuously
differentiable and have a Lipschitz gradient. This is summarized in the next theorem.
Theorem 2. Let M P Gpd, Vmax, τminq. Let z P M and y P Msτ . When sτ is sufficiently
small, there exists a C1,1 function
Fz,Uxsτ : Az,sτ Ñ Π´1z pΠzp0qq
such that  
y ` Fz,Uzsτ pyq
ˇˇ
y P Az,sτ( “ rAz,sτ .
Additionally, there exists a constant C such that Lipp∇Fz,Uzsτ q ď C{τ .
The next theorem is from Krantz and Parks (2012). It states that M has positive reach
as long as it is embedded in a Euclidean space with strictly higher dimension.
Theorem 3. Let M be a d-dimensional C2´submanifold of Rn. If n ą d, then M has
positive reach.
Now, suppose we want a discrete approximation of a manifold M at a certain resolution.
Let Y ĂM be an η-net for M if for every p PM there is a y P Y such that ‖p´ y‖ ă η.
The following theorem states that the size of an η´net depends on the geometry of M.
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Theorem 4. Let M P Gpd, Vmax, τminq, and let M be equipped with the Euclidean metric
from Rn. For any η ą 0, there exists an η´net of M consisting of at most CV `1{τd ` 1{ηd˘
points, where C is a universal constant.
How well a manifold approximates a point set txiuNi“1 can be quantified through the
empirical loss, which is defined as
LemppMq :“ 1
N
Nÿ
i“1
dpxi,Mq2,
where dpxi,Mq is the length of the projection from xi onto M.
Given two subsets X and Y of Euclidean space, we can measure the distance between
them using the Hausdorff distance HpX,Y q. This is defined as
HpX,Y q :“ max
#
sup
xPX
inf
yPY ‖x´ y‖, supyPY infxPX‖x´ y‖
+
.
It can be shown that, given adequate sampling density, two manifolds that are close in
empirical risk to a given point set are also close in Hausdorff distance.
2.2 Model
We assume that we are provided with tyiuN1 noiselessly sampled from the uniform distribu-
tion on M P Gpd, Vmax, τminq. We take this approach to simplify calculations. The analysis
would be similar if the sample came from a (potentially Lipschitz) density bounded away
from zero.
2.3 Approximate squared-distance functions
For our purposes the most important results from Fefferman et al. (2016) are Theorem 13
and Lemma 14. We reproduce them below as Theorems 5 and 6, and give an adapted proof
of the latter. It is beyond the scope of this paper to discuss the proof of Theorem 5. We
merely note that it relies on the implicit function theorem, so there are concrete bounds on
the constants c2, . . . , c7 and C that control the geometry of the putative manifold.
Theorem 5 states that an approximate squared-distance function can be used to recover
a manifold with arbitrary precision (with increasing sample size) as long as F , a scaled
version of the asdf, meets three conditions related to smoothness and curvature. The
notation BαF pxq means that given a set of vectors α :“  v1, . . . , v|α|(, the partial derivative
is computed successively in the directions vi. The third condition is the reason for the term
asdf: for a small constant ρ, F ` ρ2 is bounded both above and below by a multiple of
|y|2 ` ρ2, the approximate squared distance to the manifold.
Note that the function F always has as its domain the unit ball (or a ball whose radius is
not dependent on sample size). F is not the asdf itself, but a related function applied locally
after the coordinate system has been scaled up by a constant. This constant is usually a
kind of bandwidth parameter that we decrease in order to get a more precise estimate of
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the manifold. For example, in Section 3, we have a scheme to decrease the bandwidth σ of
the kernel density estimator, and F is the KDE applied to coordinates scaled up by 1{σ.
The output set from Theorem 5 is locally a smooth graph px,Ψpxqq that lies within
a tubular neighborhood of the manifold. Theorem 6 uses bounds on the smoothness of
px,Ψpxqq to show that it lies away from the boundary of the tubular neighborhood, and so
it is itself a manifold. We show that it is in fact very close to the original manifold, giving
a bound on the Hausdorff distance in terms of a constant that can be made as small as
desired.
Theorem 5. Suppose the following conditions hold for a function F :
1. F : Bnp0, 1q Ñ R is Ck-smooth.
2. Bαx,yF px, yq ď C0, where px, yq P Bnp0, 1q and |α| ď k.
3. For x P Rd, y P Rn´d and px, yq P Bnp0, 1q
c1
´
|y|2 ` ρ2
¯
ď F px, yq ` ρ2 ď C1
´
|y|2 ` ρ2
¯
,
for 0 ă ρ ă c, where c is an arbitrarily small constant depending only on C0, c1, C1, k,
and n.
Then there are constants c2, . . . , c7 and C depending only on C0, c1, C1, k, and n such that:
1. For z P Bnp0, c2q, let Npzq be the subspace of Rn spanned by the top n´d eigenvectors
of B2F pzq. Let Πhi : Rn Ñ Npzq be the orthogonal projection from Rn to Npzq. Then
|BαΠhipzq| ď C for z P Bnp0, c2q and |α| ď k ´ 2.
2. There is a map
Ψ : Bdp0, c4q Ñ Bn´dp0, c3q
such that |Ψp0q| ď Cρ and |BαΨ| ď C |α| for 1 ď |α| ď k´2. The set of all z “ px, yq P
Bdp0, c4qŚBn´dp0, c3q such that 
z
ˇˇ
ΠhipzqBF pzq “ 0
( “  px,Ψpxqq ˇˇ x P Bdp0, c4q(
is a Ck´2-smooth graph.
Theorem 6. Let c1, C1, and C0 be the constants appearing in Theorem 5. Assume that Cρ
is sufficiently small compared to r. Define the putative submanifold
Mput “
 
z PMminpc3,c4qr
ˇˇ
ΠhipzqBF pzq “ 0
(
.
Then, Mput is a submanifold of Rn which has a reach greater than cr, where c depends only
on C0, c1, C1, k, d, and n. Furthermore, the Hausdorff distance HpM,Mputq is bounded
above by pC2 ` Cqρ.
The statement of this theorem assumes that we are provided with the output set from
Theorem 5; that is, we are working in the scaled-up coordinates. In the original coordinate
system, Mput is contained in Mminpc3,c4qσr, where σ is the bandwidth. In this case, the
reach is bounded below by cσr, and HpM,Mputq is bounded above by pC2 ` Cqσρ.
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Proof. Mput is locally the graph of a Ck´2-smooth function Ψ. To prove that it is a
manifold, it is sufficient to show that it does not intersect the boundary of the tubular
neighborhood Mminpc3,c4qr. Since Theorem 5 gives bounds on ‖BΨ‖, we can show by con-
tradiction of the mean value theorem that every point on Mput is within minpc3, c4qr{2 of
M.
Suppose there exists a point pz on Mput which is at a distance greater than minpc3, c4qr{2
from M. Let z :“ ΠMpz. By Theorem 5, there is a point rz PMput such that ‖z ´ rz‖ ă Cρ.
Let rv P TzM be the vector Πzppz ´ rzq. Let rΨ : r0, ‖rv‖s Ñ Rn´d define a curve on Mput
whose endpoints are pz and rz. The existence and smoothness of rΨ are guaranteed by Ψ,
the Ck´2-smooth function that locally defines Mput. The mean value theorem states that
there exists a point x P r0, ‖rv‖s such that∥∥∥BrΨpxq∥∥∥ ě 1‖rv‖∥∥∥rΨpzq ´ rΨpz ` rvq∥∥∥
“ ‖pz ´ rz‖‖rv‖
ě ‖z ´ pz‖´ Cρ
Cρ
ą minpc3, c4qr{2´ Cρ
Cρ
.
Since Cρ is sufficiently small compared to minpc3, c4qr{2, ‖BΨpxq‖ can be made as large as
desired. This contradicts the bound ‖BΨpxq‖ ă C and shows that Mput lies away from the
boundary of Mminpc3,c4qr. In fact, the expression in the third line above must be less than
C, which shows that ‖z ´ pz‖ ă pC2 ` Cqρ. Theorem 5 states that every point on M is
within Cρ of Mput, so we have the desired bound on the Hausdorff distance.
By Theorem 1, the reach of Mput is defined as follows:
reachpMputq “ inf
x‰y
x,yPMput
‖x´ y‖2
2‖y ´Πxy‖ .
Let c1 be a constant depending on C0, c1, C1, k, d, and n. If ‖x´ y‖ ě r{c1, then
‖x´ y‖2
2‖y ´Πxy‖ ě
pr{c1q2
2pr{c1q .
Now, suppose ‖x´ y‖ ă r{c1. If x and y are close together, this quantity is controlled by
the second derivative of the Ck´2 function locally defining Mput. That is, ‖y ´Πxy‖ is on
the order of C2‖x´ y‖2, implying that
inf
x‰y
x,yPMput
‖x´y‖ăr{c1
‖x´ y‖2
2‖x´Πyx‖ ě
‖x´ y‖2
2c2C2‖x´ y‖2
for some constant c2. Therefore,
reachpMputq ě min
ˆ
r
2c1 ,
1
2c2C2
˙
.
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2.4 Ridges and gradient descent
To actually find a putative manifold using an approximate squared-distance function F ,
we can use a method introduced by Ozertem and Erdogmus (2011). Let BF and B2F
be the gradient and Hessian of F , respectively. At a point x P Rn, let tv1, . . . , vnu be the
eigenvectors of B2F associated with the eigenvalues tλ1, . . . , λnu (listed in decreasing order).
Let Npzq be the subspace of Rn spanned by the top n ´ d eigenvectors of B2F pzq. Recall
that Πhi : Rn Ñ Npzq is the orthogonal projection from Rn to Npzq. Note that Πhi “ V V J,
where V is a matrix whose columns are rv1| . . . |vn´ds.
Ozertem and Erdogmus (2011) give an algorithm to compute the set 
z
ˇˇ
ΠhipzqBF pzq “ 0
(
,
which is termed the d-dimensional ridge of F . This is, of course, the local definition of
Mput from Theorems 5 and 6. In order to find a ridge, an initial set of points is chosen and
then iteratively shifted in the direction V V JBF until a tolerance condition is met. This is
essentially a subspace-constrained variant of gradient descent.
2.5 Empirical processes
In Section 3, we need to bound various quantities that are functions of the kernel density
estimator. This is difficult to do because they are empirical averages over a finite number
of samples. It is easier to bound the expectation of these quantities and then bound their
difference using results from empirical processes, which we summarize here.
Let G be a class of functions from Rn Ñ R. If G consists of bounded functions, the
empirical Rademacher average is given by
RN pGq “ Eσ 1
N
«
sup
gPG
˜
Nÿ
i“1
σigpxiq
¸ff
,
where txiuN1 is an i.i.d. sample from the distribution P and σ :“ tσ1, . . . , σNu is a vector
of Rademacher random variables. (Rademacher random variables take the values ˘1 with
equal probability). Letting PN denote the empirical distribution on txiuN1 , the following
holds for 0 ă δ ă 1:
P
«
sup
gPG
|EPN g ´ EPg| ă 2RN pGq `
c
2 logp2{δq
N
ff
ą 1´ δ.
It is usually difficult to calculate RN pGq directly from the definition. However, the next
theorem states an upper bound that is dependent on the size of G, which is often easy to
estimate. Let the covering number Npη,G, } ¨ }q be the minimum number of elements in an
η-net of G with respect to the norm }¨}. Let the metric entropy be defined as logNpη,G, }¨}q.
The Rademacher complexity can be bounded using a modified form of Dudley’s entropy
integral (Sridharan and Srebro, 2010):
Theorem 7 (Modified Dudley’s integral).
RN pGq ď inf
γě0
$&%4γ ` 12
ż supgPG }g}8
γ
d
logNpη,G, } ¨ }L2pPN qq
N
dη
,.-.
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3. Kernel density estimation
Consider the kernel density estimator
rpN pxq :“ 1
N
Nÿ
i“1
Gσpx; yiq,
where Gσpx; yq :“ Cσe´‖x´y‖2{2σ2 , Cσ :“ p2piσ2q´d{2, and x P Mσ (the tubular neighbor-
hood of M with width σ). The denominator of Cσ has 2piσ2 raised to the power d{2 and
not n{2 because we are trying to estimate a d-dimensional surface. In Theorem 16, we show
that a function based on rpN can recover a manifold M when we are given noiseless samples
from M.
3.1 Definition of the asdf
Recall that Theorem 5 must actually be applied in a coordinate system scaled by a band-
width parameter that becomes more precise with increasing sample size. For the kernel
density estimator, this parameter is, of course, σ. (If we do not scale by σ, it is clear that
|BαrpN | is bounded above by an increasing function of 1{σ instead of a universal constant
C0). To this purpose, make the following transformations:
x ÞÑ x{pσ?2piq
yi ÞÑ yi{pσ
?
2piq
σ ÞÑ 1{?2pi.
Note that the geometric properties of M change in the obvious ways: the reach becomes
τ{pσ?2piq and the volume is OpV {σdq. In the transformed case, let psτ , pτ , and pV denote the
analogs of the obvious quantities. For z the projection of x onto M, let rAz :“ rAz,psτ and
Az :“ Az,psτ . Recall that these are regions of M and TzM, respectively, which are near the
point z PM. Define the normalizing factor
Nf :“ Vol
´ rAz¯N´VolpAzq ˆ pV ¯.
The appropriate estimator to analyze is any convenient function of pN{Nf , where
pN pxq :“ 1
N
Nÿ
i“1
e´pi‖x´y‖
2
.
We choose to work with ´ log pN pxq` logNf as our potential asdf. The first condition from
Theorem 5 follows immediately, as seen in the following lemma.
Lemma 8. ´ log pN pxq is Ck-smooth.
Proof. G1{?2pi is Ck-smooth, so by linearity, pN pxq is Ck-smooth. By the chain rule,
´ log pN pxq is Ck-smooth.
In Lemmas 13 and 15 below, we show that ´ log pN pxq` logNf also satisfies the second
and third conditions from Theorem 5 with high probability. Before detailing the proofs, we
briefly discuss our scheme for selecting σ and sτ .
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3.2 Selecting the bandwidth σ
The procedure we assume is that a fixed value σ1 of σ is chosen by the experimenter as well
as a value of sτ that depends on σ. Without making any claims about optimality, we choosesτ :“ σ5{6. We prove that there exists a lower bound K1 for EpN pxq given σ1. We then
use empirical processes to show that pN pxq concentrates around EpN pxq, and is within ε1
of EpN pxq with high probability. Since ε1 is a decreasing function of the sample size N , we
can increase N until ε1 ă K1 giving us a lower bound for pN . This allows us to derive an
upper bound for Bαp´ log pN pxqq. We also find an expression for ρ2 in terms of σ1 and use
this to show that condition 3 of Theorem 5 holds. If ρ2 is not small enough, we can repeat
this procedure using a fixed value σi`1 :“ σi2 of σ in each subsequent iteration.
3.3 Bounding pN in expectation
To prove the second and third conditions, we need upper and lower bounds for pN . It is
more convenient to work initially in the continuous setting, which amounts to bounding
EpN . This is the Gaussian kernel integrated against µM :“ 1pV dVolpMq, the measure that
is uniform with respect to the volume form. Explicitly,
EpN pxq “
ż
M
e´pi‖x´y‖
2
dµMpyq.
Points on M that are far away from x do not contribute very much to the value of this
integral. In fact, the value of ´ logEpN is very close to
pF rAz :“ ´ log ż rAz e´pi‖x´y‖2dµMpyq,
where z is the projection of x onto M. Define its approximation
pFAz :“ ´ log ż
Az
e´pi‖x´y‖
2
NfdLdpyq,
where Ld is the d-dimensional Lebesgue measure on TzM.
Decreasing σ corresponds to estimating M with greater precision. Even though this
expands the unit ball, leading to psτ Ñ 8, the ratio psτ{pτ Ñ 0. This implies that Az and rAz
are shrinking relatively closer and closer to z, and rAz is very close to an affine space. Thus,
we expect pF rAz and pFAz to grow closer together. To prove this, we first need to show that
the pushforward of the uniform measure on the manifold has a density ppyq that is close
to the uniform density on Bd
`psτ˘. Of course, we don’t want this to be a proper density on
Bd
`psτ˘; we want it to have the same total measure as ş rAz dµMpy1q. In the following lemma,
we quantify how much ppyq can deviate from Nf on Az.
Lemma 9. Let z PM, and let y P TzM. The pushforward of µM to TzM has density ppyq
on Az with respect to Ld such that
Nf ˆ
ˆ
1` C
2psτ2pτ2
˙´d{2
ď ppyq ď
ˆ
1` C
2psτ2pτ2
˙d{2
ˆNf .
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Proof. Assume that z is the origin and the first d coordinates lie in TzM. M is a submani-
fold of Rn defined locally by the functionGz,Uzpsτ that maps px1, . . . , xdq ÞÑ
´
x1, . . . , xd, Fz,Uzpsτ
¯
.
Recall from Theorem 2 that Fz,Uzpsτ : Rd Ñ Rn´d is a C1,1 function whose Jacobian J P
Rpn´dqˆd has a Lipschitz constant bounded above by C{pτ . J evaluated at z is 0 since Rd
is tangent to M at z; this implies ‖J‖F ď
`
Cpsτ˘{pτ within a radius of psτ , where } ¨ }F is the
Frobenius norm. We can find the desired bound on ppyq by finding the ratio of the volume
elements of Az and rAz, normalizing this so it integrates to one over Az, and multiplying
by Vol
´ rAz¯N´pV ¯. Gz,Uzpsτ has Jacobian rI|JJsJ, allowing us to write
ppyq “
Vol
´ rAz¯pV ˆ
b
detpI ` JJJqż
Az
b
detpI ` JJJqdLdpyq
.
Let λi be the eigenvalues of J
JJ . JJJ is positive semidefinite, so λi ě 0. Then,
b
detpI ` JJJq “
˜
dź
i“1
p1` λiq
¸1{2
ď
˜
dź
i“1
`
1` ∥∥JJJ∥∥
F
˘¸1{2
ď
ˆ
1` C
2psτ2pτ2
˙d{2
.
Since the map from M to Rd is a contraction, 1 ďadetpI ` JJJq. Clearly, we also have
VolpAzq ď
ż
Az
b
detpI ` JJJqdLdpyq ď VolpAzq
ˆ
1` C
2psτ2pτ2
˙d{2
,
which is enough to show the lemma.
We can use this bound on ppyq to simplify the integration of functions over M. As we
mentioned earlier, ´ logEpN is a function of an integral whose major contribution comes
from the region rAz. (A crude bound suffices for the contribution from the region Mz rAz).
In the following lemma, we show that pF rAz and pFAz are very close together. By using the
pushforward we can perform both integrals over Az using Lebesgue measure. To do so we
need a bound on the ratio of ppyq to Nf (which we have) as well as a bound on the ratio
between the integrands. We find that pF rAz and pFAz are within a constant Cf of each other.
By decreasing σ, Cf can be made as small as desired.
Lemma 10. Let x PMpsτ , and let z be the projection of x onto M. Then,
∣∣∣ pF rAz ´ pFAz ∣∣∣ ď Cf ,
where
Cf :“ dC
2psτ2
2pτ2 `
ˆpsτ4pτ2 ` 2
?
2psτ3pτ
˙
pi.
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Proof. Assume that z is the origin and TzM is identified with the first d coordinates. The
following chain of inequalities holds, where y P TzM, y1 :“ y ` Fz,Uzsτ is a point on the
manifold, and J is the Jacobian of Fz,Uzsτ :
∣∣∣ pF rAz ´ pFAz ∣∣∣ “
∣∣∣∣∣∣∣∣log
ż
Az
e´pi‖x´y‖
2
NfdLdpyqż
rAz e
´pi‖x´y1‖2dµMpy1q
∣∣∣∣∣∣∣∣
“
∣∣∣∣∣∣∣∣log
ż
Az
e´pi‖x´y‖
2
NfdLdpyqż
Az
e´pi‖x´y1‖
2
ppyqdLdpyq
∣∣∣∣∣∣∣∣
ď
∣∣∣∣∣ supyPAz log e
´pi‖x´y‖2Nf
e´pi}x´y1}
2
ppyq
∣∣∣∣∣
ď sup
yPAz
∣∣∣∣∣log
ˆ
1` C
2psτ2pτ2
˙d{2∣∣∣∣∣` supyPAz
∣∣∣´px´ yq2 ` `x´ y1˘2∣∣∣pi.
The first term in the last line comes from Lemma 9. A Taylor expansion (valid for
|x| ă 1) shows that
log p1` xqd{2 “ dx
2
´ dx
2
4
` dx
3
6
`Opx4q.
Therefore, ∣∣∣∣∣log
ˆ
1` C
2psτ2pτ2
˙d{2∣∣∣∣∣ ď dC2psτ22pτ2
as long as psτ{pτ is smaller than a controlled constant. To bound the other term, we use the
law of cosines in conjunction with Theorem 1, which shows that
∥∥y1 ´ y∥∥ “ ∥∥y1 ´Πzy1∥∥ ď ‖y1 ´ z‖2
2pτ
ď
`?
2psτ˘2
2pτ .
Let θ be the angle between y ´ y1 and x´ y. Then, we have:∣∣∣∥∥y1 ´ x∥∥2 ´ ‖y ´ x‖2∣∣∣pi “ ∣∣∣∥∥y ´ y1∥∥2 ´ 2∥∥y ´ y1∥∥‖y ´ x‖ cos θ∣∣∣pi
ď
˜ˆpsτ2pτ
˙2
` 2
ˆpsτ2pτ
˙
p?2psτq¸pi.
Thus,
∣∣∣ pF rAz ´ pFAz ∣∣∣ ď Cf , where Cf is defined in the statement of the lemma.
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To actually find the lower bound for pN , we bound pFAz in the next lemma by using
a d-dimensional Gaussian concentration inequality. The upper bound is much simpler to
derive; we include it as well. These bounds are important in verifying the second and
third conditions of Theorem 5. The third condition essentially says that our function is
an approximate squared-distance function. That is, given a point x P M1{?2pi and its
projection z PM, we should have upper and lower bounds that are close to ‖x´ z‖2. Since
our putative asdf is ´ log pN , we need bounds for pN that are within a multiplicative factor
of e´‖x´z‖2pi. In the proof of the following lemma we find these pointwise bounds.
The second condition requires that we find an upper bound for Bαp´ log pN q. This
derivative consists of terms that have powers of pN in the denominator and combinations of
powers of partial derivatives of pN in the numerator. Thus, we need a uniform lower bound
for pN over M1{?2pi; this follows by taking the infimum of the pointwise bound over the
tubular neighborhood. We also need bounds for |EBαpN |, but we defer these to the proof
of Lemma 13.
Lemma 11. pN pxq is bounded in expectation. More precisely, infxPM1{?2pi EpN pxq ě K1,
where
K1 :“ Nfe´1{2
ˆ
1´ 2e´
´psτ´?d{p2piq¯2pi˙
e´Cf ;
furthermore, supxPM1{?2pi EpN pxq ď K2, where
K2 :“ eCfNf ` e´psτ2pi{2.
Proof. Let z be the projection of x onto M, and let y P TzM.
EpN pxq ě
ż
rAz e
´pi‖x´y1‖2dµMpy1q
ě
ˆż
Az
e´pi‖x´y‖
2
NfdLdpyq
˙
e´Cf ,
where the second inequality is due to Lemma 10. By orthogonality, px´ zqJpy´ zq “ 0, so
we rewrite the integral over Az as follows:ż
Az
e´pi‖x´y‖
2
NfdLdpyq “ Nfe´‖x´z‖2pi
ż
Az
e´pi‖z´y‖
2
dLdpyq
“ Nfe´‖x´z‖2piP
“‖y ´ z‖ ď psτ‰,
where the probability is with respect to a d´dimensional multivariate Gaussian with co-
variance 12pi I. Letting z be the origin for simplicity, we know from standard Gaussian
concentration results (Boucheron, Lugosi, and Massart, 2013) that
Pr|‖y‖´ E‖y‖| ď ts ě 1´ 2e´t2pi
for t ą 0. We can calculate E“}y}2‰ and then get a bound for Er‖y‖s by using Jensen’s
inequality.
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Make the substitutions#
x1 ÞÑ r cosφ1, x2ďiďd´1 ÞÑ r cosφi
i´1ź
j“1
sinφj , xd ÞÑ r sinφd´1
d´2ź
j“1
sinφj
+
,
and let
dV :“ rd´1
d´2ź
j“1
sind´j´1 φjdrdφ1 . . . dφd´1.
We have
E
”
‖y‖2
ı
“
ż
Rd
‖y‖2e´‖y‖2pidLdpyq
“
ż 8
0
rd`1e´r2pidr ˆ
d´2ź
j“1
ż pi
0
sind´j´1 φjdφj
ˆ
ż 2pi
0
dφd´1
“ pi´p2`dq{2Γp1` d{2q ˆ
d´2ź
j“1
?
piΓppd´ jq{2q
Γp1` pd´ j ´ 1q{2q ˆ 2pi
“ d
2pi
.
The product in the third line telescopes to pipd´2q{2
N
pΓpd{2qq; simplifying yields the fourth
line.
It follows that E}y} ďad{p2piq. Setting t :“ psτ´ad{p2piq (and assuming that σ is small
enough so t ą 0), we see that
P
“‖y‖ ď psτ‰ ě 1´ 2e´´psτ´?d{p2piq¯2pi.
Consequently,
EpN pxq ě Nfe´‖x´z‖2pi
ˆ
1´ 2e´
´psτ´?d{p2piq¯2pi˙
e´Cf .
The first part of the lemma follows by taking the infimum over M1{?2pi.
To find an upper bound, first write the expectation as
EpN pxq “
ż
M
e´‖x´y1‖
2pidµMpy1q
“
ż
rAz e
´‖x´y1‖2pidµMpy1q `
ż
Mz rAz e
´‖x´y1‖2pidµMpy1q.
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The first term can be bounded as follows:ż
rAz e
´‖x´y1‖2pidµMpy1q ď eCf
ż
Az
e´‖x´y‖
2piNfdLdpyq
ď eCfNfe´‖x´z‖2pi
ż
Az
e´‖z´y‖
2pidLdpyq
ď eCfNfe´‖x´z‖2pi.
Now consider y1 P Mz rAz. Since ‖z ´ y1‖ ď ‖x´ y1‖ ` ‖x´ z‖ and ‖x´ z‖ ď 1{?2pi ďpsτ ď ‖z ´ y1‖, we have p‖x´ z‖´ psτq2 ď ‖x´ y1‖2. This gives us the following bound for the
second term as long as psτ is large enough:ż
Mz rAz e
´‖x´y1‖2pidµMpy1q ď e´p‖x´z‖´psτq2pi ˆ
ż
Mz rAz dµMpy
1q
ď e´psτ2pi{2.
Thus, for x PM1{?2pi,
EpN pxq ď eCfNf ` e´psτ2pi{2.
Note that the values we chose for σ and sτ are appropriate given our calculations in this
section. For decreasing σ, we would like for ppyq to grow closer to Nf in Lemma 9 and
for Cf to tend to zero in Lemma 10; we also need
ˆ
1´ 2e´
´psτ´?d{p2piq¯2pi˙
, the Gaussian
concentration probability, to grow closer to 1 in the previous lemma. Our choice of sτ :“ σ5{6
is appropriate given these constraints. For σ small enough,
ˆ
1´ 2e´
´psτ´?d{p2piq¯2pi˙
e´Cf «
1 and Vol
´ rAz¯N´VolpAzq ˆ pV ¯ « 1{pV « σd{V . Thus, K1 « e´1{2σd{V and K2 « σd{V .
3.4 Finite sample bounds for pN and Bαp´ log pN pxqq
In Lemma 11, we proved a statement about infxPM1{?2pi EpN pxq whereas we really need a
statement about infxPM1{?2pi pN pxq. We can use methods from empirical processes to relate
these quantities. Let F consist of functions f : M Ñ r0, 1s where each f has the form
e´pi‖x´y1‖
2
with y1 PM. Here, x is fixed, and each x PM1{?2pi corresponds to a different f .
Note that pN pxq is equivalent to ENf and EpN pxq is equivalent to Ef . We have the tools
to prove that for 0 ă δ ă 1,
P
«
sup
fPF
|ENf ´ Ef | ď ε1
ff
ě 1´ δ,
where ε1 is a function of δ and N . We rewrite the form of the probability bound in part
(a) of Lemma 12 so that it is in terms of pN and EpN .
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In part (b) of Lemma 12, we prove a similar concentration bound for particular deriva-
tives of e‖x´z‖2pN . Let Fβ,v consist of functions f : M Ñ R where each f is of the form
Bβv
´
e2pix
Jy1
¯
e´‖y1‖
2pi with x P M1{?2pi, y1 P M, and v P Bnp0, 1q. These functions are
involved in finding an upper bound for Bαp´ logppN pxqqq.
Lemma 12. Let F be the class of functions consisting of e´pi‖x´y1‖2 indexed by x PM1{?2pi.
For a given β and v P Bnp0, 1q, let Fβ,v be the class of functions consisting of Bβv
´
e2pix
Jy1
¯
e´‖y1‖
2pi
indexed by x PM1{?2pi.
(a) For 0 ă δ ă 1,
P
«
sup
xPM1{?2pi
|pN pxq ´ EpN pxq| ď ε1
ff
ě 1´ δ,
where
ε1 :“ 24?
N
ˆ?
pin
2
`alogC 1˙`c2 logp2{δq
N
and
C 1 :“ C pV 100d´2a2pi{e¯n.
(b) For 0 ă δ ă 1,
P
«
sup
xPM1{?2pi
∣∣∣Bβv´e2pixJy1¯e´‖y1‖2pi ´ E”Bβv´e2pixJy1¯e´‖y1‖2piı∣∣∣ ď ε1,β
ff
ě 1´ δ,
where
ε1,β :“ 24?
N
ˆ?
pin
2
`
b
logC 1β
˙
`
c
2 logp2{δq
N
and
C 1β :“ C pV 100d
˜
2
´
1`a5` 4β¯β`1ep´1´2β`?5`4βq{4ˆ 2
pi
˙´pβ`1q{2¸n
.
Proof. We can bound supx|pN pxq ´ EpN pxq| through a method from empirical processes
by first determining the covering number of F and then using Dudley’s integral. Since F
is a class of Lipschitz functions parametrized by points in Mpsτ , we can relate its covering
number to the covering number of this parameter space.
From empirical process theory, we know that
P
«
sup
fPF
|pN pxq ´ EpN pxq| ď 2RN pFq `
c
2 logp2{δq
N
ff
ě 1´ δ.
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RN pFq is the Rademacher complexity of F , which can be bounded using Theorem 7. Let
N pη,F , ‖¨‖q be the covering number at scale η with respect to norm ‖¨‖. Then,
RN pFq ď inf
ε1ě0
$’’&’’%4ε1 ` 12
ż supfPF?Eˆrf2s
ε1{4
gffe logN´η,F , ‖¨‖L2pPN q¯
N
dη
,//.//-
ď inf
ε1ě0
$&%4ε1 ` 12
ż supfPF1?Eˆrf2s
ε1{4
d
logN `η,F , ‖¨‖8˘
N
dη
,.-.
The second inequality is well-known. Each f P F is parametrized by x PM1{?2pi and is at
most L-Lipschitz in this parameter. If we can calculate L, we can also bound the covering
number of F by relating it to the covering number of the tubular neighborhood.
That is,
N `η,F , ‖¨‖8˘ ď N `η{L,M1{?2pi, ‖¨‖2˘
ď C pV 100dˆ 1
η{L ` 1
˙n
,
where the second line follows from taking a 1/100-net of M, placing unit n-balls at each
net point, and then finding an η{L-net of those.
Now we find L. For simplicity, assume x has coordinates px1, . . . , xnq that have been
centered around any point on the manifold. By the symmetry of ‖x‖, we only need to
consider one coordinate.
Lippfq “ sup
fPF
‖∇f‖ ď sup
xPM
∥∥∥∇´e´‖x‖2pi¯∥∥∥
ď sup
xPRn
∣∣∣∣ BBx1 e´‖x‖2pi
∣∣∣∣
“ 2e´x21pix1
ˇˇˇˇ
x1“1{
?
2pi
“
c
2pi
e
“: L.
Since η ranges between 0 and 1, L{η ą 1. Define C 1 :“ C pV 100dp2a2pi{eqn; then,
N `η,F , ‖¨‖8˘ ď C 1η´n.
Using the monotonicity of log and the square root,
RN pFq ď 12
ż 1
0
˜c
logC 1
N
`
c´n log η
N
¸
dη
“ 12?
N
ˆ?
pin
2
`alogC 1˙.
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Thus, with high probability,
sup
fPF
|pN pxq ´ EpN pxq| ď 24?
N
ˆ?
pin
2
`alogC 1˙`c2 logp2{δq
N
,
which proves (a).
The proof of part (b) is nearly the same, with the only difference being in the covering
number of the parameter space. If each f P Fβ,v is at most Lβ-Lipschitz, then
N `η,Fβ, ‖¨‖8˘ ď C 1βη´n,
where C 1β :“ C pV 100dp2Lβqn. Since
Bβv
´
e2pix
Jy1
¯
e´‖y1‖
2pi “ e2pixJy1p2piqβ`y1Jv˘βe´‖y1‖2pi,
we have
Lippfq “ sup
fPFβ,v
‖∇f‖
ď sup
xPM1{?2pi ,y1PRn,vPBnp0,1q
∥∥∥∇´e2pixJy1¯p2piqβ`y1Jv˘βe´‖y1‖2pi∥∥∥
“ sup
xPM1{?2pi ,y1PRn,vPBnp0,1q
p2piqβ∣∣y1Jv∣∣βe´‖y1‖2pi
gffe nÿ
i“1
`
2piy1ie2pix
Jy1
˘2
“ sup
xPM1{?2pi ,y1PRn,vPBnp0,1q
p2piqβ∣∣y1Jv∣∣βe´‖y1‖2pi2pie2pixJy1∥∥y1∥∥
ď sup
y1PRn
p2piqβ`1∥∥y1∥∥β`1e´‖y1‖2pi`?2pi‖y1‖.
In the third line, ty11, . . . , y1nu are the components of y1. The final line follows by the Cauchy-
Schwarz inequality, which shows that
∣∣y1Jv∣∣ ď ‖y1‖‖v‖ ď ‖y1‖ and 2pixJy1 ď 2pi‖x‖‖y1‖ ď?
2pi‖y1‖. Differentiating with respect to ‖y1‖ and setting equal to zero shows that the
supremum is achieved at ‖y1‖ “ p1`?5` 4βq{p2?2piq. We can substitute this back in to
set
Lβ :“
´
1`a5` 4β¯β`1ep´1´2β`?5`4βq{4ˆ 2
pi
˙´pβ`1q{2
.
It follows directly that K1´ ε1 ď pN ď K2` ε1 with high probability. For large enough
N , K1{2 ď pN ď 2K2. In the next lemma, we prove that a corresponding result holds for
Bαp´ log pN pxqq (which is exactly the second condition from Theorem 5). The derivation is
more technical but the intuition is based on the arguments in Section 3.3.
Lemma 13. Bαp´ log pN pxqq ď C0 for x P Bnp0, 1{
?
2piq, |α| ď k, and C0 depending only
on n and k.
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Proof. Start by defining
qN pxq “ 1
N
Nÿ
i“1
e´‖z´yi‖
2pie´2px´zqJpz´yiqpi,
where z is the projection of x onto M. Then,
Bαp´ log pN pxqq “ Bα
´
´ log
´
e´‖x´z‖
2piqN pxq
¯¯
.
A result due to Nemirovski (2004) shows that
sup
|vi|ď1
∣∣∣Bv1 . . . Bv|α|F pxq∣∣∣ ď sup|v|ď1
∣∣∣B|α|v F pxq∣∣∣
for Ck-smooth F , implying that we do not need to bound mixed partials.
It is straightforward to calculate C0,1 :“ sup
∣∣∣Bα´´ log´e´‖x´z‖2pi¯¯∣∣∣. (The supremum is
also over |α| ď k). To get an upper bound for Bαp´ log qN pxqq, we first write it as an expres-
sion involving powers of qN pxq and partials of qN pxq. For example, if α “ tx1, x1, x1, x1u,
B4p´ log qN pxqq
Bx41
“ 6
´BqNBx1 ¯4
qN pxq4 ´ 12
´BqNBx1 ¯2´B2qNBx21 ¯
qN pxq3 ` 3
´B2qN
Bx21
¯2
qN pxq2
` 4
´BqNBx1 ¯´B3qNBx31 ¯
qN pxq2 ´
´B4qN
Bx41
¯
qN pxq .
Faa di Bruno’s formula is an explicit representation of this expression; the number of terms
and the coefficients depend on |α|. We can find a suitable C0 if we can calculate a lower
bound for qN and an upper bound for
∣∣∣Bβv qN ∣∣∣ where β ď |α|. The first bound follows from
two previous lemmas. Lemma 11 shows that EpN pxq ě K1, and Lemma 12 shows that pN
is within ε1 of its expectation with high probability. Since qN pxq ě pN pxq and ε1 can be
made smaller than K1{2, qN ě K1{2 with high probability for N sufficiently large. K1 is a
function of d, and ε1 is a function of n.
To bound the partials of qN , we start off by using the second part of Lemma 12, which
shows ∣∣∣Bβv qN ∣∣∣ ď ∣∣∣EBβv qN ∣∣∣` ε1,β.
Let z be the origin and let the first d coordinates lie in TzM. We can write the expectation
as ∣∣∣EBβv qN ∣∣∣ “ ∣∣∣∣żM Bβv
´
e2pix
Jy1
¯
e´‖y1‖
2pidµMpy1q
∣∣∣∣
ď
∣∣∣∣ż rAz e2pixJy1p2piqβ`y1Jv˘βe´‖y1‖2pidµMpy1q
∣∣∣∣
`
∣∣∣∣∣
ż
Mz rAz e
2pixJy1p2piqβ`y1Jv˘βe´‖y1‖2pidµMpy1q
∣∣∣∣∣.
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We first bound the integral over Mz rAz. For psτ large enough, the local extrema of
Bβv
´
e2pix
Jy1
¯
e´‖y1‖
2pi with respect to y1 lie within U zpsτ . Since
lim
‖y1‖Ñ8
Bβv
´
e2pix
Jy1
¯
e´‖y1‖
2pi “ 0,
∣∣∣Bβv´e2pixJy1¯e´‖y1‖2pi∣∣∣ is decreasing with increasing ‖y1‖ in Mz rAz. The following holds,
where y0 P B rAz:
∣∣∣∣∣
ż
Mz rAz e
2pixJy1p2piqβ`y1Jv˘βe´‖y1‖2pidµMpy1q
∣∣∣∣∣
ďe2pixJy0p2piqβ`yJ0 v˘βe´‖y0‖2pi ż
Mz rAz dµMpy
1q
ďe2pi‖x‖‖y0‖p2piqβ‖y0‖β‖v‖βe´‖y0‖2pi
ďp2?2pipsτqβe´2pipsτ2`2?pipsτ .
The integral over rAz can be bounded by relating it to the corresponding integral over
Az. Let y be the projection of y1 P rAz onto Az. Then,
∣∣∣∣ż rAz e2pixJy1p2piqβ`y1Jv˘βe´‖y1‖2pidµMpy1q
∣∣∣∣
“
∣∣∣∣żAz e2pixJy1p2piqβ`y1Jv˘βe´‖y1‖2pippyqdLdpyq
∣∣∣∣
ď
∣∣∣∣żAz e2pixJy`y1Jv˘βe´‖y‖2pidLdpyq
∣∣∣∣ˆNfˆ1` C2psτ2pτ2
˙d{2
ˆ sup
x,y1
∣∣∣e2pixJpy1´yq∣∣∣ˆ sup
y1
∣∣∣ep‖y1‖2´‖y‖2qpi∣∣∣ˆ p2piqβ
ď
∣∣∣∣żAz`y1Jv˘βe´‖y‖2pidLdpyq
∣∣∣∣ˆNfˆ1` C2psτ2pτ2
˙d{2
ˆ e2
?
2pipsτ2{p2pτq ˆ epipsτ4{pτ2 ˆ p2piqβ.
The third line comes from relating ppyq and Nf (Lemma 9) and bounding the change in the
integrand due to projecting y1 onto Az. We do not project
`
y1Jv
˘β
because it can equal zero.
The fourth line follows by noting that xJy “ 0 by orthogonality and that ‖y1 ´ y‖ ď psτ2{pτ
by Federer’s reach condition. The reach condition also shows that
`
y1Jv
˘β
is a polynomial
whose terms either lie in Rd or have arbitrarily small coefficients. This can be used to
bound the integral. Starting off by applying the triangle inequality for integrals and then
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the Cauchy-Schwarz inequality, we have∣∣∣∣żAz`y1Jv˘βe´‖y‖2pidLdpyq
∣∣∣∣ ď żAz∥∥y1∥∥β‖v‖βe´‖y‖2pidLdpyq
ď
ż
Az
`‖y‖` ∥∥y1 ´ y∥∥˘βe´‖y‖2pidLdpyq
ď
ż
Az
‖y‖βe´‖y‖2pidLdpyq
`
βÿ
i“1
ˆ
β
i
˙ˆpsτ2pτ
˙i ż
Az
‖y‖β´ie´‖y‖2pidLdpyq
ď 2
ż
Az
‖y‖βe´‖y‖2pidLdpyq.
The second line holds because ‖v‖ ď 1 and ‖y1‖ can be bounded using the triangle inequality.
The third line follows after expanding p‖y‖` ‖y1 ´ y‖qβ, substituting in the bound for
‖y1 ´ y‖, and rearranging. Each term in the summation can be made arbitrarily small,
which gives the fourth line. This integral is a function of the moments (of order β or less)
of a d-dimensional Gaussian with covariance 1{p2piqI. We can calculate it using spherical
coordinates, following the calculation of E
”
‖y‖2
ı
in Lemma 11. We have
2
ż
Az
‖y‖βe´‖y‖2pidLdpyq ď 2
ż
Rd
‖y‖βe´‖y‖2pidLdpyq
“ 2
ż 8
0
rβ`d´1e´r2pidr ˆ
d´2ź
j“1
ż pi
0
sind´j´1 φjdφj
ˆ
ż 2pi
0
dφd´1
“ pi´pβ`dq{2Γ
ˆ
β ` d
2
˙
ˆ
d´2ź
j“1
?
piΓppd´ jq{2q
Γp1` pd´ j ´ 1q{2q ˆ 2pi
“ 2pi´β{2 Γppβ ` dq{2q
Γpd{2q
“: Cβ.
Therefore, for large enough psτ ,∣∣∣EBβv qN ∣∣∣ ď 2p2piqβNfCβ ` p2?2pipsτqβe´2pipsτ2`2?pipsτ
ď 3p2piqβNfCβ.
If N is large enough, ε1,β will be smaller than p2piqβNfCβ with high probability, imply-
ing that
∣∣∣Bβv qN ∣∣∣ ď 4p2piqβNfCβ. Let β1 ď |α| be the value of β for which this is maxi-
mized. Each term of |Bαp´ log qN pxqq| is bounded above in absolute value by a multiple
of 4p2piqβ1NfCβ1{pK1{2q raised to a power less than or equal to |α|. Therefore, using the
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triangle inequality and letting |α| ď k, |Bαp´ log qN pxqq| ď C0,2, a constant. The factors
of Nf in K1 and
∣∣∣Bβv qN ∣∣∣ cancel each other out, so C0,2 is a function of n and k. Setting
C0 :“ C0,1 ` C0,2 yields the lemma.
3.5 ´ log pN pxq ` logNf is an asdf
In the next two lemmas, we prove that the third condition of Theorem 5 holds. Recall from
the proof of Lemma 11 that EpN can be bounded above and below to within a multiplicative
factor of Nfe
´‖x´z‖2pi. By taking logarithms and defining a suitable constant rρ, we show
in Lemma 14 that the third condition holds for ´ logEpN ` logNf . In Lemma 15, we show
that this condition also holds for ´ log pN ` logNf as long as we modify rρ to take into
account the concentration bound from Lemma 12.
Lemma 14. For x PM1{?2pi and z the projection of x onto M,
c1
´
‖x´ z‖2pi ` rρ2¯ ď ´ logEpN ` logNf ` rρ2 ď C1´‖x´ z‖2pi ` rρ2¯
for 0 ă rρ ă c, with c depending on C0, c1, C1, k, n.
Proof. Let x PM1{?2pi and let z be its projection onto M. Then we can bound EpN pxq by
calculating the expectation separately over rAz and Mz rAz:
EpN pxq “
ż
M
e´‖x´y1‖
2pidµMpy1q
“
ż
rAz e
´‖x´y1‖2pidµMpy1q `
ż
Mz rAz e
´‖x´y1‖2pidµMpy1q.
The first term can be bounded as follows:ż
rAz e
´‖x´y1‖2pidµMpy1q ď eCf
ż
Az
e´‖x´y‖
2piNfdLdpyq
ď eCfNfe´‖x´z‖2pi
ż
Az
e´‖z´y‖
2pidLdpyq
ď eCfNfe´‖x´z‖2pi.
Now consider y1 P Mz rAz. Since ‖z ´ y1‖ ď ‖x´ y1‖ ` ‖x´ z‖ and ‖x´ z‖ ď 1{?2pi ďpsτ ď ‖z ´ y1‖, we have p‖x´ z‖´ psτq2 ď ‖x´ y1‖2. This gives us the following bound for the
second term: ż
Mz rAz e
´‖x´y1‖2pidµMpy1q ď e´p‖x´z‖´psτq2pi.
Thus, letting
Cneg :“ e
´psτ2pi`2psτpi‖x´z‖
Nfe
Cf
,
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we have
EpN pxq ď eCfNfe´‖x´z‖2pip1` Cnegq
ď eCfNfe´‖x´z‖2pi
ˆ
1
1´ Cneg
˙
.
The second inequality holds because Cneg is arbitrarily small for small σ, so we can use the
Taylor expansion
1
1´ x “
8ÿ
i“0
xi.
Next, we find a lower bound for EpN pxq as in Lemma 11.
EpN pxq ě p1´ Cnegq
ż
rAz e
´‖x´y1‖2pidµMpy1q
ě p1´ Cnegqe´Cf
ż
Az
e´‖x´y‖
2piNfdLdpyq
ě p1´ Cnegqe´CfNfe´‖x´z‖2pi
ż
Az
e´‖z´y‖
2pidLdpyq
ě p1´ Cnegqe´CfNfe´‖x´z‖2pi
ˆ
1´ 2e´
´psτ´?d{p2piq¯2pi˙
.
Now, let α :“ ´ logp1 ´ Cnegq and β :“ ´ log
ˆ
1´ 2e´
´psτ´?d{p2piq¯2pi˙
. We have shown
the following:
´Cf ` ‖x´ z‖2pi ´ α ď ´ logEpN pxq ` logNf ď α` Cf ` ‖x´ z‖2pi ` β.
Since α, β ą 0, we can add 2α`2Cf `β to the left-hand side, 2α`2β`2Cf to the middle,
and 2α` 2β ` 2Cf ` 12‖x´ z‖2pi to the right-hand side while preserving these inequalities.
Let rρ :“a2pα` β ` Cf q, c1 :“ 12 , and C1 :“ 32 . Then, we have
c1
´
‖x´ z‖2pi ` rρ2¯ ď ´ logEpN ` logNf ` rρ2 ď C1´‖x´ z‖2pi ` rρ2¯.
Lemma 15. With high probability, for x PM1{?2pi and z the projection of x onto M,
c1
´
‖x´ z‖2pi ` ρ2
¯
ď ´ log pN ` logNf ` ρ2 ď C1
´
‖x´ z‖2pi ` ρ2
¯
for 0 ă ρ ă c, with c depending on C0, c1, C1, k, n.
Proof. From Lemmas 11 and 12, w.h.p. for large enough N , infx pN pxq ě K1 ´ ε1, or
supxr´ log pN pxqs ď ´ logpK1 ´ ε1q. By uniform continuity,
P
«
sup
fPF
|´ log pN pxq ` logEpN pxq| ď ε1
ff
ě 1´ δ,
where ε1 :“ ε1{pK1 ´ ε1q. Thus, the statement of the lemma follows from Lemma 14 with
ρ :“a2pα` β ` Cf ` ε1q, c1 :“ 12 , and C1 :“ 32 .
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We have proven all the conditions necessary in order to show that ´ log pN pxq ` logNf
is an asdf. We summarize this in the next theorem, which is the major result of this section.
We also prove that the constants we have defined are small enough to apply Theorem 6 and
state that Mput is a manifold with desirable properties.
Theorem 16. ´ log pN pxq` logNf is an approximate squared-distance function that meets
the conditions in Theorem 5. Consider the output set
Mput “
!
z PMminpc3,c4qσ{?2pi
ˇˇ
ΠhipzqBF pzq “ 0
)
in the original coordinate system (i.e., the coordinates not scaled by 1{σ, where σ is the
bandwidth of the KDE). By Theorem 6, Mput is a manifold whose reach is bounded below
by cσ, where c is a constant depending on C0, c1, C1, k, d, and n. Mput converges to M in
Hausdorff distance for increasing N ; more specifically, HpM,Mputq “ Opσ5{4q.
Proof. Since logNf is a constant, the first two conditions from Theorem 5 hold by Lemmas
8 and 13. The third condition holds by Lemma 15. Thus, ´ log pN pxq ` logNf is an asdf.
ForMput to be a manifold, σρmust be sufficiently small with respect to minpc3, c4qσ{
?
2pi.
We will show that for a small enough σ and large enough N ,
a
2pα` β ` Cf ` ε1q (our
choice of ρ) can be made as small as needed. Recall that pτ “ τ{σ and psτ “ σ´1{6. This
implies
Cf “ dC
2σ5{3
2τ2
`
˜
σ4{3
τ2
` 2
?
2
?
σ
τ
¸
pi,
which can be made as small as desired. α and β can be bounded by using the fact that
´ logp1´ pq ă 2p if p is sufficiently small. For a small enough σ,
edC
2σ5{3{p4τ2q ď eCf ,
which gives the bound
α ď 2Cneg
ď 2e
´σ´1{3pi{2
edC2σ
5{3{p4τ2qσd{p2V q
ď 4V σ´de´σ´1{3pi{4.
Similarly,
β ď 4e´σ´1{3pi{2.
As σ tends to zero, so do these quantities. Finally, for large enough N , ε1 is sufficiently
small such that ε1 “ ε1{pK1 ´ ε1q is as small as necessary. For a small enough σ and a large
enough N , ρ “ OpC1{2f q “ Opσ1{4q. This is sufficient to apply Theorem 6, which implies
that Mput is a manifold with bounded reach that converges to M in Hausdorff distance.
The Hausdorff distance HpM,Mputq is Opσρq, which is Opσ5{4q.
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4. Local principal components analysis
A manifold M can be approximated by a finite collection of tangent spaces centered at
a sufficiently dense set of points sampled from M. Fefferman et al. (2016) use this as
motivation to define the concept of a cylinder packet; they also define a function F so and
show that it is an asdf when coupled with a suitably constructed cylinder packet. In this
section we show that we can estimate tangent spaces directly from the data to create a
cylinder packet; this leads to the construction of an approximate squared-distance function
that satisfies Theorems 5 and 6 and produces a putative manifold.
4.1 Definition of the asdf and selection of the bandwidth sτ
Let Cp :“ tcyliu be a collection of cylinders with centers txiu. Each cylinder is isometric
to cyl :“ sτpBd ˆ Bn´dq. We choose sτ so that it tends to zero but remains large compared
to the distance between a sample point and its nearest neighbors. Since we are assuming
uniform support on M, for large N we can choose sτ on the order of N´1{pd`εq for a small
value of ε.
Let Ui be a proper rotation of cyli, Tri a translation, and oi a composition of a proper
rotation and translation that moves the origin to xi and rotates the d-dimensional cross-
section of cyli to Rd. Define
F o¯pzq :“
ř
cyliQz φcyli
`
o´1i pzq
˘
θ
`
Πdpo´1i pzqq{p2sτq˘ř
cyliQz θ
`
Πdpo´1i pzqq{p2sτq˘ ,
where cyli P Cp, z P
Ť
cyli, φcylipzq is the squared distance from z to the d-dimensional
cross-section of cyli and θ : Rd Ñ r0, 1s is a bump function such that
1. θpyq “ 0 for ‖y‖ R p´1, 1q
2. Bαθpyq “ 0 for |α| ď k and y “ 0 or ‖y‖ R p´1, 1q
3. |Bαθpyq| ă C, a controlled constant for all y
4. θpyq “ 1 for ‖y‖ ă 1{4.
Note that whether or not F o¯pzq satisfies Theorem 5 depends on our choice of Cp; for
convenience, we refer to the pair tF o¯, Cpu as a putative asdf. F o¯pzq measures the squared
distances φcyli to the central cross-section of each cylinder containing a given point z, and
averages them using the bump function θ. Let pFz : Bnp0, 1q Ñ R be a related function
defined by pFzpwq “ F o¯pz`sτΘpwqq{sτ2, where Θ is an isometry that fixes the origin at z and
identifies the first d coordinates with TzM. pFz is essentially F o¯ analyzed in a coordinate
system scaled up by 1{sτ . This is analogous to our analysis of the kernel density estimator
in the previous section, where we scaled the coordinate system by 1{σ.
4.2 Cylinder packets
In order for tF o¯, Cpu to be an asdf, Cp needs to be a cylinder packet, which is a collection
of cylinders that satisfies the geometric constraints given below in Definition 17. These
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conditions ensure that a cylinder packet doesn’t contain pairs of cylinders that overlap too
much or intersect at too great of an angle. This is motivated by our desire to estimate a
manifold with bounded reach.
Definition 17 (Cylinder packet). Let Cp be a collection of cylinders as above. Cp is a
cylinder packet if it satisfies the following conditions:
1. The number of cylinders is less than or equal to a constant factor times V
τd
.
2. Consider the set Si :“
!
cyli1 , . . . , cyli|Si|
)
of cylinders that intersect cyli and perform
the rigid-body motion oi. For each cylij , there exists a translation Trij and a proper
rotation Uij fixing xij so that
(a) For 1 ď j ď |Si|, TrijUijcylij is a translation of cyli by a vector with norm at
least sτ{3.
(b) txiuŤ TrijUijxij ˇˇ 1 ď j ď |Si|(Ş cyli forms a sτ{2´net of the d-dimensional
cross-section of cyli.
(c) For 1 ď j ď |Si| and v P Rn,
∥∥v ´ Uijv∥∥ ă 2 sττ ∥∥v ´ xij∥∥.
(d) For 1 ď j ď |Si|,
∥∥Trij p0q∥∥ ă sτ2τ .
In Lemmas 16 and 17 due to Fefferman et al. (2016), it is shown that pFz satisfies Theorem
5 when Cp is a cylinder packet, meaning that tF o¯, Cpu is an asdf. We include this towards
the end of this section as Theorem 23 and provide a sketch of the proof.
In the next lemma we construct a collection of cylinders CTanp whose central cross
sections are derived from the tangent planes of the manifold and show that it is indeed a
cylinder packet. The putative manifold actually has reach csτ , so the right-hand sides of
conditions 2(c) and (d) in Definition 17 can be within a constant factor of what is given
above.
Lemma 18. First, construct a set txiu of centers. Assume the sample size is large enough
to contain a sτ{2´net of M such that no two net points are within sτ{2.9 of each other. Let
CTanp be the collection of cylinders with centers txiu and central cross sections contained in
TxiM. Then, CTanp is a cylinder packet; we call it an ideal cylinder packet.
Proof. We show that the conditions in Definition 17 hold. Fix an xi and consider the set
Si :“
!
cyli1 , . . . , cyli|Si|
)
of cylinders that intersect cyli. Perform the rigid-body motion oi
so that we are working in a convenient coordinate system. For each xij P Si, define Uij
as a rotation fixing xij and rotating the central cross section of cylij so that it is parallel
to TxiM. Also, define Trij as the translation that subsequently moves the central cross
section so that it lies in TxiM. Lemma 4 implies the first condition.
Let p be the projection of xij onto TxM. Federer’s reach condition implies that
∥∥xij ´ p∥∥ ď
∥∥xij ´ xi∥∥2
2τ
.
26
Manifold Learning Using KDE and PCA
Condition 2(d) holds since the right hand side must be less than 4sτ2{τ . Since ∥∥xij ´ xi∥∥ ěsτ{2.9, we also have
‖xi ´ p‖ ě
d∥∥xij ´ xi∥∥2 ´ ∥∥xij ´ xi∥∥44τ2
ě
c
100sτ2
841
´ 2500sτ4
707281τ2
« 10sτ
29
´ 125sτ2
24389τ2
`Opsτ4q,
where the last line follows by a Taylor expansion. Since this can be made arbitrarily close tosτ{2.9, ‖xi ´ p‖ ě sτ{3 and Condition 2(a) is satisfied. Condition 2(b) follows from the fact
that we started off with a sτ{2´net of the manifold; projecting txi1 , . . . , xi|Si|u onto TxiM
contracts interpoint distances so we end up with a sτ{2´net of the tangent space.
To show the bound in 2(c), we need an expression for the angle between two nearby
tangent spaces (in this case TxiM and TxijM). In Lemma B.3 from a paper by Boissonnat,
Dyer, and Ghosh (2013), it is shown that the sine of the largest principal angle θ1 between
TxiM and TxijM is less than or equal to 6
∥∥xi ´ xij∥∥{τ , which is 12?2sτ{τ in our setup.
Now, translate the origin to xij and translate TxiM so that it contains xij . Without loss
of generality, let v P TxijM. Let teiud1 and tpeiud1 be orthonormal bases for Txij and Txi ,
respectively, so that the angle between ei and pei is the principal angle θi. Define Uij as
the rotation that maps teiud1 onto tpeiud1. Let tviud1 be the components of v and Uijv with
respect to the appropriate bases. Then we have the following:
∥∥v ´ Uijv∥∥ ď
∥∥∥∥∥ dÿ
i“1
viei ´
dÿ
i“1
vipei
∥∥∥∥∥
ď
dÿ
i“1
‖viei ´ vipei‖
ď
dÿ
i“1
|vi|‖ei ´ pei‖
ď ‖e1 ´ pe1‖‖v‖1
ď ‖e1 ´ pe1‖?d‖v‖.
Using the law of cosines, ‖ei ´ pei‖ ď ?2´ 2 cos θi. From the bound on sin θ1 and a Taylor
expansion of cos arcsin
`
12
?
2sτ{τ˘, we can show
2´ 2 cos θ1 ď 288sτ2
τ2
`Opsτ4q
ď 576sτ2
τ2
for large enough N . Thus, ∥∥v ´ Uijv∥∥ ď 24?dsττ ‖v‖,
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which shows 2(c).
Corollary 19. First, construct a set txiu of centers. Assume the sample size is large
enough to contain a sτ{2´net of M such that no two net points are within sτ{2.9 of each
other. The collection of cylinders with centers txiu and central cross sections within Opsτ{τq
of TxiM in operator norm is a cylinder packet; we call it an admissible cylinder packet.
4.3 Constructing an admissible cylinder packet with local PCA
Usually we only have access to points sampled from the manifold and not their associated
tangent spaces. It is easy to see that we can also construct a cylinder packet if we can
estimate the tangent spaces accurately enough (as stated in Corollary 19). Let C
zTan
p be
a collection of cylinders constructed by using the same net points as in Lemma 18 and
performing local PCA to estimate the d-dimensional cross-sections. In this section, we show
that C
zTan
p is an admissible cylinder packet. The d-dimensional cross-sections are estimated
as follows. Given a sample point z P M, we construct the PCA matrix N´1z Y Y J, where
Y has columns consisting of the Nz sample points lying within sτpBd ˆ Bn´dq. (We are
using a coordinate system centered at z whose first d coordinates lie in TzM). Using the
eigenvectors of N´1z Y Y J, we can get an estimate zTzM of the tangent space at z. We show
that this is close to the true tangent space by using the Davis-Kahan sin θ theorem. The
version stated below is due to Yu, Wang, and Samworth (2015).
Let } ¨ }F denote the Frobenius norm of a matrix. Suppose V, pV P Rnˆd both have
orthonormal columns. Theorem 20 gives an upper bound on
∥∥∥sin θppV , V q∥∥∥
F
, where θppV , V q
is the d ˆ d diagonal matrix whose diagonal consists of the principal angles between the
column spaces of V and pV and sin θppV , V q is defined entrywise. The principal angles are
given by
 
cos´1 ζ1, . . . , cos´1 ζd
(
, where tζ1, . . . , ζdu are the singular values of pV TV .
Theorem 20 (Davis-Kahan sin θ Theorem). Let Λ, pΛ P Rnˆn be symmetric, with eigenval-
ues λ1 ě ¨ ¨ ¨ ě λn and pλ1 ě ¨ ¨ ¨ ě pλn respectively. Let 1 ď d ď n and assume λd´λd`1 ą 0.
Let V “ pv1, . . . , vdq P Rnˆd and pV “ ppv1, . . . , pvdq P Rnˆd have orthonormal columns satis-
fying Λvj “ λjvj and pΛpvj “ pλjpvj for j “ 1, . . . , d. Then
∥∥∥sin θppV , V q∥∥∥
F
ď
2
∥∥∥pΛ´ Λ∥∥∥
F
λd ´ λd`1 .
We also make use of the following concentration inequality due to Ahlswede and Winter
(2002). Let A ĺ B mean that A´B is positive semidefinite.
Theorem 21. Let a1, . . . , ak be i.i.d. random positive semidefinite d ˆ d matrices with
expected value Erais “M ľ µI and ai ĺ I. Then for all  P r0, 1{2s,
P
«
1
k
kÿ
i“1
ai R rp1´ qM, p1` qM s
ff
ď 2D exp
"´2µk
2 ln 2
*
.
We now prove the key result of this section.
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Theorem 22. Let z be a point sampled from M. Translate z to the origin, and let the first
d coordinates lie in TzM. Let Y be a matrix whose columns consist of the Nz sample points
tyiu lying within sτpBd ˆBn´dq. Let X be a matrix whose columns are the projections txiu
of tyiu onto TzM. Construct the matrices N´1z XXJ and N´1z Y Y J, and let V and pV be
their respective matrices of eigenvectors. Then, w.h.p.,
∥∥∥sin θppV , V q∥∥∥
F
ď
´
2sτ3
τ ` 2sτ4τ2
¯
pd` 2q
p1´ qsτ2´1` C2sτ2
τ2
¯´d{2 ,
where  P r0, 1{2s.
Proof. Clearly, Nz increases with N . We can assume the matrices in the statement of the
theorem can be defined. We apply Theorem 20 with N´1z XXJ and N´1z Y Y J corresponding
to Λ and pΛ, respectively.
We start off by bounding the numerator
››N´1z `Y Y J ´XXJ˘››F . This is easiest if we
consider Y as a perturbation of X by the matrix P since we can control P using Federer’s
reach condition. This gives:
Y Y J “ pX ` P qpX ` P qJ
“ XXJ `XPJ ` PXJ ` PPJ.
Therefore,››N´1z `Y Y J ´XXJ˘››F ď N´1z ››XPJ ` PXJ ` PPJ››F
ď N´1z
`››XPJ››
F
` ››PXJ››
F
` ››PPJ››
F
˘
ď N´1z
`}X}F ››PJ››F ` }P }F ››XJ››F ` }P }F ››PJ››F ˘.
Because each column of X has norm less than or equal to sτ , ‖X‖ ď ?Nzsτ . By Federer’s
reach condition, we have
|yi ´ xi| ď |z ´ yi|
2
2τ
ď
`?
2sτ˘2
2τ
,
which implies that ‖P‖ ďaNzsτ4{pτ2q. Thus,››N´1z `Y Y J ´XXJ˘››F ď sτ3τ ` sτ4τ2 .
Now we need to bound λd ´ λd`1. Let λ1 ě ¨ ¨ ¨ ě λn be the eigenvalues of N´1z XXJ,
and let µ1 ě . . . µn be the eigenvalues of M :“ E
“
N´1z XXJ
‰
. We see that λd`1 “ ¨ ¨ ¨ “
λn “ µd`1 “ ¨ ¨ ¨ “ µn “ 0. So, we only need a lower bound for λd, which we can get by
relating its value to µd through a concentration inequality. Assuming the first d coordinates
are aligned with the eigenvectors of M , µd is the variance in the direction xd. M is the
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population covariance matrix of the probability measure P on TzM X Bdpsτq that is the
pushforward of the uniform measure on M X sτpBd ˆ Bn´dq. From Lemma 9, we know
P has a density ppxq that is greater than or equal to `1` C2sτ2{τ2˘´d{2 multiplied by a
normalizing factor, which in this case is just VolpBdpsτqq´1.
We have the following bound for µd:
µd “
ż
Bdpsτq x
2
ddPpxq
ě
ż
Bdpsτq x
2
d
´
1` C2sτ2
τ2
¯´d{2
VolpBdpsτqq dLdpxq
ě
ż sτ
0
ż pi
0
. . .
ż pi
0
ż 2pi
0
˜
r sinφd´1
d´2ź
j“1
sinφj
¸2´1` C2sτ2
τ2
¯´d{2
VolpBdpsτqq dV
“
Γpd{2` 1q
´
1` C2sτ2
τ2
¯´d{2
pid{2sτd
ż sτ
0
ż pi
0
. . .
ż pi
0
ż 2pi
0
rd`1
d´1ź
j“1
sind´j`1 φjdr
d´1ź
j“1
dφj .
The third line follows by a change of coordinates. Substitute#
x1 ÞÑ r cosφ1, x2ďiďd´1 ÞÑ r cosφi
i´1ź
j“1
sinφj , xd ÞÑ r sinφd´1
d´2ź
j“1
sinφj
+
,
and let
dV :“ rd´1
d´2ź
j“1
sind´j´1 φjdrdφ1 . . . dφd´1.
The integral in the fourth line can be evaluated by noting that
ż sτ
0
rd`1dr “ sτd`2Npd` 2q,ż 2pi
0
sin2 φd´1dφd´1 “ pi, and
ż pi
0
sind´j`1 φjdφj “
?
piΓppd´ j ` 2q{2q
Γp1` pd´ j ` 1q{2q for 1 ď j ď d ´ 2.
We can simplify (by telescoping)
d´2ź
j“1
?
piΓppd´ j ` 2q{2q
Γp1` pd´ j ` 1q{2q “
pipd´2q{2
Γp1` d{2q .
Therefore,
µd ě 1
d` 2sτ2
ˆ
1` C
2sτ2
τ2
˙´d{2
.
N´1z XXJ and M are zero outside the upper left dˆ d block. Call their nonzero blocks
Ξ and rΞ, respectively; clearly these matrices have eigenvalues tλiud1 and tµiud1. Ξ can
be written as the empirical average Nz
´1 řNz
1“1 xi,dxJi,d, where the txi,du are the first d
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coordinates of the txiu. Note that xi,dxJi,d ĺ
›››xi,dxJi,d›››
F
I ĺ sτ2I. For Nz large enough, this
implies xi,dx
J
i,d ĺ I. Additionally, since µd ą 0 is the smallest eigenvalue of rΞ, we haverΞ ľ µdI. This is sufficient to apply Theorem 21. So, for all  P r0, 1{2s,
P
”
Ξ R
”
p1´ qrΞ, p1` qrΞıı ď 2d exp"´2µdNz
2 log 2
*
.
The matrix interval is in terms of the positive semidefinite ordering, so Ξ ľ p1´ qrΞ w.h.p.
This implies λd ě p1´ qµd.
Now, applying Theorem 20,∥∥∥sin θppV , V q∥∥∥
F
ď 2
››N´1z `Y Y J ´XXJ˘››F
λd
ď
´
2sτ3
τ ` 2sτ4τ2
¯
pd` 2q
p1´ qsτ2´1` C2sτ2
τ2
¯´d{2
“ O
ˆsτ
τ
˙
.
4.4
!
F o¯pzq, CzTanp
)
is an asdf
In Theorem 23, we sketch a proof that tF o¯, Cpu is an asdf for an arbitrary cylinder packet
Cp; we also show that Theorem 6 applies. Since we showed that C
zTan
p is an admissible
cylinder packet, it follows immediately that
!
F o¯pzq, CzTanp ) is an asdf.
Theorem 23. Assume that we are given a cylinder packet Cp. tF o¯, Cpu is an approximate
squared-distance function that meets the conditions in Theorem 5. Furthermore, by Theorem
6, the output set (in the original coordinate system)
Mput “
 
z PMminpc3,c4qsτ ˇˇ ΠhipzqBF pzq “ 0(.
is a manifold whose reach is bounded below by csτ , where c is a constant depending on
C0, c1, C1, k, d, and n. Mput converges to M in Hausdorff distance for increasing N ; more
specifically, HpM,Mputq “ Opsτ2q.
Proof. pFz is Ck-smooth by the chain rule and the smoothness of the projection, distance,
and bump functions. Bαp pFzpwqq ď C0 for w P Bnp0, 1q, |α| ď k, and C0 depending only on
n and k. This is true by the chain rule since the bounds on the derivatives of the bump
function and the distance function can be directly calculated. After rescaling by sτ , these
depend only on n and k.
The third condition is satisfied by setting ρ equal to cρsτ{τ , where cρ is a constant
depending on the geometry of Cp. Let z
1 :“ z ` sτΘpwq. If Cp is a cylinder packet, the
distance from ΠMz1 to the central cross-section of any cylinder containing z1 is on the
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order of sτ2{τ . pFzpwq is a rescaled convex combination of the squared distance between z1
and the central cross section of the cylinders containing it. That is, pFzpwq is essentiallysτ´2 ř bi`‖ΠMz1 ´ z1‖` cisτ2{τ˘2, where ř bi “ 1 and the ci depend on Cp. Thus, setting
ρ2 to c2ρsτ2{τ2 satisfies the third condition of Theorem 5 for appropriate values of c1 and C1:
c1
˜
‖ΠMz1 ´ z1‖2sτ2 ` ρ2
¸
ď pFzpwq ` ρ2 ď C1˜‖ΠMz1 ´ z1‖2sτ2 ` ρ2
¸
,
where 0 ă ρ ă c, with c depending on C0, c1, C1, k, n.
For Theorem 6 to apply, sτρ must be sufficiently small with respect to minpc3, c4qsτ . This
is clearly true because sτρ{pminpc3, c4qsτq “ Opsτ{τq, which can be made as small as desired.
The Hausdorff distance HpM,Mputq is Opsτρq, which is Opsτ2q.
Theorem 24.
!
F o¯pzq, CzTanp ), where CzTanp is a cylinder packet constructed using local
PCA is an approximate squared-distance function that meets the conditions in Theorem 5.
Furthermore, by Theorem 6, the output set
Mput “
 
z PMminpc3,c4qsτ ˇˇ ΠhipzqBF pzq “ 0(
is a manifold whose reach is bounded below by csτ , where c is a constant depending on
C0, c1, C1, k, d, and n. Mput converges to M in Hausdorff distance for increasing N ; more
specifically, HpM,Mputq “ Opsτ2q.
Proof. This is a direct consequence of Theorem 23, Corollary 19, and Theorem 22.
5. Simulations
In this section, we present simulation results showing that the two asdfs considered in this
paper can be used to find a discretized version of a putative manifold. All simulations were
performed using the following gradient descent algorithm based on subspace-constrained
mean shift (Ozertem and Erdogmus, 2011).
1. Initialize a mesh of points on which to perform gradient descent. They can be sample
points with or without added noise.
2. Perform the following for each mesh point x:
(a) Calculate the gradient g and the Hessian H of the asdf f .
(b) Let V be a matrix whose columns are the eigenvectors corresponding to the
largest n´ d eigenvalues of H.
(c) Calculate V V Jg and take a step in this direction.
(d) Go to step (a) until a tolerance condition is met.
We applied this algorithm to data points sampled from three different manifolds con-
tained in the unit ball of a Euclidean space: a circle embedded in R2, a closed curve
embedded in R3, and a sphere embedded in R3. We sampled 1000 points from each mani-
fold and used this data to construct asdfs based on KDE and local PCA. We then sampled
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1000 additional points and added Gaussian noise with a standard deviation of 0.05; these
were used as the starting mesh points. Finally, we ran the algorithm and took the final
output to be points lying on the putative manifold. Figure 1 shows an example of each of
the three manifolds for each asdf. To get a sense of the accuracy of this procedure, we found
the RMS distance of each putative manifold to a 10000 point sample (i.e., an approximate
net) derived from the original manifolds. The average RMS distance from 100 trials is given
in Table 1.
Circle Ă R2 Curve Ă R3 Sphere Ă R3
KDE 0.000433 0.000990 0.00221
Local PCA 0.000146 0.000453 0.000603
Table 1: Average RMS distance for subspace-constrained gradient descent on two asdfs
6. Discussion
In this paper, we showed that if we are provided with data sampled from a manifold M,
we can use two different asdfs to construct an estimator of M. The asdfs are based on
kernel density estimation and local PCA, which are conceptually easy to understand and
mainstays of nonparametric estimation. The estimator is a manifold itself, and there are
concrete bounds on its geometry (for example, its reach). These bounds are derived from
an application of the implicit function theorem and are given in a key theorem of Fefferman,
Mitter, and Narayanan (2016). Our contribution in this paper is to create asdfs that can
be calculated directly from the data as well as to give bounds on the reach and Hausdorff
distance that depend on the sample size and properties of the asdfs. In the future, we aim
to work on several natural extensions of our results. It remains to be seen what can be said
about an estimator derived from a sample contaminated with noise (potentially bounded or
sub-Gaussian). Additionally, it would be of theoretical interest to see how precise we can
make the constants in this paper, including the ones derived from Fefferman et al. (2016).
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