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Kapitel 1
Einleitung
1.1 Definition und Bedeutung der Standortpla-
nung
Unter dem Begriff Standortproblem versteht man im Bereich des Operations Re-
search ein Entscheidungsproblem, das sich mit der geeigneten ra¨umlichen Allocati-
on unteilbarer, physikalischer Ressourcen bescha¨ftigt (vgl. [BC89], S. 646, [RS62],
S. 108, und [MF90], S.2). Standortfragen haben daher einen universellen Charakter
und treten in der Praxis auf bei der Verteilung verschiedener Objekte bzw. sozia-
ler und o¨konomischer Aktivita¨ten. Aufgrund einer weiten Verbreitung von Stand-
ortproblemen im o¨ffentlichen und privaten Bereich lassen sich zahlreiche Anwen-
dungsbeispiele von Standortentscheidungen aufza¨hlen. Zu den klassischen Beispie-
len za¨hlen hier etwa die Plazierung o¨ffentlicher Versorgungsstellen wie Bibliothe-
ken, Kindertagessta¨tten, Telefonzellen (vgl. [RML70], S. 692), die Verteilung von
Notfalleinrichtungen (z.B. Krankenha¨user mit Krankenwagen, Feuerwehr etc.), die
Standortwahl von Abwasseraufbereitungsanlagen in Abwa¨ssersystemen, die Wahl
von Standorten fu¨r Messstellen zur Erfassung von Flu¨ssen in Netzwerken (vgl.
[HRS96, Hod90, BBL95, MRA95, BHK95, CR74, CSD96, CS90, DC96]), die op-
timale Positionierung von O¨lplattformen (vgl. [HdLPFR92]), die Festlegung einer
geeigneten Anordnung von Maschinen und Werkba¨nken in Fabrikgeba¨uden (vgl.
[FMW92]), die Lokation von “Servern” in Kommunikations- und Rechnernetzwer-
ken (vgl. [FH80, Mir85, Bof89, JBK90]) oder auch die Auswahl von Bankpla¨tzen fu¨r
die Einrichtung von Bankkonten (vgl. [CFN77]).
Charakteristisch fu¨r alle Standortprobleme ist dabei die Frage, wie eine endliche An-
zahl von “Servicestellen” zur Versorgung bzw. U¨berdeckung einer ra¨umlich verteilten
Nachfrage auszuwa¨hlen ist, um den aus der Standortwahl resultierenden “Nutzen”
des Versorgungssystems zu maximieren. Standortentscheidungen sind dabei fu¨r den
Entscheidungstra¨ger von großer Bedeutung, da diese ha¨ufig strategischer Natur sind
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bzw. einen langfristigen Charakter haben. So sind Standortentscheidungen in der Re-
gel mit hohen Investitionskosten verbunden und haben im privaten und o¨ffentlichen
Sektor einen großen und langfristigen Einfluss auf die Wettbewerbsfa¨higkeit bzw. auf
die Fa¨higkeit zu einem effizienten Dienstleistungsangebot. Die Konsequenzen einer
unvorteilhaften Standortentscheidung sind daher gravierend. So lassen sich Stand-
ortentscheidungen im nachhinein schwer korrigieren, da sie in der Regel mit großen
investiven und zeitlichen Anstrengungen verknu¨pft sind.
Die Bedeutung von strategischen Standortentscheidungen im privaten und o¨ffent-
lichen Sektor steigt zunehmend. Man denke beispielsweise an den verscha¨rften
Wettbewerbsdruck in der Logistikbranche, der unter anderem auf politische Um-
wa¨lzungen wie z.B. die deutsche Wiedervereinigung oder die Schaffung eines ge-
meinsamen europa¨ischen Binnenmarktes zuru¨ckzufu¨hren ist.
Aufgrund der hohen Bedeutung von Standortentscheidungen bilden Standortpro-
bleme den Gegenstand intensiver Forschungen in den Bereichen der O¨konomie, der
Mathematik und des Operations Research. Erste Untersuchungen im Bereich der
Standortplanung gehen bereits im Jahre 1909 auf Alfred Weber zuru¨ck. In sei-
ner Arbeit U¨ber den Standort von Industrien (vgl. [Web09]) wird die Aufgabe be-
handelt, wie ein Warenlager zu positionieren ist, damit die gesamte Reisedistanz
zwischen Warenlager und den vereinzelten Kunden minimiert wird. Nach dem 2.
Weltkrieg folgten zunehmend weitere Arbeiten im Bereich des Operations Research,
die sich mit verschiedenen Standortfragen bescha¨ftigten, wobei schon vor dieser
Zeit vereinzelt Arbeiten zur Standortproblematik erschienen sind. Fu¨r den Zeit-
raum der fu¨nfziger und sechziger Jahre sind hier beispielsweise die Arbeiten von
[Val55, MW58, Rap62, BLS62, You63] zu erwa¨hnen.
Als Grundstein einer systematischen und wissenschaftlichen Bearbeitung von Stand-
ortaufgaben mit den mathematischen Methoden des Operations Research gelten die
Vero¨ffentlichungen von Hakimi (vgl. [Hak64, Hak65]) aus den Jahren 1964 und 1965.
Gegenstand der Arbeit von [Hak64] ist die optimale Positionierung von einem oder
mehreren Standorten auf einem Netzwerk. Ziel ist dabei die Minimierung entweder
der maximalen Distanz eines beliebigen Punktes des Netzwerks zum na¨chstgelegenen
Standort oder der Summe der Distanzen.
Seitdem wurde in dem Bereich des Operations Research eine Fu¨lle von modell-
und verfahrensma¨ßig orientierten Vero¨ffentlichungen zur Standortplanung publi-
ziert, so dass die in diesem Bereich diskutierten Verfahren und Modellvarianten
fast unu¨berschaubar geworden sind (vgl. [DD96], S.1.). So lassen sich bereits 1985
ca. 1500 Publikationen in einer Bibliographie von [DD85] zu dieser Thematik auf-
finden. Ohne Anspruch auf Vollsta¨ndigkeit unterscheiden [BC89] bereits im Jahre
1989 insgesamt 54 verschiedene Modelltypen bzw. -varianten.
Aufgrund der enormen Fu¨lle von Publikationen im Bereich der Standortplanung ist
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an dieser Stelle lediglich eine grobe Klassifikation der wichtigsten Standortfragen
bzw. Modelle angebracht.
Anhand der Topologie der Menge der potenziellen Standorte fu¨r Versorgungsein-
richtungen la¨sst sich eine grobe Klassifikation der Standortmodelle des Operations
Research vornehmen. [FMW83] unterscheiden hier zwischen
• Modellen zur Standortbestimmung in der Ebene,
• Modellen zur Standortbestimmung auf einem Netzwerk und
• diskreten Modellen bzw. Modellen der ganzzahligen und gemischt-ganzzahligen
Optimierung (Programmierung) zur Standortplanung.
Obwohl die entwickelten Modelle ha¨ufig nicht alle entscheidungsrelevan-
ten Teilaspekte wie z.B. standortbestimmende Faktoren und Abha¨ngigkeiten
beru¨cksichtigen ko¨nnen, dienen die Lo¨sungen der Modelle dennoch als Unterstu¨tzung
bei Entscheidungsprozessen und versorgen den Entscheidungstra¨ger von Standort-
fragen mit Informationen, auf deren Basis ha¨ufig erst ein tieferer Einblick in struk-
turelle Abha¨ngigkeiten von komplexen Entscheidungsproblemen mo¨glich ist.
1.2 Thema und Aufbau der Arbeit
In dieser Arbeit bescha¨ftigen wir uns schwerpunktma¨ßig mit zwei diskreten Stand-
ortproblemen, die im Rahmen eines Projekts mit der DB Cargo zur Erfassung von
Gu¨terwaggons im Schienenverkehr zur Anwendung kamen. Hierbei handelt es sich
um das Partial Set Covering Problem (PSCP) und das Multiple Coverage Partial
Set Covering Problem (MCPSCP). Beide Standortprobleme stellen eine Verallge-
meinerung des bekannten Set Covering Problem (SCP) dar, das wahrscheinlich zu
den bestuntersuchten NP-schweren Problemen der kombinatorischen Optimierung
za¨hlt.1
Im Gegensatz zum PSCP, das bereits aus der Literatur bekannt ist, stellt das
MCPSCP eine Modellerweiterung des PSCP dar, die - unseres Wissens nach - neu
ist und das PSCP unter dem Aspekt des Multiple Coverage erweitert. Die Erwei-
terung des PSCP resultierte hier sowohl aus Fragestellungen, die im Rahmen des DB
Projekts von Seiten des Projektpartners angeregt wurden, als auch aus Fragestellun-
gen, die in der Literatur bereits im Zusammenhang mit anderen Standortproblemen
1Das liegt vor allen Dingen an der Tatsache, dass das Problem aus praktischer Sicht seit ca. 30
Jahren die Grundlage fu¨r viele Anwendungen in der Standortplanung (vgl. [TSRB71, ReV89,
BC89, BL92, CO92, SJB93, ST95]) sowie in der Personaleinsatzplanung (Crew Scheduling) der
Airline Industrie und des Schienenverkehrs (vgl. [Yu98, YT02, HP93, CFT+97, KF00]) liefert.
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wie z.B. dem SCP oder dem Maximal Covering Location Problem2 (MCLP) disku-
tiert wurden und bereits dort eine Erweiterung der Modelle unter dem Aspekt des
Multiple Coverage rechtfertigten.
Das PSCP verallgemeinert das SCP dahingehend, dass mit einer kostenminimalen
Auswahl von Standorten (bzw. columns) fu¨r z.B. Versorgungszentren lediglich ein
geforderter Anteil von mindestens x% der Bedarfsorte (bzw. rows) versorgt bzw.
u¨berdeckt werden soll. Damit wird auf eine volle U¨berdeckung (full coverage) der
Bedarfsorte verzichtet und stattdessen eine mo¨glicherweise deutlich kostengu¨nstigere
partielle U¨berdeckung (partial coverage) bevorzugt.
Praktische Anwendungsbeispiele, die lediglich eine partielle U¨berdeckung von Be-
darfsorten fordern, sind in der Literatur ha¨ufig zu finden. Zu erwa¨hnen sind hier
die vielen Anwendungen des MCLP wie z.B. die Positionierung von Notfalleinrich-
tungen, o¨ffentlichen Versorgungssystemen, finanzwirtschaftlichen Einrichtungen so-
wie die Erfassung von Verkehrsflu¨ssen in Netzwerken (vgl. [SJB93, HRS96, Hod90,
BBL95, BHK95]).3 Da die Anwendungsbereiche des MCLP und des SCP oftmals
recht a¨hnlich sind und das MCLP im entferntesten Sinne das “inverse” Problem
zum SCP darstellt, liegt eine partielle U¨berdeckung der Nachfrage auch bei vielen
Anwendungen des SCP nahe. Von daher liefert das SCP und das MCLP ein breites
Spektrum mo¨glicher Anwendungen fu¨r das PSCP.
Trotz der Anwendungsmo¨glichkeiten gibt es derzeit zum PSCP, anders als beim
SCP, erst relativ wenige Publikationen. Der Schwerpunkt der Literatur liegt in der
Entwicklung von ∆-approximativen Algorithmen. Die ersten Versuche zur Approxi-
mation des PSCP gehen auf M.J. Kearns im Jahre 1990 zuru¨ck. In [Kea90] wird fu¨r
einen Greedy-Algorithmus die Schranke 2 · H(m) + 3 mit H(m) := 1 + · · ·+ 1
m
be-
wiesen.4 Seitdem wurden in den darauffolgenden Jahren zunehmend weitere Appro-
ximationsalgorithmen fu¨r das PSCP sowie fu¨r Spezialfa¨lle und Verallgemeinerungen
des PSCP entwickelt (vgl. [Sla97, Bur98, BB98, Hoc98, Fuj00, GKS01, BY01]).
Praktische Erfahrungen mit heuristischen oder exakten Verfahren zur Lo¨sung
des PSCP sind hingegen in der Literatur weitestgehend unbekannt. Lediglich
[DO99, BLF92] schlagen ein Branch-and-Bound Verfahren fu¨r einen Spezialfall des
PSCP vor und testen das Verfahren anhand eines “kleinen” Netzwerkes mit je-
weils einigen hundert Bedarfsknoten und potenziellen Standorten. Somit gibt es
derzeit - unseres Wissens nach - keine experimentelle Studie in der Literatur, die
das PSCP unter algorithmischen Fragestellungen wie z.B. zur Lo¨sbarkeit des PSCP
na¨hergehend untersucht.
2Ziel des MCLP ist es, mit p Versorgungsstellen eine maximale U¨berdeckung bzw. Versorgung
der Bedarfsorte zu erzielen.
3Ein Beispiel fu¨r die zuletzt genannte Anwendung sind sogenannte Flow-Capturing-Location-
Probleme. Den Problemen liegt eine Aufgabenstellung zugrunde, die der Aufgabenstellung des
DB Projekts recht a¨hnlich ist.
4Mit m bezeichnen wir die Anzahl der Bedarfsorte.
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Wie bereits erwa¨hnt, stellt das MCPSCP eine Erweiterung des PSCP unter dem
Aspekt des Multiple Coverage dar. In der Literatur steht der Begriff Multiple Co-
verage fu¨r Optimierungsziele, die eine U¨berdeckung bzw. Versorgung einzelner Be-
darfsorte durch mehrere Standorte beabsichtigen (vgl. [DHR88, HR86]). Bei der
Modellierung von Standortproblemen mit Multiple Coverage werden diese Opti-
mierungsziele dann ha¨ufig neben prima¨ren Optimierungszielen wie z.B. Kosten
beru¨cksichtigt. Durch Multiple Coverage soll schließlich ein ho¨heres Sicherheitsni-
veau erzielt werden, so dass auch bei einem Ausfall oder bei einer U¨berbelastung
einzelner Standorte eine weitere Versorgung von Bedarfsorten gewa¨hrleistet ist
(vgl. [DS81, Das82, ESLM86, ReV89, BM90, NPS92, MR96, RH89, MR94]). Aus
a¨hnlichen U¨berlegungen wurde im Rahmen des DB Projekts das MCPSCP ent-
wickelt.
Zum MCPSCP gibt es derzeit keine Publikationen. Abgesehen vom PSCP, das ein
Spezialfall des MCPSCP darstellt, wurden in der Literatur lediglich einige wenige
Spezialfa¨lle des MCPSCP untersucht. Die Modelle kombinieren dabei das Unweigh-
ted Set Covering Problem5 mit Multiple Coverage (vgl. [DS81, ESLM86, HR86]). Die
vorgestellten Verfahren zur Lo¨sung der (gemischt-) ganzzahligen linearen Modelle
sind jedoch unausgereift. So wird beispielsweise in [DS81] davon ausgegangen, dass
die LP-Relaxation des dort entwickelten Hierachical Objective Set Covering Problem
(HOSC) stets eine optimale ganzzahlige Lo¨sung besitzt.
Ziel dieser Arbeit ist daher die Entwicklung von heuristischen Verfahren zur Lo¨sung
des PSCP und des MCPSCP. Eine heuristische Herangehensweise an die Probleme
ist naheliegend, da wir in dieser Arbeit Problemgro¨ßen betrachten, fu¨r die bereits
im Falle des SCP u¨berwiegend heuristische Lo¨sungsverfahren in der SCP-Literatur
gewa¨hlt wurden.
Bei der Entwicklung der Verfahren sollen bewa¨hrte Methoden fu¨r das SCP auf das
PSCP und MCPSCP u¨bertragen und ausgiebig anhand von ku¨nstlichen und realen
Daten getestet und miteinander verglichen werden. Der Schwerpunkt liegt dabei auf
der Entwicklung von Local-Search Verfahren wie z.B. Simulated Annealing. Auf-
grund der Erfolge Lagrange-basierter Heuristiken zur Lo¨sung des SCP werden in
dieser Arbeit auch Lagrange-basierte Techniken beru¨cksichtigt. Zur Verbesserung
der Leistungsfa¨higkeit der Algorithmen wa¨hlen wir mit der Berechnung von Core-
Problemen6 zusa¨tzlich eine Technik, die viele der neuesten und leistungsfa¨higsten
SCP-Algorithmen zur Steigerung der Lo¨sungsgu¨te sowie zur Senkung der Rechen-
zeiten einsetzen. Ferner werden auch Startheuristiken vorgestellt, die sich zusa¨tzlich
mit den in dieser Arbeit entwickelten Local-Search-basierten Verbesserungsverfahren
kombinieren lassen.
5Das Unweighted Set Covering Problem ist ein SCP, wobei alle Kosten fu¨r Standorte gleich sind.
6Unter einem Core-Problem verstehen wir eine Auswahl potenzieller Standorte, die die Stand-
ortwahl auf eine kleine Auswahl “vernu¨nftiger” Standorte eingrenzt.
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Daru¨ber hinaus wird sich diese Arbeit mit der Entwicklung von Approximations-
algorithmen fu¨r Verallgemeinerungen des PSCP bescha¨ftigen. Neben algorithmi-
schen Fragestellungen werden naheliegende Fragestellungen zu den Eigenschaften
der Lo¨sungen der untersuchten Modelle beantwortet. Ein Schwerpunkt ist hier ein
Vergleich der Lo¨sungen, die aus beiden Modellen resultieren ko¨nnen. Es wird der
Frage nachgegangen, inwieweit sich die Lo¨sungen hinsichtlich der Kosten sowie unter
dem Aspekt des Multiple Coverage unterscheiden ko¨nnen.
Die vorliegende Arbeit gliedert sich wie folgt:
Nach dieser Einleitung definiert das Kapitel 2 die grundlegenden Begriffe der linearen
und gemischt-ganzzahligen linearen Optimierung. Ferner werden wesentliche Begriffe
der Graphentheorie und der Algorithmen definiert.
In Kapitel 3 folgt anschließend eine Einfu¨hrung in die zentralen Problemstellun-
gen der Standortplanung. Dabei wird in Abschnitt 3.1 zuna¨chst zwischen volks-
wirtschaftlichen Standorttheorien, betrieblicher Standortplanung und innerbetrieb-
licher Layoutplanung unterschieden. Anschließend gibt Abschnitt 3.2 einen kurzen
U¨berblick u¨ber grundlegende Modelle zur Standortplanung in der Ebene und auf
Graphen. Abschnitt 3.3 widmet sich anschließend einigen Modellen der ganzzahligen
und gemischt-ganzzahligen Optimierung. Im Vordergrund steht dabei das Set Cove-
ring Problem (SCP), das ein Spezialfall des Partial Set Covering Problem (PSCP)
und des Multiple Coverage Partial Set Covering Problem (MCPSCP) darstellt. Der
Abschnitt referiert u¨ber aktuelle Anwendungen des SCP und fasst die wichtigsten
heuristischen, exakten und approximativen SCP-Verfahren zusammen.
In Kapitel 4 gehen wir schließlich ausfu¨hrlich auf das Multiple Coverage Partial Set
Covering Problem (MCPSCP) und das Partial Set Covering Problem (PSCP) ein.
Das PSCP wird hier als Spezialfall des MCPSCP betrachtet. Abschnitt 4.1 motiviert
die na¨here Untersuchung des MCPSCP und des PSCP anhand realer Problemstel-
lungen. Anschließend folgt in Abschnitt 4.2 die Modellformulierung der beiden Pro-
blemstellungen sowie ein U¨berblick u¨ber die wichtigsten Ergebnisse der Literatur
zum PSCP und MCPSCP. Im Anschluss daran betrachten wir in Abschnitt 4.3 zwei
Verallgemeinerungen des PSCP und entwickeln hierfu¨r approximative Algorithmen,
die die bekannten Gu¨teschranken fu¨r das PSCP verallgemeinern. Der letzte Abschnitt
4.4 diskutiert mo¨gliche Ansa¨tze zur Lo¨sung des MCPSCP und des PSCP, die in den
darauffolgenden Kapiteln 5, 6 und 7 zum Teil umgesetzt werden.
In Kapitel 5 entwickeln wir eine Reihe von Startheuristiken, die unter anderem
die Startlo¨sungen fu¨r die Verfahren aus den Kapiteln 6 und 7 liefern. In Ab-
schnitt 5.1 konzentrieren wir uns auf Greedy-basierte Heuristiken, die bereits aus
der Literatur zur na¨herungsweisen Lo¨sung des SCP bekannt sind und an das
MCPSCP bzw. PSCP angepasst werden. Der Schwerpunkt liegt hier auf der Entwick-
lung von Multi-Start-Algorithmen wie z.B. Greedy-Randomized-Adaptive-Search-
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Procedures (GRASP). Zur Verbesserung der Lo¨sungsqualita¨t ko¨nnen die Startheu-
ristiken mit den in Abschnitt 5.2 entwickelten Verbesserungsverfahren kombiniert
werden. Die Verbesserungsverfahren verfolgen dabei einen Local-Search-Ansatz und
verbessern die Lo¨sungen der Multi-Start-Algorithmen durch sukzessives Austau-
schen von gewa¨hlten Standorten mit nicht-gewa¨hlten Standorten. Da das PSCP
ein Spezialfall des MCPSCP darstellt, ko¨nnen alle Verfahren, die in diesem Kapitel
entwickelt werden, selbstversta¨ndlich auch auf das PSCP angewendet werden.
In Kapitel 6 entwickeln wir eine Lagrange-basierte Heuristik fu¨r das PSCP. Das Ver-
fahren ist eine Verallgemeinerung des Lagrange-basierten Verfahrens von Caprara,
Fischetti und Toth (vgl. [CFT99]), das derzeit zu den besten Heuristiken zur Lo¨sung
des SCP za¨hlt. Abschnitt 6.1 skizziert zuna¨chst die Grundidee des Algorithmus von
[CFT99]. Der in [CFT99] verwendete Lagrange-basierte Ansatz wird schließlich in
Abschnitt 6.2 auf das PSCP u¨bertragen und verallgemeinert. Zur Verbesserung der
Lo¨sungsqualita¨t und der Rechenzeiten kommen Techniken wie Column-Fixing oder
die Berechnung von Core-Problemen zum Einsatz, die bereits in [CFT99, CNS98]
fu¨r das SCP erfolgreich zur Anwendung kamen. Mit Hilfe der unteren Schranke fu¨r
die Probleme, die dem Algorithmus mit den berechneten Na¨herungslo¨sungen des
Lagrange-Duals zur Verfu¨gung stehen, la¨sst sich schließlich die Qualita¨t der gefun-
denen Lo¨sungen fu¨r das PSCP bewerten. In Satz 6.2.2 wird schließlich gezeigt, dass
diese Schranke gleich dem optimalen Zielfunktionswert der LP-Relaxation ist, falls
der Wert des Lagrange-Duals exakt bestimmt worden ist (vgl. auch Bemerkung
6.2.3).
In Kapitel 7 entwickeln wir Local-Search Verfahren fu¨r das MCPSCP und das
PSCP. Nach einer Einfu¨hrung in das Konzept des Local-Search (siehe Abschnitt
7.1), werden in Abschnitt 7.2 zwei unterschiedliche Simulated Annealing Algorith-
men fu¨r das PSCP und das MCPSCP vorgestellt. Der Algorithmus SA PSCP
fu¨r das PSCP kombiniert Simulated Annealing mit den Lagrange-basierten Me-
thoden, die bereits in Abschnitt 6.2 zur Berechnung eines Core-Problems sowie
zur Konstruktion von zula¨ssigen Lo¨sungen verwendet wurden. Wie im Falle der
Lagrange-basierten Heuristik aus Abschnitt 6.2 liefert der Algorithmus eine unte-
re Schranke fu¨r das Problem. Der Algorithmus SA MCPSCP fu¨r das MCPSCP
verzichtet hingegen auf Lagrange-basierte Techniken. Stattdessen wird ein Ansatz
gewa¨hlt, der sich sta¨rker an Ansa¨tzen bekannter SA-Algorithmen fu¨r das SCP
orientiert. Zur Verbesserung der Performance des Algorithmus werden zusa¨tzlich
Core-Probleme berechnet. Die Generierung der Core-Probleme folgt mit Hilfe ei-
nes Multi-Start-Algorithmus aus Abschnitt 5.1. Gegenstand von Abschnitt 7.3 sind
Wasserspiegel-Algorithmen wie z.B. Great-Deluge Algorithmen oder Record-To-
Record Travel Algorithmen. Wasserspiegel-Algorithmen stellen dabei Varianten des
Simulated Annealing dar, wobei die Unterschiede zum Simulated Annealing in der
Wahl des Akzeptanz-Kriteriums, das einen U¨bergang von einer Lo¨sung zu einer an-
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deren Lo¨sung zula¨sst, liegt. Die in diesem Abschnitt entwickelten Great-Deluge und
Record-To-Record Travel Algorithmen sind dabei Varianten der SA-Algorithmen
aus Abschnitt 7.2.
In Kapitel 8 werden die in dieser Arbeit entwickelten Verfahren anhand von
ku¨nstlichen und realen Benchmark-Instanzen getestet und bewertet. In Abschnitt
8.1 werden die verwendeten Benchmark-Instanzen fu¨r das PSCP und MCPSCP
vorgestellt. Diese wurden aus bekannten Benchmark-Instanzen der SCP-Literatur
sowie aus realen Daten, die uns aus dem Projekt mit der DB Cargo zur Verfu¨gung
standen, generiert. In Abschnitt 8.2 legen wir fest, welche Vergleichsgro¨ßen zur Be-
wertung der Qualita¨t von Lo¨sungen verwendet werden. Soweit mo¨glich, betrachten
wir in erster Linie die relative Abweichung vom Optimum bzw. von einer unte-
ren Schranke. Andernfalls wird die relative Abweichung von einer besten bekannten
Lo¨sung herangezogen. Im na¨chsten Abschnitt 8.3 werden fu¨r das PSCP die Ergebnis-
se der Startheuristiken aus Kapitel 5, der Lagrange-basierten Heuristik aus Kapitel
6 sowie die Ergebnisse der SA-Algorithmen und Wasserspiegel-Algorithmen aus Ka-
pitel 7 zusammengefasst, untereinander verglichen und bewertet. Danach folgt ein
Vergleich der Ergebnisse mit den Ergebnissen bekannter Algorithmen der Litera-
tur. Fu¨r den Spezialfall des SCP werden die Verfahren mit bekannten Verfahren der
SCP-Literatur verglichen. Gegenstand von Abschnitt 8.4 sind die Ergebnisse fu¨r das
MCPSCP. Zuna¨chst fassen wir die Ergebnisse der Startheuristiken aus Kapitel 5
sowie die Ergebnisse des SA-Algorithmus SA MCPSCP und eines Wasserspiegel-
Algorithmus zusammen. Anschließend werden die Ergebnisse untereinander sowie
mit CPLEX 7.0 verglichen.
Kapitel 9 schließt mit einer Zusammenfassung der Ergebnisse und einem Ausblick.
Anhang A gibt einen kurzen U¨berblick u¨ber das Projekt mit der DB Cargo. In Ab-
schnitt A.1 beschreiben wir die Ausgangslage der Problemstellung und skizzieren
anschließend die Optimierungsziele des Projekts. Abschnitt A.2 schildert die Daten-
grundlage des Problems. Dabei gehen wir auf die Probleme ein, die bei der Datenver-
arbeitung auftraten und skizzieren anschließend, wie diese Probleme gelo¨st wurden.
Der letzte Abschnitt A.3 beschreibt die wesentlichen Features eines Softwaretools,
das fu¨r die DB Cargo zur Visualisierung und Verifikation der Projektergebnisse ent-
wickelt wurde.
In Anhang B und Anhang C finden sich die detaillierten Ergebnisse der Algorithmen
fu¨r das PSCP und das MCPSCP.
Ich mo¨chte diese Gelegenheit nutzen, um Herrn Prof. Dr. Gu¨nter To¨rner und Herrn
Prof. Dr. Peter Chamoni fu¨r ihre Unterstu¨tzung bei der Erstellung dieser Arbeit zu
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Ju¨rgen Kandt und Alf Linde fu¨r die gute Zusammenarbeit wa¨hrend des Projekts
bedanken.
Besonders mo¨chte ich meiner Familie danken, die mir das Studium der Mathematik
erst ermo¨glicht und mich dabei stets unterstu¨tzt hat. Zum Schluss danke ich meiner
Freundin Nicole Hammel fu¨r ihre Unterstu¨tzung und ihr Versta¨ndnis wa¨hrend der
letzten Jahre.
Kapitel 2
Begriffsbildungen und Resultate -
Eine Ru¨ckblende
In diesem einfu¨hrenden Kapitel legen wir einige wichtige Begriffsbildungen, No-
tationen und Resultate dar, auf die wir im Laufe dieser Arbeit Bezug nehmen.
Nach der Einfu¨hrung der grundlegenden Definitionen und Bezeichnungen erinnern
wir anschließend an einige Grundbegriffe und Resultate der linearen und gemischt-
ganzzahligen linearen Optimierung. Im letzten Abschnitt wenden wir uns einigen
Begriffen der Graphentheorie und der Algorithmen zu. Als Grundlage des Kapitels
dienen die Bu¨cher von [GLS88, NW88, Wol98].
2.1 Allgemeine Definitionen und Bezeichnungen
Wir bezeichnen den Ko¨rper der reellen Zahlen mit R und die Menge der natu¨rlichen
Zahlen mit N = {1, 2, . . .}. Ferner sei Z = {. . . ,−2,−1, 0, 1, 2, . . .} die Menge der
ganzen Zahlen, wobei wir mit Z+ und R+ die Menge der ganzen bzw. reellen nicht-
negativen Zahlen identifizieren. Die Anzahl der Elemente einer Menge M sei mit
|M | gekennzeichnet.
Vektoren und Matrizen u¨ber R oder Z werden mit fetten Buchstaben bezeichnet,
z.B. v oder A. Fu¨r Vektoren verwenden wir kleine Buchstaben, fu¨r Matrizen hinge-
gen große Buchstaben. Der m-dimensionale Einheitsvektor wird insbesondere durch
1m gekennzeichnet. Ferner sind alle Vektoren ausschließlich Spaltenvektoren. Des
Weiteren ist Mn die Menge aller n-stelligen Vektoren mit Eintra¨gen aus der Menge
M . Des Weiteren bezeichne “T” die Transposition und xTy :=
∑n
i=1 xi · yi das
innere Produkt der Vektoren x,y ∈ Rn.
Fu¨r jede Menge R bezeichnen wir mitMat(m×n,R) die Menge allerm×n-Matrizen
mit Eintra¨gen aus R. Die Eintra¨ge einer Matrix A ∈Mat(m×n,R) werden mit aij
bezeichnet. Fu¨r A schreiben wir auch A = (aij).
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2.2 Lineare und gemischt-ganzzahlige lineare Op-
timierung
In diesem Abschnitt wollen wir lineare Optimierungsprobleme betrachten, insbeson-
dere solche, deren Variablen nur diskrete Werte annehmen du¨rfen.
2.2.1 Lineare Optimierung
In der linearen Optimierung sind die zula¨ssigen Alternativen als Lo¨sungen eines Un-
gleichungssystems Ax ≥ b gegeben. Die allgemeine Aufgabenstellung eines linea-
ren Optimierungsproblems besteht nun darin, eine lineare Zielfunktion u¨ber dieser
Menge von Lo¨sungen zu minimieren. In allgemeiner Form kann man ein lineares
Optimierungsmodell wie folgt definieren.
2.2.1 Definition Es seien die Matrix A ∈ Mat(m × n,R), der Vektor b ∈ Rm
sowie der Vektor c ∈ Rn gegeben. Unter einem linearen Optimierungsproblem
verstehen wir dann die Aufgabe
min cTx (2.2a)
s.t.
Ax ≥ b (2.2b)
x ∈ IRn+. (2.2c)
Ha¨ufig redet man auch von einem linearen Programm (LP).
Wir gehen na¨her darauf ein, was wir unter einer zula¨ssigen und optimalen Lo¨sung
eines linearen Programms verstehen.
2.2.2 Definition Die Funktion cTx des linearen Programms aus (2.2) heißt Ziel-
funktion. Die Menge PLP := {x |Ax ≥ b,x ∈ Rn+} wird zula¨ssiger Bereich des
LP genannt. Ferner wird der Vektor x ∈ IRn als zula¨ssige Lo¨sung des Optimie-
rungsproblems (2.2) bezeichnet, wenn x ∈ PLP gilt.
2.2.3 Definition Ein Vektor x∗ ∈ PLP heißt optimale Lo¨sung des linearen Pro-
gramms (2.2), wenn cTx∗ ≤ cTx fu¨r alle x ∈ PLP gilt.
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2.2.2 Gemischt-ganzzahlige lineare Optimierung
Treten zusa¨tzlich zu den Nebenbedingungen eines linearen Programms (2.2) Forde-
rungen nach Ganzzahligkeit aller oder eines Teils der Variablen auf, so nennt man
das LP auch ganzzahlig oder gemischt-ganzzahlig.
2.2.4 Definition Es seien die MatrizenA ∈ Mat (m×n,R) undG ∈Mat(m×p,R)
sowie die Vektoren b ∈ Rm,h ∈ Rp und c ∈ Rn gegeben. Unter einem linearen
gemischt-ganzzahligen Optimierungsmodell (MIP)1 verstehen wir das Pro-
blem
min cTx+ hTy (2.3a)
s.t.
Ax+Gy ≥ b (2.3b)
x ∈ Zn+,y ∈ Rp+. (2.3c)
Sind alle Variablen des MIP ganzzahlig, so erha¨lt man ein ganzzahliges lineares
Optimierungsmodell (IP)2 der Form
min cTx (2.4a)
s.t.
Ax ≥ b (2.4b)
x ∈ Zn+. (2.4c)
Sind ferner alle Variablen des IP auf 0 oder 1 beschra¨nkt, so spricht man auch von
einem bina¨ren linearen Optimierungsmodell (BIP)3.
2.2.5 Definition Die Menge PMIP := {(x,y) |Ax + Gy ≥ b,x ∈ Zn+,y ∈ Rp+}
wird zula¨ssiger Bereich des MIP (2.3) genannt. Des Weiteren beschreiben die
Vektoren x ∈ Zn+ und y ∈ Rp+ eine zula¨ssige Lo¨sung des Optimierungsproblems
(2.3), wenn (x,y) ∈ PMIP gilt.
Nachdem wir den zula¨ssigen Bereich sowie die zula¨ssigen Lo¨sungen eines MIP defi-
niert haben, beschreiben wir die Eigenschaften einer optimalen Lo¨sung des MIP.
2.2.6 Definition Die Vektoren x∗ und y∗ mit (x∗,y∗) ∈ PMIP stellen eine opti-
male Lo¨sung des Optimierungsmodells (2.3) dar, wenn cTx∗+hTy∗ ≤ cTx+hTy
fu¨r alle (x,y) ∈ PMIP gilt. Der Zielfunktionswert einer optimalen Lo¨sung fu¨r das
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2.2.3 Primale und duale Schranken
Primale und duale Verfahren spielen in der linearen (gemischt-) ganzzahligen Opti-
mierung eine wichtige Rolle, da sich mit Hilfe der Verfahren obere (primale) und un-
tere (duale) Schranken fu¨r den optimalen Zielfunktionswert eines IP bestimmen las-
sen.4 In der Praxis spielen primale und duale Schranken unter anderem bei Branch-
and-Bound Verfahren ein wichtige Rolle. Hier ist man an “guten” oberen (z.B. eine
zula¨ssige Lo¨sung) und unteren Schranken interessiert, da diese einen entscheidenden
Einfluss auf die Effizienz der Verfahren haben. Daher stellen wir im Folgenden die
wesentlichen Begriffe der primalen und dualen Ansa¨tze vor. Wir gehen dabei von
einem linearen ganzzahligen Minimierungsproblem vom Typ (2.4) aus.
2.2.7 Definition Es sei das Optimierungsproblem (2.4) sowie eine zula¨ssige Lo¨sung
x des Optimierungsproblems gegeben. Dann nennen wir den Wert cTx eine primale
Schranke bzw. obere Schranke.
Primale Verfahren versuchen mit Hilfe problemspezifischer Suchstrategien effizient
gute zula¨ssige Lo¨sungen zu bestimmen. Heuristiken im klassischen Sinne sind daher
primale Verfahren.
2.2.8 Definition Es sei das Optimierungsproblem (2.4) gegeben. Dann nennen wir
jeden Wert z ∈ R mit z ≤ zIP eine duale Schranke.
Standardmethoden zur Bestimmung dualer Schranken sind die LP-Relaxation und
die Lagrange-Relaxation. Die Grundidee der “Relaxation” besteht darin, das ur-
spru¨ngliche Optimierungsproblem durch ein “einfacheres” Problem zu ersetzen, des-
sen optimaler Zielfunktionswert ho¨chstens so groß ist wie der Zielfunktionswert zIP
des urspru¨nglichen IP.
2.2.9 Definition Es seien die Matrix A ∈ Mat (m × n,R), der Vektor b ∈ Rm
sowie der Vektor c ∈ Rn gegeben. Wir nennen dann das Optimierungsmodell (2.2)
die LP-Relaxation des Optimierungsmodells (2.4).
Eine alternative Relaxationsmo¨glichkeit ist die Lagrange-Relaxation. Die wesentliche
Idee besteht darin, dass man aus dem Restriktionssystem “unangenehme” Nebenbe-
dingungen relaxiert (wegla¨sst), in der Zielfunktion aufnimmt und mit vorzugebenden
bzw. zu bestimmenden “Strafkosten” bzw. Parametern (Dualvariablen, Lagrange-
Multiplikatoren) gewichtet.
Eine der bekanntesten und zugleich richtungsweisensten Anwendungen der
Lagrange-Relaxation zur Lo¨sung (gemischt-) ganzzahliger linearer Optimierungs-
probleme stammen von M. Held und R.M. Karp in ihren Arbeiten u¨ber Travel-
ling Salesman Probleme (vgl. [HK70, HK71]). Wichtige Weiterentwicklungen der
4Wir gehen dabei von einem Minimierungsproblem aus.
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Lagrange-Techniken auf diesem Gebiet stammen insbesondere von A.M. Geoffrion
(vgl. [Geo74]), dem Namengeber der Bezeichnung Lagrange-Relaxation (vgl. [Fis81],
S.2). Weitere Beitra¨ge zur Theorie der Lagrange-Relaxation geben die Arbeiten von
[Fis81, Fis85].
2.2.10 Definition Es seien die Vektoren b ∈ Rm, d ∈ Rp, c ∈ Rn sowie die




Ax ≥ b (2.3b)
Dx ≥ d (2.3c)
x ∈ Zn+. (2.3d)
gegeben. Des Weiteren definieren wir fu¨r den Vektor p ∈ Rm+ von sog. Dualvaria-
blen bzw. Lagrange-Multiplikatoren den Wert
L(p, X) := min{cTx+ pT (b−Ax) : x ∈ X}.




die Lagrange-Relaxation des Optimierungsproblems (2.3). Ha¨ufig wird das Opti-
mierungsproblem (2.3) auch Lagrange-Dual genannt.
Der na¨chste wichtige Satz trifft einige Aussagen u¨ber die Qualita¨t und Eigenschaften
der unteren Schranke zD. So gibt Satz 2.2.11 (iv) eine Bedingung an, unter der die
untere Schranke zD mit der unteren Schranke zLP der LP-Relaxation u¨bereinstimmt.
2.2.11 Satz Es sei x∗ eine optimale Lo¨sung des Optimierungsproblems (2.3) und
z∗ der zugeho¨rige optimale Zielfunktionswert. Dann gelten die folgenden Aussagen:
(i) L(p, X) ≤ z∗
(ii) zD := max
p∈Rm+
L(p, X) ≤ z∗.
(iii) Es gilt: z∗ ≥ zD ≥ zLP . Dabei ist zLP der optimale Zielfunktionswert der
LP-Relaxation.
(iv) Es sei XR := {x ∈ Rn+ |Dx ≥ d}. Ist dann Conv(X) = XR, so gilt zD = zLP .
Hierbei bezeichne Conv(X) die konvexe Hu¨lle der Menge X.
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2.3 Graphen und Algorithmen
In diesem Abschnitt erkla¨ren wir einige wenige Begriffe aus dem Bereich der Gra-
phentheorie und der Algorithmen.
2.3.1 Definition Ein ungerichteter Graph G = (V,E) besteht aus einer nicht-
leeren Menge V von Knoten und einer endlichen Menge E von Kanten. Dabei ist
jedes Element e ∈ E ein ungeordnetes Paar e = (i, j) von Knoten i, j ∈ V .
2.3.2 Definition In einem ungerichteten Graphen G = (V,E) heißt eine endliche
Folge pi = v0, v1, . . . , vk ∈ V von Knoten ein Weg, wenn (vi, vi+1) ∈ E fu¨r alle
i = 0, . . . , k − 1 gilt.
Abschließend definieren wir einen ∆-approximativen Algorithmus fu¨r ein Minimie-
rungsproblem.
2.3.3 Definition Es sei ein Algorithmus A fu¨r ein Minimierungsproblem Π gege-
ben. Ist dann x eine Instanz von Π, so bezeichne A(x) eine Lo¨sung von x mit den
Kosten Cost(A(x)). Der Algorithmus A ist dann ein ∆-approximativer Algorith-
mus fu¨r Π, wenn es eine Konstante ∆ ≥ 1 gibt, so dass fu¨r alle Instanzen x von Π
die Ungleichung
Cost(A(x)) ≤ ∆ ·Opt(x)
gilt. Dabei istOpt(x) der optimale Zielfunktionswert fu¨r die Instanz x. Die Konstante




Dieses Kapitel gibt einen kurzen U¨berblick u¨ber die wichtigsten Teilgebiete und
Modelle der Standortplanung. Der Schwerpunkt liegt zuna¨chst auf Modellen der
Standortplanung in der Ebene und auf Graphen. Anschließend betrachten wir Stand-
ortprobleme der ganzzahligen und gemischt-ganzzahligen Optimierung. Im Vorder-
grund steht das bekannte Set Covering Problem, das ein Spezialfall des in dieser
Arbeit na¨her untersuchten Partial Set Covering Problem (4.2) darstellt. Die Eintei-
lung der Entscheidungsmodelle aus dem Operations Research lehnen sich dabei im
Wesentlichen an [FMW83] an.
3.1 Allgemeines zur Standortplanung
Unter dem Begriff der Standortplanung lassen sich verschiedene Probleme von
Standortfragen verstehen. Daher soll an dieser Stelle ein kurzer U¨berblick u¨ber die
wesentlichen Grundzu¨ge der Standortplanung sowie eine Einfu¨hrung wichtiger Be-
griffe erfolgen.
Nach [DD96] lassen sich die wissenschaftlichen Ansa¨tze der Standortplanung in drei
Gruppen einteilen: volkswirtschaftliche, betriebliche oder innerbetriebliche Standort-
planung. Gegenstand der volkswirtschaftlichen Standorttheorien ist es, die ra¨umliche
Ansiedlung der Betriebe von Wirtschaftssektoren und der Unternehmen inner-
halb eines Wirtschaftgebietes zu erkla¨ren oder zu optimieren. Als Synonym fu¨r
“volkswirtschaftliche Standorttheorie” wird in der Literatur auch der Begriff Raum-
wirtschaftstheorie verwendet. Fu¨r ein tiefergehendes Versta¨ndnis der volkswirtschaft-
lichen Standortlehre verweisen wir den Leser auf einige wichtige Publikationen wie
z.B. [Pal35, Pre51, Isa56, Gre95, Dre93].
Schriften zur betrieblichen Standortplanung behandeln Fragen der optimalen Stand-
ortwahl fu¨r einzelne Betriebe wie z.B. Produktions- und Dienstleistungsbetriebe so-
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wie o¨ffentliche Einrichtungen wie z.B. Beho¨rden, Schulen, Feuerwehrstationen und
Krankenha¨user. Zur geschichtlichen Entwicklung der betrieblichen Standortplanung
la¨sst sich festhalten, dass bereits in den Jahren 1873 und 1882 erste Arbeiten von
[Sch73] und [Lau82] zu diesem Thema vero¨ffentlicht wurden. Eine Verallgemeine-
rung des Ansatzes von Launhardt wurde von [Web09] in seiner Arbeit U¨ber den
Standort von Industrien, die zugleich der Anfang einer systematischen Bearbeitung
bzw. Theoriebildung der Standortplanung darstellt, entwickelt. Weber untersucht in
seiner Arbeit die Standortwahl fu¨r Industriebetriebe und fu¨hrt bei seinen Untersu-
chungen den wichtigen Begriff des Standortfaktors ein. Daru¨ber hinaus wird in seiner
Arbeit eine erste Einteilung von Standortfaktoren fu¨r Industriegebiete entwickelt.
Die innerbetriebliche Standortplanung (oder Layoutplanung) befasst sich nach
Domschke mit der ra¨umlichen Anordnung von “Betriebsmitteln” innerhalb der Gren-
zen des Betriebsgrundstu¨ckes (vgl. [DD96], S.2.). Ziel der innerbetrieblichen Stand-
ortplanung ist dabei die Aufstellung eines Plans (oder Layout)1, der die physische
Anordnung der Betriebsmittel beschreibt. Fragestellungen der Layoutplanung tre-
ten in der Praxis sehr ha¨ufig und vielfa¨ltig auf. Typische Anwendungsbeispiele fu¨r
Layoutplanungen sind:
• die Anordnung von Fertigungs-, Lager- und Verwaltungsbereiche auf dem Be-
triebsgrundstu¨ck,
• die Anordnung von Maschinen und Werkba¨nken in Fabrikgeba¨uden,
• die Plazierung von Arbeitspla¨tzen in Großraumbu¨ros.
Abha¨ngig von der konkreten Standortproblematik ko¨nnen bei der Layoutplanung
verschiedene Zielsetzungen unter Beru¨cksichtigung unterschiedlicher Nebenbedin-
gungen verfolgt werden. Ein erkla¨rtes Ziel der Layoutplanung ist ha¨ufig die Mini-
mierung der Transport-, Lager- und Produktionskosten. Hiervon ausgehend ko¨nnen
weitere Subziele verfolgt werden. Fu¨r die Layoutplanung im Fertigungsbereich ei-
nes Industriebetriebs sind nach [DD96, FMW92, W8¨2] beispielsweise die folgenden
Subziele denkbar:
1. Minimierung der Transportleistungen und Transportkosten.
2. Minimierung der Durchlaufzeiten und der gesamten Zwischenlagerungskosten.
3. Minimierung der beno¨tigten Fla¨che.
4. Bewahrung von Elastizita¨t und Flexibilita¨t fu¨r mo¨gliche Produktionspro-
gramma¨nderungen (Minimierung der Standortwechselkosten).
1Im Englischen spricht man auch von Facility Layout.
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Die Standortplanung kann dabei unter Einhaltung diverser betrieblicher Restrik-
tionen wie z.B. bestehende Geba¨udestrukturen, statische Gesetzma¨ßigkeiten und
Standortanforderungen an Transportwege (z.B. La¨nge und Gro¨ße) angestrebt wer-
den.
Die planerischen Ta¨tigkeiten ko¨nnen dabei durch eine EDV-orientierte Layoutpla-
nung unterstu¨tzt werden. Eines der ersten Verfahren zur EDV-gestu¨tzten Layout-
planung geht auf [KB57] zuru¨ck. Koopmans und Beckmann betrachteten dabei ein
Layout-Problem, das sich als quadratisches Zuordnungsproblem formulieren ließ.
Die Aufgabenstellung ging dabei von p anzuordnenden Organisationseinheiten mit
gleichem Platzbedarf aus. Ziel war, eine transportkostenminimale Zuteilung von p
Organisationseinheiten auf p gleichgroße Pla¨tze zu realisieren. Das quadratische Zu-
















xhj = 1 fu¨r alleh = 1, . . . , p
p∑
h=1
xhj = 1 fu¨r alle j = 1, . . . , p
xhj ∈ {0, 1} fu¨r alleh = 1, . . . , p, j = 1, . . . , p.
Dabei werden die folgenden Daten und Variablen verwendet:
thi Menge des Materialflusses von Organisationseinheit h zu Organisationseinheit
i,
djk ku¨rzeste Entfernung von Platz j zu Platz k,
xhj bina¨re Variable, die anzeigt, ob die Organisationseinheit h auf Platz j einge-
richtet wird (xhj = 1) oder nicht (xhj = 0).
Eine wesentliche Voraussetzung bei der Modellierung ist die Annahme, dass sich
die Transportkosten durch die Summe aller Produkte aus der Distanz und der zu
transportierenden Menge von einer Organisationseinheit zu einer anderen Organi-
sationseinheit darstellen lassen.
Zur Lo¨sung von quadratischen Zuordnungsproblemen wurden bis heute zahlreiche
heuristische sowie exakte Verfahren entwickelt. Von den exakten Verfahren sind
hier beispielsweise die Branch-and-Bound Verfahren von [Bur73, PC71] zu nennen.
Beispiele fu¨r heuristische Verfahren sind Ero¨ffnungs- bzw. Konstruktionsverfahren
(vgl. [MM70, Moo71]), Verbesserungsverfahren2, Simulated Annealing3 und Tabu-
2Z.B. das CRAFT-Verfahren von [AB63].
3Eine der ersten Varianten stammte von [BR84].
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Search Verfahren (vgl. [Tai91, Tai95]).
Weitere Modelle und Lo¨sungsverfahren der Layout-Planung werden in [DD96] fu¨r
die Standortbestimmung in der Ebene mit rechtwinkliger und euklidischer Entfer-
nungsmessung vorgestellt. Dort finden sich auch graphentheoretische Modelle mit
Layouts in Form von planaren Graphen.
3.2 Ausgewa¨hlte Modelle der Standortplanung
In diesem Abschnitt wird ein kurzer U¨berblick u¨ber die wichtigsten Entscheidungs-
modelle und Verfahren des Operations Research zur betrieblichen Standortplanung
gegeben. Aufgrund der unu¨berschaubaren Fu¨lle4 der Vero¨ffentlichungen, Modelle
und Modellvarianten verzichten wir an dieser Stelle auf eine ausfu¨hrliche Darstel-
lung.
Eine Klassifizierung der Modelle des Operations Research kann anhand der Topolo-
gie der zu wa¨hlenden Standorte vorgenommen werden. Nach [FMW83] lassen sich
Modelle zur Standortplanung im Wesentlichen in drei Klassen aufteilen:
• Modelle zur Standortbestimmung in der Ebene,
• Modelle zur Standortbestimmung auf einem Netzwerk und
• diskrete Modelle bzw. Modelle der ganzzahligen und gemischt-ganzzahligen
Optimierung (Programmierung) zur Standortplanung.
Im Folgenden soll na¨her auf die obigen Modelle eingegangen werden. Fu¨r einen
ausfu¨hrlicheren U¨berblick verweisen wir den Leser auf die Monographien zur betrieb-
lichen Standortplanung von [FW74, HM79, LMW88, MF90, FMW92, DD96]. Fer-
ner sind hier die Publikationen von [Aik85, KP79, TFL83a, TFL83b, BC89, KP90,
OD98, Dom75, FMW83, SJB93, LPT92] zu erwa¨hnen.
4Eine Bibliographie von [DD85] entha¨lt zu diesem Themenbereich 1500 Beitra¨ge. In einer Arbeit
von [BC89] werden 54 Modelle und Modellvarianten des Operations Research zur Standort-
planung aufgefu¨hrt.
26 Kapitel 3. Zentrale Problemstellungen der Standortplanung
3.2.1 Modelle zur Standortplanung in der Ebene
Modelle zur Standortbestimmung in der Ebene zeichnen sich nach [DD96] durch die
folgenden charakteristischen Merkmale aus:
• Alle Kundenorte sind auf einer Fla¨che verteilt.
• Jeder Punkt in der Ebene ist ein potenzieller Standort, d.h. jeder Punkt in der
Ebene ist ein potenzieller Standort fu¨r die zu lokalisierenden Einrichtungen.
• Die Entfernung zwischen zwei Punkten in der Ebene wird mit Hilfe einer spe-
ziellen Metrik gemessen.
Eine Charakterisierung der bekanntesten und wichtigsten Standortmodelle der Ebe-
ne kann dabei hinsichtlich der Zielfunktion, der Anzahl auszuwa¨hlender Standorte
und der Metrik zur Entfernungsmessung zwischen Punkten der Ebene erfolgen.
Die Standortentscheidung wird als das Problem der Bestimmung von Standorten fu¨r
Einrichtungen zur Versorgung von m festgelegten Nachfrage- bzw. Bedarfsorten auf-
gefasst. Ziel ist die Minimierung einer Zielfunktion, die von den Distanzen zwischen
Nachfrageorten und den gewa¨hlten Standorten fu¨r Einrichtungen abha¨ngig ist und
den Nutzen des Versorgungssystems misst. Einrichtungen oder Nachfrageorte werden
dabei als Punkte (a, b) ∈ R2 in der Ebene interpretiert.5 Fu¨r eine feste Anzahl P der
einzuplanenden Einrichtungen lassen sich fu¨r die Ebene zwei wichtige Klassen von
Standortmodellen herausstellen: P -Median- (oder Minisum-) und P -Center- (oder
Minimax-) Probleme. Als Zielfunktion von P -Median-Problemen wa¨hlt man die be-
darfsgewichtete Summe von Entfernungen von Nachfrageorten zur na¨chstgelegenen
Einrichtung. P -Center-Probleme hingegen minimieren die maximale bedarfsgewich-
tete Entfernung eines Bedarfspunktes zur na¨chstgelegenen Einrichtung.6
Zur Messung der Distanzen in der Ebene bieten sich verschieden Metriken an, die
sich aus dem Maß ds : R2 −→ R fu¨r eine unterschiedliche Wahl des Parameters s
ergeben. Das Distanzmaß ds wird dabei fu¨r zwei Punkte x
T = (x1, x2) ∈ R2 und




|x1 − y1|s + |x2 − y2|s
definiert.
5Standortprobleme in der Ebene lassen sich vom R2 in ho¨here Dimensionen wie z.B. Rn erwei-
tern. Als Beispiel fu¨r Standortprobleme im Raum R3 denke man an die optimale Positionierung
von Satelliten.
6Vgl. [KP79], S. 334 u. 353. Die Zielfunktion eignet sich beispielsweise zur Bestimmung von
Standorten fu¨r zentrale Einrichtungen wie z.B Krankenha¨usern, A¨mtern, Schulen, Feuerwehr-
stationen und sonstigen Notfalleinrichtungen.
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In der Literatur werden in aller Regel fu¨r den Parameter s die Werte s = 1 oder
s = 2 gewa¨hlt. Im ersten Fall erha¨lt man die rechtwinklige Entfernungsmessung oder
Manhatten Entfernungsmessung (L1-Metrik), im zweiten Fall die euklidische Metrik
(L2-Metrik)
7. Zur Behandlung betrieblicher Standortprobleme eignen sich Model-
le mit euklidischer Metrik, wa¨hrend Modelle mit rechtwinkliger Entfernungsmetrik
eher bei der innerbetrieblichen Standortplanung Verwendung finden.8
Die mathematische Beschreibung eines Standortproblems in der Ebene soll im Fol-
genden exemplarisch am Beispiel des P -Median-Problem und des P -Center-Problem
bei Wahl der euklidischen Metrik demonstriert werden.





und einer Nachfrage ni aus. Gesucht sind nun p Standorte fu¨r Einrichtungen bzw.
Auslieferungslager x1,x2, . . . ,xp ∈ R2, so dass die Summe der bedarfsgewichteten
Entfernung eines Bedarfsknoten zum na¨chstgelegenen Auslieferungslager minimiert
wird. Eine Beru¨cksichtigung von Kapazita¨tsrestriktionen findet nicht statt. Eine





















Einen ausfu¨hrlichen U¨berblick u¨ber P -Median- und P -Center-Probleme, weiterer
Verallgemeinerungen der Modelle sowie Hinweise zu Lo¨sungsverfahren findet man
in [Dom75, DD96, KP79, FMW83].
Nach [FMW83] ist die begrenzte Anwendbarkeit ein entscheidender Nachteil von
Standortmodellen der Ebene gegenu¨ber den diskreten Modellen. Der Grund hierfu¨r
7Neben der Bestimmung ku¨rzester Distanzen zwischen Punkten in der Ebene ist die Verwendung
einer euklidischen Metrik dann sinnvoll, wenn beispielsweise Distanzen in einem Netzwerk mit
vielen diagonalen Straßen bestimmt werden sollen.
8Vgl. [DD96], S. 162. Die Verwendung von rechtwinkligen Entfernungsmessungen ist bei der Be-
stimmung von Distanzen in Netzwerken mit vertikal und horizontal angelegten Verbindungen
bzw. Straßen sinnvoll.
9Vgl. [KP79], S. 364.
10Vgl. [Dre84], S. 741.
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liegt in den oft stark einschra¨nkenden Voraussetzungen planarer Standortmodelle
wie z.B.:
• Eine Ebene ist eine geeignete Approximation des zugrundeliegenden Netz-
werks.
• Die Ausdehnung von zu positionierenden Einrichtungen ist vernachla¨ssigbar.
• Distanzen lassen sich durch eine Metrik im zweidimensionalen Raum bestim-
men.11
3.2.2 Modelle zur Standortplanung auf Graphen
Wie bereits in Abschnitt 3.2.1 erwa¨hnt, haben planare Standortmodelle den ent-
scheidenden Nachteil, dass jeder Punkt der Ebene als potenzieller Standort in Frage
kommt und die Distanzen zwischen Punkten mit Hilfe einer Lp−Metrik bestimmt
werden. Um potenzielle Standorte fu¨r Einrichtungen und Entfernungen zwischen
Objekten besser bewerten zu ko¨nnen, wird im Folgenden die Annahme eines steti-
gen Lo¨sungsraums verworfen. Standortmodelle auf einem Graphen gehen davon aus,
dass sich das Transportnetz des zugrundeliegenden Standortproblems durch einen
ungerichteten Graphen G = (V,E) darstellen la¨sst. Dabei erfolgen Transportbewe-
gungen auf den Kanten E des Graphen, wobei Distanzen als La¨ngen ku¨rzester Wege
pi in dem Graphen G = (V,E) gemessen werden. Die Knoten des Graphen dienen
zur Modellierung von Bedarfsknoten.12 Die potenziellen Standorte fu¨r Versorgungs-
einrichtungen werden hingegen durch Knoten und ggf. durch Punkte auf Kanten des
Graphen modelliert.
Standortmodelle auf einem Graphen lassen sich in die Gruppen der P -Center- und
P -Median-Probleme bzw. absoluten P -Center- und absoluten P -Median-Probleme
unterteilen. Die Einteilung orientiert sich hierbei zum Einen wie bei den Stand-
ortmodellen der Ebene an der Zielfunktion und zum Anderen an der Menge der
potenziellen Standorte fu¨r Einrichtungen. Hier kommt bei P -Center- und P -Median-
Modellen lediglich die Menge der Knoten V des Graphen in Frage. Bei absoluten
P -Center- und P -Median-Modellen wird diese Menge zusa¨tzlich um die Menge der
Punkte auf den Kanten des Graphen erweitert.13 Die Distanzen von Orten x, y ∈ V¯
(bzw. x, y ∈ V ) werden durch die La¨nge d(x, y) des ku¨rzesten Weges von x nach
y bestimmt. Distanzen auf Kanten lassen sich zusa¨tzlich mit Hilfe der euklidischen
11Die Distanzen ko¨nnen somit stark von den tatsa¨chlichen ku¨rzesten Entfernungen abweichen,
da sich Hindernisse wie z.B. Berge oder Geba¨ude nicht beru¨cksichtigen lassen.
12Das “Stetige P -Center-Problem” la¨sst auch Bedarfspunkte auf den Kanten des Graphen zu
(vgl. [TFL83a]). Ein Anwendungsbeispiel fu¨r stetige P -Center-Probleme ist die Positionierung
von Unfallstationen in einem Autobahnnetz.
13In diesem Fall wird die Menge der potenziellen Standorte durch V¯ gekennzeichnet.
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Dabei bezeichnet ni die Menge der Nachfrage in dem Knoten yi.
Die ersten wissenschaftlichen Arbeiten zur Standortplanung auf Graphen stammen
von Hakimi aus den Jahren 1964/65. So wird in [Hak64] das P -Median- und das
P -Center-Problem fu¨r den Fall p = 1 eingefu¨hrt. In seiner Arbeit [Hak65] wird die
wichtige Aussage bewiesen, dass mindestens eine optimale Standortkonfiguration
X eines P -Median-Problems existiert, die auch eine optimale Standortkonfigurati-
on eines absoluten P -Median-Problems ist. In den Arbeiten [KH79a, KH79b] wird
schließlich gezeigt, dass das P -Center und das P -Median-Problem NP-schwer sind.
Zur Lo¨sung der obigen Problemstellungen wurden zahlreiche heuristische sowie ex-
akte Methoden entwickelt. Ohne auf Details einzugehen soll lediglich erwa¨hnt wer-
den, dass polynomiale Verfahren fu¨r den Fall p = 1 und fu¨r den Fall, dass der Graph
eine Baumstruktur besitzt, entwickelt wurden.15 Fu¨r allgemeine Graphen werden P -
Center-Probleme ha¨ufig mit Hilfe einer Folge von Set Covering Problemen gelo¨st.16
Fu¨r das P -Median-Problem werden hingegen ha¨ufig diskrete Modelle und Methoden
der linearen gemischt-ganzzahligen Optimierung herangezogen.
Einen ausfu¨hrlichen U¨berblick u¨ber die obigen Problemstellungen, Verfahren und
Modellvarianten liefern die Beitra¨ge von [HM79, KP79, TFL83a, TFL83b, FMW83,
LPT92, LPT95, DD96].
Im na¨chsten Abschnitt gehen wir na¨her auf die Standortmodelle der ganzzahligen
und gemischt-ganzzahligen Optimierung ein.
14Vgl. [Han79].
15Vgl. [TFL83a, TFL83b, LPT95].
16Vgl. [HM79, LPT95].
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3.3 Ganzzahlige und gemischt-ganzzahlige Mo-
delle
3.3.1 Allgemeines
Ausgangspunkt von Standortmodellen der ganzzahligen und gemischt-ganzzahligen
linearen Optimierung ist die Frage der Bestimmung betrieblicher Standorte fu¨r
Einrichtungen, die die Versorgung bzw. U¨berdeckung einer vorgegebenen endli-
chen Menge I := {1, . . . ,m} von Bedarfs- bzw. Nachfrageorten gewa¨hrleisten. Eine
Grundvoraussetzung ist dabei, dass die Standorte aus einer bekannten endlichen
Menge J := {1, . . . , n} potenzieller Standorte gewa¨hlt werden. Die Auswahl der
Standorte soll dabei so erfolgen, dass ein oder mehrere Kriterien der Standortwahl
optimiert werden.
Die Auswahl der Standorte erfolgt ha¨ufig unter dem Aspekt der Kostenminimierung,
wobei in allen Modellen u¨berwiegend nur lineare Kosten erfasst werden. Die Kosten
ko¨nnen sich dabei aus fixen Kosten (z.B fu¨r die Errichtung eines Standortes) und
variablen Kosten (z.B. Transportkosten zur Versorgung von Kunden) zusammen-
setzen. Im Gegensatz zu Standortmodellen auf Graphen ist hierbei die Annahme,
dass Transportkosten pro transportierter Mengeneinheit proportional zur La¨nge des
ku¨rzesten Weges verlaufen, nicht zwingend notwendig, obwohl dies in vielen realen
Anwendungsbeispielen eine sinnvolle Annahme ist. Ein solcher Graph wird jedenfalls
bei allen Modellen der ganzzahligen und gemischt-ganzzahligen Optimierung nicht
zwingend vorausgesetzt. Bei nicht-kostenorientierten Modellen steht hingegen ha¨ufig
die maximale Versorgung der Bedarfsknoten unter Beru¨cksichtigung eines Budgets
(fu¨r den Bau von Einrichtungen) im Vordergrund.
Der Vorteil der Modelle der ganzzahligen und gemischt-ganzzahligen Optimierung
liegt in ihrer Flexibilita¨t bei der Modellierung praktischer Entscheidungssituationen.
Diese stellen somit einen geeigneten Modellierungsansatz, der ha¨ufig nur durch die
Lo¨sbarkeit der Modelle in einer angemessenen Zeit begrenzt wird. Dank der rasanten
Fortschritte in der Computertechnologie und der Entwicklung neuer Methoden aus
dem Bereich der kombinatorischen Optimierung ist die Handhabbarkeit komplexer
Modelle bereits heute mo¨glich.
Aufgrund der enormen Fu¨lle von Modellen ist hier eine umfassende Darstellung
der Literatur in der gebotenen Ku¨rze nicht mo¨glich. Stellvertretend fu¨r die Fu¨lle
der Modelle und Modellvarianten erwa¨hnen wir lediglich einige wichtige Problem-
klassen, die sich in den U¨bersichtsartikeln von [OD98, CDS02] unter anderem in
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Median-Probleme17, Center-Probleme18, Fixed Charge Facility Location Probleme19
und Covering Probleme unterteilen lassen.
Vor dem Hintergrund der in dieser Arbeit untersuchten Standortmodelle soll an
dieser Stelle na¨her auf die letzte Klasse der Covering Probleme eingegangen werden.
Covering Modelle zeichnen sich dadurch aus, dass der Aspekt der U¨berdeckung
bzw. der Versorgung von Bedarfsknoten den Schwerpunkt der Optimierung darstellt.
In der Literatur wird im Wesentlichen unterschieden zwischen Modellen, die die
Versorgung einer mo¨glichst großen Bedarfsmenge mit p Einrichtungen beabsichtigen,
und solchen, die auf die Versorgung aller Bedarfsknoten unter Beru¨cksichtigung von
Kosten (z.B. fu¨r den Bau von Einrichtungen) abzielen.20
Zur ersten Klasse geho¨rt das bekannte Maximal Covering Location Problem
(MCLP)21:
(MCLP) max fTy (3.1a)
s.t.
Ax ≥ y (3.1b)
1Tn x = p (3.1c)
x ∈ {0, 1}n, y ∈ {0, 1}m. (3.1d)
Dabei ist A eine bina¨re m × n Matrix, p die Anzahl der zu positionierenden Ein-
richtungen und f ein Vektor, der den Bedarf an den Bedarfsknoten beschreibt.
In der Literatur werden u¨ber zahlreiche praktische Anwendungen fu¨r das MCLP be-
richtet. Zu nennen sind beispielsweise Standortfragen, die sich mit der Positionierung
von Notfalleinrichtungen, o¨ffentlichen Versorgungssystemen oder finanzwirtschaft-
lichen Einrichtungen bescha¨ftigen.22 Weitere Anwendungen sind Flow-Capturing
Location Probleme (FCLP) in Netzwerken. Gegenstand der Optimierung ist hier
die optimale Erfassung von Flu¨ssen (z.B. Verkehrsflu¨sse) durch Messstellen (vgl.
17Ein bekannter Stellvertreter dieser Klasse ist das diskrete P -Median-Problem. Ziel ist die Posi-
tionierung von p Standorten, so dass die bedarfsgewichtete Summe von Entfernungen zwischen
Bedarfsknoten und Einrichtungen minimiert wird. Die Distanzen sind in Form von Daten vor-
zugeben.
18Center-Probleme befassen sich mit der Minimierung der maximalen Distanz von Bedarfsknoten
und der na¨chsten Einrichtung. Im Gegensatz zu Modellen auf Graphen werden die Distanzen
in Form von Daten u¨bergeben.
19Zu erwa¨hnen ist hier das bekannte Uncapacitated-Facility-Location Problem. Die Optimierungs-
aufgabe besteht darin, die Kosten fu¨r die Errichtung von Einrichtungen (Fixkosten) sowie die
Summe der Transportkosten zwischen Nachfrageorten und der na¨chsten Einrichtung (variable
Kosten) zu minimieren. Alle Daten fu¨r die Kosten und Distanzen werden vom Entscheidungs-
tra¨ger festgelegt.
20Vgl. [SJB93, OD98].
21Das Maximal Covering Location Problem ist NP-schwer (vgl. [MZH83]) und wurde zuerst von
Church und ReVelle in [CR74] untersucht. Ziel des Optimierungsproblems ist die Positionierung
von p Einrichtungen, so dass die Summe des befriedigten Bedarfs maximiert wird.
22Einen detaillierten U¨berblick u¨ber Anwendungen des MCLP liefert der Artikel von [SJB93].
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[HRS96, Hod90, BBL95, BHK95, AB96, HRZ96]). Zur Lo¨sung des MCLP werden
in der Literatur heuristische23 und exakte Verfahren24 vorgeschlagen.
Zur zweiten Klasse der Covering Probleme geho¨rt das bekannte Set Covering Pro-
blem, das ein Spezialfall des in dieser Arbeit na¨her untersuchten Partial Set Covering
Problem ist. Gegenstand des folgenden Abschnitts sind daher Set Covering Proble-
me, Modellvarianten sowie die dafu¨r entwickelten Lo¨sungsverfahren.
3.3.2 Das Set Covering Problem
Dem Set Covering Problem (SCP) liegt die folgende Problemstellung zugrunde: Ge-
geben seien eine bina¨re m × n-Matrix A = (aij) sowie ein n-dimensionaler ganz-
zahliger Vektor c = (cj). Des Weiteren seien die Mengen I := {1, . . . ,m} und
J := {1, . . . , n} gegeben, wobei das Element i ∈ I die i-te Zeile der Matrix A
repra¨sentiere. Spalten der Matrix A werden hingegen durch Elemente j ∈ J ge-
kennzeichnet. Ferner bezeichne cj die Kosten fu¨r die Spalte j ∈ J , wobei cj > 0
vorausgesetzt sei. Wir sagen, eine Zeile i ∈ I wird von der Spalte j ∈ J u¨berdeckt,
wenn aij = 1 gilt. Die Aufgabenstellung besteht darin, eine kostenminimale Teil-
menge S ⊆ J mit Kosten ∑j ∈S cj zu bestimmen, so dass alle Zeilen aus I von
Spalten aus S u¨berdeckt werden. Wichtige Spezialfa¨lle des SCP sind das Unweigh-
ted Set Covering Problem und das Vertex Cover Problem. Im ersten Fall wird der
Fall c = 1n betrachtet, wa¨hrend im zweiten Fall vorausgesetzt wird, dass jede Zeile
der Matrix A genau zwei Eintra¨ge mit 1 besitzt.25
Die Problemstellung des SCP la¨sst sich wie folgt als bina¨res lineares Optimierungs-
problem formulieren:
(SCP) min cTx (3.2a)
s.t.
Ax ≥ 1 (3.2b)
x ∈ {0, 1}n. (3.2c)
Das SCP za¨hlt sicherlich zu den bekanntesten und bestuntersuchten NP-schweren
(vgl. [GJ79]) Problemen der kombinatorischen Optimierung. Zahlreiche Publika-
23Erfolgreich sind Lagrange-basierte Heuristiken (vgl. [GR96, Das95, GEB00]). Weitere klassische
Ansa¨tze sind diverse Greedy-Verfahren wie z.B. GRASP oder Greedy-Adding-and-Substitution
Algorithmen (vgl. [CR74, Das95, Res98]).
24Zu erwa¨hnen sind hier Branch-and-Bound Algorithmen, die mit einem Lagrange-basierten
Verfahren kombiniert werden (vgl. [DO99, DC96, BLF92]).
25In der Literatur gibt es bis heute keine einheitliche Namensgebung fu¨r das SCP und die genann-
ten Spezialfa¨lle. Im Falle des SCP spricht man ha¨ufig auch vomWeighted Set Cover Problem. In
anderen Fa¨llen versteht man unter Set Cover Problem, Location Set Covering Problem, Mini-
mum Set Covering Problem oder Set Covering Problem ein Unweighted Set Covering Problem
im Sinne unserer Definition.
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tionen in den letzten 30 Jahren belegen die praktische Relevanz der Problemstel-
lung, die in vielen industriellen Bereichen wie z.B. der Standortplanung26 (vgl.
[TSRB71, ReV89, BC89, BL92, CO92, SJB93, ST95]) auftritt. Die bedeutend-
sten industriellen Anwendungen des SCP findet man in der Personaleinsatzpla-
nung (Crew Scheduling) der Airline Industrie27 und des Schienenverkehrs (vgl.
[Wed95, MS00, ASTW00, Yu98, YT02, HP93, CFT+97, KF00]). Einen U¨berblick
u¨ber praktische Anwendungen und Lo¨sungsverfahren zum SCP liefern die Publika-
tionen von [Bal83, SJB93, CNS97, CFT00].
Die Berechnung von “guten” Na¨herungs- oder Optimallo¨sungen fu¨r das SCP stellt
ein “schwieriges” Problem dar, das vor allem vor dem Hintergrund realer Problem-
gro¨ßen, wie sie beispielsweise in der Airline Industrie auftreten, zu sehen ist. Mo-
tiviert durch die in der Realita¨t auftretenden Probleminstanzen sowie durch die
Anforderungen an die Qualita¨t der Lo¨sungen wurden in den letzten Jahrzehnten
zahlreiche exakte sowie heuristische Ansa¨tze zur Lo¨sung des SCP entwickelt.
Wir skizzieren im Folgenden die wichtigsten Verfahren fu¨r das SCP und gehen auf
einige Spezialfa¨lle sowie Modellerweiterungen ein.
3.3.2.1 Exakte Verfahren
Die zur Lo¨sung des SCP entwickelten exakten Verfahren untergliedern sich im
Wesentlichen in Cutting Plane Algorithmen, Branch-and-Bound Algorithmen und
Branch-and-Cut Algorithmen. Diese Verfahren ko¨nnen Set Covering Probleme bis
zu mehreren hundert Zeilen und mehreren tausend Spalten in “angemessener” Lauf-
zeit optimal lo¨sen (vgl. [CFT99], S. 731).
Cutting Plane Algorithmen wurden beispielsweise in [BQ64, SK73, BH80, Bal80]
untersucht. Die Grundidee der Cutting Plane Algorithmen besteht darin, anstatt des
ganzzahligen linearen Optimierungsproblems ein zugeordnetes reellwertiges lineares
Optimierungsproblem (z.B. die LP-Relaxation) zu betrachten, dessen Lo¨sungsraum
P iterativ verkleinert wird bis eine optimale Lo¨sung x∗ ∈ P des Problems ganzzahlig
ist und gleichzeitig eine Lo¨sung des ganzzahligen Problems ist. Dabei wird in jeder
Iteration des Verfahrens zuna¨chst eine Optimallo¨sung x∗ ∈ P des reellwertigen Pro-
blems berechnet. Ist x∗ nicht ganzzahlig, so werden zula¨ssige “Schnitte” bzw. Cuts
wie z.B. Gomory Cuts zu P hinzugefu¨gt, die x∗ aus P eliminieren.
Branch-and-Bound Algorithmen zerlegen die urspru¨ngliche Aufgabenstellung
gema¨ß eines Divide-and-Conquer Prinzips iterativ in kleinere Teilprobleme, wobei
26Interpretiert man das SCP als Standortproblem, so repra¨sentiert die i-te Zeile der Matrix A
den i-ten Bedarfsknoten i ∈ I, wa¨hrend die j-te Spalte von A den j-ten Standort j ∈ J
darstellt.
27Ein Beispiel ist das bekannte Crew Pairing Problem. Hierbei sollen sogenannte legs bzw. Flu¨ge
i ∈ I durch eine kostenminimale Auswahl von pairings bzw. Besatzungsumla¨ufen j ∈ J ko-
stenminimal u¨berdeckt werden.
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die Verzweigungen bzw. Branchings durch Fixierung von Spalten in einer Lo¨sung
erfolgen. Hieraus ergibt sich ein Branch-and-Bound Baum, der in der Regel jedoch
nicht vollsta¨ndig durchsucht werden muss, da sich gewisse A¨ste des Baums durch
Betrachtung oberer (primaler) und unterer (dualer) Schranken fu¨r die Teilprobleme
wa¨hrend des Verfahrens eliminieren lassen. Untere Schranken werden dabei in der
Regel durch Lo¨sen der LP-Relaxation, des dualen LP-Problems oder der Lagrange-
Relaxation geliefert (vgl. [BH80, Bea87, BJ92, BC96a, FK90]). Zu erwa¨hnen ist
insbesondere der Algorithmus von [BJ92]. Hier werden dem urspru¨nglichen SCP im
Root Node des Branch-and-Bound Baums weitere Nebenbedingungen28 hinzugefu¨gt,
um bessere untere Schranken fu¨r das Gesamtproblem sowie fu¨r Teilprobleme zu
erzielen. Andere Ansa¨tze zur Berechnung unterer Schranken basieren auf Algorith-
men fu¨r das Maximum Stable Set Problem (vgl. [MS95]29). Weitere exakte Verfahren
findet man in [RN93, HT94].
Branch-and-Cut Algorithmen sind Branch-and-Bound Algorithmen, die
zula¨ssige Cuts30 in jedem Knoten des Branch-and-Bound Baums zulassen, um z.B.
bessere untere Schranken fu¨r das Gesamtproblem sowie fu¨r Teilprobleme zu erzielen.
Dieser Ansatz wird in [BCC96, NS92] verfolgt. [BCC96] verwenden beispielsweise
Lift-and-Project Cuts.
3.3.2.2 Heuristische Verfahren
Bei sehr großen Probleminstanzen ist eine exakte Lo¨sung des SCP aufgrund der
verfu¨gbaren Rechenzeit ha¨ufig nicht mehr mo¨glich. In solchen Fa¨llen bietet sich
die Anwendung von Heuristiken an, die in “angemessener” Zeit zumindest “gute”
Na¨herungslo¨sungen oder sogar Optimallo¨sungen finden. Wir erwa¨hnen im Folgenden
die wichtigsten Heuristiken fu¨r das SCP und unterteilen diese in Startheuristiken,
Local-Search Verfahren, Lagrange- und Surrogate-basierte Verfahren und approxima-
tive Verfahren.
Startheuristiken versuchen mit Hilfe geeigneter problemspezifischer Metho-
den mo¨glichst schnell “gute” Na¨herungslo¨sungen zu bestimmen, die z.B. als
Startlo¨sungen fu¨r Metaheuristiken dienen ko¨nnen. Startheuristiken lassen sich
wiederum unterteilen in Konstruktionsverfahren zur Generierung von zula¨ssigen
Lo¨sungen und Verbesserungsverfahren zur Verbesserung zula¨ssiger Lo¨sungen. Die
Konstruktionsverfahren ko¨nnen deterministisch oder nicht-deterministisch sein, und
basieren u¨berwiegend auf Greedy-Strategien, wobei die Verwendung verschiede-
ner Greedy-Funktionen zur Standortauswahl denkbar ist (vgl. [Chv79, BH80,
28Z.B. Gomory f-Cuts.
29Allerdings wird hier nur das Unweighted SCP betrachtet.
30Die Bestimmung “guter” Schnitte stellt ein Grundproblem der Verfahren dar. Untersuchungen
der strukturellen Eigenschaften des SCP-Polytops geben hierzu Hinweise, wie sich geeignete
Cuts berechnen lassen (vgl. [NS89, BN89a, BN89b, CS89, SSV98]).
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verwendet, der vergleichsweise die besten Ergebnis-
se liefert (vgl. [BH80, BC96a, BC96b, BJT99, CFT99]). Andere Startheuristi-
ken verfolgen sogenannte “Multi-Start-Ansa¨tze”32 oder “Iterierte Suche”33 (vgl.
[FR89, GW97, MS98]). Die zuletzt genannten Ansa¨tze lassen sich mit Verbesse-
rungsverfahren kombinieren, die in der Regel zuna¨chst redundante Standorte aus
einer Lo¨sung entfernen und anschließend versuchen, die Lo¨sung durch mehrmali-
ges Austauschen von gewa¨hlten mit nicht-gewa¨hlten Standorten zu verbessern (vgl.
[VW84, VW86, MS00, Fin01]).34
Local-Search Verfahren werden ha¨ufig zur Lo¨sung des SCP eingesetzt. Die Ver-
fahren arbeiten dabei nach dem Prinzip, ausgehend von einer bekannten zula¨ssigen
Startlo¨sung s0 ⊆ J , iterativ eine Folge von zula¨ssigen Lo¨sungen s0, s1, . . . , sk ⊆ J
zu generieren, wobei die sogenannten Moves von einer Lo¨sung si−1 zu einer ande-
ren Lo¨sung si beispielsweise durch kleine Modifikationen der Lo¨sung si−1 vollzogen
werden. Typische Verfahren, die auf diesem Prinzip basieren, sind Simulated Anne-
aling Algorithmen (vgl. [JB95, BJT99, Fin01, FSL02]), genetische Algorithmen (vgl.
[BC96b, LL97, Ere99, EKZ00, Aic02, SPU02]), Tabu-Search (vgl. [NI98, Fin01])
und Verfahren, die mit Neuronalen Netzen (vgl. [OPS01, HPZ00]) arbeiten. Ande-
re Ansa¨tze verfolgen die Algorithmen von [MS00, YKI01], die derzeitig die besten
Local-Search Verfahren zur Lo¨sung des SCP darstellen. Hervorzuheben ist insbe-
sondere der Algorithmus von [YKI01], der einen Local-Search Ansatz mit Lagrange-
basierten Methoden aus [CFT99] kombiniert.
Lagrange- und Surrogate-basierte Verfahren versuchen, ausgehend von
den optimalen oder na¨herungsweisen Lo¨sungen des Lagrange-Duals35 bzw. des
Surrogate-Duals36 mit Hilfe Greedy-basierter Vorgehensweisen gute zula¨ssige
Lo¨sungen fu¨r das SCP zu erzeugen. Die Greedy-Verfahren nutzen dabei die dua-
31cvj ist die Anzahl der nicht-u¨berdeckten Bedarfsknoten, die von Standort j ∈ J u¨berdeckt
werden.
32Multi-Start-Algorithmen sind Algorithmen, die n-mal hintereinander ein nicht-
deterministisches Konstruktionsverfahren starten. Das Verfahren gibt schließlich die
beste gefundene Lo¨sung der n Durchla¨ufe zuru¨ck. Zu erwa¨hnen ist hier beispielsweise die
Greedy-Randomize-Adaptive-Search-Procedure (GRASP) von [FR95].
33Zuna¨chst wird mit Hilfe eines Konstruktionsverfahrens eine zula¨ssige Lo¨sung bestimmt. An-
schließend wird ein Konstruktionsverfahren mehrmals hintereinander aufgerufen, wobei jeder
Aufruf mit einer Teillo¨sung der bisher besten gefundenen Lo¨sung aller vorherigen Durchla¨ufe
startet.
34Das Verbesserungsverfahren kann dabei z.B. eine Best-Improvement- oder First-Improvement-
Strategie verfolgen.
35Das Lagrange-Subproblem hat dabei fu¨r einen festen Lagrange-Multiplikator u ∈ Rm+ die
Form: L(u) = min{cTx+uT (1m−Ax) : x ∈ {0, 1}n}. Das Lagrange-Dual ist dann wie folgt
definiert: max{L(u) : u ∈ Rm+}.
36Das Surrogate-Subproblem wird fu¨r einen festen Surrogate-Multiplikator u ∈ Rm+ wie folgt
definiert: L(u) = min{cTx : uTAx ≥ uT1m, x ∈ [0, 1]n}. Das entsprechende Surrogate-Dual
hat dann die Gestalt: max{L(u) : u ∈ Rm+}.
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Algorithmus Problem Gu¨teschranke Laufzeit
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Tabelle 3.1: Approximationsalgorithmen fu¨r das Set Covering Problem und Unweigh-
ted Set Covering Problem.
le Information37, die sich aus den Lo¨sungen der dualen Probleme ergeben. Die-
ser Ansatz la¨sst sich dadurch begru¨nden, dass die Lo¨sungen der dualen Proble-
me “hilfreiche” Hinweise liefern, welche Standorte “wahrscheinlich” zu einer op-
timalen Lo¨sung geho¨ren. Die effizientesten Heuristiken fu¨r das SCP basieren auf
Lagrange-Relaxation in Kombination mit Subgradientenverfahren. Inspiriert durch
die Arbeit von [BH80] wurden seitdem zahlreiche Lagrange-basierte Ansa¨tze und
Weiterentwicklungen in der Literatur vorgeschlagen (vgl. [Bea90, FK90, BC96a,
Had97, CNS98, CFT99]). Die ju¨ngsten Verfahren von [CNS98, CFT99] nutzen neue-
re Techniken wie z.B. die Definition von Core-Problemen38 oder Column-Fixing39 zur
Verbesserung der Leistungsfa¨higkeit der Verfahren. Vergleiche mit anderen SCP-
Heuristiken zeigen, dass das Verfahren von [CFT99] derzeitig zu den besten Heu-
ristiken fu¨r das SCP geho¨rt. Qualitativ gleichwertige Ergebnisse auf großen Crew
Scheduling Instanzen liefern auch die Verfahren von [Wed95, ASTW00], die allgemei-
ne BIP heuristisch auf der Basis der Lagrange-Relaxation des BIP lo¨sen. Weniger
Aufmerksamkeit wird hingegen der Surrogate-Relaxtion geschenkt. Hier sind die
Verfahren von [LL94, AP97] zu nennen, die im Vergleich mit dem Verfahren von
[CFT99] deutlich schlechtere Ergebnisse liefern.
37Z.B. die optimalen Werte fu¨r Lagrange-Multiplikatoren oder Surrogate-Multiplikatoren.
38Zur Reduktion der Rechenzeiten arbeiten die Verfahren auf einem Core-Problem, das die Aus-
wahl von Standorten bzw. Spalten des Problems auf eine kleine Menge von Alternativen ein-
grenzt. Die Berechnung des Core-Problems erfolgt dynamisch (vgl. [CFT99]) oder auch statisch
(vgl. [CNS98]) mit Hilfe der Lagrange-Multiplikatoren u.
39Column-Fixing ist eine Technik, die das Problem durch sukzessives Fixieren von “geeigneten”
Spalten bzw. Standorten auf ein kleineres Problem reduziert. Hierdurch lassen sich geringere
Rechenzeiten erzielen.
40[Sla96] betrachtet den Algorithmus von [Chv79] fu¨r das Unweighted Set Covering Problem und
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Approximative Verfahren fu¨r das SCP und einige Spezialfa¨lle werden in der
Literatur seit 1974 beginnend mit den Arbeiten von [Lov75, Joh74] untersucht
(siehe Tabelle 3.1). [Lov75, Joh74] betrachteten dabei einen Greedy-Algorithmus
mit Gu¨teschranke H(maxj∈J{
∑
i∈ I aij}) fu¨r das Unweighted Set Covering, wobei
H(d) := ∑di=1 i−1 gilt.41 Eine Erweiterung des Algorithmus fu¨r das SCP erfolgte
durch [Chv79] mit gleicher Gu¨teschranke H(maxj∈J{
∑
i∈ I aij}). Seitdem wurden
approximative Algorithmen fu¨r das SCP (vgl. [BYE81, Hoc82]) und das Unweigh-
ted Set Covering Problem (vgl. [GHY93, Sri95, Sla96]) vorgeschlagen. [Sri95] zeigte,
dass durch Randomized-Rounding-Techniken der linearen Optimierung eine Fehler-
schranke von ln(m
y∗ ) + O(ln ln(my∗ )) + O(1) fu¨r das Unweighted SCP erreichbar ist,
wobei y∗ den optimalen Zielfunktionswert fu¨r die LP-Relaxation des Unweighted Set
Covering Problem darstellt.
Eine Aussage daru¨ber, inwieweit sich das SCP und das Unweighted SCP polynomial
approximieren lassen, treffen die beiden folgenden Sa¨tze:
3.3.1 Satz ([RS95]) Falls P 6= NP gilt, gibt es keinen polynomialen Algorithmus
fu¨r das Unweighted SCP, dessen Gu¨teschranke unterhalb von  · logm fu¨r ein  > 0
liegt.
3.3.2 Satz ([Fei96]) Falls NP 6⊂ DTIME(mO(log logm)) gilt, so ist fu¨r jedes  > 0
der Wert (1 − ) · lnm eine untere Schranke fu¨r den Fehler, den ein polynomialer
approximativer Algorithmus fu¨r das Unweighted SCP produziert.42
Fu¨r einen ausfu¨hrlicheren U¨berblick u¨ber approximative Algorithmen fu¨r das SCP
und das Vertex Cover Problem verweisen wird den Leser auf den Artikel von [Pas97].
3.3.2.3 Bewertung der Algorithmen
Zur Lo¨sung der vor allem in der Praxis auftretenden Probleminstanzen werden in
der Regel heuristische Lo¨sungsverfahren verwendet. Der aktuelle Stand der For-
schung ist auf diesem Gebiet soweit, dass sich SCP-Instanzen mit bis zu einigen
tausend Zeilen und mehreren hunderttausend Spalten43 innerhalb einer Abweichung
von 1% vom besten bekannten Optimum heuristisch in wenigen Minuten lo¨sen las-
sen. Fu¨r Instanzen44 mit bis zu 10 000 Spalten und einigen hundert Zeilen ist die
Berechnung aller optimalen oder besten bekannten Lo¨sungen in wenigen Sekun-
den mo¨glich. Die besten Heuristiken fu¨r das SCP sind derzeitig die Verfahren von
41Es gilt die Abscha¨tzung H(d) ≤ 1 + log d.
42DTIME(t) bezeichnet die Klasse der deterministischen Algorithmen mit Laufzeit t.
43Z.B. die RAIL* Instanzen aus dem FASTER (Ferrovie Airo Set covering TenDER) Wettbewerb
(vgl. [CFT+97, CFT99]).
44Z.B. die Instanzen 4, 5, 6, A, B, C, D, E, F, G, H der OR-Library von J.E. Beasley oder die
Instanzen der Klasse AA aus [BC96a].
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[CFT99, YKI01], die sowohl auf kleinen als und auf großen Instanzen sehr gute Er-
gebnisse liefern. Gute Ergebnisse liefert auch das Local-Search Verfahren von [MS00].
Die Leistungsfa¨higkeit der zuletzt genannten Algorithmen resultiert unter anderem
aus der Verwendung von Core-Problemen, die die Menge von Standorten bzw. Spal-
ten auf eine kleine Menge von “guten” Alternativen einschra¨nken. Hierdurch lassen
sich Verbesserungen hinsichtlich der Lo¨sungsgu¨te und der Laufzeit erzielen. Diese
Technik wird beispielsweise auch in Finger [FSL02] genutzt.
Experimente mit genetischen Algorithmen und Simulated Annealing zeigen, dass
diese Ansa¨tze bezu¨glich der Qualita¨t der Lo¨sungen etwas schlechter einzuscha¨tzen
sind als die Verfahren von [CFT99, MS00, YKI01].
Startheuristiken und approximative Algorithmen sind hingegen hinsichtlich ihrer
Lo¨sungsgu¨te den Lagrange-basierten Ansa¨tzen und den Local-Search Verfahren un-
terlegen.
3.3.2.4 Modellerweiterungen des SCP
Zum Abschluss soll auf einige Erweiterungen des SCP eingegangen werden. Zu
erwa¨hnen ist das Multicovering Problem (MCP) min{cTx : Ax ≥ b, x ∈ {0, 1}n},
wobei A eine bina¨re m × n Matrix und b ∈ Zm+ ein m-dimensionaler positiver
ganzzahliger Vektor ist. Algorithmen fu¨r das MCP findet man beispielsweise in
[HH86, GHRS87, HH92, BV98]. Des Weiteren kann die Aufgabenstellung des SCP
durch die Beru¨cksichtigung weiterer Nebenbedingungen wie z.B. sogenannte Base
Constraints oder Side Constraints erweitert werden. Base Constraints bzw. Side
Constraints sind dabei Restriktionen der Form d ≤ Dx ≤ e und werden bei der
Modellierung von Crew Scheduling Problemen45 verwendet, um betriebliche Neben-
bedingungen wie z.B. die Auslastung des Crew-Personals an sog. Home-Bases ba-
lancieren zu ko¨nnen. Die Formulierung der restlichen Nebenbedingungen der Crew
Scheduling Probleme erfolgt dabei ha¨ufig als Set Partitioning Problem46 oder auch
als Set Covering Problem47. Ein detaillierter U¨berblick u¨ber Anwendungen der Mo-
delle im o¨ffentlichen Personennahverkehr soll an dieser Stelle aufgrund der Fu¨lle der
Vero¨ffentlichungen nicht erfolgen. Hierfu¨r verweisen wir den Leser auf die Publika-
tionen von [DR92, DBP95, BMMN95, Wil99].
45Z.B. das Crew Pairing Problem oder das Bus-Driver Scheduling Problem.
46Aufgrund betrieblicher Gru¨nde wird z.B. bei der Modellierung von Crew Pairing Problemen
ha¨ufig auf eine Set Covering Formulierung verzichtet und eine Set Partitioning Formulierung
vorgezogen, so dass ein Großteil der Airline-Literatur u¨berwiegend das Set Partitioning Pro-
blem mit und ohne Base Constraints betrachtet (vgl. [HP93, KJN+01, YT02]). Man erha¨lt ein
Set Partitioning Problem, wenn man in den Ungleichungen des SCP die Forderung “≥ 1”durch
“= 1” ersetzt.
47Siehe z.B. die Publikationen von [DS89, ASTW00, KF00]. Der Algorithmus von [ASTW00]
ist Teil des kommerziellen Carmen Crew Scheduling Systems, das zur Zeit von den meisten
europa¨ischen Airlines (wie z.B. Lufthansa) zur Personaleinsatzplanung genutzt wird. Siehe
hierzu die Internetseite http://www.carmen.se.
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Eine weitere Verallgemeinerung des SCP ist das Partial Set Covering Problem
(PSCP), das im Mittelpunkt der weiteren Untersuchungen dieser Arbeit steht. Ge-
genstand dieser Arbeit ist des Weiteren eine Modellerweiterung des PSCP unter
dem Aspekt der mehrfachen U¨berdeckung von Bedarfsknoten (Multiple Coverage).
Im na¨chsten Kapitel 4 soll na¨her auf die zuletzt genannten Verallgemeinerungen des
SCP eingegangen werden.
Kapitel 4
Das Multiple Coverage Partial Set
Covering Problem (MCPSCP)
Der Hauptteil dieser Arbeit bescha¨ftigt sich mit Ansa¨tzen zur Lo¨sung des Multiple
Coverage Partial Set Covering Problem (MCPSCP) und des Partial Set Covering
Problem (PSCP), das ein Spezialfall des MCPSCP ist. Das PSCP stellt eine Erweite-
rung des im Abschnitt 3.3.2 beschriebenen SCP dar, indem nun gefordert wird, dass
lediglich α ∈ {1, 2, . . . ,m} Bedarfsknoten aus I kostenoptimal u¨berdeckt werden
sollen (Partial Coverage). Das MCPSCP erweitert schließlich die Aufgabenstellung
des PSCP unter dem Aspekt der mehrfachen U¨berdeckung von Nachfrageorten bzw.
Bedarfsknoten (Multiple Coverage).
Abschnitt 4.1 motiviert die na¨here Untersuchung des MCPSCP und des PSCP an-
hand realer Problemstellungen. Anschließend folgt in Abschnitt 4.2 die Modellfor-
mulierung der beiden Problemstellungen und ein U¨berblick u¨ber die wichtigsten
Ergebnisse der Literatur zum PSCP und MCPSCP. Im Anschluss daran betrachten
wir in Abschnitt 4.3 zwei Verallgemeinerungen des PSCP und entwickeln hierfu¨r ap-
proximative Algorithmen, die die bekannten Gu¨teschranken fu¨r das PSCP verallge-
meinern. Der letzte Abschnitt diskutiert mo¨gliche Ansa¨tze zur Lo¨sung des MCPSCP
und des PSCP, die in den darauffolgenden Kapiteln 5, 6 und 7 zum Teil umgesetzt
werden.
4.1 Motivation - Reale Probleme als Ausgangs-
punkt
Das Set Covering Problem (3.2) aus Abschnitt 3.3.2 geho¨rt zu einer Klasse von
Covering Problemen, die eine vollsta¨ndige U¨berdeckung aller Bedarfsknoten (full
coverage) fordern. Ein wesentlicher Nachteil dieser Covering Modelle zeigt sich bei
Standortfragen, die keine vollsta¨ndige U¨berdeckung der Bedarfsknoten z.B.
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(a) aus Kostengru¨nden,
(b) aufgrund von Restriktionen hinsichtlich der Anzahl von Versorgungsstellen
oder
(c) aufgrund einer ungenauen/unsicheren Datengrundlage hinsichtlich der Be-
darfspunkte
verlangen. Typische Beispiele hierfu¨r sind die zahlreichen realen Anwendungen des
MCLP (3.1), die bereits in Abschnitt 3.3 genannt wurden.
Ein weiteres Beispiel ist die Aufgabenstellung eines Projekts mit der DB Cargo
im Jahre 2000, die den praxisrelevanten Hintergrund dieser Arbeit bildet1 und ei-
ne Verallgemeinerung des SCP aufgrund der Aspekte (a),(b) und (c) bedingte. Ziel
des Projekts war es, Scha¨den an Ra¨dern und Achsen von Gu¨terwaggons durch eine
optimale Verteilung von Messstellen im Schienennetz der DB aufzuspu¨ren. Zugrun-
de lag die folgende mathematische Aufgabenstellung: Finde solche Positionen fu¨r
Messstellen, so dass wa¨hrend eines vorgegebenen Zeitraums mindestens ein gefor-
derter Anteil von x% der Gu¨terwaggons von Messstellen erfasst wird. Gleichzeitig
soll aus Kostengru¨nden der Anteil nx von Messstellen minimiert werden.
Interpretiert man die Wege der Waggons im Netz als Zeilen einer 0-1 Inzidenzmatrix
A, so kann das Problem als Verallgemeinerung des SCP mit Kosten cj = 1 aufge-
fasst werden. Verallgemeinert man das Problem fu¨r beliebige cj > 0, so erha¨lt man
die folgende Aufgabenstellung des Partial Set Covering Problem (PSCP): Fu¨r ein
vorgegebenes α ∈ {1, 2, . . . ,m} finde man eine kostenminimale Teilmenge S ⊆ J , so
dass mindestens α Bedarfsknoten aus I durch Standorte aus S u¨berdeckt werden.
Da das MCLP in gewisser Hinsicht die inverse Fragestellung des PSCP2 darstellt,
liefert das MCLP zahlreiche praktische Beispiele fu¨r Anwendungen des PSCP. Her-
vorzuheben sind insbesondere Flow-Capturing Location Probleme (vgl. Abschnitt
3.3), die der Problemstellung des DB Projekts sehr a¨hnlich sind.
Zum PSCP stellen wir abschließend ein Ergebniss aus Abschnitt 8.3.4 voran, das
den Vorteil des PSCP gegenu¨ber des SCP zusammenfasst:
• Die Wahl verschiedener Gro¨ßen α ∈ {1, . . . ,m} ermo¨glicht dem Anwender
eine Kosten-Nutzen-Analyse, anhand derer die Bestimmung eines geeigneten
α mo¨glich ist.
• Mit gro¨ßer werdenden Werten α geht oftmals ein exponentieller Anstieg der
Kosten einher. Hieraus folgen umgekehrt extreme Kostensenkungen, wenn man
1Eine knappe Projektbeschreibung gibt Anhang A. Numerische Ergebnisse auf den realen Da-
tensa¨tzen der DB findet der interessierte Leser in Kapitel 8.
2Fu¨r das MCLP setze man fi = 1 fu¨r alle i ∈ I. Fu¨r das PSCP nehme man cj = 1 fu¨r alle j ∈ J
an.
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auf SCP-Lo¨sungen (α = m) verzichtet und stattdessen SCP-a¨hnliche Lo¨sungen
(d.h. α ≈ m) akzeptiert.3
Aus der Zusammenarbeit mit DB Cargo resultierten von Seiten des Projektpart-
ners weitere Fragestellungen, die eine Erweiterung des PSCP unter dem Aspekt
der mehrfachen U¨berdeckung von Bedarfsknoten motivierten. Die erweiterte Auf-
gabenstellung la¨sst sich - zuna¨chst einmal informell - wie folgt beschreiben: Finde
eine zula¨ssige Lo¨sung S ⊆ J des PSCP, die kostenminimal ist und gleichzeitig die
Bedarfsknoten aus I mo¨glichst ha¨ufig durch Standorte u¨berdeckt. Diese - unseres
Wissens nach - neue Aufgabenstellung entspricht im Wesentlichen der Aufgaben-
stellung, die wir im weiteren Verlauf dieser Arbeit als Multiple Coverage Partial Set
Covering Problem (MCPSCP) bezeichnen. In Abschnitt 4.2 werden wir zu einem
spa¨teren Zeitpunkt auf eine exakte Beschreibung des Problems eingehen.
Die Konstruktion redundanter U¨berdeckungen einzelner Bedarfsknoten ist ein zen-
traler Aspekt des MCPSCP, der den Ausgangspunkt einiger Erweiterungen klassi-
scher Standortprobleme darstellt und in der Literatur unter den Begriffen wie z.B.
Multiple Coverage, Excess Coverage, Backup Coverage und Expected Coverage zu
finden ist. Die erweiterten Problemstellungen sind vielseitig und beru¨cksichtigen
Aspekte wie z.B.
• Kosten,
• die U¨berdeckung von Bedarfsknoten (z.B. SCP oder MCLP) und
• die Anzahl oder die Gewichtung mehrfacher U¨berdeckungen von einzelnen
Bedarfsknoten.
Die Modellierung der verschiedenen Ziele erfolgt durch Gewichtung der Ziele in der
Zielfunktion oder durch Wahl eines Vektoroptimierungsproblems. Ha¨ufig stellen die
Modelle eine Erweiterung des MCLP dar, wobei auch Erweiterungen des SCP in
der Literatur vorgeschlagen wurden. Wir verzichten an dieser Stelle auf eine na¨here
Kla¨rung der Begriffe und Modellvarianten, und verweisen den interessierten Leser
auf die Publikationen von [DHR88, HR86, ReV89, SJB93, RW02], die eine gute
Einfu¨hrung in diesen Themenkreis ermo¨glichen.
Relevante Anwendungen der Standortmodelle finden sich vorwiegend bei der Posi-
tionierung von Notfalleinrichtungen (vgl. [DS81, Das82, ESLM86, ReV89, BM90,
NPS92, MR96]) oder von Servern innerhalb eines Kommunikationsnetzwerkes
(vgl. [RH89, MR94]). Bei diesen Anwendungen spielt die Sicherheit bzw. die Zu-
verla¨ssigkeit des Versorgungssystems eine entscheidende Rolle. Mit einer mehrfachen
3Dieser Aspekt spielt insbesondere bei einer unsicheren/ungenauen Datengrundlage (siehe (c)
auf Seite 41) eine wichtige Rolle.
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U¨berdeckung eines Bedarfsknoten soll schließlich ein ho¨heres Sicherheitsniveau er-
zielt werden, so dass auch bei einem Ausfall oder bei einer U¨berbelastung einzelner
Versorgungsstationen eine weitere Versorgung von Bedarfsknoten gewa¨hrleistet ist.
Aus a¨hnlichen Motiven wurde die urspru¨ngliche Aufgabenstellung des DB Projekts
dahingehend erweitert, dass einzelne Waggons zusa¨tzlich mo¨glichst ha¨ufig von Mess-
stellen erfasst werden sollen.4 Eine ha¨ufigere Erfassung einzelner Waggons (=mehr-
fache U¨berdeckung von Bedarfsknoten) ermo¨glich dabei
• den Zugriff auf aktuelle und detaillierte Informationen zu dynamischen Pro-
zessen im Netz,
• “bessere” Ru¨ckschlu¨sse auf die Entwicklung von Radscha¨den,
• ein fru¨hzeitiges Erkennen von Scha¨den (Ra¨dern und Achsen) und somit ein
ho¨heres Sicherheitsniveau sowie
• eine Kompensation von defekten Messstellen.
Zur Modellierung der Problemstellung konnten wir das in dieser Arbeit entwickelte
Modell (4.1) verwenden, das im na¨chsten Abschnitt eingefu¨hrt wird.
4.2 Das Multiple Coverage Partial Set Covering
Problem
In diesem Abschnitt beschreiben wir zuna¨chst die Problemstellung des Multiple
Coverage Partial Set Covering Problem (MCPSCP) und des Partial Set Covering
Problem (PSCP). Nach der Modellierung der Probleme als BIP geben wir einen
U¨berblick u¨ber den Stand der Literatur, die sich mit dem MCPSCP und dem PSCP
befasst.
Die Aufgabenstellung des MCPSCP ist - unseres Wissens nach - neu und stellt
eine Erweiterung des bekannten PSCP dar, die durch Fragestellungen der Praxis
in Abschnitt 4.1 motiviert wurde. Hinsichtlich der Namensgebung haben wir uns
an der Terminologie aus [DHR88, HR86] orientiert, die bei Problemstellungen mit
a¨hnlichen Zusatzbedingungen bzw. Zielsetzungen von Multiple Coverage sprechen.
In dem Sinne haben wir den Namen des PSCP entsprechend erweitert.
4.2.1 Beschreibung des MCPSCP
Im Folgenden sei die Problemstellung des MCPSCP anhand eines Standortproblems
geschildert. Wir fu¨hren hierfu¨r einige Begriffe und Notationen ein. Gegeben sei die
4Die Aufgabenstellung wird spa¨ter erweitert, indem einzelnen zusa¨tzlichen Erfassungen Gewich-
te zugeordnet werden.
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Menge J := {1, . . . , n} mo¨glicher Standorte mit Kosten cj > 0 fu¨r alle j ∈ J . Des
Weiteren sei die Menge der Bedarfsknoten durch I := {1, . . . ,m} gekennzeichnet,
wobei die Menge der Bedarfsknoten, die von Standort j u¨berdeckt werden, durch
die Menge Ij ⊆ I definiert sei. Umgekehrt sei Ji := {j ∈ J : i ∈ Ij} ⊆ J die Menge
von Standorten aus J , die den Bedarfsknoten i ∈ I u¨berdecken.
4.2.1 Definition Gegeben sei eine Standortwahl S ⊆ J .
(a) Es sei eine Zahl α ∈ Z+ gegeben. Dann nennen wir die Menge S ⊆ J
ein α-Cover, wenn |⋃j ∈S Ij| ≥ α gilt. Ferner nennen wir die Zahl α den
U¨berdeckungsgrad.
(b) Wir sagen, ein Bedarfsknoten i hat n ∈ Z+ mehrfache bzw. zusa¨tzliche
U¨berdeckungen bezu¨glich S, wenn |Ji ∩ S| = n + 1 gilt. In diesem
Zusammenhang sprechen wir auch von mehrfachen oder zusa¨tzlichen
U¨berdeckungen des Bedarfsknoten i. Im Falle |Ji ∩ S| ∈ {0, 1} hat der Be-
darfsknoten i keine zusa¨tzlichen (oder mehrfachen) U¨berdeckungen.
(c) Fu¨r einen Bedarfsknoten i ∈ I mit |Ji| ≥ 2 sagen wir, dass S die zusa¨tzlichen
U¨berdeckungen max{1, |Ji ∩ S|},max{1, |Ji ∩ S|}+ 1, . . . , |Ji| − 1 von i nicht
realisiert.
Die Aufgabenstellung des MCPSCP la¨sst sich nun fu¨r eine Zahl α ∈ Z+ wie folgt
beschreiben: Finde ein α-Cover S ⊆ J , das die Summe aus
(i) Kosten
∑
j∈S cj fu¨r Standorte und
(ii) Strafkosten fu¨r nicht-realisierte zusa¨tzliche U¨berdeckungen
minimiert.
Die Strafkosten aus (ii) setzen sich hierbei additiv aus den Strafkosten fu¨r einzelne
Bedarfsknoten zusammen. Hierfu¨r betrachte man fu¨r jedes i ∈ I die Summe der
Strafkosten fu¨r zusa¨tzliche U¨berdeckungen, die nicht von S realisiert werden. Die
k-te zusa¨tzliche U¨berdeckung, die nicht realisiert wird, wird hierbei durch Strafko-
sten ωk ≥ 0 in der Zielfunktion gewichtet.5 Um die Anzahl relevanter zusa¨tzlicher
U¨berdeckungen zu begrenzen, gehen wir davon aus, dass pro Bedarfsknoten ma-
ximal K ∈ Z+ zusa¨tzliche U¨berdeckungen zu beru¨cksichtigen sind. Tritt der Fall
ein, dass ein Bedarfsknoten i ∈ I nicht von K + 1 Standorten u¨berdeckt wer-
den kann, d.h. es gilt |Ji| < K + 1, so werden fu¨r den Bedarfsknoten i lediglich
Ki := max{0,min{|Ji| − 1, K}} zusa¨tzliche U¨berdeckungen beru¨cksichtigt.
Falls nur die Kosten aus (i) zu beru¨cksichtigen sind, nennen wir die Problemstellung
das Partial Set Covering Problem (PSCP).
5Eine unterschiedliche Gewichtung der einzelnen zusa¨tzlichen U¨berdeckungen wird bereits in
[Das83] fu¨r eine Erweiterung des MCLP (3.1) betrachtet.
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4.2.2 Formulierung des Modells









ωk · zki (4.1a)
s.t.∑
j ∈ Ji
xj + yi +
Ki∑
k=1
zki ≥ Ki + 1 fu¨r alle i ∈ I (4.1b)
yi ≤ z1i fu¨r alle i ∈ I mit Ki ≥ 1 (4.1c)
zk−1i ≤ zki fu¨r alle i ∈ I, k = 2, . . . , Ki mit Ki ≥ 1 (4.1d)∑
i∈ I
yi ≤ m− α (4.1e)
xj ∈ {0, 1} fu¨r alle j ∈ J (4.1f)
yi ∈ {0, 1} fu¨r alle i ∈ I (4.1g)
zki ∈ {0, 1} fu¨r alle i ∈ I, k = 1, . . . , Ki mit Ki ≥ 1. (4.1h)
Die Bedeutung der Variablen und Daten sei hier nochmals zusammengefasst:
I Menge der Bedarfsknoten;
J Menge der Standorte;
Ji Menge der Standorte aus J , die den Bedarfsknoten i u¨berdecken;
cj Kosten fu¨r den Standort j ∈ J ;
xj bina¨re Variable mit xj = 1, wenn der Standort j ∈ J gewa¨hlt wird. Ansonsten
ist xj = 0;
yi bina¨re Variable mit yi = 1, wenn der Bedarfsknoten i ∈ I von keinem gewa¨hl-
ten Standort u¨berdeckt wird. Ansonsten wa¨hle yi = 0;
α U¨berdeckungsgrad;
Ki Anzahl der zusa¨tzlichen U¨berdeckungen, die fu¨r den Bedarfsknoten i ∈ I
zu beru¨cksichtigen sind. Es gilt Ki := max{0,min{|Ji| − 1, K}};
wk Strafkosten, falls die k-te zusa¨tzliche U¨berdeckung eines Bedarfsknotens nicht
realisiert wird;
zki bina¨re Variable mit z
k
i = 1, wenn der Bedarfsknoten i ∈ I weniger als k zusa¨tz-
liche U¨berdeckungen hat. Ansonsten wa¨hle zki = 0;
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xj + yi ≥ 1 fu¨r alle i ∈ I (4.2b)∑
i∈ I
yi ≤ m− α (4.2c)
xj ∈ {0, 1} fu¨r alle j ∈ J (4.2d)
yi ∈ {0, 1} fu¨r alle i ∈ I. (4.2e)
Wir zeigen die Korrektheit des Modells (4.1). Der Einfachheit halber interpretieren
wir eine zula¨ssige Lo¨sung des Modells als Standortwahl S ⊆ J , d.h. es gilt xj = 1
genau dann, wenn j ∈ S gilt.
Wir zeigen zuna¨chst, dass jede Lo¨sung des Modells (4.1) mindestens α Bedarfsknoten
u¨berdeckt. Nehmen wir nun an, der Bedarfsknoten i ∈ I wird nicht von Standorten





i ≥ Ki + 1. Hieraus folgt die Belegung yi = 1. Wegen Restriktion (4.1e)
gibt es dann maximal m−α nicht-u¨berdeckte Bedarfsknoten und somit mindestens
α u¨berdeckte Bedarfsknoten.
Die Restriktionen (4.1b), (4.1c) und (4.1d) sorgen dafu¨r, dass die nicht-realisierten
zusa¨tzlichen U¨berdeckungen eines Bedarfsknotens durch die Belegung der Variablen
zki korrekt abgebildet werden.
Die Bedingung (4.1d) stellt sicher, dass die k-te zusa¨tzliche U¨berdeckung eines Be-
darfsknotens nur dann mo¨glich ist (d.h. zki = 0), wenn bereits k − 1 zusa¨tzliche
U¨berdeckungen des Bedarfsknotens vorliegen (d.h. zk−1i = 0). Ferner wird in Re-
striktion (4.1c) die Tatsache modelliert, dass eine mehrfache U¨berdeckung eines
Bedarfsknotens i ∈ I nur dann mo¨glich ist (d.h. z1i = 0), wenn der Bedarfsknoten
von mindestens einem Standort aus S u¨berdeckt wird (d.h. yi = 0).
Die Restriktion (4.1b) bestimmt schließlich, wieviel zusa¨tzliche U¨berdeckungen von
Bedarfsknoten i von S realisiert bzw. nicht realisiert werden. Ist |S ∩ Ji| ≥ Ki + 1,
so hat der Bedarfsknoten i ∈ I mindestens Ki zusa¨tzliche U¨berdeckungen. Unter
Beru¨cksichtigung der Zielfunktion wa¨hle man dann die gu¨ltige Belegung yi = 0
und zki = 0 fu¨r alle k = 1, . . . , Ki. Falls |S ∩ Ji| < Ki + 1, so unterscheiden wir
die Fa¨lle |S ∩ Ji| = 0 und |S ∩ Ji| ≥ 1. Im ersten Fall wird der Bedarfsknoten i
von keinem Standort aus S u¨berdeckt. Ferner hat i keine zusa¨tzliche U¨berdeckung.
Wegen Restriktion (4.1b) gilt dann yi = 1 und z
k
i = 1 fu¨r alle k = 1, . . . , Ki. Im
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zweiten Fall 1 ≤ |S ∩ Ji| < Ki+1 gibt es mindestens einen Standort aus S, der den
Bedarfsknoten i u¨berdeckt. Damit ist die Belegung yi = 0 wa¨hlbar, da ansonsten
mit yi = 1 die redundante Belegung z
k
i = 1 fu¨r alle k = 1, . . . , Ki folgt. Zu kla¨ren
bleibt die Belegung der Variablen zki fu¨r k = 1, . . . , Ki. Da |S ∩ Ji| < Ki + 1 ist,
werden die zusa¨tzlichen U¨berdeckungen |S∩Ji|, |S∩Ji|+1, . . . , Ki (von i) nicht von
S realisiert. Wegen yi = 0 wa¨hlt man aufgrund der Nebenbedingungen (4.1b)-(4.1d)
die gu¨ltige Belegung zki = 1 fu¨r k = |S ∩ Ji|, . . . , Ki. Ferner setzt man zki = 0 fu¨r
alle k = 1, . . . , |S ∩ Ji| − 1, falls |S ∩ Ji| > 1 gilt.
Demnach resultieren aus dem Modell (4.1) gu¨ltige Belegungen der Variablen yi und
zki , die mit der Interpretation der Lo¨sung S u¨bereinstimmen. In den U¨berlegungen
zuvor haben wir einige Fa¨lle betrachtet, in denen die Belegungen der Variablen
yi und z
k
i mit dem Wert 1 zwingend sind. In einigen Fa¨llen ist die Belegung der
Variablen yi, z
k
i ∈ {0, 1} hingegen frei wa¨hlbar, so dass einzelne Variablen den Wert
1 annehmen du¨rfen, obwohl die triviale Belegung 0 - im Sinne der Interpretation
der Variablen - sinnvoller wa¨re.6 Man u¨berlegt sich leicht, dass in solchen Fa¨llen
ho¨chstens eine Verschlechterung des Zielfunktionswertes eintritt. Die Zielfunktion
(4.1a) setzt sich hierbei aus Kosten
∑
j ∈ J cj · xj fu¨r Standorte und der Summe∑
i∈ I
∑Ki
k=1 ωk · zki aus Strafkosten fu¨r nicht-realisierte U¨berdeckungen zusammen.
Abschließend betrachten wir eine relaxierte Formulierung des MCPSCP und des
PSCP, die die Anzahl der diskreten Variablen des Modells reduziert, ohne dass
dabei die Aufgabenstellung der Probleme modifiziert wird.
Im Falle des PSCP modifizieren wir die Nebenbedingung (4.2e), indem wir nun den
Wertebereich der Variablen yi auf das Intervall [0, 1] ausweiten, d.h. wir fordern
lediglich yi ∈ [0, 1] fu¨r alle i ∈ I. A¨hnlich wie im diskreten Fall la¨sst sich fu¨r das
relaxierte Modell nachweisen, dass jede Lo¨sung des Modells mindestens α Bedarfs-
knoten u¨berdeckt.
Wir wenden uns dem MCPSCP zu und betrachten die fu¨r die Praxis relevante
Annahme, dass ωk ≥ ωk+1 fu¨r alle k = 1, . . . , K − 1 gilt.7 Fu¨r diesen Fall kann
in der Restriktion (4.1h) der Wertebereich [0, 1] fu¨r die Variablen zki zugelassen
werden, d.h. man fordert nun zki ∈ [0, 1]. Anders als beim PSCP kann hier der
Wertebereich der Variablen yi nicht ohne Weiteres auf das Intervall [0,1] relaxiert
werden.8 Auf eine tiefergehende Untersuchung mo¨glicher Modellformulierungen, die
auf eine straffere Modellierung der Restriktionen sowie auf eine Reduzierung der
ganzzahligen Variablen abzielt, soll an dieser Stelle nicht eingegangen werden, da
dies nicht Schwerpunkt dieser Arbeit ist. Hierfu¨r verweisen wir den Leser auf den
6So ist beispielsweise die Belegung yi = 1 mo¨glich, obwohl
∑
j ∈ Ji xj ≥ 1 gilt.
7D.h. mit zunehmender Anzahl von zusa¨tzlichen U¨berdeckungen sinkt die Priorita¨t einer wei-
teren zusa¨tzlichen U¨berdeckung.
8So lassen sich einfache Beispiele konstruieren, in denen Belegungen wie z.B. yi = z1i = 0.5 zu
Zielfunktionswerten unterhalb des Optimums von Modell (4.1) fu¨hren.
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Ausblick in Kapitel 9.
4.2.3 Forschungsstand der Literatur
4.2.3.1 Das Partial Set Covering Problem (PSCP)
Zum PSCP gibt es, anders als beim SCP, erst relativ wenige Publikationen. Der
Schwerpunkt der Literatur liegt auf der Entwicklung ∆-approximativer Algorith-
men, die eine Lo¨sung S ⊆ J mit der Gu¨te ∑j ∈S cj ≤ Opt · ∆ liefern. Neben
approximativen Algorithmen wurden in der Literatur auch heuristische und exakte
Verfahren fu¨r das PSCP und fu¨r Varianten des PSCP entwickelt. Allerdings sind
die praktischen Erfahrungen mit den Verfahren recht begrenzt, da sich die expe-
rimentellen Studien ausschließlich auf einige wenige Probleminstanzen mit kleiner
Problemgro¨ße beschra¨nken. Somit gibt es derzeit - unseres Wissens nach - keine
experimentelle Studie in der Literatur, die das PSCP unter algorithmischen Frage-
stellungen na¨hergehend untersucht. Wir gehen nun detaillierter auf die Ergebnisse
der Literatur ein.
Approximative Algorithmen. Die in der Literatur publizierten approximativen
Algorithmen erzielen Gu¨teschranken ∆, die die bekannten Gu¨teschranken fu¨r das
SCP (3.2) und das Vertex Cover Problem (VCP)9 verallgemeinern oder identisch
mit diesen sind.
Die ersten Versuche zur Approximation des PSCP gehen auf M.J. Kearns im Jahre
1990 zuru¨ck. In [Kea90] wird fu¨r einen Greedy-Algorithmus die Schranke 2·H(m)+3
mit H(m) := 1 + · · · + 1
m
bewiesen. Anschließend zeigte [Sla97] die Gu¨teschranke
H(min{maxj∈J |Ij|, α}) fu¨r eine Verallgemeinerung des Greedy-Algorithmus von
Chva´tal (vgl. [Chv79]). Das Ergebnis stellt eine Verallgemeinerung der Gu¨teschranke
dar, die in [Chv79] fu¨r das SCP gezeigt werden konnte.10 Die Gu¨teschranke fu¨r
den Greedy-Algorithmus aus [Sla97] konnte spa¨ter in [Fuj00] mit Hilfe submo-
dularer Funktionen besta¨tigt werden.11 Im Jahre 2001 publizierten [GKS01] fu¨r
das PSCP einen primal-dualen ∆-approximativen Algorithmus mit Gu¨teschranke
∆ := maxi∈ I |Ji|.
Fu¨r den Spezialfall, dass |Ji| = 2 fu¨r alle i ∈ I gilt, stellt das PSCP eine Verall-
gemeinerung des bekannten Vertex Cover Problem (VCP) dar. Die Problemstellung
wird in [Bur98, BB98] als Partial Vertex Cover Problem bezeichnet. [Bur98, BB98]
pra¨sentieren fu¨r diesen Spezialfall einen 2-approximativen Algorithmus, der unter
9Siehe auch Seite 32. Fu¨r einen ausfu¨hrlichen U¨berblick u¨ber approximative Algorithmen fu¨r
das SCP und VCP verweisen wir den Leser auf [Pas97].
10Vergleiche hierzu auch die Tabelle 3.1.
11[Fuj00] modelliert das PSCP als Submodular Set Covering Problem (4.6). Wir werden in Ab-
schnitt 4.3.1.2 einen a¨hnlichen Ansatz wie in [Fuj00] wa¨hlen, um die Gu¨teschranke eines Algo-
rithmus fu¨r eine Verallgemeinerung des PSCP bestimmen zu ko¨nnen.
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Beru¨cksichtigung der optimalen LP-Lo¨sung des Problems ein α-Cover bestimmt.
Ein Algorithmus mit gleicher Gu¨teschranke ∆ = 2 ist in [Hoc98] zu finden.
[BY01] studiert eine Verallgemeinerung des PSCP und pra¨sentiert hierfu¨r einen po-
lynomialen ∆-approximativen Algorithmus (mit ∆ := maxi∈ I |Ji|), der auf der ele-





cj · xj (4.3a)
s.t.∑
j ∈ Ji
xj + yi ≥ 1 fu¨r alle i ∈ I (4.3b)∑
i∈ I
yi · fi ≤ φ− α (4.3c)
xj ∈ {0, 1} fu¨r alle j ∈ J (4.3d)
yi ∈ {0, 1} fu¨r alle i ∈ I. (4.3e)
Dabei seien fi, α und φ Konstanten mit fi > 0 fu¨r alle i ∈ I, φ :=
∑
i∈ I fi und
α ∈ [0, φ].
Heuristische und exakte Verfahren. Wie bereits erwa¨hnt, sind die experi-
mentellen Erfahrungen mit exakten und heuristischen Algorithmen fu¨r das PSCP
begrenzt. [AT02, ATM01] berichten u¨ber eine praktische Anwendung des PSCP
im Schienenverkehr der DB Cargo.12 Die betrachteten Probleminstanzen haben
Gro¨ßenordnungen von bis zu 1000 Standorten und 220 000 Waggons (=Bedarfskno-
ten). Zur na¨herungsweisen Lo¨sung der realen Probleminstanzen werden ein Greedy-
Algorithmus und ein Greedy-Adding and Substitution Algorithmus verwendet.
Die beiden einzigen exakten Verfahren stammen von [DO99, BLF92].13 In beiden
Publikationen wird die Aufgabenstellung (4.3) mit Kosten cj = 1 fu¨r alle Stand-
orte j ∈ J betrachtet. Beide Verfahren basieren im Wesentlichen auf der Idee, eine
Optimallo¨sung des Problems mit Hilfe einer Folge von Maximal Covering Location
Problemen (3.1) iterativ zu bestimmen. Die Verfahren starten zuna¨chst mit einem
Wert p ∈ N, so dass die Zielfunktion des MCLP die Bedingung fTy ≥ α erfu¨llt.14
Anschließend wird p sukzessive reduziert und das entsprechende MCLP fu¨r den ak-
tuellen Parameter p mit Hilfe eines Branch-and-Bound Verfahrens optimal gelo¨st.
Ist dann zp der optimale Zielfunktionswert des MCLP in Abha¨ngigkeit von p, so tritt
im Laufe des Verfahrens der Fall ein, dass zp−1 < α und zp ≥ α gilt. In diesem Fall
12Gegenstand der Publikationen ist das Projekt mit der DB Cargo, das bereits in Abschnitt 4.1
erwa¨hnt wurde. Eine detaillierte Beschreibung des Projekts findet der Leser in Anhang A.
13Es ist davon auszugehen, dass die Verfahren unabha¨ngig voneinander entwickelt wurden, da
in [DO99] kein Verweis auf [BLF92] erfolgt.
14Man verwende hierfu¨r z.B. Greedy-Algorithmen.
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terminieren die Verfahren, da p der optimale Zielfunktionswert des urspru¨nglichen
Problems ist. Der Unterschied der Verfahren liegt hierbei in der Art und Weise,
wie die Anzahl p der auszuwa¨hlenden Standorte in jeder Iteration reduziert wird.
[DO99, BLF92] pra¨sentieren schließlich einige Testergebnisse der Verfahren auf klei-
nen Instanzen mit bis zu hundert Standorten.
Komplexita¨t. Das PSCP geho¨rt offensichtlich zur Klasse der NP-schweren Pro-
bleme, da das SCP als Spezialfall des PSCP selbst NP-schwer ist (vgl. [GJ79]).
Theoretische Ergebnisse, die untere Schranken fu¨r die Gu¨tegarantie approximati-
ver Algorithmen angeben, sind in [Bur98] fu¨r den Fall cj = 1 zu finden. Es wird
gezeigt, dass es keinen approximativen Algorithmus mit Gu¨tegarantie ∆ kleiner
als ((1 + o(1)) lnα(m) gibt, es sei denn, Probleme aus NP lassen sich in der Zeit
mO(log logm) lo¨sen.15 Hierbei ist α(t) eine von dem Parameter t abha¨ngige ganzzah-
lige Funktion, die die folgenden Eigenschaften besitzt: (1) α(m) ∈ Ω(mβ) mit einer
Konstanten β > 0 (2) 0 ≤ α(m)−α(m− 1) ≤ 1 fu¨r alle ganzzahligen Werte m ≥ 1.
Fu¨r das Partial Vertex Cover Problem zeigt [Bur98], dass es keinen approximativen
Algorithmus mit Gu¨tegarantie ∆ < 7
6
gibt, solange nicht P = NP gilt.
Verwandte Problemstellungen. Trotz der wenigen Publikationen zum PSCP
sollte darauf hingewiesen werden, dass sich die Problemstellung zumindest aus theo-
retischer Sicht als SCP mit genau einer Base Constraint interpretieren la¨sst.16 Aus
praktischer Sicht sind beide Problemstellungen hingegen nicht vergleichbar. Der
Grund hierfu¨r liegt in der unterschiedlichen Struktur der Probleminstanzen, die
sich aus den jeweiligen realen Anwendungen ergeben. Als Beispiel betrachte man
das Crew Pairing Problem, das eine der ha¨ufigsten Anwendungen von Set Cover-
ing Problemen mit Base Constraints darstellt. Dort werden alle Variablen (wie z.B.
Variablen in den Base Constraints) mit positiven Kosten cj > 0 in der Zielfunk-
tion gewichtet. Im Falle des PSCP haben alle Variablen yi mit i ∈ I die Kosten
cj = 0. Ein weiterer Unterschied zum PSCP liegt darin, dass die Spalten des Pro-
blems, repra¨sentiert durch die Variablen, (in der Regel) jeweils mehr als zwei Zeilen
bzw. Bedarfsknoten aus der Menge I des Problems u¨berdecken. Im Falle des PSCP
u¨berdecken die Spalten, die durch die Variablen yi repra¨sentiert werden, lediglich die
Zeile i ∈ I. Inwieweit die Algorithmen, die zur Lo¨sung von Set Covering Problemen
mit Base Constraints konzipiert wurden, auch fu¨r das PSCP geeignet sind, bleibt
fraglich, da die Lo¨sungsstrategien der Verfahren in der Regel auf die zugrundelie-
gende problemtypische Datenstruktur zugeschnitten sind. In Kapitel 8 werden wir
daher die Ergebnisse einer Heuristik pra¨sentieren, die Bestandteil des kommerziel-
len Carmen Crew Scheduling System ist. Basierend auf Lagrange-Relaxation liefert
die Heuristik sehr gute Ergebnisse fu¨r große Set Covering Probleme mit und oh-
ne Base Constraints. Zur Zeit wird das Carmen Crew Scheduling System von vie-
15Fu¨r das SCP trifft der Satz 3.3.2 von Feige eine a¨hnliche Aussage.
16Zum Thema Base Constraints siehe auch den Abschnitt 3.3.2.4 auf Seite 38.
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len europa¨ischen Airlines zur Lo¨sung von Crew Pairing Problemen eingesetzt (vgl.
[ASTW00])17.
4.2.3.2 Das Multiple Coverage Partial Set Covering Problem
(MCPSCP)
Zum Multiple Coverage Partial Set Covering Problem (MCPSCP) gibt es bisher -
unseres Wissens nach - keine Publikationen, die das Problem in seiner allgemeinen
Formulierung behandeln. Wir konzentrieren uns daher auf einige Spezialfa¨lle und
Modellvarianten des MCPSCP, die in der Literatur bis zum heutigen Zeitpunkt
behandelt wurden. Als Spezialfa¨lle des MCPSCP erwa¨hnen wir der Vollsta¨ndigkeit
halber zuna¨chst das SCP (3.2) aus Abschnitt 3.3.2 und das PSCP aus Abschnitt
4.2.3.1. Weitere Spezialfa¨lle der Literatur, in denen eine mehrfache U¨berdeckung
von Bedarfsknoten (Multiple Coverage) tatsa¨chlich betrachtet wird (d.h. K ≥ 1 und∑K
i=1 ωi > 0), stellen eine Erweiterung des Unweighted Set Covering Problem unter
dem Aspekt des Multiple Coverage dar.18 Anders als beim MCPSCP wird bei allen
Modellen davon ausgegangen, dass die einzelnen zusa¨tzlichen U¨berdeckungen eines
Bedarfsknoten i ∈ I gleiche Priorita¨t haben.
Eines der ersten Modelle, die das Unweighted Set Covering Problem mit Multiple
Coverage kombinieren, ist das Hierachical Objective Set Covering Problem (HOSC)
von [DS81] aus dem Jahre 1981. In diesem Modell wird die Anzahl der Standorte
minimiert und gleichzeitig die Anzahl der zusa¨tzlichen U¨berdeckungen von Bedarfs-
knoten maximiert. Da die Minimierung der Anzahl von Standorten im Vordergrund
steht, werden die Standorte durch einheitliche Kosten W > 0 gewichtet. Zur Mo-
dellierung der Problemstellung wa¨hlt [DS81] das folgende MIP:









xj − zi ≥ 1 fu¨r alle i ∈ I (4.4b)
xj ∈ {0, 1} fu¨r alle j ∈ J (4.4c)
zi ≥ 0 fu¨r alle i ∈ I. (4.4d)
Hierbei beschreibt die Variable zi die Anzahl der zusa¨tzlichen U¨berdeckungen von
Bedarfsknoten i ∈ I.
17Die Software wurde an der Chalmers University of Technology (Go¨teborg, Schweden) ent-
wickelt. Die integrierte Heuristik wurde dem Autor fu¨r Forschungsarbeiten zur Verfu¨gung ge-
stellt.
18Im Falle des Unweighted Set Covering Problem haben alle Standorte j ∈ J gleiche Kosten,
d.h. man setzt cj = 1 fu¨r alle j ∈ J . Siehe hierzu auch Abschnitt 3.3.2.
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In [DS81] wird schließlich u¨ber eine Anwendung des HOSC zum Aufbau eines ambu-
lanten Hilfsdienstes in der Stadt Austin, Texas (USA), berichtet. Die zugrundeliegen-
de Problemstellung hat die Dimension J = I = 33, wobei verschiedene szenarische
Untersuchungen durchgefu¨hrt werden. Zur Lo¨sung der einzelnen Szenarien wird die
Optimallo¨sung der LP-Relaxation des Modells (4.4) betrachtet, die bei einem Groß-
teil der Szenarien ganzzahlig und folglich optimal fu¨r das Modell (4.4) ist. Bei nicht-
zula¨ssigen Lo¨sungen reichte es, eine weitere Nebenbedingung zum LP hinzufu¨gen
und das erweiterte LP erneut zu lo¨sen. Da im Allgemeinen nicht davon auszuge-
hen ist, dass die Optimallo¨sungen der LP-Relaxation auch zula¨ssige Lo¨sungen des
ganzzahligen Problems darstellen, ist das Verfahren fu¨r beliebige Probleminstanzen
nicht verwendbar.
Die Ergebnisse der einzelnen Szenarien zeigten schließlich zwei interessante Beob-
achtungen. Erstens stellte sich heraus, dass das Unweighted Set Covering Problem
fu¨r die gegebenen Probleminstanzen ha¨ufig mehr als eine Optimallo¨sung besitzt, die
sich unter dem Aspekt des Multiple Coverage deutlich voneinander unterscheiden
ko¨nnen. Zweitens konnten mit dem Modell (4.4) solche Optimallo¨sungen des Un-
weighted Set Covering Problem bestimmt werden, die unter Beru¨cksichtigung des
Multiple Coverage anderen Optimallo¨sungen vorzuziehen sind.
In der Literatur wurden weitere Erweiterungen und Varianten der Problemstellung
aus [DS81] vorgeschlagen. Erwa¨hnenswert ist das Modell von [ESLM86]. Hier wird
die Aufgabenstellung aus [DS81] dadurch erweitert, dass einzelnen Bedarfsknoten
i ∈ I eine Bedarfsmenge fi ≥ 0 zugeordnet werden kann, die in der Zielfunktion
die zusa¨tzlichen U¨berdeckungen zi gewichten.
19 Anstatt der Zielfunktion aus Modell








[ESLM86] berichten schließlich u¨ber eine Anwendung des Modells zur Positionierung
von ambulanten Hilfsdiensten in Santo Domingo (Dominikanische Republik). Die
betrachtete Probleminstanz (Problemgro¨ße J = I = 214) wird heuristisch und exakt
gelo¨st.20
[HR86] formulieren die Aufgabenstellung aus [ESLM86] als Vektoroptimierungspro-
blem21 und pra¨sentieren die Ergebnisse fu¨r ein Netzwerk der Gro¨ße I = J = 30. Zur
19Der Fall fi := 1 fu¨r alle i ∈ I beschreibt somit die Aufgabenstellung aus [DS81].
20Das exakte Verfahren lo¨st das Problem sukzessive, indem (a¨hnlich wie beim MCLP (3.1)) p
Standorte so ausgewa¨hlt werden, dass alle Bedarfsknoten aus I u¨berdeckt werden und gleich-
zeitig die Zielfunktion
∑
i∈ I fi · zi maximiert wird. Dies geschieht mit Hilfe eines Branch-and-
Bound Codes fu¨r allgemeine gemischt-ganzzahlige lineare Optimierungsprobleme. Die Berech-
nungen erfolgen iterativ fu¨r verschiedene p ∈ N.
21Die Aufgabenstellung wird wie folgt als Vektoroptimierungsproblem formuliert: min (v1, v2)T
unter Beru¨cksichtigung der Nebenbedingungen (4.4b)-(4.4d). Dabei beschreiben die Gro¨ßen
v1 :=
∑
j∈J xj und v2 := −
∑
i∈I fi · zi die beiden Zielsetzungen der Optimierungsaufgabe.
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Berechnung des Trade-Off zwischen Kosten und Multiple Coverage wa¨hlen [HR86]
den Ansatz, der bereits in [ESLM86] zur exakten Lo¨sung des Problems vorgeschlagen
wurde. Wa¨hrend bei [ESLM86] die Positionierung der p Standorte mit Hilfe eines
Branch-and-Bound Codes erfolgt, lo¨sen [HR86] lediglich das entsprechende LP, des-
sen Optimallo¨sung fu¨r verschiedene p (zufa¨llig) ganzzahlig ist. Auch hier muss wie
bei [DS81] kritisiert werden, dass das Verfahren stets die Ganzzahligkeit der LP-
Lo¨sungen voraussetzt, was fu¨r beliebige Eingangsdaten im Allgemeinen nicht der
Fall ist.
In den vorangegangenen Ausfu¨hrungen haben wir im Wesentlichen alle Modelle der
Literatur zusammengefasst, die die Aufgabenstellung des Set Covering Problem
(SCP) unter dem Aspekt des Multiple Coverage erweitern. Die wenigen Modelle,
die wir nicht zitiert haben, sind thematisch zu weit von der eigentlichen Aufga-
benstellung des MCPSCP entfernt, so dass wir an dieser Stelle nicht weiter darauf
eingehen. Einen U¨berblick u¨ber die aufgefu¨hrten sowie nicht zitierten Modelle findet
man in den Publikationen von [DHR88, SJB93, BM90, ReV89, MR94].
Abschließend weisen wir darauf hin, dass das MCPSCP zur Klasse der NP-schweren
Probleme geho¨rt, da das Set Covering Problem (SCP) als Spezialfall des MCPSCP
selbst NP-schwer ist (vgl. [GJ79]).
4.3 Approximative Algorithmen fu¨r Verallgemei-
nerungen des PSCP
In diesem Abschnitt betrachten wir zwei Verallgemeinerungen des PSCP und
entwickeln hierfu¨r jeweils einen neuen approximativen Algorithmus, dessen
Gu¨teschranke im Speziellen mit den bekannten Gu¨teschranken der Literatur
u¨bereinstimmt.
4.3.1 Beru¨cksichtigung mehrerer U¨berdeckungsgrade
Wir entwickeln in diesem Abschnitt einen neuen approximativen Algorithmus
fu¨r eine Verallgemeinerung des PSCP, die in der Literatur bisher nicht unter-
sucht wurde. Anders als beim PSCP betrachtet die Aufgabenstellung nun mehrere
U¨berdeckungsgrade α1, . . . , αT .
Zur Berechnung der Gu¨teschranke ∆ wird das Problem als Submodular Set Cove-
ring Problem (SSCP) (vgl. [Wol82]) formuliert. Mit der Gu¨teschranke aus [Wol82]
fu¨r das SSCP kann schließlich eine Schranke fu¨r die in diesem Abschnitt betrach-
tete Erweiterung des PSCP hergeleitet werden. In Korollar 4.3.6 werden wir sehen,
dass die berechnete Gu¨teschranke die in [Sla97, Fuj00] fu¨r das PSCP angegebene
Gu¨teschranke verallgemeinert.
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4.3.1.1 Problembeschreibung und Modellierung
Wir beginnen mit der Beschreibung der Aufgabenstellung. Diese wird der Ein-
fachheit halber als Standortproblem formuliert, wobei wir hierbei auf bereits be-
kannte Notationen zuru¨ckgreifen. Es seien T ∈ N Mengen P1, . . . , PT ⊆ I mit
I = P1∪ . . .∪PT gegeben. Eine Menge Pt la¨sst sich geographisch als Region interpre-
tieren, in der gewisse Bedarfsknoten i ∈ Pt mit einer Bedarfsmenge fi ∈ Z+ liegen.
Ferner sei jeder Menge bzw. Region Pt eine Zahl αt ∈ Z+ mit 0 ≤ αt ≤
∑
i∈Pt fi
zugeordnet, die die in der Region Pt zu versorgende Bedarfsmenge angibt. Ziel ist
die Bestimmung einer kostenminimalen22 Standortwahl S ⊆ J fu¨r Einrichtungen, so
dass in jeder Region Rt mindestens die Bedarfsmenge αt versorgt wird.
Da die Regionen R1, . . . , RT nicht disjunkt sein mu¨ssen, lassen sich mit Hilfe der
obigen Aufgabenstellung gezielt Anforderungen an die zu versorgenden Bedarfsmen-
gen einzelner Regionen formulieren. Anders als beim PSCP ko¨nnen beispielsweise
Lo¨sungen ausgeschlossen werden, die keinen Bedarf einer Region Pt decken. Das fol-
gende Beispiel zeigt anhand einer realen Anwendung, dass derartige Anforderungen
an eine Lo¨sung durchaus sinnvoll sind.
4.3.1 Beispiel Wir greifen an dieser Stelle die Problemstellung auf, die Gegenstand
eines Projekts mit DB Cargo war und bereits in Abschnitt 4.1 vorgestellt wurde.23
Wir betrachten einen Optimierungszeitraum von vier Wochen. I sei die Menge der
Waggons, die innerhalb des gesamten Optimierungszeitraums gefahren sind. J be-
schreibe die mo¨glichen Standorte fu¨r Messstellen. Wir beschreiben die Nebenbedin-
gungen und fordern zuna¨chst, dass nach vier Wochen mindestens 90% der Waggons
aus I mindestens einmal von einer Messstelle erfasst werden. Um ein ho¨heres Si-
cherheitsniveau zu gewa¨hrleisten, soll zusa¨tzlich in jeder Woche mindestens 50% der
Waggons, die innerhalb dieser Woche gefahren sind, inspiziert werden. Zur Model-
lierung des Problems sei cj = 1 fu¨r alle j ∈ J , fi = 1 fu¨r alle i ∈ I und T = 5. Fu¨r
t = 1, . . . , 4 sei Pt ⊆ I die Menge der (gefahrenen) Waggons aus der t-ten Woche.
Fu¨r t = 5 setzen wir P5 = I. Des Weiteren sei αt = d|Pt| · 0,5e fu¨r t = 1, . . . , 4 und
α5 = d|P5| · 0,9e.
Wir beschreiben nun die in diesem Abschnitt betrachtete Problemstellung als BIP
und fu¨hren hierfu¨r weitere Notationen ein. Fu¨r t = 1, . . . , T und i ∈ Pt sei Jit ⊆ J
eine Menge von Standorten aus J , die den Bedarfsknoten i u¨berdecken. Umgekehrt
sei Ijt := {i ∈ Pt : j ∈ Jit} die Menge der Bedarfsknoten aus Pt, die der Standort
j ∈ J u¨berdeckt. A¨hnlich wie beim PSCP la¨sst sich die Problemstellung wie folgt
22Wie beim PSCP habe jeder Standort j ∈ J die Kosten cj > 0.
23Siehe auch Seite 41. Eine detailliertere Projektbeschreibung findet der Leser auch in Anhang
A.





cj · xj (4.5a)
s.t.∑
j ∈ Jit
xj + yit ≥ 1 fu¨r alle i ∈ Pt, t = 1, . . . , T (4.5b)∑
i∈Pt
fi · yit ≤
∑
i∈Pt
fi − αt fu¨r alle t = 1, . . . , T (4.5c)
xj ∈ {0, 1} fu¨r alle j ∈ J (4.5d)
yit ∈ {0, 1} fu¨r alle i ∈ Pt, t = 1, . . . , T . (4.5e)
4.3.1.2 Modellierung des Problems als Submodular Set Covering Pro-
blem (SSCP)
In [NW88], Kapitel 3, wird gezeigt, wie sich eine Reihe bekannter Optimierungs-
probleme, wie z.B. das Multicovering Problem24, als Submodular Set Covering Pro-
blem (SSCP) modellieren lassen. Da in [Wol82] die Gu¨teschranke eines Greedy-
Algorithmus fu¨r das SSCP bestimmt wurde, lassen sich fu¨r die modellierten Problem-
stellungen unmittelbar Greedy-Algorithmen einschließlich der Gu¨teschranke herlei-
ten. A¨hnlich geht [Fuj00] fu¨r das PSCP vor und besta¨tigt so die Gu¨teschranke fu¨r
den Greedy-Algorithmus aus [Sla97].25 Wir gehen im Folgenden a¨hnlich vor und for-
mulieren das Optimierungsproblem (4.5) als SSCP. Als Vorbereitung fu¨hren wir das
SSCP ein und fassen einige Eigenschaften submodularer Funktionen zusammen, die
wir fu¨r den Beweis von Satz 4.3.5 verwenden.
4.3.2 Definition ([NW88], S. 660) Es sei eine endliche Menge N und eine Funk-
tion
f : P(N) → R gegeben. Dann heisst f nicht-fallend, wenn f(S) ≤ f(T ) fu¨r alle
S ⊆ T gilt. Des Weiteren heisst eine Funktion f submodular auf N , wenn die
Bedingung
f(S) + f(T ) ≥ f(S ∩ T ) + f(S ∪ T )
fu¨r alle S, T ⊆ N erfu¨llt wird.
Komplexe submodulare Funktionen lassen sich ha¨ufig aus einfacheren submodularen
Funktionen erzeugen. Wir erwa¨hnen an dieser Stelle einige Eigenschaften submodu-
larer Funktionen.
24Siehe hierzu auch Abschnitt 3.3.2.4.
25Siehe hierzu auch Abschnitt 4.2.3.1.
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4.3.3 Satz ([NW88], S. 663) Es seien die Funktionen f : P(N)→ R und
g : P(N)→ R gegeben. Dann gelten die folgenden Aussagen:
(i) Falls a0 ∈ R+ und aj ∈ R+ fu¨r alle j ∈ N , so ist die Funktion




mit S ⊆ N submodular auf N .
(ii) Ist f eine submodulare Funktion auf N und k ∈ R+ eine Konstante, so ist die
Funktion h(S) := min{f(S), k} submodular auf N .
(iii) Sind f und g submodulare Funktionen auf N , so ist auch die Funktion
h(S) := f(S) + g(S) submodular auf N .
Wir fu¨hren nun das SSCP ein und geben anschließend einen Greedy-Algorithmus
fu¨r das SSCP an, dessen Gu¨teschranke in [Wol82] untersucht wurde. Es sei eine
endliche Menge N und Konstanten cj ∈ R+ fu¨r j ∈ N gegeben. Ferner sei die
Funktion f : P(N) → R submodular auf N und nicht-fallend. Dann la¨sst sich das





cj : f(S) = f(N)
}
. (4.6)
Algorithmus 4.3.1 Ein Greedy-Algorithmus fu¨r das SSCP
Algorithmus Submodular Greedy ()
1 Setze S0 = ∅;N1 = N ; t = 0;
2 while (f(St) < f(N)) do
3 t = t+ 1; berechne j
′
= argminj∈Nt{ cjf(St−1∪{j})−f(St−1)};
4 Setze N t+1 = N t \ {j ′}; St = St−1 ∪ {j ′};
5 return St;
4.3.4 Satz ([Wol82]) Die Funktion f : P(N) → Z+ mit f(∅) = 0 sei submodu-
lar und nicht-fallend. Dann besitzt der Greedy-Algorithmus 4.3.1 die Gu¨teschranke
H(max
j ∈N
f({j})) mit H(m) := 1 + · · ·+ 1
m
.
4.3.5 Satz Fu¨r das Optimierungsproblem (4.5) gibt es einen polynomialen Greedy-
Algorithmus mit der Gu¨teschranke H(min{maxj∈J
∑T
t=1∆jt, α1+ · · ·+αT}). Dabei
sei ∆jt := min{
∑
i∈Ijt fi, αt}, falls Ijt 6= ∅ gilt. Ansonsten sei ∆jt = 0.
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Beweis: Der Einfachheit halber beschreiben wir eine zula¨ssige Lo¨sung des Problems
(4.5) durch eine Standortwahl S ⊆ J . Aus S resultieren dabei die folgenden von S
abha¨ngigen Belegungen der Variablen xj und yit:
xj(S) :=
{
1 , falls j ∈ S
0 , sonst.
(4.7)
fu¨r j ∈ J und
yit(S) :=
{
1 , falls S ∩ Jit = ∅
0 , sonst.
(4.8)
fu¨r i ∈ Pt mit t ∈ {1, . . . , T}. Wir sagen, dass S die t-te Bedingung aus (4.5c) erfu¨llt,
wenn ∑
i∈Pt




gilt. Da die obige Belegung der Variablen xj(S) und yit(S) stets die Nebenbedingung∑
j ∈ Jit xj(S) + yit(S) ≥ 1 fu¨r alle i ∈ Pt erfu¨llt, induziert eine Teilmenge S ⊆ J ,
die alle Nebenbedingungen aus (4.5c) erfu¨llt, eine zula¨ssige Lo¨sung fu¨r das gesamte
Problem (4.5). Wir beginnen nun mit dem Beweis des Satzes.
Die wesentliche Idee des Beweises besteht darin, das Problem (4.5) als SSCP (4.6) zu
formulieren, so dass Satz 4.3.4 anwendbar ist. Hierfu¨r werden wir zuna¨chst fu¨r einige
Restriktionen des Optimierungsproblems (4.5) submodulare Funktionen definieren,
aus denen wir spa¨ter die submodulare Funktion f aus (4.6) zusammensetzen. Der
Beweis wird in fu¨nf Schritten gefu¨hrt.
(a) Fu¨r t ∈ {1, . . . , T} und i ∈ Pt definiere man die Funktion git : P(J) → {0, 1}
durch git(S) := min{|S ∩Jit|, 1} mit S ⊆ J . Da sich |S ∩Jit| als Reihe a0+
∑
j ∈S aj
mit al ∈ {0, 1}, l = 0, . . . , |J |, darstellen la¨sst, ist die Funktion git wegen Satz
4.3.3 (i)-(ii) submodular. Des Weiteren ist git nicht-fallend und ganzzahlig. Wir in-
terpretieren die Funktion git und stellen fest, dass git(S) = 1 genau dann, wenn ein
Standort aus S den Bedarfsknoten i ∈ Pt u¨berdeckt, d.h. es gilt S ∩ Jit 6= ∅. Somit
gilt fu¨r alle S ⊆ J , fu¨r alle i ∈ Pt und alle t = 1, . . . , T auch
yit(S) = 1− git(S). (4.9)
(b) Fu¨r jedes t ∈ {1, . . . , T} definieren wir nun die Funktion ht : P(J)→ Z+ durch
ht(S) := min{
∑
i∈Pt fi · git(S), αt} fu¨r S ⊆ J . Die Funktion ht ist submodular, da
fi ·git submodular ist und Satz 4.3.3 (ii)-(iii) anwendbar ist. Wegen fi, αt ∈ Z+ ist ht
ganzzahlig. Da fi · git nicht-fallend ist, ist somit auch ht nicht-fallend. Nun u¨berlegt
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man sich, dass der folgende Sachverhalt fu¨r alle t = 1, . . . , T und alle S ⊆ J gilt:








fi − αt ≥
∑
i∈Pt




fi − αt ≥
∑
i∈Pt
fi · yit(S) (4.13)
⇐⇒ S erfu¨llt die t-te Bedingung aus (4.5c). (4.14)
(c) Um zu gewa¨hrleisten, dass alle Nebenbedingungen aus (4.5c) von S erfu¨llt wer-
den, definiere man die Funktion f : P(J)→ Z+ mit
f(S) := min{h1(S) + · · ·+ hT (S), α1 + · · ·+ αT} (4.15)
fu¨r S ⊆ J . Die Funktion ht(S) ∈ Z+ ist submodular, nicht-fallend und ganzzahlig fu¨r
alle t = 1, . . . , T . Mit Satz 4.3.3 (ii)-(iii) ist f insgesamt submodular, nicht-fallend
und ganzzahlig. Wir zeigen nun die folgende Behauptung:
S erfu¨llt alle Bedingungen aus (4.5c)⇔ f(S) = α1 + · · ·+ αT . (4.16)
Wir beweisen die Richtung
”
⇒“und nehmen an, dass S alle Bedingungen aus (4.5c)
erfu¨lle. Dann gilt wegen (4.10)-(4.14) auch ht(S) = αt fu¨r alle t = 1, . . . , T und somit
auch die Gleichheit f(S) = α1 + · · · + αT . Wir zeigen die Ru¨ckrichtung ”⇐“und
gehen nun von der Annahme f(S) = α1 + · · · + αT aus. Nehmen wir an, es gebe
ein t ∈ {1, . . . , T} mit ht(S) < αt. Wegen ht(S) ≤ αt fu¨r alle t = 1, . . . , T folgt die
Gu¨ltigkeit der Ungleichung h1(S) + · · · + hT (S) < α1 + · · · + αT und somit auch
f(S) < α1+· · ·+αT . Dies steht im Widerspruch zur Annahme und es gilt ht(S) = αt
fu¨r alle t = 1, . . . , T . Mit (4.10)-(4.14) ist dann die Ru¨ckrichtung gezeigt.
(d) Wir betrachten nun das SSCP (4.6) mit N = J und der submodularen Funktion
f aus (4.15). Unter der Voraussetzung, dass das Problem (4.5) eine zula¨ssige Lo¨sung
besitzt, gilt zuna¨chst f(N) = α1 + · · · + αT und f(∅) = 0. Wegen Aussage (4.16)
beschreibt dann jede zula¨ssige Lo¨sung S ⊆ N des SSCP (4.6) auch eine Lo¨sung des
Optimierungsproblems (4.5) und umgekehrt. Da f die Voraussetzungen des Satzes
4.3.4 erfu¨llt, ko¨nnen wir mit Hilfe des Greedy-Algorithmus 4.3.1 eine Lo¨sung S ⊆ J
fu¨r das Problem (4.5) bestimmen. Die Gu¨teschranke des Algorithmus ist demnach
H(maxj ∈ J f({j})). Wir untersuchen die Gu¨teschranke genauer und betrachten den
Funktionswert ht({j}) fu¨r t = 1, . . . , T .








∆jt, α1 + · · ·+ αT}).
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∆jt, α1 + · · ·αT}.
Wir betrachten zwei Fa¨lle.











∆jt, α1 + · · ·αT}. (4.18)
2. Fall: Es gelte
∑T















∆jt, α1 + · · ·αT}. (4.20)
Damit ist der Satz bewiesen.
Da das Problem (4.5) eine Verallgemeinerung des PSCP darstellt, betrachten wir die
in Satz 4.3.5 bestimmte Gu¨teschranke fu¨r den Spezialfall des PSCP. Das folgende
Korollar zeigt, dass diese Gu¨teschranke im Falle des PSCP mit der Gu¨teschranke
aus [Sla97, Fuj00] u¨bereinstimmt. An dieser Stelle weisen wir lediglich darauf hin,
dass der aus Satz 4.3.5 resultierende Greedy-Algorithmus im Falle des PSCP mit
den Algorithmen aus [Sla97, Fuj00] identisch ist.
4.3.6 Korollar Der Greedy-Algorithmus aus Satz 4.3.5 hat fu¨r das PSCP eine
Gu¨teschranke von H(min{maxj∈J |Ij|, α}).
Beweis: Wir betrachten das Optimierungsproblem (4.5) fu¨r T = 1 und fi = 1 fu¨r
alle i ∈ P1. Der Einfachheit halber sei P1 = I, α1 = α, Ij1 = Ij fu¨r alle j ∈ J und
Ji1 = Ji fu¨r alle i ∈ I. Mit Satz 4.3.5 erhalten wir zuna¨chst eine Gu¨teschranke von
H(min{maxj∈J ∆j1, α}). Wir zeigen, dass
H(min{max
j∈J
∆j1, α}) = H(min{max
j∈J
|Ij|, α}) (4.21)
gilt. Wegen fi = 1 ist ∆j1 = min{|Ij|, α}. Wir betrachten nun zwei Fa¨lle.
1. Fall: Es gibt ein j ∈ J mit |Ij| ≥ α. Dann ist maxj∈J |Ij| ≥ maxj∈J ∆j1 = α.
Hieraus folgt die Gleichheit in (4.21).
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2. Fall: Es ist |Ij| < α fu¨r alle j ∈ J . Dann ist maxj∈J ∆j1 = maxj∈J |Ij| < α und
es gilt ebenfalls (4.21). Damit ist das Korollar bewiesen.
4.3.2 Beru¨cksichtigung von beliebigen Bedarfsmengen fi > 0
In diesem Abschnitt entwickeln wir einen neuen approximativen Algorithmus (siehe
Algorithmus 4.3.2) fu¨r das Problem (4.3), das eine Verallgemeinerung des PSCP
darstellt. Der einzige approximative Algorithmus, der bisher fu¨r das Problem (4.3)
publiziert wurde, stammt von [BY01] (vgl. Abschnitt 4.2.3.1).
4.3.2.1 Eine Skizze des Algorithmus
Der Algorithmus 4.3.2 stellt eine Verallgemeinerung des approximativen Algorith-
mus von [GKS01] fu¨r das PSCP dar. Die Grundidee des Algorithmus besteht darin,
das urspru¨ngliche Problem (4.3) in verschiedene “Teilprobleme“ des Typs (4.22) zu
zerlegen. Der Einfachheit halber bezeichnen wir das h-te Teilproblem (4.22) mit
T h fu¨r ein h ∈ J . Nach der Zerlegung des Problems (4.3) in die Teilprobleme
T 1, . . . , T n wird anschließend fu¨r jedes Teilproblem T h, falls dies lo¨sbar ist, ei-
ne zula¨ssige Na¨herungslo¨sung SD mit Hilfe des Algorithmus 4.3.3 bestimmt. Die
Lo¨sung Sh := {h} ∪ SD stellt dann eine zula¨ssige Lo¨sung des gesamten Problems
dar.26 Als Output wa¨hlt der Algorithmus schließlich eine der besten zula¨ssigen
Na¨herungslo¨sungen aus S1, . . . , Sn.
Wir gehen im Folgenden na¨her auf den Algorithmus 4.3.2 ein und treffen hierfu¨r
einige notwendige Vorbereitungen. Es sei I := {1, . . . ,m} und J := {1, . . . , n}.
O.B.d.A. sei die Menge J bezu¨glich der Kosten cj in aufsteigender Reihenfolge ge-
ordnet, d.h. es gilt cj1 ≤ cj2 fu¨r alle j1, j2 ∈ J mit j1 ≤ j2. Eine Lo¨sung des Modells
(4.3) beschreiben wir im Folgenden durch eine Teilmenge S ⊆ J , die die Menge der
ausgewa¨hlten Standorte repra¨sentiert, d.h. es gilt xj = 1 genau dann, wenn j ∈ S.
Fu¨r das Problem (4.3) verwenden wir die Schreibweise T .
Der Algorithmus 4.3.2 durchla¨uft insgesamt n Iterationen. Dabei wird zuna¨chst der
Index j solange erho¨ht, bis die Bedingung∑
i∈I\A
fi ≤ φ− α
gilt. Damit besitzt die Menge {1, . . . , j∗} mit j∗ = j offensichtlich eine zula¨ssige
Lo¨sung des Problems T . In den restlichen Iterationen erfolgt dann die Berechnung
26Siehe auch Zeile 7 von Algorithmus 4.3.2.
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der Lo¨sungen Sj∗ , . . . , Sn (siehe Zeile 7), wobei am Ende des Algorithmus die be-
ste Lo¨sung aus Sj∗ , . . . , Sn gewa¨hlt wird. Wir gehen na¨her auf die Berechnung ei-
ner Lo¨sung Sh mit h ∈ {j∗, . . . , n} ein. Wegen Zeile 7 ist die Lo¨sung Sh definiert
durch Sh := {h}∪Primal-Dual(h). Die Menge Primal-Dual(h) stellt dabei eine




cj · xj (4.22a)
s.t.∑
j ∈ Jhi
xj + yi ≥ 1 fu¨r alle i ∈ Ih (4.22b)
∑
i∈ Ih
yi · fi ≤ φ− α (4.22c)
xj ∈ {0, 1} fu¨r alle j ∈ Jh (4.22d)
yi ∈ {0, 1} fu¨r alle i ∈ Ih. (4.22e)
Hierbei seien Jh := {1, . . . , h − 1}, Ih := I \ Ih und Jhi := Ji ∩ Jh fu¨r alle i ∈ Ih.27
Umgangssprachlich ausgedru¨ckt erha¨lt man das Teilproblem T h, indem in T alle
Bedarfsknoten i ∈ Ih und alle Standorte j ∈ J mit j ≥ h eliminiert werden.
Nun u¨berlegt man sich leicht, dass das Teilproblem T h genau dann lo¨sbar ist, wenn
in der Menge {1, . . . , h} eine zula¨ssige Lo¨sung des Problems T existiert. Insbesondere
ist die Menge SD ∪{h} mit SD ⊆ {1, . . . , h− 1} eine zula¨ssige Lo¨sung des Problems
T genau dann, wenn SD ⊆ {1, . . . , h − 1} eine zula¨ssige Lo¨sung des Teilproblems
T h ist.28 Damit ist gesichert, dass die Mengen Sj∗ , . . . , Sn stets zula¨ssige Lo¨sungen
des Problems T darstellen.
Wir gehen na¨her auf den Algorithmus 4.3.3 ein, der eine zula¨ssige Lo¨sung SD fu¨r das
Teilproblem T h bestimmt. Hierfu¨r betrachten wir das zu T h duale Optimierungs-
problem29
27Wir erinnern daran, dass die Menge Ij durch Ij := {i : i ∈ I, j ∈ Ji} definiert ist.
28Basierend auf diesen U¨berlegungen trifft das Lemma 4.3.7 einige Vorbereitungen, die wir spa¨ter
fu¨r den Beweis von Satz 4.3.9 verwenden.
29Zur Berechnung des dualen Problems relaxieren wir die Nebenbedingungen (4.22d)-(4.22e) des
Modells (4.22), indem wir lediglich xj ≥ 0 fu¨r alle j ∈ J und yi ≥ 0 fu¨r alle i ∈ I fordern.
Anschließend bilden wir das duale Problem des relaxierten Modells (4.22). Zur Konstruktion
dualer Probleme verweisen wir den Leser auf [BT97], Kapitel 4.
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Algorithmus 4.3.2 Ein approximativer Algorithmus
Algorithmus Approx (T )
1 Best =∞;S∗ = ∅;
2 if
∑
i∈I fi < α then return S
∗;
3 for all j = 1, . . . , n do






i∈I\A fi ≤ φ− α) then
7 Sj = {j}∪Primal-Dual(j);
8 if (
∑





Algorithmus 4.3.3 Ein primal-dualer Algorithmus
Algorithmus Primal-Dual (h)
1 J¯h = {1, . . . , h− 1}; I¯h = I \ Ih; Ih = I \ Ih;
2 Ihj = Ij \ Ih fu¨r alle j ∈ J¯h;
3 A = ∅; SD = ∅; d = 1 und ui = 0 fu¨r alle i ∈ I¯h;
4 while (
∑
i∈Ih\A fi > φ− α) do
5 Berechne ein d ≥ 0 mit der Eigenschaft
6
∑
i∈Ihj \I¯h ui +
∑










′∩I¯h(ui + d · fi) = cj′ fu¨r ein j
′ ∈ J¯h;
8 ui = ui + fi · d fu¨r alle i ∈ I¯h;
9 I¯h = I¯h \ Ih
j
′ ; J¯h = J¯h \ {j ′}; SD = SD ∪ {j ′};






(T hD ) max
∑
i∈ Ih
ui − (φ− α) · z (4.23a)
s.t.∑
i∈ Ihj
ui ≤ cj fu¨r alle j ∈ Jh (4.23b)
ui ≤ fi · z fu¨r alle i ∈ Ih (4.23c)
0 ≤ ui fu¨r alle i ∈ Ih (4.23d)
0 ≤ z. (4.23e)
Dabei ist Ihj := Ij \ Ih fu¨r alle j ∈ Jh.
Die wesentliche Idee des Algorithmus 4.3.3 besteht nun darin, eine solche Lo¨sung
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(z, (ui)i∈Ih) des dualen Problems T hD zu bestimmen, so dass die Menge SD mit




eine zula¨ssige Lo¨sung fu¨r das Teilproblem T h ist. Die Berechnung der Werte (ui)i∈Ih
erfolgt in den Zeilen 4-10 von Algorithmus 4.3.3. In jeder Iteration wird zuna¨chst
ein j
















(ui +  · fi) = cj′











Anschließend werden die Werte der Variablen ui, i ∈ I¯h, in Zeile 8 durch ui+fi · neu
bestimmt. Hierbei ist I¯h die Menge der Bedarfsknoten i ∈ Ih mit der Eigenschaft
i 6∈ A := ⋃s∈SD Ihs , d.h. die Bedarfsknoten aus I¯h werden durch die Standorte der
Lo¨sung SD noch nicht u¨berdeckt. Am Ende jeder Iteration wird dann SD = SD∪{j ′}
gesetzt. Ebenfalls folgt eine Aktualisierung der Mengen J¯h, I¯h und A. Das Verfahren
bricht schließlich ab, wenn
∑
i∈Ih\A fi ≤ φ − α gilt, d.h. die Menge SD ist eine
zula¨ssige Lo¨sung fu¨r das Teilproblem T h.
4.3.2.2 Bestimmung der Gu¨teschranke
In diesem Abschnitt bestimmen wir die Gu¨teschranke des Algorithmus 4.3.2 und
treffen hierfu¨r zuna¨chst einige Vorbereitungen.
Es sei das Problem T und ein Teilproblem T h fu¨r ein h ∈ J gegeben. Dann bezeichne
NC(S) := {i : i ∈ I, i 6∈ Ihj fu¨r alle j ∈ S} die Menge der Bedarfsknoten aus I, die
nicht von Standorten aus S ⊆ J u¨berdeckt werden. Entsprechend definieren wir fu¨r
das Teilproblem T h die Menge NCT h(S) := {i : i ∈ Ih, i 6∈ Ihj fu¨r alle j ∈ S} fu¨r
eine Menge S ⊆ Jh.
4.3.7 Lemma Es seien die Probleme T und T h gegeben. Dabei sei O.B.d.A. die
Ordnung cj1 ≤ cj2 fu¨r alle j1, j2 ∈ J mit j1 ≤ j2 vorausgesetzt. Dann gelten die
folgenden Aussagen:
(i) Es ist S ⊆ J eine Lo¨sung von T genau dann, wenn ∑i∈NC(S) fi ≤ φ− α gilt.
(ii) Fu¨r alle S ⊆ J und h ∈ S gilt NC(S) = NCT h(S \ {h}).
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(iii) Fu¨r eine Optimallo¨sung S∗ von T und ein h ∈ S∗ mit h = max{j : j ∈ S∗}
gilt:
(a) Das Teilproblem T h ist lo¨sbar.
(b) Es ist Opt = Opth + ch. Dabei bezeichne Opt den optimalen Zielfunk-
tionswert fu¨r das Problem T und Opth den optimalen Zielfunktionswert
fu¨r das Teilproblem T h.
(iv) Ist dann DOpth der optimale Zielfunktionswert fu¨r das zu T h duale Problem
T hD , so gilt unter den Voraussetzungen von (iii):
Opt ≥ DOpth + ch.
Beweis: Der Beweis der Aussagen (i)-(iv) klar.
4.3.8 Lemma Es sei das lo¨sbare Teilproblem T h mit h ∈ J gegeben. Ferner seien
die Werte (ui)i∈Ih und die Menge SD ⊆ Jh gegeben, die der Algorithmus Primal-
Dual fu¨r das Teilproblem T h (Input h) in d Iterationen berechnet. Des Weiteren




j und Tu := I
h \ Tc gegeben, wobei j ′ = l ∈ J¯h
der Index ist, der in der letzten Iteration gewa¨hlt wird. Dann lassen sich fu¨r die
Werte (ui)i∈Ih die folgenden Aussagen treffen:
(i) Es gilt
∑
i∈Ihj ui = cj fu¨r alle j ∈ SD.
(ii) Es gilt
∑
i∈Ihj ui ≤ cj fu¨r alle j ∈ J
h \ SD.
(iii) Es gilt:
ui = fi · (1 + · · ·+ d) fu¨r alle i ∈ Tu,
ui ≤ fi · (1 + · · ·+ d) fu¨r alle i ∈ Tc.
Dabei sind 1, . . . , d ≥ 0 Konstanten, die in Algorithmus Primal-Dual be-
stimmt werden.
(iv) Die Werte (z,(ui)i∈Ih) stellen eine zula¨ssige Lo¨sung des dualen Problems T hD
dar. Dabei ist z := 1 + · · ·+ d mit den Konstanten 1, . . . , d ≥ 0 aus (iii).
Beweis: (i) Wir betrachten O.B.d.A. die d-te Iteration von Algorithmus Primal-
Dual. In dieser Iteration wird zuna¨chst ein j









(ui + d · fi) = cj′
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gewa¨hlt.30 Danach werden in Zeile 8 die Werte ui fu¨r alle i ∈ I¯h neu berechnet und
anschließend I¯h = I¯h \ Ih
j′ (Zeile 9) gesetzt. Damit stehen die endgu¨ltigen Werte der




ui = cj′ .
Wegen j
′ ∈ SD gilt dann die Behauptung (i). Wir zeigen die Aussage (ii). Da zu










(iii) Nehmen wir an, der Algorithmus Primal-Dual durchlaufe d Iterationen. In
dem Beweis von Aussage (i) haben wir bereits gesehen, dass die endgu¨ltigen Belegun-
gen der Variablen ui zu unterschiedlichen Zeitpunkten (bzw. Iterationen) berechnet
werden. Bei insgesamt d Iterationen gilt zuna¨chst
ui ≤ fi · (1 + · · ·+ d)
fu¨r alle i ∈ Ih. Wir nehmen nun an, dass der Index j ′ = l in der d-ten Iteration
gewa¨hlt wird. Zu Beginn der d-ten Iteration gilt dann I¯h = Ih \⋃j∈SD\{l} Ihj und es
wird
ui := fi · (1 + · · ·+ d)
fu¨r alle i ∈ I¯h gesetzt (Zeile 8). Wegen Ih \⋃j∈SD\{l} Ihj = Tu ⊆ Ih ist die Aussage
bewiesen.
(iv) Wir zeigen, dass (z,(ui)i∈Ih) die Nebenbedingungen des dualen Problems T hD
erfu¨llt. Zuna¨chst gilt z ≥ 0 und ui ≥ 0 fu¨r alle i ∈ Ih. Wegen SD ⊆ Jh und der
Aussagen (i)-(ii) gilt somit auch ∑
i∈Ihj
ui ≤ cj (4.24)
fu¨r alle j ∈ Jh. Des Weiteren gilt wegen Aussage (iii) und Ih = Tu ∪ Tc stets
ui ≤ fi · z (4.25)
fu¨r alle i ∈ Ih.
30Der Algorithmus Primal-Dual wa¨hlt in der d-ten Iteration ein d ≥ 0, so dass ein solches
j
′ ∈ J¯h stets existiert.
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Damit werden alle Nebenbedingungen des dualen Problems T hD von (z,(ui)i∈Ih)
erfu¨llt.
4.3.9 Satz Es seien die Mengen I := {1, . . . ,m} und J := {1, . . . , n} gegeben.
O.B.d.A. setzen wir voraus, dass cj1 ≤ cj2 fu¨r alle j1, j2 ∈ J mit j1 ≤ j2 gilt. Ferner
sei SOpt ⊆ J eine optimale Lo¨sung fu¨r das Problem T und Opt :=
∑
j∈SOpt cj der
optimale Zielfunktionswert. Des Weiteren sei S∗ ⊆ J die Lo¨sung, die der Algorithmus
Approx fu¨r das Problem T bestimmt. Ist dann ∆ := maxi∈I |Ji| ≥ 2, so gilt:
∑
j∈S∗
cj ≤ ∆ ·Opt.
Beweis: Der Beweis erfolgt in fu¨nf Schritten.
(a) Wir zeigen zuna¨chst, dass der Algorithmus Approx eine zula¨ssige Lo¨sung fu¨r T
bestimmt. Es sei zS∗ :=
∑
j∈S∗ cj und h ∈ SOpt mit h = max{j : j ∈ SOpt}. Wegen
Lemma 4.3.7 (iii) ist das Teilproblem T h ebenfalls lo¨sbar. Wir betrachten nun die
h-te Iteration von Algorithmus Approx, in der fu¨r das Teilproblem T h eine Menge
SD ⊆ Jh mit Hilfe des Algorithmus Primal-Dual (Input h) berechnet wird. Die
Menge SD ⊆ Jh erfu¨llt dabei die Bedingung∑
Ih\A








i∈NCT h (SD) fi ≤ φ − α. Wegen Lemma 4.3.7
(i)-(ii) ist dann Sh := {h} ∪ SD eine zula¨ssige Lo¨sung fu¨r das Problem T , wobei
SD ⊆ Jh eine zula¨ssige Lo¨sung fu¨r das Teilproblem T h darstellt. Damit berechnet
der Algorithmus Approx mindestens eine zula¨ssige Lo¨sung fu¨r das Problem T .





(b) Es sei l ∈ SD der Index, der in Algorithmus Primal-Dual fu¨r das Teilproblem
T h im letzten Schritt gewa¨hlt wird. Wir definieren nun die Menge
M := SD \ {l}. (4.27)
31Da das Teilproblem T h lo¨sbar ist, kann man leicht nachpru¨fen, dass der Algorithmus Primal-
Dual stets eine solche Menge SD bestimmt.
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cj + 2 · ch. (4.28)
Sind dann (ui)i∈Ih die Werte, die der Algorithmus Primal-Dual fu¨r das Teilpro-






ui + 2 · ch. (4.29)























|Ihj ∩ {i}|+ 2 · ch. (4.32)
Da
∑
j∈M |Ihj ∩ {i}| ≤ |Jhi | ≤ |Ji| ≤ ∆ fu¨r alle i ∈ Tc gilt, ist
zS∗ ≤ ∆ ·
∑
i∈Tc
ui + 2 · ch. (4.33)
Es sei Tu := I
h \ Tc. Wegen Tc, Tu ⊆ Ih und ∆ ≥ 2 gilt dann:









Wegen Lemma 4.3.8 (iii) gibt es dann ein z ≥ 0 mit ui = fi · z fu¨r alle i ∈ Tu. Es
folgt somit:






z · fi + ch
)
. (4.35)
(d) Da der Index l ∈ SD im letzten Schritt von Algorithmus Primal-Dual gewa¨hlt
wurde, gilt
∑
i∈T h(M) fi > φ− α. Wegen
NCT h(M)= {i : i ∈ Ih, i 6∈ Ihj fu¨r alle j ∈M}
= {i : i ∈ I, i 6∈ Ih, i 6∈ Ihj fu¨r alle j ∈M}
= I \ {Ih ∪ Tc}
= Ih \ Tc
= Tu
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ist dann
∑
i∈Tu fi > φ− α. Es folgt somit:
zS∗ ≤ ∆ ·
(∑
i∈Ih
ui − z · (φ− α) + ch
)
. (4.36)
(e) Da (z,(ui)i∈Ih) wegen Lemma 4.3.8 (iv) eine zula¨ssige Lo¨sung des dualen Pro-
blems T hD darstellt, gilt ∑
i∈Ih
ui − z · (φ− α) ≤ DOpth (4.37)
und somit auch





Mit Lemma 4.3.7 (iv) gilt dann
zS∗ ≤ ∆ ·Opt. (4.39)
Damit ist der Satz bewiesen.
Das folgende Korollar trifft eine Aussage zur Komplexita¨t von Algorithmus 4.3.2.
4.3.10 Korollar Der Algorithmus 4.3.2 hat eine Laufzeit von O(n2 ·m).
Beweis: Der Algorithmus 4.3.3 hat eine Laufzeit von O(n · m) und wird in
Algorithmus 4.3.2 maximal n mal aufgerufen. Damit hat der Algorithmus 4.3.2
insgesamt ein Laufzeit von O(n2 ·m).
4.3.11 Bemerkung (i) In Satz 4.3.9 haben wir die Gu¨teschranke von Algorithmus
4.3.2 unter der Annahme berechnet, dass cj1 ≤ cj2 fu¨r alle j1, j2 ∈ J mit j1 ≤ j2
gilt. Da die Sortierung einer beliebigen Liste in der Zeit O(n · log2 n) (z.B. Heapsort)
mo¨glich ist, bleibt die Laufzeit von Algorithmus 4.3.2 weiterhin O(n2 ·m), wenn zu
Beginn des Algorithmus ein schnelles Sortierverfahren aufgerufen wird. Von daher
begu¨nstigt die obige Annahme nicht das Laufzeitverhalten von Algorithmus 4.3.2.
(ii) Hinsichtlich der Komplexita¨t ist der Algorithmus 4.3.2 etwas schlechter als der
Algorithmus von [BY01], der fu¨r das Problem (4.3) die gleiche Gu¨teschranke garan-
tiert, jedoch eine Laufzeit von O(n2 + n ·m) aufweist. Der Vorteil von Algorithmus
4.3.2 liegt in der Mo¨glichkeit einer Parallelisierung des Verfahrens, die aufgrund
der Unabha¨ngigkeit der Iterationen in Algorithmus 4.3.2 leicht umsetzbar ist. Ei-
ne weitere Mo¨glichkeit zur Reduktion der Laufzeit bietet sich in Algorithmus 4.3.3
4.4 U¨berlegungen zur Lo¨sung des MCPSCP und des PSCP 69
an. So kann die Berechnung der Menge SD fru¨hzeitig abgebrochen werden, falls SD
schlechter als die beste berechnete Lo¨sung S∗ ist.
(iii) Fu¨r den Fall, dass fi = 1 fu¨r alle i ∈ I gilt, ist der Algorithmus 4.3.2 mit dem
Algorithmus aus [GKS01] identisch.
4.4 U¨berlegungen zur Lo¨sung des MCPSCP und
des PSCP
Zur Lo¨sung des MCPSCP und des PSCP haben wir uns aus zweierlei Gru¨nden aus-
schließlich auf heuristische Verfahren konzentriert. Erstens betrachten wir in dieser
Arbeit Problemgo¨ßen, die bereits fu¨r das SCP den Einsatz von Heuristiken anstatt ei-
nes exakten Verfahrens nahe legten. Zweitens lassen sich mit heuristischen Verfahren
oftmals “gute” Na¨herungslo¨sungen oder sogar Optimallo¨sungen in “angemessener”
Zeit bestimmen. Dieser Aspekt spielt besonders dann eine wichtige Rolle, wenn um-
fangreiche szenarische Untersuchungen, wie sie z.B. im Falle des Projekts mit der
DB Cargo32 durchgefu¨hrt wurden, erforderlich sind. Die Verwendung eines exak-
ten Verfahrens ko¨nnte beispielsweise im Anschluss erfolgen, wenn die Parameter der
Problemstellung endgu¨ltig feststehen.
Zur Lo¨sung des MCPSCP und des PSCP orientierten wir uns an den Methoden,
die in der Literatur zur na¨herunsgweisen Lo¨sung des SCP verwendet werden.33 Die
Mo¨glichkeit, das MCPSCP und das PSCP u¨ber eine Folge von Maximal Covering
Location Problemen zu lo¨sen, haben wir in dieser Arbeit nicht weiter verfolgt, da
wir sonst von einheitlichen Kosten cj = 1 fu¨r alle j ∈ J ha¨tten ausgehen mu¨ssen.34
Fu¨r das MCPSCP stellen wir in Kapitel 5 zuna¨chst einige neue Startheuristiken
vor, die zusa¨tzlich mit den in Abschnitt 5.2 entwickelten Verbesserungsverfahren
kombiniert werden. Da die Startheuristiken in der Regel schlechtere Lo¨sungen als
Metaheuristiken liefern, haben wir uns fu¨r die Entwicklung und Implementierung
verschiedener Simulated Annealing Algorithmen entschieden. Die Wahl eines Simu-
lated Annealing Ansatzes war hier aus verschiedenen Gru¨nden motiviert. Zum Einen
konnten wir die Ansa¨tze, die fu¨r das SCP bessere Ergebnisse als Simulated Anne-
aling lieferten35, nicht sinnvoll auf die Problemstellung des MCPSCP u¨bertragen.
Erste experimentelle Untersuchungen mit einem Lagrange-basierten Ansatz, der im
32Von Seiten des Projektpartners wurden u¨ber 40 verschiedene Szenarien vorgegeben, die sich
hinsichtlich des Optimierungszeitraums, des U¨berdeckungsgrades und der bereits festgelegten
Standorte fu¨r Messstellen unterscheiden konnten.
33Siehe hierzu auch Abschnitt 3.3.2.2.
34Fu¨r das PSCP verweisen wir den Leser auf die Referenzen [DO99, BLF92] auf Seite 49. Im
Falle des MCPSCP siehe Seite 52.
35Zur erwa¨hnen sind hier die Lagrange-basierten Verfahren von [CFT99, YKI01] und das Ver-
fahren von [MS00]. Siehe hierzu auch Abschnitt 3.3.2.3.
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Wesentlichen auf dem Ansatz von [CFT99] aufbaut, konnten keine u¨berzeugenden
Ergebnisse liefern. Zum Anderen sprach fu¨r Simulated Annealing, dass der Ansatz
a¨ußerst flexibel handhabbar ist, was A¨nderungen der Zielfunktion oder der Neben-
bedingungen angeht. Die in dieser Arbeit entwickelten Prototypen ko¨nnen so als
Grundlage zur Lo¨sung von Erweiterungen des PSCP und des MCPSCP verwendet
werden.
Zur Lo¨sung des MCPSCP ha¨tten sich prinzipiell auch genetische Algorithmen an-
geboten. Wir haben uns gegen diese Mo¨glichkeit entschieden, da im Falle des SCP
die publizierten Ergebnisse fu¨r genetische Algorithmen etwas schlechter ausfallen als
die Ergebnisse der Simulated Annealing Algorithmen.
Obwohl die Verfahren fu¨r das MCPSCP auch zur Lo¨sung des PSCP konzipiert
wurden, entwickelten wir speziell fu¨r das PSCP weitere Algorithmen. Aufgrund
der Erfolge Lagrange-basierter SCP-Heuristiken36 pra¨sentieren wir in Kapitel 6
ein Lagrange-basiertes Verfahren fu¨r das PSCP, das eine Verallgemeinerung des
Lagrange-basierten Verfahrens von [CFT99] darstellt. Der Algorithmus von [CFT99]
geho¨rt zur Zeit zu den besten heuristischen Verfahren zur Lo¨sung des SCP. In Kapitel
7 werden schließlich die Lagrange-basierten Konzepte aus Kapitel 6 mit Simulated
Annealing kombiniert. Auch dieser Ansatz ist - unseres Wissens nach - neu.
Wie bereits in Abschnitt 3.3.2.3 erwa¨hnt, hat die Verwendung von Core-Problemen
bei allen neueren SCP-Heuristiken zu einer Verbesserung der Leistungsfa¨higkeit der
Verfahren gefu¨hrt. Diese Technik kommt daher auch bei allen Algorithmen aus den
Kapiteln 6 und 7 zum Einsatz.
36Siehe auch Abschnitt 3.3.2.3.
Kapitel 5
Startheuristiken
Startheuristiken spielten bereits in Abschnitt 3.3.2.2 zur na¨herungsweisen Lo¨sung
des SCP eine wichtige Rolle. Die Heuristiken dienten dort zum Einen zur Beschaffung
“guter” suboptimaler Lo¨sungen, die spa¨ter z.B. als Startlo¨sungen fu¨r ein exaktes
oder ein weiteres heuristisches Verfahren dienen ko¨nnen. Zum Anderen ist die Un-
tersuchung von Startheuristiken aufgrund ihrer eigensta¨ndigen Bedeutung sinnvoll,
da sich grundsa¨tzlich der Frage nachgehen la¨sst, inwieweit sich bereits mit einfachen
implementierbaren Prinzipien schnell “gute” zula¨ssige Na¨herungslo¨sungen fu¨r die
zugrundeliegende Problemstellung bestimmen lassen.
Aus gleichen U¨berlegungen ist die Entwicklung und Untersuchung von Startheuris-
tiken fu¨r das MCPSCP (4.1) notwendig. Wir werden daher in diesem Kapitel eine
Reihe alternativer Startheuristiken angeben, die unter anderem die Startlo¨sungen fu¨r
die Verfahren aus den Kapiteln 6 und 7 liefern. Ausgangspunkt der Untersuchung
sind dabei Greedy-basierte Heuristiken, die bereits zur na¨herungsweisen Lo¨sung des
SCP aus der Literatur bekannt sind und an das MCPSCP (4.1) in Abschnitt 5.1.2
angepasst werden. Anschließend entwickeln wir in Abschnitt 5.2 diverse Verbesse-
rungsverfahren, die sich mit den Heuristiken aus Abschnitt 5.1.2 kombinieren lassen.
Da das PSCP (4.2) ein Spezialfall des MCPSCP (4.1) darstellt, ko¨nnen alle Verfah-
ren, die in diesem Kapitel entwickelt werden, selbstversta¨ndlich auch auf das PSCP
angewendet werden.
Eine Beurteilung und Diskussion der in diesem Kapitel entwickelten Startheuristiken
erfolgt in Kapitel 8. Dort werden die Ergebnisse der Startheuristiken (mit und ohne
Verbesserungsverfahren) auf MCPSCP- und PSCP-Instanzen pra¨sentiert und mit
den Ergebnissen der Algorithmen aus den folgenden Kapiteln 6 und 7 verglichen.
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5.1 Greedy-basierte Heuristiken
5.1.1 Konstruktionsverfahren
Alle Heuristiken, die in Abschnitt 5.1.2 entwickelt werden, verwenden ein Greedy-
basiertes Konstruktionsverfahren zur Berechnung einer zula¨ssigen Lo¨sung S. Die
Konstruktionsverfahren beginnen dabei mit einer leeren (nicht-zula¨ssigen) Lo¨sung
S und konstruieren iterativ eine zula¨ssige Lo¨sung S ⊆ J . Dabei werden in jeder
Iteration des Verfahrens zuna¨chst alle Standorte bzw. Spalten j ∈ J \S gema¨ß einer
Bewertungsfunktion gewichtet bzw. bewertet. Anschließend wird eine Alternative
j ∈ J\S mit der “besten” Bewertung zur partiellen Lo¨sung S hinzugefu¨gt. Aufgrund
der “Gier” nach der gro¨ßtmo¨glichsten Verbesserung in jeder Iteration werden diese
Algorithmen auch Greedy-Verfahren genannt.
Nach der Berechnung einer zula¨ssigen Lo¨sung S folgt eine Verbesserung der berech-
neten Lo¨sung durch Eliminierung redundanter Komponenten aus S oder mit Hilfe
eines Local-Search-basierten Verbesserungsverfahrens. Zur Beschreibung der Algo-
rithmen nutzen wir die aus Kapitel 4 bekannten Begriffe und fu¨hren an dieser Stelle
einige weitere hilfreiche Notationen und Begriffe ein.
5.1.2 Beschreibung der Algorithmen
Wir fu¨hren zuna¨chst einige Notationen und Begriffe ein, die fu¨r die Beschreibung
der Algorithmen notwendig sind.
5.1.2.1 Notationen und Begriffe
Gegeben sei eine Menge S ⊆ J . Die Menge cov(S) := ⋃j ∈S Ij bezeichne dann alle
Bedarfsknoten, die durch Standorte aus der Menge S u¨berdeckt werden. Hingegen
bezeichne ¯cov(S) := I \ cov(S) die Menge derjenigen Bedarfsknoten, die nicht durch
Standorte aus S u¨berdeckt werden. Ferner sei cov(S, j) := Ij \
⋃
j′ ∈S\{j} Ij′ die
Menge aller Bedarfsknoten, die durch den Standort j ∈ J , aber durch keinen anderen
Standort aus S\{j} u¨berdeckt werden. Des Weiteren ist r(S) := max{0, α−|cov(S)|}
die Anzahl von Bedarfsknoten aus I, die fehlen, damit S ein α-cover ist. Wir nennen
einen Standort j∗ ∈ S redundant (bzgl.S), wenn |⋃j ∈S\{j∗} Ij| = |⋃j ∈S Ij| gilt.
Gilt hingegen |⋃j ∈S\{j∗} Ij| ≥ α, so nennen wir den Standort j∗ α-redundant.
Gelegentlich nennen wir auch einen Standort j ∈ J \S redundant (α-redundant)
bezu¨glich S, wenn j redundant (α-redundant) bezu¨glich der Menge S ∪ {j} ist.
5.1 Greedy-basierte Heuristiken 73
5.1.2.2 Definition der Bewertungsfunktion
Zur Beschreibung der Algorithmen sollen nun einige hilfreiche Funktionen eingefu¨hrt
werden, die die Kosten einer Teilmenge S ⊆ J sowie die Kostenvera¨nderung bei
Hinzufu¨gen von Elementen zur Menge S beschreiben. Mit Hilfe der Funktionen soll
schließlich eine Bewertungsfunktion Scorej definiert werden, die in jeder Iteration
der Verfahren einem Standorte j ∈ J \ S eine Bewertung zuweist.
Der erste Schritt besteht darin, zuna¨chst die Kosten einer Teilmenge S ⊆ J zu
bestimmen. Diese setzen sich aus Kosten
∑
j ∈S cj fu¨r die Standorte j ∈ S sowie aus
der Summe der “Strafkosten” zusammen, die sich aus nicht-realisierten zusa¨tzlichen
U¨berdeckungen von Bedarfsknoten ergeben. Ist dann h : P(J) × I → Z+ eine
Funktion definiert durch
h(S, i) := min{Ki,max{|Ji ∩ S| − 1, 0}}, (5.1)
so beschreibt der Wert h(S, i), wie ha¨ufig der Bedarfsknoten i ∈ I durch Standorte











fu¨r eine Auswahl S ⊆ J von Standorten.
Mit der Funktion g la¨sst sich nun fu¨r eine Standortwahl S ⊆ J und ein Standort
j ∈ J die Kostendifferenz
∆g(S, j) := g(S ∪ {j})− g(S) (5.3)
definieren. Der Wert ∆g(S, j) beschreibt den Anstieg (oder Ru¨ckgang) der Kosten,
wenn der Standort j ∈ J zur Menge S hinzugefu¨gt wird. Da ein Standort j ∈ J
umso “besser” ist, je kleiner der Wert ∆g(S, j) ausfa¨llt, haben die Kosten ∆g(S, j)
einen entscheidenden Einfluss auf die Bewertung eines Standortes j ∈ J . Eine Be-
sonderheit stellen Standorte j ∈ J \S mit der Eigenschaft ∆g(S, j) ≤ 0 dar, da sich
die Kosten fu¨r S nicht erho¨hen, wenn die Menge S durch einen Standort j ∈ J \ S
mit ∆g(S, j) ≤ 0 erweitert wird. Zur Kennzeichnung dieser Standorte fu¨hren wir die
folgende Definition ein.
5.1.1 Definition Es sei eine Teilmenge S ⊆ J gegeben. Wir nennen einen Standort
j ∈ J \ S reduzierend bezu¨glich S, falls die Bedingung ∆g(S, j) ≤ 0 erfu¨llt ist.
Analog zur Funktion ∆g definieren wir fu¨r ein j ∈ S die Kostendifferenz
∆
′
g(S, j) := g(S)− g(S \ {j}), (5.4)
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falls j aus S entfernt wird.
Im na¨chsten Schritt erfolgt die Definition einer Bewertungsfunktion Scorej, die in
jeder Iteration der Verfahren einem Standorte j ∈ J \ S eine Bewertung zuweist.
Diese muss neben den Kosten ∆g(S, j) auch die Anzahl der Bedarfsknoten i ∈ I
beru¨cksichtigen, die von dem Standort j u¨berdeckt werden. Wir definieren hierfu¨r
die Funktion cv : P(J)× J → Z+ mit
cv(S, j) := min{r(S), |cov(S, j)|}.
Fu¨r ein j ∈ J \S gibt cv(S, j) die Anzahl der Bedarfsknoten an, die bei Auswahl des
Standortes j einen “relevanten” Beitrag zur Konstruktion eines α-Covers leisten.
Ist dann die Teilmenge S ⊆ J gegeben, so bewerten wir den Standort j ∈ J \ S mit
Hilfe der Bewertungsfunktion Scorej : P(J)→ R definiert durch
Scorej(S) :=

∆g(S, j)/cv(S, j) , falls ∆g(S, j) > 0 und cv(S, j) > 0
∆g(S, j) · cv(S, j) , falls ∆g(S, j) ≤ 0 und cv(S, j) > 0
∆g(S, j) , sonst.
(5.5)
Gema¨ß der Bewertungsfunktion Scorej ist dann ein Standort j umso “besser”, je
kleiner der Funktionswert von Scorej ausfa¨llt.
Zur Begru¨ndung der Bewertungsfunktion la¨sst sich Folgendes sagen: Die ersten bei-
den Fa¨lle versuchen die Funktionen ∆g(S, j) und cv(S, j) zu kombinieren. Im ersten
Fall geschieht dies durch die Wahl des Quotienten aus beiden Funktionen. Fu¨r den
Spezialfall des SCP und des PSCP entspricht Scorej der Bewertungsfunktion, die
u¨blicherweise bei allen Greedy-Algorithmen zur Lo¨sung des SCP (vgl. [Chv79])1 oder
des PSCP (vgl. [Sla97]) gewa¨hlt wird. Der zweite Fall bewertet reduzierende Stand-
orte, die nicht redundant sind. Da ∆g(S, j) ≤ 0 ist, muss gewa¨hrleistet sein, dass die
Attraktivita¨t eines Standortes j mit gro¨ßer werdenden Werten fu¨r cv(S, j) zunimmt.
Wir wa¨hlen daher das Produkt ∆g(S, j) · cv(S, j). Ein reduzierender Standort j ist




) > 0 u¨berlegen (aus lokaler Sicht). Im letz-
ten Fall ist cv(S, j) = 0. Der Standort j ist somit redundant oder α-redundant
bezu¨glich S. Ausschlaggebend fu¨r die Bewertung des Standortes sind daher lediglich
die Kosten ∆g(S, j).
5.1.2.3 Grundkonzept der Konstruktionsverfahren
Alle Konstruktionsverfahren, die in diesem Kapitel beschrieben werden, durchlaufen
wa¨hrend der Konstruktion einer zula¨ssigen Lo¨sung drei Phasen:
1Siehe auch den Abschnitt 3.3.2.2.
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P1. Die erste Phase konstruiert eine zula¨ssige Lo¨sung S ⊆ J fu¨r das MCPSCP
(4.1) gema¨ß einer Greedy-Strategie und endet, sobald S ein α-Cover ist. Zur
Konstruktion des α-Covers werden ausschließlich nicht-redundante Standorte
j ∈ J verwendet.
P2. Die zweite Phase sucht reduzierende Standorte j ∈ J \S und fu¨gt diese iterativ
zu S hinzu. Hieraus folgt eine Kostenreduktion des α-Covers S.
P3. In der dritten Phase erfolgt die sukzessive Eliminierung von α-redundanten
Standorten j ∈ S aus S, die der Bedingung ∆′g(S, j) ≥ 0 genu¨gen.
In der Phase P1 erfolgt die Konstruktion eines α-Covers mit nicht-redundanten
Standorten. Redundante Standorte kommen in dieser Phase des Algorithmus nicht
in Betracht, selbst wenn diese Standorte reduzierend sind. Dieses Vorgehen ist da-
mit begru¨ndbar, dass mit der Konstruktion eines α-Covers in der Regel auch ei-
ne mehrfache U¨berdeckung von Bedarfsknoten einhergeht. Durch den Ausschluss
von reduzierenden redundanten Standorten soll schließlich verhindert werden, dass
durch die Auswahl solcher Standorte fru¨hzeitig mehrfache U¨berdeckungen erzielt
werden, die sich auch zu einem spa¨teren Zeitpunkt der Konstruktionsphase evtl.
“kostengu¨nstiger” realisieren lassen oder sich zwangsla¨ufig ergeben. Mit der Hoff-
nung, dass die ausgeschlossenen reduzierenden (und redundanten) Standorte bis zur
Phase P2 reduzierend bleiben, setzt die Betrachtung redundanter Standorte erst in
der zweiten Phase P2 ein.
Inwieweit sich in der Phase P2 u¨berhaupt reduzierende Standorte finden lassen,
ha¨ngt dabei entscheidend von der Wahl der Gewichte ωi ab. Die Phase P3 hingegen
entfernt α-redundante Standorte aus S. Dies fu¨hrt im Falle des PSCP (4.2) stets
zu einer Kostensenkung des α-Covers, was im Falle des MCPSCP (4.1) nur zutrifft,
wenn zusa¨tzlich die Bedingung ∆
′
g(S, j) ≥ 0 gilt.2
5.1.2.4 Ein klassischer Greedy-Algorithmus
Wir beschreiben im Folgenden einen Greedy-Algorithmus, der eine Verallgemeine-
rung des klassischen Greedy-Algorithmus von [Chv79] fu¨r das SCP sowie eine Ver-
allgemeinerung des Greedy-Algorithmus von [Sla97] darstellt.
Das Greedy-Verfahren wird in Algorithmus 5.1.1 zusammengefasst. Die Zeilen 1-
2 mit der Auswahlfunktion Add Element() vollziehen die erste Phase P1 des
Algorithmus. Die zweite Phase P2 realisieren die Zeilen 3-4. Durch die Funkti-
on Add reduzierendes Element() werden iterativ reduzierende Standorte zur
Standortwahl S hinzufu¨gt. Die Funktion Remove Redundante Elemente()
entfernt schließlich α-redundante Standorte aus S (siehe Phase P3).
2Man kann sich leicht u¨berlegen, dass im Falle des MCPSCP auch α-redundante Standorte
existieren ko¨nnen, fu¨r die ∆
′
g(S, j) < 0 gilt.
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Algorithmus 5.1.1 Ein Greedy-Algorithmus
Algorithmus Greedy (S)
1 while (S kein α-Cover) do
2 S = S∪ Add Element(S);
3 while (es gibt ein j ∈ J \ S mit Scorej(S) ≤ 0) do
4 S = S∪ Add reduzierendes Element(S);
5 S=Remove Redundante Elemente(S);
6 return S;
Im Folgenden beschreiben wir die wichtigsten Funktionen aus Algorithmus 5.1.1.
1. ADD ELEMENT(). Berechne N1 := {j : j ∈ J \ S , j ist nicht-redundant}.
Wa¨hle einen Standort j ∈ N1 mit Scorej(S) = min
j′ ∈N1
Scorej′ (S).
2. ADD REDUZIERENDES ELEMENT(). Bestimme zuna¨chst die Standort-
menge N2 := {j : j ∈ J \ S ist α-redundant mit Scorej(S) ≤ 0}. Wa¨hle den
Standort j ∈ N2 mit Scorej(S) = min
j′ ∈N2
Scorej′ (S).
3. REMOVE REDUNDANTE ELEMENTE(). Berechne zuna¨chst die Stand-
ortmenge R := {j : j ∈ S ist α-redundant mit ∆′g(S, j) ≥ 0}. Wa¨hle nun einen
Standort j ∈ R mit ∆′g(S, j) = maxj′ ∈R∆′g(S, j ′) und setze S := S \ {j}. Aktua-
lisiere R und wiederhole das Verfahren bis R = ∅ gilt.
5.1.2.5 Greedy-basierte Multi-Start-Algorithmen
Das Prinzip eines Multi-Start-Algorithmus beruht auf der Idee, viele un-
abha¨ngige Aufrufe eines nicht-deterministischen Konstruktionsverfahrens Con-
struct Solution() aufzurufen, wobei jeder Aufruf mit einer leeren Standortwahl
S = ∅ beginnt und in den Phasen P1-P3 ein α-Cover S gema¨ß einer Greedy-
Strategie bestimmt. Anschließend wird in einer Routine Optimize() eine Ver-
besserung der Lo¨sung S angestrebt. Diese kann durch Eliminierung von z.B. α-
redundanten Standorten oder durch den direkten Austausch von Standorten erfol-
gen. Im letzten Fall bieten sich Verbesserungsverfahren an, die gema¨ß eines Local-
Search-Ansatzes Standorte aus der Lo¨sung entfernen und dafu¨r neue Standorte hin-
zufu¨gen.
Nach n Durchla¨ufen endet der Multi-Start-Algorithmus und gibt die beste berechne-
te Lo¨sung Best Solution zuru¨ck. Das Grundkonzept eines Multi-Start-Ansatzes
veranschaulicht der Algorithmus 5.1.2.
Das typische Beispiel eines Multi-Start-Algorithmus sind Greedy-Randomized-
Adaptive-Search-Procedures (GRASP), die von [FR95, RR02] systematisch un-
tersucht wurden. Anwendungen fu¨r GRASP finden sich beispielsweise zur
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Algorithmus 5.1.2 Ablauf eines Multi-Start-Algorithmus
Algorithmus Multi-Start (S)
1 Best Solution=J
2 for i = 1 . . . n do
3 S = ∅; S =Construct Solution(S);
4 S =Optimize(S);
5 if (S besser als Best Solution) then Best Solution=S;
6 return Best Solution;
na¨herungsweisen Lo¨sung von Set Covering Problemen (vgl. [FR89]) und Maxi-
mal Covering Location Problemen (vgl. [Res98]). Weitere Multi-Start-Ansa¨tze zur
Lo¨sung des SCP werden beispielsweise in [GW97, MS98, Fin01] untersucht.
Im Folgenden sollen einige Multi-Start-Algorithmen beschrieben werden. Wir ge-
hen zuna¨chst davon aus, dass die Funktion Optimize() lediglich reduzierende α-
redundante Standorte aus S eliminiert. Wir u¨bernehmen hierfu¨r die Methode, die be-
reits in der Funktion Remove Redundante Elemente() aus Algorithmus 5.1.1
verwendet wurde. Zu kla¨ren bleiben daher lediglich die spezifischen Unterschiede in
der Funktion Construct Solution().
Wir beginnen mit der Beschreibung eines Multi-Start-Algorithmus, der auf der Idee
eines GRASP-Algorithmus basiert.
Algorithmus GRASP-γ.
Kern des Algorithmus ist die Prozedur Construct Solution(), die eine Va-
riante des Greedy-Algorithmus 5.1.1 aus Abschnitt 5.1.2.4 darstellt. Der Un-
terschied liegt dabei lediglich in der Auswahl der Elemente durch die Funktion
Add Element(). Wa¨hrend in Algorithmus 5.1.1 bisher ein Standort j∗ ∈ N1 mit
minimalem Scorej∗(S) ausgewa¨hlt wurde, erfolgt nun eine Erweiterung der Menge
N1 durch weitere zu j∗ “gleichwertige” Standorte. Die Auswahl eines Standortes in
Add Element() geschieht wie folgt:
1. BerechneN 11 := {j : j ∈ N1, Scorej(S) ≤ Scorej∗(S)·γ}. Dabei ist γ ≥ 1 eine
Konstante und j∗ ∈ N1 ein Standort mit Scorej∗(S) = minj∈N1 Scorej(S).
2. Wa¨hle einen Standort j ∈ N 11 zufa¨llig.
Entscheidend fu¨r die Qualita¨t der α-Cover ist hier die Wahl des Parameters γ.
Wir wa¨hlen γ = 1,5.3 Da fu¨r jeden reduzierenden Standort j∗ offensichtlich auch
N 11 = {j : j ∈ N1, Scorej(S) = Scorej∗(S)} gilt, wird auf eine Modifikation der
Funktion Add reduzierendes Element() verzichtet.
3Anhand der Wahl von γ in den Artikeln [FR89, Res98] la¨sst sich die Wahl γ = 1,5 herleiten.
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Algorithmus GRASP-p.
Die Prozedur Construct Solution() ist ebenfalls eine Variante des Greedy-
Algorithmus 5.1.1 mit Modifikationen in den Funktionen Add Element() und
Add reduzierendes Element(). In der Prozedur Add Element() erfolgt die
Auswahl eines Standortes nach dem folgenden Schema:
1. Sortiere die Standorte der Menge N1 in aufsteigender Ordnung bzgl. ihrer
Werte Scorej(S). Nach der Sortierung sei N1 = {js1 , js2 , . . . , js|N1|}.
2. Fu¨r eine Konstante p ∈ N mit p ≥ 1 und k := min{|N1|, p} definiere man die
Menge N 21 := {js1 , js2 , . . . , jsk} ⊆ N1. Die Menge N 21 entha¨lt offensichtlich die
p besten Standorte bezu¨glich der Bewertungsfunktion Scorej(S).
3. Wa¨hle einen Standort j ∈ N 21 zufa¨llig.
Analog verfa¨hrt man fu¨r N2 in der Prozedur Add reduzierendes Element().
Fu¨r unsere Zwecke setzen wir p = 3.
Algorithmus BaHo.
Die Funktion Construct Solution() stellt eine Variante des Greedy-
Algorithmus 5.1.1 dar, wobei lediglich das Auswahlprinzip in der Funktion
Add Element() modifiziert wird. Die Auswahl von Standorten basiert hierbei auf
der Idee eines Greedy-Verfahrens fu¨r das SCP, das in [BH80] vorgeschlagen wurde
und seitdem in zahlreichen Publikationen wie z.B. in [Fin01, BJT99, JB95] Anwen-
dung findet. Die Auswahl eines Standortes j ∈ J \ S geschieht dabei wie folgt:
1. Wa¨hle zufa¨llig einen Bedarfsknoten i ∈ ¯cov(S), also einen Bedarfsknoten, der
bisher noch nicht von einem Standort j ∈ S u¨berdeckt wird.
2. Definiere N2 := {j : j ∈ Ji \ S}.4
3. Wa¨hle ein j∗ ∈ N2 mit Scorej∗(S) = min
j ∈N2
Scorej(S).
In der Phase P2 der Prozedur Construct Solution() wird die Funktion
Add reduzierendes Element() aus Algorithmus 5.1.1 verwendet.
Algorithmus GR REM.
Die Prozedur Construct Solution() stellt eine Modifikation des Greedy-
Algorithmus 5.1.1 dar. Die Variante besteht darin, dass in jeder Greedy-Iteration
der Phasen P1 und P2 genau ein Standort aus S entfernt werden kann. Hierdurch
4Unter der Voraussetzung, dass jeder Bedarfsknoten von mindestens einem Standort u¨berdeckt
wird, gilt stets N2 6= ∅, da i ∈ ¯cov(S). Wegen i ∈ ¯cov(S) ist jeder Standort j ∈ N2 nicht-
redundant.
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soll die Auswahl von Lo¨sungskomponenten von S, die sich zu einem Zeitpunkt des
Verfahrens als “ungu¨nstig” erweisen, ru¨ckga¨ngig gemacht werden.5 Der Algorithmus
5.1.3 zeigt den Ablauf des Konstruktionsverfahrens.
Algorithmus 5.1.3 Construct Solution()
Algorithmus Construct Solution(S)
1 while (S kein α-Cover) do
2 S = S∪ Add Element(S);
3 if (Remove OK()) then S = Remove One Element(S);
4 while (es gibt ein j ∈ J \ S mit Scorej(S) ≤ 0) do
5 S = S∪ Add reduzierendes Element(S);
6 if (Remove OK()) then S = Remove One Element(S);
7 if (S kein α-Cover) then goto 1;
8 return S;
Die Zeilen 3, 6 und 7 sind die Erweiterungen von Algorithmus 5.1.1. Die Eliminierung
eines Standortes wird hierbei durch die Funktion Remove OK() gesteuert, die mit
einer Wahrscheinlichkeit von 0,3 den Wert TRUE annimmt. Da in Zeile 6 (Phase P2)
aus einem α-Cover S evtl. eine nicht-zula¨ssige Lo¨sung wird, wird in diesem Fall in
Zeile 7 die Phase P1 erneut gestartet. Die Auswahl eines Standortes in der Prozedur
Remove One Element() geschieht wie folgt:







g(S, j)/|cov(S, j)| , falls ∆′g(S, j) > 0 und |cov(S, j)| > 0
∆
′
g(S, j) · |cov(S, j)| , falls ∆′g(S, j) ≤ 0 und |cov(S, j)| > 0
∆
′
g(S, j) , sonst.




j(S). Entferne anschließend den
Standort j∗ aus S durch S = S \ {j∗}.
Algorithmus MAST.
Dieser Algorithmus wurde ausschließlich zu na¨herungsweisen Lo¨sung des PSCP kon-
zipiert. Die Prozedur Construct Solution() ist dabei eine Variante von Algo-
rithmus 5.1.3, mit dem Unterschied, dass zum Einen nur die Phase P1 betrachtet
wird und zum Anderen eine neue Bewertungsfunktion fu¨r Standorte, die aus S ent-
nommen oder zu S hinzugefu¨gt werden, zugrunde liegt. Diese Bewertungsfunktion
5Eine a¨hnliche Idee wurde bereits in den Greedy-Verfahren von [MS98, MS00] zur Lo¨sung des
Unweighted SCP und des SCP verfolgt.
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ist Grundlage der effizienten SCP-Heuristik von [MS00]6 und wird hier auf den all-
gemeineren Fall des PSCP erweitert. Der Algorithmus 5.1.4 skizziert den Ablauf der
Funktion Construct Solution().
Algorithmus 5.1.4 Construct Solution()
Algorithmus Construct Solution(S)
1 while (S kein α-Cover) do
2 S = S∪ Add Element(S);
3 if (Remove OK()) then S=Remove One Element(S);
4 return S;
Wie in Prozedur 5.1.3 nimmt auch hier die Funktion Remove OK() den Wert
TRUE mit einer Wahrscheinlichkeit von 0,3 an. Zur Beschreibung der Funktio-
nen Add Element() und Remove One Element() fu¨hren wir zuna¨chst ei-
nige hilfreiche Funktionen ein. Die Funktion min weight sei definiert durch
min weight(i) := min{cj : j ∈ Ji} fu¨r ein i ∈ I. Somit la¨sst sich die U¨berdeckung des
Bedarfsknoten i durch einen Standort j ∈ Ji mit minimalen Kosten min weight(i)
realisieren. Ferner berechne sich der Wert cov val(S, j) fu¨r ein j ∈ J wie folgt:
1. Ordne alle Bedarfsknoten i ∈ cov(S, j) in aufsteigender Reihenfolge bzgl. ih-
rer Funktionswerte min weight(i). Nach der Umordnung von cov(S, j) sei
cov(S, j) = {is1 , . . . , isl} mit l = |cov(S, j)|. Der Bedarfsknoten is1 habe dabei




min{l, |cv(S, j)|} , falls j ∈ J \ S
min{l, |cv(S \ {j}, j)|} , falls j ∈ S. (5.6)
3. Berechne cov val(S, j) :=
∑k
p=1min weight(isp).






, falls cov val(S, j) > 0
∞ , sonst. (5.7)
ADD ELEMENT(). Berechne N3 := {j : j ∈ J \ S , j ist nicht-redundant}.
Wa¨hle anschließend einen Standort j ∈ N3 mit Scorej(S) = min
j′ ∈N3
Scorej′ (S).
6Na¨heres hierzu findet man auch in der Zusammenfassung der Local-Search Verfahren in Ab-
schnitt 3.3.2.
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REMOVE ONE ELEMENT(). Wa¨hle einen Standort j ∈ S mit der Eigenschaft
Scorej(S) = max
j′ ∈S
Scorej′ (S). Setze S = S \ {j}.
Die Konzeption der Bewertungsfunktion Scorej orientiert sich hierbei an dem An-
satz von [MS00]. Die Grundidee besteht darin, den Quotienten aus Kosten cj und
der Summe von Kosten min weight(i) von Bedarfsknoten i ∈ cov(S, j) zu bestim-
men. Da im Falle des PSCP ein Standort j ∈ J mehr Bedarfsknoten i ∈ cov(S, j)
u¨berdecken kann als notwendig (im Sinne eines α-Covers), darf die Summe von Kos-
ten min weight(i) lediglich u¨ber eine Auswahl von Bedarfsknoten i ∈ cov(S, j)
gebildet werden. In unserem Ansatz betrachten wir die k besten Bedarfsknoten
i ∈ cov(S, j) bezu¨glich der Funktion min weight. Hierbei ist k die maximale An-
zahl von Bedarfsknoten aus cov(S, j), die einen “relevanten” Beitrag zum α-Cover
S beitragen. Fu¨r den Fall, dass j redundant oder α-redundant ist, nimmt die Be-
wertungsfunktion Scorej hingegen einen großen Wert, gekennzeichnet durch ∞, an.
Abschließend weisen wir darauf hin, dass die betrachte Funktion Scorej im Falle des
SCP identisch mit der Bewertungsfunktion aus [MS00] ist.
5.2 Verbesserungsverfahren
Die im vorigen Abschnitt beschriebenen Algorithmen dienen zur Erzeugung von
zula¨ssigen Lo¨sungen fu¨r das MCPSCP (4.1). Nun sollen einige Verfahren zur lokalen
Verbesserung zula¨ssiger Lo¨sungen vorgestellt werden. Diese Verfahren werden spa¨ter
in Kapitel 8 mit einigen Multi-Start-Algorithmen aus Abschnitt 5.1.2.5 kombiniert,
wobei der Aufruf eines Verbesserungsverfahrens in der FunktionOptimize() erfolgt.
Wir stellen im Folgenden vier Verbesserungsverfahren vor, die iterativ durch soge-
nannte Austauschschritte Standorte aus S mit Standorten aus J \ S austauschen.7
Die Verfahren lassen sich dabei hinsichtlich ihrer Vorgehensweise in zwei Ansa¨tze
unterteilen:
A. Ein Austauschschritt des Ansatzes beruht auf der Idee, einen Standort j ∈ J\S
zum α-Cover S hinzuzufu¨gen und anschließend einige α-redundante Standorte
j
′ ∈ S mit j 6= j ′ und ∆′g(S, j ′) ≥ 0 zu eliminieren. Somit kommt es zu einem
Austausch von Standorten aus S mit Standorten aus J \ S.
B. In einem Austauschschritt wird ein Standort j ∈ S aus dem α-Cover S entfernt
und neue Standorte j ∈ J \S zu S (falls S nicht α-Cover ist) hinzugefu¨gt bis S
ein α-Cover ist. Anschließend erfolgt die Eliminierung einiger α-redundanter
Standorte j ∈ S mit ∆′g(S, j) ≥ 0.
7In dem Sinne lassen sich die Verfahren bereits als Local-Search Verfahren interpretieren. Fu¨r
eine Einfu¨hrung in die Thematik des Local-Search verweisen wir den Leser auf Kapitel 7.
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Die Ansa¨tze A und B wurden beispielsweise in [VW84, VW86, MS00, Fin01] zur
Verbesserung zula¨ssiger Lo¨sungen fu¨r das SCP verfolgt.
Wir beginnen mit der Beschreibung zweier Verbesserungsverfahren, die auf dem
ersten Ansatz A beruhen.
5.2.1 Das Verfahren Add B Rem
Das Verfahren Add B Rem (Add-Best-Remove) verfolgt eine Best-Improvement
Strategie, wobei in jedem Iterationsschritt zu einem α-Cover S Standorte j ∈ J\S zu
S hinzugefu¨gt und anschließend α-redundante Standorte aus der Menge S entfernt
werden. Die Grundzu¨ge des Verbesserungsverfahrens beschreibt der Algorithmus
5.2.1.
Algorithmus 5.2.1 Das Verbesserungsverfahren Add B Rem()
Algorithmus Add B Rem(S)
1 Best Solution=S; Flag = 0;















besser als Best Solution) then {Best Solution=S ′ ;Flag = 1;}
7 S = Best Solution;
8 if (Flag = 1) then goto 1;
9 return S;
In einem Austauschschritt (Zeilen 2-7) werden fu¨r jeden Standort j ∈ J \ S zwei
Schritte vollzogen. Im ersten Schritt wird j zu S durch S
′
= S ∪ {j} hinzugefu¨gt.
Im zweiten Schritt werden in der Funktion Remove Redundante Elemente()
iterativ α-redundante Standorte s ∈ S ′ mit j 6= s und ∆′g(S ′ , s) ≥ 0 aus S ′ ent-
fernt. Hierbei gehen wir a¨hnlich vor wie in Algorithmus 5.1.1. Falls S
′
“besser” als
Best Solution ist, fu¨hrt der obige Austauschschritt bzgl. j zu einer weiteren Ver-
besserung von S. Nachdem alle j ∈ J \ S betrachtet wurden, wird in Zeile 7 ein
Austauschschritt durch S = Best Solution vollzogen, wobei Best Solution die be-
ste gefundene zula¨ssige Lo¨sung ist. Falls eine Verbesserung von S stattfand (Zeile 8),
wiederholt sich das Verfahren und ein weiterer Austauschschritt wird fu¨r die neue
zula¨ssige Lo¨sung S angesetzt. Ansonsten endet das Verbesserungsverfahren.
5.2.2 Das Verfahren Add L Rem
Das Verfahren Add L Rem (Add-List-and-Remove) stellt eine Variante des Verbes-
serungsverfahrens Add B Rem() dar. Wie in Algorithmus Add B Rem werden in
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den Zeilen 2-6 von Algorithmus 5.2.2 zuna¨chst fu¨r jeden Standort j ∈ J \ S die
Lo¨sungen S
′
nach einem mo¨glichen Austauschschritt bzgl. j betrachtet. Falls S
′
besser als S ist, wird der Standort in einer Liste L abgelegt. Alle Standorte aus
L implizieren somit einen Austauschschritt, der die aktuelle Lo¨sung S verbessert.
Nachdem alle Standorte j ∈ J \ S untersucht wurden, werden die Standorte j der
Liste L bezu¨glich ihrer Bewertung gain(j) in aufsteigender Reihenfolge geordnet.
Hierbei beschreibt gain(j) die Kosten der Lo¨sung S
′
, die sich nach einem Austausch-
schritt bzgl. j ergeben. Im letzten Schritt (Zeilen 8-12) wird fu¨r alle Standorte j ∈ L,
beginnend mit dem ersten Standort der Liste L, der Reihe nach ein Austauschschritt
bzgl. j durchgefu¨hrt, falls dies zu einer Verbesserung der aktuellen Lo¨sung S fu¨hrt.
Algorithmus 5.2.2 Das Verbesserungsverfahren Add L Rem
Algorithmus Add L Rem(S)
1 L = ∅; Flag = 0;















besser als S) then {gain(j) = g(S ′);L = L ∪ {j}; }
7 Sortiere alle j ∈ L in aufsteigender Reihenfolge bzgl. der Werte gain(j);



















Die Eliminierung α-redundanter Standorte aus einem α-Cover S
′
geschieht dabei wie
in Algorithmus 5.2.1 durch die Funktion Remove Redundante Elemente().
Die Algorithmen 5.2.2 und 5.2.1 unterscheiden sich darin, dass in Algorithmus 5.2.2
lediglich Austauschschritte bezu¨glich der Standorte aus der Menge L erlaubt sind.
Da L nach der Durchfu¨hrung eines Austauschschrittes in den Zeilen 8-12 nicht ak-
tualisiert wird, ist ferner nicht jeder durchgefu¨hrte Austauschschritt gleichzeitig auch
der “lokal” Beste. Der Vorteil des Verfahrens liegt im Vergleich zu Algorithmus 5.2.1
in der geringeren Laufzeit, da alle mo¨glichen Austauschschritte (Zeilen 8-12) durch
die Liste L eingeschra¨nkt sind und somit alle Austauschschritte mit einem geringeren
Gesamtaufwand durchgefu¨hrt werden.
Abschließend stellen wir zwei Verbesserungsverfahren vor, deren Austauschschritte
auf dem zweiten Ansatz B basieren.
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5.2.3 Das Verfahren Rem Add FI
Jeder Austauschschritt des Verbesserungsverfahrens Rem Add FI (Remove-Add-
First-Improvement) basiert auf Ansatz B, wobei Verbesserungen der aktuellen
Lo¨sung S gema¨ß einer First-Improvement Strategie erzielt werden. Der Algorithmus
5.2.3 zeigt den detaillierten Ablauf des Verfahrens. Der Algorithmus entfernt dabei
zufa¨llig einen Standort j ∈ S aus der aktuellen Lo¨sung S und versucht anschlie-
ßend die evtl. nicht-zula¨ssige Lo¨sung S
′
= S \{j} durch ein Konstruktionsverfahren
Construct Solution() zu vervollsta¨ndigen. Anschließend folgt durch die Proze-
dur Remove Redundante Elemente() aus Algorithmus 5.1.1 die Eliminierung
α-redundanter Elemente aus S
′
. Falls eine Verbesserung von S erzielt wurde, wie-
derholt sich das Verfahren fu¨r die neue Lo¨sung S bzw. S
′
(First-Improvement). Das
Verfahren endet, wenn die Betrachtung aller Standorte j ∈ S zu keiner weiteren
Verbesserung von S fu¨hrt. Zur Vervollsta¨ndigung einer Teillo¨sung S
′
verwenden wir
Algorithmus 5.2.3 Das Verbesserungsverfahren Rem Add FI
Algorithmus Rem Add FI(S)
1 M = S; Flag = 0;
2 while (M 6= ∅ und Flag = 0) do
3 wa¨hle zufa¨llig ein j ∈M und setze M =M \ {j};
4 S
′













besser als S) then {S = S ′ ;Flag = 1;}
8 if (Flag = 1) then goto 1;
9 return S;
die Prozedur Construct Solution() aus Algorithmus GRASP-p8 und setzen
p = 3, um den Suchraum des Verbesserungsverfahrens zu erweitern. Hierdurch soll
verhindert werden, dass die Multi-Start-Algorithmen, die mit diesem Verbesserungs-
verfahren kombiniert werden, in jedem der n internen Durchla¨ufe stets in einigen
wenigen lokalen Optima terminieren und mo¨glicherweise niemals das globale Opti-
mum finden.
5.2.4 Das Verfahren Rem Add BI
Das Verfahren 5.2.4 (Remove-Add-Best-Improvement) ist eine Variante des Verbes-
serungsverfahrens 5.2.3 und verfolgt eine Best-Improvement Strategie. In den Zeilen
2-7 des Algorithmus wird daher immer der beste Austauschschritt vollzogen. Zur
Vervollsta¨ndigung von S
′
verwenden wir die Prozedur Construct Solution()
8Siehe Seite 78.
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Algorithmus 5.2.4 Das Verbesserungsverfahren Rem Add BI
Algorithmus Rem Add BI(S)
1 Best Solution=S; Flag = 0;
2 for all j ∈ S do
3 S
′













besser als Best Solution) then {Best Solution = S ′ ;Flag = 1;}
7 S = Best Solution;
8 if (Flag = 1) then goto 1;
9 return S;
wie in Algorithmus 5.2.3 mit p = 2. Des Weiteren wird die Funktion Remo-




In diesem Kapitel pra¨sentieren wir eine Lagrange-basierte Heuristik fu¨r das PSCP.
Das Verfahren ist eine Verallgemeinerung des Lagrange-basierten Verfahrens von
Caprara, Fischetti und Toth (vgl. [CFT99]), das derzeitig zu den besten Heuristiken
zur Lo¨sung des SCP za¨hlt. In Abschnitt 6.1 folgt daher zuna¨chst eine kurze Skizze
der Grundidee des Algorithmus von [CFT99]. Basierend auf den Konzepten von
[CFT99] wird anschließend in Abschnitt 6.2 das Verfahren fu¨r das PSCP entwickelt.
Wir verwenden hiefu¨r die Notationen aus Abschnitt 5.1.2.1.
6.1 Das Lagrange-basierte Verfahren von CFT
fu¨r das SCP
Lagrange-basierte Ansa¨tze zur Lo¨sung des SCP waren bereits Gegenstand von Ab-
schnitt 3.3.2. Dort wurde u¨ber den zunehmenden Erfolg Lagrange-basierter Verfah-
ren zur Lo¨sung des SCP berichtet. Zu erwa¨hnen ist hier das Verfahren von Caprara,
Fischetti und Toth (vgl. [CFT99]), das derzeitig zu den besten heuristischen Ver-
fahren fu¨r das SCP geho¨rt. Die Grundidee der Heuristik besteht darin, duale Infor-
mation, die aus der Lagrange-Relaxation des SCP resultiert, fu¨r die Konstruktion
von zula¨ssigen Lo¨sungen auszunutzen. Fu¨r jeden Vektor u ∈ Rm+ von Lagrange-




cj(u) · xj +
∑
i∈ I
ui : xj ∈ {0, 1} fu¨r alle j ∈ J
}
, (6.1)
wobei cj(u) := cj−
∑
i∈ Ij ui die Lagrange-Kosten fu¨r einen Bedarfsknoten i ∈ I sind.
Eine optimale Lo¨sung des Optimierungsproblems (6.1) ist gegeben durch xj = 1,
falls cj(u) < 0, xj = 0, falls cj(u) > 0, und xj ∈ {0, 1}, falls cj(u) = 0 gilt. Das
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entsprechende Lagrange-Dual fu¨r das SCP hat somit die Gestalt
max{L(u) : u ≥ 0}. (6.2)
Ziel der Optimierungsaufgabe ist die Bestimmung eines optimalen Vektors u∗ ∈ Rm+
von Lagrange-Multiplikatoren, der die Funktion L(u) maximiert.
Zur Berechnung einer “guten” Na¨herungslo¨sung u∗ fu¨r das Problem (6.2) werden
Subgradientenverfahren eingesetzt. Beim Subgradientenverfahren bewegt man sich
ausgehend von einer aktuellen Lo¨sung uk immer in Richtung eines neu bestimmten
Subgradienten s(uk) ∈ Rm+ , wobei die i-te Komponente des Vektors s(uk) durch
si(u
k) := 1 −∑j ∈ Ji xj(uk) definiert ist. Bei gegebenem Startvektor u0 produziert
das Verfahren somit eine Folge u0,u1, . . . nicht-negativer Lagrange-Multiplikatoren.
Die Heuristik von [CFT99] basiert auf der Idee, dass bei Vorgabe einer “guten”
Na¨herungslo¨sung u∗ die Lagrange-Kosten cj(u∗) hilfreiche Informationen zur Gu¨te
eines Standortes j ∈ J liefern. Basierend auf diesen Informationen kann schließlich
jedem Standort eine Bewertung Scorej zugeordnet werden, die die Zugeho¨rigkeit des
Standortes zu einer optimalen bzw. suboptimalen Lo¨sung fu¨r das SCP ausdru¨ckt.
Die Konstruktion einer zula¨ssigen Lo¨sung erfolgt nun gema¨ß einer Greedy-Strategie
unter Beru¨cksichtigung der Bewertung Scorej einzelner Standorte. Aufgrund der
Tatsache, dass der Greedy-Algorithmus fu¨r verschiedene “fast” optimale Lagrange-
Multiplikatoren u∗ auch verschiedene Lo¨sungen unterschiedlicher Qualita¨t produ-
ziert, werden mehrere zula¨ssige Lo¨sungen fu¨r unterschiedliche “fast” optimale Vek-
toren u∗ erzeugt.
Basierend auf dieser Idee bildet die 3-Phasen Heuristik (siehe Algorithmus 6.1.1)
den Kern des gesamten Algorithmus von [CFT99].
Algorithmus 6.1.1 Skizze der 3-Phasen Heuristik
Algorithmus 3-Phasen(S∗, F )
1 repeat
2 SUBGRADIENTENPHASE:
Berechne “fast” optimale Lagrange-Multiplikatoren u∗;
3 HEURISTISCHE PHASE:
Zufa¨lliges Modifizieren der Lagrange-Multiplikatoren u∗
und Berechnung einer Lo¨sung mit Hilfe eines Greedy-Algorithmus;
4 COLUMN-FIXING PHASE:
Erweiterung der Menge F fixierter Standorte (bzw. COLUMNS);
5 until beste berechnete Lo¨sung S∗ kann nicht verbessert werden;
6 return S∗;
Hierbei handelt es sich um ein iteratives Verfahren, das in jeder Iteration zuna¨chst ei-
ne Subgradientenphase, dann eine Heuristische Phase und anschließend eine Column-
Fixing Phase durchla¨uft, bis das Verfahren endet.
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In der ersten Phase (Subgradientenphase) werden zuna¨chst “fast” optimale Lagrange-
Multiplikatoren u∗ berechnet. Anschließend erfolgt in der zweiten Phase (Heuris-
tische Phase) die Berechnung unterschiedlicher zula¨ssiger Lo¨sungen fu¨r das SCP.





, . . . gestartet. Ziel der letzten Phase (Column-Fixing Pha-
se) ist die Fixierung bzw. Auswahl weiterer Standorte, die “mo¨glicherweise” zu einer
optimalen Lo¨sung geho¨ren. Diese Standorte werden sukzessive der Menge F der fi-
xierten Standorte hinzugefu¨gt. Mit der Fixierung der Standorte aus F erha¨lt man
schließlich ein neues reduziertes SCP. Anschließend folgt eine neue Iteration der drei
Phasen fu¨r das reduzierte SCP. Der Algorithmus 6.1.1 endet, wenn F alle Bedarfs-
knoten aus I u¨berdeckt oder
∑
j ∈S∗ cj ≤ L+
∑
j ∈F cj gilt. Hierbei ist L eine untere
Schranke fu¨r das bezu¨glich F reduzierte Problem. Auf die Berechnung von L soll an
dieser Stelle nicht weiter eingegangen werden.
Nach der 3-Phasen Heuristik folgt eine Refining Prozedur. Diese Prozedur wa¨hlt
einige Standorte der besten gefundenen Lo¨sung S∗ der vorhergegangenen 3-Phasen
Heuristik aus und fixiert nur diese Standorte. Anschließend wird die 3-Phasen Heu-
ristik fu¨r dieses reduzierte SCP gestartet. Das gesamte Verfahren endet, falls der
Wert der bisher besten Lo¨sung gleich der Schranke L(u
′
) ist oder ein Zeitlimit Time
u¨berschritten wurde. u
′
kennzeichnet den besten gefundenen Vektor von Lagrange-
Multiplikatoren fu¨r das originale SCP.
Zur Beschleunigung des gesamten Algorithmus arbeitet die 3-Phasen Heuristik stets
auf einer kleinen Menge Core ⊆ J von geeigneten Standorten, die das sogenannte
Core-Problem definieren. Die Berechnung des Core-Problems erfolgt hierbei dyna-
misch mit Hilfe einer Pricing Prozedur, die das Core-Problem unter Verwendung
von Lagrange-Multiplikatoren u konstruiert.
6.2 Eine Lagrange-basierte Heuristik fu¨r das
PSCP
Wir beschreiben im Folgenden einen Algorithmus fu¨r das PSCP, der im Wesentli-
chen eine Verallgemeinerung des Algorithmus von [CFT99] darstellt. Das Verfah-
ren basiert wiederum auf Lagrange-Relaxation des PSCP, so dass stets eine untere
Schranke fu¨r das Problem angegeben werden kann. Diese untere Schranke ist kleiner
oder gleich der LP-Schranke des Problems (vgl. hierzu Bemerkung 6.2.3).
6.2.1 Skizze des Algorithmus
Zur Beschreibung des Algorithmus fu¨hren wir einige hilfreiche Mengen und Notatio-
nen ein. Es sei F ⊆ J die Menge von fixierten Standorten und IF ⊆ I die Menge der
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Bedarfsknoten, die von keinem Standort aus F u¨berdeckt werden. Das Core-Problem
sei durch eine Teilmenge Core ⊆ J definiert. Da der Algorithmus im Wesentlichen
auf verschiedenen Subproblemen des urspru¨nglichen PSCP operiert, fu¨hren wir zur
Beschreibung eines Subproblems die Schreibweise IAB ein. Hierbei bezeichnet IAB ein
Subproblem des PSCP, dessen Standortmenge auf eine Teilmenge A ⊆ J reduziert
ist und dessen Menge von Bedarfsknoten aus B ⊆ I besteht.
Wir geben nun das Lagrange-Dual des PSCP an, das Grundlage des gesamten Ver-
fahrens ist. Fu¨r die Mengen Core und F mit Core ∩ F = ∅ betrachte man das











ui · (1− yi) :
∑
i∈ IF
yi ≤ m− α, (6.3)
yi ∈ {0, 1} fu¨r alle i ∈ IF ,





j(u) := cj −
∑
i∈ Ij∩IF ui die Lagrange-Kosten eines Standortes
j ∈ J unter Beru¨cksichtigung von F . Die Optimierungsaufgabe des Lagrange-Duals
lautet somit
zD := max{L′(u) : u ≥ 0}. (6.4)
Die in Abschnitt 6.1 beschriebenen Ansa¨tze zur Lo¨sung des SCP sollen nun unter
Beru¨cksichtigung des Lagrange-Duals (6.4) auf das PSCP u¨bertragen werden. Der
Algorithmus 6.2.2 (vgl. Abschnitt 6.2.7) setzt sich wie in [CFT99] aus einer 3-Phasen
Heuristik (vgl. Algorithmus 6.1.1), einer Pricing Prozedur zur Berechnung eines
Core-Problems Core und einer Refining Prozedur zusammen. Kern des Algorithmus
ist wiederum die 3-Phasen Heuristik, die in jeder Iteration des Algorithmus mit
einem Subproblem ICoreIF startet.
Wir beginnen daher in Abschnitt 6.2.2 mit der Beschreibung der Subgradientenpha-
se. Anschließend gehen wir auf die Heuristische Phase (vgl. Abschnitt 6.2.3), die
Column-Fixing Phase (vgl. Abschnitt 6.2.4), die Pricing Prozedur (vgl. Abschnitt
6.2.5) und die Refining Prozedur (vgl. Abschnitt 6.2.6) ein.
6.2.2 Die Subgradientenphase
Wie bereits erwa¨hnt, dient diese Phase zur Bestimmung eines “fast” optimalen
Lagrange-Multiplikators u∗ fu¨r das Lagrange-Dual (6.4). Zur Berechnung von u∗





|Ij ∩ IF | fu¨r alle i ∈ IF (6.5)
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am Anfang des Subgradientenverfahrens. Ansonsten wa¨hlen wir den Vektor uk, der
zuletzt in der Heuristischen Phase berechnet wurde. Bei Vorgabe der Lagrange-
Multiplikatoren uk erfolgt die Berechnung eines neuen Vektors uk+1 durch
uk+1i := max
{





fu¨r i ∈ IF ,
wobei fu¨r jedes i ∈ IF die i-te Komponente von s(uk) durch
si(u





definiert ist. Hingegen wa¨hlt man si(u
k) = 0 fu¨r alle i ∈ I \ IF . Des Weiteren
bezeichne UB eine obere Schranke fu¨r das PSCP und λ die Schrittweite des Sub-
gradientenverfahrens.
Wir gehen nun na¨her auf die Berechnung der Werte L
′
(uk), UB und λ ein. Als
Startwert fu¨r UB verwenden wir den Wert einer zula¨ssigen Lo¨sung, die mit dem
Greedy-Algorithmus 5.1.1 konstruiert wird. Fu¨r alle weiteren Subgradientenphasen
ist UB der Wert der bisher besten gefundenen zula¨ssigen Lo¨sung. Die Berechnung
der Schrittweite λ erfolgt wie in [CFT99] dynamisch. Zuna¨chst startet man mit der
Schrittweite λ = 0,1. In allen weiteren Iterationen bestimme man den besten und
den schlechtesten Wert von L
′
(u) der letzten 20 Iterationen. Unterscheiden sich die
beiden Werte um weniger als 0,1% voneinander, so setzt man λ := λ · 1,5. Fu¨r eine
Abweichung von mehr als 1% wa¨hlt man hingegen λ := λ · 0,5.1
Ein weiterer Schritt zur Berechnung des Lagrange-Multiplikators uk+1i ist die Be-
stimmung des Funktionswertes L
′
(uk). Wir zeigen zuna¨chst in Satz 6.2.1, wie sich
eine optimale Lo¨sung des Optimierungsproblems (6.3) effizient bestimmen la¨sst.
Um die Konvergenzgeschwindigkeit des Subgradientenverfahrens zu beschleunigen,
geben wir anschließend eine Variante von Satz 6.2.1 (a) an, die die Werte der Va-
riablen xj in jeder Iteration des Subgradientenverfahrens festlegt.
6.2.1 Satz Eine optimale Lo¨sung des Lagrange-Subproblems (6.3) ist gegeben
durch:
(a) Fu¨r alle j ∈ Core setze xj = 1, falls c′j(u) < 0, xj = 0, falls c′j(u) > 0, und
xj ∈ {0, 1}, falls c′j(u) = 0.
(b) Zur Bestimmung der optimalen Belegungen fu¨r die Variablen yi mit i ∈ IF
fu¨hren wir zwei Schritte aus:
1Die Schrittweitenwahl beschreibt eine “aggressive” Strategie zur Lo¨sung des Lagrange-Duals.
Befindet man sich in einem lokalen Maximum der Funktion L
′
(u), so versucht man durch
große Schrittweiten λ das Gebiet zu verlassen. Befindet man sich hingegen in einem Gebiet
mit großen Schwankungen bezu¨glich der Funktion L
′
(u), so wird die Schrittweite reduziert.
Diese Schrittweitenwahl fu¨hrt in [CFT99] zu einer deutlichen Beschleunigung der Konvergenz-
geschwindigkeit des Subgradientenverfahrens.
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S1: Sortiere die Indizes i ∈ IF in absteigender Reihenfolge bezu¨glich der
Lagrange-Multiplikatoren ui. Nach der Sortierung sei IF = {i1, . . . , ik}
mit k := |IF |.2
S2: Ist dann l := min{m − α, k}, so setze man yis = 1 fu¨r s = 1, . . . , l und
yis = 0 fu¨r s = l + 1, . . . , k.
Beweis: Aufgrund der Unabha¨ngigkeit der Variablen xj und yi lassen sich die
optimalen Werte der Variablen getrennt voneinander in (a) und (b) bestimmen. Der
Beweis von (a) ist klar. Zur Berechnung der Werte fu¨r die Variablen yi betrachte
man den Term
∑
i∈ IF ui · (1 − yi) bzw. den von den Variablen yi abha¨ngigen
Term −∑i∈ IF ui · yi. Der letzte Term wird minimiert unter Beru¨cksichtigung
der Knapsack-Bedingung
∑
i∈ IF yi ≤ m − α. Dieses Knapsack-Problem la¨sst sich
offensichtlich durch Auswahl von l Bedarfsknoten i ∈ IF mit den gro¨ßten Kosten ui
optimal lo¨sen.
Zur Beschleunigung der Konvergenzgeschwindigkeit des Subgradientenverfahrens
bestimmen wir die Werte der Variablen xj nicht wie in Satz 6.2.1(a), sondern wa¨hlen
einen Ansatz, der auf [CFT99] fu¨r das SCP zuru¨ckgeht:
1. Definiere die Menge N := {j : j ∈ Core, c′j(u) ≤ 0, 001}.
2. Entferne aus N alle redundanten Standorte wie folgt:
(a) Eliminiere einen redundanten Standort j ∈ N (bezu¨glich N) mit dem
gro¨ßten Wert c
′
j(u). Setze N = N \ {j}.
(b) Falls N weitere redundante Standorte besitzt, gehe zu Schritt 2(a).
3. Setze xj = 1 fu¨r alle j ∈ N und xj = 0 fu¨r alle j ∈ Core \N .
Die Definition der Menge N beruht auf den Beobachtungen fu¨r das SCP (vgl.
[CFT99]) und PSCP, dass ha¨ufig viele Standorte j ∈ Core mit der Eigenschaft
c
′
j(u) ≈ 0 existieren, die eine “fast” optimale Teillo¨sung (fu¨r Variablen xj) des Pro-
blems (6.3) darstellen. Durch die Eliminierung redundanter Standorte in Schritt 2
soll schließlich aus der Menge “mo¨glicher” Richtungen fu¨r den Subgradienten s(u)
eine “geeignete” Richtung fu¨r s(u) festgelegt werden.
Als obere Grenze fu¨r die Anzahl der Iterationen des Subgradientenverfahrens wa¨hlen
wir 800 Iterationen.
2Da der Schritt S1 in jeder Iteration des Subgradientenverfahrens ausgefu¨hrt wird, ha¨ngt die Ge-
schwindigkeit des Subgradientenverfahrens entscheidend von der Laufzeit des in S1 gewa¨hlten
Sortierverfahrens ab. Wir verwenden einen Quick-Sort Algorithmus zur Sortierung der Liste
IF .
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Abschließend beantworten wir die Frage, ob der optimale Zielfunktionswert des
Lagrange-Duals zD (bzgl. ICoreIF ) und der Wert der LP-Relaxation zLP (bzgl. ICoreIF )
identisch sind. Mit Satz 2.2.11 aus Kapitel 2 folgt zuna¨chst die Abscha¨tzung
zLP ≤ zD. Der na¨chste Satz 6.2.2 zeigt die Gleichheit zLP = zD und verallgemeinert
einen bekannten Sachverhalt fu¨r das SCP.
6.2.2 Satz Es sei Core := {j1, . . . , jl} und IF := {i1, . . . , ik} . Ferner seien die
Mengen X und XR mit
X :=
{
(xj1 , . . . , xjl , yi1 , . . . , yik) : xjs ∈ {0, 1} fu¨r alle js ∈ Core, (6.7)
yis ∈ {0, 1} fu¨r alle is ∈ IF ,∑
is ∈ IF




(xj1 , . . . , xjl , yi1 , . . . , yik) : xjs ∈ [0, 1] fu¨r alle js ∈ Core, (6.8)
yis ∈ [0, 1] fu¨r alle is ∈ IF ,∑
is ∈ IF
yis ≤ m− α
}
gegeben. Dann gelten die folgenden Aussagen:
(a) Fu¨r die konvexe Hu¨lle Conv(X) von X gilt: Conv(X) = XR.
(b) Es gilt: zD = zLP . Dabei ist zD der optimale Funktionswert des Lagrange-
Duals (bzgl. I CoreIF ) und zLP der optimale Wert der LP-Relaxation (bzgl.
ICoreIF ).
Beweis: Wir beweisen zuna¨chst die Aussage (a). Eine bekannte Methode fu¨r
den Nachweis, dass die konvexe Hu¨lle Conv(X) eines ganzzahligen beschra¨nkten
Polyeders X gleich der LP-Relaxation XR des Polyeders X ist, ist die folgende:
Man betrachte O.B.d.A. ein Minimierungsproblem u¨ber XR und beweise, dass fu¨r
jede Zielfunktion cTx eine Optimallo¨sung x∗ ∈ XR existiert, fu¨r die auch x∗ ∈ X
gilt. Ist dies der Fall, so gilt Conv(X) = XR.
3 Im Falle der Mengen X und XR aus
(6.7)-(6.8) u¨berlegt man sich leicht, dass man a¨hnlich wie in Satz 6.2.1 stets eine
solche ganzzahlige bzw. bina¨re Lo¨sung (x∗,y∗) ∈ X findet. Damit ist die Aussage
(a) bewiesen. Wegen Aussage (a) und Satz 2.2.11 aus Kapitel 2 folgt sofort die
Behauptung (b).
3Die Grundidee ist hierbei, dass zuna¨chst Conv(X) ⊆ XR gilt. Nehmen wir nun an, es gelte
Conv(X) 6= XR, so existiert eine Ecke z∗ ∈ XR \ Conv(X), die nicht ganzzahlig ist und eine
eindeutige optimale Lo¨sung bezu¨glich einer existierenden Zielfunktion cTx (auf XR) darstellt.
Daraus folgt umgekehrt Conv(X) = XR, falls keine solche Ecke z∗ existiert. Man vergleiche
hierzu den Abschnitt 9.2.3 aus dem Buch von [Wol98].
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6.2.3 Bemerkung Man beachte, dass der Wert zD stets eine untere Schranke fu¨r
das Subproblem ICoreIF darstellt. Um eine “echte” untere Schranke fu¨r das originale
Problem IJI angeben zu ko¨nnen, betrachte man den besten Lagrange-Multiplikator
u∗, der beim ersten Aufruf des Subgradientenverfahrens (in der 3-Phasen Heuristik)
berechnet wird. Da in dieser Phase des Algorithmus Core ⊆ J und IF = I (keine
fixierten Standorte) gilt, wa¨hlt man Core = J und IF = I und berechne hierfu¨r
die untere Schranke L
′
(u∗) fu¨r das originale PSCP, die wegen Satz 6.2.2 kleiner
oder gleich der LP-Schranke des originalen Problems ist. Mit Hilfe der Schranke
L
′
(u∗) kann schließlich die maximale Abweichung Gap einer zula¨ssigen Lo¨sung vom
Optimum angegeben werden.
6.2.3 Die Heuristische Phase
Ziel der Heuristischen Phase ist die Berechnung von zula¨ssigen Lo¨sungen fu¨r das
PSCP. A¨hnlich wie in [CFT99] startet man fu¨r ein Subproblem ICoreIF ein Subgradi-




, . . . produziert, wobei in jeder
Iteration eine zula¨ssige Lo¨sung fu¨r das PSCP konstruiert wird. In der k-ten Iteration




Wir beginnen nun mit der detaillierten Beschreibung dieser Phase. Es sei u∗ der
beste Vektor von Lagrange-Multiplikatoren, der in der vorangegangenen Subgradi-
entenphase bestimmt wurde. Als Startverktor fu¨r das Subgradientenverfahren wa¨hle





i := (1 + δi) · u∗i fu¨r alle i ∈ IF , (6.9)
wobei δi ∈ [−0,1 , 0,1] zufa¨llig gewa¨hlt wird. Anschließend startet das Subgradien-
tenverfahren aus Abschnitt 6.2.2 mit der Modifikation, dass die Berechnung einer
Lo¨sung des Lagrange-Subproblems (6.3) nun ausschließlich nach Satz 6.2.1 erfolgt.





, . . . erzielt werden. Das Subgradientenverfahren endet nach 250 Iterationen.
Wir beschreiben den Greedy-Algorithmus 6.2.1, der in jeder Iteration des Sub-
gradientenverfahrens fu¨r den aktuellen Vektor u∗
k
aufgerufen wird. Der Al-
gorithmus verfa¨hrt im Wesentlichen wie der Algorithmus 5.1.1 im Falle des
PSCP, betrachtet jedoch eine andere Bewertungsfunktion Scorej in der Funkti-
on Add Element(). Die Eliminierung von α-redundanten Standorten aus der
Menge S ∪ F erfolgt hingegen wie in Algorithmus 5.1.1 mit Hilfe der Funktion
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Algorithmus 6.2.1 Der Greedy-Algorithmus in der Heuristischen Phase
Algorithmus Greedy Lag (u)
1 S = ∅;
2 while (S ∪ F kein α-Cover) do
3 S = S∪ Add Element(S,u);
4 S=Remove Redundante Elemente(S ∪ F );
5 return S;
Remove Redundante Elemente().4 Wir gehen nun na¨her auf die Funktion
ADD ELEMENT() ein.
ADD ELEMENT(). Die Auswahl eines Standortes j∗ ∈ Core vollzieht sich in
drei Schritten:
1. Berechne die Menge N := {j : j ∈ Core, j ist nicht-redundant bzgl. S ∪ F}.
2. Bestimme fu¨r jeden Standort j ∈ N den Wert Scorej(S,u) definiert durch
Scorej(S,u) :=
{
γj · µ−1j , falls γj ≥ 0
γj · µj , sonst.
(6.10)
Dabei ist γj := cj −
∑
i∈ cov(S∪F,j) ui und µj := min{r(S ∪F ), |cov(S ∪F, j)|}.





Column-Fixing wurde bereits in [CFT99, CNS98] zur Lo¨sung großer SCP In-
stanzen angewendet. Hierbei wird die Menge F durch weitere “geeignete” Stand-
orte bzw. Spalten des Problems erweitert und als partielle Lo¨sung des PSCP
fixiert.5 Hieraus resultiert ein “reduziertes” Subproblem, dessen optimale bzw.
na¨herungsweise Lo¨sung nun zu bestimmen ist. Mit der Reduktion des urspru¨nglichen
Problems auf ein Subproblem soll schließlich die Laufzeit sowie die Lo¨sungsqualita¨t
der Algorithmen verbessert werden.
Der Algorithmus fu¨r das PSCP erweitert in der Column-Fixing Phase die Menge F
durch Standorte aus der Menge Core. Die Fixierung der Standorte geht von dem bes-
ten Vektor u∗ von Lagrange-Multiplikatoren aus, der wa¨hrend der vorangegangenen
4Die Funktion Remove Redundante Elemente() la¨sst sich auf das MCPSCP und somit
auch auf das PSCP anwenden.
5Liegt eine Formulierung des Problems als IP vor, so ist die Fixierung von Standorten gleich-
zusetzen mit der Belegung xj = 1 fu¨r alle j ∈ F .
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Subgradientenphase und Heuristischen Phase gefunden wurde. Anschließend wende
man den Algorithmus 6.2.1 auf u∗ an und fu¨ge die ersten max{bξ · |IF |/200c, 1}




Zur Reduktion der Rechenzeiten des Algorithmus arbeitet die 3-Phasen Heuristik
stets auf einem Core-Problem, das wa¨hrend der Subgradientenphase und Heuristi-
schen Phase regelma¨ßig aktualisiert wird. Am Anfang der 3-Phasen Heuristik be-
rechne man das Core, indem fu¨r jeden Bedarfsknoten i ∈ IF die fu¨nf ersten Stand-
orte aus Ji \F zur Menge Core hinzugefu¨gt werden. Damit existiert mindestens ein
α-Cover S ⊆ Core. Anschließend erfolgt stets nach T Iterationen des Subgradien-
tenverfahrens in der Subgradientenphase oder Heuristischen Phase ein Update des
Core wie folgt:
Update Core(). Es sei uk der aktuelle Vektor des Subgradientenverfahrens. Dann
berechnet sich das Core wie folgt:
1. Berechne C1 := {j : j ∈ J \ F, c′j(uk) < 0,1}. Falls |C1| > 5 · |IF |, so entferne





2. Setze C2 := ∅ und fu¨hre fu¨r jeden Bedarfsknoten i ∈ IF die folgenden Schritte
aus:





(b) Fu¨ge die in (a) berechneten Standorte zu C2 hinzu.
3. Setze Core := C1 ∪ C2.
Nach jedem Update des Core folgt stets eine Aktualisierung der Frequenz T .
Zuna¨chst gilt zu Beginn des Algorithmus T = 10. Danach berechnet sich T nach
jedem Update wie folgt:
1. Bestimme fu¨r das Lagrange-Subproblem (6.3) mit u = uk eine optimale Bele-
gung der Variablen yi. Verwende hierfu¨r Satz 6.2.1 (b).














uki · (1− yi). (6.12)
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T · 10 , falls ∆ ≤ 10−6
T · 5 , falls ∆ ≤ 0,02
T · 2 , falls ∆ ≤ 0,2
10 , sonst.
(6.13)
Falls anschließend T > 1000 ist, setze T = 1000.
Unter Beru¨cksichtigung der fixierten Standorte aus F ist der Wert von L1 die “echte”
untere Schranke fu¨r das Subproblem IJ\FIF , wa¨hrend L2 die entsprechende untere
Schranke fu¨r das kleinere Subproblem ICoreIF ist. Der Wert T wird schließlich umso
gro¨ßer gewa¨hlt, je kleiner der Wert ∆ ausfa¨llt.
6.2.6 Refining Prozedur
Am Ende der 3-Phasen Heuristik steht eine beste Lo¨sung S∗ zur Verfu¨gung, die
mo¨glicherweise einer Optimallo¨sung sehr a¨hnlich ist und sich durch “kleine” Mo-
difikationen verbessern la¨sst. Hierfu¨r werden in der Refining Prozedur “geeignete”
Standorte aus S∗ durch die Wahl F ⊆ S∗ fixiert. Anschließend erfolgt die Optimie-
rung des “neuen” Subproblems IJ\FIF durch die 3-Phasen Heuristik.
Wir gehen na¨her auf die Auswahl der Menge F ⊆ S∗ ein. Es sei u∗ der beste
Vektor von Lagrange-Multiplikatoren, der in der Subgradientenphase fu¨r den Fall
F = ∅ berechnet wurde.6 Ferner sei y eine partielle Optimallo¨sung des Lagrange-
Subproblems (6.3) mit u = u∗, F = ∅ und Core = J . Zur Berechnung von y nutze
man Satz 6.2.1 (b).
Wir bestimmen nun den Gap zwischen der besten unteren Schranke und der besten





u∗i · (1− yi) +
∑





6Dies geschieht zu Beginn des gesamten Algorithmus, wenn F = ∅ gesetzt ist.
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mit cj(u






















u∗i · (1− yi) +
∑














u∗i (|S∗ ∩ Ji|)− 1 + yi).
Um eine “geeignete” Menge F ⊆ S∗ bestimmen zu ko¨nnen, ordnet man nun jedem
Standort j ∈ S∗ eine Bewertung




|S∗ ∩ Ji| − 1 + yi
|S∗ ∩ Ji|
zu, die den jeweiligen Anteil des Standortes j an Gap abscha¨tzt. Ein Standort j ∈ S∗
ist demnach umso “besser”, je kleiner der Wert δj ausfa¨llt. Unter Beru¨cksichtigung
der Werte δj wird F in der folgenden Funktion neu bestimmt:
Refining Prozedur(). Die Berechnung von F vollzieht sich in drei Schritten:
1. Sortiere alle δj in aufsteigender Ordnung δj1 ≤ . . . ≤ δjp mit p = |S∗|.
2. Wa¨hle den ersten Standort j∗ ∈ {j1, . . . , jp} mit |
⋃j∗
j=j1
Ij| · α−1 ≥ 0,3.
3. Fixiere die Standorte j1, . . . , j
∗ durch F := {j1, . . . , j∗}. Return F .
6.2.7 Der gesamte Algorithmus
Der Algorithmus 6.2.2 fasst nochmal die gesamte Heuristik fu¨r das PSCP zusammen.
Algorithmus 6.2.2 Die Lagrange-basierte Heuristik fu¨r das PSCP
Algorithmus Lagrange Heuristik PSCP
1 Setze zopt :=∞, u∗ := 0 und F := ∅, wobei u∗ im Folgenden der beste Vektor
von Lagrange-Multiplikatoren fu¨r das Problem ICoreI sei;
2 repeat
3 Es sei IJ\FIF das Subproblem nach der Fixierung xj = 1 fu¨r alle j ∈ F ;
4 Starte den Algorithmus 3-Phasen(S∗, F ) fu¨r IJ\FIF ;
5 if
∑
j∈S∗ cj < zopt then {zopt :=
∑
j∈S∗ cj; Sopt := S
∗;}
6 Setze F := ∅ und berechne F = Refining Prozedur(S∗);
7 until zopt ≤ LB(u∗) oder das Zeitlimit Time wurde u¨berschritten;
Schritt 3 des Algorithmus berechnet zuna¨chst das Subproblem IJ\FIF des PSCP, das
aus der Fixierung xj = 1 fu¨r alle j ∈ F resultiert. Danach wird in Schritt 4 mit
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Hilfe der 3-Phasen Heuristik eine “gute” Na¨herungslo¨sung des Subproblems IJ\FIF
konstruiert und zu einer Lo¨sung S∗ fu¨r das originale Problem zusammengesetzt.
Algorithmus 6.1.1 beschreibt den schematischen Ablauf der 3-Phasen Heuristik mit
der Subgradientenphase, der Heuristischen Phase und der Column-Fixing Phase aus
den Abschnitten 6.2.2, 6.2.3 und 6.2.4. Die 3-Phasen Heuristik 6.1.1 endet in Zeile 5,
wenn F ein α-Cover ist oder die Ungleichung
∑
j ∈S∗ cj ≤ L1 +
∑
j ∈F cj gilt. Dabei
ist L1 eine untere Schranke fu¨r das Problem IJ\FIF , die sich wie in (6.11) fu¨r einen
Vektor u berechnen la¨sst. u bezeichnet hierbei den besten Vektor von Lagrange-
Multiplikatoren, der zu Beginn der 3-Phasen Heuristik in der Subgradientenphase
und Heuristischen Phase bestimmt wurde.
Der Schritt 6 legt schließlich die Menge F ⊆ S∗ fu¨r die na¨chste Iteration des Al-
gorithmus fest. Dies geschieht mit Hilfe der Refining Prozedur() aus Abschnitt
6.2.6. Das Verfahren endet, falls zopt = LB(u
∗) ist oder die beno¨tigte Rechenzeit
ein Zeitlimit Time u¨berschreitet. Dabei bezeichne LB(u∗) die in (6.14) berechnete
untere Schranke fu¨r das originale PSCP.
Kapitel 7
Local-Search Verfahren
In diesem Kapitel entwickeln wir einige Local-Search Verfahren zur na¨herungsweisen
Lo¨sung des PSCP und des MCPSCP. Abschnitt 7.1 gibt zuna¨chst eine kurze
Einfu¨hrung in das Konzept des Local-Search. Darauf aufbauend werden in Ab-
schnitt 7.2 zwei unterschiedliche Simulated Annealing Algorithmen fu¨r das PSCP
und das MCPSCP vorgestellt. Das Verfahren fu¨r das PSCP verwendet unter an-
derem Lagrange-basierte Methoden, die bereits in Kapitel 6 zur Berechnung eines
Core-Problems sowie zur Konstruktion von zula¨ssigen Lo¨sungen verwendet wurden.
Das Verfahren fu¨r das MCPSCP verzichtet hingegen auf diesen Ansatz aufgrund
der problemspezifischen Unterschiede zum PSCP. Das Verfahren verfolgt hingegen
einen eher “klassischen” Ansatz, der das Core-Problem sowie zula¨ssige Lo¨sungen
ausschließlich mit den in Kapitel 5 entwickelten Verfahren bzw. Methoden berech-
net.
Gegenstand von Abschnitt 7.3 sind schlussendlich diverse Wasserspiegel-
Algorithmen, die eine Variante des Simulated Annealing darstellen. Die entwickelten
Verfahren sind hierbei Varianten der Algorithmen aus Abschnitt 7.2.
Zur Beschreibung der Algorithmen verwenden wir die Notationen aus Abschnitt
5.1.2.1. Die Anwendung der entwickelten Algorithmen auf PSCP-Instanzen bzw.
MCPSCP-Instanzen sowie der Vergleich mit anderen Algorithmen erfolgt in Kapitel
8.
7.1 Local-Search
Local-Search ist eine wohlbekannte Technik zur Bestimmung von Na¨herungslo¨sungen
fu¨r kombinatorische Optimierungsprobleme wie z.B. NP-schwere Probleme. Die
Anfa¨nge von Local-Search Verfahren gehen auf [Cro58] zur Lo¨sung des Traveling
Salesman Problem zuru¨ck. In der Folgezeit kam es zunehmend zu weiteren Anwen-
dungen von Local-Search Verfahren im Bereich der Optimierung. Seit Anfang der
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80er Jahre Simulated Annealing und Tabu-Search als Heuristiken fu¨r NP-schwere
kombinatorische Optimierungsprobleme popula¨r wurden, erfreuen sich Local-Search
Verfahren und sogenannte Metaheuristiken zunehmenden Interesses.
Local-Search basiert auf einem Trail-and-Error Prinzip und eignet sich zur Suche lo-
kaler Optima eines kombinatorischen Optimierungsproblems. Das Verfahren startet
dabei mit einer Startlo¨sung s0 ∈ U und einer Menge U von Lo¨sungen. Anschließend
wird iterativ eine Folge s0, s1, . . . , sl ∈ U von Lo¨sungen generiert, wobei im i-ten
Schritt die Lo¨sung si aus der Lo¨sung si−1 konstruiert wird. Hierfu¨r betrachtet man
eine Umgebung N (si−1) ⊆ U von Lo¨sungen, die sich aus “kleinen” Modifikationen
der Lo¨sung si−1 ergeben. Anschließend wird eine Lo¨sung si ∈ N (si−1) ausgewa¨hlt,
die die Qualita¨t der Lo¨sung si−1 mo¨glicherweise verbessert. Entscheidend fu¨r den
Erfolg der Verfahren ist hierbei die Definition einer problemangepassten Nachbar-
schaft N (si−1) sowie die Festlegung der sogenannten Moves von si−1 nach si, wobei
je nach Verfahren Improvement und Non-Improvement Moves zugelassen sind.
Typische Local-Search Verfahren sind Simulated Annealing, genetische Algorithmen
und Tabu-Search, die beispielsweise zur Lo¨sung des SCP entwickelt wurden (vgl.
Abschnitt 3.3.2).
Fu¨r eine allgemeine Einfu¨hrung in die Thematik des Local-Search verweisen wir den
Leser auf die Bu¨cher von [AL97, PR02].
7.2 Simulated Annealing
7.2.1 U¨berblick
Die Idee von Simulated Annealing (SA) geht zuru¨ck auf [MRR+53], die ein Mo-
dell fu¨r die Statistische Mechanik entwickelten.1 Anfang der 80er Jahre u¨bertrugen
[KGV83, Cer85] das Konzept des SA auf Fragestellungen der kombinatorischen Op-
timierung. Das Grundprinzip eines SA-Algorithmus la¨sst sich wie folgt beschreiben:
Fu¨r eine aktuelle Lo¨sung si−1 sucht das Verfahren in einer Umgebung N (si−1) nach
einer neuen Lo¨sung si. Verbesserungen (Improvements) si ∈ N (si−1) werden immer
akzeptiert, und die Lo¨sung si als Startwert fu¨r die na¨chste Iteration gesetzt. Ist die
Lo¨sung si schlechter als die alte Lo¨sung si−1, so wird mit einer Wahrscheinlichkeit
p ∈ [0, 1] entschieden, ob ein Move von si−1 nach si akzeptiert wird oder nicht. Wird
si nicht akzeptiert, so ist die Lo¨sung si−1 die Grundlage der na¨chsten Iteration.
Die Wahrscheinlichkeit p der Akzeptanz ha¨ngt dabei vom Verschlechterungsgrad δ
sowie von der zeitabha¨ngigen Temperatur temp ab: Zu Beginn des Annealings wer-
den große Verschlechterungen eher akzeptiert, gegen Ende nur noch mit einer kleinen
1Annealing bezeichnet den thermodynamischen Prozess des sehr langsamen Abku¨hlens eines
zuvor auf seine Schmelztemperatur erhitzten Metalls.
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Wahrscheinlichkeit.2 Die Idee, auchMoves zuzulassen, die die Lo¨sung verschlechtern,
erlaubt schließlich dem Verfahren lokale Optima wieder zu verlassen. Ausfu¨hrliche
Darstellungen des Verfahrens findet man bei [vLA87, AK89, AL97].
Bevor wir die SA-Algorithmen fu¨r das PSCP und das MCPSCP vorstellen, soll an
dieser Stelle das Grundprinzip eines SA-Algorithmus am Beispiel des SCP skizziert
werden. Dies geschieht aus zweierlei Gru¨nden. Erstens wird hierdurch ein kurzer
Einblick in die bereits fu¨r das SCP entwickelten SA-Algorithmen ermo¨glicht, die den
Ausgangspunkt unserer U¨berlegungen bildeten. Zweitens lassen sich so wesentliche
Unterschiede zu den in diesem Kapitel entwickelten Verfahren aufzeigen.
Zur Beschreibung eines SA-Algorithmus fu¨r das SCP orientieren wir uns an den
Verfahren von [JB95, BJT99, Fin01, FSL02] (vgl. Abschnitt 3.3.2), wobei auf ei-
ne detaillierte Beschreibung der Algorithmen an dieser Stelle verzichtet wird. Wir
verweisen den Leser hierfu¨r auf die obigen Literaturstellen.
Den Kern eines SA-Algorithmus fu¨r das SCP bilden die folgenden vier Grundfunk-
tionen:
1. Compute Initial Solution(). Die Funktion erzeugt eine Initiallo¨sung durch ein
Greedy-basiertes Konstruktionsverfahren, die auf [BH80] zuru¨ckgeht und Standorte
a¨hnlich wie in Algorithmus BaHo3 im Falle des SCP auswa¨hlt. Anschließend erfolgt
die Eliminierung redundanter Standorte aus der konstruierten Lo¨sung.
2. Remove Columns(). Die Prozedur generiert aus der aktuellen Lo¨sung S eine
partielle Lo¨sung S
′
. Dabei wird ein prozentualer Anteil ρ der Standorte iterativ aus
S eliminiert. In jeder Iteration erfolgt die Auswahl eines Standortes zufa¨llig (Regel 1)
oder gema¨ß der Bewertungsfunktion Scorej mit Scorej(S) := Cov(S, j) (Regel 2).
4
Die Aktivierung der Regeln 1 und 2 erfolgt wiederum zufa¨llig unter Beru¨cksichtigung
von vorgegebenen Wahrscheinlichkeiten.
3. Construct Solution(). Die Funktion dient zur Vervollsta¨ndigung der partiellen
Lo¨sung S
′
. Dies geschieht mit Hilfe eines Greedy-Algorithmus, wobei in jeder Iterati-
on des Greedy-Algorithmus ein Standort fu¨r das SCP entweder wie in Algorithmus
BaHo oder wie in dem bekannten Greedy-Algorithmus von [Chv79] ausgewa¨hlt
wird. Eine vorgegebene Wahrscheinlichkeit W bestimmt hierbei die Auswahl einer
der beiden Regeln.




Nach der Berechnung einer Startlo¨sung S durch die Funktion Compu-
te Initial Solution() durchla¨uft der SA-Algorithmus eine endliche Anzahl von
2Eine hohe Temperatur bedeutet hierbei, dass schlechte Lo¨sungen ha¨ufiger akzeptiert werden.
3Siehe Seite 78.
4Der Standort j ∈ S mit dem kleinsten Wert Scorej(S) wird entfernt.
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Iterationen. In jeder Iteration erfolgt die Konstruktion einer Lo¨sung S
′
aus einer
Lo¨sung S mit Hilfe der Funktionen aus 2, 3 und 4. Falls die Lo¨sung S
′
besser als S
ist, wird der Move von S nach S
′






). Das Annealing verla¨uft schließlich nach dem fol-
genden Schema: Das Verfahren startet mit einer Initialtemperatur temp = temp0.
Alle L Schritte erfolgt die Reduktion von temp um den Faktor cooling ∈ (0, 1), so
dass die Akzeptanzwahrscheinlichkeit exp(−
δ
temp
) immer mehr abnimmt.
Grundlegende Erweiterungen des skizzierten SA-Algorithmus verwenden Core-
Probleme (vgl. [FSL02, Fin01]) oder sogenannte “Morph-Listen” (vgl. [BJT99]) zur
Modifikation der aktuellen Lo¨sung S. Die Morph-Liste eines Standortes j ist dabei
eine Liste mit zu j “a¨hnlichen” Standorten. Die Modifikation einer Lo¨sung S ge-
schieht schließlich durch den Austausch von Standorten aus S mit Standorten aus
den entsprechenden Morph-Listen.
Experimentelle Untersuchungen in [FSL02, Fin01] haben gezeigt, dass die Verwen-
dung eines Core-Problems die Rechenzeiten des Algorithmus deutlich reduziert auf
Kosten einer etwas schlechteren Lo¨sungsqualita¨t. Auch in [BJT99] konnte mit dem
Einsatz von “Morph-Listen” auf einem Großteil der betrachteten Testinstanzen kei-
ne Verbesserung der Lo¨sungsgu¨te erzielt werden.
7.2.2 Lagrange-basiertes Simulated Annealing fu¨r das
PSCP
Im na¨chsten Abschnitt entwickeln wir einen Lagrange-basierten SA-Algorithmus fu¨r
das PSCP. Zur Beschreibung des Algorithmus werden wir an einigen Stellen auf Al-
gorithmen und Funktionen zur Bewertung von Standorten zuru¨ckgreifen, die bereits
in Kapitel 5 fu¨r das MCPSCP entwickelt bzw. definiert wurden und nun lediglich
fu¨r das PSCP verwendet werden.
7.2.2.1 Beschreibung des Algorithmus SA PSCP
Wir beschreiben im Folgenden einen Lagrange-basierten Simulated Annealing Algo-
rithmus fu¨r das PSCP. Der Algorithmus nutzt hierbei Lagrange-basierte Methoden,
die bereits in Kapitel 6 zur Berechnung eines Core-Problems sowie zur Konstruktion
von zula¨ssigen Lo¨sungen verwendet wurden.
Wir wenden uns den Details der Heuristik zu und betrachten hierfu¨r Algorith-
mus 7.2.1. Das Verfahren berechnet zuna¨chst in der Funktion Compute UB()
eine zula¨ssige Lo¨sung bzw. obere Schranke UB fu¨r das zugrundeliegende PSCP.
Im na¨chsten Schritt wird in der Funktion Compute Core() ein Core-Problem
mit dem Subgradientenverfahren (vgl. Abschnitt 6.2.2) und der Pricing Prozedur
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Algorithmus 7.2.1 Ein Simulated Annealing Algorithmus fu¨r das PSCP
Algorithmus SA PSCP ()
1 Best=Compute UB();
2 UB=Value(Best); Compute Core(UB);
3 S=Compute Initial Solution();
4 if (Value(S)<Value(Best)) then {Best=S; UB=Value(Best);}
5 it = 0;
6 for i = 1 to time do
7 for j = 1 to loop do




















)-Value(S); ω = random[0, 1);
13 if (δ ≤ 0 oder ω ≤ exp(−δ/temp)) then





) <Value(Best)) then {Best=S ′ ; UB=Value(Best); it = 0;}
16 if (Time() > Time Max) then return Best;
17 temp = temp · cooling;
18 return Best;
(vgl. Abschnitt 6.2.5) aus Kapitel 6 generiert. Das verwendete Subgradientenver-
fahren nutzt hierbei den Wert UB.5 In Zeile 3 beginnt das eigentliche Verfah-
ren (Zeilen 3-17), das stets auf dem aktuellen Core-Problem arbeitet. Die Funk-
tion Compute Initial Solution() konstruiert zuna¨chst eine Startlo¨sung S. An-
schließend folgt eine endliche Anzahl von Iterationen, wobei in jeder Iteration eine
Lo¨sung S
′
mit den Funktionen Remove Columns(), Construct Solution()
und Optimize() generiert wird. Das Verfahren endet nach Ablauf von maximal
time · loop Iterationen oder einer Zeit Time Max. Wa¨hrend des gesamten Verfah-
rens wird das Core-Problem durch die Funktion Update Core() (siehe Zeile 8)
mit einer vorgegebenen Wahrscheinlichkeit aktualisiert.
Wir gehen nun na¨her auf die einzelnen Funktionen des Algorithmus ein. Zur Verein-
fachung der Beschreibung verzichten wir an manchen Stellen auf den Hinweis, dass
die Prozeduren in den Zeilen 3-17 stets auf dem aktuellen Core-Problem operieren.
Compute UB(). Zur Berechnung einer Lo¨sung S bzw. einer oberen Schranke ver-
wenden wir zuna¨chst das Greedy-basierte Konstruktionsverfahren 5.1.3 (siehe Seite
79). Im na¨chsten Schritt erfolgt die Eliminierung α-redundanter Standorte aus S
mit Hilfe der Funktion REMOVE REDUNDANTE ELEMENTE() aus Algo-
5Das Subgradientenverfahren liefert schließlich einen Lagrange-Multiplikator uk, mit dem sich
wie in Algorithmus 6.2.2 eine untere Schranke fu¨r das Problem angeben la¨sst. Man siehe hierzu
auch die Bemerkung 6.2.3.
104 Kapitel 7. Local-Search Verfahren
rithmus 5.1.1 (siehe Seite 76).
Compute Core(). In dieser Prozedur wird das Subgradientenverfahren aus Ab-
schnitt 6.2.2 mit dem Wert UB aus der Funktion Compute UB() aufgerufen. Die
Berechnung des Core-Problems erfolgt wiederum mit der Pricing Prozedur aus Ab-
schnitt 6.2.5. Das aktuelle Core nach Ablauf des Subgradientenverfahrens ist nun
Grundlage der na¨chsten Schritte des SA-Algorithmus.
Compute Initial Solution(). Im Falle des SCP wird die Startlo¨sung S mit Algo-
rithmus 5.1.4 (siehe Seite 80) konstruiert. Ansonsten verwendet man den Algorith-
mus 5.1.3 (siehe Seite 79). Der letzte Schritt optimiert die Lo¨sung S mit Hilfe des
Verbesserungsverfahrens Rem Add FI (siehe Seite 84).
Update Core(). Die Funktion ist eine Variante der Prozedur Compute Core().
Anders als bei Compute Core() startet das Subgradientenverfahren mit dem ak-
tuellen Core und dem aktuellen Lagrange-Multiplikator uk des Subgradientverfah-
rens aus Compute Core() bzw. Update Core(). Nach 50 Iterationen stoppt
das Subgradientenverfahren und das “alte” Core wird durch das aktuelle Core er-
setzt. Den Zeitpunkt der Aktualisierung eines Core bestimmt die Funktion Upda-
te Ok(), die mit einer Wahrscheinlichkeit von 0,01 den Wert TRUE annimmt.
Remove Columns(). Experimentelle Untersuchungen fu¨r das SCP haben ge-
zeigt, dass die Eliminierung von Standorten mo¨glichst variantenreich bzw. flexi-
bel gestaltet werden sollte, um ein starkes “zyklisches” Verhalten der Funktion
Remove Columns() zu vermeiden (vgl. [JB95, BJT99, Fin01, FSL02]). Diese
Einscha¨tzung deckt sich mit unseren Erfahrungen fu¨r das PSCP und den Spezi-
alfall des SCP. Aus diesem Grund verwenden wir zwei Regeln R1 und R2 zur
Konstruktion einer partiellen Lo¨sung S
′ ⊆ S. Ferner wa¨hlen wir im Gegensatz zu
[JB95, BJT99] eine flexible Wahl des Parameters ρ, der die Anzahl der zu entfer-
nenden Standorte angibt. Wir setzen ρ = d|S| · 0,1e mit einer Wahrscheinlichkeit
von 0,6, ρ = d|S| · 0,15e mit einer Wahrscheinlichkeit von 0,3 und ρ = d|S| · 0,2e mit
einer Wahrscheinlichkeit von 0,1.
Die Eliminierung von ρ Standorten erfolgt nun iterativ entweder nach R1 oder nach
R2, wobei die Regel R1 mit einer Wahrscheinlichkeit von 0,7 ausgewa¨hlt wird. Wir
skizzieren einen Iterationsschritt der Regeln R1 und R2 und setzen S
′
= S (siehe
Zeile 9 des Algorithmus).
Regel R1. Es sei R := {j : j ∈ S ′ ist nicht-redundant} die Menge der nicht-
redundanten Standorte aus S
′
und uk der aktuelle Vektor des Subgradientenver-
fahrens aus Compute Core() bzw. Update Core(). Fu¨hre nun die folgenden
Schritte aus:
1. Berechne fu¨r jeden Standort j ∈ R die Bewertung Scorej(S ′ ,uk) definiert






γj · µ−1j , falls γj ≥ 0
γj · µj , sonst.
(7.1)
mit γj := cj −
∑
i∈ cov(S′ ,j) u
k
i und µj := |cov(S ′ , j)|.6
2. Ordne die Standorte j ∈ R in absteigender Reihenfolge bezu¨glich ihrer Funk-
tionswerte Scorej(S
′
,uk). Die geordnete Menge sei nun R = {j1, . . . , j|R|}.





Regel R2. Entferne mit einer Wahrscheinlichkeit von 0,3 einen Standort nach
Regel R1. Ansonsten wa¨hle zufa¨llig ein j ∈ S ′ und setze S ′ = S ′ \ {j}.











′∪ Add Element(S ′);








Construct Solution(). Der Ablauf der Prozedur ist in Algorithmus 7.2.2 darge-
stellt. Das Verfahren verfolgt eine a¨hnliche Strategie wie die Algorithmen 5.1.4 (siehe
Seite 80) und 5.1.3 (siehe Seite 79), die nach jeder Wahl eines Standortes durch die
Funktion Add Element() die nachtra¨gliche Eliminierung eines Elements aus S
′
mit einer vorgegebenen Wahrscheinlichkeit zulassen. Zu Beginn des Konstruktions-
verfahrens (siehe Zeile 1) entscheidet sich die Heuristik zufa¨llig mit einer Wahrschein-
lichkeit von 0,5 fu¨r eine von zwei Strategien S1 und S2. Die Auswahl der Strategie
entscheidet hierbei die Auswahlstrategie in den Prozeduren Add Element() und
Remove One Element(). Wir gehen nun na¨her auf die Strategien S1 und S2 ein.
Strategie S1. Es folgt eine Skizze der Prozeduren Add Element() und Remo-
ve One Element().
- Add Element(). Die Auswahl eines Standortes geschieht in drei Schritten:
1. Berechne N := {j : j ∈ Core, j ist nicht-redundant bzgl. S ′}.
6Die Funktion Scorej wurde bereits in modifizierter Form auf Seite 94 verwendet.
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2. Bestimme fu¨r jeden Standort j ∈ N den Wert Scorej(S ′ ,uk) mit der
Bewertungsfunktion Scorej aus (6.10) fu¨r F = ∅.7 Dabei ist uk der ak-
tuelle Vektor des Subgradientenverfahrens aus Compute Core() bzw.
Update Core().
3. Wa¨hle einen der drei besten Standorte aus N bezu¨glich der Bewertungs-
funktion Scorej.
- Remove One Element(). Die Funktion wird mit einer Wahrscheinlichkeit
von 0,4 durch die Funktion Remove OK() aktiviert. Die Herausnahme ei-
nes Elements aus S
′
geschieht wie in Algorithmus 5.1.3 durch die Prozedur
Remove One Element().8
Strategie S2. Wir beschreiben die Prozeduren Add Element() und Remo-
ve One Element().
- Add Element(). Sei N := {j : j ∈ Core, j ist nicht-redundant bzgl. S ′}.
Bei jedem Aufruf der Prozedur wird nun eine der vier Auswahlstrategien (a),
(b), (c) oder (d) zufa¨llig gewa¨hlt.
(a) Wa¨hle aus der MengeN zufa¨llig einen der drei besten Standorte bezu¨glich
der Bewertungsfunktion Scorej aus (5.5).
9 Die Aktivierung der Strategie
erfolgt mit einer Wahrscheinlichkeit von 1/6.
(b) Wa¨hle aus der MengeN zufa¨llig einen der drei besten Standorte bezu¨glich
der Bewertungsfunktion Scorej aus (5.7).
10 Die Aktivierung der Strategie
erfolgt mit einer Wahrscheinlichkeit von 1/6.
(c) Wa¨hle einen Standort ausN wie in AlgorithmusBaHo.11Die Aktivierung
der Strategie erfolgt mit einer Wahrscheinlichkeit von 1/6.
(d) Wa¨hle einen Standort wie in Strategie S1. Die Aktivierung der Strategie
erfolgt mit einer Wahrscheinlichkeit von 3/6.
- Remove One Element(). Die Funktion ha¨ngt von der Strategie ab, die zu-
letzt in der FunktionAdd Element() verwendet wurde. Im Falle von (a) oder
(d) wird die Funktion Remove One Element() mit einer Wahrscheinlich-
keit von 0,4 durch die Funktion Remove OK() aufgerufen. Die Eliminierung
eines Standortes aus S
′
erfolgt dann wie in Algorithmus 5.1.3.12 Im Falle von
(b) entfernen wir einen Standort aus S
′
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von Remove One Element() erfolgt mit einer Wahrscheinlichkeit von 0,33.
Im Falle von (c) wird kein Standort entfernt.
Optimize(). Um die Prozedur besser beschreiben zu ko¨nnen, gehen wir davon aus,
dass vor dem Aufruf der Prozedur Optimize() die beste Lo¨sung Best gefunden wur-
de, d.h. es gilt it = 0 (siehe Zeile 15 von Algorithmus 7.2.1). Die Idee besteht nun
darin, zuna¨chst lediglich α-redundante Standorte aus S
′
zu entfernen. Falls nach
250 Aufrufen der Prozedur Optimize() keine bessere Lo¨sung als Best gefunden
werden konnte, wird danach bei jedem Aufruf der Prozedur ein rechenintensiveres
Verbesserungsverfahren eingesetzt. Im Einzelnen wa¨hlen wir die Funktion REMO-
VE REDUNDANTE ELEMENTE() aus Algorithmus 5.1.1, falls it ≤ 250 gilt.
Fu¨r den Fall it > 250 verwenden wir zufa¨llig eines der beiden Verbesserungsverfah-
ren Add L Rem (siehe Algorithmus 5.2.2) oder Rem Add FI (siehe Algorithmus
5.2.3). Dabei wa¨hle man das Verbesserungsverfahren Add L Rem mit einer Wahr-
scheinlichkeit von 0,7.
Zu guter Letzt sollen noch einige Bemerkungen zur Konzeption des Simulated An-
nealing Algorithmus folgen. Bei der Konzeption des Algorithmus haben wir uns
urspru¨nglich an die Algorithmen von [BJT99, Fin01] fu¨r das SCP orientiert. Unsere
Implementierungen13 der Algorithmen konnten leider nur in begrenztem Maße die
Ergebnisse erzielen, die in [BJT99, Fin01, FSL02] fu¨r Benchmark-Instanzen des SCP
publiziert wurden. Da die Ergebnisse der Algorithmen sehr stark von den Parame-
tern der Verfahren abha¨ngen, haben wir zusa¨tzlich unterschiedliche Parameterein-
stellungen untersucht. Auch in diesen Fa¨llen konnten wir lediglich nur “anna¨hernd”
die publizierten Ergebnisse erzielen. Eine weitere Beobachtung war, dass der Algo-
rithmus von [BH80], der in der Funktion Construct Solution() (siehe Seite 101)
zum Einsatz kommt, unbefriedigende SCP-Lo¨sungen liefert. Insbesondere sinkt die
Lo¨sungsqualita¨t des Algorithmus umso sta¨rker, je kleiner der Wert α < m (es liegt
kein SCP vor) fu¨r das PSCP gewa¨hlt wird.14
Aufgrund der geschilderten Erfahrungen haben wir versucht einen Ansatz zu wa¨hlen,
der fu¨r das SCP (α = m) und fu¨r alle anderen Fa¨lle α < m mo¨glichst gute Ergeb-
nisse liefert. Die Wahl des Ansatzes basiert hierbei auf einigen Beobachtungen bzw.
Grundsa¨tzen, die sich wa¨hrend der Testphase bzw. Konzeption der Algorithmen als
Vorteil herausgestellten:
• Die Konstruktion einer partiellen Lo¨sung S ′ sowie deren Vervollsta¨ndigung
sollte mo¨glichst variantenreich erfolgen, um ein starkes zyklisches Auftre-
ten von Lo¨sungen zu vermeiden. Hierdurch lassen sich bessere Lo¨sungen in
ku¨rzeren Rechenzeiten bestimmen.
13Wir untersuchten den SA-Algorithmus von [Fin01, FSL02] (ohne Core-Problem) und den SA-
Algorithmus von [BJT99] (ohne Morphing).
14Die Beobachtungen werden spa¨ter in Abschnitt 8.3.1 durch die Ergebnisse des Algorithmus
BaHo (siehe Seite 78) belegt.
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• Wa¨hrend der Konstruktion bzw. Vervollsta¨ndigung von S ′ fu¨hrt das
nachtra¨gliche Eliminieren eines Standortes (aus S
′
) am Ende einer Iteration
zu besseren Lo¨sungen.15
• Die Verbesserung einer Lo¨sung S ′ sollte nicht ausschließlich durch eine Eli-
minierung von α-redundanten Standorten erfolgen. Ein zusa¨tzlicher Einsatz
von Verbesserungsverfahren aus Abschnitt 5.2 fu¨hrt hier zu einer deutlichen
Verbesserung der Lo¨sungsgu¨te der Algorithmen.
Vor diesem Hintergrund ist die Wahl unterschiedlicher Regeln in den Proze-
duren Remove Columns(), Construct Solution() und Optimize() zu se-
hen. Hervorzuheben sind insbesondere die Regeln, die in den Prozeduren Re-
move Columns() und Construct Solution() auf duale Information bzw.
Lagrange-Multiplikatoren uk zuru¨ckgreifen. Hier wurde schließlich der Versuch un-
ternommen, die in Kapitel 6 beschriebenen Methoden mit Simulated Annealing zu
verknu¨pfen. Dieser Ansatz ist - unseres Wissens nach - fu¨r das SCP und das PSCP
neu. Auch bei der Bestimmung des Core-Problems haben wir uns nicht an dem
Ansatz von [Fin01, FSL02]16 orientiert, sondern haben das Lagrange-basierte Ver-
fahren gewa¨hlt, das bereits in Kapitel 6 zur Berechnung eines Core-Problems ver-
wendet wurde. Im Falle des SCP liefert das Verfahren “bessere” Core-Probleme als
das Verfahren von [Fin01, FSL02].17
7.2.2.2 Kalibrierung des Algorithmus
Der SA-Algorithmus wurde anhand der PSCP-Instanzen, die in Abschnitt 8.1 na¨her
beschrieben werden, kalibriert. Dabei haben sich die folgenden Parametereinstellun-
gen als gu¨nstig herausgestellt: Auf allen PSCP-Instanzen wa¨hlten wir time = 1000,
loop = 100, temp = 1,3 und cooling = 0,9. Das Zeitlimit Time Max wurde auf ver-
schiedenen Klassen von Instanzen unterschiedlich gewa¨hlt. Genaue Angaben hierzu
findet der Leser in Anhang B.
7.2.3 Simulated Annealing fu¨r das MCPSCP
7.2.3.1 Beschreibung des Algorithmus SA MCPSCP
In diesem Abschnitt pra¨sentieren wir einen Simulated Annealing Algorithmus fu¨r
das MCPSCP. Das Verfahren wird in Algorithmus 7.2.3 zusammengefasst. Der Ab-
lauf des Algorithmus a¨hnelt dem Ablauf von Algorithmus 7.2.1. Wir gehen daher
15Dies belegen die Ergebnisse der Algorithmen 5.1.4 und 5.1.3, die in Kapitel 8 pra¨sentiert
werden.
16[Fin01, FSL02] generieren ein Core-Problem fu¨r das SCP mit Hilfe eines Multi-Start-
Algorithmus, wobei alle Standorte der berechneten Lo¨sungen das Core-Problem definieren.
17Dies ergibt sich unmittelbar aus den Ergebnissen von [Fin01, FSL02], die in Abschnitt 8.3.3.3
mit den Ergebnissen von Algorithmus 7.2.1 verglichen werden.
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an dieser Stelle nicht weiter darauf ein und wenden uns im Folgenden direkt den
verwendeten Prozeduren zu. Um die Beschreibung des SA-Algorithmus mo¨glichst
einfach zu halten, gehen wir wieder davon aus, dass die Prozeduren in den Zei-
len 2, 8 und 9 stets auf dem durch die Prozedur Compute Core() konstruierten
Core-Problem Core operieren.
Compute Core().Die Konstruktion des Core-Problems erfolgt mit Hilfe des Multi-
Start-Algorithmus GRASP-p aus Abschnitt 5.1.2.5.18 Sind dann S1, . . . , Sn die
Lo¨sungen, die in den n Iterationen von Algorithmus GRASP-p berechnet wur-
den, so wird das Core-Problem durch Core :=
⋃n
j=1 Sj definiert. Die Funktion
Compute Core() gibt schließlich die beste Lo¨sung BEST SOLUTION zuru¨ck,
die mit dem Algorithmus GRASP-p gefunden wurde. Um die Qualita¨t des SA-
Algorithmus mit und ohne Core-Problem beurteilen zu ko¨nnen, verwenden wir die
Funktion OK Core(), die die Berechnung des Core-Problems je nach Bedarf ein-
und ausschaltet. Falls kein Core-Problem verwendet wird, setzen wir Core = J .
Compute Initial Solution(). Zur Bestimmung einer Startlo¨sung S nutzen wir das
Konstruktionsverfahren 5.1.3 des Multi-Start-Algorithmus GR REM. Anschlie-
ßend eliminieren wir α-redundante Standorte aus S mit Hilfe der bereits bekannten
Prozedur REMOVE REDUNDANTE ELEMENTE() aus Algorithmus 5.1.1.
Die Lo¨sung S wird nun als Startlo¨sung des SA-Algorithmus verwendet. Eine Aus-
nahme ist hier der Fall, dass die Lo¨sung BEST SOLUTION aus der Funktion
Compute Core() besser als S ist. In diesem Fall ist BEST SOLUTION die
Startlo¨sung. Siehe hierzu die Zeile 3 des SA-Algorithmus.
Remove Columns(). Die Anzahl ρ der zu eliminierenden Standorte wa¨hlen wir
wie in der Funktion Remove Columns() von Algorithmus 7.2.1. Die Auswahl der
ρ Standorte aus S
′
geschieht zufa¨llig.
Construct Solution(). Die Vervollsta¨ndigung der partiellen Lo¨sung S
′
erfolgt mit
Hilfe von Algorithmus 7.2.4. Der Ablauf des Algorithmus ist im Wesentlichen iden-
tisch mit dem Ablauf des Konstruktionsverfahrens 5.1.3. Die Prozedur setzt sich
hierbei wiederum aus den Phasen P1 und P2 aus Abschnitt 5.1.2.3 zusammen.
Die Phase P1 wird in den Zeilen 2-4 realisiert. Die Zeilen 5-8 fu¨gen hingegen re-
duzierende Standorte zur Lo¨sung S
′
hinzu. Mit der Funktion Scorej aus (5.5) wird
in Zeile 5 u¨berpru¨ft, ob noch reduzierende Standorte in der Menge Core \ S ′ ent-
halten sind. Des Weiteren ist wie in Algorithmus 5.1.3 in jeder Phase des Kon-
struktionsprozesses die Herausnahme eines Standortes aus S
′
durch die Prozedur
Remove One Element() mo¨glich. Nach welchen Regeln die Konstruktion von S
′
letztendlich erfolgt, wird in Zeile 1 des Algorithmus durch die Auswahl einer der
beiden Strategien S1 und S2 gesteuert. Da die Stategien einen wesentlichen Ein-
fluss auf die Funktion Add Element() haben, beschreiben wir die in Algorithmus
18Siehe Seite 78.
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Algorithmus 7.2.3 Ein Simulated Annealing Algorithmus fu¨r das MCPSCP
Algorithmus SA MCPSCP ()
1 if (OK Core()) then Best=Compute Core(); else {Best=J ; Core = J ;}
2 S=Compute Initial Solution();
3 if (Value(S)<Value(Best)) then Best=S;
4 S=Best; it = 0;
5 for i = 1 to time do




















)-Value(S); ω = random[0, 1);
11 if (δ ≤ 0 oder ω ≤ exp(−δ/temp)) then





) <Value(Best)) then {Best=S ′ ; it = 0;}
14 if (Time() > Time Max) then return Best;
15 temp = temp · cooling;
16 return Best;
7.2.4 verwendeten Funktionen in Abha¨ngigkeit von S1 und S2.
Strategie S1.
- Add Element(). Die Auswahl eines Standortes geschieht in drei Schritten:
1. Berechne N := {j : j ∈ Core, j ist nicht-redundant bzgl. S ′}.
2. Bestimme fu¨r jeden Standort j ∈ N den Wert Scorej(S ′) mit der Bewer-
tungsfunktion Scorej aus (5.5).








- Remove One Element(). Die Funktion wird mit einer Wahrscheinlichkeit
von 0,4 durch die Funktion Remove OK() aktiviert. Die Eliminierung eines
Standortes aus S
′
geschieht schließlich wie in Algorithmus 5.1.3 durch die
Prozedur Remove One Element().19
- Add reduzierendes Element(). Wa¨hle einen Standort j ∈ Core \ S ′ wie
in der Funktion Add reduzierendes Element() aus Algorithmus 5.1.1.
19Siehe Seite 79.
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′∪ Add Element(S ′);
4 if (Remove OK()) then S
′
= Remove One Element(S
′
);




′∪ Add reduzierendes Element(S ′);
7 if (Remove OK()) then S
′










- Add Element(). Sei N := {j : j ∈ Core, j ist nicht-redundant bzgl. S ′}.
Bei jedem Aufruf der Prozedur wa¨hle man zufa¨llig eine der Auswahlstrategien
(a) oder (b).
(a) Wa¨hle zufa¨llig einen der k besten Standorte aus N bezu¨glich der Bewer-
tungsfunktion Scorej aus (5.5).
20 Die Aktivierung der Regel erfolgt mit
einer Wahrscheinlichkeit von 0,6.
(b) Wa¨hle einen Standort wie in Strategie S1. Die Aktivierung der Regel
erfolgt mit einer Wahrscheinlichkeit von 0,4.
- Remove One Element(). Die Funktion ist identisch mit der Funktion Re-
move One Element() aus Strategie S1.
- Add reduzierendes Element(). Die Funktion ist identisch mit der gleich-
namigen Funktion aus Strategie S1.
Die Strategie S1 wird schließlich mit einer Wahrscheinlichkeit von 0,2 gewa¨hlt. Die
Strategie S2 wird hingegen mit einer Wahrscheinlichkeit von 0,8 angewendet.
Optimize(). Die Funktion ist identisch mit der Funktion Optimize() aus Algo-
rithmus 7.2.1. Alle Funktionen, die innerhalb der Funktion Optimize() verwendet
werden, lassen sind ebenfalls auf das MCPSCP anwenden.
Abschließend wollen wir kurz auf einige Punkte der Konzeption des SA-Algorithmus
7.2.3 eingehen und beginnen mit der Berechnung des Core-Problems. Zur Berech-
nung des Core-Problems haben wir uns an [Fin01, FSL02] orientiert und generieren
das Core-Problem fu¨r das MCPSCP mit Hilfe eines Multi-Start-Algorithmus. Un-
sere experimentellen Erfahrungen mit den Multi-Start-Algorithmen aus Abschnitt
20Siehe Seite 74.
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5.1.2.5 haben gezeigt, dass sich der Algorithmus GRASP-p aus zweierlei Gru¨nden
zur Konstruktion eines Core-Problems eignet. Zum Einen liefert der Algorithmus
fu¨r eine geeignete Wahl von p bereits akzeptable Startlo¨sungen. Zum Anderen la¨sst
sich durch die Wahl von p die Gro¨ße sowie die Qualita¨t des Core-Problems recht ein-
fach und intuitiv justieren. Um den Zeitaufwand zur Berechnung des Core-Problems
mo¨glichst klein zu halten, haben wir darauf verzichtet, die n Lo¨sungen des Multi-
Start-Algorithmus durch ein rechenintensives Verbesserungsverfahren am Ende eines
Durchlaufs zu optimieren. So haben unsere Experimente mit den Verbesserungsver-
fahren aus Abschnitt 5.2 gezeigt, dass im Falle des MCPSCP die Verfahren zuviel
Rechenzeit beanspruchen.
Zur Berechnung einer Lo¨sung mit der Prozedur Compute Initial Solution()
wa¨hlten wir mit dem Konstruktionsverfahren 5.1.3 ein Verfahren, das mit einem ge-
ringen Rechenaufwand bereits gute Startlo¨sungen fu¨r das MCPSCP liefert.21 Auch
hier verzichteten wir darauf, das Verfahren mit einem zeitintensiven Verbesserungs-
verfahren aus Abschnitt 5.2 zu kombinieren.
In der Funktion Remove Columns() haben wir uns fu¨r das zufa¨llige Eliminieren
von Standorten aus S entschieden. Versuche mit Ansa¨tzen, die die Standorte unter
Beru¨cksichtigung der Bewertungsfunktion Score
′
j aus Algorithmus 5.1.3 entfernen,
konnten hingegen keine besseren Ergebnisse als der gewa¨hlte Ansatz erzielen. Viel-
mehr hat sich gezeigt, dass diese Ansa¨tze aufgrund der notwendigen Auswertung
der Funktion Score′j sehr zeitaufwendig sind.
Die Konzeption der Funktion Construct Solution() basiert im Wesentlichen
auf den Ideen, die bereits in Algorithmus 7.2.2 verfolgt wurden und sich auch fu¨r
das MCPSCP bewa¨hrt haben. Prinzipiell wa¨re es mo¨glich gewesen, die Regeln zur
Auswahl der Standorte zu erweitern, indem einzelne Standorte wie in Algorithmus
BaHo22 ausgewa¨hlt werden.23 Unsere Erfahrungen mit diesem Ansatz sowie die
schlechten Testergebnisse des Algorithmus BaHo auf Instanzen fu¨r das MCPSCP
haben uns dazu bewogen, diesen Weg nicht weiter zu verfolgen.
7.2.3.2 Kalibrierung des Algorithmus
Der SA-Algorithmus wurde anhand der MCPSCP-Instanzen, die in Abschnitt
8.1 eingefu¨hrt werden, kalibriert. Die gewa¨hlten Parametereinstellungen wurden
u¨bernommen, wenn der Algorithmus auch auf den Spezialfall des PSCP angewendet
wurde.
Insgesamt haben sich die folgenden Parametereinstellungen als gu¨nstig heraus-
gestellt: Auf allen MCPSCP- und PSCP-Instanzen wa¨hlten wir time = 1000,
21Dies ergaben die Testergebnisse des Algorithmus auf Instanzen des MCPSCP. Siehe hierzu
auch die Ergebnisse in Abschnitt C.1.
22Siehe Seite 78.
23Siehe z.B. Regel (c) auf Seite 106.
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loop = 100, temp = 1,3 und cooling = 0,9. Angaben zum Zeitlimit Time Max
findet der Leser in Anhang C. Die restlichen Parametereinstellungen betreffen die
Prozeduren Construct Solution() und Compute Core().
Die Prozedur Construct Solution() verfolgt zwei Strategien S1 und S2. Im
Falle der Strategie S2 muss fu¨r die Funktion Add Element() der Parameter k an-
gegeben werden.24 Fu¨r alle MCPSCP- und PSCP-Instanzen der DB Cargo wa¨hlten
wir k = 1. Damit ist die Strategie S1mit der Strategie S2 identisch. Fu¨r alle anderen
MCPSCP- und PSCP-Instanzen wurde k = 3 gesetzt.
Abschließend beschreiben wir die Parameter der Prozedur Compute Core(). Ein
wichtiger Bestandteil der Prozedur ist der Multi-Start-Algorithmus GRASP-p aus
Abschnitt 5.1.2.5. Fu¨r die Anzahl n der internen Iterationen wa¨hlen wir n = 30, d.h.
das Core-Problem wird aus 30 gefundenen Lo¨sungen S1, . . . , S30 zusammengesetzt.
Ferner wurde p = 6 gewa¨hlt.
7.3 Wasserspiegel-Algorithmen
Wasserspiegel-Algorithmen stellen eine Variante des Simulated Annealing dar. Der
Unterschied liegt hierbei in der Wahl des Akzeptanz-Kriteriums, das einen Move
von si−1 nach si zula¨sst. Erste Erfahrungen mit Wasserspiegel-Algorithmen macht
[Due93]. Anstatt die Akzeptanz einer Nachbarlo¨sung si von der Kostendifferenz zur
aktuellen Lo¨sung si−1 abha¨ngig zu machen, wird eine Toleranzschwelle, der soge-
nannte Wasserspiegel, verwendet, bis zu welchem Zielfunktionswert eine Lo¨sung si
akzeptiert werden soll. Im Falle eines Minimierungsproblems findet nur dann ein
Move von si−1 nach si statt, falls der Zielfunktionswert von si unterhalb des aktu-
ellen Wasserspiegels liegt. Im Laufe des Algorithmus wird der Wasserspiegel dann
langsam gesenkt. Die anschauliche Deutung, aus der sich der Name des Verfahrens
ableitet, ist ein Gewa¨sser, dessen Wasserspiegel wa¨hrend einer Trockenzeit stetig ab-
nimmt. Die Trajektorie der lokalen Suche ist dann vergleichbar mit dem Weg eines
Fisches in diesem Gewa¨sser.
[Due93] schlug zwei Varianten vor, den Wasserspiegel abzusenken. Record-To-Record
Travel senkt den Wasserspiegel jedesmal, wenn eine neue beste Lo¨sung Best gefun-
den wurde, auf den Wert waterlevel = V alue(Best)·margin. Hierbei istmargin ein
konstanter Faktor mit margin ≥ 1. Great-Deluge hingegen reduziert den Wasser-
spiegel jedesmal, wenn eine Lo¨sung si gefunden wurde, deren Zielfunktionswert un-
terhalb des Wasserspiegels liegt. Der neue Wasserspiegel wird dann um einen festen
Anteil cutoff ≥ 0 des Abstandes des Zielfunktionswertes von si zum Wasserspiegel
reduziert, d.h. man setzt
waterlevel = waterlevel − cutoff · (waterlevel − V alue(si)).
24Siehe hierzu Seite 111.
114 Kapitel 7. Local-Search Verfahren
Wasserspiegel-Algorithmen wurden in der Literatur bisher recht selten studiert.
[JM97] studieren einen Great-Deluge Algorithmus, der fu¨r das Traveling Salesman
Problem vielversprechende Ergebnisse erzielt. [Sin93] vergleicht diverse Metaheuris-
tiken fu¨r ein spezielles Quadratic Assignment Problem. [EW99] berichtet u¨ber den
Einsatz von Wasserspiegel-Algorithmen in der Flugdienstplanung. Die dort verwen-
deten Algorithmen liefern zufriedenstellende Ergebnisse fu¨r die betrachtete Problem-
stellung.
Wir beschreiben im Folgenden einen Great-Deluge Algorithmus (siehe Abschnitt
7.3.1) und einen Record-To-Record Travel Algorithmus (siehe Abschnitt 7.3.3) fu¨r
das PSCP. Die Algorithmen stellen dabei Varianten des SA-Algorithmus aus Ab-
schnitt 7.2.2 dar. Ferner pra¨sentieren wir in Abschnitt 7.3.2 einen Great-Deluge
Algorithmus fu¨r das MCPSCP. Hierbei handelt es sich um eine Variante des SA-
Algorithmus aus Abschnitt 7.2.3.
7.3.1 Ein Great-Deluge Algorithmus fu¨r das PSCP
7.3.1.1 Beschreibung des Algorithmus GD PSCP
Wir a¨ndern in Algorithmus 7.2.1 lediglich das Akzeptanz-Kriterium im Sinne eines
Great-Deluge Algorithmus und erhalten den Algorithmus 7.3.1. In Zeile 12 des Algo-
rithmus wird u¨berpru¨ft, ob der Zielfunktionswert der aktuellen Lo¨sung S
′
unterhalb
des Wasserspiegels liegt. Ist dies der Fall, so wird die neue Lo¨sung S
′
akzeptiert (Zei-
le 13) und der Wasserspiegel gesenkt (Zeile 14). Zu Beginn des Algorithmus setzen
wir den Wasserspiegel auf den Wert waterlevel=1,02·Value(Best).
7.3.1.2 Kalibrierung des Algorithmus
Zur Kalibrierung des Algorithmus wa¨hlten wir fu¨r loop und time die Einstellungen,
die bereits in Abschnitt 7.2.2.2 fu¨r den SA-Algorithmus SA PSCP gewa¨hlt wur-
den. Zu kla¨ren bleibt die Parameterwahl fu¨r cutoff. Fu¨r PSCP-Instanzen, die aus
SCP-Instanzen der Klasse AA (siehe Tabelle 8.2) generiert wurden, wa¨hlten wir die
Einstellung cutoff=0,6. Auf allen anderen PSCP-Instanzen setzten wir cutoff=0,3.
Das Zeitlimit Time Max wurde wie in Algorithmus SA PSCP gewa¨hlt. Genaue An-
gaben hierzu findet der Leser in Anhang B.
7.3.2 Ein Great-Deluge Algorithmus fu¨r das MCPSCP
7.3.2.1 Beschreibung des Algorithmus GD MCPSCP
Der Algorithmus 7.3.2 stellt eine Variante des SA-Algorithmus 7.2.3 dar. Wie in
Abschnitt 7.3.1 wurde auch hier lediglich das Akzeptanz-Kriterium, das einen Move
von S nach S
′
zula¨sst, im Sinne eines Great-Deluge Algorithmus modifiziert.
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Algorithmus 7.3.1 Ein Great-Deluge Algorithmus fu¨r das PSCP
Algorithmus GD PSCP ()
1 Best=Compute UB();
2 UB=Value(Best); Compute Core(UB);
3 S=Compute Initial Solution();
4 if (Value(S)<Value(Best)) then {Best=S; UB=Value(Best);}
5 it = 0; waterlevel=1,02·Value(Best);
6 for i = 1 to time do
7 for j = 1 to loop do




















) < waterlevel) then






) <Value(Best)) then {Best=S ′ ; UB=Value(Best); it = 0;}
16 if (Time() > Time Max) then return Best;
17 return Best;
7.3.2.2 Kalibrierung des Algorithmus
Alle Parameter wurden wie in Algorithmus SA MCPSCP gewa¨hlt (siehe Abschnitt
7.2.3.2). Ferner wurde cutoff=0,4 gesetzt. Angaben zum Zeitlimit Time Max findet
der Leser in Anhang C.
7.3.3 Ein Record-To-Record Travel Algorithmus fu¨r das
PSCP
7.3.3.1 Beschreibung des Algorithmus RTR PSCP
Der Algorithmus 7.3.3 ist eine Variante des SA-Algorithmus 7.2.1, wobei lediglich
das Akzeptanz-Kriterium im Sinne eines Record-To-Record Travel Algorithmus mo-
difiziert wurde. A¨hnlich wie in Algorithmus 7.3.1 wird die Lo¨sung S
′
in Zeile 13
nur dann akzeptiert, falls der Zielfunktionswert von S
′
unterhalb des Wasserspiegels
liegt. Ist die Lo¨sung S
′
zusa¨tzlich besser als die aktuelle beste Lo¨sung Best, so wird
der Wasserspiegel in der Zeile 16 gesenkt. Am Anfang des Algorithmus setzen wir
den Wasserspiegel auf den Wert waterlevel=1,02·Value(Best).
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Algorithmus 7.3.2 Ein Great-Deluge Algorithmus fu¨r das MCPSCP
Algorithmus GD MCPSCP ()
1 if (OK Core()) then Best=Compute Core(); else {Best=J ; Core = J ;}
2 S=Compute Initial Solution();
3 if (Value(S)<Value(Best)) then Best=S;
4 S=Best; it = 0; waterlevel=1,02·Value(Best);
5 for i = 1 to time do




















) < waterlevel) then






) <Value(Best)) then {Best=S ′ ; UB=Value(Best); it = 0;}
14 if (Time() > Time Max) then return Best;
15 return Best;
7.3.3.2 Kalibrierung des Algorithmus
Die Paramter loop und time wurden wie in Abschnitt 7.2.2.2 fu¨r den SA-Algorithmus
SA PSCP gewa¨hlt. Fu¨r den Parameter margin wa¨hlten wir margin=1,01, falls
der Algorithmus auf PSCP-Instanzen angewendet wurde, die aus SCP-Instanzen
der Klasse AA (siehe Tabelle 8.2) generiert wurden. Fu¨r alle anderen PSCP-
Instanzen wa¨hlten wir margin=1,2. Das Zeitlimit Time Max wurde wie in Algo-
rithmus SA PSCP gewa¨hlt. Genaue Angaben hierzu findet der Leser in Anhang
B.
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Algorithmus 7.3.3 Ein Record-To-Record Travel Algorithmus fu¨r das PSCP
Algorithmus RTR PSCP ()
1 Best=Compute UB();
2 UB=Value(Best); Compute Core(UB);
3 S=Compute Initial Solution();
4 if (Value(S)<Value(Best)) then {Best=S; UB=Value(Best);}
5 it = 0; waterlevel=1,02·Value(Best);
6 for i = 1 to time do
7 for j = 1 to loop do




















) < waterlevel) then









16 waterlevel=Value(Best)·margin; it = 0;





In diesem Abschnitt werden alle Verfahren, die in dieser Arbeit fu¨r das PSCP und
MCPSCP entwickelt wurden, auf Benchmark-Instanzen der SCP-Literatur sowie auf
realen Daten eines Projekts mit der DB Cargo (siehe Anhang A und Abschnitt 4.1)
getestet und mit den Ergebnissen kommerzieller Solver verglichen. Im Falle des SCP
vergleichen wir die Ergebnisse der Algorithmen mit den bekannten Ergebnissen der
SCP-Literatur.
In Abschnitt 8.1 werden zuna¨chst die verwendeten Probleminstanzen beschrieben,
aus denen spa¨ter Probleminstanzen fu¨r das PSCP und MCPSCP definiert werden.
Im na¨chsten Abschnitt 8.2 legen wir die Kriterien fest, nach denen die Qualita¨t der
betrachteten Verfahren zu messen sind.
Im Falle des PSCP gibt Abschnitt 8.3 einen U¨berblick u¨ber die Ergebnisse der
getesteten Verfahren sowie einen Vergleich der Verfahren untereinander (siehe Ab-
schnitte 8.3.1, 8.3.2 und 8.3.3). Gegenstand von Abschnitt 8.3.4 ist schließlich die
Analyse des Zusammenhangs zwischen Kosten und dem U¨berdeckungsgrad α.
Die Ergebnisse fu¨r das MCPSCP werden in Abschnitt 8.4 pra¨sentiert. Dabei gehen
wir zuna¨chst a¨hnlich vor wie in Abschnitt 8.3 fu¨r das PSCP. Der letzte Abschnitt
8.4.4 analysiert hingegen Lo¨sungen des MCPSCP, die fu¨r die realen Probleminstan-
zen der DB bestimmt wurden. Dabei sollen die berechneten Lo¨sungen unter den
Kriterien Kosten und Multiple Coverage beschrieben und miteinander verglichen
werden.
8.1 Probleminstanzen
In diesem Abschnitt stellen wir die Benchmark-Instanzen vor, anhand derer die
Qualita¨t der Algorithmen untersucht werden soll. Dabei werden zwei Arten von
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Benchmark-Instanzen betrachtet. Im ersten Fall handelt es sich um bekannte
Benchmark-Instanzen der SCP-Literatur. Im zweiten Fall werden reale Daten ei-
nes Projekts mit der DB Cargo betrachtet.
Da die Instanzen “an sich” noch keine Instanzen fu¨r das PSCP und MCPSCP dar-
stellen, mussten weitere Parameter von uns vorgegeben werden. So wurden den In-
stanzen verschiedene U¨berdeckungsgrade α zugeordnet, wobei im Falle des MCPSCP
zusa¨tzlich verschiedene Gewichte ω1, . . . , ωK beru¨cksichtigt werden mussten.
Grundsa¨tzlich haben wir bei allen Instanzen zwischen “großen” und “kleinen” In-
stanzen unterschieden. Im Fall der Instanzen der SCP-Literatur erfolgte die Unter-
scheidung nach der Anzahl n der Standorte bzw. Spalten des Problems. Fu¨r die
realen Daten des DB Projekts orientierten wir uns hingegen an der Anzahl m der
Waggons.
In den na¨chsten beiden Abschnitten 8.1.1 und 8.1.2 stellen wir zuna¨chst die uns zur
Verfu¨gung stehenden Daten vor. Wie wir aus diesen Daten Instanzen fu¨r das PSCP
und MCPSCP generiert haben, soll anschließend im Abschnitt 8.1.3 genauer erkla¨rt
werden.
8.1.1 SCP-Instanzen der Literatur
Wir verwendeten ku¨nstlich generierte SCP-Instanzen der OR-Library1 von J.E. Be-
asley und reale (Crew Scheduling) Instanzen aus der Vero¨ffentlichung von [BC96a].
Hierbei handelt es sich um Benchmark-Instanzen, die seit 1990 zur Beurteilung der
Gu¨te von SCP-Algorithmen verwendet werden.2
Die Instanzen der OR-Library setzen sich aus “kleinen” Instanzen der Klassen 4, 5,
6, A, B, C, D und aus “großen” Instanzen der Klassen E, F, G, H zusammen. Die
Klassen 4 und 5 haben jeweils 10 Instanzen, wa¨hrend die Klassen 6 und A-H aus
jeweils 5 Instanzen bestehen. Die Tabelle 8.1 beschreibt die wichtigsten Merkmale
der Instanzen. Die Anzahl n der Standorte (bzw. Spalten des Problems) liegt bei
allen Instanzen zwischen 1000 und 10000. Fu¨r alle Kosten cj gilt ferner cj ∈ [0, 100].
Die Dichte der m × n-Matrix liegt zwischen 2% und 20%. Bis auf einige Instanzen
der Klassen G und H sind im Falle des SCP alle Optimallo¨sungen bekannt.
Die Problemgro¨ßen der Instanzen aus [BC96a] lassen sich aus der Tabelle 8.2 entneh-
men. Die Klasse AA besteht hierbei aus 14 Instanzen, wobei n zwischen 3095 und
8661 variiert. Anders als bei den obigen Instanzen der OR-Library ist m bei allen
Instanzen verha¨ltnisma¨ßig klein, wobei der Wertebereich der Kosten fu¨r Standorte
deutlich gro¨ßer ist. Fu¨r alle Instanzen der Klasse AA sind die Optimallo¨sungen im
Falle des SCP bekannt.
1Siehe hierzu auch die Internetseite http://mscmga.ms.ic.ac.uk/jeb/orlib/scpinfo.html.
2Zumindest in allen einschla¨gigen Publikationen zu diesem Thema.
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Klasse m n Dichte Kostenintervall
4 200 1000 2% [1,100]
5 200 2000 2% [1,100]
6 200 1000 5% [1,100]
A 300 3000 2% [1,100]
B 300 3000 5% [1,100]
C 400 4000 2% [1,100]
D 400 4000 5% [1,100]
E 500 5000 10% [1,100]
F 500 5000 20% [1,100]
G 1000 10000 2% [1,100]
H 1000 10000 5% [1,100]
Tabelle 8.1: SCP-Instanzen von J.E. Beasley.
Klasse AA m n Dichte Kostenintervall
AA03 106 8661 4,05% [91,3619]
AA04 106 8002 4,05% [91,3619]
AA05 105 7435 4,05% [91,3619]
AA06 105 6951 4,11% [91,3619]
AA11 271 4413 2,53% [35,2966]
AA12 272 4208 2,52% [35,2966]
AA13 265 4025 2,6% [35,2966]
AA14 266 3868 2,5% [35,2966]
AA15 267 3701 2,58% [35,2966]
AA16 265 3558 2,63% [35,2966]
AA17 264 3425 2,61% [35,2966]
AA18 271 3314 2,55% [35,2966]
AA19 263 3202 2,63% [35,2966]
AA20 269 3095 2,58% [35,2966]
Tabelle 8.2: SCP-Instanzen von E. Balas.
8.1.2 Reale Instanzen der DB Cargo
Außer den Instanzen der SCP-Literatur wurden auch die Daten einer realen An-
wendung untersucht, die Gegenstand eines Projekts mit der DB Cargo war. Wir
verzichten an dieser Stelle auf eine Beschreibung der Aufgabenstellung des Projekts
und verweisen hierfu¨r den Leser auf den Abschnitt 4.1 (siehe Seite 41) und den
Anhang A.
Bei der Auswahl der Probleminstanzen haben wir die Fahrpla¨ne kleiner Zeitra¨ume
von 1-3 Tagen und großer Zeitra¨ume von einer Woche bis 4 Wochen beru¨cksichtigt.
Die Probleminstanzen wurden dabei aus den Fahrpla¨nen der Zugrouten bzw. Wag-
gonrouten fu¨r die einzelnen Zeitra¨ume generiert. Die Berechnung der Problemin-
stanzen war jedoch im Detail sehr schwierig. Zum Einen waren die Daten unvoll-
sta¨ndig. Zum Anderen mussten bei der Datenverarbeitung einige Nebenbedingun-
gen, die von Seiten des Projektpartners aus betrieblichen Gru¨nden gestellt wurden,
beru¨cksichtigt werden. Eine ausfu¨hrliche Beschreibung der Datenverarbeitung findet
der Leser in Anhang A.
Die Gro¨ßenordnungen der berechneten Probleminstanzen sind in der Tabelle 8.3
zusammengefasst. In der Spalte Zeitraum ist der Name der Instanz zu finden,
der gleichzeitig auch den Optimierungszeitraum angibt. Die Instanzen sind dabei
in drei Klassen unterteilt, die in der Tabelle durch DB A (“kleiner” Zeitraum),
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DB B (“mittelgroßer” Zeitraum) und DB C (“großer” Zeitraum) gekennzeichnet
sind. Die Zugeho¨rigkeit der Instanzen zu den einzelnen Klassen la¨sst sich dabei an-
hand der Angaben in der Spalte Klasse ablesen. In der Tabelle wird ferner fu¨r jede
Instanz die Anzahl m der zu beru¨cksichtigenden Waggons sowie die Anzahl n der
mo¨glichen Standorte fu¨r Messstellen angegeben. Aus der Datenverarbeitung resul-
tierten schließlich Probleminstanzen mit bis zu 207657Waggons und 922 potenziellen
Standorten fu¨r Messstellen. Die relativ “kleine” Anzahl n mo¨glicher Standorte ist
dabei auf den entwickelten Ansatz zur Datenverarbeitung zuru¨ckzufu¨hren, der in
vielen Fa¨llen den darstellenden Graphen fu¨r das “reale” Schienenetz um bis zu 90%
reduzieren konnte.
Eine Besonderheit der Instanzen ist sicherlich ihre Dimension m × n. So ist die
Anzahl m um ein Vielfaches gro¨ßer als bei allen Instanzen aus Abschnitt 8.1.1.
Zeitraum Klasse Anzahl Waggons (m) Anzahl Standorte (n)
23.4 DB A 5236 258
27.4 DB A 56153 737
1.5 DB A 11246 407
4.5 DB A 56162 741
7.5 DB A 12841 431
10.5 DB A 55036 712
17.5 DB A 55433 730
21.5 DB A 13303 417
24.5 DB A 54869 713
10.5-11.5 DB B 83477 762
16.5-17.5 DB B 83389 780
22.5-23.5 DB B 74903 774
10.5-12.5 DB B 103868 793
16.5-18.5 DB B 102844 804
22.5-24.5 DB B 96367 795
23.4-30.4 DB C 126607 830
1.5-7.5 DB C 126184 829
8.5-14.5 DB C 134086 826
23.4-7.5 DB C 165219 881
8.5-21.5 DB C 172962 872
23.4-14.5 DB C 188886 906
23.4-21.5 DB C 207657 922
Tabelle 8.3: Reale Instanzen der DB Cargo.
Zur Modellierung der Aufgabenstellung als PSCP oder MCPSCP interpretierten wir
die Menge I als Menge aller Waggons und J als Menge aller Gleisabschnitte3, die von
Waggons wa¨hrend des betrachteten Optimierungszeitraums befahren wurden. Zur
Beschreibung der Route eines Waggons i ∈ I wurde die Menge Ji ⊆ J entsprechend
gewa¨hlt.
8.1.3 Definition der Instanzen fu¨r das PSCP und MCPSCP
Fu¨r das PSCP und das MCPSCP haben wir bei allen Probleminstanzen den
U¨berdeckungsgrad α in Abha¨ngigkeit von m und einem Parameter γ ∈ [0, 100]
3Unter einem Gleisabschnitt verstehen wir die direkte Verbindung zweier benachbarter
Bahnho¨fe durch Gleise.
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wie folgt bestimmt:
α(γ) := bm · γ
100
c. (8.1)
Der Parameter γ beschreibt hierbei den prozentualen Anteil der zu u¨berdeckenden
Bedarfsknoten.
Im Falle des PSCP betrachteten wir fu¨r jede Instanz der Klassen 4-D und E-H die
Parameterwahl γ = 60, γ = 80, γ = 90, γ = 95 und γ = 100. Um die Anzahl
der durchzufu¨hrenden Versuche einzugrenzen, wurden fu¨r alle Instanzen aus den
Tabellen 8.2 und 8.3 die Parameter γ = 90, γ = 95 und γ = 100 gewa¨hlt.
Im Falle des MCPSCP bestand das Problem darin, dass neben der Wahl des
U¨berdeckungsgrades α auch verschiedene Gewichte ω1, . . . , ωK fu¨r einzelne Instan-
zen festgelegt werden mussten. Ziel war dabei die Generierung von Problemen fu¨r
das MCPSCP, anhand derer sich die Verfahren fu¨r das MCPSCP mo¨glichst gut
testen lassen. Wir haben uns dabei im Wesentlichen auf die folgenden Typen bzw.
Klassen von Gewichten konzentriert:
(i) ω1 = . . . = ωK
(ii) ω1 ≤ . . . ≤ ωK
(iii) ω1 ≥ . . . ≥ ωK .
In wenigen Fa¨llen wa¨hlten wir Gewichte, die nicht den obigen Klassen (i), (ii) oder
(iii) zuzuordnen waren.4
Die eigentliche Schwierigkeit bestand nun darin, jeder Instanz “geeignete” Gewichte
ω1, . . . , ωK zuzuordnen, so dass die Minimierung der Kosten fu¨r Standorte weiter-
hin im Vordergrund der Optimierung stand. Daru¨ber hinaus mussten verschiedene
U¨berdeckungsgrade α beru¨cksichtigt werden.
Um die Gro¨ßenordnungen der Gewichte ω1, . . . , ωK fu¨r jede Instanz anna¨hernd
abscha¨tzen zu ko¨nnen, haben wir uns an dem durchschnittlichen Quotienten aus
Kosten cj und der Anzahl |Ij| orientiert5:
Φ :=
∑
j ∈ J cj · |Ij|−1
|J | . (8.2)
Dabei wa¨hlten wir die Gewichte zufa¨llig in der Gro¨ßenordnung zwischen Φ/10 und
Φ/100. Zur Feinabstimmung der Gewichte wa¨re anschließend eine Interpretation
bzw. Bewertung der Lo¨sungen, die aus der jeweiligen Gewichtewahl resultieren,
denkbar gewesen. Darauf haben wir bei allen Instanzen aus Abschnitt 8.1.1 aus
4Beispielsweise, um den Einfluss einzelner Gewichte auf die Lo¨sung beobachten zu ko¨nnen.
5Man u¨berlegt sich leicht, dass man die Gewichte ω1, . . . , ωK kleiner als Φ wa¨hlen sollte, da
sonst mo¨glicherweise eine zu starke Gewichtung des Multiple Coverage vorliegt.
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verschiedenen Gru¨nden verzichtet. Zum Einen ist die Wahl von Gewichten stets
“subjektiv”. Zum Anderen ist die Feinabstimmung der Gewichte erst vor dem Hin-
tergrund einer realen Anwendung sinnvoll, die mit den Daten aus Abschnitt 8.1.1
nicht vorgegeben war. Lediglich im Falle der realen Daten der DB Cargo wurden die
Gewichte unter Beru¨cksichtigung der aus der Gewichtewahl resultierenden Lo¨sungen
gewa¨hlt.
Es folgt nun eine kurze Beschreibung der Probleminstanzen fu¨r das MCPSCP. Wir
beginnen mit der Gewichtewahl fu¨r die Instanzen aus Abschnitt 8.1.1. Wir wa¨hlten
zuna¨chst aus jeder der Klassen 4, 5, 6, A, B, C, D, E, F jeweils eine Instanz. Aus
den Klassen G und H wa¨hlten wir jeweils zwei Instanzen, aus der Klasse AA hin-
gegen 3 Instanzen. Anschließend bestimmten wir fu¨nf Problemklassen, in denen
jeder der ausgewa¨hlten Instanzen unterschiedliche Gewichte zugeordnet wurden.
Die Klassen sind in den Tabellen 8.4, 8.5, 8.6, 8.7 und 8.8 zusammengefasst. Die
Instanzen der OR-Library von J.E. Beasley werden dabei durch die Bezeichnung
SCP[Klasse][Nummer] gekennzeichnet. Die Klasse Gew I aus Tabelle 8.4 verwen-
det ausschließlich Gewichte vom Typ (i), wa¨hrend in den Klassen Gew II 1 und
Gew II 2 Gewichte vom Typ (ii) gewa¨hlt werden. Die Gewichte der restlichen Klas-
sen Gew III 1 und Gew III 2 sind vom Typ (iii).6
Fu¨r alle Instanzen der fu¨nf Klassen beru¨cksichtigten wir zusa¨tzlich unterschiedliche
U¨berdeckungsgrade α bzw. verschiedene Werte fu¨r den Parameter γ. Fu¨r Instanzen
aus den Klassen 4-D und E-H wa¨hlten wir γ = 60, γ = 80, γ = 90, γ = 95
und γ = 100. Im Falle der Instanzen AA03, AA11 und AA20 betrachteten wir die
Parameterwahl γ = 90, γ = 95 und γ = 100.
Instanz K ω1 ω2 ω3 ω4 ω5
SCP41 5 0,1 0,1 0,1 0,1 0,1
SCP51 5 0,1 0,1 0,1 0,1 0,1
SCP61 5 0,1 0,1 0,1 0,1 0,1
SCPA1 5 0,8 0,8 0,8 0,8 0,8
SCPB1 5 0,05 0,05 0,05 0,05 0,05
SCPC1 5 0,07 0,07 0,07 0,07 0,07
SCPD1 5 0,02 0,02 0,02 0,02 0,02
SCPE1 5 0,05 0,05 0,05 0,05 0,05
SCPF1 5 0,05 0,05 0,05 0,05 0,05
SCPG1 5 0,06 0,06 0,06 0,06 0,06
SCPG2 5 0,1 0,1 0,1 0,1 0,1
SCPH1 5 0,2 0,2 0,2 0,2 0,2
SCPH2 5 0,03 0,03 0,03 0,03 0,03
AA03 5 2 2 2 2 2
AA11 5 3 3 3 3 3
AA20 5 1 1 1 1 1
Tabelle 8.4: Instanzen der Klasse Gew I.
6Bei allen Gewichten dieser Klassen handelt es sich um die Gewichte aus den Klassen Gew II 1
und Gew II 2 in umgekehrter Reihenfolge.
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Instanz K ω1 ω2 ω3 ω4 ω5
SCP41 5 0,05 0,07 0,1 0,2 0,3
SCP51 5 0,01 0,05 0,1 0,1 0,2
SCP61 5 0,6 0,65 0,7 0,7 0,7
SCPA1 5 0,3 0,4 0,5 0,6 0,7
SCPB1 5 0,05 0,05 0,07 0,07 0,1
SCPC1 5 0,01 0,08 0,1 0,2 0,25
SCPD1 5 0,03 0,05 0,1 0,15 0,25
SCPE1 5 0,05 0,1 0,2 0,25 0,25
SCPF1 5 0,03 0,04 0,1 0,1 0,1
SCPG1 5 0,01 0,01 0,04 0,06 0,1
SCPG2 5 0,1 0,1 0,15 0,15 0,2
SCPH1 5 0,02 0,025 0,03 0,03 0,035
SCPH2 5 0,03 0,1 0,2 0,25 0,3
AA03 5 2 2,5 3 3 3,5
AA11 5 3 4 4 5 6
AA20 5 1 1,5 2 3 3
Tabelle 8.5: Instanzen der Klasse Gew II 1.
Instanz K ω1 ω2 ω3
SCP41 3 0,1 0,15 0,2
SCP51 3 0,01 0,2 0,25
SCP61 3 0,3 0,35 0,4
SCPA1 3 0,1 0,1 0,3
SCPB1 3 0,05 0,06 0,07
SCPC1 3 0,01 0,02 0,1
SCPD1 3 0,03 0,03 0,04
SCPE1 3 0,01 0,02 0,25
SCPF1 3 0,1 0,15 0,15
SCPG1 3 0,01 0,1 0,2
SCPG2 3 0,08 0,1 0,15
SCPH1 3 0,01 0,01 0,02
SCPH2 3 0,01 0,1 0,3
AA03 3 1 1,5 3
AA11 3 1 2 5
AA20 3 0,2 1 1,5
Tabelle 8.6: Instanzen der Klasse Gew II 2.
Im Falle der realen Daten der DB Cargo haben wir eine Auswahl “kleiner”,
“mittelgroßer” und “großer” Optimierungszeitra¨ume ausgewa¨hlt und hierfu¨r ver-
schiedene Gewichte und U¨berdeckungsgrade definiert, die sich aus der Tabelle 8.9
entnehmen lassen. In der Spalte Name wird der Name einer Instanz fu¨r das
MCPSCP festgelegt, wobei fu¨r jede Instanz ein Optimierungszeitraum (Zeitraum),
der Parameter γ und eine Wahl der Gewichte ω1, . . . , ωK (Gewichte) angegeben
wird. Die definierten Instanzen fu¨r das MCPSCP sind schließlich in drei Klas-
sen unterteilt, die in der Tabelle durch DB M A (“kleiner” Zeitraum), DB M B
(“mittelgroßer” Zeitraum) und DB M C (“großer” Zeitraum) gekennzeichnet sind.
In den Abschnitten 8.1.1 und 8.1.2 haben wir zuvor Instanzen eingefu¨hrt, auf de-
ren Basis in diesem Abschnitt eine Reihe von Problemen fu¨r das PSCP und das
MCPSCP definiert wurden. Der Einfachheit halber werden diese Probleme im Fol-
genden als PSCP-Instanzen bzw. MCPSCP-Instanzen bezeichnet. Insgesamt stan-
den uns 433 PSCP- und 403 MCPSCP-Instanzen zur Verfu¨gung.
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Instanz K ω1 ω2 ω3 ω4 ω5
SCP41 5 0,3 0,2 0,1 0,07 0,05
SCP51 5 0,2 0,1 0,1 0,05 0,01
SCP61 5 0,8 0,7 0,7 0,65 0,6
SCPA1 5 0,7 0,6 0,5 0,4 0,3
SCPB1 5 0,1 0,07 0,07 0,05 0,05
SCPC1 5 0,25 0,2 0,1 0,08 0,01
SCPD1 5 0,25 0,15 0,1 0,05 0,03
SCPE1 5 0,25 0,25 0,2 0,1 0,05
SCPF1 5 0,1 0,1 0,1 0,04 0,03
SCPG1 5 0,1 0,06 0,04 0,01 0,01
SCPG2 5 0,2 0,15 0,15 0,1 0,1
SCPH1 5 0,035 0,03 0,03 0,025 0,02
SCPH2 5 0,3 0,25 0,2 0,1 0,03
AA03 5 3,5 3 3 2,5 2
AA11 5 6 5 4 4 3
AA20 5 3 3 2 1,5 1
Tabelle 8.7: Instanzen der Klasse Gew III 1.
Instanz K ω1 ω2 ω3
SCP41 3 0,2 0,15 0,1
SCP51 3 0,25 0,2 0,01
SCP61 3 0,4 0,35 0,3
SCPA1 3 0,3 0,1 0,1
SCPB1 3 0,07 0,06 0,05
SCPC1 3 0,1 0,02 0,01
SCPD1 3 0,04 0,03 0,03
SCPE1 3 0,25 0,02 0,01
SCPF1 3 0,15 0,15 0,1
SCPG1 3 0,2 0,1 0,01
SCPG2 3 0,15 0,1 0,08
SCPH1 3 0,02 0,01 0,01
SCPH2 3 0,3 0,1 0,01
AA03 3 3 1,5 1
AA11 3 5 2 1
AA20 3 1,5 1 0,2
Tabelle 8.8: Instanzen der Klasse Gew III 2.
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Instanz Gewichte
Name Klasse Zeitraum γ K ω1 ω2 ω3 ω4 ω5 ω6
DB M 1 DB M A 1.5 100 5 0,0009 0,0009 0,0009 0,0009 0,0009 -
DB M 2 DB M A 1.5 100 5 0,001 0,0008 0,0005 0,0003 0,0001 -
DB M 3 DB M A 1.5 100 5 0,003 0,0009 0,0003 0,0001 0,000001 -
DB M 4 DB M A 1.5 95 5 0,0006 0,0006 0,0006 0,0006 0,0006 -
DB M 5 DB M A 1.5 90 5 0,0006 0,0006 0,0006 0,0006 0,0006 -
DB M 6 DB M A 1.5 90 5 0,002 0,001 0,0001 0,0001 0,0001 -
DB M 7 DB M A 1.5 90 5 0,003 0,0005 0,0002 0,0001 0,0001 -
DB M 8 DB M A 1.5 90 5 0,0001 0,0001 0,0001 0,1 0,0001 -
DB M 9 DB M A 7.5 100 5 0,0003 0,0003 0,0003 0,0003 0,0003 -
DB M 10 DB M A 7.5 100 5 0,00035 0,002 0,0006 0,0001 0,0001 -
DB M 11 DB M A 7.5 90 5 0,0008 0,0007 0,0005 0,0004 0,0003 -
DB M 12 DB M A 7.5 90 5 0,0008 0,0008 0,0004 0,0004 0,0004 -
DB M 13 DB M A 10.5 100 5 0,0001 0,0001 0,0001 0,0001 0,0001 -
DB M 14 DB M A 10.5 90 5 0,003 0,001 0,0008 0,0004 0,0001 -
DB M 15 DB M A 10.5 90 5 0,0002 0,0002 0,0002 0,0002 0,0002 -
DB M 16 DB M B 16.5-18.5 100 5 0,0002 0,0002 0,0002 0,0002 0,0002 -
DB M 17 DB M B 16.5-18.5 90 5 0,0001 0,0001 0,0001 0,0001 0,0001 -
DB M 18 DB M B 16.5-18.5 90 5 0,00008 0,00008 0,00008 0,00008 0,00008 -
DB M 19 DB M B 16.5-18.5 90 5 0,0003 0,0001 0,00008 0,00001 0,00001 -
DB M 20 DB M B 8.5-14.5 100 5 0,0003 0,0003 0,0003 0,0003 0,0003 -
DB M 21 DB M B 8.5-14.5 90 5 0,00003 0,00003 0,00003 0,00003 0,00003 -
DB M 22 DB M B 8.5-14.5 90 5 0,00005 0,00005 0,00005 0,00005 0,00005 -
DB M 23 DB M C 23.4-7.5 90 6 0,00001 0,00001 0,00001 0,00001 0,00001 0,00001
DB M 24 DB M C 23.4-7.5 90 6 0,00009 0,00006 0,00002 0,00001 0,00001 0,00001
DB M 25 DB M C 23.4-7.5 90 6 0,00005 0,00003 0,00002 0,00001 0,00001 0,00001
DB M 26 DB M C 23.4-21.5 95 5 0,00001 0,00001 0,00001 0,00001 0,00001 -
DB M 27 DB M C 23.4-21.5 90 5 0,00001 0,00001 0,00001 0,00001 0,00001 -
DB M 28 DB M C 23.4-21.5 95 5 0,00001 0,00001 0,00001 0,002 0,00001 -
DB M 29 DB M C 23.4-21.5 90 5 0,00001 0,00001 0,00001 0,002 0,00001 -
DB M 30 DB M C 23.4-21.5 95 5 0,000002 0,000004 0,000008 0,000013 0,00002 -
DB M 31 DB M C 23.4-21.5 90 5 0,000002 0,000004 0,000008 0,000013 0,00002 -
DB M 32 DB M C 23.4-21.5 95 5 0,00002 0,000013 0,000008 0,000004 0,000002 -
DB M 33 DB M C 23.4-21.5 90 5 0,00002 0,000013 0,000008 0,000004 0,000002 -
Tabelle 8.9: Die realen Instanzen der DB Cargo unter Beru¨cksichtigung von Multiple
Coverage.
8.2 Gewinnung von Vergleichswerten
In diesem Abschnitt beschreiben wir die Kriterien, anhand derer wir die Gu¨te der
Algorithmen beurteilen wollen. Ferner gehen wir auf die Berechnung von Opti-
mallo¨sungen sowie auf die Bestimmung unterer Schranken fu¨r das PSCP und das
MCPSCP ein.
8.2.1 Bewertungskriterien
Die Qualita¨t eines Algorithmus wird im Wesentlichen anhand von zwei Gro¨ßen ge-
messen. Eine Gro¨ße ist die prozentuale Abweichung Gap des besten berechneten
Zielfunktionswertes von einer besten oberen Schranke (d.h. einer zula¨ssigen Lo¨sung)
oder unteren Schranke fu¨r das Problem, sofern diese berechnet wurde. Nicht uner-
heblich ist dabei auch die Zeit, die fu¨r die Berechnung einer Lo¨sung beno¨tigt wird.
Da ein Großteil der untersuchten Algorithmen nicht-deterministisch ist, wurden
weitere sekunda¨re Kriterien zur Beurteilung der Algorithmen festgelegt. Bei n
Durchla¨ufen eines nicht-deterministischen Algorithmus haben wir die durchschnitt-
lichen und die besten Ergebnisse von n Durchla¨ufen betrachtet. Im Einzelnen
beru¨cksichtigten wir die folgenden Kriterien:
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- Durchschnittliche Werte (bei n Durchla¨ufen)
- Der durchschnittliche Zielfunktionswert der Lo¨sungen (DSol).
- Die durchschnittliche Zeit zur Berechnung der besten Lo¨sung pro Durch-
lauf (DTime).
- Der durchschnittliche Gap der Lo¨sungen (DGap).
- Beste Werte (bei n Durchla¨ufen)
- Der Zielfunktionswert der besten berechneten Lo¨sung (Sol).
- Der Gap der besten berechneten Lo¨sung (Gap).
- Die Ha¨ufigkeit mit der die beste berechnete Lo¨sung gefunden wird (Fre-
quenz F).
- Die durchschnittlichen Werte von DGap, DTime, Gap und F auf Klassen von
Instanzen.
Zur Bewertung der Algorithmen wurden dabei u¨berwiegend die Vergleichsgro¨ßen
DTime, Gap, Sol und F herangezogen. Die restlichen Gro¨ßen wurden oftmals der
Vollsta¨ndigkeit halber angegeben und ko¨nnen vom Leser zur Bewertung der Algo-
rithmen unter weiteren Kriterien genutzt werden.
Aufgrund der betra¨chtlichen Anzahl von Probleminstanzen und Algorithmen war
eine detaillierte Angabe der Ergebnisse von allen Algorithmen auf allen Problemin-
stanzen aus Platzgru¨nden nicht mo¨glich. Daher haben wir uns dazu entschlossen, fu¨r
alle Startheuristiken lediglich die durchschnittlichen Werte von DGap, DTime, Gap
und F auf Klassen von Instanzen anzugeben. Im Falle der Multi-Start-Algorithmen
beziehen sich die Gro¨ßen DGap, DTime, Gap und F auf die n internen Durchla¨ufe,
die fu¨r jeden Multi-Start-Algorithmus durchgefu¨hrt werden.7
8.2.2 Optimale Lo¨sungen und untere Schranken
Zur Bestimmung von optimalen Lo¨sungen wurde der Branch-and-Bound Code von
CPLEX 7.0 unter Verwendung der Modellformulierungen (4.1) fu¨r das MCPSCP
und (4.2) fu¨r das PSCP verwendet.8 Als Plattform fu¨r CPLEX 7.0 diente eine Sun
Sparc 300 MHz mit 4 GB RAM.
Aufgrund von Speicher - und Rechenzeitrestriktionen war es nicht immer mo¨glich,
optimale Lo¨sungen fu¨r “schwierige” Probleminstanzen zu bestimmen. Unter
7Wir erinnern daran, dass jeder Multi-Start-Algorithmus n interne Durchla¨ufe ausfu¨hrt, wobei
bei jedem Durchlauf eine Lo¨sung berechnet wird.
8Dabei beru¨cksichtigten wir einige Modellvereinfachungen, die in Abschnitt 4.2.2 angesprochen
wurden.
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“schwierigen” Probleminstanzen verstehen wir dabei solche PSCP- bzw. MCPSCP-
Instanzen, die sich auch nach 2 Tagen Rechenzeit nicht optimal lo¨sen ließen. Um
diese Instanzen optimal oder na¨herungsweise lo¨sen zu ko¨nnen, wurde CPLEX 7.0
zusa¨tzlich obere Schranken in Form von Startlo¨sungen u¨bergeben, die mit Hilfe der
in Kapitel 5 entwickelten Startheuristiken bestimmt wurden. Trotz der Vorgabe von
Startlo¨sungen konnte in einigen Fa¨llen auch nach Rechenzeiten von drei Tagen bis
drei Wochen keine Optimallo¨sung bestimmt werden. Ein Abbruch der Rechnungen
erfolgte dabei individuell fu¨r jede Probleminstanz, wobei die Rechnungen dann ge-
stoppt wurden, wenn der verwendete Speicherbedarf eine Gro¨ßenordnung von ca. 3
GB erreichte oder ein Zeitlimit von einer bis drei Wochen (je nach Gu¨te der Lo¨sung)
u¨berschritten wurde. Um die Qualita¨t der Lo¨sungen fu¨r diese Probleminstanzen den-
noch bewerten zu ko¨nnen, haben wir die Abweichung der Zielfunktionswerte von den
aus CPLEX 7.0 resultierenden unteren Schranken betrachtet.
Wir verzichten an dieser Stelle darauf, die “schwierigen” Probleminstanzen explizit
zu benennen, da die Komplexita¨t der Probleme unter anderem von der Dimension
m×n des Problems, von dem U¨berdeckungsgrad sowie von den Gewichten ω1, . . . , ωK
(fu¨r das MCPSCP) abha¨ngt.9 Alle “schwierigen” Probleminstanzen lassen sich je-
doch anhand der im Anhang B und C angegebenen Rechenzeiten fu¨r CPLEX 7.0
ablesen. Diese zeichnen sich durch verwendete Rechenzeiten von mehr als zwei Tagen
aus.
Im Falle des PSCP berechneten wir mit CPLEX 7.0 fu¨r alle PSCP-Instanzen
Optimal- oder Na¨herungslo¨sungen. Lediglich im Falle des SCP haben wir fu¨r die
“schwierigen” SCP-Instanzen von J.E. Beasley (siehe Tabelle 8.1) keine Lo¨sungen
bestimmt. Als untere Schranken verwendeten wir hier die Schranken aus [CFT99].
Aufgrund der Fu¨lle der Probleminstanzen fu¨r das PSCP und MCPSCP grenzten wir
die Verwendung von CPLEX 7.0 im Falle des MCPSCP ein. Hierfu¨r untersuchten
wir lediglich eine Auswahl von Instanzen, die sich aus allen MCPSCP-Instanzen
der Klassen DB M A und DB M B10 (siehe Tabelle 8.9) sowie aus einer Auswahl
von Instanzen der Klassen Gew I, Gew II 1, Gew II 2, Gew III 1 und Gew III 2 mit
verschiedenen γ zusammensetzt. Fu¨r die restlichen Instanzen des MCPSCP standen
uns damit keine unteren Schranken zur Verfu¨gung.
9“Schwierige” Probleminstanzen resultierten ha¨ufig aus den Instanzen der Klassen G-H sowie
aus einzelnen realen Instanzen der DB Cargo fu¨r Zeitra¨umen von einer bis vier Wochen.
10Bei Instanzen der Klasse DB M C nahm CPLEX 7.0 bereits nach wenigen Stunden Rechenzeit
(bereits wa¨hrend der Lo¨sung des LP) ca. 3 GB Arbeitsspeicher in Anspruch, so dass eine
Anwendung von CPLEX 7.0 auf dieser Klasse nicht weiter in Frage kam.
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8.3 U¨bersicht und Interpretation der Ergebnisse
fu¨r das PSCP
In diesem Abschnitt werden die Ergebnisse der Algorithmen fu¨r die in Abschnitt
8.1.3 definierten PSCP-Instanzen zusammengefasst. Die Qualita¨t der Algorithmen
wird dabei anhand der Bewertungskriterien aus Abschnitt 8.2.1 beurteilt. Die Er-
gebnisse, auf die wir uns in diesem Abschnitt beziehen, lassen sich aus den Ergeb-
nistabellen aus Anhang B entnehmen. Dort findet sich ebenfalls eine Beschreibung
der Notationen fu¨r einzelne Verfahren und Vergleichsgro¨ßen.
In Abschnitt 8.3.1 werden zuna¨chst die Ergebnisse der in Kapitel 5 entwickelten
Startheuristiken beurteilt. Anschließend gehen wir in Abschnitt 8.3.2 auf die in den
Kapiteln 6 und 7 entwickelten Verfahren ein.
Der na¨chste Abschnitt 8.3.3 befasst sich mit dem Vergleich der in dieser Arbeit
entwickelten Verfahren mit kommerziellen Verfahren der Literatur. Im Falle des SCP
werden die entwickelten Verfahren zusa¨tzlich mit den Ergebnissen von bekannten
SCP-Algorithmen der Literatur verglichen.
Im letzten Abschnitt 8.3.4 wird der Zusammenhang zwischen den Kosten einer
Lo¨sung und der Wahl des U¨berdeckungsgrades α analysiert.
Abschließend sollen einige Vereinbarungen getroffen werden, die eine Zusammen-
fassung der Ergebnisse erheblich vereinfacht. Wenn wir die Bezeichnungen DGap,
Gap, DTime und F verwenden, meinen wir damit die Werte in den jeweiligen na-
mengleichen Spalten DGap, Gap, DTime und F der Ergebnistabellen. Um die Al-
gorithmen besser vergleichen zu ko¨nnen, nennen wir ha¨ufig fu¨r Gro¨ßen DGap, Gap,
DTime und F jeweils nur die Durchschnittswerte auf Klassen von PSCP-Instanzen.
Die Angaben hierzu, falls diese berechnet wurden, lassen sich in den Ergebnista-
bellen aus den Zeilen mit der Bezeichnung DSchnitt entnehmen. Ferner verstehen
wir im Folgenden unter der Rechenzeit stets die Zeit, die fu¨r die Berechnung einer
(besten) Lo¨sung beno¨tigt wird. In Fa¨llen, in denen eine andere Zeitmessung zugrun-
de liegt, wird darauf hingewiesen. Ferner verzichten wir auf ein Beschreibung der
Notationen. Hierfu¨r verweisen wir den Leser auf den Anhang B.
8.3.1 Ergebnisse der Startheuristiken
Die Ergebnisse der Startheuristiken sind in den Tabellen aus Abschnitt B.2 zusam-
mengefasst. Die Tabellen geben die durchschnittlichen Werte fu¨r DGap, Gap, DTime
und F fu¨r Klassen von PSCP-Instanzen unter Beru¨cksichtigung verschiedener Para-
meter γ an.
Es stellt sich im Folgenden heraus, dass die Multi-Start-Algorithmen in Kombi-
nation mit einem geeigneten Verbesserungsverfahren bereits “zufriedenstellende”
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Na¨herungslo¨sungen liefern. Allerdings finden die Verfahren recht ha¨ufig nur
“suboptimale” Lo¨sungen bzw. nicht die besten bekannten Lo¨sungen.
8.3.1.1 Ergebnisse fu¨r die Klassen 4-D, E-H und AA
Wir betrachten zuna¨chst die Ergebnisse fu¨r die Klassen 4-D, E-H und AA mit unter-
schiedlicher Parameterwahl γ. Zuna¨chst ist zu beobachten, was fu¨r das SCP bereits
bekannt ist: Die Ergebnisse der Startheuristiken weichen im Falle des SCP (γ = 100)
stark vom Optimum ab (siehe Tabelle B.1). Auf den Klassen 4-D und AA liegt der
Gap in der Regel zwischen 1% und 10%. Gro¨ßere Abweichungen vom Optimum sind
fu¨r die Klassen E-H zu beobachten. Hier liegt der Gap zwischen 10% und 20%.
Fu¨r Werte γ < 100 ist mit Ausnahme weniger Startheuristiken eine zunehmende
Verbesserung der Lo¨sungsgu¨te zu erkennen, falls die Werte fu¨r γ reduziert werden.
Diese Beobachtung wird in den Tabellen B.1-B.5 durch die sinkenden Werte fu¨r den
Gap belegt.11 Allerdings muss diese Aussage zumindest fu¨r die Klasse E-H etwas
abgeschwa¨cht werden, da nicht fu¨r alle PSCP-Instanzen, die aus den Klassen E-H
generiert wurden, Optimallo¨sungen bestimmt werden konnten.12
Insgesamt la¨sst sich anhand der Tabellen B.1-B.5 erkennen, dass mit den Multi-
Start-Algorithmen GR REM, GRASP-γ, MAST und GRASP-p eine Reihe von Ver-
fahren zur Verfu¨gung stehen, die in Kombination mit einem “geeigneten” Verbes-
serungsverfahren bereits akzeptable Ergebnisse in wenigen Sekunden liefern. So er-
zielen die Verfahren einen Gap unter 1,25% auf den Klassen 4-D mit beliebigen
γ ∈ {60, 80, 90, 95, 100}, falls das Verbesserungsverfahren Rem Add FI eingesetzt
wird (siehe Tabellen B.1-B.5). Fu¨r die Klassen E-H mit γ = 100 liegt der Gap unter
11,03%, fu¨r γ = 60 hingegen unter 0,15% (siehe Tabellen B.1 und B.5). Im Falle der
Klasse AA liegt der Gap unterhalb von 5,04% fu¨r beliebige γ ∈ {90, 95, 100}.
Allerdings la¨sst sich anhand der Tabellen B.4-B.5 auch beobachten, dass die Multi-
Start-Algorithmen, auch wenn diese mit einem“geeigneten” Verbesserungsverfahren
kombiniert werden, im Allgemeinen nur “suboptimale” Lo¨sungen bestimmen.13
Ferner zeigen die Tabellen B.1-B.5, dass mit dem Einsatz der Verbesserungsverfah-
ren signifikante Verbesserungen der Lo¨sungen der Multi-Start-Algorithmen erzielt
werden konnten.14 Die Laufzeiten der Multi-Start-Algorithmen steigen jedoch im
11Fu¨r γ = 60 liegt der Gap mit Ausnahme weniger Verfahren unter 1,2% fu¨r die Klassen 4-D
und E-H. Siehe hierzu die Tabelle B.5.
12Grundsa¨tzlich stieg mit sinkendem γ die Qualita¨t der unteren Schranken, die uns fu¨r die nicht-
optimal gelo¨sten PSCP-Instanzen zur Verfu¨gung standen.
13Lediglich fu¨r die Klassen E-H mit γ = 60 berechnen die Verfahren GR REM (mit Rem Add FI
oder Rem Add BI) und GRASP-p (mit Rem Add FI) alle Optimallo¨sungen. Siehe hierzu die
Tabelle B.5.
14In vielen Fa¨llen haben sich die Werte fu¨r DGap und Gap signifikant verbessert. Als Beispiel
betrachte man die Ergebnisse des Verbesserungsverfahrens Rem Add FI auf den Klassen 4-D
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Vergleich zur alleinigen Durchfu¨hrung der Multi-Start-Algorithmen (ohne Verbes-
serungsverfahren) recht deutlich an. Vergleicht man die Verbesserungsverfahren an-
hand einzelner Startheuristiken miteinander, so lassen sich unter Beru¨cksichtigung
der Gro¨ßen DGap und Gap lediglich geringfu¨gige Unterschiede hinsichtlich der Per-
formance der Verfahren erkennen.15 Als Empfehlung schlagen wir den Einsatz des
Verbesserungsverfahrens Rem Add FI vor. In Kombination mit den Multi-Start-
Algorithmen erzielte das Verfahren “gute” Ergebnisse mit geringem Rechenauf-
wand.16
Zu den schlechtesten Startheuristiken geho¨ren sicherlich die Verfahren Greedy und
BaHo, die den Verfahren GR REM, GRASP-γ und GRASP-p selbst ohne Ein-
satz eines Verbesserungsverfahrens unterlegen sind. Insbesondere der Multi-Start-
Algorithmus BaHo, der Grundlage zahlreicher SA-Algorithmen fu¨r das SCP ist,
erweist sich zur Lo¨sung des PSCP als vo¨llig ungeeignet.17 Fraglich bleibt auch, in-
wieweit sich der Algorithmus MAST (ohne Verbesserungsverfahren) fu¨r das PSCP
eignet. Wa¨hrend der Algorithmus bereits ohne Verbesserungsverfahren gute Ergeb-
nisse fu¨r das SCP erzielt (siehe Tabelle B.1), zeigt sich eine Schwa¨che des Verfahrens
auf den Klassen 4-D mit γ ∈ {60, 80, 90, 95}. Die Werte fu¨r DGap und Gap liegen
hier u¨ber 8%.
Zur Beurteilung der Algorithmen haben wir bisher lediglich die Gro¨ße Gap betrach-
tet. Ein weiterer Aspekt, der zur Beurteilung der Leistungsfa¨higkeit der Multi-Start-
Algorithmen zu beru¨cksichtigen ist, ist die durchschnittliche Qualita¨t der Lo¨sungen,
die bei n internen Iterationen der Multi-Start-Algorithmen erzielt werden. Dieser
Aspekt muss dabei umso sta¨rker in die Gesamtbewertung der Algorithmen einflie-
ßen, je kleiner n gewa¨hlt wird. Eine Beurteilung der Verfahren unter diesem Aspekt
ist anhand der Gro¨ße DGap mo¨glich. Hierbei haben wir uns lediglich auf den interes-
santen Fall konzentriert, dass die Verfahren zusa¨tzlich mit einem Verbesserungsver-
fahren kombiniert werden. Als Verbesserungsverfahren wa¨hlten wir das Verfahren
Rem Add FI. Anhand der Tabellen B.1-B.5 zeigt sich, dass die Verfahren GR REM
(mit Rem Add FI) und MAST (mit Rem Add FI) bezu¨glich der Werte fu¨r DGap
und AA fu¨r beliebige γ. In Einzelfa¨llen konnte hier der Gap um bis zu 50% reduziert werden.
Als Beispiel betrachte man in der Tabelle B.1 die Ergebnisse fu¨r GRASP-γ mit und ohne
Verbesserungsverfahren Rem Add FI.
15Eine Ausnahme ist der Algorithmus MAST auf den Klassen 4-D mit γ ∈ {60, 80, 90, 95}. Hier
sind die Verfahren Rem Add FI und Rem Add BI den Verfahren Add B Rem und Add L Rem
deutlich u¨berlegen (siehe Tabellen B.2-B.5).
16Die Werte fu¨r DTime belegen die Beobachtung, dass das Verfahren Rem Add FI hinsichtlich
der beno¨tigten Rechenzeiten den anderen Verbesserungsverfahren u¨berlegen ist. Dies gilt ins-
besondere fu¨r die Verfahren Add B Rem und Add L Rem, deren Rechenzeiten ha¨ufig um ein
Vielfaches gro¨ßer sind. Die letzte Beobachtung gilt vor allem fu¨r kleine Werte γ ∈ {60, 80}
(siehe Tabellen B.4-B.5).
17Die Schwa¨che des Verfahrens zeigt sich umso sta¨rker, je kleiner die Werte fu¨r γ ausfallen. Dies
belegt der Gap, der fu¨r die Klassen 4-D mit γ ∈ {60, 80} u¨ber 29% liegt. Siehe hierzu die
Tabellen B.4-B.5.
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insgesamt besser abschneiden als die Verfahren GRASP-γ (mit Rem Add FI) und
GRASP-p (mit Rem Add FI). Dies gilt insbesondere, je kleiner die Werte fu¨r γ
sind.18
8.3.1.2 Ergebnisse fu¨r die realen PSCP-Instanzen der DB Cargo
Abschließend fassen wir kurz die wesentlichen Ergebnisse fu¨r die realen PSCP-
Instanzen der DB Cargo zusammen. Aus der Tabelle B.6 lassen sich die Ergebnisse
einer kleinen Auswahl von Startheuristiken entnehmen. Zuna¨chst ist zu beobachten,
dass die Startheuristiken mit und ohne Verbesserungsverfahren bereits gute Ergeb-
nisse erzielen. Der Gap der Startheuristiken liegt bei allen Klassen DB A, DB B
und DB C mit γ ∈ {90, 95, 100} unter 4,51%, fu¨r γ = 100 sogar unter 0,5%. Fu¨r
γ = 100 ko¨nnen einige Startheuristiken alle Optimallo¨sungen einer einzelnen Klasse
bestimmen.19 Dies gelingt keiner Startheuristik fu¨r γ < 100.20
Die besten Ergebnisse erzielten die Verfahren GR REM, GRASP-γ und GRASP-
p in Kombination mit dem Verbesserungsverfahren Rem Add FI. Fu¨r alle Klassen
liegen die durchschnittlichen Rechenzeiten einer internen Iteration der Verfahren
(siehe DTime) bis auf einige wenige Ausnahmen unter 6 Sekunden. Des Weiteren
erzielen die zuletzt genannten Verfahren auf den Klassen DB A, DB B und DB C
einen Gap unter 0,11%, falls γ = 100 gewa¨hlt wird. Fu¨r γ < 100 liegt der Gap fu¨r
alle Klassen zwischen 0,37% und 4,09%, wobei die gro¨ßten Werte fu¨r den Gap fu¨r
die Klasse DB C mit γ = 90 auftreten.
8.3.2 Ergebnisse der Heuristiken aus den Kapiteln 6 und 7
In diesem Abschnitt werden die Ergebnisse der Algorithmen SA PSCP, GD PSCP,
RTR PSCP, SA MCPSCP, GD MCPSCP und Lag Heu bewertet. Die Ergebnisse
der Algorithmen sind in Abschnitt B.3 zu finden. Angaben zur Kalibrierung der
Algorithmen lassen sich aus den Kapiteln 6 und 7 entnehmen.
8.3.2.1 Ergebnisse fu¨r die Klassen 4-D, E-H und AA
Wir konzentrieren uns zuna¨chst auf die Algorithmen SA PSCP, GD PSCP,
RTR PSCP und Lag Heu, die speziell fu¨r das PSCP entwickelt wurden. Anschlie-
18Beispielsweise vergleiche man die Ergebnisse der Verfahren GR REM (mit Rem Add FI) und
GRASP-γ (mit Rem Add FI) auf den Klassen E-H mit γ = 100 (siehe Tabelle B.1) und γ = 60
(siehe Tabelle B.5).
19Als Beispiel betrachte man die Ergebnisse des Verfahrens GRASP-γ (mit REM Add FI) auf
den Klassen DB A, DB B und DB C mit γ = 100. Hier liegt der Gap bei 0%.
20Bis auf zwei Instanzen der Klasse DB C mit γ = 90 standen uns alle Optimallo¨sungen der
realen PSCP-Instanzen zur Verfu¨gung.
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ßend vergleichen wir die Algorithmen mit den Ergebnissen der Algorithmen fu¨r das
MCPSCP.
Klassen 4-D mit γ = 100
Wir untersuchen zuna¨chst den Fall γ = 100. Die Tabelle B.9 zeigt, dass die Algo-
rithmen SA PSCP, GD PSCP, RTR PSCP auf den Instanzen der Klassen 4, 5, 6, A,
B, C und D bei 10 Durchla¨ufen immer das Optimum innerhalb weniger Sekunden
bestimmen.21 Die Optimallo¨sungen werden bei fast jedem Durchlauf der Verfahren
gefunden.22 Vergleichbare Ergebnisse auf den Klassen 4-D erzielt der Algorithmus
Lag Heu (siehe Tabelle B.7). Allerdings ist der Algorithmus insgesamt deutlich lang-
samer als die Algorithmen SA PSCP, GD PSCP und RTR PSCP.
Klassen E-H und AA mit γ = 100
Die Ergebnisse der Algorithmen SA PSCP, GD PSCP und RTR PSCP sind auf den
Klassen E, F, G, H und AA mit γ = 100 recht a¨hnlich. Fu¨r die Klassen E-H liegt die
durchschnittliche Rechenzeit der Verfahren zwischen 14 und 20 Sekunden, fu¨r die
Klasse AA zwischen 39 und 49 Sekunden.23 Des Weiteren erzielen die Algorithmen
auf den Klassen E-H einen durchschnittlichen Gap zwischen 7,74% und 7,83%.24 Im
Falle der Klasse AA liegt der durchschnittliche Gap unter 0,02%.
Vergleicht man die Verfahren SA PSCP, GD PSCP und RTR PSCP miteinander, so
zeigt sich, dass das Verfahren GD PSCP hinsichtlich der Lo¨sungsgu¨te und der Lauf-
zeit etwas besser abschneidet als die Verfahren SA PSCP und RTR PSCP. Bei 10
Durchla¨ufen findet der Algorithmus GD PSCP mit Ausnahme der Instanzen SCPF5,
AA11, AA12 und AA18 stets die beste bekannte Lo¨sung der Instanzen aus E, F,
G, H und AA. Dabei wird im Durchschnitt in mehr als 65% der Durchla¨ufe die
aus 10 Durchla¨ufen beste berechnete Lo¨sung gefunden.25 Damit erzielt das Verfah-
ren GD PSCP auch gute Ergebnisse auf den Klassen E-H und AA. Aufgrund der
suboptimalen Ergebnisse fu¨r die Instanz SCPF5 wird der durchschnittliche Gap fu¨r
Klassen E-H leider erheblich verschlechtert. In Abschnitt 8.3.3 muss dieser Aspekt
bei einem Vergleich mit anderen SCP-Algorithmen der Literatur beru¨cksichtigt wer-
den.
Im Vergleich mit den Verfahren SA PSCP, RTR PSCP und SA GD ist das Verfah-
ren Lag Heu auf den Instanzen der Klassen E-H und AA mit γ = 100 unterlegen.
21Die durchschnittlichen Rechenzeiten pro Durchlauf liegen zwischen 2 und 4 Sekunden. Siehe
hierzu die Durchschnittswerte fu¨r DTime in der Zeile DSchnitt.
22Die durchschnittlichen Werte der Frequenz F liegen fu¨r alle Verfahren u¨ber 0,96. Siehe hierzu
die durchschnittlichen Werte fu¨r F in der Zeile DSchnitt von Tabelle B.9.
23Siehe die Durchschnittswerte fu¨r DTime in den Zeilen DSchnitt von Tabelle B.10.
24Die durchschnittlichen Werte fu¨r Gap sind in der ZeileDSchnitt der Tabelle B.10 eingetragen.
25Fu¨r die Klassen E-H liegt der durchschnittliche Wert fu¨r die Frequenz F bei 0,83. Im Falle der
Klasse AA liegt der Durchschnittswert fu¨r F bei 0,65. Siehe Tabelle B.10.
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Die Tabelle B.8 zeigt, dass das Verfahren Lag Heu zum Einen im Durchschnitt
eine gro¨ßere Laufzeit beansprucht, und zum Anderen seltener Optimallo¨sungen fin-
det. Somit konnten die Ergebnisse, die in [CFT99] fu¨r eine dem Verfahren Lag Heu
a¨hnliche Lagrange-basierte SCP-Heuristik publiziert wurden, nicht erzielt werden.26
Klassen 4-D, E-H und AA mit γ < 100
Wir fassen nun die Ergebnisse fu¨r den Fall γ < 100 zusammen (siehe Tabellen B.17-
B.32). Auf den Instanzen der Klassen 4, 5, 6, A, B, C, D, E, F, G und H treffen die
Algorithmen SA PSCP, RTR PSCP und GD PSCP bei 10 Durchla¨ufen sowie bei
fast jedem Durchlauf das Optimum bzw. die beste bekannte Lo¨sung innerhalb we-
niger Sekunden. Auf diesen Instanzen schneidet der Algorithmus Lag Heu hingegen
etwas schlechter ab. Zum Einen sind die Rechenzeiten etwas gro¨ßer. Zum Anderen
findet das Verfahren nicht in allen Fa¨llen das Optimum bzw. die beste bekannte
Lo¨sung.27
Auf den Instanzen der Klasse AA mit γ ∈ {90, 95} ist die Performance der Algorith-
men SA PSCP, RTR PSCP und GD PSCP in etwa gleich. Fu¨r γ ∈ {90, 95} liegt der
durchschnittliche Gap bei allen drei Algorithmen unter 0,03% (siehe Tabellen B.20
und B.24). In einigen wenigen Fa¨llen konnten die Algorithmen nicht die optima-
len Lo¨sungen berechnen. Diese Beobachtung trifft insbesondere fu¨r den Algorithmus
Lag Heu zu. Fu¨r die Klasse AA mit γ ∈ {90, 95} ist hier ein durchschnittlicher Gap
zwischen 0,27% (fu¨r γ = 95) und 0,37% (fu¨r γ = 90) zu erkennen (siehe Tabellen
B.18 und B.22). Die durchschnittliche Laufzeit des Algorithmus Lag Heu ist auf
der Klasse AA mit γ < 100 um ein Vielfaches gro¨ßer als die Laufzeit der Algo-
rithmen SA PSCP, RTR PSCP und GD PSCP. Damit la¨sst sich fu¨r die Klasse AA
mit γ ∈ {90, 95} zusammenfassen, dass die Algorithmen SA PSCP, RTR PSCP und
GD PSCP dem Algorithmus Lag Heu hinsichtlich der Lo¨sungsgu¨te und der Laufzeit
u¨berlegen sind.
Ergebnisse von SA MCPSCP und GD MCPSCP
Nachdem wir uns mit den Ergebnissen der Algorithmen bescha¨ftigt haben, die spe-
ziell fu¨r das PSCP entwickelt wurden, fassen wir nun die Ergebnisse fu¨r die Algo-
rithmen SA MCPSCP und GD MCPSCP zusammen. Wir betrachten dabei ledig-
lich die durchschnittlichen Ergebnisse der Algorithmen auf einzelnen Klassen von
PSCP-Instanzen. Die Angaben hierzu lassen sich aus der Ergebnistabelle B.33 ent-
nehmen. Dabei wird unterschieden, ob die Algorithmen Core-Probleme berechneten
oder nicht. Die Ergebnisse fu¨r die Klassen 4-D, E-H und AA mit γ ≤ 100 lassen die
folgenden Aussagen zur Qualita¨t der Algorithmen zu: Erstens unterscheiden sich die
26Das Verfahren Lag Heu stellt im Wesentlichen eine Verallgemeinerung der SCP-Heuristik aus
[CFT99] dar. Siehe hierzu auch Kapitel 6.
27Siehe z.B. die Ergebnistabellen B.17-B.18.
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Algorithmen hinsichtlich der Lo¨sungsgu¨te kaum, selbst wenn Core-Probleme ver-
wendet wurden.28 Die Verwendung von Core-Problemen hat dabei im Allgemeinen
weder zu einer signifikanten Verbesserung oder Verschlechterung der Lo¨sungsqualita¨t
gefu¨hrt. Zweitens hat der Einsatz von Core-Problemen nur fu¨r γ = 100 zu einer si-
gnifikanten Reduzierung der Rechenzeiten gefu¨hrt.29 Fu¨r γ < 100 lohnt sich die
Berechnung von Core-Problemen umso weniger, je kleiner γ gewa¨hlt wird. In Ein-
zelfa¨llen lassen sich sogar Verschlechterungen der Rechenzeit DTime feststellen.
Im direkten Vergleich mit den Algorithmen SA PSCP, RTR PSCP und GD PSCP
schneiden die Algorithmen SA MCPSCP und GD MCPSCP insgesamt etwas
schlechter ab, selbst wenn Core-Probleme verwendet wurden. Etwas schlechtere Er-
gebnisse liefern die Algorithmen SA MCPSCP und GD MCPSCP auf den Klassen
4-D und AA mit γ ≤ 100. Im Falle der Klassen 4-D mit γ ∈ {60, 80, 90, 95, 100}
ko¨nnen die Verfahren bei 10 Durchla¨ufen nicht immer alle optimalen Lo¨sungen be-
stimmen.30 Auch fu¨r die Klasse AA mit γ ∈ {90, 95, 100} berechneten die Algorith-
men etwas schlechtere Lo¨sungen als die Algorithmen SA PSCP, RTR PSCP und
GD PSCP. Dies belegen die schlechteren Durchschnittswerte fu¨r den Gap.31
Wir vergleichen die Algorithmen auf den Klassen E-H mit γ ≤ 100. Fu¨r γ < 100
sind die Algorithmen SA PSCP, RTR PSCP, GD PSCP, SA MCPSCP (ohne Core)
und GD MCPSCP (ohne Core) hinsichtlich der Lo¨sungsgu¨te und Rechenzeit in et-
wa gleichwertig. Kritisch muss der Fall γ = 100 betrachtet werden. Hier zeigen die
Verfahren SA MCPSCP (ohne Core) und GD MCPSCP (ohne Core) zwar etwas
bessere Werte fu¨r den durchschnittlichen Gap, allerdings werden seltener die besten
bekannten Lo¨sungen bestimmt. Da die Tabelle B.33 lediglich Durchschnittswerte
angibt, geben wir an dieser Stelle fu¨r den Fall γ = 100 die Instanzen der Klassen
E-H an, fu¨r die die Algorithmen SA MCPSCP (ohne Core) und GD MCPSCP (oh-
ne Core) sowie SA PSCP, RTR PSCP und GD PSCP nicht die besten bekannten
Lo¨sungen bei 10 Durchla¨ufen finden konnten:
• GD MCPSCP (ohne Core) : SCPG4, SCPH1.
• GD MCPSCP (mit Core) : SCPG2, SCPG3, SCPG4, SCPH1.
• SA MCPSCP (ohne Core) : SCPH1, SCPH2.
• SA MCPSCP (mit Core) : SCPG2, SCPG3, SCPH1.
28Siehe hierfu¨r die Werte fu¨r Gap und DGap in Ergebnistabelle B.33.
29Siehe in Ergebnistabelle B.33 die Ergebnisse fu¨r die Klassen 4-D, E-H und AA mit γ = 100.
30In Tabelle B.33 ist zu erkennen, dass die Werte fu¨r Gap ha¨ufig gro¨ßer als Null sind.
31Im Falle der Klasse AA mit γ ∈ {90, 95, 100} liegt der durchschnittliche Gap bei beiden
Verfahren SA MCPSCP (ohne Core) und GD MCPSCP (ohne Core) zwischen 0,11% und
0,45% (siehe Tabelle B.33). Die Verfahren SA PSCP, RTR PSCP und GD PSCP erzielen hier
einen durchschnittlichen Gap unter 0,03%. Siehe hierfu¨r die Ergebnisse fu¨r die Klasse AA in
den Tabellen B.10, B.20 und B.24.
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• SA PSCP : SCPF5, SCPH1.
• RTR PSCP : SCPF5.
• GD PSCP : SCPF5.
Da die Verfahren in etwa die gleichen durchschnittlichen Rechenzeiten auf den Klas-
sen E-H mit γ = 100 vorweisen, zeigen die Verfahren RTR PSCP und GD PSCP
auch hier - zumindest aus unserer Sicht - eine etwas bessere Performance.
8.3.2.2 Ergebnisse fu¨r die realen PSCP-Instanzen der DB Cargo
In diesem Abschnitt werden die Ergebnisse der entwickelten Algorithmen fu¨r die
realen PSCP-Instanzen der DB Cargo zusammengefasst. Die Ergebnisse, auf die wir
uns beziehen, lassen sich aus den Ergebnistabellen B.34, B.35 und B.36 entneh-
men. Repra¨sentativ fu¨r die Lagrange-basierten Algorithmen Lag Heu, SA PSCP,
RTR PSCP und GD PSCP geben wir in Tabelle B.34 lediglich die Ergebnisse des
Algorithmus GD PSCP an. Die Tabellen B.35 und B.36 zeigen hingegen die Ergeb-
nisse der Algorithmen SA MCPSCP und GD MCPSCP. Die Tabellen unterscheiden,
ob Core-Probleme verwendet wurden oder nicht.
Wir gehen zuna¨chst auf die Ergebnisse der Algorithmen SA MCPSCP und
GD MCPSCP ein (siehe Tabellen B.35-B.36). Die Ergebnisse der Algorithmen
SA MCPSCP (ohne Core) und GD MCPSCP (ohne Core) zeigen hinsichtlich der
Lo¨sungsgu¨te und der Rechenzeiten keine signifikanten Unterschiede. Beide Verfah-
ren finden bei 10 Durchla¨ufen fu¨r fast alle PSCP-Instanzen die optimalen Lo¨sungen
bzw. die besten bekannten Lo¨sungen.32 Daru¨ber hinaus werden die Optimallo¨sungen
bzw. die besten bekannten Lo¨sungen bei fast jedem Durchlauf berechnet. Dies bele-
gen die Werte fu¨r die Frequenz F, die in den meisten Fa¨llen gleich 1 ist.
Die durchschnittlichen Rechenzeiten der Algorithmen SA MCPSCP (ohne Core)
und GD MCPSCP (ohne Core) variieren auf den Klassen DB A, DB B und DB C
zwischen einer und 49 Sekunden, je nachdem, wie der Parameter γ ∈ {90, 95, 100}
gewa¨hlt wird.33 Lange Rechenzeiten treten dabei ha¨ufiger auf den gro¨ßeren Instanzen
der Klassen DB B und DB C auf. Zur durchschnittlichen Lo¨sungsgu¨te la¨sst sich
festhalten, dass die Algorithmen auf den Klassen DB A, DB B und DB C jeweils
einen durchschnittlichen Gap zwischen 0% und 0,11% erzielen, falls γ = 100 gilt.34
32Lo¨sungen, die schlechter waren als die optimalen bzw. besten bekannten Lo¨sungen, berech-
net der Algorithmus SA MCPSCP (ohne Core) lediglich in vier Fa¨llen, der Algorithmus
GD MCPSCP (ohne Core) in drei Fa¨llen.
33Die Definition der Klassen DB A, DB B und DB C ist in Tabelle 8.3 gegeben.
34Vergleiche hierzu die durchschnittlichen Werte fu¨r den Gap, die in den Zeilen DSchnitt fu¨r
die Klassen DB A, DB B und DB C mit γ = 100 angegeben sind.
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Fu¨r γ < 100 ist auf diesen Klassen ein durchschnittlicher Gap zwischen 0% und
0,91% zu beobachten.
Damit zeigen die Algorithmen SA MCPSCP (ohne Core) und GD MCPSCP (ohne
Core) insgesamt eine sehr gute Performance. Wie sich aus den Tabellen B.35
und B.36 erkennen la¨sst, ließ sich die Lo¨sungsgu¨te der Verfahren im Allgemeinen
weder signifikant verbessern noch verschlechtern, wenn zusa¨tzlich Core-Probleme
berechnet wurden. Anstatt die Rechenzeiten zu reduzieren, hat der Einsatz von
Core-Problemen nicht selten zu einem Anstieg der durchschnittlichen Rechenzeiten
gefu¨hrt. Der Grund hierfu¨r sind die teilweise langen Rechenzeiten, die zur Konstruk-
tion der Core-Probleme beno¨tigt werden.
Abschließend berichten wir u¨ber unsere Erfahrungen mit den Lagrange-basierten Al-
gorithmen Lag Heu, SA PSCP, RTR PSCP und GD PSCP. Als deutliche Schwach-
punkte der Verfahren stellten sich die enormen Rechenzeiten heraus, die fu¨r Be-
rechnung der Core-Probleme beno¨tigt wurden. Die Berechnung einer “guten”
Na¨herungslo¨sung der Lagrange-Relaxation, die unter anderem fu¨r die Konstruk-
tion eines Core-Problems erforderlich ist, war oftmals nur mit einem enormen Re-
chenaufwand des hierfu¨r entwickelten Subgradientenverfahrens mo¨glich. Bei großen
Instanzen mit u¨ber 100 000 Waggons lagen die Rechenzeiten teilweise u¨ber 3 Minu-
ten, da in jeder Iteration des Subgradientenverfahrens eine Liste IF von Waggons
bezu¨glich der Lagrange-Multiplikatoren ui sortiert werden musste.
35
Aufgrund der Dimension der realen PSCP-Instanzen und der daraus resultierenden
Rechenzeiten waren die Algorithmen - zumindest auf großen PSCP-Instanzen - nicht
zur Berechnung “guter” Lo¨sungen geeignet. Repra¨sentativ fu¨r die entwickelten Al-
gorithmen haben wir in Tabelle B.34 die Ergebnisse des Algorithmus GD PSCP,
der bereits in Abschnitt 8.3.2 die beste Performance zeigte, angegeben. Die Ergeb-
nistabelle verdeutlicht, dass der Algorithmus deutlich schlechtere Ergebnisse als die
Algorithmen SA MCPSCP (ohne Core) und GD MCPSCP (ohne Core) erzielt. Zum
Einen lassen sich hiermit seltener optimale Lo¨sungen bzw. beste bekannte Lo¨sungen
finden.36 Zum Anderen sind die durchschnittlichen Rechenzeiten deutlich gro¨ßer als
die der Algorithmen SA MCPSCP (ohne Core) und GD MCPSCP (ohne Core).
8.3.2.3 Wesentliche Ergebnisse und Vergleich mit Startheuristiken
Zusammenfassend la¨sst sich festhalten: Die Algorithmen SA PSCP, GD PSCP und
RTR PSCP erzielten sehr gute Ergebnisse auf allen PSCP-Instanzen, die aus den
35Wir erinnern daran, dass in jeder Iteration des Subgradientenverfahrens eine Optimallo¨sung des
Lagrange-Subproblems berechnet wird. Das Verfahren zur Bestimmung einer Optimallo¨sung
wird in Satz 6.2.1 beschrieben. Besonders zeitaufwendig ist hier der Schritt S1, der insbesondere
bei großen Mengen IF zu erheblichen Rechenzeiten des Subgradientenverfahrens fu¨hren kann.
36In 23 Fa¨llen hat der Algorithmus nicht die optimale bzw. beste bekannte Lo¨sung berechnet.
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Tabelle 8.10: Durchschnittliche Verbesserung, die der Algorithmus GD PSCP ge-
genu¨ber dem Algorithmus GRASP-γ (mit Rem Add FI) auf Instanzen der Klassen
4-D, E-H und AA unter Beru¨cksichtigung verschiedener γ erzielte.




Tabelle 8.11: Durchschnittliche Verbesserung, die der Algorithmus SA MCPSCP
(ohne Core) gegenu¨ber dem Algorithmus GRASP-γ (mit Rem Add FI) auf den rea-
len PSCP-Instanzen der DB Cargo unter Beru¨cksichtigung verschiedener γ erzielte.
Instanzen der Klassen 4-D, E-H und AA generiert wurden. Die Verfahren berechnen
bis auf einige wenige Ausnahmen alle Optima bzw. alle besten bekannten Lo¨sungen
bei 10 Durchla¨ufen. Die Lo¨sungen wurden dabei mit einer hohen Frequenz F ge-
funden. Insgesamt schneidet der Algorithmus GD PSCP etwas besser ab als die
Algorithmen SA PSCP und RTR PSCP. Im Vergleich zu den letzten drei genann-
ten Algorithmen zeigt der Algorithmus Lag Heu eine schlechtere Performance, da
der Algorithmus trotz la¨ngerer Rechenzeiten seltener Optimallo¨sungen bzw. beste
bekannte Lo¨sungen finden konnte.
Auf den realen PSCP-Instanzen der DB Cargo sind die Algorithmen SA PSCP,
GD PSCP, RTR PSCP und Lag Heu den Verfahren SA MCPSCP (ohne Core) und
GD MCPSCP (ohne Core) deutlich unterlegen. Die Algorithmen SA MCPSCP (oh-
ne Core) und GD MCPSCP (ohne Core) finden bei 10 Durchla¨ufen bis auf einige
wenige Ausnahmen alle Optimallo¨sungen bzw. besten bekannten Lo¨sungen innerhalb
weniger Sekunden. Die Performance der beiden Algorithmen ist in etwa gleich.
Im direkten Vergleich mit den Ergebnissen der Startheuristiken (siehe Abschnitt
8.3.1) schneiden die Verfahren GD PSCP (auf Klassen 4-D, E-H und AA) und
SA MCPSCP (auf realen DB Cargo Instanzen) insgesamt besser ab. Diese Beo-
bachtung wird durch die Ergebnisse aus Abschnitt 8.3.1 sowie den Tabellen 8.10
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und 8.11 gestu¨tzt. Die Tabelle 8.10 vergleicht die Ergebnisse37 der Algorithmen
GRASP-γ (mit Rem Add FI) und GD PSCP auf den Klassen 4-D, E-H und AA
unter Beru¨cksichtigung verschiedener γ.38 In der Spalte Verbesserung findet sich
die durchschnittliche Verbesserung, die der Algorithmus GD PSCP gegenu¨ber dem
Algorithmus GRASP-γ (mit Rem Add FI) erzielte. Die Tabelle zeigt, dass die Er-
gebnisse des Algorithmus GD PSCP im Durchschnitt um 0,21% bis 2,14% besser
waren als die des Algorithmus GRASP-γ (mit Rem Add FI). Geringere Verbesse-
rungen sind auf den realen PSCP-Instanzen der DB Cargo zu beobachten, wenn die
Verfahren GRASP-γ (mit Rem Add FI) und SA MCPSCP (ohne Core) miteinan-
der verglichen werden (siehe Tabelle 8.11). Fu¨r γ = 100 erzielte der Algorithmus
GRASP-γ (mit Rem Add FI) im Durchschnitt etwas bessere Ergebnisse als der Al-
gorithmus SA MCPSCP (ohne Core).
8.3.3 Vergleich mit Verfahren der Literatur
Dieser Abschnitt befasst sich mit dem Vergleich der in dieser Arbeit entwickel-
ten Verfahren mit Algorithmen der Literatur. Dabei werden die Algorithmen mit
bekannten Ergebnissen der SCP-Literatur und mit den Ergebnissen kommerzieller
Solver verglichen. Alle Vergleiche werden dabei nur mit den Algorithmen GD PSCP
und SA MCPSCP (ohne Core) gemacht, je nachdem, welche PSCP-Instanzen gerade
betrachtet werden. Der erste Algorithmus zeigte eine gute Performance auf PSCP-
Instanzen, die aus Instanzen der Klassen 4-D, E-H und AA generiert wurden. Der
zweite Algorithmus lieferte gute Ergebnisse auf den realen PSCP-Instanzen der DB
Cargo.
8.3.3.1 Ergebnisse CPLEX 7.0
Wir betrachten zuna¨chst die Ergebnisse von CPLEX 7.0. Die Ergebnisse lassen sich
fu¨r die einzelnen PSCP-Instanzen aus den Tabellen B.7, B.8, B.17, B.18, B.21, B.22,
B.25, B.26, B.29, B.30 und B.34 entnehmen. Anhand der Tabellen la¨sst sich fest-
stellen, dass CPLEX 7.0 einen Großteil der PSCP-Instanzen optimal lo¨sen konnte.
Alle PSCP-Instanzen, die aus Instanzen der Klassen 4-D und AA generiert wurden,
ließen sich innerhalb weniger Sekunden optimal lo¨sen. Im Falle der Klassen E-H
waren die Instanzen hingegen schwieriger zu lo¨sen. Die Tabellen B.8, B.18, B.22,
B.26 und B.30 zeigen, dass hier in vielen Fa¨llen auch nach 2-3 Tagen Rechenzeit
keine Optimallo¨sung berechnet werden konnte.39 Allerdings konnten hier die Op-
timallo¨sungen umso schneller bestimmt werden, je kleiner γ gewa¨hlt wurde. Dies
37D.h. die Zielfunktionswerte der berechneten Lo¨sungen.
38Repra¨sentativ fu¨r die Startalgorithmen wa¨hlen wir den Algorithmus GRASP-γ (mit
Rem Add FI), der zu den besten Startheuristiken za¨hlt.
39Die Lo¨sungen sind in den Tabellen durch die Markierung ∗ gekennzeichnet.
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belegen die durchschnittlichen Rechenzeiten von CPLEX 7.0 auf den Klassen E-H
mit γ ≤ 100.
Dass die Berechnung von Optimallo¨sungen fu¨r kleiner werdende γ leichter wird,
kann im Falle der realen PSCP-Instanzen der DB Cargo nicht besta¨tigt werden
(siehe Tabelle B.34). Vielmehr ist hier ein deutlicher Anstieg der Rechenzeiten zu
beobachten, je kleiner γ < 100 ausfa¨llt. Insgesamt konnte CPLEX 7.0 bis auf zwei
PSCP-Instanzen alle Optimallo¨sungen bestimmen. Gro¨ßere Rechenzeiten von mehr
als einer Stunde traten vermehrt auf Instanzen der Klasse DB C mit γ ∈ {90, 95}
auf. Hier beno¨tigte CPLEX 7.0 ha¨ufig mehrere Tage bis hin zu einer Woche, um die
Optimalita¨t einer Lo¨sung zu beweisen. In zwei Fa¨llen reichte hierfu¨r nicht einmal
ein Zeitraum von 3 Wochen.40
Auf den realen PSCP-Instanzen der DB Cargo sind daher CPLEX 7.0 und der
Algorithmus SA MCPSCP (ohne Core) hinsichtlich der Lo¨sungsgu¨te gleichwertig.
Auf allen anderen PSCP-Instanzen gilt dies fu¨r CPLEX 7.0 und den Algorithmus
GD PSCP.
Problematisch ist ein direkter Vergleich hinsichtlich der Rechenzeiten, da die an-
gegebenen Rechenzeiten fu¨r CPLEX 7.0 lediglich die gesamte Rechendauer bis
zum Abbruch des Branch-and-Bound Verfahrens angeben. In diesem Zusammen-
hang kann dennoch beru¨cksichtigt werden, dass CPLEX 7.0 die besten Lo¨sungen
“schwieriger” PSCP-Instanzen nicht anna¨hernd innerhalb der Rechenzeiten der Al-
gorithmen GD PSCP bzw. SA MCPSCP (ohne Core) finden konnte.41 Dies gilt ins-
besondere fu¨r einige PSCP-Instanzen der DB Cargo, die erst nach 2-7 Tagen optimal
oder nach 3 Wochen nur na¨herungsweise gelo¨st werden konnten. Bereits die Lo¨sung
der LP-Relaxation dauerte fu¨r diese Instanzen la¨nger als 10 Stunden.
8.3.3.2 Ergebnisse fu¨r den paqs-Code von [ASTW00]
Da sich das PSCP als SCP mit einer speziellen Base Constraint interpretieren la¨sst,
wurde neben CPLEX 7.0 eine Heuristik getestet, die Bestandteil des kommerziel-
len Carmen Crew Scheduling System ist. Basierend auf Lagrange-Relaxation liefert
die Heuristik sehr gute Ergebnisse fu¨r große Set Covering Probleme mit und oh-
ne Base Constraints. Derzeit wird das Carmen Crew Scheduling System von vie-
len europa¨ischen Airlines zur Lo¨sung von Crew Pairing Problemen eingesetzt (vgl.
[ASTW00])42.
Fu¨r die realen PSCP-Instanzen der DB Cargo zeigt die Tabelle B.34 deutlich, dass
die Ergebnisse der Heuristik Opt Paqs umso schlechter ausfallen, je kleiner γ gewa¨hlt
40Siehe die mit ∗ gekennzeichneten Lo¨sungen aus Tabelle B.34.
41Oftmals wurden die Optimallo¨sungen erst nach einer Rechenzeit von 2-7 Tagen gefunden,
obwohl CPLEX 7.0 bereits “gute” Startlo¨sungen bzw. obere Schranken u¨bergeben wurden.
42Die Software wurde an der Chalmers University of Technology (Go¨teborg, Schweden) entwickelt
und dem Autor fu¨r Forschungsarbeiten zur Verfu¨gung gestellt.
8.3 U¨bersicht und Interpretation der Ergebnisse fu¨r das PSCP 141
wird. So lassen sich fu¨r den Fall γ < 100 ha¨ufig extreme Abweichungen von mehr
als 70% vom Optimum beobachten.43 Damit ist das Verfahren - zumindest so, wie
es dem Autor zur Verfu¨gung stand - als Heuristik fu¨r das PSCP vo¨llig ungeignet.
Diese Einscha¨tzung wird durch die Ergebnisse in den Tabellen B.7, B.8, B.17, B.18,
B.21, B.22, B.25, B.26, B.29, B.30 gestu¨tzt.44 Ha¨ufige Abweichungen von mehr als
15% vom Optimum treten hier allerdings erst fu¨r γ ≤ 80 auf (siehe z.B. die Tabellen
B.26 und B.30).
8.3.3.3 Vergleich mit den Ergebnissen der SCP-Literatur
In diesem Abschnitt werden die Ergebnisse der in dieser Arbeit entwickelten Ver-
fahren mit den Ergebnissen bekannter SCP-Algorithmen der Literatur verglichen.45
Als Benchmark-Instanzen dienen hier die Instanzen der OR-Library von J.E. Beasley
(siehe Tabelle 8.1) und die Instanzen aus [BC96a] (siehe Tabelle 8.2). Da das Ver-
fahren GD PSCP auf diesen Instanzen (siehe Tabellen B.9 und B.10) eine sehr gute
Performance zeigte, werden alle Vergleiche nur mit diesem Algorithmus gemacht.
Die Qualita¨t der Algorithmen wird dabei anhand des durchschnittlichen Gap auf
Klassen, der Anzahl der Instanzen, fu¨r die bei n Durchla¨ufen schlechtere Lo¨sungen
als die beste bekannte Lo¨sung bestimmt wurden, und der Rechenzeiten bewertet. Da
die Verfahren auf unterschiedlichen Rechnern getestet wurden, ist hier ein genauer
Vergleich hinsichtlich der Rechenzeiten schwierig. In unserer Bewertung kommt den
Rechenzeiten daher eine geringere Gewichtung zu.
Die Auswahl der vero¨ffentlichten SCP-Algorithmen beschra¨nkt sich dabei auf eini-
ge der bekanntesten und besten Verfahren fu¨r das SCP. Diese umfasst die gene-
tischen Algorithmen von Beasley [Bea87](BeCh) und Eremeev [Ere99] (Ere), den
evolutiona¨ren Algorithmus von Marchiori [MS00](MaSt), den Local-Search Algo-
rithmus von Yagiura [YKI01](YaKi), die Simulated Annealing Algorithmen von
Finger [FSL02] (SA FiStu¨ I+II) und Brusco [BJT99](BrJa), die Lagrange-basierten
Heuristiken von [BC96a](BaCa) und [CNS98] (CeNo), den paqs-Code von Wedelin
[ASTW00] (Opt Paqs).46
Die Ergebnisse der genannten SCP-Algorithmen fassen die Tabellen B.7, B.8, B.11,
B.12, B.13, B.14, B.15 und B.16 zusammen. Die Ergebnisse wurden mit Ausnahme
des Algorithmus Opt Paqs aus den entsprechenden Publikationen entnommen.47 Fu¨r
43In Einzelfa¨llen treten sogar Abweichungen von u¨ber 150% auf.
44Die Tabellen zeigen deutlich, dass das Verfahren fu¨r kleiner werdende γ seltener die Opti-
mallo¨sungen der Instanzen findet.
45Einen U¨berblick u¨ber exakte und heuristische SCP-Algorithmen gibt Abschnitt 3.3.2.
46Die Performance des Local-Search Algorithmus von Yagiura [YKI01](YaKi) ist vergleichbar
mit der Performance der Lagrange-basierten Heuristik von [CFT99]. Wir haben daher auf
einen Vergleich mit dem Verfahren von [CFT99] verzichtet.
47Die Ergebnisse fu¨r Opt Paqs wurden neu berechnet. Weitere Angaben hierzu findet der Leser
in Anhang B.
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einzelne SCP-Instanzen fehlen leider die Ergebnisse einiger Algorithmen, da diese in
den entsprechenden Publikationen nicht angegeben wurden.
Klassen 4-D mit γ = 100
Wir betrachten nun die Ergebnisse fu¨r die Instanzen der Klassen 4-D mit γ = 100
(siehe Tabellen B.7, B.9, B.11, B.12 und B.16). Aus den Tabellen la¨sst sich entneh-
men, dass die Algorithmen BaCa, Ere, SA FiStu¨ I und SA FiStu¨ II seltener Op-
timallo¨sungen als der Algorithmus GD PSCP bestimmen. Unter Beru¨cksichtigung
der Rechenzeiten zeigt der Algorithmus GD PSCP damit eine bessere Performan-
ce. Die Performance der Algorithmen YaKi, BeCh, MaSt, Opt Paqs ist hingegen
vergleichbar mit der des Algorithmus GD PSCP.
Klassen E-H mit γ = 100
Wir betrachten die Ergebnisse fu¨r die Klassen E-H mit γ = 100 (siehe Tabellen
B.8, B.10, B.13, B.14 und B.15). Verglichen mit den anderen SCP-Algorithmen
der Literatur zeigen hier die Algorithmen YaKi, MaSt und SA FiStu¨ I die beste
Performance. Die besten Ergebnisse erzielte hier der Algorithmus von YaKi, der bei
einem Zeitlimit von 180 Sekunden alle besten bekannten Lo¨sungen mit einer hohen
Frequenz F findet.48 Der Algorithmus MaSt ist aufgrund der besseren Rechenzeiten
dem Algorithmus SA FiStu¨ I u¨berlegen.
Vergleicht man die Ergebnisse der Algorithmen GD PSCP und SA FiStu¨ I mit-
einander, so zeigen beide Algorithmen in etwa die gleiche Performance. Auf der einen
Seite findet der Algorithmus GD PSCP fu¨r die Instanz SCPF5 eine suboptimale
Lo¨sung, wodurch sich der durchschnittliche Gap auf der Klasse E-H “extrem” ver-
schlechtert. Auf der anderen Seite sind die Rechenzeiten des Algorithmus GD PSCP
im Durchschnitt deutlich geringer als die des Algorithmus SA FiStu¨ I, selbst wenn
die unterschiedlichen Rechenleistungen der verwendeten Rechner beru¨cksichtigt wer-
den.
Im Vergleich zu den Algorithmen YaKi, MaSt, SA FiStu¨ I und GD PSCP muss die
Performance der u¨brigen Algorithmen insgesamt schlechter eingestuft werden. Die
Schwa¨chen der Algorithmen zeigen sich insbesondere auf den gro¨ßeren Instanzen der
Klassen G und H. Hier finden die Algorithmen BrJa49, Ere50,BeChu51, SA FiStu¨ II52,
48Im Falle der Instanzen SCPH2, SCPH3 und SCPH5 sind liegen uns keine Angaben zu den
Werten der Frequenz F vor.
49Siehe Instanzen SCPG2 und SCPH1.
50Siehe Instanzen SCPH1 und SCPH2.
51Siehe Instanzen SCPG2, SCPH1 und SCPH2.
52Siehe Instanzen SCPE2, SCPF5, SCPG4 und SCPH1.
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Opt Paqs53, BaCa54 und CeNo55 seltener die besten bekannten Lo¨sungen.
Klasse AA mit γ = 100
Wir vergleichen die Ergebnisse der Algorithmen MaSt, SA FiStu¨ I, GD PSCP,
Opt Paqs und BaCa auf Instanzen der Klasse AA (siehe Tabellen B.8, B.10, B.13
und B.15). Hinsichtlich der Lo¨sungsgu¨te lassen sich fu¨r die Algorithmen MaSt,
SA FiStu¨ I, GD PSCP, Opt Paqs keine signifikanten Unterschiede feststellen, da
der durchschnittliche Gap bei allen der zuletzt genannten Algorithmen unter 0,02%
liegt. Im Vergleich zu den Algorithmen MaSt und Opt Paqs beno¨tigen die Algorith-
men SA FiStu¨ I und GD PSCP allerdings deutlich la¨ngere Rechenzeiten. In diesem
Zusammenhang besta¨tigt sich die Beobachtung, die sich bereits fu¨r die Instanzen der
Klassen E-H mit γ = 100 andeutete: Der Algorithmus SA FiStu¨ I ist um ein Vielfa-
ches langsamer als der Algorithmus GD PSCP. Mit einem durchschnittlichen Gap
von 0,16% hat der Algorithmus BaCa eine schlechtere Performance als die Algorith-
men MaSt, SA FiStu¨ I, GD PSCP und Opt Paqs. Diese Beobachtung wird durch
die Tatsache gestu¨tzt, dass der Algorithmus fu¨r 9 Instanzen lediglich suboptimale
Lo¨sungen findet.
8.3.4 Interpretation der berechneten Lo¨sungen
In diesem Abschnitt bescha¨ftigen wir uns mit der Frage, inwieweit sich die Kosten
einer Standortwahl reduzieren lassen, wenn auf eine Versorgung bzw. U¨berdeckung
aller Bedarfsknoten verzichtet wird und stattdessen Lo¨sungen akzeptiert werden,
die lediglich eine partielle Versorgung der Bedarfsknoten realisieren. Hieraus resul-
tieren wichtige Informationen fu¨r eine Kosten-Nutzen-Analyse, anhand derer der
Entscheidungstra¨ger einen geeigneten U¨berdeckungsgrad α festlegen kann.
Um die obige Frage beantworten zu ko¨nnen, werteten wir den durchschnittlichen
Kostenru¨ckgang fu¨r die Klassen 4-D und die Klassen DB A-DB C aus. Fu¨r jede
einzelne Instanz dieser Klassen mussten die Kosten der Lo¨sungen des PSCP fu¨r
den Fall γ = 100 (d.h. es liegt das SCP vor) mit den Kosten der Lo¨sungen fu¨r
den Fall eines festen γ < 100 verglichen werden. Anschließend berechneten wir den
durchschnittlichen Kostenru¨ckgang fu¨r die Klassen 4-D und DB A-DB C. Im Falle
der Klassen 4-D werteten wir den Kostenru¨ckgang fu¨r einzelne γ ∈ {60, 80, 90, 95}
aus. Fu¨r die Klassen DB A, DB B und DB C konzentrierten wir uns auf die Para-
meterwahl γ ∈ {90, 95}. Fu¨r den Vergleich der Lo¨sungen standen uns bis auf zwei
Ausnahmen stets Optimallo¨sungen zur Verfu¨gung, so dass die folgenden Ergebnisse
die realen Einsparungen in Abha¨ngigkeit von γ wiedergeben.
53Siehe Instanzen SCPE2, SCPF5, SCPG3, SCPH1, SCPH2 und SCPH3.
54Siehe Instanzen SCPE2, SCPE3, SCPE4, SCPF3, SCPF4, SCPF5, SCPG1, SCPG2, SCPG3,
SCPG4, SCPG5, SCPH1, SCPH2, SCPH3, SCPH4 und SCPH5.
55Siehe Instanzen SCPG2, SCPG3, SCPG4, SCPG5, SCPH1, SCPH2, SCPH3 und SCPH4.
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Abbildung 8.1: Durchschnittlicher Kostenru¨ckgang (in %) fu¨r die Klassen 4-D und
die Klassen DB A-DB C.
Die Ergebnisse sind in der Tabelle 8.1 zusammengefasst. Zu erkennen ist der
durchschnittliche Kostenru¨ckgang (in %) in Abha¨ngigkeit von der geforderten
U¨berdeckung (in %), wobei nach den Klassen 4-D und DB A-DB C differen-
ziert wird. Die Tabelle zeigt die erheblichen Einsparungspotenziale, wenn auf ei-
ne vollsta¨ndige Versorgung von Bedarfsknoten verzichtet wird und stattdessen ei-
ne partielle Versorgung akzeptiert wird. So lassen sich im Falle der realen PSCP-
Instanzen der DB Cargo (Klassen DB A-DB C) bereits 57,5% der Kosten reduzieren
(im Durchschnitt), wenn lediglich 95% der Waggons erfasst werden sollen. Bei ei-
ner Erfassung von 90% ist bereits ein durchschnittlicher Kostenru¨ckgang von 69,5%
festzustellen. Erhebliche Einsparungen lassen sich ebenfalls fu¨r die Klassen 4-D be-
obachten. Ein Kostenru¨ckgang von mehr als 60% tritt hier allerdings erst fu¨r eine
U¨berdeckung unter 80% auf.
Damit wurde gezeigt, dass aus dem PSCP Lo¨sungen resultieren ko¨nnen, die die
Restriktionen des SCP “fast” erfu¨llen, jedoch im Vergleich zum SCP deutlich kos-
tengu¨nstiger sind.
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8.4 U¨bersicht und Interpretation der Ergebnisse
fu¨r das MCPSCP
Dieser Abschnitt fasst die Ergebnisse der Algorithmen fu¨r das MCPSCP zusammen.
Die Ergebnisse, auf die wir uns hier beziehen, sind in Anhang C fu¨r die entwickelten
Startheuristiken und SA-Algorithmen zu finden.
In Abschnitt 8.4.1 wird zuna¨chst auf die Ergebnisse der Startheuristiken ein-
gegangen. Im na¨chsten Abschnitt 8.4.2 sollen schließlich die Ergebnisse der
SA-Algorithmen SA MCPSCP und GD MCPSCP zusammengefasst werden. Der
na¨chste Abschnitt 8.4.3 vergleicht die Ergebnisse der SA-Algorithmen SA MCPSCP
und GD MCPSCP mit den Ergebnissen von CPLEX 7.0. Der letzte Abschnitt ana-
lysiert Lo¨sungen des MCPSCP, die fu¨r die realen MCPSCP-Instanzen der DB Car-
go bestimmt wurden. Hierbei sollen die berechneten Lo¨sungen unter den Kriterien
Kosten und Multiple Coverage beschrieben und mit Optimallo¨sungen des PSCP
verglichen werden.
Um eine Zusammenfassung der Ergebnisse fu¨r das MCPSCP zu vereinfachen, hal-
ten wir uns auch in diesem Abschnitt an die Vereinbarungen, die zu Beginn des
Abschnitts 8.3 auf Seite 129 getroffen wurden.
8.4.1 Ergebnisse der Startheuristiken
Die Ergebnisse der Startheuristiken lassen sich aus den Ergebnistabellen aus An-
hang C.1 entnehmen. Die Tabellen geben die durchschnittlichen Werte fu¨r DGap,
Gap, DTime und F auf Klassen von MCPSCP-Instanzen unter Beru¨cksichtigung
verschiedener Werte fu¨r γ an.
A¨hnlich wie beim PSCP stellt sich heraus, dass die Multi-Start-Algorithmen in
Kombination mit einem geeigneten Verbesserungsverfahren bereits “gute” Na¨-
herungslo¨sungen fu¨r das MCPSCP liefern. Allerdings berechnen die Algorithmen
ha¨ufig nicht die besten bekannten Lo¨sungen, die fu¨r die einzelnen MCPSCP-
Instanzen gefunden werden konnten.
8.4.1.1 Ergebnisse fu¨r die Klassen Gew I, Gew II 1, Gew II 2,
Gew III 1 und Gew III 2
Wir betrachten im Folgenden die Ergebnisse der Startheuristiken auf den Klassen
Gew I, Gew II 1, Gew II 2, Gew III 1 und Gew III 2 unter Beru¨cksichtigung ver-
schiedener γ. Wir verzichten darauf, die Startheuristiken auf jeder einzelnen Klasse
unter Beru¨cksichtigung verschiedener γ zu vergleichen. Stattdessen haben wir die
einzelnen Durchschnittswerte der Gro¨ßen DGap, Gap, DTime und F u¨ber alle In-
stanzen der Klassen Gew I, Gew II 1, Gew II 2, Gew III 1 und Gew III 2 unter
146 Kapitel 8. Anwendung der entwickelten Verfahren
Beru¨cksichtigung eines festen γ ausgewertet. Die Durchschnittswerte sind in der
Tabelle 8.12 fu¨r verschiedene γ angegeben.56
Um die Zusammenfassung der Ergebnisse mo¨glichst kurz zu halten, sollen alle we-
sentlichen Aussagen anhand von Tabelle 8.12 belegt werden. Alle Aussagen zur
Qualita¨t der Startheuristiken werden dabei zusa¨tzlich durch die Ergebnistabellen
C.2-C.6, die die durchschnittlichen Ergebnisse der Algorithmen auf einzelnen Klas-
sen angeben, gestu¨tzt.
Die Tabelle 8.12 besta¨tigt das, was fu¨r das PSCP bereits beobachtet werden konn-
te: Je kleiner γ gewa¨hlt wird, umso weniger unterscheidet sich die Lo¨sungsgu¨te
der Startheuristiken.57 Dies belegen die durchschnittlichen Werte fu¨r Gap unter
Beru¨cksichtigung verschiedener γ.
Wir wenden uns der Lo¨sungsgu¨te der einzelnen Algorithmen zu und erinnern daran,
dass sich der Gap in den Tabellen C.2-C.6 und in der Tabelle 8.12 stets auf die
besten oberen Schranken bezieht, die uns fu¨r die einzelnen MCPSCP-Instanzen zur
Verfu¨gung standen.
Anhand von Tabelle 8.12 ist zu erkennen, dass mit den Multi-Start-Algorithmen
eine Reihe von Verfahren zur Verfu¨gung stehen, die in Kombination mit einem
“geeigneten” Verbesserungsverfahren bereits Lo¨sungen mit einem durchschnittli-
chen Gap unter 1% fu¨r γ ∈ {60, 80, 90, 95, 100} liefern. Als Beispiel sind hier die
Verfahren GR REM (mit Rem Add FI), GRASP-γ (mit Rem Add FI) und GRASP-
p (mit Rem Add FI) in Kombination mit dem Verbesserungsverfahren Rem Add FI
zu nennen, die im direkten Vergleich mit den anderen Startheuristiken die besten
Ergebnisse hinsichtlich der durchschnittlichen Rechenzeiten (siehe Spalte DTime)
und der durchschnittlichen Lo¨sungsgu¨te (siehe Spalte Gap) erzielten. Trotz der gu-
ten Ergebnisse sind die zuletzt genannten Verfahren jedoch nicht in der Lage fu¨r
ein γ ∈ {60, 80, 90, 95, 100} alle besten bekannten Lo¨sungen der Klassen Gew I,
Gew II 1, Gew II 2, Gew III 1 und Gew III 2 zu berechnen.58 Abgesehen von eini-
gen wenigen Ausnahmen gilt diese Beobachtung auch fu¨r jede einzelne Klasse der
Klassen Gew I, Gew II 1, Gew II 2, Gew III 1 und Gew III 2.59
Der Einsatz der Verbesserungsverfahren fu¨hrte erwartungsgema¨ß zu einer signifi-
kanten Verbesserung der Lo¨sungsqualita¨t der Multi-Start-Algorithmen. Die Tabelle
8.12 zeigt, dass der durchschnittliche Gap der Multi-Start-Algorithmen oftmals um
56Das Tabellenlayout der Tabelle orientiert sich an dem Tabellenlayout der Ergebnistabellen
C.2-C.6 aus Anhang C.1 und la¨sst sich daher a¨hnlich interpretieren. Alle Durchschnittswerte
fu¨r DGap, Gap, DTime und F sind in den jeweiligen namengleichen Spalten DGap, Gap,
DTime und F fu¨r verschiedene γ angegeben.
57Eine Ausnahme ist hier der Algorithmus BaHo.
58Der durchschnittliche Gap liegt bei allen Verfahren u¨ber 0%, falls γ ∈ {60, 80, 90, 95, 100}
gewa¨hlt wird. Siehe hierzu Tabelle 8.12.
59Siehe hierfu¨r die Ergebnistabellen C.2-C.6.
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Startheuristik γ Durchschnitt Best
Name Verbesserungsverfahren DGap DTime Gap F
Greedy - 100 4,67 0,81 4,67 1,00
GR REM - 100 3,24 0,90 2,35 0,27
GR REM Add B Rem 100 1,87 4,82 1,16 0,44
GR REM Add L Rem 100 2,11 3,17 1,33 0,35
GR REM Rem Add FI 100 1,68 5,85 0,68 0,16
GR REM Rem Add BI 100 1,47 15,86 0,81 0,28
GRASP-γ - 100 5,02 0,78 2,89 0,13
GRASP-γ Add B Rem 100 2,78 5,92 1,41 0,19
GRASP-γ Add L Rem 100 3,39 3,20 1,79 0,13
GRASP-γ Rem Add FI 100 1,72 6,83 0,54 0,12
GRASP-γ Rem Add BI 100 1,44 22,51 0,47 0,18
GRASP-p - 100 5,72 0,71 2,82 0,03
GRASP-p Rem Add FI 100 1,95 7,89 0,57 0,10
BaHo - 100 30,15 0,11 23,86 0,03
Greedy - 95 3,43 0,85 3,43 1,00
GR REM - 95 2,49 0,94 1,70 0,34
GR REM Add B Rem 95 1,53 3,35 0,92 0,41
GR REM Add L Rem 95 1,68 2,55 0,98 0,36
GR REM Rem Add FI 95 1,65 4,88 0,95 0,27
GR REM Rem Add BI 95 1,54 10,37 1,02 0,37
GRASP-γ - 95 3,72 0,76 2,14 0,17
GRASP-γ Add B Rem 95 2,18 3,79 1,17 0,22
GRASP-γ Add L Rem 95 2,57 2,42 1,43 0,20
GRASP-γ Rem Add FI 95 1,64 6,05 0,60 0,18
GRASP-γ Rem Add BI 95 1,61 17,69 0,64 0,21
GRASP-p - 95 3,96 0,70 1,92 0,07
GRASP-p Rem Add FI 95 1,71 6,84 0,56 0,16
BaHo - 95 46,53 0,09 38,45 0,03
Greedy - 90 3,04 0,81 3,04 1,00
GR REM - 90 2,31 0,92 1,66 0,39
GR REM Add B Rem 90 1,47 3,14 0,84 0,46
GR REM Add L Rem 90 1,60 2,43 0,99 0,42
GR REM Rem Add FI 90 1,53 4,61 0,79 0,27
GR REM Rem Add BI 90 1,46 9,55 0,93 0,44
GRASP-γ - 90 3,24 0,74 1,90 0,23
GRASP-γ Add B Rem 90 2,04 3,44 1,12 0,28
GRASP-γ Add L Rem 90 2,38 2,31 1,30 0,24
GRASP-γ Rem Add FI 90 1,49 5,72 0,58 0,23
GRASP-γ Rem Add BI 90 1,44 16,30 0,63 0,25
GRASP-p - 90 3,35 0,68 1,86 0,07
GRASP-p Rem Add FI 90 1,51 6,48 0,59 0,18
BaHo - 90 53,33 0,08 44,24 0,03
Greedy - 80 1,41 0,76 1,41 1,00
GR REM - 80 0,73 1,06 0,31 0,50
GR REM Add B Rem 80 0,60 3,07 0,20 0,52
GR REM Add L Rem 80 0,62 2,77 0,21 0,49
GR REM Rem Add FI 80 0,37 5,20 0,07 0,42
GR REM Rem Add BI 80 0,38 11,55 0,11 0,51
GRASP-γ - 80 1,49 0,84 0,90 0,33
GRASP-γ Add B Rem 80 1,24 3,39 0,84 0,46
GRASP-γ Add L Rem 80 1,32 2,58 0,87 0,37
GRASP-γ Rem Add FI 80 0,38 6,91 0,06 0,30
GRASP-γ Rem Add BI 80 0,37 19,60 0,07 0,37
GRASP-p - 80 1,75 0,78 0,86 0,12
GRASP-p Rem Add FI 80 0,40 7,70 0,02 0,25
BaHo - 80 67,95 0,08 59,34 0,03
Greedy - 60 1,47 0,86 1,47 1,00
GR REM - 60 0,70 0,97 0,30 0,61
GR REM Add B Rem 60 0,63 3,15 0,24 0,63
GR REM Add L Rem 60 0,65 2,83 0,25 0,59
GR REM Rem Add FI 60 0,34 5,05 0,10 0,45
GR REM Rem Add BI 60 0,35 10,76 0,13 0,58
GRASP-γ - 60 1,54 0,77 1,06 0,30
GRASP-γ Add B Rem 60 1,35 3,38 0,90 0,37
GRASP-γ Add L Rem 60 1,43 2,57 0,96 0,35
GRASP-γ Rem Add FI 60 0,37 6,68 0,06 0,30
GRASP-γ Rem Add BI 60 0,37 19,38 0,05 0,34
GRASP-p - 60 1,69 0,71 0,81 0,14
GRASP-p Rem Add FI 60 0,37 7,76 0,07 0,27
BaHo - 60 75,00 0,05 67,66 0,03
Tabelle 8.12: Durchschnittliche Ergebnisse der Startheuristiken fu¨r alle Instan-
zen der Klassen Gew I, Gew II 1, Gew II 2, Gew III 1 und Gew III 2 unter
Beru¨cksichtigung verschiedener γ.
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mehr als 50% reduziert werden konnte, wenn zusa¨tzlich ein Verbesserungsverfah-
ren verwendet wurde. Im Gegenzug hat der Einsatz von Verbesserungsverfahren zu
einem deutlichen Anstieg der durchschnittlichen Rechenzeiten DTime gefu¨hrt.
Vergleicht man die Verbesserungsverfahren anhand einzelner Multi-Start-
Algorithmen miteinander, so zeigt das Verbesserungsverfahren Rem Add FI auch
hier, a¨hnlich wie im Falle des PSCP, die beste Performance. Anhand von Ta-
belle 8.12 ist zu erkennen, dass das Verbesserungsverfahren vergleichsweise we-
nig Zeit beno¨tigte und gleichzeitig starke Verbesserungen erzielte. Daher soll-
ten die Multi-Start-Algorithmen grundsa¨tzlich mit dem Verbesserungsverfahren
Rem Add FI kombiniert werden. Nicht zu empfehlen ist der Einsatz des Verbes-
serungsverfahrens Rem Add BI. Obwohl das Verfahren in etwa gleich starke Ver-
besserungen wie das Verfahren Rem Add FI erzielt, sind die beno¨tigten Rechenzei-
ten um ein Vielfaches gro¨ßer als die der Verfahren Rem Add FI, Add B Rem und
Add L Rem. Die langen Rechenzeiten sind dabei auf die Tatsache zuru¨ckzufu¨hren,
dass das Verfahren ha¨ufig viele Austauschschritte mit minimalen Verbesserungen
durchfu¨hrt und dabei in jeder Iteration stets nach dem “besten” Austauschschritt
sucht.
A¨hnlich wie beim PSCP zeigen die Algorithmen Greedy und BaHo eine deutlich
schlechtere Performance als die restlichen Multi-Start-Algorithmen, selbst wenn die-
se nicht mit einem Verbesserungsverfahren kombiniert werden. Insbesondere das
Verfahren BaHo ist fu¨r die Berechnung von Na¨herungslo¨sungen fu¨r das MCPSCP
vo¨llig ungeeignet. Fu¨r γ ∈ {60, 80, 90, 95, 100} erzielt das Verfahren einen durch-
schnittlichen Gap zwischen 23,86% (falls γ = 100) und 67,66% (falls γ = 60) (siehe
Tabelle 8.12).
8.4.1.2 Ergebnisse fu¨r die realen MCPSCP-Instanzen der DB Cargo
Einige Startheuristiken, die wir bereits in Abschnitt 8.4.1.1 untersucht haben,
wurden zusa¨tzlich auf den MCPSCP-Instanzen der Klassen DB M A, DB M B
und DB M C getestet.60 Die durchschnittlichen Ergebnisse der ausgewa¨hlten
Startheuristiken sind in Tabelle C.1 fu¨r die Klassen DB M A, DB M B und DB M C
zusammengefasst. Im Falle der Klassen DB M A und DB M B standen uns fu¨r die
einzelnen MCPSCP-Instanzen untere Schranken zur Verfu¨gung. Zur Berechnung der
Werte fu¨r DGap und Gap haben wir uns daher stets auf die unteren Schranken bezo-
gen. Im Falle der Klasse DB M C verzichteten wir auf die Bestimmung von unteren
Schranken (siehe Abschnitt 8.2.2). Bei der Berechnung der Werte DGap und Gap
verwendeten wir daher anstatt der unteren Schranken lediglich die besten Zielfunk-
tionswerte, die fu¨r die einzelnen MCPSCP-Instanzen der Klasse DB M C berechnet
60Die MCPSCP-Instanzen der Klassen DB M A, DB M B und DB M C sind in Tabelle 8.9
definiert.
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werden konnten.
Zuna¨chst besta¨tigt die Tabelle C.1 das, was sich bereits in Abschnitt 8.4.1.1 be-
obachten ließ. Die Startheuristiken GR REM und GRASP-γ liefern in Kombina-
tion mit dem Verbesserungsverfahren Rem Add FI die besten Ergebnisse, wobei
der Algorithmus GR REM (mit Rem Add FI) hinsichtlich der durchschnittlichen
Lo¨sungsgu¨te und der Rechenzeiten insgesamt etwas besser abschneidet als der Algo-
rithmus GRASP-γ (mit Rem Add FI). Auf allen drei Klassen erzielt der Algorith-
mus GR REM (mit Rem Add FI) einen durchschnittlichen Gap unter 1,15%. Die
durchschnittlichen Rechenzeiten einer internen Iteration des zuletzt genannten Algo-
rithmus liegen zwischen 3,24 Sekunden (fu¨r Klasse DB M A) und 173,42 Sekunden
(fu¨r Klasse DB M C).
Wie in Abschnitt 8.4.1.1 la¨sst sich auch hier beobachten, dass die Verbesserungs-
verfahren die Lo¨sungsgu¨te der Multi-Start-Algorithmen teilweise deutlich verbessern
konnten. Allerdings sind die Rechenzeiten der Multi-Start-Algorithmen im Vergleich
zur alleinigen Durchfu¨hrung ohne Verbesserungsverfahren um ein Vielfaches ange-
stiegen. Dies gilt insbesondere fu¨r die Instanzen der Klasse DB M C. In Einzelfa¨llen
ist hier ein Anstieg der Rechenzeiten um mehr als das 10-fache zu beobachten.
8.4.2 Ergebnisse der Heuristiken aus Kapitel 7
Dieser Abschnitt fasst die Ergebnisse der SA-Algorithmen SA MCPSCP und
GD MCPSCP zusammen. Die Ergebnisse der Verfahren auf einzelnen MCPSCP-
Instanzen sind aus den Ergebnistabellen aus Abschnitt C.2 zu entnehmen. Angaben
zur Kalibrierung der Verfahren findet der Leser in Kapitel 7.
8.4.2.1 Ergebnisse fu¨r die Klassen Gew I, Gew II 1, Gew II 2,
Gew III 1 und Gew III 2
In diesem Abschnitt beschreiben wir die Ergebnisse der SA-Algorithmen
SA MCPSCP und GD MCPSCP fu¨r die Klassen Gew I, Gew II 1, Gew II 2,
Gew III 1 und Gew III 2 unter Beru¨cksichtigung verschiedener γ. Wir gehen
zuna¨chst a¨hnlich vor wie in Abschnitt 8.4.1.1 im Falle der Startheuristiken und
geben hierfu¨r wie in Tabelle 8.12 die Durchschnittswerte der Gro¨ßen DGap, Gap,
DTime und F u¨ber alle Instanzen der Klassen Gew I, Gew II 1, Gew II 2, Gew III 1
und Gew III 2 an, wobei unterschiedliche γ beru¨cksichtigt werden. Die berechne-
ten Durchschnittswerte fu¨r DGap, Gap, DTime und F sind in der Tabelle 8.13 fu¨r
verschiedene γ angegeben. Die entsprechenden Ergebnisse auf einzelnen MCPSCP-
Instanzen sind in den Ergebnistabellen C.8-C.17 ausfu¨hrlich dokumentiert.61
61Der Vollsta¨ndigkeit halber erinnern wir daran, dass sich die Werte fu¨r Gap und DGap in den
Tabellen C.8-C.17 sowie in der Tabelle 8.13 stets auf die besten oberen Schranken beziehen,
die fu¨r die einzelnen MCPSCP-Instanzen bestimmt werden konnten.
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SA-Algorithmus γ Durchschnitt Best
Name DGap DTime Gap F
SA MCPSCP (ohne Core) 100 0,19 41,62 0,06 0,59
SA MCPSCP (mit Core) 100 0,16 38,02 0,03 0,60
GD MCPSCP (ohne Core) 100 0,19 49,69 0,07 0,66
GD MCPSCP (mit Core) 100 0,14 39,12 0,02 0,60
SA MCPSCP (ohne Core) 95 0,12 31,49 0,03 0,67
SA MCPSCP (mit Core) 95 0,09 36,01 0,02 0,68
GD MCPSCP (ohne Core) 95 0,08 36,42 0,01 0,71
GD MCPSCP (mit Core) 95 0,08 33,78 0,02 0,69
SA MCPSCP (ohne Core) 90 0,16 26,61 0,04 0,70
SA MCPSCP (mit Core) 90 0,09 33,20 0,02 0,75
GD MCPSCP (ohne Core) 90 0,13 30,24 0,02 0,71
GD MCPSCP (mit Core) 90 0,07 34,24 0,01 0,74
SA MCPSCP (ohne Core) 80 0,02 11,81 0,01 0,89
SA MCPSCP (mit Core) 80 0,02 26,84 0,01 0,92
GD MCPSCP (ohne Core) 80 0,02 14,81 0,00 0,90
GD MCPSCP (mit Core) 80 0,02 26,50 0,01 0,93
SA MCPSCP (ohne Core) 60 0,01 11,85 0,00 0,86
SA MCPSCP (mit Core) 60 0,01 25,01 0,00 0,89
GD MCPSCP (ohne Core) 60 0,01 13,23 0,00 0,88
GD MCPSCP (mit Core) 60 0,01 24,80 0,00 0,90
Tabelle 8.13: Durchschnittliche Ergebnisse der Algorithmen SA MCPSCP und
GD MCPSCP auf allen Instanzen der Klassen Gew I, Gew II 1, Gew II 2, Gew III 1
und Gew III 2 unter Beru¨cksichtigung verschiedener γ.
Anhand von Tabelle 8.13 la¨sst sich erkennen, dass die Algorithmen SA MCPSCP
und GD MCPSCP mit und ohne Berechnung von Core-Problemen in etwa die glei-
che Performance hinsichtlich der Qualita¨t der Lo¨sungen besitzen. Dies belegen die
durchschnittlichen Werte fu¨r den Gap (siehe SpalteGap), der bei allen Algorithmen
unter 0,07% unabha¨ngig von γ ∈ {60, 80, 90, 95, 100} liegt. Damit erzielen die Ver-
fahren Lo¨sungen, die sich im Durchschnitt kaum von den besten bekannten Lo¨sungen
unterscheiden. Die besten Lo¨sungen, die die Algorithmen bei 10 Durchla¨ufen finden,
werden dabei in mehr als der Ha¨lfte der Durchla¨ufe berechnet.62 Die Laufzeiten der
Algorithmen SA MCPSCP und GD MCPSCP liegen mit und ohne Berechnung von
Core-Problemen im Durchschnitt zwischen 11 und 50 Sekunden.63
Die Berechnung von Core-Problemen hat im Allgemeinen weder zu einer signifi-
kanten Verbesserung noch zu einer signifikanten Verschlechterung der Lo¨sungsgu¨te
der Algorithmen SA MCPSCP und GD MCPSCP gefu¨hrt.64 Auch konnte durch
den Einsatz von Core-Problemen kein deutlicher Ru¨ckgang der Rechenzeiten erzielt
werden.65 Fu¨r γ ≤ 90 waren die Rechenzeiten der SA-Algorithmen sogar ku¨rzer,
wenn keine Core-Probleme berechnet wurden. Der Grund hierfu¨r sind die teilweise
zu langen Rechenzeiten, die fu¨r die Konstruktion der Core-Probleme beno¨tigt wur-
den. Mo¨glicherweise lohnt sich die Berechnung von Core-Problemen erst dann, wenn
Probleminstanzen mit einer gro¨ßeren Anzahl potenzieller Standorte zu lo¨sen sind.
62Die durchschnittlichen Werte fu¨r die Frequenz F liegen bei allen Algorithmen u¨ber 0,59. Siehe
die Werte der Spalte F aus Tabelle 8.13.
63Siehe hierfu¨r die Durchschnittswerte fu¨r DGap fu¨r verschiedene γ ∈ {60, 80, 90, 95, 100}.
64In Tabelle 8.13 vergleiche man hierfu¨r die Ergebnisse der Algorithmen mit und ohne Core-
Problem.
65Eine Ausnahme ist der Algorithmus GD MCPSCP fu¨r den Fall γ = 100. Siehe Tabelle 8.13.
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Um die Qualita¨t der SA-Algorithmen besser beurteilen zu ko¨nnen, wurden fu¨r ei-
nige MCPSCP-Instanzen untere Schranken bzw. Optimallo¨sungen bestimmt.66 Die
Tabelle C.7 fasst die Ergebnisse fu¨r den Algorithmus SA MCPSCP (ohne Core) zu-
sammen. Die betrachteten Instanzen lassen sich in die Gruppe der “kleinen” und
“großen” Instanzen unterteilen. Große Instanzen sind in der Spalte Name durch
die Eintra¨ge SCPF1 oder SCPG1 gekennzeichnet.
Auf den “kleinen” Instanzen erzielt der Algorithmus SA MCPSCP (ohne Core)
einen durchschnittlichen Gap von 0,16%, wobei ha¨ufig Optimallo¨sungen gefunden
werden. Diese werden in fast jedem Durchlauf bestimmt. Die durchschnittliche Re-
chenzeit liegt bei ca. 9 Sekunden.
Deutlich la¨ngere Rechenzeiten zur Berechnung einer besten Lo¨sung pro Durchlauf
sind auf “großen” Instanzen zu beobachten. Die durchschnittlichen Rechenzeiten
liegen bei ca. 38 Sekunden. Der Algorithmus SA MCPSCP (ohne Core) erzielt hier
einen durchschnittlichen Gap von 3,35%. Fu¨r die zwei MCPSCP-Instanzen, fu¨r die
die Optimallo¨sungen bekannt sind, konnte der Algorithmus die Optimallo¨sungen
bestimmen.
8.4.2.2 Ergebnisse fu¨r die realen MCPSCP-Instanzen der DB Cargo
Die SA-Algorithmen SA MCPSCP und GD MCPSCP wurden zusa¨tzlich auf den
realen MCPSCP-Instanzen der DB Cargo getestet. Die Ergebnisse der Algorithmen
auf einzelnen MCPSCP-Instanzen der Klassen DB M A, DB M B und DB M C
lassen sich aus den Tabellen C.19 und C.20 entnehmen.
Zur Bewertung der Lo¨sungsgu¨te standen uns im Falle der MCPSCP-Instanzen
der Klassen DB M A und DB M B untere Schranken bzw. optimale Lo¨sungen zur
Verfu¨gung.67 Im Falle der Klassen DB M A und DB M B beziehen sich die Gro¨ßen
Gap und DGap daher stets auf die unteren Schranken, in allen anderen Fa¨llen auf
die Zielfunktionswerte der besten bekannten Lo¨sungen.
Wir konzentrieren uns zuna¨chst auf die Ergebnisse der Algorithmen SA MCPSCP
(ohne Core) und GD MCPSCP (ohne Core). Beide Algorithmen zeigen auf den Klas-
sen DB M A, DB M B und DB M C in etwa die gleiche Performance hinsichtlich
der Laufzeit und der Lo¨sungsgu¨te.
Wir betrachten die Klassen DB M A und DB M B. Auf der ersten Klasse erzielen
beide Algorithmen einen durchschnittlichen Gap unter 0,81%. Im Falle der zwei-
ten Klasse DB M B liegt der durchschnittliche Gap fu¨r beide Algorithmen unter
0,36%. In den Fa¨llen, in denen eine optimale Lo¨sung einer MCPSCP-Instanz der
Klassen DB M A oder DB M B bekannt war, berechneten die Algorithmen bei 10
66Die Instanzen wurden zufa¨llig ausgesucht.
67Siehe auch Abschnitt 8.2.2.
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Durchla¨ufen “fast” immer die Optimallo¨sung. Daru¨ber hinaus ist zu beobachten,
dass bei 10 Durchla¨ufen die beste gefundene Lo¨sung ha¨ufig berechnet werden konn-
te.68 Die durchschnittlichen Laufzeiten der Algorithmen liegen im Falle der Klasse
DB M A knapp u¨ber 38 Sekunden, im Falle der Klasse DB M B u¨ber 104 Sekunden.
La¨ngere Laufzeiten traten erwartungsgema¨ß auf den gro¨ßeren Instanzen der Klasse
DB M C auf. Fu¨r die Algorithmen SA MCPSCP (ohne Core) und GD MCPSCP
(ohne Core) sind hier durchschnittliche Rechenzeiten u¨ber 124 Sekunden zu be-
obachten. Der durchschnittliche Gap liegt bei beiden Algorithmen unter 0,19%. Fer-
ner finden die Algorithmen bei 10 Durchla¨ufen in knapp der Ha¨lfte aller MCPSCP-
Instanzen der Klasse DB M C die beste bekannte Lo¨sung.
Damit erzielten die Algorithmen SA MCPSCP (ohne Core) und GD MCPSCP (ohne
Core) insgesamt gute Ergebnisse auf den Klassen DB M A, DB M B und DB M C.
Die Algorithmen SA MCPSCP und GD MCPSCP lieferten hingegen schlechtere Er-
gebnisse auf den Klassen DB M A und DB M B, wenn zusa¨tzlich Core-Probleme
berechnet wurden. Auf diesen Klassen hat sich zum Einen der durchschnittliche
Gap fu¨r beide Algorithmen leicht verschlechtert. Zum Anderen beno¨tigten die Al-
gorithmen im Durchschnitt la¨ngere Laufzeiten. Dies gilt insbesondere fu¨r die Klasse
DB M B. Die Rechenzeiten zur Konstruktion der Core-Probleme lagen hier oftmals
u¨ber 130 Sekunden, in einigen Fa¨llen sogar u¨ber 200 Sekunden. Infolgedessen haben
wir auf eine Berechnung von Core-Problemen auf den gro¨ßeren Instanzen der Klasse
DB M C verzichtet.69
Damit la¨sst sich festhalten, dass sich die Berechnung von Core-Problemen - zumin-
dest fu¨r die Klassen DB M A, DB M B und DB M C - nicht lohnt.
8.4.2.3 Zusammenfassung und Vergleich mit den Startheuristiken
Insgesamt zeigten die SA-Algorithmen SA MCPSCP und GD MCPSCP eine sehr
gute Performance auf allen MCPSCP-Instanzen, wenn keine Core-Probleme berech-
net wurden. Der Einsatz von Core-Problemen hat im Allgemeinen weder zu einer
Verbesserung der Lo¨sungsgu¨te noch zu einer Verbesserung der Rechenzeiten gefu¨hrt.
Auf den realen MCPSCP-Instanzen der DB Cargo fu¨hrte der Einsatz von Core-
Problemen eher zu einer Verschlechterung der Performance.
Abschließend vergleichen wir die SA-Algorithmen SA MCPSCP (ohne Core)
und GD MCPSCP (ohne Core) mit den besten Startheuristiken GRASP-γ (mit
Rem Add FI) und GR REM (mit Rem Add FI).
Anhand der Tabellen 8.12, 8.13, C.1, C.19 und C.20 la¨sst sich beobachten, dass die
Algorithmen SA MCPSCP (ohne Core) und GD MCPSCP (ohne Core) auf allen
68Siehe hierfu¨r die Durchschnittswerte fu¨r die Frequenz F.
69Die MCPSCP-Instanzen der Klassen DB M B und DB M C unterscheiden sich nur geringfu¨gig
hinsichtlich der Anzahl n mo¨glicher Standorte fu¨r Messstellen.
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MCPSCP-Instanzen im Durchschnitt bessere Lo¨sungen mit einer ho¨heren Frequenz
F erzielten.
Bezu¨glich des durchschnittlichen Gap unterschieden sich die SA-Algorithmen
SA MCPSCP (ohne Core) und GD MCPSCP (ohne Core) nur geringfu¨gig von den
Startheuristiken GRASP-γ (mit Rem Add FI) und GR REM (mit Rem Add FI).
Hier sind Unterschiede unter einem halben Prozentpunkt festzustellen.
In der Praxis ko¨nnen solche geringen Unterschiede hinsichtlich der Lo¨sungsgu¨te ei-
ne große Rolle spielen, wenn die Gewichte ω1, . . . , ωK im Verha¨ltnis zu den Kos-
ten fu¨r Standorte deutlich kleiner ausfallen. Dies zeigt sich am Beispiel der realen
MCPSCP-Instanzen der DB Cargo. Da die Minimierung der Anzahl von Messstel-
len den Schwerpunkt der Optimierung darstellte, mussten hier sehr kleine Gewichte
ω1, . . . , ωK gewa¨hlt werden. Vergleicht man hierzu die Zielfunktionswerte, die fu¨r
einzelne MCPSCP-Instanzen der Klassen DB M A, DB M B und DB M C erzielt
werden konnten, so wird deutlich, dass sich Lo¨sungen, die bezu¨glich des Gap um
einen halben Prozentpunkt voneinander abweichen, um mehrere tausend zusa¨tzliche
U¨berdeckungen unterscheiden ko¨nnen.
8.4.3 Vergleich mit CPLEX 7.0
In diesem Abschnitt sollen die Ergebnisse von CPLEX 7.0 zusammengefasst und
anschließend mit den Ergebnissen des SA-Algorithmus SA MCPSCP (ohne Core)
verglichen werden. Die Ergebnisse von CPLEX 7.0 auf einer Auswahl von 68
MCPSCP-Instanzen lassen sich aus den Ergebnistabellen C.7 und C.18 entnehmen.
Die Tabellen zeigen, dass CPLEX 7.0 insgesamt 21 MCPSCP-Instanzen auch nach
einer Rechenzeit von mehreren Tagen bis zu einer Woche nicht optimal lo¨sen konnte.
Dazu geho¨ren einige große MCPSCP-Instanzen wie z.B. einige Instanzen der Klasse
DB M B (vgl. Tabelle C.18) sowie einige Instanzen, die in der Spalte Name der
Tabelle C.7 durch die Eintra¨ge SCPF1 oder SCPG1 gekennzeichnet sind.
Im Vergleich zum PSCP haben sich die Rechenzeiten von CPLEX 7.0 deutlich
erho¨ht.70 Auffa¨llig sind dabei die teilweise sprunghaften Rechenzeiten von CPLEX
7.0, wenn lediglich die Gewichte ω1, . . . , ωK und γ vera¨ndert wurden. Als Beispiel
vergleiche man die MCPSCP-Instanzen mit den Namen DB M 9 und DB M 10 so-
wie DB M 7 und DB M 8 (siehe Tabelle C.18). Ferner vergleiche man die Instanzen,
die in der Spalte Name der Tabelle C.7 die Eintra¨ge SCP61, SCPA1 oder SCPC1
haben.
Abschließend vergleichen wir die Ergebnisse von CPLEX 7.0 mit denen des Algo-
rithmus SA MCPSCP (ohne Core) (siehe auch Tabelle C.19). Es ist zu erkennen,
70Man vergleiche hierzu die Rechenzeiten von CPLEX 7.0 auf gleichen PSCP-Instanzen ohne
Beru¨cksichtigung von Multiple Coverage. Siehe z.B. die Ergebnistabelle B.34.
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dass der Algorithmus SA MCPSCP (ohne Core) auf der Klasse DB M B zum Teil
deutlich bessere Lo¨sungen erzielen konnte (z.B. DB M 21 und DB M 22), wa¨hrend
die Ergebnisse der beiden Programme auf allen anderen Instanzen gleichwertig hin-
sichtlich der Lo¨sungsgu¨te sind (siehe Tabellen C.7, C.18 und C.19).
Wie in Abschnitt 8.3.3.1 bereits erwa¨hnt wurde, lassen sich die Rechenzeiten der bei-
den Programme nur schwer miteinander vergleichen. Im Vergleich zum PSCP zeigen
sich hier allerdings die Vorteile einer Heuristik im Vergleich zu einem exakten Verfah-
ren umso deutlicher: Bei einem Zeitlimit von 200 Sekunden pro Durchlauf berechnete
der Algorithmus SA MCPSCP (ohne Core) bei 10 Durchla¨ufen Lo¨sungen fu¨r die In-
stanzen DB M 17, DB M 18, DB M 19, DB M 21 und DB M 22, die CPLEX 7.0
auch nach einer Rechenzeit von mehreren Tagen nicht finden konnte.
Aufgrund von Speicher- und Rechenzeitrestriktionen war hingegen die Berechnung
von akzeptablen Lo¨sungen fu¨r MCPSCP-Instanzen der Klasse DB M C aussichts-
los. Schon auf kleineren MCPSCP-Instanzen wie z.B. die Instanz DB M 25 nahm
CPLEX 7.0 bereits nach mehreren Stunden Rechenzeit ca. 3 GB Arbeitsspeicher in
Anspruch. Die LP-Relaxation des Problems konnte auch nach zwei Tagen Rechenzeit
nicht gelo¨st werden.
8.4.4 Interpretation der Lo¨sungen
In diesem Abschnitt soll das MCPSCP mit dem PSCP hinsichtlich der Lo¨sungen,
die aus beiden Modellen resultieren ko¨nnen, verglichen werden. Anhand der realen
MCPSCP-Instanzen der DB Cargo soll gezeigt werden, dass sich mit dem MCPSCP
Lo¨sungen berechnen lassen, die bezu¨glich der Anzahl von beno¨tigten Messstellen
gleichwertig mit den Lo¨sungen des PSCP sind und zusa¨tzlich unter dem Aspekt des
Multiple Coverage bessere Ergebnisse erzielen.71
Um die Lo¨sungen spa¨ter besser vergleichen zu ko¨nnen, konzentrieren wir uns
zuna¨chst auf den Fall, dass alle zusa¨tzlichen Erfassungen von Waggons die gleiche
Priorita¨t haben, d.h. es gilt ω1 = . . . = ωK . Als Beispiel wa¨hlen wir die MCPSCP-
Instanzen DB M 1, DB M 4, DB M 5, DB M 9 DB M 13, DB M 16, DB M 17,
DB M 18, DB M 20, DB M 21 und DB M 23, die zugleich auch PSCP-Instanzen
definieren, wenn kein Multiple Coverage beru¨cksichtigt wird. Im Folgenden sollen
die Lo¨sungen der Instanzen mit und ohne Beru¨cksichtigung von Multiple Coverage
miteinander unter den folgenden Aspekten verglichen werden:
• Die Anzahl der zu positionierenden Messstellen.
• Die Summe u¨ber die Anzahl der zusa¨tzlichen Erfassungen einzelner Waggons.72
71Detaillierte Angaben zum Projekt mit der DB Cargo lassen sich aus Anhang A entnehmen.
72Im Sinne von Definition 4.2.1 besitzt ein Waggon n − 1 zusa¨tzliche Erfassungen, wenn dieser
von n Messstellen erfasst wird. Im Falle einer Erfassung durch ho¨chstens eine Messstelle hat
ein Waggon keine zusa¨tzlichen Erfassungen.
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Die Ergebnisse sind in Tabelle 8.14 zusammengefasst. In der Spalte Name ist der
Name der MCPSCP-Instanz eingetragen. Obwohl sich alle wichtigen Angaben zu den
MCPSCP-Instanzen aus der Tabelle 8.9 entnehmen lassen, haben wir der Einfachheit
halber nochmal den Optimierungszeitraum sowie den Parameter γ fu¨r jede dieser
Instanzen angegeben.
Unter der Rubrik “PSCP” finden sich verschiedene Angaben zu den Lo¨sungen der
PSCP-Instanzen. In der Spalte Anz Opt steht die Anzahl der verschiedenen Op-
timallo¨sungen, die fu¨r die jeweiligen PSCP-Instanzen im Falle des PSCP gefun-
den wurden. Zur Berechnung der Optimallo¨sungen verwendeten wir die Startheu-
ristiken aus Kapitel 5 sowie die SA-Algorithmen SA MCPSCP (ohne Core) und
GD MCPSCP (ohne Core). In der Spalte Anz M geben wir den Zielfunktionswert
dieser Optimallo¨sungen an. Der Wert entspricht hierbei der Anzahl der zu positio-
nierenden Messstellen, die fu¨r alle Optimallo¨sungen gleich ist. In der Spalte Z Erf
geben wir schließlich fu¨r eine dieser Optimallo¨sungen die Summe u¨ber die Anzahl
der zusa¨tzlichen Erfassungen einzelner Waggons an.73 Dabei wa¨hlten wir die Opti-
mallo¨sung mit den insgesamt wenigsten zusa¨tzlichen Erfassungen.
Unter der Rubrik “MCPSCP” sind die Angaben zu den besten bekannten Lo¨sungen
der einzelnen MCPSCP-Instanzen zusammengefasst. In der Spalte Anz M la¨sst
sich die Anzahl der zu positionierenden Messstellen ablesen. Die Gesamtanzahl der
zusa¨tzlichen Erfassungen vonWaggons, die durch die jeweilige Lo¨sung bzw. durch die
Positionierung der Messstellen realisiert werden, ist wiederum in der Spalte Z Erf
eingetragen.
Die letzte Rubrik “MCPSCP vs. PSCP” vergleicht die Lo¨sungen der beiden Model-
le miteinander. Die Spalte D Anz M gibt an, um wieviel Messstellen die Lo¨sung
des MCPSCP von den Optimallo¨sungen des PSCP abweicht. Um wieviel zusa¨tzliche
Erfassungen sich die Lo¨sung des MCPSCP von der ausgewa¨hlten Optimallo¨sung
des PSCP unterscheidet, ist in der Spalte D Z Erf Abs eingetragen. Die prozen-
tuale Verbesserung bezu¨glich der Anzahl der zusa¨tzlichen Erfassungen, die hier die
Lo¨sung des MCPSCP gegenu¨ber der Lo¨sung des PSCP erzielt, la¨sst sich in der Spalte
D Z Erf Rel ablesen.
Anhand der Tabelle 8.14 la¨sst sich beobachten, was bereits im Speziellen in [DS81]
fu¨r einen Vergleich des HOSC (4.4) mit dem Unweighted Set Covering Problem be-
obachtet werden konnte74: Aus dem MCPSCP resultieren mit Ausnahme der Instanz
DM M 17 Lo¨sungen, die fu¨r das PSCP optimal sind und bezu¨glich der Anzahl der
zusa¨tzlichen Erfassungen von Waggons teilweise deutlich bessere Ergebnisse liefern
73Damit die Lo¨sungen des MCPSCP mit den Lo¨sungen des PSCP vergleichbar bleiben, wurden
hier die zusa¨tzlichen Erfassungen wie im Falle der entsprechenden MCPSCP-Instanzen berech-
net. Dabei musste unter anderem der Wert fu¨r den Parameter K beru¨cksichtigt werden, der
fu¨r jede einzelne MCPSCP-Instanz festgelegt wurde.
74Siehe auch Seite 52.























































































































































































































































































































































Tabelle 8.14: Vergleich der Lo¨sungen des PSCP mit den Lo¨sungen des MCPSCP.
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als die ausgewa¨hlten Optimallo¨sungen fu¨r das PSCP. Bei kleinen Optimierungs-
zeitra¨umen von einem Tag kann die Anzahl der zusa¨tzlichen Erfassungen um bis
zu 44,33% verbessert werden, wenn anstatt des PSCP die Lo¨sungen des MCPSCP
verwendet werden. Auch bei gro¨ßeren Zeitra¨umen von einer bis zwei Wochen sind
Verbesserungen von bis zu 10,02% mo¨glich. In absoluten Zahlen ausgedru¨ckt treten
hier Verbesserungen um bis zu 26582 zusa¨tzliche Erfassungen auf.
Im Falle der Instanz DB M 17 verplant das MCPSCP hingegen eine Messstelle mehr
als das PSCP. Dafu¨r wird die Anzahl der zusa¨tzlichen Erfassungen um 15,11% ge-
steigert.
Damit konnte gezeigt werden, dass sich mit dem MCPSCP Optimallo¨sungen des
PSCP finden lassen, die mehr zusa¨tzliche Erfassungen realisieren als andere Opti-
mallo¨sungen des PSCP. A¨hnliche Ergebnisse wie in Tabelle 8.14 konnten auch auf
anderen MCPSCP-Instanzen der DB Cargo erzielt werden, wenn alle zusa¨tzlichen
Erfassungen gleiche Priorita¨t hatten. Wie im Falle der Instanz DB M 17 ließen sich
allerdings nicht immer Lo¨sungen fu¨r das MCPSCP berechnen, die gleichzeitig auch
optimal fu¨r die entsprechenden PSCP-Instanzen waren. Wie im Falle der Instanz
DB M 17 wurden im Vergleich zur Optimallo¨sung des PSCP oftmals eine bis zwei
Messstellen mehr beno¨tigt. Dafu¨r konnte allerdings die Anzahl der zusa¨tzlichen Er-
fassungen im Vergleich mit anderen Optimallo¨sungen des PSCP um bis zu 30%
verbessert werden. Eine gro¨ßere Anzahl von zusa¨tzlichen Erfassungen wurde in die-
sen Fa¨llen allerdings nicht durch das “einfache” Hinzufu¨gen einer oder mehrerer
Standorte zu einer bekannten Optimallo¨sung fu¨r das PSCP erzielt. Vielmehr resul-
tierten aus dem MCPSCP wiederum Lo¨sungen, die sich hinsichtlich der Struktur
deutlich von den bekannten Optimallo¨sungen fu¨r das PSCP unterschieden.
Es liegt die Frage nahe, inwieweit die Optimallo¨sungen des PSCP, die im Falle des
PSCP mit den dafu¨r entwickelten Algorithmen berechnet werden konnten, bereits
“gute” Lo¨sungen fu¨r das MCPSCP darstellen. Die Tabelle 8.14 zeigt, dass sich
zuna¨chst sehr viele Optimallo¨sungen fu¨r das PSCP berechnen ließen.75 Bei allen
Versuchen konnten im Falle des PSCP nicht anna¨hernd die Lo¨sungen gefunden wer-
den, die im Falle des MCPSCP berechnet werden konnten. Als Beispiel geben wir
fu¨r den Zeitraum des 7.5 mit γ = 100 die optimalen Lo¨sungen an, die im Falle des
PSCP berechnet werden konnten. Fu¨r jede der 22 Lo¨sungen geben wir lediglich die
Anzahl der zusa¨tzlichen Erfassungen von Waggons an:
12047, 12106, 12042, 12008, 12259, 11527, 11631, 11981, 11963, 12334,
12786, 11761, 12720, 12464, 12381, 11852, 11826, 11451, 13228, 12177,
12144, 12888.
75Der Grund fu¨r die Existenz vieler verschiedener Optimallo¨sungen ist damit zu begru¨nden,
dass zum Einen lediglich die Anzahl der Messstellen zu minimieren ist und zum Anderen mit
einer optimalen Positionierung von Messstellen ha¨ufig mehr als α Waggons erfasst werden.
Daher lassen sich optimale Standorte fu¨r Messstellen “leicht” austauschen, ohne dass dabei
die Zula¨ssigkeit einer Lo¨sung verloren geht.
158 Kapitel 8. Anwendung der entwickelten Verfahren
Offensichtlich ko¨nnen diese Lo¨sungen nicht mit der Lo¨sung konkurrieren, die im
Falle des MCPSCP fu¨r die Instanz DB M 9 gefunden wurde (siehe Tabelle 8.14).
Abschließend wenden wir uns dem Fall zu, dass die einzelnen zusa¨tzlichen Erfas-
sungen von Waggons unterschiedlich stark gewichtet werden. Hier stellt sich das
grundsa¨tzliche Problem, dass sich die Lo¨sungen fu¨r das MCPSCP bei einer unter-
schiedlichen Wahl der Gewichte ω1, . . . , ωK nur schwer miteinander vergleichen bzw.
bewerten lassen. Insbesondere der Vergleich mit Optimallo¨sungen des PSCP ist nur
schwer mo¨glich.
Wir verzichten daher auf eine Bewertung der Lo¨sungen des MCPSCP und beschrei-
ben anhand eines kleinen Beispiels lediglich den Einfluss der Gewichte ω1, . . . , ωK
auf die Lo¨sung des MCPSCP. Wir betrachten hierfu¨r die Ergebnisse der Tabel-
le 8.15. Die Tabelle liefert Angaben zu den besten berechneten Lo¨sungen fu¨r die
MCPSCP-Instanzen DB M 1, DB M 2, DB M 3, DB M 5 und DB M 8. Dabei wird
in detaillierter Form die Verteilung von zusa¨tzlichen Erfassungen angegeben. In der
Spalte Z Erf 1 steht die Anzahl von Waggons mit genau einer zusa¨tzlichen Erfas-
sung, in der Spalte Z Erf 2 die Anzahl von Waggons mit genau zwei zusa¨tzlichen
Erfassungen u.s.w. Die restlichen Bezeichnungen sind wie in Tabelle 8.14 zu inter-
pretieren. Wir vergleichen die Lo¨sungen der MCPSCP-Instanzen DB M 1, DB M 2
und DB M 3 miteinander. Im Falle der Lo¨sung fu¨r die Instanz DB M 3 haben viele
Waggons genau eine oder zwei zusa¨tzliche Erfassungen. Dies ist offensichtlich auf die
Wahl der Gewichte ω1, . . . , ωK fu¨r die Instanz DB M 3 zuru¨ckzufu¨hren. Die Tabelle
8.9 zeigt, dass im Vergleich zu den MCPSCP-Instanzen DB M 1 und DB M 2 die
erste und zweite zusa¨tzliche Erfassung eines Waggons sta¨rker gewichtet wird.
A¨hnlich lassen sich die unterschiedlichen Lo¨sungen fu¨r die MCPSCP-Instanzen
DB M 5 und DB M 8 erkla¨ren. Im Falle der Instanz DB M 8 werden 4 zusa¨tzliche
Erfassungen besonders stark gewichtet (siehe Tabelle 8.9). Dies hat erwartungs-
gema¨ß zu einem enormen Anstieg der Anzahl von Waggons mit genau 4 oder 5
zusa¨tzlichen Erfassungen gefu¨hrt. Gleichzeitig ist allerdings auch die Anzahl der
Standorte fu¨r Messstellen erheblich angestiegen.
Abschließend betrachten wir fu¨r eine Optimallo¨sung des PSCP die Verteilung
der zusa¨tzlichen Erfassungen von Waggons. Als Beispiel betrachten wir die Opti-
mallo¨sung fu¨r den Zeitraum des 1.5 fu¨r γ = 100. Die Ergebnisse sind in Tabelle 8.16
zu sehen. Vergleicht man die Optimallo¨sung des PSCP mit der Lo¨sung fu¨r die In-
stanz DB M 3 (siehe Tabelle 8.15), so fa¨llt auf, dass beide Instanzen hinsichtlich der
Anzahl der verwendeten Messstellen gleichwertig sind. Allerdings ist die Lo¨sung des
MCPSCP der Lo¨sung des PSCP deutlich u¨berlegen, wenn zusa¨tzliche Erfassungen
von Waggons beru¨cksichtigt werden.
Am Beispiel des realen Standortproblems der DB Cargo konnten damit die Vorteile
einer Formulierung des Problems als MCPSCP gegenu¨ber einer PSCP-Formulierung
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Instanz Lo¨sung des MCPSCP
Name Zeitraum γ Anz M Z Erf 1 Z Erf 2 Z Erf 3 Z Erf 4 Z Erf 5
DB M 1 1.5 100 90 1670 1322 857 416 235
DB M 2 1.5 100 90 1734 1372 807 401 235
DB M 3 1.5 100 90 1803 1611 601 348 235
DB M 5 1.5 90 51 1641 1095 314 150 18
DB M 8 1.5 90 128 788 1064 256 1836 2416
Tabelle 8.15: Zusa¨tzliche Erfassungen von Waggons fu¨r Lo¨sungen des MCPSCP.
Instanz Lo¨sung des PSCP
Zeitraum γ Anz M Z Erf 1 Z Erf 2 Z Erf 3 Z Erf 4 Z Erf 5
1.5 100 90 2023 972 598 253 182
Tabelle 8.16: Zusa¨tzliche Erfassungen von Waggons fu¨r eine Lo¨sung des PSCP.
herausgestellt werden. So ließen sich mit Hilfe des MCPSCP solche Optimallo¨sungen
des PSCP finden, die im Vergleich zu anderen Optimallo¨sungen des PSCP bessere
Ergebnisse bezu¨glich des Multiple Coverage erzielten. Ein Problem stellt in diesem
Zusammenhang die Wahl “geeigneter” Gewichte ω1, . . . , ωK dar. Im Falle der realen
DB Cargo Instanzen wurden die Gewichte sukzessive in mehreren Schritten an das
Problem angepasst, indem in jedem Schritt zuna¨chst die Gewichte “geringfu¨gig”
modifiziert wurden und anschließend eine Analyse der aus der Gewichtewahl re-
sultierenden Lo¨sungen erfolgte. Um a¨hnliche Ergebnisse wie z.B. in Tabelle 8.14
produzieren zu ko¨nnen, reichten hierfu¨r in der Regel 3-4 Schritte aus. Die Berech-
nung der Gewichte zu Beginn des ersten Schrittes erfolgte dabei mit der Methode,




In dieser Arbeit wurden - unseres Wissens nach erstmalig - leistungsfa¨hige Heu-
ristiken fu¨r das Partial Set Covering Problem (PSCP) und das Multiple Coverage
Partial Set Covering Problem (MCPSCP) entwickelt und anhand von Benchmark-
Instanzen systematisch studiert. Das MCPSCP, das im Rahmen eines Projekts mit
der DB Cargo (vgl. Anhang A) formuliert wurde, stellt dabei eine Erweiterung des
PSCP unter dem Aspekt des Multiple Coverage dar. Fu¨r das MCPSCP wurde in
dieser Arbeit ein bina¨res lineares Optimierungsmodell aufgestellt.
Zur Berechnung von Na¨herungslo¨sungen fu¨r das MCPSCP entwickelten wir zuna¨chst
verschiedene Startheuristiken. Hierbei konzentrierten wir uns schwerpunktma¨ßig auf
Multi-Start-Algorithmen wie z.B. GRASP (vgl. Abschnitt 5.1.2.5). Zur Steigerung
der Leistungsfa¨higkeit wurden Local-Search-basierte Verbesserungsverfahren vorge-
stellt, die sich mit den Startheuristiken kombinieren lassen (vgl. Abschnitt 5.2). Da
das PSCP ein Spezialfall des MCPSCP ist, lassen sich die Verfahren auch auf das
PSCP anwenden.
Weitere Verfahren, die in dieser Arbeit zur Lo¨sung des PSCP und des MCPSCP
entwickelt wurden, basieren auf Lagrange-Relaxation, Simulated Annealing oder auf
Varianten des Simulated Annealing.
Zur Lo¨sung des MCPSCP wurde der SA-Algorithmus SA MCPSCP (vgl. Abschnitt
7.2.3) sowie der Great-Deluge Algorithmus GD MCPSCP (vgl. Abschnitt 7.3.2)
entwickelt. Zur Steigerung der Leistungsfa¨higkeit generierten die Algorithmen Core-
Probleme.
Fu¨r das PSCP wurden in dieser Arbeit vier weitere Heuristiken vorgestellt. Hier-
zu geho¨rt die Lagrange-basierte Heuristik aus Kapitel 6, die im Wesentlichen eine
Verallgemeinerung der bekannten SCP-Heuristik von Caprara, Fischetti und Toth
(vgl. [CFT99]) darstellt. Ferner sind der SA-Algorithmus SA PSCP (vgl. Abschnitt
7.2.2), der Great-Deluge Algorithmus GD PSCP (vgl. Abschnitt 7.3.1) und der
Record-To-Record Travel Algorithmus RTR PSCP (vgl. Abschnitt 7.3.3) zu nen-
nen. Die drei zuletzt genannten Algorithmen kombinieren dabei SA-Ansa¨tze mit
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Lagrange-basierten Methoden, die bereits in der Lagrange-basierten Heuristik aus
Kapitel 6 zur Berechnung von Core-Problemen sowie zur Konstruktion von Lo¨sungen
zum Einsatz kamen.
Die in dieser Arbeit entwickelten Algorithmen wurden umfangreichen Tests an
Benchmark-Instanzen fu¨r das PSCP bzw. MCPSCP unterzogen. Die Instanzen wur-
den aus bekannten Benchmark-Instanzen der SCP-Literatur sowie aus Daten eines
realen Standortproblems im Schienenverkehr (vgl. Anhang A) generiert. Insgesamt
standen uns 433 PSCP-Instanzen und 403 MCPSCP-Instanzen zur Verfu¨gung.
Wir fassen zuna¨chst die Ergebnisse fu¨r das PSCP zusammen. Auf PSCP-Instanzen,
die aus bekannten Instanzen der SCP-Literatur generiert wurden, zeigte der Algo-
rithmus GD PSCP die beste Performance. Der Algorithmus konnte fu¨r “fast” alle
PSCP-Instanzen die Optimallo¨sungen bzw. die besten bekannten Lo¨sungen inner-
halb weniger Sekunden pro Durchlauf bestimmen.1
Auf den realen PSCP-Instanzen der DB Cargo waren die Lagrange-basierte Heuristik
sowie die Algorithmen SA PSCP,RTR PSCP undGD PSCP aufgrund zu langer
Rechenzeiten, die aus der Berechnung von Core-Problemen und Na¨herungslo¨sungen
fu¨r das Lagrange-Dual resultierten, nicht einsetzbar. Hier zeigten die Algorithmen
SA MCPSCP und GD MCPSCP, die urspru¨nglich fu¨r das MCPSCP entwickelt wur-
den, die beste Performance. Die Algorithmen berechneten fu¨r die 66 realen PSCP-
Instanzen bis auf einige wenige Ausnahmen alle Optimallo¨sungen bzw. besten be-
kannten Lo¨sungen innerhalb von 10 Durchla¨ufen. Die durchschnittlichen Rechenzei-
ten zur Bestimmung der besten Lo¨sung pro Durchlauf lag in Abha¨ngigkeit von der
Gro¨ße der Instanzen zwischen einer und 120 Sekunden.
Zum Vergleich wurden die Ergebnisse der besten Algorithmen fu¨r das PSCP mit
den Ergebnissen bekannter Programme der Literatur verglichen. Hinsichtlich der
Qualita¨t der Lo¨sungen war CPLEX 7.0 mit den entwickelten Algorithmen kon-
kurrenzfa¨hig. Allerdings berechneten die Heuristiken innerhalb weniger Sekunden
Lo¨sungen, die CPLEX 7.0 erst nach einem oder mehreren Tagen berechnete oder
auch nach Rechenzeiten bis zu 3 Wochen2 nicht verbessern konnte. Eine schlech-
te Performance zeigte der paqs-Code von [ASTW00].3 Fu¨r viele PSCP-Instanzen
wurden Lo¨sungen mit einer Abweichung u¨ber 50% vom Optimum berechnet.
Fu¨r den Spezialfall des SCP hat sich auf Benchmark-Instanzen der SCP-Literatur
gezeigt, dass die Lo¨sungsqualita¨t von Algorithmus GD PSCP vergleichbar mit der
1Dabei wurden 10 Durchla¨ufe zugrunde gelegt.
2Z.B. im Falle einiger PSCP-Instanzen der DB Cargo.
3Die Heuristik von [ASTW00] liefert gute Ergebnisse fu¨r große Set Covering Probleme mit
und ohne Base Constraints. Die Heuristik ist Bestandteil des kommerziellen Carmen Crew
Scheduling System, das derzeit von vielen europa¨ischen Airlines zur Lo¨sung von Crew Pairing
Problemen eingesetzt wird. In dieser Arbeit wurde das PSCP als SCP mit einer speziellen Base
Constraint interpretiert.
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Lo¨sungsqualita¨t der besten SCP-Algorithmen der Literatur ist. Auf großen SCP-
Instanzen waren die Rechenzeiten von Algorithmus GD PSCP jedoch schlechter
als die Rechenzeiten der Heuristik von [MS00].
Fu¨r das MCPSCP zeigten die Algorithmen SA MCPSCP und GD MCPSCP eine
sehr gute Performance auf allen MCPSCP-Instanzen, wenn keine Core-Probleme
generiert wurden. Die Algorithmen berechneten fu¨r “fast” alle MCPSCP-Instanzen
die besten bekannten bzw. optimalen Lo¨sungen. Auf MCPSCP-Instanzen, fu¨r die
Optimallo¨sungen bzw. untere Schranken zur Verfu¨gung standen, erzielten die Ver-
fahren ha¨ufig einen Gap unter 1%. Abha¨ngig von der Gro¨ße der MCPSCP-Instanzen
lagen die Rechenzeiten zur Berechnung einer besten Lo¨sung (pro Durchlauf) bei
beiden Algorithmen zwischen einigen wenigen Sekunden und 2-3 Minuten. Der Ein-
satz von Core-Problemen hat hier im Allgemeinen weder zu einer Verbesserung
der Lo¨sungsgu¨te noch zu einer Verbesserung der Rechenzeiten gefu¨hrt. Auf vielen
MCPSCP-Instanzen mit einem kleinen U¨berdeckungsgrad α fu¨hrte die Berechnung
von Core-Problemen ha¨ufig zu einem Anstieg der Rechenzeiten. Dies liegt vor allen
Dingen an der Tatsache, dass die fu¨r die Generierung eines Core-Problems erforder-
lichen Berechnungen teilweise zuviel Zeit in Anspruch nahmen und gleichzeitig die
Originalprobleme mo¨glicherweise zu “klein” waren. Dies zeigte sich insbesondere fu¨r
die realen MCPSCP-Instanzen der DB Cargo.
Im direkten Vergleich mit CPLEX 7.0 erzielten die Algorithmen SA MCPSCP (oh-
ne Core) und GD MCPSCP (ohne Core) insgesamt bessere Ergebnisse. Dies bele-
gen unter anderem die Testergebnisse fu¨r einige “mittelgroße” MCPSCP-Instanzen
der DB Cargo. Hier berechneten die Algorithmen Lo¨sungen, die CPLEX 7.0 er-
wartungsgema¨ß auch nach Rechenzeiten von mehreren Tagen nicht finden konnte.
Auf “großen” MCPSCP-Instanzen der DB Cargo war die Berechnung akzeptabler
Lo¨sungen mit Hilfe von CPLEX 7.0 aussichtslos.
Zur Qualita¨t der Startheuristiken la¨sst sich festhalten, dass die Multi-Start-
Algorithmen bereits “akzeptable” Lo¨sungen berechneten, wenn zusa¨tzlich ein
“geeignetes” Verbesserungsverfahren integriert wurde. Mit Hilfe der Verbesserungs-
verfahren ließen sich die Ergebnisse der Multi-Start-Algorithmen erheblich verbes-
sern.4 Obwohl die Verbesserungsverfahren bereits einen Local-Search-Ansatz verfol-
gen, konnten die Multi-Start-Algorithmen in Kombination mit Verbesserungsver-
fahren nicht die Ergebnisse der besten Algorithmen fu¨r das PSCP bzw. MCPSCP
erzielen. Große Unterschiede hinsichtlich der Lo¨sungsgu¨te ließen sich vor allem im
Falle des PSCP feststellen.
Als Anwendung fu¨r das PSCP und das MCPSCP wurde ein Standortproblem aus
dem Bereich des Schienenverkehrs vorgestellt (vgl. Anhang A). Hier konnten die
Vorteile einer Formulierung des Standortproblems als PSCP gegenu¨ber einer SCP-
4Oftmals war eine Verbesserung des Gap um mehr als 50% mo¨glich.
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Formulierung herausgestellt werden. So ließen sich die Kosten im Durchschnitt um
ca. 57% senken, wenn anstatt einer Erfassung von 100% der Waggons lediglich eine
Erfassung von (mindestens) 95% gefordert wurde. Ferner wurde anhand der An-
wendung gezeigt, dass fu¨r das PSCP oftmals mehrere optimale Lo¨sungen existieren
ko¨nnen, die sich unter dem Aspekt des Multiple Coverage erheblich unterscheiden.
Mit einer Formulierung des Standortproblems als MCPSCP war schließlich eine Be-
rechnung solcher Optimallo¨sungen des PSCP mo¨glich, die im Vergleich zu anderen
Optimallo¨sungen des PSCP bessere Ergebnisse bezu¨glich des Multiple Coverage er-
zielten.
Ein weiterer Schwerpunkt der Arbeit war die Entwicklung von Approximationsal-
gorithmen. In Abschnitt 4.3.1 wurde eine Modellerweiterung des PSCP vorgestellt,
die eine Beru¨cksichtigung von mehreren U¨berdeckungsgraden α1, . . . , αT ermo¨glicht.
Mit Hilfe submodularer Funktionen konnte fu¨r das Problem die Gu¨teschranke eines
Greedy-Algorithmus bewiesen werden. Die Gu¨teschranke verallgemeinert dabei die
fu¨r das PSCP bekannte Gu¨teschranke von [Sla97] (vgl. Korollar 4.3.6).
In Abschnitt 4.3.2 wurde ein primal-dualer Approximationsalgorithmus fu¨r eine Ver-
allgemeinerung des PSCP entwickelt, die bereits in [BY01] betrachtet wurde. Die
berechnete Gu¨teschranke des Algorithmus stimmt mit der Gu¨teschranke aus [BY01]
u¨berein. Der Algorithmus stellt eine Verallgemeinerung des primal-dualen Approxi-
mationsalgorithmus von [GKS01] dar.
Am Ende der Zusammenfassung sei noch ein Ausblick auf weitere Forschungsfra-
gen erlaubt. Fu¨r das PSCP und MCPSCP bietet sich zuna¨chst ein Vergleich der
in dieser Arbeit vorgestellten Heuristiken mit speziell fu¨r diese Probleme entwickel-
ten Branch-and-Bound Verfahren an. Im Falle des PSCP liegt hier die Integration
von Lagrange-basierten Methoden nahe, die bereits in Kapitel 6 z.B. zur Berechnung
unterer Schranken zum Einsatz kamen. Fu¨r das MCPSCP sind in diesem Zusammen-
hang zuna¨chst weitere Untersuchungen zur Modellierung des Problems notwendig.
Diese betreffen die Reduzierung von Variablen sowie eine straffere Modellierung der
Restriktionen.
Weiterer Forschungsbedarf liegt in der Entwicklung von Approximationsalgorithmen
fu¨r das MCPSCP.
Anhang A
Erfassung von Gu¨terwaggons im
Schienennetz der DB
In diesem Abschnitt berichten wir u¨ber ein Projekt, das im Jahre 2000 in Koope-
ration mit der DB Cargo (Mainz) durchgefu¨hrt wurde. Aus der Aufgabenstellung,
die von Seiten des Projektpartners an uns herangetragen wurde, resultierten mathe-
matische Fragestellungen, die eine na¨herer Untersuchung des Partial Set Covering
Problem (4.2) und des Multiple Coverage Partial Set Covering Problem (4.1) mo-
tivierten. Das Projekt bildet somit den Ausgangspunkt bzw. den praxisrelevanten
Hintergrund dieser Arbeit.1
Ziel des Projekts war eine kostengu¨nstige Positionierung von Messstellen im
Gu¨terzugnetz der DB, so dass ein vorgegebener prozentualer Anteil von x% der
Waggons durch Messstellen innerhalb eines Optimierungszeitraums erfasst werden.
Unsere Optimierungsergebnisse leisteten schließlich einen maßgeblichen Beitrag zur
Positionierung dieser Messstellen im Schienennetz der DB. Durch die Optimierung
des Problems konnten scha¨tzungsweise mehrere Millionen Euro eingespart werden.
Aus Gru¨nden des Datenschutzes ko¨nnen wir auf Details wie z.B. die Positionen von
Messstellen nicht eingehen.
In Abschnitt A.1 beschreiben wir zuna¨chst die Ausgangslage der Problemstellung
und skizzieren anschließend die Optimierungsziele des Projekts.
In Abschnitt A.2 soll die Datengrundlage des Problems geschildert werden. Dabei
gehen wir zuna¨chst auf die Probleme ein, die bei der Datenverarbeitung auftraten
und skizzieren anschließend, wie diese Probleme gelo¨st wurden.
Der letzte Abschnitt A.3 beschreibt die wesentlichen Features eines Softwaretools,
das fu¨r die DB Cargo zur Visualisierung und Verifikation der Projektergebnisse
entwickelt wurde.
1Siehe hierzu auch Abschnitt 4.1.
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A.1 Struktur der Problemstellung
A.1.1 Ausgangslage
Die Bundesrepublik Deutschland verfu¨gt u¨ber ein riesiges, teils engmaschiges Schie-
nennetz mit mehreren Tausend Gleiskilometern, das fu¨r den Transport von unter-
schiedlichen Gu¨tern wie z.B. Sand, Schwermetalle und hochwertigen Gu¨tern zur
Verfu¨gung steht. Diese Gu¨terstro¨me lassen sich hierbei nach




Ein Großteil der obigen Gu¨terverkehre werden derzeitig u¨ber das Schienennetz der
DB abgewickelt, das einen hohen Anteil der gesamten Schieneninfrastruktur der
BRD ausmacht. Dieses Netz wird in reduzierter Form in Abbildung A.1 abgebildet.
Zu sehen sind einige wichtige Hauptstrecken, die derzeitig von der DB zur Abwick-
lung des Gu¨terverkehrs bereitgestellt werden. Ferner lassen sich aus der Karte die
Grenzu¨berga¨nge nach Da¨nemark, nach Polen, in die Tschechische Republik, nach
O¨sterreich, in die Schweiz, nach Frankreich, nach Luxemburg, nach Belgien und zur
Niederlande entnehmen. Zuletzt bleibt festzuhalten, dass die Karte nicht die ge-
samte Komplexita¨t und Dichte des vielfach komplizierteren realen Schienennetzes
widerspiegelt. Bereits die einfache Darstellung des sehr dichten Schienennetzes in
der Region Rhein-Ruhr la¨sst dies erahnen.
Das Gu¨terzug-Schienennetz der DB wird ta¨glich von mehreren Tausend Zu¨gen fu¨r
den Transport von Gu¨tern in Waggons genutzt. Die einzelnen Zu¨ge setzen sich hier-
bei aus Waggons mit unterschiedlicher Gro¨ße und Funktionalita¨t sowie unterschied-
licher Achsenanzahl zusammen. Die Anzahl der Waggons pro Zug liegt in der Regel
zwischen 10 und 30.
Bezogen auf einen hinreichend großen Zeitraum tritt ein hoher Anteil aller Zugfahr-
ten zyklisch auf. Neben diesen Zugfahrten gibt es einen nicht geringen Anteil von
unregelma¨ßigen Zugfahrten wie z.B. Sonderfahrten fu¨r Milita¨rtransporte. Wa¨hrend
die Zugfahrten eher durch eine Regelma¨ßigkeit gepra¨gt sind, weisen die Fahrten
bzw. Reisestrecken der einzelnen Waggons im Allgemeinen ein azyklisches Verhal-
ten auf. Der Grund hierfu¨r liegt darin, dass es in der Regel keine feste Zuordnung von
Waggons zu Zugfahrten bzw. Routen gibt. Vielmehr werden den Waggons an ihren
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Zielorten kurzfristig neue Ziele bzw. Aufgaben zugeordnet, so dass bereits innerhalb
kurzer Zeitra¨ume die Waggons die Zu¨ge wechseln.
Aufgrund der langen Reisestrecken, die die einzelnen Wagen pro Monat im Schie-
nennetz zuru¨cklegen, unterliegen die Ra¨der der Wagen hohem Verschleiß. Die Ver-
schleißerscheinungen an den Ra¨dern ko¨nnen schließlich zu einer unruhigen Lage der
Waggons auf den Schienen und zu einer Entgleisung eines Zuges fu¨hren.
Zwischenfa¨lle auf der Schiene wie z.B. die Entgleisung eines Zuges haben dabei
mehrere Nachteile. Zum Einen sind mit jedem Vorfall aufgrund von Reparatur-
und Bergungsarbeiten enorme Kosten verbunden. Zum Anderen hat die Sperrung
von Gleisabschnitten in der Regel netzweite Auswirkungen auf den gesamten
Zugverkehr wie z.B. Zugverspa¨tungen.
A.1.2 Ansatz und Zielsetzung
Ansatz Um die geschilderten Defizite zu beheben, die zuna¨chst als Informations-
defizite einzustufen sind, sollten die Wagenra¨der durch sogenannte Q-Messstellen
inspiziert werden. Demnach werden Q-Messstellen an/auf Gleisen des Netzes instal-
liert. Beim U¨berfahren einer Messstelle mit einem Waggon kann die Inspektion der
Ra¨der automatisch durchgefu¨hrt werden. Hierfu¨r ist eine Mindestgeschwindigkeit
von 60 km/h erforderlich. Die Kosten fu¨r eine Messstelle liegen den Angaben nach
in einem mittleren sechsstelligen Bereich.
Zielsetzung Die Zielsetzung bestand darin, fu¨r einen Zeitraum von z.B. einem
Monat einen gewu¨nschten prozentualen Anteil von x% der Waggons durch Q-
Messstellen zu erfassen. Aufgrund der Kosten von mehreren hunderttausend Euro
pro Messstelle sollte gleichzeitig die beno¨tigte Anzahl nx von Messstellen minimiert
werden.
Aus der Zusammenarbeit mit der DB Cargo resultierten von Seiten des Projekt-
partners weitere Fragestellungen, die eine Erweiterung der urspru¨nglich gestellten
Aufgabenstellung nahe legten. Die Aufgabenstellung wurde dahingehend erweitert,
dass zusa¨tzlich die Waggons mo¨glichst ha¨ufig durch Q-Messstellen erfasst werden
sollten. Die Minimierung der Anzahl nx von Messstellen stand dabei nach wie vor
im Vordergrund der Optimierung.
Eine Erweiterung der Aufgabenstellung erfolgte vor dem Hintergrund, dass eine
mehrfache Erfassung einzelner Waggons durch Q-Messstellen eine ha¨ufigere Kon-
trolle der Waggonra¨der realisiert.
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Abbildung A.1: Hauptstrecken des Gu¨terzug-Streckennetzes der DB (Quelle: DB
Cargo).
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Eine mehrfache Erfassung von Waggons ermo¨glicht im Einzelnen
• den Zugriff auf aktuelle und detaillierte Informationen zu dynamischen Pro-
zessen im Netz,
• “bessere” Ru¨ckschlu¨sse auf die Entwicklung von Radscha¨den,
• ein fru¨hzeitiges Erkennen von Scha¨den (Ra¨dern und Achsen) und somit ein
ho¨heres Sicherheitsniveau sowie
• eine Kompensation von defekten Messstellen.
Die urspru¨ngliche Aufgabenstellung des Projekts konnte als PSCP (4.2) modelliert
werden. Fu¨r die erweiterte Aufgabenstellung entwickelten wir das MCPSCP (4.1).
Abschließend verweisen wir den Leser auf Abschnitt 4.1. Dort wird eine na¨here
Untersuchung des PSCP und des MCPSCP am Beispiel weiterer realer Problemstel-
lungen motiviert. Angaben zu den realen DB Instanzen, anhand derer die in dieser
Arbeit entwickelten Algorithmen getestet wurden, liefert Abschnitt 8.1.2. Dort wird
ebenfalls darauf eingegangen, wie sich die Aufgabenstellungen des Projekts als PSCP
bzw. MCPSCP modellieren lassen.
A.2 Die Datengrundlage der Optimierung
In diesem Abschnitt erfolgt eine Beschreibung des gesamten Datenmaterials, das die
Grundlage fu¨r die Optimierung bildet. Im Einzelnen wird zuna¨chst auf die Struktur
der Rohdaten eingegangen. Anschließend werden u¨ber diverse Schwierigkeiten bei
der Generierung eines digitalen Netzes aus den zur Verfu¨gung stehenden Rohdaten
berichtet. Hier stellte sich das grundsa¨tzliche Problem, dass aus den Rohdaten kein
mathematischer Graph gewonnen werden konnte, der das reale Schienennetz zufrie-
denstellend und mo¨glichst kompakt abbildet. Daher war vor der Optimierung eine
Bearbeitung der Rohdaten notwendig. Wegen des enormen Datenmaterials sollte
die Bearbeitung der Daten durch ein Softwaretool automatisiert werden. Dieser Ab-
schnitt wird sich daher auch mit der Konzeption der Datenverarbeitung und ihrer
informatischen Umsetzung befassen.
A.2.1 Beschreibung der zuga¨nglichen Rohdaten
A.2.1.1 Allgemeines
Zur Beschreibung der Zug- bzw. der Waggonfahrten stehen der DB Cargo derzei-
tig Rohdaten zur Verfu¨gung, die sich im Wesentlichen aus den folgenden Daten-
besta¨nden zusammensetzen:
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DATUM ZUG-NR HALT-BH ABK-BH BST-NR NAME
30. Mrz 00 40005 1 RM 140087 Mannheim Hbf
30. Mrz 00 40005 2 RSZ 140616 Schwetzingen
30. Mrz 00 40005 3 RBR 140400 Bruchsal
30. Mrz 00 40005 4 RK 142281 Karlsruhe Hbf
30. Mrz 00 40005 5 RDRM 142356 Durmersheim
30. Mrz 00 40005 6 RRA 142455 Rastatt
30. Mrz 00 40005 7 RO 143099 Offenburg
30. Mrz 00 40005 8 RF 143503 Freiburg (Breisgau) Hbf
30. Mrz 00 40005 9 RB 144311 Basel Bad Bf
30. Mrz 00 40005 10 RB 144311 Basel Bad Bf
30. Mrz 00 40027 1 RM 140087 Mannheim Hbf
30. Mrz 00 40027 2 RSZ 140616 Schwetzingen
30. Mrz 00 40027 3 RBR 140400 Bruchsal
30. Mrz 00 40027 4 RK 142281 Karlsruhe Hbf
30. Mrz 00 40027 5 RDRM 142356 Durmersheim
30. Mrz 00 40027 6 RRA 142455 Rastatt
30. Mrz 00 40027 7 RO 143099 Offenburg
30. Mrz 00 40027 8 RF 143503 Freiburg (Breisgau) Hbf
30. Mrz 00 40027 9 RB 144311 Basel Bad Bf
30. Mrz 00 40027 10 RB 144311 Basel Bad Bf
31. Mrz 00 40012 1 RB 144311 Basel Bad Bf
31. Mrz 00 40012 2 RB 144311 Basel Bad Bf
31. Mrz 00 40012 3 RF 143503 Freiburg (Breisgau) Hbf
31. Mrz 00 40012 4 RO 143099 Offenburg
31. Mrz 00 40012 5 RRA 142455 Rastatt
31. Mrz 00 40012 6 RETL 142380 Ettlingen West
31. Mrz 00 40012 7 RK 142281 Karlsruhe Hbf
31. Mrz 00 40012 8 RBR 140400 Bruchsal
31. Mrz 00 40012 9 RSZ 140616 Schwetzingen
31. Mrz 00 40012 10 RM 140087 Mannheim Hbf
01. Apr 00 40025 1 RM 140087 Mannheim Hbf
01. Apr 00 40025 2 RSZ 140616 Schwetzingen
01. Apr 00 40025 3 RBR 140400 Bruchsal
01. Apr 00 40025 4 RK 142281 Karlsruhe Hbf
01. Apr 00 40025 5 RDRM 142356 Durmersheim
01. Apr 00 40025 6 RRA 142455 Rastatt
01. Apr 00 40025 7 RO 143099 Offenburg
01. Apr 00 40025 8 RF 143503 Freiburg (Breisgau) Hbf
01. Apr 00 40025 9 RB 144311 Basel Bad Bf
01. Apr 00 40025 10 RB 144311 Basel Bad Bf
Tabelle A.1: Auszug aus den Cam-Daten vom 30.3.-1.4.2000.
• Cam-Daten,
• PVG-Daten.
Aus den Cam-Daten lassen sich die notwendigen Informationen zu den Rou-
ten und Nummern der durchgefu¨hrten Zugfahrten entnehmen. Zur Identifikati-
on von Zugfahrten wird in den Cam-Daten jeder Fahrt eine fu¨nfstellige Zugnum-
mer (Zug-NR) zugeordnet. Ha¨ufig stehen diese Nummern fu¨r eine feste Route im
Gu¨terzugstreckennetz der DB. Dabei ko¨nnen auch verschiedene Zugnummern die
gleiche Route im Netz repra¨sentieren.
Die Routen der Zugfahrten werden in den Cam-Daten durch Listen (HALT-BH) der
angefahrenen Bahnho¨fe beschrieben. Hierbei la¨sst sich jeder Bahnhof sowohl durch
ein mehrstelliges Ku¨rzel (ABK-BH) wie z.B. RKR (Hauptbahnhof Karlsruhe) als
auch durch eine sog. Bahnstellennummer (BST-NR) identifizieren. Die Tabelle A.1
veranschaulicht die Struktur der Cam-Daten am Beispiel ausgewa¨hlter Zugfahrten
wa¨hrend des Zeitraums vom 30.3-1.4.2000.
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Datum Zug-Nr Von-Bstnr Nach-Bstnr Fahrzeug-Nr
01.05.00 40143 480384 140236 24 74 4359 596 - 9
01.05.00 40143 480384 140236 24 74 4360 128 - 8
01.05.00 40143 480384 140236 24 74 4360 010 - 8
01.05.00 40143 480384 140236 24 74 4359 568 - 8
01.05.00 40143 480384 140236 01 80 2254 105 - 8
01.05.00 40143 480384 140236 01 81 2256 003 - 2
01.05.00 40143 480384 140236 01 80 2256 956 - 2
01.05.00 40143 480384 140236 01 80 2257 401 - 8
01.05.00 40143 480384 140236 01 80 2250 007 - 0
01.05.00 40143 480384 140236 01 80 2255 414 - 3
01.05.00 40143 480384 140236 01 83 2251 973 - 9
01.05.00 40143 480384 140236 01 80 2259 394 - 3
01.05.00 40143 480384 140236 01 81 2256 334 - 1
01.05.00 40143 480384 140236 01 85 2251 449 - 8
01.05.00 40316 265066 222034 21 80 3365 946 - 5
01.05.00 40316 265066 222034 21 80 3361 674 - 7
01.05.00 40316 265066 222034 21 80 3362 328 - 9
01.05.00 40316 265066 222034 21 53 1501 305 - 6
01.05.00 40316 265066 222034 31 55 5341 069 - 9
01.05.00 40316 265066 222034 43 80 4334 365 - 8
01.05.00 40316 265066 222034 43 80 4334 438 - 3
01.05.00 40316 265066 222034 43 80 4334 359 - 1
01.05.00 40316 265066 222034 43 80 4334 320 - 3
01.05.00 40316 265066 222034 25 80 4255 908 - 2
01.05.00 40316 265066 222034 25 80 4255 560 - 1
01.05.00 40316 265066 222034 25 80 4255 161 - 8
01.05.00 40316 265066 222034 25 80 4366 051 - 7
01.05.00 40316 265066 222034 25 80 4367 405 - 4
01.05.00 40316 265066 222034 25 80 4366 588 - 8
01.05.00 40316 265066 222034 25 80 4255 392 - 9
01.05.00 40316 265066 222034 25 80 4366 820 - 5
01.05.00 40316 265066 222034 25 80 4254 450 - 6
01.05.00 40316 265066 222034 45 80 4256 111 - 8
01.05.00 40316 265066 222034 25 80 4254 270 - 8
01.05.00 40316 265066 222034 25 80 4254 147 - 8
01.05.00 40316 265066 222034 25 80 4254 176 - 7
01.05.00 40316 265066 222034 25 80 4367 156 - 3
01.05.00 40316 265066 222034 25 80 4255 402 - 6
01.05.00 40316 265066 222034 31 56 0811 207 - 6
01.05.00 40316 265066 222034 25 80 4367 177 - 9
01.05.00 40316 265066 222034 25 80 4367 794 - 1
Tabelle A.2: Auszug aus den PVG-Daten vom 1.5.2000.
Die PVG-Daten eines Zeitraums beschreiben die Zusammenstellung der Waggons
bei denjenigen Zugfahrten, die in den entsprechenden Cam-Daten aufgefu¨hrt sind.
Zuna¨chst wird jedem Gu¨terwaggon eindeutig eine 12-stellige Fahrzeugnummer
(Fahrzeug-Nr) der Form
X1X2 Y3Y4 Z5Z6Z7Z8 W9W10W11 − Q12
zugeordnet. Eine wichtige Grundvoraussetzung fu¨r die Optimierung ist hier die Tat-
sache, dass sich jeder Waggon im Schienennetz der DB eindeutig anhand der Wag-
gonnummer identifizieren la¨sst. Ferner wird jedem Waggon mindestens eine Zug-
nummer (Zug-NR) zugewiesen, die eine Start-Ziel-Relation im Netz bedient. Zur
Identifikation der Startbahnho¨fe (Von-Bstnr) und Zielbahnho¨fe (Nach-Bstnr) ver-
wendet man die Bahnstellennummern der entsprechenden Bahnho¨fe. Ein Auszug
aus den PVG-Daten vom 1.5.2000 zeigt die Tabelle A.2.
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A.2.1.2 Defizite der Rohdaten
Aus verschiedenen Gru¨nden besteht derzeitig leider ein Informationsdefizit hinsicht-
lich der Routen von Zugfahrten. Das Problem liegt darin, dass die Beschreibung der
Routen in den Cam-Daten nicht in der fu¨r die Generierung des Netzes erforderli-
chen Detaillierungstiefe vorliegt. Hieraus resultiert bei der Generierung des Netzes
aus den Cam-Daten das Problem, dass das berechnete Netz das reale Netz nicht
zufriedenstellend abbildet. Im Wesentlichen liegen hier die folgenden Informations-
defizite vor:
(a) Nicht alle Bahnho¨fe einer Route sind in den Cam-Daten hinterlegt.
(b) Die Unterscheidung zwischen ein- oder mehrgleisigen Streckenabschnitten zwi-
schen Bahnho¨fen ist auf der Basis der Cam-Daten nicht mo¨glich.
(c) Weitere optimierungsrelevante Angaben (z.B. Positionen von Weichen) lassen
sich nicht aus den Cam-Daten entnehmen.
Auf eine na¨here Erla¨uterung der Punkte (a) und (b) wird verzichtet, da die Punkte
an dieser Stelle bereits selbsterkla¨rend sind. Dennoch bleibt bereits an dieser Stel-
le festzuhalten, dass das Problem der fehlenden Bahnho¨fe in den Routenbeschrei-
bungen das schwerwiegendste Datendefizit darstellt. Die aus Punkt (c) resultieren-
den graphentheoretischen Konsequenzen sollen im na¨chsten Abschnitt anhand von
Beispielen vorgestellt werden. Der Abschnitt befasst sich dabei mit der Fragestel-
lung, wie sich der mathematische Graph bzw. das digitale Abbild des realen Schie-
nennetzes aus den Rohdaten bestimmen la¨sst.
A.2.2 Allgemeine U¨berlegungen zur Generierung des Net-
zes
Ein wichtiger Schritt vor der Optimierung ist die Darstellung des zugrundeliegenden
Schienennetzes als mathematischer Graph G = (V,E). Als Datengrundlage dienen
hier Zugrouten, die alle wichtigen Informationen u¨ber angefahrene Bahnho¨fe, also
den Knoten des Graphen, und den Verbindungen zwischen den Bahnho¨fen, den
Kanten des Graphen, beinhalten.
Ein naheliegender Ansatz zur Generierung eines Graphen aus einer Menge von Zug-
routen ist dabei die folgende Kantenregel:
Kantenregel: Fa¨hrt ein Zug auf einer Direktverbindung von Bahn-
hof BH A nach Bahnhof BH B, so wird die ungerichtete Kante
(BH A,BH B) zur Kantenmenge E hinzugefu¨gt.
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Abbildung A.2: Ein Beispiel fu¨r reale Schienenverla¨ufe.
Abbildung A.3: Graphentheoretische Interpretation der Kantenregel.
Diese Regel wurde als Grundlage fu¨r die Berechnung des Netzes aus den Cam-Daten
bzw. aus einer Menge von Zugrouten gewa¨hlt. Die Anwendung dieser Regel auf die
Cam-Daten zeigte, dass beispielsweise die Informationen u¨ber Schienenverbindungen
zwischen Bahnho¨fen oftmals nicht ausreichend sind, um alle optimierungsrelevan-
ten Netzdetails graphentheoretisch darstellen zu ko¨nnen. Von Bedeutung ist hierbei
unter anderem die Position von Weichen, die verschiedene Schienenabschnitte zu
“einem” Schienenabschnitt zusammenfu¨hrt. Solche Fa¨lle treten beispielsweise im
Bereich von Bahnho¨fen auf. Hieraus resultieren graphentheoretische Fragestellun-
gen wie die Beispiele in den Abbildungen A.2 und A.4 demonstrieren. Offensichtlich
fu¨hrt die Anwendung der Kantenregel zu einer Fehlinterpretation des realen Schie-
nenverlaufs, wenn beispielsweise das Netz aus Abbildung A.2 betrachtet wird. Hier
liegt die Situation vor, dass Strecken von Bahnhof BH A nach BH C und BH B
nach BH C aufgrund einer Weiche “zusammenlaufen”. Die graphentheoretische In-
terpretation der Kantenregel von Seite 171 produziert hingegen ein Netz, das von
zwei verschiedenen Kanten (BH A,BH C) und (BH B,BH C) ausgeht. Die Abbil-
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Abbildung A.4: Schienenverlauf in Bahnho¨fen.
dung A.3 veranschaulicht diese Situation.
Vor dem Hintergrund der optimalen Positionierung von Messstellen unterscheiden
sich die Netze aus Abbildung A.2 und A.3 deutlich voneinander. Wa¨hrend im ersten
Fall die Waggonflu¨sse BH C nach BH A und BH B durch eine Messstelle erfasst
werden ko¨nnen, werden im anderen Fall zwei Messstellen beno¨tigt. Wie bereits ge-
schildert, tritt diese Problematik ebenfalls im Bereich von Bahnho¨fen auf, wo ver-
schiedene Gleise durch Weichen miteinander verbunden sind. Diese Situation wird
in Abbildung A.4 veranschaulicht. Bahnho¨fe wie z.B. Bahnhof B werden ha¨ufig in
gewisse Bereiche (z.B. Abstellgleise, Rangierbereiche) BH B1, BH B2, BH B3 un-
terteilt und werden in den Cam-Daten durch unterschiedliche Bahnstellennummern
unterschieden. Der Bahnhof BH B ist zuna¨chst u¨ber ein Hauptgleis von einem ande-
ren Bahnhof wie z.B. BH A erreichbar. In der na¨heren Umgebung des Bahnhof BH B
teilt sich das Hauptgleis in diverse Gleise. U¨ber diese Gleise sind die Teilbahnho¨fe
BH B1, BH B2, BH B3 erreichbar. Die Kantenregel von Seite 171 produziert die
Kanten (BH A,BH B1), (BH A,BH B2) und (BH A,BH B3). Alle Waggonfahrten
von Bahnhof BH A nach Bahnhof BH B sind hingegen durch die Installation ei-
ner Messstelle auf dem Hauptgleis erfassbar. A¨hnliche Probleme treten auch beim
Verlassen des Bahnhofs BH B auf.
Die zuvor angestellten U¨berlegungen zur Berechnung eines Netzes aus den Cam-
Daten lassen schließlich den Schluss zu, dass die bereits angesprochenen Daten-
defizite zumindest teilweise beseitigt werden mu¨ssen. Prinzipiell liegen hier zwei
Vorgehensweisen nahe:
(a) Die Korrektur der Cam-Daten erfolgt manuell,
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(b) automatisiert oder
(c) manuell und automatisiert.
Von Seiten der DB Cargo kam der Ansatz (a) wegen des enormen personellen und
zeitlichen Aufwands nicht in Frage. Hinsichtlich Punkt (b) lag ein Ansatz vor, der das
Problem der fehlenden Bahnho¨fe in den Beschreibungen der Zugrouten zumindest
ansatzweise gelo¨st ha¨tte. Die Vervollsta¨ndigung der Zugrouten2 sollte dabei durch
eine Auswahl von Ersetzungsregeln der Form
Ersetze die Teilroute a→ b durch
die Route a→ c1 → c2 → . . .→ cn → b
automatisiert werden. Hierbei bezeichnen die Bahnstellennummern c1, c2, . . . , cn die
zur Zugroute hinzugefu¨gten Bahnho¨fe. Die Gu¨te der nachbearbeiteten Rohdaten
ha¨ngt dabei ausschließlich von der Vollsta¨ndigkeit der Regelbasis ab. Hierfu¨r ist
die Identifizierung aller oder zumindest eines Großteils der Spezialfa¨lle, die in den
zugrundeliegenden Cam-Daten auftreten, notwendig. Aufgrund des zu hohen perso-
nellen Arbeitsaufwandes wurde auch dieser Ansatz nicht weiter verfolgt.
Stattdessen wurde der Ansatz (c) zur Datenverarbeitung bevorzugt, der auf der einen
Seite mit geringerem Aufwand umsetzbar war, dafu¨r von Ungenauigkeiten in den
Cam-Daten - auch nach der Bearbeitung - ausging. Eine ausfu¨hrliche Beschreibung
dieses Ansatzes ist Thema des na¨chsten Abschnitts.
A.2.3 Informatische Verarbeitung der Rohdaten
Ein wichtiger Schritt vor der Optimierung ist die Verarbeitung der zugrunde liegen-
den Rohdaten. Darunter sind im Einzelnen die folgenden Aufgaben zu verstehen:
(i) Generierung eines mathematischen Graphen G = (V,E) aus den Rohdaten
bzw. Zugrouten.
(ii) Zuordnung von Routen zu Waggons.
Die informatische Verarbeitung der Daten sollte auf Wunsch der DB Cargo durch ein
Softwaretool automatisiert werden, da zum Einen abzusehen war, dass die zu bear-
beitenden Datenmengen sehr groß sind und zum Anderen dadurch die Optimierung
beliebiger Zeitra¨ume mo¨glichst flexibel bleibt.
Die Schwierigkeiten lagen hier in der Wahl eines geeigneten Ansatzes, wie die Verar-
beitung der Daten vorzunehmen ist, um das vorliegende Informationsdefizit bei der
Generierung eines realita¨tsnahen Netzes so gut wie mo¨glich beseitigten zu ko¨nnen.
Der gewa¨hlte Ansatz soll im Folgenden beschrieben und diskutiert werden. Anschlie-
ßend werden wir auf die informatische Umsetzung des Ansatzes eingehen.
2Siehe Punkt (a) auf Seite A.2.1.2.
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A.2.3.1 Konzeptansatz
Auf der Basis der derzeitig zur Verfu¨gung stehenden Rohdaten ist eine zufrieden-
stellende digitale Beschreibung des Gu¨terzug-Streckennetzes nur dann mo¨glich, wenn
eine Vorverarbeitung der Daten zu einer ho¨heren Qualita¨t der gesamten Datenbasis
fu¨hrt. In dem vorliegenden Fall kann die Datenverarbeitung allerdings nur auf der
Basis von Expertenwissen geschehen und ist in der Umsetzung teilweise nur auf ma-
nueller Ebene mo¨glich. Um den hohen personellen und zeitlichen Aufwand mo¨glichst
gering zu halten, wurde ein Ansatz gewa¨hlt, der von Defiziten in der Beschreibung
der realen Routenverla¨ufe bzw. der Cam-Daten auch nach der Datenverarbeitung
ausgeht. Naheliegend war die Idee, Annahmen zu treffen, die zwar auf der einen
Seite den derzeitig realen Verlauf der Routen nicht im Detail entsprechen, aber eine
langfristige Planung der Standorte fu¨r Messstellen ermo¨glicht. Diese Entscheidung
war dadurch begru¨ndet, dass sich generelle Unsicherheiten wie z.B. mo¨gliche Fahr-
planwechsel nur schwer bei der Optimierung beru¨cksichtigen lassen.
Zur Verarbeitung der Rohdaten hat die DB Cargo das folgende Konzept vorgelegt:
• Netzgenerierung
– Datengrundlage fu¨r die Netzgenerierung sind Zugrouten aus Cam-Daten,
die hinsichtlich ihrer Beschreibung vollsta¨ndig sind3.
– Aus diesen Cam-Daten werden fu¨r alle Start-Ziel-Relationen der Routen
jeweils genau eine Route bestimmt, die eine Standardroute fu¨r eine Start-
Ziel-Relation definiert.
– Die Standardrouten werden durch eine Folge von sog.Verdichtungsra¨umen
beschrieben.
– Ein Verdichtungsraum repra¨sentiert dabei eine Menge von einzelnen oder
mehreren Bahnho¨fen.
– Die Definition der Verdichtungsra¨ume und die Zugeho¨rigkeit von Bahn-
stellen erfolgt von Seiten der DB Cargo.
– Die Beschreibung der Standardrouten ist vollsta¨ndig, da jeder Bahnhof
der realen Route durch einen entsprechenden Verdichtungsraum in den
zugrunde liegenden Cam-Daten hinterlegt wird.
– Es wird vorausgesetzt, dass Zugfahrten auf den Streckenabschnitten
(A,B) und (B,A) durch eine Messstelle erfassbar sind. Daher wird das
Gu¨terzug-Streckennetz als ungerichteter Graph G = (V,E) interpretiert.4
3Siehe Punkt (a) in Abschnitt A.2.1.2.
4Die Betrachtung der Ein- bzw. Zweigleisigkeit war nicht Gegenstand des Projekts.
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– Der Graph G = (V,E) wird mit Hilfe der Kantenregel 5 aus den berech-
neten Standardrouten generiert.
• Berechnung der Waggonrouten
– Jedem Waggon, der sich aus einer Auswahl von PVG-Daten ergibt, muss
eine Route zugeordnet werden.
– Jeder Waggon erha¨lt fu¨r jede seiner Start-Ziel-Relation eine Standard-
route.
Das obige Konzept wird wegen des enormen Datenmaterials durch ein selbstent-
wickeltes Softwaretool mit einem integrierten Filter, der auf der Basis der Verdich-
tungsra¨ume das Netz vergro¨bert, umgesetzt. Wir wollen im Folgenden na¨her auf die
Beschreibung der informatischen Umsetzung des Konzepts eingehen.
A.2.3.2 Generierung des Netzes
Fu¨r die Generierung des Gu¨terzug-Streckennetzes aus den Rohdaten sind im We-
sentlichen drei Arbeitsschritte notwendig:
(a) Definition von Verdichtungsra¨umen.
(b) Berechnung der Standardrouten aus einer Menge von bearbeiteten Cam-
Daten.
(c) Anwendung der Kantenregel auf Standardrouten und Erzeugung eines Gra-
phen G = (V,E).
Im Folgenden soll lediglich das Konzept der Verdichtungsra¨ume sowie das Konzept
der Standardrouten na¨her erla¨utert werden.
A.2.3.2.1 Verdichtungsra¨ume von Bahnho¨fen Abha¨ngig von der Infra-
struktur des Schienennetzes ko¨nnen Bahnho¨fe, die innerhalb eines “Gebietes” lie-
gen, zu einem Bahnhof bzw. Verdichtungsraum zusammengelegt werden. Hierdurch
lassen sich spezielle graphentheoretische Problemstellungen, die sich aufgrund von
Weichen ergeben, zumindest im Bereich von einem oder mehreren Bahnho¨fen lo¨sen.6
Eine Voraussetzung ist hierbei, dass aufgrund der Zusammenlegung von Bahnho¨fen
potenzielle Standorte fu¨r Q-Messstellen nicht beseitigt werden.
Ausgehend von dem Gu¨terzug-Streckennetz der DB ist die Festlegung von Ver-
dichtungsra¨umen dann mo¨glich, wenn nur wenige Gleise in den Verdichtungsraum
5Siehe Abschnitt A.2.2.
6Siehe Punkt (c) aus Abschnitt A.2.1.2 und das Beispiel aus Abbildung A.4.
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hinein- oder herausfu¨hren und die Installation von Q-Messstellen innerhalb des
Verdichtungsraums nicht in Frage kommt. Gru¨nde, die eine Positionierung von Q-
Messstellen verbieten, sind beispielsweise zu niedrige zula¨ssige Maximalgeschwindig-
keiten der Zu¨ge innerhalb des definierten Gebietes.
Aus mathematischer Sicht la¨sst sich ein Verdichtungsraum als Knoten eines Graphen
G = (V,E) interpretieren.
Unter einem Verdichtungsraum versteht man dabei eine ein- oder mehrelementige
Menge
X = {a1, . . . , an}
von Bahnho¨fen. Hierbei bezeichnen die Elemente ai ∈ X die Bahnstellennummern
von Bahnho¨fen, wie sie bei der Beschreibung der Zugrouten in den Cam-Daten
verwendet werden. Das Konzept des Verdichtungsraums wird in der Abbildung A.5
veranschaulicht.
Abbildung A.5: Ein Verdichtungsraum von Bahnho¨fen.
Eine sinnvolle Definition von Verdichtungsra¨umen ist nur aufgrund von Experten-
wissen mo¨glich. Eine Schwierigkeit ist hier eine konsistente bzw. widerspruchsfreie
Wahl von “a¨quivalenten” Bahnho¨fen. Eine grundlegende Forderung ist, dass ver-
schiedene Verdichtungsra¨ume lediglich leere Schnittmengen haben du¨rfen, da sonst
verschiedene Verdichtungsra¨ume zu einem Verdichtungsraum zusammenfallen. Ma-
thematisch gesehen muss daher fu¨r jeweils zwei verschiedene Verdichtungsra¨ume X
und Y die Konsistenzbedingung
X ∩ Y = ∅
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gelten. Um mo¨gliche Widerspru¨che bei der Definition von Verdichtungsra¨umen zu
vermeiden, wurde bei der Definition der Verdichtungsra¨ume besonders auf die Ein-
haltung der Konsistenzbedingung geachtet.
Da sich die Bahnho¨fe bzw. Bahnstellennummern durch Knoten eines Graphen re-
pra¨sentieren lassen, muss jeder Verdichtungsraum durch genau einen Knoten bzw.
Repra¨sentanten identifiziert werden. Nichts liegt hier na¨her als die Wahl einer Bahn-
stellennummer bzw. eines Bahnhofs aus dem entsprechenden Verdichtungsraum, der
im Folgenden alle Bahnho¨fe dieses Verdichtungsraums repra¨sentiert. Ist dann a ∈ X
ein Bahnhof des Verdichtungsraums X, so bezeichnet man den Repra¨sentanten von
a bzw. von X mit R(a) ∈ X.
Liegt dann eine Auswahl von Verdichtungsra¨umen einmal vor, so wird eine Zugroute
(bzw. der Weg in dem Graphen) S1 → S2 → . . .→ Sn von Bahnhof S1 nach Bahnhof
Sn nach folgender Ersetzungsregel in den Cam-Daten modifiziert:
Ersetze die Route S1 → S2 → . . .→ Sn
durch
die Route R(S1)→ R(S2)→ . . .→ R(Sn).
Die obige Regel fordert daher nichts anderes als die Ersetzung aller Bahnho¨fe Si in
den Cam-Daten durch die jeweiligen Repra¨sentanten R(Si).
Da Verdichtungsra¨ume aus mehreren Bahnho¨fen bestehen ko¨nnen, ergibt sich das
Problem, dass bei Anwendung der obigen Ersetzungsvorschrift eventuell verbote-
ne Teilwege bzw. Kanten des Graphen erzeugt werden. Hierfu¨r betrachte man das
folgende Beispiel: Es seien die Bahnho¨fe S1, S2 ∈ X und S3 ∈ Y mit den Verdich-
tungsra¨umen X und Y gegeben. Ferner sei der Bahnhof a ∈ X der Repra¨sentant
des Verdichtungsraums X. Die Anwendung der obigen Ersetzungsvorschrift auf die
Zugroute S1 → S2 → S3 liefert die neue Route
a→ a→ R(S3)
mit der verbotenen Kante (a, a) bzw. Strecke von Bahnhof a nach Bahnhof a. Die
Identifizierung und Eliminierung solcher Kanten ist daher ein wichtiger Schritt bei
der Datenverarbeitung. Als Beispiel eines Verdichtungsraums betrachte man das
Beispiel aus Abbildung A.4. Hier ist die Zusammenlegung der Bahnho¨fe BH B1,
BH B2 und BH B3 sinnvoll. Ein Verdichtungsraum fu¨r das Beispiel ist somit die
Menge {BH B1, BH B2, BH B3}.
An dieser Stelle sei darauf hingewiesen, dass sich durch die Verwendung von Ver-
dichtungsra¨umen lediglich solche Spezialfa¨lle graphentheoretisch korrekt abbilden
ließen, wie sie beispielsweise in der na¨heren Umgebung von Bahnho¨fen auftraten
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(siehe Abbildung A.4). Auf eine Identifizierung aller Spezialfa¨lle, wie z.B in Ab-
bildung A.2 geschildert, wurde wegen des zu erwartenden hohen Arbeitsaufwandes
verzichtet.
A.2.3.2.2 Berechnung der Standardrouten Die Berechnung der Standard-
routen findet auf der Basis von bearbeiteten Cam-Daten ausgewa¨hlter bzw.
repa¨sentativer Tage statt. Hierbei wurden die Daten zuna¨chst so bearbeitet, dass alle
Routen bzw. Zugfahrten der Cam-Daten hinsichtlich ihrer Beschreibung vollsta¨ndig
sind, d.h. keine Bahnho¨fe auslassen, und bereits durch die gewa¨hlten Verdich-
tungsra¨ume beschrieben werden. Wir bezeichnen die Menge dieser Routen mit RCam,
wobei Routen mehrfach in RCam vorkommen ko¨nnen.
Anschließend wurden fu¨r jede Route r ∈ RCam alle Teilrouten bestimmt, damit fu¨r
die gegebenen Teilrelationen ebenfalls Routen zur Verfu¨gung stehen. Die Teilrouten
wurden wie folgt berechnet: Es sei BST die Menge aller Bahnstellennummern. Exis-
tiert dann fu¨r eine Start-Ziel-Relation (j1, jn) ∈ BST × BST eine Route r ∈ RCam
definiert durch
cj1 → cj2 → . . .→ cjn ,
so ist auch fu¨r alle t, s ∈ {1, . . . , n} mit t < s die Route
cjt → cjt+1 → . . .→ cjs
eine Teilroute von r. Die Menge aller Routen r ∈ RCam einschließlich ihrer Teilrou-
ten bezeichnen wir mit R¯Cam, wobei mehrfach gleiche Routen in der Menge R¯Cam
auftreten ko¨nnen.
Die Standardrouten fu¨r Start-Ziel-Relationen wurden daraufhin auf der Basis einer
statistischen Auswertung der Ha¨ufigkeit der Routenwahl fu¨r eine gegebene Relation
gewa¨hlt. Als Standardroute fu¨r eine Start-Ziel-Relation (i, j) ∈ BST × BST wurde
eine Route gewa¨hlt, die in der Menge R¯Cam am ha¨ufigsten fu¨r diese Relation auftrat.
Sind aufgrund gleicher Ha¨ufigkeiten zwei verschiedene Standardrouten wa¨hlbar, so
wird willku¨rlich eine der Routen als Standardroute festgelegt. In Einzelfa¨llen ist
es nicht mo¨glich einer Start-Ziel-Relation (i, j) ∈ BST × BST eine Standardroute
zuzuordnen, da keine entsprechende Route r ∈ R¯Cam fu¨r diese Relation existiert.
Abha¨ngig von der Wahl der PVG-Daten ist hier gegebenenfalls die manuelle Eingabe
einer Standardroute fu¨r diese Relation notwendig.
A.2.3.3 Zuordnung von Routen zu Waggons
Auf der Basis der zugrundeliegenden PVG-Daten sind fu¨r alle Waggons, die sich
in den Daten durch eine Waggonnummer identifizieren lassen, die entsprechenden
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Routen zu bestimmen. Hierfu¨r werden in einem ersten Schritt zuna¨chst fu¨r jeden





aus den PVG-Daten bestimmt, wobei (Si, Ti) ∈ BST × BST gilt. In einem zwei-
ten Schritt muss jeder Start-Ziel-Relation (Si, Ti) dieser Liste eine entsprechende
Standardroute r ∈ R¯Cam zugeordnet werden. Da die Standardrouten bereits durch
diverse Verdichtungsra¨ume beschrieben werden, ist eine Zuordnung von Standard-
routen ha¨ufig nicht mo¨glich, da fu¨r gewisse Relationen keine “passende” Standard-
route existiert. Daher ist die Bearbeitung der obigen Liste von Start-Ziel-Relationen





Hierbei bezeichnen R(Si) bzw. R(Ti) die Verdichtungsra¨ume der jeweiligen Bahnho¨fe
bzw. Bahnstellennummern. Danach werden den einzelnen Start-Ziel-Relationen
Standardrouten zugeordnet. Daraus resultiert schließlich eine Gesamtroute eines
Waggons.
A.2.3.4 Ablauf der Datenverarbeitung
Die gesamte Datenverarbeitung vollzieht sich in mehreren Schritten bzw. Phasen,
die in Abbildung A.6 zu sehen sind. Im ersten Schritt erfolgt das Einlesen der ver-
vollsta¨ndigten Cam-Daten, der vorgegebenen Verdichtungsra¨ume sowie der PVG-
Daten. Anschließend werden die Bahnstellennummern der Bahnho¨fe in den Cam-
Daten durch die entsprechenden Verdichtungsra¨ume ersetzt. Nach der Berechnung
der Teilrouten aus den vorliegenden Routen werden die Standardrouten bestimmt.
In der letzten Phase der Datenverarbeitung wird jedem Waggon eine Route zuge-
ordnet, die sich aus den berechneten Standardrouten zusammensetzt. Da die Be-
schreibung der Standardrouten auf der Basis von Verdichtungsra¨umen stattfindet,
mu¨ssen alle Start-Ziel-Relationen der Waggons aus den PVG-Daten zuvor durch
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Verdichtungsra¨ume repra¨sentiert werden. Anschließend erfolgt die Zuordnung der
Routen. Liegen fu¨r diverse Start-Ziel-Relationen keine Standardrouten vor, so ist die
manuelle Eingabe der fehlenden Standardrouten notwendig. In der Regel reicht es,
eine Teilmenge der fehlenden Standardrouten anzugeben, da wegen der Berechnung
von Teilrouten auch Standardrouten fu¨r Teilrelationen bzw. Start-Ziel-Relationen
bestimmt werden.
Abbildung A.6: Die Schritte der Datenverarbeitung.
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A.2.4 Vorteile und Nachteile des Konzepts
Das gewa¨hlte Konzept zur Verarbeitung der Daten hat die folgenden Vorteile:
• Verdichtungsra¨ume
– Spezielle graphentheoretische Problemstellungen, die sich aufgrund von
Weichen ergeben, ko¨nnen zumindest im Bereich von einem oder mehreren
Bahnho¨fen gelo¨st werden.7
– Da Bahnstellen “zusammenschrumpfen”, mu¨ssen weniger Routen fu¨r ge-
gebene Start-Ziel-Relationen betrachtet und somit bearbeitet werden.
– Durch die “Vergro¨berung” des Netzes wird die Komplexita¨t der Problem-
stellung reduziert. Hieraus resultieren gegebenenfalls akzeptable Rechen-
zeiten bei der Optimierung.
• Standardrouten
– Die Standardrouten sind per Definition vollsta¨ndig hinsichtlich ihrer Be-
schreibung.
– Auf der Basis von Standardrouten lassen sich evtl. langfristige Aussagen
zur Positionierung von Messstellen im Schienennetz treffen.
Ein Nachteil des Ansatzes ist, dass das Netz und die Waggonrouten auf der Basis
der generierten Standardrouten erzeugt werden. Grundlage der Optimierung sind
somit Waggonrouten, die sich im Detail von den “realen” Routen einzelner Wagg-
ons unterscheiden ko¨nnen. Allerdings bleibt festzuhalten, dass die Beseitigung aller
Datendefizite wegen des zu erwartenden hohen personellen und zeitlichen Aufwands
kurzfristig unmo¨glich war.
A.3 Visualisierung des Netzes
Zur Verifikation der Optimierungsergebnisse sowie zur Unterstu¨tzung des Entschei-
dungsprozesses wurde das berechnete Netz sowie netzspezifische Eigenschaften (z.B.
Belastung auf Streckenabschnitten, Routen von Zu¨gen u.s.w) mit Hilfe eines Geo-
informationssystems visualisiert. Eine Visualisierung der Netzdaten war notwendig,
da die Optimierungsergebnisse aufgrund des unu¨berschaubaren Datenmaterials erst
durch die Visualisierung auf Plausibilita¨t u¨berpru¨ft werden konnten.
7Siehe Punkt (c) aus Abschnitt A.2.1.2 und das Beispiel aus Abbildung A.4.
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Abbildung A.7: Visualisierung des Gu¨terzugnetzes der DB.
Die Vorteile einer Visualisierung liegen auf der Hand:
• Kompakter Zugang zu umfangreichen Netzinformationen.
• Verknu¨pfung von Geographie und Datenmaterial.
• Abbildung komplexer Netzprozesse.
• Benutzerfreundliche Unterstu¨tzung bei strategischen Entscheidungen.
Fu¨r die Visualisierung wurden die Ergebnisse der Datenverarbeitung zuna¨chst auf-
bereitet und in einer Datenbank gespeichert. Anschließend erfolgte die Kopplung
der Datenbank an das GIS System ArcView, um die Daten in ihrer geographi-
schen Form sichtbar zu machen. Die internen Verknu¨pfungen in der Datenbank
ermo¨glichen es, mittels der GIS Software beliebige Eigenschaften des Streckennet-
zes und erga¨nzende Informationen sichtbar zu machen. So ko¨nnen zum Beispiel die
Belastungen auf Strecken sowie weitere Eigenschaften der Streckenabschnitte und
Knotenpunkte (Bahnho¨fe) visualisiert werden (siehe Abbildung A.7). Ebenso ist das
Anzeigen von Daten, welche mit dem Streckennetz gekoppelt sind, mo¨glich. Beispie-
le dafu¨r sind Zug- und Waggonrouten sowie Standardrouten (siehe Abbildung A.8).
Bei entsprechender Einspeisung der Daten in die Datenbank sind diverse Abfra-
gen mo¨glich. So ko¨nnen beispielsweise Zu¨ge und Waggons, die einen bestimmten
Streckenabschnitt oder Knoten des Netzes passiert haben, abgefragt werden.
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Abbildung A.8: Visualisierung einer Waggonroute fu¨r den Zeitraum eines Monats.
Anhang B
Ergebnisse fu¨r das PSCP
B.1 Bezeichnungen
In diesem Anhang finden sich die Ergebnisse der Algorithmen fu¨r die in Abschnitt
8.1 definierten PSCP-Instanzen. Im Einzelnen werden die Ergebnisse der Algorith-
men angegeben, die in dieser Arbeit speziell fu¨r das PSCP entwickelt wurden. Da
das PSCP ein Spezialfall des MCPSCP darstellt, testeten wir zusa¨tzlich die Algo-
rithmen, die fu¨r das MCPSCP konzipiert wurden. Ferner werden auch die Ergebnisse
kommerzieller Solver angegeben, mit denen die hier entwickelten Verfahren auf allen
Instanzen verglichen werden. Speziell fu¨r das SCP stellten wir die Ergebnisse von
Algorithmen der SCP-Literatur zusammen, damit ein direkter Vergleich mit diesen
Verfahren im Falle des SCP mo¨glich ist.
Alle Verfahren, die in dieser Arbeit entwickelt wurden, wurden in der Programmier-
sprache C++ implementiert und unter dem Betriebssystem Windows 98 kompiliert.
Die Berechnungen wurden mit einem Athlon 1000 MHz Prozessor (mit 512 MB
Hauptspeicher) unter Windows 98 durchgefu¨hrt. CPLEX 7.0 sowie der paqs-Code
von [ASTW00] wurden hingegen auf einer Sun Sparc 300 MHz mit 4 GB RAM
getestet. Die Ergebnisse der SCP-Literatur wurden aus den entsprechenden Publi-
kationen entnommen.
In Abschnitt B.2 finden sich die Ergebnisse der Startheuristiken aus Kapitel 5, die
insbesondere mit den Verbesserungsverfahren aus Abschnitt 5.2 kombiniert wurden.
Aus Platzgru¨nden werden hier nur die durchschnittlichen Ergebnisse auf Klassen
von PSCP-Instanzen angegeben.
Die Ergebnisse der restlichen Verfahren, der kommerziellen Solver und der SCP-
Algorithmen der Literatur sind in Abschnitt B.3 zu finden.
Abschließend weisen wir darauf hin, dass wir im Falle der realen PSCP-Instanzen
der DB Cargo lediglich die Ergebnisse einer “kleinen” Auswahl solcher Verfahren
zusammengetragen haben, die, zumindest aus unserer Sicht, erwa¨hnenswert sind
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und bereits “akzeptable” Ergebnisse fu¨r alle PSCP-Instanzen, die aus den Daten
der SCP-Literatur (siehe Abschnitt 8.1.1) generiert wurden, lieferten.
B.1.1 Bezeichnungen der Tabellen aus Abschnitt B.3
Im Folgenden beschreiben wir zuna¨chst das Layout der Ergebnistabellen aus Ab-
schnitt B.3. Unter der Bezeichnung “Instanz” werden Angaben zu den einzel-
nen PSCP-Instanzen zusammengefasst. Der Name bezeichnet die Dateninstanz
gema¨ß den in den Abschnitten 8.1.1 und 8.1.2 eingefu¨hrten Bezeichnungen. Die
einzelnen Instanzen der OR-Library von J.E. Beasley werden durch die Abku¨rzung
SCP[Klasse][Nummer] gekennzeichnet. Anhand von γ (Spalte “γ”) la¨sst sich der
U¨berdeckungsgrad α gema¨ß der Formel (8.1) herleiten. Unter BK sind die Ziel-
funktionswerte der besten bekannten Lo¨sungen fu¨r die Probleme angegeben. Aus
der Spalte LB lassen sich hingegen die unteren Schranken fu¨r die jeweiligen Proble-
me entnehmen. Die Werte aus den Spalten LB und BK sind dabei identisch, falls
CPLEX 7.0 die entsprechende PSCP-Instanz optimal lo¨sen konnte.
Wir beschreiben nun die Rubriken “Best” und“Durchschnitt” . In der Rubrik “Best”
werden Angaben zu den besten Ergebnissen der Algorithmen bei n Durchla¨ufen
gemacht. In der Spalte Sol ist stets der Zielfunktionswert der besten gefundenen
Lo¨sung eines Algorithmus nach n Durchla¨ufen eingetragen. Die Werte der Spal-
te Gap geben dabei die prozentuale Abweichung des Wertes Sol von der unteren
Schranke LB an. Da bei einigen Algorithmen1 lediglich ein Durchlauf gestartet wur-
de, haben wir in diesen Fa¨llen in der Rubrik “Best” auch die Rechenzeiten der
Algorithmen (in Sekunden) zur Berechnung einer besten Lo¨sung angegeben.2
In allen anderen Fa¨llen wurde unter “Best” zusa¨tzlich die Frequenz F der besten
berechneten Lo¨sung eingetragen. Die Frequenz F ist dabei definiert als Quotient aus
der Ha¨ufigkeit, mit der die beste Lo¨sung Sol bei n Durchla¨ufen gefunden wurde,
und der Anzahl n der Durchla¨ufe.
Bei Verfahren, fu¨r die mehrere Durchla¨ufe gestartet wurden, haben wir unter der
Rubrik “Durchschnitt” die durchschnittlichen Ergebnisse u¨ber n Durchla¨ufe aus-
gewertet. Dabei ist DSol der durchschnittliche Zielfunktionswert der berechneten
Lo¨sungen und DGap der durchschnittliche Gap dieser Lo¨sungen. Die Spalte mit
der Bezeichnung DTime weist schließlich den Mittelwert (in Sekunden) der pro
Wiederholung beno¨tigten Zeit zum Auffinden der jeweils besten Lo¨sung aus.
Um die Algorithmen besser vergleichen zu ko¨nnen, haben wir in den Zeilen mit der
Bezeichnung DSchnitt fu¨r einige Werte der Rubriken “Best” und “Durchschnitt”
1Z.B. bei allen deterministischen Algorithmen.
2Die Angabe der Rechenzeiten erfolgt in der Literatur oft unterschiedlich. Eine detaillierte De-
finition der hier verwendeten Zeitmessungen bzw. Bezeichnungen ETime, Time und LTime
ist auf der Seite 187 zu finden.
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Durchschnittswerte auf Gruppen bzw. Klassen von PSCP-Instanzen bestimmt.3 Die
Gruppenbildung orientiert sich hierbei an “kleinen” sowie “großen” Instanzen, und
kann direkt anhand der Tabellen abgelesen werden.
Nachdem wir das Layout der Ergebnistabellen beschrieben haben, sollen nun die
restlichen Bezeichnungen erla¨utert werden:
ETime gesamte Rechenzeit (in Sekunden) des Algorithmus;
LTime Zeitlimit (in Sekunden) fu¨r die Berechnungsdauer des Algorithmus;
Time beno¨tigte Zeit (in Sekunden) zur Berechnung der besten Lo¨sung;
- keine Versuche durchgefu¨hrt oder keine Angaben in der Literatur
vorhanden;
* fru¨hzeitiger Abbruch der Berechnungen; siehe auch Abschnitt 8.2.2;
CPLEX 7.0 Ergebnisse von CPLEX 7.0 auf einer Sun Sparc 300 MHz mit 4 GB
RAM;
Lag Heu Ergebnisse der Lagrange-basierten Heuristik 6.2.2 aus Kapitel 6; die
maximale Rechenzeit wurde auf 2500 Sekunden gesetzt;
SA PSCP Ergebnisse des SA-Algorithmus 7.2.1 aus Kapitel 7; 10 Durchla¨ufe
auf einem Athlon 1000 MHz Prozessor mit 512 MB Hauptspeicher;
maximale Rechenzeit (Time Max) von 50 Sekunden auf allen
PSCP-Instanzen, die aus Instanzen der Klassen 4, 5, 6, A, B, C und
D generiert wurden; ansonsten Time Max=200 (Sekunden);
RTR PSCP Ergebnisse des Record-to-Record Travel Algorithmus 7.3.3 aus Ka-
pitel 7; Anzahl der Durchla¨ufe und maximale Rechenzeit wie bei
SA PSCP;
GD PSCP Ergebnisse des Great-Deluge Algorithmus 7.3.1 aus Kapitel 7; An-
zahl der Durchla¨ufe und maximale Rechenzeit wie bei SA PSCP;
SA MCPSCP Ergebnisse des SA-Algorithmus 7.2.3 aus Kapitel 7; der Zusatz
“(mit Core)” signalisiert die Verwendung von Core-Problemen; bei
“(ohne Core)” wurden keine Core-Probleme bestimmt; Anzahl der
Durchla¨ufe und maximale Rechenzeit wie bei SA PSCP;
GD MCPSCP Ergebnisse des SA-Algorithmus 7.3.2 aus Kapitel 7; der Zusatz
“(mit Core)” signalisiert die Verwendung von Core-Problemen; bei
“(ohne Core)” wurden keine Core-Probleme bestimmt; Anzahl der
Durchla¨ufe und maximale Rechenzeit wie bei SA PSCP;
SA FiStu¨ I Ergebnisse des SA-Algorithmus aus [FSL02]; keine Berechnung von
Core-Problemen; 25 Durchla¨ufe auf einem Pentium III Prozessor
(700 MHz, 512 MB RAM);
3Rechenzeiten oberhalb von 3600 Sekunden wurden dabei in Stunden (h) angegeben.
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SA FiStu¨ II Ergebnisse des SA-Algorithmus SACore aus [FSL02]; Core-Probleme wer-
den berechnet; 25 Durchla¨ufe auf einem Pentium III Prozessor (700 MHz,
512 MB RAM);
Opt Paqs Ergebnisse des paqs-Code von [ASTW00]; alle Rechnungen auf einer Sun
Sparc 300 MHz mit 4 GB RAM;
BaCa Ergebnisse der Lagrange-basierten Heuristik von [BC96a]; alle Rechnun-
gen auf einem VAX 6500;
BeCh Ergebnisse des genetischen Algorithmus von [BC96b]; 10 Durchla¨ufe auf
einem Silicon Graphics Indigo R4000 (100 MHz);
YaKi Ergebnisse der Lagrange-basierten Local-Search Heuristik aus [YKI01];
10 Durchla¨ufe auf einer Sun Ultra 2 Model 2300 (zwei Ultra Sparc II
300 MHz Prozessoren, 1 GB RAM);
BrJa Ergebnisse des Algorithmus SAHNM (SA-Heuristik - no morphing) aus
[BJT99]; 10 Durchla¨ufe auf einem Pentium (100 MHz) PC;
Ere Ergebnisse des genetischen Algorithmus von [Ere99]; 10 Durchla¨ufe auf
einem Pentium (100 MHz) PC;
MaSt Ergebnisse des evolutiona¨ren Algorithmus von [MS00]; 10 Durchla¨ufe auf
einer Sun Ultra 10 (Ultra Sparc II 300 MHz);
CeNo Ergebnisse der Lagrange-basierten Heuristik von [CNS98]; alle Rechnun-
gen auf einer DECstation 5000/240; maximale Rechenzeit von 1000 Se-
kunden;
Im Falle der Algorithmen Opt Paqs, SA FiStu¨ I, SA FiStu¨ II, BaCa, BeCh, YaKi,
BrJa, Ere, MaSt, CeNo handelt es sich um bekannte SCP-Algorithmen der Litera-
tur (siehe Abschnitt 3.3.2), deren Ergebnisse fu¨r das SCP aus den entsprechenden
Publikationen entnommen wurden.4 Lediglich die Ergebnisse fu¨r den Algorithmus
Opt Paqs wurden neu bestimmt.
Die Algorithmen Lag Heu, SA PSCP, RTR PSCP, GD PSCP, SA MCPSCP und
GD MCPSCP wurden in dieser Arbeit entwickelt. Fu¨r die Verfahren SA PSCP,
RTR PSCP, GD PSCP, SA MCPSCP und GD MCPSCP wurden insgesamt 10
Durchla¨ufe pro PSCP-Instanz durchgefu¨hrt. Die Ergebnisse fu¨r das Verfahren
Lag Heu beziehen sich auf genau einen Durchlauf.
Die maximale Rechenzeit von Algorithmus Lag Heu setzten wir auf 2500 Sekun-
den. Im Falle der Algorithmen SA PSCP, RTR PSCP, GD PSCP, SA MCPSCP
und GD MCPSCP wa¨hlten wir auf allen PSCP-Instanzen, die aus Instanzen der
Klassen 4, 5, 6, A, B, C, D generiert wurden, ein Zeitlimit von Max Time=50 (in
Sekunden). Auf allen anderen PSCP-Instanzen wurde die maximale Rechenzeit auf
4Die Ergebnisse beziehen sich auf die SCP-Instanzen aus Abschnitt 8.1.1. Leider sind die An-
gaben teilweise unvollsta¨ndig, da die Ergebnisse der Verfahren auf einigen Instanzen nicht in
der Literatur angegeben wurden.
B.1 Bezeichnungen 189
Max Time=200 (in Sekunden) gesetzt.5
Hinsichtlich der Genauigkeit der Angaben wurden die Werte mit Kommastellen ab
der dritten Stelle nach dem Komma nach oben bzw. nach unten abgerundet.
Abschließend mo¨chten wir darauf hinweisen, dass wir im Falle der Tabellen B.16
und B.33 von dem beschriebenen Tabellenlayout abgewichen sind. Beide Tabellen
geben lediglich die durchschnittlichen Werte der Vergleichsgro¨ßen DGap, DTime,
Gap und F auf Klassen von PSCP-Instanzen (siehe Klassen in der Spalte Klasse)
wieder. Im Falle der Tabelle B.16 wurden die Ergebnisse der Algorithmen MaSt
und Ere leider nur in der gewa¨hlten Darstellung publiziert, so dass eine Angabe der
Ergebnisse auf einzelnen SCP-Instanzen nicht mo¨glich war. Im Falle der Verfahren
SA MCPSCP und GD MCPSCP (siehe Tabelle B.33) waren die Ergebnisse zum Teil
vergleichbar den Ergebnissen der Verfahren SA PSCP, GD PSCP und RTR PSCP,
so dass wir aus Platzgru¨nden auch hier nur Durchschnittswerte auf Klassen angege-
ben haben.
B.1.2 Bezeichnungen der Tabellen aus Abschnitt B.2
In Abschnitt B.2 werden die durchschnittlichen Ergebnisse der Startheuristiken auf
Klassen von PSCP-Instanzen angegeben. Zur Darstellung der Ergebnisse haben wir
der Einfachheit halber die Bezeichnungen aus Abschnitt B.1.1 verwendet, wobei die
Werte fu¨r DGap, DTime, Gap und F nun als Durchschnitt auf einzelnen Klassen
mit unterschiedlichen γ zu interpretieren sind.
Wir gehen nun detailliert auf die Bedeutung einiger Bezeichnungen ein. Die Bedeu-
tung der restlichen Bezeichnungen ergibt sich dabei direkt aus dem Kontext.
Unter der Rubrik “Startheuristik” finden sich die detaillierten Angaben zu den ein-
zelnen Startheuristiken. In der Spalte Name ist stets der Name der Startheuristik
gema¨ß den Bezeichnungen aus Kapitel 5 angegeben. Hierbei bezeichnet “Greedy”
den Greedy-Algorithmus 5.1.1. Im Falle der Verfahren “GR REM” , “GRASP-γ”
“MAST” , “GRASP-p” und “BaHo” handelt es sich hingegen um die entsprechen-
den Multi-Start-Algorithmen aus Abschnitt 5.1.2.5.
Einige Multi-Start-Algorithmen wurden zusa¨tzlich mit Verbesserungsverfahren aus
Abschnitt 5.2 kombiniert. Detaillierte Angaben hierzu sind in der Spalte Verbesse-
rungsverfahren fu¨r jeden Multi-Start-Algorithmus angegeben. Die Bezeichnungen
der Verbesserungsverfahren wurden gema¨ß den Bezeichnungen aus Abschnitt 5.2
gewa¨hlt. Die Fa¨lle, in denen kein Verbesserungsverfahren zum Einsatz kam, werden
5Aufgrund der Tatsache, dass die Verfahren erst am Ende einer Iteration abgebrochen werden,
sind in vereinzelten Fa¨llen Rechenzeiten von mehr als 200 Sekunden aufgetreten, falls die letzte
Iteration besonders zeitaufwendig war.
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in der Spalte Verbesserungsverfahren durch “-” gekennzeichnet.6
Wie bereits erwa¨hnt, werden in den Ergebnistabellen die durchschnittlichen Er-
gebnisse der Startheuristiken auf Klassen von PSCP-Instanzen angegeben. Diese
Klassen lassen sich in der Spalte Klasse ablesen.7 Der Wert fu¨r γ, der sich auf die
Klassen bzw. auf jede einzelne Instanz dieser Klassen bezieht, ist in der Spalte “γ”
eingetragen.
Abschließend beschreiben wir die Bedeutung der Spalten DGap, DTime,Gap und
F anhand der Multi-Start-Algorithmen, die auf jeder PSCP-Instanz genau einmal
getestet wurden. Im Detail wurden hierbei die n internen Iterationen eines Multi-
Start-Algorithmus fu¨r jede einzelne PSCP-Instanz ausgewertet, indem wir fu¨r die
n berechneten Lo¨sungen (pro Iteration eine Lo¨sung) die Werte fu¨r DGap, DTime,
Gap und F bestimmten.8 Anschließend wurde auf den Klassen der Spalte Klasse
unter Beru¨cksichtigung von γ (Spalte “γ”) der Durchschnitt der einzelnen Werte
DGap, DTime, Gap und F bestimmt. Die Angaben hierzu sind in den entsprechenden
Spalten DGap, DTime, Gap und F fu¨r jeden Multi-Start-Algorithmus angegeben.
Fu¨r die Klassen 4-D, E-H und AA wa¨hlten wir stets 40 interne Iterationen, d.h.
n = 40. Auf den realen PSCP-Instanzen der DB Cargo wurden hingegen nur 15
Iterationen ausgefu¨hrt.
Im Falle des Greedy-Algorithmus 5.1.1 (siehe Startheuristik “Greedy”) wurde ein
Durchlauf pro PSCP-Instanz ausgewertet. Da der Algorithmus deterministisch ist,
haben wir der Vollsta¨ndigkeit halber die durchschnittlichen Werte fu¨r den Gap der
Lo¨sungen (siehe Spalte Gap) auch in der Spalte DGap eingetragen. Die Spalte
DTime gibt wiederum die durchschnittlichen Rechenzeiten fu¨r die betrachteten
Klassen von PSCP-Instanzen an.
6In diesem Fall wurden aus den berechneten Lo¨sungen lediglich α-redundante Standorte elimi-
niert. Siehe hierzu z.B. Abschnitt 5.1.2.5 bzw. Seite 76.
7Bei der Auswahl der Klassen haben wir uns an der Auswahl der Klassen orientiert, die in
den Ergebnistabellen aus Abschnitt B.3 zur Berechnung der Werte in den Zeilen “DSchnitt”
gebildet wurden.
8Die internen Iterationen eines Multi-Start-Algorithmus ko¨nnen als unabha¨ngige Aufrufe eines
Konstruktionsverfahren (mit oder ohne Verbesserungsverfahren) interpretiert werden. Da die
Auswertung der internen Iterationen wertvolle Angaben zur Gu¨te der einzelnen Konstrukti-
onsverfahren (mit und ohne Verbesserungsverfahren) liefert, haben wir fu¨r die n Iterationen
die Werte fu¨r DGap, DTime, Gap und F ausgewertet. Die Auswertung erfolgte hierbei wie im
Falle der nicht-deterministischen Verfahren aus Abschnitt B.3 fu¨r n unabha¨ngige Durchla¨ufe.
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B.2 Ergebnisse der Startheuristiken
Startheuristik Instanz Durchschnitt Best
Name Verbesserungsverfahren Klasse γ DGap DTime Gap F
Greedy - 4-D 100 5,36 0,03 5,36 1,00
GR REM - 4-D 100 5,15 0,03 4,09 0,45
GR REM Add B Rem 4-D 100 2,30 0,85 1,67 0,61
GR REM Add L Rem 4-D 100 2,62 0,50 1,89 0,50
GR REM Rem Add FI 4-D 100 3,28 0,12 1,19 0,15
GR REM Rem Add BI 4-D 100 2,84 0,13 1,51 0,30
GRASP-γ - 4-D 100 6,45 0,03 2,75 0,06
GRASP-γ Add B Rem 4-D 100 2,84 0,92 0,46 0,15
GRASP-γ Add L Rem 4-D 100 3,28 0,50 0,73 0,10
GRASP-γ Rem Add FI 4-D 100 3,88 0,06 0,72 0,07
GRASP-γ Rem Add BI 4-D 100 3,36 0,11 0,85 0,12
MAST - 4-D 100 3,12 0,10 1,66 0,29
MAST Add B Rem 4-D 100 2,09 0,46 1,13 0,48
MAST Add L Rem 4-D 100 2,31 0,26 1,34 0,44
MAST Rem Add FI 4-D 100 2,31 0,13 0,98 0,30
MAST Rem Add BI 4-D 100 2,29 0,14 1,09 0,36
GRASP-p - 4-D 100 8,33 0,03 3,20 0,04
GRASP-p Rem Add FI 4-D 100 4,41 0,08 0,75 0,06
BaHo - 4-D 100 13,27 0,02 4,80 0,03
Greedy - E-H 100 19,51 0,11 19,51 0,11
GR REM - E-H 100 18,39 0,11 14,69 0,20
GR REM Add B Rem E-H 100 15,08 5,17 11,99 0,30
GR REM Add L Rem E-H 100 15,15 2,40 12,33 0,33
GR REM Rem Add FI E-H 100 15,54 0,27 11,03 0,13
GR REM Rem Add BI E-H 100 15,64 0,43 12,10 0,24
GRASP-γ - E-H 100 19,78 0,18 12,39 0,06
GRASP-γ Add B Rem E-H 100 16,16 5,83 10,13 0,10
GRASP-γ Add L Rem E-H 100 16,36 2,91 10,65 0,13
GRASP-γ Rem Add FI E-H 100 16,14 0,30 9,80 0,09
GRASP-γ Rem Add BI E-H 100 16,39 0,42 10,57 0,10
MAST - E-H 100 16,24 1,17 12,07 0,18
MAST Add B Rem E-H 100 14,22 4,00 10,87 0,28
MAST Add L Rem E-H 100 14,32 2,51 10,87 0,27
MAST Rem Add FI E-H 100 14,57 1,15 9,93 0,17
MAST Rem Add BI E-H 100 14,79 1,20 10,68 0,20
GRASP-p - E-H 100 21,05 0,11 13,92 0,08
GRASP-p Rem Add FI E-H 100 16,25 0,35 10,72 0,09
BaHo - E-H 100 22,27 0,14 14,55 0,09
Greedy - AA 100 27,90 0,05 27,90 1,00
GR REM - AA 100 9,97 0,05 9,07 0,30
GR REM Add B Rem AA 100 4,59 3,49 4,05 0,46
GR REM Add L Rem AA 100 5,33 1,49 4,72 0,39
GR REM Rem Add FI AA 100 6,46 0,14 4,52 0,04
GR REM Rem Add BI AA 100 6,45 0,34 5,39 0,13
GRASP-γ - AA 100 11,59 0,05 7,31 0,03
GRASP-γ Add B Rem AA 100 4,02 5,29 1,50 0,04
GRASP-γ Add L Rem AA 100 5,81 1,69 2,71 0,03
GRASP-γ Rem Add FI AA 100 5,63 0,17 2,79 0,03
GRASP-γ Rem Add BI AA 100 5,34 0,44 2,85 0,04
MAST - AA 100 6,29 0,14 5,41 0,15
MAST Add B Rem AA 100 3,59 2,25 2,81 0,21
MAST Add L Rem AA 100 4,15 0,56 3,34 0,20
MAST Rem Add FI AA 100 4,92 0,20 3,25 0,10
MAST Rem Add BI AA 100 4,82 0,28 3,73 0,16
GRASP-p - AA 100 11,54 0,05 7,65 0,03
GRASP-p Rem Add FI AA 100 6,07 0,18 2,98 0,03
BaHo - AA 100 15,58 0,03 8,84 0,03
Tabelle B.1: Durchschnittliche Ergebnisse der Startheuristiken (γ = 100).
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Startheuristik Instanz Durchschnitt Best
Name Verbesserungsverfahren Klasse γ DGap DTime Gap F
Greedy - 4-D 95 4,42 0,02 4,42 1,00
GR REM - 4-D 95 4,14 0,03 2,97 0,51
GR REM Add B Rem 4-D 95 2,12 0,51 1,36 0,68
GR REM Add L Rem 4-D 95 2,33 0,29 1,52 0,62
GR REM Rem Add FI 4-D 95 3,09 0,09 1,19 0,23
GR REM Rem Add BI 4-D 95 3,00 0,10 1,90 0,46
GRASP-γ - 4-D 95 4,82 0,03 1,69 0,08
GRASP-γ Add B Rem 4-D 95 2,27 0,61 0,31 0,19
GRASP-γ Add L Rem 4-D 95 2,62 0,30 0,49 0,13
GRASP-γ Rem Add FI 4-D 95 3,17 0,06 0,60 0,14
GRASP-γ Rem Add BI 4-D 95 2,91 0,10 0,65 0,16
MAST - 4-D 95 11,15 0,12 8,04 0,25
MAST Add B Rem 4-D 95 7,81 0,52 4,40 0,20
MAST Add L Rem 4-D 95 9,93 0,27 6,49 0,25
MAST Rem Add FI 4-D 95 2,49 0,18 0,76 0,23
MAST Rem Add BI 4-D 95 2,18 0,24 0,82 0,31
GRASP-p - 4-D 95 5,66 0,02 2,22 0,07
GRASP-p Rem Add FI 4-D 95 3,43 0,07 0,68 0,12
BaHo - 4-D 95 32,55 0,02 16,39 0,03
Greedy - E-H 95 8,42 0,09 8,42 1,00
GR REM - E-H 95 7,87 0,09 6,20 0,49
GR REM Add B Rem E-H 95 7,44 2,30 6,20 0,58
GR REM Add L Rem E-H 95 7,46 1,74 6,20 0,56
GR REM Rem Add FI E-H 95 7,55 0,23 6,16 0,53
GR REM Rem Add BI E-H 95 7,62 0,28 6,20 0,56
GRASP-γ - E-H 95 11,03 0,19 6,19 0,17
GRASP-γ Add B Rem E-H 95 9,70 3,19 5,32 0,22
GRASP-γ Add L Rem E-H 95 9,79 1,98 5,32 0,21
GRASP-γ Rem Add FI E-H 95 9,82 0,25 5,48 0,22
GRASP-γ Rem Add BI E-H 95 10,03 0,33 5,96 0,24
MAST - E-H 95 8,13 1,25 5,95 0,44
MAST Add B Rem E-H 95 7,70 3,42 5,53 0,44
MAST Add L Rem E-H 95 7,94 2,84 5,72 0,44
MAST Rem Add FI E-H 95 7,32 1,32 5,63 0,47
MAST Rem Add BI E-H 95 7,27 1,41 5,09 0,41
GRASP-p - E-H 95 10,62 0,09 5,86 0,19
GRASP-p Rem Add FI E-H 95 9,79 0,29 5,50 0,23
BaHo - E-H 95 20,85 0,11 12,67 0,14
Greedy - AA 95 30,67 0,04 30,67 1,00
GR REM - AA 95 10,12 0,04 8,88 0,31
GR REM Add B Rem AA 95 6,03 2,67 5,37 0,39
GR REM Add L Rem AA 95 6,49 0,92 5,50 0,41
GR REM Rem Add FI AA 95 7,78 0,14 5,04 0,04
GR REM Rem Add BI AA 95 7,82 0,24 6,18 0,09
GRASP-γ - AA 95 12,08 0,05 7,21 0,03
GRASP-γ Add B Rem AA 95 5,53 3,80 2,27 0,03
GRASP-γ Add L Rem AA 95 7,12 1,24 3,54 0,03
GRASP-γ Rem Add FI AA 95 7,27 0,14 3,67 0,03
GRASP-γ Rem Add BI AA 95 7,20 0,33 3,82 0,03
MAST - AA 95 8,53 0,16 7,10 0,16
MAST Add B Rem AA 95 4,70 1,91 3,72 0,22
MAST Add L Rem AA 95 6,56 0,57 5,00 0,15
MAST Rem Add FI AA 95 5,29 0,22 3,41 0,04
MAST Rem Add BI AA 95 4,80 0,30 3,55 0,11
GRASP-p - AA 95 11,92 0,04 7,56 0,03
GRASP-p Rem Add FI AA 95 7,49 0,17 3,72 0,03
BaHo - AA 95 26,96 0,02 17,18 0,03
Tabelle B.2: Durchschnittliche Ergebnisse der Startheuristiken (γ = 95).
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Startheuristik Instanz Durchschnitt Best
Name Verbesserungsverfahren Klasse γ DGap DTime Gap F
Greedy - 4-D 90 3,73 0,02 3,73 1,00
GR REM - 4-D 90 3,13 0,02 2,28 0,65
GR REM Add B Rem 4-D 90 1,58 0,38 0,95 0,70
GR REM Add L Rem 4-D 90 1,82 0,22 1,19 0,68
GR REM Rem Add FI 4-D 90 2,52 0,07 1,25 0,36
GR REM Rem Add BI 4-D 90 2,43 0,09 1,72 0,62
GRASP-γ - 4-D 90 4,10 0,03 1,57 0,17
GRASP-γ Add B Rem 4-D 90 2,11 0,44 0,29 0,26
GRASP-γ Add L Rem 4-D 90 2,35 0,24 0,40 0,21
GRASP-γ Rem Add FI 4-D 90 2,87 0,06 0,68 0,17
GRASP-γ Rem Add BI 4-D 90 2,80 0,08 0,67 0,17
MAST - 4-D 90 16,68 0,12 12,45 0,24
MAST Add B Rem 4-D 90 10,12 0,54 6,65 0,29
MAST Add L Rem 4-D 90 15,02 0,27 10,82 0,24
MAST Rem Add FI 4-D 90 2,74 0,17 0,69 0,24
MAST Rem Add BI 4-D 90 2,41 0,24 0,90 0,31
GRASP-p - 4-D 90 4,80 0,02 1,56 0,06
GRASP-p Rem Add FI 4-D 90 3,13 0,07 0,63 0,15
BaHo - 4-D 90 42,54 0,02 21,52 0,03
Greedy - E-H 90 5,13 0,08 5,13 1,00
GR REM - E-H 90 4,58 0,08 3,76 0,66
GR REM Add B Rem E-H 90 4,48 2,17 3,70 0,68
GR REM Add L Rem E-H 90 4,49 2,07 3,70 0,68
GR REM Rem Add FI E-H 90 4,54 0,20 3,65 0,68
GR REM Rem Add BI E-H 90 4,53 0,23 3,87 0,71
GRASP-γ - E-H 90 9,14 0,15 4,22 0,20
GRASP-γ Add B Rem E-H 90 8,24 2,96 4,05 0,30
GRASP-γ Add L Rem E-H 90 8,36 2,31 4,05 0,28
GRASP-γ Rem Add FI E-H 90 8,40 0,23 4,11 0,28
GRASP-γ Rem Add BI E-H 90 8,25 0,25 4,05 0,27
MAST - E-H 90 5,31 1,11 3,80 0,61
MAST Add B Rem E-H 90 4,85 3,65 3,57 0,62
MAST Add L Rem E-H 90 5,08 3,06 3,74 0,62
MAST Rem Add FI E-H 90 4,80 1,15 3,34 0,59
MAST Rem Add BI E-H 90 4,75 1,22 3,16 0,55
GRASP-p - E-H 90 8,01 0,08 4,45 0,33
GRASP-p Rem Add FI E-H 90 7,54 0,24 4,11 0,33
BaHo - E-H 90 19,22 0,10 10,46 0,18
Greedy - AA 90 27,38 0,04 27,38 1,00
GR REM - AA 90 8,35 0,04 7,33 0,40
GR REM Add B Rem AA 90 5,50 2,29 4,59 0,46
GR REM Add L Rem AA 90 6,07 0,85 5,20 0,47
GR REM Rem Add FI AA 90 6,60 0,11 4,17 0,06
GR REM Rem Add BI AA 90 6,59 0,20 5,20 0,19
GRASP-γ - AA 90 11,38 0,05 6,38 0,03
GRASP-γ Add B Rem AA 90 5,41 3,29 2,25 0,04
GRASP-γ Add L Rem AA 90 7,05 1,01 3,10 0,03
GRASP-γ Rem Add FI AA 90 7,03 0,14 3,40 0,03
GRASP-γ Rem Add BI AA 90 6,60 0,28 3,05 0,03
MAST - AA 90 10,50 0,16 9,31 0,21
MAST Add B Rem AA 90 5,43 2,23 4,65 0,39
MAST Add L Rem AA 90 7,95 0,56 6,48 0,19
MAST Rem Add FI AA 90 4,90 0,23 2,99 0,06
MAST Rem Add BI AA 90 4,55 0,34 3,48 0,17
GRASP-p - AA 90 10,66 0,04 6,42 0,03
GRASP-p Rem Add FI AA 90 7,04 0,14 3,28 0,03
BaHo - AA 90 32,45 0,02 20,39 0,03
Tabelle B.3: Durchschnittliche Ergebnisse der Startheuristiken (γ = 90).
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Startheuristik Instanz Durchschnitt Best
Name Verbesserungsverfahren Klasse γ DGap DTime Gap F
Greedy - 4-D 80 2,36 0,02 2,36 1,00
GR REM - 4-D 80 2,14 0,02 1,72 0,82
GR REM Add B Rem 4-D 80 1,27 0,26 0,91 0,81
GR REM Add L Rem 4-D 80 1,42 0,19 1,10 0,80
GR REM Rem Add FI 4-D 80 1,70 0,05 0,83 0,60
GR REM Rem Add BI 4-D 80 1,72 0,06 1,05 0,71
GRASP-γ - 4-D 80 2,89 0,02 0,83 0,25
GRASP-γ Add B Rem 4-D 80 1,65 0,31 0,32 0,40
GRASP-γ Add L Rem 4-D 80 1,87 0,20 0,32 0,34
GRASP-γ Rem Add FI 4-D 80 2,14 0,05 0,32 0,31
GRASP-γ Rem Add BI 4-D 80 2,04 0,06 0,47 0,36
MAST - 4-D 80 15,36 0,10 12,04 0,33
MAST Add B Rem 4-D 80 9,52 0,41 6,51 0,40
MAST Add L Rem 4-D 80 14,48 0,25 10,80 0,33
MAST Rem Add FI 4-D 80 2,31 0,15 0,52 0,30
MAST Rem Add BI 4-D 80 1,83 0,22 0,54 0,46
GRASP-p - 4-D 80 3,72 0,02 0,90 0,14
GRASP-p Rem Add FI 4-D 80 2,46 0,06 0,57 0,28
BaHo - 4-D 80 59,58 0,02 29,82 0,03
Greedy - E-H 80 2,94 0,07 2,94 1,00
GR REM - E-H 80 2,62 0,07 2,30 0,91
GR REM Add B Rem E-H 80 2,62 3,30 2,30 0,91
GR REM Add L Rem E-H 80 2,62 3,26 2,30 0,91
GR REM Rem Add FI E-H 80 2,60 0,15 2,30 0,92
GR REM Rem Add BI E-H 80 2,66 0,17 2,30 0,90
GRASP-γ - E-H 80 7,02 0,12 2,77 0,42
GRASP-γ Add B Rem E-H 80 5,70 3,77 2,53 0,50
GRASP-γ Add L Rem E-H 80 5,86 3,26 2,53 0,48
GRASP-γ Rem Add FI E-H 80 5,35 0,16 2,30 0,48
GRASP-γ Rem Add BI E-H 80 5,28 0,17 2,30 0,50
MAST - E-H 80 3,39 0,90 2,80 0,79
MAST Add B Rem E-H 80 3,29 4,17 2,72 0,79
MAST Add L Rem E-H 80 3,38 4,08 2,80 0,79
MAST Rem Add FI E-H 80 3,11 0,92 2,63 0,80
MAST Rem Add BI E-H 80 3,08 0,94 2,55 0,78
GRASP-p - E-H 80 3,94 0,07 2,63 0,66
GRASP-p Rem Add FI E-H 80 3,77 0,19 2,30 0,61
BaHo - E-H 80 16,58 0,08 8,63 0,30
Tabelle B.4: Durchschnittliche Ergebnisse der Startheuristiken (γ = 80).
B.2 Ergebnisse der Startheuristiken 195
Startheuristik Instanz Durchschnitt Best
Name Verbesserungsverfahren Klasse γ DGap DTime Gap F
Greedy - 4-D 60 1,15 0,02 1,15 1,00
GR REM - 4-D 60 1,56 0,02 1,13 0,88
GR REM Add B Rem 4-D 60 1,47 0,20 1,10 0,89
GR REM Add L Rem 4-D 60 1,53 0,19 1,12 0,89
GR REM Rem Add FI 4-D 60 1,38 0,03 0,89 0,85
GR REM Rem Add BI 4-D 60 1,38 0,04 0,94 0,87
GRASP-γ - 4-D 60 2,23 0,02 0,55 0,51
GRASP-γ Add B Rem 4-D 60 1,68 0,21 0,38 0,60
GRASP-γ Add L Rem 4-D 60 1,76 0,18 0,38 0,58
GRASP-γ Rem Add FI 4-D 60 1,73 0,04 0,25 0,54
GRASP-γ Rem Add BI 4-D 60 1,71 0,04 0,16 0,55
MAST - 4-D 60 18,40 0,07 15,83 0,61
MAST Add B Rem 4-D 60 11,31 0,34 9,29 0,62
MAST Add L Rem 4-D 60 17,79 0,23 15,06 0,60
MAST Rem Add FI 4-D 60 2,12 0,11 0,46 0,50
MAST Rem Add BI 4-D 60 1,74 0,14 0,57 0,66
GRASP-p - 4-D 60 3,02 0,02 0,35 0,32
GRASP-p Rem Add FI 4-D 60 2,01 0,04 0,21 0,48
BaHo - 4-D 60 95,20 0,02 45,55 0,03
Greedy - E-H 60 0,15 0,06 0,15 1,00
GR REM - E-H 60 0,27 0,06 0,15 0,96
GR REM Add B Rem E-H 60 0,27 5,65 0,15 0,96
GR REM Add L Rem E-H 60 0,27 5,58 0,15 0,96
GR REM Rem Add FI E-H 60 0,20 0,13 0,00 0,93
GR REM Rem Add BI E-H 60 0,23 0,13 0,00 0,92
GRASP-γ - E-H 60 3,61 0,09 0,15 0,53
GRASP-γ Add B Rem E-H 60 2,98 6,13 0,15 0,59
GRASP-γ Add L Rem E-H 60 3,20 5,71 0,15 0,57
GRASP-γ Rem Add FI E-H 60 2,63 0,13 0,15 0,65
GRASP-γ Rem Add BI E-H 60 2,69 0,13 0,15 0,64
MAST - E-H 60 0,57 0,62 0,29 0,91
MAST Add B Rem E-H 60 0,43 6,28 0,29 0,95
MAST Add L Rem E-H 60 0,56 6,20 0,29 0,91
MAST Rem Add FI E-H 60 0,45 0,64 0,15 0,90
MAST Rem Add BI E-H 60 0,43 0,66 0,15 0,91
GRASP-p - E-H 60 1,02 0,06 0,15 0,86
GRASP-p Rem Add FI E-H 60 0,91 0,14 0,00 0,83
BaHo - E-H 60 13,67 0,05 6,12 0,49
Tabelle B.5: Durchschnittliche Ergebnisse der Startheuristiken (γ = 60).
196 Kapitel B. Ergebnisse fu¨r das PSCP
Startheuristik Instanz Durchschnitt Best
Name Verbesserungsverfahren Klasse γ DGap DTime Gap F
Greedy - DB A 100 0,11 2,23 0,11 1,00
GR REM - DB A 100 0,20 0,29 0,20 1,00
GR REM Rem Add FI DB A 100 0,15 2,97 0,11 0,90
GR REM Add B Rem DB A 100 0,11 6,29 0,11 1,00
GRASP-γ - DB A 100 1,10 0,07 0,39 0,31
GRASP-γ Add B Rem DB A 100 0,22 22,36 0,00 0,78
GRASP-γ Rem Add FI DB A 100 0,35 4,28 0,00 0,59
GRASP-p Rem Add FI DB A 100 0,29 3,60 0,00 0,64
Greedy - DB B 100 0,00 8,37 0,00 1,00
GR REM - DB B 100 0,07 1,19 0,06 0,96
GR REM Rem Add FI DB B 100 0,02 10,31 0,00 0,96
GR REM Add B Rem DB B 100 0,00 19,81 0,00 1,00
GRASP-γ - DB B 100 0,62 0,34 0,12 0,27
GRASP-γ Add B Rem DB B 100 0,00 92,14 0,00 0,99
GRASP-γ Rem Add FI DB B 100 0,09 14,13 0,00 0,82
GRASP-p Rem Add FI DB B 100 0,06 11,51 0,00 0,88
Greedy - DB C 100 0,00 62,19 0,00 1,00
GR REM - DB C 100 0,32 3,81 0,27 0,87
GR REM Rem Add FI DB C 100 0,12 31,59 0,00 0,73
GR REM Add B Rem DB C 100 0,00 92,45 0,00 1,00
GRASP-γ - DB C 100 1,27 1,06 0,48 0,17
GRASP-γ Add B Rem DB C 100 0,14 444,59 0,00 0,71
GRASP-γ Rem Add FI DB C 100 0,27 41,97 0,00 0,52
GRASP-p Rem Add FI DB C 100 0,22 33,09 0,00 0,59
Greedy - DB A 95 1,64 0,04 1,64 1,00
GR REM - DB A 95 0,91 0,11 0,86 0,93
GR REM Rem Add FI DB A 95 0,78 1,33 0,60 0,83
GR REM Add B Rem DB A 95 0,60 6,97 0,60 1,00
GRASP-γ - DB A 95 2,90 0,03 1,13 0,16
GRASP-γ Add B Rem DB A 95 1,48 13,78 0,69 0,39
GRASP-γ Rem Add FI DB A 95 1,78 1,61 0,61 0,25
GRASP-p Rem Add FI DB A 95 1,54 1,47 0,69 0,39
Greedy - DB B 95 2,97 0,11 2,97 1,00
GR REM - DB B 95 1,59 0,44 1,19 0,56
GR REM Rem Add FI DB B 95 1,26 3,90 0,89 0,58
GR REM Add B Rem DB B 95 1,00 28,20 0,77 0,73
GRASP-γ - DB B 95 4,33 0,23 3,08 0,27
GRASP-γ Add B Rem DB B 95 2,66 46,29 1,47 0,20
GRASP-γ Rem Add FI DB B 95 2,77 4,86 1,47 0,17
GRASP-p Rem Add FI DB B 95 2,49 4,08 1,34 0,22
Greedy - DB C 95 3,62 0,43 3,62 1,00
GR REM - DB C 95 2,70 0,97 2,39 0,73
GR REM Rem Add FI DB C 95 2,31 5,13 1,41 0,41
GR REM Add B Rem DB C 95 2,04 61,94 1,41 0,56
GRASP-γ - DB C 95 5,74 0,47 3,82 0,22
GRASP-γ Add B Rem DB C 95 3,75 96,06 2,25 0,22
GRASP-γ Rem Add FI DB C 95 4,04 5,62 2,47 0,25
GRASP-p Rem Add FI DB C 95 3,83 5,31 2,56 0,36
Greedy - DB A 90 1,74 0,04 1,74 1,00
GR REM - DB A 90 1,01 0,10 0,92 0,91
GR REM Rem Add FI DB A 90 0,76 0,89 0,37 0,73
GR REM Add B Rem DB A 90 0,52 6,18 0,37 0,87
GRASP-γ - DB A 90 3,56 0,04 1,74 0,27
GRASP-γ Add B Rem DB A 90 1,97 12,15 0,49 0,29
GRASP-γ Rem Add FI DB A 90 2,04 1,19 0,70 0,33
GRASP-p Rem Add FI DB A 90 1,88 0,95 0,82 0,41
Greedy - DB B 90 3,00 0,14 3,00 1,00
GR REM - DB B 90 1,24 0,37 0,84 0,70
GR REM Rem Add FI DB B 90 0,87 2,37 0,63 0,82
GR REM Add B Rem DB B 90 0,73 22,71 0,63 0,92
GRASP-γ - DB B 90 4,85 0,21 2,74 0,12
GRASP-γ Add B Rem DB B 90 2,84 40,04 1,68 0,27
GRASP-γ Rem Add FI DB B 90 3,17 2,70 1,89 0,24
GRASP-p Rem Add FI DB B 90 2,76 2,78 1,23 0,19
Greedy - DB C 90 4,51 0,35 4,51 1,00
GR REM - DB C 90 3,53 0,61 3,27 0,89
GR REM Rem Add FI DB C 90 3,26 3,13 2,54 0,61
GR REM Add B Rem DB C 90 3,11 45,31 2,54 0,70
GRASP-γ - DB C 90 7,26 0,45 4,51 0,18
GRASP-γ Add B Rem DB C 90 5,93 72,03 3,46 0,18
GRASP-γ Rem Add FI DB C 90 5,90 3,51 4,09 0,35
GRASP-p Rem Add FI DB C 90 5,07 3,22 3,60 0,21
Tabelle B.6: Durchschnittliche Ergebnisse der Startheuristiken fu¨r reale Instanzen
der DB Cargo.
B.3 Ergebnisse der Heuristiken (Kapitel 6 u. 7) und Verfahren der Literatur 197
B.3 Ergebnisse der Heuristiken (Kapitel 6 u. 7)























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabelle B.7: Ergebnisse von CPLEX 7.0, Opt Paqs und Lag Heu (γ = 100).
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabelle B.8: Ergebnisse von CPLEX 7.0, Opt Paqs und Lag Heu (γ = 100).







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabelle B.9: Ergebnisse von SA PSCP, RTR PSCP und GD PSCP (γ = 100).

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabelle B.10: Ergebnisse von SA PSCP, RTR PSCP und GD PSCP (γ = 100).


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabelle B.11: Ergebnisse von SA FiStu¨ I, SA FiStu¨ II und BaCa (γ = 100).



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabelle B.12: Ergebnisse von BeCh und YaKi (γ = 100).


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabelle B.13: Ergebnisse von SA FiStu¨ I, SA FiStu¨ II und BrJa (γ = 100).
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabelle B.14: Ergebnisse von BeCh, Ere und YaKi (γ = 100).




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabelle B.15: Ergebnisse von MaSt, BaCa und CeNo (γ = 100).































































































































































































Tabelle B.16: Durchschnittliche Ergebnisse von MaSt und Ere fu¨r die Klassen 4, 5,
6, A, B, C und D (γ = 100). Die Ergebnisse der Algorithmen auf einzelnen Instanzen
dieser Klassen wurden in den Publikationen von [MS00, Ere99] nicht angegeben.





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabelle B.17: Ergebnisse von CPLEX 7.0, Opt Paqs und Lag Heu (γ = 95).






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabelle B.18: Ergebnisse von CPLEX 7.0, Opt Paqs und Lag Heu (γ = 95).














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabelle B.19: Ergebnisse von SA PSCP, RTR PSCP und GD PSCP (γ = 95).






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabelle B.20: Ergebnisse von SA PSCP, RTR PSCP und GD PSCP (γ = 95).



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabelle B.21: Ergebnisse von CPLEX 7.0, Opt Paqs und Lag Heu (γ = 90).








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabelle B.22: Ergebnisse von CPLEX 7.0, Opt Paqs und Lag Heu (γ = 90).











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabelle B.23: Ergebnisse von SA PSCP, RTR PSCP und GD PSCP (γ = 90).





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabelle B.24: Ergebnisse von SA PSCP, RTR PSCP und GD PSCP (γ = 90).

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabelle B.25: Ergebnisse von CPLEX 7.0, Opt Paqs und Lag Heu (γ = 80).






























































































































































































































































































































































































































































































































































































































































































































































































Tabelle B.26: Ergebnisse von CPLEX 7.0, Opt Paqs und Lag Heu (γ = 80).



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabelle B.27: Ergebnisse von SA PSCP, RTR PSCP und GD PSCP (γ = 80).
218 Kapitel B. Ergebnisse fu¨r das PSCP
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabelle B.28: Ergebnisse von SA PSCP, RTR PSCP und GD PSCP (γ = 80).
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabelle B.29: Ergebnisse von CPLEX 7.0, Opt Paqs und Lag Heu (γ = 60).


















































































































































































































































































































































































































































































































































































































































































































































Tabelle B.30: Ergebnisse von CPLEX 7.0, Opt Paqs und Lag Heu (γ = 60).



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabelle B.31: Ergebnisse von SA PSCP, RTR PSCP und GD PSCP (γ = 60).
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabelle B.32: Ergebnisse von SA PSCP, RTR PSCP und GD PSCP (γ = 60).
224 Kapitel B. Ergebnisse fu¨r das PSCP
Heuristik Instanz Durchschnitt Best
Klasse γ DGap DTime Gap F
SA MCPSCP (ohne Core) 4-D 100 0,08 4,79 0,03 0,89
SA MCPSCP (mit Core) 4-D 100 0,18 2,17 0,01 0,74
GD MCPSCP (ohne Core) 4-D 100 0,07 4,77 0,03 0,93
GD MCPSCP (mit Core) 4-D 100 0,15 1,94 0,01 0,78
SA MCPSCP (ohne Core) E-H 100 7,95 20,03 7,54 0,80
SA MCPSCP (mit Core) E-H 100 8,10 14,62 7,55 0,78
GD MCPSCP (ohne Core) E-H 100 7,97 21,39 7,51 0,73
GD MCPSCP (mit Core) E-H 100 8,01 18,04 7,61 0,84
SA MCPSCP (ohne Core) AA 100 0,71 76,81 0,28 0,22
SA MCPSCP (mit Core) AA 100 0,92 45,25 0,45 0,19
GD MCPSCP (ohne Core) AA 100 0,65 86,48 0,29 0,30
GD MCPSCP (mit Core) AA 100 0,83 48,44 0,45 0,19
SA MCPSCP (ohne Core) 4-D 95 0,11 3,30 0,06 0,90
SA MCPSCP (mit Core) 4-D 95 0,20 2,11 0,05 0,82
GD MCPSCP (ohne Core) 4-D 95 0,10 3,42 0,04 0,91
GD MCPSCP (mit Core) 4-D 95 0,18 1,63 0,08 0,87
SA MCPSCP (ohne Core) E-H 95 3,90 2,24 3,89 1,00
SA MCPSCP (mit Core) E-H 95 4,00 6,57 3,89 0,93
GD MCPSCP (ohne Core) E-H 95 3,88 6,27 3,84 0,96
GD MCPSCP (mit Core) E-H 95 3,97 6,59 3,93 0,99
SA MCPSCP (ohne Core) AA 95 0,89 22,84 0,41 0,24
SA MCPSCP (mit Core) AA 95 0,85 37,95 0,45 0,19
GD MCPSCP (ohne Core) AA 95 0,54 83,19 0,16 0,25
GD MCPSCP (mit Core) AA 95 0,75 44,96 0,30 0,17
SA MCPSCP (ohne Core) 4-D 90 0,08 2,65 0,02 0,94
SA MCPSCP (mit Core) 4-D 90 0,11 1,28 0,04 0,90
GD MCPSCP (ohne Core) 4-D 90 0,06 3,00 0,02 0,95
GD MCPSCP (mit Core) 4-D 90 0,14 1,30 0,02 0,84
SA MCPSCP (ohne Core) E-H 90 2,82 0,44 2,82 1,00
SA MCPSCP (mit Core) E-H 90 2,82 3,43 2,82 1,00
GD MCPSCP (ohne Core) E-H 90 3,32 3,07 3,28 0,96
GD MCPSCP (mit Core) E-H 90 2,82 3,57 2,82 1,00
SA MCPSCP (ohne Core) AA 90 0,86 19,75 0,28 0,21
SA MCPSCP (mit Core) AA 90 0,55 34,30 0,33 0,10
GD MCPSCP (ohne Core) AA 90 0,39 71,99 0,11 0,29
GD MCPSCP (mit Core) AA 90 0,62 48,14 0,25 0,18
SA MCPSCP (ohne Core) 4-D 80 0,03 0,66 0,00 0,98
SA MCPSCP (mit Core) 4-D 80 0,08 0,41 0,06 0,97
GD MCPSCP (ohne Core) 4-D 80 0,03 1,08 0,03 1,00
GD MCPSCP (mit Core) 4-D 80 0,07 0,53 0,03 0,96
SA MCPSCP (ohne Core) E-H 80 1,99 0,55 1,92 0,96
SA MCPSCP (mit Core) E-H 80 1,96 3,37 1,92 0,98
GD MCPSCP (ohne Core) E-H 80 2,15 0,51 2,15 1,00
GD MCPSCP (mit Core) E-H 80 1,96 3,67 1,92 0,98
SA MCPSCP (ohne Core) 4-D 60 0,00 0,14 0,00 1,00
SA MCPSCP (mit Core) 4-D 60 0,00 0,14 0,00 1,00
GD MCPSCP (ohne Core) 4-D 60 0,00 0,13 0,00 1,00
GD MCPSCP (mit Core) 4-D 60 0,00 0,20 0,00 1,00
SA MCPSCP (ohne Core) E-H 60 0,00 0,01 0,00 0,95
SA MCPSCP (mit Core) E-H 60 0,00 1,46 0,00 0,95
GD MCPSCP (ohne Core) E-H 60 0,98 0,13 0,98 0,95
GD MCPSCP (mit Core) E-H 60 0,00 1,53 0,00 0,95
Tabelle B.33: Durchschnittliche Ergebnisse von SA MCPSCP und GD MCPSCP.
B.3 Ergebnisse der Heuristiken (Kapitel 6 u. 7) und Verfahren der Literatur 225
Instanz CPLEX 7.0 Opt Paqs GD PSCP
Best Best Durchschnitt Best
Name γ BK LB Sol Gap ETime Sol Gap ETime DSol DGap DTime Sol Gap F
23.4 100 45 45 45 0,00 3 45 0,00 25 45,00 0,00 0,05 45 0,00 1,00
27.4 100 270 270 270 0,00 3 270 0,00 1419 270,00 0,00 98,40 270 0,00 1,00
1.5 100 90 90 90 0,00 3 90 0,00 116 90,00 0,00 0,20 90 0,00 1,00
4.5 100 271 271 271 0,00 3 271 0,00 669 271,00 0,00 1,40 271 0,00 1,00
7.5 100 101 101 101 0,00 3 101 0,00 133 101,00 0,00 0,00 101 0,00 1,00
10.5 100 272 272 272 0,00 3 272 0,00 1578 272,00 0,00 88,80 272 0,00 1,00
17.5 100 270 270 270 0,00 3 270 0,00 1524 270,00 0,00 1,60 270 0,00 1,00
21.5 100 97 97 97 0,00 3 97 0,00 24 97,00 0,00 27,80 97 0,00 1,00
24.5 100 267 267 267 0,00 3 267 0,00 1223 267,00 0,00 1,00 267 0,00 1,00
DSchnitt 0,00 3 0,00 746 0,00 24,36 0,00 1,00
10.5-11.5 100 287 287 287 0,00 5 287 0,00 487 287,00 0,00 3,20 287 0,00 1,00
16.5-17.5 100 276 276 276 0,00 5 276 0,00 589 276,00 0,00 3,60 276 0,00 1,00
22.5-23.5 100 291 291 291 0,00 4 291 0,00 887 291,00 0,00 3,40 291 0,00 1,00
10.5-12.5 100 291 291 291 0,00 7 293 0,69 3976 291,00 0,00 6,20 291 0,00 1,00
16.5-18.5 100 283 283 283 0,00 7 283 0,00 3409 283,40 0,14 166,20 283 0,00 0,60
22.5-24.5 100 290 290 290 0,00 6 290 0,00 638 290,00 0,00 5,40 290 0,00 1,00
DSchnitt 0,00 6 0,11 1664 0,02 31,33 0,00 0,93
23.4-30.4 100 282 282 282 0,00 12 282 0,00 1266 282,80 0,28 173,40 282 0,00 0,60
1.5-7.5 100 285 285 285 0,00 10 286 0,35 2701 285,00 0,00 7,20 285 0,00 1,00
8.5-14.5 100 285 285 285 0,00 12 287 0,70 3831 285,00 0,00 9,40 285 0,00 1,00
23.4-7.5 100 268 268 268 0,00 19 270 0,75 2950 268,60 0,22 394,20 268 0,00 0,40
8.5-21.5 100 269 269 269 0,00 20 269 0,00 3812 269,00 0,00 15,60 269 0,00 1,00
23.4-14.5 100 256 256 256 0,00 25 257 0,39 3852 256,20 0,08 465,40 256 0,00 0,80
23.4-21.5 100 247 247 247 0,00 33 247 0,00 4131 247,60 0,24 23,00 247 0,00 0,40
DSchnitt 0,00 19 0,31 3220 0,12 155,46 0,00 0,74
23.4 95 32 32 32 0,00 6 32 0,00 32 32,00 0,00 0,02 32 0,00 1,00
27.4 95 128 128 128 0,00 720 188 46,88 1546 129,00 0,78 95,00 129 0,78 1,00
1.5 95 63 63 63 0,00 25 80 26,98 222 63,00 0,00 0,00 63 0,00 1,00
4.5 95 126 126 126 0,00 943 188 49,21 1365 127,00 0,79 1,00 127 0,79 1,00
7.5 95 67 67 67 0,00 46 67 0,00 270 67,00 0,00 25,40 67 0,00 1,00
10.5 95 129 129 129 0,00 838 164 27,13 1659 130,00 0,78 0,80 130 0,78 1,00
17.5 95 126 126 126 0,00 972 150 19,05 1150 127,00 0,79 0,00 127 0,79 1,00
21.5 95 67 67 67 0,00 405 78 16,42 292 67,00 0,00 22,80 67 0,00 1,00
24.5 95 127 127 127 0,00 1044 149 17,32 1278 128,00 0,79 33,00 128 0,79 1,00
DSchnitt 0,00 555 22,55 868 0,44 19,78 0,44 1,00
10.5-11.5 95 114 114 114 0,00 5159 208 82,46 2195 114,80 0,70 25,20 114 0,00 0,20
16.5-17.5 95 113 113 113 0,00 3094 144 27,43 2075 113,40 0,35 71,00 113 0,00 0,60
22.5-23.5 95 135 135 135 0,00 1409 232 71,85 1628 136,20 0,89 100,60 136 0,74 0,80
10.5-12.5 95 104 104 104 0,00 9052 158 51,92 3000 105,00 0,96 1,40 105 0,96 1,00
16.5-18.5 95 103 103 103 0,00 12690 152 47,57 2924 104,60 1,55 36,20 104 0,97 0,40
22.5-24.5 95 116 116 116 0,00 5285 188 62,07 2663 118,60 2,24 71,00 118 1,72 0,40
DSchnitt 0,00 2h 57,22 2414 1,12 50,90 0,73 0,57
23.4-30.4 95 91 91 91 0,00 24166 171 87,91 3815 92,20 1,32 1,40 92 1,10 0,80
1.5-7.5 95 90 90 90 0,00 7695 160 77,78 3912 91,60 1,78 87,00 91 1,11 0,40
8.5-14.5 95 83 83 83 0,00 12491 216 160,24 4259 85,00 2,41 2,00 85 2,41 1,00
23.4-7.5 95 69 69 69 0,00 155530 163 136,23 5696 71,00 2,90 2,80 71 2,90 1,00
8.5-21.5 95 65 65 65 0,00 182537 164 152,31 5754 65,80 1,23 2,60 65 0,00 0,20
23.4-14.5 95 56 56 56 0,00 722408 174 210,71 6618 57,80 3,21 88,80 57 1,79 0,20
23.4-21.5 95 49 49 49 0,00 691916 73 48,98 8497 50,40 2,86 221,80 50 2,04 0,60
DSchnitt 0,00 71h 124,88 1,5h 2,24 58,06 1,62 0,60
23.4 90 26 26 26 0,00 11 26 0,00 27 26,00 0,00 0,01 26 0,00 1,00
27.4 90 92 92 92 0,00 1796 151 64,13 1354 93,00 1,09 0,40 93 1,09 1,00
1.5 90 51 51 51 0,00 39 76 49,02 216 51,00 0,00 0,00 51 0,00 1,00
4.5 90 89 89 89 0,00 951 154 73,03 1543 89,00 0,00 0,80 89 0,00 1,00
7.5 90 52 52 52 0,00 57 65 25,00 282 52,00 0,00 42,60 52 0,00 1,00
10.5 90 91 91 91 0,00 2127 154 69,23 1470 91,80 0,88 30,80 91 0,00 0,20
17.5 90 91 91 91 0,00 3543 122 34,07 1189 91,00 0,00 98,20 91 0,00 1,00
21.5 90 52 52 52 0,00 608 55 5,77 267 52,40 0,77 58,80 52 0,00 0,60
24.5 90 89 89 89 0,00 1832 146 64,04 1250 90,00 1,12 0,40 90 1,12 1,00
DSchnitt 0,00 1218 42,70 844 0,43 25,78 0,25 0,87
10.5-11.5 90 79 79 79 0,00 5462 118 49,37 2043 79,00 0,00 125,00 79 0,00 1,00
16.5-17.5 90 78 78 78 0,00 4098 125 60,26 2260 78,00 0,00 125,40 78 0,00 1,00
22.5-23.5 90 93 93 93 0,00 2719 144 54,84 2173 94,00 1,08 44,20 94 1,08 1,00
10.5-12.5 90 70 70 70 0,00 11080 102 45,71 2672 71,00 1,43 1,00 71 1,43 1,00
16.5-18.5 90 70 70 70 0,00 28140 124 77,14 2978 70,20 0,29 33,60 70 0,00 0,80
22.5-24.5 90 79 79 79 0,00 39652 119 50,63 2810 80,20 1,52 0,80 80 1,27 0,80
DSchnitt 0,00 4h 56,33 2489 0,72 55,00 0,63 0,93
23.4-30.4 90 61 61 61 0,00 126044 139 127,87 4023 61,40 0,66 86,20 61 0,00 0,60
1.5-7.5 90 60 60 60 0,00 100057 105 75,00 3866 60,80 1,33 44,40 60 0,00 0,20
8.5-14.5 90 55 55 55 0,00 103744 143 160,00 4306 55,40 0,73 149,80 55 0,00 0,60
23.4-7.5 90 44 44 44 0,00 45439 113 156,82 5319 44,00 0,00 1,40 44 0,00 1,00
8.5-21.5 90 40 40 40 0,00 1793400 99 147,50 5979 42,00 5,00 1,20 42 5,00 1,00
23.4-14.5 90 35 34 35 2,94 1814400∗ 87 155,88 6409 36,00 5,88 1,20 36 5,88 1,00
23.4-21.5 90 30 29 30 3,45 1476000∗ 73 151,72 8285 31,00 6,90 1,40 31 6,90 1,00
DSchnitt 0,91 217h 139,26 1,5h 2,93 40,80 2,54 0,77
Tabelle B.34: Ergebnisse von CPLEX 7.0, Opt Paqs und GD PSCP fu¨r reale In-
stanzen der DB Cargo.
226 Kapitel B. Ergebnisse fu¨r das PSCP
Instanz SA MCPSCP (ohne Core) SA MCPSCP (mit Core)
Durchschnitt Best Durchschnitt Best
Name γ BK LB DSol DGap DTime Sol Gap F DSol DGap DTime Sol Gap F
23.4 100 45 45 45,00 0,00 0,02 45 0,00 1,00 45,00 0,00 0,02 45 0,00 1,00
27.4 100 270 270 270,00 0,00 1,40 270 0,00 1,00 270,00 0,00 4,60 270 0,00 1,00
1.5 100 90 90 90,00 0,00 0,00 90 0,00 1,00 90,00 0,00 0,00 90 0,00 1,00
4.5 100 271 271 271,00 0,00 0,60 271 0,00 1,00 271,00 0,00 3,40 271 0,00 1,00
7.5 100 101 101 101,00 0,00 0,00 101 0,00 1,00 101,00 0,00 0,10 101 0,00 1,00
10.5 100 272 272 272,00 0,00 1,00 272 0,00 1,00 272,00 0,00 3,90 272 0,00 1,00
17.5 100 270 270 270,00 0,00 0,80 270 0,00 1,00 270,00 0,00 3,80 270 0,00 1,00
21.5 100 97 97 98,00 1,03 0,10 98 1,03 1,00 98,00 1,03 0,10 98 1,03 1,00
24.5 100 267 267 267,00 0,00 0,80 267 0,00 1,00 267,00 0,00 4,20 267 0,00 1,00
DSchnitt 0,11 0,52 0,11 1,00 0,11 2,24 0,11 1,00
10.5-11.5 100 287 287 287,00 0,00 1,50 287 0,00 1,00 287,00 0,00 6,40 287 0,00 1,00
16.5-17.5 100 276 276 276,00 0,00 1,30 276 0,00 1,00 276,00 0,00 7,50 276 0,00 1,00
22.5-23.5 100 291 291 291,00 0,00 1,20 291 0,00 1,00 291,00 0,00 5,60 291 0,00 1,00
10.5-12.5 100 291 291 291,00 0,00 2,20 291 0,00 1,00 291,00 0,00 10,10 291 0,00 1,00
16.5-18.5 100 283 283 283,00 0,00 5,70 283 0,00 1,00 283,00 0,00 11,70 283 0,00 1,00
22.5-24.5 100 290 290 290,00 0,00 2,10 290 0,00 1,00 290,00 0,00 8,90 290 0,00 1,00
DSchnitt 0,00 2,33 0,00 1,00 0,00 8,37 0,00 1,00
23.4-30.4 100 282 282 282,00 0,00 77,80 282 0,00 1,00 282,00 0,00 82,20 282 0,00 1,00
1.5-7.5 100 285 285 285,00 0,00 3,00 285 0,00 1,00 285,00 0,00 14,70 285 0,00 1,00
8.5-14.5 100 285 285 285,00 0,00 3,90 285 0,00 1,00 285,00 0,00 16,60 285 0,00 1,00
23.4-7.5 100 268 268 268,00 0,00 102,90 268 0,00 1,00 268,00 0,00 106,20 268 0,00 1,00
8.5-21.5 100 269 269 269,00 0,00 6,50 269 0,00 1,00 269,00 0,00 30,20 269 0,00 1,00
23.4-14.5 100 256 256 256,00 0,00 53,70 256 0,00 1,00 256,00 0,00 88,40 256 0,00 1,00
23.4-21.5 100 247 247 247,00 0,00 74,70 247 0,00 1,00 247,20 0,08 97,00 247 0,00 0,80
DSchnitt 0,00 46,07 0,00 1,00 0,01 62,19 0,00 0,97
23.4 95 32 32 32,00 0,00 0,02 32 0,00 1,00 32,00 0,00 0,10 32 0,00 1,00
27.4 95 128 128 128,00 0,00 4,70 128 0,00 1,00 128,00 0,00 11,40 128 0,00 1,00
1.5 95 63 63 63,00 0,00 0,00 63 0,00 1,00 63,00 0,00 0,00 63 0,00 1,00
4.5 95 126 126 126,20 0,16 13,50 126 0,00 0,80 126,30 0,24 4,80 126 0,00 0,70
7.5 95 67 67 67,00 0,00 0,00 67 0,00 1,00 67,00 0,00 0,10 67 0,00 1,00
10.5 95 129 129 130,00 0,78 0,30 130 0,78 1,00 130,00 0,78 2,00 130 0,78 1,00
17.5 95 126 126 126,00 0,00 0,90 126 0,00 1,00 126,00 0,00 2,60 126 0,00 1,00
21.5 95 67 67 67,00 0,00 1,10 67 0,00 1,00 67,00 0,00 1,30 67 0,00 1,00
24.5 95 127 127 127,40 0,31 4,10 127 0,00 0,60 127,60 0,47 14,40 127 0,00 0,40
DSchnitt 0,14 2,74 0,09 0,93 0,17 4,08 0,09 0,90
10.5-11.5 95 114 114 114,00 0,00 1,20 114 0,00 1,00 114,00 0,00 3,70 114 0,00 1,00
16.5-17.5 95 113 113 113,00 0,00 0,90 113 0,00 1,00 113,00 0,00 3,80 113 0,00 1,00
22.5-23.5 95 135 135 135,00 0,00 21,00 135 0,00 1,00 135,00 0,00 13,60 135 0,00 1,00
10.5-12.5 95 104 104 104,20 0,19 5,00 104 0,00 0,80 104,10 0,10 20,80 104 0,00 0,90
16.5-18.5 95 103 103 103,00 0,00 32,40 103 0,00 1,00 103,10 0,10 7,80 103 0,00 0,90
22.5-24.5 95 116 116 117,30 1,12 24,40 116 0,00 0,20 117,50 1,29 22,70 116 0,00 0,20
DSchnitt 0,22 14,15 0,00 0,83 0,25 12,07 0,00 0,83
23.4-30.4 95 91 91 91,20 0,22 21,20 91 0,00 0,80 91,00 0,00 37,70 91 0,00 1,00
1.5-7.5 95 90 90 90,10 0,11 5,30 90 0,00 0,90 90,00 0,00 16,70 90 0,00 1,00
8.5-14.5 95 83 83 83,60 0,72 17,50 83 0,00 0,40 83,10 0,12 40,70 83 0,00 0,90
23.4-7.5 95 69 69 69,00 0,00 26,20 69 0,00 1,00 69,00 0,00 31,80 69 0,00 1,00
8.5-21.5 95 65 65 65,00 0,00 2,20 65 0,00 1,00 65,00 0,00 9,20 65 0,00 1,00
23.4-14.5 95 56 56 57,00 1,79 2,00 57 1,79 1,00 57,00 1,79 10,00 57 1,79 1,00
23.4-21.5 95 49 49 49,10 0,20 8,60 49 0,00 0,90 49,00 0,00 22,30 49 0,00 1,00
DSchnitt 0,43 11,86 0,26 0,86 0,27 24,06 0,26 0,99
23.4 90 26 26 26,00 0,00 0,01 26 0,00 1,00 26,00 0,00 0,01 26 0,00 1,00
27.4 90 92 92 92,80 0,87 13,00 92 0,00 0,20 92,70 0,76 14,80 92 0,00 0,30
1.5 90 51 51 51,00 0,00 0,00 51 0,00 1,00 51,00 0,00 0,10 51 0,00 1,00
4.5 90 89 89 89,00 0,00 0,10 89 0,00 1,00 89,00 0,00 1,60 89 0,00 1,00
7.5 90 52 52 52,00 0,00 0,00 52 0,00 1,00 52,00 0,00 0,00 52 0,00 1,00
10.5 90 91 91 91,00 0,00 0,20 91 0,00 1,00 91,10 0,11 1,90 91 0,00 0,90
17.5 90 91 91 91,00 0,00 0,60 91 0,00 1,00 91,00 0,00 1,70 91 0,00 1,00
21.5 90 52 52 52,00 0,00 0,00 52 0,00 1,00 52,00 0,00 0,10 52 0,00 1,00
24.5 90 89 89 89,50 0,56 10,90 89 0,00 0,50 89,90 1,01 1,90 89 0,00 0,10
DSchnitt 0,16 2,76 0,00 0,86 0,21 2,46 0,00 0,81
10.5-11.5 90 79 79 79,00 0,00 0,60 79 0,00 1,00 79,00 0,00 3,10 79 0,00 1,00
16.5-17.5 90 78 78 78,00 0,00 0,50 78 0,00 1,00 78,00 0,00 2,80 78 0,00 1,00
22.5-23.5 90 93 93 94,00 1,08 0,20 94 1,08 1,00 93,90 0,97 2,40 93 0,00 0,10
10.5-12.5 90 70 70 70,00 0,00 53,20 70 0,00 1,00 70,10 0,14 16,20 70 0,00 0,90
16.5-18.5 90 70 70 70,00 0,00 0,70 70 0,00 1,00 70,00 0,00 3,20 70 0,00 1,00
22.5-24.5 90 79 79 79,30 0,38 16,20 79 0,00 0,70 79,10 0,13 39,90 79 0,00 0,90
DSchnitt 0,24 11,90 0,18 0,95 0,21 11,27 0,00 0,82
23.4-30.4 90 61 61 61,00 0,00 0,90 61 0,00 1,00 61,00 0,00 4,50 61 0,00 1,00
1.5-7.5 90 60 60 60,00 0,00 1,30 60 0,00 1,00 60,00 0,00 5,10 60 0,00 1,00
8.5-14.5 90 55 55 55,00 0,00 1,10 55 0,00 1,00 55,00 0,00 5,20 55 0,00 1,00
23.4-7.5 90 44 44 44,00 0,00 1,00 44 0,00 1,00 44,00 0,00 5,90 44 0,00 1,00
8.5-21.5 90 40 40 40,00 0,00 26,70 40 0,00 1,00 40,00 0,00 24,10 40 0,00 1,00
23.4-14.5 90 35 34 35,00 2,94 14,30 35 2,94 1,00 35,00 2,94 11,60 35 2,94 1,00
23.4-21.5 90 30 29 30,30 4,48 56,00 30 3,45 0,70 30,60 5,52 21,60 30 3,45 0,40
DSchnitt 1,06 14,47 0,91 0,96 1,21 11,14 0,91 0,91
Tabelle B.35: Ergebnisse von SA MCPSCP fu¨r reale Instanzen der DB Cargo.
B.3 Ergebnisse der Heuristiken (Kapitel 6 u. 7) und Verfahren der Literatur 227
Instanz GD MCPSCP (ohne Core) GD MCPSCP (mit Core)
Durchschnitt Best Durchschnitt Best
Name γ BK LB DSol DGap DTime Sol Gap F DSol DGap DTime Sol Gap F
23.4 100 45 45 45,00 0,00 0,02 45 0,00 1,00 45,00 0,00 0,02 45 0,00 1,00
27.4 100 270 270 270,00 0,00 0,90 270 0,00 1,00 270,00 0,00 4,50 270 0,00 1,00
1.5 100 90 90 90,00 0,00 0,00 90 0,00 1,00 90,00 0,00 0,00 90 0,00 1,00
4.5 100 271 271 271,00 0,00 0,60 271 0,00 1,00 271,00 0,00 3,60 271 0,00 1,00
7.5 100 101 101 101,00 0,00 0,00 101 0,00 1,00 101,00 0,00 0,10 101 0,00 1,00
10.5 100 272 272 272,00 0,00 1,40 272 0,00 1,00 272,00 0,00 3,90 272 0,00 1,00
17.5 100 270 270 270,00 0,00 0,80 270 0,00 1,00 270,00 0,00 4,10 270 0,00 1,00
21.5 100 97 97 98,00 1,03 0,00 98 1,03 1,00 98,00 1,03 0,10 98 1,03 1,00
24.5 100 267 267 267,00 0,00 0,60 267 0,00 1,00 267,00 0,00 4,40 267 0,00 1,00
DSchnitt 0,11 0,48 0,11 1,00 0,11 2,30 0,11 1,00
10.5-11.5 100 287 287 287,00 0,00 1,50 287 0,00 1,00 287,00 0,00 6,90 287 0,00 1,00
16.5-17.5 100 276 276 276,00 0,00 2,50 276 0,00 1,00 276,00 0,00 7,50 276 0,00 1,00
22.5-23.5 100 291 291 291,00 0,00 1,10 291 0,00 1,00 291,00 0,00 5,60 291 0,00 1,00
10.5-12.5 100 291 291 291,00 0,00 2,30 291 0,00 1,00 291,00 0,00 10,20 291 0,00 1,00
16.5-18.5 100 283 283 283,00 0,00 3,10 283 0,00 1,00 283,00 0,00 11,80 283 0,00 1,00
22.5-24.5 100 290 290 290,00 0,00 1,90 290 0,00 1,00 290,00 0,00 8,90 290 0,00 1,00
DSchnitt 0,00 2,07 0,00 1,00 0,00 8,48 0,00 1,00
23.4-30.4 100 282 282 282,00 0,00 78,80 282 0,00 1,00 282,00 0,00 88,40 282 0,00 1,00
1.5-7.5 100 285 285 285,00 0,00 2,90 285 0,00 1,00 285,00 0,00 14,80 285 0,00 1,00
8.5-14.5 100 285 285 285,00 0,00 3,50 285 0,00 1,00 285,00 0,00 16,80 285 0,00 1,00
23.4-7.5 100 268 268 268,00 0,00 121,70 268 0,00 1,00 268,20 0,07 110,90 268 0,00 0,80
8.5-21.5 100 269 269 269,00 0,00 6,40 269 0,00 1,00 269,00 0,00 30,00 269 0,00 1,00
23.4-14.5 100 256 256 256,10 0,04 39,90 256 0,00 0,90 256,00 0,00 71,60 256 0,00 1,00
23.4-21.5 100 247 247 247,00 0,00 85,50 247 0,00 1,00 247,20 0,08 77,40 247 0,00 0,80
DSchnitt 0,01 48,39 0,00 0,99 0,02 58,56 0,00 0,94
23.4 95 32 32 32,00 0,00 0,00 32 0,00 1,00 32,00 0,00 0,10 32 0,00 1,00
27.4 95 128 128 128,00 0,00 13,70 128 0,00 1,00 128,00 0,00 6,90 128 0,00 1,00
1.5 95 63 63 63,00 0,00 0,10 63 0,00 1,00 63,00 0,00 0,10 63 0,00 1,00
4.5 95 126 126 126,30 0,24 13,50 126 0,00 0,70 126,30 0,00 19,90 126 0,00 0,70
7.5 95 67 67 67,00 0,00 0,00 67 0,00 1,00 67,00 0,00 0,10 67 0,00 1,00
10.5 95 129 129 130,00 0,78 0,20 130 0,78 1,00 130,00 0,00 2,00 130 0,00 1,00
17.5 95 126 126 126,00 0,00 0,80 126 0,00 1,00 126,00 0,00 2,60 126 0,00 1,00
21.5 95 67 67 67,00 0,00 2,30 67 0,00 1,00 67,00 0,00 2,60 67 0,00 1,00
24.5 95 127 127 127,70 0,55 8,50 127 0,00 0,30 127,70 0,00 29,90 127 0,00 0,30
DSchnitt 0,17 4,34 0,09 0,89 0,00 7,13 0,00 0,89
10.5-11.5 95 114 114 114,00 0,00 1,00 114 0,00 1,00 114,00 0,00 4,20 114 0,00 1,00
16.5-17.5 95 113 113 113,00 0,00 1,10 113 0,00 1,00 113,00 0,00 3,80 113 0,00 1,00
22.5-23.5 95 135 135 135,00 0,00 17,70 135 0,00 1,00 135,00 0,00 6,70 135 0,00 1,00
10.5-12.5 95 104 104 104,30 0,29 16,70 104 0,00 0,70 104,10 0,00 11,50 104 0,00 0,90
16.5-18.5 95 103 103 103,20 0,19 5,20 103 0,00 0,80 103,00 0,00 8,50 103 0,00 1,00
22.5-24.5 95 116 116 117,40 1,21 13,30 116 0,00 0,10 117,20 0,00 46,60 116 0,00 0,30
DSchnitt 0,28 9,17 0,00 0,77 0,00 13,55 0,00 0,87
23.4-30.4 95 91 91 91,10 0,11 48,20 91 0,00 0,90 91,20 0,00 20,30 91 0,00 0,80
1.5-7.5 95 90 90 90,00 0,00 18,30 90 0,00 1,00 90,10 0,00 9,90 90 0,00 0,90
8.5-14.5 95 83 83 83,30 0,36 38,80 83 0,00 0,70 83,70 0,00 24,60 83 0,00 0,30
23.4-7.5 95 69 69 69,10 0,14 47,80 69 0,00 0,90 69,00 0,00 13,00 69 0,00 1,00
8.5-21.5 95 65 65 65,00 0,00 1,80 65 0,00 1,00 65,00 0,00 8,70 65 0,00 1,00
23.4-14.5 95 56 56 56,90 1,61 22,70 56 0,00 0,10 56,90 0,00 11,50 56 0,00 0,10
23.4-21.5 95 49 49 49,00 0,00 11,10 49 0,00 1,00 49,00 0,00 17,50 49 0,00 1,00
DSchnitt 0,32 26,96 0,00 0,80 0,00 15,07 0,00 0,73
23.4 90 26 26 26,00 0,00 0,02 26 0,00 1,00 26,00 0,00 0,10 26 0,00 1,00
27.4 90 92 92 92,90 0,98 12,20 92 0,00 0,10 92,60 0,65 18,70 92 0,00 0,40
1.5 90 51 51 51,00 0,00 0,00 51 0,00 1,00 51,00 0,00 0,10 51 0,00 1,00
4.5 90 89 89 89,00 0,00 0,00 89 0,00 1,00 89,00 0,00 1,70 89 0,00 1,00
7.5 90 52 52 52,00 0,00 0,00 52 0,00 1,00 52,00 0,00 0,00 52 0,00 1,00
10.5 90 91 91 91,00 0,00 0,30 91 0,00 1,00 91,00 0,00 14,40 91 0,00 1,00
17.5 90 91 91 91,00 0,00 0,60 91 0,00 1,00 91,00 0,00 1,70 91 0,00 1,00
21.5 90 52 52 52,00 0,00 0,00 52 0,00 1,00 52,00 0,00 0,10 52 0,00 1,00
24.5 90 89 89 89,50 0,56 2,90 89 0,00 0,50 89,70 0,79 19,50 89 0,00 0,30
DSchnitt 0,17 1,78 0,00 0,84 0,16 6,26 0,00 0,86
10.5-11.5 90 79 79 79,00 0,00 0,50 79 0,00 1,00 79,00 0,00 3,20 79 0,00 1,00
16.5-17.5 90 78 78 78,00 0,00 0,60 78 0,00 1,00 78,00 0,00 2,90 78 0,00 1,00
22.5-23.5 90 93 93 94,00 1,08 0,40 94 1,08 1,00 93,90 0,97 20,10 93 0,00 0,10
10.5-12.5 90 70 70 70,10 0,14 32,30 70 0,00 0,90 70,00 0,00 35,00 70 0,00 1,00
16.5-18.5 90 70 70 70,00 0,00 0,40 70 0,00 1,00 70,00 0,00 3,00 70 0,00 1,00
22.5-24.5 90 79 79 79,10 0,13 64,10 79 0,00 0,90 79,20 0,25 52,50 79 0,00 0,80
DSchnitt 0,22 16,38 0,18 0,97 0,20 19,45 0,00 0,82
23.4-30.4 90 61 61 61,00 0,00 1,40 61 0,00 1,00 61,00 0,00 4,80 61 0,00 1,00
1.5-7.5 90 60 60 60,00 0,00 1,00 60 0,00 1,00 60,00 0,00 4,50 60 0,00 1,00
8.5-14.5 90 55 55 55,00 0,00 0,90 55 0,00 1,00 55,00 0,00 5,00 55 0,00 1,00
23.4-7.5 90 44 44 44,00 0,00 0,70 44 0,00 1,00 44,00 0,00 6,10 44 0,00 1,00
8.5-21.5 90 40 40 40,00 0,00 4,30 40 0,00 1,00 40,00 0,00 11,40 40 0,00 1,00
23.4-14.5 90 35 34 35,00 2,94 3,80 35 2,94 1,00 35,00 2,94 15,30 35 2,94 1,00
23.4-21.5 90 30 29 30,30 4,48 61,40 30 3,45 0,70 30,40 4,83 21,60 30 3,45 0,60
DSchnitt 1,06 10,50 0,91 0,96 1,11 9,81 0,91 0,94
Tabelle B.36: Ergebnisse von GD MCPSCP fu¨r reale Instanzen der DB Cargo.
Anhang C
Ergebnisse fu¨r das MCPSCP
In diesem Anhang finden sich die Ergebnisse der Algorithmen, die im Rahmen dieser
Arbeit fu¨r das MCPSCP entwickelt wurden. Hierzu za¨hlen die Startheuristiken aus
Kapitel 5 und die SA-Algorithmen aus den Abschnitten 7.2.3 und 7.3.2. Die Algo-
rithmen wurden auf den in Abschnitt 8.1 definierten MCPSCP-Instanzen getestet,
wobei wir im Falle der realen MCPSCP-Instanzen der DB Cargo lediglich die Er-
gebnisse einer “kleinen” Auswahl interessanter Algorithmen angegeben haben.
Zur Darstellung der Ergebnisse wurden das Tabellenlayout und die Notationen aus
Anhang B verwendet, wobei wir lediglich an einigen wenigen Stellen von der dort
gewa¨hlten Darstellung der Ergebnisse abgewichen sind. Wir verzichten daher auf
eine Beschreibung dieser Grundlagen und gehen lediglich auf die wesentlichen Un-
terschiede der Bezeichnungen und Darstellungen ein. Alle wichtigen Angaben zu den
Notationen, Algorithmen und verwendeten Rechnern lassen sich, soweit in diesem
Anhang nicht explizit darauf eingegangen wird, aus Anhang B entnehmen.
Im Folgenden sollen nun einige Angaben und Notationen der Ergebnistabellen
erla¨utert werden. Unter der Rubrik “Instanz” ist in der Spalte Klasse stets der
Name einer Klasse von Instanzen zu finden. Der Name einer Klasse wurde gema¨ß
den Bezeichnungen aus Abschnitt 8.1.3 gewa¨hlt. Die Klasse gibt dabei die Wahl der
Gewichte ω1, . . . , ωK fu¨r einzelne Instanzen dieser Klasse vor. Im Falle der Start-
heuristiken werden wie in Anhang B lediglich die durchschnittlichen Ergebnisse auf
diesen Klassen unter Beru¨cksichtigung unterschiedlicher γ angegeben. Im Falle der
SA-Verfahren und CPLEX 7.0 werden die Ergebnisse auf einzelnen Instanzen dieser
Klassen unter Beru¨cksichtigung verschiedener γ pra¨sentiert. Der Name einer Instanz
einer Klasse ist in der Spalte Name unter der Rubrik “Instanz” eingetragen.
Im Falle der MCPSCP-Instanzen der DB Cargo verzichten wir hingegen auf eine
Angabe des Parameters γ, da dieser fu¨r jede einzelne Instanz festgelegt wurde (siehe
Tabelle 8.9).
Die Berechnung unterer Schranken erfolgte lediglich fu¨r alle MCPSCP-Instanzen
der Klassen DB M A und DB M B sowie fu¨r einzelne Instanzen der Klassen Gew I,
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Gew II 1, Gew II 2, Gew III 1 und Gew III 2 unter Beru¨cksichtigung verschiedener
γ (siehe Tabelle C.7). In der Tabelle C.7 beziehen sich die Werte fu¨r DGap und Gap
daher stets auf die untere Schranke fu¨r die einzelnen Probleminstanzen. Dies gilt
auch fu¨r alle Ergebnisse, die sich auf die Klassen DB M A und DB M B beziehen. In
allen anderen Fa¨llen wurde zur Berechnung von DGap und Gap anstatt der unteren
Schranke stets der beste bekannte Zielfunktionswert (siehe Spalte BK) verwendet.
Fu¨r die Algorithmen SA MCPSCP und GD MCPSCP wa¨hlten wir eine maximale
Rechenzeit Time Max=200 (in Sekunden) auf jeder MCPSCP-Instanz. Ferner wur-
den auf jeder MCPSCP-Instanz 10 Durchla¨ufe ausgefu¨hrt.
Auf den realen MCPSCP-Instanzen der DB Cargo fu¨hrten die Multi-Start-
Algorithmen 15 interne Iterationen aus, d.h. wir wa¨hlten n = 15. Auf allen anderen
MCPSCP-Instanzen wurde n = 40 gewa¨hlt.
C.1 Ergebnisse der Startheuristiken
Startheuristik Instanz Durchschnitt Best
Name Verbesserungsverfahren Klasse DGap DTime Gap F
Greedy - DB M A 8,62 0,33 8,62 1,00
GR REM - DB M A 8,06 0,56 7,45 0,68
GR REM Rem Add FI DB M A 1,74 3,24 1,15 0,32
GR REM Add B Rem DB M A 7,76 7,23 7,02 0,78
GRASP-γ - DB M A 8,72 0,33 6,48 0,07
GRASP-γ Rem Add FI DB M A 2,21 5,69 1,03 0,08
GRASP-γ Rem Add BI DB M A 2,22 17,32 1,21 0,11
Greedy - DB M B 2,25 5,50 2,25 1,00
GR REM - DB M B 1,12 9,45 0,90 0,28
GR REM Rem Add FI DB M B 0,90 39,09 0,59 0,10
GR REM Add B Rem DB M B 0,64 106,26 0,49 0,43
GRASP-γ - DB M B 3,07 5,67 2,06 0,07
GRASP-γ Rem Add FI DB M B 1,63 61,11 1,14 0,08
GRASP-γ Rem Add BI DB M B 1,37 182,65 0,86 0,14
Greedy - DB M C 2,79 16,42 2,79 1,00
GR REM - DB M C 2,18 23,98 1,58 0,25
GR REM Rem Add FI DB M C 1,41 173,42 0,71 0,08
GR REM Add B Rem DB M C 1,31 331,87 1,00 0,40
GRASP-γ - DB M C 4,10 16,73 2,12 0,07
GRASP-γ Rem Add FI DB M C 2,28 205,85 1,02 0,07
GRASP-γ Rem Add BI DB M C 1,84 511,74 0,85 0,07
Tabelle C.1: Durchschnittliche Ergebnisse der Startheuristiken fu¨r reale Instanzen
der DB Cargo unter Beru¨cksichtigung von Multiple Coverage.
230 Kapitel C. Ergebnisse fu¨r das MCPSCP
Startheuristik Instanz Durchschnitt Best
Name Verbesserungsverfahren Klasse γ DGap DTime Gap F
Greedy - Gew I 100 4,01 0,95 4,01 1,00
GR REM - Gew I 100 2,75 1,06 2,19 0,34
GR REM Add B Rem Gew I 100 1,43 4,72 1,12 0,61
GR REM Add L Rem Gew I 100 1,68 3,47 1,27 0,45
GR REM Rem Add FI Gew I 100 1,57 6,83 0,74 0,20
GR REM Rem Add BI Gew I 100 1,34 18,74 0,74 0,35
GRASP-γ - Gew I 100 4,90 0,92 2,85 0,13
GRASP-γ Add B Rem Gew I 100 2,73 5,76 1,36 0,18
GRASP-γ Add L Rem Gew I 100 3,27 3,50 1,60 0,13
GRASP-γ Rem Add FI Gew I 100 1,64 8,83 0,49 0,14
GRASP-γ Rem Add BI Gew I 100 1,40 35,79 0,39 0,18
GRASP-p - Gew I 100 5,59 0,86 2,84 0,04
GRASP-p Rem Add FI Gew I 100 1,92 9,58 0,63 0,11
BaHo - Gew I 100 37,89 0,08 32,26 0,03
Greedy - Gew I 95 3,30 1,12 3,30 1,00
GR REM - Gew I 95 2,31 1,16 1,68 0,41
GR REM Add B Rem Gew I 95 1,36 3,66 0,90 0,51
GR REM Add L Rem Gew I 95 1,48 2,89 0,93 0,46
GR REM Rem Add FI Gew I 95 1,63 6,46 0,96 0,30
GR REM Rem Add BI Gew I 95 1,48 15,14 1,06 0,43
GRASP-γ - Gew I 95 3,68 0,92 2,10 0,15
GRASP-γ Add B Rem Gew I 95 2,15 3,95 1,08 0,18
GRASP-γ Add L Rem Gew I 95 2,53 2,69 1,45 0,17
GRASP-γ Rem Add FI Gew I 95 1,66 7,94 0,51 0,21
GRASP-γ Rem Add BI Gew I 95 1,65 29,91 0,66 0,24
GRASP-p - Gew I 95 3,91 0,85 1,97 0,10
GRASP-p Rem Add FI Gew I 95 1,66 8,89 0,61 0,15
BaHo - Gew I 95 52,97 0,07 45,76 0,03
Greedy - Gew I 90 2,83 1,01 2,83 1,00
GR REM - Gew I 90 2,15 1,14 1,67 0,49
GR REM Add B Rem Gew I 90 1,33 3,29 0,82 0,61
GR REM Add L Rem Gew I 90 1,44 2,73 1,01 0,55
GR REM Rem Add FI Gew I 90 1,49 6,19 0,73 0,27
GR REM Rem Add BI Gew I 90 1,49 14,26 0,96 0,54
GRASP-γ - Gew I 90 3,20 0,91 2,07 0,31
GRASP-γ Add B Rem Gew I 90 2,01 3,63 1,31 0,38
GRASP-γ Add L Rem Gew I 90 2,32 2,55 1,44 0,33
GRASP-γ Rem Add FI Gew I 90 1,45 7,37 0,55 0,26
GRASP-γ Rem Add BI Gew I 90 1,43 27,52 0,60 0,31
GRASP-p - Gew I 90 3,33 0,85 1,98 0,13
GRASP-p Rem Add FI Gew I 90 1,46 8,40 0,58 0,24
BaHo - Gew I 90 59,38 0,06 51,06 0,03
Greedy - Gew I 80 1,43 1,04 1,43 1,00
GR REM - Gew I 80 0,53 1,34 0,24 0,61
GR REM Add B Rem Gew I 80 0,42 3,47 0,16 0,61
GR REM Add L Rem Gew I 80 0,45 3,12 0,18 0,54
GR REM Rem Add FI Gew I 80 0,25 7,14 0,03 0,46
GR REM Rem Add BI Gew I 80 0,28 18,64 0,04 0,56
GRASP-γ - Gew I 80 1,58 1,04 1,14 0,43
GRASP-γ Add B Rem Gew I 80 1,26 4,05 1,08 0,62
GRASP-γ Add L Rem Gew I 80 1,34 2,80 1,10 0,46
GRASP-γ Rem Add FI Gew I 80 0,33 9,37 0,02 0,39
GRASP-γ Rem Add BI Gew I 80 0,31 34,01 0,04 0,45
GRASP-p - Gew I 80 1,72 0,98 0,96 0,25
GRASP-p Rem Add FI Gew I 80 0,33 10,25 0,01 0,31
BaHo - Gew I 80 74,07 0,05 66,09 0,03
Greedy - Gew I 60 1,30 1,16 1,30 1,00
GR REM - Gew I 60 0,53 1,29 0,27 0,63
GR REM Add B Rem Gew I 60 0,46 3,11 0,17 0,61
GR REM Add L Rem Gew I 60 0,47 3,04 0,17 0,58
GR REM Rem Add FI Gew I 60 0,28 7,40 0,09 0,48
GR REM Rem Add BI Gew I 60 0,31 17,11 0,15 0,62
GRASP-γ - Gew I 60 1,51 1,01 1,18 0,48
GRASP-γ Add B Rem Gew I 60 1,27 4,03 0,99 0,54
GRASP-γ Add L Rem Gew I 60 1,38 2,73 1,05 0,52
GRASP-γ Rem Add FI Gew I 60 0,30 9,28 0,02 0,40
GRASP-γ Rem Add BI Gew I 60 0,31 34,16 0,02 0,40
GRASP-p - Gew I 60 1,60 0,94 1,04 0,25
GRASP-p Rem Add FI Gew I 60 0,33 9,83 0,04 0,28
BaHo - Gew I 60 79,59 0,04 72,60 0,03
Tabelle C.2: Durchschnittliche Ergebnisse der Startheuristiken fu¨r die Klasse Gew I
unter Beru¨cksichtigung verschiedener U¨berdeckungsgrade.
C.1 Ergebnisse der Startheuristiken 231
Startheuristik Instanz Durchschnitt Best
Name Verbesserungsverfahren Klasse γ DGap DTime Gap F
Greedy - Gew II 1 100 4,02 0,86 4,02 1,00
GR REM - Gew II 1 100 2,82 0,99 2,10 0,25
GR REM Add B Rem Gew II 1 100 1,52 4,71 0,96 0,37
GR REM Add L Rem Gew II 1 100 1,79 3,17 1,17 0,34
GR REM Rem Add FI Gew II 1 100 1,52 6,79 0,69 0,16
GR REM Rem Add BI Gew II 1 100 1,39 17,73 0,79 0,30
GRASP-γ - Gew II 1 100 4,28 0,85 2,65 0,16
GRASP-γ Add B Rem Gew II 1 100 2,32 5,39 1,42 0,21
GRASP-γ Add L Rem Gew II 1 100 2,82 3,26 1,64 0,16
GRASP-γ Rem Add FI Gew II 1 100 1,48 8,03 0,39 0,14
GRASP-γ Rem Add BI Gew II 1 100 1,23 24,18 0,43 0,23
GRASP-p - Gew II 1 100 4,68 0,79 2,66 0,03
GRASP-p Rem Add FI Gew II 1 100 1,65 9,48 0,46 0,11
BaHo - Gew II 1 100 37,55 0,12 32,04 0,03
Greedy - Gew II 1 95 3,24 0,93 3,24 1,00
GR REM - Gew II 1 95 2,34 1,05 1,58 0,30
GR REM Add B Rem Gew II 1 95 1,47 3,85 0,88 0,40
GR REM Add L Rem Gew II 1 95 1,60 2,78 0,95 0,36
GR REM Rem Add FI Gew II 1 95 1,55 5,90 0,91 0,26
GR REM Rem Add BI Gew II 1 95 1,48 12,59 0,96 0,33
GRASP-γ - Gew II 1 95 3,37 0,86 2,12 0,22
GRASP-γ Add B Rem Gew II 1 95 1,87 4,34 1,07 0,26
GRASP-γ Add L Rem Gew II 1 95 2,31 2,74 1,21 0,24
GRASP-γ Rem Add FI Gew II 1 95 1,56 6,80 0,65 0,20
GRASP-γ Rem Add BI Gew II 1 95 1,47 19,85 0,63 0,22
GRASP-p - Gew II 1 95 3,55 0,79 1,76 0,07
GRASP-p Rem Add FI Gew II 1 95 1,52 7,88 0,51 0,20
BaHo - Gew II 1 95 49,62 0,09 43,05 0,03
Greedy - Gew II 1 90 2,90 0,91 2,90 1,00
GR REM - Gew II 1 90 2,20 1,03 1,66 0,42
GR REM Add B Rem Gew II 1 90 1,43 3,33 0,98 0,48
GR REM Add L Rem Gew II 1 90 1,55 2,64 1,08 0,43
GR REM Rem Add FI Gew II 1 90 1,50 5,49 0,86 0,31
GR REM Rem Add BI Gew II 1 90 1,47 11,79 0,91 0,53
GRASP-γ - Gew II 1 90 3,07 0,83 1,79 0,20
GRASP-γ Add B Rem Gew II 1 90 1,99 3,89 1,08 0,24
GRASP-γ Add L Rem Gew II 1 90 2,28 2,53 1,30 0,22
GRASP-γ Rem Add FI Gew II 1 90 1,46 6,99 0,62 0,21
GRASP-γ Rem Add BI Gew II 1 90 1,39 19,48 0,65 0,22
GRASP-p - Gew II 1 90 3,16 0,77 1,81 0,11
GRASP-p Rem Add FI Gew II 1 90 1,42 7,42 0,54 0,20
BaHo - Gew II 1 90 54,23 0,08 47,82 0,03
Greedy - Gew II 1 80 1,42 0,85 1,42 1,00
GR REM - Gew II 1 80 0,78 1,22 0,27 0,43
GR REM Add B Rem Gew II 1 80 0,64 3,50 0,12 0,48
GR REM Add L Rem Gew II 1 80 0,67 3,08 0,13 0,43
GR REM Rem Add FI Gew II 1 80 0,34 6,29 0,04 0,44
GR REM Rem Add BI Gew II 1 80 0,32 13,81 0,11 0,48
GRASP-γ - Gew II 1 80 1,47 0,96 0,96 0,34
GRASP-γ Add B Rem Gew II 1 80 1,15 3,96 0,79 0,41
GRASP-γ Add L Rem Gew II 1 80 1,31 2,78 0,90 0,35
GRASP-γ Rem Add FI Gew II 1 80 0,34 8,59 0,03 0,28
GRASP-γ Rem Add BI Gew II 1 80 0,32 25,36 0,06 0,33
GRASP-p - Gew II 1 80 1,76 0,91 1,03 0,13
GRASP-p Rem Add FI Gew II 1 80 0,36 8,60 0,03 0,25
BaHo - Gew II 1 80 64,55 0,08 59,29 0,03
Greedy - Gew II 1 60 1,81 0,93 1,81 1,00
GR REM - Gew II 1 60 0,72 1,01 0,29 0,70
GR REM Add B Rem Gew II 1 60 0,70 3,75 0,29 0,68
GR REM Add L Rem Gew II 1 60 0,71 3,18 0,29 0,71
GR REM Rem Add FI Gew II 1 60 0,31 5,78 0,11 0,51
GR REM Rem Add BI Gew II 1 60 0,33 12,30 0,14 0,72
GRASP-γ - Gew II 1 60 1,59 0,81 1,19 0,18
GRASP-γ Add B Rem Gew II 1 60 1,39 3,89 1,02 0,29
GRASP-γ Add L Rem Gew II 1 60 1,51 2,83 1,15 0,24
GRASP-γ Rem Add FI Gew II 1 60 0,32 7,97 0,10 0,29
GRASP-γ Rem Add BI Gew II 1 60 0,29 23,68 0,05 0,31
GRASP-p - Gew II 1 60 1,61 0,75 0,93 0,12
GRASP-p Rem Add FI Gew II 1 60 0,34 8,33 0,06 0,27
BaHo - Gew II 1 60 66,18 0,05 61,24 0,03
Tabelle C.3: Durchschnittliche Ergebnisse der Startheuristiken fu¨r die Klasse
Gew II 1 unter Beru¨cksichtigung verschiedener U¨berdeckungsgrade.
232 Kapitel C. Ergebnisse fu¨r das MCPSCP
Startheuristik Instanz Durchschnitt Best
Name Verbesserungsverfahren Klasse γ DGap DTime Gap F
Greedy - Gew II 2 100 5,35 0,82 5,35 1,00
GR REM - Gew II 2 100 4,19 0,81 2,84 0,28
GR REM Add B Rem Gew II 2 100 2,63 5,20 1,48 0,45
GR REM Add L Rem Gew II 2 100 2,95 2,86 1,73 0,34
GR REM Rem Add FI Gew II 2 100 2,21 5,46 0,80 0,05
GR REM Rem Add BI Gew II 2 100 2,07 14,97 1,04 0,17
GRASP-γ - Gew II 2 100 6,08 0,70 3,50 0,03
GRASP-γ Add B Rem Gew II 2 100 3,44 6,14 1,42 0,09
GRASP-γ Add L Rem Gew II 2 100 4,15 2,72 2,07 0,04
GRASP-γ Rem Add FI Gew II 2 100 2,40 5,87 0,79 0,04
GRASP-γ Rem Add BI Gew II 2 100 1,99 17,59 0,52 0,08
GRASP-p - Gew II 2 100 6,71 0,63 3,30 0,03
GRASP-p Rem Add FI Gew II 2 100 2,59 7,10 0,76 0,03
BaHo - Gew II 2 100 24,43 0,12 17,15 0,03
Greedy - Gew II 2 95 4,37 0,66 4,37 1,00
GR REM - Gew II 2 95 3,13 0,81 2,07 0,31
GR REM Add B Rem Gew II 2 95 2,02 2,98 1,11 0,38
GR REM Add L Rem Gew II 2 95 2,20 2,19 1,18 0,30
GR REM Rem Add FI Gew II 2 95 2,01 4,28 1,10 0,15
GR REM Rem Add BI Gew II 2 95 1,92 9,47 1,18 0,23
GRASP-γ - Gew II 2 95 4,56 0,65 2,30 0,04
GRASP-γ Add B Rem Gew II 2 95 2,79 3,67 1,19 0,05
GRASP-γ Add L Rem Gew II 2 95 3,24 2,09 1,56 0,06
GRASP-γ Rem Add FI Gew II 2 95 2,17 5,20 0,82 0,07
GRASP-γ Rem Add BI Gew II 2 95 2,13 12,56 0,75 0,04
GRASP-p - Gew II 2 95 4,75 0,61 2,27 0,03
GRASP-p Rem Add FI Gew II 2 95 2,19 5,72 0,66 0,06
BaHo - Gew II 2 95 42,77 0,10 33,40 0,03
Greedy - Gew II 2 90 3,62 0,70 3,62 1,00
GR REM - Gew II 2 90 2,86 0,76 1,93 0,39
GR REM Add B Rem Gew II 2 90 1,90 2,80 0,88 0,39
GR REM Add L Rem Gew II 2 90 2,07 2,08 1,13 0,38
GR REM Rem Add FI Gew II 2 90 1,83 3,79 0,91 0,18
GR REM Rem Add BI Gew II 2 90 1,75 7,43 1,11 0,29
GRASP-γ - Gew II 2 90 3,66 0,63 1,82 0,09
GRASP-γ Add B Rem Gew II 2 90 2,38 3,29 1,08 0,15
GRASP-γ Add L Rem Gew II 2 90 2,73 2,04 1,21 0,10
GRASP-γ Rem Add FI Gew II 2 90 1,82 4,58 0,70 0,14
GRASP-γ Rem Add BI Gew II 2 90 1,78 10,84 0,69 0,14
GRASP-p - Gew II 2 90 3,90 0,58 2,00 0,04
GRASP-p Rem Add FI Gew II 2 90 1,88 5,54 0,75 0,09
BaHo - Gew II 2 90 49,08 0,09 38,12 0,03
Greedy - Gew II 2 80 1,65 0,55 1,65 1,00
GR REM - Gew II 2 80 1,11 0,84 0,50 0,46
GR REM Add B Rem Gew II 2 80 0,87 2,45 0,31 0,54
GR REM Add L Rem Gew II 2 80 0,92 2,28 0,33 0,46
GR REM Rem Add FI Gew II 2 80 0,65 4,19 0,17 0,31
GR REM Rem Add BI Gew II 2 80 0,66 8,64 0,21 0,41
GRASP-γ - Gew II 2 80 1,79 0,68 0,59 0,14
GRASP-γ Add B Rem Gew II 2 80 1,43 2,95 0,56 0,31
GRASP-γ Add L Rem Gew II 2 80 1,53 2,23 0,56 0,18
GRASP-γ Rem Add FI Gew II 2 80 0,63 5,21 0,16 0,20
GRASP-γ Rem Add BI Gew II 2 80 0,62 12,41 0,12 0,26
GRASP-p - Gew II 2 80 2,19 0,62 0,87 0,05
GRASP-p Rem Add FI Gew II 2 80 0,65 6,71 0,04 0,16
BaHo - Gew II 2 80 61,87 0,09 51,51 0,03
Greedy - Gew II 2 60 1,79 0,70 1,79 1,00
GR REM - Gew II 2 60 1,08 0,75 0,52 0,58
GR REM Add B Rem Gew II 2 60 0,93 3,37 0,42 0,69
GR REM Add L Rem Gew II 2 60 0,96 2,52 0,42 0,58
GR REM Rem Add FI Gew II 2 60 0,58 3,79 0,21 0,49
GR REM Rem Add BI Gew II 2 60 0,59 7,88 0,24 0,52
GRASP-γ - Gew II 2 60 1,92 0,61 0,93 0,16
GRASP-γ Add B Rem Gew II 2 60 1,68 3,32 0,68 0,23
GRASP-γ Add L Rem Gew II 2 60 1,73 2,32 0,72 0,19
GRASP-γ Rem Add FI Gew II 2 60 0,64 4,98 0,07 0,21
GRASP-γ Rem Add BI Gew II 2 60 0,61 11,84 0,02 0,24
GRASP-p - Gew II 2 60 2,13 0,56 0,79 0,09
GRASP-p Rem Add FI Gew II 2 60 0,63 7,86 0,15 0,17
BaHo - Gew II 2 60 66,63 0,06 58,17 0,03
Tabelle C.4: Durchschnittliche Ergebnisse der Startheuristiken fu¨r die Klasse
Gew II 2 unter Beru¨cksichtigung verschiedener U¨berdeckungsgrade.
C.1 Ergebnisse der Startheuristiken 233
Startheuristik Instanz Durchschnitt Best
Name Verbesserungsverfahren Klasse γ DGap DTime Gap F
Greedy - Gew III 1 100 3,81 0,87 3,81 1,00
GR REM - Gew III 1 100 2,15 0,90 1,72 0,27
GR REM Add B Rem Gew III 1 100 1,08 4,58 0,73 0,41
GR REM Add L Rem Gew III 1 100 1,18 3,44 0,81 0,33
GR REM Rem Add FI Gew III 1 100 1,22 5,28 0,50 0,29
GR REM Rem Add BI Gew III 1 100 0,97 12,72 0,58 0,38
GRASP-γ - Gew III 1 100 3,81 0,78 2,25 0,24
GRASP-γ Add B Rem Gew III 1 100 2,18 5,72 1,33 0,28
GRASP-γ Add L Rem Gew III 1 100 2,53 3,59 1,52 0,24
GRASP-γ Rem Add FI Gew III 1 100 1,17 6,37 0,43 0,21
GRASP-γ Rem Add BI Gew III 1 100 0,95 18,95 0,44 0,28
GRASP-p - Gew III 1 100 4,59 0,71 1,89 0,03
GRASP-p Rem Add FI Gew III 1 100 1,38 7,58 0,35 0,18
BaHo - Gew III 1 100 31,71 0,11 25,34 0,03
Greedy - Gew III 1 95 2,48 1,01 2,48 1,00
GR REM - Gew III 1 95 1,70 0,97 1,26 0,37
GR REM Add B Rem Gew III 1 95 0,89 3,48 0,63 0,37
GR REM Add L Rem Gew III 1 95 1,01 2,79 0,72 0,37
GR REM Rem Add FI Gew III 1 95 1,23 4,03 0,70 0,45
GR REM Rem Add BI Gew III 1 95 1,15 6,89 0,86 0,53
GRASP-γ - Gew III 1 95 2,70 0,78 1,50 0,34
GRASP-γ Add B Rem Gew III 1 95 1,53 3,61 0,95 0,44
GRASP-γ Add L Rem Gew III 1 95 1,83 2,61 1,17 0,37
GRASP-γ Rem Add FI Gew III 1 95 1,13 5,68 0,36 0,34
GRASP-γ Rem Add BI Gew III 1 95 1,16 14,67 0,48 0,39
GRASP-p - Gew III 1 95 2,93 0,72 1,29 0,10
GRASP-p Rem Add FI Gew III 1 95 1,28 6,64 0,45 0,31
BaHo - Gew III 1 95 49,11 0,10 41,44 0,03
Greedy - Gew III 1 90 2,19 0,91 2,19 1,00
GR REM - Gew III 1 90 1,69 0,96 1,30 0,36
GR REM Add B Rem Gew III 1 90 0,90 3,43 0,62 0,50
GR REM Add L Rem Gew III 1 90 1,02 2,71 0,72 0,44
GR REM Rem Add FI Gew III 1 90 1,23 3,99 0,68 0,34
GR REM Rem Add BI Gew III 1 90 1,11 6,25 0,72 0,46
GRASP-γ - Gew III 1 90 2,49 0,77 1,55 0,36
GRASP-γ Add B Rem Gew III 1 90 1,54 3,21 0,87 0,40
GRASP-γ Add L Rem Gew III 1 90 1,80 2,52 1,01 0,37
GRASP-γ Rem Add FI Gew III 1 90 1,05 5,29 0,44 0,37
GRASP-γ Rem Add BI Gew III 1 90 1,07 13,52 0,52 0,38
GRASP-p - Gew III 1 90 2,54 0,70 1,46 0,05
GRASP-p Rem Add FI Gew III 1 90 1,14 6,24 0,41 0,27
BaHo - Gew III 1 90 56,66 0,08 47,56 0,03
Greedy - Gew III 1 80 0,94 0,89 0,94 1,00
GR REM - Gew III 1 80 0,25 1,13 0,12 0,48
GR REM Add B Rem Gew III 1 80 0,19 3,16 0,05 0,43
GR REM Add L Rem Gew III 1 80 0,19 3,05 0,05 0,47
GR REM Rem Add FI Gew III 1 80 0,16 4,39 0,02 0,50
GR REM Rem Add BI Gew III 1 80 0,15 7,98 0,03 0,61
GRASP-γ - Gew III 1 80 0,85 0,88 0,60 0,46
GRASP-γ Add B Rem Gew III 1 80 0,79 3,07 0,59 0,57
GRASP-γ Add L Rem Gew III 1 80 0,80 2,93 0,59 0,54
GRASP-γ Rem Add FI Gew III 1 80 0,13 6,44 0,02 0,44
GRASP-γ Rem Add BI Gew III 1 80 0,11 14,18 0,00 0,47
GRASP-p - Gew III 1 80 0,93 0,83 0,37 0,07
GRASP-p Rem Add FI Gew III 1 80 0,15 7,51 0,00 0,34
BaHo - Gew III 1 80 74,67 0,08 66,74 0,03
Greedy - Gew III 1 60 0,74 0,88 0,74 1,00
GR REM - Gew III 1 60 0,18 1,09 0,09 0,53
GR REM Add B Rem Gew III 1 60 0,15 3,03 0,07 0,56
GR REM Add L Rem Gew III 1 60 0,17 3,01 0,08 0,48
GR REM Rem Add FI Gew III 1 60 0,10 4,56 0,03 0,51
GR REM Rem Add BI Gew III 1 60 0,09 7,83 0,03 0,52
GRASP-γ - Gew III 1 60 0,77 0,84 0,51 0,41
GRASP-γ Add B Rem Gew III 1 60 0,71 2,86 0,49 0,44
GRASP-γ Add L Rem Gew III 1 60 0,73 2,76 0,49 0,46
GRASP-γ Rem Add FI Gew III 1 60 0,13 6,47 0,01 0,40
GRASP-γ Rem Add BI Gew III 1 60 0,11 14,60 0,03 0,45
GRASP-p - Gew III 1 60 0,88 0,79 0,40 0,10
GRASP-p Rem Add FI Gew III 1 60 0,11 7,37 0,03 0,42
BaHo - Gew III 1 60 84,66 0,06 78,41 0,03
Tabelle C.5: Durchschnittliche Ergebnisse der Startheuristiken fu¨r die Klasse
Gew III 1 unter Beru¨cksichtigung verschiedener U¨berdeckungsgrade.
234 Kapitel C. Ergebnisse fu¨r das MCPSCP
Startheuristik Instanz Durchschnitt Best
Name Verbesserungsverfahren Klasse γ DGap DTime Gap F
Greedy - Gew III 2 100 6,15 0,52 6,15 1,00
GR REM - Gew III 2 100 4,28 0,72 2,89 0,21
GR REM Add B Rem Gew III 2 100 2,69 4,86 1,51 0,36
GR REM Add L Rem Gew III 2 100 2,94 2,90 1,67 0,30
GR REM Rem Add FI Gew III 2 100 1,88 4,86 0,67 0,10
GR REM Rem Add BI Gew III 2 100 1,57 15,14 0,87 0,18
GRASP-γ - Gew III 2 100 6,04 0,63 3,21 0,09
GRASP-γ Add B Rem Gew III 2 100 3,23 6,61 1,53 0,18
GRASP-γ Add L Rem Gew III 2 100 4,17 2,94 2,13 0,08
GRASP-γ Rem Add FI Gew III 2 100 1,92 5,07 0,60 0,07
GRASP-γ Rem Add BI Gew III 2 100 1,65 16,02 0,56 0,12
GRASP-p - Gew III 2 100 7,05 0,57 3,41 0,03
GRASP-p Rem Add FI Gew III 2 100 2,23 5,71 0,64 0,05
BaHo - Gew III 2 100 19,19 0,13 12,50 0,03
Greedy - Gew III 2 95 3,75 0,53 3,75 1,00
GR REM - Gew III 2 95 2,95 0,72 1,91 0,29
GR REM Add B Rem Gew III 2 95 1,93 2,80 1,09 0,36
GR REM Add L Rem Gew III 2 95 2,10 2,10 1,15 0,32
GR REM Rem Add FI Gew III 2 95 1,81 3,75 1,06 0,20
GR REM Rem Add BI Gew III 2 95 1,65 7,77 1,06 0,34
GRASP-γ - Gew III 2 95 4,28 0,58 2,68 0,13
GRASP-γ Add B Rem Gew III 2 95 2,54 3,37 1,55 0,15
GRASP-γ Add L Rem Gew III 2 95 2,96 1,97 1,78 0,15
GRASP-γ Rem Add FI Gew III 2 95 1,72 4,63 0,65 0,10
GRASP-γ Rem Add BI Gew III 2 95 1,63 11,44 0,67 0,13
GRASP-p - Gew III 2 95 4,68 0,55 2,34 0,04
GRASP-p Rem Add FI Gew III 2 95 1,89 5,09 0,58 0,07
BaHo - Gew III 2 95 38,18 0,09 28,63 0,03
Greedy - Gew III 2 90 3,65 0,52 3,65 1,00
GR REM - Gew III 2 90 2,66 0,68 1,74 0,30
GR REM Add B Rem Gew III 2 90 1,78 2,83 0,89 0,32
GR REM Add L Rem Gew III 2 90 1,92 2,00 0,98 0,28
GR REM Rem Add FI Gew III 2 90 1,62 3,61 0,75 0,23
GR REM Rem Add BI Gew III 2 90 1,48 8,02 0,94 0,36
GRASP-γ - Gew III 2 90 3,80 0,55 2,27 0,17
GRASP-γ Add B Rem Gew III 2 90 2,30 3,16 1,28 0,23
GRASP-γ Add L Rem Gew III 2 90 2,77 1,90 1,52 0,19
GRASP-γ Rem Add FI Gew III 2 90 1,66 4,37 0,61 0,15
GRASP-γ Rem Add BI Gew III 2 90 1,55 10,13 0,69 0,21
GRASP-p - Gew III 2 90 3,85 0,50 2,05 0,03
GRASP-p Rem Add FI Gew III 2 90 1,66 4,80 0,68 0,09
BaHo - Gew III 2 90 47,33 0,08 36,62 0,03
Greedy - Gew III 2 80 1,62 0,48 1,62 1,00
GR REM - Gew III 2 80 0,96 0,76 0,43 0,53
GR REM Add B Rem Gew III 2 80 0,87 2,78 0,35 0,55
GR REM Add L Rem Gew III 2 80 0,88 2,30 0,36 0,56
GR REM Rem Add FI Gew III 2 80 0,47 3,97 0,11 0,38
GR REM Rem Add BI Gew III 2 80 0,48 8,70 0,14 0,49
GRASP-γ - Gew III 2 80 1,75 0,62 1,20 0,27
GRASP-γ Add B Rem Gew III 2 80 1,58 2,92 1,18 0,39
GRASP-γ Add L Rem Gew III 2 80 1,63 2,14 1,19 0,32
GRASP-γ Rem Add FI Gew III 2 80 0,50 4,92 0,07 0,20
GRASP-γ Rem Add BI Gew III 2 80 0,49 12,02 0,12 0,31
GRASP-p - Gew III 2 80 2,18 0,57 1,09 0,08
GRASP-p Rem Add FI Gew III 2 80 0,50 5,44 0,03 0,18
BaHo - Gew III 2 80 64,58 0,08 53,05 0,03
Greedy - Gew III 2 60 1,70 0,63 1,70 1,00
GR REM - Gew III 2 60 0,98 0,72 0,31 0,60
GR REM Add B Rem Gew III 2 60 0,92 2,47 0,26 0,61
GR REM Add L Rem Gew III 2 60 0,95 2,39 0,29 0,59
GR REM Rem Add FI Gew III 2 60 0,45 3,70 0,04 0,28
GR REM Rem Add BI Gew III 2 60 0,42 8,67 0,07 0,50
GRASP-γ - Gew III 2 60 1,90 0,58 1,48 0,25
GRASP-γ Add B Rem Gew III 2 60 1,70 2,78 1,32 0,36
GRASP-γ Add L Rem Gew III 2 60 1,78 2,18 1,41 0,33
GRASP-γ Rem Add FI Gew III 2 60 0,45 4,71 0,08 0,22
GRASP-γ Rem Add BI Gew III 2 60 0,51 12,63 0,12 0,30
GRASP-p - Gew III 2 60 2,20 0,54 0,92 0,12
GRASP-p Rem Add FI Gew III 2 60 0,42 5,42 0,06 0,23
BaHo - Gew III 2 60 77,95 0,05 67,90 0,03
Tabelle C.6: Durchschnittliche Ergebnisse der Startheuristiken fu¨r die Klasse
Gew III 2 unter Beru¨cksichtigung verschiedener U¨berdeckungsgrade.
C.2 Ergebnisse der Heuristiken (Kapitel 7) und CPLEX 7.0 235
C.2 Ergebnisse der Heuristiken (Kapitel 7) und
CPLEX 7.0
Instanz CPLEX 7.0 SA MCPSCP (ohne Core)
Best Durchschnitt Best
Name Klasse γ LB Sol Gap ETime DSol DGap DTime Sol Gap F
SCP41 Gew I 100 519,40 519,40 0,00 0 519,61 0,04 2,40 519,40 0,00 0,30
SCP41 Gew III 1 95 420,00 420,00 0,00 0 420,00 0,00 0,60 420,00 0,00 1,00
SCP41 Gew II 2 90 319,35 319,35 0,00 0 319,35 0,00 9,30 319,35 0,00 1,00
SCP41 Gew II 1 80 295,19 295,19 0,00 1 295,19 0,00 0,03 295,19 0,00 1,00
SCP41 Gew III 2 60 157,80 157,80 0,00 0 157,80 0,00 0,10 157,80 0,00 1,00
SCP51 Gew III 2 100 321,71 321,71 0,00 4 321,75 0,01 49,30 321,71 0,00 0,50
SCP51 Gew II 1 95 272,74 272,74 0,00 125 272,77 0,01 11,60 272,74 0,00 0,10
SCP51 Gew III 1 90 220,70 220,70 0,00 0 221,18 0,22 11,90 220,70 0,00 0,60
SCP51 Gew I 80 184,90 184,90 0,00 0 184,92 0,01 5,00 184,90 0,00 0,90
SCP51 Gew II 2 60 137,41 137,41 0,00 15 137,41 0,00 43,50 137,41 0,00 1,00
SCP61 Gew II 1 100 597,85 597,85 0,00 7 597,85 0,00 0,20 597,85 0,00 1,00
SCP61 Gew II 2 95 244,00 244,00 0,00 117 244,00 0,00 0,50 244,00 0,00 1,00
SCP61 Gew III 2 90 222,00 222,00 0,00 0 222,00 0,00 0,20 222,00 0,00 1,00
SCP61 Gew III 1 80 561,70 561,70 0,00 680001 561,70 0,00 0,10 561,70 0,00 1,00
SCP61 Gew I 60 115,50 115,50 0,00 7 115,50 0,00 0,03 115,50 0,00 1,00
SCPA1 Gew II 1 100 906,28 910,90 0,51 143258∗ 910,90 0,51 2,10 910,90 0,51 1,00
SCPA1 Gew I 95 1136,20 1136,20 0,00 2 1136,20 0,00 3,60 1136,20 0,00 1,00
SCPA1 Gew II 2 90 269,00 269,00 0,00 177 269,60 0,22 15,20 269,60 0,22 1,00
SCPA1 Gew III 2 80 209,60 209,60 0,00 0 209,60 0,00 4,00 209,60 0,00 1,00
SCPA1 Gew III 1 60 709,10 722,70 1,92 215823∗ 722,68 1,92 14,60 722,60 1,90 0,20
SCPC1 Gew III 2 100 256,97 256,97 0,00 96 257,40 0,17 54,60 257,40 0,17 0,10
SCPC1 Gew III 1 95 340,03 340,03 0,00 1 340,03 0,00 1,40 340,03 0,00 1,00
SCPC1 Gew II 1 90 360,99 365,52 1,25 486000∗ 365,10 1,14 3,00 365,10 1,14 1,00
SCPC1 Gew I 80 208,96 208,96 0,00 2 208,96 0,00 0,70 208,96 0,00 1,00
SCPC1 Gew II 2 60 91,75 91,75 0,00 978 91,75 0,00 0,03 91,75 0,00 1,00
DSchnitt 0,15 17h 0,17 9,36 0,16 0,83
SCPF1 Gew III 2 100 33,80 33,80 0,00 5366 33,81 0,03 34,80 33,80 0,00 0,90
SCPF1 Gew I 95 42,31 43,45 2,69 324123∗ 43,40 2,58 8,70 43,40 2,58 1,00
SCPF1 Gew III 1 90 41,69 41,85 0,38 152252∗ 41,85 0,38 12,00 41,85 0,38 1,00
SCPF1 Gew II 1 80 45,83 48,15 5,06 375234∗ 48,15 5,06 20,50 48,15 5,06 1,00
SCPF1 Gew II 2 60 33,85 35,15 3,84 428808∗ 35,15 3,84 47,90 35,15 3,84 1,00
SCPG1 Gew II 2 100 352,73 384,99 9,15 170800∗ 385,25 9,22 104,90 384,99 9,15 0,40
SCPG1 Gew I 95 353,58 353,58 0,00 1 353,61 0,01 15,60 353,58 0,00 0,10
SCPG1 Gew II 1 90 281,91 302,57 7,33 300000∗ 302,63 7,35 69,50 302,53 7,31 0,10
SCPG1 Gew III 1 80 228,40 230,28 0,82 221646∗ 230,28 0,82 12,10 230,28 0,82 1,00
SCPG1 Gew III 2 60 244,38 255,10 4,39 395000∗ 255,18 4,42 56,60 255,10 4,39 0,50
DSchnitt 3,37 66h 3,37 38,26 3,35 0,70
Tabelle C.7: Vergleich von CPLEX 7.0 mit SA MCPSCP (ohne Core) auf verschie-
denen Instanzen der Klassen Gew I, Gew II 1, Gew II 2, Gew III 1 und Gew III 2.
236 Kapitel C. Ergebnisse fu¨r das MCPSCP
Instanz SA MCPSCP (ohne Core) SA MCPSCP (mit Core)
Durchschnitt Best Durchschnitt Best
Name Klasse γ BK DGap DTime Sol Gap F DGap DTime Sol Gap F
SCP41 Gew I 100 519,40 0,04 2,40 519,40 0,00 0,30 0,15 1,30 519,70 0,06 0,40
SCP51 Gew I 100 342,50 0,00 7,50 342,50 0,00 0,80 0,00 1,70 342,50 0,00 1,00
SCP61 Gew I 100 222,90 0,00 0,03 222,90 0,00 1,00 0,00 0,70 222,90 0,00 1,00
SCPA1 Gew I 100 1169,80 0,00 2,40 1169,80 0,00 1,00 0,00 4,00 1169,80 0,00 1,00
SCPB1 Gew I 100 126,65 0,00 18,90 126,65 0,00 1,00 0,00 3,50 126,65 0,00 1,00
SCPC1 Gew I 100 343,03 0,03 26,90 343,03 0,00 0,10 0,03 22,50 343,03 0,00 0,50
SCPD1 Gew I 100 90,40 0,00 17,60 90,40 0,00 1,00 0,13 6,90 90,40 0,00 0,80
SCPE1 Gew I 100 83,85 0,00 0,80 83,85 0,00 1,00 0,00 18,90 83,85 0,00 1,00
SCPF1 Gew I 100 43,40 0,00 6,00 43,40 0,00 1,00 0,00 28,00 43,40 0,00 1,00
SCPG1 Gew I 100 392,80 0,10 39,50 393,00 0,05 0,60 0,01 124,00 392,80 0,00 0,60
SCPG2 Gew I 100 488,80 0,06 38,50 488,90 0,02 0,40 0,00 92,50 488,80 0,00 1,00
SCPH1 Gew I 100 271,40 0,01 30,10 271,40 0,00 0,80 0,05 124,00 271,40 0,00 0,60
SCPH2 Gew I 100 294,70 0,28 36,50 295,00 0,10 0,10 0,19 146,40 295,00 0,10 0,20
AA03 Gew I 100 34133,00 1,24 18,80 34508,00 1,10 0,60 0,87 14,20 34205,00 0,21 0,20
AA11 Gew I 100 38806,00 0,73 35,10 38806,00 0,00 0,20 0,38 32,60 38833,00 0,07 0,10
AA20 Gew I 100 36244,00 1,17 30,20 36361,00 0,32 0,10 0,23 110,30 36244,00 0,00 0,20
DSchnitt 0,23 19,45 0,10 0,63 0,13 45,72 0,03 0,66
SCP41 Gew I 95 390,40 0,18 0,90 391,10 0,18 1,00 0,18 0,80 391,10 0,18 1,00
SCP51 Gew I 95 273,50 0,11 11,50 273,70 0,07 0,10 0,14 16,80 273,50 0,00 0,10
SCP61 Gew I 95 174,10 0,00 1,10 174,10 0,00 1,00 0,00 0,90 174,10 0,00 1,00
SCPA1 Gew I 95 1136,20 0,00 3,60 1136,20 0,00 1,00 0,00 3,80 1136,20 0,00 1,00
SCPB1 Gew I 95 109,20 0,00 5,30 109,20 0,00 1,00 0,00 3,50 109,20 0,00 1,00
SCPC1 Gew I 95 275,32 0,03 5,90 275,32 0,00 0,50 0,03 8,60 275,32 0,00 0,90
SCPD1 Gew I 95 74,00 0,02 19,00 74,00 0,00 0,70 0,04 6,30 74,00 0,00 0,30
SCPE1 Gew I 95 83,85 0,00 1,10 83,85 0,00 1,00 0,00 20,00 83,85 0,00 1,00
SCPF1 Gew I 95 43,40 0,00 8,70 43,40 0,00 1,00 0,00 29,20 43,40 0,00 1,00
SCPG1 Gew I 95 353,58 0,01 15,60 353,58 0,00 0,10 0,00 53,20 353,58 0,00 1,00
SCPG2 Gew I 95 472,00 0,00 2,70 472,00 0,00 1,00 0,00 58,00 472,00 0,00 1,00
SCPH1 Gew I 95 271,40 0,10 31,70 271,40 0,00 0,50 0,15 125,80 271,40 0,00 0,20
SCPH2 Gew I 95 294,90 0,18 30,00 295,10 0,07 0,10 0,14 144,20 294,90 0,00 0,10
AA03 Gew I 95 27517,00 0,23 7,30 27573,00 0,20 0,60 0,33 14,80 27573,00 0,20 0,30
AA11 Gew I 95 30875,00 1,10 32,40 30875,00 0,00 0,10 0,24 37,40 30875,00 0,00 0,20
AA20 Gew I 95 28729,00 1,24 27,90 28980,00 0,87 0,10 0,41 60,60 28752,00 0,08 0,20
DSchnitt 0,20 12,79 0,09 0,61 0,10 36,49 0,03 0,64
SCP41 Gew I 90 330,50 0,00 1,60 330,50 0,00 1,00 0,00 1,00 330,50 0,00 1,00
SCP51 Gew I 90 234,60 0,51 7,00 234,60 0,00 0,20 0,27 30,20 234,60 0,00 0,50
SCP61 Gew I 90 156,90 0,00 0,30 156,90 0,00 1,00 0,00 0,70 156,90 0,00 1,00
SCPA1 Gew I 90 1124,00 0,00 0,03 1124,00 0,00 1,00 0,00 3,10 1124,00 0,00 1,00
SCPB1 Gew I 90 101,15 0,00 6,00 101,15 0,00 1,00 0,00 3,00 101,15 0,00 1,00
SCPC1 Gew I 90 242,52 0,00 9,90 242,52 0,00 0,90 0,02 6,00 242,52 0,00 0,90
SCPD1 Gew I 90 66,60 0,00 0,80 66,60 0,00 1,00 0,00 5,00 66,60 0,00 1,00
SCPE1 Gew I 90 83,85 0,00 1,00 83,85 0,00 1,00 0,00 20,00 83,85 0,00 1,00
SCPF1 Gew I 90 43,40 0,00 7,00 43,40 0,00 1,00 0,00 29,30 43,40 0,00 1,00
SCPG1 Gew I 90 338,34 0,00 1,90 338,34 0,00 1,00 0,00 41,00 338,34 0,00 1,00
SCPG2 Gew I 90 471,90 0,00 13,10 471,90 0,00 0,80 0,00 57,60 471,90 0,00 1,00
SCPH1 Gew I 90 271,40 0,08 30,70 271,40 0,00 0,50 0,22 136,30 271,80 0,15 0,50
SCPH2 Gew I 90 294,80 0,20 28,00 295,20 0,14 0,30 0,17 149,50 294,90 0,03 0,10
AA03 Gew I 90 23921,00 0,52 18,60 23950,00 0,12 0,10 0,05 50,60 23921,00 0,00 0,20
AA11 Gew I 90 26611,00 1,50 24,80 26863,00 0,95 0,10 0,51 59,50 26611,00 0,00 0,10
AA20 Gew I 90 24841,00 0,64 25,40 24889,00 0,19 0,10 0,27 43,90 24841,00 0,00 0,20
DSchnitt 0,22 11,01 0,09 0,69 0,09 39,79 0,01 0,72
SCP41 Gew I 80 248,80 0,00 0,03 248,80 0,00 1,00 0,00 0,40 248,80 0,00 1,00
SCP51 Gew I 80 184,90 0,01 5,00 184,90 0,00 0,90 0,00 2,30 184,90 0,00 1,00
SCP61 Gew I 80 135,30 0,00 0,10 135,30 0,00 1,00 0,00 0,30 135,30 0,00 1,00
SCPA1 Gew I 80 1121,20 0,04 0,03 1121,60 0,04 1,00 0,04 3,10 1121,60 0,04 1,00
SCPB1 Gew I 80 92,95 0,00 0,03 92,95 0,00 1,00 0,00 2,10 92,95 0,00 1,00
SCPC1 Gew I 80 208,96 0,00 0,70 208,96 0,00 1,00 0,00 4,00 208,96 0,00 1,00
SCPD1 Gew I 80 58,08 0,00 0,60 58,08 0,00 1,00 0,00 3,80 58,08 0,00 1,00
SCPE1 Gew I 80 83,85 0,00 1,10 83,85 0,00 1,00 0,00 20,00 83,85 0,00 1,00
SCPF1 Gew I 80 43,40 0,00 8,00 43,40 0,00 1,00 0,00 29,60 43,40 0,00 1,00
SCPG1 Gew I 80 326,84 0,00 1,60 326,84 0,00 1,00 0,00 31,20 326,84 0,00 1,00
SCPG2 Gew I 80 471,90 0,00 14,70 471,90 0,00 0,80 0,00 57,00 471,90 0,00 1,00
SCPH1 Gew I 80 271,40 0,07 28,70 271,40 0,00 0,30 0,10 128,10 271,40 0,00 0,40
SCPH2 Gew I 80 294,80 0,19 31,70 295,20 0,14 0,10 0,16 139,10 295,10 0,10 0,50
DSchnitt 0,02 7,09 0,01 0,85 0,02 32,38 0,01 0,92
SCP41 Gew I 60 169,80 0,00 0,03 169,80 0,00 1,00 0,00 0,60 169,80 0,00 1,00
SCP51 Gew I 60 143,90 0,06 0,10 143,90 0,00 0,60 0,00 2,80 143,90 0,00 1,00
SCP61 Gew I 60 115,50 0,00 0,03 115,50 0,00 1,00 0,00 0,70 115,50 0,00 1,00
SCPA1 Gew I 60 1121,60 0,00 0,03 1121,60 0,00 1,00 0,00 3,00 1121,60 0,00 1,00
SCPB1 Gew I 60 85,10 0,00 0,03 85,10 0,00 1,00 0,00 1,20 85,10 0,00 1,00
SCPC1 Gew I 60 175,47 0,00 3,20 175,47 0,00 1,00 0,00 2,80 175,47 0,00 1,00
SCPD1 Gew I 60 50,70 0,00 3,80 50,70 0,00 1,00 0,00 2,40 50,70 0,00 1,00
SCPE1 Gew I 60 83,85 0,00 1,10 83,85 0,00 1,00 0,00 19,10 83,85 0,00 1,00
SCPF1 Gew I 60 43,40 0,00 7,20 43,40 0,00 1,00 0,00 29,30 43,40 0,00 1,00
SCPG1 Gew I 60 319,60 0,00 1,10 319,60 0,00 1,00 0,00 17,00 319,60 0,00 1,00
SCPG2 Gew I 60 471,90 0,01 13,50 471,90 0,00 0,70 0,00 55,70 471,90 0,00 1,00
SCPH1 Gew I 60 271,40 0,13 26,90 271,40 0,00 0,40 0,21 133,20 271,60 0,07 0,10
SCPH2 Gew I 60 294,70 0,23 38,80 295,10 0,14 0,10 0,14 137,30 294,90 0,07 0,10
DSchnitt 0,03 8,59 0,01 0,83 0,03 31,16 0,01 0,86
Tabelle C.8: Ergebnisse von SA MCPSCP fu¨r die Klasse Gew I unter
Beru¨cksichtigung verschiedener U¨berdeckungsgrade.
C.2 Ergebnisse der Heuristiken (Kapitel 7) und CPLEX 7.0 237
Instanz SA MCPSCP (ohne Core) SA MCPSCP (mit Core)
Durchschnitt Best Durchschnitt Best
Name Klasse γ BK DGap DTime Sol Gap F DGap DTime Sol Gap F
SCP41 Gew II 1 100 567,52 0,00 17,40 567,52 0,00 0,70 0,13 1,00 567,54 0,00 0,10
SCP51 Gew II 1 100 341,98 0,00 6,70 341,98 0,00 0,10 0,08 2,00 341,98 0,00 0,10
SCP61 Gew II 1 100 597,85 0,00 0,20 597,85 0,00 1,00 0,00 1,00 597,85 0,00 1,00
SCPA1 Gew II 1 100 910,90 0,00 2,10 910,90 0,00 1,00 0,00 3,10 910,90 0,00 1,00
SCPB1 Gew II 1 100 152,04 0,00 2,20 152,04 0,00 1,00 0,00 3,10 152,04 0,00 1,00
SCPC1 Gew II 1 100 465,97 0,04 63,70 465,97 0,00 0,60 0,04 7,80 465,97 0,00 0,60
SCPD1 Gew II 1 100 246,43 0,00 3,70 246,43 0,00 0,50 0,00 9,10 246,43 0,00 0,50
SCPE1 Gew II 1 100 129,55 0,07 31,60 129,55 0,00 0,50 0,00 30,60 129,55 0,00 1,00
SCPF1 Gew II 1 100 48,15 0,00 15,90 48,15 0,00 1,00 0,00 31,20 48,15 0,00 1,00
SCPG1 Gew II 1 100 372,52 0,04 32,00 372,52 0,00 0,10 0,09 66,00 372,67 0,04 0,10
SCPG2 Gew II 1 100 622,65 0,03 104,10 622,70 0,01 0,40 0,00 111,10 622,65 0,00 1,00
SCPH1 Gew II 1 100 152,015 0,03 100,60 152,015 0,00 0,50 0,00 79,20 152,015 0,00 0,90
SCPH2 Gew II 1 100 287,05 0,23 72,20 287,42 0,13 0,10 0,10 153,30 287,05 0,00 0,10
AA03 Gew II 1 100 34536,50 0,97 71,40 34608,00 0,21 0,10 0,73 23,50 34608,00 0,21 0,20
AA11 Gew II 1 100 40433,00 0,18 64,60 40433,00 0,00 0,20 0,31 42,10 40456,00 0,06 0,30
AA20 Gew II 1 100 37299,50 1,09 99,70 37305,00 0,01 0,10 0,72 93,60 37299,50 0,00 0,10
DSchnitt 0,17 43,01 0,02 0,49 0,14 41,11 0,02 0,56
SCP41 Gew II 1 95 438,07 0,14 23,80 438,07 0,00 0,30 0,18 3,00 438,07 0,00 0,10
SCP51 Gew II 1 95 272,74 0,01 11,60 272,74 0,00 0,10 0,00 1,70 272,74 0,00 0,10
SCP61 Gew II 1 95 579,10 0,00 0,20 579,10 0,00 1,00 0,00 1,30 579,10 0,00 1,00
SCPA1 Gew II 1 95 850,00 0,00 78,40 850,00 0,00 1,00 0,00 6,60 850,00 0,00 1,00
SCPB1 Gew II 1 95 135,26 0,00 0,20 135,26 0,00 1,00 0,00 3,10 135,26 0,00 1,00
SCPC1 Gew II 1 95 397,97 0,00 1,60 397,97 0,00 1,00 0,00 5,00 397,97 0,00 1,00
SCPD1 Gew II 1 95 242,92 0,00 1,80 242,92 0,00 1,00 0,00 8,60 242,92 0,00 1,00
SCPE1 Gew II 1 95 129,55 0,05 40,00 129,55 0,00 0,70 0,00 32,20 129,55 0,00 1,00
SCPF1 Gew II 1 95 48,15 0,00 10,90 48,15 0,00 1,00 0,00 32,20 48,15 0,00 1,00
SCPG1 Gew II 1 95 325,26 0,11 65,60 325,26 0,00 0,10 0,08 75,00 325,26 0,00 0,50
SCPG2 Gew II 1 95 615,55 0,00 44,00 615,55 0,00 0,40 0,01 81,60 615,55 0,00 0,20
SCPH1 Gew II 1 95 145,100 0,00 3,30 145,100 0,00 1,00 0,00 66,60 145,100 0,00 1,00
SCPH2 Gew II 1 95 286,75 0,13 66,10 286,75 0,00 0,10 0,02 149,00 286,75 0,00 0,90
AA03 Gew II 1 95 27921,50 0,14 22,00 27921,50 0,00 0,30 0,41 8,80 27977,50 0,20 0,30
AA11 Gew II 1 95 32518,00 0,42 90,90 32518,00 0,00 0,30 0,17 39,60 32518,00 0,00 0,20
AA20 Gew II 1 95 29993,00 0,63 71,70 30021,50 0,10 0,10 0,56 56,90 30021,50 0,10 0,30
DSchnitt 0,10 33,26 0,01 0,59 0,09 35,70 0,02 0,66
SCP41 Gew II 1 90 377,76 0,00 1,80 377,76 0,00 1,00 0,00 1,50 377,76 0,00 1,00
SCP51 Gew II 1 90 232,39 0,72 30,70 232,39 0,00 0,20 0,00 15,40 232,39 0,00 1,00
SCP61 Gew II 1 90 579,10 0,00 0,20 579,10 0,00 1,00 0,00 1,10 579,10 0,00 1,00
SCPA1 Gew II 1 90 823,10 0,00 8,90 823,10 0,00 1,00 0,00 3,10 823,10 0,00 1,00
SCPB1 Gew II 1 90 127,43 0,00 5,50 127,43 0,00 1,00 0,00 3,00 127,43 0,00 1,00
SCPC1 Gew II 1 90 365,10 0,00 3,00 365,10 0,00 1,00 0,00 5,00 365,10 0,00 1,00
SCPD1 Gew II 1 90 242,92 0,00 13,70 242,92 0,00 1,00 0,00 7,20 242,92 0,00 0,70
SCPE1 Gew II 1 90 129,55 0,04 80,10 129,55 0,00 0,70 0,00 33,40 129,55 0,00 1,00
SCPF1 Gew II 1 90 48,15 0,00 19,00 48,15 0,00 1,00 0,00 32,30 48,15 0,00 1,00
SCPG1 Gew II 1 90 302,36 0,09 69,50 302,53 0,06 0,10 0,03 54,30 302,36 0,00 0,10
SCPG2 Gew II 1 90 615,55 0,01 20,80 615,55 0,00 0,30 0,00 85,50 615,55 0,00 0,80
SCPH1 Gew II 1 90 145,100 0,00 3,20 145,100 0,00 1,00 0,00 60,10 145,100 0,00 1,00
SCPH2 Gew II 1 90 286,75 0,09 77,60 286,75 0,00 0,40 0,02 137,50 286,75 0,00 0,90
AA03 Gew II 1 90 24327,50 0,46 62,70 24328,00 0,00 0,10 0,08 29,90 24327,50 0,00 0,10
AA11 Gew II 1 90 28236,00 0,88 106,10 28259,00 0,08 0,10 0,74 50,80 28366,00 0,46 0,10
AA20 Gew II 1 90 26111,00 0,49 68,60 26111,00 0,00 0,10 0,38 33,70 26111,00 0,00 0,10
DSchnitt 0,17 35,71 0,01 0,63 0,08 34,61 0,03 0,74
SCP41 Gew II 1 80 295,19 0,00 0,03 295,19 0,00 1,00 0,00 0,20 295,19 0,00 1,00
SCP51 Gew II 1 80 181,83 0,00 2,30 181,83 0,00 1,00 0,00 1,10 181,83 0,00 0,90
SCP61 Gew II 1 80 579,10 0,00 0,20 579,10 0,00 1,00 0,00 1,00 579,10 0,00 1,00
SCPA1 Gew II 1 80 794,20 0,00 0,10 794,20 0,00 1,00 0,00 2,10 794,20 0,00 1,00
SCPB1 Gew II 1 80 119,67 0,00 1,60 119,67 0,00 1,00 0,00 2,40 119,67 0,00 1,00
SCPC1 Gew II 1 80 330,26 0,00 1,20 330,26 0,00 1,00 0,00 4,00 330,26 0,00 1,00
SCPD1 Gew II 1 80 242,92 0,24 7,00 243,51 0,24 1,00 0,24 5,60 243,51 0,24 1,00
SCPE1 Gew II 1 80 129,55 0,05 58,30 129,55 0,00 0,70 0,00 32,60 129,55 0,00 1,00
SCPF1 Gew II 1 80 48,15 0,00 20,50 48,15 0,00 1,00 0,08 32,60 48,15 0,00 0,90
SCPG1 Gew II 1 80 276,52 0,00 7,70 276,52 0,00 1,00 0,00 29,00 276,52 0,00 1,00
SCPG2 Gew II 1 80 615,55 0,01 25,90 615,55 0,00 0,30 0,00 90,90 615,55 0,00 0,90
SCPH1 Gew II 1 80 145,100 0,00 3,40 145,100 0,00 1,00 0,00 59,80 145,100 0,00 1,00
SCPH2 Gew II 1 80 286,75 0,10 48,00 286,75 0,00 0,20 0,05 143,30 286,75 0,00 0,70
DSchnitt 0,03 13,56 0,02 0,86 0,03 31,12 0,02 0,95
SCP41 Gew II 1 60 214,81 0,00 0,03 214,81 0,00 1,00 0,00 0,80 214,81 0,00 1,00
SCP51 Gew II 1 60 137,71 0,00 14,10 137,71 0,00 0,20 0,00 1,70 137,71 0,00 0,10
SCP61 Gew II 1 60 579,10 0,00 0,20 579,10 0,00 1,00 0,00 1,00 579,10 0,00 1,00
SCPA1 Gew II 1 60 767,50 0,00 0,03 767,50 0,00 1,00 0,00 1,80 767,50 0,00 1,00
SCPB1 Gew II 1 60 112,08 0,00 0,10 112,08 0,00 1,00 0,00 1,30 112,08 0,00 1,00
SCPC1 Gew II 1 60 294,78 0,00 0,10 294,78 0,00 1,00 0,00 2,70 294,78 0,00 1,00
SCPD1 Gew II 1 60 241,33 0,00 0,30 241,33 0,00 1,00 0,00 2,30 241,33 0,00 1,00
SCPE1 Gew II 1 60 129,55 0,03 53,00 129,55 0,00 0,80 0,00 30,90 129,55 0,00 1,00
SCPF1 Gew II 1 60 48,15 0,00 14,90 48,15 0,00 1,00 0,00 32,80 48,15 0,00 1,00
SCPG1 Gew II 1 60 251,93 0,00 6,40 251,93 0,00 0,90 0,00 16,00 251,93 0,00 1,00
SCPG2 Gew II 1 60 615,55 0,01 6,80 615,55 0,00 0,10 0,00 77,90 615,55 0,00 0,80
SCPH1 Gew II 1 60 148,575 0,00 8,10 148,575 0,00 1,00 0,00 14,10 148,575 0,00 1,00
SCPH2 Gew II 1 60 286,75 0,13 75,00 286,75 0,00 0,10 0,04 139,70 286,75 0,00 0,70
DSchnitt 0,01 13,77 0,00 0,78 0,00 24,85 0,00 0,89
Tabelle C.9: Ergebnisse von SA MCPSCP fu¨r die Klasse Gew II 1 unter
Beru¨cksichtigung verschiedener U¨berdeckungsgrade.
238 Kapitel C. Ergebnisse fu¨r das MCPSCP
Instanz SA MCPSCP (ohne Core) SA MCPSCP (mit Core)
Durchschnitt Best Durchschnitt Best
Name Klasse γ BK DGap DTime Sol Gap F DGap DTime Sol Gap F
SCP41 Gew II 2 100 507,65 0,00 2,70 507,65 0,00 0,20 0,09 1,10 507,65 0,00 0,40
SCP51 Gew II 2 100 336,88 0,00 5,50 336,88 0,00 1,00 0,06 1,20 336,88 0,00 0,70
SCP61 Gew II 2 100 283,10 0,04 15,90 283,10 0,00 0,70 0,00 5,30 283,10 0,00 1,00
SCPA1 Gew II 2 100 381,20 0,00 7,90 381,20 0,00 1,00 0,03 4,00 381,20 0,00 0,80
SCPB1 Gew II 2 100 104,86 0,00 3,70 104,86 0,00 1,00 0,00 6,00 104,86 0,00 1,00
SCPC1 Gew II 2 100 271,53 0,02 49,20 271,53 0,00 0,20 0,09 8,40 271,53 0,00 0,50
SCPD1 Gew II 2 100 85,96 0,00 23,30 85,96 0,00 1,00 0,03 8,60 85,96 0,00 0,90
SCPE1 Gew II 2 100 75,50 0,00 4,80 75,50 0,00 1,00 0,00 22,10 75,50 0,00 1,00
SCPF1 Gew II 2 100 35,15 0,00 65,00 35,15 0,00 1,00 0,06 33,60 35,15 0,00 0,90
SCPG1 Gew II 2 100 384,99 0,07 104,90 384,99 0,00 0,40 0,01 82,90 384,99 0,00 0,90
SCPG2 Gew II 2 100 344,90 0,19 141,90 345,04 0,04 0,10 0,03 82,20 344,90 0,00 0,20
SCPH1 Gew II 2 100 84,43 0,19 74,20 84,43 0,00 0,20 0,00 61,00 84,43 0,00 0,50
SCPH2 Gew II 2 100 175,50 0,17 82,00 175,50 0,00 0,10 0,14 112,80 175,50 0,00 0,10
AA03 Gew II 2 100 33691,00 1,05 63,10 33764,50 0,22 0,10 0,82 30,30 33764,50 0,22 0,10
AA11 Gew II 2 100 37232,00 0,42 65,80 37310,00 0,21 0,40 0,49 14,90 37369,00 0,37 0,20
AA20 Gew II 2 100 35537,40 0,98 93,90 35537,80 0,00 0,20 0,74 100,00 35537,40 0,00 0,30
DSchnitt 0,20 50,24 0,03 0,54 0,16 35,90 0,04 0,59
SCP41 Gew II 2 95 378,95 0,06 54,10 378,95 0,00 0,70 0,18 8,60 378,95 0,00 0,10
SCP51 Gew II 2 95 267,85 0,15 8,60 267,85 0,00 0,40 0,27 3,10 267,85 0,00 0,30
SCP61 Gew II 2 95 244,00 0,00 0,50 244,00 0,00 1,00 0,00 1,00 244,00 0,00 1,00
SCPA1 Gew II 2 95 304,70 0,00 1,60 304,70 0,00 1,00 0,00 2,60 304,70 0,00 1,00
SCPB1 Gew II 2 95 87,33 0,00 7,40 87,33 0,00 1,00 0,00 3,30 87,33 0,00 1,00
SCPC1 Gew II 2 95 202,16 0,20 89,50 202,16 0,00 0,30 0,28 28,80 202,16 0,00 0,30
SCPD1 Gew II 2 95 69,81 0,00 14,40 69,81 0,00 1,00 0,00 7,00 69,81 0,00 1,00
SCPE1 Gew II 2 95 75,50 0,00 9,50 75,50 0,00 1,00 0,00 24,00 75,50 0,00 1,00
SCPF1 Gew II 2 95 35,15 0,07 70,80 35,15 0,00 0,80 0,06 29,20 35,15 0,00 0,90
SCPG1 Gew II 2 95 352,65 0,02 70,80 352,65 0,00 0,50 0,01 81,50 352,65 0,00 0,70
SCPG2 Gew II 2 95 321,06 0,00 29,70 321,06 0,00 0,50 0,00 64,30 321,06 0,00 0,80
SCPH1 Gew II 2 95 68,57 0,00 17,80 68,57 0,00 0,40 0,00 44,30 68,57 0,00 0,50
SCPH2 Gew II 2 95 174,56 0,29 64,20 174,82 0,15 0,20 0,12 121,20 174,56 0,00 0,20
AA03 Gew II 2 95 27073,00 0,10 22,50 27073,00 0,00 0,50 0,37 7,30 27129,00 0,21 0,10
AA11 Gew II 2 95 29250,00 0,59 92,00 29281,00 0,11 0,30 0,40 55,90 29304,00 0,18 0,30
AA20 Gew II 2 95 28232,60 0,67 124,70 28353,70 0,43 0,10 0,29 85,60 28232,60 0,00 0,20
DSchnitt 0,13 42,38 0,04 0,61 0,12 35,48 0,02 0,59
SCP41 Gew II 2 90 319,35 0,00 9,30 319,35 0,00 1,00 0,00 1,30 319,35 0,00 1,00
SCP51 Gew II 2 90 229,69 0,58 7,30 229,69 0,00 0,10 0,06 18,30 229,69 0,00 0,90
SCP61 Gew II 2 90 231,30 0,00 1,20 231,30 0,00 1,00 0,00 0,80 231,30 0,00 1,00
SCPA1 Gew II 2 90 269,60 0,00 15,20 269,60 0,00 1,00 0,00 3,60 269,60 0,00 0,80
SCPB1 Gew II 2 90 79,39 0,00 3,00 79,39 0,00 1,00 0,00 3,60 79,39 0,00 1,00
SCPC1 Gew II 2 90 167,27 0,05 0,80 167,36 0,05 1,00 0,05 5,10 167,36 0,05 1,00
SCPD1 Gew II 2 90 62,72 0,00 0,10 62,72 0,00 1,00 0,00 6,00 62,72 0,00 1,00
SCPE1 Gew II 2 90 75,50 0,00 10,20 75,50 0,00 1,00 0,00 23,70 75,50 0,00 1,00
SCPF1 Gew II 2 90 35,15 0,03 67,30 35,15 0,00 0,90 0,03 28,60 35,15 0,00 0,90
SCPG1 Gew II 2 90 343,64 0,00 18,90 343,64 0,00 0,80 0,00 49,80 343,64 0,00 0,90
SCPG2 Gew II 2 90 318,97 0,00 2,90 318,97 0,00 1,00 0,00 56,10 318,97 0,00 1,00
SCPH1 Gew II 2 90 63,95 0,06 41,20 63,95 0,00 0,20 0,02 55,40 63,95 0,00 0,60
SCPH2 Gew II 2 90 174,82 0,12 53,80 174,82 0,00 0,40 0,08 121,30 174,82 0,00 0,60
AA03 Gew II 2 90 23474,00 0,44 47,00 23534,50 0,26 0,10 0,13 67,80 23474,00 0,00 0,10
AA11 Gew II 2 90 24979,00 0,98 98,90 25091,00 0,45 0,10 0,78 43,90 25067,00 0,35 0,10
AA20 Gew II 2 90 24319,50 0,56 78,70 24369,70 0,21 0,10 0,38 62,60 24319,50 0,00 0,10
DSchnitt 0,18 28,49 0,06 0,67 0,10 34,24 0,03 0,75
SCP41 Gew II 2 80 238,30 0,00 0,10 238,30 0,00 1,00 0,00 0,50 238,30 0,00 1,00
SCP51 Gew II 2 80 180,03 0,00 0,40 180,03 0,00 1,00 0,00 1,00 180,03 0,00 1,00
SCP61 Gew II 2 80 218,20 0,00 0,03 218,20 0,00 1,00 0,00 0,50 218,20 0,00 1,00
SCPA1 Gew II 2 80 227,10 0,00 0,20 227,10 0,00 1,00 0,00 2,20 227,10 0,00 1,00
SCPB1 Gew II 2 80 71,46 0,00 0,10 71,46 0,00 1,00 0,00 2,60 71,46 0,00 1,00
SCPC1 Gew II 2 80 129,08 0,03 10,30 129,08 0,00 0,80 0,00 19,90 129,08 0,00 1,00
SCPD1 Gew II 2 80 56,05 0,00 14,10 56,05 0,00 1,00 0,00 4,00 56,05 0,00 1,00
SCPE1 Gew II 2 80 75,50 0,00 15,50 75,50 0,00 1,00 0,00 23,40 75,50 0,00 1,00
SCPF1 Gew II 2 80 35,15 0,03 73,00 35,15 0,00 0,90 0,03 29,60 35,15 0,00 0,90
SCPG1 Gew II 2 80 339,84 0,00 18,90 339,84 0,00 1,00 0,00 36,60 339,84 0,00 1,00
SCPG2 Gew II 2 80 318,97 0,00 2,90 318,97 0,00 1,00 0,00 55,10 318,97 0,00 1,00
SCPH1 Gew II 2 80 58,22 0,04 25,70 58,22 0,00 0,50 0,00 26,80 58,22 0,00 1,00
SCPH2 Gew II 2 80 174,82 0,11 85,10 174,82 0,00 0,10 0,07 125,90 174,82 0,00 0,40
DSchnitt 0,02 18,95 0,00 0,87 0,01 25,24 0,00 0,95
SCP41 Gew II 2 60 159,60 0,00 0,10 159,60 0,00 1,00 0,00 0,10 159,60 0,00 1,00
SCP51 Gew II 2 60 137,41 0,00 43,50 137,41 0,00 1,00 0,00 2,70 137,41 0,00 1,00
SCP61 Gew II 2 60 212,00 0,00 0,03 212,00 0,00 1,00 0,00 0,30 212,00 0,00 1,00
SCPA1 Gew II 2 60 186,40 0,00 0,10 186,40 0,00 1,00 0,00 1,90 186,40 0,00 1,00
SCPB1 Gew II 2 60 63,97 0,00 0,03 63,97 0,00 1,00 0,00 1,70 63,97 0,00 1,00
SCPC1 Gew II 2 60 91,75 0,00 0,03 91,75 0,00 1,00 0,00 3,00 91,75 0,00 1,00
SCPD1 Gew II 2 60 50,03 0,00 1,10 50,03 0,00 1,00 0,00 2,50 50,03 0,00 1,00
SCPE1 Gew II 2 60 75,50 0,00 8,80 75,50 0,00 1,00 0,00 23,50 75,50 0,00 1,00
SCPF1 Gew II 2 60 35,15 0,00 47,90 35,15 0,00 1,00 0,03 29,90 35,15 0,00 0,90
SCPG1 Gew II 2 60 333,94 0,00 37,20 333,94 0,00 1,00 0,00 18,90 333,94 0,00 1,00
SCPG2 Gew II 2 60 318,97 0,00 2,50 318,97 0,00 1,00 0,00 53,90 318,97 0,00 1,00
SCPH1 Gew II 2 60 51,65 0,00 13,90 51,65 0,00 1,00 0,00 16,50 51,65 0,00 1,00
SCPH2 Gew II 2 60 174,82 0,14 65,00 174,82 0,00 0,30 0,05 123,10 174,82 0,00 0,70
DSchnitt 0,01 16,94 0,00 0,95 0,01 21,38 0,00 0,97
Tabelle C.10: Ergebnisse von SA MCPSCP fu¨r die Klasse Gew II 2 unter
Beru¨cksichtigung verschiedener U¨berdeckungsgrade.
C.2 Ergebnisse der Heuristiken (Kapitel 7) und CPLEX 7.0 239
Instanz SA MCPSCP (ohne Core) SA MCPSCP (mit Core)
Durchschnitt Best Durchschnitt Best
Name Klasse γ BK DGap DTime Sol Gap F DGap DTime Sol Gap F
SCP41 Gew III 1 100 547,20 0,00 1,20 547,20 0,00 1,00 0,04 0,90 547,20 0,00 0,50
SCP51 Gew III 1 100 327,85 0,01 4,80 327,85 0,00 0,50 0,00 20,60 327,85 0,00 0,30
SCP61 Gew III 1 100 580,60 0,00 0,10 580,60 0,00 1,00 0,00 1,00 580,60 0,00 1,00
SCPA1 Gew III 1 100 811,30 0,00 7,80 811,30 0,00 1,00 0,00 4,30 811,30 0,00 1,00
SCPB1 Gew III 1 100 140,56 0,00 0,90 140,56 0,00 1,00 0,00 3,10 140,56 0,00 1,00
SCPC1 Gew III 1 100 401,51 0,00 41,00 401,51 0,00 1,00 0,02 9,10 401,51 0,00 0,40
SCPD1 Gew III 1 100 165,78 0,00 5,00 165,78 0,00 1,00 0,00 8,10 165,78 0,00 1,00
SCPE1 Gew III 1 100 102,90 0,00 3,70 102,90 0,00 1,00 0,00 24,10 102,90 0,00 1,00
SCPF1 Gew III 1 100 41,85 0,00 6,40 41,85 0,00 1,00 0,03 27,00 41,85 0,00 0,80
SCPG1 Gew III 1 100 296,15 0,11 135,90 296,33 0,06 0,10 0,02 95,00 296,15 0,00 0,50
SCPG2 Gew III 1 100 535,25 0,00 86,20 535,25 0,00 0,90 0,00 70,00 535,25 0,00 1,00
SCPH1 Gew III 1 100 139,440 0,04 70,50 139,440 0,00 0,60 0,00 63,40 139,440 0,00 1,00
SCPH2 Gew III 1 100 216,92 0,01 67,40 216,92 0,00 0,80 0,15 100,30 217,12 0,09 0,40
AA03 Gew III 1 100 34567,10 0,79 53,10 34614,40 0,14 0,10 0,66 41,60 34567,10 0,00 0,10
AA11 Gew III 1 100 40359,00 0,23 60,60 40359,00 0,00 0,20 0,24 11,30 40381,00 0,05 0,20
AA20 Gew III 1 100 37280,00 1,15 109,90 37553,50 0,73 0,10 0,65 88,80 37279,00 0,00 0,30
DSchnitt 0,15 40,91 0,06 0,71 0,11 35,54 0,01 0,66
SCP41 Gew III 1 95 420,00 0,00 0,60 420,00 0,00 1,00 0,00 0,80 420,00 0,00 1,00
SCP51 Gew III 1 95 259,05 0,00 30,00 259,05 0,00 1,00 0,00 3,40 259,05 0,00 1,00
SCP61 Gew III 1 95 561,70 0,00 0,10 561,70 0,00 1,00 0,00 1,00 561,70 0,00 1,00
SCPA1 Gew III 1 95 761,80 0,00 0,20 761,80 0,00 1,00 0,00 3,10 761,80 0,00 1,00
SCPB1 Gew III 1 95 124,71 0,00 0,20 124,71 0,00 1,00 0,00 3,20 124,71 0,00 1,00
SCPC1 Gew III 1 95 340,03 0,00 1,40 340,03 0,00 1,00 0,00 6,00 340,03 0,00 1,00
SCPD1 Gew III 1 95 160,73 0,00 0,20 160,73 0,00 1,00 0,00 8,10 160,73 0,00 1,00
SCPE1 Gew III 1 95 102,90 0,00 6,30 102,90 0,00 1,00 0,00 25,10 102,90 0,00 1,00
SCPF1 Gew III 1 95 41,85 0,00 12,80 41,85 0,00 1,00 0,00 28,00 41,85 0,00 1,00
SCPG1 Gew III 1 95 255,17 0,01 68,30 255,17 0,00 0,70 0,00 48,20 255,17 0,00 1,00
SCPG2 Gew III 1 95 527,55 0,00 6,50 527,55 0,00 1,00 0,00 70,10 527,55 0,00 1,00
SCPH1 Gew III 1 95 132,025 0,00 3,40 132,025 0,00 1,00 0,00 59,00 132,025 0,00 1,00
SCPH2 Gew III 1 95 216,05 0,00 87,90 216,05 0,00 0,60 0,05 103,80 216,06 0,00 0,10
AA03 Gew III 1 95 27884,40 0,08 35,60 27884,40 0,00 0,60 0,35 10,50 27940,70 0,20 0,30
AA11 Gew III 1 95 32458,00 0,32 93,10 32458,00 0,00 0,10 0,17 68,10 32458,00 0,00 0,10
AA20 Gew III 1 95 29994,00 0,86 108,30 30003,50 0,03 0,10 0,27 70,10 29994,00 0,00 0,10
DSchnitt 0,08 28,43 0,00 0,82 0,05 31,78 0,01 0,79
SCP41 Gew III 1 90 361,70 0,00 6,50 361,70 0,00 1,00 0,00 1,60 361,70 0,00 1,00
SCP51 Gew III 1 90 220,70 0,22 11,90 220,70 0,00 0,60 0,00 46,50 220,70 0,00 1,00
SCP61 Gew III 1 90 561,70 0,00 0,10 561,70 0,00 1,00 0,00 1,30 561,70 0,00 1,00
SCPA1 Gew III 1 90 741,70 0,00 0,20 741,70 0,00 1,00 0,00 3,00 741,70 0,00 1,00
SCPB1 Gew III 1 90 118,70 0,00 0,20 118,70 0,00 1,00 0,00 3,00 118,70 0,00 1,00
SCPC1 Gew III 1 90 315,37 0,00 3,20 315,37 0,00 1,00 0,00 6,00 315,37 0,00 1,00
SCPD1 Gew III 1 90 160,73 0,00 0,30 160,73 0,00 1,00 0,00 8,10 160,73 0,00 1,00
SCPE1 Gew III 1 90 102,90 0,00 4,10 102,90 0,00 1,00 0,00 25,10 102,90 0,00 1,00
SCPF1 Gew III 1 90 41,85 0,00 12,00 41,85 0,00 1,00 0,00 28,10 41,85 0,00 0,90
SCPG1 Gew III 1 90 239,76 0,00 4,00 239,76 0,00 1,00 0,00 41,00 239,76 0,00 1,00
SCPG2 Gew III 1 90 527,55 0,00 6,10 527,55 0,00 1,00 0,00 70,70 527,55 0,00 1,00
SCPH1 Gew III 1 90 132,025 0,00 3,60 132,025 0,00 1,00 0,00 58,60 132,025 0,00 1,00
SCPH2 Gew III 1 90 216,05 0,00 73,30 216,05 0,00 0,70 0,04 104,90 216,05 0,00 0,10
AA03 Gew III 1 90 24295,30 0,36 54,90 24295,30 0,00 0,10 0,05 38,60 24295,30 0,00 0,40
AA11 Gew III 1 90 28248,00 1,04 92,20 28361,00 0,40 0,10 0,67 54,20 28324,00 0,27 0,10
AA20 Gew III 1 90 26123,00 0,55 104,50 26156,00 0,13 0,10 0,15 39,10 26123,00 0,00 0,20
DSchnitt 0,14 23,57 0,03 0,79 0,06 33,11 0,02 0,79
SCP41 Gew III 1 80 283,40 0,00 0,10 283,40 0,00 1,00 0,00 0,50 283,40 0,00 1,00
SCP51 Gew III 1 80 171,90 0,00 2,30 171,90 0,00 1,00 0,00 1,10 171,90 0,00 1,00
SCP61 Gew III 1 80 561,70 0,00 0,10 561,70 0,00 1,00 0,00 1,10 561,70 0,00 1,00
SCPA1 Gew III 1 80 725,70 0,00 0,10 725,70 0,00 1,00 0,00 2,60 725,70 0,00 1,00
SCPB1 Gew III 1 80 113,29 0,00 0,20 113,29 0,00 1,00 0,00 2,70 113,29 0,00 1,00
SCPC1 Gew III 1 80 291,99 0,00 0,10 291,99 0,00 1,00 0,00 4,00 291,99 0,00 1,00
SCPD1 Gew III 1 80 160,73 0,00 0,20 160,73 0,00 1,00 0,00 8,10 160,73 0,00 1,00
SCPE1 Gew III 1 80 102,90 0,00 4,00 102,90 0,00 1,00 0,00 25,10 102,90 0,00 1,00
SCPF1 Gew III 1 80 41,85 0,00 7,80 41,85 0,00 1,00 0,01 28,00 41,85 0,00 0,80
SCPG1 Gew III 1 80 230,28 0,00 12,10 230,28 0,00 1,00 0,00 32,60 230,28 0,00 1,00
SCPG2 Gew III 1 80 527,55 0,00 5,00 527,55 0,00 1,00 0,00 70,00 527,55 0,00 1,00
SCPH1 Gew III 1 80 132,025 0,00 4,50 132,025 0,00 1,00 0,00 58,10 132,025 0,00 1,00
SCPH2 Gew III 1 80 216,05 0,01 71,50 216,05 0,00 0,40 0,07 106,30 216,05 0,00 0,10
DSchnitt 0,00 8,31 0,00 0,95 0,01 26,17 0,00 0,92
SCP41 Gew III 1 60 209,80 0,00 1,30 209,80 0,00 1,00 0,00 0,60 209,80 0,00 1,00
SCP51 Gew III 1 60 133,50 0,00 0,20 133,50 0,00 0,10 0,00 0,90 133,50 0,00 0,20
SCP61 Gew III 1 60 561,70 0,00 0,10 561,70 0,00 1,00 0,00 1,00 561,70 0,00 1,00
SCPA1 Gew III 1 60 722,50 0,02 14,60 722,60 0,01 0,20 0,01 66,20 722,50 0,00 0,30
SCPB1 Gew III 1 60 108,68 0,00 0,10 108,68 0,00 1,00 0,00 1,40 108,68 0,00 1,00
SCPC1 Gew III 1 60 273,15 0,00 0,10 273,15 0,00 1,00 0,00 3,20 273,15 0,00 1,00
SCPD1 Gew III 1 60 160,73 0,00 0,30 160,73 0,00 1,00 0,00 8,10 160,73 0,00 1,00
SCPE1 Gew III 1 60 102,90 0,00 5,60 102,90 0,00 1,00 0,00 25,10 102,90 0,00 1,00
SCPF1 Gew III 1 60 41,85 0,00 9,10 41,85 0,00 1,00 0,00 28,00 41,85 0,00 0,90
SCPG1 Gew III 1 60 228,14 0,00 5,80 228,14 0,00 1,00 0,00 21,60 228,14 0,00 1,00
SCPG2 Gew III 1 60 527,55 0,00 5,60 527,55 0,00 1,00 0,00 69,00 527,55 0,00 1,00
SCPH1 Gew III 1 60 132,025 0,00 3,40 132,025 0,00 1,00 0,00 57,40 132,025 0,00 1,00
SCPH2 Gew III 1 60 216,05 0,01 76,00 216,05 0,00 0,50 0,03 109,50 216,05 0,00 0,10
DSchnitt 0,00 9,40 0,00 0,83 0,00 30,15 0,00 0,81
Tabelle C.11: Ergebnisse von SA MCPSCP fu¨r die Klasse Gew III 1 unter
Beru¨cksichtigung verschiedener U¨berdeckungsgrade.
240 Kapitel C. Ergebnisse fu¨r das MCPSCP
Instanz SA MCPSCP (ohne Core) SA MCPSCP (mit Core)
Durchschnitt Best Durchschnitt Best
Name Klasse γ BK DGap DTime Sol Gap F DGap DTime Sol Gap F
SCP41 Gew III 2 100 501,40 0,00 18,50 501,40 0,00 1,00 0,04 0,60 501,40 0,00 0,10
SCP51 Gew III 2 100 321,71 0,01 49,30 321,71 0,00 0,50 0,00 3,00 321,71 0,00 1,00
SCP61 Gew III 2 100 273,20 0,00 31,60 273,20 0,00 1,00 0,00 2,10 273,20 0,00 1,00
SCPA1 Gew III 2 100 353,80 0,00 4,10 353,80 0,00 1,00 0,00 3,10 353,80 0,00 1,00
SCPB1 Gew III 2 100 101,98 0,00 2,40 101,98 0,00 1,00 0,00 3,10 101,98 0,00 1,00
SCPC1 Gew III 2 100 256,97 0,17 54,60 257,40 0,17 0,10 0,23 34,60 256,99 0,01 0,10
SCPD1 Gew III 2 100 84,06 0,00 43,70 84,06 0,00 0,30 0,09 8,40 84,06 0,00 0,10
SCPE1 Gew III 2 100 48,76 0,00 9,70 48,76 0,00 1,00 0,06 13,20 48,76 0,00 0,90
SCPF1 Gew III 2 100 33,80 0,03 34,80 33,80 0,00 0,90 0,41 22,90 33,80 0,00 0,30
SCPG1 Gew III 2 100 297,95 0,07 99,80 297,95 0,00 0,30 0,00 63,20 297,95 0,00 1,00
SCPG2 Gew III 2 100 313,38 0,07 117,90 313,38 0,00 0,30 0,00 63,30 313,38 0,00 0,90
SCPH1 Gew III 2 100 79,74 0,66 107,90 79,74 0,00 0,30 0,14 56,30 79,74 0,00 0,80
SCPH2 Gew III 2 100 124,35 0,02 102,70 124,35 0,00 0,80 0,43 85,30 124,67 0,26 0,10
AA03 Gew III 2 100 33663,00 1,07 34,50 33970,50 0,91 0,30 0,95 28,80 33664,00 0,00 0,10
AA11 Gew III 2 100 37128,00 0,21 88,20 37128,00 0,00 0,20 0,30 48,60 37128,00 0,00 0,10
AA20 Gew III 2 100 35508,80 1,21 72,10 35511,80 0,01 0,10 1,36 73,20 35778,70 0,76 0,10
0,22 54,49 0,07 0,57 0,25 31,86 0,06 0,54
SCP41 Gew III 2 95 373,25 0,03 11,80 373,25 0,00 0,70 0,09 1,40 373,60 0,09 1,00
SCP51 Gew III 2 95 253,61 0,00 30,40 253,61 0,00 1,00 0,00 2,20 253,61 0,00 1,00
SCP61 Gew III 2 95 233,45 0,00 0,10 233,45 0,00 1,00 0,00 0,90 233,45 0,00 1,00
SCPA1 Gew III 2 95 282,00 0,00 10,20 282,00 0,00 1,00 0,13 4,90 282,00 0,00 0,80
SCPB1 Gew III 2 95 84,47 0,00 4,20 84,47 0,00 1,00 0,00 3,70 84,47 0,00 1,00
SCPC1 Gew III 2 95 189,08 0,01 49,70 189,08 0,00 0,80 0,01 11,20 189,08 0,00 0,80
SCPD1 Gew III 2 95 67,98 0,00 12,50 67,98 0,00 0,90 0,00 6,20 67,98 0,00 1,00
SCPE1 Gew III 2 95 47,54 0,10 54,10 47,54 0,00 0,50 0,05 18,10 47,54 0,00 0,80
SCPF1 Gew III 2 95 33,80 0,00 58,00 33,80 0,00 1,00 0,36 24,40 33,80 0,00 0,20
SCPG1 Gew III 2 95 262,32 0,01 65,40 262,32 0,00 0,80 0,00 51,30 262,32 0,00 1,00
SCPG2 Gew III 2 95 287,92 0,01 16,80 287,92 0,00 0,20 0,00 61,30 287,92 0,00 0,80
SCPH1 Gew III 2 95 63,77 0,01 54,00 63,77 0,00 0,80 0,00 41,30 63,77 0,00 1,00
SCPH2 Gew III 2 95 119,68 0,00 17,80 119,68 0,00 1,00 0,31 71,90 119,78 0,08 0,10
AA03 Gew III 2 95 27047,50 0,09 46,20 27047,50 0,00 0,60 0,28 10,60 27105,00 0,21 0,40
AA11 Gew III 2 95 29189,00 0,30 120,80 29199,00 0,03 0,10 0,14 57,60 29189,00 0,00 0,30
AA20 Gew III 2 95 28196,70 0,84 97,30 28298,60 0,36 0,10 0,60 35,00 28233,90 0,13 0,10
0,09 40,58 0,02 0,72 0,12 25,13 0,03 0,71
SCP41 Gew III 2 90 314,15 0,00 1,60 314,15 0,00 1,00 0,00 1,40 314,15 0,00 1,00
SCP51 Gew III 2 90 215,72 0,00 18,40 215,72 0,00 1,00 0,04 3,70 215,72 0,00 0,90
SCP61 Gew III 2 90 222,00 0,00 0,20 222,00 0,00 1,00 0,00 0,80 222,00 0,00 1,00
SCPA1 Gew III 2 90 248,60 0,00 5,30 248,60 0,00 1,00 0,00 2,40 248,60 0,00 1,00
SCPB1 Gew III 2 90 77,07 0,00 0,10 77,07 0,00 1,00 0,00 3,00 77,07 0,00 1,00
SCPC1 Gew III 2 90 155,44 0,02 25,80 155,44 0,00 0,10 0,03 5,10 155,48 0,03 1,00
SCPD1 Gew III 2 90 60,91 0,00 14,30 60,91 0,00 1,00 0,00 5,10 60,91 0,00 1,00
SCPE1 Gew III 2 90 47,54 0,08 46,40 47,54 0,00 0,50 0,02 15,40 47,54 0,00 0,90
SCPF1 Gew III 2 90 33,80 0,00 19,30 33,80 0,00 1,00 0,33 24,50 33,80 0,00 0,30
SCPG1 Gew III 2 90 255,58 0,00 29,10 255,58 0,00 1,00 0,00 44,30 255,58 0,00 1,00
SCPG2 Gew III 2 90 285,00 0,00 3,10 285,00 0,00 1,00 0,00 49,10 285,00 0,00 1,00
SCPH1 Gew III 2 90 59,32 0,01 56,10 59,32 0,00 0,80 0,00 34,30 59,32 0,00 0,90
SCPH2 Gew III 2 90 119,68 0,06 33,60 119,68 0,00 0,90 0,19 70,30 119,68 0,00 0,20
AA03 Gew III 2 90 23452,50 0,18 77,80 23454,50 0,01 0,20 0,07 80,10 23452,50 0,00 0,30
AA11 Gew III 2 90 24955,00 0,75 112,90 25006,00 0,20 0,10 0,75 27,30 24960,00 0,02 0,10
AA20 Gew III 2 90 24307,80 0,45 104,30 24307,80 0,00 0,20 0,25 21,30 24307,80 0,00 0,10
0,10 34,27 0,01 0,74 0,11 24,26 0,00 0,73
SCP41 Gew III 2 80 234,10 0,00 0,10 234,10 0,00 1,00 0,00 0,80 234,10 0,00 1,00
SCP51 Gew III 2 80 168,49 0,00 1,90 168,49 0,00 1,00 0,00 1,30 168,49 0,00 1,00
SCP61 Gew III 2 80 209,90 0,00 0,10 209,90 0,00 1,00 0,00 0,80 209,90 0,00 1,00
SCPA1 Gew III 2 80 209,60 0,00 4,00 209,60 0,00 1,00 0,01 2,40 209,60 0,00 0,90
SCPB1 Gew III 2 80 69,73 0,00 0,10 69,73 0,00 1,00 0,00 2,60 69,73 0,00 1,00
SCPC1 Gew III 2 80 120,45 0,00 0,20 120,45 0,00 1,00 0,00 4,10 120,45 0,00 1,00
SCPD1 Gew III 2 80 54,78 0,00 0,70 54,78 0,00 1,00 0,00 4,00 54,78 0,00 1,00
SCPE1 Gew III 2 80 47,54 0,12 20,10 47,54 0,00 0,30 0,06 14,70 47,54 0,00 0,70
SCPF1 Gew III 2 80 33,80 0,00 23,40 33,80 0,00 1,00 0,27 24,70 33,80 0,00 0,40
SCPG1 Gew III 2 80 255,10 0,02 62,90 255,10 0,00 0,60 0,01 53,50 255,10 0,00 0,50
SCPG2 Gew III 2 80 285,00 0,00 2,20 285,00 0,00 1,00 0,00 48,10 285,00 0,00 1,00
SCPH1 Gew III 2 80 54,59 0,02 9,00 54,59 0,00 0,90 0,00 23,10 54,59 0,00 1,00
SCPH2 Gew III 2 80 119,68 0,00 20,10 119,68 0,00 1,00 0,07 70,70 119,68 0,00 0,60
0,01 11,14 0,00 0,91 0,03 19,29 0,00 0,85
SCP41 Gew III 2 60 157,80 0,00 0,10 157,80 0,00 1,00 0,00 0,20 157,80 0,00 1,00
SCP51 Gew III 2 60 131,80 0,00 0,00 131,80 0,00 1,00 0,00 0,70 131,80 0,00 1,00
SCP61 Gew III 2 60 207,25 0,00 0,10 207,25 0,00 1,00 0,00 0,30 207,25 0,00 1,00
SCPA1 Gew III 2 60 174,60 0,00 0,10 174,60 0,00 1,00 0,00 1,80 174,60 0,00 1,00
SCPB1 Gew III 2 60 63,07 0,00 0,20 63,07 0,00 0,50 0,00 1,50 63,07 0,00 0,50
SCPC1 Gew III 2 60 86,39 0,00 1,60 86,39 0,00 1,00 0,00 3,00 86,39 0,00 1,00
SCPD1 Gew III 2 60 49,31 0,00 0,10 49,31 0,00 1,00 0,00 2,30 49,31 0,00 1,00
SCPE1 Gew III 2 60 47,54 0,05 36,90 47,54 0,00 0,70 0,05 15,60 47,54 0,00 0,70
SCPF1 Gew III 2 60 33,80 0,00 20,60 33,80 0,00 1,00 0,18 24,70 33,80 0,00 0,60
SCPG1 Gew III 2 60 255,10 0,03 56,60 255,10 0,00 0,50 0,00 46,20 255,10 0,00 1,00
SCPG2 Gew III 2 60 285,00 0,00 2,60 285,00 0,00 1,00 0,00 47,30 285,00 0,00 1,00
SCPH1 Gew III 2 60 49,71 0,00 2,00 49,71 0,00 1,00 0,00 13,10 49,71 0,00 1,00
SCPH2 Gew III 2 60 119,68 0,01 16,00 119,68 0,00 0,90 0,00 70,70 119,68 0,00 1,00
0,01 10,53 0,00 0,89 0,02 17,49 0,00 0,91
Tabelle C.12: Ergebnisse von SA MCPSCP fu¨r die Klasse Gew III 2 unter
Beru¨cksichtigung verschiedener U¨berdeckungsgrade.
C.2 Ergebnisse der Heuristiken (Kapitel 7) und CPLEX 7.0 241
Instanz GD MCPSCP (ohne Core) GD MCPSCP (mit Core)
Durchschnitt Best Durchschnitt Best
Name Klasse γ BK DGap DTime Sol Gap F DGap DTime Sol Gap F
SCP41 Gew I 100 519,40 0,00 13,70 519,40 0,00 1,00 0,16 1,50 519,40 0,00 0,10
SCP51 Gew I 100 342,50 0,00 7,50 342,50 0,00 0,90 0,08 1,70 342,50 0,00 0,60
SCP61 Gew I 100 222,90 0,00 0,40 222,90 0,00 1,00 0,00 0,50 222,90 0,00 1,00
SCPA1 Gew I 100 1169,80 0,00 3,00 1169,80 0,00 1,00 0,00 4,10 1169,80 0,00 1,00
SCPB1 Gew I 100 126,65 0,00 27,50 126,65 0,00 1,00 0,03 4,00 126,65 0,00 0,90
SCPC1 Gew I 100 343,03 0,01 90,60 343,03 0,00 0,40 0,03 22,20 343,03 0,00 0,50
SCPD1 Gew I 100 90,40 0,00 13,20 90,40 0,00 1,00 0,06 6,80 90,40 0,00 0,90
SCPE1 Gew I 100 83,85 0,00 0,60 83,85 0,00 1,00 0,00 18,80 83,85 0,00 1,00
SCPF1 Gew I 100 43,40 0,00 24,10 43,40 0,00 1,00 0,00 26,60 43,40 0,00 1,00
SCPG1 Gew I 100 392,80 0,05 94,70 393,00 0,05 1,00 0,02 101,30 392,80 0,00 0,10
SCPG2 Gew I 100 488,80 0,02 70,10 488,80 0,00 0,10 0,00 79,20 488,80 0,00 1,00
SCPH1 Gew I 100 271,40 0,00 42,60 271,40 0,00 1,00 0,07 126,60 271,40 0,00 0,50
SCPH2 Gew I 100 294,70 0,17 87,20 294,70 0,00 0,10 0,15 134,90 294,80 0,03 0,10
AA03 Gew I 100 34133,00 1,07 65,10 34414,00 0,82 0,10 0,72 52,80 34205,00 0,21 0,10
AA11 Gew I 100 38806,00 0,48 92,40 38854,00 0,12 0,10 0,41 47,60 38806,00 0,00 0,10
AA20 Gew I 100 36244,00 0,55 99,70 36288,00 0,12 0,10 0,45 96,80 36276,00 0,09 0,10
DSchnitt 0,15 45,78 0,07 0,68 0,14 45,34 0,02 0,56
SCP41 Gew I 95 390,40 0,00 73,00 390,40 0,00 1,00 0,16 0,90 390,40 0,00 0,10
SCP51 Gew I 95 273,50 0,11 6,00 273,80 0,11 1,00 0,14 1,70 273,50 0,00 0,10
SCP61 Gew I 95 174,10 0,00 0,80 174,10 0,00 1,00 0,00 0,90 174,10 0,00 1,00
SCPA1 Gew I 95 1136,20 0,00 4,20 1136,20 0,00 1,00 0,00 4,00 1136,20 0,00 1,00
SCPB1 Gew I 95 109,20 0,00 11,50 109,20 0,00 1,00 0,00 3,40 109,20 0,00 1,00
SCPC1 Gew I 95 275,32 0,00 44,50 275,32 0,00 1,00 0,03 8,00 275,32 0,00 0,90
SCPD1 Gew I 95 74,00 0,01 38,40 74,00 0,00 0,80 0,04 6,30 74,00 0,00 0,20
SCPE1 Gew I 95 83,85 0,00 1,10 83,85 0,00 1,00 0,00 20,00 83,85 0,00 1,00
SCPF1 Gew I 95 43,40 0,00 6,50 43,40 0,00 1,00 0,00 28,10 43,40 0,00 1,00
SCPG1 Gew I 95 353,58 0,01 26,40 353,58 0,00 0,30 0,00 55,40 353,58 0,00 1,00
SCPG2 Gew I 95 472,00 0,00 2,90 472,00 0,00 1,00 0,00 58,10 472,00 0,00 1,00
SCPH1 Gew I 95 271,40 0,04 89,10 271,40 0,00 0,80 0,18 129,70 271,40 0,00 0,10
SCPH2 Gew I 95 294,90 0,13 79,00 295,10 0,07 0,20 0,09 148,60 295,00 0,03 0,10
AA03 Gew I 95 27517,00 0,20 62,90 27517,00 0,00 0,60 0,31 9,70 27573,00 0,20 0,40
AA11 Gew I 95 30875,00 0,42 85,20 30875,00 0,00 0,10 0,24 50,30 30875,00 0,00 0,40
AA20 Gew I 95 28729,00 0,50 75,70 28748,00 0,07 0,10 0,39 57,40 28729,00 0,00 0,10
DSchnitt 0,09 37,95 0,02 0,74 0,10 36,41 0,01 0,59
SCP41 Gew I 90 330,50 0,00 1,50 330,50 0,00 1,00 0,00 1,00 330,50 0,00 1,00
SCP51 Gew I 90 234,60 0,45 17,30 234,60 0,00 0,30 0,09 34,20 234,60 0,00 0,30
SCP61 Gew I 90 156,90 0,00 0,20 156,90 0,00 1,00 0,00 0,80 156,90 0,00 1,00
SCPA1 Gew I 90 1124,00 0,00 0,03 1124,00 0,00 1,00 0,00 3,10 1124,00 0,00 1,00
SCPB1 Gew I 90 101,15 0,00 6,90 101,15 0,00 1,00 0,00 2,80 101,15 0,00 1,00
SCPC1 Gew I 90 242,52 0,00 25,70 242,52 0,00 1,00 0,00 5,80 242,52 0,00 1,00
SCPD1 Gew I 90 66,60 0,00 1,10 66,60 0,00 1,00 0,00 5,00 66,60 0,00 1,00
SCPE1 Gew I 90 83,85 0,00 0,90 83,85 0,00 1,00 0,00 20,00 83,85 0,00 1,00
SCPF1 Gew I 90 43,40 0,00 7,20 43,40 0,00 1,00 0,00 28,10 43,40 0,00 1,00
SCPG1 Gew I 90 338,34 0,00 2,20 338,34 0,00 1,00 0,00 41,00 338,34 0,00 1,00
SCPG2 Gew I 90 471,90 0,00 16,10 471,90 0,00 1,00 0,00 58,10 471,90 0,00 1,00
SCPH1 Gew I 90 271,40 0,01 88,60 271,40 0,00 0,90 0,24 133,70 271,40 0,00 0,10
SCPH2 Gew I 90 294,80 0,15 46,10 295,00 0,07 0,20 0,12 148,90 295,10 0,10 0,50
AA03 Gew I 90 23921,00 0,16 111,40 23921,00 0,00 0,20 0,10 45,90 23923,00 0,01 0,10
AA11 Gew I 90 26611,00 0,80 78,10 26611,00 0,00 0,10 0,52 25,30 26709,00 0,37 0,10
AA20 Gew I 90 24841,00 0,47 73,40 24889,00 0,19 0,10 0,19 100,80 24841,00 0,00 0,20
DSchnitt 0,13 29,80 0,02 0,74 0,08 40,91 0,03 0,71
SCP41 Gew I 80 248,80 0,00 0,03 248,80 0,00 1,00 0,00 0,50 248,80 0,00 1,00
SCP51 Gew I 80 184,90 0,00 2,80 184,90 0,00 1,00 0,00 1,30 184,90 0,00 1,00
SCP61 Gew I 80 135,30 0,00 0,03 135,30 0,00 1,00 0,00 0,40 135,30 0,00 1,00
SCPA1 Gew I 80 1121,20 0,04 0,03 1121,60 0,04 1,00 0,04 3,00 1121,60 0,04 1,00
SCPB1 Gew I 80 92,95 0,00 0,30 92,95 0,00 1,00 0,00 2,20 92,95 0,00 1,00
SCPC1 Gew I 80 208,96 0,00 0,70 208,96 0,00 1,00 0,00 4,00 208,96 0,00 1,00
SCPD1 Gew I 80 58,08 0,00 0,60 58,08 0,00 1,00 0,00 3,80 58,08 0,00 1,00
SCPE1 Gew I 80 83,85 0,00 1,00 83,85 0,00 1,00 0,00 19,60 83,85 0,00 1,00
SCPF1 Gew I 80 43,40 0,00 13,40 43,40 0,00 1,00 0,00 28,10 43,40 0,00 1,00
SCPG1 Gew I 80 326,84 0,00 1,20 326,84 0,00 1,00 0,00 31,80 326,84 0,00 1,00
SCPG2 Gew I 80 471,90 0,00 54,20 471,90 0,00 1,00 0,00 57,20 471,90 0,00 1,00
SCPH1 Gew I 80 271,40 0,01 64,60 271,40 0,00 0,90 0,18 127,30 271,40 0,00 0,10
SCPH2 Gew I 80 294,80 0,12 72,70 294,80 0,00 0,20 0,17 138,60 295,10 0,10 0,50
DSchnitt 0,01 16,28 0,00 0,93 0,03 32,14 0,01 0,89
SCP41 Gew I 60 169,80 0,00 0,03 169,80 0,00 1,00 0,00 0,30 169,80 0,00 1,00
SCP51 Gew I 60 143,90 0,00 40,70 143,90 0,00 1,00 0,00 4,10 143,90 0,00 1,00
SCP61 Gew I 60 115,50 0,00 0,03 115,50 0,00 1,00 0,00 0,20 115,50 0,00 1,00
SCPA1 Gew I 60 1121,60 0,00 0,03 1121,60 0,00 1,00 0,00 3,00 1121,60 0,00 1,00
SCPB1 Gew I 60 85,10 0,00 0,03 85,10 0,00 1,00 0,00 1,10 85,10 0,00 1,00
SCPC1 Gew I 60 175,47 0,00 0,50 175,47 0,00 1,00 0,00 2,80 175,47 0,00 1,00
SCPD1 Gew I 60 50,70 0,00 3,20 50,70 0,00 1,00 0,00 2,20 50,70 0,00 1,00
SCPE1 Gew I 60 83,85 0,00 1,10 83,85 0,00 1,00 0,00 19,10 83,85 0,00 1,00
SCPF1 Gew I 60 43,40 0,00 6,50 43,40 0,00 1,00 0,00 28,10 43,40 0,00 1,00
SCPG1 Gew I 60 319,60 0,00 0,90 319,60 0,00 1,00 0,00 17,00 319,60 0,00 1,00
SCPG2 Gew I 60 471,90 0,00 31,80 471,90 0,00 1,00 0,00 55,90 471,90 0,00 1,00
SCPH1 Gew I 60 271,40 0,01 78,70 271,40 0,00 0,90 0,22 145,30 271,60 0,07 0,10
SCPH2 Gew I 60 294,70 0,22 77,90 295,10 0,14 0,20 0,13 146,60 294,70 0,00 0,10
DSchnitt 0,02 18,57 0,01 0,93 0,03 32,75 0,01 0,86
Tabelle C.13: Ergebnisse von GD MCPSCP fu¨r die Klasse Gew I unter
Beru¨cksichtigung verschiedener U¨berdeckungsgrade.
242 Kapitel C. Ergebnisse fu¨r das MCPSCP
Instanz GD MCPSCP (ohne Core) GD MCPSCP (mit Core)
Durchschnitt Best Durchschnitt Best
Name Klasse γ BK DGap DTime Sol Gap F DGap DTime Sol Gap F
SCP41 Gew II 1 100 567,52 0,00 8,60 567,52 0,00 0,60 0,14 1,90 567,97 0,08 0,30
SCP51 Gew II 1 100 341,98 0,00 8,20 341,98 0,00 0,30 0,08 1,50 341,98 0,00 0,20
SCP61 Gew II 1 100 597,85 0,00 0,20 597,85 0,00 1,00 0,00 1,00 597,85 0,00 1,00
SCPA1 Gew II 1 100 910,90 0,00 1,90 910,90 0,00 1,00 0,00 3,20 910,90 0,00 1,00
SCPB1 Gew II 1 100 152,04 0,00 2,40 152,04 0,00 1,00 0,01 3,10 152,04 0,00 0,90
SCPC1 Gew II 1 100 465,97 0,00 39,70 465,97 0,00 1,00 0,02 12,80 465,97 0,00 0,30
SCPD1 Gew II 1 100 246,43 0,00 4,50 246,43 0,00 0,40 0,00 9,20 246,43 0,00 0,40
SCPE1 Gew II 1 100 129,55 0,03 25,90 129,55 0,00 0,80 0,00 35,50 129,55 0,00 1,00
SCPF1 Gew II 1 100 48,15 0,00 15,30 48,15 0,00 1,00 0,00 30,10 48,15 0,00 1,00
SCPG1 Gew II 1 100 372,52 0,04 49,60 372,57 0,01 0,10 0,10 76,60 372,52 0,00 0,10
SCPG2 Gew II 1 100 622,65 0,01 94,30 622,65 0,00 0,10 0,00 104,70 622,65 0,00 1,00
SCPH1 Gew II 1 100 152,015 0,02 74,80 152,015 0,00 0,90 0,00 68,60 152,015 0,00 1,00
SCPH2 Gew II 1 100 287,05 0,14 84,00 287,05 0,00 0,20 0,08 152,80 287,05 0,00 0,10
AA03 Gew II 1 100 34536,50 1,05 104,30 34836,00 0,87 0,20 0,67 45,00 34643,50 0,31 0,20
AA11 Gew II 1 100 40433,00 0,33 86,70 40433,00 0,00 0,20 0,27 42,00 40456,00 0,06 0,10
AA20 Gew II 1 100 37299,50 1,10 105,40 37331,00 0,08 0,10 0,65 78,80 37299,50 0,00 0,10
DSchnitt 0,17 44,11 0,06 0,56 0,13 41,68 0,03 0,54
SCP41 Gew II 1 95 438,07 0,02 71,10 438,07 0,00 0,90 0,18 1,00 438,07 0,00 0,10
SCP51 Gew II 1 95 272,74 0,00 8,00 272,74 0,00 0,10 0,00 7,00 272,74 0,00 0,20
SCP61 Gew II 1 95 579,10 0,00 0,20 579,10 0,00 1,00 0,00 1,00 579,10 0,00 1,00
SCPA1 Gew II 1 95 850,00 0,00 53,90 850,00 0,00 1,00 0,00 7,00 850,00 0,00 1,00
SCPB1 Gew II 1 95 135,26 0,00 0,10 135,26 0,00 1,00 0,00 3,50 135,26 0,00 1,00
SCPC1 Gew II 1 95 397,97 0,00 7,80 397,97 0,00 1,00 0,00 5,80 397,97 0,00 1,00
SCPD1 Gew II 1 95 242,92 0,00 3,20 242,92 0,00 1,00 0,00 9,00 242,92 0,00 1,00
SCPE1 Gew II 1 95 129,55 0,10 23,90 129,55 0,00 0,30 0,00 35,00 129,55 0,00 1,00
SCPF1 Gew II 1 95 48,15 0,00 14,60 48,15 0,00 1,00 0,00 31,10 48,15 0,00 1,00
SCPG1 Gew II 1 95 325,26 0,14 64,90 325,33 0,02 0,20 0,09 54,90 325,26 0,00 0,40
SCPG2 Gew II 1 95 615,55 0,01 39,60 615,55 0,00 0,30 0,01 80,10 615,55 0,00 0,30
SCPH1 Gew II 1 95 145,100 0,00 2,80 145,100 0,00 1,00 0,00 62,10 145,100 0,00 1,00
SCPH2 Gew II 1 95 286,75 0,15 67,30 286,75 0,00 0,20 0,04 143,20 286,75 0,00 0,70
AA03 Gew II 1 95 27921,50 0,03 71,90 27921,50 0,00 0,80 0,34 8,60 27977,50 0,20 0,20
AA11 Gew II 1 95 32518,00 0,25 86,90 32518,00 0,00 0,20 0,16 54,30 32518,00 0,00 0,40
AA20 Gew II 1 95 29993,00 0,48 89,40 29993,00 0,00 0,10 0,28 78,40 29993,00 0,00 0,10
DSchnitt 0,07 37,85 0,00 0,63 0,07 36,38 0,01 0,65
SCP41 Gew II 1 90 377,76 0,00 4,00 377,76 0,00 1,00 0,00 1,50 377,76 0,00 1,00
SCP51 Gew II 1 90 232,39 0,30 19,00 232,39 0,00 0,60 0,15 17,50 232,39 0,00 0,70
SCP61 Gew II 1 90 579,10 0,00 0,20 579,10 0,00 1,00 0,00 1,10 579,10 0,00 1,00
SCPA1 Gew II 1 90 823,10 0,00 6,00 823,10 0,00 1,00 0,00 3,10 823,10 0,00 1,00
SCPB1 Gew II 1 90 127,43 0,00 8,00 127,43 0,00 1,00 0,00 3,20 127,43 0,00 1,00
SCPC1 Gew II 1 90 365,10 0,00 1,90 365,10 0,00 1,00 0,00 5,00 365,10 0,00 1,00
SCPD1 Gew II 1 90 242,92 0,00 7,90 242,92 0,00 1,00 0,00 7,10 242,92 0,00 0,90
SCPE1 Gew II 1 90 129,55 0,06 38,10 129,55 0,00 0,60 0,00 35,30 129,55 0,00 1,00
SCPF1 Gew II 1 90 48,15 0,00 13,90 48,15 0,00 1,00 0,00 31,40 48,15 0,00 1,00
SCPG1 Gew II 1 90 302,36 0,10 36,00 302,42 0,02 0,10 0,04 78,70 302,36 0,00 0,20
SCPG2 Gew II 1 90 615,55 0,00 47,30 615,55 0,00 0,40 0,00 80,60 615,55 0,00 0,80
SCPH1 Gew II 1 90 145,100 0,00 3,20 145,100 0,00 1,00 0,00 61,10 145,100 0,00 1,00
SCPH2 Gew II 1 90 286,75 0,16 85,30 286,75 0,00 0,10 0,02 148,40 286,75 0,00 0,90
AA03 Gew II 1 90 24327,50 0,35 112,80 24332,50 0,02 0,10 0,04 37,40 24327,50 0,00 0,10
AA11 Gew II 1 90 28236,00 1,18 70,80 28372,00 0,48 0,10 0,67 29,80 28236,00 0,00 0,10
AA20 Gew II 1 90 26111,00 0,28 97,80 26111,00 0,00 0,20 0,18 44,00 26111,00 0,00 0,20
DSchnitt 0,15 34,51 0,03 0,64 0,07 36,58 0,00 0,74
SCP41 Gew II 1 80 295,19 0,00 0,03 295,19 0,00 1,00 0,00 0,50 295,19 0,00 1,00
SCP51 Gew II 1 80 181,83 0,00 1,50 181,83 0,00 1,00 0,00 1,10 181,83 0,00 1,00
SCP61 Gew II 1 80 579,10 0,00 0,20 579,10 0,00 1,00 0,00 1,00 579,10 0,00 1,00
SCPA1 Gew II 1 80 794,20 0,00 0,04 794,20 0,00 1,00 0,00 2,10 794,20 0,00 1,00
SCPB1 Gew II 1 80 119,67 0,00 4,10 119,67 0,00 1,00 0,00 2,20 119,67 0,00 1,00
SCPC1 Gew II 1 80 330,26 0,00 1,00 330,26 0,00 1,00 0,00 4,00 330,26 0,00 1,00
SCPD1 Gew II 1 80 242,92 0,22 22,30 242,92 0,00 0,10 0,24 5,60 243,51 0,24 1,00
SCPE1 Gew II 1 80 129,55 0,05 96,60 129,55 0,00 0,70 0,00 34,40 129,55 0,00 1,00
SCPF1 Gew II 1 80 48,15 0,00 8,70 48,15 0,00 1,00 0,00 31,10 48,15 0,00 1,00
SCPG1 Gew II 1 80 276,52 0,00 12,00 276,52 0,00 0,90 0,00 30,00 276,52 0,00 1,00
SCPG2 Gew II 1 80 615,55 0,01 27,60 615,55 0,00 0,20 0,00 83,70 615,55 0,00 0,90
SCPH1 Gew II 1 80 145,100 0,00 3,10 145,100 0,00 1,00 0,00 60,40 145,100 0,00 1,00
SCPH2 Gew II 1 80 286,75 0,17 57,30 286,75 0,00 0,10 0,07 139,20 286,75 0,00 0,70
DSchnitt 0,03 18,04 0,00 0,77 0,02 30,41 0,02 0,97
SCP41 Gew II 1 60 214,81 0,00 0,03 214,81 0,00 1,00 0,00 0,50 214,81 0,00 1,00
SCP51 Gew II 1 60 137,71 0,00 15,70 137,71 0,00 0,10 0,00 1,60 137,71 0,00 0,10
SCP61 Gew II 1 60 579,10 0,00 0,20 579,10 0,00 1,00 0,00 1,00 579,10 0,00 1,00
SCPA1 Gew II 1 60 767,50 0,00 0,03 767,50 0,00 1,00 0,00 1,90 767,50 0,00 1,00
SCPB1 Gew II 1 60 112,08 0,00 0,10 112,08 0,00 1,00 0,00 1,40 112,08 0,00 1,00
SCPC1 Gew II 1 60 294,78 0,00 0,20 294,78 0,00 1,00 0,00 2,70 294,78 0,00 1,00
SCPD1 Gew II 1 60 241,33 0,00 1,20 241,33 0,00 1,00 0,00 2,50 241,33 0,00 1,00
SCPE1 Gew II 1 60 129,55 0,09 19,50 129,55 0,00 0,40 0,00 37,70 129,55 0,00 1,00
SCPF1 Gew II 1 60 48,15 0,00 14,70 48,15 0,00 1,00 0,00 31,10 48,15 0,00 1,00
SCPG1 Gew II 1 60 251,93 0,00 6,50 251,93 0,00 0,90 0,00 16,10 251,93 0,00 1,00
SCPG2 Gew II 1 60 615,55 0,00 54,30 615,55 0,00 0,50 0,00 83,40 615,55 0,00 1,00
SCPH1 Gew II 1 60 148,575 0,00 7,00 148,575 0,00 1,00 0,00 14,30 148,575 0,00 1,00
SCPH2 Gew II 1 60 286,75 0,13 50,80 286,75 0,00 0,20 0,06 144,20 286,75 0,00 0,60
DSchnitt 0,02 13,10 0,00 0,78 0,00 26,03 0,00 0,90
Tabelle C.14: Ergebnisse von GD MCPSCP fu¨r die Klasse Gew II 1 unter
Beru¨cksichtigung verschiedener U¨berdeckungsgrade.
C.2 Ergebnisse der Heuristiken (Kapitel 7) und CPLEX 7.0 243
Instanz GD MCPSCP (ohne Core) GD MCPSCP (mit Core)
Durchschnitt Best Durchschnitt Best
Name Klasse γ BK DGap DTime Sol Gap F DGap DTime Sol Gap F
SCP41 Gew II 2 100 507,65 0,00 0,70 507,65 0,00 1,00 0,12 1,60 507,65 0,00 0,20
SCP51 Gew II 2 100 336,88 0,00 5,30 336,88 0,00 1,00 0,06 1,80 336,88 0,00 0,70
SCP61 Gew II 2 100 283,10 0,00 14,70 283,10 0,00 1,00 0,05 1,50 283,10 0,00 0,70
SCPA1 Gew II 2 100 381,20 0,00 14,60 381,20 0,00 1,00 0,04 4,00 381,20 0,00 0,70
SCPB1 Gew II 2 100 104,86 0,00 2,80 104,86 0,00 1,00 0,02 3,10 104,86 0,00 0,90
SCPC1 Gew II 2 100 271,53 0,00 45,00 271,53 0,00 0,60 0,06 7,80 271,53 0,00 0,10
SCPD1 Gew II 2 100 85,96 0,00 23,00 85,96 0,00 1,00 0,00 7,30 85,96 0,00 1,00
SCPE1 Gew II 2 100 75,50 0,08 19,30 75,50 0,00 0,90 0,00 19,50 75,50 0,00 1,00
SCPF1 Gew II 2 100 35,15 0,03 60,40 35,15 0,00 0,90 0,09 25,10 35,15 0,00 0,80
SCPG1 Gew II 2 100 384,99 0,05 113,70 384,99 0,00 0,60 0,00 74,10 384,99 0,00 1,00
SCPG2 Gew II 2 100 344,90 0,10 146,70 344,90 0,00 0,10 0,04 68,00 345,04 0,04 1,00
SCPH1 Gew II 2 100 84,43 0,63 53,10 84,43 0,00 0,10 0,00 63,80 84,43 0,00 0,30
SCPH2 Gew II 2 100 175,50 0,11 49,50 175,53 0,02 0,50 0,21 106,20 175,50 0,00 0,10
AA03 Gew II 2 100 33691,00 1,01 102,70 33764,50 0,22 0,10 0,60 38,50 33764,50 0,22 0,30
AA11 Gew II 2 100 37232,00 0,41 98,00 37310,00 0,21 0,60 0,42 53,50 37312,00 0,21 0,10
AA20 Gew II 2 100 35537,40 1,30 85,20 35537,40 0,00 0,10 0,74 85,90 35537,40 0,00 0,30
DSchnitt 0,23 52,17 0,03 0,66 0,15 35,11 0,03 0,58
SCP41 Gew II 2 95 378,95 0,00 23,50 378,95 0,00 1,00 0,20 1,10 379,70 0,20 1,00
SCP51 Gew II 2 95 267,85 0,14 37,80 267,85 0,00 0,60 0,19 24,50 267,85 0,00 0,60
SCP61 Gew II 2 95 244,00 0,00 0,30 244,00 0,00 1,00 0,00 0,90 244,00 0,00 1,00
SCPA1 Gew II 2 95 304,70 0,00 1,80 304,70 0,00 1,00 0,00 2,70 304,70 0,00 1,00
SCPB1 Gew II 2 95 87,33 0,00 3,80 87,33 0,00 1,00 0,00 3,40 87,33 0,00 1,00
SCPC1 Gew II 2 95 202,16 0,22 107,20 202,16 0,00 0,10 0,14 71,30 202,16 0,00 0,60
SCPD1 Gew II 2 95 69,81 0,00 9,80 69,81 0,00 1,00 0,00 6,30 69,81 0,00 0,90
SCPE1 Gew II 2 95 75,50 0,00 8,40 75,50 0,00 1,00 0,00 21,10 75,50 0,00 1,00
SCPF1 Gew II 2 95 35,15 0,03 61,30 35,15 0,00 0,90 0,03 24,50 35,15 0,00 0,90
SCPG1 Gew II 2 95 352,65 0,02 40,30 352,65 0,00 0,40 0,01 57,10 352,65 0,00 0,70
SCPG2 Gew II 2 95 321,06 0,00 71,80 321,06 0,00 0,40 0,00 57,00 321,06 0,00 0,70
SCPH1 Gew II 2 95 68,57 0,02 16,60 68,57 0,00 0,10 0,00 39,70 68,57 0,00 0,20
SCPH2 Gew II 2 95 174,56 0,33 34,20 174,56 0,00 0,10 0,19 133,40 174,82 0,15 0,70
AA03 Gew II 2 95 27073,00 0,18 81,50 27073,00 0,00 0,70 0,42 10,00 27129,00 0,21 0,20
AA11 Gew II 2 95 29250,00 0,30 47,40 29281,00 0,11 0,40 0,19 40,50 29250,00 0,00 0,10
AA20 Gew II 2 95 28232,60 0,56 79,00 28272,70 0,14 0,10 0,17 71,40 28232,60 0,00 0,50
DSchnitt 0,11 39,04 0,02 0,61 0,10 35,31 0,04 0,69
SCP41 Gew II 2 90 319,35 0,00 6,40 319,35 0,00 1,00 0,00 1,20 319,35 0,00 1,00
SCP51 Gew II 2 90 229,69 0,58 10,30 229,69 0,00 0,10 0,06 14,10 229,69 0,00 0,90
SCP61 Gew II 2 90 231,30 0,00 3,60 231,30 0,00 1,00 0,00 0,70 231,30 0,00 1,00
SCPA1 Gew II 2 90 269,60 0,00 6,70 269,60 0,00 0,90 0,00 7,50 269,60 0,00 0,60
SCPB1 Gew II 2 90 79,39 0,00 4,50 79,39 0,00 1,00 0,00 3,00 79,39 0,00 1,00
SCPC1 Gew II 2 90 167,27 0,05 0,80 167,36 0,05 1,00 0,05 5,00 167,36 0,05 1,00
SCPD1 Gew II 2 90 62,72 0,00 0,10 62,72 0,00 1,00 0,00 5,10 62,72 0,00 1,00
SCPE1 Gew II 2 90 75,50 0,00 6,70 75,50 0,00 1,00 0,00 21,30 75,50 0,00 1,00
SCPF1 Gew II 2 90 35,15 0,03 50,50 35,15 0,00 0,90 0,16 25,50 35,15 0,00 0,50
SCPG1 Gew II 2 90 343,64 0,00 31,70 343,64 0,00 0,90 0,01 45,20 343,64 0,00 0,80
SCPG2 Gew II 2 90 318,97 0,00 3,90 318,97 0,00 1,00 0,00 50,10 318,97 0,00 1,00
SCPH1 Gew II 2 90 63,95 0,05 74,00 63,95 0,00 0,30 0,00 50,70 63,95 0,00 1,00
SCPH2 Gew II 2 90 174,82 0,22 71,60 174,82 0,00 0,10 0,02 127,60 174,82 0,00 0,50
AA03 Gew II 2 90 23474,00 0,28 101,00 23479,00 0,02 0,20 0,07 48,80 23474,00 0,00 0,30
AA11 Gew II 2 90 24979,00 0,86 87,40 25077,00 0,39 0,20 0,39 44,30 24979,00 0,00 0,10
AA20 Gew II 2 90 24319,50 0,43 93,90 24319,50 0,00 0,10 0,23 73,60 24331,50 0,05 0,40
DSchnitt 0,16 34,57 0,03 0,67 0,06 32,73 0,01 0,76
SCP41 Gew II 2 80 238,30 0,00 0,10 238,30 0,00 1,00 0,00 0,90 238,30 0,00 1,00
SCP51 Gew II 2 80 180,03 0,00 2,60 180,03 0,00 1,00 0,00 1,10 180,03 0,00 1,00
SCP61 Gew II 2 80 218,20 0,00 0,03 218,20 0,00 1,00 0,00 0,50 218,20 0,00 0,90
SCPA1 Gew II 2 80 227,10 0,00 0,20 227,10 0,00 1,00 0,00 2,00 227,10 0,00 1,00
SCPB1 Gew II 2 80 71,46 0,00 0,10 71,46 0,00 1,00 0,00 2,30 71,46 0,00 1,00
SCPC1 Gew II 2 80 129,08 0,02 37,30 129,08 0,00 0,90 0,00 5,80 129,08 0,00 1,00
SCPD1 Gew II 2 80 56,05 0,00 3,50 56,05 0,00 1,00 0,00 3,90 56,05 0,00 1,00
SCPE1 Gew II 2 80 75,50 0,00 24,30 75,50 0,00 1,00 0,00 21,00 75,50 0,00 1,00
SCPF1 Gew II 2 80 35,15 0,03 61,40 35,15 0,00 0,90 0,04 24,90 35,15 0,00 0,90
SCPG1 Gew II 2 80 339,84 0,00 8,90 339,84 0,00 1,00 0,00 33,10 339,84 0,00 1,00
SCPG2 Gew II 2 80 318,97 0,00 2,70 318,97 0,00 1,00 0,00 49,90 318,97 0,00 1,00
SCPH1 Gew II 2 80 58,22 0,02 15,20 58,22 0,00 0,90 0,00 23,00 58,22 0,00 1,00
SCPH2 Gew II 2 80 174,82 0,30 48,90 175,03 0,12 0,10 0,02 123,60 174,82 0,00 0,70
DSchnitt 0,03 15,79 0,01 0,91 0,00 22,46 0,00 0,96
SCP41 Gew II 2 60 159,60 0,00 0,10 159,60 0,00 1,00 0,00 0,40 159,60 0,00 1,00
SCP51 Gew II 2 60 137,41 0,00 43,40 137,41 0,00 1,00 0,00 2,50 137,41 0,00 1,00
SCP61 Gew II 2 60 212,00 0,00 0,03 212,00 0,00 1,00 0,00 0,50 212,00 0,00 1,00
SCPA1 Gew II 2 60 186,40 0,00 0,20 186,40 0,00 1,00 0,00 1,50 186,40 0,00 1,00
SCPB1 Gew II 2 60 63,97 0,00 0,03 63,97 0,00 1,00 0,00 1,20 63,97 0,00 1,00
SCPC1 Gew II 2 60 91,75 0,00 0,03 91,75 0,00 1,00 0,00 2,40 91,75 0,00 1,00
SCPD1 Gew II 2 60 50,03 0,00 0,90 50,03 0,00 1,00 0,00 2,00 50,03 0,00 1,00
SCPE1 Gew II 2 60 75,50 0,00 8,70 75,50 0,00 1,00 0,00 20,90 75,50 0,00 1,00
SCPF1 Gew II 2 60 35,15 0,06 34,30 35,15 0,00 0,80 0,00 24,80 35,15 0,00 1,00
SCPG1 Gew II 2 60 333,94 0,01 26,10 333,94 0,00 0,80 0,00 17,80 333,94 0,00 1,00
SCPG2 Gew II 2 60 318,97 0,00 2,40 318,97 0,00 1,00 0,00 48,10 318,97 0,00 1,00
SCPH1 Gew II 2 60 51,65 0,00 5,70 51,65 0,00 1,00 0,00 13,10 51,65 0,00 1,00
SCPH2 Gew II 2 60 174,82 0,23 52,60 174,82 0,00 0,20 0,06 102,90 174,82 0,00 0,40
DSchnitt 0,02 13,42 0,00 0,91 0,00 18,32 0,00 0,95
Tabelle C.15: Ergebnisse von GD MCPSCP fu¨r die Klasse Gew II 2 unter
Beru¨cksichtigung verschiedener U¨berdeckungsgrade.
244 Kapitel C. Ergebnisse fu¨r das MCPSCP
Instanz GD MCPSCP (ohne Core) GD MCPSCP (mit Core)
Durchschnitt Best Durchschnitt Best
Name Klasse γ BK DGap DTime Sol Gap F DGap DTime Sol Gap F
SCP41 Gew III 1 100 547,20 0,00 1,30 547,20 0,00 1,00 0,02 0,80 547,20 0,00 0,70
SCP51 Gew III 1 100 327,85 0,00 40,20 327,85 0,00 0,90 0,00 2,30 327,85 0,00 1,00
SCP61 Gew III 1 100 580,60 0,00 0,10 580,60 0,00 1,00 0,00 1,00 580,60 0,00 1,00
SCPA1 Gew III 1 100 811,30 0,00 8,40 811,30 0,00 1,00 0,00 4,10 811,30 0,00 1,00
SCPB1 Gew III 1 100 140,56 0,00 1,00 140,56 0,00 1,00 0,00 3,10 140,56 0,00 1,00
SCPC1 Gew III 1 100 401,51 0,00 32,30 401,51 0,00 1,00 0,01 8,00 401,51 0,00 0,80
SCPD1 Gew III 1 100 165,78 0,00 7,70 165,78 0,00 1,00 0,00 8,80 165,78 0,00 1,00
SCPE1 Gew III 1 100 102,90 0,00 3,10 102,90 0,00 1,00 0,00 26,70 102,90 0,00 1,00
SCPF1 Gew III 1 100 41,85 0,00 9,90 41,85 0,00 1,00 0,03 25,90 41,85 0,00 0,90
SCPG1 Gew III 1 100 296,15 0,11 122,20 296,33 0,06 0,20 0,02 100,00 296,15 0,00 0,60
SCPG2 Gew III 1 100 535,25 0,00 93,50 535,25 0,00 0,90 0,00 73,50 535,25 0,00 1,00
SCPH1 Gew III 1 100 139,440 0,00 73,00 139,440 0,00 1,00 0,00 62,60 139,440 0,00 1,00
SCPH2 Gew III 1 100 216,92 0,01 71,80 216,92 0,00 0,90 0,17 107,60 217,12 0,09 0,20
AA03 Gew III 1 100 34567,10 0,85 75,20 34794,30 0,66 0,20 0,37 55,00 34567,10 0,00 0,10
AA11 Gew III 1 100 40359,00 0,36 81,60 40359,00 0,00 0,20 0,32 44,80 40381,00 0,05 0,10
AA20 Gew III 1 100 37280,00 1,37 113,30 37559,00 0,75 0,10 0,70 88,20 37280,00 0,00 0,10
DSchnitt 0,17 45,91 0,09 0,78 0,10 38,28 0,01 0,72
SCP41 Gew III 1 95 420,00 0,00 0,10 420,00 0,00 1,00 0,00 1,00 420,00 0,00 1,00
SCP51 Gew III 1 95 259,05 0,00 17,30 259,05 0,00 1,00 0,00 2,40 259,05 0,00 1,00
SCP61 Gew III 1 95 561,70 0,00 0,10 561,70 0,00 1,00 0,00 1,10 561,70 0,00 1,00
SCPA1 Gew III 1 95 761,80 0,00 0,10 761,80 0,00 1,00 0,00 3,10 761,80 0,00 1,00
SCPB1 Gew III 1 95 124,71 0,00 0,20 124,71 0,00 1,00 0,00 3,30 124,71 0,00 1,00
SCPC1 Gew III 1 95 340,03 0,00 2,40 340,03 0,00 1,00 0,00 6,00 340,03 0,00 1,00
SCPD1 Gew III 1 95 160,73 0,00 0,30 160,73 0,00 1,00 0,00 8,10 160,73 0,00 1,00
SCPE1 Gew III 1 95 102,90 0,00 4,70 102,90 0,00 1,00 0,00 25,20 102,90 0,00 1,00
SCPF1 Gew III 1 95 41,85 0,00 12,20 41,85 0,00 1,00 0,00 27,10 41,85 0,00 1,00
SCPG1 Gew III 1 95 255,17 0,01 65,40 255,17 0,00 0,50 0,00 49,90 255,17 0,00 1,00
SCPG2 Gew III 1 95 527,55 0,00 7,20 527,55 0,00 1,00 0,00 98,30 527,55 0,00 1,00
SCPH1 Gew III 1 95 132,025 0,00 4,80 132,025 0,00 1,00 0,00 59,10 132,025 0,00 1,00
SCPH2 Gew III 1 95 216,05 0,01 47,00 216,05 0,00 0,60 0,08 103,40 216,09 0,02 0,10
AA03 Gew III 1 95 27884,40 0,18 64,50 27884,40 0,00 0,70 0,28 7,60 27884,40 0,00 0,10
AA11 Gew III 1 95 32458,00 0,28 86,90 32463,00 0,02 0,30 0,09 39,80 32458,00 0,00 0,20
AA20 Gew III 1 95 29994,00 0,54 85,70 30013,50 0,07 0,10 0,23 51,80 29994,00 0,00 0,20
DSchnitt 0,06 24,93 0,01 0,83 0,04 30,45 0,00 0,79
SCP41 Gew III 1 90 361,70 0,00 5,60 361,70 0,00 1,00 0,00 1,60 361,70 0,00 1,00
SCP51 Gew III 1 90 220,70 0,26 39,20 220,70 0,00 0,50 0,00 22,90 220,70 0,00 1,00
SCP61 Gew III 1 90 561,70 0,00 0,10 561,70 0,00 1,00 0,00 1,20 561,70 0,00 1,00
SCPA1 Gew III 1 90 741,70 0,00 0,20 741,70 0,00 1,00 0,00 3,10 741,70 0,00 1,00
SCPB1 Gew III 1 90 118,70 0,00 0,20 118,70 0,00 1,00 0,00 3,00 118,70 0,00 1,00
SCPC1 Gew III 1 90 315,37 0,00 1,90 315,37 0,00 1,00 0,00 6,00 315,37 0,00 1,00
SCPD1 Gew III 1 90 160,73 0,00 0,20 160,73 0,00 1,00 0,00 8,30 160,73 0,00 1,00
SCPE1 Gew III 1 90 102,90 0,00 6,10 102,90 0,00 1,00 0,00 27,80 102,90 0,00 1,00
SCPF1 Gew III 1 90 41,85 0,00 14,70 41,85 0,00 1,00 0,01 27,10 41,85 0,00 0,70
SCPG1 Gew III 1 90 239,76 0,00 6,10 239,76 0,00 1,00 0,00 41,30 239,76 0,00 1,00
SCPG2 Gew III 1 90 527,55 0,00 7,30 527,55 0,00 1,00 0,00 85,70 527,55 0,00 1,00
SCPH1 Gew III 1 90 132,025 0,00 4,40 132,025 0,00 1,00 0,00 58,50 132,025 0,00 1,00
SCPH2 Gew III 1 90 216,05 0,01 80,40 216,05 0,00 0,50 0,03 103,60 216,06 0,00 0,10
AA03 Gew III 1 90 24295,30 0,29 95,40 24297,90 0,01 0,30 0,28 21,20 24295,30 0,00 0,10
AA11 Gew III 1 90 28248,00 0,54 103,10 28248,00 0,00 0,10 0,36 50,00 28248,00 0,00 0,20
AA20 Gew III 1 90 26123,00 0,43 91,30 26123,00 0,00 0,10 0,25 38,90 26123,00 0,00 0,20
DSchnitt 0,10 28,51 0,00 0,78 0,06 31,26 0,00 0,77
SCP41 Gew III 1 80 283,40 0,00 0,10 283,40 0,00 1,00 0,00 0,50 283,40 0,00 1,00
SCP51 Gew III 1 80 171,90 0,00 3,00 171,90 0,00 1,00 0,00 1,20 171,90 0,00 1,00
SCP61 Gew III 1 80 561,70 0,00 0,10 561,70 0,00 1,00 0,00 1,10 561,70 0,00 1,00
SCPA1 Gew III 1 80 725,70 0,00 0,20 725,70 0,00 1,00 0,00 3,00 725,70 0,00 1,00
SCPB1 Gew III 1 80 113,29 0,00 1,90 113,29 0,00 1,00 0,00 2,30 113,29 0,00 1,00
SCPC1 Gew III 1 80 291,99 0,00 0,10 291,99 0,00 1,00 0,00 4,80 291,99 0,00 1,00
SCPD1 Gew III 1 80 160,73 0,00 0,50 160,73 0,00 1,00 0,00 8,10 160,73 0,00 1,00
SCPE1 Gew III 1 80 102,90 0,00 3,50 102,90 0,00 1,00 0,00 25,10 102,90 0,00 1,00
SCPF1 Gew III 1 80 41,85 0,00 10,60 41,85 0,00 1,00 0,00 27,10 41,85 0,00 0,90
SCPG1 Gew III 1 80 230,28 0,00 22,60 230,28 0,00 1,00 0,00 33,10 230,28 0,00 1,00
SCPG2 Gew III 1 80 527,55 0,00 4,80 527,55 0,00 1,00 0,00 83,50 527,55 0,00 1,00
SCPH1 Gew III 1 80 132,025 0,00 4,30 132,025 0,00 1,00 0,00 58,10 132,025 0,00 1,00
SCPH2 Gew III 1 80 216,05 0,00 107,70 216,05 0,00 0,70 0,04 105,40 216,05 0,00 0,10
DSchnitt 0,00 12,26 0,00 0,98 0,00 27,18 0,00 0,92
SCP41 Gew III 1 60 209,80 0,00 1,10 209,80 0,00 1,00 0,00 0,70 209,80 0,00 1,00
SCP51 Gew III 1 60 133,50 0,00 0,40 133,50 0,00 0,20 0,00 0,80 133,50 0,00 1,00
SCP61 Gew III 1 60 561,70 0,00 0,10 561,70 0,00 1,00 0,00 1,00 561,70 0,00 1,00
SCPA1 Gew III 1 60 722,50 0,03 1,40 722,70 0,03 1,00 0,01 39,10 722,50 0,00 0,40
SCPB1 Gew III 1 60 108,68 0,00 0,10 108,68 0,00 1,00 0,00 1,30 108,68 0,00 1,00
SCPC1 Gew III 1 60 273,15 0,00 0,10 273,15 0,00 1,00 0,00 3,10 273,15 0,00 1,00
SCPD1 Gew III 1 60 160,73 0,00 0,40 160,73 0,00 1,00 0,00 8,10 160,73 0,00 1,00
SCPE1 Gew III 1 60 102,90 0,00 6,00 102,90 0,00 1,00 0,00 25,10 102,90 0,00 1,00
SCPF1 Gew III 1 60 41,85 0,00 18,50 41,85 0,00 1,00 0,00 27,10 41,85 0,00 0,90
SCPG1 Gew III 1 60 228,14 0,00 9,10 228,14 0,00 1,00 0,00 21,90 228,14 0,00 1,00
SCPG2 Gew III 1 60 527,55 0,00 6,80 527,55 0,00 1,00 0,00 69,10 527,55 0,00 1,00
SCPH1 Gew III 1 60 132,025 0,00 4,40 132,025 0,00 1,00 0,00 57,10 132,025 0,00 1,00
SCPH2 Gew III 1 60 216,05 0,01 71,20 216,05 0,00 0,50 0,04 107,20 216,05 0,00 0,10
DSchnitt 0,00 9,20 0,00 0,90 0,00 27,82 0,00 0,88
Tabelle C.16: Ergebnisse von GD MCPSCP fu¨r die Klasse Gew III 1 unter
Beru¨cksichtigung verschiedener U¨berdeckungsgrade.
C.2 Ergebnisse der Heuristiken (Kapitel 7) und CPLEX 7.0 245
246 Kapitel C. Ergebnisse fu¨r das MCPSCP
Instanz GD MCPSCP (ohne Core) GD MCPSCP (mit Core)
Durchschnitt Best Durchschnitt Best
Name Klasse γ BK DGap DTime Sol Gap F DGap DTime Sol Gap F
SCP41 Gew III 2 100 501,40 0,00 23,00 501,40 0,00 1,00 0,05 1,70 501,45 0,01 0,60
SCP51 Gew III 2 100 321,71 0,00 54,10 321,71 0,00 1,00 0,00 2,10 321,71 0,00 1,00
SCP61 Gew III 2 100 273,20 0,00 33,40 273,20 0,00 1,00 0,00 1,90 273,20 0,00 1,00
SCPA1 Gew III 2 100 353,80 0,00 3,00 353,80 0,00 1,00 0,00 3,20 353,80 0,00 1,00
SCPB1 Gew III 2 100 101,98 0,00 4,60 101,98 0,00 1,00 0,00 3,10 101,98 0,00 1,00
SCPC1 Gew III 2 100 256,97 0,17 45,00 257,40 0,17 1,00 0,17 26,20 256,97 0,00 0,10
SCPD1 Gew III 2 100 84,06 0,00 43,80 84,06 0,00 0,30 0,09 7,70 84,06 0,00 0,10
SCPE1 Gew III 2 100 48,76 0,00 8,80 48,76 0,00 1,00 0,00 13,30 48,76 0,00 1,00
SCPF1 Gew III 2 100 33,80 0,06 40,20 33,80 0,00 0,90 0,49 21,80 33,80 0,00 0,20
SCPG1 Gew III 2 100 297,95 0,06 119,70 297,95 0,00 0,30 0,00 65,70 297,95 0,00 1,00
SCPG2 Gew III 2 100 313,38 0,07 98,10 313,38 0,00 0,30 0,00 66,20 313,38 0,00 0,80
SCPH1 Gew III 2 100 79,74 0,83 98,10 79,74 0,00 0,20 0,00 64,70 79,74 0,00 1,00
SCPH2 Gew III 2 100 124,35 0,03 81,90 124,35 0,00 0,90 0,42 82,30 124,61 0,21 0,20
AA03 Gew III 2 100 33663,00 1,04 88,10 33776,00 0,34 0,10 0,75 48,20 33736,50 0,22 0,10
AA11 Gew III 2 100 37128,00 0,25 98,40 37128,00 0,00 0,20 0,37 57,10 37160,00 0,09 0,10
AA20 Gew III 2 100 35508,80 1,14 127,50 35789,80 0,79 0,10 0,84 98,40 35508,80 0,00 0,10
0,23 60,48 0,08 0,64 0,20 35,23 0,03 0,58
SCP41 Gew III 2 95 373,25 0,01 30,60 373,25 0,00 0,90 0,09 1,10 373,60 0,09 1,00
SCP51 Gew III 2 95 253,61 0,00 21,20 253,61 0,00 1,00 0,00 3,10 253,61 0,00 1,00
SCP61 Gew III 2 95 233,45 0,00 0,20 233,45 0,00 1,00 0,00 0,80 233,45 0,00 1,00
SCPA1 Gew III 2 95 282,00 0,03 7,60 282,00 0,00 0,90 0,07 4,20 282,00 0,00 0,80
SCPB1 Gew III 2 95 84,47 0,00 9,20 84,47 0,00 1,00 0,03 3,50 84,47 0,00 0,90
SCPC1 Gew III 2 95 189,08 0,02 71,50 189,08 0,00 0,60 0,00 12,80 189,08 0,00 0,90
SCPD1 Gew III 2 95 67,98 0,00 22,20 67,98 0,00 0,90 0,03 6,20 67,98 0,00 0,80
SCPE1 Gew III 2 95 47,54 0,12 53,10 47,54 0,00 0,40 0,00 20,50 47,54 0,00 1,00
SCPF1 Gew III 2 95 33,80 0,00 41,80 33,80 0,00 1,00 0,36 24,50 33,80 0,00 0,20
SCPG1 Gew III 2 95 262,32 0,00 51,50 262,32 0,00 0,80 0,00 51,60 262,32 0,00 1,00
SCPG2 Gew III 2 95 287,92 0,00 56,00 287,92 0,00 0,50 0,00 65,40 287,92 0,00 1,00
SCPH1 Gew III 2 95 63,77 0,00 35,00 63,77 0,00 1,00 0,11 45,80 63,77 0,00 0,50
SCPH2 Gew III 2 95 119,68 0,06 28,50 119,68 0,00 0,90 0,31 70,70 119,78 0,08 0,40
AA03 Gew III 2 95 27047,50 0,17 87,20 27047,50 0,00 0,70 0,41 24,20 27103,00 0,21 0,10
AA11 Gew III 2 95 29189,00 0,26 65,30 29198,00 0,03 0,10 0,02 69,30 29189,00 0,00 0,60
AA20 Gew III 2 95 28196,70 0,67 96,30 28214,90 0,06 0,10 0,31 82,10 28196,70 0,00 0,10
0,08 42,33 0,01 0,74 0,11 30,36 0,02 0,71
SCP41 Gew III 2 90 314,15 0,00 1,60 314,15 0,00 1,00 0,05 1,30 314,15 0,00 0,90
SCP51 Gew III 2 90 215,72 0,00 14,80 215,72 0,00 1,00 0,00 2,40 215,72 0,00 1,00
SCP61 Gew III 2 90 222,00 0,00 0,10 222,00 0,00 1,00 0,00 1,00 222,00 0,00 1,00
SCPA1 Gew III 2 90 248,60 0,00 10,00 248,60 0,00 1,00 0,00 2,70 248,60 0,00 1,00
SCPB1 Gew III 2 90 77,07 0,00 0,25 77,07 0,00 1,00 0,00 3,00 77,07 0,00 1,00
SCPC1 Gew III 2 90 155,44 0,03 3,50 155,48 0,03 1,00 0,05 5,60 155,48 0,03 0,90
SCPD1 Gew III 2 90 60,91 0,00 13,40 60,91 0,00 1,00 0,00 5,40 60,91 0,00 1,00
SCPE1 Gew III 2 90 47,54 0,12 15,70 47,54 0,00 0,40 0,00 39,30 47,54 0,00 1,00
SCPF1 Gew III 2 90 33,80 0,12 9,80 33,80 0,00 0,80 0,41 23,10 33,80 0,00 0,10
SCPG1 Gew III 2 90 255,58 0,00 16,40 255,58 0,00 1,00 0,00 48,30 255,58 0,00 0,90
SCPG2 Gew III 2 90 285,00 0,00 3,30 285,00 0,00 1,00 0,00 49,10 285,00 0,00 1,00
SCPH1 Gew III 2 90 59,32 0,02 16,30 59,32 0,00 0,40 0,00 34,20 59,32 0,00 1,00
SCPH2 Gew III 2 90 119,68 0,12 23,50 119,68 0,00 0,80 0,20 73,00 119,78 0,08 0,60
AA03 Gew III 2 90 23452,50 0,29 95,20 23454,50 0,01 0,30 0,11 30,40 23452,50 0,00 0,10
AA11 Gew III 2 90 24955,00 0,63 87,90 24955,00 0,00 0,10 0,55 82,00 24959,00 0,02 0,10
AA20 Gew III 2 90 24307,80 0,44 68,90 24307,80 0,00 0,10 0,15 75,00 24307,80 0,00 0,30
0,11 23,79 0,00 0,74 0,10 29,74 0,01 0,74
SCP41 Gew III 2 80 234,10 0,00 0,20 234,10 0,00 1,00 0,00 0,90 234,10 0,00 1,00
SCP51 Gew III 2 80 168,49 0,00 3,10 168,49 0,00 1,00 0,00 1,10 168,49 0,00 1,00
SCP61 Gew III 2 80 209,90 0,00 0,10 209,90 0,00 1,00 0,00 0,60 209,90 0,00 1,00
SCPA1 Gew III 2 80 209,60 0,00 3,80 209,60 0,00 1,00 0,01 2,20 209,60 0,00 0,90
SCPB1 Gew III 2 80 69,73 0,00 0,10 69,73 0,00 1,00 0,00 2,40 69,73 0,00 1,00
SCPC1 Gew III 2 80 120,45 0,00 0,40 120,45 0,00 1,00 0,00 4,10 120,45 0,00 1,00
SCPD1 Gew III 2 80 54,78 0,00 0,40 54,78 0,00 1,00 0,00 4,00 54,78 0,00 1,00
SCPE1 Gew III 2 80 47,54 0,08 33,30 47,54 0,00 0,80 0,00 27,70 47,54 0,00 1,00
SCPF1 Gew III 2 80 33,80 0,06 43,30 33,80 0,00 0,90 0,31 24,30 33,80 0,00 0,30
SCPG1 Gew III 2 80 255,10 0,03 31,40 255,10 0,00 0,40 0,00 54,40 255,10 0,00 0,90
SCPG2 Gew III 2 80 285,00 0,00 2,50 285,00 0,00 1,00 0,00 48,10 285,00 0,00 1,00
SCPH1 Gew III 2 80 54,59 0,03 11,50 54,59 0,00 0,80 0,00 23,50 54,59 0,00 1,00
SCPH2 Gew III 2 80 119,68 0,00 21,60 119,68 0,00 1,00 0,08 70,70 119,68 0,00 0,60
0,02 11,67 0,00 0,92 0,03 20,31 0,00 0,90
SCP41 Gew III 2 60 157,80 0,00 0,10 157,80 0,00 1,00 0,00 0,40 157,80 0,00 1,00
SCP51 Gew III 2 60 131,80 0,00 0,10 131,80 0,00 1,00 0,00 0,70 131,80 0,00 1,00
SCP61 Gew III 2 60 207,25 0,00 0,10 207,25 0,00 1,00 0,00 0,40 207,25 0,00 1,00
SCPA1 Gew III 2 60 174,60 0,00 0,20 174,60 0,00 1,00 0,00 1,40 174,60 0,00 1,00
SCPB1 Gew III 2 60 63,07 0,00 1,80 63,07 0,00 0,30 0,00 1,40 63,07 0,00 0,40
SCPC1 Gew III 2 60 86,39 0,00 1,10 86,39 0,00 1,00 0,00 3,10 86,39 0,00 1,00
SCPD1 Gew III 2 60 49,31 0,00 0,20 49,31 0,00 1,00 0,00 2,50 49,31 0,00 1,00
SCPE1 Gew III 2 60 47,54 0,08 39,40 47,54 0,00 0,60 0,02 33,70 47,54 0,00 0,90
SCPF1 Gew III 2 60 33,80 0,00 59,30 33,80 0,00 1,00 0,09 24,10 33,80 0,00 0,80
SCPG1 Gew III 2 60 255,10 0,03 21,90 255,10 0,00 0,60 0,00 49,50 255,10 0,00 1,00
SCPG2 Gew III 2 60 285,00 0,00 3,00 285,00 0,00 1,00 0,00 47,30 285,00 0,00 1,00
SCPH1 Gew III 2 60 49,71 0,00 2,20 49,71 0,00 1,00 0,00 13,10 49,71 0,00 1,00
SCPH2 Gew III 2 60 119,68 0,00 24,80 119,68 0,00 1,00 0,01 70,50 119,68 0,00 0,90
0,01 11,86 0,00 0,88 0,01 19,08 0,00 0,92
Tabelle C.17: Ergebnisse von GD MCPSCP fu¨r die Klasse Gew III 2 unter
Beru¨cksichtigung verschiedener U¨berdeckungsgrade.
C.2 Ergebnisse der Heuristiken (Kapitel 7) und CPLEX 7.0 247
Instanz CPLEX 7.0
Best
Name Klasse BK LB Sol Gap ETime
DB M 1 DB M A 110,6757 110,6757 110,6757 0,00 3152
DB M 2 DB M A 102,7071 102,7071 102,7071 0,00 21
DB M 2 DB M A 109,823156 109,823177 109,823177 0,00 27
DB M 4 DB M A 78,5004 78,5004 78,5004 0,00 489
DB M 5 DB M A 67,3404 67,1254 67,4214 0,44 33120∗
DB M 6 DB M A 70,1204 70,1174 70,1204 0,00 10706
DB M 7 DB M A 72,8746 72,8746 72,8746 0,00 24172
DB M 8 DB M A 200,9161 180,5394 201,3617 11,53 186355∗
DB M 9 DB M A 108,5447 108,5447 108,5447 0,00 90
DB M 10 DB M A 117,72365 117,72365 117,72365 0,00 92073
DB M 11 DB M A 69,9913 69,9745 69,9913 0,02 288000∗
DB M 12 DB M A 70,5068 70,5068 70,5068 0,00 352542
DB M 13 DB M A 277,9604 277,9604 277,9604 0,00 321
DB M 14 DB M A 178,6571 178,5968 178,8069 0,12 432000∗
DB M 15 DB M A 112,085 112,0283 112,1794 0,13 433000∗
DSchnitt 0,82 34,5h
DB M 16 DB M B 301,4434 301,4434 301,4434 0,00 791
DB M 17 DB M B 93,6678 93,5476 94,0676 0,56 334800∗
DB M 18 DB M B 88,93112 88,7027 89,0025 0,34 432000∗
DB M 19 DB M B 89,12253 88,8033 89,3781 0,65 302400∗
DB M 20 DB M B 314,1633 314,1633 314,1633 0,00 1102
DB M 21 DB M B 64,77928 64,1216 66,8553 4,26 482400∗
DB M 22 DB M B 71,32465 70,8424 74,2271 4,78 432000∗
DSchnitt 1,51 79h
Tabelle C.18: Ergebnisse von CPLEX 7.0 fu¨r reale Instanzen der DB Cargo unter
Beru¨cksichtigung von Multiple Coverage.










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabelle C.19: Die Ergebnisse von SA MCPSCP fu¨r reale Instanzen der DB Cargo
unter Beru¨cksichtigung von Multiple Coverage.
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabelle C.20: Ergebnisse von GD MCPSCP fu¨r reale Instanzen der DB Cargo unter
Beru¨cksichtigung von Multiple Coverage.
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