Abstract: Lower profit margins and tighter environmental constraints push chemical companies to search for sustainable development and operation. To ensure sustainable development and operation in practice, multiple and conflicting objectives (e.g., maximize production vs. minimize energy consumption) typically have to be optimized simultaneously. The frame of multi-objective optimization allows to systematically propose improvements and evaluate trade-offs between different objectives. Solving a multi-objective optimization problem yields a set of solutions called the Pareto front, in which no improvement can be made in one objective without worsening another objective. The posteriori analysis of this set by a smart filter aims to keep only the significant solutions for the decision maker who is interested in a specific level of trade-offs. However, this strategy suffers from the large overhead of insignificant solutions produced in the original set. This situation makes applying this strategy to the complex multi-objective optimal control problems time consuming. In this paper, the smart filter by Mattson et al. (2004) is compared to a novel Divide and Conquer (D&C) algorithm to obtain a Pareto front with adaptive resolution for a case study of a plug flow reactor. The new algorithm depends on obtaining the Pareto front recursively while terminating the exploration of a Pareto front segment as soon as an insignificant point is found. It is shown that the D&C algorithm produces representations with similar quality to the smart filter with higher speed and a more intuitive trade-off oriented solution procedure.
INTRODUCTION
The existence of multiple conflicting objectives for engineering optimization problems is a situation that is frequently encountered in the chemical industry, e.g., the profit versus the environmental impact of a process. In such cases, the set of optimal points is called the Pareto front, which is defined as the set of solutions in which no objective can be improved without worsening at least one other objective. The Pareto front can be obtained using two classes of techniques: vectorization (Deb (2001) ) and scalarization methods (Miettinen (1999) ). Scalarization methods have been shown to be more convenient when handling optimal control problems (Logist et al. (2013) ). These algorithms work by parameterizing the Multiple Objectives Optimization Problem (MOOP) into a set of Single Objective Optimization Problems (SOOPs), such that the solving of each SOOP corresponds to obtaining a point on the Pareto front (Marler and Arora (2004) the solutions that are expected to be more interesting to the Decision Maker (DM). One of these techniques is the smart filter (Mattson et al. (2004) ) which works by filtering a dense Pareto front in order to provide a Pareto front with adaptive resolution, i.e., the points density at any segment is proportional to its slope. This way the more interesting "knee" regions of the Pareto front are better represented than the less interesting flat segments. One major drawback of the smart filter strategy is the need to obtain a dense Pareto front for the filter to be applied on. The result is a large overhead of wasted points that will get removed in the final representation, and hence, long computational times (Hancock et al. (2015) ). This disadvantage worsens with computationally expensive MOOPs. Typical examples of such problems that are frequently encountered in the chemical industry are Multi-Objective Optimal Control Problems (MOOCPs). A MOOCP involves finding the optimal time or space trajectory of a control variable for a system described by differential equations in order to optimize multiple objectives. A novel divide and conquer algorithm aims to produce a Pareto front with adaptive resolution with less insignificant solutions than the smart filter strategy. Its concept depends on obtaining the Pareto front recursively. Leuven, Chemical Engineering Department, BioTeC+ & OPTEC, Gebroeders De Smetstraat 1, 9000 Gent, Abstract: Lower profit margins and tighter environmental constraints push chemical companies to search for sustainable development and operation. To ensure sustainable development and operation in practice, multiple and conflicting objectives (e.g., maximize production vs. minimize energy consumption) typically have to be optimized simultaneously. The frame of multi-objective optimization allows to systematically propose improvements and evaluate trade-offs between different objectives. Solving a multi-objective optimization problem yields a set of solutions called the Pareto front, in which no improvement can be made in one objective without worsening another objective. The posteriori analysis of this set by a smart filter aims to keep only the significant solutions for the decision maker who is interested in a specific level of trade-offs. However, this strategy suffers from the large overhead of insignificant solutions produced in the original set. This situation makes applying this strategy to the complex multi-objective optimal control problems time consuming. In this paper, the smart filter by Mattson et al. (2004) is compared to a novel Divide and Conquer (D&C) algorithm to obtain a Pareto front with adaptive resolution for a case study of a plug flow reactor. The new algorithm depends on obtaining the Pareto front recursively while terminating the exploration of a Pareto front segment as soon as an insignificant point is found. It is shown that the D&C algorithm produces representations with similar quality to the smart filter with higher speed and a more intuitive trade-off oriented solution procedure.
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The existence of multiple conflicting objectives for engineering optimization problems is a situation that is frequently encountered in the chemical industry, e.g., the profit versus the environmental impact of a process. In such cases, the set of optimal points is called the Pareto front, which is defined as the set of solutions in which no objective can be improved without worsening at least one other objective. The Pareto front can be obtained using two classes of techniques: vectorization (Deb (2001)) and scalarization methods (Miettinen (1999) ). Scalarization methods have been shown to be more convenient when handling optimal control problems (Logist et al. (2013) the solutions that are expected to be more interesting to the Decision Maker (DM). One of these techniques is the smart filter (Mattson et al. (2004) ) which works by filtering a dense Pareto front in order to provide a Pareto front with adaptive resolution, i.e., the points density at any segment is proportional to its slope. This way the more interesting "knee" regions of the Pareto front are better represented than the less interesting flat segments. One major drawback of the smart filter strategy is the need to obtain a dense Pareto front for the filter to be applied on. The result is a large overhead of wasted points that will get removed in the final representation, and hence, long computational times (Hancock et al. (2015) ). This disadvantage worsens with computationally expensive MOOPs. Typical examples of such problems that are frequently encountered in the chemical industry are Multi-Objective Optimal Control Problems (MOOCPs). A MOOCP involves finding the optimal time or space trajectory of a control variable for a system described by differential equations in order to optimize multiple objectives. A novel divide and conquer algorithm aims to produce a Pareto front with adaptive resolution with less insignificant solutions than the smart filter strategy. Its concept depends on obtaining the Pareto front recursively. Multi-objective optimization of a plug flow reactor using a divide and conquer approach Abstract: Lower profit margins and tighter environmental constraints push chemical companies to search for sustainable development and operation. To ensure sustainable development and operation in practice, multiple and conflicting objectives (e.g., maximize production vs. minimize energy consumption) typically have to be optimized simultaneously. The frame of multi-objective optimization allows to systematically propose improvements and evaluate trade-offs between different objectives. Solving a multi-objective optimization problem yields a set of solutions called the Pareto front, in which no improvement can be made in one objective without worsening another objective. The posteriori analysis of this set by a smart filter aims to keep only the significant solutions for the decision maker who is interested in a specific level of trade-offs. However, this strategy suffers from the large overhead of insignificant solutions produced in the original set. This situation makes applying this strategy to the complex multi-objective optimal control problems time consuming. In this paper, the smart filter by Mattson et al. (2004) is compared to a novel Divide and Conquer (D&C) algorithm to obtain a Pareto front with adaptive resolution for a case study of a plug flow reactor. The new algorithm depends on obtaining the Pareto front recursively while terminating the exploration of a Pareto front segment as soon as an insignificant point is found. It is shown that the D&C algorithm produces representations with similar quality to the smart filter with higher speed and a more intuitive trade-off oriented solution procedure.
The existence of multiple conflicting objectives for engineering optimization problems is a situation that is frequently encountered in the chemical industry, e.g., the profit versus the environmental impact of a process. In such cases, the set of optimal points is called the Pareto front, which is defined as the set of solutions in which no objective can be improved without worsening at least one other objective. The Pareto front can be obtained using two classes of techniques: vectorization (Deb (2001)) and scalarization methods (Miettinen (1999) ). Scalarization methods have been shown to be more convenient when handling optimal control problems (Logist et al. (2013)). These algorithms work by parameterizing the Multiple Objectives Optimization Problem (MOOP) into a set of Single Objective Optimization Problems (SOOPs), such that the solving of each SOOP corresponds to obtaining a point on the Pareto front (Marler and Arora (2004) the solutions that are expected to be more interesting to the Decision Maker (DM). One of these techniques is the smart filter (Mattson et al. (2004) ) which works by filtering a dense Pareto front in order to provide a Pareto front with adaptive resolution, i.e., the points density at any segment is proportional to its slope. This way the more interesting "knee" regions of the Pareto front are better represented than the less interesting flat segments. One major drawback of the smart filter strategy is the need to obtain a dense Pareto front for the filter to be applied on. The result is a large overhead of wasted points that will get removed in the final representation, and hence, long computational times (Hancock et al. (2015) ). This disadvantage worsens with computationally expensive MOOPs. Typical examples of such problems that are frequently encountered in the chemical industry are Multi-Objective Optimal Control Problems (MOOCPs). A MOOCP involves finding the optimal time or space trajectory of a control variable for a system described by differential equations in order to optimize multiple objectives. A novel divide and conquer algorithm aims to produce a Pareto front with adaptive resolution with less insignificant solutions than the smart filter strategy. Its concept depends on obtaining the Pareto front recursively. Hence, the solution process can get terminated when the algorithm converges to a low slope segment of the front. The aim of this paper is to compare the performance of the novel divide and conquer algorithm to the smart filter with respect to speed and clarity of the solution process. The case study used is the multi-objective optimal control of a plug flow reactor (Logist et al. (2008) ). The paper is structured as follows: Section 2 introduces the MOOCP formulation and an overview of the optimization algorithms used in this study. Section 3 presents the novel algorithm's concept. The case study formulation, simulation and results are illustrated in Section 4 . Finally, Section 5 summarizes the conclusions.
MATHEMATICAL FORMULATION AND METHODS

Problem formulation
Consider the following formulation of a MOOCP, (Logist et al. (2010) ): min
subject to:
with y defined as the optimization variables vector y = (u(·), x(·), p, f ), as the independent variable, usually time or space, over [0, f ]. x and u are the state and control variables respectively, p are the system parameters. Vectors b i and b t represent the initial and terminal conditions, while vector c p represents the path constraints. Objective J i is formulated as the sum of the Mayer M and Lagrange L terms as follows:
with the Mayer term M i representing the function's terminal cost, e.g., yield and the Lagrange term L i being the objective function's integral cost, e.g., the total heat removal during a process.
Multi-objective optimization algorithms
In case of conflicting objectives, an infinite set of solutions exists for a MOOP called the Pareto set. As formulated by Miettinen (1999) , a solution y * is said to be Pareto optimal iff there exist no other y ∈ S such that J i (y) ≤ J i (y * ) for i = 1, 2, ..., n and J j (y) < J j (y * ) for at least one objective j. According to a review by Marler and Arora (2004) , there exist two classes of algorithms to obtain a representation of the Pareto front: vectorization methods and scalarization methods. Vectorization methods use a stochastic approach to tackle the MOOP directly. Due to their time consuming nature and inability to handle complex constraints, these methods are limited to low dimensional search spaces and are not suitable for solving the typically high dimensional MOOCPs (Logist et al. (2013)). The other major class is the scalarization methods. These algorithms are characterized by being deterministic in nature. They work by converting the MOOP into a series of parametrized SOOPs using a weights vector. There have been several successful applications of scalarization methods for solving high dimensional optimization problems with complex constraints, examples are: de Hijas-Liste et al. (2014); Nimmegeers et al. (2016) . One of the most widely used scalarization algorithms that is able to obtain a uniform representation of the Pareto front is introduced hereafter. Subsequently, the Utopia point is shifted to the graph origin. The next step is the construction of a set of quasinormal lines to the CHIM. The MOOP is reformulated such that the distance λ between a point on the CHIM and the Utopia point is sought to be maximized. The problem can be formulated as follows (Das and Dennis (1998) ): max λ (6) subject to:
φw − λe = J (7) with φ the pay-off matrix defined as an n × n matrix whose i-th column is J i −J * . w is the weights vector where m i=1 w i = 1 and e is a vector filled with ones. Equation (7) represents the additional constraint of having the Proceedings of the 20th IFAC World Congress Toulouse, France, July 9-14, 2017 
