In this article we establish some properties regarding the solutions of a linear congruence, bases of solutions of a linear congruence, and the finding of other solutions starting from these bases.
This article is a continuation of my article "On linear congruences". §1. Introductory Notions
Definition 1. (linear congruence)
We call linear congruence with n unknowns a congruence of the following form:
where a 1 ,..., a n , m ∈Z, n ≥ 1, and x i , i = 1, n , are the unknowns. 
§2. Definitions and proprieties of congruences
We'll present some arithmetic properties, which will be used later. Lemma 1. If a 1 ,...,a n ∈Z , m ∈Z , then:
The proof is done using complete induction for n ∈N * . When n = 1 it is evident. Considering that it is true for values smaller or equal to n , let's proof that it is true for n + 1 .
Let's note x = a 1 ,..., a n ( ). Then: 
which is divisible, also in accordance with the induction hypothesis, by 
( i taking values from 1 to n ) constitute p distinct solutions of (1).
Proof:
Because the module of the congruence (m) is sub-understood, we omitted it, and we will continue to omit it.
therefore there are solutions. Let's show that they are also distinct.
} , which constitutes a complete system of residues modulo m , and m
β , for α and β previously defined .
Therefore the theorem is proved. * * * One considers the Z -module A generated by the vectors V i , where
The module A has the rank n, (n ≥ 1) .
We could note it A = v 1 ,..., v n { }.
We'll introduce a few new terms. Otherwise, they are called dependent solutions (all together).
Definition 5. The solutions X 1 ,..., X n of the congruence (1) constitute a base for this congruence, if X 1 ,..., X n are independent amongst them, and with their help one obtains all (distinct) solutions of the congruence with the procedure (*) using the parameters t 1 ,...,t n .
Some proprieties of the linear congruences solutions: 1) If the solution X
1 is independent with the solution X 2 then X 2 is independent with X 1 (the commutative property of the relation "independent").
2) X
1 is not independent with X 1 . 3) If X 1 is independent with X 2 , X 2 is independent with X 3 , it does not imply that X 1 is independent with X 3 (the relation is not transitive). .
Absurdity. * * * Theorem 4. Let's note P 1 = (a 1 ,...,a n , m) ⋅ m n −1 and P 2 = a 1 , m ( )⋅...⋅ a n , m ( ) then the linear congruence (1) has the base formed of:
Proof: P 1 > 0 and P 2 > 0 , from Lemma 1 we have P 1 P 2 ∈N * , therefore the theorem has sense (we consider LCD as a positive number). P 1 represents the number of distinct solutions (in total) of congruence (1), in accordance to theorem 2. P 2 represents the number of distinct solutions obtained for congruence (1) by applying the procedure (*) (allocating to parameters t 1 ,...,t n all possible values) to a single particular solution.
Therefore we must apply the procedure (*) P 1 P 2 times to obtain all solutions of the congruence, that is, it is necessary of exact P 1 P 2 independent particular solutions of the congruence. That is, the base has
Remark 2. Any base of solutions (for the same linear congruence) has the same number of vectors.
§3. Method of solving the linear congruences
In this paragraph we will utilize the results obtained in the precedent paragraphs. Let's consider the linear congruence (1) with (a 1 ,..., a n , m)
-we determine the number of distinct solutions of the congruence:
-we determine the number of solutions from the base:
-we search to find s independent (particular) solutions of the congruence; -we apply the procedure (*) as follows: if X j , j = 1, s , are the s independent solutions from the base, it results that
are all P 1 solutions of the linear congruence (1), 
