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Resumen: En el presente art´ıculo se presenta los principales lemas y teoremas que
fundamentan y prueban las bondades del algoritmo del elipsoide de Khachiyan, pero
de una menera menos complicada que el trabajo original con la finalidad de poner
al alcance de los interesados y de los estudiantes del a´rea de optimizacio´n un tema
tan importante desde el punto de vista teo´rico y que ha sido el punto de partida de
muchos de otros trabajos de investigacio´n.
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1. Introduccio´n
En el an˜o 1979, el matema´tico sovie´tico L.G. Khachiyan [2] publico´ la demostracio´n para un
algoritmo que resuelve problemas de programacio´n lineal, que lo hace en tiempo polinomial,
resolviendo as´ı, al menos teo´ricamente una cuestio´n abierta desde mucho tiempo atras. El resul-
tado de Khachiyan se baso´ en los trabajos de otros matema´ticos sovie´ticos sobre programacio´n
no lineal como Shor, Yudin y Nemirovskii [4] ; y dicho algoritmo es conocido como el Algoritmo
del Elipsoide.
El algoritmo del elipsoide toma como entrada un conjunto convexo y retorna un punto del con-
junto, probando de esta manera que el conjunto es no vac´ıo, caso contrario el algoritmo retorna
el mensaje que el conjunto es vac´ıo. Es claro que este algoritmo es u´til para probar la feasibilidad
de los Problemas de Programacio´n Lineal . Asi mismo el algoritmo tambie´n puede ser usado para
resolver Problemas de Programacio´n Lineal. Formalmente, el algoritmo del elipsoide averigua si
un conjunto convexo K ⊆ Rn es vac´ıo o no´.
El Algoritmo necesita como entrada:
i) El conjunto convexo K ⊆ Rn
ii) Un nu´mero R ∈ Q, R > 0 tal que K ⊆ B(0, R) = E0
Dicho algoritmo se aplica de la siguiente manera: Dado un conjunto K determinado por desigual-
dades lineales Ax < b, y se construye en cada iteracio´n una elipsoide que contenga siempre al
conjunto K. El elipsoide construido en cada iteracio´n es siempre “mas pequen˜o”que el anterior,
de manera que, despues de un nu´mero determinado de iteraciones se encuentra un punto de K
o se concluye que K es vac´ıo, es decir que tal punto no existe.
Graficamente podemos esbozar el me´todo de la siguiente manera. Supongase que se tiene un
elipsoide Ek = E(ck, Qk) y tambie´n tenemos un hiperplano separador H =
{
x/atkx = a
t
kci
}
donde atk es la fila de A
k que ck no satisface.
Nuestro objetivo sera´ calcular (o determinar) el elipsoide de volumen mı´nimo Ek+1 que contenga
al semi-elipsoide Ek y K ⊆ Ek+1 es decir atkx ≥ atkck, y este proceso se repite.
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2. Preliminares
2.1. Algoritmo del elipsoide
Consideremos el siguiente sistema de desigualdades lineales estrictas con coeficientes enteros
atix < bi i = 1, 2, ..., n (1)
donde ai ∈ Zn, x ∈ Rn, bi ∈ Z. El conjunto de todos los puntos x que satisfacen (1) es llamado K.
Debemos notar que si tuvieramos coeficientes ai y bi en Q − Z racionales estos podr´ıan ser
llevados al formato entero, simplemente multiplicando por el mı´nimo comu´n mu´ltiplo de (ai y
bi) a todas las desigualdades y si fueran irracionales, estos ser´ıan truncados cuando se “lleve” el
problema al computador, por lo que pueden ser tratados como racionales.
Por la definicio´n de un elipsoide, existe una transformacio´n alfin invertible L−1 que toma la
elipse Ek y lo transforma en una bola B(0, 1) de centro 0 y radio 1, entonces E
′
k = B(0, 1). Al
vector ak que es una fila de Ak y que el punto ck no satisface lo lleva a a
′
k = (−1, 0, 0, ..,0).
Con estos elementos y las formulas (3) y (4) construimos E
′
k+1, luego lo “regresamos” al espacio
original y obtenemos el elipsoide que buscamos Ek+1 = L(E
′
k+1).
Sea, el problema de hallar un x que satisfaga
Ax < b (2)
donde A ∈ Rm×n, x ∈ Rn, b ∈ Rm.
Definicio´n 2.1 Se define el taman˜o del problema (2) como:
L =

∑
i,j
ai,j 6=0
(log |aij |+ 1)
+

∑
i
bi 6=0
(log |bi|+ 1)
+ {log(mn) + 1} .
Definimos una sucecio´n {xk} ∈ Rn de vectores y una sucesio´n de matrices sime´tricas definidas
positivas de orden n: {Ak} ⊂ Rnxn en forma recursiva:
xk+1 = xk − 1
n+ 1
Akaik√
atikAkaik
(3)
Ak+1 =
n2
n2 − 1
(
Ak − 2
n+ 1
(Akaik) (Akaik)
t
atikAkaik
)
(4)
con x0 = 0, A0 = 2
2LI, aik ∈ Rn, bik ∈ R, R = 2L.
Veremos que si xk es solucio´n de (1) el proceso dado por el algoritmo se detiene, caso contrario,
una de las desigualdades de (1) no se cumple, es decir
atikx ≥ bik
y con este vector aik se genera un nuevo punto xk+1.
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A continuacio´n presentamos el algoritmo del elipsoide.
Algoritmo Elipsoide (A, b)
Inicio: x0 = 0, A0 = 2
LI, A =

a1
a2
...
an
 ai filas de A, b ∈ Rn
Paso 1 : Si xk es solucio´n de
Ax < b ( o atix < bi ∀i = 1, 2, ...,m )
Entonces, paramos
sino ∃ atik tal que atikxk ≥ bik
Paso 2 : Generamos
xk+1 := xk − 1
n+ 1
Akaik√
atikAkaik
Ak+1 :=
n2
n2 − 1
(
Ak − 2
n+ 1
(Akaik) (Akaik)
t
atikAkaik
)
k := k + 1
Paso 3 : Si k > 4(n+ 1)2L entonces PARAMOS ( el conjunto es vac´ıo no tiene solucio´n)
Si no volver al paso 1
Debemos notar que una elipsoide puede ser definida como la imagen de una bola unitaria v´ıa
una transformacio´n af´ın L, es decir
L (B(0, 1)) = {Lx ∈ Rn/ x ∈ B(0, 1)}
=
{
y = Lx ∈ Rn/ x = L−1 ∈ B(0, 1)}
=
{
y ∈ Rn/ ||0− L−1y|| ≤ 1}
=
{
y ∈ Rn/ ||L−1y||2 ≤ 12}
=
{
y ∈ Rn/ (L−1y)t (L−1y) ≤ 1}
=
{
y ∈ Rn/ yt (L−1)t (L−1y) ≤ 1}
=
{
y ∈ Rn/ yt (LLt)−1 y ≤ 1}
=
{
y ∈ Rn/ ytQ−1y ≤ 1} = E(0, Q), donde Q = LLt.
Al u´ltimo conjunto se le llama Elipsoide centrado en cero y asociada a la matriz cuadrada
Q = LLt que es sime´trica y definida positiva. En efecto,
i) Qt =
(
LLt
)t
=
(
Lt
)t
Lt = LLt = Q, (Sime´trica)
ii) Para cualquier x ∈ Rn
xtQx = xt
(
LLt
)
x =
(
xtL
) (
Ltx
)
=
(
Ltx
)t (
Ltx
)
= ||Ltx||2 ≥ 0.
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Definicio´n 2.2 En general podemos definir una elipsoide:
Dado x0 ∈ Rn y una matriz Q sime´trica y semidefinida positiva, definimos el elipsoide E(x0, Q)
con centro en x0 y radio 1 al conjunto
E(x0, Q) =
{
y ∈ Rn/ (y − x0)tQ−1(y − x0) ≤ 1
}
Observacio´n 2.3
1) Si Q = I entonces E(x0, Q) = E(x0, I) = B(x0, 1)
Quiere decir que la bola de centro x0 y radio 1 es el elipsoide con centro x0 asociada a la
matriz identidad.
2) Si Q = R2I, R ∈ R, entonces E(x0, Q) = B(x0, R). En efecto:
Si Q = R2I =

R2
R2 0
0
. . .
R2
 entonces Q−1 =

1
R2
1
R2
0
0
. . .
1
R2

Es decir Q−1 =
1
R2
I, Luego
E(x0, Q) =
{
y ∈ Rn/ (y − x0)tQ−1(y − x0) ≤ 1
}
=
{
y ∈ Rn/ (y − x0)t 1
R2
I(y − x0) ≤ 1
}
=
{
y ∈ Rn/ (y − x0)t(y − x0) ≤ R2
}
=
{
y ∈ Rn/ ||y − x0||2 ≤ R2
}
= {y ∈ Rn/ ||y − x0|| ≤ R} = B(x0, R)
3) Se cumple que:
E(x0, Q) =
{
y ∈ Rn/ (y − x0)tQ−1(y − x0) ≤ 1
}
=
{
y ∈ Rn/ (y − x0)t
(
Qt
− 12Q−
1
2
)
(y − x0) ≤ 1
}
=
{
y ∈ Rn/
[
(y − x0)t
(
Q−
1
2
)t] [
Q−
1
2 (y − x0)
]
≤ 1
}
=
{
y ∈ Rn/
[(
Q−
1
2
)
(y − x0)
]t [
Q−
1
2 (y − x0)
]
≤ 1
}
=
{
y ∈ Rn/ ||Q− 12 (y − x0)||2 ≤ 1
}
=
{
y ∈ Rn/ ||Q− 12 (y − x0)|| ≤ 1
}
Lema 2.4 Las matrices A0, A1, ..., Ak de orden n × n definidas por (3) y (4) son sime´tricas y
definidas positivas.
Demostracio´n. Probemos la sime´tria: Por la definicio´n de Ak+1 y considerando Ak sime´trica
(Ak+1)
t =
[
n2
n2 − 1
(
Ak − 2
n+ 1
.
(Akaik) (Akaik)
t
atikAkaik
)]t
=
(
n2
n2 − 1
)t(
Atk −
(
2
n+ 1
)t [(Akaik) (Akaik)t
atikAkaik
]t)
=
(
n2
n2 − 1
)Ak − 2
n+ 1
.
((Akaik)t)t (Akaik)t(
atikAkaik
)t


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=
(
n2
n2 − 1
)Ak − 2
n+ 1
.
(Akaik) (Akaik)t
atikA
t
k
(
atik
)t


=
(
n2
n2 − 1
)(
Ak − 2
n+ 1
.
(Akaik) (Akaik)
t
atikAkaik
)
= Ak+1.

Debemos tener presente que nuestro algoritmo se va iniciar con un elipsoide E0 =
(
0, R2I
)
con
centro en el origen y matriz sime´trica definida positiva Q = R2I con R = 2L.
Por la observacio´n (2.3) sabemos que e´sta primera elipse es en realidad una bola B(0, R) con
centro en el origen y radio R (Se probara´ ma´s adelante que la B(0, R) contiene a la regio´n factible
K = {x/ Ax < b}). Tambie´n debemos considerar que el punto inicial sera x0 = 0 el origen y que
este punto x0 6∈ K.
Observacio´n 2.5 El A0 = Q = R
2I, como x0 6∈ K ⇒ ∃ atik fila de A tal que aikx0 ≥ bi.
En general supongamos que Ek = E(xk, Ak) es una elipsoide asociada con Ak sime´trica y definida
positiva. Entonces, para toda elipsoide Ek existe una transformacio´n afin L
−1 tal que
L−1(Ek) = B(0, 1), y la matriz asociada a L es A
′
k que es diagonal y definida positiva,
con L−1(xk) = 0 = y0 y L−1(aik) = (−1, 0, ..., 0).
Luego, en el espacio transformado calculamos el y1 segun (3) y (4)
y1 = y0 − 1
n+ 1
.
A
′
k(−1, 0, ..., 0)√
(−1, 0, ..., 0)tA′k(−1, 0, ..., 0)
y1 = 0− 1
n+ 1
.
1
α
′
k
(−α′k, 0, ..., 0)

−1
0
...
0
 =
(
1
n+ 1
, 0, ..., 0
)
y de aqui calculamos xk+1 = Ly1.
Ahora calculamos A
′
k+1 el cual tambie´n sera´ diagonal definida positiva. En efecto, usando (3) y
(4)
A
′
k+1 =
n2
n2 − 1
A′k − 2n+ 1
(
A
′
ka
′
ik
)(
A
′
ka
′
ik
)t
(
a
′
ik
)t
A
′
k
(
a
′
ik
)

A
′
k+1 =
n2
n2 − 1

I − 2
n+ 1

I

−1
0
...
0


I

−1
0
...
0


t
(−1, 0, ..., 0)I

−1
0
...
0



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A
′
k+1 =
n2
n2 − 1
I − 2n+ 1

1
0 0
0
. . .
0

 = n2n2 − 1

1− 2n+1
1 0
0
. . .
1

A
′
k+1 =
n2
n2 − 1

n−1
n+1
1 0
0
. . .
1
 = n2n2 − 1diag
(
n− 1
n+ 1
, 1, ..., 1
)
el cual es definida positiva y diagonal.
A partir de A
′
k+1 calculamos Ak+1 = LA
′
k+1 que sera´ la matriz asociada a la elipse
Ek+1 = (xk+1, Ak+1).
Notacio´n: Por simplicidad vamos a denotar a la elipse E(xk, Ak) por Ek.
Lema 2.6 Se cumple
2L ≥
m∏
i=1
n∏
j=1
(|aij |+ 1) ·
m∏
i=1
(|bi|+ 1) (mn+ 1)
donde L es el taman˜o del problema 2.
Demostracio´n. Primero se probara´ que:
2logn+1 ≥ (n+ 1) ∀n ∈ N− {0} (5)
o equivalentemente log2(n+ 1) ≤ log2 n+ 1.
Consideremos el intervalo Ip =
[
2p, 2p+1 − 1] , p ∈ N y n ∈ Ip ∩ (N− {0}). Por ser log2 una
funcion mono´tona creciente se tiene
n ≤ 2p+1 − 1
n+ 1 ≤ 2p+1
log2(n+ 1) ≤ p+ 1 (6)
y
2p ≤ n
log2 2
p ≤ log2 n
p ≤ log2 n
p+ 1 ≤ log2 n+ 1. (7)
De (6) y (7) se obtiene
log2(n+ 1) ≤ log2(n+ 1).
Finalmente
2L = 2
∑∑
(log(|aij |+1))+
∑
(log(|bi|+1))+(log(mn+1))
= 2log(|aij |+1) · · · 2log(|amn|) · 2log(|bi|+1) · · · 2log(|bm|+1) · · · 2log(mn)
=
m∏
i=1
n∏
j=1
2log(|aij |+1) ·
m∏
i=1
2log(|bi|+1) · 2log(mn+1) (8)
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De (5) y (8) se obtiene
2L ≥
m∏
i=1
n∏
j=1
(|aij |+ 1) ·
m∏
i=1
(|bi|+ 1) (mn+ 1).

Lema 2.7 Si M es el valor de la determinante de una matriz A = [aij ]m×n cuyos elementos
son aij ∈ Z que define el ve´rtice de un poliedro, se cumple
M ≤
m∏
i=1
n∏
j=1
(|aij |+ 1).
Demostracio´n. Veamos para el caso n = 3, A =
 a11 a12 a13a21 a22 a23
a31 a32 a33

Sea
M1 = a11
M2 =
∣∣∣∣ a11 a12a21 a22
∣∣∣∣ = a11a22 − a21a12
M3 = a11
∣∣∣∣ a22 a23a32 a33
∣∣∣∣− a12 ∣∣∣∣ a21 a23a31 a33
∣∣∣∣− a13 ∣∣∣∣ a21 a22a31 a32
∣∣∣∣
= a11(a22a33 − a32a23)− a12(a21a33 − a31a23) + a13(a21a32 − a22a31)
= a11a22a33 − a11a32a23 − a12a21a33 + a12a31a23 + a13a21a32 − a13a22a31
Es facil notar que
Mi ≤ (|a11|+ 1)(|a12|+ 1)(|a13|+ 1)(|a21|+ 1)(|a22|+ 1)(|a23|+ 1) · · ·
· · · (|a31|+ 1)(|a32|+ 1)(|a33|+ 1)
pues el lado derecho es un polinomio de grado 9 y los determinantes son de grado a lo ma´s 3. El
mismo ana´lisis se hace para n = 4 y n = 5. Concluye´ndose por induccio´n que es va´lido para n.

Lema 2.8 Sea vt = (v1, v2, ..., vn) un ve´rtice cualquiera del poliedro
Γ =
{
x ∈ Rn/ Ax ≤ b
x ≥ 0
}
=
{
x ∈ Rn/ a
t
ix ≤ bi
x ≥ 0 , i = 1, 2, · · · ,m
}
con m < n.
Se cumple
a) Las coordenadas de v son nu´meros racionales de denominador menor que
2L
n
.
b) ||v|| < 2L.
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Demostracio´n.
a) Por ser v un ve´rtice, entonces satisface Av = b luego v es solucio´n del sistema m× n. Por la
Regla de Cramer los vi =
M i
M
donde M i y M son determinantes de submatrices que a lo ma´s
sera´n de orden m ×m. Asi mismos esas determinantes son el producto de los coeficientes o
entradas de A y b (aij y bi) por lo tanto como aij , bi son enteros, entonces M y M
i tambie´n
seran enteros. Luego por el lema anterior
M ≤
m∏
i=1
m∏
j=1
(|aij |+ 1)
m∏
i=1
(|bi|+ 1)
Por otro lado
m∏
i=1
m∏
j=1
(|aij |+ 1)
m∏
i=1
(|bi|+ 1) <
m∏
i=1
n∏
j=1
(|aij |+ 1)
m∏
i=1
(|bi|+ 1)n
<
m∏
i=1
n∏
j=1
(|aij |+ 1)
m∏
i=1
(|bi|+ 1)(mn+ 1) ≤ 2L
De aqui
m∏
i=1
n∏
j=1
(|aij |+ 1)
m∏
i=1
(|bi|+ 1)n < 2L
m∏
i=1
n∏
j=1
(|aij |+ 1)
m∏
i=1
(|bi|+ 1) < 2
L
n
b) Por ser M entero no nulo ⇒ |M | ≥ 1. Por las mismas razones de (a) M i ≤ 2
L
n
Luego
vi =
M i
|M | ≤M
i · 1 ≤ 2
L
n
∀ i = 1, 2, · · ·n.
Entonces
||v|| =
√√√√ n∑
i=1
(vi)2 ≤
√√√√ n∑
i=1
(
2L
n
)2
=
√√√√(2L
n
)2 n∑
i=1
1 =
√
(2L)2
n2
n =
2L√
n
< 2L.
Esto prueba que el poliedro Γ esta acotado.

Definicio´n 2.9 Definimos el volumen de la Envoltura convexa en Rn como:
V oln = abs
∣∣∣∣∣
n∑
k=0
(−1)k
∫ yk
0
V oln−1,k · y
n−1
yn−1k
dy
∣∣∣∣∣
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donde yk es la u´ltima componente de (u
t
k, yk) = (u0k, u1k, · · · , u(n−1)k, yk), adema´s
V oln−1,k =
1
(n− 1)!det

1 1 · · · 1 1 · · · 1
u10 u11 · · · u1(k−1) u1(k+1) · · · u1n
u20 u21 · · · u2(k−1) u2(k+1) · · · u2n
...
...
...
...
...
u(n−1)0 u(n−1)1 · · · u(n−1)(k−1) u(n−1)(k+1) · · · u(n−1)n

n×n
de esta manera
V oln =
1
n!
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
det

1 1 · · · 1 1 1 · · · 1
u10 u11 · · · u1(k−1) u1k u1(k+1) · · · u1n
u20 u21 · · · u2(k−1) u2k u2(k+1) · · · u2n
...
...
...
...
...
...
u(n−1)0 u(n−1)1 · · · u(n−1)(k−1) u(n−1)k u(n−1)(k+1) · · · u(n−1)n
y0 y1 · · · yk−1 yk yk+1 · · · yn

(n+1)×(n+1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Lema 2.10 Sea Q =
{
x ∈ Rn/ aix<bi||x||<2L , ai ∈ Rn ∀ i = 1, 2, .., n
}
es un poliedro acotado
Se cumple
a) Q ⊂ E0 = B(0, R2I), con R = 2L
b) Si Q 6= ∅ entonces V ol(Q) > 2−(n+1)L
Demostracio´n.
a) Iniciamos E0 = E(0, R
2I) = B(0, R) con A0 = RI y R = 2
L. Esta parte esta´ probada por
(b) del Lema 2.8.
b) Por el Algoritmo: El xk que se elige es el que no pertenece a Γ, por lo tanto debe existir un
atik tal que no satisface
atikxk > bik . (9)
Entonces existe un Hiperplano Haik ,xk =
{
x ∈ Rn/ atikx = atikxk
}
que separa Γ y el punto
xk.
Por otro lado sea x ∈ Q⇒ atikx < bik < atikxk (por (9)), luego x ∈ Γ.
∴ Q ⊂ Γ ⊆ Rn (dim(Γ) < dim(Rn))
c) Si Q 6= ∅ entonces como Q es un conjunto abierto ha de contener un punto interior. Se verifica
que dicho poliedro tiene n+ 1 ve´rtices linealmente independiente.
En efecto, si todos los conjuntos de n + 1 ve´rtices son linealmente dependiente, entonces el
poliedro estar´ıa contenido en un hiperplano de dimensio´n menor que n. En efecto, como a lo
ma´s Q ⊂ Γ tendr´ıa n vertices linealmente independiente eso implica que dim(Q) ≤ n − 1 y
como el hiperplano a lo ma´s posee dimH = n− 1, entonces el poliedro esta´ contenido dentro
del hiperplano.
Por otro lado, sea x un punto interior y sea  > 0 la mı´nima distancia de x a las caras del
poliedro.
Evidentemente,  > 0 y la esfera de centro x y radio  esta´ totalmente contenido en el poliedro
⊂ Hiperplano pero la esfera ∈ Rn y H es un hiperplano ∈ Rn, jamas una esfera esta´ dentro
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de un hiperplano si ambos subconjuntos son de Rn (contradiccio´n).
Sean v0, v1, · · · , vn, n + 1 ve´rtices linealmente independiente. Denotemos por C0 la capsula
convexa definida por dichos ve´rtices.
Si x ∈ C0, por una parte verifica aix < bi, para todo i
Por otro lado, como vi ∈ C0 ⇒ ||vi|| < 2L, ∀ i
Como x ∈ C0 es combinacio´n convexa entonces x =
n∑
i=0
αivi y
n∑
i=0
αi = 1, αi ≥ 0.
Luego
||x|| =
∣∣∣∣∣
∣∣∣∣∣
n∑
i=0
αivi
∣∣∣∣∣
∣∣∣∣∣ ≤
n∑
i=0
||αivi|| =
n∑
i=0
αi||vi||
<
n∑
i=0
αi2
L = 2L
(
n∑
i=0
αi
)
= 2L
Esto prueba que
int(C0) ⊂ Q⇒ V ol(Q) > V ol(C0) (10)
Por otro lado
V ol(C0) =
1
n!
∣∣∣∣∣∣∣∣∣det

v0 v1 v2 · · · vn
1 1 1 · · · 1

(n+1)×(n+1)
∣∣∣∣∣∣∣∣∣
y por ser vij =
M ij
Mj
, se tiene
V ol(C0) =
(
1
n!
)(
1
|M0||M1| · · · |Mn|
)det

M
′
0 M
′
1 · · · M
′
n
...
...
...
Mn0 M
n
1 · · · Mnn
M0 M1 · · · Mn


Notemos que el valor absoluto de la determinante es entero y diferente de cero (pues los vi son
linealmente independiente) entonces es mayor o igual a 1 y como los |Mi| < 2
L
n
∀ i = 1, · · ·n;
luego
1
|Mj | >
n
2L
. Entonces
V ol(C0) =
1
n!
· 1|M0||M1| · · · |Mn|
∣∣∣∣∣∣∣∣∣det

M
′
0 M
′
1 · · · M
′
n
...
...
...
Mn0 M
n
1 · · · Mnn
M0 M1 · · · Mn

∣∣∣∣∣∣∣∣∣ ≥
1
n!
· 1|M0||M1| · · · |Mn|
>
1
n!
· n · n · · ·n
2L · 2L · · · 2L =
1
n!
· n
n+1
(2L)n+1
>
1
2L(n+1)
= 2−L(n+1) (11)
De (10) y (11) se tiene
V ol(Q) > 2−L(n+1).

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Observacio´n 2.11 En caso de que el poliedro
K =
{
x ∈ Rn/ atix < bi, i = 1, 2, · · · ,m; ai ∈ Zn, bi ∈ Z
}
no fuera acotado, bastara´ an˜adir las restricciones
|xi| < 2
L
n
, i = 1, 2, · · · , n.
Lema 2.12 Para todo k
Ek ∩
{
x ∈ Rn/ − atik(x− xk) > 0, aik , xk ∈ Rn
} ⊂ Ek+1.
Demostracio´n. Siguiendo los mismos pasos de la pa´gina 3 y 4, podemos decir que existe una
transformacio´n Afin, tal que Ek puede ser transformado en la esfera de radio 1 centrado en el
origen (que deja dicha esfera invariante), el vector −aik se puede transformar en (+1, 0, · · · , 0)t.
Por la propiedades de dichas transformaciones en Rn, podemos realizar la demostracio´n con
dichos elementos siguiendo los pasos dados en la pa´ginas 3 y 4.
xk+1 =
(
1
n+ 1
, 0, · · · , 0
)
Ak+1 =
n2
n2 − 1diag
(
n− 1
n+ 1
, 1, · · · , 1
)
.
Sea x ∈ Ek ∩
{
x ∈ Rn/ − atik(x− xk) > 0, aik , xk ∈ Rn
}
, entonces x ∈ Ek, luego ||x||2 ≤ 1.
Como xk = 0, podemos operar
0 < −aik(x− x1k) = 1(x1 − 0) = 1x1 = x1.
Ahora probamos que x ∈ Ek+1, para esto hacemos x = (x1, x¯)
(x− xk+1)tA−1k+1(x− xk+1) =
n2 − 1
n2
(
xi − 1
n+ 1
, x¯
)t
n+1
n−1
1
. . .
1

(
x1 − 1
n+ 1
, x¯
)
=
n2 − 1
n2

(
x1 − 1
n+ 1
, x¯
)t

n+1
n−1 ·
(
x1 − 1n+1
)
x2
x3
...
xn


=
n2 − 1
n2
[
n+ 1
n− 1
(
x1 − 1
n+ 1
)2
+ x¯ · x¯
]
=
(n− 1)
n2
(n+ 1) · (n+ 1)
(n− 1) ·
(
x1 − 1
n+ 1
)2
+
n2 − 1
n2
||x¯||2
=
(n+ 1)2
n2
· 1
(n+ 1)2
[(n+ 1)x1 − 1]2 + (n
2 − 1)
n2
||x¯||2 (12)
Sabemos que ||x|| ≤ 1, entonces
||x¯|| ≤ 1− x21.
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En (12), obtenemos
(x− xk+1)tA−1k+1(x− xk+1) ≤
1
n2
((n+ 1)x1 − 1)2 + (n
2 − 1)
n2
· (1− x21)
=
1
n2
[
(n+ 1)2x21 − 2(n+ 1)x1 + 1
]
+
n2 − 1
n2
− (n
2 − 1)
n2
· x21
=
(n+ 1)2
n2
x21 −
2(n+ 1)
n2
x1 +
1
n2
+ 1− 1
n2
− (n− 1)(n+ 1)
n2
· x21
=
(
n+ 1
n2
)
x21(n+ 1− (n− 1))−
2(n+ 1)
n2
x1 + 1
=
2(n+ 1)
n2
(x21 − x1) + 1 ≤ 1.
Por otro lado, si consideramos
0 ≤ x1 ≤ 1 ⇒ 0 ≤ x21 ≤ x1 ≤ 1
⇒ x21 − x1 ≤ 0 y 2
(
n+ 1
n · n
)
= 2
(
1
n
+
1
n2
)
.
Como
n > 1 ⇒ 1
n
< 1 y
1
n2
<
1
n
< 1
⇒ 1
n
+
1
n2
<
1
n
+
1
n
Luego
0 <
2(n+ 1)
n2
<
4
n
< 1 ∀ n ≥ 4
1 > 0 >
2(n+ 1)
n2
(x21 − x1) > (x21 − x1).
Esto prueba que x ∈ Ek+1 = E(xk+1, Ak+1). 
Definicio´n 2.13 Sea T : Rn → Rn una transformacio´n af´ın definida como Tx = Ax + b, A ∈
Mn×n y b ∈ Rn y la imagen de un conjunto γ
T (γ) = {y ∈ Rn/ y = Tx = Ax+ b, si x ∈ γ} .
Definicio´n 2.14 El volumen de un conjunto γ ⊆ Rn, lo denotamos por V ol(γ) y se define como:
V ol(γ) =
∫
x∈γ
dx
de modo que
V ol(T (γ)) =
∫
y∈T (γ)
dy =
∫
x∈γ
|det(J(x))|dx
J(x) es el Jacobiano de T (x)
V ol(T (γ)) =
∫
x∈γ
|det(A)|dx = |det(A)|
∫
x∈γ
dx
= |det(A)|V ol(γ)
V ol(T (γ)) = |det(A)|V ol(γ).
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Observacio´n 2.15 De aqui, podemos deducir que el volumen de una elipsoide E(c,Q) que es
la imagen de una esfera unitaria B(0, 1) a travez de una transformacio´n af´ın T = Lx entonces
E(c,Q) = L(B(0, 1)) + c
′
entonces
V ol(c,Q) = |del(L)|V ol(B(0, 1)) o´
V ol(c,Q) =
√
det(Q) · V ol(B(0, 1))
donde Q = LLt.
Observacio´n 2.16 Si R es una matriz de rotacio´n definida como
R =
2(u− ||u||e1)(u+ ||u||e1)t
u+ ||u||e1 − I, e1 = (1, 0, · · · , 0), u ∈ R
n.
Entonces RtR = I.
Por otro lado, si D es sime´trica y definida positiva entonces posee inversa D−1 y puede definir
una elipsoide. Adema´s se puede descomponer en:
D−1 = D−
1
2 ·D− 12 y D = D 12 ·D 12 .
Entonces, dadas las elipsoides
E0 = E(0, R
tR) = E(0, I) y E1 = E(x0, D).
definimos S(x) una transformacio´n af´ın como: S(x) = D−
1
2 (x− x0).
Adema´s, W (x) = RS(x) es otra transformacio´n af´ın y W (x) = RD−
1
2 (x− x0).
Si x ∈ E, entonces
||S(x)|| = St(x) · S(x)
=
[
D−
1
2 (x− x0)
]t [
D−
1
2 (x− x0)
]
= (x− x0)tD− 12 ·D− 12 (x− x0)
= (x− x0)tD−1(x− x0)
≤ 1
Luego,
S(x) ∈ B(0, 1) para todo x ∈ E.
Sea y = S(x) ∈ B(0, 1)
R(B(0, 1)) = {Ry ∈ R / y ∈ B(0, 1)} = {z = Ry / y ∈ B(0, 1)}
=
{
z / R−1z ∈ B(0, 1)} = {z / ||R−1z||2 ≤ 12}
=
{
z / (R−1z)t(R−1z) ≤ 1} = {z / (z)t(R−tR−1)(z) ≤ 1}
=
{
z / (z)t(RRt)−1z ≤ 1} = E0 = E(0, RRt).
Esto prueba que
W (E1) = E0.
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Por otro lado, definimos la transformacio´n af´ın lineal F : Rn → Rn como F (x) = D− 12 (x− x0).
Si x ∈ F , entonces
||F (x)|| = F t(x) · F (x)
=
[
D−
1
2 (x− x0)
]t (
D−
1
2 (x− x0)
)
=
[(
D−
1
2
)t (
(x− x0)t
)t]t (
D−
1
2 (x− x0)
)
=
(
(x− x0)tD− 12
)(
D−
1
2 (x− x0)
)
= (x− x0)tD− 12D− 12 (x− x0)
= (x− x0)tD−1(x− x0)
≤ 1.
Luego,
F (x) ∈ B(0, 1) para todo x ∈ F.
Esto prueba que
F (E1) = E0.
Finalmente E1 = F
−1(E0), entonces.
V ol(E1) = V ol(F
−1(E0)) = |det
(
D
1
2
)
|V ol(E0)
V ol(E1) =
√
det(D)V ol(E0).
Lema 2.17 Se cumple
a) V ol(E0) < 2
(L+1)n
b) ∀k, V ol(Ek+1) = cnV ol(Ek), siendo cn < 2−
1
2(n+1)
Demostracio´n.
a) Consideremos
E0 = E(0, 2
2LI) =
{
x / xt
(
22LI
)−1
x ≤ 1
}
22LI =
(
2LI
) (
2LI
)
=
{
x / xt
(
2−2LI
)
x ≤ 1}
=
{
x / 2−2L(xtIx) ≤ 1} = {x / xtx ≤ 22L}
=
{
x / ||x||2 ≤ 22L} = {x / ||x|| ≤ 2L} = B(0, 2L).
Esta bola esta´ incluido en un cubo de lado 2 · 2L es decir de lado ` = 2L+1 y cuyo volumen
es `n
V ol(cubo) = 2n(L+1)
V ol(E0) < V ol(cubo) = 2
n(L+1).
b) Razonemos como en el lema anterior
Ek es la esfera centrada en el origen y de radio 1 y aik = (−1, 0, · · · , 0). Tendremos
V ol(Ek+1) =
√
det(Ak+1) · V ol(E0)
V ol(Ek) =
√
det(Ak) · V ol(E0).
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Entonces
V ol(Ek+1) =
[
det(Ak+1)
det(Ak)
] 1
2
V ol(Ek)
y
V ol(Ek+1) ≤ [det(Ak+1)]
1
2 · V ol(Ek) = cnV ol(Ek)
Como Ak+1 =
n2
n2 − 1diag
(
n− 1
n+ 1
, 1, · · · , 1
)
=

n2
n2−1 · n−1n+1
n2
n2−1 0
0
. . .
n2
n2−1
 .
Entonces
cn = [det(Ak+1)]
2 =
[(
n2
n2 − 1
)n
·
(
n− 1
n+ 1
)]
=
[(
n2
n2 − 1
)n−1
·
(
n2
n2 − 1
)
·
(
n− 1
n+ 1
)] 12
=
[(
n2
n2 − 1
)n−1
·
(
n2
(n− 1)(n+ 1)
)
·
(
n− 1
n+ 1
)] 12
=
[(
n2
n2 − 1
)n−1
·
(
n
n+ 1
)2] 12
=
(
n
n+ 1
)
·
(
n2
n2 − 1
)n−1
2
.
Usando propiedad 1 + z ≤ exp(z) se obtiene
n
n+ 1
= 1− 1
n+ 1
< exp
(
− 1
n+ 1
)
n2
n2 − 1 = 1 +
1
n2 − 1 < exp
(
1
n2 − 1
)
.
Luego
cn < exp
(
− 1
n+ 1
)
· exp
(
1
n2 − 1
)n−1
2
= exp
(
n− 1
2(n2 − 1) −
1
n+ 1
)
cn < exp
(
− 1
2(n+ 1)
)
< 2
− 1
2(n+1) .

Teorema 2.18
Si el algoritmo se detiene, xk es una solucio´n de (1) (F 6= ∅)
Si el algoritmo no se detiene en 4(n + 1)2L pasos, entonces (1) no tiene solucio´n (es decir
F = ∅).
Q =
{
x ∈ Rn / Ax < b||x|| < 2L , A ∈ Zn×n, b ∈ Z
n, x ∈ Rn
}
.
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Demostracio´n. Supongamos que F 6= ∅ ⇒ Q 6= ∅ es decir existe x ∈ F y el algoritmo no ha
proporcionado en k pasos con k ≥ 4(n+ 1)2L.
Por el Lema 2.17
V ol(Ek) = cnV ol(Ek−1) = · · · = cknV ol(E0)
< 2
− k
2(n+1) · 2n(L+1) ≤ 2−
4(n+1)2L
2(n+1) · 2n(L+1)
= 2−(n+1)L · 2−(n+1)L · 2n(L+1)
= 2−(n+1)L · 2n−L < 2−(n+1)L pues n < L.
Por otro lado los lemas implican
Q ⊂ Ek ⇒ V ol(Q) < 2−(n+1)L.
Sin embargo, si Q 6= ∅ por el Lema 2.10 se tiene
V ol(Q) > 2−(n+1)L
lo cual es una contradiccio´n. 
2.2. Solucio´n de un problema de programacio´n lineal (P.P.L)
Sea el (P.P.L)
mı´n ctx
s.a
Ax ≥ b
x ≥ 0
 (P )
donde A ∈Mm×n; c, x ∈ Rn; b ∈ Rm y por el otro lado su dual
ma´x bty
s.a
Aty ≥ c
y ≥ 0
 (D)
donde y ∈ Rm.
Por teor´ıa de dualidad sabemos que si x¯, y¯ son factibles en (P ) y (D) y si ctx¯ = bty¯ entonces x¯
y y¯ son soluciones en (P ) y (D).
Consideremos el siguiente sistema
ctx = bty
Ax ≥ b
Aty ≤ c
x ≥ 0, y ≥ 0
 (C)
Si la solucio´n de (P ) existe y es finita, entonces para hallarla basta calcular una solucio´n de (C).
Por u´ltimo, observemos que el algoritmo del elipsoide se aplica a un sistema con desigualdades
estrictas. En el caso de que esto no suceda, como por ejemplo en el problema (C), el sistema se
puede transformar en otro con desigualdades estrictas an˜adiendo perturbaciones. La validez de
este procedimiento queda asegurada por el siguiente lema.
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Lema 2.19
El sistema
atix ≤ bi (i = 1, 2, · · ·m, x ∈ Rn, ai ∈ Zn, bi ∈ Z) (13)
tiene solucio´n si y solo si el sistema
atix < bi +  (i = 1, 2, · · · ,m, ai ∈ Zn, bi ∈ Z) (14)
tiene una solucio´n. (Donde  = 2−2L)
Demostracio´n.
(⇒) Si x satisface aix ≤ bi, entonces tambie´n satisface (14).
(⇐) Sea x0 solucio´n del sistema (14). Consideremos el conjunto de vectores
I =
{
ai ∈ Zn / bi ≤ atix0 < bi + , x0 ∈ Rn, bi ∈ Z
}
.
Podemos suponer sin perdida de generalidad que
aj =
∑
ai∈I
βjiai, ∀j, βji constantes.
En efecto, si aj es linealmente independiente de los vectores ai ∈ I, entonces el sistema
{
atiz = 0, i ∈ I, z ∈ Rn
atjz = 1
⇔
(
At
atj
)
z =

0
...
0
1

tiene una solucio´n z0
Tomamos x1 = x0 + λz0 para λ suficientemente pequen˜o
entonces
atix1 = a
t
i(x0 + λz0) = a
t
ix0 + λa
t
iz0
como bi ≤ atix0 < bi + .
Luego existe λ ∈ R tal que
bi < bi + λa
t
iz0 ≤ atix0 + λatiz0 ≤ atix0 + λ < bi + 
y donde
atiz0 = 0, si i ∈ I
atiz0 = 1, si i = j
un λ tal que λ < , entonces
bi ≤ atix0 + λ < bi + 
bi ≤ aixi < bi + 
Con esto probamos que x1 ∈ I y aj ∈ I.
Este procedimiento lo podemos repetir hasta m veces. Asi pues
aj =
∑
ai∈I′
βjiai, ∀j para algu´n I ′ ⊂ I
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de vectoreslinealmente independiente de I.
Por la regla de Cramer, los coeficientes βji son cocientes de determinantes de valores absolutos
menores que 2L (Lema 2.8)
Escribamos βji =
Mij
|M | y consideremos x¯ una solucio´n x¯ del sistema
atix = bi, ai ∈ I
′
Para cada j tendremos:
|M | (atj x¯− bj) = |M |
∑
ai∈I′
Mij
|M |a
t
ix¯− bj

=
∑
ai∈I′
Mija
t
ix¯− |M |bj
=
∑
ai∈I′
Mijbi − |M |bj
= −
∑
Mij
(
atix0 − bi
)
+ |M | (atjx0 − bj)
< 
(
−
∑
Mij + |M |
)
≤ 
(∑
|Mij |+ |M |
)
< 2−2L(m+ 1) · 2L < 2−2L · 2L · 2L = 1.
Pero como 2L > m+ 1 entonces
|M |(atj x¯− bj) < 1.
Por otro lado, por la definicio´n de x los denominadores de sus componentes dividen exactamente,
es decir debe ser entero, entonces
|M |(atj x¯− bj)
debe ser entero y menor que 1. Por lo tanto
(atj x¯− bj) ≤ 0.
Luego la ecuacio´n (1) tiene solucio´n. 
Observe que la construccio´n de x es a partir de x0 en un nu´mero polinomial de pasos.
3. Resultados
El algoritmo del elipsoide resuelve el problema de feasibilidad de un conjunto polie´drico racional
en tiempo polinomial. El algoritmo establece la existencia o no de un punto en el poliedro de un
modo satisfactoriamente teo´rico.
4. Discusio´n
Se debe notar que en cada iteracio´n el algoritmo del elipsoide necesita identificar la restriccio´n o
desigualdad que es “violada”. Esta identificacio´n es equivalente a resolver un problema de sepa-
racio´n es decir hallar el hiperplano que separa al poliedro. Aqui hemos asumido que el nu´mero
de restricciones que describen al poliedro K no es exponencial y que pueden ser “chequeadas”
cada una de ellas. ¿Que pasar´ıa si el nu´mero de restricciones que describen al poliedro sea de
orden exponencial en n; el algoritmo seguir´ıa siendo polinomial?. Podriamos hacer otra pre-
gunta, ¿si para un poliedro racional, el problema de feasibilidad puede ser resuelto en tiempo
polinomial, entonces el problema de separacio´n para el poliedro puede ser resuelto tambie´n en
tiempo polinomial?
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5. Conclusio´n
Ha sido posible presentar el algoritmo del elipsoide que resuelve el problema de feasibilidad para
un poliedro racional
Como una aplicacio´n del algoritmo del elipsoide se tiene la solucio´n de un problema de progra-
macio´n lineal cuyo conjunto factible es un poliedro racional.
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