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We separate the criticisms of Hodges [1] and others into those against the algorithm itself and
those against its physical implementation. We then point out that all those against the algorithm
are either misleading or misunderstanding, and that the algorithm is self consistent. The only
central argument against physical implementations of the algorithm, on the other hand, is based
on an assumption that its Hamiltonians cannot be effectively constructed due to a lack of infinite
precision. However, so far there is no known physical principle dictating why that cannot be done.
To show that the criticism may not be a forgone conclusion, we point out the virtually unknown fact
that, on the contrary, simple instances of Diophantine equations with apparently infinitely precisely
integer coefficients have already been realised in experiments for certain quantum phase transitions.
We also speculate on how central limit theorem of statistics might be of some help in the effective
implementation of the required Hamiltonians.
Introduction
Since our first proposal in 2001 of an algorithm employing quantum adiabatic processes to
render the classically noncomputable Hilbert’s tenth problem into that of a quantum mechanically
computable [2, 3, 4, 5], there have been a lot of interests as well as criticisms. That situation is
inevitable for such seemingly radical a claim against the accepted and accustomed wisdom. On the
other hand, it is also a natural and healthy state of scientific research wherein all new proposals
must be subjected to rigorous examination against what is currently known. In our case, however,
most of the criticisms are not in the formal literature but only in informal discussions in private
or on internet forum and at the many seminars and conference presentations that we have given.
We have tried to collect all the criticisms known to us and evaluate them one by one, for instance,
in one of our recent postings [6].
This paper is to analyze all the points raised by Andrew Hodges [1]. We first note that most
of those points have already been raised before by others to which we have already discussed and
addressed accordingly, for example in [6]. But as Hodges has also included few new objections
among them, we will address all of them here again in some details.
We will make the distinction between the algorithm itself and its physical implementation in
the below.
Against the algorithm, all the points, except one, raised by Hodges are just misunderstandings,
which we will try to clarify in the next Section. The only exception is Hodges’s reference to a
paper by Smith, who has provided a counterexample [7] to our previous claim about a sufficient
condition for a criterion that employs measurement probability to identify the final true ground
state among the infinitely many available states in the quantum adiabatic algorithm. We have
investigated the counterexample and identified the cause for the insufficiency of our previously
stated condition [8]. Subsequently, we have given a mathematical proof [9] for the same criterion,
validating the mathematical and logical consistency and correctness of our proposed algorithm.
We will not repeat those arguments here.
With respect to the question of physical implementation of the algorithm, Hodges has reiterated
once again the issue of infinite precision which has been raised elsewhere by others before. We
will discuss our responses [6] to that issue further in more details in the second last Section.
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2Fundamental concepts for a basis for further discussions
We should note firstly that there is a whole hierarchy of the noncomputables [10]; that is,
some are more ‘noncomputable’ than others. Computability of certain noncomputable, if could
be ascertained, does not mean that all the noncomputables are then computable. Our claim of
(quantum) computability is restricted in that sense, it is only applied to Hilbert’s tenth problem,
or equivalently the Turing halting problem, or any equivalent problem. (Note also that such
equivalence is not trivial at all; it took more than 70 years and generations of mathematicians to
establish the equivalence of Hilbert’s tenth problem and the Turing halting problem.)
What constitutes, in particular, the noncomputability of Hilbert’s tenth problem? For each
Diophantine equation without any parameter, there is nothing noncomputable about whether that
particular equation has any integer solution or not. There always exists a finite mathematical
procedure to find the answer for such a question for any single Diophantine equation (but not
always with a family of parametrised Diophantine equations). If we have not yet had a (recursive)
procedure to obtain that answer then it does not mean that such a procedure is ever out of
reach. In that regards, noncomputability is similar to the concept of randomness; there is nothing
random about a single bit or number by itself. (The notion of randomness only applies to a
series of such bits or numbers which does not have any statistical pattern or, if we appeal to
algorithmic information theory, does not have a pattern which can be encoded more effectively
and economically than the length of the series.)
Nor there is anything noncomputable about a collection of finitely many Diophantine equations,
because we can always concatenate all the procedures for all the equations (as there is always
a procedure in principle to determine the existence of solution for each equation) into a finitely
collective procedure that can be applied to the whole collection.
What constitutes the noncomputability of Hilbert’s tenth problem is the fact that we ask for
a single finite procedure which can be applied to all the elements of sets of countably many
Diophantine equations. The application of Cantor’s diagonal arguments to the Turing hating
problem, see for example [11], has established that were there a finite and recursive Turing machine
that can be applied to determine the halting of, or lack of, any Turing machine then contradiction
and inconsistency would have to follow. What that means for Hilbert’s tenth problem is that there
is no single finite recursive algorithm for all Diophantine equations, but for each given equation
we have to find a recursive algorithm anew each time.
We could confirm the fact, which Hodges has also mentioned, that if we could resolve Hilbert’s
tenth problem in the positive then we would be able to resolve not only the Riemann hypothesis
but also the Goldbach conjecture, Fermat’s last theorem, and the four-colour problem, to name a
few. And we would be able to do that with a singly unified approach too. This is because these
problems belong to a class of problems each of which has a Diophantine representation – namely,
the resolution of each problem can be rephrased in terms of the existence or lack of solution of some
Diophantine equation corresponding particularly to that specific problem. (On the other hand,
as there is nothing sacred or noncomputable about a single parameter-free Diophantine equation,
the resolution of Hilbert’s tenth problem has no other consequence otherwise on the individual
equation.)
To illustrate that Cantor’s arguments cannot rule out hypercomputation (for a general discussion
on this issue, see [11]), we have pointed out that the probabilistic arguments of our algorithm can
avoid the usual Cantor’s arguments and thus leads to no contradiction. Nor there would be any
contradiction if our quantum algorithm cannot be encoded with a Go¨del integer. And this is
how we could reconcile the quantum adiabatic algorithm with Cantor’s diagonal arguments in a
consistent manner. Certainly the probabilistic nature of the algorithm is not sufficient to imply
that it is hypercomputational. For that, we have had to construct and show explicitly that it
could, as a single algorithm, resolve any instance of Hilbert’s tenth problem. A criticism, as one
of Hodges’, on the probabilistic nature of our algorithm not only misses the point but also is not
supportable.
We always have explicitly stated and repeatedly emphasized the probabilistic nature of our al-
gorithm in that it can determined up to any predetermined probability whether or not a particular
Diophantine equation has any solution. That probability can be chosen arbitrarily close to one,
but can never be one (except in the event the equation has a solution, in which case we could
verify by substitution). If Hodges and other mathematicians are not willing to accept that as a
way to nonrecursively resolve Hilbert’s tenth problem then we would not be able to share any
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must point out, as a parting remark, that there is as yet no classical recursive algorithm which
can resolve the problem in the same probabilistic manner as the quantum algorithm.
The questions of various infinities in the algorithm
Hodges and others often are puzzled by the apparent ability of the quantum algorithm to explore
an infinite space in a finite time. That puzzlement comes from a simplistic expectation that in
order to determine whether a Diophantine equation has any solution or not one would have to
explore the whole integer space. Such an exploring task apparently could not be accomplished in
a finite time in the case the equation has no solution at all. As a matter of fact, the expectation is
too simplistic and not quite correct. Were it correct then we would easily be able to, and certainly
not need the sophisticated Davis-Putnam-Robinson-Matiyasevich theorem [12] and then Cantor’s
diagonal arguments, to establish the noncomputability of Hilbert’s tenth problem. The fact of
the matter is for each Diophantine equation we only need to explore a finite domain in the space
of appropriate tuples of integers; the equation has a solution if and only if the solution resides
in that finite domain (bounded by the so-called test function, see Davis [13]). This property is
quite remarkable and is applicable to a wider class of so-called finitely refutable problems, see
a theorem in [14]. Once such a finite domain is known for a Diophantine equation, it is just a
matter of substitution of a finite number of integers to determine if the equation has any solution
at all. The noncomputability of Hilbert’s tenth problem comes from the fact that there can be no
single finite recursive procedure to determine such a finite domain for each and every Diophantine
equation. There must be, in other words, at least one Diophantine equation that is not susceptible
to the treatment of any given recursive procedure.
On the other hand, we claim that a single quantum adiabatic procedure, as described by the
quantum algorithm, can be applied to each and every equation. Surely, in a finite time the
quantum mechanical (normalisable) wave function can only spread out from its initial wave form
to explore an effectively finite domain of the underlying Hilbert space. But the domain so explored
is the relevant domain sufficient for the purpose of finitely refuting or confirming the existence of
solution for the equation. The finitely refutable character of Hilbert’s tenth problem manifests
itself in the quantum algorithm as the finiteness in the energy of the final ground state and in the
time that this ground state can be obtained and identified (by our identification criterion via a
probability measure [9]).
To drive home the point that only a finite portion of a space can be explored in a finite time,
a fact with which we do agree, Hodges has also mentioned Grover’s search algorithm [15] in an
unstructured database to erroneously imply that quantum adiabatic computation cannot search
more efficiently than the time complexity offered by Grover’s algorithm (which is of the order of the
square root of the database size) and thus cannot compute Hilbert’s tenth problem – a statement
with which we disagree. Such a statement is misleading and incorrect in at least three aspects.
Firstly, quantum adiabatic computation could accomplish the search in a time independent of
the size of the database, provided sufficient energy must be supplied, see the references [16, 17,
18, 19]. The energy, secondly, need not be proportional to the square root of the database size,
quantum entanglement can reduce substantially the required energy, as demonstrated in a quantum
adiabatic algorithm for the NP-complete travelling salesman problem [19]. And thirdly, for any
instance of Hilbert’s tenth problem, as we only need to search in a finite domain appropriate for
the specific parameter-free equation under consideration thanks to the finitely refutable property,
both the energy required and the time taken are finite for a successful execution of the quantum
algorithm in the infinite underlying Hilbert space. Some finite information about the final ground
state is that all we could have, there is no infinite amount of information here as misunderstood
by Hodges.
Metaphorically speaking, the initial ground state of the quantum algorithm provides one end
of a finite string along which we can trace to the final ground state at the other end. This
can be done quantum mechanically because of the quantum adiabatic theorem, which asserts
that a particular eigenstate of a final-time Hamiltonian, even in dimensionally infinite spaces,
could be found mathematically and/or physically in a finite time. This is a remarkable property,
which is enabled by quantum interference and quantum tunneling with complex-valued probability
amplitudes, and in principle allows us to find a needle in a particular infinite haystack! Such a
4property is clearly not available for classical recursive search in an unstructured infinite space.
Being built on these principles, our algorithm is far from being a simple brute-force search as
claimed by Hodges.
The applicability of quantum adiabatic theorem here is warranted as we have shown that [5],
for the quantum adiabatic processes of the algorithm, there is no level crossing in the spectral flow
not only between the instantaneous ground state and the instantaneous first excited state but also
between any pair of instantaneous eigenstates. Interestingly, there are other versions of quantum
adiabatic theorem [20] which do not require non-zero gaps between the energy levels. We will not
need it here but may need it later to resolve a technical degeneracy problem for our algorithm,
see below.
Incidentally, we have also been able to derive a lower bound on the computation time T for a
general quantum adiabatic computation,
4 < g(θ)T∆IE.
This lower bound on the computation time incorporates the initial ground state and the spectrum
of the final Hamiltonian together in ∆IE, which is defined as the energy spread of the initial state
in terms of the final energy. The manner of the time extrapolation is further reflected in g(θ).
This condition is applicable to finite and infinite spaces, and states that the more the spread of
the initial state in energy with respect to the final Hamiltonian, the less the lower bound on the
running time. It thus also emphasizes the fact that energy must be considered in the running of
quantum adiabatic computation, and perhaps in all computation if they all are indeed physical
in the end. Energy, thus, should be another dimension of algorithmic complexity in addition to
those of time and space.
Because of the finitely refutable character of Diophantine equations, we do not, contrary to naive
expectation, really need an infinite space to carry out the algorithm for any given parameter-free
Diophantine equation. A finite but sufficiently large space will do. Once the final ground state
has already been included in this finite space the addition of further Fock states which are highly
excited states of the final Hamiltonian will only change the dynamics negligibly, as can be inferred
from a set of infinitely coupled differential equations that we have derived in [4].
We might or might not be able to devise a procedure according to which we could tell whether,
for a given Diophantine equation, the underlying Hilbert space even though finite is sufficiently
large. But in order to keep the algorithm simple at this level, we prefer to employ infinite spaces
in the algorithm, which are quite appropriate for the set of all Diophantine equations (but not
quite necessary because an unbounded underlying space might do). We have to point out here
again that dimensionally infinite Hilbert spaces are not exceptions in quantum mechanics, they
are, rather, the norm. Without infinite Hilbert spaces, for instance, we would never have had any
realisation of the fundamental commutator
[x, p ] = i~.
(To wit, were x and p finite matrices, the mathematical trace of the lhs would vanish, contradicting
the non-vanishing trace of the rhs!)
The last point of this Section is about possible degeneracy of the final ground state which orig-
inates from possible multiplicity of the globally minimum value of the square of the Diophantine
equation. We have proposed the use of additional symmetry breaking terms in the final Hamilto-
nian to avoid the degeneracy, before asymptotically removing these terms in some perturbation-
theory treatment in order to recover the original Hamiltonian. We do not quite understand Hodges’
objection to the application of perturbation theory and therefore cannot comment on his objec-
tion, except only wish to mention here that we can show that any degeneracy (even with infinite
multiplicity) can indeed be lifted with the introduction of the symmetry breaking terms. A math-
ematical proof for this is exactly the same as that for the no crossing of any pair of instantaneous
eigenstates in the spectral flow we have already mentioned above.
Apart from the proposed use of symmetry breaking terms, the problem of ground-state de-
generacy can certainly be removed if there is indeed a single-fold Diophantine representation for
every listable set [13]. The existence of such a representation is, however, still an open problem at
present time. The same degeneracy problem for our algorithm could perhaps be removed with a
suitable application of the versions of quantum adiabatic theorem which require no gap between
the levels [20]. But this is only a speculation at present and would require further investigation
elsewhere.
5Is the algorithm physically implementable?
As distinct from the criticisms above on the quantum algorithm, we now move to the question
of its physical implementability.
The issue of infinite precision that Hodges mentioned has in fact been raised and discussed
before [6]. Martin Davis was the first person who brought to our attention around 2002 that a
lack of precision in an implementation of the integer coefficients of Diophantine equations, for
example, those in the equation
x2 − 2y2 = 0,
would lead to a wrong representation of, and thus to a wrong answer to, the original equation.
And it is thought that this precision problem cannot be overcome in any possible implementation
of the quantum algorithm.
Before analyzing the issue, we have to point out here that Hodges’ use of the example of quantum
simple harmonic oscillator to dismiss the physical feasibility of our algorithm is inappropriate.
The lack of infinite precision in the characteristic length, or equivalently in the frequency, of the
oscillator is irrelevant here. We only need to distinguish one quantum from two quanta and in
order to do so we do not need infinite precision in the oscillator frequency, ∆ω = 0, because
it suffices to have (∆ω/ω) ≪ 1. That is how we are able to count photons, and confirm the
fundamental quantisation nature of light, even though we do not have absolute precision in their
frequencies. Likewise for our algorithm, sufficiently precise finite precision also suffices for the
purpose of separating the integer-valued energy eigenvalues of the final Hamiltonian.
Coming back to the issue of precision of the coefficients in a Diophantine equation, we need
to distinguish the infinite precision from the unbounded precision. Infinite precision, the kind
of perfect precision for any digit and all digits of an infinite number of digits of a measured
value, is what Hodges and some other people claim to be necessary for an implementation of
the algorithm. With an assumption that such an infinite precision per se is not available to our
physical instruments, even in principle, they have come to a negative conclusion accordingly. What
irrefutably available to our instruments, instead and at least in principles, is the second kind of
precision wherein we can obtain an accuracy for an unbounded but finite number of digits, as many
digits as we want provided we have the time and the resources to do so. There exists no physical
principle against this kind of precision – even though we may have to pay the price in, apart from
the time and resources required, some correspondingly worse accuracy for a conjugate quantity as
demanded by some quantum mechanical uncertainty principle, but that is alright for our purpose.
Our opinion is that it may not be a forgone conclusion, as some may have thought, that the
physically available precision is not adequate for an implementation of the proposed algorithm.
Firstly, our ultimate objective is to obtain the ground state of a desired Hamiltonian, and the
algorithm is ‘just’ a means to that end, but a universal means nevertheless. In saying that the
negative resolution of Hilbert’s tenth problem of the (platonic) mathematical world also carries
over to the physical world in such a way that we could never achieve the above objective is
equivalently to saying that we would never be able either to identify some ground states, or to
construct some suitable Hamiltonians, or both. That would have been a very stringent constraint
on the physical world and would have resulted in an entirely new physical principle – but we do
not have any reason or anything to support this negative conclusion.
We, as yet, have absolutely no ‘no-go’ physical principles which dictate that there must exist
a physical system which we cannot cool down to the ground state, or in which there must exist
a physical limit of a distinctively non-zero temperature beyond which we cannot proceed any
further. The third law of thermodynamics, and its generalisation to the quantum domain, only
states that we should not be able to obtain exact absolute zero temperature, or equivalently, that
we should not be able to obtain a ground state with total certainty, but that is fine as we do not
need to obtain a ground state with unity probability in order to identify it – see our probability
criterion for ground state identification [9]. But the third law does not demand that there must be
a non-zero lower bound on achievable temperature, or equally, that there must be an upper bound
of obtainable probability for a ground state. (If anything, the postulate of projective measurement
in standard quantum mechanics may contradict some classical statement of the third law; we may
discuss this interesting issue elsewhere.)
The experimentally confirmed phenomenon of the thermal phase transition of Bose-Einstein
Condensation in some kind of traps, for example, otherwise demonstrates that collective quantum
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probability and achieve temperature arbitrarily close to absolute zero.
Likewise, there exists no known physical principle against the possibility of effective construction
of any desirable Hamiltonians. In fact, an effective realisation of the quantum adiabatic algorithm
for the special case of linear Diophantine equations has already been achieved recently [21], even
though it is only known by others as the quantum phase transition of superfluid to Mott-insulator.
We refer the readers to the Appendix for some detailed discussion of our claim that this interesting
and seemingly unrelated quantum phenomenon is indeed connected to the quantum algorithm. In
a few words, quantum phase transition is different from thermal phase transition in that, while
the latter originates from the thermal fluctuations due to the competition between the opposing
requirements of minimising the energy on the one hand and of maximising the entropy on the
other, the former phase transition originates from the quantum fluctuations due to another kind of
competition between opposing quantum mechanically conjugate terms in the same Hamiltonian.
The particular superfluid - Mott insulator transitions are captured by the Bose-Hubbard model
which contains as apart of the Hamiltonian the term
(a†a)2 − 2m˜(a†a) + m˜2,
and thus can be viewed as some physical realisations of instances of Hilbert’s tenth problem,
namely the Diophantine equations,
x− m˜ = 0.
This fact is surprising, extraordinary and of great consequence; and will be explored further
elsewhere.
Granted that this is a very simple type of Diophantine equations, but our point here is to
emphasize that we should not rule out the possibility of effective implementation of the quan-
tum algorithm, because we may be able to count on the help of collective quantum mechanical
behaviours as in the quantum phase transitions above or of something else.
Is there any other way that unbounded precision may suffice in general? We speculate that the
Central Limit Theorem of statistics might be of some use here. Let us illustrate the idea with the
first Diophantine equation above, and let us denote its lhs by P (u, v;x, y),
P (u, v;x, y) = ux2 − vy2.
In realistic implementation, we can treat the parameters u and v as random variables with some
finite variances and aim to have the averages u¯ = 1 and v¯ = 2. In an instance of implementation,
the parameters take some random values (ui, vi), which may or more likely may not be (1, 2),
resulting in P (ui, vi;x, y) as the input for the quantum algorithm, and consequently in a sub-
sequent randomly distributed output (xi, yi), which is the location of the corresponding ground
state. Central limit theorem, if applicable, would then ensure that the average, for a large number
of repetitions N , of such outputs (xi, yi) from our algorithm should tend to a central value cor-
responding to the output from the input (u, v) = (u¯, v¯) = (1, 2). As the average of these outputs
should have a statistical spread that is inversely proportional to
√
N , we may be able to reduce this
variance, by having sufficiently large N , until we could confidently confirm the (integer-valued)
central value, which should be effectively the output for P (1, 2;x, y).
While it is certainly less restrictive to assume infinite precision for the average values of the
coefficients rather than the coefficients themselves, it is still unclear whether this assumption on
the average values could be satisfied. (The in-principle unsatisfiability of this, on the other hand,
would imply that we can never, as a matter of fundamentals, get rid of systematic, as opposed
to statistical, errors.) Note also that in order to apply the central limit theorem we need to have
a finite variance for the algorithm outputs. But, as the outputs (xi, yi) for randomly distributed
inputs (ui, vi) may not be bounded from above, it is yet to be shown that the former could have
a finite variance even if the latter does.
Obviously, this speculation of ours requires further investigations.
7Concluding remarks
We separate the criticisms of Hodges and others into those against the algorithm itself and those
against its physical implementation. We then point out that all those against the algorithm are
either misleading or misunderstanding, and that the algorithm is self consistent – which is the
best one could do for such a mathematical entity as the algorithm.
We suspect that all these confusions might perhaps be originated from a mix-up in thinking that
Hilbert’s tenth problem is the same as a search problem in an unstructured and infinite database.
While the latter unstructured search problem is quite general and difficult, each parameter-free
Diophantine instance of Hilbert’s tenth problem does provide some structure, which is the infor-
mation mathematically encoded in the equation itself, for a search for the global minimum of
its square. Furthermore, the search space for such a minimum is always finite. To further high-
light possible pitfall for such a simplistic comparison with unstructured search, let us consider
the counterpart of Hilbert’s tenth problem over the real numbers, that is, the question of a single
universal procedure to determine the existence or lack of real solution for any given multivari-
ate polynomial with real coefficients. Were the brute-force approach of unstructured search in
the real numbers the only one available, one would have concluded that this would be another
noncomputable problem because such a search in an infinite space of the reals, which is even
‘larger’ in cardinality than that of the integers, could have never been completed in a finite time.
On the contrary, and perhaps fortunately, such a conclusion is wrong: Tarski showed that [22],
unlike Hilbert’s tenth problem, this counterpart problem is classical computable – thanks to the
structures mathematically encoded in the polynomials themselves.
Thus, general considerations, as those of Hodges, borrowed from a general unstructured search
not only are inapplicable to our algorithm but could also be quite misleading.
On the other hand, the only central argument against physical implementations of the algorithm
is based on an assumption that its Hamiltonians cannot be effectively constructed due to a lack
of infinite precision. To show that this may not be a forgone conclusion, we draw attention to
the virtually unknown fact that, on the contrary, simple instances of Diophantine equations with
apparently infinitely precisely integer coefficients have already been realised in certain experiments
known as quantum phase transitions! We also speculate on how central limit theorem might be
of some help in the effective implementation of the required Hamiltonians.
Computability should constitute of both consistency and also implementability. However, the
issue of implementability can only be settled either in the negative by citing prohibiting physical
principles, of which there is none known at present, or in the positive by actual and general
demonstrations, of which there are so far only special cases connected to certain quantum phase
transitions. The awaited final outcome must and can only be bounded by physical laws. Until it
is settled one way or another, it should be remembered that premature and prejudiced judgement
has never served us well.
APPENDIX A: LINEAR DIOPHANTINE EQUATIONS AND THE SUPERFLUID TO
MOTT-INSULATOR QUANTUM PHASE TRANSITION
The recent experimental demonstration [21] of the superfluid - Mott insulator phase transition
can be captured mathematically by the Bose-Hubbard Model [23]:
HB = −J
∑
〈i,j〉
(
a†iaj + a
†
jai
)
+ U
∑
i
ni(ni −m), (A1)
where J is the tunneling rate between neighbouring lattice sites i and j, and U is the strength of
the on-site interactions. Here, ni = a
†
iai is the number operator at site i, and m is some positive
integer number. Initially, the system is in the superfluid phase which is the ground state of the
first J-term of the above Hamiltonian, |gI〉 =
(∑M
i=1 a
†
i
)K
|0〉, where K is the total number of
‘atoms’ in the superfluid and |0〉 is the zero-occupation Fock state. This is approximately the
coherent state at each site for large K and large number of sites M . A lattice is then raised
adiabatically throughout the superfluid, leading to an exponential suppression of the tunneling
rate J relative to U . At a certain critical value of the ratio U/J , the system undergoes a phase
8transition to a new state |g〉 = ∏Mi=1
(
a†i
)m
|0〉, which is the ground state of the second U -term
in (A1). In considering a single site i and in the mean field approximation, we replace aj (j 6= i)
in the Hamiltonian by its mean field 〈aj〉 ∼ α, which is also a measure of the coherence in the
system. That leads to, up to c-numbers and with some α,
the i-th term in (A1) → −J
(
a†i 〈aj〉+ ai〈a†j〉
)
+ U ni(ni −m) , (A2)
→ J˜(t) (a†i − α∗)(ai − α) + U˜(t) (a†iai − m˜)2 ≡ J˜(t)HI + U˜(t)HP .
In other words, this is just an implementation of our quantum adiabatic algorithm for the simple
equation x − m˜ = 0. Physically, at each site we have initially the coherent state which is the
ground state of some initial Hamiltonian HI . At and beyond the phase transition, the coherence
vanishes, 〈aj〉 = 0. We are then effectively left with HP , completing an extrapolation to a final
Hamiltonian whose ground state has m˜ as the occupation number, which is also the solution for
the simple equation.
ACKNOWLEDGMENTS
I wish to thank Peter Hannaford and Toby Ord for support and discussions. This work has also
been supported by the Swinburne University Strategic Initiatives.
[1] Andrew Hodges. Can quantum computing solve classically unsolvable problems?
arXiv:quant-ph/0512248, 2005.
[2] T.D. Kieu. Quantum algorithms for Hilbert’s tenth problem. Int. J. Theor. Phys., 42:1451–1468,
2003.
[3] T.D. Kieu. Computing the non-computable. Contemporary Physics, 44:51–77, 2003.
[4] T.D. Kieu. A reformulation of Hilbert’s tenth problem through quantum mechanics. Proc. Roy. Soc.,
A 460:1535–1545, 2004.
[5] T.D. Kieu. Quantum adiabatic algorithm for Hilbert’s tenth problem: I. The algorithm.
ArXiv:quant-ph/0310052, 2003.
[6] T.D. Kieu. Hypercomputability of quantum adiabatic processes: Fact versus prejudices.
ArXiv:quant-ph/0504101, 2005.
[7] Warren D. Smith. Three counterexamples refuting kieu’s plan for “quantum adi-
abatic hypercomputation”; and some uncomputable quantum mechanical tasks.
http://math.temple.edu/w˜ds/homepage/works.html, #87, 2005. To appear in the Journal of
the Association for Computing Machinery.
[8] T.D. Kieu. On the identification of the ground state based on occupation probabilities: An investi-
gation of Smith’s apparent counterexample. arXiv:quant-ph/0602145, 2006.
[9] T.D. Kieu. A mathematical proof for a ground-state identification criterion.
arXiv:quant-ph/0602146, 2006.
[10] Hartley Rogers. Theory of Recursive Functions and Effective Computability. McGraw-Hill, New York,
1967.
[11] T. Ord and T.D. Kieu. The diagonal method and hypercomputation. Brit. J. Phil. Sci., 56:147–156,
2005.
[12] Y.V. Matiyasevich. Hilbert’s Tenth Problem. MIT Press, Cambridge, Massachussetts, 1993.
[13] Martin Davis, Yuri Matiyasevich, and Julia Robinson. Hilbert’s tenth problem. Diophantine equa-
tions: Positive aspects of a negative solution. Proceedings of Symposia in Pure Mathematics, 28:323–
378, 1976.
[14] C.S. Calude. Information and Randomness: An Algorithmic Perspective. Springer-Verlag, Berlin
Heidelberg, 2nd edition, 2002.
[15] L.K. Grover. Quantum mechanics helps in searching for a needle in a haystack. Phys. Rev. Lett.,
79:325–328, 1997.
[16] Recep Eryigit, Yigit Gunduc, and Resul Eryigit. Local adiabatic quantum search with different paths.
arXiv:quant-ph/0309201, 2003.
[17] Saurya Das, Randy Kobes, and Gabor Kunstatter. Energy and efficiency of adiabatic quantum search
algorithms. J. Phys. A: Math. Gen., 36:1–7, 2003.
[18] Zhaohui Wei and Mingsheng Ying. Quantum search algorithm by adiabatic evolution under a priori
probability. arXiv:quant-ph/0412117, 2004.
9[19] T.D. Kieu. Quantum adiabatic computation and the travelling salesman problem.
arXiv:quant-ph/0601151, 2006.
[20] J.E. Avron and A. Elgart. Adiabatic theorem without a gap condition. Commun. Math. Phys.,
203:444–463, 1999.
[21] M. Greiner, O. Mandel, T.W. Ha¨nsch, and I. Bloch. Collapse and revival of the matter wave field of
a Bose-Einstein condensate. Nature, 419:51–54, 2002.
[22] Alfred Tarski. A Decision Method for elementary Algebra and Geometry. University of California
Press, Berkeley Los Angeles, second edition, 1951.
[23] S. Sachdev. Quantum Phase Transitions. Cambridge University Press, Cambridge, 1999.
