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1. INTRODUCTION 
In his 1975 thesis, M. Van de Vel proved the following interesting fixed point 
theorem for vector fields on R”. We use (., .) and 11 *Ij to denote the Euclidean 
inner product and norm in R”. 
THEOREM 1 (Van de Vel [8, p. 2081). Let f: Rn -+ Rn be continuous and 
suppose there is a real number a < 1 together with a jinite number of open balls 
B(xi , d) = {x E R? 11 x - xi 11 < d} of radius d > 0 satisfying the following con- 
dition: 
If x E R* is such that neither x nor f (x) is in v NT 9 4, 
then there is an i szrch that (*) 
(f (4 - xi > x - Xi> d a Ilf (4 - xi II II x - xi II * 
Then f has a$xedpoint x with x E vi B(x, , d). 
The purpose of this note is to extend Van de Vel’s theorem to (infinite 
dimensional) Banach spaces having uniformly convex dual spaces; we thereby 
answer a question of Van de Vel [8, p. 2101. We also treat the case of set-valued 
functions. 
Van de Vel’s approach to Theorem 1 is based on homology and geometry 
considerations. We use functional analysis methods and existing fixed point 
theorems as tools. When our proof is specialized to the case of Theorem 1, we 
see that Van de Vel’s theorem becomes a consequence of the Brouwer fixed point 
theorem (and other results). 
Recall (cf. e.g. Kiithe [6]) that the reflexive Banach spaces arising in the 
applications usually have uniformly convex duals, e.g. LP on any measure space 
for 1 <p < co. The technical fact about such spaces that will enter into our 
work is the following result of T. Kato [5, p. 5101. 
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KATO'S LEMMA. Let the Banach space 3 haze a uniformly convex dual space 
%*. Thenfor each x E% there is a unique element J(x) in%* such that j/ J(x)/ = 1: x !/ 
and the value of J(x) at x is (( x /12. Furthermore, J is uniformZy continuous on 
bounded sets. 
J is called the duality map for X. From now on we denote the values +(x) of a 
linear functional #I ES* at x E 3 by (x, C.\. Thus the defining property of J is 
(x, J(X) :I iJ x /!’ = // J(~)ll”. 
Our main theorem is as follows. 
THEOREM 2. Let X be a Banach space with a uniformly convex dual. Let 
F: .Y ---f 2% be a set-valued function satisfying the following three conditions: 
(Al) F has a closed graph. 
(A2) F(x) is a nonempty compact convex set for each x E$. 
(A3) F maps bounded sets into relatively compact sets. 
Suppose there is a positive number (Y < 1, a bounded set {x2 : i E I) in S and bounded 
positive numbers {d,: i E I} such that fw each x E X, there is an i E I so that at 
least one of the following three conditions holds: 
(Bl) /J.t-xx,/i <d,. 
(B2) 1: y - X, Ij < di for each y E F(X). 
(B3) For each y EF(x), 
Re( y - xi , J(x - x,)j < 0111 y - x, ii j/ s - x, 1: . 
Then F has a fixed point, i.e. there is an x,, E 3 such that x0 E F(x,). Furthermore 
for each fixed point x,, of F there is an index i E I such that (/ x,, - x, 11 < di . 
When .jA” is a Hilbert space which we identify with its dual, J becomes the 
identity operator, and so Theorem 2 clearly includes Theorem 1 as a special 
case in which I is a finite set. The geometrical interpretation of condition (B3) 
is, in the Hilbert space case, that the angle between y - X~ and x - s, 
is at least arccos 01 for y EF(x). This angle condition is what forces any fixed 
point x,, of F to belong to B(x, , d,) for some i. 
The plan of this paper is as follows. Section 2 is devoted to the proof of 
Theorem 2. Section 3 contains a further discussion of Theorem 2 and some 
related results (Theorems 3 and 4) together with a generic example (given in 
Theorem 5) which satisfies the hypotheses of Theorem 3. Section 4 contains an 
informal discussion of a possible application of Theorem 2 to a problem in the 
theory of nonlinear partial differential equations. 
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2. PROOF OF THEOREM 2 
We begin by recasting Kato’s lemma into an equivalent form which will be 
convenient for later use. 
LEMMA 1. Let 9? be a Banach space with a uniformly convex dual. Then for each 
x E X there is a unique J(x) E EZ* such that (x, J(x)) = /I x iI2 = /j J(x)li2. Furthe-r- 
more, for each E > 0 there is a 6 > 0 such that condition (Cl) holds: 
if x, x’, YI Y' are non.zero vectors satisfying 
II x - x’ II < s I/ x II and IIY -Y’lI <SllYll, then i (Cl) 
KY, J(x)> - (Y', J(x’)>I < 6 II x II IIY II * i 
Proof. Since J is uniformly continuous on B(0, 2) = {x EX: 11 x 11 < 2}, 
given E > 0 there is a S > 0 such that S < min{l, 43) and such that if z, 2’ E 
B(O,2) and jJ z - z’ /I < 6, then 1) J(z) - J(x’)II < e/3. Now let x, N’, y, y’ 
satisfy the hypotheses of (Cl). Th en x/II x II , x’ill x II , Y/IIY II , r'iilr II all belong 
to B(O,2) and 
1 x 
/I 
--__ 
IIXII ll~ll c&P II /I 
__-~ 
IA ll’jll -cs. ’ /I 
Consequently 
Note that by taking y = y’ with jj y (I = 1, (Cl) implies that for jl x - x’ [j < 
6 I/ x /I , I/ J(x) - J(x’)II < E 11 x // , which implies that J is uniformly continuous 
on bounded sets. Thus Lemma 1 is equivalent to Kato’s lemma. 
We return to the proof of Theorem 2. Without loss of generality we may 
suppose that X is a real Banach space by replacing (x, 4) with Re(x, 4,) for 
x E 3, 4 E 9*. Thus we may omit writing Re when referring to (B3). 
Let b > 0 and let 
B(0, 6) = {x ES?‘: jl x Ij < 6). 
Let 
p,,: F -+ B(O, 6) 
be the radial retraction, i.e. for Ij x II < b, ,+,(x) = x, whereas for I/ x // > b, 
fb(x) = bx/// x // . Let or satisfy 0 < e1 < I - 01, where OL is as in the statement 
of Theorem 2. 
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CLAIM 1. b can be chosen so large that b > 1 and for each x E B(O, b) there 
is an i E I such that at least one of the following two conditions holds: 
(D I) F(?c) C B(O, b). 
(D2) For all v E F(s), 
&)(r’) - x, ) J(x - xi):’ < (a $ El) /i fJb(3’) - s, , 1’ .t - s, )! . 
Assume the truth of Claim 1 for the moment. Define 
F,: B(O, b) --) 2” 
by letting J’?,(s) be the closed convex hull of p*(F(x)). Since p. is continuous, 
Fb has a closed graph (by (Al)). Furthermore, F,(B(O, b)) is relatively compact. 
To see this, it suffices to note that p,(F(B(O, b))) is relatively compact since 
F,(B(O, b)) is contained in the closed convex hull of p,,(F(B(O, b))), and F(B(0, b)) 
is relatively compact by (A3). 
We are now ready to prove Theorem 2, modulo the validity of Claim 1. Since 
Ft, is completely continuous, it follows from [2] or [4] that Fh has a fixed point 
x,, E B(O, b). We assert that F(x,) C B(O, b). To see why, suppose not. Then by 
Claim 1, there is an index i E I such that for all y in the closed convex hull of 
dF(d, 
y - 9, ) J(X” - Lx,); < (a + El) I’?’ - s, /! 1; X” - x, ( . 
Taking J -= s0 gives a contradiction, since (y. + pi < 1. Consequently F(s,,) C 
B(O, b). But then x0 E F*(q) = F(x,), and the proof of Theorem 2 is complete, 
modulo the proof of Claim 1. 
We now turn to the proof of Claim I. The first condition we put on b > 1 is 
; @(xi , 4) u F(B(x, , 4)) C B(O, b). 
Such a b exists because of (A3). Let x E &O, b). If (Bl) or (B2) holds for X, then 
(Dl) does. It remains to choose b > 1 large enough so that (B3) implies (Dl) 
or (D2). 
Choose E so that 0 < E < l i/4, and choose 6 :- 0 such that the following 
two conditions hold. 
lt~;y’, J(d)> - (y”, /(x”)\l < E I’?” ,’ s’ ” . 
(E2) (&)’ < s. 
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Lemma 1 tells us how to choose 6 so that (El) holds, and taking 6 sufficiently 
small will make (E2) hold. 
Next choose a > 1 so that the following three conditions hold. 
(Fl) (1 + y)” < 1 + d for each i FI. 
(F3) F(i B(x,, 4)) CW4 a). 
CLAIM 2. If 11 x II 3 a and /) y /j > a andy EF(x), then 
(Y, J(x)> < (a + 24 II x II II Y II ’ 
To see this, note that by (F2), the hypotheses of (El) hold for x’ = X, y’ = y, 
” - x -x-xi,y ” - --y--j. Consequently, by (El) and (F2), 
(y, J(x)> - (Y - xi > J(x - x2)> < E II x II II Y II (1) 
for each i c I. By (F3), for X, y satisfying 11 x 11 > a, ]Iy 11 > a, and y EF(x), (B3) 
holds for some t E 1. Thus for this choice if i, 
(Y - xi 9 J(x - ?I> 
< 01 IIY - xi II II x - xi II 
JY--Xi/Ill--Xi11 
IIY II ,Ix,, II~IlIlYll e+ +~)zl1411YIl 
-=I (a + cl II x II II Y II (2) 
by (Fl). Claim 2 is now an immediate consequence of (1) and (2). 
(Gl) h(y), J(4) < (a + 3~) II PRY) - xi I! /I x - *i II , 
(G2) <PdY> - Xi v JC* - Xi)> - G%(Y), J(X)> < 6 II h(Y) - Xi I! II * - Xi II 3 
(G3) h(y) - xi , J(x - 4) < (a + 4 II PRY> - xi II II x - xi II . 
(Gl) follows from the calculation 
<t%(Y), JW 
= j$ <Y, m> -=c bII x II (a + 2E) 
= II dY)ll II 3 II (a + 2E) 
by Claim 2 
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= (a + 2E) II h(Y) - xi II II x - xi II ,l &fY)‘/X I ,i ,; .yii ,, 
G Cm + 24 II Pi - xi II II x - xi Ii i, -4, xi ,i)l 
G (a + 3E) II h(Y) - 2% II ;I x - x, II hy (E2). 
Next, using (F2), we get 
for all i E 1. Similarly 
holds for all 1 E I. With these two inequalities we can apply (El) with 
x’ = x - x, , y’ = pb(y) - xi, X” = x, y” = &y). The conclusion of (El) is 
precisely (G2). Finally (G3) is an immediate consequence of (Gl), (G2) and 
4E < 61 . This completes the proof of Claim 3. 
The conditions imposed upon b thus far are b > 1, b 3 a, and UIEl (B(xi , d,) 
u F(B(x, , d,))) C B(O, b). Choose b satisfying these conditions as well as 
B(0, b) 3 F(B(0, a)). (3) 
Now we shall prove Claim 1. Let x E B(O, b). As noted before, one of (Bl)-(B3) 
holds for some ill, and if (Bl) or (B2) holds, so does (Dl). So suppose (B3) 
holds. If x E B(0, a), then (Dl) holds by (3). On the other hand, if I/ .Y I/ >: n, 
then (B3) implies that for all y EF(x), 
If//y 11 G 6, then pb(y) = y and (4) implies (D2). On the other hand, if !j y I( > b, 
then (G3) of Claim 3 holds, and this implies (D2). This completes the proof of 
Claim 1 and also the proof of Theorem 2. 1 
3. DISCUSSION AND AN APPLICATION 
Let p1 be the radial projection onto the closed unit ball of a Banach space .?)^. 
F: 9” -+ 2% is said to be radially compact if p,(F(T)) is relatively compact. F is 
lorully radially compact if p,(F(B)) is relatively compact for each bounded set B 
in 9”. If F satisfied (A3), then F would be locally radially compact. The converse 
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is true if, in addition, F maps bounded sets into bounded sets. The converse is 
not true in general. It would be of interest to weaken (A3) to the condition 
(A37 F is locally radially compact. 
We discuss now how this may be done. A special case of Theorem 2 is the 
following result. 
THEOREM 3. Let F: % -+ % be a continuous locally radially compact function on 
a Banach space 3 having a untformly convex dual. Suppose there are numbers 
So > 0, 01~ < 1 such that for every x in S at least one of the following three con- 
ditions holds: 
(HI) II4 < 6,. 
W IIF(x)ll < 6, . 
(H3) R+‘(x), J(x)> G a1 II F(x)11 /I x II . 
Then F has afixedpoint x,, , and each fixed point of F lies in B(0, So). 
Theorem 3 may be proven easily by applying the Schauder fixed point 
theorem to ps o F. When the index set I consists of more than one point, Theo- 
rem 2 appear: to be a deeper result. On the other hand the set valued form of 
Theorem 3 implies a version of Theorem 2 with hypothesis (A3’) and the 
additional assumption 
,ggY~~~,li Y Ii> = co. (5) 
This we state as Theorem 4. 
THEOREM 4. Let 5 be a Banach space with a unrformly convex dual. Let 
F: X -+ 2% be a set valued function satisfying the following four conditions: 
(Al’) F is upper semicontinuous. 
(A2’) F(x) is a nonempty closed convex set for x: c X. 
(A37 F is locally radially compact. 
(A4’) Equation (5) holds. 
Suppose further there are a positive number 01 < 1, a bounded set {xi: i E I) in %, 
and a bounded family of positive numbers {di: i E I) such that for each x E 27, there 
is an i E I so that at least one of the following three conditions holds: 
(Bl) 11.~--.~,1l <d,. 
WI lly - x, II < 4fory E&4. 
(B3) For each y E F(x) 
Rely - x, , J(x - 4) < 01 II Y - xi II * II x - *i II I 
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Then F has a jxed point, i.e. there is an x0 E 3 such that x0 E F(x,). Furthermore 
for each such x,, there is an i E I such that Ij x,, - x, 11 < d, . 
Proof. Since xi ranges over a bounded set in X as i ranges over I, then 
Rec;(y - x,)/ll~ - x, II , .J((x - xdlll x - x, II)> 1s ar 1 rarily close to Re( y/II y I/ , b’t 
J(x/ll x I’):: for I/ x // and I! y I/ sufficiently large. Let a! < o[r < 1. According to (5) 
we can choose b sufficiently large so that for /I x jl > b, if (B3) holds for x, then so 
does the set valued version of (H3). Now we define Fb(x) as in the proof of 
Theorem 2. Fb must have a fixed point x,, by (A3’) and the Fan-Glicksberg 
fixed point theorem, and as a consequence of (H3), this fixed point: must be a 
fixed point of F. Alternative (B3) forces this fixed point to satisfy I/ s,, - x, /j (I n, 
for some i E 1. 1 
We now give an example of a single valued function F satisfying the hypo- 
theses of Theorem 3. Actually F represents a whole class of functions to which 
Theorem 3 applies, as we shall see by its construction. 
THEOREM 5. Let 3 be a separable infinite dimensional real Hilbert space. 
There exists a function F: A? + Z satisfying the following four conditions: 
(I 1) F is continuous. 
(12) F is radiallv compact. 
(13) F(Z) is infinite dimensional. 
(14) For 11 ~11 > 1 and liF(v)ll > 1, 
V’(n), v> < ii II Q)ll II v Ii . 
The construction of F is complicated and will be carried out in a number of 
steps. 
Step 1. Let g: [0, co[ -10, co[ be continuously differentiable, let K(s) = 
2sg(s), and suppose 
s m ds 1 qsp 
(Note that s: ds/h(s) = co.) Let $: [0, oo[ + R be a Cos function satisfying 
~(x)=Oforx~~,O<~(3~)<1for~<~<l,and~(x)=lfor~~l.Let 
4: [0, CO[ -+ R be a Cm function satisfying 0 <C(x) < 4 for 0 < x < 4 and 
d(x) = 0 for x > 4. Let x: [0, co[ -+ R be a Cm function satisfying x(x) = 0 for 
0 < x < +, 0 < x(x) < 1 for & < x < 2, and X(X) = 1 for x >, &. Let Z == 
{V E Z: !I 2’ /I 3 l} be the unit sphere in %, and let M: Z + Z be a smooth 
function without a fixed point. Now define L: X --j. Z by 
Lb4 = x(li u II”> M (-&$,) + (1 - x(ll TV II”>>Y~ 
409/67/z-11 
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where J+, is a fixed vector in Z. Note that L is smooth and L(0) = y. # 0. 
Finally, define A: 8’ + .8? by 
&) = -~(ll f.J II21 dll w II21 w + +(I w II21 (1 + II 57 l12Pw 
A is smooth, A(0) # 0, and A(w) = -g(]l w 11”) wfor Ij w 11 2 1. 
The initial value problem 
du(t)/dt = l+(t)), u(0) = ug (7) 
has a unique continuously differentiable solution u: [0, co[ -+ &Y for each 
u0 E &‘. This follows from a standard result in the theory of ordinary differential 
equations in Hilbert spaces. 
CLAIM. 11 u(l)11 < 1 for each us E 2%. 
To see this suppose ]I u(s)ll > 1 f or s in an interval J. Let w(t) = /I u(t)li2 = 
(u(t), u(t)). Taking the inner product of du/dt = Au with u for t E J yields 
y = (du/dt, u) = -2g(ll u 112) (u, u) 
= -2g(w(t)) = -kw(t). 
Consequently we have -dw[kw = dt. If s, t are in J with s < t, we integrate 
this to obtain 
I 
w(t) dw 
- -=t-s. 
w(s) kw 
Thus w(t) < w(s) since t > s, and if t - s > 1, (6) implies w(t) < 1. Thus, if 
II 44 > 1, II WI b ecomes less than 1 for some t satisfying s < t < s + 1. For 
w(t) = 11 ti(t)l12 E [Q, l[, dwldt = -4(w) g(w) w < 0, and so w(t) can leave 
[$, l[ only at 4, not at 1. We conclude that for all choices of us , II u(l)11 < 1. This 
proves the claim. 
Now define T,: .%? ---f &’ by T,(u,) = u(l), where u is the solution of (7). 
Tl is continuous, and Tl(H) C B(O, 1). 
Step 2. Let [u, b] C R satisfy 0 < b - a < 1. Let .X be the real space 
L2[u, b]. (Abstractly, &’ is no different from any other separable infinite dimen- 
sional Hilbert space.) Let A, be a second order uniformly elliptic differential 
operator on .z? having Dirichlet boundary conditions. (The uniform ellipticity 
means A,&) = a(x) u”(x) + /3(x) u’(x) + r(x) u(x) where +c) 3 E > 0 for all 
x E [a, b].) Standard results from the theory of partial differential equations 
(cf. e.g. [3]) tell us that the initial value problem du/dt = A,u, u(O) = u,, is well- 
posed in X. Let T,: us H u(l) where u(l) is the solution at time t = 1 of this 
problem. Then T,: &’ + X is linear. We assume further that the zeroth order 
coefficient of A, (i.e. y(x)) is nonpositive. Then T,(B(O, 1)) C &O, 1) also holds. 
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Step 3. Let .% =L2[a, b] as in Step 2. Relative to this H let Tl be as in 
Step 1 and define T3: A@ --t 9 by 
for all u0 E &?- and all x E [a, 61. Since /j Tiu, /I < I and b - a :< 1, we have, for 
all us E X, 
Thus 7’s(X) is unbounded, hence not compact. rs(X) is radially compact 
however, by Rellich’s Theorem [3]. 
Step 4. For %, T, , T3 as in Steps 2 and 3, define S = T,T, . S: X -+ 2 
is clearly continuous, If MC &’ is bounded, so is T,(M), whence S(M) = 
T,(T,(M)) is relatively compact. The range of S is infinite dimensional; this 
follows easily from properties of T, and T3 . Let pe be the radial projection onto 
B(O, 2). Then ps(S(#)) = iV.!i u M, where 
M, = PAM;), M,* = T,(T,(B(O> 2111, 
M, = 
I 
2T2(T3(v)) : w ~a? /( u 11 > 2 
7’2(TsW ’ i ’ 
Note that for I/ a /j > 2,II T3v I/ > 1 (by (9)) and T,(T,(v)) # 0 since Tz is linear 
and injective. @ is relatively compact, thus so is Ml . M2 is contained in 
B(O, 2) and for each o E X’ with // o 11 > 2, 
for some constant C independent of V. This is easiest to see when A, = daldx2 
and T2 can be computed explicitly by separation of variables. More generally 
we can get this from results in [3] together with (8). Rellich’s Theorem [3] now 
implies that M, is relatively compact. This proves that S is radially compact. 
Note that S(.%?‘) is unbounded, whence not relatively compact. 
Step 5. This is the final step. Let 
Nl = Iv E Af: II v II > 1, II qqii 2 1, IGW, u?l >, t I/ qv)ll II TJ q, 
lv,+ = {w E N,: (S(o), v} > O}, 
lv- = (v E iv,: (S(a), v> < 0). 
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Nr+, Nr- are disjoint closed sets whose union is A$ . Define 0: B(O, 4) u Nl + 
[- 1, I] by e(v) = 1 for v E N,-, e(v) = 1 for v E B(O, t), and e(v) = -1 for 
v E A$-. Now extend 0 to a continuous function (also denoted by 6) from all of 
2 to [- 1, l] by the Tietze extension theorem. Define F(v) = e(v) S(v) for 
v E X. Then the previously derived properties of S and the continuity of 6’ 
imply that F satisfies conditions (Il)-(13). To prove (14) note that for z’ E Nr , 
<F(v), v’ ,< 0 < Q llF(v)ll II z’ /I 
while for 11 v I/ 3 1, // F(v)11 3 1 and v $ M, 
This completes the proof. fl 
y,, was introduced in Step 1 to insure that F(0) # 0, so that F doesn’t obviously 
have a fixed point. Notice that F has a fixed point v0 such that II va // < 1, by 
Theorem 3. This fixed point is an eigenvector of S corresponding to the eigen- 
value l/C?(va). (Observe 8(v,) # 0.) 
4. CONCLUDING REMARKS 
Let A be some nonlinear operator from its domain in a Banach space 3 to 3. 
Suppose that the initial value problem 
du(t)/dt = A(u(t)), u(0) = u, (10) 
has a unique solution for 0 < t < CO and for all initial data ~a in some dense set 
D. Let T map the solution at time 0 (i.e. u,,) to the solution at time 1, u(1). 
Typically T will be uniformly continuous and will extend to D = % by con- 
tinuity. The fixed points of T correspond precisely to the periodic solutions of 
dujdt = Au which have period 1. 
Now suppose 2- is a complex Banach lattice in which I v / , /I v Ij denote, 
respectively, the absolute value and norm of a vector v. Instead of seeking a 
periodic solution of (lo), i.e. a solution satisfying ~(1) = u(O), we may want to 
find a solution satisfying the weaker condition ( u(l)\ = / u(O)\ . (In nonrelativ- 
istic quantum mechanics, when (10) is the Schrodinger equation for one particle, 
j u(t)12 represents the position probability density at time t. One can conceive 
of other instances when / u(t)1 admits some useful interpretation.) We want to 
indicate how Theorem 3 has the potential to cover some applications of this type. 
Our treatment is formal and not entirely rigorous. 
We refer to the various constructions in the example of Theorem 5. Let Sz(t) 
map u(0) = us to u(t), where u is the solution of the problem in Step 1. Thus 
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S,(l) = T, . For A as in Step 1 and D := djdx let S,(t) map u(0) r= u,, to u(t) 
where du/dt = D--ld Du. This is purely formal. Rewriting this equation as 
d(Du)/dt == A(Du), we see that S,(l) ug differs from T.p,, by a constant. For 
rl as above and A,, as in Step 2, the solution of the differential equation duidt = 
(-4,) -4 D-‘--ID) u is given formally by the Lie-Trotter product formula [I], [7] 
u(t) = lim,!+ T- l*,,(t) u(0) where V,(t) == {,‘$(t/n) S.,(tjn))T1. The proof of Theo- 
rem 5 shows essentially that rY,,(l) satisfies conditions (Il)-(13). Suppose one 
can find a continuous function T,~: 2 --)r R such that F, :- P”‘~I~,,( I ) also 
satisfies (14). Then F,‘ will have a fixed point zta , which implies I’,,( I) z, 
V, 1 . One can hope to get a limit zjO of a subsequence of $,,), which will then 
give rise to the solution u of dujdt :~ (A,, -i- D-‘.-ID) U, ~(0) :- Y,, 1 which 
should satisfy u(l)1 :: u(O)1 . 
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