The hadronic photon structure function F_{2}^{gamma} has been measured in the Q^{2} range from 4 to 30~GeV^2/c^{4} and down to x values of order 0.001, using data taken with the DELPHI detector at LEP between 1991 and 1993. A comparison is made with several F_{2}^{gamma} parameterizations with special emphasis on their low x behaviour. A result on the Q^{2} evolution of F_{2}^{gamma} is presented.
Abstract. The hadronic photon structure function F~ has been measured in the Q2 range from 4 to 30 GeV2/c 4 and down to x values of order 0.001, using data taken with the DELPHI detector at LEP between 1991 and 1993. A comparison is made with several Fs v parameterizations with special emphasis on their low x behaviour. A result on the Q2 evolution of Fs ~ is presented.
Introduction
In the reaction e +e----+ e +e-X, where X is a system of particles produced by the collision of two photons radiated from the beam particles, a scattered electron or positron can be detected (tagged). Measuring the electron I energy, Eta9, and the scattering angle, Otag, the squared momentum traosfer of the corresponding photon is given by
where E6 is the beam energy. In these so called "single tagged" events the other photon can be assumed to be almost on-shell, and the process is viewed as the deep inelastic scattering of the electron off the quasi-real target photon with a squared mass p2 close to zero (Fig. 1) . The cross-section, expressed in terms of photon structure functions, is [1] :
x NT(z , Omax)zdz (1) where O,~ax) describes the flux of target photons with energy E.y and 0,~ax is the maximum scattering angle of the undetected electron. WT.y is the invariant mass of the 7"7 system. F~ (x, Q2) and F~(x, Q2) are the photon structure functions.
Experimentally, since the scattered electron is tagged at relatively small angles and high energies (< y >~ 0.1), the measurement is only sensitive to F~(x, Q2). Neglecting y, the deep inelastic electron scattering off a quasi-real photon can be described through: I In the following the term "electron" will be used for the tagged electron or positron dcr(e 7 --+ eX) 47rct 2 F~(x, Q2)
Q4 x
The QCD and QED photon structure functions are used depending on whether multihadronic or lepton pair final state is produced. The study of F~ 'QEO(x, Q2),-well known theoretically, allows the validity of the structure function formalism to be tested in the DELPHI experimental conditions and also permits the determination of the correct normalization for F~'QCD(x, Q2). The photon is known to couple to vector mesons (hadron-like behaviour), but the main interest in the study of F~ 'QcD(x, Q2) comes from the fact that the photon exhibits also a point-like coupling to the quarks. It has been predicted [2] that this coupling dominates the photon structure at large Q2 (>_ 5 GeV2/c 4) and large x.
The F~'QCD(x, Q2) analysis also improves the understanding of the transition region between perturbative and nonperturbative regimes. Measurements of the photon structure function reported by previous experiments [3] [4] [5] [6] [7] [8] have confirmed the applicability of the two component description.
An analysis of the QCD and QED photon structure functions 2 using the data taken with the DELPHI detector at an average Q2 of 12 GeV 2/c 4 is reported in the following.
Event selection and background estimate
A detailed description of the DELPHI detector can be found elsewhere [9] . Here only those aspects of the detector relevant to the present analysis are described.
The Small Angle Tagger (SAT) optimized for the luminosity measurement was used to tag the scattered electron. It covered the polar angles from 43 mrad to 135 mrad and 2 Most of the study was done for ~'QCD(x, Q2) and the subscript QCD will be omitted (or substituted by an acronym to emphasize the parameterization of F~ used) in the following. The prefix QED will be pointed out explicitly consisted of alternating layers of lead sheets (0.9 mm thick) and plastic scintillating fibres (1 mm diameter) aligned parallel to the beam. The energy resolution of the SAT (a/E) was 5.4% for an incident electron energy of 45 GeV and the angular resolution of the incoming electron was 1.9 mrad, thus giving an average resolution of the measured Q2 to be about 10%.
The selection of the single tagged events relied on the detection of the scattered electron in the SAT and the produced multihadronic or leptonic final state. The following criteria were used in order to select multihadronic events: -The energy deposition in the SAT was required to be more than 30 GeV in one arm and less than 10 GeV in the other arm (the antitagging requirement). The choice of 30 GeV as a minimum for the energy of the tagged electron allowed the background to be reduced and the variable y to have a small average value.
-
In addition to the lepton, at least three charged particles with momentum larger than 0.4 GeV/c were required. The charged particle polar angle 0 was required to be between 20 ~ and 160" in order to measure its momentum in the Time Projection Chamber (TPC) [9] . The relative error on the momentum was required to be less than 1, and the impact parameter smaller than 4 cm transverse to the beam axis and 10 cm along the beam axis. -Neutral particles were accepted if they deposited at least 0.5 GeV in the Forward ElectroMagnetic Calorimeter (FEMC) or at least 1.0 GeV in the barrel electromagnetic calorimeter, the High density Projection Chamber (HPC).
The invariant mass of the hadron system was calculated using charged particles, assuming pion mass, and photons detected in HPC and FEMC. It was requested to range from 2 GeV/c 2 to 20 GeV/c 2. The lower limit was applied to avoid problems with the fragmentation reliability in the simulation and also to avoid the region of two-photon resonance production. The upper limit, together with the requirement on the total energy deposition to be lower than 15 GeV in the electromagnetic calorimeters, was used to remove background from Z ~ decays.
The angle C~Rr in the plane transverse to the beam axis between the tagged electron transverse momentum vectag tor, PT , and the vector sum of the hadrons transverse momenta, p~d, was requested to be greater than 140 ~
The data collected during the period 1991 to 1993 at beam energies from 44.1 GeV to 47.5 GeV were processed. The data samples from different years have been shown to give compatible results, and they have been combined in the present analysis. The integrated luminosity was 60.6 pb -l . After the selection 977 events were obtained. Remaining small backgrounds in the data sample are discussed below. The squared mass of the virtual photon obtained from the measurement of the energy and polar angle of the tagged electron in the SAT varied from 4 GeV2/c 4 to 30 GeV2/c 4 with an average of 12 GeV2/c 4.
The trigger efficiency was calculated using the redundancy between independent triggers [10] . The trigger from SAT has not been taken into account. The triggering efficiency for single tagged 7~, events was found to be (95+ 1)%.
Using simulated q~ and "1-+7--pairs production from 7/Z ~ annihilation, the background from these processes was found to be negligible. The contribution from 77 ~ 7-+7-with hadronic decay of the final 7"+(7"-) was estimated using simulated events produced with the TWOGAM generator [11] . The contamination was found to be 33+4 events (3.3% of the signal). The contribution from inelastic Compton events was evaluated using the program described in reference [12] and found to be negligible.
The background due to accidental coincidences of a signal in the SAT, coming from an off-momentum electron or a possible noise which faked a tagged electron, with a Z ~ or an untagged "/7 event was estimated to be 1.5+0.5 events.
In order to determine the contamination from beam-gas events, the sidebands between 10 cm and 30 cm of the ]z] impact parameter distribution along the beam axis were used, assuming such events to be uniformly distributed along the z axis. The contamination from beam-gas events was estimated to be 5.5+1.8 events.
The estimated overall background (4% of the signal) was not subtracted from the data sample.
Simulation and comparison with data
Previous experiments [3] [4] [5] [6] [7] [8] , which carried out the analysis of the two-photon interactions in the deep-inelastic regime, have demonstrated that a two component model, taking into account the duality of the behaviour of the target photon, satisfactorily describes the data.
The target photon can fluctuate into a bound state of q~ (vector meson p,w, r ...) and the process looks like deep-inelastic electron-hadron scattering (hadron-like process). The description of such a process is non-perturbative. It was introduced through the Generalized Vector meson Dominance Model (GVDM) [13] . The multihadronic final system was generated as asystem according to a distribution of the transverse momentum of the quark in the 77 cen-_ ter of mass system (do/dp 2 ~ exp(-5p2)) and fragmented using JETSET 7.3 [14] with crq, the width of the Gaussian transverse momentum distribution for primary hadrons, taken to be 450 MeV/c [3] .
On the other hand, the target photon can also split into quarks with a larger transverse momentum with respect to the photon-photon axis (point-like component of the process). Here a perturbative calculation is available both in Quark Parton Model (QPM) [ 1 ] and QCD [15] [16] [17] .
In the simulation of the predictions of the QPM model, the TWOGAM event generator was used with default parameters of the JETSET 7.3 program to fragment the produced quarks. The quark masses were taken to be 0.3 GeV/c 2 for u and d quarks, 0.5 GeV/c 2 for s and 1.6 GeV/c 2 for c quarks. Another event generator was used to describe QCD corrections at the leading order, calculated in [ 17] based on the Field-Kapusta-Poggioli approach [15, 16] (FKP parameterization) for light quark production. The cutoff parameter p0 _ the transverse momentum of the quark inside the target photon-was introduced into the FKP parameterization in order to separate the point-like and the hadron-like components. In practice, the meaningful parameter is the transverse squared mass, i.e. the sum of (p0)2 and the squared mass of The generated events were passed through the detector simulation program [18] and then through the same event reconstruction program as for the real data.
The distributions of the charged multiplicity, the total momentum of the charged particles, the invariant mass of the hadronic system, the normalized energy of the tagged electron, Q2 and Xvisible (computed using the tagged electron and the detected hadron system) for the data and the simulation are shown on Fig. 2 . The dashed lines show the GVDM plus QPM predictions and have an expected number of events of 796-t-13. The GVDM plus FKP prediction for light quarks and QPM for heavy quark production, drawn by the dotted lines, have an expected number of events of 962-t-21 and satisfactorily describe the cross-section and the differential distributions as well. The GVDM and heavy quark contributions to the latter prediction were 339+7 and 135-t-3 events, respectively.
The shape difference between F~ 'FKP and F~ 'QPM (shown on Fig. 3 ) stems from the gluon radiation which shifts the z distribution to lower values. This gluon emission, which could affect the event topology, was not implemented in the event generator.
The unfolding
In order to obtain the photon structure function, the "detected" ("visible") z distribution must be unfolded to a "produced" ("true") one, since, due to the limited acceptance of the setup, many produced particles go undetected in and around the beam pipe and the "detected" invariant mass is systematically lower than the "produced" one. Using the simulation, it was found that, on average, 50% of the "produced" invariant mass was detected in DELPHI. The energy resolution of the reconstructed particles had also to be taken into account, but it plays less role than the effect of the restricted detector acceptance.
The main features of the program used for the unfolding are given in the following, while the algorithm is described in detail in reference [19] . The simulation of events, generated with an input F~(z) dependence, is used in order to get the correlation between the "true" and "visible" x values. The program treats z values of the data and the simulation through histograms. The unknown function F~(z) is parameterized as a linear sum of spline functions multiplied by coefficients to be determined. The number of bins in the histograms and the number of splines are steering parameters to be defined by the user. For each simulated event the program determines a weight in order to reach the best fit to the Xvisible data distribution. The unfolded result of F~(x) is then represented in the form of thehistogram with the number of bins chosen to minimize their statistical correlations. The simulated events, weighted by the result of the unfolding, have then to reproduce data distributions which were not explicitly involved in the unfolding (control histograms). If, with the same F~(x) dependence, the multihadronic final state was generated according to different models (including different behaviours of the quark transverse momentum), then the unfolding which corresponds to the best description of the control histograms is chosen.
Different tests of the program at the generator level were performed. One of them, which emphasizes the effect of the limited acceptance, is described here. An event sample, generated with a F~ with slightly modified non leading terms, quoted as F~ 'rKP' [15] [16] [17] , was considered as a "data" sample and another sample generated with "unit" F2 "r (F~(z)/O~QED =--1) was used to get the detector response (some criteria on the acceptance for the final state particles were applied at the generator level for both samples in order to simulate the experimental conditions). Figure 3 shows the result of the unfolding (only statistical errors, i.e. diagonal elements of a correlation matrix, are drawn) together with the input Fs r dependences. The curves reflect the effect of the target mass which will be discussed in the next section.
The events generated with "unit" F~ r were used for the unfolding of the data. In order to be consistent with the data, two multihadronic samples were simulated for the light quarks. The charm quark contamination, evaluated as 135 events, was treated as a background and was subtracted from the data according to the QPM prediction. The background (33 events) from 3'"/---' 7-+'r-production was subtracted too. The first sample was generated with the point-like dependence for the transverse momentum of the produced quarks (dcr/dp 2 ~ pT 4) in the "/7 center of mass system, and the second one was generated with the hadron-like (limited PT) dependence (dcr/dp 2 "~ exp(-5p2)). The fragmentation of the produced quarks in each sample was done with the same parameters of JETSET 7.3 as was described above for each model.
F; 'QED and the effect of non-zero target mass
An additional test, which involves both the unfolding and the tagging method, is a study of the lepton pair produc-tion in the single tagged mode in order to obtain the known F~ 'QED. The muon pair production in the single tagged two photon interactions was studied. The events were selected if: -There were only two charged particles with zero net charge and at least one of them had a hit in the muon chambers [9] . The minimum momentum was set to 1.5 GeV/c for one particle and 3 GeV/c for the other one. The charged particle polar angle, the error on the momentum and the requirements on the impact parameters were the same as for the hadron selection described above. -The criteria on the tagged electron were the same as described in Sect. 2.
The number of events selected was 619. The background from random coincidences in the SAT with untagged twophoton muon pair production was found to be lower than 2%. The background from tagged "/'7 ~ ~-+7--, evaluated using simulated events from the TWOGAM generator, was found to be below 2% and the contamination of radiative # and ~-pair production negligible. A satisfactory agreement of the data distributions with the simulation of the events generated by the TWOGAM generator was found. The predicted number of events was 6154-19. The simulation of the events generated with "unit" F~ was used for the unfolding. This describes the effect of the finite resolution, since both produced muons were required to be detected and the "visible" and "produced" #+#-invariant masses were equal within the error (2%). Thus the effect of the Q2 resolution (10%) dominated this measurement.
The study of F~ 'QED is an opportunity to test the model on the p2 (squared mass of the target photon) dependence of the unfolded result (Fig. 4) . Two approaches were used for the calculation of F~ 'QED in order to compare it with the measured F~ 'QED. In the first approach the mean value of F~ 'QED was calculated using a sample of p2 i derived from the simulation (F2 =< F2(P 2) >). The middle curve on Fig.4 presents the result of the calculation. Another approach was the calculation using a fixed value of p2 (F2 = F2(P~izea)). The upper (lower) curve on Fig. 4 shows the calculation assuming a zero (mean) value for the target mass. The measurement is thus sensitive to the target mass. The calculation made under the assumption of zero target mass is systematically higher than the measured F~ 'QED.
The mean value (0.13 GeV2/e 4) of the target mass, obtained from the p2 sample, gives a bad fit because of the nonGaussian shape of the p2 distribution. The fixed value of p2, which gives a satisfactory fit to the measured F~ 'QED, was found to be around 0.04 GeV2/c 4.
The same approaches were used for the F~ 'FKP calculations. The three dotted curves on Fig. 3 In the following the first approach will be used for the F~ 'FKP calculation in order to take into account the effect of the target mass. It should be noted however that the fixed value of P2=0.04 GeV2/c 4, being of the order of A 2, brings some theoretical uncertainties on the use of most of the parton density parameterizations given for the real photon. Nonetheless, these parameterizations will be used in the following, estimating these uncertainties to be at the 10% level.
Parameterizations of the parton distribution in the photon
Various F[ parameterizations have been developed [20] [21] [22] [23] . In order to compare the "visible" distributions of the data with the events generated with the different F~(x, Q2) parameterizations, events were simulated with "unit" structure function and weighted. Each event was weighted as , Qtrue) in a given parameterization. Such a procedure allows any photon structure function parameterization to be used without additional production of simulated events.
Two invariant mass distributions 3 are compared in Fig. 5 . The histogram presents the simulation of the events generated with the FKP formula inside the event generator while the simulation of the events generated with "unit" F~ and then weighted is drawn by the crosses. The satisfactory agreement justifies of the approach described above.
,.
The comparison of the invariant mass distribution of the data (the charm quark contribution was subtracted) with parameterizations suggested by Levy-Abramowicz-Charchula 3 The invariant mass of the hadron system was chosen as the variable to be studied because the rise of F~ at low x should give more events with a large invariant mass of the produced hadrons Fig. 6 . Comparison of the invariant mass distributions for the data drawn by the crosses and the simulation. The histograms show the predictions for GS [21] (dashed), DO [22] (dotted) and LAC1 [20] (dashed-dotted) parameterizations (LAC1) [20] , Duke-Owens (DO) [22] (predicting a rise of F~ at low values of x) and Gordon-Storrow (GS) [21] (without rise) is shown on Fig. 6 . The hadron-like component was added to the models apart from the LAC1 model which includes it already. DO and GS parameterizations describe the data reasonably well, while the LAC1 one is far below. The rise at low x in the DO parameterization gives a small excess in the high invariant mass domain. The limited statistics do not allow a strong conclusion to be made based on the "visible" invariant mass distributions.
F; 'QcD and discussion
As mentioned above, the deep inelastic two-photon interaction is viewed as the interaction of the probe photon with the constituents of the target photon, coupling to a q~ bound state (hadron-like part) or splitting into a free q~ state (pointlike part).
Theory predicts specific features for the behaviour of  F~(x, Q2) . The calculations have shown that the photon structure function increases with x. The Q2 dependence of F~ in the restricted x domain is found to be proportional to In < Q2 > [1] . Also, as discussed above, a rise at low x is predicted in some parameterizations of the parton content in the photon [20, 22] .
The experimental conditions for the present study, implied by the cuts imposed on the polar angle and energy of the tagged electron and by the minimal invariant mass required of the hadron system, limited the x domain to be unfolded up to 0.85. The lower limit of xvis~bZe (Xt,-~e) was of order 0.01 (0.003).
The systematic uncertainties due to the steering parameters dominate the result if the number of unfolded points is greater than four. In order to study the stability of the result of the unfolding, three different approaches were used in the simulation:
-Only the point-like events were used. -Both point-like and hadron-like events were used for the unfolding, with ratio between them set to the value predicted by the model. -The hadron-like part was considered as a background, analogous to the charm quark contamination, and it was subtracted from the data according to the GVDM prediction. Then this prediction was added to the result of the unfolding for comparison with the above approaches.
The unfolded structure functions for the light quarks obtained under these three different approaches are shown on Fig. 7a by solid, dashed and dotted crosses respectively, according to their ordering in the above description. The measurement shows a satisfactory agreement above x=0.1, and the difference between measurements below this point was considered as a systematical uncertainty. The upper (lower) curve on the figure shows the sum of the FKP prediction, calculated with A equal to 0.2 (0.3) GeV, and GVDM. It can be seen that the sensitivity of F~ to A is weak. Figure 8 shows the comparison of the control histograms of the data with the weighted simulation for the first two approaches. A small disagreement in the charged multiplicity indicates that more study is needed to tune the fragmentation of the produced quarks. Because the charged multiplicity was used to select the events, the disagreement affects the absolute normalization of the result. In order to estimate the magnitude of this effect, one more soft charged particle (with momentum below 0.6 GeV/c) was added to 10% of the simulated events, providing a good agreement with the data in the charged multiplicity. The amount of data events rejected by the selection criteria (either with a charged multiplicity less or equal to 2 or with an invariant mass lower than 2 GeV/c 2) was then estimated to be lower than 4%. This uncertainty in the absolute normalization was considered as a systematic error. The point-like sample was chosen to present the final result since it gives a slightly better description of the control histograms (Fig. 8) . Due to the limited sensitivity of the control histogram the unfolding difference in the narrow x region (x below 0.1) a firm conclusions cannot be reached concerning the applicability of the methods described above. The unfolded structure function for the light quarks at the average Q2 of 12 GeV 2/c 4 is shown on Fig. 7b together with the measurement made by the OPAL experiment at an average Q2 of 14.7 GeV2/c 4 [8] . Two curves on the figure show the sum of the FKP prediction, calculated under different values of a phenomenological parameter p0, and GVDM. The dotted (dashed-dotted) curve corresponds to the FKP calculation made with p0 equal to zero (0.5) GeV/c. It is seen that the FKP parameterization is much more sensitive to the p0 parameter than to the QCD scale parameter A (curves on Fig. 7a ). The band on the lower part of Fig. 7b shows the effect of non-zero mass for the GVDM component. The upper (lower) edge of the band corresponds to the calculations made under zero (mean value of) target mass. The middle curve corresponds to the standard target mass in the GVDM calculation.
The following sources of systematic uncertainties were considered:
-The simulation of the detector and the effect of the fragmentation. The results are affected through the cuts applied to select the events. The selection criterion for the minimum charged multiplicity was changed to 4 and 5 and the analysis was repeated. The systematic error was calculated as a RMS variation of the result for each bin in x. -The steering parameters for the unfolding. These parameters were varied and results with four unfolded points only were considered. The change in the result due to the variation of these parameters was then found to be within 10% to 35% of the statistical error of the result presented on Fig. 7 .
Others. A systematic uncertainty of 3% was evaluated due to the c quark mass uncertainty (the mass was varied by +0.3 GeV/c 2 around the value used in the generation), an uncertainty of 2% was estimated due to the effects of radiative correction (an event generator [24] including the radiative corrections was used), an uncertainty of 1% from estimation of trigger efficiency and one of 4% from the background calculation. The uncertainty due to the fixing of Q2 at the average value in the theoretical calculation was evaluated to be below 3% by varying the Q2 value used for the calculations at 4-20% around the average value. The uncertainty in the measurements below x=0.1 is estimated to be 20 %. The error due to the uncertainty in the luminosity measurement is negligible.
The numerical solution and the covariance matrix are presented in Tables 1 and 2 . A statistical test of the covariance matrix has shown that the correlations can be neglected to first order. Figure 9 shows the Q2 evolution of F~ averaged for x between 0.3 and 0.8. Other measurements [3] [4] [5] [6] [7] [8] Fig. 8 . Comparison of the control histograms for the data and weighted simulated events for: (a) the charged multiplicity, (b) the total charged particle momentum, (c) the invariant mass of the hadron system and (d) the squared momentum transfer Q2. The crosses present the data while two histograms show the result of the unfolding where the ratio of the number of the point-like events and the number of the hadron-like events used for the unfolding was set to the ratio predicted by the model (dashed) and where only the point-like events were used (dotted) tistical and systematic errors in quadrature, is Fs D = 0.45 +0.08 which is consistent with the QCD prediction.
An additional check of the Fs behaviour in the low z domain has been made. In order to get more bins at low z, the data for xv~sibZ~ below 0.35 were unfolded. The result is shown on Fig. 10 together with various predictions. The numerical solution and the covariance matrix are presented in Tables 3 and 4 . Taking into account a 10% decrease of the predictions due to the non-zero target mass, GS and GRV parameterizations describe the measurement well. As an advantage of the unfolding procedure, the slight excess of DO parameterization over the data in the invariant mass distribution (Fig. 6 ) is now transformed into a large excess of the prediction over the unfolded result at low x. The LAC1 parameterization is in disagreement with the data. This conclusion could not be reached by the previous DELPHI analysis in the untagged mode [25] since the jet production there gets contributions from both the quark an the gluon content of The result is consistent with the model prediction based on the QCD calculations. More study is needed to take into account the influence of gluon radiation on the fragmentation function. The measurement explores the x behaviour of F~ 'QCD down to x of order 0.003 and no rise of the photon structure function in the small x domain has been found. GS and GRV parameterizations of the quark density in the photon are preferred over the LAC1 and DO ones.
The result on the Q2 evolution of F~ 'QCD is consistent with QCD prediction. The QED photon structure function F~ has also been measured and found in agreement with the theoretical expectation.
