A new stabilized finite element method for the Stokes problem is presented. The method is obtained by modification of the mixed variational equation by using local L 2 polynomial pressure projections. Our stabilization approach is motivated by the inherent inconsistency of equal-order approximations for the Stokes equations, which leads to an unstable mixed finite element method. Application of pressure projections in conjunction with minimization of the pressure-velocity mismatch eliminates this inconsistency and leads to a stable variational formulation.
INTRODUCTION
The focus of this study is a stabilized finite element method for the Stokes problem based on local L 2 polynomial pressure projections. The projections are introduced to address a fundamental inconsistency present for elements employing equal-order approximation of velocity and pressure.
The origins of this inconsistency can be explained by inspecting the mixed variational form of the Stokes equations. There, stability of the weak equations results from a special relationship be implemented at the element level.
Another example of non-residual based stabilization is the local and global pressure jump formulation for Q1-P0 quadrilateral elements [16] . It is based on the idea of filtering the spurious modes that pollute this particular finite element pair. Use of projections onto macroelement spaces has been proposed for stabilization of Q1-P0 and P1-P1 elements [17] . The present method of stabilization involves polynomial projections over individual elements rather than macroelements. As a result, the need for mesh decompositions into macroelements is avoided.
Penalty methods are another category of non-residual based regularizations; see [18] , [19] , [20] and [21] . They, however, differ from stabilized methods in the sense that application of a penalty does not circumvent the inf-sup condition and only serves to uncouple pressure from velocity. In this sense, penalty methods should be viewed as solution, rather then stabilization procedures for the mixed equations.
The formulation of the stabilized method is presented in Section 2 following an introduction to the nomenclature. Implementation details are presented in Section 3 and numerical results are given in Section 4. Although numerical results are presented only for equal-order continuous velocity and pressure elements, polynomial projections can also be used to stabilize discontinuous pressure elements such as Q1-P0 and P1-P0. The stabilization, however, is nodebased rather than element-based. Formal error and stability analysis of the method will be the subject of the forthcoming paper [22] .
Nomenclature
In what follows, Ω denotes a simply connected bounded region in R d , d = 2, 3, with a Lipschitz continuous boundary Γ. Throughout the paper we employ the usual notation H l (Ω), · l , (·, ·) l , l ≥ 0, for the Sobolev spaces of all functions having square integrable derivatives up to order l on Ω, and the standard Sobolev norm and inner product, respectively. When l = 0 we will write L 2 (Ω) instead of H 0 (Ω) and drop the index from the inner product designation. As usual, H l 0 (Ω) will denote the closure of C ∞ 0 (Ω) with respect to the norm · l and L 2 0 (Ω) will denote the space of all square integrable functions with vanishing mean. Spaces consisting of vector-valued functions will be denoted in bold face.
In this paper we consider methods for the Stokes equations that use pressure and velocity finite element spaces of the same polynomial order and defined with respect to the same partition T h of Ω into finite elements Ω e . For instance, Ω e can be a hexahedron or a tetrahedron in three dimensions, or a triangle or a quadrilateral in two dimensions. Let k be a non-negative integer number. For simplicial elements we consider affine families of Lagrange finite element spaces
where P k (Ω e ) is the space of complete polynomials of degree k defined on the element Ω e . For quadrilateral and hexahedral elements we consider the Lagrange spaces
whereΩ e is a reference element, F :Ω e → Ω e is a bilinear or trilinear mapping, and Q k is the space of all polynomials onΩ e whose degree does not exceed k in each coordinate direction. Note that unless Ω e is a parallelogram or a parallelepiped, u h is not a piecewise polynomial function. For simplicity, unless there's a need to distinguish between simplicial and non-simplicial elements, we will use the symbol R k to denote both kinds of finite element spaces. In keeping with our earlier convention, vector valued finite element spaces will be denoted in bold face, e.g., R k .
To define the stabilized method we will need an L 2 projection operator onto the discontinuous polynomial space
where m is a nonnegative integer number. In (3) T h can be a simplicial or a non-simplicial partition of Ω into finite elements. Given a function q ∈ L 2 (Ω) the projection operator
if and only if
We recall that for a p ∈ L 2 (Ω),
Equation (4) is a necessary condition for the minimizer of this functional. Because [P m ] is discontinuous, (4) uncouples into local element problems
which can be solved independently of each other at the element level.
Formulation of the stabilized method
We consider the incompressible Stokes problem
augmented with the homogeneous velocity boundary condition
We assume that there exists a positive constant ν 0 such that
The mixed variational form of (6)- (8) is to seek (u,
where
and
To approximate (6)- (8) we consider the equal-order pair (V h , S h ) where
Such a pair does not satisfy the inf-sup condition and restriction of (9) to (V h , S h ) will result in an unstable method. To stabilize the mixed form (10) we consider the projection operator ρ k−1 , the bilinear form
and modify (10) tõ
The stabilized method is to seek (u
Application of the projection operator to the pressure test and trial functions serves to remove the approximation inconsistency present for equal-order velocity and pressure spaces. The role of the form C(·, ·) is to further penalize pressure variation away from the range of the divergence operator. This last term is crucial for the stability of the new method.
The method for affine finite element spaces
Let us consider a simplicial partition T h and an affine family of finite element spaces R k . We recall that such elements are affine equivalent to a single reference element [23, p.87] and so their nodes must be affine images of the reference element nodes. For example, if six-node quadratic elements are used, the mid-edge nodes of each triangle must be centered. The same applies to higher order Lagrange elements. On each element V h consists of functions that are complete polynomials of degree k. In this case the divergence of a field v h ∈ V h is a discontinuous piecewise polynomial function whose degree on each element does not exceed k − 1, that is,
Using the definition (4) of the projection operator, it is not hard to see that
for any v h in V h . As a result, for simplicial triangulations
and the modified bilinear form (14) simplifies tõ
Therefore, for simplicial elements our method requires only the addition of the penalty form C(·, ·) to the mixed variational equation. The fact that for such elements the method reduces to (17) further highlights the importance of this term in the formulation.
Consider now a case where T h is not simplicial. There are two possibilities. If T h contains only parallelepipeds or parallelograms the finite element space R k is again an affine family (assuming that all physical nodes, e.g., mid-edge nodes, are affine images of their reference counterparts). The space V h will consist of polynomial functions whose degree in each coordinate direction does not exceed k. However, in this case the divergence of a field v h ∈ V h is not a function in [P k−1 ] and (16) does not hold. To obtain a similar simplification for non-simplicial partitions it is necessary to redefine the range of the projection operator to be the discontinuous piecewise polynomial space [∇ · V h ]. With this modification the stabilized form again reduces to (17) . The second possibility is for T h to contain general hexahedral or quadrilateral elements. Then, R k is not an affine image of a polynomial space and V h does not contain polynomials. As a result, ∇ · v h is not a polynomial function and validity of (16) would require a projection operator whose range is not a polynomial space.
We see that in both cases, that is, affine finite elements on non-simplicial partitions and nonaffine elements, it is necessary to redefine the range of the projection operator if a relationship like (16) is desired. This strategy, however, would unduly complicate the method and for this reason it is not pursued here. Instead, we explore another possibility which is to apply projections only in the penalty term. This variant of our method corresponds to using the simplified bilinear form (17) in all occasions, including non-affine elements and non-simplicial grids.
Connection with optimization problems
The mixed variational equation (9) is the first-order optimality condition for the saddle-point (u, p) of the Lagrangian functional
The stabilized problem (15) is also related to an optimization problem. Consider the modified Lagrangian functional
Using standard tools from the calculus of variations one can show that the variational equation (15) is the first-order optimality system for this Lagrangian restricted to the finite element pair V h × S h . Not all stabilized methods can be related to an optimization problem. The conditionally stable Galerkin Least-Squares method [6] is one of the few stabilized methods that correspond to an optimality system for some modification of (18) . The pressure-Poisson [10], [5] , the Douglas-Wang [7] , and the pressure gradient projection method [13] are all examples of stabilized methods that are not associated with an optimization setting. Consequently, these methods cannot be derived starting from a modified Lagrangian functional.
Because the last term in (19) resembles the term that appears in the penalized Lagrangian
it is of interest to compare the two methods that result from these functionals. Taking first variations of (20) with respect to v and q gives the weak equation: seek (u , p ) in
The second equation can be used to eliminate the pressure and to obtain an equation in terms of u only:
Discretization of (23) gives the classical penalty method for the Stokes equations. Even though the pressure does not enter explicitly in (23), the well-posedness of the penalty problem is still subject to an inf-sup condition between the velocity space V h and an implicit pressure space induced by the equation p = −∇ · u ; see [20] or [21] . If the pair consisting of the velocity space and the induced pressure space is unstable, then the penalty method may fail as → 0. A classical example of such failure is the locking phenomena for linear velocities, where the solution of (23) converges to the trivial solution when → 0.
Instead of first eliminating the pressure and then discretizing (23) we could have started by discretizing the mixed problem (21)- (22) and then eliminate the pressure from the discrete equations. The resulting system would differ from the one obtained by the eliminate and discretize approach. In either case, however, the penalty approximation will be unstable if the associated mixed equation is not stable. Consequently, the penalty approach cannot be used to stabilize an unstable mixed method and in that sense it cannot be deemed a stabilization procedure. The proper interpretation of the penalty method is that of a solution procedure for the mixed method.
Consider now the stabilized Lagrangian (19) . Taking the first variation of (19) with respect to v and q gives the weak equation: seek (u, p) in
The stabilized method (15) is obtained by restriction of this variational problem to an arbitrary pair V h × S h of finite element spaces for the velocity and the pressure. Besides the absence of a penalty parameter, the principal difference between the penalty formulation (21)- (22) and the stabilized problem (24)- (25) is that the pressure cannot be eliminated from the second equation in (25) . The reason is that C(·, ·) vanishes for all pressures that are in the range of the projection operator employed in the definition of this form.
Implementation
One of the principal strengths of the new stabilized method is that computation of the pressure projections and the penalty form C(·, ·) is completely local. As a result, the overhead associated with the stabilization process is small.
To describe implementation details we consider an arbitrary element Ω e . The element matrix generated by the unstabilized mixed form (9) can be expressed in the block form
where the blocks A e and B e are obtained from the bilinear forms A(·, ·) and B(·, ·), respectively. The stabilized version of K e can be expressed as
whereB e is a modified version of B e obtained from B(ρ k−1 q h , v h ) and C e is a symmetric positive semidefinite matrix generated by the bilinear form C(·, ·). For simplicity in what follows, we will assume that on each element ν is approximated by a constant ν e .
Let us first consider computation of C e . The pressure in Ω e is approximated according to
where p e is a vector of nodal pressures for the element, ψ(x) is a vector of shape functions from R k , and x is the position vector. To compute the L 2 projection of p h we use the local formula (5). Let the rows of the vector a(x) form a basis for [P k−1 ] on Ω e so that on this element
A direct calculation shows that
To find C e we substitute (30) and (28) into
which is the restriction of C(p h , p h ) onto Ω e . A simple but tedious calculation leads to
A dimensionless stabilization parameter α could be introduced in (32) by replacing 1/ν e with α/ν e . This modification is not essential to our method and is not considered here. Consider next computation ofB e . The divergence of v h in the element is approximated according to
where v e is a vector of nodal velocities for the element. To findB e we substitute this expression and (30) into the restriction
to Ω e . This leads toB
The matricesB e and C e can be calculated together with A e using standard numerical integration procedures for finite elements.
Recall that the unmodified matrix B e is given by
From (16) it follows that for simplicial partitions T h B e = B e , that is,
In this case, the element matrix of the stabilized method simplifies to
Recall that to obtain the same form of the stabilized element matrix for non-affine and nonsimplicial elements would have required a projection operator whose range is the space [∇·V h ]. Even for a partition consisting of parallelograms or parallelepipeds this entails an expansion of a(x) that is not necessarily beneficial to the method. Consider, for example, rectangular elements in two space dimensions. If k = 2, then on each element V h contains functions that are linear combinations of the monomials 1, x, y, x 2 , xy, y 2 , x 2 y, xy 2 , x 2 y 2 ,
and we must choose a(x) = (1, x, y, x 2 , xy, y 2 , xy 2 , x 2 y) .
Note that a(x) and the original biquadratic basis differ only by the higher order term x 2 y 2 and so the polynomial pressure projection will be almost identical to the pressure itself. As a result, a method implemented with this choice of a(x) will most likely be unstable. In contrast, the definition of ρ m employed in our method requires the linear basis vector a(x) = (1, x, y) .
Besides leading to a simpler and more efficient implementation, this choice also provides for better stabilization because pressure projection eliminates all higher order terms from the pressure field. Thus, instead of changing a(x) we will also consider a variant of our method where B e is used in place ofB e regardless of the partition type.
Numerical Results
The results in this section are for elements based on equal-order interpolation of velocity and pressure. Element types considered for 2D problems include the three node triangle (TRIA3), six node triangle (TRIA6), four node quadrilateral (QUAD4), and nine node quadrilateral (QUAD9). Element types for 3D problems include the four node tetrahedron (TET4), ten node tetrahedron (TET10), eight node hexahedron (HEX8), and twenty seven node hexahedron (HEX27). The modified bilinear form in (14) was used for all the results shown. Although numerical results for the bilinear form in (17) are different for non-simplicial elements, we observed no difference in convergence rates or qualitative behavior by replacingB e with B e . The following error norms are used for the investigation of convergence rates
where d is the spatial dimension and (u h i , p h i ) is the finite element approximation of the exact solution (u i , p).
We recall that; see [1] , for all sufficiently smooth u and p there exist functions u h I ∈ V h and p h I ∈ S h , such that
respectively. If finite element solutions converge at the same rates as the interpolants, we say that the method is optimal. However, our method uses pressure projection into a polynomial space of one degree less than the space used to define S h , and so, instead of (45), optimal rates for the pressure should be of one degree less than indicated by this bound. In the numerical studies we use spaces R k with k = 1 and k = 2. Therefore, our method will be optimally accurate if e 
for k = 2, i.e., for TRIA6, QUAD9, TET10 and HEX27 elements.
The first example is for a unit square with ν = 1 and the smooth exact solution
The values of u on the boundary of the square are constrained to those given by (48) and (49).
To remove the constant pressure mode from the numerical solution, the constraint
is also imposed. The term f is obtained by substituting the exact solution into (6) . Plots of the error norms versus element length h are shown in Figure 1 . An example triangular mesh is also shown in the figure. The observed convergence rates for the velocity field are identical with the optimal rates in (46)-(47). For k = 1 convergence of the pressure error e h pL2 is better than the expected optimal rate indicated in (46). Instead of line segment slopes near 1, they are between 1.5 and 2. This behavior was observed for a variety of other exact solutions. Nevertheless, for k = 2 we see that pressure error does converge according to (47) and so, it seems safe to conclude that the better convergence rate will likely be confined to the lowest order case only.
For purposes of comparison, Table I presents the results of Figure 1 for TRIA6 and QUAD9 elements normalized with respect to those of their stable Taylor-Hood counterparts P2-P1 and Q2-Q1, respectively. Also shown in the table are normalized values of the maximum divergence error in an element defined as
where Γ e is the boundary of element e and n is the unit outward normal of Γ e . The normalized velocity error norms are very close to unity for both the TRIA6 and QUAD9 stabilized elements. Compared with their stable counterparts, the pressure errors are about three times greater for the TRIA6 element and about the same for the QUAD9 element. The normalized maximum divergence errors are about the same for the TRIA6 and P2-P1 elements. Somewhat unexpected are the significant differences in maximum divergence errors between the QUAD9 stabilized and Q2-Q1 stable elements. On closer examination, it was found that the maximum divergence errors for meshes of Q2-Q1 elements are much lower than those for P2-P1 meshes. The final column in Table I , designated asē div , shows QUAD9 results normalized with respect to P2-P1 rather than Q2-Q1. The final two columns in Table I show that the maximum divergence errors for QUAD9 are greater than those for Q2-Q1 but smaller than those for P2-P1. Considering the results in Table I , there is no clear advantage of the stabilized quadratic elements over their stable counterparts in terms of accuracy for this example. The stabilized elements do have the advantage of simpler computer implementation since all nodes have the same degrees of freedom. In addition, some researchers have found that stabilized element formulations can lead to improved performance of iterative solvers, see e.g. [24] .
We note that better pressure accuracy for TRIA6 elements and lower maximum divergence errors for QUAD9 elements can be achieved by replacing the constant 1/ν e in (32) by α/ν e where α is a positive dimensionless parameter greater than 1 for TRIA6 elements and less than 1 for QUAD9 elements. Although such "tuning" can lead to improved accuracy, the asymptotic rates of convergence are no better than those for α = 1. In addition, proper selection of α may not always be clearcut. A detailed analysis may reveal a simple and effective method for choosing α, but the results obtained to date for α = 1 have been satisfactory.
Similar results to those in Table I are shown in Table II for TRIA3 results normalized with respect to those for the stable MINI element. The MINI element is a P1-P1 element with the velocity field enriched by the cubic bubble. For a description of the Taylor-Hood and MINI elements, see e.g. [25] . The stabilized TRIA3 element has slightly better pressure accuracy than the MINI element for this example.
The second example uses the same exact solution, but now the square domain has three circular cutouts. Note that it is necessary to adjust the constant value of 4/3 in (50) to satisfy (52). The four QUAD4 meshes used in this example are shown in Figure 2 . Meshes for the other 2D element types were obtained from the QUAD4 meshes by adding nodes and splitting elements as needed. Plots of the error norms for the different element types along with an example mesh are shown in Figure 3 . In this figure, h e = 1/ √ N e where N e is the number of quadrilateral elements in the mesh. As expected, the error norms become smaller as the meshes are refined.
The third example has all velocities constrained to zero on the boundary of a unit square. In addition, a concentrated load in the direction (1,-1) is applied to the center node. The calculated velocities and pressures are shown in Figure 4 along with the QUAD4 finite element mesh. The purpose of this example is to demonstrate that a point singularity does not cause velocity or pressure oscillations throughout the entire mesh. Although not shown, similar results were obtained for the other three 2D element types.
The final example is for a unit cube with ν = 1 and the smooth exact solution
The values of u on the boundary of the cube are constrained to those given by (54-56) and the constant pressure mode is removed by the constraint in (52). As before, f is obtained by substituting the exact solution into (6) . Plots of the error norms versus element length are shown in Figure 5 . An example tetrahedral mesh is also shown in the figure. As was the case for the 2D example, the convergence rates for e h uL2 and e h uH1 coincide with the optimal rates for k = 1 and k = 2 given in (46) and (47), respectively. Again, for k = 1, that is for TET4 and HEX8 elements, the line segment slopes for e h pL2 are greater than 1. Only two data points for the TET10 and HEX27 elements could be calculated because of computer memory limitations. Nevertheless, when k = 2 the slopes are closer to the values indicated by (47).
As a final comment, the pressures at two corners for the TET10 mesh were constrained according to (57) in this example. No constraints on pressures other than (52) were made for the other three element types. The reason for doing this for the TET10 mesh is as follows.
The number of elements containing nodes with coordinates (1,1,0) and (0,0,1) equals one. In addition, the velocity degrees of freedom of the two elements containing these nodes are all constrained. As a result, there are two zero eigenvalues in addition to the zero eigenvalue for the constant pressure mode. This is related to the fact that there are four zero eigenvalues for a single TET10 element with all of its velocity degrees of freedom constrained. The situation is identical for a similarly constrained stable P2-P1 Taylor-Hood element.
Conclusions
A new stabilized mixed method for the incompressible Stokes equations is proposed and tested numerically. Rather than using the residual of the momentum equation, our method accomplishes stabilization by penalizing the attendant velocity-pressure mismatch in equalorder finite element approximations. As a result, the new method has several important computational properties, including a completely local implementation. It also leads to symmetric linear systems and does not require choice of a mesh-dependent stabilization parameter or calculation of second order derivatives. Numerical examples presented in this paper demonstrate the very good stability and accuracy properties of the new method. 
