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Abstract
In this work we characterize all ambiguities of the linear (aperiodic) one-dimensional convolution on two fixed
finite-dimensional complex vector spaces. It will be shown that the convolution ambiguities can be mapped one-to-
one to factorization ambiguities in the z−domain, which are generated by swapping the zeros of the input signals.
We use this polynomial description to show a deterministic version of a recently introduced masked Fourier phase
retrieval design. In the noise-free case a (convex) semidefinite program can be used to recover exactly the input signals
if they share no common factors (zeros). Then, we reformulate the problem as deterministic blind deconvolution
with prior knowledge of the autocorrelations. Numerically simulations show that our approach is also robust against
additive noise.
I. INTRODUCTION
Blind deconvolution problems occur in many signal processing applications, as in digital communication over
wire or wireless channels. Here, the channel (system), usually assumed to be linear time invariant, has to be
identified or estimated at the receiver. Once, the channel can be probed sufficiently often and the channel parameter
stay constant over a longer period, pilot signals can be used for this purpose. However, in some cases one also
has to estimate or equalize the channel blindly. Blind channel equalization and estimation methods were already
developed in the 90ties, see for example in [1–3] for the case where the receiver has statistical channel knowledge,
for example second order or higher moments. If no statistical knowledge of the data and the channel is available,
for example, for fast fading channels, one can still ask under which conditions on the data and the channel a
blind channel identification is possible. Necessary and sufficient conditions in a multi-channel setup where first
derived in [4, 5] and continuously further developed, see e.g. [6] for a nice summary. All these techniques are of
iterative nature which are therefor difficult to analyze. Most of the algorithms often suffer from instabilities in the
presence of noise and overall the performance is inadequate for many applications. To overcome these difficulties,
we will propose in this work a convex program for simultaneous reconstruction of the channel and data signal. We
show that this program is always successful in the noiseless setting and we numerically demonstrate its stability
under noise. The blind reconstruction can hereby be re-casted as a phase retrieval problem if we have additional
knowledge of the autocorrelation of the data and the channel at the receiver, which was shown by Jaganathan and
one of the authors in [7]. The uniqueness of the phase retrieval problem can then be shown by constructing an
explicit dual certificate in the noise free case by translating the ideas of [7] to a purely deterministic setting. We
show that the convex program derived in [7] holds indeed for every signal and channel of fixed dimensions as long
as the corresponding z−transforms have no common zeros, which is known to be a necessary condition for blind
deconvolution [4]. Before we propose the new blind deconvolution setup we will define and analyse all ambiguities
of (linear) convolutions in finite dimensions.
II. AMBIGUITIES OF CONVOLUTION
The convolution defines a product and it is therefore obvious that this comes with factorization ambiguities.
But, so far, the authors couldn’t find a mathematical rigorous and complete characterization and definition of all
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Figure 1. Zero/root representation of the convolution
convolution ambiguities in the literature. Even in the case of autocorrelations, as investigated in phase retrieval
problems, the definition of ambiguities seems at least not consistent, see for example [8, 9] or even a recent work
[10]. To obtain well-posed blind deconvolution problems of finite dimensional vectors, we have to precisely define
all ambiguities of convolutions over the field C in the finite dimensions L1 respectively L2. Only if we exclude all
non-trivial ambiguities we obtain identifiability of the inputs (x1,x2) ∈ CL1 × CL2 from their aperiodic or linear
convolution product y ∈ CL1+L2−1, given component-wise for k ∈ {0,1, . . . , L1+L2−2} =∶ [L1+L2−1] as
yk = (x1 ∗ x2)k ∶= min{L1−1,k}∑
l=0 x1,lx2,k−l. (1)
A first analytic characterization of such identifiable classes, also for general bilinear maps, in the time domain
CL1 × CL2 was obtained in [11–13]. However, before we define the convolution ambiguities, we will define first
the scaling ambiguity in CL1 ×CL2 which is the intrinsic ambiguity of scalar multiplication m∶C×C→ C mapping
any pair (a, b) to the product m(a, b) ∶= ab. Obviously, this becomes the only ambiguity if any bilinear map, as
the convolution, is defined for trivial dimensions L1 = L2 = 1. We have therefore the following definition.
Definition 1 (Scaling Ambiguities). Let L1, L2 be positive integers. Then the scalar multiplication m in C induces
a scaling equivalence relation on CL1 ×CL2 defined by(x1,x2) ∼m (x˜1, x˜2)⇔ ∃λ ∈ C∶ x˜1 = λx1, x˜2 = λ−1x2. (2)
We call [(x1,x2)]m ∶= {(x˜1, x˜2) ∣ (x1,x2) ∼m (x˜1, x˜2)} the scaling equivalence class of (x1,x2).
Remark. The scaling ambiguity can be easily generalized over any field F.
We identify x ∈ CN with its one-sided or unilateral z−transform or transfer function, given by
X(z) = (Zx)(z) ∶= N−1∑
k=0 xkz
−k = D∑
k=F xkz
−k, (3)
where D denotes the largest (degree of X) and F the smallest non-zero coefficient index of x. The transfer function
in (3) is also called and FIR filter or all-zero filter, i.e., the only pole is attained at z = 0, and if the first coefficient
is not vanishing all zeros are finite (lying in a circle of finite radius), see Figure 2 and Figure 3. Here, X ∈ C[z]
defines a polynomial over z−1 and therefor we will not distinguish in the sequel between polynomial and unilateral
z−transform. The set of all finite degree polynomials C[z] defines with the polynomial multiplication ⋅ (algebraic
convolution)
Y(z) = X1(z) ⋅X2(z) ∶= L1−1∑
l=0 x1,lz
−l ⋅ L2−1∑
l=0 x2,lz
−l = L1+L2−2∑
k=0
⎛⎝min{L1−1,k}∑l=0 x1,lx2,k−l⎞⎠ z−k (4)
a ring, called the polynomial ring. Since C is an algebraically closed field we have, up to a unit u ∈ C, a unique
factorization of X ∈ C[z] of degree D in primes Pk(z) ∶= z−1 − ζ−1k (irreducible polynomials of degree one), i.e.,
X(z) = xF D∏
k=1(z−1 − ζ−1k ), (5)
is determined by the D zeros ζk of X and the unit xF . Hence, for finite-length sequences (vectors), the linear
convolution (2) can be represented with the z−transform Z one-to-one in the z−domain as the polynomial multipli-
cation (4), see for example the classical text books [14] or [15]. This allows us to define the set of all convolution
3ambiguities precisely in terms of their factorization ambiguities in the z−domain, see Figure 1, where we denoted
by CL[z] polynomials of degree < L. Note, the convolution ambiguities are described in the root-domain therefor
by a partitioning map Π of the roots (zeros). This brings us to the following definition.
Definition 2 (Convolution Ambiguities). Let L1, L2 be positive integers. Then the linear convolution ∗∶CL1×CL2 →
CL1+L2−1 defines on the domain CL1 ×CL2 a equivalence relation ∼∗ given by(x1,x2) ∼∗ (x˜1, x˜2) ∶⇔ x˜1 ∗ x˜2 = x1 ∗ x2. (6)
For each (x1,x2) we denote by X1(z) and X2(z) its z−transforms of degree D1 respectively D2. Moreover we
denote by xF1 respectively xF2 the first non-zero coefficients of x1 respectively x2 and by {ζk}D1+D2k=1 ⊂ C ∪ {∞}
the zeros of the product X1X2. Then the pair(x˜1, x˜2) ∶= (Z−1(X˜1),Z−1(X˜2)), (7)
with
X˜1 = xF1xF2 ∏
k∈P(z−1 − ζ−1k ) and X˜2 = ∏k∈[D]∖P(z−1 − ζ−1k ),
where P is some subset of [D] such that D −L2 + 1 ≤ ∣P ∣ ≤ L1 − 1, is called a left-scaled non-trivial convolution
ambiguity of (x1,x2). The set of all convolution ambiguities of (x1,x2) is then the equivalence class defined by
the finite union of the scaling equivalence classes of all left-scaled non-trivial convolution ambiguities given by[(x1,x2)]∗ ∶=⋃
n
[(x˜(n)1 , x˜(n)2 )]m. (8)
We will call (x˜1, x˜2) ∈ [(x1,x2)]∗ a scaling convolution ambiguity or trivial convolution ambiguity of (x1,x2) if(x˜1, x˜2) ∈ [(x1,x2)]m and in all other cases a non-trivial convolution ambiguity of (x1,x2).
Remark. The naming trivial and non-trivial is borrowed from the polynomial language, where a trivial polynomial
is a polynomial of degree zero, represented by a scalar (unit), and a non-trivial polynomial is given by a polynomial
of degree greater than zero. Hence, the factorization ambiguity of a trivial polynomial corresponds to the scaling or
trivial convolution ambiguity and the factorization ambiguity of a non-trivial polynomial corresponds to the non-
trivial convolution ambiguity. We want to emphasize at this point, that the z−domain (polynomial) picture is known
and used for almost a century in the engineering, control and signal processing community. Hence this factorization
of convolutions is certainly not surprising, but by the best knowledge of the authors, not rigorous defined in the
literature. For a factorization of the auto-correlation in the z−domain see for example [16], [9, Sec.3.], and the
summarizing text book about phase retrieval [8]. A complete one-dimensional ambiguity analysis for the auto-
correlation problem was recently obtained by [10]. A very similar, but not a full characterization of the ambiguities
of the phase retrieval problem was given by [17]. Both works extend the results in [18]. Let us mentioned at last,
that the non-trivial ambiguities for multi-dimensional convolutions are almost not existence, by the observation that
multivariate polynomials, chosen randomly, are irreducible with probability one, i.e., a factorization ambiguity is
then not possible, see for example [14]. This is in contrast to a random chosen univariate polynomial, which has
full degree and no multiplicities of the zeros (factors), and obtains therefore the maximal amount of non-trivial
ambiguities, see upper bound in (9).
a) On the Combinatorics of Ambiguities: The determination of the amount M of left-scaled non-trivial
convolution ambiguities of some (x1,x2) ∈ CL1×L2 is a hard combinatorial problem. The reason are the multiplicity
of the zeros of X1X2. If a zero ζk has multiplicity mk ≥ 1, then we have mk + 1 possible assignments of the mk
equal ζk to X1, i.e., we can choose one of the factors {1,1− ζk, (1− ζk)2, . . . , (1− ζk)mk} as long as mk ≤ L1 − 1.
Hence, if all zeros are equal, we only have min{D + 1, L1, L2} different choices to assign zeros for X1. Contrary,
if all zeros are distinct, then we end up with 2D different zero assignments for X1, which yields to
min{D + 1, L1, L2} ≤M ≤ 2D. (9)
In Figure 2 we plotted for arbitrary polynomials X1 and X2 their zeros in the z−domain, where we assumed one
common zero. Since the polynomials have finite degree, the only pole is located at the origin. Every permutation
of the zeros yields then to an ambiguity.
4Y = X1X2∗
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Figure 2. Ambiguities for a convolution product with one common
zero
A = XX∗
Re
Im
F = C
Figure 3. Ambiguity for autocorrelation, by swapping the zeros of
their conjugated-pairs.
b) Ambiguities of Autocorrelations: A very well investigated special case of blind deconvolution is the
reconstruction of the signal of x ∈ CN by its linear or aperiodic autocorrelation, see for example [10], given as
the convolution of x with its conjugate-time-reversal x− defined component-wise by (x−)k = xN−1−k for k ∈ [N].
To transfer this in the z−domain we need to define on the polynomial ring C[z] an involution (⋅)∗, given for any
polynomial X ∈ C[z] of degree N − 1 by
X∗(z) ∶= z1−NX(1/z). (10)
Then, the autocorrelation a = x ∗ x− in the time-domain transfers to A = XX∗ in the z−domain. All non-trivial
correlation ambiguities are then given by assigning for the conjugated-zero-pairs (ζk, ζ∗k ) of A one zero to X˜.
Since we do not have more than N − 1 different zeros for X˜, we have not more than 2N−1 different factorization
ambiguities, see Figure 3. The scaling ambiguities reduce by λλ = 1 to a global phase scaling eiφ for any φ ∈ R.
c) Well-posed Blind Deconvolution Problems: To guarantee a unique solution of a deconvolution problem up
to a global scalar [13, Def.1], we have to resolve all non-trivial convolution ambiguities, which demands therefor
a unique disjoint structure on the zeros of X1 and X2. The most prominent structure for a unique factorization is
given by the spectral factorization (phase retrieval) for minimum phase signals, i.e., for signals X having all its
zeros inside the unit circle (a zero on the unit circle has even multiplicity and a swapping of its conjugated pair
has therefor no effect). Another structure for a blind deconvolution would be to demand that X1 has all its zeros
inside the unit circle and X2 has all its zeros strictly outside the unit circle. In fact, every separation would be
valid, as long as it is practical realizable for an application setup. In this spirit, the condition that X1 and X2 do
no have a common zero is equivalent with the statement that a unique separation is possible. This is the weakest
and hence a necessary structure we have to demand on the zeros, which was already exploited in [4]. However,
the challenge is still to find an efficient and stable reconstruction algorithm, which have to come with a price of
further structure and constrains. But, instead of designing further constraints on the zeros, one can also demand
further measurements of x1 and x2. In the next section we will introduce an efficient recovery algorithm given by
a convex program with the knowledge of additional autocorrelation measurements.
III. BLIND DECONVOLUTION WITH ADDITIONAL AUTOCORRELATIONS VIA SDP
Since the autocorrelation of a signal x ∈ CN does not contain enough information to obtain a unique recovery,
as shown in the previous section, the idea is to use cross-correlation informations of the signal by partitioning x in
two disjoint signals x1 ∈ CL1 and x2 ∈ CL2 , which yield x if stacked together. This approach was first investigated
in [19] and called vectorial phase retrieval. The same approach was obtained independently by one of the authors
in [7, Thm. III.1], which steamed from a generalization of a phase retrieval design in [20, Thm.4.1.4.], from three
masked Fourier magnitude-measurements in N dimension, to a purely correlation measurement design between
arbitrary vectors x1 ∈ CL1 and x2 ∈ CL2 . To solve the phase retrieval problem via a semi-definite program (SDP),
5the autocorrelation or equivalent the Fourier magnitude-measurements has to be represented as linear mappings on
positive-semidefinite rank−1 matrices. This is know as the lifting approach or in mathematical terms as the tensor
calculus. The above partitioning of x yields to a block structure of the positive-semidefinite matrix
xx∗ = (x1
x2
)(x∗1 x∗2) = (x1x∗1 x1x∗2x2x∗1 x2x∗2) . (11)
The linear measurement A are then given component-wise by the inner products with the sensing matrices Ai,j,k,
defined below, which correspond to the kth correlation components of xi ∗ x−j for i, j ∈ {1,2}. Hence, the
autocorrelations and cross-correlations can be obtain from the same object xx∗. Let us define the N ×N down-shift
and N ×L embedding matrix as
TN = ⎛⎜⎜⎜⎜⎝
0 . . . 0 0
1 . . . 0 0
...
. . .
...
...
0 . . . 1 0
⎞⎟⎟⎟⎟⎠ and ΠN,L = (
1L,L
0N−L,L) , (12)
where 1L,L denotes the L×L identity matrix and 0N−L,L the (N −L)×L zero matrix. Then, the Li×Lj rectangular
shift matrices1 are defined as (T(k)Lj ,Li)T ∶= ΠTN,LiTk−Lj+1N ΠN,Lj , (13)
for k ∈ {0, . . . , Li + Lj − 2} =∶ [Li + Lj − 1], where we set TlN ∶= (T−lN)T if l < 0. Then, the correlation between
xi ∈ CLi and xj ∈ CLj is given component-wise2 as
(ai,j)k ∶= (xi ∗ x−j )k = ⟨xi, (T(k)Lj,Li)Txj⟩ = ⟨xj ,T(k)Lj,Lixi⟩ = x∗jT(k)Lj,Lixi = tr(T(k)Lj,Lixix∗j ).
Hence, this defines the linear maps Ai,j,k(X) ∶= tr(Ai,j,kX) for k ∈ [Li +Lj − 1] with sensing matrices
A1,1,k = (T(k)L1,L1 0L1,L2
0L2,L1 0L2,L2
) , k ∈ [2L1 − 1] (14)
A2,2,k = (0L1,L1 0L1,L20L2,L1 T(k)L2,L2) , k ∈ [2L2 − 1] (15)
A1,2,k = (0L1,L1 0L2,L1T(k)L2,L1 0L2,L2) , k ∈ [L1 +L2 − 1] (16)
A2,1,k = (0L1,L1 T(k)L1,L2
0L2,L1 0L2,L2
) , k ∈ [L1 +L2 − 1]. (17)
Stacking all the Ai,j together gives the measurement map A. Hence, the 4N − 4 linear measurements are
b ∶= A(xx∗) = ⎛⎜⎜⎜⎝
A1,1(xx∗)A2,2(xx∗)A1,2(xx∗)A2,1(xx∗)
⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎝
x1 ∗ x−1
x2 ∗ x−2
x1 ∗ x−2
x2 ∗ x−1
⎞⎟⎟⎟⎟⎠ =∶
⎛⎜⎜⎜⎝
a1,1
a2,2
a1,2
a2,1
⎞⎟⎟⎟⎠ . (18)
Note, since the cross-correlation a1,2 is the conjugate-time-reversal of a2,1, i.e., a1,2 = a−2,1, we only need 3N − 3
correlation measurements to determine b.
1Note, it holds not T(k)Lj ,Li = T(k)Li,Lj unless Li = Lj , cause the involution in the vector-time domain is (⋅)−.
2We use here the vector definition and hence the time-reversal x− of the signal x is a flipping of the vector coefficient indices in [Li]
and not a flipping at the origin 0 as defined for sequences. The scalar product is given as ⟨a,b⟩ ∶= ∑k akbk.
6A. Unique Factorization of Self-Reciprocal Polynomials
To prove our main result in Theorem 1 we need a unique factorization of self-reciprocal polynomials in irreducible
self-reciprocal polynomials, where we call a polynomial X self-inversive if X∗ = eiφX for some φ ∈ [0,2pi) and
self-reciprocal 3 if φ = 0, see for example [21] and reference therein. The term self-reciprocal refers to the conjugate-
symmetry of the coefficients, given by
x = x− ∈ CN , (19)
which can be used as the definition of a self-reciprocal polynomial by its coefficients. In fact, it was shown by
some of the authors in [22] and [23], that the autocorrelation of conjugate-symmetric vectors is stable up to a
global sign. As for the unique factorization (5) of any polynomial X ∈ C[z] of degree D ≥ 1 in D irreducible
polynomials (primes) Pk(z) = 1 − ζkz−1, up to a unit u ∈ C ∖ {0}, we can ask for a unique factorization of any
self-reciprocal polynomial S ∈ C[z] in irreducible self-reciprocal polynomials Sk, i.e., Sk can not be further factored
in self-reciprocal polynomials of smaller degree. To see this, we first use the definition of a self-reciprocal factor
S of degree D, which demands that each zero ζ comes with its conjugate-inverse pair 1/ζ =∶ ζ∗. If ζ lies on the
unit circle, then we have ζ = ζ∗ and the multiplicities of these zeros can be even or odd. Let us assume we have
T zeros on the unit circle, then we get the factorization
S(z) = u D−T2∏
k=1 (1 − ζkz−1)(1 − ζ−1k z−1)
D∏
k=D−T+1(1 − ζkz−1),
where the phase φ of the unit u ∈ C is determined by the phases φk of the conjugate-inverse zeros. To see this we
derive
S∗(z) = z−Du D−T2∏
k=1 (1 − ζkz)(1 − ζ−1k z)
D∏
k=D−T+1(1 − ζkz)= u∏
k
ζk
ζk
(1 − 1
ζk
z−1)(1 − ζkz−1)∏
k
(−ζk)(1 − 1
ζk
z−1).
If we set for the zeros ζk = ρkeiφk and unit u = ρeiφ we get
= e−i(2φ+∑Dk=1 φk−Tpi)S(z) != S(z).
Hence, it must hold for the phase φ = (Tpi − ∑Dk=1 φk)/2. Moreover, for every prime Pk of S also P∗k is a
prime of S. Hence, if Pk /= P∗k then Sk ∶= PkP∗k is a self-reciprocal factor of S of degree two. If Pk = P∗k,
then Sk ∶= Pk is already a self-reciprocal factor of S of degree one. However, the conjugate-inverse factor pairs(1 − ζkz−1)(1 − ζk−1z−1) are not self-reciprocal, but self-inversive. We have to scale them with e−iφk to obtain
a self-reciprocal factor Sk ∶= PkP∗k, i.e., we have to set Pk(z) ∶= ρ−1/2k (1 − ζkz−1). Similar, for the primes on
the unit circle, we set Sk(z) ∶= e−i(pi+φk)/2(1 − eiφkz−1). Hence, we can write S as a factorization of irreducible
self-reciprocal polynomials Sk, i.e., self-reciprocal polynomials which are not further factored in self-reciprocal
polynomials of smaller degree,
S = D−T2∏
k=1 PkP
∗
k´udcurlymodudcurlymod¸udcurlymodudcurlymod¶=Sk
D∏
k=D−T+1 Sk. (20)
Let us define the greatest self-reciprocal factor/divisor (GSD).
Definition 3 (Greatest Self-Reciprocal Divisor). Let X ∈ C[z] be a non-zero polynomial. Then the greatest self-
reciprocal divisor S of X is the self-reciprocal factor with largest degree. It is unique up to a real-valued trivial
factor c ∈ R.
3In the literature there also called conjugate-self-reciprocal to distinguish them from the real case F = R. For F = R or F = Z they are also
called palindromic polynomials or simply palindromes (Coding Theory).
7Let us denote by C ∣ X that C is a factor/divisor of the polynomial X and by C ∤ X that C is not. Then C ∣ X
and C ∣ Y is equivalent to the assertion that C is a common factor of X and Y. For any polynomial X ∈ C[z],
which factors in X = SR, it holds
S self-reciprocal ⇒ S ∣ X and S ∣ X∗, (21)
since it holds by the self-reciprocal property of S
X∗ = S∗R∗ = SR∗, (22)
which proofs that S ∣ X and S ∣ X∗. For the reverse we can only show this for the greatest common divisor (GCD).
Lemma 1. For X ∈ C[z] it holds
G is GSD of X ⇔ G is GCD of X and X∗. (23)
Proof: The “⇒” follows from (21) since a GSD is trivially also a self-reciprocal factor of X and therfor a
factor of X∗. To see the other direction, we denote by G the GCD of X and X∗, which factorize as
X = GR and X∗ = GQ, (24)
where R and Q are the co-factors of X respectively X∗. Then we get
X∗ = G∗R∗ = GQ. (25)
Let us assume G is not self-reciprocal, i.e., G /= G∗, then we can still factorize G, as any polynomial, in the greatest
self-reciprocal factor S and a non-self-reciprocal factor N. Note, it might also hold the trivial case 0 /= S = c ∈ R.
Moreover, if the multiplicity of at least one zero in S, not lying on the unit circle, is larger than one, then N might
contain this zero (if the corresponding conjugate-inverse zero is missing in G). It is clear, that N can not contain
more than (D − T )/2 such isolated factors, lets call the product of all them I1 and I2 resp. N2 the co-factors, i.e.,
S = I1I2 and N = I1N2. Hence, I1 is the GCD of S and N. Then (24) becomes
X = SNR and X∗ = SN∗R∗, (26)
which yields to
G ∣ X∗⇔ SN ∣ SN∗R∗⇔ N ∣ N∗R∗ ⇒ N ∣ I∗1N∗2R∗. (27)
Then I∗1 ∤ N, since, if any factor I˜∗1 ⊂ I∗1 would be a factor of N, then also I˜∗1 ∣ N∗ and hence I˜1 ∣ N and therefore
I˜1I˜
∗
1 ∣ N, which would be a non-trivial self-reciprocal factor and contradicts the definition of N. By the same reason
N∗2 ∤ N since any non-trivial factor of N∗2 would result in a non-trivial self-reciprocal factor of N which is again a
contradiction. Hence N ∣ R∗, i.e., we have R∗ = NT which yields to
R = (R∗)∗ = (NT)∗ = N∗T∗. (28)
On the other hand it holds also
GQ
(25)= X∗ (26)= SN∗R∗ = SN∗NT = GN∗T ⇒ Q = N∗T.
Hence N∗ ∣ R and N∗ ∣ Q and by (24) also N∗ ∣ X and N∗ ∣ X∗, which is a contradiction, since G is the GCD of
X and X∗. Hence the assumption is wrong and it must hold G = G∗. To see that G is also the GSD, assume G˜
would be self-reciprocal and contain G as factor, then G˜ would be by (21) a common factor which is greater then
G and hence contradicts again with G to be the GCD.
Let us define the anti-self-reciprocal polynomial A by the property A = −A∗, where i is the trivial4 anti-self-
reciprocal factor. Hence, for any self-reciprocal factor S we get by A = iS an anti-self-reciprocal factor. Hence, if
we factorize X in the GSD G and the co-factor R, we obtain with the identity −i ⋅ i = 1 the factorization
X = iGR˜, (29)
4Actually, also ic for any c ∈ R would be a trivial anti-self-reciprocal factor. But since we are interested in the factorization of a anti-self-
reciprocal polynomial in a self-reciprocal S and a trivial anti-self-reciprocal i, we can assign the c either to i or to S.
8where R˜ = −iR does not contain non-trivial self-reciprocal or anti-self-reciprocal factors. With this we can show
the following result.
Lemma 2. Let X ∈ C[z] be a polynomial of order L ≥ 0 with no infinite zeros and let G,R be polynomials with
X = GR, where G is the GSD of degree D ≤ L and R its co-factor. Then the only non-zero polynomial H of order≤ L, which yields to a anti-self-reciprocal product XH∗, i.e., fulfills
XH∗ +X∗H = 0 (30)
is given by H = iRS for any self-reciprocal polynomial S of degree ≤D.
Proof: Since X factors in the GSD G and the co-factor R we have by Lemma 1 that G is the GCD of X and
X∗, which gives X∗ = GR∗. Inserting this factorization in (30) yields to
G(RH∗ +R∗H) = 0⇔ RH∗ +R∗H = 0. (31)
Since R and R∗ do not have a common factor by definition of G, but have degree L −D, which is less or equal
then H and H∗ (degree ≤ L), the only solution is of the form
H = iRS, (32)
where S is any self-reciprocal polynomial of degree ≤D.
Remark. This result (32) can be seen as a special case of the Sylvester Criterion for the polynomials A = X1 and
B = X∗2 in (30), where G is the GCD of A and B. Hence H and H∗ have GCD S of degree D, which must be by
Lemma 1 the GSD with the co-factors iR respectively −iR∗, see Appendix B.
B. Main Result
Let us denote by CL0,0 ∶= {x ∈ CL ∣ x0 /= 0 /= xL−1}. Then in [7, Thm.III.1] and extended by the author (purely
deterministic) it holds the following theorem.
Theorem 1. Let L1, L2 be positive integers and x1 ∈ CL10,0,x2 ∈ CL20,0 such that their z−transforms X1(z) and X2(z)
do not have any common factors. Then xT = (xT1 ,xT2 ) ∈ CN with N = L1 + L2 can be recovered uniquely up to
global phase from the measurement b ∈ C4N−4 defined in (18) by solving the feasible convex program
findX ∈ CN×N s.t. A(X) = b
X ⪰ 0 (33)
which has X# = xx∗ as the unique solution.
Remark. The condition that the first and last coefficient does not vanish, guarantee that Xi and X∗i have no zeros at
the origin and are both of degree Li. Since the correlation is conjugate-symmetric, we only need to measure one
cross correlation, since we have x1 ∗ x−2 = (x2 ∗ x−1)−. Hence we can omit the last N − 1 measurements in b and
achieve recovery from only 3N − 3 measurements. In fact, if we set x˜2 = x−2 and demand X1 and X˜∗2 = X2 to be
co-prime, then the theorem gives recovery up to global phase of x1 and x˜2 from its convolution
x1 ∗ x˜2 (34)
by knowing additionally the auto-correlations a1,1 and a˜2,2, since it holds by conjugate-symmetry of the autocor-
relations, that a2,2 = x2 ∗ x−2 = x˜−2 ∗ x˜2 = (x˜2 ∗ x˜−2)− = x˜2 ∗ x˜−2 = a˜2,2.
Proof of Theorem 1: In [7] the authors could show that the feasible convex program is solvable by constructing
a unique dual certificate which implies to show the uniqueness condition only on the tangent space Tx of xx∗, for
a detailed proof see Appendix A.
Lemma 3. The feasible convex problem given in (33) has the unique solution X# = xx∗ if the following conditions
are satisfied
1) There exists a dual certificate W ∈ A∗ such that
9(i) Wx = 0
(ii) rank(W) = N − 1
(iii) W ⪰ 0
2) For all H ∈ Tx ∶= {xh∗ + hx∗ ∣ h ∈ CN} it holdsA(H) = 0⇒H = 0. (35)
Indeed, the conditions in 1) are satisfied for the dual certificate W ∶= S∗S, where S is the N × N Sylvester
matrix of the polynomials −zL1X1 and zL2X2 given in (78). To see the first two conditions (i) and (ii), we use the
Sylvester Theorem 2 in Appendix B, which states, that the only non-zero vector in the one-dimensional nullspace
of the Sylvester matrix S is given by xT = (xT1 ,xT2 ) (up to scalar), i.e., by (81) we have
Sx = (x2 ∗ x1 − x1 ∗ x2
0
) = 0N , (36)
where the difference of the cross-convolutions vanishes due to the commutation property of the convolution. Since
the dimension of the nullspace is 1 we have rank(S) = N − 1, which shows (ii) with rank(S∗S) = rank(S).
The positive-semi-definitness in (iii) is given by definition of W = S∗S, since for any matrix A ∈ CN×N it holds
A∗A ⪰ 0. To see that W = S∗S is in the range of A∗, we have to set λ accordingly , since S∗S corresponds to
the correlations of the xi and xj by (88) to (95), it turns out that the λ can be decompose in terms of our four
measurements, see Appendix B-A.
Hence, it remains to show the uniqueness condition 2) in Lemma 3, which is the new result in this work. For
that we have to show for any H ∈ Tx given by H = xh∗ + hx∗ for some h ∈ CN that it follows H = 0 fromA(H) = A(xh∗) +A(hx∗) = 0. (37)
Here H produce a sum of different correlations which have to vanish. As we split x in x1 and x2 we can also split
h in h1 and h2. Then we can use the block structure in xh∗ and hx∗ to split condition (37) in
A(H) = ⎛⎜⎜⎜⎜⎝
x1 ∗ h−1
x2 ∗ h−2
x1 ∗ h−2
x2 ∗ h−1
⎞⎟⎟⎟⎟⎠ +
⎛⎜⎜⎜⎜⎝
x−1 ∗ h1
x−2 ∗ h2
x−2 ∗ h1
x−1 ∗ h2
⎞⎟⎟⎟⎟⎠ = 0. (38)
Let us translate the four equations in (38) to the z−domain:
X1H
∗
1 +X∗1H1 = 0 (39)
X2H
∗
2 +X∗2H2 = 0 (40)
X1H
∗
2 +X∗2H1 = 0, (41)
where we ommited the last one, which is redundant to (41). Let us assume, X1 = G1R1 and X2 = G2R2 where
G1 and G2 are the GSDs of X1 respectively X2 and R1 and R2 their co-factors, then we can find by Lemma 2
self-reciprocal factors S1 and S2 such that H1 = iR1S1 and H2 = iR2S2 which are the only solutions for (39) and
(40). But, then it follows for the second equation (41),
0 = X1H∗2 +X∗2H1 = −iG1R1R∗2S2 + iG2R∗2R1S1 ⇔ G1R1R∗2S2 = G2R1R∗2S1 ⇔ G1S2 = G2S1 (42)
Here, only the self-reciprocal polynomials S1 and S2 of degree ≤D1 respectively ≤D2 can be chosen freely. Since
X1 and X2 do not have a common factor also G1 and G2 do not have a common factor and the D ×D Sylvester
matrix Sz−1G1,−z−1G2 has rank D1 +D2 − 1 = D − 1 and again as in (83) the only solutions for (42) are given by
S1 = cG1 respectively S2 = cG2 for some c ∈ R (note, S1 and S2 must be self-reciprocal, hence only real units).
This would imply H1 = icR1G1 = icX1 and H2 = icR2G2 = icX2, which gives h = icx and result in
H = xh∗ + hx∗ = −icxx∗ + icxx∗ = 0. (43)
Remark. To guarantee a unique solution of (33) we need both auto-correlations, since only then we obtain both
constraints (39) and (40), which yielding to the constraints H1 = iR∗1S1 and H2 = iR∗2S2. If one of them is missing,
we can construct by (42) non-zero H’s satisfying (37), and hence violating the uniqueness in 2).
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Figure 4. MSE/dim in dB for deconvolution of x1 ∈ CL1 and x2 ∈ CL2 for various dimensions with additive Gaussian noise on the
convolution and autocorrelations.
IV. SIMULATION AND ROBUSTNESS
If we obtain only noisy correlation measurements, i.e., disturbed by the noise vectors n1,1,n2,2,n1,2 as
b = y + n = ⎛⎜⎜⎜⎝
a1,1
a2,2
a1,2
a2,1
⎞⎟⎟⎟⎠ +
⎛⎜⎜⎜⎜⎝
n1,1
n2,2
n1,2
n−1,2
⎞⎟⎟⎟⎟⎠ , (44)
we can search for the least-square solutions in (33), given as
X# ∶= argmin
X⪰0 ∥b −A(X)∥22 . (45)
Extracting form X# via SVD the best rank−1 approximation x# gives the normalized MSE of the reconstruction
MSE ∶= min
φ∈[0,2pi)
∥x − eiφx#∥2∥x∥2 . (46)
We plotted the normalized MSE in Figure 4 over the received SNR (rSNR), given by
rSNR ∶= E[∥y∥22]
E[∥n∥22] . (47)
Since, the noise is i.i.d. Gaussian we get for rSNR ∶= E[∥y∥22]/(Nσ2) where σ is the noise variance.
Surprisingly, the least-square solution X# seems also to be the smallest rank solution, i.e., numerically a
regularization with the trace norm of X, to promote a low-rank solution, does not yield to better results or even
lower rank solutions. Although, the authors can not give an analytic stability result of the above algorithm, the
reconstruction from noisy observations gives reasonable stability, as can be seen in Figure 4. Here, we draw x1
and x2 from an i.i.d. Gaussian distribution with unit variance. If the magnitude of the first or last coefficients is
less than 0.1 we dropped them from the simulation trial, this ensures full degree polynomials, as demanded in the
Theorem 1. As dimension grows, computation complexity increase dramatically and stability decreases significant.
Nevertheless, the MSE per dimension scales nearly linear with the noise power in dB. Noticeable is the observation,
that unequal dimension partitioning of N yields to a better performance.
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V. CONCLUSION
We characterized the ambiguities of convolution by exploiting their polynomial factorizations. As an application
we could derandomize a 4N − 4 auto and cross-correlation setup in [7] by only assuming a co-prime structure in
x and full degrees of the polynomials. Moreover, we can provide a convex recovery algorithm which numerically
also performs robust against additive noise.
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APPENDIX A
PROOF OF LEMMA 3
Usually, in the math literature, SDP problems are formulated for symmetric objects on symmetric cones over
the real field R. This is due to the fact that minimizing or maximizing an objective function is only possible
for real-valued functions. Nevertheless, there is an extension to the complex case, which is sometimes called
complex SDP problems. Let A ∶ CN×N → CM be a linear map given by sensing matrices {Am}M−1m=0 ⊂ CN×N (not
necessarily Hermitian or symmetric). Moreover, we define the linear objective function tr(CX) by a Hermitian
matrix C ∈HN ∶= {A ∈ CN×N ∣ A = A∗}. Then the primal complex optimization problem is given by
min
X∈CN×N ,X⪰0 tr(CX) such that A(X) = b (48)
But A is not convex, since b is not real-valued, if Am is not Hermitian. To obtain convex conditions, we can just
split imaginary and real part of b by setting
AR,m(X) = Am(X) +Am(X)
2
= tr((Am +A∗m)X)
2
= tr(AR,mX) = bm+bm
2
= Re(bm), (49)
AI,m(X) = Am(X) −Am(X)
2i
= tr((Am −A∗m)X)
2i
= tr(AI,mX) = bm−bm
2i
= Im(bm), (50)
for all m ∈ [M]. Hence, we yield 2M real-valued convex measurements A˜ with the Hermitian sensing matrices
AI,m and AR,m. This gives finally the equivalent primal complex convex optimization problem (primal complex
SDP problem)
min
X⪰0 tr(CX) such that A˜(X) = (AR(X)AI(X)) = (Re(b)Im(b)) . (51)
This complex SDP can be rewritten as a standard SDP over real-valued positive-semidefinite matrices in SN , see
for example [24, Sec.4]. We therefor can assume the duality properties of the real SDP problems for the complex
SDP as well. The dual convex optimization problem is then given by
max
c,d∈RM ⟨(cd) ,(Re(b)Im(b))⟩ s.t. M−1∑m=0 cmAR,m+dmAI,m´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶∈range(A˜∗)
+S = C,S ⪰ 0. (52)
If C = 0 the primal optimization problem (48) becomes a primal feasible problem since any X would yield the
same objective value zero, which is equivalent to no objective function and hence to a primal complex feasible
SDP problem:
find X ⪰ 0 such that A˜(X) = (Re(b)
Im(b)) , (53)
which is equivalent to
find X ⪰ 0 such that A(X) = b. (54)
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Then the dual complex feasible problem is given by, [7, Sec.VI (12)],
max
λ∈CM −∑m (λmbm + λmbm) such that ∑m (λmAm + λmA∗m) ⪰ 0, (55)
which can be obtained by setting −2λm = cm − idm and C = 0 in (52), since it holds−(λmbm + λmbm) = cm − idm
2
(Re(bm) + i Im(bm)) + cm + idm
2
(Re(bm) − i Im(bm)) (56)= cmRe(bm) + dm Im(bm) (57)
and
λmAm + λmA∗m = (cmAm − idmAm + cmA∗m + idmA∗m)/2 = cmAR,m + dmAI,m. (58)
The set of matrices
range(A˜∗) = {W = M−1∑
m=0(λmAm + λmA∗m) ∣ λ ∈ CM} , (59)
is the range space of A˜∗, which is indeed the set of Hermitian matrices spanned by the Hermitian sensing matrices
AR,m and AI,m. Note, the real dimension is less or equal to 2M .
We will now proof the central lemma for the uniqueness of the complex SDP program used in Theorem 1.
Proof of Lemma 3: Note, that we have the equivalence
A˜(X) = (Re(b)
Im(b)) ⇔ A(X) = b (60)
and therefor the range is equal, i.e., range(A∗) = range(A˜∗). One can insert the problem (54) directly into Matlab
with cvx toolbox, since it will be interpreted as the convex problem (53) with real-valued constraints. We will use
the version (54) since it is more natural for the proof. Let us assume X# ⪰ 0 is a feasible solution of the primal
problem (54), i.e.,
(a) ∀m ∈ [M]∶ tr(AmX#) = bm
If we can show that X# = xx∗ is the only feasible solution then we have shown the unique solution. Let us further
assume λ ∈ CM is a solution of the dual complex feasible problem (55), i.e.,
(b) W = ∑m λmAm + λmA∗m ⪰ 0
then by the KKT conditions, strong duality see for example [25, Thm.5.1], the solutions are the same if the duality
gap is zero5, i.e.
3. tr(WX#) = 0 (Complementary slackness)
By definition, xx∗ is a primal feasible solution. If we can construct a dual certificate W, which satisfy (b), and
which fulfills 3., then xx∗ is an optimal solution. Since (53) is a feasible problem every feasible solution is an
optimal solution (C = 0). But then for every primal feasible solution X# there must exists a dual certificate
W satisfying the slackness property 3.. We will use this condition to relax the uniqueness condition. To ensure
uniqueness of the primal feasible solution xx∗ we have to show that no other primal feasible (optimal) solution
X# ⪰ 0 exist. This is equivalent to show that for any X# = xx∗ +H ⪰ 0 given by any H ∈HN it holdsA(X#) = b⇒X# = xx∗, (61)
which is by linearity of A equivalent to∀ H ∈HN with xx∗ +H ⪰ 0 it holds: A(H) = 0⇒H = 0. (62)
To relax this to a more tractable condition we use an orthogonal decomposition of the set of Hermitian matrices
HN , in an orthogonal sum, given by the tangent space at xx∗ to the manifold of Hermitian rank−1 matrices, defined
as
Tx ∶= {xh∗ + hx∗ ∣ h ∈ CN} (63)
5This works with every C ∈HN defining the objective function tr(CX) (Note, that the dual certificate W has to be also include C. For
the feasible problem we have C = 0
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and its orthogonal complement T x , i.e. Tx ⊕T x =HN (note, HN is a real vector space). Let X# ⪰ 0 be a feasible
primal solution, then we can write
X# = xx∗ +H = xx∗ +HTx +HT x ⪰ 0 (64)
for some H ∈HN . Then it holds
HT x  Tx⇔ ∀ h ∈ CN ∶HT x  xh∗ + hx∗ (65)⇔ ∀ h ∈ CN ∶ tr(HT x xh∗) + tr(HT x hx∗) = 0. (66)
Since HT x is Hermitian this is equivalent to⇔ ∀ h ∈ CN ∶2 Re(tr(HT x xh∗)) = 0. (67)
But this holds for all h ∈ CN and hence also for h = HT x x which implies
HT x x = 0, (68)
since tr(hh∗) = Re(tr(hh∗)) ≥ 0. It holds
HT x ⪰ 0⇔ ∀ z ∈ CN ∶z∗HT x z ≥ 0. (69)
We can decompose z ∈ CN for any x ∈ CN in an orthogonal sum span(x)⊕ span(x) such that there exists λ ∈ C
and z1 ∈ span(x) with z = x + z1. Hence,
HT x ⪰ 0⇔ ∀ λ ∈ C,z1 ∈ span(x)∶ (λx + z1)∗HT x (λx + z1) ≥ 0, (70)
which is by (68) equivalent to
HT x ⪰ 0⇔ ∀ z1 ∈ span(x)∶z∗1HT x z1 ≥ 0. (71)
But since we know that X# ⪰ 0 we get for all z1 ∈ span(x) with (64)
0 ≤ z∗1X#z1 = z∗1xx∗z1 + z∗1(xh∗ + hx∗)z1 + z∗1HT x z1 = z∗1HT x z1, (72)
which proofs the positive-semi-definiteness of HT x by (71). Since X# is a feasible primal solution there must
exists a dual certificate W# ⪰ 0 with tr(W#X#) = 0. If we can show that the dual certificate W for xx∗ is the
dual certificate for every feasible primal solution X#, then the only feasible solution is xx∗ and we are done. To
do so, take a feasible X# = xx∗ +H. Then A(H) = 0 (73)
which is equivalent to
∀m ∈ [M] ∶ tr(AmH) = 0 (74)
and also tr(A∗mH) = 0 since H = H∗. Then we can take an arbitrary λ ∈ CM which defines W and get
0 =∑
m
λm tr(AmH) + λm tr(A∗mH) = tr((∑
m
λmAm + λmA∗m)H) = tr(WH) = tr(WHTx) + tr(WHT x ). (75)
By condition (i) in the Lemma we have Wx = 0 and hence it follows
tr(WHT x ) = 0. (76)
But since Wx = 0 by condition (i) and HT x x = 0 by (68) both matrices share a one-dimensional subspace of
their nullspaces. But W ⪰ 0 with (iii) and HT x ⪰ 0 by (70) it follows range(W) ⊆ kern(HT x ), which implies
kern(HT x ) = CN since rank(W) = N − 1 by (ii) and therefor HT x = 0. This gives the three conditions in 1) of
the Lemma. Hence the uniqueness condition (61) relaxes to condition 2) as∀ HTx ∈ Tx∶A(HTx) = 0⇒HTx = 0. (77)
Then X# = xx∗ is the unique solution of (54) and hence (48).
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APPENDIX B
SYLVESTER MATRIX
The N ×N Sylvester matrix of two vectors a ∈ CL1+10 ,b ∈ CL2+10 with N = L1 +L2 play the crucial role in our
analysis and are defined for L1 ≤ L2 as
Sa,b ∶=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
b0 0 . . . 0 a0 0 . . . 0 . . . 0
b1 b0 . . . 0 a1 a0 . . . 0 . . . 0
...
. . .
...
...
...
. . .
...
...
...
...
... aL1 aL1−1 . . . a0 . . . 0
bL2 bL2−1 . . . bL2−(L1−1) 0 aL1 . . . a1 . . . 0
0 bL2 . . . bL2−(L1−2) ... . . . ...
...
. . .
...
...
...
. . .
...
0 0 . . . bL2 0 0 . . . 0 . . . aL1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(78)
L1 L2
L1
L2
where the first L1 columns are down-shifts of the vector b and the last L2 columns are down-shifts of the vector a,
see for example [7, Sec.VII] or [26, Def.7.2],[27, (1.84)] (here they define the transpose version and for polynomials
a(z) ∶= ∑k aL1−kzk = zL1A(z) and b(z) ∶= ∑k bL2−kzk = zL2B(z) with degree L1 respectively L2, which has no
effect on the resultant (determinant) or rank). The resultant of the polynomials a and b is the determinant of the
Sylvester matrix Sa,b = Sa,b. SYLVESTER showed that the two polynomials have a common factor (non-trivial, i.e.,
not a constant) if and only if det(Sa,b) /= 0, which is equivalent of having full rank, i.e., rank(Sa,b) = N ∶= L1+L2.
This can be generalized to the degree of the greatest common factor (GCD), see [27, Thm.1.8].
Theorem 2. Let a, b ∈ C[z] with degree L1 and L2 generating the Sylvester matrix Sa,b, then the greatest common
factor of a, b has degree
D = L1 +L2 − rank(Sa,b). (79)
Multiplying the polynomials X1 and X2 in Theorem 1 by z−1 is equivalent to adding a zero to the coefficient
vectors x1 and x2, hence we set
a = −x01 ∶= (−x10 ) , b = x02 ∶= (x20 ) . (80)
Then the nullspace of S ∶= Sa,b = S−x01,x02 , which dimension is given by Theorem 2 as D, determines the set of
convolution equivalences, since we have (see also Appendix B-A)
S(x˜1
x˜2
) = (x2 ∗ x˜1 − x1 ∗ x˜2
0
) = 0N (81)
with vectors x˜1 ∈ CL1 , x˜2 ∈ CL2 . Hence, if the polynomials X1 and X2 do not have a common factor (a and b have
common factor z of degree D = 1), then by Theorem 2 the rank of S is N − 1, i.e., there exists only one pair(x˜1, x˜2) ∈ CL1 ×CL2 up to a global scaling, for which their convolutions are equal, i.e.,
x1 ∗ x˜2 = x2 ∗ x˜1 ⇔ x˜1 = λx1, x˜2 = λx2 for some λ ∈ C. (82)
Usually this result is written in the polynomial or z−domain as
x1 ∗ x˜2 = x2 ∗ x˜1 ⇔ X1X˜2 = X2X˜1. (83)
where X˜1 and X˜2 are polynomials of degree ≤ L1 respectively ≤ L2. Hence, if X1 and X2 are co-prime the only
possible polynomials are X˜1 = λX1 and X˜2 = λX2, up to a unit λ (trivial polynomial), which becomes the scalar
factor for x. Hence the nullspace of S is one-dimensional and therefor rank(S) = N − 1.
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A. Dual Certificate Construction
To show that S∗S is a dual certificate, we have to define λ ∈ C4N−4 such that by (59) we get
S∗S = 4N−5∑
m=0 λmAm + λmA∗m =
2∑
i,j=1
Li+Lj−2∑
k=0 λi,j,kAi,j,k + λi,j,kATi,j,k, (84)
where we split again λT = (λT1,1,λT2,2,λT1,2,λT2,1) in four blocks corresponding to the Ai,j,k in (14)-(17). To derive
the λi,j we need to write S∗S in block structure. Let us define the lower banded Toeplitz matrix generated by xi
as
Cxi = Li−1∑
m=0 xi,mTmN−1, (85)
where TmN−1 is the mth (N − 1) × (N − 1) shift-matrix (elementary Toeplitz matrices) defined in (12). To apply
this on xj ∈ CLj we have to embed xj in N − 1 dimensions with the (N − 1)×Lj embedding matrix as defined in
(12) by
Cjxi = Li−1∑
m=0 xi,mTmN−1ΠN−1,Lj . (86)
Here, the upper index j refers to the embedding dimension Lj . We then obtain the matrix notation for the linear
convolution (1) between xi ∈ CLi and xj ∈ CLj as
Cjxixj = xi ∗ xj . (87)
Hence, the Sylvester matrix S = S−x01,x02 is the concatenation of the two lower banded matrices C1x02 and C2−x01 and
we get for any x˜1 ∈ CL1 and x˜2 ∈ CL2 the convolution products embedded in N = L1 +L2 dimensions as
S−x01,x02 (x˜1x˜2) = (C1x02 C2−x01)(x˜1x˜2) = (C1x2 −C2x10TL1 0TL2 )(x˜1x˜2) = (x2 ∗ x˜1 − x1 ∗ x˜20 ) . (88)
If we consider the product of the adjoint Sylvester matrix with itself we get
S∗−x01,x02S−x01,x02 = ⎛⎝ C1
∗
x02
C2∗−x01
⎞⎠(C1x02 C2−x01) = ⎛⎝ C1
∗
x02
C1
x02
−C1∗
x02
C2
x01−C2∗
x01
C1
x02
C2∗
x01
C2
x01
⎞⎠ . (89)
Since we have for i, j ∈ {1,2}
Cj
∗
x0i
= Li−1∑
m=0 xi,mΠLj ,NT−mN (90)
we get for each of the four blocks in (89) denoted by i, i′, j, j′ as
Cj
∗
x0i
Cj
′
x0
i′ = Li−1∑m=0
Li′−1∑
l=0 xi,mxi′,lΠLj ,NT
−m
N T
l
NΠN,Lj′ = Li−1∑
m=0
Li′−1∑
l=0 xi,mxi′,lΠLj ,NT
l−m
N ΠN,Lj′ . (91)
Let us emphasize that l,m are limited by ±L1 resp. ±L2, and since we consider the L1 resp. L2 embeddings, the
zeros on the l −mth diagonal in Tl−mN can be ignored. By substituting k = l −m we get
Cj
∗
x0i
Cj
′
x0
i′ = Li′−1∑k=−Li+1
Li−1∑
m=0 xi,mxi′,k+mΠLj ,NTkNΠN,Lj′ =
Li+Li′−2∑
k=0
Li−1∑
m=0 xi,mxi′,k−Li+1+m´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=(xi∗x−
i′)Li+Li′−2−k=(xi′∗x−i )k
ΠTN,LjT
k−Li+1
N ΠN,Lj′ (92)
where the inner sum is the correlation between xi′ and xi at index k ∈ [Li + Li′ − 1]. Hence we get for the
autocorrelations i = i′ ∈ {1,2} the diagonal blocks in (89)
C1∗
x02
C1
x02
= 2L2−2∑
k=0 (x2 ∗ x−2)kΠTN,L1Tk−L2+1N ΠN,L1 =∑k (a2,2)2L2−2−kT(k,2)L1,L1 =∑k (a−2,2)kT(k,2)L1,L1 , (93)
C2∗
x01
C2
x01
= 2L1−2∑
k=0 (x1 ∗ x−1)kΠTN,L2Tk−L1+1N ΠN,L2 =∑k (a1,1)2L1−2−kT(k,1)L2,L2 =∑k (a−1,1)kT(k,1)L2,L2 , (94)
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where T(k,j)Li,Li was defined in (13), but with the difference that i /= j. Since the dimensions of the Lj × Lj block
matrices in (89) are not fitting with the autocorrelations xi∗x−i on the diagonal we have to cut respectively zero-pad
the λi,i correspondingly. Let us assume w.l.o.g. that L1 ≤ L2. Then we set
λ1,1 ∶= 1
2
{(a−2,2)k}L2+L1−2k=L2−L1 ∈ C2L1−1,
λ2,2 ∶= 1
2
⎛⎜⎝
0L2−L1
a−1,1
02L2−1−L1
⎞⎟⎠ ∈ C2L2−1,
(95)
which gives by the conjugate-symmetry of the autocorrelations
2∑
i=1
2Li−2∑
k=0 λi,i,kAi,i,k + λi,i,kATi,i,k = 2
2∑
i=1∑k λi,i,kAi,i,k, (96)
where the transpose of Ai,i,k is equivalent to a time-reversal of λi,i, i.e. λ−i,i,k = λi,i,2Li−2−k. For the anti-diagonal
in (89) we have
−C2∗
x01
C1
x02
= −L1+L2−2∑
k=0 (x2 ∗ x−1)kΠTN,L2Tk−L1+1N ΠN,L1 = −∑k (a−2,1)kT(k)L2,L1 , (97)
−C1∗
x02
C2
x01
= −L1+L2−2∑
k=0 (x1 ∗ x−2)kΠTN,L1Tk−L2+1N ΠN,L2 = −∑k (a−1,2)kT(k)L1,L2 , (98)
denoting the time-reversal of the cross-correlations. Hence we set similar
λ1,2 ∶= −1
2
a−2,1 ∈ CN−1 (99)
λ2,1 ∶= −1
2
a−1,2 ∈ CN−1. (100)
Since the off-diagonal matrices satisfy A∗2,1,k = AT2,1,k = A1,2,L1+L2−2−k for k ∈ [L1 + L2 − 1] we have again the
transpose is equivalent to a time reversal of λ2,1 and since λ
−
2,1 = λ1,2 we have
∑
k
λ1,2,kA1,2,k + λ1,2,kAT1,2,k = −12 ∑k (a−2,1)kA1,2,k + (a−2,1)kAT1,2,k= −1
2
∑
k
(a−2,1)kA1,2,k + (a1,2)kA2,1,N−2−k
= −1
2
∑
k
(a−2,1)kA1,2,k + (a−1,2)kA2,1,k
(101)
∑
k
λ2,1,kA2,1,k + λ2,1,kAT2,1,k = −12 ∑k (a−1,2)kA2,1,k + (a−1,2)kAT2,1,k= −1
2
∑
k
(a−1,2)kA2,1,k + (a2,1)kA1,2,N−2−k
= −1
2
∑
k
(a−1,2)kA2,1,k + (a−2,1)kA1,2,k.
(102)
Hence, adding (96),(101) and (102) yields W = S∗S.
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