A DNA palindrome is a segment of letters along a DNA sequence with inversion symmetry that one strand is identical to its complementary one running in the opposite direction. Searching non-random clusters of DNA palindromes, an interesting bioinformatic problem, relies on the estimation of the null palindrome occurrence rate. The most commonly used approach for estimating this number is the average rate method. However, we observed that the average rate could exceed the actual rate by 50% when inserting 5,000 bp hot-spot regions with 15-fold rate in a simulated 150,000 bp genome sequence. Here, we propose a Markov based estimator to avoid counting the number of palindromes directly, and thus to reduce the impact from the hot-spots. Our simulation shows that this method is more robust against the hot-spot effect than the average rate method. Furthermore, this method can be generalized to either a higher order Markov model or a segmented Markov model, and extended to calculate the occurrence rate for palindromes with gaps. We also provide a p-value approximation for various scan statistics to test non-random palindrome clusters under a Markov model.
Introduction
A chromosome is a long double-stranded helix of DNA that consists of adenine-thymine (A-T) pairs or cytosine-guanine (C-G) pairs. Thus, one DNA strand decides the sequence of its complementary strand. A DNA palindrome with minimum half length L is defined as a segment of DNA letters with half length greater than or equal to L that one strand is identical to its complementary one running in the opposite direction. This inversion symmetry increases the probability to form secondary structures conferring significant biological functions ranging from RNA transcription to DNA replication (Leach (1994) ).
It has been observed that DNA palindromes are common candidates for searching The analysis of these comparisons strongly depends on the null occurrence rate.
This rate usually is estimated by the genome-wide average or the iid model based method using the DNA letter frequencies (Chew et al. (2005) ). We tested these two methods on a herpes virous sequence bohv1 (sequence ID 'BHV1CGEN'). Its average rate is 0.00178 and the iid model based estimate is 0.00073. The large discrepancy between these two alerted us, and further studies indicated that the average rate might be biased due to hot-spots, and the iid model might be too naive to describe the DNA sequence.
Therefore, we propose a Markov based estimator using the DNA pairs' frequencies in addition to the letters' and get the estimate 0.00109. Compared to the iid model, the Markov model is more close to real sequences but yet not too complicated to estimate its parameters. The simulation shows that our method performs better than the average rate in estimating the null occurrence rate against hot-spots under a variety of model settings. We also show that this method can be generalized for either a higher order 
Method

Notations and the Log Likelihood Ratio Statistics
Let N (t) be the counting process for the palindrome events and let N w (t) = N (t + w) − N (t) denote the number of palindromes whose starting positions fall in the interval (t, t+w]. Leung et al. (2005) proved that N (t) can be approximated by a Poisson process under a Markov Model. We let X i be the score for the ith palindrome (event) along the genome sequence, and S Nw(t) is the summation of the palindrome scores:
To search the clusters of palindromes, Chew et al. (2005) proposed three schemes to quantify palindromes including the palindrome count score (PCS), the palindrome length score (PLS), and the base-pair weighted score of order m (BWS m ). PCS gives the same score for each DNA palindrome; PLS gives the score as the palindrome length divided by its minimum required length; and BWS m gives the score as the minus loglikelihood under Markov order m assumption.
We would like to show that both N w (t) and S Nw(t) are equivalent to the loglikelihood ratio statistics when the alternative hypotheses are properly constructed. This equivalence is useful for developing the p-value approximations. Under the Poisson process model, we also assume that X i 's can be treated as iid with a density function f θ (x) = f 0 (x) exp(θx−ϕ(θ)), where f 0 (x) is an unknown distribution and ϕ(θ) = log ∫ e θx f 0 (x) dx is its log of the MGF. For events that occur outside of the interval (t a , t a + w], the parameters are (λ 0 , θ 0 ). For events that occur in the interval (t a , t a + w], the parameters for N (t) and X i , are (λ a , θ a ). The null hypothesis is that λ a = λ 0 and θ a = θ 0 . When
, and the likelihood is as follows:
Because t a is usually unknown, we search for the maximum of the statistic over all possible t. 
Case 2. If the alternative hypothesis is constructed as H a :
where λ 1 and θ 1 are constrained to satisfy log(
the log-likelihood ratio statistic in formula (4) can be equivalent to PLS or BWS m proposed by Chew et al. (2005) , depending on the definition of X i 's.
It can be observed that (2) is equivalent to max t N w (t) and (4) is equivalent to max t S Nw(t) . While (2) tests only the Poisson parameter λ, (4) tests both the Poisson parameter λ and the score parameter θ with the constraint (3) . N w (t) can be treated as a special case of S Nw(t) with X i = 1 for each i.
We applied the method developed by Chan and Zhang (2007) to derive the threshold value of max t S Nw(t) . Let N (t) be a Poisson process with mean λ 0 and the log of the MGF of X i is ϕ(θ). X i 's are iid with mean µ 0 , then
where W is the total length of the sequence,φ(θ 1 ) andφ(θ 1 ) are the first and the second derivative of ϕ(θ 1 ) representing the mean and the variance of X i with density f θ 1 (x), and ν λ 1 ,θ 1 is an overshoot function indexed with (θ 1 , λ 1 ) satisfying the equations:
It is obvious from (5) that λ 0 always plays a crucial role in deciding the critical value for the tests. The most challenging part in applying (5) 
Occurrence rate of DNA palindromes under Markov model
Let 
The occurrence probability of a palindrome I i (given a starting position i) with minimum half length L is
where ∥I i ∥ denotes the corresponding maximum length, and
and Markov parameter estimations are not heavily influenced by hot-spots and neither is λ M to estimate the null occurrence rate. On the other side, for the rare events like the DNA palindromes, the average rate counts the total number of palindromes of which a non-negligible portion is potentially contributed from the hot-spots in real sequences, and hence the average rate is easily inflated when estimating the null occurrence rate.
Remark 1.2 iid Model
When the Markov model is reduced to the iid model, P
and T becomes P 2 P ′ 0 . Thus,
where γ = 2 (π A π T + π C π G ). (7) has been shown in Leung et al. (2005) .
Remark 1.3 Higher Order Markov Models
When the DNA sequence does not follow a first-order Markov model, a higher order Markov model may be considered. Theorem 1 can also be applied to higher order Markov models. For example, a four-state second-order Markov model can be described as a first-order Markov model with sixteen states, in which each state represents one adjacent letter pair, like a 1 a 2 where a i ∈ {A, T, G, C} and the probability model be-
. Under this setting, only four elements in each row or each column of the 16 × 16 transition matrix will be non-zero, because
The elements in the corresponding quasi transition matrix will be like P a 1 a 2 ,a 3 a 4 Pã 4ã3 ,ã 2ã1 . The corresponding P 1 in (6) is a column vector with length sixteen, in which the elements are like P a 1 a 2 ,a 2ã2 P a 2ã2 ,ã 2ã1 .
Remark 1.4 Segmented Markov Models
Another alternative model is the segmented Markov model which relaxes the stationary condition (Chen and Zhou (2010) 
that the p-values are proportional to their contributed length. Given change points that separate different hidden states ξ's, each parameter set can be estimated respectively. As such, Theorem 1 and Theorem 4 can be applied to calculate the palindrome occurrence rate for each set and their corresponding thresholds.
Remark 1.5 Hairpin Structures
It is of interest to consider DNA palindromes with gaps. When a gap exists at the center position of a DNA palindrome, the single strain segment may form a hairpin secondary structure (Leach (1994) ). Theorem 1 can be extended to calculate the occurrence rate for such patterns. Consider a palindrome with the half-length ≥ L and a gap with length β at the center position of the palindrome, then the probability to see such a pattern
when β = 1, whereP is the transition matrix with the index order (A C G T) for row and (T G C A) for column. The technical derivation is in the Appendix A.2.
Theorem 2
Under the same assumption discussed in Theorem 1, the PLS score for the ith palindrome is defined as
Remark 2.1 iid model
When the Markov model is reduced to the iid model,
Theorem 3 Under the same assumption discussed in Theorem 1, the BWS score is defined as
where
with i = 1, . . . , 4.
Remark 3.1 iid model
To provide a more general approximation for the p-value of maximum of (1), we develop Theorem 4. 
where However, in such an application to search non-random palindrome clusters, the window size 9 bp can not cover even one palindrome. Thus, the issue of choosing w is addressed by efficiently searching the clusters. The criterion should be that w needs to be large enough to cover the clusters but not too large to dilute its density. In our experience, 500 to 1,000 bp is a reasonable size of w to search the palindrome clusters of the herpes virus genomes. Another example appeared in Chan and Zhang (2007) that they used the window size 245 to search GATC clusters as DAM sites in an E. coli genome sequence.
Real Data Analysis and Simulations
We studied 27 herpes virus genome sequences among which bohv1 with total length 
We also employed a second-order Markov model on bohv1, and estimated the occurrence rate as 0.00113. The closeness of this value to that from a first-order Markov model (0.00109) suggests the appropriateness of a first-order Markov model for this sequence. We followed the criterion that minimum half length times the square of the occurrence rate is most close to 0.16 proposed in Leung et al. (2005) . Thus, among the 27 herpes virus sequences, we use L ≥ 6 as the palindrome criterion for 5 sequences including bohv1, cehv1, hsv2, muhv4 and thv, and L ≥ 5 for the remaining 22 sequences.
Real Data Analysis
We downloaded from the EBI Nucleotide Sequences database 27 herpes virus genome sequences. For each sequence, we estimated its own transition matrix and stationary Leung et al. (2005) . probabilities. Theorem 1 was then applied to estimate the null occurrence rate for each sequence. These results are compared with the average rate estimates in Figure 1 . As shown, the average rate estimates have higher values except for the sequence athv3.
Based on these two occurrence rate estimates and given the total length for each sequence, Theorem 4 is applied to derive the 0.05 significance thresholds for the scan statistics of PLS and BWS, shown in Figure 2 . Both the PLS and the BWS scan scores of bohv1, hhv6 and hhv8 become significant at the 0.05 thresholds when the average rate estimator is replaced by the Markov rate estimate. These results suggest that the Markov rate estimate is potentially more powerful in detecting non-random clusters. Score   alhv1  athv3  bohv1  bohv4  calhv3  ccmv  cehv1  cehv4  cehv7  cehv15  ehv1  ehv2  ehv4  gahv2  gahv3  hcmv 
Simulation Study
When there exists no non-random clusters, the palindrome events along these random sequences could be well approximated by a homogeneous Poisson process, for either a
Markovian sequence or an iid sequence ). In this case, the average rate is the maximum likelihood estimator (MLE) for the occurrence rate and can be treated as a target reference. Table 2 shows that when iid random sequences are generated, all the three methods perform equally well. However, when Markov random sequences are generated, the iid model-based estimator 0.00073 falls below 27.7% of the target 0.00101. The reason is that the iid model is a sub-model of the Markov model while the reverse is not true. Thus, the Markov model is a better choice than the iid model.
We designed a simulation experiment to investigate the power performance of the estimates when hot-spot regions exist for a first-order Markov model. We used P bohv1
and π bohv1 to generate stationary random sequence of length 150,000 and then simulated the hot-spots by inserting various intensity of palindromes that are resampled from the bohv1 palindrome bank. The length distribution of this bank is shown in Table 3 . We set five 1,000 bp regions with palindrome occurrence rates (r 1 , r 1 , r 1 , r 2 , r 2 ) ×λ M , wherê λ M = 0.00109 is the Markov rate estimate of the bohv1 sequence.
We chose r 1 = 20 to make the average rate close to that of bohv1 and let r 2 ∈ {6, 7, Table 4 . The powers for those hot-spots with intensity r 1 = 20-fold intensity reach one for both two methods of all cases and thus are omitted from the table.
When there exists no hot-spot (r 1 = r 2 = 0), both methods match very well on estimating the occurrence rate and thus share similar thresholds. When the three hot-spots are generated (r 1 = 20 and r 2 = 0), the average rate becomes 0.00151 (39% increase) while the Markov rate is 0.00111 (2% increase), resulting in threshold values 9.21 and 7.97 for PLS, and 122.40 and 102.34 for BWS. When r 1 = 20 and r 2 increases up to 10, the difference made by the Markov estimate is no more than 3%, while that by the average rate goes up to 54%. The PLS and BWS threshold values for our Markov method are virtually the same and that for the average method goes more than 23%.
Evidently, our method gains more power.
We further applied a hidden Markov model (HMM) to generate segmented Markov DNA sequences. We first generated a three-state-Markov chain S t ∈ {ξ 1 , ξ 2 , ξ 3 } whose stationary probabilities are (0.8, 0.1, 0.1) for 1 ≤ t ≤ 30. Given each state S t = ξ i , we used its own transition matrix to generate the DNA letters of length 5,000. Thus, we generated a segmented Markovian DNA sequence of length 150,000 (Chen and Zhou (2010) ). We used P bohv1 as the transition matrix for ξ 1 and added 0.05 on the second and the third column and deducted 0.05 from the first and the fourth columns of P bohv1 to generate the transition matrix for ξ 2 and then we exchanged the addition and deduction to generate that for ξ 3 . By doing so, ξ 2 has higher CG ratio and ξ 3 has lower CG ratio compared to that of bohv1 and the average transition matrix keeps the same as P bohv1 .
The stationary probabilities and the occurrence rates for the three states are summarized in Table 5 .
In Table 6 , we compare the power performance of the average method and the Markov method when the underlying sequence follows a segmented model. Table 6 has similar results as that in Table 4 . The two methods, by the Markov model and the average rate, match very well when no hot-spot exists. When hot-spots constitute a significant portion of the total counts, the average rate is inflated to result in power loss and, by contrast, our Markov method is robust against the hot-spot effect and gains more power in detecting the non-random clusters.
In summary, both simulations of the first-order Markov model and the segmented model show that the average rate can overestimate the occurrence rate seriously due to the hot-spots effect and lead to power loss eventually. On the other hand, the Markov rate estimate is robust against the hot-spots and can maintain the threshold values appropriately and thus gains more power than the average rate method.
Discussion
In scan statistics, the average rate method is popular for estimating the null occurrence rate. In this paper, however, we report that the average rate method does not always work. The average rate can overestimate the null occurrence rate up to 50% above the actual number, because the hot-spots have the potential of contributing to a large portion of the number of events, especially when the null occurrence rate is very low.
Thus, we propose an estimator based on a Markov model and define it as a function of the Markov parameters so we can estimate the Markov parameters by the letter frequencies and the adjacent pair frequencies without using the number of events. Therefore, as long as the size of the hot-spot regions is much smaller than the total length of the genomes, the estimated Markov parameters would have little influence on the presence of the hot-spots, rendering our method insensitive to the hot-spot effect. Our study suggests that a model based estimator might be more appropriate than the average rate for null occurrence rate estimation, especially when the Poisson process involves rare events with hot-spot regions, which are quite common in epidemiology studies involving rare diseases.
