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Resumen
El objetivo principal de esta l´ınea de inves-
tigacio´n es el estudio y desarrollo de te´cnicas y
formalismos para la actualizacio´n del grado de
confianza asignado a un agente y reputacio´n
que estos han obtenido al interactuar en el
marco de un sistema multi-agente. Si bien el
intere´s en esta tema´tica es reciente (impulsa-
do por la aparicio´n de sistemas complejos de
informacio´n social, como social networks), su
importancia general para las aplicaciones de
sistemas multi-agente es creciente, siendo un
ejemplo significativo el comercio electro´nico en
todas sus formas. Una caracter´ıstica sobresa-
liente de estos sistemas es la dina´mica que debe
existir en la confianza y/o reputacio´n asignada
a un agente, i.e., la reputacio´n de un agente
que no cumple con sus compromisos asumidos
deber´ıa decrementarse.
La investigacio´n se enfoca, particularmente,
en la caracterizacio´n y desarrollo de operadores
de cambio, que permitan modelar la dina´mica
de la confianza y reputacio´n de agentes en un
sistema. Disponer de un formalismo como el
propuesto significara´ un avance concreto en las
a´reas antes mencionadas, impulsando la consi-
deracio´n de nuevas aplicaciones que utilicen la
tecnolog´ıa de sistemas multi-agente.
Palabras claves: Revisio´n de Creencias, Sis-
temas Multi-Agente, Confianza y Reputacio´n.
1. Introduccio´n
Los agentes podra´n actualizar la relacio´n de
orden con la cual se representa la reputacio´n
de sus pares. As´ı, estos operadores podra´n ser
usados para alterar dina´micamente la estruc-
tura de la credibilidad de los informantes a fin
de reflejar una nueva percepcio´n de la plausibi-
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lidad de un informante o la llegada de un nuevo
agente al sistema.
Los agentes son entidades computacionales
auto´nomas, ya sea programas o robots, con
la capacidad de percibir el entorno en que se
desenvuelven y actuar para llevar a cabo algu-
na tarea. La percepcio´n del entorno por par-
te de un agente es usualmente limitada, y di-
ferentes agentes dentro de un sistema multi-
agente pueden tener una percepcio´n diferente
del entorno. Por lo tanto, es importante que los
agentes puedan cooperar compartiendo su co-
nocimiento acerca del entorno. Adema´s, si cada
agente almacena conocimiento, producto de su
experiencia, es importante que pueda compar-
tir este conocimiento con otros agentes con los
cuales coopera. De esta manera, agentes espe-
cialistas en cierto aspecto podra´n intercambiar
conocimiento con otros que tienen experiencia
en otras a´reas. Por lo tanto, en el contexto de
sistemas multi-agente, un agente puede a me-
nudo recibir informacio´n a trave´s de otro que
por lo general llamamos informante. Estos in-
formantes son agentes independientes quienes
tienen sus propios intereses y, por lo tanto, no
son completamente fiables. Es natural para un
agente estar inclinado a creerle ma´s a un infor-
mante sobre otro. Es por esto que en algunos
trabajos se ha propuesto la organizacio´n de los
informantes en un orden parcial que compara
la plausibilidad de los mismos.
En esta linea de investigacio´n se pretende
combinar formalismos de revisio´n de creencias
y actualizacio´n de conocimiento con te´cnicas
de mantenimiento de confianza y reputacio´n
de agentes en un ambiente distribuido. De esta
manera, los agentes podra´n actualizar la re-
lacio´n de orden con la cual se representa la
reputacio´n de sus pares. As´ı, estos operado-
res podra´n ser usados para alterar dina´mica-
mente la estructura de la credibilidad de los
informantes a fin de reflejar una nueva per-
cepcio´n de la plausibilidad de un informan-
te o la llegada de un nuevo agente al siste-
ma. El estudio y desarrollo de agentes inteli-
gentes, y la investigacio´n en robo´tica cognitiva
han demandado en los u´ltimos an˜os la investi-
gacio´n y desarrollo de formalismos de repre-
sentacio´n y mantenimiento de conocimiento.
En particular esto ha dado un fuerte impul-
so al a´rea de revisio´n de creencias (belief re-
vision) [1, 11, 12, 17, 13, 10] donde se estudia
formalmente parte de estos temas. Adema´s, en
los u´ltimos an˜os se han producido importantes
avances en el a´rea de revisio´n de creencias en
sistemas multi-agente [8, 7, 5, 15, 16, 14] y en el
a´rea de confianza y reputacio´n [20, 3, 6, 18, 19].
Si bien en la literatura existen muchos traba-
jos realizados en ambas a´reas, la combinacio´n
de las mismas es algo novedoso.
2. L´ıneas de investigacio´n
y desarrollo
Esta l´ınea de investigacio´n busca combinar
resultados teo´ricos obtenidos en las a´reas de
sistemas multi-agentes, mecanismos de con-
fianza y reputacio´n y revisio´n de creencias. El
objetivo es actualizar en forma dina´mica bases
de conocimiento de diferentes agentes en un
ambiente distribuido. Disponer de un forma-
lismo como el propuesto permitira´ lograr un
avance en las a´reas antes mencionadas, as´ı co-
mo tambie´n el desarrollo de nuevas aplicacio-
nes que utilicen la tecnolog´ıa de sistemas multi-
agente. Esto facilitara´ el desarrollo de aplica-
ciones basadas en agentes para resolver proble-
mas complejos. Los resultados obtenidos sera´n
utilizados para su aplicacio´n inicialmente en el
campo de agentes inteligentes y sistemas multi-
agente y posteriormente en robo´tica cognitiva,
sistemas de informacio´n as´ı como tambie´n sis-
temas de recomendacio´n.
2.1. Revisio´n de creencias en sis-
temas multi-agentes
La meta principal de la teor´ıa del cambio
es intentar modelar la dina´mica del conoci-
miento. No hay una u´nica manera de realizar
un “cambio” en el conocimiento de un agen-
te, existen numerosas propuestas para ello. El
modelo AGM [1] es uno de los principales refe-
rentes (expansio´n, contraccio´n y revisio´n). La
revisio´n es una de las operaciones ma´s comu-
nes que desarrolla un agente que se desenvuel-
ve en un entorno dina´mico. Si un agente cree
en un conjunto K, y se produce cierta entrada
episte´mica X, el mismo debera´ hacer lo siguien-
te: revisar el contenido de K para determinar
cua´les de sus creencias esta´n en desacuerdo con
X, eliminar algunas de ellas, luego incorporar
X y producir un nuevo conjunto K’ consisten-
te.
Los primeros modelos de revisio´n de creen-
cias han sido pensados teniendo en cuenta un
u´nico agente. Esto es, consideraban u´nicamen-
te como se producen cambios en la base de co-
nocimiento de un agente cuando recibe nue-
va informacio´n. Usualmente, la Revisio´n de
Creencias Individual (IBR: Individual Belief
Revision) en un ambiente de u´nico agente es
logrado satisfaciendo o adaptando los postula-
dos AGM.
Con el tiempo los modelos de revisio´n de
creencias evolucionaron hacia sistemas multi-
agentes. En muchos dominios y aplicaciones
multi-agentes, cada agente tiene sus propias
creencias iniciales tambie´n como creencias ad-
quiridas desde otros agentes informantes. De
esta manera, un agente puede recibir informa-
cio´n desde otros agentes que es contradictoria
con sus propias creencias actuales. Por lo tanto,
Revisio´n de Creencias Individual (IBR: Indi-
vidual Belief Revision) necesita ser extendida
hacia ambientes multi-agentes.
En las a´reas de revisio´n de creencias
y sistemas multi-agente se distingue revi-
sio´n de creencias en sistemas multi-agentes
(MABR: Multi-Agent Belief Revision), revi-
sio´n de creencias con multiples fuentes (MSBR:
Multi-Source Belief Revision) y revisio´n de
creencias con un u´nico agente (SBR: Single
agent Belief Revision). MABR investiga el
comportamiento de la revisio´n de creencias glo-
bal de un equipo o sociedad de agentes en la
cual, para alcanzar una meta mutua, los agen-
tes involucrados necesitan comunicarse, coope-
rar, coordinar, y negociar con otros. Un siste-
ma MABR es un SMA cuya meta mutua invo-
lucra revisio´n de creencias. Diferentes forma-
lismos han sido presentados para tratar con
MABR [15, 16, 14]. En cambio, en MSBR, se
lleva a cabo un proceso de revisio´n de creencias
individual en un ambiente multi-agente donde
la nueva informacio´n puede venir desde mu´lti-
ples informantes [8, 7, 5].
2.2. Sistemas de mantenimiento
de confianza y reputacio´n
La investigacio´n cient´ıfica en el a´rea de me-
canismos computacionales de confianza y repu-
tacio´n en sociedades virtuales, es una disciplina
reciente orientada a incrementar la fiabilidad y
performance de comunidades electro´nicas. En
art´ıculos recientes [20, 3, 6, 18, 19] se despren-
de que el paradigma de agentes auto´nomos y
sistemas multi-agentes junto con la aparicio´n
creciente de las tecnolog´ıas de informacio´n so-
cial (especialmente reflejado por la populari-
dad del comercio electro´nico) son los respon-
sables del creciente intere´s sobre mecanismos
de confianza y reputacio´n aplicados a socieda-
des electro´nicas.
En [20], Sabater y Sierra sostienen que la im-
portancia de la confianza y reputacio´n en so-
ciedades humanas esta´ fuera de discusio´n, por
lo tanto, no es sorpresa que varias disciplinas,
cada una desde una perspectiva diferente, ha-
ya estudiado y utilizado ambos conceptos. En
ciencias de la computacio´n hay dos elementos
que han contribuido sustancialmente en incre-
mentar el intere´s en confianza y reputacio´n: el
paradigma de sistemas multi-agentes y la evo-
lucio´n creciente del e-commerce. Estos siste-
mas han sido reconocidos como factores cla-
ves para el e´xito de la adopcio´n del comercio
electro´nico. Los mismos son usados por agentes
de software inteligentes como un mecanismo
para buscar compan˜eros confiables y como un
incentivo en toma de decisiones acerca de si se
tiene en cuenta un contrato. La reputacio´n es
usada en el mercado electro´nico como un me-
canismo para evitar fraudes y estafas [2, 9, 6].
Los e-markets no son el u´nico campo de apli-
cacio´n, por ejemplo, en [3] usan la confianza
para mejorar la performance de mecanismos de
revisio´n de creencias.
3. Resultados obtenidos y
esperados
Anteriormente en esta l´ınea se ha desarro-
llado un modelo episte´mico para MSBR [21,
22, 23] para el cual hemos propuesto una ma-
nera racional de pesar las creencias usando un
orden de credibilidad entre agentes. Para ello
se definio´ una funcio´n de plausibilidad que es
utilizada en la definicio´n de un criterio para
comparar las creencias. Adema´s, se han defini-
do diferentes operadores que describen un mo-
delo de cambio completo basado en informan-
tes: expansio´n, contraccio´n, revisio´n prioriza-
da y revisio´n no-priorizada. Para cada uno de
ellos hemos dado una definicio´n en forma cons-
tructiva y hemos mostrado una caracterizacio´n
axioma´tica a trave´s de teoremas de representa-
cio´n. En este formalismo los operadores esta´n
basados en un ordenamiento de fuentes (como
es sugerido en [8, 7, 5, 4]) y en la te´cnica de
contraccio´n propuesta por Sven Ove Hansson
en [11].
El objetivo de esta l´ınea de investigacio´n es
proponer un modelo completo de cambio para
o´rdenes parciales de credibilidad de informan-
tes, donde se combinen formalismos de revisio´n
de creencias con te´cnicas de mantenimiento de
confianza y reputacio´n. En base a este nuevo
formalismo de revisio´n de o´rdenes de credibi-
lidad en sistemas multi-agente, se definira´ una
caracterizacio´n axioma´tica de los operadores
proveyendo de esta manera teoremas de repre-
sentacio´n que le dara´ a la propuesta un so´lido
marco teo´rico.
La importancia de esta l´ınea de investigacio´n
radica en el estudio y desarrollo de nuevos for-
malismos para su aplicacio´n en el a´rea de sis-
temas multi-agente. Estos sistemas se utilizan
en la actualidad para la resolucio´n de proble-
mas complejos en ciencias de la computacio´n y
en otras disciplinas. Su campo de aplicacio´n ha
ido en aumento en los u´ltimos an˜os, fundamen-
talmente por los desarrollos teo´ricos y pra´cti-
cos producidos en las a´reas de inteligencia ar-
tificial distribuida y robo´tica cognitiva. Se pre-
vee que el campo de aplicacio´n de estos siste-
mas seguira´ en aumento, lo cual requerira´ el
desarrollo de nuevos formalismos teo´ricos para
su futura aplicacio´n.
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