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Abstract 
 
Very detailed information about the atomic and electronic structure of materials 
can be obtained via atomic-scale resolution scanning transmission electron microscopy 
(STEM).  These experiments reach the limits of current microscopes, which means that 
optimal experimental design is a key ingredient in success.  The step following 
experiment, extraction of information from experimental data is also complex.  
Comprehension of experimental data depends on comparison with simulated data and on 
fundamental understanding of aspects of scattering behavior.  The research projects 
discussed in this thesis are formulated within three large concepts. 
 
 
1. Usage of simulation to suggest experimental technique for observation of a 
particular structural feature.  
 
Two specific structural features are explored.  One is the characterization of a 
substitutional dopant atom in a crystal.  Annular dark field scanning transmission electron 
microscope (ADF-STEM) images allow detection of individual dopant atoms in a crystal 
based on contrast between intensities of doped and non-doped column in the image.  The 
magnitude of the said contrast is heavily influenced by specimen and microscope 
parameters.  Analysis of multislice-based simulations of ADF-STEM images of crystals 
doped with one substitutional dopant atom for a wide range of crystal thicknesses, types 
and locations of dopant atom inside the crystal, and crystals with different atoms revealed 
trends and non-intuitive behaviors in visibility of the dopant atom. The results provide 
practical guidelines for the optimal experimental setup regarding both the microscope and 
specimen conditions in order to characterize the presence and location of a dopant atom.  
Furthermore, the simulations help in recognizing the cases where detecting a single 
dopant atom via ADF-STEM imaging is not possible.   
The second is a more specific case of detecting intrinsic twist in MoS2 nanotubes.  
Objective molecular dynamics simulations coupled with a density functional-based tight-
binding model revealed that a stress-free single-walled (14,6) MoS2 nanotube has a 
torsional deformation of 0.87 °/nm. Comparison between simulated electron diffraction 
patterns and atomic-resolution ADF-STEM images of nanotubes with and without the 
small twist suggested that these experimental techniques are viable routes for detecting 
presence of the torsional deformation.   
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2. Development of theory to cast light on aspects of scattering behavior that affect 
STEM data.  
 
STEM probe intensity oscillates as the probe transmits through a crystalline 
sample.  The oscillatory behavior of the probe is extremely similar during transmission 
through 3-D crystals and the hypothetical structure of an isolated column of atoms, a 1-D 
crystal.  This indicates that the physical origin of oscillation in intensity is not due to 
scattering of electrons away from one atomic column and subsequent scattering back 
from neighboring columns.  It leaves in question what the physical origin or intensity 
oscillation is.  This question was answered here by analysis of electron beam behavior in 
isolated atomic columns, examined via multislice-based simulations.  Two physical 
origins, changes in angular distribution of the probe and phase shift between the angular 
components, were shown to cause oscillation in beam intensity.  Sensitivity of frequency 
of oscillation to different probe and sample parameters was used to better understand the 
influence of the two physical origins on probe oscillation.   
 
 
3. Acquisition of atomic-scale STEM data to answer specific questions about a 
material.   
 
 
Graphene, due to its 2-Dimensionality, and due to its thermal, optical, electrical, 
and mechanical properties, which are conducive to providing a unique material for 
incorporation in devices, has gained a lot of interest in the research world and even 
spurred start-ups.  There are several feasible routes of graphene synthesis, among which 
chemical exfoliation of graphite is a promising method for mass-scale, low-cost 
production of graphene.  Chemical exfoliation of graphite to produce graphene is a two-
step process: oxidation to exfoliate the graphite layers, which results in graphene oxide, 
and reduction of graphene oxide, to produce graphene as a final product.  Here, we 
examined the atomic and electronic structure of graphene oxide and of the reduced 
sheets.  Two different methods of reduction, thermal reduction in vacuum and aqueous 
reduction in atmosphere, were compared.  TEM-based techniques were used for 
nanoscale characterization.   
GO was synthesized using the modified Hummer’s method and presence of single 
layer sheets was confirmed by electron diffraction (ED).  Non-uniform distribution of 
oxygen in GO was observed using Z-contrast imaging in STEM.  Presence of sp
2
 and sp
3
 
hybridized carbon bonds in GO was confirmed by examining the fine structure of carbon 
K-edge in electron energy loss spectra (EELS).  Changes in oxygen distribution and 
electronic structure of carbon were monitored using the same techniques in situ during 
thermal reduction of GO to graphene.  Change in oxygen level and carbon hybridization 
was gradual with increasing temperature, with complete conversion to oxygen-absent, sp
2 
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hybridized carbon sheet at       C.  Gradual change confirmed the ability to fine-tune the 
level of oxygen on carbon sheets using thermal reduction in vacuum.  Instantaneous 
heating from room temperature to       C showed formation of holes in the graphene 
product.  A several-hour gradual heating process was suggested to decrease perforation in 
graphene sheets.  
The second reduction process, aqueous thermal reduction in ambient pressure, did 
not lead to completely sp
2 
hybridized carbon sheets, observed using EELS.  Presence of 
oxygen was also observed via x-ray photoemission spectra (XPS).  Yet, electrical 
resistance of the product was 5 orders of magnitude less than the starting GO sheets.  
This property was explained by examining the atomic structure of the reduced GO.  High 
resolution conventional TEM (CTEM) images of nano-scale section of the reduced GO 
showed randomly shaped crystalline areas and amorphous areas, with crystalline area 
being above the 2-D percolation threshold and thus explaining the conductive property.   
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1. Introduction 
 
1.1 Presence of Electron Microscopy (EM) 
 
Invented in  93 ’s [1], the electron microscope is still developing in 2013.  It has 
advanced from being a lab prototype, proof-of-concept, instrument to serving profitable 
businesses and cutting edge research [2-4].  TEM is used for development of commercial 
products by DOW Corning, Honeywell, Intel, IBM, ExxonMobil, 3M, and a number of 
other companies.  Advanced, customized microscopes include the 0.5 Å resolution 
TEAM microscopes at Berkeley National Lab, femtosecond scale-time resolved TEM at 
California Institute of Technology, and environmental TEM at Arizona State University.  
Currently, the highest technology TEMs are developed by FEI, based in Netherlands, and 
JEOL, based in Japan, with TEM related instruments such as electron energy loss 
spectrometer (EELS) supplied by Gatan, specialized specimen holders, such as the in situ 
heating holder by Protochips, and uniquely designed specimen grids by Ted Pella, Grid-
Tech, and TEMWindows.  There are two well-known peer-reviewed journals that focus 
on advances in electron microscopy, Ultramicroscopy and Microscopy and 
Microanalysis.   
 
The facility of spatially localized information at Angstrom length scale is 
important in characterizing materials with nanoscale features.  The wide-applicability of 
such a characterization tool is highlighted with two examples:  (1) sparse doping can 
change the electrical [5,6] and optical [7,8] properties of a material.  The distribution of 
dopant atoms in a bulk material can be examined via TEM [9-11] and (2) as a material 
changes size from bulk to nanoscale, the surface-area to volume ratio increases and 
material properties change [12] becoming more dominated by surface properties.  
Changes in material properties as a function of size can be studied via TEM [13].   
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1.2 EM & comparable techniques 
 
The excitement for electron microscopy is partially due to the number of different 
techniques within electron microscopy that reveal many different types of structural 
information about a material.  These techniques include conventional transmission 
electron microscopy (CTEM), scanning transmission electron microscopy (STEM), 
electron diffraction (ED), electron energy loss spectroscopy (EELS), and energy 
dispersive x-ray (EDX).  CTEM is used to create magnified images of samples.  Low 
magnification CTEM images, up to 50,000 X, are based on contrast due to scattering of 
electrons by the specimen and are similar to images that we see in actual life, but heavily 
magnified, and can be easily interpreted.  High magnification CTEM images, ~ 1 million 
X, show interference patterns between electron waves that occur due to scattering from 
atomic planes in the specimen, and reveal information about the lattice structure of a 
specimen.  High-angle annular dark-field (HAADF)-STEM images are based on the 
collection of electrons that are scattered to high angles and reveal information about the 
elemental distribution in a sample.  ED patterns are used to interpret crystallographic 
information about samples.  EELS is used to determine elemental composition and gain 
information about the electronic structure of elements in the sample.  EDX is used to 
determine elemental composition of sample and can detect a wider range of elements in 
the periodic table than EELS.   
  
Almost every technique in electron microscopy has a counterpart based on light. 
The light based techniques are extremely helpful to the field of electron microscopy 
because they provide knowledge on techniques and data interpretation that can be 
adapted to electron microscopy.  Imaging can be compared to imaging with a light 
microscope, but with significant increase in magnification limit.  Similar to electron 
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diffraction, but far more used is x-ray diffraction (XRD).  The energy spectrum of EELS 
overlaps with that of x-ray absorption near edge spectra (XANES).   
 
The glamour of electron microscopy is in the ability to image very small features 
and to obtain spatially localized information.  The wavelength of a 100 keV electron, a 
typical TEM electron, is 0.037 Å, and resolution is limited by the electromagnetic lenses 
of the electron microscope, where potential for improvement exists.  In contrast, visible 
light is limited to features ~ 300 nm as that is the lower limit of wavelength in the visible 
light spectrum.  The STEM electron probe can be focused to a spot as small as 0.8 Å at 
full-width half maximum (FWHM).  Scanning the specimen with this probe leads to 
information localized almost as much as the probe.   
 
1.3 Advancement of TEM resolution & Focus of this work 
 
The current EM technology is advanced to atomic-level resolution in imaging and 
other types of data collection.  Limitations in using TEM arise because complex 
interactions between beam and specimen cause the data to be non-intuitive.  There are 
many examples, but I provide one here: Although the size of the electron probe may be 
0.8 Å, the electron beam may split along atomic columns.  The result is scattering of 
electrons from atomic columns that are more than an Angstrom apart and the TEM data 
no longer has 0.5 Å spatial resolution.   
 
Taking the TEM to new heights requires microscope technology and data 
simulation programs on par with each other so that data can be acquired and understood.  
With this view point, part of the research in Prof. Andre Mkhoyan’s group focuses on: 
 
1. Using simulation to determine whether or not a particular microscope technique 
can be used to observe a particular structural feature [14-16]. 
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2. Developing simulation programs to incorporate more aspects of electron-
specimen interactions (Projects in progress, no publications yet).   
3. Acquisition of atomic resolution experimental data [2] and interpretation using 
simulations [17]. 
 
Two chapters in this thesis describe projects that focus on the ability to detect a 
nanoscale feature (Chapters 3 and 6).  One chapter is focused on fundamental 
understanding of electron behavior (Chapter 4).  One chapter is devoted to experimental 
nanoscale characterization of a recently developed 2-D material, graphene oxide (Chapter 
5).   
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2. Methods 
 
2.1 Scanning transmission electron microscopy and electron energy loss 
spectroscopy 
 
Scanning transmission electron microscope (STEM) is a microscope that uses a 
highly focused beam of electrons to scan the sample.  Electrons transmit through the 
sample, interacting with the sample in many ways.  Due to columbic force, some 
electrons are scattered to high angles away from the optic axis.  These electrons are 
detected by an annular dark field (ADF) detector.  ADF-STEM images, showing the 
sample magnified up to millions of times, are produced by a raster scan of the focused 
probe across the sample.   
 
I used an FEI Tecnai F30 transmission electron microscope for STEM imaging.  
The microscope uses a Schottky field emission gun to emit electrons.  The Schottky field 
emission gun has a tungsten filament with a sharp tip which is heated to a high 
temperature to excite the tungsten electrons.  The filament is also placed in an electric 
field to decrease potential barrier for electron emission.  As a result, a stream of largely 
coherent electrons emits from the tungsten filament and propagates along the optic axis.  
Electromagnetic lenses are used to focus the electron beam further.  The final result in 
FEI F30 STEM machine is a probe with 1.8 Å diameter.  Electrons accelerated to 
different energies allow different objectives to be achieved in characterization 
experiments.  Our F30 settings allowed electrons accelerated at 300 keV, 200 keV, and 
100 keV to be focused into a small probe.     
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Inelastically scattered electrons transfer a small amount of their energy to the 
sample, exciting electrons in the sample, phonons, or plasmons.  Inelastic scattering 
events can be observed by recording the energy spectrum in the primary electrons.  This 
technique is known as EELS.   Measurement of energy loss in the 50 eV to 1100 eV 
range in primary electrons is possible using a Gatan EELS spectrometer.  The spectra of 
the transmitted electrons can be for analysis of elemental composition and electronic 
structure.  The onset of energy loss is characteristic of element absorbing the energy and 
the fine structure of the energy loss peak is related to the electronic structure of the 
element.  A limitation is that detection is limited to the elements that absorb energy in 
this range.   
 
A diagram showing the microscope in STEM mode illustrates the positions of the 
incident beam, specimen, ADF detector, and EELS spectrometer, see Figure 2.1.   
 
 
Figure 2.1 Schematic diagram of STEM with ADF detector and EELS detector.   
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The energy spread of the incident electrons and the dispersion of the spectrometer 
limit the resolution of the recorded spectra.  The resolution can be determined by the full 
width half maximum (FWHM) of the unscattered beam, i.e. the peak at the zero loss 
position.  FEI F30 with the Gatan Spectrometer achieved an energy resolution of 0.8 eV.     
 
2.2 Specimen preparation 
 
The constant challenge of the microscopist is specimen preparation, which is 
unique for every sample.  Criteria for specimen include (1) electron transparency, i.e. less 
than 100 nm thickness, with optimal thickness being experiment dependent, (2) 
cleanness, (3) ability to withstand exposure to high energy electrons and (4) vacuum 
compatibility.  Nano-materials are naturally in the regime of electron transparency, 
however bulk materials must be thinned for characterization using TEM.  Bulk materials 
can be thinned by erosion of surface layers using focused ion beam (FIB), ion mill, 
dimpling, or polishing.  Bulk materials can also be cut using a microtome or cleaved.  
The thinned sample is then glued to a TEM grid.  Preparation of a silicon sample for 
TEM characterization is shown in Figure 2.2.   
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Figure 2.2 (a) Silicon wafer, a bulk material, was prepared for TEM study.  (b) A 
mechanical polisher was used to create (c) a wedge sample glued to a supporting 3 mm 
ring.  (d) Ion mill that was used to polish the sample surface prior to microscopy.  (e) The 
thin section of the wedge sample was viewed in the microscope.  (f) CTEM image of Si 
[110] taken with FEI Tecnai F30 at 300 keV.   
 
 Specimen damage is a major limitation in microscopy.  The high energy electrons 
destroy specimens either by knock-on damage, ionization damage, or by heat.  This 
restricts the length of time for which the sample can be exposed to the electron beam, i.e. 
the length of time for data acquisition.  Longer data acquisition times are preferred 
because they increase signal to noise ratio.   
 
2.3 Simulation of TEM data 
 
Interpretation of TEM data beyond simple imaging and observation of symmetries 
in electron diffraction patterns, can provide many different types of information about a 
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material, but requires complex analyses.  Example of a complex analysis is the method of 
exit-wave reconstruction which can be used to measure the thickness and tilt of crystal in 
localized regions [18].  Analysis of TEM data based on comparing experimental data to 
simulated data is also widely used.   
 
There are primarily two algorithms used to simulate the electrons transmitted 
through sample, the Bloch wave method and the multislice method [19].  Bloch wave 
method is applicable to a periodic specimen, whereas the multislice method is not 
restricted to crystalline materials.  Its larger clientele makes the multislice method 
extremely appealing.   
 
In the multislice algorithm, the incident probe, described mathematically by a 2D 
wave packet, is transmitted through the sample.  The intensity distribution of the probe 
after transmission simulates electron micrographs.  Fourier transform of the wave packet 
describing the probe after transmission simulates electron diffraction patterns.  In fact, the 
multislice algorithm calculates the wave function describing the probe at intermediate 
stages inside the sample and thus allows calculation of changes in beam intensity and 
angular distribution of the probe during transmission.   
 
The multislice algorithm treats the specimen as a 3D object, but divides the 
specimen into discrete 2-D planes, called as slices.  Slices can contain atoms or be empty 
depending on whether or not atoms are present in the slice.  Atoms are modeled using 2D 
projected atomic potential calculated by tabulated Hartree-Fock parameters [20].  
Volume between the slices is treated as vacuum.  The incident probe scatters from the 
first slice, propagates in vacuum to the next slice, scatters, and so on.  The process is 
repeated until the end of the specimen is reached.   
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A number of software packages based on the multislice method that simulate 
TEM data have been put forward by research groups across the globe [21].  These include 
Numis released by Marks in  987, NCEMSS released by O’Keefe and Kilaas in  988, 
TEMSIM released by Kirkland in 1988, JMULTIS released by Zuo in 1990, 
HREMResearch released by Ishizuka in 2001, and JEMS released by Stadelmann in 
2004.  My work uses TEMSIM by Kirkland because the software package has been kept 
updated by Kirkland, is accompanied by a textbook [20] explaining the scientific theory 
and coding algorithm in detail, and is freely available including the C code.  The 
availability of the code allows understanding the exact details of the software and 
modification based on customized input and output requirements.   
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3. Limits in detecting an individual 
dopant atom inside a crystal 
 
 
 
 
 
 
 
 
 
 
 
 
Reprinted from Ultramicroscopy, Vol. 111, Anudha Mittal and K. Andre Mkhoyan, 
Limits in detecting an individual dopant atom inside a crystal, pp. 1101-1110. Copyright 
2011, with permission from Elsevier.   
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3.1 Introduction 
 
Interest in imaging and identifying individual dopant atoms inside crystalline 
specimens has a long history in electron microscopy. While both conventional 
transmission electron microscopes (TEMs) and scanning transmission electron 
microscopes (STEMs) are capable of imaging an individual atom [22,23], detecting an 
individual dopant atom inside the crystal appears to be easiest using an annular dark ﬁeld 
detector in STEM. Here a simple relationship between ADF-STEM image intensity and 
atomic number of scattering atoms provides direct visualization of abnormalities in high-
resolution images of crystalline specimens. With recent advances in lens aberration-
correction [24-27] ADF-STEM imaging has become applicable even for crystalline 
sample with <1 Å spacing between atomic columns [28-30]. 
 
Challenges in experimentally identifying individual dopant atoms inside crystals 
using ADF-STEM images include differentiation between a dopant atom inside the 
sample and an accidental spattered atom attached on the surface of the sample and 
reduction of electron-beam-induced damage to the sample to the level that local 
alterations in the specimen will not limit analysis. Imaging dopant atoms in crystalline 
specimens is further complicated by sample-sensitive changes in the incident electron 
beam due to channeling [31-34].  However, despite these challenges, several groups have 
successfully imaged dopant atoms inside a host: Voyles et al. [35] observed Sb atoms 
inside Si, Varela et al. [36] studied La-doped CaTiO3, Shibata et al. [37]  imaged Y atoms 
in Al2O3, Lupini et al. [38] studied Bi dopant atoms in Si, Sato et al. [39] examined the 3-
d positions of Pr dopant atoms inside ZnO crystal, and Okuno et al. [40] visualized Tm 
dopant atoms inside GaN quantum dot. Yet, the number of cases reported in literature are 
too few to develop a systematic view on parameters and conditions that govern visibility 
of individual dopant atom in ADF-STEM images. Understanding the roles of the 
microscope parameters and specimen conditions are instrumental in designing 
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experiments to detect individual dopant atoms and determine their location as precisely as 
possible to reconstruct the atomic structure of the doped material.   
 
Some simulation-based studies on the visibility of dopant atoms in ADF-STEM 
have been reported before [33,34,38,41-43].  Voyles et al. [33] have examined the effect 
of dopant atom position on visibility for non-corrected probes by using Sb-doped Si 
crystal and observing a rise and fall in visibility as dopant atom depth increases due to 
beam channelling. Dwyer and Etheridge [43] reported that different sized probes channel 
differently in a crystal and thus have different positions of maxima in intensity as they 
propagate along an atomic column, suggesting that a dopant located at certain depths 
inside a crystal can be detected more easily with a larger probe. Lupini et al.[38] and Xin 
et al.[34] simulated defocal series of ADF-STEM images of doped crystals and showed 
changes in the brightness of the doped column, suggesting that defocus of the probe 
might be used to determine the dopant atom position in the 3
rd
 dimension.  Xin et al.[34] 
also reported that a slight tilt away from a low order zone-axis might improve the 
visibility of dopant atoms.  While the effects of some experimental conditions on the 
visibility of dopant atoms have been explored, a systematic study of the effects of 
different parameters to understand limits in visibility of dopant atoms under different 
specimen and microscope conditions is not present in literature.   
 
In this paper, we have investigated the limits of ADF-STEM imaging to 
determine presence and position of individual dopant atoms inside the host crystal by 
analyzing simulated ADF-STEM images. Specimen features, such as thickness and 
crystallographic orientation of the host material, position of a dopant atom inside a 
specimen, Z-difference between dopant element and host, and probe parameters that 
affect the visibility of a dopant atom have been examined. This analysis provides a guide 
for optimization of the conditions for improving detection of a dopant atom and 
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assessment of the conditions under which a dopant atom is not detectable at all in ADF-
STEM images. 
 
3.2 Methods 
 
ADF-STEM images of single-atom-doped Si crystals were simulated using the 
multislice method [19] and code developed by Kirkland [20]. Silicon was used as a host 
material because it is commonly doped for electronic applications and is standard for 
(S)TEM analysis. Other elements in group 14 were used as substitutional dopant atoms 
because they have the same valence electron conﬁguration as silicon. Strain in the crystal 
structure due to dopant atom was not included in simulation, but is expected to have very 
little effect on the visibility of a dopant atom [44]. Specimen thicknesses ranging from 
0.5 to 70 nm were examined, covering the regime of nanoparticles and polished wedge 
samples. Dopant atom positions range from beam entrance surface of the sample to 18 
nm deep inside a crystal (see Figure 3.1).   
 
 
 
Figure 3.1 Schematic representation of doped specimen and STEM probe. 
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Si samples were examined from three different orientations, [100], [110], and 
[111]. Supercell sizes of the Si specimens used in simulations were 36.65 x 36.65 Å
2
 for 
[100] oriented crystal, 28.79 x 31.22 Å
2 
for [110] and 28.80 x 32.14 Å
2 
for [111].  A grid 
with 512 x 512 pixels was used for 100 keV beams and 1024 x 1024 for 300 keV. 
Crystals oriented along [100], [110], and [111] directions were sliced with thicknesses 
1.36, 1.92, and 0.7 Å, respectively.  Alternating (111) planes of atoms in Si are spaced 
apart at 0.8 and 2.35 Å. Due to the unequal spacing, Si (111) cannot be sliced so that each 
slice contains exactly one plane of atoms. Therefore, STEM images with two slice 
thicknesses, 0.7 and 1 Å, were simulated. Results show that both slice thicknesses lead to 
the same intensity around each atomic column. Consequently, results are not sensitive to 
this small range of slice thicknesses, and 0.7 Å slice thickness is used in Si (111) 
simulations.  For generation of ADF-STEM images, the STEM probe was scanned with 8 
pixel/Å steps across the sample. In all images, the intensity is normalized to the incident 
beam intensity, which is the same in all simulations. This normalization allows 
quantitative comparison between different images. Beam intensity proﬁles along an 
atomic column in Si for different crystallographic orientations and other host materials 
were also simulated to study beam channelling. 
  
Four types of STEM probes were used: (i) 100 keV aberration corrected probe, 
Cs(3)=0.015 mm, Cs(5) =0 mm, ∆f = 30 Å defocus, and αobj =25 mrad objective 
aperture[45]; (ii) 100 keV non-corrected probe, Cs=1.3 mm, ∆f =850 Å defocus, and αobj 
=11.4 mrad objective aperture; (iii) 300 keV aberration corrected probe, Cs(3) = 0.015 
mm, Cs(5) =10 mm, ∆f =5 Å defocus, and αobj =25 mrad objective aperture; and (iv) 300 
keV non-corrected probe, Cs= .3 mm, ∆f = 32  Å defocus, and αobj =11.4 mrad (see 
Figure 3.2).  While the actual parameters for aberration-corrected and non-corrected 
probes vary for different STEMs and experiments, the general characteristics, such as 
probe size or convergence angle, are very similar. In the simulations the probe was 
focused on the specimen entry surface, since it is the optimum condition for the smallest 
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incident probe and for imaging the bulk of the crystal. Electrons scattered between 54 and 
200 mrad from the optic axis were collected to form the ADF-STEM images. Effects of 
chromatic aberration and source size were ignored. Thermal vibrations of the atoms were 
modelled by averaging    different frozen phonon conﬁgurations for each ADF-STEM 
image [42]. The room temperature RMS atomic displacement (or vibration amplitude) of 
0.076 Å was used in simulations with Si host [42,46] and 0.08 Å in simulations with Ge 
host [47]. Analysis of the effect of host Z required study of Sn as host material, in which 
case Sn was modelled with Si atomic structure and RMS atomic displacement for thermal 
vibrations to prevent results from being a coupled effect with change in crystal structure.  
 
 
 
Figure 3.2 Four different STEM probes used in these simulations: aberration-corrected 
and non-corrected probes at 100 and 300 keV 
 
At high resolution, ADF-STEM images show bright intensities at atomic column 
positions. The intensity of each column increases with the atomic number of the elements 
of the column. Hence, a single dopant atom is detected due to difference in intensities of 
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doped and non-doped columns. Visibility, V, of a dopant atom is deﬁned here as where ID 
is the intensity of a doped column and IH is the intensity of a non-doped column in ADF 
image, ZDopant and ZHost are the atomic numbers of dopant atom and element of the host 
crystal, respectively.  
 
   
     
  
                          
     
  
                          
      (3.1) 
 
The intensity of a non-doped column is taken from the ADF-STEM image of a 
non-doped host simulated under the exact same conditions as a doped specimen case. In 
experiment, it is easier to compare intensities of a doped column to neighboring columns 
rather than a separate non-doped specimen, and therefore any effect of dopant on 
neighboring columns must be understood. We compared the ADF-STEM image intensity 
of a column adjacent to a doped column to the intensity of a column in a non-doped 
specimen. ADF-STEM images of Si in [110] orientation with line scans for specimens of 
thickness 3, 10, and 25 nm are presented in Figure 3.3. These results indicate that in Si in 
[110] orientation, in the same dumbbell, the non-doped atomic column has the same 
intensity as a column in a non-doped Si specimen. We found the same result for adjacent 
columns also for Si in [100] orientation. Therefore, IH in Eq. (1) can be the intensity of 
the adjacent column in experimental images. However, in thick specimens, typically 425 
nm, it is necessary to avoid nearest neighbor columns as reference because a signiﬁcant 
amount of beam intensity transfers to the neighboring columns [48-50].  
To calculate the error in visibility values, Si [100] Sn-doped specimen was 
imaged over a 7×7 Å
2
 area using a 100 keV aberration-corrected probe, averaged over 10 
phonon configurations. This simulation was repeated nine times. The mean standard 
deviation between each set of 9 pixels was used as uncertainty for the intensity of an 
atomic column. Propagation of error calculation for the Equation (3.1) led to less than 7% 
fractional uncertainty in visibility. Increasing the number of phonon configurations can 
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further improve the accuracy in simulated results. Uncertainty due to experimental noise 
depends on the experimental setting and is not considered here.  Fractional uncertainty in 
the value for visibility was estimated by conducting repetitive simulations and 
propagation of error through the formula for visibility and found to be less than 7%. 
 
 
 
 
 
Figure 3.3 (a) ADF-STEM image of Si in [110] orientation. (b) ADF-STEM image of 
Sn-doped Si in [110] orientation. (c) Line scans from images in (a) and (b) and similar 
images of specimens of different thicknesses. Solid markers are line scans from Sn-doped 
Si and open markers are line scans from pure Si. The line scans show that the nearest 
neighbor column has the same intensity as an atomic column in a non-doped specimen of 
same thickness for thin specimens. The 100 keV aberration-corrected probe was used in 
these simulations. 
 
3.3 Results 
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The results of simulations indicate that the visibility of a dopant atom in ADF-
STEM images depends strongly on specimen thickness and crystallographic orientation 
with respect to the incident beam, dopant atom type and position inside the host, the 
crystal structure and composition of the host material, and on incident beam properties. 
Here, we discuss each effect separately. 
 
3.3.1 Effect of specimen thickness 
 
Visibility of an Sn-dopant atom embedded in Si [110] oriented specimens with 
thicknesses ranging from 0.5 to 70 nm was examined. Dopant atom depth varies from 0 
to 18 nm, but only selected results up to 13 nm depth are shown in Figure 3.4 for clarity. 
Figure 3.4 shows that the visibility of a dopant atom decreases drastically with increasing 
specimen thickness. This is at least partially due to the increase in number of host atoms 
contributing to the atomic column intensity while there is still only one dopant atom. 
Visibility decreases monotonically with increasing specimen thickness for all positions of 
dopant atoms. However, the rate of decrease in visibility varies with dopant atom 
position. For example, while the visibility of Sn dopant atom on the entrance surface 
drops from above 200% in 1 nm thick sample to 4% in a 25 nm sample, the visibility of a 
dopant atom located 5 nm below the entrance surface drops only from 35% in 10 nm 
thick sample to 10% in 70 nm sample. The rate of decrease in visibility with thickness is 
slower for dopant atoms that are slightly below the entrance surface. This is due to 
differences in beam intensity at different depths.   
 
Shibata et al. [44] suggest that the visibility of dopant atom is less dependent on 
specimen thickness if the specimen is viewed from high-order zone-axes. However, the 
visibility decreases when crystal is imaged along high-order zone-axis due to higher 
background intensity in the image [51]. The trade-off requires optimizing conditions for a 
particular sample.  For thin samples, such as nanoparticles, a low-order zone-axis may be 
 20 
 
the preferred viewing direction because visibility of a substitutional dopant atom is 
increased due to electron channeling and not destroyed by the high background caused by 
a large specimen thickness. For dopant atoms embedded in a thick host, imaging along a 
high order zone-axis or a slight tilt away from a low-order zone-axis may increase 
visibility of dopant atoms because visibility drops drastically with increase in specimen 
thickness when viewed along a low-order zone axis. 
 
 
 
Figure 3.4 Visibility of Sn dopant atom in ADF-STEM images as a function of specimen 
thickness. The host is Si crystal in [110] orientation. The 100 keV aberration-corrected 
probe was used in these simulations. 
 
 
3.3.2 Effect of dopant atom position 
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It has been reported that the position of a dopant atom along the z-axis affects its 
visibility [48,52-54].  The relationship between dopant atom position and its visibility is 
studied by calculating the visibility of an Sn dopant atom located at a range of depths 
from the incident beam’s entrance surface in Si [110] crystal, d = 0–18 nm, for specimens 
of different thicknesses. As can be seen from Figure 3.5 the visibility peaks ﬁrst at 
approximately d = 2–4 nm and then at around d=13 nm. This non-monotonic behavior in 
visibility is due to increase and decrease in intensity of the incident beam along an atomic 
column, commonly referred to as channeling, causing dopant atoms located at certain 
positions to scatter more electrons into the ADF detector. Simulated beam intensity 
proﬁle of an electron beam propagated in Si [110] has peaks at 3 and 13 nm, as shown 
later in Figure 3.6(c).  The relationship between visibility and dopant atom depth varies 
with specimen thickness. The ﬁrst peak shifts towards a deeper dopant atom as specimen 
thickness increases. For example, the visibility of dopant Sn peaks around 2 nm depth for 
a 10 nm thick specimen, whereas it peaks around 4 nm for a 65 nm thick specimen, see 
Figure 3.5. 
 
 
 
 22 
 
Figure 3.5 Dopant atom visibility in ADF-STEM images as a function of dopant atom 
depth for Sn-doped Si viewed in [110] orientation. The 100 keV aberration-corrected 
probe was used in these simulations. 
 
The non-linear relationship between visibility and depth of dopant atom (see 
Figure 3.5) indicates that comparison of experimental data from recorded ADF-STEM 
images with simulated results is necessary for gauging the position of the dopant atom.  
Local slopes in visibility vs. dopant atom depth curve deﬁne how precisely can dopant 
atom location can be determined in that region. Figure 3.5 shows that in some ranges for 
dopant atom positions, visibility changes more than in others. For example, in 25 nm 
thick [110] oriented Si, Sn dopant atom has approximately the same visibility if it is 2–5 
nm depth range from the entrance surface. Hence, it would not be possible to discern the 
position of Sn dopant atom within this range. Following this plateau, the visibility drops 
from 17% to almost 0 within 2–3 nm depth. In this region, careful comparison of the 
experimental data with simulation may provide a more accurate estimate of dopant atom 
position. It still may be only possible to narrow the possible dopant atom locations, and 
not know the exact location because of the region prior to the plateau. Dopant atom at 
depths 0–2.5 nm also has the same visibility range.   
 
In amorphous hosts the position of dopant atom can be determined within the 
depth of focus of the STEM probe, which is about 5–10 nm in aberration-corrected 
probes[55], through defocal series [52,56].  In crystalline hosts this analysis becomes 
non-intuitive due to probe channelling. It has been observed that in crystalline hosts the 
intensity of a doped atomic column is more sensitive to the depth of the dopant atom than 
the defocus and the maximum intensity does not necessarily occur at a defocus equal to 
dopant atom depth [57]. These complications prevent application of the simple defocal 
series technique to gauge the depth of a dopant atom in a crystalline host.  
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In very thin samples the visibility of a dopant atom in ADF-STEM images has a 
monotonically increasing behavior as a function of dopant atom depth. In [110] oriented 
Si, if the sample is <3 nm thick, the position of the dopant atom can be unambiguously 
and precisely determined by comparison of experimental data with simulations (see 
Figure 3.5). When a sample is that thin, the visibility of dopant atom is at its maximum 
when the dopant atom is located at the specimen exit surface, which is consistent with 
earlier observations by Loane et al. [51], who report that a Bi adatom on the exit surface 
of Si is more visible than on the entrance surface.   
 
3.3.3. Effect of crystal orientation 
 
Crystal orientation is also expected to play an important role in visualizing 
individual dopant atoms because the beam intensity proﬁle along an atomic column 
changes with crystal orientation.[45]  ADF-STEM images of Sn-doped Si viewed in three 
different crystallographic orientations: [100], [110], and [111] were simulated and the 
results are shown in Figure 3.6. Visibility of an Sn dopant atom, located at a range of 
depths, in 25 nm thick Si samples was calculated for each orientation (see Figure 3.6(b)). 
General behaviour of visibility as a function of dopant atom depth is the same for all 
three orientations, which can be explained by the similarity in beam intensity proﬁles 
along these three orientations, see Figure 3.6(c). While in all three orientations the ﬁrst 
channelling peak is about 3 nm, the position of the second peak varies from 13 nm for 
[110] orientation to 16 nm for [110], the effect of which can be seen in visibility graphs.  
The magnitude of visibility is signiﬁcantly higher in [ 00] orientation compared to the 
other two. This is due to the lower background intensity, IH, of the non-doped columns in 
ADF-STEM images in [100] orientation. We also observed negative visibility of the Sn 
dopant atom if it is imaged along the [111] orientation and is located at about 10 nm 
depth. Thus, testing different crystal orientations for different materials may proves 
beneﬁcial in detecting dopant atoms. The similarity of the visibility curve for different 
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orientations of the host crystal indicates that concerns with identifying the precise 
location of single dopant atom from experimental data, discussed in the previous section, 
is not speciﬁc to one unique orientation. 
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Figure 3.6. (a) ADF-STEM images of 3 nm thick Si specimens with single Sn dopant 
atom located 2.7 nm below the entrance surface viewed along [100], [110] and [111] low-
order zone-axes. (b) Visibility of Sn atom in ADF-STEM images as a function of dopant 
atom depth for these three crystallographic orientations. (c) Incident beam intensity as 
electrons of the probe, located on the atomic column, propagate along [100], [110] and 
[111] crystallographic orientations. The 100 keV aberration-corrected probe was used in 
these simulations. 
 
3.3.4. Effect of type of dopant atom 
 
The difference between atomic number of host and dopant, denoted by ∆Z and 
formally deﬁned here as 
 
∆Z = |ZDopant – ZHost|     (3.2) 
 
causes the difference in ADF image intensity between doped and nondoped 
columns. It is generally expected that increase in ∆Z would increase visibility of a dopant 
atom since ADF intensity is directly dependent on atomic number of scattering atom [58-
60].  However, it is not obvious how much the visibility would increase per ∆Z.  In 
particular, it is useful to identify the minimum ∆Z that can be detected for given host. To 
analyse this, we simulated ADF-STEM images of Si (ZSi=14) crystal doped with 
substitutional Sn (ZSn=50), Ge (ZGe=32), and C (ZC=6) dopant atoms, and a vacancy point 
defect.  The position of the point defect and the specimen thickness were varied to 
understand the effects of ∆Z without coupling with effects of specimen thickness or 
dopant atom position.  
 
Figure 3.7 shows that as ∆Z increases, visibility increases regardless of thickness 
of the sample or position of the dopant atom, as expected. When 3 nm thick Si oriented 
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along [110] direction is doped at the entrance surface, the visibility increases 1.7% per 
atomic number, in which case a minimum ∆Z ≥ 2 is required to detect the dopant atom. 
For a 3 nm thick sample, where dopant atom is located 2.7 nm below the surface at the 
peak visibility position (see Figure 3.5), preferable for experimental study, the visibility 
increases to about 4% per atomic number. Here, a ∆Z as small as 2 can be detected. For 
more common wedge polished samples with typical thickness of 25 nm, a surface dopant 
atom is practically invisible. However, for a dopant atom at most favorable position; 2.7 
nm below the surface (see Figure 3.5), the visibility of dopant atom in ADF images 
increases as 0.5%/∆Z suggesting that even ∆Z = 2 can be detected. In actual experiment 
the limit of detectable ∆Z will be dominated by the noise level of the instrument. Once it 
is identiﬁed, the rates indicated here can be used to determine the minimum detectable 
∆Z for that STEM.  We also simulated ADF-STEM images of doped Ge [110] crystals 
with dopant atom located 0.8 nm below the entrance surface. In one case Ge was doped 
with Si providing ZSi-ZGe = -18 and in the other case with Sn providing ZSn - ZGe = +18. 
Results presented in Figure 3.8 show that the dopant atom with ZDopant >ZHost is almost 
always more visible than dopant atom with ZDopant <ZHost even with the same ∆Z. 
 
As was discussed before, the change in visibility depends strongly on specimen 
thickness and dopant atom position, making it almost impossible to generalize how much 
it changes with ∆Z, and what is the minimum detectable ∆Z. To illustrate this, Figure 3.9 
shows the dependence of visibility for each kind of dopant atom and vacancy point defect 
in ADF-STEM image as a function of sample thickness and position of dopant atom 
calculated for Si host crystal when it is viewed along [110] crystallographic direction. 
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Figure 3.7 (a) Simulated ADF-STEM images of 3 nm thick Si crystal in [110] 
orientation with single vacancy point defect and C, Ge, and Sn substitutional point 
defects located 2.7 nm below the entrance surface. The arrow points to the atomic column 
where dopant atom or vacancy is located. (b) Visibility of each point defect for specimen 
thickness 3 nm and 25 nm and point defect at the entrance surface and 2.7 nm deep in the 
crystal. 100 keV aberration-corrected probe was used in these simulations. 
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Figure 3.8. Visibility of dopant Si and Sn dopant atoms in ADF-STEM images located 
0.8 nm from the entrance surface in Ge [110] as a function of specimen thickness. The 
100 keV aberration-corrected probe was used in these simulations. The arrow in ADF-
STEM image points to the atomic column where Si dopant atom is located in 15 nm thick 
Ge host. 
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Figure 3.9 Visibility of point vacancy (a), and substitutional C (b), Ge (c), and Sn (d) 
atoms in Si [110] as a function of depth. 100 keV aberration-corrected probe was used in 
these simulations. 
 
3.3.5. Effect of host atomic number 
 
The effect of host atomic number in the visibility of a dopant atom is analysed by 
studying ADF-STEM images of doped Si, ZSi =14, and Ge, ZGe =32, crystals (both have 
diamond crystal structure and similar lattice constants, aSi =5.430 Å and aGe =5.646 Å). Si 
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was doped with Ge, and Ge was doped with Sn, ZSn=50, with ∆Z =18 in both cases. This 
allows us to study the effect of host crystal atomic number without coupling with the 
effect of ∆Z difference, which is the main source for contrast in ADF-STEM images. 
Results suggest that the visibility decreases with increase in host atomic number due to 
increase in intensity of host atomic column, IH, in ADF image. In Figure 3.10 ADF-
STEM image intensities of doped and non-doped atomic columns of Si [110] and Ge 
[110] are compared. While differences in image intensity between doped and non-doped 
specimens can be observed in both cases, the intensity of non-doped Ge column is much 
higher than Si. Hence, the visibility of the dopant atom is lower in higher Z crystal.  
 
 
Figure 3.10 ADF image intensity of atomic columns as a function of specimen thickness 
for Si and Ge crystals oriented along [110] direction with and without single dopant atom 
inside. Si was doped with Ge, and Ge doped with Sn, ΔZ = 1 8 . Position of the dopant 
atom (at depth d = 5.7 nm) is indicated with arrow. The dopant atom visibility for 
different thicknesses of the host is also indicated. The 100 keV aberration-corrected 
probe was used in these simulations. 
 31 
 
 
As previously discussed, visibility of a dopant atom is higher at certain positions. 
These positions are expected to change with the host material, even with exactly same 
crystal structure and similar lattice constant, since beam intensity proﬁles are different for 
different host materials. Simulated beam intensity proﬁles as it propagates through an 
atomic column in [110] Si, Ge and Sn are presented in Figure 3.11. The period of 
oscillations visibly decreases with increasing atomic number of the crystal from 10 nm in 
Si to 6.5 nm in Ge to 4 nm in Sn. Additionally, the loss of beam intensity occurs at lower 
depths for higher Z hosts. These observations are in agreement with Hillyard et al.[61,62] 
who also report that a channelled probe travels less distance in heavier elements. This 
suggests that the range of depth for detecting a dopant atom is smaller in hosts with 
heavier elements when it is aligned along zone axis, i.e. strong channelling conditions.  
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Figure 3.11 Incident beam intensity as electrons of the probe, located on an atomic 
column, propagate along [110] crystallographic orientations in Si, Ge and Sn. The 
100 keV aberration-corrected probe was used in these simulations. 
 
3.3.6. Effect of probe size and voltage 
 
The effects of different probe parameters on visibility of a dopant atom are 
examined to identify conditions that can potentially improve the visibility. We compared 
the visibility of Sn dopant atom inside crystalline Si host for four STEM probes: 100 keV 
aberration-corrected (with probe size of 0.8 Å) and non-corrected (1.7 Å), and 300 keV 
aberration-corrected ( .5 ˚A) and non-corrected (1.7Å), see Figure 3.2. Here Si was 
imaged in the [110] orientation. Figure 3.12(a) shows that when Sn is located on the 
entrance surface both 100 and 300 keV non-corrected probes make the dopant atom 
almost equally visible in ADF images.  For aberration-corrected probes 300 keV 
acceleration voltage with smaller probe size leads to a slightly higher visibility than 100 
keV. These simulations indicate that increasing the energy of incident electrons does not 
necessarily improve detection of single dopant atoms and, therefore, beam energy should 
rather be optimized to minimize sample damage. However, probe size does improve 
detection.  
 
Beam propagation is signiﬁcantly different for different probes in both, magnitude 
of intensity and positions of maxima, see Figure 3.12(b). Aberration-corrected probes 
have their ﬁrst intense peak at very low depths <5 nm, where the non-corrected beams 
peak at depths 8–15 nm. The period between consecutive peaks in the channelling beam 
for aberration-corrected probes is <   nm, signiﬁcantly less than the period of non-
corrected probes, which is about 20–25 nm. These differences are primarily due to wider 
convergence angle and shorter depth of focus in aberration-corrected probes. The 
similarities between the two aberration-corrected and the two non-corrected probes are 
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the reasons why the visibility of dopant atom in ADF-STEM images is similar for each 
probe pair. 
 
 
Figure 3.12 (a) Visibility of Sn dopant atom in ADF-STEM images in Si [110] 
calculated using 100 and 300 keV electron beams with and without aberration-correction. 
Sn is located on the entrance surface. (b) Beam intensity profiles in Si along [110] 
direction as a function of propagation depth. 
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Since the dependence of visibility on dopant atom position follows the beam 
intensity proﬁle inside a sample, the peak visibility positions of dopant atom are different 
for different probes. If a dopant atom is located at 4–5 nm below beam entry surface, an 
aberration-corrected probe will clearly have an advantage. However, an aberration-
corrected probe should not always be the probe of choice for detection of single dopant 
atom inside the sample. For instance, a dopant atom located 10 nm from the entrance 
surface has about 6% higher visibility when imaged using non-corrected 1.7 A probe 
instead of aberration-corrected 0.8 Å probe, as shown in Figure 3.13. Hence, in some 
cases non-corrected probe can be more useful for identifying the presence of a dopant 
atom than aberration-corrected probe, consistent with predictions by Dwyer and 
Etheridge [63].  Examination of the material with both kinds of probes might offer better 
insight about the position of the dopant with more accuracy than with a single probe. 
 
 
 
Figure 3.13 Visibility of Sn dopant atom in ADF-STEM images in 25 nm thick Si crystal 
oriented along [100] direction calculated for different dopant atom positions and two 
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different probes.  For comparison beam intensity proﬁles in same crystal is also shown. 
The 100 keV aberration-corrected and non-corrected probes were used in these 
simulations. 
 
3.3.7. Effect of beam source size 
 
For STEM with aberration-corrected probe, the effects of the ﬁnite probe size can 
often be non-negligible. The demagniﬁed image of the electron source in the specimen 
plane, depending on beam current, can be in order of 1 Å.[62,64,65]  This results in 
additional incoherent broadening of the effective STEM probe function[20]: 
 
      
                                  (3.3) 
 
where            is the STEM probe spread function and             is the source 
function with typical Gaussian distribution. To evaluate the effects of the ﬁnite source 
size on visibility of the dopant atom we simulated the visibility of Sn dopant atom located 
on Si [110] entrance surface using a 100 keV aberration-corrected probe for source sizes 
0, 0.5 and 1 Å (see Figure 3.14). This increase in probe diameter due to ﬁnite source size 
can introduce slight changes in beam channelling pattern resulting in mostly small 
changes in dopant atom visibility as were observed here.  
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Figure 3.14  Visibility of Sn dopant atom in ADF-STEM images in Si [110] calculated 
using 0, 0.5 and 1 Å source sizes. Four different specimen thicknesses were considered 
and in all cases the dopant atom was located at the specimen entrance surface. The 100 
keV aberration-corrected probe was used in these simulations.  
 
3.3.8. Standard error 
 
While the exact noise level in any ADF-STEM measurement depends on the 
particular design and the make of the microscope, we can evaluate the standard error (or 
statistical noise) in the ADF signal and in the visibility of the dopant atoms as a function 
of specimen thickness, t. Applying the general deﬁnition of standard error to ADF-STEM 
image intensity, Iadf, as[66]  
 
      
        
       
         (3.4) 
 
where the number of electrons scattered to the ADF detector, N(t), can be expressed as 
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           (3.5) 
 
Here I0 is the beam current irradiating the sample, τ is the dwell time of the 
scanning probe and f(t) is the fraction of incident beam that scatters into the conical angle 
of the ADF detector. Calculated standard error in ADF signal of Si [110] atomic column 
for 100 keV incident beam as a function of specimen thickness for typical parameters of 
an aberration-corrected STEM: I0 100 pA, τ  1 ms[67], is shown in Figure 3.15. Multislice 
simulated f(t) (or normalized ADF intensity) for the 54–200 mrad ADF detector was used 
here (see Figure 3.12). The standard error for the visibility of Sn dopant atom in Si [110] 
propagating through Eq. (1) was also evaluated and the results were presented in Figure 
3.15. As can be seen from Figure 3.15, while the statistical noise can be different for 
different positions of dopant atom and should be calculated for each speciﬁc case, for 
most practical specimen thicknesses ( ≲ 40 nm) a standard error lower than 20% can be 
expected and in some cases can be even as low as 3%. Such low level of statistical noise 
suggests that most of the results presented here can be tested experimentally. 
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Figure 3.15. Fractional uncertainty in visibility of Sn dopant atoms in Si [110] due to 
statistical noise in experiment as a function of specimen thickness. er(t) is the standard 
error in ADF-STEM image intensity as a function of specimen thickness.  
 
3.4. Discussion 
 
Simulated data on the visibility of a dopant atom as a function of specimen and 
probe parameters presented systematically in the previous section for practical cases 
shows, in addition to expected intuitive behavior, also clear non-linearity of trends in 
visibility. Since the effects of some parameters are coupled, it is difﬁcult to completely 
separate and provide simple behavioral trends for every parameter. For example, while 
expected general 1/t-type decrease in visibility with increase in specimen thickness, t, 
was observed in many cases (see Figs. 4 and 8), an Sn dopant atom located at the 
entrance surface of Si [110] has visibility below noise level in specimens thicker than 20 
nm, whereas Sn dopant atom located 5 nm below the entrance surface is visible (with 
10% visibility) even in a 70 nm thick Si [110] specimens.   
   
The relationship between the position of a dopant atom and its visibility in ADF-
STEM image is not simple: several different locations of dopant atom can lead to the 
same contrast between doped and non-doped atomic columns. For instance, an Sn dopant 
atom located on the entrance surface in 3 nm thick Si [110] has 66% visibility. Sn dopant 
atom, located 2.7 below the entrance surface, in 5 nm thick Si [110] has also 66% 
visibility. Moreover, different types of dopant atoms can also have the same calculated 
visibility. For example, a Ge dopant atom, located 1.2 nm below the entrance surface in a 
2 nm thick Si oriented long [110] direction also has 66% visibility. Thus, determination 
of dopant atom position requires at least knowledge of dopant identity and specimen 
thickness, which can be measured using low-loss EELS data [68] or from convergent 
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beam electron diffraction (CBED) patterns [69,70]. However, even with specimen 
thickness, dopant element, and probe conditions known, two different dopant atom 
positions can still lead to the same visibility (see Figure 3.9).   
 
Essentially, to determine species of a dopant atom or its exact location inside the 
host crystal, all the factors that affect visibility must be provided. When some of these 
factors are missing, simulations such as one used here, can be used to estimate the 
possible ranges. For instance, if an Sn-doped Si [110] specimen is examined with the 100 
keV aberration-corrected probe and the visibility of the dopant atom is 66% (see Figure 
3.9(d)), the specimen thickness must be in a range from 2 to 10 nm, since V>80% at all 
positions if thickness t<2 nm and, V<60% if thickness is t>10 nm.  
 
Another result showing the extent to which intensity of doped columns can be 
counter-intuitive is the presence of negative values of visibility at certain specimen 
thicknesses although ZDopant > ZHost (see Figs. 6(b), 9(c) and 10). For instance, Sn dopant 
atom at 9 nm depth in 25 nm thick Si [111] has - 4% visibility, see Figure 3.9(c). 
Comparison of beam intensity proﬁles of doped and pure columns shows that the beam 
intensity of a doped column is less than the intensity of a pure column at certain specimen 
thicknesses, as shown in Figure 3.16. Atoms exposed to fewer incident electrons will 
contribute less to ADF image intensity. Hence, a doped column can have lower intensity 
than the pure host column even though ZDopant > ZHost.  Similarly, a doped column can 
have higher intensity than a pure column when ZDopant < ZHost (see Figure 3.8). 
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Figure 3.16.  Incident beam intensity as electrons of the probe, located on the atomic 
column, propagate along [110] crystallographic orientations in Si host with and without 
Sn dopant atom. Position of the dopant atom is indicated with an arrow (d=10 nm). 
100 keV aberration-corrected probe was used in these simulations. 
 
Despite all the complications, some intuitive trends are also observed. Visibility 
of dopant atoms in high-Z hosts is relatively low. For example, in Ge with Z = 32, unlike 
in Si samples, dopant atom is detectable only in a few nm thick specimens. Therefore, if 
there is a choice, specimens with lower atomic number should be used for detection of 
single dopant atoms inside. Results show that while ∆Z=2 can be detected in Si and 
lighter elements, larger ∆Z is required for different hosts, dopant atom positions, and 
specimen thicknesses. For better visibility of a dopant atom some crystal orientations are 
more favorable. For example, in Si, [100] crystal orientation provides considerably higher 
visibility than [111] and [110] orientations for all dopant atom positions. Thus, testing 
different crystal orientations for different materials may prove beneﬁcial in detecting 
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dopant atoms. For cases when dopant atom is located at the exist surface the visibility can 
be approximated as             
         
  , where A is normalization constant and 
n has a value between 1.5 and 2, consistent with modiﬁed Rutherford scattering 
theory[58]. However, when dopant atom is in the bulk of the host crystal, it will change 
the beam channeling pattern (see Figure 3.16) and such simple model cannot be used. 
 
Similar to previous reports [51,57] we observed that the visibility of a dopant 
atom is strongly correlated with the beam intensity proﬁle, see Figure 3.13. Visibility is 
highest at the depths where the beam intensity is the highest. Channeling of the incident 
beam along the atomic column is different in different crystals. For a given crystal the 
beam intensity proﬁle also varies with changes in probe parameters, as shown in Figure 
3.12. Hence, different probes can be used to enhance detection of dopant atom located at 
different positions. Although resolution is determined by probe size, a smaller probe is 
not necessarily beneﬁcial in detecting dopant atoms. 
  
The visibility of the dopant atom can also be changed, even enhanced, by 
changing the defocus value of the probe. Lupini et al. [57] observed that different doped 
columns are brighter at different defocus values. Changing defocus also changes the 
beam channeling. The depth at which the probe is focused is not the depth at which the 
beam has the highest intensity. Hence, the defocus value leading to the highest intensity 
of a doped column in an ADF-STEM image cannot be used as the depth of the dopant 
atom. Similar results were observed by Xin et al.[52] studying Sb doped Si. While tuning 
the defocus value can be used to enhance the visibility of the dopant atom, it will also 
degrade the lateral resolution of the microscope, which is not desired. Obtaining through 
focal series ADF images might be a solution. It should be noted that the chromatic 
aberrations and probe tails (unique for each experiment) might also inﬂuence the 
visibility of the dopant atom, but the effects are expected to be small, since they are, in 
most cases, only relatively small corrections to STEM probe function. 
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3.5 Conclusion 
 
Results from multislice simulations show that while the doped atomic column can 
often be identiﬁed in high-resolution ADF-STEM images, determination of the dopant 
atom location inside the column requires comparison with simulated images.  The ADF-
STEM image intensity of the atomic column with dopant atom is non-intuitively 
dependent on many factors, such as specimen thickness and crystallographic orientation 
with respect to the incident beam, dopant atom type and position inside the host, the 
crystal structure and composition of the host material, and on properties of the STEM 
probe. The analysis presented here provides insight to some observed trends and can be 
used as practical guidelines for understanding which systems allow imaging individual 
dopant atoms and which do not.  The number of electrons scattered by a dopant atom into 
the ADF detector depends on the interaction of the incident STEM probe and the 
specimen. Similarly, the contribution of a dopant atom to inelastic scattering of incident 
electrons will also depend on probe and the specimen parameters. Hence, a quantitative 
EELS analysis of the detectability of dopant atom with EELS also has to be based on 
understanding beam intensity proﬁle, dopant position, and other specimen features 
examined here. 
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4. Electron channeling in a single 
atomic column 
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4.1 Introduction 
 
Channeling of charged particles has been of interest since the  96 ’s [71-74] with 
later works focused on channeling of the electron probe as pertaining to electron 
microscopy [75-81].  The latter has great relevance because the behavior of the electron 
beam inside a specimen influences the data collected using electron probes 
[14,33,36,82,83].  For example, visibility of dopant atoms in ADF-STEM images is 
correlated with the beam intensity profile in the crystal [14,33].  Rigorous examination of 
beam intensity profiles is necessary due to the complexity of beam behavior.  A typical 
example of non-intuitive behavior is that of a STEM probe placed directly on one column 
of a Si [110] dumbbell.  Probe propagates along the column for approximately 40 nm 
[84].  At this depth, electron beam shifts to the neighboring column in the dumbbell pair, 
see Figure 4.1 (a).  Electron beam propagates along the neighboring column for similar 
distance and then shifts back to the original column.  This channeling of beam back and 
forth between neighboring columns has also been observed in the dumbbell pairs in Si 
[211] and has been attributed to the excitation of the anti-symmetric molecular orbital 
between the close neighboring columns [85].  In the latter observations, beam intensity 
profile along one column shows an oscillatory behavior with length scale in 40-50 nm 
regime.   
 
Close examination of the beam intensity profile also shows large magnitude 
oscillatory behavior in 3-5 nm regime [75], see Figure 4.1 (b) which is the primary 
interest in this work.  In crystals, these oscillations have been explained as transverse 
bound states using the perspective of the Bloch wave approach.  Channeling of the 
electron along an isolated atomic column has been explained similarly as the bound state 
which results from solving the Schrodinger equation for the column potential in the plane 
transverse to axis of propagation [76], see Equation 4.1.   
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                 (4.1) 
 
 
Solution of the Schrodinger equation is an eigenvalue equation where the 
eigenvalue is related to the frequency of oscillation of the beam along the axis of 
propagation [76].  The stationary state is called the 1S state because the calculation is 
analogous to the bound state found by solving the Schrodinger equation for an atomic 
potential.  The eigenvalue and eigenfunction can be determined using matrix algebra or 
the Bessel-function method.  The eigenvalue can also be determined in reverse by 
measuring the frequency of oscillation via multislice simulation.   
 
A simple approximation for the period of oscillation has been suggested by van 
Dyck and Op de Beeck [76] based on the trend in eigenvalues discovered by solving the 
Schrodinger equation for an electron in isolated atomic columns of different elements, 
see Equation 4.2.  The two defining parameters of the isolated column, elemental 
composition and interatomic distance, are both parameters in the simple approximation.  
The parameters of the probe are presumed to be accounted for by a proportionality 
constant.   
 
   
 
 
 
  
       (4.2) 
where,  
  is the period of oscillation 
  is a constant 
  is the distance between atoms in the column 
  is the atomic number 
B is the DeBye Waller factor 
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The multislice method is an alternative mathematical approach to predicting the 
behavior of the electron in material and is not restricted to periodic structures [19].  In 
this work, we explained the physical origin of beam oscillation as seen through the 
multislice approach. 
 
 
Figure 4.1 (a) Beam intensity profile of STEM probe in Si [110]. Here beam was 
positioned directly on top of an atomic column. (b) Line scan along the crystal depth, 
marked with a red line in (a).  Adapted from S.E. Maccagnano-Zacher et al.  
Ultramicroscopy, 2008 [50].     
   
Examination of beam in crystals of different elements and crystal structures 
shows that oscillation in beam intensity at small length scale is observed ubiquitously in 
crystalline materials, reinforcing the value of understanding this behavior.  Illustrative 
cases are shown by simulating beam behavior in diamond, silicon, and BCC iron, see 
Figure 4.2(a-b).  Comparison of probe shape in x-y plane at incidence, at intensity 
maximum, and at subsequent minimum, shows that changes in beam intensity are large, 
see Figure 4.2(c-d), and can be expected to significantly affect number of electrons 
scattered from different locations inside the sample, implying that accurate quantitative 
analysis of STEM data must account for channeling.   
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Figure 4.2 (a) Schematic diagram of STEM probe and sliced specimen.  (b) Beam 
intensity profiles of 100 keV, 25 mrad, probe in diamond [100], Si [100], and Fe [100] 
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crystals.  Here beam was located directly on top of an atomic column.  (c) Cross-section 
view of the incident probe, in x-y plane at first maximum in intensity, and in x-y plane of 
subsequent minimum, during transmission through Fe [100].  (d) Beam intensity line 
scans marked in (c).    
 
4.2 Methods 
 
Beam intensity profiles were simulated using the multislice method [19] and code 
developed by E.J. Kirkland [20].  The behavior of the beam was analyzed using 
multislice theory.  Light, medium, and heavy elements in different atomic arrangements 
were used to capture the behavior characteristics of the STEM probe in a wide range of 
samples.  Ideal probes, Cs=0, were used to model a typical aberration-corrected STEM 
probe, as small aberration does not significantly influence the beam intensity profile, see 
Appendix B.  Therefore, aberration is not expected to influence the fundamental reasons 
for oscillation.  Complete probe specifications are specifically mentioned with each set of 
data.  Beam intensity normalization is discussed in Appendix B.   
 
 
4.3  Theory  
 
The multislice algorithm models a 3-D specimen as a stack of 2-D planes, with 
vacuum between the planes.  These planes may have zero or non-zero scattering 
potential.  The wave function describing the incident probe is scattered from the first 
plane, propagated in vacuum to the next plane, scattered by the next plane, and so on, see 
Figure 4.3.  Beam intensity profile is calculated by taking the absolute of the wave 
function at intermediate points along the depth of the specimen.  
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Figure 4.3 Schematic diagram of the multislice algorithm.   
 
The incident probe is modeled as a sum of plane waves varying in incident angle, 
see Equation 4.3.  Scattering by plane n is modeled by multiplication of the wave packet 
in plane n by the transmission function in plane n, tn.  Propagation of each wave in 
vacuum is modeled by a phase shift dependent on the distance of propagation and the 
wavelength of the wave.  The combined phenomena, scattering and propagation, allow 
calculation of the wave function in subsequent plane, see Equation 4.5. 
 
           
                     
 
   ,      (4.3) 
  
where 
  is the wave packet 
   is the center of the wave packet 
  is the aberration function 
k is the wave vector 
     is the maximum wave number, see Equation 4.4 
 
 
                (4.4) 
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     is the convergence angle 
  is the wavelength of the incident electron 
 
           
 
  
       
            
       
 
    
 
 
         ,  (4.5) 
 
where 
   is a function describing the change that occurs due to scattering event in plane n.  The 
transmission function is a complex exponential with the argument being the product of 
the interaction parameter and the projected atomic potential, see Equation 4.6.  
 
          
          ,     (4.6) 
 
 
where 
  is the interaction parameter 
        is the projected atomic potential. 
 
The interaction parameter is  
 
           ,     (4.7) 
where 
  is electron mass 
  is Planck’s constant 
 
The projected atomic potential is  
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   ,     (4.8) 
  
where 
        is the 3-D atomic potential describing the atoms in plane n and is calculated 
using Hartree-Fock parameters for neutral atoms[20] 
R is the distance from point (x,y) to point (x’,y’) 
   is the distance between plane n and plane n+1 
 
4.4 Results 
 
4.4.1 Oscillation of beam intensity in crystals 
 
Comparison of probe behavior in crystals, diamond [100], Si [100], and BCC Fe 
[100], and in an artificially isolated atomic columns of each crystal shows that beam 
behavior is very similar in both cases, see Figure 4.4, suggesting that the physical origin 
of oscillation in beam intensity can be studied via beam propagation in the simpler 
structure of an isolated atomic column.  The significant difference in behavior of the 
beam in diamond crystal and isolated column of C occurs 20 nm depth occurs because 
the probe channels to neighboring columns, revealed in cross-section of beam intensity 
inside sample, see Figure 4.5.   
 
Beam intensity remains at the original column up to similar depth in diamond 
[100] and BCC Fe [100], 25 nm and ~35 nm, respectively, where as in Si [100] higher 
beam intensity remains at the original column at even 70 nm depth, but the physical 
reason for loss of beam from the original column is not the same in diamond and Fe.  In 
diamond the beam is lost because it channels to neighboring columns.  In iron the beam is 
lost because it is dissipated in a large area.   
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Maximum similarity in beam behavior of crystals and isolated column occurs 
when the atomic number is high, distance to neighboring atomic columns is large, and 
when distance between atoms within the column is small.  This is because in lighter 
elements, the beam more quickly channels to neighboring columns, and hence we expect 
influence of neighboring columns to be stronger.  Small distance between atoms in a 
column focuses the beam intensity on the original column more frequently, decreasing 
the intensity reaching neighboring columns.  Diagram in Figure 4.6(a) summarizes 
crystal features that modify beam behavior from that in isolated column.  Features of Au 
[100] happen to suit the criteria and a remarkably close match between beam behavior in 
isolated column and crystal is observed, see Figure 4.6(b).   
 
 
 
 
 
Figure 4.4 Beam intensity depth profile in crystals and isolated columns of diamond 
[100], Si [100], and Fe [100].  Here incident beam was located directly on top of a 
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column.  An ideal 100 keV, 25 mrad, probe is used.  Fourier transforms of beam intensity 
profiles.   
 
 
 
Figure 4.5 Beam intensity depth profile during propagation in diamond [100], Si [100], 
and Fe [100].  Here incident beam was located directly on top of a column.  The solid 
circles mark positions of atomic columns.    
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Figure 4.6 (a) Diagram indicating crystal features in which beam oscillations are most 
similar in crystals and isolated columns.  (b) Beam intensity depth profile in Au [100] 
crystal and isolated column of Au.  Here incident beam was located directly on top of a 
column.  100 keV, 25 mrad probe was used.     
 
4.4.2 Oscillation of beam intensity in isolated column 
 
Oscillation of beam intensity in isolated column originates from two physical 
changes in the beam: changes in angular distribution and relative phase shift between the 
different angular components.  The first models scattering and the second models 
movement of wave packet in vacuum.  Beam behavior is a result of both physical 
changes at all times, but can be dominated by one or the other depending on the features 
of the isolated column.  When beam transmits through a column of high Z atoms or small 
interatomic spacing, beam behavior is dominated by changes in angular distribution.  In 
the opposite case, when beam transmits through a column of low Z atoms or large 
interatomic spacing, beam behavior is governed by relative phase shift between the 
 56 
 
different angular components of the probe.  The change from one domain to another is 
gradual, with beam behavior in isolated columns of medium Z elements showing 
dependence on both changes in angular distribution and relative phase of the different 
angular components.   
 
In the following sections, each type of physical change is discussed in detail with 
examination of influence of different parameters on beam behavior.  Parameters defining 
an isolated column are elemental composition and interatomic distance.  The ideal STEM 
probe is completely described by incident energy and convergence angle.    
 
The following questions are answered: 
 
1. How does the physical change occur and why does it lead to oscillation in beam 
intensity along the column axis? 
2. Which specimen and electron beam parameters affect the frequency of 
oscillation? 
 
4.4.2.1 Angular distribution 
 
The behavior of the probe during transmission through an isolated column is 
shown in Figure 4.7(a).  Accumulation of intensity along the optic axis is observed 
immediately after each scattering event and dissipation of intensity is observed between 
scattering events when the probe travels in vacuum.  Change in intensity following a 
scattering event is labeled as ∆ IA; the term models the accumulation in intensity that 
occurs when the probe scatters from an atomic potential..  Similarly, change in intensity 
during propagation in vacuum is labeled as ∆ ID; the term models the dissipation in 
intensity that occurs when the probe propagates in vacuum.    
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Change in relative magnitudes of accumulation and dissipation leads to 
oscillations in beam intensity, see Figure 4.7 (b).  ∆ IA is calculated as the absolute 
difference in the probe intensity along the column axis in slice following the scattering 
event and the probe intensity along the column axis in slice prior to the scattering event.  
As slice thickness was 1 Å, this calculation inevitably includes some change in intensity 
that occurs as a result of probe propagation over the distance of   Å.  ∆ ID is the absolute 
difference in the probe intensity along the column axis in slice following a scattering 
event and the probe intensity along the column axis in slice prior to the next scattering 
event.    
At points of equal intensity, the rate of dissipation is different due to the 
differences in the angular distribution of the probe.  Example cases are shown using 100 
keV, 25 mrad, STEM probe in isolated columns of Ge and Si see Figures 4.8.1 and 4.8.2.  
It follows that frequency of oscillation is governed by changes in angular distribution of 
the probe.   
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Figure 4.7 Beam intensity depth profile of a 100 keV, 25 mrad, probe in an isolated Ge 
column with interatomic spacing 5 Å (a) with two different slice thicknesses, 1 Å and 5 
Å and (b) with changes in intensity following each scattering event, ∆ IA, and changes in 
intensity following each scattering event, ∆ ID.   
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Figure 4.8.1 X-z cross-sections of (a) beam intensity and (b) angular distribution of 100 
keV, 25 mrad, probe in isolated column of Ge with atomic spacing 2 Å.  (c) Beam 
intensity profile of the same.  Positions of equal intensity along the rise and fall curve of 
beam intensity are shown by ‘x’.   X-y line scans of (d) probe intensity and (e) angular 
distribution at depths corresponding to positions marked by ‘x’.    
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Figure 4.8.2 X-z cross-sections of (a) beam intensity and (b) angular distribution of 100 
keV, 25 mrad, probe in isolated column of Si with atomic spacing 2 Å.  (c) Beam 
intensity profile of the same.  Positions of equal intensity along the rise and fall curve of 
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beam intensity are shown by ‘x’.   X-y line scans of (d) probe intensity and (e) angular 
distribution at depths corresponding to positions marked by ‘x’.    
 
Atomic number of scattering atom influences change in angular distribution.  
Beam intensity profiles in isolated columns of a diverse selection of elements show 
increase in frequency of oscillation with increase in atomic number of isolated column, 
see Figure 4.9.  Fourier transform of the beam intensity profiles show broad peaks.  
However, for convenience of comparing frequencies in a wide range of elements, number 
of peaks in the beam intensity profiles in ~ 70 nm long column was used to determine a 
single number for frequency of oscillation.  A nearly linear increase in frequency of 
oscillation with increase in atomic number was observed, see Figure 4.10.   
 
Initial angular distribution is observed to have little influence on changes in 
angular distribution.  Beam intensity profiles of probes with a wide range of convergence 
angles transmitted through an isolated column of Ge show similar frequency of 
oscillation, see Figure 4.11.  Additionally, angular distribution does not change when the 
probe propagates in vacuum.  Beam intensity profiles of an ideal 100 keV probe 
transmitted through isolated columns of Ge with different interatomic spacing shows 
similar frequency of oscillation, see Figure 4.12.  The lack of sensitivity to interatomic 
spacing was further tested using a column of randomly spaced atoms, see Figure 4.13.   
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Figure 4.9 (a) Beam intensity profiles in isolated columns of Group 5 elements.  (b) 
Fourier transforms of beam intensity profiles in (a).  (c) Beam intensity profiles in 
isolated columns of heavy elements.  In all cases, spacing between atoms is 2 Å and an 
ideal 100 keV, 25 mrad, probe is used.    
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Figure 4.10 Frequency of oscillation in beam intensity in isolated atomic columns of 
different elements.  In all cases, atomic columns have spacing 2 Å.    100 keV, 25 mrad, 
probe is used.    
 
 
 
Figure 4.11 (a) Beam intensity profile in isolated column of Ge atoms with spacing 
between atoms 2 Å.  100 keV probes of different convergence angles are used.   Intensity 
is scaled for each profile to display all data on the same plot.  (b) Fourier transforms of 
beam intensity profiles in (a). 
 64 
 
 
 
 
Figure 4.12 (a) Beam intensity in isolated Ge columns with interatomic spacing varied 
between 2 to 5 Å plotted as a function of depth in number of atoms.  100 keV, 25 mrad 
probe was used in these simulations.  (b) Fourier transform of (a). 
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Figure 4.13 Beam intensity profiles of 100 keV, (a) 25 mrad and (b) 17 mrad, probe in 
Ge column with random interatomic spacing between 1 and 3 Å and an isolated Ge 
column with interatomic spacing of 2 Å.  The zig-zag appearance of the intensity profiles 
is because slice thickness of 1 Å is used in the simulation and is smaller than distance 
between atoms at most points.   
 
4.4.2.2 Relative phase shift of different angular components 
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Oscillation in intensity along the optic axis is observed as the wave packet 
propagates in vacuum, see Figure 4.14 (a).  The intensity oscillation results from phase 
shift of different angular components at different speeds in the transverse plane.  The 
interference pattern that results from the sum of the components has interesting shapes 
and non-monotonic intensity change along the optic axis, see Figure 4.14 (b).   
 
 
 
Figure 4.14 (a) Beam intensity profiles of 100 keV probes of different convergence 
angles in vacuum.  (b)  Shape of 100 keV, 25 mrad probe at incidence, subsequent 
intensity minimum, and following intensity maximum during propagation in vacuum.      
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Frequency of oscillation is sensitive to parameters that influence changes in 
relative phase shift between different angular components.  For instance, the distance the 
probe travels in vacuum affects the magnitude of phase shift between different angular 
components.  Beam intensity profiles of an ideal 100 keV, 25 mrad probe in isolated 
column of carbon atoms shows that frequency of oscillation is influenced by distance 
between atoms, see Figure 4.15.    Next, the initial angular distribution of the probe 
affects the magnitude of phase shift between different angular components.  Beam 
intensity profiles of an ideal 100 keV, 25 mrad probe in isolated column of Si atoms 
shows that frequency of oscillation is influenced by convergence angle, see Figure 4.16.     
 
 
 
Figure 4.15 Beam intensity in isolated C columns with interatomic spacing varied 
between 2 to 12 Å plotted as a function of depth. 100 keV, 25 mrad was used in these 
simulations.  Inset zooms into y-axis axis scale.   
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Figure 4.16 (a) Ideal 100 keV probes of five different convergence angles oscillate at 
different frequencies in isolated column of C with interatomic spacing 5 Å.   (b) Ideal 
300 keV probes of three different convergence angles oscillate at different frequencies in 
isolated column of Si with interatomic spacing 3.94 Å, which corresponds to an atomic 
column in Si [110].   
 
4.5 Effect of STEM probe incident energy 
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Increase in incident beam energy increases the frequency range, kmax, of the 
waves that compose the initial wave packet, see Equations 4.3-4.4.  A probe composed of 
higher frequency components oscillates at a higher frequency, when the frequency of 
oscillation is governed by phase shift.  This was observed by comparing the frequency of 
oscillation of probes of different convergence angles in isolated of C and of Si, see Figure 
4.16.  It is also confirmed by comparing frequency of oscillation of 100 keV and 300 
keV, 25 mrad, probes in isolated Si column with interatomic spacing 3.94 Å, see Figure 
4.17.   
 
 
 
Figure 4.17  Beam intensity profiles of 100 and 300 keV probes, 25 mrad, in isolated 
column of Si with interatomic spacing 3.94 Å.   
 
The effect of increase in incident beam energy on the initial probe can be 
balanced by decreasing convergence angle     .  Appropriate adjustment of 
convergence angle leads to the same sized probe in real and reciprocal space.  100 keV 
and 300 keV probes of similar size are shown in Figure 4.18.   
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Figure 4.18  X-y line scans of 100 and 300 keV probes of different convergence angles.   
 
In addition to the initial probe, changes in the incident beam energy affect 
scattering and propagation in vacuum.  These effects are most easily discussed by 
appropriate equations from multislice.    
 
The propagation function reveals that the effect of decreasing λ is equivalent to 
increasing the distance traveled by the probe, ∆z, see Equation 4.9.  In other words, 
frequency of oscillation is expected to increase if a lower energy beam is used.   
Comparison of equal size 100 keV and 300 keV probes in isolated column of Si with 
interatomic spacing 3.94 Å shows higher frequency of oscillation in the 100 keV probe, 
see Figure 4.19.   
 
       
 
    
     
  
   
            (4.9) 
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Figure 4.19 Beam intensity profiles of 100 keV, 25 mrad, and 300 keV, 13 mrad, probes 
in isolated column of Si with interatomic spacing 3.94 Å.   
 
 
The effect of scattering is modeled by the transmission function, in which the 
scattering potential is scaled by the interaction parameter.  Interaction parameter,  , 
decreases with increasing beam energy.  Hence, the frequency of oscillation, when 
governed by changes in angular distribution, decreases with increase in beam energy.  
Comparison of equal size 100 keV and 300 keV probes in isolated column of Ge with 
interatomic spacing 2 Å shows higher frequency of oscillation in the 100 keV probe, see 
Figure 4.20.   
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Figure 4.20 Beam intensity profiles of 100 keV, 25 mrad, and 300 keV, 13 mrad, probes 
in isolated column of Ge with interatomic spacing 2 Å.   
 
Summarizing the effects of probe incident energy, change in energy of the 
electron beam affects the shape of the probe, the scattering, and the propagation of the 
probe in vacuum.  All other parameters being equal increase in energy leads to a probe 
composed of higher frequency components.  The resulting probe’s frequency of 
oscillation is higher.  If the convergence angle is adjusted such that probes of similar 
maximum frequency, kmax, are compared, the frequency of oscillation decreases with 
increase in incident energy.  The latter is a result of both propagation in vacuum and of 
mitigated scattering.   
 
4.6 Discussion 
 
Many materials are compounds rather than single elements making it important to 
understand the behavior of the beam in multi-element columns.  The effect of the element 
is modeled in the projected potential and is more influential in the regime when the 
frequency of oscillation is governed by changes in angular distribution.  The effect of the 
element is that it scatters the probe and changes its angular distribution.  Change in the 
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identity of the scattering element changes the rate of change in angular distribution.  We 
expect to see similar oscillatory behavior when the average rate of change in angular 
distribution is the same, regardless of instantaneous rate of change in angular distribution.  
Beam intensity depth profiles of a 100 keV, 25 mrad, probe in an isolated column of InAs 
with interatomic spacing 2 Å and in an isolated column of element whose atomic number 
is average of In and As are extremely similar, see Figure 4.21 (a).  Oscillation 
dependence on a series of changes in angular distribution, rather than periodic changes, 
was further confirmed by comparison of beam behavior in a multi-element atomic 
column composed of random elements in a range of atomic numbers, 20 ≤ Z ≤ 30, and in 
an atomic column of Mn, Z=25, see Figure 4.21 (b).   
 
 
 74 
 
 
 
 
Figure 4.21 (a) Beam intensity profiles of 100 keV, 25 mrad, probe in isolated columns 
of InAs and an isolated column of Nb, Z=41, whose atomic number is average of atomic 
numbers of In and As.  (b) Beam intensity profiles in isolated column of random 
elements of atomic number between 20 and 30, inclusive, and in isolated column of Mn.  
Interatomic spacing is 2 Å in all cases.   
 
4.7 Conclusions 
 
It was revealed that there are two reasons why a STEM probe intensity oscillates 
during transmission through a single atomic column: changes in angular distribution of 
the probe and phase shift between different angular components of the probe.  A 
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discussion of why these changes occur in the STEM probe, when they dominate beam 
behavior, and factors that influence the frequency of oscillation in intensity was provided, 
see Figure 4.22.   
 
 
 
  
 
4.8 Future Directions 
 
This section discusses several unanswered questions that are theoretically interesting and 
relevant in understanding experimental data.   
 
1. The STEM probe oscillates in intensity during propagation in a column.  How can 
the frequency of these oscillations be approximated based on an equation derived 
from physical concepts, i.e. a non-empirical relation.   
 
Figure 4.22 Diagram 
summarizing the 
physical origins of 
oscillatory behavior 
in electron probe, 
why they occur, why 
they lead to 
oscillation, when 
they dominate beam 
behavior, and which 
specimen and probe 
parameters they are 
affected by.   
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The work provides a conceptual picture of changes that occur in the electron wave 
packet transmitting through a column of atoms and how these changes lead to an 
oscillating intensity along the atomic column.  The intensity oscillation is severe enough 
to significantly affect quantification of STEM data in imaging, EELS, and EDX.  It may 
be possible to incorporate an easy calculation that corrects for the effect of channeling in 
data analysis software for microscopy.  Such a calculation may not be a replacement for 
comparison of experimental data with multislice results, but it may be a quick step for 
gauging the importance of channeling effects on quantified analysis.  The first step in 
such a correction calculation would be quick determination of the probe’s intensity 
profile inside the specimen.  The intensity profile in an isolated column has two primary 
features, frequency of oscillation and magnitude of intensity.  In a 3-D crystal, there is an 
additional feature: channeling along neighboring columns.  In amorphous material, it may 
be necessary to characterize the beam intensity profile based on different features.   
 
The development of a simple analytical expression that approximates the 
frequency of oscillation of the STEM probe in an isolated column is discussed.  There are 
four parameters governing beam behavior in an isolated column: atomic number, Z, 
interatomic distance, d, incident electron energy, λ, and convergence angle, α.   
 
In the regime in which the oscillatory behavior of the beam is dominated by 
changes in angular distribution, the frequency of oscillation can be expected to primarily 
depend on atomic number.  The properties of the element are modeled in multislice by the 
transmission function using the projected potential.  The effect of the projected potential 
is scaled by the interaction parameter,  , see the transmission function.  The strength of 
the projected potential increases almost linearly with atomic number, so as a starting 
point, a linear relationship between frequency and atomic number was considered and is 
also in agreement with the results of van Dyck and Op de Beeck [76].   
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The projected potential is a highly varying function of space, but frequency of 
oscillation is not, so the center of the potential,          ,  was chosen as a value that 
captures the strength of the projected potential.  The area of the center 34 pm x 34 pm 
was chosen because that was the size of the real space pixel in some simulations, which 
were pixelated finely enough to capture the behavior of the beam.  The constant in the 
numerator was based on fitting and would be different if the projected potential was 
modeled in a different way.   
 
The linear approximation, see Equation 4.10, is in close agreement with the 
frequencies calculated using multislice simulations for high Z elements, Z > 15, see 
Figure 4.25.  Multislice simulations of beam intensity profiles of 100 keV, 25 mrad, 
probe in isolated columns of a wide range of elements shows that the frequency of 
oscillation is similar among light elements, see Figure 4.23, and deviates from the trend 
predicted by the simple approximation used to calculate frequency.  This reflects 
comparable influence of factors other than scattering potential on frequency of 
oscillation.   
  
    
  
           
     (4.10) 
 
In the regime in which the oscillatory behavior of the beam is dominated by 
changes in phase shift, the frequency of oscillation can be expected to change 
significantly with incident electron energy, λ, and convergence angle, α, with non-
negligible modification by atomic number, Z, interatomic distance, d.  The following 
expression highlights the relationships between frequency of oscillation and the 
governing parameters.  However, the exact relationship is expected to be more complex.   
 
  
 
    
      (4.11) 
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It may be possible to analytically derive the frequency of oscillation of the probe 
in vacuum as a function of incident energy and convergence angle.  If not, a series of 
multislice simulations can be used.  Trends explaining the modification of the beam 
oscillation based on atomic number and interatomic distance would have to follow.  With 
clever insights, a more profound and less tedious route to development of a simple 
approximation for frequency of oscillation is likely.   
 
In regards to convergence angle and frequency of oscillation in light elements, 
simulations of beam intensity profile in isolated columns of light elements, such as Z < 
10, with STEM probes of a range of different convergence angles is suggested.  These 
simulations are likely to show that the frequency of oscillation is more sensitive to 
convergence angle than the elemental composition of the isolated column.  This is 
because the strength of the scattering atom is small and the probe is behaving much as it 
would in empty space.  It follows that the sensitivity to interatomic spacing would be 
small as compared to sensitivity to convergence angle.  The importance of the 
convergence angle in the case of light elements is results from the importance of 
understanding which features dominate the behavior of the beam.  
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Figure 4.23 Oscillatory beam behavior in isolated columns characterized by (a) 
frequency of oscillation and (b) period of oscillation as a function of atomic number.  The 
multislice calculations were conducted using isolated atomic columns of different 
elements with interatomic spacing 2 Å and an ideal 100 keV, 25 mrad probe.  Although 
the same data is presented in (a) and (b), the different view point provided by the change 
in y-axis is helpful in discussion.   
 
2. The oscillations of the STEM probe that are the focus of Chapter 4 are 
superimposed on oscillations of a much slower frequency, see Figure 4.24.  Why 
these oscillations occur and when are they of importance in experiment are 
unexplored topics.   
 
The period of the low frequency oscillations is on the length scale of 20-60 nm 
and increases with decreasing convergence angle.   
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Figure 4.24 Beam intensity profiles of 100 keV probes of different convergence 
angles in isolated column of Ge with interatomic spacing 2 Å.   
 
3. Beam intensity accumulates along neighboring columns.  There are several inter-
related questions about this behavior that can potentially all be answered with 
ease after the conceptual understanding is developed.  
a. What determines the depth at which beam intensity shifts to neighboring 
columns? 
b. Beam intensity accumulates along neighboring columns more quickly in 
crystals of lighter elements.  Why is this? 
c. Simulation of beam intensity profiles in a sequence of increasing number 
of neighboring columns in a 2D plane shows that the beam intensity 
accumulates on nearest neighboring columns, then the next neighbor 
columns, see Figure 4.25.  Why does the beam intensity not return to the 
column it was at originally when next nearest neighbors are available?  
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Figure 4.25 100 keV, 25 mrad, probe in an isolated column of Si with interatomic 
spacing 3.94 Å, in a column with two neighboring columns, four neighboring columns, 
and then 6 neighboring columns.  The distance between neighboring columns is 1.36 Å.  
Progression in increase of number of columns is towards the right.  In all cases, the probe 
is initially placed directly on top of the central column.   
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5. Thermal reduction of graphene oxide 
 
 
 
 
 
 
Part of this chapter is reprinted with permission from: 
 
K. Liao, A. Mittal, S. Bose, C. Leighton, K.A. Mkhoyan, and C. Macosko.   
Aqueous only route toward graphene from graphite oxide.  ACS Nano 5, 1253-1258 
(2011). 
 
Permission for this particular request is granted for print and electronic formats, and 
translations, at no charge. Figures and tables may be modified. Appropriate credit should 
be given.  
 
 
Copyright (2011) by American Chemical Society 
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5.1 Introduction 
 
The promise of graphene can be observed by noting the companies, a number of 
which have been founded in recent years, invested in commercializing graphene based 
technologies, see Table 1.  These companies provide graphene for incorporation in 
products like conductive ink, conductive adhesives, conductive rubber, solar cells, 
membranes, and drugs.  Possible synthesis routes to graphene include mechanical 
exfoliation of graphite, liquid-phase exfoliation of graphite, chemical exfoliation of 
graphite [86], chemical vapor deposition (CVD) [87], and chemical synthesis from CO2 
or ethanol.  Chemical exfoliation of graphite is of interest because it is an inexpensive-
scalable route to mass production of graphene.  Synthesis of graphene using chemical 
exfoliation of graphite is a two-step process.  The first step is exfoliation of graphite by 
intercalating the layers of carbon with oxygen to produce graphene oxide (GO).  The 
second step is reduction of GO to graphene without restacking the carbon layers into 
graphite.  The reduction step can be carried out by heat or by chemical reduction using 
strong reducing agent such as hydrazine.   
 
The reduction of GO to graphene is valuable and interesting for two reasons.  The 
first, as just mentioned, is that it is the second step in chemical synthesis of graphene.  
The second reason is that during this reduction step, an insulating material is transformed 
in to an electrically conductive material, suggesting that the intermediate materials may 
have tunable electrical conductivity.   
 
There is already a strong base of structural knowledge on GO and graphene as 
both materials have been characterized via XPS [88], Raman, XRD, XAS [89], NEXAFS 
[90-92], STEM, and EELS [93,94].  The reduction process has also been studied via 
DFT, XRD, and IR spectroscopy [95-99].  Yet, there remained unanswered questions 
about changes in the atomic and electronic structure of GO during reduction to graphene.  
 84 
 
We examined the reduction of GO to graphene via STEM and EELS for two different 
reduction methods: reduction by heating GO in water and reduction by heating GO in 
vacuum.   
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Table 5.1  Available information about companies that have commercialized graphene 
related products.  
Company Name 
Founding Information 
Products Synthesis 
Partnerships 
& Investors 
Vorbeck Materials 
Princeton University, 2006 
www.vorbeck.com 
Conductive Ink, 
Graphene  for composites 
Oxidation of graphite, 
reduction of GO by 
hydrazines 
Mechanical exfoliation by 
grinding/milling graphite 
Pacific Northwest 
National Labs 
(PNNL), 
Princeton 
University 
Graphene Technologies 
Bay Area, California 2009 
www.graphenetechnologies.com 
Nanoflakes, Micronflakes, 
Nanofibers, 3-D composites 
CO
2
 + Mg  Graphene  
American Graphite Technologies 
2012 
www.americangraphitetechnologies.com 
Bucky paper 
(G/GO paper)  
Cheap Tubes Inc., 
CTI 
Nanotechnologies 
Crayo Nano 
Norwegian U. of Sci. and Tech. 
www.crayonano.com 
GaAs Nanowires on graphene 
(Optoelectronic properties)  
 
Bluestone Global Tech 
NY, 2011 
www.bluestonegt.com 
Graphene on substrates (Quartz, 
Cu, Si) 
Aqueous GO suspension 
CVD 
Partnerships 
& Investors 
Applied Graphene Materials 
Durham University, 2010 
www.durhamgraphene.com 
Graphene CVD 
 
Angstron Materials 
Nanotek Instruments, Ohio 
www.angstronmaterials.com 
Graphene platelets 
 
 
ACS Material 
USA 
www.acsmaterial.com 
Graphene, GO, related 
derivatives 
CVD 
 
Anderlab Technologies 
Mumbai, India 
www.anderlab.co 
Graphene ink, nanocomposites 
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5. 2 Background and preliminary results 
 
The fine structure of the EELS core loss peak is used to understand the electronic 
state of carbon in GO and the reduced forms.  C K-edge fine structure of GO and reduced 
forms is compared with C K-edge EELS data from graphite [100,101], amorphous carbon 
[101], and diamond [101,102] to understand the relationship between the features in the 
fine structure and the electronic state of carbon.  C K-edge fine structure from EELS is 
also compared with C K-edge fine structure from x-ray absorption near edge structure 
(XANES) as data for many carbon and oxygen containing compounds is available from 
studies based on XANES.  The O K-edge is known to show many changes in fine-
structure based on the electronic environment around the oxygen atom.  However, due to 
the weak strength of the oxygen signal in EELS, it was not possible to examine the fine 
structure O K-edge in GO or reduced forms.   
 
Onset of energy loss for carbon K-edge is at 284 eV.  The peak at 284 eV occurs 
due to transition of electrons in carbon 1s orbital to π* orbital and is evidence of sp2 
hybridization observed in graphite, graphene, and amorphous carbon, but not in diamond.  
Peak at 291 eV is due to transition from 1s to σ* orbital and is present in all forms of 
carbons [100].  The peaks following 291 eV are known as multi-electron peaks [91].  A 
broad peak at 320 eV is observed due to long range crystalline order [103] and is 
observed in graphite, graphene, and diamond.  The intensity of the peak has been shown 
to decrease as the size of the crystal decreases.  The onset of the peak shifts in different 
crystal structures [103].   
 
Graphite is an anisotropic material and shows change in EELS K-edge structure 
due to changes in orientation of the material with respect to the incident electron beam 
[104].  Change in the incident angle of the electron beam significantly changes the 
relative intensity of the π* peak and the σ* peak, see Figure 5.1.  The convergence angle 
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of the STEM probe in Tecnai F30 with 70 mm aperture, used for EELS collection, is 
approximately 9 mrad.  The collected EELS signal is a superposition of the energy loss 
from -9 mrad to 9 mrad.   
 
C K-edge of GO and reduced forms was analyzed.  For differentiation between 
changes in fine structure as a result of specimen tilt and as a result of chemical changes in 
material, core loss EELS for C K-edge was collected at incremental tilts between 0 
degrees to 15 degrees and collected with different convergence angles ranging between 
6.4 mrad to 19 mrad using the four different condenser apertures in Tecnai F30, see 
Figure 5.2.  In all cases, the maximum intensity of the π* peak is at least 4 times less than 
the maximum intensity of the σ* peak.  Variation in the relative intensity maxima 
between π* and σ * peak is observed although all the monitored microscope parameters, 
energy, convergence angle, tilt, and beam alignments, are the same and the same 
specimen is used.  The reason for the change is unclear and therefore integrated area 
under the different peaks in the fine structure cannot be used for analysis of chemical 
changes in the material.   
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Figure 5.1  EELS of C K-edge in graphite measured at different orientations between 
electron beam and graphite.  Figure reprinted from Leapman et al., PRB (1983) [104]. 
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Figure 5.2 Electron energy loss spectra of overlapping, completely sp
2
 hybridized, 
graphene sheets taken with a 300 keV STEM probe (a) of 9 mrad convergence angle and 
different sample orientations with respect to the electron beam and (b) fixed sample 
orientation and four different probe convergence angles, 19 mrad, 13 mrad, 9 mrad, and 
6.4 mrad.   (c) Two different data sets taken under the same conditions show different 
intensities in C K-edge.   
 
5.3 Methods 
 
GO was synthesized using the modified Hummer’s method, see Appendix C.  
Following the synthesis, GO samples were placed on a TEM grid and decontaminated.  
TEM grid, Cu mesh with holey or lacey carbon, held by self-closing tweezers, was used.   
Aqueous solution of GO flakes was dropped on TEM grid.  Evaporation of water was 
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hastened by placing the tweezers on a heat plate.  Heat plate surface temperature reached 
approximately  2   C and grid dried in approximately a minute.  The grid was 
subsequently placed in a vacuum heating chamber overnight at  5   C to remove any 
hydrocarbons that may have settled on the grid.  After this, the grid was transferred to the 
microscope.  Exposure to indoor atmosphere for up to an hour between the 
decontamination step and microscopy did not lead to contamination of the grid.   
 
In situ thermal reduction of GO was conducted using Protochips heated stage 
holder.  Protochips heating stage holder is designed for minimal sample drift during 
temperature change.  This allowed tracking changes in the same GO flake during the 
thermal reduction.  STEM characterization is done using FEI Tecnai F30 with an attached 
Gatan EELS spectrometer.  Microscope conditions are noted separately for each set of 
data.   
 
Simulation was again based on the multislice method.  The probe conditions used 
in simulation were chosen to match the experimental probe used during operation of 
Tecnai F30 STEM.  Defocus values of the probe were varied over 63 nm.  Varying 
defocus value of the probe causes changes in probe size, measured in FWHM of probe 
function in real space and allows us to see the variation in ADF-STEM image contrast 
due to probe size.  The structures are modeled as a single layer of carbon atoms in a 
honeycomb structure and placed adjacent to a vacuum area.  The oxidized part of the 
graphene layer is modeled by placing oxygen atoms above or below the carbon layer.  
C:O ratio is equal to 2:1 in these areas.  In the first structure, projection of the O atoms 
onto the carbon plane is exactly between two carbon atoms, modeling an epoxy bond.  In 
the second structure, the O atoms are directly above or beneath a C atom, modeling a 
hydroxyl bond.  Hydrogen atoms were not included in the simulated structure, but they 
would have very little effect in Z-contrast ADF-STEM images because the atomic 
numbers of oxygen and carbon are significantly greater than that of hydrogen.  The 
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thermal vibration of the atoms is also considered in these simulations (a Debye-Waller 
factor of 0.076 Å is used for all atoms).  The area of the vacuum in the simulated image 
and the hole in the experimental image are used for calibration of intensity.       
 
5.4  Results 
 
5.4.1 Graphene oxide 
 
Experimental ADF-STEM image of GO suggests that the distribution of oxygen 
in GO is highly non-uniform, with approximately 1-3 nm patches of very high oxidation 
and sparse oxidation, see Figure 5.3.  The experimental image was compared with 
simulated ADF-STEM images of single layer GO, see Figure 5.4.   
 
The histograms of the intensities from experimental and simulated ADF-STEM 
images are presented in Figure 5.5. The ratio of ADF-STEM intensities between the 
highly oxidized and sparsely oxidized areas in the experimental image is estimated to be 
1.8. The ratio of ADF intensities from GO and graphene calculated from simulated ADF 
images with different probes (for different defocus values) are presented in Figure 5.6. 
Among the two possible GO structures considered, the ratio of ADF intensity in 
experiment matches more closely with GO structure consisting of epoxy bonds. Note 
that, in simulated data, the graphene histogram would best fit with a linear combination 
of 2 Gaussians, but since the experimental data does not have as much resolution, we use 
only one Gaussian to fit the histogram.   
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Figure 5.3 ADF-STEM image of graphene oxide taken using FEI Technai F30 
microscope operated with 300 keV electron beam (taken by Ozan Ugurlu from Cecilia 
Mattevi’s sample, graphene oxide flake).  
 
 
 
Figure 5.4 ADF-STEM images of graphene (G) and graphene oxide (GO) simulated 
using Kirkland’s multislice program. Images are simulated with a probe to match 
experimental conditions: 300 keV and Cs=1.2 mm.  (a) Image from an input structure in 
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which the oxygen atom is placed between 2 carbon atoms in a plane 1.4 Å above or 
below the plane containing carbon atoms.  (b) Image shows the result from an input 
structure in which the oxygen atom is placed directly above or below a carbon atom.    
 
  
 
Figure 5.5 (a) Histograms from randomly selected low and high intensity areas in 
experimental ADF-STEM image (image in Figure 5.3).  (b) Histogram from simulated 
ADF-STEM image (image in Figure 5.4a). 
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Figure 5.6 The ratio of intensity in ADF-STEM images between oxidized and non-
oxidized areas as a function of probe size.  The horizontal line shows the average 
experimental ratio.  The estimated probe size used to take the experimental picture is 
expected to be about 1.5-2 Å.   
 
The electronic structure of carbon in GO is in-between that in amorphous carbon 
and graphite.  GO contains both sp
2
 and sp
3
 hybridized carbon.  Carbon K-edge in GO is 
modified by the presence of oxygen, which is noted as the absorption in energy range 
between π* and σ* peaks in GO EEL spectrum.  Near edge x-ray absorption fine 
structure (NEXAFS) attributes energy loss in this range to transition of 1s electrons to π 
state in C=0 bonds [91].   
 
5.4.2 Thermal reduction in vacuum 
 
GO is reduced by heat to form graphene.  Temperature is raised from room 
temperature to 1000 °C in vacuum instantly and over a period of several hours examining 
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the atomic and electronic structure at intermediate temperatures.  Low magnification 
images of the GO flake at different temperatures show that the flake does not wrinkle or 
show other morphological changes due to change in temperature, see Figure 5.7 (a-d).  
The size of non-oxidized sections in GO becomes larger as temperature increases, see 
Figure 5.7 (e-h), with the final image showing uniform intensity across large areas.  The 
EELS spectra shows gradual increase towards graphite-like fine structure as temperature 
increases, with complete similarity to graphite at the final stage, see Figure 5.9.  No 
oxygen is observed in the EEL spectra of the final product.   
  
Exposure of amorphous carbon to 1000 °C in vacuum also led to conversion of 
amorphous carbon to graphite, and was observed by the changes in the fine structure of C 
K-edge in EELS.  This indicates that even if removal of oxygen from GO results in 
amorphous carbon, annealing by heat may convert this layer to the more stable crystalline 
state of graphene.  In other words, the formation of sp
2
 bonds does not have to be 
concerted with the removal of oxygen. 
 
 
Figure 5.7 ADF-STEM images of GO at room temperature and reduced GO at higher 
temperatures: (a-d) low magnification and (e-f) high magnification.  Temperature was 
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increased in steps of 100 °C with approximately 2 hours between each step.  (Images by 
Dr. Jong Seok Jong.)   
 
 
 
Figure 5.8   Electron energy- loss spectra of several overlapping GO flakes acquired at 
different temperatures (°C).  Data was taken after approximately 20 minutes of exposure 
to the labeled temperature and does not represent the equilibrium state at each 
temperature.  The rGO spectrum was achieved with approximately 1 hour exposure to 
1000 °C and remained the same after cooling down to room temperature.      
  
Although a complete kinetic study of heating was out of scope, instantaneous 
heating from room temperature (RT) to 1000 °C was examined.  Here, instantaneous 
means step change from RT to 1000 °C was applied.   According to Aduro Holder 
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specifications, the holder can heat and quench with a rate of 1000 °C/millisecond.  While 
instantaneous heating led to complete conversion to graphene, a perforated sheet was 
observed with hole sizes in 2-3 nm diameter range and larger holes in 10-20 nm range, 
see Figure 5.9.  Formation of holes was observed in single sheet and in overlapping 
layers of GO.  Hole formation cannot be correlated with metal contaminants as none 
appear on the examined sheet.  We are also unable to correlate formation of holes with 
oxidized areas in GO for two reasons.  One, carbon sheets oxidized to significantly 
different levels form similar sized holes.  We tested GO formed by Hummer’s method, 
which is heavily oxidized and graphene that was re-oxidized in atmosphere, which is 
sparsely oxidized in comparison.  Both led to similar perforated graphene.  The second 
reason we cannot correlate the oxidized areas with the holey areas is that the oxidized 
areas have rough edges and the holes have smooth edges.  This prevents us from using 
the shape of the boundaries as a way to correlate the two.  In essence, while we observed 
perforation and characterized the size of the holes, we could not relate the formation of 
the holes to a particular feature in the atomic structure of GO.   
 
We expect the perforated graphene to be conductive because the sp
2
 bonded areas, 
which lead to conduction due to the resonance of the π orbitals, are all connected to each 
other.  We observed conductive behavior in GO that was reduced in water heated at 95 
°C.  This material was only reduced in patches, but exhibited conductive behavior as the 
patches were connected to each other, see section 5.4.2.   
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Figure 5.9 (a) ADF-STEM image of graphene that re-oxidized due to exposure to 
atmosphere.  (b) ADF-STEM image of re-oxidized graphene heated to 1000 °C instantly.  
(c) ADF-STEM image of section in GO, two overlapping layers.  (d) ADF-STEM image 
of GO heated to 1000 °C instantly.   
 
 
5.4.2 Reduction in aqueous environment in ambient pressure 
 
 
GO is reduced by heating GO flakes in an aqueous environment at 95 °C for 48 
hours at ambient pressure, and are labeled reduced GO (rGO) [105].  The reduction 
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process leads to change in color, solubility in water, and electrical resistance of the 
flakes.  GO flakes were brown and rGO was black.  GO flakes remained dispersed in 
water for up to several years.  rGO flakes separated from the water immediately after 
reduction.  The electrical resistance of flakes decreased by five orders of magnitude 
[105].  TEM was used to analyze rGO. Figure 5.10 shows a low-magnification ADF-
STEM image of a typical rGO suspended over the holey-carbon film covering a standard 
TEM copper grid.  Expected characteristics of the single sheets, including numerous 
wrinkles, can be seen. 
 
 
 
Figure 5.10  ADF-STEM image of reduced GO sheets shows wrinkled morphology.   
 
To confirm that the layers studied here are indeed single layers of rGO, we 
analyzed the change in intensity of the -1010 diffraction spot as the sample was tilted 
with respect to the incident beam over a range of 30°. For an infinitely thin sample, the 
intensity should remain constant as the sample is tilted. A single atomic-layer-thin 
graphene, to a good approximation, satisfies this condition, and the intensity of the -1010 
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diffraction spot should remain constant over a large range of tilt.  Meyer et al. [106] have 
shown that this approach can be used to distinguish between single and bilayer graphene 
(in the case of bilayer graphene 4 orders of magnitude changes in diffracted spot intensity 
are expected). Figure 5.11(a) shows a diffraction pattern from rGO supported by an 
amorphous carbon film.  Figure 5.11(b) shows the changes in intensity for the -1010 
diffraction spot as a function of tilt angle, confirming that the rGO is indeed a single 
layer. The fact that the intensity of the -2110 diffracted spot is considerably lower than 
that of the -1010 spot provides additional confirmation of a single layer [107]. 
 
 
 
Figure 5.11  (a) Diffraction pattern from reduced GO.  (b) Intensity of -1010 spot as a 
function of tilt angle between beam and sample.   
 
EELS C K-edge from rGO showed lack of complete conversion to sp
2
 bonded 
carbon, see Figure 5.12.  Detailed examination of high-resolution images of individual 
sheets (see Figure 5.13(a)) suggests that the sheet consists of two regions: (i) large 
uniform regions of minimum contrast variation and hexagonal symmetry and (ii) 
amorphous-like regions in between with strong contrast variation.  Amorphous areas are 
highlighted for visual ease in differentiation, see Figure 5.13(b).  The fast Fourier 
transform (FFT) pattern of the original image (Figure 5.13(a)) shows the presence of 
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periodicity in the image, see Figure 5.13 (c).  FFT of crystalline area alone shows 
presence of hexagonal symmetry as well, see Figure 5.13 (d).  FFT of amorphous area 
alone shows presence of some spots, but is weaker, see Figure 5.13 (e).  This is likely due 
to imprecise division of the original image between amorphous and crystalline area.   
 
The uniform areas in the sheets are characteristic of oxygen-free regions.  These 
regions make up ∼50% of the area in the high-resolution image. If we assume that the 
area appearing amorphous is due to oxidation and that the O:C ratio in these areas is 1:2, 
then based on the area ratios the total sheets should have an O:C ratio of 1:6.  This was in 
agreement with x-ray photoemission (XPS) and elemental analysis (EA) results [105].  
As the crystalline area is 50%, it is above the 2-D percolation threshold.  The low 
resistance of the rGO sheets was then explained by suggesting that the connected 
crystalline areas create conductive paths along the lateral surface of rGO.   
 
 
 
Figure 5.12 Comparison of EELS C K-edges in GO before and after reduction in 
aqueous environment.   
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Figure 5.13 (a) Original high resolution CTEM image of rGO shows uniform contrast 
areas and areas with strong contrast variation.  (b) Original image is masked to highlight 
areas of strong contrast.  (c) Fourier transform (FT) of original image.  (d) FT from areas 
of uniform intensity.  (e) FT from areas of areas with strong contrast (highlighted areas).   
 
5.4.3 Stability of graphene in atmosphere 
 
Atomic and electronic structure of graphene synthesized by thermal reduction of 
GO was characterized after graphene was exposed to ambient conditions for 1 week to 
examine the stability of the product in devices.  Morphological changes in the flakes were 
not observed, see Figure 5.14 (a-b).  However, re-oxidation of carbon was observed.  
ADF-STEM image showed non-uniform intensity, see Figure 5.14(c).  Presence of 
oxygen in the brighter regions on the image was confirmed with EELS, see Figure 5.14 
(d).  Results are in agreement with Ryu et al.[108], who also reported re-oxidation of 
graphene in presence of atmospheric oxygen.  Furthermore, it has been reported that 
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oxidized graphite surface suffers from loss of carbon as carbon atoms evaporate in the 
form of CO2 gas.  This indicates graphene is an unstable product in the presence of 
oxygen. 
 
 
 
Figure 5.14 (a) ADF-STEM image of graphene produced by thermal reduction in 
vacuum from graphene oxide.  (b) ADF-STEM image of the sample in (a) exposed to 
atmosphere for 9 days.  (c) High-resolution ADF-STEM image of sample in (b) shows 
non-uniform intensity.  (d)  EELS from sections of the sample in (c) shows that the bright 
sections absorb energy at 534 eV, corresponding to presence of oxygen.   
 
5.5 Discussion 
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Aqueous reduction led to a partially reduced product with connected patches of 
crystalline carbon allowing the material to be conductive.  Thermal reduction in vacuum 
led to completely crystalline material.  Significant perforation in the graphene sheet was 
observed upon nearly instantaneous thermal reduction in vacuum.  Finally, the graphene 
product was found to re-oxidize in presence of atmospheric oxygen.   
 
Interesting and conclusive observations about the structure of GO and reduced 
forms were made with TEM-based characterization.  However, a first-author publication 
did not result due to lack of alignment between scientific objectives and available 
experimental facility.    
 
The initial goal was to observe differences in high resolution ADF-STEM image 
intensity based on the type of C-O bond present and to acquire EELS data from atomic-
level spatial locations.  The F30 STEM probe FWHM can be reduced to 1.8 Å.  The bond 
length between in-plane carbon atoms in graphite is 1.4 Å.  Typical C-O bond length is 
also 1.4 Å with double bonds being shorter.  Therefore, atomic-resolution data for 
graphene or GO cannot be expected using F30 STEM.   
 
Next, it was not possible to acquire EELS data from single bonds even if spatial 
resolution had not been the limitation.  The available Gatan EELS spectrometer was 
aligned for incident beam energies of 300 keV, 200 keV, and 100 keV.  The electron 
dosage required for acquisition of EEL spectra is higher than that required for imaging 
and the energy of the incident beam damaged GO.  At 300 keV, it was possible to 
consistently acquire EEL spectra from overlapping flakes while scanning the beam in an 
area approximately 100 nm x 100 nm.  Features of the C K-edge were captured in this 
data.  At 100 keV, it was possible to acquire data with similar energy resolution from a 
single GO flake.  It was also possible to acquire data averaged from many regions of 
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several nanometer scale.  However, data from one region of several nanometer size was 
too noisy to be informative. 
 
As a result, the data acquired via STEM and EELS did not reveal a significant 
amount of new scientific information about GO that was not already known via bulk 
material characterization techniques, such as XPS [109].   
 
5.6 Future Directions  
 
Results from Tecnai F30 on GO suggests that potential for discovery of vast 
amounts of new scientific information with the STEM capabilities of F30 lies in 
exploration of biological macromolecules.  One of the main limitations of electron 
microscopy is that the high energy electrons used to probe the sample destroy the sample 
by ionizing the bonds or knock-on removal of atoms.  GO is expected to have a large 
variety of carbon-oxygen bonds, including epoxy, ether, ketone, carboxyl, ketone, and 
aldehydes.  The nanoscale characterization of atomic and electronic structure of GO 
reveals that carbon-oxygen and carbon-carbon bonds, even in a single atomic layer thin 
material, can be exposed to a high energy electron beam for a duration long enough to 
image them and collect spectroscopy data.   
 
A large category of similar compounds is in the area of biological 
macromolecules.  Typically, structure of biological macromolecules is examined using 
cryo-electron microscopy.  This is because the natural environment of biological 
macromolecules is an aqueous environment and by instant freezing, the sample structure 
can be preserved as it is in its natural environment.  The limitation of cryo-microscopy is 
that the vitreous ice is unstable under a large dose of the electron beam and thus limits 
high resolution imaging and spectroscopy studies.   
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While preservation of the sample in its natural state is ideal and removal of the 
aqueous environment may alter or destroy many samples, certain samples may retain a 
large amount of structure even when water is evaporated from their neighborhood.  These 
samples can be easily placed on a TEM grid via drop-casting and evaporation of solvent.  
Critical-point drying, commonly used for preparation of scanning electron microscopy 
(SEM) samples, may also be considered for preparing STEM samples.  ADF-STEM and 
EELS studies on these samples may prove to insightful.  STEM-based techniques may be 
the only way to visualize some of the nanoscale features present in these compounds.   
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6. Identification of intrinsic twist in 
helical MoS2 nanotubes, Simulation-
based study 
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6.1 Introduction 
 
A number of different elemental compositions, C [110], BN [111], MoS2, WS2, 
and TiS2 [112-117], lead to stable nanotube structures with material properties of interest 
[118,119].  Given the strong correlation between structure and properties of materials, we 
are driven to accurately understand the atomic arrangement in the nanotube structures 
formed by these compounds.  Generally, the atomic structure of a nanotube can be 
imagined simply as a rolled up sheet.  However, the energetically stable atomic 
arrangement of small diameter MoS2 nanotubes predicted by objective molecular 
dynamics [120] (MD) coupled with symmetry-adapted non-orthogonal tight binding 
[121] implemented in TROCADERO [122] and a density-functional-based tight binding 
(DFTB) model, showed a more complex atomic arrangement.  A nanotube in this atomic 
arrangement can be imagined as a rolled up sheet that is then twisted along its 
longitudinal axis.  This feature is called as intrinsic twist in the nanotube.  Experimental 
observation of intrinsic twist in nanotubes is necessary to confirm the theoretical 
prediction.   
 
Two existing transmission electron microscopy (TEM) based techniques can be 
employed to observe the intrinsic twist in MoS2 NTs: electron diffraction and atomic-
resolution imaging. Other techniques that are used to identify the (n,m) indices of NTs, 
such as Raman spectroscopy[123] and scanning tunneling microscopy (STM) [112], 
appear to be at a disadvantage. The intrinsic twist does not change the (n,m) indices and 
the applicability of Raman spectroscopy to identify small torsional deformation is 
untested. The wall of an MoS2 NT is actually a complex three-atomic-layer system, see 
Figure 6.1, and the use of STM for structural characterization becomes less reliable.   
 
Electron diffraction has previously been used for characterization of NTs 
[110,124] and especially for structural features caused by different chiral arrangements 
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[125,126].  For instance, the existence of armchair and zigzag MoS2 NTs was confirmed 
by comparing experimental EDPs with simulated ones [125]. Chiral indices of a variety 
of C NTs have been determined by electron diffraction analysis [112,127,128]. The 
chirality of various NTs, including Au and Ag-alloyed MoS2 and WS2, has also been 
studied by electron diffraction [129].   
 
 
Figure 6.1 Stress free (14,6) MoS2 NT.  Light gray is S and gray is Mo.   
 
6.2 Methods 
 
To determine if there are substantial differences between the EDPs of MoS2 NTs 
with and without twist, here we simulated EDPs of both types of NTs using the multislice 
programs developed by Kirkland. Models of 20-nm-long (14,6) MoS2 NTs were 
constructed using atomic coordinate files obtained via microscopic calculations discussed 
earlier.  A grid of 2048 × 2048 pixels with a reciprocal pixel size of 0.045 nm
−1
 was used 
in these simulations. A 100 keV electron beam incident normal to the NT axis was used 
because this is the most common orientation of NTs in an experimental setup. 
Propagation of the electron beam through the entire specimen was achieved by passing 
the beam through 1 Å slices. The effect of temperature was modeled by averaging 20 
frozen phonon configurations at 298 K. Root-mean-square displacements of 0.071 and 
0.045 °A were used for S and Mo atoms, respectively, which were obtained from the 
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corresponding Debye-Waller factors for similar MoS2 compounds[130]. Nonphysical 
high-frequency artifacts were filtered out by convoluting the EDPs with a Gaussian 
function with a standard deviation of 0.045 nm
−1
.  
 
6.3 Results 
 
EDPs of (14,6) MoS2 NTs with and without twist are shown on a logarithmic 
scale in Figs. 2(a) and 2(b). The diffraction spots are elongated due to the cylindrical 
structure of the NT [126].  EDPs from NTs show mm2 symmetry in (hk0) spots [110]. As 
only (hk0) spots are present in the EDP of a single-wall NT, the analysis of one quadrant 
of the EDP is sufficient for identifying differences. To characterize the differences 
between diffraction spots, the distance between the equatorial line and each diffraction 
spot was measured, as shown in Figure 2(a), and the results are tabulated in Table 6.1. 
The error in the position of the diffraction spot was estimated by measuring the variation 
in the position of the peak intensity of the diffraction spot at different locations along the 
elongated spot. A maximum variation of ±0.05 nm
−1
 was observed.  The range of 
diffraction spot position among the 20 frozen phonon configurations was less than 0.0018 
nm
−1
, which is significantly lower than the sampling error. The largest difference in the 
positions of diffraction spots obtained from (14,6) MoS2 NT with and without twist was 
0.09 nm
−1
 and that was observed for spots D3 and A1. The difference is clearly above the 
error level and, therefore, can be used to identify presence of the intrinsic twist.  
 
Additional EDPs of (14±1, 6±1) MoS2 NTs [i.e., (15,6), (13,6), (14,5), and (14,7) 
NTs] were simulated [see Figs. 6.2(c)–6.2(f)], in order to ensure that the above 
differences in EDPs due to the presence of an intrinsic twist can be distinguished from 
those due to small changes in chiral indices. The intrinsic twist was not considered in 
these additional NTs. As can be observed in Table I, the differences between Di (i = 
1,2,3) and A1 values for (14,6) and other chiral NTs are considerably larger than between 
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those from (14,6) NTs with and without intrinsic twist. Thus, the intrinsic twist cannot be 
confused with other chiral NTs.   
 
Atomic resolution ADF-STEM images can be alternatively used to detect the 
intrinsic twist. Unlike conventional bright field TEM imaging, ADF-STEM imaging 
avoids complications in image interpretation due to focusing conditions. Here, ADF-
STEM image intensity is directly dependent on the atomic number of the scattering atom 
[58,59].  Simulations of ADF-STEM images were carried out using the same multislice 
code used above to simulate EDPs. The probe parameters used in simulations were 100 
keV incident beam energy, Cs(3) = −0.015 mm and Cs(5) = 10 mm for spherical 
aberration coefficients, ∆f = −30 Å for defocus, and αobj = 25 mrad for the objective 
aperture, which provide a converged probe with a full width at half maximum (FWHM) 
of 0.8 Å [30,45].  The images were calculated with a 7.4 pixel/Å sampling.   
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Figure 6.2 EDPs of different MoS2 NTs: (a) (14,6), (b) (14,6) NT with intrinsic twist, (c) 
(14,5), (d) (15,6), (e) (14,7), and (f) (13,6). EDPs are shown on a logarithmic scale. 
 
Simulated atomic resolution ADF-STEM images of characteristic sections of 
(14,6) MoS2 NTs with and without intrinsic twist are shown in Figs. 6.3(a) and 6.3(b). 
The projected positions of the Mo and S atoms in most cases can be identified: Mo atoms 
as bigger and brighter spots and S atoms as smaller and dimmer spots. In an actual 
experiment the exact orientation of the suspended NT relative to the incident beam is 
difficult to control. Therefore, to understand the effects on images of NT rotation relative 
to its axis, we also simulated ADF-STEM images of the same NTs after rotating both of 
them by 15°.  The resulting images are presented in Figs. 6.3(c) and 6.3(d), respectively. 
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As can be seen, the rotation along the tube axis is equivalent to a shift in the imaging 
area. Specifically, a 15° rotation corresponds to a 2.1 Å shift. 
 
 
 
Figure 6.3 ADF-STEM images of MoS2 (14,6) NT (a) without and (b) with intrinsic 
twist. (c), (d) ADF-STEM images of the same tubes as in (a) and (b), respectively, after 
rotating NTs by 15° along the tube axis. 
 
The simulated ADF-STEM image of a (14,6) MoS2 NT without intrinsic twist has 
two bright spots in the middle of the NT, highlighted by dotted circles, while the ADF-
STEM image of (14,6) MoS2 NT with intrinsic twist is missing a bright spot in one of 
these locations [cf. Figs. 6.3(c) and 6.3(d)].  Comparison with atomic models shows that 
the bright spot in the larger circle corresponds to the projected image of two Mo atoms 
and the bright spot in the smaller circle corresponds to the projected image of four sulfur 
atoms. Such distinctive features provide an alternate route for identifying the intrinsic 
twist.  In conclusion, our simulations presented herein show that, in spite of the small 
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diameter and the complexity of the MoS2 wall, the atomic-scale intrinsic twist in an MoS2 
NT predicted by simulations could be observed in experiment by either electron 
diffraction using conventional TEM or atomic resolution ADF-STEM imaging using 
aberration-corrected STEM. We envision that these techniques can be utilized in other 
small-diameter chiral NTs predicted to exhibit intrinsic twists of similar magnitude, such 
as C NTs[131,132] BN NTs[132], and TiS2 NTs[133]. 
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TABLE 6.1 Distances between diffraction spots and equatorial line for different NTs. 
 
                          
                                                     Distance from Equatorial Line (nm-1) ± 0.05 nm-1 
NT D1 D2 D3 A1 
(14,6) 
Twisted 3.33 2.57 0.77 1.71 
(14,6) 3.38 2.57 0.86 1.80 
(14,5) 3.65 2.61 1.04 2.07 
(15,6) 3.65 2.66 0.95 1.71 
(14,7) 3.33 2.61 0.72 1.89 
(13,6) 3.60 2.75 0.86 1.89 
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Appendix A 
 
Tutorial: Simulate Electron Diffraction Patterns  
 
Simulated electron diffraction patterns can be used to help interpret 
experimentally measured electron diffraction patterns or they can be used to predict 
whether a particular specimen feature is observable via electron diffraction.  This tutorial 
explains how to simulate electron diffraction patterns using the multislice method and C 
code developed by E.J. Kirkland[20]. 
 
1. Download executable files for Windows at 
http://people.ccmr.cornell.edu/~kirkland/.   
 
2. Create an xyz file.    
 
Example: 
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Coordinate File: Si100.xyz 
 
3. Run program Probe.  For how to choose parameters, see Tutorial: Beam 
Conditions. 
 
Example: 
 
C:\MyDocuments\Multislice\Probe 
Name of file to get focused probe wave function: 
Probe.tif 
Desired size of output image in pixels Nx,Ny: 
2048 2048 
Size of output image in Angstroms ax,by: 
450 450 
Probe parameters, V0(kv), Cs3(mm), Cs5(mm), df(Angstroms), 
apert(mrad): 
300 0 0 0 0.3 
Magnitude and angle of 2-fold astigmatism (in Ang. and degrees): 
0 0 
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Magnitude and angle of 3-fold astigmatism (in Ang. and degrees): 
0 0 
Type 1 for smooth aperture: 
0 
Probe position in Angstroms: 
225 225 
electron wavelength = 0.0196875 Angstroms 
dfa2= 0.000000 
there were 145 pixels inside the aperture 
Pix range       -1.828233 to         12.0416 real, 
      and  -2.240067e-007 to   2.240067e-007 imaginary 
CPU time = 2.092000 sec 
 
Program outputs Tiff file: 
 
 
 
Figure C1.  Wave function of incident probe. 
 
4. Run program Autoslic.   
 
Example: 
 
C:\MyDocuments\Multislice\Autoslic 
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Name of file with input atomic potential in x,y,z format: 
Si100.xyz 
Replicate unit cell by NCELLX,NCELLY,NCELLZ : 
1 1 1 
Name of file to get binary output of multislice result: 
Si100multislice.tif 
Do you want to include partial coherence (y/n) : 
n 
NOTE, the program image must also be run. Do you want to start from 
previous result (y/n): 
y 
Name of file to start from: 
Probe.tif 
Crystal tilt x,y in mrad.: 
0 0 
Slice thickness (in Angstroms): 
1.3575 
Do you want to record the (real,imag) value  of selected beams vs. thickness 
(y/n) : 
n 
Do you want to include thermal vibrations (y/n) : 
n 
Do you want to output intensity vs. depth cross section (y/n) : 
n 
Starting pix range -1.82823 to 12.0416 real 
 -2.24007e-007 to 2.24007e-007 imag 
Beam voltage = 300 kV 
Old crystal tilt x,y = 0, 0 mrad 
electron wavelength = 0.0196875 Angstroms 
43928 atomic coordinates read in 
Silicon100 
Size in pixels Nx, Ny= 2048 x 2048 = 4194304 beams 
Lattice constant a,b =     450.0000,     450.0000 
Total specimen range is 
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 180 to 270.953 in x 
 180 to 270.953 in y 
 0 to 101.813 in z 
Bandwidth limited to a real space resolution of 0.659180 Angstroms 
   (= 29.87 mrad)  for symmetrical anti-aliasing. 
Sorting atoms by depth... 
fit from r= 0.01 to r= 5 
… 
 
Program outputs Tiff file: 
 
 
 
Figure C2.  Wave function after propagation through Si [100]. 
 
5. Run program Image.   
 
Example: 
C:\MyDocuments\Multislice\Image 
Name of file with input multislice result: 
Si100mulslice.tif 
Type 0 for coherent real space image,   or 1 for partially coherent real space 
image,   or 2 for diffraction pattern output: 
2 
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Name of file to get diffraction pattern: 
Si100DP.tif 
Do you want to include central beam (y/n) : 
y 
Do you want to impose the aperture (y/n) : 
n 
Type 0 for linear scale, or 1 to do logarithmic intensity scale: or 2 to do 
log(1+c*pixel) scale: 
0 
Starting pix energy =   300.00 keV 
Starting pix range -9.72666 10.5968 real 
                   -3.73487 30.4071 imag 
Pix range 58965948.000000 to 83536039370.207031 
Elapsed time = 1.442000 sec 
 
Program outputs Tiff file: 
 
 
 
Figure C3.  Electron diffraction pattern of Si [100]. 
 
Features in image can be enhanced for display using image processing tools in software 
packages such as Matlab
®
 and Photoshop
®
.   
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Example: 
 
 
Figure C4.  Electron diffraction pattern of Si[100] after image processing in Matlab
®
 .    
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Appendix B  
 
The value of intensity output in Kirkland’s multislice programs is normalized such that 
the total intensity is 1 if the total intensity is divided by number of pixels.    
 
             
    
   
 
Therefore, the standard way of normalizing beam intensity is 
 
              
  
     
 
 
I is Intensity output from Kirklands’s multislice programs 
Nx , Ny are number of pixels in x and y-directions, respectively 
 
A 100 keV, 25 mrad, probe was simulated using 1024 x 1024 pixels in 30 Å x 30 
Å real space.  Real and reciprocal space pixel size was reduced by approximately the 
same amount and the same probe was simulated using 2048 x 2048 pixels in 42 Å x 42 Å 
real space.  Cross-section profiles of the two probes show that the normalization method 
is sensitive to reciprocal space pixel size, see Figure A1 (a).  A third simulation of the 
same probe used 2048 x 2048 pixels in 30 Å x 30 Å real space verifies that the 
normalization method correctly rescales intensity for change in real space pixel size, see 
Figure A1(a).   
 
 141 
 
In order to compare results of simulations that use different reciprocal space pixel 
size, beam intensity is normalized in the following way.  This normalization correctly 
rescales intensity for change in real and reciprocal pixel size, see Figure A1(b).   
 
     
  
     
  
     
   
 
 
Where  
a, b are the super cell dimensions in x and y directions, respectively.  Above equation can 
be simplified to 
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Figure A1.  Cross-section of 100 keV, 25 mrad, probes simulated using 1024 x 1024 
pixels in 30 Å x 30 Å real space, 2048 x 2048 pixels in 42 Å x 42 Å real space, and 2048 
x 2048 pixels in 30 Å x 30 Å real space (a) normalized using the standard calculation and 
(b) normalized using the calculation used throughout this paper.   
 
Ideal and aberration-corrected probe 
 
Ideal probes were used in many simulations for simplicity.  The applicability of 
this simplification was verified by comparing behavior of two probes, an ideal probe and 
a typical aberration-corrected probe.  The two probes behaved similarly in isolated 
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columns of Ge with 2 Å interatomic spacing and of C with 5 Å interatomic spacing, see 
Figure B1.  
 
 
 
Figure A2.  Beam intensity profiles of ideal 100 keV, 25 mrad, probe and aberration-
corrected 100 keV, 25 mrad, Cs(3)= − .  5 mm, Cs(5)=10 mm, ∆f = -30 Å defocus, probe 
during propagation in isolated column of Ge with interatomic spacing 2 Å and in isolated 
column of C with interatomic spacing of 5 Å.   
 
Validity of projected atomic potential  
 
The multislice code developed by Kirkland models the atom by using a projected 
atomic potential that integrates the Hartree-Fock atomic potential from -∞ to +∞ in one 
dimension and creates a 2D potential.  The validity of this model was tested by 
comparison with a second model that more closely models the 3-D nature of the atom.  
One atom was modeled by using several projected atomic potentials.  Atomic potential 
was calculated using PBE-GGA functional in Quantum Espresso and several projected 
atomic potentials were calculated by integrating over sub-Angstrom distances in one 
dimension to create layers of 2D potential.  Essentially, the multislice method was used 
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with sub-Atomic slicing.  Comparison of beam behavior shows the approximation used in 
code developed by Kirkland is applicable, see Figure.   
 
 
 
Figure A3.  Three different methods were used for calculating projected atomic 
potentials: Atompot used in multislice code by Kirkland, Hartree-Fock functional with 
self-interaction in Quantum Espresso, and PBE-GGA functional in Quantum Espresso.  
(a) Beam intensity profiles of 100 keV, 25 mrad, probe in isolated column of Ge with 
interatomic spacing 2 Å simulated using different projected potentials.  (b) Beam 
intensity profiles of 100 keV, 25 mrad, probe in isolated column of Ge with interatomic 
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spacing 2 Å simulated using PBE-GGA functional in Quantum Espresso, with different 
slice thicknesses in multislice, including sub-atomic slicing.   
 
 
 
Phase shift in wave packet during propagation in vacuum 
   
Movement of a plane wave in vacuum can be described by phase shift.  
Movement of a wave packet in vacuum can be described by phase shift of each plane 
wave component that comprises the wave packet.  The analysis here uses the 
mathematical operation describing propagation in multislice and shows that it is 
equivalent to shifting the phase of each plane wave component.  The phase shift of each 
plane wave component in the transverse plane is proportional to the plane wave’s angular 
frequency.   
 
In the multislice method, the wave packet at slice n+1,          ,  is calculated 
using the following equation:  
 
                                  
 
The transmission function,       , is ignored as we are currently analyzing 
propagation in vacuum, described by the propagation function,       ,  
 
       
 
    
     
  
   
         
 
Calculation of the wave packet in slice n+1 is then simplified to 
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Convolution is equivalent to multiplication in reciprocal space and the above 
equation can be written in the form  
 
                                    
 
After substituting for FT(p), the equation can be written as 
 
                            
                
 
Using the phase shift formula, which says that multiplication of function X with a 
sinusoidal frequency, exp(iak), results in phase shift of the function, X, the above 
equation can be written as  
 
                           
 
 
   
 
Where  
          
 
        
 
We can now express the wave function at slice n+1 as a phase shift from slice n,  
 
                      
 
 
  
 
After substitution of variables, the equation can be written as  
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Above equation shows that x replaced with x+a/w, which is a phase shift of every wave 
that occurred as the wave traveled distance n∆z, describes the wave function at slice n.  
The initial wave packet can be described by the equation,  
 
                    
    
 
    
 
 
This leads to the main result of this exercise.  Wave packet that has propagated distance 
n∆z can be described by the equation 
 
                                  
    
 
    
 
Above equation shows that the phase shift increases with k.  The equation can be written 
also as an integral over convergence angle.   
 
        
 
 
          
 
 
          
 
 
   
    
 
    
 
Above equation clarifies that if probe size in angular space, kmax, is the same, longer 
wavelength leads to higher frequency waves in the x-y plane.   
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Phase shift due to transmission function 
 
 
 
 
 
Figure A4  Phase shift due to the transmission function near the center of the atom in a 
wide range of elements.  The value plotted on the y-axis is   
     
 
     .   
 
 
Beam Profiles of STEM probes in isolated columns 
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Figure A5 (a) Beam intensity in isolated Ge columns with interatomic spacing varied 
between 2 to 12 Å plotted as a function of depth in unit length. (b) Same as (a) except 
beam intensity is plotted as a function of number of atoms.  100 keV, 25 mrad aberration-
corrected probe was used in these simulations.  (c) Fourier transform of (a).  (d) Fourier 
transform of (b).   
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Figure A6  (a) Beam intensity in isolated C columns with interatomic spacing varied 
between 2 to 12 Å plotted as a function of depth in unit length. (b) Same as (a) except 
beam intensity is plotted as a function of number of atoms.  100 keV, 25 mrad aberration-
corrected probe was used in these simulations.  (c) Fourier transform of (a).  (d) Fourier 
transform of (b).   
 
 
Angular distribution of STEM probes in isolated columns 
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 152 
 
Figure A7 (a) Beam intensity profile of 100 keV, 25 mrad, ideal probe in isolated 
column of C with atomic spacing 5 Å.  (b) Beam shape at points marked by ‘x’ in (a).  (c) 
Angular distribution at points marked by ‘x’ in (a).   
 
 
Figure A8.  Angular distributions of two probes in two atomic columns are shown at 
three different locations along the atomic column: specimen surface, first intensity 
maximum, and the subsequent intensity minimum.     
 
 
Beam Profiles of CTEM probes in isolated columns 
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Figure A9.  Beam intensity profiles of 100 keV, plane wave, in isolated columns of Ge 
with different spacings, 2 Å, 4 Å, and 12 Å.   
 
 
Beam Profiles of STEM probes in isolated columns: Examining effect of 
probe features 
 
The non-aberrated probe is defined by energy and convergence angle.   
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Figure A10. Beam intensity profiles of ideal 100 and 300 keV probes, 25 mrad, in (a) 
vaccum and (b) isolated column of Si with interatomic spacing 3.94 Å.  Beam intensity 
profiles of ideal 300 keV probes of three different convergence angles (4.5 mrad, 14 
mrad, and 25 mrad) in (c) vaccum and (d) isolated column of Si with interatomic spacing 
3.94 Å.   
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Figure A11 Beam intensity profiles of ideal 100 and 300 keV probes, of two different 
FWHMs each, in (a) vaccum and (b) isolated column of Si with interatomic spacing 3.94 
Å.  (c) Fourier transform of (a).  (d) Fourier transform of (b).   
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Appendix C 
 
Synthesis Recipe: Modified Hummer’s method for synthesis of graphene 
oxide (GO) 
 
(Recipe adapted by by Alex Chov, Undergraduate Researcher in K. Andre Mkhoyan 
Group)   
 
1. Measure 2g of Bay carbon (Graphite) and 46mL H2SO4.  
2. Place both into a 250mL beaker. With the beaker in an ice bath, add 6g KMnO4.  
3. Wait for the initial effervescence to complete and swirl the mixture either 
physically or with a glass stir bar; wait.  
4. Heat mixture for two hours at 35oC, stir with magnetic stirrer.  Additional 
effervescence and large exothermic reaction.  
5. Remove the brown mixture from heating element and transfer the mixture to a 1L 
beaker, washing the 250 mL beaker with 92mL of DI Water.  
6. Cool the mixture at room temperature for an hour.  
7. Create a separate mixture of 280 mL DI Water and 5mL H2O2.  
8. Add the Water/H2O2mixture to the reaction.  The reaction is effervescent and 
exothermic.   
9. Using either vacuum filtration or gravity filtration, wash the yellow supernatant 
with 500mL of a 1:10 HCl/H2O mixture (By weight: 140mL of 35.5-38% HCl 
and 360mL H2O).  
10. Dry the filter paper at 60oC in a vacuum oven until an agglomeration forms or let 
stand overnight. Place the filter paper in an adequately sized beaker and add 100-
200mL of DI Water.  
11. For two to three hours, gently stir the mixture with a glass bar.  The filter paper is 
very fragile.  
12. Filter liquid and wash with DI Water using either vacuum filtration or gravity 
filtration 5-7 times a day for two days or until pH is about 7.  
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13. Place the filter paper into a 250mL beaker and fill with 75-100mL of DI Water. 
Sonicate the 250mL beaker for 5 minutes to disperse the particles on the filter 
paper.  
14. Centrifuge the dispersion for 30min at 5500rpm. Remove the water from the 
solution with dehydration at 60
o
C in air.  This takes over 4 hours.  
15. Disperse the plates in water with sonication. Centrifuge at 5550 rpm for two 
hours. The supernatant is GO.   
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Appendix D 
 
Graphene Oxide 
 
 
 
 
Figure D1  ADF-STEM image of graphene oxide flakes synthesized using the modified 
Hummer’s method.  Formation of nanoparticles was observed although not understood.   
Different density of nanoparticles was observed depending on single flake and 
overlapping flakes, observation by Dr. Jong Seok Jeong.  Lacey carbon grid was used.  
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Figure D2 ADF-STEM image of GO surface laden with nanoparticles.  A Cu grid with 
holey carbon support was used.   
 
Heating Experiments 
 
 
 
Figure D3  ADF-STEM image of GO flakes showing a typical setting of overlapping 
flakes suspended over a hole in carbon film.  This setting was used for acquisition of 
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EELS data at different temperatures during thermal reduction at 300 keV.  A Protochips 
heating grid was used.   
 
 
 
 
Figure D4.  Electron diffraction pattern taken from ceramic membrane, which was the 
support membrane in Protochips heating grids.       
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Figure D5  ADF-STEM image of carbon contamination in area exposed to the beam, 
appears as a bright rectangular area.  Protochips heating grid was used.  This particular 
grid was mistakenly over laid with a holey carbon film twice.   
 
Graphene 
 
 
 
Figure D6 ADF-STEM image of graphene sheets synthesized using ethanol 
condensation.  Sample was purchased from Electron Microscopy Sciences.   Holey 
carbon grid was used.  
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Appendix E 
 
Study of phase change in Ag2S nanocrystals using transmission electron 
microscopy – This was in collaboration with Dr. A. Sahu, Dr. D. Norris Group.  
Introduction 
Properties of nanoparticles are often found to be different from a bulk material of the 
same elemental composition.  A difference in the phase transition temperature of silver 
chalcogenides bulk crystal and nanocrystals has been observed.  In fact, the phase 
transition temperature changes gradually with nanocrystal size, meaning that a device of 
monodisperse nanocrystals can be fine-tuned to be sensitive to a desired temperature 
within a temperature range.  Development of such a device requires accurate 
understanding of the relationship between crystal size and phase transition temperature.   
Our objective is to study the phase transition temperature of Ag2S nanocrystals of several 
sizes using transmission electron microscopy while tracking changes in one particle, 
which is not possible to do using optical techniques.  Tracking one particle is important 
because a collection of particles is often polydisperse, leading to ambiguous results about 
the effect of particle size.   An advantage of TEM is that phase transition temperatures 
may potentially be determined systematically as a function of nanocrystal size, while 
considering effect of grains within a nanoparticle and effect of particle shape.  Single 
crystal and polycrystalline nanoparticles were observed.   TEM based techniques to 
observe phase change without ambiguity were explored.   
Methods 
Ag2S nanocrystals suspended in hexanes were dropped on a TEM grid with amorphous 
carbon film.  Ag2S nanocrystals were heated in situ in FEI Tecnai F30 using an FEI 
heating stage holder and another newly designed by Protochips.    Low drift of Protochips 
holder allows tracking one particle while heating.   
Theory 
Solid phases of bulk Ag2S:  
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Results 
High resolution TEM images show lattice spacing and grain boundaries in nanoparticles 
as well as the ability to image particles at 300 ºC, see Figure E1.   
 
Figure E1 (a) Nanoparticles dispersed on amorphous carbon. (b) Single crystal image (c-
d) Polycrystalline nanoparticles, images taken at 300 ºC. 
The effect of heat transfer from the electron beam or changes in nanoparticles due to 
exposure to the electron beam were not clearly understood.  With that in mind, phase 
transformation of a nanoparticle from monoclinic to BCC crystal structure was observed 
at less than 178 ºC.  CBED pattern of a particle, 6 nm diameter, taken at 100 ºC in 
vacuum shows the particle has transformed to BCC crystal structure, see Figure E2.   
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Figure E2 (a) CTEM Image of a particle 6 nm in diameter taken at 100 ºC.  (b) CBED 
pattern of particle in (a) CBED pattern agrees with expected pattern from a BCC crystal 
oriented along [01-2] axis.    
SAD pattern confirms nanoparticle is polycrystalline, see Figure E3.  Change in diameter 
of diffraction rings may be used to observe phase transformation, but this was not 
pursued.   
 
Figure E3 (a) Image of particle (b) SAD pattern of particle in (c).    
Conclusion 
Changes in nanoparticle due to exposure to the electron beam needed to be more 
carefully examined, before phase transformation due to heating could have been 
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examined.  CBED and SAD patterns were difficult to interpret when particles were not 
aligned along a low order zone axis.   
A suggested route is tracking changes in the lattice fringes of one particle.  It has the 
following advantages: (1) Allows continuous vigil of the particle.  (2)  Decreases chances 
of damage from the higher intensity of a converged beam. (3)  Does not require frequent 
switching between imaging and diffraction mode, which have different optimal 
condenser aperture sizes as well as different lens settings. 
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Beginning my studies, the first step pleased me so much, 
… 
The first step, I say, awed me and pleased me so much, 
I have hardly gone, and hardly wished to go, any farther. 
 
Walt Whitman  
 
