This study presents a resource efficient framework for a class of stochastic control systems that utilises state dependent control strategies in order to reduce the online computational load. When the states are in a given neighbourhood of the desired operating point, the controller is switched off, and data from the feedback channel is not transmitted. Outside this neighbourhood, the authors pay close attention to the performance of the controller by adopting a stochastic predictive algorithm when the states are in a predefined comfort zone, and activate a recovery algorithm beyond the comfort zone that secures at least good qualitative properties. The authors demonstrate that the proposed controller leads to mean square boundedness of the closed loop states in the presence of stochastic noise, bounded control authority, and control channel erasures, while entailing a dramatic reduction in network traffic and computational resources.
Introduction
Networked control systems typically arise in applications involving remotely operated robotic systems [1] , haptic collaboration over the internet [2] , smart buildings [3] , automated highway systems and unmanned aerial vehicles [4] . They are composed of several (controlled) dynamical systems and a centralised controller with high computational power, or distributed controllers with low computational power, all communicating over practical communication channels. Networked systems typically have limited communication, computation, and actuation resources, and to deal with paucity of resources in real life situations, researchers have developed a variety of resource-aware control strategies such as event triggered and self triggered control [5, 6] , hands-off control [7] and minimum attention control [8] . Resource efficient optimisation based control strategies are developed in [9] for deterministic systems and in [10] for systems with bounded disturbances. Networked control systems typically also suffer from packet dropout, and to mitigate the effect of packet dropouts in the control channel, the idea of packetised predictive control [11] and hands-off control [7] were combined in [12] in the deterministic setting. However, so far very few efforts have been made to synthesise resource-efficient controllers in the stochastic setting. In this paper we present a control algorithm that combines stochastic predictive control with event triggering mechanisms [13] in the presence of packet dropouts. Our proposed algorithm uses communication, computation, and actuation resources depending upon the states of the system. Such schemes would be natural and implemented in, for instance, integrated room automation systems [14] , where the controller can be relaxed when temperature, air quality and light levels are within the comfort zone of the occupants. When the states are beyond the comfort zone, a controller would be switched on to regulate them and to minimise the associated cost of regulation simultaneously.
A control engineer is typically interested not only in utilising resources efficiently, but also in minimising some cost or maximising some profit over a planning epoch. Ideally, one would like to algorithmically and tractably solve infinite-horizon constrained optimal control problems, with all the restrictions on the admissible controls and resources, forbidden sets, etc., constituting the constraints, and the performance index to be minimised representing, e.g. the operational cost. Unfortunately, such solutions in general cases are impossible to obtain with the tools currently available to us. As an alternative, optimisation based control techniques solve a constrained finite-horizon optimal control problem algorithmically and iteratively over time. Associated finite horizon optimal control problems are often numerically tractable. With the availability of fast computing machines, such control techniques are being increasingly employed in networked control systems [9, [15] [16] [17] [18] . As with any iterative scheme, to get a well-posed control law, it is necessary to guarantee that an initially feasible optimal control problem remains feasible for all future sampling instants -a property known as recursive feasibility. For deterministic setups, recursive feasibility is typically ensured by constructing a terminal set, and stipulating that the final predicted states of the system enter a feasible set that is known to be positively invariant under some feedback law [19] .
In the presence of uncertainties with bounded or unbounded support, algorithmic constructions of minimal positively invariant sets are not easy, see [20] . This issue is highlighted for robust MPC in [21] and for stochastic MPC in [22] . The present paper presents a control scheme for networked stochastic system involving optimisation based control such that the issue of recursive feasibility does not arise in practice.
The minimisation of the expected loss by considering a probabilistic model of uncertainties typically leads to controls that outperform those that are blind to such uncertainties. Stability in optimisation based control techniques is generally achieved by selecting approximate cost functions satisfying some Lyapunov based conditions, or by enforcing stability constraints in the underlying optimal control problem [23, Section 3.8.3]. Both approaches are conservative in general, and ensuring good closed loop behaviour in the presence of bounded control authority is difficult, see [24, 25] . In the current work, the predictive controller that is active inside the nominal operating region is not burdened with stability considerations. Stability is achieved by imposing certain drift conditions acting outside the nominal operating region.
Our control scheme is based on partitioning of the state space into three regions B sleep , B SPC and B rec , and on the location in which the states of a suitably subsampled state process with a fixed sampling interval κ lie. At the sensor end, the states of the κsubsampled state process are obtained, and the control scheme proceeds as follows:
• Whenever the states of the κ-subsampled process belong to B sleep , no data is transmitted through the feedback and the control channels; null control is applied to the plant in order to relax the actuator and to save communication resources for both channels. See Section 3.1 for details. • When the states of the κ-subsampled process belong to B SPC , sensors transmit the state information to the controller at each time step for the the next κ time instants. The controls values obtained by solving a constrained finite-horizon optimal control problem that optimises a desired performance index, are transmitted to the actuator at each time step over the noisy communication channel. The transmitted controls are applied to the plant if they reach the actuator successfully. See Section 3.2 for details. • When the states of the κ-subsampled process belong to B rec , the sensor transmits to the controller the current states of the subsampled process at once. The controller computes a κ-long off-the-shelf control sequence by ignoring the performance index, and transmits the corresponding components at each time step to the actuator. For the current block of κ time steps, communication through the sensor channel and the computational resources is reduced; indeed, the sensor channel is used just once at the beginning of every κ-long window. The applied recovery strategy drifts the states towards B sleep ∪ B SPC in a precise sense. See Section 3.3 for details.
In the above setting of the partitioned state-space and their respective control strategies, the issue of recursive feasibility vanishes. Our proposed algorithm is always recursively feasible because of the drift conditions. They are feasible everywhere outside the nominal operating region and the nominal operating region can be redefined based on the feasibility of the predictive control algorithm. However, the application of these drift conditions without regard to performance may adversely affect the closed-loop performance index in favour of stability.
This paper is organised as follows: The problem statement is presented in Section 2. Three control strategies null control, stochastic predictive control and recovery strategy are discussed in Sections 3.1-3.3, respectively. We present our algorithm in Section 4. In Section 5, we discuss the issue of stability. Our claims are verified by numerical experiments in Section 6. We conclude in Section 7 with a brief overview of future directions.
The notations employed here are standard. We let ℝ and ℕ denote the set of real numbers and positive integers, respectively. Let ℕ 0 be ℕ ∪ {0}. The notation z [ ⋅ ] stands for the conditional expectation with given z. We denote by s n:k the column vector s n ⊤ s n + 1 ⊤ … s n + k − 1 ⊤ ⊤ , k ∈ ℕ, for any sequence (s n ) n ∈ ℕ 0 taking values in some Euclidean space. The i th component of a vector V is denoted by V (i) . For a real-valued random variable ξ on some probability space, we let ξ + := max {0, ξ}, ξ − := max {0, − ξ} denote its positive and negative parts, respectively.
Problem setup
We consider linear time-invariant dynamical systems with additive process noise which is governed by following recursion:
the actuator and the additive process noise, respectively at time t;
are given matrices, x ∈ ℝ d is a given vector.
The above system is controlled over an unreliable channel. Therefore, the available control at the actuator end at time t is given as u t a = u t ν t where u t is the control transmitted from the actuator, which takes values in the set
and the packet dropout ν t is a Bernoulli random variable with probability p, where 0 < p ≤ 1. We make the following assumptions: Assumption:
(A1) The system matrix A is Lyapunov stable. [The matrix A is called Lyapunov stable if its all eigenvalues are within the closed unit disk and those on the unit circle have equal algebraic and geometric multiplicities.] (A2) We assume that (w t ) t ∈ ℕ 0 is a sequence of i.i.d. zero mean random vectors taking values in ℝ d and it is independent from
(A3) The channel from sensor to controller is noiseless. (A4) At each time t the state x t is measured perfectly and acknowledgements of successfully transmitted packets through the control channel are causally available to controller. (A5) The system matrix pair (A,B) is stabilisable.
Without loss of generality, we consider that the pair (A, B) can be transformed into the pair
where
Remark:
(R1) It is known that linear systems with bounded control cannot be globally stabilised if the system matrix has eigenvalues outside the unit disk: see [24, 27] for the corresponding results in the deterministic and stochastic settings, respectively. Therefore, the assumption of Lyapunov stable A is essential for us. We do not require that the system matrix A is the asymptotically stable; and mean square boundedness of the orthogonal subsystem (A o , B o ) is not obvious in the presence of possibly unbounded noise and bounded actions.
(R2) The fourth moment bound on the noise is less restrictive than the standard assumption of i.i.d. Gaussian; see [24] for further discussions. Stability results discussed in Section 5 are valid if
We have chosen q = 4 just for convenience. (R3) Assumption (A3) is standard in the literature of networked systems and it refers to systems where the sensor channel has higher SNR, different medium of transmission than the control channel [28] , or guaranteed bandwidth [29] . Examples of such systems include multi-agent systems where state-information is sensed by cameras and control commands are transmitted through wireless channels, and networks of air-borne wind energy (ABWE) systems where state information of individual air-foil is sensed at the ground station by the exerted force and angle made by the tether, and the state information of each ABWE is transmitted to nearby controllers through dedicated wired channels, while the control commands are transmitted through shared wireless channels. In ABWE systems, there is a safe height where the force exerted by the air foil will not harm the set-up. Similarly, in cloudadded vehicle control systems a vehicle is safe if its speed and distances from other vehicles are within some range. Whenever the states are not in some safe zone, the primary focus of the controller is to regulate them. Once they are in safe zone, the objective changes to maximising the profit or efficiently utilising scarce resources. Motivated by the practical examples of integrated room automation, ABWE, and cloud-aided vehicle control, we present the partitioning of the state space and event triggering mechanism in next subsections.
Partitioning of the state-space
As illustrated in Fig. 1 , we assume that the state-space is partitioned into three regions B sleep , B perf , and B crit . This partition may be dictated by the physics of the control system, or by some natural boundaries dictated by the actuation mechanism of the system, or some optimisation algorithm. In this paper we do not investigate the mechanism of partitioning, but begin with a given partition as above. The nominal operating region consists of B sleep and B perf . Whenever the states transgress a nominal operating region, it is natural to demand that the states be recovered so that nominal operations can be resumed. Whenever the states are outside the nominal operating region, we do not care about minimisation of the cost function. The complement of the nominal operating region is denoted by B crit . The algorithm presented in Section 4 depends on a κ-subsampled process. In other words, the algorithm checks every κ-steps the region in which the states of the system belong, resulting in significant reduction in traffic through the sensor channel. When the states of the κ-subsampled process are in the safe set B sleep , the state information to the controller and the control information to the actuator are not transmitted. This saves on traffic through both the feedback and the control channels. If no data is received at the actuator, then null control is applied to the plant. The stochastic model predictive controller developed in [30] is utilised when the states of the κ-subsampled process belong neither to B sleep nor B rec , i.e., x κt ∈ B SPC . When the states of the κsubsampled process belong to B rec , a recovery strategy along with a drifting mechanism towards the set B SPC ∪ B sleep is activated. Remark:
(R6) The sets B sleep , B perf and B crit are given to us as discussed above. We describe B SPC and B rec as follows:
Depending on the physics of the problem, in systems where exiting the set B crit quickly is more crucial, B rec and B SPC are defined as above by choosing r := min z ∈ B crit {∥ z ∥ ∞ }, and B sleep is redefined by B sleep ∖ B rec .
Event triggering mechanism (ETM)
Let τ 1 be the set of those time instants at which the states of the κsubsampled state process do not belong to B sleep , and τ 2 be the set of those time instants at which the predictive controller is active. We formally define
Then the ETM is such that sampling and transmission through the sensor channel occur if and only if t ∈ τ.
The schematic in Fig. 2 shows an event triggered system with resource efficient stochastic predictive control (RE-SPC).
The reachability index of the pair (A o , B o ) plays an important role in the proposed algorithm; see Section 4. ETM clearly reveals that the states of the systems are checked only every κ steps. Based on the states of the κ-subsampled process one of null control, stochastic predictive control, and recovery strategy schemes is selected for the next κ steps. In the following sections we shall discuss these schemes in detail.
Control strategy

Null control
When the states of the κ-subsampled process belong to B sleep , for the next κ time steps the states are not sampled, state information is not transmitted to the controller, the controls are not computed, the control channel is not used, and the actuator is relaxed; i.e., we set u t a = 0.
Stochastic predictive control
When the states of the κ-subsampled process belong to B SPC , the control for the next κ time steps are computed using stochastic predictive control ideas [30] . In this section we first recall some mathematical preliminaries related to predictive control, and then present the optimisation program that optimises the desired performance index with respect to a control sequence. For a fixed Fig. 1 We assume that the sets B sleep , B perf and B crit are given to us without any restriction on their shapes. We then construct the sets B SPC optimisation horizon N ∈ ℕ, we want to minimise the expectation of a quadratic cost function to take care of the stochastic effects of w t and ν t involved in the plant dynamics. This minimisation is carried out with respect to an affine saturated disturbance feedback policy as in [31] . Affine disturbance feedback policies are nowadays standard in the literature and are preferred over open loop input sequences and state feedback policies [32, 33] . We have only bounded control available, hence the disturbance is saturated by some odd saturation function before feedback [34, 35] . The saturated disturbance feedback policy is of the form
and t ∈ ℕ 0 .
Note that the realisation of the feedback policy (5) is well-defined because we assumed that the states are perfectly measurable, and acknowledgement of successfully received packets is causally available to the controller. Therefore, disturbance realisations can be causally reconstructed by the controller. The control policy (5) consists of an open loop control term and a saturated disturbance feedback term. We can represent (5) in compact notation with the help of an offset vector η t and a gain matrix Θ t multiplied with saturated disturbances:
where η t ∈ ℝ mN , and Θ t is a strictly lower block triangular matrix
with each θ k, ℓ ∈ ℝ m × d and ∥ (w t: N − 1 ) ∥ ∞ ≤ φ max . The control value transmitted at time t + ℓ is affected by dropout ν t + ℓ . In view of the lossy control channel, the applied control inputs become
where := blkdiag I m ν t , ⋯, I m ν t + κ − 1 , I m(N − κ) . The matrix relates the computed controls at the controller u t: N with the available control at the actuator according to the relation u t a = ν t u t .
Notice that only the first κ components are transmitted in one control horizon and are affected by the corresponding dropout in the channel, which occur at that particular instant of transmission. The dynamics of the plant is represented in the preceding compact notation as follows:
where the matrices , ℬ and are stacked matrices, that are standard in the MPC literature [26] . Let Q, Q f ∈ ℝ d × d be given symmetric positive semi-definite matrices, and R ∈ ℝ m × m be a given symmetric positive definite matrix. We define := blkdiag{Q, …, Q N terms , Q f } and ℛ := blkdiag{R, …, R N terms } to get the following optimal control problem in compact form:
x t x t: N + 1 , x t: N + 1 + u t: N a , ℛu t: N a subject to x t: N + 1 = x t + ℬu t: N a + w t: N ,
The optimal control problem (10) can be rewritten as the following convex quadratic program (see [30] ):
The objective function in (11) is obtained by substituting (9) and (8) into the objective function of (10); the constraint is the standard dual norm result obtained by the application of Holder's inequality; a detailed discussion on the process of transforming (10) into (11) may be found in [30] . Elementary calculations show that the objective function in (11) is convex quadratic, and the constraint in (11) is affine in the decision variables. Remark:
(R7) When stochastic predictive control is selected as the control strategy for the next κ steps, the integer κ plays a role in the recalculation interval N r ≤ N; in fact, we set N r = κ. Therefore, the optimisation horizon N must be at least as large as κ. We recall that the cases N r = 1, N r = N, and 1 < N r < N are known as standard predictive control, rolling horizon control and receding horizon control, respectively [31] ; see Fig. 3 .
Recovery strategy
When the states of the κ-subsampled system belong to B rec , we employ an off-the-shelf controller for the next κ steps. In this case, the states are measured at once, and then a finite sequence of controls of length κ computed. The controls are transmitted through the erasure channel either in a single burst or at each step, whichever is more convenient from an implementation viewpoint. Let us define the component-wise saturation function
for each j = 1, …, d o . Let σ 1 (M) denote the largest singular value of M and M + the Moore-Penrose pseudo inverse of M [36, Section 6.1]. During recovery modus, the following control sequence is used: for
.
We can easily verify that each component of the above control sequence is bounded by u max . Remark:
(R8) We have a closed form expression (12) of the control that satisfies the given hard bound on the control. Hence, there is no need for any optimisation since our objective is not to minimise a performance index, but to drift towards B sleep ∪ B SPC .
Complete algorithm
In this section we present our algorithm for predictive control based on the partitioning of the state space. Recall that we have partitioned the state space in three regions: B sleep , B SPC , B rec . The Algorithm 1 checks, at each κ time steps, the region in which the current states belong. Then it assigns a control sequence for the next κ time steps. The algorithm considers the performance index optimisation when x κt ∈ B SPC as discussed in Section 3.2, and focuses on the recovery strategy when x κt ∈ B rec as discussed in Section 3.3.
5. Compute u t:κ as in (12) 6. Apply u t:κ to the plant 7. Wait until t + κ, then return to step (2) 8. else if x t ∈ B sleep 9. Apply null control for κ time steps, 10. Wait until t + κ, then return to step (2) 11. else 12. Find η t , Θ t by solving the optimisation programme (11), 13. for ℓ = 0: 1: κ − 1 do 14. Compute the control u t + ℓ according to (5) and apply to the plant 15. Measure the state x t + ℓ + 1 and compute the disturbance w t + ℓ 16. end for 17. Wait until t + κ, then return to step (2).
end if
Discussion on stability
In this section we present the mean square boundedness of the states of the system controlled using the Algorithm 1. Let us recall the following definition: Definition ([37, Section III.A]): An ℝ d -valued random process (x t ) t ∈ ℕ 0 with given initial condition x 0 = x is said to be mean
Let us recall following facts: Lemma 9] ): If the κ-subsampled process is meansquare bounded under bounded controls then the original system will also be mean-square bounded under bounded controls.
Our basic analysis tool is Theorem 1 which is used to prove mean square bundedness of the random process. We reproduce this theorem for the completeness. such that X 0 < b, and
We have following result. Theorem 2: The discrete time dynamical system (1) under the control generated according to the Algorithm 1 is mean square bounded; there exists a constant γ < ∞ such that
Let us consider (3) and define the random process
Let t be the sigma-algebra generated by {x κℓ o | ℓ = 0, …, t} and b = max {X 0 , r}. Let X t > r then (x κt ) ∈ B rec , and
Hence, the first condition of the theorem 1 is verified. The second condition of the theorem 1 is also verified by binomial expansion of the argument of the conditional expectation, and using Jensen's inequality to get bound on the moments of the additive noise. The satisfaction of the both conditions of theorem 1 yields the existence of some C + > 0 such that sup t ∈ ℕ 0 (X t ) + 2 ≤ C + . When X t < − r, we consider Y t = − X t ; under the same line of arguments, we can prove that there exists some C − > 0 such that sup t ∈ ℕ 0 (X t ) − 2 ≤ C − . Since y = y + + y − = y + + ( − y) + for any y ∈ ℝ, and for 2 , we see at once that the preceding bounds imply
We have proved that the κ −sub-sampled process for orthogonal subsystem is mean square bounded. We can conclude from Fact 2 that
Numerical experiments
In this section we present simulations to illustrate our results.
Consider the three-dimensional linear stochastic system where the driving noise sequence w t is i.i.d. Gaussian of mean zero with variance I 3 and the initial condition is x = 20 20 −20 ⊤ . The channel from the controller to actuator is assumed to introduce random dropouts. We assumed the successful transmission probability to be 0.8 uniformly over time.
We compare our proposed algorithm with that proposed in our earlier work (SPC [30] We selected an optimisation horizon N = 4, recalculation interval N r = κ = 3 and simulated the system responses. Following the approach in [31, 40] , we selected the non-linear bounded term (W t: N − 1 ) in our policy to be a vector of scalar sigmoidal functions φ(ξ) = (1 − e −ξ )/(1 + e −ξ ) applied to each coordinate of the noise vector. The covariance matrices Σ , Σ W , Σ ′ , μ and Σ that are required to solve the optimisation problem were computed empirically via classical Monte-Carlo methods [41] using 10 6 i.i.d. samples. Computations for determining our policy were carried out in the MATLAB-based software package YALMIP [42] , and were solved using SDPT3-4.0 [43] .
In the plots for SPC, the decision variables η t and Θ t are computed at time t = 0, κ, 2κ, …, by solving an optimisation problem according to [30, Theorem 1] .
Our observations from the simulations are listed below. All quantities reported below correspond to averages over 1000 sample paths.
1. There are approximately 20% time instants under SPC when the control is zero due to dropouts. Under RE-SPC, there are approximately 60% time instants when the applied control is zero (see Fig. 4 ). 2. The average actuator energy ∥ u t ∥ 2 for the proposed algorithm is less than that of SPC (see Fig. 5 ). 3. Our algorithm takes on an average 15% of the runtime under SPC (see Fig. 6 ). 4. The proposed algorithm has degraded performance in terms of norm of state but it is still mean square bounded (see Fig. 7 ). 5. The applied control is sparse in the sense that there are about 49% time instants when null control strategy Section 3.1 is used (see Fig. 8 ). 6. The effect of the parameter r in Section 2.1 on mean square bound, empirical average actuator energy, run time and average no. of null controls is shown in Fig. 9 . The empirical average actuator energy, average no. of null controls in one path and total runtime for 100 sample paths increase with r, but mean square bound does not change much when r ⩾ 10.
The control set in (2) is respected in both the approaches, but the proposed algorithm performs far better in terms of saving actuator energy, computational power, and sparsity in control, as is evident from the figures below.
Conclusion
We have developed an algorithm that dynamically selects one out of three control strategies, based on a partitioning of the state space. The issue of recursive feasibility, that arises in predictive control, becomes irrelevant under the proposed algorithm. Communication resources used in this algorithm are less than those in SPC [30] . Numerical experiments reveal that the proposed algorithm gives a significant advantage over earlier methods in terms of average runtime and sparsity. We have observed an improved trade-off between resource efficiency and stability bounds as the proposed algorithm achieves mean square boundedness at the expense of less actuator energy and communication use. The extensions of the ideas presented here may include multi-channel systems [44, 45] and unreliable sensor channel [29] . Fig. 9 Empirical average actuator energy, average number of null controls in one path and total runtime for 100 sample paths increase with r, but mean square bound does not change much when r ⩾ 10
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