Headway distribution of the asymmetric simple exclusion model by Krbalek, M.
ar
X
iv
:n
lin
/0
20
60
42
v1
  [
nli
n.C
G]
  2
6 J
un
 20
02
Headway distribution of the asymmetri simple
exlusion model
Milan Krbalek
a,b
a
Institute of Physis, Czeh Aademy of Siene,
Cukrovarniká 10, Prague, Czeh Republi
b
Faulty of Nulear Sienes and Physial Engineering,
Trojanova 13, Prague, Czeh Republi
e-mail: milan.krbalekuhk.z
Otober 30, 2018
Abstrat
We present an exat solution of headway distribution of the asym-
metri simple exlusion model with open boundary onditions and
ompare it to the headway distributions of the highway tra.
1 Introdution
Reently, a new tendeny has appeared in the physis of tra systems. Besides marosopi
harateristis of tra (ow, density, et.), researhers are foused on mirosopi properties
as well ([1℄). One of these properties is the distribution of the distanes (or time intervals)
between neighboring ars, so alled headway distribution. This funtion was investigated for
existing tra models and ompared to the various regimes of the real tra. It was observed
that the real tra data as well as many tra models lead to a headway distribution whih
resembles the spaing distribution of the random-matries eigenvalues ([2℄,[3℄,[8℄). To verify this
observation, we investigate the asymmetri simple exlusion proess (ASEP) whih is the well
known exatly solvable model of tra ([4℄,[5℄,[6℄). We nd the exat formula for headway
distribution of the asymmetri simple exlusion model and ompare it with the eigenvalues
distributions obtained from random matrix theory.
In the tra theory, the spaing distribution whih was often alled headway distribution
P (s) is dened as probability distribution of the distanes s between neighboring ars (partiles
of the model). For the sake of simpliity we assume that 〈s〉 ≡
∫
∞
0 s P (s) ds = 1. Among many
others, we disern two speial tra systems in real roads. The rst is the bus transport where
no xed shedule exists (see [2℄,[8℄) and where the interation between bus drivers exists owing
to the hek points in whih the information about the time interval to the previous bus is
transmitted to a driver. It was found that the headway distribution of that bus transport
behaves as
P (s) = As2 e−Bs
2
, (1)
where A,B are onstants determined by onditions
∫
∞
0 P (s) ds = 1 and
∫
∞
0 s P (s) ds = 1.
The equation (1) originates from random matrix theory where it desribes the distribution of
1
distanes between eigenvalues of the unitary random matries.
The seond system desribed here is highway tra for whih we distinguish three basi regimes
([2℄):
• a) free-ow regime, where the density of ars (number of ars per unit
of length) is low and the ars are therefore moving as free. Headway
of this regime is redued to the Poissonian distribution
P0(s) = e
−s
(2)
• b) synhronized regime, where the mean veloity is onsiderably re-
dued ompared to the free-ow states due to a higher density of ars,
but ars are still moving (no tra jam). Headway distribution of
these states is well desribed by the formula
Pν(s) =
(ν + 1)ν+1
Γ(ν + 1)
sνe−(ν+1) s, (3)
where ν is a free parameter and Γ is Gamma funtion.
• ) stop-and-go regime, where ars are moving in tra jams
Note that it is possible to obtain the formula (2) taking the limit ν → 0+ in formula (3).
Distribution P1(s) used to be alled as semi-Poissonian statistis.
Roughly, partiles in the free-ow regime do not interat between eah other, ontrary to
the synhronized states when the interation leads to the partile repulsion and to the fat that
lims→0+ Pν(s) = 0 for positive ν. One of aims of this artile is to answer whether it is possible
to get a synhronized state for the asymmetri simple exlusion model by an appropriate hoie
of input parameters, or the model is in the free regime for all parameters.
2 ASEP with open boundaries
Consider sites loated on a hain of length N . Eah site i (1 ≤ i ≤ N) is either oupied by
a partile, or empty. During the time interval dt, eah partile jumps to the next site (in the
dened diretion) with probability dt if the target site is empty and does not hop otherwise.
Moreover, during the time interval dt, a partile an enter the rst hain position (i = 1) with
probability α dt (α ∈ 〈0, 1〉) if this position is empty and a partile at the site i = N an leave
the hain with probability β dt (β ∈ 〈0, 1〉) if this site is oupied. These rules dene a simple
tra model with a hard-ore repulsion whih dereases the probability for ourrene of the
two partiles lose eah other. This was de fato the reason why we have hosen ASEP for our
investigation.
Two alternative methods of exat solution of the model are outlined in [4℄. We will use the
matrix method in our omputations. Consider the matries D,E and vetors 〈w| and |v〉
satisfying the following algebrai rules
DE = D + E (4)
2
〈w|E =
1
α
〈w| (5)
D|v〉 =
1
β
|v〉 (6)
Then we an determine the probability of the arbitrary onguration C = (n1,m1, n2,m2, . . .)
of the model through the formula
P (C) =
1
ZN
〈w|Dn1Em1Dn2Em2 . . . |v〉
〈w|v〉
, (7)
where n1 is the number of the empty sites, starting with the entering site of the hain (and
(n1 +1)-th site is oupied), m1 is the number of oupied sites starting with the site number
n1+1 (and (n1+m1+1)-th site is empty), and so on. ZN is a normalization onstant. Hene∑
i ni +
∑
j mj = N. Owing to the fat
(D + E)n =
n∑
m=1
m (2n −m− 1)!
n!(n−m)!
m∑
i=0
EiDm−i (8)
we an rewrite the normalization fator ZN to the form
ZN ≡
〈w|(D + E)N |v〉
〈w|v〉
=
N∑
m=1
m (2N −m− 1)!
N !(N −m)!
m∑
i=0
(
1
α
)i ( 1
β
)m−i
(9)
Hene,
ZN =
N∑
m=1
m (2N −m− 1)!
N !(N −m)!
β−m−1 − α−n−1
β−1 − α−1
(10)
These are the known results [4℄ whih will be used below.
3 Headway distribution in the ASEP (a speial ase)
Our aim is an analytial expression for the spaing distribution, whih means the probability
of the gap of the length k behind the partile being on the i-th site. One an determine this
probability P (i)(k) from the equation (7) as follows
P (i)(k) =
A
ZN 〈w|v〉
〈w|(D + E)i−1DEk−1D (D + E)N−i−k |v〉, (11)
sine the rst i− 1 sites ould be arbitrary oupied or not, i-th site is oupied, the following
k − 1 sites are empty, the site i+ k is oupied and the rest sites ould be arbitrary oupied
or not. If these rules are satised, one an see the gap of the length k behind the i-th position.
The onstant A an be alulated from the ondition
N−i∑
k=1
P (i)(k) = 1
Generally, the matries D,E are innite-dimensional, but provided the ondition
α+ β = 1 (12)
3
one an nd D,E to be real numbers. The equations (5) and (6) imply that D = 1/β,E = 1/α
and the rule (4) imposes that
1/α +
1/β =
1/αβ , whih leads to the equation (12). Instituting
(12) and (9) into the (11) we obtain
P (i)(k) = Aα2 βk−1 (k ≥ 1) (13)
Stritly speaking, the derivation of the formula (13) from the equation (11) is possible
only for k ≥ 3 sine for k = 1, 2 the relation (11) has a dierent form. But it an easily be
veried that (13) holds true also for k = 1, 2. Note now that the result (13) is independent
of the value i. For large N , after the re-saling to 〈s〉 = 1, equation (13) hanges to the form
P (s) := P (k−1) = e−s, whih is the Poissonian distribution. This learly shows that under the
ondition (12), the interation among the partiles vanishes in the ontinuous limit and hene
the movement of the partiles is asymptotially free (in the sense mentioned in the setion 2).
Also the real headway distribution (without the re-saling) an be determined in this setion.
If (12) holds true then
P (i)(k) = N
(
1
α
)N−2 ( 1
β
)N+1−k
, (14)
when the normalization pre-fatorN an be omputed either from the ondition
∑N−i
k=1 P
(i)(k) =
1 (through all the lengths of the gap) or from the equation
1
N
=
〈w|(D + E)N−iD (D + E)N−i|v〉 − 〈w|(D +E)i−1DEN−i|v〉
〈w|v〉
,
whih takes into aount all the possible ombinations with oupied site number i and rejets
the ombinations when all the sites (behind the site number i) are empty. This provides
1
N
=
(
1
α
)N−i ( 1
β
)N
(1− βN−i),
whih together with (14) yields
P (i)(k) =
α
1− βN−i
βk−1
In the large N limit, one an alulate from (12) that
P (i)(k) = αβk−1
and hene
〈k〉 ≡
∞∑
k=1
k P (i)(k) = α
∞∑
k=1
k βk−1 =
1
α
for the mean headway.
4 Headway distribution of the ASEP (general ase)
In this setion we are solving the ASEP (equation (11), stritly speaking) for arbitrary values
of the parameters α, β. Introdue now the following pre-fators
4
ω = ω(m,k, i,N, p) =
mp (2N − 2i− 2k −m− 1)!(2i − p− 3)!
(N − i− k)!(N − i− k −m)!(i− 1)!(i − p− 1)!
A1 = A1(p, q, a, w) =
(
p− q − a+ w − 1
p− q − 1
)
A2 = A2(p, q, b, w) =
(
p− q − b+w − 1
w − 1
)
With the help of them and the omputations presented in an Appendix we obtain the
desired result
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FIGURE 1. Headway distribution of the ASEP . The urve
is (2). Bars and plus signs show the result (15) after the re-
saling to mean headway equal to one for α = 0.15, β = 0.6
and α = 0.3, β = 0.5, respetively.
P (i)(k) =
A
ZN
i−1∑
p=1
N−i−k∑
m=1
m∑
l=0
ω (S1 + S2 + S3 + S4 + S5) (15)
where
S1 =
(
1
β
+ l
) p−1∑
q=0
(
1
α
)q ( 1
β
)p−q+m−l+1
S2 =
p−1∑
q=0
k−1∑
w=1
(
w∑
a=1
A1
(
1
α
)q+a ( 1
β
)m−l+1
+
p−q∑
b=1
A2
(
1
α
)q ( 1
β
)m+b−l+1)
S3 = l
p−1∑
q=0
z+k−1∑
w=1
(
w∑
a=1
A1
(
1
α
)q+a ( 1
β
)m−l
+
p−q∑
b=1
A2
(
1
α
)q ( 1
β
)m+b−l)
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S4 =
(
1
α
)p ( 1
β
)m−l+2
+
k−1∑
w=1
(
1
α
)p+w ( 1
β
)m−l+1
S5 = l
(
1
α
)p ( 1
β
)m−l+1
+ l
z+k−1∑
w=1
(
1
α
)p+w ( 1
β
)m−l
The equation (15) presents the nal result of this artile. In the speial ase (12) the equa-
tions (15) and (14) provide the same values, whih supports the orretness of our result. Now,
one an show that the headway distribution of the ASEP (after re-saling) is of a Poissonian
type for any parameters α, β (see Figure 1).
5 Conlusion
To onlude, the ASEP shows the Poissonian behavior for all possible values of the parameters
α and β. Thus, this model an simulate only the tra in free-ow regime, whih means that
lim
s→0+
P (s)≫ 0 (16)
To be preise, we have to express that as the parameter β goes to zero (β → 0+) the Poisso-
nian distribution hanges sine one an easily to follow that P (s) = δ(s) = δ(k − 1) for β = 0
and α 6= 0. This holds true due to the shift of the probability P (s) := P (k − 1). The above
mentioned shift is done beause P (k) = 0 for every k < 1 in the original model. However, for
every β we get the headway distribution satisfying the ondition (16).
On ontrary, in [7℄ a dierent variant of the ASE-model (high speed tra model with open
boundaries) is presented. The partiles of this model also enter the system at the left and leave
at the right of the hain. Moreover, all partiles will move with their maximal possible speed,
whih is given by the speed limit vmax (a maximal length of the jump). For vmax = 1 one
an obtain the model investigated in this artile. Numerial simulations of the high speed
model with vmax ≥ 2 learly show that the gap distribution an start from the origin (i.e.
lims→0+ P (s) = 0) for some values α, β.
Hene, the high speed model has the synhronized states as well, on ontrary to the asymmetri
simple exlusion proess and it an be used to the full simulation of the real-road tra.
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7 Appendix
At the beginning, we ite some useful lemmas.
Lemma 1
Let m,n, a are the natural numbers and a ≤ m. Then
m∑
i=a
(
n− i+m− 1
n− 1
)
=
(
n+m− a
n
)
(17)
Proof: by means of the mathematial indution for the numbers m and n
Lemma 2
Assume that D,E are arbitrary matries fullling the equation DE = D+E. Let m,n are
the natural numbers. Then
DnEm =
m∑
i=1
(
n− i+m− 1
n− 1
)
Ei +
n∑
j=1
(
n− j +m− 1
m− 1
)
Dj (18)
Proof: by means of the mathematial indution for the numbers m and n and (17)
7
Now we an rewrite the equation (11) in order to use the rules (5),(6). Thus, it is neessary
to replae the matries D on the right-hand side and matries E to the left-hand side of the
equation (11). The expression (8) yields
(D +E)N−i−k =
N−i−k∑
m=1
m (2N − 2i− 2k −m− 1)!
(N − i− k)!(N − i− k −m)!
m∑
l=0
ElDm−l
Thus,
D (D + E)N−i−k =
N−i−k∑
m=1
m (2N − 2i− 2k −m− 1)!
(N − i− k)!(N − i− k −m)!
m∑
l=0
DElDm−l =
=
∣∣∣∣∣ DE
l = D +
∑l
z=1E
z
DElDm−l = Dm−l+1 +
∑l
z=1E
zDm−l
∣∣∣∣∣ =
=
N−i−k∑
m=1
m (2N − 2i− 2k −m− 1)!
(N − i− k)!(N − i− k −m)!
m∑
l=0
(
Dm−l+1 +
l∑
z=1
EzDm−l
)
It an be veried that
Ek−1D (D + E)N−i−k =
=
N−i−k∑
m=1
m (2N − 2i− 2k −m− 1)!
(N − i− k)!(N − i− k −m)!
m∑
l=0
(
Ek−1Dm−l+1 +
l∑
z=1
Ez+k−1Dm−l
)
Furthermore,
DEk−1D (D + E)N−i−k =
∣∣∣∣∣ DE
k−1 = D +
∑k−1
w=1E
w
DEz+k−1 = D +
∑z+k−1
w=1 E
w
∣∣∣∣∣ =
=
N−i−k∑
m=1
m (2N − 2i− 2k −m− 1)!
(N − i− k)!(N − i− k −m)!
m∑
l=0
(
Dm−l+2 +
k−1∑
w=1
EwDm−l+1 + l Dm−l+1 + l
z+k−1∑
w=1
EwDm−l
)
(19)
Another use of the expression (8) gives
(D + E)i−1 =
i−1∑
p=1
p (2i− p− 3)!
(i− 1)!(i − p− 1)!
p∑
q=0
EqDp−q (20)
Let now
γ = γ(m,k, i,N) =
m (2N − 2i− 2k −m− 1)!
(N − i− k)!(N − i− k −m)!
(21)
δ = δ(i, p) =
p (2i − p− 3)!
(i− 1)!(i − p− 1)!
(22)
Applying (21),(22), you an transform the equations (19) and (20) to
8
DEk−1D (D + E)N−i−k =
=
N−i−k∑
m=1
m∑
l=0
γ
(
Dm−l+2 +
k−1∑
w=1
EwDm−l+1 + l Dm−l+1 + l
z+k−1∑
w=1
EwDm−l
)
(D + E)i−1 =
i−1∑
p=1
p∑
q=0
δ EqDp−q
Hene,
(D + E)i−1DEk−1D (D + E)N−i−k =
i−1∑
p=1
p∑
q=0
N−i−k∑
m=1
m∑
l=0
δ γ
(
EqDp−q+m−l+2 +
k−1∑
w=1
Eq
︷ ︸︸ ︷
Dp−qEwDm−l+1+
l EqDp−q+m−l+1 + l
z+k−1∑
w=1
Eq
︷ ︸︸ ︷
Dp−qEwDm−l
)
(23)
In the expression (23) we an hange the produts indiated by the horizontal braes. Using
(18) one an obtain
Dp−qEw =
w∑
a=1
(
p− q − a+ w − 1
p− q − 1
)
Ea +
p−q∑
b=1
(
p− q − b+ w − 1
w − 1
)
Db
(24)
Note that (24) is valid only for p > q. The remaining arrangement is the substitution of
the (24) into the equation (23). With the help of the pre-fators
A1 =
(
p− q − a+ w − 1
p− q − 1
)
A2 =
(
p− q − b+ w − 1
w − 1
)
the expression (23) turns into the form
(D + E)i−1DEk−1D (D + E)N−i−k =
i−1∑
p=1
p−1∑
q=0
N−i−k∑
m=1
m∑
l=0
δ γ
(
EqDp−q+m−l+2 + l EqDp−q+m−l+1 +
k−1∑
w=1
w∑
a=1
A1E
q+aDm−l+1 +
+
k−1∑
w=1
p−q∑
b=1
A2E
qDm+b−l+1 + l
z+k−1∑
w=1
w∑
a=1
A1E
q+aDm−l + l
z+k−1∑
w=1
p−q∑
b=1
A2E
qDb+m−l
)
+
+
i−1∑
p=1
N−i−k∑
m=1
m∑
l=0
δ γ
(
EpDm−l+2 +
k−1∑
w=1
Ep+wDm−l+1 + l EpDm−l+1 + l
z+k+1∑
w=1
Ep+wDm−l
)
9
whih together with the rules (5),(6) yields
P (i)(k) =
A
ZN
i−1∑
p=1
p−1∑
q=0
N−i−k∑
m=1
m∑
l=0
δ γ
{(
1
α
)q ( 1
β
)p−q+m−l+2
+ l
(
1
α
)q ( 1
β
)p−q+m−l+1
+
+
k−1∑
w=1
w∑
a=1
A1
(
1
α
)q+a ( 1
β
)m−l+1
+
k−1∑
w=1
p−q∑
b=1
A2
(
1
α
)q ( 1
β
)m+b−l+1
+
+ l
z+k−1∑
w=1
w∑
a=1
A1
(
1
α
)q+a ( 1
β
)m−l
+ l
z+k−1∑
w=1
p−q∑
b=1
A2
(
1
α
)q ( 1
β
)b+m−l}
+
+
A
ZN
i−1∑
p=1
N−i−k∑
m=1
m∑
l=0
δ γ
{(
1
α
)p ( 1
β
)m−l+2
+
k−1∑
w=1
(
1
α
)p+w ( 1
β
)m−l+1
+
+ l
(
1
α
)p ( 1
β
)m−l+1
+ l
z+k+1∑
w=1
(
1
α
)p+w ( 1
β
)m−l}
(25)
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