Recent advances in next generation sequencing (NGS) technologies have given an impetus to find causality for rare genetic disorders. Since 2005 and aftermath of the human genome project, efforts have been made to understand the rare variants of genetic disorders. Benchmarking the bioinformatics pipeline for whole exome sequencing (WES) has always been a challenge. In this protocol, we discuss detailed steps from quality check to analysis of the variants using a WES pipeline comparing them with reposited public NGS data and survey different techniques, algorithms and software tools used during each step. We observed that variant calling performed on exome and whole genome datasets have different metrics generated when compared to variant callers, GATK and VarScan with different parameters. Furthermore, we found that VarScan with strict parameters could recover 80-85% of high quality GATK SNPs with decreased sensitivity from NGS data. We believe our protocol in the form of pipeline can be used by researchers interested in performing WES analysis for genetic diseases and by large any clinical phenotypes.
INTRODUCTION
Next Generation Sequencing (NGS) technologies have paved the way for rapid sequencing efforts to analyze a wide number of samples. From the whole genome to transcriptome to exome, it has changed the way we look at nonspecific germline variants, somatic mutations, structural variant besides identifying associations between a variant and human genetic disease (Singleton et al. 2011 ). This can help understand the complex genetic disorders to get better diagnosis and assess disease risk. The analysis of exome sequencing data to find variants, however still poses multiple challenges. For example, there are several commercial and open source pipelines but configuring them in terms of benchmarking and optimizing them is a time consuming process (Pabinger et al. 2012; Guo et al 2015) . Among the steps, viz. quality check, alignment, recalibration, variant calling, variant annotation, one needs to reach consensus on the set of tools following which one's output should be fed as other tool's input (Gentleman et al. 2004 , Stajich et al. 2002 , Chang et al. 2012 ). While integrating, it would be appropriate to check and use the tools before finally reproducing and maintaining highly heterogeneous pipelines (Hwang et al. 2015) . In this protocol, we discuss the steps for whole exome sequence (WES) analyses and it's pipeline to identify variants from exome sequence data. Our pipeline includes open source tools that include a number of tools from quality check to variant calling (see Supplementary information).
MATERIALS
Step 1: NGS Data pre-processing
Step 2: Variant Discovery
Step 3: Variant Prioritization . Keeping in view of the fact that the benchmark metrics for pipelines is an essential step, we have ensured that our pipeline is benchmarked on a sample fastq file taken from a human genome project. As the pipeline runs on Linux, all commands are case sensitive wherever used. Whereas this pipeline was run on a 64GB RAM with 8 core CPUs in an Ubuntu operating system (14.04 LTS machine), this can be run on a minimum 16 GB RAM machine based on the size of raw fastq file. However, for benchmarking the datasets was done on a 1 TB RAM with 32 cores (Dell) machine. A shell script (with an extension sh) was created with all the commands as detailed below.
PROCEDURE
(1) Preprocessing the raw data Quality check: NGS data analysis depends on the raw data control as it provides a quick insight into the quality of the sequences. This will potentially reduce the amount of further downstream analyses with early identification of questionable samples. The ideal base quality scores for Phred (Cock et al. 2010 ) have paved way for the best quality scores for GC content (ca. 50% threshold) and the nucleotide distribution across all reads. In our pipeline, we used FastQC (with default Phred = 20 value) as it plots the read depth and quality score besides a host of other statistical inferences.
(i) ./fastqc ~/samples/sample1.fastq FastQC generates an HTML formatted report with box plots and graph plots for mean quality scores for sequences, read length and depth along with the intended coverage (See Figure 2 Alignment and post processing: Bowtie2 is used for short read alignment. What makes bowtie2 interesting is the use of very little RAM with accuracy and modest performance in indexing the alignment (Langmead et al. 2012) . The mismatch or any sequencing errors or small genetic variation between samples and reference genome could be checked using the following command:
sam (The -2 option may be omitted for single-end sequences)
Bowtie2 aligns a set of unpaired reads(in fastq or .fq format) to the reference genome using the Ferragina and Manzini (FM)-index (Langmead et al. 2012 ). The alignment results output in SAM format ) and a short alignment summary is written to the console.
Samtools is a collection of tools to manipulate the resulting alignment in SAM/BAM format. SAM stands for sequence alignment/map format and it's corresponding format is binary mapped format (BAM). SAM is converted into different alignment formats, sorted, merged, aligned or duplicates removed and finally SNPs and short indel variants are called; whereas the BAM and following indices (.bai) are used to view the index of the binary aligned sequences. The basic need for having the binary mapped files is to save the memory. 
Benchmarking gave distinct distribution of variants
Benchmarking yielded a good recovery rate for validation of SNPs while VarScan with default values was found to have highest overall sensitivity with VarScan strict parameters having the lowest overall sensitivity (Figures 6 and 7) . However, we observed that the preprocessing steps have little impact on the final output, with base recalibration step using GATK Unified Genotyper identifying fewer validated SNPs when compared to VarScan. On the other hand, we found that the recovery of exon variants among the exome samples was typically high when compared to the two whole genome datasets (Figure 5b ). When variant lists were confined to previously observed variants as observed from the benchmark analyses between Sention and GATK (Weber et al. 2016) , we observed that the recovery of SNPs with default parameter was found to be considerably good. Whereas changing variant calling criterion especially using VarScan, for example, imposing strict coverage requirement (Figure 7 ) yielded less numbers of false positives giving the number of bona fide or de novo variants (Figures 5a and 5b) . This subtly proves that our benchmarking the six WES and two WGS datasets is variable with the capture, sequencing, processing and post-processing/analysis in the human genome and VarScan is comparable with the GATK in terms of identifying the de novo variants (Figure 5a and 5b) . With the wet-lab components of NGS being cumbersome, analyzing the exons or for that matter intronic variants using bioinformatics pipeline is equally challenging. There must be significant in silico hurdles and organizational steps discussed from time to time and yet at the end of the analysis, one needs to arrive at the fittest in using the discretionary tools. Although technology challenges persist in setting up certain standards and guidelines, the end-user can enhance the pipeline with further tools. In this protocol, we have essentially shown how a WES pipeline can be run using batch file process and the comparison of VarScan over GATK using benchmarked datasets. 
VarScan-Default Default
VarScan-Pvalue --p-value 0.05
VarScan Strict --min-coverage 10 --min-avg-qual 20 or --min-reads2 4 --minvar-freq 0.3
GATK WPP "No Preprocessing" pipeline
GATK-PP "Realign Only", "Recalibrate Only", and "Full Pipeline"
