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The effects of the interaction between the open boundaries (inflow and outflow) and
the fluid domain are studied in unsteady lattice Boltzmann (LB) simulations of fluid
flow. The confined unsteady laminar flow past a square cylinder is used as test case
due to the continuous vortex shedding generated in the wake of the cylinder. Three
different approaches to treat open boundaries are considered as they are expected to
be representative of the most common ones typically used in LB. We conclude that
lattice Boltzmann methods suffer from the same problems with open boundaries as other
compressible or pseudo-compressible approximations for the numerical solution of fluid
flows: these boundaries reflect pressure waves and these have a relevant influence on the
solution and convergence rate of both steady andunsteady flows, even at very lowReynolds
numbers. However, practical solutions considering zero derivatives at the outflow or non-
reflecting boundaries are possible.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Open boundaries are essential in practical fluid flow computations. In lattice Boltzmann methods, although a significant
research effort has been made to characterize the accuracy of different boundary-condition implementations [1,2], little
attention has been paid so far to the study of the interaction of these boundaries with the fluid domain; some exceptions
are the work by Yu et al. [3] and by Yang [4]. This interaction becomes important due to the artificial bounding of the
computational domain when the real domain is in fact infinite. A vortex arriving at this artificial boundary can be affected
in different ways, in some cases deteriorating the solution.
Research in numerical methods for compressible fluid flow computations over the last 30 years has shown that typical
boundary conditions are reflective and they may have a significant influence on the solution of unsteady compressible
flows even at low Mach and Reynolds numbers [5]. Some solutions have been proposed to deal with this source of error
in classical CFD approaches [6]. In lattice Boltzmann methods, the most popular boundary-condition implementation have
indeed a reflecting nature, as they entail that part of the numerical information reaching the boundary is reflected back
to the inside of the computational domain. A thorough comparison of different boundary conditions for lattice Boltzmann
methodswill help select themost appropriate ones among those commonly used; and it can help determine ifmore classical
CFD solutions [6] should be ported to lattice Boltzmann.
With the aimof performing an analysis of the effects of the interaction between the openboundaries and the fluid domain,
the confined unsteady flow past a square cylinder is selected as a benchmark case. This case exhibits some properties
that make it optimal for the purpose of the present analysis. The fact that all boundary planes (inlet, outlet, lateral walls
and square cylinder walls) are either parallel or perpendicular to the main axis significantly simplifies the analysis; and
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the continuous vortex shedding generates periodic pressure waves. Moreover, results of previous simulations of this test
case with the lattice Boltzmann method and with the finite volume method are available in the literature [7] to be used as
reference data.
Previous work about the analysis of open boundaries [4] is based on the recovery of the incompressible Navier–Stokes
equations. This has substantial influence on the definition of the inlet and outlet boundary conditions. Consequently, here
we study the open boundaries starting with the assumption that the flow is compressible, although only slightly since we
work within the incompressible limit (Ma < 0.3). Additionally, the analysis that we present here is based on low-Reynolds-
number simulations, but the motivation for studying such phenomenon is even greater in flows at high Reynolds numbers.
Indeed, higher Reynolds numbers involve smaller relaxation times and, consequently, numerical perturbations may not be
easily dampened. The presence of unphysical pressure waves becomes a more critical issue in this situation [8].
The outline of this paper is as follows: in Section 2 the lattice Boltzmann method is briefly presented, as well as
the relevant boundary conditions; in Section 3 the test case is described, and a validation of the method is performed;
in Section 4, a simple acoustic model is used to reproduce the effects generated due to the interaction between open
boundaries and the fluid domain, and the performance of the different open boundary conditions studied are compared.
Finally, conclusions are presented and possible remedies for the problem analyzed are discussed.
2. Lattice Boltzmann method
The lattice Boltzmannmethod [9–11] is a kinetic-based approach for computing fluid flowswhere the computed variable
is the distribution function f (x, t, ξ) of particles that at a certain point x and at a certain time t are moving with a velocity ξ .
A discretization of the Boltzmann equation in time and space, and the conversion of the space of velocities {ξ} into a finite
set of velocities {eα}with which the particles are allowed to move in the lattice, leads to the lattice Boltzmann equation:
fα(x+ eαδt, t + δt) = fα(x, t)+Ωα; (1)
where fα is the distribution function of particles moving with speed eα , andΩα is the collision term, which represents the
variation induced on the distribution function due to the collision between particles. The macroscopic variables of interest
(density and velocity) are computed as: ρ =∑α fα , and ρu =∑α eα fα .
In the presentwork, a two-dimensional nine-velocitymodel (D2Q9) is applied. The speedswithwhich the corresponding
distribution functions fα are propagated in the lattice are eα =
{
eαx, eαy
}
, with eαx = (0, 1, 0,−1, 0, 1,−1,−1, 1) and
eαy = (0, 0, 1, 0,−1, 1, 1,−1,−1).
We solve the lattice Boltzmann equation using the collision–propagation algorithm:
collision: f˜α(x, t) = fα(x, t)+Ωα; (2a)
propagation: fα(x+ eαδt, t + δt) = f˜α(x, t). (2b)
The computation of the collision step is entirely local. The generally-used collision operators [12,13] are the result of a
relaxation of the so-called non-equilibrium distribution functions, f neqα = fα − f eqα . For the single-relaxation-time method
(SRT) the collision term is thus determined with a model such as:
Ω = −1
τ
(fα − f eqα ); (3)
where τ is the relaxation parameter and fα and f eqα are vectors with the velocity distribution function and the equilibrium
distribution functions, respectively. For the D2Q9 model, the equilibrium function is calculated as:
f eqα = ρωα
[
1+ 3(eα · u)+ 92 (eα · u)
2 − 3
2
(u · u)
]
; (4)
where ωα = (4/9, 1/9, 1/9, 1/9, 1/9, 1/36, 1/36, 1/36, 1/36) are the weights corresponding to the velocity space
discretization.
The collision operators used in this work are the single-relaxation-time (SRT) method [12] and the multiple-relaxation-
time (MRT) method [13,14]. MRTmethods are based on the idea that different hydrodynamic modes should be relaxed with
different relaxation parameters. This enables dissipation of unphysical modes in the domain, which frequently arise in LBM.
MRT approach is thus superior to SRT approach in terms of stability [11].
In the incompressible and continuous limit, it can be proved that solving the lattice Boltzmann equation presented is
equivalent to solving the Navier–Stokes equationswith the kinematic viscosity and the pressure defined as ν = c2s (τ−1/2),
and p = ρcs; here cs is the sound speed, which has the constant value of cs = 1/
√
3 for the D2Q9 model.
2.1. Initial and wall conditions
The initial value for the distribution functions is computed from specified velocity and pressure fields and using
equilibrium distributions functions, fα(t = 0) = f eqα (ρ0,u). Initial fields were, typically, a constant pressure ρ0 and
velocity u0 for the whole domain (e.g. results of Section 4). Solutions from other grid resolution have also been used (after
interpolation) as initial conditions (e.g. results of Section 3.1).
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For solid walls, the most widely used conditions are based on bounce-back methods. The standard bounce-back method
consists in reflecting at the collision step the distribution functions displacing from a fluid xf to a solid xw boundary in the
opposite direction: f˜α(xw) = f˜α¯(xf ), where the bar over α indicates the opposite direction to α, and f˜α is the post-collision
distribution function. This simple bounce-back method can be included as a particular case within the group of link-based
techniques, which allows to place the wall at an arbitrary location between two nodes [1,15]. The standard bounce-back is
used in the present work for solid walls.
2.2. Open boundary conditions
We roughly classify possible pairs of inflow–outflow boundary conditions for isothermal lattice Boltzmann simulations
of fluid flow in three groups: (a) fixed velocity at inlet and fixed density at outlet; (b) fixed velocity at inlet and some
kind of zero gradient at outlet; and (c) non-reflecting modifications of the boundary conditions of type (a). We present one
implementation scheme for each group and summarize other approacheswhich are expected to have the samebehavior. The
open boundary schemes described are: for group (a), a first order approach based on the equilibrium distribution function
and the second order approach by Zuo and He [16]; for group (b), the second order approach by Yu et al. [3]; and for group
(c), the density filtering scheme by Martínez-Lera et al. [8]. In the following the inlet velocity vector u = (u, v) is taken as
u = (u0(y), 0).
2.2.1. Equilibrium boundary conditions
When equilibrium boundary conditions are used, the distribution functions at inlet are computed as:
f˜α(xi) = f eqα (ρ(xi + δx), u0); (5)
and in the same way at the outlet:
f˜α(xo) = f eqα (ρ0, u(xo − δx)). (6)
2.2.2. Zou’s boundary conditions
In the open boundary condition by Zou and He [16], the speed u0 is fixed at the inlet (and the density ρ0 at the outlet);
the density (or the speed) is computed by solving the system ρ = ∑α fα , and ρu = ∑α eα fα; and the non-equilibrium
part is calculated taking into account the following relation: f neqα = f neqα¯ = fα¯ − f eqα¯ . The following expression for the inlet
condition results:
f˜α(xi) = f eqα (ρ(u0), u0)+ (f˜α¯ − f eqα¯ ); (7)
and for the outlet:
f˜α(xo) = f eqα (ρ0, u(ρ0))+ (f˜α¯ − f eqα¯ ). (8)
Other schemes can be used to impose these boundary conditions. For example, for the inlet, there are different ways to
impose Dirichlet boundary conditions [15,1,17]; and for outlets, the extrapolation of the velocity and the non-equilibrium
distribution functions could be applied [18].
2.2.3. Yu’s boundary conditions
Yu et al. [3] set the reference speed and density at the inlet through the equilibrium distribution function and reflect the
non-equilibrium part:
f˜α(xi) = f eqα (ρ0, u0)+ (f˜α¯ − f eqα¯ ); (9)
At the outlet a convective condition for fα is fixed, ∂t fα + eα∂xfα = 0, which can be approximated by the following
implementation:
f˜α(xo) = f˜α(xo − eαδt). (10)
This scheme is expected to behave approximately as other outflow boundary conditions imposing zero gradients at the
outlet [4].
As formulated here, for this boundary condition we fix at the inlet ρ0u0, but not ρ0 and u0 separately, and the actual
values for ρ and u are determined from the calculation.
2.2.4. Filtered Zou’s boundary conditions
As an example of the third class of inflow–outflow boundary conditions we choose the density filtering [8]. This is
appropriate for boundary-condition approaches in which density is constant and is extrapolated [18] or calculated with the
known distribution functions [16]. In the present work, the filtering schemewill be applied to the Zou’s boundary condition.
As in the test case considered only the inflow is in steady state, Zou’s modified inlet condition can be expressed as:
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Fig. 1. Vorticity (top) and pressure (bottom) isocontours (Re = 100) with Zou’s boundary conditions; and characteristic lengths of the computational
domain.
f˜α(xi) = f eqα (ρ¯(u0), u0)+ (f˜α¯ − f˜ eqα¯ ); (11)
where, ρ¯ is the filtered density and is approximated with a first-order upwind finite difference expression. The equation to
calculate the density at the inlet at time step t is:
ρ¯(xi, t) = ρ(xi + δx, t)+ Tc ρ¯(xi, t − δt)1+ Tc . (12)
In order to assign an appropriate value to Tc , several aspects should be considered. An indicative range of appropriate values
are: L/u0 < Tc < tmax/30; being tmax the total number of time steps of the simulation. This range is limited in one side by
the characteristic frequency of the flow L/u0, and in the other side by the response time of the filter (about three times the
time period Tc). It should be noted that all these variables are expressed in the dimensionless lattice units.
3. Test case details
The geometry of the domain is shown in Fig. 1. The relevant lengths are: H = 8, Ltot = 52, Lin = 11.5, and Lout = 39.5.
Different grid sizes are applied, corresponding each to a parameter N , which represents the number of nodes that discretize
the side of the square cylinder. The total number of nodes in the domain is Ntot = LtotHN2, and the different discretizations
used in simulations are N = 10, 20, 30, 40 and 60. All grids are Cartesian and uniform.
The lateral (top and bottom) boundaries are solid walls with the no-slip boundary-condition; at the inlet, a parabolic
velocity profile is imposed, whose maximum velocity at the symmetry axis is the reference velocity u0; and, at the outlet, a
reference density ρ0 is fixed (Zou’s boundary condition is applied to obtain results for validation purposes in Section 3.1).
The relevant dimensionless numbers in the flow are the Reynolds, Mach and Strouhal numbers, defined respectively in
lattice units as Re = Nu0/ν or Re = (3Nu0)/(τ − 1/2);Ma = u0/cs; and St = Nf /u0. In the later expression, f = ω/(2pi) is
the characteristic frequency of the periodic flow. This frequency is dictated by the vortex shedding generated in the wake
of the square cylinder and it can be observed, for example, in the vorticity and pressure contours of the flow at Re = 100,
see Fig. 1. Flows with different Reynolds numbers are simulated for the present study (Re = 65–200), all of which are in the
laminar and unsteady flow regime. In order to study the influence of the reference velocity u0, the Mach number was varied
(Ma = 0.07− 0.17), but always kept within the incompressible range (Ma < 0.3).
3.1. Results
Results presented in this Section are used as a validation of our lattice Boltzmann code for the flow considered. We show
temporal averaged values of the drag coefficient Cd, the lift coefficient Cl and the Strouhal number St . The forces over the
cylinder boundaries are computed using the momentum exchange algorithm [19].
Figs. 2–4 show the grid convergence analysis (for different Mach numbers) and the asymptotic values obtained
performing a Richardson extrapolation of the Cd, peak-to-peak value of Cl and the Strouhal number. Results are compared
with a finite volume calculation [7] used as the reference solution (see Fig. 5).
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Fig. 2. Drag coefficient values: (a) grid convergence analysis for different Mach numbers (Re = 100); and (b) the evolution with the Reynolds number of
the asymptotic value from the grid convergence analysis.
Fig. 3. Peak-to-peak value of the lift coefficient: (a) grid convergence analysis for different Mach numbers (Re = 100); and (b) the evolution with the
Reynolds number of the asymptotic value from the grid convergence analysis.
Fig. 4. Strouhal values: (a) grid convergence analysis for different Mach numbers (Re = 100); and (b) the evolution with the Reynolds number of the
asymptotic value from the grid convergence analysis.
4. Comparison of open boundary conditions
The reflection of some numerical information back to the domain, although necessary to conserve the macroscopic
quantities (ρ and u), provides a mechanism for undesired numerical waves to be reflected as well; such waves may
interact with the solution of the flow. For low Reynolds numbers, this interaction may not alter significantly certain results
such as time averaged quantities, but it does influence values such as the peak-to-peak value of the drag coefficient,
1Cd = Cmaxd − Cmind , for the case of the square cylinder, as shown in Fig. 6.
Data plotted in Fig. 6 has been obtained from a series of simulations of the case of the 2D square cylinder where: the
reference velocity u0, and therefore the Mach number, is different in each simulation in order to study its influence on the
solution; the relaxation parameter τ was adjusted appropriately to keep a constant Reynolds number (Re = 100); the mesh
size was also kept constant, with N = 20; at inlet and outlet equilibrium and filtered equilibrium boundary conditions are
used as explained in Section 2.2; both SRT and MRT collision operators are considered in order to determine the influence
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Fig. 5. Dependence with the reference speed (i.e. Mach number) of: (a) mean value of the drag coefficient; and (b) Strouhal number.
Fig. 6. Peak-to-peak values of the temporal evolution of the drag coefficient versus theMach number for Re = 100 using equilibrium boundary conditions
with the SRT and MRT collision operator, and with density-filtering at the inlet.
of the dissipation due to a higher bulk viscosity (se up to 1.6 has been used with MRT) [14]; and the MRT collision operator
is applied in its ‘incompressible’ form to evaluate the improvement in the results [20,14].
The main result in Fig. 6 is the presence of three clear peaks for 1Cd that can be observed for three values of u0:
uI0 = 0.0505, uII0 = 0.071 and uIII0 = 0.091. These three peaks are expected to be related to the acoustic nature of the
interaction between the open boundaries and the inner fluid. Owing to this nature the behavior of 1Cd as a function of u0
can be approximatelymodeled using simple acoustic theory. Let us consider that the phenomena studied is equal to a forced
oscillator with an angular frequency ωf in a medium with a natural frequency of oscillation ωo and with damping Γ . The
equation that governs this system is the following:
d2x
dt2
+ Γ dx
dt
+ ω2ox = Af cos(ωf t); (13)
where x = 1Cd in this case; and Af is the amplitude of the forced frequency. Solving this equation we obtain the following
expression for the amplitude at the steady state:
A = Af√
(ω20 − ω2f )2 + ω2f Γ 2
. (14)
Natural frequencies are related to the distance between inlet and outlet, Ltot . As a fixed velocity at inlet and a fixed
density at oulet acts as an open-closed system for the pressure waves, the standing waves that are generated verify:
ω0 = 2pi(2n− 1)cs/(4Ltot), where n is a natural number. Forced frequencies are computed considering that pressure pulses
are generated with a frequency which is twice the frequency of the vortex shedding. Thus, from the St = 0.136 and the
reference speed u0: ωf = 4piSt u0/N . The amplitude of the forced oscillations is fixed to Af = 1.8× 106 to fit the first peak.
The peaks appear when ω0 = ωf and this occurs for the third (ωI0 = 2pi0.00068), fourth (ωII0 = 2pi0.00095), and fifth
harmonic (ωIII0 = 2pi0.00122) of the natural frequency. In Fig. 6 evolution of the amplitude for these three situations (AI ,
AII and AIII ) has been plotted, considering an initial value for the damping ΓI = 0.00005. The next value of Γ satisfies the
relation ΓI/ΓII = νI/νII , where ν = Nu0/Re; and analogously for ΓIII .
The results in Fig. 6 have been computed using first order boundary conditions based on the equilibrium distribution
functions. Viscous terms at boundaries (related to non-equilibrium distribution functions) act only as dissipative sources
of pressure waves, but they do not appear in the Euler characteristics responsible for the wave propagation. To analyze
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Table 1
Comparison of values of1Cd at u0 = 0.05 for different first and second order boundary conditions.
Boundary condition Collision operator Filtering Cmaxd − Cmind
Equilibrium SRT No 0.0396
Equilibrium MRT No 0.0369
Equilibrium SRT Yes 0.0087
Equilibrium MRT Yes 0.0082
Zou and He [16] MRT No 0.0222
Yu et al. [3] MRT No 0.0081
Zou and He [16] MRT Yes 0.0159
Fig. 7. Comparison of: the temporal evolution of drag and lift coefficients (first column), the mass balance between inlet and outlet, and the FFT of the
periodic temporal evolution of the lift coefficient (last column), from simulations using different open boundary conditions: Zou’s (first row), Yu’s and
filtered Zou’s (last row).
the effect of using second order boundary conditions at open boundaries, values for 1Cd at u0 = 0.05 (close to the first
peak) are collected in Table 1. We observe that low values of1Cd (no peak) are obtained when the filtering at inlet is used
and, specially, when the convective condition for fα (Yu’s boundary condition) is applied. The use of second order boundary
condition reduces the peak due to the viscous effect but it does not eliminate it, as the origin of the peak is the coupling
between vortex shedding and the natural (acoustic) frequencies of the system.
In this section we analyze the temporal evolution of different variables, Fig. 7, in order to compare the behavior of the
boundary conditions described in Section 2.2. The evolution toward the periodic state of the drag coefficient, and the mass
balance between inlet and outlet, shows that when the density is fixed at the outlet (Zou’s boundary condition) the behavior
deteriorates. However this is a proper boundary condition as pressure is usually a known value at outflow when a real case
is modelled. On the other hand, when Yu’s boundary conditions are applied the periodic state is reached in fewer time steps,
as the interaction of the boundaries with the domain interior has been avoided. Finally, the filtered-Zou condition preserves
the desired density at outlet but reducing the effect of the interaction by filtering the density at inlet, needs less time steps
than with Zou’s boundary condition to reach the periodic state.
5. Conclusions
Three different boundary conditions have been studied to evaluate their performance when the unsteady laminar fluid
flows are simulated using lattice Boltzmann methods. Conclusions, with a brief discussion, of the work presented are:
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• Themost commonly used open boundary conditions are reflective in nature (e.g. Zou’s boundary condition). The pressure
wave reflections deteriorate the convergence behavior towards a steady or periodic solution, and they can have a relevant
influence in the solution. The convective boundary condition for fα at the outlet, Eq. (10), solves the problem of the
interaction between the open boundaries and the fluid domain; but a new problem arises about how to properly fix the
reference pressure (or density). On the other hand, partially-reflecting and non-reflecting approaches can preserve the
well-posedness of the boundary conditionswhile eliminating the interactions between the open boundaries and the flow
domain.
• When the periodic solution is reached, open boundary conditions introduce errors related to acoustics in the amplitude
of the drag coefficient. These acoustic effects have been modelled for the present problem as a forced oscillator with
damping.
• The effects of wave reflection are related to the convective term, and the viscous contribution can lessen the problem but
cannot solve it. Thismeans that amore accurate (i.e. higher order) boundary condition is not an actual solution. The same
analysis has been performed with both SRT and MRT collision operators leading to the same results; the dissipation due
to higher bulk viscosities is therefore irrelevant. TheMRT collision operator has been implemented in its ‘incompressible’
version. As is known, this does not mean a better recovery of the incompressible solution (in its asymptotic sense) or a
suppression of traveling wave effects; it is only a correction of the round-off error generated during the computation.
The problem of wave reflections, which is beyond the analysis of this paper, is related with the well-posedness of the
boundary conditions [5]. Future work will focus on the development of well-posed and trully non-reflecting boundary
conditions for lattice Boltzmann methods, which is likely to be the only solution to effectively suppress the interaction
between the solution and the open boundaries. An important amount of work on this topic has been done in classical CFD
methods [6], and preliminary evaluations of these boundary conditions have already been performed for lattice Boltzmann
methods [21].
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