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Let D be a domain in Rn with bounded complement and let n 6= 2. For the
initial-boundary value problem
¢ u @tu + u
p = 0 in D £ (0; 1 );
@u(x; t)
@n
= 0; (x; t) 2 @D £ (0; 1 );
u(x; 0) = u0(x) > 0 in D;
we prove that there are no non-trivial global (non-negative) solutions if
0 < n(p 1) 6 2 and there exist both global non-trivial and non-global solutions
if n(p 1) > 2.
1. Introduction
We consider the questions of global existence and ­ nite-time blow up for the fol-
lowing semilinear parabolic Neumann initial-boundary value problem:
¢u @tu+ u
p = 0 in D £ (0;1);
@u(x; t)
@n
= 0; (x; t) 2 @D £ (0;1);
u(x; 0) = u0(x) > 0 in D;
9>>>=>>>; (1.1)
where ¢ is the Laplacian and D is a domain whose complement is a bounded
Lipschitz domain in Rn for n 6= 2. @=@n is the outward normal derivative with
respect to x, which is well de­ ned on @D almost everywhere.
The corresponding initial Dirichlet problem on exterior domains was ­ rst studied
in [2]. There, the authors considered the following problem:
¢u @tu+ u
p = 0 in D £ (0;1);
u(x; t) = 0; (x; t) 2 @D £ (0;1);
u(x; 0) = u0(x) > 0 in D;
9>=>; (1.2)
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where Dc is a bounded smooth domain in Rn. They showed that (a) problem (1.2)
possesses no global non-trivial non-negative solutions if 1 < p < 1 + 2=n; and
(b) problem (1.2) has global positive solutions if p > 1+ 2=n. More recently, in [10,
12], it was shown that if n > 3, then 1+2=n is in the blow-up case (a). These studies
were motivated by the earlier work of Fujita, who proved the following result for
the Cauchy problem:
¢u @tu+ u
p = 0 in Rn £ (0;1);
u(x; 0) = u0(x) > 0 in Rn;
)
(1.3)
(a) If 1 < p < 1 + 2=n and u0 is non-negative and non-trivial, problem (1.1)
possesses no global non-negative solutions.
(b) If p > 1 + 2=n and u0 is smaller than a small Gaussian, then (1.1) has global
positive solutions. It was later shown that 1 + 2=n belongs to case (a).
Since Fujita’s work, several authors have considered similar questions for other
problems. See [9] for a survey of the literature prior to 1990.
In view of the above results, it is a logical question to consider the initial Neu-
mann problem (1.1). At ­ rst glance, it might seem easy to ­ nd a blow-up result
for (1.1) when p 6 1 + 2=n. One can argue that any non-negative solution of (1.1)
dominates a solution of (1.2). However, in the existing literature concerning the
blow-up properties of (1.2), some extra assumptions on the growth of solutions
near in­ nity are always made. Therefore, we can not quote these results directly.
In this paper we will take a direct approach without making any a priori assump-
tions on the solution. We should add that Pinsky [11] has proven blow-up results for
Cauchy problems of the equation in (1.2) without any assumptions on the growth of
solutions near in­ nity. However, we are not aware of any similar results concerning
initial-boundary value problems.
The establishment of global existence is also subtle. In general, it is di¯ cult to
­ nd a super solution of a nonlinear equation with Neumann boundary conditions
because the value of the function on the boundary is unknown a priori. Existence
results of (1.2) are not helpful because solutions of (1.1) dominate those of (1.2).
It is also di¯ cult to compare solutions of (1.1) to those of the Cauchy problem.
Therefore, we take a di¬erent approach as described in remark 1.6 below.
Definition 1.1. Given ½ 2 (0;1], a continuous function u = u(x; t) de­ ned in
D £ (0; ½ ) is called a solution of problem (1.1) ifZ t
0
Z
D
u¢ã dy ds
Z t
0
Z
@D
u
@ã
@n
dSy ds +
Z t
0
Z
D
jujp 1uã dy ds
+
Z t
0
Z
D
u@sã dy ds
Z
D
[u(y; t)ã (y; t) u0(y)ã (y; 0)] dy = 0
for t 2 (0; ½ ) and all ã 2 C2(Rn £ [0; ½ ]) such that ã is compactly supported in
Rn £ [0; ½ ]. If ½ =1, then u is called a global solution.
The above de­ nition is fairly standard. It includes solutions which may change
sign. When @D and u0 are smooth, solutions thus de­ ned are classical. It also has
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the advantage that no assumptions on the growth of solutions near in­ nity are
required.
In this paper we establish the following result.
Theorem 1.2.
(a) Global existence. Suppose n 6= 2 and p > 1 + 2=n. Given ¯ > 0, there exists
a constant b0 > 0 such that for each non-negative u0 2 C2(D) satisfying
u0(x) 6 b0(1 + jxj) n ¯ , for all x 2 D, there exists a global non-negative
solution of (1.1).
(b) Blow up. Suppose n > 1. If 1 < p 6 1+2=n, then the only global non-negative
solution of (1.1) is zero.
Remark 1.3. It should be remarked that when the initial function is large in a
certain sense, the solution need not be global, even in case (a) in the theorem.
Indeed, it is well known [8] that if the initial potential energy is negative, the
solution cannot be global.
Remark 1.4. We will prove in remark 2.4 below that (1.1) has a local (in-time)
solution for all p > 1 and all bounded non-negative u0.
Remark 1.5. We list a few open problems and questions.
(i) Does (1.1) have global solutions when n = 2 and p > 1 + 2=n?
(ii) Suppose the Neumann condition is replaced by the Robin condition
@u
@n
+ ¬ (x)u = 0 on @D;
where ¬ > 0. The limiting cases ¬ = 0 and alpha = +1 are included here
and in [10], respectively.
(iii) What is the situation for domains such as cones or other unbounded domains
with unbounded complements?
(iv) There are also corresponding open problems for weakly coupled systems and
other parabolic problems, as discussed, for example, in [9].
Remark 1.6. Let us brie®y discuss the method of proof. First, we use the contrac-
tion mapping principle to prove local and global existence. To do this, we construct
a suitable function space for global solutions and show that the integral operator
de­ ned in (2.4) below will be a contraction if p > 1 + 2=n and ku0kL1 (D) is small
enough. In this respect, the argument is similar to that of Fujita [6]. However, to
establish global existence in the current case, we will need two new estimates for
Green’s function. One of them [5] is a global Gaussian upper bound for Green’s
functions with zero Neumann boundary conditions on exterior domains. The other
is a convolution inequality for Green’s function of the heat equation (see [13]).
To establish the blow-up result, we derive a contradiction by showing that if
there were any global non-trivial solutions, the Lp norm of u on certain space-time
cylinders must tend to zero when p 6 1+2=n and then by showing that this cannot
happen on these cylinders (see [3,4] for the elliptic case).
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To conclude this section, we list some of the notation we will use in the sequel.
Let G = G(x; t; y; s) denote Green’s function for the heat equation on D with
zero Neumann boundary conditions.
For any a > 0, we denote the standard Gaussian by
Ga(x; t; y; s) ² 1
[4 º (t s)]n=2
exp
³
a
jx yj2
t s
´
; t > s: (1.4)
Let u0 be a non-negative function in L
1 (D). With a > 0, we write
ha(x; t) =
Z
D
Ga(x; t; y; 0)u0(y) dy; (1.5)
h(x; t) =
Z
D
G(x; t; y; 0)u0(y) dy: (1.6)
2. Proof of theorem 1.2 (a)
When n = 1, the exterior domain consists of two half lines [a;1) and ( 1; a],
say. The construction of a global solution is easy to carry out. Since p > 3, the
full Cauchy problem has a global solution with initial data ° =(1 + jxj1+ ¯ ), which
decays like t 1=(p 1) uniformly in x (see [7, theorem 3.8]). Here, ° > 0 is small and
¯ > 0. Since the initial datum is symmetric in x, a standard uniqueness argument,
using the decay property of such solutions, shows that any such solution is likewise
symmetric in x and hence ux(0; t) = 0: Our desired global solution is then de­ ned
as u(x a; t) for x > a and u(x+ a; t) for x 6 a.
When n > 3, the situation is more complicated. First, we present two elementary
propositions, the proofs of which are quite easy (see, for example, [13]).
Proposition 2.1. Given a > 0, let
ha(x; t) =
Z
D
Ga(x; t; y; 0)u0(y) dy; (2.1)
where u0 is a bounded non-negative function. The following two statements hold.
(a) Given p > 1, there exists a constant C(p) such that
hpa(x; t) 6 C(p)ku0kp 1L1 ha(x; t); (2.2)
for all t > 0.
(b) If limjxj! 1 u0(x) = 0, then limjxj! 1 ha(x; t) = 0 uniformly with respect to
t > 0.
Proposition 2.2. Suppose 0 6 u0(x) 6 A=(1 + jxjn + ¯ ) for some A, ¯ > 0. Then
ha(x; t) 6
CA
1 + jxjn ;
for all t > 0, x 2 Rn and some C = Cn;¯ > 0.
Cambridge Core terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0308210500000317
Downloaded from https://www.cambridge.org/core. Iowa State University  Library, on 10 Jan 2018 at 17:56:18, subject to the
Critical Fujita numbers 595
We recall from [5] that when n > 3, there are positive constants C and b such
that
G(x; t; y; s) 6 C
(t s)n=2
exp
³
b
jx yj2
t s
´
= CGb(x; t; y; s); (2.3)
for all t > s and x, y 2 D.
For any constants a > 0 and M > 1, we de­ ne the space
S = S(u0) = fu(x; t) 2 C(D £ [0;1)) j 0 6 u(x; t) 6 Mha(x; t)g;
where the function ha is given by (1.5). To give S a metric space structure, we
endow it with the sup norm in D £ (0;1). We de­ ne the integral operator
Tu(x; t) = h(x; t) +
Z t
0
Z
D
G(x; t; y; s)up(y; s) dy ds: (2.4)
for u 2 S. Here, G is Green’s function for the heat equation on D with zero Neu-
mann boundary conditions. Solutions of (2.4) are sometimes called `mild’ solutions
of (1.1).
Obviously, not every function in S satis­ es @u=@n = 0 on the boundary @D £
(0;1). Indeed, this is the case for some of the elements of of S in T (S). However, we
claim that every ­ xed point of T (¢) is a solution of (1.1) in the sense of de­ nition 1.1.
This can be shown as follows. Suppose u is a ­ xed point of T . Then u 2 S
is uniformly bounded by the choice of S. By [5], G is bounded from above by a
Gaussian. From this, a standard argument via integration by parts shows that u
satis­ es de­ nition 1.1.
Hence it only remains to show that T has a ­ xed point in S.
We ­ x the number a, 0 < a < b, where b is the constant in the Gaussian upper
bound for G. This choice of a is critical for the proof of the theorem below. Since
a < b, we have
G(x; t; y; s) 6 CGb(x; t; y; s) 6 CGa(x; t; y; s);
h(x; t) 6 Chb(x; t) 6 Cha(x; t):
To invoke the contraction mapping principle, we check the following conditions.
(i) S is non-empty, closed, bounded and convex.
(ii) TS » S.
(iii) T is a contraction.
(i) It is clear that S is convex. It is closed and bounded in the sup norm given above
because
0 6 u(x; t) 6 Mha(x; t) 6 CMku0kL1 ;
since Z
Dc
Ga(x; t; y; 0) dy 6 C:
(ii) Next we show that 0 6 Tu 6 Mha when 0 6 u 6Mha.
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Since p > 1 + 2=n, we can write p = p1 + p2 such that p1 > 1 and p2 > 2=n. For
any u 2 S, u 6 Mha. Since ku0kL1 6 b0, from proposition 2.1 (a), we obtain
up1(y; s) 6 CM p1ku0kp1 1L1 ha(y; s) 6 CM p1 bp1 10 ha(y; s): (2.5)
Similarly, from proposition 2.2,
up2 (y; s) 6 M p2hp2a (y; s) 6 M p2
µ
C
1 + jyjn
¶p2
6 (CM )p2V (y) (2.6)
for all s > 0, where
V (y) =
1
1 + jyjp2n :
Therefore,
up2(y; s) 6 CM p2V (y):
Recalling the de­ nition of ha in (2.1) and using the previous inequalities, we have
up(y; s) = up1(y; s)up2(y; s) 6 CM pbp1 10 V (y)
Z
D
Ga(y; s; z; 0)u0(z) dz: (2.7)
Using the upper bound given in (2.7) and Fubini’s theorem we obtain
Tu(x; t) 6 h(x; t)
+ CM pbp1 10
Z
D
Z t
0
Z
D
G(x; t; y; s)jV (y)jGa(y; s; z; 0) dy ds u0(z) dz:
(2.8)
Using (2.3), we haveZ t
0
Z
D
G(x; t; y; s)jV (y)jGa(y; s; z; 0) dy ds
6 C
Z t
0
Z
D
Gb(x; t; y; s)jV (y)jGa(y; s; z; 0) dy ds:
From [13], we have that given b > a > 0 and any Borel measurable function
V = V (x; t), there exist positive constants c, Ca;b such thatZ t
0
Z
Rn
Gb(x; t; y; s)jV (y; s)jGa(y; s; z; 0) dy ds 6 Ca;bNc; 1 (V )Ga(x; t; z; 0); (2.9)
for all t > 0, x, y 2 Rn, where
Nc; 1 (V ) ² sup
x;t
Z t
0
Z
Rn
jV (y; s)jGc(x; t; y; s) dy ds
+ sup
y;s
Z 1
s
Z
Rn
jV (x; t)jGc(x; t; y; s) dx dt:
As shown in [13], Nc; 1 (V ) is a ­ nite number for V (y) = 1=(1 + jyjp2n) since
p2n > 2 by our choice of p2. Indeed, for n > 3,Z 1
0
Gc(x; t; y; 0) dt =
C
jx yjn 2 :
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As V is time independent, we have
Nc; 1 (V ) 6 C sup
x
Z
Rn
1
jx yjn 2(1 + jyjp2n) dy <1;
since p2n > 2.
Combining (2.9) with (2.8), we obtain
Tu(x; t) 6 h(x; t) + CMpbp1 10 Ca;bNc;1 (V )
Z
D
Ga(x; t; z; 0)u0(z) dz;
which yields
Tu(x; t) 6 (C + CM pbp1 10 Ca;bNc; 1 (V ))ha(x; t): (2.10)
Taking M > 2C and b0 suitably small, we ­ nd that
0 6 Tu(x; t) 6 Mha(x; t): (2.11)
Thus condition (ii) is satis­ ed.
(iii) Given u1 and u2 in S, we have, by (2.4),
(Tu1 Tu2)(x; t) =
Z t
0
Z
D
G(x; t; y; s)[up1(y; s) u
p
2(y; s)] dy ds: (2.12)
Now,
jup1(y; s) up2(y; s)j 6 pmaxfup 11 (y; s); up 12 (y; s)gju1(y; s) u2(y; s)j:
Using the assumption that 0 6 u1, u2 6Mha, u0(y) 6 b0(1+jyj) n ¯ , and applying
proposition 2.2 with A = b0, we have, for i = 1; 2,
0 6 ui 6 Mha(y; s) 6
Cb0M
1 + jyjn :
Consequently,
juijp 1 6 CM
p 1b
(p 1)
0
(1 + jyjn)p 1 :
It follows that
jup1(y; s) up2(y; s)j 6
Cbp 10 M
p 1
(1 + jyjp2n)(p 1)=p2 ju1(y; s) u2(y; s)j:
Thus
jup1(y; s) up2(y; s)j 6 Cbp 10 Mp 1[V (y)](p 1)=p2 ju1(y; s) u2(y; s)j:
Substituting this last inequality in (2.12), we obtain
kTu1 Tu2kL1 6 Cbp 10 M p 1ku1 u2kL1
Z t
0
Z
D
G(x; t; y; s)[V (y)](p 1)=p2 dy ds
6 Cbp 10 M p 1ku1 u2kL1 Nb;1 (V (p 1)=p2);
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for some computable constant C. Since p = p1+p2 and p1 > 1, we have p 1 > p2.
Noting that V (x) 6 1, we have Nb; 1 (V (p 1)=p2 ) 6 Nb; 1 (V ), which is a ­ nite con-
stant. For b0 su¯ ciently small, T will be a contraction. Since, as remarked above,
a mild solution is also a weak solution, the ­ xed point is thus a global solution
of (1.1).
Remark 2.3. The referee remarked that the above argument still holds if the
L 1 norm is replaced by the weighted norm kwukL1 , where w = 1 + jxjn + ¯ .
Remark 2.4. We conclude the section by proving the claim of local existence made
in remark 1.4. We use the same notation as before. By (2.3), we haveZ
D
G(x; t; y; 0) dy 6 C:
Therefore, for some positive C1 and C2,
0 6 Tu(x; t) 6 C1ku0kL1 + C1tkukpL1 ; (2.13)
jTu1(x; t) Tu2(x; t)j 6 C2tmaxfku1kp 1L1 ; ku2kp 1L1 gku1 u2kL1 : (2.14)
Next, de­ ne, for a ­ xed M > 2C1ku0kL1 ,
SM = fu 2 C(D £ [0; s]) j kuj L 1 6 Mg:
Selecting s > 0 so that C1sM
p 1 6 1
2
and sC2M
p 1 < 1
2
, then, from (2.13), for
u 2 SM , it follows that
0 6 Tu(x; t) 6 12M + C1sM
p 6 1
2M +
1
2M =M
when t 2 [0; s]. By (2.14), for u1, u2 2 SM ,
jTu1(x; t) Tu2(x; t)j < 12ku1 u2kL1 :
Hence T is a contraction from SM to SM , a closed bounded set in C(D £ [0; s]).
This establishes the local existence for all p > 1 and all L 1 initial data.
3. Proof of theorem 1.2 (b)
In this section we establish the blow-up result for problem (1.1) when p 6 1 + 2=n.
Let R be so large that Dc » BR(0) = fx j jxj 6 Rg. De­ ne
QR = (B2R(0) \D) £ [0; 2R2]:
Notice that these sets increase with R and [R>0QR = D £ [0;1).
We construct a cut-o¬ function of the form
ãR = ¿ R(x) ² R(t);
where we de­ ne ¿ R, ² R as follows. We de­ ne ² R 2 C 1 [0;1) such that ² R(t) = 1
for 0 6 t 6 R2, ² R(t) = 0 for t > 2R2, 0 6 ² R 6 1 and
C
R2
6 ² 0R(t) 6 0:
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Likewise, we de­ ne ¿ R 2 C 10 ( ·D) such that ¿ R(x) = 1 when x 2 BR(0) Dc,
¿ R(x) = 0 when x 2 B2R(0)c and 0 6 ¿ R(x) 6 1 when x 2 B2R(0) BR(0). We
can also choose ¿ R(x) to be radial in the ring B2R(0) BR(0) and to satisfy­­­­@¿ R@r
­­­­6 CR ;
­­­­@2 ¿ R@r2
­­­­6 CR2 (3.1)
and
@¿ R(x)
@r
= 0 (3.2)
when jxj = R or jxj = 2R. The constants above can be chosen independent of R
(greater than or equal to 1) by ­ rst constructing ¿ , ² for R = 1 and then letting
¿ R(x) = ¿ (x=R) and ² R(t) = ² (t=R
2).
We shall argue by contradiction. Let u be a global non-trivial solution of (1.1).
Set
IR ²
Z
QR
up(x; t)ã qR(x; t) dx dt; (3.3)
where 1=p+ 1=q = 1. Notice that since
IR >
Z R2
0
Z
BR(0) Dc
up(x; t) dsdt; (3.4)
since ãR ² 1 on the region of integration, this inequality tells us that limR ! 1 IR =
0 cannot hold.
From de­ nition 1.1, we have
IR =
Z
B2R(0) Dc
u(x; t)ã qR(x; t)j2R
2
0 dxZ
QR
u(x; t) ¿ qR(x)q²
q 1
R (t) ²
0
R(t) dx dtZ 2R2
0
Z
@D
u(x; t)
@¿ qR(x)
@n
² qR(t) dSx dtZ
QR
u(x; t)¢ ¿ qR(x) ²
q
R(t) dxdt: (3.5)
Therefore, from the de­ nition of ¿ R and ² R, together with the boundary condition
on u, we obtain
IR 6
Z
B2R(0) Dc
u(x; 0)ã qR(x; 0) dxZ
QR
u(x; t) ¿ qR(x)q²
q 1
R (t) ²
0
R(t) dx dtZ
QR
u(x; t)¢¿ qR(x) ²
q
R(t) dx dt: (3.6)
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Since u(x; 0) > 0, ¢¿ qR = q¿
q 1
R ¢ ¿ R + q(q 1)¿
q 2
R jr ¿ Rj2, we have
IR 6
Z 2R2
0
Z
B2R(0) Dc
u(x; t) ¿ qR(x)q²
q 1
R (t) ²
0
R(t) dxdtZ 2R2
0
Z
B2R(0) BR(0)
u(x; t)q( ¿ q 1R ¢¿ R)(x) ²
q
R(t) dxdt: (3.7)
Since ¿ R is radial on B2R(0) BR(0), we have ¢ ¿ R = ¿
00
R+((n 1)=r) ¿
0
R there.
Taking R su¯ ciently large, we obtain, for jxj > R,
j¢ ¿ Rj 6 C
R2
; (3.8)
Using (3.8) in (3.7), we have
IR 6
C
R2
»Z 2R2
R2
Z
B2R(0) Dc
u(x; t) ¿ qR ²
q 1
R (t) dx dt
+
Z 2R2
0
Z
B2R(0) BR(0)
u(x; t) ¿ q 1R ²
q
R(t) dx dt
¼
:
Since ¿ R, ² R 6 1, by Holder’s inequality we have
IR 6
C
R2
µZ 2R2
R2
Z
B2R(0) Dc
upã p(q 1)R (x; t) dxdt
¶1=pµZ 2R2
0
Z
B2R(0) Dc
dx dt
¶1=q
+
C
R2
µZ 2R2
0
Z
B2R(0) BR(0)
upã p(q 1)R (x; t) dxdt
¶1=p
£
µZ 2R2
0
Z
B2R(0) BR(0)
dx dt
¶1=q
;
which yields
IR 6 CR(n+ 2)=q 2
µZ 2R2
R2
Z
B2R(0) Dc
upã p(q 1)R (x; t) dxdt
¶1=p
+ CR(n + 2)=q 2
µZ 2R2
0
Z
B2R(0) BR(0)
upã p(q 1)R (x; t) dx dt
¶1=p
: (3.9)
Therefore,
IR 6 CpRn+ 2 2q: (3.10)
When 1 < p < 1 + 2=n, we have 2q > n + 2. Thus, as R ! 1, IR ! 0. This
contradicts our earlier statement that IR ! 0 is impossible.
When p = 1+ 2=n, then from (3.10) we see that IR 6 Cp when R > 1 on [0;1).
Therefore, by the monotone convergence theorem,Z 1
0
Z
D
up(x; t) dx dt 6 Cp <1:
Cambridge Core terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0308210500000317
Downloaded from https://www.cambridge.org/core. Iowa State University  Library, on 10 Jan 2018 at 17:56:18, subject to the
Critical Fujita numbers 601
Therefore, given any ° > 0, there is a compact region E in D £ [0;1) such thatZ
Ec
up(x; t) dx dt < ° :
Taking R su¯ ciently large, we know that (B2R(0) D
c) £ [R2; 2R2] » Ec and
(B2R(0) BR(0)) £ [0; 2R2] » Ec.
Consequently,Z 2R2
R2
Z
B2R(0) Dc
up(x; t) dx dt! 0;
Z 2R2
0
Z
B2R(0) BR(0)
up(x; t) dxdt! 0
when R!1. Since n + 2 2q = 0 in this case, from (3.9),
IR ! 0
when R ! 1. This again is a contradiction. Thus there is no non-trivial global
solutions when p 6 1 + 2=n.
Remark 3.1. In a recent paper [1], Andreucci and Tedeev obtained an interesting
result in a di¬erent but related direction. They considered degenerate equations on
domains with non-compact boundary.
Acknowledgments
We thank the referee for the careful review and helpful suggestions which greatly
improved an earlier version of this paper. This research is supported in part by NSF
grants for both authors.
References
1 D. Andreucci and A. Tedeev. A Fujita type result for a degenerate Neumann problem in
domains with non-compact boundary. J. Math. Analysis Appl. 231 (1999), 543{567.
2 C. Bandle and H. A. Levine. On the existence and non-existence of global solutions of
reaction-di® usion equations in sectorial domains. Trans. Am. Math. Soc. 655 (1989), 595{
624.
3 H. Berestycki, I. D. Capuzzo and L. Nirenberg. Superlinear inde¯nite elliptic problems and
nonlinear Liouville theorems. Topological Methods Nonlinear Analysis 4 (1995), 59{78.
4 I. Birindelli, I. D. Capuzzo and A. Cutri. Liouville theorems for semilinear equations on
the Heisenberg group. Ann. Inst. H. Poincar¶e Analyse Non Lin¶eare 14 (1997), 295{308.
5 Z. Q. Chen, R. J. Williams and Z. Zhao. A Sobolev inequality and Neumann heat kernel
estimate for unbounded domains. Math. Res. Lett. 1 (1994), 177{184.
6 H. Fujita. On the blowup of solutions of the Cauchy problem for ut = ¢ u + u1+ ¬ . J. Fac.
Sci. Univ. Tokyo 13 (1966), 109{124.
7 T.-Y. Lee and W.-M. Ni. Global existence, large time behavior and life span of solutions
of a semilinear parabolic Cauchy problem. Trans. Am. Math. Soc. 333 (1992), 365{378.
8 H. A. Levine. Some non-existence and instability theorems for solutions of formally
parabolic equations of the form Put = Au + F (u). Arch. Ration. Mech. Analysis 51
(1973), 371{386.
9 H. A. Levine. The role of critical exponents in blowup theorems. SIAM Rev. 32 (1990),
269{288.
10 K. Mochizuki and R. Suzuki. Critical exponent and critical blow-up for quasilinear parabolic
equations. Israel J. Math. 98 (1997), 141{156.
Cambridge Core terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0308210500000317
Downloaded from https://www.cambridge.org/core. Iowa State University  Library, on 10 Jan 2018 at 17:56:18, subject to the
602 H. A. Levine and Q. S. Zhang
11 R. G. Pinsky. Existence and non-existence of global solutions for ut = ¢ u + a(x)up in Rd .
J. Di® . Eqns 133 (1997), 152{177.
12 R. Suzuki. Critical blow-up for quasilinear parabolic equations in exterior domains. Tokyo
J. Math. 19 (1996), 397{409.
13 Q. S. Zhang. Global existence and local continuity of solutions for semilinear parabolic
equations. Commun. PDE 22 (1997), 1529{1557.
(Issued 26 May 2000 )
Cambridge Core terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0308210500000317
Downloaded from https://www.cambridge.org/core. Iowa State University  Library, on 10 Jan 2018 at 17:56:18, subject to the
