Abstract. In 1990, Beilinson-Lusztig-MacPherson (BLM) discovered a realization [1, 5.7] for quantum gl n via a geometric setting of quantum Schur algebras. We will generailze their result to the classical affine case. More precisely, we first use Ringel-Hall algebras to construct an integral form U Z ( gl n ) of U( gl n ), where U( gl n ) is the universal enveloping algebra of the loop
Introduction
The positive part of the integral form of quantum enveloping algebras of finite type was realized by Ringel, see [22, 23] . This is an important breakthrough for the structure of quantum groups. Almost at the same time, A.A. Beilinson, G. Lusztig and R. MacPherson [1, 5.7] realized the entire quantum gl n over the rational function field Q(v) (with v being an indeterminate) via quantum Schur algebras. It is natural to ask how to realize the integral form of the entire quantum gl n . If this can be achieved, then one can relaize quantum gl n over any field. The remarkable BLM's work has important applications to the investigation of quantum Schur-Weyl reciprocity. The classical Schur-Weyl reciprocity relates representations of the general linear and symmetric groups over C(cf. [27] ). This reciprocity is also true over any field (cf. [2, 3, 7] ). The quantum Schur-Weyl reciprocity at nonroots of unity was first formulated in [16] . Using BLM's work, the integral quantum Schur-Weyl reciprocity was established in [8, 9] .
The BLM realization problem of quantum affine gl n was investigated in [10, 5] . In particular, it was proven that the natural algebra homomorphism from quantum affine gl n to affine quantum Schur algebras over Q(v) is surjective in [5] (cf. [12, 20] ). Furthermore, the universal enveloping algebra U ( gl n ) of gl n was realized in [5] using a modified BLM approach. However, in the affine case, there are still many important unsolved problems. For example, the stabilization property of multiplication for quantum Schur algebras given in [1, 4.2] is the key to the BLM realization of quantum gl n . Furthermore, explicit multiplication formulas between generators and basis elements for the quantum enveloping algebra of gl n were obtained in [1, 5.3] . But it seems hard to generalize these results to the quantum affine case. In addition, it is difficult to construct a suitable integral form for quantum affine gl n such that the integral quantum affine Schur reciprocity holds (cf. [5, 3.8.6] ).
In this paper, we will solve the above problems in the classical case. First, we will use Ringel- Hall algebras to construct a free Z-submodule U Z ( gl n ) of the universal enveloping algebra U ( gl n ) of the loop algebra gl n in §3. We then prove in 6.1 a stabilization property for the structure constants of an affine Schur algebra, which is the affine analogue of [1, 4.2] . This property allows us to construct an algebra K Z (n) without unity. Then we consider the completion algebra K Q (n) of K Z (n) and construct a Z-submodule V Z (n) of K Q (n). We will prove in 7.3 and 8.5 that V Z (n) is a Z-subalgebra of K Q (n) with nice multiplication formulas, which is the affine analogue of [1, 5.3 and 5.5] . Finally, we will prove in 9.2(1) that V Q (n) := V Z (n) ⊗ Q is isomorphic to U ( gl n ), which is the affine analogue of [1, 5.7] . Furthermore, we will prove in 9.2(2) that U Z ( gl n ) is a Z-subalgebra of U ( gl n ) and V Z (n) is the realization of U Z ( gl n ). As a result, we derive an explicit Z-basis for U Z ( gl n ) together with explicit multiplication formulas between generators and arbitrary basis elements for U Z ( gl n ) (see 7.3, 8.1 and 9.2). As a byproduct, we will establish affine Schur-Weyl reciprocity at the integral level in 9.5.
We organize this paper as follows. We recall the definition of Ringel-Hall algebras and extended Ringel-Hall algebras in §2. Using Ringel-Hall algebas, we will construct a Z-submodule U Z ( gl n ) of U ( gl n ) in §3. We review in §4 the definition of affine quantum Schur algebras and generalize [1, 3.9 ] to the affine case. Certain useful multiplication formulas for affine Schur algebras S △ (n, r) Z will be established in §5. These formulas will be used to establish the stabilizaiton property for affine Schur algebras in 6.1. Then we use this property to construct an algebra K Z (n) without unity and derive some important multiplication formulas for the completion algebra K Q (n) of K Z (n) in 7.3. In 8.5, we will use these formulas to prove that the Z-submodule V Z (n) of K Q (n) constructed in §8 is a Z-subalgebra of K Q (n). Finally, we will prove that U ( gl n ) ∼ = V Q (n) and U Z ( gl n ) ∼ = V Z (n) in 9.2. Furthermore, we will prove that U Z ( gl n ) is a Hopf algebra over Z in 9.3. Using this realization for U Z ( gl n ), we will prove in 9.5 that the natural algebra homomorphism from U Z ( gl n ) to S △ (n, r) Z is surjective. Notation 1.1. For a positive integer n, let M △,n (Q) be the set of all matrices A = (a i,j ) i,j∈Z with a i,j ∈ Q such that (a) a i,j = a i+n,j+n for i, j ∈ Z; (b) for every i ∈ Z, both sets {j ∈ Z | a i,j = 0} and {j ∈ Z | a j,i = 0} are finite.
Let M △,n (Z) be the subset of M △,n (Q) consisting of matrices with integer entries. Let Θ △ (n) := {A ∈ M △,n (Z) | a i,j 0, ∀i = j}, Θ △ (n) := {A ∈ M △,n (Z) | a i,j ∈ N, ∀i, j} (1.1.1)
We will identify Z n △ with Z n via the following bijection
There is a natural order relation on Z n △ defined by
We say that λ < µ if λ µ and λ = µ.
, where v is an indeterminate, and let Q(v) be the fraction field of Z.
Specializing v to 1, Q and Z will be viewed as Z-modules.
Ringel-Hall algebras and extended Ringel-Hall algebras
Let △(n) (n 2) be the cyclic quiver with vertex set I = Z/nZ = {1, 2, . . . , n} and arrow set {i
is nilpotent. We will denote by Rep
where M i,j is the unique indecomposable representation of length j − i with top S i . For A ∈ Θ + △ (n), let d(A) ∈ NI = N n be the dimension vector of M (A). We will sometimes identify NI with N n △ under (1.1.2).
By [24] and [15] , for A,
For a = (a i ) ∈ Z n △ and b = (b i ) ∈ Z n △ , the Euler form associated with the cyclic quiver △(n) is the bilinear form −, − :
Let H △ (n) be the (generic) Ringel-Hall algebra of the cyclic quiver △(n), which is by definition the free module over
The multiplication is given by
Now let us recall the triangular relation given in [6, (9. 2)] for the Ringel-Hall algebra H △ (n).
For M, N ∈ Rep 0 △(n), there exists a unique extension G (up to isomorphism) of M by N with minimal dim End(G), which will be denoted by M * N in the sequel (see [4, 21] ). Let M be the set of isoclasses of nilpotent representations of △(n) and define a multiplication * on M by
Then by [4, §3] M is a monoid with identity 1 = [0].
be the semisimple representation in Rep 0 △(n). A semisimple representation S λ is called sincere if λ is sincere, namely, all λ i are positive. For 1 i n let e △ i ∈ N n △ be the element satisfying
where ♭ is defined in (1.1.2). Let
Let Σ be the set of words on the set I.
Thus we obtain a map
Let ℘ − be the map from Σ to Θ − △ (n) defined by ℘ − (w) = t (℘ + ( t w)), where t (℘ + ( t w)) is the transpose of ℘ + ( t w). By [6, 3.3 ] the maps ℘ + and ℘ − are all surjective.
Following [1, 3.5] and [10] we may define the order relation on M △,n (Z) as follows. For
for some pair (i, j) with i = j, σ i,j (B) < σ i,j (A).
and let
Any word w = a 1 a 2 · · · a m in Σ can be uniquely expressed in the tight form w = b
where x i = 1 if b i is sincere, and x i is the number of consecutive occurrences of
By [6, (9. 2)] and [10, 6.2], we have the following triangular relation in H △ (n).
where f B,A ∈ Z and f A,A = 1. In particular, H △ (n) is generated by u λ for λ ∈ N n △ .
The algebra H △ (n) does not have a Hopf algebra structure.
However, if we add the torus algebra to H △ (n), we may get a Hopf algebra H △ (n) 0 , called the extended Ringel-Hall algebra. Let H △ (n) 0 be a Q(v)-space with basis {u
} becomes a Hopf algebra with the following algebra, coalgebra and antipode structures.
(a) Multiplication and unit:
Comultiplication and counit (Green [14] ):
with counit ε satisfying ε(u
We conclude this section by introducing the integral form
with t 1, let
This together with [19, 2.14] implies that
where
Consequently, H △ (n) 0 is a Hopf algebra over Z, since H △ (n) 0 is generated by u
and
for all λ ∈ N n △ , 1 i n and t ∈ N by 2.1.
Let gl n (Q) be the general linear Lie algebra over Q. Let
be the loop algebra associated to gl n (Q).
0 otherwise, Recall the set M △,n (Q) defined in 1.1. Clearly, the map
is a Lie algebra isomorphism. We will identify the loop algebra gl n with M △,n (Q) in the sequel.
Let U ( gl n ) be the universal enveloping algebra of the loop algebra gl n . Let U + ( gl n ) (resp., U − ( gl n )) be the subalgebra of U ( gl n ) generated by E △ i,j (resp., E △ j,i ) for all i < j. Let U 0 ( gl n ) be the subalgebra of U ( gl n ) generated by E △ i,i for 1 i n. We may interpret the ±-part of U ( gl n ) as the specialization of Hall algebras. Let H △ (n) Q = H △ (n) ⊗ Z Q, where Q is regarded as a Z-module by specializing v to 1. We shall denote u A ⊗ 1 by u A,1 for A ∈ Θ + △ (n). 
forms a Q-basis of H △ (n) Q , where the products are taken with respect to any fixed total order on
(2) There is a unique injective algebra homomorphism ι + : H △ (n) Q → U ( gl n ) (resp., ι − :
show that the algebra isomorphism ι + :
and
We will use the same notation for elements in
There is a Hopf algebra isomorphism
to E △ i,j , and
. for 1 i n and k < l. This together with 3.1(2) implies that there is an algebra homomorphism
,
= j for 1 i n and j ∈ Z, it follows from [18, 4.1(f)] that, we
Thus by [19, 2. 14] and 3.1(1) f sends the PBW-basis
for i < j, we conclude that f is a Hopf algebra isomorphism.
We now use Ringel-Hall algebras to define the integral form
We will prove that U Z ( gl n ) is a Z-subalgebra of U ( gl n ) and give a BLM realization of U Z ( gl n ) in 9.2. Furthermore, we will use 3.2 to show that U Z ( gl n ) is a Z-Hopf subalgebra of U ( gl n ) in 9.3.
Affine quantum Schur algebras
Let S △,r be the group consisting of all permutations w : Z → Z such that w(i + r) = w(i) + r for i ∈ Z. Let W be the subgroup of S △,r consisting of w ∈ S △,r with
, W is the Weyl group of affine type A with generators s i (1 i r) defined by setting
The subgroup of S △,r generated by s 1 , . . . , s r−1 is isomorphic to the symmetric group S r . Let ρ be the permutation of Z sending j to j + 1 for all j ∈ Z. Then S △,r = ρ ⋉ W. We extend the length function ℓ on W to S △,r by setting ℓ(ρ m w) = ℓ(w) for all m ∈ Z, w ∈ W .
The extended affine Hecke algebra H △ (r) over Z associated to S △,r is the (unital) Z-algebra with basis {T w } w∈S△,r , and multiplication defined by
For λ ∈ Λ △ (n, r), let S λ := S (λ 1 ,...,λn) be the corresponding standard Young subgroup of S r .
For each λ ∈ Λ △ (n, r), let x λ = w∈S λ T w ∈ H △ (r). The endomorphism algebras
are called affine quantum Schur algebras (cf. [12, 13, 20] ).
Following [13] , we will introduce a Z-basis of S △ (n, r) as follows. For λ ∈ Λ △ (n, r), let
Note that we have
where ν ∈ Λ △ (n, r) and h ∈ H △ (r). Then by [13] 
Recall the sets Θ △ (n) and Θ △ (n) defined in (1.1.1). For A ∈ Θ △ (n), let σ(A) = 1 i n, j∈Z a i,j .
For r 0, let
In what follows next, it will be convenient to reindex these basis elements by the set Θ △ (n, r). For 1 i n, k ∈ Z and λ ∈ Λ △ (n, r) let
where λ k,i−1 = kr + 1 t i−1 λ t . By [26, 7.4 ] (see also [10, 9.2] ), there is a bijective map
, we will denote φ d λ,µ by e A and let
By [20, 1.11] , the Z-linear map
is an algebra anti-involution, where t A is the transpose of A.
The affine quantum Schur algebra S △ (n, r) and the Ring-Hall algebra H △ (n) can be related by the following algebra homomorphism defined in [26, 7.6 ].
Proposition 4.1.
(1) There is a Z-algebra homomorphism
(2) Dually, there is a Z-algebra homomorphism
We end this section by generalizing [1, 3.9 ] to the affine case. This is the first key result in proving stabilization property of multiplication for affine Schur algebras.
First we will use the triangular relation for Ringel-Hall algebras to get similar relations for affine quantum Schur algebras. For a ∈ N n △ let (4.1.1)
For w = a 1 a 2 · · · a m ∈ Σ with the tight form b
For A ∈ Θ △ (n), we write
for any r 0, where f B,A + , g B,A − ∈ Z is independent of r and f A + ,A + = g A − ,A − = 1.
Proof. The first equation follows from 2.1 and 4.1. Now we assume
Since X Y if and only if t X t Y for X, Y ∈ Θ △ (n), applying the antiautomorphism τ r defined in (4.0.4) to the above equation yields
where w A = t w and g C,A = ft C, t A .
where Proposition 4.3. For A ∈ Θ ± △ (n) and λ ∈ Λ △ (n, r), we have
In particular, the set
forms a Z-basis for S △ (n, r), where the order relation is defined in (1.1.3).
and λ ∈ Λ △ (n, r). Then we have
Repeatedly using (4.4.1), we conclude the assertion.
Now we can prove the affine version of [1, 3.9] .
Proposition 4.5. Let A ∈ Θ △ (n, b). We choose w A + , w A − ∈ Σ such that (4.2.1) hold. We assume w A + and w A − have tight form w A + = a
Proof. By (4.2.1) and 4.3, for any r 0 and λ ∈ Λ △ (n, r), we have
Now the assertion follows from 4.4.
The fundamental multiplication formulas for affine Schur algebras
We derive certain useful multiplication formulas for affine Schur algebras in 5.3. These formulas is the second key result for the proof of the stabilization property of multiplication for affine Schur algebras.
We need some preparation before proving 5.3. For a finite subset X ⊆ S △,r , let X = x∈X x ∈ QS △,r . It is clear that for λ, µ ∈ Λ △ (n, r) and w ∈ S △,r ,
Then there is a bijective map
Proof. We only prove (1). The proof of (2) is similar.
We assume
w
2 X i and w 1 , w 2 ∈ S µ . Thus, w −1 Let S △ (n, r) Z = S △ (n, r) ⊗ Z and S △ (n, r) Q = S △ (n, r) ⊗ Q, where Z and Q are regarded as Z-modules by specializing v to 1. We will identify S △ (n, r) Z as a subalgebra of S △ (n, r) Q . For
There is a natural map
where a i,j = a i−1,j for all i, j ∈ Z. We now give some multiplication formulas in the affine Schur algebra S △ (n, r) Z over Z, which are the affine version of [1, 3.1].
Proposition 5.3. Let A ∈ Θ △ (n, r) and µ = ro(A). Assume β ∈ N n △ is such that β µ. Let
Proof. We only prove (1). The proof for (2) is entirely similar.
By 5.1 and (5.0.1),
Let us compute C (w) for w ∈ D △ δ ∩ S µ as follows. Since, by (5.3.1), d
for w ∈ D △ δ ∩ S µ , 1 i n and j ∈ Z, where t (w)
i,j with 1 i n and j ∈ Z determine an unique matrix T (w) = (t
for w ∈ D △ δ ∩ S µ . Now, by (5.3.2) and noting ro(
By restriction, for each T , the bijective map ϑ defined in 5.2 induces a bijective map ϑ T : X (T ) → Y (T ), where
Furthermore, for each T there is a natural bijective map κ : Y (T ) → Z(T ) defined by sending
Consequently,
Thus, by (5.3.4) and noting 1 i n, j∈Z t i,j ! = 1 i n, j∈Z t i−1,j !,
proving (1).
For A ∈ Θ △ (n) and a ∈ Z we set a A = A + aI where I ∈ Θ △ (n) is the identity matrix. Note that if a is large enough, we have a A ∈ Θ △ (n). Let x be an indeterminate. We denote by Z 1 the subring of Q[x] generated by 1 and a+x t for a ∈ Z and t ∈ N.
For T ∈ Θ △ (n) and A ∈ Θ △ (n) let
From 5.3, we immediately have the following result.
is diagonal for some α ∈ N n △ . Then for large a and r = an + b, we have in S △ (n, r) Z ,
Then for large a and r = an + b, we have in S △ (n, r) Z ,
The algebra K Z (n)
We now use 4.5 and 5.4 to derive the stabilization property of multiplication for affine Schur algebras, which is the affine analogue of [1, 4.2] . This property allow us to construct an algebra
is diagonal for some α ∈ N n △ and let Θ △ (n) ss = Θ △ (n) ss ∩ Θ △ (n).
Proposition 6.1. Let A, B ∈ Θ △ (n) such that co(B) = ro(A) Then there exist unique X 1 , · · · , X m ∈ Θ △ (n), unique P 1 (x), · · · , P m (x) ∈ Z 1 and an integer a 0 0 such that, for all a a 0 ,
in the affine Schur algebra S △ (n, an + σ(A)) Z .
Proof. If B ∈ Θ △ (n) ss then the assertion follows from 5.4. So, by induction, if B 1 , · · · , B l ∈ Θ △ (n) ss are such that co(B i ) = ro(B i+1 ) and co(B l ) = ro(A), then there exist Y j ∈ Θ △ (n),
, and a 0 ∈ N such that
for all a a 0 .
In general, we apply induction on ||B||. If ||B|| = 0 then B is diagonal and
for all large enough a. Assume ||B|| 1 and the result is true for those ||B 1 || with ||B 1 || < ||B||.
Choose b ∈ N such that b B ∈ Θ △ (n) and apply 4.5 to b B. Thus, there exist B 1 , · · · , B N ∈ Θ △ (n) ss , such that co(B i ) = ro(B i+1 ) and
for all large enough c. Comparing (6.1.3) with (6.1.4), we see that we may assume that Z 1 = B, Q 1 (x) = 1 and Z i ≺ B for 2 i m. Thus by (6.1.4) and (6.1.5), for large c,
Since, by [5, 3.7.6] , ||Z i || < ||B|| for i > 1, the induction hypothesis applied to Z i shows that
given by an expression like in the right hand side of (6.1.1), for i > 1 and large c.
is of the required form.
We now use 6.1 to construct the Z-algebra K Z (n) as follows. Let K(n) be the free Z 1 -module with basis {A | A ∈ Θ △ (n)}. There is a unique structure of associative Z 1 -algebra (without unit) on this module in which B · A = 1 i m P i (x)X i (notation of 6.1) if co(B) = ro(A) and B · A = 0, otherwise. Consider the specialization Z 1 → Z obtained by sending x to 0 and let
Then K Z (n) is an associative algebra over Z with basis {A ⊗ 1 | A ∈ Θ △ (n)}. We will denote the element A ⊗ 1 by [A] 1 in the sequel. By 5.4 and 4.5 the following multiplication formulas hold in the algebra K Z (n).
Proposition 6.2. Let A, B ∈ Θ △ (n) be such that co(B) = ro(A). In the algebra K Z (n), the following statements hold.
(
(3) There exist upper triangular matrixs A i and lower triangular matrixs B j in Θ △ (n) ss (1 i s, 1 j t) such that
where "lower terms" stands for a Z-linear combination of terms
co(A ′ ) = co(A) and ro(A ′ ) = ro(A).
The algebra K Z (n) and S △ (n, r) Z are related by the following algebra homomorphism.
0 otherwise is a surjective algebra homomorphism.
Proof. Since, by 6.2(3), the algebra K Z (n) is generated by [A] with A ∈ Θ △ (n) ss , it is enough to prove that
for B ∈ Θ △ (n) ss and A ∈ Θ △ (n) with co(B) = ro(A). If
Now we assume σ(A) = r, co(B) = ro(A), B = 1 i n α i E △ i,i+1 + diag(β) ∈ Θ △ (n) ss for some α ∈ N n △ and β ∈ Z n △ . Let us prove (6.3.1) in three cases. Case 1 If A, B ∈ Θ △ (n, r), then the assertion follows from 5.3 and 6.2(1). Case 2 Suppose a i 0 ,i 0 < 0 for some 1 i 0 n. If T ∈ Θ △ (n) is such that ro(T ) = α and
Case 3 Suppose β i 0 < 0 for some 1 i 0 n. Let T ∈ Θ △ (n) be such that ro(T ) = α and
and hence
This together with 6.
The proof is completed.
7. The completion algebra K Q (n) of K Z (n) and multiplication formulas β A [A] such that for any x ∈ Z n , the sets {A ∈ Θ △ (n) | β A = 0, ro(A) = x} and {A ∈ Θ △ (n) | β A = 0, co(A) = x} are finite. We shall regard K Z (n) naturally as a subset of K Q (n). We can define the product of two elements
1 is the product in K Z (n). This defines an associative algebra structure on K Q (n). This algebra has a unit element:
We now establish some important multiplication formulas in K Q (n) and S △ (n, r) Q , which will be used to realize U Z ( gl n ) as a Z-subalgebra of K Q (n). These formulas are the affine analogue of [1, 5.3] .
Recall the order relation defined in (1.1.3) . We need the following well known combinational formulas. 
Also, for A ∈ M △,n (Z), define A{λ} = 0 and A{λ, r} = 0 if a i,j < 0 for some i = j.
where A 0 is defined in (4.1.2). Recall the map :
The following identities holds in K Q (n):
The same formulas hold in S △ (n, r) Z with A{λ} replaced by A{λ, r}.
Proof. First, by 7.2,
proving (1). To prove (2), we conclude from 6.2 that
Furthermore, by 7.2 we have
Therefore, (2) holds. Formula (3) is proved similarly.
The algebra V Z (n)
We shall denote by V Z (n) the Z-submodule of K Q (n) spanned by
We will prove that V Z (n) is actually a Z-subalgebra of K Q (n) in 8.5.
Lemma 8.1. The set B forms a Z-basis for V Z (n).
Proof. It is enough to prove the linear independence of B. Suppose
for some k A,λ ∈ Z. Thus,
We want to show that k A,λ = 0 for all A, λ. If this is not the case, then there exist B ∈ Θ ± △ (n) such that X B := {λ ∈ N n △ | k B,λ = 0} = ∅. Let ν be the minimal element in X B with respect to the lexicographic order. Then
since ν is minimal. This is a contradiction.
The maps τ r defined in (4.0.4) induce an algebra anti-automorphism
Consequently, we get an algebra anti-automorphism
is a Z-subalgebras of K Q (n) and the linear map θ + :
Proof. Statement (2) follows from (1) and 2.1. We now prove (1). Let V + Z (n) be the Z-submodule of r 0 S △ (n, r) Q spanned by the elements (A{0, r}) r 0 for A ∈ Θ + △ (n)}. Since the elements (A{0, r}) r 0 (A ∈ Θ + △ (n)) are linearly independent, the map η + r defined in 4.1 induce an injective algebra homomorphism
On the other hand, the mapζ r defined in 6.3 induces a surjective algebra homomorphism
. Consequently, we get an algebra homomor-
Since ζ(A{0}) = (A{0, r}) r 0 for A ∈ Θ + △ (n) and the elements (A{0, r}) r 0 (A ∈ Θ + △ (n)) are linearly independent, the restriction of ζ to V + Z (n) is injective and hence we get a bijective map
This, together with (8.2.1), implies that V + Z (n) is a subalgebra of K Q (n) and θ + = ζ −1 • η + is an algebra isomorphism. Finally, using (8.1.2), we get the similar result for V − Z (n).
Recall the notation A a and B a introduced in (4.1.1). For w = a 1 a 2 · · · a m ∈ Σ with the tight form b
The triangular relation for affine Schur algebras can be lifted to the level of K Q (n) as follows.
where g is a Z-linear combination of B{ν} such that B ∈ Θ ± △ (n), B ≺ A and ν ∈ N n △ .
Proof. By 4.3 and 6.1 for any µ ∈ Z n △ we have
where f µ is a Z-linear combination of [B] such that B ≺ A and co(B) = co(A) + µ − σ(A) and ro(B) = ro(A) + µ − σ(A). This equality together with 7.2 implies that 
Furthermore, by 8.1 and 8.3(1), the set
The proof is completed. Now we can prove the main result of this section, which is the affine analogue of [1, 5.5] .
(2) The elements
Proof. Let V Z (n) 1 be the Z-subalgebra of K Q (n) generated by the elements indicated in (2). From
for all A ∈ Θ ± △ (n) and λ ∈ N n △ . We shall prove this by induction on ||A||. If ||A|| = 0, then A = 0 and 0{λ} = 0{λ 1 e △ 1 } · · · 0{λ n e △ n } ∈ V Z (n) 1 . Now we assume that ||A|| > 0 and our statement is true for A ′ with ||A ′ || < ||A||. By 8.3(2), there exist w A + , w A − ∈ Σ such that
where g is a Z-linear combination of B{ν} with B ∈ Θ ± △ (n), B ≺ A and ν ∈ N n △ . Since, by [5, 3.7.6] , B ≺ A implies that ||B|| < ||A||, we have by the induction hypothesis g ∈ V Z (n) 1 .
Consequently, A{0} ∈ V Z (n) 1 . Furthermore, by 7.3(1),
Thus, using induction on σ(λ), we see that A{λ} ∈ V Z (n) 1 for λ ∈ N n △ . This finishes the proof.
Let V Q (n) = span Q B. Then, by 8.5, V Q (n) is a Q-subalgebra of K Q (n). We will prove that V Q (n) is isomorphic to U ( gl n ). By 8.1, the set B forms a Q-basis for V Q (n). We end this section with the construction of another Q-basis for V Q (n). For A ∈ Θ ± △ (n) and j ∈ N n △ , define (cf. [11, (3 
n) and i ∈ Z. Clearly, the following multiplication formula follows immediately from the definition.
In particular we have
By [5, 6.3.3] , it is enough to prove that V 0 [5, 6.3.3] , the set C is linearly independent, it is enough to prove that V A = W A for each A. Fix A ∈ Θ ± △ (n). We now prove A{λ} ∈ W A and A[λ] ∈ V A by induction on σ(λ). If 
Furthermore, by 7. 9. Realization of U Z ( gl n ) and affine Schur-Weyl duality
In this section, we will prove that V Z (n) is the realization of U Z ( gl n ) and use it to prove that the natural surjective algebra homomorphism ξ r : U ( gl n ) → S △ (n, r) Q remains surjective at the integral level.
By [29] and [5, 6.1.3] , there is a unique surjective algebra homomorphism
We will see that the maps ξ r induce an algebra isomorphism ξ from U ( gl n ) to V Q (n) such that ξ(U Z ( gl n )) = V Z (n).
Lemma 9.1. There is a unique algebra homomorphism
Proof. Note that U ( gl n ) has a presentation with generators E △ i,j (1 i n, j ∈ Z), subject to the following relations:
proving (R1). By definition, for i ∈ Z and k = l ∈ Z, we have
It remains to prove (R3). Assume i = j and k = l. Applying ξ r to (b) yields
Multiplying on both sides by [diag(λ)] 1 (λ ∈ Λ △ (n, r) and λ e △ i + e △ k ) gives the following formula in S △ (n, r) Q :
Thus by 6.1 and the definition of K Z (n), for any λ ∈ Z n △ , we have in
This implies that,
proving (R3).
We can now prove that V Z (n) gives a BLM realization of U Z ( gl n ), which is the affine version of [1, 5.7] .
Theorem 9.2.
(1) The algebra homomorphism ξ : U ( gl n ) → V Q (n) defined in 9.1 is an algebra isomorphism.
(2) U Z ( gl n ) is a Z-subalgebra of U ( gl n ) and the restriction of ξ to U Z ( gl n ) gives a Z-algebra isomorphism ξ : U Z ( gl n ) → V Z (n).
Proof. We first prove (1) . Let L + = {(i, j) | 1 i n, j ∈ Z, i < j} and L − = {(i, j) | 1 i n, j ∈ Z, i > j}. forms a Q-basis for V Q (n). Thus ξ sends a PBW-basis of U ( gl n ) to a basis of V Q (n). Consequently, ξ is an algebra isomorphism.
To see (2) , by (1) and 8.5(1), it is enough to prove ξ(U Z ( gl n )) = V Z (n). Recall the algebra homomorphism ι + : H △ (n) Q → U ( gl n ) defined in 3.1 and the algebra isomorphism θ + : H △ (n) Z → V + Z (n) described in 8.2. The map θ + induces an injective algebra isomorphism H △ (n) Q → V Q (n), which is also denoted by θ + . Since, by 3.1, H △ (n) Q is generated by E △ i,j for i < j, and since
for i < j, we conclude that ξ we have V 0 Z (n) = ξ(U 0 Z ( gl n )). Thus, by 8.4 we conclude that
proving (2).
Corollary 9.3. U Z ( gl n ) is a Z-Hopf subalgebra of U ( gl n ) with comultiplication given by
t − j for λ ∈ N n △ , 1 i n and t ∈ N, where u λ,1 = u [S λ ] ⊗ 1.
Proof. By (2.3.4), (2.3.2), (2.3.3), (3.2.1) and 3.2, U + Z ( gl n ) and U 0 Z ( gl n ) are Z-Hopf subalgebras of U ( gl n ). Clearly, there is a natural algebra anti-isomorphism Φ : U ( gl n ) → U ( gl n )(E △ i,j → E △ j,i ∀i, j).
Since Φ(U + Z ( gl n )) = U − Z ( gl n ), and Φ preserves comultiplication and antipode, U − Z ( gl n ) is also a Z-Hopf subalgebra of U ( gl n ). The proof is completed.
Finally, we will prove that ξ r : U Z ( gl n ) → S △ (n, r) Z is surjective. By restriction, the algebra homomorphism ζ r : K Q (n) → S △ (n, r) Q defined in (8.2.2) induces an algebra homomorphism (9.3.1) ζ r := ζ r | V Q (n) : V Q (n) → S △ (n, r) Q .
Clearly, ζ r (A{λ}) = A{λ, r} for A ∈ Θ ± △ (n) and λ ∈ N n △ .
Lemma 9.4. The algebra homomorphism ζ r : V Q (n) → S △ (n, r) Q is surjective and we have ζ r (V Z (n)) = S △ (n, r) Z .
Proof. Since 0{λ, r} = [diag(λ)] for λ ∈ Λ △ (n, r), we have It follows from 9.2 and 9.4 that ξ r (U Z ( gl n )) = ζ r • ξ(U Z ( gl n )) = ζ r (V Z (n)) = S △ (n, r) Z .
Let k be a field. We denote U k ( gl n ) = U Z ( gl n ) ⊗ k and S △ (n, r) k = S △ (n, r) Z ⊗ k. 
