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El trabajo trata sobre encontrar una representación para superficies espaciales inmer-
sas en L3 con curvatura media constante y con métrica de Lorentz. Basado en el paper
[1], esto conlleva a estudiar la aplicación de Gauss, la ecuación de Beltrami y la fórmula
de representación para la superficie espaciales inmersa en L3, en función de la aplicación
de Gauss y la curvatura media de la superficie. Entre otros, se ha utilizado principalmente
las bibliograf́ıas [2], [3], [7], [13], [14].
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2.3. Fórmula de representación . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.4. Condición de integrabilidad . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.5. Superficies espaciales con curvatura media conocida . . . . . . . . . . . . . 49
A. Anexos 63
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Introducción
Se llamada eĺıptica, hiperbólica o plana a una variedad riemanniana de curvatura cons-
tante según su curvatura seccional positiva, negativa o cero. También se les conoce a estos
espacios como formas espaciales.
En general, es posible relacionar propiedades de la aplicación de Gauss con la geo-
metŕıa de la subvariedad cuando se tiene una subvariedad isométricamente inmersa en
una variedad riemanniana de curvatura constante. Se encuentra algunos resultados, por
ejemplo Akutagawa y Nishikawa [1], señalan: Dada una superficie espacial M inmersa en
L3, se puede expresar la fórmula de representación para M en términos de la aplicación
de Gauss Ψ y la curvatura media H de M , donde L3 es el espacio de Minkowski tridi-
mensional con métrica Lorentziana.
Una vez fundamentado el lineamiento general, la tarea siguiente se basará en describir
las fórmulas de Weierstrass para superficies espaciales de curvatura media conocida con
métrica inducida de Lorentz que será desarrollados en dos caṕıtulos.
En el primer caṕıtulo se desarrolla temas necesarios para alcanzar el objetivo de la tesis.
Estos temas abarcan desde algunas definiciones que son usadas en Geometŕıa de Lorentz,
nociones básicas de geometŕıa diferencial y geometŕıa semiriemanniana.
En el segundo caṕıtulo se abordará el objetivo del trabajo. Además, se describen algunas
propiedades sobre superficies espaciales orientadas en L3, las cuales satisfacen un sistema
de ecuaciones diferenciales parciales. Estos sistemas de ecuaciones involucran la aplicación
de Gauss y la curvatura media de la superficie.
Lo anterior conllevan a estudiar la aplicación de Gauss, y se obtiene una fórmula de repre-
sentación para superficies espaciales inmersas en L3, en función de la aplicación de Gauss
y la curvatura media de la superficie.
Luego, se tratará la condición de integrabilidad la cual garantiza que M pueda ser expre-
sada en función de la aplicación de Gauss y la curvatura media. Finalmente, se mostrará




En este caṕıtulo presentamos una serie resultados y conceptos necesarios de geometŕıa
diferencial. El desarrollo del presente caṕıtulo es gracias a los grandes aportes encontrados
en [2]. Aśı como también destacamos [3], [7], [13] y [14], por sus aportes significativos.
1.1. Espacio de Lorentz - Minkowski
Definición 1.1. (Forma cuadrática). Sea V un espacio vectorial real. Una forma simétrica
bilineal o forma cuadrática es una aplicación β : V × V → R que satisface
(1) β(x, y) = β(y, x),
(2) β( ax+ by, z) = aβ(x, z) + bβ(y, z),
donde a, b ∈ R, x, y, z ∈ V .
Además:
β es definida positiva (Negativa) si x 6= 0 implica que β(x, x) > 0 (β(x, x) < 0).
β es no degenerada si para todo z ∈ V y β(x, z) = 0, entonces x = 0
Ejemplo 1.1. El producto escalar estándar 〈, 〉, en el espacio Euclidiano Rn es una forma
cuadrática definida positiva.
La representación matricial de la forma bilineal β respecto a una base ei, 1 ≤ i ≤ n de V
es la matriz (gij) := (β (ei, ej))
Definición 1.2. El ı́ndice ν de β es la dimensión del subespacio maximal W ⊂ V tal que
β|W es definida negativa. Es decir, 0 ≤ ν ≤ n.
Proposición 1.1. Sea β una forma bilineal simétrica sobre un espacio vectorial V de
dimensión finita, β es no degenerada si y solo si su matriz asociada es invertible.
Demostración. La demostración la podemos encontrar en [13].
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1.1.1. Espacio de Minkowski
En el espacio Rn se puede introducir una métrica seudoeucĺıdiana definiendo el pro-
ducto escalar, entre dos vectores, ξ = (ξ1, · · · , ξn), η = (η1, · · · , ηn) como
〈ξ, η〉 = ξ1η1 + · · ·+ ξνην − ξν+1ην+1 − · · · − ξnηn,
para algún ı́ndice fijo, donde ν, 1 ≤ ν ≤ n.
Lo que quiere decir que la matriz que representa la métrica seudoeuclideana asociada a
la base canónica de Rn, viene dada por
(bij)n×n =

1 0 ... 0





0 0 ... −1

Definimos el espacio de Minkowski como el par (Rn, 〈 , 〉), para n ≥ 2, donde 〈 , 〉 es un
producto escalar de ı́ndice ν = 1. Esto suele denotarse por Rn1 o Ln.
En particular cuando n = 4 se tiene el conocido espacio tiempo L4, que es el espacio de
la teoŕıa de la relatividad especial, ver [3].
La métrica de Minkowski en L4, de coordenadas (x, y, z, t) está dado por
dl2 = (dx)2 + (dy)2 + d(z)2 − (dt)2.
Obervemos que en Ln el producto de un vector consigo mismo puede resultar negativo,
por ejemplo 〈(0, ..., 1), (0, ..., 1)〉 = −1. Debido a esto, daremos la siguiente clasificación.
Definición 1.3. Un vector ξ ∈ Ln se dirá:
Temporal si 〈ξ, ξ〉 < 0,
Espacial si 〈ξ, ξ〉 > 0 o ξ = 0.
Luminoso si 〈ξ, ξ〉 = 0 con ξ 6= 0.
Sea τ = {ξ ∈ Ln/〈ξ, ξ〉 < 0}, notemos que τ está formada por dos componentes conexas
abiertas contenidos en el cono.
Al conjunto de todos los vectores luminosos se le conoce como el cono de luz.
Proposición 1.2. Sean ξ y η dos vectores en τ . Si ξ, η se encuentran en la misma
componente de τ , entonces 〈ξ, η〉 < 0; caso contrario, ξ, η están en diferentes componentes.
Demostración.
Sea πe : Rn−1 × R −→ Rn−1 definido por πe(ξ1, . . . , ξn−1, ξn) := (ξ1, . . . , ξn−1).
Además definimos la norma de ξ̃ ∈ Rn−1 como ‖ξ̃‖ =
√
〈ξ̃, ξ̃〉, siendo ξ̃ = πe(ξ) y
ξ = (ξ1, . . . , ξn−1, ξn).
〈ξ, ξ〉 = −(ξn)2 + ‖ξ̃‖2 < 0 y 〈η, η〉 = −(ηn)2 + ‖η̃‖2 < 0
(ξn)2 > ‖ξ̃‖2; (ηn)2 > ‖η̃‖2 (1.1)
Por otro lado,
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Figura 1.1: Cono de luz
〈ξ, η〉 = -ξnηn + bijξiηj
= -ξnηn + ‖ξ̃‖‖η̃‖cos(ϕ)
≤ -ξnηn + ‖ξ̃‖‖η̃‖,
donde ϕ es el ángulo entre las proyecciones de los vectores. De las desigualdades (1.1) se
obtiene
(ξnηn)2 > (‖ξ̃‖‖η̃‖)2 es decir |ξnηn| > ‖ξ̃‖‖η̃‖
Si ξ y η se encuentran en la misma componente, entonces ξnηn > ‖ξ̃‖‖η̃‖. Por lo tanto
〈ξ, η〉 ≤ −ξnηn + ‖ξ̃‖‖η̃‖ < 0.
Si ξnηn < 0 se encuentren en distintas componentes convexas, usando las desigualdades
(1.1) se obtiene
〈ξ, η〉 ≥ −ξnηn − ‖ξ̃‖‖η̃‖ > 0.
Presentamos a continuación la desigualdad de Cauchy-Schwarz invertida y la desigual-
dad triangular invertida, es decir
Si ξ y η vectores temporales en Ln. Entonces
|〈ξ, η〉| ≥‖ ξ ‖ ‖ η ‖ (1.2)
Si ξ y η son dos vectores temporales en Ln, que se encuentran en la misma compo-
nente convexa de τ , entonces
‖ ξ + η ‖≥‖ ξ ‖ + ‖ η ‖
La igualdad se verifica si y solo si ξ y η son proporcionales.
Definamos el caracter causal de cualquier subespacio, restringida a la métrica de Ln.
Definición 1.4. Sean (V, 〈 , 〉), y W ⊂ V un subespacio vectorial. Decimos que
W es espacial si 〈 , 〉 en W es definido positivo;
W es temporal si 〈 , 〉 en W es no degenerado con ı́ndice uno;
W es luminoso si 〈 , 〉 es degenerada en W .
Ejemplo 1.2. En L3 se tiene los siguientes subespacios.
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W1 = span{e1, e2} es espacial.
W2 = {t(a, b, c) : t ∈ R y a2 + b2 − c2 < 0} es temporal.
W3 = {t(1, 0, 1) : t ∈ R} es luminoso.
1.1.2. Grupo de Isometŕıas de Lorentz
A igual que en el caso del espacio euclideano, mostraremos que toda isometŕıa de Ln es
la composición de una transformación lineal con una traslación.
Definición 1.5. Sea F : Ln −→ Ln una función biyectiva. Decimos que F es una isometŕıa
de Ln si para todo u, v ∈ Ln se cumple
〈F (u)− F (v), F (u)− F (v)〉 = 〈u− v, u− v〉
La traslación L : Ln −→ Ln dado por L(x) = x+ a es una isometŕıa. En efecto,
〈L(u)− L(v), L(u)− L(v)〉 = 〈u+ a− (v + a), u+ a− (v + a)〉
= 〈u− v, u− v〉,
Proposición 1.3. Si Φ : Ln −→ Ln es una isometŕıa tal que Φ(0) = 0, entonces se
cumple:
1. Φ(cu) = cΦ(u), c ∈ R
2. Φ(u+ v) = Φ(u) + Φ(v), para todo u, v ∈ Ln.
Es decir, Φ es lineal.
Demostración. Como Φ es biyectiva, entonces para todo v ∈ Ln existe un único w tal que
Φ(w) = v, luego, ∀ c ∈ R se tiene.
〈Φ(cu), v〉 = 〈Φ(cu),Φ(w)〉
= 〈Φ(cu)− Φ(0),Φ(w)− Φ(0)〉
= 〈cu− 0, w − 0〉
= c〈u,w〉.
〈cΦ(u), v〉 = c〈Φ(u),Φ(w)〉
= c〈Φ(u)− Φ(0),Φ(w)− Φ(0)〉
= c〈u− 0, w − 0〉
= c〈u,w〉.
De donde,
〈Φ(cu), v〉 = 〈cΦ(u), v〉 ∀ u, v ∈ Ln,
y como la métrica es no degenerada se cumple, lo deseado.
Análogamente.
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〈Φ(u+ v), w〉 = 〈Φ(u+ v),Φ(w)〉
= 〈Φ(u+ v)− Φ(0),Φ(w)− Φ(0)〉
= 〈u+ v − 0, w − 0〉
= 〈u+ v, w〉
〈Φ(u) + Φ(v), w〉 = 〈Φ(u) + Φ(v),Φ(w)〉
= 〈Φ(u),Φ(w)〉+ 〈Φ(v),Φ(w)〉
= 〈Φ(u)− Φ(0),Φ(w)− Φ(0)〉+ 〈Φ(v)− Φ(0),Φ(w)− Φ(0)〉
= 〈u,w〉+ 〈v, w〉
= 〈u+ v, w〉
De donde,
〈Φ(u+ v), w〉 = 〈Φ(u) + Φ(v), w〉 ∀ u, v, w ∈ Ln,
y como la métrica es no degenerada, entonces
Φ(u+ v) = Φ(u) + Φ(v).
Proposición 1.4. Si Φ es una isometŕıa tal que Φ(0) = 0, entonces se cumple:
Φ ∈ O(1, n),
donde, O(1, n) = {A ∈ GL(n+ 1,R) : AT εA = ε}, y ε = diag(1, 1, ...,−1)
Demostración. Tenemos que Φ es lineal, por tanto Φ lo consideramos, como una matriz.
Sea ε = diag(1, 1, ...,−1) la matriz que representa a 〈, 〉 en la base canonica de Rn, además
〈u, v〉 = uT εu, entonces, si A = [Φ], es la matriz que representa a Φ,
uT εu = (Au)T ε(Av) = uT (ΦT εΦ)u
esto implica que ε = ΦT εΦ, como consecuencia
Φ ∈ O(1, n)
Ahora si, Φ(0) = a, con a fijo en Ln, L(v) = v−a es una traslación, tenemos que Ψ = L◦Φ
es una isometŕıa tal que
Ψ(v) = Φ(v)− a y Ψ(0) = 0.
Esto implica por las afirmaciones anteriores que
Ψ ∈ O(1, n)
Aśı Φ = L−1 ◦ Ψ, es decir toda isometŕıa es una composición de una traslación y una
transformación lineal en O(1, n).
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1.2. Resultados de geometŕıa diferencial
Las variedades diferenciales son objetos que generalizan los espacios euclideanos y donde
se pueden hacer cálculo diferencial e integral. Localmente las variedades son espacios
euclideanos y por tanto, si el análisis es local, este no difiere del cálculo diferencial clásico.
1.2.1. Variedades diferenciables
Definición 1.6. Sea M un espacio topológico de Hausdorff con base numerable. Un atlas
de dimensión n para M es una familia
A = {ϕα : Uα →M}α∈Λ
de aplicaciones cont́ınuas, tal que ϕα : Uα → ϕα(Uα) es un homeomorfismo del abierto
Uα ⊂ Rn sobre un abierto ϕα(Uα) de M para cada α ∈ Λ, cumpliendo con las siguientes
condiciones
1. Los abiertos ϕα(Uα) cubren M , es decir:⋃
α∈Λ
ϕα(Uα) = M
2. Para todos los ı́ndices α, β ∈ Λ, con ϕα(Uα) ∩ ϕβ(Uβ) = Vαβ 6= ∅, las aplicaciones
ϕαβ = ϕ
−1
β ◦ ϕα : ϕ
−1
α (Vαβ)→ ϕ−1β (Vαβ)
ϕβα = ϕ
−1




Un atlas diferenciable A sobre M es llamado maximal si, además de cumplir con
las condiciones de la definición de atlas, se cumple la condición siguiente:
3. Si ϕγ : Uγ →M es un homeomorfismo de un abierto Uγ ⊂ Rn, sobre ϕγ(Uγ) de M , de
modo que para todo sistema de coordenadas ϕα ∈ A con ϕα(Uα)∩ϕγ(Uγ) = Vαγ 6= ∅,
se tenga que
ϕ−1γ ◦ ϕα : ϕ−1γ (Vαγ)→ ϕ−1γ (Vαγ)
es diferenciable. Entonces ϕγ ∈ A.
Una estructura diferenciable para M es un atlas maximal.
Observación 1.2.1.
Cada aplicación ϕα es llamada una parametrización de una vecindad de M , y ϕα(Uα)
es denominada vecindad coordenada.
Si p = ϕα(x
1, ..., xn), entonces x1, ..., xn son llamadas las coordenadas de p en la
parametrización ϕα. Por este motivo, la aplicación ϕα también es denominada un
sistema de coordenadas locales.
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Definición 1.7. Una variedad diferenciable M de dimensión n es un espacio topológico
de Hausdorff con base numerable, y con una estructura diferenciable de dimensión n.
Ejemplo 1.3. La esfera Sn posee un atlas formado por dos cartas. En efecto, denotemos
a los polos norte y sur de Sn por N = (0, . . . , 0, 1) y S = (0, . . . , 0,−1) respectivamente.
Las proyecciones estereográficas de N y S están definidas por
ϕ1 : S
























Sus respectivas inversas están dadas por
ϕ−11 : Rn −→ Sn − {N}, ϕ−11 (x1, . . . , xn) =
1
1 + ‖x‖2
(2x1, 2x2, . . . , 2xn, ‖x‖2 − 1), y
ϕ−12 : Rn −→ Sn − {S}, ϕ−12 (x1, . . . , xn) =
1
1 + ‖x‖2
(2x1, 2x2, . . . , 2xn, 1− ‖x‖2).
Definimos un atlas de Sn por A = {(Sn − {N}, ϕ1), (Sn − {S}, ϕ2)}. No temos que los
cambios de coordenadas son difeomorfismos. Por ejemplo ϕ2◦ϕ−11 : Rn−{0} −→ Rn−{0}
es el cambio de coordenadas definido por
(ϕ2 ◦ ϕ−11 )(x1, . . . , xn) =
1
‖x‖2
(x1, . . . , xn),
el cual es C∞.
Cuando denotemos una variedad por Mn, el ı́ndice superior n indicará la dimensión de M .
A continuación tenemos la siguiente definición.
Definición 1.8. Sean Mn y Nm variedades diferenciables. Una aplicación f : M → N
es diferenciable en p ∈ M si dada una parametrización ψ : V ⊂ Rm → N en f(p) existe
una parametrización ϕ : U ⊂ Rn → M en p tal que f(ϕ(U)) ⊂ ψ(V ) y la composición
ψ−1 ◦ f ◦ ϕ : U ⊂ Rn → Rm es diferenciable en ϕ−1(p).
Decimos que f es diferenciable en un abierto de M si es diferenciable en todo los puntos
de este abierto.
Definición 1.9. Sean Mn y Nm variedades diferenciables. Una aplicación f : M →
N es un difeomorfismo si ella es diferenciable, biyectiva y su inversa f−1 es también
diferenciable. Decimos que f es un difeomorfismo local en p ∈ M si existe vecindades U
de p y V de f(p) tal que f : U → V es un difeomorfismo.
Definición 1.10. Sea M una variedad diferenciable y α :] − ε, ε[→ M una curva dife-
renciable en M . Supongamos que α(0) = p ∈ M . Denotemos por C∞p (M) al conjunto de
todas las funciones diferenciables reales definidas en un abierto de M que contenga a p.
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(f ◦ α) |t=0
con f ∈ C∞p (M).
En base a ello, definimos un vector tangente en p como el vector tangente a alguna curva
α :]− ε, ε[→M en t = 0, con α(0) = p. El conjunto de todos los vectores tangentes de M
en p es denotado por TpM , y es denominado el espacio tangente de M en p.
Si elegimos una parametrización ϕ : U → Mn en q = ϕ(p), podemos expresar la función
f y la curva α en esta parametrización dada por f ◦ϕ(q) = f̂(x1, ..., xn), q = (x1, ..., xn) ∈




(f ◦ α) |t=0
= d
dt
((f ◦ ϕ) ◦ (ϕ−1 ◦ α)) |t=0
= d
dt












































|p es un vector tangente en p a una curva coordenada:
t→ ϕ(q + t~ei), i = 1, ..., n.





|p se muestra que el vector tangente a una curva α
en p depende de las derivadas de α en un sistema de coordenadas. De alĺı también que el
conjunto de TpM , con las operaciones usuales de funciones, forma un espacio vectorial de















Si denotamos a un elemento arbitrario de TpM por Xp, este operador satisface, por
definición las siguientes dos propiedades
• Linealidad
Xp(af + g) = a(Xpf) +Xpg;
• Regla de Leibniz
Xp(fg) = (Xpf)g(p) + f(p)(Xpg);
para todo a ∈ R y f, g ∈ C∞p (M).
Por otra lado, las operaciones de espacio vectorial en TpM estan definidas por
(Xp + Yp)f = Xpf + Ypf y (aXp)f = a(Xpf)
1.2.2. Campos vectoriales
Definición 1.11. Un campo vectorial X es una aplicación que asocia a cada punto p ∈M
un vector tangente X(p) ∈ TpM . Este es llamado diferenciable cuando a demás se cumple
lo siguiente: si ϕ = (x1, ..., xn) son coordenadas locales sobre un subconjunto abierto U








donde requerimos que las funciones X i : U → R sean diferenciables. Estas son llamadas
las componentes de X con respecto al sistema de coordenado local x1, ..., xn.
Es conveniente denotar X(p) por Xp, donde Xp : C
∞(M)→ R es un vector tangente.
Denotemos el conjunto de los campos vectoriales diferenciables en M por X(M).
Podemos entender a un campo vectorial como un operador diferencial X : C∞(M) →
C∞(M), donde, definimos la función Xf sobre M por
(Xf)(p) = X(p)f ≡ Xp(f) con p ∈M








lo cual muestra que Xf es diferenciable, y es llamada la derivada de f en la dirección
de X. Esto es equivalente a que X es C∞ .
En el conjunto de los campos de vectores diferenciables sobre M podemos definir dos
operaciones naturales, la suma y el producto por funciones diferenciables, del siguiente
modo:
Si X, Y ∈ X(M) entonces X + Y : C∞(M)→ C∞(M) definida como:
(X + Y )(f) : M → R,
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(X + Y )(f)(p) = Xp(f) + Yp(f).
Si X ∈ X(M) y f ∈ C∞(M) entonces fX : C∞(M)→ C∞(M) es definida por:
(fX)(g) : M → R,
(fX)(g)(p) = f(p)Xp(g).
Con las dos operaciones anteriores, el conjunto X(M) admite una estructura de módulo
sobre el anillo C∞(M) de las funciones diferenciables.
Rescribiendo lo anterior podemos definir un campo vectorial deferenciable apartir de
las propiedades mencionadas arriba:
Definición 1.12. Sea M una variedad diferenciable. Un campo vectorial diferenciable en
M es una aplicación X : C∞(M)→ C∞(M) que satisface las siguientes propiedades.
1. El campo vectorial X es lineal: X(af + bg) = aXf + bXg, para todo a, b ∈ R y
f, g ∈ C∞(M)
2. El campo vectorial X satisface la propiedad de Leibniz: X(fg) = (Xf)g + f(Xg),
para todo f, g ∈ C∞(M).
Observe que si X, Y ∈ X(M) campos diferenciables en M y f : M → R es una función
diferenciable, entonces podemos considerar las funciones X(Y f) y Y (Xf). En general,
tales operadores no conducen a campos vectoriales, pues se prueba que Y X no es una
derivación. Pero (XY − Y X), si es un campo vectorial.
Definición 1.13. Sean X, Y ∈ X(M). El corchete de Lie es una función.
[·, ·] : X(M)× X(M) −→ X(M) definida por:
[X, Y ](f) = X(Y (f))− Y (X(f)) para todo f ∈ C∞(M)
Proposición 1.5. El corchete de Lie [·, ·] en X(M) cumplen las siguientes propiedades:
1. [ , ] es R-bilineales,
2. [fX, gY ] = fg[X, Y ] + f(Xg)Y − g(Y f)X,
3. [X, Y ] = −[Y,X],
4. (La identidad de Jacobi) [X, [Y, Z]] + [Y, [Z,X]] + [Z, [X, Y ]] = 0,
para todo X, Y, Z ∈ X(M)
Demostración. Ver [7].
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1.2.3. Métricas y conexiones
Definición 1.14. (Variedad Riemanniana). Sea M una variedad diferenciable de dimen-
sión n. Una métrica Riemanniana en M es un campo 2-tensorial1 covariante diferenciable
g, que es simétrico (es decir, gp(u, v) = gp(v, u) para todo u, v ∈ TpM) y positivo definido
(es decir, gp(u, v) > 0, para u 6= 0). Una variedad diferenciable M que admite una métrica
Riemanniana g es llamada variedad Riemanniana.
Definición 1.15. (Variedad de Lorentz ). Sea M una variedad diferenciable de dimensión
n. Una métrica de Lorentz en M es un campo 2-tensorial covariante diferenciable g, que
es simétrico (es decir, gp(u, v) = gp(v, u) para todo u, v ∈ TpM), no degenerada (es decir,
gp(u, v) = 0, para todo v ∈ TpM entonces u = 0) y con ı́ndice constante ν = 1. Una
variedad diferenciable M que admite una métrica de Lorentz g dada es llamada variedad
de Lorentz.
Observación.
La definición anterior se puede formular para un ı́ndice arbitrario ν. Con esto, gp
tendŕıa ı́ndice ν para cada espacio tangente.
En el caso de tener una métrica de ı́ndice arbitrario, al par (M, gp) es llamada
variedad semiriemanniana.
Toda variedad Riemanniana admite una métrica Riemanniana, sin embargo, en el
caso semiriemanniano no siempre ocurre.
Acontinuación escribimos el tensor métrico en coordenadas. Sea ϕ : U ⊂ Rn → V ⊂ M
una parametrización de una vecindad V de M , Bp = { ∂∂xi |p, ...,
∂
∂xn
|p} una base coordenada
de TpM asociada a esta parametrización, para cada p ∈ V , y B∗p = {dx1|p, ..., dxn|p} base
dual para el espacio cotangente T ∗pM , luego
gp : TpM × TpM → R















Luego, la matriz que representa a g en la base { ∂
∂xi









i|p ⊗ dxj|p(u, v)
1Un tensor de tipo (k, l) es un tensor k-covariante y l-contravariante, es decir, una función multilineal
real . T : V × ...× V︸ ︷︷ ︸
k−veces
×V ∗ × ...× V ∗︸ ︷︷ ︸
l−veces
→ R donde V es espacios vectoriales real de dimensión finita y V ∗
su espacio dual.
11









La métrica es diferenciable en el siguiente sentido. Sea ϕ : V → R es una parametrización
de una vecindad V de M , y Bp = { ∂∂xi |p, ...,
∂
∂xn
|p} una base coordenada de TpM asociada
a esta parametrización: Para cada p ∈ V , y B∗p = {dx1|p, ..., dxn|p} base dual para el
espacio T ∗pM , entonces las funciones
gij : V ⊂ Rn → R




Dado que la métrica es no degenerada la matriz [gij(p)] es invertible (ver proposición
(1.1)). Su inversa se denota como [gij(p)], donde los coeficientes gij(p) son funciones C∞.
Definición 1.16. (Conexión Afin). Sea M una variedad C∞. Una conexión afin ∇ sobre
una variedad diferenciable M es una aplicación ∇ : X(M) × X(M) −→ X(M) denotada
por (X, Y ) 7→ ∇XY que satisface las siguientes propiedades:
1. ∇fX+gYZ = f∇XZ + g∇YZ,
2. ∇X(Y + Z) = ∇XY +∇XZ,
3. ∇X(fY ) = f∇XY +X(f)Y,
para todo f, g ∈ C∞(M) y X, Y, Z ∈ X(M).
La expresión ∇XY es la derivada direccional del campo Y en la dirección de X.
Si ∇ es una conexión sobre una variedad diferenciable M , entonces (∇XY )p depende del
valor de X en p y del valor de Y a lo largo de una curva tangente a Xp.




(p)} es una base del




Γkij(p)∂k(p), i, j = 1, ..., n. (1.3)
Definición 1.17. (Śımbolos de Christoffel). Las funciones diferenciables Γkij definidas
por la expresión (1.3) son llamadas śımbolos de Christoffel asociados a la parametrización
utilizada.
Sea M una variedad con una conexión ∇, y X, Y ∈ X(M). Si Bp = {∂1, ..., ∂n} es una



















Definición 1.18. Se dice que una conexión afin ∇ sobre una variedad M es simétrica si
para X, Y campos tangentes a M se verifica que [X, Y ] = ∇XY −∇YX.



















































Por tanto Γkij = Γ
k
ji, donde k = 1, ..., n.
Definición 1.19. Se dice que una conexión afin ∇ sobre una variedad M es compatible
con la métrica si para X, Y, Z campos tangentes a M se verifica que
X〈Y, Z〉 = 〈∇XY, Z〉+ 〈Y,∇XZ〉.
Pasamos ahora al siguiente teorema válido para toda variedad riemaniana, semirie-
manniana aśı como su demostración.
Teorema 1.1. (Conexión de Levi-Civita). Sea M una variedad semiriemanniana entonces
existe una única conexión ∇ en M tal que:
1. ∇ es simétrica [X, Y ] = ∇XY −∇YX
2. ∇ es compatible con la métrica: X〈Y, Z〉 = 〈∇XY, Z〉+ 〈Y,∇XZ〉,
para todo X, Y, Z ∈ X(M). ∇ es llamada la conexión de Levi-Civita de M , y es
caracterizado por la fórmula de Koszul.
2〈∇YX,Z〉 = X〈Y, Z〉+Y 〈X,Z〉−Z〈X, Y 〉−〈[Y, Z], X〉−〈[X,Z], Y 〉−〈[X, Y ], Z〉
Demostración. Ver ([2])
Seguidamente presentamos en forma explicita la conexión semimanniana en términos de la
métrica de M . En efecto, sean X i campos vectoriales asociados al sistema de coordenadas,




k. En la expresión de Koszul, elegimos: X = ∂
∂xi













































Γlijglk, k = 1, ..., n.















Llevando a la forma matricial la igualdad anterior, se obtiene
(Γ1ij, · · · ,Γnij)
 glk · · · g1k · · · g1n... . . . ... . . . ...





























Ejemplo: El caso lorentziano Γkij = 0.
1.2.4. Geodésica





) = 0 en el punto t0. Se dice que γ es una geodésica si γ es una geodésica en cada
t ∈ I. Si [a, b] ⊂ I, entonces la restricción γ[a,b] es el segmento de geodésica uniendo γ(a)
y γ(b).











d (xi ◦ γ)
dt
d (xj ◦ γ)
dt
, para 1 ≤ k ≤ n. (1.4)
Al tratar con curvas, a menudo es conveniente usar una abreviatura común, escribiendo
las funciones de coordenadas de γ como xi en lugar de xi ◦ γ. En cualquier contexto razo-
nable no debe haber confusión entre estas funciones en el dominio I de γ y las funciones











= 0, para 1 ≤ k ≤ n. (1.5)
A continuación, se va a determinar las ecuaciones locales que verifican una geodésica en
una parametrización (U,ϕ) alrededor de γ(t0). Sea γ : I → M una curva cuya imagen
está contenida en ϕ(U). En U ⊂ Rn se tiene
x(t) = ϕ−1(γ(t))
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= 0, para todo k = 1, 2, · · · , n.
Lo anterior es conocido como las ecuaciones locales satisfechas por una geodésica γ en
una parametrización (U,ϕ).
Lema 1.2.1. Sea p ∈ M y v ∈ TpM , existe un intervalo I que incluya al 0 y una única
geodésica γ : I →M tal que γ(0) = p y dγ
dt
(0) = v.
Proposición 1.7. Dado p ∈M y v ∈ TpM , hay una única geodésica γv en M que inicia
en p con velocidad inicial v (es decir, dγ
dt
(0) = v), y el dominio Iv es el mayor posible.
Demostración. Ver ([2]).
Definición 1.21. La geodésica γv en la que el dominio es el mayor posible se dice
que es maximal, o inextendible.
Una variedad semi riemanniana para la cual cada geodésica maximal está definida
en toda la recta real es llamada geodésicamente completa o simplemente completa.
Notar que si una variedad M es completa, entonces M−{p} no será completa, pues las
geodésicas que originalmente pasaban por p ahora deben terminar en ese mismo punto.
Proposición 1.8. Si γ es una geodésica, entonces ‖dγ(t)
dt
‖ (o longitud de vector tangente)





















Es decir, la longitud del vector velocidad de γ es constante.
A partir de esta proposición, podemos deducir que si γ es geodésica, entonces el
carácter causal de su vector tangente no cambiará, y por lo tanto, siempre caerá en una, y
solo una de las tres clasificaciones causales. Las geodésicas son entonces temporales, nulas
o espaciales.
Ejemplo 1.4. Considere Ln con la métrica de Minkowski, entonces en śımbolos de Chris-






= 0, para todo k = 1, 2, · · · , n,
cuyas soluciones tienen la forma
γ(t) = (v1t+ b1, ..., vkt+ bk)
para las constantes vk, bk, k = 1, 2, · · · , n. En otras palabras, las geodésicas de Ln son
ĺıneas rectas con velocidad constante. En particular, Ln es completamente geodésica.
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En el siguiente ejemplo se ilustran las geodésicas del plano hiperbólico H2.
Ejemplo 1.5. Sea H2 = {(x, y) ∈ R2, y > 0} con la métrica gij(x1, x2) = δij(x2)2 , Conexión





































Para resolver este sistema, consideremos dos casos:
Caso 1. Si dx
dt
= 0, entonces de la primera ecuación tenemos que dx
dt
= 0. En este caso,



























, con y > 0.




, entonces ln |z| = ln |y| + c, para alguna constante c ∈ R. Luego
z = (±ec)y = by, para alguna constante b ∈ R, aśı que dy
dt
= by, entonces y(t) = y0e
bt,
donde y0 es constante positiva. Consecuentemente, en este caso las geodésicas son
γ(t) = (x0, y0e
bt), t ∈ R
las semirectas superiores del plano hiperbólico.
Caso 2. Si dx
dt






















La geodésica γ parametrizada por longitud de arco, esto implica que∥∥∥∥∥dγdt (t)
∥∥∥∥∥ = 1,
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Luego llegamos a (x− d)2 = 1
c2
(1− c2y2), donde d ∈ R.
Finalmente se obtiene la ecuación con c, d ∈ R
(x− d)2 + y2 = 1
c2
.
Por lo tanto, en este caso, las geodésicas son semićırculos superiores centrados en los
puntos (d, 0) del eje x.
1.3. Inmersiones Isométricas
Intuitivamente una subvariedad Mn ⊂ Nm está situada en N , de modo análogo una
superficie Mn ⊂ Rn, situada en Rn.
Definición 1.22. (Inmersión, encajamiento y subvariedad) Sea Mn y Nm variedades
diferenciales y la aplicación diferenciable f : M → N . Con n < m, decimos que:
1. f es una inmersión en p, si dfp : TpM → Tf(p)M es inyectiva.
2. f es una inmersión, si f es una inmersión en cada punto.
3. f es una inmersión inyectiva, si f es una inmersión y f es inyectiva.
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4. f es un encajamiento, si f es una inmersión 1-1 y f : M → f(M) ⊂ N , es un
homeomorfismo, donde f(M) tiene la topoloǵıa inducida por N .
5. M es una subvariedad de N , si M ⊂ N y la inclusión i : M ↪→ N es un encajamiento.
En geometŕıa es indiferente trabajar con inmersiones o encajamientos para cuestiones
locales, lo cual se muestra en el siguiente teorema.
Teorema 1.2. Sea f : M → N inmersión, entonces f es localmente un encajamiento.
Demostración. Sea (Uα, Xα) y (Uβ, Yβ) parametrizaciones en p ∈ M y f(p) ∈ N , respec-
tivamente.
Sea h : Y −1β ◦ f ◦Xα : Uα → Uβ tal que
h(x1, · · · , xn) = (y1(x1, · · · , xn), · · · , yn(x1, · · · , xn), · · · , ym(x1, · · · , xn))
Notemos que (dh)(x1, · · · , xn) es 1-1. Luego definimos φ : Uα × Rk → Uβ × Rm,
por φ(x1, · · · , xn, t1, · · · , tk) = (y1, · · · , yn, yn+1 + t1, · · · , yn+k + tk), φ ∈ C∞
donde yi = yi(x1, · · · , xn), i = 1, · · · , n+ k, n+ k = m.





· · · ∂y1
∂xn









· · · ∂yn
∂xn
0 · · · 0
∂yn+1
∂x1
· · · ∂yn+1
∂xn









· · · ∂yn+k
∂xn
0 · · · 1

m×m
Notemos que det(dφ0) 6= 0, entonces dφ0 es un isomorfismo. Por el teorema de la función
inversa existe Uα0 ⊂ Uα × Rk, Uβ0 ⊂ Uβ, tal que φ : Uα0 → Uβ0 es un difeomorfismo.
Luego φ−1 ◦ h : Uα → Uβ está dada por φ−1 ◦ h(x) = (x, 0). Es decir, es la inmersión
canónica. Luego f es localmente un encajamiento.
Definición 1.23. (Inmersión Isométrica) Sea f : M −→ N una inmersión entre varieda-
des Riemannianas. Se dice que φ es una inmersión isométrica si
〈u, v〉p = 〈dfp(u), dfp(v)〉f(p)
para todo u, v ∈ TpM y p ∈M .
Continuando, como toda inmersión f es un encaje local, existe un abierto U alrededor de
p ∈ M tal que f(U) es un objeto geométrico. Entonces se puede asociar a cada vector
u ∈ TpM un único vector dfp(u) ∈ TpN para todo p; aśı, TpM será siempre un subespacio
no nulo de TpN . Con esto, diremos que:
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Observación 1.3.1. Si f : M −→ L3 es una inmersión diremos que.
Si M es tipo tiempo si el espacio tangente TpM es un subespacio tipo tiempo de
TpN para toda p ∈M
M es tipo espacio si TpM es tipo espacio y
Si M es nulo TpM es nulo para toda p ∈M
Entonces, TpM será un subespacio no degenerado de TpN .
De ahora en adelante siempre que se hable de una inmersión o un encaje, siempre debe
entenderse que se habla de uno que sea isométrico.
1.4. Curvatura
En una curva plana α ∈ C∞([a, b],R2), la curvatura es una función real de variable real
que nos indica que tan lejos la curva deja de ser una recta. Aśı por ejemplo tenemos que la
curvatura de la recta es cero. Como veremos a continuación, en una variedad riemanniana
tenemos un concepto similar que nos indica cuando una variedad riemanniana deja de ser
euclidiana.
Definición 1.24. Una curvatura R de una variedad semiriemanniana M es una corres-
pondencia que asocia a cada par X, Y ∈ X(M) una aplicación R(X, Y ) : X(M) −→ X(M),
dada por
R(X, Y )Z := ∇[X,Y ]Z −∇X∇YZ +∇Y∇XZ, Z ∈ X(M), (1.12)
donde ∇ es la conexión de Levi-Civita.
Proposición 1.9. La expresión R(X, Y )Z := ∇[X,Y ]Z −∇X∇YZ +∇Y∇XZ dada en la
definición anterior, define un tensor curvatura 1 - contravariante y 3 - covariante.
Demostración. Ver ([7]).
A continuación se define la curvatura seccional.
Definición 1.25. Sea p ∈ M y σ ⊂ TpM subespacio generado por {v, w} linealmente





donde Q(v, w) = 〈v, v〉〈w,w〉 − 〈v, w〉2, para todo v, w ∈ TpM.
El valor de Kp(σ) es invariante al aplicar las transformaciones elementales:
{v, w} → {w, v}, {v, w} → {λv, w}, {v, w} → {v + λw,w}.
Q 6= 0, es el área del paralelogramo formado por los vectores v y w en el plano σ.
Se dice que una variedad M tiene curvatura constante si su curvatura seccional es cons-
tante.
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1.5. Segunda Forma Fundamental
Es importante el estudio de la segunda forma fundamental asociada a una inmersión
f : M −→ N , pues nos permite obtener la relación existente entre la métrica y la cone-
xión de la subvariedad con la conexión y métrica del espacio ambiente.
Definición 1.26. Sean X,Y ∈ X(Ũ) extensiones locales de X, Y ∈ X(U), donde los
abiertos U ⊂M , Ũ ⊂ N . Luego definimos:
∇XY = (∇XY )>
El śımbolo ∇ representa la conexión Levi - Civita de M .
Proposición 1.10. Sean X,Y ∈ X(Ũ) extensiones locales de X, Y ∈ X(U), donde los
abiertos U ⊂M , Ũ ⊂ N , la aplicación B : X(U)× X(U) −→ X⊥(U) dada por
B(X, Y ) = ∇XY −∇XY.
Es bilineal sobre C∞ (M) y simétrico.
Demostración.







= ∇X1Y −∇XY = ∇X1−XY |p∈M ,
en M , se cumple X1(p) = X = X(p), luego ∇(X1−X)Y = ∇0Y = 0.









Y 1 − Y
)
|p∈M = 0,
pues, si α (t) es la trayectoria de X, entonces Y 1 (α (t)) = Y (α (t)) = Y (α (t)).
B es bilineal,
B (X + Z, Y ) = ∇X+ZY −∇X+ZY = ∇XY +∇ZY −∇XY −∇ZY,
aśı tenemos B (X + Z, Y ) = B (X, Y ) +B (Z, Y ). Análogamente para la segunda compo-
nente.
Resta ver la segunda condición de linealidad, para lo cual consideramos f ∈ C∞(M)
y f una extensión de f en N . Luego
B(fX, Y ) = ∇fXY −∇fXY = f∇XY − f∇XY.
En M, B (fX, Y ) = fB (X, Y ).






















f ◦ α (t)
)
= X (p) f y f = f
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= fB (X, Y ).
Finalmente. Sea B (X, Y ) = ∇YX − ∇XY y B (Y,X) = ∇YX − ∇YX, restando las
ecuaciones, se tiene












































= Xp (Y f)− Yp (Xf) = [X, Y ]p (f) ,
por lo tanto,
B (X, Y ) = B (Y,X) .
Por el caracter tensorial de B, tenemos que B (X, Y ) (p) solo depende de Xp y Yp.
Definición 1.27. Sea p ∈M y η ∈ (TpM)⊥, definimos la aplicación
hη : TpM × TpM → R
(x, y) 7→ hη (x, y) = 〈B (x, y) , η〉
donde x, y ∈ TpM , y por la proposición (1.10) hη, es bilineal y simétrica.
Definición 1.28. La forma cuadrática
∏
η definida en TpM por
∏
η (x) = hη (x, x) es
llamada la segunda forma fundamental de f en p según el vector normal η.
Se usa también la expresión segunda forma fundamental, para designar la aplicación
B que toma valores en (TpM)
⊥. La aplicación bilineal hη tiene asociado una aplicación
lineal auto - adjunta Sη : TpM → TpM dada por
〈Sη(x), y〉 = hη (x, y) = 〈B (x, y) , η〉 (1.15)
La siguiente proposición relaciona una aplicación lineal, asociada con las segunda forma
fundamental en términos de la derivada covariante.
Proposición 1.11. Sea p ∈M, x ∈ TpM y η ∈ (TpM)⊥. Si η es una extensión local de η
normal a M, entonces





Demostración. Sean x, y ∈ TpM y X e Y extensiones locales de x e y respectivamente,
tangentes a M entonces
〈Sη(x), y〉 =
〈





































, para todo y ∈ TpM.
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Proposición 1.12. La aplicación S definida como,
S : X (M)× X⊥ (M)→ X (M) ,
(X, η) 7→ S (X, η) = Sη (X) ,
es bilineal sobre C∞ (M).
Demostración. Basta notar que Sη (X) = 〈B (X, Y ) , η〉 y que B y 〈, 〉 son bilineales sobre
C∞.
Si f : M → N es una inmersión isométrica, se define una conexión en el fibrado normal






donde X ∈ X (M), η ∈ X⊥f (M), f∗(X)(p) = dfp (X(p)) , p ∈M .
Proposición 1.13. ∇⊥ es una conexión af́ın en el fibrado normal, es decir si X, Y ∈
X(M), ξ, η ∈ X⊥(M), h : M → R de clase C∞, entonces la conexión ∇⊥ cumple las
siguientes propiedades:
i) ∇⊥hX+Y ξ = h∇⊥Xξ +∇⊥Y ξ
ii) ∇⊥X (ξ + η) = ∇⊥Xξ +∇⊥Xη
iii) ∇⊥Xhξ = X(h)ξ + h∇⊥Xξ








Demostración. Solo veremos (i). En efecto, como ∇⊥Xξ = ∇Xξ + Sξ (X) . Entonces, de la
linealidad de ∇ y Sξ se tiene:
∇⊥hX+Y ξ = ∇hX+Y ξ + Sξ (hX + Y )





+∇Y ξ +∇⊥Y ξ − h∇Xξ −∇Y ξ,
donde luego de efectuar la expresión anterior, se concluye la demostración.
Sea {Ei}i=1...,m base ortonormal de vectores en X (U)
⊥, donde U es una vecindad de p en
la cual f es un encajamiento, podemos escribir, en p.
B (x, y) =
m∑
i=1
hi (x, y)Ei, x, y ∈ TpM,







donde Si = SEi . El vector H es llamado vector curvatura media de f . Se puede probar
que H no depende de la base ortonormal escogida.
Es oportuno fijar términos y notaciones para el segundo caṕıtulo, donde trabajaremos en
superficies regulares.
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Definición 1.29. Sea f una inmersión isométrica de M en N y g la métrica de N. Si el
pullback f ∗(g) es una métrica de Lorentz sobre M se tienen los siguientes casos:
M es tipo tiempo si f ∗(g) es no degenerado y tiene ı́ndice ν = 1.
M es tipo espacio si f ∗(g) es no degenerado y tiene ı́ndice ν = 0.
Si f ∗(g) es una métrica degenerada para todo p ∈M se dice que M es tipo luz o nulo.
Tomemos de aqúı en adelante el caso no degenerado.
Denotemos al espacio de Minkowski tridimensional con métrica Lorentziana g y de asig-
natura (+,+,−) como.
L3 = (R3, g) = R31.
En términos de las coordenadas canónicas (x1, x2, x3) de R3, la métrica g queda expresada
como
g = (dx1)2 + (dx2)2 − (dx3)2. (1.16)
Sea M2 una 2-variedad diferenciable conexa orientable y X : M2 → L3 una inmersión
de M2 en L3. A lo largo del trabajo asumiremos que X es una inmersión espacial, o que
M2 es una superficie espacial en L3. Esto quiere decir que el pullback X∗g de la métrica
Lorentziana g v́ıa X es una métrica definida positiva.
Denotemos a M = (M2, g) como la 2-variedad Riemanniana M2 con métrica inducida
g = X∗g. Es decir, X : M2 → L3 es una inmersión isométrica.
Definición 1.30. Sea el conjunto H := {(x1, x2, x3) ∈ L3 | (x1)2 + (x2)2 − (x3)2 = −1},
llamado el hiperbóloide de dos hojas, es una variedad diferenciable 2-dimensional.
Suele escribirse también, H := {(x1, x2, x3) ∈ L3 | 〈(x1, x2, x3), (x1, x2, x3)〉 = −1}







∣∣∣∣∣∣ = (bz − cy, cx− az, bx− ay)
En la base canónica {e1, e2, e3}, el producto cruz resulta.
e1 × e2 = −e3, e1 × e3 = −e2 y e3 × e2 = −e1.
Por otra parte, sea M una superficie en L3 tipo espacio y sea X : U ⊆ R2 → L3 una







La aplicación normal de Gauss como G : M → H, donde G(p) = N(p). Notemos que
la imágen está contenida en la superficie espacial H en L3. Pues, en cada punto de la
superficie se cumple 〈N,N〉 = −1.
Sean p ∈ M y α(t) = X(u(t), v(t)) curva parametrizada en M. Para simplificar la nota-
ción, vamos a suponer que las siguientes funciones están evaluadas en p. El vector tangente
a α(t) en p es α′ = u′Xu + v
′Xv y dN(α
′) = u′Nu + v
′Nv, dN(α
′) = ∇′αN , donde ∇ es la
conexión de Levi-Civita en L3.
Desde que Nu, Nv ∈ TpM, tenemos{
Nu = h11Xu + h21Xv
Nv = h12Xu + h22Xv
(1.17)

























. Esta matriz en general no es simétrica, a pesar de que dN sea auto
adjunto.
En esta base, la expresión de la segunda forma fundamental es dada por,
hp(α
′) = − < dNp(α′), α′ >
= − < u′Nu + v′Nv, u′Xu + v′Xv >
= − < Nu, Xu > (u′)2 − (< Nu, Xv > + < Nv, Xu >)(u′)(v′)− < Nv, Xv > (v′)2.
Sea e = − < Nu, Xu >, f = − < Nu, Xv >, g = − < Nv, Xv > teniendo en cuenta que
< N,Xu >=< N,Xv >= 0, tenemos
e =< N,Xuu >
f =< N,Xvu >=< N,Xuv >= − < Nv, Xu >
g =< N,Xvv > .
Por otro lado de (1.17), tenemos
−f =< Nu, Xv >= h11F + h21G
−f =< Nv, Xu >= h12E + h22F
−e =< Nu, Xu >= h11E + h21F
−g =< Nv, Xv >= h12F + h22G,
(1.18)
donde E, F y G son los coeficientes de la primera forma fundamental en la base {Xu, Xv}.









































De (1.19) tenemos que la curvatura Guassiana de M es,
K = det(hij) =
eg − f 2
EG− F 2
. (1.20)




(h11 + h22) =
1
2
(eG− 2fF + gE)
EG− F 2
. (1.21)
Veamos a ver un ejemplo de superficie espacial en la cual calculamos la curvatura de
Gauss K y curvatura media H.
Sea
H := {(x1, x2, x3) ∈ L3 | 〈(x1, x2, x3), (x1, x2, x3)〉 = −1}.
Parametrizando H, con x3 > 0.
X(ω, θ) = (cosθsenhω, senθsenhω, coshω) (1.22)
donde ω ∈ R y 0 ≤ θ < 2π. Tenemos
Xω = (cosθcoshω, senθcoshω, senhω) (1.23)
Xθ = (−senθsenhω, cosθsenhω, 0).
Induciendo la métrica L3 en H.
E = g11 = 〈Xω, Xω〉 = 1,
F = g12 = g21 = 〈Xω, Xθ〉 = 0, (1.24)
G = g22 = 〈Xθ, Xθ〉 = senh2ω.




= (senhωcosθ, senθsenhω, coshω).
Luego cálculamos los coeficientes de la segunda forma fundamental:
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e =< N,Xuu >= −1
f =< Nv, Xu >= 0
g =< N,Xvv >= −senh2ω.
Reemplazando en (1.20) y (1.21) obtenemos la curvatura gaussiana y curvatura media,
respectivamente, K = −1, H = −1.
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Caṕıtulo 2
Superficies espaciales con curvatura
media constante
Definición 2.1. Sea (M, g) una variedad Riemanniana con una parametrización x : U ⊂
Rn → M . Si (x1, ..., xn) son coordenadas locales isotérmicas, entonces la representación
de la métrica g en estas coordenadas es de la forma g = eφ((dx1)2 + ...+ (dxn)2) donde φ
es una función diferenciable de clase C∞ . Esto significa que, la métrica es conforme a la
métrica eucĺıdeana.
En ese sentido podemos considerar a M como una superficie de Riemann introduciendo
coordenadas complejas ξ1 + iξ2, donde i =
√
−1. Para nuestro caso denotaremos como
ξ = (ξ1, ξ2) las coordenadas isotérmicas compatible con la orientación sobre M , por la





, donde λ > 0,
La existencia de coordenadas isotérmicas en torno a cada punto está probada para cual-
quier variedad Riemanniana 2-dimensional. Ver ([5]).
Sea X : M → L3 una inmersión tipo espacial.




X1(ξ1, ξ2), X2(ξ1, ξ2), X3(ξ1, ξ2)
)
.
Esta es la expresión local de la inmersión X con respecto a coordenadas isotérmicas (ξ1, ξ2)
sobre M .



















Luego {e1, e2} define una base ortonormal sobre M , y compatible con la orientación.
Ahora definimos e3. Este vector es definido como e3 = −(e1 × e2).
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Observemos que apartir de la definición se verifica las siguientes igualdades: 〈e3, e3〉 = −1
y 〈e3, ek〉 = 0 para k = 1, 2. En términos de coordenadas locales y usando el producto




































Por otra parte, ya denotemos por h a la segunda forma fundamental de M en L3.
Con respecto al campo con base Lorentziano {e1, e2, e3}, h es representado por la matriz
(hij)1≤i,j≤2, donde
hij = −〈∇eiej, e3〉.





〉 = λ2 y ek = 1λ
∂X
∂ξk
para k = 1, 2 y podemos expresar un vector como
combinación lineal, es decir,
∂2X
∂ξ1∂ξ1
= a.e1 + b.e2 + c.e3,
con a, b y c escalares.
Haciendo cálculos respectivos encontramos que a = ∂λ
∂ξ1
, b = − ∂λ
∂ξ2
y c = λ2h11 y de forma
análoga para las otras ecuaciones.





































































A continuación veamos como se consigue (2.3).
En efecto, derivando la expresión ∂X
∂ξ1













































































e1 + λh12e3. (2.5)





















× e2 + e1 ×
∂e2
∂ξ1
= λh11e3 × e2 + λh12e2











De forma similar conseguimos la segunda parte de la ecuación (2.3).
La curvatura media, H, de una superficie M en un punto p ∈ M es el promedio de las





Si H es idénticamente nula sobre M , entonces M es llamado máximal. Se verifica de las
ecuaciones (2.2) que M es máximal si y solo si cada función componente de la inmersión
X es armónica sobre M .
Sea φ = 1
2
(h11−h22)− i h12, la complexificación de la segunda forma fundamental h de M .




























Proposición 2.1. Sea X : M → L3 una inmersión espacial, H la curvatura media y φ la










































































































































































De similar forma obtenemos (2.7).
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2.1. La aplicación de Gauss
Sea M ⊂ L3. La aplicación de Gauss G es por definición una aplicación de M en L3, el
cual asigna a cada punto de p ∈M el punto en L3 obtenido al trasladar paralelamente el
vector unitario normal e3(p) de M en el punto p hacia el origen de L3.
Definición 2.2. Sea M una superficie espacial en L3. La aplicación G : M → L3 que
toma valores en H := {(x1, x2, x3) ∈ L3 | (x1)2 +(x2)2−(x3)2 = −1} es llamada aplicación
de Gauss de M .
Como e3(p) es un vector unitario tipo tiempo en p ∈ L3, la aplicación de Gauss G es de
hecho la aplicación de M en la seudoesfera unitaria H en L3, es decir, la imagen de G
está contenida en una superficie espacial H en L3.
Figura 2.1: H := {(x1, x2, x3) ∈ L3 | (x1)2 + (x2)2 − (x3)2 = −1}
Por otro lado, sobre H podemos definir una estructura compleja natural de la siguiente
manera. Sean U1 = H − {(0, 0, 1)} y U2 = H − {(0, 0,−1)}. Introducimos coordenadas
complejas por medio la aplicación estereográficas ψ1 : U1 → C y ψ2 : U2 → C, las cuales
están definidas, como:
ψ1(x) =
x1 + i x2
1− x3
, x = (x1, x2, x3) ∈ U1, (2.10)
ψ2(x) =
x1 − i x2
1 + x3
, x = (x1, x2, x3) ∈ U2,
respectivamente.
De hecho, ψ1(x) es la representación de la recta uniendo x ∈ U1 y el polo norte (0, 0, 1) ∈ H.
Similarmente ψ2(x) representa el conjugado de la aplicación estereográfica desde el polo
sur (0, 0,−1) ∈ H.
Se puede ver geométricamente que las imágenes de ψ1 y ψ2 están contenidas en el conjunto























donde ζ ∈ C− {|ζ| = 1}.
Además se verifica que ψ1(x)ψ2(x) = −1 para x ∈ U1 ∩ U2, y el conjunto {ψ1, ψ2} define
una estructura compleja sobre H, esto es debido a que
ψ2 ◦ ψ−11 (ζ) = −
1
ζ




Los ψ1 y ψ2 son conformes con respecto a la métrica inducida sobre H y la métrica plana
en C. (De hecho, la métrica inducida sobre H puede ser escrita como 4 |dζ|
2
(1−|ζ|2)2 , siendo ζ
coordenadas complejas definas por las aplicaciones estereográficas).
A menudo nos referiremos también a la aplicación composición Ψk = ψk ◦ G para
k = 1, 2 como la aplicación de Gauss de M en C, pues es su representante de G.
De ahora en adelante se omitirá el ı́ndice k en Ψk, y escribimos simplemente como Ψ
si no existe confusión o si la afirmación bajo consideración se cumple para ambos Ψk.
2.2. La ecuación de Beltrami
Sea X : M → L3 una inmersión tipo espacial. Denotemos por Ψ la aplicación de Gauss
de M en C como en la sección (2.1). El objetivo de esta sección es probar que Ψ satisface
la ecuación de Beltrami.






































































Donde 〈, 〉 es el producto escalar que proviene de una forma bilineal de L3.



























Demostración. En efecto; sea z = ξ1 + iξ2 donde (ξ1, ξ2) son coordenadas isotérmicas















































































































































































































































































De forma similar para la conjugada.













































































































































Finalmente, reemplazando (2.20) y (2.21) en está última ecuación obtenemos lo deseado.
De forma similar si usamos la conjugada.
Para calcular las derivadas complejas de la aplicación de Gauss Ψ , probaremos el siguien-
te lema.
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Demostración. Como {e1, e2, e3} es una base Lorentziana adaptada a M en L3, entonces




























































Para k = 1, 2, 3.



















































































































































































































































































(1− |Ψ1|2)(1− e33) = 2, (2.27)
Ahora probemos (2.22).
































































Notemos que el denominador es igual a

















































































































































































































































































































































































































































































































































Finalmente (2.24), resulta de las dos igualdades anteriores y (2.27).
Las derivadas complejas de la aplicación de Gauss Ψ. Están dadas en la siguiente
proposición:
























































































De manera similar se prueba (2.30).
Por argumentos similares, también podemos probar para la aplicación de Gauss Ψ2. Es
decir,



















De estas dos proposiciones el siguiente teorema es inmediato para Ψ1 y Ψ2.










Es conocido que la aplicación de Gauss de una superficie mı́nimal en el espacio Eucli-
deano es una aplicación holomorfo en una esfera de Riemann. Tomando en cuenta esto,
podemos resaltar lo siguiente.
Proposición 2.5. Sea M una superficie espacial en L3. Entonces en p ∈M se tiene
H(p) = 0 si y solo si
∂Ψ
∂z
(p) = 0 (2.34)
φ(p) = 0 si y solo si
∂Ψ
∂z
(p) = 0 (2.35)
Demostración. De las ecuaciones (2.23) y (2.24) obtenemos.(
−Ψ1
∂ (x1 − iX2)
∂z
)



















Cancelando Ψ1 en ambos lados obtenemos
λ2(
1− |Ψ1|2
)2 = ∂ (X1 − iX2)∂z · ∂ (X1 + iX2)∂z
=
(







∣∣∣∣∂ (X1 + iX2)∂z
∣∣∣∣2 .
De esto se concluye que
λ∣∣1− |Ψ1|2∣∣ =
∣∣∣∣∂(X1+iX2)∂z ∣∣∣∣ . (2.36)
Tomando el módulo en la ecuación (2.29),∣∣∣∣∂Ψ1∂z
∣∣∣∣ = ∣∣∣∣H2
∣∣∣∣ (1− |Ψ1|2)2 ∣∣∣∣∂ (X1 + iX2)∂z
∣∣∣∣
Reemplazando en la ecuación anterior
∣∣∣∣∂Ψ1∂z
∣∣∣∣ = ∣∣∣∣H2















Por lo tanto ∂Ψ1
∂z
= 0 si y solo si H = 0.












∣∣∣∣ (1− |Ψ1|2)2 ∣∣∣∣∂ (X1 + iX2)∂z
∣∣∣∣
y reemplazando en la ecuación (2.36)
∣∣∣∣∂Ψ1∂z
∣∣∣∣ = ∣∣∣∣φ2







De esto se concluye que
∂Ψ1
∂z
= 0 si y solo si Φ = 0
2.3. Fórmula de representación
Dada una superficie espacial M en L3, probaremos una fórmula de representación para
M en términos de la aplicación de Gauss Ψ y la curvatura media H de M .
Teorema 2.2. Sea X = (X1, X2, X3) : M → L3 una inmersión espacial. Denotemos H y
Ψi (i=1,2) la función curvatura media de M y la aplicación de Gauss de M en C, definido
como en la sección (2.1), respectivamente. Entonces:












































































































































para 1− |Ψ1|2 6= 0.
La segunda parte puede ser probado de una manera similar, o se puede derivar de la parte
(1) por medio de la relación Ψ1Ψ2 = −1, lo cual es válido sobre Ψ−11 (C) ∩Ψ−12 (C).
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La contraparte euclidiana del teorema (2.2), a saber, la fórmula de representación co-
rrespondiente para superficies en espacios euclideanos tridimensionales fue probado por
Kenmotsu [6].
Si llevamos a cabo el mismo argumento utilizando las ecuaciones (2.30), (2.32) en vez
de (2.29), (2.31); entonces obtenemos la siguiente fórmula de representación en términos



























Sobre Ψ−12 (C), también se consiguen expresiones similares.
Ahora, sea M una superficie espacial inmersa en L3 por X = (X1, X2, X3) : M → L3.



































2.4. Condición de integrabilidad
En esta sección mostraremos que la aplicación de Gauss Ψ de una superficie espacial ar-
bitraria M en L3 satisface una ecuación diferencial parcial no lineal de orden 2 en Ψ y H.
La ecuación que obtendremos resultará ser la condición de integrabilidad del sistema de
EDP que aparece en el teorema (2.2).
Primero probaremos dos hechos importantes necesarios para la demostración:
Lema 2.4.1. Si X = (X1, X2, X3) : M → L3 es una inmersión espacial, entonces





























































































































































= λ2 (h11 + h22) e
1
3.






= λ2 (h11 + h22) e
2
3.














λ2 (h11 + h22) e
1
3 + iλ













































Ahora queda demostrar la segunda parte del lema. En efecto, contamos con los siguientes
hechos:




















En (2.37), elevamos al cuadrado, para obtener∣∣∣∣∂Ψ1∂z
∣∣∣∣2 = λ2H24 (1−Ψ21)2 (2.54)




















































(1−|Ψ1|2)Ψ1 al otro lado de la igualdad conseguimos lo desea-
do.
Teorema 2.3. Sea X : M → L3 una inmersión espacial. Entonces la función curvatura
media H de M y la aplicación de Gauss Ψ de M en C satisface la siguiente ecuación



















Demostración. Probaremos (2.57) para Ψ1. Para hacer esto, podemos considerar el caso
donde H 6= 0. De hecho, si H(p) = 0 en p ∈ Ψ−11 (C), entonces ∂Ψ1∂z (p) = 0 gracias a la
ecuación (2.34); y de aqúı que (2.57) se cumple.


























































Por lo tanto hemos probado (2.57) para Ψ1.
Se tiene similar ecuación para Ψ2 por un argumento similar.
La ecuación (2.57) no depende de la métrica sobre M , solo depende de la estructura com-
pleja sobre M .
Por otra parte ver anexo, para concluir lo siguiente.
Corolario 2.1. La curvatura media de una superficie espacial M en L3 es una constante
no nula si y solo si la aplicación de Gauss Ψ no holomorfa de M es una aplicación armónica
en H.
En lo que sigue, sea M una superficie de Riemann, y H denota, como antes, la seudo-
esfera en L3 con la métrica inducida de curvatura media Gaussiana negativa constante y
con estructura compleja natural definida en la sección (2.1).
Sean H : M → R no nula y G : M → H, dos funciones diferenciables, definimos los






























Donde Ψk denota la composición Ψk = ψk ◦ G de G y la aplicación estereográfica ψk
definido por (2.10), para k = 1, 2. Se debe notar que teniendo la relación Ψ1 · Ψ2 = −1,
los lados derechos de (2.61) para k = 1, 2 son compatibles sobre Ψ−11 (C) ∩ Ψ−12 (C). De
aqúı que las ecuaciones de (2.61) definen un sistema global definido sobre M .
Con esto, estamos preparado para probar la siguiente.















es la condición de inte-
grabilidad del sistema (2.61).














con k = 1, 2.
Asumiendo que H y Ψk satisfacen (2.57), mostraremos que (2.61) es un sistema integra-
ble. Para hacer esto, es suficiente ver que ∂P
∂z
∈ R3, pues esto es equivalente a la condición
de integrabilidad de (2.61).
En efecto.






















































































































Luego si reemplazamos (2.63) en (I) este será igual a:














Por otra lado desarrollando la derivada en (II) en cual usamos (2.64), tendremos:

































El cual viene a ser la primera componente de ∂P
∂z
.





















2.5. Superficies espaciales con curvatura media cono-
cida
Probaremos ahora una forma rećıproca del teorema (2.2). A saber, resolviendo el sistema
EDP (2.61), construiremos una superficie espacial M en L3 con curvatura media no nula
H y aplicación de Gauss G. Para ser precisos, vamos a probar el siguiente:
Teorema 2.4. Sea M una superficie de Riemann simplemente conexa, H : M → R una
función real diferenciable no nula sobre M , y G : M → H una aplicación diferenciable no
holomorfa de M en la seudoesfera unitaria H en L3. Denotemos por Ψk la composición
ψk ◦G, de G y la aplicación estereográfica ψk definido por (2.10), con k = 1, 2.
Si H y Ψk satisfacen la ecuación diferencial (2.57), entonces existe una inmersión espacial
X : M → L3 tal que:
1. La curvatura media de M es H, y la aplicación de Gauss de M está dada por G.
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donde z ∈ Ψ−1k (C), c = (c1, c2, c3) ∈ R3, y la integral está siendo tomada a lo largo de un
camino arbitrario desde un punto fijo hacia al punto z.
Demostración. Apartir de G, H y Ψk, dadas en la hipótesis, podemos definir un sistema




Pdz + c, (2.67)
donde P es definido por (2.62)
Por otro lado como M es simplemente conexo, entonces en la aplicación dada por (2.67),
está bien definida pues no depende del camino que une a con z.
Ahora demostremos que X es una inmersión tipo espacio. Para ello verificamos los si-
guientes hechos:
























donde λ = 2[H(1− |Ψk|2)]−1|∂Ψk/∂z|.







































































































































































6= 0, pues en ninguna parte este es
holomorfo.


















































































































































Es una inmersión y además es espacial pues la métrica en M , inducida por X es,







Usando las ecuaciones (2.61), (2.25) y (2.10), vamos a verificar que la aplicación de Gauss
de M coincide con G y la curvatura media de M está dada por H.
Sea G̃ la aplicación de Gauss de M en L3, dada por la inmersión X y definimos
Ψ̃k = ψk ◦ G̃
Demostremos que Ψk = Ψ̃k. Si esto sucede y debido a que ψk es biyectiva, esto implicaŕıa
que G̃ = G.



































































Aśı obtenemos Ψ̃k = ±Ψk, en el caso usemos Ψ̃k = −Ψk, Ψ̃k es nula.
Lo cual implica
Ψ̃k = Ψk.
Ahora veamos que H es la curvatura media.




















Reemplazando la primera ecuación de (2.61) se obtiene,
H̃ = H,
es decir, H es la curvatura media.
En el teorema (2.4), si solo asumimos que G : M → H es una aplicación suave, la
cual satisface la condición de integrabilidad (2.57), con H dada, entonces la aplicación
X : M → L3 dado por (2.67), en general, no es una inmersión espacial, sino que puede
tener singularidades en ∂Ψk/∂z = 0.
Corolario 2.2. Sea X : M → L3 una inmersión espacial dada por el teorema (2.4).
Entonces se cumple.





























y utilizando la ecuación (??),
obtenemos:







Como en el caso de superficies mı́nimas en espacios euclideanos tridimensionales, se prueba
que dos superficies espaciales maximales no congruentes pueden tener la misma aplicación
de Gauss. Sin embargo, para superficies espaciales con curvatura media no nula tenemos
el siguiente resultado de unicidad.
Proposición 2.7. Sean X, X̃ dos inmersiones espaciales como en el teorema (2.4) de
una superficie de Riemann simplemente conexa M en L3 con función de curvatura media
no nula H, H̃ y las aplicaciones de Gauss G, G̃, respectivamente. Entonces las siguientes
afirmaciones son equivalentes:
1. Existe un difeomorfismo holomorfo ϕ sobre M y una isometŕıa τ preservando orien-
tación de L3 tal que para z ∈M se tiene
τ ◦X(z) = X̃ ◦ ϕ(z). (2.69)
2. Existe un difeomorfismo holomorfo ϕ sobre M y una isometŕıa σ preservando orien-
tación de H tal que para z ∈M se tiene
σ ◦G(z) = G̃ ◦ ϕ(z), y H(z) = H̃ ◦ ϕ(z). (2.70)
Demostración. Veamos que el enunciado (1) implique (2). Haciendo w = ϕ(z), τ ◦X = T
y como ϕ(z) = r(z) + is(z) = (r(ξ1, ξ2), s(ξ1, ξ2)) luego diferenciando la ecuación (2.69),



















.ϕ′(z), para z ∈M.
En efecto:


























































































































































.ϕ′(z), para z ∈M.










































































Como (2.71) y (2.72) son iguales, encontramos que:
λ = λ̂ | ϕ′(z) |
Denotando por (ek)(respec. (ẽk)), k = 1, 2, 3, con base Lorentziano adaptado a X (resp.
X̃) en L3.
Considerando w = u+ iv, las coordenadas de X̃.





























(ẽ1 + iẽ2)(ϕ(z)) = |ϕ′(z)| · ϕ′(z)
−1
τ∗(e1 + ie2)(z).
y su respectivo conjugado.
(ẽ1 − iẽ2)(ϕ(z)) = |ϕ′(z)| · ϕ′(z)−1τ∗(e1 − ie2)(z).
Escribiendo ẽ3 de la siguiente forma.
2ẽ3(ϕ(z)) = i(ẽ1 + iẽ2)(ϕ(z))× (ẽ1 − iẽ2)(ϕ(z))
=
(
iτ∗(e1 + ie2)(z)× τ∗(e1 − ie2)(z)
)
Usando el hecho que τ es una isometŕıca que preserva orientación, tenemos:
2ẽ3(ϕ(z)) = τ∗
(






Estableciendo σ = τ∗, obtenemos una isometŕıa preservando orientación σ de H tal que
G̃ ◦ ϕ(z) = σ ◦G(z) para z ∈M







sustituyendo lo anterior en (2.6), se llega a H̃(ϕ(z)) = H(z) para z ∈ M , por lo tanto se
cumple (2.70).
De regreso, veamos que (2) implica (1). Denotamos también por σ la extensión de σ a
una isometŕıa preservando orientación de L3.
Para mostrar (2.69), hacemos X̂ = σ◦X sigue siendo una imersión espacial, y su aplicación
de Gauss es Ĝ(z) = σ ◦G(z), puesto que σ preserva orientación y por hipótesis tenemos,
Ĝ(z) = G̃(ϕ(z)), y su representante es, Ψ̂(z) = Ψ̃(ϕ(z)), entonces para X̂, X̃ en (2.61) y






= 0, para k = 1, 2, 3.
Por lo tanto, X̂(z) = X̃(ϕ(z)) + c para algún c ∈ R3.
Esto implica que σ ◦X(z) = X̃(ϕ(z)) + c, la composición de isometŕıas es una isometŕıa
τ = L−c ◦ σ de L3 y que preserva la orientación, aśı:
τ ◦X(z) = X̃ ◦ ϕ(z) para z ∈M
En el caso que H sea constante real no nula en el teorema (2.4), la condición de integrabi-
lidad (2.57) es equivalente a que G sea armónica. Consecuentemente, dada una constante
real no nula H y una aplicación armónica nunca holomorfa G de una superficie de Rie-
mann simplemente conexa M en H, podemos construir por (2.66), una inmersión espacial
X : M → L3 con curvatura media constante H y una aplicación de Gauss G conocida.
Desde este punto de vista, exhibiremos algunos ejemplos de superficies espaciales con
curvatura media constante en L3.
Ejemplo 2.1. Sea D = {z ∈ C : |z| < 1} el disco unitario en C. Tomemos H = −1,
y definamos Ψ1 : D → C por Ψ1(z) = −z. Entonces Ψ1 satisface (2.57), y la inmersión



















= 0, por lo tanto Ψ1 satisface la ecuación
(2.57).
Luego por el teorema (2.4), existe una inmersión espacial X : M → L3. Para encontar

















Dicho sistema de ecuaciones es equivalente a resolver:
X1(z) = 2Re
∫ z 1 + w2
(1− |w|2)2










dw + c3, (2.75)
donde c = (c1, c2, c3) ∈ R3.










[u(x(t), y(t))y′(t) + v(x(t), y(t))x′(t)]dt
donde f(z) = u(x, y) + iv(x, y) y γ(t) = (x(t), y(t)), con t ∈ [a; b].








1 + x2 − y2
(1− (x2 + y2))2
+ i
−2xy
(1− (x2 + y2))2
.
Además: x′(t) = cosθ, y′(t) = senθ.








































(1− (x2 + y2))2
+ i
1− x2 + y2
(1− (x2 + y2))2
.


































(1− (x2 + y2))2
+ i
−2y
(1− (x2 + y2))2
.


















− 1 + c3,
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1− u2 − v2
,− 2u
1− u2 − v2
,
1 + u2 + v2
1− u2 − v2
)
.
Esta es la inmersión espacial estándar del hiperboloide o la hoja superior de H en L3.
























Por otra parte vemos que
Ψ1 = Ψ1.


















































































Entonces satisface (2.57), luego por el teorema (2.4), existe una inmersión espacial X :

























dw + c1, (2.76)
X2(z) = 2Re
∫ z






dw + c3. (2.78)
Elegimos el camino γ(t) = (x(t), y(t)) = (tcosθ, tsenθ), con t ∈ [0; r], donde x′(t) = cosθ










































Para resolver (2.77) tenemos:
∂X2
∂z
= 0 + i(−1).
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= i(z − z).
Para resolver (2.78) usando el mismo camino γ(t) = (x(t), y(t)) = (tcosθ, tsenθ), t ∈ [0; r]






















































X(u, v) = (−senh(2u), 2v, cosh(2u)) .
Esta es la inmersión estándar del cilindro hiperbólico. La superficie es definida por (x3)2−





Sean (M, g) y (N, h) dos variedades Riemannianas, tales que M y N son compactos,








i=1 ‖df(ei)‖2, con {e1, ..., en} base ortonormal de TpM . El campo
de tensión de la aplicación f viene dado por τ(f)(p) =
∑n
i=1∇eidf(Ei), donde Ei es un
campo ortonormal local paralelo en p.
Definición A.1. Una aplicación entre dos variedades riemannianas f : M → N es
armónica si τ(f) = 0.
De forma local, con (X,U) parametrizado en p ∈ M , (Y, V ) parametrizado en f(p) ∈ N
y f(x1, ..., xm) = (f
1(x1, ..., xm), ..., f
n(x1, ..., xm)), se tiene
















es la derivada parcial.
gij es la entrada ij de la matriz inversa del tensor métrico.
Γγαβ = Γ
γ
αβ(f(z)) los śımbolos de Christoffel de M .
Ahora para el caso de dos dimensiones:



















Luego τ(f)γ en coordenadas complejas:




































es decir, f es armónica.
Proposición A.1. Sea una aplicación f : M → H de clase C2, siendo H el espacio











Demostración. En efecto: Como H es una variedad con tensor métrico (gij) y los coefi-



































































































Observación A.1.1. Se demuestra que H = {(x1, x2, x3) ∈ L3 | (x1)2 +(x2)2− (x3)2 = −1}
es difeomorfa a D = {(x1, x2) ∈ R2 | (x1)2 + (x2)2 < 1} y este es difeomorfo a H2 =
{(x1, x2) ∈ R2 | x2 > 0}.
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Conclusiones
Dado una aplicación diferenciable G de una superficie de Riemann simplemente conexa
M sobre la pseudoesfera H que satisface la condición de integrabilidad y la funciones
diferenciables no nulas H en M , podemos construir expĺıcitamente una inmersión espacial
de M en L3, tal que la curvatura media de M es H y la aplicación de Gauss de M está
dado por G. Esto permite, en particular, producir una riqueza de superficies espaciales de
curvatura media constante en L3, y más aún, relacionar la geometŕıa de esta superficie a
la teoŕıa de aplicaciones armónicas a través de la aplicación de Gauss.
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