We derive a classical path expression for a pressure-broadened atomic spectral line shape that allows for an electric-dipole moment that is dependent on the position of perturbers. The theory is applied to the atomic hydrogen Lyman-␣ and Lyman-␤ lines broadened by collisions with neutral and ionized atomic hydrogen. The far wings of the Lyman series lines exhibit satellites, enhancements that may be associated with quasimolecular states of H 2 and H 2 ϩ . The sizes of these features depend on the values of the electric-dipole moments at the internuclear separations responsible for the satellites. Profiles are computed with and without spatial dependence of the dipole moment, and are compared with astronomical and laboratory observations. We conclude that in the present case the variation of the dipole moment is an important factor that cannot be neglected.
I. INTRODUCTION
The aim of this paper is to provide a classical path theory for the shape of pressure-broadened atomic spectral lines that takes into account the variation of the electric-dipole moment during a collision. Anderson and Talman ͓1͔ developed a theory of spectral line pressure broadening in which the profile is given by the Fourier transform of an autocorrelation function. Their formalism has been widely followed in neutral atom line broadening theory, usually with the assumption that the electric-dipole moment during a collision is the same as it is for infinite separation of the emitting atom and its perturber. However, the electric-dipole moment is not constant. Accurate calculations of atomic hydrogen interactions show, for example, that the electric-dipole transition moments in H 2 may differ from asymptotic values by a factor more than 2 at interatomic separations of a few Å. Furthermore, both observations and theory of alkali atom spectra broadened by noble gases show that collisions alter the transition probability of forbidden transitions ͓2-7͔. There is therefore theoretical and experimental evidence that for quantitative comparisons of line shape theory and observations to be meaningful, it is necessary to include the dependence of the electric-dipole moment on interatomic separation.
The far line wing generally does not decrease monotonically with increasing frequency separation from the line center. When the difference between the upper and lower interatomic potentials for a given transition goes through an extremum, a relatively wider range of interatomic distances contribute to the same spectral frequency, resulting in an enhancement, or satellite, in the line wing. Satellites in alkali atom spectra have been known since the 1930's ͓8͔. The importance of this effect is highlighted by the recent discovery that the wings of Lyman-␣ and Lyman-␤ seen in stars and in laboratory plasmas show satellites associated with the molecular interactions of H 2 and H 2 ϩ . The quasimolecular states that give rise to these satellites are transient, they occur during binary collisions with another neutral atom or a proton. With theoretical line models based on statistical arguments, Stewart, Peek, and Cooper ͓9͔ predicted that a satellite due to quasimolecular H 2 ϩ would enhance the Lyman-␣ wing at 1405 Å, and Sando, Doyle, and Dalgarno ͓10͔ found a satellite due to quasimolecular H 2 at 1623 Å.
The satellite lines at 1405 and 1623 Å were identified by Nelan and Wegner ͓11͔, and by Koester et al. ͓12͔ in ultraviolet spectra of white dwarf stars obtained by the International Ultraviolet Explorer ͑IUE͒ satellite. More recently, in 1995 high-quality spectra covering the range 820-1840 Å were obtained with the Hopkins Ultraviolet Telescope ͑HUT͒ for white dwarfs hotter than about 20 000 K. Absorption features in the wing near 1060 and 1078 Å were identified in the Lyman-␤ profile of the DA white dwarf Wolf 1346 as satellites due to quasimolecular H 2 ϩ ͓13͔. The strengths of these satellite features and indeed the entire shape of wings in the Lyman series are very sensitive to the degree of ionization in the stellar atmosphere, because that determines the relative importance of broadening by ion and neutral collisions. When the spectral line profiles for the Lyman series are included as a source of opacity in model at-mospheres for a white dwarf, a comparison of the predicted spectrum with the observed one permits an accurate determination of the temperature of the star.
The spectrum of light escaping from a white dwarf also controls the rate at which it cools. This rate may be predicted from a model for the atmosphere and opacity of the star, and consequently the temperature of a white dwarf star indicates its age ͓14,15͔. This bears on issues of importance for cosmology because white dwarfs in our galaxy may be a source of microlensing events ͓14͔, and because the ages of the oldest white dwarfs may be used to set an upper limit on the age of the universe ͓15͔.
It is then very important to get an accurate quantitative determination of the satellite profiles. The approach we use is based on the quantum theory of spectral line shapes of Baranger ͓16,17͔ that were developed in an adiabatic representation to include the degeneracy of atomic levels ͓18,19͔. However, because we are mostly interested in the line wings, we neglect transitions between asymptotically degenerate atomic states; that is, we perform an adiabatic approximation at the binary collision level. This approximation is expected to induce errors mostly in the shift of the line center, which is largely due to weak collisions involving the region where different ͑but asymptotically equal͒ potential curves merge together ͓20͔. We then perform a classical path approximation within that framework. We apply this theory to the Lyman series of atomic hydrogen, and present calculations of profiles for Lyman-␣ and Lyman-␤ that take into account the dependence of the electric-dipole moment on internuclear distance during the collision. The resulting profiles show that the amplitude of satellites depends on the strength of the dipole moment in the region of internuclear distance where the satellite is formed.
Previous calculations of profiles used the approximation of replacing the electric-dipole transition moment by a constant ͓21-23͔. They have been used successfully to evaluate synthetic spectra in the range of effective temperatures from about 20 000 down to 9000 K, which fit UV spectra of white dwarfs and Bootis stars quite well ͓24-27͔. They also account for the spectra of laser-produced hydrogen plasmas ͓28,29͔. However, the assumption of a constant dipole moment is questionable for allowed transitions, and does not even include the effects of collision-induced transitions which are asymptotically forbidden. To take this into account, we develop a general unified theory in which the dipole moment matrix element varies during a collision. The theory of the spectrum is presented in the following section.
We then evaluate the theory for Lyman-␣ and Lyman-␤ wings of H perturbed by protons. Both lines should really be treated simultaneously because the blue wing of Lyman-␣ and the red wing of Lyman-␤ overlap. However, we neglect interference terms between the two lines. The Lyman profiles and satellites are calculated for the physical conditions met in the atmospheres of white dwarfs, where low densities allow us to use an expansion of the autocorrelation function in powers of density as described in ͓30͔. The profiles presented here use accurate theoretical molecular potentials to describe the interaction between radiator and perturber. H 2 ϩ potentials are taken from the tables of Madsen and Peek ͓31͔. Dipole transition moments are those calculated by Ramaker and Peek ͓32͔.
We also apply the improved theory to the Lyman-␣ line broadened simultaneously by H-H and H-H ϩ collisions. A comparison with laboratory experiments and astronomical observations demonstrates that the dipole moment variation is an important effect. The H 2 potentials contributing to Lyman-␣ are taken from Sharp ͓33͔ and Wolniewicz and Dressler ͓34͔. The dipole moments of Dressler and Wolniewicz ͓35͔ were used for the transitions between the singlet quasimolecular states, and ab initio results of Drira ͓36͔ were used for the transitions between the triplet states.
II. GENERAL EXPRESSION FOR THE SPECTRUM
We consider a gas of atoms interacting with the radiation field. The power radiated at the frequency is written
where c is the velocity of light and I() is referred to as the spectrum ͓37͔. In the dipole approximation, and neglecting Doppler effects, it is given by
The summations extend over all states of the gas, each term weighted with the probability n for the initial state. D is the total dipole moment ͑we use bold notation for operators͒. ͉n͘ are eigenstates of H, the total Hamiltonian of the gas,
where T nucl and T elec are sums of nuclear and electronic kinetic-energy operators, respectively, and V(x,R) is the interaction between particles. Here x denotes collectively the set of electronic coordinates ͑position and spin͒ plus spin coordinates of the nuclei, while R denotes the set of position coordinates of all the nuclei of the gas. is the density matrix,
where ␤ is the inverse temperature (1/kT). The spectrum I() can be written as the Fourier transform of the dipole autocorrelation function ⌽(s),
Here,
is the autocorrelation function of the dipole moment in the Heisenberg representation ͓8͔,
We use the notation
where Tr denotes the trace operation.
III. ADIABATIC REPRESENTATION
The adiabatic or Born-Oppenheimer representation comprises expanding states of the gas in terms of electronic states e (x;R) corresponding to frozen nuclear configurations. In the Schrödinger equation
R appears as a parameter, and the eigenenergies E e (R) play the role of potential energies for the nuclei. The electronic states e (x;R) form a complete orthonormal set in x space at each value of R. These states are called adiabatic because e (x;R) follows adiabatically the motion of the nuclear coordinate R. We precede R with a '';'' to emphasize its role as a parameter. Any wave function ⌿(x,R) can be expanded as
e ͑ R ͒ϵ ͵ dx e ͑ x;R ͒*⌿͑ x,R ͒.
͑13͒
As the nuclei get further away from each other, which we denote by R˜ϱ, the electronic energies E e (R) tend to asymptotic values E e ϱ , which are sums of individual atomic energies. Since atomic states are usually degenerate, there are in general several different energy surfaces that tend to a same asymptotic energy as R˜ϱ. Let us denote by E j ϱ the asymptotic energies and call j the subspace of electronic states e (x;R) such that E e (R)˜E j ϱ as R˜ϱ. From now on, consider specifically a single radiating atom, the radiator, immersed in a gas of optically inactive atoms, the perturbers. For a transition ␣ϭ(i, f ) from initial state i to final state f, we have R-dependent frequencies
which tend to the isolated radiator frequency
as the perturbers get sufficiently far from the radiator:
e Ј e ͑ R ͒˜ f i as R˜ϱ, e i , eЈ f . ͑16͒
Let us introduce projectors P e , which select the e th adiabatic component of any ⌿(x,R) according to ͓19͔ P e ⌿͑x,R ͒ϭ e ͑ R ͒ e ͑ x;R ͒. ͑17͒
Let P j ϭ ͚ e j P e be the projector onto the subspace j of electronic states of asymptotic energy E j ϱ . We write the dipole moment as a sum over transitions
In the Heisenberg representation 
The sum ͚ e,e Ј (␣) is over all pairs (e,eЈ) such that e Ј ,e (R) ␣ as R˜ϱ. Thus D ␣ connects all pairs of adiabatic states whose electronic energy differences become equal to ␣ as R˜ϱ. In the absence of perturbers, D ␣ would be the component of D responsible for the radiative transitions of frequency ␣ .
The (R˜ϱ) degeneracy of a subspace j is usually due to rotational invariance, and is therefore of multiplicity (2J j ϩ1), where J j is the total angular momentum of the radiator as R˜ϱ ͑when perturbers are close to the radiator, the angular momentum of the radiator is not a good quantum number, and it can be defined in only an approximate manner͒. We note that the projection operators account for the weighting factors discussed in Ref. ͓23͔.
IV. CORRELATION AND SPECTRAL MATRICES
Introducing the expansion Eq. ͑18͒ for D into the expression Eq. ͑7͒ for ⌽(s), we obtain
where
The line shape is then
It is convenient to think of the ⌽ ␣,␤ and I ␣,␤ as elements of two matrices, which we may call the correlation and spectral matrices, respectively. The off-diagonal terms I ␣,␤ (), ␣ ␤, represent interference between different spectral lines ͓17͔, arising, for instance, from avoided crossings between potential curves with different values E e ϱ . We shall neglect these interference terms. Then
and
A. Zero-perturber spectrum
Using superscripts (0), (1), . . . ,(N) to mean that 0,1, . . . ,N perturbers are present in a ͑large͒ volume V around the radiator, we write the zero-perturber correlation function as
is the line strength, and where ͚ e,e Ј (␣) sums over pairs (e,eЈ) such that e Ј ,e (R˜ϱ)ϭ ␣ , the frequency of the isolated radiator.
B. Interaction representation
The time dependence of ⌽ ␣ (s) is determined by D ␣ (s), the part of the dipole moment which, in the absence of perturbers, oscillates at the frequency ␣ . It is convenient to express ⌽ ␣ (s) in a kind of interaction representation by dividing out its zero-perturber behavior. We thus write
where the interaction representation correlation function
contains all the influence of the perturbers on line ␣. Note that in the absence of perturbers we have
V. UNCORRELATED PERTURBERS APPROXIMATION
We now assume that the effects of the different perturbers on the line shape are uncorrelated ͑see Ref. ͓19͔ for a general discussion͒; that is, we approximate ⌿ ␣ (N) (s) by
where N is the number of perturbers in the large volume V, and ⌿ ␣ (1) (s) corresponds to the presence of a single perturber in V. Now, ⌿ ␣
(1) (s) differs from the zero-perturber value ⌿ ␣ (0) (s)ϭ1 only if the single perturber interacts with the radiator during the time interval (0,s), the probability for which is proportional to 1/V. So
is well defined as V˜ϱ. We thus get
In the limit N˜ϱ, V˜ϱ, with N/Vϭn, the perturber number density, we get
Let us now denote
wherein the free evolution e Ϫi ␣ s is factored out. Then,
where we used Eq. ͑30͒. We note that ⌿ ␣ (0) 1, and correspondingly
Thus the perturbed line strength ␣ (0) e n f ␣ (0) differs from the free line strength ␣ (0) by the factor e n f ␣ (0) . This densitydependent factor expresses the fact that the total intensity radiated increases or decreases according as the dipole moment is increased or decreased, on average, by the proximity of perturbers ͓e n f ␣ (0) corresponds to the factor e n͗d 2 Ϫ1͘ in Eq. ͑2.15͒ of Ref. ͓38͔, where the nondegenerate case was treated͔. Let us write
͑47͒
Noting that g ␣ (0)ϭ0, we define a normalized lineshape
where ⌬ϭϪ ␣ is the frequency measured relative to the unperturbed line. Combining the above results for a pair of lines, such as Lyman-␣ and Lyman-␤, we have
Elimination of center-of-mass motion
Consider the zero-perturber quantity
.
͑52͒
Since here H is a sum of the electronic Hamiltonian and the nuclear kinetic energy for the radiator alone, the nuclear components in Eq. ͑52͒ factor out in both the numerator and denominator, and cancel one another. Likewise, in Eq. ͑47͒,
, ͑53͒
which refers to the radiator and a single perturber. The center-of-mass motion of the radiator-perturber pair factors out in both numerator and denominator, and cancels. Henceforth, we consider that Eq. ͑52͒ refers to the electronic motion of the radiator, and that Eq. ͑53͒ refers to the electronic and relative nuclear motion of the radiator-perturber pair. In other words, we can consider that the radiator is fixed at the origin with an infinite mass, and that the perturber has a mass equal to the reduced mass of the radiator perturber pair, where
The electronic basis e "x;r ᠬ … in the case of a single perturber
We let r ជ be the position vector of the perturber relative to the radiator. The e (x;r ជ ) are stationary electronic states for fixed r ជ :
The different electronic states correspond to different components of the electronic angular momentum about the internuclear axis r ជ . Now the total Hamiltonian is
Here, r ᠬ denotes the relative position operator, and
where p ᠬ is the momentum operator for the relative motion of the radiator-perturber pair, so that †r i ,p j ‡ϭiប␦ i j . ͑59͒
Let ͉ e (r ᠬ )͘ be a ket in the electronic subspace, and an operator in the nuclear subspace ͑hence r bold͒, defined by ͗x͉ e ͑ r ᠬ ͒͘ϭ e ͑ x;r ᠬ ͒,
͑60͒
so that
͑61͒
and ͚ e ͉ e ͑ r ᠬ ͒͗͘ e ͑ r ᠬ ͉͒ϭ1. ͑62͒
We have, in view of Eq. ͑55͒,
and, in view of Eq. ͑59͒,
͑69͒
The operator
leads to the usual radial and rotational coupling terms ͓40,41͔. As we said above, the ͉ e (r ជ )͘ are referred to as the internuclear axis, so they depend on r ជ even at large distances, at which the electronic states are just products of atomic states. Let r c be a distance beyond which electronic states are essentially products of atomic orbitals. When r Ͼr c , it is better to use a basis ͉ e (r ជ ) z ͘ which is referred to as a fixed z axis. Let R be the rotation which rotates r ជ to the z direction ͑that is, a rotation by some angle about the axis perpendicular to both r ជ and z). The electronic bases, ͉ e (r ជ ) z ͘
and ͉ e (r ជ ) r ជ͘ ͑referred to the internuclear axis r ជ ) are connected to one another by means of the rotation operator R elec , which effects the rotation R in the electronic subspace. We thus choose the basis ͉ e (r ជ )͘ as follows:
ϭR elec ͉ e ͑ r ជ ͒ r ជ͘ for rϾr c .
Note that both E e (r ជ ) and ͉ e (r ជ )͘ become independent of r at large r. In this way, for rϾr c , we have ជ ee Ј (r ជ )ϭ0, and Eq. ͑63͒ becomes, for rϾr c ,
since ͉ e Ј (r ជ )͘ is a complete electronic basis. At smaller values of r, ជ e Ј e (r ជ ) 0. However, it is effective at inducing transitions only where the potential difference E e Ј (r) ϪE e (r) is small; that is, near inner potential avoided crossings, and in the vicinity of r c , where the different potential curves merge together.
A more explicit expression for g ␣ "s…
Let us first evaluate the quantity (Tr e Ϫ␤H ) (1) appearing in Eq. ͑53͒, where the superscript (1) signifies as before that there is only one perturber present. Breaking up the trace into nuclear and electronic parts, we have Tr r e Ϫ␤(p ᠬ2 /2) ϭ ͵ dp ជ e
where we used
ͩ͵ dp ជ e
͑79͒
We also need the results 
͑
g ␣ ͑ s ͒ϭ V ␣ (0) ͩ ͑ Tr e Ϫ␤H d ␣ † ͑ 0 ͓͒d ␣ ͑ s ͒Ϫd ␣ ͑ 0 ͔͒ ͒ (1) ͑ Tr e Ϫ␤H ͒ (1) ͪ ͑84͒ ϭ ͑ 2ប ͒ 3 ͵ dpe Ϫ␤(p ជ 2 /2) ϫ Tr e Ϫ␤(HϪE i ) d ␣ (1) † ͑ 0 ͓͒d ␣ (1) ͑ s ͒Ϫd ␣ (1) ͑ 0 ͔͒ ͚ ͑ ␣͒ e,eЈ ͉d ee Ј (0) ͉ 2 .
͑85͒
Recalling the definition of d ␣ in terms of the projectors
͉ e ͑ r ᠬ ͒͗͘ e ͑ r ᠬ ͉͒, ͑86͒
and using 
Here Tr r traces over r ជ alone, and we denoted
͑93͒
In Eqs. ͑90͒-͑93͒, and henceforth, we let it be understood that all quantities pertain to the presence of a single perturber, unless otherwise indicated by a superscript ͑0͒ for zero perturbers.
A. Adiabatic approximation at the one-perturber level
We now neglect the fact that T nucl induces transitions between different electronic states; that is, we approximate H͉ e ͑ r ᠬ ͒͘ϭ͑ T nucl ϩH elec ͉͒ e ͑ r ᠬ ͒͘ ͑94͒
Ӎ͉ e ͑ r ᠬ ͓͒͘T nucl ϩE e ͑ r ᠬ ͔͒. ͑95͒
We thereby neglect ٌ͉ ជ e (r ជ )͘, or equivalently approximate ជ ee Ј (r)Ӎ0. Denoting then
with V e ͑ r ᠬ ͒ϭE e ͑ r ᠬ ͒ϪE e ϱ , ͑97͒
we get, for example,
As shown numerically by Erikson and Sando ͓42͔, the adiabatic approximation done in this way at the one-perturber level does not seem to introduce errors that are too serious, contrary to doing it at the N-perturber level, which effectively constrains all binary collisions in a particular history to all lock onto the same pair potential curve. When the adiabatic approximation is done at the one-perturber level, a particular potential curve is selected only within each individual binary collision, but different binary collisions within a history choose pair potentials at random. The main error expected from the above adiabatic approximation concerns the shift of the line center ͓20,43͔, which is largely due to weak collisions. These involve the merging region rӍr c in which transitions between different, but asymptotically equal, potential curves are easy due to their small separations. No great error is expected in the line wings ͑our main interest here͒, which are associated with transitions taking place when the perturber is traveling through regions where the potential curves are well separated.
B. Classical approximation
Let us rewrite Eq. ͑101͒ as PRA 60 
where we denoted 
͑108͒
For instance, ͉r ជ p ជ ͘ may be a Gaussian wave packet. Under the action of e ϪitH 0 /ប , the wave packet ͉r ជ p ជ ͘ follows a straight trajectory,
so that, for example,
͑113͒
In reality the packet in Eq. ͑109͒ spreads and acquires a phase ͓44͔, but these disappear in Eq. ͑113͒. We also have
where we defined
Putting this into Eq. ͑85͒ we get
͵ dr ជ dp ជ e
͑118͒
We now assume that the perturbers have a single mean velocity v , that is, in
we put
The ͑const͒ appears in both the numerator and denominator of Eq. ͑118͒, and cancels out. We thus get, finally,
where r(t)ϭ͓ 2 ϩ(xϩv t) 2 ͔ 1/2 with the impact parameter of the perturber trajectory.
In the above, we effectively neglected the influence of the potentials V e (r) and V e Ј (r) on the perturber trajectories, which remain straight lines. See Ref. ͓45͔ for a different derivation using WKB wave functions. This approximation should not cause errors that are too serious for the following reasons:
͑i͒ The line center ͑shift and width͒ are mainly determined by the phase shifts associated with completed collisions, and should not be very sensitive, on average, to the details of trajectories.
͑ii͒ The line wings, which are sensitive to what happens within collisions, are mainly determined by quasistatic effects, and the straight trajectory classical expression ͓Eq. ͑121͔͒ yields, via a stationary phase approximation, the same quasistatic result as does the quantum expression, including the correct Boltzmann factors ͑see Ref.
͓45͔͒.
Although we should really drop the Boltzmann factor e Ϫ␤V e (r) for consistency with our straight trajectories approximation, by keeping it we much improve the result in the wings. Note that over regions where V e (r)Ͻ0, the factor e Ϫ␤V e (r) accounts for bound states of the radiator-perturber pair, but in a classical approximation wherein the discrete bound states are replaced by a continuum; thus, any band structure is smeared out. Note finally that we associated a factor e Ϫ(1/2)␤V e (r) with each factor d, rather than keeping e Ϫ␤V e (r) in a single piece associated with the first d only. This has the advantage of making the Boltzmann factor simply modulate d(r). Also the resulting expression fits better with a Feynman path picture ͓45,46͔, since e Ϫ(1/2)␤V e (r) is the amplitude for the perturber to be at r, as opposed to the probability e Ϫ␤V e (r) .
VI. APPLICATION TO THE LYMAN-␣ AND LYMAN-␤ PROFILES PERTURBED BY PROTONS
Since our main purpose in the present paper is to study the influence of dipole moment variations, the present calculations neglect the modulation of d(r ជ ) by the Boltzmann amplitude e Ϫ(1/2)␤V e (r) , which is different in emission and absorption. This is fairly justified if there are no bound states formed, which seems reasonable in the specific applications we have in view, and if we do not consider the very far wings involving very close collisions inside the repulsive core.
A. Diatomic potentials and dipole moments
The adiabatic interaction of a neutral hydrogen atom with a proton is described by potential energies V(R) for each electronic state of the H 2 ϩ molecule. Electric-dipole transitions between these states are responsible for the line profile. When the difference ⌬V(R) between the upper and lower potentials for a transition presents an extremum ⌬V ext the unified theory predicts that there will be satellites periodically centered at ͓38,47,48͔
Here ⌬ is the frequency difference between the center of the unperturbed spectral line and the satellite feature, measured for convenience in the same units as the potentialenergy difference. An H 2 ϩ correlation diagram is given in Ref.
͓23͔ for Lyman-␣ and in Ref. ͓49͔ for Lyman-␤. We used the potentials of H 2 ϩ calculated by Madsen and Peek ͓31͔ for the transitions contributing to Lyman-␣ and Lyman-␤; that is, for those which asymptotically go, respectively, to the n ϭ2 and nϭ3 state of atomic hydrogen and a free proton. The existence of minima in the potential differences for some allowed transitions leads us to expect the presence of satellite features on the wings of Lyman-␣ and Lyman-␤ ͓23,49͔. For the transition 2p u Ϫ3d g the difference potential minimum is Ϫ11 080 cm Ϫ1 , which gives rise to a binary satellite at 1405 Å in the red wing of Lyman-␣. This feature has been observed in UV spectra of DA white dwarfs and laser-produced plasmas. For these very low densities the strength of the wing up to the binary satellite is linear with density.
Dipole transition moments have been calculated by Ramaker and Peek ͓32͔. To point out the importance of the variation of dipole moments we display its variation with internuclear distance. Figures 1 and 2 show the dipole moment for the transitions that should produce a satellite on Lyman-␣ at 1405 Å and on Lyman-␤ at 1078 Å. The last one is due to the transition 5g g Ϫ2 p u . It has been observed in DA white dwarf spectra obtained with HUT ͓13͔.
The transition moment at small internuclear distances differs notably from the asymptotic value, in particular for R around the potential minimum where the satellite is formed. This behavior leads us to expect that the variation of the dipole will have an important effect on the amplitude of the 1405 Å satellite. By contrast, in Fig. 3 the dipole moment for a transition contributing to Lyman-␣ at 1234 Å remains flat with a value close to the asymptotic dipole. Figure 4 compares the profiles obtained in the constant dipole approximation to the new calculations which take into account the variation of the dipole during collisions. The amplitude of the 1405 Å satellite is seen to be roughly mul-tiplied by a factor of 2, whereas the other satellites in the wing have not changed much because their dipole moments stay close to the asymptotic values and do not vary as dramatically in the region of interest. Because of the overlap of the Lyman-␣ blue wing and the Lyman-␤ red wing we present the sum of the profiles of Lyman-␣ and Lyman-␤ in Fig. 5 . The variation of dipoles also affects the amplitude of the satellites present in the Lyman-␤ red wing ͓49͔.
B. Calculation of the Lyman-␣ and Lyman-␤ profiles

VII. APPLICATION TO LASER-PRODUCED HYDROGEN PLASMA
The observation of the shape and far wing of Lyman-␣ broadened by neutral atom and ion collisions in a laserproduced hydrogen plasma also has been compared with some of the calculations discussed here ͓29͔. In those experiments, self-focusing of a 1.064 m, 6 ns, 600 mJ laser caused most of its energy to be delivered suddenly to a cylindrical volume only a few m in diameter and a few mm long. The resulting shock front and postshock gas provide a source for studying radiative collisions of atomic H experimentally with time-resolved emission spectroscopy. The prompt atomic emission from the plasma arose from a thin hot expanding shell in which the primary components were neutral H, H ϩ , and electrons. The observed spectrum revealed satellites due to collisions with H and H ϩ , including strong satellites close to Lyman-␣ at 1230 and 1240 Å, and weaker ones in the extremely far wing at 1400 and 1600 Å.
The satellite observed at approximately 1230 Å was identified as due to collisions with H ϩ . Figure 3 illustrates that the difference potential minimum contributing to this feature occurs at an atom-ion separation of 10 Å, and as such is a probable collision in a dense plasma. This satellite dominates the near wing of Lyman-␣ in the observed spectrum, as the theoretical profiles predict. The spectral region close to the line core was modified by radiation transfer effects and collisions with electrons in the plasma source. In the far wing around 1600 Å, however, the observed profile was optically thin and it was possible to make a quantitative comparison with the theory. The result is reproduced in Fig.  6 , in which the experimental profile has been corrected for bound-bound emission. The theory described here allows for the increase in the dipole moment at the atom-atom separations contributing to this region of the spectrum. It predicts a satellite which is about a factor of two more intense at 1600 Å, relative to the continuum at 1500 Å, than a constant dipole theory. As the figure shows, the variable dipole model is in much better agreement with the experiment.
Both theory and experiment show an oscillatory structure between the satellite and the line, with a minimum at about 1525 Å. These oscillations are an interference effect ͓45,50͔, and are expected to depend on the relative velocity of the collision and therefore on temperature. For this reason, we investigated the effect of averaging over velocity in the theoretical evaluation, rather than using a single fixed mean velocity. The evaluation was done numerically by performing the calculation for different velocities and then thermally averaging with 24-point Gauss-Laguerre integration. The result for a single trial temperature of 10 000 K is shown in Fig. 7 . Both the constant and variable dipole moment theories predicted an oscillation at 1530 Å with a depth of about 20% of the continuum. The velocity averaging reduces this to about 5%. The velocity-averaged profile including a variable dipole moment is still in good agreement with the experiment. Averaging over velocity does not significantly change the far wing profile, as one would expect.
VIII. ASTROPHYSICAL APPLICATION
A. Comparison of IUE observation of Bootis star with synthetic spectra
Satellite features at 1600 and 1405 Å in the Lyman-␣ wing associated with free-free quasimolecular transitions of H 2 and H 2 ϩ have been observed in UV spectra of certain stars obtained with the IUE and Hubble Space Telescope ͑HST͒ ͓24-27͔. The stars that show Lyman-␣ satellites are DA white dwarfs, old Horizontal Branch stars of spectral type A, peculiar spectral type A stars of Population I, and the Bootis stars. The last two have the distinctive property of poor metal content, that is, low abundances of elements other than H and He. In the observed UV spectra of DA white dwarf stars, Bootis stars, and laboratory plasmas, the strength of the contributions to the Lyman-␣ wing caused by neutral collisions relative to the contributions caused by charged perturbers depends very strongly on the ionization balance of hydrogen, and thus, through the Saha equation, on the stellar parameters T eff and log 10 g. As a consequence of its dependence on the degree of ionization, the shape of the Lyman-␣ wing is a very sensitive tool for determining these parameters once accurate absorption coefficients for the line wing are known.
The new theoretical Lyman-␣ line profiles have been included in stellar atmosphere programs for the computation of model stellar atmosphere spectra and synthetic spectra of Bootis stars ͓51,52͔. A comparison of the new calculations FIG. 7. Velocity average for the 1600 Å satellite of Lyman-␣ computed for 10 000 K with n H ϭ10 17 cm Ϫ3 compared to a a laserplasma experiment at n H ϭ10 19 cm Ϫ3 scaled to fit.
with observations made with the IUE as shown in Fig. 8 demonstrates that these last improvements are of fundamental importance for obtaining a better quantitative interpretation of the spectra and for determining stellar atmospheric parameters.
B. Comparison with a HUT observation of the white dwarf Wolf 1346
The optical spectrum of the star Wolf 1346 shows that it is a normal type DA white dwarf with a temperature of 20 000 K and no indications of chemical elements other than hydrogen. While several hotter DA white dwarfs show a Lyman series compatible with symmetrically Stark broadened profiles without unexplained features, Wolf 1346 has a Lyman-␤ line with a strong asymmetry, a very steep red wing, and absorption features in the wing near 1060 and 1078 Å. In Fig. 9 the comparison for the HUT spectrum of Wolf 1346 shows that the far UV is very well fitted with a synthetic spectrum computed with the profile calculations described here ͓53͔.
IX. CONCLUSION
The main objective of this paper was to show the influence of the variation of the dipole moment on line profile features that are present in the far wings of the Lyman series lines of atomic H. We first provided a careful derivation of an adiabatic classical path approximation for the spectrum, allowing for degenerate atomic states and radiative dipole moments which vary with internuclear distances.
In order to take into account the overlap of the Lyman-␣ blue wing and the Lyman-␤ red wing we had to sum correctly their respective contributions. Figure 5 illustrates a numerical calculation of the far ultraviolet profile of Lyman-␣ and Lyman-␤ based on the theory presented here. Large changes in the intensity of the satellites occur when the dipole moment varies significantly in the region of internuclear distance where the satellite is formed. As a consequence the variation of the dipole has to be taken into account to obtain reliable results if they are used as diagnostics of stellar and plasma parameters. 16 cm Ϫ3 . The temperature assumed for the calculation is 20 000 K; the profile, however, is very insensitive to the temperature. Middle panel: theoretical synthetic spectra for a pure hydrogen white dwarf model atmosphere with T eff ϭ18 000, log 10 gϭ8. Ordinate is F in units of 10 16 erg cm Ϫ2 s Ϫ1 . The solid line is calculated with the new profiles, the dotted lines with the old profiles with constant dipole moments, and the dashed line is a synthetic spectrum calculated with the standard VCS Stark broadening theory. Lower panel: far UV spectrum of the white dwarf WD2032ϩ248 ͑Wolf 1346͒ observed with the Hopkins Ultraviolet Telescope ͑solid line͒, and theoretical model ͑dotted line͒.
