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Summary
For this project, we analyse cataract surgery videos. It is known that the motions of both
camera and surgical instruments are indicative of surgical skill in simulated environments.
Through the application of computer vision algorithms, we attempt to automatically measure
these motions.
Video data from cataract surgery videos have many sources of noise that complicate the ob-
servation of such motion. As no 'de facto' method exists for tracking surgical instruments
we investigate the validity of applying cues based upon colour, shape and motion to identify
surgical instruments. In addition, we develop a iris tracker based upon Histogram of Gra-
dients object detection to measure the changes in camera state throughout a procedure. A
methodology based upon invariant characteristics of surgical instrument motion is developed
and applied to a large dataset of procedures. Metrics such as path length and number of
motions for surgical instruments in cataract surgery are measured with this fully automatic
methodology.
Path length and number of movements are compared with surgeon's experience and skill level
as measured with a manual surgical skill marking scheme. These metrics are shown to be
proportional to a surgeon's experience and in agreement with manual measures of surgical
skill.
3
Publications
PhacoTracking: an evolving paradigm in ophthalmic surgical training. Smith P, Tang L,
Balntas V, Young K, Athanasiadis Y, Sullivan P, Hussain B and Saleh GM.
doi: 10.1001/jamaophthalmol.2013.28
Tracking camera control in endoscopic dacryocystorhinostomy surgery. Wawrzynski J, Smith
P, Tang L, Hoare T, Caputo S, Siddiqui A, Tsatsos M and Saleh GM.
doi: 10.1111/coa.12433
4
Abbreviations
AR . . . . . . . Augmented reality
BOF . . . . . . Bag-of-Features
BRISK . . . . Binary Robust Invariant Scalable Keypoints
CCC . . . . . . Continuous Curvilinear Capsulorhexis
DMEK . . . . Descemet's Membrane Endothelial Keratoplasty
Endo-DCR . . Endoscopic Dacryocystorhinostomy
ENT . . . . . . Ear, Nose and Throat Surgery
FREAK . . . . Fast Retina Keypoint
GPU . . . . . . Graphics Processing Unit
HoG . . . . . . Histogram of Gradient
ICO-OSCAR . International Council of Ophthalmology's Opthalmology Surgical Compe-
tency Assessment Rubric
ICSAD . . . . Imperial College Surgical Assessment Device
KLT . . . . . . Kanade-Lucas-Tomasi
MCMC . . . . Monte Carlo Markov Chain
MIS . . . . . . Minimally Invasive Surgery
MSER . . . . . Maximally Stable Extremal Regions
OSACCS . . . Objective Structured Assessment of Cataract Surgical Skill
5
OSATS . . . . Objective Structured Assessment of Technical Skill
SD . . . . . . . Standard Deviation
SIFT . . . . . . Scale-invariant Feature Transform
SURF . . . . . Speeded Up Robust Features
6
Acknowledgments
I would like to acknowledge the support I have received to produce this thesis. My supervisor,
Lilian Tang has been a constant source kindness, inspiration and support throughout my
time as an undergraduate and postgraduate during my time at the University of Surrey. The
conversation we have had over the years has expanded my horizons as a scientist. I have only
been able to complete this project because of Lilian. I have enjoyed the countless hours myself
and George Saleh have spent working on the data produced in this thesis to understand its
impact from a medical viewpoint. Simon Jones has provided invaluable support in advising
regarding statistical matters. Yin Hu provided much appreciated assistance in formatting this
document. I have been fortunate enough to work alongside many others during this project, in
particular I will fondly remember the time spent working with Jonathan Goh, Vasilis Baltnas
and Andreas Theodorou. I would also like to thank my PhD examiners Dr. Saeid Sanei and
Dr. Margaret Varga for their valuable feedback.
From a personal perspective, I would like to thank the GUCH team at the Royal Brompton
for maintaining my health so that I have been able to complete this project, in particular, Carl
Harries who has been the strongest of supports in many diﬃcult times. My family of Adrian
Smith, Debbie Smith, Sam Smith, Richard Hawken, Tony Witt and Joyce Witt have made my
education possible. The hours of happiness I treasured with my dogs Shelley, Jess and Lara.
My friends David Errington, Aaron Ledger and Marco Sassoli, have been a constant source of
support for as long as I can remember. Thank you to Tony Salmon the giving me the chance
of all this.
Finally my wife Reem, thank you, I would never have have ﬁnished this without you.
7
Contents
1 Introduction 21
1.1 Measurement of Surgical Skill . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.2 Development of Objective Structured Assessment Tools . . . . . . . . . . . . . 23
1.3 Minimally Invasive Surgery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.4 Objective Structured Assessment Tools . . . . . . . . . . . . . . . . . . . . . . . 24
1.5 Application of Computer Vision Algorithms to Measure Instrument Motion . . 25
1.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2 Challenges of Automating Analysis of Surgical Videos 28
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.2 Cataract Operation Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.3 Metrics for Analysis of Surgical Skill . . . . . . . . . . . . . . . . . . . . . . . . 30
2.4 Strategies for Measuring Instrument Displacement . . . . . . . . . . . . . . . . 31
2.4.1 Segmentation of Whole Instrument . . . . . . . . . . . . . . . . . . . . . 31
2.4.2 Locating the Tip of Instruments . . . . . . . . . . . . . . . . . . . . . . 32
2.4.3 Locating a Single Stable Point on Instruments . . . . . . . . . . . . . . . 33
2.4.4 Locating Several Stable Points on Instruments . . . . . . . . . . . . . . 33
8
2.5 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.6 Impact of Data Complexity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.6.1 Camera Motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.6.2 Instrument Occlusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.6.3 Variations in Lighting . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.6.4 Instrument Motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.6.5 The Use of Dyes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.6.6 Unpredictable Instrument Appearance . . . . . . . . . . . . . . . . . . . 40
2.6.7 Changes in Instrument Orientations and Poses . . . . . . . . . . . . . . 41
2.6.8 Variations in Retina Appearance Over Operation Procedure . . . . . . . 43
2.7 Computational Cues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.7.1 Colour Cues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.7.2 Shape Cues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.7.3 Motion Cues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3 Literature Review 48
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.2 Surgical Skill Assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.3 Review of Computer Vision Methods for Tracking Surgical Instruments . . . . . 53
3.4 General Object Tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.5 Stable Point Identiﬁcation and Tracking . . . . . . . . . . . . . . . . . . . . . . 58
3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
9
4 Anatomical Structures Analysis 63
4.1 Data Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.2 Frame Selection for Evaluation of Algorithms . . . . . . . . . . . . . . . . . . . 65
4.3 Methodology for Automatic Selection of Visually Distinct Frames . . . . . . . . 66
4.3.1 Scene Descriptors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.3.2 Histogram of Gradient for Eye Structure Analysis . . . . . . . . . . . . . 68
4.3.3 Detector Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.4 Analysis of Camera Movement . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.4.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.4.3 Inclusion Criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5 Tracking Surgical Instrument in Cataract Surgery 89
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2 Colour Methodologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.2.1 Background Colour Cluster Analysis . . . . . . . . . . . . . . . . . . . . 90
5.2.2 Identiﬁcation of Instruments Through Colour Cue in the Normalised
RGB Colour Space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.2.2.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.2.2.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.2.2.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
10
5.3 Detection of Instruments with Shape Cues . . . . . . . . . . . . . . . . . . . . . 100
5.3.1 Application of Sobel Detector to Surgical Videos . . . . . . . . . . . . . 102
5.3.1.1 Results of Sobel Detector . . . . . . . . . . . . . . . . . . . . . 102
5.3.1.2 Discussion of Sobel Detector . . . . . . . . . . . . . . . . . . . 104
5.3.1.3 Analysis of Reﬂection . . . . . . . . . . . . . . . . . . . . . . . 105
5.3.2 Instrument Detection Through Identiﬁcation of Straight Lines with the
Hough Transform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.3.2.1 Hough Detection for Straight Lines . . . . . . . . . . . . . . . . 105
5.3.2.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.3.2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.3.2.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.3.3 Instrument Detection Through Identiﬁcation of Parallel Edges . . . . . . 111
5.3.3.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.3.3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.3.3.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.4 Analysis of Motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.4.0.1 Motion Based Identiﬁcation of Surgical Instruments in Cataract
Surgery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.4.0.2 Point Detection and Subsequent Tracking . . . . . . . . . . . . 119
5.4.0.3 Kanade-Lucas-Tomasi Tracking . . . . . . . . . . . . . . . . . . 120
5.4.0.4 Motion Threshold . . . . . . . . . . . . . . . . . . . . . . . . . 122
5.4.0.5 Background Motion Estimation . . . . . . . . . . . . . . . . . . 123
5.4.0.6 Setting Speed Threshold . . . . . . . . . . . . . . . . . . . . . . 123
11
5.4.0.7 Classiﬁcation of Tracks . . . . . . . . . . . . . . . . . . . . . . 127
5.4.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.4.2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
6 Evaluation of Instrument Tracking System and Surgical Skill Measurement134
6.1 Quantitative Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.1.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.1.3 Result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
6.1.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.2 Qualitative Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
6.3 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
6.3.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
6.4 PhacoTracking: An Novel Technology for Cataract Surgical Training . . . . . . 140
6.4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
6.4.2 Instrument Motion Measurement . . . . . . . . . . . . . . . . . . . . . . 140
6.4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
6.4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
6.5 Concurrent Validation of Human and Machine Rubrics for Cataract Surgery . . 143
6.5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
6.5.1.1 Scoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
6.5.2 Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
6.5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
12
6.5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
6.6 Dexterity analysis of surgical tasks in cataract surgery . . . . . . . . . . . . . . 149
6.6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
6.6.2 Segment Analysis of Phacoemulsiﬁcation . . . . . . . . . . . . . . . . . . 150
6.6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
6.6.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
6.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
7 Conclusions and Future Work 157
7.1 Impact of Automatic Quantitative Measurements of Surgical Skill . . . . . . . . 157
7.2 Progress in Applying Computer Vision Algorithms to Cataract Surgical Videos 158
7.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
References 161
13
List of Figures
1.1 Photograph of a microscope platform used in cataract surgery (www.gemini.cz
n.d.). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.1 Key tasks in cataract surgery (a) incision, (b) CCC, (c) phacoemulsiﬁcation
and (d) irrigation and aspiration. . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2 Demonstration of various instrument tracking strategies. . . . . . . . . . . . . . 46
2.3 Images of diﬀerent complexities found in typical cataract surgery videos. . . . . 47
3.1 Example of instrument tracking in laparoscopric procedures. . . . . . . . . . . . 61
3.2 Example of object matching based upon SIFT features from Object Recog-
nition from Local Scale-Invariant Features (Lowe 1999). The top row shows
the planner objects, the second row shows the input images and the third row
presents the detection of the objects. . . . . . . . . . . . . . . . . . . . . . . . . 62
4.1 PCA applied to GIST descriptor for each frame to reduce to 2 dimensions,
clusters found with k-means cluster where number of cluster is 25. . . . . . . . 70
4.2 Example of frames automatically extracted from complete cataract surgery
video with GIST-PCA-K-means methodology. . . . . . . . . . . . . . . . . . . . 71
4.3 Training examples used for the full iris detector. . . . . . . . . . . . . . . . . . . 72
4.4 Training examples used for the left part of iris detector. . . . . . . . . . . . . . 72
14
4.5 Training examples used for the right part of iris detector. . . . . . . . . . . . . 73
4.6 Training examples used for the bottom part of iris detector. . . . . . . . . . . . 73
4.7 Training examples used for the top part of iris detector. . . . . . . . . . . . . . 73
4.8 Detection result for HoG detector applied to a cataract surgery video frame.
Detectors are left (Cyan), right (pink), top (green) and full (blue). The detector
for the bottom of the iris has failed due to the surgical instrument present in
this part of the frame. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.9 Figure demonstrating the use of HoG detectors for iris left (Cyan), iris right
(pink), iris top (green) and full iris (blue) for the ﬁrst 23 frames of a cataract
surgery video extracted with GIST clustering method. . . . . . . . . . . . . . . 78
4.10 Graph demonstrating the relationship between the surgeon's OSACSS score
and centration of pupil. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.11 Graph demonstrating the relationship between the surgeon's OSACSS score
and total pupil path length during a cataract procedure. . . . . . . . . . . . . . 84
4.12 Graph demonstrating the relationship between the surgeon's experience and
pupil centration during a cataract procedure. . . . . . . . . . . . . . . . . . . . 85
4.13 Graph demonstrating the relationship between the surgeon's experience and
total pupil path length during a cataract procedure. . . . . . . . . . . . . . . . 86
5.1 Analysis of colour distribution in typical cataract surgery frame. The source
frame (a), labels for each pixel (b) and labels overlaid on original image (c). . . 91
5.2 Analysis of hue and saturation distribution in typical cataract surgery frame.
The source frame labels for each pixel (a) and labels overlaid on original image
(b). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.3 Analysis of normalised RG distribution in typical cataract surgery frame. The
source frame (a), labels for each pixel (b), labels (clusters = 3) overlaid on
original image (c), labels (clusters = 6) overlaid on original image (d). . . . . . 93
15
5.4 Box plot of average normalised red and green value per frame for 17 videos (a
and b respectively). The line within the boxes are median value; limit lines,
95% conﬁdence intervals(± 2 SDs; the edge of the boxes are ± 1 SD); and the
asterisks, extremes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.5 Box plot of standard deviation of normalised RGB colour space red and green
value per frame for 17 videos (a and b respectively). The line within the boxes
are median value; limit lines, 95% conﬁdence intervals(± 2 SDs; the edge of the
boxes are ± 1 SD); and the asterisks, extremes . . . . . . . . . . . . . . . . . . 95
5.6 Distance of average green colour to pixel normalised green colour (ﬁrst row),
distance of average red colour to pixel normalised red colour (second row) and
source images (third row). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.7 Results of instrument colour identiﬁcaiton method applied to cataract surgery. . 98
5.8 Results of instrument colour identiﬁcaiton method applied to a Tonsillectomy. . 99
5.9 Images of the soblel detector being applied to various frames from cataract
surgery videos. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.10 Results of sobel detector applied to various frame from a tonsillectomy procedure.104
5.11 Results of hough detector at varying threshold applied to images returned from
the GIST-PCA frame selection method in Chapter 4. . . . . . . . . . . . . . . . 107
5.12 Results of hough detector at varying threshold applied to images returned from
the GIST-PCA frame selection method in Chapter 4. . . . . . . . . . . . . . . . 107
5.13 Results of hough detector at varying threshold applied to images returned from
the GIST-PCA frame selection method in Chapter 4. . . . . . . . . . . . . . . . 108
5.14 Results of hough detector at varying threshold applied to images returned from
the GIST-PCA frame selection method in Chapter 4. . . . . . . . . . . . . . . . 108
5.15 Results of hough detector at varying threshold applied to images returned from
the GIST-PCA frame selection method in Chapter 4. . . . . . . . . . . . . . . . 109
16
5.16 Results of hough detector at varying threshold applied to images returned from
the GIST-PCA frame selection method in Chapter 4. . . . . . . . . . . . . . . . 109
5.17 Results of hough detector at varying threshold applied to images returned from
the GIST-PCA frame selection method in Chapter 4. . . . . . . . . . . . . . . . 110
5.18 Results of hough detector at varying threshold applied to images returned from
the GIST-PCA frame selection method in Chapter 4. . . . . . . . . . . . . . . . 110
5.19 Diagram showing edge votes (Red) from two parallel edges. Intercepts of votes
are detected to indicate the presence of parallel lines. . . . . . . . . . . . . . . . 114
5.20 Results of parallel line detection in cataract surgical videos for a variety of
instrument types. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.21 Block diagram of instrument tracking algorithm based upon motion cue. . . . . 119
5.22 Harris point detection applied to frame without surgical instruments present. . 120
5.23 Harris point detection applied to frame surgical instruments and blue dye applied.121
5.24 Harris point detection applied to frame with multiple surgical instruments. . . . 122
5.25 Histogram of background motion compensated motions. . . . . . . . . . . . . . 124
5.26 Traces of unknown parameters in MCMC. . . . . . . . . . . . . . . . . . . . . . 126
5.27 Clusters found from MCMC, x-axis is the speed per frame and the y-axis is the
normalised frequency. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
5.28 Histogram of instrument motion proportion for tracked feature points. . . . . . 128
5.29 Results of instrument tracker for a selection of instrument types. . . . . . . . . 129
6.1 Histogram of Delta speed for ground truth and automatic instrument tracker. . 136
6.2 Box plot showing (a) total path length, (b) total number of movements and (c)
time taken for novice and expert surgeons. The line within the boxes are mean
value; limit lines, 95% conﬁdence intervals(± 2 SDs; the edge of the boxes are
± 1 SD); and the asterisks, extremes. . . . . . . . . . . . . . . . . . . . . . . . . 141
17
6.3 The videos were independently marked using (a) PhacoTrack motion analysis
and with the (b) OSACSS marking rubric. The phacoemulsiﬁcation stage is
being measured in the ﬁgure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
6.4 Bland-Altman for predicted OSACCS score (based upon regression model for
total path length) to actual path length. . . . . . . . . . . . . . . . . . . . . . . 145
6.5 The (a) instrument path lenghts, (b) number of instrument movements and (c)
time taken to the surgeon's normalised total OSACCS score. . . . . . . . . . . . 146
6.6 Figure demonstrating the path length measured with automatic instrument
tracker for various surgical tasks. . . . . . . . . . . . . . . . . . . . . . . . . . . 152
6.7 Figure demonstrating the number of movements measured with automatic in-
strument tracker for various surgical tasks. . . . . . . . . . . . . . . . . . . . . . 153
6.8 Figure demonstrating the time taken for various surgical tasks. . . . . . . . . . 154
7.1 Examples of instrument tracking in (a) DMEK, (b) general surgery and (c)
robotic surgery. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
18
List of Tables
4.1 Table showing true positives, true negative, false positive and false negatives
for the full iris HoG detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.2 Table showing true positives, true negative, false positive and false negatives
for the full left side of iris HoG detector . . . . . . . . . . . . . . . . . . . . . . 79
4.3 Table showing true positives, true negative, false positive and false negatives
for the right side of iris HoG detector . . . . . . . . . . . . . . . . . . . . . . . . 80
4.4 Table showing true positives, true negative, false positive and false negatives
for the top of iris HoG detector . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.5 Table showing true positives, true negative, false positive and false negatives
for the bottom of iris HoG detector . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.6 Table of the precision and recall for all iris part detectors . . . . . . . . . . . . 81
5.1 Approximate t-test comparison between novice and expert surgeon's for com-
mon tasks in cataract surgery. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
6.1 Table of observed mean speeds . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
6.2 Table showing OSACCS score, instrument path lengths, number of instrument
movements and time taken. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
6.3 Results for junior and senior surgeons . . . . . . . . . . . . . . . . . . . . . . . 151
19
6.4 Table showing OSACCS score, instrument path lengths, number of instrument
movements and time taken. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
20
Chapter 1
Introduction
Minimally invasive surgery (MIS) has been shown to give better patient outcomes while re-
ducing patient recovery time and cost. However, this technique requires training of speciﬁc
operating skills. The shift to MIS has coincided with the introduction of the EuropeanWorking
Time Directive that has reduced the amount of time trainee surgeons spend in the operating
theatre. In response to calls for improved governance and assessment, a revalidation program
is being implemented from 2013 (The Medical Profession Regulations 2013 n.d.). The above
has increased the need for new ways to enhance surgical skill training in the most time and
cost-eﬃcient manner, and to objectively assess competence during training and for revalida-
tion.
Traditional measures rely on a human expert providing feedback. However, evidence shows
that it is hard to provide feedback that is objective and consistent. The need for objective
quantitative systems was cemented by surgical errors taking too long to be discovered, resulting
in risks to patient safety (Darzi et al. 1999). Analysis of the motion of surgical instruments
can provide objective and quantitative feedback of competence in simulation environments
but has not so far been developed for live surgery. In this project, we aim to develop novel
methods that can analyse and provide objective feedback from a video of live surgery.
The use of objective structured assessment to understand surgical skill can provide key beneﬁts
both for surgeons and for patients. Reduced time operating while being a trainee surgeon
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makes it important to be able to use their operating time in an eﬃcient manner to improve
their abilities as rapidly as possible. Objective assessment that accurately assess a surgeon's
skill while providing relevant feedback is seen as a key component of improving the rate of
improvement in a trainee surgeon.
We primarily focus on cataract surgery with a view to extending developed methods to other
ophthalmic sub-specialties including vitreoretinal, corneal and glaucoma along with other
surgical specialties such as ear, nose, and throat surgery (ENT). The research outcome of this
work may also bridge the gap between virtual reality and actual surgery. The beneﬁts will
be faster, safer and more consistent training, with the resultant beneﬁts to patients through
reduced errors and cost savings for healthcare services.
1.1 Measurement of Surgical Skill
The concept of a surgeon possessing surgical skill has been apparent in medicine since the
earliest surgical procedures. Thomas Morstede wrote in 1446 that a good surgeon should "be
dexterous and steady untrembling hands, and clear sight" (Kirkpatrick et al. 1997). Early
measures of surgical skill where particularly focused upon the speed of surgery due to the lack
of anesthetic, resulting in better patient outcomes. Darzi (Darzi et al. 1999) notes that in
the early 19th century, surgeon "Robert Liston challenged observers, 'Now gentlemen, time
me', 28 seconds before placing an amputated limb in the sawdust" (Ellis 1984a). While the
introduction of anesthetic allowed measures for surgical skill to include other metrics, time
remains a useful indicator of surgical skill (Van Rij et al. 1995). When forming new surgical
skill measures, comparisons with the time taken for a procedure will be useful as an indicator
regarding the new metrics validity before further investigation is undertaken.
Success rates are not necessarily indicative of a surgeon's skill as a patients condition will also
impact the success rate, it is also important to note that surgical outcomes can be aﬀected by
other factors such as anesthetists skill and quality of postoperative care. While variations in
the diﬃculty of a procedure can be mitigated by an assessment of the procedure diﬃculty and
the patients condition, external factors that aﬀect success rate such as postoperative cannot
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easily be accounted for in success rates. As such it is useful to observe a surgeon and make
a judgment regarding their performance. The diﬃculty of a procedure needs to be accounted
for in both quantitative and qualitative systems.
1.2 Development of Objective Structured Assessment Tools
Due to the multidisciplinary nature of this PhD two broad themes are explored. Firstly, we
investigate the current state of medical assessment on surgery to understand the key criteria
in relation to skill assessment. Secondly we research computer vision algorithms that provide
insight into methodologies that may be able to measure instrument motion in surgery videos
in order to extract useful information associated with surgical skill.
1.3 Minimally Invasive Surgery
Surgery can be deﬁned as "a branch of medicine concerned with diseases and conditions
requiring or amenable to operative or manual procedures" (Websters Dictionary n.d.). In
many cases, it is necessary for the surgeon to be able to access internal body structures.
Traditionally this involved creating incision large enough for a surgeon to be able to manipulate
the appropriate part of a patient. However, while this approach has been used successfully
in wide variety of surgical disciplines a large wound leads to long recovery time and a high
risk of infection. Wickham (Wickham 1987) states that "What makes patients ill after an
operation is the iatrogenic damage that surgeons have inﬂicted in achieving their technical
aim." while giving the example of "a patient who has had a renal stone removed by open
surgery is incapacitated for weeks by the trauma needed to reach the stone; if the stone
is removed either by per-cutaneous nephrolithotomy, which requires cutting through only a
few tissues, or extracorporeal shock wave lithotripsy, which is entirely non-invasive, then the
patient can return to normal life within hours.". The use of MIS where the size of the wound
created to access the relevant parts of a patients body is minimised resolves these drawbacks
to open surgery.
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Accomplishing surgeries through smaller incisions requires the use of new tools and skills. In
many MIS procedures, an endoscope is used to provide vision to the surgeon while specialised
tools that can be passed through small incision are utilised. In eye surgeries, such as cataract
procedures, a microscope platform is used to enable a surgeon to magnify their view of the
procedure. An example of these platforms can be seen in Figure 1.1. This enables surgeon's to
operate accurately at a small scale. To successfully complete MIS procedures, surgeons need
to be able to complete very delicate manipulations of their instruments. This requires a high
level of training in order to learn the necessary motor skills.
1.4 Objective Structured Assessment Tools
Early attempts to objectively measure surgical skill have centered around a manual evaluation
of speciﬁc skills. The Objective structured assessment of technical skill (OSATS) uses metrics
that are either speciﬁc or non-speciﬁc to an operation. Its evaluation results showed that there
was a high level of agreement between live and simulated environments. The global ratings
were able to discriminate between surgeons experience. Newer schemes that focus on speciﬁc
procedures have been created. In cataract surgery the Objective Structured Assessment of
Cataract Surgical Skill (OSACCS) (Saleh et al. 2007) and more recently International Council
of Ophthalmology's Opthalmology Surgical Competency Assessment Rubric (ICO-OSCAR)
have been widely adopted (Golnik et al. 2012). The OSACSS and ICO-OSCAR schemes have
proven very useful in surgical training as a method for generating salient feedback to trainees.
These scoring systems are usually applied to video recordings of cataract surgery.
Heuristics commonly applied in the medical ﬁeld have suggested that a good surgeon will
display quick, economic and precise movements (Ellis 1984b). Through the measurement of
metrics such as path length, time of procedure and number of movements with motion sensors
attached to surgeons' hands, the surgical skill level could be discriminated for cataract surgical
tasks in a wet lab environment (Saleh et al. 2006a, 2008, Bann et al. 2003). Similar metrics
has been used for the development and scoring systems in virtual reality simulators such as
the EyesI platform (Solverson et al. 2009). Simulator platforms usually attempt to simulate
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speciﬁc tasks within surgery that can be rapidly repeated by a surgeon until competency is
achieved.
The use of computer vision algorithms for analysing surgeons dexterity in videos is a relatively
unexplored ﬁeld. It is until relatively recently that attempts to quantitatively measure surgical
skill have been developed. In this work, we look at the development of such schemes that
attempt to measure surgical skill in an objective quantitative manner and try to perform
similar measurements in conjunction with computer vision algorithms. This work would also
allow us to discover possible correlation of surgical skill in simulated environments and live
surgery.
Attempts have been made to track instrument motion with the Imperial College Surgical
Assessment Device (ICSAD), which allows for measurements of performance through detailed
measurements of motion behavior (Saleh et al. 2006a). Tracking is performed through markers
located on body articulations to measure motion for a particular limb, i.e. placing probes on
the hand to tracking the hands motion. Detailed hand movement is measured to assess surgical
skills related to the feasibility and validity of hands. Such systems, however, do not measure
the precise motion of surgical instruments. The motion of a surgical instrument is diﬃcult to
derive from the motion of the hand and ﬁngers due to the small scale of the motions that are
present.
1.5 Application of Computer Vision Algorithms to Measure In-
strument Motion
To measure instrument motion, it is necessary to observe an instrument. This can be achieved
through analysis of visual information or by modiﬁcation of instruments to provide motion
information. The latter approach is useful in simulated environments but is problematic in
live surgery as any instrument modiﬁcation would need to be demonstrated as having no eﬀect
upon the instrument function. Observing the instruments motion through videos of surgery is
a more readily accessible approach. Microscope platforms that are in common usage provide
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the capacity to record MIS without necessitating any alterations in the surgeon's methodology.
Early computer vision based methods to track on surgical instruments have relied on cues
that need manual initialisation for each video (McKenna et al. 2005). This makes previous
approaches unsuitable for the key aim of such work as they cannot be applied to large datasets
in a scalable and timely manner. To measure surgical skill, it is necessary to be able to make
measurements over a large number of procedures so that a variety of surgical skills can be
observed. Thus, the goal of this research is to apply state of the art computer vision algorithms
that may provide a more comprehensive and systematic instrument motion tracking than
previously developed methodologies.
1.6 Summary
In this project we aim to:
• Robustly measure instrument motion from videos of live cataract surgery across a large
dataset
• Discover metrics based upon instrument motion that correlate to surgical skill measured
with manual objective structured schemes
• Attempt to apply motion measurement algorithms to a variety of MIS surgeries to pro-
vide a basis for future work
In Chapter 2 we analyse the data from cataract MIS procedures to identify the challenges it
presents for the application of computer vision algorithms. Having identiﬁed the challenges
that need to be addressed to track the surgical instruments we explore related literature in
Chapter 3 to inform the decision made while designing algorithms to track surgical instruments
in a robust manner. Chapter 4 analyses the background visual data in cataract procedure
videos. Measurements are made of the Iris position that can be used to measure a surgeon's
skill. Following on from this in Chapter 5 various methods to measure instrument motion are
explored. The methodology for instrument tracking is evaluated in Chapter 6.
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Figure 1.1: Photograph of a microscope platform used in cataract surgery (www.gemini.cz
n.d.).
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Chapter 2
Challenges of Automating Analysis of
Surgical Videos
2.1 Introduction
To apply computational analysis to unexplored data type and content, it is necessary to analyse
data to ﬁnd appropriate solutions. We explore the challenges that surgical videos pose for the
development of a robust tracking and analysis system. The initial focus of our research is
upon cataract surgical videos. In this chapter, we ﬁrstly describe a typical cataract operation
procedure and discuss possible metrics for measuring surgical skill to understand the output
requirement for an automated system. We then present the types of data that we are going
to deal with in this research, followed by further analysis of the research issues and possible
computational strategies.
2.2 Cataract Operation Procedure
Although there are potentially hundreds of diﬀerent instruments that can be used in a cataract
surgery, there is only a maximum of two in the eye at any one time. The operation is divided
into several stages:
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(a) (b) (c) (d)
Figure 2.1: Key tasks in cataract surgery (a) incision, (b) CCC, (c) phacoemulsiﬁcation and
(d) irrigation and aspiration.
• The initial stages are wound construction, making openings in the eye to allow instru-
ments to be inserted (See Figure 2.1a).
• Secondly the eye is inﬂated with viscoelastic (jelly-like material that holds the front
compartment of the eye open).
• The surgeon then makes a circular opening in the front capsule of the lens; this is known
as a continuous curvilinear capsulorhexis (CCC). This is followed by hydro-dissection,
an instrument that projects salty water is inserted under this circular opening created
by the CCC. A ﬂuid wave then detaches the main body of the lens from its surrounding
capsule (See Figure 2.1b).
• A phacoemulsiﬁcation probe is used to break up the lens with ultrasound (See Figure
2.1c).
• Irrigation and aspiration occurs to remove lens fragments (See Figure 2.1d)).
• A new lens is inserted. Then the irrigation/aspiration probe is used to remove any
remaining viscoelastic.
• The anterior chamber is reﬁlled to reform the eyes anatomy.
In each task, there is a wide variety of speciﬁc instruments, which can include various diﬀerent
shapes, sizes and designs.
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2.3 Metrics for Analysis of Surgical Skill
Through discussions with surgeon's that have created object structured assessment tools such
as OSACCS (Saleh et al. 2007), a variety of possible quantitative measurements that may be
indicative of surgical skill in cataract procedures were identiﬁed. Some metrics that can be
salient when analysing surgical skill are:
• Counting the number of times instruments enter and exit the eye.
• Total number and amplitude of movements: movement may be deﬁned as a change in
velocity or any other measurement if facilitating consistent evaluation. These metrics
would be representative of surgeon's eﬃciency (Section 6.2).
• Total path length of the instruments (Section 6.2).
• Time taken to complete each key tasks of the operation (Section 6.6).
• Operative time vs. total time.
• Velocity of the movements.
• Rotation of the eye, centration of the microscope (Section 4.3.2).
Further parameters could also be extracted to discover a complete suite of assessment that
measures surgical skills at various levels of complexity:
• Calculate a 'tremor value' to represent the surgeon's steadiness of instrument control.
• Movement analysis based on partial information: for example, with a pure chop, the tip
of the instrument or a signiﬁcant portion 'dips' into the cataract and, therefore, is out
of sight. From the remainder of the instrument, we need to track what the instrument
as a whole is doing (5.4.0.1).
• Frequency distribution (FD) and probability density function (PDF): these metrics eval-
uate higher order motion patterns and, therefore, may suggest surgeons of varying expe-
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rience employ of diﬀerent movement combinations to complete a standardised surgical
task.
It has been previously shown that simple displacement based metrics such as path length and
probability distribution function of velocity are indicative of surgical skill in cataract surgery
(Saleh et al. 2006a). Thus, these metrics are interrelated. To obtain these measurements, it is
necessary to obtain the velocity of surgical instruments. In MIS there will usually be 0, 1 or 2
instruments present in a frame, and to maintain the accuracy of path length calculations, the
individual instrument velocities should be obtained separately.
The use of quantitative measurements to measure surgical skill is a relatively recent addition,
and as such, it is likely that further metrics will be found. In this work, we aim to extend
current metrics with further metrics that become apparent from the analysis we undertake.
2.4 Strategies for Measuring Instrument Displacement
To establish many of the metric in Section 2.3 the measurement of the instruments motion
is necessary. To achieve this, it is necessary to detect instruments when they appear in view
and then track its movement. There is a variety of strategies that may be employed to fulﬁl
this task (See Figure 2.2):
• Detect and segment the whole instrument.
• Find instrument tip and track.
• Find a single point on an instrument to track.
• Find multiple points on instruments on an instrument to track.
2.4.1 Segmentation of Whole Instrument
While it is possible to derive common shapes of parts of the instruments, the whole instru-
ment shape is not known before the instruments introduction to the video. Changes in the
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instrument poses alter their apparent shapes in the visible 2D plane, which makes shape cues
unstable.
Nevertheless, segmentation of the whole instrument would be useful as it would enable us
to take measurements of motion from the whole instrument. The most salient parts for
measured metrics can also be picked, for example, the tip, which may make the most signiﬁcant
movements.
Due to the diﬃculties involved in segmentation of varied instruments over a large dataset, it
is likely that we would need to make use of other measurements through diﬀerent instrument
detection strategies so prior information can be obtained for successful segmentation of whole
instruments.
2.4.2 Locating the Tip of Instruments
The tip of an instrument is generally the active part of that instrument, which is used to
manipulate and alter tissue surfaces to complete a procedure. As such the motion of the
instrument tip can be considered to be salient with regards to understanding the instruments.
Instrument tips tend to have similar shapes since instruments must by deﬁnition come to a
point to form a tip, a feature that makes shape-based detection a possibility. The surface area
of the tip, however, is small, making analysis susceptible to noise. Furthermore, it is very
common in many surgical procedures that the instruments are occluded whenever they are
inserted (See Section 2.3), making it diﬃcult to identify the characteristic shape points.
To track the tip of the instrument, a solution to understand partial occlusions needs to be
found. This could take the form of enhancing the edges of the instrument based upon con-
textual information. Another complexity in any attempt to track the tip of an instrument is
that some instruments such as the tweezers found in Figure 2.2 have an ambiguous tip, that
can change in appearance over time.
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2.4.3 Locating a Single Stable Point on Instruments
Instead of locating the tip of an instrument it may be possible to locate a diﬀerent stable
point. This approach would be of particular interest if instruments could be marked to form
an easily tracked point while leaving instrument function unaﬀected. A mark that is known
before tracking would simplify the tracking process. Also, if such a mark were suﬃciently
complex, the pose of an instrument could also be found. At present such marking technologies
are not in common use for surgical instruments making such data unobtainable for this project;
therefore this approach is not pursued further in this work.
2.4.4 Locating Several Stable Points on Instruments
Locating many stable points on an instrument and tracking them over time has some advan-
tages over single point tracking. Firstly, the use of many points makes tracking more robust to
sudden changes in appearance that aﬀect local parts of instruments. The use of multiple point
would also allow for agreement in measurements to be analysed as a sanity check for observed
metrics. Tracking many points over time would increase the computational complexity of the
problem.
2.5 Data Analysis
Data was collected from a group of surgeons with varying abilities, ranging from beginner to
expert. Only procedures that were assessed to be of similar diﬃculty level where considered.
Videos were recorded through the microscope view that is used during surgery. Although the
ﬁeld of vision is narrower than the actual view, a surgeon has, best practice recommends that
the eye be centered in the microscope view thus mitigating the reduced ﬁeld of vision. It
should be noted that quality eye centration in microscope view is dependent on a surgeon's
ability. As such novice surgeon's are expected to be unable to correctly center the eye location
as reliably as expert surgeon's. This may lead to some salient movement not being recorded.
Cataract surgery videos are prone to being highly variable. Although the data for cataract
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surgery we obtained are primarily from one source, they eﬀectively represent the variety of
videos obtained in standard cataract surgical procedures. During our data analysis, it is
important to consider that real world data are likely to be even more varied. Due to the
nature of surgery the video character will be aﬀected by numerous factors such as the ambient
lighting conditions in the operating theatre, surgeon's use of the camera, surgeon's use of
artiﬁcial light. These factors are combined with large variations in the appearance of the eye
due to patients having varying age, eye condition, ethnicity and eye colour.
There are many factors that add complexity to the surgery video data, and these factors
cannot be readily controlled as the recording quality is not prioritised by a surgeon. Some
factors that add complexity for instrument tracking are:
• Camera focus, motion and zoom level change the perspective of the video while intro-
ducing motion blur (See Figures 2.3b and 2.3h).
• The microscope ﬁeld of view is often occluded by instrument or hands being very close
to the microscope.
• Lighting changes are often extreme resulting in saturated camera sensors and apparent
shifts in colour (See Figure 2.3f).
• Instrument motion can be quick leading to motion blur of the instrument.
• Instruments can be partially occluded and distorted through refractory and transparency
eﬀects when inserted into the eye (See Figure 2.3a).
• Visual appearance of the eye can be altered through the introductions of dyes during
surgery (See Figure 2.3g).
• The appearance of instruments is unknown. Diﬀerent surgeons may have their own
instruments and there can be hundreds of types of instruments varying in shapes and
colours.
• Instruments may appear in any orientation or pose throughout a video.
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• Surgeon may position the microscope so that salient motions of the instrument are not
recorded (See Figure 2.3e).
• The background (i.e. the patients eye) is variable both between operations and over the
course of a procedure.
• The patient's apparent retina coloration will alter as the cataract is broken up and then
removed. This process changes the internal optics of the eye so that its appearance is
signiﬁcantly altered. The light that was previously being absorbed or scattered by the
cataract is allowed to pass through and illuminate the retina surface. When the cataract
is broken up but not removed, more light is scattered by the materials that make up the
cataract.
• The microscope recording platform may overlay metadata on the video (See Figure 2.3d).
• Recording aperture may vary in shape, in datasets used for this project rectangular and
circular apertures have been observed (See Figure 2.3c).
2.6 Impact of Data Complexity
The sources of noise and complexity in our data that were identiﬁed in Section 2.5 have consid-
erable implications for the design of a computer vision solution to track surgical instruments.
The noise types present are varied, as such it is diﬃcult to predict types of algorithms that
will be robust when identifying and tracking instruments. As the noise type and complexity
present in the data varies over time, it is possible that a variety of algorithms may need to be
applied according to their suitability during diﬀerent phases of a procedure. We are unable to
constrain data to simplify the problem by taking steps such as obtaining data with consistent
environmental conditions and predictable instrument shapes. This makes it necessary for an
algorithm to be able to identify all possible instruments and then track them without prior
knowledge despite the complexities of the data. Thus, it is essential for us to identify cues
that can reliably identify the instruments or the background. A combination of cues may be
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necessary to identify instruments throughout a large dataset of videos with its associated noise
and variations.
2.6.1 Camera Motion
The camera behavior is an important factor in understanding the visual characteristics pre-
sented in videos of surgical procedures. The camera is moved as part of a procedure; this is
necessary so that the surgeon can view salient structures. In cataract surgery, the patient may
move the eye leading to a need to alter the camera view. The level of zoom that a surgeon uses
can vary over the course of a procedure. The variations in zoom are a combination of a sur-
geon's personal preference and the scale required to be able to succesfullly complete a surgical
task. Camera motion leads to following complications when analysing resulting videos:
• During motion all pixels will appear to be in motion.
• Motion blur is introduced, which can lead to diﬃculty when tracking instruments over
time due to sudden changes in appearance. In particular texture and shape information
may be distorted while motion blur is present.
• Changes in zoom level lead to the pixel size of structures changing. This means that
algorithms attempting to identify objects must be able to perform robustly for diﬀerent
scales.
• The scale changes are pronounced, leading to the surface texture appearance being
altered for diﬀerent zoom level.
These factors increase the diﬃculty of implementing tracking solutions for the surgical in-
struments. While tracking algorithms such as the Kalman ﬁlter (Kalman 1960) and particle
ﬁlters (Isard & Blake 1998) are capable of tracking objects despite some noise, it is still nec-
essary to form a cue that can usually identify instrument even if some false positive are also
present. If a cue cannot identify the instrument frequently then tracking algorithms will not
be robust. This makes the design of cues for use with object tracking algorithms an important
consideration for the design of an instrument tracking algorithm.
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2.6.2 Instrument Occlusions
During a cataract procedure, the instruments can be occluded due to a variety of circum-
stances. Some situations that may result in the instruments being occluded from the micro-
scope view are:
• Instruments can be fully occluded by unpredictable events such as a surgeon's hand
blocking the microscope's ﬁeld of vision.
• Instruments can also be occluded by the translucent sclera. This causes refractory eﬀects
and also results in changes to colour and texture of surgical instruments. The texture
change is particularly pronounced as the texture of the sclera replaces the instruments
texture.The magnitude of change in colour is proportional to the depth of the instrument
in the eye.
• Fluids such as blood can also occlude instruments.
Instrument occlusions provide challenges for both tracking and identifying surgical instru-
ments. While these events will occur in all procedures, the time and magnitude of such eﬀects
are unknown. This leads to cues needing to be as robust as possible in conjunction with track-
ing algorithms that can adjust to occlusions rapidly. This suggests that the appearance model
of an instrument needs to be able to adjust over time. In particular, it should be able to be
rapidly modiﬁed in circumstances where it is expected that the appearance will change rapidly
due to occlusions. The most common circumstance for this would be when an instrument is
inserted into the eye.
When the instrument is occluded due to the microscope ﬁeld of view being blocked, if the
instrument undergoes signiﬁcant motion it is likely that any tracking algorithm will be broken.
This is a result of tracking algorithms using known metrics based upon the object's velocity to
track objects in a robust manner. In this situation, a methodology to ﬁnd the instrument and
begin tracking again would be necessary. It should be noted that due to the requirements of
the project, tracking needs to be initiated automatically; cues to identify instruments robustly
are likely to be a key component our approach.
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Occlusions of instruments also increase the diﬃculty of designing robust cues for the identiﬁ-
cation of surgical instruments. The loss of texture information for instruments inside the eye
reduces the possibility of using texture information as a cue. Also, refractory eﬀects alter the
shape of instruments and can also result in blurring that leads to soft boundaries between the
instrument and background. This leads to diﬃculties when applying edge detection algorithms
to instruments inside the eye.
2.6.3 Variations in Lighting
The illumination present in cataract surgery videos is provided through artiﬁcial light sources.
This results in the illumination sources setup inﬂuencing the visual appearance of each frame.
This eﬀect is variable between each procedure making the design of algorithms that can process
data from a large dataset of videos more challenging. Some the challenges provided by the
illumination have been observed as:
• High-intensity point lights are used to illuminate salient surfaces in surgery, this intensity
results in frames with high contrast between areas illuminated by the light and those
that are not.
• Slight adjustments in the lighting setup can result in a large diﬀerence to the appearance
of a frame and its overall brightness.
• Some surfaces reﬂect the light directly back to the camera. In these cases, the camera
sensor may be saturated, leading to colour information regarding the underlying surface
being lost.
• The directional nature of the lighting can lead to some areas of the frame being not
illuminated appropriately, which is particularly prevalent at the frame edges. In shadow
regions the surface, colour cannot be as accurately measured as well as lit regions can
be.
• Diﬀerent surfaces have impedances for reﬂectivity. Surfaces such as the metallic instru-
ments react as mirrors, in contrast biological materials characteristically will adsorb light
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more readily.
These variations in illumination will aﬀect the design of computer vision algorithms for in-
strument tracking. In situations where high-intensity lighting is prevalent colour and shape
information may not be recorded by the camera sensor. Variations in lighting over time may
make the instrument colour appear to change, which means that colour models will need to be
able to account for these changes in illuminations. Colour spaces where the brightness is in an
orthogonal channel are likely to be useful so that the chromaticity of a pixel may be analysed
independently of the pixel brightness. However, the illumination characteristics of the eye
surface and instrument surface may provide a cue for instrument or background identiﬁcation.
2.6.4 Instrument Motion
Instrument motion adds complexity to instrument identiﬁcation and tracking in the following
situations:
• Instruments can unpredictably change their pose in any dimension in the 3D space,
leading to changes in reﬂection and apparent shape in the 2D plane.
• The rapid motion of instruments can result in motion blur.
• Instruments that move towards the camera may be out of focus.
In cataract surgery, instruments may appear from any of the frame edges in any orientation.
Also, the surgeon may rotate the instrument through any axis. This results in the appearance
of an instrument being variable over time. As such, algorithms for identifying and tracking
the instrument needs to be rotationally invariant while being able to recognise instruments
in a variety of poses. The rapid changes in appearance due to the changes in pose will make
tracking based on a consistent cue diﬃcult. Either a tracking method should be able to adjust
the cue dynamically, or tracking needs to be re-iniatilised each time a signiﬁcant change in
pose occurs. This requires that a robust method for instrument classiﬁcation is found to re-
initialise tracking with a new model for the instrument object appearance. Similarily rapid
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motion that result in motion blur can result in changes to instrument appearance regarding
texture and shape with edges that are less distinct. During instrument blur, colour information
is averaged together. This means that colour cues are relatively robust as the character of the
colour information is maintained despite the presence of motion of blur. The microscope is
usually focused on the surface of the patient's eye by the surgeon. This leads to instruments
being blurred when they are at diﬀerent distances from the microscope than the patient
eye surface. This blurring results in a loss of deﬁnition of the instrument edge and texture
information.
2.6.5 The Use of Dyes
In some procedures, surgical instruments may be particularly diﬃcult for the surgeon to see
due to lack of contrast between the instrument and the eye. This is usually a problem for
portions of the instrument that are underneath the eye surface. To improve the instrument
visibility for the surgeon, a blue dye is introduced. This dye has the eﬀect of dyeing structures
in the eye to increase the contrast between the instrument and the eye. This has an impact
on the application of computer vision algorithms to identify and track surgical instruments.
The change in colour of the eye surface needs to be taken into account for methods that rely
on colour cues. This is not a consistent part of cataract procedures as the dye is not used in
every patient. For algorithms that rely on shape cues the dye may improve instrument edge
detection due to the increased contrast between the eye and the instrument.
2.6.6 Unpredictable Instrument Appearance
Surgeons do not use a standardised set of instruments for undertaking cataract procedures.
This results in a wide array of instrument appearances that may be present in cataract videos.
Also, instruments are not necessarily constructed from stainless steel; plastic may also be
used. At present, instruments that perform phacoemulsiﬁcation and insertion of the lens are
usually constructed from plastic that may be of any colour. In the future, other parts of the
procedure could be performed with instruments constructed from plastic. While the exact
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appearance of the instruments cannot be predicted over a large number of samples, we can
infer some characteristics of the instruments that will inﬂuence their appearance:
• Instruments must be useful for completing a procedure, as such an instrument tip ap-
pearance is related to its function. For example, a tool making an incision is likely to
have a point to fulﬁl this task.
• Instruments of small width are desirable as it enables the procedure to be completed
with smaller incisions made.
• Instruments need to be visible to a surgeon; this makes it desirable for an instrument's
colouration to contrast the eye surface.
These constraints may provide the basis for computer vision cues that make weak assumptions
regarding the instrument appearance. Although these weak cues may be capable of identifying
instruments, there may be other structures in the video data that also fulﬁll the weak assump-
tions. For example, ﬁnding objects with a small width could mistakenly ﬁnd objects such as
eye lashes that also fulﬁll this description of instruments shape. It is likely a combination of
assumptions would be needed to identify instruments. The drawback is that the stronger the
assumptions that are made, the less robust the cues are likely to be over a large dataset.
2.6.7 Changes in Instrument Orientations and Poses
The variations between patients' eyes can be due to the following reasons:
• Iris colour varies between patients.
• Melanin quantity varies between ethnic groups causing diﬀerences in the colour of the
sclera, retina and iris.
• Some patients have damage to the eye surface that results in uncharacteristic concen-
trations of blood.
• The iris-sclera boundary varies regarding how well deﬁned it is.
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• The iris-sclera boundary can be deformed by mechanical forces applied by surgical in-
struments during surgery.
• The pupil center can be located anywhere in the frame.
• Diﬀerences in camera zoom alters the details of the eye surface texture that are resolved
in the video.
These have the following eﬀects on application of computer vision algorithms:
• The use of background subtraction techniques (McIvor 2000) are complicated by the
variations in background. In particular for colour based background models, the vari-
ations in iris colour and melanin make modelling of the background challenging. As
objects in the frame are not in the same location or appear at the same scale over the
time or between patients, it is not possible to form models on a per pixel basis without
a reliable method for image registration ﬁrst being applied.
• Variations in iris colours add complications when applying colour based classiﬁcation
methods to ﬁnd the iris. However, this can be a useful knowledge constraint for iden-
tifying iris as there are common classes of iris colour that models can be formed for, ie
brown, blue, green etc. As the iris colour remains stable over time for patients, once the
iris colour has been identiﬁed a strong cue for the iris location may be found.
• Unpredictable damage to the eye results in changes to shape characteristics for the eye.
This damage can be present in the sclera, taking the form of visible blood. Some damage
can result in the iris-sclera boundary being blurred. These eﬀects make it necessary
for the algorithms that rely on shape cues to be robust to this unpredictable damage.
Alternatively a model for the eye shape would need to be found for each patient.
• Limitations in the resolution that is captured by the recording devices mean that small
details may be resolved with higher magniﬁcation factors applied to the camera lens.
These small details may provide useful cues. However, they may cause algorithms that
function correctly for low magniﬁcations to fail due to the change in visual appearance.
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The nature of these small details makes ﬁltering them possible. A preprocessing step
such as a median ﬁlter is well suited for this purpose.
2.6.8 Variations in Retina Appearance Over Operation Procedure
A cataract operation alters the appearance of the retina over time. At ﬁrst the lens is broken
up, this makes the lens more opaque. The material from the broken up lens is then removed
leading to another change in appearance, whereby the retina is again visible. This inﬂuences
the approach that can be pursued with computer vision. The variations in appearance over
time of the retina aﬀect instrument detection inside the eye. The broken up lens materially
can provide misleading shape and colour cues that could result in false instrument detections.
2.7 Computational Cues
The complexities encountered in the data highlighted throughout this chapter inﬂuence our
approach for measuring the movement of surgical instruments in cataract surgery. We pursue
three computational cues that may be used to identify instruments:
• Colour
• Shape
• Motion
2.7.1 Colour Cues
The variations in characteristics of the colour of all salient structures over both time and
procedure make ﬁnding a colour cue that applies to all videos unlikely. However, as colour
varies in a predictable manner over time for a single procedure, it is likely that a colour cue may
be formed on a per video basis. Colour models of both instruments and background could be
measured manually or found automatically using another cue to identify examples. The colour
characteristics of instruments and their background are relatively invariant. For example, the
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background will display a red tint in the majority of structures due to the blood supply. The
instruments are primarily constructed from stainless steel resulting in a predictable colour.
While these underlying concepts are easily modelled, the interaction with their environment
is complex. Further analysis of the colour distributions is found in Section 5.2.2.
2.7.2 Shape Cues
While a complete model for the shape of surgical instruments cannot be formed due to the
unpredictable nature of instruments, all observed instruments share some similar character-
istics. These common characteristics are a result of the instruments purpose. To be useful
during a surgical procedure, only certain instrument shapes can be considered; the most ob-
vious of these features being the width of instruments. As instruments are passed into the
eye through incisions, instruments widths tend to be minimal to reduce the size of incision re-
quired. This makes it possible to characterise instruments as being long and narrow. In some
circumstances, the task an instrument is intended for can be used to predict its shape. For
example, the incisions in the eye are made by instruments that are pointed, usually triangular
at the tip; instruments that grab object in the eye appear to have tweezer-like shape.
The logical conclusions based on an instrument's tasks enable us to model possible shapes
for the instruments. Although this does not enable understanding of the actual shape of an
instrument, it may be enough to identify possible instruments in a frame. We are aided by the
background that has been generated by biological processes that lead to very diﬀerent shapes
than the ones being described for possible instruments. Therefore, any object shape that
approximately matches our descriptions for the instruments is most likely to be an instrument
and not part of the background. This methodology is pursued in Section 5.3.
2.7.3 Motion Cues
Instrument motions are diﬀerent to motions observed in the background. Instrument motions
are caused by the force applied by the surgeon that have the purpose of completing a procedure
while background motions are caused by several factors:
44
• Eye movements caused by the patient.
• Eye movements caused by mechanical forces applied by the surgical instruments in some
phases of the procedures such as making incisions into the eye.
• Camera motion caused by adjustments made by the surgeon.
The factors involved in background motion enable us to hypothesis that the characteristic
background motion has the following features:
• Background motion will infrequently throughout the duration of a procedure.
• In any background motion the surface of the eye will move.
• Objects that are not part of the eye only move during camera motion.
• The eye surface can move with a similar motion to instruments during certain phases of
a procedure.
These observations are used as the basis of a solution for instrument identiﬁcation and tracking
in Section 5.4.
2.8 Summary
This section presents the nature of the data in cataract surgery videos and analyses various
challenges that a computational process needs to tackle. The following chapter (Chapter 3)
will give a review of the research activities related to surgical skill assessment and state of the
art computer vision algorithms for object classiﬁcation and tracking.
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Figure 2.2: Demonstration of various instrument tracking strategies.
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(a) Multiple instruments with
a probe on the left side of im-
age displaying blur due to a
depth of ﬁeld eﬀects and oc-
clusion upon inserting into the
eye
(b) Blurred image due to poor
microscope focus
(c) Video with circular aper-
ture
(d) Video with instrument
state data overlay
(e) Microscope viewing non-
salient region of patient
(f) High intensity lighting
leading to over saturation of
camera sensor
(g) Blue dye being introduced
to the eye to improve visibility
of surgical instruments
(h) Example of extreme zoom
Figure 2.3: Images of diﬀerent complexities found in typical cataract surgery videos.
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Chapter 3
Literature Review
3.1 Introduction
The use of computer vision algorithms to analyse surgical videos has previously been explored
mostly in simulated surgical environments. The data reported in the literature does not
attempt to measure the surgeon's skill level from the video data. Rather a general aim has
been to extract an instrument's location and pose. Some of the methodologies pursued are
suited to smaller datasets, whereby algorithms require manual initialisation to correctly track
the surgical instruments. Also, many approaches assume limitations in the instrument angle
to simplify the problem. These factors lead to diﬃculties when scaling to large datasets for a
variety of procedures. Surgical skill has not been measured with computer vision algorithms.
Although motion based skill analysis has been attempted with the ICSATS tool (Saleh et al.
2006a), only small segments of the entire procedure have been simulated. Furthermore, this
method cannot be applied to real life surgery as sensors are required to be placed on the
surgeon's hands.
Analysing surgical skill is an active area of research, and has been acknowledged as necessary
by the medical domain (Cuschieri et al. 2001). A variety of approaches have already been
proposed to establish eﬀective analysis of surgical skill level. Thus, for this investigation we
explore systems to analyse surgical skill for general tasks and carry out a detailed review of the
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skill measurement approaches that have been applied to cataract surgery. Cataract surgery
readily lends itself to such systems due to the predictable nature of the procedure, as each
procedure usually shares identical steps. This has resulted in a variety of approaches being
applied to understand and establish eﬀective analysis of surgical skill in cataract surgery, such
as the objective structured systems OSACCS and OSCAR (Saleh et al. 2007, Golnik et al.
2012).
3.2 Surgical Skill Assessment
Surgical skill assessment is an evolving ﬁeld at present. Although surgical performance has
traditionally been measured through patient outcomes, a large sample set of patients is re-
quired to establish reliable metrics for surgical skill data. Thus, detecting poor performance
has not been possible with small samples of patients (Darzi et al. 1999). Furthermore, each
case can pose a diﬀerent level of diﬃculty causing multiple outcomes from a speciﬁc procedure,
reinforcing the need for large sample sizes for accurate modelling of the surgeons' impact on
the outcome of a procedure (Pocock 1997).
Since trainee surgeons will not have undertaken a large number of cases and their skill level is
likely to be inconsistent, judging their surgical ability using patient outcomes is an inadequate
tool for providing feedback. Thus, the technical abilities of trainee surgeons are currently
being described in subjective terms. Reznick notes that "For surgical specialties, technical
competence is a central construct that lies at the heart of public expectations. Despite this,
most training programs rely on in-training reports for the documentation of technical skills.
These reports, while undoubtedly the product of serious thought and evaluation, are often
vague and imprecise. Terms such as "a good pair of hands" and "progressing nicely" and "a
bit green in the OR but to be expected of a junior trainee" are familiar to us all. Despite their
familiarity, they are not standardized, are prone to misinterpretation" (Reznick et al. 1997).
Support for assessment of surgeons' competences was demonstrated by Cuschieri et al. (Cuschieri
et al. 2001). Cuschieri shows that a majority of surgeons in their surveyed group believe that
evaluation of surgical skills should take place over the course of a surgeon's career. The sur-
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geons in this group inidicated that "Cognitive abilities" and "innate dexterity" are two primary
attributes that should be measured, and assessments should be carried out at a national level,
independent of the hospital they may be working in. When selecting trainees, the surgeons
believed that reliability and eﬃciency are primary attributes to be selected for observation of
surgical skill.
Objective structured schemes were originally introduced to compliment surgical skill analysis
using small sample sizes, and establish surgical skill levels more accurately. Due to policies
of the European Work Directive being applied to the medical domain (Pickersgill 2001) the
amount of surgery trainee surgeon's can undertake becomes more limited, as such objective
structured schemes have become particularly popular. Thus, establishing surgical skill level
and providing salient feedback has become a high priority to improve the skills of trainee
surgeons as rapidly as possible.
Martin et al. (Martin et al. 1997) introduced the OSATS scheme in 1997 to address the lack
of objective assessment of surgeons' technical skills. They measured surgical skills in two sce-
narios; one with live animals and another using simulations. A sample of 20 surgical residents
each attempted both scenarios, and surgical skill level was measured using "operation-speciﬁc
checklists, detailed global rating forms, and pass/fail judgements". A global rating is a metric
that applies to all tasks in a scenario; it is marked for the complete procedure. The report
indicated that surgical performance did not vary between the live and simulated scenarios,
and that global metrics are more accurate in assessing a surgeon's technical skills compared
to task-speciﬁc metrics. Thus, Martin et al. concluded that surgical skill can be reliably
and validly measured using the OSATS scheme. While the authors were able to demonstrate
reliability for a sample size of 20, applying OSATS to larger sample sizes would require more
markers to provide feedback, which in turn would aﬀect the consistency between markers.
Another drawback of objective structured systems is that highly trained surgeons are required
for marking the procedures, making the assessment process costly regarding ﬁnancial and time
resources. These issues apply to objective structured systems throughout the medical domain
due to the nature of manual assessment.
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In 1999, Darzi expressed the need for more 'objective assessment schemes' for surgical skills
to be introducted throughout the surgical disciplines, especially after the Bristol aﬀair where
the impact and limitations of applying 'patient outcome' to judge surgical skill level was fully
realised (Darzi et al. 1999). Darzi noted "A skilfully performed operation is 75% decision
making and 25% dexterity; in some specialties, such as minimally invasive surgery, dexterity
becomes more important. Though surgeons have formal examinations in surgical knowledge,
there is no such requirement to show operative dexterity. Common sense suggests that tech-
nical skill does aﬀect outcome." The demand in 'objective assessment schemes' coincided with
an increased use of MIS, and as such, the dexterity component of a surgeon's skill has become
more important in recent years. While OSATS proved it is possible to measure surgical skill
in an objective structured manner, the various surgical disciplines have developed objective
structured systems that are designed speciﬁcly to address the procedural challenges of their
respective domains.
The aim of the objective structured systems is to measure the various components of surgical
skill, such as:
• Eﬃciency - an eﬃcient surgeon will be able to accomplish tasks through less instrument
motions, which is also associated with better patient outcomes. As such, the time taken
to complete the procedure can be an indicator of surgical skill. However, time should
not be used as a metric for surgical skill in isolation as it would encourage surgeons to
rush in order to increase their measured 'skill'.
• Errors - skilled surgeons make fewer surgical errors. While the magnitude of such errors
will vary, the occurrence of such errors is a useful indicator of surgical skill.
• Accuracy - surgeons that display accuracy in the motion of their instruments are likely
to have better patient outcomes.
Ophthalmology has proved to be a domain that objective structured systems can readily be
applied to. The highly predictable nature of tasks that need to be performed to complete
a procedure provide a basis for deriving metrics that can accurately represent surgical skill.
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Also, the component of skill that is dependent on decision-making is diminished. The OSACCS
objective structured system (Saleh et al. 2007) demonstrated construct validity with the ability
to resolve surgeons of varying skill levels; more positive marks are commonly given to more
experienced surgeons. This system was used in the United Kingdom, and provided the basis
for the internationally applied objective structured system OSCAR (Golnik et al. 2012). In a
similar manner to OSATS, a checklist of task-speciﬁc metrics and global metrics was applied.
While some metrics require human experts for measurment, others such as smoothness and
camera centration are good candidates to be measured in an automatic quantitative manner.
These metrics are diﬃcult to assess accurately by a human expert over the course of the entire
procedure and will likely result in an element of subjectivity being introduced. As the score
for such marks will likely be decided at the end of the procedure, the general impression of a
marker may inﬂuence the global metrics that they provide.
Early attempts to measure surgical skill in an automatic quantitative manner required the
use of sensors placed upon surgeon's hands with ICSAD (Moorthy et al. 2003). It has been
reported that a surgeon's hand motions are correlated with their surgical skill level (based
on checklists) (Datta et al. 2002). Datta demonstrated that when performing a standard-
ised laboratory-based task, the number of movements made, the time taken and global rating
score can be used to diﬀerentiate between performance and experience groups in a statisti-
cally signiﬁcant manner. These results indicate that motion based metrics can provide useful
information about a surgeon's technical skill, which in turn can provide useful feedback for
trainee surgeons. The feedback provided is quantitative, which is in contrast to the qualitative
feedback provided by objective structured systems. Having a variety of feedback mechanisms
is beneﬁcial as it provides numerous ways for a trainee surgeon to learn. It is likely that a va-
riety of learning mechanisms will be employed across diﬀerent surgeons, and as such, diﬀerent
emphasis will be placed on feedback sources according to each surgeon's learning mechanism.
The ICSAD System has been applied in ophthalmology to 'corneal suturing' (Saleh et al.
2006a). This further reinforces that hand tracking can provide useful metrics for measuring
surgical skill in ophthalmic procedures. Statistically signiﬁcant diﬀerences were found between
3 grades of surgeon experience (less than 5 (novices), 5-100 (intermediate), and over 100
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(experts) attempts at corneal suturing) for the time taken, the number of hand movements,
and path lengths of the hand movements. A disadvantage of ICSAD is that it is diﬃcult to
deploy during real-life surgery. This has limited its use to simulated environments and has
been applied to tasks rather than complete procedures.
The evaluation of quantitative surgical skill assessment has also been developed for use in
conjunction with surgical simulators. Systems such as EyesI are capable of accurately tracking
surgical instruments inside a simulated environment through a combination of optical and
magnetic tracking (Solverson et al. 2009). Highly accurate tracking of surgical instruments
along with detailed knowledge of the simulator state enables the development of more complex
metrics for assessing surgical skill. Also, the readily controlled simulated environment can
create speciﬁc tasks to train surgeons in an eﬃcient manner. Tasks can be appropriately
repeated and altered according to the skill level of a surgeon. While simulated environments
can provide a useful analogy for real-world surgery, it is not currently known if surgeons
will perform equally in simulated and real-world environments. The psychological aspects of
operating on a human and working in an operating theater may aﬀect a surgeon's performance.
Furthermore, simulated tasks usually focus on a speciﬁc part of the procedure, while complete
procedures provide a greater challenge for creating an accurate simulation. In order to measure
diﬀerences in performance for simulator and real environments, it would be necessary to apply
the same system surgical assessment to both cases.
3.3 Review of Computer Vision Methods for Tracking Surgical
Instruments
Previous attempts have been made to track surgical instruments in MIS. In this review, we
analyse the respective strengths and weaknesses of various approaches that have been pro-
posed. In addition, we explore methods that have been applied in general computer vision
that may improve current surgical instrument tracking techniques. Most work towards under-
standing surgical video data with computer vision algorithms has taken place in conjunction
with data from laparoscopic procedures, which take place inside the body. Due to the stable
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pigmentation inside the body, colour models for the use in computer vision can be more readily
established.
Wang et al. (Yuan-Fang Wang & Wang n.d.) discussed the use of instrument tracking in
conjunction with a robotic platform for performing procedures. The aim of the framework
was to improve the surgeon's motions by integrating information regarding the current state
of the procedure, whereby the robotic platform can augment the surgeon's abilities. For
instrument tracking, Wang proposed the use of a Bayesian colour model in the red-green-
blue (RGB) colour space. While such a cue may be useful, it is likely to lack robustness
when exposed to rapid, unpredictable changes in lighting conditions. A possible improvement
would be to use another colour space that separates out the chromatic properties of a colour
from its brightness. Later Lo pursued this approach by using the hue-saturation-brightness
(HSB) colour space as the basis in a Bayesian colour model (Lo 2007). Lo observed that "to
track the movements of instrument and tissue, they need to be accurately segmented from
the laparoscopic images. Unlike that of typical computer vision applications, the laparoscopic
scenes are very complex and cluttered. It is evident that there is a clear distinction between
the colour of the instrument and that of the surrounding tissue. Colour based segmentations
can therefore be used for segmenting the laparoscopic images."
Mckenna et al. (McKenna et al. 2005) demonstrated the use of a particle ﬁlter with a Bayesian
colour model cue to track surgical instruments in laparoscopic procedures. The colour model
is derived through instrument colour measurements in each surgery type. This approach is
useful as it allows the algorithm to cope with variations in instrument appearance, which is to
be expected. The methodology assumed a stability in color for the instrument and background
(see Figure 3.1). While this may be the case for laparoscopic procedures, it is unlikely to be
a useful assumption across all surgical videos. The data obtained in cataract surgery, for
example, display large variations in colours between patients. Furthermore, data obtained
from a variety of centres is likely to vary with regards to colour, due to diﬀerences in recording
equipment used. This limits the ability of colour cues to scale to large datasets.
Surgical instrument tracking has also been attempted for other procedures. Novotny presented
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a method based on the ultrasound cues to track surgical instruments (Novotny et al. 2006). A
generalised Radon transform was used to ﬁnd straight objects in ultrasound images. By using
graphics processing unit's (GPU) for processing, the methodology is capable of detecting sur-
gical instruments in 31ms while maintaining tracking at 25 volumes per second (limited by the
refresh rate of the ultrasound machine that was used). Passive markers were also placed on the
instrument which enabled the full position and angle to be found in 3D space. For a simulated
environment tracking, a high degree of accuracy was observed. The instrument orientations
were accurately found to 1.1 degrees and the position of the instrument tip was located within
1.8 mm. An in-vivo experiment demonstrated instrument tracking inside a beating porcine
heart. The use of a shape based cue demonstrated that surgical instruments that have a pre-
dictable shape can be readily found using traditional image processing techniques. However,
in this study the authors had control of the instrument shape and appearance, enabling their
image processing techniques to be speciﬁcally targeted for the instruments that were known
before processing. The addition of passive markers to surgical instruments, while beneﬁcial
for tracking purposes, would be required to demonstrate that there is no adverse eﬀect on
patients if used in live surgery.
Spiedal et al. (Speidel et al. 2008) noted that in MIS surgery, surgeons have to adapt to special
operation techniques. Their task is made more diﬃcult due to the need for complex hand-eye
coordination in a limited ﬁeld of view with restricted mobility. In order to aid surgeons in this
environment, Spiedal proposed the use of augmented reality (AR). Speciﬁcally, they proposed
being able to warn a surgeon if surgical instruments are too close to a 'risk structure'. Being
able to advise a surgeon of such context information is useful for improving patient safety.
However, to know the surgery state, sensors are required to ﬁnd the location of both risk
structures and the surgical instruments to a high degree of accuracy. Once this is known,
situation recognition can be applied to form an augmented reality visualisation, which can be
overlaid on real images from the patient. These images would contain more information than
the raw images that a surgeon would naturally have access to while performing a procedure,
and, therefore, can prove beneﬁcial.
Reiter et al. (Reiter et al. 2012) demonstrated the use of feature detectors in combination
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with random trees to identify and track a known instrument in 3D from a stereoscopic video
of a surgery. Their methodology demonstrated the capacity to track accurately instruments
in porcine hearts. A Regional Covariance Descriptor was found for a feature image that
was composed of quantities relating to pixel location, colour, intensity and local intensity
variations. Randomised trees machine learning algorithm was applied to learn the descriptor.
Baltnas et al. (Baldas et al. 2010) demonstrate tracking of surgical instruments in cataract
procedures for a limited number of samples. They demonstrate that with the use of straight
line detectors it is possible to measure a surgeon's eﬃciency as characterised by the ratio of
total path length to the number of movements. They identify glare as a key source of error
and propose a method based on a colour threshold in the CIE XYZ colour space to remove it.
While for some data this is an appropriate method, in data that we have observed the glare can
also be present in surgical instruments, this removal of glare with this method will also remove
pixels belonging to instruments. The straight line detectors used from our experiments appear
not to be robust over a larger dataset. Also, we expect that some instrument will have a more
complex shape. The author proposes a surgical spectrogram measuring the number of edge
pixels belonging to an instrument over time that are inside the iris as a measurement of surgical
activity. The progress made towards linking measurements from computer vision algorithms
to surgical skill provide a useful starting point for creating automatic measurements of surgical
skill. However, the approach suggested is limited by a lack of robustness as suggested by the
small sample size of 6 videos that the algorithm is demonstrated with.
3.4 General Object Tracking
The literature presents methods that are capable of tracking instruments in speciﬁc circum-
stances. However, there are various other methodologies for object tracking that may also be
useful for the task. Object tracking in its simplest form identiﬁes an object in a set of frames,
using a cue (such as colour) to identify the object's location. The presence of noise, however,
may interrupt the cue and, therefore, temporal information is used to be robust against noise.
Metrics such as the previously measured location of the object and its velocity can be used to
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predict the future location of the object. This information makes it possible to provide context
to the measurements made by a cue. As such, we can ﬁlter out erreonous measurements from
the cue that would otherwise suggest improbable locations of an object. Also, a cue can be
modiﬁed over time to make it relevent as the object appearance evolves over time. This can
make tracking more robust to changes in illumination and pose. However, it is worth noting
that rapid changes in appearance can still be problematic.
The Kalman ﬁlter is a well-established ﬁltering methodology that has been successfully applied
to a variety of problems (Kalman 1960). Originally designed to ﬁlter observations from radar
system, recently it has been applied to many problems in computer vision. Some examples of
its application include tracking objects in camera-based traﬃc management systems (Beymer
et al. 1997), segmenting moving objects from a cluttered background (Zhong & Sclaroﬀ 2003)
and estimating depth (Matthies et al. 1989). The Kalman ﬁlter is an online algorithm with
a low computational complexity where it has been demonstrated to be optimal for linear mo-
tions. While the extended Kalman ﬁlter (Ribeiro 2004) can be applied to non-linear problems,
it is not optimal. Although noise is assumed to be Gaussian, for many problems that present
themselves in computer vision this assumption cannot be made. Due to this Gordon et al.
proposed the bootstrap ﬁlter (later also known as particle or condensation ﬁltering) (Gordon
et al. 1993), which is capable of dealing with non-linear problems and non-Gaussian noise.
This type of ﬁltering has been reﬁned to undertake complex computer vision tasks such as:
• Tracking non-rigid objects (Nummiaro et al. 2003).
• Tracking multiple objects (Yang et al. 2005).
• Target detection and cancellation of tracking embedded in ﬁlter (Czyz et al. 2007).
• Fusing multiple cues (Perez et al. 2004).
Due to the noise sources in cataract surgery procedures identiﬁed in Chapter 2, it is reasonable
to assume that noise will be complex and multi-modal. As such a particle ﬁltering approach
for object tracking may be appropriate. However, for a tracking methodology to be applied
useful cues need to be identiﬁed. Although colour and image edges are commonly the basis for
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such cues, these cues may not be appropriate for the complex data found in cataract surgery
videos. In addition, as the instrument appearance is not known a priori, developing a cue
that is ﬂexible enough to locate a wide variety of instruments while not generating too many
false positives provides a considerable challenge.
3.5 Stable Point Identiﬁcation and Tracking
An alternative approach for tracking structures in video data is to ﬁnd stable points in video
data. These points can be matched in later frames to derive the motion of a point. Methods
such as Kanade-Lucas-Tomasi optical ﬂow have been successfully applied to this end by mea-
suring the motion between frames to ﬁnd the location of a stable point (Tomasi & Kanade
1991). Other approaches have attempted to create an invariant description of a point based
on its surroundings. In cases where description of a point is invariant between frames, such
descriptors can be matched over time to track stable points based on image appearance. The
ﬁrst step in a such an approach is to ﬁnd stable points that are most appropriate to apply
feature point description algorithms to. This step reduces the computational complexity as
fewer point descriptors need to be found. Points that are in textured regions or part of shape
features, such as corners or edges, are good candidates for use in conjunction with point de-
scriptors as they have strong visual characteristics that can be uniquely described. There are
many algorithms that can be applied to this task such as:
• Good features to track (Shi & Tomasi 1994).
• Scale-invariant feature transform (SIFT) (Lowe 1999).
• Binary Robust Invariant Scalable Keypoints (BRISK) (Leutenegger et al. 2011).
• Maximally stable extremal regions (MSER) (Matas et al. 2004).
As there is a wide variety of algorithms for detecting stable points, the choice of appropriate
algorithm is usually dependent on data. When choosing a detector for stable points, it is
necessary to establish that stable points are found in objects of interest. It would usually be
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preferable to choose an algorithm that can ﬁnd many stable points in salient parts of an image.
Once stable points have been found, stable point description algorithms can be applied. Some
common algorithms for stable point description are:
• Scale-invariant feature transform (SIFT) (Lowe 1999).
• Speeded Up Robust Features (SURF) (Bay et al. 2006).
• Binary Robust Invariant Scalable Keypoints (BRISK) (Leutenegger et al. 2011).
• Fast retina keypoint (FREAK) (Alahi et al. 2012).
These algorithms make trade-oﬀs regarding descriptor size and descriptor invariance. In some
cases, a compact representation of stable points description is desirable. This may, however,
compromise the ability to match points over time due to decreased robustness to changes in
the stable point. It is diﬃcult to verify the robustness of each algorithm as it may vary for
diﬀerent types of data. As such, in a non-typical dataset such as cataract surgery videos,
experimentation would be required to establish the most appropriate algorithm to apply.
Stable point descriptors are designed to be invariant to changes such as scale and rotation,
however it is not known if descriptors can maintain invariance in cataract surgery videos.
Also, stable points would need to be identiﬁed on the surface of the instrument. While
some instruments contain distinct features, they often contain texture-less surfaces. A useful
property of point based detection of objects is that the objects can be detected even when
partially occluded, provided that some stable points known to belong to the object remain
visible (see Figure 3.2). In order to successfully measure instrument motion with point based
tracking, it would be necessary to classify points as instruments where appropriate.
3.6 Conclusion
Computer vision algorithms have been applied to the task of tracking surgical instruments, the
environment in which such experiments have taken place is constrained. Usually a simulated
environment is used to remove various sources of noise. As such, it is not possible to assume
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any of the established approaches would be able to extract and analyse data from real surgery.
In order to track surgical instruments in cataract surgery, we ﬁrstly conduct a detailed analysis
of the background structures. Understanding the background may provide useful in building
instrument classiﬁcation algorithms. Furthermore, knowledge of the eye structure locations
may also provide an insight into surgeons' abilities. We then investigate the use if colour,
shape and motions as vision cues for classiﬁcation of surgical instruments. Finally, by utilising
stable point based tracking combined with a motion cue we measure the velocity of surgical
instruments.
60
Figure 3.1: Example of instrument tracking in laparoscopric procedures.
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Figure 3.2: Example of object matching based upon SIFT features from Object Recognition
from Local Scale-Invariant Features (Lowe 1999). The top row shows the planner objects, the
second row shows the input images and the third row presents the detection of the objects.
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Chapter 4
Anatomical Structures Analysis
To normalise measurements that represent the instrument displacement, it is necessary to
obtain a known distance in the video data due to the large variations in zoom levels present
throughout. Previous studies have shown that the "white to white" distance is approximately
11.79 ± 0.43mm (Cakmak et al. 2012) for all humans, making it a useful distance for the
purpose of normalisation. Furthermore, understanding the background might be useful for
tracking surgical instruments since characteristics of a speciﬁc location may determine the
cues that will be appropriate to ﬁnd the instruments. In particular, Chapter 2 identiﬁes the
various sources of noise that are speciﬁc to certain locations in the background. For example,
occlusion of instruments by the translucent eye surface will only occur when the instruments
are inserted in the eye, and therefore, the optimal colour and shape models for the instrument
would vary between these two states. In order to gain additional knowledge of the background
we attempt to track the Iris location.
Previous experiments tracking circles (Yuen et al. 1990) and ellipses (Tsuji & Matsumoto
1978) focused on the use of Hough based detectors. These methods, however, did not prove
to be robust since the iris shape is not consistent between patients and the iris itself can get
occluded. Furthermore, the mechanical forces exerted by the instruments during the procedure
lead to distortions in apparent iris shape, and the boundary between iris and sclera is not easily
identiﬁable through edge detection for some iris colours.
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In Section 4.1 we identify a methodology to select frames for testing in an automated way to
provide a varied and unbiased method. Then in Section 4.3.2 we describe a method for using
the histogram of gradients method to track the iris (Dalal & Triggs 2005) robustly in cataract
surgery videos. Finally in Section 4.4 we demonstrate that the iris location and motion is in
itself a measurement of surgical skill.
4.1 Data Selection
Surgical skill analysis and computer vision algorithms are both very sensitive to the data
selected, and therefore can have a signiﬁcant impact on the overall outcome. For example,
when measuring surgical skill it is important that the procedures undertaken are of similar
diﬃculties for direct and fair comparison. Similarly, in computer vision, it is important to
develop algorithms with data that is representative of data that the system would be eventually
applied to. A thorough evaluation and understanding of computer vision algorithms can only
be obtained through an unbiased and varied data selection.
The aim of this project is to establish a new methodology for measuring surgical skill, which
could impact surgeons' perception of best practice. Thus, it is vital that the algorithms devel-
oped be evaluated in a robust and trustworthy manner so that the strengths and weaknesses
of the system can be thoroughly understood. As a result, the evaluation of the algorithms
presented in this thesis is very important.
A database of 30 videos from 30 diﬀerent surgeons was selected, and the surgeries contained
within the videos were considered to be of equal diﬃculty by medical experts. The videos
were marked by human experts using the OSACCS objective structured assessment tool. A
drawback of this dataset was that all the surgeries took place at one institution, which narrows
down the range of image data that is present throughout the dataset. It was however assumed
that having human marked skill assessments of each video provided signiﬁcant advantages in
terms of evaluation of automatic skill assessment.
As the videos were marked by a human expert using a validated scheme, it added the possibility
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of correlating measurements made with motion metrics to those found by human experts.
From a medical point of view, this is a useful process as by understanding the similarities
between motion metrics and structured assessment tools, it is possible to understand how
motion metrics may augment current feedback and assessment practices. Currently, objective
structured assessment tools provide a qualitative feedback. While motion metrics attempt to
measure the same quantity, surgical skill, it uses quantitative measurements to do so. This
provides an opportunity to provide an entirely new feedback mechanism for surgeons.
4.2 Frame Selection for Evaluation of Algorithms
To evaluate developed algorithms in an objective manner, it is important to select data to
evaluate algorithms in conjunction with a logical method. We can select data for evaluation
in the following ways:
• Random selection.
• Manual selection.
• Automatic selection.
By using random selection we would have an unbiased selection, however, certain types of
image data could be missed due to chance. In random selection we cannot guarantee that
all parts of the procedure would be represented and therefore a more systematic approach is
necessary. Manually selecting data would enable us to include all salient parts of the procedure.
The drawback of this selection technique is that it would be diﬃcult to demonstrate that
data selection was not inﬂuenced by compatibility with computer vision algorithms. This
is particularly troublesome in computer vision as techniques can be very successful on some
classes of data while failing with others that are apparently similar in nature. Due to these
diﬃculties we select data with an automatic methodology, whose aim is to return frames that
characterise the image data in the video.
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4.3 Methodology for Automatic Selection of Visually Distinct
Frames
4.3.1 Scene Descriptors
The GIST scene descriptor was introduced by Oliva and Torralba (Oliva & Torralba 2001)
with the purpose of diﬀerentiating between diﬀerent types of scenes in images. The GIST
descriptor forms a spatial envelope that attempts to quantify the following properties of a
scene:
• Naturalness
• Openness
• Perspective
• Diagonal Plane
• Depth
• Symmetry
• Contrast
These metrics are combined into a feature vector with a length of 960. The GIST descriptor
has shown to be capable of correctly identifying scene types such as coast, country, forest and
mountain. In this work the GIST descriptor is applied to ﬁnd visually diﬀerent frames in
videos.
Douze et al. (Douze et al. 2009) note that the GIST detector alongside a bag-of-features
(BOF) are the state of the art algorithms for web scale image indexing. As such both of these
detectors are capable of describing an image in a much more compact representation than
their original pixel information. However, Douze et al. indicate that GIST is "compelling
given its much higher eﬃciency and smaller memory usage, allowing to scale up to very
large datasets" when compared to BOF. This makes comparing a large number of images
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computationally less expensive once the descriptors have been extracted. This is useful for
the purposes of comparing video frames since the memory requirements for all video frames
from a video are very high. In addition, comparing frames in their pixel representation would
be computationally complex. GIST features have also been successfully applied to ﬁnd images
with speciﬁc landmarks (Li et al. 2008). Thus, we propose using GIST features in an analogous
manner with cataract surgical data. Instead of landmarks we attempt to ﬁnd visually diﬀerent
surgical instruments present, clustering the GIST descriptor for all frames in a cataract surgery
video.
As we are applying the GIST detector to a number of similar frames due to the relatively
constant subject of surgical videos, we reduce the dimensionality of the feature vector with
principal component analysis (PCA) (Jolliﬀe 2002). This makes clustering more eﬃcient and
enables us to apply the algorithm when comparing large numbers of frames. In the case of
cataract surgery videos, empirically we have found 5 dimensions to be suﬃcient.
K-means clustering is applied to the PCA reduced GIST descriptors from a single cataract
surgery video, and the number of clusters is set to the number of frames to be extracted.
An example of such clustering can be seen in Figure 4.1. From this example the beneﬁts
of automatic frame extraction are demonstrated, outlying visual appearances have separate
clusters, enabling us to test algorithms on unusual frames in the dataset. Each cluster is
examined and the member of the cluster with lowest time index is extracted from the video.
This process is summarised in Algorithm 1. An example of Frames extracted with the process
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can be seen in Figure 6.2.
Data: Video frames, Number of frames to extract
Result: List of extracted video frame
n ← Number of frames to extract ;
n dimensions ← Number of dimensions for PCA foreach Video Frame do
GIST feature vector ← GIST (Video Frame);
PCA-GIST ← PCA (Gist Feature Vector, n dimensions);
clusters ← k-means (PCA-GIST, n);
foreach cluster do
add cluster member with lowest time index to the list of extracted frames
end
end
Algorithm 1: Algorithm for automatic frame selection in surgical videos
4.3.2 Histogram of Gradient for Eye Structure Analysis
Dalal and Triggs created the Histogram of Gradient (HoG) descriptor to detect pedestrians.
Pedestrians tend to maintain a stable silhouette between subjects while great variations in
texture and colour are observed primarily due to clothing variations. As such the HoG detector
attempts to locate the objects by their silhouette. When tracking eye position in cataract
videos similar issues are encountered to that of pedestrians; colouration of the eye varies
between subjects while a consistent silhouette is maintained. The HoG detector provides
good performance compared to other feature sets, such as wavelets (Dalal & Triggs 2005).
A detailed discussion of the HoG method can be found in (Dalal & Triggs 2005). Initially edges
are found with the Sobel edge detector, and then orientated histograms are found for cells
in the image. Dalal and Triggs found that histograms with 9 orientations provided the best
performance in the case of pedestrian detection. The authors note that for "better invariance
to illumination, shadowing, etc., it is also useful to contrast-normalize the local responses
before using them. This can be done by accumulating a measure of local histogram energy
over somewhat larger spatial regions (blocks) and using the results to normalise all of the
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cells in the block. We will refer to the normalized descriptor blocks as Histogram of Oriented
Gradient (HOG) descriptors". These blocks are used as a feature vector for an SVM, where
blocks are extracted from an overlapping detection window applied over an image.
In order to apply the methodology to tracking the eye position in cataract surgery, a strategy
for dealing with occlusions caused by instruments is required. When a detector for the entire
iris shape was trained, it was not robust for occlusions caused by the instrument since the
shape information was altered signiﬁcantly. To improve robustness of the iris detector, we ﬁnd
HoG detectors for parts of the iris:
• Complete iris;
• Top of iris;
• Bottom of iris;
• Left of iris; and
• Right of iris.
In addition, a detector for the full iris is also trained for cases where occlusions are not present.
Five positive training examples for each detector where provided at a resolutions of 128px ×
128px (full iris examples), 128px × 64px (top and bottom iris part examples) and 64px ×
128px (left and right iris part examples). Ten frames were initially provided as a negative
example. Further negative examples were generated with hard-negative mining, whereby an
initial detector was created based on the available hard negative examples before applying
the detector to the negative frame examples. In cases where the detector returned a negative,
the window was added to a new negative training set. A ﬁnal detector was trained using the
initial positive example and the hard-negative mined examples. The positive examples used
in training of the HoG detector can be seen in Figures 4.3 to 4.7.
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Figure 4.1: PCA applied to GIST descriptor for each frame to reduce to 2 dimensions, clusters
found with k-means cluster where number of cluster is 25.
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Figure 4.2: Example of frames automatically extracted from complete cataract surgery video
with GIST-PCA-K-means methodology.
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(a) (b) (c) (d)
(e)
Figure 4.3: Training examples used for the full iris detector.
(a) (b) (c) (d) (e)
Figure 4.4: Training examples used for the left part of iris detector.
The application of these detectors can be seen in Figure 4.8. The basis for this approach is
derived from the methodology applied by a surgeon. In cataract surgery, one surgeon will
operate on one patient, and thus, a maximum of two instruments can be used during the
procedure. Generally two instruments will not occlude all of the parts the eye above. The
results of each detector are therefore used to establish relationships between each other so
that the location of the complete eye can be reconstructed using the other detectors.
Once the locations of speciﬁc parts of the iris are known, it is possible to derive the position of
the iris when relationships between the full object and the iris parts are established. The ratio
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(a) (b) (c) (d) (e)
Figure 4.5: Training examples used for the right part of iris detector.
(a) (b) (c) (d)
(e)
Figure 4.6: Training examples used for the bottom part of iris detector.
(a) (b) (c) (d)
(e)
Figure 4.7: Training examples used for the top part of iris detector.
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of width and height between the complete iris and the iris parts is assumed to be constant
throughout a procedure. This information can be used to transform information provided by
the detection of a iris part into the width, height and location of the full iris. In the case
of multiple iris parts being detected these quantities are aggregated across the available iris
parts.
The center of the iris can be found for each detector with the following equations. For the
Figure 4.8: Detection result for HoG detector applied to a cataract surgery video frame.
Detectors are left (Cyan), right (pink), top (green) and full (blue). The detector for the
bottom of the iris has failed due to the surgical instrument present in this part of the frame.
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complete detector:
xfullcenter = x+ width/2
yfullcenter = y + height/2
(4.1)
For the left and right side of iris detector:
xcenter = x+ width
yleftcenter = y + height/2
(4.2)
For the top and bottom of iris detector:
xcenter = x+ width/2
ycenter = y + height
(4.3)
Where height and width are the dimensions of the detector windows, and the location of
the detection window is represented by x and y. If the full iris detector return a value then
xfullcenter and y
full
center are used as the iris center, otherwise all other detectors center positions are
averaged to ﬁnd the iris center.
The iris width can also be found in a similar manner for purposes of normalisation. For the
complete detector:
irisfullwidth = width (4.4)
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For the left and right side of iris detector:
iriswidth = width ∗ 2 (4.5)
For the top and bottom of iris detector:
iriswidth = width (4.6)
Pursuing a similar approach to the iris center calculation, if the full detector returns a value
then the iris is said to have a width of irisfullwidth, otherwise the iriswidth values from the other
detectors are average to ﬁnd the iris width. This approach provides a useful approximation
for the iris center and width. However, it should be noted that the sizes of the detectors are
not expected to be completely accurate over a complete dataset. For normalisation purposes,
values from the full iris detector can be used under the assumption that no change will occur
until the next successful full iris detection. This assumption is valid as surgeons adjust the
zoom of the camera infrequently. For the iris center we attempt to mitigate the eﬀect of
inaccuracy in the detected size of individual detectors by averaging our iris part detectors
together.
4.3.3 Detector Evaluation
To evaluate the detectors 50 frames were extracted from 4 cataract surgery videos using the
GIST clustering method discussed in Section 4.3. The true positives, true negative, false
positive and false negatives for the full, left, right, top and bottom iris HoG detectors applied
to these frames can be seen in Tables 4.1 to 4.5. All of the detectors generate true positive
and true negative in a robust manner. This is in agreement with high values for precision
and recall found in Table 4.6. We note that the detectors generate a very low amount of false
positives, which makes the methodology for deriving the iris location based on part detection
in Section 4.3.2 viable. If there were many false positives, the ratios between the sizes of the
various iris parts could not be established in a robust manner. There is a large proportion
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of true negatives due to parts of the eye often not being part of the frame. This problem
is exacerbated when the eye is at the boundary of the frame so that the shape information
needed for 4 detectors is not captured. In instances where the eye is in the corner of the
frame this method fails to make any detection of the iris due to all parts being incomplete.
Although this problem can be resolved by adding additional iris parts for detection, it is worth
keeping in mind that using smaller less distinct parts of the iris would most likely result in
more false positive results. There is a signiﬁcant number of false negatives for all detector
types, which are often caused by surgical instruments compromising the characteristic shape
of the iris part that we are attempting to detect. Using a larger sample pool with examples of
surgical instruments for the positive training set in the SVM (used in conjunction with HoG
detection) could make these detectors more robust in these cases. A large number of such
examples would need to be provided due to the variety in instrument shapes and poses found
in cataract surgery videos.
Qualitative evaluation of the detector provides additional insights into their behavior. In
Figure 4.9 see examples of the detectors applied to a single cataract surgery video. In Figure
4.9a the right iris part detector returns a false positive as it incorrectly identiﬁes a shape made
by the silhouette of two surgical instruments as the right part of the iris. While the silhouette
is similar we note that the colour information in the right part of the iris detector does not
match with the other detectors colour information. Enforcing a similar colour distribution
for the returned detections from a frame could provide a useful mechanism for removing such
false positives. Another strategy would be to use prior knowledge of the possible iris part
locations relative to one another in order to detect false positives. Figure 4.9p demonstrates
that the detectors can sometimes all fail simultaneously for a frame, which is usually a result
of the surgical instruments modifying the edge contours found around the iris. Figure 4.9w
demonstrates the detectors returning results despite the iris being completely occluded by a
surgical instrument. In cases where shape information is misleading our algorithm, robustness
could be improved through sanity checks based on other cues such as colour. Combining this
methodology with an object tracker that is inialised by the HoG detector would provide more
stable results.
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
(q) (r) (s) (t)
(u) (v) (w)
Figure 4.9: Figure demonstrating the use of HoG detectors for iris left (Cyan), iris right (pink),
iris top (green) and full iris (blue) for the ﬁrst 23 frames of a cataract surgery video extracted
with GIST clustering method.
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Table 4.1: Table showing true positives, true negative, false positive and false negatives for
the full iris HoG detector
Full Detector Condition positive Condition negative
Test Outcome Positive 42% 4%
Test Outcome Negative 10% 44%
Table 4.2: Table showing true positives, true negative, false positive and false negatives for
the full left side of iris HoG detector
Full Detector Condition positive Condition negative
Test Outcome Positive 41% 8%
Test Outcome Negative 16% 35%
4.4 Analysis of Camera Movement
4.4.1 Introduction
Visualisation of the operative ﬁeld is an essential component to any successful surgical pro-
cedure. This aspect is even more critical during ophthalmic surgery when the operating
microscope requires continuous adjustments to ensure optimal eye centration, focus and zoom
to assess diﬀerent depths of tissue or tracking patients' eye movements. Furthermore, a num-
ber of barriers exist in acquiring these skills for successful operative visualisation for cataract
surgery. Firstly, mastering the microscope pedal is an essential but a diﬃcult skill requiring
continuous practise. Secondly, phacoemulsiﬁcation cataract surgery is further complicated by
the need to independently use all four limbs simultaneously which is an unnatural state for the
novice trainee. Finally, the trainee ophthalmic surgeon must overcome a steep learning curve
of not being able to directly visualise the operative ﬁeld but rely on an indirect operative ﬁeld
of view governed by the microscope.
Studies from allied surgical specialties that use an operating camera have noted the important
link between surgical outcome and operative visualisation. Experienced surgeons spend sig-
niﬁcantly more time ﬁxating the target locations than novices, who split their time between
focusing on the targets and tracking the tools (Wilson et al. 2010, Khan et al. 2012). Kocak
et al. noted a signiﬁcant diﬀerence in eye motion parameters in surgeons with diﬀering levels
of experiences during video-assisted surgery (Kocak et al. 2005). Furthermore, gaze training
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Table 4.3: Table showing true positives, true negative, false positive and false negatives for
the right side of iris HoG detector
Full Detector Condition positive Condition negative
Test Outcome Positive 60% 14%
Test Outcome Negative 3% 23%
Table 4.4: Table showing true positives, true negative, false positive and false negatives for
the top of iris HoG detector
Full Detector Condition positive Condition negative
Test Outcome Positive 51% 14%
Test Outcome Negative 3% 28%
expedites the learning of psycho-motor skills compared with traditional movement-focused
training, with the beneﬁts more pronounced under stress (Vine & Wilson 2010, 2011). Hence,
by enhancing gaze strategies and operative visualisation, it helps reduce the attention demands
of complex movements, increases psycho-motor eﬃciency and frees resources to be applied for
concurrent tasks (Wilson et al. 2010). The challenge for surgical educators, however, is cap-
turing, analysing and enhancing these operative visualisation skills in an objective manner.
Assessment of surgical skill plays a crucial role in determining competency, monitoring edu-
cational programs, and providing trainee feedback. However, there are few validated tools to
evaluate ophthalmic surgical competence. One of which is the OSACSS (objective structured
assessment of cataract surgical skill) instrument that consists of a six-item global rating and
a 14-item task speciﬁc component, with each component rated on a ﬁve-point Likert scale
(Saleh et al. 2007). Inherent in its checklist is a global index that scores whether the eye [is]
positioned centrally within the microscope view. While the OSACSS is a key validated as-
sessment tool, interest has been growing in automated machine-led rating systems to provide
additional sources of trainee feedback.
Video recording is readily accessible in ophthalmic theater and are commonly collected to
provide an invaluable resource in analysing the surgical procedure. Furthermore, studies
have shown construct validity in numerous motor-skilled tasks but none to date pertaining to
operative microscope control (Selvander & Åsman 2013, Le et al. 2011, Privett et al. 2010,
Mahr & Hodge 2008). The aim of our study is to utilise feature extraction and the latest
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Table 4.5: Table showing true positives, true negative, false positive and false negatives for
the bottom of iris HoG detector
Full Detector Condition positive Condition negative
Test Outcome Positive 64% 6%
Test Outcome Negative 13% 17%
Table 4.6: Table of the precision and recall for all iris part detectors
Detector Precision Recall
Full 0.91 0.81
Left 0.83 0.71
Right 0.81 0.95
Top 0.75 0.92
Bottom 0.92 0.83
computer vision techniques to track the location of the pupil during a recorded cataract
surgery, and compare the results with the overall OSACSS score for that particular case. We
hypothesise that those surgeons with consistent pupil centration during a cataract surgery will
be predicted to perform better in their OSACSS and demonstrate construct validity.
4.4.2 Methodology
A junior surgeon is deﬁned as an operator with less 200 cases whilst a senior surgeon is one
with greater than 1000 case. All cataract cases were deemed suitable for the junior surgeons
to allow for fairer comparison. These videos were recorded from the microscope platform and
captured the surgeons' operative perspective.
The computer vision algorithm deﬁned in Section 4.3.2 was applied to track the location of
the iris. From this tracking result, the distance of the center of the pupil to the center of the
frame was calculated. We found this distance for all frames in the video and took an average.
Additional parameters of average velocity and path length of the operative camera during the
procedure were also calculated in a similar manner.
The videotapes were sent to an independent technician who digitalised them, standardising
the size and colour, removed patient, surgeon or hospital identiﬁers to avoid reporting bias.
The videotapes were anonymised and randomised. Three independent experts subsequently
graded the particular skill according to the objective structured assessment of cataract surgical
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skill (OSACSS). This consists of both global and phacoemulsiﬁcation task-speciﬁc elements.
Mean, standard deviation (SD) and 95% conﬁdence intervals were computed based on the
recoded scores from each task. The repeated measures analysis of variance test was used to
compare the diﬀerences between the baseline and ﬁnal performance of the senior and junior
surgical group over all categories. Statistical analysis was performed using Student paired t-
test (parametric data) at each level to analyse the diﬀerences between the group performances.
Approximate t test statistical analysis was performed to test for signiﬁcance at p<0.05. Pro-
portions were compared using an approximate t-test. The statistic software used was Python
2.7 with Scipy 1.9.
Ethical approval was obtained and all participants provided written consent.
4.4.3 Inclusion Criteria
Only adult patients who had given informed consent prior to undergoing routine phacoemulsi-
ﬁcation cataract surgery were included for analysis. Further inclusion criteria were as follows:
fully dilated pupils, mild to moderate cataract (1+ nuclear sclerosis or cortical lens opac-
ity only); patient able to fully lie ﬂat and still for the duration of surgery; and no ocular
comorbidity (eg pseudoexfoliation or glaucoma).
Patients were excluded using the following criteria:
• Patients unable to give informed consent or not wishing to participate.
• Patients with non-routine cataract (for example secondary to previous trauma or previ-
ous intraocular surgery).
• Patients with concurrent pathology that will exclude a clear view (for example corneal
pathology)
• Complex cases not suitable for the less experienced surgical grade (for example very
small pupil, mature cataracts, patients with pseudoexfoliation)
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4.4.4 Results
Sixty two surgeons participated in the trial (31 videos of novices and 31 videos of experts). The
validated OSACSS scores were compared to average 'pupil-centre to frame-centre' and 'path
length' (shown in Figures 4.11 and 4.12). The p-values for the approximate t-test between the
two groups, novices and experts, were statistically signiﬁcant p0.05.
The results show that pupil-centre to frame-centre are inversely proportional to the total OS-
ACSS scores, with a better centration of the pupil associated with a higher overall OSACSS
score (see Figure 4.10). In Figure 4.11, average pupil path length is inversely proportional
to the total OSACSS score, with a smaller distance travelled corresponding to a higher OS-
ACSS score. In both Figures, a linear regression was applied to the relationship between
total OSACCS score and the average pupil distance from the centre of the frame and path
length travelled. A linear correlation between the two metrics was found with a slope of -
Figure 4.10: Graph demonstrating the relationship between the surgeon's OSACSS score and
centration of pupil.
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0.10257338997, where the correlation coeﬃcient R is -0.717585252193. The p-value for the
pupil distance from the frame-centre and the path length not being correlated is much less
than 0.05 (p=3.68560602859e-05).
Novice surgeons had a wider range of pupil path length, ranging from 2000mm-4300mm,
with an average of 4130mm (Figure 4.13). Expert surgeons have a range of path length from
1500mm-4500mm, with an average of 2512mm. Hence, the novice group showed a greater total
path length and a larger variation in length compared with experts who were more consistent.
The diﬀerences found were statistically signiﬁcant p<0.05.
Figure 4.12 shows a comparison between pupil-center to frame-center between novices and
experts. It demonstrates that novice surgeons have a range between 2-10mm with an average of
6.2mm pupil centration. In contrast, experts have good camera control minimising movements
by keeping pupil centration on average to 3.6mm from the frame, with a range of 1.8mm to
Figure 4.11: Graph demonstrating the relationship between the surgeon's OSACSS score and
total pupil path length during a cataract procedure.
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6.5mm.
4.4.5 Discussion
To our knowledge, this present study is the ﬁrst in which control of the operating microscope
in live cataract surgery has been objectively analysed using motion analysis technology. This
technological application demonstrates a positive relationship between good camera control
and surgical skill as measured by the validated OSACSS score. In addition, our data success-
fully discriminates between diﬀerent surgical experiences, demonstrating construct validity.
Our results show that surrogate markers for camera control including a small pupil center
to frame center, a low camera velocity and small path length all contribute to higher surgi-
cal performance. Hence, the data demonstrates that camera control can be a useful tool for
Figure 4.12: Graph demonstrating the relationship between the surgeon's experience and pupil
centration during a cataract procedure.
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formative feedback.
There are similarities in the metrics found in this study and others that used live video mo-
tion analysis for instrument handling (Smith et al. 2013, Saleh et al. 2006b, 2008, Bann et al.
2003). An eﬃcient and accurate ophthalmic surgeon aims to keep the surgical focus in their
ﬁeld of view at all times, making minor continuous camera adjustments throughout the pro-
cedure to ensure it lies within the designated frame. Furthermore, unlike novice surgeons who
would often make rapid jerky movements to centralise the eye, frequently reacting slowly to
the dynamic nature of the operated eye; expert surgeons use small velocity movements with a
trajectory path that is economical. The experience and scores of each of the 89 participants
were recorded using the already validated OSACSS rating tool. Hence, the measurements
recorded were able to discriminate between diﬀerent skill levels of surgeons and hence demon-
Figure 4.13: Graph demonstrating the relationship between the surgeon's experience and total
pupil path length during a cataract procedure.
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strate construct validity. This is exempliﬁed by the diverging, wide spread of results found in
novice surgeons. We ﬁnd that novice surgeons have a higher average pupil path length and
pupil-center from frame-center distance than expert surgeons.
Camera control in itself is a challenging skill for the uninitiated, which is made even more de-
manding when combined with very ﬁne stereotactic tasks in an uncompromising environment
such as the eye. It has been suggested that surgeons may spend up to 40% of their total time
in surgery making adjustments to the microscope (Yasargil et al. 1989). However, there are
technical diﬃculties in mastering the operating microscope. The surgeon has no direct view
of the foot pedals because they are on the ﬂoor under the operating table. This increases the
risk of hitting the wrong switch meaning the surgeon requires mental visualisation of their
operating apparatus including the foot pedals. Furthermore, when both the operating micro-
scope and phacoemulsiﬁcation foot pedals are used in unison, it results in non-neutral foot
forces as the surgeon attempts to balance their posture whilst applying appropriate pressure
on the pedals. Muscular fatigue from multiple iterative adjustments using the foot pedals can
also occur from poor technique (Shimizu et al. 2011).
Poor camera control including inaccurate inter-pupillary distance adjustment can lead to ocu-
lar fatigue and if not optimised will lead to loss of binocularity, surgical frustration and longer
operative times. However, despite its crucial role in ophthalmic surgery, proper instruction of
microscope camera control is lacking and often remains an under-represented part of surgical
training. Currently, traditional Halstedian on-the-job apprenticeship and the increasingly
popularised use of simulators exist in training the novice surgeon. Yet feedback and analysis
of camera control remains unstructured and variable. This study provides trainees and edu-
cators alike with objective and instantaneous measurements of camera control and by proxy,
surgical skills. The above motion analysis of camera control acts as complementary data to
be used alongside the validated OSACCS, to provide a comprehensive evaluation of surgical
performance and feedback. Furthermore, trainees may respond better to the objective feed-
back provided in this study, working towards goals with numerical values. Another practical
advantage of the motion analysis technology is the low set-up costs and ease of accessibility
in capturing the objective data. This allows surgical educators to install the software to their
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existing operating microscopes currently in theater suites.
To our knowledge, this is the ﬁrst time that an objective quantitative system has been success-
fully applied to microscope camera control during cataract surgery. Although encouraging,
further work needs to be undertaken to evaluate its usefulness and applicability in surgical
education and training. We suggest further speciﬁc training and onus on camera control
in surgery which currently is an understated part of ophthalmic surgical training. As motion
technology develops, the operating microscope of the future may well auto-focus and automat-
ically track surgical instruments, thereby providing the surgeon to concentrate on maximising
their ﬁne psycho-motor tasks.
4.5 Conclusion
In this chapter, we have examined some of the issues that make tracking of the iris diﬃcult
during cataract surgery procedures. In response to this we propose the use of multiple detectors
to identify diﬀerent parts of the iris (section 4.8). The basis for this is that it is unlikely that
every part of the iris will be occluded during surgery. We apply these results to an unbiased
set of automatically generated samples to test for the algorithm's recall and precision (section
4.3.3). Finally in Section 4.4 we demonstrate that metrics generated from this algorithm are
capable of measuring surgeons' skill with comparable accuracy to manual objective structured
systems. This process can transform low-level video data to a high-level concept of surgical
skill. In the next chapter we will attempt to apply a similar treatment to surgical instrument
present in cataract surgery videos.
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Chapter 5
Tracking Surgical Instrument in
Cataract Surgery
5.1 Introduction
To ﬁnd a robust approach to tracking instrument in cataract surgery for an unknown instru-
ment, invariant features need to be identiﬁed as a basis for instrument detection. We deﬁne a
robust approach as being capable of measuring surgical instruments motion for a large dataset
of cataract procedures with enough speciﬁcity and sensitivity to derive surgeon's skill. Proper-
ties that appear to display stability across many videos for surgical instruments are generally
associated with color contrast between instrument and background, instrument motion and
instrument shape. By observing complete surgical procedures, we note that instruments tend
to be in motion frequently. In the case of cataract surgery this is far more frequent than
camera motion, as such we pursue a method of instrument identiﬁcation through motion cues.
Similarly, instrument shapes display some properties that are applicable to a signiﬁcant num-
ber of instruments. Instrument are also designed to be visible to a surgeon by contrasting with
the patient's tissues, as such colour cues can be implemented to ﬁnd surgical instruments.
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5.2 Colour Methodologies
From initial observations of data in MIS, we have observed that the colours of instruments
are not consistent over time or for diﬀerent procedures. However, we do not fully understand
the nature of this change. An important factor when considering the colour as a cue is to
understand the diﬀerences in the colour of an instrument and its background. Segmentation
tasks tend to be more robust and simpler to implement when the target object contrasts its
background. In order to understand colour data, we analyse colour distributions for diﬀerent
examples of surgeries. Cataract surgery data has been chosen for this analysis due to having
access to many examples readily available.
5.2.1 Background Colour Cluster Analysis
In order to identify the a colour cue for the surgical instruments it is necessary to understand
the background distribution of colour. The background is primarily composed of various eye
structure. The largest of these structures are the retina, iris and sclera. As such we naively
hypothesis that all the colours in the the frame belong to one of these structures. K-means
cluster where the number of clusters is 3 is applied to a feature vector composed from the RGB
values of each pixel. The resulting cluster are demonstrated in Figure 5.1. While we choose 3
cluster because of our naive hypothesis based upon the number of expected structures in the
eye we can see from Figure 5.1c that the cluster labels do not correspond with the structure
that where expected. Other structures such as the plastic material used around the eye by the
surgeon is also present. In addition large amount of illumination causes diﬀerence in labels
for parts of the retina. In addition from Figure 5.1b we can see that the red, green and blue
are correlated. In order to attempt to gain more insight into the colour space it is necessary
to remove the eﬀects of illumination from the experiment. In order to accomplish this we
convert our RGB image into the HSV colour space. By only consider the hue and saturations
channels we can remove the eﬀects of illumination.
In Figure 5.2 the results of using k-means cluster in conjunction with hue and saturation can
be seen. While the eﬀects of illumination have largely been removed there remain some cases
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(a) (b)
(c)
Figure 5.1: Analysis of colour distribution in typical cataract surgery frame. The source frame
(a), labels for each pixel (b) and labels overlaid on original image (c).
of extreme illumination that still aﬀect the clustering process. In Figure 5.2 the bottom left
of the image is in darkness, this results in its own cluster being generated. In addition, part of
the retina that is reﬂecting the illumination sources strongly is labelled the same as the Iris.
From this analysis it is clear that we cannot assume that there are going to be main three
structures in the image, illumination and objects added due to the surgical process will also
add diﬀerent colour characteristics to the background image.
An alternative approach to use the normalised values of the RGB colour space (For the method
to calculate normalised RGB values see Section 5.2.2.1). This approach is intended to remove
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(a)
(b)
Figure 5.2: Analysis of hue and saturation distribution in typical cataract surgery frame. The
source frame labels for each pixel (a) and labels overlaid on original image (b).
the eﬀects of illumination so that only the chromaticity of a pixel is present. In Figure 5.6
this approach is demonstrated. It is notable that in Figure 5.6b the background pixels colours
do not spread across the whole colour space, this is in contrast to both the RGB and HSV
distributions. The eﬀects of extreme illumination are still present. As the colour values for
the background in the normalised RGB space are consistent, we can evaluate the average
chromacity for videos in our dataset by ﬁnding the average colour per frame for each video.
The average value for the red and green channel per frame are plotted in Figure 5.4. We
observe that the average colour varies between videos, this is probably due to the variations
between patients. In addition some videos present a large range of average colours than others.
This is most likely due to the camera being incorrectly positioned so that non-salient data has
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(a) (b)
(c) (d)
Figure 5.3: Analysis of normalised RG distribution in typical cataract surgery frame. The
source frame (a), labels for each pixel (b), labels (clusters = 3) overlaid on original image (c),
labels (clusters = 6) overlaid on original image (d).
been recorded for frames.
Having established that the colour distribution for the background is clustered in the nor-
malised RGB we can attempt to use this information to form a colour cue for surgical in-
struments. We ﬁnd the average colour for the ﬁrst frame a cataract surgical video where no
instrument is present. In subsequent frames, we calculate the distance between the average
colour and the colour value of each pixel for both the red and green channel independently.
The results of this can be seen Figure 5.6. The red distance images (Figure 5.6e-5.6h) demon-
strate a greater contrast than green colour (Figures 5.6a-5.6d) for the contrast between the
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Figure 5.4: Box plot of average normalised red and green value per frame for 17 videos (a
and b respectively). The line within the boxes are median value; limit lines, 95% conﬁdence
intervals(± 2 SDs; the edge of the boxes are ± 1 SD); and the asterisks, extremes.
instrument surface and the background. In addition, the green colour space does not contrast
diﬀerent structures in the background as clearly as the red distance images. A possible ex-
planation for the contrasting red colour information is due to the presence of blood in most
human biological structures causing a red tint that is not present in surgical instruments.
While instruments usually contrast in the red distance to the average red image, during the
phacoemulsiﬁcation stage, the retina does not contrast with the instruments (Figure 5.6h).
This is because during phacoemulsiﬁcation the lens is broken up, this aﬀects the colour prop-
erties of the retina as objects from the lens occlude it.
5.2.2 Identiﬁcation of Instruments Through Colour Cue in the Normalised
RGB Colour Space
Surgical instruments often display diﬀerent colour characteristics than those exhibited by
biological structure both inside and outside of the eye. This relationship speciﬁcally designed
to ensure instruments are easily visible to surgeons during use. Some tasks, however, require
stainless steel instruments, which can reﬂect their surroundings and, therefore, become less
visible due to the lack of contrast.
A wide range of colours can be present in surgical instruments. In the case of metallic in-
struments, however, the colour can be identiﬁed when its colour is not being modiﬁed by
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Figure 5.5: Box plot of standard deviation of normalised RGB colour space red and green
value per frame for 17 videos (a and b respectively). The line within the boxes are median
value; limit lines, 95% conﬁdence intervals(± 2 SDs; the edge of the boxes are ± 1 SD); and
the asterisks, extremes
(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
Figure 5.6: Distance of average green colour to pixel normalised green colour (ﬁrst row),
distance of average red colour to pixel normalised red colour (second row) and source images
(third row).
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very stong reﬂections. In addition, human biological structures have some predictable color
features: due to cells requiring oxygen, blood cells permeate tissues in mammalian bodies in-
ﬂuencing the pigmentation of tissues. This results in a red tint being present in all biological
structures, including structures where this tint is not immediately apparent. The 'white' of an
eye (sclera) for example contains larger red colour component than blue or green. Surgical in-
struments that have been observed throughout this project have not been coloured with a red
pigmentation. Thus, this provides a possible cue for ﬁnding surfaces of surgical instruments.
We deﬁned biological structures as having a high red colour component, and similarly, hy-
pothesised that instruments will not have high red pigmentation.
5.2.2.1 Methodology
We transformed the video into the normalised RGB space. In this space the relative intensity
of colours is removed, which somewhat mitigates the expected variations in lighting conditions
in our data. We then transformed the video from an RGB colour space to a normalised colour
space as:
R =
r
(r + g + b)
(5.1)
G =
g
(r + g + b)
(5.2)
B =
b
(r + g + b)
(5.3)
In keeping with our hypothesis, we deﬁned the identity of each pixel as:
Pixel(R,G,B) =

0, if R < G or R < B
1, otherwise
(5.4)
This image processing was applied to various complete videos.
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5.2.2.2 Results
Results demonstrate that in many cases instruments can be identiﬁed through colour infor-
mation with relatively few false negatives. Cataract surgery results are found in Figure 5.7.
For some tasks in the procedure, this methodology could be used to provide a salient cue for
instrument identiﬁcation. However, we observe that during phacoemulsiﬁcation the lens itself
becomes a false positive. In addition, the blue iris of the patient yields false positives. We
apply the methodology to another MIS, a Tonsillectomy, the results for this can be seen Fig-
ure 5.10. For this procedure instruments that are not reﬂecting the colour of the surrounding
tissues are correctly identiﬁed. Due to the geometry of endoscopic procedures the surrounding
tissues will usually be reﬂected by metallic instruments this leads to this colour cue being of
limited use in endoscopic procedures.
5.2.2.3 Discussion
The main source of false negatives is metallic instruments reﬂecting the eye surface, resulting
in a larger red component than would be expected for a non-reﬂecting metallic surface. Re-
ﬂections change rapidly over time so it is likely that this would be an intermittent error that
can be accounted for with the use of tracking techniques.
False positives are frequent for pixels that represent glare and the retina during phacoemulsiﬁ-
cation. Regions of glare saturate the CCD sensor (found in the microscope's recording device),
leading to a lack of information regarding the underlying color. While we could attempt to
ﬁnd regions of glare with pixel brightness, instrument pixels also display similar brightness.
Thus, it is likely that a diﬀerent cue such as shape would be more successful in identifying
regions of glare. Regions that are not illuminated also generate false positives.
Another source of false positives is the iris, the colour of which varies between patients. In
particular, the colour model created for frames with a blue iris will incorrectly identify the iris
as an instrument. On the other hand, there are also cases where the model correctly identiﬁes
non-biological materials that are not salient to the instrument motion.
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i)
Figure 5.7: Results of instrument colour identiﬁcaiton method applied to cataract surgery.
98
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 5.8: Results of instrument colour identiﬁcaiton method applied to a Tonsillectomy.
During phacoemulsiﬁcation, the retina is occluded by the fragments of lens generated during
phacoemulsiﬁcation. This occlusion causes the colour properties of the region to change,
resulting in our colour model for non-biological structures to be inapplicable. The Iris cells
and cataract cells do not always agree with the proposed colour model. Iris cells colouration
varies between patients and the cataract colour varies as the procedure occurs. This issue
could be resolved by possibly extending the colour model to take lens fragments into account.
The simple colour model proposed in Section 5.2.2.1 demonstrates that colour models may be
a useful cue for identifying surgical instruments. However, the ﬂaws found in this approach
cannot be simply ﬁxed by using a more complex colour model. In this simple colour model,
the assumption that only biological structures have a red hue due to their blood content was
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disproved by reﬂections from metallic instruments. Thus, the colours of instruments are not
always distinctive from the background, and therefore diﬀerent cues must be introduced to
correctly identify surgical instruments. We have also observed that the performance of the
colour cue is somewhat dependant on the phase of the procedure, as the appearance of the
eye will vary over time. These ﬂaws are seen in Tonsillectomy more readily due to the more
consistent environment. Large instruments are often not detected due to red reﬂections on the
metallic surface, which is in contrast to plastic instruments that can be identiﬁed robustly using
colour cues. The issues associated with glare are equally prominent, whereby false positives
are frequently generated. We also noted that the instruments are prone to generating glare
due to their highly reﬂective surfaces, and while the classiﬁcation is correct, the underlying
feature being used is the glare colour, not the instrument colour.
5.3 Detection of Instruments with Shape Cues
Previous experiments regarding the use of colour to identify surgical instrument demonstrated
the need to introduce further cues. The issues identiﬁed with regards to applying colour
based segmentation of instruments suggest that shape cues may provide a useful method for
identifying surgical instruments.
Shape cues are useful for detecting objects where colour based information is not consistent
and have been successfully used for object recognition in many computer vision applications.
Shape information is usually high level and extracted from the contours present in an image,
often applying edge detection algorithms such as Sobel or Canny (Canny 1986). The outline
of any object with a diﬀerent colour to its background is considered as an edge, which makes
shape based methodologies more robust to changes in illumination and object colour.
Shape based methods for object detection need to cope with various transformations to the
object's appearance, including scaling, rotation and aﬃne transformations for rigid bodies.
The computational complexity for object detection increases with increases of degrees of free-
dom included in the possible transformations of the object. The instrument model may not be
unique for all transformations, for example, the rotational transformation will not be unique
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for an object with symmetry. This can increase eﬃciency of methods as the object model will
need to account for fewer possibilities.
In order to apply shape based object recognition, a model for the appearance of an object
needs to be found. Once such a model has been identiﬁed state of the art object recognition
algorithms based upon shape cues such as part based object recognition with latent SVM
(Felzenszwalb et al. 2008) have proven to be robust in variety of data. However, it is not
possible to pursue this approach for surgical instrument detection since surgeons have the
freedom to use instruments of their choice, and therefore the use of a strong prior instrument
appearance model would cause the resulting cue to be very speciﬁc. This issue is further
compounded by the need to apply modiﬁed shape cues to suit various diﬀerent procedures.
Thus, the use of shape cues is applied in similar manner to the colour cue presented in Section
5.2.2.1. In this case we attempt to ﬁnd invariant diﬀerence when applying the shape cue to
surgical instruments and biological tissue. Instead of attempting to hypothesis the nature of
this invariant, we observe various shape based cue reactions for diﬀerent objects throughout
our data.
While the precise shape of an instrument is not known, some features of the shape can be
assumed for many cases; instrument shapes are often composed of straight edges that are
usually symmetrical in nature, that run from the instruments handle to its tip. The width
and tip of an instrument however can vary according to the purpose of the instrument. In
MIS surgery the width of an instrument is often much smaller than its length in order to allow
instruments to easily enter a wound opening.
Although these are strong cues to identify an instrument, measuring edges to use these cues is
non-trivial. The instrument edges are not easily identiﬁable in all circumstances, in particular,
the edges of an instrument partially inserted in the eye can get blurred into the background.
Metallic instruments frequently reﬂect the strong lighting present during surgery. This can
result in several additional edges being formed in the interior of the instruments, potentially
reducing the contrast between the instrument and background, causing edge detection to be
problematic.
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To identify instruments through shape we explore two potential methodologies:
• Hough transform for straight lines
• Parallel line detection
The hough line detector is known to be rubust to noise and does not require a line to be
continuous to be detected. For symmetry detection, an algorithm was explored that uses a
Hough line detector to locate potential lines of symmetry through a 3D voting space.
5.3.1 Application of Sobel Detector to Surgical Videos
A median ﬁlter was ﬁrst applied to remove small artefacts present in the video. A Sobel
detector was then applied to surgical videos; the Sobel edge detection is found by convolving
the image.
Gx =
−1 0 1−2 0 2
−1 0 1
 ∗A (5.5)
Gy =
−1 −2 −10 0 0
1 2 1
 ∗A (5.6)
The edge detection for Gx and Gy is combined to ﬁnd the magnitude of the edges as:
Gmag = (G
2
x +G
2
y)
1/2 (5.7)
Gmag is then post processed with dilation and erosion to improve contour visibility. Finally,
an adaptive threshold was applied. The results of this process can be seen below.
5.3.1.1 Results of Sobel Detector
Figure 5.9 shows the results of a sobel detector being applied to videos of cataract surgery.
Similar results for a tonsillectomy procedure can be seen in Figure 5.10.
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i)
Figure 5.9: Images of the soblel detector being applied to various frames from cataract surgery
videos.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 5.10: Results of sobel detector applied to various frame from a tonsillectomy procedure.
5.3.1.2 Discussion of Sobel Detector
The Tonsillectomy demonstrated that for some instruments, including instruments with a
heavy glare, provided readily identiﬁable edges. When instruments reﬂect their surrounding
however, they become similar to their background and therefore not easily distinguishable,
which leads to the Sobel edge detector often failing to identify those instrument edges. This
issue is similar to the colour model in Section 5.2.2.1.
The Sobel detector performs better on cataract surgery data because the surgical instruments
mostly remain outside of the body, and therefore the instrument surface reﬂections are less
frequently of the patients tissue. The edges of instrument surfaces that are outside of the eye
tend to be easier to ﬁnd. Upon insertion into the eye, the instrument edge diﬀuses due to the
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refractory eﬀects of eye surface. Furthermore, the translucent nature of the eye surface also
reduce the contrast between instrument and other structures.
The Sobel detector does perform better during phacoemulsiﬁcation as there is a contrast in
colour between the fragments of broken up lens and the surgical instruments. This suggests
that the methodology in Section 5.2.2.1 could be altered to perform better during this phase
of cataract surgery if a suitable colour model for the lens fragments could be found.
5.3.1.3 Analysis of Reﬂection
In both experiments, we have identiﬁed reﬂecting instruments as a particularly diﬃcult case.
This is due to the reﬂection mimicking the background in terms of colour, making it harder to
separate the instrument from the background. However, reﬂections have some characteristic
features that can be used to identify this process. Reﬂection are sensitive to the instrument
pose; a pose change will cause a rather rapid change in reﬂection. This is particularly true for
instruments with ﬂat metallic surfaces.
5.3.2 Instrument Detection Through Identiﬁcation of Straight Lines with
the Hough Transform
The Hough transform was originally developed to identify straight lines through a voting
system. This method has been generalised to be able to detect arbitrary shapes. The use
of voting is useful as it makes the Hough transform robust to noise. As surgical instruments
shapes are commonly composed of straight line parts the Hough detector is a potential detector
for surgical instruments. We investigate the properties of the Hough detect in cataract.
5.3.2.1 Hough Detection for Straight Lines
In many image processing applications identifying straight edges is useful. The original for-
mulation of the Hough transform suﬀered from some drawbacks as detection is based upon
the gradient of a line. In the case of vertical lines this gradient becomes inﬁnite resulting in
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incalculable quantities during the detection. Near vertical lines result in very large gradients
that are computational expensive. This issue is rectiﬁed by the method proposed by Duda
and Hart (Duda & Hart 1972). Where a line is deﬁned as:
r = xcosθ + ysinθ (5.8)
Where a line has been detected through the use of an edge detector at a position (x,y) the
possible values of r an θ are plotted into an accumulator space. Resulting peaks in this space
represent the parameters of straight lines.
5.3.2.2 Methodology
The hough detector was applied to every frame in a complete video of cataract surgery.
Diﬀerent thresholds for a line in accumulator space where tested on each frame.
5.3.2.3 Results
Results of the hough transform applied to images identiﬁed by the GIST-PCA method in
Section 4.1 can be seen in Figures 5.11-5.18. The threshold for the number of intersections in
the hough space varies from 60-90 across the Figure, with a diﬀerent frame per row.
5.3.2.4 Discussion
The results demonstrate that the Hough line detector is capable of ﬁnding straight lines in
surgical instruments. However, many other structures also present straight lines, this results
in many false positives. The threshold used alters the number of lines detected. Due to the
variations between videos in our dataset, it is probable that an automatic method for setting
the threshold would need to be created. So that the hough transform would function well
across many diﬀerent videos. In some circumstances the hough detector does provide good
performance when detecting instruments that do not contrast well with the background (see
Figure 5.16a-5.16c). However, a lower threshold for detection in these circumstances is required
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(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k) (l)
(m) (n) (o) (p) (q) (r)
Figure 5.11: Results of hough detector at varying threshold applied to images returned from
the GIST-PCA frame selection method in Chapter 4.
(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k) (l)
(m) (n) (o) (p) (q) (r)
Figure 5.12: Results of hough detector at varying threshold applied to images returned from
the GIST-PCA frame selection method in Chapter 4.
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(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k) (l)
(m) (n) (o) (p) (q) (r)
Figure 5.13: Results of hough detector at varying threshold applied to images returned from
the GIST-PCA frame selection method in Chapter 4.
(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k) (l)
(m) (n) (o) (p) (q) (r)
Figure 5.14: Results of hough detector at varying threshold applied to images returned from
the GIST-PCA frame selection method in Chapter 4.
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(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k) (l)
(m) (n) (o) (p) (q) (r)
Figure 5.15: Results of hough detector at varying threshold applied to images returned from
the GIST-PCA frame selection method in Chapter 4.
(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k) (l)
(m) (n) (o) (p) (q) (r)
Figure 5.16: Results of hough detector at varying threshold applied to images returned from
the GIST-PCA frame selection method in Chapter 4.
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(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k) (l)
(m) (n) (o) (p) (q) (r)
Figure 5.17: Results of hough detector at varying threshold applied to images returned from
the GIST-PCA frame selection method in Chapter 4.
(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k) (l)
(m) (n) (o) (p) (q) (r)
Figure 5.18: Results of hough detector at varying threshold applied to images returned from
the GIST-PCA frame selection method in Chapter 4.
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that for other instruments that provide better contrast. While the hough detector does show
promise as a detector for surgical instruments, some issues would need to be resolved to make it
robust enough to detect instrument in a large dataset. The appropriate threshold for detecting
instruments varies over time and also between procedures. Find this threshold automatically
is not trivial, there are many examples of false positives. In addition, the hough detector often
ﬁnds more than one line per instruments. As such we cannot naively assume that the threshold
can be set so that 2 lines are detected (ie. the maximum number of instruments). The number
of false positives means that further ﬁltering of results would be required in order to establish
the probability of each detection being a result of an instruments presence. Other cues such
as the color cue in Section 5.2.2.1 may be useful to this end. Using prior knowledge regarding
the instruments starting location and orientation could also provide a basis for ﬁltering false
positive detections. Surgical instrument's tend to be pointed towards the eye, as this is the
principal area of surgical interest where the instrument tips will interact with the patient's
tissues. As such using knowledge of the iris center measured with the methodology presented
in Section 4.3.2, while weighting detections likelihood of being surgical instruments by the
closest distance from the detection to the iris center would provide a basis to integrate this
prior knowledge.
5.3.3 Instrument Detection Through Identiﬁcation of Parallel Edges
Instrument shapes vary between operations and surgeons, which makes creating models of
instrument appearances diﬃcult. More frequently, however, the instruments share similar
component shapes; an instrument used for cutting, for example, will usually contain a trian-
gular shaped blade. A very common feature of surgical instruments is parallel lines, and thus,
an algorithm that can detect parallel lines would be able to identify instruments in surgical
videos. Furthermore, lighting glares on biological structures are usually circular in shape,
which makes parallel line detection a useful method for ﬁltering out reﬂections that can cause
issues with other image processing techniques (see Section 5.2.2.1). Although parallel lines
are uncommon in biological structures, false positives may arise due to individual eyelashes
appearing aligned in a parallel manner.
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Parallel lines can be detected through a variety methods, such as techniques created for auto-
mated form reading where lines for a user to write one are detected (Zheng et al. 2005). These
methods can use prior information regarding the orientation of the edges to make the algorithm
computationally cheaper and more robust. While in surgical videos the exact orientation of
an instrument is not known, there are some circumstances where the possible orientations can
be predicted. For example, once incisions have been made in cataract surgery, the possible
orientations that a surgeon can use to complete the procedure are limited by the conditions
imposed by the incision size and location. A simpler method to identify parallel lines would
involve using the hough transform to ﬁnd all lines in an image, then comparing them with
simple geometry to ﬁnd cases where they are parallel. Due to the complexity of surgical video
data, however, the hough transform is not robust when returning the edges of the instruments.
As the data from surgical videos are noisy and we assume no prior information regarding
expected parallel line orientation, we adopt a voting scheme based on edge orientations found
with the Sobel edge detector. A probabilistic hough detector is applied to the resulting votes
to identify the parallel lines. The voting scheme is useful tool that can accumulate evidence
in a manner that is robust to noise. This approach is dependent on ﬁnding instrument edges
using the Sobel detector. This methodology however is not valid for cases where instruments
do not contrast with the background, usually due to reﬂections.
5.3.3.1 Methodology
The Sobel edge detector magnitude is found with the method described in Section 5.3.1. This
matrix is has a threshold applied to it so that salient edges are visible and noise is removed.
The threshold operation is deﬁned as:
Gpixelthreshold =

1, if Gmag > T
0, otherwise
(5.9)
Where T is an empirically deﬁned threshold. The orientation of an edge can be approximately
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found from Gx and Gy. Where
Gorientation = tan
−1(Gy/Gx) (5.10)
A 3D voting space is constructed with dimensions Framex, F ramey,Maximumdistancebetweenlines.
Votes are cast for every point where Gpixelthreshold = 1, and they are cast perpendicular to the
edge orientation such that:
votex = Rcos(Gorientation) (5.11)
votey = Rsin(Gorientation) (5.12)
R = {−Maximum distance between lines, ...,Maximum distance between lines} (5.13)
∀−Maximum distance between lines, , , 0, , ,Maximum distance between lines (5.14)
Votes alter their z location based on their distance from their edge.
votez = −((votex −Gxthreshold)2 + (votey −Gythreshold)2)1/2 (5.15)
where Gxthreshold and G
y
threshold are the coordinates of the edge whose votes are being propa-
gated. This voting process is visualised in Figure 5.19.
The voting space has a threshold applied to ﬁnd locations that have more than vote. Multiple
votes are assumed to have come from parallel lines. The threshold operation is:
votepixelthreshold =

1, if votepixel ≥ 2
0, otherwise
(5.16)
The V otethreshold is deconstruction into a set of x-y slices taken from all possible integer values
of Z. All points in each slice are summed such that:
voteslicetotal =
∑
votepixelthreshold∀pixel ∈ slice (5.17)
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Figure 5.19: Diagram showing edge votes (Red) from two parallel edges. Intercepts of votes
are detected to indicate the presence of parallel lines.
Votes from parallel lines form straight line in the voting space. Thus, the slice with the highest
votetotal has the probabilistic Hough transform (Matas et al. 2000) applied to ﬁnd straight
lines in the slice. These straight lines will be located between the two parallel lines with
an equal distance to both. The distance between the parallel lines is proportional to the z
coordinate of the slice with the maximum total number of votes.
5.3.3.2 Results
The results for symmetry detection can be seen in Figure 5.20. Parallel line detection has
successfully identiﬁed a variety of instruments, and in some cases where the instruments did
not display parallel lines in their structure, they were identiﬁed due to reﬂections in their
internal structure appearing as parallel lines.
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i)
Figure 5.20: Results of parallel line detection in cataract surgical videos for a variety of
instrument types.
5.3.3.3 Discussion
Parallel line detection appears to be a useful methodology for the detection of instruments in
surgical videos. The lines found in this method are not guaranteed to be from instruments, and
as such, a ﬁltering step using machine learning would be needed to classify parallel lines found.
In cases where instruments are clearly visible with distinct edges this methodology is usually
successful. This approach generates less false positive results than the Hough transform (see
Section 5.3.2), due to the stronger model of the instrument shape appearance, whereby two
straight lines must be in parallel to each other. Instruments with more complex shapes such
as the diamond-shaped scalpel in (e) have not been detected. However, many instruments
with more complex shapes do display symmetry. This means that it may be useful to extend
the parallel line detector to detect more general symmetrical structures.
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In cases where there are multiple instruments in a frame, the instrument with the strongest
signal for the Hough transform is displayed. If the instruments have parallel lines with dif-
fering distances between them, then the algorithm will only ﬁnd one instrument, where the
voteslicetotal is maximised. More complex interpretations of the voting space could be employed
to ﬁnd multiple instruments. However, this would likely introduce more false positive results.
Alternative strategies could also be pursued that make use of instrument orientations being
unique.
The methodology is reliant on Sobel edge detection being able to ﬁnd instrument edges. In
many types of surgical videos, the instrument edges do not contrast with their background
while in some other cases the instrument-background boundary is not distinct. These circum-
stances can lead to the Sobel edge detection method failing to identify salient edges. Improving
the method for edge detection to be robust to these issues would make parallel line detection
robust over larger data sets. Some edge detection methods that may ﬁnd more salient edges
are Canny edge detection and Phase Congruency (Ding & Goshtasby 2001, Kovesi 1999).
5.4 Analysis of Motion
Methodologies explored earlier in this chapter have diﬃculty being robust over large amounts
of data. Hence, we attempt to analyse the motion found through optical ﬂow methods in
cataract surgery videos. Surgical instruments tend to move more frequently and rapidly than
background structures. Motions that we believe belong to instruments could be identiﬁed
and used to measure the instrument displacements over time. Instrument motions in cataract
surgery can generally be characterised with the following steps:
• Instrument enters from one of the borders of a video frame.
• Instrument moves near to the location of the wound opening at a high velocity.
• Instrument becomes stationary before insertion.
• Instrument is inserted through the wound opening into the eye with a slow velocity.
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• Instrument motion is dictated by the phase of the operation being completed at this
point, a set of motions of varying lengths and speed are employed to complete a task.
• Instrument is manoeuvred through the wound opening of the eye.
• Instrument is rapidly removed from the eye and the video frame.
During these phases, the instruments demonstrate predictable motion that can be used as a
cue to identify instruments. However, instruments are not the only objects that may be in
motion during a cataract procedure. The microscope view is frequently altered by a surgeon
throughout a procedure, and this motion can take the form of translation or changes in the
magniﬁcation level. This results in all objects in the video frame undergoing motion. The
motion of objects caused by translation is approximately equal for all objects, since their
distance from the microscope lens is usually similar.
Mechanical forces applied to a patient's eye through the surgical instruments result in the eye
undergoing motion that is a dampened version of the instrument motion. In some instances
the instrument and the eye may be coupled so that the motion for both objects is the same.
The eye may also move independently of surgical instruments if the patient moves their eye.
Other sources of motion tend be infrequent, caused by events such as irrigation of the eye and
surgeon's hands moving in front of microscope lens.
We pursue a motion based cue as we believe it is possible to identify invariant characteristics of
motion throughout the video by applying prior knowledge regarding the motion. We can safely
assume that the camera motion will not be the same as surgical instrument motions. This prior
knowledge is invariant across patients and procedures. Therefore, if a method can be found
to separate instrument motion from camera and noise motions, a general methodology for
tracking surgical instruments can be obtained. Due to the collected data having unpredictable
noise that can rapidly change the visual appearance of the data, such as microscope focus
adjustments causing short term changes while introduction of blue dye can cause long term
changes, the methodology is required to be either invariant to the identiﬁed sources of noise
or can recover quickly from such changes.
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To identify motions that are characteristic of instruments, the approach is required to robustly
and accurately track both instruments and background structures. Tracking regions over time
allows us to analyse the motion of video regions for as long as tracking can be maintained.
Metrics of the tracked points such as speed and path length can be analysed to classify
tracked points as either instrument or background motions. Finally the velocity of all points
identiﬁed as belonging to surgical instrument is aggregated to form a ﬁnal velocity vector for
the instrument.
5.4.0.1 Motion Based Identiﬁcation of Surgical Instruments in Cataract Surgery
To detect instrument motion, a methodology to separate instrument motion from camera
motion is found. As the eye motion is correlated to instrument motion we do not seek to
separate them. To achieve separation between the instrument motion and the camera motion,
we assume that the camera motion aﬀects all objects in the video frame in an approximately
equal manner. Thus, we assume that the velocity of the camera is equal to the measured
average velocity for all objects in the frame. If we randomly sample motion throughout a
video for all objects, the majority of samples will be from objects undergoing motion due
to the camera. Infrequent motions that are signiﬁcantly diﬀerent from the camera motion
obtained from the average velocity can be considered to be instrument motions.
The algorithm we present ﬁnds the instrument velocity through the following steps:
• Points features on both the instrument and background are tracked.
• The background motion is approximated.
• These tracks are analysed with a Monte Carlo Markov Chain (MCMC) Gaussian mixture
model to ﬁnd a global threshold for speed between instruments and background.
• MCMC Gaussian mixture model is applied to ﬁnd tracks that consistently display speeds
that are classiﬁed as instrument speeds.
• A velocity vector is found with an average of all tracks that have been identiﬁed as
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Figure 5.21: Block diagram of instrument tracking algorithm based upon motion cue.
tracking surgical instruments, weighted by the probability that the track is following an
instruments' trajectory.
An overview of the algorithm steps that are used can be seen in Figure 5.21.
5.4.0.2 Point Detection and Subsequent Tracking
Data: Input Video
Result: List of feature points tracked over time
Detect point interval = 3;
Current Frame Index = 0;
Feature Point Tracks List = [];
while not at end of video do
read current frame;
if Detect point interval % Current Frame Index = 0 then
Feature Point Tracks List = Feature Point Tracks List ∪ Harris Detect Points
(frame);
end
foreach point in Feature Point Tracks List do
if KLT track (point, frame) is successful then
Update track in Feature Point Tracks List
else
Remove track from Feature Point Tracks List
end
end
Current Frame Index += 1
end
Algorithm 2: Point detection algorithm ﬂow
Suitable point features from the instrument and background need to be identiﬁed for further
tracking. There are many algorithms that can return interest points such as good features to
track (Tomasi & Kanade 1991), Harris corner detection (Harris & Stephens 1988) and more
recently SIFT (Lowe 1999).
As the tracking point detection algorithm will be applied to many images, computational speed
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Figure 5.22: Harris point detection applied to frame without surgical instruments present.
is an important factor for this application. Through experimentation we found that Harris
corner detection is adequate for the needs of this application. The Harris corner detector
returns points in textured regions from both background and instrument structures throughout
cataract procedures. The Harris corner detector is applied to every third frame in a video,
the resulting points are used as the starting coordinates for KLT tracking, provided the KLT
tracker is not already tracking a point in the immediate vicinity (see algorithm 2). For
examples of the Harris corner detector applied to cataract video frames see Figures 5.22-5.24.
5.4.0.3 Kanade-Lucas-Tomasi Tracking
The Kanade-Lucas-Tomasi (KLT) tracking algorithm (Tomasi & Kanade 1991) can track
points when velocity can accurately be measured by optical ﬂow. In order to calculate optical
ﬂow accurately the following constraints are applied:
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Figure 5.23: Harris point detection applied to frame surgical instruments and blue dye applied.
• Region velocity should vary in a smooth manner.
• Regions appearance must be consistent between frames.
These constraints are often broken in real world data such as surgical videos. As this causes
tracking to be inaccurate, we require a methodology to detect these events and terminate
tracking of those respective points. In order to detect broken tracks we attempt to track a
point backwards in time and compare the tracked location to the previously known location.
If these two locations are not in agreement then tracking of the point is terminated (Kalal
et al. 2010). By regularly applying Harris corner detection, structures that have lost tracking
can be restarted.
121
Figure 5.24: Harris point detection applied to frame with multiple surgical instruments.
5.4.0.4 Motion Threshold
To identify motions that are likely to have been caused by an instrument, a motion threshold
for speed is found. In order to set an appropriate threshold the following method is applied:
1. The background motion is approximated.
2. Tracking data is corrected for camera motion.
3. MCMC unsupervised learning method is applied to all point speeds to a 2 class Gaussian
mixture model.
4. The statistics of the resulting classes are used to classify motions.
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5.4.0.5 Background Motion Estimation
The background motion is deﬁned as the average tracked point speed:
BackgroundSpeedestimationframe =
∑
k=No.points
PointSpeedk
No.points
(5.18)
Where BackgroundSpeedestimationi is the approximate background velocity for the i
th frame,
No.points is the total number of feature points being tracked and PointSpeed is the velocity
of each tracked feature point.
The average motion from the tracked feature points is used as an estimation for the background
motion. In most cases, there are signiﬁcantly more tracked points in the background than
on the instruments, allowing a reasonable approximation for the background motion. The
background speed for a frame is subtracted from feature point speed found in the same frame:
Speed∗frame,point = Speed
Tracked
frame,point−
BackgroundSpeedestimationframe
Where SpeedTrackedframe,point is the speed for a tracked point in the frame. The eﬀects of instrument
motion on modifed speed is comparable between frames due to the eﬀects of the camera motion
being minimised.
5.4.0.6 Setting Speed Threshold
When considering the distribution of Speed∗, we model the data as containing speeds from
both the background and instruments. An example of this distribution can be seen in Figure
5.25. Due to the background speed compensation, we can assume that background speeds will
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Figure 5.25: Histogram of background motion compensated motions.
be smaller than instrument speeds. We model the distribution as:
Speed∗PDF = Nbackground(µbackground, σbackground)
+Ninstrument(µinstrument, σinstrument)
(5.19)
Where N is a normal distribution with a mean of µ and a standard deviation of σ.
The model needs to account for the majority of speeds being from the background rather
than the instruments. This unbalanced quantity of samples for each class makes unsupervised
clustering problematic. We opt to use a MCMC approach so prior knowledge can be applied to
correctly classify instrument and background speeds, where the relative number of examples
for each class can be expressed in our model.
We model the instrument and background speed distributions as being normal distributions.
The background speed is centred at 0 with a small standard deviation while the instrument
motion will be larger than 0 with a much larger standard deviation to account for the large
variations in instrument speed that is displayed throughout cataract procedures. We also
estimate that the background cluster will have many more samples than the instrument cluster.
We deﬁne our prior knowledge of the distributions as:
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pbackground = N(µbackground, σbackground)
pinstrument = N(µinstrument, σinstrument)
p(µbackground) = U(0, 1)
p(µinstrument) = U(0.5, 1)
p(σbackground) = U(0.01, 0.5)
p(σinstrument) = U(0, 2)
p(featurepointbackground) = U(0.7, 1)
p(featurepointinstrument) = 1− p(featurepointbackground)
A metropolis MCMC sampler takes samples from Speed∗, to optimise for values of µbackground,
µinstrument, σbackground and σinstrument. An example of the derived Gaussians can be seen in
Figure 5.27.
The threshold for a speed belonging to a cluster is found through Bayes rule. By ﬁnding the
value for speed where:
P (x = speed|Lx = 1)P (Lx = 1) =
P (x = speed|Lx = 0)P (Lx = 0)
(5.20)
Where Lx is the label of the cluster.
The traces of the unknown parameters in the model being optimised can be seen in Figure
5.26. Use of these unknown parameters result in clusters, shown in Figure 5.27. Through the
application of Bayes theorem speeds can be assigned to either instrument or background.
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Figure 5.26: Traces of unknown parameters in MCMC.
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Figure 5.27: Clusters found from MCMC, x-axis is the speed per frame and the y-axis is the
normalised frequency.
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5.4.0.7 Classiﬁcation of Tracks
Tracking points over time is beneﬁcial as it allows us to measure a point's behaviour over time
to base our classiﬁcation on. While we could simply threshold all motions by the threshold
found in Section 5.4.0.6, the additional speeds found over time from tracked points provide a
more robust method for classifying motions. To achieve this we calculate the proportion of
times that a tracked point exceeds the speed threshold. We deﬁne the probability for tracking
the surgical instrument for an individual track as:
Pintrumentmotion(Track)) =
∑ ∀trackspeedsthreshold(speed)
length(Track)
(5.21)
Where threshold(speed) is:
threshold(speed) =
{
1 if speed is > motion threshold
0 if speed is < motion threshold
The proportion of instrument motion is found for all feature tracks, and an example of the
distribution can be seen in Figure 5.28. To ﬁnd a threshold for Pintrumentmotion(Track) the
same methodology to that of 5.4.0.6 is applied; a two class Gaussian mixture model is ﬁtted
with a metropolis sampler, using Bayes rule to provide a threshold value. The prior knowledge
used is altered such that:
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Figure 5.28: Histogram of instrument motion proportion for tracked feature points.
pbackground = N(µbackground, σbackground)
pinstrument = N(µinstrument, σinstrument)
p(µbackground) = U(0, 1)
p(µinstrument) = U(0.1, 1)
p(σbackground) = U(0, 0.05)
p(σinstrument) = U(0, 0.5)
p(featurepointbackground) = U(0.8, 1)
p(featurepointinstrument) = 1− p(featurepointbackground)
Any tracks whose probability of tracking an instrument is greater than the threshold is said to
be tracking the surgical instrument. To calculate the instrument velocity vector for a frame,
all instrument tracks are averaged:
Vinstrument =
∑∀InstrumentTracksPintrumentmotion(Track))
No.InstrumentTracks
(5.22)
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Figure 5.29: Results of instrument tracker for a selection of instrument types.
Table 5.1: Approximate t-test comparison between novice and expert surgeon's for common
tasks in cataract surgery.
Task Approximate t-test p-value
Incision p = 0.0052
Capsulorhexis p = 0.0005
Phacoemulsiﬁcation p 0.0001
Irigation and Aspiration p = 0.0057
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5.4.1 Results
Results take the form of a qualitative demonstration of instrument tracking and a comparison
between results for expert and novice surgeons. Examples of frames tracked can be seen
in Figure 5.29. These qualitative results show tracking points correctly assigned to surgical
instruments in a variety of circumstances for many diﬀerent instruments. This demonstrates
the ability to track a variety of surgical instruments over a complete procedure.
The p-values for an approximate t-test between the novices and experts' total instrument
path lengths were p = 0.0052 , p = 0.0005, p  0.0001 and p = 0.0057 for incision, CCC,
phacoemulsiﬁcation and irrigation/aspiration tasks respectively. This demonstrates that the
algorithm presented can measure statistically signiﬁcant diﬀerence between beginners and
experts for common cataract surgery tasks. Further results found using this methodology
can be found in Chapter 6 where we investigate the medical implications of measuring path
lengths and how this metric correlates to surgical skill.
5.4.2 Discussion
The methodology presented in this study provides a robust method for measuring surgical in-
strument motions over a large dataset. The ability to robustly measure instrument motions is
a key step for ﬁnding automatic methods for assessing surgical skill, we evaluate this method-
ology in Chapter 6. The path length of instruments for particular tasks demonstrate that
expert surgeons are able to accomplish the same task with diﬀerent amounts of instrument
motion, see Table 5.1.
Tracking objects without prior knowledge of shape and colour is a challenging problem. As
such, the methodology used relies on separating the motion of surgical instruments from
background motions. A MCMC Bayesian clustering method is then used to identify instrument
motions, which has the advantage of being able to consider the context of motion. This
ﬁlters occasional background motion that can intermittently mimick instrument motion. This
method is robust to the extreme changes in illumination during the procedure as readily
tracked structures are identiﬁed in the ﬁrst step. If there is a sudden change in illumination,
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then tracking may be lost for a short time until new tracking points can be established. In
some cases, illumination may make the instruments diﬃcult to track, however as tracking
points are found across the entire surface area of the instrument suitable tracking points can
usually be identiﬁed.
The ability to track instruments in a robust manner through oine processing provides a
mechanism for generating examples of surgical instruments from large datasets, see 6 for
evaluation of this methodology. The aim is to use such samples for automatic cue generation
for instrument appearances, which can then augment this motion classiﬁcation approach with
additional cues such as colour and shape. The addition of such cues would make it possible
to track the instrument tip yielding information such as the instrument type and location.
5.5 Conclusion
In this chapter, we have explored three lines of inquiry to track surgical instruments in MIS.
We have established that colour cues can in some circumstances provide a useful methodol-
ogy. However, qualitatively it can be seen that colour cues lack robustness, particularly when
instruments reﬂect their surrounding. Strong illumination can also saturate the camera sensor
leading to a loss of colour information. In these situations, the colour cue can lead to false
negative whereby instruments can be missed. In addition, strong reﬂections on the eye surface
can also present colour information that causes a false positive. To ﬁlter these false positives,
diﬀerent information would need to be fused with the colour model as metal instruments com-
monly reﬂect the illumination in a similar fashion. The shape of reﬂection on the eye surface
is characteristically circular, making the use of a shape cue to ﬁlter eye surface reﬂections a
likely solution. When the instrument enters the eye, the translucent layer of the eye changes
illumination that an instrument undergoes. The strength of this eﬀect varies between patients.
In some cases, the illumination may not be suﬃcient to transmit the colour information. In
these cases, the instrument is diﬃcult to identify when its tip is inside the eye. In this case
it is diﬃcult to establish instrument cues, this makes the approach of tracking points from
across the instrument surface appealing as it makes it possible to measure the instruments
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motion, even when the tip is occluded.
The shape of the instruments while unknown a priori, assumptions regarding their general
appearance can be made. While we cannot be certain that these assumptions will be true for
future designs of instruments, it is likely that the shape of an instrument will be constrained
by its purpose. As such the instruments can be assumed to be smaller than the target area
of a procedure. Usually they are constructed from segments containing straight edges. Often
they have a line of symmetry running through the instrument. As such methodologies that
can identify such features can be useful for the purpose of instrument identiﬁcation. To ob-
serve shape information the contours of an image are usually extracted with an edge detection
algorithm. In this chapter we experimented with the sobel detector. In some circumstances
this detector worked well. However, when the instrument and background contrast is low
is diﬃcult to identify instrument edges. Given the shape construction of the instrument a
simple solution would be to use the Hough detector for straight lines to identify instruments.
A number of straight lines the occur in background lead to false positives. Also setting an
appropriate threshold for data across a large dataset is non-trivial. As such we attempted to
identify parallel straight lines. This approach ﬁlters our many of the false positives caused
by straight edges in the background. This approach is strong for some instrument shapes.
However, wider instruments (such as for lens insertion) and those constructed with more com-
plex shapes (such as instruments with blades) are not detected. This is mostly due to the
design of the algorithm, wide instruments were not attempted to be detected to reduce the
computational cost of ﬁnding parallel edges. In addition more complex shapes do not contain
parallel lines that may be used to identify the instruments. A more general approach to sym-
metry was attempted using phase symmetry (Kovesi et al. 1997). However, this methodology
generated may more false positives due to the less constrained deﬁnition of shape that is being
detected. While this methodology can be used to detect instruments such as scalpel more false
positives are found. To pursue this method further it would be necessary to ﬁlter results using
a diﬀerent cue or context-based information.
The ﬁnal methodology that we explore is that of motion based identiﬁcation of instruments.
By deﬁnition the instruments must move in order to be able to perform a procedure. This is
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an invariant cue that we can pursue in order to ﬁnd the surgical instrument. In MIS surgery
we cannot assume that the camera is stationary as such we need a methodology that can
identify instrument and camera motion. This results in our approach tracking many structures
throughout the video frame. Assumptions can then be made regarding the statistics of motion
of these structures. We assume that a majority of the structures will be from the background,
using this information we approximately correct for camera motion. A MCMC methodology
is then applied to ﬁnd instrument motion from a set of motion throughout a frame. The
assumed background motion is subtracted from the motion of all tracking points; this enables
us to approximate the motion for background structures to be 0. This background motion
compensation allows us to ﬁt two Gaussian distributions that are used to the classify motions.
The invariance of this cue has lead to the adoption of this process for large datasets. It has
been able to measure instrument velocities over many videos despite variations in quality and
levels of noise. A limitation of this method is that only the velocity of the instrument can
be derived, not its position. As such further work could be undertaken to use the motion
cue to reduce false positive in shape and colour methods that are capable of measuring the
instruments position and pose.
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Chapter 6
Evaluation of Instrument Tracking
System and Surgical Skill
Measurement
The evaluation for this work takes the form of two separate methods: Firstly, we compare
the measurements of the instrument velocity with the instrument velocity ground truth; and
secondly, analysis of the instrument velocity and derived metrics. Comparing these metrics
with surgical measurements from other methodologies provide a basis for understanding the
applicability of our system to large datasets.
Evaluating algorithms for this dataset is a challenging process since the data is varied, and
as such, it is expected that performance of algorithms would vary between procedures. In
addition, noise varies over time for each procedure, which may cause tracking algorithms
to fail at diﬀerent tasks through a procedure. As each video contains approximately 50000
frames, we do not believe that it is viable to create a large dataset of ground truth data through
manual annotations. To create a representative set of ground truth data several videos would
need to be annotated, and obtaining the manual annotations would be challenging. While a
limited quantitative evaluation is pursued in Section 6.1, the main emphasis for proving that
the algorithm developed is capable of measuring instrument motion is to derive surgical skill
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from its measurements. This is undertaken in Sections 6.2-6.6.
6.1 Quantitative Evaluation
6.1.1 Introduction
The quantitative evaluation is non-trivial. During a procedure, a maximum of two instruments
may be in motion at any given time. The methodology for tracking surgical instruments by
motion cue (section 5.4.0.1) involves calculating the average of all motions believed to be
of instruments. Thus, a reasonable method for combining the independent motions of two
surgical instruments into a single motion measurement is required.
6.1.2 Method
Ground truth was found by manually marking the tip of each instrument being used by
the surgeon's left and right hands. On occasions when it was not possible to locate the tip
accurately due to instrument occlusions, an estimate was extrapolated based on the instrument
tip location at the previous and subsequent frames. It is worth noting that a systematic
error was introduced while making these measurements for ground truth: a human annotator
will not be able to measure the instrument tip with complete accuracy, especially when the
instrument tip is visually ambiguous due to motion blur and/or occlusions.
The human annotator measured 6686 frames in this manner at intervals of 5 frames, annotating
an entire procedure to use as ground truth. The instrument velocity was calculated from
these tip locations, and then the diﬀerence between ground truth and instrument velocity
vectors were found. To combine the measurements for instruments from both hands of the
surgeon, the maximum velocity for either instrument for a given frame was taken. This
is a reasonable method to simplify the ground truth data since surgeons usually keep one
instrument stationary while the other is active. Only on occasions both instruments are
observed to be in motion simultaneously. The ground truth data is then compared with
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Table 6.1: Table of observed mean speeds
Method Mean Speed (pixels)
Manual Ground Truth 2.54
Automatic Instrument Tracker 1.91
automatic measurements of instrument velocity. This is calculated as:
∆Speed = SpeedTracker −max(Speedinstrument1, Speedinstrument2) (6.1)
6.1.3 Result
Table 6.1 shows that the automatic instrument tracker underestimates the mean speed for the
procedure by approximately 0.5 pixels. Figure 6.1 demonstrates the distribution of the delta
speed between the ground truth and instrument tracker.
Figure 6.1: Histogram of Delta speed for ground truth and automatic instrument tracker.
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6.1.4 Discussion
The distributions for the diﬀerence between the manually annotated ground truth and auto-
matic measurements (in Figure 6.1) demonstrate three sources of disagreement:
• There is a Gaussian distribution centred around zero. This is likely to be due to the
systematic error in measuring the surgical instrument for the ground truth.
• Occasionally the ground truth motion is far greater than the instrument tracker mea-
surement. These diﬀerences can potentially be attributed to the large velocities usually
present when instruments are inserted into a frame causing signiﬁcant amounts of mo-
tion blur, which in turn can result in the instrument tracker failing. Thus, it is possible
that these motions are not being recorded by the instrument tracker.
• There are also occasions when the instrument tracker reports a much larger motion than
the ground truth. These diﬀerences can be caused by the instrument tracker tracking an
object that is not a surgical instrument. Fast moving reﬂections are a probable source
for this error.
The errors identiﬁed in the ground truth data are diﬃcult to control, and in some cases, the
error may be larger than the measurement itself as instrument motions tend to be quite
small on a per frame basis. We assume that overestimation and underestimation of the
instrument velocity occur equally, and thus over long periods of time, the velocity measurement
will be valid. Instruments undergoing motion blur during rapid movements is a challenging
environment for an object tracker to operate in. These motions are not salient to the surgeon's
skill; they occur rapidly because the surgeon is not interacting with the patients' tissues. As
such, it is not a priority to track these motions, and false positive motion caused by fast
moving objects should be ﬁltered out. Objects such as reﬂections tend to have characteristic
shapes that could be used to classify them.
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6.2 Qualitative Evaluation
In this Section, we attempt to measure a surgeon's skill by correlating metric generated by the
instrument tracker with those measured through manual surgical skill marking schemes. In
this collection of studies, we report the outcomes for the time taken, instrument path length
and number of movements between novice and experienced surgeons over various segments and
overall procedure of cataract surgeries. If a correlation between surgical skill and instrument
tracker metrics can be established, then we can evaluate the instrument tracker as being a
qualitative success. If our instrument tracker is capable of measuring surgical skill, it is logical
to assume that it is capable of measuring objects that are aﬀected by the skill of a surgeon.
In the case of cataract surgery, these objects would be the surgical instruments.
6.3 Background
The evaluation and formative feedback of surgeons' skills have become an increasingly impor-
tant part of training and the profession has been continuously striving to undertake this in
a more objective manner. A system capable of quantitatively analysing aspects of surgical
skill in actual cataract surgery while oﬀering feedback to the trainee would be very useful.
The evolution of technology is reaching a stage where feature extraction and analysis of the
surgical process is becoming a possibility. Several validated tools have begun emerging for
phacoemulsiﬁcation surgery.
One group, termed the objective structured tools, are based on trainer led scoring around
a rubric that has explicit stems and descriptors. The Objective Structured Assessment of
Cataract Surgical Skill (OSACSS) is one such tool that has been shown to have face, content
and construct validity (Saleh et al. 2007). It has proven very popular being widely adopted
and utilised. It has also been used as the platform for the construction of the International
Council of Ophthalmology's Ophthalmology Surgical Competency Assessment Rubrics (ICO-
OSCAR) scheme that is currently being applied worldwide (Golnik et al. 2012). Both the
OSACSS and ICO-OSCAR instruments have proven very useful in surgical training and are
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often applied to video recordings of cataract surgery. As these systems are standardised they
become very helpful when a trainee changes trainer and over diﬀerent times in residency.
The other group make use of motion analysis. This strategy enables motion of a surgeon's
hand or an instrument to be recorded. Previous studies have shown that a good surgeon will
display quick, economic and precise movements (Ellis 1984a). Simple metrics derived from
this technique, such as path length, time of procedure and number of movements vary in
relation to a surgeon's experience and have been used to discriminate surgical skill level with
cataract surgical tasks in wet lab environments, including for oculoplastic, corneal and cataract
surgery (Saleh et al. 2006b, Bann et al. 2003). Similar objective techniques have been used in
the development and scoring systems in virtual reality simulators such as the EyesI platform,
which applies a break down of tasks when evaluating surgical skill in artiﬁcial environments
(Solverson et al. 2009). These motion analytical techniques have consistently demonstrated
the ability to measure surgical skill using purely objective and quantitative measurements,
and compliment the objective scoring systems for cataracts.
6.3.1 Methodology
For each study discussed in this chapter, a prospective cohort analysis of 2 groups of surgeons
was performed. Surgeons who have performed less than 200 phacoemulsiﬁcation cases are
described as junior surgeons, while surgeons who have performed over 1000 phacoemulsiﬁcation
cases are described as senior surgeons. Each surgeon contributed one video to their respective
cohort, and ten videos from each group were reviewed. International Review Board approval
was obtained, and videos of cataract surgeries were captured through the microscope viewing
platforms.
All cataracts were deemed suitable for the junior surgeons, and diﬀerent datasets were exam-
ined for each study to allow for fairer comparisons.
Three parameters were measured throughout the entire procedure - time taken, instrument
path length and the number of movements of the instruments used. The data was acquired
using standard video recording apparatus available in theatre. Approximate T-Test statistical
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analysis was performed to test for signiﬁcance at 0.95.
The inclusion criteria discussed in Section 4.4.3 was used for both junior and senior groups of
each study.
6.4 PhacoTracking: An Novel Technology for Cataract Surgical
Training
6.4.1 Introduction
Motion analysis has been validated as a tool to evaluate surgical skill. Thus far, due to the
nature of phacoemulsiﬁcation, the technique has not been successfully applied to cataract
surgery outside of a wet lab. The aim of this work is to investigate the use of motion analysis
for tracking instruments in cataract surgery videos, and establish its potential usefulness.
This gives the methodology a large scope as it can evaluate surgical skill without making any
changes to current practice.
6.4.2 Instrument Motion Measurement
Instrument were tracked using the approach developed in Section 5.4.0.1. Measurements of
motion magnitudes were normalised due to the constantly changing scales in the view ﬁeld.
Normalisation was accomplished by measuring a known distance in the frame; in this case the
"white to white" measurement.
6.4.3 Results
20 surgical videos were enrolled  10 juniors and 10 seniors (as deﬁned in Section 6.3.1).
The scores for path length, number of movements and time taken are shown in Figures 6.5a-
6.5c. The p-values for an approximate t-test between the junior and senior surgeons displayed
signiﬁcant statistical diﬀerences for total path length (p = 0.002), number of movements (p
= 0.05) and total time (p = 0.004).
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(a) Incision (b) Capsulorhexus
(c) Phacoemulsiﬁcation
Figure 6.2: Box plot showing (a) total path length, (b) total number of movements and (c)
time taken for novice and expert surgeons. The line within the boxes are mean value; limit
lines, 95% conﬁdence intervals(± 2 SDs; the edge of the boxes are ± 1 SD); and the asterisks,
extremes.
The results show that beginner surgeons used a longer total path length to complete the
procedure. Furthermore, a contrasting pattern was observed between the total path length
of the junior and senior groups: the junior group displayed a larger variation in total path
lengths, while the senior group was more consistent. A similar pattern was observed with the
number of movements.
The expert surgeon cohort averaged a total path length of 272 "white to white" lengths with
a standard deviation of 52. The beginner cohort on the other hand had an average that
is almost double the expert group, 566 "white to white" lengths, with a signiﬁcantly larger
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standard deviation of 203. The mean number of movements for the expert cohort was 384
with a standard deviation of 297, while the beginner cohort's mean is 937 with a standard
deviation of 680. With regards to total time of procedure, the expert cohort's mean time was
1300 seconds, with a standard deviation of 229. The beginners cohort had a mean time of
2161 seconds with a standard deviation of 675.
6.4.4 Discussion
This is the ﬁrst time that a motion analysis approach has been applied to actual surgical videos
of cataract surgery for a large dataset of videos. The methodology employed was eﬀective
in successfully measuring instrument motion and providing measurements that were able to
discriminate between diﬀerent skill levels of surgeons. Thus, this methodology demonstrates
construct validation. These results show that it may be possible to use these previously
validated objective quantitative feedback techniques on phacoemulsiﬁcation surgery out of
the wet lab environment. This technique therefore has the potential of oﬀering the trainee
surgeon a numerical report which can be used to improve performance, where previously no
such data was available.
This approach revealed similarities in the behaviour of metrics found in simulated environ-
ments and live video. It can be seen that novice surgeons have a larger variation as a group.
This is in agreement with previous research, where many diﬀerent metrics were used to eval-
uate surgical performance, showing that expert surgeons' performances converge while novice
groups have a wide range of performances. These metrics include human marked schemes in
live surgery (Saleh et al. 2007) and automatically measured properties in simulated environ-
ments (Saleh et al. 2008, Bann et al. 2003).
The total path length and number of movements measured for pre-recorded videos of complete
procedures show very similar patterns to those established previously (Saleh et al. 2006b),
where the total path length was measured for a speciﬁc segment of the procedure in a wet
lab. Additionally, by directly tracking instruments used in surgery, accurate measurements of
their trajectories have been obtained, which is in contrast to other approaches that track a
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surgeon's hands instead of the instruments. In time this may lead to metrics involving subtle
movements that are only apparent when directly tracking the instruments themselves.
The use of technology to augment human abilities while completing complex tasks is well
established in many domains. In medicine, the beneﬁts of such augmentations have been seen
in robotic aided surgery. This video analytical technique may serve as a platform to facilitate
the apprenticeship training providing detailed and precise information which cannot be made
available through existing techniques.
This is the ﬁrst time an objective quantitative system has been successfully applied to live
cataract surgery. In addition it has been used with complete procedures, whereas previous
work has been based on segments of simulated tasks. Whilst the results presented here are
encouraging, further work needs to be undertaken to evaluate this technique's usefulness and
applicability to surgical education and training.
6.5 Concurrent Validation of Human and Machine Rubrics for
Cataract Surgery
6.5.1 Introduction
The principle of motion analysis was successfully applied to actual surgery using computer
vision tracking where instruments in the surgical ﬁeld were eﬀectively tracked in cataract
surgery (PhacoTrack) and construct validity demonstrated in Section 6.4. Motion tracking
also underpins high ﬁdelity simulators, which are increasingly becoming more important and
relevant in eye surgery (Saleh 2013b, Gillan & Saleh 2013, Saleh 2013a).
Objective structured systems are based on the human experts' structured abstractions; in
contrast motion analysis skill measurements abstract instrument motions. Whilst both have
been independently validated they have not been previously applied to the same set of data,
thus there is a poor understanding of their relationship. Thus, the human and machine rubrics
relationship in cataract surgery was explored for this investigation.
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Figure 6.3: The videos were independently marked using (a) PhacoTrack motion analysis and
with the (b) OSACSS marking rubric. The phacoemulsiﬁcation stage is being measured in
the ﬁgure.
6.5.1.1 Scoring
19 videos of phacoemulsiﬁcation cataract surgery were obtained from surgeons across a range
of experience and skill, from beginners to experts. These were independently and concurrently
analysed and scored with the previously validated PhacoTrack motion capture technique (time,
number of movements and path length) (Smith et al. 2013) and the OSACCS scheme (Saleh
et al. 2007), where the trainer ﬁlls in a paper based form (see Figure 6.3), which is standardised
and allows structured formative feedback. OSACCS contains assessments of surgical skill
through both general and cataract speciﬁc scores.
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Figure 6.4: Bland-Altman for predicted OSACCS score (based upon regression model for total
path length) to actual path length.
6.5.2 Statistics
Spearman rank correlation was calculated to establish the relationship between data using
Scipy 1.90, and Bland-Altman analysis were undertaken.
6.5.3 Results
The scores for OSACCS and Phacotrack metrics can be found in Table 6.2. A strong cor-
relation between the path length of the instruments travelled as measured by PhacoTrack
motion analysis and the total OSACSS score was observed in Figure 6.5a with Spearman's
rank correlation coeﬃcient giving a result of -0.6792619 (p = 0.001). This strongly suggests
that the path length is inversely proportional to the surgeon's OSACSS score.
A strong correlation between the natural logarithm of number of instrument movements as
measured by PhacoTrack motion analysis and the total OSACSS score was also observed in
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(a)
(b)
(c)
Figure 6.5: The (a) instrument path lenghts, (b) number of instrument movements and (c)
time taken to the surgeon's normalised total OSACCS score.
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Table 6.2: Table showing OSACCS score, instrument path lengths, number of instrument
movements and time taken.
Subject OSACCS Score Path Length(mm) Number of Movements Time (Seconds)
1 65 5080.112 7094 1114
2 35 10146.134 9819 2432
3 47 6993.096 7999 2169
4 40 5127.554 25040 1865
5 71 2915.847 3027 1287
6 44 10215.248 16870 1782
7 38 8636.794 12696 2366
8 40 5601.757 16956 2339
9 70 4537.730 3145 940
10 79 3094.101 4762 921
11 72 2368.469 2344 963
12 75 3801.726 5801 1333
13 47 6839.361 8538 2392
14 67 3952.039 4066 1173
15 60 3663.233 4131 1217
16 88 3677.771 4646 1097
17 77 3801.726 5801 1333
18 84 3094.101 4762 921
19 76 8662.632 5056 1737
Figure 6.5b with Spearman's rank correlation coeﬃcient giving a result of -0.6652021 (p =
0.002). This suggests that the number of movements are inversely proportional to the surgeon's
OSACSS score.
Furthermore, the total procedure time was found to correlate to the skill measured by OSACCS
in Figure 6.5c, with a Spearman's rank correlation of -0.771529 (p = 0001).
The Bland-Altman plot in Figure 6.4 demonstrates that the scoring systems are in agreement
with each other within limits of agreement. This displays that there is concurrent validity
between OSACCS and PhacoTrack scores. Both OSACCS and PhacoTrack have been shown
to demonstrate construct validity in other studies.
6.5.4 Discussion
The results reveal that there is a strong inverse correlation between surgical skill marked by a
human expert and the motion metrics found with computer vision algorithms. This is the ﬁrst
time that an explicit investigation of the two diﬀerent methodologies for measuring surgical
skill has been undertaken. The results suggest a potential for enhanced feedback to surgeons
through synergies the two systems provide; this may be of particular use in the training of
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surgeons through detailed formative feedback in a numerical manner. Due to the nature of
previous quantitative instrument motion systems (Saleh et al. 2006b), it has not been possible
to demonstrate the relationship between motion analysis and human marked schemes because
measurements have been made in simulated environments and complete procedures have not
been evaluated (Saleh 2013a, Gillan & Saleh 2013). In contrast, human marked schemes have
largely been applied to actual surgery. The use of computer vision algorithms enables us to
compare instrument motion metrics to surgical skill.
The results presented indicate a strong link between the instrument motion and the surgical
skill. A higher OSACSS score was inversely proportional to the path length of the instruments
[-0.68 (p=0.001)], inversely proportional to the number of movements the instruments made
[-0.67 (p=0.002)] and inversely proportional to the total time taken to complete the procedure
[-0.77 (p=0001)]. This suggests that those with greater experience as deﬁned by their OSACSS
score are more eﬃcient in their use of instruments and quicker to complete the procedure.
These results are strongly in keeping with previous work in this ﬁeld, validating these tools.
The relationship was clearly illustrated on an individual basis where subject 16 obtained an
OSACSS score of 88 and demonstrated eﬃcient motions (Path Length = 3677.771mm, No.
Movements = 4646). In contrast subject 2 had a low OSACSS score of 35 and was found to
be less eﬃcient with PhacoTrack (Path Length = 10146.134mm, No. Movements = 9819).
Critically this is the ﬁrst time that these two complementary rubrics can be evaluated on the
same data set and for the respective individuals oﬀers a signiﬁcant amount more data by way
of feedback for learning purposes than has traditionally been available to date.
The levels of agreement demonstrated between OSACCS and PhacoTrack in Figure 6.4 show
that they agree within 24 OSACCS points spread. This is well within the margins of the con-
struct validation work where OSACSS showed a 58 point spread between the most junior and
most senior categories (Saleh et al. 2007)]. While there is a strong correlation between motion
based metrics and human marked metrics, Figure 6.4 also demonstrates some disagreement
between them. A human grader oﬀers lower scores with the OSACCS rubric when a com-
bination of errors and ineﬃciencies are observed. PhacoTrack's quantitative measurements
reproducibly and objectively track instruments without a surgical trainer's context. Thus,
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a trainee may proceed more cautiously in the context of a potentially complicated situation
(and be scored appropriately highly with OSACSS) whereas another may slow down due to
ineﬃciency (and would score lower with OSACSS). With the purely objective PhacoTrack, the
two surgeons may both take the same amount of time and make similar number of movements,
thus being rated comparably. Hence, this key diﬀerence in approach when measuring surgi-
cal skill may serve as a fundamental strength in improving our methodology for measuring
surgical skill in a quantitative manner. Better understanding of this diﬀerence will provide a
basis to form combined measurements of surgical skill and may well prove useful in enhanced
formative feedback through the two methods.
Further work will be required to better identify how this relationship relates to diﬀerent
segments of phacoemulsiﬁcation. It has long been recognised that certain steps, such as the
continuous curvilinear capsulorhexis and the phacoemulsiﬁcation itself, are markedly more
challenging than others, such as the incision. Future investigation should aim to explore and
deﬁne a more detailed understanding to help allow its useful application.
This is the ﬁrst time that an objective quantitative system has been compared with a human
marked scheme for surgical skill in actual cataract surgery. The results suggest that this novel
approach has encouraging signs that instrument motion analysis has the capacity to accurately
measure surgical skill, in a manner that is in agreement with established methodologies. In
time, automatically measured motion metrics may prove to be a useful tool to augment human
marked schemes that are currently in use. The addition of a new surgical skill measurement
that is derived independently of existing methods can provide objective quantitative feedback
to aid in the training of surgeons that complement feedback from an experienced surgeon.
6.6 Dexterity analysis of surgical tasks in cataract surgery
6.6.1 Introduction
Computer vision analysis has recently been validated for use in actual cataract surgery across
a whole procedure (Smith et al. 2013). However, to date no technology has used motion
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tracking to analyse segments of actual phacoemulsiﬁcation procedures from the operating
theatre to parallel the wet lab and simulated environments. This study set out to use the
validated PhacoTracking computer vision technology during cataract surgery, with the aim of
evaluating speciﬁc segments and exploring its potential usefulness to training.
6.6.2 Segment Analysis of Phacoemulsiﬁcation
Using computer vision analysis technology, instrument path length was measured, along with
number of movements and time taken, for individual segments and the whole of the procedure.
Data was recorded for the following ﬁve segments:
• Incisions
• Continuous curvilinear capsulorhexis
• Phacoemusiﬁcation
• Irrigation and aspiration
• Lens insertion.
When analysing instrument path length, number of movements and time taken, the p value
for an approximate t test between the 2 cohorts was calculated for each of these 5 components.
An approximate t-test analysis was performed to test for signiﬁcance at 0.95. Scipy 1.90 was
used to perform the statistical analysis.
The measurements of instrument motion where obtained in the same manner as Section 6.4.2.
6.6.3 Results
Surgical videos were analyzed looking at 5 diﬀerent components of cataract surgery. A total of
100 components from videos of 20 junior surgeons and a total of 100 components from videos
of 20 senior surgeons were enrolled. The results show that overall the junior surgeons used
a greater total path length, larger number of movements and took more time, to complete
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Table 6.3: Results for junior and senior surgeons
Task Mean Path Length(mm) (sd)
Mean No. of movements
(sd)
Mean Time
(seconds) (sd)
Junior
surgeons
Senior
surgeons
Junior
surgeons
Senior
surgeons
Junior
surgeons
Senior
surgeons
Incision 314.4(180.8)
177.7
(73.6)
62.3
(40.0)
62.3
(40.0)
135.7
(64.0)
106.4
(76.4)
CCC 545.7(253.0)
293.0
(103.3)
129.9
(67.2)
53.9
(17.3)
309.65
(116.4)
155.65
(57.6)
Phacoemusiﬁcation 1818.5(506.6)
883.6
(280.6)
277.6
(157.4)
80.4
(60.1)
674.6
(237.2)
287.0
(103.1)
Irrigation and Aspiration 955.0(501.4)
574.9
(225.7)
214.5
(237.5)
64.65
(33.3)
440.55
(345.3)
255.5
(107.9)
Lens Insertion 595.3(346.0)
709.7
(346.1)
92.1
(52.8)
79.0
(50.2)
253.45
(113.5)
262.6
(141.8)
a cataract operation. Table 6.3 shows the results for each segment in terms of actual path
length, number of movements and time taken by junior and senior surgeons plus SD.
Table 6.4: Table showing OSACCS score, instrument path lengths, number of instrument
movements and time taken.
P-value
Task Path length P-value No. of movements Time
Incision P = 0.005 P = 0.109 P = 0.210
CCC P  0.05 P  0.05 P  0.05
Phacoemusiﬁcation P  0.05 P  0.05 P  0.05
Irrigation and Aspiration P = 0.006 P = 0.013 P = 0.036
Lens Insertion P = 0.315 P = 0.438 P = 0.831
The calculated p values for the t test between the 2 cohorts, showed signiﬁcant statistical
diﬀerences between junior and senior surgeons during CCC (path length p0.05, no. of move-
ments p0.05, time taken p0.05), phacoemulsiﬁcation (path length p0.05, no. of movements
p0.05, time taken p0.05), irrigation and aspiration (path length p = 0.006, no. of move-
ments p = 0.013, time taken p = 0.036). In addition, the juniors showed a larger variation
in the total path length, number of movements and time taken, whereas the senior group was
more consistent. Table 6.4 shows the calculated p values for each segment.
The results for the time taken by juniors and seniors for the two most statistically signiﬁcant
segments of CCC and phacoemulsiﬁcation are shown in Figures 6.8b and 6.8c, and the least
statistically signiﬁcant segment is lens insertion, Figure 6.8e.
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(e) Path length for lens insertion task
Figure 6.6: Figure demonstrating the path length measured with automatic instrument tracker
for various surgical tasks.
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Figure 6.7: Figure demonstrating the number of movements measured with automatic instru-
ment tracker for various surgical tasks.
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Figure 6.8: Figure demonstrating the time taken for various surgical tasks.
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6.6.4 Discussion
This study successfully measured instrument motion during individual segments of cataract
surgery via video analysis. It has previously been shown that measurements provided by
video analysis technology can discriminate between diﬀerent levels of surgical skill, therefore
showing potential for providing valid and constructive feedback for surgical trainees (Smith
et al. 2013). The results of this study show that it may now be possible to break down
this type of feedback for individual segments of an operation, which is in keeping with current
modular surgical training techniques (Golnik et al. 2011, Solverson et al. 2009). This computer
vision software would act as a complementary tool allowing a more detailed breakdown of each
segment of surgery.
Signiﬁcant statistical diﬀerences were found between junior and senior surgeons' techniques
during individual segments of cataract surgery. The most signiﬁcant diﬀerences between ju-
niors and seniors were found during the segments of phacoemusiﬁcation and CCC. This is likely
to be reﬂected by the widely held recognition that these segments are the more technically
challenging portions of the operation and adds further strength to the construct validation of
the PhacoTracking methodology.
Overall, the results of this study show that junior surgeons as a group have a larger variation
in surgical skill in comparison to senior surgeons. Similar results have previously been shown
using diﬀerent metrics to evaluate surgical performance, which include human marked schemes
in live surgery1 and automatically measured properties in simulated environments (Saleh et al.
2008, Bann et al. 2003). In this study, the instrument tracking technology used directly tracked
the instruments and accurately measured the trajectories, rather than the surgeon's hands
which has been the approach in other studies (Saleh et al. 2006b).
The use of technology to augment the human ability to complete complex tasks is well estab-
lished in medicine, as already seen in robotic surgery. In this study we have shown that surgical
video analysis can provide detailed information for the surgeon. This has the potential of of-
fering surgical trainees a numerical report with a breakdown of individual segments that can
be used to improve performance. This sort of feedback is not currently available with existing
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training techniques and would be available with minimal time investment from the trainers as
it is an automated process. This is the ﬁrst time segmental analysis of actual cataract surgery
has been undertaken and parallels well with established work in the wet lab and simulators.
Further research into the educational application of this technology will better establish its
precise role in the future. However, it is probable that combining these PhacoTracking metrics
of each segment of cataract surgery with established feedback rubrics, simulation and wet labs
will provide an even better representation of surgical skill and a stronger formative feedback
process.
6.7 Conclusion
In this chapter we have evaluated the instrument tracking methodology presented in Section
5.4.0.1. A quantitative evaluation was pursued in Section 6.1, however diﬃculties in provid-
ing an adequete evaluation with this method we identiﬁed. The variations between patients
would necessitate the manual annotation of many procedures in order to be representative of
the data as a whole. The quantitative evaluation demonstrated that the automatic tracker
underestimates the mean of the instruments by 0.6 pixels per frame. This is most likely due to
case where the instruments are not correctly identiﬁed. Due to the complication of pursuing
an in depth quantitative analysis we instead evaluate the approach in a qualitative manner in
Sections 6.4-6.6. In this series of studies we demonstrate that the algorithm can achieve the
following:
• Diﬀerentiate between novice and expert surgeon's for both the complete procedure and
induvidual tasks within a cataract procedure.
• Metrics such as path length and number of movements correlate with the manual surgical
skill marking scheme OSACCS.
From a qualitative perspective these properties mean that the algorithm devloped is successful
as it is able to measure surgical skill over a large set of data.
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Chapter 7
Conclusions and Future Work
7.1 Impact of Automatic Quantitative Measurements of Surgi-
cal Skill
In this thesis we attempted to transform data present captured from MIS surgical into high-
level information regarding a surgeon's skill. Traditional skill based metric for MIS surgery
such as OSATS (Martin et al. 1997) have demonstrated that novice and expert surgeon's
performances can be diﬀerentiated. However, these schemes have constraints when attempting
to apply them to large datasets. Maintaining consistent scoring between markers over large
datasets is a diﬃcult task. Marking large datasets requires many man hours from expert
surgeons to complete. As such it is unlikely that these methods could provide a standardised
method for comparing surgical skill across a large number of surgeon's. Saleh et al. (Saleh
et al. 2006b) demonstrated that instrument motion provides a quantitative cue for surgical
skill. However, due to limitations in the methodology for measuring the instruments motions,
their method could not be applied to non-simulated surgical tasks. As such it is not possible
to obtain instrument motions for a complete surgical procedure. In addition, as tracking was
applied to surgeon's hands, subtle motions that arise from small ﬁnger motion could not be
tracked. In this thesis, we have presented methodologies capable of measuring various facets of
surgical skill in an automatic quantitative manner in real world surgery. By measuring the path
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length and centration of the iris in Chapter 4 and comparing this to marks assigned to surgeon's
with the OSACCS objective structured assessment tool, we have found an automated method
for approximating a surgeon's OSACCS mark. This is due to the correlation between the
metrics measured by tracking the iris and the OSACCS mark. In Section 5.4.0.1, we identify
a methodology based upon motion classiﬁcation that can robustly measure the instrument
velocity. In Chapter 6 we establish that metrics such as path length and number of movements
are correlated OSACCS scores assigned to surgeon's.
The development of these methods means that we have two automatic methodologies for mea-
suring a surgeon's skill that have demonstrated construct validity. These methods are more
consistent than manual marking schemes that rely on qualitative, as such they are more ap-
propriate for handling large amounts of data. In addition, they provide a diﬀerent feedback
mechanism for surgeons to guide their approach to surgery. It is likely that some surgeons may
prefer quantitative feedback regarding their performance. These beneﬁts make the method-
ologies presented valuable tools for both training surgeon's and auditing surgical performance.
The development of surgical simulators for training surgeons provides an opportunity to mea-
sure a surgeon's performance in a quantitative manner during the earliest stages of their
training. By using the tool presented in this thesis, these measurements could be compared
to their early performances during real-life surgery. The ability to measure the impact of the
additional complexities of real life surgery upon surgical performance is an interesting research
topic. Answering this question would allow us to understand how much of a surgeon's training
that take place in a simulated environment transfers to real surgery.
7.2 Progress in Applying Computer Vision Algorithms to Cataract
Surgical Videos
The complexity of the data generated by cataract surgical videos has made measuring the
position of surgical instruments non-trivial. In this thesis we have explored a variety of cues;
colour, shape and motion. While motion appears to be the most readily applicable to our
data due to its robustness across our dataset, the other cues developed demonstrate useful
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properties. The motion cue does not identify the precise location of an instrument tip, rather
the instrument velocity is measured. This is advantageous in circumstances where the tip is
occluded, as the motion tracking approach can use other parts of the surgical instrument to
maintain measurements of the instrument velocity. The colour cue and the shape cue in some
circumstances appear to be accurate enough to detect an instruments tip. However, these
cues are not robust during all stages of a cataract procedure. As such it would be beneﬁcial to
combine cues to measure the instruments tip when it is feasible to do so while falling back to
measurements based on other instrument parts in more complex segments of the procedure.
The motion-based approach has successfully been able to identify instrument motion from
background motions. This enables us to measure the surgical instrument velocity without the
need for knowledge of either the colour or shape of the instrument. This ﬂexibility makes
this approach readily applicable to situations where the target object is unknown a priori.
The beneﬁt of this ﬂexibility is that the system is capable of being applied to any cataract
surgery regardless of the appearance of the instruments in use. The instruments must move to
complete a procedure; this makes the motion cue applicable in all circumstances. This property
is also true of other MIS surgeries, however, the camera is less stable in MIS surgeries so some
alterations to the methodology would need to be made to account for this.
7.3 Future Work
The camera tracking method has proved that a surgeon's skill can be derived by measuring
the motion they make with their camera. While outside of the scope of this thesis we have also
proved that this is also true in Endoscopic dacryocystorhinostomy (Endo-DCR) (Wawrzyn-
ski et al. 2015). In the future, we anticipate being able to measure the surgical instruments
trajectories for Endo-DCR procedures in a manner similar to cataract surgery videos. While
the velocity measurement has provided metrics that do correlate with surgical skill further
investigations into the exact location of the instrument could provide useful information from
a medical point of view. To this end, we are going to apply the symmetry based cue to the
capsulorhexis task to ﬁnd the instrument tip. This would allow us to ﬁnd the most proba-
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(a) (b) (c)
Figure 7.1: Examples of instrument tracking in (a) DMEK, (b) general surgery and (c) robotic
surgery.
ble locations of surgical instruments inside the eye for experts and novices for this surgically
challenging task. Diﬀerences in these locations may provide insights to the underlying dif-
ferences between surgeons of diﬀerent skills. Also, we are exploring applying the instrument
classiﬁcation cues found in Chapter 5 to other surgical procedures such as general, robotic and
Descemet's membrane endothelial keratoplasty (DMEK) surgeries. Examples of early results
for instrument tracking for these surgery types are demonstrated in Figure 7.1. The
current instrument tracking cues that have been investigated are being applied to a complete
frame of a cataract surgery video. As such not all of the frame contains salient information.
To simplify the data we are using the iris detection method in Chapter 4 in conjunction with
Visual Object Tracking using Adaptive Correlation Filters (Bolme et al. 2010) to track the
iris. This will enable us to have a detailed model of the background so that appropriate cues
may be applied to ﬁnd the surgical instrument locations.
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