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1. Introduction
In recent years, the existence of periodic solutions in biological models has been widely studied. Models with harvesting
terms are often considered. Generally, the model with harvesting terms is described as follows:
x˙ = xf (x, y)− h, y˙ = yg(x, y)− k,
where x and y are functions of two species, respectively; h and k are harvesting terms standing for the harvests (see [1,2]).
Because of the effect of changing environment such as theweather, season, food and so on, the number of species population
periodically varies with the time. The rate of change usually is not a constant. Motivated by this, we consider the periodic
non-autonomous populationmodels. In this paper, we consider the following two species parasitical systemwith harvesting
terms:{
x˙ = x(t)(a1(t)− b1(t)x(t))− h1(t),
y˙ = y(t)(a2(t)− b2(t)y(t)+ c(t)x(t))− h2(t), (1.1)
where, x(t) and y(t) denote the densities of the host and the parasites, respectively; ai(t), bi(t), c(t) and hi(t) (i = 1, 2) are
all positive continuous functions and denote the intrinsic growth rate, death rate, obtaining nutriment rate from the host,
harvesting rate, respectively. In model (1.1), the parasitical influence on its host is negligible. The parasitical phenomenon
described by model (1.1) is universal in the biological system or ecosystem. For example, holding within limits, the ascarid
does no harm to the people. Of course, the people live very well without the ascarid. On the existence of positive periodic
solutions to systems (1.1), few results are found in the literature. This motivates us to investigate the existence of a positive
periodic or multiple positive periodic solutions for system (1.1). In fact, it is more likely for some biological species to take
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on multiple periodic change regulations and have multiple local stable periodic phenomena. Therefore it is essential to
for us to investigate the existence of multiple positive periodic solutions for population models. Recently, the powerful
and effective approaches such as method of coincidence degree, Lyapunov functional method and differential inequality
techniques have been applied to study the existence of periodic or almost periodic solutions in periodic or almost periodic
systems. A number of good results have been obtained (see [3–16]). However, the existence of multiple periodic solutions
established by using coincidence degree theory for periodic systems are very scare (see [17]). So, in this paper, our purpose
is to study the existence of multiple positive periodic solutions to system (1.1). Therefore, we assume that all parameters in
system (1.1) are positive ω-periodic functions with ω > 0.
The organization of the rest of this paper is as follows. In Section 2, by employing the continuation theoremof coincidence
degree theory, we establish the existence of four positive periodic solutions of system (1.1). In Section 3, an example is given
to illustrate the effectiveness of our results.
2. Existence of four positive periodic solutions
For convenience, we introduce some concepts from the book by Gains and Mawhin.
Let X and Z be Banach spaces. A linear mapping L : Dom L ⊂ X → Z is called Fredholm if its kernel Ker L = {X ∈ Dom L :
Lx = 0} has finite dimension and its range Im L = {Lx : x ∈ Dom L} is closed and has finite codimension. The index of L
is defined by the integer dim Ker L − codim Im L. If L is a Fredholm mapping with index zero, then there exists continuous
projections P : X → X and Q : Z → Z such that Im P = Ker L and KerQ = Im L. Then L|Dom L∩Ker P : Im L ∩ Ker P → Im L is
bijective, and its inverse mapping is denoted by KP : Im L→ Dom L ∩ Ker P. Since Ker L is isomorphic to Im Q , there exists
a bijection J : Ker L→ Im Q . LetΩ be a bounded open subset of X and let N : X → Z be a continuous mapping. If QN(Ω)
is bounded and KP(I − Q )N : Ω → X is compact, then N is called L-compact onΩ , where I is the identity.
Let L be a Fredholm linear mapping with index zero and let N be a L-compact mapping on Ω. Define mapping F :
Dom L ∩Ω → Z by F = L− N. If Lx 6= Nx for all x ∈ Dom L ∩ ∂Ω, then by using P,Q , KP , J defined above, the coincidence
degree of F inΩ with respect to L is defined by
DegL(F ,Ω) = deg(I − P − (J−1Q + KP(I − Q ))N,Ω, 0),
where deg(g,Γ , p) is the Leray–Schauder degree of g at p relative to Γ .
Then the Mawhin’s continuous theorem is given as follows:
Lemma 2.1 ([18]). Let Ω ⊂ X be an open bounded set and let N : X → Z be a continuous operator which is L-compact onΩ.
Assume
(a) for each λ ∈ (0, 1), x ∈ ∂Ω ∩ Dom L, Lx 6= λNx;
(b) for each x ∈ ∂Ω ∩ L,QNx 6= 0;
(c) deg(JNQ ,Ω ∩ Ker L, 0) 6= 0.
Then Lx = Nx has at least one solution inΩ ∩ Dom L.
For the sake of convenience, we introduce some notations
f l = min
t∈[0,ω] f (t), f
M = max
t∈[0,ω]
f (t), f¯ = 1
ω
∫ ω
0
f (t) dt,
here f (t) is a continuous ω-periodic function.
Throughout this paper, we need the following assumptions.
(H1) al1 > 2
√
bM1 h
M
1 ;
(H2) al2 > 2
√
bM2 h
M
2 ;
(H3) cM l+1 >
√
(al2)2 − 4bM2 hM2 .
For simplicity, we also introduce five positive numbers as follows.
l±1 =
aM1 ±
√
(aM1 )2 − 4bl1hl1
2bl1
, l±2 =
al2 ±
√
(al2)2 − 4bM2 hM2
2bM2
, K = a
M
1 b
M
1
al1b
l
1
.
Lemma 2.2. For the following equation
a1(t)− b1(t)eu∗(t) − h1(t)e−u∗(t) = 0, for all t ∈ R,
if assumption (H1) holds, then we have the following inequality
ln l−1 < u
−
∗ < ln
(
l+1 + l−1
2K
)
< u+∗ < ln l
+
1 , for all t ∈ R,
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where
u±∗ = ln
[
a1(t)±
√
(a1(t))2 − 4b1(t)h1(t)
2b1(t)
]
.
Proof. By assumption (H1) and the expression of u±∗ and l
±
1 , ln l
−
1 < u
−∗ and u+∗ < ln l
+
1 obviously hold. Now let us to prove
u−∗ < ln(
l+1 +l−1
2K ) < u
+∗ . In fact,
eu
−∗
(l+1 + l−1 )/2K
= a
M
1 b
M
1
al1b
l
1
× a1(t)−
√
(a1(t))2 − 4b1(t)h1(t)
2b1(t)
× 2b
l
1
aM1
= b
M
1
al1
× a1(t)−
√
(a1(t))2 − 4b1(t)h1(t)
b1(t)
= b
M
1
al1
× 4h1(t)
a1(t)+
√
(a1(t))2 − 4b1(t)h1(t)
<
bM1
al1
× 4h
M
1
al1
= 4b
M
1 h
M
1
(al1)2
< 1
and
eu
+∗
(l+1 + l−1 )/2K
= a
M
1 b
M
1
al1b
l
1
× a1(t)+
√
(a1(t))2 − 4b1(t)h1(t)
2b1(t)
× 2b
l
1
aM1
= b
M
1
al1
× a1(t)+
√
(a1(t))2 − 4b1(t)h1(t)
b1(t)
>
bM1
al1
× a
l
1
bM1
= 1,
which imply that
eu
−∗ <
l+1 + l−1
2K
< eu
+∗ .
Thus, we have u−∗ < ln(
l+1 +l−1
2K ) < u
+∗ . The proof of Lemma 2.2 is complete. 
Theorem 2.1. Assume that (H1), (H2) and (H3) hold. Then system (1.1) has at least four positive ω-periodic solutions.
Proof. By making the substitution
x(t) = exp{u1(t)}, y(t) = exp{u2(t)}, (2.1)
system (1.1) can be reformulated as{
u˙1(t) = a1(t)− b1(t)eu1(t) − h1(t)e−u1(t),
u˙2(t) = a2(t)− b2(t)eu2(t) + c(t)eu1(t) − h2(t)e−u2(t). (2.2)
Let
X = Z = {u = (u1, u2)T ∈ C(R, R2) : u(t + ω) = u(t)}
and define
‖u‖ =
2∑
i=1
max
t∈[0,ω]
|ui(t)|, u ∈ X or Z .
Equipped with the above norm ‖ · ‖, X and Z are Banach spaces. Let
N(u, λ) =
(
(1− λ)a1(t)− b1(t)eu1(t) − h1(t)e−u1(t)
a2(t)− b2(t)eu2(t) + λc(t)eu1(t) − h2(t)e−u2(t)
)
, u ∈ X,
Lu = u˙ = du(t)dt . We put Pu = 1ω
∫ ω
0 u(t) dt, u ∈ X; Qz = 1ω
∫ ω
0 z(t) dt, z ∈ Z . Thus it follows that Ker L = R2, Im L = {z ∈
Z : ∫ ω0 z(t) dt = 0} is closed in Z, dimKer L = 2 = codim Im L, and P,Q are continuous projectors such that
Im P = Ker L, KerQ = Im L = Im (I − Q ).
Hence, L is a Fredholm mapping of index zero. Furthermore, the generalized inverse (to L) KP : Im L → Ker P⋂Dom L is
given by
KP(z) =
∫ t
0
z(s) ds− 1
ω
∫ ω
0
∫ s
0
z(s) ds.
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Then
QN(u, λ) =

1
ω
∫ ω
0
F1(s, λ) ds
1
ω
∫ ω
0
F2(s, λ) ds

and
KP(I − Q )N(u, λ) =

∫ t
0
F1(s, λ) ds− 1
ω
∫ ω
0
∫ t
0
F1(s, λ) dsdt +
(
1
2
− t
ω
)∫ ω
0
F1(s, λ) ds∫ t
0
F2(s, λ) ds− 1
ω
∫ ω
0
∫ t
0
F2(s, λ) dsdt +
(
1
2
− t
ω
)∫ ω
0
F2(s, λ) ds
 ,
where
F1(s, λ) = (1− λ)a1(s)− b1(s)eu1(s) − h1(s)e−u1(s),
F2(s, λ) = a2(s)− b2(s)eu2(s) + λc(s)eu1(s) − h2(s)e−u2(s).
Obviously,QN and KP(I−Q )N are continuous. It is not difficult to show that KP(I−Q )N(Ω) is compact for any open bounded
setΩ ⊂ X by using the Arzela–Ascoli theorem. Moreover, QN(Ω) is clearly bounded. Thus, N is L-compact onΩ with any
open bounded setΩ ⊂ X .
In order to use Lemma 2.1,We have to find at least four appropriate open bounded subsets in X . Considering the operator
equation Lu = λN(u, λ), λ ∈ (0, 1),we have{
u˙1(t) = λ
(
(1− λ)a1(t)− b1(t)eu1(t) − h1(t)e−u1(t)
)
,
u˙2(t) = λ
(
a2(t)− b2(t)eu2(t) + λc(t)eu1(t) − h2(t)e−u2(t)
)
.
(2.3)
Assume that u ∈ X is an ω-periodic solution of system (2.3) for some λ ∈ (0, 1). Then there exist ξi, ηi ∈ [0, ω] such that
ui(ξi) = max
t∈[0,ω]
ui(t), ui(ηi) = min
t∈[0,ω] ui(t), i = 1, 2.
It is clear that u˙i(ξi) = 0, u˙i(ηi) = 0, i = 1, 2. From this and (2.3), we have{
(1− λ)a1(ξ1)− b1(ξ1)eu1(ξ1) − h1(ξ1)e−u1(ξ1) = 0,
a2(ξ2)− b2(ξ2)eu2(ξ2) + λc(ξ2)eu1(ξ2) − h2(ξ2)e−u2(ξ2) = 0 (2.4)
and {
(1− λ)a1(η1)− b1(η1)eu1(η1) − h1(η1)e−u1(η1) = 0,
a2(η2)− b2(η2)eu2(η2) + λc(η2)eu1(η2) − h2(η2)e−u2(η2) = 0. (2.5)
According to the first equation of (2.4), we have
bl1e
u1(ξ1) + hl1e−u1(ξ1) < b1(ξ1)eu1(ξ1) + h1(ξ1)e−u1(ξ1) = (1− λ)a1(ξ1) ≤ (1− λ)aM1 < aM1 ,
namely,
bl1e
2u1(ξ1) − aM1 eu1(ξ1) + hl1 < 0,
which implies that
ln l−1 < u1(ξ1) < ln l
+
1 . (2.6)
Similarly, by the first equation of (2.5), we obtain
ln l−1 < u1(η1) < ln l
+
1 . (2.7)
The second equation of (2.4) gives
bM2 e
2u2(ξ2) + hM2 ≥ b2(ξ2)e2u1(ξ2) + h2(ξ2) =
[
a2(ξ2)+ λc(ξ2)eu1(ξ2)
]
eu2(ξ2)
> a2(ξ2)eu2(ξ2) > al2e
u2(ξ2),
that is
bM2 e
2u2(ξ2) − al2eu2(ξ2) + hM2 > 0,
which implies that
u2(ξ2) > ln l+2 or u2(ξ2) < ln l
−
2 . (2.8)
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Similarly, by the second equation of (2.5), we get
u2(η2) > ln l+2 or u2(η2) < ln l
−
2 . (2.9)
Moreover, from the second equation of (2.4), we have
bl2e
u2(ξ2) ≤ b2eu2(ξ2) < b2eu2(ξ2) + h2(ξ2)e−u2(ξ2) = a2(ξ2)+ λc(ξ2)eu1(ξ2)
< a2(ξ2)+ c(ξ2)eu1(ξ1) ≤ aM2 + cmeu1(ξ1) < aM2 + cM l+1 ,
which implies that
u2(ξ2) < ln
aM2 + cM l+1
bl2
:= H1. (2.10)
Similarly, from the second equation of (2.5), we obtain
hl2e
−u2(η2) ≤ h2e−u2(η2) < b2eu2(η2) + h2(η2)e−u2(η2) = a2(η2)+ λc(η2)eu1(η2)
< a2(η2)+ c(η2)eu1(η1) ≤ aM2 + cmeu1(η1) < aM2 + cM l+1 ,
which implies that
u2(η2) > ln
hl2
aM2 + cM l+1
:= H2. (2.11)
From (2.6) and (2.7), we obtain
ln l−1 < u1(t) ≤ ln
(
l+1 + l−1
2K
)
or ln
(
l+1 + l−1
2K
)
< u1(t) < ln l+1 . (2.12)
From (2.8)–(2.11), we obtain
H2 < u2(t) < ln l−2 or ln l
+
2 < u2(t) < H1. (2.13)
Clearly, ln l±1 , ln l
±
2 ,H1 and H2 are independent of λ. Now let
Ω1 =
{
u = (u1, u2)T ∈ X : ln l−1 < u1(t) < ln
(
l+1 + l−1
2K
)
,H2 < u2(t) < ln l−2
}
,
Ω2 =
{
u = (u1, u2)T ∈ X : ln
(
l+1 + l−1
2K
)
< u1(t) < ln l+1 ,H2 < u2(t) < ln l
−
2
}
,
Ω3 =
{
u = (u1, u2)T ∈ X : ln l−1 < u1(t) < ln
(
l+1 + l−1
2K
)
, ln l+2 < u2(t) < H1
}
and
Ω4 =
{
u = (u1, u2)T ∈ X : ln
(
l+1 + l−1
2K
)
< u1(t) < ln l+1 , ln l
+
2 < u2(t) < H1
}
.
ThenΩi (i = 1, 2, 3, 4) are bounded open subsets of X,Ωi ∩Ωj = φ. ThusΩi (i = 1, 2, 3, 4) satisfies the requirement (a)
in Lemma 2.1.
Now we show that (b) of Lemma 2.1 holds, i.e., we prove when u ∈ ∂Ωi ∩ Ker L = ∂Ωi ∩ R2,QN(u, 0) 6= (0, 0)T , i =
1, 2, 3, 4. If it is not true, then when u ∈ ∂Ωi ∩ Ker L = ∂Ωi ∩ R2, i = 1, 2, 3, 4, constant vector u = (u1, u2)T with
u ∈ ∂Ωi, i = 1, 2, 3, 4 satisfies
∫ ω
0
a1(t) dt −
∫ ω
0
b1(t)eu1 dt −
∫ ω
0
h1(t)e−u1 dt = 0,∫ ω
0
a2(t) dt −
∫ ω
0
b2(t)eu2 dt −
∫ ω
0
h2(t)e−u2 dt = 0.
In terms of differential mean value theorem, there exist two points ti (i = 1, 2) such that
a1(t1)− b1(t1)eu1 − h1(t1)e−u1 = 0, (2.14)
a2(t2)− b2(t2)eu2 − h2(t2)e−u2 = 0. (2.15)
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Following the arguments of (2.6)–(2.11), we have
ln l−1 < u1 ≤ ln
(
l+1 + l−1
2K
)
or ln
(
l+1 + l−1
2K
)
< u1 < ln l+1 ; (2.16)
H2 < u2 < ln l−2 or ln l
+
2 < u2 < H1. (2.17)
Moreover, for Eq. (2.14), we have
u±1 = ln
[
a1(t1)±
√
(a1(t1))2 − 4b1(t1)h1(t1)
2b1(t1)
]
.
In the light of Lemma 2.2, we obtain
ln l−1 < u
−
1 < ln
(
eu
−
1 + eu+1
2K
)
< u+1 < ln l
+
1 . (2.18)
Then u ∈ Ω1∩R2 or u ∈ Ω2∩R2 or u ∈ Ω3∩R2 or u ∈ Ω4∩R2. This contradicts the fact that u ∈ ∂Ωi∩R2, i = 1, 2, 3, 4.
This proves (b) in Lemma2.1 holds. Finally, we show that (c) in Lemma2.1 holds. Note that the systemof algebraic equations:{
a1(t1)− b1(t1)ex − h1(t1)e−x = 0,
a1(t1)− b1(t1)ex − h1(t1)e−x = 0
has four distinct solutions since (H1) and (H2) hold,
(x∗1, y
∗
1) = (ln x−, ln y−), (x∗2, y∗2) = (ln x−, ln y−),
(x∗3, y
∗
3) = (ln x+, ln y−), (x∗4, y∗4) = (ln x+, ln y+),
where
x± = a1(t1)±
√
(a1(t1))2 − 4b1(t1)h1(t1)
2b1(t1)
, y± = a2(t2)±
√
(a2(t2))2 − 4b2(t2)h2(t2)
2b2(t2)
.
It is easy to verify that
ln l−1 < ln x− < ln
(
l+1 + l−1
2K
)
< ln x+ < ln l+1
and
H2 < ln y− < ln l−2 < ln l
+
1 < H1.
Therefore
(x∗1, y
∗
1) ∈ Ω1, (x∗2, y∗2) ∈ Ω2, (x∗3, y∗3) ∈ Ω3, (x∗4, y∗4) ∈ Ω4.
Since Ker L = ImQ , we can take J = I . In the light of the definition of the Leray–Schauder degree, a direct computation
gives for i = 1, 2, 3, 4.
deg
{
JQN(u, 0),Ωi ∩ Ker L, (0, 0)T
}
= sign
∣∣∣∣∣∣∣
−b1(t1)x∗ + h1(t1)x∗ 0
0 −b2(t2)y∗ + h2(t2)y∗
∣∣∣∣∣∣∣
= sign
[(
−b1(t1)x∗ + h1(t1)x∗
)(
−b2(t2)y∗ + h2(t2)y∗
)]
.
Since
a1(t1)− b1(t1)x∗ − h1(t1)x∗ = 0
and
a2(t2)− b2(t2)y∗ − h2(t2)y∗ = 0,
then
deg
{
JQN(u, 0),Ωi ∩ Ker L, (0, 0)T
}
= sign
[(
a1(t1)− 2b1(t1)x∗
)(
a2(t2)− 2b2(t2)y∗
)]
.
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Thus
deg
{
JQN(u, 0),Ω1 ∩ Ker L, (0, 0)T
}
= sign
[(
a1(t1)− 2b1(t1)x−
)(
a2(t2)− 2b2(t2)y−
)] = 1,
deg
{
JQN(u, 0),Ω1 ∩ KerL, (0, 0)T
}
= sign
[(
a1(t1)− 2b1(t1)x−
)(
a2(t2)− 2b2(t2)y+
)] = −1,
deg
{
JQN(u, 0),Ω1 ∩ KerL, (0, 0)T
}
= sign
[(
a1(t1)− 2b1(t1)x+
)(
a2(t2)− 2b2(t2)y−
)] = −1,
deg
{
JQN(u, 0),Ω1 ∩ KerL, (0, 0)T
}
= sign
[(
a1(t1)− 2b1(t1)x+
)(
a2(t2)− 2b2(t2)y+
)] = 1.
So far, we have prove thatΩi (i = 1, 2, 3, 4) satisfies all the assumptions in Lemma 2.1. Hence, system (2.2) has at least
four different ω-periodic solutions. Thus by (2.1) system (1.1) has at least four different positive ω-periodic solutions. This
completes the proof of Theorem 2.1. 
Remark 2.1. From the proof of Theorem 2.1, we can see that if the harvesting terms h1(t) = h2(t) ≡ 0, system (1.1)
has at least one positive periodic solution, but we could not conclude that system (1.1) has at least four positive periodic
solutions because we could not constructΩi, i = 1, 2, 3, 4 satisfyingΩi ∩Ωj = φ. Therefore, adding the harvesting terms
to population models can make biological species to take on multiple periodic change regulations and have multiple local
stable periodic phenomena.
3. An example
Consider the following two species parasitical system with harvesting terms:
x˙(t) = x(t)
[
3+ sin t − 4+ sin t
10
x(t)
]
− 9+ cos t
20
,
y˙(t) = y(t)
[
3+ cos t − 5+ cos t
10
y(t)+ 2+ sin t
10
x(t)
]
− 2+ cos t
5
.
(3.1)
In this case, a1(t) = 3 + sin t, b1(t) = 4+sin t10 , h1(t) = 9+cos t20 , a2(t) = 3 + cos t, b2(t) = 5+cos t10 , c(t) = 2+sin t10 and
h2(t) = 2+cos t5 . Since
al1 = al2 = 2, 2
√
bM1 h
M
1 = 2
√
5
10
× 10
20
= 1, 2
√
bM2 h
M
2 = 2
√
6
10
× 3
5
= 6
5
, cM = 3
10
,
l+1 =
4+
√
42 − 4× 310 × 820
2× 310
= 20+ 2
√
97
3
,
√
(aM2 )2 − 4bM2 hM2 =
√
22 −
(
6
5
)2
= 8
5
,
then
2 = al1 > 2
√
bM1 h
M
1 = 1, 2 = al2 > 2
√
bM2 h
M
2 =
6
5
, 2+
√
97
5
= cM l+1 >
√
(al2)2 − 4bM2 hM2 =
8
5
.
Hence, all conditions of Theorem 2.1 are satisfied. By Theorem 2.1, system (3.1) has at least four positive 2pi-periodic
solutions.
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