This article analyzes and discusses a well-known paper [D. Li, R.M. Mersereau and S. Simske, IEEE Letters on Geoscience and Remote Sensing, 3:4 (2007), pp. 340-344] that applies principal component analysis in order to restore image sequences degraded by atmospheric turbulence. We propose a variant of this method and its ANSI C implementation. The proposed variant applies to image sequences acquired with short as well as long exposure times. Examples of restored images using sequences of real atmospheric turbulence are presented. Real atmospheric turbulent image dataset acquisition is described and made available for download.
Introduction
Most of the time principal components analysis (PCA) is used in image processing as an intermediate step. PCA extracts an orthonormal basis adapted to the observed data. The vectors provided by the PCA are usually sorted in order to obtain a decreasing variance of the data projected onto the vectors obtained by the PCA. For example in the works of Liu et al. [4] , the PCA is employed with optical flow in order to discriminate a moving vehicle from its moving environment. In the work of Turk et al. [5] the PCA permits to reduce the space of example images used during the learning stage of a recognition algorithm.
In [2] Li et al. propose to use the PCA to restore turbulence degraded image sequences (see figure 1) .
This papers proposes a variant of [2] and its implementation. We provide numerical results on real turbulence degraded image sequences. The sequences used for the experiments are made available for download. This paper is divided in five sections. Section 2 provides the PCA formalism. Section 3 gives the numerical method of Li et al. as it is given in [2] and discusses it. Section 4 proposes a variant of the Li et al. method. Section 5 provides the details and implementation of the proposed numerical method. Section 6 gives experimental results obtained from real atmopheric turbulence. Appendix A describes the experimental protocol used to acquire the sequences used for experiments.
PCA concept
Let Φ be a dataset described by N parameters subject to M observations Φ m ∈ R N . These observations Φ m are represented by M points in the parameters space R N . The PCA allows to reduce the number of parameters N to q ≤ N , while retaining as much of the "variability" of the observed data as possible. In other words, the PCA method consists in determining a sub-space of q ≤ N dimensions, which fits as best as possible, in the sense of the least squares (or variance), the scatter plot in R N . For this purpose, a basis v of vectors v i ∈ R q is iteratively built. The first vector v 1 is obtained by maximizing the following quantity covariance matrix of the vectors Φ 1 , · · · , Φ M . Remark that the quantity σ (1) is an optimization problem that can be formulated by the Lagrangian equation
which extremum condition ∂ v L = 0 leads to the eigenvalues equation
From a numerical point of view, the iterative building of the basis v boils down to computing the q first eigenvectors related to the q greatest eigenvalues of the covariance matrix Σ defined in equation (1).
The Li et al. method
In [2, 3] Li et al. propose to apply PCA to a sequence of M image frames (I m ) m∈{1,··· ,M } degraded by atmospheric turbulence in order to produce one corrected image J (J is an estimation of an "ideal" image I). This section studies the Li et al. method [2, 3] . Section 3.1 gives the numerical procedure as it is given in their publications [2, 3] . Section 3.2 gives a discussion of the numerical method proposed by Li et al. in [2, 3] .
Description
In [2, 3] Li et al. consider each frame I m of size N pixels rearranged in the form of column vectors so that I m ∈ R N . Consequently, hereinafter we shall define the m-th image frame denoted I m by
This discrete image frame I m has pixel values in the interval [0, 1] and is considered to be a degraded version of a crisp image I. Here and in the sequel, we shall denote by (I m ) m∈{1,··· ,M } a sequence of M degraded images that we observe. The goal of the Li et al. method is to estimate the crisp image I given the observed image sequence (I m ).
With the above conventions, I m corresponds to Φ m of section 2. Indeed, each image frame I m ∈ R N is one of the M observation. In addition, the N pixel values of each frame I m are the measurement parameters.
In [2, 3] the authors assume that the degradation model is given by a convolution, i.e., formally
where each h m is an unknown convolution kernel at time m ∈ {1, · · · , M } and * denotes the standard discrete convolution. The convolution kernels h m are assumed to be low-pass filters. In [2] Li et al. provide an intuitive explanation on how the PCA can restore turbulence degraded images that we quote extensively. "The first principal component can be used as such an estimate since it has maximum variance and it contributes most to the variance of the observed dataset. Intuitively, blurring is a smoothing process in which the high-frequency components are removed and the variance is reduced. Thus, deblurring should be able to boost high-frequency components to some extent to restore the image. Variance can be viewed as a measurement of high-frequency components in an image. Previously, we developed a constrained variance maximization method for blind image deconvolution [3] . That variance maximization is equivalent to a PCA." [2, page 1].
Having described the observation model proposed in [2] we are now in position to detail the numerical method as it is proposed [2, section II, pages [2] [3] .
The first step centers the input data (I m ) m∈{1,··· ,M } . We recall that each I m ∈ R N is an observed image frame degraded by turbulence. Thus, the temporal average µ of the image sequence is computed
The observed data is then centered by subtracting the average image µ as
The second step consists in computing the PCA. Therefore, the matrix 
AA
T , where A T denotes the transpose of the matrix A. A direct computation of eigenvalues and eigenvectors of Σ is not numerically tractable. Indeed, N is the number of pixels of the observed images and is therefore large.
To circumvent this issue, we notice that to compute the eigenvectors of Σ it suffices to calculate the eigenvectors v i of the much smaller matrix
From the previous step, extract v 1 the eigenvector of Σ associated to the eigenvalue of highest absolute value. The last step consists in computing the restored frame J
Assuming that formula (3) makes sense, it is interpreted by Li et al. [2, 3] as follows. On the one hand, it is clear that the average image µ contains temporal low frequencies of the image sequence. It is a rough estimate of the ideal underlying observed scene I. On the other hand, Av 1 acts as a "filter to boost the high frequency content" [2, section II, page 3]. Note that the number M of frames used in reconstruction is specified in [2, 3] as nine frames. Having recalled the numerical method proposed by Li et al. as it is given in [2, 3] we are now in position to discuss it.
Discussion of the Li et al. method
The algorithm of Li et al. leads to three remarks.
First of all, formula (3) is not mathematically well defined. Indeed, an eigenvector is only defined up to a multiplicative constant. This has two drawbacks that make equation (3) not well-defined and, in turn, its numerical implementation rather dubious. Indeed, 1. µ and Av 1 can have arbitrarily different norms. Therefore, adding them as in equation (3) requires a normalization so that they have compatible dynamics;
2. Av 1 can also change direction (sign) depending on the numerical implementation of the method that extract the eigenvector v 1 . Therefore, adding Av 1 to µ without fixing the direction of the vector Av 1 does not make sense.
This lack of definition is illustrated in figure 2 . In principle the numerical method proposed in [2] and described in section 3.1 is invariant with respect to time indexes permutation. Indeed, neither the mean µ nor the first PCA component Av 1 that appears in (3) depends on the order of the observations. However, figure 2 shows that for a fixed numerical implementation of the PCA the output depends on the order of the input frames. In the first case, ten inputs frames are used as input in the order acquired by the camera W 1 = (I 1 , I 2 , I 3 , . . . , I 8 , I 9 , I 10 ). In the second case two images are permuted so we have W 2 = (I 8 , I 2 , I 3 , . . . , I 1 , I 9 , I 10 ). (In practice, this permutation situation can occur due to the randomness of the turbulence.) The two obtained images differ, as illustrated on the right panel of figure 2 and illustrates the fact that the Li et al. method [2, 3] is not correctly defined.
On the left panel the image produced using the image sequence W 1 = (I 1 , I 2 , I 3 , . . . , I 8 , I 9 , I 10 ). On the right the image produced using W 2 = (I 8 , I 2 , I 3 , . . . , I 1 , I 9 , I 10 ) as input sequence. Both result differ. This is a direct consequence of mathematical indefiniteness of (3).
First of all, Li et al. consider that the variance of the image sequence, concentrated on the first eigenvector Av 1 , is intrinsically linked to the frequency content of each image. However, there is not necessarily a direct relationship between the variance of a signal and its frequency content. Indeed, two frequentially different signals can have power spectrum such that their integrals, which correspond to their variance by definition, are both equal.
Lastly, in [2, 3] Li et al. the use of the single first principal component is justified by an intuitive reasoning that does not implies that the others components are useless. As a matter of fact, figure 3 shows that the use of the second component can yield to better results that the use of the first component.
We have reviewed the method proposed in [2] . The next section proposes a variant of the method proposed in [2] that solves the theoretical and practical issues raised in section 3.2.
Selected principal component algorithm (SPCA)
As we have seen in section 3.2, the equation (3) that underlies the numerical method proposed in [2, 3] is mathematically undefined. The goal of this section is to propose a variant of [2, 3] that circumvent this issue.
To cope with the fact that eigenvectors v i are defined up to a sign and that Av i can have arbitrary norms our first goal is to propose an adequate normalization. Therefore, we propose , where · denotes the 2 -norm; 2. to normalize the directions by using the inner product ∆µ,w i | ∆µ,w i | rather than w i where ∆µ denotes the Laplacian of µ.
Using these two modifications we can define the restored image J as
where we assume that ∆µ, w i = 0. Index i allows us to select which component is used in the reconstruction and > 0 is a sharpening parameter. We justify these modifications as follow. First, if we choose i = 1 in equation (4) we retrieve a well defined variant of equation (3). Secondly, vector ∆µ,w i | ∆µ,w i | w i has always the same direction as ∆µ. This means that (4) behaves similarly to an inverse heat equation and tends to sharpen the average image µ.
Principal component selection Our goal is to remove the blur caused by the turbulence. As we have seen in section 3.2 the Li et al. method has a natural interpretation in terms of inverse heat equation. Therefore, we propose to choose the (normalized) principal component w i that maximizes | ∆µ, w i |. This means that we use the w i that gives the most sharpening like effect.
In principle, we should compute the | ∆µ, w i | for every principal component w i . However, experimentally it is enough to compute | ∆µ, w 1 | and | ∆µ, w 2 |. This fact is experimentally illustrated in figure 4 that depicts the fourth firsts principal components on two examples. Experimentally, the components of order higher than 2 are very noisy.
Numerical implementation
This section gives the implementation details of the SPCA method described in section 4. Algorithm 1 provides the pseudo code that is implemented in the files pca_method.c and ccmath.c. Consider an image of size N = 640 × 480 ≈ 3.10 5 . On the one hand, if the pixel value is around 2.10
This very large values lead to numerical issues when calculating eigenvalues (step 1 of algorithm 1) because of the lack of single point precision. On the other hand, if the pixel value is This re-quantification is inverted in step 4 of algorithm 1. To be precise, the pixel values of the output images are point-wise multiplied by 255.
Step 1 (Computation of the principal components) The determination of eigenvalues and eigenvectors is carried out by using a three-step general algorithm for singular value decomposition:
1. Householder transforms, starting with A T A, in order to compute U 1 , V 1 and F so that
, where U 1 and V 1 are orthogonal matrices and F is a bidiagonal matrix; 2. matrix reduction of type QR starting with F so that F = U 2 DV 
is the eigenvectors matrix (resp. transpose) of A T A.
The functions used to calculate these quantities are part of the C library "Ccmath".
Step 2 (Computation of w m ) As vectors G i are centered around µ they are not linearly independent and belong to a hyperplane of dimension M − 1. So the M th vector no longer belongs to this hyperplane (explanation specified in [1] paragraph 1.3.7). So we do not consider vector v M in the composition of J. More specifically, the computation w M := Av M ||Av M || can cause infinite or non-numeric values. Therefore v M is set to zero.
Step 3 (Computation of ∆µ the Laplacian of µ) The Laplacian filter is defined as the 3 × 3 discrete filter, explicitly given in (5)
The Laplacian of µ is computed by a discrete convolution (with periodic boundaries conditions) of µ and L.
Step 5 We wish to compare the inverse heat equation and the SPCA algorithm easily. Therefore, we normalize the ∆µ by its 2 norm. Thus, the time step of the inverse heat equation is compatible with the parameter of the SPCA algorithm.
To compare the effects of the proposed SCPA filter and the Laplacian filter on a given image and a similar filter coefficient, it should work with dynamic filters that are of the same order of magnitude. Knowing that the vectors are normalized with zero mean and their variance within the meaning of the wording of König-Huyghens is 1 N . As also is the Laplacian with zero mean, it is enough to normalize by its 2 norm for the same variance. We conducted two experiments using three sets of sequences marked A, B and C. Dataset A contains images as they were acquired by the camera; it is composed of six real image sequences distorted and blurred by atmospheric turbulence. Appendix A details the acquisition protocol. Each sequence contains 200 images. Dataset B (resp. C) consists of images of A which were averaged on 20 (resp. 10) frames so that each sequence contains 10 (resp. 20) images. The first experiment was to study behavior of SCPA with respect to the Laplacian filter in the case of sequences acquired in short exposure. The second experiment was to get closer to the assumptions of Li et al. [3] by considering a long exposure time and to observe the influence of SCPA filter when varying M and the exposure time. We performed measurements of PSNR and MSSIM during these experiments. The PSNR is defined by:
Examples and experiments
where
is the mean square error between image J and the reference image I r and Q is the quantification worth 255 in our case. The structural similarity index from Wang et al. [6] is defined by
where µ Ir (resp. µ J ) is the mean image I r (resp. J), σ 
Experiment 1
Only the first ten frames of each sequence of dataset A were used, with a window size of M = 10. The results are presented in Table 1 and Figure 5 -in this illustration, only the pictures at 5 meters are shown as they are more degraded by turbulence than images at 10 meters. This experiment as applied to sequences which can be considered short exposure, gives quite different results: the values of PSNR and MSSIM are best for the SPCA method in four out of six and concern Lena and the boat. The most important difference being for Lena (10 m). Visually, the SPCA includes deformations and accentuates rebounds, as can be seen with respect to the hat of the Lena image. However the noise seems more penalizing with the Laplacian filter when trying to distinguish the letters of the poem.
Experiment 2
In Experiment 2 we used the sequence B (resp. C) with a window of size M = 10 (resp. M = 20). This context can be considered long exposures. In both cases, the average of µ is theoretically identical since it is the average of 200 images. It is the same for images enhanced by the Laplacian filter. Table 2 contains numerical results while Figure 6 shows the results for turbulence with a dominant blur figure 7 for turbulence with dominant deformation. Strictly speaking the results of the Laplacian PSNR and MSSIM should be identical as µ is the average of 20 images averaged over 10 in the third case, the average of 10 images averaged over 20. The slight numerical differences observed are due to the production protocol of these averaged pictures: they were averaged and saved in PNG format: decimal values have been rounded.
We observe that the Laplacian PSNR is higher than that of SCPA in 4 out of 6 cases but the MSSIM measure is for the SPCA in 4 out of 6. In the images of Figure 6 where the blur of turbulence is dominant, we find that the Laplacian is visually noisy especially in the case of the poem. In the case where the deformations are more important than the blur (Fig. 7) , the SPCA induces local phase shifts the more visible for the boat and the poem. Table 2 : PSNR and MSSIM obtained from the second experience with the B and C datasets.
When the tests on B (with M = 10) and C (M = 20) are compared, the latter gives better numerical results. In 4 out of 6 cases PSNR is higher and 5 out of 6 cases with the MSSIM measure. This can be explained by the fact that the images used for the input of the SPCA, in case B are averaged over 20 while they are averaged over 10 in the case C: the vector w B patch calculated from B, remains more blurred than that calculated from C. This indicates that an increase of the exposure time in image acquisition does not necessarily lead to better results and that an intermediate exposure time should be favored, long enough to limit the effects of deformation but no more.
Conclusion
This paper has studied a well known method [2, 3] that proposes to use the PCA to restore image sequences degraded by turbulence. The study led us to develop a variant of the method proposed in [2, 3] named SPCA. The proposed variant applies image sequences acquired with short as well as long exposure times which is an improvement over [2, 3] . The effectiveness of the variant that has been proposed in this paper is demonstrated on real turbulence degraded image sequences. Comparative tests showed that the results were less noisy than the contrast enhancement by Laplacian filtering. However, the observed local irregularities indicated that Li et al.'s method and its extension the SPCA, should be applied in limited cases of atmospheric turbulence. In addition, a dataset of real atmospheric turbulence degraded sequences had been recorded and is made available for download.
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All the sequences used in this article are the work of Stéphane Landeau, and available under the CC-BY license. You can use these videos for scientific purpose by citing the article. The poem was composed by Victor Hugo.
A Acquisition of Image Sequences Seen Through Turbulence

A.1 Description
Video footage of image sequence through turbulence was done at the Centre de Mathématiques et de Leurs Applications of the École Normale Supérieure Cachan. The experiments consist in filming printed image records. Heat sources were placed on the light path between the printed images and the camera. The camera was mounted on a telescope and placed at a distance of 10 m from the printed image records as depicted by figure 8. The narrow line of sight of the telescope permitted us to avoid the use of very large heat sources.
Turbulence was created by placing three heat sources along the optical path between the telescope and the printed images. The turbulence zone thus obtained is approximatively 1.20 m long. These three heating elements allowed us to maintain an uniform and constant temperature of approximatively 240 o C at their surface and to stabilize the intensity of the turbulence during the whole experiment.
We obtained several image sequences varying the printed image, the position of the heat sources and the exposure time of the image frames.
Note that in order to record images with a very short time exposure (1 ms), each print is strongly illuminated with halogen lamps (neon lamps are unsuitable because they produce scintillations). The duration of each sequence is 15 s with an acquisition frequency of 13 Hz.
The equipments details is given in section A.3 and the description of the produced dataset is described in section A.4.
A.2 Acquisition
Once the telescope has been focused on each print at a distance of 10 m without turbulence, three video sequences are filmed for each print:
• a reference sequence without turbulence;
• a sequence for which the heat source is placed close to the print, i.e. between 8.80 m and 10.0 m from the telescope;
• a sequence for which the heat source is placed midway between the telescope and the print, i.e. between 4.40 m and 5.60 m from the telescope;
Videos are recorded in AVI format then frames are extracted in PNG 8-bit format without dynamic stretching between [0, 255] using the software tool convert. To attenuate flicker, each sequence has been stretched to reach the boundaries 0 and 255, by an affine contrast change using its absolute minimum and maximum values. 
A.3 Equipment details
The telescope is a LXD75 6" Newton with a focal length of 762 mm and an aperture of f/5. The field of view is 0.27 o (H) ×0.20 o (V) and covers a surface of 4.70 cm × 3.53 cm at 10 m. At the focal point is placed the CCD module of a Philips spc900nc webcam equipped with a Sony ICX098 1/4" CCD sensor. The acquisition image format is set to 320×240 with a progressive scan.
A.4 Dataset description
The image sequence dataset is available both in AVI format and coded in PNG 8-bit grayscale format with a size of 320×240. There are four kinds of sequences : the classical Lena, the classical boat "La cornouaille", a mire of black round points, a typeset verse with different font sizes, as listed below. We varied the exposure time so that we the blur (long exposure time) or the deformations (short exposure time) dominates. 
B Practical computation of the eigenvectors
