Abstract---
I. INTRODUCTION
N sample surveys, auxiliary information on the finite population under study is quite often available from previous experience, census or administrative databases. The sampling theory describes a wide variety of techniques/ methods for using auxiliary information to improve the sampling design and to obtain more efficient estimators like Ratio, Product and Regression estimators. Ratio estimators, improves the precision of estimate of the population mean or total of a study variable by using prior information on auxiliary variable which is correlated with the study variable . Over the years the ratio method of estimation has been extensively used because of its intuitive appeal and the computational simplicity.
The classical Ratio estimator for the population mean of the study variable is defined as:
, where
where is the estimate of , is the sample mean of the study variable and is the sample mean of auxiliary variable . It is assumed that the population mean of auxiliary variable is known. The bias and mean squared error of to the first degree of approximation are given below ) The usual linear regression estimator together with variance is given as (4) (5) where is the sample regression coefficient of on .
Many modified ratio type estimators available in the literature are biased but have minimum mean squared errors compared to that of usual ratio estimator. Some of the modified ratio estimators, which are to be compared with that of the proposed estimators, are listed below.
Sisodia and Dwivedi [2] has suggested a modified ratio estimator using the population coefficient of variation of auxiliary variable for estimating together with its bias and mean squared error and are as given below:
where (6) When the coefficient of kurtosis of auxiliary variable is known, Singh et.al [3] has developed a modified ratio type estimator for estimating and derived its bias and mean squared error as given below: where (
Motivated by Singh et.al [3] , Yan and Tian [6] has suggested another modified ratio estimator using the coefficient of skewness of the auxiliary variable together with its bias and mean squared error and are as given below: When the population correlation coefficient between and is known, Singh and Tailor [5] proposed another estimator for estimating together with its bias and mean squared error and are as given below:
By using the population variance of auxiliary variable , Singh [4] proposed a modified ratio type estimator for estimating together with its bias and mean squared error and are as given below:
where (10)
The estimators discussed above are biased but having minimum mean squared error compared to the usual ratio estimator. These points have motivated us to introduce a class of almost unbiased modified linear regression estimators. In fact the proposed estimators are all unbiased if the known population parameters are the true values. However in practical problems the known values are replaced by the values estimated from the previous studies or from another sample. Hence these values are not exactly equal to the true value of the population parameters. That is why the proposed estimators are called as almost unbiased modified linear regression estimators.
II. PROPOSED MODIFIED LINEAR REGRESSION ESTIMATORS
New estimators are generally proposed or constructed by modifying the structure of the sampling designs or the structure of the estimators itself with reasonable and convincing motivations. Moving along this direction, we intend in this paper to show how the problem of estimating the unknown population mean of a study variable can be treated in a unified way by defining a class of estimators which will be (almost) unbiased and more efficient estimators.
The proposed modified linear regression estimators for population mean is (11) where and α is a suitably chosen scalar.
For the sake of convenience and to derive the variance, the proposed estimators given in (2.1) can be written in a more compact form as given below: (12) where and and are respectively the population standard deviation and coefficient of variation of the study variable and is the co-efficient of variation of the auxiliary variable . It is reasonable to assume that the values of and are known from the previous studies. (16) and (18) we have derived the conditions for which the proposed estimators are more efficient than that of existing modified ratio estimators are given below:
That is,
From the expressions given in (17) and (18) we have derived the conditions for which the proposed estimators are more efficient than the usual linear regression estimator and are given below.
That is, The mean squared errors of the existing modified ratio estimators and the variance of the proposed estimators (at different values of ) and linear regression estimators for the three populations discussed above are given in the following table: In this paper we have suggested modified linear regression type estimators and also obtained their variances. Further we have also derived the conditions for which proposed estimators perform better than the existing modified ratio and linear regression estimators. We have also assessed the performances of the proposed estimators for certain known populations. From the numerical comparisons, we have observed that the proposed estimators are performed better than that of modified ratio type estimators and linear regression estimator.
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