Abstract: Boosted by the growing logistics industry and digital transformation, the sharing warehouse market is undergoing a rapid development. Both supply and demand sides in the warehouse rental business are faced with market perturbations brought by unprecedented peer competitions and information transparency. A key question faced by the participants is how to price warehouses in the open market. To understand the pricing mechanism, we built a real world warehouse dataset using data collected from the classified advertisements websites. Based on the dataset, we applied machine learning techniques to relate warehouse price with its relevant features, such as warehouse size, location and nearby real estate price. Four candidate models are used here: Linear Regression, Regression Tree, Random Forest Regression and Gradient Boosting Regression Trees. The case study in the Beijing area shows that warehouse rent is closely related to its location and land price. Models considering multiple factors have better skill in estimating warehouse rent, compared to singlefactor estimation. Additionally, tree models have better performance than the linear model, with the best model (Random Forest) achieving correlation coefficient of 0.57 in the test set. Deeper investigation of feature importance illustrates that distance from the city center plays the most important role in determining warehouse price in Beijing, followed by nearby real estate price and warehouse size.
Introduction
In today's logistics industry, insufficient capacity of self-owned warehouses and fluctuation in inventory have made sharing warehouses a useful option. However, more time and effort are needed for sharing warehouses to reach their full potential for supporting expanding supply chain businesses. In one 2015 survey [30] , more than 75% of the participants were reported to suffer 236 Y. Ma, Z. Zhang, A. Ihler, B. Pan significant inventory swings, with 31% of them faced with insufficient stock capacity and 26% with vacant storages. The paradox of both storage insufficiency and vacancy suggests a need for a smooth exchange of warehouse supply and demand information.
An ongoing digital marketplace transformation is taking place among various sections of the society. For instance, Airbnb, currently the largest online platform for people to lease or rent short-term lodgings, operates in 65, 000 cities and had 31 billion of total valuation as of June 2017 [26] . Uber, the online driving service platform, had an average of 1 million rides of daily trips in 75 countries as of April 2017 [27] .
Similar transformation happens in the shared warehousing as well. For example, Flexe, essentially the Airbnb of warehousing, provides a marketplace of spare storage space by gathering and releasing vacant warehouse information [29] . Craigslist, 58, and many other classified advertisements websites offer sections for people to post available warehouse messages.
In the platforms mentioned above, warehouse resources are usually archived into well-defined categories based on information offered by providers. Customers can make optimal decisions by filtering the listings with their demands, while platforms can offer customized integrated solutions when needed. This new business mode offers accessible information to both the supply and demand sides of the industry. It also encourages dedicated warehouses and self-hold vacant spaces to enter the shared warehouse market. A key question faced by the newcomers, as well as original warehouse providers, is how to price their warehouses in the open digital marketplace.
Theoretically, the optimal price is achieved from equilibrium in which the quantities of goods or services provided match the corresponding market's desire and ability to acquire the good or service. In an intransparent market, it's difficult, if not possible, for each participant to get the whole picture of the supply and demand information. This leads to unjustifiable pricing and inefficiency, which hurts the long-term prosperity of the market. Fortunately, such deficiency can be mitigated in the online marketplace, where information is more transparent to both sides of the transaction.
The availability of market information does not directly lead to optimal pricing. While an easy strategy is to take nearby shared warehouses as references to estimate a price, a more refined approach should estimate the price by considering an array of relevant factors, such as warehouse location, size, type, transportation, land price, etc. However, we lack a comprehensive empirical understanding of the pricing mechanism in this new emerging online marketplaces.
To bridge this gap, we apply the tool of Machine Learning to build warehouse rental pricing models. Such models can learn complex relations that are hidden within large amounts of real world data. They are especially helpful when our domain knowledge and understanding are limited. There are many previous works that use machine learning techniques for price estimation and prediction in various economic disciplines, such as stocks [9, 17] , electricity [4, 23] , online auctions [6, 18] , real estate [10, 13, 14] , lodging [1, 7, 11, 12, 22] , high speed trains [24, 25] , product lifecycles [19] , and parking [16] . However, to our knowledge, this is the first work to gather real world data and analyse the pricing mechanism of the flourishing sharing warehouse market.
Our research develops a database consisting of real world sharing warehouse information from 58.com, one of the most popular classified advertisements website in China. The warehouse characteristics and its location information are selected as potential features in dominating the rental price. Four widely used machine learning algorithms, Linear Regression, Regression Tree, Random Forest Regression and Gradient Boosting Regression Trees, are applied to estimate warehouse pricing.
The rest of the paper is organized as follows. The data and materials are introduced in Section 2. We introduce the machine learning approaches in Section 3, followed by the results and discussion in Section 4. Finally, we summarize our conclusions.
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Data
Our major goal of this paper is to estimate sharing warehousing rental price using machine learning techniques. To explore this, we take the shared warehouse market in Beijing, one of the largest economic centers in China, as a case study. In this section, we describe the data set and relevant features for warehouse price estimation.
Data sets
We first create a dataset of sharing warehouses in the Beijing area. The data are acquired and organized based on warehouse rental posts on 58.com, one of the largest and most active general purpose classified websites in China. Posts during the period of November 2016 to January 2017 are archived using a web scraping framework in Python [21] . Fig. 1 gives an example of one rental listing. After removing incomplete and obviously erroneous data, in total we collected 2,462 rental listings, with each listing including information such as Title, District, Latitude, Longitude, Size and Rent across the Beijing area. Details on the data collection and cleaning processes can be found in Ma et al. [15] . The warehouse data statistics are shown in Table 1 . In addition to the warehouse pricing dataset, we also obtain 23,438 records of second-hand real estate rental information in the Beijing area in January 2017 from Lianjia.com, which is the website of one of the largest real estate agencies in China. Since a warehouse is a form of real estate, we assume that real estate rental prices are likely related to the shared warehouse rental price. The second hand real estate data statistics are described in Table 2 . 
Feature selection
To estimate the warehouse rental price, we extracted five features from the data sets, including Distance from City Center, Size, House Price (nearby second hand real estate price), Distance from the Closest House and District. A detailed explanation of these feature is given in the sequel.
We first consider the warehouse size and location, and present a general picture of their connection to rental price in Fig. 2 . Each dot represents the location of a sharing warehouse, with the size indicating warehouse size and color indicating rental price. For the location-rent relationship, from Fig. 2 , we can see that warehouses closer to the city center tend to have higher prices. For the size-rent relationship, we see that larger warehouses tend to have cheaper prices. Thus, we include Distance from City Center and Size as features in our warehouse rent estimation. In addition, local real estate price can reflect the market value of the property. Since a warehouse is a kind of real estate, we assume there is a positive relationship between warehouse rent and house prices in the vicinity, with a stronger and more direct relationship when the two locations are closer. Fig. 3 shows the coordinates of warehouses and second-hand real estate. In this work, we computed the market price of the nearest second-hand house to the warehouse (House Price) and the distance between these two locations (Distance from the Closest House). Finally, the location's District, a type of administrative division that is managed by local government, plays an important role in warehouse rental pricing. For example, as shown in Fig.  4 , the warehouse rent is much more expensive in the Dongcheng and Xicheng districts than in other districts, and the lowest warehouse rent appears in the Miyun district. Thus, we select District as one of the features for estimating warehouse rent. Since it is a categorical feature, we convert it to a vector of fourteen binary indicator variables before modeling. A summary of the features is listed in Table 3 , and an analysis of the relationship between several individual features and the warehouse rent is discussed in Section 4.1.
Methodology
In this section, we explain the machine learning techniques used in our experiment, which include: • Regression Tree
• Random Forest Regression
• Gradient Boosting Regression Trees
A simple linear regression model constructs an optimized linear combination of the predictors (features). The relatively strict assumption of a linear relationship makes it difficult to fit on many real world problems, in which many factors may work together in a non-linear way to determine the predictand. The latter three models belongs to a broader family of tree-based learning algorithms. Tree algorithms are well suited for problems where features interact in nonlinear manners and no monad global model fits the predictor-predictand relation well. The basic idea behind these algorithms is to recursively partition the feature space until each cell of the partition is well modeled by a simple predictor (such as a constant value) [8] . Next we provide a more detailed explanation of the three tree-based algorithms.
Regression Tree
The regression tree, a variant of decision trees, is a popular method designed to approximate real-valued functions. Regression trees have a number of advantages. For one, they can be used without requiring feature pre-processing or normalization, since each feature is processed independently. Regression trees also tend to work well with data sets that have a mixture of continuous and categorical variables, and with features that are on very different scales, both of which are present in our research.
Basically, regression trees learn a series of explicit if/then rules based on feature values to predict the target value. Unlike linear regression, which holds a single predictive formula over 242 Y. Ma, Z. Zhang, A. Ihler, B. Pan the entire feature space, regression trees break the global model into many local models using this recursive partitioning process, and then performs multiple (very simple) local regressions. There are two main parts to building a regression tree: growing the trees and pruning the trees.
The basic Regression Tree growing algorithm is as follows:
1. Start from a root node, containing all data points. Calculate the prediction for the leaf (typically, the mean value of the target values for the training points in that leaf), and the sum of squared errors for the leaf.
2. Search over all possible splits of all variables for the one which results in the smallest sum of square errors for its two leaves. If the sum of square errors is less than some user-defined threshold, or one of the resulting nodes contains less than a user-defined number of points, stop splitting. Otherwise, continue splitting data and creating new nodes.
3. For each new node, go to Step 1.
Once the tree's induction process is finished, pruning can be applied to improve the tree's generalization capacity by reducing its structural complexity. The number of cases in nodes can be used as the pruning criteria.
In the Regression Tree construction process, pre-pruning is used to avoid growing an overly complex tree. Allowing the tree to grow unpruned can result in overfitting, since the model may fit noise in the data. We control the maximum tree structural complexity using a max-depth parameter and a minimum number of samples per leaf. Max depth controls the maximum depth of the tree, limiting the total number of split points any decision can have. The min samples per leaf parameter is a threshold that controls how many data instances must be present in a leaf in order to consider splitting it further. To obtain robust and generalizable models in the experiment, many possible choices of these control parameters were assessed, ranging over depths from 1 to 50 and minimum sample sizes from 1 to 50. Via cross-validation, we found the best results at maximum depth 12 and minimum leaf samples set to 13.
Random Forest Regression
The Random Forest Regression algorithm, proposed by Breiman [3] , is an ensemble method using decision trees as base learners. It combines many different individual trees into an ensemble, and introduces random variation while building each decision tree. The term "random" in random forest has a dual meaning: a subset of the data is randomly chosen to establish each tree, and features are randomly selected in each split test as well. The resulting ensemble of trees is averaged to produce an overall prediction, which reduces overfitting while allowing for complex individual learners.
Random Forests have several good characteristics, including high accuracy among current algorithms, efficiency on large data sets, the ability to handle high dimensional input variables and missing data. Thus, Random Forest Regression is widely used and often yields very good results on a variety of problems [20] .
The Random Forest Regression algorithm is as follows:
1. Pick n tree bootstrap samples from the dataset;
2. Build an unpruned regression tree based on each of bootstrap samples. When picking the best split for a node, a random subset of features is selected to be searched over, rather than finding the best split across all possible features; 3. Predict new data using the mean of n tree trees' predictions.
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Random Forest models can compute an internal unbiased estimate of the generalization error, called out-of-bag (or OOB). Given enough trees, the OOB estimate of error rate can be quite accurate.
The output of Random Forest Regression depends primarily on two parameters: maximum number of features and number of estimators. The maximum number of features parameter is the number of predictors chosen randomly at each tree node. It greatly influences the diversity of the random trees in the forest. When the parameter is low, the trees become more complex and diverse. However, if the parameter is high (e.g., close to the total number of features), the trees in the forest will tend to be very similar. A typical default setting of max features for regression is the log base two of the total number of features. The number of estimators parameter represents the number of trees in the ensemble. Ensembles reduce overfitting by averaging over more trees, but this increases computation. Increasing the number of trees tends out to be a better solution [2] . After testing, we chose the log base two of the total number of features (which is 4 in the experiment) and 3000 total trees.
Gradient Boosting Regression Tree
Gradient Boosting Regression Tree is another tree based ensemble method widely used in real word applications. It often yields excellent off-the-shelf accuracy on many problems. Unlike Random Forest Regression, which builds a forest of different trees in parallel, Gradient Boosting Regression Tree establishes a sequence of trees, each of which is intended to correct the mistakes of the previous trees in the series.
The basic idea of boosting is to convert weak learners to strong ones. Starting from a weak learner, we do iterations, where at each iteration, we change the weight distribution of the data and apply a new weak learner to the weighted data. This builds a sequence of different weak learners, and by combining those weak learners, we get a final, strong learner. When our model makes a large error (high cost) on a given data point, we assign a greater weight to that data point in next iteration, and assign less weight on the points for which the cost is less. If the cost of a weak learner is large, we give it a smaller contribution when combining the learners, and give greater emphasis on the learners for which the cost is less.
The Gradient Boosting Regression Tree algorithm for a loss or cost function L y (i) , f (x) is as follows [5 ]: 1. Initialize the model:
(a) Compute the residual: for i = 1, 2, . . . , M:
(b) Train a regressor for the residual and obtain the leaf nodes R kj , j = 1, 2, . . . , J (c) For j = 1 to J, calculate: 
3. Get the final strong learner:
In Gradient Boosting Tree Regression model, the number of estimators and the learning rate are important parameters. The first one controls the number of trees included in the ensemble. The second parameter works as a step size, scaling the contribution of each individual tree in reducing the loss. The effects of these two parameters interact: a smaller learning rate can often give better performance, but at the cost of requiring more trees in the ensemble (and thus more computation as well). Via cross-validation we find the best results by choosing ensemble size 4,000 with learning rate set to 0.01.
Model evaluation
For all the models, we take 70% of the data as a training set and use rest of the data as a test set. Two common score metrics are used for evaluating model performance: Root Mean Square Error (RMSE) and correlation coefficient (r). The "best" model is the one with the lowest RMSE and the highest r.
RM SE
where e is the model estimation, m is sample size, and o is the observation.
Results and discussion
In this section, we use each of the four modeling strategies to predict warehouse rental price. We demonstrate the performance of each model, and illustrate the importance of the various features.
Model performance
Before presenting the model performance, we show the correlation between rent and selected features in Fig.5 . Rent and Distance from City Center are negatively correlated. Warehouses that are closer to the city center have higher rent variance. Considering the Size feature, 70% warehouses have sizes below 1000m 2 . In this range, size alone has little impact on Rent. For warehouses that are larger than 5000m 2 , rents are relatively small and stable. We also see that House Price is a good indicator for land price. Among all the features, House Price has the greatest impact on Rent(r = 0.34). All three factors can affect the warehouse rent; however, the combination of them provides more information on predicting warehouse renal price. Below we illustrate model results considering all the features we described in Section 2. Fig . 6 shows the scatter plot of estimated and true warehouse rental prices of the four candidate models. Here we only show the test data performance. Generally, all models show a certain skill in estimating warehouse rental price. The tree based models have obviously higher skill compared to the Linear Regression Model. This reveals the nonlinear relationship between the factors and the rental price. Additionally, models for simulating lower rental price have better performance. When it comes to higher rental price, models tend to underestimate the rents. Table 4 shows results of RMSE and correlation coefficients for different models. Three tree based algorithms have smaller RMSE value and larger r value both on training set and test set, compared to Linear Regression. Within three tree models, the results of RMSE and r are similar. This indicates that the tree-based models are more capable of capturing data interconnection and estimating warehouse price, compared to Linear Regression. Of the four models, the Regression Tree model has the smallest RMSE (1.05 CNY/m 2 · day)), and Random Forest Regression has the highest correlation coefficient (0.57) on the test set. Table 4 shows the error statistics for different models on test set. Linear Regression has the highest error mean and standard deviation and Regression Tree Model has smallest error mean and standard deviation.
To further analyze the error, we draw the error distributions of four models in different observation intervals on the test set in Fig.7 . There is high relevance between the observed value and the model error. Large target values tend to have higher error mean and variance, no matter what model is used. These results could be related to data quality or the pricing mechanism. High prices may be boosted to aid subsequent bargaining, or list a fake price rather than representing the true warehouse value. Alternatively, warehouses with higher rent may be priced based on different criteria compared to lower rent warehouses.
Feature importance
The features predicted to be important in the model help us understand what features are driving the rent and what features are deemed important for each of the model. Feature importance is typically a number between 0 and 1 assigned to an individual feature. A feature importance of zero means the feature is not used at all in the prediction. A feature importance of one means the feature perfectly predicts the target.
For regression tree, the importance of a feature is simply the total reduction of the cost in sum of squares achieved by all splits based on that feature [3] . However, in random forest regression, there are two common measures of feature importance. The first is based on mean squared error (MSE), and the second is prediction accuracy of the out-of-bag portion of the data after permuting each feature. The difference between the two MSEs are then averaged over all trees and normalized by the standard error. The second measure is calculated on the training data used to grow the trees. Here we use the latter method as our measure of importance. Table 6 shows the results of feature importance carried out by three tree algorithms. We can capture the consistency of feature importance in three models: Distance from City Center is the most influential feature, followed by Size and House Price. These features were chosen at an early level of the tree, comparing to the others. The District feature has the lowest importance value in all the models, which suggests that District has the smallest impact on Rent prediction.
The three models are slightly different in their feature importance order. Both Regression Tree and Random Forest Regression Model take House Price as the second most important feature, while it is Size in the Gradient Boosting Regression Tree.
Conclusion
The rental warehouse market is undergoing a transformation boosted by digital platforms. Both the supply and demand sides are faced with information transparency, which creates fluctuations in the pricing. To better understand the pricing mechanism in this evolving market and guide the pricing process for users, we collected and analyzed real-world rental warehouse data from the classified advertisement website.
We estimated the rental price of shared warehouses using five features selected from the data set: Distance from City Center, House Price, Distance from the Closest House, Size and District. Regression Tree, Random Forest Regression and Gradient Boosting Regression Tree along with Linear Regression were compared for predicting price. We used RMSE and correlation coefficient to provide model performance measurements. Results show that single factors exert considerable influence on rent pricing, while models considering multiple factors have more predictive skill. Tree based models provide better performance than Linear Regression, and the Random Forest method gave the best performance.
Feature importance analysis showed that the location, measured by distance from city center, plays the most important role in determining warehouse rental price, followed by local land price or warehouse size.
Estimation error is further analyzed conditioned on the warehouse rent. We found that high rent warehouses often correspond to higher error levels in the models. Thus, high rent warehouses 248 Y. Ma, Z. Zhang, A. Ihler, B. Pan may require more factors to be considered in estimating their price. However, the high prices might also be due to price boosting or fake posts. Despite the various factors and models used here, there are still considerable errors in estimating the warehouse rents. On the one hand, more features from the real world should be considered, such as text information that reveal social or psychological factors influencing warehouse pricing. On the other hand, it may also be true that in the growing free market, not all prices are justified; the data are intrinsically noisy. Our methodology here provides an attempt to extract useful information from the complicated real world market.
