A number of algorithms have been proposed for accessing B-trees concurrently, but the performance of these algorithms
Introduction
Database systems frequently use indices to access data.
These systems typically operate at a high level of concurrency, and since any transaction has a high probability of accessing an index, it is necessary to ensure that concurrent access to an index is not a bottleneck in the system. Since B-treesl are the most common dynamic index structures in database systems, most earlier work has concentrated on them and we will focus here on Btree concurrency control algorithms. However, many of our results will lend insight into concurrency control for other index structures also. In this paper, we analyze the performance of various B-tree concurrency control algorithms using a sinlulation model of B-tree operations in a centralized DBMS.
Concurrency
Our study differs from earlier ones in several aspects:
1. We study a representative list of algorithms including variations of the Bayer-Schkohlick, top-clown, and B-link algorithms as well as a new algorithm that allows deadlock detection at a single node. Based on our analysis of these algorithms, we make further projections about the performance of other algorithms.
2. We use a closed queuing simulation model that is quite detailed and consists of a B-tree in a centralized database with a buffer manager, lock manager, CPUS and disks.
In our experiments,
we consider tree structures with high and low fanout in a wide range of resource conditions and workloads. 4. We measure a wide variety of performance measures that help us to make precise statements about the performance of searches, deletes and inserts in the different algorithms.
Section 2 briefly reviews the set of B-tree concurrency control algorithms that have been proposed in the literature, focusing on the ones that were chosen for our study. Figure   7 are very close to the insert response timm in Figure   6 . On the other hand, in the SIX-LC algorithlns, the response time for searches increases only slightly with MPL ( Figure  7 ), while the response time for inserts increases steeply with MPL ( Figure  6 ). This is because, Figure   8 . Note how the pessimistic algorithms level off at the same maximum throughput as in the 1 CPU and 8 disks case ( Figure   5 ), while the optimistic and B-link algorithms make excellent gains in throughput with increasing MPL.
In addition to the above experiments, we also performed experiments in which the entire tree is in memory. The only difference between the disk bound experiments described above and the experiments with the memory-resident tree was that the CPU resource became the bottleneck at earlier MPLs than the disks did in the disk-bound experiments, as would be expected.
IIowever, the qualitative results were similar to those for the disk bound case. We omit these graphs due to space limitations.
It should be noted that in the above experiments, there was no significant performance difference between the top-down algorithms and the corresponding BayerSchkolnick algorithms. This is to be expected since the tree has only three levels; the number of exclusive locks held at one time on the scope of an update is hardly clifferent in the two cases (due to the rarity of splits and merges). Figure  9 contains the throughput curves for the 1 CPU and 8 disks case. As in the earlier set of experiments, the pessimistic algorithms again perform much worse than the optimistic and B-link algorithms.
In addition, for the first time we see differences between the B-link and optimistic algorithms. We shall comment on three important aspects of these differences.
Firstly, the optimistic algorithms perform worse than the B-link algorithms.
The reason is that the optimistic algorithms are only able to utilize a maximum of 80%
of the disk resources due to data contention, while the B-linli algorithms are still able to saturate the disks at high MPLs. As with the pessimistic algorithms in the first set of experiments, the algorithms TD-OPT and B-OPT lose their performance here due to lock waiting at the root.
Secondly, we notice in Figure 9 that 
