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A CENTER MANIFOLD APPLICATION: EXISTENCE OF PERIODIC
TRAVELLING WAVES FOR THE 2D abcd-BOUSSINESQ SYSTEM
JOSE´ R. QUINTERO, ALEX MONTES
Abstract. In this paper we study the existence of periodic travelling waves for the 2D abcd
Boussinesq type system related with the three-dimensional water-wave dynamics in the weakly
nonlinear long-wave regime. We show that small solutions that are periodic in the direction
of translation (or orthogonal to it) form an infinite-dimensional family, by characterizing these
solutions through spatial dynamics when we reduce to a center manifold of infinite dimension and
codimension the linearly ill-posed mixed-type initial-value problem. As happens for the Benney-
Luke model and the KP II model for wave speed large enough and large surface tension, we
show that a unique global solution exists for arbitrary small initial data for the two-component
bottom velocity, specified along a single line in the direction of translation (or orthogonal to it).
As a consequence of this fact, we show that the spatial evolution of bottom velocity is governed
by a dispersive, nonlocal, nonlinear wave equation.
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1. Introduction
In this paper we show the existence of travelling waves for a nonlinear water waves system
which are periodic in their direction of propagation and have a pulse structure in the unbounded
transverse spatial direction. We develop an approach to describing steady water waves through
spatial dynamics and center manifold reduction to obtain such a result for a 2D water-wave
system, in which the expression “spatial dynamics” means to perform a method in such that a
system of partial differential equations governing is formulated as an evolutionary equation (in
general ill-posed)
(1.1) uζ = A(u) +G(u),
where an unbounded spatial coordinate plays the role of the timelike variable ζ (see Kirchga¨issner
[27]). For the Boussinesq system considered in this work, we are able to describe all small
waves that translate steadily with supercritical speed and that are periodic in the direction of
translation (or orthogonal to it). Moreover, these solutions form an infinite-dimensional family
which can be parametrized by the bottom-velocity profile along any single line in the direction
of translation (or orthogonal to it), meaning that for a fixed supercritical wave speed and an
arbitrary bottom-velocity profile small in a suitable Sobolev space, there corresponds a unique
globally defined periodic travelling. As we know, in the linear wave equation for the surface
elevation η (nondimensional)
ηtt = ηxx + ηyy,
is possible to have many traveling-wave solutions η = f(x− ct, y) translating with supercritical
speed |c| > 1, by solving the wave equation fyy = (c2 − 1)fξξ with given arbitrary initial data
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for the wave slope (ηx, ηy) along the single line y = 0. Moreover, for the exact linearized water
wave equations for an inviscid irrotational fluid without surface tension, and for the Kadomtsev-
Petviashvili equation in the KP-II case, we know that for arbitrary small data for wave slope
along a line determine a unique travelling wave with given supercritical speed (see [26]). On the
other hand, J. Quintero and R. Pego in ([1]) showed that a complete periodic travelling wave
solution for the Benney-Luke model is determined uniquely by arbitrarily specifying along y = 0
the horizontal velocity (Φx,Φy) at the fluid bottom, provided these data are sufficiently small
in an appropriate norm (the H1 Sobolev norm).
In this paper we consider the existence of non trivial periodic travelling wave for the 2D abcd-
Boussinesq system related with the water wave problem
(1.2)

(I − bµ∆)Φt + (I − aµ∆)η + ǫp+1
(
Φp+1x +Φ
p+1
y
)
= 0,
(I − dµ∆)ηt +∆Φ− cµ∆2Φ+ ǫ∇ · (η (Φpx,Φpy)) = 0,
where b+d−a−c = 13−σ, with a, b, c, d > 0,
√
µ = h0/L is the ratio of undisturbed fluid depth to
typical wave length (long-wave parameter or dispersion coefficient), and ǫ is the ratio of typical
wave amplitude to fluid depth (amplitude parameter or nonlinearity coefficient), σ is associated
with the surface tension (σ−1 is the Bond number), Φ is the rescale nondimensional velocity
potential on the bottom z = 0, and η is the rescaled free surface elevation. We consider waves
which are periodic in a moving frame of reference, so that they are periodic in the variable x−ct,
where t denotes the temporal variable. For this physical problem, we have a bounded spacelike
coordinates (the vertical direction), which is bounded because the fluid has finite depth, and
the coordinate x− ct which is considered bounded because we are looking for periodic wave in
this variable. So, since there is not any restriction upon the behavior of the waves in the spatial
direction y transverse to their direction of propagation, we are allowed to use y as timelike
variable. We apply spatial dynamics to the problem by formulating this as an evolutionary
system of the form (1.1) with ζ = y in an infinite-dimensional phase space consisting of periodic
functions of x− ct (see Groves and Schneider [7], Sandstede and Scheel [13], [14], and Haragus-
Courcelle and Schneider [8] for applications to respectively nonlinear wave equations, reaction-
diffusion equations, and Taylor-Couette problems, Quintero and Pego [1] for periodic nonlinear
travelling for the Benney-Luke model).
In the case of wave speed |ω| > 1 and σ > 12 (large surface tension), the abcd-Boussinesq system
(1.2) under consideration has a very close relationship with the Benney-Luke model derived by
J. Quintero and R. Pego in [2] when a˜− b˜ = σ − 13 > 0 and also with the KP-II model (σ > 13),
in the sense that travelling waves for the Boussinesq system (1.2) can generate travelling waves
for the Benney-Luke model and the KP-II model, up to some order. Moreover, for large wave
speed and large surface tension, the abcd-Boussinesq system (1.2), the Benney-Luke model and
the KP II model share ill-posed spatial evolution equations with infinite-dimensional center
manifolds, where the dimension of the center manifold is determined by the number of purely
imaginary eigenvalues (e.g., see Vanderbauwhede [17]). Existence of invariant center manifold of
infinite dimension and codimension under special hypotheses has been established for infinite-
dimensional evolutionary systems, showing in particular that the original problem is locally
equivalent to a system of ordinary differential equations whose solutions can be expressed in
terms of the solution on the center space (tangent to the center manifold), see for example
works by Scarpellini [32], Mielke [11] and Vanderbauwhede and Iooss [33], Quintero and Pego
[1], among others. In the abcd-Boussinesq, existence of an infinite dimensional invariante center
A CENTER MANIFOLD APPLICATION: TRAVELLING WAVES EXISTENCE 3
manilfod for which the spectrum of hyperbolic space is unbounded on both sides of the imaginary
axis is a direct consequence of the work by J. Quintero and R. Pego [1] (see also [27, 28, 29]).
In the work we describe all small travelling waves that translate steadily, which are periodic
in the direction of translation (or orthogonal to it), in the case of supercritical speed |ω| > 1
and some restriction on the coefficients a, b, c, d. In this regime, after rescaling ǫ and µ, the
traveling-wave system for (1.2) takes the form
(1.3)
( −ω(I − d∆)ux + (I − c∆)∆v +∇ · (u (vpx, vpy))
−ω(I − b∆)vx + (I − a∆)u+ 1p+1
(
vp+1x + v
p+1
y
) )
=
(
0
0
)
.
Existence of periodic travelling waves follows by considering the system (1.3) as an evolution
equation likewise (1.1), where y acts as the “time” variable. If we seek for x-periodic travelling
wave solutions, the initial-value problem for the system (1.3) considered as an evolution equation
in the variable y has mixed type due to the fact that the Cauchy problem turns out to be linearly
ill-posed for wave speed |ω| large enough and under some conditions on a, b, c and d. We will
see that at the linear level there are infinite many central modes (pure imaginary eigenvalues)
and infinitely many hyperbolic modes, and also that there is a spectral gap since the hyperbolic
nodes are located outside of a strip containing the imaginary axis. As a consequence of this
fact, the existence result of x-periodic travelling wave solutions involves using an invariant
center manifold of infinite dimension and infinite codimension. This center manifold contains
all globally defined small-amplitude solutions of the travelling wave equation for the Boussinesq
system that are x-periodic in the direction of propagation.
We point out that the dynamics for the abcd-Boussinesq system in the case a, c > 0 and b = d = 0
is quite different from the case a, b, c, d > 0 in the sense that in the first case, at the linear
level, there are only finite many central modes (pure imaginary eigenvalues) and infinitely many
hyperbolic modes (see [3]).
The main result of this paper involves using the fact that there exists an invariant center manifold
of infinite dimension and codimension that contains all globally defined small-amplitude solutions
of (1.3) that are periodic in the direction of propagation. These solutions are determined by
suitable initial data along the line y = 0. In particular, we show that a complete traveling wave
solution of (1.3) is determined uniquely by arbitrarily specifying along y = 0 the horizontal
velocity (Φx,Φy) at the fluid bottom, provided these data are sufficiently small in an appropriate
norm (the H1 Sobolev norm). The bottom-velocity profile evolves in y according to a dispersive,
nonlinear, nonlocal wave equation obtained by restriction to the two first components to the
invariant center manifold of the form
d
dy
(
u1
u2
)
=
(
0 ∂x
S∂x 0
)(
u1
u2
)
+
(
0
g(u1, u2)
)
.
in which the map g is Lipschitz with g(0) = 0, Dg(0, 0) = 0, and S is a nonlocal linear operator
of zero order.
2. Existence of a local center manifold
The goal in this section is to verify the hypotheses of an abstract center manifold result obtained
by J. Quintero and R. Pego in ([1]) (Theorem 6.1 in the Appendix) to get the existence of a
local center manifold associated with travelling waves for abcd-Boussinesq system, where the is
viewed as a first order system (2.12) with the variable y being the timelike variable. We will
see for the system (2.12) associated with the abcd-Boussinesq system, that there exists a locally
invariant center manifold of classical solutions, where the center subspace (that associated with
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the purely imaginary spectrum of A) has infinite dimension and infinite codimension, as happens
for the Benney-Luke model (see [1]).
Hereafter, for a given integer r ≥ 0, let H˜r denote the Sobolev space of 2π-periodic functions
on R whose weak derivatives up to order k are square-integrable with norm given by
‖u‖2
H˜r
=
r∑
j=0
∫ 2π
0
|∂jxu|2 dx
We will study the existence of x-periodic solutions for (2.12) in the Hilbert spaces H and X
defined by
H = H˜1 × H˜1 × H˜0 × H˜−1 × H˜1 × H˜0,(2.4)
X = H˜2 × H˜2 × H˜1 × H˜0 × H˜1 × H˜0.(2.5)
Note that X is densely embedded in H.
2.1. Periodic travelling wave equation for the abcd Boussinesq system. Recall that x-
periodic travelling-wave profile (u, v) should satisfy the system (1.3). In order to look for the
existence of x-periodic travelling waves of period 2π, we set the new variables
u1 = ∂xv, u2 = ∂yv, u3 = ∂yyv, u4 = ∂yyyv, u5 = u, u6 = ∂yu,
then we have for γc = 1 and acα = 1 that
∂yu1 = ∂xu2(2.6)
∂yu2 = u3(2.7)
∂yu2 = u4(2.8)
∂yu4 = −
(
αdω2 − γ)∂xu1 + (αbdω2 − 1)∂xxxu1 + γu3 + (αbdω2 − 2)∂xxu3
− ω(γ − αd)∂xu5 + γ(u5up1)x + γ(u6up2 + pu5up−12 u3) +
αdω
p+ 1
∂x
(
up+11 + u
p+1
2
)
(2.9)
∂yu5 = u6(2.10)
∂yu6 = −ωcαu1 + bωcα∂xxu1 + bωcα∂xu3 + αcu5 − ∂xxu5 + αc
p+ 1
(
up+11 + u
p+1
2
)
.(2.11)
In terms of the new variable U t = (u1, u2, u3, u4, u5, u6), we see that this system can be rewritten
as an evolution in which y is considered as the time variable
(2.12) ∂yU = AU +G(U),
where we have that
A =

0 ∂x 0 0 0 0
0 0 I 0 0 0
0 0 0 I 0 0
− (αdω2 − γ) ∂x + (αbdω2 − 1)∂xxx 0 γI + (αbdω2 − 2)∂xx 0 −ω(γ − αd)∂x 0
0 0 0 0 0 I
−ωcαI + bωcα∂xx 0 bωcα∂x 0 cαI − ∂xx 0

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and also
G(U) =

0
0
0
γ(u5u
p
1)x + γ(u6u
p
2 + pu5u
p−1
2 u3) +
αdω
p+1∂x
(
up+11 + u
p+1
2
)
0
αc
p+1
(
up+11 + u
p+1
2
)

If we assume that U(x; y) =
∑
n∈Z
Û(n, y)einx, then we see that
∂yÛ(n) = Â(n)Û(n, y) + Ĝn(U),
where the matrix Â(n) has the form
Â(n) =

0 in 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
−in (αdω2 − γ)− in3(αbdω2 − 1) 0 γ − n2(αbdω2 − 2) 0 −inω(γ − αd) 0
0 0 0 0 0 1
−ωcα− n2bωcα 0 inbωcα 0 cα+ n2 0

It is straightforward to see that the characteristic polynomial P(n, β) of Â(n) is given by
(2.13) P(n, β) = β6 + a2(n)β
4 + a1(n)β
2 + a0(n),
where a0(n), a1(n) and a2(n) are defined as
a2(n) = (αbdω
2 − 3)n2 − (cα + γ)(2.14)
a1(n) = (3− 2αbdω2)n4 + (2(cα + γ)− αω2(b+ d))n2 + α(2.15)
a0(n) = n
2
[
(αbdω2 − 1)n4 + (α(dω2 − c) + γ(bcαω2 − 1))n2 + (α(ω2 − 1))](2.16)
We note that the eigenvalues for Â(n) are roots of the cubic polynomial pn in the variable λ = β
2
given by
(2.17) pn(λ) = λ
3 + a2(n)λ
2 + a1(n)λ+ a0(n),
2.2. Structural conditions. First consider the basic structural conditions. It is straightfor-
ward to check that A ∈ L(X,H), the space of bounded linear operators from X to H. It is easy
to check for U, V ∈ H that
(2.18) ‖f(U + V )− f(U)‖X ≤ (‖U‖pH + ‖V ‖pH)‖V ‖H .
In other words, f : H → X is smooth, and clearly f(0) = 0 = Df(0), meaning that the nonlinear
map f exhibits a gain of regularity. We will exploit this feature to establish the existence of
classical solutions.
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2.3. Spectral decomposition. We will construct the desired spectral decompositions of H
and X by using a complete set of eigenfunctions built via Fourier transform. First, we see that
any element U ∈ H or X can be represented by a Fourier series
(2.19) U =
∑
n∈Z
Uˆ(n)einx.
In terms of the vector Fourier coefficients, the norms in H and X may be given by
(2.20) ‖U‖2H =
∑
n∈Z
|SH(n)Uˆ(n)|2, ‖U‖2X =
∑
n∈Z
(1 + n2)|SH(n)Uˆ (n)|2,
where
SH(n) = diag
{
(1 + n2)1/2, (1 + n2)1/2, 1, (1 + n2)−1/2, (1 + n2)1/2, 1
}
.
Right and left eigenvectors of Â(n). For n = 0, we have that
p0(λ) = λ
3 − (cα + γ)λ2 + cαγλ = λ(λ− cα)(λ − γ).
So, we conclude that λ = 0, λ = cα and λ = γ. It can be seen that β1(0) = β2(0) = 0 is a
double zero of P(0, β), and β3(0) =
√
γ = −β4(0) and β5(0) =
√
cα = −β6(0) are simple roots
of P(0, β).
We see directly that the eigenvectors are
v1(0) = (1, 0, 0, 0, ω, 0)
t , v2(0) = (0, 1, 0, 0, 0, 0)
t .
and left eigenvectors
z1(0) = (1, 0, 0, 0, 0, 0)
t , z2(0) = (0, 1, 0,−c, 0, 0)t .
The eigenvalue β3(0) =
√
γ = −β4(0) are single eigenvalues with right eigenvectors
v3(0) =
(
0, 1,
√
1
c
,
1
c
, 0, 0
)t
, v4(0) =
(
0, 1,−
√
1
c
,
1
c
, 0, 0
)t
.
and left eigenvectors
z3(0) =
c
2
(
0, 0,
√
1
c
, 1, 0, 0
)t
, z4(0) =
c
2
(
0, 0,−
√
1
c
, 1, 0, 0
)t
.
On the other hand, the eigenvalue β5(0) =
√
cα = −β6(0) are single eigenvalues with right
eigenvectors
v5(0) =
(
0, 0, 0, 0, 1,
√
1
a
)t
, v6(0) =
(
0, 0, 0, 0, 1,−
√
1
a
)t
.
and left eigenvectors
z5(0) =
ω
2
(
1, 0, 0, 0,
1
ω
,
√
a
ω
)t
, z6(0) =
ω
2
(
1, 0, 0, 0,
1
ω
,
−√a
ω
)t
.
Assume now that n 6= 0. We will see that the polynomial pn has a negative real root λ1(n)
for any n 6= 0 for ω2 > max{1, cd , 1αbd , 1αbc} = max{1, cd , acbd , ab} := ω20(a, b, c, d) with w0 > 0
(b, d > 0). In fact, in this regime, we have that a0(n) > 0 for n 6= 0 and so, pn(0) = a0(n) > 0,
meaning that pn must have a negative real root λ1(n) < 0. On the other hand, note that
p′n(λ) = 3λ
2 + 2a2(n)λ+ a1(n)
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has roots given by
ρ+(n) = −a2(n)
3
+
√
a22(n)− 3a1(n)
3
, ρ−(n) = −a2(n)
3
−
√
a22(n)− 3a1(n)
3
.
Moreover, a direct computation shows that
a22(n)− 3a1(n) = α2b2d2ω4n4 + αω2(3(b + d)− 2(cα + γ))n2 + c2α2 − cαγ + γ2 > 0,
for example in the case ω2 > 2(a+c)
b2d2
:= ω21(a, b, c, d), since for any c, α, and γ we have that
c2α2 − cαγ + γ2 > 0.
In other words, for |ω| > ω0, we have that ρ±(n) is real for any n ∈ Z. Hereafter, we choose
appropriately |ω| > ω0 and a, b, c, d to guarantee that a1(n) < 0 for n ∈ Z \ {0}, meaning that
ρ+(n) > 0 > ρ−(n) for n ∈ Z\{0}. So, for n ∈ Z\{0}, the polynomial pn has either two positive
real roots λ2(n), λ3(n) or two complex conjugate root λ2(n), λ3(n) ∈ C \ iR with λ3(n) = λ2(n)
and ℜ(λ2(n)) > 0.
Under previous assumptions, we are able to describe the form of the eigenvalues for Â(n) for
n 6= 0. In this case, we have that
β3(n) = −β4(n) =
√
λ2(n) ∈ C \ iR, β5(n) = −β6(n) =
√
λ3(n) ∈ C \ iR,
where λ2(n) ∈ C\ iR with ℑ(λ2(n)) ≥ 0. A direct computation shows that βm(n) for 1 ≤ m ≤ 6
is a single eigenvalue with right eigenvector
vm(n) =
(
in, βm(n), β
2
m(n), β
3
m(n), inQ(βm(n), n), inβm(n)Q(βm(n), n)
)t
,
where
Q(βm(n), n) =
Λm(n)
Θm(n)
, Θm(n) = β
2
m(n)− (cα+ n2), Λm(n) = ωcα(bβ2m(n)− (bn2 + 1)).
It is also straightforward to show that left eigenvector zm(n) is given by
zm(n) = Q(m,n)
(
β3m(n)
in
, β2m(n), βm(n), 1,
−inωβm(n)(γ − αd)
Θm(n)
,
−inω(γ − αd)
Θm(n)
)
,
where Q(m,n) is taken such that
zm(n)vl(n) = δ
l
m.
If we introduce the matrices Z(n) and V (n) given by
Z(n) =

z1(n)
z2(n)
z3(n)
z4(n)
z5(n)
z6(n)
 , V (n) = (v1(n), v2(n), v3(n), v4(n), v5(n), v6(n)),
we have Z(n) · V (n) = I6 and
Z(n)Â(k)V (k) = diag(β1(n), β2(n), β3(n), β4(n), β5(n), β6(n)), n ∈ Z.
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Now, we observe that given any vector Û(n) ∈ R6, we may write
Û(n) = V (n) · Z(n)Û(n) = V (n)U#(n), where U#(n) = Z(n)Û(n) =

U#1 (n)
U#2 (n)
U#3 (n)
U#4 (n)
U#5 (n)
U#6 (n)

.
Using this representation, we have for U =
∑
n∈Z
Û(n)einx that
(2.21) U =
∑
n∈Z
6∑
m=1
vm(n)U
#
m (k)e
inx, AU =
∑
n∈Z
6∑
m=1
βm(n)vm(n)U
#
m (n)e
inx.
We define the projections π0 and π1 by
π0U =
∑
n∈Z
2∑
m=1
vm(n)U
#
m (k)e
inx(2.22)
π1U =
∑
n∈Z
6∑
m=4
vm(n)U
#
m (k)e
inx.(2.23)
Moreover, the roots of the polynomial pn defined in (2.17) are explicitly given by
λ1 = −1
3
a2(n) + (S(n) + T (n))(2.24)
λ2 = −1
3
a2(n)− 1
2
(S(n) + T (n)) +
i
√
3
2
(S(n)− T (n))(2.25)
λ3 = −1
3
a2(n)− 1
2
(S(n) + T (n))− i
√
3
2
(S(n)− T (n))(2.26)
where S(n) and R(n) are numbers defined as
S(n) =
3
√
R(n) +
√
D(n), T (n) =
3
√
R(n)−
√
D(n),
where the discriminant D(n) of pn is defined as
D(n) = Q3(n) +R2(n).
with Q and R given by
Q(n) =
3a1(n)− a22(n)
9
R(n) =
9a1(n)a2(n)− 27a0(n)− 2a32(n)
54
.
We also have that S(n)+T (n) ∈ R and that S(n)−T (n) ∈ R for D(n) ≥ 0, and S(n)+T (n) ∈ R
and that S(n) − T (n) ∈ iR for D(n) < 0. Then, from this formulas we conclude for |n| large
enough that
(2.27) |
√
D(n)| ≃ O(n6), |R(n)| ≃ O(n6),
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implying that
(2.28) |T (n)| ≃ O(n2) |S(n)| ≃ O(n2), λm(n)| ≃ O(n2),
and so, for |n| large enough and 1 ≤ m ≤ 6, we have that
(2.29) |βm(n)| ≃ O(|n|).
Using this fact it is not difficult to verify that in terms of the coefficient vectors U#(n) we have
the following equivalence of norms:
(2.30) ‖U‖2H ∼
∑
n∈Z
(1 + n2)2|U#(n)|2, ‖U‖2X ∼
∑
n∈Z
(1 + n2)3|U#(n)|2.
From the equivalences in (2.30) it is evident that π0 and π1 are bounded on H and on X with
π0 + π1 = I, and it is clear that AXj ⊂ Hj where Xj = πjX and Hj = πjH for j = 0, 1. This
yields the spectral decompositions H = H0 ⊕H1 and X = X0 ⊕X1.
2.4. Linear dynamics analysis - Hypotheses (H0) and (H1). In this subsection, we want
to establish the conditions under which we are able to solve the uncouple system to the linear
level. First we consider the center subspace H0. We define the bounded C0-group {S0(y)}y∈R
on H0 with infinitesimal generator A0 = A |X0 by
(2.31) S0(y)U =
∑
n∈Z
2∑
m=1
vm(n)U
#
m (n)e
βm(n)yeinx.
It is straightforward to see that the group (S0(y))y∈R satisfies the hypothesis (H0).
Now, we want to verify the hypothesis (H1). To do this, we determine the Green function to
solve the problem in the hyperbolic subspace H1. Let us consider the inhomogeneous linear
equation
(2.32)
d
dy
U(y) = A1U(y) +G(y)
where A1 = A|X1 . We need to observe that |ℜ(βm(n)| ≥ ε > 0 for all n ∈ Z and m = 3, 4, 5, 6
when n 6= 0. In fact, assume that ρ = ν + iβ is a root of the polynomial pn with ν > 0 (a direct
computation shows that ν 6= 0). So, we have that pn is divided by the quadratic polynomial
q(λ) = (λ− ρ)(λ− ρ) = z2 − 2νλ+ |ρ2|,
which implies that the residue r(λ) must be zero, meaning that
a1(n)− |ρ|2 + a2(n) + 2ν = 0, a0(n)− |ρ|2(a2(n) + 2ν) = 0.
So, if we assume that a1(n) + a2(n) < 0 (which holds for large n), then we have that
2ν = −a1(n)− a2(n) + |ρ2| ≥ |ρ|2.
We note that condition a1(n) + a2(n) < 0 holds whenever ω
2 > 2(a+c)b+d := ω
2
2(a, b, c, d). Now,
from the Cauchy lower bounds for roots of monic polynomials (see [4]), we have for any root
λm(n) of pn that
(2.33)
|λm(n)| ≥ |a0(n)|
max{1, |a0(n)|+ |a1(n)|, |a0(n)|+ |a2(n)|} ≥
|a0(n)|
1 + 2|a0(n)|+ |a1(n)|+ |a2(n)|} ,
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which implies that there exists ε > 0 such that for any |n| ≥ 1, |λm(n)| > ε2. In other words,
we have for m = 3, 5 that,
(2.34) ℜ(λm(n)) ≥ |λm(n)|
2
2
≥ ε2.
From these facts, we conclude for m = 3, 5 and |n| ≥ 1 that
(2.35) (ℜ(βm(n)))2 ≥ ℜ(β2m(n)) ≥
|λm(n)|2
2
≥ ε2 ⇔ ℜ(βm(n)) ≥ ε.
So, for any |n| ≥ 1 and m = 3, 4, 5, 6, we have that |ℜ(βm(n))| > ε.
Hereafter we will assume m = 3, 4, 5, 6 and 0 ≤ ̺ < ε. If we suppose U ∈ C1(R,H1) ∩C(R,X1)
is a solution belonging to H̺1 and G ∈ C(R,X1) ∩H̺1 . Now, using the Fourier series expansion
in x and multiplying by the matrix Z(n) yields the differential equation
(2.36)
d
dy
U#m(n, y) = βm(n)U
#
m (n, y) +G
#
m(n, y)
The functions G#m(n, ·) and U#m (n, ·) belong to R̺ (Y = R in (6.69)). From the fact that
|ℜ(βm(n))| ≥ ε > ̺, we conclude necessarily that
(2.37) U#u (n, y) =
∫ y
∞
eβu(k)(y−τ)G#u (n, τ) dτ, U
#
s (n, y) =
∫ y
−∞
eβs(n)(y−τ)G#s (n, τ) dτ.
As a direct consequence, any solution of (2.32) in H̺1 is unique. We will see that the formulas
(2.37) together with the representation for U = π1U in (2.23) allow us to establish the existence
of a solution in H1̺ . To see this, we decompose equation (2.32) using projections into the
“unstable” and “stable” subspaces. The projections for U ∈ H are
πuU =
∑
n∈Z
∑
m=3,5
vm(n)U
#
m (n)e
inx.(2.38)
πsU =
∑
n∈Z
∑
m=4,6
vm(n)U
#
m (n)e
inx.(2.39)
Clearly πu and πs are bounded on H and X and πu + πs = π1. Now, we introduce a Green’s
function operator S(y) defined for nonzero y ∈ R by
(2.40) S(y)U =

−∑
n∈Z
∑
m=3,5
vm(n)U
#
m (n)eβm(n)yeinx, y < 0,
∑
n∈Z
∑
m=4,6
vm(n)U
#
m (n)eβm(n)yeinx, y > 0.
By the definition of the norm in H and X (see (2.30)), we see directly for Y = H or X that,
‖S(y)U‖H ∼
∑
n∈Z
(1 + n2)2(e2ℜ(β3(n))y|U3(n)|2 + e2ℜ(β5(n))y |U5(n)|2) ≤ e2ε‖U‖2H , y < 0.
and also that
‖S(y)U‖H ∼
∑
n∈Z
(1 + n2)3(e−2ℜ(β3(n))y|U3(n)|2 + e−2ℜ(β5(n))y |U5(n)|2) ≤ e−2εy‖U‖2H , y > 0.
Moreover, we already have that
‖S(y)U‖Y ≤ e−2ε|y|‖U‖2Y , Y = H or Y = X.
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As a consequence of the Mean Value Theorem applied to the f(w) = e−w with w > 0, we have
that ∣∣∣∣e−w − 1−w
∣∣∣∣ ≤ 1,
which implies for t > 0 that
sup
λ≥ε
λ−1|e−λy − 1| ≤ t, sup
λ≥ε
λe−λy =
{
εe−εy, εy ≥ 1,
1
ey , εy ≤ 1.
Following the same type of calculation and using previous facts, one can easily verify that for
some constant C (independent of y) we have the following norm bounds:
‖S(y)‖L(Y ) ≤ Ce−ε|y| (Y = H or X),(2.41)
‖S(y)‖L(H,X) ≤
{
Ce−εy, ε|t| ≥ 1,
C|y|−1, ε|y| ≤ 1,(2.42)
‖S(y)− πs‖L(X,H) + ‖S(−y) + πu‖L(X,H) ≤ Cy, y > 0,(2.43)
where L(Y ) and L(H,X) respectively denote the space of bounded operators on Y , and from
H to X. Clearly, we have that S(y)→ πs (resp. −πu) strongly as y → 0+ (resp. 0−). Therefore
the families {S(y)}y>0 and {−S(−y)}y>0 are analytic semigroups in πsH and πuH respectively
[31, p.62]. Moreover, we also have that S is C1 from R \ {0} to L(H) with dS(y)/dy = A1S(y).
Therefore, we conclude that equation (2.37) yield the formula
(2.44) U(y) =
∫ ∞
−∞
S(y − τ)G(τ) dτ
for the solution of (2.32). In order to establish that U ∈ C(R,X), U ∈ H̺1 , and dU/dy exists
in H and satisfies (2.32), we only need to follow the standard computations made in the case of
the Benney-Luke equation in [1]. In other words, we have verified the hypothesis (H1). So, we
have established that system (2.12) admits a local center manifold having the properties stated
in the Theorem (6.1).
3. Global existence and stability for b = d, a > d and |ω| > 1 (large enough)
We are now interested in proving global existence of classical solutions on the local center
manifold, for initial data that is small in H-norm, which follows from the fact that the zero
solution is stable on the center manifold characterized by the graph of a function φδ : H0 → X1.
We use strongly the existence an energy functional that is conserved in time for classical solutions
in the case b = d and a > d.
Energy for the abcd-Boussinesq system with b = d. Recall that we are using the variables
u1 = ∂xv, u2 = ∂yv, u3 = ∂yyv, u4 = ∂yyyv, u5 = u, u6 = ∂yu,
then we have for b = d that the travelling wave system takes the form
−ωux + dωuxxx + dωuxyy + vxx + vyy − cvxxxx − 2cvxxyy − cvyyyy + (uvpx)x + (uvpy)y = 0,
(3.45)
ωvx − dωvxxx − dωvxyy − u+ auxx + auyy − 1
p+ 1
(
vp+1x + v
p+1
y
)
= 0.(3.46)
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Now, if we assume that u, v are sufficiently smooth, then a direct computation shows that
1
2π
∫ 2π
0
ωvxuy dx =
1
2π
∫ 2π
0
(ω∂y(vxu) + ωvyux) dx(3.47)
1
2π
∫ 2π
0
dωvxxxuy dx =
1
2π
∫ 2π
0
(dω∂y(vxxxu) + dωvyuxxx) dx(3.48)
1
2π
∫ 2π
0
dωvxyyuy dx =
1
2π
∫ 2π
0
(dω∂y(vxyuy) + dωvyuxyy) dx(3.49)
1
2π
∫ 2π
0
((uvpx)x + (uv
p
y)y)vy dx =
1
2π
∫ 2π
0
(
∂y
(
uvp+1y
)− u
p+ 1
∂y
(
vp+1x + v
p+1
y
))
dx(3.50)
1
2π
∫ 2π
0
vyyyyvy dx =
1
2π
∫ 2π
0
(
∂y(vyyyvy)− 1
2
∂y(v
2
yy)
)
dx(3.51)
Multiplying equation (3.45) by vy, equation (3.46) by ∂yu, and subtracting them, we have that
(3.52) ∂y
(
1
2π
∫ 2π
0
(
−|vx|2 + |vy|2 − c|vxx|2 + 2c|vxy|2 + c|vyy |2 − |u|2 − a|∂xu|2 + a|uy|2
+2ωvxu− 2dωvxxxu− 2dωvxyuy − 2cvyyyvy + 2
p+ 1
u
(
pvp+1y − vp+1x
))
dx
)
= 0,
So, in the variables u1, u2, u3, u4, u5, u6, we have that there exists an energy functional E : H → R
defined by E(U) = E0(U) + E1(U) which is conserved with respect to y such that the quadratic
part E0(U) is given by
(3.53)
E0(U) =
1
2π
∫ 2π
0
(
−|u1|2 + |u2|2 − c|∂xu1|2 + 2c|∂xu2|2 + c|u3|2 − |u5|2 − a|∂xu5|2 + a|u6|2
+ 2ωu1u5 − 2dω∂xu2u6
)
dx− dω
π
(∂xxu1, u5)−1,1 −
c
π
(u4, u2)−1,1 = 0,
and the nonlinear part E1 is defined by
(3.54) E1(U) =
1
π(p + 1)
∫ 2π
0
u5(pu
p+1
2 − up+11 ) dx,
where (·, ·)−1,1 represents the pairing between H˜−1 and H˜1. From the definition, E is a smooth
function from H to R. After multiplying appropriately the equation (2.9) by u2 and equation
(2.11) by u6, one can easily verify that if U ∈ C1(R,H) is a classical solution of the first order
equation (2.12), then for all y ∈ R
d
dy
E(U(y)) = 0.
Even though we have the conservation of the energy E, we can not use this to obtain a solution
throughout the variational method since neither E nor E0 is not positive defined in the space
H. However, we will see that energy E0 is positive on the center space H0, and also that this
controls the norm of U in H, via the center manifold result. From the definition of the variable
U = (u1, u2, u3, u4, u5, u6), we have a priori that u1 = ∂xv has mean zero on [0, 2π], meaning
that Û1(0) = 0.
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Lemma 3.1. Let |ω| ≥ max{ω0, ω1, ω2} and a > d. Then there is a positive constant M0 > 1
such that for any U ∈ H0 with Û1(0) = 0,
(3.55) M−10 ‖U‖2H ≤ E0(U) ≤M0‖U‖2H .
Proof. From the Fourier series representation of U ∈ H0 given with Û1(0) = 0, we have that
U =

0
U#2 (0)
0
0
0
0
+
∑
|n|>1

in(U#1 (n) + U
#
2 (n))
β1(n)(U
#
1 (n)− U#2 (n))
β21(n)(U
#
1 (n) + U
#
2 (n))
β31(n)(U
#
1 (n)− U#2 (n))
inQ1(β1(n), n)(U
#
1 (n) + U
#
2 (n))
inβ1(n)Q1(β1(n), n)(U
#
1 (n)− U#2 (n))

einx = Û(0) +
∑
|n|>1
Û(n)einx.
We also have that E0(U) =
∑
n∈Z
E0
(
Û(n)einx
)
. We note that
E0(Uˆ (0)) = |U#2 (0)|2,
On the other hand, for β1(n) = β we have that
E0
(
Û(n)einx
)
= Γ1(n)|U#1 (n) + U#2 (n)|2 + Γ2(n)|U#1 (n)− U#2 (n)|2
where
Γ1(n) = −n2 − cn4 + cβ4 − n2(1 + an2)Q2(β, n) + 2ωn2(1 + dn2)Q(β, n)
Γ2(n) = |β|2
(
1 + n2
(
2c+ aQ2(β, n) + 2dwQ(β, n)
) − 2cβ2)
Recall that we have that β21(n) = λ1(n) < 0 for |n| > 0, so we conclude that Q(β, n) > 0 for
|n| > 0. Thus, we have the right side of the second term Γ2 is positive. Now, for the first term
note that
−n2 − cn4 + cβ4 − n2(1 + an2)Q2(β, n) + 2ωn2(1 + dn2)Q(β, n) = L1 + L2
Θ21(n)
,
where L1 and L2 are given by
L1 =
(
cβ4 − n2(1 + cn2))Θ21(n), L2 = 2ωn2 (1 + dn2)Λ1(n)Θ1(n)− n2Λ21(n)(1 + an2)
Then we have that
L1 + L2 = cβ
8 + ϑ3(n)β
6 + ϑ2(n)β
4 + ϑ1(n)β
2 + ϑ0(n),
with
ϑ3(n) = −2c(cα + n2),
ϑ2(n) = c(cα + n
2)2 +
[
c(ω2αd2 − 1)n2 + ω2cαd(1 − cαd) + (ω2cαd − 1)]n2,
ϑ1(n) = −2
[
c(ω2αd2 − 1)n4 + ((ω2cαd− 1) + cα(ω2d− c)) + cα(ω2 − 1)]n2,
ϑ0(n) =
[
c(ω2αd2 − 1)n4 + ((ω2cαd− 1) + cα(ω2d− c))+ cα(ω2 − 1)] (cα+ n2)n2.
Note that ϑ3(n) ≤ 0. Now, using that ω2 ≥ max{1, cd , 1αbd 1cαb}, αac = 1, b = d and a > d, we
see that
ϑ2(n) ≥ 0, ϑ1(n) ≤ 0, ϑ0(n) ≥ 0.
Then using that β21(n) < 0 for |n| > 0, we finally get that
L1 + L2 ≥ 0.
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This fact implies that
min
|n|>0
(Γ1(n),Γ2(n))(|U#1 (n) + U#2 (n)|2 + |U#1 (n)− U#2 (n)|2) ≤ E0
(
Û(n)einx
)
≤ max
|n|>0
(Γ1(n),Γ2(n))(|U#1 (n) + U#2 (n)|2 + |U#1 (n)− U#2 (n)|2),
which implies that
min
|n|>0
(Γ1(n),Γ2(n))(|U#1 (n)|2 + |U#2 (n)|2)
≤ E0
(
Û(n)einx
)
≤ max
|n|>0
(Γ1(n),Γ2(n))(|U#1 (n)|2 + |U#2 (n)|2).
In other words, we have shown that
E(U) ∼
∑
n∈Z
(1 + n2)2
(
|U#1 (n)|2 + |U#2 (n)|2
)
∼ ‖U‖2H .

The first consequence of this fact is the following result:
Corollary 3.1. Let |ω| ≥ max{ω0, ω1, ω2} and a > d.. Then there are δ1 > 0 and M1 > 1 such
that for any U ∈ H0 with Û1(0) = 0 and ‖U‖H < δ1 ,
1
M1
‖U‖2H ≤ |E(U)| ≤M1‖U‖2H .
Proof. First note that from the Sobolev inequality, there is some positive constant C = C(p)
(independent of U) such that
|E1(U)| =
∣∣∣∣ 1π(p + 1)
∫ 2π
0
u5(pu
p+1
2 − up+11 ) dx
∣∣∣∣
≤ C‖u5‖H˜1
(
‖u2‖p+1H˜1 + ‖u1‖
p+1
H˜1
)
≤ C‖U‖p+2H
Moreover for some constants C0 and C1 = C1(p) (independent of U), we conclude that
|E(U)| ≥ |E0(U)| − |E1(U)|
≥ C0‖U‖2H − C1‖U‖p+2H
≥ ‖U‖2H
(
C0 − C1‖U‖pH
)
.
Let δ1 > 0 be such that C0 − δp1C1 > 0. Then for ‖U‖H ≤ δ1 with U ∈ H0 \ {0} we have that
|E(U)| ≥ ‖U‖2H (C0 − C1δp1) .
The second claim of this lemma follows directly. In fact, for U ∈ H we have that
|E(U)| ≤ C
(
‖U‖2H + ‖U‖p+2H
)
≤ C‖U‖2H
(
1 + ‖U‖pH
)
.

Now, we are interested in estimating the energy E on the center manifold. In other words, we
want to obtain a similar estimates for the lift of E to the center manifold Mδ.
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Lemma 3.2. Let |ω| ≥ max{ω0, ω1, ω2} and a > d, and let φδ as in Theorem 6.1. Then there
exist constants δ2 > 0 and C2 > 1 such that for all ξ ∈ H0 with ‖ξ‖H < δ2 we have
1
C2
‖ξ‖2H ≤ E(ξ + φδ(ξ)) ≤ C2‖ξ‖2H .
Proof. Let us define the functional E˜ : H0 → R by
E˜(ξ) := E(ξ + φδ(ξ)),
where the function φδ is defined in Theorem (6.1). First note that ‖φδ(ξ)‖H = o(‖ξ‖H). Since
E is smooth and E(0) = 0, then E′(ξ) = O(‖ξ‖H). As a consequence of this fact and that
E1(U) = O
(
‖U‖p+2H
)
, we have for ξ ∈ H0 that
E(ξ + φδ(ξ)) = E0(ξ) +O(‖ξ‖H‖φδ(ξ)‖H) + E1(ξ + φδ(ξ))
= E0(ξ) + o(‖ξ‖2H).
as ‖ξ‖H → 0. Then by the previous result, we get the conclusion.

We first establish that solutions starting in the center manifold are appropriately bounded.
Lemma 3.3. Let |ω| ≥ max{ω0, ω1, ω2} and a > d, and let φδ as in Theorem 6.1. If ξ ∈ X0 be
such that ξ̂1(0) = 0 and that ‖ξ‖X ≤ δ2. There exists a unique classical solution U(ξ, ·) for the
full problem (without cutoff) (2.12) on R with initial condition π0 ◦U(ξ, 0) = ξ such that on any
open interval J containing 0,
‖U0(ξ, y)‖H ≤ C2‖ξ‖H for any y ∈ J.
Proof. We may assume that δ2 small enough such that δ2 << δ. Let ξ ∈ X0 be such that
‖ξ‖X ≤ δ2. Now, from Theorem 6.1, there exists a unique continuous function U form R to the
local center manifold Mδ such that π0(U(0)) = ξ, which turns out to be a classical solution of
the equation (2.12) on any open interval J ⊂ R containing 0 such that ‖π0(U(y))‖H ≤ δ for any
y ∈ J . On the other hand, since U is a classical solution and the energy E is conserved, then we
have for any y ∈ J that
1
C2
‖|π0(U(y))‖2H ≤ E(π0(U(y))) = E(U(0)) ≤ C2‖ξ‖2H ,
meaning ||π0(U(y))‖H ≤ C2‖ξ‖H , for any y ∈ J as desired. A continuation argument shows
that U is a classical solution for the full problem (without cutoff) (2.12) on R.

Now we are in position to state the main result on the existence and the stability on the center
manifold. The proof of this result follows in the same fashion as the result for the Benney-Luke
equation done by Quintero and Pego in [1].
Theorem 3.1. (Global Existence and stability on the center manifold) Let |ω| ≥
max{ω0, ω1, ω2} and a > d, and let φδ be given by applying Theorem 6.1 to (2.12). There
exist positive constants δ3 and C3 such that, for any ξ ∈ X0 with ξ̂1(0) = 0 and ‖ξ‖H ≤ δ3, there
is a unique classical solution U on R to (2.12) such that π0U(0) = ξ and ‖U(y)‖H ≤ 2C2‖ξ‖H
for all y ∈ R. Moreover, for any T > 0 the map taking ξ to U is Lipschitz continuous from H0
to C([−T, T ],H).
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4. Parametrization and evolution on the center manifold
In this section we assume that |ω| ≥ max{ω0, ω1, ω2} and a > d. We will see that any global
solutions U on the center manifold is characterized by their initial data in the first two compo-
nents. This can be accomplished by showing an appropriate correspondence between the first
two components and the center-subspace projection π0U(0). Hereafter, we denote the restriction
of any U = (u1, u2, u3, u4, u5, u6)
T on the first two components by
(4.56) RU = (u1, u2).
Lemma 4.1. The map R yields simultaneous isomorphisms H0 ∼= H˜1 × H˜1 and X0 ∼= H˜2 × H˜2.
Proof. Given any U = π0U in H0 or X0, we use the representation (2.22) to write
(4.57) RU =
∑
n∈Z
V˜ (n)
(
U#1 (n)
U#2 (n)
)
einx.
where
(4.58) V˜ (0) =
(
1 0
0 1
)
, V˜ (n) =
(
in in
λ1(n) −λ1(n)
)
for n 6= 0. Since |λ1(n)| grows asymptotically linearly in n, it follows that
(4.59) |R̂U(n)|2 ≤ C(1 + n2)(|U#1 (n)|2 + |U#2 (n)|2 + |U#5 (n)|2).
From the equivalences (2.30) it follows that R is bounded from H0 to H˜
1 × H˜1 and from X0 to
H˜2 × H˜2. Moreover, R is one-to-one, since if RU = 0 then Û(n) = 0 for all n since the matrix
V˜ (n) is invertible.
To see that R yields an isomorphism, we observe that its inverse is given by the prolongation
formula U = Pw. More concretely, given w ∈ H˜1 × H˜1 or H˜2 × H˜2, we define U#1 (n) and U#2 (n)
by
(4.60)
(
U#1 (n)
U#2 (n)
)
= V˜ (n)−1wˆ(n) =
1
2inλ1(n)
(
λ1(n) in
λ1(n) −in
)(
wˆ1(n)
wˆ2(n)
)
.
Then we define Pw as
Pw =
∑
n∈Z
2∑
m=1
vm(n)U
#
m (n)e
inx.
So, we have that P is the inverse of R, and also using (2.30) we see that P is bounded from
H˜1 × H˜1 to H0 and from H˜2 × H˜2 to X0, since for n 6= 0. we have that
|U#1 (n)|2 + |U#2 (n)|2 = |V˜ (n)−1wˆ(n)|2 ≤
C
1 + n2
|wˆ(n)|2
We also have that U = π0U and that RoP = IW , where W is either H˜
1 × H˜1 or H˜2 × H˜2, and
also that PoR = IW , where W is either H0 or X0. 
Theorem 4.1. Let φδ be given by applying Theorem 6.1 to (2.12). There exist positive constants
δ3 and C3 with the following property. For any w = (w1, w2) ∈ H˜1 × H˜1 such that ‖w‖H˜1×H˜1 <
δ3, there exists a unique ξ ∈ H0 such that ‖ξ‖H ≤ C3‖w‖H˜1×H˜1 and
(4.61) w = R(ξ + φδ(ξ)).
The map w→ ξ is Lipschitz continuous, and if w ∈ H˜2 × H˜2 then ξ ∈ X0.
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Proof. Let w be given, then using that R is invertible, we see that equation (4.61) is equivalent
to solve for ζ = R(ξ) ∈ H˜1 × H˜1 the equation
(4.62) w = ζ + R(φδ(P(ζ))) = ζ + φ˜(ζ) ⇔ ζ = w − φ˜(ζ),
φ˜ = R ◦ φδ ◦ P. We note from Theorem 6.1(ii) that
‖φ˜‖H˜1×H˜1 ≤M ||φδ(Pζ)||H˜1×H˜1 ≤M1L(δ′)||ζ||H˜1×H˜1 ,
and also that L(δ′)→ 0, if δ′ → 0. So we conclude form the Contraction Mapping Theorem that
equation (4.62) has a unique solution ζ ∈ H˜1 × H˜1 satisfying ‖ζ‖H˜1×H˜1 < δ′ if ‖w‖H˜1×H˜1 <
δ′(1−L(δ′)), provided that the Lipschitz constant L(δ′) of φ˜ on the ball of radius δ′ in H˜1 × H˜1
satisfies L(δ′) < 1. On the other hand, we also know that the map w 7→ ζ is Lipschitz with
Lipschitz constant 1/(1−L(δ′)). Furthermore, φ˜(ζ) ∈ RX1 ⊂ H˜2 × H˜2, so if w ∈ H˜2 × H˜2 then
ζ ∈ H˜2 × H˜2 and so ξ = Pζ ∈ X0. 
Now we are in position to establish the main result related with the dynamics on the center
manifold.
Theorem 4.2. (Traveling wave solutions via dynamics in y) There are positive constants δ1
and C1 with the following property: Given any initial conditions of the form
(u1(0), u2(0)) = (w1, w2)
in H˜2 × H˜2 such that ‖(w1, w2)‖H˜1×H˜1 ≤ δ1, equation (2.12) has a unique global classical
solution U ∈ C1(R,H) ∩ C(R,X) such that ‖U(y)‖H ≤ C1δ1 for all y ∈ R. The map taking
initial conditions to the solution is Lipschitz continuous from H˜1×H˜1 to C([−T, T ],H), for any
T > 0.
Moreover, the first two components of the solution satisfy a dispersive, nonlinear, nonlocal wave
equation of the form
(4.63)
d
dy
(
u1
u2
)
=
(
0 ∂x
S∂x 0
)(
u1
u2
)
+
(
0
g(u1, u2)
)
,
in which the map g : H˜1 × H˜1 → H˜1 is Lipschitz with g(0) = 0, Dg(0, 0) = 0, and where the
nonlocal linear operator S defined by equation (4.67).
Proof. The parts of the Theorem referring to existence, uniqueness, stability, and Lipschitz
dependence on initial data follow directly from Theorems 3.1 and 4.1. It remains to verify that
the first two components w = RU of a solution as given by these results satisfy an equation
of the form (4.63). For each y ∈ R, we set ξ(y) to be determined from w(y) by Theorem 4.1,
meaning that
w(y) = R(ξ(y)) + R(φδ(ξ(y))), y ∈ R.
On the other hand, the projection π0 on the center space H0 commutes with restriction R,
implying that
π0w(y) = R(ξ(y)),
but we also have that
π0w(y) = π0(U(y)) = π0(U0(y) + φδ(U0(y)) = π0(U0(y)),
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where U0 is the solution on the center space. From this facts, we conclude that ξ(y) = U0(y).
Then using that PRξ = ξ and setting ϕ(w) = (I − PR)φδ(ξ), we have that
U(y) = ξ(y) + φδ(ξ(y))
= ξ(y) + PR(φδ(ξ(y)) + (I − PR)(φδ(ξ(y))
= P (R (ξ(y) + φδ(ξ(y)))) + (I − PR)(φδ(ξ(y))
= Pw(y) + ϕ(w(y)).(4.64)
Now, we need to recall that φδ maps X0 into X1, so ϕ(w) need not be zero, however the first
two components Rϕ(w) are zero. On the other hand, U is a classical solution of (2.12), then we
have that
(4.65)
d
dy
w = R (AU +G(U)) = A(Pw + ϕ(w)) = Aw +
(
0
ϕ3(w)
)
since we have that the first two components RG(U) = 0 and that ϕ(w) has the first two
components zero. We only need to determine the action of the operator A = RAP. To do this,
we use the Fourier transform representation from (2.21) and (4.60). We find that
Aw =
∑
n∈Z
(
inβ1(n) −inβ1(n)
β21(n) β
2
1(n)
)(
U#1 (n)
U#2 (n)
)
einx
=
∑
n∈Z
(
inβ1(n) −inβ1(n)
β21(n) β
2
1(n)
)
V˜ (n)−1wˆ(n)einx
=
∑
n 6=0
(
0 in
β21(n)/in 0
)(
wˆ1(n)
wˆ2(n)
)
einx
=
∑
n 6=0
(
0 in(
β1(n)
in
)2
in 0
)(
wˆ1(n)
wˆ2(n)
)
einx..(4.66)
Thus we have that w = RU satisfies an equation of the form (4.63) in which g = ϕ3 and S is a
pseudodifferential operator of degree zero defined by
(4.67) Ŝw1(n) =
(
β1(n)
in
)2
wˆ1(n)
for n 6= 0. We observe that the eigenvalues of A have the form ±β1(k). On the other hand,
since φδ takes values in X1 and satisfies φδ(0) = 0, Dφδ(0) = 0, we find that g(w1, w2) = ϕ3(w)
is Lipschitz from a small ball in H˜1 × H˜1 into H˜1 with g(0, 0) = 0, Dg(0, 0) = 0, as desired. 
5. Appendix
6. Center manifolds of infinite dimension and codimension
In this appendix we consider an abstract differential equations of the form
(6.68)
du
dy
(y) = Au(y) + f(u(y)).
where X and H are Banach spaces with X densely embedded in H, A ∈ L(X,H), the space
of bounded linear operators from X to H, and f is continuously differentiable from H into H
with f(0) = 0 and Df(0) = 0. We will assume that the nonlinear part f has the regularizing
effect: f(H) ⊂ X. This hypothesis on f is a stronger condition than those imposed in many
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works related with the existence center manifolds, but this completely natural for the abcd-
Boussinesq system considered in this paper. Existence of a local infinite dimensional center
manifold was established by J. Quintero and R. Pego in the case of having a center space with
infinite dimension and infinite codimension, under the hypotheses that the nonlinearity f has
a smoothing property described above. We note that the cutoff performed to get the local
manifold must be done in the H norm, and not in the X norm. This is important since we
need to use an energy functional which is defined on H, which is conserved in time for classical
solutions (taking values in X), but is indefinite in general.
We will state the result for the existence of a locally invariant center manifold of classical solutions
for the system (6.68) under certain conditions which allow the center subspace (that associated
with the purely imaginary spectrum of A) to have finite dimension and infinite codimension.
We start with some basic definitions and some hypotheses:
Definition 6.1. Let J ⊂ R be an open interval and u : R → H be a function. We say that u
is a classical solution of (6.68) on J if the mapping t 7→ u(t) is continuous from J into X, is
differentiable from J into H and (6.68) holds for all t ∈ J .
Let β > 0, let Y and Z be Banach spaces and U be an open set in Y . We define the Banach
spaces Cb(U,Z), Lip(U,Z) and Y
β by
Cb(U,Z) :=
{
f ∈ C(U,Z) : sup
u∈Z
‖f(u)‖Z <∞
}
.
Lip(U,Z) := {f ∈ C(U,Z) : ‖f(u)− f(v)‖Z ≤Mf‖u− v‖Y for all u, v ∈ U} .
Y β := {u ∈ C(R, Y ) : ||u||Y β := sup
t
e−β|t|‖u(t)‖Y <∞}.(6.69)
Throughout this section we assume that there are bounded projections π0 and π1 on H such
that (i) H = H0 ⊕H1 with Hi := πi(H), (ii) πi|X is bounded from X to X, and (iii) AXi ⊆ Hi
where Xi := πi(X), for i = 0, 1. We let cπ denote a common norm bound for the projections πj
on H and X, j = 0, 1.
As a consequence, the equation (6.68) can be rewritten as the first order system
(6.70)
d
dt
u0(t) = A0u0(t) + π0f(u(t)),
d
dt
u1(t) = A1u1(t) + π1f(u(t)),
where Ai ∈ L(Xi,Hi) with Aiy = πiAy for y ∈ Xi.
We assume the following splitting properties for the operator A, associated with the linear
evolution equation du/dt = Au.
(H0) A0 is the generator of a C
0-group {S0(t)}t∈R on H0 with subexponential growth. I.e.,
given any β > 0, there is a constant M > 0 such that
‖S0(t)‖L(H0) ≤Meβ|t| for all t ∈ R.
(H1) There exists ε > 0 and a positive function M1 on [0, ε) such that for any ̺ ∈ [0, ε) and
for any g1 ∈ C(R,X1) ∩H̺1 the equation
(6.71)
d
dt
u1 = A1u1 + g1
has a unique solution in H̺1 given by u1 = K1g1, where K1 ∈ L(H̺1 ) with ‖K1‖L(H̺
1
) ≤
M1(̺). Furthermore ‖K1‖L(X̺
1
) ≤M1(̺).
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Under those conditions, J. Quintero and R. Pego in ([1]) obtained the following result:
Theorem 6.1 (Local Center Manifold Theorem). Let H, X, A, π0, π1 and f be as above,
and let
B(δ) = {y ∈ H0 : ‖y‖H < δ}.
Then for all sufficiently small δ > 0 there exists φδ : H0 → X1 such that
(i) φδ(0) = 0 and Dφδ(0) = 0.
(ii) φδ ∈ Cb(H0,X1) ∩ Lip(H0,X1), and on any ball B(δ′), φδ has Lipschitz constant L(δ′)
satisfying L(δ′) < 12 and L(δ
′)→ 0 as δ′ → 0+.
(iii) The manifold Mδ ⊂ X given by
(6.72) Mδ := {ξ + φδ(ξ) : ξ ∈ X0}
is a local integral manifold for (6.68) over B(δ)∩X0. That is, given any y ∈Mδ there is a
continuous map u : R→Mδ with u(0) = y, such that for any open interval J containing
0 with π0u(J) ⊂ B(δ) it follows that u is a classical solution of (6.68) on J . Moreover,
u0 := π0u is the unique classical solution on J with u0(0) = π0y to the reduced equation
(6.73)
d
dt
u0(t) = A0u0(t) + Fδ(u0(t)),
where Fδ : H0 → X0 is locally Lipschitz and is given by Fδ(w) := π0f(w + φδ(w)).
(iv) For any open interval J ⊂ R, every classical solution u0 ∈ C1(J,H0) ∩ C(J,X0) of the
reduced equation (6.73) such that u0(t) ∈ B(δ) for all t ∈ J yields, via u = u0 + φδ(u0),
a classical solution u of the full equation (6.68) on J .
(v) The manifold Mδ contains all classical solutions on R that satisfy ‖u(t)‖H ≤ δ for all t.
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