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Abstract
When estimating the risk of a P&L from historical data or Monte Carlo simulation, the
robustness of the estimate is important. We argue here that Hampel’s classical notion of
qualitative robustness is not suitable for risk measurement and we propose and analyze a
refined notion of robustness that applies to tail-dependent law-invariant convex risk measures
on Orlicz spaces. This concept of robustness captures the tradeoff between robustness and
sensitivity and can be quantified by an index of qualitative robustness. By means of this
index, we can compare various risk measures, such as distortion risk measures, in regard to
their degree of robustness. Our analysis also yields results that are of independent interest
such as continuity properties and consistency of estimators for risk measures, or a Skorohod
representation theorem for ψ-weak convergence.
MSC classification: 62G35, 60B10, 60F05, 91B30, 28A33
JEL Classification D81
1 Introduction
Let X denote the P&L of a financial position. When assessing the risk of X in terms of a monetary
risk measure ρ it is common to estimate ρ(X) by means of a Monte Carlo procedure or from a
sequence of historical data. When ρ is a law-invariant risk measure, a natural estimate for ρ(X)
is given by Rρ(m̂), where m̂ is the empirical distribution of the data and Rρ is the functional
defined by
Rρ(µ) = ρ(X) if X has law µ;
see, e.g., [1, 2, 3, 11, 38]. In this context, it was pointed out by Cont et al. [11] that it is
important to consider the robustness of the risk functional Rρ. Informally, robustness refers here
to a certain insensitivity of the sampling distribution with respect to deviations of m̂ from the
‘true’, theoretical distribution. It will especially yield a stable behavior of the estimates when the
estimation process is repeated periodically. Such a stable behavior is particularly desirable when
ρ(X) serves in allocating the economic capital required from a large position X , since altering the
capital allocation may be costly.
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On a mathematical level, Cont et al. [11] use Hampel’s [23] classical concept of qualitative
robustness, which, according to Hampel’s theorem, is essentially equivalent to the weak continuity
of Rρ. Consequently, it was pointed out in [11] that no risk functional Rρ that arises from a
law-invariant coherent risk measure ρ can satisfy Hampel’s requirement of qualitative robustness,
not even if ρ is simply the ordinary expectation of the loss. The results in [11] therefore seem
to weigh heavily in favor of Value at Risk, since Value at Risk does essentially satisfy Hampel’s
notion of robustness.
Our goal in this article is to point out that in risk measurement the use of Hampel’s classical
concept of qualitative robustness may be problematic and to propose and analyze an alternative
concept based on [26]. Let us start by discussing two major drawbacks of Hampel’s robustness in
risk measurement.
First, two P&Ls may have laws that are close with respect to the weak topology but still
have completely different tail behavior. Qualitative robustness of Rρ therefore requires that ρ
is essentially insensitive to the tail behavior of a P&L. In the recent years of financial crisis, it
has become apparent, though, that a faulty assessment of tail behavior can lead to a dramatic
underestimation of the corresponding risk.
Second, Hampel’s robustness concept creates a sharp division of the class of law-invariant
monetary risk measures into those for which Rρ is ‘robust’ and those for which Rρ is ‘not robust’.
The first class contains risk measures such as Value at Risk that are insensitive with respect to
tail behavior of P&Ls whereas the second class contains the ordinary expectation and all law-
invariant coherent risk measures [11]. But, as we will see, the distinction between ‘robust’ and
‘non-robust’ risk measures is artificial because there is actually a full continuum of possible degrees
of robustness beyond the classical concept. So labeling a risk measure as ‘robust’ or ‘non-robust’
may give a false impression.
In this article, we will analyze the robustness properties of law-invariant convex risk measures
based on the refined notion of qualitative robustness that was proposed in [26] and is further
developed here in Section 2.4. Instead of a sharp division into ‘robust’ and ‘non-robust’ risk
measures, this notion allows us to assign a degree of robustness to most risk measures and to
compare different risk measures in regard to their degrees of robustness. We thereby capture
the natural tradeoff between robustness and tail sensitivity in risk measurement. The degree
of robustness can be expressed numerically by the index of qualitative robustness proposed in
[26]. This index takes values in [0,∞], with the respective extremes +∞ and 0 corresponding
to Hampel’s robustness and to full tail sensitivity. Some of our main results will show that a
greater index of qualitative robustness implies greater robustness in a sense that is mathematically
precise. We will also show how our index can be computed for distortion risk measures such as
MINMAXVAR or Average Value at Risk (which is also called Expected Shortfall, Conditional
Value at Risk, or TailVaR). We emphasize that the key to our refined notion of robustness lies in
specifying a metric on a suitable space of probability measures for which the statistical functional
associated with our risk measure becomes continuous. It follows from the results in [11] that such
a metric must generate a topology that is finer than the usual topology of weak convergence.
Since we are interested in the way in which convex risk measures depend on the tail of a
P&L, it is not sufficient to consider only bounded P&Ls. We therefore build on the analysis of
Cheridito and Li [8], who observed that Orlicz spaces or Orlicz hearts are appropriate domains for
convex risk measures when P&Ls are unbounded. We are particularly interested in the continuity
properties of ρ and its corresponding risk functional Rρ, and we find that an important role is
played by the so-called ∆2-condition of the underlying Orlicz space.
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Our analysis also yields some results that are of independent interest. For instance, we obtain
a Skorohod representation theorem that links ψ-weak convergence of probability measures to norm
convergence of random variables in Orlicz space.
Our article is organized as follows. In Section 2.2 we prove the consistency of the estimator
Rρ(m̂) for law-invariant convex risk measures and general stationary and ergodic data. In Section
2.3 we analyze the continuity properties of Rρ and show that Rρ basically inherits the continuity
of the original risk measures if and only if the Orlicz space supporting ρ satisfies the ∆2-condition.
In Section 2.4 we present our main results on the comparative and qualitative robustness of law-
invariant convex risk measures ρ. In particular, we introduce our refined notion of robustness and
the index of qualitative robustness, and we show that these notions are well-defined whenever the
Orlicz space supporting ρ satisfies the ∆2-condition. In Section 2.5 we show that our results can
be easily applied to distortion risk measures.
In Section 3.1 we continue and strengthen the robustness analysis for general statistical func-
tionals started in [26]. In particular, we state stronger versions of our Hampel-type theorem and
its converse than those given in [26]. In Section 3.2 we state and prove our above-mentioned
Skorohod representation result. Most other proofs can be found in Section 4 and the appendix.
2 Statement of main results
2.1 Setup
Let (Ω,F ,P) be an atomless probability space and denote by L0 := L0(Ω,F ,P) the usual class of
all finitely-valued random variables modulo the equivalence relation of P-a.s. identity. Let X ⊂ L0
be a vector space containing the constants. An element X of X will be interpreted as the P&L
of a financial position. We will say that a map ρ : X → R is a convex risk measure when the
following conditions are satisfied:
(i) monotonicity: ρ(X) ≥ ρ(Y ) for X , Y ∈ X with X ≤ Y ;
(ii) convexity: ρ(λX + (1− λ)Y ) ≤ λρ(X) + (1− λ)ρ(Y ) for all X, Y ∈ X and λ ∈ [0, 1];
(iii) cash additivity: ρ(X +m) = ρ(X)−m for X ∈ X and m ∈ R.
Remark 2.1. It was argued in [17] that the requirement of cash additivity should be relaxed
when interest rates are stochastic or ambiguous, or when bonds are subject to possible default.
As a matter of fact, in our results it is possible to replace axiom (iii) by the following weaker
notion:
(iii’) cash coercivity: ρ(−m) −→ +∞ when m ∈ R tends to +∞.
To keep our presentation simple, we have however stated our results within the standard framework
of cash-additive convex risk measures.
As discussed, e.g., in [1, 2, 3, 11] it is a common procedure to estimate the risk of a financial
position by means of a Monte Carlo procedure or from a sequence of historical data. Such a
procedure makes sense when ρ is law-invariant : ρ(X) = ρ(X˜) whenever X and X˜ have the same
law under P. Let us denote by M(X ) := {P ◦X−1 : X ∈ X} the class of all Borel probability
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measures on R that arise as the distribution of some X ∈ X . Law invariance of a risk measure
ρ : X → R is equivalent to the existence of a map Rρ :M(X )→ R such that
(2.1) ρ(X) = Rρ(P ◦X
−1), X ∈ X .
This map Rρ will be called the risk functional associated with ρ. It can be used in a natural way
to construct estimates for the risk ρ(X) of X ∈ X . All one has to do is to take an estimate µ̂n
for the law µ = P ◦X−1 of X and to plug this estimate into the functional Rρ to get the desired
estimator:
ρ̂n := Rρ(µ̂n);(2.2)
see, e.g., [1, 2, 3, 11, 38]. For instance, µ̂n can be the empirical distribution
1
n
∑n
k=1 δxk of a
sequence x1, . . . , xn of historical observations or Monte Carlo simulations.
Example 2.2. In this very basic example we take X = L1 and ρ(X) = −E[X ]. Then ρ is a
law-invariant coherent risk measure and Rρ(µ) is simply the negative mean of the measure µ, i.e.,
Rρ(µ) = −
∫
xµ(dx).
There are two natural questions that arise in this context. The first question refers to the
consistency of a sequence of estimates ρ̂n. That is, under which conditions do we have ρ̂n → ρ(X)
as n ↑ ∞? When we assume that the estimates µ̂n converge to µ in some suitable topology on the
space of measures, then the consistency of ρ̂n boils down to establishing the continuity of Rρ in
that topology. We will thus also analyze the continuity properties of Rρ.
Once consistency and continuity have been established, one can investigate the robustness
of the estimate ρ̂n. Informally robustness refers to the stability of ρ̂n with respect to small
perturbations of the law under which the data points x1, . . . , xn are generated. The issue of
robustness of this plug-in method for risk measures was first raised in [11]. Here we will address
it in Section 2.4.
Before stating our results, we need to specify the setting in which we are going to work. A
common choice for X is the space L∞ := L∞(Ω,F ,P) of all bounded random variables. When
dealing with possibly unbounded risks, however, the choice X = L∞ is not suitable. It was
observed in [4, 5, 8] that Orlicz spaces or Orlicz hearts may be appropriate choices for X when
risks may be unbounded. Let us thus recall the basic notions of Orlicz spaces. Following [8], a
Young function will be a left-continuous, nondecreasing convex function Ψ : R+ → [0,∞] such
that 0 = Ψ(0) = limx↓0Ψ(x) and limx↑∞Ψ(x) =∞. Such a function is continuous except possibly
at a single point at which it jumps to +∞. The Orlicz space associated with Ψ is
LΨ := LΨ(Ω,F ,P) =
{
X ∈ L0 : E[ Ψ(c|X|) ] <∞ for some c > 0
}
.
It is a Banach space when endowed with the Luxemburg norm,
‖X‖Ψ := inf {λ > 0 : E[ Ψ(|X|/λ) ] ≤ 1} .
We will frequently use the following equivalent property for convergence of a sequence (Xn)n∈N0 ⊂
LΨ:
(2.3) ‖Xn −X0‖Ψ −→ 0 if and only if E
[
Ψ(k|Xn −X0|)
]
−→ 0 for all k > 0;
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see Proposition 2.1.10 in [16]. The Orlicz heart is defined as
HΨ := HΨ(Ω,F ,P) =
{
X ∈ L0 : E[ Ψ(c|X|) ] <∞ for all c > 0
}
.
When Ψ takes the value +∞, then HΨ = {0} and LΨ = L∞. For this reason, we will mainly
focus on the case in which Ψ is finite. Then L∞ ⊂ HΨ ⊂ LΨ ⊂ L1, and these inclusions may all
be strict. In fact for finite Ψ, the identity HΨ = LΨ holds if and only if Ψ satisfies the so-called
∆2-condition,
(2.4) there are C, x0 > 0 such that Ψ(2x) ≤ CΨ(x) for all x ≥ x0;
see [16, Theorem 2.1.17 (b)]. This condition is clearly satisfied when specifically Ψ(x) = xp/p for
some p ∈ [1,∞). In this case, HΨ = LΨ = Lp and ‖Y ‖Ψ = p−1/p‖Y ‖p.
Example 2.3 (Risk measure based on one-sided moments). The risk measure based on one-sided
moments is defined as
(2.5) ρ(X) := −E[X ] + aE[((X − E[X ])−)p]1/p,
where p ∈ [1,∞) and a ∈ [0, 1] are constants; see also [14]. It is well-defined and finite on Lp,
law-invariant, and it is easily seen that it satisfies the axioms of a convex risk measure. ♦
When the ∆2-condition (2.4) is not satisfied, then the Orlicz heart rather than the Orlicz space
LΨ is the natural domain for a convex risk measure as is illustrated by the following examples.
Example 2.4 (Entropic risk measure). The entropic risk measure is defined as
(2.6) ρ(X) :=
1
β
logE[ e−βX ],
where β is a positive constant; see [20, Example 12]. It is well-defined and finite on the Orlicz
heart HΨ for the Young function Ψ(x) = ex − 1, but it is clearly not finite on the entire Orlicz
space LΨ. Clearly, Ψ does not satisfy the ∆2-condition (2.4). The associated risk functional
Rρ :M(HΨ)→ R is given by Rρ(µ) =
1
β
log
∫
e−βx µ(dx). ♦
Example 2.5 (Utility-based shortfall risk). The utility-based shortfall risk measure with loss
function ℓ was introduced in [20] as
(2.7) ρ(X) := inf{m ∈ R : E[ ℓ(−X −m) ] ≤ x0}
for X ∈ L∞, where ℓ : R → R+ is convex, nondecreasing, not identically constant, and x0
belongs to the interior of ℓ(R); see also Section 4.9 in [21]. By taking ℓ(x) = eβx and x0 = 1 we
recover the entropic risk measure (2.6). In the general case, we can define a finite Young function
Ψ(x) := ℓ(x)− ℓ(0) for x ≥ 0. With this choice, ρ(X) is well-defined and finite for each X ∈ HΨ.
Indeed, we have
(2.8) 0 ≤ ℓ(−X −m) ≤
1
2
ℓ(−2X) +
1
2
ℓ(−2m) ≤
1
2
Ψ(2|X|) +
1
2
Ψ(2|m|) + ℓ(0),
which implies that E[ ℓ(−X −m) ] is finite for m ∈ R and X ∈ HΨ. It is now easy to see that ρ is
in fact a convex risk measure on HΨ. But when Ψ does not satisfy the ∆2-condition (2.4), then
ρ(X) need not be finite for each X ∈ LΨ. ♦
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2.2 Consistency
Let ρ be a law-invariant convex risk measure on HΨ, where Ψ is a finite Young function. We
start by discussing the strong consistency of estimating the risk ρ(X) from a stationary and
ergodic sequence X1, X2, . . . in H
Ψ (see [7, Section 6.7] for the definition of a stationary and
ergodic process) in the sense that estimators converge a.s. This is a natural question if one wishes
to estimate ρ(X) from historical data or from Monte Carlo simulations, where X is a random
variable with the same law as Xi. Recall that every i.i.d. sequence is stationary and ergodic, and
that ergodicity is implied by various mixing conditions.
We denote by
(2.9) m̂n :=
1
n
n∑
i=1
δXi
the empirical distribution of X1, . . . , Xn and by
(2.10) ρ̂n := Rρ(m̂n)
the corresponding estimate for ρ(X). In the special case when ρ is a coherent distortion risk
measure, the estimator ρ̂n has the form of an L-statistic, and so the methods and results from
van Zwet [35], Gilat and Helmers [22], and Tsukahara [33], become applicable. Our next result,
however, is valid for a general law-invariant convex risk measure ρ.
Theorem 2.6. Suppose that ρ is a law-invariant convex risk measure on HΨ, and let X1, X2, . . .
be a stationary and ergodic sequence of random variables with the same law as X ∈ HΨ. Then
(2.10) is a strongly consistent estimator for ρ(X) in the sense that ρ̂n → ρ(X) P-a.s.
For illustration, many GARCH processes are strictly stationary and ergodic (and even β-
mixing); see, for instance, [6, 29]. Results on strong consistency in the case where X1, X2, . . . is a
(not necessarily stationary) strongly mixing sequence of identically distributed random variables
can be found in [40]. Results on weak consistency and on the rate of weak convergence can be
found in [2] for very general coherent risk measures and strong mixing, and in [3] for a certain class
of distortion risk measures and more general data dependencies. In Theorem 2.6 it is essential that
the sequence X1, X2, . . . satisfies a strong law of large numbers such as Birkhoff’s ergodic theorem
or Kolmogorov’s law of large numbers. Perhaps surprisingly, it will in general not suffice to take
just any reasonable estimating sequence (µ̂n) for P◦X−1 to obtain the consistency Rρ(µ̂n)→ ρ(X).
This is due to the possible failure of continuity of the map µ 7→ Rρ(µ) when Ψ is not chosen
suitably. We will give a precise meaning to this in our Theorem 2.8, where we analyze the
continuity properties of the map µ 7→ Rρ(µ). These continuity properties will also be crucial for
our subsequent discussion of the robustness of the estimators (2.10).
2.3 Continuity properties of Rρ
The basic issue when discussing the continuity of Rρ can already be observed in Example 2.2.
There the map Rρ(µ) = −
∫
xµ(dx) is not continuous with respect to the standard weak topology
of measures. We therefore need to use a stronger topology, a fact that was already observed in
[38]. More precisely, we will consider the ψ-weak topology associated with a weight function ψ,
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i.e., a continuous function ψ : R→ [0,∞) satisfying ψ ≥ 1 outside some compact set. We denote
byMψ1 :=M
ψ
1 (R) the class of all probability measures µ on R for which
∫
ψ dµ <∞. It coincides
with the set M1 :=M1(R) of all probability measures on R if and only if ψ is bounded.
Furthermore, Cψ(R) will denote the space of all continuous functions f on R for which
supx∈R |f(x)/(1 + ψ(x))| < ∞. The ψ-weak topology on M
ψ
1 is the coarsest topology for which
all mappings µ 7→
∫
f dµ with f ∈ Cψ(R) are continuous; cf. Section A.6 in [21]. Clearly, the
ψ-weak topology is finer than the weak topology, and the two topologies coincide if and only if
ψ is bounded; see Appendix A for details. When Ψ is a finite Young function, then Ψ(| · |) is
a weight function, and we will simply write MΨ1 in place of M
Ψ(|·|)
1 . We will also use the term
Ψ-weak convergence instead of Ψ(| · |)-weak convergence etc. We recall the notation
M(HΨ) =
{
P ◦X−1 : X ∈ HΨ
}
for the class of all laws of random variables X ∈ HΨ.
Remark 2.7. For any finite Young function Ψ, the identityM(HΨ) =MΨ1 holds if and only if Ψ
satisfies the ∆2-condition (2.4). Indeed, since the underlying probability space is atomless, MΨ1
coincides with the set of the laws of all random variables X with E[ Ψ(|X|) ] < ∞. But by [16,
Theorem 2.1.17] this class of random variables coincides with HΨ if and only if the ∆2-condition
holds. ♦
Theorem 2.8. For a finite Young function Ψ the following conditions are equivalent.
(a) For every law-invariant convex risk measure ρ on HΨ, the map Rρ : M(H
Ψ) → R is
continuous for the Ψ-weak topology.
(b) Ψ satisfies the ∆2-condition (2.4).
Remark 2.9. Fix p ∈ [1,∞) and let Ψp(x) = xp/p. According to [36, Theorem 7.12], the Ψp-weak
topology is generated by the Wasserstein metric of order p,
dWp(µ, ν) := inf
{(∫
|x− y|p π(dx, dy)
)1/p
: π ∈M1(R× R) with marginals µ, ν
}
.
Since Ψp satisfies the ∆2-condition (2.4), Theorem 2.8 implies that Rρ is continuous with respect
to dWp whenever ρ is a law-invariant convex risk measure on L
p. A corresponding result for p =∞
is stated in [38, Lemma 2.4]. ✸
In Theorem 2.8, a risk measure ρ is given on some Orlicz heart HΨ, and it is shown that Rρ
is continuous with respect to the Ψ-weak topology when Ψ satisfies the ∆2-condition (2.4). But
one could ask whether Rρ is even continuous with respect to a weaker topology. For instance,
this would be the case when ρ can be extended to a law-invariant convex risk measure on a larger
Orlicz heart HΦ ⊃ HΨ.
To address this question, we consider the generic situation in which ρ is a law-invariant convex
risk measure on L∞ and let
(2.11) ρ : L1 −→ R ∪ {+∞}
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denote the unique extension of ρ that is convex, monotone, and lower semicontinuous with respect
to the L1-norm. The existence of such an extension was proved in [19]. When ρ is finite on some
Orlicz heart HΨ with finite Ψ, it will be continuous on HΨ with respect to the corresponding
Luxemburg norm by [8, Theorem 4.1], and so it will also be cash additive on HΨ when ρ is cash
additive on L∞.
Theorem 2.10. Suppose that ρ is a law-invariant convex risk measure on L∞. Let furthermore
Ψ be a finite Young function satisfying the ∆2-condition (2.4). Then the following conditions are
equivalent.
(a) ρ is finite on HΨ.
(b) Rρ is finite and continuous for the Ψ-weak topology on M(HΨ).
(c) Rρ is finite and continuous for the Ψ-weak topology on M(L∞).
(d) If (Xn) is a sequence in L
∞ with ‖Xn‖Ψ → 0, then ρ(Xn)→ ρ(0).
2.4 Qualitative and comparative robustness
Informally, Hampel’s classical concept of qualitative robustness of an estimator requires that a
small change in the law of the data results in only small changes in the law of the estimator. For
a precise statement, it will be convenient to assume that the data arises from an i.i.d. sequence
of random variables (Xi). We can then assume without loss of generality that the underlying
probability space has a product structure: Ω = RN, Xi(ω) = ω(i) for ω ∈ Ω and i ∈ N, and
F := σ(X1, X2, . . . ). For any Borel probability measure µ on R, we will denote by
Pµ := µ
⊗N
the corresponding product measure under which the Xi are i.i.d. with common distribution µ.
Then (Ω,F ,Pµ) is atomless unless µ is a Dirac measure. We will retain the definitions (2.9) and
(2.10) for the empirical distribution m̂n and for the corresponding risk estimate ρ̂n in this setting.
We can now state the following version of Hampel’s definition of qualitative robustness, suitably
adapted to our more general setting. Since ρ̂n as the plug-in estimator is determined by the risk
functional Rρ, we will refer to qualitative robustness of the sequence (ρ̂n) simply as qualitative
robustness of the risk functional Rρ.
Definition 2.11 (Qualitative robustness). Let N ⊂ M1 be a set of probability measures. Let
furthermore dA be a metric on N and dB be a metric on M1. Then the risk functional Rρ is
called robust on N with respect to dA and dB if for all µ ∈ N and ε > 0 there exists δ > 0 and
n0 ∈ N such that
(2.12) ν ∈ N , dA(µ, ν) ≤ δ =⇒ dB
(
Pµ ◦ ρ̂
−1
n ,Pν ◦ ρ̂
−1
n ) ≤ ε for n ≥ n0.
In the classical literature on qualitative robustness [23, 24, 13, 28] and in [11], the distances
dA and dB are chosen so that they generate the weak topology of measures. For instance, they are
taken as the Prohorov or Le´vy metrics, and N is taken as M1. It is a consequence of Hampel’s
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celebrated theorem that such a choice essentially limits the concept of robustness to risk functionals
that are continuous for the weak topology; see, e.g., [24, Theorem 2.21].
Insisting on metrics for the weak topology when assessing the robustness of a risk functional
Rρ is problematic for a number of reasons.
First, two distributions µ and ν can be rather close with respect to a distance dA for the weak
topology, but still have completely different tail behavior. In this case, robustness (2.12) requires
that Rρ(µ) is insensitive to the tail behavior of µ. This can be seen immediately, e.g., from the
definition of the Le´vy metric,
(2.13) dLe´vy(µ, ν) = inf
{
ε > 0 : Fµ(x− ε)− ε ≤ Fν(x) ≤ Fµ(x+ ε) + ε for all x
}
,
where Fµ and Fν are the distribution functions for µ and ν. To illustrate this point, recall that
the Le´vy metric metrizes the weak topology onM1 and that the compactly supported probability
measures are dense inM1 with respect to weak convergence. Hence, for every µ ∈M1 and every
ε > 0 there exists a compactly supported ν ∈ M1 such that dLe´vy(µ, ν) < ε. Clearly, µ can have
arbitrary tail behavior, whereas the tail behavior of ν is trivial. In the recent years of financial
crisis, it has become apparent, though, that a misspecification of the tail behavior of a P&L can
lead to a dramatic underestimation of the associated risk.
Second, linking the terminology of robustness exclusively to the weak topology generates a
sharp but artificial division of risk functionals into the class of those that are called “robust” and
another class of those that are called “not robust”. The first class contains risk functionals such as
Value at Risk which are insensitive to the tail behavior of P&Ls, whereas the second class contains,
e.g., the ordinary expectation and all law-invariant coherent risk measures [11]. This classification
thus seems to provide a strong argument in favor of Value at Risk and against coherent risk
measures. We will see, however, that the distinction between “robust” and “non-robust” risk
functionals is artificial because there is actually a full continuum of possible degrees of robustness
beyond the classical concept. This new look at robustness will then help us to bring the argument
against coherent risk measures back into perspective: robustness is not lost entirely but only to
some degree when Value at Risk is replaced by a coherent risk measure such as Average Value at
Risk.
It was observed in [26] that the basic idea for addressing this problem is to choose suitable
metrics in (2.12). For dB we will take the Prohorov distance, which is defined as
dProh(µ, ν) := inf
{
ε > 0 : µ(A) ≤ ν(Aε) + ε for all A ∈ B(R)
}
,
where Aε := {x ∈ R : infa∈A |x− a| ≤ ε} is the ε-hull of A. Note that dProh ≥ dLe´vy, so our choice
dB := dProh gives a stronger notion of robustness than the choice dB := dLe´vy, which would just as
well be possible. For dA, we will choose the Prohorov ψ-metric,
(2.14) dψ(µ, ν) := dProh(µ, ν) +
∣∣∣ ∫ ψ dµ− ∫ ψ dν∣∣∣, µ, ν ∈Mψ1 ,
which by Lemma A.1 metrizes the ψ-weak topology on Mψ1 for a given weight function ψ. Also
in (2.14) we could have replaced dProh by dLe´vy, but here the advantage of dProh is that it extends
to a multivariate setting; see [26]. When ψ(x) = Ψ(|x|) for some finite Young function Ψ, we will
simply write dΨ instead of dΨ(|·|). We emphasize that, due to the summand |
∫
ψ dµ−
∫
ψ dν| on
the right-hand side of (2.14), it strongly depends on the choice of the weight function ψ in which
extent the metric dψ penalizes deviations in the tails.
We will also need the following notion.
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Definition 2.12. Let ψ be a weight function. A set N ⊂ Mψ1 is called uniformly ψ-integrating
when
(2.15) lim
M→∞
sup
ν∈N
∫
{ψ≥M}
ψ dν = 0.
When ψ is bounded, every set N ⊂Mψ1 =M1 is uniformly ψ-integrating. But when ψ is not
bounded, then the uniform continuity in (2.12) will typically hold only on uniformly ψ-integrating
sets N . Let us therefore introduce the following concept of robustness.
Definition 2.13. Let ψ be a weight function and M ⊂ Mψ1 . A risk functional Rρ is called
ψ-robust on M when Rρ is robust with respect to dψ and dProh on every uniformly ψ-integrating
set N ⊂M.
Notice that the classical notion of qualitative robustness is recovered in the case ψ ≡ 1. At
first glance one might wonder why in Definition 2.13 robustness of Rρ with respect to dψ and
dProh is required on every uniformly ψ-integrating set N ⊂M. On the other hand, it seems to be
ambitious to expect that robustness of Rρ with respect to dψ and dProh on N can hold without any
condition that ensures that the tails of the probability measures ν ∈ N do not differ too much.
In Remark 3.3 below we give a motivation for restricting ourselves to uniformly ψ-integrating
sets N . Also notice that the condition of uniformly ψ-integrating is not very restrictive. For
instance, every subset N ⊂ M which is relatively compact for the ψ-weak topology is uniformly
ψ-integrating; cf. Lemma A.2. Anyway, we can now state the following preliminary result.
Proposition 2.14. Let Rρ be the risk functional associated with a law-invariant convex risk
measure ρ on L∞. When ψ : R+ → (0,∞) is a nondecreasing function such that Rρ is ψ(| · |)-
robust on M(L∞), then ψ has at least linear growth: lim infx↑∞ ψ(x)/x > 0.
The significance of the preceding proposition is that it allows us to essentially limit the analysis
of the ψ-robustness of risk functionals to weight functions ψ(x) = Ψ(|x|) arising from a Young
function Ψ. In this context, we have the following result.
Theorem 2.15. For a finite Young function Ψ, the following conditions are equivalent.
(a) For every law-invariant convex risk measure ρ on HΨ, Rρ is Ψ-robust on M(HΨ).
(b) Ψ satisfies the ∆2-condition (2.4).
As in Theorem 2.10, HΨ may not be the “canonical” space for ρ in the sense that ρ can be
extended to a larger space. Such a situation has an impact on the robustness of ρ as explained in
the next result. By ρ we denote again the extension (2.11).
Theorem 2.16. Let Ψ be a finite Young function satisfying the ∆2-condition (2.4). For a law-
invariant convex risk measure ρ on L∞, the following conditions are equivalent.
(a) Rρ is Ψ-robust on MΨ1 .
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(b) Rρ is Ψ-robust on M(L∞).
(c) ρ is finite on HΨ.
As a consequence of Theorem 2.16 along with Theorem 2.10, robustness of a risk functional
derived from a risk measure ρ defined on an Orlicz heart may be reduced to continuity at 0 of
the restriction ρ|L∞ of ρ to L∞. More precisely, for any risk measure on the Orlicz heart HΨ
associated with a finite Young function Ψ satisfying the ∆2-condition (2.4), we have that
Rρ is Ψ-robust if and only if ρ|L∞ is continuous at 0 w.r.t. ‖ · ‖Ψ.
The most important aspect of Theorem 2.16 is that it allows us to study the robustness properties
of a given risk functional onM(L∞) rather than on its full domain. Since any risk functional that
arises from a law-invariant convex risk measure is defined on M(L∞), we can thus compare two
risk functionals in regard to their degree of robustness.
Definition 2.17 (Comparative robustness). Suppose that ρ1 and ρ2 are two law-invariant convex
risk measures on L∞. We will say that ρ1 is at least as robust as ρ2 if the following implication
holds. When Ψ is a finite Young function satisfying the ∆2-condition (2.4), and Rρ2 is Ψ-robust
on M(L∞), then Rρ1 is Ψ-robust on M(L
∞). When, in addition, there is a finite Ψ such that
Rρ1 is Ψ-robust on M(L
∞) but Rρ2 is not, then we will say that ρ1 is more robust than ρ2.
We immediately get the following corollary.
Corollary 2.18. For two law-invariant convex risk measures ρ1 and ρ2 on L
∞, the following
conditions are equivalent.
(a) ρ1 is at least as robust as ρ2.
(b) When the finite Young function Ψ satisfies the ∆2-condition (2.4) and ρ2 is finite on H
Ψ,
then ρ1 is also finite on H
Ψ.
Example 2.19. Since HΨ ⊂ L1 for any finite Young function Ψ, the ordinary expectation
ρ1(X) := E[−X ] is as least robust as any other law-invariant convex risk measure ρ2 on L∞.
Furthermore, obviously ρ1 is more robust than every risk measure ρ2 defined in (2.5) with p > 1
and a > 0. ♦
Instead of comparing the robustness of two risk measures with respect to all possible weight
functions ψ, it makes sense to restrict the attention to the weight functions ψp(x) = |x|p/p for
0 < p < ∞. This leads to the following notion that was first proposed in [26] within a more
general context.
Definition 2.20 (Index of qualitative robustness). Let ρ be a law-invariant convex risk measure
on L∞. The associated index of qualitative robustness is defined as
iqr(ρ) =
(
inf
{
p ∈ (0,∞) : Rρ is ψp-robust on M(L
∞)
})−1
.
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It follows from Proposition 2.14 that any law-invariant convex risk measure ρ satisfies iqr(ρ) ≤
1. Thus, Theorem 2.16 implies that
(2.16) iqr(ρ) =
(
inf
{
p ∈ [1,∞) : ρ is finite on Lp
})−1
.
Example 2.21 (Risk measure based on one-sided moments). For the risk measure ρ defined in
(2.5) with p ∈ [1,∞) and a > 0 we obviously have iqr(ρ) = 1/p. ♦
2.5 Index of qualitative robustness for distortion risk measures
We now turn to the important example class of distortion risk measures defined as
(2.17) ρg(X) :=
∫ 0
−∞
g(FX(y)) dy −
∫ ∞
0
(
1− g(FX(y))
)
dy,
where FX denotes the distribution function of X , and g is a nondecreasing function such that
g(0) = 0 and g(1) = 1; see e.g. [39, 15, 37, 27, 21]. It is a consequence of a theorem by Dellacherie
and Schmeidler that ρg is a law-invariant convex risk measure on L
∞ if and only if g is concave
(see Proposition 4.75 and Theorem 4.94 in [21] for a proof). In this case, ρg is even coherent and
can be represented as
(2.18) ρg(X) = g(0+) ess sup(−X) +
∫ 1
0
V@Rt(X)g
′
+(t) dt, X ∈ L
∞,
where g′+ is the right-hand derivative of g and V@Rt(X) := − inf{y : FX(y) > t} denotes the
Value at Risk at level t; see, e.g., [21, Theorem 4.70]. It was pointed out in [11] that in this case ρg
cannot be qualitatively 1l-robust. On the other hand, the risk functionals of two different concave
distortion risk measures may have a rather different behavior in regard to qualitative robustness.
This is the content of the following result, which in its statement uses the Orlicz space LΦ[0, 1]
over the standard Lebesgue space on the unit interval with respect to a Young function Φ.
Proposition 2.22. Suppose that g is concave and continuous and let furthermore Ψ be a finite
Young function. Then the following conditions are equivalent.
(a) ρg is finite on H
Ψ.
(b) ρg is finite on L
Ψ.
(c) g′+ ∈ L
Ψ∗ [0, 1], where Ψ∗(y) = supx≥0(xy −Ψ(x)) is the conjugate Young function of Ψ.
In particular, when Ψ satisfies the ∆2-condition (2.4), then Rρg is Ψ-robust on M(L
∞) if and
only if condition (c) is satisfied. Moreover,
iqr(ρg) =
q∗ − 1
q∗
where q∗ = sup
{
q ≥ 1
∣∣∣ ∫ 1
0
(g′+(t))
q dt <∞
}
.
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Example 2.23 (Average Value at Risk). The risk measure Average Value at Risk at level α ∈
(0, 1), AV@Rα, is given in terms of the concave distortion function g1(t) = (t/α) ∧ 1 (see [21,
Example 4.71]). AV@R is also called Expected Shortfall, Conditional Value at Risk, or TailVaR.
Since g′1 is bounded, it follows from Proposition 2.22 that iqr(AV@Rα) = 1.
More generally, we can consider the distortion function gβ(t) = (t/α)
β ∧ 1 for some β ∈ (0, 1].
It is easy to see that the corresponding risk measure ρgβ has iqr(ρgβ) = β. It follows already from
this simple example that distortion risk measures cover the whole possible range of our index of
qualitative robustness. ♦
Example 2.24 (MINMAXVAR). In [9, 10] the concave distortion risk measures MINVAR, MAX-
VAR, MINMAXVAR, and MAXMINVAR were introduced. They play an important role in conic
finance [10]. For instance, MINMAXVAR is defined in terms of the concave distortion function
gλ,γ(t) = 1− (1− t
1
1+λ )1+γ ,
where λ and γ are nonnegative parameters. An easy computation shows that g′λ,γ(t) ∼ c · t
− λ
1+λ
as t ↓ 0, and so we have iqr(MINMAXVAR) = 1
1+λ
. ♦
3 Some general results
In this section, we will state and prove some theorems that are crucial ingredients for the proofs
of the results from Section 2. These theorems and propositions are interesting in their own right
and stated in the general contexts of robust statistics and ψ-weak convergence.
3.1 Hampel-type theorems for the ψ-weak topology
Hampel [23] introduced the notion of qualitative robustness with the weak topology in mind. In
Section 2.4 we have argued that it is necessary to replace the weak topology with a finer ψ-weak
topology so as to obtain a more balanced picture of the robustness of a risk functional. Such an
approach was first suggested in [26]. In this section, we will give versions of Hampel’s theorem
and its converse for the ψ-weak topology that are slightly stronger than the corresponding results
in [26]. We need them as basis for the results in Section 2.4, but we will state them here in the
framework of robust statistics rather than in the narrower context of risk functionals. For the
sake of consistency with the preceding sections, we have chosen a one-dimensional setting, but we
could just as well have stated our results in the even more general multivariate framework of [26].
As in Section 2.4, we consider the canonical product space Ω := RN with Borel field F and
coordinate mappings (Xn), which become i.i.d. random variables under a product measure Pµ =
µ⊗N. A statistical functional will be a map T : M → R, where M ⊂ M1 must contain all
measures of the form 1
n
∑n
k=1 δxk for n ∈ N and x1, . . . , xn ∈ R. It gives rise to a sequence of
estimators given by T̂n := T (m̂n), where m̂n is the empirical distribution of X1, . . . , Xn as in (2.9).
Clearly, the risk functional Rρ associated with a law-invariant risk measure ρ is an example of a
statistical functional. Also, recall from Definition 2.12 the notion of a uniformly ψ-integrating set.
The following definition is a modified version of [26, Definition 2.1].
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Definition 3.1 (ψ-robustness). Let T be a statistical functional andM be a subset ofMψ1 . Then
T is called ψ-robust at µ in M if for each ε > 0 and every uniformly ψ-integrating set N ⊂ M
with µ ∈ N there are δ > 0 and n0 ∈ N such that
ν ∈ N , dψ(µ, ν) ≤ δ =⇒ dProh(Pµ ◦ T̂
−1
n , Pν ◦ T̂
−1
n ) ≤ ε for n ≥ n0.
The following theorem provides a version of Hampel’s theorem that is stronger than [26,
Corollary 3.6], the corresponding result in [26].
Theorem 3.2 (Hampel’s theorem for the ψ-weak topology). Let T : M → R be a statistical
functional where M ⊂ Mψ1 . When T : M → R is ψ-weakly continuous at µ ∈ M, then T is
ψ-robust at µ in M.
Proof. The result will follow from [26, Theorem 2.4] when we can show that every uniformly ψ-
integrating set N has the following uniform Glivenko–Cantelli (UGC) property: for each ε > 0
and any δ > 0, there is some n0 ∈ N such that
(3.1) sup
ν∈N
Pν
[
dψ(ν, m̂n) ≥ δ
]
≤ ε for n ≥ n0.
According to [28, Lemma 4], the setM1 has the UGC property for the Prohorov metric. Therefore,
the UGC property (3.1) follows from (2.14) and the weak version of Chung’s uniform (strong) law
of large numbers ([12]; see also [34, Proposition A.5.1]) applied to the sequence (ψ(Xn)) of random
variables; notice that
∫
ψ dm̂n =
1
n
∑n
i=1 ψ(Xi) and
∫
ψ dν = Eν [ψ(X1)].
Remark 3.3. We note that any subset N ⊂ Mψ1 possesses the UGC property with respect to
dψ in the sense of (3.1) if and only if a uniform weak law of large numbers holds for the sequence
ψ(X1), ψ(X2), . . . within N in the sense that for all ε > 0 and δ > 0 there is n0 ∈ N such that
(3.2) sup
ν∈N
Pν
[ ∣∣∣ 1
n
n∑
i=1
ψ(Xi)−
∫
ψ dν
∣∣∣ ≥ δ ] ≤ ε for n ≥ n0.
This equivalence follows from the fact that M1 possesses the UGC property with respect to the
Prohorov metric dProh; see, for instance, [28, Lemma 4]. We also note that the UGC property is
the key for the proof of the Hampel-type criterion of Theorem 3.2. Moreover, it was shown in [12,
pp. 345f.] that, at least under the additional assumption that the medians of ψ under ν ∈ N are
uniformly bounded, the uniform law of large numbers (3.2) is actually equivalent to the fact that
N is uniformly ψ-integrating. This shows that in Definition 3.1 we may not avoid to restrict the
choice of ν to a uniformly ψ-integrating set N .
The following result may be viewed as a converse of Hampel’s theorem for the ψ-weak topology.
Together with Theorem 3.2 and with the choice ψ ≡ 1 andM =M1 it yields the classical Hampel
theorem in the form of [24, Theorem 2.21]. Its statement uses the following notion of consistency:
a statistical functional T is called weakly consistent at µ ∈M when T̂n → T (µ) in Pµ-probability.
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Theorem 3.4 (Converse of Hampel’s theorem for the ψ-weak topology). Suppose that T :M→ R
is a statistical functional where M ⊂ Mψ1 . Let µ ∈ M and δ0 > 0 be given, and suppose that
T is weakly consistent at each ν in M with dψ(ν, µ) ≤ δ0. When T is ψ-robust at µ in M, then
T :M→ R is ψ-weakly continuous at µ.
Proof. We must show that T (µk)→ T (µ) when (µk) is a sequence inM that converges ψ-weakly
to µ. Given such a sequence (µk), the set N := {µ, µ1, µ2, . . .} is clearly compact for the ψ-
weak topology. By Lemma A.2 we conclude that N is uniformly ψ-integrating. So, given ε > 0,
the ψ-robustness of T at µ in M implies that there are some δ > 0 and n0 ∈ N such that
dProh(Pµk ◦ T̂
−1
n ,Pµ ◦ T̂
−1
n ) ≤ ε for all n ≥ n0 and k ≥ k0, where k0 ∈ N is chosen such that
dψ(µk, µ) ≤ δ for all k ≥ k0 (recall that dψ generates the ψ-weak topology). So, assuming without
loss of generality δ ≤ δ0, the weak consistency of (Tˆn) at µk and µ implies that
|T (µk)− T (µ)| = dProh(δT (µk), δT (µ))
≤ lim sup
n→∞
(
dProh(δT (µk),Pµk ◦ Tˆ
−1
n ) + ε + dProh(Pµ ◦ Tˆ
−1
n , δT (µ))
)
= ε
for all k ≥ k0. This completes the proof.
3.2 Skorohod representation for ψ-weak convergence
The classical Skorohod–Dudley–Wichura representation theorem states that weak convergence
µn → µ0 is equivalent to the existence of random variables Xn with law µn such that Xn → X0
almost surely. A question one may ask is whether ψ-weak convergence µn → µ0 can be expressed
in terms of a stronger concept for the convergence Xn → X0. Here we are going to address this
question in the context of the Orlicz spaces.
Theorem 3.5. For any finite Young function Ψ the following two conditions are equivalent.
(a) A sequence (µn) in M(HΨ) converges Ψ-weakly to some µ0 if and only if there exists a
sequence (Xn)n∈N0 in H
Ψ such that Xn has law µn for each n ∈ N0 and ‖Xn −X0‖Ψ → 0.
(b) Ψ satisfies the ∆2-condition (2.4).
For proving Theorem 3.5 we need the following lemma.
Lemma 3.6. Let Ψ be a finite Young function satisfying the ∆2-condition (2.4) and let (Xn)n∈N0
be a sequence in HΨ = LΨ. If the sequence (Ψ(|Xn|))n∈N0 is uniformly integrable, then the sequence
(Ψ(2m|Xn −X0|))n∈N is also uniformly integrable for every m ∈ N0.
Proof. By (2.4), we have C := supx≥x0 Ψ(2x)/Ψ(x) <∞ for some x0 > 0.We proceed by induction
on m ∈ N0.
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First, let m = 0. Since Ψ is nondecreasing and convex with Ψ(0) = 0, we obtain by the triangle
inequality
Ψ(|Xn −X0|) ≤
1
2
(
Ψ(2|Xn|) + Ψ(2|X0|)
)
=
1
2
(
Ψ
(
2 1l[0,x0](|Xn|)|Xn|
)
+Ψ
(
2 1l[0,x0](|X0|)|X0|
))
+
1
2
(
Ψ
(
2 1l(x0,∞)(|Xn|)|Xn|
)
+Ψ
(
2 1l(x0,∞)(|X0|)|X0|
))
≤ Ψ(2x0) +
C
2
(
Ψ(|Xn|) + Ψ(|X0|)
)
.
Since the sequence (Ψ(|Xn|))n∈N0 is uniformly integrable by assumption, we may thus conclude
that the sequence (Ψ(|Xn −X0|))n∈N is uniformly integrable.
Let us now suppose that (Ψ(2m|Xn −X0|))n∈N is uniformly integrable for any given m ∈ N0.
Following an analogous line of reasoning as in the case of m = 0, we may find
Ψ(2m+1|Xn −X0|) = Ψ(2 · 2
m|Xn −X0|) ≤ Ψ(2x0) + C Ψ(2
m|Xn −X0|).
Hence, (Ψ(2m+1|Xn −X0|))n∈N is uniformly integrable, which completes the proof.
Proof of (b)⇒(a) in Theorem 3.5. Let us suppose that the ∆2-condition (2.4) holds.
We first prove that ‖Xn −X0‖Ψ → 0 implies µn → µ0 Ψ-weakly. By (2.3), ‖Xn −X0‖Ψ → 0
yields E[ Ψ(2|Xn − X0|) ] → 0 and Xn → X0 in probability. Convexity and monotonicity of Ψ
imply that
0 ≤ Ψ(|Xn|) ≤
1
2
Ψ
(
2
∣∣|Xn| − |X0|∣∣)+ 1
2
Ψ(2|X0|) ≤
1
2
Ψ(2|Xn −X0|) +
1
2
Ψ(2|X0|).
Hence, Ψ(|Xn|) is uniformly integrable, and we obtain that∫
Ψ(|x|)µn(dx) = E[ Ψ(|Xn|) ] −→ E[ Ψ(|X0|) ] =
∫
Ψ(|x|)µ0(dx).
Moreover, since Xn → X0 in probability the corresponding laws (µn) converge weakly. Now the
Ψ-weak convergence µn → µ0 follows from Lemma A.1 (iv)⇒(i).
Now we prove that the Ψ-weak convergence µn → µ0 implies the existence of a sequence (Xn)
in HΨ such that ‖Xn −X0‖Ψ → 0. Clearly, µn → µ0 weakly. By Skorohod representation there
hence exists a sequence of random variables (Xn) such that Xn → X0 P-a.s. The continuity of Ψ
and the fact that Ψ(0) = 0 yield that
Ψ(|Xn|) −→ Ψ(|X0|) P-a.s.(3.3)
Ψ(k|Xn −X0|) −→ 0 P-a.s. for all k ≥ 0.(3.4)
Moreover, the Ψ-weak convergence µn → µ0 implies that
(3.5) E[ Ψ(|Xn|) ] =
∫
Ψ(|x|)µn(dx) −→
∫
Ψ(|x|)µ0(dx) = E[ Ψ(|X0|) ].
Now, (3.3), (3.5), and Vitali’s theorem in the form of [25, Proposition 3.12 (ii)⇒(iii)] imply that
the sequence (Ψ(|Xn|))n∈N0 is uniformly integrable. Applying Lemma 3.6 yields the uniform
16
integrability of the sequence (Ψ(k|Xn − X0|))n∈N for every k > 0. Therefore, (3.4) and another
application of Vitali’s theorem, this time in the form of [25, Proposition 3.12 (iii)⇒(ii)], yield
E[ Ψ(k|Xn − X0|) ] → 0 for every k > 0, which implies ‖Xn − X0‖Ψ → 0 according to (2.3).
Finally, the sequence (Xn) belongs to H
Ψ, because under the ∆2-condition H
Ψ coincides with the
class of random variables Y with E[ Ψ(|Y |) ] <∞.
Proof of (a)⇒(b) in Theorem 3.5. Let us suppose that condition (a) in Theorem 3.5 holds, but that
Ψ does not satisfy the ∆2-condition (2.4). We will show that this leads to a contradiction. Since
Ψ does not satisfy the ∆2-condition (2.4) and our probability space is atomless, we have H
Ψ 6= LΨ
by [16, Theorem 2.1.17]. Hence there exists a random variable Y ≥ 0 such that E[ Ψ(Y ) ] < ∞
and E[ Ψ(2Y ) ] =∞. We then choose an > 0 such that
2E
[
Ψ
(
2
(
Y ∧ an
)) ]
≥ n+Ψ(4n) for each n,
and let
Xn := (Y − n)
+ ∧ an.
Then Xn ∈ L∞, and hence Xn ∈ HΨ since Ψ is finite. Moreover, Xn → X0 := 0 P−a.s., and
(3.6) 0 ≤ E[ Ψ(|Xn|) ] = E
[
Ψ((Y − n)+ ∧ an)
]
≤ E
[
Ψ((Y − n)+)
]
−→ 0
by dominated convergence. It therefore follows from Lemma A.1 that µn := P ◦X−1n → δ0 in the
Ψ-weak topology.
We will show next that we cannot have ‖Xn −X0‖Ψ = ‖Xn‖Ψ → 0. Since any sequence (X˜n)
for which P ◦ X˜−1n = µn must satisfy ‖X˜n‖Ψ = ‖Xn‖Ψ, condition (a) in Theorem 3.5 will thus be
violated. So let us suppose by way of contradiction that ‖Xn‖Ψ → 0. By (2.3), this is equivalent
to E[ Ψ(k|Xn|) ]→ 0 for every k > 0. By taking k = 4 and using the fact that the convex function
ℓ(x) := Ψ(4x+) satisfies ℓ(x− y) ≥ 2ℓ(x/2)− ℓ(y) we obtain
E[ Ψ(4|Xn|) ] = E
[
Ψ
(
4
(
(Y − n)+ ∧ an
)) ]
≥ E
[
Ψ
(
4
(
Y ∧ (an + n)− n
)+) ]
≥ 2E
[
Ψ
(
2
(
Y ∧ (an + n)
)) ]
−Ψ(4n)
≥ 2E
[
Ψ
(
2
(
Y ∧ an
)) ]
−Ψ(4n) ≥ n,
by construction. This is the desired contradiction.
4 Proofs of the results from Section 2
Proof of Theorem 2.6. Since E[ Ψ(k|X|) ] <∞ for each k > 0, Birkhoff’s ergodic theorem (e.g., in
the form of [7, Theorem 6.28]) implies that for each k > 0 and P-a.e. ω ∈ Ω
(4.1)
∫
Ψ(k|x|) m̂n(ω)(dx) =
1
n
n∑
i=1
Ψ(k|Xi(ω)|) −→ E[ Ψ(k|X|) ] =
∫
Ψ(k|x|)µ(dx),
where µ := P ◦X−1. Moreover, for P-a.e. ω ∈ Ω
(4.2) m̂n(ω) −→ µ weakly,
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due to Birkhoff’s ergodic theorem and an application of [30, Theorem 6.6]. Hence there exists a
measurable set Ω0 ∈ F such that P[ Ω0 ] = 1 and such that for each ω ∈ Ω0 (4.2) is satisfied and
(4.1) holds for each k ∈ N. Let us fix ω0 ∈ Ω0. Since our probability space is atomless, standard
Skorohod representation yields the existence of random variables Xω0, (Xω0n ) such that X
ω0 has
law µ, Xω0n has law m̂n(ω0), and X
ω0
n → X
ω0 P-a.s. By (4.1), for each k ∈ N,
(4.3) E[ Ψ(k|Xω0n |) ] =
∫
Ψ(k|x|) m̂n(ω0)(dx) −→
∫
Ψ(k|x|)µ(dx) = E[ Ψ(k|Xω0|) ].
Therefore the sequence (Ψ(k|Xω0n |)) is uniformly integrable for each k ∈ N.
Now take a > 0 and pick k ∈ N such that k ≥ 2a. Since Ψ is convex and nondecreasing, we
have
0 ≤ Ψ(a|Xω0n −X
ω0 |) ≤
1
2
(
Ψ(2a|Xω0n |) + Ψ(2a|X
ω0|)
)
≤
1
2
(
Ψ(k|Xω0n |) + Ψ(k|X
ω0|)
)
.
It follows that the sequence (Ψ(a|Xω0n −X
ω0 |)) is uniformly integrable. Since clearly Ψ(a|Xω0n −
Xω0 |) → 0 P-a.s., we get that E[ Ψ(a|Xω0n −X
ω0|) ] → 0 for each a > 0 and in turn that ‖Xω0n −
Xω0‖Ψ → 0 due to (2.3). By [8, Theorem 4.1] ρ is continuous with respect to the Luxemburg
norm ‖ · ‖Ψ, and so
ρ̂n(ω0) = Rρ(m̂n(ω0)) = ρ(X
ω0
n ) −→ ρ(X
ω0) = ρ(X)
for each ω0 ∈ Ω0.
Proof of Theorem 2.8. We first prove the implication (b)⇒(a) in Theorem 2.8. So let us assume
that Ψ satisfies the ∆2-condition (2.4) and let ρ be a convex risk measure on H
Ψ with associated
map Rρ. It suffices to show sequential continuity of Rρ since the ψ-weak topology is metrizable;
cf. [21, Corollary A.45]. So let us choose a sequence (µn) such that µn → µ0 Ψ-weakly. By
Theorem 3.5 there exists a sequence (Xn)n∈N0 in H
Ψ such that each Xn has law µn and such that
‖Xn −X0‖Ψ → 0. But it was shown in [8, Theorem 4.1] that ρ is continuous with respect to the
Luxemburg norm ‖ · ‖Ψ (see also [31, Proposition 3.1]). Therefore,
Rρ(µn) = ρ(Xn) −→ ρ(X0) = Rρ(µ0),
which proves the implication (b)⇒(a).
We now prove the implication (a)⇒(b) in Theorem 2.8. This proof is similar to the proof of
(a)⇒(b) in Theorem 3.5. We assume that Ψ does not satisfy the ∆2-condition (2.4), and we will
construct a risk measure ρ for which Rρ is not Ψ-weakly continuous. This risk measure is given as
the utility-based shortfall risk measure (2.7) with convex loss function ℓ(x) := Ψ(8x+). It follows
as in (2.8) that E[ ℓ(−X −m) ] is finite and well-defined for m ∈ R and X ∈ HΨ.
Since Ψ does not satisfy the ∆2-condition (2.4) and our probability space is atomless, we
have HΨ 6= LΨ by [16, Theorem 2.1.17]. Hence there exists a random variable Y ≥ 0 such that
E[ Ψ(Y ) ] <∞ and E[ Ψ(2Y ) ] =∞. We then choose an > 0 such that
(4.4) 4E
[
Ψ
(
2
(
Y ∧ an
)) ]
≥ n+ ℓ(n/2) for each n,
and let
Xn := −
(
(Y − n)+ ∧ an
)
.
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Then Xn ∈ L∞ and hence Xn ∈ HΨ since Ψ is finite. As in (3.6) we get E[ Ψ(|Xn|) ] → 0, and
so µn := P ◦X
−1
n → δ0 in the Ψ-weak topology. We now prove that the sequence zn := ρ(Xn) =
Rρ(µn) is unbounded, which will imply that Rρ is not continuous for the Ψ-weak topology.
To prove that the sequence (zn) is unbounded, we assume by way of contradiction that z
∗ :=
supn zn < ∞. We see from (2.8) and dominated convergence that each zn = ρ(Xn) solves the
equation E[ ℓ(−Xn − zn) ] = 1. The convexity of ℓ implies that ℓ(x− y) ≥ 2ℓ(x/2)− ℓ(y). Hence,
1 = E[ ℓ(−Xn − zn) ] ≥ E[ ℓ(−Xn − z
∗) ] ≥ 2E
[
ℓ
(1
2
(
(Y − n)+ ∧ an
)) ]
− ℓ(z∗)
≥ 2E
[
ℓ
(1
2
(
Y ∧ (an + n)
)
−
n
2
) ]
− ℓ(z∗)
≥ 4E
[
ℓ
(1
4
(
Y ∧ an
)) ]
− ℓ(n/2)− ℓ(z∗)
= 4E
[
Ψ
(
2
(
Y ∧ an
)) ]
− ℓ(n/2)− ℓ(z∗).
But according to (4.4), the expression on the right is bounded from below by n − ℓ(2z∗), which
yields the desired contradiction.
Proof of Theorem 2.10. The equivalence between conditions (a) and (b) follows from Theorem
2.8. The implication (b)⇒(c) simply follows from the fact that ρ is equal to the restriction of ρ
to L∞.
To prove (c)⇒(d), we first note that µn := P ◦ Xn ∈ M(L∞) when (Xn) is a sequence as in
(d). Moreover, ‖Xn‖Ψ → 0 implies that µn → δ0 Ψ-weakly. So it is now clear that (c) implies (d).
We now prove (d)⇒(a). To this end, we will apply [8, Theorem 4.3], which states that ρ
is finite on HΨ when 0 belongs to the topological interior of the effective domain of the map
ρ : HΨ → R ∪ {+∞}. One can apply Proposition 2.18 and the subsequent remark in [18] to get
the same implication when ρ is not cash-additive and only cash-coercive as in Remark 2.1. We
will therefore show that ρ is finite on the centered ε-ball Bε := {X ∈ HΨ : ‖X‖Ψ < ε} when
ε > 0 is small enough.
Suppose that (Xn) is a sequence in L
∞ such that ‖Xn‖Ψ → 0. Then we have µn := P◦X−1n → δ0
Ψ-weakly, and so ρ(Xn) = Rρ(µn)→ Rρ(δ0) = ρ(0). Thus, ρ : L
∞ → R is continuous with respect
to ‖ · ‖Ψ at 0. Hence, for K > 0 given, there exists ε > 0 such that ρ(X) ≤ K for X ∈ Bε ∩ L∞.
Now let us fix X ∈ Bε. The negative part X− belongs again to Bε, and monotone convergence
yields X− ∧ k → X− in L1. Using the lower semicontinuity of ρ : L1 → R ∪ {+∞} hence gives,
ρ(X) ≤ ρ(−X−) ≤ lim inf
k↑∞
ρ(−X− ∧ k) = lim inf
k↑∞
ρ(−X− ∧ k) ≤ K.
Here we have also used the monotonicity of ρ in the first and the fact that −(X− ∧ k) belongs to
Bε ∩ L∞ in the final step.
Proof of Proposition 2.14. We prove the assertion by way of contradiction. So let ψ : R+ → (0,∞)
be a nondecreasing function such that lim infx↑∞ ψ(x)/x = 0 and suppose that Rρ is ψ(| · |)-robust
on M(L∞). By Theorem 2.6, Rρ is strongly consistent at each µ ∈ M(L∞). Hence Theorem
3.4 and the robustness of Rρ imply the continuity of Rρ on M(L∞) with respect to ψ(| · |)-weak
convergence. As in the proofs of Theorems 3.5 and 2.8 we will construct a sequence (µn) ⊂M(L∞)
that converges ψ(|·|)-weakly to δ0 but for whichRρ(µn) 6→ Rρ(δ0). To this end, we easily construct
a random variable Y ≥ 0 such that E[ψ(Y ) ] < ∞ and E[ Y ] = ∞ and pick an > 0 such that
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E[ Y ∧ an ] ≥ 2n. Then Xn := (Y − n)+ ∧ an → 0 P-a.s. and E[ψ(Xn) ] → 0 by dominated
convergence. Hence, µn := P ◦ (−Xn)
−1 converge ψ(| · |)-weakly to δ0 by Lemma A.1. However,
E[Xn ] ≥ E[ Y ∧ an ]− n ≥ n. Now [32, Lemma 2.3] yields that
Rρ(µn) = ρ(−Xn) ≥ ρ(E[−Xn ]) ≥ ρ(−n),
which shows that we cannot have Rρ(µn)→Rρ(δ0).
Proof of Theorem 2.15. (a)⇒(b): By Theorem 2.6, Rρ is strongly consistent at each µ ∈M(HΨ).
Hence Theorem 3.4 and the robustness of Rρ imply the continuity of Rρ onM(HΨ) with respect
to Ψ-weak convergence. Thus, due to Theorem 2.8, Ψ must satisfy the ∆2-condition (2.4).
(b)⇒(a): By Theorem 2.8, Rρ is a continuous map on M(HΨ) = MΨ1 . Its Ψ-robustness on
MΨ1 therefore follows from Theorem 3.2.
Proof of Theorem 2.16. The implication (a)⇒(b) is obvious.
(b)⇒(c): First, we note again that Rρ is strongly consistent on M(L∞) by Theorem 2.6.
Therefore, Theorem 3.4 and the robustness of Rρ imply the Ψ-weak continuity of Rρ onM(L∞).
Theorem 2.10 now yields (c).
(c)⇒(a): Condition (c) implies that ρ is a convex risk measure on HΨ. Hence, (a) follows by
applying Theorem 2.15.
Proof of Proposition 2.22. First, when g is continuous we have g(0+) = 0 and in the ‘spectral’
representation (2.18) the part containing the essential supremum vanishes. Moreover, it follows
from [19] that (2.18) remains true for ρg and X ∈ L
1. Next, the function f(t) := g′+(1 − t) is
nondecreasing, and we have∫ 1
0
V@Rt(X)g
′
+(t) dt =
∫ 1
0
q−X(t)f(t) dt,
where q−X is a quantile function for −X .
Let us now show the implication (c)⇒(b). To this end, suppose that f ∈ LΨ
∗
[0, 1]. For any
X ∈ LΨ we have q−X ∈ L
Ψ[0, 1] because under the Lebesgue measure on [0, 1], q−X has the same
law as −X under P. Thus by [16, Proposition 2.2.7], we get that
ρg(X) =
∫ 1
0
q−X(t)f(t) dt ≤ 2‖q−X‖LΨ[0,1]‖f‖LΨ∗ [0,1] = 2‖X‖LΨ‖f‖LΨ∗ [0,1] <∞.
Here ‖·‖LΨ[0,1] and ‖·‖LΨ∗ [0,1] stand for the Luxemburg norms on L
Ψ[0, 1] and LΨ
∗
[0, 1] respectively.
Condition (b) trivially implies (a). So it remains to show that (a) implies (c). To this end,
we assume that ρg is finite on H
Ψ. Since our probability space is atomless, it supports a random
variable U with uniform distribution on (0, 1). We will show that Y := f(U) belongs to LΨ
∗
,
which in turn implies (c) since under the Lebesgue measure on [0, 1], f has the same distribution
as Y under P. By [16, Theorem 2.2.11], LΨ
∗
is the topological dual of the Banach space HΨ.
According to the Banach–Steinhaus theorem (or [16, Proposition 2.2.7 with Corollary 2.2.10]) we
thus have Y ∈ LΨ
∗
if and only if E[ (−X)Y ] < ∞ for all X ∈ HΨ. But for X ∈ HΨ, the fact
that f is a quantile function for Y and the upper Hardy–Littlewood inequality (e.g., [21, Theorem
A.24]) imply that
∞ > ρg(X) =
∫ 1
0
q−X(t)f(t) dt =
∫ 1
0
q−X(t)qY (t) dt ≥ E[ (−X)Y ].
This concludes the proof.
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A Auxiliary results on the ψ-weak topology
First recall from [21, Corollary A.45] that the ψ-weak topology onMψ1 (R) is separable and metriz-
able. The following lemma provides some useful characterizations of the ψ-weak convergence; see
[26, Lemma 3.4] for a proof.
Lemma A.1. The following statements are equivalent:
(i) µn → µ ψ-weakly.
(ii)
∫
f dµn →
∫
f dµ for every f ∈ Cψ(R).
(iii)
∫
f dµn →
∫
f dµ for every continuous f with compact support and for f = ψ.
(iv) µn → µ weakly and
∫
ψ dµn →
∫
ψ dµ.
The following lemma gives a transparent characterization of the ψ-weakly compact subsets of
Mψ1 . Recall that a set N ⊂M
ψ
1 is called uniformly ψ-integrating if it satisfies (2.15).
Lemma A.2. A set N ⊂ Mψ1 is relatively compact for the ψ-weak topology if and only if there
exists a measurable function φ : R→ [0,∞) such that φ(x)/ψ(x)→∞ as |x| → ∞ and such that
(A.1) sup
ν∈N
∫
φ dν <∞.
In this case, N is uniformly ψ-integrating.
Proof. The first statement is an immediate consequence of Corollary A.47 in [21]. For bounded
ψ, the second statement is trivial. To prove the second statement for unbounded ψ, we assume
without loss of generality that φ > 0. Fix ε > 0, and denote by K the left-hand side of (A.1).
Choosing M1 > 0 so large so that ψ(x)/φ(x) ≤ ε/K when |x| ≥ M1, and choosing M0 > 0 so
large so that ψ(x) ≥M0 implies |x| ≥M1, we obtain
sup
ν∈N
∫
ψ(x)1l{ψ(x)≥M} ν(dx) = sup
ν∈N
∫
φ(x)
ψ(x)
φ(x)
1l{ψ(x)≥M} ν(dx)
≤
ε
K
sup
ν∈N
∫
φ(x) ν(dx)
= ε
for all M ≥M0. That is, (2.15) holds.
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