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Abstract
A number of formulas are displayed concerningWhitham theory for a simple example
of pure N = 2 susy Yang-Mills (YM) with gauge group SU(2). In particular this serves
to illuminate the role of Λ and T1 derivatives and the interaction with prepotentials
FSW (Seiberg-Witten) and FW (Whitham).
1 INTRODUCTION
One knows that there are remarkable relations between integrable hierarchies, N = 2 susy
YM, and Whitham theory (see e.g. [6, 10, 11, 12, 13, 23, 24, 25, 26, 27, 30, 34, 35, 36,
38, 39, 46, 52]). There is also a stringy background involving Calabi-Yau (CY) manifolds,
mirror symmetry, and branes (see e.g. [28, 32, 37]) but we go back to more elementary
matters involving SW curves in order to clarify the role of Whitham dynamics (cf. also
[2, 4, 5, 7, 8, 9, 19, 20, 21, 22, 33, 41, 42, 49, 50] for related papers). A basic reference
is [27] which shows how Λ and T1 derivatives are related in the Toda framework (cf. also
[12, 13, 24]) and we adapt this to the example in [26] to obtain similar relations plus a number
of new formulas and some richer perspective. Another interesting matter involves relations
between WDVV theories for FSW and FW ; this was discussed briefly in [12, 13] and, using
[29], will be developed further in [16] (cf. also [4, 7, 8, 23, 34, 35, 36, 40, 43, 44, 45]).
2 THE SU(2) EXAMPLE - TODA FORM
One goes back to [49] for this (cf. also [5, 24, 26, 27, 30, 32, 37, 42, 46, 50] for example -
many other sources are omitted here to keep the bibliography finite). Thus without going
into the physics here we follow [13, 27, 46] at first and look at the curve (g = N − 1 = 1)
P (λ) = Λ2
(
w +
1
w
)
; y = Λ2
(
w − 1
w
)
; y2 = P 2 − 4Λ4 (2.1)
with (•) w = (1/2Λ2)(P + y) and w−1 = (1/2Λ2)(P − y); also (u = u2)
P (λ) = λ2 − u = (λ− λ1)(λ− λ2); u = λ1λ2; (2.2)
1
log
(
1− u
λ2
)
= −
∞∑
2
hk
λk
⇒ h2 = h = u
Further on a given curve (u and Λ fixed)
dSSW = λ
dw
w
=
λdy
P
=
λdP
y
=
λP ′dλ
y
=
2λ2dλ
y
; (2.3)
a =
∮
A
dSSW =
∮
A
λP ′dλ√
P 2 − 4Λ4 =
∮
A
2λ2dλ√
λ4 − 2uλ2 + u2 − 4Λ4
while from δP + P ′δλ = 0 with δP = −δu one has (δw = 0 = δΛ)
∂dSSW
∂u
∣∣∣∣
w=c
=
∂λ
∂u
dw
w
=
dw
P ′w
=
dλ
y
= dvˆ (2.4)
leading to (♠) ∂a/∂u = ∮A dvˆ = σ and we take dω = (1/σ)dvˆ as the canonical holomorphic
differential. More generally from (•) one has
δP + P ′δλ = NPδ log(Λ) + y
δw
w
(2.5)
REMARK 2.1. Let us show how two relevant standard representations of an elliptic
curve are related (cf. [32, 33]). Thus consider (♣) y2 = (x2 − u)2 − Λ4 with u > Λ which
can be written in the form y2 =
∏2
1(x− e±i ) where e+1 = −
√
u+ Λ2, e−1 = −
√
u− Λ2, and
e+2 =
√
u+ Λ2 with e−2 =
√
u− Λ2 (note that a factor of 4 in 4Λ2 is omitted here from
(2.1) - it will be inserted below when needed). One can then produce a transformation
x → [(ax + b)/(cx + d)] taking e+1 → ∞, e−1 → −Λ2, and e−2 → Λ2 yielding an equivalent
curve with branch points ±Λ2, u˜(u,Λ), and ∞. Such a curve can also be described via
y2 = 4(x − Λ2)(x + Λ2)(x − u˜) which corresponds to a curve y2 = 4x3 − g2(u)x − g3(u)
related to the Weierstrass P function
P(z, τ) = 1
z2
+
∑
w∈L/{0}
(
1
(z − w)2 −
1
w2
)
(2.6)
with x = P and y = P ′. Here L is a lattice with basic parameters w1 = π and w2 = πτ
where w2/w1 = τ . It will be convenient now to express a version of the above calculation
as follows. Write Q(x) = (x− a)(x− b)(x− c)(x− d) and set x = a+ (1/z) to get
Q(x) =
(a− b)(a− c)(a− d)
z4
Q˜(z); Q˜(z) =
(
z +
1
a− b
)(
z +
1
a− c
)(
z +
1
a− d
)
(2.7)
It follows that (dx/
√
Q(x)) = −(dz/
√
Q˜(z)) up to a constant multiplier. If now we want
e+1 = a → ∞ then write b = e−1 , c = e+2 , and d = e−2 so in particular a − c = −2
√
u+ Λ2.
Thus a − b = √u− Λ2 − √u+ Λ2 with a − d = −√u+ Λ2 − √u− Λ2. We now map
1/(a − b)→ Λ2 and 1/(a− d)→ −Λ2 via
z → ζ = − 2Λ
4z
(u− Λ2)1/2 − Λ
2
(
u+ Λ2
u− Λ2
)1/2
(2.8)
2
This leads to
y2 = Q(x) =
(a− b)(a− c)(a− d)
z4
(ζ + Λ2)(ζ +Λ2)(ζ − u˜) (2.9)
for some u˜ = u˜(u,Λ) and then scaling via z4y2 = η2(a − b)(a − c)(a − d) we obtain
(••) η2 = (ζ + Λ2)(ζ − Λ2)(ζ − u˜). Thus we can work with (♣) y2 = (x2 − u)2 − Λ4
(Toda form) or with (••) η2 = (ζ + Λ2)(ζ − Λ2)(ζ − u˜) (KdV form). Mathematically they
would appear to be equivalent formulations but physically one is interchanging electric and
magnetic sectors (cf. [33, 49]). For the curves (♣) one has cycles A surrounding e+1 and e−1
and B surrounding e−1 and e
−
2 with e.g.
∮
A ∼ 2
∫ e−
1
e+
1
. Thus it is probably easier to work with
(••) for the pure SU(2) theory although for general Nf and Nc one has a canonical Toda
formulation involving curves such as (♣).
Let us now give a description of the curve (♣) in different parametrizations follow-
ing [13, 27] but we now insert Λ2 in the formulas; the calculations are worth seeing for
comparison with the modified treatment below for the curve in KdV form. We write
z ∼ ξ−1 as a local coordinate near ∞± where ∞± refers to λ → ∞ (which is not a
branch point) and recall again (♣) y2 = (λ2 − u)2 − Λ4 = ∏21(λ − e±i ), so ∞± ∼ (y, λ) =
(±,∞). From (•) w = (1/2Λ2)(P + y) and w−1 = (1/2Λ2)(P − y) one sees that w±1 =
(1/2Λ2)(P ± y) ∼ (1/Λ2)P (λ)(1 + O(λ−4) near ∞±. To see this note P (λ) = O(λ2) and
w±1 = (1/2Λ2)P (λ)(1±(y/P )). Then from y2 = P 2−4Λ4 one has (y2/P 2) = 1−(4Λ4/P 2) =
1−O(λ−4) which implies that y/P = 1+O(λ−4). Consequently one has w±1 ∼ (1/Λ2)P (λ)
near ∞± and we note w(λ = ∞+) = ∞ with w(λ = ∞−) = 0. The curve is clearly hyper-
elliptic in the (y, λ) parametrization but not in the (w, λ) parametrization (w + w−1)Λ2 =
P (λ) = λ2 − u where Λξ ≡ w−1/2 ∼ Λλ−1 near ∞+ and Λξ ≡ w1/2 ∼ Λλ−1 at ∞− (i.e.
Λξ ∼ w∓1/2 at ∞±). Now one defines differentials dΩn ∼ ±w±n/2(dw/w) = (2/n)dw±n/2
near ∞± corresponding to dΩn ∼ (2/n)d(Λξ)−n near ∞± so dΩn ∼ −2Λ−nξ−n−1dξ with
normalization
∮
A dΩn = 0. In taking residues at ξ = 0 one has two points ∞± to consider
where Λξ ∼ w∓1/2 so ξ−1 ∼ P 1/2 in the w parametrization and dΩn has two poles. One
can also look at the hyperelliptic parametrization (y, λ) with two sheets and talk about
dΩ±n based on ξ ∼ λ−1 with a single pole at (±,∞). We also consider the differentials (cf.
[16, 52] for clarification)
dΩˆn = P
n/2
+ (λ)
dw
w
(2.10)
having poles at ξ ∼ w∓1/2 corresponding to ∞± which are to balance those of dΩn in a
formula (dΩn = dΩˆn − (
∮
A dΩˆn)dω)
dS =
∑
TndΩˆn = αdω +
∑
TndΩn;
∂dS
∂α
= dω;
∂dS
∂Tn
= dΩn (2.11)
where α and Tn can be taken to be independent (cf. [10, 30]). We note that these dΩn do
not coincide with those of [10, 46] (nor do the Tn) but essentially we only deal with T1 and
dΩ1 ∼ dΩ+1 + dΩ−1 here and these will be the same. In fact we work entirely in the KdV
3
framework starting in Section 3 and primarily with a standard T1 and dΩ1 as in [10, 46];
a T3 and dΩ3 are indicated in passing and these are made explicit. Now from P
1/2
+ (λ) = λ
we see that dΩˆ1 = dSSW and near ∞± one has dΩˆ1 ∼ ∓(2dξ/ξ) via λ ∼ ξ−1 and dξ =
∓(1/2)w∓(1/2)−1dw. Thus in particular this is compatible with dΩ1 ∼ ±w±1/2(dw/w) ∼
±(Λξ)−1(dw/w), or more generally dΩn ∼ ±(2/n)d(Λξ)−n ∼ ∓2Λ−n(dξ/ξn+1). Now from
(2.11) we obtain the Whitham dynamics of u from
∂dS
∂Tn
= dΩˆn +
∑
Tm
∂dΩˆm
∂u
∂u
∂Tn
= dΩn ⇒ (2.12)
⇒ −
∮
A
dΩˆn =
∑
Tm
∂u
∂Tn
∮
A
∂dΩˆm
∂u
since
∮
A dΩn = 0. But a basic assumption is that ∂dS/∂u = dV where dV is a holomorphic
differential (which can be achieved via a stipulation ∂dΩˆn/∂u = βndω), and of necessity
dΩˆn = dΩn + cndω (where
∮
A dΩˆn = cn). Thus
∮
A(∂dΩˆm/∂u) =
∮
A βmdω = βm and (2.12)
implies (♣♣) ∂u/∂Tn = −cn(
∑
Tmβm)
−1.
Now the procedure of [27] (reproduced in [13]) gives an abstract formula (u ∼ u2 ∼ h)
∂u
∂ log(Λ)
∣∣∣∣
a=c
= 2u− a∂u
∂a
(2.13)
(cf. below) as well as an expression for ∂u/∂ log(Λ) in terms of theta functions (which we
omit here). To see how this goes we recall first (cf. [13, 27]) an abstract derivation of
connections between log(Λ) and log(T1) derivatives. Thus first note from (2.11) that∮
Ai
dS =
∑
Tn
∮
Ai
dΩˆn = αi ⇒ αi = T1ai +O(T2, T3, · · ·) (2.14)
Hence for our example α = T1a+O(T2, T3, · · ·). Next write from (2.1)
δP + P ′δλ = 2Pδ log(Λ) + y
δw
w
(2.15)
so for δw = 0 one has (♠♠) P ′δλ−δu = 2λδλ−δu = 2Pδ log(Λ). Also note from P = λ2−u
one has (• • •) λdP = λ[2λdλ] = 2(P + u)dλ. Hence from (♠♠) for δw = 0
δa =
∮
A
δλ
dw
w
= δu
∮
A
dw
2λw
+ δ log(Λ)
∮
A
2P
P ′
dw
w
(2.16)
Recall now dv = (1/P ′)(dw/w) = (dλ/y) and ∂a/∂u =
∮
A dv = σ so for δa = 0 one obtains(
∂u
∂ log(Λ)
∣∣∣∣
a=c
)∮
A
dv = −
∮
A
2P
P ′
dw
w
= −
∮
A
2Pdλ
y
=
= −
∮
A
λdP − 2udλ
y
= −a+ 2u
∮
A
dv (2.17)
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Thus, multiplying by ∂u/∂a = 1/σ we get (2.13). Next from (2.14) one has
δα = aδT1 + T1δa+O(T2, T3, · · ·)⇒ (2.18)
⇒ δα = αδ log(T1) + T1
∮
A
δλ
dw
w
+O(T2, T3, · · ·)
Hence for constant Λ and Tn = 0 for n ≥ 2 (with α and Tn independent) δα = 0 implies
α
T1
= −
∮
A
∂λ
∂ log(T1)
dw
w
= −
∮
A
∂λ
∂u
∂u
∂ log(T1)
dw
w
=
= − ∂u
∂ log(T1)
∮
A
dv = −σ ∂u
∂ log(T1)
∣∣∣∣
α=c
(2.19)
(cf. (2.4) and (♠) ∂a/∂u = σ). Thus we have −σ(∂u/∂ log(T1)) = a from (2.19) and
σ(∂u/∂ log(Λ)) = −a+ 2u(∂a/∂u) from (2.17), which implies
∂u
∂ log(T1)
∣∣∣∣
α=c
= −a
σ
= −a∂u
∂a
=
∂u
∂ log(Λ)
∣∣∣∣
a=c
− 2u
σ
∂a
∂u
=
∂u
∂ log(Λ)
∣∣∣∣
a=c
− 2u (2.20)
REMARK 2.2. Note that ∂dΩˆ1/∂u = β1dω = dv as in (2.4) and dΩˆ1 = dΩ1 + c1dω
(cf. remarks after (2.12)) imply (♣♣♣) σ = ∮A dv = β1 and c1 = ∮A dΩˆ1 = a. Hence the
Whitham dynamics in (♣♣) for u become for Tn = 0 (n ≥ 2)
∂u
∂T1
= −c1(T1β1)−1 = − a
T1σ
= − a
T1
∂u
∂a
(2.21)
(recall σ = ∂a/∂u) and this is precisely the homogeneity condition for moduli: T1∂1u +
a∂au = 0 (cf. [10, 30]).
REMARK 2.3. The equations
∂FW
∂T1
=
2T1h2
iπ
; Λ∂ΛF
SW =
2T 21 u
iπ
(2.22)
for Tn = 0 (n ≥ 2), from [13, 27] (with Λ ∼ T1 in the SW theory) should correspond here
to an equation ∂FSW /∂ log(Λ) = ∂FW/∂ log(T1). This involves a heavy abuse of notation
since FW → FSW when Tn → δn,1 and thus Λ seems to acquire a fixed value 1 if Λ ∼ T1.
Note in [12, 13, 24] for example that T1 acquires a fixed value 1/iπ for pure SU(2) SW
theory in a slightly different normalization (Nf = 0, Nc = 2, mi = 0). The comment in
[27] in this regard is that the SW theory itself allows for T1 derivatives since after rescaling
hk → T k1 hk and Hk → T k1Hk one can identify T1 with Λ, and Λ is explicitly present in the
SW theory (which is rather confusing). We will clarify all this below for the curve in KdV
form and similar considerations apply for the Toda form.
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3 EXPLICIT FORMULAS FOR THE KdV CURVE
We consider the curve now in the form (cf. Remark 2.1) y2 = (λ−Λ2)(λ+Λ2)(λ− v) as in
[2, 7, 8, 26, 42, 49]. First we want an explicit connection between formulas based on the curve
in two equivalent forms (A) y2 = (λ−Λ2)(λ+Λ2)(λ−v) and (B) η2 = (µ−1)(µ+1)(µ− v˜).
Thus in (A) set λ = Λ2µ to get y2 = Λ6(µ − 1)(µ + 1)(µ − v˜) for v˜ = v/Λ2. Then set
y2 = Λ6η2 for the form (B). Compare then e.g. the formulas
a(v,Λ) =
√
2
π
∫ Λ2
−Λ2
dλ
√
λ− v√
λ2 − Λ4 ; a˜(v˜) =
√
2
π
∫ 1
−1
dµ
√
µ− v˜√
µ2 − 1 (3.1)
from [7] and [42] respectively where e.g. dSSW = (1/π
√
2)[(λ− v)dλ/y] with ∂dSSW /∂v =
−(1/2π√2)(dλ/y). Setting λ = Λ2µ again one obtains a(Λ, v) ∼ Λa˜(v˜ = (v/Λ2)) (which
corresponds to Λb(v˜) in [7]), and similarly aD(v,Λ) ∼ Λa˜D(v˜ = (v/Λ2)) where aD(v,Λ) =
(
√
2/π)
∫ v
Λ2 [
√
λ− v/√λ2 − Λ4]dλ. We recall also the Picard-Fuchs type equations
[
(1− v˜2)∂2v˜ −
1
4
](
a˜
a˜D
)
= 0 ≡
[
∂2v +
1
4(v2 − Λ4)
](
a
aD
)
= 0 (3.2)
In [7] one concludes that aFSWa + ΛF
SW
Λ = 2F
SW since τ = FSWaa is dimensionless and
thence from 2FSW − aFSWa = −8πiv/4π2 = −(2iv/π) that ΛFSWΛ = −(2iv/π) (cf. below
for more detail). Further, beta functions are defined in [7] via
β(τ) = Λ∂Λτ |v=c ; βa(τ) = Λ∂Λτ |a=c (3.3)
Some calculation gives then for G(τ) = v/Λ2 the formula Λ∂ΛG = −2v/Λ2 so Λ∂ΛG =
Λ∂τG∂Λτ = β(τ)∂τG = −2v/Λ2 = −2G which implies β(τ) = −2G/Gτ and G(0) = 1 can
be shown. This leads to
v = Λ2exp
(
−2
∫ τ
0
β−1(x)dx
)
≡ v(τ) =
(
Λ
Λ0
)2
v(τ0)e
−2
∫
τ
τ0
β−1(x)dx
(3.4)
Then from 2FSW − aFSWa = −(2iv/π) = ΛFSWΛ one has
∂ΛF
SW = −2ivΛ
π
e−2
∫
τ
0
β−1dx ≡ ∂ΛFSW (a,Λ) = Λ
Λ0
∂Λ0F
SW (a0,Λ0)e
−2
∫
τ
τ0
β−1dx
(3.5)
Another expression for β arises from (cf. [7] and recall a(Λ, v) ∼ Λb(v˜) with v˜ = v/Λ2)
dτ = (∂Λτ)adΛ + (∂aτ)Λda = (∂Λτ)vdΛ+ (∂vτ)Λdv; (3.6)
da = (∂Λa)vdΛ+ (∂va)Λdv = bdΛ + Λb
′dv˜ = (b− 2v˜b′)dΛ +Λ−1b′dv
This leads to
(∂Λτ)v = (∂Λτ)a + (b− 2v˜b′)(∂aτ)Λ (3.7)
6
But moduli are homogeneous functions of degree zero, i.e.
a(∂aτ)Λ + Λ(∂Λτ)a = 0 (3.8)
This can be seen in various ways (cf. [7, 30]) and is shown explicitly below. Now using (3.8)
in (3.7) one obtains (recall a = Λb)
β(τ) = Λ(∂Λτ)v = −a(∂aτ)Λ + (b− 2v˜b′)(∂aτ)Λ = −2Λv˜b′(∂aτ)Λ = 2v˜b
′
b
βa(τ) (3.9)
since βa = Λ(∂Λτ)a = −a(∂aτ)Λ = −Λb(∂aτ)Λ from (3.3). Note also Λ(∂Λτ)a = −a(∂aτ)Λ =
−Λb(∂bτ/Λ)Λ = −b(∂bτ)Λ.
Let us go now to [26] and rewrite some of the formulas with Λ2 inserted. First from [5]
the notation will involve u→ v˜ and x ∼ z → µ with
a = Λa˜ = Λ
√
2(v˜ + 1)1/2F
(
−1
2
,
1
2
, 1,
2
v˜ + 1
)
=
√
2(v + Λ2)1/2F
(
−1
2
,
1
2
, 1,
2Λ2
v + Λ2
)
;
aD = Λa˜D =
i
2Λ
(v − Λ2)1/2F
(
1
2
,
1
2
, 2,
Λ2 − v
2Λ2
)
(3.10)
Now as in [26], first in the (z, u) notation, one can look at the elliptic curve as a finite
zone KdV curve (e.g. think of an elliptic 1-gap solution to KdV based on the Weierstrass
P function) so that there can be a background KdV theory associated to the curve (cf.
[3, 10, 15, 25, 47] for more detail). Here one recalls that for KdV there are differentials
dΩ2j+1(z) = (Pj+g(z)/y(z))dz; y
2 ∼ (z2 − 1)(z − u). In particular one writes
dp ≡ dΩ1 = z − α(u)
y(z)
dz; dE ≡ dΩ3(z) =
z2 − 12uz − β(u)
y(z)
dz (3.11)
The normalization conditions
∮
A dΩi = 0 yield α(u) and β(u) immediately. Associated with
this situation we have the classical Whitham theory (cf. [6, 10, 11, 23, 25, 34, 35, 36, 46])
giving (tn → Tn = ǫtn, ǫ → 0) (∂dΩi(z)/∂Tj) = (∂dΩj(z)/∂Ti); dΩi(z) = (∂dS(z)/∂Ti)
where dS is some action term which classically was thought of in the form dS =
∑
TidΩi. In
fact it will continue to have such a form in any context for generalized times TA (including
the ai) and generalized differentials dΩA (cf. [12, 35]). It is shown in [26] that
dS(z) =
(
T1 + T3(z +
1
2
u) + · · ·
)
× z − u
y(z)
dz = g(z|Ti, u)λSW (z) (3.12)
where λSW is the SW differential (z − u)dz/y(z) (actually λSW = π
√
2dSSW - cf. (3.1)).
The demonstration is sort of ad hoc and goes as follows. Setting T2k+1 = 0 for k > 1 and
computing from (3.12) one gets
∂dS(z)
∂T1
=
(
z − u− (1
2
T1 +
3
4
uT3)
∂u
∂T1
)
dz
y(z)
; (3.13)
7
∂dS(z)
∂T3
=
(
z2 − 1
2
uz − 1
2
u2 − (1
2
T1 +
3
4
uT3)
∂u
∂T3
)
dz
y(z)
so requiring ∂1dS = dΩ1 and ∂3dS = dΩ3 gives via (3.11)
(
1
2
T1 +
3
4
uT3)
∂u
∂T1
= α(u)− u; (1
2
T1 +
3
4
uT3)
∂u
∂T3
= β(u)− 1
2
u2 (3.14)
Hence the construction gives a solution to the general Whitham equation of the form
(WW) ∂u/∂T3 = v31(u)(∂u/∂T1) with v31 = [β(u)−(1/2)u2 ]/[α(u)−u] = [dΩ3(z)/[dΩ1(z)]
(evaluated at z = u), which is what it should be from the general Whitham theory (cf.
[10, 25]). It follows that (modulo a constant)
a =
1
T1
∮
A
dS(z)
∣∣∣∣
T3=T5=···=0
; aD =
1
T1
∮
B
dS(z)
∣∣∣∣
T3=T5=···=0
(3.15)
Note here (1/T1)dS|T3=0 = [(z − u)/y(z)]dz = λSW is fine but one does not seem to have
the form dS = adω +∑TndΩn as in [30] (cf. also [10, 11]) where cdω = dz/y(z) = dvˆ is
a holomorphic differential with
∮
A dω = 1 and
∮
B dω = τ . To put this in a more canonical
form one obtains α via∮
A
dΩ1 = 0 =
∮
A
z − α
y
dz =
∮
A
zdz
y
− αc⇒ α = 1
c
∮
A
zdz
y
(3.16)
Similarly (1/c)
∮
A[(z
2 − (1/2)uz)/y]dz = β and for T3 = 0
dS = T1λ = T1
[
z − α
y
+
α− u
y
]
dz = T1dΩ1 + T1(α(u)− u)cdω (3.17)
Thus T1(α(u) − u)c ∼ T1aˆ (∼ α in (2.11)) where 4aˆ =
∮
A λ here, and we refer to (3.22) for
a slightly “refined” version.
Let us now put in the constant π
√
2 and Λ so dSSW = (1/π
√
2)λSW with a =
∮
A dSSW =
(1/π
√
2)
∮
A λSW as in (3.1) and we set u = v/Λ
2 with z = λ/Λ2. Then Λ6y2 = (λ2−Λ4)(λ−
v) = η2 (here η ↔ y in (B)) with dz = Λ−2dλ and
dΩ1 =
(λ− α˜)dλ
Λη
=
1
Λ
dΩ˜1; dΩ3 =
(λ2 − (1/2)vλ − β˜)dλ
Λ3η
=
1
Λ3
dΩ˜3 (3.18)
where α˜ = Λ2α(v/Λ2) and β˜ = Λ4β(v/Λ2). Further (SW) dSSW = (1/π
√
2(λ− v)dλ/η) =
(Λ/π
√
2)λSW since λSW = [(z − u)/y]dz = (λ− v)dλ/Λη. Now we can drop the Λ and Λ3
factors in dΩ1 and dΩ3 (they do not affect normalization and only contribute a multiplier
to the asymptotics) and simply take dSSW as in (SW) with
∮
A dSSW = a to coincide with
(3.1). Then use
∮
A dΩ˜i = 0 to get
0 =
∮
A
λ− α˜
η
dλ =
∮
A
λdλ
η
− α˜
∮
A
dv˜ ⇒ α˜ = 1
c˜
∮
A
λdλ
η
(3.19)
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(i.e. dv˜ = c˜dω˜ where dω˜ is the canonical holomorphic differential - note dvˆ = (dz/y) =
(dλ/Λη) = (1/Λ)dv˜). Similarly (E) (1/c˜)
∮
A[(λ
2 − (1/2)λv)/η]dλ = β˜. Now one can write
T1dSSW =
T1
π
√
2
[
λ− α˜
η
+
α˜− v
η
]
dλ = (3.20)
=
T1
π
√
2
[c˜(α˜− v)dω˜ + dΩ˜1]
with (EE) a = (1/π
√
2)c˜(α˜− v). Similarly T3[z + (1/2)u]dSSW becomes
T3
(
λ+ (1/2)v
Λ2
)(
(λ− v)dλ
π
√
2η
)
=
T3
Λ2π
√
2
[
dΩ˜3 +
(
β˜ − 1
2
v2
)
dλ
η
]
(3.21)
leading to
PROPOSITION 3.1. The differential dS of (3.12) has a “canonical” form
dS˜ = [T1 + T3(z + (1/2)u)]dSSW = T1
[
adω˜ +
1
π
√
2
dΩ˜1
]
+ (3.22)
+
T3
Λ2π
√
2
[
dΩ˜3 −
(
β˜ − 1
2
v2c˜dω˜
)]
Apparently the only reason for the T3 term in [26] was to exhibit the Whitham equation
(WW) but this has basically nothing to do with SW theory as such. In order to study
relations between T1 and Λ derivatives we set now T3 = 0 and look at Whitham theory
based on T1 and a, so
dS˜ = T1adω˜ +
T1
π
√
2
dΩ˜1 = γdω˜ + T1dΩˇ1 (3.23)
where γ = aT1 is used instead of α as in (2.11) since α, α˜ appear here already with other
meanings. Here Λ and v will satisfy (
∮
A dω˜ = 1)
c˜(v,Λ)dω˜ = dv˜ =
dλ
η
; a =
1
π
√
2
c˜(α˜ − v); (3.24)
α˜ =
1
c˜
∮
A
λdλ
η
= α˜(v,Λ); dΩ˜1 =
λ− α˜
η
dλ; dΩˇ1 =
1
π
√
2
dΩ˜1
The object now is to understand the relations between T1 and Λ derivatives related to F
SW
and FW .
REMARK 3.2. Note an argument analogous to (2.5), (2.15), (2.18), (2.20) can be
envisioned based on η2 = (λ2 − Λ4)(λ− v) via
2ηδη = [2λ(λ − v) + (λ2 − Λ4)]δλ− 3Λ3δΛ(λ − v)− (λ2 − Λ4)δv = (3.25)
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= (λ2 − 2vλ− Λ4)δλ − 3Λ3(λ− v)δΛ − (λ2 − Λ4)δv
but arguments using this in a manner similar to Section 2 seem too contrived so we prefer
to work from explicit formulas below.
We note next that (cf. (2.4))
a =
1
π
√
2
∮
A
√
λ− v√
λ2 − Λ4 dλ;
∂a
∂v
∣∣∣∣
Λ
= − 1
2π
√
2
∮
A
dλ
η
= − c˜(v,Λ)
2π
√
2
= σ˜ (3.26)
Similarly (considering the A cycle as fixed and encircling the cut)
∂a
∂Λ
∣∣∣∣
v
=
3Λ3
2π
√
2
∮
A
λ− v
η(λ2 − Λ4)dλ (3.27)
This integral cannot as such be written as 2
∫ Λ2
−Λ2 and moreover we probably should better
consider 2
∫ Λ2
−Λ2 for a directly and include variation of end points with Λ. (in fact (3.27)
seems incompatible with explicit formulas as in (4.26) so we will forget it). Here (3.26) is
analogous to (♠) ∂a/∂u = σ.
We note now from [18] that for dvˆ = dx/y = dx/
√
x(x− 1)(x− v) one can write
π1 = 2
∫ 1
0 dvˆ with π2 = 2
∫ v
1 dvˆ (there are too many v, vˆ, and v˜ symbols but no confusion
should arise). Then compute as in [18]
∂v
(
1
y
)
=
1
2y(x− v) ; ∂
2
v
(
1
y
)
=
3
4y(x− v)2 (3.28)
d
(
y
(x− v)2
)
= −1
2
dv˜ − (4v − 2)∂vdv˜ − 2v(v − 1)∂2vdv˜ ⇒ (3.29)
⇒ 1
4
πi + (2v − 1)∂vπi + v(v − 1)∂2vπi = 0
These are the Picard-Fuchs (PF) equations (cf. also (3.2)). Applied to our situation we can
modify the calculations in [18] and consider η =
√
(λ− Λ2)(λ+ Λ2)(λ− v) with dv˜ = dλ/η.
Then
∂vdv˜ = ∂v
(
dλ
η
)
=
dλ
2η(λ − v) ; ∂
2
vdv˜ =
3dλ
4η(λ − v)2 (3.30)
Now we observe that
Ξ = d
(
η
(λ− v)2
)
=
dλ
2(λ− v)3/2
(
(λ− Λ2)1/2(λ+ Λ2)−1/2 + (λ+ Λ1/2(λ− Λ2)−1/2
)
+
+
dλ
2(λ− v)3/2
√
λ2 − Λ4 − 2ηdλ
(λ− v)3 (3.31)
and this becomes
Ξ = dλ
[
(λ+ Λ2) + (λ− Λ2)
2η(λ − v) −
3(λ2 − Λ4)
2η(λ − v)2
]
= (3.32)
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= (λ+ Λ2)∂vdv˜ + (λ− Λ2)∂vdv˜ − 2(λ2 − Λ4)∂2vdv˜ = (λ− v + v + Λ2)∂vdv˜+
+(λ− v + v − Λ2)∂vdv˜ − 2(λ− v + v + Λ2)(λ− v + v − Λ2)∂2vdv˜ =
=
dv˜
2
+ (v + Λ2)∂vdv˜ +
dv˜
2
+ (v − Λ2)∂vdv˜ − 2(λ− v + v +Λ2)
(
3
2
∂vdv˜ + (v − Λ2)∂2vdv˜
)
=
= dv˜ + 2v∂vdv˜ − 3
2
dv˜ − 3(v +Λ2)∂vdv˜ − 3(v − Λ2)∂vdv˜ − 2(v2 − Λ4)∂2vdv˜ =
= −1
2
dv˜ − 4v∂vdv˜ − 2(v2 − Λ4)∂2vdv˜
PROPOSITION 3.3. Integrating in (3.32) gives the PF equations (dv˜ = dλ/η)
0 =
1
4
πi + 2v∂vπi + (v
2 − Λ4)∂2vπi (3.33)
where π1 = 2
∫ Λ2
−Λ2 dv˜ ∼
∮
A dv˜ = c˜ = −2π
√
2σ˜ and π2 = 2
∫ v
Λ2 dv˜ ∼
∮
B dv˜.
REMARK 3.4. In particular we have
1
4
c˜+ 2v∂v c˜+ (v
2 − Λ4)∂2v c˜ = 0 ≡ 2v∂vσ˜ + (v2 − Λ4)∂2v σ˜ +
1
4
σ˜ = 0 (3.34)
for comparison to a differentiated form of the Picard-Fuchs equations from [27], namely
(PF) 4(4Λ4 − h2)(∂σ/∂h) = a (cf. also (3.2)). In fact this is exact (modulo some param-
eter adjustment) since ∂a/∂v = σ˜ while in (PF) ∂a/∂h = σ. Consequently one can use
heuristically
4(Λ4 − v2)∂vσ˜ = a (3.35)
as an integrated form of (3.34) (cf. [7, 42] to confirm exactness).
REMARK 3.5. Let us remark that from Whitham theory with dS˜ as in (3.22) one
will have (Λ, v) as functions of (γ, T1) with γ, T1 regarded as independent (cf. [10, 30]).
However since a = a(v,Λ) one can think of a as a function of (γ, T1) or think of v = v(a,Λ),
or introduce τ = τ(v,Λ) as a modulus with perhaps τ = τ(a,Λ), etc. (cf. [7, 42] and
(3.1) - (3.9)). Thus we will try to specify the fixed variables in partial derivatives when any
confusion can arise, e.g. (∂Λτ)v ≡ ∂Λτ |v etc.
4 PREPOTENTIALS
Let us try to construct the prepotentials FSW and FW now for the curve of Section 3. For
the Whitham theory we can use the formulation in [10] for one puncture (based on [46])
and ignore the more extensive developments in [11, 12, 13] based on [19, 20, 23, 34, 35, 36].
We will only deal with the differential dΩˇ1 as in (3.23)) plus the canonical dω˜ (the curve
will be taken in the form η2 = (λ − Λ2)(λ + Λ2)(λ − v) with dv˜ = dλ/η). There will
be standard formulas for Fγ with dS˜ = T1dSSW = T1adω˜ + T1dΩˇ1 = γdω˜ + T1dΩˇ1 as in
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(3.23) (dΩˇ1 = (1/π
√
2)dΩ˜1) and γ, T1 are independent variables with ∂dS˜/∂γ = dω˜ and
∂dS˜/∂T1 = dΩˇ1 while
γD = FWγ =
1
2πi
∮
B
dS˜; FWγγ =
1
2πi
∮
B
dω˜ =
τ
2πi
(4.1)
(factors of 2πi etc. come and go - these are consistent with [10, 46], but FSWa =
∮
B dSSW in
[7] so (3.8) - (3.9) may need adjustment when put into the present framework - see remarks
after (4.13) below). Further
FW1 = ∂1F
W = −Res∞ z−1dS˜; 2FW = γFWγ + T1FW1 =
τ
2πi
γ2 + 2T1γF
W
1γ + T
2
1F
W
11 (4.2)
and we recall from [10, 46] that near λ =∞ with z ∼ λ−1/2 one can write
dω˜ = −
∞∑
1
σ1,mz
m−1da; dΩˇ1 =
(
−cz−2 −
∞∑
1
q1,mz
m−1
)
dz (4.3)
(a multiplier c =
√
2/π is needed here via (4.51) below). Next we note that
∂1F
W = −Res∞ z−1dS˜ = (4.4)
= Res∞z
−1[γ
∞∑
1
σ1,mz
m−1 + T1(z
−2 +
∞∑
1
q1,mz
m−1)]dz = γσ1,1 + T1q1,1
and γ∂γF
W = (γ/2πi)
∮
B dS˜ = γ
2τ/2πi + (γT1/2πi)
∮
B dΩˇ1 while the Riemann bilinear
relations give (1/2πi)
∮
B dΩˇ1 = σ1,1 (cf. [10, 46, 51]). Consequently
2FW = γFWγ + T1F
W
1 =
1
2πi
γ2τ + 2γT1σ1,1 + T
2
1 q1,1 (4.5)
Note also (1/2πi)Fγ1 = (1/2πi)
∮
B ∂1dS˜ = (1/2πi)
∮
B dΩˇ1 = σ1,1 so (4.5) and (4.1) are
compatible. From the above we can also write
2FW = γ2
∂2FW
∂γ2
+ 2γT1
∂2FW
∂γ∂T1
+ T 21 ∂
2
1F
W (4.6)
and we emphasize (as in [27]) that FW is not just a quadratic function of γ and T1. A
nontrivial dependence on these variables is expressed via the Whitham equations (here e.g.
(L) ∂1dω˜ = ∂γdΩˇ1) which involves the dependence of dω˜ and dΩˇ1 on (γ, T1) (recall also
(2.21) where the Whitham dynamics (♣♣) of u correspond to the homogeneity condition
for moduli). In the present situation one could write for Λ constant (modeled on (2.12) and
(3.23))
dS˜ = T1dSSW = γdω˜ + T1dΩˇ1 ⇒ ∂1dS˜ = dSSW + T1∂dSSW
∂v
∂v
∂T1
= (4.7)
= dΩˇ1 ⇒
∮
A
dSSW + T1
∂v
∂T1
∮
A
∂dSSW
∂v
= 0
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But
∮
A(∂dSSW /∂v) = ∂a/∂v = σ˜ from (3.26) and consequently one obtains from the
Whitham dynamics of v
∂v
∂ log(T1)
= T1
∂v
∂T1
= −a
σ˜
(4.8)
To use (L) let us write (cf. [10, 17]))
∂γ
[
z−2 +
∞∑
1
q1mz
m−1
]
= ∂1
∞∑
1
σ1mz
m−1 ⇒ ∂γq1m = ∂1σ1m (4.9)
and various arguments yield q1m = F
W
1m = ∂
2FW/∂T1∂Tm. This can be based on asymp-
totics at ∞ using the Baker-Akhiezer (BA) function and dKP formulas as in [10] (cf.
also [46]). If ∂nS = Bn = λn+ with ∂1S = P corresponds to dKP (cf. [14]) then at ∞,
∂ndS ∼ dBn ∼ ∂ndS˜ ∼ dΩˇn. Thus in particular the coefficients in (4.6) depend on γ and
T1 and in any event we can write F
W as in (4.5), expressed entirely in terms of Riemann
surface (RS) quantities. It is interesting that the natural modulus τ appears here since
this comes up in discussing the beta function and many formulas are known (cf. [2, 7] and
Section 3). Note that formulas (3.1) - (3.9) for example (with T1 = 1) go into the present
notation via (y, v)→ (η, v).
Now we have FW given entirely in terms of RS quantities via (4.5) and this deserves
attention. Note also, if we regard the curve as arising from a background 1-zone KdV
situation one can also treat −2F11 as the dispersionless potential U(T1) arising from u(x)
in the Lax operator ∂2 − u(x) (x → X = T1); we refer to [14, 15] for discussion of this).
We remark further that the Whitham equations ∂γdΩˇ1 = ∂1dω˜ should lead to equations for
branch point dependence on (γ, T1) as in [10, 25]. This means that (Λ, v) are functions of
(γ, T1) and the dependence of Λ on T1 has been neglected so far. In this direction we recall
dΩˇ1 = (1/π
√
2)(λ− α˜)(dλ/η) where (cf. (EE)) a = (1/π√2)c˜(α˜− v) and c˜dω˜ = dλ/η. The
Whitham equations ∂1dω˜ = ∂γdΩˇ1 then entail for Λ = constant
∂1
1
c˜η
=
1
π
√
2
∂γ
√
λ− v√
λ2 − Λ4 − ∂γ
(a/c˜)
η
(4.10)
After performing the derivations (with Λ constant) one multiplies by (λ − v)3/2 and lets
λ→ v; this yields (using ∂a = T1∂γ for T1 constant)
∂1v|γ,Λ = −a∂γv|1,Λ ≡ T1∂1v|γ,Λ + a∂av|1,Λ = 0 (4.11)
which is again the standard homogeneity condition for the modulus v. On the other hand
holding v constant and repeating this procedure one obtains, after multiplying by (λ2 −
Λ4)3/2 and letting λ→ Λ2, we have ∂1Λ = (c˜/π
√
2)(Λ2 − v)∂γΛ− a∂γΛ leading to
T1∂1Λ+ a∂aΛ = −2(Λ2 − v)∂a
∂v
∂Λ
∂a
(4.12)
Similarly, letting λ→ −Λ2 one gets T1∂1Λ+ a∂aΛ = 2(Λ2 + v)∂va∂aΛ so we conclude that
∂va∂aΛ ∼ ∂vΛ = 0 (as could be expected for (v,Λ) independent) and (4.12) is again a
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homogeneity condition. Thus, heuristically one arrives at
PROPOSITION 4.1. Under the hypotheses indicated, we obtain from the Whitham
equations ∂1dω˜ = ∂γdΩˇ1, the equations T1∂1v|γ,Λ + a∂av|1,Λ = 0 for Λ constant, and
T1∂1Λ|γ,v + a∂aΛ|1,v = 0 for v constant. These homogeneity equations can also be obtained
from the Whitham dynamics of v as in (4.7) or Λ as in (4.16) below.
It would be nice now to work in τ in order to utilize the formulas and techniques of
[2, 4, 7, 8, 9, 42], some of which is indicated in (3.1) - (3.9). In this direction we note first
from (3.26) and (4.7) that (dλ/η = c˜dω˜)
1
2πi
∮
B
dΩˇ1 = σ11 =
1
2πi
∮
B
dSSW − T1∂1v
2πi2π
√
2
∮
B
c˜dω˜ ⇒
⇒ σ11 = aD + T1σ˜∂1vτ = aD + T1(∂1a)τ (4.13)
Note again that in Section 3, FSWa =
∮
B dSSW but in Section 4, F
W
γ = (1/2πi)
∮
B dS˜ and
we will distinguish whenever necessary. Now consider (in the notation of Section 4)
∂va
D =
1
2πi
∮
B
∂dSSW
∂v
= − 1
2πi
1
2π
√
2
∮
B
dλ
η
=
τ σ˜
2πi
(4.14)
Next we have in a straightforward manner
∂vσ11 =
τ σ˜
2πi
+ T1(∂v∂1a)τ + T1(∂1a)∂vτ =
(
σ˜
2πi
+ T1∂1σ˜
)
τ + T1(∂1a)τv (4.15)
Now for v constant and variable Λ (4.7) corresponds to
∂1dS˜ = dSSW + T1
∂dSSW
∂Λ
∂Λ
∂T1
= dΩˇ1 ⇒ 0 = (4.16)
=
∮
A
dSSW + T1
∂Λ
∂T1
∮
A
∂dSSW
∂Λ
= a+ T1∂1Λ
∂a
∂Λ
∼ a∂Λ
∂a
+ T1∂1Λ = 0
which is again the homogeneity condition of Proposition 4.1, derived now from the Whitham
dynamics of Λ (cf. (4.7)). If we multiply by 1/2πi and integrate over B one gets further
σ11 = a
D + T1
∂Λ
∂T1
∂Λa
D = aD + T1∂1a
D (4.17)
(note this could also be concluded from (4.7) as in (4.13)).
Now one goal here is to relate T1 and Λ in the sense that T1F
W
1 = ΛF
W
Λ . Pragmatically
this is what occurs as shown in [12] (cf. also Remark 2.3), based on [7, 24, 30, 50] (cf. also
[52]) and one wants also to reconcile this with formulas like (2.20) for example. There is
also another problem in determining what depends on what and we will comment on this in
Remark 5.7. We have seen in (2.5) for example, or analogously in η2 = (λ−v)(λ2−Λ4) that
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many things can vary together. One sees that a priori dω˜ and dΩˇ1 depend only on (v,Λ)
while dSSW = (λ−v)dλ/π
√
2 depends only on (Λ, v). Hence a =
∮
A dSSW , a
D =
∮
B dSSW ,
and τ =
∮
B dω˜ depend only on (Λ, v). Now using γ and T ∼ T1 as Whitham times produces
a dependence of (Λ, v) on (γ, T ) so τ becomes a function of (γ, T ) as do the coefficients
σ1m and q1m in dω˜ and dΩˇ1. The defining equations for a and perhaps a
D should then be
considered as “constraints”. Note first that no constraint arises from
γ = T1a =
∮
A
T1dSSW (T, γ) =
∮
A
dS˜(T, γ) = γ
∮
A
dω˜ = γ (4.18)
which is tautological, while
γD =
1
2πi
∮
B
dS˜(T, γ) =
γ
2πi
∮
B
dω˜ +
T1
2πi
∮
B
dΩˇ1 =
γτ
2πi
+ T1σ11 (4.19)
which simply defines γD as a function of (γ, T1). Evidently if ∂γ
D/∂T1 6= 0 one can
determine T1 = T1(γ, γ
D) and we record
∂1γ
D =
γτ1
2πi
+ σ11 + T1∂1σ11 (4.20)
(this is a reminder that it would be helpful to have explicit formulas for dω˜, τ, and dΩˇ1). To
see the constraint aspect simply look at the definition a =
∮
A dSSW (v,Λ) =
∮
A dSSW (a, T1).
Explicitly one can look at (3.10) to see that
a =
√
2(v + Λ2)1/2F
(
−1
2
,
1
2
, 1,
2Λ2
v + Λ2
)
(4.21)
with (v,Λ) = (v,Λ)(γ, T1) ∼ (v,Λ)(a, T1) so a is not unrestricted (cf. Remark 5.7 for a few
related comments). Let us compute now from (4.21) to get
av =
√
2
2
√
v +Λ2
v + Λ2
F +
√
2
√
v + Λ2F4
[
−2Λ2
(v + Λ2)2
]
; (4.22)
aΛ =
√
2
√
v + Λ22ΛF
2(v + Λ2)
+
√
2
√
v + Λ2F4
[
4Λ
v + Λ2
− 4Λ
3
(v + Λ2)2
]
Thus
av =
a
2(v + Λ2)
− 2
√
2Λ2F4
(v + Λ2)3/2
; aΛ =
Λa
v + Λ2
+
√
2F44vΛ
(v +Λ2)3/2
(4.23)
leading to
PROPOSITION 4.2. The calculations above yield
av − a
2(v +Λ2)
= − Λ
2v
[
aΛ − Λa
v + Λ2
]
⇒ 2vav + ΛaΛ = a (4.24)
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This seems quite charming and we observe that it is also a simple consequence of
a(t2v, tΛ) = ta(v,Λ). In particular can we relate this to (3.26) and (3.27). Thus
av = σ˜ = − 1
2π
√
2
∮
A
dλ
η
; a =
1
π
√
2
∮
A
(λ− v)dλ
η
(4.25)
and we abandon here the formula (3.27) for aΛ|v since it seems incompatible with (4.26)
below. Note from (4.23) the formula (to be used below)
σ˜ − a
2(v + Λ2)
= − 2
√
2Λ2F4
(v + Λ2)3/2
⇒ aΛ = Λa
v + Λ2
− 2v
Λ
(
σ˜ − a
2(v + Λ2)
)
=
= −2vσ˜
Λ
+
a
v + Λ2
(
Λ+
v
Λ
)
= −2vσ˜
Λ
+
a
Λ
(4.26)
REMARK 4.3. There seems to be some variety in notation concerning hypergeometric
representations of a and aD. Let us recall a few basic facts about hypergeometric functions
(cf. [1]). Thus a standard notation is
∫ 1
0
sb−1(1− s)c−b−1(1− zs)−ads = Γ(c− b)Γ(b)
Γ(c)
F (a, b, c, z) (4.27)
For a we will be dealing with b − 1 = −1/2, c − b − 1 = −1/2, and a = −1/2 (thus
a = −1/2, b = 1/2, and c = 1) and we write (4.27) via z = 1/u and s = (ζ + Λ2)/2Λ2 as
1
u1/2
∫ Λ2
−Λ2
(ζ + Λ2)−1/2(Λ2 − ζ)−1/2
(
u− ζ + Λ
2
2Λ2
)
dζ =
=
Γ(1/2)Γ(1/2)
Γ(1)
F
(
−1
2
,
1
2
, 1,
2Λ2
v + Λ2
)
(4.28)
Setting u− (1/2) = v/2Λ2 and recalling Γ(1/2) = √π with Γ(1) = 1 we get
πF =
1
(2Λ2u)1/2
∫ Λ2
−Λ2
(ζ + Λ2)−1/2(ζ − Λ2)−1/2(ζ − v)1/2dζ = (4.29)
=
1√
v + Λ2
π√
2
a(v,Λ)⇒ a =
√
2(v + Λ2)1/2F
confirming (3.10) for a (cf. also [31, 48]).
REMARK 4.4. Let us also list here a few more formulas from [31, 48] of possible use.
Thus in [31] η2 = (λ− v)(λ2−Λ4) and λSW = (1/2π
√
2)(λ− v)1/2(λ2−Λ4)−1/2dλ, which is
(1/2)dSSW in our sense, so we multiply the formulas of [31] by 2 or 1/2 when appropriate.
Then
av =
1√
2(v + Λ2)1/2
F
(
1
2
,
1
2
, 1,
2Λ2
v +Λ2
)
=
1√
2v
F
(
1
4
,
3
4
, 1,
Λ4
v2
)
;
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aDv =
i
Λ
F
(
1
2
,
1
2
, 1,
Λ2 − v
2Λ2
)
(4.30)
and for aDv there is also an analytic continuation formula given in [31] with argument v
2/Λ4.
Another formula mentioned in [31] is∫ e2
e1
dx
[(x− e1)(x− e2)(x− e3)]1/2
= (4.31)
=
1√
e3 − e1
∫ 1
0
dt
[t(1− t)(1− ht)]1/2 =
π√
e3 − e1F
(
1
2
,
1
2
, 1, h
)
where h = (e2− e1)/(e3− e1). Another quantity of interest is τˆ = aD/a which has the same
monodromy as τ = FSWaa (cf. [7]). Evidently from a
D = FSWa one has also F
SW
aa = τ =
aDv /av (cf. [31] and note that in this section a
D = (1/2πi)
∮
B dSSW = Fa so a
D/a = τ/2πi as
in (4.14)). Further formulas from [48] are (for y2 = (x2−1)(x−u) and λSW = (1/π
√
2)(x−
u)1/2(x2 − 1)−1/2)
aˇ =
√
2(u+ 1)1/2F
(
−1
2
,
1
2
, 1,
2
u+ 1
)
; (4.32)
aˇD =
i(u− 1)
2
F
(
1
2
,
1
2
, 2,
1− u
2
)
=
i(u− 1)√
2(u+ 1)1/2
F
(
1
2
,
3
2
, 2,
u− 1
u+ 1
)
(one is interested in different regions of validity). Further
aˇu = − 1
2
√
2π
F
(
1
2
,
1
2
, 1,
2
u+ 1
)
; aˇDu =
i
2
F
(
1
2
,
1
2
, 1,
1− u
2
)
(4.33)
and we can also write
aˇu =
k
π
K(k); aˇDu =
ik
π
K ′(k); aˇ =
4
πk
E(k); aˇD =
4i
πk
[K ′(k) −E′(k)] (4.34)
where k = [2/(u + 1)]1/2 and K,E are complete elliptic integrals of the first and second
kind. The usual modular parameter τ0 = iK
′/K becomes aˇDu /aˇu which is the effective
coupling τ = (θ/2π) + (4iπ/g2) One checks easily now that (4.32) gives the correct value
a =
√
2
√
v +Λ2F (−1/2, 1/2, 1, 2Λ2/(v + Λ2)) upon substitutions u = v/Λ2 and x = λ/Λ2.
For aˇu we must consider
aˇu =
∂
∂u
∮
A
(x− u)1/2dx
π
√
2(x2 − 1)1/2 = −
1
2π
√
2
∮
A
dx
y
=
=
Λ√
2(v + Λ2)1/2
F
(
1
2
,
1
2
, 1,
2Λ2
v + Λ2
)
(4.35)
Here from (4.25) we note that av = σ˜ = −(1/2π
√
2)
∮
A(dλ/η) so
aˇu = − 1
2π
√
2
∮
A
dx
y
= − Λ
2π
√
2
∮
A
dλ
(λ− v)1/2(λ2 − Λ4)1/2 = Λav (4.36)
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Hence we must have
av =
1√
2(v + Λ2)1/2
F
(
1
2
,
1
2
, 1,
2Λ2
v + Λ2
)
= σ˜ = − c˜
2π
√
2
(4.37)
(in agreement with the first formula of (4.30)) and leading to
c˜ = − 2π
(v + Λ2)1/2
F
(
1
2
,
1
2
, 1,
2Λ2
v + Λ2
)
(4.38)
in which form one must note that for the A cycle −Λ2 ≤ λ ≤ Λ2 < v so
c˜ =
∮
A
dλ
η
= −
∮
A
dλ
(v − λ)1/2(Λ4 − λ2)1/2 (4.39)
and we note for v ≥ Λ2 that 2λ2/(v + Λ2) ≤ 1 so the argument of the hypergeometric
function is reasonable.
Next we want explicit formulas for aΛ and τ so consider first (using (4.31) with e1 =
Λ2, e3 = −Λ2, and e2 = v)
τ =
∮
B
dω˜ =
1
c˜
∮
B
dλ
η
∼ 2
c˜
∫ v
Λ2
dλ
(λ− v)1/2(λ2 − Λ2)1/2 = (4.40)
=
2π
c˜(−2Λ2)1/2F
(
1
2
,
1
2
, 1,
v − Λ2
−2Λ2
)
=
2π
ic˜
√
2Λ
F
(
1
2
,
1
2
, 1,
Λ2 − v
2Λ2
)
This should be compared then to τ = aDv /av or (via (4.30) and (4.37))
τ =
2π
√
2
ic˜Λ
F
(
1
2
,
1
2
, 1,
Λ2 − v
2Λ2
)
(4.41)
Thus (4.40) and (4.41) agree if we multiply (4.40) by 2 (as indicated earlier for formulas of
[31]). Explicitly now, using (4.38) we have
PROPOSITION 4.5. Under the hypotheses indicated
τ =
i
√
2(v + Λ2)1/2
Λ
F
(
1
2 ,
1
2 , 1,
Λ2−v
2Λ2
)
F
(
1
2 ,
1
2 , 1,
2Λ2
v+Λ2
) (4.42)
The range of validity is |(Λ2 − v)/2Λ2| ≤ 1 and |2Λ2/(v + Λ2)| ≤ 1 which gives a common
region Λ2 ≤ v ≤ 3Λ2. For other values one would need analytic continuation formulas for
example which exist in abundance.
Next consider aΛ and we’ll try to make sense of (4.26). First (4.26) gives (cf. (4.24))
aΛ = −2v
Λ
av +
a
Λ
= −
√
2v
Λ(v + Λ2)1/2
F
(
1
2
,
1
2
, 1,
2Λ2
v + Λ2
)
+
18
+√
2(v + Λ2)1/2
Λ
F
(
−1
2
,
1
2
, 1,
2Λ2
v + Λ2
)
(4.43)
Then differentiate a in (4.21) directly to get (F = F (−1/2, 1/2, 1, 2Λ2/(v + Λ2)))
aΛ =
√
2(v + Λ2)−1/2ΛF +
4
√
2Λv
(v + Λ2)3/2
F4 (4.44)
Now for example (cf. [1])
d
dz
F (a, b, c, z) =
ab
c
F (a+ 1, b+ 1, c+ 1, z) (4.45)
which implies
aΛ =
√
2Λ
(v + Λ2)1/2
F
(
−1
2
,
1
2
, 1,
2Λ2
v + Λ2
)
−
√
2vΛ
(v + Λ2)3/2
F
(
1
2
,
1
2
, 2,
2Λ2
v + Λ2
)
(4.46)
We note now the relation (cf. [1])
cF (a, b, c, z) − cF (a+ 1, b, c, z) + bzF (a+ 1, b+ 1, c+ 1, z) = 0⇒ (4.47)
⇒ F
(
−1
2
,
1
2
, 1, z
)
− F
(
1
2
,
1
2
, 1, z
)
+
z
2
F
(
1
2
,
3
2
, 2, z
)
= 0
(where z = 2Λ2/(v + Λ2)). Using this in (4.46) gives
aΛ =
√
2Λ
(v +Λ2)1/2
F
(
−1
2
,
1
2
, 1,
2Λ2
v + Λ2
)
−
√
2v
Λ(v + Λ2)1/2
×
×
[
F
(
1
2
,
1
2
, 1,
2Λ2
v + Λ2
)
− F
(
−1
2
,
1
2
, 1,
2Λ2
v + Λ2
)]
(4.48)
Hence
aΛ = − v
√
2
Λ(v + Λ2)1/2
F
(
1
2
,
1
2
, 1,
2Λ2
v + Λ2
)
+
√
2(v + Λ2)1/2
Λ
F
(
−1
2
,
1
2
, 1,
2Λ2
v + Λ2
)
(4.49)
which agrees with (4.43).
We consider also now the dependence of the coefficients σ11 and q11 on (Λ, v) via dω˜ =
−∑∞1 σ1mzm−1dz where z ∼ λ−1/2 and dΩˇ1 = (−cz−2 −∑∞1 q1mzm−1)dz. Here dΩˇ1 =
(1/π
√
2)dΩ˜1 = (1/π
√
2)(λ − α˜)dλ/η and a˜ = (c˜/π√2)(α˜ − v) (cf. (EE)). Thus for small
z ∼ λ−1/2 one obtains (via (1 + x)−1/2 = 1− (x/2) + (3x2/8) + · · ·)
dλ
η
=
dλ
[(λ− v)(λ2 − Λ4)]1/2 = −2dz
[
1 +
1
2
vz2 + · · ·
]
(4.50)
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Hence (Q) σ11 = 2/c˜. Further we also have
dΩˇ1 =
1
π
√
2
(z−2 − α˜)(−2− vz2 − · · ·)dz = dz
π
√
2
[−2z−2 + (2α˜ − v) +O(z)] (4.51)
This gives the multiplier c =
√
2/π of (4.3) and exhibits (R) q11 = (v − 2α˜)/π
√
2 =
−(v/π√2)− (2a˜/c˜) = −(v/π√2)− a˜σ11. Summarizing gives
PROPOSITION 4.6. Under the hypotheses indicated q11 = −(v/π
√
2)− a˜σ11 with
σ11 = − (v + Λ
2)1/2
πF
(
1
2 ,
1
2 , 1,
2Λ2
v+Λ2
) ; q11 = − v
π
√
2
+
√
2(v +Λ2)
π
F
(
−12 , 12 , 1, 2Λ
2
v+Λ2
)
F
(
1
2 ,
1
2 , 1,
2Λ
v+Λ2
) (4.52)
Finally, note that a formula for ∂Λu arises in (2.17) for δa = 0 so in the present context
we can write for a fixed av|Λδv + aΛ|vδΛ = 0 where av|Λ = σ˜ is given in (4.37) and aΛ|v is
given by (4.26) or (4.43) ≡ (4.49). From (4.26) we get in particular (recall T1∂1v = −(a/σ˜)
from (4.8)) aΛ = −(2vσ˜/Λ) + (a/Λ) = −(2v/Λ)av + (a/Λ) which implies
PROPOSITION 4.7. Under the hypotheses indicated
σ˜
∂v
∂Λ
+
a
Λ
− 2vσ˜
Λ
= 0⇒ ΛvΛ = 2v − a
σ˜
= 2v + T1∂1v (4.53)
which corresponds exactly to (2.20).
5 T1 AND Λ DERIVATIVES OF F
We go now to FW as (4.5) for example and will try to determine explicitly the T1 and Λ
derivatives in order to see how it is reasonable to write T1∂1F
W = Λ∂ΛF
W . We doubt that
T1∂1F
W and Λ∂ΛF
SW can be compared (cf. Remark 2.3) so what must be clarified is how
to deal with the T1 and Λ dependence of quantities in F
W and how to express the sense in
which Λ ∼ T1. Thus 2FW = (1/2πi)T 21 a2τ + 2T 21 aσ11 + T 21 q11 and a` priori a, τ, σ11, and
q11 all depend on T1 through Whitham dynamics. Thus from (4.11) and Proposition 4.1
one has T1∂1v + a∂av = 0 with T1∂1Λ + a∂aΛ = 0. Here the relation ∂a = T1∂γ has been
used which is appropriate since we deal with ∂γ for T1 = c and ∂1 for γ = c. Consider now
σ11 = 2/c˜ = −1/π
√
2σ˜ and q11 = −(v/π
√
2)− aσ11 = −(v/π
√
2) + (a/π
√
2σ˜) so one has
2FW =
T 21
2πi
a2τ + 2T 21 aσ11 + T
2
1
(
− v
π
√
2
− aσ11
)
= (5.1)
= − T
2
1 v
π
√
2
+
γ2τ
2πi
− T1γ
π
√
2σ˜
We can assume γ and T1 are independent to obtain
∂1F
W = −2T1v
π
√
2
− T
2
1 ∂1v
π
√
2
+
γ2∂1τ
2πi
− γ
π
√
2σ˜
− T1γ
π
√
2
∂1σ˜
−1 (5.2)
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On the other hand FW (T1 = 1) ∼ FSW with γ → a and e.g.
∂ΛF
SW
∣∣∣
v
=
1
2πi
∂Λ(a
2τ)
∣∣∣
v
− ∂Λ
(
a
π
√
2σ˜
)∣∣∣∣
v
(5.3)
For the ∂1 derivatives in (5.2) one can in principle assume γ fixed with (v,Λ) functions of
T1. Hence
∂1F
W = −
√
2T1v
π
− T
2
1 ∂1v
π
√
2
− γ
π
√
2σ˜
+ (5.4)
+
γ2
2πi
[τv|Λv1 + τΛ|vΛ1]− T1γ
π
√
2
[
∂vσ˜
−1|Λv1 + ∂Λσ˜−1|vΛ1
]
We have at our disposal now explicit formulas for the v and Λ derivatives as well as relations
such as 4(Λ4 − v2)σ˜v = a, T1v1 = −a/σ˜, etc. First consider ∂ΛFSW from (5.3) in the form
(v constant)
∂ΛF
SW =
1
2πi
[
2aaΛτ + a
2τΛ
]
− 1
π
√
2
(
aΛ
σ˜
− aσ˜Λ
σ˜2
)
(5.5)
From (T) we have now ΛaΛ = a− 2vσ˜ while ΛτΛ = β(τ) from (3.3). For σ˜ = −c˜/2π
√
2 we
consider (cf. (4.38))
c˜Λ = − Λc˜
v + Λ2
=
4πΛvF4
(v + Λ2)5/2
(5.6)
This F4 is not the same as that arising in (4.21) - (4.22) but since we know σ˜v we can
eliminate F4 via c˜v. Thus
c˜v = − c˜
2(v + Λ2)
+
4πΛ2F4
(v + Λ2)5/2
(5.7)
This implies (after some calculation)
c˜Λ = − v
Λ
c˜v − c˜
2Λ
[
1 +
Λ2
v + Λ2
]
(5.8)
PROPOSITION 5.1. We can write (5.8) in two ways. First directly
Λc˜Λ + vc˜v = − c˜
2
[
1 +
Λ2
v + Λ2
]
(5.9)
and second, using c˜ = −2π√2σ˜ and 4(Λ4 − v2)σ˜v = a one has
Λc˜Λ +
c˜
2
[
1 +
Λ2
v + Λ2
]
= −vc˜v = πva√
2(Λ4 − v2) (5.10)
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This now gives us all the ingredients needed for (5.5). Thus, writing σ˜Λ = −c˜Λ/2π
√
2,
we have
Λ∂ΛF
SW =
1
2πi
[
2aτ(a − 2vσ˜) + a2β(τ)
]
− (5.11)
− 1
π
√
2
{
a− 2vσ˜
σ˜
+
a
2π
√
2σ˜2
[
πva√
2(Λ4 − v2) + π
√
2σ˜
(
1 +
Λ2
v + Λ2
)]}
which is of possible interest due to the presence of the beta function. Consequently we state
PROPOSITION 5.2. From (5.11) follows
Λ∂ΛF
SW =
1
2πi
[
2a2τ − 4vaσ˜τ + a2β(τ)
]
− (5.12)
− 1
π
√
2
[
a
σ˜
− 2v + va
2
4σ˜2(Λ4 − v2) +
a
σ˜
(
1 +
Λ2
v + Λ2
)]
Now we want to check the vague formula (U) Λ∂ΛF = −(2iu/π) = 2F −aFa|Λ which is
supposed to agree somehow with T1∂1F (cf. [7, 8, 12, 13, 24, 27, 30, 42, 46, 50, 52]). It is not
clear here a` priori how this role T1 ∼ Λ arises or what the exact statement should be. In par-
ticular (U) is presumably valid for F = FSW but ∂1F is defined only for F = F
W . Moreover
FSW ∼ FW (T1 → 1) so it is not clear how Λ ∼ T1 can be managed. First let us clarify some
matters of homogeneity. The argument is made in [7, 50] that since τ = Faa is dimensionless
one has aFa|Λ+ΛFΛ|a = 2F (where F ∼ FSW ). In dealing with FSW ∼ F as a function of
(a,Λ) we are using F = F (v,Λ) with a = a(v,Λ). Then if av 6= 0 one solves for v = v(a,Λ)
and puts this in F = F (v,Λ) ∼ F (a,Λ). Recall also av ∼ σ˜ so generically this should be
satisfactory. As noted after Proposition 4.2, a(t2v, tΛ) = ta(v,Λ), leading to 2vav+ΛaΛ = a
and similarly one checks that σ˜(t2v, tΛ) = (1/t)σ˜(v,Λ) which implies 2vσ˜v + Λσ˜Λ = −σ˜.
Since σ˜ = av = −(1/2π
√
2)
∮
A(dλ/η) and τ σ˜ = −(1/2πi)(1/2π
√
2)
∮
B(dλ/η) (cf. (4.14)) we
have also 2v(τ σ˜)v + Λ(τ σ˜)Λ = −τ σ˜. Consequently
PROPOSITION 5.3. From the formulas indicated follows the homogeneity 2vτv +
ΛτΛ = 0 and from a(t
2v, tΛ) = ta(v,Λ) one gets τ(ta, tΛ) ∼ τ(t2v, tΛ) = τ(v,Λ) ∼ τ(a,Λ)
which means aτa + ΛτΛ = 0 (the dimensionless property).
One sees also that homogeneity properties can be determined from the hypergeometric
representations directly. For example in (4.42), setting Λ = tΛ0 and v = t
2v0 the argu-
ment in the hypergeometric functions is unchanged as in the multiplier in front. Hence
τ(t2v, tΛ) = τ(v,Λ). Further from (4.52) σ11(t
2v, tΛ) = tσ11(v,Λ) so (V) 2v∂vσ11 +
Λ∂Λσ11 = σ11 while q11 = −(v/π
√
2) − aσ11 satisfies q11(t2v, tΛ) = t2q11(v,Λ) (which is
also obvious from (4.52)) leading to (W) 2v∂vq11+Λ∂Λq11 = 2q11. As a result one can look
at 2FW = T 21 [(aτ/2πi) + 2aσ11 + q11] to see that F
W (t2v, tΛ) = t2FW (v,Λ) yielding
PROPOSITION 5.4. For fixed T1 the prepotential F
W satisfies 2v∂vF
W+Λ∂ΛF
W =
2FW .
22
Further since (v,Λ) → v(a,Λ) with a(t2v, tΛ) = ta(v,Λ) we can write for T1 fixed
FW (v,Λ) = FW (a,Λ) (in an obvious abuse of notation). It follows that FW (ta, tΛ) ∼
FW (t2v, tΛ) = t2FW (v,Λ) ∼ t2FW (a,Λ). Consequently
COROLLARY 5.5. For fixed T1, F
W satisfies aFWa +ΛF
W
Λ = 2F
W .
One notes that if F (a,Λ) is homogeneous of degree two then Faa is homogeneous of
degree zero. The converse would produce F of degree 2 from τ ∼ Faa of degree 0 and for
suitable F this follows frorm (1/t)f(ta) =
∫ a
0 fa′(ta
′)da′ =
∫ a
0 fa′(a
′)da′ = f(a). Now the
general Whitham theory produces T1F
W
1 + γF
W
γ = 2F
W (cf. [10, 30, 46]) and for T1 fixed
with γ = T1a, Fa = T1Fγ yielding (Φ) T1F
W
1 + aF
W
a = 2F
W ; consequently
PROPOSITION 5.6. The identification T1F
W
1 ∼ ΛFWΛ follows from (Φ) and Corol-
lary 5.5.
REMARK 5.7. There are still various questions of what depends on what and we con-
sider a few aspects of this here. From Proposition 4.1 we know T1∂1v|Λ,γ+a∂av|Λ,1 = 0 and
T1∂1Λ|γ,v + a∂aΛ|1,v = 0 while from (4.21) for example one has a “constraint” a = a(v,Λ)
and (v,Λ) = (v,Λ)(γ, T1) ∼ (v,Λ)(a, T1). Now first, for say v(γ, T1), one can write
δv = vγ |1δγ+v1|γδT1 and for T1 = c, vγ = (1/T1)va with δγ = T1δa so δv = va|1δa+v1|γδT1.
Similarly δΛ = Λa|1δa + Λ1|γδT1 and the Jacobian of the map (a, T1) → (v,Λ) apparently
is, by homogeneity, ∆ = v1Λa−vaΛ1 = 0, which seems curious. Indeed it is wrong since the
homogeneity relations explicitly require Λ or v fixed so in fact (∆) ∆ = v1|γΛa|1− va|1Λ1|γ
and va|1 for example refers to ∂av(a, T1)|1 which is a priori quite different from va|1,Λ in the
homogeneity condition. Secondly, from γ = T1a(v,Λ) = k there results
a+ T1av|Λ,γv1|Λ,γ + T1aΛ|γ,vΛ1|γ,v = 0 (5.13)
This relation was very productive when either Λ or v is held constant, as indicated in (4.8)
and (4.16). We note that va|1,Λ is not the same as va|γ,Λ so the homogeneity conditions
only produce a formula (Y) av|γ,Λva|1,Λ + aΛ|γ,vΛa|1,v = 1, of no apparent use.
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