[1] A possible mechanism for adding material to a continental root is by means of upwellings from the convecting mantle subject to pressure release partial melting. We present results of numerical modeling of the interaction of melting diapirs with continental roots in an Archean setting characterized by a mantle potential temperature of 1750°C in a two-dimensional (2-D) Cartesian geometry. In an extension of earlier work [de Smet et al., 2000b] we have investigated the influence of mantle rheology on the behavior of diapirs. We have in particular looked at the difference in behavior of diapirs using a composite rheology combining both grain size sensitive diffusion creep and dislocation creep mechanisms. We have used the grain size, here taken to be uniform, as a control parameter to obtain model cases with varying contribution from the two creep mechanisms. The diapirs in the composite rheology model rise much faster than they do in a purely Newtonian model. Observed diapiric ascent times from 230 km depth to the top of the ascent path at about 80 km depth are approximately 1 Myr for a Newtonian model (averaged 14 cm/yr) compared to about 50 thousand years for a composite rheology model (averaged 3 m/yr) with the same parameters for the Newtonian component. This clearly indicates the large impact of the dislocation creep component of the viscous deformation process. We have also investigated the effect of an increase in the viscosity due to dehydration during partial melting. This increase has a strong influence on the development of rising diapirs. The ascent velocity and lateral spreading of the diapirs at the end of their ascent are effectively reduced when a viscosity increase by a factor of 10 is applied, and the effect becomes stronger for larger factors. Average vertical velocities range from 1.4 cm/yr for a factor 10 to 2 mm/yr for a factor 200. The most striking result of the viscosity increase due to dehydration is the reduction of the ascent velocity, thereby stretching the characteristic timescale of the diapiric intrusion process to a value between 5 and 50 Myr for dehydration viscosity prefactor values of 10 and 200, respectively. In contrast with the strong difference between the Newtonian and the composite rheology models, small differences are found in the overall dynamics between the composite rheological models, characterized by different values of the uniform grain size. The composite rheological models exhibit self-regulating behavior where substantial differences between the relative contributions of the two creep components result in very similar effective viscosities, due to a local dominance of dislocation creep at high stresses and corresponding similar flow dynamics. Stress levels and P,T paths in the modeling results are consistent with estimates obtained from Precambrian peridotite bodies which are interpreted to have originated from asthenospheric diapirism. 
Introduction
[2] Numerical modeling experiments have shown that mantle diapirs could be important agents in the growth of continental roots during the Archean and Proterozoic [de Smet et al., 1998 ]. These mantle diapirs are generally on a scale of 50 to 100 km and penetrate an existing root while producing melt, and a complementary depleted low density residue, thus adding depleted material to the continental root. Plumes rising through the mantle are strongly influenced by the type of rheology.
[3] The two important deformation mechanisms in the upper mantle are diffusion creep and dislocation creep [Karato and Wu, 1993] . Diffusion creep takes place through diffusion of mass between grain boundaries. The strain rate increases linearly with applied stress, and decreases in a power law fashion with the grain size. Dislocation creep, on the other hand, takes place through the transport of dislocations in the crystal structure. It has a power law relation between applied stress and resulting strain rate (nonlinear), and it is insensitive to grain size [Karato and Wu, 1993] . The viscosity corresponding to dislocation creep flow decreases with increasing stress, a phenomenon known as shearthinning. For the present mantle, dislocation creep is generally the dominant mechanism in the asthenosphere, whereas diffusion creep dominates in the lithospheric mantle and in the deeper upper mantle and lower mantle [Karato et al., 1995; van den Berg and Yuen, 1996] . Since olivine is the weakest major phase in mantle peridotite, the rheology of the upper mantle is probably dominated by olivine [Karato and Wu, 1993] . Next to the microphysical approach to mantle rheology, the inversion of glacial rebound data also gives information on the viscosity of the mantle. Using this approach, Lambeck et al. [1998] have found the upper mantle viscosity to be about 3-4 Â 10 20 Pas. The hotter Archean upper mantle, however, may have had a viscosity several orders of magnitude lower than this figure due to the strong temperature dependence of both diffusion creep and dislocation creep. Furthermore, the temperature dependence of the dislocation creep mechanism as expressed in the activation energy parameter of the rheological flow is higher than for the diffusion creep component. From this one can predict a greater predominance of the dislocation creep component under higher temperature conditions, representative for the early Earth. This has motivated us to extend our previous work on growth mechanisms of continental roots, based on purely diffusion creep models [de Smet et al., 1998 [de Smet et al., , 1999 [de Smet et al., , 2000a [de Smet et al., , 2000b de Smet, 1999] , with a detailed investigation of more complete viscous rheology including also the rheological effect of dislocation creep flow and sensitivity for the degree of dehydration induced by partial melting.
[4] Nonlinear rheology can greatly enhance the velocity of plumes [Weinberg and Podladchikov, 1994; relative to a Newtonian rheology case, and can therefore more effectively transport heat up to shallow lithospheric levels. Another important effect of nonlinear rheology is the generation of localized high strain rates, which may result in viscous heating, with a lubricating effect through the temperature dependence of the rheology [van den Berg and Yuen, 1997; Larsen et al., 1999] . Combined, these two effects can cause regions of high temperature at shallow depths, which may induce secondary melting and crustal diapirism [Campbell and Hill, 1988] . On the other hand, melting lowers the temperature by means of latent heat consumption, and may also increase the viscosity of the residue directly. This is due to the fact that at low degrees of partial melting, water tends to concentrate in the melt phase, effectively drying the residue. Experiments have shown that water has a weakening effect [e.g., Chopra and Paterson, 1981] , and from these observations, Karato [1986] concluded that at low degrees of partial melting, the strength of the residual matrix is increased by melting. This increase of viscosity of the residual depleted peridotite could be as high as a factor of 100 to 180 [Hirth and Kohlstedt, 1996] . The importance of this effect for plumes has been ascertained by Ito et al. [1999] and Ito [2001] . Karato and Jung [1998] find that this dehydration effect does not only influence the viscosity, but is also connected to the low seismic velocity and high attenuation in the asthenosphere.
[5] Samples of cratonic lithosphere are found as xenoliths in kimberlite intrusions [Nixon and Boyd, 1973] and as larger bodies in some orogenic belts [Brueckner and Medaris, 1998; van Roermund and Drury, 1998 ]. It is proposed that many of these mantle rocks are emplaced into the lithosphere by diapirs from the convecting sublithospheric mantle [Nicolas, 1986] in a variety of geodynamic environments [Green and Gueguen, 1983; Nicolas et al., 1987; Fabriès et al., 1991] . The PT paths derived from some cratonic peridotites from the Norwegian Western Gneiss Region [van Roermund and Drury, 1998; Drury et al., 2001] imply that these rocks were part of diapirs that intruded cratonic lithosphere of Archean to early Proterozoic age (the cooling age of these rocks is 1.7-1.8 Ga, but the Sm-Nd model age indicates a depletion age of 2.5-3.0 Ga). Drury et al. [2001] have shown that the PT path of these peridotites is consistent with PT paths of diapiric upwellings calculated from the thermochemical convection models of de Smet [1999] and de Smet et al. [1999] .
[6] In this paper, we present results of numerical modeling experiments which were devised to model the interaction of diapirs with the continental root, and we investigate in particular the sensitivity of the model for the rheological parameterization. We place the models in an Archean setting by prescribing a potential mantle temperature of 1750°C. We determine the effect of varying the rheological flow law from Newtonian diffusion creep only, into a composite law combining both grain size sensitive Newtonian diffusion creep and power law (grain size independent) dislocation creep. Different grain sizes are used to test for varying strengths of the diffusion creep component (dislocation creep is grain size independent). Furthermore, we investigated the effect of dehydration during partial melting. This extends earlier work by de Smet et al. [1998 de Smet et al. [ , 1999 de Smet et al. [ , 2000a de Smet et al. [ , 2000b and de Smet [1999] based on purely Newtonian rheology.
[7] The potential temperature of 1750°C which we use is relatively high and may be representative of the earlier half of the Archean. Parametric cooling models for the Earth of Richter [1985] show mantle potential temperatures for the Archean of about 1450 to 1700 centigrade. However, the high MgO contents of Archean komatiites point to higher potential temperatures, up to 1800°C for 2.7 Ga old Belingwe komatiites and even 1900°C for 3.45 Ga old Barberton komatiites [Nisbet et al., 1993] . Melting experiments of Walter [1998] show that Archean komatiites can be formed by dry batch melting of pyrolite at pressures of 7 to 10 GPa. Extrapolation along an adiabat of the solidus temperature (using the solidus of Herzberg and Zhang [1996] ) at these pressures shows that this corresponds to potential temperatures in the range of 1700 to 1800 centigrade. These temperatures probably represent plume temperatures in a cooler mantle. For the current mantle, estimates for the excess temperature of plumes are up to 200 to 250 centigrade [Herzberg and O'Hara, 1998 ]. In a hotter Earth, the temperature controlled viscosity would be lower and therefore also the maximum horizontal temperature variations would be reduced [McKenzie and Bickle, 1988; Nisbet et al., 1993] to about 50-150°C [Nisbet et al., 1993] , which puts our potential temperature of 1750°C within the range indicated by the komatiites of Nisbet et al. [1993] . Some authors have suggested that komatiites may be formed by hydrous melting [Stone et al., 1997] at temperatures only about 100°C higher than present mantle temperatures [Parman et al., 1997] . Arndt et al. [1998] however conclude that most komatiites were the product of dry melting. The potential temperature of 1750°C of our models is also consistent with the results of the numerical models of de Smet et al. [2000b] which form the starting point of our investigations.
[8] The analysis of structures and microstructures in mantle rocks may provide estimates of the differential stresses and strain rates during high temperature deformation associated with diapir upwelling in a cratonic lithosphere. We use this information to compare our model results to the peridotites from western Norway mentioned above, which are interpreted as a natural example of a Precambrian asthenosphere diapir .
[9] In the work of de Smet et al. [2000b] , smallscale diapirs are generated in a self-consistent way in hot upwelling limbs of large-scale ($1000 km) mantle convection cells. Here we take a different approach and zoom in on a smaller region surrounding a single uprising diapir and follow the detailed evolution during its ascent into and within the chemically distinct mantle root.
Numerical Model Setup

Description of the Numerical Model
[10] We have used a 2-D Cartesian thermochemical convection code including partial melting. An extended Boussinesq approach was used assuming infinite Prandtl number, including viscous dissipation, adiabatic compression and latent heat of melting. Partial melting is modeled as an (irreversible) increase in the degree of depletion F, which is defined here as the mass fraction of melt which is extracted from an initially unmelted material control volume of mantle material. Since no material is actually removed in our model, volumes of depleted residual material are somewhat overestimated [de Smet, 1999] . Because of the relatively short timescale of the models (<50 Myr), internal heating by the decay of radioactive elements was not included. This model is described by the following nondimensional equations [de Smet et al., 1998 ]. The energy equation (see Table 1 for explanation of the symbols used):
The incompressibility condition and the nondimensional momentum equation:
Evolution of the degree of depletion is described by the following equation:
The source function S in equation (4) is used to describe the rate of partial melting, applying a simple parameterization of the melting phase diagram of mantle peridotite in terms of a solidus and liquidus. S is defined by means of expressing the differential dF in terms of pressure and temperature differentials as described in more detail in Appendix A of de Smet et al. [1998] . We use two different parameterizations of the solidus and the liquidus. The first one has a linear and parallel liquidus and solidus, based on data presented by Takahashi and Kushiro [1983] (up to 3.5 GPa, so we are extrapolating at higher pressures). The second uses a third-order polynomial parameterization, based on data by Herzberg and Zhang [1996] . Our isobaric melting curve, which is based on data presented by Jaques and Green [1980] , is linear in both cases [Vlaar and van den Berg, 1991; de Smet et al., 1998 ].
[11] Two deformation mechanisms are included in the models: diffusion creep (linear) and dislocation creep (nonlinear). We test models which use the diffusion creep component exclusively (models N1 -N3), as well as models with a composite rheology (models C1-C5), combining the diffusion creep and dislocation creep mechanisms (see Tables 2 -4 for details). An extra effect also included in some models (models D1-D3) is the effect of dehydration by partial melting. The models will be described in more detail below.
[12] Our composite rheology models combine both the diffusion creep and the dislocation creep mechanisms [see also van den Berg et al., 1993] . Their combined effect is defined through a superposition of the corresponding strain rates: Values of the viscosity prefactors A and B and grain size and stress exponents m and n are specified in Table 3 . Two units are specified for the viscosity prefactor, the first being applicable to diffusion creep, and the second to nonlinear dislocation creep.
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The corresponding viscosity components h k are defined by the dimensional Dorn equation:
We assume a constant grain size d in equation (7) in the diffusion creep component. This is used as a control parameter to distinguish between model cases with different partitioning between the two creep mechanisms.
[13] Equation (7) can be transformed into a viscosity expression [see van den Berg and Yuen, 1998 ]:
For values of n unequal to unity, h k introduces a nonlinearity through equation (6) in the momentum equation (3) [van den Berg et al., 1993] .
[14] Depending on local values of temperature, pressure and shear stress, one of the two creep mechanisms in equation (5) is dominant. We use the grain size as a control parameter for the transition between these domains. The transition stress t t at which both mechanisms are equally important for a specific temperature and pressure can be calculated by equating the viscosity components in equation (5), using equation (8), resulting in:
As shown in Table 3 , both DE = E 2 À E 1 and DV = V 2 À V 1 are positive for the parameters we use. Therefore, the temperature and pressure dependence of the parameter t t nÀ1 is similar to the P,T dependence of the viscosity components, with a Table 2 ), and are used following de Smet et al. [1998 de Smet et al. [ , 1999 de Smet et al. [ , 2000a de Smet et al. [ , 2000b and de Smet [1999] , indicated by JdS. The components of composite rheology are based on data by Karato and Wu [1993] , indicated by KW, and are chosen to be intermediate between their ''wet'' and ''dry'' parameters. Table 3 . KW indicates both diffusion and dislocation creep components, unless it is specified otherwise (''diff.'' for diffusion creep only). JdS indicates a diffusion creep component only. The viscosity prefactor B k in equation (8) is given for the diffusion creep component, as a function of the grain size. The dislocation creep prefactor B 2 is specified in Table 3 , as it is insensitive to grain size. The viscosity depletion factor f h defines the local relative viscosity increase if the local degree of depletion is larger than a threshold, see text for details. The entries under ''Sol. + Liq.'' refer to the parameterization of the solidus and liquidus that was used, which is either linear (TK, based on data by Takahashi and Kushiro [1983] ) or third-order polynomial (HZ, based on Herzberg and Zhang [1996] ).
Geosystems G 3 G 3 van thienen et al.: small-scale mantle diapirs 10.1029 minimum in the asthenosphere [Karato and Wu, 1993] . The expression (9) indicates that the transition stress decreases for increasing temperature, which implies that for constant pressure nonNewtonian creep becomes more important with increasing temperature. As a consequence of this, the role of dislocation creep in the hotter early Earth must have been greater than today.
[15] The set of equations (2), (3), and (4) was solved using finite element methods and a Predictor-Corrector time integration scheme, described by van den Berg et al. [1993] . Picard iteration for the Stokes equation (3) was used to deal with the nonlinearity arising from the nonlinear rheology. The finite element meshes used contain approximately 10 4 triangular (6 point) elements, with element sizes ranging from about 24 km in areas of low flow velocity to approximately 3 km in high flow velocity areas. The degree of depletion F was modeled (equation (4)) using a Lagrangian particle tracer method, using 4 Â 10 5 tracers in a random (uniform) distribution. Fourth-order Runge-Kutta time integration is used to advect the particle tracers with the mantle flow velocity. The transformation of particle tracer field values (the degree of depletion) to finite element Gauss points uses a Particle in Cell algorithm [Hockney and Eastwood, 1988] . We tested two models with the tracer density multiplied by a factor 1.5, which gave no significantly different results, so we are confident that the tracer resolution used (4 Â 10 5 ) is sufficient. We also tested our thermochemical code using the widely used benchmark given by van Keken et al. [1997, case 1a] .
[16] The depletion-dependence of the viscosity (dehydration effect) is modeled as a composition dependent viscosity prefactor f h (F ). This uses a piecewise linear continuous parameterization: f h = 1 for F < 0.005. For F > 0.05 f h = 10 (model D1 in Table 3 ), 50 (model D2), or 200 (model D3). In the intermediate interval 0.005 < F < 0.05 f h is a linear function of F, continuous at the interval boundaries. The small width of the transition interval from f h = 1 to f h = 10, 50 or 200 corresponds to the fact that most water is expelled already at low degrees of melting [Karato and Jung, 1998 , Figure 3 ]. The choice of the magnitude of this prefactor is based on two observations. The first is experimental results by Hirth and Kohlstedt [1996] , indicating a viscosity increase by a factor of 100 to 180 upon dehydration. This gives an upper bound factor of 200. The second observation is evidence for rehydration found in studies of craton xenoliths [Harte, 1983] . Since rehydration would lower the viscosity again, we have used two, admittedly arbitrary, lower bound values of 10 and 50. The rheological parameters which are used are presented in Tables  3 and 4 , and the labeling of the different model cases is defined in Table 4 .
[17] For models C1-C5 and D1-D3 (composite rheology cases), we specified the parameters in equation (7). We used intermediate values between the wet and dry parameters of Karato and Wu [1993, p. 773 ], since they conclude that ''the rheology of the. . . subcontinental upper mantle is between that of dry (water-free) and wet (watersaturated) olivine,'' based on the water content of basalts, infrared spectroscopy of mantle minerals, laboratory studies of water solubility in olivine and observations of the electrical conductivity of the suboceanic upper mantle. Each model run has a constant grain size, which is varied between the models from 0.5 to 5 mm. This results in the effective prefactors B k of equation (8), the values of which are specified in Tables 3 and 4 . For models N1-N2 (Newtonian rheology), we specified a reference viscosity h ref at a reference pressure P ref and temperature T ref , and activation energy and volume, following de Smet et al. [2000a] , to allow direct comparison of the results.
[18] The density of mantle material is related to the degree of depletion F [Jordan, 1979] . In the buoyancy term of the Stokes equation (3), we use a linearized parameterization of the composition dependent density [Vlaar and van den Berg, 1991] , and the coefficient @r/@F enters the compositional Rayleigh number Rb, in the momentum equation (3) [see also de Smet et al., 1998 de Smet et al., , 2000b . We assume all melt to be removed instantaneously to shallower or surface levels, where it can no longer play a role in the development of the diapirs. Because of this assumption, we neglect the buoyancy effect of melt retention, which leads to an underestimate of the buoyancy term [e.g.,
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[19] For most of the models, we use a third-order parameterization of the solidus and liquidus in the melting phase diagram of mantle peridotite [Herzberg and Zhang, 1996] , which is an improved version of the first-order approximation (based on Takahashi and Kushiro [1983] ), that is used in models N1 and C5 only. The former is a more accurate description of the solidus and liquidus, especially for melting at depths greater than 100 km.
[20] Since we are working in a 2-D Cartesian geometry, the structures we are modeling can be extended in the third dimension, and we are in fact dealing with a horizontal cylinder rather than a more or less spherical diapir. In an axisymmetric geometry, diapir penetration along the axis of symmetry is easier than in 2-D Cartesian geometry, and subsequent spreading of the diapir head will be more pronounced in 2-D Cartesian geometry than in an axisymmetric geometry. However, we do not expect these differences to dominate the results of our model experiments.
Model Geometry and Initial and Boundary Conditions
[21] We have adopted a 200 Â 400 km spatial domain with a symmetry condition on the vertical boundaries shown in Figure 1 . Because of the limited aspect ratio of the domain, we have ensured by running tests with aspect ratios up to 6 times higher that possible effects of the right hand side vertical boundary play no significant role in the results of the modeling experiments. We define an initial degree of depletion profile starting with F = 0 from 400 to 200 km depth and increasing linearly to F = 0.35 from 200 to 80 km depth, keeping this value up to the surface (see Figure 1 ). This is a reasonable approximation of the continental roots as formed by the long term evolution models of de Smet et al. [1999 de Smet et al. [ , 2000b .
[22] As an initial geotherm, we use the minimum value of the following three functions; (1) an adiabat ( potential temperature 1750°C), (2) a linear Figure 1a . The rectangular domain is 200 Â 400 km and has free slip boundary conditions except for a no slip to boundary. A symmetry plane is present at x = 0. Next to the representation of the computational domain, the initial degree of depletion profile is plotted in Figure 1b . The solidus and liquidus parameterizations used are shown in Figure 1c (TK: linear, based on Takahashi and Kushiro [1983] ; HZ: third-order polynomial, based on Herzberg and Zhang [1996] ) with the most commonly used perturbed (geotherm 1) and background (geotherm 2) initial geotherms, see text for details.
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[23] The mantle diapir which is the subject of investigation is initiated here by adding a Gaussian circular shaped thermal perturbation to the local background temperature. We use a perturbation with a radius (defined as the 2s (2 standard deviations) distance from the maximum) of 48 km at 230 km depth and x = 0 with an amplitude T of 5% of the local background temperature (approximately 95°C), see also Figure 1 . This is in accordance with thermal anomalies found by de Smet et al. [2000b] in mantle convection models of continental root growth. In their model, a thermal perturbation originating from deeper levels of the mantle crosses the solidus, starts melting and accelerates due to increasing depletion related buoyancy. Since these original models by de Smet et al. [2000b] employ a purely Newtonian rheology, the self-consistent generation of these plumes in a composite rheology and thus the choice of our initial condition is an extrapolation. The results are sensitive to the amplitude and radius of the initial temperature perturbation (as will be illustrated in Figures 14 and 15 below) . In case the upper part of the initial perturbation is above the solidus temperature, the local degree of depletion is adjusted accordingly, creating an initial depletion.
[24] All boundaries of the model are impermeable.
The top boundary has a no slip condition, the others are free slip. Thermal boundary conditions are zero centigrade temperature at the top boundary, 1923°C at the bottom (consistent with the potential temperature of 1750°C), and insulating vertical boundaries.
[25] In comparing the different results, it should be kept in mind that in all cases the same initial condition for the starting diapir is used (apart from model N1, which has the same relative perturbation of the temperature field but a higher potential temperature).
Model Parameters
[26] Detailed parameters of the different models are specified in Tables 3 and 4 . Further physical parameters are given in Tables 1 and 2 . We note that two different values of the specific heat c p have been used. The lower value of 1000 J kg À1 K À1 is used to compare our results directly to previous results from de Smet et al. [1998] , model N1 in section 3.2. In all other cases we use a constant c p = 1250 J kg À1 K À1 , based on data of Fei et al. [1991] , resulting in a slightly reduced adiabatic gradient. We also consider two values of the potential temperature characterizing the adiabats used in the initial background temperature in our models. In the comparison case N1 we use a higher value of 1800 centigrade representative for the results of de Smet et al. [1998] . In all other models a reduced potential temperature T p = 1750 centigrade is used. This lower temperature would cause a lower degree of melting. However, this is countered by the use of the improved third order parameterization of solidus and liquidus (see section 2.1), which allows melting at depths greater than 200 km at lower temperatures than the linear parameterization.
Results of Numerical Modeling
[27] In this section we present the results of our numerical models. First the results of linear rheology models N1 and N2 will be presented, followed by the composite rheology models C1-C5. For each of these, snapshots of temperature, composition, and viscosity and profiles of the composition and the temperature are shown. The transition between the two viscosity components will be described, illustrated by viscosity ratio plots and deformation maps. Subsequently, the effect of dehydration will be shown in the results of models D1-D3, again presenting snapshots and profiles of temperature and compositions and snapshots of viscosity. Finally, ascent velocities for the diapirs and, in more detail, P,T paths and stress and strain rate histories for individual tracers will be presented.
General Characteristics
[28] In general terms (and ignoring timescales), the development of all diapir models is compa- Note that the computational domain has been enlarged by adding the region x < 0 by symmetric extension around x = 0. Snapshots are shown of a rising diapir with time increasing upward labeled in the left hand column. Snapshots of degree of depletion, temperature and viscosity as well as profiles of the degree of depletion and temperature are shown in different columns a through e.) [29] In each case, we see melting taking place by the formation of depleted material visible in frames a1-3. As the diapir rises, the highly depleted material at the top of the diapir head is swept aside, causing a decrease in the magnitude of the depletion peak visible in the composition profiles in frames d1-3 of these figures. The narrow band of low depletion initially surrounding the diapir head is stretched and thinned, reducing its visibility. The temperature snapshots show a decline of the thermal perturbation back to the background temperature field.
Linear Rheology Results
[30] Results of a case with linear rheology model N1 are presented in Figure 2 . The degree of depletion snapshots (frames a1-3) show the diapir developing a clear mushroom shape of some 100 km in diameter, quite similar to the diapir examined by de Smet et al. [1998] , which developed self-consistently in a convecting upper mantle model. Corresponding temperature snapshots are shown in Figure 2b1 2002GC000338 bation. The degree of depletion in the melting diapir reaches a value of about 0.25.
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[31] Vertical profiles of the composition (degree of depletion F) and temperature are shown in frames d1-3 and e1-3, respectively. The solid lines corresponding to centerline profiles at x = 0 reveal the magnitude of the rising perturbation of the composition and temperature constituting the diapir, with respect to the background model which is represented by the dotted curves, corresponding to vertical profiles at x = 200 km, which is a relatively undisturbed part of the model. The dashed curves in Figure 2e1-3 showing the Takahashi and Kushiro type solidus and liquidus used in the model illustrate the changing meltings conditions as the diapir rises through the mantle. The results reproduce closely the previous results obtained by de Smet et al. [1998] for a larger model where diapirs of a similar scale are generated in a self-consistent way in upwelling lines of large-scale mantle convection cells.
[32] Figure 3 shows the results of model N2 with slightly different rheology parameters (following Karato and Wu [1993] , see Table 3 , Newtonian component only), and somewhat modified values 2002GC000338 for the potential temperature (1750°C) and c p (1250 Jkg À1 K À1 , see Table 4 ). The modified rheology parameters result in a lower viscosity than in model N1, with a minimum value of about 2.8 Â 10
18 Pas (frames c1-3), resulting in faster diapir ascent and much stronger deformation of the diapir head (see frames a1-3). The head rises to about 85 km depth in less than 5 million years, and is split in two by colder root material. In spite of the reduced initial temperature compared to model N1 as shown in frames e1-3, a higher degree of depletion is attained with a maximum of 0.38 due to the faster ascent.
Composite Rheology Results: Grain Size Variation
[33] Models C1, C2, C3 and C4 have a composite rheology (see Tables 3 and 4 ) with a grain size parameter of 0.5 mm, 1.0 mm, 5.0 and 50 mm respectively. Results of these models are 2002GC000338 presented in Figures 4, 5, 6 and 7, respectively. Note that snapshot times are different from those in Figure 2 . The development of the degree of depletion field is also shown in Animation 1. Frames a1 -3 show the development of the degree of depletion field, which reaches a value of about 0.38 in the diapir head. Initially the diapir shows very rapid ascent (1500 m/yr), but strongly decelerates, dropping below 1 cm/yr after 150 ka. These four models show only slightly different ascent velocities (slower for larger grain size), which will be discussed in section 3.7. The viscosity field (frames c1-3) shows large local variations because of the strain rate dependence, showing a minimum of comparable magnitude (6.7 Â 10 16 Pas to 8.5 Â 10
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Pas for models C1 to C4) in each case. A horseshoe shaped zone characterized by high strain rate and (through the strain rate dependence of dislocation creep) low viscosity forms around the diapir facilitating the rise of the diapir with a much higher velocity compared to the Newtonian model. While minimum viscosities are quite similar for the different cases C1 to C4, the mantle and root material surrounding the diapir shows much higher viscosities for larger grain sizes, since the strain rate in these regions is much smaller than in the narrow low viscosity region directly bordering the diapiric head. The fact that characteristic timescales in these four models are quite similar despite the large variation in grain size and consequently the relative importance of the deformation mechanisms shows a self-regulating mechanism to be operative, producing similar viscosity minima and corresponding velocities and ascent times. Even for the smallest grain size, stresses locally become sufficiently large to become greater than the transition stress and the dislocation creep mechanism becomes dominant. As stresses drop during the ascent, they get close to the transition stress and the diffusion creep mechanism starts to play a more important role.
[34] Here we have to keep in mind that the models are based on a constant grain size and taking into account grain size variation may change this conclusion [Kameyama et al., 1997]. However, experimental results of de Bresser et al. [1998 de Bresser et al. [ , 2001 indicate that significant weakening by grain size reduction can only take place if the grain size reduction is [de Bresser et al., 2001, p. 28] ''caused by a process other than dynamic recrystallization.' ' de Bresser et al. [2001, p. 28] do find that the effect of temperature on recrystallized grain size ''cannot be neglected a priori.'' In the upper mantle the grain size is expected to be controlled either by dynamic recrystallization [Karato et al., 1980; Karato and Wu, 1993] or by secondary phase content , Figure  11 .7f]. For dynamic recrystallization the grain size will depend strongly on the stress (smaller grains at higher stress) with a weaker dependence on temperature (smaller grains at higher temperature) and water content (larger grains at higher water content) [Karato et al., 1980; Ross et al., 1980; van der Wal et al., 1993; de Bresser et al., 1998 de Bresser et al., , 2001 Jung and Karato, 2001] . At low stress and high temperature the olivine grain size will be controlled by secondary phase size and content ]. In this case the grain size will depend strongly on the degree of depletion, which determines the second phase content. This is a subject of continuing research.
[35] Model C1 (composite rheology after Karato and Wu [1993] , see Tables 3 and 4) was calculated also using the linear parameterization of solidus and liquidus based on Takahashi and Kushiro [1983] (which was also used in model N1) instead of the third-order polynomial parameterization based on Herzberg and Zhang [1996] (also used in models N2 and C1-4, see also section 2.1 and Figure 1 ), which gives us model C5. Because of the linear parameterization, which has considerably higher solidus and liquidus temperatures at greater depths (>100 km), the thermal perturbation which should have developed into a diapir does not penetrate the root at all, and produces very little melt. This result underlines the key role of compositional differentiation. The generation of depleted peridotite causes compositional buoyancy which further drives the upward movement of the diapir. In this way it provides a self-accelerating mechanism which allows mantle diapirs to penetrate an existing continental root.
Viscosity Component Ratios
[36] The relative importance of the two deformation mechanisms which are included in the composite rheology is illustrated by Figure 8 , showing the logarithmic ratio of dislocation creep viscosity over diffusion creep viscosity (both defined in equation (8)) for the entire domain (dashed rectangle shows the zoom-in part shown in Figures 4-7) for models C1, C2, C3 and C4, respectively. Note that the mechanism which has the lowest effective viscosity for the local conditions dominates the local deformation. Minima of the viscosity ratio h 2 /h 1 are visible in the diapir and its surroundings. These are produced by the high stresses and strain rates at these locations which cause a reduction of the nonlinear dislocation creep viscosity component, resulting in a decrease of the effective viscosity (equation (6)). The increase of this ratio with time for each model illustrates the decrease of strain rates during the diapir ascent, which causes strain rate dependent dislocation creep viscosities to increase. Another feature of this figure is the greater dominance of dislocation creep for larger grain sizes, which is the result of the grain size dependence of the diffusion creep component (higher viscosity for larger grains). We note here that the grain size dependence of our rheological models characterized by constant grain size represents a simplified version of the stress, temperature, water content and secondary phase dependent grain size in nature [Karato et al., 1980; van der Wal et al., 1993; de Bresser et al., 2001; Drury and Fitz Gerald, 1998; Jung and Karato, 2001] . A constant grain size model may indeed be a good approximation for the undepleted sublithospheric mantle ], although, in the lithopshere grain size variation with depth would occur related to variations in the degree of depletion. Kameyama et al. [1997] and Braun et al. [1999] have investigated 1-D models including dynamic grain size evolution exhibiting strong localization. However, the rheological effect of dynamic recrystallization remains uncertain and controversial [Rutter and Brodie, 1988; de Bresser et al., 1998 de Bresser et al., , 2001 . Including dynamic grain size evolution in 2-D models is a subject for further research both in terms of the modeling and the microphysical aspects.
Deformation Maps
[37] In Figure 9 , the logarithmic transition stress t t defined in equation (9) is contoured as a function of temperature and pressure (depth), for four different values of the grain size corresponding to models C1-4. Geotherms at x = 0 (through the diapir) and x = 200 km (undisturbed) are included as well. At stresses higher than t t , dislocation creep is dominant, at lower stress diffusion creep prevails. The variation of the grain size directly controls the diffusion component of the viscosity, resulting in different magnitudes of the transition stress for equal P,T-conditions. As the figure clearly shows, a larger grain size decreases the transition stress t t from about 1 MPa in the region of the diapir, as illustrated by the geotherms included in the figure, for a grain size of 0.5 mm to less than 10 4 Pa for a grain size of 50 mm. These features relate to the viscosity ratios which are presented in Figure 8 . For model C1 with a 0.5 mm grain size, stresses in the diapiric region are approximately of the same magnitude as the transition stress, causing the viscosity ratio of the two creep components to be roughly 1. For increasingly larger grain sizes in models C2-4, the transition stress drops more and more below the actual stress levels observed in the diapirs, and the viscosity ratio becomes lower, down to about 10 À6 for model C4 with grain size of 50 mm.
Dehydration and Viscosity
[38] The effect of dehydration due to partial melting on the rheology is investigated in models D1-3.
The dehydration prefactor in the viscosity applied in these models is used irrespective of the dominant creep mechanism. This is justified by experimental results [Karato, 1986; Kohlstedt, 2000a, 2000b] , indicating similar increases in creep velocity due to hydration for both diffusion creep and dislocation creep.
[39] In model D1, the viscosity is multiplied by a factor 10 when the degree of depletion becomes higher than a threshold value, as described in the model section (2.1). The results of this viscosity prefactor are illustrated in Figure 10 . Frames c1 -3 show the viscosity field, in which the effect is clearly recognizable in the viscosity contrast around 200 km depth which coincides with the bottom of the (chemical) root. The development of the diapir is illustrated in frames a1 -3, which show the degree of depletion. The diapir develops a mushroom shape during its ascent to about 90 km depth, where the head flattens. The diapir reaches a minimum depth in about 10 Myr. The maximum degree of depletion attained is 0.39, as shown in frames d1-3.
[40] The dehydration prefactor in the viscosity model is increased to 50 in model D2, of which results are presented in Figure 11 , and in Animation 2. Again the effect of the viscosity prefactor is clearly visible in the viscosity snapshots (frames c1-3). The diapir now rises more slowly (compared to model D1). It develops a similar mushroom shape, though it takes more time. The diapir head rises to about 100 km depth, which is reached in about 25 Myr. The maximum degree of depletion F max = 0.39 is similar to that of model D1. [41] Figure 12 shows results of model D3, which has a dehydration prefactor of 200 in the viscosity equation, slightly higher than the upper limit of 180 given by Hirth and Kohlstedt [1996] . This results in a strong viscosity contrast at the base of the lithospheric root at 200 km depth (see frames c1-3), where now also the shape of the melting diapir can be recognized in the viscosity fields, and a very slow penetration of the diapir into the root. The diapir head flattens during its ascent and has reached a depth of about 125 km at 49.7 Myr (frame a3), where the ascent velocity is less than 1 mm/yr and still dropping.
Ascent Velocities
[42] Time series of the vertical velocity were calculated for a number of monitor tracer particles to determine the ascent velocity of the diapiric head. Representative results are presented in Figure 13 . Two stages can be discerned for each model. During the initial stage, the diapir rises at a more or less constant velocity. At some point the diapir starts to slow down as it encounters stiffer resistance.
[43] Model N1 (frame a) shows an ascent velocity which is several centimeters per year for about the first 10 million years, with a maximum of just over 10 cm/yr in the initial phase. Model N2, which has a somewhat weaker rheology, shows rapid ascent in the order of meters per year in the initial phase, but the velocity drops below 1 m/yr around 180 ka.
[44] The composite rheology models C1, C2 and C3 show similar shapes of the velocity evolution (Figure 13b ), however with much higher velocities compared to model cases N1 and N2, with a high maximum value in the initial stage of nearly 1500 m/yr and values of several 100 m/yr during the first 500 years of the run. The velocity drops to about 100 m/yr at 1 ka and 1 cm/yr at 150 ka. Note that three almost identical curves are shown in Figure  13b , illustrating the self-regulating effect of the composite rheology, resulting in very similar ascent velocities for very different overall viscosities. [45] The maximum vertical velocity for the dehydration models D1, D2 and D3 is 16 m/yr, 50 cm/ yr and 8 cm/yr, respectively, attained in the early stages of diapir ascent (Figure 13c ). The influence of the dehydration prefactor in the viscosity equation is evident from the lower ascent velocities compared to the composite rheology models. Compared to the composite rheology model C1, initial ascent velocities are 2 to 4 orders of magnitude lower. Velocities drop off to approximately 1 cm/yr at 1.2 Myr, 1.6 Myr and 2.7 Myr, respectively, and continue to drop to negligible levels.
[46] We have tested the sensitivity of the model to the amplitude of the thermal perturbation which initiates the diapirs. Figure 14 shows three series of 3 snapshots of the degree of depletion field of a composite rheology model with grain size 1 mm and with three different perturbation amplitudes T of 3%, 4% and 5%, respectively, of the background temperature, which is approximately 1850 centigrade. The frames show the results to be quite sensitive to the amplitude of the initial perturbation.
[47] The maximum root mean square velocity V rms [see van den Berg et al., 1993] values observed have been plotted as a function of the relative amplitude T of the thermal perturbation in Figure 15 . The maximum V rms which was observed during a model run (generally during the initial phase of diapir ascent, illustrated in Figure 13 ) has been included in frame a, for three different model cases (composite 1mm(model case C2), dehydration 1mm with f h = 50 (model case D2), and Newtonian 1mm (model case N2)). The curves in Figure 15a are shaped as the bottom end of a sigmoidal curve (although the shape is less pronounced in the Newtonian case) revealing a transition between two different regimes. The lower amplitude part with a small slope represents cases where the diapir does not fully penetrate the continental root. The upper part with a larger slope corresponds to cases where the initial perturbation is greater than the critical value resulting in penetrating diapirs. Clearly, the transition between these regimes shifts to higher amplitudes T considering successively stronger rheologies from composite C2, to Newtonian N2 to hydration dependent composite D2.
[48] Figure 15b shows the relation between the 2s (2 standard deviations) radius of the thermal perturbation at a constant perturbation amplitude T of 5% of the background temperature. The linear relation in log-log space is quite clear.
P,T Paths
[49] P,T paths of selected monitor tracers have been plotted in Figure 16 , where separate tracers are indicated by different colours. Tracers were selected on the basis of penetration to shallow depths and to show the variation of different paths to shallower levels. A P,T path inferred from cratonic peridotites has been included as a solid black line. Only one composite model is shown (C2), as the paths for the same tracers are quite similar in the other composite models. Although the timescales of the diapiric processes are vastly different for the different models, the resulting P,T paths are roughly the same for the cases shown, and similar to the inferred cratonic peridotite path by Drury et al. [2001] and model results by de Smet et al. [2000b] and Drury et al. [2001] . Such a similarity between paths derived from numerical models for diapirism and paths inferred for natural cratonic peridotites was also noted by Drury et al. [2001] . Some models show more cooling to lower temperatures (N2, D1) than other models (C2) but this is mainly caused by the running time of the different models, ranging from 497 ka for the composite models to 49.7 Myr for the Newtonian and dehydration models. The short length of the cooling leg (almost horizontal line) of the paths in models D2 and D3 is caused by the low ascent velocity of these models, such that conductive cooling becomes important only at a late stage.
Stress and Strain Rate Histories
[50] Grain size characteristics of rock samples can render estimates of the stress and strain rate history of these rocks, and may therefore be a link between our numerical modeling results and the real Earth. We have used monitor tracer particles to log the second invariant of the local strain rate and stress tensors in time. The modeling results reveal that the maximum strain rates and stresses observed depend quite strongly on the viscosity model. Only monitor particles are presented which experienced partial melting, and which were part of the diapir. Maximum strain rate and stress values which were observed are presented in Table 5 , and the stress and strain rate versus depth for selected tracer particles are plotted in Figure 17 . The maximum stresses observed which are listed in Table 5 vary by less than one order of magnitude. The maximum strain rates, however, vary over nearly five orders of magnitude. The Newtonian models N1 and N2 have maximum strain rates of 7.53 Â 10 À14 s À1 and 1.62 Â 10 À12 s À1 , respectively. This difference is caused by the smaller grain size and therefore lower viscosity of the latter model. The four composite rheology models C1-4 show very similar maximum strain rate values, much higher (3 -5 orders of magnitude) than those observed for the Newtonian models, just over 1 Â 10 À9 s
À1
. Here, the effect of the nonlinear component of the rheology becomes apparent. As can be expected, the dehydration models show lower strain rates because of their higher viscosities, ranging from 1.75 Â 10 À11 s À1 to 3.16 Â 10 À13 s À1 for models D1 to D3.
Discussion and Conclusions
[51] Comparison of the results of models N1 and N2 versus models C1-4 show that the addition of a nonlinear creep component to the Newtonian diffusion creep component of the rheology model strongly increases the ascent velocity and thus reduces the characteristic emplacement timescale for a diapir considerably to less than a conservative hundred thousand years. The results of model C5 (relative to model C1) show that a third-order parameterization of solidus and liquidus, based on Herzberg and Zhang [1996] (used in models N2, C1 -4 and D1 -3), strongly favors diapir development relative to a linear parameterization. The latter third-order parameterization allows for melting at lower temperatures for depths greater than about 200 km than the former linear, thus facilitating melting at these depths. Depletioninduced compositional buoyancy further drives the upward movement of the diapir, thus providing a self-accelerating mechanism for diapir intrusion into and within a continental root. This illustrates the importance of compositional differentiation in the evolution of mantle diapirs.
[52] The results of all models show locally sharp variations in the degree of depletion, most readily observable in the degree of depletion profiles (frames d1-3) of the model result Figures 2-7 and 10-12. Numerical models have indicated that these sharp compositional variations in the lithosphere resulting from mantle diapirism of the kind investigated here may act as seismic P-wave reflectors [de Smet et al., 1999] . Possibly, the sheetlike structures of flattened diapir heads, as predicted by some of our models for a composite rheology, will be detectable in the uppermost mantle by seismic methods as have been applied in recent mantle reflection seismic studies [e.g., Pavlenkova and Yegorkin, 1983; Ellis et al., 1996; Pavlenkova et al., 1996] .
[53] Another aspect related to direct observables is the seismic anisotropy which may be created by the deformation processes included in our models [see, e.g., Tommasi et al., 1999] . Silver et al. [2001] find evidence for preservation of Archean mantle deformation in small or vertically incoherent seismic anisotropy in their region of study (Kaapvaal and Zimbabwe cratons).
[54] The results of the modeling experiments show that a relatively large variations in grain size (two orders of magnitude, which translates to five orders of magnitude in the diffusion creep viscosity prefactor through the grain size exponent m = 2.5) have a limited effect on the dynamics of the diapirs modeled in this work. Although the dominant creep mechanism clearly shifts from diffusion creep to dislocation creep as a result of increasing the grain size parameter, the overall dynamics of the different cases are roughly similar. Detailed analysis of snapshots of the viscosity field reveals a localized zone of high stress and strain rate and low viscosity surrounding the diapiric head. Roughly the same viscosity minima are found in this localized deformation zone for the different composite rheology cases, indicating that a self-regulating mechanism is operative, controlling the ascent.
[55] Concerning the effect of dehydration on the rheology, we have found that this has a strong effect on diapir dynamics. Although two of the three depletion viscosity factors are smaller than those reported by Hirth and Kohlstedt [1996] (factor 100-180), it is quite apparent from the Figure 17 . Paths for selected tracers of model(s) N1, N2, C2 and D2 in stress-depth space and strain rate -depth space, respectively. Figures 17a -17d show the stress as a function of depth for these models, and Figures 17e-17h show the second invariant of the strain rate as a function of depth for selected monitor particle tracers. [Harte, 1983] . The fact that peridotites have been emplaced in the Archean at depths of up to 100 km , and that this depth is not reached by the diapir model with maximum dehydration prefactor f h = 200 (model D3, Figure  12 ) suggests that during the Archean the rheology of the cratonic lithosphere was not completely dry. The model case C2 is used as a reference ( Figure 5 ) in the investigation of the effect of the viscosity factor f h . The shape of the diapir head, the vertical velocity of the diapir and the level to which the diapir penetrates are all strongly influenced by this dehydration factor. With increasing viscosity factor, the shape tends to be more mushroom-like, the ascent velocity of the diapir decreases and the penetrating power is diminished as well.
[56] The different experiments which we have conducted have yielded diapirs showing ascent velocities of several centimeters per year for purely Newtonian model N1 and dehydration model D3 (factor 200) up to several hundred meters per year for the composite rheology models C1, C2, C3 and C4. Although these high end values seem extreme, other workers have reported high velocities in nonNewtonian mantle models. and report ascent velocities for non-Newtonian diapirs over 10 m/yr. Weinberg and Podladchikov [1994] showed that a diapir may rise with velocities of 10-100 m/yr into the middle or upper crust if the wall rock exhibits power law behavior, and Solomatov and Moresi [2000] find velocities of several meters per year for cold plumes formed in a stagnant lid regime convection model. The very high ascent velocities in our models are also facilitated by weakening of the surrounding rock by a large strain rate and a power law rheology (the dislocation creep component), as can be observed in frames c1-3 of Figures 4-7.
[57] A comparison of stress and strain rate histories obtained in this study with geological observations might help to constrain models of mantle diapirism in view of the large uncertainty in the model parameters applied. Structures and microstructures in these mantle rocks provide some independent control on the conditions of deformation during diapir upwelling in cratonic lithosphere. The differential stress during high temperature deformation can be estimated from the dynamic recrystallized grain size. If the temperature during deformation is known then strain rates can be estimated from the stress and temperature estimates.
[58] The stress and strain rate histories within the model diapirs show relatively high initial strain rates (up to 10 À10 to 10 À9 s À1 for model C2, see Figure 17 and Table 5 ) and stress levels (2-7 MPa). The dynamic recrystallized grain size produced during the initial diapir intrusion should be around 1 to 15 mm. As upwelling continues stress and strain rate decrease overall, although many tracers experience a strain rate and stress pulse at shallow depths with stress levels up to 1 MPa. The last stages of deformation at shallow depth occur with decreasing stress and strain rate at stress levels less than 1 to 0.5 MPa. The decaying strain rates can be related to the cooling of the diapir as it accretes into the lithosphere. If the dynamic recrystallized grain size remained ''in equilibrium'' with the stress in the final stages of deformation then a grain size between 1.5-10 cm would be expected. This estimate of the dynamically recrystallized grain size is based on an experimental calibration for olivine with low water content over a temperature range of 1100-1650C [Karato et al., 1980; van der Wal et al., 1993] . As the diapir cools down the stress and strain rate decrease to very low values such that the material will become ''annealed.'' In this situation the grain size will be modified by static recrystallization with the grain size depending on the amount of residual strain in the grains, the time of annealing and the temperature during annealing. structures of the Norwegian peridotites are consistent with significant static recrystallization as strain free grains (1-4 mm) have replaced much larger deformed grains (1 -10 cm diameter). Similar trends are found in kimberlite xenoliths and in the spinel peridotites from the North Pyrenean fault zone [Fabriès et al., 1991] . The large grain sizes found as relict grains in the cratonic peridotites are consistent with the grain size to be expected from the numerical models. The large grain sizes (1-30 cm) found as relict grains in the cratonic peridotites are consistent with the dynamic recrystallized grain size predicted (1.5-10 cm) from the stress levels in the numerical models for the last stage of deformation. The static recrystallized microstructure of cratonic peridotites is also consistent with the thermomechanical history of diapirs in the numerical models. In the Norwegian peridotites, however, the recrystallized grain size is smaller than the initial grain size which suggests a more complex history with a second deformation and recrystallization cycle, possibly related to later subduction and exhumation, supercilious on the coarse microstructure produced by diapiric intrusion.
[60] Rough estimates of the strain rates during the high temperature history of the Norwegian cratonic peridotites can be made from stress and temperature estimates combined with experimental flow laws. For a stress of 0.5 MPa and a temperature range of 1350-1600°C estimated from early mineral assemblies [van Roermund and Drury, 1998; Drury et al., 2001] strain rates in the range of 7 Â 10 À15 to 1.4 Â 10 À12 s À1 are indicated for dry olivine and 1.4 Â 10 À12 to 2.0 Â 10 À10 s À1 for wet olivine [Chopra and Paterson, 1984] . This broad range of strain rates is compatible with strain rates obtained from the numerical models (Figure 17 ) during the last stages of diapir intrusion into the lithosphere.
[61] Note that local strain rates in the diapir can be very high and much higher than strain rates expected from typical plate tectonic rates. Some spectacularly sheared xenoliths are found in kimberlites [Nixon and Boyd, 1973; Boullier and Nicolas, 1973] and estimates of deformation conditions imply very high stress and strain rates [Goezte, 1978; Mercier, 1979] . Kimberlite magmatism may be associated with diapirs in the modern mantle [Green and Gueguen, 1983; Haggerty, 1994] . These diapirs would be quite different from those modeled in this study, if only because the potential temperature of the mantle is of the order of 300 centigrade lower, which strongly increases viscosities. However, we note that the very high strain rates and stress levels estimated for the sheared xenoliths could be consistent with deformation during diapiric intrusion, although this would need to be tested with models which include wet melting in a modern mantle.
