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Abstract 
 
 The adoption of advertising and product differentiation 
strategies normally associated with monopolistically competitive 
industry structures calls into question the competitive assumption 
generally utilized in agricultural econometrics.  The scale of large 
corporate, and sole proprietor, farms has also expanded during the 
past century and a half.  As a means for examining the competitive 
hypothesis, a univariate time series methodology is proposed that 
involves both formal statistical testing and informal inference 
regarding individual model characteristics.  Empirical analysis 
utilizes data for seven vegetable producing regions of the United 
States. 
 
 
Introduction 
 
 Regional agriculture has undergone many changes throughout 
the economic history of North America.  Although it is generally 
assumed that competitive conditions prevail, many segments of 
agriculture have clearly begun to use advertising and product 
differentiation strategies normally associated with monopolistically 
competitive industry structures.  The scale of large corporate, 
and sole proprietor, farms has also grown tremendously during 
the past century and a half.  As a means for examining the competitive 
hypothesis, a univariate time series methodology is proposed that 
involves formal statistical testing as well as informal inference 
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regarding individual model characteristics.  Empirical analysis is 
carried out using data for seven different vegetable producing regions 
of the United States. 
 
 Univariate autoregressive moving average (ARIMA) time 
series modeling under the Box and Jenkins (1976) steps of 
identification, estimation, diagnostic checking, and forecasting is 
widely used in business, policy, and academic applications.  Its 
flexibility in handling different data generating processes has 
contributed to its popularity.  A small sample of specific applications 
include business management (Nerlove, 1983), macroeconomic 
forecasting (Nelson, 1984), producer expectations hypothesis testing 
(Goodwin and Sheffrin, 1984), exchange rate behavior (Enders, 
1995), and regional housing supply analysis (Fullerton, Luevano, and 
West, 2000).  Equations reported in this paper were originally 
proposed as mechanisms for generating quasi-rational expected prices 
in regional vegetable supply functions (Fullerton and Huffman, 2001). 
 
 Though widely used, economic information contained in 
univariate statistical models is frequently overlooked and the 
implications inherent in different model structures not discussed.  The 
objective of this paper is to illustrate an example of how qualitative 
information may be inferred from univariate ARIMA equations.  
Subsequent sections include a discussion of the methodology 
employed, a presentation of empirical results plus limitations to the 
approach selected, and conclusions.  The results section also describes 
the data sources. 
 
Methodology 
 
 Empirical studies in agricultural economics generally assume 
producers operate under the classic conditions of competition 
(Huffman and Evenson, 1989).  An important characteristic of highly 
competitive industries is that productive activities result only in 
normal profits in the long-run (Pindyck and Rubinfeld, 2001).  When 
firms earn normal profits, revenues are just sufficient to cover all 
production-related expenses.  Over the long-run, then, neither positive 
or negative economic rents accrue to participants in competitive 
markets.  The marginal return generated by the sale of an economic 
good is measured by the price received by the seller.  If the ratios of 
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prices received to the costs of producing that good are taken over time, 
an ARIMA model estimated for the resulting series can suggest 
whether economic rents flow to producers.  As discussed below, this 
inference may be directly tested or indirectly observed. 
 
 As is well known, time series analysis frequently requires 
differencing to be utilized to induce first moment stationarity for 
variables that contain trend components (Enders, 1995).  In univariate 
models estimated for differenced working series, a statistically 
significant constant term highlights the presence of a unidirectional 
shift or deterministic trend in the mean of the base data.  This can be 
easily shown.  Define Xt = Yt - Yt-1 , where Xt is the working series for 
parameter estimation purposes, Yt is the variable of interest, and t 
denotes periods 1, 2, 3, …, n. 
 
Suppose that Xt is best characterized by a moving average 
representation of order one with a constant.  The following equations 
then result: 
 
Xt  =  Q0  +  Q1Ut-1  +  Ut    (1) 
 
Yt  -  Yt-1  =  Q0  +  Q1Ut-1  +  Ut     (2) 
 
Yt  =  Yt-1  +  Q0  +  Q1Ut-1  +  Ut ,    (3) 
 
where Q0 represents a constant term, Q1 the moving average parameter 
at lag one, and Ut a disturbance term at time period t.  In Equation 3, if 
Q0 is non-zero, Yt is non-stationary and has a trend.  More 
specifically, the level of Yt changes by the amount of the constant Q0 
every period.  Higher order differencing schemes would employed in 
cases involving more rapid changes in the level of a series over time 
(Box and Jenkins, 1976; Engsted, 1993; Fullerton, 1993). 
 
In models where differencing is used to induce stationarity in 
the dependent variables, it is thus seen that the constant terms contain 
important information related to those series’ behavior over time.  An 
ARIMA equation fitted to a relative price series as defined above can 
highlight the presence of greater than normal profits in specific 
industries.  Depending on the sign of the coefficient, a statistically 
significant intercept term would suggest that the marginal return to 
suppliers is growing faster, or slower, than the marginal cost of 
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producing a particular commodity.  To formally test this possibility, 
the null and alternative hypotheses for an arbitrary significance level 
are: 
 
H0:  Q0  =  0,    Ha:  not H0 .     (4) 
 
The computed t-statistic associated with the constant will indicate 
whether or not the null hypothesis should be rejected.  In the case of 
potential multicollinearity, the latter decision can also be augmented 
by an F-test plus comparison of the restricted and unrestricted 
equation goodness-of-fit chi-square Q-statistics and standard error 
estimates.  The validity of the test is independent of model form. 
 
Results 
 
 To conduct the empirical analysis, price data were collected 
for fresh market tomatoes, cucumbers, and green peppers grown in 
seven major producing regions of the United States.  The latter include 
Florida, South Carolina, Texas, North Carolina, New Jersey, New 
York, and Ohio.  Annual data on average prices per hundred-weight 
marketed can be obtained from the U.S. Department of Agriculture 
publication Agricultural Prices.  Another U.S.D.A. publication, 
Agricultural Statistics, provided the index for prices paid on items 
used in production.  In addition to physical items used in production 
(fertilizer, fuel, seed, etc.), the latter index also includes interest, tax, 
and wage components.  Use of this deflator permits comparison of the 
returns associated with each crop to the effective costs of production.  
Table 1 lists the acronyms used to define the variables. 
 
 As discussed in Fullerton and Huffman (2001), data utilized 
are for the 1950-1980 period.  Many authors recommend 50 or more 
observations when estimating the autocorrelation function (ACF) of a 
series, but offer few reasons why (Pankratz, 1983).  Box and Jenkins 
(1976) do offer one guideline for assessing the question of  
 
Table 1 
Variable Names 
 
FWT  Florida Winter Tomatoes 
FWP  Florida Winter Green Peppers 
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FST  Florida Spring Tomatoes 
FSC  Florida Spring Cucumbers 
FSP  Florida Spring Green Peppers 
 
FFT  Florida Fall Tomatoes 
FFC  Florida Fall Cucumbers  
FFP  Florida Fall Green Peppers 
 
SCT  South Carolina Spring Tomatoes 
SCC  South Carolina Spring Cucumbers 
 
TST  Texas Spring Tomatoes 
TSC  Texas Spring Cucumbers 
TSP  Texas Spring Green Peppers 
 
NCT  North Carolina Summer Tomatoes 
NCP  North Carolina Summer Green Peppers 
 
NJT  New Jersey Summer Tomatoes 
NJC  New Jersey Summer Cucumbers 
NJP  New Jersey Summer Green Peppers 
 
NYT  New York Summer Tomatoes 
NYC  New York Summer Cucumbers 
 
OHT  Ohio Summer Tomatoes 
OHP  Ohio Summer Green Peppers 
 
 
 
adequate sample size.  Let Rk represent the ACF of a given series 
where k = 0, 1, 2, …, n, and n is the number of observations.  Useful 
estimates of Rk can be calculated for k < n/4.  Accordingly, ACFs used 
to develop the univariate specifications reported below were limited to 
maximum lag lengths of seven for each series analyzed.  In cases 
involving higher frequency data (weekly, monthly, quarterly), a 
maximum ACF lag length of only seven would potentially be 
regarded as too restrictive.  Data for this study, however, are annual 
and thus circumvent the question posed by seasonality with respect to 
sample size. 
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 Estimation results are presented in Table 2.  Prior to the 
coefficient estimates, the degree of differencing required to obtain 
stationary working series is shown.  In the next four rows, Pi is an 
estimated autoregressive parameter at lag i, Q0 is an estimated 
intercept, Qj is an estimated moving average coefficient at lag j.  
Numbers in parentheses are computed t-statistics.  Significant spikes 
associated with individual equation residual ACFs are listed in the 
next row along with the associated t-statistic for those lags.  
Cumulative chi-square goodness-of-fit Q-statistics are also shown.  
Because of superior small sample properties, Box and Ljung (1978) 
versions of the Q-statistic are reported for each univariate model (see 
Pankratz, 1983).  Standard errors for each equation are presented in 
the bottom row of Table 2. 
 
 Empirical output for the nineteen relative price series for 
which ARIMA models are estimated exhibits good econometric traits.  
As would be expected for annual frequency agricultural market data, 
the lag structures of the equations are fairly short, with only the North 
Carolina Summer tomato or NCT equation containing a two-year 
autoregressive parameter (see Nerlove, 1979).  Because first-order 
differencing is employed for many of the variables, it is not surprising 
that eight of the models (FWT, FWP, FST, FSC, FFP, FFT, TSC, 
SCC, NYT) contain one-lag moving average parameters.  Of the 
twenty seven nonlinear regression coefficients shown in Table 2, all 
but three satisfy the 5-percent type I error significance criterion.  Only 
one model, Florida Fall tomatoes or FFT, contained a statistically 
significant autocorrelation spike.  All of the Q-statistics indicate strong 
goodness-of-fit for the model results reported. 
 
 Not all of the relative price series could accommodate the 
statistical test described above.  Three series, SCT, NCP, NJC, are best 
characterized by “random walk” schemes that utilize one period 
lagged values as forecasts.  Five of the variables, FFP, TST, TSP, NJP, 
OHP, do not require differencing in order to secure first moment 
stationarity.  While the null hypothesis cannot be formally tested for 
any of these eight cases, it is important to note that perfect competition 
is implied for each of those markets.  This is because all eight model 
specifications implicitly reflect output prices that are not growing 
relative to their respective costs of production.  Because trend non-
stationarity is absent in these relative price series, it can be inferred 
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that the markets for these crops were competitive over the course of 
the sample period examined. 
 
 
Table 2 
Univariate Time Series Models 
 
Market   FWT FWP FST FSC FSP 
 
Differencing  1 1 1 1 1 
 
 
P1         
 
 
P2         
 
 
Q0       -0.143  
      (2.72) 
 
Q1    0.835 0.843 0.665 0.832 0.615 
   (6.51) (8.00) (4.59) (7.72) (4.15) 
 
ACF Spike Lags   
 
 
Chi-Square Q6  7.821 1.933 4.890 2.652 6.853 
 
Standard Error  2.220 5.326 1.773 1.435 2.825 
 
 
One-percent chi-square critical value for 6 degrees of freedom = 16.8. 
 
 
 Of the fourteen equations estimated using differenced 
working series, two contain statistically significant intercept terms.  
The significance level chosen for the two-tailed t-tests is 0.05.  A 
degree of freedom is lost for every parameter estimated.  Additionally, 
another degree of freedom is lost for each degree of differencing 
required to induce first moment stationarity due to the resulting 
reduction in the number of observations comprising the sample.  In the 
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case of Florida Spring cucumbers, FSC, the –0.143 constant term 
indicates returns to farmers decline relative to production costs over 
the course of the sample period.  In contrast, the 0.164 intercept for 
New York Summer tomatoes, NYT, suggests growth in prices 
received systematically exceeds that of production costs for the 
sample period under consideration. 
 
 
Table 2 
Univariate Time Series Models (continued) 
 
Market   FFT FFC FFP SCT SCC 
 
Differencing  1 1 0 0 1 
      RW 
 
P1     -0.457 0.428  
    (2.74) (2.52)  
 
P2     
 
 
Q0      15.44  
     (7.91)  
 
Q1    0.495    0.754 
   (2.83)    (5.98) 
 
ACF Spike Lags  3  
   (2.15)  
 
Chi-Square Q6  6.851 8.824 3.453  0.540 
 
Standard Error  1.897 1.975 6.403  2.315 
 
 
One-percent chi-square critical value for 6 degrees of freedom = 16.8. 
 
 
 
Table 2 
Univariate Time Series Models (continued) 
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Market   TST TSC TSP NCT NCP 
 
Differencing  0 1 0 1 0 
       RW 
 
P1    0.338  0.383 -0.607 
   (1.92)  (2.30) (3.96) 
 
P2       -0.586 
      (3.82) 
 
Q0    9.245  12.98 
   (17.7)  (11.9) 
 
Q1     0.457   
   (2.57)   
 
ACF Spike Lags    
     
 
Chi-Square Q6  1.473 3.762 2.084 4.501 
 
Standard Error  1.967 1.638 3.785 1.978 
 
 
One-percent chi-square critical value for 6 degrees of freedom = 16.8. 
 
 
 Twelve models (FWT, FWP, FSP, FFC,SCC,TST, TSC, 
NCT, NJT, NYC, OHT) contain constants that are not statistically 
different from zero.  Within the context of univariate ARIMA time 
series analysis, this implies that observations in these series deviate 
from their respective means by random fluctuations only.  
Consequently,  the null hypothesis fails to be rejected in those 
instances.  Accordingly, prices received and the costs of production 
are not found to vary systematically with respect to each other for 
these crops during the sample period in question.  Assuming that 
profits did not stabilize at some fixed, real level (unlikely over the 
course of such a long time frame), these markets appear to satisfy one 
of the primary requirements for highly competitive sectors. 
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Table 2 
Univariate Time Series Models (continued) 
 
Market   NJT NJC NJP NYT NYC 
 
Differencing  1 0 0 1 1 
    RW 
 
P1    -0.748  0.321 -0.525 -0.327  
   (4.45)  (1.77) (3.28) (1.86) 
 
P2     
 
 
Q0      6.962 0.164 
     (24.9) (2.72) 
 
Q1       0.664 
     (4.70) 
 
ACF Spike Lags    
     
 
Chi-Square Q6  2.814  2.190 4.881 5.853 
 
Standard Error  1.201  1.071 0.931 1.222 
 
 
One-percent chi-square critical value for 6 degrees of freedom = 16.8. 
 
 
 A primary objective of this paper is to provide an example of 
how univariate ARIMA equations can be utilized for more than their 
mechanical forecasting properties.  It seems logical for a discipline in 
which mathematical optimality provides the guidleline to many 
theoretical results to also maximize the information content available 
from empirical output.  As in most econometric research, however, the 
equations reported herein face limitations in the amounts of qualitative 
insight they can yield (Nerlove, 1983; Clark, Taylor, and Spriggs, 
1992). 
 
 56
 
Table 2 
Univariate Time Series Models (continued) 
 
Market   OHT OHP 
 
Differencing  1 0  
     
 
P1    0.454  
   (2.74)   
 
P2     
 
 
Q0     8.046 
    (20.4) 
 
Q1      
    
 
ACF Spike Lags    
     
 
Chi-Square Q6  9.323 4.134 
 
Standard Error  1.900 1.244 
 
 
One-percent chi-square critical value for 6 degrees of freedom = 16.8. 
 
 
 The hypothesis examined is whether producer markets for 
fresh market vegetables are competitive, an assumption frequently 
made in agricultural economic research.  In twenty of the twenty-two 
relative price series analyzed, the results support that assumption.  
Rejection of the competitive hypothesis in the remaining series, FSC 
and NYT, may require additional effort.  Univariate ARIMA 
equations are descriptive rather than causal.  While the means of the 
Florida Spring cucumber and New York Summer tomato series vary 
systematically over the course of the sample period, the underlying 
cause of these non-random shifts has not been identified.  Evidence 
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uncovered above, however, indicates that price behavior in these two 
regional markets differs from other producer markets. 
 
Conclusion 
 
 Univariate ARIMA time series analysis is used in numerous 
commercial, economic, industrial, and public policy applications.  The 
flexible and accurate treatment of different data generating processes 
has secured the proliferation of this methodology.  Utilization all of 
the information provided by ARIMA models requires looking beyond 
the statistical and forecasting properties of these equations.  Material 
in this paper outlines one means by which this may be accomplished. 
 
 Data series from seven major producing regions of three fresh 
market vegetable crops are analyzed.  To examine the market 
structures under which the commodities are produced, a statistical test 
is proposed.  Implementation of the formal null hypothesis test relies 
upon differencing of the data to secure trend stationarity.  For cases in 
which the data already exhibit first moment stationarity, an alternative 
method by which inferences can be gained is also discussed. 
 
 Results for twenty of the twenty-two relative price series 
indicate that the crops in question were sold under competitive 
conditions.  Eight models could not accommodate formal tests of the 
null hypothesis, but the existence of competitive markets in those 
instances was implied.  In the remaining fourteen ARIMA equations, 
differencing was employed to obtain satisfactory working series.  
Model characteristics in twelve instances fail to reject the null.  In two 
markets, systematic movements in the means of the relative prices 
cause the null hypothesis to be rejected. 
 
 The empirical analysis generally supports the competitive 
market assumption for the fresh market tomato, cucumber, and green 
pepper price series examined.  The methodology presented also 
illustrates one approach under which univariate ARIMA equations can 
yield at least limited qualitative economic information.  While subject 
to constraints in the volume of information that can be provided, 
results discussed above suggest that there is a potentially helpful role 
to be played by interpretive applications of ARIMA techniques in 
economic research. 
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