The dynamics of individual DNA molecules in semidilute solutions undergoing planar extensional flow is simulated using a multi-particle Brownian dynamics algorithm, which incorporates hydrodynamic and excluded volume interactions in the context of a coarse-grained bead-spring chain model for DNA. The successive fine-graining protocol [1, 2] , in which simulation data acquired for bead-spring chains with increasing values of the number of beads N b , is extrapolated to the number of Kuhn steps NK in DNA (while keeping key physical parameters invariant), is used to obtain parameter-free predictions for a range of Weissenberg numbers and Hencky strain units. A systematic comparison of simulation predictions is carried out with the experimental observations of Hsiao et al. [3] , who have recently used single molecule techniques to investigate the dynamics of dilute and semidilute solutions of λ-phage DNA in planar extensional flow. In particular, they examine the response of individual chains to step-strain deformation followed by cessation of flow, thereby capturing both chain stretch and relaxation in a single experiment. The successive fine-graining technique is shown to lead to quantitatively accurate predictions of the experimental observations in the stretching and relaxation phases. Additionally, the transient chain stretch following a step strain deformation is shown to be much smaller in semidilute solutions than in dilute solutions, in agreement with experimental observations.
I. INTRODUCTION
Several studies of single molecules of fluorescently labelled DNA have been carried out in order to gain insight into the conformational evolution of polymer chains when subjected to a variety of flow fields [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] . These studies have not only enabled the direct visual observation of 'molecular individualism' [8, 24] , but have also proved to be of vital importance for the validation of molecular theories of polymer dynamics [1, 16, 17, 19, [25] [26] [27] [28] [29] [30] [31] . Nearly all these investigations have been carried out in either the dilute or concentrated solution regimes, with only a few in the semidilute regime [18, 21, 23, 30, 32] . Given the importance of semidilute polymer solutions, both from a fundamental and a practical [33] [34] [35] point of view, it is essential to gain an understanding of the fundamental physics that govern the dynamics of polymer molecules in this regime. In the dilute regime, single molecules studies have revealed the importance of properly accounting for hydrodynamic and excluded volume interactions in molecular theories [1, [25] [26] [27] [28] [29] . In semidi- * Corresponding author: ravi.jagadeeshan@monash.edu lute solutions, however, it is known that these interactions gradually get screened with increasing monomer concentration [36] [37] [38] . The recent single molecule experiments of Hsiao et al. on planar extensional flow of unentangled semidilute solutions of λ-phage DNA (reported in a companion paper [3] ), provide benchmark data against which molecular theories can be verified. In particular, one can examine if theories accurately capture the subtle changes that occur on the molecular scale, as chains begin to interact and interpenetrate with each other with increasing concentration. The aim of this paper is to carry out simulations with a recently developed multi-chain Brownian dynamics algorithm [39, 40] , which incorporates hydrodynamic and excluded volume interactions in order to compare predictions with experimental observations. Additionally, the technique of successive fine-graining [1, 2] is used to obtain predictions that are independent of model parameters.
Over the past two decades, DNA (and in particular, λ-phage DNA) has been used as model polymer to carry out a number of investigations into single molecule dynamics. The advantage of DNA lies in the monodispersity of the solutions, and the ease with which the molecules can be stained with a dye for visual observation [41] .
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For instance, in dilute solutions, single molecule studies of DNA have been used to examine the stretching dynamics of DNA molecules in extensional flows [7, 8] , stretching and tumbling dynamics in shear flows [9, 10] , dynamics in mixed shear and extensional flows [11] , direct measurements of diffusion coefficients [12, 42] and relaxation times [13] , and to establish the existence of coil-stretch hysteresis [15] . In concentrated solutions, single molecule studies have established the validity of the reptation hypothesis [16] and of scaling theories for the molecular weight dependence of diffusion coefficients [17] . Compared to the wealth of experimental information on single molecule dynamics in the dilute and concentrated regimes, there is comparatively little information on the behavior of macromolecules in the semidilute regime, both under equilibrium and non-equilibrium conditions. The classic early work of Chu and co-workers [21, 30] was the first attempt to relate macroscopic rheological behavior to microscopic dynamics in shear flows. Steinberg and co-workers have measured the longest relaxation times for semidilute solutions of T4 DNA by carrying out stretch relaxation experiments [32] . More recently, Bausch and co-workers [18, 23] have correlated the dynamics of semiflexible polymers in semidilute solutions to the measured dependence of viscosity on shear rate. To our knowledge, there appear to be no measurements of single molecule dynamics in extensional flows of unentangled semidilute solutions, prior to the recent work of Hsiao et al. [3] . It is also worth noting that experiments on single molecule behavior in extensional flows of dilute solutions have either separately examined the unravelling of chains from the coiled to the stretched state [7, 8, 15] , or the relaxation from the stretched to the coiled state [13, 15] . The experiments of Hsiao et al. [3] are unique in that they document the response of single chains to step-strain deformation followed by cessation of flow, both in the dilute and semidilute regime, and provide an opportunity to validate simulation predictions of chain stretch and relaxation in a single experiment.
In the case of dilute polymer solutions undergoing extensional flow, several studies have shown that it is necessary to incorporate the finite extensibility of chains, and the presence of hydrodynamic and excluded volume interactions into molecular theories in order to obtain an accurate prediction of experimental measurements [2, [25] [26] [27] [28] [29] 43] . In addition to having to choose the level of coarse-graining through a choice of the number of beads in a bead-spring chain, N b , the incorporation of these phenomena entails the choice of parameters associated with each of them when carrying out simulations. Thus a choice needs to be made for the values of the nondimensional finite extensibility parameter, b, the nondimensional bead radius, h * , which is a measure of the strength of hydrodynamic interactions, and the nondimensional excluded volume parameter, z * , which is a measure of the difference between the solution temperature and the theta temperature. Prakash and co-workers [1, 2, 44] have shown that by using the method of successive fine-graining, predictions can be obtained that are independent of the choice of parameters in the model. The successive fine-graining technique is a specific protocol by which simulation data acquired for bead-spring chains with increasing values of N b , is extrapolated to the number of Kuhn steps N k in the polymer chain being simulated. It essentially exploits the universal behavior observed in solutions of long chain polymers, to obtain parameter free simulation predictions. In dilute solutions, the use of successive fine-graining has been shown to lead to quantitatively accurate predictions of the conformational evolution of λ-phage DNA in cross-slot cells [1] and the extensional viscosity of both DNA [45] and polystyrene solutions [2, 46] in uniaxial extensional flows. The aim of the present paper is to use the successive fine-graining technique to predict the conformational evolution of DNA molecules in unentangled semidilute solutions when subjected to step-strain deformation followed by cessation of flow, and to verify if accurate predictions of the experimental measurements of Hsiao et al. [3] can be obtained.
Several different mesoscopic simulation techniques have been developed over the past decade for describing the dynamics of unentangled semidilute polymer solutions which take into account the presence of intra and intermolecular long-range hydrodynamic interactions [39, [47] [48] [49] [50] [51] . By implementing the Kraynik-Reinelt periodic boundary conditions for mixed flows [52, 53] , Prakash and co-workers [40] have recently developed an optimized multi-particle Brownian dynamics algorithm that can simulate arbitrary planar mixed shear and extensional flows of polymer solutions at finite concentrations. This algorithm is used in the present work to implement the successive fine-graining technique in the context of planar extensional flows.
The structure of the paper is as follows. In section II and in the supplementary material, the governing equations for a bead-spring chain model are given along with the definitions of various observable quantities. In section III, a brief overview of the successive fine-graining technique is presented. A detailed comparison of simulation predictions with the experimental observations of Hsiao et al. [3] , in dilute and in semidilute solutions, is presented in section IV. In particular, we carry out a qualitative comparison of the probability distribution of fractional stretch in planar extensional flows, and a quantitative comparison of the conformational evolution of individual chains subjected to a step-strain deformation followed by cessation of flow. A discussion of the reasons why the successive fine graining scheme may be expected to work, and the conditions under which it breaks down are discussed in section V. Finally, in section VI, we summarise the principal conclusions of this work.
II. BEAD-SPRING CHAIN MODEL OF DNA
A coarse-grained bead-spring chain model is used to represent DNA molecules, with each chain consisting of a sequence of N b beads (which act as centers of hydrodynamic resistance) connected by N b − 1 massless wormlike chain (WLC) springs that represent the entropic force between two adjacent beads. A semidilute solution of DNA molecules is obtained by immersing an ensemble of N c such bead-spring chains in an incompressible Newtonian solvent. The bulk monomer concentration of the solution is defined by c = N/V , where N = N b × N c is total number of beads per cubic simulation cell of edge length L sim , and V = L 3 sim , is the volume of each periodic cell. As detailed in the supplementary material, the inter and intramolecular hydrodynamic interactions between the beads are modeled using the Rotne-Prager-Yamakawa (RPY) tensor, while bead overlap is prevented by using a pairwise repulsive narrow Gaussian excluded volume potential. For the purpose of non-dimensionalising length and time units, a length scale l H = k B T /H and a time scale λ H = ζ/4H are used respectively, where T is the temperature, H is the spring constant, k B is the Boltzmann constant, and ζ is the hydrodynamic friction coefficient associated with a bead. Within this framework, the time evolution of the dimensionless position, r * ν (t * ) of a typical bead ν, is governed by a stochastic differential equation, which can be numerically integrated with the help of Brownian dynamics simulations. The specifics of the integration scheme, along with details of the simulation protocol, and the particular forms of the spring force and the hydrodynamic interaction tensor used here, are given in the supplementary material.
DNA solutions used in rheological measurements are typically buffered aqueous solutions with an excess concentration of sodium salt, which has been established to be well above the threshold for observing chargescreening effects (see Appendix B of Pan et al. [54] ). Consequently, DNA molecules are expected to behave identically to neutral molecules in good solvents that lie in the crossover regime between θ solutions and athermal solvents, with the solvent quality described by the variable [54, 55] ,
where M is the molecular weight, T θ is the theta temperature, and k is a polymer-solvent chemistry dependent constant. Recently, Pan et al. have estimated that T θ ≈ 15 • C for the DNA solutions that are typically used in rheological experiments, and have also determined the value of the constant k [54, 55] . In particular, they have tabulated the value of z as a function of temperature and molecular weight for a wide variety of DNA fragments. Based on their calculations, a solution of λ-phage DNA is estimated to have a solvent quality z ≈ 0.7 at 22
• C (the temperature at which the experiments reported in Hsiao et al. [3] have been carried out). Interestingly, Sunthar et al. [1, 45] found that using z = 1 (rather than z = 0 or z = 3) in their dilute solution simulations gave the best agreement between predictions and the experimental measurements of Perkins et al. [7] . At equilibrium, experiments and simulations show that for z = 0.7, R g = 1.23 R θ g , while at z = 1.0, R g = 1.29 R θ g (these estimates can be obtained from Eqn. 23 of Ref. [56] which gives a formula for R g /R θ g as a function of z that fits both experimental and simulation data). The difference in equilibrium chain swelling between the two values of z is consequently less than 5%, which is not significant in comparison to experimental and simulation error bars. Anticipating, therefore, that the difference between results for these two values of z will not be significant, we have used a value of z = 1 in all our simulations. However, in order to ensure that this is in fact the case, we have validated this assumption by carrying out simulations with z = 0.7, at one value of the Weissenberg number (Wi = 2.6). The results of the study, which are presented in the supplementary material, show that indeed this assumption is justified.
The solvent quality can be conveniently controlled in simulations with the help of the narrow Gaussian potential [56, 57] 
which determines the force due to excluded volume interactions between any two beads µ and ν. Here, z * is the strength of the excluded volume interactions, and d * is the range of the interaction. A mapping between experiments and simulations is achieved by setting z = z * √ N b , with z * being a measure of the departure from the θ-temperature, and N b being proportional to the molecular weight [56, 58] . As a result, for any choice of N b , z * is chosen to be equal to z/ √ N b such that the simulations correspond to the given experimental value of z. For reasons elaborated in Refs. [56, 59] in the context of dilute polymer solutions, the parameter d * is irrelevant for sufficiently long chains, and is typically calculated by the expression d * = Kz * 1/5 , with K being an arbitrary constant. It is worth noting that in order to establish that simulation predictions obtained with the successive fine-graining protocol are truly parameter free, it is necessary to demonstrate independence from the choice of the constant K in addition to the other model parameters discussed earlier. In the present instance, the influence of K on simulation predictions is examined in the supplementary material, and shown to be irrelevant as expected.
A majority of the experimental measurements by Hsiao et al. [3] in the semidilute regime have been carried out at the scaled concentration c/c * = 1, where c * is the overlap concentration, which is defined here by the expression,
g being the radius of gyration for an isolated chain at equilibrium. The value of c/c * is calculated for each simulation reported here by computing R 0 g a priori from single-chain BD simulations at equilibrium, for the relevant set of parameter values.
The velocity gradient tensor for planar extensional flows is given by [60] (∇v
where˙ * is the elongation rate. Planar extensional flows are generally difficult to study by computer simulations, since fluid elements are exponentially stretched in one direction and contracted in the perpendicular direction. This leads to a very short window of time to observe the dynamics of single molecules since the dimensions of the simulation box rapidly become of order of intermolecular distance. This difficulty can be resolved by the implementation of Kraynik-Reinelt periodic boundary conditions [52, 61, 62] . As mentioned earlier, Jain et al. [40] have implemented these boundary conditions for BD simulations in the context of arbitrary planar mixed flows, and this algorithm has been adopted here.
Simulation predictions are compared with the experimentally measured stretch of molecules, when a semidilute solution is subjected to a step-strain deformation in a planar extensional flow. The stretch of a fluorescently dyed DNA molecule, measured in a cross-slot cell, is the projected extent of the molecule in the flow direction. For a bead-spring chain model, this is calculated from,
where r * µ x is the x-component of the vector r * µ of bead µ, with x being the direction of flow. The mean stretch can be obtained from the bead positions in an ensemble of chain configurations from the ensemble average,
The equilibrium mean stretch is denoted byX * eq . Experimental measurements of stretch are typically reported in terms of the nondimensional ratioX/L, where L is the contour length of stained λ-phage DNA molecules, typically assumed to be equal to 22 µm. However, we often find it convenient to additionally use the expansion ratio,
The longest relaxation time λ 1 is measured experimentally by fitting the terminal 30% of the stretch of a molecule, as it relaxes from a highly extended state, with a single exponential decay [3] . In simulations, the longest dimensionless relaxation time λ * 1 = λ 1 /λ H , for any bead-spring chain with N b beads, is obtained by initially stretching each chain to nearly 90% of its fully extended state, and letting it relax to equilibrium. Details of this procedure are presented in the supplementary material.
III. SUCCESSIVE FINE-GRAINING
The successive fine-graining technique exploits the universal behavior of polymer solutions to obtain property predictions that are independent of the choice of model parameters. At equilibrium, this technique has been widely used to obtain universal predictions from analytical theories and molecular simulations [38, 55, 56, 58, [63] [64] [65] [66] . Essentially, data is accumulated for finite chains, and subsequently extrapolated to the long chain limit, N b → ∞, where the self-similar character of polymer chains is captured. Extrapolation to the long chain limit has also been used to obtain universal predictions in shear flow, where the finiteness of chain length is not relevant for sufficiently long chains at typically measured shear rates [67] [68] [69] [70] [71] [72] . In extensional flows, however, where at high extension rates chains are nearly fully stretched, the finiteness of chain length plays a crucial role in determining the solution's properties. Even under these circumstances, provided the flow has not 'penetrated' below the Pincus blob length scale, universal behavior is still observed [1, 73] (see also discussion in section V). Prakash and co-workers have modified the successive fine-graining technique for infinitely long chains, by making it applicable under conditions where it is important to account for the finite length of a chain [1, 2, 44, 74] . While at its core, the modification consists of changing the extrapolation limit from N b → ∞ to (N b − 1) → N k , where N k is the number of Kuhn steps in the underlying chain, the details of the method are more subtle and complex. Sunthar and Prakash have discussed the procedure in great detail in Ref. [1] . For the sake of completeness, and since it is used in the context of semidilute solutions here for the first time, we briefly motivate and explain the salient features of the technique below.
An example of a universal equilibrium property for dilute polymer solutions under θ conditions is the FloryFox constant U θ ηR , defined by [37] ,
where R θ g is the radius of gyration, [η] θ is the zero shear rate intrinsic viscosity, and N A is Avagadro's constant. It is a surprising experimental observation that U θ ηR attains its universal value of 1.49 ± 0.06 for a wide range of polymer-solvent systems [75] , for molecular weights as low as M = 50, 000 g/mol [76, 77] . As a result, it is clear that the intrinsic viscosity at the θ temperature for a majority of dilute solutions of linear flexible polymers can be calculated once the radius of gyration of the polymer under θ conditions is known. For polymer solutions in the crossover region between θ and very good solvents, an ad-ditional variable, namely the solvent quality parameter z is required to describe universal behavior. For instance, for a number of different polymer-solvent systems, the ratio,
[η] θ g and z are known.
Bead-spring chain models with Hookean springs need three parameters {N b , h * , z * }, to be specified, when nondimensionalized with the length scale l H , and time scale λ H . While the strength of hydrodynamic interactions is specified by the draining parameter [80, 81] , h = h * √ N b , the strength of excluded volume interactions [82, 83] is determined by z = z * √ N b . Typically, the parameters h * and z are kept constant when implementing the successive fine-graining procedure of extrapolating finite chain data to the long chain limit, N b → ∞ [38, 55, 56, 58, 63, [65] [66] [67] [68] [69] [70] [71] . This implies that universal property predictions at equilibrium and in shear flow are obtained in the non-draining limit h → ∞ (independent of the particular choice made for h * ), and at a specific location in the crossover regime specified by the solvent quality z.
The modified successive fine-graining procedure for polymer solutions in extensional flows [1, 2] also leads to universal predictions in the limit of large h and constant z. However, the use of finitely extensible springs in place of Hookean springs, in order to account for finite chain length, leads to significant changes in the implementation of the procedure.
When subjected to extensional flow, a dilute polymer solution in the crossover regime is characterized by the following set of variables: R θ g , z, L, Wi, . Here, L is the finite contour length of the chain, Wi = λ 1˙ is the Weissenberg number, with˙ being the extension rate, and =˙ t the Hencky strain, which measures the extent of deformation from the onset of flow. The protocol for successive fine-graining of finite chains described briefly below, ensures that universal property predictions are obtained for this set of prescribed experimental variables.
The maximum number of conformational degrees of freedom for a finite chain is the number of Kuhn steps, N k . Extrapolation of finite chain data can consequently only be carried out to the limit (N b − 1) → N k . The number of Kuhn steps in a flexible linear chain can be determined from the expression,
While the θ temperature for DNA in aqueous solutions with excess sodium salt (typically used for cross slot flow measurements), has been shown to be roughly 15
• C by Pan et al. [54] , there does not yet seem to be an accurate measurement of R θ g . In the absence of information on R θ g , N k can also be found from the expression N k = L/(2λ p ), where λ p is the persistence length. In Appendix B of Ref [54] , Pan et al. have reported measurements of λ p by various authors, using a variety of different techniques, to be roughly 50 nm in the presence of excess sodium salt. As a result, using a contour length of 16 µm, suggests N k = 160. On the other hand, staining with YOYO-1 dye is known to increase the contour length [7, 8] . The recent experiments by the Doyle group [84] suggest that the contour length is increased by 38% at full saturation of one YOYO-1 per four base pairs of DNA. For λ-phage DNA, this implies a stained contour length of 22 µm, in agreement with earlier estimates [7, 8] . If the persistence length remains unchanged subsequent to the intercalation by the dye, as suggested in Ref. [84] , then the number of Kuhn steps would be roughly N k = 220. Sunthar and Prakash [1] have argued that results of the successive fine-graining procedure are insensitive to a choice of N k in the range 150-300, and have used N k = 200 in their simulations of dilute λ-phage DNA solutions subjected to extensional flow. It is worth noting that since results are extrapolated to the limit 1/N k , this range of N k values implies extrapolating finite chain data to either 0.08 or 0.06. While we have not carried out extensive studies to investigate the influence of the choice of N k for semidilute solutions, we have adopted the value N k = 200 in the current simulations based on these arguments.
The centrality of the finiteness of chain length is maintained in the successive fine-graining procedure by ensuring that at every level of coarse-graining, the fully stretched length of the bead-spring chain is identical to the contour length of the polymer being modelled. As a consequence, for any choice of the number of beads N b
In order to be consistent with the equilibrium properties of the polymer, it is also required that the radius of gyra-tion of the bead-spring chain under θ conditions remains unchanged with fine-graining.
Defining the dimensionless mean square length of a single finitely extensible spring in the bead-spring chain,
where Q 2 is the dimensional mean-square end-to-end vector of a single spring, it is straight forward to show that [1, 85] 
Evaluating the ratio L 2 / R θ g 2 from Eqs. 11 and 13, and using the definition of N k in Eq. 10 implies,
Sunthar and Prakash [1] have shown that for wormlike chains,
where φ * c is the nondimensional spring potential, The quantity χ 2 (b) also plays an important role in the treatment of hydrodynamic and excluded volume interactions in the successive fine-graining procedure. For a bead-spring chain with finitely extensible springs, the draining parameter can be shown to be given by the ex-
while the solvent quality can be shown to be given by [1] ,
Note that χ(b) → 1 in the limit N b → ∞. When carrying out the successive fine-graining procedure for infinite chains, as mentioned earlier, the parameter h * is held constant as N b → ∞, while z * is calculated from z * = z/ √ N b at each level of fine-graining. On the other hand, during the successive fine-graining procedure for finitely extensible bead-spring chains,h * is held constant at each level of fine-graining, which implies, h * =h * χ(b), and z * is calculated from the expression, z
3 . Sunthar and Prakash [1] and Pham et al. [44] have shown that at equilibrium (where Wi and are not relevant variables), extrapolation of finite chain data to the limit (N b −1) → N k , using this procedure, leads to property predictions that are in quantitative agreement with known results for bead-rod chains with N k rods. Additionally, Pham et al. [44] established the validity of the successive fine-graining procedure in steady shear flow by comparing bead-spring chain results with the results of a bead-rod model and a stiff FENEFraenkel spring model, both in the absence and presence of hydrodynamic and excluded volume interactions. 
(iii) Oncė
* is known for any N b , simulations are carried out until a nondimensional time t * , such that˙ * t * = . By maintaining Wi and identical to experimental values at each level of fine-graining in this manner, we ensure that the extrapolated results in the limit (N b − 1) → N k are also at the specified experimental values.
To date, the successive fine-graining procedure for finite chains has only been used in the context of dilute polymer solutions [1, 2, 44, 46] . Recently Jain et al. [38] have extrapolated finite chain data to the long chain limit in the semidilute regime, to obtain universal predictions of the ratio of semidilute to dilute single chain diffusion coefficients at various values of concentration. In the present paper, we use the successive fine-graining procedure for finite chains to compare simulation predictions for extensional flows of semidilute solutions with the experimental measurements of Hsiao et al. [3] .
IV. RESULTS AND DISCUSSION
A striking early observation of single molecule experiments in dilute solutions [8] was the enormous variability in the transient stretching dynamics of the different molecules, a phenomena characterised by de Gennes as 'molecular individualism' [24] . Hsiao et al. [3] have ob- served a similarly wide distribution of configurations in their observation of individual molecular trajectories at c/c * = 1, albeit with qualitatively different molecular conformations in semidilute solutions compared to dilute solutions. Individual trajectories obtained by simulating 67 chains in the main simulation box (with N b = 45 and parameter values reported in the figure caption) are displayed by the black curves in Fig. 1 . The dashed red curve is the ensemble average over the chains. Clearly, wide variability in the manner in which chains unravel from the coiled to the stretched state is also observed in our simulations of extensional flow. The inset to Fig. 1 , which compares the standard deviation in the experimental and simulation stretch data as a function of strain, reveals that the spread of stretch values is of similar magnitude in both cases.
A qualitative comparison of the probability distribution of chain extension observed in a simulation with N b = 45, and the experiments of Hsiao et al. [3] , is shown in Fig. 2 . Essentially 50 simulations, each with 67 chains in the main simulation box, were carried out and the fractional extension (X * max /L * ) for each of the chains was calculated at various values of , and the results were binned as indicated in the figure. Here,
The number of chains in each of the bins, 0
, was divided by 3350 (the total number of chains in the sample), to obtain the probability distribution. Fig. 3 represents the fractional extension of the ensemble of chains as a cumulative distribution, and gives an alternative perspective of the same data. Note that the method of successive fine-graining has not been applied and the simulation results are at a single value of N b . Nevertheless, a good qualitative agreement can be observed, with simulations reflecting the experimental observation of a broadening of the distributions as the accumulated strain increases, with the persistence of chains that remain partially unravelled even at high strains. There is greater variability between the results of simulations and experiments at high fractional extensions and high strain. As will be clear in the subsequent discussion of the results of successive fine graining, it is essential to capture the many degrees of freedom in the real system in order to get close agreement between experimental and simulation results. As mentioned earlier, the unique character of the single molecule experiments of Hsiao et al. [3] is the implementation of a step input on the strain rate˙ , followed by the cessation of flow once the fluid has accumulated a Hencky strain of . This enables the observation of the non-equilibrium stretching and relaxation dynamics in a single experiment. Fig. 4 compares the experimental measurements of the ensemble average stretch ratio E by Hsiao et al. [3] at c/c * = 1, and Wi = 2.6, with BD simulations carried out at various values of N b . The flow is maintained until = 13, before being switched off, and the subsequent relaxation is observed for a period of time measured in terms of the nondimensional units, t/λ 1 . The use of the stretch ratio and non-dimensional time as the axes enables a direct comparison of simulation and experiments. Clearly, the qualitative behaviour observed in experiments is captured in the simulations. The chains unravel from the coiled state and reach a steady-state value of stretch after about 8 Hencky strain units. While the curves for the different values of N b are quite different from each other in the stretch phase, they become more tightly bunched together as the chains relax towards their equilibrium coiled state. This is because all chains, regardless of their length, relax to a common value of E = 1 at long times. In spite of the simulation predictions becoming closer to experimental measurements for increasing values of N b , the significant quantitative difference between simulations and experiment at all values of N b reported in Fig. 4 , points to the importance of capturing all the degrees of freedom of the polymer chain being simulated. This is precisely the purpose of successive fine-graining, which we carry out below.
As described in section III, the successive fine-graining technique maintains the key experimental variables constant at each level of fine-graining. For the experimental results displayed in Simulation predictions of the stretch ratio E in a step strain followed by cessation of flow simulation, both in the stretch phase (at = 1.0, = 4.0, = 7.0, and = 13.0), and in the relaxation phase (at t/λ 1 = 0.5, t/λ 1 = 1.0, t/λ 1 = 3.0, and t/λ 1 = 4.0), at two different values ofh * , for a set of coarse-grained chains with N b = {6, 8, 10, 12}, are shown in Figs. 5 and 6, respectively. In each case, data accumulated for these values of N b is extrapolated to the limit (1/ √ N k ) = 1/ √ 200. Clearly, in all cases, the extrapolated value of the expansion factor E is independent of the choice of value for h * , within simulation error bars. As mentioned earlier, for the results to be truly parameter free, it is necessary to demonstrate independence of the extrapolated results from the choice of the constant K in the narrow Gaussian potential as well. In the supplementary material, we show that data accumulated for various values of N b , at Wi = 2.6 for two different values of K, extrapolate to a common value (within error bars) in the limit (1/ √ N k ). This implies that at Wi = 2.6, in the stretch and relaxation phases, local details of the chain (such as the nondimensional bead radius and the range of the excluded volume potential) are masked from the flow, even though the polymer chains are exposed to a flow field, and universal predictions independent of choice of parameter values are obtained.
We can anticipate that at higher Weissenberg numbers, and large values of strain, as the flow penetrates down to the shortest length scales of the chains, the different values chosen forh * may get "revealed", leading to predictions that are no longer parameter free. In the next section, we develop a simple scaling argument to obtain an estimate of the Weissenberg number at which this might happen. For all the values of Wi, and t/λ 1 considered in the experiments of Hsiao et al. [3] , however, we obtain parameter free predictions from the successive fine-graining procedure.
Hsiao et al. [3] have carried out step strain followed by cessation of flow experiments, for an ultra-dilute solution (c/c * = 10 −5 ) and for a semidilute solution (c/c * = 1), for a range of different Weissenberg numbers. Predictions of the transient stretch ratio, obtained by carrying out the successive fine-graining procedure for a dilute solution with c/c * = 6.25 × 10 −12 at Wi = 2.1, and for a semidilute solution with c/c * = 1 at Wi = {0.6, 1.4, 2.6}, at each of the measured values of in the stretch phase, and t/λ 1 in the relaxation phase, are shown in Fig. 7 , and compared with the measurements of Hsiao et al. [3] . Clearly, the agreement between simulations and experiments is remarkable, and shows the usefulness of the successive fine-graining procedure in obtaining parameter free predictions that are in quantitative agreement with measurements. Further, they suggest that coarsegrained Brownian dynamics simulations appear to be capable of capturing the important physics that determine the dynamics of semidilute solutions.
An important experimental observation by Hsiao et al. [3] is that the average transient fractional extension in start-up of planar extensional flow in a semidilute solution is much smaller than in a dilute solution, suggesting that interactions with surrounding chains restrains the stretching of chains. The formation of transient structures due to intermolecular interactions has been proposed in earlier experiments on semidilute solutions in shear flow [18, 21, 23, 30] . Fig. 8(a) compares the prediction by successive fine-graining of (X/L) versus , for a dilute solution (at c/c * = 6.25 × 10 −12 ) and a semidilute solution (at c/c * = 1), for three different values of the Weissenberg number. Clearly, (X/L) is smaller for semidilute solutions than for dilute solutions at all values of Wi and , suggesting that BD simulations also exhibit the strong inhibition of chain stretching in semidilute solutions observed in experiments. The precise nature of the intermolecular interactions that lead to this phenomenon will be investigated further in the future. Fig. 8(b) compares the successive fine-graining predictions of the average transient fractional extension in semidilute solutions, with the experimental observations of Hsiao et al. [3] . This comparison is identical to the one carried out for semidilute solutions in Fig. 7 . However, it is restricted to the stretching dynamics, and is in terms of the ratio (X/L) rather than E. Fig. 8(c) compares the successive fine-graining predictions of (X/L) for dilute solutions with experimental observations. At Wi = 0.6, comparison is made with the measurements of Perkins et al. [7] . The comparison with the dilute solution measurements of Hsiao et al. [3] for Wi = 2.1 is identical to the comparison of stretching dynamics in Fig. 7 , but is reported in terms of (X/L) rather than E. We have not carried out simulations at Wi = 1.2, for which Hsiao et al. 
V. BREAKDOWN OF SUCCESSIVE FINE GRAINING
It is possible to use scaling arguments based on blob theory to understand the observed independence from the choice ofh * , and to get an estimate of the value of Wi at which the successive fine graining scheme may be expected to breakdown. We first make a simple qualitative argument for a dilute solution in the good solvent limit z → ∞ (where the thermal blob length scale is expected to be of the order of monomer size) followed by a more general and detailed scaling analysis for both dilute and semidilute solutions below.
In a dilute solution in the good solvent limit, a chain obeys self avoiding walk statistics, with the Flory exponent ν, on all length scales. Consider the conformation of such a chain when the solution is subjected to extensional flow at a particular value of Wi. At high values of strain , the chain breaks up into a sequence of Pincus blobs of size ξ P , which is the length scale at which the stretching energy in a chain segment becomes of order k B T . Under these conditions, the conformation of the chain will be rodlike on length scales above ξ P , but for smaller length scales, chain segments will have equilibrium conformations. In other words, the flow does not "penetrate" the chain on length scales below ξ P , and equilibrium conditions apply on these short length scales. The friction experienced by the chain as a whole is equal to that experienced by a blob-pole, and the friction coefficient of individual monomers is not relevant, since they are buried inside the blobs. Provided the conformations of chains with different local properties are the same on length scales large compared to the Pincus blob, their long time and large scale behavior will be identical. This is the reason why simulation results become independent ofh * when sufficient degrees of freedom are taken into account. The transition length scale ξ P at which a chain switches from its equilibrium conformation to a deformed Comparison of (X/L) for semidilute solutions predicted by successive fine-graining with experimental observations of Hsiao et al. [3] . (c) Comparison of (X/L) for dilute solutions predicted by successive fine-graining with experimental observations of Hsiao et al. [3] and Perkins et al. [7] . Note that L = 22 µm has been used to normalise the experimental values of stretch.
conformation depends on the Weissenberg number Wi. An estimate of ξ P and the critical Weissenberg number Wi c at which the successive fine graining technique can be expected to break down, under very general conditions, is obtained here in two parts. We first consider the case of dilute solutions, which helps to introduce the notation and establish the basic procedure for determining these quantities. A brief consideration of the key issues that are relevant in the case of semidilute solutions is given in this section, and because of the many regimes involved in this case, the details of the derivation of the various scaling laws are provided in appendix A, and only the main results summarised in Table II. A. Dilute solutions At equilibrium, the conformation of an isolated chain in a dilute solution is expected to breakup into a sequence of thermal blobs of diameter ξ T , which is the length scale at which the total pairwise excluded volume interaction energy of all the monomers within a blob is of order k B T . The chain obeys random walk (RW) statistics below ξ T , while the thermal blobs themselves obey self-avoiding walk (SAW) statistics on larger length scales. On the other hand, since hydrodynamic interactions are present on all length scales, the chain exhibits Zimm dynamics. Within the blob scaling picture, the solvent quality z is given by [38] 
where, R 0,θ
K , is the mean size of the chain in a dilute solution under θ conditions, with b K being the length of a monomer. The solvent quality can be viewed as a measure of the number of thermal blobs on a chain, N T , since one can show, N T = z 2 . In the presence of extensional flow, the chain conformation is a blob pole (i.e., an aligned sequence of Pincus blobs) on large length scales, while within a Pincus blob, the chain conformation remains at equilibrium. At low values of Wi (when the Pincus blob size is large), we expect that there will be many thermal blobs within a Pincus blob. At sufficiently high values of Wi, however, as the stretching energy of the chain increases, the Pincus blob size is expected to shrink below that of a thermal blob. These two conditions, i.e, ξ P > ξ T , and ξ P < ξ T , lead to different scaling considerations, as detailed below.
If there are m T,P thermal blobs in the Pincus blob, then since the thermal blobs exclude each other, ξ P = ξ T m ν T,P , and the Zimm relaxation time is λ P = λ T m 3ν T,P , where, λ T is the relaxation time of a thermal blob. Clearly, the flow penetrates a Pincus blob when λ P = −1 . As a result
The longest (Zimm) relaxation time of the chain is
T , while the mean equilibrium size of the chain is given by R eq = ξ T N ν T . This implies,
From the definition of the Weissenberg number
The size of the Pincus blob is consequently given by
For Wi ∼ O(1), the entire chain is within a Pincus blob. At a critical value of the Weissenberg number, Wi c , the dimension of the Pincus blob would become of the order of the thermal blob size, i.e, ξ P = ξ T . Since
It follows from Eq. (20) that
As the thermal blobs get smaller with increasing solvent quality, it takes a higher value of the critical Weissenberg number before the Pincus blob penetrates the thermal blob.
(ii) ξ P < ξ T :
If there are g P monomers in a Pincus blob, then since RW statistics are obeyed within a thermal blob, ξ P = b K g 1/2 P , and the Zimm relaxation time of the Pincus blob is λ P = λ 0 g 3/2 P , where, λ 0 is the monomer relaxation time. Since the flow penetrates a Pincus blob when
T , and the Zimm relaxation time of a thermal blob is λ T = λ 0 g 3/2
T . It follows that
which implies
we get
We see that in this case as well, the size of the Pincus blob is given by
For sufficiently large Weissenberg numbers, the dimension of the Pincus blob would become of the order of monomer size, at which point the local chain details would no longer be shielded from the flow. Thus, for ξ P = b K , Eqs. (23) and (24) imply that the successive fine graining procedure would breakdown at
This is inline with our expectation that universal behaviour is exhibited until higher Weissenberg numbers for longer chains. For λ-phage DNA, with N K ≈ 200, this implies Wi c ∼ O(10 3 ) to O(10 4 ). It must be borne in mind that this is a very rough estimate, based on scaling arguments, which do not predict pre-factors. It is also in some some sense an upper bound on the Weissenberg number, since the influence of the flow on the local details could occur when ξ P is of the order of many monomer sizes. In the results of successive fine graining for dilute DNA solutions reported in Ref. [1] , it was observed that extrapolated results were parameter free at Wi = 2 for all strains, while universality broke down at Wi = 55, for high values of .
B. Semidilute solutions
At equilibrium, the onset of the semidilute regime occurs at the concentration c * , where chains just begin to overlap each other. Within the blob ansatz, at higher concentrations, chain conformations breakup into a sequence of correlation blobs of diameter ξ c , with sections of chains within a blob behaving as they would in a dilute solution. The correlation blobs themselves are assumed to be space filling, so the solution behaves like a melt of correlation blobs on length scales larger than ξ c . Since dilute solution dynamics are observed within a correlation blob, chain segments within these blobs are further subdivided into thermal blobs, whose magnitude and number TABLE II. Critical Weissenberg number at which the flow penetrates the Pincus blob. Various scaling regimes are determined by the relative magnitudes of the Pincus blob, the thermal blob and the correlation blob (for semidilute solutions). When the magnitude of the Pincus blob is equal to monomer size (ξP = bK), the successive fine graining technique is expected to breakdown.
depend on the quality of the solvent. On length scales above ξ c , since melt dynamics are observed, chains obey random walk statistics and Rouse dynamics [37] . A phase diagram in the {z, c/c * } space, with a derivation of the various scaling laws that operate in the different regimes, has been presented recently in Ref. [38] .
For concentrations less than or equal to c * , since the entire chain is within a correlation blob, the same arguments as those used for dilute solutions above would apply at the onset of flow. For c/c * > 1, however, we expect that there will be a subtle interplay between the different blob length scales that are present, with different scaling laws governing the different regimes. At equilibrium, one can distinguish two cases: (i) ξ T < ξ c , which would hold for c * < c < c * * , and (ii) ξ c < ξ T , which would hold for c * * < c (note that c * * is defined as the concentration at which ξ c = ξ T ). Once extensional flow is switched on, the magnitude of ξ P relative to ξ T and ξ c depends on the value of Wi, and this in turn determines which microscopic physics is relevant.
There are three possible scenarios. Consider the case, ξ T < ξ c . At low extension rates, there will be many correlation blobs within a Pincus blob with their number decreasing as the Pincus blobs decrease in size with increasing strain rate, until the size of the Pincus blob becomes of the order of the correlation blob size. At higher Weissenberg numbers, the Pincus blobs become smaller than the correlation blobs, until they become of order of the thermal blob size. Eventually, at sufficiently high Weissenberg numbers, the Pincus blob penetrates the thermal blob, and its size becomes comparable to the monomer size. We anticipate that the successive fine graining procedure will breakdown at this point, since the local details of the chain would be exposed to the flow. For the case, ξ c < ξ T , the roles of the correlation and thermal blobs are interchanged in the above sequence of events. The critical Weissenberg numbers at which the Pincus blob size becomes equal to the correlation and thermal blob sizes and to the monomer size can be estimated in the various cases, as shown in appendix A.
All the scaling expressions derived here for dilute and semidilute solutions are summarised in Table II . As mentioned earlier, pre-factors cannot be determined within the framework of scaling arguments, but must rather be determined by careful simulations that explore the threshold Weissenberg number at which results are no longer parameter free.
VI. CONCLUSIONS
The dynamics of DNA molecules in semidilute solutions undergoing planar extensional flow has been simulated using a coarse-grained bead-spring chain model which incorporates hydrodynamic and excluded volume interactions. When applied to semidilute solutions, the successive fine-graining methodology is shown to lead to parameter-free predictions for a range of Weissenberg numbers and Hencky strain units, as was observed previously for dilute solutions [1, 2, 46] . A systematic comparison of simulation predictions with the experimental observations of Hsiao et al. [3] , of the response of individual chains to step-strain deformation followed by cessation of flow, shows that the successive fine graining technique gives quantitatively accurate predictions in the experimentally explored range of Weissenberg numbers. In agreement with experimental observations, simulations indicate that the transient chain stretch following a step strain deformation is much smaller in semidilute solutions than in dilute solutions.
The current work has been focussed on comparing simulation predictions with the experimental observations of Hsiao et al. [3] , which have all been carried out at c/c * = 1. Clearly, a thorough examination of the influence of concentration on the stretching and relaxation dynamics, particularly with a view to understanding the nature of the interchain interactions that lead to restriction in chain stretching, is required in the future.
The simple scaling analysis based on the blob picture in section V suggests that the relative magnitudes of Pincus and correlation blobs depend on the key variables that determine semidilute solution dynamics: {R eq , L, c/c * , Wi}. The interplay between these two length scales in turn influences the manner in which hydrodynamic interactions are screened, which is at the heart of the rich physics observed in semidilute polymer solutions. By making it possible to study long chain behaviour by simulating shorter chains, the method of successive fine graining provides a means of studying local chain structure as a function of these variables (via, for instance, the dynamic structure factor). Future studies in this direction would give insight into their influence on the screening of hydrodynamic interactions.
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In the semidilute regime, the longest (Rouse) relaxation time of the chain is
, where N c is the number of correlation blobs in a chain, and the mean equilibrium size of the chain is given by R eq = ξ c N 1/2 c . It follows that
At low Weissenberg numbers, the size of the Pincus blob is consequently given by
The Pincus blob in a semidilute solution (in this subcase), appears to decrease more slowly in size than in a dilute solution. The number of correlation blobs in a chain can be related to the scaled concentration through [38] 
As a result, R eq = ξ c (c/c * ) 1/(6ν−2) , and the Weissenberg number at which ξ P = ξ c is given by
, and the length scale at which hydrodynamic and excluded volume interactions are screened (correlation blob). Pan et al. [54] have shown that for DNA solutions, the unentangled semidilute regime appears to extend to roughly c/c * = 5. The range of Weissenberg numbers at which the two blob sizes become equal is then (for ν = 0.6),
At higher Weissenberg numbers, there will be several Pincus blobs within a correlation blob. Since the Pincus blobs within a correlation blob are expected to form a blob pole, we anticipate the correlation blobs to be anisotropic in structure, with width ∼ ξ P , but length of order several ξ P . A careful examination of the different blob length scales that are present in a semidilute solution subjected to extensional flow, and the resultant chain conformations, has been carried out recently by Prabhakar et al. [86] . However, we are interested in the equilibrium conditions that exist within a Pincus blob, and in equilibrium chain/blob dimensions and relaxation times.
If there are m T,P thermal blobs in the Pincus blob, then ξ P = ξ T m ν T,P , and the Zimm relaxation time is λ P = λ T m 3ν T,P . Since the flow penetrates a Pincus blob when
Using similar arguments to those above, one can show that
As a result,
Since ξ c = R eq N where Eqn. (A2) has been used. The size of the Pincus blob is consequently given by
We are interested in determining the Weissenberg number at which ξ P = ξ T . In order to do so, it is necessary to relate R eq to ξ T . If there are m T,c thermal blobs in a correlation blob, then R eq = ξ c N It follows that,
and the critical Weissenberg number at which the Pincus blob and the thermal blob length scales are identical is given by
This reduces to the expression for the critical Weissenberg number for ξ P = ξ T in dilute solutions (Eqn. (22) (c) ξ P < ξ T < ξ c
If there are g P monomers in a Pincus blob, then,
P , and the Zimm relaxation time of the Pincus blob is λ P = λ 0 g 3/2 P . Since the flow penetrates a Pincus blob when
Clearly
It follows that
Using Eqn. (A4), we can find the dependence of the size of the Pincus blob on the Weissenberg number to be (ii) ξ c < ξ T (RW statistics on all length scales; Zimm dynamics below ξ c ; Rouse dynamics above ξ c ).
We consider only solutions where N b and c are not large enough for entanglements to play a role, and that further crossover to reptation dynamics does not need to be taken into account. It should be pointed out that Hsiao et al. [3] have not carried out any experiments in this regime, nor have we carried out any simulations. Nevertheless, the results are presented here for the sake of completeness; basically as a tabulation of critical Weissenberg numbers at which local details would begin to effect predictions of coarse-grained models (which is essentially what is implied by the breakdown of successive fine graining). The three scenarios in this case are discussed in turn below.
(a) ξ c < ξ T < ξ P If m c,P is the number of correlation blobs in a Pincus blob, then ξ P = ξ c m 1/2 c,P , and the Rouse relaxation time is λ P = λ c m 2 c,P . Since the flow penetrates a Pincus blob when λ P =˙ −1 ,
From the scaling expressions for the Rouse relaxation time and the mean equilibrium size of the chain in terms of the number of correlation blobs, it follows that
Since the chain obeys RW statistics on all length scales,
As a result, the Pincus blob size becomes equal to the size of the thermal blob when
In this case as well, using arguments similar to those above, one can show that
In this concentration regime [38] ,
As a result, since R eq = ξ c N 1/2 c = ξ c (c/c * ), it follows that the Pincus and correlation blobs become equal in size at a critical Weissenberg number given by
Since Zimm dynamics are obeyed below ξ c , we have
P , and the Zimm relaxation time of the Pincus blob is λ P = λ 0 g 3/2 P . The flow penetrates a Pincus blob when λ P =˙ −1 . As a result
If there are g c monomers in a correlation blob, then
c , and the Rouse relaxation time of a correlation blob is λ c = λ 0 g 3/2 c . As a result
Since ξ
eq (c/c * ), the size of the Pincus blob depends on the Weissenberg number through
RW statistics at all length scales implies R eq = b K N 
In the above equation, κ * is a time dependent and homogeneous velocity gradient tensor which is equal to (∇v * ) T with v * being the unperturbed solvent velocity. The nondimensional diffusion tensor D νµ is a 3 × 3 square matrix for a fixed pair of particles µ and ν, which is related to the dimensionless hydrodynamic interaction tensor, Ω, as follows:
where, δ and δ µν represent a unit tensor and Kronecker delta, respectively. The hydrodynamic interaction tensor is represented by the Rotne-Prager-Yamakawa (RPY) tensor, which is discussed in greater detail below. The force, F * ν , incorporates all the non-hydrodynamic forces acting on bead ν due to the presence of all other beads, for instance, in the present case, these are the spring forces and excluded volume interaction forces, i.e., F * ν = F * ν sp + F * ν ev , discussed in greater detail below. The term B νµ is a nondimensional tensor which is responsible for multiplicative noise, and is evaluated by decomposing the diffusion tensor as follows:
where B and D are the block matrices consisting of N ×N blocks each having dimensions 3 × 3, with the (ν, µ)th block of D containing the components of the diffusion tensor D νµ , and the corresponding block of B being equal to B νµ . The decomposition of the diffusion tensor has been achieved with the help of Fixman's polynomial approximation based on the Chebyshev technique which has been widely used earlier for both single chain [S1-S3] and multi-chain BD simulations [S4-S6] . The components of the white noise ∆W ν are obtained from a real-valued Gaussian distribution with zero mean and variance ∆t * .
The entropic spring force, F * ν sp , on bead ν due to adjacent beads can be expressed as F * ν sp = F * ν c − F * c ν−1 , where F * ν c is the connector force between the beads ν and ν + 1, acting in the direction of the connector vector between two subsequent beads, Q * ν = r * ν+1 − r * ν . A wormlike chain model, widely used to represent a variety of molecules ranging from biomacromolecules like DNA to wormlike micelles [S7] , is used to represent the spring force acting between two beads. In nondimensional form, it is written as [S8]
In the above equation, q * = Q * / √ b, where Q * is the magnitude of the nondimensional connector vector Q * , and b = Q 2 0 /l 2 H is the finite extensibility parameter, with Q 0 being the fully stretched length of the dimensional connector vector, Q.
The excluded volume force F * ev is given by
where the narrow Gaussian potential discussed in section II is used as the excluded volume potential E(r * ).
The hydrodynamic interaction tensor Ω is given by the Rotne-Prager-Yamakawa (RPY) tensor [S9, S10] which is a regularization of the Oseen-Burgers tensor written in nondimensional form as,
where r * is the separation distance vector between two beads, and r * is its magnitude. For r * ≥ 2a * , the functions Ω 1 and Ω 2 are given by
while for 0 < r * ≤ 2a * , they are given by
In the above expressions, a * is the nondimensional particle radius which is related to the conventionally defined hydrodynamic interaction parameter h * by a * = √ πh * . It is well known that the sum, µ D νµ · F * µ , in Eq. (S1) is a conditionally convergent sum. Here it is evaluated using an optimized Ewald summation technique developed previously by Jain et al. [S4] .
The initial simulation box size L sim is selected such that L sim ≥ 2R e , in order to prevent a chain from wrapping over itself. For this purpose, the value of R e at any value of c/c and N b is estimated from the blob scaling law R e = R 0 e (c/c ) (2ν−1)/(2−6ν) , where R 0 e is the endto-end distance of a chain computed in the dilute limit. The BD algorithm used here adopts a number of modules from the "The Molecular Modelling Toolkit" (MMTK), which is an Open Source program library for molecular simulation applications [S11] . For instance, initial configurations of the polymer chains were obtained by plac- ing them randomly between −L sim /2 and +L sim /2, with the help of the subroutine randomPointInBox from the MMTK package, which ensures that they do not overlap with each other. After calculating the initial simulation box size and generating the initial configurations of the chains, they are allowed to relax in the "equilibration stage" for at least 100 non-dimensional time units with the flow turned off. By plotting static properties such as R 2 e and R 2 g , which are expected to reach steady state after equilibration, we make sure that the system is at equilibrium. Following the equilibration run, we perform production runs (with the flow turned on), for varying lengths of time depending upon the value of strain up to which the experiments were carried out. Subsequent to a time convergence study, a non-dimensional time step size of 0.005 has been used in both the equilibration and production runs in all the cases considered here. Moreover, data were obtained by averaging over 50-70 independent runs, where each run contains around 60 chains in the simulation box at c/c * = 1.
A majority of the computer simulations were carried out on an IBM iDataplex x86 system (Barcoo) at the Victorian Life Sciences Computation Initiative (VLSCI). The system runs the RHEL 6 operating system, which is a variety of Linux, with compute nodes that currently perform at 20 teraFLOPS, with Xeon Phi cards running nominally at 1 teraFLOP each. For a single time step, with 60 chains each having 12 beads in an initial simulation box size of 15.3 units in length, calculations at c/c = 1.0 typically took 3.217 (s), of which the fraction of time devoted to the decomposition of the diffusion tensor was 1.347 (s).
II. RESULTS AND DISCUSSIONS

A. Determination of the longest relaxation time
The longest dimensionless relaxation time λ * 1 , for any value of N b , is obtained by initially stretching each chain to nearly 90% of its fully extended state, and letting it relax to equilibrium. The tail of the decay of the nondimensional mean-square stretch as a function of nondimensional time t * is then fitted with a single exponential function of the following form 
where S * is the mean-square stretch X * max ·X * max , and S * 0 and S * ∞ are the initial and final (after the chain has fully relaxed) values of stretch, respectively, to which the fit is carried out. All three parameters, S * 0 , S * ∞ and λ * 1 are determined from the fit. As expected, the value of S * ∞ is close to that ofX * eq . However, it should be noted that the latter value is obtained from carrying out a static ensemble average from an equilibrium simulation, after the trajectories have reached a stationary state, as described in Ref. [S12] .
An illustration of this procedure for N b = 6 is given in Fig. S1 , where the parameters c/c * = 1, z = 1,h * = 0.19, and N k = 200 were used in the simulation. The inset shows the decay in the value of the dimensionless mean-square stretch as a function of time over the course of the complete simulation, while the main figure zooms in on the tail of the decay where the fit is carried out. The values of λ * 1 obtained by this procedure for various values of N b , which are required for carrying out the successive fine graining procedure, are given in Table I of the main paper. The solvent quality has been chosen to be z = 1 in all our simulations, while as mentioned earlier, the measurements of Pan et al. [S13, S14] suggest that a solution of λ-phage DNA has a solvent quality z ≈ 0.7 at 22
• C. In order to test the assumption that the difference between results for these two values of z will not be significant, simulations with z = 0.7, have been carried out for the set of parameters: Wi = 2.6, c/c * = 1.0,h * = 0.19 and N k = 200. It should be noted that only one value ofh * has been used for this purpose since the independence from choice of value for the hydrodynamic interaction parameter has been established in Figs. 5 and 6 of the main paper.
Results of the extrapolation procedure at z = 0.7, during both the stretch and relaxation phases at different values of and t/λ 1 , are presented in Fig. S2 are compared in Fig. S3 . It can be clearly seen that the predicted values are almost indistinguishable from each other at these two values of z. This nearly identical behaviour is expected to hold at all the values of Wi examined in this work.
C. Independence from the choice of value for K A truly parameter-free prediction of properties implies independence from the choice of the arbitrary constant K, since it only determines the range of the narrow Gaussian potential d * , which is a local property. This has been demonstrated previously in the long chain limit, both at equilibrium and in shear flow for dilute solutions [S15-S17], and at equilibrium for semidilute solutions [S18] .
In order to establish independence from the range of the potential in the present case, which includes both flow and the cessation of flow, we carried out simulations for fixed values of z = 1.0, c/c * = 1.0 and W i = 2.6, and varied d according to d * = Kz * 1/5 , with two different values of K, namely, 1 and 1.5. The results are presented in Figs. S4 and S5 . It is clear from Fig. S4 that the extrapolated results are virtually identical within error bars for these two values of K. A comparison of the complete stretch and relaxation phases for the two values of K is presented in Fig. S5 . Since the results are well in agreement for the two values of K, the simulation predictions can be considered to be free of the choice of the underlying parameters in the model.
