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Abstract
In collecting material for an autobiographical statement, I realized that I had been privileged to experience
and participate in the emergence and evolution of approximation theory across some 60 years. As a student
and then as a professional, I had observed the several strands of development within this exciting enterprise.
As the son of a German emigré family, in England and Canada, I was schooled on two continents, comfortable
with three languages, and exposed to a world of cultural contrasts. In my studies at Toronto (1948–1951),
I was exposed to expatriate lecturers who had worked with the British and Russian pioneers in Fourier
analysis and approximation. The Cambridge lecturing and tutoring style that permeated Toronto at the time
also had a lifelong impact on my classroom presence and above all, my challenging and nurturing relationship
with several generations of students.
After a first position at McGill University, I spent some time in Paris and then 2 years in Mainz, where
I had very productive interactions with German and US mathematicians. After semester stays in Freiburg
and Würzburg, I took up a position at the Aachen University of Technology in 1958, at a time when the
mathematics department was expanding its program and mission. After my promotion to chair professor in
1962, my research was diversifying and I was training my first doctoral students.
Convinced of the importance of international and collaborative scholarship, I organized a first international
symposium at the Oberwolfach Conference Center in August 1963. It was, perhaps unexpectedly, successful
and was followed by seven further conferences across 20 years. In all, these Oberwolfach symposia—with
Béla Szo˝kefalvi-Nagy as co-organizer from the fourth onwards—drew about 250 different experts from 24
countries including Hungary, Bulgaria, Poland, Roumania and eventually Russia, the roster of participants
almost representing a Who’s Who in approximation theory and associated fields such as harmonic analysis,
functional analysis and operator theory, integral transform theory, orthogonal polynomials, interpolation,
special functions, divergent series. The scope of the contacts so facilitated served to weaken national controls
over research, favoring the emergence of new clusters of specialists, with partially overlapping interests, all
thriving with the heightened interchange of ideas, methods and goals. The symposia and new research
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trajectories drew a constant stream of eminent visitors to Aachen, reinforcing the exposure of our students
to the best of a patently international enterprise.
The Oberwolfach model was quickly adopted in Eastern Europe (after 1969) and the USA (after 1963/1973),
contributing to the rapid growth and popularity of approximation theory and associated fields, that was com-
plemented by the appearance of new journals. The new vitality of the fields overwhelmed the negativism of
the Bourbakist critique, but was sometimes diluted when loose clusters converted to narrow cliques, prone
to citing only each other, and more concerned with generalizing generalizations than addressing fresh prob-
lems or exploring productive applications. The traditional links to physics have atrophied, to be replaced
by bridges to communications engineering, in my own case via Walsh functions and signal processing (see
Section 5). There also are, for example, intriguing applications to functional analysis, numerical analysis,
ergodic theory, probability theory, as well as combinatorial number theory (see Sections 6 and 7). Math-
ematics, and approximation theory in particular, flourishes best with a free and open exchange of ideas,
and requires intensive collaborative work that begins with the training and patient mentoring of upcoming
students.
© 2009 Elsevier Inc. All rights reserved.
1. Early years in Germany and England
By auspicious coincidence, my parents first met during mathematics lectures at the RWTH
Aachen University. At the time, my father, Anton Paul Butzer, a native of Düsseldorf, was enrolled
in the mechanical engineering program. A native of Aachen, my mother, Wihelmine Hansen, was
the first female student in the University’s mathematics department. “Höhere Mathematik”, a
course taught by Professor Ludwig Hopf [38], served as the basis of their introduction. They
married in 1925 and moved to Mülheim an der Ruhr, on the outskirts of the industrial heartland,
where I was born April 15, 1928.
My father was increasingly concerned, as early as 1929, about the wave of Nazism sweeping
Germany that he believed would lead to another world war. In 1936, my mother engaged an
educated man who had spent a year in a concentration camp, to work in our garden. That same
year I caused a fuss at my elementary school when the Nazi flag was ceremonially hoisted for a
parade, and I ran home shouting that I did not want to take part in such nonsense. “Our sons will
never join the Hitler–Jugend (the Hitler Youth organization)”, our father always told our mother.
“How can you avoid it—since it is compulsory at age ten?” our mother replied.
On Easter Saturday 1937, my father, who had begun experiencing repercussions from his con-
stant opposition to Nazism, left Germany, ostensibly to attend an engineering exhibition in Arn-
hem, Netherlands. Having purchased the governmentally-required return train ticket, he travelled
out of the country with the maximum-allowed 10 German Marks in his pocket. Unbeknownst to
the German authorities, his ultimate destination was England. Upon his arrival in the Netherlands,
father communicated his intentions to his engineering friend, Ludwig Loewy, whom father had
urged to leave Germany as early as 1934. Loewy had emigrated to England (as to the emigration
problem, see [3]) where he founded Loewy Engineering. On Easter Tuesday (Monday being a
bank holiday), Loewy cabled travelling expenses to the hotel. My father’s journey was a success,
and he joined Loewy’s firm in London.
At the time, my family feared that the Nazis would detain my younger brother, Karl (age 2 12 ) and
me (age 9). As a result, my Aachen grandmother arranged for the two of us to be in Gemmenich,
Belgium (across the border from Aachen). In Gemmenich, Karl and I stayed at a convent with a
girls’ boarding school until both our parents had resettled in England.
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My schooling in England began in the fall of 1937 at the Jesuit Wimbledon College, and was
continued at the Benedictine Priory at Ealing, and the Collegiate in Bournemouth, a city to which
Loewy Engineering moved when London became unsafe during the Nazi bombing raids. It was
my fifth school in three countries, each with a different system, within just 5 years.
In May 1940, German and Austrian nationals (like my family) who had managed to make it to
Britain before the outbreak of World War II, to escape the dictatorship, were generally interned,
many to be subsequently sent to various camps in Canada or Australia. Refugee mathematicians
in Britain at the time, including Hans Hamburger, Kurt Mahler, Bernhard Neumann, and even
Max Born (the physics Nobel-Laureate of 1954), were also interned. Thanks to the intervention of
Mr. Loewy, whose firm was involved in war production, my father was released from internment
after 3 weeks. My mother, my brother, and I were interned on the Isle of Man for 6 weeks.
In January 1941, my father and two other engineers of Mr. Loewy’s firm were commissioned
to open a new branch in New York City. However, after our family arrived in Saint John’s, New
Brunswick, the Canadian government did not allow us to travel on to the USA. The reason: we
were German nationals, rather than Jewish Germans (as were the other two engineers). Thus,
our family instead relocated to Montreal, Canada, where Mr. Loewy’s brother-in-law owned a
company.
2. Student years at Loyola College and masters work at Toronto
At Loyola High School, which I entered February 1941, we studied classical Euclidean ge-
ometry, as well as Latin and Greek, which I enjoyed and later found useful for scientific words.
In 1944, I began my undergraduate education in Loyola College’s Honours B.Sc. curriculum,
which required the study of Thomistic philosophy and theology, sparking my life-long passion
for history. At the end of my first year, I decided to major in mathematics, and subsequently was
exposed to rigorous and varying topics of mathematical analysis: Titchmarsh’s Theory of Func-
tions; de La Vallée Poussin’s Intégral de Lebesgue; the first 70 pages of Zygmund’s Trigonometric
Series (1935); and parts of Hardy and Wright’s book on number theory. It was tough going. The
lecturer was Eric O’Connor S.J. (=Jesuit priest), who had studied for his doctorate in mathematics
under Joseph L. Walsh at Harvard (1940) and co-founded the Canadian Mathematical Congress
[35], serving as its English Secretary 1945–1973. Mechanics was taught by Hugh MacPhee S.J.,
who received his M.A. in Applied Mathematics from Toronto under J.L. Synge (1897–1995) 1 in
1936; Synge’s Principles of Mechanics was the text used. But I also devoured Birkhoff–MacLane’s
Algebra, a staple of young mathematicians of my generation. A seminar on Laplace transforms
introduced me to independent work, helpful for later teaching. We also attended 1-h courses on
the history of mathematics and science. I graduated with my mathematics undergraduate degree,
an Honors B.Sc., in 1948.
To a German whose family had limited mobility because of continuing wartime restrictions,
the University of Toronto offered the best opportunities for a truly professional education in math-
ematics. It was not a disappointment. I was introduced to the world of British mathematics; in
particular to that of Hardy, Littlewood, and Titchmarsh, and recognized the ability of British ex-
patriates to lecture brilliantly and systematically. William J. Webber, who arrived in Toronto from
Cambridge in 1925, gave an excellent course on Fourier transforms based on books by Titchmarsh
1 It was Synge who planned with the Toronto mathematician John Charles Fields (1863–1932) in 1932 the “International
Fields Medal for Outstanding Discoveries in Mathematics” (dubbed the Nobel Prize for Mathematics).
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and Bochner & Chandrasekharan (which had just been published). Having used Zygmund’s book
2 years earlier, this was exciting because it seemed like a logical continuation of what had already
captured my interest at Loyola. Fourier series, Fourier transforms and integral transforms and
their methods became my favorites. In class, Webber would write out a synopsis of his lecture
on the board, and then explain, discuss, and extend that framework in complex and challenging
ways. In fact, the development of modern analysis in Canada is said to have been largely due to
Webber.
An equally impressive mathematician was H.S.M. Coxeter (1907–2003) [50], the greatest
geometer of his day, who came to Toronto from Cambridge in 1936. I took his courses on non-
Euclidean geometry and number theory, and had to give a seminar lecture on Bernoulli numbers,
for which I worked night and day in the excellent Toronto Library (where the stacks were open
all night). Another youthful British import was William T. Tutte (1917–2002), of wartime cipher-
code fame, who became the world authority on combinatorics and graph theory. I attended his
topology course, which began a few days after he arrived from Cambridge in 1948. Toronto also
benefited from the refugee mathematicians from Europe: Richard Brauer (from Germany 1935),
Leopold Infeld (from Poland 1938), and Alexander Weinstein (from Russia 1941) [51]. My 3 years
at Toronto were a magnificent experience, and I was deeply impressed by the British lecturing
style and scholarship.
But it also was very demanding. In the Quebec system, there were 11 years of schooling prior
to entering university, whereas in Ontario there were 12. It was felt that I should make up course
work which it was presumed I had not had, so that during my first year at Toronto I had to take three
remedial courses, plus four regular graduate courses. I was therefore quite surprised to receive
the Sir Joseph Flavelle Prize for highest class standing, for my master’s degree; it would cover
tuition and part of my living expenses for the doctoral program. In 1949, 18 students received
their M.A., including G.F.D. Duff, W.J. Firey, S.I. Goldberg, F.A.E. Pirani, and A. Rosenberg,
who later became professors in Canada, the USA, or Britain.
At the second Canadian Mathematical Congress, with its seminar, held in Vancouver for 3
weeks in August/September 1949, at which P.A.M. Dirac, G. Szego˝, Laurent Schwartz, and A.
Zygmund lectured, I was asked to translate and prepare the lectures on Distribution Theory given
by Schwartz in French; they were then typed by other students at night and handed out the next
morning. That was a tough challenge. Whereas these lectures as well as those of Dirac drew
great attention, those by Zygmund, an author familiar to me, did not. Schwartz suggested I do my
doctoral work under his direction at Nancy, home base of the young Bourbakists.
3. Doctoral study at Toronto; first post at McGill; move to Germany
My first year at Toronto provided me with a full menu of excellent courses and quality teaching
by renowned mathematicians. It proved to be the foundation of my training as a mathematician.
Now the decision had to be made, whether to continue at Toronto or in the United States. I had
visited Harvard, where I had the honor to meet Garrett Birkhoff and David Widder, who later
participated in my third Oberwolfach conference (1965) and spent some time in Aachen.
But I was fully satisfied by the intellectual environment at Toronto and decided to continue
there for my Ph.D. That July 1949 Dean Beatty appointed George Lorentz (1910–2006) from
Tübingen, and originally Leningrad, to the department. This introduced a new component: the
world of Russian mathematics, and that of P.L. Chebyshev, S.N. Bernstein, and L.V. Kantorovich.
I began to recognize the potential follow-ups of the analysis to which I had already been exposed.
Lorentz presented a fine, well-prepared course on functional analysis, a strong point of Leningrad
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mathematicians at the time, as well as another on the theory of divergent series, then one of the
popular fields of research in analysis. Its great protagonist in Britain was Hardy [39]; and in
Germany, the Tübingen school of Konrad Knopp [43]. During the war, Lorentz had transferred
to Tübingen in 1944, where he obtained a (second) doctoral degree under Knopp and repeated
the lectures he had once given at Leningrad [2]. In effect, Lorentz’s course represented his blend
of the theory of divergent series, based on research in three countries. It provided me with a
good understanding of what also was being done in analytical work in Germany, and brought me
full-circle with Hardy.
Lorentz did not lecture on approximation theory which, at least in the real domain, was only
beginning to develop (I.P. Natanson’s excellent Russian version of “Konstruktive Funktionentheo-
rie” only appeared in 1951). I became interested in the subfield of Bernstein polynomials. Lorentz
had given me a copy of a preliminary version of his later book [46] on these polynomials and I
gradually tried to add further results, based on my experience with Fourier series and functional
analysis, and the great work of de La Vallée Poussin [54].
For the dissertation I turned to classical Bernstein polynomials and their variant for integrable
functions, namely Kantorovich polynomials (introduced in 1930) [42], and studied their conver-
gence not only in L p spaces but also in the Lorentz Lambda and Mu functional spaces,2 which
had just been introduced [45]. These polynomials are basic in the approximation of continuous or
integrable functions on a finite interval, in particular for the Weierstraß approximation theorem.
The procedures in establishing their many basic properties are prototypes to study the potential
approximation properties of a whole variety of linear operators, now for different domains and for
various classes of functions, with specific applications in mind. One of the fundamental questions
for approximation theory that I examined was the rate of approximation and the error involved.
Bernstein operators and most other operators were later found to have a specific rate of approx-
imation, which cannot be improved. To overcome these inherent difficulties, I introduced linear
combinations of Bernstein polynomials of different orders. This approach was subsequently ap-
plied in dozens of papers to improve rates for various approximation processes, and has become
standard [34, p. 116].
For my Ph.D., apart from the language requirements (French and German), I also took Webber’s
major course on eigenfunction expansions, based on Titchmarsh’s two-volume work and a paper
by Kodaira, both of which had just appeared, as well as a class on statistics of quantum mechanics,
a physics requirement. After the Ph.D. (Fall convocation 1951), I received a scholarship from the
National Research Council (Canada) to continue my research work at Toronto and prepare papers
from the dissertation for publication.
In 1952, I was appointed lecturer and in 1953 assistant professor at McGill University, Montreal.
Here, I gave two upper-level/graduate courses on the theory of divergent series as well as Lebesgue
integration. In 1954, I participated in the IMC in Amsterdam,3 where I attended presentations
by John von Neumann, Titchmarsh, and especially S.M. Nikolskiı˘, who was to become Russia’s
2 Chapter 3, “Convergence of Polynomials in the Banach Spaces (, p) and M(, p)” of my dissertation deals with
the dominated convergence of the Kantorovich polynomials in these two spaces for 0 <  ≤ 1, p > 1, and so also with
their strong convergence in these spaces. This matter was a basic part of my paper on the dominated convergence of these
polynomials in L p(0, 1) (Trans. Roy. Soc. Canada, Ser. 3, 45 (1952) 23–27) but the referee suggested it be left out. This
was the first treatment of these polynomials in the spaces which Lorentz had just introduced [45]. It is not considered in
[46].
3 After my lecture Robert Furch (1894–1967), a “mathematical grandson” of E.B. Christoffel, invited me for a longer
stay at the University of Mainz [1].
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greatest approximation theorist. While on a Dutch ship crossing the Atlantic, I came to know
Saunders MacLane (who later invited me to talk at Chicago) and his two daughters.
Motivated by my trip to Amsterdam, I decided to spend a research year in Europe. The first
3 weeks, fall 1955, were spent with Jean Favard in Paris, who had introduced the major concept
of saturation and urged me to study it systematically. Then on to Mainz, where I met scholars
such as Gottfried Köthe, Helmut Grunsky, Robert Furch and Hans Rohrbach. Angus E. Taylor
and especially Einar Hille (1894–1980) were also spending a year there, which was particularly
exciting [1]. I stayed in Mainz a second year as a visiting professor, giving three upper-level
courses, on the theory of Fourier series, Laplace transforms, and Mikusinski’s calculus, which
had recently appeared. I now relinquished my position at McGill to spend a semester at Freiburg
University with Wilhelm Süss (1895–1958), where I was officially switched to the German system
through a second “Habilitation”, i.e., the qualification to teach in a regular-track position.
Following the summer semester 1958 at Würzburg University, I began teaching at the Aachen
University of Technology. At the time, mathematics at Aachen consisted of only three chairs, pri-
marily offering service courses for the four internationally known engineering faculties. In 1962,
after receiving the offer of a chair from the Rijksuniversiteit Groningen, Netherlands (probably
at the recommendation of Adriaan Zaanen), Aachen appointed me as a chair professor.
My first task at Aachen was to help build up the mathematics program, with courses intended
primarily for students of mathematics and physics. Heinz Schöneborn, who came from Bonn in
1964, organized the courses in algebra. The mathematics department in Aachen, together with its
computer science offshoot, now is one of the largest and best in Germany. 4
4. First excellent students; the Oberwolfach conferences
After receiving my Ph.D., my research moved from Bernstein polynomials of algebraic approx-
imation to a systematic study of operators of trigonometric approximation, to singular convolution
integrals, including the saturation phenomenon, in part from an integral transform point of view;
never losing touch with functional analytical and operator theoretical approaches. I had already
been interested in semigroup operators in Montreal, and the unexpected contact with Hille led
to my first paper on such operators while at Mainz. In Aachen I was working intensively with a
group of excellent students and, together with my first Ph.D. (1964), Hubert Berens, I wrote the
volume Semi-Groups of Operators and Approximation (Springer, 1967), in which the two fields
were first integrated systematically; it was also the first to treat the theory of intermediate spaces
between Banach spaces, established in 1959–1963 [53]. In Fourier Analysis and Approximation
(Academic Press/Birkhäuser, 1971), written with my second Ph.D. (1966), Rolf Nessel, we again
attempted to integrate approximation theory with another field, in order to resolve basic prob-
lems of approximation with Fourier transform methods. The salient aspects of the research on
approximation 1968–1972 are reviewed in Butzer (1973 [4]).
My Aachen projects extended to the international level through a series of cutting-edge confer-
ences between 1963 and 1983 that I organized at the Mathematical Research Center at
4 Aachen has a history of renowned professors. In his higher mathematics course, Hopf used von Mangoldt’s books (see
[47]) as well as Ritter’s [49]. As a student of A. Sommerfeld, assistant of A. Einstein, and collaborator of T. von Karman,
Hopf focused on applications of the theory. (I used my father’s copy of [49] in my calculus course.) Hans von Mangoldt
(1854–1925), Professor of Mathematics in Aachen 1885–1904, is best known (together with Chebyshev, 1852) as the
forefather of the de La Vallée Poussin and Hadamard proofs of the celebrated prime number theorem [22]. August Ritter
(1826–1908), Professor of Mechanics at Aachen 1870–1899, was féted for his 18 papers in “Annalen der Physik”, which
“served as almost the entire foundation for the mathematical theory of stellar structure” [41].
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Oberwolfach, in the Black Forest. The first of these, On Approximation Theory 5 (August 1963),
was edited together with Jacob Korevaar and published in 1964, reprinted in 1972 [21]. The par-
ticipants included such luminaries as G. Alexits, Th.S.V. Bang, J.L.B. Cooper, J. Favard, G. Freud,
G.G. Lorentz, P. Malliavin, W. Quade, P.O. Runck, I.J. Schoenberg, F. Schurer, H.S. Shapiro, and
G. Sunouchi.
After a workshop on approximation theory in 1964, the third conference, Harmonic Analysis
and Integral Transforms, was held in 1965 and included E.J. Akutowicz, R. Askey, F.S. Balaguer,
A. Dinghas, A. Erdélyi, H. Günzler, St. Hartmann, A. Huber, S. Igari, J.P. Kahane, W.A.J. Lux-
emburg, Y. Meyer, B. Sz.-Nagy, H. Pachale, A. Pfluger, G. Weiss, J.D. Weston, D.V. Widder, and
A.C. Zaanen.
The Oberwolfach surroundings, living and spending seven full days together, gave the partici-
pants optimal opportunities to really get to know one another, and for the younger mathematicians
to interact with established, senior scholars. In contrast to the multitude of conferences now held
on a yearly basis, the Oberwolfach conference, which served as a breeding ground for new ideas
and the development of existing ones, was one of only a handful of international meetings in its
day.
Listing the names of the participants of the Oberwolfach conferences provides a true documen-
tation of the expert mathematicians in the fields in question at the time.
The fourth symposium (1968) was published as Abstract Spaces and Approximation 6 (with B.
Sz.-Nagy) in 1969, with contributions by H. Amann, J. Blatter, B. Brosowski, P.C. Curtis Jr., R.G.
Douglas, M.v. Golitscheck, P.R. Halmos, R.A. Hirschfeld, I.I. Hirschman, H. Lange, J. Löfström,
P. Masani, M.W. Müller, J.A. Nitsche, R. O’Neil, A.M. Ostrowski, R.S. Phillips, T. Popoviciu,
T.J. Rivlin, P.G. Rooney, K. Scherer, R.B. Schnabl, A. Sharma, I. Singer, W. Trebels, W. Walter,
U. Westphal and K. Zeller, among others.
In 1971, Linear Operators and Approximation (I) followed and included H. Bavinck, P. Billard,
F. Deutsch, R.A. DeVore, J.R. Dorroh, F. Fehér, C. Goulaouic, K. Gustafson, H. Helson, E. Hille,
E. Hölder, J. Horváth, J.W. Jerome, P. Krée, C. Micchelli, S.M. Nikolskiı˘, J.D. Pincus, Yu.A.
Rozanov, A. Schönhage, I. Segal, F. Stummel, J.N. Subbotin, R.S. Varga, H.J. Wagner, and H.
Wallin. Part I was published (with J.P. Kahane and Sz.-Nagy) in 1972.
Part II followed in 1974, with M. Becker, C. Bennett, J. Boman, S. D. Chatterji, W. Dahmen,
G. Da Prato, G. Gas¸par, R.P. Gilbert, F. Holland, R.A. Hunt, D. Kershaw, D. Leviatan, J.T. Marti,
L. Maté, W. Meyer-König, W. Mlak, B. Muckenhoupt, M. Pelczynski, G.M. Petersen, Y. Sagher,
E. Schock, L.L. Schumaker, R.C. Sharpley, I. Suciu, J. Szabados, H.F. Trotter. This volume was
published the same year (with Sz.-Nagy).
From 1968 onwards, with Bela Sz.-Nagy (Szeged, Hungary) as a co-organizer, our Oberwolfach
conferences became a unique meeting place for mathematicians from both sides of the “Iron
Curtain”, including Hungary, Poland, Bulgaria, Roumania, and even Russia.
Linear Spaces and Approximation was held in 1977 (again published with B. Sz.-Nagy, 1978),
and included J.M. Anderson, E.W. Cheney, Z. Ciesielki, W. Dickmeis, B. Dreseler, P.L. Duren,
5 Its proceedings are dedicated to the memory of Ch.J. de La Vallée Poussin (1866–1962) who died at Louvain a year
earlier. It contains a photo of him. This conference of 1963 was the first of any of the Oberwolfach conferences (since the
founding of the Institute in 1944) to be published in an accessible volume of proceedings, making the results available to
the wider mathematical community.
6 Its proceedings were dedicated to the memory of my dear friend Jean Favard (1902–1965). The obituary address,
written by Georges Alexits (Budapest) and Marc Zamansky (Paris), appeared in the proceedings.
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H. Esser, W. Forst, C. Franchetti, M. De Guzman, W.K. Hayman, H. Komatsu, E.R. Love,
G. Lumer, C. Markett, F. Móricz, M. Okada, C.W. Onneweer, P. Papini, C.M. Pearcy, V.A.
Popov, J.B. Prolla, S.D. Riemenschneider, P.G. Rooney, J.L. Rovnyak, F. Schipp, Bl. Sendov,
A.L. Shields, P.C. Sikkema, P. Sjölin, W. Splettstößer, R.L. Stens, O. Taussky-Todd, J. Todd,
G.L. Weiss, and M. Zamansky. As our first conference took place 45 years ago, many conference
participants, including a good number who became my personal friends, are unfortunately no
longer with us.
Functional Analysis and Approximation7 in 1980 (published with B. Sz.-Nagy and E. Görlich,
1981), included T. Ando, W. Bloom, C.K. Chui, H.G. Feichtinger, T.H. Ganelius, L. Iliev, L.
Leindler, D. Milman, J. Musielak, M.Z. Nashed, W. Schempp, O. Shisha, V. Totik, P. Vértesi, and
M. Wolff.
Finally, our last Oberwolfach conference8 in 1983 was published as the Anniversary Volume
on Approximation and Functional Analysis,9 edited with R.L. Stens and B. Sz.-Nagy in 1984
[29]. Among the new participants were W.C. Connett, W. Engels, J.J. Grobler, E. Hewitt, C.B.
Huijsmans, K.G. Ivanov, J.W. Jerome, T.H. Koornwinder, D.H. Mugler, P. Nevai, J. Peetre, F.
Peherstorfer, C.R. Putnam, P. Révész, S. Ries, D.C. Russell, R.B. Saxena, G. Schmeisser, R.S.
Varga, and L. Zsidó.
This partial record of the participants provides an impression of the unprecedented scope of
these eight intensive conferences in Approximation, Functional Analysis, Harmonic Analysis,
Integral Transforms, Interpolation, Operator Theory, Orthogonal Polynomials, and Splines, held
across a span of 20 years. Since it was our policy to re-invite no more than a quarter of the
participants of the foregoing conference, and as the Oberwolfach Institute itself could only hold
about 60 persons, some 250 different experts from 24 countries came together during the years.
Many of them also spent time visiting or working in Aachen, serving to expose our students to
the best of an international scientific enterprise.
For an intensive survey of our work in Approximation, see the lecture presented by Rolf Nessel
at the conference held in Cairo January 1994 [48]; also [37].
In 1968 Oved Shisha founded the “Journal of Approximation Theory” (Academic Press),
the first and, for many years, the only journal in the field (with a huge list of subscribers). It
has provided approximation theorists an excellent outlet for their research. As a member of the
Journal’s editorial board for 25 years, I was amazed and inspired by the tremendous contributions
of scholars around the globe.
5. New directions: contacts with communication engineers: Walsh functions and signal
processing
My close collaboration with engineers working in Walsh functions, invented by Joseph L. Walsh
(1895–1973) in 1923, began April 1970 when I attended a symposium at the Naval Research
Laboratory, Washington, D.C. In free discussions with Walsh, C.A. Bass, N.J. Fine, J.E. Gibbs,
7 These proceedings were dedicated to Lionel Cooper (1915–1979) who had died unexpectedly during a heart operation.
They contain a short obituary address.
8 From Hungary alone, there were nine participants: L. Kerchy, L. Leindler, P. Révész, F. Schipp, J. Szabados,
B. Sz.-Nagy, K. Tandori, V. Totik and P. Vértesi.
9 This conferences commemorated the 70th Anniversary in 1983 of the birth of L. Iliev, R. Phillips, B. Sz.-Nagy and
A.C. Zaanen. Reports on their lives, by Bl. Sendov, R. Phillips, P. R. Halmos and J. Korevaar, respectively, are included.
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H. Harmuth, H. Hübner, F. Pichler, Ch. Watari, L.R. Welch in the home of Dr. Walsh on the full
day after the symposium, where I first met my academic grandfather in person, questions were
raised concerning a satisfactory “derivative” in the setting of dyadic Walsh analysis. Needed was
a sound mathematical treatment of the concept of “logical differentiation”, introduced by the
British electrical engineer Edmund Gibbs in his linear dyadic invariant systems theory (of finite
kind) in 1967.
In 1972/1974, with Heinrich J. Wagner, I developed a complete theory of “dyadic differentia-
tion”, which we termed “Gibbs differentiation”, including a dyadic integral and the fundamental
theorem of differential and integral calculus in the Walsh setting. This facilitated a rapid expan-
sion in Walsh analysis. Contacts continued at the Third and Fourth Walsh Function Symposia of
1972 and 1973, where I and later Dr. Wagner lectured on our joint paper, “A calculus for Walsh
functions defined on R+”.10
In 1976, Dr. Harmuth disclosed to me that US Navy engineers had, on the basis of Walsh
analysis, constructed an underwater TV system whereby submarines could now detect enemy
objects up to 10 yards away, a feat at the time.
My work in Walsh analysis, also carried out jointly with Wolfgang Engels and Wolfgang
Splettstößer until 1989, was followed up by F. Schipp (“Über einen Ableitungsbegriff von P.L.
Butzer und H.J. Wagner”, Mat. Balkanica 4 (1974) 541–546), W.R. Wade, C.W. Onneweer, W.Y.
Su, J. Pál, R.S. Stankovic´, and others. These contributions were recognized in the volume of F.
Schipp et al. [52] of 1900 as well as in the proceedings of a conference on Theory and Applications
of Gibbs Derivatives (Butzer and Stankovic´, eds. 1989).
In October 1970 the University of Maryland held an International Conference on Approximation
Theory and Related Topics and their Applications in honour of J.L. Walsh on the occasion of his
75th birthday to which I was invited.
This cooperation with engineers intensified from 1975 on, when Otto Lange kindled our interest
in sampling theory in the broad area of signal processing. This theory, studied only sparingly by
mathematicians until then, was a thriving topic in engineering circles at least since the time of
Shannon, with some 250 publications between 1950 and 1975 [25]. Our first contributions, initially
by Wolfgang Splettstößer and myself, followed by Rudolf Stens, appeared a decade or so before
those in closely related modern fields of multiresolutional analysis and wavelet analysis [36]; they
led to some 140 research papers and published masters and doctoral theses [28], many of which
appeared in prestigious IEEE journals. Their authors and collaborators included Rudolf Stens,
Dietmar Ries, Wolfgang Engels, Guido Hinsen, Lothar Vogt, Adelheid Fischer, and Gabi Schöttler.
Many of the problems solved were raised by electrical engineers, geophysicists, seismologists,
or medical doctors working in heart monitoring, in a series of workshops held at various German
universities and research affiliations, and supported by the German Research Council (DFG).
This came to fruition in the international “Fifth Aachen Colloquium: Mathematical Methods
in Signal Processing”, which I conducted 1984 with the assistance of H.D. Lüke, H. Meyr , F.
Schreiber, and H.J. Tafel with some 220 participants from 15 countries, including experts such as
W.A. Ameling, J.L. Brown Jr., S. Cambanis, L.L. Campbell, C.K. Chui, V. Cimagalli, P. Dewilde,
A. Fettweis, J.R. Higgins, W. Krabs, H.T. Kung, M. Kunt, F. Marvasti, P. Noll, J.J. O’Reilly,
J. Pál, F. Pichler, B. Picinbono, F. Schipp, H.W. Schüßler, and H.S. Shapiro [7].
10 In this respect see also “Walsh–Fourier series and the concept of a derivative” (Applicable Anal. 3 (1973) 29–46), a
paper held at the 1972 National Electronics Conference, Chicago, October 1972, as well as another at the Symposium on
Theory and Applications of Walsh and other non-sinusoidal functions, held at Hatfield Polytechnic, UK, June 1973.
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One of the key problems raised was that of predicting the error between the projected tar-
get of inter-continental ballistic missiles and their practical strike, based upon a few samples
recorded during flight. For a survey of some of the foregoing contributions and applications, see
[27,14,25,32,40].
Sampling analysis has found attention in a series of international workshops (“Sampling Theory
and Applications”) in Riga (1995), and subsequently in Portugal, Norway, Orlando (Florida),
Austria, Turkey, and Thessaloniki. I was a technical committee member of these workshops,
which led to the launching of a new medium by Abdul Jerri in 2002, “Sampling Theory in Signal
and Image Processing, an International Journal”.
6. Applications of functional analysis to numerical analysis, mean ergodic theorem, lax
equivalence theorem, limit theorems of probability theory, more standard topics
A central goal of my work has been to equip pure convergence assertions, also of well-known
theorems, with rates of approximation. One such case is the Banach–Steinhaus theorem, that a
sequence of bounded linear operators mapping one Banach space into another is convergent to
some limiting operator if and only if it is convergent on a dense subspace, and the operator norms
are uniformly bounded. For this theorem, first equipped with rates by Butzer–Scherer–Westphal
(1973) [24], the necessary and sufficient conditions for convergence are determined by a Jackson-
type inequality for the operators as well as a condition on the operator norms, which may now
be unbounded. This theorem is connected with the towering, uniform boundedness principle of
functional analysis, which was generalized to a form equipped with rates by Rolf Nessel and his
research team (1981–1983) [33], to a powerful theorem covering the sharpness of error bounds.
This ensures that our results are the best possible. Within this general framework the structures of
the proofs of the different applications are reduced to their essentials, namely to the verification of
just two inequalities, a Jackson-type inequality and another involving the operator norm. A brief
survey of results on these inequalities is found in (1978 [20]). The applications are as follows:
(1) Numerical analysis, equipping a convergence result of G. Pólya (1933) for an integral of f
over a finite interval by its quadrature formula, assumed to be exact for polynomials of fixed
degree, with rates. The result, which applies to composite Newton–Cotes formulæ, which
include the trapezoidal and Simpson rule, yields so-called derivative-free error estimates.
(2) The mean ergodic theorem for the Cesáro average of the discrete powers of a bounded operator
mapping a Banach space into itself, namely with respect to its convergence to a certain
projection operator, but with rates. This result, also valid for the Abel means, was first studied
by Butzer–Westphal (1971–1972), and it appears to be the first ergodic theorem of any type
to be equipped with rates [44].
(3) The Lax(–Kantorovitch–Richtmeyer) equivalence theorem on the convergence of the solution
of a discrete problem to that of the given properly posed initial value problem, but with
approximation orders, in the sense that stability with order is necessary and sufficient for
convergence with order, provided the scheme is consistent with order.
(4) The limit theorems of probability theory for sequences of real independent (but not neces-
sarily identically distributed) random variables, namely the central limit theorem studied by
H. Cramer, A.C. Berry and C.C. Essen (1937–1945), as well as the weak law of large num-
bers, studied by Baum–Katz (1965). In a number of papers with Lothar Hahn (1975–1983),
we generalized both theorems to assertions covering rates. The results are even best possible
in a certain sense.
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This led to further investigations on a random martingale central limit theorem and a correspond-
ing weak law of large numbers, both with rates (1983), to limit theorems with rates for random
sums of dependent Banach-valued random variables, as well as extensions of the Lindeberg–
Trotter operator theoretic approach for dependent random variables. But also, Donsker’s weak
invariance principle, as well as Markov-processes under pseudo-moment conditions were handled
with rates. As to central limit theorems for general linear stochastic processes, we studied their
asymptotic expansions, together with Ursula Gather (1979). The (co)-authors of these papers
(some 25, plus several doctoral theses, written 1975–1989) include Werner Dickmeis, Ursula
Gather, Lothar Hahn, Heribert Kirschfink, Rolf Nessel, Marie-Theres Roeckerath, Martin Schulz,
Ursula Westphal, and Erich van Wickeren.
Our general theory was also applied to more standard questions:
(5) estimates of periodic functions by partial sums of their Fourier series;
(6) de La Vallée Poussin singular integral;
(7) Lagrange interpolation;
(8) orthogonal expansions according to Jacobi polynomials;
(9) best trigonometric approximation;
(10) Dirichlet’s problem for the unit disk or solutions of other partial differential equations; and
(11) the Whittaker–Kotel’nikov–Shannon sampling theorem for duration-limited signals.
For brief survey papers on parts of the foregoing applications see ([5] 1980 [6] 1984); none
have been written in the probability area.
In 1979 the 150th anniversary of the birth of E.B. Christoffel11 (1829–1900) in Monschau, just
south of Aachen, took place. Together with Franziska Fehér, in November 1979 I organized the
International Christoffel Symposium in Aachen and Monschau, to study and survey Christoffel’s
fundamental contributions to various fields of mathematics, physics, and mechanics. Some 70
preeminent scholars from 16 countries contributed papers, published 1981 by Birkhäuser [12]).
They include F.V. Atkinson, G.A. Baker, W. Barthel, W. Benz, M. Berger, D. Bernard, M. Brelot,
W. Burau, H. Busemann, J.S.R. Chisholm, J. Ehlers, W.N. Everitt, W.J. Firey, E. Freitag, D.
Gaier, H.G. Garnir, W. Gautschi, A.W. Goodman, V. Guillemin, R.C. Gunning, W. Haack, W.
Hahn, M. Heins, E. Hölder, A. Huber, J. Igusa, H. Kalf, H. Karzel, H.A. Kastrup, W. Klingenberg,
E. Knobloch, E. Kreyszig, K. Leichtweiss, J. Martinet, J. Mawhin, J. Meixner, K.v. Meyenn, A.
Moor, H. Morikawa, C. Müller, M. Nakai, A. Ossicini, R. Panzone, A. Pfluger, M. Pinl, C.
Pommerenke, H. Rund, W.J. Thron, L.N. Trefethen, H. Triebel, T.J. Wilmore, P. Wynn, and K.
Yano. (These participants do not overlap with those of the Oberwolfach conferences.)
Christoffel’s work on tensor analysis, which is of basic importance for Einstein’s theory of
general relativity and for field physics, his work on shock waves and continuum mechanics, and
11 One of Christoffel’s doctoral students at the University of Strasbourg was the Japanese mathematician Rikitaro
Rigakushi Fujisawa (or Fudzizawa; 1861–1933). He received his degree there 1886, but also studied under Weierstraß and
Kronecker in Berlin, 5 years in all. Fujisawa and several of his famous students, Tsuruichi Hayashi (1873–1935), Teiji
Takagi (1875–1950; who alone had 380 descendants), Yoshiye Takuzi, Nakagawa Senkichi (1876–1942), Matsusaburo
Fujiwara (1881–1946), Tadahiko Kubota (1885–1952), Sochi Kakeya (1896–1947) (“Kakeya needle problem”), were
responsible for raising the standard of mathematics in Japan to the European level; see The Book of Memoirs for Dr.
Fujisawa (in Japanese), Tokyo, 1938, pp. 271–272; a written communication by Prof. G. Sunouchi. See also C. Sasaki,
The emergence of the Japanese mathematical community in the modern Western style, 1855–1945, in: Mathematics
Unbound: The Evolution of an International Mathematical Research Community, 1800–1945, (K.H. Parshall, A.C. Rice,
Eds.), American Math. Soc., Providence, RI, 2002, pp. 229–252.
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for dynamical systems, attracted not only a substantial number of applied mathematicians, but
also theoretical physicists. Exceptionally lively and involved discussions followed the lectures,
which were attended by more than 200 participants.
7. Further directions: combinatorial analysis, central factorial functions, Stirling and
Bernoulli functions, applications to analytic number theory
Upon the untimely death of my former student and colleague Eberhard Stark (1940–1986),
I took over supervision of his students, who were working in the broad area of combinatorics
and number theory, fields that had caught my attention at Loyola and Toronto. Our first extensive
contribution [26] in a joint paper with Michael Schmidt and Lothar Vogt on central factorial
numbers, included applications to finite difference calculus, spline theory, approximation, and
especially to (new) expansions of powers of a variety of trigonometric functions in terms of
power series involving these numbers. Together with Clemens Markett (1991), we deduced a new
integral representation but especially also a truly rapidly converging series representation of the
Riemann zeta function in terms of the central factorial numbers at all odd integers, a distant aim
being the establishment of their irrationality. It includes results of Apéry (1978), H. Cohen and
D. Leshchiner (1981), but avoids their delicate combinatorial arguments. We also established a
multiple sum representation, said to be the first, of the Riemann zeta function for any integral
argument.
Our major aim however was to replace the discrete parameters of the central factorial numbers,
as well as of the Stirling numbers of first and second kind, and of the Eulerian and related numbers,
at first by positive reals, later even by complex parameters. These various numbers, becoming
true functions, and no longer having finite, but infinite series expansions, allow a variety of new
applications.
Next came extensions of Bernoulli numbers and polynomials. Whereas Euler had shown that
the zeta function for even arguments can be represented in terms of Bernoulli numbers of this
argument, we found with Michael Hauss a structural solution for the case of odd arguments,
namely a closed representation in terms of the Hilbert transform of Bernoulli numbers of this
odd argument. Our new Bernoulli functions with complex arguments, studied in the setting of
generating functions, of fractional calculus, of Dirichlet series and partial fraction expansions, of
Poisson, Boole and Maclaurin summation formulæ, together with their new Hilbert-transform ver-
sions, are connected with Stirling functions of second kind, with particular Dirichlet L-functions,
and lead to new Hilbert (transform) versions of the basic classical Eisenstein series and a new
Omega function. For review chapters or articles see [13,10,9]. Fundamental to our research in this
direction are integral transforms and methods based upon them.
Together with Stefan Jansche, in 1997–2000 we built a new approach to Mellin transforms
for p-th power (1 ≤ p ≤ 2) integrable functions that is fully independent of Fourier or Laplace
transform theory, especially in the proofs, in a unified, systematic form. Basic elements are the
Mellin operators of translation and convolution, of differentiation (the classical one had to be
slightly modified) and of integration. The latter has so far always been taken as the classical
primitive, which is by no means the true anti-differentiation operator in the Mellin frame, with
measure dx/x instead of just dx [15]. Only then are the new operators of differentiation and
“integration” truly inverse to each other, and only then does there hold the basic fundamental
theorem of the differential and integral calculus in the Mellin frame. Further, the Mellin transform
of the new integral is simple, as it should be for applications; one being an exponential sampling
theorem.
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In this respect, the fundamental theorem of the calculus in the Chebyshev transform frame was
established by Rudolf Stens and myself (1977), in the Legendre setting with Matthias Wehrens
(1979), and in the general Jacobi transform setting only in 1992, the solution not yet being complete
(see Integral Transform. Spec. Funct. 8 (1999) 175–198).
The foregoing work was the basis to six papers written jointly with Anatoly Kilbas (Minsk) and
Juan Trujillo (Tenerife), research begun during my stay at the University of La Laguna in 1999.
The first three deal with the Mellin operators of fractional order differentiation and integration.
The fractional integral turns out to be a modification of that introduced by J. Hadamard (1892),
its Mellin transform of order alpha being simply a multiple of the transform of f itself. While
the Mellin derivative of order r was an r -term series involving the Stirling numbers of second
type, the fractional derivative is actually an infinite series. The next three papers are concerned
with Stirling functions of the first and second kind, where both parameters are now any complex
numbers, together with new applications.
As to fractional calculus,12 I was invited to contribute an introductory chapter, together with
new applications, to a volume edited by the physicist R. Hilfer [31].
8. History of mathematics and conclusions
One of my hobbies has been history, namely medieval history, history of mathematics, of
computistics (the science required to compute the date of Easter), and of astronomy. A topic of
one master’s thesis of 1968 was the mathematical work and lives of the local mathematicians
Dirichlet, Prym, and Hamel. Together with R.J. Nessel and E.L. Stark we carried out research
projects on the life and work of Eduard Helly (see [23]), with François Jongmans on that of
Eugène Catalan (see [18]) and Pafnuty Chebyshev (see [19,17]), and with Manfred Jansen and
Hubert Zilles on the genealogy and work of Lejeune Dirichlet (see [16,8]).
My homepage identifies further interests, including information on two international historical
conferences I co-organized in Aachen, in 1991 and 1995. Further, Andrea Schalley wrote her
master’s thesis on the mathematics and astronomy of the Maya, while Kerstin Springsfeld did her
doctoral thesis on the impact of Alcuin on computistics during Carolingian times. Both studies
were published as books by established publishers.
Recent studies concerned the life and work of Otto Blumenthal [30] and Herbert Raabe’s work
in multiplex signal transmission [11]. Together with Jean Mawhin we are now completing vol. 4
of the collected works of Charles–Jean de La Vallée Poussin (see [22]).
In retrospect, it surprised me that, as an anti-Bourbakist, I was invited to write a preface for the
German edition (F. Vieweg, Wiesbaden, 1985) of Dieudonné’s 1978 2-volume “Abrégé d’histoire
des Mathématiques: 1700–1900”. When the Bourbaki books began to appear during the 1940s
it seemed as if those who did not follow Bourbaki’s militant approach were scorned. Even the
classical traditions of mathematical analysis were frowned upon. Bernstein polynomials or, more
generally, approximation theory, were ignored by many followers. The Bourbakists even seemed
biased against scientific applications, striving instead for mathematical purity. Unsurprisingly,
to conduct an international conference on approximation theory in August 1963 was viewed as
a provocative, if not out-of-fashion effort. Nevertheless, that first international conference on
approximation theory in the West, at Oberwolfach, perhaps together with the SIAM conference at
Gatlinburg, TN, October 1963, were soon followed by a series of related conferences elsewhere,
12 A paper together with Ursula Westphal appeared in the first conference of its type, Fractional Calculus and its
Applications, conducted by Bertram Ross at New Haven, CT, June 1974 (Springer Lecture Notes no. 457).
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so at the General Motors Research Laboratories, Warren, MI, August 1964, at the University of
Texas and at Texas A&M, from 1973 onwards, and in eastern Europe at Budapest (1969), Varna
(1970), Poznán (1972), Cluj (1973), Kaluga (1975), Budapest (1976), Blagoevgrad (1977), and
Gdansk (1979), etc. At the same time, the Bourbakist movement itself began to languish (their
last book appeared 1982), and it now seems to be no more than of historical interest.
Remaining skeptical of so-called modern trends in mathematics, I never belonged to cliques that
mainly cite one another in their publications. While attempting to adhere to classical traditions—
solid “hard analysis”—my research aim was to build this analysis into the broader setting of func-
tional analysis, harmonic analysis, and transform theory, with an eye towards true applications.
The mathematical topics selected were of interest to my students and me, avoiding generalizations
of generalizations of well-known theorems; we turned instead to avenues and results that seemed
not to have been studied, beginning with the simplest form, the essence. These were often sug-
gested by important, concrete examples I had encountered, or by applications, and since 1970, in
interchange with engineers. But in general, only the mathematical core of their “best” problems
interested us.
After about 1800, physics inspired a good deal of basic mathematical research (in fact for more
than 150 years). This role, in my view, has now shifted to the engineering world, particularly in
the form of electrical and communications engineering. Cross-disciplinary research and mutual
discussion have been a key to productive interaction, but sometimes patterns change and interdis-
ciplinarity is no longer understood or respected. I would attribute the explosion of approximation
research during the Oberwolfach years to the very diversity of so many individuals coming to-
gether, around newly-discovered common interests, an intellectual exchange heightened also by
the breaking down of the Iron Curtain.
Many of my best papers were written together with students of mine, with whom I worked
individually and intensively during the preparation of their master’s theses and also their doctoral
dissertations, implying a 5-year period on average. This is a matter of apprenticeship, bringing
together experience, different skills, fresh stamina, and flashes of inspiration. It underscores what
was implied above, that mathematics consists of clusters of communities. The individuals must
interact with each other, as must the clusters. In this sense I wish every mathematician success
in his or her work. Great patience is essential to develop difficult proofs, even if they may take
a year or more of hard work. One should not expect an immediate, positive response from our
community: good results must be understood and digested before they become more widely
known.
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