We consider the integer Chebyshev problem, that of minimizing the supremum norm over polynomials with integer coefficients on the interval [0, 1]. We implement algorithms from semi-infinite programming and a branch and bound algorithm to improve on previous methods for finding integer Chebyshev polynomials of degree n. We give 16 new integer Chebyshev polynomials of degrees in the range 147 to 244, as well as an improvement on the best known upper bound on the integer Chebyshev constant on [0, 1].
Introduction

The Integer Chebyshev Problem
The supremum norm of a polynomial p over an interval I is defined as 
Any polynomial p ∈ Z n such that p(x) 
is called the integer Chebyshev constant, or integer transfinite diameter for the interval I.
n+m
I
. Some of the original motivation to study this problem was to find an alternative proof of the Prime Number Theorem. Although this approach failed, the integer Chebyshev problem has since been studied quite extensively on its own. These efforts include both the largely computational task of finding integer Chebyshev polynomials of degree n for small n ( [3] , [6] , [11] , [13] ), as well as attempts to better understand the theory of the problem (for example, the consequences of the continuity of t Z [0, x] in the case of monic polynomials is addressed in [10] ). Different variants have been explored, most notably how the problem generalizes to multiple variables ( [2] , [11] ) and the consequences of restricting ourselves to monic polynomials ( [1] , [7] , [10] ).
Since the exact value for the integer Chebyshev constant is not known for many intervals (including [0, 1]), we must rely on known bounds. The two problems of bounding integer Chebyshev constants from above and below require decidedly different approaches. Lower bounds have been explored in [3] , [9] , and [12] , while upper bounds have been explored in [3] , [4] , [6] , [9] , [11] , [12] , and [13] .
In this paper, we consider two problems to which semi-infinite programming can be applied:
• Finding integer Chebyshev polynomials of degree n on [0, 1]
• Computing an upper bound for the integer Chebyshev constant on [0, 1] These are covered in Sections 2 and 3 respectively. We expand a little more on previous results and methods that will be used again in Section 2. The best known methods for finding an integer Chebyshev polynomial p n for given n use 3 steps: 
where p i is an integer Chebyshev polynomial for each i ∈ {1, .., n − 1}.
2. Using a set of known factors of integer Chebyshev polynomials of degree k < n, determine which are necessary factors of an integer Chebyshev polynomial of degree n with supremum norm less than c n . At the end of this step, we refer to the product of the known factors as F (x) and the product of the unknown factors as G(x).
Compute G(x).
Step 3 begins where the techniques of Step 2 fail to produce additional factors, and consists of performing some type of exhaustive search of the possible factors G(x) and choosing the one that minimizes G(x)F (x) [0, 1] . Thus p n (x) = G(x)F (x) is an integer Chebyshev polynomial of degree n. We note the following lemmas, whose proofs can be found in [11] : 
These results allow us to work on the interval [0, 1/4] instead of [0, 1] . This proves useful, for example in Step 3 above, by reducing the degree of the unknown factor G before the exhaustive search.
Semi-Infinite Programming
A semi-infinite programming (SIP) problem is an optimization problem that, in primal form, can be formulated as
where x ∈ R n and T is an infinite set. Thus the optimization problem is over a finite number of variables subject to an infinite number of constraints. In a linear semiinfinite programming (LSIP) problem, the objective function f and constraint functions g(x, t), t ∈ T are affine in the variable x. For a general reference on linear semi-infinite programming, see [5] .
One of the difficulties of solving LSIP problems is that in order to check the feasibility of a solutionx, we must be able to check whetherx ∈ D, that is, whether the solution to (Q) min g(x, t) ∀t ∈ T is greater than 0. This is known as the lower-level problem. The problem (Q) is, in general, a non-linear global optimization problem, so may be very difficult to solve. Handling this part is often left to the specific application. The cutting plane algorithm used in this paper to solve the LSIP problems that will arise is in the class of discretization algorithms. The common theme of this class is to replace the set T by a finite subset T k ⊂ T , so that we can solve the resulting LP, denoted by P (T k ), with finite constraints, using the simplex method. These algorithms are covered in a genral setting in chapter 10 of [5] .
The cutting plane algorithm is an iterative algorithm, which produces the next discretized set T k+1 by using the solution to the discretized problem on iteration k. In particular, given a solution x to P (T k ), we solve the lower level problem (Q) to determine a set of values T ′ = t ∈ T : g(x, t) > 0. We then set T k+1 = T ∪ T ′ and iterate. Termination occurs when x is feasible to within some tolerance ǫ. The constraints given by t ∈ T ′ are called cutting planes, as they separate the current solution from some set containing all feasible solutions. This algorithm will be applied in two separate contexts in this paper, so will be further described as needed.
Unknown Factor Search
In attempting to find an integer Chebyshev polynomial p n (x) of degree n, we first use methods to determine necessary factors (and their multiplicities) of p n (x), given that p n (x) ≤ c n . For all current methods, once we are no longer able produce new factors, we are left with known factors F where deg(F ) < deg(p n ), if n is sufficiently large. Although the focus of this paper is on improvements to the search for the missing factor G(x), we will briefly describe some of the basic methods that allow for determining the necessary factors F . In particular, a simple method used in [6] and others is as follows. Given an upper bound c n on t Z [0, 1], we have
for all x ∈ [0, 1]. We then may be able to prove that a factor of the form ax ) is the resultant of G(x) and ax − b, and since both have integer coefficients, the resultant is also integer. Thus we conclude that a g |G(b/a)| = 0 and so ax − b divides G(x). We then update F (x) to F (x) · (ax − b) and G(x) to still be the remaining unknown factor.
This technique can easily be extended to multiple factors by using Markov's bound on mth derivatives, as done in [6] . More sophisticated techniques have been developed, ranging from Lagrange interpolation in [6] to generalized Muntz-Legendre polynomials in [13] to applications of the simplex method in [11] . An overview of these methods as well as the most recent and most effective techniques can be found in [11] .
For the remainder of this section, we use the results of Lemmas 1 and 2 to work instead on the interval [0, 1/4] with the transformation
. We will use G(x) and F (x) to refer to the unknown and known factors respectively on the interval [0, 1/4] . This transformation halves the degree of G(x), resulting in nearly half as many coefficients to determine.
The algorithm presented here requires the known factors F (x) as input, since we are only concerned with computing G(x). The current best methods for finding F can be found in [11] , where an implementation in Maple is provided. All results of this section are based on the known factors F provided by that implementation.
Formulation as an Integer Semi-Infinite Program
We can formulate our problem as the following semi-infinite program (SIP) with integer variables a i and continuous variable c:
. We note that the constraints are linear in the coefficients a i , so this is a linear mixed-integer SIP. To handle the integrality constraints, we propose a branch and bound algorithm similar to those used for solving integer linear programs.
Branch and Bound
Branch and bound algorithms for minimizing an arbitrary objective function work by producing a tree of search nodes and maintaining a record of the best known solution
The root node of the search tree represents the optimization problem over the full solution space, while each branch involves the partition of the search space into two or more components. By finding a lower bound on the objective value of each node, we can eliminate those nodes whose lower bound is greater than c * . We call this "cutting" or "pruning" the branch.
Branch and bound methods to solve integer programs find lower bounds by solving a relaxed linear program, and branch by adding constraints to the integer variables to produce new nodes partitioning the search space. Our approach here is similar, but the relaxed problem is instead a linear SIP.
Each node N is defined by the set of constraints C that have been added to the variables during branching. In order to get a lower bound on the solutions obtainable from N , we solve the SIP (R) given by the relaxation of the integrality constraints of (IP ) together with the constraints C, to get a solution (ā,c) withc ≤ ν(IP ), where ν(IP ) is the optimal solution to (IP ). We can find candidates for new best solutions at very low cost by roundingā to get a * . If
At the end of the algorithm, we output G * (x), where G * (x)F (x) is the integer Chebyshev polynomial of degree n. In order to fully specify the branch and bound algorithm, we must describe three more procedures:
1. A lower bounding method for each node in the branch and bound tree.
A branching protocol.
3. A policy for deciding which node to process next.
Lower bounding at each node
To find a lower bound at node N , we use a cutting plane algorithm as described in the introduction to solve the LSIP. We use an iterative process beginning with a finite subset T 0 ⊂ [0, 1], and compute a solution (ā,c) to the LP given by only considering constraints defined by x ∈ T 0 in the SIP R of N . We then let
and set
We iterate in this fashion until no such values of x can be found or the changes toc between successive iterations is sufficiently small. A lower bound for the node N is then provided by the value ofc from the last iteration.
Branching protocol
Before detailing the branching technique, we first note that we need only consider polynomials G(x) such that a g ≥ 1, since we are searching for a degree g polynomial and negation does not change the supremum norm. Experimentally, combining this constraint with constraints on the variable a 0 (e.g. a 0 = 1) produced the largest likelihood of branch cutting occurring near the start of the algorithm. This motivates our branching protocol: given a set C of constraints for the node N , we branch on the coefficient a i with the smallest index i where C does not already contain an equality constraint for a i . If there are no constraints for a i in C, then we produce four new nodes N 1 , N 2 , N 3 , N 4 with constraint sets
respectively. If there are already inequality constraints on a i in C, then we produce nodes with constraint sets similarly to the above, only where the new constraints do not conflict with the existing constraints in C, always producing at least 2 equality constraints.
This branching is a trade off between branching with equality on all possible values of a i , and binary branching using only inequalities. This method avoids computing bounds on the value of a i while also reducing the total number of nodes created compared to binary branching.
Selecting the next node to process
The selection of the next node to process is determined by the data structure in which the nodes are placed. We used a priority queue whereby nodes with smaller c are processed first, yielding a "best first search". The heuristic justification of this choice is that since we are searching for nodes with smaller lower bounds first, we will not spend time on a branch which has a better chance of being cut.
The algorithm
Algorithm 1 is a pseudo-code description of the branch and bound algorithm, given procedures for finding lower bounds and determining new nodes by branching, as described above while P riQueue not empty do (N, a) ← GetNode(P riQueue)
7:
if c * ≤ U pperBound then
10:
U pperBound ← c *
11:
BestSol ← a *
12:
end if 13:
14:
for i from 1 to 4 do end while 21: end procedure
We note that this algorithm is similar in spirit to the technique used in [6] for computing G(x), although described in a different framework. Improvements in our algorithm come from eliminating the need to find bounds on each coefficient and that the branch and bound algorithm is more likely to find good solutions sooner by use of the priority queue.
Resultant Search
We describe here the method used in [11] to find G(x). This method produced the best results before this paper, and will be used in combination with our branch and bound algorithm to find new integer Chebyshev polynomials.
The main idea is to write the coefficients of G(x) in terms of the resultants of G(x) with g +1 linear polynomials, and to perform a search on these resultants, which are also integers, instead of the coefficients themselves. Then we can determine a set of congruences the resultants must satisfy, greatly reducing the number of possible combinations of coefficients.
Consider
We write this in matrix form as 
Using a form of Gaussian elimination with the Euclidean algorithm, we can reduce the matrix S to an upper triangular matrix S ′ . Given bounds on each r i , we can then try all possible values of r by back substitution in S ′ , solving the linear congruence in one variable at each step. We find bounds on the r i by noting that r i = v For each valid r, we can compute G(x) and find the r giving G(x) that minimizes G(x)F (x) . Then G(x)F (x) is an integer Chebyshev polynomial of degree n on [0, 1/4], which we can then transform to find the symmetric integer Chebyshev polynomial on [0, 1].
Combining Methods
Along with the other methods given in [11] , the resultant search method allowed the computation of all integer Chebyshev polynomials up to degree 145, and many up to degree 230, and included all integer Chebyshev polynomials for which the degree of the missing factor G(x) on the interval [0, 1/4] was less than 15. Unfortunately, the exponential nature of the branch and bound method prevents scaling to the same extent. For example, in step 3 of finding the integer Chebyshev polynomial of degree 120, G(x) has degree 12. The resultant search method completes in 3 minutes, while branch and bound takes over 8 hours. However, fast progress by the branch and bound algorithm in the early stages motivates a combination of the two methods wherein we start off branching before doing a resultant search on the remaining variables.
More precisely, we observed that large amounts of branch cutting occurred in the early stages of the branch and bound algorithm. This was especially true when the signs of the early variables did not match with the signs of the variables in the minimizing factor. For example, if a 0 = 1 for the factor G * (x) minimizing G(x)F (x) , then the node with constraint a 0 = −1 would always produce a lower bound greater than c n . Such asymmetry does not exist when searching the resultants.
We exploit this early effectiveness of branching by combining the two methods; we first start with branch and bound, and branch until a specified variable is reached. Given the determined coefficients, we then do a resultant search to find the remaining coefficients that minimize G(x)F (x) for each node.
Suppose that we branch until coefficient j. Let a 0 , a 1 , ..., a j be the known coefficients and let a j+1 , a j+2 , ..., a g be the unknown coefficients. Then the resultant of G(x) with
Rearranging, we have
with r i ∈ Z. We can use the system of equations between the r i and the a k given in this way for the resultant search, shifting the bounds on r i by
In practice, branching until 11 variables remained proved effective. Branching later resulted in set up computations for the resultant search being wasted on a small search, and branching earlier often made the resultant search too large to be feasible in our implementation.
A running time comparison on a select few examples between the combined method and the branch and bound and resultant search alone is given in Table 1 . As can be seen, the combined method is not unilaterally better than the resultant search alone, particularly for smaller n. However, for larger n, we can see that there are instances where the combined method will finish quite quickly, while the resultant search alone does not finish within any reasonable timeframe.
We note two additional advantages of the combined method that are inherited from the branch and bound algorithm. The "best-first" search of the branch and bound method applies here as well, and the variable sets chosen for the first few searches will be the variable sets indicated to be most promising by the LP solutions at all active nodes. Also, as the vast majority of the computations happen within nodes and not between them, the branching portion of the algorithm is very simple to parallelize. Furthermore, it parallelizes nearly perfectly once the number of active nodes exceeds the number of cores available. Future research could implement a parallelized version of the algorithm that could help find integer Chebyshev polynomials that have proven elusive thus far.
Results
Our implementation in Maple of the combined branch and bound and resultant search method, as well as additional data files, can be found at [8] .
Using the combined branch and bound and resultant search algorithm, we were able to find 16 more integer Chebyshev polynomials not given in [11] , listed in Table 2 . The missing factors found for these all had degrees in the range 14-16, except for the degree 202 integer Chebyshev polynomial, which had a degree 17 missing factor.
We note here that during the during the branching process, for each node that we do a complete search on, we get a polynomial. While usually not the minimal polynomial we are searching for, these polynomials nonetheless have quite small supremum norm. We can check these polynomials for factors that improve our search for large degree polynomials of small supremum norm, detailed in Section 3. We found one such polynomial using this method, listed as r 5 in Appendix A.
Upper Bound Computation
After obtaining a set S of polynomials that are suspected to be factors of integer Chebyshev polynomials of large degree, we can use a SIP formulation to find a polynomial Q(x) of very large degree that is as small as possible on [0, 1], given that all its factors are in S. The problem of determining a set of good factors to use is covered extensively in [11] . Given this polynomial Q(x), Q(x)
gives an upper bound on t Z [0, 1]. This method has been used extensively, improving the upper bound incrementally in each of [3] , [6] , [12] , [13] , [4] and [11] . In this section, we discuss the SIP formulation used in this method and the algorithm we used to solve said SIP, yielding a new improvement on the best known upper bound on t Z [0, 1].
Formulation as a Semi-Infinite Program
In order to find a polynomial of small supremum norm on [0, 1], we consider the following semi-infinite program:
is the set of suspected factors of integer Chebyshev polynomials, and C and m i , i = 1, 2, .., k P , are variables. The condition m i = 1 allows us to avoid integrality constraints, and instead we can multiply the found exponents by a large power of 10 (equivalent to raising the found polynomial to a large power of 10) and round them to get a good approximation to the minimal polynomial obtainable with the factors P . We can take the logarithm of the above program to get the linear semi-infinite program:
(P ) minimize c subject to
where c = log C.
Cutting Plane Algorithm
We use a cutting plane algorithm to solve the LSIP (P). In this application, solving the lower level problem consists of finding the values of t ∈ [0, 1] for which the value of the polynomial p m given by the solution to P (T k ) exceeds c. We can do this efficiently by computing the local maxima of p m . For a polynomial of the form p i (t) ri , we do this by finding the roots of the polynomial i =j p j (t) r i p ′ i (t) . We note here that all solutions found by the cutting plane algorithm are infeasible, since they are the solutions to an LP relaxation of the SIP problem. We also note the justification for using cutting planes instead of a grid-based or random selection of constraints; heuristically, we would expect that a large number of the constraints g(x, t), t ∈ T would be redundant for computing optimal values, as many may be near identical. The cutting plane step chooses constraints at each step that are sure to be violated by some good solution, namely the last found solution.
Implementation
Since we required high computational precision along with significant symbolic manipulation, we implemented the algorithm using the Maple software. This implementation, as well as relevant data files, can be found at [8] . Implementation in a compiled language such as C could lead to more results by virtue of faster execution, but would require significant programming effort.
We first note that the infeasibility of the solutions provided by the cutting plane algorithm is not of great concern, since the perturbation associated with the rounding of the exponents to get our final polynomial changes the exact solution in any case. Instead of taking the objective value c of the last step of the algorithm as the supremum norm, we calculate p(t) directly, where p is the polynomial obtained after rounding exponents. We do note that c is itself a lower bound on the supremum norm that can be obtained by this method using the set of factors S. This provides us with information about how much more improvement to the upper bound is possible without changing the factor set.
A significant disadvantage of the cutting plane algorithm is the absence of a constraint deletion rule that exists, for example, in the modified central cutting plane algorithm (see [5] for a description of that algorithm). When computing an optimal solution to P (T k ) during iteration k of the cutting plane algorithm, we have no way of determining which constraints will change the solution if removed. However, keeping all constraints renders the resulting LP prohibitively large quite quickly.
Our approach is inspired by simulating annealing techniques in global optimization problems. The cutting plane algorithm is initialized with a "temperature" parameter ω. At each iteration, a fraction of the constraints proportional to ω are removed at random, and ω is reduced. The motivation behind this heuristic method is based on the intuition that constraints that are no longer important for determining the optimal solution of P (T k ) will eventually be removed, and any important constraints that are removed will be quickly added back. As ω is decreased, the process stabilizes, and heurisitcally, the majority of the remaining constraints should be helpful in computing the optimal value of (P ). In our implementation, ω is initialized to 0.5 and a simple exponential reduction scheme is used, multiplying ω by a parameter λ, usually between 0.90 and 0.95, at each iteration. This technique yielded slightly better results than without constraint deletion.
Results
Our cutting plane algorithm (and in fact, even simpler methods) was able to outperform the earlier results of [13] and [6] with the factor sets used in those papers. The previous best upper bound on t Z [0, 1], found in [11] , was 0.422863857. We improved this bound using the same factor set S 1 to 0.422846390945 with our cutting plane algorithm. As previously mentioned, the objective value of the solution to P (T k ) at each iteration k provides a lower bound on the solution to (P ), and thus a lower bound on the best upper bound one can obtain using the factor set S 1 . The largest such objective value we found was 0.422846390831, indicating that our upper bound reflects much better the upper bound that can be achieved using S 1 , and that although a small improvement, it is a significant one.
The method briefly described in [11] for solving (P ) is very similar to the cutting plane algorithm described here, so it is not precisely clear why it did not yield a better solution. We will note that of the polynomials for which their solution gave nonzero exponents, five polynomials (denoted s 2 , s 8 , s 11 , s 22 and t 1 in [11] ) were assigned an exponent of zero in our solution, indicating they can be removed from the factor set with no change to the computed upper bound.
We searched for new factors to add to the factor set as described in Section 2. We were unfortunately only able to find a single additional factor that was useful in finding a smaller polynomial (listed as r 5 in Appendix A). After including this polynomial in the factor set S 1 to get the factor set S 2 , our cutting plane algorithm yielded a polynomial of supremum norm 0.422841539594, with a lower bound on solutions using S 2 given by 0.422841539487. This polynomial, of degree 10 10 + 9, is given by where the factors are defined as in Appendix A.
Conclusion
In this paper, we have formalized the application of semi-infinite programming to computations related to the integer Chebyshev problem. We implemented additions to the standard semi-infinite programming methods, including a branch and bound technique combined with previous methods to find integer Chebyshev polynomials. These efforts yielded 16 new integer Chebyshev polynomials of degree ranging from 147 to 244, as well as a small improvement on the best known upper bound of t Z [0, 1]. In the search for integer Chebyshev polynomials, any improvement on either computing the necessary degree of known factors or on the exhaustive search to find remaining factors will likely yield improved results. As noted in the paper, the branch and bound algorithm naturally parallelizes, and this would be a good way to continue to find integer Chebyshev polynomials, although there are obvious limitations compared to an algorithmic improvement.
In the computation of an upper bound on the integer Chebyshev constant, we gave lower bounds on the supremum norm achievable using our given factor sets. It is clear from these lower bounds that the supremum norm given is effectively the best upper bound on t Z [0, 1] obtainable using this method without finding new factors for our factor set. Thus, future efforts should be directed there. + 2750222089x
