Abstract-In this paper, a fast encoding algorithm is developed for fractal image compression. At each search entry in the domain pool, the mean square error (MSE) calculations of the given range block and the eight dihedral symmetries of the domain block are obtained simultaneously in the frequency domain, in which the redundant computations are all eliminated in the new encoding algorithm. It is shown in software simulation that the encoding time is about six times faster than that of the baseline method with almost the same PSNR for the retrieved image. The fast algorithm is performed to deal with the eight dihedral symmetries at each search entry. Therefore, it can be applied to various enhanced algorithms which are equipped with quadtree, classification, and other mechanisms.
I. INTRODUCTION
T HE IDEA of the fractal transform coding is based on the assumption that the image redundancies can be efficiently exploited by means of block self-affine transformations. Many authors [1] - [3] suggest that at the microscopic or a block level images contain a large amount of self-similarity, and that the fractal transform coding can be used to take advantage of this fact. The fractal transform for image-data compression was introduced first by Barnsley and Demko [4] . However, the algorithm requires extensive computations [5] . The first practical fractal image compression scheme was introduced by Jacquin [6] and Jacobs et al. [7] called the Jacquin-Fisher algorithm using block-based transformations and an exhaustive search strategy. Their approach was an improved version of the system patented by Barnsley [8] , [9] . The computational complexity was reduced by partitioning and classifying the image subblocks.
The procedure of the Jacquin-Fisher algorithm consists of 1) use of a two-level (8 × 8 and 4 × 4) square block-size partitioning method to partition the original image into blocks called range blocks;
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2) classification of the image blocks into shade, midrange, and edge blocks; 3) an exhaustive search of a "virtual codebook" obtained from a pool of domain blocks of the same class and also from a set of pool-of-blocks transformations.
The shade blocks are approximated by a uniformly gray block while the other blocks are coded with a zero-order polynomialfractal function. There are two important issues which need to be improved in the Jacquin-Fisher algorithm. First, the cost of an exhaustive search of a pool of domain blocks is too high. Second, a good classification algorithm needs to be obtained. Such a classification algorithm must be able to reduce the search space and also to decrease the order of the fractal function. The recent work toward these efforts is reported in the book [10] . The quadtree fractal-encoding scheme developed by Fisher [10] is a well-known technique that uses the recursive partition of the image into nonoverlapping ranges with tree structure and the quadrant classification of both domain and range blocks. These techniques relate to a more general method called the classified vector quantization [11] : compute the first and second moments of the domain blocks and the orientation of their subblocks to find the visual distinction between blocks, to thereby reduce the domain-search space.
For all of the methods mentioned above, there is a need to consider the eight orientations of the allocated domain blocks. These are known as the dihedral operations on the block. This group of operations requires eight separate MSE computations between the given range block and the selected domain block. These eight operations involve extensive computations in order to realize the above encoding procedure. This correspondence explores the redundancies in these eight orientations by performing the MSE computations in the frequency domain, obtained by the use of the discrete cosine transform (DCT). By the proper arrangement, it follows that all of the redundant computations can be eliminated. Furthermore, since most of the energy of a block is located in the low-band data, the MSE computation needs to use only the low band data. This reduces the complexity of the DCT inner product computations.
However, this fast encoding algorithm requires additional DCT computations. It is well known [12] - [14] that a fast transform method can be used to implement the DCT, called the fast DCT. The eight operations of the affine group require less computations in this fast encoding algorithm than the original algorithm. These DCT computations are trivial on a real time processor and render this new algorithm to be quite practical. 
II. DISCRETE COSINE-TRANSFORM OF IFS
In practical data-compression applications, the size of domain blocks are 16 × 16 pixels and the range blocks are 8 × 8 pixels.
For an image of size 256 × 256, there are a total of overlapping blocks in the 
Note that cases 1, 6, 4, and 7 are the same as those obtained by counterclockwise rotations about the center of the original block with angles 0 , 90 , 180 , and 270 , respectively. The DCT of these eight orientations of a domain block is characterized by a change of coordinates. Explicit formulas of the DCT of each orientation is formed in terms of the DCT of the original block. Using these formulas, one is able to group the data under consideration and eliminate repeated calculations of the different operations and, thus, reduce the computation time.
It is shown [13] that the DCT of an image block , is given by (3) where and
First, one computes the DCT for the cases of the reflection about the line and the line . The change of coordinates is obtained by reflecting the original block about the line . The new coordinate is thus given by (4) and is solved as and
Let be the new image block that is obtained from by this reflection. One writes By (3) and (5), the DCT of is thus computed as (6) For the case of the reflection about , let be the new image block obtained from by this reflection and be the DCT of . Similar computations in (6) lead to 
Let be the new image block obtained from by this flip. One writes By (3) and (9), the DCT of is thus computed as (10) Now, let denote the image block for case and be the DCT of . Thus, by the formulas (6), (7), and (10), it is easily shown that (11) and (12) 
III. LEAST-SQUARE ERROR MINIMIZATION IN FREQUENCY DOMAIN
In the exhaustive search algorithm proposed by Jacquine and Fisher, the optimum values of and are found by the method of a least-squared approximation for all of the eight cases of the dihedral coordinate transformations illustrated in the previous section for each domain block no matter where its position is in the image.
Given a range block , one searches in the domain pool to find the domain block and the affine transformation , which minimize the MSE , where belongs to the domain pool. To simplify the notation, one assumes that all of the domain blocks are shrunk already in the -plane subject by the factor 1/2 in (2). Thus all the domain blocks are of the same size as the range blocks, i.e., 8 × 8 as assumed in Section II.
At each search entry and its eight orientations, the quantities and are computed as and (13) where inner product of and ; mean value of the block ; mean value of the block ; demeaned block of ; demeaned block of . Hence, the MSE leads to (14) Thus, it is clear that to minimize the MSE of and is equivalent to the maximization of the inner product . Now one can remove the redundancies needed for the MSE calculation of and by the use of the frequency domain.
Let and be the DCT of and , respectively, for . By the above argument, a search the minimization of the MSE of and with respect to is equivalent to maximization of for . This is calculated as follows: (15 It is seen from (17) and (19) that the redundancy calculations involve the quantities and , which can not be observed in the spatial domain. With proper arrangement shown in Fig. 1 , all of the redundant calculations in the spatial domain are removed.
Since the DCT has a good energy compaction, in practical situations, only part of the DCT coefficients need to be used to find the scalar product. Thus, the computational complexity can be reduced further. Fig. 1 is obtained from all of the 64 DCT coefficients used for the calculation of the scalar products of dihedral group transformations. Four different zonal masks also can be used to improve the performance of the new encoding algorithm. As shown in Fig. 2 , the number of DCT coefficients for (a)-(d) used in the tests of the least-squared error approximation are 6, 10, 15, and 22, respectively. Note that the DC term of the DCT coefficients is zero since the original block in the spatial domain is demeaned. The parallel implementation structure, using zonal filter two in Fig. 2 , is shown in Fig. 3 . Clearly, the structure in Fig. 3 is quite simple and easy to implement. If more DCT coefficients are used, a more accurate estimation of and , and a higher image quality is obtained.
IV. EXPERIMENTAL RESULTS
To emphasize the encoding speed with a constant quality, the fast algorithm is compared to the baseline algorithm having the same compression ratio. The data is encoded using 8 bits for the translations and , respectively; 7 bits for the brightness ; 5 bits for the contrast ; and 3 bits for the dihedral transformation. A total of 31 bits are needed for coding each range block.
The PSNR given by PSNR MSE is used to measure the quality of the retrieved images. For the different algorithms, the retrieved image is obtained by the same number of iterations of the encoded affine transformation with the same initial image.
The software simulation is done using C++ on a Pentium 133, Windows 95 PC. The tested pattern is the gray level Lena image of size 256 × 256. Fig. 4(a) and (b) shows the results using the baseline method and the fast algorithm with all the DCT coefficients, respectively. The fast algorithm is about 3.5 times faster than the baseline method with the same PSNR. Fig. 5(a) shows the image using the fast algorithm with zonal filter four. The encoding time is about six times faster that of the baseline method with almost the same PSNR. Fig. 5(b)-(d) show the results using the zonal filters three, two, and one, respectively. For these cases, one obtains a faster performance while the quality decays (see Table I ). The encoding times and the relative PSNR's of the baseline method, the fast algorithm using all the coefficients and the zonal filter four for the images Lena, baboon, F16, and pepper are shown in Table II . One observes that the faster algorithm using zonal filter four is about six times faster than that of the baseline method with almost the same PSNR.
V. DISCUSSION
The fast algorithm removes all of the redundant calculations for the eight dihedral symmetries of the domain block to achieve a faster encoding process. The algorithm can be applied to various enhanced algorithms. For example, the classification method reduces the size of the domain pool, while at each search entry in the pool, the calculations of the eight orientations are still required. For quadtree applications, the same calculations are also required with a smaller or larger block size. Thus the fast algorithm can be applied independently to improve the speed of the decoder while the PSNR is not affected.
There is a tradeoff between the reduction of the inner-product computation and the cost of computing the DCT for every domain and range block. In the software simulations, the DCT can involve an extensive computation in the new algorithm. However, as it is seen in the latest papers [12] - [14] , the fast algorithms are developed to implement the DCT, which is called the fast DCT and is readily realized on a real-time processor. As a consequence, the fast DCT makes possible a fast algorithm for this new fractal encoder. 
