Evaluating Ensemble Post-Processing for Wind Power Forecasts by Phipps, Kaleb et al.
Evaluating Ensemble Post-Processing for Wind Power
Forecasts
Kaleb Phipps
Institute for Automation and Applied Informatics
Karlsruhe Institute of Technology
kaleb.phipps@kit.edu
Sebastian Lerch
Institute for Stochastics
Karlsruhe Institute of Technology
sebastian.lerch@kit.edu
Maria Andersson
Department of Management and Engineering
Division of Energy Systems
Linköping University
maria.h.andersson@liu.se
Ralf Mikut
Institute for Automation and Applied Informatics
Karlsruhe Institute of Technology
ralf.mikut@kit.edu
Veit Hagenmeyer
Institute for Automation and Applied Informatics
Karlsruhe Institute of Technology
veit.hagenmeyer@kit.edu
Nicole Ludwig
Institute for Automation and Applied Informatics
Karlsruhe Institute of Technology
nicole.ludwig@kit.edu
Abstract
Capturing the uncertainty in probabilistic wind power forecasts is challenging,
especially when uncertain input variables, such as the weather play a role. Since
ensemble weather predictions aim to capture this uncertainty in the weather system
accurately, they can be used to propagate this uncertainty through to subsequent
wind power forecasting models. However, as weather ensemble systems are known
to be biased and underdispersed, meteorologists post-process the ensembles. This
post-processing can successfully correct the biases in the weather variables but has
not been evaluated thoroughly in the context of subsequent forecasts, such as wind
power generation.
The present paper evaluates multiple strategies for applying ensemble post-
processing to probabilistic wind power forecasts. We use Ensemble Model Output
Statistics (EMOS) as the post-processing method and evaluate four possible strate-
gies: only using the raw ensembles without post-processing, a one-step strategy
where only the weather ensembles are post-processed, a one-step strategy where
we only post-process the power ensembles, and a two-step strategy where we post-
process both the weather and power ensembles. Results show that post-processing
improves the probabilistic forecasting accuracy and that the post-processing of the
final power ensemble forecast is the crucial step.
Preprint. Under review.
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1 Introduction
Forecasting, especially probabilistic forecasting, is essential for decision makers in power systems
in order to optimally operate and maintain the grid[1, 2]. With the push towards energy systems
with high shares of renewable energy sources, forecasting renewable generation, such as wind power,
becomes increasingly important. Forecasting wind power is challenging, as the generation depends
on weather variables, such as wind speed and temperature, in a non-linear and bounded fashion [3].
Additionally, these weather variables are difficult to forecast and are usually described by Numerical
Weather Prediction (NWP) models, which model the physical relationships of the atmosphere to a
certain extent.
When forecasting wind power with the help of weather predictions, two models thus play a role; the
NWP model whose output should describe the uncertainty in the weather variables, and the wind
power forecasting model, whose output should describe the uncertainty in the wind power given
the weather variables. Within the first model, ensemble predictions, which are different runs of the
NWP model, capture the inherent uncertainty in the weather variables. These ensemble predictions
are known to be biased and underdispersed thus post-processing the output of these models is done
frequently [4, 5, 6, 7, 8, 9, 10, 11]. Post-processing is used to alleviate systematic biases in the model
and calibrate the forecasts to past observations.
In the wind power ensemble prediction setting, there are three ways in which systematic model biases
can be present making post-processing useful; in the first stage concerning the weather, in the second
stage concerning the wind power, or in both stages. Pinson and Messner [3] introduce ensemble
post-processing for wind power applications. They explain the concepts behind post-processing both
before converting the weather to wind power and after the conversion. However, they do not evaluate
at which step the post-processing benefits the wind power forecast most. Although the literature on
wind power forecasting is vast (see e. g. the review by Zhang et al. [12]), only a few examples exist
of post-processing being used, for example [13, 14, 15, 16]. However, each of these papers only uses
post-processing for the weather ensemble data, although calibrating the prediction output to the past
observations could also benefit the wind power forecasts themselves.
In this paper we thus evaluate at which stage in the wind power forecasting process the post-
processing is most useful. Thus answering whether it is necessary to post-process both weather and
wind forecasting models, only the final model with the assumption that the post-processing can adjust
for both model biases, or only the weather model as the wind power model biases are negligible. This
evaluation is done on publicly available synthetic benchmark data as well as wind power data from
two bidding zones in Sweden.
The remainder of this paper is structured as follows. Section 2 introduces the theoretical background
on the NWP models, forecasting and post-processing methods used. We then describe the four
post-processing strategies in detail in Section 3, before introducing the data (Section 4) which is used
in the evaluation in Section 5. Section 6 discusses our approach before Section 7 concludes the paper.
2 Background
In order to evaluate ensemble post-processing for wind power forecasts, we first need to introduce
some basic concepts, which we do in the following. We start by introducing NWP models before
explaining our forecasting models and how their accuracy is determined. We then present ensemble
post-processing and methods to evaluate post-processing performance.
2.1 Numerical Weather Prediction Models
Atmospheric behaviour is chaotic, thus an unstable system which has finite, state dependent limits
of predictability [17, 18]. Numerical Weather Prediction (NWP) models forecast this atmospheric
behaviour, and thus the weather, through solving a system of non-linear differential equations starting
with the current observed weather conditions. As forecasts of non-linear systems are highly sensitive
to the given initial conditions, and initial errors grow during the forecast [18, 19], it is important
to accurately describe the current state of the atmosphere and be able to assess the uncertainty in
the forecasts. This uncertainty is nowadays quantified with the help of Ensemble Prediction System
(EPS). An ensemble forecast is generated by running the NWP model several times with slightly
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Figure 1: An illustration of an ensemble forecast over two forecast periods. The two dotted red
lines at midnight indicate the point at which the forecast is made. At this time the numeric weather
models are initiated with slightly different values. Due to the initial values being similar, there is
little difference between the initial forecasts, but as the forecast horizon increases to 24h the forecasts
diverge. This mirrors the uncertainty in the forecast.
different initial conditions, e. g. adding perturbations to the initial state. Hence, todays weather
forecasts provide an inherent probabilistic uncertainty estimate in the form of ensembles of NWPs.
Figure 1 shows an example of an ensemble forecasts trajectory over time starting at two different time
points with slightly different initial conditions. Note that although the initial conditions are similar,
the forecasts diverge over the forecast horizon of 24h, which mirrors the uncertainty associated with
the chaotic non-linear weather system. For more information on NWP see e. g. Bauer et al. [18].
2.2 Forecasting Models
The present paper focuses on evaluating ensemble post-processing strategies and not developing
state-of-the-art wind power forecasts. Therefore, we do not try to optimise the forecast and instead
choose two standard and proven forecasting models; one linear model, namely a linear regression[20],
and one non-linear model, namely a neural network[21]. Both are described in the following together
with how we measure the forecasting accuracy.
2.2.1 Linear Regression
The simplest models, which we use to forecast wind power, are linear regression models. These linear
regression models can be described with
yt+h = β0 + αyt+h−24 +
K∑
k=1
βkW
k
t+h +
J∑
j=1
γjD
j
t+h + εt+h, (1)
where yt is the dependent variable, which in this case is the wind power, yt−24 is the actual wind
power a day before, W k are weather time series, such as wind speed and temperature, and Dj are
dummy variables, such as the season, the month and the year. The models are fitted for each forecast
horizon h = h1 . . . hH with hH ≤ 24, using actual historical weather data in order to describe the
real relationship among the variables and remove any bias fitting on historical weather forecasts
or ensembles could introduce. Each ensemble x1 . . . xM from the EPS is then used in a separate
prediction run for each forecast horizon to generate an ensemble of wind power predictions with the
previously fitted regression coefficients
yˆt+h(x1, . . . xM ) = βˆ0 + αˆyt+h−24 +
K∑
k=1
βˆkŴ
k
t+h(x1, . . . xM ) +
J∑
j=1
γˆjD
j
t+h + εˆt. (2)
3
2.2.2 Neural Network
In order to better forecast non-linear dependencies, we implement a neural network. We tested
multiple neural network configurations before selecting a configuration with two hidden layers of 10
and 7 neurons respectively and trained it with the resilient backpropagation algorithm. This network
architecture was selected because it is the simplest we found, that still returns accurate forecasts. The
chosen activation function is a hyperbolic tangent given by
σ(x) =
e2x − 1
e2x + 1
∈ [−1, 1]. (3)
The input features remain the same as for the linear regression model explained above. Again,
the parameters (i. e. weights) are fitted using the actual historical weather data and each ensemble
member is passed through the network to get an ensemble wind power prediction.
2.2.3 Forecasting Accuracy
To evaluate the forecasting approaches, we use the Continuous Ranked Probability Score (CRPS)
as defined by Gneiting and Raftery[22]. This error measure is used to assess the calibration and
sharpness of the probabilistic forecast and can be described as follows
CRPS(F, y) =
∫
R
(F (z)− 1{y ≤ z})2 dz, (4)
with F being the wind power generations predictive cumulative distribution function (built over the
multiple ensemble forecasts), y the verifying observation and 1 denoting an indicator function. We
report the score over all time steps t = 1, . . . N in the test set
CRPS =
1
N
N∑
t=1
CRPS(Ft, yt). (5)
2.3 Ensemble Post-Processing
The weather ensembles from the EPS are known to be biased and underdispersed, and thus need to
be calibrated [4]. One method for ensemble post-processing is Ensemble Model Output Statistics
(EMOS) developed by Gneiting et al. [8]1. EMOS is based on non-homogenous regressions and
is performed for each weather variable for a single origin and set forecast horizon. For example,
assuming a normal distribution for the corresponding weather variable, the mean of the variable
is modelled as a linear combination of individual ensemble members and the variance as a linear
function of the ensemble spread [8]. More specifically, the EMOS method is a variant of multiple
linear regression and model output statistics that were traditionally used for deterministic forecasts.
As defined by Gneiting et al. [8], given a series of individually distinguishable ensemble forecast
x1, . . . , xM for a univariate weather quantity Y , it is possible to express Y in terms of a multiple
linear regression on the ensemble members
Y = a+ b1x1 + bMxM +  (6)
where a, b1, . . . bM are regression coefficients and  is an error term with a mean of zero. This gives
us a deterministic prediction however, we can generate a probabilistic forecast if a distribution is
assumed. In this scenario we use the regression on Y as an approximation for the mean. We then
approximate the variance of the error term  as a linear function of the ensemble spread
σ2 = c+ dS2 (7)
where S2 is the ensemble variance and c and d non-negative coefficients. The resulting model is
given by
y|x1, . . . xM ∼
(
a+ b1x1 + · · ·+ bMxM , c+ dS2
)
, (8)
although extending this approach to include other distributions is possible [8].
1Another common ensemble calibration method is Bayesian Model Averaging (BMA) introduced by
Raftery et al. [23]. Initially we implemented both EMOS and BMA, however due to the superior perfor-
mance of EMOS, the BMA approach was discarded and the present paper focuses purely on EMOS.
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Figure 2: A sketch illustrating how to interpret PIT/Rank histograms. The ensembles are underdis-
persed if there is more mass in the outer bins (left diagram) and overdispersed if there is too much
mass in the central bins (right diagram). Well calibrated ensembles are uniformly distributed (middle
diagram).
While temperature, pressure and wind components can be modelled by a normal distribution, other
weather variables require the choice of different appropriate parametric families for the resulting
forecast distribution [7]. For example, wind speeds are restricted to positive values and exhibit
a skewed distribution, and mixed discrete-continuous distributions are required for precipitation
accumulation, necessitated by the positive probability of observing zero precipitation. In the present
paper, we follow standard choices in the literature [4, 8, 24] and calibrate wind speed using a truncated
normal distribution and both wind components, temperature, and pressure, using a normal distribution.
Furthermore wind power ensembles also need to be calibrated. Since wind speeds are always positive,
and there is a cubic relationship between wind speed and wind power, we also assume a truncated
normal distribution for the wind power calibration. Furthermore, the standard EMOS approach is
designed for ensemble members that are individually distinguishable. Ensemble members from the
European Centre for Medium-Range Weather Forecasts (ECMWF) are however classified as singular
vector synoptic ensembles and therefore exchangeable [25, 26]. Exchangeable ensemble represent
equally likely future scenarios and have no distinguishing features or ordering. Thus, they are
ensembles with a joint distribution function that is invariant under permutation of the arguments[27].
Given exchangeable ensembles, we cannot directly apply the EMOS method proposed by Gneiting et
al. [8] since the weights b1, . . . , bM , for each ensemble member should be equal. As a result the
EMOS model considered in the present paper is the slightly modified variation from Gneiting and
Katzfuss [7] that is adjusted for exchangeable ensembles, and has the form
y|x1, . . . xM ∼ N
(
a+ b
M∑
m=1
xm, c+ dS
2
)
(9)
with S2 still the ensemble variance given by
S2 =
1
M − 1
M∑
m=1
(
xm − 1
M
M∑
m=1
xm
)2
. (10)
Since we post-process each weather variable for a single origin and set forecast horizon, the EMOS
coefficients change when any one of these three parameters are altered. In order to estimate the
EMOS coefficients Gneiting et al. [8] use a minimum CRPS estimation which is based on the
minimum contrast estimation approach. Gneiting et al. [8] show that the CRPS can be expressed as
an analytical function and the EMOS coefficients that minimise the CRPS can be found through the
Broyden-Fletcher-Goldfarb-Shanno algorithm. Gneiting and Katzfuss [7] observe that a calibration
horizon of between 20 and 40 days delivers the best results. We implement EMOS in R with the help
of the scoringRules package [28] using a similar approach to that taken by Rasp and Lerch [29] and a
considering a rolling horizon of the past 40 days for calibration.
2.3.1 Post-Processing Accuracy
To evaluate the post-processing strategies, we check whether they are calibrated forecasters, by
looking at the probability integral transform (PIT)[30]. If F denotes a fixed, non-random predictive
cumulative distribution function (CDF) for an observation Y , the probability integral transform is the
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random variable ZF = F (Y ). It is known that if F is continuous and Y ∼ F then ZF is standard
uniform. Thus the forecaster is ideal if the PIT is uniform. A discrete analog to the PIT is given by
the verification rank histogram[31] which we use to assess calibration of the raw ensembles. The
verification rank histogram contains multiple bins formed from two ordered neighbouring ensemble
members. Since in an ideal ensemble system the verifying ensembles are equally likely to fall within
any of these bins, a rank histogram is also ideally uniformly distributed.
Therefore, whilst based on different principles, we interpret both PIT histograms and verification rank
histograms in the same way[31]. Figure 2 sketches the key information present in these histograms.
If the post-processing is successful and the forecasts are calibrated then we observe a uniformly
distributed histogram. If the forecasts are underdispersed (i. e. they underestimate the true spread),
then there are more observations in the outlying bins and less in the middle. When there is more mass
in the middle of the histogram however, this is a sign of overdispersion (i. e. the forecast overestimates
the true spread).
3 Post-Processing Strategies
The focus of the present paper is the evaluation of different post-processing strategies for probabilistic
wind power forecasts. Figure 3 provides an overview of the forecasting process when using ensemble
weather predictions for wind power forecasting. We identify four post-processing strategies:
Raw: The simplest strategy available uses the raw weather ensembles without any form of post-
processing. In this case, we use all available M ensemble members from the EPS for
multiple weather variables, to generate the wind power forecast. Thus, the resulting wind
power forecast consists of M members.
One-Step-P: The second strategy is analogous to the approach taken by meteorologists, thus, the
output of the last forecasting model is post-processed, without any previous calibration of the
input variables. The strategy relies on the assumption that post-processing the wind power
ensembles also accounts for the biases in the weather ensembles. The M raw ensemble
members are our input into the wind power forecasting model which is then post-processed
using a rolling EMOS approach. Historical wind power generation serves as basis for the
post-processing step, while we assume the underlying wind power distribution to resemble
a truncated normal distribution. Given this truncated normal distribution, we find a new
post-processed ensemble of wind power forecasts by randomly sampling M members for
each forecast. Note that this resampling step is not shown in Figure 3.
One-Step-W: This strategy involves applying traditional post-processing methods to the raw weather
ensembles and then using these post-processed weather ensembles to generate a wind power
ensemble. Each weather variable (temperature, wind speed, wind component vectors etc.)
is considered separately and using EMOS with a rolling training window we apply post-
processing. We then use the resulting EMOS parameters to generate the parameters for the
appropriate distributions. From these distributions new post-processed weather ensembles
are formed via sampling. Finally, we take these post-processed ensembles as inputs into
the wind power forecast model to generate an ensemble of wind power forecasts as before.
Note that the resampling of each calibrated weather ensemble is not shown in Figure 3.
Two-Step-WP: The most complicated strategy involves two stages of post-processing. In this strat-
egy both one-step post-processing strategies are coupled together. Firstly we calibrate the
weather ensembles analogue to the One-Step-W method and sample from the resulting dis-
tribution to generate new post-processed weather ensembles. After we create a wind power
ensemble forecast based on these post-processed weather ensembles, we then processes
this forecast analogue to the One-Step-P strategy. A sample is taken from the resulting
distributions to produce the final wind power ensemble forecast. Note that both the sampling
after the weather post-processing and the sampling after the power post-processing is not
shown in Figure 3.
In the present paper, we compare these four strategies using the ensemble post-processing techniques
described in Section 2.3 and the forecasting models introduced in Section 2.2. We evaluate the
strategies on two different data sets; a synthetic benchmark (onshore and offshore wind power) and
real data from Sweden (bidding zone 3 and bidding zone 4). These data sets are introduced in detail
in the following section.
6
Raw 
Weather 
Ensembles
𝑥ଵ
𝑡
𝑥ଶ
𝑡
𝑥ே
𝑡
. . .
Forecast 
Model
𝑌 = 𝑏𝑋 + 𝑎 𝑦ଵ
𝑡
Wind 
Power 
Ensemble 
Forecast
Wind Power 
Post-
Processing
~𝑓(𝜃ଵ, 𝜃ଶ,..., 𝜃௣)
𝑡
𝑥௜
Raw
Weather
Post-
Processing
~𝑓௜(𝜃ଵ , 𝜃ଶ,..., 𝜃௣)
𝑡
𝑥௜
One-Step-P One-Step-W Two-Step-WP
Weather
Post-
Processing
~𝑓௜(𝜃ଵ , 𝜃ଶ,..., 𝜃௣)
𝑡
𝑥௜ Wind Power 
Post-
Processing
~𝑓(𝜃ଵ, 𝜃ଶ,..., 𝜃௣)
𝑡
𝑥௜
Figure 3: An overview of the post-processing possibilities available. We identify four strategies: No
post-processing (Raw), post-processing only the power ensembles (One-Step-P), post-processing
only the weather ensembles (One-Step-W) and post-processing both weather and power ensembles
(Two-Step-WP).
Table 1: Configuration parameters used to generate the wind power time series with the renewable
ninjas API.
Onshore Benchmark Offshore Benchmark
Coordinates 51.0°N, 10.5°E 54.5°N, 6.0°E
Time Span 01-02-2017 – 31-08-2018
Capacity 130 MW 400 MW
Turbine Height 95m 90m
Turbine Type Vestas V90 2000 Gamesa G128 5000
Similar Real Windpark Windfeld Wangenheim-Hochheim-Ballstädt-Westhausen BARD Offshore I
4 Data
We evaluate the forecasting and post-processing strategies described in Section 2 on two different data
sets. The first is a benchmark data set containing both onshore and offshore wind power generation
which we compile from data sources which are freely accessible. Furthermore real wind power
generation data from two bidding zones in Sweden is used. In this section we briefly explain the
characteristics of the data sets and detail how the benchmark data sets can be replicated.
4.1 Benchmark Data
Due to the lack of open source wind power data for specific wind parks, we generate the benchmark
wind power data for the present paper using the renewable ninjas2 API. Staffell and Pfenninger [32]
verify that the simulation and bias-corrections implemented in the renewable ninjas API are capable
of reproducing accurate wind power time series. Table 1 shows the parameters we use to generate
the wind power time series for both benchmarks. Due to a limited number of available wind turbine
models in the renewable ninjas database, we are not always able to generate data based on the exact
wind turbine installed in the given wind park. In such cases select a turbine with similar characteristics
to those installed. We perform this selection on the basis of a thorough comparison using the wind
turbine database3.
We use The International Grand Global Ensemble (TIGGE) archive4 to access open source ensemble
weather data. TIGGE archive is a result of The Observing System Research and Predictability
2www.renewables.ninja.
3https://en.wind-turbine-models.com/turbines
4https://apps.ecmwf.int/datasets/data/tigge/
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Figure 4: A map of Sweden with the four bidding zones shown thorough the border lines. The
distribution of wind turbines is indicated by the blue circles. Adapted from [35]
Experiment which aimed to combine ensemble forecasts from leading forecast centers to improve
probabilistic forecasting capabilities [33]. The archive includes a limited sample of the ECMWF
ensembles from October 2006 until the present. The limitations are placed on the available forecast
horizons (only in steps of 6h instead of 3h in the licensed version of the EPS), the number of weather
variables (e.g. wind speed and wind components are only available at a height of 10m and not also
100m) and a reduced resolution compared to the operational EPS. TIGGE archive is however publicly
accessible and data can be downloaded through the MARS API. We use weather data for the same
locations as the synthetically generated wind power data (see Table 1). We include the parameters
two-meter temperature, surface pressure, 10m-U-Component of wind, 10m-V-Component of wind
and wind speed. The limited time span of data available is due to damaged tapes in TIGGE archive
which affected all ensemble data. From February 2017 until August 2018 was the longest continuous
period of data that we were able to access at the time of writing. For the ground truth historical
weather data, we use the ERA5 reanalysis data [34]. This is downloaded via the Copernicus Climate
Data Store (CDS) API 5. Here the same locations and identical parameters are included. When
working with the benchmark dataset, we use the entire 2017 for training and the remainder of the
data (01.2018-08.2018) for the evaluation.
In order to allow replication of the results and further development of the methods presented in the
current paper, the ensemble weather data and the synthetic wind power time series are made available
through GitHub: https://github.com/kalebphipps/ppStrategies_wind. Due to licensing
constraints, the ERA5 reanalysis data must be downloaded separately. We provide instructions for
downloading and formatting the reanalysis data in the GitHub documentation.
4.2 Swedish Data Set
The Swedish electricity system is divided into four sub-areas or bidding zones, bidding zone 1,
bidding zone 2, bidding zone 3 and bidding zone 4 [36]. The division of the electricity system into
sub areas has several purposes [37]. One purpose is to create regional price differences between
the sub areas. This is an incentive for cost-effective further development of the electricity system.
New power plants will be built where there is a shortage of electricity. Another purpose is that
state-owned Svenska Kraftnät, which operates the national grid, should receive indications about
where the national grid needs to be strengthened to be able to transfer enough electricity to the other
sub areas. A third purpose is to comply with EU legislation and thereby facilitate the continued
integration of the Swedish electricity system with the European electricity market.
The use case in the present paper focuses only on the area contained in bidding zones 3 and 4.
There are two reasons for this. Firstly, the large majority of wind power generation occurs in these
5https://cds.climate.copernicus.eu/home
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Table 2: A summary of the key characteristics of the weather data available for the use case in
Sweden.
Characteristic Notes
Temporal Dimension 05.01.2015 – 31.08.2019
Spatial Dimension 11°E – 19.5°E54°N – 62.5°N
Spatial Resolution Grid resolution of 0.25°× 0.25°
Forecast Time Forecasts for up to 24h ahead made at 00:00:00
Forecast Horizon One step ahead forecasts for 3h, 6h, 9h, 12h, 15h, 21h and 24h
Weather Variables 100m u-component of wind, 100m v-component of wind, 100m windspeed, 2m temperature, surface pressure
Table 3: A statistical summary of the wind power generation data collected for bidding zone 3 and 4
in Sweden.
Bidding Zone 3 Bidding Zone 4
Minimum 3 MW 2 MW
1st Quartile 278 MW 167 MW
Median 568 MW 352 MW
Mean 670.96 MW 447.55 MW
3rd Quartile 967 MW 664 MW
Maximum 2246 MW 1463 MW
two bidding zones (see Figure 4) and secondly these are the two bidding zones in Sweden that are
sometimes faced with a lack of electricity [37]. Whilst in northern Sweden the supply of electricity is
normally greater than the demand, transmission capacity between north and south of Sweden is not
always sufficient to transfer the demanded electricity and this can lead to bottlenecks [37].
Weather data for bidding zones 3 and 4 consists of the ECMWF EPS (Molteni et al. [25]) and also
the ERA5 reanalysis data C3S [34]. We use the EPS as the foundation for probabilistic forecasting
methods, and again use the ERA5 reanalysis data as the ground truth for the post-processing. Table 2
summarises the key aspects of the data. The weather data available is in a grid-based format. This
means that atmospheric models are used to create a NWP for certain geographical grid-points on the
earth. Since we are not considering a single wind park but looking at the aggregated wind power
generation for each bidding zone, we considered all of these grid points in the form of a weighted
average. The weighted average is calculated as follows; Firstly each of the data points is sorted into
the appropriate bidding zone based on the geographical specifications (see Figure 4), then a weighted
average of every point is calculated. Due to a lack of accurate location data for various wind turbines
in Sweden a rudimentary weighted average method is used; areas with a high concentration of wind
turbines are given double weighting, whilst those areas with a lower concentration only receive a
standard weight. As seen in Figure 4, the doubly weighted areas include a central area in bidding
zone 3 and the coastal areas in bidding zone 4.
The wind power generation data is available through the open-source transparency platform which
is operated by the European Network of Transmission System Operators (ENTSO-E) [38]. The
transparency platform provides aggregated onshore wind power generation data at an hourly resolution
from the 05.01.2009 until present. This data is aggregated for each bidding zone in Sweden (zone
1-4), however we only consider bidding zones 3 and 4 in the present paper. We use data from
2015-2017 for the training of our models and then from 01.2018-08.2019 for the evaluation. Table 3
provides a statistical summary of the wind power generation data collected. The data collected is
the raw wind power generation in Megawatt (MW) and therefore affected by structural changes (an
increase in capacity, outages due to maintenance, upgrades to wind turbines etc). Figure 5 plots the
wind power generated in each bidding against the weighted mean of the wind speed for the same
bidding zone. The data points are colour coded according to the year the data was collected. It can
be seen, that whilst there are small differences between the years, there is no clear separation that
signifies a structural change. This indicates that calendrical dummy variables that include the year of
the forecast should be sufficient to account for inconsistencies across the years and we therefore do
not introduce any further correction factors.
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Figure 5: We see the weighted mean of the wind speed plotted against the power generation for
both bidding zone 3 (left) and bidding zone 4 (right) in Sweden. The data points are colour coded
according to their year. We see, that there is no clear separation between the years, with the colours
mostly overlapping. The small trend seen in bidding zone 3 can be accounted for by including the
year as an input in the forecast model.
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Figure 6: Overview of the forecasting strategy. Given the forecast origin, we use weather forecasts
Ŵ kt+h for each of the forecasts horizons h (between 3h and 24h) to obtain the wind power forecasts
yˆt+h. Additionally we consider the historical wind power generation from 24h before the prediction
time and other dummy features Djt+h.
5 Evaluation
In this section we present the evaluation results on the two different data sets introduced above. We
first explain the forecasting strategy in Section 5.1, before showing the evaluation on the benchmark
data set (Section 5.2) and Swedish data set (Section 5.3), including a detailed analysis of the post-
processing accuracy.
5.1 Forecasting Strategy
Independent of the forecasting model (see Section 2.2), we apply the same forecasting strategy.
Figure 6 shows this strategy and we describe the two aspects forecast origin and forecast horizon in
more detail in the following.
Forecast Origin: The forecast origin describes the point in time at which the NWP model is ini-
tialised with different parameters depending on measurements from recent historical weather
data to generate the ensemble predictions. For both the benchmark and the Swedish data set,
the forecast origin is at midnight every day.
Forecast Horizon: The forecast horizon describes the number of time steps into which the weather
is predicted. In our case the available ensemble predictions determine our forecast horizon.
In the case of the benchmark data set we have forecast horizons from 6h-24h in steps of
6h, whilst the Swedish data set has forecast horizons from 3h-24h in 3h steps. Since all of
these forecasts are made based on the weather information available at the forecast origin
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Table 4: Summary of mean CRPS on the test data for the benchmark data sets and for all forecast
horizons. The best prediction for each strategy, forecast horizon and model is highlighted in bold.
Data set 6h 12h 18h 24h
Linear Raw 4.40 6.32 5.73 6.13
Linear One-Step-P 3.91 5.69 5.73 5.86
Linear One-Step-W 4.29 5.83 5.62 6.09
Onshore Linear Two-Step-WP 4.16 5.33 5.56 5.97
Benchmark Neural Raw 7.00 11.59 8.78 8.42
Neural One-Step-P 6.21 9.90 7.86 7.05
Neural One-Step-W 8.63 11.62 7.48 7.56
Neural Two-Step-WP 7.67 10.80 6.87 8.05
Linear Raw 28.31 31.24 33.86 31.63
Linear One-Step-P 26.50 29.29 32.17 30.89
Linear One-Step-W 28.42 31.58 33.43 31.45
Offshore Linear Two-Step-WP 26.55 29.86 31.66 31.06
Benchmark Neural Raw 40.65 35.61 45.50 40.14
Neural One-Step-P 36.55 28.50 39.95 38.83
Neural One-Step-W 40.23 38.69 36.91 41.33
Neural Two-Step-WP 36.79 33.76 35.28 36.56
(i.e. t = 0), the larger the forecast horizon the greater the uncertainty associated with the
forecast.
The forecasting strategy is then given the forecast origin, we use weather forecasts Ŵ kt+h from the
EPS to predict the wind power yˆt+h for each of the forecasts horizons h (between 3h and 24h).
Additionally to the weather variables, we also include historical wind power generation from 24h
before the prediction time and dummy features Djt+h, such as the time of day or month. Due to
the fact that the historical weather observations are implicitly included in the NWP model and the
calibration process relies on these observations, we do not include historical weather information
as a specific input for our prediction models. All forecasting models are implemented in R, and the
neural networks are use the neuralnet package6. We apply the forecast strategy explained above for
every post-processing strategy shown in Section 3, such that the strategy has no influence on our
comparison.
5.2 Benchmark Data
Given the forecasting strategy, we first present the evaluation on the benchmark data set. We evaluate
the calibration performance for the onshore data set using a linear model and a neural network, both
with a forecast horizon of 12h, and report the CRPS for each strategy, each forecast horizon and both
models.
Table 4 summarises the mean CRPS for both parts of the benchmark data set with the best value
highlighted in bold. Note that for every model and every forecast horizon either the One-Step-P or
Two-Step-WP post-processing strategy perform the best. This effect is more noticeable in Figure 7
which plots the mean CRPS for different models against the forecast horizon. We see that the neural
networks perform substantially worse than the linear models on both benchmark data sets. This is to
be expected, since the aforementioned damaged tapes in the TIGGE archive mean that there is not
sufficient data available for the neural network to learn optimal parameters.
The effect of the various post-processing strategies for a forecast horizon of 12h is shown in Figure 8,
where we plot the different rank histograms and PITs at each forecasting step. The raw weather
ensembles for wind speed, temperature and the u-component measured at 10m show a clear positive
bias and are slightly underdispersed. The v-component of wind measured at 10m does not show
the same positive bias, but is underdispersed. After the weather ensembles are post-processed the
resulting PIT histograms appear almost uniform. Interestingly, the v-component of wind now appears
to be slightly overdispersed which indicates an overcorrection in the post-processing. The wind
power ensembles generated with the raw weather ensembles are underdispersed, but there is almost
6https://cran.r-project.org/web/packages/neuralnet/neuralnet.pdf
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Figure 7: The average CRPS values plotted against the forecast horizon on the test data for both
benchmark data sets. From left to right; (A) shows the onshore benchmark using a linear regression,
(B) is again the onshore data with a neural network, (C) presents the offshore data with a linear
regression, and (D) is offshore data with a neural network.
no improvement when the post-processed weather ensembles are used. The ensemble forecast from
One-Step-P appears uniform, whilst the PIT histogram for Two-Step-WP also indicates a slight
overcorrection with overdispersion present. The results for other forecast horizons, other models and
other data sets are similar and therefore not presented in detail.
5.3 Swedish Data
This section focuses on the evaluation of the Swedish data. We again evaluate the mean CRPS for
each model and each forecast horizon. We also consider boxplots of the CRPS for a forecast horizon
of 12h for bidding zone 3 help assess the effect of post-processing on the spread of the forecast.
Table 5: Summary of mean CRPS on the test data for the use case of Sweden for all forecast horizons.
The best prediction for each strategy and each forecast model is highlighted in bold.
Data set 3h 6h 9h 12h 15h 18h 21h 24h
Linear Raw 91.79 97.12 89.15 84.86 88.59 91.97 90.33 94.28
Linear One-Step-P 68.62 64.12 65.54 68.90 67.65 64.62 66.86 69.27
Linear One-Step-W 109.27 107.95 98.85 95.28 101.07 103.85 99.69 100.43
Bidding Linear Two-Step-WP 68.67 63.70 64.62 67.26 67.23 63.28 68.12 67.38
Zone 3 Neural Raw 62.68 64.35 68.13 70.73 57.70 72.55 69.39 66.99
Neural One-Step-P 58.91 61.05 64.71 63.02 55.23 67.13 69.05 59.54
Neural One-Step-W 70.34 73.40 68.71 64.81 59.29 63.26 57.56 74.45
Neural Two-Step-WP 62.07 65.69 59.97 59.37 55.99 56.79 53.77 69.38
Linear Raw 54.57 58.50 57.27 67.00 66.98 56.51 53.43 51.54
Linear One-Step-P 42.96 45.13 45.77 51.90 55.81 50.35 47.65 44.26
Linear One-Step-W 53.87 59.48 58.51 60.39 64.39 55.97 54.12 50.73
Bidding Linear Two-Step-WP 42.22 45.21 45.76 52.69 56.34 49.89 48.08 43.92
Zone 4 Neural Raw 51.68 52.74 47.97 46.70 58.47 51.02 45.70 43.98
Neural One-Step-P 52.05 49.55 46.38 47.80 57.70 48.11 46.06 46.22
Neural One-Step-W 90.97 82.29 94.47 90.97 89.98 100.03 82.43 82.26
Neural Two-Step-WP 55.02 52.06 49.18 58.04 57.37 63.87 47.59 49.42
Figure 9 plots the mean CRPS for each bidding zone in Sweden and each forecast model against
the forecast horizon (a summary of these values is shown in Table 5). For bidding zone 3 with
a linear model, there is a dramatic improvement in CRPS performance with the One-Step-P and
Two-Step-WP post-processing strategies. Importantly, One-Step-W performs worse than the raw
ensembles. For the neural network model in bidding zone 3 the post-processing strategy has little
effect on forecast performance. The effect of post-processing on the linear model in bidding zone
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Figure 9: The average CRPS values plotted against the forecast horizon on the test data for both
bidding zones in Sweden. From left to right; (A) shows bidding zone 3 using a linear regression, (B)
is bidding zone 3 with a neural network, (C) presents bidding zone 4 with a linear regression, and (D)
is bidding zone 4 with a neural network.
4 is similar to that in bidding zone 3. The neural network model on bidding zone 4 shows almost
identical performance between the raw ensembles and the One-Step-P post-processing strategy. In
this case Two-Step-WP performs slightly worse and One-Step-W delivers noticeably worse results.
Figure 10 shows box plots of all CRPS scores for a forecast horizon of 12h in bidding zone 3 in
Sweden. This can be used to measure the effect of post-processing on the spread of the forecast. Since
the results for other forecast horizons, other models and other data sets are similar, we do not present
them in detail. Figure 10a details the performance of the linear model and it can be seen that both
One-Step-P and Two-Step-WP improve the mean CRPS and the spread of the CRPS quite noticeably.
One-Step-W has little effect on the mean CRPS but does lead to a larger spread, suggesting that this
model struggles with values that are difficult to predict.
For the neural network model (Figure 10b), the CRPS is smaller. Given the large training data set and
the non-linear dependencies caused by the spatial distribution of wind parks across Sweden and the
increased stochastic component associated with real data, the improved performance from the neural
network is expected. As a result, the post-processing does not have a substantial impact. The mean
CRPS for all post-processing strategies is similar. The advantage of post-processing the wind power
ensemble is seen in the spread of the One-Step-P and Two-Step-WP strategies. Although the mean
CRPS is similar, these two strategies show a noticeably smaller spread in CRPS values. This smaller
spread is an indication that the post-processing results in a better approximation of those values that
are normally difficult to predict (i. e. results in a large CRPS value), even if the mean accuracy is not
noticeably different.
6 Discussion
We see above, that the calibration of the wind power ensembles is key to accurate probabilistic wind
power forecasts. Only post-processing the weather (One-Step-W) does not improve the forecast
performance regarding both calibration and sharpness, in some cases it even leads to a decrease in
performance. A possible explanation is that this post-processing strategy does not account for other
sources of bias in the wind power model. On the benchmark data sets One-Step-W performs similarly
to the raw ensembles but on both Swedish data sets One-Step-W performs worse. The benchmark
data sets focus on a single location and therefore the correlation between the weather variables and
the wind power generated should be higher than for an entire bidding zone in Sweden. Furthermore,
the benchmark data set uses simulated wind power generation data, which does not include the same
uncertainties as a real life wind farm. Outages, e. g. due to maintenance, and drops in efficiency, e. g.
due to interaction between wind turbines in a wind park, are not considered. We see evidence for
this in all models on both benchmark data sets. In all cases One-Step-W results in performance that
is either slightly better or similar to the performance of the raw ensembles. Although One-Step-W
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Figure 10: A boxplot of all CRPS values for a forecast horizon of 12h for bidding zone 3 in Sweden.
In (a) the forecast using a linear model is shown. Here a noticeable improvement in both mean and
spread of the methods involving post-processing of the power forecasts can be seen. For the neural
network model in (b) the calibration of the wind power ensembles does not show a large improvement
in mean, however it does reduce the spread.
leads to improvements on the benchmark data sets, it does not perform better than the One-Step-P or
Two-Step-WP strategies. One-Step-W also occasionally delivers substantially worse results on the
Swedish data, particularly noticeable in the neural network for bidding zone 4. This poor performance
could be explained by the nature of bidding zone 4, which contains the highest installed capacity
and multiple wind parks along the coast which experience varying weather conditions. Therefore
the bias in the model cannot be corrected via calibrating the weather variables alone. Furthermore,
EMOS destroys dependency between weather variables and the neural network model, which is more
capable of learning these non-linear dependencies, could be affected by this. Due to One-Step-W
never outperforming the other strategies, we do not advise to choose it as a post-processing strategy.
We see the superior performance of both the One-Step-P and Two-Step-WP strategies when compared
to the raw ensembles and One-Step-W particularly in the Swedish use case. In this situation we
forecast wind power on a regional level. This leads to smaller fluctuations in the weather and the
relationship between weather and wind power is not as strong. Due to the application on real world
data factors such as maintenance, curtailment, and dependencies between wind turbines due to their
orientation also play a role. All of these uncertainties are not included in the weather data and
therefore the calibration of the weather forecasts alone, cannot result in a performance improvement.
When the historical wind power generation is considered for the post-processing however, these extra
uncertainties are covered and therefore the forecasting performance improves. Our evaluation of
the post-processing performance (see Figure 8) confirms that the post-processed weather ensembles
are in fact calibrated and therefore the fact that the resulting forecasts are not calibrated is a further
indication that this is due to other sources of uncertainty.
When we compare One-Step-P and Two-Step-WP, the results are more interesting. Both strategies
perform well and in most cases there is no noticeable difference between them. The key factor that
differentiates the two strategies is the number of post-processing steps required. When we apply
the Two-Step-WP strategy, firstly we need to post-process all weather inputs (in the case of the
current paper this is four, but in more complicated models this number may increase). Once this
post-processing is complete, we generate a wind power forecast and then are again required to process
the resulting ensembles. The One-Step-P strategy involves only one post-processing step, irrespective
of how many weather inputs the model includes. Although EMOS’ computational complexity is low
and multiple post-processing steps are still feasible, One-Step-P is a more computationally efficient
strategy that achieves similar forecasting accuracy. It is also worth noting that both Two-Step-WP
and One-Step-P have a similar effect on improving performance with regards to extreme values (see
Figure 10). This result is not surprising when we consider the post-processing performance discussed
in Figure 8. With the unprocessed ensembles, there is a clear underdispersion in the results, which
leads to larger extreme values. The post-processed ensembles are uniformly distributed and therefore
we expect to see fewer extremes.
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Post-processing improves both the calibration and sharpness of the resulting wind power forecasts.
Furthermore, a more complicated forecasting model naturally leads to better forecasting results and
the effect of the post-processing is in turn smaller. There are however numerous possibilities to
improve the post-processing. Firstly, we could optimise the EMOS process itself by choosing a
different training window size for each weather variable, forecast horizon and data set. In the present
paper we always fix the EMOS rolling training window at 40 days in order to enable consistent
comparison between the results. We did however find, that slightly better results can be achieved
when varying the window. It is also worth considering time-adaptive training schemes instead of
the rolling window approach, similar to Lang et al. [39]. Furthermore, bivariate distributions for
calibrating both components of wind together have also been successful and such a strategy could also
help improve EMOS[24]. The largest potential source of improvement may be found in moving away
from the parametric EMOS approach. Whilst the weather variables considered here and the wind
power generation can be approximated by the selected parametric probability distributions, the fit is
not perfect. If we were to select a post-processing method that did not rely on parametric assumptions,
we expect this to lead to a better approximation of the data and in turn improve performance.
On a whole, the post-processing of wind power forecasts does increase forecasting accuracy. Addi-
tionally, as the complexity and accuracy of the forecast model increases, the benefit of the ensemble
post-processing decreases. Nevertheless, ensemble post-processing for wind power forecasting should
be pursued further, especially in situations where a simple forecast model is required and forecasting
accuracy is still important.
7 Conclusion
Although Pinson and Messner [3] introduced ensemble post-processing for wind power applications,
they did not compare the different strategies and evaluate with post-processing strategy is most
effective for wind power forecasting. The present paper evaluates at which stage ensemble post-
processing is the most useful for wind power forecasts. We identify four post-processing strategies
that can be applied; (1) no post processing (Raw Ensembles), (2) a one-step strategy in which only the
resulting wind power ensemble is processed (One-Step-P), (3) a one-step strategy which focuses on a
post-processing of the weather ensembles (One-Step-W), and (4) a two-step strategy in which both
the weather ensembles and the resulting wind power ensemble is post-processed (Two-Step-WP).
These strategies are evaluated on two data sets with both a linear regression and a neural network
used as forecasting models. Results show that post-processing generally improves performance,
specifically when the wind power ensemble is processed. One-Step-P and Two-Step-WP deliver
similar results in terms of CRPS performance, but since it requires significantly fewer post-processing
steps the One-Step-P strategy is preferred.
The present paper has focused on evaluating post-processing strategies for wind power forecasts.
Other renewable energy sources, such as solar, are also heavily linked with the weather. It would
therefore be interesting to evaluate post-processing strategies for other renewable energy forecasts to
determine whether results remain consistent.
Whilst initial results show that post-processing the final wind power ensemble leads to improvements
in forecasting accuracy, there are numerous aspects that should be investigated further. Firstly,
when EMOS is applied, possible dependency structures between weather variables are lost. Whilst
there is traditionally no clear dependency between the weather variables considered in the present
paper, Ensemble Copula Coupling (ECC) should in future be applied after the EMOS weather post-
processing in order to restore possible dependencies. Furthermore, EMOS is limited in that it assumes
a distribution in the calibration process and wind power generation does not always perfectly follow
such a distribution. Therefore non-parametric post-processing methods should also be considered.
Finally, the current paper focused on a one-step-ahead forecast for either a single location or a broad
region. This removes the need to account for spatial and temporal dependencies. ECC can also
be used to account for these dependencies and future work should focus on multi-step ahead and
multi-location forecasts using ECC.
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