In this article, we consider two models of energy use designed to reproduce the low short-run and high long-run elasticities of energy use seen in the data. We contrast the models' implications for capital and output as well as energy use in the time series and in the cross section.
with different fixed energy intensities. As a result, in the long run, energy use is responsive to differences in energy prices.
When we compare the Pindyck-Rotemberg putty-putty model with the putty-clay model, we find that the models have similar implications for how energy use responds to energy prices in the time series and in the cross section. When simulated, both models deliver similar predictions for the evolution of energy use and energy expenditure relative to gross domestic product (GDP). The models show some minor differences in their time-series implications for the capital-to-energy ratio. In the putty-clay model, the capital-to-energy ratio lags the corresponding ratio in the data, while in the Pindyck-Rotemberg model, it does not.
The major difference between the models is in their cross-section implications for how capital and output respond to permanent differences in energy prices. In the Pindyck-Rotemberg model, countries with permanently higher energy prices have dramatically lower capital stocks and output, while in the putty-clay model, they do not. The response of capital in the Pindyck-Rotemberg model is much larger than that estimated by Griffin and Gregory (1976) and Pindyck (1979) in the cross section. In contrast, the response of capital in the putty-clay model is similar to estimates in those studies.
One of the economic implications of this difference is that the models give drastically different predictions about the effect of an energy tax on output. In a simplified version of the PindyckRotemberg model, we find that an energy tax that doubles the price of energy leads to a fall in output in the long run of 33 percent. In contrast, the same tax in the putty-clay model leads to a fall in output of only 5.3 percent. This drop in output in the Pindyck-Rotemberg model is an order of magnitude larger than typical measures of the effects of energy taxes, such as those of Lawrence H. Goulder (1992 Goulder ( , 1993 Goulder ( , 1995 and Dale W. Jorgenson and Peter J. Wilcoxen (1993) . The drop in output in the putty-clay model is comparable to the drop shown in these studies.
This difference in the cross-section implications of the two models stems from the different ways the models deliver the low short-run and high long-run elasticities of energy use. In the Pindyck-Rotemberg model, capital and energy are highly complementary in both the short run and the long run. Since capital and energy are so complementary, energy use responds a lot in the long run only if the capital stock does as well. In contrast, in the putty-clay model, capital and energy are highly complementary in the short run, but are substitutable in the long run. Thus, in the short run, energy use does not adjust to energy price changes. In the long run, however, the capital-to-energy ratio changes as agents invest in new types of capital with different energy intensities. Thus, in the long run, energy use changes with energy prices even if the capital stock does not.
In most quantitative work to date, economists have used the now standard putty-putty model of production with smooth substitution between capital and other factors. In that model, the capital stock of the economy can be aggregated into a single state variable. In contrast, in the putty-clay model, capital goods come in a wide variety of types indexed by the proportions in which they can be combined with other factors, and in general, no single capital aggregate can be formed. The concern that this feature of the putty-clay model might give rise to an intractable curse of dimensionality may have hindered its application.
In applying this putty-clay model to data on energy use, we find that despite the large number of capital goods, the model does not suffer from the curse of dimensionality. In particular, we show that as long as all types of existing capital are fully utilized in equilibrium, the solution to the putty-clay model with many capital goods is equivalent to the solution to a model with only two state variables: aggregate capital services and aggregate energy use. Moreover, when this condition that all existing types of capital are fully utilized in equilibrium is satisfied, then in each period, all investment is concentrated in one type of capital with one energy intensity. Thus, the condition that all existing types of capital be fully utilized in equilibrium simplifies the solution to the model considerably. This solution applies to the putty-clay model of energy because energy costs are a small fraction of the total cost of capital and energy, and the energy price does not vary so much that it ever becomes optimal to leave energy-intensive units of capital unutilized.
In the putty-clay model, capital is putty-clay in terms of its energy intensity. Our theoretical model builds on insights from an earlier literature in which capital is putty-clay in terms of its labor intensity. This literature begins with the work of Leif Johansen (1959) , who developed the basic putty-clay setup in a deterministic growth model. Subsequently, Robert M. Solow (1962), Guillermo A. Calvo (1967 Calvo ( , 1976 Rotemberg and Michael Woodford (1996) .
I. The Data
In this section, we discuss the time-series and cross-section data on energy prices, energy use, and energy expenditure. We argue that in the time series, energy use is fairly inelastic, while in the cross section, it is fairly elastic.
For the time series, we use current annual data on energy prices, energy use, and energy expenditure for the U.S. economy for the period 1960 -1994. We interpret our putty-putty and putty-clay models as covering all sectors of the economy except the energy-producing sector. As a result, in our measures of output and energy use, we exclude the output and energy use of the energy sector of the U.S. economy. To obtain an aggregate series on energy use for the U.S. economy, we construct a constant-price measure of the use of electricity, petroleum, coal, and natural gas. Correspondingly, our aggregate energy price is the ratio of energy use measured in current prices to energy use measured in constant prices. A full explanation of the sources and methods used in our data construction is given in the Appendix.
In Figure 1 , we plot the logarithms of our data on the energy price relative to the GDP deflator, energy use relative to real GDP, and nominal energy expenditure relative to nominal GDP for the period 1960 -1994. These series have all been normalized to have mean zero. As is evident in this figure, energy use fluctuates a lot less than the energy price or energy expenditure, while the fluctuations in energy expenditure are very similar to those in the energy price. These data suggest that in the time series, energy use responds rather inelastically to changes in energy prices. This figure corroborates the finding by Berndt and Wood (1975) that energy use moves less than energy prices in the time series.
The relationships among energy prices, use, and expenditure apparent in Figure 1 contrast sharply with what is found when energy prices, use, and expenditure are compared across countries. Griffin and Gregory (1976) and Pindyck (1979) report that there is a wide disparity in energy prices across countries in their data, due primarily to differences in energy taxes, tariffs, and import controls, but these international variations in energy prices do not closely track the observed international variations in energy expenditure shares. In particular, both of these studies estimate an own-price elasticity of energy use of 0.8. Moreover, Griffin and Gregory (1976) do not reject the hypothesis that energy enters production in a Cobb-Douglas relationship with other factors. Thus, in the cross section, energy use is fairly elastic.
II. The Pindyck-Rotemberg Model
Pindyck and Rotemberg (1983) develop and estimate a putty-putty model of production that includes capital, energy, labor, and materials. Notes: Energy price is the ratio of the implicit deflator for energy to the GDP deflator; energy use is the ratio of real energy expenditure to real GDP; energy expenditure is the ratio of nominal energy expenditure to nominal GDP. All series are measured in logarithms and demeaned. See the Appendix for details.
Their model has adjustment costs on capital and labor and a translog cost function describing variable costs due to materials and energy. They estimate this model using a data set that covers the manufacturing sector in the United States during the years 1948 -1971. Pindyck and Rotemberg (1983) find that their estimated model produces both low elasticities of energy use in the time series and high elasticities of energy use in the cross section.
The basic mechanism of their model is as follows. Capital and energy are highly complementary in both the short run and the long run, so capital-to-energy ratios never move much. In the short run, adjustment costs keep capital from changing in response to energy prices, so energy use does not change much either. In the long run, capital does respond, but since capital and energy are so complementary, energy use responds a lot in the long run only if the capital stock does as well. This basic mechanism implies that in a cross section, the capital stock falls substantially when the energy price rises. More precisely, Pindyck and Rotemberg (1983 Table 2 p. 1074) estimate the cross-section Allen elasticity of the capital stock with respect to the energy price to be Ϫ0.9, so a 1-percent increase in energy prices drives down energy by 1 percent, drives down capital by 0.9 percent, and raises the capital-to-energy ratio by only 0.1 percent.
This implication is not consistent with the cross-section studies of Griffin and Gregory (1976) and Pindyck (1979) . These studies find that when output is held fixed, capital stays the same or even rises when energy prices are higher. Griffin and Gregory's point estimates of the cross-section Allen elasticity of the capital stock with respect to the energy price range from 0.08 to 0.17, while Pindyck's estimates range from 0.03 to 0.12.
To illustrate the basic idea behind the Pindyck-Rotemberg model, we present a simplified version in which we abstract from materials and use constant-elasticity-of-substitution (CES) production functions instead of a translog cost function. We show that this model reproduces the time-series and cross-section patterns of energy use in the data. Throughout, we interpret the cross-section elasticities in the data as corresponding to cross-steady-state elasticities in our theoretical models. We show that the model has problems, however, in reproducing the patterns of the capital stock and output in the cross section.
In our simplified version of the PindyckRotemberg model, we index time by t ϭ 0, 1, 2, ... . Output is produced with inputs of capital, energy, and labor. There are adjustment costs for investment in new capital. Energy is imported from abroad at an exogenous world price p t , which is random, and energy imports are paid for with exports of output, with trade balanced in every period. The preferences of the representative agent are given by
where c t is consumption and 0 Ͻ ␤ Ͻ 1 is the discount factor. Labor l t is supplied inelastically and is set equal to the consumer's time endowment, which equals one. The equilibrium allocation for this economy is a set of sequences for capital, investment, energy use, and consumption {k tϩ1 , x t , e t , c t } that maximizes (1) subject to
with k 0 , l t ϭ 1, and the stochastic process for energy prices taken as given. Here captures the adjustment costs on investment, ␦ is the depreciation rate, F is a constant-returns-toscale function aggregating capital and energy into capital services, and G is a constantreturns-to-scale production function aggregating capital services and labor into output. We assume that F and G are CES production functions with
where a, b, F , and G are parameters. Adjustment costs are given by
where D is the adjustment cost parameter.
We choose the parameters of the production functions F and G and the steady-state energy price p to reproduce the elasticity estimates in Pindyck and Rotemberg (1983) and the factor shares in our data. The short-run Allen elasticity of energy use with respect to the energy price is found by differentiating the first-order conditions of the cost-minimization problem with output, the wage rate, and the capital stock held fixed. Doing so yields the formula
where s l is the share of output paid to labor, (1 Ϫ s l )s e is the share of output paid to energy, and (1 Ϫ s l )(1 Ϫ s e ) is the share of output paid to capital. The cross-steady-state Allen elasticity of energy use with respect to the energy price is found by differentiating the first-order conditions of the cost-minimization problem with output, the wage rate, and the rental rate on capital held fixed. This differentiation yields the formula
With data on factor shares given, these elasticities are simple formulas of the two curvature parameters a and b. In our data, mean factor shares are s l ϭ 0.57 for labor and (1 Ϫ s l )s e ϭ 0.043 for energy. We choose the curvature parameters a and b so that our model reproduces a short-run elasticity of energy use of Ϫ 1 ⁄3 and a cross-steady-state Allen elasticity of energy use with respect to the energy price of Ϫ1. These elasticities match those reported in Pindyck and Rotemberg (1983 Table  2 ). The corresponding curvature parameters are a ϭ 3.33 and b ϭ 0.079. Recall that Pindyck and Rotemberg (1983) estimate the cross-steady-state Allen elasticity of the capital stock with respect to the energy price to be Ϫ0.9. In our version of their model, this elasticity is Ϫ0.7, so our model leads to similar implications.
To evaluate the ability of this PindyckRotemberg model to reproduce time-series data on the energy price and energy use, we parameterize the rest of the model and simulate it, feeding in the data on the energy price to obtain predictions for the time paths of energy use, capital, and output. For the energy price process, we follow In Moo Kim and Prakash Loungani (1992) and Mary G. Finn (1995) and estimate an ARMA (1, 1) process parameterized by
where pt ϳ N(0, p 2 ) and p is the average energy price in our data. Using our annual energy price data from the 1960 -1994 period, we estimate that p ϭ 0.90, p ϭ 0.92, ϭ 0.35, and p ϭ 0.108. For the consumer's preferences, we choose u(c) ϭ log(c) and set ␤ ϭ 0.96. We set the depreciation rate ␦ ϭ 0.1 and the adjustment cost parameter D ϭ 1.
In Figure 2 , we compare the time series for the logarithm of the ratio of energy expenditure to nominal GDP and the ratio of energy use to real GDP for the model and the data for the period 1960 -1994. Considering that we use Pindyck and Rotemberg's (1983) estimates of the elasticity of energy use obtained from data that does not include the energy price shocks of the 1970's and 1980's, the model appears to reproduce the time-series behavior of energy use pretty well. In the figure, energy use as given in the model appears to be more responsive to the energy price than in the data. The fit between the model and these data improves if the production parameters are set to give a smaller short-run elasticity of energy use.
In Figure 3 , we compare the time series for the logarithm of the capital-to-energy ratio for the model and the data for the period 1960 -1994. In the model, the capital-to-energy ratio is more responsive to changes in the energy price than in the data. Again, the fit improves if the production parameters are set to give a smaller short-run elasticity of energy use.
To highlight the difference between the Pindyck-Rotemberg model and the putty-clay model, we compute the drop in output that would occur across steady states if energy prices were to double as the result of an energy tax. We assume that the revenue collected is spent on public goods that affect neither steadystate real returns nor the steady-state marginal product of capital. In our simplified version of the Pindyck-Rotemberg model, a doubling of the energy price leads to a 33-percent drop in output and a 78-percent drop in the capital stock.
Goulder (1992, 1993, 1995) and Jorgenson and Wilcoxen (1993) examine the impact of increased carbon taxes on output. The numbers in these studies are not directly comparable to the ones calculated here, because they consider a carbon tax that does not cover all forms of energy, thus allowing some substitution to untaxed forms of energy. Nevertheless, we find their numbers instructive. Goulder and Jorgenson and Wilcoxen find that the loss in GDP is of the same order of magnitude as the revenue raised from the taxes. In our version of the Pindyck-Rotemberg model, the revenue raised from an energy tax that doubles the energy price is 1.3 percent of long-run GDP. Clearly, then, the impact of energy taxes on long-run output in this model is many times larger than the revenue raised by such taxes.
III. A Putty-Clay Model
In this section, we present an alternative model that matches the observation that energy use is inelastic in the time series and elastic in the cross section. In this alternative model, capital is putty-clay in terms of its energy intensity. There is a continuum of capital goods that is combined with energy in different fixed proportions. The basic idea behind the model is as follows. Since capital goods are designed with a fixed energy intensity when constructed, existing capital requires energy in fixed proportions to provide capital services. Therefore, in the short run, energy use is inelastic, because there is no way to substitute existing capital and energy. Over time, new capital goods embodying a new energy intensity can be installed so that, in the long run, energy use is elastic with respect to the energy price. In what follows, we present the model, develop a method for solving the model, and present our results.
As before, output is produced with inputs of capital, energy, and labor. Again, energy is imported from abroad at an exogenous world price Notes: Capital-energy ratio is the ratio of the capital stock measured using the perpetual inventory method in real energy expenditure. See the Appendix for details.
production function and more typical puttyputty production functions can be understood as follows. Consider a constant-returns-to-scale function describing capital services F(k, e), where k is the capital stock and e is energy use. Production of capital services may be written as ef (v) F(v, 1) . Thus, capital services can be expressed as a function of the energy intensity of the capital stock v and energy use e. To obtain the puttyclay model, suppose that v, the energy intensity of the existing capital stock, is fixed as an attribute of the existing capital, and let the output of capital services be the same function of energy use and capital as given above. Since at most k/v units of energy e can be used productively with k units of capital of type v, equation (7) follows.
The stock of capital in this economy at time t is represented as a function Output is produced by combining capital services z t and labor l t in a constant-returns-toscale production function G( z t , l t ). Value added in this economy is given by (9) y t ϭ G͑z t , l t ͒ Ϫ p t m t where m t ϭ ͐ v e t (v)dv is aggregate energy use. We assume that all types of capital depreciate at the same rate ␦ and that investment in each type of capital x t (v) must be nonnegative, so (10) x t ͑v͒ ϭ k tϩ1 ͑v͒ Ϫ ͑1 Ϫ ␦͒k t ͑v͒ Ն 0 for all v ʦ V. Aggregate consumption is denoted c t , and the aggregate resource constraint is given by (11) 
The preferences of the representative agent are given by (1) and labor l t is supplied inelastically.
The equilibrium allocation for this economy can be found as the solution to the planning problem of choosing sequences of functions {k tϩ1 , x t , e t , z t , m t , y t , c t } to maximize equation (1) subject to constraints (9), (10), (11), (12) 
0 Յ e t ͑v͒ Յ k t ͑v͒/v for all v ʦ V, with the function k 0 taken as given. The use of constraints (12) and (14) in place of equation (8) is justified by the observation that it is never optimal to use more energy than can be productively employed with the current capital stock. As stated here, this planning problem has endogenous state variables k t (v) of dimension equal to the number of elements in V. To allow smooth substitution between energy and other inputs in the long run, the number of elements in V must be large or even infinite. Thus, the curse of dimensionality prevents a direct attack on this problem. In what follows, we show that if all existing capital goods are always fully utilized in equilibrium, then the state variables function k can be reduced to two aggregate state variables, regardless of the number of elements in V.
We begin by analyzing the decision to utilize existing capital goods. Observe that this decision is static. Clearly, given a realization of p t and a capital stock function k t (v), the choice of energy use function e t (v) at t maximizes (9) subject to constraints (12), (13) , and (14) . Analysis of this problem yields the following.
PROPOSITION 1 (A Cutoff Rule): Given a capital stock function k t and energy price p t , there is a cutoff type of capital v* t such that capital of types v Ͼ v* t is fully utilized at t and capital of types v Ͻ v* t is not utilized at all. This cutoff type of capital v* t is increasing in p t . PROOF:
Consider the Lagrangian
Observe that for any type of capital v such that
, where z is given as in (12) and G z is the partial derivative of G with respect to its first argument. From this first-order condition and the condition that all of the Lagrange multipliers are nonnegative, we get the result that 
is strictly increasing in v, the result that capital usage is determined by a cutoff rule is established. The cutoff type v* solves the equation
and is increasing in p. We now turn to the main result we use for solving this putty-clay model. We present a restricted programming problem with two state variables ( z and m), which we refer to as aggregate capital services and aggregate energy use. We then show that if the solution to this second problem satisfies the cutoff rule for capital utilization as summarized in Proposition 1, then we can use it to construct the solution to the original planning problem and thus to construct the equilibrium of this model economy.
[It is worth noting for later use that since in this model
dv, the aggregate capital stock is still measured in the standard way by using the perpetual inventory method.]
Consider the restricted planning problem of choosing sequences of functions { x t , z tϩ1 , m tϩ1 , y t , c t } to maximize (1) subject to constraints (9), (11),
We use the solution to this restricted planning problem to construct a candidate solution to our original planning problem as follows. Let { x t , z tϩ1 , m tϩ1 , y t , c t } be the solution to the restricted planning problem, with z 0 and m 0 defined as above. Construct sequences {k tϩ1 , e t } using x t and (10), and set e t (v) ϭ k t (v)/v for all v. The resulting collection of sequences constructed in this way {k tϩ1 , x t , e t , z t , m t , y t , c t } satisfies the constraints of the original planning problem. We now show that if the constructed allocation also satisfies the cutoff rule in Proposition 1 under which all existing capital is in fact fully utilized, then it solves our original planning problem. 
PROOF:
Under the assumption that all types of capital are fully utilized, the constraints of our original and restricted planning problems are identical. Clearly, the objectives in these two problems are identical as well. Thus, our candidate solution solves the original problem.
We now show that in the solution to our restricted planning problem, in each period, there is positive investment in at most one type of capital.
PROPOSITION 3 (One Type of Investment):
Given the function k 0 , z 0 , and m 0 , let { x t , z tϩ1 , m tϩ1 , y t , c t } be the solution to the restricted planning problem. Then x t (v) Ͼ 0 for at most one type of capital v.
PROOF:
Let t c , t z , t m , and t x (v) be the Lagrange multipliers on constraints (11), (16), (17), and the constraint x t (v) Ն 0, respectively. Taking the first-order condition with respect to x t (v), we get
Furthermore, this multiplier is nonnegative, so zero is its minimum value. Thus, to prove the proposition, we show that t 
Notice that for all v, hЈ(v) and It is worth noting that one can construct an example in which more than one type of capital receives positive investment if some types of capital are left idle in some states of nature.
To examine the implications of this putty-clay model for time-series and cross-section data, we parameterize the model as follows. We let the production functions F and G be Cobb-Douglas. In this case, the only parameters for the production functions that need to be set are the factor shares. We choose these to match the average factor shares in our data: s l ϭ 0.57 for labor and (1 Ϫ s l )s e ϭ 0.043 for energy. The parameters for the energy price, consumer preferences, and the depreciation rate are the same as before.
To solve the model, we follow the solution procedure outlined in Propositions 1-3. In particular, we impose the condition that all types of existing capital are always fully utilized in equilibrium and consider the restricted planning problem. Following Proposition 3, we impose that there is positive investment in at most one type of physical capital in each period. Thus, if we let x t denote the quantity of physical investment and v t denote the type of capital being invested in, constraints (16) and (17) simplify to
We solve a log-linear approximation to the first-order conditions of this restricted problem around the deterministic steady state with the energy price set to p using standard methods.
The final step in our solution procedure is to verify that our assumption that all types of existing capital are always fully utilized is valid for the solution we obtain. In theory, to ensure that this assumption is valid in all states of nature, we must assume that the energy price process has bounded support. In parameterizing the model, we choose a lognormal energy price process which has unbounded support. We choose this price process to make our results more comparable to those in the literature. In practice, when we use this unbounded price process in our simulations, we find that the probability that some type of capital is ever left idle in equilibrium is vanishingly small. In particular, we simulate the model for 10,000 periods and do not find a single period in which this assumption is violated.
This result that all types of capital are fully utilized with probability very close to one can be understood as follows. Let v ϭ k /e be the capital-to-energy ratio for existing capital, and let v * be the cutoff type of capital for the deterministic steady state of our economy. For our economy, v /v * ϭ 12.9 or log v Ϫ log v * ϭ 2.6. Log-linearizing the equation G z ( z, 1) f(v*) ϭ p that defines the cutoff type of capital v* around the deterministic steady state gives for our parameterization (20) log͑v*͒ Ϫ log͑v *͒
where z is capital services, s e ϭ 0.1 is the steady-state share of energy in the cost of capital services, and s l is the steady-state share of labor in the cost of output. In general, this equation is only a first-order approximation to the cutoff rule and thus might be inaccurate far away from the steady state. In our formulation here, however, the production functions F and G are Cobb-Douglas, so this formula is exact. In our simulations, capital services do not move very much. Thus, the energy price must rise so that log p Ϫ log p ϭ 2.3 or p/p ϭ 10 before we must be concerned about leaving the steady-state type of capital idle. The probability that such a movement in energy prices would occur in our model is essentially zero. Indeed, given our price process, an energy price this high would be over seven standard deviations from the mean price, and the probability of such a shock is on the order of 10 Ϫ12 . The reason for this result is that steadystate energy costs are only 1 ⁄10 the costs of capital services; therefore, it takes a huge increase in the price of energy before these costs become larger than the value of the capital services provided by the capital.
To evaluate the ability of this putty-clay model to reproduce our time-series data on the energy price and energy use, we simulate it, feeding in the data on the energy price to obtain predictions for the time paths of energy use, capital, and output. To check our assumption that all capital is fully utilized, we compute the paths for the cutoff type of capital v* t and the type of new capital v t implied by the path of prices realized in the data. Figure 4 shows that for the period 1960 -1994, the cutoffs v* t range from 3.4 to 9.6, while the types v t of new capital range from 51.7 to 92.6. Clearly, the assumption that all types of capital are fully utilized for the realized path of energy prices is satisfied with a large margin for error.
In Figure 5 , we compare the time series for the logarithm of the ratio of energy expenditure to nominal GDP with the ratio of energy use to real GDP in the putty-clay model and the data for the period 1960 -1994. Clearly, the model closely tracks the data. In Figure 6 , we plot the log of the capital-to-energy ratio from the puttyclay model and the data for the period 1960 -1994. The responsiveness of the capitalto-energy ratio to changes in the energy price is similar in the model and the data, but this ratio in the model lags that in the data.
Consider now the implications of this model for the cross-section data. Recall that both Griffin and Gregory (1976) and Pindyck (1979) find that the cross-section Allen elasticity of energy use with respect to the energy price is Ϫ0.8, while Pindyck and Rotemberg (1983) find a long-run elasticity of Ϫ0.99. In terms of the cross-section Allen elasticity of capital with respect to the energy price, Griffin and Gregory (1976) find point estimates from 0.08 to 0.17 across countries, while Pindyck's (1979) estimates range from 0.03 to 0.12. Our model implies a long-run energy elasticity of Ϫ0.95 and a long-run capital elasticity of 0.05, which are in the ranges of the numbers reported above.
We also consider the effect on output of an energy tax that leads to a doubling of energy prices in this putty-clay model. We assume that the revenue collected is spent on public goods that affect neither the steady-state real returns nor the steady-state marginal product of capital. In this model, a doubling of the energy price leads to a 5.5-percent drop in both output and capital stock. The revenue raised from the tax in the long run is 2.4 percent of long-run GDP. The effect of an energy tax on output in this model is an order of magnitude smaller than in the PindyckRotemberg model and comparable to the numbers found in Goulder (1992 Goulder ( , 1993 Goulder ( , 1995 and Jorgenson and Wilcoxen (1993) .
IV. Summary and Conclusions
Energy economists have observed that with respect to the energy price, energy use is inelastic in time-series data and elastic in cross-section data. We have studied two models of energy use that address these observations: a putty-putty model with adjustment costs developed by Pindyck and Rotemberg (1983) and a putty-clay model. Both models can reproduce these differing elasticities; however, they have very different implications for how capital and output respond to permanent differences in energy prices.
In the Pindyck-Rotemberg model, countries with higher energy prices have dramatically lower capital stocks and output. In this respect, the Pindyck-Rotemberg model is not consistent with the cross-section estimates in Griffin and Gregory (1976) and Pindyck (1979) of the responsiveness of capital to the energy price.
Moreover, the effect of an energy tax on output in this model is an order of magnitude larger than numbers found in Goulder (1992 Goulder ( , 1993 Goulder ( , 1995 and Jorgenson and Wilcoxen (1993) .
In the putty-clay model, the response of capital and output to differences in energy prices is similar to that reported in the cross-section studies, and the effect of an energy tax on output is comparable to that found in the tax studies.
APPENDIX
In this Appendix, we document the construction of the data series we use in the empirical part of the paper. We obtain the raw data from four sources: (1) Survey of Current Business (January 1992), (2) Survey of Current Business (August 1994), (3) Annual Energy Review 1994 (1995), and (4) Citibase (1995) . From now on, we refer to these sources as Survey of Current Note: The energy intensity of new capital v t and the cutoff energy intensity v * t for the putty-clay model are determined from equations (19) and (15) in the text given the realized path for the energy price.
Business 1, Survey of Current Business 2, AER, and Citibase.
Energy Price, Use, and Expenditure Series
The energy data covers the energy consumption of end users. End users consume energy mainly in four forms: Since our model does not include an energy sector, we subtract the energy use of the energy-producing sectors, namely, the coal, petroleum, natural gas, and electricity sectors. AER (Table 2 .1 p. 39) gives data on total energy consumption by end users measured in British thermal units (BTUs) disaggregated into coal, petroleum (and petroleum products), natural gas, and electricity. We denote these data on energy use for each type of energy by Q it tot , where the index i ϭ 1, 2, 3, 4 denotes the four forms of energy. This measure Q it tot is already net of energy use of the electricity sector. There are no corresponding data on the energy use by type of the other three energy-producing sectors. There are no data on energy consumption by the natural gas sector. We assume that the energy use of this sector is zero. Data on energy consumption by the coal and petroleum sectors are available from 1974 to 1991 and are not disaggregated into the four forms of energy. We assume that for the years prior to 1974 and following 1991, energy use of these two sectors is equal to the average use in the period 1974 -1991. In addition, we assume that the BTUs consumed are divided among the four forms of energy according to the average shares of the industrial sector. These shares are constructed from data on consumption of energy of the industrial sector (AER, two sectors is relatively small, about 1 ⁄60 of total energy consumption, the approximations we use should not greatly affect the aggregate series.
We construct a constant-price measure of energy use in the standard fashion. We choose the base year to be 1987 and define energy use to be e t ϭ ¥ i Q it P i0 , where P i0 is the price in dollars per BTU of energy of type i in 1987 from AER. For coal, natural gas, and petroleum, we use the production price series (AER, Table 8 .11, the price for electricity is in cents per kilowatt-hour. We use AER, Table A7 p. 351 to convert the price to cents per BTU.) We construct the energy price deflator as
Finally, nominal expenditure is given by P t e t ϭ ¥ i Q it P it .
Output, Consumption, Investment, and the Capital Stock
We follow the method described by Thomas F. Cooley and Edward C. Prescott (1995 p. 19) to construct broad measures of output, consumption, investment, and the capital stock. For output, investment, and capital, we subtract from each of these series the corresponding series for the energy producing sector. To calculate the output of the energy sector, we sum the value added of the coal, petroleum, electricity, and natural gas sectors. The value added of the coal and petroleum sectors is assumed to be equal to the value of domestic production of the two products. The series of domestic production Notes: Capital-energy ratio is the ratio of the capital stock measured using the perpetual inventory method to real energy expenditure. See the Appendix for details.
are in the AER (Table 5 .1 p. 139 for oil; Table  7 .2 p. 211 for coal). The value added of the electricity and the natural gas sectors are reported in Citibase (series GAGUT and GYUT). Real gross output is the sum of value added and the expenditure on energy, namely, y t ϩ p t e t . The investment in the energy sectors is defined as the sum of purchases of structures in the electricity, gas, and coal and petroleum mining sectors (series GAPUE, GAPUG, and GANMG in Citibase) plus the purchase of petroleum pipelines (series GAPUO in Citibase). The capital stock of the energy sector K ener is computed as the capital stock of coal mining, oil and gas extraction, and gas and electricity sectors. The series are found in Survey of Current Business 1 ( 
