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ABSTRACT 
The concept of vertical block matrix introduced in generalized linear complemen- 
tarity theory is studied within the matrix classes Pa and 2. Classical results of Fiedler 
and Ptak are extended, and relationships with existing results derived. Potential 
applications abound in economics, operations research, engineering, and physical 
sciences. 
1. INTRODUCTION 
A vertical block matrix N of dimension m x n, m > n, is said to be of 
type cm,, . . , m,) if it is partitioned row-wise into n blocks, 
N' 
N= : , 
[ 1 N” 
where the jth block, Nj, is of dimension mj X n, and m = Cy JS1 mj. If 
mj = 1, j = 1,. . . , n, then N is a square matrix. Thus a vertical block matrix 
is a natural generalization of a square matrix. 
LINEAR ALGEBRA AND ITS APPLICATIONS 195: 165-179 (1993) 165 
0 Elsevier Science Publishing Co., Inc., 1993 
655 Avenue of the Americas, New York, NY 10010 0024-3795/93/$6.00 
166 A. A. EBIEFUNG AND M. M. KOSTREVA 
This matrix structure was introduced by Cottle and Dantzig [2] in relation 
to the generalized linear complementarity problem. They also extended some 
of the properties of the square P-matrix to the vertical block P-matrix. 
Further characterizations of the set of vertical block P-matrices were provided 
by Szanc [18]. 
As pointed out by Lemke [12], the generalized linear complementarity 
problem has the potential to include complex problems. One demonstration 
of this potential is given in Ebiefung and Kostreva [7], where the generalized 
Leontief input-output model is formulated as a generalized linear comple- 
mentarity problem and used to address the problem of choosing a new 
technology. Cottle, Pang, and Stone [3] observe that “Rather little has been 
done with this model.” For many years the generalized linear complementar- 
ity problem was not extensively studied, but now interest is increasing. 
The study of linear complementarity problems often relies on the struc- 
ture of the associated matrix. The same can be expected of the generalized 
problem. In this paper, we characterize the vertical block PO- and Z-matrix 
classes. These characterizations include extensions of some of the classical 
results of Fiedler and Ptik [9, lo] for the square P,,- and Z-matrices. The 
choice of these two matrix classes relates to their potential to further advance 
the application areas of linear algebra. 
The paper is organized as follows. In Section 2, we give definitions and 
notation needed for the development. Sections 3 and 4 are devoted to 
mathematical properties and characterizations of the Z and PO classes, 
respectively. Section 5 is a brief conclusion. 
2. DEFINITIONS AND NOTATION 
The linear complementarity problem is: Given an n X n real matrix M 
and an n x 1 column vector q, find vectors w E R” and z E R” such that 
w=Mz+q, 
w a 0, z > 0. 
WTZ = 0 ( or WiZi = 0, i=l >...> n>. 
Let the above problem be denoted LCP(q, M). 
The generalized linear complementarity problem of Cottle and Dantzig 
[2] is: Given an m X n, m > n, vertical block matrix N of type (m,, . . . , mn), 
and q in R”, find w in R” and z in R” such that 
w = Nz + q, w > 0, 2 >, 0, (1) 
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T 
Zj,~u+ = 0 (j = l,...,n). 
r=l 
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(2) 
Let the above problem be denoted GLCP(q, N). 
DEFINITION 1. An n X 72 matrix M is said to be a Pa-matrix (P-matrix) 
iff all its principal minors are nonnegative (positive). 
DEFINITION 2. Let M be a square matrix of size n. Then M is a 
Z-matrix iff all its off-diagonal elements are nonpositive. M is Minkowski (or 
an M-matrix) iff it is both 2 and P. 
DEFINITION 3. Let N be a vertical block matrix of type cm,, . . , m,). A 
submatrix of M of N of size ?z is called a representative submatrix if its jth 
row is drawn from the jth block, Nj, of N. A vertical block matrix of type 
(ml,. . , m,> has “T= i mj representative submatrices. A principal submatrix 
of N is a principal submatrix of some representative submatrix. The determi- 
nant of such a matrix is called a principal minor of N. 
DEFINITION 4. Let N be a vertical block matrix of type (ml,. , m,). 
N is called a II-matrix iff all its representative submatrices are H-matrices. 
The concepts of P,, P, and Z vertical block matrices are thus defined in the 
sense of representative submatrices. 
3. Z PROPERTIES AND CHARACTERIZATIONS 
The motivation to study the square Z-matrices has been the numerous 
areas of application. One of the earliest known economic applications was the 
input-output linear model of Leontief [13]. Recently, Tamir [19] exploited 
the special properties of the Z-matrices to achieve a substantial reduction 
in the dimensionality of the resource allocation problem. In the sciences, 
questions involving the convergence of iterative methods, analysis of electric 
circuits, convergence of iterative processes in linear algebra, regularity crite- 
ria, and estimates for spectra of matrices led to the study of Z-matrices. For 
mathematical works see Fan [8], Fiedler and Ptak [9, lo], and Ostrowski [17]. 
More recent results, mainly in the areas of mathematical programming and 
linear complementarity problems, are in Dantzig [4], Kaneko [ll], and 
Mangasarian [15]. 
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It is our belief that a deeper knowledge of the mathematical properties of 
the vertical block Z-matrices will enhance understanding of the above areas 
of applications. It is expected that these results will remove some limitations 
on applications due to dimensional constraints of the square Z-matrix. The 
flexibility provided by the vertical block Z-matrix can be exploited to gain 
new insights into earlier results as well as in obtaining new and far-ranging 
theories and applications. In [7], this flexibility is exploited in the formu- 
lation of the generalized Leontief input-output model. Since there are 
many applications of Z-matrices in the classical theory, one can easily find 
new applications of the results which follow in more complex and more 
comprehensive versions of existing constructs. 
DEFINITION 5. Let N be a vertical block matrix of type Cm,, . . . , m,). 
For each j (j = 1,. . . , n), let uj be a nonzero nonnegative row vector of 
dimension 1 X mj. Let U be a matrix defined by 
(3) 
Thus, U is a nonzero nonnegative matrix of order n X m, and it is the direct 
sum of the vectors uj. 
The following device is one which allows the relationship between the 
classical results and the new theory to be demonstrated. 
THEOREM 1. Zf N is a vertical block Z-matrix of type (m,, . . . , m,) and 
U as defined above, then M = UN is a square Z-matrix. 
Proof. Let i denote the ith row of M. Define q,, = 0, and 
qi= hrnj, i = l,...,n. 
j=l 
Also define p by 
i 
1 if i=l, 
P = qi_l + 1 if i =2,...,n. 
GENERALIZED P,- AND Z-MATRICES 169 
Suppose 
then 
M= 
N = [uJy=,; 
C ajluj-q, ..’ C 'jnU~-qo 
j=P .i=p 
Let M, (k = 1, . . , ny= 1 mj) denote a representative submatrix of N. Each 
entry Mij (i # j) of M, is a nonnegative linear combination of the (i, j> entry 
in M,. Consequently Mij < 0, i # j. Thus M is a Z-matrix. n 
Next is a generalization of a result of Chandrasekaran [l]. 
THEOREM 2. Let N be a vertical block Z-matrix of type cm,, . . . , m,). 
Suppose there exist vectors y E R”, and x E R”, both nonzero and nonnega- 
tive, such that Nx > 0 and yfNx = 0. Then Nx = 0. 
Proof. Let U be as defined above. By Theorem 1, M = UN is a square 
Z-matrix of order n. Suppose Nx f 0. Then Mx = 7JNx > 0, # 0, since 
U > 0, U # 0 and Nx > 0, # 0. Thus xtMx > 0, # 0, since x > 0, x # 0 
and Mx # 0, Mx 2 0. But xtMx = xtUNx = y”( Nx) = 0 by hypothesis, 
where Y t = (x tU)t E R” and y > 0, y # 0. This contradiction proves the 
theorem. w 
In Theorems 3 and 4, we characterize the vertical block matrix classes 
Z n P, and Z n P. Most Z-matrices in existing applications belong to one of 
these two classes. Similar results for square Z-matrices can be found in [9]. 
THEOREM 3. Let N be a vertical block Z-matrix of type Cm,, . . . , m,). 
Then the following are equivalent: 
(1) There exists a vector x > 0 such that Nx > 0. 
(2) N is a vertical block P-matrix of type Cm,, . , m,). 
Proof. (1) + (2): Suppose 3x 2 0 such that Nx > 0. Let e be an 
n X 1 column vector with each component equal to 1. Let E > 0 and 
y = x + .se. Then Ny = N(x + se> = Nx + &Ne > 0 for E sufficiently 
small. 
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Thus there exists y > 0 such that Ny > 0. Consequently, for each 
representative submatrix A4 of N we must have My > 0, y > 0. By Fiedler 
and PtLk [9], we have that for each x # 0 there exists an index k such that 
xk # 0 and xk(Mr)k > 0. This is true for all representative submatrices of N, 
since the choice of M is arbitrary. Thus each representative submatrix of N 
is a P-matrix. Therefore, N is a vertical block P-matrix of type (ml, . . . , m,). 
(2) -+ (1): Let N be a vertical block P-matrix of type (m,, . . . , 
m,). Then, as shown in [18], the problem GLCP(q, N) has solution for all 4 
in 23”. Take 4 < 0; then x > 0, Nx + 4 > 0. Thus the system 
has a solution. 
Nx > 0, 
X>O 
n 
DEFINITION 6. Let N be a vertical block matrix of type (m,, . . , m,). 
For each i, let e, be an m x 1 column vector with each component equal 
to 1. The matrix E defined by 
(4) 
is nonnegative and of dimension m X n. Throughout the rest of this paper, E 
will always denote the matrix in (4). 
Now a matrix characterization theorem for vertical block matrices will be 
introduced which shows the relationship between three important matrix 
classes. 
THEOREM 4. Let N be a vertical block Z-matrix of type Cm,, . . . , m,). 
Then the following are equivalent: 
(1) The eigenvalues of all principal submatrices of N are nonnegative. 
(2) All principal minors of N are nonnegative. 
(3) N + EE E P for all E > 0. 
(4) N is a P,-matrix. 
Proof. (1) 4 (2): The determinant of a principal submatrix is the prod- 
uct of its eigenvalues. Since all the eigenvalues are nonnegative, the minors 
are also nonnegative. 
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(2) -+ (3): Let G be a principal submatrix of N + EE. Then M can be 
represented as ii? = M + ~1, where M is a principal submatrix of N and 1 
is the identity matrix of appropriate size. Since det M >, 0, we have that 
det a > 0 for any E > 0. Therefore N + EE is a P-matrix for any E > 0. 
(3) -+ (4): Let M be a representative submatrix of N. Then M + EZ is a 
representative submatrix of N + EE, so det( M + EZ) > 0 for each E > 0 by 
(3). Hence 
det M = lim det( M + EZ) > 0. 
E’O 
(4) --, (1): supp ose N is a vertical block PO-matrix of type (m,, . . . , m,,). 
Let M be any representative submatrix of N. By the definition of N, M is a 
square PO-matrix. By Fiedler and Ptik [9], all eigenvalues of M and all of its 
principal submatrices are nonnegative. But a principal submatrix of N is a 
principal submatrix of a representative submatrix. Therefore, all the eigenval- 
ues of all principal submatrices of N are nonnegative. 
COROLLARY 1. Suppose N is a vertical block Z-matrix of type 
(m,, . . , m,). lf there is an x > 0 such that Nx > 0, then N is a P,-matrix. 
Proof. Let M be a representative submatrix of N. Then Mx > 0, 
x > 0. Thus for each E > 0, 
(M+EZ)X=MX+EX>O. 
By Theorem 4, this implies that M + EZ is a P-matrix and that M is a 
Pa-matrix. The result follows, since the choice of M is arbitrary. n 
4. P, PROPERTIES AND CHARACTERIZATIONS 
Let N be a vertical block PO-matrix of type (m,, . . . , m,). Then N 
is a Pa-matrix if and only if each representative submatrix’.of 
square PO-matrix. A necessary condition for a vertical block matrix 
P, is provided in 
THEOREM 5. Suppose N is a vertical block matrix of type (m,, 
Zf N is a P,-matrix, then the elements ail, i = 1, . . , ml; ai2, i 
1,. . ., m2;. . .; a,,, i = m,_, + 1,. . , m, must be nonnegative. 
N is a 
N to be 
..> m,). 
= m, + 
Proof. By definition, the minors of N are the minors of the representa- 
tive submatrices. The above listed elements are the main diagonal entries of 
the representative submatrices of N. Hence they must be nonnegative if N 
is PO. n 
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Theorem 5 points to the dependence of the class to which N belongs on 
the type (m,, . . . , m,). It indicates that it is possible to change the class to 
which N belongs by simply changing its type from (m,, . . , m,> to 
(n,, . . . , n,) where mj # nj for some j, 1 <j < n. This concept is demon- 
strated in the following example. 
EXAMPLE 1. Let 
I 
3 1 
N= _; : 
0 2 
be a vertical block matrix of type (m,, m,). 
Case 1: Suppose m, = m2 = 2. That is, N is of type (2,2). Then N has 
two blocks N ‘, N2 given by 
N1=; ;, 
[ I 
The representative submatrices are 
M,= ; ;> 
[ 1 
N2 = -2 1 
[ 1 0 2’ 
M,= _; ;. 
[ I 
All the minors of the representative submatrices are nonnegative. So N is a 
PO-matrix with respect to the type (2,2>. 
Case 2: Set m, = 3, m2 = 1, so that N is a vertical block matrix of type 
(3, 1). In this case, the blocks of N are 
3 1 
N’= [ 4 N’=[O 21. 
-2 
5, 1 
1 
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Ml=; ;, Mz=i ;, My-; ;I. [ I [ 1 
Observe that the minors 
-2 and det 
-2 1 
[ 1 o 2 
are negative. Thus N is not a PO-matrix if it is defined as of type (3,l). 
Suppose N is a vertical block matrix of type (ml, . . , m,>. Let ff be as 
defined in (3). Define a new matrix M by M = UN. Then M is of order 
n x n, and the jth row of M is a weighted sum of the rows in Ni. 
THEOREM 6. Let N be a vertical block matrix of type cm,, . . . , m,,). Zf N 
is a PO-matrix, then the matrix 
M = UN, 
where U is as defined in (3), is a P, = matrix. 
Proof. All principal minors of N are nonn % ative since N is PO by 
assumption. Let Nj be the jth block of N, and (I v j jio the ith row of the jth 
block. Then 
M = UN 
Moreover, 
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But u{, 2 0, j = 1, , n, by definition, and 
N$ 
det 
[ 1 1 > 0 N,;” 
by assumption. Hence the result follows. W 
It is worth noting that the converse of Theorem 6 is not necessarily true. 
This is shown by means of an example. 
EXAMPLE 2. Let 
-3 5 
N= [ 3 0 1,  7 
be a vertical block matrix of type (2, I). The matrix U defined by 
satisfies the conditions given in (3). By Theorem 6, 
3 1 
M=VN= o 14 
[ 1 
is a vertical block Pa-matrix of type (1,l). However, by Theorem 5, N is not 
a vertical block PO-matrix. 
If M is a square Pa-matrix, then the system of inequalities 
Mx 2 0, X20 
has a nonzero solution, according to Eaves [5]. This result is extended to the 
vertical block Pa-matrix in 
THEOREM 7. Let N be a vertical block matrix of type (ml,. . . , m,). lf N 
is a P,-matrix, then the system of linear inequalities 
has a nonzero solution. 
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Proof. Suppose for each x > 0, Nx < 0. Then for each x > 0, 
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Mx=U(Nx) <O 
since U > 0, U # 0. This contradicts the result of Eaves, since by Theorem 6, 
M is a P,-matrix. w 
THEOREM 8. If N is a vertical block P,-matrix and the system 
Nx = 0, x>o 
has a solution, then there exists y in R”, y > 0, y f 0, such that 
y’N = 0 
Proof. Suppose that the system 
Nx = 0, x>o 
has a solution but that for all y in R”, y > 0, y f 0, we have that 
ytN # 0 
If M is defined by 
M = UN, 
then 
ytM = yfUN 
zo 
by hypothesis. 
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Since x > 0, we have that 
ytMx # 0. 
But 
y tMx = UNx 
= U( Nx) 
= 0. 
This is a contradiction, and the proof is completed. n 
The next results provide necessary and sufficient conditions under which 
N is a vertical block Pa-matrix. The characterizations are generalizations of 
the results of Fiedler and Ptik [lo] for the square Pa-matrix. 
THEOREM 9. Let N be a vertical block matrix of type (ml, . . . , m,>. 
Then N is a P,-matrix if and only $for each z in R”, z # 0, there exists an 
index i such that 
q # 0, zi( Nz)~ > 0. 
Proof. Let 
U1 
(J= L 4 . . U" 
be defined in Equation (3). Assume 
(0,. . ) 0, u;, 0,. . . , 0). By Theorem 6 
A= 
without loss of generality that u’ = 
UN 
is a square PO-matrix. Suppose that there exists .z in R”, z z 0, such that for 
all i for which .zi # 0, 
zi( Nz)~ < 0. 
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Then 
zi( Az)~ = q(U~z)~ 
< 0. 
since ZJ~ > 0, of # 0, and zi(Nzji < 0. This contradicts the fact that A is a 
Pa-matrix by Theorem 6. 
Conversely, if for each z in R”, z z 0, there exists an index i such that 
zi # 0, Zig > 0, then there exists an index ji, 1 < ji < n, such 
that zi # 0, z$N/z)~ 2 0. Consequently, if M is a representative submatrix 
of N, then we must have 
zi # 0, Zi( Mz)i 2 0. 
By Fiedler and Ptik [lo], this implies each representative submatrix of N is a 
Pa-matrix. Therefore, N is a Pa-matrix by definition. n 
COROLLARY 2. Suppose N is a vertical block matrix of type (m,, . . . , m,). 
Then N is a P,-matrix $and only $f or all z in R”, z # 0, there are indices j, 
1 <j < n, and ijsuch that 
zi, # O, Zi,( NjZ)il 2 0. (5) 
Proof. If N is a P,-matrix, then by Theorem 9 there exists i such that 
zi # 0, .z$Nz)~ z 0. Hence there exists j such that 
zi # 0, Zi( N-h), > 0. 
The result follows by setting i = ij. 
Conversely, if for all z in R”, 
1 < j < n, such that (5) holds, th 
z # 0, there are indices j and ii, 
en for each representative submatrix M of 
N we must have 
zjl + O, zi,( Mz)i, a 0. 
Thus every representative submatrix of N is a Pa-matrix. The result follows 
by the definition of a vertical block Pa-matrix. W 
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THEOREM 10. Suppose N is a vertical block matrix of type Cm,, . . . , m,). 
Then N is a P,-matrix if and only if for each E > 0, N + EE is a P-matrix. 
Proof. Let M be a principal submatrix of N + EE. Then M = M + ~1, 
where M is a principal submatrix of N and Z is the identity matrix. Since Nis 
P,, we have det M > 0 and any eigenvalue of M is nonnegative, say A >, 0. 
Moreover, A + E > 0 is an eigenvalue of M. Thus det M > 0. 
For the converse, suppose N + EE is a P-matrix for each E > 0. If M is 
a principal submatrix of N, then M + EZ is a principal submatrix of N + EE 
for each E > 0. So det( M + ~1) > 0 for all E > 0. But det(M + &I) is a 
polynomial function in the variable E. Hence 
lim det( M + ~1) = det M 2 0. 
Therefore, N is a P,-matrix. 
5. CONCLUSION 
The concepts of vertical block matrix structure studied in generalized 
linear complementarity problems have been examined in the context of P,- 
and Z matrices. The choice of these two matrix classes relates to their 
potential to further advance areas of applications of linear algebra. Refer- 
ences to P-, P,-, and Z-matrices abound in the literature [4, 8-11, 13, 15, 
191. It is expected that deeper understanding of the mathematical properties 
of the vertical block matrices will shed more light on the applications as well 
as lead to deeper theoretical results. 
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