How to extract features of different shapes for style similarity evaluation is a very challenging research topic. Different from methods based on predefined style templates, we perform sparse learning and triplet embedding directly from the 3D shape local descriptors. The proposed method can adaptively generate element-level style features of different 3D patches for style similarity evaluation. The proposed algorithm mainly consists of the following steps. First, given a heterogeneous 3D shape collection, we learn mid-level style features by Siamese networks based on curvature-guided sampling directly on 3D shapes, which is a view-independent and part-independent approach. Second, we perform sparse coding to reduce the dimension of mid-level local features and achieve more compact and discriminative style features, named element-level features. Finally, we enhance our element-level style features by triplet embedding learning over crowdsourced triplets, which maps similar examples close to each other and dissimilar examples farther apart. The proposed algorithm can aggregate different local features into a global style feature representation and shows satisfactory discriminability. Our method can avoid the loss of style features from the 3D model to the views and can learn more discriminative style features by sparse learning. The experimental results show that our sparse style feature representation significantly improves the accuracy compared with recent state-of-the-art algorithms. INDEX TERMS 3D shape analysis, style feature, sparse learning, 3D patch.
I. INTRODUCTION
Reusing existing models for designing 3D scenes achieves the most efficiency [1] . For example, a designer can efficiently build scene by searching style-similar chairs and other furnitures from the given 3D database. However, many existing approaches only consider the appropriate categories of objects by evaluating shape similarities. They generally ignore style compatibility, such as how the styles of given shapes are consistent together [2] . Therefore, users have to spend considerable time searching and evaluating suitable and compatible objects to compose a 3D virtual scene. Undoubtedly, harmonizing the style of all the furniture placed within a constrained scene is an important principle for interior design. Figure 1 provides such an example. The top image shows a random combination of different objects, while the bottom scene is more compatible according to our The associate editor coordinating the review of this manuscript and approving it for publication was Nuno Garcia . style feature. Therefore, determining how to extract style features remains an ongoing challenging research problem in computer graphics. The extracted style features can be used to help people remodel or decorate their indoor space more efficiently [3] . Though style has been defined as a unique way to group objects into related categories, we can also see the obvious difficulties in the analysis of style features in that the description of each independent style feature is abstract and subjective in nature. Therefore, the research topic is challenging and requires much effort in preserving both geometric and semantic patterns. In particular, in heterogeneous 3D shape collections, there is a variety of object categories and styles, which requires style feature representation that is semantically meaningful and robust against intraclass variations.
Generally, style feature extraction requires a patchsensitive style feature representation, which is the key to style similarity evaluation. The goal is to map local features of models at different locations into a global style feature descriptor. At present, for style learning features, the most typical method is to predefine some style templates for extracting style features. However, it is difficult to define such templates. Recent work done by Yu et al. [4] has addressed this issue. They adaptively cluster some representative patches to define style templates. However, their method has two drawbacks. First, they use predefined style convolution operators and then compute the global style feature description by maximizing the pooling aggregation. As we know, the process from a 3D model to multiviews definitely incurs style loss, and maximum pooling aggregation introduces further loss of style features. Thus, the discriminability of style features weakens. On the other hand, this method requires a large number of predefined style templates, resulting in a high dimension of style features (such as 2500 dimension).
To solve this problem, this paper proposes to extract style features directly from sampling points of the 3D model and then build a style dictionary through sparse dictionary learning. We do not employ any handcrafted mid-level features locally. Instead, we extract convolutional style features and preserve semantic features by minimizing the distance between a pair of examples with similar shapes. This method can directly use the local feature descriptor of the existing 3D model to avoid the local style loss of the maximum pooling operation from the 3D model to multiviews. In addition, we adopt sparse dictionary learning to effectively remove the redundancy between features, thus making features more compact (such as 40 dimension), which can greatly improve the retrieval efficiency. The experimental results show that the proposed style feature description, which is directly operated on the three-dimensional model, achieves better style discrimination. Our work makes the following main contributions:
• Our method focuses on 3D convolutional features without any 3D-2D projection and local handcrafted patch filtering. We carry out a curvature-guided sampling on 3D shapes and learn mid-level local features based on a convolutional operation in the backbone of Siamese networks, which can avoid local style loss induced by view-based projection.
• We employ sparse dictionary learning on patch features and obtain globally compact features, which can reduce the dimension of features and show high-level semantic meaning.
• We enhance style features by using triplet embedding learning to make sparse style features more distinguishable and comparable and finally output element-level features, which are more friendly for shape retrieval.
II. RELATED WORK
The paper mainly focuses on how to compute the style features directly on local features of the 3D model. Related research mainly includes three aspects: local feature extraction, style feature extraction and sparse learning for shape analysis. This section analyzes these aspects of research.
A. LOCAL FEATURE EXTRACTION FOR 3D SHAPES
Style features for 3D shapes can be intuitively created by using local feature descriptors since visually stylistic shape elements are usually apparent on local parts. For example, [5] and [6] explore the local geometry pattern in the neighborhood space. Tombari et al. [7] further improve local features by removing the ambiguity of local reference frames using eigenvalue decomposition. Sun et al. [8] propose a heat diffusion descriptor that is based on multiscale curvature features and robust to nonrigid transformation. Rodol et al. [9] remove the discrepancy of the Laplace-Beltrami function to make local features more robust. Another work [10] performs manipulation directly on voxels rather than meshes by using the local density as the local feature descriptor. More recent attempts have been aimed at improving the discriminative ability by using deep convolutional networks [11] . Xie et al. [12] train CNNs to extract the binary spectrum feature based on the Laplace-Beltrami function. Huang et al. [13] learn local features from 3D multiview projected images and fuse multiview features into local shape descriptors. Zhou et al. [14] conduct similar work and create multiview fused features. Burges et al. [15] train CNNs to map high-dimensional features into a lowdimensional embedding space and make features more discriminative.
B. STYLE FEATURE FOR 3D SHAPES
Style features allow shapes to be compared according to geometric or semantic patterns, which is a key point for fine-grained style retrieval. Most style features are developed based on local shape features and use semisupervised learning to cluster shapes according to their correlation. However, style and content features do not always correlate with each other.
Recent works on computing style features mainly focus on representing each object by the concatenation of mid-level feature vectors into a high-dimension feature. Liu et al. [16] decompose 3D models into parts, compute their curvature, and perform triplet embedding learning on the curvature of parts to make style features. Lim et al. [17] employ VGG networks to extract prominent visual convolutional features with triplet prediction. Neither multiview 2D projected images nor part-based curvature features can represent style features of shapes well since they are view-dependent or depend on a consistent segmentation of all objects within the same class. Lun et al. [18] learn the similarity of shapes perceptually with salient common geometric features found by grouping all the objects within the same class. Hu et al. [19] approach shares some similarities with Lun's method and defines the style of elements based on 3D shapes. Yu et al. [4] input mid-level features based on HOG into CNNs and concatenate all the convolutional features into a high-dimensional feature with semisupervised learning.
C. SPARSE DICTIONARY LEARNING FOR 3D SHAPE ANALYSIS
Sparse dictionary learning aims to find a sparse representation of the input data. Then, the input features can be in the form of a linear combination of basic elements (atoms of a dictionary), which can be an overcomplete spanning set [20] .
Sparse dictionary representation has proven to be a very powerful tool in computer vision and signal processing [21] . Recently, it has also achieved success in shape analysis, including retrieval, shape estimation, and local feature extraction. Mohamed et al. conducted a review of 3D model retrieval based on sparse representation [22] . In their study, they compare state-of-the-art content-based 3D shape retrieval methods based on local features and sparse representation. Moreover, many well-known local spectral descriptors (GPS, HKS, SIHKS, WKS and meshSIFT) are evaluated with several algorithms for sparse dictionary learning. Experiments show that the sparse representation can greatly improve the retrieval accuracy. Similarly, Cao et al. first extract the low-level feature representation using the SIFT descriptor [23] . Then, they employed the sparse representation framework to compute the similarity measure between two different 3D models. Moreover, Zhou et al. apply sparse representations to three-dimensional shape estimation [24] . They recover the 3D model from landmarks via sparse representation and convex decomposition.
It can be found that sparse representation can solve the problems associated with three-dimensional shape analysis due to its compactness and discriminability. However, until now, no research has been performed to obtain a more discriminative style feature from the local features through sparse representation. This paper has made an attempt in this aspect. We aim to automatically obtain the weight coefficient distribution of the patch at different positions of the 3D model via sparse representation. Moreover, the experimental analysis shows that this weight coefficient distribution is more consistent with the style similarity of three-dimensional shapes, which is better than the existing view-based feature representation method.
III. SPARSE SHAPE STYLE FEATURE LEARNING
Given a heterogeneous collection of 3D shapes, our method performs style feature extraction based on 3D convolutional features as mid-level style features and spare coding to aggregate different local features into a global style feature representation. Specifically, we first perform curvature-guided sampling to uniformly obtain salient geometric points from 3D models. Additionally, we input all the sampling points into Siamese networks and obtain mid-level features. Unlike handcrafted filtering processing, we directly perform convolution on 3D sampling points from shapes, as well as learn inherent mid-level style features by similarity metric learning. Mid-level features are postprocessed by sparse dictionary learning for learning style features, which can be considered as style keywords of models. To handle heterogeneous shapes robustly, we train crowdsourced triplets in a supervised manner and learn the embedding feature space in which shapes can be compared with the embedding distance. Our pipeline is shown in Figure 2 .
A. CURVATURE-GUIDED SAMPLING
It is intuitively logical to build 3D shape classifiers directly from 3D models. However, many previous methods involve building classifiers of 3D models from some predefined style templates, which are employed to extract style-obvious areas. However, it is difficult to distinguish which area is the most important for style description. As a result, such an approach may lose some style information existing in another areas. On the other hand, for a given 3D model, its style is defined by combining the local features of the different locations. Therefore, it is not sufficient to only consider some important areas.
To address this issue, our method involves performing a global sampling to capture all local information. Then, the importance of sampling points for the final style similarity evaluation can be learned through sparse dictionaries and triplet embedding. For global sampling methods, there are two main methods, including farthest point distance sampling and geodesic distance sampling. The farthest point distance sampling method is adopted in this paper, but in the process of sampling, the method is to sample the points with high curvature with a high priority. A high curvature position is usually an area with an obvious style, such as the inflection point of the back of the chair. Specifically, we first compute the Gaussian curvature for every vertex and sort all the vertices in descending order by the Gaussian curvature. Starting from the first vertex, we sample the closest vertices from it as candidates using the Dijkstra algorithm and pick the one that has the largest Gaussian curvature. We repeat this sampling process until no vertices satisfy our condition, i.e., the sampling distance < r. The Gaussian curvature is defined as the product of principal curvatures:
where k 1 and k 2 represent the maximum and minimum curvatures at the sampling points, respectively. If the sampling VOLUME 7, 2019 distance is small enough, we can guarantee that most of the salient points are selected. We show sampling results on different shapes in Figure 3 .
B. MID-LEVEL CONVOLUTIONAL FEATURE LEARNING
The goal of defining shape style features is to qualify styles and enable the comparison of styles. However, shapes within the same class that have high variation is an issue that is still unsolved. Inspired by canonical correlation analysis (CCA) [25] , we extract local shape features from a group of shapes but use Siamese networks instead of CCA. A Siamese network is a general discriminative method for learning complex similarity metrics.
The main idea of a Siamese network is to find a function that maps input patterns into an embedding space such that the distance in the embedding space approximates the style distance in the input space. Unlike existing methods on learning features from the projected image space, our method directly convolves 3D sampling points and learns local features from pairs by using twin networks that share weights. The experiments show our method can preserve intraclass features consistently and make interclass features distinguishable.
For each sampling point, we first extract the threedimensional voxel information of the local area around it. In this way, the sampling point can be converted into a volume 30 × 30 × 30 voxel grid of truncated distance function (TDF) values. These TDF voxel grids have a spatial span of 0.3 m 3 , with a voxel size of 0.01 m 3 . We truncate and normalize the coordinates of the sample points in the voxel by the truncated distance function (TDF) to between 1 (on the surface) and 0 (away from the surface). TDF concentrates the maximum gradient to improve the robustness of the feature descriptor. After this, we obtain a 30 × 30 × 30 TDF voxel around the sample point. Next, we send these local 3D patches to the Siamese network for feature extraction and begin to retrain the Siamese network. We adopt batch gradient descent (SGD) as our training strategy, and the batch size is 64. The total epochs of our training is 20000, and the learning rate is 0.01 at the beginning, which will be reduced to 0.001 after 5,000 iterations. This approach can obtain a reliable local feature. Then, the local features can be used for building style features in the next step.
We use eight convolutional layers (each convolutional layer has a corrected linear element activation function for nonlinearity) and a collection layer to compute 512-dimensional local features. Since the size of the initial input voxel grid is small, we only include a layer of pooling to avoid a large loss of information. To avoid missing micropatterns, we only use one pooling layer. Our convolution parameters and the structure of the Siamese network are shown in Figure 4 .
For our convolutional features, we use the Siamese network that consists of mainly eight convolutional layers conv1,. . . ,8 and one pooling layer. Our loss function is defined as follows:
where Y A and Y B are 512-dimensional convolutional features from two shapes, and U is the total number of models. We run a fine-tuning procedure for the Siamese network that optimizes the distance measure between two 3D shapes. Trainable similarity metrics can be directly used to extract style features for shapes from the same class.
C. AGGREGATING LOCAL FEATURES BY SPARSE LEARNING
However, mid-level convolutional features are usually represented by a high-dimensional vector. It is well known that a low-dimensional vector is friendly to building an efficient retrieval classifier. Furthermore, it is locally defined and cannot be used for computing style similarity.
Therefore, we perform sparse dictionary learning on mid-level convolutional features. Sparse dictionary learning preserves style features as well as reduces the dimension. We use the following loss function:
where Y is convolutional feature, R and S represent the dictionary and a sparse coefficient vector, and α is the weight factor. The Laplace matrix Tr(SLS T ) preserves smoothness and constrains the neighbor prototype to be not far away, where Y ∈ R 512×(U ×1000) , R ∈ R 512×40 , and S ∈ R 40×(U ×1000) , and L ∈ R (U ×1000)×(U ×1000) , and α = 0.5 for all the datasets we have tested.
Since the objective function needs to optimize both the dictionary and the sparse representation, an optimal solution problem of nonconvex functions is formed. Here, we consider the use of alternating minimization to decompose the objective function and solve for the optimal sparse representation. For the construction and optimization of visual dictionaries, this is an optimization problem under the norm constraint. We use the online dictionary learning for sparse coding (ODL) [26] to perform target dictionary learning and iterative optimization on the objective function, using the least angle regression algorithm (LARS) [27] for the sparse coefficient matrix. The ODL algorithm is an online dictionary optimization algorithm based on random approximation. The fast coordinate descent method is used to update the dictionary, and the redundant dictionary that is highly matched with the source feature matrix can be quickly obtained to better realize the sparse representation of the source feature matrix. The LARS algorithm is a method of constructing the optimal solution step by step, that is, selecting the solution set step by step and finally approximating the optimal solution. Generally, it starts from the empty set and gradually obtains a sparse solution. The algorithm solves the problem quickly and provides the entire solution path (regularization of the regularization parameters), which can effectively solve the LASSO problem.
After sparse coding, we convert high-dimensional mid-level features into low-dimensional features and create the style vocabulary. Specifically, we cluster low-dimensional features for all the shapes to form a style vocabulary that consists of clustering centers as words. Moreover, we construct a histogram that tallies the number of times each style word appears, which is also called vector quantization. After vector quantization, we finally form sparse style features. Finally, the whole sparse coding can be summarized in the following algorithm 1.
D. A FAST IMPLEMENTATION ON TRIPLET EMBEDDING
After the three-dimensional shape is sparsely encoded, we can obtain a sparse vector. Generally, we can use triplet embedded learning to further improve the distinguishability of features. This section discusses how to efficiently learn the representative style feature by crowdsourced samples.
Algorithm 1 Online Dictionary Learning
, T (number of iterations). 2: Sparse coding.
For t = 1 to T Draw y t from Y , Compute s t using LARS to optimize for
Compute R t using step 3, with R 0 as restart. end for 3: Dictionary update.
For j = 1 to k Update the j−th column to optimize for R t = arg min 1 Here, we propose an improved optimization computation method to avoid the high-cost memory problem required by existing methods. This method only needs to store forwardcalculated and reverse-computed memory at a time, avoiding the large-scale memory required for iterative optimization. In this way, we can achieve parallel training and greatly improve the efficiency. As shown in Table 1 , the former algorithm only allows running one thread since it has a high CPU occupancy. As a comparison, the proposed algorithm can run seven threads at the same time. Therefore, the training efficiency has been greatly improved.
In heterogeneous shape scenarios, the intraclass variation is high and the interclass discrepancy is small. Moreover, many of the triplets in the crowdsourcing study are inherently ambiguous, e.g., similar and dissimilar is defined by the reference object. The geometric features of different classes of objects are usually incomparable. We perform metric learning to map shapes into an embedding space that provides a better discriminative ability. We follow the way of defining the probability similar to the way a rater evaluates object A as more similar to B than to C as a logistic function:
where d is the similarity metric of shape feature Y A and shape Y B , which is computed by the sparse coding mentioned in the above section. Then, learning is performed by minimizing the following objective function:
where D is the number of triplets. The first item is used to constrain learned features to satisfy the triplet crowdsourced relationship. The latter two are regular terms, which are used to prevent the objective function from overfitting so that the style features are smoother. The above objective function can be solved by the Quasi-Newton method. However, the existing solution method requires a high-cost memory that prevents parallel computing. Therefore, it requires a long time to train. To solve the objective function efficiently and quickly, we propose a numerical scheme. Our solution optimizes the computation of the inverse Hessian H −1 . Let D be the approximation of H −1 ; we rewrite the Quasi-Newton condition as follows:
In addition, we iterate D as follows:
Specifically, we employ BFGS to compute D iteratively: 
where ρ k and V k can be computed by the following equations:
Equation 8 is very memory consuming since it requires the storing of {s i , y i } k i=0 matrices. In fact, D is only used for computing d k = −D k ·g k . Thus, we develop a fast implementation of computing D k · g k . Our computation scheme can speed up d k = −D k · g k , especially on a high-dimensional vector. Additionally, we have validated the numerical precision. The whole fast solving process is shown in algorithm 2. The algorithm is accomplished by a forward approximation and a backward approximation, which avoids the requirement of a large-scale memory in the process of solving. Therefore, it can improve the parallel effect of the algorithm.
To further explain the distinguishability of the style features extracted by our algorithm, Figure 5 shows features for some 3D models (one chair, two tables). From the figure, we can see that the latter two models are tables. However, through sparse representation and triangulation learning, Algorithm 2 Fast Implementation of D k · g k 1: Initialization. If k ≤ m, then δ = 0, L = k. If k > m, then δ = k − m, L = m, q L = g k . 2: Backward iteration.
For i = L − 1, L − 2, · · · , 1, 0, the similarity of style features is more consistent with the visual style results. It can be found in the feature representation that the feature vectors of the chair and the first table are more similar, and the feature vector of the second table is significantly different.
IV. EXPERIMENTS
We ran a series of experiments to test how well our algorithm is able to retrieve shapes according their style. Our experiments are run on a machine with a Ubuntu 16.04 system equipped with an Intel Core i7 and 32 GB memory with a GTX 1080. The time cost for each part is composed of the Siamese networks, sparse learning and triplet embedding, and the training times are approximately 10 hours, 3-5 hours and 4-8 hours, respectively, depending on the size of the training data. The experimental data of the paper are derived from the collected triplet model evaluation data set of the Amazon Labor Crowdsourcing Platform (AMT), where the data set collects human style preferences (A, B, C) in the form of triplets. Each triplet represents the human's evaluation of whether reference object A is more similar to object B or object C. Currently, there are two triplet public benchmarks used for style analysis, including the Liu data set [16] and Lun data set [18] , and both of them are used in the experiments. The Liu data collection collects three-dimensional furniture models of the two scenes of a restaurant and a living room, collects three model categories for the restaurant scene, and collects seven model categories for the living room scene. The Lun data set collects seven model categories and collects similar style evaluation results for each model in each category.
In experiments, we first investigate the impact on accuracy of the sampling points and the spare representation. Then, the performance of each algorithm on the data set is evaluated.
A. THE IMPACT OF SAMPLING POINTS
In this experiment, we consider the impact of sampling points. In theory, the more sampling points there are, the more local geometric patterns are preserved. However, time consumption is another important index. Particularly, every sampling point outputs a 512-dimension convolutional feature. Figure 6 gives the impact on the retrieval accuracy when changing the number of sampling points, and Figure 7 gives the corresponding time cost. We observe that less sampling points incur accuracy drops and that the accuracy stops increasing when the number of sampling points is large enough. However, the training time increases with the number of sampling points. In this paper, we set the number of sampling points to 1000, which gives CNNs a reasonable amount of training time.
B. THE IMPACT OF THE SPARSE DIMENSION
In this experiment, we test our method in term of the sparse dimension. After sparse coding on mid-level features, we will perform sparse learning to extract elementlevel style features. The dimension of element-level style features will impact the style-aware shape retrieval and learning time in later triplet embedding mapping. Figure 8 gives the retrieval accuracy variation with the dimension of style features, and Figure 9 gives the corresponding time cost. Similarly, we observe that the retrieval accuracy does not always increase with increasing dimension of the style features. Additionally, the time cost of triplet metric learning increases rapidly with increasing dimension of the style features. In this paper, we set the dimension of style features to 40, which is much reduced from mid-level features.
C. STYLE-AWARE SHAPE COMPARISON
We first test our method in the case of style-based shape comparison that is stylistically compatible with the reference model. Due to the increasing number of 3D models in online databases, many approaches have been investigated to perform efficient 3D shape retrieval, especially style-aware shape retrieval that retrieves models that are stylistically compatible with a reference model. However, it is hard to convey stylistic and geometric variations using handcrafted features. Style-aware shape retrieval is challenging. In this experiment, we test our method on style-aware shape retrieval with a heterogeneous collection of 3D shapes. Figure 10 shows four examples. Given a chair, two different style tables and a column, our method return objects shown on the left as the most similar stylistically. The results show that style indeed affects retrieval results.
D. COMPARISON WITH EXISTING METHODS
We test our method on two crowdsourced triplet data sets. One contains two types of scenes, and the other contains six categories of models. More details on the crowdsourced triplet data sets can be found in [16] and [18] . We compare our results with the-state-of-art methods. Table 2 gives the results of the three methods on Liu's data set. From Table 2 , we can see that our method is better than Liu's method and close to Yu's method. Compared to Liu's method, our method extracts sparser and more discriminative style features. Although our method is close to Yu's method, our method can directly handle 3D models without any view-based projection since 3D repositories are typically stored as polygon meshes rather than as rendering images.
1) PERFORMANCE ON LIU'S DATA SET

2) PERFORMANCE ON LUN'S DATA SET
A major problem with Liu's data set is the large imbalance between training data and testing data. For example, the living room contains 63,571 training data but only 229 testing data. However, Lun's data sets are more general and have more categories. For example, the building contains 700 training data and 300 testing data; the coffee set contains 190 training data and 80 testing data. Table 3 gives the results of the four methods on Lun's data set. This experiment demonstrates that our sparse style features are effective on different category objects. From Table 3 , we can find that our method outperforms most of the existing methods by more than 16% at maximum. Additionally, our method achieves more accurate results than Yu's method in most cases. On the other hand, the algorithm not only has a significant improvement in overall accuracy but also is more general. In contrast, Yu's algorithm has an imbalance in the accuracy of different categories. For example, the accuracy for the lamp can reach 100%, but that for the dish can only reach 82%. As a comparison, the proposed algorithm has reached more than 96% for all categories. Therefore, the proposed algorithm is more general for style analysis.
V. CONCLUSION
This paper presents a method for computing sparse shape style features, which outputs element-level features with low dimension. It is challenging to extract style features from a set of heterogeneous shapes since shapes within the same class can have large variation, and the geometric features of different object classes are usually incomparable. Unlike existing methods that decompose 3D shapes into parts or project 3D models into view-based images, our method directly computes mid-level convolutional style features on sampling points from a 3D model with a similarity loss learned by a Siamese network. Moreover, we perform sparse coding for mid-level style features and create element-level style features. Triplet metric learning is also considered and carried out in our pipeline. With element-level style features, our method outperforms existing methods.
In future work, we will improve the sparse coding by using more advanced algorithms and design our pipeline in an end-to-end fashion. In addition, we think that crowdsourcing poses difficulty in guaranteeing the quality of annotation. It is worth designing intelligent 3D shape style annotation to reduce the workload of annotation and setting up a reward and punishment mechanism for crowdsourcing. XIANG PAN received 
