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We are interested in the approximate solution of elliptic partial differential 
equations (PDE). Our goal is to compute an s-approximation with minimal cost. In 
previous work, we have obtained tight complexity bounds for this problem in the 
worst case setting, and found conditions that are necessary and sufficient for the 
finite element method (FEM) to be an almost optimal complexity algorithm. Since 
these bounds show that elliptic PDE are intractable in the worst case setting, it is 
natural to seek another setting in which PDE are tractable. With this in mind, we 
look at the average case setting. For a large class of measures (which includes 
Wiener measure as a special case), we give tight bounds on the average case 
complexity of PDE. Moreover, we show that the FEM with properly chosen 
parameters is an almost optimal complexity algorithm in the average case. Q 1989 
Academic Press, Inc. 
1. INTR~OUCTI~N 
Previous work in the optimal solution of partial differential equations 
(PDE) has mainly been in the worst case setting, in which the error and 
cost of an algorithm are measured at a worst problem element (see, e.g., 
Werschulz (1985) for a survey of results). This setting is firmly within the 
tradition of classical numerical analysis, since most work on error bounds 
and operation counts is (perhaps tacitly) done on a worst case basis. Of 
course, the motivation for studying a worst case setting is that the desired 
level of accuracy is guaranteed, as well as the cost of achieving said 
accuracy. 
Unfortunately, there is a price to be paid for these iron-clad guarantees. 
The complexity of finding an &-approximation to an elliptic problem in a d- 
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dimensional region is O((E-“~)~) as E + 0, the number z depending on 
various problem-dependent factors but independent of d. Expressed in 
the language of discrete complexity theory (see, e.g., Garey and Johnson, 
1979), this means that elliptic PDE are inherently intractable for problems 
of large dimension. 
Hence, if we need to solve such problems, we must perforce abandon 
the worst case setting. In this paper, we initiate research into the average 
case complexity of elliptic partial differential equations. Our goal is to 
show that if our class of problem elements is equipped with a measure, 
then the additional information provided by this measure can make our 
problem tractable. Of course, this removal of intractability comes at a 
price-we must be willing to settle for a guarantee on the average, rather 
than one that covers all possibilities. 
We outline the contents of this paper. In Section 2, we define the 
problem to be studied (including the class of problem elements for which 
an approximate solution is desired and the permissible information that is 
available for computing an approximation) and describe our model of 
computation. In Section 3, we recall results from the worst case setting, 
explaining why elliptic PDEs are intractable in that setting. In Section 4, 
we describe the average case setting, which requires us to specify a mea- 
sure on the set of problem elements. We give tight bounds on the minimal 
error and complexity of our problem in Section 5. Finally, in Section 6, 
we show that if the eigenvalues of the correlation operator of our measure 
do not tend to zero “too quickly,” then a finite element method of suffi- 
ciently-high degree is an almost optimal algorithm in the average case. 
2. PROBLEM DEFINITION 
We first remind the reader of standard notation used in the description 
of elliptic partial differential equations; see, e.g., BabuSka and Aziz 
(1972), Ciarlet (1978), or Oden and Reddy (1976) for further discussion. 
For a multi-index Q! = (al, . . . , (Ed) of nonnegative integers, we let 
Let fl C IWd and 
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II4IL,wl, = VGXZ. 
For t a positive integer, we define 
and 
Then the Sobolev space H’(a) is the Hilbert space of all real-valued 
functions IJ on n for which /uIIHrcn, is finite, and Hb(fl) denotes the Hilbert 
space of all elements of H’(a) whose partial derivatives of order up 
through t - 1 vanish on aa. We also denote the dual norm ((*IIH-,cn, by 
and define the space H-‘(R) as the dual space of H&(a), i.e., the space of 
all functions u and R such that IIuII~-,~~, is finite. Sobolev spaces of noninte- 
ger order are defined by Hilbert space interpolation. See BabuSka and 
Aziz (1972), Ciarlet (1978), and Oden and Reddy (1976) for further details. 
We want to solve the formally self-adjoint elliptic partial differential 
equation (PDE) 
Lu = 2 (- l)~Q-$&@%) = f (2.1) 
i4.l~l~~ 
in a smooth region 0 C (Wd, subject to Dirichlet conditions 
aj,u = 0 (OljIm- 1) (2.2) . 
on the boundary aR of R, where aj, denotes thejth outer normal deriva- 
tive on &‘I. We assume that the following standard conditions hold: 
(1) The coefficients u,,~ of L are smooth, namely, u,,~ E Cm@). 
(2) The operator L is formally self-adjoint, i.e., a,,@ = LQ,~. 
(3) L is uniformly strongly elliptic in II. 
(4) The only solution to (2.1)-(2.2) with f = 0 is u = 0. 
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As is often the case, we will solve a variational formulation of our 
problem (2.1)-(2.2). We obtain this formulation by considering the equa- 
tion 
If we integrate (Lu, w)~~(~) by parts m times for elements u, MJ E Hr(LR), we 
get a bilinear form 
on Ho”(Q). It is well known that for anyfE H-W), there exists a unique 
u E Hf(fi) such that 
Hu, u) = (f7 uL2m Vu E Hf(R). (2.3) 
We write u = Sf and say that u is the uariational solution of the problem 
(2.1)-(2.2). It is well known that for sufficiently smoothf, the variational 
and classical solutions coincide. 
Next, we briefly remind the reader of basic concepts of information- 
based complexity. For further details, the reader should consult the 
monograph “Information-Based Complexity” (referred to in the sequel as 
“IBC”). 
Let F G Hmm(LR) denote a given class of problem elements for which we 
wish to solve (2.3). In what follows, we will assume that 
is a q-multiple of the unit ball in H’,(R), where H’,(O) is any closed 
subspace of H’(a) containing Hi. 
Typically, we do not have complete knowledge about any f E F, but we 
only know information Nf aboutf, where N: F + H is some operator on 
F. In what follows, we consider only information N of the form h(f) 
Nf= : [ 1 Vf EHW, Lif) 
where hi, . . . , A,, are continuous linear functionals on H’(a). Such 
information is said to be continuous linear information of curdinulity n. 
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Using the information Nf, we compute an approximation q(Nf) to SJ 
We measure the quality of the approximation cp(Nf) to Sf by the (local) 
error 
where I satisfies 0 % 1 I m. (This means that the norm in which we 
measure local error might be weaker than the Sobolev m-norm.) Hence, 
the algorithm cp is a mapping cp: N(F) -P H’(R). 
As an example, we now describe one of the most important examples of 
an algorithm to compute approximations to (2.3). See BabuSka and Aziz 
(1972), Ciarlet (1978), Oden and Reddy (1976), or Werschulz (1986) for 
further details. 
EXAMPLE. The finite element method. Let Y,,J C Hf(R) be an n- 
dimensional space of piecewise Pk over a quasiuniform mesh triangulating 
a, where ??k denotes the linear space of polynomials of degree at most k. 
For f E F and a positive integer IZ, we wish to find &,,k E Y&k such that 
If u,, . . . ) u, is a basis of Y+k having small supports, then we can write 
where 
N;,$ f = V’EF. 
The algorithm (pn”,“k is said to be thejifinite element method (FEM) of degree 
k, and N:! is called finite element information (FEI). 
Of course; there is a cost for computing an approximation cp(Nf) forfE 
F. We measure this cost under the model of computation described in 
IBC, in which evaluation of a linear function has cost c and combinatory 
operations have unit cost. These combinatory operations include comput- 
ing u + u and au for CY E DB and u, u E H’(a), as well as arithmetic 
operations on and comparisons between real numbers, and evaluation of 
certain “elementary” functions. We denote the (local) cost of computing 
cp(Nf) under this model by cost(cp, N, f). 
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3. REVIEW OF RESULTS FROM THE WORST CASE SETTING 
In the worst case setting, the (global) error and cost of an algorithm are 
measured by worst values over all problem elements. That is, we respec- 
tively define the error and cost of an algorithm cp using information N to be 
and 
cost’+““(q, N) = sup cost@, N, f). 
J- 
Then for any E > 0, the (worst case) e-complexity is the minimal cost of an 
algorithm computes an &-approximation, i.e., 
compWor(E) = inf{cosP”(q, N) : ewor(q, N) I &}. 
An algorithm (Pi using information N, is said to be almost optimal if it 
computes an E-approximation and its cost is at most a constant multiple of 
the minimum, i.e., if 
ewor(p,, NJ : E and coswor((o,, NJ = @(compWor(&)) as E --;r 0, 
the O-constant being independent of E. 
From Werschulz (1986), we have the following results for the worst 
case setting: 
(1) compWor(E) = O(~-~‘(r+~m-;)) as E * 0. 
(2) The FEM of degree k is almost optimal iff k E 2m - 1 + r. 
Recall that compWor(z) is the inherent complexity of solving our prob- 
lem. No matter how clever we are, (1) tells us that we cannot design an 
algorithm that gives us an &-approximation with fewer than O(E-~‘(~+~~-‘)) 
operations. Note that the complexity increases exponentially with the 
dimension d of the problem. In traditional “discrete” computational com- 
plexity, such exponential growth would mean that a problem is inherently 
intractable; see Garey and Johnson (1979). This means that if one in- 
creases the dimension (and the other parameters are held fixed), then the 
elliptic boundary value problem is inherently intractable. 
Of course, one might argue that for the problems we study, the dimen- 
sion is fixed. Unfortunately, we can still be stricken by the “curse of 
dimensionality.” For instance, suppose that we are solving a three-di- 
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mensional, second-order elliptic problem, with problem elements in L&l) 
and using the energy norm ll.IIHl(nj. That is, we have d = 3, m = I,1 = 1, 
and r = 0. Then we find that camp(s) = O(E-~). Let us assume, for the 
sake of simplicity, that the O-constant is order unity. Suppose that we 
need S-place accuracy, i.e., we want to find an a-approximation with E = 
1O-8. Then camp(s) is around 1O24 operations. This is about 10’ years on a 
gigaflop machine; on a teraflop machine, our waiting time is reduced to a 
mere lo4 years. 
So we see that in the worst case setting, a bad combination of the 
parameters can yield an intractable elliptic problem. Hence, if we really 
want to solve a problem, we must change the setting. 
4. THE AVERAGE CASE SETTING 
In the worst case setting, error and cost were measured at a worst 
problem element. We now describe an average case setting, in which 
error and cost are measured on the average. A detailed discussion of the 
average case setting may be found in Chapter 6 of IBC, while the neces- 
sary information about measure theory in infinite-dimensional spaces may 
be found in Kuo (1975) or Skorohod (1974). 
Let or. be a Gaussian measure on H’,(R), the form of which we will 
specify later. Then we define a measure pF on our set F = qBH:tn, of 
problem elements by 
PF@) = 
P(B n F) 
I-@‘) 
V Bore1 sets B C F. 
That is, pF is a truncated Gaussian measure on F. Note that if q = ~0, then 
FF = k 
If cp is an algorithm using information N, then the (average case) error 
and cosr of (c are respectively defined to be 
and 
COSta”qp, N) = I, costk’, N, fh-&!!h 
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By analogy with the worst case setting, we say that for E > 0, the (average 
case) ~-complexity is given by 
compa”g(&) = inf{cosP”g((p, N) : ea”g((p, N) % E}. 
and an algorithm qE using information N, is said to be almost optimal if 
and costY(p,, NJ = @(compavg(&)) as E + 0, 
the O-constant being independent of E. 
Before describing the measure p on the space H’,(R), we first do a little 
background work. Let A be a formally self-adjoint uniformly strongly 
elliptic operator over R whose order is 2p for some p 2 1. Let (I&, . . . , 
BP-t) be boundary operators on alR which form a normal covering of A. 
We suppose that the boundary value problem 
Au=f in 0, 
&u zz . . . = BP-g = 0 on dlR 
is self-adjoint, and that the only solution u withf= 0 is u = 0. Then there 
exist functions zr,z2, . . * E Ca(Cn) forming an orthonormal basis of L2(n), 
as well as positive scalars cq I (~2 5 . . . , such that 
Azj = ajzj in LR, 
Bozj = * * * = Bp-Izj = 0 on Xl 
for any index j. Furthermore, 
aj = @(jWd) as j* 30. 
For further details, see Agmon (1965). 
We now describe a Hilbert scale {H’,(R)},,a of Sobolev spaces. For t E 
R, define an inner product 
and norm 
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Then the following properties hold: 
(1) H’,(R) is a Hilbert space under the norm (l*Ij,. 
(2) ~~~~~ is equivalent to the usual Sobolev norm ll.IIH,(nJ on ~‘,(a), i.e., 
there exists a constant u 2 1 such that 
(3) H’,(R) is a closed subspace of H’(R) that contains Hh(fl). 
(4) fJO,(W = Z&2) and ll~l10 = ll.11L2(a3). 
(5) kZ$(fi) is the space of all u E HP(a) satisfying the essential 
boundary conditions among Z&u = . . . Bp-,u = 0. 
For r 2 -m, let 
yj = q7’(2P)zj (j = 1, 2, . . .). 
Then {Yj}>r is an orthonormal basis for H’,(R). Let p, 2 p2 2 . . . > 0 be 
chosen satisfying 
a typical choice being pj = @(j-S) as j + m, for some 5 > 1. Our measure ok 
on the space H’,(a) is now chosen to be a Gaussian measure with zero 
mean and positive definite correlation operator C, defined by 
cJ= ,$ Pj(f, Yj)rYj = ,$ Pj(L Zj)OZj by-E H',(n). 
We now give several examples to show that this construction includes a 
rich set of possible measures. 
EXAMPLE 1. Wiener measure. Let C(Z) denote the space of continu- 
ous real-valued functions on the unit interval Z = [O,l]. We let w denote 
the classical Wiener measure on 
C*(Z) = {f E C(Z) : f(0) = O}. 
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We define a measure ,S on 
H’,(Z) = {u E H’(Z) : (D-k)(O) = 0 for 0 I j 5 Y - l} 
315 
p(B) = w(D’B r-l C*(Z)) V Bore1 sets B C H;(Z). 
Following Papageorgiou and Wasilkowski (1986) and IBC, consider the 
eigenproblem 
(- ,y-+ ID2r+2z = az in I, 
(Djz)(O) = (Dr+l+jz)(l) = 0 (0 “j 5 Y). 
This problem has an &(Z)-orthonormal basis {zj}j”=i of eigenvectors, with 
the corresponding eigenvalues {aj}j”= I satisfying 
CYj - (j7T)2r+2 as j* w. 
Our Hilbert scale is then given by 
Since C,zj = Cuj’zj, we have 
cpf = ,$ Pj(L Yj>rYj Vf E cm 
with 
yj = aJ:“(‘+‘)z. 
J and pj = ajll(*+‘) - (jr)-2. 
EXAMPLE 2. Periodicfunctions in one dimension. Let Z = (0, I), p = 1, 
and choose 
Au = -u” in I, 
(B&)(X) = (I - x)&O) + xu( 1) VX E az. 
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The eigenvalues and &(Z)-orthonormal eigenvalues are given by 
zj(x) = -& sinj9rX, 
Ctj = j2r2. 
Then our Hilbert scale is given by 
and the space H’,(Z) is the space of all f E H’(Z) having an odd extension 
to R with a period of two. Let 
yj = ~j~~~2zj (j = 1, 2, . . .). 
We choose our measure Z.L on H’,(Z) as a Gaussian measure with mean 
zero and correlation operator 
CJ = i: Pjt.6 Yj)rYj W-E mo 
j=l 
with ~3, 2 p2 L . . * > 0 any sequence such that 
EXAMPLE 3. Problem-dependent measure. Choose p = m and 
(A, B,,, . . . , B,-,) = (L, a:, . . . , a;-‘> 
to be the original problem (2.1)-(2.2). Our motivation for doing this is that 
important directions for the measure should be important directions for 
the original problem. Note that we have H:(a) = Hf(fi). The measure ZA 
is then chosen as in Example 2. 
EXAMPLE 4. A measure on the whole space H’(R). We now give a 
measure with H’,(a) = H’(a). Choose p = r, and take 
Bju = acr (0 5 j I r - 1). 
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Then N = IHIHrcnj and H’,(a) = W(R). The measure p is then chosen as 
in Example 2. 
5. AVERAGE CASE COMPLEXITY 
To determine c-complexity in the average case, we first need to know 
the minimal average error achievable by algorithms using information of 
cardinality at most n. For information N, we let 
r”‘g(N) = inf eavg((p, N) 
p using N 
denote the radius of information, which is the minimal average error 
achievable by algorithms using information N. Then the nth minimal ra- 
dius of information 
P”g(n) = inf 09 
is the minimal average error among all algorithms using information of 
cardinality at most It. 
In what follows, we consider only the case q = m at first, leaving the 
extension of these results to finite q later. 
From Chapter 6 of IBC, we know how to find an algorithm qn using 
information N,, of cardinality at most n for which 
eavg((p,, NJ = ravg(n). 
Indeed, let C, = SC,S* be the correlation operator of the a priori measure 
v = &-I on the solution elements. Let {Uj}T?i be a complete H&I)- 
orthonormal basis of eigenvectors for C,, with 
C,Uj = YjUj (j = 1, 2, . . .). 
For any index j, we let 
Aj*(f) = YJ”‘~(VT uj>/ = (f, j$r, 
where 
6 = y;‘/2s*uj. 
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Define information N, of cardinality IZ by G-u- 1 
NJ-= : [ 1 Vf EH’(R) hZif) 
and an algorithm (P,, using N, by 
~n(Nnf) = i Aj*(f>SCFfj = i (Sf, uj),uj VfE H’,(R). 
j=l j=l 
Then 
eavg((pn, N,) = P’g(NJ = P”g(n) = (jz:+, yi) I”, 
i.e., (Pi is an nth minimal error algorithm and N,, is nth optimal informa- 
tion. 
We now determine an optimal complexity algorithm for our problem. 
For E > 0, we let 
mavg(&) = inf{n E N : P”g(n) 5 E} 
denote the &-complexity number of our problem. Then 
cmavg(c) 5 compa”g(&) 5 (c + 2)m”‘g(&) - 1, 
and the algorithm (P= using information N, is almost optimal. 
EXAMPLE. We illustrate this construction for the case of the problem- 
dependent measure of Example 3 in the previous section. That is, we have 
p = m and (A, &, . . . , B,-,) = (L, a:, . . . , a:-'). 
Let 
uj = ap2m)zj (j = 1, 2, . . .), 
so that {Uj}JZr is an orthonormal basis for Hb(0). We claim that for any 
index j, 
c, Ui = p,q(r+2m-‘)‘mUj. 
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Indeed, first note that Lzj = ajzj implies that Szj = aj’zj. Since we must 
have S*zj = gjzj for some positive scalar vj, we compute 
Uj’llZjllf = ((Yj’Zj, Zj), = (SZj, Zj>/ = (Zj, S*Zj)r 
= Uj(Zj3 Zj>r = ~jllZjllrZ~ 
and so 
Hence ( 
and so 
C,Uj = Ck!!’ Wm)CvZj = p,p+=m-‘)‘mUj, 
as claimed. 
So the nth minimal radius is 
nth optimal information is 
and 
is an nth minimal error algorithm. We can simplify the formula for (P,, by 
noting that 
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and so 
( S f ,  Uj)[ = ~~(2m)(Sf, Zj)) = ffj “(2m)- ‘( f ,  Zj)f)* 
Since 
we thus have 
cOn(Nnf> = i cuj’(f9 Zj)L,(Cl) 
j=l 
= s (i (f, z,)L#$j). 
j=l 
Hence for the problem-dependent measure, the nth minimal error algo- 
rithm is S applied to the truncated Fourier series of the problem element. 
Note that this algorithm is independent of the eigenvalues { pj}j”, I defining 
the measure p. 
Of course, we do not always use a problem-dependent measure. The 
next result shows how to extend the previous bound on the nth minimal 
radius to the general case. 
THEOREM 5.1. 
Proof. Let E: H’,(IR) --, H’-2m(fi) be the identity injection Ef = f. 
Write 
P’g(N, E) = inf ?g((p, N, E), 
‘p using N 
P”g(n, E) = N:&$/sn rw, E) 
That is, we wish to approximate elements of HI,@) in the H’-2m(fi)-norm 
on the average. 
We claim that 
t--(n) = O(P”g(n, E)) as n + a. 
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Indeed, let N be information of cardinality n and let UN be the CL-spline for 
N (see IBC, pp. 226-233). Then SUN is an optimal error algorithm for our 
variational boundary-value problem, i.e., 
and UN is an optimal error algorithm for the auxiliary approximation prob- 
lem mentioned in the previous paragraph, i.e., 
Pg(N, E) = eavg(SuN, N, E) 
By the standard shift theorem for elliptic problems, there exists a constant 
0 2 1 such that 
Combining these last three formulas, we see that 
e-Vg(N, E) 5 r”‘g(N) 5 eP”g(N, E). 
Taking the infimum over all information N of cardinality at most II, we 
find 
as required. 
Hence to complete the proof of this theorem, we need only show that 
Momentarily replacing S by E, we immediately see that 
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where K is the jth eigenvalue of the operator EC,E* on H’-2m(fi). Since 
{ay-l)lbP) ? Zj}J=l is an orthonormal basis for H’-*“(a), our expression for 
P’g(n, E) follows once we show that 
Since E* is the adjoint of E, we have 
-rK*P) (E*zj, a,‘r’(2P)Zi), = (Zj, (Yi Zi)/-*n-t, 
and so 
E*zj = i (E*zj, (u;“(2~)~i)~;r’(2~)zi 
i= I 
= 2 (Zj, Zi)l-*&;r'PZi 
i=l 
= i fJ O!~-2m)'P(Zj~ Zq)O(Zi, Zq)Oa'r'pZi t 
i=l q=l 
= a~(‘+2m-~vPZ, 
J J’ 
Hence 
as required. l 
We now specialize this result to the case that pj = @(j-L) as j + m for 
some 5 > 1. This case includes Wiener measure. 
COROLLARY. Suppose that 
for some 5 > 1. Let 
o=r+2m-l 
d 
+5-l 
2 * 
Then 
P”g(n) = O(nP) asn-m 
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compavg(i5) = @(e-l/o) as E + 0. 
Furthermore, if n = mavg(&) = O(E-I’“), then the algorithm (P,, using infor- 
mation N,, is an almost optimal complexity algorithm. 
Proof. This follows immediately from the previous theorem, Agmon’s 
estimate aj = O(j2J’ld) as j + 00, and the relation between minimal error 
and optimal complexity algorithms mentioned above. w 
Note that this corollary implies that if 5 is only mildly dependent on d, 
then our problem is no longer intractable. For instance, suppose that 5 is 
independent of d. Then 
and so 
compavg(&) 4 C2c-*‘(~-‘), 
where Ci and C2 are positive constants that are respectively independent 
of n and E. So, the complexity is no longer exponential in d, showing that 
the problem is tractable in the average case setting. 
6. RESULTS FORTHE FEM 
In the previous section, we saw how to find an almost optimal complex- 
ity algorithm. Unfortunately, the prescription we offered was virtually 
useless, since it requires knowledge of the eigenvalues and eigenvectors 
of C,. Of course, this information is usually not readily available. Hence 
we must turn to less exotic algorithms if we want to solve elliptic prob- 
lems in practice. Guided by or experience in the worst case setting, it is 
reasonable to ask whether the finite element method is almost optimal. In 
this section, we show that a finite element method of sufficiently high 
degree is almost optimal if the eigenvalues of C, do not decrease too 
rapidly. 
In the remainder of this paper, we will assume that 
flj = O(j-‘) asj+m 
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for some 5 > 1. Let 
o=r+2m-l 
d 
; 5-l 
2 . 
THEOREM 6.1. Suppose that 
k 2 2m - 1 + r + Bd({ - 1). 
Then 
and so 
Proof. Since the algorithm (pi,! uses information IV:! of cardinality n, 
the Corollary to Theorem 5.1 implies that 
eavg((pZ,t, IV!,:) B Fg(n) = @(n-w) as n * cQ. 
Hence it only remains to show that 
eavg((O:,f, NE,!) = O(nP) as n+ CQ. 
Our proof is based on techniques proposed by Heinrich (1989). 
Let P,, denote the orthogonal projector of H?(n) onto Yn,k. Recall that 
the FEM gives an almost of optimal Ho”(Q)-norm approximation in YPn,k to 
the solution, i.e., there exists a positive constant C, independent of rz and 
.f, such that 
while the Aubin-Nietsche duality argument found in, e.g., Chapter 3 of 
Ciarlet (1978) yields that 
for some constant C, independent of n andf. Hence we see that 
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Let a~(*) denote the Hilbert-Schmidt norm; see Kuo (1975). Since 
for any bounded linear operator T: H’,(o) + G, we thus find that 
eavg(pr,F, lVr,t) I Cn- (m-‘%*((z - P,)sc~*). 
In what follows, we assume without loss of generality that n = 2q for some 
integer q. 
We claim that 
(T*((Z - P,)sc:/*) = IT* 0% (Pp+j+l - Pp+,)kSCy). 
Indeed, let {eS:r be an orthonormal basis for H’,(R) and let K = SC?, so 
that 
and 
Let 
ps = llu - P27+dJqI. 
Since K is compact and lim,, P2,+tu = u for all u E Ho”(R), we see that 
lim,, ps = 0. Now for any index i, we have 
I (Z - P,)Kf?i - i (P~~+J+I - P++XG?jH (n) 
I/ j=O m 
= ll(Z - P2,+r+l)&ilJHynj 5 P4+1~ 
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and hence 
X ll(Z - PJKeillHyn) - i: (P2qi/+I 
/I 
- 
j=O 
P2y+dKei H”(n) II I 
5 (2ll(Z - PJKeillffmtnj + Py+Jpq+l 
5 Apy+t, 
for 
A = 21((Z - P,)KII + sup ps. 
Letting t + CQ, we have py+t + 0, and So 
IltZ - PXeillLw, = II ; VP+‘+ - Pp ,)Kei lm,,,,. II 
Summing over all indices i, the result follows as claimed. 
Hence 
a2((Z - P,>SC:/2) = cT2 (c = (P*‘f+,+l - P*,,)sc;2) j=O 
5 z cr*((P2”+,+’ - Pp+JsCp). 
Since (~~(7’) : rankUY’2)~~~I an rank( Z’, + T2) 5 rank(TJ + rank(T2), we d 
have 
u2((P*s+,+1 - p2,+,)sc;2) 5 (2q+j+l + 2q+j)1/211(P2q+l+l - Pzq+J)SC~)l 
5 2 . 2(q+j)‘21((P2q+,A1 - P2q+,)SC~211, 
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where 11-11 denotes the operator norm from H’,(R) into Hl;(fi). But 
for a constant C, independent of q and j, and so 
~*((P*w1 - P2,+,)sc~*) I 2 . 2(q+j)/* . cll(z - P,,+,)sC~j1, 
which implies that 
eaycp;,;, Nz,;) I Cn-(m-‘)‘d i: 2’4+q(z - P*,+,)@q. (6.1) 
j=O 
for some C, independent of n. 
We claim that there is a positive constant C such that 
))(I - p,JSC:/*l1 5 CS-((m+r)‘d+S/*) (6.2) 
for all indices s. Indeed, 1etfE H’,(a). Since k 2 2m - 1 + r + fd(< - l), 
the standard error estimates and regularity theory for the FEM imply that 
see Ciarlet (1978) or Oden and Reddy (1976) for details. But 
with 
(C:"f, Zj)O = ~~““(C~f, Zj)r = cUj”‘(f, Cz*Zj), 
= CrJ’r’F~j’2(f~ Zj), = @j”*(f, Zj)(). 
Since aj = O(j2pld) and pj = @(j-r) as j ---, M, there is a positive constant 
M such that 
a‘!‘;‘(2p)/jj 5 M 
J (J = 1, 2, . . .). 
328 
so 
ARTHUR G. WERSCHULZ 
;F the constant u arises from the equivalence of the norms ll*))1 and 
. H,(nj on H’,(fi); see Section 4. Hence 
(((I - P,)SCpf((Hm(~) 5 CS-((m+r)‘d+S’2)[(fllH7Ll) 
for a constant C, independent of s and J Since f E H’,(a) is arbitrary, 
(6.2) follows as claimed. 
Using (6.1) and (6.2), we have 
pg((0;,~, jq) I Cn-(m-‘)‘d i 2(q+j)l*ll(Z - P2,+,)SC~211 
j=O 
5 Cn-(m-l)id c 2(q+j)i22-(y+j)((m+r)id+~/2). 
j=O 
But 
and so 
pvg(q:,“,, Nc,Ek) 5 Cn-” 2 (2(m+r)ld+(5-1)/2)-j. 
j=O 
Since the sum converges, we find 
eavg((of,:, ZVf$) = O(nP) as n4 m, 
as required, completing the proof of the theorem. n 
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Since the FEM of sufficiently high degree is an optimal error algorithm, 
we immediately have the following 
COROLLARY. Let k 2 2m - 1 + r + t({ - 1). For E > 0, choose n such 
that eavg(&z, N$ 5 E, so that n = @(c”“). Then the FEM (pz,t of degree 
k gives an e-approximation with cost @(&-I’“), and hence the FEM of 
degree k is an almost optimal algorithm. 
Finally, we note that all our results for the average case have assumed 
that q = CQ. To be absolutely fair in comparing the worst case and average 
case settings, we should also consider the case of finite q. However, since 
P”g(n) = O(n-l’W), the results in Chapter 6 of IBC imply that the results for 
moderately large values of q are roughly the same as those for q = r. 
Hence, the average case &-complexity for finite q is @(&-I’“), and the FEM 
of degree k 1 2m - 1 + r + t(t - 1) is almost optimal. 
Remark. A conjecture. We have shown that if k 2 2m - 1 + r + 
fd(< - l), then the FEM is almost optimal in the average case setting. 
Recall that in the worst setting, we know that k 2 2m - 1 + r is necessary 
and sufficient for the FEM to be almost optimal. Hence it is tempting to 
conjecture that k 2 2m - 1 + r + 4d({ - 1) is a necessary and sufficient 
condition for the FEM to be almost optimal in the average case setting. 
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