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”Depending on which biologist you speak to, between thirty-six and forty total phyla are
recognized on our planet. Rainforests, our flagships of biodiversity, are known to contain sixteen
phyla. The spaces in between sand grains are home to twenty-two.”
Michael Welland, Sand: The Never-Ending Story
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ABSTRACT

In coastal environments, wave-generated oscillatory flow in the bottom boundary layer mobilizes sediment resulting in bedform generation and evolution. The presence of bedforms on the
seafloor affects sediment transport, wave attenuation, and acoustic scattering. Many studies have
examined the dynamics of sediment transport and the development of bedforms on the seafloor due
to the interaction of waves and currents. However, these studies have relied heavily on laboratory
experiments undertaken using sands with no biological influence. This research aims to understand
the effects of increased cohesion within the sediment particles resulting from biological influences
(e.g., extracellular polymeric substances (EPS)) on the spatial and temporal development of bedforms in oscillatory flow environments.

Keywords: equilibrium ripples; EPS; xanthan gum; waves; bedforms; oscillatory flow
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CHAPTER 1
INTRODUCTION

1.1

Introduction
In coastal environments, wave-generated oscillatory flow in the bottom boundary layer mobi-

lizes sediment resulting in bedform generation and evolution. Bedforms play a significant role in
coastal environments by changing seabed roughness, which affects the bottom friction exerted on
the bed by the flow (W. D. Grant and Madsen 1986). Where bedforms are present, the form drag
directly affects the near-bed hydrodynamics that entrains sediment and allows it to be taken up
higher into the water column (W. D. Grant and Madsen 1986). The bottom friction associated with
bedforms can also affect wave attenuation by dissipating wave energy (Ardhuin et al. 2003). The
seabed surface in coastal environments is colonized by microorganisms that create metabolic products called extracellular polymeric substances (EPS) that can increase cohesion between sediment
particles (Lai et al. 2018). Biological cohesion can stabilize coarse sands and increase the threshold of erosion when compared to non-cohesive sediments (Vignaga 2012) as well as alter the local
near-bed hydrodynamics involved in sediment entrainment (Vignaga et al. 2013). However, Vignaga et al. (2013) and Vignaga (2012) conducted flume experiments using unidirectional flow. This
research aims to understand the effects of EPS on sediment transport and bedform development in
oscillatory flow environments. Previous studies of oscillatory bedform dynamics rely heavily on
laboratory experiments using sands with no biological influence. The inclusion of the quantifiable
effects of biological cohesion on bedform evolution rate into hydrodynamic and geologic models
will benefit predictions of sediment transport, seafloor roughness, and sediment stability.

1

1.2

Background

1.2.1 Hydro- and Sediment Dynamics
Waves are generated by the interaction of air and water on the ocean’s free surface. As wind
blows across the ocean, wavelets form on the water surface that grow with time from the wind’s
transfer of energy (Mitsuyasu 2002). Propagation of the waves cause variations in the local sea
surface height, generating an orbital motion of the fluid particles in the water column. As the
waves propagate into shallow water, the orbital motions of the water particles become less circular
and more linear near the bottom, causing oscillatory flow. For waves in depths less than half
their wavelength, the oscillatory flow interacts with the seabed, and the motion of flow becomes
parallel with the bed surface (Figure 1.1). As the flow interacts with the seabed, a shear stress
is exerted on the sediment grains. In oscillatory flow, the bed shear stress is characterized by the
non-dimensional Shields parameter (Shields 1936), which represents the ratio of mobilizing forces
to the stabilizing forces acting on the sediment, and is defined as,

θ=

0.5ρfw Ub2
(ρs − ρ)gD50

(1.1)

where fw is the wave friction factor (Swart 1974), Ub is the near bed velocity of wave motion, ρ is
density of the fluid, ρs is density of the sediment, g is acceleration due to gravity, and D50 is the
mean grain size.
The generation and migration of bedforms are induced by sediment transported by oscillatory
flow. When the shear stress on the bed exceeds a critical value (i.e., the mobilizing forces are
greater than the stabilizing forces), the sediment grains mobilize. The critical Shields value for the
incipient motion of quartz sand is typically 0.05.
The sediment is picked up and advected during the peak velocity phase of the wave, then
deposited as the velocity approaches zero and the flow reverses. The picking up and depositing of
sediment is the process that builds bedforms, and the distance at which the sediment is transported
is related to the wave orbital diameter.
2

Figure 1.1: Interaction of waves with rippled bed and characteristic wave and ripple properties.
L = wavelength; H = wave height; do =orbital diameter; h = water depth; λ=ripple wavelength;
η=ripple height; β=ripple crest-to-trough distance (adapted from Clifton and Dingler (1984))
.
At Shield’s parameters near the critical value for incipient motion, the sediment grains can be
mobilized, but the flow is not energetic enough to suspend the sediment. Rolling grain ripples
develop as the grains move back and forth under the oscillating flow (Bagnold 1946). As the
Shields parameter increases, the ripple height increases and flow separation occurs downstream
of the ripple crest. This process generates vortex formation transporting sediment from the ripple
trough to the ripple crest, and are called vortex ripples as shown in Figure 1.2. When the ripples
grow to a height and length at which the suspension and deposition of sediment is in equilibrium,
the ripples are considered equilibrium ripples. Their lengths and heights will be stable until the
wave conditions (i.e., the wave orbital diameter and velocity) change.
Many researchers have performed laboratory and field experiments to examine equilibrium
height and length (see Nelson, Voulgaris, and Traykovski (2013) for a thorough review). Equilibrium ripple predictor formulae have been derived from the consolidation of these data that relate
equilibrium ripple height and length to hydrodynamic conditions based on flow properties and
sediment characteristics. The ripple equilibrium predictors used in this work are derived from
3

analysis of regular waves in laboratory experiments (Nielsen 1981). The equilibrium ripple length
and height are determined from Equation 1.2 and Equation 1.3, respectively, where λ is the ripple
length, η is height, Ab is the semi-orbital excursion, and ψ is the mobility number.

λ = Ab (2.2 − 0.345ψ 0.34 )

(1.2)

p
η = Ab (0.275 − 0.022 ψ)

(1.3)

ψ = 2θ/fw

(1.4)

To date, most of the work on equilibrium ripple height and length and the time to equilibrium
under oscillatory flows (Doucette and O’Donoghue 2006; Jin et al. 2020) has focused on noncohesive clean sand in the absence of any biological influences. However, here we show that
a proxy for biological cohesion significantly changes the time to equilibrium and can limit the
sediment supply, also affecting the equilibrium height and length when biocohesion is present in
certain concentrations.

Figure 1.2: Geometry of vortex ripples that develop in oscillatory environments. Ab = semi-orbital
excursion; η = ripple height; λ = ripples wavelength (adapted from Nielsen (1992))

4

1.2.2 Extracellular Polymeric Substances
A variety of microorganisms, such as microalgae, diatoms, and bacteria, inhabit nutrient-rich
sediment surfaces of the marine environment (Simon et al. 2002). EPS are a product of microorganisms’ metabolic processes and consist of polysaccharides, proteins, humic substances, nucleic
acids, and lipids (Lai et al. 2018). EPS produce web-like linkages that allow them to bind with
sand grains, forming aggregates as shown in Figure 1.3.

Figure 1.3: Scanning electron microscope image of a sediment surface sample. Scale is 10µm.
The image shows Diatom particles (1) beside larger sand grains (2) that are connected by strands
of EPS (3) (adapted from Malarkey et al. (2015))
The influence of EPS on sediment is known to cause cohesion and stabilize ripple beds under
unidirectional flows (Frankel and Mead 1973; Paterson 1989). In large quantities, EPS from di5

atoms slowed ripples’ migration rate (J. Grant 1998) and are recognized to cause multi-directional
ripples in supratidal zones (Noffke 1998). In-situ evidence on the temporal scale showed that
microbial influences hindered ripple migration for up to multiple weeks (Friend et al. 2008).
Even small amounts of EPS in a sediment bed cause considerable changes to bedform dynamics
(Malarkey et al. 2015). Physical and biological cohesion interactions also affect bedform geometry
and bed roughness by up to two orders of magnitude (Parsons et al. 2016; Baas et al. 2019).
Parsons et al. (2016) and Baas et al. (2019) have included the effects of biologic cohesion on
sediment transport in unidirectional flows. Here, we examine the effects of biological cohesion
on sediment transport, rate of evolution, and transitional nature of bedforms in oscillatory flow
environments.

6

CHAPTER 2
METHODOLOGY

2.1

Instrumentation

2.1.1 Laboratory Setup
Experiments were carried out using the Small-Oscillatory Flow Tunnel (S-OFT) in the Sediment Dynamics Laboratory at the U.S. Naval Research Laboratory, Stennis Space Center, Mississippi (Figure 2.1). The laboratory is designed to study sediment transport processes occurring
under oscillatory flow and steady currents in various conditions, including ripple formation and
migration.
The flow tunnel has a 2 m long test section and a flow cross-section of 25 cm x 25 cm. A piston
flywheel drives oscillatory flow in the tunnel that induces sediment transport and ripple formation.
The piston can be fitted with a scotch yoke or crank arm to produce symmetrical or asymmetrical
waves, respectively. The piston’s stroke length can be adjusted to a radius of 11 cm, 22 cm, 33
cm, or 44 cm and its speed can be adjusted up to 90 Hz, which can produce oscillatory flows with
a maximum velocity of up to 80 cm/s. While the tank possesses a pump that can apply currents
to the sediment bed, we only look at symmetrical oscillatory flow in these experiments utilizing
piston stroke lengths of 22 cm and 33 cm.

2.1.2 Equipment
Bed LAser Surface Tracking (BLAST) system
The Bed LAser Surface Tracking (BLAST) system measures surface bed evolution. The
BLAST system includes two 520 nm, 75◦ fan beam, continuous-wave lasers that project 3 mm
wide, and ∼1 m long laser lines on the bed in the along-flow direction (Figure 2.2). Two Canon
7D Digital Single Lens Reflex (DSLR) 18 Megapixel and 1080p High-Definition (HD) cameras
7

Figure 2.1: Photo of the Small-Oscillatory Flow Tunnel (S-OFT) in the Sediment Dynamics Laboratory at the Naval Research Laboratory, Stennis Space Center, MS. The flow tunnel contains a
test section that is 2 m long and a cross section of 25 cm x 25 cm.
capture the projected laser lines’ position with either still images or HD video. One laser works
in conjunction with a high precision stepping motor that shifts the laser and camera 20 cm across
the tank’s width in 1 cm steps at about 0.6 Hz. The DSLR camera fitted with a 10 mm fisheye lens
captures an image of the laser line position at every step resulting in 21 images per scan, providing
approximately two 3D observations of the bed elevation per minute. One complete scan of the bed
takes approximately 35 seconds. The image size is 5184 x 3456 pixels, resulting in an average of
5-6 pixels/mm resolution. The other laser is stationary in the center of the tank in the along-flow
direction. The DSLR camera captures HD video of the position of the laser line image throughout
the experiment, providing a 2D observation of the bed profile at a very high temporal resolution
(25 Hz).

8

Figure 2.2: Schematic drawing of the Small-Oscillatory Flow Tunnel (S-OFT) and zoomed inset
of the laser bed profiling system. The system includes a fan beam continuous-wave laser (a) that
projects a 3 mm wide and 1 m long laser line on the bed in the along-flow direction. A high
precision motor (b) shifts the laser and camera 20 cm across the width of the tank in 1 cm steps at
0.6 Hz. A DSLR camera with a 10 mm fisheye lens (c) captures images of the laser line at every
step resulting in 21 images per scan.

Vectrino Profiler
A Vectrino profiler is used to measure in-situ water velocity profiles (u, v, w) at one location
above the bed. An approximation of near-bed velocity can be obtained from the Vectrino observations, which is necessary to calculate the bed shear stress. The S-OFT acrylic lid includes a
porthole into the test section that allows the Vectrino probe to extend vertically into the tunnel and
for adjustment during an experiment. The probe receivers are aligned in along- and cross-flow directions. Acoustic pulses transmit through the water column at regular intervals (1 Hz to 100 Hz).
The Doppler effect on the reflected pulse-wave acquired by receiver pairs aligned in corresponding flow direction measures horizontal water velocity. Vertical water velocities are determined
mathematically using horizontal measurements. The Vectrino collects velocity profiles in three
components (u, v, w) over a vertical range of 3.5 cm (1 mm bins), starting from 4 cm below the
9

probe. The profile’s vertical position depends on the adjustment of the Vectrino mount. Auxiliary
depth-sounding pulses returned off the bottom measure the distance above the changing bed.

2.2

Experimental Design
Experiments were performed to observe the transition of ripples to an equilibrium state while

subjected to varying flow conditions and amounts of biological cohesion. We also monitored flow
conditions across the surface of a sand wave. The first experiments without biological cohesion
were used as a baseline for experiments with biological cohesion. At the start of our experiments,
we prepared the S-OFT by creating a flat bed of narrowly distributed sediment with a mean grain
size of 0.7 mm ran to an initial equilibrium state. We developed a set of three different symmetrical flow conditions in the S-OFT, controlled by changing the piston’s stroke length or frequency
as shown in Table 2.1. Each condition was run until equilibrium. Reynolds numbers for each condition were calculated using Equation 2.1, where ρf is fluid density, Urms is the root-mean-square
velocity, T is the period, and µf is the fluid dynamic viscosity.

Re =

2
ρf Urms
T
µf 2π

(2.1)

Table 2.1: Experimental flow conditions
Run
Stroke length (cm) Piston frequency (Hz)
initial 22
70
1
22
90
2
33
50
3
22
90

Period (s) Max Free Stream Velocity (cm/s)
3.00
37.5
2.33
48.3
4.22
41.4
2.33
48.3

2.2.1 No Biological Cohesion
The experiments without biological cohesion were used as a baseline to understand EPS’s
role in the transition to equilibrium ripple geometry. In the initial phase of this experiment, a
stroke length of 22 cm and a piston frequency of 70 Hz generated oscillatory flow with a period of
3.00 s. The experiment ran until the ripples were qualitatively seen as stable, at which time flow
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conditions were modified. The only modification to the piston for the first phase of this experiment
was increasing frequency. Using the same 22 cm stroke length and a higher 90 Hz frequency the
period for this flow decreased to 2.33 s. For the second phase of the experiment, conditions were
modified by both a longer stroke length and a lower frequency of 33 cm and 50 Hz, respectively,
producing a period of 4.22 s. For the third phase of the experiment, conditions were modified back
to the conditions of the first phase with a stroke length of 22 cm and frequency of 90 Hz.

2.2.2 Biological Cohesion
The experiments with biological cohesion included runs with the addition of an EPS proxy. We
incorporated the same forcing conditions as the previous experiments in Table 2.1 and incorporated
0.063 % of EPS proxy per dry weight of quartz sand. For these experiments, we used xanthan gum
as our proxy for EPS due to its common use in laboratory experiments and the chemical similarities
with naturally occurring EPS in the marine environment (Steele, Franklin, and Underwood 2014).
The dry xanthan gum was first slowly added to freshwater and thoroughly mixed into a gel-like
consistency. The xanthan mixture was then added to the dry sand and mixed to create a slurry of
xanthan and sand. The mixture was then spread evenly and smoothed out in the test section as
shown in Figure 2.3 . The experimental flume was filled with just enough fresh water to cover the
sediment mixture and allowed to settle for 24 hours before the experiments.

2.3

Methods

2.3.1 Bed LAser Surface Tracking (BLAST) system
The cameras were mounted and leveled 20 cm above the flow tunnel. LED lights are used to
illuminate the calibration checkerboard placed in the flow tunnel. A black and white checkered
calibration board is placed in the flow tunnel directly against the inside of the tank’s front wall to
calibrate the cameras from pixel location to a real-world coordinate system using the checkered
pattern dimensions. The checkered board is then centered, leveled, and clamped to secure the
calibration board to the front wall. Lastly, a series of images and short videos are taken of the
11

Figure 2.3: Application of sand and xanthan mixture to test section
checkered board with both cameras.

Figure 2.4: Photo taken with the 10 mm fisheye lens showing the distorted raw image of the
calibration checkerboard positioned inside the flow tunnel.
Raw images captured by the DSLR cameras are post-processed in MATLAB™ to rectify fisheye
lens distortion, extract the laser line, correct for camera view refraction, and assign dimensioned
coordinates to the laser line. The final results after all images are processed are the spatial and temporal changes of the bed surface. Rectification of fisheye images requires the intrinsic properties
of the lens. Figure 2.4, Figure 2.5, and Figure 2.6 show raw and rectified images of the checkered
12

Figure 2.5: Photo of the undistorted checkerboard image that was rectified using intrinsic properties of the lens for calibration to a dimensioned coordinate system.

Figure 2.6: Photo taken of an undistorted laser line image that was rectified using intrinsic properties of the lens for extraction of laser line coordinates.
calibration board and one laser line, respectively. Custom MATLAB™ algorithms then extract the
laser line’s location from each image and apply a corrective 2D-spatial transformation using the
checkerboard calibration image to assign a dimensioned coordinate system (x, z) to pixels in the
laser line. We determine the cross-flow horizontal (y) coordinate from the location of the step motor. Lastly, we correct laser line coordinates for refraction of the camera view through the water
(subsection 2.3.2).
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2.3.2 Refraction Correction
To accurately track submerged bed elevations in these experiments, it is critical to correct distortions caused by refraction due to the air-water interface. Refraction of light causes deviations in
vertical and horizontal locations along the bed surface. We apply Snell’s Law to formulate corrections for both the horizontal and vertical components to account for this. Snell’s Law provides a
relationship between how light travels through various mediums and represented by the equation:

n1 sin θ1 = n2 sin θ2

(2.2)

where n refers to the refractive index of the medium, while θ1 represents the angle of incidence
and θ2 represents the angle of refraction. For these experiments, n1 and n2 represent the refractive
indices of air (n = 1.00) and water (n = 1.33), respectively. Since we account for the tank’s
acrylic wall during camera calibration, we can neglect it here.

Vertical Component
To calculate refraction correction in the vertical component, we use the geometry shown in
Figure 2.7a. Z1 (x, y) represents the vertical distance from the camera to the bed surface elevation.
Y1 represents the horizontal distance between the camera and laser line, which is constant. These
two distances create a right triangle with a hypotenuse representing the camera line to the apparent
laser line position. The angle formed is congruent to the angle created from normal to the camera
line of view and gives the angle of incidence.

θIZ (x, y) = tan−1

Z1 (x, y)
Y1

(2.3)

Once the incident angle is known, the angle of refraction, θRZ (x, y), can be solved using Snell’s
Law.
θRZ (x, y) = sin−1

nair sin θIZ (x, y)
nwat
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(2.4)

Knowing both θIZ (x, y) and θRZ (x, y) and the distance from the edge of the tank to the laser line,
Y , we can calculate the vertical distances Ztot and Z2 . The difference of these distances gives
us the vertical refraction correction (∆Z), giving us the actual location of the vertical laser line
position.
Ztot = Y tan θIZ (x, y)

(2.5)

Z2 = Y tan θRZ (x, y)

(2.6)

∆Z = Y (tan θIZ (x, y) − tan θRZ (x, y))

(2.7)

Horizontal Component
Correcting for the horizontal refraction correction is calculated using the geometry shown in
Figure 2.7b. Again, Y1 represents the constant horizontal distance between the camera and laser
line. Xmid represents the distance from the camera’s center to the edge of the laser line. These
two distances create a right triangle with a hypotenuse representing the line from the camera to
the apparent laser line’s edge. The angle formed, congruent to the angle created from normal to
camera line, gives the angle of incidence.

θIX = tan−1

Xmid
Y1

(2.8)

Once the incident angle is known, the angle of refraction, θRX , can be solved using Snell’s Law.
θRX = sin−1

nair sin θIX
nwat

(2.9)

Once we have both θIX and θRX , we can use Y as described earlier to calculate the horizontal
distances, X and X2 . The difference of these distances gives us the horizontal refraction correction
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(∆X), giving us the actual location of the horizontal laser line position.

X = Y tan θIX

(2.10)

X2 = Y tan θRX

(2.11)

∆X = Y (tan θIX − tan θRX )

(2.12)

Once formulated, these corrections are added to the measured positions of the bed’s vertical and
horizontal positions to get the estimated level of the bed surface elevation.
a.) Along-flow view

Tank floor

Water

b.) Plan view

Water
Acrylic

Acrylic

Y

Z

X

Y

Figure 2.7: Two-dimensional schematic representation of the refraction correction technique. As
an example, the green dashed line indicates the laser line projected onto the bed. a.) Along-flow
view showing the refraction geometry used to obtain the actual vertical laser line position on the
bed surface b.) Plan view showing refraction geometry used to obtain the actual horizontal laser
line position on the bed surface.
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2.3.3 Vectrino Profiler
Acquisition software outputs the raw data into MATLAB™ files. Raw data from the ADV
contains a time series signal from 35 discrete bins at regular intervals. Signal to noise ratio (SNR)
can vary between bins and through time. Data is filtered to reduce noise and increase SNR to break
down remaining signals into wave and turbulent components and remove spikes. Velocity profile
statistics are calculated to describe flow.
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CHAPTER 3
RESULTS

The experiments performed observed the transition to equilibrium ripples subjected to varying
flow conditions by measuring the three-dimensional bed surface generated by the interaction of
the flow with the sediment. At the start of the experiments, the S-OFT was initialized with a
flat sand bed surface of narrowly sorted sediment with a mean grain size of 0.7 mm. An initial
flow condition was used to generate a sand bed with an initial equilibrium state, then the set of
three different symmetrical flow conditions were run subsequently in the S-OFT. Conditions were
controlled by changing the stroke length or frequency of the piston. Each condition ran until
bedform equilibrium had been achieved.
Initial statistics were calculated for the experiments as shown in Table 3.1. A stroke length of
22 cm and piston frequency of 70 Hz created a theoretical flow period of 3.00 s. For the narrowly
distributed grains used in this experiment, a Shields parameter of 0.13 and a Reynolds number of
25601 were calculated for the initial conditions. This initial flow had a mobility number of 12.38.
Equilibrium ripple dimensions under these flow conditions would be expected to be 0.249 m length
and 0.035 m height using Equation 1.2 and Equation 1.3, respectively. The experiment ran until
the bedforms looked stable, and then the flow conditions were modified. The only modification
to the piston made for the experiment’s first run was an increase in frequency. Using the same 22
cm stroke length and a higher 90 Hz frequency, values were calculated for the Shields parameter
(0.22), the mobility number (20.58), and the Reynolds number (33006) for Run 1. The period for
this flow decreased to 2.33 s from the initial flow conditions. The higher values associated with
sediment transport parameters and shorter period cause a more responsive bed with shorter and
smaller ripples. Using Equation 1.2 and Equation 1.3, equilibrium geometry was predicted to be
0.221 m in length and 0.031 m in height. Conditions in Run 2 were modified by both increasing
the stroke length and decreasing the frequency. The stroke was changed from 22 cm to 33 cm
18

and the piston frequency was lowered to 50Hz. These settings generated a flow with a period of
4.22 s. A mobility number of 15.12 was calculated along with a Reynolds number of 43944. The
shields parameter at 0.13 was the same as the initial conditions, and the predicted ripple dimensions
increased to 0.370 meter length using Equation 1.2 and 0.053 m height using Equation 1.3. The
stroke and piston frequency were changed back from 33 cm and 50 Hz to 22 cm and 90 Hz,
respectively for the final (Run 3) conditions. This flow was the same as Run 1 in order to observe
and compare both the growth and decay of the ripples to equivalent geometries.
Table 3.1: Calculated experimental flow statistics
Run
Shields parameter Mobility number
initial 0.13
12.38
1
0.22
20.58
2
0.13
15.12
3
0.22
20.58

3.1

Reynolds number Ripple length (m) Ripple height (m)
25601
0.249
0.035
33006
0.221
0.031
43944
0.370
0.053
33006
0.221
0.031

Run 1
The data collected by the BLAST system consists of three-dimensional measurements in the

along-flow, cross-flow, and vertical. To best understand the three-dimensional nature of the bedforms, it was first necessary to create contour plots of the bed surface elevation through time.
Average cross-tank estimates of each scan were used and then stacked in time to create contour
plots of time vs. along-flow position as shown in Figure 3.1. The plot on the left in Figure 3.1 is
the contour plot for the non-cohesive experiment. It shows the bed surface elevation during 100
min of forcing from an initial equilibrium state. The center plot in Figure 3.1 is the contour plot
for the 0.063% cohesive experiment. It shows the bed surface elevation during 94 min of forcing
from an initial equilibrium state. The plot on the right in Figure 3.1 is the contour plot for the
0.25% cohesive run. It shows the bed surface elevation during 150 min of forcing from an initial
equilibrium state. This plot shows that with time, the 0.25% cohesion does not allow for sufficient
bedform generation.
Peak ripple wavelengths from each experimental run 1 were plotted through time as scatter
plots shown in Figure 3.2. The top plot in Figure 3.2 shows peak ripple lengths for the non19

Figure 3.1: Contour plots of time (min) by along-flow position (mm) showing average of crosstank estimates for run 1. The color bar represents the elevation in mm. Left: Contour plot of noncohesive experiment showing bed surface elevation during 100 min of forcing. Center: Contour
plot of 0.063% cohesive experiment showing bed surface elevation during 94 min of forcing. Right:
Contour plot of 0.25% cohesive experiment showing bed surface elevation during 150 min of
forcing.
cohesive experiment. Peak wavelength increased after 100 minute of forcing. The plot also shows
peak wavelength fluctuations at 7, 25, 50, and 90 minute. The middle plot in Figure 3.2 shows peak
ripple lengths for the 0.063% cohesive experiment. Peak wavelengths decreased after 94 minute
of forcing. Fluctuations can be see at 50 and 80 minute. The bottom plot in Figure 3.2 shows peak
ripple lengths for the 0.25% cohesive run. Peak wavelengths during the 150 minute of forcing
show a lot of deviation. However, the trend shows an increase in peak wavelength.
Ripple heights were also plotted on scatter plots to show how ripple heights changed with time,
as is shown in Figure 3.3. The top plot in Figure 3.3 represents ripple heights during 100 min of
forcing for the non-cohesive experiment. Ripple heights increased through time with fluctuations
at 15, 50, and 80 min. The middle plot in Figure 3.3 represents ripple heights during 94 min of
forcing for the 0.063% cohesive experiment. As with non-cohesive run 1, Ripple heights increased
through time. Fluctuations in height can be seen at 15, 25, 40, 50, 70 and 80 min. The plot on the
bottom in Figure 3.3 represents ripple heights during 150 min of forcing for the 0.25% cohesive
20

Figure 3.2: Scatter plots of peak wavelength (mm) by time (min) showing ripple lengths for run
1. Top: Scatter plot of non-cohesive experiment showing ripple lengths during 100 min of forcing.
Middle: Scatter plot of 0.063% cohesive experiment showing ripple lengths during 94 min of
forcing. Bottom: Scatter plot of 0.25% cohesive experiment showing ripple lengths during 150
min of forcing.
experiment. Ripple heights had small fluctuations throughout.
Power spectral density distribution through time was plotted for experimental run 1 shown in
Figure 3.4. The left plot in Figure 3.4 shows the spectral density over 100 min of forcing for
the non-cohesive experiment. The highest frequencies were associated with a wave number of
1
. The center plot of Figure 3.4 is the the spectral density over 94 min of forcing
3.37 × 10−3 mm

for the 0.063% cohesive experiment. The higher frequencies seen on this plot had a wave number
1
of 4.32 × 10−3 mm
. The plot to the right in Figure 3.4 represents the power spectral density of the
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Figure 3.3: Scatter plots of ripple height (mm) by time (min) showing ripple heights for run 1.
Top: Scatter plot of non-cohesive experiment showing ripple heights during 100 min of forcing.
Middle: Scatter plot of 0.063% cohesive experiment showing ripple heights during 94 min of
forcing. Bottom: Scatter plot of 0.25% cohesive experiment showing ripple heights during 150
min of forcing.
0.25% cohesion experiment over 150 min of forcing.
In Table 3.2, we can see equilibrium ripple lengths and heights as well as times to equilibrium
for experimental run 1. Forcing conditions in the non-cohseive experiment allowed flow conditions
to be ran for 100 min until bedforms were stable. Equilibrium ripple length and height were 28.2
cm and 7.0 cm, respectively. Equilibrium ripple dimensions attained for the 0.063% experiment
consisted of 23.6 cm length and 7.8 cm height after just 94min of forcing. The forcing conditions
for the 0.25% cohesive experiment produced no significant bedforms.
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1
Figure 3.4: Power spectral density plots of time (min) by wave number ( mm
) showing power
spectral densities for run 1. Left: Power spectral plot of non-cohesive experiment showing spectral
density during 100 min of forcing. Center: Power spectral plot of 0.063% cohesive experiment
showing spectral density during 94 min of forcing. Right: power spectral plot of 0.25% cohesive
experiment showing spectral density during 150 min of forcing.

Table 3.2: Run 1 ripple dimensions
Experiment
non-cohesive
cohesive (0.063%)
cohesive (0.25%)

3.2

Ripple length (cm)
28.2
23.6
0

Ripple height (cm) Time to equilibrium (min)
7.0
100
7.8
94
0
inf.

Run 2
Average cross-tank estimates of each scan were used and then stacked in time for run 2 as well

to create contour plots of time vs. along-flow position as shown in Figure 3.5. The plot on the
left in Figure 3.5 is the contour plot for the non-cohesive experiment. It shows the bed surface
elevation during 95 min of forcing from an initial equilibrium state. The center plot in Figure 3.5
is the contour plot for the 0.063% cohesive experiment. It shows the bed surface elevation during
105 min of forcing from an initial equilibrium state. The plot on the right in Figure 3.5 is the
contour plot for the 0.25% cohesive run. It shows the bed surface elevation during 150 min of
forcing from an initial equilibrium state. This plot shows that the 0.25% cohesion, again, does not
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allow for sufficient bedform generation.

Figure 3.5: Contour plots of time (min) by along-flow position (mm) showing average of crosstank estimates for run 2. The color bar represents the elevation in mm. Left: Contour plot of noncohesive experiment showing bed surface elevation during 95 min of forcing. Center: Contour
plot of 0.063% cohesive experiment showing bed surface elevation during 105 min of forcing.
Right: Contour plot of 0.25% cohesive experiment showing bed surface elevation during 150 min
of forcing.
Peak ripple wavelengths from each experimental run 2 were plotted through time as scatter
plots shown in Figure 3.6. The top plot in Figure 3.6 shows peak ripple lengths for the noncohesive experiment. Peak wavelength increased after 95 minute of forcing. The plot also shows
peak wavelength fluctuations at 20 and 60 minute. The middle plot in Figure 3.6 shows peak
ripple lengths for the 0.063% cohesive experiment. Peak wavelengths decreased after 105 minute
of forcing. Fluctuations can be see at 5 and 14 minute, with slight fluctuations at 68 and 78
minute. The bottom plot in Figure 3.6 shows peak ripple lengths for the 0.25% cohesive run. Peak
wavelengths during the 150 minute of forcing, as with run 1, show a lot of deviation.
For run 2, ripple heights were also plotted to show how ripple heights changed with time, as is
shown in Figure 3.7. The top plot in Figure 3.7 represents ripple heights during 95 min of forcing
for the non-cohesive experiment. Ripple heights increased through time with fluctuations at 5, 40,
and 60 min. The middle plot in Figure 3.7 represents ripple heights during 105 min of forcing
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Figure 3.6: Scatter plots of peak wavelength (mm) by time (min) showing ripple lengths for run
2. Top: Scatter plot of non-cohesive experiment showing ripple lengths during 95 min of forcing.
Middle: Scatter plot of 0.063% cohesive experiment showing ripple lengths during 105 min of
forcing. Bottom: Scatter plot of 0.25% cohesive experiment showing ripple lengths during 150
min of forcing.
for the 0.063% cohesive experiment. Ripple heights increased increased through time during this
experiment. Fluctuations in height can be seen at 14, 20, 45, 78, and 96 min. The plot on the
bottom in Figure 3.7 represents ripple heights during 150 min of forcing for the 0.25% cohesive
experiment. Ripple heights had fluctuations at 13, 47, 71, and 92 min.
Power spectral density distributions through time were also plotted for experimental run 2
shown in Figure 3.8. The left plot in Figure 3.8 shows the spectral density over 95 min of forcing
for the non-cohesive experiment. The highest frequencies were associated with a wave number of
25

Figure 3.7: Scatter plots of ripple height (mm) by time (min) showing ripple heights for run 2.
Top: Scatter plot of non-cohesive experiment showing ripple heights during 95 min of forcing.
Middle: Scatter plot of 0.063% cohesive experiment showing ripple heights during 105 min of
forcing. Bottom: Scatter plot of 0.25% cohesive experiment showing ripple heights during 150
min of forcing.
1
. The center plot of Figure 3.8 is the the spectral density over 105 min of forcing
3.57 × 10−3 mm

for the 0.063% cohesive experiment. The higher frequencies seen on this plot had a wave number
1
. The plot to the right in Figure 3.8 represents the power spectral density of the
of 2.99 × 10−3 mm

0.25% cohesion experiment over 150 min of forcing. We see an increase in frequency at a wave
1
number of 2.00 × 10−3 mm
.

In Table 3.3, we can see equilibrium ripple lengths and heights as well as times to equilibrium
for experimental run 1. Forcing conditions in the non-cohseive experiment allowed flow conditions
26

1
Figure 3.8: Power spectral density plots of time (min) by wave number ( mm
) showing power
spectral densities for run 2. Left: Power spectral plot of non-cohesive experiment showing spectral
density during 95 min of forcing. Center: Power spectral plot of 0.063% cohesive experiment
showing spectral density during 105 min of forcing. Right: power spectral plot of 0.25% cohesive
experiment showing spectral density during 150 min of forcing.

to be ran for 95 min until bedforms were stable. Equilibrium ripple length and height were 29.8
cm and 8.2 cm, respectively. Equilibrium ripple dimensions attained for the 0.063% experiment
consisted of 31.8 cm length and 8.9 cm height after just 94min of forcing. The forcing conditions
for the 0.25% cohesive experiment produced no significant bedforms as in run 1.
Table 3.3: Run 2 ripple dimensions
Experiment
non-cohesive
cohesive (0.063%)
cohesive (0.25%)

3.3

Ripple length (cm)
29.8
31.8
0

Ripple height (cm) Time to equilibrium (min)
8.2
95
8.9
105
0
inf.

Run 3
The 0.25% cohesive experiment was not perfomed for run 3 and only includes the non-cohesive

and 0.063% cohesive experiments. Average cross-tank estimates of each scan were used and then
stacked in time for run 3 to create contour plots of time vs. along-flow position as shown in
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Figure 3.9. The plot on the left in Figure 3.9 is the contour plot for the non-cohesive experiment.
It shows the bed surface elevation during 116 min of forcing from an initial equilibrium state. The
plot on the right in Figure 3.9 is the contour plot for the 0.063% cohesive experiment. It shows the
bed surface elevation during 163 min of forcing from an initial equilibrium state.

Figure 3.9: Contour plots of time (min) by along-flow position (mm) showing average of crosstank estimates for run 3. The color bar represents the elevation in mm. Left: Contour plot of noncohesive experiment showing bed surface elevation during 116 min of forcing. Right: Contour
plot of 0.063% cohesive experiment showing bed surface elevation during 163 min of forcing.
Peak ripple wavelengths from each experimental run 3 were plotted through time as scatter
plots shown in Figure 3.10. The top plot in Figure 3.10 shows peak ripple lengths for the noncohesive experiment. Peak wavelength decreased after 116 minute of forcing. The plot also shows
peak wavelength fluctuations at 13, 25 and 110 minute. The bottom plot in Figure 3.10 shows peak
ripple lengths for the 0.063% cohesive experiment. Peak wavelengths decreased after 163 minute
of forcing. Fluctuations can be see at 2, 50, 78, 85, and 138 minute.
For run 3 ripple heights were plotted to show how ripple heights changed with time, as is shown
in Figure 3.11. The top plot in Figure 3.11 represents ripple heights during 116 min of forcing for
the non-cohesive experiment. Ripple heights decreased through time with fluctuations at 14, 30,
45, 80, 90 and 100 min. The bottom plot in Figure 3.11 represents ripple heights during 163 min
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Figure 3.10: Scatter plots of peak wavelength (mm) by time (min) showing ripple lengths for run
3. Top: Scatter plot of non-cohesive experiment showing ripple lengths during 116 min of forcing.
Bottom: Scatter plot of 0.063% cohesive experiment showing ripple lengths during 163 min of
forcing.
of forcing for the 0.063% cohesive experiment. Ripple heights increased increased through time
during this experiment. This experiment produced many fluctuations in height that can be seen
with a large fluctuation at 15 min, and many fluctuations between 35 min and 156 min.
Power spectral density distributions through time were also plotted for experimental run 3
shown in Figure 3.12. The left plot in Figure 3.12 shows the spectral density over 116 min of
forcing for the non-cohesive experiment. The highest frequencies were associated with a wave
1
number of 3.88 × 10−3 mm
. The plot on the right of Figure 3.12 is the the spectral density over 163

min of forcing for the 0.063% cohesive experiment. The higher frequencies seen on this plot had
1
a wave number of 4.34 × 10−3 mm
.

In Table 3.4, we can see equilibrium ripple lengths and heights as well as times to equilibrium
for experimental run 3. Forcing conditions in the non-cohesive experiment allowed flow conditions
to be ran for 116 min until bedforms were stable. Equilibrium ripple length and height were 26.2
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Figure 3.11: Scatter plots of ripple height (mm) by time (min) showing ripple heights for run 3.
Top: Scatter plot of non-cohesive experiment showing ripple heights during 116 min of forcing.
Bottom: Scatter plot of 0.063% cohesive experiment showing ripple heights during 163 min of
forcing.
cm and 8.5 cm, respectively. Equilibrium ripple dimensions attained for the 0.063% experiment
consisted of 23.3 cm length and 8.7 cm height after just 94min of forcing.
Table 3.4: Run 3 ripple dimensions
Experiment
non-cohesive
cohesive (0.063%)

Ripple length (cm) Ripple height (cm) Time to equilibrium (min)
26.2
8.5
116
23.3
8.7
163
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1
Figure 3.12: Power spectral density plots of time (min) by wave number ( mm
) showing power
spectral densities for run 3. Left: Power spectral plot of non-cohesive experiment showing spectral
density during 116 min of forcing. Right: Power spectral plot of 0.063% cohesive experiment
showing spectral density during 163 min of forcing.
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CHAPTER 4
DISCUSSION

For these experiments, the non-cohesive and cohesive runs produced varying equilibrium ripple profiles, as can be observed in Table 4.1. For the initial non-cohesive run, the ripple profile
shows nice rounded peaks and smooth troughs. The initial 0.063% cohesive run produced ripples
with round peaks and wide flat troughs with smaller bedforms sometimes present. For the initial
0.25% cohesive run, no bedforms are present. Equilibrium ripple profiles for run 1 show similar
geometries for the non-cohesive and 0.063% cohesive runs. However, they have smaller bedforms
in the non-cohesive troughs, whereas the 0.063% cohesive troughs appear to have a flatter base
than the initial runs. As with the initial run, the 0.25% cohesive run 1 shows no bedform development. For both non-cohesive and 0.063% cohesive runs 2, parabolic ripples with pointy peaks
and rounded troughs formed at equilibrium. Again, with the 0.25% cohesion, the bed remains
relatively smooth. Finally, in non-cohesive and 0.063% cohesive run 3, the equilibrium profiles
return to the rounded peaks and flat troughs with smaller bedforms forming in the troughs. The
0.25% cohesive experiment was stopped at run 2.
Table 4.1: Ripple equilibrium profiles for non-cohesive and cohesive experiments
Run

Period (s)

Max Free Stream Velocity (cm/s) Non-cohesive sand

initial

3.00

37.5

1

2.33

48.3

2

4.22

41.4

3

2.33

48.3
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Cohesive sand (0.063% Xa)

Cohesive sand (0.25% Xa)

4.1

No Biological Cohesion
The initial conditions were applied to a flat bed and quickly produced ripples. As forcing

conditions increased in non-cohesive run 1, the ripple dimensions produced in the experiment
were higher when compared to the calculated dimensions, with the ripple length and height being
6.1 cm and 3.9 cm greater than calculated, respectively. Decreasing the forcing in non-cohesive
run 2 obtained a difference of the experimental ripple height being 7.2 cm lower than calculated.
However, experimental heights were 2.9 cm higher than calculated. The final forcing, non-cohesive
run 3 produced ripple lengths and heights that were 4.1 cm and 5.4 cm greater, respectively, for the
experimental results than calculated as the conditions went back up in force.
Average cross-tank estimate plots illustrate the dynamic transitional nature of the bedforms as
they transition to equilibrium. In non-cohesive run 1 on the left in Figure 3.1, bedform wavelengths
and heights increased as they moved from the initial to the final stage. New, larger bedforms
emerged and smaller bedforms between the troughs of the original bedforms as they evolved. The
plot to the left in Figure 3.5 shows non-cohesive run 2. The bedform wavelengths became shorter
with the decrease in forcing while the heights increased. Larger bedforms formed about halfway
through the experiment between the initial bedforms. However, unlike the previous non-cohesive
run 1, there are no noticeable smaller bedforms that formed in the troughs. For non-cohesive run
3, shown on the left in Figure 3.9, shows the bed response due to going back up in forcing to the
same conditions as run 1. Wavelengths decreased while heights increased. We also see that the
smaller bedforms in the troughs start to come back and slightly diminish as the bedforms become
stable.

4.2

Biological Cohesion
For the final stage of this study, we look at the effects of adding 0.063% and 0.25% xanthan

gum to the top 3 cm of the sediment bed. For the 0.063% cohesive experiments experiment,
initial conditions were applied to a flat bed and produced ripples much more quickly than in the
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non-cohesive experiment. As forcing conditions increased in cohesive run 1, the ripple lengths
produced in the experiment were smaller when compared to the non-cohesive experiment, with the
ripple length being 5.0 cm smaller. Heights, however increased by 0.8 cm. The time to equilibrium
for the 0.063% cohesive experiment was 6 min less than the non-cohesive run 1. Decreasing the
forcing in the 0.063% cohesive run 2 obtained a difference of the cohesive experimental ripple
lengths being 2.0 cm larger and heights 0.7 cm taller than the non-cohesive experiment. The
amount of time for the bedforms to become stable took an additional 10 min when compared to
the non-cohesive run 2. In the final forcing, the 0.063% cohesive run 3 produced ripple lengths
that were 2.9 cm smaller and heights that were 0.2 cm larger than the non-cohesive run as the
conditions went back up in forcing. The time to equilibrium was increased by 47 min compared to
the non-cohesive run 3.
Average cross-tank estimate plots of the 0.063% cohesive runs illustrate how the xanthan gum
changes the transitional nature of the bedforms as they evolve to equilibrium. In the 0.063%
cohesive run 1 in the center of Figure 3.1, bedform wavelengths and heights decrease as they
move from the initial to the final stage. New bedforms merge and split as well as smaller bedforms
emerge between the troughs as the bedforms evolve. These bedform wavelengths are smaller when
compared to the non-cohesive run 1, but the heights are larger. The center plot of Figure 3.5 shows
cohesive run 2. The bedform wavelengths and heights increase with a decrease in forcing and have
larger dimensions than non-cohesive run 2. Smaller bedforms can initially form between troughs
but flatten out as the bedforms become stable. For non-cohesive run 3, shown on the right in
Figure 3.9, we see how the 0.063% cohesive bed responds to going back up in forcing to the same
conditions as run 1. The bedform wavelengths for 0.063% cohesive run 3 are smaller than those
of the non-cohesive run 3, while the heights are larger. We also see that the smaller bedforms in
the troughs start to come back as in the non-cohesive run and slightly diminish, but we have much
more along-flow movement through time in the cohesive run.
Results of the 0.063% cohesive experiments show that with the same forcing conditions as noncohesive sand experiments, we tend to have a stabilizing effect that results in a longer transition
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time for the bedforms to reach equilibrium. Ripple lengths for runs 1 and 3 are smaller than
those generated by the non-cohesive experiment. In contrast, the heights for all three runs were
consistently taller in the 0.063% cohesive experiment than in the non-cohesive experiment. This
difference could be attributed to an increase of the critical angle of repose due to the increased
cohesion between the grains.
For the 0.025% cohesive experiments, the sediment bed remained relatively flat and void of
bedforms, as seen in the average cross-tank estimate plots. The 0.025% cohesive experiment run 1
on the right in Figure 3.1 shows there are small features on the surface that appear but are roughly
1 cm in height. For run 2 we again see in Figure 3.5 on the right, that still nothing above 1 cm
is forming on the bed surface. This image in Figure 3.5 also shows how there is a depression on
the left side of the image. This depression was created as flocs of the cohesive sediment mixture
were broken off the bed’s superficial layer, and the non-cohesive sediment underneath became
entrained in the flow. The small features seen on the 0.25% average cross-tank estimate plots may
be sediment from underneath the cohesive layer, rolling across the top of the bed surface.
The stabilizing effects from the 0.063% and 0.25% cohesive run experiments showed that increasing concentrations of xanthan gum allowed for increased cohesion and therefore decreased
sediment transport. The rate of evolution also reduced with increasing xanthan gum concentrations. This increased the transition time necessary for the bedforms to reach an equilibrium state.
The stabilizing effect can decrease bed roughness by lowering the sediment grains’ instability on
the bedforms’ surface. Reducing bed roughness alters how the flow interacts with the bed and
the hydrodynamics that control sediment transport and wave attenuation. These findings show the
importance of incorporating the effects of biological cohesion on coarse sands in hydrodynamic
and geological models where they may not be included.
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CHAPTER 5
CONCLUSION

These experiments show that xanthan gum, used as a proxy for EPS, can significantly affect
the generation and evolution of bedforms. Natural biofilms can have up to 5% EPS in intertidal
muds and up to 0.1% in areas of low mud content (Malarkey et al. 2015). In this study, even at a
low amount, 0.063% per dry weight of quartz sand, xanthan gum can increase the transition time
necessary to reach an equilibrium state. These experiments also show that bedform wavelengths
will decrease and heights increase when xanthan is present in the sediment bed layer at lower to
higher forcing transitions. However, our data also shows that as we step back down from a high
forcing to a lower forcing, bedform wavelengths and heights will remain more significant than
those in sands with no xanthan present. The bedforms generated in the sediment bed with xanthan
are also much more three-dimensional than those generated in sands containing no xanthan.
The size and shape of bedforms on the seafloor significantly affect bottom roughness and sediment transport in the nearshore coastal zone (Vignaga et al. 2013). It is essential to understand
the impacts of biologic cohesion on sediment stability and hydrodynamics, especially as microorganisms are an integral part of the coastal environment. The inclusion of biological cohesion into
hydrodynamic and geological models will allow for a better prediction of sediment transport and
seafloor roughness, especially with the potential impacts of climate change on the coastal environment and how microorganisms will respond to those environmental changes (Gerbersdorf and
Wieprecht 2015). Model predictions could also benefit the field of natural infrastructure where
the inclusion of biological cohesion would enhance shoreline protection to vulnerable coasts (De
Vriend et al. 2015).
While this study has shown how xanthan gum can be used as a proxy for biological cohesion in
controlled laboratory experiments studying the nature of bedforms under varying flow conditions,
this is just a first step into understanding biological cohesion in wave environments. Future work
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will look to incorporate natural EPS into laboratory experiments and compare with the EPS proxy
results to see what differences and similarities may arise. It may also be helpful to look at what
role water temperature and salinity play in the process of cohesion between sediment grains.
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