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En este proyecto se ha desarrollado la plataforma robo´tica mini-
humanoide RAIDER, (Robot Antropomo´rfico para la Investigacio´n
y Desarrollo en Entornos Reales) con capacidad para actuar de for-
ma auto´noma basa´ndose en algoritmos de visio´n por computador.
Para ello, se ha escogido una base comercial sobre la que se ha
realizado un redisen˜o meca´nico completo con la ayuda de una im-
presora 3D. Se ha montado un SBC (Single Board Computer), que
ha permitido desarrollar algoritmos de visio´n por computador con
las librer´ıas de OpenCV y ZBar. Tambie´n se han an˜adido diferentes
sensores y actuadores adicionales para aumentar la versatilidad del
robot.
Con el robot, se han programado las funciones de locomocio´n ne-
cesarias para dotar a la plataforma robo´tica de movilidad absoluta,
incluyendo marcha b´ıpeda y control de ca´ıdas.
Adicionalmente, se han realizado funciones basadas en visio´n co-
mo la bu´squeda de trayectorias de navegacio´n en entornos complejos,
la deteccio´n de l´ıneas y el ana´lisis de co´digos QR. Estas funciones
han servido como base para el disen˜o aplicaciones de competicio´n
orientadas a presentar a RAIDER al concurso nacional de robots
mini-humanoides CEABOT.




In this project it has been developed the humanoid robotic plat-
form RAIDER (Anthropomorphic Robot for the Investigation and
Development on Real Environments) with capabilities to work au-
tonomously basing its behaviour on computer vision algorithms. In
order to achieve this, it has been chosen a commercial robotic kit
which has been totally redesigned with the help of a 3D open-source
printer. It has been integrated a SBC (Single Board Computer),
which has allowed to develop artificial vision algorithms supported
on OpenCV and ZBar libraries. Also, it has been added different
additionals sensors and actuators to upgrade the versatility of the
robot.
With the robot, it has been programmed the locomotion fun-
ctions needed to provide the robotic platform with absolute mobility,
including walking gaits and a function to detect falls.
Additionally, it has been developed computer vision-based fun-
ctions, like path searching on complex environments, detection of
lines on the floor and analysis of QR codes. All these functions have
served as a basis for the design of competition applications direc-
ted to submit RAIDER to the spanish mini-humanoid competition
CEABOT.
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Cap´ıtulo 1
Introduccio´n
La Asociacio´n de Robo´tica de la Universidad Carlos III de Ma-
drid, AsRob [1], surgio´ en el an˜o 2006 con el objetivo de acercar la
robo´tica a los alumnos de la universidad que compart´ıan inquietudes
e intere´s por el campo de la robo´tica. Desde sus inicios, las activi-
dades de la asociacio´n han contado con el apoyo del Departamento
de Ingenier´ıa de Sistemas y Automa´tica, y del Robotics Labs [2].
A d´ıa de hoy, la asociacio´n cuenta con ma´s de cien miembros
activos repartidos en cinco l´ıneas de investigacio´n independientes,
como son: Veh´ıculos Ae´reos no Tripulados (UAVs), Robot Devas-
tation, Robots Personales de Competicio´n, Impresoras 3D Open-
Source y Robots Mini-Humanoides. Sin embargo, cabe destacar que
aunque se trata de proyectos diferentes, existen grandes sinergias en-
tre ellos. Particularmente, los miembros de la l´ınea de Robots Mini-
Humanoides, esta´n muy ligados al estudio de las impresoras 3D, in-
vestigando diferentes te´cnicas de impresio´n, disen˜o de estructuras y
materiales. Prueba de ello es el proyecto MYOD [3], el cual propone
la construccio´n de robots mini-humanoides compuestos ı´ntegramen-
te con piezas impresas y replicables.
1.1. L´ınea de investigacio´n de robots Mini-Humanoides
La seccio´n de la asociacio´n que enmarca este trabajo es la l´ınea de
investigacio´n de Robots Mini-Humanoides. Los robots mini-
humanoides son robots antropomo´rficos con una altura menor de
50cm, tal y como indica la normativa del campeonato CEABOT [4].
De foma orientativa, tomando como referencia la Humanoid Lea-
gue del campeonato RoboCup [5], el taman˜o de los robots mini-
humanoides es ligeramente inferior al de los participantes de la di-
visio´n “KidSize”. En la figura 1.1 aparecen dos robots de la divisio´n
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KidSize, como son el DARwIn-OP de Robotis [6] o el Nao de Al-
debaran [7]. Estos robots no entrar´ıan dentro de la definicio´n de
mini-humanoide, ya que sobrepasan las dimensiones ma´ximas esti-
puladas.
Figura 1.1: Robots Nao y DARwIn-OP.
1.2. Objetivos
A continuacio´n se muestran los objetivos que se persiguira´n du-
rante el desarrollo de este proyecto. Se han dividido en dos grupos: el
disen˜o y construccio´n de una plataforma robo´tica mini-humanoide,
y su programacio´n.
1.2.1. Desarrollar una plataforma robo´tica
El primer objetivo de este proyecto es el desarrollo de una pla-
taforma robo´tica mini-humanoide de propo´sito general. Para llegar
a ello sera´ necesario estudiar los componentes que forman un ro-
bot humanoide. Sus capacidades deben ser al menos suficientes para
desarrollar sobre la plataforma los objetivos que se listan a continua-
cio´n. Adema´s, se pretende que la plataforma sea lo suficientemente
robusta y fa´cil de usar como para poder servir de base para proyectos
futuros.
Estudiar los componentes que necesita un robot humanoide
Se realizara´ un estudio de que´ elementos son necesarios para for-
mar parte de un robot mini-humanoide. Entre ellos, se evaluara´ su
funcionamiento en base a las necesidades del proyecto y se anali-
zara´ que´ componentes son adecuados para integrarse en el robot.
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En resumen, se disen˜ara´ un sistema completo y funcional de contro-
lador, alimentacio´n, sensores y actuadores.
Integrar una ca´mara
Otro objetivo sera´ integrar una ca´mara con la que se realizara´n
algoritmos de visio´n. Para ello se requiere que la ca´mara quede inte-
grada f´ısicamente en el robot. Adicionalmente, la ca´mara debera´ po-
der moverse de forma independiente al cuerpo del robot, por lo que
se construira´ una base mo´vil que otorgue a la ca´mara capacidad
para rotar e inclinarse.
Integrar un controlador
Integrar en el robot un controlador que tenga el potencial nece-
sario para controlar la locomocio´n del robot, comunicarse con los
diversos sensores que se monten, y procesar algoritmos de visio´n.
Tambie´n se buscara´ que dicho controlador permita programarse en
diferentes lenguajes sin tener que depender de un entorno de desa-
rrollo fijo. Por u´ltimo, el controlador que se escoja debe tener las
capacidades de procesamiento suficientes para permitir un funcio-
namiento fluido y, al mismo tiempo, permitir una autonomı´a de
funcionamiento del robot razonable.
En el caso de que el controlador requiera conexiones o conectores
especiales, se debera´n realizar las modificaciones necesarias para que
el sistema sea robusto y fiable.
Agregar sensores y actuadores
Otro objetivo sera´ incluir sensores y actuadores para aumen-
tar las capacidades tanto de sensorizacio´n como de locomocio´n del
robot. Aunque el componente principal para tomar datos del en-
torno sera´ la ca´mara, puede ser interesante incluir algunos sensores
que apoyen y complementen la informacio´n recogida por la par-
te de visio´n. De este modo, obtendremos un sistema versa´til que
podra´ suplir las carencias del procesamiento de ima´genes cuando su
capacidad no sea suficiente, ya sea por un entorno complejo o con
cara´cter´ısticas inadecuadas para la visio´n (escenarios con poca luz,
humo, etc.).
Asimismo, tambie´n se incluira´n actuadores adicionales que ampl´ıen
las posibilidades del robot, ya sea para soportar el movimiento de
nuevos componentes (como la ca´mara) o simplemente para aumen-
tar las capacidades de locomocio´n.
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Disen˜ar un sistema de alimentacio´n
Dado que se preve´ la inclusio´n de numerosos componentes nuevos,
se debera´ redisen˜ar el sistema de alimentacio´n de manera que cumpla
dos condiciones. Por una parte, debe ser capaz de alimentar con
diferentes tensiones a todos los miembros del sistema, adapta´ndose
a los requerimientos ele´ctricos de cada uno. Por otra parte, debe
ofrecer una autonomı´a total al robot razonable y suficiente para
realizar pruebas de competicio´n.
Tambie´n se procurara´ que las bater´ıas sean fa´cilmente intercam-
biables, sin necesidad de montar y desmontar partes meca´nicas. Este
objetivo se propone a partir de la necesidad de hacer cambios veloces
de bater´ıas en las competiciones de mini-humanoides.
Mejorar la estructura meca´nica
Se tendra´ como objetivo adecuar la estructura del robot para el
montaje de nuevos dispositivos. Adema´s, secundariamente se mejo-
rara´n diversos puntos de la estructura para mejorar las capacidades
generales de la plataforma.
Las piezas debera´n disen˜arse siguiendo dos reglas. La primera
es que puedan imprimirse en una impresora 3D de bajo coste. La
segunda regla es que soporten los esfuerzos necesarios y no se rompan
durante la operacio´n del robot.
1.2.2. Puesta en marcha y programacio´n
El robot debe disen˜arse, montarse, programarse y testarse. Una
vez se termine la construccio´n, se desarrollara´n librer´ıas para con-
trolar las funciones del robot y con las que programar aplicaciones.
Programar la locomocio´n b´ıpeda
Se debera´ disen˜ar un sistema de locomocio´n completo del robot.
En este punto se unen diversos objetivos, desde controlar las articu-
laciones por separado hasta la realizacio´n de programas de caminata.
Se debera´ conseguir al menos la realizacio´n de los siguientes movi-
mientos: avance, rotacio´n, desplazamiento lateral y reincorporacio´n
tras una ca´ıda. Junto a esto, se debera´ crear una librer´ıa que permita
realizar movimientos de una forma co´moda y sencilla.
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Programar sensores
Los sensores que se seleccionen debera´n adecuarse para poder
operar con la placa de control que se utilice. No solo debera´n ade-
cuarse electro´nicamente hablando, sino que tambie´n debera´n inter-
pretarse sus datos de forma correcta para extraer informacio´n u´til
durante el funcionamiento del robot.
Desarrollar algoritmos de visio´n
El comportamiento del robot se basara´ en la informacio´n tomada
por la ca´mara. Para procesar esta informacio´n se utilizara´n librer´ıas
de visio´n avanzada, por lo que sera´ necesario familiarizarse con ellas
y estudiar las diversas posibilidades que ofrece el campo de la visio´n
por computador. Con ello, se desarrollara´n programas adaptados a
la plataforma robo´tica del proyecto. E´stos debera´n optimizarse de
forma que funcionen correctamente con las capacidades de procesa-
miento del controlador.
Desarrollar aplicaciones de competicio´n
Se preve´ la presentacio´n del robot a competiciones. Esto significa
que como parte del proyecto se desarrollara´n aplicaciones de com-
peticio´n de cara´cter diverso. Para la realizacio´n de los programas,
se tendra´ en cuenta principalmente el reglamento concreto de cada
prueba, con sus objetivos y limitaciones.
Estas aplicaciones se apoyara´n en todo lo desarrollado anterior-
mente, y constituira´n una prueba experimental representativa del
funcionamiento del robot y del grado de consecucio´n de todos los
objetivos comentados.
1.3. Estructura del documento
A continuacio´n y para facilitar la lectura del documento, se de-
talla el contenido de cada cap´ıtulo.
En el cap´ıtulo 1 se realiza una introduccio´n a la Asociacio´n de
Robo´tica y la l´ınea de investigacio´n de robots mini-humanoides.
Posteriormente se explican los objetivos que se perseguira´n a
lo largo del documento.
En el cap´ıtulo 2 se describe el marco de trabajo sobre el que se
ha desarrollado el proyecto y se explica que´ es la competicio´n
CEABOT.
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En el cap´ıtulo 3 se estudia el estado de arte de cuatro seccio-
nes relacionadas con la robo´tica mini-humanoide: Plataformas
comerciales, competiciones, locomocio´n y visio´n articial.
En el cap´ıtulo 4 se realiza un estudio y seleccio´n de los compo-
nentes que necesitara´ la plataforma robo´tica en desarrollo para
cumplir los objetivos marcados.
En el cap´ıtulo 5 se describen las herramientas necesarias para
la construccio´n y montaje de todos los componentes, as´ı como
su puesta en marcha y programacio´n.
En el cap´ıtulo 6 se listan todas las modificaciones meca´nicas
que se han realizado sobre la plataforma robo´tica.
En el cap´ıtulo 7 se explican los pasos que se han seguido para
configurar, poner a punto y conectar los dispositivos electro´ni-
cos que se han seleccionado anteriormente.
En el cap´ıtulo 8 se desarrolla la programacio´n del robot a dife-
rentes niveles, como la programacio´n de algoritmos de movili-
dad, te´cnicas de medicio´n con sensores integrados, y la progra-
macio´n de algoritmos avanzados basados en te´cnicas de visio´n
por computador y las librer´ıas de OpenCV.
En el cap´ıtulo 9 se muestran aplicaciones que se han realizado
sobre RAIDER para su asistencia a exhibiciones robo´ticas y a
la competicio´n CEABOT en su edicio´n de 2014.
En el cap´ıtulo 10 se ha realizado un desglose del presupuesto
total del proyecto.
En el cap´ıtulo 11 finaliza el proyecto analizando los resulta-




Desde el an˜o 2006, la Asociacio´n de Robo´tica ha trabajado con
robots humanoides destinados a la competicio´n e investigacio´n. Du-
rante su actividad, se han utilizado diferentes plataformas robo´ticas
y modificaciones que permit´ıan a los robots del grupo ampliar sus
capacidades y su competitividad. A lo largo del tiempo, pueden di-
ferenciarse tres etapas caracterizadas por la plataforma robo´tica que
fue empleada.
Entre 2006 y 2010, la plataforma empleada sobre la que se cen-
traron los estudios y desarrollos fue el Robonova de Hitec. En la
figura 2.1 aparece el robot Sylar, uno de los mini-humanoides de
la Asociacio´n de Robo´tica basados en esta plataforma. En esta pri-
mera etapa se realizaron mejoras en el robot para alojar sensores
adicionales, como bru´julas y sensores infrarrojos. El funcionamiento
del sistema pudo testarse en competiciones como el CEABOT y el
RobotChallenge [8] con excelentes resultados. En posteriores modi-
ficaciones, se sustituyo´ la placa de control del Robonova por una
placa Arduino [9], que permitir´ıa una mayor libertad a la hora de
programar tanto la locomocio´n del robot como su sensorizacio´n.
En 2010, la asociacio´n adquirio´ un kit de Bioloid [10]. Esta plata-
forma, ma´s moderna que el Robonova, permitir´ıa realizar un mejor
control de los movimientos del robot. Dentro de la universidad, se
han realizado multiples proyectos basados en este robot. En compe-
ticio´n, los Bioloids de la Asociacio´n de Robo´tica llegaron a conseguir
el segundo puesto en la edicio´n de 2012 del campeonato CEABOT.
Sin embargo, las capacidades de esta plataforma, en lo que a senso-
rizacio´n y programacio´n se refiere, no son demasiado altas y con sus
componentes de serie existe una gran limitacio´n.
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Figura 2.1: Robot Sylar de la Asociacio´n de Robo´tica.
Por esta razo´n, desde el an˜o 2013, se ha estudiado el modo de
modificar estos robots con el objetivo de obtener una plataforma
que permita explotar todo el potencial de sus actuadores y al mis-
mo tiempo, facilitar la inclusio´n de nuevos componentes. Con este
objetivo, se ligo´ fuertemente el estudio de la fabricacio´n de piezas
mediante te´cnicas de impresio´n 3D con su aplicacio´n en robots mini-
humanoides. Con piezas meca´nicas nuevas y electro´nicas libres, se
preve´ que las capacidades del robot aumenten exponencialmente.
Esto convierte a los robots de la asociacio´n en una base con mucho
potencial para la investigacio´n.
2.1. Campeonato CEABOT
El campeonato nacional CEABOT reu´ne cada an˜o a robots mini-
humanoides procedentes de universidades espan˜olas y de equipos in-
dependientes. Durante tres d´ıas, los equipos tienen la posibilidad de
presentar sus robots a diferentes pruebas de habilidad en las que
pueden demostrar sus capacidades. En el reglamento de la edicio´n
del 2014, existen un total de cuatro pruebas combinadas de diversa
tema´tica que ponen a prueba la locomocio´n, percepcio´n y actuacio´n
sobre el entorno de los robots participantes. Las pruebas son puntua-
das por separado, suma´ndose de forma proporcional a su dificultad
en la clasificacio´n final. A continuacio´n se muestran las pruebas pre-
vistas para la edicio´n de 2014.
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2.1.1. Carrera de obsta´culos
El la carrera de obsta´culos los robots deben realizar de forma
auto´noma un recorrido de ida y vuelta sobre una pista de carac-
ter´ısticas fijas. En la figura 2.2 se muestra el campo. E´ste consiste
en una superficie plana de color verde en cuya zona intermedia se
colocan de forma arbitraria diferentes obsta´culos inmo´viles de color
blanco. Estos obsta´culos tienen forma paralelep´ıpeda y unas dimen-
siones fijas de 20x20x50cm.
Figura 2.2: Prueba de la carrera de obsta´culos.
El robot participante debe cruzar el campo de extremo a extre-
mo, y una vez haya accedido a la zona de llegada debe darse la
vuelta y realizar el recorrido en el sentido contrario. En esta prue-
ba se puntu´a favorablemente el menor tiempo ocupado y la mayor
longitud recorrida. Adema´s, las ca´ıdas o bloqueos que requieran la
intervencio´n de un juez producen penalizacio´nes en la puntuacio´n.
2.1.2. Escalera
La prueba de la escalera supone una combinacio´n de las habi-
lidades meca´nicas y de sensorizacio´n de los robots. La prueba se
desarrolla en un escenario formado por tres escalones de subida y
tres escalones de bajada consecutivos. En la figura 2.3 se muestra
un robot mini-humanoide realizando la prueba.
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Figura 2.3: Prueba de la escalera.
En este caso el robot debe superar escalones con una altura fija
e igual a 3cm., pero con amplitud variable. El desarrollo consiste en
la superacio´n de tres escalones ascendentes, cruzar la cima de las
escaleras y descender otros tres escalones hasta volver al suelo. De
forma similar a la prueba de navegacio´n, se puntu´an el nu´mero de
escalones superados y el tiempo utilizado; mientras que las ca´ıdas y
bloqueos que el robot no sea capaz de manejar por s´ı mismo contara´n
negativamente.
2.1.3. Sumo
La prueba de sumo, que puede verse en la figura 2.4, es una
de las ma´s espectaculare del concurso. A diferencia del resto de
pruebas, en el sumo los robots se enfrentan en parejas. Los duelos
esta´n constituidos por tres asaltos de dos minutos cada uno. El ring
sobre el que se enfrentan los robots tiene forma circular, con un
dia´metro de 1.5m. Los robots compiten para derribar y/o sacar del
ring a su adversario.
Figura 2.4: Prueba de sumo.
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2.1.4. Visio´n
La prueba de visio´n se presenta como una novedad en la edicio´n
de 2014 del concurso. Por primera vez se implanta en la competicio´n
una prueba que obliga a los robots a portar una ca´mara y realizar
procesamiento de ima´genes para su superacio´n. El tablero de juego
se comparte con el campo de la carrera de obta´culos. En esta prue-
ba, el robot se colocara´ en el centro del tablero, y a su alrededor se
colocara´n obsta´culos (los mismos que en la carrera de obsta´culos)
en intervalos de 45o. En la parte superior de los obsta´culos se colo-
cara´ un rectangulo rojo con un co´digo QR en su interior, tal y como
se indica en la figura 2.5. El robot debera´ leer el co´digo QR, en el
que se le indicara´ una rotacio´n que le permitira´ encontrar el siguien-
te marcador. De esta forma, el robot debera´ seguir una secuencia de
rotaciones para superar la prueba.
Figura 2.5: Marcador de la prueba de visio´n.
Como se vera´ en siguientes apartados, estas cuatro pruebas ser-
vira´n de inspiracio´n a la hora de desarrollar el proyecto, ya que
suponen un conjunto de habilidades multidisciplinares que abarcan
de forma bastante precisa los objetivos que se buscan a la hora de
desarrollar un robot mini-humanoide.
12 CAPI´TULO 2. MARCO DE TRABAJO
Cap´ıtulo 3
Estado del arte
A continuacio´n se realiza un repaso del estado del arte en robo´tica
mini-humanoide. Nos centraremos en los campos ma´s relevantes del
proyecto destacando cuatro bloques: plataformas robo´ticas, compe-
ticiones, locomocio´n y sistemas de visio´n.
3.1. Plataformas robo´ticas mini-humanoides
En el mercado existe una gran variedad de robots educativos
que cumplen las caracter´ısticas antropomo´rficas necesarias para ser
considerados robots mini-humanoides. Los robots que se muestran
a continuacio´n son una recopilacio´n de algunos de los modelos ma´s
accesibles y extendidos.
El Robonova, fotografiado en la figura 3.1, es uno de los mini-
humanoides ma´s extendidos a nivel mundial. Fue uno de los prime-
ros robots de este tipo que se fabrico´ comercialmente y marco´ un
antes y un despue´s en su categor´ıa. Es por esto que es muy comu´n
encontrar Robonovas en competiciones como CEABOT, ya que du-
rante muchos an˜os fue el robot mini-humanoide mejor equipado y
ma´s vendido. En la Asociacio´n de Robo´tica de la Universidad Carlos
III, se han utilizado Robonovas en competiciones y proyectos desde
su fundacio´n.
El kit de fa´brica cuenta con 16 grados de libertad. Sus actuado-
res son servos digitales HSR 8498HB, que desarrollan un torque de
7.4kg/cm. Cabe destacar de estor servos su funcio´n “Motion Feed-
back”, es decir, su capacidad para leer posiciones y comunica´rselas
al controlador. La placa de control del Robonova esta´ basada en un
microcontrolador ATMega 128 y cuenta con hasta 40 pines GPIO
(puertos binarios de entrada y salida), 8 entradas analo´gicas, 3 sali-
das PWM, puerto serie y conexio´n I2C. Gracias a esto, el Robonova
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Figura 3.1: Hitec Robonova.
es fa´cilmente ampliable con sensores y actuadores, no necesariamen-
te de la misma marca. En cuanto al software, Hitec da soporte a la
programacio´n con RoboBasic, un entorno de desarrollo completo con
un lenguaje basado en Basic.
El KHR-3HV [11], mostrado en la figura 3.2, del fabricante ja-
pone´s Kondo, es uno de los mini-humanoides ma´s avanzados actual-
mente. Puede presumir de ser el modelo de serie ma´s utilizado en el
campeonato Robo-One, siendo seleccionado por los equipos por su
gran agilidad y taman˜o compacto.
Figura 3.2: Kondo KHR-3HV.
En su configuracio´n esta´ndar, el KHR-3HV cuenta con 17 ser-
vomotores KRS-2552HV de 14kg/cm de torque. Dichos actuadores,
adema´s, incluyen un pequen˜o microcontrolador, lo que les permite
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conectarse en daisy chain. El robot incluye una controladora RCB-4,
expandible con 10 entradas analogicas y 10 GPIOs, y con capacidad
para controlar hasta 35 servos. El software de programacio´n ofrecido
por Kondo es el Heart to Heart V4, que puede ser descargado gra-
tuitamente desde su web oficial. Es importante recalcar que gracias
a su inmensa comunidad de usuarios, existen varios proyectos de
co´digo abierto con librer´ıas que permiten programar el KHR-3HV
en lenguajes ma´s convencionales, como C y Python.
El Robovie-X [12], uno de los robots humanoides de la empresa
Vstone, se presenta en tres versiones diferentes: Lite, Standard y
PRO. La diferencia entre los tres modelos radica en el nu´mero y
tipo de servos que montan, manteniendo comunes el resto de partes
del robot. El modelo de la figura 3.3 es el modelo Standard. Posee
17 grados de libertad movidos por servos VS-S092J que desarrollan
un torque de 9.2kg/cm. El controlador es un VS-C1, el cual tiene
30 canales para controlar servos. Vstone tambie´n fabrica diversas
placas de expansio´n para la conexio´n de sensores en el Robovie-X.
Figura 3.3: Vstone Robovie-X.
Junto al robot se suministra el programa RobovieMaker2, nece-
sario para programarlo. El me´todo de programacio´n esta´ orientado
a la construccio´n de diagramas de flujo desde los que se controlan
tanto los movimientos como la lectura de sensores externos.
La empresa koreana Robotis, comercializa un kit robo´tico cono-
cido como Bioloid. Este kit proporciona una amplia gama de piezas
diferentes para montar distintos modelos de robots. La modularidad
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de los componentes le convierten en una base excelente sobre la que
realizar modificaciones, pudiendo disen˜ar configuraciones alternati-
vas con gran facilidad.
El robot Bioloid, mostrado en la figura 3.4, incluye 18 servos
Dynamixel, modelo AX-12A o AX-18A dependiendo de la versio´n
del kit. Los actuadores Dynamixel esta´n controlados internamente
por un microcontrolador ATMega8. Gracias a e´l, estos servos permi-
ten realizar funciones avanzadas tales como el control de velocidad,
torque, temperatura de ejecucio´n, etc., posibilitando procesar infor-
macio´n de bajo nivel directamente dentro del actuador y pudiendo
abstraer el control de la controladora del robot a un nivel superior.
Figura 3.4: Bioloid Premium.
En cuanto a su controladora, los kits proporcionan controlado-
ras de Robotis de la serie CM, ma´s espec´ıficamente, la CM-5 en
el caso del Bioloid Comprehensive y la CM-510 o CM-530 (segu´n
que´ versio´n) en el Bioloid Premium y GP.
Robotis CM-5.
Cuenta con un microcontrolador ATMega128. Permite la cone-
xio´n de sensores espec´ıficos de la marca en el bus TTL, como
el Dynamixel AX-S1.
Robotis CM-510.
Basada en un microcontrolador ATMega2561. Adema´s de los
sensores de la propia marca (Dynamixel AX-S1, giro´scopo...),
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que pueden montarse conectados al bus TTL, tiene cinco puer-
tos para la conexio´n de sensores de salida analo´gica. Adicio-
nalmente, posee un puerto para conectar un receptor ZigBee y
teleoperar el robot.
Robotis CM-530.
Presentado como la evolucio´n de la CM-510, en este caso el mi-
crocontrolador de la placa es un ARM Cortex STM32F103RE,
de 32 bits. El resto de caracter´ısticas son similares a las de la
CM-510, tiene cinco puertos de expasio´n para sensores analo´gi-
cos y un puerto para conectar un receptor ZigBee o Bluetooth.
En cuanto a la programacio´n, Roboplus es una suite de progra-
mas distribuida gratuitamente por Robotis para la programacio´n
de sus robots educativos. Destaca por ser un entorno con un len-
guaje de programacio´n (R+) muy visual e intuitivo, preparado para
su uso por nin˜os o personas sin conocimientos muy avanzados de
programacio´n. Sin embargo, esto lo convierte en un lenguaje de pro-
gramacio´n muy limitado, hasta el punto que no permite utilizar todo
el potencial de los actuadores Dynamixel.
3.2. Competiciones
Los robots mini-humanoides a menudo son utilizados en com-
peticiones. A lo largo del mundo existen mu´ltiples competiciones
dedicadas a este tipo de robots. Estas competiciones suponen un
escaparate de las u´ltimas tecnolog´ıas aplicadas en robo´tica mini-
humanoide, y suponen una mezcla de los trabajos ma´s avanzados
realizados por ingenieros y aficionados.
Dadas sus multiples disciplinas, los RoboGames [13] son conside-
rados la competicio´n robo´tica ma´s grande del mundo. RoboGames
es un encuentro anual para ingenieros y aficionados a la robo´tica
en sus diferentes vertientes. En lo que a mini-humanoides se refie-
re, existen diversas modalidades como Kung-Fu, escaleras, carreras o
sumo. Una de las particularidades de esta competicio´n es que compi-
ten conjuntamente robots auto´nomos y robots teleoperados. Quiza´s
sea por esta razo´n que en este campeonato prima la realizacio´n de
un control de locomocio´n muy avanzado respecto a una sensoriza-
cio´n ma´s sencilla. La programacio´n de estos robots se centra en la
realizacio´n de movimientos muy calculados y precisos. Asimismo, los
robots participantes de estas pruebas suelen contar con ma´s articu-
laciones de las que suele tener un robot mini-humanoide comercial,
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superando en ocasiones los 30 grados de libertad. RoboGames es
uno de los mayores escaparates en los que observar los mejores al-
goritmos de locomocio´n para robots mini-humanoides. El robot de
la figura 3.5, de Andrew Alter, ha sido uno de los participantes ma´s
asiduos en los u´ltimos an˜os.
Figura 3.5: Giger, de Andrew Alter.
En Japo´n, el Robo-One [14] es el mayor campeonato de robots
mini-humanoides. Esta competicio´n tiene unas normas ma´s restric-
tivas y se centra en una u´nica categor´ıa, el combate cuerpo a cuerpo.
Los robots que se presentan a esta competicio´n son mayoritariamen-
te radiocontrolados y disen˜ados especialmente para la competicio´n.
Estos robots suelen estar constru´ıdos con materiales de alta resisten-
cia y bajo peso, como la fibra de carbono y el aluminio mecanizado.
Adema´s, los servos que montan estos robots suelen ser muy potentes,
en ocasiones llegando a desarrollar un torque superior los 30kg/cm.
Sin embargo, una diferencia importante con los robots de los Ro-
boGames es el nu´mero de grados de libertad del robot, siendo muy
inferior en este caso. Una configuracio´n t´ıpica en la competicio´n no
supera los 18 servos. Esto se debe a su fuerte especializacio´n para
pelear con otros robots. En este caso, prima la robustez meca´nica y
la fuerza frente a la versatilidad. Si bien es cierto, comu´nmente es-
tos robots montan sensores inerciales que les ayudan a mantener el
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equilibrio. En la figura 3.6 se muestra un combate t´ıpico por dos de
los robots ma´s laureados en la competicio´n: Garoo y Hammerhead.
Figura 3.6: Combate en Robo-One.
Sin embargo, las competiciones de robots mini-humanoides no so-
lo se centran en pruebas individuales. En el campeonato RoboCup,
los robots participan en equipos en la realizacio´n de partidos de
fu´tbol. En este caso, los robots son exclusivamente auto´nomos y ba-
san su comportamiento en algoritmos de enjambre [15]. Por tanto, en
esta competicio´n se le da una mayor importancia a la programacio´n
de los robots frente a su estructura meca´nica. De hecho, comu´nmen-
te se parte de plataformas comerciales para desarrollar los robots.
En cuanto a sensorizacio´n, los robots participantes montan ca´ma-
ras que les permiten extraer datos del entorno mediante te´cnicas de
visio´n por computador. De este modo, los robots interactu´an entre
ellos y los elementos del campo de forma coordinada. En la imagen
de la figura 3.7 se muestran robots de diferentes equipos disputando
un partido.
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Figura 3.7: Partido de futbol en RoboCup.
Por otra parte, la competicio´n CEABOT [16] mezcla diferentes
conceptos. Al ser una competicio´n multidisciplinar y completamente
auto´noma, los robots necesitan una mayor versatilidad [17]. Por esta
razo´n, un robot participante en CEABOT, y que debe realizar cuatro
pruebas dentro del campeonato, no puede especializarse en una de
ellas si eso supone una interferencia en su rendimiento en el resto.
3.3. Locomocio´n
A la hora de programar la locomocio´n de un robot se nos mues-
tran diferentes opciones, por un lado existen me´todos anal´ıticos para
construir movimientos en base a las propiedades geome´tricas del ro-
bot y la realimentacio´n que puede extraerse de sus sensores. Ejem-
plo de esto es la generacio´n de algoritmos de marcha mediante el
me´todo del Zero Moment Point [18], ma´s conocido como ZMP. Es-
tos me´todos pasan por una extraccio´n de la cinema´tica inversa [19]
del robot para mover sus articulaciones de una forma controlada.
Robots avanzados como el Asimo de Honda [20] usan este tipo de
algoritmos.
Sin embargo, cuando se trabaja con robots de reducido taman˜o,
como los mini-humanoides, en muchos casos no es necesario llegar
a ese nivel, sino que pueden generarse movimientos de formas ma´s
sencillas. Por ejemplo, un me´todo muy utilizado es la programacio´n
por guiado [21]. Este me´todo consiste en el posicionamiento manual
del robot en una posicio´n para su posterior grabacio´n. Mediante la
grabacio´n de un serie de posiciones se compondra´ una secuencia, que
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supondra´ un movimiento completo. Los robots comerciales como el
Bioloid o el Robonova suelen incluir interfaces de programacio´n ba-
sadas en este me´todo. Tambie´n existen opciones open-source, como
el PyPose [22]. PyPose es una aplicacio´n escrita en Python, creada
para su utilizacio´n en placas Arbotix. Esta aplicacio´n es compati-
ble con un gran nu´mero de robots, controladoras y servomotores del
mercado. PyPose permite crear configuraciones personalizadas pa-
ra adaptarse al nu´mero de grados de libertad de cualquier robot. Se
permite la actuacio´n sobre articulaciones individuales o sobre grupos
de articulaciones. Esta herramienta tiene un gran potencial princi-
palmente en robots con servomotores que ofrecen feedback sobre su
posicio´n.
3.4. Procesamiento de ima´genes
Los sistemas de visio´n histo´ricamente han necesitado de una gran
capacidad de procesamiento. Este hecho los ha relegado a robots ma´s
grandes que puedan soportar f´ısicamente el montaje de un ordena-
dor. Sin embargo, a d´ıa de hoy existen opciones para dotar a los
robots mini-humanoides de las capacidades que ofrece la visio´n por
computador [23].
Una de estas opciones es el montaje de un mo´dulo de placa y
controlador integrado como la CMUcam [24]. En la figura 3.8 puede
observarse el mo´dulo Pixy CMUcam5, que corresponde a la quinta
iteracio´n del disen˜o de la CMUcam. Este mo´dulo se disen˜o´ con la
idea de proveer con capacidades de visio´n a pequen˜os sistema embe-
bidos. So´lo con un microcontrolador y uno de estos mo´dulos, pueden
programarse algoritmos sencillos como el tracking de objetos.
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Figura 3.8: Modulo Pixy CMUcam5.
Otra sistema similar es el mo´dulo HaViMo. Este sistema incluye
de forma integrada una ca´mara y un microcontrolaodor. Entre sus
capacidades destacan su reducido taman˜o y peso, su bajo consumo y
una compatibilidad directa con cualquier dispositivo con comunica-
cio´n serie. Este sistema ofrece la posibilidad de diferenciar regiones
de una imagen basa´ndose en su color. Puede analizar el taman˜o,
posicio´n y centro de gravedad de cada regio´n, siendo muy interesan-
te a la hora de diferenciar objetos. Sin embargo, la funcionalidad
de estos sistemas es limitada, ya que no ofrecen la posibilidad de
programarse con librer´ıas de visio´n como OpenCV, que permiten el
desarrollo de algoritmos avanzados. En la figura 3.9 puede observar-
se un robot portero que utiliza este mo´dulo para localizar el balo´n
rojo.
Tambie´n existe otra posibilidad: separar la parte de visio´n del
robot y procesarla en un sistema externo, como un PC. Para la rea-
lizacio´n de algunos proyectos puede ser interesante el montaje de
una ca´mara en el robot que env´ıa las ima´genes crudas a un sistema
ma´s potente y despue´s recibe los datos procesados. De este modo
se consigue abstraer al controlador del robot del sistema de visio´n,
mejorando su velocidad y enfocando su rendimiento en otras tareas.
Existen dos posibilidades. La primera es conectar la ca´mara del ro-
bot a su placa controladora y que sea esta la que se ocupe de enviar
las ima´genes a un servidor externo. El servidor devolvera´ la infor-
macio´n procesada extra´ıda de la ca´mara. este es el sistema que se ha
utilizado en los desarrollos con el robot HOAP-3 del Robotics Lab
[25] . La otra opcio´n es montar en el robot una ca´mara inala´mbrica,
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comu´nmente una ca´mara IP, y que esta env´ıe las ima´genes direc-
tamente a un dispositivo externo, sin pasar por el robot. El robot
recibira´ la informacio´n que necesita desde ese agente externo.
Figura 3.9: Robot portero con mo´dulo HaViMo.
El reto actual a la hora de implantar un sistema de visio´n en
un robot mini-humanoide es conseguir integrarlo f´ısicamente en un
espacio reducido y al mismo tiempo contar con la potencia necesaria
para no depender de un servidor externo. Dicho de otra forma, se
persigue montar un robot lo ma´s independiente posible.
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Cap´ıtulo 4
Eleccio´n de componentes
Como punto de partida, se han seleccionado una serie de compo-
nentes adecuados para dotar al robot con las capacidades necesarias
para cumplir los objetivos. Dado que el sistema se va a redisen˜ar
completamente, se elegira´n los componentes que mejor se adapten a
nuestras necesidades sin tener que cen˜irse a limitaciones de compa-
tibilidad.
4.1. Plataforma robo´tica
El primer paso para la realizacio´n de este proyecto fue el estu-
dio y seleccio´n de las plataformas robo´ticas que se encuentran en el
mercado actualmente. Dado que el objetivo es encontrar un robot
humanoide sobre el que se pueda implantar un sistema de visio´n,
es necesario analizar diversos aspectos; algunos meca´nicos como el
nu´mero y fuerza de los actuadores, y otros electro´nicos como la ca-
pacidad de procesamiento y velocidad del controlador. Sin embargo,
dado que este proyecto es autofinanciado en su mayor medida, el
factor econo´mico tambie´n es un limitante destacable. Buscamos una
plataforma que cumpla los siguientes requisitos:
Programable en C/C++.
Se requiere que sea programable en C/C++ y que adema´s no
dependa de una IDE concreta.
Posibilidad de conectarle una ca´mara.
Se necesita que permita conectarle una ca´mara y realizar pro-
gramas con OpenCV.
Expandible con sensores y actuadores.
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El sistema debe permitir la adicio´n de nuevos sensores y actua-
dores, sin verse limitado por hardware o software.
Servos de al menos 12kg/cm.
Ya que se van a incluir nuevas partes, es absolutamente nece-
sario que los servos puedan soportar carga adicional colocada
en el robot.
Chasis reconfigurable.
Aunque no es tan importante como el resto, es posible que el ro-
bot requiera modificaciones, por lo que una base reconfigurable
y versa´til sera´ apreciada.
En el siguiente apartado se presenta un estudio las principales
opciones.
Comparativa y eleccio´n final
Realizando un primer ana´lisis, ninguno de los robots candida-
tos cumple los requisitos. Todos ellos obligan a utilizar entornos de
desarrollo y lenguajes propios para su programacio´n. El Robonova
y el Robovie tienen unos servos demasiado de´biles, lo que dificul-
tar´ıa mucho an˜adir ma´s peso al robot. Entre el Kondo y el Bioloid,
se ha elegido el Bioloid por tres razones: es ma´s fa´cil de modifi-
car, el kit contiene ma´s servos y es ma´s barato. Tambie´n, previendo
las modificaciones futuras, se contemplo´ la idea de comprar u´nica-
mente los servos Dynamixel que usa el Bioloid por separado. Sin
embargo, resulto´ ma´s econo´mico adquirir el kit completo de Bioloid
Comprehensive.
4.2. Modificaciones estructurales
El Bioloid Comprehensive es un buen punto de partida, sin em-
bargo tiene algunos puntos de´biles que conviene revisar. Adema´s,
para poder implantar en el robot los dispositivos que requiere este
proyecto se necesitara´n mejorar las capacidades de la plataforma.
4.2.1. Cabeza mo´vil
Un requisito importante del proyecto es permitir que la ca´mara
que vamos a montar pueda moverse con libertad para enfocar a dife-
rentes zonas de su entorno. Dado que en CEABOT la mayor´ıa de los
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datos que aporta el entorno esta´n situados en el suelo, necesitamos
que la ca´mara al menos pueda dirigirse hacia el frente y hacia el sue-
lo. Esto lo conseguiremos con la adicio´n de un microservo PWM y
una plataforma articulada para la cabeza. Dadas las caracter´ısticas
de este movimiento, no necesitamos un servo con grandes capaci-
dades, ya que su rango de accio´n estara´ muy limitado y su efecto
sera´ despreciable en el reparto de pesos del robot.
Figura 4.1: Microservo PWM.
Se ha elegido un microservo PWM por su bajo taman˜o y peso, su
bajo precio y su sencillez a la hora de montarlo y programarlo. El
principio de funcionamiento de un servo PWM es muy simple. De
las tres patillas de su conector, dos son de alimentacio´n y la tercera
se encarga de recibir una sen˜al PWM que, variando la amplitud de
su pulso, ordena al servo a moverse a una posicio´n fijada.
Particularmente, se ha escogido un servo Tower Pro MG90s co-
mo el de la figura 4.1, cuyas especificaciones presentan un torque de
2.4=kg/cm, y una transmisio´n meta´lica soportada por rodamientos.
Este u´ltimo dato es muy importande si tenemos en cuenta que el
sistema de cabeza mo´vil se situara´ en una zona extrema del robot,
y que un golpe provocado por una ca´ıda forzara´ de forma directa el
eje del servo de la articulacio´n. Este servo proporcionara´ a la cabeza
la robustez necesaria para salir indemne en este tipo de acciden-
tes. Accidentes que por otra parte son muy comunes teniendo en
cuenta que el robot estara´ destinado a la realizacio´n de pruebas de
competicio´n.
4.2.2. Cintura mo´vil
Otra de las modificaciones ba´sicas a realizar sobre la plataforma
robo´tica ha sido la inclusio´n de un servo adicional Dynamixel AX-
12A para articular la cintura. Aparte de la mejora de capacidades
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que se produce en los movimientos del robot, servira´ para girar la
direccio´n de la ca´mara radialmente. Podr´ıa decirse que entre el servo
de la cabeza y el de la cintura se ha creado un sistema distribuido
de pan-tilt que permitira´ mover la ca´mara en todas las direcciones
manteniendo fija la base del robot, es decir, sus piernas.
4.3. Sensorizacio´n
El funcionamiento del robot y su control va a estar basado prin-
cipalmente en la ca´mara y los algoritmos de visio´n que se progra-
mara´n. No obstante, la ca´mara consume muchos recursos del proce-
sador y existen alguna tareas sencillas que es ma´s fa´cil programar
con sensores ma´s simples. A continuacio´n se muestra un estudio de
sensores que pueden ser u´tiles en el proyecto.
4.3.1. Sensores de distancia
Existen diferentes tipo de sensores de distancia. El propo´sito de
estos sensores no es otro que la medicio´n de longitudes utilizando
diferentes principios f´ısicos. Se ha planteado el uso de sensores in-
frarrojos y/o de sensores de ultrasonidos.
Sensores de luz infrarroja
Los sensores infrarrojos, como el que aparece en al figura 4.2 ba-
san su funcionamiento en la reflexio´n de luz infrarroja sobre superfi-
cies. El sensor esta´ formado por dos LEDs infrarrojos, uno emisor y
otro receptor. El emisor emite de forma continua una luz infrarroja
dirigida hacia un punto fijo. Si en ese punto fijo se encuentra un
objeto f´ısico, la luz se reflejara´ y sera´ captada por el diodo recep-
tor. La salida de estos sensores se mide mediante la diferencia de
potencial que se produce en el diodo receptor. Se ha estudiado la
inclusio´n en el proyecto de sensores infrarrojos Sharp, especialmente
de su modelo GP2Y0A21YK, que tiene un rango de operacio´n de
entre 4 y 150cm.
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Figura 4.2: Sensor infrarrojo.
Sensores de ultrasonidos
Los sensores de ultrasonidos detectan distancias basa´ndose en el
tiempo en el que un sonido de alta frecuencia recorre el espacio. Nor-
malmente, los sensores de ultrasonidos tienen dos focos, uno emisor
y otro receptor. Una de las diferencias de este tipo de sensores con los
sensores infrarrojos es que mientras los sensores infrarrojos toman
medidas de un punto, el rango de operacio´n de los sensores de ultra-
sonidos se abre en un como de 60o de amplitud desde su emisor. Se
ha analizado el sensor de ultrasonidos HC-SR04 como posible can-
didato para formar parte del robot por su fa´cil accesibilidad. Otro
punto importante es que en estos sensores la salida es proporcional
a la distancia medida, es decir, se adecu´a a una recta. Es por esto
por lo que podremos realizar medidas reales directamente midiendo
la salida del sensor.
Figura 4.3: Sensor de ultrasonidos
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Experimentos de medida
Para poner en pra´ctica y obeservar las diferencias teo´ricas que
existen entre el funcionamiento de ambos sensores, se ha llevado a
cabo un pequen˜o experimento en el que se han realizado medidas de
longitud entre el sensor y un obsta´culo. Para ello, se han analizado
tres configuraciones posibles. En cada imagen, se ha marcado en azul
el rango de accio´n del sensor. La l´ınea roja representa la distancia
que medira´ el sensor en cada situacio´n.
En el experimento de la figura 4.4 se ha colocado un obsta´culo
como los que se utilizan en la prueba de navegacio´n de CEABOT
en posicio´n frontal y recta. Puede observarse que en esta situacio´n
ambos sensores medir´ıan de forma similar la distancia entre el sensor
y el obsta´culo.
Figura 4.4: Primer experimento.
En el experimento de la figura 4.5 se ha desplazado el objeto
ligeramente hacia la derecha. Puede observarse co´mo el rango de
accio´n del sensor infrarrojo, al tener una forma lineal, no detecta
el obsta´culo. Mientras tanto, el sensor de ultrasonidos es capaz de
detectarlo, ya que en esa posicio´n sigue estando dentro de su rango
de accio´n.
Figura 4.5: Segundo experimento.
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Por u´ltimo, el experimento de la figura 4.6 muestra el compor-
tamiento de ambos sensores al enfrentarse a una superficie oblicua.
Tal y como puede observarse en la imagen, el sensor infrarrojo rea-
liza una medida puntual a la zona del obsta´culo que se interpone
en su rango de accio´n. Por otra parte, el sensor de ultrasonidos nos
devuelve la distancia del punto del objeto que, encontra´ndose dentro
de su rango, constituye la distancia mı´nima entre ambos.
Figura 4.6: Tercer experimento.
De este experimento pueden sacarse varias conclusiones. La pri-
mera de ellas es que no existe un sensor mejor que el otro, cada uno
destaca en una funcionalidad. Un sensor infrarrojo nos dara´ una me-
jor precisio´n a la hora de realizar medidas de distancia en un punto
concreto, sin embargo, su rango de accio´n es limitado y sera´ impor-
tante controlar donde esta´ apuntando exactamente en cada momen-
to. El sensor de ultrasonidos por su parte, detectara´ un obsta´culo con
mayor probabilidad, pero siempre existira´ un incertidumbre respecto
al posicionamiento exacto del obsta´culo que estamos midiendo. De
esta forma, un sensor infrarrojo sera´ u´til cuando necesitemos preci-
sio´n en la posicio´n del objeto y por este motivo, sera´ el seleccionado
para montarse en el robot. De todos modos, no se descarta la idea
de montar tambie´n sensores de ultrasonidos en un futuro.
4.3.2. Sensores inerciales
El control del equilibrio del robot es muy importante en configu-
raciones b´ıpedas, ya que estos robots son conocidos por su facilidad
para tropezar y caer al suelo. Con el objetivo de analizar la posicio´n
del robot respecto al suelo se ha requerido la inclusio´n de diferentes
sensores inerciales.
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Acelero´metro y giroscopio
En el mercado existen varios modelos econo´micos. En este pro-
yecto se ha utilizado el sensor MPU9150 que aparece enla figura 4.7.
Se trata de un sensor inercial compuesto de acelero´metro de 3 ejes,
giroscopio de 3 ejes y bru´jula de 3 ejes. Este sensor combina dos
sensores, un MPU6050 (incluye el acelero´metro y el giroscopio) y
un AK8975 (incluye la bru´jula). Sin embargo, en la pra´ctica se ob-
servo´ que la bru´jula incluida en el sensor era muy propensa a sufrir
interferencias, por lo que se decidio´ montar una bru´jula adicional
que no tuviese estos problemas.
Figura 4.7: Sensor inercial MPU9150.
Bru´jula magne´tica
La inclusio´n de una bru´jula es indispensable cuando se requiere
conocer la direccio´n en la que se desplaza un robot. En este pro-
yecto se montara´ un bru´jula para evaluar si el desplazamiento del
robot se produce de forma recta y efectuar los redireccionamien-
tos necesarios. Existen diferentes modelos de bru´julas digitales en
el mercado. Todas ellas basan su funcionamiento en la deteccio´n y
medicio´n de campos magne´ticos. Para lograr conocer la orientacio´n
del robot, la bru´jula debera´ apoyarse en su posicio´n respecto a la del
campo magne´tico terrestre. El gran problema de estos dispositivos
es su facilidad para modificar sus medidas cuando existe un campo
magne´tico fuerte en su entorno. Esta interferencias pueden ser cau-
sadas por aparatos electro´nicos, estructuras meta´licas o incluso por
los propios componentes del robot.
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Figura 4.8: Bru´jula magne´tica CMPS03.
Para este proyecto se ha utilizado una bru´jula CMPS03 como la
de la figura 4.8. El motivo de haber seleccionado este modelo frente a
otros ma´s comu´nes, como por ejemplo la HMC5883L, se debe a que
ya ha sido utilizada en anteriores proyectos robo´ticos en la asociacio´n
con muy buenos resultados. Esto se debe en parte a que la placa del
sensor incluye un PIC que se encarga de calibrar y comunicar los
datos medidos, de forma que no sera´ necesario que el controlador del
robot realice estos ca´lculos y podra´ utilizar directamente la medida
extra´ıda.
4.3.3. Ca´mara
La eleccio´n de la ca´mara ha sido condicionada principalmente
por su compatibilidad con el driver de Linux v4l2. Existe una am-
plia variedad de ca´maras va´lidas en el mercado. Dado el cara´cter
de este proyecto, se ha optado por utilizar una webcam, ya que son
ma´s accesibles que las ca´maras avanzadas de investigacio´n y los al-
goritmos de visio´n que sera´n programados no requieren ima´genes de
alta calidad.
Figura 4.9: Microsoft LifeCam Cinema.
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El modelo selecionado ha sido una Microsoft LifeCam Cinema
como la que aparece en la figura 4.9. Entre sus cara´cter´ısticas desta-
can su posibilidad de grabar v´ıdeo en 720p HD, enfoque automa´tico
y la regulacio´n de brillos en tiempo real. Adicionalmente, se trata
de una ca´mara de fa´cil desmontaje y dimensiones contenidas, por lo
que sera´ sencillo integrarla en el robot.
Cabe remarcar que antes de utilizar esta ca´mara se realizaron
pruebas con una Hama Pocket, pero dada su baja calidad de cons-
truccio´n presento´ diversos problemas de fiabilidad y fue descartada
en favor de la Microsoft.
4.4. Eleccio´n del controlador
Llegamos a un punto cr´ıtico del proyecto, y es la eleccio´n de un
controlador para nuestro sistema. La controlador CM-5 contenida en
el kit original de Bioloid Comprehensive se encuentra muy lejos de
poder soportar el conjunto de nuevos dispositivos que se usara´n en el
proyecto. Necesitaremos reemplazarla por un sistema ma´s complejo
que nos permita conectar y programar los sensores seleccionados,
programar algoritmos de visio´n y comunicarse con los servos Dyna-
mixel.
Para solucionar esto se decide colocar un SBC (Single Board
Computer, ordenador de placa u´nica), que dadas sus capacidades
de procesamiento se utilizara´ como controlador principal. Asimismo,
sera´ el encargado de realizar el procesamiento de ima´genes. Junto al
SBC se conectara´ un controlador ma´s sencillo basado en un micro-
controlador para controlar los Dynamixel AX-12A por separado.
De esta forma, el controlador del robot estara´ formado por dos
elementos, el SBC que se encargara´ del procesamiento de ima´genenes
y sensores, y un microcontrolador se encargara´ de la locomocio´n del
robot.
4.4.1. Controlador de locomocio´n
El controlador de locomocio´n debe encargarse de mover los 20
servos del robot y de comunicarse con el controlador de visio´n para
recibir instrucciones. A continuacio´n se realiza un estudio de posibles
placas que podr´ıan utilizarse.
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Arduino
Las placas Arduino se han hecho famosas por su fa´cil progra-
macio´n y puesta en marcha. Dada su popularidad, existe una gran
comunidad de usuarios que generan documentacio´n de forma cons-
tante. Con una placa Arduino disponemos de una amplia coleccio´n
de librer´ıas para interactuar con sensores y actuadores. Sin embargo,
estas placas por s´ı solas no soportan la comunicacio´n con los servos
Dynamixel. Por esta razo´n, se ha desestimado su uso en el proyecto.
Arbotix
La placa Arbotix, mostrada en la figura 4.10, esta´ basada, al igual
que las placas Arduino, en un microcontrolador AVR. No obstante,
esta placa de desarrollo esta´ orientada principalmente a la cons-
truccio´n de pequen˜os robots, por lo que posee capacidades mejores
que las de las placas Arduino. Entre sus especificaciones destacan:
2 puertos serie (uno de ellos reservado para el bus Dynamixel), 32
pines de entrada/salida, 8 entradas analo´gicas, 2 drivers de 1A para
motores de continua y zo´calos para la conexio´n de mo´dulos XBEE.
Figura 4.10: Placa Arbotix.
El problema de estas placas es que no existe un distribuidor que
las venda en Europa. Eso no solo significa que sean dif´ıciles de con-
seguir, sino tambie´n que no tienen demasiados usuarios, y por tanto
la documentacio´n es escasa y heteroge´nea.
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Serie OpenCM
Recientemente la empresa Robotis ha sacado a la venta una nueva
l´ınea de placas de desarrollo, las placas OpenCM. En la figura 4.11
se muestra una CM900. Estas placas de desarrollo esta´n basadas en
las placas Arduino, copiando sus funcionalidades y an˜adiendo al sis-
tema la posibilidad de comunicarse con actuadores Dynamixel. Su
entorno de programacio´n esta´ basado en Arduino IDE y continene
librer´ıas similares a las de Arduino para la comunicacio´n con senso-
res y actuadores. Su alta compatibilidad con Arduino proporciona
al usuario una mayor facilidad a la hora de buscar documentacio´n
sobre co´mo utilizar la placa.
Figura 4.11: Placa CM900.
Si bien es cierto, es necesario comentar que la primera edicio´n, la
CM900, presento´ problemas en su disen˜o que la conviertieron en una
placa muy poco fiable y propensa a deteriorarse prematuramente.
En este proyecto se utilizara´ la OpenCM9.04, sucesora de la CM900,
con similares capacidades y taman˜o reducido. Entre sus especifica-
ciones destacan: Un microcontrolador ARM Cortex-M3, 26 pines de
entrada/salida, 10 entradas analo´gicas de 12 bits y 3 puertos serie
(uno de ellos reservado para el bus Dynamixel).
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Figura 4.12: Placa OpenCM9.04.
4.4.2. Controlador de visio´n
Como controlador principal, se utilizara´ un SBC (Single Board
Computer). Por taman˜o y capacidades existen dos alternativas di-
rectas: La Raspberry Pi B y la BeagleBone Black.
Raspberry Pi
La Raspberry Pi es un ordenador completo del taman˜o de una
tarjeta de cre´dito, dirigida a formar parte de proyectos de electro´ni-
ca, informa´tica y robo´tica. Dado su bajo coste y fa´cil adquisicio´n,
la Raspberry Pi cuenta con una comunidad de usuarios muy exten-
sa repartida a lo largo del mundo. En internet existen colecciones
de tutoriales educativos para formar al usuario y dar soporte a sus
proyectos. En el cuadro 4.1 se describen las especificaciones te´cnicas
de la placa.
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Especificaciones Raspberry
PI modelo B
CPU ARM 1176JZFS 700 MHz
Memoria (SDRAM) 512 MB (compartidos con la GPU)
Puertos USB 2.0 2 (v´ıa hub USB integrado)
Almacenamiento integrado SD / MMC / ranura para SDIO
Perife´ricos de bajo nivel 8 x GPIO, SPI, I2C, UART
Consumo energe´tico 700 mA (3.5 W)
Fuente de alimentacio´n 5 V v´ıa Micro USB o GPIO header
Dimensiones: 85.60mm × 53.98mm
Sistemas operativos sopor-
tados:
GNU/Linux: Debian (Raspbian), Fe-
dora (Pidora), Arch Linux (Arch Li-
nux ARM), Slackware Linux. RISC
OS2
Cuadro 4.1: Especificaciones Raspberry Pi B.
En el caso que nos ocupa, ser´ıa una perfecta candidata a ocu-
parse del procesamiento de ima´genes del robot, sin embargo hay
algunos detalles que es importante conocer. El primer problema de
la Raspberry Pi es que la lo´gica de sus pines trabaja a 5V, mientras
que la placa que hemos seleccionado para la parte de locomocio´n, la
OpenCM, funciona a 3.3V. Esto significa que para comunicar ambas
placas ser´ıa necesario incluir un convertidor lo´gico en el sistema. Por
otra parte, sus GPIOs tienen un funcionamiento puramente binario,
sin entradas analo´gicas ni generacio´n de sen˜ales PWM. Por u´ltimo,
como puede observarse en la figura 4.13 aunque tiene un taman˜o
razonable, la placa cuenta con varios conectores de v´ıdeo, audio, co-
nexion en red, etc. que aunque podr´ıan resultar u´tiles en otro tipo
de proyectos, en nuestro caso estorbara´n a la hora de integrar el
dispositivo en la espalda del robot.
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Figura 4.13: SBC Raspberry B.
BeagleBone Black
La BeagleBone Black de Texas Instruments, fotografiada en la
figura 4.14, no es tan popular como la Raspberry Pi, sin embargo
posee algunas caracter´ısticas muy interesantes.
Figura 4.14: SBC BeagleBone Black.
Como puede observarse en el cuadro 4.2, sus caracter´ısticas son
ligeramente superiores a las de la Raspberry. Principalmente, el he-
cho de que tenga tal variedad de pines la hace muy adecuada pa-
ra usarse como controlador principal de un robot. La BeagleBone
Black actualmente no cuenta con una comunidad tan extensa como
la Raspberry Pi, pero cada vez se ve ma´s en proyectos. El proble-
ma fundamental de la BeagleBone Black es la falta de librer´ıas en
C/C++ que permitan programar sus perife´ricos de bajo nivel. Esto
significa que en el caso de utilizar esta placa, se debera´n programar
librer´ıas propias para estos propo´sitos.
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Especificaciones BBB
CPU AM335x 1GHz ARM Cortex-A8
Memoria (SDRAM) 512 MiB
Puertos USB 2.0 1x Standard A y 1x mini B
Almacenamiento integrado 4GB 8-bit eMMC / microSD
Perife´ricos de bajo nivel
4xUART, 8x PWM, LCD, GPMC,
MMC1, 2x SPI, 2x I2C, A/D Conver-
ter, 2x CAN bus
Consumo energe´tico 1200 mA (6 W)
Fuente de alimentacio´n
5 V v´ıa Micro USB, jack de 5.5mm a
5 V o GPIO header
Dimensiones: 86.40 mm × 53.30 mm
Sistemas operativos sopor-
tados:
Fedora, Android, Ubuntu, Debian,
openSUSE , A˚ngstro¨m, FreeBSD,
NetBSD, OpenBSD, QNX, MINIX 3,
RISC OS, y Windows Embedded.
Cuadro 4.2: Especificaciones BeagleBone Black.
Por otro lado, su lo´gica funciona a 3.3V y es ma´s compacta que
la Raspberry Pi. Por todo lo comentado, y aunque trabajar con ella
pueda resultar ma´s tedioso que con la Raspberry Pi, se ha seleccio-
nado la Beaglebone Black como controlador principal del robot.
4.4.3. Arquitectura hardware
Una vez se ha seleccionado todos los elementos que fomara´n par-
te del robot, se ha disen˜ado el conexionado que llevara´n. Tal y como
se ha ido viendo a lo largo de este apartado, por un lado tendre-
mos la OpenCM, que se encargara´ de controlar el servo PWM y
los servos Dynamixel. La BeagleBone en cambio, se encargara´ de
recibir los datos de todos los sensores y de la ca´mara. Las dos pla-
cas se conectara´n en serie. El diagrama de la figura 4.15 representa
las conexiones de todos los dispositivos, a excepcio´n de la parte de
alimentacio´n, que se vera´ en la pro´xima seccio´n.
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Figura 4.15: Diagrama de conexiones.
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4.5. Alimentacio´n
La bater´ıa contenida en el kit es una bater´ıa NiMH de 8 elementos
AA Sanyo Eneloop que desarrolla 9.6V y 1900mAh. Para el consumo
de este robot es una opcio´n aceptable que proporciona cerca de 10
minutos de autonomı´a. No esta´ mal si se tiene en cuenta que pruebas
con el CEABOT tiene una duracio´n ma´xima limitada a 5 minutos.
No obstante, tiene un inconveniente: su peso y su volumen es muy
alto. Al estar situada en la espalda, el centro de gravedad del robot
sube en altura de forma considerable. Esto causa inestabilidades y
complica bastante la programacio´n de desplazamientos.
4.5.1. Bater´ıa
Por las razones descritas, se ha decidido buscar una alternativa.
Los requisitos para seleccionar una bater´ıa vienen marcados por tres
factores: la tensio´n de funcionamiento de los servos, la de las placas
de control y la de los sensores. Pero dado que los servos tienen una
tensio´n de operacio´n en un rango de 9V a 12V, respecto al resto
de elementos que sera´n alimentados a 5V o 3.3V, nos centraremos
principalmente en encontrar una bater´ıa adecuada para los servos.
Hoy en d´ıa, las bater´ıas NiMH esta´n empezando a caer en desuso
a favor de las bater´ıas de litio. Se barajaron dos posibilidades.
Bater´ıas de pol´ımero de litio
Las bater´ıas de pol´ımero de litio, ma´s conocidas como bater´ıas
LiPo, destacan por desarrollar una tasa de descarga bastante alta
y por tener un taman˜o y peso reducido. Dado su uso en automo-
delismo y aeromodelismo, son unas bater´ıas muy comunes que en
los u´ltimos an˜os han ido bajando su precio. Actualmente existe una
gran variedad de bater´ıas LiPo de diversos taman˜os y precio ase-
quible. Cada ce´lula LiPo ofrece 3.7V, por lo que la eleccio´n correcta
para este robot ser´ıa una bater´ıa de 3S, o lo que es lo mismo, 11.1V.
Sin embargo, las bater´ıas LiPo tienen un inconveniente impor-
tante, su fragilidad. El proceso de carga y descarga de una bater´ıa
de este tipo no es un asunto trivial, una sobredescarga de la ba-
ter´ıa provoca un deterioro inmediato de la misma, calentando sus
elementos e incluso pudiendo llegar a incendiarse. Es por ello que
se necesita un cargador con capacidad para balancear las ce´lulas, de
forma que las tensiones de cada una de ellas se tengan bajo control
durante el proceso.
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Bater´ıas de litio fosfato de hierro
Las bater´ıa de litio fosfato de hierro, es decir, LiFe, son conocidas
por su gran resistencia y larga vida u´til. Cada ce´lula de LiFe desa-
rrolla 3.3V y no presenta problemas por sobredescargas. De hecho,
estas bater´ıas ni siquiera requieren de un cargador balanceador para
su carga, sino que pueden cargarse sin problemas con un cargador
normal. El gran problema de estas bater´ıas es que sus elementos son
bastante voluminosos, y, al no ser tan populares como las LiPo, tam-
poco es demasiado fa´cil encontrar modelos de taman˜o y capacidad
adecuados en el mercado.
Eleccio´n y disen˜o del sistema
Por su taman˜o y prestaciones se ha elegido la bater´ıa LiPo Rhino
de 3S y 1750mAh que aparece en la figura 4.16. Esta bater´ıa tiene
unas dimensiones perfectas para montarse en la cintura del robot y
su peso (109 gramos) es mucho menor al de la bater´ıa original (215
gramos).
A continuacio´n se presenta una tabla (cuadro 4.3) con una esti-
macio´n del consumo medio de todos los elementos seleccionados.
Figura 4.16: Bater´ıa LiPo.
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Dispositivo Nu´mero Consumo unitario Consumo total
Dynamixel
AX-12A
x19 11,1V · 600mA = 6660mW 126540mW
TowerPro
MG90s
x1 5V · 120mA = 600mW 600mW
BeagleBone
Black
x1 5V · 1200mA = 6000mW 6000mW
OpenCM
9.04
x1 11,1V · 90mA ' 1000mW 1000mW
Sharp IR x2 5V · 30mA = 150mW 300mW
MPU9150 x1 3,3V · 15mA ' 50mW 50mW
HMC5883L x1 3,3V · 12mA ' 40mW 40mW
Microsoft Li-
feCam




Cuadro 4.3: Consumo medio.
Por tanto, la estimacio´n de autonomı´a del robot en funcionamien-






Entre 8 y 9 minutos de autonomı´a teo´ricos es un buena cifra
contando con el taman˜o del robot y sus prestaciones. Como con-
clusio´n podemos remarcar el hecho de que gracias al nuevo sistema
de alimentacio´n hemos podido introducir los dispositivos necesarios
para cumplir los requerimientos de este proyecto sin comprometer
la autonomı´a del robot.
4.5.2. Regulador de tensio´n
Hasta aqu´ı parece que es suficiente con la eleccio´n de la nueva
bater´ıa, sin embargo, au´n falta un detalle que deberemos resolver.
La mayor parte de los dispositivos que forman el conjunto esta´n
alimentados a 5V. La bater´ıa que hemos elegido tiene una tensio´n
4.5. ALIMENTACIO´N 45
de 11.1V, y se ha observado, que cuando esta´ cargada al ma´ximo
desarrolla hasta 12.6V. No podemos alimentar la BeagleBone Black
y el resto de componentes a una tensio´n tan alta, por lo que sera´ ne-
cesario colocar un regulador que nos proporcione 5V.
Regulador lineal
La primera idea fue utilizar un pequen˜o circuito con un regula-
dor lineal LM7805. El LM7805 es un componente muy comu´n en los
circuitos electro´nicos, ya que ofrecen una salida de 5V a partir de
tensiones de entrada de hasta 35V. En principio no parecer´ıa muy
descabellado conectar los servos AX-12A y la placa OpenCM direc-
tamente a la bater´ıa, y conectar el resto de componentes a trave´s
del regulador.
No obstante existen dos problemas para realizar este montaje.
El primero es que la eficiencia de este componente es muy pobre,
cercana al 60 % segu´n su hoja de caracter´ısticas. Esto provocar´ıa
una disminucio´n dra´stica en el tiempo de operacio´n del robot y una
disipacio´n de energ´ıa tan alta que ser´ıa necesario incluir un disipa-
dor. Pero el segundo problema es ma´s importante: el componente
esta´ disen˜ado para aportar una corriente ma´xima al circuito de 1
amperio. Teniendo en cuenta los datos del cuadro 4.3, solo la Bea-
gleBone Black ya requiere una corriente de 1.2A, y junto al resto de
componentes, asciende hasta 1.7A . Un consumo superior al marca-
do por el fabricante puede producir fallos de funcionamiento en el
componente. En este caso particular, podr´ıa producirse un calenta-
miento excesivo, que a su vez puede llegar a provocar cortocircuitos
internos entre la patilla de entrada y la de salida. Las consecuencias
de un fallo as´ı ser´ıan nefastas, ya que deteriorar´ıan los dispositivos
conectados a e´l.
Convertidor UBEC
Un UBEC es un convertidor DC-DC de tipo reductor. El dispo-
sitivo se muestra en la figura 4.17. Los UBEC se utilizan normal-
mente con bater´ıas de litio cuando el sistema necesita una tensio´n
de alimentacio´n de 5V o 6V. Es por ello que se utilizan mucho en
receptores de emisoras de radiocontrol, y gracias a esto existe una
amplia variedad de UBECs asequibles en el mercado. La mayor ven-
taja de estos circuitos convertidores es su eficiencia superior al 90 %.
Gracias a esto nuestro sistema tendra´ unas perdidas menores, no se
calentara´ en exceso y gozara´ de una autonomı´a superior.
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Figura 4.17: Convertidor DC-DC comercial.
Eleccio´n final
Tal y como se comentaba anteriormente, nuestro sistema tiene
un consumo estimado de unos 1.7A en la salida de 5V, por lo que
un UBEC de 3A ser´ıa suficiente para proporcionar al circuito la
corriente necesaria para su funcionamiento. Adicionalmente se han
incluido unos condensadores en la entrada y salida del circuito para
evitar ca´ıdas bruscas de tensio´n debidas a requerimientos de inten-
sidad ano´malos. Este sistema nos proporcionara´ una distribucio´n de




A continuacio´n se presentan las herramientas ba´sicas que sera´n
necesarias durante el desarrollo del proyecto.
5.1. Herramientas de disen˜o y fabricacio´n de pie-
zas
Dado que la plataforma robo´tica seleccionada requiere modifica-
ciones meca´nicas para permitir el montaje de los componentes nece-
sarios, se requiere construir una serie de piezas que sustituyan a las
originales y que aporten al robot algunas caracter´ısticas de las que
carece. Todas las piezas del robot sera´n disen˜adas con OpenSCAD
e impresas posteriormente con una impresora 3D open-source.
5.1.1. OpenSCAD
OpenSCAD [26] es un programa destinado a la creacio´n de obje-
tos so´lidos tridimensionales. Se trata de software libre y es compati-
ble con Linux/UNIX, Windows y Mac OS X. A diferencia de otros
programas de disen˜o 3D, OpenSCAD no se centra en los aspectos
art´ısticos del disen˜o, sino en el aspecto te´cnico. Por ello, es una
aplicacio´n muy interesante cuando nuestro objetivo es crear piezas
meca´nicas,y en este caso particular, para un robot.
La propiedad ma´s caracter´ıstica de OpenSCAD y que le hace di-
ferente de otros programas de disen˜o como SolidWorks o FreeCAD,
es su interfaz, mostrada en la figura 5.1. Este programa funciona
como un compilador de objetos 3D, leyendo un script que describe
el objeto y renderizando el objeto a partir de ese archivo. Gracias a
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esto, el usuario tiene total control sobre el proceso de modelado, per-
mitiendo la realizacio´n de modelos variables a partir de para´metros
configurables.
OpenCad tambie´n permite el disen˜o de modelos planos, siendo
compatible con formatos como DXF. Sin embargo, para el caso de
este proyecto, los archivos que nos interesa producir son los STL.
Figura 5.1: Pantalla del editor de OpenSCAD.
5.1.2. Impresio´n 3D
Para la fabricacio´n de las piezas que integran el robot, se ha uti-
lizado la impresora 3D [27] replicable open-source modelo Prusa i2
Air de construccio´n casera de al figura 5.2. La configuracio´n habitual
de esta impresora ha sido mejorada con un extrusor Budaschnozzle
1.3 y una electro´nica Sanguinololu 1.3b.
Esta impresora, dado su funcionamiento, pertenece a la familia
del modelado por deposicio´n fundida. La materia prima que utilizan
este tipo de impresoras es un rollo de filamento de pla´stico termofu-
sible de entre 1.5 y 3mm de dia´metro. En este caso, se utilizara´ ABS
de 3mm. Se ha utilizado pla´stico ABS en favor de otro materiales
como el PLA porque tiene una elasticidad ligeramente superior y
resiste mejor los impactos. El filamento de pla´stico es dirigido a un
extrusor que empuja el material a trave´s de un conducto caliente
conocido como hotend. Al llegar a este punto, el filamento se funde
y se hace pasar por un agujero de salida de taman˜o muy inferior
al de entrada, produciendo hilos de material fundido. Durante la
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impresio´n, el extrusor deposita pla´stico fundido a lo largo de di-
ferentes trayectorias con el objetivo de formar capas horizontales
so´lidas. Mediante la apilacio´n de estas capas se consigue dotar de
altura al modelo y crear la pieza requerida. A trave´s del programa
Repetier-Host, que se ocupa de gestionar el funcionamiento de la
impresora desde el ordenador, y partiendo de los archivos STL que
han sido generados anteriormente desde OpenSCAD, la impresora
nos permite desarrollar prototipos y piezas finales para el proyecto.
Figura 5.2: Impresora 3D Prusa i2 Air.
5.2. Herramientas de disen˜o de circuitos
Dado que se va a necesitar expandir las conexiones f´ısicas del
controlador, se requiere disen˜ar una placa de expansio´n que permita
realizar un montaje adecuado del sistema.
5.2.1. KiCad
KiCad [28] es una de las herramientas libres ma´s avanzadas para
el disen˜o electro´nico asistido (EDA) que pueden encontrarse a d´ıa
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de hoy. Cuenta con un grupo de ma´s de 150 desarrolladores y una
extensa comunidad de usuarios entre quienes se pueden destacar
laboratorios como el CERN[29].
KiCad permite crear disen˜os electro´nicos pasando por todas las
fases del proceso, desde la idea a los ficheros de fabricacio´n y la
simulacio´n 3D de la placa. El entorno, mostrado en la figura 5.3,
cuenta con cuatro aplicaciones independientes:
Eeschema. Editor del esquema´tico.
Pcbnew. Editor de la placa de circuito impreso.
Gerbview. Visor de archivos GERBER
Cvpcb. Editor de huellas para componentes.
Figura 5.3: KiCad.
KiCad es un programa multiplataforma, escrito con wxWidgets
para ser ejecutado en FreeBSD, Linux, Microsoft Windows y Mac
OS X. Existe una amplia coleccio´n de librer´ıas de componentes, a
las cuales se suma la posibilidad para el usuario de crear componen-
tes personalizados. Adema´s, existen herramientas para importar los
componentes de otros EDA, como por ejemplo desde EAGLE.
5.3. Herramientas de programacio´n
Este proyecto conlleva una programacio´n a diferentes niveles, des-
de el control de movimientos de los actuadores desde un microcon-
trolador hasta el disen˜o de algoritmos de navegacio´n a alto nivel.
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5.3.1. OpenCV
OpenCV[30] es una librer´ıa libre de visio´n artificial. Fue creada
en 1999 por Intel y liberada un an˜o ma´s tarde en la conferencia
anual IEEE Conference on Computer Vision and Pattern Recog-
nition. Existen infinidad de aplicaciones, como la programacio´n de
deteccio´n de movimiento para ca´maras de seguridad o la deteccio´n
visual de caracter´ısticas importantes en diferentes etapas del proceso
de fabricacio´n de un producto. La gran popularidad de OpenCV se
debe a que su publicacio´n se da bajo licencia BSD, que permite que
sea usada libremente para propo´sitos comerciales y de investigacio´n.
OpenCV tambie´n es multiplataforma y existen versiones para
GNU/Linux, Windows y Mac OS X. Entre sus funcionalidad, se
abarcan campos de la visio´n por computador como el reconocimien-
to de objetos, calibracio´n de ca´maras, visio´n 3D y visio´n robo´tica.
Adema´s, OpenCV esta´ programado de forma muy optimizada en C
y C++, lo que le otorga una alata eficiencia y aptitud para aplica-
ciones en tiempo real.
5.3.2. Qt Creator
Qt Creator[31] es un entorno de desarrollo multiplataforma y
open-source desarrollado por la compan˜´ıa noruega Trolltech. Sopor-
ta C++, JavaScript y QML. El editor, mostrado en la figura 5.4,
incluye resalto de sintaxis y funciones de autocompletado, muy u´ti-
les cuando se trabaja con proyectos de una extensio´n media o alta.
Qt Creator utiliza el compilador de C++ de GNU Compiler Collec-
tion (o lo que es lo mismo, GCC). Qt Creator intepreta por defecto
archivos de CMake.
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Figura 5.4: Qt Creator.
5.3.3. CMake
CMake [32] es una herramienta open-source para la administra-
cio´n de la generacio´n de co´digo. El nombre CMake es una abrevia-
tura de cross platform make (make multiplataforma).
CMake es un conjunto de herramientas creado para construir,
probar y empaquetar software. Se utiliza para controlar el proceso
de compilacio´n del software usando ficheros de configuracio´n sen-
cillos e independientes de la plataforma. CMake genera makefiles
nativos y espacios de trabajo que pueden usarse en el entorno de
desarrollo deseado. CMake soporta la generacio´n de ficheros para
varios sistemas operativos, lo que facilita el mantenimiento y eli-
mina la necesidad de tener varios conjuntos de ficheros para cada
plataforma.
El proceso de construccio´n se controla creando uno o ma´s ficheros
CMakeLists.txt en cada directorio del proyecto.
5.3.4. CM9 IDE
CM9 IDE[33] es un entorno de programacio´n basado en Arduino
IDE, preparado para programar placas electro´nicas de la serie OpenCM.
Soporta programacio´n en C/C++ y es compatible con la mayor´ıa
de las librer´ıas de Arduino. CM9, monstrado en la figura 5.5, consti-
tuye un entorno centralizado desde el cual se puede escribir co´digo,
compilarlo y cargarlo en la placa OpenCM sin necesidad de ninguna
otra aplicacio´n adicional.
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Figura 5.5: CM9 IDE.
5.3.5. Git
Git[34] es un software de control de versiones disen˜ado para con-
trolar el co´digo de un proyecto en sus distintas iteraciones. Se di-
sen˜o´ pensando en la eficiencia y seguridad del mantenimiento de
versiones de aplicaciones cuando estas tienen un gran nu´mero de
archivos de co´digo fuente e involucran a varios desarrolladores. Este
proyecto se ha desarrollado enteramente en un repositorio online.
Con todas las herramientas comentadas en este apartado, se tie-
nen los recursos suficientes para comenzar la construccio´n del robot.
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Cap´ıtulo 6
Disen˜o de las partes
meca´nicas
La mayor parte de las piezas que monta RAIDER han sido re-
disen˜adas para mejorar su funcio´n y/o permitir el alojamiento de
nuevos dispositivos. Adema´s, al haber sido disen˜adas con OpenS-
CAD, ha sido posible parametrizarlas para facilitar modificaciones
futuras. Acciones como agregar a una pieza un soporte para un sen-
sor determinado son ahora mucho ma´s ra´pidas. La lista de piezas
puede consultarse en el anexo 1, mientras que los planos se entregan
en el anexo 5. Adema´s, todas las fuentes de disen˜o pueden consul-
tarse en el repositorio del proyecto [35].
6.1. Cabeza
Uno de los principales objetivos del proyecto, el tomar datos del
entorno con una ca´mara, requiere el disen˜o y montaje se un soporte
mo´vil en el que poder albergar la webcam. Se ha decidido colocar
la webcam en la cabeza del robot por ser la zona ma´s alta del robot
y por tener espacio para su libre movimiento. La cabeza estara´ for-
mada por cuatro piezas: bancada del servo, cha´sis, tapa con ranura
para el cable y soporte de la ca´mara. En la imagen de la figura 6.1
se muestran las piezas.
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Figura 6.1: Piezas necesarias para montar la cabeza.
6.2. Cintura
Como se comento´ en el apartado 4.2.2, ha sido necesario incluir
un servo adicional en la cintura que permita realizar movimientos
horizontales del tronco del robot respecto a la piernas. Como puede
verse en la figura 6.2, consta de dos piezas que aprisionan el servo-
motor y otra ma´s que se utilizara´ como soporte de la bater´ıa.
Figura 6.2: Piezas necesarias para montar la cintura.
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6.3. Tronco
Para disen˜ar el tronco existen varias premisas. Necesitamos un
cuerpo que permita albergar el nuevo controlador, soportar los ser-
vos de los hombros, tener una zona adecuada para montar la cabeza
y una base firme que permita atornillarlo al nuevo servo de la cin-
tura. El la imagen de la figura 6.3 se muestran las piezas necesarias
para montar el tronco: pecho, espalda y protector.
Figura 6.3: Piezas necesarias para montar el tronco.
6.4. Brazos
En este apartado se han disen˜ado diferentes tramos del brazo.
Con ello se ha conseguido dotarle de una total modularidad, sepa-
rando uniones entre servos, soportes para sensores y protectores.
Gracias a esto, es muy sencillo sustituir unas piezas por otras. En
este caso se han inclu´ıdo sensores infrarrojos en los antebrazos, sin
embargo, si se necesitase cambiarlos por sensores de ultrasonidos (o
cualquier otro sensor) solo ser´ıa necesario modificar y reimprimir
la bancada del sensor. En la figura 6.4 se presentan las piezas que
forma un brazo.
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Figura 6.4: Piezas necesarias para montar un brazo.
6.5. Piernas
En cuanto a las piernas, mostradas en la figura 6.5, se han modifi-
cado con dos objetivos: rigidificar sus tramos y acortar levemente su
longitud para descargar peso en las articulaciones. Al mismo tiem-
po, ayudara´n a bajar el centro de gravedad del robot y aumentar su
estabilidad.
Figura 6.5: Piezas necesarias para montar una pierna.
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6.6. Pies y tobillos
El disen˜o de los pies se ha planteado de forma que cumpla las es-
pecificaciones del reglamento del campeonato CEABOT y al mismo
tiempo tenga la mayor superficie posible. A priori, parece sencillo
suponer que cuanto mayor sea la extensio´n del pie mayor sera´ la
estabilidad del robot, sin embargo, tambie´n es muy importante con-
trolar como se distribuye el peso en la planta. Con el objetivo de
concentrar el peso en el centro de la planta, se ha realizado un redi-
sen˜o completo del tobillo, tal y como puede observarse en las piezas
de la figura 6.6
Figura 6.6: Piezas necesarias para montar un pie.
Todas estas piezas sera´n impresas. En el pro´ximo cap´ıtulo se
comentara´n algunos aspectos constructivos del sistema, y conside-
raciones en el montaje de las ma´s importantes.
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Cap´ıtulo 7
Desarrollo y montaje
En este cap´ıtulo se mostrara´n los procedimientos que se han se-
guido para montar algunos componentes. Hasta este punto hemos
definido una coleccio´n de sensores, actuadores y piezas; el siguiente
paso sera´ integrar y conectarlos todos en el robot.
7.1. Adecuacio´n de sensores
Los sensores utilizados, tal y como se detallo´ en la seleccio´n de
componentes, sera´n: un acelero´metro y giroscopio MPU9150, una
bru´jula CMPS03 y dos infrarrojos Sharp. A continuacio´n se muestra
co´mo han sido conectados al controlador principal, la BeagleBone
Black.
7.1.1. Infrarrojos Sharp
Los sensores infrarrojos modelo GP2Y0A21YK0F de la marca
Sharp, permiten variar la tensio´n de alimentacio´n entre -0.3 y 7V,
pero experimentalmente se ha observado que la mayor precisio´n se
alcanza a 5V. A esta tensio´n, podemos observar en la hoja de carac-
ter´ısticas[36] del sensor la gra´fica 7.1, en la que se muestra el valor
de la salida del sensor respecto a la distancia medida.
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Figura 7.1: Gra´fica de tensio´n entre salida para un sensor infrarrojo.
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De esta gra´fica pueden sacarse dos conclusiones. La primera, ya
conocida, es que la variacio´n de la salida del sensor y su medida no
son proporcionales, por lo que si fuese necesaria extraer medidas en
unidades reales habr´ıa que calcular una adecuacio´n compleja. Sin
embargo, esto no sera´ necesaria ya que la programacio´n del sensor
se basara´ en umbrales fijos que sera´n marcados de forma emp´ırica.
La segunda conclusio´n es que el sensor ofrecera´ una tensio´n de salida
ma´xima de 3.3V.
La BeagleBone Black dispone de hasta siete entradas analo´gicas
como puede observarse en la figura 7.2. Conectaremos las salidas de
los dos sensores en dos de estos pines. Sin embargo, consultando el
manual de la BeagleBone Black [37] observamos que cada entrada
analo´gica soporta un ma´ximo de 1.8V. Si alimentando el sensor a
5V lo conecta´semos directamente, un pico de 3.3V podr´ıa deteriorar
la placa. Por ello, se ha decidido aplicar una simple adecuacio´n de
la salida an˜adiendo un divisor resistivo. De esta forma, nos cercio-
raremos de que los 3.3V ma´ximos que podr´ıan salir del sensor se
conviertan en 1.8V.
Figura 7.2: Esquema de entradas analo´gica de una BeagleBone Black.
En el esquema de la figura 7.3 podemos observar las conexiones
que se han realizado entre la placa y el sensor. El sensor es alimen-
tado a 5V a partir del convertidor DC-DC y puesto a tierra comu´n
con el controlador. La salida del sensor se aplicara´ sobre el divisor
resistivo, siendo la salida del divisor resistivo la entrada a la Bea-
gleBone Black. Se ha colocado una resistencia de 10kΩ en Ra y una
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resistencia de 12kΩ en Rb.
Figura 7.3: Circuito de adecuacio´n de un sensor infrarrojo.
7.1.2. Bru´jula y sensor inercial
Tanto la bru´jula CMPS03 como el sensor inercia MPU9150 han
sido conectados por I2C, ambos en el mismo bus. La BeagleBone
Black cuenta con dos buses I2C independientes, tal y como se ob-
serva en la figura 7.4.
Figura 7.4: Esquema de puertos I2C de una BeagleBone Black.
De este modo el sistema ha quedado disen˜ado tal y como se mues-
tra en la figura 7.5. Cabe destacar que los dos sensores se han alimen-
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tado a 3.3V, ya que el MPU9150 los requiere y el CMPS03, aunque
se recomienda conectarlo a 5V, funciona perfectamente a 3.3V. Esta
tensio´n se ha conseguido desde el pin P9-3 del controlador.
Figura 7.5: Circuito del bus I2C.
7.2. Desarrollo de una placa de expansio´n
Para montar el esquema que se disen˜o´ anteriormente en la figura
4.15 sera´ necesario cablear un gran nu´mero de conexiones entre dis-
positivos. Para ello, se ha optado por disen˜ar y fabricar una placa de
expansio´n que permita conectar todos los dispositivos de una forma
limpia y ordenada. Esta placa servira´ para comunicar y alimentar
las dos placas controladoras, sensores, actuadores y alimentacio´n de
todos ellos. Los anexos 2 y 3 contienen respectivamente el listado de
componentes usados y los fotolitos necesarios para fabricar la pla-
ca. Por otra parte, el esquema electro´nico puede consultarse en el
anexo 4. Adema´s, todas las fuentes de disen˜o y fabricacio´n pueden
consultarse en el repositorio del proyecto [35].
7.3. Montaje
Una vez preparados todo los componentes se ha procedido a su
montaje. En los siguientes dos apartados se muestra co´mo se ha
montado la placa de expasio´n y co´mo se ha integrado la webcam en
la cabeza del robot.
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7.3.1. Montaje de la placa de expansio´n
La placa de expansio´n ha sido fabricada mediante fresado. Tras
enviar los planos a su produccio´n se ha obtenido la placa que puede
observarse en la figura 7.6.
Figura 7.6: Placa de expasio´n salida de fabricacio´n.
Tras esto se ha procedido a soldar todos los componentes que
necesita. En la ima´gen de la figura 7.7 puede observarse co´mo que-
da la placa una vez soldada. Adema´s, se le ha realizado un lacado
de seguridad con laca aislante. Esto nos ayudara´ a evitar posibles
accidentes por contacto con conectores y partes meta´licas del robot.
Figura 7.7: Placa de expasio´n con componentes soldados.
En la figura 7.8 puede observarse el resultado final del sistema,
montado en el robot y conectado a sus componentes.
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Figura 7.8: Placa de expansio´n monstada en RAIDER.
7.3.2. Integracio´n de la ca´mara en la cabeza
Para integrar la webcam en la cabeza de RAIDER se ha procedido
a desmontar la ca´mara Microsoft LifeCam con el objetivo de eliminar
su carcasa. El resultado de extraer la ca´mara puede observarse en
la figura 7.9.
Figura 7.9: Ca´mara Microsoft LifeCam desmontada.
Ahora, se pasara´ a montarla en las piezas imprimibles que se
disen˜aron para tal efecto. Las piezas aparecen en la figura 7.10 junto
a la ca´mara.
Figura 7.10: Integracio´n de la ca´mara en la cabeza.
68 CAPI´TULO 7. DESARROLLO Y MONTAJE
Una vez montado y acortado el cable, procedemos a montar el
servo que movera´ la cabeza. Como se muestra en la figura 7.11, este
se aloja en el cuello.
Figura 7.11: Cuello y soporte para la cabeza.
Finalmente, en la figura 7.12 se muestra el resultado del montaje
completo
Figura 7.12: Resultado tras la integracio´n de la cabeza en el robot.
7.3.3. Integracio´n de los sensores infrarrojos en los brazos
Tal y como se comento´ anteriormente, se han integrado dos senso-
res en los brazos de RAIDER. El motivo de montarlos en los brazos
es que de esta manera gozara´n de mayor libertad a la hora de apun-
tara obsta´culos. Asimismo, se ha buscado que el sensor estuviese
en una posicio´n segura, protegido ante ca´ıdas. En la figura 7.13 se
pueden observar un sensor infrarrojo alojado en su soporte, junto al
resto de piezas que conforman el brazo.
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Figura 7.13: Sensores infrarrojos y soportes.
Tras montar las piezas, se ha obtenido el resultado mostrado en
la figura 7.14
Figura 7.14: Brazos con sensores montados.
Tras estos pasos y despue´s de montar el resto de piezas meca´nicas
fabricadas, el robot ya estara´ preparado para comenzar a desarrollar
todo el software necesario.
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Cap´ıtulo 8
Programacio´n
En este cap´ıtulo se presenta el desarrollo de todo el software que
ha sido requerido preparar para la puesta en marcha del robot. El
objetivo final del apartado es la programacio´n de la librer´ıa raider.h,
que centraliza todas las funcionalidades de RAIDER. Todo el soft-
ware desarrollado (as´ı como tambie´n las fuentes del hardware) puede
consultarse en el repositorio del proyecto [35].
8.1. Configuracio´n de la BeagleBone Black
El controlador principal, la BeagleBone Black, trae de fa´brica
una instalacio´n de una distribucio´n A˚ngstro¨m basada en Linux. El
sistema operativo incluye: entorno gra´fico, escritorio, OpenCV 2.2 y
otros programas como navegadores o reproductores de archivos mul-
timedia. Esto se debe a que la BeagleBone Black no es una placa
que de fa´brica este´ pensada para su uso en robots, sino que consti-
tuye un ordenador completo que puede adquirir la funcio´n de centro
multimedia, equipo de ofima´tica o incluso servidor de una red.
8.1.1. Sistema operativo
La distribucio´n A˚ngstro¨m no es una de las ma´s populares entre
los sistemas operativos basados en Linux, no cuenta con una co-
munidad de usuarios tan amplia como Debian o Fedora. Por ello,
las actualizaciones no suelen ser muy frecuentes y, en muchos casos,
el sistema presenta errores de funcionamiento a la hora de realizar
tareas ba´sicas, como la instalacio´n de nuevo software.
Por esta razones se ha decidido instalar un nuevo sistema ope-
rativo. Se pretende conseguir una distribucio´n de Linux que solo
71
72 CAPI´TULO 8. PROGRAMACIO´N
tenga lo mı´nimo necesario que requiere el robot para su funciona-
miento. Con este objetivo, se instala en la BeagleBone Black una
distribucio´n Debian.
8.1.2. Instalacio´n de librer´ıas
Para la realizacio´n del proyecto, se ha requerido instalar Git,
CMake, Video4Linux2 y las librer´ıas de OpenCV 2.4.8 y ZBar 0.1.
Antes de comenzar con la instalacio´n de software, es recomen-
dable realizar una actualizacio´n del sistema. Tras ello lo primero
que se instalara´ sera´ Git, ya que se necesitara´ para instalar algu-
nas librer´ıas posteriormente. Git se instala directamente desde los
repositorios de Debian con el nombre de git-core.
Tras ello, se instalara´ CMake mediante la instalacio´n de dos pa-
quetes: cmake y cmake-curses-gui.
Para el control y configuracio´n de la webcam se necesitara´ el
driver Video4Linux. Se instala con el paquete v4l-utils.
Una vez hecho esto, se pasara´ a instalar las librer´ıas que se utili-
zara´n en el co´digo del robot. La forma mas sencilla de instalar Zbar
sera´ hacerlo desde los repositorios de Debian. Deben instalarse dos
paquetes: libzbar0 y libzbar-dev.
Por u´ltimo, instalaremos OpenCV. Se comenzara´ por descargar
todas las librer´ıas que requiere OpenCV. Se instalara´n una a una de
las siguientes: build-essential, libgtk2.0-dev, pkg-config, python-dev,
python-numpy, libavcodec-dev, libavformat-dev y libswscale-dev.
Hecho esto, se procedera´ a descargar la u´ltima versio´n estable
del co´digo, que en estos momentos es la 2.4.9. A la hora de instalar
OpenCV puede elegirse entre realizar una instalacio´n total o parcial.
Ya que la BeagleBone Black tiene espacio suficiente, se realizara´ una
instalacio´n completa.
8.1.3. Configuracio´n de la ca´mara
A continuacio´n se configurara´ la webcam en la BeagleBone Black.
Para esto se conectara´ por USB la Microsoft Lifecam a la Beagle-
Bone Black tal y como puede observarse en la figura 8.1. A partir
de aqu´ı, se iniciara´ sesio´n en la BeagleBone Black y se procedera´ a
configurar la ca´mara.
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Figura 8.1: Conexio´n de la ca´mara a la BeagleBone Black.
Lo primero que se hara´ sera´ comprobar que la ca´mara ha sido
reconocida correctamente. Para ello se ejecutara´ el comando:
lsusb
Y debera´ proporcionar una salida parecida a la que puede obser-
varse en la figura 8.2. La salida indica que la webcam esta´ conectada
en el bus 001
Figura 8.2: Salida del comando lsusb.
Para cerciorarse de que la ca´mara se ha reconocido correctamente
puede buscarse en el directorio /dev. En la imagen 8.3 se observa el
archivo /dev/video0, que esta´ vinculado a la webcam.
Figura 8.3: Comprobacio´n de conexio´n para la webcam.
A continuacio´n se usara´n las utilidades de Video4Linux (una in-
terfaz para la programacio´n de aplicaciones con captura de imagenes
para Linux) para configurar la webcam. OpenCV se apoya en Vi-
deo4Linux, por tanto, lo primero que se hara´ sera´ comprobar que
la ca´mara es compatible con Video4Linux. Para ello, se ejecutara´ el
siguiente comando:
v4l2-ctl --list-devices
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Tras ejecutarlo se debera´ observar una salida similar a la de la
figura 8.4
Figura 8.4: Comprobacio´n de compatibilidad para la webcam.
Esto nos confirma que la ca´mara funciona correctamente. Para
proseguir con la configuracio´n vamos a ejecutar el comando siguien-
te:
v4l2-ctl --all
En la figura 8.5 podemos observar la salida del comando. En ella
se pueden observar diferentes para´metros como el formato de v´ıdeo,
la resolucio´n o los fotogramas por segundo.
Figura 8.5: Para´metros le´ıdos de la ca´mara.
Por u´ltimo, se bajara´ la resolucio´n de la ca´mara a un valor que nos
permita tratar las imagenes con mayor rapidez cuando se programen
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algoritmos de visio´n con OpenCV desde la BeagleBone Black. Se ha
elegido una resolucio´n de 320x240, mas adelante se ajustara´ este
valor emp´ıricamente en funcio´n del rendimiento del robot. Para ello
ejecutamos este comando de configuracio´n:
v4l2-ctl --set-fmt-video=width=320,heigth=240
Tras estos pasos la ca´mara ya esta´ preparada y lista para usarse.
8.1.4. Configuracio´n de pines
Para finalizar esta seccio´n, se muestra el desarrollo de un script
para configurar los pines del controlador.
La Beaglebone Black posee 92 pines configurables de entrada y
salida. Entre ellos, 7 pueden funcionar como entradas analo´gicas y
5 parejas de pines esta´n preparadas como puertos serie, tal y como
indica la figura 8.6.
Figura 8.6: Puertos serie en una BeagleBone Black.
Para configurar los pines de la placa se utilizara´n overlays (capas).
Un overlay es un archivo que indica al sistema operativo co´mo debe
configurarse un pin. La BeagleBone Black se configura mediante De-
vice Tree Overlays, un mecanismo de descripcio´n del hardware que
forma parte de un sistema. Para configurar las entradas analo´gicas
necesarias para los sensores infrarrojos, y el puerto serie que comu-
nicara´ la placa con el controlador de locomocio´n; se utilizara´n los
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archivos .dtbo que pueden encontrarse en /lib/firmware y aparecen
en la figura 8.7.
Figura 8.7: Algunas capas de Device Tree Overlays.
En concreto se utilizara´n dos capas, la que activara´ el puerto serie
nu´mero 2: ttyO2 armhf.com y esta otra que nos permitira´ activar las
entradas analo´gicas: cape-bone-iio. Se habilitara´n como se muestra
en la figura 8.8.
Figura 8.8: Habilitacio´n de capas.
Puede realizarse una comprobacio´n simple de que los pines se
han configurado correctamente realizando una lectura analo´gica.
Para ello, se leera´ el archivo /sys/bus/platform/drivers/bone-iio-
helper/helper.15/AIN4. En la figura 8.9 se ha realizado una lectura
del pin 4, el valor de 570 indica que se esta´ realizando una lectura
de 570mV .
Figura 8.9: Lectura analo´gica del pin 4.
Para realizar estas medidas desde el programa principal escrito
en C++, se ha programado la librer´ıa bone.h, que simplifica el uso
de estos pines.
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8.2. Sistema de locomocio´n
Antes de comenzar con esta seccio´n, es importante sen˜alar al-
gunos detalles importantes. Si bien es cierto, el control del robot
girara´ en torno a un algoritmo de visio´n, su funcionamiento de apo-
yara´ en un control de locomocio´n robusto que permita al robot rea-
lizar desplazamientos seguros sobre el terreno. Por tanto, dado que
se trata de un robot b´ıpedo, la programacio´n de movimientos no es
un tema trivial como lo podr´ıa ser en un robot con ruedas.
Para conseguir que RAIDER pueda moverse con soltura se han
seguido varios pasos, cada cual de un nivel superior al anterior.
8.2.1. Movimiento del servo PWM
El control del servo PWM de RAIDER, situado en su cabeza, se
realiza con la librer´ıa Servo.h orginalmente desarrolladas para Ar-
duino y que posteriormente ha sido portada para su utilizacio´n en
OpenCM. Dado el cometido de este servo, no sera´ necesario reali-
zar un control de su velocidad, por lo que un simple control de su
posicio´n sera´ suficiente.
La librer´ıa Servo.h nos permite controlar el movimiento de un
servo a partir de un valor de posicio´n, y se encarga de producir la
sen˜al PWM correspondiente. Aunque los me´todos utilizados pueden
encontrarse en la documentacio´n de Arduino, a continuacio´n intro-
duzco una breve explicacio´n de los que han sido utilizados en este
proyecto:
Funcio´n attach
Con esta funcio´n configuramos un pin de la OpenCM para que
actu´e como emisora de sen˜ales PWM. A partir de esta inicializacio´n
ya puede moverse el servo.
Funcio´n writeMicroseconds
Para mover el servo se utiliza la funcio´n writeMicroseconds, cuyo
para´metro define la amplitud del pulso de la onda PWM. Si bien es
cierto, existe otra funcio´n paralela llamada write que directamente
utiliza como para´metro la posicio´n en grados, se ha utilizado write-
Microseconds por su mayor precisio´n. Acepta valores de entre 1000 y
2000 microsegundos, pero para mantener un formato constante con
el resto de articulaciones, se ha realizado una conversio´n matema´tica
a un rango de 0 a 1023.
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8.2.2. Movimiento de los actuadores Dynamixel
Para comunicarse con los actuadores Dynamixel, se debe utilizar
su protocolo particular. Los servos son controlados mediante el env´ıo
de paquetes de datos binarios. Existen dos tipos de paquetes en el
protocolo: los paquetes de instrucciones, que son los que envia el
controlador a los servos; y los paquetes de estado, que son los los
servos env´ıan al controlador.
Cada servo tiene una ID, o dicho de otra forma, un nu´mero de
identidad propio e irrepetible que identifica a un servo particular
dentro del bus. La comunicacio´n en el bus se realiza mediante el
intercambio de paquetes de instrucciones y estados con una ID con-
creta. Por esta razo´n, en un mismo bus no deben existir servos con
la misma ID, ya que provocara´n colisiones entre los paquetes e im-
pedira´n el correcto funcionamiento del sistema. Sin embargo, estas
ID son fa´cilmente reprogramables y pueden modificarse realizando
una escritura sobre el registro 3 (0X03).
El protocolo de comunicacio´n utilizado es una comunicacio´n serie
as´ıncrona de 8 bits, con 1 bit de Stop y sin paridad. La conexio´n, de
tipo Half Duplex, no permite la transmision y recepcio´n de paque-
tes de forma simultanea. Esto la convierte en una conexio´n bastante
t´ıpica en los sistemas que utilizan un solo bus de comunicacio´n.
Como en el mismo bus existe ma´s de un dispositivo, todos deben
permanecer en modo de escucha salvo el que este´ transmitiendo en
ese instante. El controlador principal, la placa OpenCM 9.04, asigna
la direccio´n del bus en modo escucha, y solo cambia la direccio´n del
bus a modo de env´ıo mientras manda un paquete. Los Dynamixel
AX-12A poseen una tabla de registros sobre la cual podemos mo-
dificar varios para´metros referente a su estado y su funcionamiento.
La tabla de registros puede consultarse en el manual[38].
Para realizar una rotacio´n simple en un servomotor, ser´ıa suficien-
te con escribir en el registro 32 (Goal Position) un valor comprendido
entre 0 y 1023, y el servo se situara´ inmediatamente en esa posicio´n.
Sin embargo, existen otros para´metros interesantes en el mapa de
registros que conviene controlar, como la posicio´n instanta´nea, la
velocidad de giro, el consumo ele´ctrico o incluso la temperatura del
dispositivo.
Para mover los 19 AX-12A de RAIDER se utilizan los para´me-
tros de posicio´n objetivo (Goal Position) y velocidad de giro (Moving
Speed) de forma combinada. Dado que esta programacio´n se ha rea-
lizado desde la OpenCM 9.04 se ha utilizado la librer´ıa Dynamixel.h,
que funciona como una macro para leer y escribir en los registros
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de forma sencilla y eficiente. Dentro de la librer´ıa utilizaremos la






A modo de ejemplo, para asignar una velocidad de 3,5rad/s al
servo con la ID 5, primero calcular´ıamos el valor correspondiente
para una resolucio´n de 10 bits. Segu´n el manual de los servos Dy-
namixel AX-12A, la velocidad ma´xima de estos servomotores es de





· rpm · 1024
114rpm
= 300,216 ' 300
Dentro del co´digo, utilizaremos la funcio´n writeWord para asig-
nar este valor en el registro 32 (Moving Speed):
Dxl.writeWord(5,32,300);
Seguidamente, asignar´ıamos al servo una posicio´n final siguiendo
el criterio de la figura 8.10
Figura 8.10: Amplitud de giro de un AX-12A.
Continuando con el ejemplo, calcularemos el valor que debemos
darle al registro para mover el servo a una posicio´n de 120o, teniendo
en cuenta que las especificaciones nos indican una amplitud de giro
total de 300o reales con una resolucio´n de 10 bits. De esta forma,
har´ıamos la siguiente conversio´n:
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120o · 1024
300o
= 409,6 ' 410
En nuestro programa escribir´ıamos en el registro 30 (Goal Posi-
tion) de la siguiente forma:
Dxl.writeWord(5,30,410);
Como resumen, con estos pasos hemos conseguido mover el servo
con la ID 5 (que corresponde al codo del brazo izquierdo de RAI-
DER), a una posicio´n de 120o con una velocidad de 3,5rad/s
8.2.3. Movimiento sincronizado de las articulaciones
En el apartado anterior se ha mostrado co´mo se realiza el mo-
vimiento de un servo, sin embargo, para mover el cuerpo del robot
necesitaremos mover todos al mismo tiempo de una forma sincro-
nizada. Si en el apartado anterior se utilizaba la posicio´n objetivo
y la velocidad de movimiento como para´metros, en este punto, por
comodidad a la hora de programar, se utilizara´n como para´metros
la posicio´n objetivo de los 20 servos, su posicio´n actual y el tiempo
total durante el que se realizara´ su movimiento entre ambos puntos.
Este es quiza´s uno de los apartados mas cr´ıticos a la hora de
disen˜ar las funciones que movera´n el robot. Se pretende programar
una librer´ıa que permita mover 20 servos simulta´neamente, con velo-
cidades diferentes condicionadas por un tiempo de ejecucio´n comu´n.
De esta forma, los servos cuya posicio´n objetivo sea lejana a su posi-
cio´n actual se movera´n con una velocidad mayor que la de los servos
cuya posicio´n objetivo sea cercana a su posicio´n actual.
Las funciones pueden encontrarse en la librer´ıa motion.h.
Clase Robot
La clase Robot abarca todas las funciones relativas al movimiento
de RAIDER, y abstrae su controlador principal, la BeagleBone Black
de la parte de locomocio´n. Dentro de la clase, encontramos tres
variables miembros importantes:
currentPosition[20].
currentPosition es un array de 20 posiciones destinado a alma-
cenar los valores de las posicio´n actual de las 20 articulaciones
del robot con valores comprendidos entre 0 y 1023. El primer
valor es el servo AX-12A, el segundo es el servo PWM de la
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cabeza y a partir de ese punto esta´n el resto de AX-12A orde-
nados segu´n su ID, del nu´mero 1 al 18.
targetPostion[20].
targetPosition sigue la misma estructura de currentPosition,
con la diferencia de que en este caso los valores guardados en el
array correspondera´n con la posicio´n objetivo o posicio´n final
de las articulaciones.
TRIM[20].
Por u´ltimo, TRIM es un array de trims. Un trims es una varia-
ble de ajuste para calibrar la posicio´n de los servos. Tanto los
servos Dynamixel como los servos PWM suelen tener un pe-
quen˜o error en su posicio´n cero. Los trimmers constituyen un
offset aplicado individualmente a cada servo en absolutamente
todos los movimientos que se realizara´n durante el programa.
Las holguras y otros factores pueden provocar el desajuste de
esto valores, por lo que es necesario volver a calibrarlo cada
cierto tiempo. Una mala calibracio´n de los trims puede radi-
car en problemas de asimetr´ıas en movimientos, y por tanto,
resultados inesperados.
Constructor de Robot
El constructor de la clase Robot tiene como funcio´n la apertura
del bus de control para los servos AX-12A, la configuracio´n del servo
PWM y la asignacio´n de trims en el array de trims.
Funcio´n setTargetPosition
setTargetPosition accede directamente al miembro privado tar-
getPosition[20] para asignarle nuevos valores.
Funcio´n setTargetOffset
setTargetOffset var´ıa los valores del miembro privado targetPo-
sition[20] para sumarles un valor. La funcio´n permite variar una
posicio´n con un giro determinado sin necesidad de conocer la posi-
cio´n actual de la articulacio´n.
Funcio´n updateCurrentPosition
Esta funcio´n tiene un funcionamiento sencillo, se ocupa de vol-
car los datos de la posicio´n objetivo en la posicio´n actual. Es la
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forma que tiene el robot de actualizar su posicio´n actual tras un
movimiento.
Funcio´n move
La funcio´n move es la mas importante de todas, ya que es la
funcio´n que se encarga de mover las articulaciones. A esta funcio´n
se le pasa un valor de tiempo expresado en segundos, y tal y como
se comento´ al principio de este apartado, sera´ el tiempo en el que
los servos pasara´n de la posicio´n actual (currentPosition[20]) a la
posicio´n final (targetPosition[20]).
Para ello, la funcio´n calcula la amplitud del movimiento y asigna
una velocidad independiente para ese servo. Gracias a esto, todos los
servos empiezan y terminan de moverse al mismo tiempo y permiten
un control mas sencillo de las inercias entre movimientos consecuti-
vos.
8.2.4. Funciones de movimientos combinados
Llegado este punto se ha abordado co´mo mover un servo y co´mo
mover los 20 servos de forma coordinada. En este apartado se presen-
tan algunas funciones intermedias entre lo comentado y movimientos
de alto nivel, como puede ser el desplazamiento b´ıpedo.
Para facilitar la programacio´n de movimientos ma´s complejos se
han programado una serie de utilidades que permiten mover los ser-
vos en pequen˜os grupos que desempen˜an una funcio´n comu´n. Estas
funciones modifican los valores del array de posiciones finales, tar-
getPosition[20], lo que quiere decir que para efectuar el movimiento
sera´ necesario realizar una llamada a la funcio´n move. Por tanto, es
posible la utilizacio´n de varias funciones en un mismo movimiento,
dando la posibilidad de sumar sus modificaciones y superponer su
utilidades.
Funcio´n movHead
movHead es una funcio´n que permite mover el servo PWM de la
cabeza del robot. Sirve para mover la ca´mara independientemente
de la posicio´n instantanea del robot.
Funcio´n movVertical
Esta funcio´n actu´a sobre tres servos con ejes de rotacio´n para-
lelos en cada pierna: tobillo, rodilla y ro´tula superior. Esta funcio´n
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necesita dos para´metros, uno para la pierna izquierda y otro para
la derecha. Actuando sobre cada pierna, podremos desplazar el pie
en el eje vertical. En la figura 8.11, puede observarse de izquierda
a derecha co´mo var´ıa la altura de la pierna izquierda al realizar la
funcio´n movVertical(200,0).
Figura 8.11: Funcio´n movVertical aplicando 200 sobre la pierna izquierda.
Funcio´n movFrontal
Esta funcio´n actu´a sobre dos servos con ejes de rotacio´n paralelos
en cada pierna: tobillo y ro´tula superior. Al igual que movVertical,
esta funcio´n necesita dos para´metros, uno para la pierna izquierda
y otro para la derecha. Actuando sobre cada pierna, podremos des-
plazar el pie hacia delante y hacia atra´s. En la figura 8.12, puede
observarse de izquierda a derecha co´mo var´ıa posicio´n de la pierna
izquierda al realizar la funcio´n movFrontal(100,0).
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Figura 8.12: Funcio´n movFrontal aplicando 100 sobre la pierna izquierda.
Puede observarse que como efecto paralelo, la planta del pie se
eleva ligeramente. Para contrarrestar este movimiento puede utili-
zarse la funcio´n movVertical.
Funcio´n movLateral
Esta funcio´n actu´a sobre dos servos con ejes de rotacio´n parale-
los en cada pierna: tobillo y ro´tula superior. Sin embargo, esta vez
usara´ los ejes perpendiculares a los utilizados en las dos funciones
anteriores. Esta funcio´n necesita dos para´metros, uno para la pier-
na izquierda y otro para la derecha. Actuando sobre cada pierna,
podremos desplazar el pie hacia los lados. En la figura 8.13, puede
observarse de izquierda a derecha co´mo var´ıa posicio´n de la pierna
izquierda al realizar la funcio´n movLateral(100,0).
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Figura 8.13: Funcio´n movLateral aplicando 100 sobre la pierna izquierda.
Al igual que en la funcio´n anterior Puede observarse que la planta
del pie se eleva ligeramente. De nuevo, puede utilizarse la funcio´n
movVertical para mantener las dos plantas de los pies a la misma
altura.
8.2.5. Creacio´n de movimientos completos
Encontra´ndonos en este punto, la programacio´n de desplazamien-
tos, giros y otros movimientos complejos, se ha realizado mediante
la combinacio´n de las funciones anteriormente descritas. A cada mo-
vimiento se le asignara´ un valor hexadecimal en forma de cara´cter,
de forma que los caracteres comunicados a la OpenCM sirvan como
identificador del movimiento que el controlador de visio´n esta´ orde-
nando.
Se ha creado la funcio´n controller, dentro de la clase Robot, con el
objetivo de indexar todos los movimientos que realizara´ RAIDER.
En el cuadro 8.1 se presenta una tabla con los movimientos progra-
mados y su comando asignado.
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Comando Funcio´n Descripcio´n
W walk(3) Caminar 3 pasos cortos
A turnL() Rotacio´n a la izquierda
D turnR() Rotacio´n a la derecha
S run(3) Caminar 3 pasos largos y ra´pidos
Q stepL() Paso lateral a la izquierda
E stepR() Paso lateral a la derecha
K kick() Patada (para golpear una pelota)
Y yes() Movimiento intermitente de la cabeza
G getUp() Levantamiento desde una ca´ıda frontal
R roll() Rodar, se utiliza cuando el robot cae de espaldas
H hello() Saludo
q miniTurnL() Giro leve hacia la izquierda
e miniTurnR() Giro leve hacia la derecha
Z punchL() Pun˜etazo con el brazo izquierdo
B punchR() Pun˜etazo con el brazo derecho
C crab() Ataque de sumo con dos brazos
V miniPunchR() Pun˜etazo leve derecho
X miniPunchL() Pun˜etazo leve izquierdo
w defense() Posicio´n defensiva
a lookL() Mirar hacia la izquierda
d lookR() Mirar hacia la derecha
L look() Mirar de frente
l lookUp() Mirar hacia arriba
f endLookUp() Volver a la posicio´n de reposo tras lookUp()
Cuadro 8.1: Movimientos programados
8.3. Comunicacio´n serie
En la seccio´n anterior hemos completado la programacio´n de mo-
vimientos sobre la placa OpenCM, sin embargo, el control principal
del robot se realiza desde la BeagleBone. En este apartado se comu-
nicara´ la BeagleBone con la OpenCM de forma que adopten una con-
figuracio´n de maestro y esclavo. La estrategia consistira´ en el env´ıo
de comandos hexadecimales desde la BeagleBone a la OpenCM. Ca-
da comando servira´ de identificador para un movimiento completo.
Los comandos sera´n los descritos en el cuadro 8.1.
8.3.1. Comunicacio´n serie en OpenCM
La OpenCM posee 3 puertos serie, de los cuales uno de ellos
esta´ reservado para el control del bus Dynamixel. En el esquema
de la figura 8.14 se presenta la configuracio´n de puertos serie de la
OpenCM.
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Figura 8.14: Esquema de puertos serie en una OpenCM 9.04.
Para la programacio´n de la comunicacio´n serie en la placa OpenCM
se ha utilizado la librer´ıa HardwareSerial.h, contenida en CM9 IDE.
A continuacio´n se listan las funciones que se han utilizado junto a
una breve explicacio´n de su funcionamiento.
Funcio´n begin
Esta funcio´n habilita los pines como puerto serie. Como para´me-
tro se le pasara´ la velocidad en baudios, que debera´ coincidir con la
del controlador maestro. En este caso, se ha configurado el puerto 3
con una velocidad de 9600 baudios
Funcio´n available
El objetivo de esta funcio´n es consultar si existe algu´n mensaje
en el buffer de lectura. En caso afirmativo, podremos proceder a leer
el mensaje.
Funcio´n read
La lectura de mensajes nos devolvera´ un valor hexadecimal. En
nuestro caso, sera´ el emitido por la BeagleBone Black y correspon-
dera´ a la ejecucio´n de un movimiento.
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Funcio´n flush
Con esta funcio´n vaciaremos el buffer de entrada. Se ejecutara´ ca-
da vez que leamos un comando.
8.3.2. Comunicacio´n serie en BeagleBone
Para poner en marcha la comunicacio´n serie en la BeagleBone
se ha utilizado como base la librer´ıa open-source Serialib [39]. Esta
librer´ıa nos permite administrar un puerto serie, y esta´ preparada
para funcionar tanto en Windows como en Linux.
Se han realizado algunas modificaciones leves para ajustar su
funcionamiento al requerido. Los me´todos que se han utilizado se
detallan a continuacio´n.
Funcio´n Open
Esta funcio´n abrira´ el puerto serie. En el primer para´metro se
le pasara´ la cadena “/dev/ttyO2”, es decir, la direccio´n de nuestro
puerto serie. Como segundo para´metro se le pasara´ la velocidad del
puerto, que coincidiendo con la de la OpenCM sera´ de 9600 baudios.
Funcio´n WriteChar
Para mandar los comandos utilizaremos esta funcio´n. Ya que el
objeto de la clase conserva las caracter´ısticas del puerto serie, solo
sera´ necesario pasarle el valor hexadecimal que queramos transmitir
al controlador de locomocio´n.
8.3.3. Comunicacio´n con mo´dulo Bluetooth
Adicionalmente, se ha incluido la posibilidad de utilizar un con-
trol auxiliar por Bluetooth desde un dispositivo externo. Para ello
se ha conectado un mo´dulo Bluetooth directamente a la OpenCM.
La funcio´n de esta otra v´ıa de control no es otra que la realizacio´n
de pruebas experimentales controladas, ya que nos permite modi-
ficar el comportamiento del robot en los momentos en los que sea
necesario. Por supuesto, de cara a su funcionamiento auto´nomo, el
mo´dulo Bluetooth se inutilizara´. Sin embargo, sera´ necesario dejar
preparada su conexio´n y programacio´n.
Se ha utilizado un mo´dulo Bluetooth hc05 conectado al puerto 3
del controlador de locomocio´n. Con esto, podremos mandar mensa-
jes desde un tele´fono mo´vil, un ordenador porta´til o cualquier otro
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dispositivo que soporte conexio´n Bluetooth. Para utilizar el con-
trol del robot por Bluetooth se sustituira´ el puerto de lectura de
la OpenCM reservado al controlador de visio´n (el puerto 2) por el
puerto 3. En la imagen 8.15 puede apreciarse co´mo se controla a
RAIDER desde un tele´fono mo´vil.
Figura 8.15: Teleoperacio´n de RAIDER con mo´dulo Bluetooth.
8.4. Programacio´n de sensores
En esta seccio´n se detallara´ la programacio´n que se ha aplicado
a los diferentes sensores que se han montado en RAIDER.
8.4.1. Infrarrojos
Para controlar los sensores infrarrojos se ha desarrollado un al-
goritmo de deteccio´n, implementado en la librer´ıa raider.h. Dado
el cara´cter de este sensor, se ha realizado una programacio´n para
detectar objetos en funcio´n de dos para´metros de distancia cr´ıtica.
Como puede observarse en la figura 8.16 con estos dos para´metros
(representados por barras verticales) se han definido tres zonas.
90 CAPI´TULO 8. PROGRAMACIO´N
Figura 8.16: Rangos de deteccio´n para un sensor Sharp.
El rango de datos que podemos extraer de la entrada analo´gica
va de 0 a 1800mV. Teniendo esto en cuenta, se han definido expe-
rimentalmente INFRARED LOW en 300mV, e INFRARED HIGH
en 1000mV. Estos valores corresponden aproximadamente a 12cm y
40cm respectivamente. Se han desarrollado dos funciones paralelas
para medir los sensores infrarrojos izquierdo y derecho de RAIDER:
getLeftIR y getRightIR. Estas funciones devolvera´n un valor identi-
ficativo de la zona en la que se encuentra el obsta´culo.
8.4.2. IMU
La programacio´n del sensor inercial pasa por dos fases: la ex-
traccio´n de datos del sensor y el procesamiento de los mismos para
obtener informacio´n u´til.
El MPU9150 utiliza el protocolo I2C para comunicarse con el con-
trolador. Ofrece medidas de giroscopio, acelero´metro y magneto´me-
tro. En este proyecto se ha utilizado solamente el acelero´metro para
detectar ca´ıdas. No obstante, se han programado funciones para la
lectura de todos los para´metros con el objetivo de utilizarlos en fu-
turos desarrollos. Para utilizar el bus I2C de la BeagleBone Black
se ha desarrollado la librer´ıa i2c.h, que funciona como interfaz de la
librer´ıa nativa i2c-dev. Para programar este sensor habra´ que apo-
yarse en el mapa de registros [40].
El primer paso para utilizar este sensor es desactivar el modo de
hibernacio´n. Esto se consigue poniendo a 0 el registro 6B. Una vez
hecho esto ya pueden leerse de forma normal los datos del girosco-
pio y del acelero´metro. En la librer´ıa imu.h pueden consultarse los
registros que se esta´n leyendo.
Para la deteccio´n de ca´ıdas, se ha utilizado el eje Y del acelero´me-
tro. El co´digo programado se encuentra en el me´todo getFall de la
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librer´ıa raider.h. Se sabe que en una posicio´n vertical, el acelero´me-
tro estara´ realizando una lectura de 1g provocada por la atraccio´n
gravitatoria terrestre. Al girar el robot en este eje, el valor medido
ira´ disminuyendo. Cuando el robot se encuentro tumbado de forma
perfectamente horizontal, el valor medido en el eje Y sera´ de 0g.
Dado que el incremento es proporcional se ha realizado una con-
versio´n sencilla en la que 1g corresponde con 0o de inclinacio´n y 0g
con 90o. Esta medida debe tomarse con el robot en reposo ya que
de lo contrario el movimiento del robot influira´ en su aceleracio´n y
podra´ ser causa de falsos positivos. Se ha programado el sensor de
forma que detecte caidas hacia delante cuando el robot se encuentre
en una medicio´n entre 90o y 60o, y ca´ıdas hacia atra´s cuando mida
entre 270o y 300o de inclinacio´n. Este rango esta´ parametrizado con
la constante FALL DEGREES que se encuentra en raider.h. Para
ilustrar co´mo esta´ ubicado el sistema de referencia, en la figura 8.17
se ha fotografiado el robot junto a un esquema angular.
Figura 8.17: Sistema de referencia angular.
8.4.3. Bru´jula
Para la programacio´n de la bru´jula se ha programado una librer´ıa,
compass.h que controla de forma sencilla la extraccio´n de datos.
Atendiendo a su manual [41], la CMPS03 ofrece tres formas de leer
su medida:
Mediante PWM
El pin 4 del sensor permite realizar una lectura con 8 bits de
precisio´n del valor medido por la bru´jula.
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Mediante I2C con 1 Byte
Conectada por I2C, podemos realizar una lectura del registro
01 para obtener la medida de la bru´jula en un rango de 8 bits.
Mediante I2C con 2 Bytes
Conectada por I2c, los registros 02 y 03 nos ofrecen una lectura
de la medida de la bru´jula en un rango de 0 a 3600. De esta
manera, la medida extra´ıda tiene una precisio´n de 0,1o y no
necesita ninguna adecuacio´n.
Se eligio´ conectarla por I2C por la simplicidad en su cableado.
Asimismo, se ha usado el me´todo de lectura de dos registros por
su mayor precisio´n. Con esto, sera´ posible tomar una medida de la
orientacio´n del robot con solo realizar una consulta al sensor.
8.5. Algoritmos de visio´n
Llegados a este punto, ya pueden programarse algoritmos de vi-
sio´n en el robot. A continuacio´n se mostrara´n tres algoritmos inspi-
rados en la competicio´n CEABOT.
8.5.1. Ana´lisis de trayectorias en navegacio´n
El primer algoritmo que se ha programado es la bu´squeda de
trayectorias para la prueba de navegacio´n. Este co´digo puede con-
sultarse en el me´todo findWay de raider.h.
El primer paso sera´ tomar una foto del campo como la que apare-
ce en la figura 8.18. Como se puede observar existe bastante suciedad
en el suelo, hay marcas entre las tablas y algunos de los obsta´culos
provocan sombras.
Figura 8.18: Imagen base para aplicar findway.
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Tomando esta imagen como punto de partida, lo primero que se
ha hecho es analizar cua´l es la superficie navegable. El co´digo de
este procedimiento se encuentra en la funcio´n detectGreen de eye.h.
En el sistema RGB cada pixel de una imagen describe su color en
base a tres componentes: rojo, verde y azul. El objetivo sera´ separar
la imagen de tres canales en tres imagenes de un solo canal. En la
imagen de la figura 8.19 se muestran las tres imagenes fruto de la
descomposicio´n de la imagen original (de izquierda a derecha: canal
rojo, canal verde y canal azul).
Figura 8.19: Descomposicio´n de la imagen en sus tres canales RGB.
La primera conclusio´n que puede sacarse al ver estas tres image-
nes es que en el canal verde apenas existe contraste entre el color
verde del suelo y el color blanco de los obsta´culos. Esto tiene sen-
tido ya que atendiendo a la teor´ıa, un color verde puro (en RGB
(0,255,0)) y un color blanco puro (en RGB (255,255,255)) contienen
la misma cantidad de verde (255). En las otras dos imagenes, s´ı que
se observa un mayor contraste. Si el color verde fuese puro, su com-
ponente azul y su componente roja ser´ıan nulas. Sin embargo, como
se trabaja en un entorno real, los canales azul y rojo no muestran
un color totalmente negro en el suelo.
El campo del campeonato CEABOT por normativa es de color
verde, sin embargo no se especifica si la superficie sera´ mate o bri-
llante, si la iluminacio´n estara´ bien enfocada, etc. Por ello, aunque
a priori en el campo de pruebas de la Asociacio´n de Robo´tica pa-
rezca que el canal que mejor diferencia el suelo y los obsta´culos sea
el canal rojo, en otros campos podremos encontrarnos que funciona
mejor el canal azul.
Para solucionar esto, se ha realizado una mezcla de canales que
aune las caracter´ısticas que nos conviene conservar de la muestra.
La operacio´n que se realiza es la siguiente. Por una parte, tomando
como base la imagen del canal verde, le restaremos la imagen del
canal rojo. Esto eliminara´ la componente de rojo residual que tiene
la imagen del canal verde. Paralelamente, realizaremos la misma
operacio´n tomando como base la imagen del canal verde y resta´ndole
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la imagen del canal azul para eliminar el azul residual. Las dos
imagenes producto de ambas restas se muestran en la figura 8.20
Figura 8.20: Resta de canales verde y rojo, y de canales verde y azul.
Con esto, se han obtenido dos imagenes que conservan el color
verde y carecen del resto. Para terminar, ambas imagenes se suman y
el resultado obtenido, mostrado en la figura 8.21, supone la ma´xima
deteccio´n de superficie navegable de la imagen original.
Figura 8.21: Deteccio´n de superficie navegable.
Ahora, la imagen podra´ umbralizarse con bastante seguridad, ya
que existe bastante diferencia entre la zona blanca y la negra. En
la imagen 8.22 se muestra co´mo queda la imagen 8.21 tras aplicarle
un desenfoque para suavizar la textura y una umbralizacio´n. Esta
imagen supone la salida de la funcio´n detectGreen.
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Figura 8.22: Umbralizacio´n de obsta´culos y superficie navegable.
Llegado este punto, ya se ha obtenido la informacio´n de que´ ele-
mentos de la imagen constituyen obsta´culos (zonas negras) y que´ ele-
mento constituye el suelo (zona blanca). A priori, se sabe que el ro-
bot podra´ desplazarse con seguridad por la zona blanca, no obstante,
sera´ necesario indicar un camino que el robot pueda seguir. Para de-
finir una trayectoria que recorra la superficie blanca, se ha optado
por esqueletizar el contorno blanco. Existen muchos algoritmos de
esqueletizacio´n, como el Hall [42], el Guo-Hall [43] o el Zhang-Suen
[44]. Se ha utilizado el algoritmo de Zhang-Suen porque es mas ra´pi-
do que el resto y generalmente ofrece mejores resultados. Si aplica-
mos el algoritmo diretamente sobre la imagen 8.22, obtendremos la
imagen mostrada en la figura 8.23. Junto a la imagen esqueletizada,
se muestra un esquema de la proyeccio´n de la trayectoria sobre el
campo.
Figura 8.23: Esqueletizacio´n del controno abierto y esquema del entorno.
La esqueletizacio´n funciona bastante bien, pero hay un problema.
Dado que el contorno a esqueletizar toca los bordes de la imagen, su
contorno no esta´ totalmente definido. Para evitar esto se ha realizado
una pequen˜a tranformacio´n a la imagen antes de aplicarle el algorit-
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mo. Esta transformacio´n consiste en dibujar los bordes laterales de
la imagen, de forma que corten el contorno y cierren su per´ımetro
exterior. Una vez hecho esto, el resultado mejora notablemente, tal
y como puede observarse en la figura 8.24
Figura 8.24: Esqueletizacio´n del contorno cerrado y esquema del entorno.
Para evaluar la accio´n que debera´ tomar el robot, en cada muestra
se toma un segmento cuyo punto de inicio coincide con el punto de
inicio de la trayectoria, y cuyo punto final estara´ contenido en la
trayectoria, a una distancia parametrizable. Este segmento puede
observarse en la figura 8.25
Figura 8.25: Segmento de referencia para la extraccio´n de datos.
A partir de este segmento se han extra´ıdo dos datos. El primer
dato es la distancia horizontal que hay entre el robot y el inicio del
segmento. El segundo dato es la orientacio´n del segmento.
En la imagen de la figura 8.26 se observa una situacio´n en la que
existen dos posibles caminos.
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Figura 8.26: Esqueletizacio´n del contorno cerrado y esquema del entorno.
Cuando esto ocurre se hace una comprobacio´n de cual de ellos
es el que permite llegar mas lejos. En caso de que ambos caminos
sean igual de largos, se escogera´ el que este´ mas cerca del robot.
Ocurrira´ de igual modo cuando el camino muestre una ramificacio´n,
se tomara´ la que permita llegar mas lejos. Esta situacio´n puede
observarse en la figura 8.27.
Figura 8.27: Esqueletizacio´n del contorno cerrado y esquema del entorno.
8.5.2. Deteccio´n de l´ıneas
Otra de los algoritmos que se han desarrollado es la deteccio´n
de l´ıneas. En el campo de pruebas existen dos l´ıneas blancas. Estas
l´ıneas marcan zonas del campo relevantes durante el desarrollo de
la prueba, por tanto sera´ necesario contar con un programa que
detecte las l´ıneas y su posicio´n respecto al robot. El co´digo puede
consultarse en el me´todo findLine de raider.h
Para comenzar, se tomara´ una imagen y se pasara´ por la funcio´n
detectGreen, detallada en el apartado anterior. Aparte, para ahorrar
recursos y aligerar el procesamiento, se recortara´ la imagen en altura.
En la figura 8.28 se muestra la imagen original junto a la que se
tomara´ como punto de partida.
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Figura 8.28: Imagen original e imagen tras aplicar la funcio´n detectGreen.
Primero pasaremos a realizar una bu´squeda de contornos [45],
aplicando la funcio´n Canny de OpenCV. La imagen se transforma
en la figura 8.29. Como puede verse en la imagen, se han marcado
los filos de los contornos de la l´ınea y del obsta´culo.
Figura 8.29: Deteccio´n de contornos.
Para que el algoritmo funcione correctamente, interesara´ que de-
tecte la l´ınea y el resto de cuerpos del campo no produzcan falsos
positivos. Por tanto, el pro´ximo objetivo es eliminar las rectas pro-
ducidas por cuerpos externos a la l´ınea blanca. Una forma sencilla
de lograr esto es el me´todo de la dilatacio´n y la erosio´n. Primero se
dilatara´n los contornos blancos de la imagen n veces hasta que los
dos filos de la l´ınea blanca se unan, es decir, los dos contornos se
convertira´n en un contorno ma´s grueso. Tras ello, la imagen se ero-
sionara´ n + 1 veces. Esta erosio´n eliminara´ por completo las l´ıneas
producidas por cuerpos externos, pero mantendra´ el contorno de
la l´ınea por ser mas grueso. Tras ello, el resultado es el que puede
visualizarse en la figura 8.30
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Figura 8.30: Dilatacio´n y erosio´n de contornos.
Ahora, una simple deteccio´n de l´ıneas basada en la transforma-
da de Hough [46], sera´ suficiente para definir la l´ınea blanca. Para
ello se ha utilizado la funcio´n de OpenCV, HoughLines, ajustando
emp´ıricamente sus para´metros para definir una l´ınea de una longitud
adecuada y evitar falsos positivos de los restos de cuerpos externos
que puedan quedar en la imagen. Tras realizar una bu´squeda y pro-
yectarla en la imagen original, se ha obtenido el resultado de la
figura 8.31
Figura 8.31: Resultado final de findLine.
8.5.3. Lectura de co´digos QR
Para terminar, se ha realizado un algoritmo de deteccio´n de co´di-
gos QR basado en la librer´ıa ZBar [47]. El algoritmo se utilizara´ tan-
to para la la prueba de visio´n del CEABOT como para dar ins-
trucciones de propo´tito general al robot. Una de estas instrucciones
podra´ ser el inicio de una prueba, la seleccio´n de que´ prueba debe
realizar o cualquier otra que sea necesaria. El co´digo programado se
encuentra en la funcio´n findQR de raider.h
La librer´ıa ZBar esta´ preparada para detectar diferentes tipos
de co´digos. En este caso, se ha limitado a que analice co´digos QR
en una imagen. Aparte del co´digo, podemos analizar su posicio´n y
su taman˜o. En la figura 8.32 se puede observar la deteccio´n de un
marcador de la prueba de visio´n.
100 CAPI´TULO 8. PROGRAMACIO´N
Figura 8.32: Ana´lisis de co´digos QR en una imagen.
Adicionalmente, se ha programado que en el hipote´tico caso de
que detecte dos co´digos en una imagen, so´lo analice el co´digo que
se encuentre ma´s cerca del centro de la imagen. Gracias a esto, el
sistema sera´ mas robusto de cara a la prueba de visio´n del CEABOT.
Cap´ıtulo 9
Aplicaciones
Llegados a este cap´ıtulo, el estado del proyecto es el siguiente. Se
ha desarrollado un robot completo tanto a nivel de hardware como
a nivel de software. As´ı mismo, tambie´n se han creado herramientas
para que el robot pueda interactuar con el entorno de forma con-
trolada. Con los recursos que se han generado se preparara´ el robot
para participar en dos eventos: la exhibicio´n de fu´tbol robo´tico Spain
Experience, y la competicio´n CEABOT 2014
9.1. Spain Experience
Spain Experience es un evento organizado por la Liga de Fu´tbol
Profesional en el que se unen actividades de sectores tecnolo´gicos,
empresariales y agroalimentarios. Con motivo de su celebracio´n en
Me´xico, el Centro de Investigacio´n y de Estudios Avanzados (Cin-
vestav) [48] invito´ a miembros del Robotics Lab y de AsRob a par-
ticipar en un partido de fu´tbol robo´tico inspirado en la competicio´n
RoboCup. El campo, visible en la figura 9.1 es propio de robots de
mayor taman˜o, lo que podr´ıa suponer una desventaja.
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Figura 9.1: Partido de fu´tbol robo´tico en Me´xico
Para preparar a RAIDER para la exhibicio´n, se optara´ por mon-
tar el mo´dulo Bluetooth que se comento´ en cap´ıtulos anteriores del
proyecto y teleoperarlo desde un smartphone. De este modo, el robot
estar´ıa funcionando durante ma´s de dos horas realizando cambios de
bater´ıa, aproximadamente cada 10 minutos. Esta exhibicio´n supone
un gran paso en el desarrollo del robot, ya que es una forma excelen-
te de someter a estre´s sus componentes y de operar en un escenario
externo al laboratorio.
9.2. CEABOT 2014
Tal y como se ha ido diciendo a lo largo del proyecto, el robot
se presenta a la edicio´n de 2014 del CEABOT. Se propuso la par-
ticipacio´n de RAIDER en tres pruebas: navegacio´n, visio´n y sumo.
Estos programas pueden encontrarse en el repositorio, en la car-
peta programming/src/apps/ceabot. A continuacio´n se detallan los
algoritmos que se han disen˜ado para cada una de las pruebas.
9.2.1. Algoritmo para la prueba de visio´n
El algoritmo de la prueba de visio´n se basara´ en dos pilares: la
ca´mara y la bru´jula. Con la ca´mara y la funcio´n findQR de raider.h
se realizara´ la deteccio´n de los marcadores. Por otro lado, la bru´jula
se encargara´ de controlar el giro del robot para adecuarlo a las exi-
gencias del marcador. A continuacio´n, en la figura 9.2 se mostrara´ el
diagrama de estados que se ha programado.
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Figura 9.2: Diagrama de estados simplificado de la prueba de visio´n
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El primer lugar el robot parte de un estado de inicio, en el que
mantiene una posicio´n de reposo. Seguira´ en esta posicio´n hasta que
se le de´ una sen˜al de inicio. La sen˜al de inicio se ha programado
en la funcio´n waitStart de raider.h. Una vez se ejecuta el robot se
mantendra´ realizando lecturas de co´digos QR. Si se pone el marcador
de la figura 9.3 en frente del robot (impreso en una tarjeta de papel,
por ejemplo) el robot comenzara´ la prueba.
Figura 9.3: Co´digo QR de inicio (GoRaider).
Una vez ha comenzado, guardara´ la medida que toma la bru´jula
en la posicio´n inicial. E´sta medida constituira´ la primera referencia
de la posicio´n del robot. Tras ello, buscara´ el primer marcador, que
por normativa se encontrara´ en frente de e´l. La bu´squeda de co´digos
QR transcurre de la siguiente manera. El robot realizara´ un ana´lisis
visual, si e´ste falla, cambiara´ la altura de enfoque de la ca´mara y
volvera´ a intentarlo. Como medida de seguridad, se ha programado
que en el caso de que se produzcan 5 lecturas fallidas, el robot rote
e intente recolocarse en su posicio´n.
Tras realizar una lectura positiva de un marcador, se definira´ una
posicio´n objetivo, basandose en la referencia del robot en ese mo-
mento y sumandole el incremento que indique el marcador. El robot
comenzara´ a rotar y cuando alcance la posicio´n objetivo tomara´ esa
posicio´n final como la nueva referencia. Tras esto, el algoritmo vol-
vera´ a intentar detectar un co´digo QR y se cerrara´ el bucle.
Cabe destacar un detalle: las posiciones objetivo se definira´n con
la referencia de la posicio´n del robot y el incremento que marque el
co´digo QR. Salvo en la primera deteccio´n (en la que la referencia
se toma de una medida de la bru´jula), las referencias se definira´n
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como la posicio´n objetivo de la bu´squeda anterior y en ningu´n caso
como una medida de la brujula al terminar los movimientos. De esta
forma cada punto objetivo no estara´ sujeto a errores acumulativos,
ya que su distancia respecto a la referencia inicial sera´ siempre un
mu´ltiplo de 45o.
9.2.2. Algoritmo para la prueba de navegacio´n
El algoritmo de la prueba de navegacio´n quiza´s sea el mas com-
plejo de los tres programados. En la figura 9.4 se ha realizado un
diagrama de estados a alto nivel del comportamiento del robot du-
rante la prueba.
De forma similar a la prueba de visio´n, el robot partira´ de una
posicio´n de reposo, y se mantedra´ en esa posicio´n hasta que le indi-
quemos que comience la prueba con el co´digo QR de la figura 9.3.
Una vez que se da la orden, el robot toma una referencia magne´ti-
ca de la direccio´n en la que debera´ recorrer el campo. Tras ello,
comenzara´ a caminar.
Se ha implementado un control de ca´ıdas continuo durante to-
da la prueba. Para ello se ha utilizado la funcio´n getFall, detallada
anteriormente en el cap´ıtulo anterior. Despue´s de realizar cada mo-
vimiento, RAIDER evalu´a si su posicio´n es vertical respecto al suelo.
En caso de que se detecte una ca´ıda, el robot se levantara´ de forma
auto´noma y continuara´ con su programacio´n.
Antes de dar cada paso, RAIDER analiza la trayectoria que de-
be seguir con la funcio´n findWay. Esta funcio´n, como se vio en el
apartado de programacio´n, devolvera´ datos de la distancia que existe
entre el robot y el punto de inicio de la trayectoria, y sobre el a´ngulo
que forma el primer tramo de la trayectoria. Si el robot esta´ lejos del
punto de inicio, debera´ acercarse con pasos laterales. Si el a´ngulo que
forma el tramo es demasiado amplio, el robot rotara´ sobre s´ı mismo
para orientarse. La definicio´n de que´ es “lejano”, que´ es “amplio”,
y su evaluacio´n respecto al robot, se realizan con dos para´metros
parametrizables dentro de raider.h. Por otro lado, cuando la l´ınea
es recta el robot podra´ avanzar sin problemas. Existe una condi-
cio´n ma´s, si el robot avanza de forma recta tres veces seguidas, se
ejecutara´ una rutina para controlar si el robot esta´ orientado correc-
tamente y esta´ siguiendo la direccio´n adecuada. Cuando esto ocurre,
se compara la direccio´n medida por la bru´jula en ese instante con la
referencia magne´tica que se tomo´ al principio de la prueba. En caso
de que esta direccio´n sea diferente, el robot rotara´ sobre s´ı mismo
para recuperar la orientacio´n.
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Figura 9.4: Diagrama de estados simplificado de la prueba de navegacio´n
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Tras ejecutar el desplazamiento, RAIDER intenta buscar la l´ınea
blanca mediante la funcio´n findLine. Si no hay ninguna deteccio´n
volvera´ a buscar una trayectoria para seguir avanzando, sin embar-
go, si encuentra la l´ınea blanca, se realizara´ una rutina especial. Pri-
meramente cabe explicar que´ significa esto: que encuentre la l´ınea
blanca significa que ha llegado al ecuador de la prueba y que de-
bera´ cruzarla para posteriormente realizar el camino de vuelta. Por
tanto, si el resultado de buscar la l´ınea es positivo, la funcio´n find-
Line nos devolvera´ dos valores. Por una parte tendremos el valor de
la distancia del robot al centro de la recta, que nos dara´ una idea
aproximada de cua´ntos pasos necesitara´ realizar para cruzarla. Por
otra parte, se tendra´ el valor del a´ngulo que forma el robot respecto
a la l´ınea. Nos interesa que RAIDER se situ´e perpendicularmente a
la l´ınea, por tanto, si este a´ngulo esta´ lejos de esa posicio´n sera´ ne-
cesario que el robot se oriente de forma adecuada. Para definir si el
robot esta´ en un a´ngulo lo suficientemente cerca de la perpendicu-
laridad de la l´ınea o debe rotarse un poco, se ha definido un valor
parametrizable en la funcio´n raider.h.
Ya colocado correctamente junto a la l´ınea, RAIDER caminara´ ha-
cia el otro lado. Al llegar al otro lado se habra´ superado la primera
mitad de la prueba. Antes de emprender la vuelta, se debera´ variar
la referencia magne´tica que se tomo´ con la bu´jula al principio de la
prueba. A esta referencia se le sumara´n 180o, de forma que ahora
el robot tratara´ de avanzar en esa direccio´n. Cuando se detecta la
l´ınea se activa un flag que indicara´ al robot que no debe volver a
buscar l´ıneas, sino que hasta el final de la prueba solo debe avanzar.
De esta forma, RAIDER completara´ la segunda parte del recorrido.
9.2.3. Algoritmo para la prueba de sumo
En la prueba de sumo no se ha utilizado la ca´mara del robot, ya
que no se ha considerado necesario. Esta prueba se basara´ en los
sensores infrarrojos de los brazos de RAIDER. Esto se debe a que
en esta prueba prima la programacio´n de movimientos efectivos por
encima de la sensorizacio´n. La programacio´n de la prueba de sumo
se ha basado en el diagrama de estados de la figura 9.5.
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Figura 9.5: Diagrama de estados simplificado de la prueba de sumo
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Como en el resto de programas, el robot permanece en reposo
hasta que se le da una sen˜al de inicio. La diferencia es que en este
caso no se utilizara´ la funcio´n waitStart, sino que se activara´ directa-
mente desde el interruptor de seguridad. Este interruptor, como se
aprecia en la figura 9.6, se encuentra en una zona accesible en la es-
palda del robot y se utiliza para cortar virtualmente la comunicacio´n
entre el controlador principal y el controlador de locomocio´n de este
modo. Cuando el interruptor esta´ encendido, RAIDER permanece
inmo´vil en una posicio´n neutra. Tambie´n, gracias a este interruptor
se pueden realizar paradas de emergencia durante las pruebas.
Figura 9.6: Interruptor de emergencia
Cuando el interruptor se apaga, RAIDER realiza una pausa re-
glamentaria de 5 segundos. Tras ello comienza la prueba. Primero
realizara´ una medicio´n con los dos sensores infrarrojos apuntando
hacia delante. Si alguno de estos dos sensores detecta un objeto en
la zona cr´ıtica (representada en la figura 8.16) RAIDER lanzara´ un
pun˜etazo con el brazo izquierdo o el brazo derecho, en funcio´n de
que´ medicio´n es mayor. Si encuentra un objeto en la zona de detec-
cio´n lejana intentara´ acercarse. En este caso existira´n dos posibili-
dades: que ambos sensores hagan una deteccio´n lejana o que solo lo
haga uno de ellos. Si ambos sensores miden la deteccio´n lejana, el
robot avanzara´ hacia delante. Por otra parte, si solo realiza la detec-
cio´n uno de ellos, RAIDER rotara´ hacia el lado del sensor que haya
tomado la medida. De este modo, se orientara´ hacia su objetivo.
Tambie´n cabe la posibilidad de que ninguno de los dos sensores
detecte nada. En este caso, RAIDER girara´ sobre su cintura para
mirar hacia un lado. Cada vez que se llame a esta funcio´n RAIDER
mirara´ a un lado diferente al de la u´ltima mirada, de esta forma se
movera´ a izquierda y a derecha intermitentemente. En el caso de
que despue´s de uno de estos giros detecte un objeto en la posicio´n
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cr´ıtica, RAIDER ejecutara´ un ataque ligero con el brazo ma´s cercano
al objetivo. Estos golpes son mas de´biles que los que se realizan en
la posicio´n de defensa porque en este momento el robot se encuentra
en una posicio´n inestable y podr´ıa caerse.
Paralelamente, existe un control de verticalidad. Con la funcio´n
getFall se analiza si el robot sigue de pie despue´s de cada movimien-
to. En el caso de que se haya caido, realizara´ la rutina de reincorpo-
rarse. Esto es muy importante en la prueba de sumo, ya que puede
suponer una pe´rdida de puntos que el robot caiga al atacar a su
oponente y no se levante.
Las aplicaciones que se han descrito en este proyecto se imple-
mentaron en el robot y se testaron en el campo de pruebas de la
Asociacio´n de Robo´tica. El resultado de la puesta en marcha cons-




El presupuesto del proyecto puede consultarse en el anexo 6. Para
abarcar las partes esenciales del proyecto, se ha dividido en cuatro
secciones.
La primera seccio´n es el presupuesto de personal. En esta cate-
gor´ıa se han estudiado tanto las horas invertidas en el proyecto como
su renumeracio´n.
La segunda seccio´n incluye el gasto en equipos. Se han utilizado
dos componentes esenciales: un ordenador porta´til personal y una
impresora 3D. Ambos se han utilizado para el proyecto, aunque no
se adquirieron exclusivamente para ello.
En tercer lugar se encuentra la seccio´n de materiales. Esta seccio´n
incluye componentes diversos; desde sensores y controladoras hasta
pla´stico y tornillos. Todo el conjunto supone la lista de materiales
necesarios para construir un robot completo. Tanto en este apartado
como en el anterior se ha realizado un ca´lculo de la amortizacio´n en





A son los meses durante los que el equipo es utilizado.
B es el periodo de depreciacio´n en meses.
C es el coste del equipo (sin incluir IVA).
D es el porcentaje de uso que se dedica al proyecto.
Por u´ltimo, el apartado de subcontratacio´n de tareas incluye los
gastos derivados del trabajo de terceros. En este caso se ha incluido
el rutado de la placa de expansio´n mediante maquinaria CNC.
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Cap´ıtulo 11
Evaluacio´n de resultados
En este cap´ıtulo se presentara´n las conclusiones y consideraciones
que se han podido extraer de este proyecto.
11.1. Pruebas
Llegados a este momento, RAIDER ha sido montado y puesto en
marcha. Se han desarrollado aplicaciones sobre el robot que le han
permitido asistir a diferentes competiciones y exhibiciones.
En Spain Experience, se puso a prueba la resistencia y autonomı´a
de la plataforma. Durante mas de dos horas, el robot se controlo´ de
forma remota sobre el campo de juego. Durante la exhibicio´n tuvo
que dar patadas a un balo´n, correr al lado de otros robots (algunos
de una categor´ıa superior a los mini-humanoides), reincorporarse
despue´s de algunas ca´ıdas y, en definitiva, aguantar con una misma
bater´ıa hasta diez minutos de uso. En la figura 11.1 se muestra la
participacio´n de RAIDER en el evento.
Figura 11.1: RAIDER participando en Spain Experience.
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Los resultados fueron muy satisfactorios. Las piezas imprimibles
aguantaron los golpes que recibio´ en robot durante su operacio´n y
el sistema electro´nico no sufrio´ ningu´n tipo de calentamiento o de
interrupcio´n en su funcionamiento.
Por otra parte, RAIDER se presento´ a tres pruebas del campeo-
nato CEABOT. En la modalidad de visio´n, fue el u´nico robot capaz
de diferenciar ma´s de un marcador, llegando a la cifra de cuatro
marcadores detectados y ejecutados correctamente. Esta actuacio´n
supuso el primer puesto de la prueba de visio´n. En la figura 11.2 se
muestra la participacio´n de RAIDER en la prueba.
Figura 11.2: RAIDER participando en la prueba de visio´n.
En la prueba de navegacio´n, el robot fue capaz de superar la
prueba completa en un tiempo de dos minutos y trece segundos,
siendo el u´nico robot capaz de realizar el camino de vuelta desde la
zona de llegada parcial. Esta marca se tradujo en el primer puesto
en la prueba de navegacio´n.
Por u´ltimo, la prueba de sumo conto´ con siete robots participan-
tes. Tras varios combates, RAIDER escalo´ en la clasificacio´n hasta la
final, pero fue vencido en el u´ltimo duelo. Sin embargo, consiguio´ el
segundo puesto de la prueba de sumo. En la figura 11.3 se muestra
la participacio´n de RAIDER en la prueba de sumo.
Figura 11.3: RAIDER participando en la prueba de sumo.
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Tras estas tres prueba, RAIDER quedo´ en el segundo puesto de
la clasificacio´n global, au´n contando con el handicap de no haber
participado en la prueba de escaleras.
11.2. Conclusio´n personal
Una vez finalizado el proyecto, las impresiones han sido muy po-
sitivas. Considero que los objetivos propuestos se han alcanzado con
un alto grado de satisfaccio´n.
Al comienzo del proyecto se analizo´ la situacio´n inicial de la l´ınea
de investigacio´n de robots mini-humanoides. Conocer los proyectos
que se realizaron con anterioridad en la asociacio´n fue muy relevante
a la hora de definir las caracter´ısticas que se perseguir´ıan en el robot
desarrollado.
Durante el ana´lisis del estado del arte se conocieron algunos desa-
rrollos internacionales relacionados con la robo´tica mini-humanoide.
Investigar la situacio´n actual de este campo fue especialmente u´til
para realizar una aproximacio´n al potencial que tienen estos robots.
Realizar la seleccio´n de componentes supuso un estudio de cata´lo-
gos y hojas de caracter´ısticas. Mediante comparativas se encontra-
ron los mejores para el proyecto. Esta configuracio´n de componen-
tes ofrece unas caracter´ısticas muy interesantes para el desarrollo de
nuevos proyectos.
Al mismo tiempo, este proyecto ha sido una excusa perfecta para
trabajar con herramientas de diversa ı´ndole. Utilizar estas herra-
mientas me ha aportado conocimientos y ventajas competitivas a
las que seguro podre´ sacar provecho en futuros proyectos.
En cuanto al disen˜o meca´nico, disen˜ar piezas e imprimirlas con
una impresora 3D ha resultado ser una forma muy efectiva de disen˜ar
prototipos. La instanta´nea transicio´n entre el disen˜o y la fabricacio´n
de la pieza agiliza la evolucio´n del robot en diferentes versiones.
El montaje de los componentes tambie´n fue una experiencia des-
tacable, particularmente por el hecho de poder trabajar con tan
diversos dispositivos y manipularlos hasta conseguir los objetivos
que se propusieron.
En cuanto a la parte de programacio´n, se han abarcado diferentes
niveles. Aunque a priori la parte de visio´n artificial es la ma´s avan-
zada, para llegar a programar algoritmos de visio´n ha sido necesario
tener un control fiable de todas las funcionalidades del robot. Haber
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partido desde un nivel tan bajo y recorrer las diferentes etapas de
programacio´n me ha servido para conocer cuales son los retos a la
hora de disen˜ar el comportamiento de un robot mini-humanoide.
Por otra parte, llegar a implementar las aplicaciones que se han
detallado supusieron un exa´men importante para el robot. La pri-
mera de ella, el Spain Experience, fue el primer evento en el que
se testo´ conjuntamente el disen˜o meca´nico, la construccio´n de las
piezas, la programacio´n de la locomocio´n, etc. Comprobar que el
rendimiento del robot fue el esperado se tradujo en una validacio´n
de todas las decisiones tomadas hasta el momento. Asimismo, la
competicio´n en CEABOT 2014 ayudo´ a consolidar la plataforma,
de la cual se espera que siga dando buenos resultados en el futuro.
11.3. Desarrollos futuros
El te´rmino de este proyecto supone un punto de partida para nue-
vos desarrollos basados en la plataforma robo´tica mini-humanoide
RAIDER. Por una parte, se propone la mejora de las capacidades
de desplazamiento b´ıpedo. En su estado actual, el robot tiene la ca-
pacidad suficiente para realizar controles de estabilidad avanzados,
gracias a sus sensores inerciales y a la informacio´n que ofrecen los
servomotores montados.
Por otra parte, se preve´ una mejora a nivel meca´nico incluyendo
piezas de fibra de carbono y aumentando el nu´mero de grados de
libertad del robot con servos de mayor potencia.
Tambie´n, el que seguramente sea el paso inmediatamente pos-
terior, sera´ integrar manipuladores en las extremidades del robot.
Unas manos mo´viles aportara´n una mayor capacidad de interaccio´n
con el entorno, y podra´n programarse algoritmos de grasping. Los
pies tambie´n suponen un punto importante a la hora de realizar me-
joras. Unos pies con sensores ser´ıan muy u´tiles a la hora de controlar
mejor la marcha b´ıpeda y tambie´n para realizar tareas como la de
subir y bajar escaleras.
Al mismo tiempo, se seguira´n realizando algoritmos de visio´n
sobre la BeagleBone Black, una placa que ha demostrado tener unas
capacidades muy interesantes para su montaje en pequen˜os robots.
Asimismo, se preve´ una reutilizacio´n de las librer´ıas desarrolladas
durante el proyecto para su aplicacio´n en otros sistemas.
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Anexo 1: Listado de piezas
Imagen Archivo Cantidad Observaciones
antebrazo.stl x2





El archivo incluye las dos
partes de la pieza
Cuadro 1: Lista de piezas 1/4
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Imagen Archivo Cantidad Observaciones
codo.stl x2
Incluye versio´n A




Se imprimen dos iguales,
son sime´tricas
hombro.stl x1
Se imprimen dos iguales,
son sime´tricas
Cuadro 2: Lista de piezas 2/4
123




(izquierda) y B (derecha)
pierna1.stl x2
Se imprimen dos iguales,
son sime´tricas. El archivo
incluye dos piezas
pierna2.stl x2
Se imprimen dos iguales,
son sime´tricas
protector.stl x1
Cuadro 3: Lista de piezas 3/4
124 ANEXO 1: LISTADO DE PIEZAS




Se imprimen dos iguales,
son sime´tricas
Cuadro 4: Lista de piezas 4/4
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Placa de cobre x1 Rutada por las dos caras. Es aconsejable 
tratarla con laca aislante.
Pines rectos macho 2x23 x2
Pines rectos hembra 1x20 x2 También puede usarse una tira de 40 y 
cortarla en dos trozos de 20.
Pines rectos macho 1x4 x3 Pueden cortarse de una tira larga de pines.
Pines rectos macho 1x3 x3 Pueden cortarse de una tira larga de pines.
Pines codo macho 1x3 x1
Condensador 100uF x2 Deben soportar al menos 16V.
Resistencia 10kΩ x2 Es suficiente con 1/4 W.
Resistencia 12kΩ x2 Es suficiente con 1/4 W.
Conector Dynamixel x1
Conector XT60 x1
El cable que una el conector y la placa no 
debe ser demasiado fino o podría 
sobrecalentarse.
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Departamento de Ingeniería de Sistemas y Automática.
Descripción del proyecto:
- Título: Desarrollo de una plataforma robótica mini-humanoide con visión artifical.
- Duración: 10 meses.








Isabel Hernández, Javier Ingeniero 960 20 19200.00
Total: 19200.00
Equipos:












Ordenador portátil MSI 1200 3 10 60 6.00
Impresora Prusa i2 540 10 10 60 9.00
Total: 15.00
Materiales:












Bioloid Comprehensive kit 620 100 10 60 103.33
BeagleBone Black 45 100 10 60 7.50
OpenCM9.04 12 100 10 60 2.00
Microsoft LifeCam 54 100 10 60 9.00
TowePro mg90s 6.50 100 10 60 1.08
Dynamixel AX-12 A 44 100 10 60 7.33
Sharp gp2y0a21yk 14 70 10 60 1.63
MPU9150 7.40 100 10 60 1.23
CMPS03 16.20 50 10 60 1.35
Placa de expansión:
- (1) Placa virgen
- (2) Pines rectos macho 2x23
- (2) Pines rectos hembra 2x20
- (3) Pines rectos macho 1x4 
- (3) Pines rectos macho 1x3 
- (1) Pines codo macho 1x3
- (2) Condensador 100uF
- (2) Resistencia 10kΩ
- (2) Resistencia 12kΩ
- (1) Conector Dynamixel
- (1) Conector XT60
34.5 100 10 60 5.75
Bobina de plástico ABS 3mm 22 90 10 60 3.30
(150) Tornillo allen M2 14 100 10 60 2.33
(20) Tornillos y tuercas M3 2.40 100 10 60 0.40
(12) Separadores M3 25mm 3.60 100 10 60 0.60
(4) Separadores M3 40mm 2.40 100 10 60 0.40
Total: 147.20
Subcontratación de tareas:
Descripción Empresa Coste imputable (euro)
Rutado de placa de expansión con 
maquinaria CNC
Departamento de Ingeniería de 








Subcontratación de tareas 18.00
Total: 19380.20
El presupuesto total del proyecto asciende a la cantidad de DIECINUEVE MIL TRESCIENTOS 
OCHENTA EUROS Y VEINTE CÉNTIMOS.
Leganés 18 de septiembre 2014,
El ingeniero proyectista
Fdo. Javier Isabel Hernández
