This paper presents a methodology for the integrated control of Indoor Environmental Quality. The most important aspect of the methodology is the treatment of the task as a multi-objective optimization problem. Appropriate control actions that achieve reasonable tradeoffs among conflicting objectives are selected through multi-objective optimization in which predictive models are trained using machine learning techniques. The methodology is currently being implemented and tested in the Field Environmental Chambers (FEC) of the
INTRODUCTION
Automatic controllers promise to improve energy efficiency and reduce maintenance costs. For example, a system called NEUROBAT (Morel et al., 2001 ) obtained energy savings of 13% (compared to conventional open loop controllers) in two occupied rooms during a complete heating season. Other examples of the use of automatic controllers for thermal comfort can be found in Chen (2001) , Kummert (2000) and Chow et al. (2002) . Guillemin and Morel (2002) developed a prototype that simultaneously controlled heating and lighting. Since such systems are still being tested in laboratories, they have not penetrated the industry. Commercial Heating Ventilating and Air-Conditioning (HVAC) systems operate through taking actions sequentially in order to meet targets related to individual parameters. Integrated control of diverse indoor environmental quality (IEQ) parameters such as temperature, lighting level, relative humidity and carbon dioxide (CO 2 ) do not exist as commercial products.
In most of the systems described above, control is treated as a single objective optimization problem. Parameters that influence indoor environmental quality such as temperature, humidity, level of CO 2 and lighting can be adjusted through operating individual devices. But it is not easy to obtain the right combinations of values of these parameters since operating a single device might have several effects. For example, suppose that the objective is to improve the level of lighting in a room. When other objectives are ignored, the most economic solution will be to draw open the window blinds. However, this brings more radiant heat into the room and consequently, the cooling load increases. When there are multiple objectives, we need to search for solutions that make compromises among conflicting objectives.
There are many researchers who have studied the influence of interacting parameters on the indoor environment quality, for example, Suter et. al. (2007) ; and Mahdavi and Unzeitig (2005) . In these works, multiple parameters are modelled for the purpose of simulation and performance evaluation, but not for adaptive control. Multi-objective optimization approaches such as Pareto optimization have never been investigated for the control of IEQ. These techniques have been successfully applied to other domains such as structural control (Adam and Smith, 2005 This paper presents a methodology for integrated control of IEQ parameters through multi-objective optimization. The primary contribution of this paper is in the area of building automation and control. A new control strategy that maximizes building performance has been developed. The most important aspect of the methodology is the treatment of the task as a global optimization problem. The methodology is currently being implemented and tested in the Field Environmental Chambers (FEC) of the Department of Building, National University of Singapore. This paper reports work that is in progress and focuses mainly on the theoretical framework.
INTEGRATED CONTROL OF IEQ
The perception of indoor environment quality is influenced by many aspects such as thermal comfort, air quality, and lighting. Air quality may be measured through a number of parameters such as relative humidity (RH), level of CO 2 , velocity of air movement, etc. Traditionally, HVAC systems control the air quality and thermal comfort using parameters set by users. In most cases, the only parameter that the end-user can set is the temperature. The air conditioning system provides adequate supply of cold air into the room such that the required temperature is attained. The amount of cold air supplied to a room is regulated by opening and closing of dampers to various levels that are determined by the control algorithm. The supply of cold air indirectly influences other parameters such as RH and CO 2 . Accurate simultaneous control of these parameters is not possible through this approach. In fact, these parameters are not even measured in the conventional systems.
In the present work, all the important IEQ parameters are measured by appropriate sensors. Measured IEQ parameters include temperature, RH, CO 2 and lux.
In addition, energy consumption of individual subsystems are also measured using power meters.
The room is equipped with a number of actuators that perform different functions. These include dampers that let in cold air into the room, dampers that control the in-take of fresh air from outside, switches that control lighting illuminance and position regulators of blinds.
Data from sensors is used to identify the most appropriate control action through multi-objective optimization. The complete feedback loop is shown in Figure 1. 
MULTIOBJECTIVE OPTIMIZATION
The control task is treated as a multi-objective optimization problem. Instead of optimizing a single objective, multiple objectives are considered simultaneously. There are objectives related to attaining desirable values of IEQ parameters as well as minimization of energy. The goal of active control is to achieve the objectives to the maximum extent possible. Since objectives frequently conflict with each other, multi-objective optimization should aim at achieving reasonable trade offs. For example, it may not be possible to attain the set values for both the temperature and RH, since excess humidity is usually removed by cooling the air which tends to lower the temperature below the set values. In such situations, the optimization algorithm has to identify the best control action that will achieve reasonable compromises. This is not an easy task.
There are several approaches to multi-objective optimization. One popular approach is called Pareto optimization and is adopted here. In this approach, a population of solutions known as the Pareto set is generated (Raphael and Smith, 2003a) . The Pareto set (front) consists of a set of solutions that satisfy what is known as the Pareto optimality criterion. According to this criterion, a solution point P (Figure 2 ) is accepted only if there are no solutions better than P with respect to all the objectives. For example, even if P is worse than another solution P1 with respect to one objective, P is accepted provided that it is better than P1 in at least one objective. Thus each Pareto optimal solution is good in some respect. The set of all Pareto optimal solutions form the Pareto set or Pareto front.
Many techniques for generating the Pareto front are found in the literature. These include multi- In this work, a newly developed algorithm (Raphael 2006 ) is used to generate the Pareto front. This algorithm divides a multi-objective optimization problem into a series of single objective optimization problems that are easier to solve. This is done by selecting one objective at a time and treating remaining objectives as constraints. It has been shown that this algorithm is able to generate good quality Pareto fronts. Another attractive feature of this algorithm is that it has a mathematical proof of convergence.
Once the Pareto front is generated, a suitable solution point can be selected using a number of heuristics. A simple heuristic is to select the point on the normalised Pareto surface where the slope is close to 45 degrees. This is the point where the relative gain in one objective is compensated by an equivalent loss in the other objective.
MACHINE LEARNING
The objective functions that are used in the optimization compute the difference between desired states and the predicted states after the application of a control action. This requires an accurate prediction of the effects of control actions. In general, the effects of control actions cannot be predicted accurately since closed form equations are not available and theoretical models involve many parameters whose values are not known precisely.
In these circumstances, machine learning techniques are used to train models to be used for prediction. Two types of models are used. The first type is based on physical principles, but contains parameters whose values are not known precisely.
The values of parameters are determined through a process known as model updating in which the best combination of values of parameters is found through the minimization of prediction error. The second type of models is purely empirical and is obtained through training artificial neural networks.
An example of the first type of model is the energy balance equation which predicts the change in the average temperature of the room due to the opening of the damper by a unit amount. Parameters in the model whose values are unknown include the heat influx into the room, temperature and velocity of incoming air, etc.
An example of an empirical model is the computation of air velocity at a specific location of room. Accurate determination of air velocity requires complex analysis using computational fluid dynamics.
However, a reasonable approximation might be obtained in a given setting through empirical observations, including previous A model updating procedure similar to RobertNicoud et. al. (2005) has been adopted in this project. In this approach, the error between model predictions and measurements is minimized using a global search algorithm called PGSL (Raphael and Smith, 2003) . The procedure results in the identification of a population of candidate models. The characteristics of this population are studied in order to evaluate the reliability of identification and to determine whether a unique model explains the data.
Conventionally, model identification is treated as an optimization problem. The model whose prediction has the minimum error with respect to measurements is chosen as the best model. I has been shown in Robert-Nicoud et. al. (2005) that this procedure results in the identification of wrong models in the presence of modelling and measurement errors. This is because different types of errors might compensate for each other such that the next error is very small. In order to avoid this problem, it is important to compute the error threshold through an estimate of modelling errors and sensor precision. All the models whose predictions lie below this threshold are chosen as candidate models. An examination of the variation in the values of model parameters will reveal whether a unique identification is possible. For example, if model parameters show wide variation, it means that many different models match observations within the error threshold. In such a situation, we need to install more sensors or increase the precision of sensors.
CURRENT STATUS
Two field environmental chambers (FEC) are currently being equipped with sensors and actuators using the European Installation Bus (EIB) technology. EIB is a building automation system founded in the late eighties with the support of a number of major European manufacturers such as Siemens, Gira, Jung, Merten, and ABB. It is being widely used in Europe and is increasingly being used in other parts of the world. Even though it is currently used mainly for controlling home appliances such as lighting, water heaters and security cameras, the flexibility offered by this technology makes it possible to control any type of electrical device. The EIB system consist a bus control cable installed in addition to and parallel to the power supply cable. EIB devices such as switches and sensors are connected to the bus. The bus is the common communication medium. Readings from sensors can be obtained through a computer connected to EIB. Control commands to actuators can also be sent from the computer through the bus. This makes it possible to develop customised control applications that operate on these devices. Existing HVAC components in the FEC are in the process of being interfaced with EIB devices.
The multi-objective optimization routine has been fully developed and has been tested on a number of benchmark problems. However, the control strategy needs to be fine tuned and it cannot be evaluated at this stage since reliable data has not been obtained yet. Model development and testing are still in progress. Preliminary results are expected in the coming months.
CONCLUDING REMARKS
The main contribution of this paper is a methodology for the integrated control of IEQ. Instead of making decisions using the values of individual parameters, control is treated as a multiobjective optimization problem. Control actions are selected such that there are reasonable tradeoffs among conflicting objectives. This is achieved through Pareto optimization. The selected actions are applied by sending commands to appropriate actuators. Responses to these actions are recorded by sensors and are input into the optimization module to complete the loop. It is an innovative feedback control system that simultaneously takes into account multiple objectives.
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