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Abstract
In this paper, we consider a strategy aimed at rendering the variable-step-size Störmer–Cowell methods more
efﬁciently, providing a way to increase the order when selecting the new step in an adequate form.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
The classical Störmer–Cowell methods are multistep codes with ﬁxed steps, suitable for the numerical
integration of second-order differential equations of the special form
y′′(x)= f (x, y(x)), y(x0)= y0, y′(x0)= y′0, (1)
where the right-hand side does not include the derivative of y (see [2, p. 462] or [3, p. 291]). These
types of equation arise in a broad variety of physical situations and different authors have dealt with
them, although the pioneering work was probably by Störmer (1907), and later by Cowell (1910), who
developed the implicit scheme.
Following the ideas in [8], in a recent paper we presented a new formulation for the Störmer–Cowell
methods using variable stepsizes [6]. In such a case, a strategy for selecting the new step is needed each
time, and we reproduce the step-changing technique in Section 3. However, it is possible to increase
accuracy by observing that by conveniently selecting the new step, the coefﬁcient in the leading term in
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the residual vanishes, hence increasing the order of the method (in fact, as shown in Sections 4 and 5, it
is for an adequate selection of the step-size ratio c1= hn+1/hn, that this occurs).
In the last section, a numerical example is presented to illustrate the new procedure.
2. The Störmer method of variable step-size
The counterpart formulation for the variable k-step Störmer method may be expressed in the form (see
[6])
yn+1 −
(
1+ hn+1
hn
)
yn + hn+1
hn
yn−1
= hn+1(hn+1 + hn)
k−1∑
j=0
jf [xn, . . . , xn−j ] + O(hk+2), (2)
where hn and hn+1 are two of the step-sizes; namely,
hn = xn − xn−1, hn+1 = xn+1 − xn,
with xn−(k−1), . . . , xn+1 the grid points that are unevenly spaced, and the terms f [xn, . . . , xn−j ] the
Newton-divided differences as usually deﬁned. Finally, j are coefﬁcients that depend on the step sizes
at the grid points, and h is the maximum of the steps.
Note that the resulting variable k-step Störmer method for the problem in (1) has order k .
If we introduce the notations
hn+1
hn
= c1, hn
hn−1
= c2, hn−1
hn−2
= c3, . . . (3)
for the step-size ratios and neglect the residual term O(hk+2), after some algebra, the formula in (2) may
be expressed as
yn+1=(1+ c1)yn − c1yn−1 + hn+1(hn+1 + hn)QkSkF Tk
= (1+ c1)yn − c1yn−1 + hn+1(hn+1 + hn)
k−1∑
j=0
jf [xn, . . . , xn−j ]. (4)
3. Step-size strategy
Of course, in a variable-step code, it is necessary to have a criterion upon which to base our decision
about how to select each new step. We assume the numerical integration has proceeded successfully up
to the point xn and we attempt to advance from xn to xn+1 = xn + hn+1 with the variable-step formula
in (4).
Our aim is to obtain a suitable value for hn+1 so that a norm of the local error in advancing the
numerical solution is approximately equal to a given tolerance. Indeed, given a requested tolerance, TOL,
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the optimal projected step-size h∗n+1 (that is, the maximum steplength we could have taken to produce an
error estimate equal to a given tolerance) should be obtained by solving an equation of the form
TOL = ‖LE(h∗n+1)‖, (5)
where LE(h∗n+1) is the local error estimate at xn+1.
Taking the local error estimate for formula (4) as the leading term in the residual
LE(xn, hn+1)= hn+1(hn+1 + hn)kf [xn, xn−1, . . . , xn−k], (6)
the classical stepsize prediction ([4, p. 145] or [7, p. 337]) derived from the criterion in (5) yields
h∗n+1 = hn+1
(
TOL
‖LE(xn, hn+1)‖
)1/(k+2)
,
where  is a safety factor (less than one) whose purpose is to avoid failed steps, and hn+1 is the steplength
used with the k-order method (4) on the step from xn to xn+1 (currently, the initial guess for hn+1 is
the last known step, that is, hn). Normally some restrictions must be considered in order to avoid large
ﬂuctuations in step-size: step-size is not allowed to decrease by more than a factor 1 or to increase by
more than a factor 2.
However, to obtain this approximation for h∗n+1, it is necessary to make some simple assumptions that
may be the source of inaccuracies [9].We propose an alternate approach (see [1] for a similar procedure in
connection with variable step-size Adams methods) to obtain an accurate prediction for h∗n+1, this being
the solution of the polynomial equation
TOL = ‖h∗n+1(h∗n+1 + hn)k(h∗n+1)f [xn, xn−1, . . . , xn−k]‖, (7)
where by k(h∗n+1), we mean that in the polynomial k of degree k in the variable hn+1, we have replaced
hn+1 by h∗n+1.
For our analysis of the new variable-step-size prediction, we start by considering the case for k = 3.
If we calculate 3 directly, we obtain
3(h
∗
n+1)=
1
60
(3h∗n+1
3 + (5hn−1 + 7hn)h∗n+12
+ (5hn−1hn + 3h2n)h∗n+1 − (5hn−1h2n − 3h3n)),
and the equation in (7) becomes
TOL = ‖h∗n+1(h∗n+1 + hn)3(h∗n+1)f [xn, xn−1, xn−2, xn−3]‖,
or, equivalently,
h∗n+1(h∗n+1 + hn)3(h∗n+1)= 3, (8)
where
3 = TOL‖f [xn, xn−1, xn−2, xn−3]‖ ·
Since the polynomial in the unknown h∗n+1 on the left-hand side of (8) increases strictly (its derivative is
greater than zero), the equation in (8) has a unique positive root, and this will be our choice for the new
step-size. Obviously, this root has to be found numerically.
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For the general case, the situation is analogous, although instead of Eq. (8) we must consider the
equation
h∗n+1(h∗n+1 + hn)k(h∗n+1)= k, (9)
with
k = TOL‖f [xn, xn−1, . . . , xn−k]‖ .
Remark 1. If the numerical method we have chosen to obtain the positive root in Eq. (9) needs a starting
value, we can simply take h(0)n+1=hn, although assuming constant step-size, we may select as an accurate
suitable starting value
h
(0)
n+1 =
(
TOL
‖kk!f [xn, xn−1, . . . , xn−k]‖
)1/(k+2)
,
where k is the corresponding coefﬁcient in the ﬁxed-step formula (see [2, p. 462]).
4. The new step-size procedure
The above strategies for selecting step-size work well, but when the step-size has to be reduced, we
develop a procedure that permits us, at the same time, to reduce the step and locally increase the order.
We shall show for different values of k, that by suitably selecting the last step, hn+1, we can increase the
order of the method in passing from xn to xn+1.
4.1. Case k = 1
In this particular case, with 0 = 12 , the method results in
yn+1 = (1+ c1)yn − c1yn−1 + 12 hn+1(hn+1 + hn)f [xn].
Since 1= hn(c1−1)6 , by choosing c1= 1, we can see that 1 vanishes, and the resulting method with order
2 is
yn+1 = 2yn − yn−1 + h2n+1fn,
which is the well-known Störmer method of two steps and order 2.
4.2. Case k = 2
Calculating the coefﬁcients directly, we obtain
0 =
1
2
, 1 =
hn(c1 − 1)
6
, 2 =
h2n(c
2
1 + c1 − 1)
12
,
and the method results in
yn+1 = (1+ c1)yn − c1yn−1 + hn+1(hn+1 + hn)(0f [xn] + 1f [xn, xn−1]).
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Fig. 1. c2 versus c1 for 3 = 0.
So, if we choose c1 =
√
5−1
2 , the positive root of c
2
1 + c1 − 1 = 0, we obtain that 2 vanishes, and the
method will have at least order 3, instead of the corresponding order 2.
4.3. Case k = 3
We already know the coefﬁcients 0, 1 and 2 for themethod, but the coefﬁcient 3 in the expression for
the local error depends on the steps hn+1, hn, hn−1, or equivalently on the ratios c1 and c2. The coefﬁcient
may be expressed as
3 =
1
60
c22(−5+ 5c1 + 5c21 + (−3+ 3c1 + 7c21 + 3c31)c2)h3n−1.
Setting 3 = 0, c2 may be expressed as a rational function of c1; namely,
c2 = −5p1
p2
, (10)
with
p1=− 1+ c1 + c21,
p2=− 3+ 3c1 + 7c21 + 3c31.
The plot of c2 versus c1 in the range for c2> 0 is shown in Fig. 1. Since c2 is known (being the ratio
of back steps), it is clear from the plot that whatever c2 was, we can choose a unique c1 in the interval
(s, r), with s = 0.4463115, the real root of the denominator in (10), and r = 0.6180339, the real root of
the numerator in (10), in such a way that 3 vanishes. Thus, with this choice, the method will have order
4. We can establish this result as a theorem.
Theorem 2. For k = 3, given c2 = hn/hn−1, we can choose a unique c1, and therefore the new step
hn+1 = c1hn, in such a way that the variable 3-step Störmer method given in (4) has order 4.
Remark 3. Note that by Descartes Theorem, both the polynomials p1 and p2 have a unique positive
root.
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Fig. 2. c3 versus c1 with c2 = 0.5 for 4 = 0.
4.4. Case k = 4
By directly calculating the coefﬁcient 4 that appears in the local error, which depends on the steps
hn+1, hn, hn−1, hn−2, and thus on the ratios c1, c2 and c3, we obtain
4=
1
60
c22c
3
3(−5+ 5c1 + 5c21 − 3c2 + 3c1c2 + 7c21c2 + 3c31c2
+ (−5+ 5c1 + 5c21 − 6c2 + 6c1c2 + 14c21c2 − 2c22 + 2c1c22
+ 8c21c22 + 2c41c22 + c31c2(6+ 7c2))c3)h4n−2.
Setting 4 = 0, c3 may be expressed as a rational function of c2 and c1,
c3 = −5p1 − c2p25p1 + 2c2p2 + c22p3
, (11)
with p1 and p2 as in (10), and
p3 =−2+ 2c1 + 8c21 + 7c31 + 2c41.
We take different values of c2 in order to plot c3 versus c1 in the range for c3> 0. The plots are shown
in Figs. 2 and 3. In this case, since c3 is known, it is clear from the plots that whatever c3> 0 was, we
can choose a unique c1 in the interval (s, r), with s the real root of the denominator in (11) and r, the real
root of the numerator in (11), in such a way that 4 vanishes. Thus, with this choice, the method will have
order 5. We can establish this result as a theorem.
Theorem 4. For k = 4, given c3 = hn−1/hn−2 and c2 = hn/hn−1 we can choose a unique c1> 0, and
therefore the new step hn+1 = c1hn, in such a way that the variable 4-step Störmer method given in (4)
has order 5.
Remark 5. Note that by Descartes Theorem, both the polynomials in numerator and denominator in (11)
have a unique positive root.
H. Ramos, J. Vigo-Aguiar / Journal of Computational and Applied Mathematics 175 (2005) 149–159 155
0.4 0.4340 0.5109 0.6
c1
0.5
1
1.5
2
c 3
Fig. 3. c3 versus c1 with c2 = 1.5 for 4 = 0.
4.5. Case k = 5
Bydirectly calculating the coefﬁcient 5 that appears in the local error,whichdependsonhn+1, hn, hn−1,
hn−2, hn−3, and hence on c1, c2, c3 and c4, we have
5=
1
420
c22c
3
3c
4
4(35(1+ c3)p1 + 7c2(1+ 2c3)p2 + 7c22c3p3
+ c4(35(1+ 2c3 + c23)p1 + 7c2(1+ 4c3 + 3c23)p2
+ 7c22c3(2+ 3c3)p3 + 2c32c23p4))h5n−3.
Setting 5 = 0, c4 may be expressed as a rational function of c3, c2 and c1,
c4 = N
D
, (12)
where
N=− 35 (1+ c3) p1 − 7c2 (1+ 2c3) p2 − 7c22c3p3,
D=35(1+ 2c3 + c23)p1 + 7c2(1+ 4c3 + 3c23)p2 + 7c22c3 (2+ 3c3) p3 + 2c32c23p4,
with p1, p2 and p3 as in (11), and
p4 =−5+ 25c1 + 30c21 + 40c31 + 23c41 + 5c51.
We take different values for c3 and c2 in order to plot c4 versus c1 in the range for c4> 0. The plots are
shown in Figs. 4 and 5. Since c2, c3 and c4 are assumed to be known, it is clear from the plots that whatever
c4> 0 was, we can choose a unique c1 in the interval (s, r), with s the real root of the denominator in (12)
and r, the real root of the numerator in (12), in such a way that 5 vanishes. Thus, with this choice, the
method will have order 6. The same remark, as before, may be done with respect to the unique positive
root of both numerator and denominator in (12). We can establish this result as a theorem.
Theorem 6. For k = 5, given c4 = hn−2/hn−3, c3 = hn−1/hn−2 and c2 = hn/hn−1, we can choose a
unique c1> 0, and therefore the new step hn+1 = c1 hn, in such a way that the variable 5-step Störmer
method given in (4) has an order 6.
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Fig. 4. c4 versus c1 with c2 = 0.5, c3 = 1.5 when 5 = 0.
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Fig. 5. c4 versus c1 with c2 = 1.5, c3 = 0.5 when 5 = 0.
For different values of k, it is possible to obtain similar results. The general theoremmay be formulated
as
Theorem 7. Given the stepsize ratios c2, c3, . . . , ck−1> 0, we can choose a unique c1> 0, and therefore
the new step hn+1 = c1 hn, in such a way that the variable k-step Störmer method in (4) has order k + 1
instead of the corresponding order k.
5. The new step-size procedure for the implicit method
For implicit Störmer methods, the procedure is similar to the previous one. The implicit method reads
(see [6])
yn+1=(1+ c1)yn − c1yn−1 + hn+1(hn+1 + hn)Qk+1Sk+1FTk+1
= (1+ c1)yn − c1yn−1 + hn+1(hn+1 + hn)
k∑
j=0
∗jf [xn+1, . . . , xn+1−j ], (13)
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and our goal is to choose an appropriate c1 in such a way that the coefﬁcient ∗k+1 in the leading term in
the residual will vanish. We show the procedure in two particular cases.
5.1. Case k = 2
By directly calculating the coefﬁcients, we obtain
∗0 =
1
2
, ∗1 =
−1
6
(2c1 + 1)hn, ∗2 =
h2n(c
2
1 + c1 − 1)
12
,
and the method results in
yn+1 = (1+ c1) yn − c1yn−1 + hn+1(hn+1 + hn)
2∑
j=0
∗jf [xn+1, . . . , xn+1−j ].
Since ∗3 = −160 (2c31 + 3c21 − 3c1 − 2)h3n, by choosing c1 = 1, we have that ∗3 vanishes, and the method
will have at least order 4, instead of the corresponding order 3. In this particular case, with c1 = 1, the
resulting method will have a ﬁxed step and an algebraic order 4. In fact, what we have obtained is the
well-known Numerov method:
yn+1 − 2yn + yn−1 = 112 h
2(fn+1 + 10fn + fn−1).
This result agrees with the comment in Lindberg [5]: “... at three adjacent points it is not possible to
get a formula with order of accuracy greater than three unless the points are equidistantly spaced”.
5.2. Case k = 9
Now, the implicit scheme results in
yn+1 = (1+ c1) yn − c1yn−1 + hn+1(hn+1 + hn)
9∑
j=0
∗jf [xn+1, . . . , xn+1−j ].
Setting ∗10 = 0, c8 may be expressed as a rational function of c1, c2, c3, c4, c5, c6 and c7. For simplicity
sake, we do not show the formula, but in the two ﬁgures we can observe the plots of c8 versus c1 for
different values of the coefﬁcients (Figs. 6 and 7).
The general theorem in the implicit case may be written as
Theorem 8. Given the step-size ratios c2, c3, . . . , ck−1> 0,we can choose a unique c1> 0, and therefore
the new step hn+1 = c1 hn, in such a way that the variable k-step Cowell method in (13) has an order
k + 2 instead of the corresponding order k + 1.
6. Numerical illustration
Let us consider the problem
y′′(t)=−100y(t), y(0)= 1, y′(0)= 0,
with t ∈ [0, 2] to illustrate the new procedure using a 2-step explicit Störmer method.
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Fig. 6. c8 versus c1 with c2 = 0.5, c3 = 0.6, c4 = 0.7, c5 = 0.8, c6 = 0.9, and c7 = 1 when ∗10 = 0 .
0.375 0.381 0.3931 0.4
c1
0.5
c 8
Fig. 7. c8 versus c1 with c2 = c4 = c6 = 1.5, c3 = c5 = 0.5 and c7 = 10.5 when ∗10 = 0.
Table 1
Comparison between the two procedures
Procedure Abs.error Steps
Standard step selection 1.373× 10−3 948
New step selection 1.903× 10−4 1114 [539]
Since 2 is null for c1 =
√
5−1
2 = 0.618034 (the reciprocal of the golden number), which is less than
one, in most cases it will be impossible to reach the end of the integration interval. We therefore impose
a condition over c1: if 0.25<c1< 1, then we apply the new procedure and take c1 =
√
5−1
2 = 0.618034;
otherwise, the standard step selection shown in Section 3 continues.
The results are presented in the table where the value inside brackets refers to the number of times the
new strategy has been applied. We have taken TOL = 10−6 and = 0.8 (Table 1).
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7. Discussion
We have developed a step-size control strategy that allows us to increase the order of the variable-step-
size Störmer and Cowell methods, providing an interesting improvement in accuracy. This is possible
because the coefﬁcient in the leading term in the local error may vanish with an adequate selection of
step-sizes.
However, the procedure is valid only when the step-size decreases. This will not be practical at all,
because in most cases it will be impossible to reach the ﬁnal point.We suggest the use of step-size strategy
in Section 3, and then, if the step-size ratio c1 is in a selected interval (s − , r + ) with 0< >s, we
apply the new scheme in order to increase the accuracy. If the step-size ratio c1 is outside this interval,
then the normal procedure continues.
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