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Metode backpropagation merupakan metode yang sangat baik dalam menangani masalah 
pengenalan pola-pola kompleks. Di dalam jaringan backpropagation, setiap unit yang berada di 
lapisan input terhubung dengan setiap unit yang ada di lapisan tersembunyi. Hal serupa berlaku pula 
pada lapisan tersembunyi. Setiap unit yang ada pada lapisan tersembunyi terhubung dengan setiap 
unit yang ada di lapisan output. Fungsi aktivasi yang digunakan di dalam metode backpropagation 
adalah fungsi sigmoid biner (binary sigmoid function), sigmoid bipolar (bipolar sigmoid function). 
Karakteristik yang harus dimiliki fungsi aktivasi tersebut adalah kontinyu dan tidak menurun secara 
monoton. Dari hasil penelitian maka didapatkan bahwa penggunaan fungsi aktivasi sigmoid biner 
memiliki tingkat rata-rata akurasi yang lebih baik dari sigmoid bipolar. Akan kecepatan 
perhitungannya lebih lambat dibandingkan dengan sigmoid bipolar. Fungsi aktivasi sigmoid bipolar 
dipilih berdasarkan asumsi heuristik bahwa nilai rentang [0, 1] yang dihasilkan oleh fungsi sigmoid 
biner (unipolar) kurang bagus dibandingkan dengan rentang [-1, 1] yang dihasilkan fungsi yang 
sigmoid bipolar. Hasil ini disebabkan karena nilai ekstrim 0 yang dihasilkan fungsi sigmoid biner 
kurang memberikan pengaruh pada penghitungan nilai pada neuron, dibandingkan dengan nilai 
ekstrim -1 yang dihasilkan oleh fungsi sigmoid bipolar. 
 
Kata Kunci :  Jaringan saraf tiruan (neural network), backpropagation, fungsi aktivasi sigmoid   





Ketidak lulusan ketika mengikuti Ujian Nasional menjadi permasalahan rutin tiap tahun. 
Permasalahan ini dirasakan oleh siswa, wali siswa, orang tua, penyelenggara pendidikan, dinas 
pendidikan, BNSP, LPMP dan Kemendiknas. Pada tahun 2012 ada sekitar 17.269 sekolah tingkat 
SMA dan Madrasah Aliyah. Sekolah dengan tingkat kelulusan UN sebesar 100% berjumlah 15.024 
sekolah atau sekitar 87%. Sedangkan sekolah dengan tingkat kululusan UN 0% berjumlah 4 sekolah 
atau sekitar 0,02%. Kalau dibandingkan dengan tahun 2011, angka kelulusan ujian nasional (UN) 
tingkat SMA/ MA tahun 2012 mengalami penurunan sebesar 0,28%. Pada tahun 2011 angka 
kelulusan UN mencapai 99.22%, sekarang menjadi 99,50%. 
Siswa pasti menginginkan mendapat nilai terbaik dan lulus ujian nasional. Kemampuan siswa 
untuk mendapatkan nilai terbaik dipengaruhi oleh faktor-faktor ekonomi dan psikologis. Faktor-
faktor tersebut berinteraksi satu sama yang lain dengan cara yang sangat kompleks. Umumnya 
sangat sulit untuk memprediksi kemampuan siswa. Sehingga dibutuhkan suatu metode atau cara 
untuk memprediksi kemampuan siswa tersebut untuk membantu guru untuk menentukan nilai siswa 
dan mata pelajaran mana yang perlu dilakukan tindakan khusus agar siswa tersebut mendapatkan 
nilai terbaik agar diperoleh nilai UN tertinggi. Maka dalam penelitian ini akan digunakan suatu 
model Jaringan Saraf Tiruan (Neural Network) untuk memprediksi kemampuan siswa, selanjutnya 
mentransformasikan hasil yang diperoleh tersebut dengan suatu pendekatan algoritma 
backpropagation. 
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Hasil dari model ini digunakan untuk memprediksi kemampuan siswa dalam UN ditahun 
mendatang. Jika berdasarkan prediksi angka ketidak lulusan siswa dalam UN tinggi, dapat diambil 
langkah-langkah antisipatif sebelum pelaksanaan UN antara lain pengayaan materi pembelajaran, 
try out, penambahan jam pembelajaran, sehingga angka ketidak lulusan bisa diminimalisir. 
Jaringan Saraf Tiruan Algoritma Perambatan Balik (backpropagation) 
Jaringan Saraf Tiruan memiliki kemampuan untuk dapat melakukan pembelajaran dan 
pendeteksian terhadap suatu pola. Proses pembelajaran merupakan suatu metoda untuk proses 
pengenalan suatu objek yang sifatnya kontinuitas yang selalu direspon secara berbeda dari setiap 
proses pembelajaran tersebut. Tujuan dari pembelajaran ini sebenarnya untuk memperkecil tingkat 
suatu error dalam pengenalan suatu objek. 
Jaringan saraf lapis jamak (multilayer network) dengan pelatihan terbimbing (supervised) 
antara lain adalah jaringan perambatan-balik (backpropagation). Metode pelatihan perambatan-
balik (backpropagation) secara sederhana adalah metode penurunan gradien (gradient descent) 
untuk meminimalkan total galat kuadrat keluaran. Aplikasi jaringan ini melibatkan pemetaan 
sekumpulan masukan terhadap sekumpulan target keluaran, jadi termasuk kategori jaringan dengan 
pelatihan terbimbing. 
Pelatihan jaringan perambatan balik melibatkan tiga tahap yaitu umpan-maju pelatihan pola 
masukan, komputasi dan perambatan-balik galat, serta perubahan bobot. Setelah pelatihan, aplikasi 
jaringan hanya melibatkan tahap komputasi umpan-maju. Walaupun proses pelatihan jaringan 
berlangsung relatif lambat, namun jaringan yang telah dilatih dapat menghasilkan keluaran dengan 
sangat cepat. 
Jaringan saraf lapis jamak (multilayer network) dengan lapisan tersembunyi (unit Z) 
diperlihatkan pada Gambar 1. Unit keluaran (unit Y) dan unit-unit tersembunyi serta bias 
diperlihatkan. Bias pada unit keluaran Yk dilambangkan dengan W0k, bias pada unit tersembunyi Zj 
dilambangkan dengan V0j. Istilah bias-bias ini berlaku sebagai bobot pada hubungan unit-unit 
dengan keluaran selalu satu. Hanya aliran informasi umpan-maju yang diperlihatkan pada gambar. 
























Fungsi aktivasi merupakan fungsi yang digunakan pada jaringan saraf untuk mengaktifkan 
atau tidak mengaktifkan neuron. Karakteristik yang harus dimiliki oleh fungsi aktivasi jaringan 
perambatan balik antara lain harus kontinyu, terdiferensialkan, dan tidak menurun secara monotonis 
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(monotonically non-decreasing). Lebih lanjut, untuk efisiensi komputasi, turunan fungsi tersebut 
mudah didapatkan dan nilai turunannya dapat dinyatakan dengan fungsi aktivasi itu sendiri. Fungsi 
aktivasi yang di analisis adalah sigmoid biner dan sigmoid bipolar. 
Fungsi aktivasi sigmoid biner memiliki nilai pada range 0 sampai 1. Ditunjukan pada gambar 












(Sumber : Fausett, L., 1994) 
 
Gambar 2. Fungsi aktivasi sigmoid biner.  
 
 
Fungsi aktivasi sigmoid bipolar hampir sama dengan fungsi sigmoid biner, hanya saja output dari 



















(Sumber : Fausett, L., 1994) 
 
Gambar 3. Fungsi aktivasi sigmoid biner.  
 
Algoritma Backpropagation 
Backpropagation bekerja melalui proses secara iteratif dengan menggunakan 
sekumpulan contoh data (data training), membandingkan nilai prediksi dari jaringan dengan 
setiap contoh data. Dalam setiap proses, bobot relasi dalam jaringan dimodifikasi untuk 
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meminimalkan nilai Mean Square Error (MSE) antara nilai prediksi dari jaringan dengan nilai 
sesungguhnya. Modifikasi relasi jaringan saraf tersebut dilakukan dalam arah mundur, dari 
output layer hingga layer pertama dari hidden layer sehingga metode ini disebut 
backpropagation. 
Langkah-langkah yang dilakukan pada prosedur pelatihan menggunakan backpropagation 
adalah: 
Langkah 0 :  Inisialisasi bobot keterhubungan antara neuron dengan menggunakan  bilangan 
acak kecil (-0.5 sampai +0.5). 
Langkah 1 :  Jika kondisi henti tidak terpenuhi, lakukan langkah 2 - 9 
Langkah 2 :  Untuk setiap pola input, lakukan step 3-8 
Feedforward : 
Pembelajaran pada layer 1  
Langkah 3 :  Setiap neuron masukan (Xi i= 1…n) menerima sinyal masukan xi dan 
menyebarkannya ke semua neuron pada lapis tersembunyi. 











dan menerapkannya pada fungsi aktivasi untuk menghitung sinyal keluarannya, 
)_( jj inzfz   
dan mengirim sinyal ini ke semua neuron pada lapis keluaran. 









dan mengaplikasikan fungsi aktivasinya untuk menghitung sinyal yang akan 
dikeluarkannya 
)_( kk inyfy   
Backpropagasi error : 
Langkah 6 :  Setiap neuron keluaran (Yk, k=1…m) menerima sebuah pola target yang 
berhubungan dengan pola masukan pelatihan dan menghitung kesalahan 
informasi dengan mengalikan dengan turunan fungsi aktivasinya 
)_(')( kkkk inyfyt   
menghitung koreksi bobot (yang akan digunakan untuk memperbaiki Wjk nanti), 
)( jkjk zw   
dan mengirim k ke neuron lapis tersembunyi 
Langkah 7 :  Setiap neuron tersembunyi (Zj, j=1…p) menjumlahkan bobot setiap neuron yang 











Langkah 7 (lanjutan) : mengalikan dengan turunan fungsi aktivasinya untuk menghitung 
kesalahan informasinya, 
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)_('_ jjj inzfin   
  menghitung koreksi bobotnya (yang akan digunakan untuk memperbaiki Vij 
nanti) 
)( ijij xv   
  Perbaiki bobot untuk proses selanjutnya 
Langkah 8 :  Setiap neuron keluaran (Yk, k=1…m) memperbaiki bobotnya (j=0…p) 
jkjkjk woldwneww  )()(  
  Setiap neuron tersembunyi (Zj, j=1…p) memperbaiki bobotnya 
ijijij voldvnewv  )()(  






Perancangan arsitektur sistem adalah merancang jumlah input node, output node, hidden 
node serta fungsi aktivasi yang digunakan. Dalam penelitian ini jumlah hidden layer ditentukan 
dengan pengertian pembelajaran yang tercepat dan terbaik itulah yang akan menentukan jumlah 
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Data Yang Digunakan 
Data yang diperlukan dalam prediksi kemampuan peserta didik menggunakan jaringan saraf 
tiruan ini adalah data hasil penelitian murni dengan mengambil variable input berupa nilai raport 
per mata pelajaran, yang meliputi : Bahasa Indonesia disimpan pada variable X1, Bahasa Inggris 
disimpan pada variable X2, Matematika disimpan pada variable X3, Kimia/Sosiologi disimpan pada 
variable X4, Fisika/Ekonomi disimpan pada variable X5 dan Biologi/Geografi disimpan pada 
variable X6, sedangkan output (target) nilai UN. 
Dalam backpropagation jika data yang digunakan terlalu besar maka sistem akan 
membutuhkan waktu yang sangat lama mencapai konvergensi atau menemukan pola untuk 
mencapai target. Sebaliknya jika data terlalu sedikit maka akan menyebabkan sistem mungkin tidak 
dapat mempelajari atau mengenali taburan data dengan baik sehingga sulit untuk mencapai target. 
Pembagian data yang dilakukan dalam penelitian ini adalah : 
1. Data untuk pelatihan (2007-2012) 
2. Data untuk pengujian (2009-2012) 
 
Normalisasi Data 
Normalisasi dilakukan untuk menyesuaikan nilai data dengan range fungsi aktivasi yang 
digunakan dalam jaringan. Tujuannya adalah agar diperoleh interval data yang sesuai dengan fungsi 
aktivasi yang digunakan yaitu fungsi aktivasi sigmoid biner dan sigmoid bipolar. 
 
Tabel 1. Data nilai raport sebelum dinormalisasi 
Nilai Raport 
Sem 
B. Ind B. Ing MM Fis Kim Bio 
67.00 74.00 71.00 72.00 70.00 73.00 I 
78.00 85.00 82.00 71.00 77.00 82.00 II 
75.00 69.00 76.00 63.00 70.00 73.00 III 
83.00 86.00 85.00 78.00 85.00 84.00 IV 
97.00 93.00 83.00 87.00 85.00 87.00 V 
92.00 88.00 82.00 80.00 82.00 94.00 VI 
 
 
Tabel 2. Data nilai raport setelah dinormalisasi 
Nilai Raport 
Sem 
B. Ind B. Ing MM Fis Kim Bio 
0.01 0.39 0.38 0.40 0.34 0.38 I 
0.33 0.63 0.67 0.38 0.51 0.51 II 
0.24 0.29 0.51 0.16 0.34 0.38 III 
0.47 0.65 0.75 0.57 0.71 0.54 IV 
0.87 0.79 0.69 0.82 0.71 0.59 V 




Perancangan sistem digunakan untuk menggambarkan langkah kerja dari sistem yang akan 
dibuat. perancangan sistem penelitian dapat dilihat pada gambar 5. 
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Gambar 6. Perbandingan fungsi aktivasi sigmoid biner dan sigmoid bipolar 
MSE>New MSE 
Inisialisasi Bobot 













Fungsi Aktivasi Sigmoid 
Biner 
Database 
Diantara fungsi aktivasi bandingkan hasilnya 
Fungsi Aktivasi Sigmoid 
Bipolar 
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HASIL DAN PEMBAHASAN 
 
Pembobotan Awal 
Untuk inisialisasi bobot awal sistem akan melakukan pembobotan secara random. Untuk 
menghentikan program maka terdapat 2 cara yang dapat digunakan yaitu dengan menentukan 
Epoch dan bobot error telah tercapai. Pembobotan awal dengan cara random dilakukan langsung 
oleh program. Nilai yang digunakan berada dalam interval -0,5 sampai 0,5. Sebelum pengisian data 
maka pembobotan dan pengisian konstanta dilakukan terlebih dahulu. Pada tahap pembobotan akan 
ditentukan bobot dan bias yang akan digunakan untuk pelatihan. 
 
 
Gambar 7. Tampilan program saat dilakukan pembobotan 
 
 
Pelatihan (Training) Data 
Pada pelatihan backpropagation ini, inisialisasi untuk input X1, X2 .. X6 bobot awal yang 
menghubungkan node pada lapisan input ke hidden layer (V11, V12, V13, ..V63) dan bobot bias V01, 
V02, V03 menggunakan metode random. Untuk bobot awal yang menghubungkan node pada hidden 
layer ke output layer (W1, W2, W3) dan bobot bias W0 ditentukan secara random. 
 
 
Gambar 8. Tampilan program pelatihan menggunakan sigmoid biner. 
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Gambar 9. Tampilan program pelatihan menggunakan sigmoid bipolar 
 
Pengujian Data 
Setelah data dilatih maka akan diketahui bias dari hidden layer menuju output layer, dan nilai 
learning rate yang tepat. Langkah selanjutnya setelah di training adalah dilakukan pengujian 
dengan menginput nilai bias dan learning rate yang sama pada saat training. Proses saat dilakukan 




Gambar 10. Tampilan program saat dilakukan pengujian 
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Dalam sistem ini pengujian dilakukan sebanyak 2 tahap. Untuk prediksi data tahun 2012 
maka data input yang digunakan adalah tahun 2009 sampai dengan 2011. 
Hasil keakuratan pada tahap pengujian akan mempengaruhi keakuratan pada saat membuat prediksi 
untuk tahun-tahun berikutnya. Sehingga pada proses pengujian harus dicari nilai keakuratan yang 
tertinggi. 
Hasil Pelatihan Menggunakan Fungsi Aktivasi Sigmoid biner 
Hasil pelatihan disusun dalam sebuah tabel sehingga dapat dibandingkan untuk menentukan 
kondisi epoch tercepat. Adapun hasil perubahan dari epoch dan nilai learning rate seperti terlihat 
pada tabel 3. 
Tabel 3. Hasil pelatihan menggunakan fungsi aktivasi sigmoid biner 
Bias  
(W0) 
Learning Rate Maksimum Epoch 
0,01 0,02 0,03 0,04 0,05 0,06 
0,1 TK TK TK TK TK TK 
1000 0,3 TK TK TK TK TK TK 
0,5 TK TK TK TK TK TK 
0,1 TK TK TK TK TK TK 
5000 0,3 TK TK TK TK TK TK 
0,5 TK 2762 1837 1383 1111 929 
0,1 TK TK TK TK TK TK 
10000 0,3 TK TK TK TK TK TK 
0,5 5566 2762 1837 1883 1111 729 
 
Keterangan : 
LR : Learning Rate 
TK : Tidak Konvergen 
 
Nilai node pada input layer, nilai bobot sangat mempengaruhi tingkat kecepatan dan 
keakuratan pelatihan. Jika data yang digunakan terlalu besar maka sistem akan membutuhkan waktu 
yang sangat lama mencapai konvergensi atau menemukan pola untuk mencapai target. Sebaliknya 
jika data terlalu sedikit maka akan menyebabkan sistem mungkin tidak dapat mempelajari atau 
mengenali pola data dengan baik sehingga sulit untuk mencapai target. 
Bias (W0), learning rate (α) juga berpengaruh sangat besar dalam meningkatkan atau 
menurunkan input net dari fungsi aktivasi, tetapi tergantung nilai dari bias apakah positif atau 
negative, jika positif akan meningkatkan, dan jika negatif akan menurunkan. Semakin tinggi nilai α 
dan bias maka sistem akan semakin cepat mencapai konvergensi atau menemukan pola untuk 
mencapai target. Hasil pelatihan dengan menggunakan fungsi aktivasi sigmoid biner, jaringan 
mengalami konvergensi tercepat berada pada epoch ke 929. Adapun grafik pelatihan fungsi aktivasi 
sigmoid biner seperti terlihat pada gambar 11. 
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Gambar 11. Grafik pelatihan fungsi aktivasi sigmoid biner 
 
 
Dari gambar grafik dapat dilihat hasil pelatihan sebanyak 150 data dengan menggunakan 
fungsi aktivasi sigmoid biner yang dilatihkan oleh jaringan mencapai hasil 100%. Hal tersebut 
dikarenakan hasil keluaran yang ditampilkan sesuai dengan target yang sudah ditentukan (0,9). 
Hasil Pelatihan Menggunakan Fungsi Aktivasi Sigmoid Bipolar 
Hasil pelatihan disusun dalam sebuah tabel sehingga dapat dibandingkan untuk menentukan 
kondisi epoch tercepat. Adapun hasil perubahan dari epoch dan nilai learning rate seperti terlihat 
pada tabel 4. 
 
Tabel 4. Hasil pelatihan menggunakan fungsi aktivasi sigmoid bipolar 
Bias  
(W0) 
Learning Rate Maksimum Epoch 
0,01 0,02 0,03 0,04 0,05 0,06 
0,1 TK TK 340 TK TK TK 
1000 0,3 702 TK 233 TK TK TK 
0,5 454 TK 150 TK TK TK 
0,1 1027 TK 340 TK TK TK 
5000 0,3 702 TK 233 TK TK TK 
0,5 454 TK 150 TK TK TK 
0,1 786 395 263 187 158 131 
10000 0,3 575 192 144 115 96 289 
0,5 389 195 130 97 77 64 
 
 
Proses pelatihan sama seperti menggunakan fungsi aktivasi sigmoid biner. Nilai node pada 
input layer, nilai bobot, bias (bk), learning rate (α) sangat mempengaruhi untuk mencapai 
konvergensi atau menemukan pola untuk mencapai target. Berdasarkan tabel 6 Hasil pelatihan 
dengan menggunakan fungsi aktivasi sigmoid bipolar, jaringan mengalami konvergensi tercepat 
berada pada epoch ke 64. Adapun grafik pelatihan fungsi aktivasi sigmoid bipolar seperti terlihat 
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Gambar 12. Grafik pelatihan fungsi aktivasi sigmoid bipolar 
 
Pembahasan dalam penelitian ini akan dilakukan dengan membandingkan pengaruh bobot, 
bias, maksimum epoch kedalam sistem untuk pengujian terhadap prediksi kemampuan siswa. 
Untuk meningkatkan sinyal keluaran dari suatu lapisan maka salah satu cara adalah dengan 
menambah bias. Penambahan bias dari lapisan input menuju hidden layer akan menambah nilai 
bobot pada hidden layer. 
Pengujian Terhadap Nilai Raport 
Setelah tahap pelatihan selesai dilakukan maka program akan diuji. Pengujian ini berfungsi 
untuk mengetahui apakah sistem mampu mengenali data yang digunakan sebagai target. Semakin 
akurat sistem mengenali target pada tahap pengujian maka hasil prediksi yang diperoleh juga 
semakin akurat. Dalam penelitian ini akan dilakukan pengujian terhadap data dengan mengubah 
nilai learning rate, bias dan epoch untuk melihat keakuratan prediksi. 
Pengujian Terhadap Nilai Raport 
Hasil pengujian terhadap nilai raport mampu membuat prediksi dengan tingkat keakuratan 
sampai dengan 100%. Pengujian terhadap nilai raport dengan mengubah nilai learning rate, bias 
dan pembobotan untuk melihat keakuratan hasil prediksi. Maksimum epoch yang digunakan adalah 
9000 epoch. Hal ini didasarkan karena pada epoch ke-9000 batas error yang digunakan tercapai, 
yaitu 0,01. Dalam tabel 5 dapat dilihat pengujian terhadap nilai raport yang telah dilakukan pada 
sistem dengan pembobotan secara random. 
 





Sem 1 0,87722 97,47% 0,89998 100% 
9000 
Sem 2 0,84185 93,54% 0,89998 100% 
Sem 3 0,89992 99,99% 0,89999 100% 
Sem 4 0,89993 99,99% 0,89998 100% 
Sem 5 0,89995 99,99% 0,89999 100% 
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Sem 1 0,89874 99,86% 0,89962 99,96% 
9000 
Sem 2 0,89916 99,91% 0,89878 99,86% 
Sem 3 0,8978 99,76% 0,89945 99,94% 
Sem 4 0,89741 99,71% 0,89932 99,92% 
Sem 5 0,89858 99,84% 0,89834 99,82% 

























Sem 1 Sem 2 Sem 3 Sem 4 Sem 5 Sem 6




Gambar 14. Hasil prediksi menggunakan fungsi aktivasi sigmoid bipolar 
 
 
Berdasarkan tabel 5 diatas maka pengujian tertinggi keakuratannya adalah 0,89999 (100%), 
dan berhenti pada epoch ke-4431. Dan pengujian yang mengalami konvergensi tercepat berada pada 
epoch ke 368 (99,76%). Maka berdasarkan hasil pengujian dengan tingkat keakuratan paling tinggi 
prediksi kemampuan siswa berdasarkan nilai raport diperoleh dengan menggunakan fungsi aktivasi 
sigmoid biner.  Sedangkan hasil pengujian dengan tingkat kecepatan (konvergen) paling tinggi 
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prediksi kemampuan siswa berdasarkan nilai raport diperoleh dengan menggunakan fungsi aktivasi 
sigmoid bipolar. 
Fungsi aktivasi sigmoid bipolar dipilih berdasarkan asumsi heuristik bahwa nilai rentang [0, 
1] yang dihasilkan oleh fungsi sigmoid biner (unipolar) kurang bagus dibandingkan dengan rentang 
[-1, 1] yang dihasilkan fungsi yang sigmoid bipolar. Hasil ini disebabkan nilai ekstrim 0 yang 
dihasilkan fungsi sigmoid biner kurang memberikan pengaruh pada penghitungan nilai pada neuron 





Hasil pengujian dengan tingkat kecepatan (konvergen) paling tinggi prediksi kemampuan 
siswa berdasarkan nilai raport diperoleh dengan menggunakan fungsi aktivasi sigmoid bipolar. 
Disebabkan karena nilai ekstrim 0 yang dihasilkan fungsi sigmoid biner kurang memberikan 
pengaruh pada penghitungan nilai pada neuron berikutnya dibandingkan dengan nilai ekstrim -1 
yang dihasilkan oleh fungsi bipolar. Apabila nilai learning rate, bias terlalu kecil atau terlalu besar 
proses pembelajaran berlangsung kurang efektif dan cenderung tidak konvergen. Keakuratan data 
sangat tergantung pada nilai error yang dihasilkan pada saat pelatihan. Semakin kecil nilai error 
yang dihasilkan maka solusi yang dihasilkan akan semakin akurat dan untuk mendapatkan nilai 
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