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Summary
We provide a new representation for the inverse of block tridiagonal and banded matrices.
The new representation is shown to be numerically stable over a variety of block tridiagonal
matrices, in addition of being more computationally efficient than the previously proposed
techniques. We provide two algorithms for commonly encountered problems that illustrate the
usefulness of the results.
KEY WORDS: Block Tridiagonal matrices, semiseparable matrices, representation, stability

1 Introduction
Sparse matrices are encountered in a variety of applications from areas such as applied mathematics
and physics to engineering. The underlying numerical problems typically involve solving sparse
systems of linear equations, sparse matrix inversion, or sparse eigenvalue computation. There exist
several techniques for exploiting general sparsity structures in solving these numerical problems.
However, the specific sparsity structure that arises in the solution of integral equations or boundary value problems (block-tridiagonal, block-banded, or variations thereof [17, 18]) is important
enough to warrant more specialized approaches. In this paper, we present a compact representation, computable in a numerically stable way, for the inverse of block-tridiagonal and banded
matrices. We also demonstrate the advantages in computation with this new representation.
There are a number of elegant theoretical results describing the structure of the inverses of block
tridiagonal and block-banded matrices. Representations for the inverses of tridiagonal, banded, and
∗ Correspondence
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block tridiagonal matrices can be found in [5, 6, 16, 20, 22, 31]. It has been shown that the inverse
of a tridiagonal matrix can be compactly represented by two sequences {ui } and {vi } [2, 3, 4, 21].
This result was extended to the cases of block tridiagonal and banded matrices in [23, 25, 26],
where the {ui } and {vi } sequences generalized to matrices {Ui } and {Vi }. Matrices which can be
represented in this fashion are more generally known as semiseparable matrices [24, 26].
While the underlying mathematics is theoretically elegant, the computation of parameters {ui }
and {vi } is beset by numerical problems for even modest-sized problems [12]. The root cause is
that {ui } and {vi } grow exponentially [14, 21] with i. In fact, for matrices with sizes as small as
1000, the computation of {ui } and {vi } becomes unstable (due to overflow and underflow) with
computers using standard double-precision arithmetic. One approach that has been successful in
eliminating this problem, for the tridiagonal case, is the “ratio” approach [13]. Here, the ratios of
sequential elements of the {ui } and {vi } sequences are used to describe the inverse of a tridiagonal
matrix. Such an approach is numerically stable for matrices of very large sizes, of order millions.
The extension of this ratio approach to the general block-tridiagonal case was discussed by the
same authors in [20]. The authors used the block factorization of the original block-tridiagonal
matrix to construct a block Cholesky decomposition of its inverse. While this approach leads to a
stable computation of the matrix ratios, the construction of entries of the inverse from the matrix
ratios is unstable. Recently, an alternative definition of semiseparable matrices was introduced
in [32]. A new representation based on the alternative definition used n − 1 Givens transformations
and a vector of length n to represent a semiseparable matrix. Such a representation was shown
to preserve all the properties of a general semiseparable matrix; the associated computation was
shown to be numerically stable. However, the procedure of calculating the Givens transformations
is computationally expensive.
In this paper, we offer a compact representation for the inverses of block tridiagonal and banded
matrices that can be constructed in computationally efficient and numerical stable manner. We
provide a new representation for the inverse of block-tridiagonal matrices through the use of two
sequences {Di } and {Si }. Here, {Di } represents the diagonal blocks of the inverse and {Si } the
ratios of sequential elements of the sequence {Vi }. Furthermore, we propose an algorithm for finding individual block entries of the inverse in a numerically stable way. The algorithm applies to
general matrices, and is not restricted to diagonally dominant or positive definite matrices. In addition, our representation can be applied to matrices with either singular or rectangular off-diagonal
blocks. Finally, diagonal matrices, which are not considered to be in the class of semiseparable
matrices [32], can be included as a special case under this representation. As will be seen in §6,
this new formulation produces accurate results for large problems that the previously proposed
approaches fail to handle due to numerical instability. For simplicity of illustration we will restrict
ourselves to the case of real symmetric block-tridiagonal matrices. We note that all results in this
paper can be directly extended to the non-symmetric case with only slight modification; as was
shown in [27], results for banded matrices can essentially be obtained from a block-tridiagonal
formulation.
The remainder of the paper is organized as follows. In §2, we give a brief description of
semiseparable matrices and numerical stability issues encountered while forming such matrices.
Previous attempts for dealing with such numerical instability are detailed in §3. In §4, we provide a
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description of our approach. Stable algorithms for two commonly encountered numerical problems
involving semiseparable matrices are presented in §5. Finally, in §6, we establish the effectiveness
of the new representation via numerical experiments.

2 Semiseparable Matrices
Let A be a symmetric block-tridiagonal matrix of the form


A1 −B1

−BT1 A2
−B2



..
..
..

.
.
.
A=
,


T
−BNy −2 ANy −1 −BNy −1 

ANy
−BTNy −1

(1)

where each Ai , Bi ∈ CNx ×Nx . Thus, A ∈ CNy Nx ×Ny Nx with Ny diagonal blocks of size Nx each. When
A is proper, i.e., when Bi are nonsingular [4], there exists two (non-unique) sequences of matrices
{Ui } and {Vi } such that for j ≥ i

A−1 i j = UiV jT .
Hence, A−1 can be written as



U1V1T
 V UT
 2 1

−1
V UT
A =
 3 1
 ..
 .

U1V3T
U2V3T
U3V3T
..
.

U1V2T
U1V2T
V3U2T
..
.

···
···
···
..
.


U1VNTy
U2VNTy 


T
U3VNy  ,

.. 
. 

VNy U1T VNy U2T VNy U3T · · · UNyVNTy


where Ui ,Vi ∈ CNx ×Nx . The {Ui } and {Vi } sequences can be computed in O Ny Nx3 operations in
the following manner:
U1 = INx ,Nx , U2 =
B−1
1 A1 ,

T U
Ui+1 = B−1
A
U
−
B
,
i = 2, ..., Ny − 1,
i i
i
i−1 i−1

−1
VNTy = ANy UNy − BTNy −1UNy −1
, VNTy −1 = VNTy ANy B−1
Ny −1 ,
 −1
T
T
T
T
Vi = Vi+1 Ai+1 −Vi+2 Bi+1 Bi , i = Ny − 2, ..., 1.

Semiseparable matrices arise in a variety of applications that involve integral equations as well as
studies of vibrational analysis statistics and rational interpolation. Computationally efficient algorithms have been developed for solving systems of linear equations where the coefficient matrix is
a diagonal plus a semiseparable matrix [15, 19]. Algorithms to calculate the eigendecomposition
of semiseparable matrices plus block diagonal matrices have been developed in [8, 10].
There has also been substantial research into the specific attributes of semiseparable matrices.
It was shown in [14, 21] that the entries of the inverse of a symmetric positive definite matrix decay rapidly away from the diagonal, and are in fact bounded by an exponentially decaying function
3

along any row or column. This gives rise to a problem with overflow and underflow during the calculation of the {Ui } and {Vi } sequences. It was shown in [12] that the semiseparable representation
suffers from instabilities, making it of limited practical use, especially for large sized problems.
This conclusion was further supported in a recent paper [32].

3 Previous Approaches
To address the issue of numerical instability in computation with semiseparable matrices, the authors in [20, 13] proposed the following block factorization of A. Denote by L the block lower part
of A. Then


A = (∆ + L) ∆−1 ∆ + LT = Σ + LT Σ−1 (Σ + L) .

Here, ∆ and Σ are block diagonal matrices whose diagonal blocks are described by following
recurrences
∆1 = A 1 ,

∆i = Ai − BTi−1 ∆−1
i−1 Bi−1 ,

ΣNy = ANy ,

T
Σi = Ai − Bi Σ−1
i+1 Bi .

(2)

The jth block column of A−1 can then be determined as follows,
−1
−1
−1
−1
−1
A−1
j = B j−1 ∆ j−1 . . . B1 ∆1 Σ1 B1 . . . Σ j−1 B j−1 Σ j ,



−1
−1
−1
−1
−1
A j−l = B j−l−1 ∆ j−l−1 . . . B1 ∆1 Σ1 B1 . . . B j−1 Σ j , l = 1, . . ., j − 1,



−T
−T
−1
−1 T −1
A−1
=
B
Σ
.
.
.
B
Σ
∆
B
.
.
.
∆
B
∆
, l = 1, . . ., Ny − j.
Ny Ny −1
Ny −1 Ny
j+1 j j
j+l
j+l j+l+1

(3)

The authors used a block Cholesky decomposition for determining the inverse of diagonally
dominant or positive definite block-tridiagonal matrices. Although the above formulations lead to
stable factorizations, they still suffer from numerical instabilities during construction of the actual
entries of the inverse. Specifically, the block factorizations given in (2) are stable, but combining
them to form the entries of A−1 in accordance with (3) leads to numerical instability (see §6).
Recently, a new class of semiseparable matrices, called sequentially semiseparable matrices,
along with a new set of algorithms has been introduced [9, 11]. Specifically, let C denote a matrix
of sequentially semiseparable structure. Then we can block partition C as

if i = j
 Di
T
Ci j = UiWi+1 . . .W j−1V j if j > i

T . . .W T U T if i > j
V jW j−1
i+1 i
In case when all Wi are identity matrices, C reduces to a semiseparable plus a block diagonal
matrix. This formulation inherits the same numerical instability problem of semiseparable matrices.
The authors in [32] propose a new definition for semiseparable matrices in order to address the
problem of numerical instability. For a semiseparable matrix of dimension n, this representation
4

consists of n − 1 Givens transformations and a vector of length n. The Given transformations are
given by



c1 c2 · · · cn−1
, and D = d1 d2 · · · dn .
(4)
G=
s1 s2 · · · sn−1
The semiseparable matrix in this case can be simply written as


c1 d1
c2 s1 d1 c3 s2 s1 d1 · · · cn−1 sn−2 · · · s1 d1 sn−1 sn−2 · · · s1 d1
..
..




c2 s1 d1
c2 d2
c3 s2 s1 d1 · · ·
.
.


..
..
..


.
c3 s2 s1 d1
c3 s2 s1 d1
c3 d3
.
.
.
S=


.
.
.
.
.
.
.
.

.
. cn−1 sn−2 dn−2
.
cn sn−1 sn−2 dn−2 
.


cn−1 sn−2 · · · s1 d1
···
···
···
cn−1 dn−1
sn−1 dn−1 
sn−1 sn−2 · · · s1 d1
···
···
···
sn−1 dn−1
dn

(5)

This factorization was shown to be numerically stable. However, the procedure for calculating
the Givens transformations and the process of determining the vector elements di both involve
calculating norms, which can become computationally prohibitive. Also, it is not evident how the
procedure for calculating these entries can be modified to include the case when the off-diagonal
blocks of the block tridiagonal matrix are rectangular.

4 Our Algorithm
We propose the use of ratios of sequential elements of the sequences {Ui } and {Vi } for the stable
computation of A−1 . These sequences, {Ri } and {Si }, are defined as follows:
T
Vi+1
= ViT Si .

The sequences {Ri } and {Si } can be computed in O Ny Nx3 operations by use of the following
numerically stable recursions:
−1
T R
R1 = A−1
B
,
R
=
A
−
B
Bi , i = 2, ..., Ny − 1,
1
i
i
i−1
i−1
1
−1
(6)
−1
T
SNy −1 = BNy −1 ANy , Si = Bi Ai+1 − Si+1 Bi+1
, i = Ny − 2, ..., 1.

Ui = RiUi+1 ,

It is important to note that the above recursions can be seen as an extension of the ratio sequences
introduced for tridiagonal matrices in [13]. However, there still remains a need for an algorithm to
determine the individual block entries of the inverse in a numerically stable fashion.
It is readily verified that the diagonal blocks of A−1 , denoted Di , are given by the recursion
−1
−1

T D S , i = 1, ..., N − 2,
T
I
+
B
, Di+1 = Ai+1
−
B
S
D1 = A1 − B1 S1T
i
i
i+1
y
i+1

i
−1
T
DNy = ANy I + BNy −1 DNy −1 SNy −1 .

Then, the remaining block entries can be computed in a numerically stable way as follows.
A−1
i j = R j+1 R j+2 . . . Ri Di , j < i.

A−1
i j = Di Si+1 Si+2 . . . S j , j > i,
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While the Σ and ∆ sequences in (2) and the R and S sequences in (6) may appear to share similarities, we highlight the differences. First, the algorithm in (2) requires the matrix to be proper,
whereas there are no such restrictions imposed on the ratio sequences. This enables the ratio sequences to be used for matrices with either rectangular or singular off-diagonal blocks. Also, the
approach used in finding actual entries of the inverse, from the respective sequences, is clearly
different. As will be shown in §6, the numerical stability of the method described above differs
significantly from the algorithm based upon the Σ, ∆ representation suggested in [20]. Also, given
a semiseparable matrix, the proposed procedure for calculating {Di , Ri , Si } is straightforward and
less computationally expensive than the computation of the Givens transformations for the new
representation proposed in [32]. Calculation of the Givens transformation involves calculating
norms and is hence time consuming. For our representation, the elements of sequence {Di } are
equal to the corresponding block diagonal of the semiseparable matrix. Calculating {Ri , Si } involves multiplying the inverse of Di with a corresponding off-diagonal block of the semiseparable
matrix. Hence, the computation involved for our representation is considerably less than the one
required with the approach in [32]; we will support this assertion via numerical examples in §6.
In the case under consideration (real, symmetric), either of the two sets {Di , Ri } or {Di , Si })
can be used as a valid representation of the inverse. In the remainder of the paper we will be using
the {Di , Si } sequences as our representation for a semiseparable matrix.

5 Fast Multiplications
We demonstrate the utility of the new parametrization of the inverse on two standard problems that
typically arise in simulation.

5.1 Fast computation of A−1x
The first problem is the computation of the product of the inverse of a block-tridiagonal matrix A
and a vector x, i.e. evaluating A−1 x. For general matrices A, the best methods solving Ay = x are
iterative methods such as GMRES [29]. For block-tridiagonal A, the parametrization of A−1 given
in §4 provides a direct method for computing A−1 x. We will establish via numerical experiments
in §6 that this direct method is competitive with GMRES for solving a single block-tridiagonal
system of equations Ax = b. Thus, there are clear advantages to our direct method when solving
Ay = x for multiple right-hand sides x.
We present pseudo-code for computing the product A−1 x, where A−1 is represented by {Di , Si }
sequences. For any vector z, we will use z[i] to denote the ith block-vector of size Nx , i.e., with zi

T
denoting the ith component of z, z[i] = z(i−1)Nx +1 , z(i−1)Nx +2 , . . . , ziNx , i = 1, 2, . . ., Ny .
function y = Ainvx(Di ,Si ,x)
p[Ny ] = x[Ny ] ;
for i = (Ny − 1) downto 1 {
p[i] = x[i] + Si p[i+1] ;
6

}
y[1] = D1 p[1] ;
q[1] = S1T D1 x[1] ;
for i = 2 to (Ny − 1) {
q[i] = SiT (q[i−1] + Di x[i] );
y[i] = Di p[i] + q[i−1] ;
}
y[Ny ] = DNy p[Ny ] + q[Ny −1] ;
return y;
The above algorithm takes computational time of O(Ny Nx2 ) as compared to O(Ny2 Nx2 ) otherwise.

5.2 Fast computation of the diagonal blocks of A−1ΣA−∗
The second problem is the computation of the block diagonal entries of a matrix A−1 ΣA−∗ , where
Σ is another block diagonal matrix. This problem plays an important role in computational nanoelectronics, specifically while solving for the current-voltage relationships of nanotransistors [30].
The following pseudocode provides an efficient algorithm for this computation. The following
notation is used: With Σ regarded as a block-matrix with blocks of size Nx × Nx , Σai denotes the
(i, i) block of Σ, and Σbi the (i, i + 1) block.
function M = ASA∗ (Di ,Si ,Σai ,Σbi )
for i = 1 to Ny {
Ji = Di Σai D∗i ;
}
KNy = JNy ;
for i = (Ny − 1) downto 1 {
Ki = Ji + SiT Ki+1 Si∗T − SiT Di+1 ΣTbi D∗i − Di Σbi D∗i+1 Si∗T ;
}
M1 = K1 ;
L1 = J1 ;
for i = 2 to Ny {
∗
T
∗T
T
T L
∗T
Li = Si−1
i−1 Si−1 + Ji − Si−1 Di−1 Σbi−1 Di − Di Σbi−1 Di−1 Si−1 ;
Mi = Ki + Li − Ji ;
}
return M;
The above algorithm requires O(Ny Nx3 ) computation as compared to O(Ny3 Nx3 ) otherwise.

6 Numerical Experiments
We present a comparison of the ratio-based approach presented in this paper with several existing
techniques. We begin by comparing the stability and computational efficiency of the algorithm
7

presented in §4 for obtaining a ratio-based parametrization of semiseparable matrices, against existing techniques. We then demonstrate the stability of the ratio-based approach for increasing
problem sizes, for various classes of matrices. Indeed, we show that for some cases, the direct
solution of Ax = b by computing A−1 b using our ratio-based approach competes favorably with
the best-known iterative methods for solving systems of linear equations.
All numerical experiments were performed in MATLAB running on a Intel R Pentium R 4
CPU 1.5GHz machine.

6.1 Generating a compact representation of a semiseparable matrix
We provide results on computational requirements for the calculation of our compact representation starting from either a semiseparable matrix or its inverse. For the comparison with [32], we
used the author’s implementation, taken from [1]. Given the semiseparable matrix, we calculate the
Di and Si sequences for our “ratio-based” representation, and the di and Givens rotation matrices
for the new representation proposed in [32]. The results are shown in Table 1.
Ny
200
400
800
1600

Algorithm in [32] Ratio-based
0.19
0.00
3.28
0.01
24.12
0.02
201.94
0.04

Table 1: Computation time in seconds (Nx = 1; tridiagonal case).
As the problem size increases, the computational cost for calculating the Givens matrix and
di sequence becomes increasingly prohibitive. As expected, the computational complexity for
calculating the ratio based representation is linear with respect to Ny .

6.2 Stability issues
We now explore the stability of the compact representation of the inverse of block-tridiagonal
matrices proposed in this paper. We first present a comparison with the algorithm in [13, 20].
For this analysis we consider the case of a block-tridiagonal matrix, where the diagonal blocks
are tridiagonal and the off-diagonal blocks are diagonal. The results are shown in Table 2, where
accuracy is measured by the square of the Frobenius norm for the matrix product AA−1 . As problem
size increases, the numerical instabilities in the computation of desired entries of A−1 using [20]
become evident.
We next explore the numerical stability and performance of our representation for large problem sizes, for a number of different classes of matrices. For large problem sizes, it is difficult to
directly quantify the accuracy with which AA−1 = I is satisfied. Therefore, we have taken the route
of comparing a random column in the inverse computed using our ratio-based method with the solution obtained via GMRES with an incomplete LU factorization-based preconditioner [28]. Given
8

Size (Nx × Ny )
10 × 50
20 × 50
10 × 100
20 × 100
10 × 200
20 × 200
10 × 400
20 × 400

Algorithm in [20] Ratio-based
500.00
500.00
1000.00
1000.00
1000.00
1000.00
2000.00
2000.00
2000.00
2000.00
4000.00
4000.00
12
7.1067 × 10
4000.00
2.1007 × 1014
8000.00

Table 2: Values of (AA−1 )2F .

a matrix A the error in finding the pth column of A−1 is defined as k(Ax − b)k, where b is the pth
column of identity matrix and x = A−1 b. For GMRES, we solve Ax = b with a relative tolerance
of 10−10 and the reported error values are again k(Ax − b)k. We also present the computation time
with each method. It is worth noting that our method generates the complete inverse in the implicit
form (D, S sequences) and calculating any other column of the inverse after this requires very less
computational effort.
• Sparse positive-definite Toeplitz matrices: We consider finding the inverse of a block-tridiagonal
matrix A with Ai = A j , Bi = B j ∀i, j (see (1)). We also assume that Ai is tridiagonal and Bi is
diagonal. The results are shown in Table 3. It is evident that preconditioned GMRES easily
outperforms the ratio-based approach (as a tool to solve linear equations) in this case. This
is consistent with the excellent performance of GMRES for solving sparse positive-definite
systems of equations. We note that the time taken by the ratio-based algorithm is consistent
with the associated computation of O(Ny Nx3 ).
Size
(Nx × Ny )
20 × 1000
20 × 2000
40 × 1000
40 × 2000
80 × 1000
80 × 2000
160 × 1000
160 × 2000

Error = k(Ax − b)k
GMRES
Ratio-based
−13
3.56 × 10
1.91 × 10−17
−13
4.09 × 10
2.24 × 10−16
4.04 × 10−13 2.22 × 10−16
2.43 × 10−13 4.60 × 10−17
5.79 × 10−14 1.84 × 10−17
4.75 × 10−14 1.70 × 10−17
1.17 × 10−12 2.25 × 10−16
8.16 × 10−13 1.34 × 10−17

Time (in sec)
GMRES Ratio-based
.68
.80
1.69
1.37
1.27
1.95
2.41
3.60
2.61
8.34
6.72
16.57
9.17
57.63
16.1
142.03

Table 3: Sparse positive-definite Toeplitz case: Error values and computational time as compared
with results obtained with GMRES.
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• General sparse positive-definite matrices: Here we consider finding the inverse of a positive
definite matrix A, such that each of the diagonal block, Ai is tridiagonal and each of the
off-diagonal block Bi is diagonal. Results are shown in Table 4.
Size
(Nx × Ny )
20 × 1000
20 × 2000
40 × 1000
40 × 2000
80 × 1000
80 × 2000
160 × 1000
160 × 2000

Error = k(Ax − b)k
GMRES
Ratio-based
−11
3.60 × 10
2.94 × 10−10
−15
6.50 × 10
2.89 × 10−15
9.90 × 10−13 5.61 × 10−11
4.50 × 10−15 8.55 × 10−15
1.70 × 10−11 4.32 × 10−10
1.40 × 10−11 5.06 × 10−10
3.60 × 10−11 1.29 × 10−11
1.80 × 10−11 4.91 × 10−11

Time (in sec)
GMRES Ratio-based
.55
.68
.74
1.19
.85
1.69
1.61
3.13
2.17
8.63
4.30
18.61
5.98
65.97
9.93
153.00

Table 4: General sparse positive-definite case: Error values and computational time as compared
with results obtained with GMRES.

• General sparse matrices: Here we consider finding the inverse of a matrix A (not necessarily
positive-definite), such that each of the diagonal block, Ai is tridiagonal and each of the
off-diagonal block Bi is diagonal. The results are shown in Table 5. It is evident that the
ratio-based technique outperforms preconditioned GMRES in this case.
Size
(Nx × Ny )
20 × 1000
20 × 2000
40 × 1000
40 × 2000
80 × 1000
80 × 2000
160 × 1000
160 × 2000

Error = k(Ax − b)k
GMRES
Ratio-based
−12
7.19 × 10
5.02 × 10−13
1.49 × 10−11 1.51 × 10−13
1.21 × 10−12 2.04 × 10−12
1.91 × 10−12 1.16 × 10−9
7.16 × 10−12 3.07 × 10−9
1.07 × 10−12 4.77 × 10−9
9.32 × 10−12 1.98 × 10−10
6.64 × 10−13 4.58 × 10−10

Time (in sec)
GMRES Ratio-based
2.21
.78
4.23
1.38
10.70
1.97
21.53
3.94
43.19
8.85
88.78
17.78
175.53
53.21
396.48
140.52

Table 5: General sparse case: Error values and computational time as compared with results obtained with GMRES.

• General Matrices: Here we consider finding the inverse of a general block-tridiagonal matrix
A. The results are shown in Table 6. We were unable to run cases with higher values of Nx
with GMRES, owing to prohibitive memory requirements; the corresponding entries in the
table are marked ”−”.
10

Size
(Nx × Ny )
20 × 1000
20 × 2000
40 × 1000
40 × 2000
80 × 1000
80 × 2000
160 × 1000
160 × 2000

Error = k(Ax − b)k
GMRES
Ratio-based
−13
1.60 × 10
9.02 × 10−12
2.90 × 10−14 2.40 × 10−11
4.50 × 10−15 8.55 × 10−15
5.70 × 10−12 2.87 × 10−11
1.40 × 10−11 5.06 × 10−10
−
7.55 × 10−9
−
4.37 × 10−7
−
1.75 × 10−8

Time (in sec)
GMRES Ratio-based
5.08
.75
8.03
1.46
23.79
2.29
42.24
4.45
119.01
12.28
−
24.50
−
85.67
−
205.04

Table 6: General case: Error values and computational time as compared with results obtained
with GMRES.

7 Conclusion
We have presented a compact representation, computable in a numerically stable way, for the inverse of block-tridiagonal and banded matrices. We have also demonstrated the advantages in
computation with this new representation. The stability of algorithms based on the new representation appears to continue for very large problem sizes, making it practical to directly exploit
the structure of block-tridiagonal matrices for large-scale modeling and simulation problems. A
significant advantage with the compact representation presented herein is that the computation
of the ratio sequences can be parallelized. This offers the possibility of parallel algorithms for
computation with semiseparable matrices, which are explored elsewhere [7].
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