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RESUME
Ce memoire presente un systeme de classification automatique floue base sur des relations
probabilistes entre documents, dedie a la recherche documentaire. Le projet de recherche
presente dans ce memoire a pour objectif d'assurer Ie regroupement des documents d'une
base documentaire dans un ensemble de classes disjointes, selon une relation de ressemblance
determinee en fonction des termes d'indexation.
Notre systeme de classification CLASSFLOU constitue une composante importante d'un
projet qui vise a reunir une multitude d'outils qui selon nous concourent aux buts que nous
nous sommes fixes: autoriser une consultation multilingue des milliers de sites d'informations
disponibles sur Ie Web, tout en essayant de reduire au maximum la quantite de documents
non pertinents.
L'essentiel de notre travail a porte sur la conception et la realisation d'un tel systeme.
Compare a un systeme de classification binaire, notre systeme a reussi a ameliorer la qualite de
la classification. De plus, nous Pavons etendu afin qu'il puisse traiter les bases documentaires
dynamiques sans pour autant etre contraint d'efFectuer une reclassification complete.
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LEXIQUE
CC : C'est 1'abreviation de coefHcient de couverture, il exprime Ie degre de liaison d'un
document avec un autre.
FCM : C'est Pabreviation de "Fuzzy C-Means", un algorithme de classification floue.
Pro-floue : C'est Ie nom que nous avons donne a notre approche de classification, puis-




Le reseau Internet constitue une source extraordinaire de ressources de toutes sortes.
Chaque jour, de nouveaux documents et outils deviennent accessibles par Ie biais du reseau,
alors que d'autres disparaissent ou sont deplaces. Les changements se font a une telle vitesse
qu'il est impossible a un seul individu d'etre constamment a jour, meme s'il y consacre tout
son temps.
Des ressources phenomenales, un nombre astronomique de sites, des changements souvent
frequents... Comment, dans un tel contexte, trouver rapidement des informations sur Inter-
net? Mais surtout, comment trouver Pinformation pertinente au milieu d'une telle quantite
de ressources, dont la vaste majorite ne presente pour nous aucun interet immediat?
L'une des techniques permettant Pexploration de 1'information sur Internet est la clas-
sification documentaire. Dans ce meme ordre d'idees, ce memoire presente un systeme de
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classification automatique floue base sur des relations probabilistes, dedie a la recherche do-
cumentaire. Ce systems assure, entre autres, Ie regroupement des documents sous forme de
classes disjointes selon une relation de ressemblance entre documents en fonction de leurs
termes d'indexation. L'application du concept de la classification floue, pour cataloguer sys-
tematiquement des documents, constitue un nouveau champ d'investigation et c'est d ailleurs
1'objet de notre recherche.
1.1 Contexte general du travail
Notre systeme de classification CLASSFLOU fait partie integrante d'un grand projet
pilote mene en collaboration avec Ie laboratoire d'informatique de Marseille (LIM). Ce projet
reunit une multitude d'outils qui selon nous concourent au but que notre equipe de recherche
s'est fixe: autoriser une consultation multilingue des milliers de sites d'informations offerts
par Ie Web, tout en essayant de reduire au maximum la quantite de documents non pertinents.
Le projet comprend alors cinq composantes principales [figure 1.1]. Nous allons decrire
dans ce qui suit chacune d'entre elles:
- composante 1: L'outil INTEX. C'est un processeur de corpus multilingue presente
dans [SU93] permettant d'extraire avec une grande fiabilite les mots pleins ou les lo-
cutions non necessairement connexes, de les filtrer selon leurs categories syntaxiques,
de localiser et regrouper toutes les flexions d'une forme lemmatisee ou encore, a partir
d'une grammaire locale, de determiner toutes les constructions correspondantes appa-
raissant dans Ie texte.
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- composante 2: L'outil ILLICO. C'est un outil qui a ete developpe par Pequipe langue
naturelle du LIM [PS97]. Ce systeme trouve son adequation a notre probleme dans
Panalyse des requetes donnees en langue naturelle. La requete etant done fournie en
langue naturelle, apres analyse, ce systeme propose a Putilisateur une formule logique
compatible avec ce qui doit etre soumis au serveur supportant ce type de requete.
- composante 3: Faute de pouvoir modifier Ie fonctionnement actuel des engins de
recherche du Web, nous allons proceder a une simple utilisation de 1 un des moteurs
existant dans Ie Web.
- composante 4: Au cours d'une session de recherche, Putilisateur peut se trouver
confronte a une grande masse d'adresses redondantes ou encore qui ne correspondent
pas a son choix au niveau de sa langue d'interet ou qui ne pointent pas vers des adresses
actives. Une option de filtrage lui serait d'une grande aide. Cette option a ete congue
de maniere a pouvoir accroitre Ie taux de pertinence.
- composante 5: L'outil CLASSFLOU. Base sur la technique d'agregation en classes de
ressemblance, il vise a determiner une relation de ressemblance floue entre documents
et par consequent a organiser les reponses obtenues.
Dans Ie cadre de ce memoire de maitrise, nous avons ete amenes a nous interesser aux
problemes de classification des documents, comme phase finale du processus de recherche
visant a organiser les informations obtenues a la suite de lancement d'une requete.
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requete: Composante 1:1'outil INTEX
Composante 2:1'outil TLL1CO
(analyse et transformation de




Composante 3: simple utilisation
d'un moteur de recherche
sur Ie Web
Filtrage





Composante 5: Foutil CLASSFLOU
(classification des reponses en agregats)
Figure 1.1 - Maquette generate du projet.
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1.2 Presentation de la problematique
La maniere dont les informations sont organisees et presentees a 1'utilisateur a la suite
d'une recherche, peut etre de deux types:
- soit qu'elles sont presentees a 1'utilisateur a Petat brut, c'est-a-dire sans aucune struc-
turation, ni organisation, elles sont seulement ordonnees par leurs degres de pertinence
par rapport a la requete.
soit qu'elles sont organisees par un systeme de classification calque generalement sur les
systemes de classification hierarchiques traditionnels comme Dewey [CCS95] et "library
of congress" [CS68]. Ces derniers suscitent aussi certaines critiques: Us presentent, en
efFet, plusieurs niveaux de ramifications hierarchiques entre classes rendant ainsi la
recherche d'un document complexe a atteindre.
De ces considerations est nee Pidee de creer un outil, de type "classificateur repartition-
niste" base sur la technique d'agregation en classes de ressemblance, construit a partir de
termes d'indexation et de donnees statistiques devant aider a la structuration et a 1'organi-
sation d'une base de donnees documentaire. Nous en avons fait 1'objet de notre memoire de
maitrise dont nous presentons dans ce chapitre les grandes lignes.
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1.3 Methodologie de travail
On se propose tout au long de ce memoire de decrire notre approche de classification, de-
diee a la recherche documentaire, dont Ie principe se base sur la combinaison de la probabilite
et la classification floue. On donnera Ie nom de classification "Pro-Floue" a notre methode.
Une comparaison est ensuite etablie entre la methode Pro-Floue et une autre methode de
classification binaire decrite dans 1'article de Can et Ozkarahan [C083]. Les deux methodes
ont ete programmees afin de pouvoir juger la qualite de la classification de chacune d'elles.
Afin de concretiser ces concepts, on va illustrer notre demarche par les etapes suivantes:
- representer les connaissances relatives a la base documentaire [figure 1.2](1);
- determiner par une approche probabiliste, les degres de correlation entre documents
[figure 1.2](2).
Ces etapes vont servir de base commune pour 1'implantation des deux algorithmes de
classification, a savoir 1'algorithme Pro-Floue et Falgorithme de Can et Ozkarahan.
Une fois que ces etapes out ete effectuees, il s'agit, d'une part, pour Ie cas de la methode
Pro-Floue de [figure 1.2]:
- construire a partir des degres de correlation des documents, la matrice des entrees




























Figure 1.2 - Schema representant les differentes etapes du travail
appliquer Palgorithme FCM sur cette matrice;
- deffuzzifer les resultats obtenus.
D'autre part, afin de pouvoir comparer les deux methodes, il s'agit d'implementer 1'al-
gorithme de classification binaire de Can et Ozkarahan [C090], base aussi sur Ie principe
de partition. Cette methode utilise, contrairement a Palgorithme FCM qui est iteratif, un
algorithme a une seule passe.
Mise a part la confrontation de notre approche Pro-Floue avec celle de Can et Ozkarahan,
nous avons COUQU et implante une methode de maintenance pour la classification des bases
documentaires dynamiques. Le principe de cette methode est detaille dans Ie chapitre 5.
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1.4 Realisation
L'essentiel de notre travail a porte sur la conception et la realisation d'un systeme de
classification floue appele CLASSFLOU. Get outil a ete con§u pour satisfaire deux objectifs:
- organiser une base documentaire en la divisant en classes partageant des sujets com-
muns;
- tenir compte des mises a jour de documents sans pour autant etre contraint a reclassifier
la base entiere.
Contrairement aux systemes de classification peu nombreux qui existent sur Internet, Ie
systeme que nous proposons evite tous les problemes des ramifications hierarchiques en sugge-
rant une classification agglomerative organisee. Cette organisation au niveau de chaque classe
prend sa source depuis les valeurs des degres d'appartenance des ensembles flous determines
par 1'algorithme FCM.
En comparant notre approche Pro-Floue avec celle de Can et Ozkarahan, nous en concluons
que la notre est simple et fiable. De plus, les resultats experimentaux montrent qu'elle permet
de bien structurer des bases de donnees documentaires en attribuant, dans la majorite des
cas, a chaque classe les documents qui en font partie. Ces resultats sont justifies par les points
suivants:
- La methode Pro-floue utilisee, basee d'abord sur Ie calcul des degres de correlation
entre documents, permet de determiner en s'appuyant sur une approche probabiliste,
Ie nombre de classes necessaires pour assurer la construction des classes.
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- L'autre composante de la methode Pro-floue, c'est I'algorithme FCM qui realise 1'etape
de mise en correspondance de maniere iterative. Puisque Pappariement est remis en
cause a chaque etape, il n'est pas genant que la mise en correspondance ne soit qu'ap-
proximative dans les premieres etapes de 1'algorithme. Un critere explicite du plus
proche voisin convient bien pour faire ces appariements et determiner la classe exacte
a laquelle appartient Ie document, ce qui nous permet d'obtenir une meilleure qualite
de classification.
- L'avantage de Putilisation de 1'algorithme FCM par rapport aux autres techniques
de classification "hard ou binaires est I5 information inherente que p orient les degres
d'appartenance sur Ie jugement d'attribuer une donnee a une classe.
- L'algorithme FCM. fournit, outre la sortie: matrice des degres d'appartenance, la ma-
trice des centres des classes. Ces derniers vont servir de documents pivots pour la
classification de la base en cas d'aj out de termes et/ou de documents lorsque la base
est dynamique.
1.5 Description du memoire
Comme Ie titre de ce memoire Pindique, il s'agit dans ce travail de verifier si la strategic de
la classification Pro-Floue peut etre utilisee pour structurer une base de donnees documentaire
CHAPITRE1. INTRODUCTION 10
indexee. Pour ce faire, nous decrirons les grandes lignes de notre memoire:
- Dans Ie deuxieme chapitre, nous presenterons un survol des recherches en informatique
documentaire ou nous aborderons essentiellement deux aspects: la representation des
documents d'une part, et 1'acces a 1'information d'autre part. Pour Ie premier theme,
nous traiterons les techniques de representation du contenu et les avancees realisees ces
dernieres annees pour les approches statistique et linguistico-conceptuelle.
S'agissant de 1'acces a 1 information, on montre que les dernieres annees out vu la pro-
blematique de 1'appariement d'une requete a un ensemble de documents, dont nous
decrirons les progres techniques, se positionner progressivement a 1'interieur d'un cadre
plus vaste, celui de la satisfaction du besoin d'information de Putilisateur. Ainsi, nous
avons vu apparaitre plusieurs systemes d'aide a 1'activite de recherche, dont notam-
ment les systemes de navigation dans les hypertextes, les systemes de classification
automatique, les thesaurus, etc.
- Apres cet apergu sur 1'etat de Part de la recherche en informatique documentaire,
nous aborderons Ie troisieme chapitre ou il sera question d'entrer dans Ie vif du sujet en
presentant les difFerentes methodes existantes en classification automatique. Ce chapitre
constituera un point de depart pour expliciter Ie principe de notre methode.
- Le quatrieme chapitre decrit en detail, a 1'aide d'exemples, les differentes phases ne-
cessaires pour Petape de pre-classification. Le choix du modele de representation des
connaissances, Ie prmcipe du calcul des degres de liaison entre documents ainsi que la
determination d'un estimatif du nombre de classes, constituent les principaux elements
developpes dans ce chapitre.
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- Dans Ie cinquieme chapitre, il s'agit de decrire en detail 1'algorithme de classification
floue FCM, de 1'appliquer sur un exemple et d'interpreter ses sorties. Dans ee meme
chapitre, nous introduisons un algorithme que nous avons cree pour traiter Ie cas de
base documentaire dynamique. Finalement, afin d'evaluer notre methode, nous presen-
terons 1'algorithme de classification binaire de Can et Ozkarahan presente dans [C083],
que nous nous proposons d'implanter et de comparer ses resultats avec ceux de nos al-
gorithmes.
- Le sixieme chapitre fournit, enfin, une evaluation du systeme CLASSFLOU a travers:
- la confrontation de ses resultats avec ceux de Palgorithme de Can et Ozkarahan
[C083];
les resultats des tests de sa performance (juger la qualite de la classification).
- Finalement, nous conclurons ce memoire en rappelant les originalites du systeme CLASS-
FLOU et en proposant des extensions futures de ce travail.
Chapitre 2
REPRESENTATION ET ACCES A
I/INFORMATION
Atm de pouvoir trailer automatiquement un document, il est necessaire que ce dernier
subisse des transformations des informations depuis leur forme reelle vers la forme reconnue
par Ie systeme. En efFet, un systeme de recherche d'information ne travaille pas dans Ie monde
reel, mais seulement sur une representation des informations. Cette representation peut varier
selon deux axes. Elle recouvre en partie une dichotomie qui oppose sens et valeur. C'est ce
que nous allons essayer de presenter dans Ie premier theme de ce chapitre.
Quant au second theme: la recherche d'information, nous nous interesserons dans cette
partie a revolution et aux tendances manifestees dans 1'appariement entre requetes et re-
presentants des textes d'une base de donnees. Nous essaierons de montrer par la suite, de
quelles evolutions, les outils de 1'appariement c'est-a-dire les interfaces, ont fait 1'objet ces
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dernieres annees. En effet, on parle plutot, de nos jours, de systemes multi-experts ou hybrides
qui rassemblent une multitude d outils d'aide a Pactivite de recherche dont nous exposerons
quelques uns.
2.1 La representation des documents
La representation des documents est 1 operation qui consiste a decrire et a caracteriser
un document a 1'aide de representation des concepts contenus dans ce texte, c'est a dire a
transcrire en langage documentaire les concepts apres les avoir extraits du document par
une analyse. La transcription en langage documentaire se fait grace a des outils d'indexation
[Sal72].
2.1.1 Representer un texte
Les mots:
Les techniques d'indexation automatique classiques voient la representation des docu-
ments comme etant constituee de la totalite des formes que ceux-ci contiennent. De cet
ensemble sont retranches les mots grammaticaux trop frequents et sans p olds semantique.
Par forme il faut entendre sequence de caracteres delimitee par des blancs ou des signes de
ponctuation.
Les tenants de cette approche se sont bien vite rendu compte que des formes voisines,
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les formes conjuguees d'un verb e par exemple, ont entre elles une intersection formelle et
semantique qui est celle du mot, d'ou la mise au point d'algorithmes d'elimination des se-
quences terminales. Toutefois, la notion de sequence terminale n'est qu'une approximation
de la notion de suffixe. Pour qu une sequenence terminale soit un suffixe, il faut reconnaitre
un mot. Pour cela, il faut dispose? d'un dictionnaire qui est Ie repertoire des mots, de leur
signification et des flexions dont chacun d eux peut etre affecte. Ce sont la les premiers pas
d'un traitement linguistique des textes. Aujourd'hui on peut considerer comme acquis et
maitrise ce type de traitement meme s'il n'est pas toujours mis en oeuvre dans les systemes
commerciaux [Sal89].
Les termes:
Ce qui est toujours objet de recherche, c'est Pextraction automatique de sequences de
mots. On salt que dans les domaines techniques surtout, les unites semantiquement chargees
sont les termes, c'est-a-dire des unites syntagmatiques dont la taille est superieure au mot.
Deux types de techniques sont mises en oeuvre pour effecturer ce genre de traitement:
des techniques statistiques d'une part et des techniques linguistiques d autre part.
Les techniques statistiques reperent dans les textes les "mots" frequemment co-occurents
pour elaborer des "cartes de termes associes". Le diagnostic porte sur 1'utilisation de ces
methodes par [Sal86] est moderement positif: d'une part, les mots ainsi associes ne presen-
teraient pas souvent une unite de sens, d'autre part, 1? augment ation de la precision1 des
1. Le taux de precision est defini comme Ie rapport du nombre de documents pertinents retrouves sur Ie
nombre de documents retrouves.
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documents rappeles lors d'une recherche ne serait pas concluante.
La mise en oeuvre des termes associes peut conduire a une amelioration du taux de rap-
pel en accroissant les possibilites d'appariement entre les termes des requetes et les termes
afFectes aux documents. Malheureusement 1'experimentation montre que seules 20% des as-
sociations entre paires de mots elaborees automatiquement sont semantiquement legitimes.
Les techniques linguistiques quant a elles, se fondent sur un traitement morphologique
et syntaxique pour extraire des unites syntagmatiques syntaxiquement et semantiquement
valides [Rou], [Ant88]. Les problemes a resoudre sont: la profondeur de 1'analyse syntaxique
a mettre en oeuvre, la recherche des sous-unites syntagmatiques semantiquement pertinentes
pour representer Ie document - les descripteurs - et Pexpansion du vocabulaire d'indexation
par paraphrasage.
Le sens:
La representation du sens des documents textuels est Ie probleme de de Pindexation. On
assiste a plusieurs types de tentatives dans 1'univers documentaire. Les tentatives strictement
linguistiques s'opposent a celles qui font appel, pour representer Ie sens, a des ob jets de type
conceptuel dont la validite n'est pas d'ordre linguistique; ce sont les modes de representa-
tion des connaissances de I5 intelligence artificielle. Autrement dit on peut opposer 1'approche
linguistique de la representation du sens a 1'approche intelligence artificielle.
2. Le taux de rappel est defini comme Ie rapport du nombre de documents pertinents retrouves sur Ie
nombre de documents pertinents de la collection.
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L'approche linguistique consiste a representer la semantique des enonces a 1'aide de la
logique. On precede alors aux analyses: lexicale, morphologique et syntaxique. La represen-
tation syntaxique permet de deliver une representation semantique sous forme logique. Les
efforts entrepris ici sont ceux de 1'informatique linguistique. (Voir a ce sujet [CK86]). II regne
beaucoup d'incertitudes sur les modeles logiques a adopter. La semantique des langues na-
turelles est un champ actif de la recherche en linguistique. II ne semble pas raisonnable a
1'heure actuelle d'escompter des resultats lorsque les textes sont longs et nombreux.
De 1'approche linguistique, nous passons insensiblement a 1'approche intelligence artifi-
cielle. La representation et la modelisation des connaissances est 1'objet de cette discipline.
A cote de la logique comme mode de representation des connaissances, d'autres formalismes
ont ete elabores: frames, reseaux semantiques, scripts [SKJ81]. Les bases de connaissances
obtenues sont constituees de concepts entre lesquels divers types de relation sans statut lin-
guistique sont etablies. Si la traduction des phrases d'un texte en forme logique est chose
difficile, Pextraction automatique de la representation d'une phrase dans les termes d'une
base de connaissances 1'est tout autant. Elle n'est certainement pas envisageable actuelle-
ment comme technique operationnelle de I'informatique documentaire a cause de 1'ordre de
grandeur des textes a trailer. Jusqu'ici, les textes que 1'intelligence artificielle a reussi a traiter
sont courts et traitent de domaines restreints.
2.1.2 Representer une base de textes
Implicitement, la representation du contenu semantique d'une base de donnees textuelles
devrait etre la somme des representations individuelles de chacun des textes qui la constitue.
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Or ceci est loin d'etre evident. Le developpement historique de 1'informatique documentaire
nous invite a considerer les choses autrement.
En effet, que ce soit en indexation manuelle ou en indexation automatique, les outils de
la representation du contenu considerent la representation d'un document particulier comme
une fonction de 1'ensemble des documents contenus dans la base. II en est ainsi du thesaurus.
Salton [Sal86] considere que la fonction du thesaurus est de normaliser Ie vocabulaire des
documents. A notre avis, la normalisation n'est qu'un efFet de 1'objectif plus general qui est
de representer les documents non pas de fa^on atomique un par un, mais en les situant les
uns par rapport aux autres. Le thesaurus est un outil forge pour la representation de la base.
II caracterise lexicalement la semantique de la base. La semantique de chacun des documents
est une valeur particuliere de cette base semantique globale.
Les approches statistiques ont bien ce merite de prendre en compte la totalite des do-
cuments de la base pour representer Ie contenu de chacun d'eux. En effet, ces approches
eliminent totalement Ie sens des termes d'indexation pour ne considerer que leur valeur.
Chacun des mots extraits de Pensemble des documents se voit assigner une valeur, un poids
representant la valeur discriminative de chaque mot. La mesure retenue en general pour as-
signer Ie poids de chaque mot est: tf x idf ou tf represente la frequence du terme dans Ie
document et idf^ Pinverse de la frequence relative du terme dans la collection [Sal89].
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2.1.3 La representation du sens : sens commun vs valeur
On Ie voit, a ce jour, la representation du contenu des documents d'une base de donnees
textuelles est partagee, et Ie demeure, entre deux conceptions du sens: 1'une, 1'approche
statistique, est indissociable de la notion de valeur, 1'autre, qu'elle soit traditionnelle (mots-
cles) ou plus recente (intelligence artificielle) met en jeu des concepts, concepts appartenant
a une semantique generale dont on voit mal comment elle pourrait reposer sur autre chose
que Ie sens commun.
Bien qu'actuellement tous les efforts en recherche, se sont orientes vers 1'application des
techniques de traitement automatique du langage et de representation des connaissances
[CROF87], Ie champs d'application de ces techniques reste limite, et presente beaucoup d'in-
convenients: la richesse de la langue, la complexite et la diversite des relations semantiques
entre les concepts et 1'importance des ressources de stockage pour la representation, contri-
buent au rejet de ces techniques. L approche statistique et probabiliste continuent a susciter
1'interet de plusieurs applications commerciales.
2.2 Acces a Pinformation
Nous nous interesserons dans cette partie a 1'evolution et aux tendances manifestees dans
1'appariement entre requetes et representants des textes d'une base de donnees. Ensuite,
nous essaierons de montrer de quelles evolutions, les outils de recherche, ont fait 1 ob jet ces
dernieres annees.
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2.2.1 Les modes d'appariement entre requetes et documents
Apparier des formes
Appariement approche I: booleen et booleen etendu. La technique traditionnelle
de recherche d'information est la recherche des solutions d'une equation booleenne de des-
cripteurs.
C'est la technique qui prevaut tres largement dans les systemes commerciaux operation-
nels. Belkin [BC87] trouve a la perennite de cette situation les raisons suivantes:
- Pinvestissement realise dans ces systemes est si considerable que les modifier ne serait
pas economiquement viable;
- les techniques alternatives n'ont pas ete testees dans des environnements en grandeur
reelle;
les resultats obtenus par des techniques alternatives ne sont pas suffisamment supe-
rieurs, meme au niveau experimental, pour justifier les changements;
- les structures des requetes booleennes expriment des aspects importants des besoins
des utilisateurs.
Les inconvenients de cette technique sont bien connus [BC87]:
- de nombreux textes pertinents dont la representation ne correspond qu'approximative-
ment a la requete, ne sont pas retrouves;
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- les textes retrouves ne sont pas ordonnes selon leur degre de pertinence;
- 1'importance relative des concepts a Pinterieur de la requete ou a Pinterieur du texte
n'est pas pris en compte;
- la formulation des requetes est complexe;
- Ie resultat est fonction des deux representations comparees qui doivent faire appel au
meme vocabulaire.
La rigidite de cette technique avait deja ete assouplie par 1'utilisation des jokers et autres
masques ainsi que par la mise en oeuvre plus ou mains automatique du thesaurus pour
developper une requete.
Les techniques statistiques ne presentent pas ces inconvenients: 1'appariement entre re-
quete et documents peut etre plus ou moins strict, 1'importance relative des documents et
des concepts est prise en compte, des regles rationnelles sont mises en oeuvre pour ordonner
les documents retrouves, les resultats sont meilleurs ou au moins comparables.
C'est pour remedier aux inconvenients des techniques booleennes de faQon economique-
ment viable qu'une technique dite "booleenne etendue" a ete mise au point [SFW78],[SV85].
C'est un cas particulier des techniques statistiques et probabilistes. Le principe est d'une
part, de conferer aux termes de recherche de 1'equation booleenne des poids et d'autre part,
d'interpreter les operateurs de 1'equation comme des distances entre requetes et documents.
II s'agit la d'un compromis entre une technique d'appariement exact, la technique boo-
leenne, et une technique d'appariement approche, la technique statistique, qui apparait in-
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dustriellement credible. La recherche a demontre la superiorite des techniques d'appariement
approche. Aux techniques statistiques vectorielles exposees en detail par Salton [Sal89] sont
venues s'ajouter d'autres techniques d'appariement approche, les techniques de clusterisation.
Appariement approche 2: clusters. L'hypothese de groupement emise en premier
lieu par [JR71] est que des documents tres semblables les uns aux autres sont susceptibles
d'etre davantage pertinents pour une meme requete que des documents ne temoignant pas du
meme degre de similitude entre eux. La clusterisation est une technique de classification qui
permet d'identifier et de constituer des groupes, des clusters d'objets, id de documents. En
confrontant une requete aux clusters - a dire vrai a un representant abstrait de ceux-ci - plutot
qu'a chaque document individuellement, on retrouve plus facilement et plus rapidement les
documents pertinents. Le degre de similitude inter-document est calcule sur la base des
descripteurs des documents. Ces descripteurs peuvent avoir ete attribues manuellement ou
avoir ete obtenus par indexation automatique. De nombreux travaux actuels portent sur les
merites compares de diverses techniques de clusterisation [Voo86],[Wil87],[Pan87],[EHW87].
II faut remarquer que Ie principe de ces techniques de classification est mis a profit dans
Punivers des hypertextes. L'utilisation conjointe des techniques statistiques et des techniques
de clusterisation est souhaitable car toutes deux permettent de retrouver des ensembles de
documents qui peu vent etre differents.
La justification pour la mise en oeuvre de cette strategic est fournie par des experiences qui
ont montre que les deux strategies tendent a retrouver des ensembles difFerents de documents
et que, en particulier, la strategic fondee sur les clusters parvient a retrouver des documents
la ou la recherche probabiliste echoue [CT87].
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Apparier du sens
Inference : Inference est Ie nom donne par Pintelligence artificielle a la deduction des
connaissances. Les operations concretes que ce nom recouvre dependent du formalisme adopte
pour representer les connaissances. S'agissant d?un reseau semantique, une operation dite
d'activation par proximite est souvent utilisee en recherche documentaire. Une requete est
utilisee pour activer les parties du reseau semantique qui decrit Ie contenu des documents.
Dans les reseaux simples, les noeuds representent les termes d'indexation qui sont connec-
tes aux documents. Dans les reseaux plus riches en connaissances, les noeuds et les arcs repre-
sentent des concepts du domaine, les relations qu'ils entretiennent entre eux et les documents
sur lesquels Us pointent. Une fois les noeuds de depart actives, 1'activation se propage vers
les autres noeuds en suivant les liens etablis et en respectant certaines contraintes. Dans Ie
systeme GRANT decrit par [CK87], les containtes sont de trois types: contrainte de dis-
tance, contrainte de branchement (1'activation est interrompue aux noeuds dont sont issus
un trop grand nombre d'arcs), contrainte de chemin qui represente des meta-connaissances
sur les cheminements privilegies dans Ie reseau en fonction du domaine represente. Selon les
auteurs, 1'activation par proximite sous contrainte obtient, avec des scores raisonnables de
rappel et de precison, des resultats qui n'auraient pu etre obtenus au moyen d'une simple
recherche par mots-cles [CK87].
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2.2.2 Les systemes intelligents de recherche d'information
Une deuxieme generation de systemes intelligents de recherche d'information est en train
de voir Ie jour. Ces systemes prennent davantage en compte la situation de recherche d'infor-
mation, tirant en cela partie des recherches cognitives qui conduisent a concevoir des systemes
qui modelisent les comportements observes de 1'utilisateur, id Ie demandeur de 1'information.
Avant d'exposer plus en detail les types d'expertise incorpores dans les sytemes, nous
voudrions attirer Pattention sur Ie fait qu'un certain nombre des modules de ces systemes
implementent des techniques eprouvees. Ainsi, les techniques statistiques ou probabilistes
sont mises a contribution.
Mettre en oeuvre ensemble des outils et des techniques eprouves :
Lors d'une session de recherche, nous pouvons recenser trois grands types de besoins des
utilisateurs:
- besoins de verification: Putilisateur veut verifier ou retrouver de Pinformation sur des
elements d'information aux caracteristiques connues.
- besoins conscients concernant un sujet: Putilisateur veut clarifier, passer en revue ou
approfondir certains aspects d un sujet bien connu.
- besoins flous concernant un sujet: 1'utilisateur veut explorer de nouveaux concepts sur
des sujets non connus.
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Nous aliens a present passer en revue des techniques bien eprouvees, qui out 1'avantage
de correspondre a des situations concretes de recherche d'information, en montrant comment
chacune d'elle permet de repondre a 1'un ou 1'autre des types de besoins enumeres plus haut:
Browsing: C'est Ie troisieme type de besoin qui visent a satisfaire les techniques de "brow-
sing", de navigation, techniques qui constituent Ie mode typique d'acces a Pinformation dans
les hypertextes.
Certains systemes fondent leur programme sur cette situation de recherche d'information
dans laquelle un utilisateur n'est pas a meme de formuler une requete precise mais sera
capable de reconnaitre ce qu'il cherchait en Ie voyant. Le programme epargne a 1'utilisateur
qui, au demarrage de sa recherche n'est pas a meme d'exprimer precisement son besoin, la
necessite de formuler d'entree de jeu une requete precise et lui donne la possibilite, lorsqu'il
decouvre peu a peu qu'il salt ce qu il veut, de formuler celle-ci.
Relevance feedback : Parmi les techniques pre-existantes a 1'introduction de Pintelligence
artificielle, et compatibles avec elle, la mise en oeuvre du "relevance feedback est certaine-
ment celle dont Putilite est unanimement admise. Elle constitue bien une strategie naturelle
de recherche d'information.
Dans un systeme statistique, Ie "relevance feedback" est effectue de la maniere suivante
[Sal86]: les resultats d'une premiere recherche sont utilises automatiquement pour reformuler
la requete en accroissant les poids des termes de la requete qui sont presents dans les docu-
ments retrouves juges pertinents par 1'utilisateur, et a 1'inverse, en diminuant les poids des
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termes de la requete qui sont egalement presents dans les documents non pertinents retrou-
ves. La modification des poids peut s'accompagner d'une expansion de la requete a laquelle
on adjoint des termes caracterisant les documents pertinents retrouves.
Agregation des termes et documents : Un autre type de technique permettant 1'explo-
ration d'une base de donnees est la mise en oeuvre de ce que Salton appelle "co-word analysis"
et "document clustering". II s'agit de rapprocher, les uns des autres, des descripteurs sur la
base de leurs frequences de co-occurence. Les ensembles de descripteurs constitues ainsi sur
des bases purement statistiques (techniques de classification automatique) constituent des
clusters. Salton [Sal89] examine 1'utilisation de ces clusters pour constituer automatiquement
des thesaurus alors que Michelet [MT85] et Can [C090] envisagent d'en tirer parti pour
donner a Putilisateur des moyens pour constituer des classes de documents semblables en
mesurant des liens de similitude de sujet entre ces documents.
2.3 Conclusion
Ce survol des recherches en informatique documentaire a aborde essentiellement deux
themes: la representation du contenu des documents d'une part, 1'acces a 1'information
d'autre part. Les documents que nous avons envisages sont essentiellement les documents
textuels.
Les deux approches traditionnelles de la representation du contenu des documents out
ete confrontees: statistiques d'un cote, linguistico-conceptuelles de Pautre. II est apparu que
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cette opposition d'approche recouvrait en partie une dichotomie qui opposait sens et valeur.
S'agissant de 1'acces a 1'information, nous avons d'abord passe en revue les techniques
d'appariement requete-documents. Nous avons distingue celles qui visaient a apparier des
formes et celles qui visaient a apparier des sens.
Finalement, nous avons mis Paccent sur une nouvelle philosophie de recherche d'informa-
tion qui vise a faire cooperer des outils, pour certains, deja eprouves: "relevance feedback",
"browsing", "document clustering". Ces outils se donnent pour objectifs de prendre en compte
les comportements de Futilisateur en 1 assistant dans Pactivite de recherche.
Nous aliens, dans les chapitres suivants, mettre Paccent sur la technique d'agregation de
documents, puisqu'elle constitue 1'objet de notre recherche.
Chapitre 3
Classification automatique
La classification devient la base indispensable de nos activites, des 1'instant ou nous avons
a faire a de grands ensembles de documents. La division en classes facilite la recherche d'un
document dans un ensemble.
La classification permet principalement de trouver des regularites dans un grand tableau
de nombres en degageant des images de points homogenes auxquels on essaiera de donner
un sens. On parle ainsi de classification automatique: les classes seront obtenues au moyen
d'algorithmes formalises et non par des methodes subjectives ou visuelles faisant appel a
1' initiative du praticien.
Le but de ce chapitre etant de presenter Ie prmcipe de ces difFerents algorithmes de
classification automatique.
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3.1 Les methodes de classification automatique
On distingue deux grands types de methodes de classification:
- les methodes hierarchiques qui produisent des suites de partitions en classes de plus
en plus vastes a Pimage des celebres classifications des zoologistes en especes, genres,
families, ordre, etc;
- les methodes non hierarchiques qui produisent directement une partition en un nombre
fixe de classes.
3.1.1 Classification par hierarchie
On parle de classification hierarchique ou de hierarchie, car chaque classe d'une partition
est incluse dans une classe de la partition suivante. La suite des partitions obtenues est
usuellement representee sous la forme d'un arbre de classification analogue a 1'organigramme
d'une entreprise.
On cherche a representer des points wi,...,Wn par un ensemble de parties hierarchique-
ment emboitees. Par exemple, la hier archie, indiquee [figure 3.1(b)], represente 1'ensemble des
points du plan donnes en [figure 3.1 (a)], munis de la distance euclidienne.
L'interpretation d'une hierarchie telle que celle indiquee [figure 3.1(b)] est la suivante:
chaque palier de la hierarchie couvre un groupe de points. La hauteur du palier est une
mesure du degre d'agregation du groupe qu'il couvre. Ainsi Ie groupe {w4,ws} est plus agrege







w7 w6 w4 w5 wl w3
(a) nuage de points (b) hierarchie
Figure 3.1 - Classification hierarchique.
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que Ie groupe {^1,^3}.
De maniere plus precise, on peut definir une hierarchie de la fagon suivante:
Definition cTune hierarchie
Soit fl un ensemble fini, H un ensemble de parties (appelees paliers) de ^2, H est une
hierarchie sur fl,' si:
1. 0 C -H': c'est-a-dire Ie palier Ie plus haut contient tous les individus;
2. V w € ^ ,{w} € H (les points terminaux);
3. V/i, h' € -ff on a: /iH/i/ ^ 0 =^ /i c h' ou /i/ C /i.
Exemple [figure 3.2]:
Soit 0 = {wi, W2, ws, W4, ws}, H est donne par Ie graphique de la figure 3.2.
On a: /ii = {wi, W2, we, 104, Ws}, ,2-2 = {^i, ^2, ^3, ^4}, ^3 = {^2, ^l},
,4 = {wi}, h = {w2>, he = {^3}, ^7 = {^4}, ,18 = {l"5}.
H = {h-i,h'2^h3,h^hs,hQ,h7^hs}.
On verifie facilement que les proprietes 1, 2 et 3 de la definition sont satisfaites.
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h2
w5 w2 wl w3 w4
Figure 3.2 - Representation par hiemrchie de I'exemple.
Indice d'agregation
La construction d'une hierarchie necessite la connaissance d'une mesure de ressemblance
entre individus entre eux, entre groupes entre eux et entre groupe et individu. Cette mesure
de ressemblance s'appelle aussi indice d'agregation. Elle est definie a partir des distances
entre individus et des poids des parties de la hierarchie. Parmi les plus utilises, on peut citer:
1'indice d'agregation du lien minimum entre 2 parties hi et hg illustre par la [figure 3.3(a)]
6(h^h^) = mm^e^,w,e/^(w^wj)
Pindice d'agregation du lien maximum illustre par la [figure 3.3(b)] :
J(/ii, h^) = maa;^€/ii,w,€^2d(w^ wj)
































(a) lien minimum (b) lien maximum (c) entre centres de gravite
Figure 3.3 - Distances entre groupes.
Pindice des moyennes des distances illustre par la [figure 3.3 (c)] :
1
J(/ll,/l2) = P? E d{wi,Wj)Wt6^.i,wje/i2
avec \\hi\\ Ie cardinal de hi
Autrement dit, 1'indice d'agregation entre deux parties est la moyenne des distances
entre les individus pris dans les deux classes.
- Pindice d'agregation des centres de gravite:
8(h^h,)=d(G{h,),G(h^)
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Algorithme
L'algorithme est simplement explique dans [LMF82]. II procede par regroupements suc-
cessifs:
1. partir d'une partition dont les classes sont reduites a un element;
2. rechercher Ie couple de classes dont 1'indice d'agregation est minimum (par exemple:
agregation en fonction du lien minimum);
3. construire la classe resultant de la fusion des deux precedentes;
4. recommencer la recherche jusqu'au regroupement final.
Le principal probleme des methodes de classification hierarchique consiste a definir Ie
critere de regroupement de deux classes, ce qui revient a definir une distance entre classes.
Tous les algorithmes de classification hierarchique se deroulent de la meme maniere: on
recherche a chaque etape les deux classes les plus proches, on les fusionne, et on continue
jusqu5 ce qu'il n'y alt plus qu'une seule classe.
Get algorithme est rapide. Au fur et a mesure des regroup ements, Ie nombre d'iterations
pour calculer les nouveaux indices d'agregation diminue. L'algorithme permet de s'arreter sur
un nombre de classes donne a priori ou sur un critere calcule a partir de Pindice d'agregation.
Son pricipal inconvenient est son encombrement. De ce fait, il est deconseille d'utiliser ce
type d'algorithme pour la classification d'un grand nombre d'objets.
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3.1.2 Classification par partitions
II s'agit de regroup er n individus (id documents) en k classes de telle sorte que les mdividus
d'une meme classe soient Ie plus semblables possible et que les classes soient bien separees.
Ceci suppose la definition d'un critere global mesurant la proximite des individus d'une
meme classe et done la qualite d'une partition. Si on dispose d'un tel critere on pourrait
imaginer d'examiner toutes les partitions possibles et de choisir la meilleure. Cette tache est
en realite impossible, meme avec les plus gros ordinateurs, des que Ie nombre des individus
depasse quelques dizaines: pour 14 individus seulement il y a plus de 10 millions de partitions
possibles en 4 classes!
II est done a peu pres exclu de trouver la meilleure partition possible et il faudra se
contenter d'algorithmes aboutissant a des solutions approchees.
Inertie interclasse et inertie intraclasse
Si on peut considerer les individus (ici des documents) comme des points d'un espace
euclidien Ie probleme de la classification peut se decrire comme la recherche d une partition
d'un image de n points en k sous-nuages. La dispersion d'un nuage de points est caracterisee
par son inertie qui est la moyenne des carres des distances au centre de gravite. Une classe sera
done d'autant plus homogene que son inertie sera faible. Appelons ^i, ^^••^fc; les inerties de
chaque classe, calculees par rapport a leurs centres de gravite respectifs ^i, g-2,---,9k et notons
PI, P2,...,Pfc les poids de ces classes: Pj est la somme des poids des individus de la classe j.
La moyenne de ces inerties est appelee inertie intraclasse et est notee ^w:
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k
$w = Y ^ Pj^j
3==1
II est done souhaitable que ^w soit la plus petite possible pour avoir un ensemble de classes
tres homogenes.
Considerons maintenant 1'ensemble des k centres de gravite ^i,...,^, leur dispersion autour





Une grande valeur de $5 indique une bonne separation des classes et il conviendra done
que ^B soit la plus grande possible. Or ^p et ^w sont reliees par une importante formule
generalisant Ie theoreme de Huyghens :
^B +^W = •?
ou ^ est 1'inertie totale du nuage des n points.
Rendre maximale ^p est done equivalent a rendre minimale ^u, puisque leur somme est
constante.
Nous chercherons desormais a obtenir une partition en k classes ou k a ete fixe a priori.
La plupart des techniques procedent par ameliorations successives d'une partition de depart:
nous decrirons d'abord celle des centres mobiles puis la methode des nuees dynamiques qui
en est une variante.




Figure 3.4 - Partition associee d trois centres dans un plan.
Regroup ement autour de centres mobiles
Le deroulement de cet algorithme, du a PAmericain Forgy [For65], est Ie suivant: dans
un premier temps on regroup e les individus autour de k centres arbitraires Ci, €2,..., Ck de
la maniere suivante: la classe associee a Cj est constituee de 1'ensemble des individus plus
proches de cj que de tout autre centre. Geometriquement ceci revient a partager 1'espace
des individus en k zones defmies par les plans mediateurs des segments CiCj. La [figure 3.4]
ci-dessus donne un exemple d'une partition associee a trois centres dans un plan.
On calcule ensuite les centres de gravite pi, ^2, •••, 9k des classes que 1'on vient de for-
mer. On effectue alors une deuxieme partition en regroupant les individus autour des gj qui
prennent alors la place des centres cj de la premiere etape. On calcule les centres de gravite
9i ^9i i ••••>9k <^e ces nouvelles classes, on regroupe les individus autour d'eux et ainsi de
suite jusqu'a ce que la qualite de la partition mesuree par 1'inertie intraclasse ne s'ameliore
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plus. Comme il suffit a chaque etape de calculer les nk distances entre les individus et les
centres, il n'est pas necessaire de conserver en memoire les n(n^v) distances difFerentes, ce qui
est avantageux si n est grand.
L'inconvenient de cette methode, a part Ie risque d'obtenir des classes vides, done d'abou-
tir a mains de k classes, est de fournir une partition finale qui depend de la partition de depart:
on n'atteint pas Poptimum global mais seulement la meilleure partition possible a partir de
celle de depart. De plus, la partition initiate est souvent arbitraire car il est courant de choisir
les centres Ci par tirage au sort de k individus parmi n.
La methode des nuees dynamiques
Sous ce nom evocateur, E. Diday a developpe une methode ef&cace de partitionnement
que Ron peut considerer comme une generalisation de la methode des centres mobiles [DL82].
Cette methode est aussi connue sous Ie nom de "K-means clustering" en Amerique du nord.
La difference fondamentale entre cette methode et celle des centres mobiles est la suivante:
Au lieu de definir une classe par un seul point, son centre, qui peut ne pas etre un des
individus de 1'ensemble a classer, on la definit par q individus formant un noyau qui, s'ils
sont bien choisis, seront plus representatifs de la classe qu'un simple centre de gravite. Ces
noyaux permettront par la suite d'interpreter les classes.
Description de Palgorithme des nuees dynaraiques : A partir d'un systeme initial de k
noyaux on obtient une partition en regroupant les individus autour de ces noyaux. On calcule
alors de nouveaux noyaux representatifs des classes ainsi formees et recommence jusqu a ce
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que la qualite de la partition ne s'ameliore plus. Formellement il faut done disposer de trois
fonctions:
- la premiere qui calcule la distance d'un individu a un noyau;
- la deuxieme qui a une partition en k classes associe les k noyaux de q points, represen-
tatifs de ces classes;
- la troisieme qui mesure la qualite d'une partition.
Connaissant ces trois fonctions, Ie nombre de classes et 1 efFectif des noyaux, 1'algorithme
est entierement determine.
Comme pour la methode de Forgy la partition finale depend du choix initial des noyaux. Afin
de limiter cet inconvenient on procede a plusieurs tirages au sort des noyaux de depart et on
compare les partitions finales obtenues : les individus qui ont toujours ete classes ensemble
definissent des "formes fortes" qui sont en quelque sorte les parties vraiment homogenes de
1'ensemble des individus car elles out resiste aux aleas des tirages des noyaux.
Les methodes de partitionnement permettent de traiter rapidement de grands ensembles
d'individus mais elles supposent que Ie nombre k de classes est fixe. Toutes les frontieres entre
les classes sont les droites mediatrices des segments joignant les centres de gravite. Leurs
equations en x et y sont lineaires. Une variante de cette methode "Fuzzy C-Means , faisant
inter venir la logique floue, consiste a autoriser une appartenance partielle de chaque point
aux differentes classes, ce qui peut facilement eclairer la decision d'attribuer un document a
une classe. Nous aliens presenter brievement dans ce qui suit, Ie principe de cette methode.
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Classification floue
L'algorithme de la classification floue FCM, permet de construire a partir de la donnee
d'un certain nombre d'observations, un ensemble de points qui gravitent autour d'un cen-
tro'ide et definissent une classe. L'algorithme procede par une selection arbitraire de noyaux,
auxquels il agrege les observations disponibles. II calcule ensuite, a partir des ensembles af-
fectes a chaque noyau, une nouvelle position de ce noyau, et reitere Ie processus d'afFectation
des observations. Le principe de la classification floue est d'autoriser une appartenance par-
tielle ou distribuee d'une forme donnee a Pensemble des classes de 1'espace des individus.
Afin de minimiser 1'erreur de misclassification, on fait appel aux techniques de classifica-
tion adaptative floue introduites initialement par Bezdek, qui minimisent la fonctionnelle
suivante [Bez73, BP92]:
c n
j{u^ vk) = Y, Y, U^\\ X, - V, ||2, m > 1 (1)
t==l J'=l
ou [I Xj —Vi II est la distance entre Ie point Xj et Ie centroi'de Vi de la classe i, uij est
Ie degre d'appartenance du point j a la classe i. uij est toujours positif et sa somme sur
toutes les classes est egale a 1. Cette contrainte ^^i Uy = 1 force la methode de classifica-
tion a distribuer la totalite des donnees sur c sous-ensembles flous [BP92]. L'algorithme de
classification se deduit de la fonctionnelle (1) qui peut etre resume de la maniere suivante :
- etape 1: Fixer Ie nombre de classe c (Ie nombre de classes est determine grace a un
algorithme de pre-classification, qu'on se propose d'implementer) et Ie facteur flou m.
Calculer la position initiale des centres ^ des classes.
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- etape 2: Generer une partition en utilisant Pequation suivante du degre d'appartenance:
—^}^
||a;j—Ut|| / _. ^ _ _.




- etape 3: Calculer les nouveaux centres des classes en utilisant 1'equation suivante (pour
i=l a c)
1 ^
vi = V^»^m ^ . uijx3^ i = 1? •••' c
^=1 ui3 ^T
- etape 4: S'arreter quand la partition est stable, sinon retourner a 1'etape 2. xj est un ele-
ment de Pensemble de n points, m est Ie facteur flou generalement fixe a 2. || Xj — Vk ||2
est defini comme etant la distance euclidienne entre Ie point xj de 1'ensemble des don-
nees et Ie centre Vk de la classe, pour (i=l a c).
La sortie finale de Palgorithme FCM est une liste constituee par les centres des difFe-
rentes classes et les degres d'appartenance de chaque point de 1'espace. Ces informations sont
obtenues par application de 1'algorithme FCM que nous nous proposons de 1'implanter sur
une matrice documents-termes, ayant subi des traitements prealables et etant transformee
en matrice documents-documents. Ces memes informations sont utilisees pour construire un
systeme d'inference flou, dont Ie but est de defuzzifier les resultats de la classification, en
interpretant les resultats des calculs de la distance de rapprochement des documents entre
eux.
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3.2 Conclusion
L'algorithme FCM offre, dans Ie cadre de la classification documentaire, I'enorme interet
d'avoir un fonctionnement iteratif. En effet, la variation quasi permanente de la source des
documents et la versatilite de Putilisateur reclament une methode adaptative ne necessitant
pas une remise a zero totale du systeme.
Outre cet aspect, primordial selon nous, la classification floue presente 1'avantage, par
rapport aux autres techniques de classification, de mieux eclairer la decision de classement
grace a Pinformation inherente vehiculee par les degres d'appartenance.
Chapitre 4
Et ape de pre-classification
Avant d entamer Ie processus de classification, un travail de preparation des donnees
est necessaire. II s'agit d'abord de choisir Ie modele de representation des connaissances, de
calculer les degres de correlation entre documents, d'expliciter Ie fondement theorique derriere
cet aspect et de determiner finalement un estimatifdu nombre des classes, parametre essentiel
pour 1'algorithme de classification floue FCM. Nous allons, au cours de ce chapitre, detailler
tous ces points tout en les illustrant par des exemples.
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4.1 Choix du modele de representation des connais-
sances
Parmi les modeles utilises pour representer une base documentaire, on a retenu Ie modele
vectoriel [Sal89]. Ce dernier associe a chaque document un vecteur numerique de dimension
egale au nombre de termes d'indexation du systeme. Ce vecteur represente soit d'une faQon
binaire la presence ou I5 absence du terme dans Ie document, soit la ponderation de chacun
des termes d'indexation par rapport au document.
Le principal inconvenient de ce modele reside dans la necessite de definir des espaces
vectoriels ou la dependance semantique entre les dimensions (termes) reste faible.
Dans un contexte de recherche et de classification documentaire, utilisant un modele
de representation vectoriel, une collection de documents est representee par une matrice
documents-termes appelee la matrice D. Chaque ligne de cette matrice represente un seul
document et est definie par un ensemble de termes. L'ensemble de tous les documents de la
matrice constituent la base de donnees documentaire. Les elements composant une ligne sont
appeles des termes index. La matrice D peut etre generee manuellement ou automatiquement
par une procedure d'indexage [Sal78]. Dans Ie cas d'un indexage binaire, les entrees dij
(1 < % < m, 1 < j < n) de la matrice D indiquent la presence ou 1'absence d'un terme
tj dans un document di. Le terme tj constitue un membre du vocabulaire d'indexage T =
{^1^25^35 ••••>tn}- La matrice P possede aussi deux proprietes essentielles:
E^=1 dij > 1, z = 1, ...m (chaque document est decrit par au moins un terme)
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110010
110110
D-= | 0 0 0 0 0 1
011001
011101
Figure 4.1 - La matrice documents-termes D.
Z^ll ^i3 > I? ^ = 1; •••?7' (chaque terme est assigne a au moins un document),
Les concepts de notre algorithme vont etre accompagnes par une illustration [figure 4.1], soit
la matrice D, representant une collection de 5 documents. Ces derniers sont decrits par un
ensemble de 6 termes.
4.2 Construction de la matrice CC (coefHcients de cou-
verture)
La matrice CC est une matrice (documents-documents) derivee a partir de la matrice D
(documents-termes), dont les entrees Cy (1 <, i^j < m) indiquent la probabilite de selection-
ner un terme de di a partir de dj.
En d'autres termes, la matrice C'C'exprime les relations qui existent entre les documents ba-
sees sur Ie calcul de probabilites en deux etapes [C083]. La premiere etape consiste a choisir
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arbitrairement un terme tk du document di', la deuxieme etape consiste a choisir Ie meme
terme tk selectionne a partir du document dj.
En terme de probabilite, ceci se traduit par la consideration de deux evenements:
- Sifc represente 1'evenement de selectionner tk a partir de di.
- Sjk represente Fevenement de selectionner dj a partir de tk.
Dans cette experience, la probabilite de 1'evenement "s^ et sjk" notee P(s^, Sjk) est egale a
P(Sik) X P(Sjk).









pour 1 < i^j ^ m, 1 ^ /c < n.
Ainsi, en considerant un document ri^, on peut representer la matrice D avec un modele
probabiliste hierarchique a deux etapes [C090]. Si 1'on choisit un chemin qui commence a
partir d'un document di et qui se termine par un des documents dj de la base, il existe n
famous possibles (s^i, 5^5 -••? 5m) pour atteindre rfj (1 < j <: m) a partir de di [figure 4.2].
\
Supposons qu'on choisisse 5^5 ainsi 1'etape d'arret intermediaire serait tk. A partir de ce
terme, et pour atteindre dj, il faudra choisir Ie chemin sjk. En utilisant la [figure 4.2], et pour
calculer les entrees c^- de la matrice CC, representant la probabilite de choisir un terme de di
a partir de dj, 11 faudra calculer la somme des probabilites des chemins individuels de di a dj.
Pour illustrer Ie concept de coefBcient de couverture, on va utiliser la matrice D [figure 4.1]
pour Ie calcul de Fentree 012. En se referant a la matrice D, on remarque que Ie document rii


























Figure 4.2 - Representation hierarchique en deux etapes du modele probabiliste des entrees
di de la matrice D.
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contient trois termes ^1,^2^5- En suivant Ie principe du modele probabiliste a deux etapes
pour calculer 1'entree €12, on doit d'abord selectionner arbitrairement chaque terme de c^i,
ensuite essayer de selectionner d^ a partir de la selection du terme resultat de la premiere
etape. A la premiere etape, la probabilite de choisir chaque element de ^i, ^25^5 a- partir de d-^
est de j. Si 1'on selectionne i\ ou ^5, alors d^ aura j de chance d'etre selectionne, par centre,
si on selectionne i^ alors la probabilite de choisir d^ a la seconde etape sera de |. Ceci est
du au fait que t\ et ts apparaissent dans di et d,^ alors que t^ apparait dans ^i, ^2 et dans
deux autres documents. L'entree cis est calculee alors comme suit :
6 1111_ __ 11 1
ci2=^5ifcxs2fe=^x^+^x^+0x0+0x^+^x^+0x0= 0.417.
fc=l
Le calcul des entrees c^ peut etre resume par la formule suivante:
C^j == CKj, ^dik x /3k x ^fez_^'
Lfc=i
avec 1 <, i,j < m,
avec a.,, et ^ representant respectivement les inverses de la somme de la ieme ligne et la











1 < % < m,
1 < k <n.
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4.3 Proprietes de la matrice CC
Les propietes suivantes caracterisent la matrice CC [figure 4.3]:
1. pour i ^ j, 0 <: Cij ^ CM et cu > 0.
2. Cti+Ct2+".+Ctm = 1 (la somme des valeurs d'une ligne i est egale a 1, pour 1 < i <:m).
3. si aucun des termes de di n'est utilise par les autres documents, alors ca = 1, sinon,
cu < 1.
4. si Cij = 0, alors Cji = 0, similairement, si c^ > 0, alors cji > 0; mais generalement
Cij :7- Cji.
5. en = Cjj = Cij = c^, si et seulement si di et d, sont identiques.
- Propriete (1): Cy >; 0 signifie que soit (cij > 0), et dans ce cas, on peut selectionner
des termes de di a partir de rij, soit (cij = 0) et ceci implique que di et dj ne partagent
aucun terme en commun. L'inegalite Cy < ca est evidente dans Ie sens ou Ie document
di aura plus de chances d'etre selectionne a partir des termes qui Ie representent, que
n'importe quel autre document. Cependant, si dj contient tous les termes de di alors
dj = en. Nous pouvons, bien sur toujours selectionner un terme de di a partir de lui
meme, d'ou ca > 0.
- Propriete (2): Elle s'explique par Ie fait que les entrees de chaque ligne de la matrice
CC sont les resultats d'experiences probabilistes en deux etapes, et que la somme de
toutes ces probabilites est egale a 1.
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un- Propriete (3): Elle s'explique par Ie fait que si des termes de di apparaissent dans
autre document, par exemple dj, 1 entree Cij correspondante aura une valeur differente
de zero pour i -f- j.
- Propriete (4): Elle s'explique par Ie fait que s'il n'est pas possible de selectionner un
terme de di a partir de dj alors 11 ne sera pas possible de selectionner un terme de dj
a partir de di (di et dj ne partagent aucun terme en commun). Par centre, si di et dj
ont des termes en commun mais ne sont pas pas identiques, alors c^- et Cji auront des
valeurs superieures a zero mais non necessairement egales. Explique autrement, nous
pouvons remarquer que, contrairement aux mesures de similarite comme Ie cosinus, les
mesures d'association entre deux documents definies par Ie concept CO (coefficient de
couverture) ne sont pas symetriques. Ceci est du a la nature probabiliste du concept, qui
n'est autre qu'un exemple de probabilite conditionnelle pour des evenements aleatoires
[And73].
- Propriete (5): Si deux documents sont parfaitement identiques, alors leurs coefficients
de couverture mutuels (c^- et Cji) et leurs coefHcients de couverture sur eux-memes (cu
et Cjj) sont egaux.
Ces proprietes montrent que si un document partage des termes en commun avec d'autres
documents dans la base, alors on observera beaucoup de valeurs non nulles de part et d'autre
de 1'entree de la diagonale de la ligne correspondante [C085, C090]. Etant donne que la
somme des valeurs d'une ligne est egale a 1, Pentree a la diagonale est necessairement infe-
rieure a 1. Dans Ie cas contraire, c'est-a-dire lorsqu'un document partage seulement quelques
termes avec les autres documents, on observera beaucoup de valeurs nulles de part et d'autre
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de 1'entree de la diagonale, celle-ci aura une valeur proche de 1. Si, par contre, un document
ne partage aucun de ses termes avec les autres documents, alors I5 entree a la diagonale sera
egale 1 et les autres entrees de la ligne auront une valeur nulle. A partir de ces proprietes,
les entrees c^ peuvent etre interpretees de la maniere suivante :
- pour i -f- j, 1'etendue de la couverture de di par dj (degre de couplage de di avec dj).
- pour i = j, 1'etendue de la couverture de di par lui meme (degre de decouplage de di
par rapport au reste des documents).
Pour obtenir une meilleure explication de la signification de la matrice CC, nous conside-
rons deux vecteurs documents di et dj, auxquels nous allons definir quatre types de relations
possibles en termes d'entrees de la matrice CC (c^-, c^ cu et Cjj):
- Documents identiques: Les coefficients de couplage et de decouplage des deux do-
cuments sont equivalents (cy = cji). De plus, les degres de couverture de ces deux
documents par les autres documents de la base sont identiques (c^ = Cjfc, 1 < k <: m).
Similairement, les degres de couverture des autres documents par di et dj sont les memes
(cki=Ckj,l <k<m).
- Documents chevauches : Chaque document couvre lui-meme plus que n'importe quel
autre document. Ceci ne nous donne pas suffisamment d'informations pour comparer
ca avec Cjj et Cij avec Cjr Ceci est du au fait que ces valeurs sont afFectees par leurs
degres de couplage avec les autres documents de la base.
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- Un document, sous-ensemble d'un autre document: Supposons que di est un
sous-ensemble de dj, Ie degre de couverture de di par lui-meme (cu) sera egal a celui du
degre de couverture de di par dj (cy). De plus, du fait que dj contient tous les termes
de di et meme plus, son degre de couverture par lui-meme sera plus eleve que celui de
di par lui-meme {cjj > cu). Par Ie meme raisonnement, Ie degre de couverture de dj
par di est plus eleve que celui de di par dj, (c^ > cji).
- Documents disjoints: Du fait que di et dj ne partagent aucun terme en commun,
leurs degres de couverture mutuels seront nuls (cy = cji = 0). Evidemment, ils se
couvrent eux-memes, mais chacun d'eux peut etre couple avec les autres documents de
la base. C'est pour cette raison que ca et cjj auront une valeur inferieure ou egale a 1.
D'apres ce qu'il a ete montre dans les discussions precedentes, la matrice D [figure 4.1]
est une matrice relativement distincte, dans la mesure ou les di ne partagent que quelques
descripteurs avec les autres documents de la base. Comme illustration de tous ces concepts
decrits plus haut, nous presenterons la matrice CC [figure 4.3] derivee a partir de la matrice
D donnee dans la section (4.1).
Ce phenomene est traduit au niveau de la matrice CC par les entrees ca qui detiennent
les valeurs les plus elevees. L'entree ca est appelee alors coefficient de decouplage, 8i de di.
Notons que 8i exprime Ie degre de liaison d'un document aux autres documents et c est
pourquoi Ie mot coefficient est attribue.
La somme sur une ligne des entrees autres que la diagonale indique Ie degre de couplage
de di avec les autres documents de la base. Cette mesure est aussi appelee coefiicient de
couplage ^ de di. A partir des proprietes de la matrice CC:
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0.417 0.417 0.000 0.083 0.083
0.313 0.438 0.000 0.063 0.188
ec = \ o.ooo o.ooo 0.333 0.333 0.333
0.083 0.083 0.111 0.361 0.361
0.063 0.188 0.083 0.271 0.396
Figure 4.3 - La matrice documents-documents CC.
8i = CM : co efficient de decouplage de di\
il}i=l — 8i : coefficient de couplage de di.
Les domaines de ^ et ^i sont 0 < ^ ^ 1 et 0 ^ ^ < 1, pour 1 < % < m.
En utilisant les valeurs individuelles de 61 et '0^ Ie coefficient moyen de couplage et de






Les co efficients de couplage et de decouplage de la base documentaire entiere sont calcules
comme suit:
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Y^5
8 = ^1 ^ = 1.945/5 = 0.389, ^ = 1-8 = 0.611.
En examinant la matrice D, nous pouvons remarquer que di est un sous-ensemble de d-^.
Ceci est verifie par les valeurs cu = cis. Les autres relations sont validees par les valeurs
suivantes: 022 > cai, 022 > Cu et 012 > cgi.
4.4 Calcul du nombre de classes
L'estimation du nombre de classes pour une base de donnees, et en general pour un en-
semble de donnees multivariees, n'est pas une tache facile. Dans les methodes de classification
hierarchique, Ie nombre de classes peut varier de 1 (la base entiere) a m, (m etant Ie nombre
d'objets contenus dans la base). Dans un contexte de classification documentaire, Ie calcul
de la distance euclidienne entre documents ne constitue pas un bon estimateur du nombre
de classes. En efFet, deux documents peuvent s'averer tres similaires meme s'ils ne partagent
aucun terme en commun.
Theoriquement, Ie nombre de classes doit etre superieur ou egal a 1 et inferieur ou egal a
m, (la taille de la base). Or, en realite, les documents presents dans la base ne sont pas tous
identiques, ni completement distincts.
En partant de Phypothese que Ie nombre de classes doit etre eleve, si les documents ne
sont pas similaires, nous pouvons calculer alors Ie nombre de classes sur la base des coefficients
de decouplage. Comme Pon vient de Ie mentionner precedemment, les ca representent des
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coefficients de decouplage et indiquent Ie degre de non-liaison d'un document par rapport
aux autres documents de la base.
8i = ca: co efficient de decouplage de di.
ipi = 1 — 6i: coefficient de couplage de di.
Le nombre de classes est alors determine par la formule suivante:
Uc = (coefficient de decouplage de la base) * (nombre de documents)
On peut ainsi calculer Ie nombre de classes de la matrice D:
nr. =
Si x m = S x m
i=l
= trace(CC)
= (0.417 + 0.438 + 0.333 + 0.361 + 0.396) = 0.389 x 5 = 1.945
4.5 Construction de la matrice des entrees EQ
A ce niveau, on a calcule un estimatif du nombre des classes (?Zc) de la base documentaire.
Comme deuxieme etape, on va essayer de determiner les documents ayant les plus forts
poids, et qui sont candidats a occuper les centres de ces classes-la. La mesure ipi6iti peut etre
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appropriee pour choisir les documents pivots:
- Le parametre ^, appele egalement co efficient de couplage, indique Ie degre de connexion
entre les documents;
- Le parametre 6i, appele egalement coefficient de decouplage, nous donne une idee sur
Ie degre de separation entre les documents;
- Le parametre ti (nombre de termes indexes par document), est un parametre de norma-
lisation du produit ^^ qui peut etre grand, dans certains cas, sans que ce dernier soit
un veritable document pivot. Un document pivot doit alors couvrir un grand nombre de
termes afin de permettre une association ou un lien avec les difFerents autres documents.
Le produit ^^^ est appele alors poids des documents pivots. Cette mesure est calculee
pour chaque document, et les ric premiers documents ayant les plus forts poids seront retenus
comme documents centres ou pivots.
En se referant a Pexemple, on va calculer sur la base de la matrice D et la matrice (7(7, les
differents poids des documents. Ainsi les Pi sont calcules dans un ordre decroissant comme
suit:
?2 = 0.438 x (1 - 0.438) x 4 = 0.985
?5 = 0.396 x (1 - 0.396) x 4 = 0.957
PI = 0.417 x (1 - 0.417) x 3 = 0.730
?4 = 0.361 x (1 - 0.361) x 3 = 0.693
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Ps = 0.333 x (1 - 0.333) x 1 = 0.222
Sachant que la base va etre decomposee en deux classes et que les documents d^ et d^ sont
les documents ayant les plus forts poids, ces derniers vont constituer les documents pivots de
la matrice des entrees EQ.
Pour construire la matrice des entrees, on va conserver les entrees ca de la matrice CC, a
savoir 022 et 055. Les entrees e^- seront calculees de la maniere suivante:
eij = max{cij,Cji)
z={2,5},j=l,2,..,5







4.6 Complexite de Petape de pre-classification
La complexite de 1'algorithme de pre-classification peut etre determinee a partir des don-
nees suivantes:
- Ie nombre du vocabulaire d'indexation: n;
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- Ie nombre de documents composant la base: m.
Pour cette etape, les coefficients de couverture, constituant les entrees de la matrice CC,
sont calcules en faisant Ie parcours de chacune des lignes et des colonnes de la matrice D. La
complexite de 1'algorithme est alors de 1'ordre de 0(mn).
Chapitre 5
Classification floue
Utilise generalement dans la reconnaissance de formes, 1 algorithme de regroupement flou
FCM dispose, par rapport aux algorithmes de regroupement non flou, d'une information
additionnelle qui est Ie degre d'appartenance d'un objet aux differents groupements.
En faisant Panalogie avec les travaux qui out ete menes dans ce domaine, il s agit d appli-
quer Ie meme processus sur les bases de donnees documentaires. L'objectif etant de structurer
et d'organiser ces bases atm d'augmenter 1'efficacite de la recherche des documents pertinents
repondant aux besoins des utilisateurs.
Apres avoir prepare Ie terrain avec 1'etape de pre-classification et surtout determine Ie
nombre de classes, il s'agit, dans ce chapitre, de mettre 1'accent sur 1'analyse de 1'algorithme
de classification floue. Ce dernier va etre applique sur un exemple afin de montrer et d inter-
prefer ses resultats, c'est la phase de defuzzification. Un autre volet consiste a presenter un
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algorithme que nous avons congu pour traiter Ie cas des bases documentaires dynamiques.
Les difFerentes etapes de cet algorithme vont etre accompagnees par un exemple. Finalement,
afin de valider notre travail, nous aliens presenter un algorithme de classification non floue
base toujours sur Ie concept de coefficient de couverture [C090]. Ce dernier a ete implante
afin de quantifier les avantages de notre systeme.
5.1 I/algorithme de classification floue base sur des re-
lations probabilistes
A travers Ie processus d'acquisition de donnees, 1'environnement observe est constitue
par la matrice des entrees EQ calculee a Petape de pre-classification. Cette matrice n'est
autre qu'un ensemble de documents EQ = {rfi,c?2, ..•,dn}, definissant un espace euclidien de
dimension p, 7ip, c'est a dire dj € Kp,j = 1,2, ...,n.
Le probleme est de faire une partition de cette collection en c ensembles flous selon un
critere donne, id c est Ie nombre donne de group ements. Le critere est une fonction objective
qui agit comme indice de performance du groupement. Le resultat du groupement flou peut
s'exprimer par une matrice de partition U ainsi:
U = [Uzj]z=l..cj=l..n (1)
ou Uij est une valeur numerique dans [0,1] qui exprime Ie degre avec lequel Ie document dj
appartient au ieme groupement. II y a des contraintes sur uij.
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Tout d'abord, 1'appartenance totale du document dj € EQ dans toutes les classes est egale
al:
c
Uij = 1 pour tout j = 1,2,..., n (2)
i=l
ensuite chaque groupement construit est non vide et different de 1'ensemble complet:
0 < ^ Uij < n pour tout i = 1,2, ..., c (3)
J=l
Une forme generale de fonction objective est:
c n c
J(Uij, Vk) = ^ ^/ ^ ^[w(d,), u^]d(^, >Ufc) (4)
i=l j=l k=l
ou w(di) est Ie poids a priori de chaque di et d(dj, Vk) est Ie degre de non similitude entre
la donnee dj et 1'element Vk qui est Ie vecteur central du k'teme groupement. Le degre de
non-similitude est une mesure qui satisfait les deux axiomes:
(^d(dj,Vk)>^ (5)
(ii) d(dj,Vk) =d(vk,dj) (G)
Avec ceci, Ie groupement flou peut se formuler comme un probleme d'optimisation:
Mimmiser J(zAy,i>fc), z,/c = l,2,...,c : j = 1,2,, ...,n (7)
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avec les contraintes des equations (2) et (3).
Une methode largement repandue basee sur 1'equation (7) est Ie "Fuzzy C-Means" (FCM)
de Bezdek. La fonction d'optimisation de 1'algorithme FCM prend la forme de:
c n
j(u», vk) = EEU?II ^ - "• n2'm >1 (8)
i=l j=l
Id m est appele poids exponentiel, il influence Ie degre de flou de la matrice d'apparte-
nance. Pour solutionner ce probleme de minimisation, il faut differentier la fonction objective
de Pequation (8) par rapport a Vi (pour u^ fixe, i = 1,..., c, j = 1, ...,n) et a Uy (pour Vifixe,




"y=^p£—zir> i=i,...,c;j =i,...,n (10)
2^k=\\\\d,-vkf •
Le systeme d'equations precedent ne peut pas se resoudre analytiquement. L'algorithme
FCM donne une approche iterative pour minimiser la fonction objective a partir d'une posi-
tion donnee.
Algorithme FCM:
Et ape 1: Choisir un nombre de clusters c (2 < c < n) et un p olds exponentiel m
(1 < m < oo). Choisir une matrice initiale de partition U^ et un critere d'arret e.
Mettre Pindice / a 0.
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- Etape 2: Calculer les centres des clusters flous {v^) \ i = 1,2,..., c} en utilisant U^l+^
et 1'equation (9).
Etape 3: Calculer une nouvelle matrice de partition £/^+1) en utilisant {vw \ i =
1,2, ...,c} et 1'equation (10).
- Etape 4: Calculer A =|| ^+1) - U^ || = maa;,^ U ^/f+1) - u^ U. Si A > 6, poser
I = l+l et retourner a Petape 2. Si A <, e, arreter.
Cette procedure iterative minimise la fonction objective de I5 equation (8) et mene a un
minimum local.
5.2 Analyse de la complexite de Palgorithme
Bien que Palgorithme FCM. est implante sur MATLAB, nous avons prefere de Ie coder en
C++. Les raisons pour lesquelles nous avons opte pour ce choix sont:
- La fonction FCM implantee sur MATLAB est utilisee comme une boite noire, ce qui
nous contraint a 1'utiliser sans pouvoir changer ses parametres par defaut ou essayer
d'optimiser Pune de ses etapes;
Par souci d'mterfagage, nous avons juge plus adequat 1'implantation de cet algorithme
en C++ vu que tous nos autres programmes ont ete implantes en C++.
Theoriquement 1'algorithme FCM converge vers un minimum local de J(u,v) a cause
de sa descente par la technique du gradient. De ce fait, la convergence de 1 algorithme est
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fortement liee au choix des initialisations. Plus Ie point selectionne est proche du minimum
local, plus la convergence est rapide [Bez81].
Pratiquement, 1'implantation de 1'algorithme necessite en moyenne aussi bien Ie parcours
des vecteurs de donnees que les vecteurs centres choisis initialement de faQon arbitraire. La
complexite de 1'algorithme est alors de 1'ordre de 0(nc).
5.3 Defuzzification de la classification
Les niveaux d'appartenance d'un document aux difFerentes classes determinent Ie degre
par lequel Us peuvent etre attribues comme membres a une classe donnee. La matrice des
degres d'appartenance resultat de 1'application de 1'algorithme FCM sur la matrice UQ est
projetee sur chaque dimension (document).
II existe, en fait, deux methodes pour attribuer un element donne a une classe. Bien
qu'apparemment elles sont diflferentes, elles aboutissent generalement au meme resultat :
- La premiere, (methode du plus proche voisin), consiste a calculer la distance entre
I5 element et Ie centre de chaque classe. L5 element sera alors attribue a la classe ayant
la distance minimale entre son centre et Pelement en question.
|| d, - Vj ||= Mink=i..c || di - Vk \\
La deuxieme, (Ie maximum des membres), consiste a attribuer 1'element a la classe
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d = (rii,..., rfp_i, dp, rfp+i,..., dm)
Dans notre cas, nous avons opte pour la deuxieme methode vu qu'elle est plus simple
et necessite moins de calcul. En appliquant Poperation Max sur chaque ensemble flou, nous
obtenons la plus grande valeur des degres d'appartenance, les index de cette valeur indiquent
la classe a laquelle appartient Ie document en question [KG85] .
On va montrer, tout au long de cette partie, la demarche entreprise lors de la classification
automatique des documents de la base.
L'exemple retenu pour illustrer cette demarche est celui traite Ie long de ce memoire.
Les entrees de Palgorithme FCM sont constituees par la matrice £/o, Ie nombre de classes
et Ie poids exponentiel m (la valeur de ce poids est egale a 2 par defaut).
L'application du programmme FCM sur la matrice UQ nous a conduit aux resultats sui-
vants:
u=
0.9865 0.9840 0.0179 0.0044 0.0096
0.0135 0.0160 0.9821 0.9956 0.9904
La defuzzification de Petape de classification nous permet de distribuer les documents
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Classification de 5 documents en 2 classes
0.45
'0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
Figure 5.1 - Classification de 5 documents par Valgorithme FCM.
aux classes correspondantes [figure 5.1]. Ainsi, on obtient les deux classes suivantes
Ci=[d, d^\
^2 = | ^3 ^4 <^5
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5.4 Maintenance cTune base documentaire dynamique
La plupart des algorithmes de classification ne s'adaptent pas a des environnements dyna-
miques en perpetuels changements [Rij79], Or, dans un contexte de recherche ou de classifica-
tion documentaire, la suppression ou 1'ajout de nouveaux documents est un phenomene tres
frequent surtout sur Ie reseau Internet. La raison pour laquelle ces algorithmes ne peuvent
pas supporter 1'expansion de la base, c'est que la majorite d'entre eux se basent sur des heu-
ristiques. II serait alors plus pratique, dans ce cas, d'envisager la reclassification de la base
entiere que de penser a faire la maintenance par des algorithmes plus complexes, bien que
c'est une operation couteuse en temps et en place memoire.
L'algorithme FCM ofFre, dans Ie cadre qui nous interesse, 1'enorme interet d'avoir un
fonctionnement iteratif. En efFet, la variation quasi permanente de la source des documents
et la versatilite de Futilisateur reclament une methode adaptative ne necessitant pas une
remise a zero totale du systeme.
L'operation de la maintenance sur les classes commence par mi documents deja existants
que nous appelerons "anciens documents". Ces documents out ete deja classifies par notre
algorithme base sur les coefficients de couverture et les distributions floues, deja detaille
precedemment.
Nous allons, dans ce qui suit, suivre pas a pas Ie deroulement de notre algorithme a 1'aide
d'un exemple d'une petite base.
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5.4.1 Principe de Palgorithme de maintenance
Ayant deja applique 1'algorithme de pre-classification sur la matrice initiale -Dmi? matrice
des anciens documents, nous obtenons alors la matrice CC correspondante et, par conse-
quent, un estimatif Ucmi du nombre des classes. Outre la matrice des degres d'appartenance,
resultat de Papplication de 1'algorithme FCM; sur Dmi, nous obtenons aussi une matrice cor-
respondant aux centres des difFerentes classes qui constituent, en fait, les documents pivots
ou les representants de chaque classe.
Ayant deja calcule au prealable, Ie nombre de classes de la nouvelle base, composee par
les anciens et les nouveaux documents, nous pouvons associer la matrice des centres des
"anciens documents" avec la matrice des "nouveaux documents" rajoutes dans la base. Cette
nouvelle matrice ainsi constituee sera alors soumise a 1'algorithme FCM pour une nouvelle
classification. La phase de defuzzification consiste a determiner quel document, recemment
introduit dans la base, est integre dans quelle ancienne classe. Bien evidemment, il peut y
avoir Ie cas ou un ou plusieurs nouveaux documents forment une classe independante des
autres deja formees dans 1'ancienne base.
Get algorithme a 1'avantage de reduire Ie nombre de vecteurs documents a soumettre
a Falgorithme de classification floue FCM, puisque seules les representants des anciennes
classes seront presents dans la nouvelle base. Ceci nous fait gagner bien sur, tant au niveau
de 1'espace de stockage, qu'au niveau du temps de calcul, puisque Ie nombre de comparaisons
des distances entre vecteurs va considerablement diminuer.











Figure 5.2 - La matrice documents-termes D (m= 7,n= 8).
5.4.2 Exemple
Dans ce qui suit, nous allons illustrer par un exemple, Ie mecanisme de la maintenance
d'une base documentaire composee par quatre documents indexes par six termes. Cette base
est representee par une matrice qu on appellera -Dmi.
On se propose alors de rajouter a cette base trois documents indexes par huit termes. On
traitera les documents additionnels par la matrice Dm2- L'ensemble des documents represente
par la matrice D sera alors entierement forme par sept documents indexes par huit termes
[figure 5.2].
Le nombre de classes Ucmi relatif a la base Dmi composee des "anciens documents" est
suppose etre deja calcule en faisant la somme des coefficients de decouplage 8i. Ces derniers
sont consideres comme des entrees a la diagonale de la matrice des coefficients de couverture
CC^ [figure 5.3].
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ec ^=
d4 d5 d6 d7
0.750 0.125 0.125 0.000
0.250 0.500 0.000 0.250
0.500 0.000 0.500 0.000































Figure 5.4 - La matrice des centres des classes MCmi-
^cmi = y , 8i= 6 x mi= 2.50 w 3.
i=4
En ayant deja applique 1'algorithme FCM sur Pancienne base, nous obtenons, mise a part,
la matrice des degres d'appartenance Umi, la matrice des centres de chaque classe MCmi-
Cette derniere aura les valeurs suivantes [figure 5.4]:
Le resultat de la classification des "anciens documents" est presente alors comme suit:
,1 =
C2 = [2, 4]





Figure 5.5 - La matrice documents-documents CCm2-
Cs = [3]
II faut noter que Ie rang 1 de la classe C\ correspond au document d^ de la nouvelle base
documentaire D apres 1'ajout des trois documents rii, d^ et d$. La classe C'2 est formee par
les rangs 2 et 4 qui correspondent aux documents d^ et d'j de cette meme base. Quant a la
classe C's, elle est formee par Ie rang 3, qui correspond au document de.
Toutes ces etapes sont fournies comme des result ats lors de la classification de 1'ancienne
base. Elles ne constituent pas un traitement particulier qui sera inclus dans 1'algorithme de
maintenance.
Par centre, les nouveaux documents rajoutes a la base necessitent la compilation de la
matrice des coefficients de couverture CCmi et la determination du nombre de classes qui
leur est associe [figure 5.5].
ncm2 =^8i=8 x m2 = 1.805 » 2.
i=l
L'etape suivante consiste a determiner la matrice des centres des classes associee a ces
nouveaux documents M.Cmi [figure 5.6].





























































Figure 5.7 - La matrice des centres des classes MCo-
Le resultat de la classification de la nouvelle base est presente alors comme suit:
C, = [3]
C, = [1, 2]
II faut noter que Ie rang 3 de la classe C\ correspond au document ds de la nouvelle
base documentaire D. La classe €2 est formee par les rangs 1 et 2 qui correspondent aux
documents c?i et d-z de cette meme base.
La combinaison des matrices centres MCmi et MCm2 formera la matrice des representants
de la base entiere MCo [figure 5.7].
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Figure 5.8 - La matrice documents-documents CCn-
Afin de determiner Ie nombre de classes Hem associe a la nouvelle base, il sera necessaire
de construire la matrice des coefficients de couverture C 'CD s'y afFerant [figure 5.8].
nr =^Si=8xm= 3.05^3.
i=l
Ayant en main, la matrice des representants des classes M CD ainsi que Ie nombre de
classes ricm de la base -D, nous pouvons alors soumettre ces parametres a 1'algorithme FCM
afin de determine! les nouvelles classes relatives a la nouvelle base. Les resultats obtenus sont
comme suit:
Ci = [1, 4]
C2 = [2, 3]
C, = [5]
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Defuzzification:
Pour donner un sens a cette classification, il s'agit de faire la liaison entre les representants
des classes et les documents qui les constituent. Par exemple, la classe C-t formee par Ie couple
[1, 4] est relative aux documents de la premiere classe de la nouvelle base, a savoir ^3, ainsi
qu'aux documents de la deuxieme classe de Pancienne base, a savoir d^ et dy.
La deuxieme classe formee par Ie couple [2, 3] est relative aux documents de la deuxieme
classe de la nouvelle base, a savoir rfi et d'z. Elle est aussi relative a la premiere classe de
1'ancienne base composee du document d^.
La troisieme et la derniere classe composee du singleton 5 est relative aux documents de
la troisieme classe de 1'ancienne base, a savoir de.
5.4.3 Validation de Palgorithme
Pour valider notre algorithme, on se propose de reclassifier la base entiere formee par 7
documents et indexee par 8 termes. Nous rappelons que cette base est en fait, la combinaison
d'anciens et de nouveaux documents et que Ie vocabulaire d'indexation a ete enrichi par 2
termes. La base D subira alors Ie meme processus que celui applique lors d une premiere
classification. II s'agit alors de suivre les memes etapes que celles detaillees dans Ie chapitre
4.
La matrice CCp, matrice des coefficients de couverture, derivee a partir de la matrice
correspondante a la base D aura alors les valeurs presentees ci-dessus [figure 5.8, page 72].
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ricm = y^. 61= 8 x m= 3.05 w 3.
i=l
La matrice des entrees EQ, matrice derivee de C CD et relative aux entrees de Palgorithme








L'application de Palgortihme FCM sur EQ donnera la classification suivante
ci = I d^ d^ d^
C<2 = I rfi ^2 ^4
C3 = [ d, }
Notons que nous obtenons la meme classification que celle obtenue avec 1'algorithme de
maintenance de la base dynamique, ce qui confirme la validite de notre algorithme.
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5.5 Implementation de Palgorithme de Can et Ozkara-
han
Afin d'evaluer la qualite de la classification obtenue par application de 1'algorithme FCM
sur une base documentaire, on a opte pour sa comparaison avec un autre algorithme de
classification non floue.
On a d'abord commence par etudier les publications qui ont porte sur la classification
documentaire et on a retenu deux articles, [C090, C083], d'un meme auteur, qui ofFraient
un algorithme detaille de classification binaire, c'est alors qu'on a decide de 1'implementer et
de comparer les resultats obtenus des deux algorithmes.
L'algorithme se base sur Ie concept de coefficient de couverture. II assure, entre autres,
une strategic de partition qui repose sur la selection d'un certain nombre de documents
consideres comme des documents pivots, et assigne par la suite les documents ordinaires aux
classes initialisees par ces documents pivots afin de former les classes entieres. Le concept de
coefficient de couverture est la base de cette strategic dans la mesure ou il sert a:
1. identifier les relations entre les documents de la base, en utilisant la matrice Cr(7definie
precedemment dans Ie chapitre 4, la section 4.2;
2. determiner Ie nombre de classes de la base qui en resulte, se referer a la section 4.4;
3. selectionner les documents pivots, en utilisant Ie concept de calcul de poids, section 4.5;
4. former les classes en se basant sur Palgorithme decrit ci-dessous.
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5.5.1 Algorithme de Can et Ozkarahan
AGREGATION-C LASSES ()
1 [a] Determine! les documents pivots de la base;
2 [b]i=l;
3 while i < m
4 do /*m etant Ie nombre de documents*/
5 ^construction des classes*/
6 if di n'est pas un document pivot
7 then trouver Ie document pivot qui couvre au maximum d^
8 s'il existe plus qu'un document pivot qui satisfasse cette condition alors
9 assignor di a la classe qui a Ie plus fort poids parmi les candidats;
10 i <(- i + 1;
11
12 [c] s'il reste des documents qui ne sont pas afFectes,
13 on les regroup e sous une meme classe.
II faut noter que 1'algorithme ci-dessus essaie de concentrer les documents ordinaires
autour d'un document pivot. II y a des fois ou ces documents ne peuvent pas etre associes
a un document pivot. La solution, comme Ie montre 1'etape (c), est d'inserer ces documents
dans un meme "sac", c'est-a-dire dans une meme classe.
Chapitre 6
Resultats experiment aux
Tous les algorithmes de classification automatique peuvent a leur tour etre classifies selon
Ie nombre d'iterations qu'ils necessitent pour accomplir Pagregation et par consequent, ils se
referent a des algorithmes iteratifs ou a une seule passe.
Les proprietes suivantes sont importantes pour determiner la validite d'un algorithme de
classification [C089]:
1. la composition des classes est independante de Pordre dans lequel les documents ont
ete traites.
2. les algorithmes de classification devront etre capables de supporter Pexpansion ou Ie re-
trait de certains documents efficacement. La maintenance des classes doit etre pratique
et efHcace.
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3. les classes sont stables, dans la mesure ou il est peu probable qu'elles changent de
composition lorsque de nouveaux documents viennent s'ajouter a la base ou des anciens
sont retires.
4. la distribution des documents dans chaque classe doit etre la plus uniforme possible.
Nous allons montrer au cours de ce chapitre que ces proprietes sont bien verifiees par
notre algorithme de classification floue.
6.1 Selection de la base documentaire
Atm de valider notre travail, nous avons mene nos experiences sur une base de 100 do-
cuments indexes par 425 termes. Ces documents ont ete choisis arbitrairement de la revue
"Communications of the ACM" s'etalant sur la periode du mois d'Avril 1978, volume 21,
jusqu'au numero du mois de Janvier 1983, volume 26. Le choix de la revue s'est base sur
Ie fait que ses articles sont prealablement classifies sous des rubriques generales faisant allu-
sion au sujet que traite 1'article. Ceci facilitera Ie calcul du taux d'erreur de la classification
automatique par rapport a la classification reelle. De plus, chaque article presente une serie
de mots cles 1'identifiant. L'indexation de chaque article est deja fournie dans leurs entetes.
Notre travail s'est resume alors a rassembler tout Ie vocabulaire d'indexation dans un fichier
puts a attribuer chaque mot a Particle lui correspondant. Une description complete, a 1'aide
des mots cles des documents ainsi que leurs domaines d'interet sont donnes en annexe.
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6.2 Test sur la composition des classes
Rappelons que pour representer nos connaissances, nous avons fait appel au modele vec-
toriel. Les documents identifies par leurs mots cles forment une matrice documents-termes.
Les entrees de cette matrice indiquent la presence ou Pabsence du terme faisant partie du
vocabulaire d'indexation dans Ie document.
Au point de vue mathematique, ces documents forment des vecteurs dans un espace mul-
tidimentionnel. La dimension du vecteur est en fait la dimension du vocabulaire d'indexation.
Le choix des termes est fait de maniere a ce qu'il n'y ait pas de dependances semantiques
entre eux. Les documents representent alors des vecteurs libres done independants.
En pratique, Ie theoreme d'independance entre les vecteurs libres se confirme par Ie fait
que quelle que soit la position du document dans la matrice, la repartition des documents
en agregats est toujours la meme. Ce test a ete efFectue sur la base de 100 documents et a
montre que quelle que soit la disposition du document dans la base ce qui veut dire que,
quelle que soit la position du vecteur dans la matrice, la decomposition de 1'ensemble de la
base est toujours la meme.
6.3 Test sur la maintenance et la stabilite de la base
Comme il a ete mentionne dans Ie chapitre precedent, notre approche permet facilement
1'ajout aussi bien de termes que de documents. En effet apres avoir compile et teste notre
algorithme sur les 100 documents tires de la revue "Communications of the ACM", nous
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avons voulu enrichir cette base par 15 documents additionnels indexes par 55 termes. II
existe parmi ces derniers 25 nouveaux termes. La base s'est alors elargie, et s'est rendue a
115 documents indexes par 450 termes.
En suivant les etapes de 1 algorithme de maintenance d'une base dynamique, il s'agit de
considerer uniquement les 15 documents recemment ajoutes puisque tous les traitements ont
ete deja effectues sur les 100 anciens documents. Tout Ie travail se resume done a chercher
les centres des nouvelles classes et de les combiner avec ceux des anciens. L'etape suivante
consiste alors a appliquer Palgorithme FCM puis defuzzifier les resultats obtenus non pas
sur les documents proprement dit mats sur leurs representants. Bien evidemment, ceci va
contribuer sensiblement a la diminution du temps de calcul et a 1 espace de stockage puisque
seuls les vecteurs centres sont appeles lors de 1 operation d'agregation. Lors des tests eflFectues,
nous avons remarque que Ie temps de calcul diminue proportionnellement au nombre de
vecteurs centres de la nouvelle base recemment modifiee. Nous nous sommes rendus compte
de cette observation en comparant Ie temps de calcul necesaire pour la reclassification de
la base entiere par rapport au temps de calcul requis pour Pexecution de Palgorithme de
maintenance.
"ication
nombre — vecteurs — centres
II faut noter que te correspond au temps d'execution de 1'algorithme de maintenance de la
base dynamique et treciassification correspond au temps d'execution necessaire si nous optons
pour la reclassification de la base entiere.
Au point de vue stabilite de la base, vu que les nouveaux documents couvrent dans la
majorite des cas la matiere evoquee par les anciens documents, ces derniers out ete distri-
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bues sur les difFerentes classes deja existantes selon leurs domaines d'interet. Trois parmi ces
nouveaux documents out ete attribues a une sorte de classe fourre tout "rag bag". Ceci peut
s'expliquer par Ie fait que ces documents contiennent la plupart des termes non existants
dans les autres documents.
6.4 Test sur Puniformite de la distribution des docu-
ments entre les classes
L'hypothese de Pumformite dans une base documentaire est une notion relative. Selon les
tests, la concentration de documents par classe varie sensiblement en fonction de la seman-
tique des documents, elle depend en fait, dans Ie cas de la classification documentaire, du
nombre de termes en commun entre les documents.
Plus Ie nombre de termes syntaxiquement identiques est eleve dans les documents, plus ces
derniers ont de chance a etre rassembles dans une meme classe. L'inconvenient majeur de la
classification basee sur les termes d'indexation est qu'elle ne tient pas compte de la semantique
des termes. En efFet, deux documents peuvent s'averer tres semblables meme s'ils ne partagent
aucun terme en commun. De ce fait, nous avons tente 1'experience de remplacer les termes
syntaxiquement difFerents mais que nous jugeons semantiquement equivalents par un seul
terme standard qui sera partage par tous les documents contenant son synonyme. Le resultat
de V experience a completement change et Ie nombre de classes a consider ablement diminue.
II est passe de 39 classes a 20 classes. Par consequence nous observerons un changement au
niveau de la distribution des documents entre les classes comme, par exemple, la fusion de
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certaines classes. Dans Ie cas ou nous avons afFaire a une base documentaire tres diversifiee
dans la mesure ou elle rassemble des documents de divers domaines non necessairement lies,
nous pouvons observer dans ce cas un grand nombre de classes de petites tallies.
La conclusion que nous pouvons tirer de cette experience, c'est qu'il est fortement conseille
d'avoir recours a un thesaurus pour etablir les liens entre les termes d'indexation. Ceci aura
une grande influence sur Ie resultat de la classification et par consequent, sur la diminution
du taux d'erreur de la classification automatique par rapport a la classification reelle.
6.5 Test sur Ie taux cTerreur
L'un des parametres tests utilise pour s'assurer de la validite d'un algorithme de classifi-
cation est de calculer son taux d'erreur par rapport a la classification reelle. Le taux d'erreur
est calcule en comptant Ie nombre de documents mal classifies par rapport au nombre total
de documents.
Les tests efFectues sur la base de 100 documents deja classifies ont permis de constater et
d'interpreter 1'ecart entre la classification automatique et la classification reelle de la revue
"Communications of the ACM". Nous presentons ci-dessus, un tableau comparatif des resul-
tats obtenus lors de la classification automatique avec ceux de la classification reelle [tableau
6.1].
II faut noter que n^ correspond au nombre de documents, r^ Ie nombre de termes, ncr
Ie nombre de classes reelles, rice Ie nombre de classes effectives, ternc Ie taux d'erreur sur Ie
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Classification reelle
Classification automatique avec thesaurus
























TABLEAU 6.1 - Tableau comparatif des resultats de la classification automatique avec ceux
de la classification reelle.
nombre de classes et fmalement terci Ie taux d'erreur sur la classification.
L'examen des resultats obtenus permet de constater 1'importance d'avoir un thesaurus
associe a Palgorithme de classification. Un tel outil, bien qu'il ait ete construit manuellement
par un non-linguiste, a permis d'etablir des liens d'equivalence entre les termes. Ce qui nous
a conduit a de meilleurs result ats plus proches de la classification reelle.
Le second point qu'il faut preciser, c'est que pour Ie cas de la classification sans thesaurus,
Ie taux d'erreur calcule au niveau des regroupements des documents dans une classe (13%)
est comparable a celui de la classification avec thesaurus (11%) sauf qu'il faut souligner la
presence d'un grand nombre de classes avec une petite concentration de documents. Nous en
concluons alors que les classes reelles out ete eclatees en petites sous-classes comportant des
termes identiques en commun.
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6.6 Comparaison et interpretation des resultats
II s'agit dans cette experience de comparer les resultats de 1'algorithme de Can et Ozkara-
han, deja presente dans Ie chapitre precedent avec ceux de la methode Pro-Floue. Le critere
de comparaison etant par rapport a la classification reelle. Le resultat de 1'application des
deux algorithmes sur la meme base a donne deux resultats totalement differents. On s'est
base alors sur la description des contenus des documents ainsi que leurs domaines d'interet
pour juger la qualite de la classification.
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d-t do, d^ de dg d\Q dn ^12 <^i3 ^15 ^16 ^17 <^18 ^19 ^21 ^22 <^23
^24 ^25 <^29 ^30 ^31 ^35 ^37 ^39 ^41 ^43 ^44 ^46 ^47 ^48 <^49 ^50 ^51
^54 ^56 <^57 ^61 ^62 ^63 ^64 <^65 c^66 ^67 ^68 <^70 ^74 ^76 (^77 ^78 ^79
dsQ dgl C?83 ^84 ^87 ^88 <^89 <^94 ^96 ^97 ^98 ^99
Cette meme base, a ete soumise aussi a Palgorithme FCM, qui nous a donne la classifica-
tion suivante:
CTifi =











<^95 I 5^2= I rfio (^25 C^59 I ?
dg dn (^13 G?32 C?40 ^43 ^78 ^79 <^80 <^81 ^82 ^86 dgQ C?97 | ,
rflg C?21 C?22 ^24 ^26 ^67 ^70 ^71 ^84 ^90 ^94 I ?
C?44 <^45 ^47 <^48 I 5 ^6= | (^7 I ?
^34 ^35 ^65 ^68 <^73 ^76 <^77 I ? ^8 = | dsQ | ; Cr9 = | C?i C?37 ^87 I ?
ds rfl2 ^19 <^23 ^38 ^39 ^41 ^56 ^58 <^63 ^72 ^85 ^99 ^100 1 ?
dl C?14 ^15 ^20 | ? ^13 = | C?46 ^49 ^50 ^i ^52 C?53
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, Ci2 =
5 ^15 = dl8 C?fi7 rffin 6^118 "5  "60 "69
C?17 C?29 ^30 ^55 <^62 <^88 I 5 (^18 = | <^28 I ?
, CIQ = | rf.•27 ^31 <^54 <^93 ].
db ^6 dss d$6 ^42 ^66 ^74 ^75 ^98 | 5 ^20 = | rfg ^61 ^83 ^92
En.examinant la classification donnee par les deux algorithmes, on constate, dans Ie cas
de 1'algorithme de Can et Ozkarahan, que la distribution des documents au sein des classes
est faible (en moyenne 3 a 4 documents par classe) et que seule une classe echappe a cette
regle. II s'agit de ce qu'on appelle la classe "fourre-tout" ou 63% des documents y sont inclus.
Ceci est tres penalisant dans la mesure ou la classe "fourre-tout" est retenue utile lorsque,
dans Ie cas ou on ne reussit pas a attribuer un document a la bonne classe, on Ie place dans
une sorte de classe additionnelle, qui theoriquement doit avoir une faible distribution. Or,
dans notre cas, plus de la moitie des documents y font partie. Ceci peut s'interpreter de la
fagon suivante: lorsque les documents ne partagent aucun ou tres peu de termes en commun,
seul Ie calcul des coefficients de couplage et de decouplage n'assurera pas la bonne agregation.
Contrairement aux resultats obtenus par 1'algorithme de Can et Ozkarahan, les classes
construites par Papproche Pro-Floue montrent une certaine uniformite au niveau de la dis-
tribution des documents entre les classes. En se referant a la classification reelle, on a pu
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etablir une comparaison au niveau des contenus des classes [tableau 6.1]. Le taux d'erreur
s'est revele tres acceptable. En efFet, grace a son fonctionnement iteratif, 1'algorithme FCM
permet de reduire 1'erreur a chaque iteration en calculant Ie regroupement Ie plus efficace.
La conclusion avec laquelle on peut sortir apres 1'etude de ces resultats est Ie fait que
la classification efFectuee par 1'algorithme FCM est assez proche de la realite. Bien qu'elle
ne soit pas parfaite et tolere une certaine marge d'erreur, notre approche est beaucoup plus
realiste que la classification donnee par 1'algorithme de Can et Ozkarahan.
Chapitre 7
Conclusion
Ce memoire a presente un systeme de classification documentaire utilisant une approche
combinant la probabilite et Ie flou. Rappelons aussi que ce travail constitue une partie inte-
grante d'un grand projet de recherche et de filtrage d'information multilingue.
7.1 Bilan du travail
L'objectif principal du systeme CLASSFLOU etait d'aboutir a partir d'une base docu-
mentaire assez importante a une classification agglomerative qui s'approche Ie plus possible
de la classification reelle. Suite a un lancement d'une requete de la part de Pusager, 1'en-
semble des documents resultats de la recherche et du filtrage est soumis au processus de
classification. Cela vise a repondre de la maniere la plus efficace et rapide possible au besoin
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d'information de 1'usager.
Le systeme CLASSFLOU a reussi a repondre a ces exigences en obtenant un taux d'erreur
respectable de 13% representant les documents mal classifies. La comparaison des resultats
de notre systeme avec ceux de Can et Ozkarahan nous a permis de confirmer avec rigueur
1'amelioration de la qualite de la classification.
Un autre point tout aussi important est celui de 1 extension de notre systeme afin qu'il
puisse traiter Ie cas de la classification d'une base dynamique, specification qui a ete respectee,
puisque les documents manipules sur Internet sont sujets a des mises a jour assez frequentes.
7.1.1 Amelioration de la qualite de la classification
L'amelioration de la qualite de la classification a ete atteinte grace:
- au bon choix de la representation vectorielle des correlations probabilistes entre docu-
ments;
- a la mise en correpondance iterative floue dans Ie but de decomposer la base entiere en
regroupements coherents.
En effet, la methode de classification floue utilisee realise 1'etape de mise en correspon-
dance de maniere iterative puisque 1'appariement est remis en cause a chaque etape. Un
critere explicite du plus proche voisin convient bien pour decider de 1'appartenance d un
document a une classe.
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La comparaison des resultats escomptes avec ceux d'une classification reelle etablie par la
revue "Communications of the ACM" nous a permis de conclure que, malgre que notre ap-
proche n'est pas parfaite et tolere une certaine marge d'erreur, elle reste neanmoins nettement
plus efficace si on la compare avec les resultats de Palgorithme de Can et Ozkarahan.
7.1.2 Extension du systeme pour la classification d'une base dy-
namique
L'avantage de Putilisation d'un algorithme de classification floue par rapport aux autres
techniques de classification "hard" ou binaires est 1'information inherente que portent les
degres d'appartenance sur Ie jugement d'attribuer une donnee a une classe.
Nous avons exploite Ie fait que 1'algorithme FCM retourne en sortie Fensemble des vec-
teurs centres des classes constituees. Ces derniers sont consideres comme elements pivots
representatifs de chaque classe. Us sont integres en cas de mise a jour de la base pour repre-
senter les regroupements obtenus lors de la classification de Fancienne base. Ainsi, de cette
maniere, nous pourrons eviter la reclassification complete de la base.
Bien evidemment, ceci va contribuer sensiblement a la diminution du temps de calcul et




Au cours des tests experimentaux effectues sur la base de 100 documents, nous avons
souligne Pimportance de 1 introduction d'un thesaurus dans notre systeme. Des travaux futurs
suivant cet axe pourront rafHner davantage Ie systeme. En efFet, Ie recours a un thesaurus
constitue un complement particulierement efHcace. Les resultats de classification que nous
avons obtenus sont largement en faveur de cette solution sur deux points essentiels:
- d'une part, dans la classification non floue ou un objet doit forcement appartenir a
une classe et une seule, nous constatons Papparition d'une classe "fourre-tout" assez
importante;
- d'autre part, dans la classification floue, nous observons un taux d'erreur de classifica-
tion superieur a celui d'un systeme flou utilisant un thesaurus.
A 1'heure actuelle, 1'assemblage de tous les outils formant Ie systeme de recherche et de
filtrage d'information multilingue est partiel. En efFet, chaque composante du projet a ete
testee a part. II serait alors judicieux de pouvoir integrer les difFerentes parties et de faire les
tests necessaires afin de constater 1'impact de la reunion de tous ces outils sur 1'efiicacite et
la rapidite de la recherche de 1'information pertinente.
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