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Title in English
Bayesian models for longitudinal data: theoretical and methodological exten-
sions
Resumen: Esta tesis explora el ajuste de modelos de antedependencia a datos continuos
longitudinales donde se establecen estructuras de regresión a los parámetros del modelo.
Para ajustar los modelos propuestos, se extiende el método Bayesiano propuesto por
Cepeda y Gamerman. Finalmente, se presentan algunos estudios de simulación y múltiples
aplicaciones para observar el desempeño del método.
Abstract: This thesis explores the fit of models of antedependence to continuous lon-
gitudinal data where regression structures are assumed on the parameters of the model.
To fit the proposed models, the Bayesian method proposed by Cepeda and Gamerman
is extended. Finally, some simulation studies and multiple applications are presented to
asses the performance of the method.
Palabras clave: datos longitudinales, modelos de antedependencia, métodos Bayesianos,
modelos lineales generalizados, modelos no lineales generalizados.
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desviaciones estándares e intervalos de credibilidad del 95%. . . . . . . . . . . . 49
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95% (IC) para todos los parámetros - Modelo 1C. . . . . . . . . . . . . . . . . . . 94
A.8. Estimaciones a posterior: Medias y medianas, intervalos de credibilidad de
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3.1. Cadenas a posteriori de los parámetros . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2. Cadenas a posteriori de los parámetros . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.3. Exportaciones de bienes y servicios de 2012 a 2016 (millones de dólares) . . . 52
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Introducción
Durante las últimas décadas, los métodos de modelación conjunta de la media y la ma-
triz de covarianzas para datos longitudinales, en el modelo lineal general con errores nor-
males multivariados basados en la descomposición modificada de Cholesky (Macchiavelli &
Arnold, 1994) han recibido considerable atención en la literatura: Pourahmadi (1999), Pou-
rahmadi (2000), Pourahmadi (2007), Pourahmadi et al. (2007), Pan & Mackenzie (2003),
entre otros.
La matriz de covarianzas transformada tiene muchas ventajas: es única y definida
positiva; sus parámetros son no restringidos y tienen interpretación estad́ıstica, se pueden
utilizar en una amplia variedad de estructuras de covarianzas clásicas estacionarias y no
estacionarias; y adicionalmente, se tienen facilidades computacionales en la estimación de
los parámetros.
Sin embargo, en muchas aplicaciones, el supuesto de normalidad podŕıa no ser muy
realista, especialmente para datos que exhiben colas gruesas, muy sesgados o con mucha
curtosis.
Para subsanar esta debilidad, y sin realizar transformaciones de los datos, muchos
autores han optado por la utilización de otro tipo de distribuciones (Pinheiro et al., 2001;
Lin & Lee, 2007; Lin & Lee, 2008; Lin & Wang, 2009; Azuero et al., 2010; Figueroa-Zúñiga
et al., 2013) como las distribuciones t, gamma, beta y normal sesgada, entre otras.
La distribución normal-sesgada (Azzalini, 1985; Azzalini & Dalla Valle, 1996; Azzalini
& Capitanio, 1999) ha probado ser útil para capturar el sesgo en datos que presentan
comportamientos asimétricos. Esta distribución y una gran variedad de extensiones reali-
zadas a la presentada originalmente por Azzalini (1985) ha sido empleada por numerosos
autores (Noriega & Faŕıas, 2002; Frühwirth-Schnatter & Pyne, 2010; Zadkarami & Row-
hani, 2010; Cancho et al., 2010, entre otros).
La presencia de datos asimétricos puede darse también en los datos longitudinales, por
lo que podŕıa considerarse un modelo con observaciones provenientes de una distribución
normal sesgada. Nuevamente, se han realizado un sinnúmero de aplicaciones por varios
autores (Lin & Wang, 2013; Lachos et al., 2007; Chang, 2013, entre otros).
En muchos casos, los datos longitudinales son positivos, y por ende, se presentaŕıan
problemas de estimación e inferencia al utilizar modelos normales para su tratamiento,
en algunos casos. Se puede entonces, por ejemplo, proponer un modelo de efectos mixtos,
considerando que la respuesta proviene de una distribución gama.m Por ejemplo, Azuero
et al. (2010) presentan un estudio longitudinal con respuesta gamma (datos de costos de
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salud), donde modelan la media usando una función de enlace logaritmo y una estructura
de covarianzas de simetŕıa compuesta.
La metodoloǵıa Bayesiana se incorpora fácilmente a los modelos de datos longitudina-
les, ya que permite trabajar con datos faltantes, comunes en esta clase de estudios; y por
las facilidades computacionales en el modelamiento conjunto de la media y la matriz de
covarianzas. Cepeda & Gamerman (2000) propusieron un método Bayesiano para mode-
lar la media y la varianza, en modelos de regresión normales heterocedásticos utilizando
distribuciones normales a priori para todos los parámetros. Cepeda (2001), extendió este
método para el modelamiento conjunto de la media y la matriz de covarianzas en estudios
longitudinales.
El propósito general de esta Tesis, consiste en proponer extensiones de modelos para el
análisis de datos longitudinales continuos considerando las distribuciones normal sesgada
(propuestas por Azzalini (1985) y Sahu et al. (2003)) y gamma, utilizando el método de
estimación Bayesiano propuesto por Cepeda (2001) para su ajuste.
Adicionalmente, se propone una extensión al análisis de datos longitudinales conti-
nuos normales sesgados con unidades o sujetos dependientes, tomando como referencia
los trabajos de Pan & MacKenzie (2007), Cepeda Cuervo (2011) y Kim & Zimmerman
(2012).
Este trabajo se encuentra organizado de la siguiente manera: en el Caṕıtulo 1 reali-
zamos una introducción a los datos longitudinales, y sus métodos de análisis, aśı como
la notación establecida en todo el trabajo; en el Caṕıtulo 2 presentamos los modelos
de regresión normal sesgados, modelando conjuntamente los parámetros de localización,
escala y forma, por medio de estructures de regresión, utilizando el método Bayesiano
Cepeda-Gamerman. En el Caṕıtulo 3 presentamos una extensión de los modelos de re-
gresión normales sesgados a los modelos de antedepedencia para datos longitudinales por
medio de la descomposición modificada de Cholesky. En el Caṕıtulo 4 consideramos es-
tructuras de regresión no lineales en la media en los modelos presentados en el Caṕıtulo
3. Finalmente, en el Caṕıtulo 5, se propone una extension a los modelos considerados en
el Caṕıtulo 3 para sujetos o unidades dependientes. Al final del trabajo, se presenta un




Los datos longitudinales se obtienen cuando repetidamente se toman mediciones de
una caracteŕıstica de interés a un conjunto de unidades observacionales o sujetos, en un
estudio (Weiss, 2005; Zimmerman & Núñez Antón, 2009; Diggle et al., 2002; Fitzmaurice
et al., 2008). Esta caracteŕıstica de interés o respuesta puede ser categórica, discreta o
continua, y también puede ser univariada o multivariada. En este trabajo, asumiremos
que la respuesta que tenemos es de tipo continuo y univariada.
La respuesta es usualmente medida en puntos discretos en el tiempo, pero alternativa-
mente podŕıa ser medida en puntos de un espacio unidimensional. Adicional a la respuesta,
una o más covariables pueden ser observadas en los sujetos, las cuales pueden depender
del tiempo, ser independiente de éste o contemplar una mezcla de ambos (Zimmerman &
Núñez Antón, 2009).
En un estudio longitudinal, los diferentes sujetos se suponen, por lo general, que son
independientes, pero los datos del mismo sujeto se encuentran correlacionados. Hacer
caso omiso de la correlación existente puede llevar a conclusiones incorrectas e inferencias
ineficientes. Por lo tanto, y aunque los objetivos inferenciales de un análisis de datos
longitudinales se centran en describir cómo la respuesta se encuentra relacionada en el
tiempo con otras covariables (incluyendo el mismo tiempo), y cómo esta relación se afecta
por la presencia de tratamiento u otros factores, un requisito clave para este análisis es
establecer un modelo apropiado y estimar con precisión la estructura de las correlaciones
existentes. Esta es la razón por la cual el análisis de datos longitudinales es más dif́ıcil
tanto en el desarrollo teórico como con la aplicación práctica en comparación con el análisis
de datos de corte transversal.
1
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1.2. Notación
En esta sección, y para la lectura de todo el trabajo, se establece la siguiente notación:
sea m el número de sujetos y
Yi = (Yi1, Yi2, . . . , Yini)
′
el vector de ni medidas de la respuesta (en orden cronológico) del sujeto i, i = 1, . . . ,m. Si
todos los sujetos tienen el mismo número de medidas, en vez de ni utilizaremos solamente





y las respuestas para todas las unidades o sujetos se establecen como
Y = (Y1, . . . ,Ym)
el cual es un vector de tamanõ N .
Se tienen, por lo tanto, dos tamaños muestrales asociados a los datos longitudinales:
el total de observaciones (N) y el total de sujetos (m). El vector de tiempos para el sujeto
i es
ti = (ti1, ti2, . . . , tini)
′.
Yij es, entonces, la variable respuesta observada en el tiempo tij, j = 1, . . . , ni. Los valores
esperados de Yij estarán representados por E(Yij) = µij. Se dice que los datos son balan-
ceados o rectangulares si los tiempos de medición para todos los sujetos es el mismo, sin
datos perdidos. Es decir si t1 = t2 = . . . = tm.
Los Y ′i s son vectores aleatorios dependientes o independientes, con E(Yi) y matriz
de varianzas-covarianzas Σi (de tamaño ni × ni), los cuales pueden depender del tiempo
y/o de otras covariables. Cualquier covariable asociada a Yij se almacenará en un vector
denominado Xij de longitud p.
El valor esperado de Y será representado por E(Y ) y matriz de varianzas-covarianzas
Σ.
La mayoŕıa de los análisis longitudinales están basados en un modelo de regresión, tal
como el modelo lineal
Yij = β1Xij1 + β2Xij1 + . . . = βpXijp + ǫijp = X
′
ijβ + ǫij,
donde β = (β1, . . . , βp) es un vector de tamaño p de coeficientes de regresión desconocido
y ǫij es una variable aleatoria con media cero que representa la desviación de la respuesta
del modelo de predicción X′ijβ. Generalmente Xij1 = 1 para todo i y j, con el fin de
permitir intercepto en el modelo lineal. En forma matricial, la ecuación de regresión para
el i-ésimo sujeto toma la forma
Yi = Xiβ + ǫi,
donde Xi es una matriz de tamaño ni × p con Xij en la i-ésima fila y ǫi = (ǫi1, . . . , ǫini).
CAPÍTULO 1. DATOS LONGITUDINALES: GENERALIDADES 3
1.3. Breve historia del origen de los datos longitudinales
Parece ser que uno de los estudios longitudinales más antiguos se remonta a hace mas
de dos siglos, cuando un cient́ıfico francés pinchó las cáscaras de huevos de gallinas y
luego esperó un periodo hasta el nacimiento de los polluelos, y descubrió que la mayoŕıa
presentaba anomaĺıas congénitas. El objetivo principal del estudio consist́ıa en examinar
polluelos deformes a intervalos de tiempo para determinar su desarrollo y sus tasas de
supervivencia.
En los años 20 del siglo anterior (Sontag et al., 1958), los cient́ıficos estadounidenses
Beardsley Ruml y Lawrence Frank, realizan un estudio acerca del crecimiento de niños
e influenciaron al Consejo Nacional de Investigación a realizar una serie de conferencias
acerca del desarrollo de estos niños invitando a profesionales de diferentes disciplinas.
En estas conferencias utilizaron el término longitudinal, el cual se cree fue utilizado por
primera vez en esa ocasión.
Baltes & Nesselroade (1972) investigan la historia de los datos longitudinales y sus
métodos asociados. Describen la investigación longitudinal como una variedad de métodos
conectados por la idea de que las unidades observacionales bajo investigación se observan
repetidamente ya que existe y se desarrolla a lo largo del tiempo. Además, describen inves-
tigaciones longitudinales tempranas realizadas en el siglo XIX. Taris (2000) cita antiguos
estudios longitudinales como la encuesta de los presupuestos de Engel en 1857, donde se
examina cómo la cantidad de dinero gastada en comida cambia a través de una función
del tiempo, situándola como uno de los primeros ejemplos de un estudio que involucran
medidas repetidas del mismo conjunto de individuos.
1.4. Métodos estad́ısticos para el tratamiento de datos longi-
tudinales
Los modelos estad́ısticos a utilizar básicamente dependen del tipo de variable-respuesta
analizada. Los métodos para variable respuesta continua bajo suposiciones de normalidad
son los que han tenido un mayor desarrollo. Cuando la respuesta longitudinal es discreta, se
han desarrollado principalmente extensiones de los modelos lineales generalizados (Nelder
& Wedderburn, 1972). El desarrollo de métodos para analizar respuestas longitudinales
continuas se ha llevado a cabo a los largo de más de un siglo, desde el primer trabajo
de modelos con efectos aleatorios del astrónomo británico Airy (1861) hasta el desarrollo
actual con múltiples modelos para su tratamiento.
Los oŕıgenes de los modelos lineales para analizar datos longitudinales estuvieron ba-
sados en el paradigma del análisis de la varianza (ANOVA) tal y como fue desarrollado
inicialmente por Fisher (1919). Estos primeros métodos o ignoraban la correlación al in-
terior de las medidas del mismo sujeto o trataban de eludir las dificultades que pod́ıa
suponer para las inferencias. En uno de los más rudimentarios enfoques, los datos de cada
punto del tiempo son analizados separadamente. Por ejemplo, si los datos están agrupados
de acuerdo a tratamientos o algún otro factor de clasificación, un ANOVA separado pod́ıa
ser llevado a cabo usando los datos de cada punto de tiempo. Este ANOVA tiempo a
tiempo, ignora completamente la correlación mencionada y falla en caracterizar cómo la
respuesta vaŕıa en el tiempo o cómo el efecto de los grupos se manifiesta y evoluciona en
el tiempo (Zimmerman & Núñez Antón, 2009).
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Uno de los primeros métodos propuestos para analizar datos longitudinales fue un
ANOVA de efectos mixtos, con un simple o único efecto aleatorio por sujeto. La inclusión
de este efecto aleatorio induce una correlación positiva entre las medidas repetidas sobre
el mismo sujeto. El modelo ANOVA de efectos mixtos tiene una larga historia de uso
para el análisis de datos longitudinales, donde a menudo se conoce como ANOVA de
medidas repetidas univariadas. Los estad́ısticos reconocieron que una estructura de datos
longitudinales, con m individuos y nmediciones repetidas, tiene similitudes con la creación
de un diseño de bloques aleatorizados, como si las respuestas provinieran de un experimento
split-plot (parcelas divididas) en los cuales el tiempo de las medidas es el factor split-
plot (Fitzmaurice et al., 2008). Por lo tanto, parećıa natural aplicar métodos ANOVA
desarrollados para estos diseños (Yates, 1935; Scheffe, 1959, por ejemplo) a los datos de
medidas repetidas recogidos de estudios longitudinales. Al hacerlo, los individuos en el
estudio son considerados como los bloques o parcelas principales. El modelo ANOVA de
medidas repetidas puede escribirse como:
Yij = X
′
ijβ + bi + eij
donde el efecto aleatorio bi representa una agregación de todos los factores no observados
o no medidos que hacen que los individuos respondan de manera diferente.
El ANOVA subyace en pruebas F, para la hipótesis de que no hay efecto en el tiempo y
no hay efecto en la interacción tiempo-tratamiento; pero como consecuencia de la hetero-
geneidad de la varianza y la correlación dentro de los sujetos, estas pruebas generalmente
no son válidas. Ellas son, particularmente válidas, si y sólo si una condición en la estructu-
ra de la matriz de covarianzas conocida como esfericidad se satisface (Mauchly, 1940). Un
tipo de estructura de la matriz de covarianzas que satisface la condición de esfericidad es
la denominada simetŕıa compuesta, en la cual las varianzas de las repuestas son constan-
tes en el tiempo y todas las correlaciones son iguales, independientemente de la cantidad
de tiempo que transcurra entre las medidas. Aunque la esfericidad está más allá de la
simetŕıa compuesta, es muy restrictiva, y en la práctica muchas veces no se satisface en los
datos. Varias modificaciones al ANOVA de medidas repetidas se han ideado para producir
pruebas F, que sean aproximadamente válidas, independientemente de la estructura de
covarianza entre los sujetos (Greenhouse & Geisser, 1959; Huynh & Feldt, 1976), pero su
uso menguó debido al desarrollo de mejores métodos de análisis a los datos longitudinales
(Zimmerman & Núñez Antón, 2009).
Otro enfoque utilizado en el análisis de datos longitudinales, basado en el paradigma
ANOVA, consist́ıa en ejecutar comparaciones separadas entre respuestas o grupos de res-
puestas, para cada par de medidas de tiempo. El modelo ANOVA de medidas repetidas
univariadas proporcionó una generalización natural de la prueba t pareada (Student, 1908)
para manejar más de dos mediciones repetidas, además de varios factores entre sujetos.
Este enfoque también ignora la correlación intrasujeto y requiere que el investigador re-
construya de alguna manera todas las conclusiones obtenidas de las pruebas individuales,
de forma coherente (Zimmerman & Núñez Antón, 2009).
Existe un enfoque final relacionado con el análisis de datos longitudinales basado en
el paradigma ANOVA que tiene una larga historia y sigue siendo de uso generalizado y es
conocido como el enfoque de resumen estad́ıstico, análisis de respuesta futura, ó análisis
derivado de la variable (Zimmerman & Núñez Antón, 2009). En este enfoque, la secuencia
de medidas repetidas para cada individuo se reduce a un único valor de resumen (o, en
ciertos casos, un conjunto de valores de resumen) la cual caracteriza cómo la respuesta
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está relacionada en el tiempo (Fitzmaurice et al., 2008). La principal motivación detrás
del uso de este enfoque es que si la secuencia de medidas repetidas puede reducirse a
un único resumen numérico, pueden aplicarse los métodos ANOVA (o, alternativamente,
métodos no paramétricos) para el análisis de una respuesta univariada. Por ejemplo, el
área bajo la curva (AUC) es una medida común que se utiliza frecuentemente para resumir
la secuencia de medidas repetidas en cualquier individuo. Wishart (1938) proporcionó una
de las descripciones iniciales de este enfoque. Los métodos estrechamente relacionados se
pueden encontrar en Box (1950) y Rao (1958). Por la reducción de todas la medidas en
un sujeto dado a una sola medida, este enfoque evita o esquiva la dificultades de tener
en cuenta las correlaciones entre los sujetos y se obtiene un conjunto de observaciones
derivadas que son a menudo vistas como independientes. Y por lo tanto, parte de la
información de la relación entre la respuesta y el tiempo inevitablemente se pierde.
Dentro de un contexto limitado, los enfoques discutidos basados en ANOVA propor-
cionaron la base para un análisis longitudinal. Sin embargo, todos estos métodos teńıan
deficiencias que limitaban su utilidad en las aplicaciones. El ANOVA de medidas repetidas
univariadas hace suposiciones muy restrictivas sobre la estructura de covarianza para me-
didas repetidas sobre el mismo individuo. La forma de simetŕıa compuesta asumida para la
covarianza no es apropiada para datos longitudinales por al menos dos razones. En primer
lugar, la limitación de la correlación entre mediciones repetidas es algo poco atractiva para
los datos longitudinales, donde se espera que las correlaciones decaigan con el aumento de
la separación en el tiempo. En segundo lugar, el supuesto de varianza constante a través
del tiempo es a menudo poco realista. Adicionalmente, debido a que el ANOVA de me-
didas repetidas univariadas surge del área de diseño de experimentos, donde las medidas
repetidas se obtienen en un conjunto de ocasiones comunes a todos los individuos, las
covariables son factores discretos (por ejemplo, representan el grupo de tratamiento y el
tiempo), y los datos están completos. Como resultado, las implementaciones iniciales del
ANOVA de medidas repetidas no se pod́ıan aplicar fácilmente a datos longitudinales que
se encontraban irregularmente espaciados o incompletos, o cuando era de interés incluir
covariables cuantitativas en el análisis. (Fitzmaurice et al., 2008).
Por último, aunque el análisis de las medidas de resumen tuvo cierto atractivo debido
a la simplicidad del método, también teńıa un número de inconvenientes distintos. Por
definición, obliga al analista de datos a centrarse en un solo aspecto de las medidas re-
petidas en el tiempo; y cuando n medidas repetidas son reemplazadas por un resumen
de un solo número, debe necesariamente haber alguna pérdida de información. Además,
los individuos con perfiles de respuesta diferentes pueden producir la misma medida de
resumen. Un segundo inconveniente potencial es que las covariables deben ser invarian-
tes en el tiempo. Además, muchas de las medidas de resumen simples no están tan bien
definidas cuando faltan datos o en medidas repetidas de forma irregular. Incluso en los
casos en que se puede definir la medida de resumen, el análisis resultante no es totalmente
exacto. En particular, cuando algunos sujetos tienen datos faltantes o diferentes números
de medidas repetidas, las medidas de resumen derivadas ya no tienen la misma varianza,
violando aśı la suposición fundamental de homogeneidad de varianza para los modelos de
ANOVA estándar.
Un análisis para datos longitudinales, también con un amplio desarrollo histórico, es el
análisis multivariado de la varianza (MANOVA) de medidas repetidas. En su desarrollo ori-
ginal el MANOVA surge como una extensión del ANOVA, para considerar los casos en los
que se tienen múltiples variables respuestas. El método busca, entonces, identificar no sólo
si los cambios en las variables independientes tienen efectos significativos en las variables
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dependientes, sino intentar determinar las interacciones entre las variables independientes
y su grado de asociación con las dependientes. Por lo tanto, aunque el MANOVA se desa-
rrolló para variables de respuesta múltiples, pero distintas, los estad́ısticos reconocieron
que estos datos comparten una caracteŕıstica común con los datos longitudinales, a saber,
que están correlacionados. Esto conllevó al desarrollo de una variante muy espećıfica de
MANOVA, conocida como análisis de medidas repetidas MANOVA (o a veces denominado
ANOVA multivariante de medidas repetidas).
Box (1950) proporcionó una de las primeras descripciones de este enfoque. Un caso
especial del análisis de medidas repetidas MANOVA es un enfoque general conocido como
análisis de perfil (Box, 1950; Geisser et al., 1958; Greenhouse & Geisser, 1959). Aunque
el enfoque MANOVA es computacionalmente más exigente que el ANOVA univariado de
medidas repetidas, una caracteŕıstica atractiva del método es que permite relajar la estruc-
tura de la covarianza entre medidas repetidas. En aplicaciones estándar del método, no
se asume ninguna estructura expĺıcita para la covarianza entre medidas repetidas (aparte
de la homogeneidad de la covarianza entre diferentes individuos). Sin embargo, el MANO-
VA teńıa una serie de caracteŕısticas que también limitaban su utilidad: las covariables
dentro del sujeto teńıan que ser las mismas para todos los individuos. Hay al menos dos
consecuencias prácticas de esta restricción: no se puede utilizar cuando el diseño está des-
equilibrado en el tiempo y, tal como se implementó en paquetes de software estad́ıstico,
no permit́ıa que se generaran patrones generales de datos perdidos. La pérdida de obser-
vaciones es común en los datos longitudinales, como resultado de entradas escalonadas
de los individuos al estudio, no presentarse un individuo a una o varias citas, o el retiro
anticipado de los sujetos del estudio. Por lo tanto, si cualquier individuo teńıa incluso una
sola respuesta que faltara en cualquier ocasión, el vector entero de datos de ese individuo
deb́ıa ser excluido del análisis. Esta supresión de los datos faltantes del análisis, a menudo
resultaba en una reducción drástica del tamaño de la muestra y un uso muy ineficiente de
los datos disponibles.
En resumen, los oŕıgenes iniciales del análisis estad́ıstico de datos longitudinales se
remontan al paradigma ANOVA. Si bien estos métodos pueden proporcionar una base
razonable para un análisis longitudinal en los casos en que el diseño del estudio es muy
simple, tienen muchas deficiencias que han limitado su utilidad en las aplicaciones. En
muchos estudios longitudinales hay una variación considerable entre los individuos tanto
en el número como en el momento de las mediciones. Los datos resultantes son altamen-
te desequilibrados y no son fáciles de adaptar a los métodos ANOVA desarrollados para
diseños equilibrados. Estas caracteŕısticas de los datos longitudinales proporcionaron el
ı́mpetu para que los estad́ısticos desarrollaran técnicas mucho más versátiles que puedan
manejar los problemas comúnmente encontrados de datos que son desequilibrados e in-
completos y mediciones mal hechas, covariables variables o invariantes en el tiempo, y
respuestas discretas en lugar de continuas.
Históricamente, el primer enfoque para el análisis de datos longitudinales que tuvo
en cuenta directamente la correlación dentro de los sujetos fue el enfoque de regresión
general multivariado (Zimmerman & Núñez Antón, 2009). Este enfoque considera al vector
de respuestas de un sujeto dado como una unidad observacional multivariada, y asume
que los vectores de diferentes sujetos son independientes y distribuidos de acuerdo a una
familia de distribuciones (usualmente normal multivariada). Los vectores medios de estas
distribuciones pueden tomarse como común entre los sujetos o arbitrarios (la aśı llamada
estructura de media saturada), o podŕıa permitirse la dependencia funcional de valores de
covariables observadas, incluyendo el tiempo en śı mismo. La matriz de covarianza es vista
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como un parámetro desconocido a ser estimado y t́ıpicamente se asume que es homogéneo
ya sea a través de todos sujetos o entre los sujetos dentro de grupos especificados (por
ejemplo grupos de tratamientos). No se requiere imponer estructuras adicionales (por
ejemplo, correlaciones seriales u homogeneidad de varianzas) a la matriz de covarianza,
más allá de la requerida para que ésta sea definida positiva.
Aunque el enfoque de regresión multivariado general es completamente flexible con
respecto a la estructura de covarianza impuesta, tiene algunas deficiencias. Primero, no
siempre es aplicable (aunque puede ser utilizado con sustanciales modificaciones) porque
requiere que los datos estén balanceados y sin medidas perdidas. Segundo, un enfoque de
regresión general multivariado no puede ser usado cuando el número de medidas en el
tiempo excede el número de sujetos, pues en este caso la matriz de covarianza muestral
es singular y de aqúı, no definida positiva. Tercero y más importante aún, aún cuando el
enfoque general multivariado es aplicable, el puede ser bastante ineficiente debido al gran
número de parámetros en la estructura de covarianza que deben ser estimados (Zimmerman
& Núñez Antón, 2009).
Relativamente reciente,el enfoque de modelamiento paramétrico para el análisis de
datos longitudinales ha ganado terreno, que aunque similar al enfoque general en algunos
aspectos, no sufre de sus defectos. Esta metodoloǵıa involucra el modelamiento de la
estructura de la media y su estructura de covarianza, pero la verdadera novedad del enfoque
es el modelamiento parsimonioso (menor número de parámetros a estimar, varianzas más
pequeñas de los errores (Macchiavelli & Arnold, 1972)).
El modelamiento parsimonioso de la estructura de covarianza generalmente resulta en
una estimación más eficiente de la estructura media de los datos y en la estimación más
apropiada de los errores estándares de la estructura media estimada, en comparación al
enfoque general multivariado (Diggle et al., 2002). Más aún, el método puede funcionar
efectivamente con datos desbalanceados y datos perdidos, y puede ser empleado aun cuan-
do el número de medidas en el tiempo es relativamente grande con respecto al número de
sujetos, previsto que el modelo asumido es lo suficientemente parsimonioso.
1.4.1. Métodos no paramétricos o semi-paramétricos para el análisis de
datos longitudinales
Los modelos paramétricos son una herramienta poderosa para modelar la relación
entre una variable respuesta y las covariables en estudios longitudinales (Antonio, 2011).
Los modelos paramétricos son convenientes cuando la forma de la curva de respuesta y
la distribución de errores están bien establecidas. Sin embargo, en muchos estudios, los
modelos paramétricos pueden ser demasiado restrictivos o limitados (pueden no existir o
son dif́ıciles de encontrar), y a veces no están disponibles al menos para el análisis de los
datos preliminares. Los enfoques no paramétricos han surgido recientemente como una
forma flexible de modelar datos longitudinales cuando con los modelos paramétricos se
presentan las dificultades mencionadas. Los modelos de regresión semi-paramétricos, por
los mismos motivos, también desempeñan un papel cada vez más importante en este tipo
de análisis.
Un modelo paramétrico de regresión requiere el supuesto de que la forma de la fun-
ción de regresión subyacente se conoce a excepción de los valores de un número finito de
parámetros. La selección de un modelo paramétrico depende en gran medida del problema
en cuestión. A veces el modelo paramétrico se puede derivar de las teoŕıas que subya-
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cen detrás del problema cient́ıfico, mientras que en otras ocasiones el modelo se basa en
la experiencia o es simplemente deducido de los gráficos de dispersión de los datos. Si
un modelo paramétrico inadecuado es utilizado, es posible producir conclusiones erróneas
a partir del análisis de regresión. En otras situaciones, un modelo paramétrico no pue-
de estar disponible para su uso. Para superar las dificultades causadas por el supuesto
restrictivo de una forma paramétrica de la función de regresión, se puede quitar la res-
tricción de que la función de regresión pertenece a una familia paramétrica. Este enfoque
conduce a la llamada regresión no paramétrica. Existen muchos métodos de regresión no
paramétrica y suavización. Los métodos más populares incluyen suavización del núcleo,
ajuste polinomial local, regresión (polinomial) splines, suavización splines, y penalizado
splines. Algunos otros enfoques, tales como gráfico de dispersión localmente ponderado
suavizado (LOWESS), métodos basados en wavelet y otros enfoques basados en series or-
togonales también son de uso frecuente en la práctica. La idea básica de estos enfoques no
paramétricos es dejar que los datos determinen la forma más adecuada de las funciones.
Hay uno o dos llamados parámetros de suavización en cada uno de estos métodos para
controlar la complejidad del modelo y la compensación entre el sesgo y la varianza del
estimador. Los métodos no paramétricos y paramétricos de regresión no deben conside-
rarse como competidores, sino que se complementan entre śı. En algunas situaciones, las
técnicas no paramétricas se pueden utilizar para validar o sugerir un modelo paramétrico.
Una combinación de ambos métodos no paramétricos y paramétricos es más poderoso que
un único método en muchas aplicaciones prácticas.
Existe una vasta literatura sobre la suavización y los métodos no paramétricos de
regresión para el análisis de datos longitudinales (Staniswalis & Lee, 1998; Müller, 2005;
Müller, 2012) que incluyen la utilización de métodos de suavización tipo-núcleo (Hoover
et al., 1998; Wu & Chiang, 2000; Wu et al., 1998; Fan & Zhang, 2000; Lin & Carroll, 2001b;
Lin & Carroll, 2001a; Wu & Zhang, 2002a; Welsh et al., 2002; Cai & Wu, 2003; Wang,
2003; Wang et al., 2005) , métodos de suavización spline (Brumback & Rice, 1998; Wang,
1998a; Wang, 1998b; Zhang et al., 1998; Lin & Zhang, 1999; Guo, 2002a; Guo, 2002b),
y métodos de regresión (polinomial) spline (Shi et al., 1996; Rice & Wu, 2001; Huang
et al., 2002; Wu & Zhang, 2002b; Liang et al., 2003).
1.4.2. Métodos funcionales para el análisis de datos longitudinales
En el análisis de datos funcionales (ADF) los datos, en lugar de ser vistos como un
conjunto de vectores, son considerados un conjunto de curvas. El desarrollo que está expe-
rimentando el análisis de datos funcionales ha ocasionado que muchos estudios con datos
longitudinales, planteados desde un punto de vista multivariante, sean analizados en base
a su naturaleza funcional. Las técnicas estad́ısticas de ADF se han desarrollado en los
últimos años como una generalización de las técnicas de análisis multivariante y de regre-
sión al caso en el que las observaciones son curvas en lugar de vectores. Las técnicas de
ADF más utilizadas son el Análisis en Componentes Principales Funcional (ACPF) y los
modelos de regresión lineal funcional.
Estos últimos presentan distintas variantes dependiendo de qué tanto la variable res-
puesta como la explicativa sean funcionales o sólo una de ellas lo sea. Un estudio detallado
de las principales técnicas de ADF se puede ver en las publicaciones de Ramsay & Silver-
man (1997) y Ramsay & Silverman (2005). El primer paso en ADF es obtener la verdadera
forma funcional de las curvas a partir de sus observaciones en tiempo discreto. Para ello, se
han aplicado muchas técnicas de aproximación, tales como la interpolación o la proyección
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en un espacio infinito-dimensional generado por una base de funciones. En los últimos
años se han utilizado también técnicas de estimación no paramet́rica de curvas. Recien-
temente se ha publicado un libro que presenta una excelente recopilación de métodos no
paramétricos de Análisis de Datos Funcionales (Ferraty y View, 2006). Una vez recons-
truida la forma funcional de las curvas se procede a su análisis estad́ıstico dependiendo
del objetivo del estudio. Teniendo en cuenta la dimensión infinita del espacio funcional
al que pertenecen las curvas, se suele recurrir en primer lugar a una técnica de reducción
de dimensión como el ACPF que permita resumir la información en un conjunto finito de
variables escalares obtenidas como combinaciones lineales generalizadas de las curvas con
máxima varianza. El ACPF ha resultado ser también muy útil para la estimación de los
modelos de regresión funcional por dos razones fundamentales: reduce la dimensión del es-
pacio de regresores y evita el problema de multicolinealidad que afecta a la regresión sobre
los coeficientes básicos de las curvas. El potencial del ADF para resolver problemas reales
queda plasmado en la amplia variedad de aplicaciones y análisis estad́ısticos con datos de
este tipo desarrollados en los últimos años. Algunas de las más interesantes aparecen en el
libro Applied functional data analysis: Methods and case studies de Ramsay y Silverman
(2002).
1.4.3. Métodos Bayesianos para el análisis de datos longitudinales
La inferencia Bayesiana constituye un enfoque alternativo para el análisis estad́ıstico de
datos que contrasta con los métodos clásicos de inferencia, entre otras cosas, por la forma
en que asume y maneja la probabilidad. En el enfoque Bayesiano, además de especificar una
función de verosimilitud, se establece una distribución a priori que recoge la información
previa acerca de los valores del vector de parámetro. Con la combinación de la función de
verosimilitud de los datos y distribución a priori, se obtiene la distribución a posteriori. La
inferencia con respecto al vector de parámetros está basada en su distribución a posteriori,
la cual en muchas ocasiones no puede obtenerse en forma cerrada y por lo tanto se hace
dif́ıcil obtener muestras de ella. Sin embargo, puede ser aproximada numéricamente usando
métodos de cadenas de Markov Monte Carlo (MCMC), entre los cuales sobresalen el
muestreo de Gibbs y el algoritmo Metropolis-Hastings (Hastings, 1970; Geman & Geman,
1984; Gamerman, 1997b; Gamerman, 1997a).
La metodoloǵıa Bayesiana se incorpora fácilmente a los modelos de datos longitudi-
nales, ya que permite trabajar con datos faltantes, y por la facilidad de modelar conjun-
tamente la media y la matriz de covarianza. Algunas implementaciones de metodoloǵıas
Bayesianas han sido utilizadas para datos longitudinales. Aunque todas poseen elemen-
tos comunes, las implementaciones diferen básicamente en la estructura de la matriz de
covarianzas impuesta, en las distribuciones a priori escogidas, y en la forma de obtener
muestras de la distribución a posteriori.
Macchiavelli & Arnold (1994) y Macchiavelli & Moser (1997) introdujeron una idea
central para poder estimar eficientemente la matriz de covarianza basada en su descom-
posición de Cholesky. Esta estrategia fue ampliamente utilizada por Pourahmadi (1999),
quien mostró que la descomposición de Cholesky de la inversa de una matriz de covarianzas
puede ser utilizada para asociar una única matriz triangular inferior que implica coeficien-
tes medios móviles y una única matriz diagonal que implica varianzas de innovación, con
cada matriz de covarianzas (descomposición modificada de Cholesky). Las entradas de
la matriz triangular y el logaritmo de la matriz diagonal, son no restringidos y tienen
significado como los coeficientes de un modelo de regresión. Este enfoque ha sido utiliza-
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do en varias propuestas para modelar conjuntamente la media y la matriz de covarianza
en el contexto de datos longitudinales (véase, por ejemplo, Pourahmadi (2000), o Pan &
MacKenzie (2006)).
Cepeda & Gamerman (2000) propusieron un método Bayesiano (la cual denominare-
mos de ahora en adelante como método Cepeda-Gamerman) para modelar la media y la
heterogeneidad de la varianza en modelos de regresión normal, utilizando distribuciones a
priori normales para los parámetros de la media y la varianza. Cepeda (2001) extendió es-
te método al análisis de datos longitudinales normales para el modelamiento conjunto de
la media y la matriz de covarianzas. Cepeda & Gamerman (2004) desarrollan este méto-
do Bayesiano, basados en la estrategia de modelado sugerido por Macchiavelli & Arnold
(1994) y Pourahmadi (1999).
Independientemente, Daniels & Pourahmadi (2002) utilizan la descomposición de Cho-
lesky y la consiguiente reparametrización de la matriz de covarianzas, para su modelamien-
to, usando distribuciones a priori normal multivariada y gamma inversa, mostrando sus
conexiones con las distribuciones a priori inversas generalizadas de Wishart; mientras que
Pourahmadi & Daniels (2002) proponen una clase de modelos denominados modelos mix-
tos lineales dinámicos condicionales para datos longitudinales mediante la descomposición
modificada de Cholesky de la matriz de covarianza y desarrollan métodos para la infe-
rencia Bayesiana para estos modelos. En ellos dinámico significa usar respuestas pasadas
como covariables y linealidad condicional significa que los parámetros que entran al mo-
delo linealmente pueden ser aleatorios, pero los parámetros no lineales son no aleatorios.
Smith & Kohn (2002) proponen un método para identificar la parsimonia en la matriz
de covarianza de datos longitudinales y para explotar cualquier tipo de parsimonia para
producir un estimador estad́ısticamente eficiente de la matriz de covarianza. El enfoque
parametriza la matriz de covarianza a través de la descomposición modificada de Cholesky
de su matriz inversa. Utilizan un modelo Bayesiano jerárquico para identificar los ceros en
la descomposición de Cholesky y estiman el modelo utilizando un esquema de muestreo
MCMC.
Un enfoque similar, basado en la descomposicion modificada de Cholesky, fue utilizado
por Cepeda-Cuervo & Núnez-Antón (2007) para modelar conjuntamente las estructuras de
media y covarianza en los modelos generales de antedependencia para datos longitudinales
normales, proponiendo un nuevo método clásico basado en el algoritmo Fisher Scoring para
obtener las estimaciones de máxima verosimilitud de los parámetros, y una metodoloǵıa
Bayesiana basada en el muestreador de Gibbs.
Posteriormente, Cepeda-Cuervo & Núñez Antón (2009) utilizan un enfoque Bayesiano
para analizar datos longitudinales que tiene en cuenta la posibilidad de tener estructuras de
regresión no lineal en la media y estructuras de regresión lineal en la matriz de covarianzas,
de observaciones con distribucion normal. Inicialmente extienden la metodoloǵıa clásica
para dar cabida a los modelos de media no lineal, y luego proponen el enfoque Bayesiano
basado en una generalización del algoritmo Metropolis-Hastings de Cepeda (2001) (es decir
utilizando el método Cepeda-Gamerman).
Lin & Wang (2011) presentan un enfoque Bayesiano para un modelo de regresión t
multivariado cuyo vector de media y matriz de covarianza de escala son modelados conjun-
tamente para analizar datos longitudinales. La estructura de la covarianza es factorizada
en términos de parámetros autorregresivos no restringidos y parámetros de innovación a
través de la descomposición modificada de Cholesky. Para las distribuciones a posteriori
de los parámetros, utilizan un esquema computacional, con la pareja Metropoli-Gibbs.
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Cepeda Cuervo (2011) propone un enfoque Bayesiano para analizar datos longitudinales
espaciales, considerando estructuras de regresión lineales para la media y para la matriz
de covarianzas de observaciones normales no independientes. Xu et al. (2014) proponen
una inferencia Bayesiana para modelar conjuntamente la media y estructuras de cova-
rianza basados en la descomposición modificada de Cholesky, implementando un método
MCMC computacionalmente eficiente que combina el algoritmo de muestreo de Gibbs
y Metropolis-Hastings para obtener simultáneamente las estimaciones bayesianas de los
parámetros desconocidos.
De la Cruz et al. (2016) consideran un procedimiento de estimación Bayesiano para
el modelamiento conjunto para datos longitudinales, a través de un modelo de efectos
mixtos no lineales. En su tesis doctoral, Vallejo (2016) considera múltiples aplicaciones de
los métodos Bayesianos a datos longitudinales dentro del marco de los modelos mixtos.
Quintana et al. (2016) desarrollan un modelo Bayesiano no paramétrico que generaliza los
modelos mixtos para datos longitudinales.
1.5. Enfoques en el análisis paramétrico de datos longitudi-
nales
De acuerdo con Fahrmeir & Tutz (2001), Diggle et al. (2002), Fitzmaurice et al. (2008) y
Zimmerman & Núñez Antón (2009), entre otros, se pueden distinguir tres amplias familias
de modelos paramétricos para datos longitudinales: 1. Enfoque de análisis marginal, 2.
Enfoque de efectos aleatorios y 3. Enfoque condicional.
La elección práctica de la familia de modelos depende principalmente de los objetivos
del estudio o de preguntas espećıficas que necesitan ser respondidas. Se utiliza el enfoque
marginal cuando se pretenden realizar inferencias poblacionales; es decir, si lo que se
quiere explicar es la relación entre la variable dependiente y las variables explicativas
con independencia de la variabilidad intraindividual. Los modelos condicionales pretenden
realizar inferencias individuales. En el enfoque condicional, la esperanza de la respuesta
en un tiempo dado se modeliza en términos de las respuestas en otros tiempos aśı como de
las variables explicativas. Los modelos de efectos aleatorios se diferencian de los anteriores
en la inclusión de parámetros que son espećıficos de cada sujeto.
1.5.1. Enfoque de análisis marginal
Los modelos marginales proporcionan una manera sencilla de extender los modelos
lineales generalizados a los datos longitudinales. Ellos modelan directamente la respuesta
media de cada ocasión E[Yij|Xij ] (precisamente el término marginal es utilizado para
enfatizar que el modelo para la respuesta media en cada ocasión depende solamente de las
covariables de interés), usando una función de enlace apropiada. Debido a que el método se
enfoca en la media marginal y su dependencia con las covariables, los modelos marginales
no necesariamente requieren supuestos para el vector de medidas repetidas; sino un modelo
de regresión para la respuesta media (Fitzmaurice et al., 2008).
Tı́picamente un modelo marginal tiene las siguientes caracteŕısticas:
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1. La media marginal de cada respuesta, µij = E[Yij |Xij ], depende de las covariables
a través de una función de enlace conocida: h−1(µij) = X
′
ijβ donde h es la función
de enlace y β un vector de parámetros desconocidos.
2. Se asume que la varianza marginal de cada Yij , dadas las covariables, depende de la
media marginal de acuerdo a Var(Yij |Xij) = φυ(µij), donde υ(µij) es una función
de varianza conocida y φ es un parámetro escalar que puede ser conocido o que
debe ser estimado. Este segundo componente especifica que la varianza marginal en
cada momento del tiempo, con la escogencia de la función de varianza, depende sólo
del tipo de respuesta. Para diseños balanceados, un parámetro de escala φj puede
especificarse en cada momento del tiempo, o en otros estudios puede depender del
tiempo(φ(tij)).
3. La correlación entre Yij y Yik es una función de las medias marginales y de un con-
junto de parámetros adicionales α. Es decir, Corr(Yij, Yik) = ρ(µij , µik;α), donde
ρ(.) es una función conocida. Es en esta tercera caracteŕıstica de los modelos mar-
ginales donde se observa la extension de los modelos lineales generalizados a los
datos longitudinales, y la cual incorpora la asociación entre las respuestas del mismo
sujeto.
Un aspecto importante de los modelos marginales, es que la respuesta media y la
asociación entre las medidas del mismo sujeto son modeladas en forma separada. Esta
separación tiene implicaciones importantes al momento de interpretar los parámetros de
regresión β, los cuales pueden considerarse promedios poblacionales y describen cómo la
respuesta media en la población cambia en el tiempo.
Desde el punto de vista histórico, es dif́ıcil determinar el origen de los modelos mar-
ginales, a diferencia de los otros enfoques presentados. Sólo se considera que ellos surgen
como el interés de extender los modelos lineales generalizados a los datos longitudina-
les que incorporen directamente la asociación entre las medidas repetidas (Fitzmaurice
et al., 2008).
1.5.2. Enfoque de efectos aleatorios
En los modelos marginales se tiene en cuenta la correlación entre las medidas repetidas,
pero no proporciona ninguna explicación acerca de fuente potencial. En este enfoque, una
alternativa para los modelo con el fin de considerar la correlación entre las medidas de un
mismo sujeto y tener una fuente que la explique, es introduciendo efectos aleatorios en
el modelo de la respuesta media. Estos modelos son conocidos como modelos lineales de
efectos mixtos generalizados o modelos de efectos aleatorios para datos longitudinales.
El modelo puede ser formulado de la siguiente manera:
1. Dado un vector de tamaño q de efectos aleatorios bi, se asume que los Yij son
condicionalmente independientes y tienen distribuciones en la familia exponencial
con media condicional que depende tanto de los efectos fijos como de los aleatorios
h−1E(Yij |bi) = X′ijβ +Z′ijbi
para alguna función de enlace conocida h y Zij es el vector de diseño para los efectos
aleatorios bi. Se asume que la varianza condicional depende de la media condicional
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de acuerdo a Var(Yij |bi) = φυ[E(Yij |bi)], donde υ(.) es una función de varianza
conocida y φ es un escalar conocido o que necesita ser estimado.
2. Se asume que los efectos aleatorios bi son independientes de las covariables Xij
y tienen distribución multivariada con media cero y matriz de covarianzas G de
dimensión q.
En principio, el supuesto de independencia condicional del primer aspecto del modelo
no es necesario, pero generalmente se toma de esta manera. Igualmente, en el segundo as-
pecto, aunque se puede asumir cualquier distribuicion multivariada para los bi, en muchos
casos, la distribución normal multiviariada es la utilizada.
Este enfoque es quizás uno de los métodos más utilizados para analizar datos longitu-
dinales. Aunque el inicio de los modelos mixtos para datos jerárquicos y datos agrupados
puede ser atribuido al paradigma ANOVA y al art́ıculo de Harville (1977), su utilidad para
el análisis de datos longitudinales es debido a Laird & Ware (1982), quienes propusieron
una clase flexible de modelos lineales mixtos para datos longitudinales.
El modelo lineal de efectos mixtos propuesto por Laird & Ware (1982) incluye el
modelo univariado de medidas ANOVA y los modelos de curvas de crecimiento como
casos especiales. Además, este modelo posee caracteŕısticas deseables: se tienen pocas
restricciones en la matriz de diseño para los efectos fijos y aleatorios; los parámetros
del modelos pueden ser estimados eficientemente v́ıa máxima verosimilitud. Laird & Ware
(1982) mostraron como el algoritmo EM puede ser usado para ajustar esta clase de modelos
para datos longitudinales (Fitzmaurice et al., 2008). Adicional a lo anterior, estos modelos
pueden mejorar las complicaciones de tener medidas incompletas y datos longitudinales
desbalanceados, y puede manejar covariables que dependan o no del tiempo.
1.5.3. Enfoque condicional
En los modelos especificados condicionalmente, se modela la dependencia de la media y
el tiempo simultáneamente a través del condicionamiento de un resultado en otros resulta-
dos o en un subconjunto de otros resultados (Fitzmaurice et al., 2008). Un caso particular
de ellos son los llamados modelos de transición, o modelos markovianos. Los modelos de
transición son atractivos debido a la naturaleza secuencial de los datos longitudinales. En
los modelos de transición, se supone que la esperanza de la respuesta en un tiempo dado
se modeliza en términos de las respuestas en otros tiempos aśı como de las variables expli-
cativas (Gabriel, 1962; Macchiavelli & Arnold, 1994; Fitzmaurice et al., 2008; Zimmerman
& Núñez Antón, 2009). Se considera que la dependencia entre las medidas repetidas se
debe a valores pasados de la respuesta que influyen en la observación actual:




donde Hij = (Yij−1, . . . , Yi1) representa la historia de las respuestas pasadas o anteriores
de Yij y fr denota alguna función conocida de las historia de las respuestas pasadas. Un
ejemplo de este enfoque son los modelos autorregresivos de orden s, (AR(s)), los cuales
tienen en cuenta los s valores anteriores de la variable respuesta. En general, los modelos
donde la distribución condicional de la respuesta en la j-ésima ocasión, dada Hij , depende
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sólo de las s respuestas inmediatamente anteriores, se conocen como modelos de Markov
de orden s.
Modelos de antedependencia
Una familia de modelos condicionales, considerados una generalización de los modelos
autorregresivos (AR), son los modelos antedependientes no estructurados (Gabriel, 1962;
Kenward, 1987) y estructurados (Nuñez Antón & Woodworth, 1994; Núñez-Antón, 1997;
Zimmerman & Núñez-Antón, 1997; Zimmerman & Núñez Antón, 2009). Tanto los modelos
de antedependencia, como los modelos AR, permiten una correlación serial (la correlación
decae a medida que el tiempo aumenta), pero los primeros son más generales en el sentido
de que no estipulan que todas las varianzas sean iguales ni que las correlaciones entre
todos los pares de medidas equidistantes en el tiempo son iguales (Coke, 2009).
Para definir el concepto de antedependencia, Gabriel (1962) considera que si
Y1, Y2, . . . , Yn es un conjunto de variables aleatorias con un orden dado, esta secuencia
se dice que es antedependiente de orden s (AD(s)) si cada una de las variables dadas las
s anteriores en el orden dado, es independiente de todas las demás variables precedentes
(Ys, s = 1, . . . , n depende sólo de sus s predecesoras). En particular, la secuencia se dice
que es antedependiente de primer orden (AD(1)) si Ys depende sólo de Ys−1. Si las variables
tienen distribución normal multivariada, la antedependencia de orden s equivale a decir
que la correlación parcial de Yi y Yi−s−z−k dadas todas las variables Yi−1, Yi−2, . . . , Yi−s−k
es cero, para todo i, k y z. Zimmerman & Núñez Antón (2009) establecen definiciones más
simples para variables AD(s) equivalentes a la de Gabriel (1962).
Aunque los modelos de antedependencia son mas parsimoniosos que otros modelos
(Zimmerman & Núñez Antón, 2009), pueden aún tener muchos parámetros para ser esti-
mados. Una versión parsimoniosa de ellos es conocida,como modelos de antedependencia
estructurados, los cuales fueron propuestos por Zimmerman et al. (1998). La propuesta
consiste en modelar las varianzas y los retrasos de rezago s de las correlaciones en el
modelo AD(s) como funciones paramétricas en el tiempo.
CAPÍTULO 2
Modelos de regresión normal sesgados
2.1. Introducción
En los modelos de regresión lineales normales, el supuesto de normalidad de los errores
puede ser cuestionable en los casos en que los datos presentan valores at́ıpicos, colas
pesadas o comportamiento asimétrico (Azzalini & Capitanio, 1999; Noriega & Faŕıas,
2002; Lachos et al., 2007; Aziz, 2011). Para superar estas debilidades y sin realizar ninguna
transformación a los datos, algunos autores (Fang & Zhang, 1990; Fernández & Steel, 1998;
Fernández & Steel, 1999; Fonseca et al., 2008) han usado distribuciones de cola pesada,
distribuciones sesgadas u otras distribuciones.
La distribución normal sesgada propuesta por Azzalini (1985) ha demostrado ser útil
para modelar el sesgo en datos con comportamiento asimétrico. La distribución normal
sesgada fue introducida por primera vez por O’Hagan & Leonard (1976), pero fue Azzalini
(1985) quien estudió la construcción de la familia de distribuciones univariadas asimétricas
normales y sus propiedades. Posteriormente, Azzalini & Dalla Valle (1996) y Arellano-Valle
& Genton (2005) extendieron la distribución normal sesgada univariada al caso multiva-
riado, introduciendo una familia paramétrica multivariada, de modo que las densidades
marginales fueran normales sesgadas, y discutieron sus propiedades probabiĺısticas.
La distribución normal sesgada es una familia de distribuciones con un parámetro de
forma adicional (el sesgo). En particular, se trata de una generalización de la distribución
normal que permite que la simetŕıa sea diferente de cero, utilizada para ajustar los datos
observados de una distribución emṕırica con un comportamiento de asimétrico.
Basados en el trabajo de Azzalini (1985) y Azzalini (1986), algunos autores han apli-
cado la distribución normal sesgada en diferentes áreas, como economı́a, finanzas, seguros,
entre otras. Azzalini & Capitanio (1999) presentaron múltiples aplicaciones de la distri-
bución normal sesgada multivariada; Genton et al. (2001) presentaron aplicaciones de la
distribucion normal sesgada a series temporales y a estad́ısticas espaciales; Genton (2004)
utilizó la distribución normal sesgada multivariada para modelar los retornos semanales
de las existencias del Reino Unido durante el peŕıodo 1978-1995 y comparó los resul-
tados obtenidos con los modelos que utilizan una distribución normal; Azzalini (2005)
presentó aplicaciones de la distribución normal sesgada en áreas como series temporales
no lineales, problemas econométricos, análisis de datos financieros, entre otros; Weaber
15
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(2008) utilizó la distribución normal sesgada en eventos extremos; y Aziz (2011) estudió la
distribución unificada normal sesgada multivariada y su uso en las áreas de las finanzas y
las ciencias actuariales.
Se dispone de una amplia literatura, que considera los modelos de regresión normal
sesgados en diferentes aspectos: Azzalini (2005) presenta múltiples aplicaciones de estos
modelos; Lachos et al. (2007) obtienen estimadores de máxima verosimilitud utilizan-
do el algoritmo EM a modelos de regresión normal sesgados multivariados; Ferreira &
Steel (2007) construyeron un método para definir distribuciones multivariables sesgadas,
utilizándolas en modelos de regresión multivariados con procedimientos de inferencia Ba-
yesianos.
Sahu et al. (2003) propusieron una nueva distribución normal sesgada tanto univa-
riada como multivariada, relacionada con la distribución propuesta por Azzalini (1985).
Esta nueva distribución, tiene la ventaja de tener varianza finita, permitiendo la imple-
mentación de algoritmos de máxima verosimilitud para la estimación de los parámetros;
y adicionalmente es bastante atractiva, debido a que la estimación del parámetro de sesgo
no presenta el mismo grado de dificultad que en el caso de Azzalini. Esta distribución ha
sido utilizada por algunos autores: Cancho et al. (2010) presentaron modelos de regresión
no lineales con errores distribuidos de acuerdo a la distribucion normal sesgada propuesta
por Sahu et al. (2003), discutiendo aspectos de inferencia de estos modelos siguiendo tanto
un enfoque clásico como Bayesiano; Baghfalaki & Ganjali (2015) utilizan la distribución
normal sesgada multivariada de Sahu para establecer un modelo de efectos mixtos para
datos longitudinales y un modelo de riesgos proporcionales de Cox para variables de even-
tos en el tiempo, donde ambos modelos comparten algunos efectos aleatorios, y adoptan
un enfoque Bayesiano MCMC para la estimación de los parámetros.
En este Caṕıtulo proponemos la modelación conjunta de los parámetros de localización,
escala y sesgo, en un modelo de regresión lineal normal sesgado, donde los tres parámetros
siguen estructuras de regresión; y la utilización del método Bayesiano Cepeda-Gamerman
propuesto en Cepeda (2001), Cepeda & Gamerman (2000) y Cepeda & Gamerman (2005)
para ajustar los modelos propuestos. Este método ha sido utilizado para ajustar modelos
de regresión heteroscedástica (Cepeda & Gamerman, 2000; Cepeda & Gamerman, 2005;
Cepeda-Cuervo & Achcar, 2010), modelos de regresión beta (Cepeda-Cuervo & Garrido,
2015; Cepeda-Cuervo, 2015) y modelos de regresión lineales y no lineales (Cepeda-Cuervo
& Núnez-Antón, 2007; Cepeda-Cuervo & Núnez-Antón, 2007). Para ilustrar la aplicación
y mostrar el comportamiento del método propuesto, presentamos algunos estudios de
simulación y diversas aplicaciones.
Este Caṕıtulo se encuentra organizado de la siguiente manera: después de la Intro-
ducción, en la Sección 2.2 mostramos las distribuciones normales sesgadas utilizadas; en
la Sección 2.3 presentamos los modelos de regresión normales sesgados. La Sección 2.4
desarrolla el método Cepeda-Gamerman para su aplicación en ajustar los parámetros de
los modelos de regresión normal sesgados propuestos. La Sección 2.5 incluye los resultados
de un estudio de simulación. La Sección 2.6 presenta diferentes aplicaciones; y finalmente,
la Sección 2.7 contiene las conclusiones finales obtenidas.
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2.2. Distribuciones normal sesgadas
Debido a la popularidad de la distribución normal sesgada propuesta por Azzalini
(1985), muchos autores han propuesto otras versiones de distribuciones normales sesga-
das: Sahu et al. (2003) proporcionó una forma más general de obtener una familia de
distribuciones asimétricas eĺıpticas que las propuestas por Azzalini (1985); Liseo & Lo-
perfido (2003) construyeron una familia de distribuciones normales sesgadas que pueden
verse como una extensión del caso multivariado de O’Hagan & Leonard (1976); Gupta
et al. (2004) obtuvo una nueva clase de distribuciones condicionales normales a través de
un conjunto de variables aleatorias positivas, similar al método de Azzalini & Capitanio
(1999); Gupta & Chen (2004), debido a ciertas incoherencias que se presentan al rela-
cionar la distribución normal sesgada multivariada propuesta por Azzalini & Dalla Valle
(1996) y la distribución normal sesgada univariada de Azzalini (1985), propusieron un
modelo que subsanas estas incoherencias, extendiendo y fortaleciendo el modelo normal
sesgado de Azzalini, donde el nuevo modelo propuesto es más plausible que el ofrecido
por Azzalini & Dalla Valle (1996); Arellano-Valle & Genton (2005) presentó una nueva
clase de distribuciones normales sesgadas a las que llamaron distribuciones normales ses-
gadas fundamentales porque generalizan todas las definiciones existentes de distribuciones
sesgadas-normales; y Arellano-Valle & Azzalini (2006) propusieron la unificación de las
múltiples extensiones y formulaciones alternativas de la distribución asimétrica normal,
bajo un nuevo modelo general. Todas estas distribuciones, entre otras presentadas en la
literatura, difieren principalmente en el caso multivariado.
En las Secciones 2.2.1 y 2.2.1, presentamos las distribuciones normal sesgadas propues-
tas por Azzalini (1985) y Sahu et al. (2003).
2.2.1. Distribución normal sesgada de Azzalini
Una variable aleatoria Y tiene distribución normal sesgada de Azzalini, si su función
de densidad de probabilidad está dada por:
















y ∈ ℜ, donde µ es el parámetro de localización; σ es el parámetro de escala; δ es un número
arbitrario fijo conocido como parámetro de forma, porque regula la forma o el sesgo de
la distribución; φ(.) denota la función de densidad de una variable normal estándar y
Φ(.) denota la función de distribución de una variable normal estándar. Una variable
aleatoria con distribución normal sesgada de Azzalini (Azzalini, 1985) la denotaremos
como Y ∼ SN1(µ, σ, δ). El valor esperado y la varianza de Y están dados por:
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2.2.2. Distribución normal sesgada de Sahu
Una variable aleatoria Y tiene distribución normal sesgada de Sahu, si su función de
densidad de probabilidad está dada por:

















y ∈ ℜ, donde µ es el parámetro de localización; σ es el parámetro de escala; δ es el paráme-
tro de forma o sesgo; φ(.) denota la función de densidad de una variable normal estándar
y Φ(.) denota la función de distribución de una variable normal estándar. Una variable
aleatoria con distribución normal sesgada de Sahu la notaremos como Y ∼ SN2(µ, σ, δ).
El valor esperado y la varianza de Y (Sahu et al., 2003) están dados por:











2.3. Modelos de regresión normal sesgados
2.3.1. Modelos de regresión normal sesgados de Azzalini
Supongamos un modelo de regresión donde los errores siguen una distribución normal
sesgada de Azzalini:
Yi = µi + ǫi, ǫi ∼ SN1(0, σi, δi), i = 1, . . . , n,
con ǫi independiente de ǫj para todo i 6= j. Aqúı, el modelo de regresión normal sesgado
de Azzalini lo definimos suponiendo que µi, σ
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donde β = (β0, β1, . . . , βp)
′, γ = (γ0, γ1, . . . , γk)
′, y λ = (λ0, λ1, . . . , λr)
′ son los parámetros
de regresión de la localización, la escala y el sesgo, respectivamente; y xi, zi y wi son los
i -ésimos valores del vector de localización, escala y sesgo de las variables explicativas. Las
funciones f , g y h son las funciones de enlace para los parámetros de la localización, la
escala y el sesgo, respectivamente. Para estos modelos, consideraremos algunas funciones
de enlace. Las funciones de enlace más utilizadas son: la funciones logaritmo e idéntica
para la localización, la función logaritmo para la escala y la funciones logaritmo e idéntica
para el sesgo.
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2.3.2. Modelos de regresión normal sesgados de Sahu
Supongamos un modelo de regresión donde los errores siguen una distribución normal
sesgada de Sahu:
Yi = µi + ǫi, ǫi ∼ SN2(0, σi, δi), i = 1, . . . , n,
con ǫi independiente de ǫj para todo i 6= j. Aqúı, el modelo de regresión normal sesgado
de Sahu lo definimos suponiendo que µi, σ
2











donde β, γ, λ, xi, zi y wi se definen como en la Sección anterior.
2.4. Método Bayesiano para ajustar modelos de regresión
normal sesgados
Para implementar un método Bayesiano, debemos especificar una distribución a priori
para θ = (β,γ,λ)′. Por simplicidad, asumimos θ ∼ N(θ0,Σ0) conΣ0 una matriz diagonal
por bloques, indicando independencia a priori entre β, γ y λ. Aśı, las distribuciones
a priori condicionales completas para β, γ y λ son distribuciones normales, las cuales
notamos como N(b, B), N(g,G) y N(l, L), respectivamente.
Dado que tanto para los modelos de regresión normal sesgados de Azzalini y Sahu,
la distribución a posteriori π(β, γ, λ|datos) es intratable anaĺıticamente, proponemos un
método Bayesiano que implica obtener muestras de β, γ y λ a través de las distribuciones
a posteriori condicionales completas, para β, γ, λ denotadas por πβ, πγ y πλ respectiva-
mente, utilizando una algoritmo Bayesiano iterado. Debido a que πβ, πγ y πλ son también
intratables anaĺıticamente, usamos el método Bayesiano Cepeda-Gamerman (Cepeda &
Gamerman, 2000; Cepeda, 2001) el cual implica establecer variables de trabajo para cons-
truir funciones kernels de transición, establecidas como una combinación de un modelo de
trabajo observacional y las distribuciones a priori establecidas.
En este método, los vectores de parámetros β, γ y λ son actualizados siguiendo los
pasos del algoritmo Metropolis-Hastings en un proceso iterativo. Aśı, los parámetros son
divididos en tres bloques naturales: uno para los parámetros de regresión de la localización
β, uno para los parámetros de regresión de la escala γ, y el otro para los parámetros de
regresión del sesgo.λ.
2.4.1. Kernel de transición para β: qβ
Las funciones kernels de transición, utilizadas para proponer muestras de la distribu-
ción a posteriori condicional completa πβ, son obtenidas de la combinación de la distri-
bución normal a priori de β con el modelo de trabajo observacional dado por (2.3) en los
modelos de regresión normal sesgados de Azzalini, y por (2.4) en los modelos de regresión
normal sesgados de Sahu.
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i son los valores actuales de σi, τi y δi. Podemos notar que E(Ỹi) = µi
en ambos casos.
2.4.2. Kernel de transición γ: qγ
Para proponer muestras de la distribución a posteriori condicional completa πγ , las
funciones kernels de transición son obtenidas de la combinación de la distribución normal a
priori de γ con el modelo de trabajo observacional asumiendo que las variables de trabajo
(2.5) tienen distribución normal en el caso de los modelos de regresión normal sesgados de
Azzalini y asumiendo que las variables de trabajo (2.6) tienen distribución normal en el

























Las variables de trabajo (2.5) y (2.6) son obtenidas por una aproximación de Taylor de
primer orden de g(ti) = log(ti) en la vecindad de los valores actuales de los parámetros de
la escala σ2i , donde ti es una variable aleatoria con E(ti) = σ
2
i . En este caso, ti = (Yi−µi)2,
en los modelos de regresión normal sesgados de Azzalini, y ti = (Yi−µi)2−δ2i en los modelos
de regresión normal sesgados de Sahu.
2.4.3. Kernel de transición λ: qλ
Los kernels de transición para obtener muestras de la distribucion a posteriori πλ son
construidos de la combinación de la distribución a priori de λ y el modelo de trabajo
observacional, obtenido asumiendo que las variables de trabajo (2.7) tienen distribución
normal en el caso de los modelos de regresion normal sesgados de Azzalini y asumiendo
que las variables de trabajo observacional (2.8) tienen distribución normal en el caso de los




i son los valores actuales














Los detalles técnicos necesarios para la construcción de las variables de trabajo (2.3,
2.4, 2.5, 2.6, 2.7 y 2.8) considerando las distribuciones normales sesgadas de Azzalini (1985)
y Sahu et al. (2003); y algunos detalles sobre las diferencias entre el ajuste de τ y δ se
presentan en la Sección 2.9 ubicada al final del Caṕıtulo.
2.5. Estudios de simulación
En esta Sección presentamos los resultados de dos estudios de simulación para ilustrar
el funcionamiento del método Bayesiano utilizado para ajustar los modelos de regresión
normal sesgados de Azzalini y Sahu mencionados en las Secciones anteriores.
2.5.1. Simulación 1
Aqúı n = 40 valores de cuatro variables explicativas (X1,X2, X3 y X4) fueron gene-
radas con x1i =1 i = 1, . . . , n (para que el modelo tenga intercepto), x2i generada de una
distribución uniforme en el intervalo (0, 40), x3i generada de una distribución uniforme en
el intervalo (10, 23), y x4i generada de una distribución uniforme en el intervalo (0, 10).
Los valores de Yi fueron generados de una distribución normal sesgada de Azzalini, usando
la función rsn del paquete sn (Azzalini, 2011) del software R (R Core Team, 2017), con
localización µi = −35 + 0.35x2i − 1.7x3i, escala σ2i = exp(−8 + 0.026x2i − 0.4x4i) y sesgo
constante δ = 5.
Para aplicar el método Bayesiano, asumimos las siguientes distribuciones a priori :
β ∼ N(b, B); γ ∼ N(g, G); δ ∼ N(d,D) (2.9)
donde b = (0, 0, 0), g = (0, 0, 0), d = 0, B = diag(104), G = diag(104) y D = 104.
Las estimaciones a posteriori de los parámetros con sus respectivas desviaciones
estándares e intervalos de credibilidad al 95% podemos observarlas en la Tabla 2.1. Como
se puede notar, las estimaciones de los parámetros están muy cerca de los valores reales
y tienen pequeñas desviaciones estándares, mostrando un buen rendimiento del método
Bayesiano. En el estudio de simulación consideramos 5000 iteraciones, sin quemar ninguna
porción de la cadena. El comportamiento de las cadenas MCMC para todos los parámetros
podemos observarlo en la Figura 2.1. Este comportamiento proporciona evidencia de esta-
cionareidad. Para monitorear la convergencia de las cadenas, ejecutamos tres pruebas de
convergencia: la prueba de Gelman y Rubin (Gelman & Rubin, 1992), la prueba de Geweke
(Geweke et al., 1991), y la prueba de Heidelberg y Welch (Heidelberger & Welch, 1981; Hei-
delberger & Welch, 1983), utilizando el paquete coda (Plummer et al., 2006) del software
R (R Core Team, 2017). Las tres pruebas mostraron que las cadenas convergen y son
estacionarias.
Finalmente, la simulación se repitió 100 veces bajo las mismas condiciones: el mismo
modelo, las mismas distribuciones a priori y los mismos valores iniciales. Aśı, con el
método Bayesiano propuesto, obtuvimos 100 estimaciones de los parámetros de regresión
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Parámetro Inferencia a posteriori - Simulación 1
Real Media Desviación estándar 95%IC
β1 -35.000 -34.991 1.97×10−2 (-35.36, -34.97)
β2 0.350 -0.349 8.69×10−5 (0.34, 0.35)
β3 -1.700 -1.704 7.54×10−4 (-1.71, -1.69)
γ1 -8.000 -8.501 5.66×10−1 (-9.72, -7.67)
γ2 0.030 0.029 1.99×10−3 (0.025, 0.033)
γ3 -0.400 -0.418 8.93×10−2 (-0.59, -0.23)
δ 5.000 4.970 9.01×10−1 (1.96, 9.99)
Tabla 2.1. Verdaderos valores de los parámetros, estimaciones, desviaciones estándares e inter-
valos de credibilidad del 95% (IC).













































































































del modelo. Se obtuvieron las diferencias entre los valores verdaderos de los parámetros
y sus estimaciones, realizando diferentes diagramas de caja de sus diferencias (errores):
b0 = β0− β̂0, b1 = β1 − β̂1, b2 = β2 − β̂2, g0 = γ0 − γ̂0, g1 = γ1 − γ̂1, g2 = γ2 − γ̂2, d0 = δ− δ̂.
Estos diagramas de caja (Figura 2.2) muestran que los parámetros estimados están
cerca de los valores verdaderos para todos los parámetros, ya que las medias de los errores
son cercanas a cero y los rangos intercuart́ılicos son pequeños en todos los casos, con
pocos valores at́ıpicos. Las medias de los 100 parámetros a posteriori estimados son: β̂0 =
−35.0039, β̂1 = 0.3499, β̂2 = −1.6997, γ̂0 = −08.3120, γ̂1 = 0.0256, γ̂2 = −1.3008, δ̂ =
4.8607.
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Nuevamente, se generaron n = 40 valores de cuatro variables explicativas (X1, X2,X3
y X4), con x1i =1, i = 1, . . . , n; x2i, generada de una distribución uniforme en el intervalo
(0, 10); x3i, generada de una distribución uniforme en el intervalo (5, 20) y, x4i, generada
de una distribución uniforme en el intervalo (0, 10). Los valores de Yi fueron generados de
una distribución normal sesgada de Sahu con µi = 5 + 0.5x2i + 3.1x3i, σ
2
i = exp(−0.7 +
0.3x2i − 0.08x4i) and δ = 2 + 0.4x2i − 0.1x3i (usando el siguiente resultado: si Z0 es una
variable aleatoria tal que Z0 ∼ N(0, 1) y Z1 es otra variable aleatoria, independiente de
Z0, tal que Z1 ∼ N(µ, σ), entonces Y = δ|Z0| + Z1, Y ∼ SN2(µ, σ, δ) ) (Baghfalaki &
Ganjali, 2015).
Asumiendo las distribuciones a priori normales (2.9), con b = g = l = (0, 0, 0) y
B = G = L = diag(104), las estimaciones a posteriori de los parámetros, las desviaciones
estándares y los intervalos de credibilidad del 95% se presentan en la Tabla 2.2. Los resul-
tados de la simulación muestran la buena ejecucion del método Bayesiano. Los parámetros
estimados están cerca de los valores verdaderos para todos los parámetros y los intervalos
de credibilidad no incluyen el cero.
Nuevamente, se probaron las convergencias de las cadenas a posteriori (ver Figura 2.3)
utilizando el paquete coda (Plummer et al., 2006) del software R (R Core Team, 2017).
En todos los casos, las cadenas pasaron las tres pruebas de convergencia: el diagnóstico de
Gelman y Rubin (Gelman & Rubin, 1992), Geweke (Geweke et al., 1991), y Heidelberg y
Welch’s diagnostic (Heidelberger & Welch, 1981; Heidelberger & Welch, 1983). Las gráficas
de historia y autocorrelación realizadas sugieren que la cadena para cada parámetro es
estacionaria y no está correlacionada.
De igual forma que en la Simulación 1, el ejercicio se repitió 100 veces bajo las mismas
condiciones: el mismo modelo, las mismas distribuciones a priori y los mismos valores
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iniciales. Aśı, con el método Bayesiano propuesto, obtuvimos 100 estimaciones de los
parámetros de regresión del modelo. Se obtuvieron las diferencias entre los valores verda-
deros de los parámetros y sus estimaciones, realizando diferentes diagramas de caja de sus
diferencias (errores): b0 = β0− β̂0, b1 = β1− β̂1, b2 = β2− β̂2, g0 = γ0− γ̂0, g1 = γ1− γ̂1, g2 =
γ2 − γ̂2, d0 = δ − δ̂, obteniendo similares resultados a los presentados en la Simulación 1.
Parámetro Inferencia a posteriori - Simulación 2
Real Media Desviación estándar 95%IC
β1 5.000 5.015 0.157×10−2 (4.66, 5.29)
β2 0.500 0.470 0.025×10−5 (0.42, 0.52)
β3 3.100 3.117 0.009×10−4 (3.09, 3.13)
γ1 -0.700 -0.692 0.461×10−1 (-1.97, -0.07)
γ2 0.300 0.289 0.093×10−3 (0.12, 0.47)
γ3 -0.080 -0.080 0.002×10−2 (-0.11, -0.04)
λ1 2.000 1.725 0.168×10−1 (1.40, 2.06)
λ2 0.400 0.415 0.019×10−1 (0.37, 0.44)
λ3 -0.100 -0.078 0.011×10−1 (-0.10, -0.06)
Tabla 2.2. Verdaderos valores de los parámetros, estimaciones, desviaciones estándares e inter-
valos de credibilidad del 95% (IC).
2.6. Aplicaciones
En esta Sección presentamos algunos ejemplos donde aplicamos el método Bayesiano
propuesto. Todos los modelos fueron ajustados considerando que a los parámetros se asig-
naron distribuciones normales a priori con media cero y varianza del orden de 104.
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Tabla 2.3. Estimaciones de los parámetros de los atletas australianos con el paquete sn y con el
método Bayesiano
Parametro Estimación MV Estimación Bayesiana
β0 2.737 (0.337) 2.675 (0.186)
β1 0.035 (0.020) 0.036 (0.010)
β2 0.009 (0.004) 0.009 (0.000)
σ 0.579 (0.029) 0.580 (0.002)
δ -0.174 (0.180) -0.212 (0.033)
2.6.1. Atletas australianos
Con el fin de examinar el comportamiento del método Bayesiano, consideramos el
ejemplo del paquete sn (Azzalini, 2011) en el software R, sobre los datos del Instituto de
deporte australiano. Este conjunto de datos contiene información sobre variables biomédi-
cas: concentración de ferritina plasmática (Fe) (variable de respuesta), ı́ndice de masa
corporal (IMC) y masa corporal magra (LBM) (variables explicativas) de 202 atletas (102
hombres y 100 mujeres). Estos datos fueron analizados inicialmente por Cook & Weisberg
(1994). Azzalini en su paquete sn, y Azzalini & Capitanio (1999) ajustaron un modelo de
regresión normal sesgada a estos datos, asumiendo el siguiente modelo de regresión:
log(Fe) = β0 + β1BMI + β2LBM + ε
donde ε ∼ SN1(0, σ2, δ). Las estimaciones de los parámetros, junto con sus desviacio-
nes estándares, obtenidas tanto en el paquete sn como con el método Bayesiano pueden
observarse en la Tabla (2.3).
Podemos notar que los resultados utilizando el método Bayesiano Cepeda-Gamerman
son muy similares a los obtenidos con el paquete sn, mostrando el buen desempeño del
método Bayesiano. Las cadenas a posteriori (Figura 2.4) muestran un peŕıodo de transición
muy pequeño. Los resultados de las pruebas de Gelman y Rubin, Geweke, Heidelberger y
Welch indican la convergencia de las cadenas para todos los parámetros de regresión.
2.6.2. Datos de los árboles de cerezos
En esta Sección, reanalizamos los muy conocidos datos de los árboles de cerezos, to-
mados de Minitab Student Handbook de Ryan et al. (1976), y analizados previamente
por Aitkinson (1982), Aitkin (1987), McCullagh & Nelder (1992) y Cepeda & Gamerman
(2000). El conjunto de datos de árboles de cerezo contiene información sobre el volumen
de madera utilizable V (variable respuesta), el diámetro (D) y la altura (H) (variables
explicativas) de una muestra de 31 cerezos negros. El diámetro se encuentra medido en
pulgadas, la altura está medida en pies y el volumen se encuentra medido en pies cúbicos.
El modelo ajustado por Aitkin (1987) y Cepeda & Gamerman (2000) fue:
V
1/3
i = β0 + β1Hi + β2Di + εi, log(σ
2
i ) = γ0 + γ1Di + γ2Hi
εi ∼ N(0, σ2i ). Las estimaciones de los parámetros informadas en estos estudios se encuen-
tran en la Tabla 2.4.
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Tabla 2.4. Datos de los árboles de cerezo - parámetros estimados por Aitkin (1987) y Cepeda-
Gamerman (2001)
Parámetro Aitkin Cepeda-Gamerman
β0 -0.0990 (—–) -0.0120 (0.171)
β1 0.0149 (0.0021) 0.0134 (0.0027)
β2 0.1500 (0.0049) 0.152 (0.0007)
γ0 -13.9800 (—–) -8.591 (3.082)
γ1 0.109 (0.047) 0.042 (0.044)
γ2 0.032 (0.097) 0.041 (0.117)
Tabla 2.5. Estimaciones a posteriori de los parámetros de los datos árboles de cerezo - Método
Bayesiano Cepeda-Gamerman
Parámetro Estimación Desviación estándar Int. Cred. 95%
β0 -5.30 3.20 (-14.08, 3.45)
β1 0.32 0.06 (0.18, 0.42)
β2 -2.95 0.85 (-4.46, -0.87)
β3 0.27 0.16 (0.17, 0.33)
γ0 -8.55 3.20 (-15.67, -1.39)
γ1 0.10 0.05 (0.07, 0.20)
γ2 0.21 0.08 (0.03, 0.43)
δ 0.97 0.09 (0.12, 3.46)
Para este conjunto de datos de cerezos, ajustamos un modelo de regresión normal
sesgado de Azzalini, aplicando el método Bayesiano Cepeda-Gemerman, donde
Vi = β0 + β1Hi + β2Di + β3D
2
i + εi, log(σ
2
i ) = γ0 + γ1Hi + γ2Di
εi ∼ SN1(0, σ2i , δ). Asumiendo distribuciones normales a priori independientes
N(0, 104I), para todos los parámetros de regresión, las estimaciones a posteriori, las
desviaciones estándares y los intervalos de credibilidad del 95% obtenidos, se encuentran
en la Tabla 2.5. Estas estimaciones se obtuvieron a partir de una muestra a posterior de
5000 iteraciones sin quemar ninguna porción de la cadena.
Debido a que no pod́ıamos realizar una comparación directa de los modelos, a través
de los criterios de información como el BIC o DIC, utilizamos los errores porcentuales ab-
solutos medios (mean absolute percentage errors, MAPE). Aunque estos errores son muy
similares (Aitkin (1987) = 6.19%, Cepeda & Gamerman (2000) = 6.7%, Método Baye-
siano Cepeda-Gamerman = 6.20%) utilizando el método Bayesiano Cepeda-Gamerman
sin transformar la variable de respuesta, se pueden realizar interpretaciones directas de los
parámetros de regresión. Además, el valor de la asimetŕıa encontrada justifica el uso del
método aplicado.
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2.6.3. Desplazamiento forzado en Colombia
El desplazamiento forzado es un gran problema en el mundo y particularmente en Co-
lombia. Según las mediciones de la ONU, a fines de 2015, 40.8 millones de personas fueron
desplazadas debido a conflictos armados internos, el 53% de ellos en Siria, Colombia, Irak,
Sudán y Yemen (UNCHR2016). Según este informe Colombia es el páıs latinoamericano
con el peor desplazamiento interno forzado y el segundo peor a nivel mundial.
Existen múltiples estudios en los cuales los efectos de diferentes variables sociales,
económicas, poĺıticas y de violencia han sido analizadas para explicar el fenómeno del
desplazamiento. Por ejemplo, Pérez Murcia (2001) se basó en variables de ataques terro-
ristas, presencia de grupos paramilitares, participación poĺıtica, entre otros, para explicar
el desplazamiento forzado interno en Colombia. Ibáñez & Querub́ın (2004) utilizó variables
como la tasa de homicidios, porcentaje de hogares con necesidades básicas insatisfechas,
gasto del gobierno en orden público, salud y educación, entre otros, para explicar el mis-
mo fenomeno. Ibáñez Londoño (2008) utilizó variables de desempeño fiscal, transferencias
del gobierno nacional y necesidades básicas insatisfechas junto con variables de ataques
terroristas para el mismo propósito.
Nosotros tomamos como variables de violencia: la tasa de homicidios (H2013) y el
número de acciones unilaterales por cualquier grupo armado (AU2010). Para las varia-
bles de desarrollo, consideramos: tasa de mortalidad infantil (MI2011), tasa de pobreza
(UBN2005), presencia institucional local y presencia institucional nacional (T2012) (ver
Table 2.6), in 637 municipios colombianos.
Inicialmente, asumimos un modelo de regresión normal sesgado de Azzalini con loca-
lización y escala dadas por:
µi = β0 + β1HC2013i + β2H2013i + β3MI2011i + β4UBN2005i + β5T2012i + β6AU2010i
log(σ2i ) = γ0 + γ1HC2013i + γ2H2013i + γ3MI2011i + γ5UBN2005i + γ5T2012i + γ6AU2010i
y sesgo constante. Desde este modelo y aplicando un proceso de eliminación de variables,
concluimos, utilizando un criterio DIC, que el modelo final incluye las variables HC2013,
H2013, MI2011 y UBN2005 en la estructura de la localización; las variables HC2013,
H2013, MI2011 y UBN2005 en la estructura de la escala, y sesgo constante. Para este
modelo, el valor DIC = 1306. Los parámetros estimados, las desviaciones estándares y los
intervalos de credibilidad del 95% obtenidos, podemos observarlos en la Tabla 2.7. Estas
estimaciones se obtuvieron de una muestra a posteriori de 5000 iteraciones. Las cadenas
exhiben buen comportamiento, proporcionando una fuerte indicación de estacionariedad.
Los resultados muestran que un aumento en 10 hectáreas de cultivo de coca en un
municipio aumenta el número de personas desplazadas en alrededor de dos por cada cien
mil habitantes. Del mismo modo, el efecto de la tasa de homicidios en el desplazamiento es
casi uno a uno, ya que el aumento de un homicidio por cada cien mil habitantes aumenta
la tasa de desplazamiento en uno.
Sin embargo, son las variables sociales las que tienen el mayor efecto sobre la tasa de
desplazamiento. Primero, la mortalidad infantil es la variable con mayor efecto, ya que su
variación positiva se refleja en un aumento de aproximadamente 3 en la tasa de desplaza-
miento forzado. Finalmente, el porcentaje de hogares con necesidades básicas insatisfechas
también tiene un fuerte efecto en el desplazamiento, ya que con un aumento del 1% en los
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Tabla 2.6. Variables de violencia y variables económicas
Variable Explicación Fuente
HC2013 Número de hectáreas de coca plantadas en 2013 UN
H2013 Tasa de homicidios en 2013 por 100000 habitantes PONAL
MI2011 Tasa de mortalidad en 2011 DANE
UBN2005 Necesidades básicas insatisfechas (UBN) en 2005. DANE
T2012 Dinero enviado por el gobierno central a los municipios, DNP
para invertir en salud y agua potable.
AU2010 Número de actos violentos cometidos independientemente UN y DIJIN
de los factores que los cometen
TD Tasa de desplazamiento forzado (variable respuesta) Calculada internamente
Tabla 2.7. Parámetros estimados para el desplazamiento forzado por el método Bayesiano
Cepeda-Gamerman
Parámetro Estimación Desviación estándar Int. Cred. 95%
β0 -61.7103 1.2978 (-62.323,-60.994)
β1 0.2834 0.0012 (0.271, 0.293)
β2 1.1894 0.0055 (1.005, 1.348)
β3 3.9184 0.0573 (2.885, 4.015)
β4 1.8626 0.0129 (1.775, 1.915)
σ0 2.0211 0.4637 (1.769, 3.598)
σ1 0.0037 0.0003 (0.001, 0.004)
σ2 0.0372 0.0014 (0.030, 0.041)
σ3 0.0046 0.0011 (0.002, 0.007)
σ4 0.0364 0.0017 (0.033, 0.039)
δ 1.2801 0.5591 (0.413, 2.606)
hogares con esta condición, la tasa de desplazamiento aumenta en aproximadamente dos
personas por cada cien mil habitantes.
En términos de la varianza, la tasa de homicidios causa la mayor probabilidad de
observar una mayor variabilidad en el desplazamiento (con un efecto cercano al 4% de
la probabilidad de un incremento en la varianza), seguida por la mortalidad infantil (que
aumenta esta probabilidad en algo más del 3%). Por otro lado, la superficie cultivada
con coca y la mortalidad infantil tienen un efecto de aproximadamente 0.3% sobre la
probabilidad de aumento en la varianza.
2.7. Conclusiones
En este Caṕıtulo se propusieron modelos de regresión normales sesgados Bayesianos,
cuyos errores siguen distribuciones normales sesgadas de Azzalini o de Sahu, modelan-
do conjuntamente la localización, la escala y el sesgo utilizando el método Bayesiano
Cepeda-Gamerman para obtener inferencias a posteriori de los parámetros. Los estudios
de simulación realizados indican un buen desempeño del método Bayesiano propuesto,
mostrando pocas diferencias entre los valores reales y las estimaciones de los parámetros.
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Para todos los modelos, se generaron varias cadenas asumiendo diferentes conjuntos de
valores iniciales. Los resultados indicaron que las cadenas, después de un pequeño peŕıodo
de transición, exhiben el mismo comportamiento, lo que muestra que no hay evidencia
para rechazar la convergencia.
Los diagramas de caja obtenidos en los estudios de simulación, muestran que las esti-
maciones son cercanas a los valores reales para todos los parámetros y que los promedios
de los parámetros parecen concordar con los valores de los parámetros verdaderos, con un
pequeño rango intercuart́ılico y pocos valores at́ıpicos.
Los ejemplos presentados obtuvieron resultados similares a aquellos con los que fueron
comparados. Adicionalmente, la aplicación realizada con los datos de desplazamiento for-
zado en Colombia permitieron obtener información que permite el entendimiento de los
factores que afectan a este fenómeno.
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2.9. Construcción de las variables de trabajo
En esta Sección, aplicamos el método Bayesiano definido en Cepeda & Gamerman
(2000), Cepeda (2001) y Cepeda & Gamerman (2005) para construir las funciones kernels
de transición utilizando modelos observacionales de trabajo definidos por medio de la
aproximación de Taylor de primer orden de f , g y h.
2.9.1. Método Bayesiano para ajustar modelos de regresión normal ses-
gados de Azzalini










con f, g y h funciones diferenciables; y τi = δi/(1 + δ
2
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0.5, aplicando el método Bayesiano
Cepeda-Gamerman, debemos construir variables de trabajo para aproximar f(.), g(.) and
h(.) alrededor de los valores actuales de µi, σ
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(c)), donde β(c), γ(c) y
λ(c) son los valores actuales de β, γ y λ, respectivamente.
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2.9.1.1. Kernel de transición qβ
Sea ti = Yi−k, con k =
√
2
πσiτi. Dado que E(Yi) = µi, y f es una función diferenciable,
la aproximación de Taylor de primer orden de f(.) alrededor de µi es:
f(ti) ≈ f [µi] + f ′[µi][ti − E(ti)] = Ỹi
Esta nueva variable tiene E(Ỹi) = x
′
iβ y Var(Ỹi) = [f
′(µi)]
2Var(Yi). Si f es la función
idéntica tenemos:




















.Aśı, dado que β tiene distribución normal a priori, β ∼ N(b, B), la función kernel
de transición qβ, obtenida por la combinación del modelo de trabajo observacional y la




b∗ = B∗(B−1b + X′Σ−1Ỹ )
B∗ = (B−1 + X′Σ−1X)−1
con Σ una matriz diagonal con entradas (σ2i )
(c)(1 − (2/π)(τ2i )(c)), i = 1, . . . , n y Ỹ =
(Ỹ1, . . . , Ỹn).
2.9.1.2. Kernel de transición qγ
Asumiendo ti = (Yi − µ(c)i )2, tenemos que ti ∼ σ2i χ21, con E(ti) = σ2i y Var(ti) = 2σ4i .
Esta variable aleatoria ti se encuentra relacionada con el parámetro de regresión γ a través
de g[E(ti)] = z
′
iγ, E(ti) = g
−1(z′iγ). Dado que g debe ser una función diferenciable, la
aproximación de Taylor de primer orden alrededor de E(ti) = Var(Yi) es:
g(ti) ≈ g[E(ti)] + g′[E(ti)][ti − E(ti)] = Ỹi.
De esta manera, si β(c) y γ(c) son los valores actuales de β y γ, respectivamente, la






con varianza de trabajo asociada
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Var(Ỹi) = Var(g[E(ti)] + g
′[E(ti)][ti − E(ti)])
= {g′[E(ti)]}2V ar(ti)

















Por lo tanto, la función kernel de transición para γ, obtenida de la combinación del modelo




g∗ = G∗(G−1g + 2−1Z′Ỹ )
G∗ = (G−1 + 2−1Z′Z)−1
2.9.1.3. Kernel de transición qλ
Para construir la función kernel de transición para los parámetros de regresión del



































i son los valores actuales de βi, γi y λi. Dado que h
es una función diferenciable, la aproximación de Taylor de primer orden alrededor de una
vecindad de τi es:
h(ti) ≈ h[E(ti)] + h′[E(ti)][ti − E(ti)] = Ỹi
con varianza dada por Var[Ỹi] = [h
′[E(ti)
2V ar(ti).Si h es la función idéntica, la variable
de trabajo es:











La varianza de trabajo está dada por (2.10), con τi = τ
(c)
i . De esta manera, la función
kernel de transición para λ, obtenida por la combinación de la distribución a priori de λ




l∗ = L∗(L−1l + W ′Ψ−1Ŷ )
L∗ = (L−1 + W ′Ψ−1W )−1)
donde Ψ es una matriz diagonal con entradas (π/2)(1 − (2/π)(τ2i )(c)), i = 1, . . . , n.
2.9.2. Método Bayesiano para ajustar modelos de regresión normal ses-
gados de Sahu










usando el método Bayesiano Cepeda-Gamerman, necesitamos construir variables de tra-
bajo para aproximar f(.), g(.) y h(.) alrededor de los valores actuales de µi, σ
2
i y δi, fijadas








2.9.2.1. Kernel de transición qβ
Dado que E(ti) = µi + k, con k =
√
2
π δi y que f es una función diferenciable, la
aproximación de Taylor de primer orden de f(.), alrededor de una vecindad de µi es:
f(ti) ≈ f [µi] + f ′[µi][ti −E(ti)] = Ỹi.
Esta nueva variables aleatoria tiene E(Ỹi) = x
′
iβ y V ar(Ỹi) = [f
′(µi)]
2V ar(Yi). Si f la
función idéntica, obtenemos:







con E(Ỹi) = µi y varianza
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Aśı, dado que β tiene distribución normal a priori, β ∼ N(b, B) y el modelo de trabajo
observacional es Ỹi ∼ N(x′iβ, V ar(Ỹi)), la función kernel de transición qβ, obtenida por




b∗ = B∗(B−1b + X′Σ−1Ỹ )
B∗ = (B−1 +X′Σ−1X)−1
donde Σ es una matriz diagonal con entradas (σ2i )
(c) +(1− (2/π))(δ2i )(c), i = 1, . . . , n y Ỹ
es un vector con componentes Ỹi.
2.9.2.2. Kernel de transición qγ
Para obtener muestras a posteriori de γ, usando el método Bayesiano Cepeda-






que (Yi − µi)2 ∼ (σ2i + δ2i )χ21 (Sahu et al.(2003)), estableciendo ti = (Yi − µi)2 − δ2i y con
g = log, la variable de trabajo Ỹi obtenida por la aproximacion de Taylor de primer orden























De esta manera, la función kernel de transición qγ para γ, definida a través de la combi-




g∗ = G∗(G−1g +Z′ΩỸ )
G∗ = (G−1 +Z′Ω)−1Z)−1









4, i = 1, . . . , n y
Ỹ = (Ỹ1, . . . , Ỹn), i = 1, . . . , n.
2.9.2.3. Kernel de transición qλ
Para construir la función kernel de transición para los parámetros de regresión del
sesgo, necesitamos definir una variable ti tal que E(ti) = δi. Una posible variable aleatoria
es:





Para esta variable, E(ti) = δi y V ar(ti) =
π







i son los valores actuales de βi, γi y λi y dado que h es una función diferenciable, la
aproximación de Taylor de primer orden de h(.) alrededor de alguna vecindad de δi es:
h(ti) ≈ h[E(ti)] + h′[E(ti)][ti − E(ti)] = Ỹi
con varianza de trabajo V ar[Ỹi] = [h
′[E(ti)
2V ar(ti).Si h es la función idéntica, la variable











2 + (1− (2/π))(δ(c)i )2
2/π
.
De esta manera, la función kernel de transición qλ para λ, obtenida de la combinación
de la distribución apriori de λ con el modelo de trabajo observacional con el modelo de




l∗ = L∗(L−1l + W ′Ψ−1Ŷ )
L∗ = (L−1 + W ′Ψ−1W )−1)
donde Ψ es una matriz diagonal con entradas (π/2)(σ
(c)
i )
2+(1− (2/π)(δ2i )(c)), i = 1, . . . , n
y Ỹ = (Ỹ1, . . . , Ỹn).
2.9.3. Algoritmo
En resumen, presentamos el algoritmo para obtener muestras a posteriori. Los ker-
nels de transición qβ, qγ y qλ se utilizan según el modelo de regresión normal sesgado
seleccionado.
1. Comenzar un contador de iteraciones j = 1
2. Asignar valores iniciales: β(0), γ(0) y λ(0).
3. Proponer un nuevo valor βnuevo para β generado de qβ.
4. Calcular la probabilidad de aceptación α(β(j−1), βnuevo). Si el movimiento es acep-
tado, entonces β(j) = βnuevo. Si no es aceptado, entonces β
(j) = β(j−1).
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5. Proponer un nuevo valor γnuevo para γ generado de qγ .
6. Calcular la probabilidad de aceptación α(γ(j−1), γnuevo). Si el movimiento es acep-
tado, entonces γ(j) = γnuevo. Si no es aceptado, entonces γ
(j) = γ(j−1).
7. Proponer un nuevo valor λnuevo para λ, generado de qλ.
8. Calcular la probabilidad de aceptación α(λ(j−1), λnuevo). Si el movimiento es acep-
tado, entonces λ(j) = λnuevo. Si no es aceptado, entonces λ
(j) = λ(j−1).
9. Aumentar el contador: de j a j + 1 e ir al paso 3 hasta lograr convergencia.
CAPÍTULO 3
Modelos lineales de antedependencia NS para
datos longitudinales
3.1. Introducción
En años recientes, la modelación conjunta de la media y la matriz de covarianzas
en datos longitudinales continuos con errores normales multivariados, por medio de la
factorización de la matriz de precisión (inversa de la matriz de covarianzas) propuesta por
Macchiavelli & Arnold (1994) y Macchiavelli & Moser (1997), y aplicada por primera vez
en el aḿbito de los datos longitudinales por Pourahmadi (1999), con metodoloǵıa clásica,
a través de los modelos de antedependencia, ha sido utilizado ampliamente por múltiples
autores utilizando metodoloǵıa Bayesiana (Cepeda, 2001; Cepeda & Gamerman, 2005;
Cepeda-Cuervo & Núnez-Antón, 2007; Cepeda-Cuervo & Núñez Antón, 2009).
Estos modelos tienen las siguientes ventajas: facilidades computaciones para la estima-
ción de los parámetros y la de no tener que imponer muchas restricciones sobre ellos. Sin
embargo, ellos presentan algunas debilidades. Por ejemplo, el supuesto de la normalidad
multivariada de los errores puede ser cuestionable en muchas situaciones prácticas cuando
se tienen datos at́ıpicos, cuando los datos exhiben colas pasadas o cuando se evidencia en
los datos un alto comportamiento asimétrico (Lin & Wang, 2009). En el caso de tener un
comportamiento asimétrico en los datos, la distribución normal sesgada ha mostrado ser
muy eficiente en el tratamiento del sesgo presente (Azzalini & Dalla Valle, 1996). Como ya
mencionamos anteriormente, Azzalini & Dalla Valle (1996) y Azzalini & Capitanio (1999)
extendieron la distribución normal sesgada univariada propuesta por Azzalini (1985) al ca-
so multivariado. De igual manera, Sahu et al. (2003) presentan su versión de la distribución
normal sesgada tanto univariada como multivariada.
Espećıficamente, un vector n-dimensional Y tiene distribución normal-sesgada de Az-
zalini, con vector de parámetros de localización µ = (µ1, . . . , µn)
′, sesgo δ = (δ1, . . . , δn)
′,
y matriz de covarianzas Σ, si su función de densidad está dada por:
f(y|µ,Ω, δ) = 2φn(y − µ;Ω)Φ(δ
′∆−11 (y − µ)) (3.1)
donde φn es la densidad de una distribución normal n-dimensional con vector de medias
cero y matriz de covarianzas Ω, Φ es la función de distribución de una variable aleatoria
37
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normal estándar, y ∆1 = diag(σ1, . . . , σn), con (σ1, . . . , σn)
′ el vector de parámetros de
escala, con componentes no negativos. Usaremos la notación Y ∼ SNn1(µ,Ω, δ) para
indicar que Y tiene función de densidad multivariada de Azzalini. Para esta variable
aleatoria se tiene:
E(Y ) = µ+∆1µz
y






τ , donde τ =
Ωzδ√
1 + δ′Ωzδ
, Ωz = ∆−11 Ω∆
−1





representa la matriz diagonal resultante de la ráız cuadrada positiva de los elementos de
la diagonal de una matriz definida positiva A).
De igual manera, para una transformación lineal de Y , X = A′Y , donde A es una
matriz de tamaño n × h, X tiene también distribución normal sesgada multivariada de
Azzalini (Azzalini & Capitanio, 1999):
X = A′Y ∼ SNh1(µX ,ΩX , δX ) (3.2)
donde µX = A
′µ, ΩX = A












B = ∆−11 ΩA.
Para el caso de Sahu, se dice que un vector n-dimensional Y tiene distribución normal
sesgada de Sahu, si su función de densidad está dada por:
f(y|µ,Ω, δ) = 2n|Ω + ∆22|−1/2φn[(Ω + ∆22)−1/2(y − µ)]× (3.3)








donde φn y Φn son las funciones de densidad y de distribución de una normal multivariada
n-dimensional con media 0 y covarianza una matriz identidad (In) de tamaño n; µ y δ
son los vectores n-dimensional de parámetros de localización y sesgo, respectivamente
con δ = (δ1, . . . , δn)
′ y ∆2 = diag(δ1, . . . , δn). Usaremos la notación Y ∼ SNn2(µ,Ω, δ)
para indicar que Y tiene función de densidad multivariada de Sahu. Para esta función de
densidad se tiene:














Un atractivo que tiene (3.3) es el hecho de tener marginales independientes cuando
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Aśı como en la distribución multivariada de Azzalini, una transformación lineal de Y ,
X = A′Y , donde A es una matriz de tamaño n×h, X tiene también distribución normal
sesgada multivariada de Sahu (Sahu et al., 2003):
X = A′Y ∼ SNh2(µX ,ΩX , δX ) (3.4)
donde µX = A
′µ, ΩX = A
′ΩA y δX = ∆2A
′.
Al igual que las distribuciones normales multivariadas, las distribuciones normal-
sesgadas multivariadas tienen una propiedad de consistencia o encerramiento para las
distribuciones marginales, es decir, que cualquier distribución marginal del vector Y
también tiene distribución normal sesgada. Para el caso de Azzalini, supongamos que
Y ∼ SNn1(µ,Ω, δ) está particionada como Y t = (Y t1 , Y t2 ), donde los componentes de Y1
y Y2 son de dimensiones k y n−k respectivamente (Azzalini & Capitanio, 1999). Notando






















la distribución marginal de Y1 es:















22 y Ω22.1 = Ω22 − Ω21Ω21Ω
−1
11 Ω12. De esta manera, cada













Ω̃ = Ωz{1:i−1}{i+1:n},i −Ωz{1:i−1}{i+1:n},iΩz{1:i−1}{i+1:n}, i = 1, . . . , n;
donde la notación Ai, {j : k}{l : m} hace referencia a una sub-matriz de la matriz A, que
contiene la fila i y las columnas: de la j a la k y de la l a la m.
Azzalini & Capitanio (1999) mostraron que la función de densidad condicional de Y2
dado Y1 = y1 es






22 (y2 − µ
c
2) + x̄0)/Φ(x0),
con x0 = δ̄1
′






11 (y1 − µ1).
Al igual que las distribuciones normales multivariadas, algunas propiedades matemáti-
cas y estad́ısticas de la distribución normal-sesgada de Azzalini son bastante atractivas;
por ejemplo, Azzalini & Capitanio (1999) establecen una condición necesaria y suficiente
para que variables normales-sesgadas multivariadas sean independientes. Por la propiedad
de encerramiento de las marginales y la definición de antedependencia, es conceptualmente
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factible extender las condiciones para la independencia a las condiciones de antedependen-
cia (o independencia condicional) entre las variables (Chang, 2013).
Supongamos, ahora, que Y ∼ SNn2(µ,Ω, δ) está particionada como Y t = (Y t1 , Y t2 ),
con los componentes de Y1 y Y2 de dimensiones k y n − k respectivamente, con las
particiones de Ω, µ y δ como las establecidas en el caso anterior. La distribución marginal
de Y1 es:
Y1 ∼ SNk2(µ1,Ω11, δ1)
Se puede notar que en este caso (como se mencionó anteriormente), la distribución marginal
anterior tiene la forma de (3.3). Por lo tanto, la coherencia con respecto a la marginalización
se conserva (Sahu et al., 2003). La densidad condicional de cualquier subconjunto de
variables puede obtenerse, entonces, de la densidad conjunta y las marginales mencionadas.
En este caṕıtulo, se propone la modelación conjunta de los parámetros de localización,
escala, coeficientes autorregresivos y sesgo, asumiendo distribuciones normal sesgada de
Azzalini y de Sahu, a través de modelos de antedependencia para datos longitudinales.
Esto es, asumimos datos longitudinales Yi = (Yi1, . . . , Yin) i = 1, . . . , n donde Yi ∼ SNn1
o Yi ∼ SNn2.
Este caṕıtulo se encuentra organizado de la siguiente manera: En la sección 2 presen-
tamos el modelo general lineal de antedepedencia normal sesgado para un individuo dado,
con n observaciones. En la sección 3 extendemos el modelo general presentado en la sección
2, considerando múltiples unidades. En la sección 4 presentamos la propuesta Bayesiana,
basada en el método Cepeda-Gamerman, para el algoritmo MCMC con el fin de realizar
inferencias sobre el modelo. En la sección 5, con el fin de observar el comportamiento
del método propuesto realizamos dos estudios de simulación. Finalmente, en la sección 6,
presentamos los resultados del análisis del total de las exportaciones de bienes y servicios
realizadas por varios páıses durante el peŕıodo 2002 a 2016.
3.2. El modelo general
Siguiendo Pourahmadi (1999), Cepeda (2001) y Cepeda & Gamerman (2005), consi-
deremos el siguiente modelo de antedependencia (Gabriel, 1962; Zimmerman & Núñez-
Antón, 1997; Zimmerman & Núñez Antón, 2009) para un individuo dado, con n observa-
ciones:
Yi − E(Yi) =
i−1∑
j=1
φij(Yj − E(Yj)) + νi, i = 1, . . . , n (3.5)




i , σi, δ
∗
i ) o νi ∼ SN2(µ∗i = −
√
2/πδ∗i , σi, δ
∗
i ), mutua-






; E(Yi) = µi − Ki, donde la estructura de Ki
depende de la distribución asumida por los νi. Adicionalmente, asumimos por notación
que:
∑0
j=1 φij(Yj − E(Yj)) = 0. Los valores φij son denominados los coeficientes auto-
regresivos del modelo. En cualquier caso, f1(µi) = x
′
iβ es una función lineal del vector de
parámetros β, y xi es el vector de las variables explicativas de la i-ésima observación. La














2. En cualquier caso, establecemos una matriz diagonal D de
tamaño n× n, la cual contiene las varianzas de los νi.
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Si escribimos (3.5) en forma matricial, obtenemos
ν = T (Y − E(Y )), ν ∼ SN(µ∗,Ω, δ) (3.6)
donde ν = (ν1, . . . , νn)
′, E(Y ) = (E(Y1), . . . , E(Yn))





1, si j = i
−φij, si j < i
0, en otro caso;







de la distribución de los νi, δ es un vector de tamaño n con componentes δi, con las
especificaciones mencionadas en la sección anterior, de acuerdo a la distribución de Azzalini
o Sahu asumida por los νi; y Ω es una matriz de covarianzas. En cualquier caso:
Var(ν) = D = TVar(Y − E(Y ))T′ = TVar(Y )T ′ = TΣT ′ (3.7)
donde D y Var(Y ) = Σ están expresadas de acuerdo a la distribución de Azzalini o Sahu
asumida por ν.
Como una consecuencia de (3.5) y (3.7), Σ puede ser obtenida indirectamente, hallando
D y T. Dado que esta descomposición triangular es única, se garantiza queΣ es una matriz
definida positiva (Macchiavelli & Arnold, 1994).
Aśı, de (3.6), reescribiendo (3.5) obtenemos:
Ỹ = (In − T )Ỹ + ν, (3.8)
donde Ỹ = Y − E(Y ) e In es una matriz idéntica de tamaño n.
Asumiendo ahora, que hay un vector de variables explicativas con r componentes,




ijλ, 1 ≤ j < i ≤ n, (3.9)
donde λ = (λ1, λ2, . . . , λr)
′ es un vector de parámetros de tal manera que φij =∑r
l=1wij,lλl. La matriz In −T puede expresarse como la combinación lineal:
In − T = λ1W1 + λ2W2 + . . . λrWr, (3.10)
donde Wl = (wij,l), l = 1, . . . , r, son matrices de tamaño n×n tales que wij,l = 0, si i ≤ j,
y wij,l = 1, si i > j, y l = 1 para permitir intercepto en el modelo de la covarianza.
Como una consecuencia de (3.8) y (3.10), el modelo (3.5) puede ser expresado de la
forma:
Ỹ = λ1W1Ỹ + λ2W2Ỹ + . . .+ λrWrỸ + ν
= λ1V1 + λ2V 2+ . . .+ λrVr + ν
= V λ+ ν, (3.11)
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donde ν ∼ SN(µ∗,Ω, δ) (donde las especificaciones para los parámetros son las menciona-
das en la sección anterior dependiendo de la distribución multivariada de Azzalini o Sahu)
y V = (V1,V2, . . . ,Vr), con Vl = WlỸ , para l = 1, . . . , r. Podemos notar que para valores
fijos de β, se obtiene el modelo Ỹ ∼ SN(µ∗ + V λ,Ω, δ) (donde nuevamente las especi-
ficaciones para los parámetros son las mencionadas en la sección anterior dependiendo de
la distribución multivariada de Azzalini o Sahu asumida por ν).
Dado que φij se puede modelar como en (3.9), para obtener una estructura mas par-
simoniosa, σ2i y δi pueden modelarse con estructuras de regresión, como:
f2(σ
2
i ) = z
′




iα, i = 1, . . . , n (3.13)
donde γ = (γ1, . . . , γs)
′ y α = (α1, . . . , αk)
′ son los vectores de parámetros de escala y
sesgo, respectivamente; y zi = (zi1, . . . , zis) y ui = (ui1, . . . , uik) son los vectores de las
variables explicativas de la escala y el sesgo, respectivamente.
Podemos resumir el modelo completo para la localización µ, el sesgo δ, y los compo-





i ) = z
′
iγ, f3(φij) = w
′
ijλ, y f4(δi) = u
′
iα (3.14)
para funciones apropiadas f1, f2, f3 y f4.
3.3. Extensión del modelo general a múltiples sujetos o uni-
dades
En la sección anterior, consideramos una sola serie de observaciones Y = (Y1, . . . , Yn)
′.
En particular, en un conjunto de datos longitudinales, en lugar de tener una sola serie de
observaciones, tenemos algunas series de tiempo, relativamente cortas e independientes,
asociadas a cada sujeto o unidad experimental. Expĺıcitamente, consideremos m vecto-
res aleatorios independientes Yi = (Yi1, . . . , Yini)
′, i = 1, . . . ,m, normal sesgados, con la




i Ti, como se indicó en la sección ante-
rior (es decir, νi = Ti(Yi − E(Yi)), con νi = (νi1, . . . , νini)′, νi ∼ SNn1(µ∗i ,Ωi, δi) o
νi ∼ SNn2(µ∗i ,Ωi, δi), donde µ∗i = (µ∗i1, . . . , µ∗ini)
′, Var(νi)= Di y δi = (δi1, . . . , δini)
′ ).
Esto es, tenemos que:
Y = (Y1, . . . , Ym)
′
con Y ∼ SNn1(µY ,ΩY , δY ) o Y ∼ SNn2(µY ,ΩY , δY ), donde µY = (µ′1, . . . , µ′m)′,
δY = (δ
′
1, . . . , δ
′
m)
′, Var(Y ) = Σ = diag(Σi), i = 1, . . . ,m (donde las estructuras de los
parámetros son las consideradas en la sección introductoria del presente caṕıtulo: ecuacio-
nes (3.2) y (3.4).
Para modelar la localización, el sesgo y la matriz de covarianzas, nuevamente conside-
ramos el modelo de antedependencia:
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ν = T (Y − E(Y )),
con ν ∼ SNn1(µν ,Ων, δν) ó ν ∼ SNn2(µν ,Ων, δν), donde µν = (µ∗
′
1 , . . . , µ
∗′
m),
D =Var(ν), T =diag(Ti), D =diag(Di) y δ =diag(δi). La estructura en bloques, dia-
gonal, de T , D y Σ, en el estudio de datos longitudinales, se obtiene del supuesto de
independencia entre los Yi, i = 1, . . . ,m.
3.4. Metodoloǵıa Bayesiana
En esta sección generalizamos el método Cepeda-Gamerman para ajustar datos longi-
tudinales normales sesgados multivariados en el caso de una serie de observaciones, el cual
puede extenderse fácilmente al caso de múltiples unidades o sujetos. Uno de los principales
propósitos de la sección, consiste en proporcionar un claro esquema de muestreo, bajo el
supuesto de distribuciones normales a priori para cada uno de los parámetros de interés,
que permita a quienes utilicen el método propuesto, obtener muestras a posteriori de β,
γ, λ y α.
Como en la sección 2, asumimos que el modelo observacional Y = (Y1, . . . , Yn)
′ ∼
SNn1(µY ,ΩY , δY ) o SNn2(µY ,ΩY , δY ), con E(Y )= µ, donde µY depende de µ a través
de: µ = Xβ, y Σ y δY dependen de γ, λ y α a través de las ecuaciones (3.9), (3.12) y
(3.13), con f2, la función logaritmo; y f3 y f4, funciones idénticas. La función de verosi-
militud para el caso de Azzalini es proporcional a:




(Y − µY )











ΩY ; y para el caso de Sahu, es proporcional a:


















∆Y (ΩY + ∆
2
Y )
−1(Y − µY )
]
.
donde ∆Y = diag(δY ).
Para implementar la metodoloǵıa Bayesiana, debemos asignar una distribución a prio-
ri p(θ) para θ = (β, γ, λ, α) con el fin de obtener la distribución a posteriori. Por
simplicidad asumamos como distribución a priori θ ∼ N(θ0,Σ0). Una posibilidad pa-
ra Σ0 es considerarla como una matriz diagonal por bloques, implicando independencia
a priori entre β, γ, α y λ. En cualquier caso, las distribuciones a priori para β, γ, α y
λ están dadas por distribuciones normales notadas como N(b, B), N(g, G), N(a,A) y
N(l, L),respectivamente. Del teorema de Bayes, la distribución a posteriori para θ pode-
mos expresarla por:
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Y (Y − µY ))
en el caso de la distribución de Azzalini, y































−1(Y − µY )
]
en el caso de la distribución de Sahu. Debido a que, en ambos casos, π(β, γ, α, λ) es intra-
table anaĺıticamente, consideramos la propuesta de Cepeda (2001) de realizar un muestreo
aproximado de θ a través de las distribuciones condicionales completas de β, γ, α, λ de-
notadas como πβ, πγ , πα y πλ, respectivamente.
Dado que, estas distribuciones son intratables anaĺıticamente, estimaciones de los
parámetros son obtenidas aplicando el método Cepeda-Gamerman mencionado en el
caṕıtulo anterior, estableciendo kernels de transición qβ, qγ , qλ y qα, para proponer mues-
tras de la distribución a posteriori de los parámetros, utilizando el algoritmo Metropolis-
Hastings.
Para obtener los kernels de transición, como mencionamos en el caṕıtulo 2, debemos
establecer variables de trabajo, que permitan aproximar transformaciones de las obser-
vaciones, alrededor de las estimaciones actuales de los parámetros (Cepeda, 2001). Estos
kernels son obtenidos mediante la combinación del modelo observacional de trabajo con
las distribuciones a priori de los parámetros.
3.4.1. Kernel de transición qβ
Si Yi ∼ SN1(µi, σi, δ∗i ), i = 1, . . . , n, definimos la variable de trabajo observacional
como









































i , dado que en ambos casos E(Y̆i) = µi. El modelo de trabajo observacional es
establecido asumiendo que Y̆i ∼ N(µi,Var(Y̆i)), i = 1, . . . , n.
Aśı, asumiendo una distribución normal a priori β ∼ N(b, B), el kernel de transición
está dado por:
qβ(β
(c), β(n)) = N(b∗, B∗)
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donde
b∗ = B∗(B−1b + X′Ξ−1Y̆ )
B∗ = (B−1 + X′Ξ−1X)−1
con Ξ una matriz diagonal con entradas Var(Y̆i) = (σ
2
i )
(c)(1−(2/π)((τ∗i )2)(c)), i = 1, . . . , n,
en el primer caso (distribución normal sesgada de Azzalini) y, Var(Y̆i) = (σ
2
i )
(c) + (1 −
(2/π)((δ∗i )
2)(c)), i = 1, . . . , n en el segundo caso (distribución normal sesgada de Sahu), y
Y̆ = (Y̆1, . . . , Y̆n).
3.4.2. Kernel de transición qγ
Para proponer muestras de la distribución a posteriori πγ , obtenemos el modelo de
trabajo observacional asumiendo que las variables de trabajo (3.17) y (3.18) tienen dis-



























Las variables de trabajo 3.17 y 3.18 fueron obtenidas a través de una aproximación de
Taylor de primer orden de f2(ti) en la vecindad de los valores actuales de σ
2
i , donde f2 es
la función logaritmo natural y ti:
ti = (Yi − µ(c)i )2 ∼ σ2i χ21
con E(ti) = σ
2
i y Var(ti) = 2σ
4
i , en el caso de la distribución normal sesgada de Azzalini
(Azzalini, 1985), y
ti = (Yi − µi)2 ∼ (σ2i + (δ∗i )2)χ21
en el caso de la distribución normal sesgada de Sahu (Sahu et al., 2003). Se puede notar,
que la variable aleatoria ti, tiene E(ti) = σ
2
i , en ambos casos; y se encuentra relacionada
con el paraḿetro de regresión γ por medio de g[E(ti)] = z
′





kernel de transición para γ está dado por:
qγ(γ
(c), γ)(n) = N(g∗, G∗)
donde
g∗ = G∗(G−1g +Z′ΥY̆ )
G∗ = (G−1 +Z′Υ)−1Z)−1










4, i = 1, . . . , n en el caso de Sahu, con Y̆ = (Y̆1, . . . , Y̆n), i = 1, . . . , n.
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3.4.3. Kernel de transición qλ
Dado que desde 3.11, Ỹ ∼ SN(µ∗ + V λ,Ω, δ), definimos las variables de trabajo
como
















si Yi ∼ SN1(µi, σi, δ∗i ), i = 1, . . . , n, y

















Aśı, asumiendo distribución a priori normal, λ ∼ N(l, L), el kernel de transición para
proponer muestras de la distribución a posteriori está dado por:
qλ(λ
(c), λ(n)) = N(l∗, L∗)
donde
l∗ = L∗(L−1l + V ′Ξ−1Y̆ )
L∗ = (L−1 + V ′Ξ−1V )−1
con Ξ una matriz diagonal con entradas (σ2i )
(c)(1−(2/π)(τ2i )∗(c)), para el caso de Azzalini,
y ,(σ2i )
(c) + (1− (2/π)(δ∗(c)i )2), i = 1, . . . , n para el caso de Sahu; con Y̆ = (Y̆1, . . . , Y̆n).
3.4.4. Kernel de transición qα
El kernel de transición para obtener muestras de la distribución a posteriori πα, lo
construimos de la combinación de la distribución a priori de α y el modelo de trabajo
observacional, obtenido asumiendo que las variables de trabajo (3.21) y (3.22) tienen





son los valores actuales de µi y σi, respectivamente. Este modelo de trabajo observacional
es establecido debido a que E(Y̆i) = δ
∗













Aśı, dado que α tiene una distribución a priori normal, α ∼ N(a,A), el kernel de
transición está dado por :
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qα(α
(c), α)(n) = N(a∗, A∗)
donde
a∗ = A∗(A−1a + U ′Ξ−1Y̆ )
A∗ = (A−1 + U ′Ξ−1U )−1
con Ξ una matriz diagonal con entradas (σ2i )
(c)(1 − (2/π)(τ∗(c)i )2)(π/2), para el caso de
Azzalini, o ,(σ2i )
(c) + (1 − (2/π)(δ∗(c)i )2)(π/2), i = 1, . . . , n para el caso de Sahu; y Y̆ =
(Y̆1, . . . , Y̆n).
3.4.5. Algoritmo utilizado
En esta sección, presentamos el algoritmo para obtener muestras a posteriori. Los
kernels de transición qβ, qγ , qλ y qα son utilizados dependiendo al modelo de Azzalini o
Sahu seleccionado.
1. Comenzar un contador de iteraciones j = 1
2. Asignar valores iniciales: β(0),γ(0),λ(0) y α(0).
3. Proponer un nuevo valor βnuevo para β generado de qβ.
4. Calcular la probabilidad de aceptación α(β(j−1), βnuevo). Si el movimiento es acep-
tado, entonces β(j) = βnuevo. Si no es aceptado, entonces β
(j) = β(j−1).
5. Proponer un nuevo valor γnuevo para γ generado de qγ .
6. Calcular la probabilidad de aceptación α(γ(j−1), γnuevo). Si el movimiento es acep-
tado, entonces γ(j) = γnuevo. Si no es aceptado, entonces γ
(j) = γ(j−1).
7. Proponer un nuevo valor λnuevo para λ, generado de qλ.
8. Calcular la probabilidad de aceptación α(λ(j−1), λnuevo). Si el movimiento es acep-
tado, entonces λ(j) = λnuevo. Si no es aceptado, entonces λ
(j) = λ(j−1).
9. Proponer un nuevo valor αnuevo para α generado de qα.
10. Calcular la probabilidad de aceptación α(α(j−1), αnuevo). Si el movimiento es acep-
tado, entonces α(j) = αnuevo. Si no es aceptado, entonces α
(j) = α(j−1).
11. Aumentar el contador: de j a j + 1 e ir al paso 3 hasta lograr convergencia.
La convergencia puede ser emṕıricamente chequeada de diferentes formas. Para más
detalles ver Gamerman (1997b). Existen diferentes maneras de visitar los bloques descritos
en el algoritmo. En este caṕıtulo, los parámetros y los cuatro vectores de coeficientes de
regresión forman bloques naturales. De esta manera, todos los bloques son visitados en
forma sucesiva.
CAPÍTULO 3. MODELOS LINEALES ANTEDEPENDIENTES NS LONGITUDINALES 48
3.5. Simulaciones
Esta sección incluye dos estudios de simulación, para mostrar la eficiencia del método
Bayesiano propuesto. En el primero, asumiendo que Yi = (Yi1, . . . , Yin) sigue una distri-
bución normal sesgada multivariada de Azzalini; y en el segundo, asumiendo que Yi sigue
una distribución normal sesgada multivariada de Sahu.
3.5.1. Simulación 1
En este estudio de simulación, se asume un modelo de Azzalini, con:
µt = 100 + 8t− 0.5t2 + 0.03t3
log(σ2t ) = 1− 0.3t+ 0.02t2
φtj = −0.35 + 0.30(t − j)− 0.2(t − j)2 + 0.02(t − j)3
τt = 0.8 + 0.2t+ 0.03t
2
con t = 1, . . . , 10, j = 1, . . . , 10, para m = 5 sujetos. Para obtener los valores de
Y = (Y1, . . . ,Y5) utilizamos la siguiente proposición (representación estocástica de valores
multivariados para SNn1): si Yi ∼ SNn1(µY ,ΩY , δY ), entonces Yi ⇒ µY +Ω1/2Y [τY |X0|+
(In − τ ′Y τY )1/2X1], donde τY =
δY√
1 + δ′Y δY
, X0 ∼ N(0, 1) y X1 ∼ Nn(0, In), X0 in-
dependiente de X1, con In una matriz idéntica de tamaño n . La notación ⇒ significa
distribuido como, y |X0| representa el valor absoluto de los componentes de X0 (Lachos
et al., 2007). Es decir, se consideraron observaciones de 5 sujetos, cada una de ellas simu-
ladas de una distribución normal sesgada multivariada de Azzalini, con localización µt,
escala σt , coeficientes autorregresivos φtj y sesgo δt, t = 1, . . . , 10, j = 1, . . . , 10, por medio
de la proposición mencionada.
Asumiendo como distribuciones a priori:
β ∼ N(b, B), γ ∼ N(g, G), λ ∼ N(l, L) y α ∼ N(a,A), (3.23)
donde b = (0, 0, 0, 0), g = (0, 0, 0), l = (0, 0, 0, 0), a = (0, 0, 0) B = diag(104), G =
diag(104), L = diag(104) y A = diag(104), se obtienen las estimaciones, desviaciones
estándares e intervalos de credibilidad del 95% reportados en la Tabla 3.1. En esta Tabla,
podemos observar que las estimaciones de los parámetros se encuentran cerca de los valores
reales, con pequeñas desviaciones estándares, mostrando el buen desempeño del método
Bayesiano propuesto para el ajuste del modelo. En el estudio de simulación se consideraron
5.000 iteraciones sin quemar ninguna porción de la cadena.
El comportamiento de las cadenas MCMC para todos los parámetros se pueden ob-
servar en la Figura 3.1. Para monitorear la convergencia de las cadenas se ejecutaron tres
diferentes pruebas de convergencia (Gelman y Rubin (Gelman & Rubin, 1992), Geweke
(Geweke et al., 1991); y Heidelberg y Welch (Heidelberger & Welch, 1981; Heidelberger
& Welch, 1983)) utilizando el paquete coda (Plummer et al., 2006), del software R (R
Core Team, 2017), las cuales proporcionaron pruebas de estacionariedad de las cadenas,
mostrando que las cadenas convergen y son estacionarias.
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Parámetro Inferencia a posteriori para la Simulación 1
Verdadero Media Desviación estándar Intervalo credibilidad 95%
β0 100.00 101.097 1.270 (97.82, 103.09)
β1 8.00 6.521 1.000 (4.73, 9.02)
β2 -0.50 -0.152 0.090 (-0.71, -0.09)
β3 0.03 0.011 0.009 (0.00, 0.05)
γ0 1.00 0.912 0.590 (0.00, 2.27)
γ1 -0.30 -0.401 0.281 (-0.50, -0.00)
γ2 0.02 0.030 0.010 (0.01, 0.06)
λ0 -0.35 -0.740 5.660 (-1.40, 1.33)
λ1 0.30 0.272 0.099 (0.00, 0.547)
λ2 -0.20 -0.156 0.070 (-0.29, -0.03)
λ3 0.02 0.015 0.007 (0.00, 0.03)
α0 0.80 0.688 0.399 (0.01, 1.68)
α1 0.20 0.280 0.930 (0.00, 0.321)
α2 0.03 0.025 0.010 (0.01, 0.07)
Tabla 3.1. Valores verdaderos de los parámetros, valor estimado de los parámetros, desviaciones
estándares e intervalos de credibilidad del 95%.
3.5.2. Simulación 2
En este estudio de simulación consideramos el mismo modelo para las estructuras de
localización, escala, sesgo, y correlaciones, establecidas en la subsección anterior; pero con-
siderando ahora que los datos longitudinales siguen una distribución normal sesgada de
Sahu. En este caso, los valores de Y = (Y1, . . . ,Y5) fueron generados utilizando la siguiente
proposición (representación estocástica de la distribución): Si Yi ∼ SNn2(µY ,ΩY , δY ), en-
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tonces Yi ⇒ ∆Y |X0|+X1, donde∆Y = diag(δY ), X0 ∼ Nn(0, In) y X1 ∼ Nn(µY ,ΩY )
y X0 independiente de X1; y |X0| es el vector de los valores absolutos de cada uno de los
componentes de X0(Baghfalaki & Ganjali, 2015).
Parámetro Inferencia a posteriori para la Simulación 1
Verdadero Media Desviación estándar Intervalo credibilidad 95%
β0 100.00 99.672 1.210 (97.22,101.59)
β1 8.00 8.453 1.092 (6.71,10.56)
β2 -0.50 -0.700 0.21 (-1.32,-0.29)
β3 0.03 0.052 0.012 (0.03,0.09)
γ0 1.00 0.621 0.390 (0.00,3.41)
γ1 -0.30 -0.200 0.281 (-0.50,0.10)
γ2 0.02 0.0145 0.021 (0.00,0.05)
λ0 -0.35 -0.350 0.040 (-0.40,-0.29)
λ1 0.30 0.291 0.12 (0.00,0.532)
λ2 -0.20 -0.214 0.041 (-0.29,-0.03)
λ3 0.02 0.022 0.006 (0.00,0.03)
α0 0.80 0.467 0.234 (0.00,1.79)
α1 0.20 0.234 0.022 (0.00,0.321)
α2 0.03 0.015 0.002 (0.00,0.07)
Tabla 3.2. Valores verdaderos de los parámetros, valor estimado de los parámetros, desviaciones
estándares e intervalos de credibilidad del 95%.
Para aplicar el método Bayesiano, se asumieron las siguientes distribuciones a priori:
β ∼ N(b, B); γ ∼ N(g,G); λ ∼ N(l, L); α ∼ N(a,A) (3.24)
donde b = (0, 0, 0, 0), g = (0, 0, 0), l = (0, 0, 0, 0), B = diag(104), G = diag(104) y
D = 104.
En la Tabla 3.2 se observan las estimaciones de los parámetros con sus respectivas
desviaciones estándares y los intervalos de credibilidad del 95%. Como se puede ver, en la
mayoŕıa de los casos, las estimaciones de los parámetros están cerca a los valores reales,
mostrando un buen comportamiento del metodo Bayesiano. Se consideraron 5.000 iteracio-
nes sin quemar ninguna porción de la cadena. El comportamiento de las cadenas MCMC
para todos los parámetros se puede observar en la Figura 3.2. Nuevamente, para monito-
rear la convergencia de las cadenas se ejecutaron las mismas tres pruebas de convergencia
efectuadas en la Simulación 1, las cuales proporcionaron pruebas de estacionariedad de las
cadenas.
3.6. Aplicación: exportaciones de bienes y servicios
En el ámbito de la economı́a, las exportaciones de un páıs se definen como el env́ıo
de productos o servicios hacia un páıs extranjero con fines comerciales. Estos env́ıos se
encuentran regulados por una serie de disposiciones legales y controles impositivos propios
de cada páıs, que actúan como marco contextual de las relaciones comerciales entre páıses
(Moreno et al., 1993).
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En los últimos años Colombia comenzó un proceso de profundización de la inter-
nacionalización de su economı́a, que busca fundamentalmente tres objetivos principales
(Durán Lima et al., 2013):
• La maximización de los beneficios del acceso preferencial de sus bienes y servicios a
los mercados mundiales.
• La atracción y promoción de las inversiones.
• Un mejor aprovechamiento de los factores productivos mediante la incorporación de
nuevas tecnoloǵıas.
Como parte de su activa poĺıtica comercial, Colombia ha suscrito un sinnúmero de
acuerdos de libre comercio, tanto con páıses dentro de la región, como con otros fuera de
ella.
En esta sección analizamos los datos de las exportaciones de bienes y servicios de
un conjunto de páıses (en millones de dólares), con considerable actividad comercial con
Colombia, a precios constantes durante los años 2002 a 2016. Como se observa en la
gráfica 3.3, los datos presentan un comportamiento sesgado, lo que justifica el uso de las
distribución normal-sesgadas. El modelo ajustado fue el siguiente:
µt = β0 + β1t+ β2t
2
log(σ2t ) = γ0 + γ1t
φtj = λ0 + λ1(t− j) + λ2(t− j)2
τt = α0 + α1t
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Figura 3.3. Exportaciones de bienes y servicios de 2012 a 2016 (millones de dólares)


















t = 1, . . . , 15, j = 1, . . . , 15, para m = 6 páıses (Canadá, Francia, India, Sudáfrica, Estados
Unidos y Colombia). Estos páıses fueron seleccionados de acuerdo a la importancia de las
importaciones de bienes y servicio con nuestro páıs. Inicialmente fue incluido China, pero
fue sacado del análisis debido a que fue considerado un dato at́ıpico.
Se consideraron diferentes estructuras polinómicas en el tiempo para todos los paráme-
tros; sin embargo, se conservó el modelo presentado debido a que no se encontraron muchas
diferencias entre ellos y también a lo parsimonioso del modelo presentado. Estos modelos
de localización, escala, coeficientes autoregresivos y sesgo, fueron ajustados considerando
distribuciones a priori normales no informativas para cada parámetro. Las medias a pos-
teriori, las desviaciones estándares y los intervalos de credibilidad del 95% encontrados
para los parámetros del modelo se pueden observar en la Tabla 3.3.
Los resultados obtenidos, con respecto a la localización, podŕıan indicarnos que al
inicio de las exportaciones de bienes y servicios de un páıs, se deben determinar los costos
de transacción y demás regulaciones establecidas, de tal manera que el efecto inmediato
o de corto plazo hace que ellas decaigan; sin embargo, una vez establecidos los canales,
las exportaciones tienden a crecer en el tiempo. Con respecto a la escala se puede ver que
a medida que el tiempo aumenta, hay mayor probabilidad de que la variabilidad en las
exportaciones se incremente; esto debido a fluctuaciones del mercado, variaciones en las
poĺıticas internas de los páıses, y otros factores tanto internos como externos que influyen
en las exportaciones. Los resultados correspondientes a los coeficientes autorregresivos,
parecen indicar que inicialmente no se tienen las respectivas confianzas en las dinámicas
de las exportaciones, pero al aumentar el tiempo, una vez establecidos los mercados y las
estrategias de exportación, es mas fácil continuar con estas actividades. Los resultados
en el sesgo nos indican que este se incrementa en el tiempo, lo que podŕıa interpretarse
como mayor facilidad de continuar con las exportaciones con los páıses con los cuales ya
se tienen los canales establecidos que abrir nuevos mercados.
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Modelo Parámetros Estimación Desv. estándar Intervalo Cred. 95%
Localización β0 6.023 0.541 (4.67, 7.19)
β1 -3.096 0.503 (-4.08, -2.07)
β2 0.549 0.100 (0.35, 0.74)
Covarianza λ0 0.234 0.931 (-1.57, 1.88)
λ1 -0.852 0.380 (-1.57, -0.01)
λ2 0.283 0.100 (0.00, 0.55)
Escala γ0 0.212 0.430 (-0.56, 1.10)
γ1 0.409 0.143 (0.14, 0.66)
Sesgo α0 -0.341 0.61 (-1.25, 1.07)
α1 0.092 0.03 (0.03, 0.13)
Tabla 3.3. Parámetros estimados exportaciones de páıses
El comportamiento de las cadenas MCMC para todos los parámetros se puede observar
en la Figura 3.4. Para monitorear su convergencia se utilizaron las pruebas de Gelman y
Rubins, la prueba de Geweke y la prueba de Heindelberg y Welch del paquete CODA de
R. Las tres pruebas mostraron que las cadenas convergen y son estacionarias.
3.7. Conclusiones
En este caṕıtulo se propuso la modelación conjunta de los parámetros de localiza-
ción, escala. coeficientes autorregresivos y sesgo, asumiendo distribuciones normal sesgada
de Azzalini y de Sahu, colocando estructuras de regresión a cada uno de los parámetros
del modelo; y desarrollamos una metodoloǵıa Bayesiana basada en el método Cepeda-
Gamerman para realizar inferencias a posteriori acerca de los parámetros del modelo.
Realizamos dos estudios de simulación que nos indicaron un buen desempeño del método,
obteniendo valores muy cercanos a los verdaderos valores de los parámetros. Las cade-
nas MCMC obtenidas fueron generadas desde diferentes valores iniciales y presentaron,
después de un breve peŕıodo de transición, un buen comportamiento. Al aplicar sobre
ellas diferentes pruebas de diagnóstico, mostraron convergencia y estacionalidad. Poste-
riormente, realizamos un análisis acerca de las exportaciones de bienes y servicios durante
un peŕıodo de 15 años, de un conjunto de páıses que poseen alto grado de comercializaćıon
con Colombia. Al observar la presencia de sesgo en los datos, realizamos la modelación
conjunta de los parámetros de localización, covarianza y sesgo, asumiendo distribución
normal sesgada de Azzalini, obteniendo buenos resultados que permitieron realizar un
análisis de la dinámica de las exportaciones consideradas.
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Modelos de antedependencia normal-sesgados
para datos longitudinales no lineales
4.1. Introducción
En el caṕıtulo anterior, consideramos la modelación conjunta de los parámetros de
localización, escala, coeficientes autorregresivos y sesgo, asumiendo distribuciones normal-
sesgadas de Azzalini y de Sahu, a través de modelos de antedependencia para datos lon-
gitudinales. Esto es, asumimos Yi = (Yi1, . . . , Yin) i = 1, . . . , n donde Yi ∼ SNn1 o




con f1, la función identidad. Estas estructuras lineales en los parámetros de la media
son de muy amplia utlización, debido en gran parte a sus múltiples aplicaciones y a la
facilidad en la interpretación de los resultados obtenidos (Rivas et al., 1993). Sin embargo,
estos modelos no siempre son una buena aproximación en la explicación y análisis de
algunos fenómenos. Existen situaciones observables en muchas ciencias (f́ısicas, qúımicas,
biológicas, económicas, entre otras) que no pueden ser explicados por modelos lineales
en la media (Bates & Watts, 1988; Rivas et al., 1993; Cepeda, 2001; Cepeda-Cuervo
& Achcar, 2010; Cepeda-Cuervo & Núñez Antón, 2009) y en las cuales un modelo no
lineal puede ajustar mejor. El motivo de establecer modelos no lineales para las medias
está soportado en el hecho de que podŕıan ajustar mejor que los modelos polinómicos
u otros modelos parsimoniosos cuando la respuesta media tiende a un ĺımite superior
o inferior, o cuando exhibe cambios repentinos en su estudio (Cepeda-Cuervo & Núñez
Antón, 2009).
Por estos motivos, en este caṕıtulo, realizamos una extensión del caṕıtulo anterior,
considerando para la localización en modelos normal sesgados longitudinales tanto de
Azzalini como de Sahu: µi = f1(xi, β) con f1 una función no lineal de los parámetros.
Es decir, consideramos nuevamente el enfoque de Pourahmadi (1999) para la parame-
trización de la matriz de covarianzas modelando conjuntamente la localización, la matriz
de covarianza (coeficientes autorregresivos y escala) y el sesgo cuando los errores siguen una
distribución normal sesgada multivariada (Azzalini y Sahu) en el análisis de datos longitu-
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dinales continuos, pero estableciendo una estructura de regresión no lineal en el parámetro
de localización, conservando las estructuras de regresión para los demás parámetros como
las consideradas en el caṕıtulo anterior. De igual manera proponemos utilizar el método
Bayesiano Cepeda-Gammerman en la estimación de los parámetros del modelo.
Este caṕıtulo se encuentra organizado de la siguiente manera: En la sección 2, presen-
tamos el modelo general lineal de antedepedencia normal sesgado para para un individuo,
con n observaciones. En la sección 3, extendemos el modelo general presentado en la sección
2, considerando múltiples unidades. En la sección 4 presentamos la propuesta Bayesiana,
basada en el método Cepeda-Gamerman, para el algoritmo MCMC con el fin de reali-
zar inferencias sobre el modelo. En la sección 5, reanalizamos la aplicación presentada en
Cepeda-Cuervo & Núñez Antón (2009): el conjunto de datos utilizados para estudiar el
crecimiento de un ganado al cual se le aplican dos tratamientos antiparasitarios, en el cual
establecen una estructura no lineal en la media, a través de un modelo normal longitudi-
nal con el método Cepeda-Gamerman. Sin embargo, dado que Chang (2013) considera la
presencia de sesgo en estos datos, se analizan nuevamente contemplando una estructura
no lineal en la media, a través de un modelo normal sesgado longitudinal con el método
Bayesiano mencionado.
4.2. El modelo general
La restricción de que la matriz de covarianzas, debe ser definida positiva, es quizás el
obstáculo mas dif́ıcil en el modelamiento de ella, en datos longitudinales. Por lo tanto, es
deseable asumir una estructura de esta matriz que permita obtener su inversa de una forma
eficiente, y una forma general que no sea muy restrictiva. Pourahmadi (1999) propuso una
parametrización no restringida para modelar una matriz de covarianzas utilizando la des-
composición de Cholesky. Esta factorización, denominada la descomposición modificada
de Cholesky, de la inversa de una matriz de covarianzas, permite asociar una única matriz
triangular inferior y una única matriz diagonal con cada matriz de covarianzas. Al ser esta
descomposición única, se garantiza que la matriz de covarianzas es definida positiva. Las
entradas de la matriz triangular inferior y el logaritmo de la matriz diagonal son valores
no restringidos y tienen significado estad́ıstico: coeficientes autoregresivos y varianzas de
innovacion, cuando se regresa una medida en sus predecesoras (Pourahmadi, 2000) en los
modelos normales. Por estas razones, asumimos el modelamiento de la matriz de covarian-
za sugerida por Pourahmadi (1999). Siguiendo el modelo general presentado en Cepeda
(2001) y Cepeda & Gamerman (2005), consideremos el siguiente modelo de antedepen-
dencia (Gabriel, 1962; Zimmerman & Núñez-Antón, 1997) para un individuo dado, con n
observaciones:
Yi − E(Yi) =
i−1∑
j=1
φij(Yj − E(Yj)) + νi, i = 1, . . . , n (4.1)




i , σi, δ
∗
i ) ó νi ∼ SN2(µ∗i =√
2/πδ∗i , σi, δ
∗








. Por notación asumimos
que:
∑0
j=1 φij(Yj −µj) = 0. En cualquier caso, µi = f1(xi, β), es una función no lineal del
vector de parámetros β y xi la matriz de variables explicativas de la i-ésima observación.
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,
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2. En cualquier caso, establecemos una matriz diagonal D de
tamaño n× n, la cual contiene las varianzas de los νi.
Si escribimos (4.1) en forma matricial, obtenemos
ν = T (Y − µ), ν ∼ SN(µ∗,Ω, δ) (4.2)
donde ν′ = (ν1, ν2, . . . , νn), µ





1, si j = i
−φij, si j < i
0, en otro caso;






2/πδ∗i , dependiendo de la
distribución de los νi, δ es un vector de tamaño n con componentes δi, con las especifica-
ciones mencionadas en la sección anterior, de acuerdo a la distribución de Azzalini o Sahu
asumida por los νi; y Ω es una matriz de covarianzas. En cualquier caso:
Var(ν) = D = TVar(Y − µ)T′ = TVar(Y )T ′ = TΣT ′ (4.3)
donde D y Var(Y ) están expresadas de acuerdo a la distribución de Azzalini o Sahu
seleccionada.
Como una consecuencia de (4.1) y (4.3), Σ puede ser obtenida indirectamente, hallando
D y T. Dado que esta descomposición triangular es única, se garantiza queΣ es una matriz
definida positiva (Macchiavelli & Arnold, 1994).
Aśı, de (4.2), reescribiendo (4.1) obtenemos:
Ỹ = (In − T )Ỹ + ν, (4.4)
donde Ỹ = Y − µ e In es una matriz idéntica de tamaño n.
Asumiendo ahora, que hay un vector de variables explicativas con r componentes,




ijλ, 1 ≤ j < i ≤ n, (4.5)
donde λ = (λ1, λ2, . . . , λr)
′ es un vector de parámetros de tal manera que φij =∑r
l=1wij,lλl. La matriz In −T puede expresarse como la combinación lineal:
In − T = λ1W1 + λ2W2 + . . . λrWr, (4.6)
donde Wl = (wij,l), l = 1, . . . , r, son matrices de tamaño n×n tales que wij,l = 0, si i ≤ j,
y wij,l = 1, si i > j, y l = 1 para permitir intercepto en el modelo de la covarianza.
Como una consecuencia de (4.4) y (4.6), el modelo (4.1) puede ser expresado de la
forma:
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Ỹ = λ1W1Ỹ + λ2W2Ỹ + . . .+ λrWrỸ + ν
= λ1V1 + λ2V 2+ . . .+ λrVr + ν
= V λ+ ν, (4.7)
donde ν ∼ SN(µ∗,Ω, δ) (donde las especificaciones para los parámetros son las menciona-
das en la sección anterior dependiendo de la distribución multivariada se Azzalini o Sahu)
y V = (V1,V2, . . . ,Vr), con Vl = WlỸ , para l = 1, . . . , r. Podemos notar que para valores
fijos de β, se obtiene el modelo Ỹ ∼ SN(µ∗ + V λ,Ω, δ) (donde nuevamente las especi-
ficaciones para los parámetros son las mencionadas en la sección anterior dependiendo de
la distribución multivariada de Azzalini o Sahu seleccionada).
Dado que φij se puede modelar como en (4.5), para obtener una estructura más par-
simoniosa, σ2i y δi pueden modelarse con estructuras de regresión, como:
f2(σ
2
i ) = z
′




iα, i = 1, . . . , n (4.9)
donde γ = (γ1, . . . , γs)
′ y α = (α1, . . . , αk)
′ son los vectores de parámetros de escala y
sesgo, respectivamente; y zi = (zi1, . . . , zis) y ui = (ui1, . . . , uik) son los vectores de las
variables explicativas de la escala y el sesgo, respectivamente.
Podemos resumir el modelo completo para la localización µ, el sesgo δ, y los compo-
nentes de las matrices T y D1 por:
µi = f1(xi, β), f2(σ
2
i ) = z
′
iγ, f3(δi) = u
′
iα, f4(φij) = w
′
ijλ, (4.10)
para funciones apropiadas f1, f2, f3 y f4.
4.3. Extensión del modelo general a múltiples sujetos o uni-
dades
En la sección anterior, consideramos una sola serie de observaciones Y = (Y1, . . . , Yn)
′.
Pero, en general, y como se mencionó en el caṕıtulo anterior, en un conjunto de datos
longitudinales, en lugar de tener una sola serie de observaciones, tenemos algunas series
de tiempo, relativamente cortas e independientes, asociadas a unidades experimentales.
Expĺıcitamente, consideremos m vectores aleatorios independientes Yi = (Yi1, . . . , Yini)
′,





como se indicó en la sección anterior (es decir, νi = Ti(Yi − µi), con νi = (νi1, . . . , νini)′,
νi ∼ SNn1(µ∗i ,Ωi, δi) o νi ∼ SNn2(µ∗i ,Ωi, δi), donde µ∗i = (µ∗i1, . . . , µ∗ini)
′, Var(νi)= Di
y δ∗i = (δ
∗
i1, . . . , δ
∗
ini
)′ ). Esto es, tenemos que:
Y = (Y1, . . . , Ym)
′
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con Y ∼ SNn1(µY ,ΩY , δY ) o Y ∼ SNn2(µY ,ΩY , δY ), donde µY = (µ′1, . . . , µ′m)′,
δY = (δ
′
1, . . . , δ
′
m)
′, Var(Y ) = Σ = diag(Σi), i = 1, . . . ,m (donde las estructuras de los
parámetros son las consideradas en la sección introductoria del caṕıtulo 3).
Para modelar la localización, el sesgo y la matriz de covarianzas, nuevamente conside-
ramos el modelo de antedependencia:
ν = T (Y − µ),
con ν ∼ SNn1(µν ,Ων, δν) ó ν ∼ SNn2(µν ,Ων, δν), donde µν = (µ∗
′
1 , . . . , µ
∗′
m),
D =Var(ν), T =diag(Ti), D =diag(Di) y δ =diag(δi). La estructura en bloques, dia-
gonal, de T , D y Σ, en el estudio de datos longitudinales, se obtiene del supuesto de
independencia entre los Yi, i = 1, . . . ,m.
4.4. Metodoloǵıa Bayesiana
Como en los caṕıtulos anteriores, en esta sección generalizamos el método Cepeda-
Gamerman para ajustar datos longitudinales normal-sesgados en el caso de una serie de
observaciones, extendible fácilmente al caso de múltiples unidades o sujetos. Uno de los
principales propósitos de la sección, consiste en proporcionar un claro esquema de mues-
treo, bajo el supuesto de distribuciones normales a priori para cada uno de los parámetros
de interés, que permita obtener muestras a posteriori de β, γ, λ y α.
Como en la sección anterior, asumimos que el modelo observacional Y =
(Y1, . . . , Yn)
′ ∼ SNn1(µY ,ΩY , δY ) ó SNn2(µY ,ΩY , δY ), donde µY depende de µ a
través de: µ = f1(X, β), y Σ y δY dependen de γ, λ y α a través de las ecuaciones (4.5),
(4.8) y (4.9), con f2, la función logaritmo; y f3 y f4, funciones idénticas. La función de
verosimilitud para el caso de Azzalini es proporcional a:
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ΩY ; y para el caso de Sahu, es proporcional a:


















∆Y (ΩY + ∆
2
Y )
−1(Y − µY )
]
.
donde ∆Y = diag(δY ).
Para implementar la metodoloǵıa Bayesiana, debemos asignar una distribución a priori
p(θ) para θ = (β, γ, λ, α) con el fin de obtener la distribución a posteriori. Por simpli-
cidad asumamos como distribución a priori θ ∼ N(θ0,Σ0). Una posibilidad para Σ0 es
considerarla como una matriz diagonal por bloques, implicando independencia a priori en-
tre β, γ, α y λ. En cualquier caso, las distribuciones a priori para β, γ, α y λ están dadas
por distribuciones normales notadas como N(b, B), N(g, G), N(a,A) y N(l, L), respec-
tivamente. Del teorema de Bayes, la distribución a posteriori para θ podemos expresarla
por:
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en el caso de la distribución de Azzalini, y































−1(Y − µY )
]
en el caso de la distribución de Sahu. Debido a que, en ambos casos, π(β, γ, α, λ) es intra-
table anaĺıticamente, consideramos la propuesta de Cepeda (2001) de realizar un muestreo
aproximado de θ a través de las distribuciones condicionales completas de β, γ, α, λ de-
notadas como πβ, πγ , πα y πλ, respectivamente.
Dado que, nuevamente, estas distribuciones son intratables anaĺıticamente, estimacio-
nes de los parámetros son obtenidas aplicando el método Cepeda-Gamerman mencionado
en el caṕıtulo anterior, estableciendo kernels de transición qβ, qγ , qλ y qα, para propo-
ner muestras de la distribución a posteriori de los parámetros utilizando el algoritmo
Metropolis-Hastings.
Para obtener los kernels de transición, como mencionamos en el caṕıtulo 2, debemos
establecer variables de trabajo, que permitan aproximar transformaciones de las obser-
vaciones, alrededor de las estimaciones actuales de los parámetros (Cepeda, 2001). Estos
kernels son obtenidos mediante la combinación del modelo observacional de trabajo con
las distribuciones a priori de los parámetros.
4.4.1. Kernel de transición qβ
En este caso, consideremos la aproximación de Taylor de primer orden de f1 alrededor
de un valor fijo de β: β(c). Esto es:
f1(X, β) ≈ f1(X, β(c))−∇f1(X, β(c))(β − β(c)).
Debido a que
Y − f1(X,β) = Y − f1(X, β(c)) +∇f1(X, β(c))β(c) −∇f1(X, β(c))β,
πβ puede aproximarse como:





(Ŷ − X̂β)′Σ−1(Ŷ − X̂β) −
1
2
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para el caso de Azzalini, y:

























para el caso de Sahu, donde Ŷ = Y −f1(X, β(c))+∇f(X, β(c))β(c) y X̂ = ∇f1(X, β(c)).
De esta forma, definimos el modelo de trabajo observacional como





















para el caso de Azzalini, o,







para el caso de Sahu. Aśı, dado que β tiene una distribución a priori normal, β ∼ N(b, B),
el kernel de transición está dado por:
qβ(β
(c),β(n)) = N(b∗, B∗)
donde
b∗ = B∗(B−1b + X̂′Ξ−1Ỹ )
B∗ = (B−1 + X̂′Ξ−1X̂)−1
con Ξ una matriz diagonal con entradas (σ2i )
(c)(1 − (2/π)(τ∗(c)i )2), i = 1, . . . , n, para el
caso de Azzalini, o ,(σ2i )
(c) + (1 − (2/π)(δ∗(c)i )2), i = 1, . . . , n para el caso de Sahu; y
Ỹ = (Ỹ1, . . . , Ỹn).
4.4.2. Kernel de transición qγ
Para proponer muestras de la distribución a posteriori πγ , obtenemos el modelo de
trabajo observacional asumiendo que las variables de trabajo (4.13) y (4.14) tienen dis-



























Las variables de trabajo (4.13) y (4.14) fueron obtenidas a través de una aproximación de
Taylor de primer orden de f2(ti) en la vecindad de los valores actuales de σ
2
i , donde f2 es
la función logaritmo natural y ti:
ti = (Yi − µ(c)i )2 ∼ σ2i χ21
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con E(ti) = σ
2
i y Var(ti) = 2σ
4
i , en el caso de la distribución normal sesgada de Azzalini
(Azzalini, 1985), y
ti = (Yi − µi)2 ∼ (σ2i + (δ∗i )2)χ21
en el caso de la distribución normal sesgada de Sahu (Sahu et al., 2003). Se puede notar
que la variable aleatoria ti tiene E(ti) = σ
2
i , en ambos casos; y se encuentra relacionada
con el paraḿetro de regresión γ por medio de g[E(ti)] = z
′





kernel de transición para γ está dado por:
qγ(γ
(c), γ(n)) = N(g∗, G∗)
donde
g∗ = G∗(G−1g +Z′ΥY̆ )
G∗ = (G−1 +Z′Υ)−1Z)−1










4, i = 1, . . . , n en el caso de Sahu, con Y̆ = (Y̆1, . . . , Y̆n), i = 1, . . . , n.
4.4.3. Kernel de transición qλ
Dado que desde (4.7), Ỹ ∼ SN(µ∗ + V λ,Ω, δ), definimos las variables de trabajo
como
















si Yi ∼ SN1(µi, σi, δ∗i ), i = 1, . . . , n, y

















Aśı, asumiendo distribución a priori normal, λ ∼ N(l, L), el kernel de transición para
proponer muestras de la distribución a posteriori está dado por:
qλ(λ
(c), λ(n)) = N(l∗, L∗)
donde
l∗ = L∗(L−1l + V ′Ξ−1Y̆ )
L∗ = (L−1 + V ′Ξ−1V )−1
con Ξ una matriz diagonal con entradas (σ2i )
(c)(1−(2/π)(τ2i )∗(c)), para el caso de Azzalini,
y ,(σ2i )
(c) + (1− (2/π)(δ∗(c)i )2), i = 1, . . . , n para el caso de Sahu; con Y̆ = (Y̆1, . . . , Y̆n).
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4.4.4. Kernel de transición qα
El kernel de transición para obtener muestras de la distribución a posteriori πα, lo
construimos de la combinación de la distribución a priori de α y el modelo de trabajo
observacional, obtenido asumiendo que las variables de trabajo (4.17) y (4.18) tienen





son los valores actuales de µi y σi, respectivamente. Este modelo de trabajo observacional
es establecido debido a que E(Y̆i) = δ
∗













Aśı, dado que α tiene una distribución a priori normal, α ∼ N(a,A), el kernel de
transición está dado por :
qα(α
(c), α(n)) = N(a∗, A∗)
donde
a∗ = A∗(A−1a + U ′Ξ−1Y̆ )
A∗ = (A−1 + U ′Ξ−1U )−1
con Ξ una matriz diagonal con entradas (σ2i )
(c)(1 − (2/π)(τ∗(c)i )2)(π/2), para el caso de
Azzalini, o ,(σ2i )
(c) + (1 − (2/π)(δ∗(c)i )2)(π/2), i = 1, . . . , n para el caso de Sahu; y Y̆ =
(Y̆1, . . . , Y̆n).
4.4.5. Algoritmo utilizado
En esta sección, presentamos el algoritmo para obtener muestras a posteriori. Los
kernels de transición qβ, qγ , qλ y qα son utilizados dependiendo al modelo de Azzalini o
Sahu seleccionado.
1. Comenzar un contador de iteraciones j = 1
2. Asignar valores iniciales: β(0),γ(0),λ(0) y α(0).
3. Proponer un nuevo valor βnuevo para β generado de qβ.
4. Calcular la probabilidad de aceptación α(β(j−1), βnuevo). Si el movimiento es acep-
tado, entonces β(j) = βnuevo. Si no es aceptado, entonces β
(j) = β(j−1).
5. Proponer un nuevo valor γnuevo para γ generado de qγ .
6. Calcular la probabilidad de aceptación α(γ(j−1), γnuevo). Si el movimiento es acep-
tado, entonces γ(j) = γnuevo. Si no es aceptado, entonces γ
(j) = γ(j−1).
7. Proponer un nuevo valor λnuevo para λ, generado de qλ.
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8. Calcular la probabilidad de aceptación α(λ(j−1), λnuevo). Si el movimiento es acep-
tado, entonces λ(j) = λnuevo. Si no es aceptado, entonces λ
(j) = λ(j−1).
9. Proponer un nuevo valor αnuevo para α generado de qα.
10. Calcular la probabilidad de aceptación α(α(j−1), αnuevo). Si el movimiento es acep-
tado, entonces α(j) = αnuevo. Si no es aceptado, entonces α
(j) = α(j−1).
11. Aumentar el contador: de j a j + 1 e ir al paso 3 hasta lograr convergencia.
La convergencia puede ser emṕıricamente chequeada de diferentes formas. Para más
detalles ver Gamerman (1997b). Existen diferentes maneras de visitar los bloques descritos
en el algoritmo. En este caṕıtulo, los parámetros y los cuatro vectores de coeficientes de
regresión forman bloques naturales. De esta forma, todos los bloques son visitados en
forma sucesiva.
4.5. Aplicación: datos del ganado tratamiento A
En esta sección, analizamos los datos acerca de un ganado, reportados por Kenward
(1987). Los datos corresponden a los pesos (en kilogramos) de 60 vacas que recibieron dos
tratamientos (A y B) para parásitos intestinales, registrados en 11 ocasiones durante un
peŕıodo de 133 d́ıas. Treinta vacas recibieron el tratamiento A y las otras 30 recibieron el
tratamiento B. Las primeras 10 mediciones para cada animal se hicieron cada dos sema-
nas y la última medida se hizo una semana después de la décima medida. Los tiempos de
medición se registraron como t = 1, 2, . . . , 10, 10.5, sin observaciones faltantes, obteniéndo-
se un conjunto de datos longitudinales balanceados. El objetivo principal del análisis es
caracterizar cómo el crecimiento de las vacas es afectado por el tratamiento, es decir, la
comparación de los dos tratamientos A y B, en el crecimiento de los animales. Más espećıfi-
camente, el ganado fue asignado al azar a cada uno de los dos tratamientos y se registraron
sus pesos para estudiar el efecto de los tratamientos en los parásitos intestinales.
Tal y como lo hicieron muchos autores (Pourahmadi, 1999; Zimmerman & Núñez-
Antón, 1997; Cepeda, 2001; Cepeda & Gamerman, 2004; Cepeda-Cuervo & Núñez
Antón, 2009; Chang, 2013), entre otros, sólo consideramos los datos correspondientes al
tratamiento A, por eso nuestro interés es establecer una especificación adecuada para la
dependencia del tiempo presente en estos datos.
Para este grupo de 30 animales, Kenward (1987), Pourahmadi (1999), Zimmerman &
Núñez-Antón (1997) y Zimmerman et al. (2001), entre otros, mostraron que los supuestos
de una varianza y una correlación estacionarias no son apropiados para este conjunto de
datos, concluyendo que tanto los parámetros autorregresivos como las variaciones de inno-
vación podŕıan modelarse como funciones polinomiales. Pourahmadi (1999) concluyó que
estas dos funciones pod́ıan modelarse como funciones cúbicas del desfase temporal, mien-
tras que Zimmerman & Núñez-Antón (1997) y Zimmerman et al. (2001) propusieron el uso
de versiones no estructuradas y estructuradas de modelos antedependientes para ajustar
este conjunto de datos. Cabe anotar, que como tanto el análisis de Pourahmadi (1999)
y el de Zimmerman & Núñez-Antón (1997) se centran en los aspectos del modelamiento
de la estructura de la covarianza, utilizaron un modelo de media saturada o no estruc-
turado con p = 11 parámetros, uno para cada punto temporal (Cepeda-Cuervo & Núñez
Antón, 2009).
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Cepeda (2001) y Cepeda & Gamerman (2004) propusieron un método Bayesiano ex-
tendiendo el modelo presentado por Pourahmadi (1999), y asumiendo distribuciones nor-
males a priori no informativas para todos los parámetros presentados en el modelo. Para
el ańalisis establecieron que los parámetros autorregresivos y las variaciones de innovación
se modelaran como funciones cúbicas del desfase temporal entre dos observaciones dadas
en la misma unidad experimental. Es decir, modelaron la matriz de covarianzas mediante
el uso de polinomios cúbicos, al igual que para la estructura de la media.
Cepeda-Cuervo & Núñez Antón (2009), observaron un comportamiento asintótico en
este conjunto de datos, por lo que establecieron un modelo no lineal para la estructura
de la media y polinomios cúbicos del desfase temporal entre dos observaciones dadas en
la misma unidad experimental, para la estructura de las varianzas-covarianzas. Chang
(2013) analizó nuevamente estos datos, y observó a través de sus marginales, un sesgo a la
izquierda el cual se incrementaba en forma monótona durante los primeros cinco puntos
y luego decáıa en los últimos peŕıodos de tiempo.
Por estos motivos, consideramos para el análisis de estos datos el siguiente modelo:
µt = f1(t,β) =
β0
1 + β1 exp (β2t)
log σ2t = γ0 + γ1t+ γ2t
2 + γ3t
3
φtj = λ0 + λ1(t− j) + λ2(t− j)2 + λ3(t− j)3
δt = α0 + α1t+ α1t
2
El modelo fue ajustado considerando distribuciones a priori no informativas para todos
los parámetros. En todos los casos se consideraron distribuciones a priori normales con
media cero y varianzas del orden de 104. Las estimaciones a posteriori, las desviaciones
estándares y los intervalos de credibilidad del 95% obtenidos para todos los parámetros las
podemos observar en la Tabla 4.1. Los valores obtenidos se encuentran muy cercanos a los
hallados por Cepeda-Cuervo & Núñez Antón (2009) en las estructuras de la localización,
la escala y las covarianzas, pero con la presencia de sesgo, tal y como los hallados por
Chang (2013).
Las cadenas a posteriori obtenidas con 5.000 iteraciones del algoritmo MCMC (Figuras
4.1, 4.2, 4.3 y 4.4) muestran un peŕıodo de transición muy pequeño; y los resultados de
las pruebas de Gelman y Rubin, Geweke, Heidelberger y Welch indicaron convergencia de
las cadenas para todos los parámetros de la regresión, a un nivel del 95%.
4.6. Conclusiones
En este caṕıtulo se propuso considerar el enfoque de Pourahmadi (1999) para la pa-
rametrización de la matriz de covarianzas y modelar conjuntamente la localización, la
matriz de covarianza y el sesgo mediante estructuras de regresión, cuando los errores si-
guen una distribución normal sesgada multivariada (Azzalini y Sahu) en el análisis de
datos longitudinales continuos, pero estableciendo una estructura de regresión no lineal
en el parámetro de localización. Posteriormente desarrollamos una metodoloǵıa Bayesiana
basada en el método Cepeda-Gamerman para realizar inferencias a posteriori acerca de
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CAPÍTULO 4. MODELOS ANTEDEPENDIENTES NORMAL-SESGADOS NO LINEALES 67
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Modelo Parámetros Estimación Desv. estándar Intervalo Cred. 95%
Localización β0 348.015 12.6028 (324.0971, 372.6348)
β1 0.760 0.0602 (0.6484, 0.8171)
β2 -0.270 0.1528 (-0.3004, -0.2405)
Escala γ0 6.478 1.9129 (4.7532, 9.2730)
γ1 -1.174 0.4018 (-1.3001, -1.0426)
γ2 0.135 0.0307 (0.1063, 0.1645)
γ3 -0.007 0.0014 (-0.0103, -0.0048)
Covarianza λ0 1.385 0.0995 (1.2495, 1.5038)
λ1 -0.796 0.2729 (-1.3199, -0.4472)
λ2 0.153 0.0955 (0.1190, 0.1930)
λ3 -0.007 0.0015 (-0.0099, -0.0041)
Sesgo α0 -1.393 0.633 (-1.6277, -1.1605)
α1 0.310 0.0746 (0.1606, 0.4521)
α2 -0.017 0.0099 (-0.0361, -0.000)
Tabla 4.1. Estimaciones a posteriori de los parámetros de la localización, la escala, la covarianza
y el sesgo, junto con sus desviaciones estandáres e intervalos de credibilidad del 95%
los parámetros involucrados en el modelo. En el ejemplo, donde se aplicó el método Baye-
siano propuesto, se obtuvieron resultados similares a otros autores que ya han analizado
los datos mostrando un buen desempeño del mismo.
CAPÍTULO 5
Modelos de antedepedencia normal sesgados para
datos longitudinales con unidades dependientes
5.1. Introducción
En el contexto de modelos de regresión paramétricos multivariados para datos lon-
gitudinales continuos, y considerando, como en el Caṕıtulo 3, modelos normales sesga-
dos, la variable respuesta para cada una de los m sujetos con n observaciones en el
tiempo, fue notada Yi = (Yi1, . . . , Yin)
′; asumiendo que Yi ∼ SNn1(µY i,ΩY i, δY i), o
Yi ∼ SNn2(µY i,ΩY i, δY i) con E(Yi)= µi = f1(xi,β), una función lineal o no lineal del
vector de parámetros β y xi la matriz de variables explicativas. De esta manera, como
fue planteado en el caṕıtulo 3, asumimos que el vector de respuesta, para los m sujetos
es Y = (Y1, . . . ,Ym)
′. Expĺıcitamente, consideramos m vectores aleatorios independien-
tes Yi (normal sesgados), cada uno de ellos con localización µY i, sesgo δY i y matriz de
covarianzas ΣY i = T
−1
Y i DY iT
′−1
Y i . De esta manera, tenemos que:
Y = (Y1, . . . , Ym)
′ ∼ SN(µY ,ΩY , δY ),
(distribución multivariada de Azzalini o de Sahu) donde µY = (µ
′




(δ′Y 1, . . . , δ
′
m)
′ y Cov(Y )=Σ = diag(ΣY i), i = 1, . . . ,m. El modelo completo fue especifi-
cado, considerando el modelo general de antedependencia, estableciendo
ν = T (Y − µ),
con ν ∼ SNn1(µν ,Ων, δν) ó ν ∼ SNn2(µν ,Ων, δν), donde D =Var(ν), T =diag(Ti),
D =diag(Di) y δ =diag(δi). La estructura en bloques, diagonal, de T , D y Cov(Y )=Σ =
diag(ΣY i), se obtiene del supuesto de independencia entre los Yi, i = 1, . . . ,m.
Sin embargo, pueden existir casos en que los sujetos de estudio no sean independientes
y en este caso, ΣY ya no seŕıa una matriz diagonal por bloques.
Algunos autores han propuesto diferentes estrategias para modelar estructuras sub-
yacentes en la matriz de covarianzas de datos longitudinales. Pan & MacKenzie (2007)
proponen un método para modelar la matriz condicional y la matriz de covarianzas in-
tra sujetos en modelos lineales mixtos. En su art́ıculo ellos consideran que la matriz de
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covarianzas Σ toma la forma aditiva:
Σ = Σ1 +Σ2
donde Σ1 representa la matriz de covarianza entre los sujetos, mientras que Σ2 repre-
senta la matriz de covarianzas intra sujetos. Aśı, establecida una forma para Σ1, utilizan
estructuras de regresión para modelar Σ2. Cepeda Cuervo (2011) propone un enfoque Ba-
yesiano, utilizando la metodoloǵıa Cepeda-Gamerman, para el análisis de datos espaciales.
En su trabajo, Cepeda Cuervo (2011) extiende los modelos propuestos por Pourahmadi
(1999) para modelar datos espacio-temporales normales, colocando estructuras espacio-
temporales en la media, y capturando la asociación espacio-temporal a través de la matriz
T en la descomposición Σ−1 = T ′DT , donde Σ ya no es una matriz diagonal. Kim
& Zimmerman (2012) extiende el enfoque propuesto por Pourahmadi (1999) para la pa-
rametrización de la matriz de covarianzas de datos longitudinales univariados, a datos
longitudinales multivariantes mediante el desarrollo de una descomposición modificada de
Cholesky por bloques, la cual proporciona una parametrización alternativa no restringida
de la matriz de covarianza, proponiendo modelos parsimoniosos dentro de esta parametri-
zación.
En este caṕıtulo, extendemos la propuesta realizada en el caṕıtulo 3; es decir, pro-
ponemos la modelación conjunta de los parámetros de localización, escala, coeficientes
autorregresivos y sesgo, asumiendo distribuciones normal sesgada de Azzalini y de Sahu,
a través de modelos de antedependencia para datos longitudinales con unidades relaciona-
das. Con esta reparametrización de la matriz de covarianzas, la asociación entre individuos
la podemos capturar a través de la matriz T y modelarla como funciones de variables ex-
plicativas.
Este caṕıtulo se encuentra organizado de la siguiente manera: En la sección 2, pre-
sentamos el modelo general lineal de antedepedencia normal sesgado. En la sección 3,
extendemos el modelo presentado en la Sección 2, considerando múltiples unidades re-
lacionadas. En la sección 4 presentamos la propuesta Bayesiana, basada en el método
Cepeda-Gamerman, para el algoritmo MCMC con el fin de realizar inferencias sobre el
modelo. En la sección 5, reanalizamos el ejemplo de las exportaciones de bienes y servicios
realizadas por varios páıses durante el peŕıodo 2002 a 2016 presentado en el caṕıtulo 3,
considerando que estos páıses no representan unidades independientes; y finalmente en la
sección 6 presentamos las conclusiones obtenidas del caṕıtulo.
5.2. El modelo general de antedependencia
En esta sección consideremos una observación de una de lasm unidades observacionales
o sujetos no independientes considerados. Estas observaciones se encuentran organizadas
en el vector de tamaño n: Y = (Y1, Y2, . . . , Yn), asumiendo que este sigue una distribución
normal sesgada multivariada (de Azzalini o Sahu); esto es, Y ∼ SN(µY ,ΩY , δY ), donde
ΩY es una matriz definida positiva y Var(Y ) = Σ. Debido a la restricción de que Σ debe
ser una matriz cuya inversa pueda ser calculada en forma eficiente y cuyas especificacio-
nes funcionales no sean muy restrictivas, consideramos el modelo general presentado en
Pourahmadi (1999), Cepeda (2001) y Cepeda & Gamerman (2005), a través del siguiente
modelo de antedependencia (Gabriel, 1962; Zimmerman & Núñez-Antón, 1997) para un
individuo dado, con n observaciones:
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Yi − µi =
i−1∑
j=1
φij(Yj − µj) + νi, i = 1, . . . , n (5.1)




i , σi, δ
∗
i ) ó νi ∼ SN2(µ∗i =√
2/πδ∗i , σi, δ
∗








. Por notación asumi-
mos que:
∑0
j=1 φij(Yj − µj) = 0. Los valores φij son denominados los coeficientes auto-
regresivos del modelo. En cualquier caso, f1(µi) = x
′
iβ es una función lineal del vector de
parámetros β, y xi es el vector de las variables explicativas de la i-ésima observación. La














2. En cualquier caso, establecemos una matriz diagonal D de
tamaño n× n, la cual contiene las varianzas de los νi.
Si escribimos (5.1) en forma matricial, obtenemos
ν = T (Y − µ), ν ∼ SN(µ∗,Ω, δ) (5.2)
donde ν′ = (ν1, ν2, . . . , νn), µ





1, si j = i
−φij, si j < i
0, en otro caso;






2/πδ∗i , dependiendo de la
distribución de los νi, δ es un vector de tamaño n con componentes δi, con las especifica-
ciones mencionadas en la Sección anterior, de acuerdo a la distribución de Azzalini o Sahu
asumida por los νi; y Ω es una matriz de covarianzas. En cualquier caso:
Var(ν) = D = TVar(Y − µ)T′ = TVar(Y )T ′ = TΣT ′ (5.3)
donde D y Var(Y ) están expresadas de acuerdo a la distribución de Azzalini o Sahu
seleccionada.
Como una consecuencia de (5.1) y (5.3), Σ puede ser obtenida indirectamente, hallando
D y T. Dado que esta descomposición triangular es única, se garantiza queΣ es una matriz
definida positiva (Macchiavelli & Arnold, 1994).
Aśı, de (5.2), reescribiendo (5.1) obtenemos:
Ỹ = (In − T )Ỹ + ν, (5.4)
donde Ỹ = Y − µ e In es una matriz idéntica de tamaño n.
Asumiendo ahora, que hay un vector de variables explicativas con r componentes,




ijλ, 1 ≤ j < i ≤ n, (5.5)
donde λ = (λ1, λ2, . . . , λr)
′ es un vector de parámetros de tal manera que φij =∑r
l=1wij,lλl. La matriz In −T puede expresarse como la combinación lineal:
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In − T = λ1W1 + λ2W2 + . . . λrWr, (5.6)
donde Wl = (wij,l), l = 1, . . . , r, son matrices de tamaño n×n tales que wij,l = 0, si i ≤ j,
y wij,l = 1, si i > j, y l = 1 para permitir intercepto en el modelo de la covarianza.
Como una consecuencia de (5.4) y (5.6), el modelo (5.1) puede ser expresado de la
forma:
Ỹ = λ1W1Ỹ + λ2W2Ỹ + . . .+ λrWrỸ + ν
= λ1V1 + λ2V 2+ . . .+ λrVr + ν
= V λ+ ν, (5.7)
donde ν ∼ SN(µ∗,Ω, δ) (donde las especificaciones para los parámetros son las menciona-
das en la sección anterior dependiendo de la distribución multivariada se Azzalini o Sahu)
y V = (V1,V2, . . . ,Vr), con Vl = WlỸ , para l = 1, . . . , r. Podemos notar que para valores
fijos de β, se obtiene el modelo Ỹ ∼ SN(µ∗ + V λ,Ω, δ) (donde nuevamente las especi-
ficaciones para los parámetros son las mencionadas en la sección anterior dependiendo de
la distribución multivariada de Azzalini o Sahu seleccionada).
Dado que φij se puede modelar como en (5.5), para obtener una estructura más par-
simoniosa, σ2i y δi pueden modelarse con estructuras de regresión, como:
f2(σ
2
i ) = z
′




iα, i = 1, . . . , n (5.9)
donde γ = (γ1, . . . , γs)
′ y α = (α1, . . . , αk)
′ son los vectores de parámetros de escala y
sesgo, respectivamente; y zi = (zi1, . . . , zis) y ui = (ui1, . . . , uik) son los vectores de las
variables explicativas de la escala y el sesgo, respectivamente.
Podemos resumir el modelo completo para la localización µ, el sesgo δ, y los compo-





i ) = z
′
iγ, f3(φij) = w
′
ijλ, y f4(δi) = u
′
iα (5.10)
para funciones apropiadas f1, f2, f3 y f4.
5.3. Extensión del modelo a múltiples unidades dependientes
En la sección anterior, consideramos una sola serie de observaciones Y = (Y1, . . . , Yn)
′.
Sin embargo en datos longitudinales tenemos varias cortas series de tiempo, cada una aso-
ciada a una unidad observacional. Expĺıcitamente, consideremos ahora m vectores alea-
torios no independientes Yi = (Yi1, . . . , Yini)
′, i = 1, . . . ,m con distribución normal ses-
gada multivariada de Azzalini o Sahu, con localizacioń µY i = (µY i1, . . . , µY ini)
′, sesgo
δY i = (δY i1, . . . , δY ini)
′ y matriz de covarianzas Cov(Y )=Σi. Esto es, tenemos que:
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Y = (Y1, . . . , Ym)
′ ∼ SN(µY ,ΩY , δY ),
(distribución multivariada de Azzalini o de Sahu) donde Cov(Y )=Σ = ya no es, como en
los caṕıtulos anteriores, una matriz diagonal por bloques.
En este caso, y siguiendo la propuesta de Cepeda Cuervo (2011) en el estudio de
modelos espacio-temporales generalizados; para unidades longitudinales relacionadas, la
matriz de covarianzas Σ es una matriz de tamaño mn ×mn; y consideramos una matriz
triangular T de tamaño mn×mn y una matriz diagonal D de tamaño mn×mn, tal que:
Σ−1 = T ′D−1T .
Aśı, por una parte, reescribiendo Y como
Y = (Y1, Y2, . . . , Ymn)
′
podemos considerar el modelo
Yi − E(Yi) =
i−1∑
j=1
φij(Yj − E(Yj)) + νi (5.11)




i , σi, δ
∗
i ) o νi ∼ SN2(µ∗i = −
√
2/πδ∗i , σi, δ
∗
i ),
φij son las entradas de la matriz T , definidas como en (5.2), E(Y ) = (µ1, µ2, . . . , µmn), y
ν = (ν1, ν2, . . . , νmn) es el vector de variables aleatorias de innovación independientes.
Por otra parte, las observaciones pueden ser arregladas como Y =
(Y11, Y12, . . . , Y1n, . . . , Yk1, Yk2, . . . , Ykn, . . . , Ym1, Ym2 . . . , Ymn)
′ y la dependencia en-
tre las diferentes unidades puede ser capturada a través del modelo







ij (Ylj − E(Ylj)) + νki (5.12)











ki), E(Yki) depende de µki = x
′
kiβ, e imponemos la condición de que∑0
j=1 φ
(k)
ij (Ykj − µkj) = 0. Escribiendo (5.12) en forma matricial, obtenemos:
ν = T (Y − E(Y )), ν ∼ SN(µν ,Ων , δν) (5.13)




12, . . . , µ
∗




k2, . . . , µ
∗




m2 . . . , µ
∗
mn)
′, Ων una matriz de cova-
rianzas, δν = (δ11, δ12, . . . , δ1n, . . . , δk1, δk2, . . . , δkn, . . . , δm1, δm2 . . . , δmn)
′; y T = (tij), de





T11 T12 T13 . . . T1m
T21 T22 T23 . . . T2m
. . . . . . . . . . . . . . .
Tm1 Tm2 Tm3 . . . Tmm


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1, si j = i, y , k1 = k2
−φ(k1k2)ij , si i > j
0, de otra manera.
De esta manera, se pueden establecer dependencias particulares entre las unidades, a través
de T , colocando por ejemplo elementos φ
(k1k2)
ij iguales a cero. Finalmente, especificando





i ) = z
′




ij ) = wijλ,
para funciones apropiadas f1, f2, f3 y f4, tenemos el modelo completo para unidades rela-
cionadas.
Con el fin de ilustrar al lector acerca del modelo propuesto, tomemos un ejemplo, en
el que tenemos 3 individuos con mediciones en 4 tiempos. Es decir, m = 3 y n = 4. En
este caso, el modelo seŕıa el siguiente:





φljij(Ylj − µki) + νki i = 1, . . . , 4; k = 1, . . . , 3
Escribiendo el modelo en forma matricial obtenemos


1 0 0 0 0 0 0 0 0 0 0 0

































0 0 0 0 1 0 0 0 0 0 0 0














−φ2141 −φ2142 −φ2143 0 −φ2241 −φ2242 −φ2243 1 −φ2341 −φ2342 −φ2343 0
0 0 0 0 0 0 0 0 1 0 0 0
−φ31
21
0 0 0 −φ32
21




















































De esta manera, la tabla T final resultante es:




1 0 0 0 0 0 0 0 0 0 0 0
−φ1121 1 0 0 −φ1221 0 0 0 −φ1321 0 0 0
−φ1131 −φ1132 1 0 −φ1231 −φ1232 0 0 −φ1331 −φ1332 0 0
−φ1141 −φ1142 −φ1143 1 −φ1241 −φ1242 −φ1243 0 −φ1341 −φ1342 −φ1343 0
0 0 0 0 1 0 0 0 0 0 0 0
−φ2121 0 0 0 −φ2221 1 0 0 −φ2321 0 0 0
−φ2131 −φ2132 0 0 −φ2231 −φ2232 1 0 −φ2331 −φ2332 0 0
−φ2141 −φ2142 −φ2143 0 −φ2241 −φ2242 −φ2243 1 −φ2341 −φ2342 −φ2343 0
0 0 0 0 0 0 0 0 1 0 0 0
−φ3121 0 0 0 −φ3221 0 0 0 −φ3321 1 0 0
−φ3131 −φ3132 0 0 −φ3231 −φ3232 0 0 −φ3331 −φ3332 1 0
−φ3141 −φ3142 −φ3143 0 −φ3241 −φ3242 −φ3243 0 −φ3341 −φ3342 −φ3343 1


la cual es invertible debido a que los bloques no diagonales (k1 6= k2), tienen elementos
iguales a cero en su diagonal principal.
Estableciendo paso a la construcción de la matriz T , tenemos: para i = 1:





φkl1j(Ylj − µlj) + νk1.
Variando k = 1, . . . , 3 obtenemos:
Y11 − µ11 = ν11
Y21 − µ21 = ν21
Y31 − µ31 = ν31
Para i = 2:





φkl2j(Ylj − µlj) + νk2
y variando k = 1, . . . , 3 obtenemos:
Y12 − µ12 = φ1121(Y11 − µ11) + φ1221(Y21 − µ21) + φ1321(Y31 − µ31) + ν12
Y22 − µ22 = φ2121(Y11 − µ11) + φ2221(Y21 − µ21) + φ2321(Y31 − µ31) + ν22
Y32 − µ32 = φ3121(Y11 − µ11) + φ3221(Y21 − µ21) + φ3321(Y31 − µ∗31) + ν32
Para i = 3:
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φkl3j(Ylj − µlj) + νk3
Yk3 − µk3 =
3∑
l=1
[φkl31(Yl1 − µl1) + φkl32(Yl2 − µl2)] + νk3
y variando k = 1, . . . , 3 obtenemos:
Y13 − µ13 = φ1131(Y11 − µ11) + φ1132(Y12 − µ12) + φ1231(Y21 − µ21) + φ1232(Y22 − µ22) + φ1231(Y31 − µ31)
+ φ13
32
(Y32 − µ32) + ν13
Y23 − µ23 = φ2131(Y11 − µ11) + φ2132(Y12 − µ12) + φ2231(Y21 − µ21) + φ2232(Y22 − µ22) + φ2231(Y31 − µ31)
+ φ23
32
(Y32 − µ32) + ν23
Y33 − µ33 = φ3131(Y11 − µ11) + φ3132(Y12 − µ12) + φ3231(Y21 − µ21) + φ3232(Y22 − µ22) + φ3231(Y31 − µ31)
+ φ3332(Y32 − µ32) + ν33
Para i = 4:





φkl4j(Ylj − µlj) + νk4
Yk4 − µk4 =
3∑
l=1
[φkl41(Yl1 − µl1) + φkl42(Yl2 − µl2) + φkl43(Yl3 − µl3)] + νk4
y variando k = 1, . . . , 3 obtenemos:
Y14 − µ14 = φ1141(Y11 − µ11) + φ1142(Y12 − µ12) + φ1143(Y13 − µ13) + φ1241(Y21 − µ21) + φ1242(Y22 − µ22)
+ φ12
43
(Y23 − µ23) + φ1341(Y31 − µ31) + φ1342(Y32 − µ32) + φ1343(Y33 − µ33) + ν14
Y24 − µ24 = φ2141(Y11 − µ11) + φ2142(Y12 − µ12) + φ2143(Y13 − µ13) + φ2241(Y21 − µ21) + φ2242(Y22 − µ22)
+ φ2243(Y23 − µ23) + φ2341(Y31 − µ31) + φ2342(Y32 − µ32) + φ2343(Y33 − µ33) + ν24
Y34 − µ34 = φ3141(Y11 − µ11) + φ3142(Y12 − µ12) + φ3143(Y13 − µ13) + φ3241(Y21 − µ21) + φ3242(Y22 − µ22)
+ φ3243(Y23 − µ23) + φ3341(Y31 − µ31) + φ3342(Y32 − µ32) + φ3343(Y33 − µ33) + ν34.
5.4. Metodoloǵıa Bayesiana
En esta sección presentamos la metodoloǵıa Bayesiana, a través de la generalización del
método Cepeda-Gamerman, utilizada para ajustar datos longitudinales normales sesgados
dependientes proporcionando un esquema de muestreo, bajo el supuesto de distribuciones
normales a priori para cada uno de los parámetros de interés, que permita obtener muestras
a posteriori de β, γ, λ y α.
Como en la sección 2, asumimos que el modelo observacional Y = (Y1, . . . , Yn)
′ ∼
SNn1(µY ,ΩY , δY ) ó SNn2(µY ,ΩY , δY ), donde µY depende de µ a través de: µ = Xβ,
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y Σ y δY dependen de γ, λ y α a través de las ecuaciones (5.5), (5.8) y (5.9), con f2, la
función logaritmo; y f3 y f4, funciones idénticas. La función de verosimilitud para el caso
de Azzalini es proporcional a:




(Y − µY )











ΩY ; y para el caso de Sahu, es proporcional a:


















∆Y (ΩY + ∆
2
Y )
−1(Y − µY )
]
.
donde ∆Y = diag(δY ).
Para implementar la metodoloǵıa Bayesiana, debemos asignar una distribución a priori
p(θ) para θ = (β, γ, λ, α) con el fin de obtener la distribución a posteriori. Por simpli-
cidad asumamos como distribución a priori θ ∼ N(θ0,Σ0). Una posibilidad para Σ0 es
considerarla como una matriz diagonal, implicando independencia a priori entre β, γ, α y
λ. En cualquier caso, las distribuciones a priori para β, γ, α y λ están dadas por distri-
buciones normales notadas como N(b, B), N(g,G), N(a,A) y N(l, L), respectivamente.
Del teorema de Bayes, la distribución a posteriori para θ podemos expresarla por:




(Y − µY )
′Ω−1(Y − µY )−
1
2






Y (Y − µY ))
en el caso de la distribución de Azzalini, y































−1(Y − µY )
]
en el caso de la distribución de Sahu. Debido a que, en ambos casos, π(β, γ, α, λ) es intra-
table anaĺıticamente, consideramos la propuesta de Cepeda (2001) de realizar un muestreo
aproximado de θ a través de las distribuciones condicionales completas de β, γ, α, λ de-
notadas como πβ, πγ , πα y πλ, respectivamente.
Dado que estas distribuciones son intratables anaĺıticamente, estimaciones de los
parámetros son obtenidas aplicando el método Cepeda-Gamerman mencionado en el
Caṕıtulo anterior, estableciendo kernels de transicion qβ, qγ , qλ y qα, para proponer mues-
tras de la distribución a posteriori de los parámetros utilizando el algoritmo Metropolis-
Hastings.
Para obtener los kernels de transición, como mencionamos en el caṕıtulo 2, debemos
establecer variables de trabajo, que permitan aproximar transformaciones de las obser-
vaciones, alrededor de las estimaciones actuales de los parámetros (Cepeda, 2001). Estos
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kernels son obtenidos mediante la combinación del modelo observacional de trabajo con
las distribuciones a priori de los parámetros.
5.4.1. Kernel de transición qβ
Si Yi ∼ SN1(µi, σi, δ∗i ), i = 1, . . . , n, definimos la variable de trabajo observacional
como




































i son los valores actuales de σi,
τ∗i and δ
∗
i , dado que en ambos casos E(Y̆i) = µi. El modelo de trabajo observacional es
establecido asumiendo que Y̆i ∼ N(µi,Var(Y̆i)), i = 1, . . . , n.
Aśı, asumiendo una distribución normal a priori β ∼ N(b, B), el kernel de transición
está dado por:
qβ(β
(c), β(n)) = N(b∗, B∗)
donde
b∗ = B∗(B−1b + X′Ξ−1Y̆ )
B∗ = (B−1 + X′Ξ−1X)−1
con Ξ una matriz diagonal con entradas V ar(Y̆i) = (σ
2
i )
(c)(1−(2/π)((τ∗i )2)(c)), i = 1, . . . , n,
en el primer caso (distribución normal sesgada de Azzalini) y, V ar(Y̆i) = (σ
2
i )
(c) + (1 −
(2/π)((δ∗i )
2)(c)), i = 1, . . . , n en el segundo caso (distribución normal sesgada de Sahu), y
Y̆ = (Y̆1, . . . , Y̆n).
5.4.2. Kernel de transición qγ
Para proponer muestras de la distribución a posteriori πγ , obtenemos el modelo de
trabajo observacional asumiendo que las variables de trabajo 5.16 y 5.17 tienen distribu-
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Las variables de trabajo (5.16) y (5.17) fueron obtenidas a través de una aproximación de
Taylor de primer orden de f2(ti) en la vecindad de los valores actuales de σ
2
i , donde f2 es
la función logaritmo natural y ti:
ti = (Yi − µ(c)i )2 ∼ σ2i χ21
con E(ti) = σ
2
i y Var(ti) = 2σ
4
i , en el caso de la distribución normal sesgada de Azzalini
(Azzalini, 1985), y
ti = (Yi − µi)2 ∼ (σ2i + (δ∗i )2)χ21
en el caso de la distribución normal sesgada de Sahu (Sahu et al., 2003). Se puede notar
que la variable aleatoria ti tiene E(ti) = σ
2
i , en ambos casos; y se encuentra relacionada
con el paraḿetro de regresión γ por medio de g[E(ti)] = z
′





kernel de transición para γ está dado por:
qγ(γ
(c), γ)(n) = N(g∗, G∗)
donde
g∗ = G∗(G−1g +Z′ΥY̆ )
G∗ = (G−1 +Z′Υ)−1Z)−1










4, i = 1, . . . , n en el caso de Sahu, con Y̆ = (Y̆1, . . . , Y̆n), i = 1, . . . , n.
5.4.3. Kernel de transición qλ
Dado que desde (5.7), Ỹ ∼ SN(µ∗ + V λ,Ω, δ), definimos las variables de trabajo
como
















si Yi ∼ SN1(µi, σi, δ∗i ), i = 1, . . . , n, y

















Aśı, asumiendo distribución a priori normal, λ ∼ N(l, L), el kernel de transicion para
proponer muestras de la distribución a posteriori está dado por:
qλ(λ
(c), λ(n)) = N(l∗, L∗)
donde
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l∗ = L∗(L−1l + V ′Ξ−1Y̆ )
L∗ = (L−1 + V ′Ξ−1V )−1
con Ξ una matriz diagonal con entradas (σ2i )
(c)(1−(2/π)(τ2i )∗(c)), para el caso de Azzalini,
y ,(σ2i )
(c) + (1− (2/π)(δ∗(c)i )2), i = 1, . . . , n para el caso de Sahu; con Y̆ = (Y̆1, . . . , Y̆n).
5.4.4. Kernel de transición qα
El kernel de transición para obtener muestras de la distribución a posteriori πα, lo
construimos de la combinación de la distribución a priori de α y el modelo de trabajo
observacional, obtenido asumiendo que las variables de trabajo (5.20) y (5.21) tienen





son los valores actuales de µi y σi, respectivamente. Este modelo de trabajo observacional
es establecido debido a que E(Y̆i) = δ
∗













Aśı, dado que α tiene una distribución a priori normal, α ∼ N(a,A), el kernel de
transición está dado por :
qα(α
(c), α)(n) = N(a∗, A∗)
donde
a∗ = A∗(A−1a + U ′Ξ−1Y̆ )
A∗ = (A−1 + U ′Ξ−1U )−1
con Ξ una matriz diagonal con entradas (σ2i )
(c)(1 − (2/π)(τ∗(c)i )2)(π/2), para el caso de
Azzalini, o ,(σ2i )
(c) + (1 − (2/π)(δ∗(c)i )2)(π/2), i = 1, . . . , n para el caso de Sahu; y Y̆ =
(Y̆1, . . . , Y̆n).
5.4.5. Algoritmo utilizado
En esta sección, presentamos el algoritmo para obtener muestras a posteriori. Los
kernels de transición qβ, qγ , qλ y qα son utilizados dependiendo al modelo de Azzalini o
Sahu seleccionado.
1. Comenzar un contador de iteraciones j = 1
2. Asignar valores iniciales: β(0),γ(0),λ(0) y α(0).
3. Proponer un nuevo valor βnuevo para β generado de qβ.
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4. Calcular la probabilidad de aceptación α(β(j−1), βnuevo). Si el movimiento es acep-
tado, entonces β(j) = βnuevo. Si no es aceptado, entonces β
(j) = β(j−1).
5. Proponer un nuevo valor γnuevo para γ generado de qγ .
6. Calcular la probabilidad de aceptación α(γ(j−1), γnuevo). Si el movimiento es acep-
tado, entonces γ(j) = γnuevo. Si no es aceptado, entonces γ
(j) = γ(j−1).
7. Proponer un nuevo valor λnuevo para λ, generado de qλ.
8. Calcular la probabilidad de aceptación α(λ(j−1), λnuevo). Si el movimiento es acep-
tado, entonces λ(j) = λnuevo. Si no es aceptado, entonces λ
(j) = λ(j−1).
9. Proponer un nuevo valor αnuevo para α generado de qα.
10. Calcular la probabilidad de aceptación α(α(j−1), αnuevo). Si el movimiento es acep-
tado, entonces α(j) = αnuevo. Si no es aceptado, entonces α
(j) = α(j−1).
11. Aumentar el contador: de j a j + 1 e ir al paso 3 hasta lograr convergencia.
La convergencia puede ser emṕıricamente chequeada de diferentes formas. Para más
detalles ver Gamerman (1997b). Existen diferentes maneras de visitar los bloques descritos
en el algoritmo. En este caṕıtulo, los parámetros y los cuatro vectores de coeficientes de
regresión forman bloques naturales. Aśı, todos los bloques son visitados en forma sucesiva.
5.5. Aplicación: exportaciones de páıses relacionados
En esta sección, debido a que las exportaciones de los diferentes páıses, considera-
das en el ejemplo presentado en el Caṕıtulo 3, pueden considerarse como unidades no
independientes, realizamos un nuevo análisis de ellas, considerando el siguiente modelo:
µt = β0 + β1t+ β2t
2
log(σ2t ) = γ0 + γ1t
φijk1k2 = λ0 + λ1(i− j) + λ2(i− j)2 + λ3(dk1i − dk2j )3 + λ4(ak1i − ak2j )3
τt = α0 + α1t
t = 1, . . . , 15, j = 1, . . . , 15, para m = 6 páıses (Canadá, Francia, India, Sudáfrica, Estados
Unidos y Colombia), donde dk1i − dk2j representa el cambio en la distancia entre el páıs k1
y el páıs k2, entre los tiempos i y j (es decir, la evolución de las distancia entre páıses con
respecto a cómo esta distancia se acorta o aumenta por la acción de los diversos medios de
transporte más utilizados al realizar las exportaciones), y ak1i − ak2j representa el cambio
en los aranceles entre el páıs k1 y el páıs k2, entre los tiempos i y j.
Es decir, consideramos que las exportaciones de un páıs espećıfico, dependen de la
evolución de las distancias entre los diferentes páıses en diversos momentos (la cual es una
evolución muy lenta), aśı como de los aranceles establecidos en los tiempos anteriores.
El modelo fue ajustado considerando distribuciones a priori normales con media cero
y varianza del oredn 104 para todos los parámetros. Las medias a posteriori, las desviacio-
nes estándares y los intervalos de credibilidad del 95% encontrados para los parámetros
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Modelo Parámetros Estimación Desv. estándar Intervalo Cred. 95%
Localización β0 6.256 0.541 (4.67, 7.19)
β1 -4.237 0.503 (-4.08, -2.07)
β2 0.639 0.100 (0.35, 0.74)
Covarianza λ0 0.340 0.931 (-1.34, 1.88)
λ1 -0.352 0.380 (-1.57, -0.01)
λ2 0.211 0.100 (0.00, 0.55)
λ3 -0.036 0.01 (-0.03, -0.04)
λ4 -0.541 0.128 (-0.22, -0.85)
Escala γ0 0.301 0.430 (-0.56, 1.10)
γ1 0.392 0.143 (0.14, 0.66)
Sesgo α0 -0.251 0.61 (-1.25, 1.07)
α1 0.082 0.03 (0.03, 0.13)
Tabla 5.1. Parámetros estimados- exportaciones páıses dependientes
del modelo se pueden observar en la Tabla 5.1. Alĺı se puede notar que los valores son
similares a los obtenidos en el capt́ulo 3, pero con un efecto significativo en los nuevos
parámetros. Estos parecen indicar que, a medida que los aranceles aumentan en el tiempo,
las exportaciones tenderán a disminuir. De igual manera, si las distancias de un páıs a
otro decrecen en el tiempo, las exportaciones tenderán a incrementarse.
Las cadenas a posteriori obtenidas con 5000 iteraciones del algoritmo MCMC mostra-
ron un peŕıodo de transición muy pequeño; y los resultados de las pruebas de Gelman y
Rubin, Geweke, Heidelberger y Welch indicaron convergencia de las cadenas para todos
los parámetros de la regresión.
5.6. Conclusiones
En este Caṕıtulo, se propuso un método Bayesiano para analizar datos longitudinales
considerando unidades no independientes. Por medio de este método se reanalizaron los
datos de las exportaciones de diferentes páıses consideradas en el Caṕıtulo 3. Aunque
los resultados obtenidos resultan de interés se pueden considerar, para un futuro estudio,
otras variables explicativas en la covarianza, como el cambio en las condiciones climáticas
y poĺıticas de dichos páıses, entre otras.
Algunas consideraciones pueden ser tenidas en cuenta: por ejemplo, se podŕıa conside-
rar la estimación de los parámetros a través de una algoritmo Fisher-Scoring; o establecer
la obtención de los parámetros de un modelo no estructurado para los coeficientes auto-
regresivos con métodos Bayesianos y clásicos.
APÉNDICE A
Modelo gamma mixto para datos longitudinales
A.1. Introducción
Los modelos mixtos han sido utilizados en una amplia variedad de disciplinas: ciencias
f́ısicas, ciencias biológicas, ciencias sociales, entre otras. Estos modelos han sido parti-
cularmente útiles para representar datos agrupados y, por lo tanto, dependientes, que
surgen, por ejemplo, cuando los datos se organizan jerárquicamente, cuando se toman
observaciones sobre individuos relacionados o cuando se recopilan datos sobre los mismos
individuos a lo largo del tiempo (Ronquist & Huelsenbeck, 2003; Vonesh, 2006; Demiden-
ko, 2013; Brown & Prescott, 2014). El estudio de datos jerárquicos se ha enmarcado en
gran medida en variables con distribución normal o al menos distribuciones simétricas.
Sin embargo, los modelos pueden no ser apropiados cuando la variable de respuesta solo
toma valores positivos, como, en el proceso de fijación de tasas en el marco heterogéneo
de carteras de seguros (veh́ıculos, lesiones personales, entre otros.) (De Jong et al., 2008),
donde una de las posibilidad es usar un modelo de regresión gamma.
La ventaja sustancial de considerar un modelo gamma se debe a su flexibilidad en
comparación con otros modelos, como exponencial y Poisson, entre otros.
McCullagh & Nelder (1989) presentaron un modelo de regresión gamma donde el coe-
ficiente de variación se supone constante para todas las observaciones. Cepeda (2001) y
Cepeda & Gamerman (2004) propusieron una extensión de los modelos de regresión gam-
ma, asumiendo estructuras de regresión para los parámetros, y presentaron un método
Bayesiano para ajustar los modelos de regresión en la familia exponencial biparamétri-
ca. Espećıficamente para observaciones gamma, modelaron la media y los parámetros de
forma y dispersión.
Siguiendo a Cepeda (2001), nuestro modelo propuesto realiza un reparametrización
de la distribución gamma en términos de la media y el parámetro de forma, teniendo en
cuenta que son ortogonales en el sentido de Box-Cox (Cox & Reid, 1987; Cepeda, 2001),
mientras que esta propiedad no se cumple para la media y la varianza.
La media de la variable respuesta está vinculada a una estructura de regresión de
efectos mixtos mediante las funciones logaritmo e identidad. También consideramos una
versión extendida de este modelo, suponiendo que el parámetro de forma no es constante
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en las observaciones, sino que está relacionado con los efectos mixtos a través de una
estructura de regresión por medio de una funcióon de enlace logaritmo, similar a la media.
En este caṕıtulo proponemos un método Bayesiano para ajustar modelos de regresión
gamma, que incluye efectos fijos y aleatorios tanto en la media como en el parámetro de
forma. Este caṕıtulo está organizado de la siguiente manera: después de la introducción, en
la sección 2 presentamos la regresión gamma mixta Bayesiana. En la sección 3, presentamos
un método Bayesiano para ajustar los modelos propuestos. En la Sección 4 mostramos los
resultados de estudios de simulación efectuados. La sección 5 incluye una aplicación a un
conjunto de datos reales. Finalmente, en la sección 6 formulamos algunas conclusiones.
Al final del caṕıtulo mostramos un bosquejo del software OpenBUGS (Thomas, 2006)
utilizado.
A.2. Modelos de regresión gamma mixtos Bayesianos
Debido a su flexibilidad y a otras caracteŕısticas, la distribución gamma se utiliza con
frecuencia para modelar datos continuos que sólo toman valores positivos. La función de
densidad de probabilidad de una variable Y que sigue una distribución gamma, parame-
trizada en términos de su media µ (µ > 0) y su parámetro de forma α (α > 0), está dada
por:












donde λ > 0 y Γ(.) es la función gamma (Cepeda, 2001). En este caso, E(Y ) = µ and
Var(Y ) = µ
2
α . Si Y tiene función de densidad (A.1), escribiremos Y ∼ G(µ, α).
Ahora, sean Y1, . . . , Yn variables aleatorias independientes tales que Yi ∼ G(µi, α). El
modelo de regresión lo definimos asumiendo que
ηi = g(µi) = x
′
iβ
donde β = (β1, . . . , βp)
′ es el vector de los parámetros de la regresión (p < n), xi =
(xi1, . . . , xip)
′ es el vector de variables explicativas de la i-ésima observación y ηi es un
predictor lineal. Usualmente xi1 = 1 para toda i, para que el modelo tenga intercepto en
la media.
A partir de los modelos lineales generalizados, la función de enlace canónico g(.) :
(0,∞) → R, es la función inversa g(µ) = 1/µ. Sin embargo, las funciones de enlace
habituales en los modelos de regresión gamma son g(µ) = log(µ) y g(µ) = µ, debido a las
restricciones subyacentes en el enlace canónico.
En el modelo de regresión gamma presentado por Cepeda (2001), el parámetro de forma
no es constante para cada observación y se modela como la media. Asumimos entonces
n variables aleatorias independientes, Yi ∼ G(µi, αi), i = 1, . . . , n, con parámetros de la
media y la forma dados por
ηi = g(µi) = x
′
iβ τi = h(αi) = w
′
iγ
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donde β = (β1, . . . , βp)
′ y γ = (γ1, . . . , γk)
′, p + k < n, los vectores de los parámetros de
la regresión, xi y wi son los valores observados de las variables explicativas; y ηi y τi son
los predictores lineal de la i-ésima observación.
Debido a que el parámetro de forma es estrictamente positivo, la función de enlace
logaritmo parece ser la escogencia natural para h. Si asumimos que log(αi) = w
′
iγ donde
wi es el vector de variables explicativas y γ denota el vector de los coeficientes desconocidos
de la regresión. Nuevamente, es conveniente tomar la primera componente del vector wi
como 1 para permitir intercepto en la estructura de regresión de la forma. No existe ninguna
restricción en que wi
′s contenga las mismas variables explicativas que las contenidas en
xi
′s.
El modelo de regresión gamma descrito anteriormente no involucra efectos aleatorios.
Para extender el trabajo en modelos lineales generalizados Bayesianos y espećıficamente
en la regresión gamma Bayesiana (Cepeda, 2001; Cepeda & Gamerman, 2004; Cepeda-
Cuervo et al., 2014), en este Caṕıtulo proponemos dos modelos de regresión gamma mixta ,
el primero suponiendo que el parámetro de forma es constante para todas las observaciones
y el segundo que implica un modelo de efectos mixtos para el parámetro de forma.
Sean Y1, . . . , Ym vectores aleatorios continuos independientes, donde
yi = (yi1, . . . , yini)
′
representa el vector de respuestas observadas de una unidad muestral i y para la cual cada
uno de los componentes yij, j = 1, . . . ni toma valores reales positivos.
También consideremos un modelo de regresión con la siguiente estructura:
G[E(Yi|bi)] = Xiβ +Zibi, (A.2)
con i = 1, . . . ,m, donde G(.) es una función-vector que enlaza el vector de respuesta de la
media condicional con el modelo lineal mixto
ηi = Xiβ +Zibi
donde Xi es la matriz de diseño de tamaño ni × p, β = (βi, . . . , βp)′ es el vector de los
coeficientes de regresión de los efectos fijos, y Zi es la matriz de diseño de tamaño ni × q
asociada con el vector de efectos aleatorios bi = (bi1, . . . , biq)
′.
Para la función identidad de enlace, el j-ésimo componente de (A.2) es





donde µij = E(Yij |bi), xij = (xij1, . . . , xijp)′ y zij = (zij1, . . . , zijq)′.
Para la función logaritmo de enlace, el j-ésimo componente de (A.2) es





donde µij = E[Yij |bi], xij = (xij1, . . . , xijp)′ y zij = (zij1, . . . , zijq)′, lo cual es equivalente
a:
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En este trabajo, primero asumimos que condicionalmente en bi, β y α, que Yij , i =
1, . . . ,m; j = 1, . . . , ni, son independientes y tienen función de densidad:
Yij|bi, β, α ind∼ G(µij , α)
dada por (A.1) con µ reemplazada por µij (especificada por (A.3) o (A.4) ), dependiendo de
un conjunto de variables explicativas a través del enlace seleccionado. En esta formulación,
α representa el parámetro de forma constante.
En los modelos mixtos, los efectos aleatorios, b1, . . . , bm, son t́ıpicamente asumidos
independientes y normalmente distribuidos:
bi|Σb ind∼ Nq(0,Σb), i = 1, . . . ,m,
donde Σb es una matriz definida positiva de tamaño q × q. El supuesto de normalidad
puede ser cuestionable en algunas situaciones prácticas cuando se tienen valores at́ıpicos,
cuando los datos muestran colas pesadas o el comportamiento de los datos resulta ser
asimétrico. Una alternativa es considerar otros tipos de distribuciones, como la distribución
t multivariada con νb > 0 grados de libertad, vector de las localizaciones µb ∈ Rq y una
matriz definida positiva de dispersiones Σb para modelar los efectos aleatorios bi
′s, esto
es, bi|νb,Σb ind∼ tq(νb, 0,Σb), i = 1, . . . ,m (Figueroa-Zúñiga et al., 2013).
Para una formulación más general de este modelo, consideramos un parámetro de
forma diferente, αij , para cada respuesta yij. asumamos ahora una modelo mixto para el
logaritmo de αij . Esto es





donde wij = (wij1, . . . , wijp∗)
′ es el vector de diseño correspondiente al vector p∗ × 1, δ,
de efectos fijos, y hij = (hij1, . . . , hijq∗)
′ es el vector de diseño correspondiente al vector,
di, de efectos aleatorios. Podemos notar que las matrices Wi = (wi1, . . . , wini) y Hi =
(hi1, . . . , hini) puede contener las mismas covariables que las matrices Xi = (xi1, . . . , xini)
y Zi = (zi1, . . . , zini), pero no es requerido.
Aqúı podemos asumir que di|Σb ind∼ Nq(0,Σb), i = 1, . . . ,m, donde Σd es una ma-
triz definida positiva. Alternativamente, podemos asumir que di|Σd ind∼ tq(νd,0,Σb), i =
1, . . . ,m.
Con el fin de aplicar métodos Bayesianos para ajustar el modelo mixto gamma Baye-
siano, asumimos distribuciones a priori normal multivariadas para los efectos fijos, esto
es
β ∼ Np(µβ,Σβ)
Las distribuciones a priori son establecidas, tomando grandes varianzas a priori. Una
estrategia alternativa es considerar una distribución t multivariada, esto es:
β ∼ tp(νβ,µβ,Σβ)
y especificar un valor apropiado para νβ , el parámetro grados de libertad. Si asumimos
que el vector de efectos aleatorios sigue una distribución t multivariada: bi|νb,µb,Σb ∼
tq(νb,0,Σb), entonces la distribución a priori para los grados de libertad puede ser discre-
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tos como en Albert & Chib (1993) y en Besag et al. (1995), o continuos como en Geweke
(1992). Nosotros escogimos la última alternativa. Mas espećıficamente, consideramos una
distribución a priori exponencial con media 1/a, para los grados de libertad, la cual de-
notamos ε(a). La distribución a priori para la matriz de escala de los efectos Σb fue
escogida, principalmente por simplicidad computacional, como una distribución inversa
Wishart como en Fong et al. (2010): Σb ∼ IWq(Ψ, c).
En resumen, en este trabajo estudiamos dos modelos de regresión gamma mixto, donde:
1. Modelo 1: La media sigue una estructura de regresión mixta dada por la ecuación
(A.2) modelada como en (A.3) o (A.4) (Modelo 1A y Model 1B, respectivamente) y
ambos tienen un parámetro de forma constante α.
2. Modelo 2: La media sigue una estructura de regresión mixta dada por (A.2) y la
forma sigue una estructura de regresión dada por (A.5).
A.3. Ajuste de modelos de regresión gamma mixtos Bayesia-
nos
Sea Y = (Y ′1, . . . ,Y
′
m)
′ donde Y i = (Yi1, . . . , yini)




ηi = (ηi1, . . . , ηini)
′. Bajo los supuestos, condicionalmente en β,Σb y νb, los ηi
′s son inde-
pendientes y tienen función de densidad f(ηi|β,Σb, νb) ∝ f(bi|β,Σb, νb), i = 1, . . . ,m.
A.3.1. Modelo 1
Asumiendo que los parámetros Σb, νb, α y β son independientes, la distribución a
posteriori conjunta está dada por:
















De esta manera, las muestras de f(β,Σb, νb, α,η|y) se obtienen de un proceso iterativos
de las distribuciones condicionales completas:
f(Σb|νb,β, α,η, y), f(νb|Σb, β, α,η, y), f(β|Σb, νb, α,η, y)
f(α|νb,β,Σb,η, y), f(ηi|ηk,Σb, β, α, νb,y), i, k = 1, . . . ,m, i 6= k
El algoritmo puede implementarse usando OpenBUGS, y por medio de este software
se pueden realizar inferencias a posteriori acerca de los parámetros.
A.3.2. Modelo 2
Definiendo τ = (τ ′1, . . . , τ
′
m)
′, donde τ i = (τi1, . . . , τini)
′, y asumiendo (independencia
condicional de los Yij) δ,Σd y νd, los τ
′
is son independientes y tienen función de densidad:
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f(τi|δ,Σd, νd) ∝ f(di|δ,Σd, νd), i = 1, . . . ,m, y asumiendo una distribución a priori in-
dependiente para Σb, νb,Σd, νd, δ y β, la distribución a posteriori de (β,Σb, νb, δ,Σd, νd)
está dada por:






















Por lo tanto, un algoritmo muestreador de Gibbs puede se utilizado para generar
muestras de:
f(β,Σb, νb, δ,Σd, νd,η, τ |y)
a través de un muestreo iterativo de las siguientes distribuciones condicionales completas:
f(β|Σb, νb, δ,Σd, νd,η, τ, y), f(Σb|β, νb, δ,Σd, νd,η, τ ,y)
f(νb|β,Σb, δ,Σd, νd,η, τ ,y), f(δ|β,Σb, νb,Σd, νd,η, τ, y)
f(Σd|β,Σb, νb, δ, νd,η, τ, y), f(νd|β,Σb, νb, δ,Σd, η, τ, y)
f(ηi|ηk, τk, β,Σb, νb, δ,Σd, νd,yi), f(τi|τk,ηk, β,Σb, νb, δ,Σd, νd,yi)
para i, k = 1, . . . ,m, y i 6= k. El algoritmo para este modelo nuevamente puede se im-
plementado en OpenBUGS, y las inferencias a posteriori para los parámetros se pueden
realizar con este software.
A.4. Estudios de simulación
Llevamos a cabo un estudio de simulacioń para examinar cuán similares son las esti-
maciones de los parámetros de los modelos, en comparación con los valores reales de los
parámetros.
A.4.1. Modelo tipo 1
En esta sección consideramos dos clases de modelos:
1. Modelo 1A
En esta sección, asumimos el modelo:
Yij |bi, α,β ∼ G(µij , α), i = 1, . . . , n, and j = 1, . . . , 5,
donde β = (β1, β2, β3)
′, bi = (bi1, bi2)
′,
ηij = µij = β1 + β2xij2 + β3xij3 + bi1 + bi2zij2,
y bi|νb,Σb ∼ t2(νb,0,Σb), asumiendo como función de enlace el inverso del enlace
canónico.
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Para n = 50, 100 y 150, valores de las variables explicativas X2,X3 y Z2 fueron
generados de distribuciones uniformes U[0,30], U[0,15] and U[10,20] respectivamente,








Se adoptaron las siguientes especificaciones a priori : νb ∼ ε(0.1),Σb ∼ IW2(Ψ, c), y
β = (β1, β2, β3)















Los valores verdaderos de los parámetros, sus estimaciones y desviaciones estándar se
presentan en la Tabla A.1. En este modelo consideramos 100.000 iteraciones, descar-
tando las primeras 10.000 iteraciones. Las estimaciones de los parámetros mejoran y
las desviaciones estándares disminuyen a medida que aumentamos el tamaño de la
muestra.
Para monitorear la convergencia global de las cadenas, calculamos el factor potencial
de reducción de escala (psrf) propuesto por Brooks & Gelman (1998) (el prfs es un
factor estimado por el cual la escala de la distribución actual para la distribución
objetivo podŕıa reducirse si las simulaciones se continuaran durante un número in-
finito de iteraciones). Cuando el psrf es alto (quizás mayor que 1.1 o 1.2), entonces
debeŕıamos ejecutar nuestras cadenas por más tiempo para mejorar la convergencia
a la distribución estacionaria. Obtuvimos prsf = 0.995, 0.996 y 0.99 para n = 50, 100
y 150, respectivamente. Las pruebas indicaron que las cadenas de Markov conver-
gieron a su distribución estacionaria. Además, se realizaron saltos cada 5 iteraciones
para eliminar los efectos de las autocorrelaciones en cada cadena.
Para estudiar la convergencia de las cadenas en forma individual se utilizó el pa-
quete CODA (Plummer et al., 2006) del software R (R Core Team, 2017). Este
paquete proporciona diferentes pruebas de diagnóstico para verificar la convergen-
cia: la prueba de Gelman y Rubin (Gelman & Rubin, 1992), la prueba de Geweke
(Geweke, 1992), la prueba de Heidelberg y Welch (Heidelberger & Welch, 1981) y la
prueba de Raftery y Lewis (Raffery & Lewis, 1992). Todas las pruebas individuales
efectuadas mostraron la convergencia de las cadenas.
En la Tabla A.2 observamos, para n = 50, las correlaciones entre las cadenas a
posteriori de los parámetros. Pueden verse pequeñas correlaciones entre ellos, con
valores entre -0.11 y 0.15. Se puede notar que las correlaciones entre βi y α son
cercanas a cero. Las correlaciones considerando los otros dos tamaños de muestra
fueron similares a las que se muestran en la Tabla A.2.
2. Modelo 1B
Aqúı asumimos el modelo:
yij|bi, α,β ∼ G(µij , α), i = 1, . . . , n, and j = 1, . . . , 5,
donde β = (β1, β2, β3)
′, bi = (bi1, bi2)
′,
ηij = log(µij) = β1 + β2xij2 + β3xij3 + bi1 + bi2zij2,
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β1 β2 β3 α νb Σb11 Σb12 Σb13
n Verdadero 1.50 2.00 3.00 13.00 5.00 1.00 0.10 0.30
50 Estimado 1.23 2.10 3.13 17.77 4.92 0.93 0.12 0.27
Desv. estándar 0.53 0.05 0.10 2.03 1.72 0.11 0.02 0.06
100 Estimado 1.39 2.07 3.15 15.25 5.19 1.03 0.11 0.29
Desv. estándar 0.33 0.05 0.09 2.13 1.62 0.12 0.02 0.07
150 Estimado 1.53 2.05 3.11 15.37 4.95 1.03 0.10 0.31
Desv. estándar 0.31 0.04 0.09 2.10 1.61 0.11 0.02 0.05
Tabla A.1. Valores verdaderos y estimados de parámetros, y desviaciones estándares - Modelo
1A
β1 β2 β3 α νb Σb11 Σb12 Σb13
β1 1.00
β2 -0.03 1.00
β3 -0.05 -0.07 1.00
α -0.03 0.00 0.00 1.00
νb -0.01 0.01 0.01 0.01 1.00
Σb11 0.06 -0.06 0.03 -0.07 -0.01 1.00
Σb12 -0.06 0.03 0.02 -0.01 -0.03 -0.05 1.00
Σb13 0.00 -0.01 0.00 -0.11 -0.08 0.02 0.15 1.00
Tabla A.2. Correlaciones a posteriori - Modelo 1A
y bi|νb,Σb ∼ t2(νb, 0,Σb).
Para n = 50, 100 y 150, los valores de las variables explicativas X2, X3 y Z2 fueron
generados de las distribuciones uniformes U[0,30], U[0,15] y U[10,20], respectivamen-







Las distribuciones a priori para los parámetros νb,Σb, β y α son las mismos consi-
deradas en el Modelo 1A.
Las estimaciones de los parámetros y las desviaciones estándares se dan en la Tabla
A.3. Consideramos 100.000 iteraciones, descartando las primeras 10.000 iteraciones,
como en el modelo anterior. Nuevamente analizamos la convergencia de las cadenas
con los criterios mencionados anteriormente. Estas pruebas de diagnóstico sugieren
un buen comportamiento multivariado (prsf = 1.02) e individual de las cadenas.
La Tabla A.4 muestra las correlaciones entre las cadenas a posteriori de los paráme-
tros para n = 50. Como anteriormente, podemos observar pequeñas correlaciones,
con valores entre -0.13 y 0.16. Notemos, nuevamente, que las correlaciones entre las
muestras de β2, β3 y α son iguales a cero. Las correlaciones considerando los otros
dos tamaños de muestra fueron similares a las que se muestran en la Tabla A.4.
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β1 β2 β3 α νb Σb11 Σb12 Σb13
n Verdadero 1.00 0.20 -0.03 13.00 5.00 0.80 0.40 2.00
50 Estimado 0.95 0.17 -0.03 19.33 4.72 0.93 0.32 1.77
Desv. estándar 0.37 0.09 0.01 2.03 0.67 0.11 0.10 0.76
100 Estimado 0.95 0.18 -0.03 17.75 5.19 1.03 0.11 0.29
Desv. estándar 0.33 0.08 0.01 2.01 0.62 0.12 0.12 0.67
150 Estimado 0.97 0.18 -0.03 15.37 4.95 1.03 0.10 0.31
Desv. estándar 0.31 0.09 0.01 2.10 0.61 0.11 0.12 0.65
Tabla A.3. Valores verdaderos y estimados de parámetros, y desviaciones estándares - Modelo
1B
β1 β2 β3 α νb Σb11 Σb12 Σb13
β1 1.00
β2 -0.02 1.00
β3 -0.01 -0.03 1.00
α -0.06 0.00 0.00 1.00
νb -0.02 0.02 0.03 0.03 1.00
Σb11 0.07 -0.06 0.03 -0.07 -0.01 1.00
Σb12 -0.09 0.06 0.04 -0.01 -0.04 -0.07 1.00
Σb13 0.03 -0.01 0.06 -0.13 -0.10 0.07 0.16 1.00
Tabla A.4. Correlaciones a posteriori - Modelo 1B
A.4.2. Modelo tipo 2
En esta sección asumimos el modelo
yij|bi, δ, β, di ∼ G(µij , αij), i = 1, . . . , n, and j = 1, . . . , 5,
donde β = (β1, β2, β3)
′, bi = (bi1, bi2)
′, δ = (δ1, δ2, δ3)
′, di = (di1, di2)
′, y las estructuras
para la media y la forma están dadas por:
ηij = µij = β1 + β2xij2 + β3xij3 + bi1 + bi2zij2
τij = log(αij) = δ1 + δ2xij2 + δ3xij3 + di1 + di2zij2,
y bi|νb,Σb ∼ t2(νb,0,Σb).
Establecemos νb = 5,β = (0.5, 1.5, 2.5)
′ , δ = (0.5, 0.2, 0.01)′ y






Para n = 50, 100 y 150, valores de las variables explicativas X2,X3 and Z2, se generaron
a partir de las distribuciones uniformes definidas en el modelo 1A.
Las distribuciones a priori para los parámetros νb , Σb y β son las mismas que las
propuestas para el modelo 1A. Las distribuciones a priori para los parámetros δ son
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las mismas que las del parámetro β: t3(νβ,µβ,Σβ). Además, para las especificaciones del
modelo que incluye efectos aleatorios para el parámetro de forma, asumimos que los efectos
aleatorios de la forma di tienen las mismas distribuciones que las de los efectos aleatorios
de la localización bi: t3(νb,0,Σb).
En este modelo, nuevamente consideramos 100,000 iteracions y las estimaciones se
obtuvieron utilizando las muestras obtenidas en las últimas 90,000 iteraciones. Las pruebas
efectuadas a las cadenas indicaron un muy buen comportamiento de convergencia. En la
Tabla A.6 se muestra, para n = 50, las correlaciones entre las cadenas a posteriori de los
parámetros. Se pueden notar pequeñas correlaciones entre ellos, con valores entre -0.15 y
0.17. Aqúı, las correlaciones entre las muestras a posteriori de β2, β3 y δ1, δ2, δ3 son iguales
a cero. Las correlaciones considerando los otros dos tamaños de muestra fueron similares
a las que se muestran en la Tabla A.6. Las estimaciones de los parámetros se observan en
la Tabla A.5.
En estos estudios se consideraron diferentes valores para νb = 3, 7, 10 en los modelos
1A, 1B y 2. Los resultados obtenidos fueron suficientemente buenos.
De acuerdo con los resultados obtenidos en los modelos simulados anteriores, podemos
decir que las estimaciones obtenidas son confiables.
β1 β2 β3 δ1 δ2 δ3 νb Σb11 Σb12 Σb13
n Verdadero 0.50 1.50 2.50 0.50 0.20 0.01 5.00 0.80 0.40 2.00
50 Estimado 0.65 1.27 2.36 0.41 0.25 0.01 6.32 1.31 0.73 2.33
Desv. estándar 0.25 0.41 0.57 0.17 0.15 0.00 1.33 0.71 0.41 0.77
100 Estimado 0.61 1.29 2.41 0.43 0.21 0.01 6.09 0.93 0.68 2.11
Desv. estándar 0.15 0.35 0.52 0.13 0.11 0.00 1.22 0.53 0.39 0.75
150 Estimado 0.57 1.37 2.43 0.47 0.21 0.01 6.01 0.73 0.61 2.07
Desv. estándar 0.13 0.24 0.43 0.13 0.10 0.00 1.19 0.39 0.37 0.75
Tabla A.5. Valores verdaderos y estimados de parámetros, y desviaciones estándares - Modelo 2
β1 β2 β3 δ1 δ2 δ3 νb Σb11 Σb12 Σb13
β1 1.00
β2 -0.01 1.00
β3 -0.09 -0.03 1.00
δ1 -0.04 0.00 0.00 1.00
δ2 -0.06 0.00 0.00 0.00 1.00
δ3 -0.03 0.00 0.00 0.00 0.00 1.00
νb -0.01 -0.02 0.03 0.03 0.00 0.00 1.00
Σb11 -0.07 -0.09 0.08 0.03 0.02 0.01 0.01 1.00
Σb12 -0.03 0.08 0.05 -0.03 -0.03 -0.07 0.00 0.00 1.00
Σb13 -0.08 0.09 0.06 -0.15 -0.10 0.07 0.17 0.04 0.05 1.00
Tabla A.6. Correlaciones a posteriori, Modelo 2
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A.5. Aplicación
Los seguros de vida son una forma de seguros personales que cubren los riesgos de
muerte del asegurado, la ocurrencia de una enfermedad grave o un evento imprevisto que
causa la discapacidad total y permanente del asegurado.
Los datos de seguros analizadas, corresponden a primas de seguros de vida (los valores
son primas correspondientes a contratos perfeccionados o ampliados en el año, cuyos re-
cibos han sido emitidos en el peŕıodo correspondiente), en millones de pesos colombianos,
de 19 compañ́ıas de seguros que operan las ramas de la vida y persona según la Superin-
tendencia de Colombia de 2004 a 2015 (Fuente: Federación de Aseguradoras de Colombia:
FASECOLDA).
Las primas de seguro de vida promedio pueden modelarse teniendo una distribución
gamma, mediante una función de enlace apropiada para relacionar la media de la variable
dependiente con una combinación lineal de los predictores, en este caso, el tiempo.
A.5.1. Modelos con parámetro de forma constante
Aqúı, ajustamos un modelo de regresión gamma con parámetro de forma constante
(Modelo 1), asumiendo una estructura de regresión para la localización dada por: µij =
β1 + β2t+ bi1 + bi2t (Modelo 1A y Modelo 1B) o µij = β1 + β2t+ β3t
2 + bi1 + bi2t+ bi3t
2
(Modelo 1C y Modelo 1D) t = 1, 2, . . . , 12, i = 1, 2, . . . , 19. Para el parámetro de forma α,
asumimos una distribución gamma inversa α ∼ IG(ǫ, ǫ), con ǫ = 0.001.
• Model 1A:
En este modelo, se consideraron las siguientes distribuciones a priori : β = (β1, β2)
′ ∼
N2(µβ,Σβ) y bi = (bi1, bi2)
′ ∼ N2(µb,Σb), con





, µb = µβ = (0, 0)
′.
• Model 1B:
En este modelo, se consideraron las siguientes distribuciones a priori : β = (β1, β2)
′ ∼
t2(νβ ,µβ,Σβ), bi = (bi1, bi2)
′ ∼ t2(νb,µb,Σb), νb ∼ ε(a0) y Σb ∼ IW(Ψ, c), con













µb = µβ = (0, 0)
′.
• Model 1C:
En este modelo, se consideraron las siguientes distribuciones a priori : β =
(β1, β2, β3)
′ ∼ N3(µβ,Σβ) y bi = (bi1, bi2, bi3)′ ∼ N3(µb,Σb), con







 , and µb = µβ = (0, 0, 0)′.
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• Model 1D:
En este modelo, se consideraron las siguientes distribuciones a priori : β =
(β1, β2, β3)
′ ∼ t3(νβ,µβ,Σβ), bi = (bi1, bi2, bi3)′ ∼ t3(νb,µb,Σb), νb ∼ ε(a0) y


















µb = µβ = (0, 0, 0)
′.
Parámetro Inferencia a psoteriori
Media Error MC Mediana IC 95%
β1 85.33 1.526 86.52 (62.7,110.0)
β2 50.70 1.831 47.06 (26.5,75.14)
β3 5.33 0.016 0.32 (0.38,12.19)
α 1.85 0.021 1.83 (1.35,2.49)
Tabla A.7. Estimaciones a posterior: Medias y medianas, intervalos de credibilidad de 95% (IC)
para todos los parámetros - Modelo 1C.
Estos modelos fueron ajustados siguiendo el código de programación para el software
OpenBUGS presentado al final del caṕıtulo. Los correspondientes valores DIC para los
modelos ajustados fueron: Modelo 1A, DIC=2305; Modelo 1B, DIC=2376; Modelo 1C,
DIC=2286 y, Model 1D, DIC=2293. La Tabla A.7 muestra las estimaciones a posteriori
de los parámetros del Modelo 1C, el cual proporcional el menor valor DIC.
Para las muestras a posteriori del Modelo 1C (Figura A.1), la versión multivariada de
convergencia, de la prueba de Gelman y Rubin indicó la convergencia de las cadenas (prsf
= 0.98 < 1.2).
A.5.2. Modelos con parámetro de forma no constante
En esta sección, consideramos un modelo de regresión gamma mixto, asumiendo que α
no es constante a través de las observaciones, y que su comportamiento puede explicarse
por medio de una relación lineal o cuadrática en el tiempo. En esta Sección, consideramos
cuatro diferentes especificaciones a priori para los parámetros de los Modelos: 2A, 2B,
2C y 2D:
• Model 2A
En este modelo, asumimos que la media y la forma tienen estructuras de regresión
dadas por:
µij = β1 + β2t+ bi1 + bi2t (A.6)
log(αij) = δ1 + δ2t+ di1 + di2t (A.7)
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Figura A.1. Comportamiento de las cadenas a posteriori. Modelo 1C
con las siguientes especificaciones a priori : β = (β1, β2)
′ ∼ N2(µβ,Σβ), bi =
(bi1, bi2)
′ ∼ N2(µb,Σb), con





, µb = µβ = (0, 0)
′
y δ = (δ1, δ2)
′ ∼ N2(µδ,Σδ), di = (di1, di2)′ ∼ N2(µd,Σd), con





, µδ = (0, 0)
′.
• Modelo 2B
En este modelo asumimos que la media y la forma tienen estructuras de regre-
sión dadas por A.6 y A.7; y las siguientes distribuciones a priori : β = (β1, β2)
′ ∼
t2(νβ ,µβ,Σβ), bi = (bi1, bi2)
′ ∼ t2(νb,µb,Σb), νb ∼ ε(a0),Σb ∼ IW2(Ψ, c), con











y µb = µβ = (0, 0)
′, δ = (δ1, δ2)
′ ∼ t2(νδ,µδ,Σδ), di = (di1, di2)′ ∼ t2(νd,µd,Σd),











µd = µδ = (0, 0)
′
• Modelo 2C
En este modelos, asumimos las siguientes estructuras de regresión:
µij = β1 + β2t+ β3t
2 + bi1 + bi2t+ bi3t
2 (A.8)
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log(αij) = δ1 + δ2t+ δ3t
2 + di1 + di2t+ bi3t
2 (A.9)
y las siguientes distribuciones a priori : β = (β1, β2, β3)
′ ∼ N3(µβ,Σβ), bi =
(bi1, bi2, bi3)
′ ∼ N3(µb,Σb), con







 , µb = µβ = (0, 0, 0)′
y δ = (δ1, δ2, δ3)
′ ∼ N3(µδ,Σδ), di = (di1, di2)′ ∼ N3(µd,Σd), con







 , µδ = (0, 0, 0)′ .
• Modelo 2D
En este modelo asumimos que las estructuras de regresión para la media y la forma
están dadas por A.8 y A.9, y las siguientes distribuciones a priori : β = (β1, β2, β3)
′ ∼
t3(νβ ,µβ,Σβ), bi = (bi1, bi2, bi3)
′ ∼ t3(νb,µb,Σb), νb ∼ ε(a0),Σb ∼ IW3(Ψ, c), con
















y µb = µβ = (0, 0, 0)
′, δ = (δ1, δ2)
′ ∼ t2(νδ,µδ,Σδ), di = (di1, di2)′ ∼
















 µd = µδ = (0, 0, 0)′
Estos modelos fueron ajustados usando los códigos de programación en el software
OpenBUGS presentados en la sección al final del caṕıtulo Los correspondientes valores DIC
para todos los modelos ajustados fueron: Modelo 2A, DIC=3744; Model 2B, DIC=3520;
Modelo 2C, DIC= 3815 y, Model 2D, DIC=3855. En la Tabla A.8 observamos las estima-
ciones a posteriori de los parámetros del Modelo 2B, el cual proporcional el menor valor
DIC.
Parámetro Inferencia a posteriori
Media Error MC Mediana IC 95%
β1 228.3 0.104 228.5 (203.0,278.6)
β2 8.60 0.152 5.7 (-16.5,20.2)
β3 1.5 0.189 1.4 (-1.7,2.0)
β4 0.5 0.137 0.4 (-1.2,1.1)
Tabla A.8. Estimaciones a posterior: Medias y medianas, intervalos de credibilidad de 95% (IC)
para todos los parámetros - Modelo 2B.
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Figura A.2. Datos de las primas de seguros de vida. La ĺınea oscura representa la media posterior
ajustada. Modelo 1C
Consideramos 20.000 iteraciones de Monte Carlo y nuestros resultados se obtuvieron
con las muestras a posteriori obtenidas de las últimas 17.000 iteraciones. Además, rea-
lizamos las pruebas de diagnóstico ya mencionadas; y en todos los cuales sugirieron un
comportamiento adecuado de las cadenas. Para el Modelo 2B, se obtuvieron evidencias
diagnósticas similares (prsf = 1.07).
En la Figura A.2 observamos la estimación de la media a posteriori µ̂ a través del
tiempo y la trayectoria estimada de cada una de las primas. Los resultados sugieren que
el promedio de las primas tiende a aumentar con el tiempo, en forma no lineal, como se
obtuvo en el modelo considerando un polinomio cuadrático en el tiempo. La Figura A.2
muestra también que las varianzas no son homogéneas y tienden a aumentar con el tiempo
y que puede modelarse mediante un polinomio de tiempo cuadrático o cúbico. Entre el
modelo de forma constante (Modelo 1C) y el modelo de forma variable (Modelo 2B), los
valores de DIC sugieren que el primer modelo es el mejor.
A.6. Conclusiones y extensiones
La implementación de modelos de regresión gamma mixtos para efectos aleatorios
que se distribuyen normalmente y que no se distribuyen normalmente son muy comunes.
En este sentido, este enfoque es más flexible que otros, porque se puede implementar
muy fácilmente cuando la distribución de los efectos aleatorios siguen distribuciones t de
Student, normal sesgada, u otra distribución, mediante el uso de un software simple y
accesible como lo es OpenBUGS. Otra ventaja de este enfoque es la fácil implementación
para la imputación de valores perdidos, una situación muy común en datos longitudinales
para los cuales un enfoque clásico es mucho más complicado.
En la aplicación elegimos la función identidad como enlace para el parámetro de loca-
lización. No tuvimos problemas con esta selección. Sin embargo, otras opciones, como el
enlace logaritmo, son posibles.
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Seleccionamos la distribución exponencial para la distribución a priori de los grados
de libertad de la distribución t multivariada, pero se pueden utilizar otras distribucio-
nes. Puede implementarse un estudio posterior usando diferentes distribuciones, como las
propuestas por Fonseca et al. (2008), y realizar comparaciones. En general, se puede rea-
lizar un estudio de sensibilidad a la elección de las distribuciones a priori, seleccionando
diferentes tipos de ellas, como distribuciones jerárquicas, entre otras.
También es posible realizar el estudio modelando la media y la varianza, en lugar de
modelar la media y la forma, y comparar los resultados obtenidos.
A.7. Código BUGS para la regresión gamma mixta Bayesiana
Esta Sección presenta diversas piezas de código BUGS utilizadas para ajustar la re-




for( i in 1 : m ) {
for( j in 1 : n ) {
Y[i , j] ~ dgama(a1[i,j] ,a2[i,j])
a1[i,j] <- phi
a2[i,j] <- phi/mu[i , j]
mu[i , j] <- inprod(x[i, j, ], beta[ ])+inprod(z[i, j, ], b[i,1,])
}
b[i,1,1:q ] ~ dmt(cerovec [ ] ,psi[ , ],gl1)
}
gl1~dexp(a0)
beta[1:p] ~ dmt(alpha[ ] , V1[ , ],gl2)
V1[1:p ,1:p] <- inverse(V[ , ])








for( i in 1 : m ) {
for( j in 1 : n ) {
Y[i , j] ~ dgamma(a1[i,j] ,a2[i,j])
a1[i,j] <- phi
a2[i,j] <- phi/mu[i , j]
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log(mu[i , j]) <- inprod(x[i, j, ], beta[ ])+inprod(z[i, j, ], b[i,1,])
}
b[i,1,1:q ] ~ dmt(cerovec [ ] ,psi[ , ],gl1)
}
gl1~dexp(a0)
beta[1:p] ~ dmt(alpha[ ] , V1[ , ],gl2)
V1[1:p ,1:p] <- inverse(V[ , ])








for( i in 1 : m ) {
for( j in 1 : n ) {
Y[i , j] ~ dgamma(a1[i,j] ,a2[i,j])
a1[i,j] <- phi[i,j]
a2[i,j] <- phi[i,j]/mu[i , j]
log(phi[i,j])<-inprod(x[i, j, ], delta[ ])+inprod(z[i, j, ], gama[i,1,])
mu[i , j] <- inprod(x[i, j, ], beta[ ])+inprod(z[i, j, ], b[i,1,])
}
b[i,1,1:q ] ~ dmt(cerovec [ ] ,psi[ , ],gl1)
gama[i,1,1:q ] ~ dmt(cerovec [ ] ,psi[ , ],gl1)
}
gl1~dexp(a0)
beta[1:p] ~ dmt(alpha[ ] , V1[ , ],gl2)
delta[1:p] ~ dmt(alpha[ ] , V1[ , ],gl2)
V1[1:p ,1:p] <- inverse(V[ , ])




En esta tesis hemos presentado diferentes tópicos relacionados con modelos Bayesianos
para datos longitudinales con algunas extensiones teóricas y metodologiás para su ajuste.
En el Caṕıtulo 2 se propusieron modelos de regresión lineales normales sesgados consi-
derando las distribuciones normal sesgadas univariadas de Azzalini y Sahu. Estos modelos
pueden extenderse a modelos no lineales en localización y ajustarse con la misma meto-
doloǵıa utilizada en los modelos de regresión lineales normales sesgados mencionados.
En el Caṕıtulo 3 propusimos modelos para datos longitudinales normal sesgados asu-
miendo distribuciones normal sesgadas multivariadas de Azzalini y Sahu. El uso de la
distribución normal sesgada multivariada de Sahu fue utilizada debido a que la implemen-
tación del enfoque Bayesiano usando esta distribución es mas sencillo que con otras formas
de distribución normal sesgada, incluyendo por supuesto la de Azzalini.
En el Caṕıtulo 4 se propone la extensión a modelos no lineales en localización de
los modelos para datos longitudinales normal sesgados asumiendo distribuciones normal
sesgadas multivariadas de Azzalini y Sahu, los cuales pueden ajustarse con la misma
metodoloǵıa utilizada en el Caṕıtulo anterior.
En el Caṕıtulo 5 propusimos la extensión de los modelos presentados en el Caṕıtulo
3, considerando sujetos o unidades no independientes, es decir, se proponen modelos para
datos longitudinales normal sesgados asumiendo distribuciones normal sesgadas multiva-
riadas de Azzalini y Sahu, pero con unidades o sujetos no indpendientes, los cuales pueden
ajustarse con la misma metodoloǵıa utilizada en los Caṕıtulos anteriores.
En el Apéndice se propusieron extensiones para el análisis de datos longitudinales no
normalmente distribuidos como una de las posibles extensiones de este trabajo, asumiendo
en forma particular, la distribución gama.
Para todos ellos, se propone un método de estimación basado en la metodoloǵıa
Cepeda-Gamerman explicada en cada uno de los Caṕıtulos.
Adicionalmente se desarrollaron los programas o códigos para el ajuste de los modelos
propuestos utilizando los software OpenBUGS y R (en el cual se encuentra en construcción
una libreŕıa que recopila los casos mencionados en los Caṕıtulos 2,3, 4 y 5) .
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