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Identification of Cellular Automata Based on
Incomplete Observations With Bounded Time Gaps
Witold Bołt , Jan M. Baetens , and Bernard De Baets
Abstract—In this paper, the problem of identifying the cellular
automata (CAs) is considered. We frame and solve this problem in
the context of incomplete observations, i.e., prerecorded, incom-
plete configurations of the system at certain, and unknown time
stamps. We consider 1-D, deterministic, two-state CAs only. An
identification method based on a genetic algorithm with individu-
als of variable length is proposed. The experimental results show
that the proposed method is highly effective. In addition, con-
nections between the dynamical properties of CAs (Lyapunov
exponents and behavioral classes) and the performance of the
identification algorithm are established and analyzed.
Index Terms—Cellular automata (CAs), genetic algorithms
(GAs), nonlinear dynamical systems, system identification.
I. INTRODUCTION
CELLULAR automata (CAs) constitute an attractive andeffective modeling paradigm for a variety of prob-
lems [1]. In order to use CAs for a practical modeling
task, one needs to understand the mechanisms underlying the
phenomenon at stake, and translate them into a CA rule.
Additionally, the state space and neighborhood structure need
to be pinned down beforehand. This limits the use of CAs,
since there are problems for which manually designing a
local rule is hard. Moreover, in some cases only the ini-
tial and final states of the systems are known (e.g., [2]–[4]).
Research on automated CA identification is motivated by
such problems. Various methods have been studied so far
in this field: genetic algorithms (GAs) [5]–[8]; genetic pro-
gramming [9]–[11]; gene expression programming [12]; other
evolutionary algorithms [13]; ant colony algorithms [14];
machine learning approaches [15]; as well as direct construc-
tion algorithms [16]–[19]. Within these methods, two main
groups can be identified. First, there are methods for solving
specific, global problems. An example of such a problem is the
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density classification problem in which only the initial condi-
tion and the desired outcome are known [20]–[23]. Second,
there are methods that exploit the entire time series of con-
figurations. Typically, it is assumed that all configurations are
known (i.e., observed completely). Only limited efforts have
been devoted to solve the identification problem in the absence
of complete information [5].
The main goal of the research presented in this paper is
to design a method capable of automated CA identification
in the case of incomplete information. The incompleteness of
the information, within the scope of this paper, is of twofold
nature. First, we consider the spatial incompleteness, which
relates to missing states of specific cells at one or more
time stamps. Second, we consider the temporal incomplete-
ness, which relates to missing CA configurations at certain
time stamps. In contrast to the spatial incompleteness, where
the location and therefore the amount of missing informa-
tion is known, these parameters are not known in the case
of temporal incompleteness, i.e., a certain, unknown number
of time stamps are missing in between every consecutive pair
of observed time stamps. Such a setting has not yet been dis-
cussed in the literature. In this paper, a detailed definition of
this identification problem is presented. Moreover, an effective
solution algorithm based on a GA is presented.
It is important to understand the motivation behind the
problem definition discussed in this paper. Essentially, spatial
incompleteness can be related to malfunctioning measuring
equipment or limited capabilities of observing real-world phe-
nomena. Such scenarios are very likely in many practical
applications [24]. Temporal incompleteness, on the other hand,
can be understood in two ways. First, similar to spatial incom-
pleteness, it can be related to limited observation capabilities,
i.e., the frequency of capturing the time stamps might be lim-
ited and unstable. Second, there is an issue of synchronization.
The clock of the phenomenon in question, and the one of
the prospective CA-based models, are not necessarily in syn-
chrony. Due to this, the number of CA time stamps in between
two consecutive observed time stamps might be unknown and
might be changing dynamically. Consequently, although the
problem is discussed in a theoretical setting of 1-D, two-state
CAs, the nature of the tackled problems relates directly to the
one of the practical modeling.
This paper is organized as follows. Section II introduces
the basic definitions. In Section III, the CA identification
problem is formally defined. Further, in Section IV, this prob-
lem is then reformulated as an optimization task. Section V
presents the algorithm for solving the identification problem.
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TABLE I
LUT OF LOCAL RULE n = (8, 7, 6, 5, 4, 3, 2, 1)2
The experimental results are presented in detail in Section VI,
while Section VII summarizes the main results.
II. PRELIMINARIES
We concentrate on 1-D, deterministic, binary CAs with a
finite number of cells, defined by a local rule with a symmetric
neighborhood. Yet, the problem definition and the identifica-
tion algorithm can be extended to higher dimensions and more
complex state sets. Below, we give a definition of the CAs that
are considered in this paper. Let fA : {0, 1}2 r+1 → {0, 1} be a
function, where r ∈ N, then, for any integer N, we define the
N-cell global CA rule AN : {0, 1}N → {0, 1}N as
AN(s1, . . . , si, . . . , sN) =
(
s′1, . . . , s′i, . . . , s′N
) (1)
where s′i = fA(si−r, . . . , si+r) and the periodic boundary condi-
tions are assumed, i.e., si+N = si for any i ∈ Z. Such function
fA will be referred to as a local rule, while the integer r will be
referred to as the neighborhood radius or simply radius. Any
local rule can be uniquely defined by a lookup table (LUT),
listing all the possible arguments and mapping them to the cor-
responding function values. The ordering of the arguments in
an LUT is assumed to be lexicographic, thus only the second
row needs to be stored. Therefore, an LUT will be represented
as a binary vector of length 22 r+1. The general form of an LUT
describing a local rule with unit radius (r = 1) is shown in
Table I. Note that LUTs can be used to enumerate local rules,
as the coefficients i can be treated as digits in the binary rep-
resentation of an integer n, i.e., the number of a local rule is
given by n = ∑8i=1 i 2i−1 = (8, 7, . . . , 1)2. Clearly, this
extends to larger radii.
The set of all binary sequences of finite length will be
denoted by {0, 1}∗, i.e., {0, 1}∗ = ⋃M∈N0{0, 1}M . The function
A : {0, 1}∗ → {0, 1}∗, satisfying A(X) = AM(X) if X ∈ {0, 1}M ,
where each of the global rules AM is defined by the same local
rule, will be referred to as a generalized global rule of a CA.
Since such functions will be frequently used throughout this
paper, for the sake of simplicity, we will refer to them as
global rules or rules. In this paper, a CA is identified with its
global rule. Therefore, a CA is technically a function, and by
referring to a CA we refer to its global rule and vice versa.
Note that a given local rule fA uniquely defines a global rule
A, but the opposite is not true when the radius is not fixed.
For a given rule A, there may exist many different local rules
defining it.
The set Ar, where r ∈ N is the radius, denotes the set of
all CAs that can be expressed using local rules with radius
r. All of the CAs in A1 are referred to as elementary CAs
(ECAs). This class is one of the most commonly studied
classes of CAs [25]. Fact 1 shows two important properties
of the sets Ar.
Fact 1: For any r ≥ 0, Ar ⊂ Ar+1, and |Ar| = 222 r+1 .
Let A be a CA, X ∈ {0, 1}M for some M and T ∈ N+. The
finite sequence of vectors given by:
(
X, A(X), A2(X), . . . , AT−1(X)
)
where At denotes the t-th application of rule A, will be referred
to as a space-time diagram covering T time stamps. Each of
its elements will be referred to as a configuration of the CA
A, while the first element will be referred to as the initial
configuration. For any t = 0, 1, . . . , T − 1 and m = 1, . . . , M,
At(X)[m] denotes the state of the mth cell in the t-th row of
the space-time diagram.
Example 1: We consider the four ECAs defined by local
rules 40, 56, 150, and 110. Fig. 1 depicts their corresponding
space-time diagrams. All of them start from the same, random
initial configuration containing 69 cells. By convention, the
space-time diagrams are visualized as bitmaps in which every
row corresponds to a configuration at a specific time stamp.
Hence, the first row in the image is the initial configuration.
Furthermore, state 1 is visualized as a black pixel, while a
white pixel corresponds to state 0.
These four ECAs exemplify the behavior that can be found
among 1-D two-state CAs. More precisely, Wolfram conjec-
tures that there are four behavioral classes [25]. After a few
time stamps, ECA 40 evolves to a homogeneous configuration
(class I), ECA 56 reaches a periodic configuration (class II),
ECA 150 behaves chaotically (class III), while ECA 110
displays the complex behavior (class IV).
III. PROBLEM STATEMENT
In this section, we introduce the identification problem. Our
formulation is based on the concept of an incomplete observa-
tion of a space-time diagram, i.e., it contains only incomplete
information on the states of the underlying CA.
Let I ∈ {0, 1, ?}N×M . We interpret I as an array containing
symbols from the set {0, 1, ?}. The role of the symbol “?” is to
indicate that information on the actual state of a cell is lacking.
Additionally, let the first row I[1] be completely observed,
i.e., I[1] ∈ {0, 1}M . We will refer to such an array I as an
observation. An observation I ∈ {0, 1}N×M , i.e., an observation
that does not contain the symbol “?,” will be called spatially
complete.
Note that the assumption of a completely observed first row
is crucial for the construction of the presented algorithm and
cannot be relaxed easily. Yet, in many practical applications
there might be natural means of controlling the initial state,
for example, by repeating the laboratory experiments multiple
times, thus this assumption can be easily met.
Example 2: We will visualize the observations as space-
time diagrams where the cells of the configurations are colored
white if their state is 0 and black when it is 1, while gray is
used to color cells whose state is unknown. Following this
convention, Fig. 2(a) shows a complete observation, in this
case, a space-time diagram of ECA 57. In Fig. 2(b), some
of the states in the complete space-time diagram of ECA 57
are changed to “?,” resulting in a spatially incomplete obser-
vation. Finally, Fig. 2(c) depicts an observation, where some
of the states are changed to “?” and some configurations are
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(a) (b) (c) (d)
Fig. 1. Space-time diagrams of ECAs, containing 69 cells and 69 time stamps each, illustrating the behavioral classes that can be found among ECAs.
(a) ECA 40 (class I). (b) ECA 56 (class II). (c) ECA 150 (class III). (d) ECA 110 (class IV).
(a) (b) (c)
Fig. 2. Observations of ECA 57 in (a) complete, (b) spatially incomplete, and (c) spatially and temporally incomplete form.
omitted from the complete space-time diagram, resulting in a
temporally incomplete observation.
Let I be an observation. The number of completely observed
states is defined as C(I) = #{I[n, m] 	= ?}. In our setting, it
holds that C(I) ≥ M, due to the assumption that I[1] ∈ {0, 1}M .
With a given observation I, we associate the set com(I) of all
of the spatially complete observations I′ satisfying I′[n, m] =
I[n, m] for all n, m such that I[n, m] 	= ?.
We will say that a CA A fits an observation I if there exists
an I′ ∈ com(I) and an increasing sequence of positive natural
numbers σ = (σi)N−1i=1 such that for any n ∈ {1, 2, . . . , N − 1}
Aσn
(
I′[1]) = I′[n + 1]. (2)
The meaning of a CA A fitting an observation I, is that the
rows of I correspond to configurations of A at some time
stamps, which are given by σ . The first row corresponds to
the initial configuration. Entries with the symbol “?” corre-
spond to unknown states. Examining I′, which is easy to obtain
once A and σ are found, allows to uncover these unknown
states.
Proposition 1: A CA A fits an observation I if and only if
there exist an I′ ∈ com(I) and a sequence of natural numbers
γ = (γi)N−1i=1 such that for any n ∈ {1, 2, . . . , N − 1}
A1+γn(I′[n]) = I′[n + 1]. (3)
The sequence σ = (σi)N−1i=1 in (2) corresponds to the time
stamps in the CA evolution (which are assigned to the rows
of the observation), while the sequence γ = (γi)N−1i=1 in
Proposition 1 refers to the time gaps, i.e., the number of miss-
ing time stamps between two consecutive rows in the observed
diagram. Obviously, σn = ∑ni=1(1 + γi).
Example 3: Consider the following space-time diagram D.
It shows the evolution of ECA 150 from a single black cell.
For the sake of readability, rows have been labeled with the
corresponding time stamps.
0 0 0 0 1 0 0 0 0 t = 0
0 0 0 1 1 1 0 0 0 t = 1
0 0 1 0 1 0 1 0 0 t = 2
0 1 1 0 1 0 1 1 0 t = 3
1 0 0 0 1 0 0 0 1 t = 4
Let the observation I be given by
0 0 0 0 1 0 0 0 0 t = 0
0 1 1 ? ? 0 1 1 0 t = ?
1 ? 0 0 ? 0 0 0 ? t = ?
We see that the space-time diagram D and observation I share
the same initial configuration, i.e., D[1] = I[1]. Now, let I′ ∈
com(I) be given by
0 0 0 0 1 0 0 0 0 t = 0
0 1 1 0 1 0 1 1 0 t = ?
1 0 0 0 1 0 0 0 1 t = ?
It holds that D[4] = I′[2] and D[5] = I′[3]. We know that
A(D[4]) = D[5], since D is the space-time diagram of a
CA A, and so A(I′[2]) = I′[3]. Additionally, it holds that
A3(D[1]) = D[4] = I′[2]. Since I′[1] = D[1], it holds that
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A3(I′[1]) = I′[2]. According to Proposition 1, this means that
CA A fits the observation I.
In practice, we want to use multiple observations to com-
plete the identification task. Therefore, we will consider a finite
set of observations I. We will say that rule A fits the observa-
tion set I if it fits all of the observations contained in this set.
We will write C(I) to express the number of observed states in
all of the observations belonging to I, i.e., C(I) = ∑I∈I C(I).
Moreover, we will use MI to denote the total number of
columns in the observations belonging to this observation set,
i.e., MI =
∑
I∈I MI , where MI is the number of columns in
observation I. We will denote the number of rows NI in an
observation I ∈ I by NI . For an observation set I, the set
R(I) denotes the set of all CAs fitting the observation set I.
With the above definitions, we can restate the identification
problem as finding all (or some) of the elements of the set
R(I). In this paper, we will restrict this formulation of the
identification problem to finding at least one of the elements
of the set R(I).
The following fact will be used in the design of the identi-
fication algorithm in order to reduce the computational burden
by considering only subsets of the observation set for the
calculation of the error, as such enabling a fast method for
estimating the values of the fitness function (this approach is
described in detail in Section V-B). Informally, this fact can
be understood by considering the set I as the set of conditions
that a rule needs to meet. Having fewer conditions, it becomes
more likely to find solutions. Yet, no solutions are omitted by
relaxing the conditions.
Fact 2: Let I and I ′ be the observation sets such that I ′ ⊆
I. Then R(I) ⊆ R(I ′).
We consider only finite observation sets, therefore, we know
that for every observation set I there exists a  > 0 which is
a common upper bound for all of the time gaps in all obser-
vations belonging to I. In other words, if a solution to the
identification problem exists, and γ I is the sequence of time
gaps of observation I ∈ I, then 0 ≤ γ In < , for every I ∈ I
and n = 1, . . . , NI − 1. In the remainder, it is assumed that
the upper bound  is known. Hence, we consider the case of
bounded time gaps.
IV. FORMULATING THE IDENTIFICATION PROBLEM
AS GLOBAL OPTIMIZATION PROBLEM
In this section, we will reformulate the CA identifica-
tion problem as a global optimization problem. Let a, b ∈
{0, 1, ?}M . We define the disagreement between the vectors a
and b as
dis(a, b) =
∑
i:ai,bi∈{0,1}
|ai − bi|. (4)
If there is no i such that ai 	= ? and bi 	= ?, then
dis(a, b) = 0. Therefore, dis(a, b) = 0 does not imply
a = b. Obviously, dis(a, b) = dis(b, a). Note that dis
is not a distance function as the triangle inequality is not
fulfilled.
Let γ = (γi)N−1i=1 be a sequence of natural numbers, and let
A be a CA rule. The observation I¯Aγ defined as
I¯Aγ [n, m] =
{
I[n, m], if I[n, m] 	= ?
A1+γn−1
(
I¯Aγ [n − 1]
)
[m], otherwise
will be referred to as the A-completion of observation I with
time gaps γ . Note that any observation I satisfies I[1] = I¯Aγ [1]
for any A and γ . Moreover, I¯Aγ ∈ com(I).
Intuitively, the meaning of I¯Aγ is as follows. If I is an obser-
vation, then the spatially complete observation I¯Aγ agrees with
I on all positions occupied by values 0 or 1 in I. The missing
state values, denoted by “?” in I, are found by evaluating A,
taking into account the time gaps defined by the sequence γ .
Assuming that for every I ∈ I the sequence of natural
numbers γ I = (γ Ii )NI−1i=1 represents the time gaps in I and
γ = (γ I)I∈I , the error E˜I is defined as
E˜I(A, γ ) =
∑
I∈I
NI−1∑
n=1
dis
(
A1+γ In
(
I¯A
γ I [n]
)
, I¯A
γ I [n + 1]
)
. (5)
The identification problem can be expressed mathematically
as the minimization of the error E˜.
As we only consider the case where an upper bound for
the time gaps is known, we can define the error measure E˜I
independently of the selection of the time gaps γ as
E˜I(A) = min
γ
E˜I(A, γ ) (6)
where the minimum only covers γ satisfying 0 ≤ γ Ii < ,
I ∈ I, i = 1, . . . , NI − 1.
Note that the minimum in (6) always exists, since there
is only a finite, yet huge, number of possibilities for γ .
Additionally, note that for a spatially complete observation I,
the choice of γ Ii is independent of the choice of γ Ij for any
i 	= j, and for observations I and J, the choice of γ I is inde-
pendent of the choice of γ J . Consequently, to find the value
of E˜I in the case of a spatially complete observation set, we
need to examine at most
∑
I∈I  (NI − 1) sequences of time
gaps.
In the case of spatially incomplete observations, the choice
of γ Ini is not independent of the choice of γ
I
nj for ni < nj.
This is due to the definition of A-completion of an observa-
tion, where the choice of the missing state values in the n1th
row may influence the choices in the following rows. Thus, in
order to find the exact value of the error measure, we should
examine all of the NI−1 possibilities, which implies a sub-
stantial computational burden. For that reason, instead of an
exact value of the error, we compute an estimate by treat-
ing the time stamps as in the spatially complete case, i.e., we
ignore the dependencies between the rows and try to select
values of γ by analyzing the consecutive pairs of rows in the
observation. The only difference, as compared to the spatially
complete case, is that if for a given n, several values for γ In
lead to the same, minimal value of the error, one of those can-
didates is selected randomly. In such an approach, we might
overestimate the error, i.e., the calculated value can never be
lower than the actual error. Additionally, since the procedure
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is stochastic, for a given CA that is a solution to the identi-
fication problem, recalculating the approximate error measure
multiple times and taking the minimum of all of the obtained
results increases the probability of finding the exact value.
This approach of estimating the error turned out be suffi-
cient for cases where the number of completely observed states
C(I) is relatively high, meaning that the spatial incomplete-
ness is limited. When C(I) gets significantly low compared
to the total number of entries in observations, the complexity
of the problem largely depends on the structure and origin of
the observations. In order to improve the performance in such
cases, we implement a filtering technique that eliminates rows
of observations for which the number of completely observed
states is smaller than or equal to a selected threshold τ ∗ ≥ 0.
If the nth row is eliminated, the maximal time gap allowed in
between the (n − 1)th and (n + 1)th row becomes 2 .
V. EVOLUTIONARY ALGORITHM
In this section, we describe the solution of the identifi-
cation problem, for which an evolutionary algorithm based
on a GA [26] will be used. GAs constitute a well-known
optimization method used in many domains of application,
including earlier research on CAs. For example, GAs have
been used in the construction of CA-based random number
generators [27], for finding CAs capable of image reconstruc-
tion [28] and for retrieving CA-based population models of
competing individuals [29].
For the sake of reproducibility, we formally define the
GA by clearly giving the individuals’ representation, structure
of the population, a fitness function, the genetic operators,
namely, the selection procedure for reproduction, and the
cross-over and mutation operators, and finally the halting
conditions.
A. Individuals and Populations
Here, the individuals that make up the population are CAs,
encoded through the LUT of their local rule, which is possible
since the LUT of any CA A ∈ Ar can be represented as a
bit-string of length 22 r+1 (see Section II).
The population is a collection of local rules with different
radii between r∗ and r∗, since the radius of the desired solution
might not be known in practice and one of the goals is to
detect it. Note that as a consequence of Fact 1, we might opt
to consider populations of local rules with radius r∗ only, but
by allowing diverse radii, populations can evolve quicker and
produce simpler solutions, i.e., local rules with smaller radii.
The number of CAs in a population is denoted by P > 0.
The symbol Pn, where n = 1, 2, . . . , denotes the popula-
tion of the nth generation of the GA. Population P1 is the
initial population, and is constructed by randomly selecting
P bit-strings. Let P1 = {L11, . . . , L1P}, where L1i is the ith
individual in the initial population, then |L1i | = 22 ri+1 for
some ri ∈ {r∗, . . . , r∗}. This radius ri can change as the GA
evolves. Populations Pn for n > 1 are evolved by applying the
genetic operators described in the remainder of this section.
Individuals belonging to the nth population are denoted by Lni ,
for i = 1, . . . , P.
B. Fitness Function
The fitness function is directly related to the error measure
E˜I defined by (6). Let L ∈ {0, 1}22 r+1 be the LUT of some
local rule that defines a CA A. Then fitI(L) denotes the fitness
of A, and is defined as
fitI(L) = C(I) − MI − E˜I(A). (7)
The fitness function takes integer values from 0 up to
C(I)− MI which is the total number of completely observed
states excluding the states in all of the initial configurations.
Therefore, there are only finitely many values of the fitness
function. The goal of the GA is to maximize fitness, and a CA
leading to a maximal fitness is a solution of the identification
problem.
Initial experiments have shown that the fitness function
defined by (7) is effective. Yet, the computing time for finding
its values is unacceptable when large observation sets are con-
sidered, since the cost of computing an exact value is linear
in the size of the observation set. An approximation algorithm
is used to overcome this issue for a large observation set.
During the evolution of the nth population, we estimate the
value of fitI by using fitIn , where In ⊂ I is a nonempty sub-
set. Such an approach is justified by Fact 2, which assures that
the solution set is not being reduced. The set I1 is a subset of
0 < s ≤ |I| randomly selected observations of I, while the
set In+1, for n ≥ 1, is built from In by replacing one of its
observations denoted by Ir, with a new selection from I\In
denoted by Ia. There are two scenarios for selecting Ir and Ia,
depending on the contents of In, which are presented below.
Let B(n) yield the fittest individual from the nth population,
that is,
B(n) = arg max
L∈Pn
fitIn(L). (8)
If multiple choices of B(n) are possible, we pick one at ran-
dom. As described in more detail in Section V-H, for such
an individual, the fitness fitI over the entire set I is recal-
culated verifying whether the halting condition is satisfied at
every iteration of the GA. Consequently, we have access to
the values E˜I(B(n)) for any I ∈ I, and thus we can easily find
I∗ ∈ I such that E˜I∗(B(n)) ≥ E˜I(B(n)) for any I ∈ I.
If I∗ ∈ In, then Ir is selected randomly from In in such a
way that Ir 	= I∗ and Ia is also selected randomly from I\In.
On the other hand, if I∗ 	∈ In, then Ia = I∗ and Ir is selected
randomly from In. Formally, the goal of this procedure is to
assure that the observation resulting in the highest error I∗ is
included in In+1 and that exactly one observation is replaced
at every generation, i.e., |In ∩ In+1| = s − 1.
Let F(n) denote the highest fitness observed among the indi-
viduals that had the highest values of fitness estimation during
the GA evolution up to the nth generation. Let n ∈ N, then
F(n) is defined as F(n) = maxi∈{1,...,n} fitI(B(i)).
Obviously F(n) ≤ F(n + 1). In addition to this maximal
fitness F, we also define the age of this value as the number
of GA iterations during which the maximal fitness did not
change. Formally, a value F(n) has an age a(n) > 0 if and
only if it holds that
F(n − a(n) − 1) < F(n − a(n)) = · · · = F(n − 1) = F(n).
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Algorithm 1: Up-Scaling of the LUT
Input: LUT given by variable L.
Output: Up-scaled LUT stored in variable L↑.
1 for i = 1, . . . , 22 r+1 do
2 L↑[2 i] ← L[i];
3 L↑[2 i − 1] ← L[i];
4 L↑[2 i − 1 + 22 r+2] ← L[i];
5 L↑[2 i + 22 r+2] ← L[i];
C. Selection
We use a standard, random selection method. The prob-
ability of selecting a given individual is proportional to its
fitness. This is feasible, since the fitness function introduced in
Section V-B is bounded. The selection process is repeated with
replacement, so that each of the individuals can be selected
multiple times.
D. LUT Rescaling
Before describing the cross-over operator, we introduce a
rescaling operation in order to be able to define cross-over of
LUTs with different radii. Given Fact 1, each CA defined by
a local rule with neighborhood radius r, can also be defined
by a local rule with neighborhood radius r + 1. A simple
method for “converting” the LUT of a given local rule f , with
radius r, to the LUT of its corresponding local rule f ↑, with
radius r + 1, follows from the fact f ↑(s1, . . . , s2 (r+1)+1) =
f (s2, . . . , s2 r+2), for all s1, . . . , s2 (r+1)+1 ∈ {0, 1}. Note that
both f and f ↑ define the same CA. The operation of increasing
the radius by one will be referred to as up-scaling by one.
Let L ∈ {0, 1}22 r+1 be the LUT of f , then the LUT of f ↑,
denoted as L↑ ∈ {0, 1}22(r+1)+1 , can be constructed from L
using Algorithm 1.
Similarly to the up-scaling operation, we define the inverse
operation. Let f be a local rule with neighborhood radius
r, then the down-scaled local rule f↓, with radius r − 1, is
defined as
f↓(s1, . . . , s2 r−1) =
[
1
4
1∑
a=0
1∑
b=0
f (a, s1, . . . , s2 r−1, b)
]
where [ · ] indicates the rounding to the nearest integer (we
assume [0.5] = 0). The method of computing the LUT
of the down-scaled rule is presented in Algorithm 2. Let
L ∈ {0, 1}22 r+1 be the LUT of some local rule f , then this
algorithm constructs the LUT L↓ ∈ {0, 1}22 r−1 corresponding
to the local rule f↓. It is easy to see that, in general, f and f↓
define different CAs. Informally, f↓ should be understood as
the closest approximation of f with a smaller radius.
Using the up-scaling and down-scaling operations, we can
define a general rescaling operation from radius r to r′, by
applying up-scaling (when r′ > r) or down-scaling (when
r′ < r) operations multiple times.
E. Cross-Over
To produce offspring, two parents are selected according to
the selection procedure outlined in Section V-C. If the radii
Algorithm 2: Down-Scaling of the LUT
Input: LUT given by variable L.
Output: Down-scaled LUT stored in variable L↓.
1 Initialize C[i] ← 0 for i = 1, . . . , 22 r−1;
2 for i = 0, . . . , 22 r+1 − 1 do
3 j ← 1 + (i/2 mod 22 r−1);
4 C[j] ← C[j] + L[i + 1];
5 for i = 1, . . . , 22 r−1 do
6 if C[i] > 2 then
7 L↓[i] ← 1
8 else
9 L↓[i] ← 0
of the selected parents are equal, we use uniform cross-over,
i.e., the result is a vector Lc with values that are randomly
selected from the parents L1 and L2 so that P(Lc[i] = L1[i]) =
P(Lc[i] = L2[i]) = 0.5. If r1 	= r2, then the LUTs are rescaled
before applying crossover. Assuming that r1 < r2, the radius r
of the resulting rule is selected randomly from the set {r1, r1+
1, . . . , r2}, after which the parents are rescaled to the radius r
and the cross-over operator is applied.
F. Mutation Operator
Finally, the offspring individuals are mutated. Here, three
types of mutations are used: 1) bit flipping; 2) decrease of
radius; and 3) increase of radius. The latter two mutations
simply rely on the down-scaling or up-scaling operations out-
lined in Algorithms 1 and 2, and introduce the diversity in
the length of the individuals, while bit flipping randomly flips
selected bits in the LUT of the individual.
Mutations are applied in a well-defined order. First, with
probability pu, up-scaling is applied. After that, we flip ran-
domly selected bits. The bit-flip mutation is applied bit-by-bit
independently. The probability pf of mutating a bit is defined
as follows:
pf (n) = e−α (R−a(n)) (9)
for some α > 0 and R ∈ N. The role of the parameter
R is described in more detail in Section V-G. For now, we
may assume that a(n) will never be higher than R and thus,
pf (n) ≤ 1. This formula is motivated by the fact that when
the age a(n) is low, the probability of mutation should also
be relatively low in order to give the algorithm a chance to
fine-tune the solution. If this fine-tuning fails, the age a(n)
increases and the population tends to freeze near a local opti-
mum. In order to escape from it, we then apply mutation with
a higher probability. Such a procedure is partially effective
due to the elite survival procedure introduced in Section V-G.
Finally, after applying bit-flipping, we apply down-scaling
with probability pd.
This order of application is chosen because the number of
possibilities to be affected by bit-flipping increases by first
applying up-scaling. Besides, performing the down-scaling at
the end of the sequence of mutation operators allows to evolve
simpler rules.
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Fig. 3. Space-time diagrams of (a) ECA 150 and (b) ECA 184 containing 69 cells and 69 time stamps each, and (c) and (d) corresponding temporally
incomplete observations with random time gaps of at most ten time steps.
G. Elite Survival and Population Reinitiation
After evolving a new population, an elite survival procedure
is applied, which has shown to be a prerequisite to reach the
convergence. The procedure is implemented by selecting the
PE  P fittest individuals from the previous population and
letting them replace randomly selected individuals in the newly
evolved one.
Including this elite survival procedure dramatically
increases the performance of the algorithm, though there
are cases where such an approach causes the population to
progress toward a local optimum. Our experiments showed
that the best way to overcome this is to apply a reinitiation
procedure. If for a given n it holds that the age a(n) = R, then
we reinitiate the algorithm by replacing the current population
with a new, randomly selected set of CAs. In other words, we
do not allow a situation where the age of the best individual
evolved so far is higher than R. Such an approach might
seem to contradict the evolutionary nature of the algorithm,
but the use of a dynamic mutation probability pf (n) and an
elitist survival procedure relates it to the evolution of multiple
separated genetic islands [30], out of which the one with
the fittest individual is selected after a predefined number of
iterations.
H. Halting Conditions
The GA evolves until a CA that fits the observation set is
discovered or a predefined number of GA iterations passes.
As mentioned in Section V-B, the fitness fitI is approx-
imated by fitI ′ for some I ′ ⊂ I, which is effective for
selection, but cannot be used to verify whether the halting
condition has been met. Therefore, for the individual A with
the highest value of fitI ′(A), we also calculate fitI(A). The
algorithm stops as a CA A is found such that E˜I(A) = 0. The
knowledge of fitI(A) at every iteration is exploited to build
the subsets In ⊂ I used for estimating fitI (see Section V-B).
I. Examples: Identification of ECAs 150 and 184
Having described the GA for solving the identification prob-
lem, we now present an example to illustrate its behavior. An
in-depth study of its performance and limitations can be found
in Section VI.
TABLE II
VALUES OF THE DESIGN PARAMETERS USED FOR THE
IDENTIFICATION OF ECAS 150 AND 184
For this purpose, a GA with design parameters as listed in
Table II was used. These values were chosen on the basis of
preliminary experiments, while the choice of r∗ was motivated
by the fact that observation sets resulting from ECAs will be
used. If r∗ = 1 would be used, the GA would be able to rapidly
explore the entire space of ECAs (consisting of only 256 can-
didates), which makes that more interesting characteristics of
the GA might be missed.
Using these parameters two experiments were conducted,
further referred to as R1 and R2. In R1, the considered obser-
vation set consisted of observations of ECA 150, while ECA
184 was used in R2. The choice of these two ECAs was
motivated by the fact that ECA 150 shows a strong sen-
sitive dependence on the initial configuration, while ECA
184 (known as the traffic rule) results in an orderly behav-
ior [31]. These two types of behavior can be seen in the
space-time diagrams in Fig. 3(a) and (b). In this figure, also
the corresponding temporally incomplete observations with
random time gaps of at most ten time steps are shown
[Fig. 3(c) and (d)]. Such temporally incomplete observations
with random time gaps, starting from 64 different initial
configurations, were used by the GA.
In both experiments, the GA quickly found a solution. In the
case of experiment R1, it took 26 iterations, while 23 iterations
were needed in experiment R2. In Fig. 4, the maximum, aver-
age, and minimum fitness of the population is shown over time
for both the experiments. Note that for the sake of readability
the fitness values were normalized to the interval [0, 100].
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(a)
(b)
Fig. 4. Maximum, average, and minimum fitness of the population versus
the GA iteration in experiments (a) R1 and (b) R2.
First, let us note that the plotted values correspond to the
fitness approximation calculated over a subset of the observa-
tion set as described in Section V-B. This explains why the
maximum is not strictly increasing, though the algorithm uses
an elite survival procedure.
Moreover, as can be seen in the plots, in both experiments
the average fitness (almost) constantly increased as the popu-
lations evolved. In R1, the growth was stable but slow, while
in the case of R2 we see a more rapid increase, especially
during the first 10 iterations. In the case of R1, the final solu-
tion was found within one significant “jump” of the maximal
fitness. This can be attributed to the fact that the behavior
of CAs that are very close to the best solution is completely
different from the one of ECA 150. In contrast, in R2, we
see a rather gentle increase of the maximum fitness toward
100, which can be explained by the fact that there are many
CAs resulting in checkerboard-like patterns similar to the ones
evolved by ECA 184.
In Fig. 5, we see the space-time diagram of some CAs that
were discovered by the GA during the evolution as “current
best” candidates for R1, while Fig. 6 displays these for R2.
Interestingly, in both experiments, relatively early in the
evolution of the GA was able to concentrate on some of the
crucial patterns in the space-time diagrams of the unknown
ECAs. In R1, after six iterations, the best individuals already
replicated the triangular pattern of ECA 150, even though it is
very hard to notice such a pattern in the observations available
for the GA [see Fig. 3(c)]. Similarly, in R2, the linear pattern
emerged very quickly, yet deciding on the slope of the lines
turned out to be a bit more challenging.
VI. EXPERIMENTAL RESULTS
A. Introduction
In this section, the results of a series of computational exper-
iments are presented. The main goal of these experiments was
to evaluate the effectiveness of the identification algorithm in
specific circumstances, where the observation set is generated
by a selected CA. The goal of the GA was to uncover this CA
from observations. Five experiments were performed and in
each of them a broad class of CAs and corresponding obser-
vation sets were considered. In Experiment 1, we evaluated the
performance of the GA on spatially complete observation sets
originating from the entire class of ECAs, considered as a sub-
set of A2, i.e., CAs with radius 2. By only considering ECAs,
we were able to examine a class of well-known CAs. Yet, con-
sidering such a specific subset of A2 may have had a strong
impact on the results. To verify whether this was the case,
Experiment 2 was conducted, where we evaluated the perfor-
mance of the GA on observations originating from a randomly
selected set of 350 CAs defined by local rules with radius 2
(but not ECAs). In Experiments 2 and 4, the lengths of the
time gaps were random. To verify whether this uniform ran-
domness influences the obtained results, we studied other types
of time gaps (constant versus only odd versus only even) in
Experiment 3. In Experiment 4, we additionally considered
spatially incomplete observations. Finally, Experiment 5 cov-
ers the aspect of radius detection, i.e., the ability of the GA
to uncover the correct radius of the underlying CA (which is
not known upfront in many practical cases). Three cases were
studied here, namely, CAs with radius 2, 3, and 4.
Due to the large number of cases in the experiments
described in this section, the GA has been implemented using
highly optimized code written in C and compiled by the Intel
C compiler, utilizing OpenMP for concurrent fitness calcula-
tions. The specific executions of the GA were run on a large
computing cluster, where each execution was bound to a spe-
cific node (no internode communication was needed). Each
of the cluster’s nodes had a 24-core Xeon E5-2670 CPU and
128 GB of RAM. The source code of this GA implementation
along with the build and the execution scripts and technical
documentation is available on: github.com/houp/identify.
B. Experiment 1: Identification of ECAs in Case of Spatial
Completeness
In this experiment, the observation set I consists of spatially
complete observations only, i.e., for every I ∈ I, it holds that
I ∈ {0, 1}NI×MI . In addition, we assume that the number of
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Fig. 5. Current best individuals visualized with their space-time diagram and the corresponding GA iteration number, in R1.
Fig. 6. Current best individuals visualized with their space-time diagram and the corresponding GA iteration number, in R2.
rows is equal to the number columns in all observations (NI =
MI = S > 0).
The goal of the experiment is to measure the efficiency
of the identification algorithm. More specifically, we are
interested in the number of iterations needed in order to
evolve to a solution. We assess the performance of the algo-
rithm using the observation sets generated by ECA rules.
Let IA denote the observation set obtained by observing
the behavior of an ECA A. It is assumed that for each A,
the number of observations is the same, i.e., |IA| = K,
for K > 0, and that the observations of different ECAs
are evolved from the same set of random initial conditions.
Observation set IA contains observations with random time
gaps bounded by  > 0, which are chosen for every row
independently.
The values of the design parameters used in this experiment
are the same as in Table II with the exception of: P = 32,
PE = 8, α = 0.0.25, and R = 100. Due to the stochastic
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TABLE III
EXPERIMENT 1: THE PERFORMANCE OF THE GA EXPRESSED IN TERMS
OF THE AVERAGE OF THE MINIMUM, AVERAGE, AND MAXIMUM
NUMBER OF ITERATIONS PER BEHAVIORAL CLASS
ACCORDING TO (a) WOLFRAM’S CLASSIFICATION
SCHEME AND (b) THE NMLE
(a)
(b)
nature of the GA, the experiment is repeated  = 50 times
for each ECA.
The performance of the GA is quantified for each A in terms
of the average (avgA), minimum (minA), and maximum (maxA)
number of GA iterations needed to find the solution. Across all
ECAs, the average of the minimum, average, and maximum
number of GA iterations was 46, 270, and 1018, respectively.
These results may serve as a reference when interpret-
ing the statistics broken down for specific behavioral classes
[Table III(a) and (b)]. In Table III(a), the grouping is done
according to Wolfram’s classification scheme [25], while
the values of the normalized maximum Lyapunov exponent
(nMLE) [31]–[33] are used in Table III(b). These tables
show that the effort needed for identification is significantly
lower than the overall average for ECAs belonging to the
least complex classes (Wolfram class I and nMLE = −∞).
Additionally, the most complex classes require the highest
average number of iterations, which shows that there is a
connection between the complexity of a CA’s dynamical
nature and the performance of the identification algorithm.
This connection is further confirmed by the results of a two-
sided Mann–Whitney U-test for avgA grouped according to
Wolfram’s classes [Table IV(a)] and the nMLE [Table IV(b)].
The p-values confirm that the difference in performance of the
GA for the different Wolfram classes and for the considered
(intervals of) nMLE values is statistically significant.
In Table V, we present the nMLE and GA statistics of the
five ECAs that were the easiest to identify [Table V(a)] and
the five ECAs that were the hardest to identify [Table V(b)]
according to the values of avgA. Not surprisingly, among the
easiest to identify, we find ECAs 0 and 255, which correspond
to the two simplest local rules mapping any neighborhood con-
figuration to the same value. Interestingly, all of the ECAs that
were hard to identify have similar relatively high nMLE val-
ues. Summing up, the identification algorithm turns out to be
effective in all of the cases considered, although the effort of
finding a solution differs greatly, depending on the ECA.
C. Experiment 2: Performance on the Class A2
Experiment 1 concerned ECAs only, considering them as
a subclass of A2, by setting r∗ = 2 in the GA, so that a
TABLE IV
EXPERIMENT 1: RESULTS OF THE TWO-SIDED MANN–WHITNEY U TEST
OF avgA GROUPED ACCORDING TO (a) WOLFRAM’S CLASSIFICATION
SCHEME AND (b) NMLE
(a)
(b)
TABLE V
ECAS REQUIRING THE (a) SMALLEST AND THE (b) LARGEST NUMBER OF
ITERATIONS OF THE GA IN EXPERIMENT 1
(a)
(b)
measurable effort was needed to find a solution. As a natural
continuation of Experiment 1, we repeated the experiment,
but instead of using 256 ECAs to generate initial observa-
tion sets, we used 350 randomly selected CAs defined by a
local rule with radius two, i.e., CAs belonging to the class A2.
The remaining parameters and the experimental setup were the
same as in Experiment 1. The goal of this experiment was to
verify whether the results of Experiment 1 were affected by
the nature of ECAs, which form a very specific subclass of A2.
The average of the minimum, average, and maximum num-
ber of GA iterations required to find a solution in this
experiment was, respectively,
avg(min A) = 57, avg
(
avgA
) = 617, avg(max A) = 3040.
These results clearly suggest that, on average, ECAs as a
subclass of A2 were easier to identify when compared to other
CAs from the class A2, which may be attributed to the fact
that many of the ECAs result in a relatively simple dynam-
ical behavior. On the other hand, although the averages are
slightly higher, the order of magnitude is not changed. We
believe that these results show that the approach of analyz-
ing ECAs as a subclass of A2 in Experiment 1 was fully
justified. More interestingly, the results presented above are
very close to the results for ECAs belonging to class IV
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TABLE VI
EXPERIMENT 3: THE PERFORMANCE OF THE GA EXPRESSED IN TERMS
OF THE AVERAGE OF THE MINIMUM, AVERAGE, AND MAXIMUM
NUMBER OF ITERATIONS IN THE CASE OF: 1. EVEN,
2. ODD, AND 3. ARBITRARY TIME GAPS
of Wolfram’s classification scheme [Table III(a)], suggesting
that the identification is likely to be more complex when
identifying the classes of CAs with higher radius.
D. Experiment 3: Identification of ECAs With Constant Time
Gaps
While the time gaps had a random length in Experiment 1,
they are kept constant in this experiment. Random time gaps
correspond to a lack of temporal synchronization between the
observed system and the observations, while the constant time
gaps represent a simple form of synchronization of the clocks.
Thus, the goal of this experiment is to verify whether such
a synchronization makes it easier to solve the identification
problem.
Each observation I used in this experiment is constructed
by randomly selecting one number tI ∈ {1, . . . ,  − 1} and
taking every tI th row of the original space-time diagram, thus
in between every two time stamps of a given observation I
exactly tI time stamps are missing. Neither the numbers tI
nor the fact that the time gaps are equally known by the GA.
We consider three cases: 1) even tI (Table VII); 2) odd tI
(Table VIII); and 3) arbitrary tI (Table IX). The overall per-
formance of the algorithm across all ECAs and these three
cases are presented in Table VI.
As can be inferred from these tables, the performance of
the GA differs greatly from that in Experiment 1. Especially
in the case of odd tI , the performance is significantly lower.
Moreover, in this case, for ECAs 105 and 150 (which are
dynamically equivalent) the algorithm is not able to find a
solution in fewer than G = 9 × 105 iterations. A similar situ-
ation occurs in the case of arbitrary tI (Table IX), where the
effect of odd time gaps, which are present in about half of the
cases, played an important role.
The reason for the unidentifiability of ECAs 105 and 150
lies in the specific properties of binary CAs. Let A105 and A150
be the corresponding global rules of the ECAs in question. It
is relatively easy to check that for any configuration X it holds
that A105(X) 	= A150(X) and A105(A105(X)) = A150(A150(X)).
In other words, every second row of a space-time diagram of
A105 is identical to the corresponding row in the space-time
diagram of A150 and this holds for any initial configuration.
Hence, if the time gaps are odd, both CAs solve the same
identification problem. In general, the identification algorithm
can handle multiple solutions of the identification problem, but
in this particular case, the LUT representations of those two
CAs are each other’s Boolean complement. This is an impor-
tant challenge for the crossover operation which is likely to
produce offspring weaker than the parents in most of the cases.
TABLE VII
EXPERIMENT 3: THE PERFORMANCE OF THE GA EXPRESSED IN TERMS
OF THE AVERAGE OF THE MINIMUM, AVERAGE, AND MAXIMUM
NUMBER OF ITERATIONS PER BEHAVIORAL CLASS ACCORDING
TO (a) WOLFRAM’S CLASSIFICATION SCHEME AND THE
(b) NMLE IN THE CASE OF CONSTANT, EVEN
TIME GAPS (CASE 1)
(a)
(b)
TABLE VIII
EXPERIMENT 3: THE PERFORMANCE OF THE GA EXPRESSED IN TERMS
OF THE AVERAGE OF THE MINIMUM, AVERAGE, AND MAXIMUM
NUMBER OF ITERATIONS PER BEHAVIORAL CLASS
ACCORDING TO (a) WOLFRAM’S CLASSIFICATION
SCHEME AND THE (b) NMLE IN THE CASE OF
CONSTANT, ODD TIME GAPS (CASE 2)
(a)
(b)
Interestingly, ECAs 105 and 150 are not the only ECAs
with this property. The same happens for ECAs 15 and 240
(nMLE = 0), 23 and 232 (nMLE ≈ 0.001), 43 and 212 (nMLE
= −∞), 51 and 204 (nMLE = 0), 77 and 178 (nMLE = 0),
85 and 170 (nMLE = 0), and 113 and 142 (nMLE = −∞). Yet,
all of those rules are correctly identified in Experiment 2. We
argue that this must be because they are much less sensitive
to the initial configuration (in terms of nMLE) than ECAs
105 and 150.
Finally, it can be shown that there does not exist a pair
of 1-D binary CAs A and B such that A(X) 	= B(X),
A(A(X)) 	= B(B(X)), and A3(X) = B3(X) for any X, which
is clearly reflected in the high performance of the algorithm
in the case of even time gaps.
All together, the main result of this experiment is that the
nature of the time gaps can greatly affect the performance of
identification algorithm, up to the extent that it prevents the
algorithm to successfully identify a solution.
E. Experiment 4: Impact of Spatial Incompleteness of
Observations
In this experiment, we measure the effect of introduc-
ing spatial incompleteness. The previous experiments covered
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TABLE IX
EXPERIMENT 3: THE PERFORMANCE OF THE GA EXPRESSED IN TERMS
OF THE AVERAGE OF THE MINIMUM, AVERAGE, AND MAXIMUM
NUMBER OF ITERATIONS PER BEHAVIORAL CLASS ACCORDING
TO (a) WOLFRAM’S CLASSIFICATION SCHEME AND
THE (b) NMLE IN THE CASE OF CONSTANT
TIME GAPS (CASE 3)
(a)
(b)
TABLE X
EXPERIMENT 4: MINIMAL, AVERAGE, AND MAXIMAL PERCENTAGE SA
DENOTING THE MAXIMAL DENSITY OF “?” SYMBOLS IN THE
OBSERVATION SET AT WHICH THE IDENTIFICATION IS
SUCCESSFUL FOR AT LEAST ONE OF THE 50 RUNS,
PER BEHAVIORAL CLASS ACCORDING TO
(a) WOLFRAM’S CLASSIFICATION
SCHEME AND THE (b) NMLE
(a)
(b)
only temporal incompleteness, but here we validate how the
addition of an additional source of incompleteness affects the
performance of the algorithm. The parameters of the identifi-
cation algorithm are set to the same values as in Experiment 1.
For each of the 256 ECAs, we build a set of spatially complete
observations. For each of those sets we run the identification
algorithm  = 50 times. Then, we gradually introduce the
spatial incompleteness by changing 2000 randomly selected
entries (either 0 or 1) to “?”. This process is repeated multiple
times until we end up with observations of which only the first
row is known. After each step, the identification algorithm is
executed  = 50 times. Note that we do not execute the iden-
tification algorithm after the final step of introducing the “?”
symbols everywhere, since it is a trivial case.
For each ECA we measure the percentage SA denoting the
maximal percentage of “?” symbols in the observation set at
which the identification is successful for at least one of the
50 runs in fewer than G = 9 × 105 GA iterations (Table X).
Overall, the average is avg(SA) = 73.96% and ECA 125 turns
out to be the most sensitive to the spatial incompleteness,
resulting in SA = 4.26%.
As can be inferred from Table X, ECAs differ when it comes
to their value of SA, which may be understood informally
TABLE XI
EXPERIMENT 4: RESULTS OF THE TWO-SIDED MANN–WHITNEY U TEST
OF SA GROUPED ACCORDING TO (a) WOLFRAM’S CLASSIFICATION
SCHEME AND THE (b) NMLE
(a)
(b)
as their tolerance to spatial incompleteness. Interestingly, for
most of the class I ECAs, introduction of spatial incomplete-
ness does not impact identifiability. As the CAs get more
complex, also the tolerance to spatial incompleteness tends
to lower. Yet, for some class II rules, there are visible differ-
ences, which are not yet fully understood. To further analyze
the obtained results, we applied the two-sided Mann–Whitney
U-test on SA grouped according to Wolfram’s classifica-
tion scheme and the nMLE (Table XI). As in the case of
Experiment 1, the difference in performance of the GA for
the different Wolfram classes and for the considered (intervals
of) nMLE values is statistically significant.
F. Experiment 5: Radius Detection
The goal of this experiment is to verify whether the identi-
fication algorithm is able to correctly evolve the radius of an
unknown local rule. We study randomly selected CAs from the
sets A2, A3, and A4. From each of these sets, 100 CAs are
selected. The parameters of the identification algorithm are the
same as in Experiment 1, with the exception of the minimal
radius, which is now r∗ = 1, the population size P = 512, and
size of the elite PE = 128. The latter two settings are motivated
by preliminary experiments showing that a larger population
size assures a stable behavior of the algorithm if the expected
solution is likely to have a higher radius. In contrast to the
previous experiment, we adjust the halting condition. In this
experiment, the algorithm is stopped when finding a solution
or after G = 104 iterations. Since the CAs are selected ran-
domly, we do not repeat the identification multiple times per
CA, as in the previous experiments. The observations gener-
ated by the CAs are spatially complete and the time gaps are
random.
Among the 300 tested cases, only six runs of the identifica-
tion algorithm were unsuccessful. In the remaining 294 cases,
the algorithm was able to find a solution within an average
number of 369 iterations. More detailed statistics on the num-
ber of iterations, broken down among different radii are shown
in Table XII. The average number of iterations increases as the
radius of the underlying CA increases, which can be attributed
to the growth of Ar as r increases.
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TABLE XII
EXPERIMENT 5: THE PERFORMANCE OF THE GA EXPRESSED IN TERMS
OF THE AVERAGE OF THE MINIMUM, AVERAGE, AND MAXIMUM
NUMBER OF ITERATIONS, PER RADIUS OF THE SOLUTION
TABLE XIII
EXPERIMENT 5: MINIMAL, AVERAGE, AND MAXIMAL PERCENTAGE OF
THE NUMBER OF GA ITERATIONS, BEFORE FINDING THE SOLUTION,
DURING WHICH THE MAJORITY OF THE POPULATION HAD THE
RADIUS OF THE TARGET SOLUTION, PER RADIUS
OF THE SOLUTION
We also analyze the structure of the populations with regard
to the ratio of individuals with a specific radius to the over-
all size of population. We observed that most of the evolved
individuals have the radius of the final solution starting from
some point in time, early during the evolution. In other words,
a majority of individuals aligns to the radius of the solution,
long before the solution itself is found.
More precisely, for radii 3 and 4, in all of the cases consid-
ered, the solution always has the correct radius, and a strict
majority (more than half of individuals) has this radius some
time before finding the solution. In the case of radius 2, the
same happens for 93% of the test cases. Otherwise, the final
solution and the majority of individuals have a larger radius
than the original rule, which is possible due to Fact 1.
A more detailed breakdown of the results is presented in
Table XIII. This table shows the minimum, average, and max-
imal percentage (calculated from all of the runs of the GA) of
the total number of GA iterations before finding the solution,
during which the strict majority of the population has the same
radius as the CA that is looked for. High percentages corre-
spond to cases where the correct radius is detected early in
the evolution.
The results shown in Table XIII suggest that the algorithm
is typically able to discover the correct radius of the solution
long before finding the solution itself. This justifies the use of
individuals with variable length and show that the GA is able
to correctly identify the radius.
VII. SUMMARY
The main goal of this paper was to formally define, discuss,
and solve the identification problem for CAs in the context
of incomplete observations. This setting is motivated by real-
world situations in which a CA-based model is desired.
A solution algorithm was presented, and its performance
was evaluated for all ECAs and various CA families with
larger radii by performing a series of computational experi-
ments. The results show that our identification algorithm can
solve the problem in many complex settings and that the effort
associated with the identification of CAs is connected to their
dynamical properties, i.e., the effort of identification grows
with the complexity of the CA. The identification algorithm is
capable of correctly identifying the neighborhood radius and
is able to solve the problem even in cases where a relatively
high number of cell states are missing in the observations.
Moreover, simple synchrony effects expressed by constant
time gaps were studied and the results show that in some of
such settings the problem becomes either insolvable or at least
very hard to solve. Therefore, introducing randomness to the
observation timing is recommended.
These positive experimental results and the general structure
of the identification algorithm, which can be easily adapted to
higher-dimensional and multistate CAs, will direct our future
research on this topic. The ultimate goal is to establish a gen-
eral identification framework applicable in a broad range of
real-world modeling scenarios.
The preliminary results of our ongoing works suggest that
the identification algorithm can be further generalized to solve
identification problems involving both incomplete and noisy
observations, i.e., observations where some of the states were
wrongly recorded. In the future, we will also address the iden-
tification problem for stochastic CAs and continuous CAs.
Preliminary results on the identification of nondeterminis-
tic CAs are already available in the case of α-asynchronous
CAs [34] and diploid CAs [35].
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