Abstract-This paper addresses the cooperative manipulation of a single object by N robotic agents under local goal specifications given as Linear Temporal Logic (LTL) formulas. The agents carry collaboratively an object and receive a specification from a high-level planner regarding the desired motion of the object in the workspace. For the execution of the task we propose a decentralized and modelfree control protocol that guarantees prescribed transient and steady-state system response without necessitating inter-agent communication. Moreover, we derive a coupled object-agents dynamic model and no feedback of the contact forces/torques is required. Load sharing coefficients are also employed among the agents. Finally, numerical simulations verify the validity of the proposed scheme.
I. INTRODUCTION
Temporal-logic-based motion planning has gained significant attention lately, as it provides a fully automated correctby-design controller synthesis approach for autonomous robots. Temporal logics such as Linear Temporal Logic (LTL) are formal high level languages that can describe planning objectives which are more complex than the wellstudied navigation algorithms. Many works employ temporal logics for high-level planning in single-agent setups as well as in multi-agent systems [1] - [7] . The latter have received an increasing attention over the last decades, due to the advantages they yield in complex tasks.
A meaningful application of multi-agent systems is the collaborative manipulation of objects by robotic agents, since complex manipulation tasks involving heavy/large payloads necessitate the employment of more than one agents. High level planning techniques for cooperative manipulation have been proposed in [8] - [12] using common planning methods. In [9] configuration space potential fields and A * algorithms are utilized while in [8] a quadratic programming for force distribution is proposed. In [11] the motion planning problem for a group of unicycles manipulating a rigid body is addressed and in [10] an abstraction methodology is introduced; [12] studies the decentralized cooperative grasp planning problem.
Ultimately, however, we would like to use cooperating robots to accomplish high-level goals involving complex specifications such as "never go to regions with obstacles" or "keep moving the object from regions A to B", which can be expressed efficiently through temporal logics. Certain computational frameworks that automatically synthesize control strategies that satisfy temporal logic formulas enhance the motivation of employing temporal logic-based planning. LTL specifications are employed in [13] , where two mobile robots cooperatively transport an object in a leader-follower scheme. Additionally, temporal logic formulas are utilized in [14] for dexterous manipulation through robotic fingers and in [15] for single manipulation tasks, without however explicitly incorporating the complete dynamics of the robotic arm in the abstracted model.
For the continuous control part, the majority of the related literature employs mostly decentralized techniques [16] - [21] , where there is no explicit communication between the agents. Furthermore, impedance and/or force control is the most common control methodology [19] - [24] , where the robotic arms employ sensors to obtain feedback of the contact forces/torques which however may result to performance decline due to sensor noise or mounting difficulties.
Moreover, most works consider known dynamic models and parameters of the object and the agents, whose accurate knowledge can be a challenging issue. In [17] , [18] and [19] adaptive methods are considered, which however, utilize the form of the corresponding dynamic models or deal with the regulation problem, where the desired object pose is assumed to be constant. In [22] and [25] kinematic uncertainties are considered whereas in [21] a leader-follower scheme is employed. Finally, [26] , [27] address mobile manipulator approaches.
This work is motivated by the following scenarios. Consider a fully automated warehouse with a team of robotic agents, including aerial and mobile manipulators, that cooperatively transport heavy objects between various regions of interest. These regions can be interaction points with humans, where the carried object is replaced by others, or regions where it undergoes some specific task, e.g., repair or localization and mapping duties. Thus, a desired motion profile for the object has to be derived, which the agents have to cooperatively execute without communicating with each other. Moreover, in cases where different objects need to be carried, the robotic manipulators need to employ robust control protocols that compensate for the dynamic parameter (e.g., mass, inertia moments) differences and the power capability deviations they may present.
In this paper, we propose a novel hybrid control scheme for the cooperative manipulation of an object. In particular, we assign a complex task for the motion of the object's center of mass in the workspace, which is given as a LTL formula to the agents. Subsequently, the robotic agents utilize a strategy towards deriving a high-level plan that satisfies the given formula and employ a novel decentralized control protocol that guarantees that the object tracks the associated trajectory with predefined steady and transient state response. In addition, the control design guarantees direct compliance with the finite transition system that is built as a discrete representation of the coupled system object-agents. Furthermore, the control scheme is model-free and does not require any information of the dynamic models' nonlinearities/uncertainties or any inter-agent communication. Finally, no force/torque information at the contact points is required and load sharing coefficients are introduced to account for differences in power capabilities among the agents.
In summary, the proposed hybrid control strategy: i) guarantees that high-level complex task specifications via temporal-logic formulas for the motion of the cooperatively manipulated object are met, ii) does not employ information regarding the agents' and object's dynamic model or the contact forces/torques and iii) guarantees prescribed transient and steady state response for the trajectory tracking by the object's center of mass without inter-agent communication.
The rest of the paper is organized as follows: Section II introduces notation and preliminary background. Section III describes the problem formulation and the overall system's model. The control strategy is presented in Section IV. Section V verifies our approach through numerical simulation results and Section VI concludes the paper.
II. NOTATION AND PRELIMINARIES
The vector connecting the origins of frames {A} and {B} expressed in frame {C} coordinates is denoted as C p B/A ∈ R 3 ; S (p) is the skew-symmetric matrix of vector p = p x p y p z T and is defined according to S (a) b = a × b. The rotation matrix from {A} to {B} is denoted as A R B ∈ SO (3). The angular velocity of frame {B} with respect to {A} is denoted as ω B/A ∈ R 3 which can be obtained through is the derivative of the rotation matrix A R B with respect to frame {A}. Let also q i ∈ R n i , i = 1, . . . N be the generalized variables of the ith agent, where n i ≥ 6, i.e., the robotic agents may as well be redundant. Moreover, B (c, r) denotes the ball of radius r ∈ R and center c ∈ R 3 and 1 n ∈ R n denotes the n th dimensional vector with all elements equal to one. Finally, the gravity vector is denoted as g ∈ R 3 .
A. Task Specification in LTL
We focus on the task specification φ given as a Linear Temporal Logic (LTL) formula. The basic ingredients of a LTL formula are a set of atomic propositions AP and several boolean and temporal operators. LTL formulas are formed accoding to the following grammar [29] :
, where a ∈ AP and (next), ∪ (until). Definitions of other useful operators like (always), ♦ (eventually) and ⇒ (implication) are omitted and can be found in [29] .
Given an LTL formula φ over AP, there is a union of infinite words that satisfy φ : Words (φ) = {σ ∈ 2 AP ω |σ |= φ}, where |=⊆ 2 AP ω × φ is the satisfaction relation. There exists a Nondetermenistic Büchi Automaton (NBA) A φ over 2 AP corresponding to φ, which is defined as A φ = Q, 2 AP , δ, Q 0 , F , where Q is a finite set of states; Q 0 is the initial state, 2 AP is an alphabet; δ ⊆ Q × 2 AP × Q is a transition relation and F ⊆ Q is a set of accepting states. Denote by X (q m , q n ) = {l ∈ 2 AP | (q m , l, q n ) ∈ δ} the set of all input alphabets that enable the transition from q m to q n . An infinite run r of a NBA is an infinite sequence of states and is called accepting if inf (r) ∩ F = ∅ where inf (r) is the set of states that appear in r infinitely often. Denote by L ω (A φ ) the accepted language of A φ , which is the set of infinite words that have an accepting run in A φ , i.e., Words (φ) = L ω (A φ ). There exist algorithms that convert LTL formulas to NBAs with complexity 2 O(|φ|) [29] .
B. Transition Systems
Definition 1: A deterministic transition system is a tuple T = (S, S 0 , Act, →, AP, L) where S is a set of states, S 0 ⊆ S is a set of initial states, Act is a set of actions, →⊆ S × Act × S is a transition relation, AP is a set of atomic propositions and L : S → 2 AP is a labeling function. Definition 2: Let T be a transition system. An infinite path p of T is an infinite sequence of states p = π 0 π 1 π 2 . . . such that π 0 ∈ S 0 , π i ∈ S and there exists α i ∈ Act such that (π i−1 , α i , π i ) ∈→, ∀i ≥ 1. Its trace is the sequence of APs that are satisfied at the states along the path, i.e., Trace (p) = L (π 0 ) L (π 1 ) . . . . Given that φ is an LTL formula over that same AP, the satisfaction relation p |= φ holds if and only if Trace (p) ∈ Words (φ). The infinite path p that satisfies φ is called a motion plan for the task φ.
For notational brevity, in the rest of the paper, all the derivatives as well as vector and matrix expressions will be with respect to an inertial frame {I}, unless otherwise stated.
Moreover, we denote as
the pose, i.e., position and minimal orientation (e.g. Euler angles) of frame {B} with respect to a frame {A}. Finally, the subscript i takes values 1, . . . N corresponding to the N robotic arms.
III. PROBLEM FORMULATION
Consider a workspace W ∈ R 3 consisting of N fully actuated robotic manipulators rigidly grasping an object, as shown in Fig. 1 . The end-effector and object's center of mass frames are denoted with {E i } and {O} respectively whereas {I} corresponds to the inertial frame. We consider that each agent has access to the entire workspace (e.g. through a mobile base or a fully actuated aerial vehicle). A high-level goal formula regarding the motion of the object is assigned and is provided to the agents, who employ a continuous control protocol for its execution. The rigidity of the contact points implies that the agents can exert any forces/torques along every direction to the object. We consider that each agent has access to the position and velocity of its own joint variables and of the object's center of mass and no interaction force/torque measurements or on-line communication is required. Moreover, the dynamic model of the object and the agents is considered completely unknown and only relevant geometric features of the object, such as the location of its center of mass, are known by the agents. Finally, we assume that the robotic agents operate away from singularity points. In the following, we present the coupled dynamics and the high-level model for the coupled system object-agents.
A. System model 1) Kinematics: In view of Fig. 1 , we have that
, which, by time differentiation and in view of the grasping rigidity, becomes:
( 1) where η O = η IO denotes the orientation of {O} with respect to {I} and
is the associated Jacobian. Moreover, the grasping rigidity implies that
is a minimal orientation representation of the ith manipulator's end-effector and J E i η E i is the associated Jacobian. In view of the assumption that the agents do not operate near singularity points, the latter along with (1) can be written in compact formẋ
where
which is always invertible due to the grasp rigidity.
Regarding the manipulator kinematics, we have:
where J i is the manipulator analytical Jacobian [28] .
2) Dynamics:
Object Dynamics:
T , the second-order dynamics for the object's center of mass can be written as follows:
are the inertia and Coriolis matrices respectively and g O ∈ R 6 is the object gravity vector:
,
is the inertia matrix of the object with respect to the inertial frame and m ∈ R is the object's mass. Moreover,
6 is the generalized force vector exerted to the object's center of mass and w O (t) ∈ R 6 is an unknown but bounded external disturbance vector.
Manipulator Dynamics:
The joint space manipulator dynamics are given by [28] :
where the matrices B i (q i ) , N i (q i ,q i ) ∈ R n i ×n i represent the unknown joint-space inertia and Coriolis matrices respectively, p i (q i ) ∈ R n i is the unknown joint space gravity vector, f i (q i ,q i ) , w i (t) ∈ R n i are unknown but bounded and continuous vector functions representing friction and external disturbances respectively and τ i ∈ R n i are the torque inputs which can be written as
being the task space wrench. Finally,
6 is the generalized force vector that each manipulator exerts on the object expressed in the inertial frame.
By differentiating (3) with respect to time and substituting the solution of (5) with respect toq i , we obtain after some straightforward manipulations the agents' task-space dynamics [28] :
where the task space terms are computed as follows:
Note that the dependence on q i ,q i implies the dependence on x E i /I ,ẋ E i /I through the manipulator forward kinematics. Moreover, the generalized joint velocities can be computed
ni×6 is a right pseudo-inverse matrix. Similarly, the joint torques τ i can be computed by u i as [28] . Note that the terms q i0 and τ i0 are redundancy terms that do not contribute to end-effector velocities and forces respectively.
Coupled Dynamics:
The generalized forces acting on the object center of mass and the generalized forces exerted by the manipulators at the contact points are related through
. By substituting (6) in (4) through (7) as well as employing the derivative of (2), we obtain: where
T , a ∈ {g, f, w, u}.
The object and manipulator joint space dynamics (4), (5), have the following well-known properties [28] :
Property 1: The inertia matrices M O (x O/I ) and B i (q i ) are symmetric and positive definite, and satisfy the following inequalities:
where 
Combining the aforementioned properties and the boundedness of J O/E i due to the grasp rigidity, it is straightforward to derive similar results for the coupled inertia and Coriolis matrices M (x) and C x,ẋ respectively.
B. High-Level Planning
The workspace where the agents operate is a bounded 3-dimensional space, denoted by W ∈ R 3 and is discretized into equally sized rectangular regions Π = {π 0 , . . . , π R }, whose geometric centers are denoted as π c j , j ∈ {0, . . . , R}. The size of the regions is defined by the bounding box of the coupled system object-robotic arms, as depicted in Fig. 2a . In particular, the sides of a region along the horizontal axes have length 2L + 2l 0 where l 0 ∈ R is a positive constant and L ∈ R is the maximum distance from the object's center of mass to the furthest point in the coupled system over all possible configurations of the agents and depends on the structure of the system. Fig. 3 illustrates an example of the system depicted in Fig. 1 for the computation of L. The sides along the vertical axis have length h max + h 0 where h max ∈ R is the maximum height that the object can achieve over all the possible configurations of the agents and h 0 ∈ R is an arbitrary positive constant. We abstract then the coupled system as transitions among the regions Π according to the following definition:
Definition 3: A transition from π k to π j is feasible if there exists an admissible navigation controller u that can drive the system (8) from a point in B (π • Π = {π 0 , . . . , π R } is the set of states, • Π 0 ∈ Π is the initial state, • Act = {u} ∪ ∅ is the set of transition actions, • → i ⊆ Π × Act × Π is the transition relation by Def. 3, • AP = α 0 , . . . , α M is a set of atomic propositions expressed as boolean variables that correspond to M +1 generic properties in the workspace (e.g. "This region contains obstacles", "Goal region for the object"),
AP is a labeling function that maps a region π k ∈ Π to the set of atomic propositions satisfied by the region. We are now ready to state the problem treated in this paper. Problem 1: Given N agents rigidly grasping an object subject to the coupled dynamics described by (8) and a LTL formula φ over AP, develop a control strategy which i) produces a path p d = π d,0 π d,1 . . . , π d,k ∈ Π of T that satisfies φ and ii) guarantees that the overall coupled system object-agents follows p d according to Definition 3.
Example 1: Consider the workspace of Fig. 2b with AP = {α A , α B , α C , α obs } corresponding to the regions of interest A, B, C, and the obstacle regions respectively. Then, a possible LTL formula is ¬α obs ∧ ♦ (α A ∧ ♦α B ) that implies that the object has to visit first region A and then region B infinitely many times while always avoiding the obstacle regions. . Since the object's center of mass tracks the desired trajectory with an error less than l 0 1 3 and L > l, the system object-agents will be in π d,k ∪ π d,k+1 during the transition.
IV. CONTROL METHODOLOGY

A. High-Level Plan Generation
The first ingredient of our solution is the high-level plan, which can be generated using standard techniques inspired by automata-based formal verification methodologies. The given LTL formula φ over AP is translated into a Büchi Automaton A φ = Q, 2 AP , δ, Q 0 , F . Then, the product of T and A φ is built, denoted as
where Q p = Π × Q is the set of states; Q p0 = Π 0 × Q 0 are the initial states; F p = Π × F are the accepting states and δ p ⊆ Q p × Q p is the transition relation, with ( π k , q m , π j , q n ) ∈ δ p if and only if there is an action
A LTL specification φ is feasible over the T if and only if A p = T ⊗ A φ has an accepting run. Furthermore, for any accepting run R = π 0 , q 0 π 1 , q 1 . . . of A p , its projection onto T , which is an infinite sequence p = π 0 π 1 . . . , satisfies φ [30] . Although the semantics of LTL are defined over infinite sequences of atomic propositions, it can be proven that there always exists a high-level plan that can be represented as a finite prefix followed by infinite repetitions of a finite suffix [29] .
Following the aforementioned methodology, the robotic agents derive a high-level plan for the coupled object-agents system as sequences of regions The subscript q denotes the qth visit to region π d,k and it holds that q = 1 for k ∈ {0, . . . , n}, since the path associated with the prefix of p d is executed only once. Moreover, we consider that p O/I (0) ∈ B π c d,0 , l 0 i.e., the initial distance of the object's center of mass to the center of the initial region is less than l 0 . In addition, we consider that τ k+1q − τ kq = τ k+1 f − τ k f , q, f ∈ N, q = f , i.e., we assign equal time durations for trajectories that correspond to transitions executed more than once and belong to the suffix of p d , avoiding thus the storage of infinite amounts of data.
Note that, in view of the sizes of the regions, if |p O/I (t)− p kq O/I,d (t) | < l 0 1 3 , k ∈ {0, . . . , n + m}, q ∈ N, t ≥ 0, then it holds that the ball B (p O/I (t) , L) does not intersect with the vertical facets shared by π d,k and its adjacent regions apart from π d,k+1 , i.e., the coupled system stays in π d,k ∪ π d,k+1 during every transition, as illustrated in Fig. 4 . Therefore, the continuous control problem is the design of u in (8) 
B. Continuous Control Design
Following the previous subsection, given a bounded and smooth desired trajectory x
formulate the corresponding pose errors as
t ∈ τ kq , τ k+1q , k ∈ {1, . . . , n + m} and q ∈ N. For notational brevity, the superscripts k, q are omitted from the subsequent analysis and the index j takes values in the set {1, . . . , 6}, unless otherwise stated. The concepts of prescribed performance control, recently proposed in [31] , are innovatively adapted in this work in order to achieve predefined transient and steady state response for the pose errors. Relevant applications can be found in [21] , [32] . As stated in [31] , prescribed performance characterizes the behavior where the aforementioned errors evolve strictly within a predefined region that is bounded by absolutely decaying functions of time, called performance functions. The mathematical expressions of prescribed performance is given by the following inequalities:
for all t ≥ 0, where ρ sj (t) = ρ sj,0 − ρ sj,∞ e −ls j t + ρ sj,∞ are designer-specified, smooth, bounded and decreasing positive functions of time with positive parameters l sj , ρ sj,∞ , incorporating the desired transient and steady state performance respectively. In particular, the decreasing rate of ρ sj , which is affected by the constants l sj , introduces a lower bound on the speed of convergence of e sj (t). Furthermore, the constants ρ sj,∞ can be set arbitrarily small, achieving thus practical convergence of the pose errors to zero.
Next, we propose a state feedback control scheme that guarantees e sj (t) < ρ sj (t), with appropriately selected ρ sj (t), and consequently, tracking of the desired trajectory x O/I,d (t) with prescribed transient and steady state performance (i.e., all e sj (t) converge at least e −ls j t exponentially stable to the set E = e s ∈ R : e sj ≤ max ρ sj,∞ ).
Moreover, by selecting ρ s1,0 , ρ s2,0 , ρ s3,0 T = l 0 1 3 , for all transitions in p d , the satisfaction of (12) for t ≥ 0 guarantees that |p O/I (t) − p O/I,d (t) | < l 0 1 3 , ∀t ≥ 0 and thus that the coupled object-agents system will always remain in π d,k ∪ π d,k+1 during any transition between π d,k and π d,k+1 .
Step I-a. Select the corresponding functions ρ sj (t) = ρ sj ,0 − ρ sj ,∞ e −ls j t + ρ sj ,∞ such that
Step I-b. Define the normalized pose errors as:
where P s (t) = diag{ ρ sj (t) } and design the reference velocity vector as:
. . . ln
Step II-a. Define the velocity error vector e v = e v1 · · · e v6 T =ẋ O/I (t) −ẋ O/I (ψ s , t) and select the corresponding velocity performance functions ρ vj (t) = ρ vj,0 − ρ vj ,∞ e −lv j t + ρ vj,∞ such that e vj (t) < ρ vj (t) .
Step II-b. Similarly to the first step, define the normalized velocity errors as:
where P v (t) = diag{ ρ vj (t) } and finally design the control protocol:
and
The terms c i are the load sharing coefficients for each agent with 0 ≤ c i ≤ 1 and
The following lemma summarizes the main results of this subsection.
Lemma 1: Consider N agents rigidly grasping an object with unknown coupled dynamics (8) . The control protocol (13)- (18) guarantees (12) as well as the boundedness of all closed loop signals.
Proof: The line of proof of Lemma 1 proceeds similarly to the standard prescribed performance control methodology and a short version will be presented in this work. For a more detailed analysis, the reader is referred to [31] , [32] .
Differentiating (13) and (16) with respect to time, employing (11), (8) , (14), (17) and N i c i = 1 as well as Theorem 54 in [33] (p.p. 476) we prove that ψ bj (t) = (−1, −1) , b ∈ {s, v} and thus the boundedness of x O/I (t) as well as the positive definiteness of R s (ψ s ), R v (ψ v ) for a finite time interval [0, t max ). We consider therefore the positive definite and radially unbounded function V s = 1 2 ε T s ε s . We differentiate V s and by employing i) the diagonality of P s (t) , R s (ψ s ), K s and ii) the boundedness of
and of x O/I (t) , ψ s (t) , ψ v (t) for t ∈ [0, t max ), we deduce thatV s is negative when ε s > f s min{Qs} where Q s = P −1
is a positive definite matrix for all t ∈ [0, t max ), from which we conclude that:
for all t ∈ [0, t max ), with f s being a positive constant independent of t max . Furthermore, from (15) , taking the inverse logarithm function, we obtain: 20) for all t ∈ [0, t max ) . Thus, the reference velocity vectorẋ O/I remains bounded for all t ∈ [0, t max ). Moreover, invokinġ x O/I =ẋ O/I,d + P v (t)ψ v and the aforementioned results we can also conclude the boundedness ofẋ O/I (t),
Proceeding in a similar manner, we consider the positive definite and radially unbounded function
We differentiate V v with respect to time and invoking i) the diagonality and positive definiteness of K v , R v (ψ v ) and P −1 v (t), ii) the boundedness of x,ẋ and ∂ẋ O/I ∂t , iii) properties 1 and 2, iv) the continuity of g (x) and f x,ẋ along with the Extreme Value Theorem and v) the boundedness of d (t) as well as ofṖ v (t) and ψ v (t), we conclude thaṫ V v is negative when
is a positive definite matrix ∀t ∈ [0, t max ) and f v is a positive constant independent of t max . We conclude therefore that:
and that
for all t ∈ [0, t max ), which leads to the boundedness of the control protocol (17) . Up to this point, what remains to be shown is that t max can be extended to ∞. In this direction, notice by (20) and (22) that −1 < ψ bj ≤ ψ bj (t) ≤ ψ bj < 1, b ∈ {s, v}, ∀t ∈ [0, t max ) so ψ sj and ψ vj belong in nonempty and compact subsets of (−1, 1). In view of that result and Proposition C.3.6 in [33] (p.p. 481), the assumption that t max < ∞ leads to a contradiction. Therefore, t max = ∞, which completes the proof. Remark 2: It is clear from (14) and (17) that the proposed control protocol does not incorporate any prior knowledge of the model nonlinearities/disturbances or inter-agent communication. Moreover, although the desired trajectories generated by p d concern only the desired position of the object, a given η O,d (t) (that could be derived by other specifications) is also incorporated in the aforementioned control design.
V. SIMULATION RESULTS
In this section, a simulation of the proposed framework is conducted. We consider three robotic arms, each consisting of two joints, that are rigidly grasping an object. The arms are mounted on mobile platforms that are able to move along the x − y plane, as depicted in Fig. 5a . We denote as q i = p T , and q i1 = q i2 = π 2 , from which, by employing the forward kinematics equations, we conclude that the initial position of the object is (1.6, 2, 0.44).
The workspace is discretized into 16 equally sized 3-dimensional rectangular regions Π = {π 0 , . . . , π 15 } representing the states of the system's transition system T . By choosing L = 1.5, l 0 = 0.5, h max = 0.6 and h 0 = 0.28, the size of the regions becomes (4, 4, 0.88), with all the aforementioned units being meters. We consider that π 4 and π 13 are goal regions whereas π 5 and π 9 are obstacle regions of the workspace. We further define the atomic propositions of T as AP = {"blue", "green", "obs", ∅} as well as L (π 4 ) = {"blue"}, L (π 13 ) = {"green"}, L (π 5 ) = L (π 9 ) = {"obs"} and L (π k ) = ∅ for the remaining regions; "blue" and "green" are introduced to represent the goal regions of W. Fig. 5b illustrates a top view of the aforementioned formulation. We consider that the overall system has to perform a visit to the blue region followed by a visit to the green region infinitely many times while always avoiding the obstacle regions. This can be encoded with the LTL formula ¬"obs" ∧ ♦ ("blue" ∧ ♦"green"), which can be algorithmically translated into a Büchi Automaton A φ (e.g., by the off-the-shelf tool called LTL2BA [34] ) and then p d can be derived through T ⊗ A φ . In our case, an example of
ω is illustrated in Fig. 6 . More specifically, π d,pr = (π 0 π 1 π 2 π 3 π 4 ) and π d,suf = π 11 π 12 π 13 π 10 π 11 π 4 whose trace satisfies the aforementioned LTL formula.
Next, by choosing q = 1, we generate the associated trajectories p k1 O/I,d (t) , t ∈ [τ k1 , τ k+11 ] that correspond to the aforementioned p d as described in subsection III-B, with τ 01 = 0, τ 111 = 50 sec. and τ k+11 − τ k1 = 5 sec., k ∈ {0, . . . , 10}. Regarding the orientation of the object, we chose η O/I,d (t) = 0, t ≥ 0, with respect to the y axis (note that the structure of the specific system does not allow rotations of the object with respect to the x and z axes). Moreover, we selected ρ sj,0 = l 0 = 0.5, ρ sj,∞ = 0.01 and l sj = 0.1 as well as ρ vj,0 = 2|e vj (0) |, ρ vj,∞ = 0.01 and l vj = 0.1 for j = {1, . . . , 4}, ∀p The simulation results are depicted in Fig. 7 , where the resulting trajectory of the system is pictured. More specifically, the green line represents the interpolation of p k1 O/I,d (t) , t ∈ [τ k1 , τ k+11 ] , k ∈ {0, . . . , 10}, the black line corresponds to p O/I (t), the domain enclosed by the purple lines is B p 
VI. CONCLUSION AND FUTURE WORK
In this work we proposed a hybrid control strategy for the cooperative manipulation of an object by N agents. In particular, we developed a high-level strategy that produces a path to be followed by the object which satisfies a complex task given as a LTL formula. For the successful execution of the task, we introduced a decentralized model-free control protocol that guarantees trajectory tracking by the object's center of mass with prescribed transient and steady state performance. Future efforts will be devoted towards including more complicated workspaces and tasks (e.g., "Agents 3 and 7 cooperatively transfer object 4 to region A") as well as performing real-time experiments. Moreover, emphasis will be given on compensating for unknown geometric characteristics of the objects, such as the exact location of the center of mass.
