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Abstract
The parametric lambda calculus subsumes different existing λ-calculi, in particular the classical λβ-calculus and the λβv-
calculus of Plotkin. Previously established results on the parametric calculus, such as confluence and standardization, are primarily
syntactical. In this paper our attention is mainly addressed to semantics, although we start again from a syntactical point of view.
We propose an analysis of the notion of contextual preorders of usual operational semantics. Given a contextual preorder, we build
a parametric complete lattice based on a closure operator. This lattice provides a fully abstract model for the considered preorder,
via a completion.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
In its different variants, λ-calculi have been proposed as paradigmatic calculi for studying various properties of
programming languages. In particular, the classical λβ-calculus of Curry [3] and the λβv-calculus of Plotkin [18] are
paradigms for two different parameter passing policies, the call-by-name and the call-by-value respectively. These
calculi share the same lexicon: the one of λ-terms. On the other hand, the reduction rules are different. The reduction
rule of λβv-calculus is a restriction of the classical β-rule. Often, these two λ-calculi have been studied using different
tools [1,3,8,17]. In [16,19] a new calculus has been proposed, the ∆-calculus, which is parametric with respect to a
subset ∆ of terms that we call set of input values. The ∆-calculus is a “call-by-value” calculus, in the sense that the
reduction rule is a conditional β-rule, firing just in the case where the argument belongs to∆. Informally, input values
represent partially evaluated terms, that can be passed as parameters. The∆-calculus subsumes a plethora of different
variants of calculi possessing the confluence and the standardization properties. Thus ∆-calculus allows a uniform
treatment of many λ-calculi, and in particular of both λβ-calculus and λβv-calculus.
The motivations for this paper are manifold. We show how to use the∆-calculus in order to adapt proof techniques
to different λ-calculi. We develop uniform proofs of properties common to many λ-calculi and we pick out some new
properties.
First, we prove in a simple way that, given a theory T restricted to closed terms, there is a unique theory extending
T to open terms. This property allows us to extend some useful results, holding for closed terms, to all terms. For
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instance, we can conclude the coincidence (on all terms) of applicative preorder and contextual preorder presented in
[1].
Then, we show in a syntactical way the coincidence of applicative and contextual preorders of Plotkin’s λβv-
calculus [18]. This can be done by a theoretical trick which enables us to adapt Berry’s technique used in [1] to
the call-by-value λβv-calculus. We use valuable terms (terms that can be reduced to values) as input values, so the
arguments of redexes are substituted without having to be evaluated. In some sense, we transform the call-by-value
parameter passing policy into a call-by-name one.
In works around Linear Logic [9] many notions of orthogonality have been introduced (proof-nets, phase-
semantics, geometry of interaction, ludics [10–12]) in order to grasp some kinds of interaction. We will develop
similar ideas on our ∆-calculus. Namely, we show that under the construction of a fully abstract model for a ∆-
theory, there is some fine synthetic syntactical information. Essentially, the contextual equivalence induced by an
evaluation strategy is related to an ordered structure built through some adequate closure operators. Under a simple
hypothesis of uniformity of the evaluation strategy, we show how to build fully abstract models. Again inspired by
ludics [12] where denotational properties are obtained in a more syntactical manner than the usual, we believe that
some properties, usually proved by denotational tools, could be studied directly on the structure that we propose. This
work has not been carried out, but we want to explore this direction in the future. In particular, we plan to rephrase
and to extend the results on the pure untyped λ-calculus (mainly, for the evaluation to head normal form) presented
in [6] and in [2–5,13,21]. We plan also to deepen the relation with topologies and neighbourhood systems [20]. To
pursue all these purposes seems to be a very interesting challenge.
The paper is organized as follows. In Section 2, notions and results on the parametric lambda calculus are
summarized. In Section 3, we introduce theories and predicates, and we show that theories on closed terms have
a unique extension to open terms. In Section 4, the notion of uniformity is presented. The proof of uniformity for
some well-known evaluations is sketched. In Section 5, the notion of orthogonality is given and related to closure
operators. In Section 6, we do an analysis of the structure induced by orthogonality operators via completion. In
Section 7, the notion of ∆-model is recalled. In Section 8, we show how to build a model starting from a structure
induced by our orthogonality operators.
2. Parametric λ-Calculus
A calculus is a language equipped with some reduction rules. We will consider here calculi sharing the language
of λ-calculus, while they differ from each other in their reduction rules. ∆-calculus [16,19] supplies a uniform
presentation of the reduction rule through a parameter ∆, that has to be instantiated by set of terms.
Definition 1. Let Var be a countable set of variables. The set Λ of λ-terms is defined by the following grammar:
M ::= x | MM | λx .M
λ-terms will be ranged by Latin capital letters as M, N , P, Q, . . . If Θ denotes a set of terms then Θ0 is the set of
closed terms belonging to Θ .
As usual, terms will be considered modulo α-conversion, i.e., modulo names of bound variables. ≡ will denote
syntactical identity of terms, up to α-equivalence. To avoid an overuse of parentheses, λx1 . . . xn .M will stand
for (λx1(. . . (λxn .M) . . .)) and MN1N2 . . . Nn will stand for (. . . ((MN1)N2) . . . Nn). Substitution of a term N to
occurrences of x in another term M avoiding the name-capture will be denoted M[N/x].
The ∆-calculus consists of the language Λ equipped with a set ∆ ⊆ Λ of input values, satisfying some closure
conditions. Informally, input values represent already evaluated terms, that can be passed as arguments. The set ∆ of
input values and the reduction→∆, induced by it, are defined below.
Definition 2. Let ∆ ⊆ Λ.
(1) The ∆-reduction (→∆) is the contextual closure of the following rule:
(λx .M)N → M[N/x] if and only if N ∈ ∆.
(λx .M)N is a ∆-redex (or simply redex).
L. Paolini / Theoretical Computer Science 398 (2008) 51–62 53
(2) →+∆,→∗∆ and =∆ are respectively the transitive closure of→∆, the reflexive and transitive closure of→∆ and
the symmetric, reflexive and transitive closure of→∆.
(3) A set ∆ ⊆ Λ is a set of input values, when the following conditions are satisfied:
• Var ⊆ ∆ (Var-closure);
• P, Q ∈ ∆ implies P[Q/x] ∈ ∆, for each x ∈ Var (substitution closure);
• M ∈ ∆ and M →∆ N imply N ∈ ∆ (reduction closure).
Sets of input values will be denoted by Greek capital letters. Closure conditions on the set of input values assure
us that the ∆-calculus possesses the confluence property for every ∆ , i.e., the following theorem holds.
Theorem 3 (Confluence). [16,19] Let M →∗∆ N1 and M →∗∆ N2.
There is Q such that both N1 →∗∆ Q and N2 →∗∆ Q.
An immediate corollary of the previous theorem is the uniqueness of the normal form, if it exists. Two particular
instantiations of ∆ give rise to the call-by-name and the call-by-value λ-calculus. The call-by-name λ-calculus (i.e.,
standard λ-calculus equipped with β-reduction) coincides with the Λ-calculus. The call-by-value λ-calculus (defined
by Plotkin in [18]) coincides with the Γ -calculus, where Γ = Var ∪ {λx .M | M ∈ Λ}. Another interesting calculus
is the Φ-calculus that has been introduced and widely studied in [14]. Φ-calculus has been used in order to give an
operational characterization of β-strongly normalizable terms.
Furthermore, a parametric Standardization Theorem holds under one additional condition. The presentation of this
condition is rather technical, so we refer the reader to [16,19]. It is easy to check that, all instances of input values
considered in this paper possess the referred condition, and consequently they obey the standardization.
Definition 4. Let [.] be a special constant called hole. The set ΛC of λ-contexts is defined by the following grammar:
C[.] ::= x | [.] | C[.]C[.] | λx .C[.].
Let C[.] be a context and M be a term. Then C[M] denotes the term obtained by replacing by M every occurrence
of [.] in C[.] and by allowing the capture of free variables of M . We denote by Λ0C the set of contexts C[.] such that
P ∈ Λ0 implies that C[P] ∈ Λ0 too (closing contexts). A,B, . . . will denote subsets of closed λ-terms and E,F, . . .
denote subsets of closing contexts. Let ∆ be a set of input values, let s : Var → ∆0, let FV(M) = {x1, . . . , xn}.
Multiple substitutions M[s(x1)/x1, . . . , s(xn)/xn] will be denoted by s(M).
3. Predicates and theories
The following notion of predicate is introduced in order to understand, in an abstract static way, the operational
evaluations of closed terms, that informally represent programs.
Definition 5. A ∆-predicate P is a subset of Λ0 such that M ∈ P and M =∆ N imply N ∈ P .
Fig. 1 sketches the inductive definition of four predicates: H, N, L and V. They correspond in straightforward way
to the operational evaluations (for untyped calculi) more studied. Namely,H, N and L are sets respectively containing
closed terms having head normal form, normal form and weak head normal form via Λ-calculus (see [16,19]). While
V is the set of closed terms that can be Γ -reduced to abstractions. Clearly, H, N, L are Λ-predicates, while V is a
Γ -predicate. The notion of ∆-predicate is strongly related to that of closed output valuable terms [16,19].
If P is a ∆-predicate then it induces a contextual preorder on terms, denoted by P , such that if M, N ∈ Λ then
M P N if and only if
∀C[.] ∈ ΛC s.t. C[M],C[N ] ∈ Λ0
(
C[M] ∈ P implies C[N ] ∈ P).
≈P is the equivalence relation on terms induced by P .
It is easy to check that P is a ∆-pretheory and ≈P is a ∆-theory (in the sense of the next definition).
Definition 6. Let ∆ be a set of input values.
(1) T⊆ Λ× Λ is a ∆-pretheory whenever
• T is a preorder relation, namely it is reflexive and transitive;
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Fig. 1. Predicates: H, N, L and V.
• P T Q and C[P],C[Q] ∈ Λ0 imply C[P] T C[Q], for each context C[.];
• P =∆ Q implies P T Q.
(2) If T is a ∆-pretheory then the induced equivalence ≈T⊆ Λ× Λ is a ∆-theory.
Many λ-theories [3], can be seen as ∆-theories induced by ∆-predicates.
We show that we can work on theories restricted to closed terms, without loss of generality.
Definition 7. Let ∆ be a set of input values.
(1) 0T⊆ Λ0 × Λ0 is a closed ∆-pretheory whenever
• 0T is a preorder relation, namely it is reflexive and transitive;
• P, Q ∈ Λ0, P 0T Q and C[P],C[Q] ∈ Λ0 imply C[P] 0T C[Q], for each context C[.] ∈ Λ0C ;
• P, Q ∈ Λ0 and P =∆ Q imply P 0T Q.
(2) /T⊆ Λ × Λ denotes the relation induced by a closed ∆-pretheory 0T , by putting M /T N if and only if there
exists a set of variables {x1, . . . , xn} such that FV(M)∪FV(N ) ⊆ {x1, . . . , xn} and λx1 . . . xn .M 0T λx1 . . . xn .N .
The relation defined in the last point of the previous definition is actually a ∆-pretheory, as shown in the next
lemma.
Lemma 8. Let 0T be a closed ∆-pretheory.
(1) Let P, Q ∈ Λ, FV(P) ∪ FV(Q) ⊆ {x1, . . . , xk} and {x1, . . . , xk} ⊆ {y1, . . . , yh} (k, h ∈ N). If λx1 . . . xk .P 0T
λx1 . . . xk .Q then λy1 . . . yh .P 0T λy1 . . . yh .Q.
(2) /T is a ∆-pretheory.
Proof. (1) Let C[.] ≡ λy1 . . . yh .([.]x1 . . . xk), thus C[λx1 . . . xk .P],C[λx1 . . . xk .Q] ∈ Λ0. Therefore
λy1 . . . yh .P 0T λy1 . . . yh .Q, since C[λx1 . . . xk .P] 0T C[λx1 . . . xk .Q], C[λx1 . . . xk .P] =∆ λy1 . . . yh .P
and C[λx1 . . . xk .Q] =∆ λy1 . . . yh .Q.
(2) • If M ∈ Λ and FV(M) = {x1, . . . , xn} then λx1 . . . xn .M 0T λx1 . . . xn .M by reflexivity, so M /T M by
Definition 7.(2). Let M0 /T M1 and M1 /T M2; so, there are variables such that:
. FV(M0) ∪ FV(M1) ⊆ {x1, . . . , xn} and λx1 . . . xn .M0 0T λx1 . . . xn .M1,
. FV(M1) ∪ FV(M2) ⊆ {y1, . . . , ym} and λy1 . . . ym .M1 0T λy1 . . . ym .M2.
Let {x1, . . . , xn} ∪ {y1, . . . , ym} ⊆ {z1, . . . , z p}; without loss of generality, λz1 . . . z p.M0 0T λz1 . . . z p.M1
and λz1 . . . z p.M1 0T λz1 . . . z p.M2 by the previous point. Thus λz1 . . . z p.M0 0T λz1 . . . z p.M2 since 0T is
transitive, so M0 /T M2.
• Let M /T N and C[.] ∈ ΛC be such that C[M],C[N ] ∈ Λ0.
Let λx1 . . . xn .M 0T λx1 . . . xn .N , FV(M) ∪ FV(N ) ⊆ {x1, . . . , xn} and C ′[.] ≡ C[[.]x1 . . . xn] ∈
ΛC . Since FV(C ′[λx1 . . . xn .M]) ∪ FV(C ′[λx1 . . . xn .N ]) can be nonempty, let C ′′[.] ≡ λz1 . . . zm .C ′[.]
such that C ′′[M],C ′′[N ] ∈ Λ0. So C ′′[λx1 . . . xn .M] 0T C ′′[λx1 . . . xn .N ], since 0T is a closed
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∆-pretheory. But C ′′[λx1 . . . xn .M] =∆ λz1 . . . zm .C[M] and C ′′[λx1 . . . xn .N ] =∆ λz1 . . . zm .C[N ] imply
λz1 . . . zm .C[M] 0T λz1 . . . zm .C[N ].
Hence C[M] /T C[N ] since λz1 . . . zm .C[M], λz1 . . . zm .C[N ] ∈ Λ0.
• If M =∆ N and FV(M) ∪ FV(N ) ⊆ {x1, . . . , xn} then λx1 . . . xn .M =∆ λx1 . . . xn .N . But
λx1 . . . xn .M, λx1 . . . xn .N ∈ Λ0 implies λx1 . . . xn .M 0T λx1 . . . xn .N , so M /T N . 
An interesting corollary holds, in case /T is the ∆-pretheory induced by the closed ∆-pretheory 0T . Namely,
if P, Q ∈ Λ and P /T Q then λx1 . . . xn .P /T λx1 . . . xn .Q for all sequences x1, . . . , xn , by Lemma 8(2) and
Definition 6.
The following theorem shows a useful relation between closed ∆-pretheories and ∆-pretheories. It implies that a
closed ∆-pretheory has a unique extension to open terms, precisely that of the Definition 7.
Theorem 9. Let 0T be a closed ∆-pretheory and let S be a ∆-pretheory.
If S and 0T are the same relation on closed terms then S ≡ /T .
Proof. Let P, Q ∈ Λ.
• If P S Q and FV(P) ∪ FV(Q) ⊆ {x1, . . . , xn} then λx1 . . . xn .P S λx1 . . . xn .Q, so λx1 . . . xn .P 0T
λx1 . . . xn .Q, thus P /T Q.
• P /T Q and FV(P) ∪ FV(Q) ⊆ {x1, . . . , xn} imply λx1 . . . xn .P 0T λx1 . . . xn .Q, therefore λx1 . . . xn .P S
λx1 . . . xn .Q. The proof follows immediately, since P =∆ (λx1 . . . xn .P)x1 . . . xn S (λx1 . . . xn .Q)x1 . . . xn =∆
Q. 
The previous theorem assures us that without loss of generality, we can concentrate our attention on closed (pre-)
theories.
4. Uniformity
The next definition is introduced in order to capture “uniformity” of common evaluations of λ-calculi, for instance
H, N, L and V. This notion is the main hypothesis that we will use in the rest of this paper.
Definition 10. Let C[.] ∈ ΛC . A ∆-predicate P is called uniform whenever, for all M, N ∈ Λ, if C[M],C[N ] ∈ Λ0,
C[M] ∈ P and C[N ] 6∈ P then there exists a substitution s and a sequence of closed input values EP such that
s(M) EP ∈ P while s(N ) EP 6∈ P .
Let P ∈ P , Q 6∈ P and let C[.] ∈ ΛC be the “bigger common context” such that C[P ′] ≡ P and C[Q′] ≡ Q, for
some P ′, Q′ ∈ Λ. By uniformity, P ′, Q′ can be separated in an applicative way, after a suitable closing substitution.
Definition 11. Let P be a ∆-predicate and M, N ∈ Λ0. If M EQ ∈ P imply N EQ ∈ P , for each sequence EQ of closed
terms, then M EP N . We call EP , the applicative preorder induced by P .
Note that the applicative preorder does not need to be a closed pretheory. However, it can be precisely shown that
uniformity ask for the coincidence of the contextual preorder (restricted to closed terms) with the applicative preorder.
Theorem 12. Let P be a ∆-predicate. The relations EP and P (restricted to closed terms) coincide if and only if
P is uniform.
Proof. The proof is trivial. Note only that if EP and P (restricted to closed terms) coincide then EP is a closed
pretheory having P has unique extension to open terms by Theorem 9. 
It is possible to prove that uniformity holds for H, N, L adapting a clever technique of Berry, by induction on the
rules defining our predicates. In [1], a proof for L is given. The proof for V deserves some further remarks.
If ∆ is a set of input values then ∆∗ = Var ∪ {M ∈ Λ | M →∗∆ N ∈ ∆} is the set of ∆-valuable terms.
Lemma 13. Let ∆ be a set of input values.
(1) The equivalences =∆ and =∆∗ coincide.
(2) ∆∗ is a set of input value.
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Fig. 2. Predicate: V∗.
Proof. (1) Trivial. (2) The only nontrivial constraint is the possibly closure under substitution, that follows by the
previous point. 
Let Γ∗ = Var ∪ {M ∈ Λ | M →∗Γ N ∈ Γ }, i.e. the set of Γ -valuable terms. possibly
If V∗ is the Γ∗-predicate defined in Fig. 2, then V and V∗ coincide. The proof follows from the standardization
theorems for Γ and Γ∗. The standardization holds, since both Γ and Γ∗ are “standard sets of input values” (a formal
definition of “standard” and a proof of these facts can be found in [16,19]).
Theorem 14. Let M, N ∈ Λ0; M V∗ N if and only if M EV∗ N.
Proof. (⇒) Trivial. (⇐) We will show that C[M] ∈ V∗ implies C[N ] ∈ V∗; the proof is given by induction on the
rules proving that C[M] ∈ V∗.
(lazy) Either C[.] ≡ [.] or C[.] ≡ λx .C ′[.]. Both cases are trivial.
(head) There are two cases.
• Let C[.] ≡ [.]C1[.] . . .Cm[.] (m ∈ N) and let M ≡ (λz.M0)M1 . . .Mn (n ∈ N) where m + n ≥ 1.
If n = 0 then m ≥ 1, therefore we can let D[.] ≡ M0[C1[.]/z]C2[.] . . .Cm[.]; otherwise let D[.] ≡
M0[M1/z]M2 . . .MnC1[.] . . .Cm[.]. In both cases D[M] ∈ V∗ is the premise of the rule (head), so
D[N ] ∈ V∗ by induction. Hence MC1[N ] . . .Cm[N ] ⇓H by rule (head), thus the proof follows by the
theorem’s hypothesis.
• If C[.] ≡ (λx .C0[.])C1[.] . . .Cm[.] (m ≥ 1) then, since M ∈ Λ0, the proof follows by induction on
C[M] ≡ C0[M][C1[M]/x]C2[M] . . .Cm[M] ∈ V∗. 
In a more involute form, this proof has been first presented in [15] through the notion of weights on terms.
Informally, ∆∗ enable us to apply to ∆-calculi some techniques that have been conceived for the call-by-name one.
Uniformity of V (or V∗) is an immediate corollary.
5. Orthogonality
Works around Linear Logic [9] introduced many notions of orthogonality (proof-nets, phase-semantics, geometry
of interaction, ludics [10–12]) in order to grasp some kinds of interaction. We will develop similar ideas on the ∆-
calculus, in order to show that, behind the construction of a fully abstract model for a ∆-theory, there is some fine
synthetic syntactical information. We propose a general setting where this kind of information can be considered.
Definition 15. Let P be a ∆-predicate, A ⊆ Λ0 and E ⊆ Λ0C .
A⊥ = {C[.] ∈ Λ0C/∀M ∈ A , C[M] ∈ P} is the set of orthogonal contexts of A with respect to P . While
E> = {M ∈ Λ0/∀C[.] ∈ E , C[M] ∈ P} is the set of orthogonal terms of E with respect to P .
( )> and ( )⊥ are the pair of P-orthogonal operators.
Clearly orthogonal operators are related to a specific ∆-predicate, but for sake of simplicity we do not index them
with P since no confusion can arise.
℘(X) denotes the powerset of a set X , namely the set {A | A ⊆ X}; thus ( )> is a function from℘(Λ0C ) to℘(Λ0)
while ( )⊥ is a function from ℘(Λ0) to ℘(Λ0C ). A>E (A are terms for E) and E⊥A (E are contexts for A) denote
both A ⊆ E> and E ⊆ A⊥ , that clearly are equivalents; namely E⊥A or A>E if and only if ∀M ∈ A, ∀C[.] ∈ E ,
C[M] ∈ P where P is the corresponding ∆-predicate. Let M be a closed λ-term; sometimes, by abusing the notation
we write M>C for {M}>C. A similar abuse is used also for contexts.
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Lemma 16. Let P be a ∆-predicate, A ⊆ Λ0 and E ⊆ Λ0C .
A⊥> = {M ∈ Λ0/∀C[.] ∈ Λ0C if
(∀N ∈ A , C[N ] ∈ P) then C[M] ∈ P} and
E>⊥ = {C[.] ∈ Λ0C/∀M ∈ Λ0 if
(∀C ′[.] ∈ E , C ′[M] ∈ P) then C[M] 6∈ P}.
Proof. Easy. 
For sake of simplicity, ( )> and ( )⊥ in what follows always will denote a pair of P-orthogonal operators, for a
given ∆-predicate P . We want study the ordered structure induced by P-orthogonal operators.
Definition 17. Let X be a set and let ℘(X) be its powerset.
A function C from ℘(X) to ℘(X) is a closure operator if and only if ∀A, B ⊆ X the following conditions hold:
• A ⊆ C(A),
• A ⊆ B implies C(A) ⊆ C(B),
• C(C(A)) = C(A).
We will prove that ( )⊥> and ( )>⊥ , are closure operators. We refer to them as biorthogonal operators.
Lemma 18. If A ⊆ Λ0 and E ⊆ Λ0C then A ⊆ A⊥> and E ⊆ E>⊥ .
Proof. M ∈ A implies M>A⊥ , so M ∈ A⊥> .
C[.] ∈ E implies C[.]⊥E> , so C[.] ∈ E>⊥ . 
The next lemma shows that the orthogonality is antitone.
Lemma 19. (1) If A ⊆ B ⊆ Λ0 then B⊥ ⊆ A⊥ .
(2) If E ⊆ F ⊆ Λ0C then F> ⊆ E> .
Proof. (1) C[.] ∈ B⊥ implies C[.]⊥B, thus C[.]⊥A i.e. C[.] ∈ A⊥ .
(2) M ∈ F> implies M>F , thus M>E i.e. M ∈ E> . 
Let A ⊆ B ⊆ Λ0. It is an easy corollary that A⊥> ⊆ B⊥> , therefore the biorthogonality is monotone.
Lemma 20. If A ⊆ Λ0 and E ⊆ Λ0C then A⊥ = A⊥>⊥ and E> = E>⊥> .
Proof. A⊥ ⊆ (A⊥ )>⊥ by Lemma 18. Moreover A ⊆ A⊥> by Lemma 18, so (A⊥> )⊥ ⊆ A⊥ by Lemma 19.
E> ⊆ E>⊥> can be proved in a similar way. 
An immediate corollary follows from Lemmas 18–20. Namely, ( )⊥> and ( )>⊥ are closure operators.
Lemma 21. (1) If A,B ⊆ Λ0 and A ⊆ B⊥> then A⊥> ⊆ B⊥> .
(2) If E,F ⊆ Λ0C and E ⊆ F>⊥ then E>⊥ ⊆ F>⊥ .
Proof. (1) By Lemma 19, (B⊥> )⊥ ⊆ A⊥ and (A⊥> ) ⊆ (B⊥> )⊥> ; but (B⊥> )⊥> = B⊥> by Lemma 20. (2) Similar
to the previous point. 
6. Complete lattice and completion
Basic notions on order structure can be found in [7], in particular that of complete lattice, greatest lower bound
(denoted ∧) and of least upper bound (denoted ∨). We recall that closure operators possess some nice properties.
Definition 22. Let X be a set and let F be a family of subsets of X ordered by inclusion. L is a topped intersection
structure whenever
• ⋂i∈I Ai ∈ F for every non-empty family {Ai }i∈I ⊆ F and
• X ∈ F .
Closure operators and topped intersection structures are strictly related.
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Theorem 23. Let C : ℘(X) → ℘(X) be a closure operator. Then the family LC = {A ⊆ X | C(A) = A} of closed
subsets (with respect to C) of X is a topped intersection structure and it forms a complete lattice, ordered by inclusion,
in which∧
i∈I
{Ai | i ∈ I } =
⋂
i∈I
Ai
∨
i∈I
{Ai | i ∈ I } = C
(⋃
i∈I
Ai
)
.
Conversely, given a topped intersection structure L on X the formula CL(A) =
⋂{B ∈ L | A ⊆ B} defines a closure
operator CL on X.
Proof. Details can be found in [7, Theorem 2.21]. 
We call orthosets the sets of either terms or contexts that are closed by biorthogonality; moreover Λ> and Λ⊥ will
denote respectively {A ⊆ Λ0 | ∃E ⊆ Λ0C , A = E> } and {E ⊆ Λ0C | ∃A ⊆ Λ0 , E = A⊥ }. Clearly, orthosets are
topped intersection structures ordered by inclusion. Actually, some stronger properties on orthoset intersections are
stated in Lemma 24.
Lemma 24. (1) If A ⊆ ℘(Λ0) then (⋃A∈X A)⊥ =⋂A∈X A⊥ .
(2) If E ⊆ ℘(Λ0C ) then (
⋃
E∈X E)> =
⋂
E∈X E> .
Proof. (1) A ⊆ ⋃A∈X A for each A ∈ X implies (⋃A∈X A)⊥ ⊆ A⊥ by Lemma 19. Thus (⋃A∈X A)⊥ ⊆⋂
A∈X A⊥ . On the other hand, C[.] ∈
⋂
A∈X A⊥ implies C[.] ∈ A⊥ , for each A ∈ X ; so C[.]⊥A, for each
A ∈ X thus C[.]⊥⋃A∈X A and C[.] ∈ (⋃A∈X A)⊥ .
(2) Similar to that of the previous case. 
On the other hand, a weaker property holds for union.
Lemma 25. (1) If E ⊆ ℘(Λ0C ) then (
⋃
E∈X E>⊥ )> = (
⋃
E∈X E)> .
(2) If A ⊆ ℘(Λ0) then (⋃A∈X A⊥> )⊥ = (⋃A∈X A)⊥ .
Proof. Easy. 
Let P be a∆-predicate and let [Λ0]P be the partial order of closed terms considered up to ≈P and endowed with
the order P . Our next goal is to explore the relation between [Λ0]P and Λ> .
Definition 26. Let X be an ordered set, L be a complete lattice and φ : X → L be a function such that x ≤X y if and
only if φ(x) ≤L φ(y).
L is a completion of X (via φ).
The orthosets construction is similar (although different) to the Dedekind-MacNeille completion (see [7, ¶2.31])
of a partial order thus we try to reason by analogy. Let P be a ∆-predicate. In what follows, we use A ↑P in order to
denote {P ∈ Λ0 | ∃M ∈ A such that M P P}, namely the upset of A.
Lemma 27. Let P be a ∆-predicate. If M ∈ Λ0 then ↑P M = M⊥> .
Proof. ↑P M = {N ∈ Λ0 | M P N } = {N ∈ Λ0/∀C[.] ∈ Λ0C C[M] ∈ P ⇒ C[N ] ∈ P} = M⊥> . 
However, it should be clear that A⊥> 6=↑ A, for some A ⊆ Λ0.
Theorem 28 (Completion). Let P be a ∆-predicate and let φ : [Λ0]P → Λ> defined as φ(M) =↑P M for all
M ∈ Λ0. Then φ is a completion of [Λ0]P , by considering the reverse (set-theoretical) inclusion on Λ> .
Proof. Easy. 
Least upper bounds of [Λ0]P are preserved by completion.
Lemma 29. Let A ⊆ Λ0 and let ∨A be the lub of A with respect to the order of [Λ0]P . If ∨A exists then
(∨A)⊥> =⋂M∈A M⊥> .
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Proof. Let M ∈ A. Clearly M P ∨A, thereby M⊥ ⊆ (∨A)⊥ . So (∨A)⊥> ⊆
⋂
M∈A M⊥> . On the other hand,
if N ∈ ⋂M∈A M⊥> then ∀M ∈ A, N ∈ M⊥> . So M P N , for all M ∈ A. Hence, ∨A P N by definition of
lub. 
LetA ⊆ Λ0 and let ∧A to be the glb of terms inA with respect to the [Λ0]P . If ∧A exists then ∧A P M , for all
M ∈ A. Thus (∧A)⊥ ⊆ M⊥ and M⊥> ⊆ (∧A)⊥> . So ⋃M∈A M⊥> ⊆ (∧A)⊥> implies that (⋃M∈A M⊥> )⊥> ⊆
(∧A)⊥> by Lemma 21. But (⋃M∈A M⊥> )⊥> = (⋂M∈A M⊥>⊥ )> = (⋂M∈A M⊥ )> = (⋃M∈A M)⊥> = A⊥>
by Lemmas 20 and 24, thereby
⋂A⊥> ⊆ (∧A)⊥> . However our parametric hypotheses are too weak in order to
conclude the equivalence.
7. Models and applications
We recall what a structure must satisfy in order to be used as space of denotations for a∆-calculus, or, equivalently,
to be a model for this calculus.
Definition 30 (∆-model).
A ∆-model is a quadrupleM =< D, I, ◦, [[.]] >, where:
D is a set, ◦ is a map from D2 in D and I ⊆ D. Moreover, if E is the collection of functions (environments) from Var
to I, ranged over by ρ, ρ′, . . ., then the interpretation function [[.]]M : Λ× E→ D satisfies the following conditions:
(1) [[x]]Mρ = ρ(x);
(2) [[MN ]]Mρ = [[M]]Mρ ◦ [[N ]]Mρ ;
(3) [[λx .M]]Mρ ◦ d = [[M]]Mρ[d/x] if d ∈ I;
(4) if [[M]]Mρ[d/x] = [[M ′]]Mρ′[d/y] for each d ∈I, then [[λx .M]]Mρ = [[λy.M ′]]Mρ′ ;
(5) M ∈ ∆ implies ∀ρ.[[M]]Mρ ∈ I.
where ρ[d/x](y) = if y ≡ x then d else ρ(y).
∆-models respect some basic properties (proofs can be found in [19]).
Lemma 31. LetM be a ∆-model.
(1) If ρ(x) = ρ′(x), for all x ∈ FV(M), then [[M]]Mρ = [[M]]Mρ′ .
(2) If y 6∈ FV(M) then [[M]]Mρ[d/x] = [[M[y/x]]]Mρ[d/y], for all d ∈ I.
(3) If y 6∈ FV(M) then [[λx .M]]Mρ = [[λy.M[y/x]]]Mρ .
(4) If N ∈ ∆ then [[M[N/x]]]Mρ = [[M]]Mρ[[[N ]]ρ/x] .
(5) If [[M]]Mρ = [[N ]]Mρ then, for every context C[.], [[C[M]]]Mρ = [[C[N ]]]Mρ .
The Condition 3 of Definition 30 is the semantics counterpart of the∆-reduction rule; it says that the interpretation
of a term is closed under =∆.
Corollary 32. If M =∆ N, then [[M]]Mρ = [[N ]]Mρ , for all ρ.
A ∆-modelM induces a denotational semantics on Λ. Namely, M and N are denotationally equivalent inM (and
we will write M ∼M N ) if and only if:
[[M]]Mρ = [[N ]]Mρ , for all environments ρ.
Lemma 31.5 and Corollary 32 assure us that ∼M is a ∆-theory.
The denotational semantics induced by a modelM is correct with respect to a ∆-predicate P if:
M ∼M N implies M ≈P N , for all M and N ;
while it is complete if:
M ≈P N implies M ∼M N , for all M and N .
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Amodel is called fully-abstractwith respect to a contextual equivalence if the induced denotational semantics
is both correct and complete with respect to it.
In order to use the lattice of orthosets as a model, we define some notions of application between sets of terms and
between sets of contexts.
Definition 33. Let A,B ⊆ Λ0 and E,F ⊆ Λ0C . We define
A B = {MN ∈ Λ0|M ∈ A ∧ N ∈ B}
E  F = {C[.] ∈ Λ0C |C[E> [.]] ⊆ F>⊥ ∧ C[[.]F> ] ⊆ E>⊥ }
where
{
C[E> [.]] = {C ′[.] ∈ Λ0C |∃P ∈ E> C ′[.] ≡ C[P[.]]},
C[[.]E> ] = {C ′[.] ∈ Λ0C |∃Q ∈ F> C ′[.] ≡ C[[.]Q]}.
As in the previous definition, in the next two lemmas we use in a straightforward way a notation mixing syntax
with set of terms in order to denote set of terms (or contexts). The property below gives us an explicit relation between and .
Lemma 34. If E,F ⊆ Λ0C then E  F = (E>  F> )⊥ .
Proof. Let ( )> and ( )⊥ be a pair of P-orthogonal operators. C[.] ∈ E  F if and only if both
C[E> [.]] ⊆ F>⊥ ⇔ C[E>F> ] ∈ P ⇔ C[.]⊥E>F>
C[[.]F> ] ⊆ E>⊥ ⇔ C[B>F> ] ∈ P ⇔ C[.]⊥E>F>
if and only if C[.] ∈ (E>  F> )⊥ . 
Note that conditions, C[E> [.]] ⊆ F>⊥ and C[[.]F> ] ⊆ E>⊥ , in the definition of  are redundant.
Lemma 35. (1) If A,B ⊆ Λ0 then (A B⊥> )⊥ = (A B)⊥ .
(2) If E,F ⊆ Λ0C then (E  F>⊥ ) = (E  F).
Proof. (1) A ⊆ A and B ⊆ B⊥> imply A  B ⊆ A  B⊥> ⇒ (A  B⊥> )⊥ ⊆ (A  B)⊥ . On the other hand,
C[.] ∈ (AB)⊥ ⇒ C[.]⊥(AB)⇒ C[A[.]]⊥B⇒ C[A[.]] ⊆ B⊥ ⇒ C[A[.]]⊥B⊥> ⇒ C[.]⊥(AB⊥> )⇒
C[.] ∈ (A B⊥> )⊥ .
(2) (E  F>⊥ ) = (E>  F>⊥> )⊥ = (E>  F> )⊥ = E  F by Lemma 34. 
Clearly, if A,B ⊆ Λ0 then (A⊥>  B)⊥ = (A B)⊥ also holds.
8. ∆-Orthomodels
Orthosets can be used in order to build a model, when induced by uniform ∆-predicate.
Definition 36 (Orthomodel). Let P be a ∆-predicate.
• A ∆-interaction models is a quadrupleMP =< D, I, ◦, [[.]] >, where:
(1) D = Λ> = {A ⊆ Λ0 | ∃E ⊆ Λ0C such that A = E> };
(2) I = {V⊥> | V ⊆ ∆0} namely the family of closures of subset of values;
(3) A ◦ B = (A B)⊥> ;
(4) [[M]]MPρ =
{
s(M) ∈ Λ | s is a substitution such that s ∝ ρ}⊥>
where ρ is a environment (namely a function from Var to I) and s ∝ ρ means that ∀z ∈ Var s(z) ∈ ρ(z).
• Partial order between terms induced by a interaction ∆-modelMP is defined as follows:
M vMP N if and only if ∀ρ, [[N ]]MPρ ⊆ [[M]]MPρ .
Note that vMP reverses the set-theoretical inclusion. The following property will be useful in order to point out
that a ∆-orthomodel is a ∆-model, under the uniformity constraint.
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Lemma 37. Let P be a ∆-predicate, A,B ⊆ Λ> and E ⊆ Λ⊥ .
(1) If M ∈ E> and M =∆ N then N ∈ E> .
(2) If ∀M ∈ A there is N ∈ B such that M =∆ N, then A⊥> ⊆ B⊥> .
Proof. (1) Let M ∈ E> = {M ∈ Λ0/∀C[.] ∈ E s.t. C[M] ∈ P}; thus C[M] ∈ P and M =∆ N imply C[N ] ∈ P ,
by definition of ∆-predicate, so N ∈ E> .
(2) By Lemma 21, we will show simply that A ⊆ B⊥> .
Let M ∈ A, so by hypothesis there is N ∈ B such that M =∆ N . But N ∈ B⊥> by Lemma 18, so M ∈ B⊥> by
the previous point. 
Whence, orthosets induced from P are closed under =∆. Theorem 38 shows that a ∆-orthomodel is a ∆-model
under the hypothesis of uniformity.
Theorem 38. Let P be a ∆-predicate and letMP =< D, I, ◦, [[.]] > be the induced ∆-orthomodel. If P is uniform
thenMP is a ∆-model.
Proof. (1) [[x]]MPρ = (ρ(x))⊥> = ρ(x) by Lemma 20.
(2) [[MN ]]MPρ =
{
s(MN ) ∈ Λ0 | s ∝ ρ}⊥> = {s(M)s(N ) ∈ Λ0 | s ∝ ρ}⊥>
= ({s(M) ∈ Λ0 | s ∝ ρ} {s(N ) ∈ Λ0 | s ∝ ρ})⊥>
= ({s(M) ∈ Λ0 | s ∝ ρ}⊥>  {s(N ) ∈ Λ0 | s is such that s ∝ ρ}⊥>)⊥>
= [[M]]MPρ ◦ [[N ]]MPρ by Lemma 35.
(3) If V ⊆ ∆0, so V⊥> ∈ I, then [[λx .M]]MPρ ◦ V⊥> = ([[λx .M]]MPρ  V⊥>)⊥>
= ({s(λx .M) ∈ Λ0 | s ∝ ρ}⊥>  V⊥>)⊥>
= ({s(λx .M) ∈ Λ0 | s ∝ ρ} V⊥>)⊥>
= {s((λx .M)N ) ∈ Λ0 | s ∝ ρ and N ∈ V⊥> }⊥>
= {s(M[N/x]) ∈ Λ0 | s ∝ ρ and N ∈ V⊥> }⊥>
= {s′(M) ∈ Λ0 | s′ ∝ ρ[V⊥>/x]}⊥> = [[M]]MP
ρ[V⊥>/x] by Lemmas 35 and 37.
(4) We must show that [[λx .M]]MPρ 6= [[λy.M ′]]MPρ′ implies that there is V ⊆ ∆0, such that [[M]]M
P
ρ[V⊥>/x] 6=
[[M ′]]MP
ρ′[V⊥>/y].{
s(λx .M) ∈ Λ0 | s ∝ ρ}⊥> 6= {s′(λy.M ′) ∈ Λ0 | s′ ∝ ρ′}⊥> implies {s(λx .M) ∈ Λ0 | s ∝ ρ}⊥ 6= {s′(λy.M ′) ∈
Λ0 | s′ ∝ ρ′}⊥ , by Lemma 19.
Without loss of generality, we can assume that there is C[.] ∈ Λ0C such that C[s(λx .M)] ∈ P and C[s′(λy.M ′)] 6∈
P .
Let FV(M) ∪ FV(M ′) ⊆ {x, y, z1, . . . , zk}, N ≡ M[s(z1)/z1, . . . , s(zk)/zk] and N ′ ≡ M ′[s′(z1)/z1, . . . ,
s′(zk)/zk].
Since C[λx .N ] ∈ P and C[λx .(N ′[y/x])] 6∈ P , by uniformity, there exists a substitution s′′ and a sequence of
closed input values EP such that s′′(N ) EP ∈ P while s′′(N ′[y/x]) EP 6∈ P . Let Q ∈ ∆0 be such that Q ≡ s′′(x),
so N [Q/x] EP ∈ P while N ′[Q/y] EP 6∈ P . Let r = s[Q/x] and r′ = s′[Q/y], so r(M) EP ∈ P while
r′(M ′) EP 6∈ P . If VQ = {Q}⊥> then
{
r(M) ∈ Λ0 | r ∝ ρ[VQ/x]
}⊥ 6= {r′(M ′) ∈ Λ0 | r′ ∝ ρ′[VQ/y]}⊥ ;
so
{
r(M) ∈ Λ0 | r ∝ ρ[VQ/x]
}⊥> 6= {r′(M ′) ∈ Λ0 | r′ ∝ ρ′[VQ/y]}⊥> and [[M]]MPρ[VQ/x] 6= [[M ′]]MPρ′[VQ/y].
(5) M ∈ ∆ implies ∀ρ.[[M]]MPρ ∈ I, since input values are closed under substitution of input values and the
Lemma 37. 
Full abstraction holds for orthomodels induced by uniform ∆-predicates.
Theorem 39 (Full Abstraction). Let P a∆-predicate and letMP = 〈D, I, ◦, [[.]]〉 be the corresponding orthomodel.
If P is uniform then ∼MP is fully abstract with respect to ≈P .
Proof. The proof follows immediately by the Completion Theorem. 
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