Abstract. We are concerned with sets of generic points for shift-invariant measures in the countable symbolic space. We measure the sizes of the sets by the Billingsley-Hausdorff dimensions defined by Gibbs measures. It is shown that the dimension of such a set is given by a variational principle involving the convergence exponent of the Gibbs measure and the relative entropy dimension of the Gibbs measure with respect to the invariant measure. This variational principle is different from that of the case of finite symbols, where the convergent exponent is zero and is not involved. An application is given to a class of expanding interval dynamical systems.
Introduction
Consider the countable symbolic space X = N N endowed with the product topology and the shift mapping T on X defined by T (x 1 x 2 x 3 · · · ) = (x 2 x 3 x 4 · · · ).
For any T -invariant Borel probability measure µ (we write µ ∈ M(X, T )), define the set of µ-generic points by
where S n f (x) := n−1 i=0 f (T i x) is the n-th ergodic sum of f and C b (X) denotes the space of all bounded real-valued continuous functions on X.
Our aim in this paper is to investigate the size of G µ by studying its Hausdorff dimension with respect to different metrics. Let ν be another probability measure supported on the whole space X. It induces a metric ρ ν on N N as follows: if x = y, define ρ ν (x, y) = 0; otherwise
where n = inf{k ≥ 0 : x k+1 = y k+1 } and [x 1 · · · x n ] (called cylinder) is the set of all sequences having x 1 · · · x n as prefix. The Hausdorff dimension of a subset of X with respect to the metric ρ ν is the Billingsley dimension defined by ν ( [2] ).
In this paper, we only consider metrics defined by Gibbs measures (see the definition of Gibbs measure in Section 2. See also [25] ). Let ϕ : X → R be a function, called a potential. For any n 1, we define its n-order variation by var n ϕ := sup{|ϕ(x) − ϕ(y)| : x i = y i , for 1 i n}. We say that ϕ has summable variations if ∞ n=2 var n ϕ < ∞.
The Gurevich pressure of a potential ϕ with summable variations is defined to be the limit P ϕ := lim n→∞ 1 n ln
where a ∈ N ( [23] ). It is shown that the limit exists and is independent of a. It is known ( [24] ) that a potential function ϕ with summable variations admits a unique Gibbs measure ν iff var 1 ϕ < ∞ and the Gurevich pressure P ϕ < ∞.
As we shall prove, the Billingsley dimension dim ν G µ is tightly related to the convergence exponent of ν, which is defined by α ν := inf t > 0 :
It is evident that α ν 1. We will prove that if the measure theoretic entropy h ν is the infinity we have α ν = 1 (see Section 2.2). For µ ∈ M(X, T ), define the (relative) entropy dimension of ν with respect to µ by where Σ k N = {1, · · · , N } k . Our main result is the following. Theorem 1. Let µ ∈ M(X, T ) be an invariant Borel probability measure and ϕ be a potential function of summable variations admitting a unique Gibbs measure ν with convergence exponent α ν . We have (1) dim ν G µ = max {α ν , β(ν|µ)} .
Let us apply (1) to two examples. First, when µ = ν, we have β(ν|ν) = 1. Then dim ν G ν = 1. This can be obtained by the Birkhoff ergodic theorem, because ν is ergodic and of dimension 1. Second, consider the invariant measure δ x where x = 1 ∞ . It is easily seen that β(ν|δ x ) = 0. Thus dim ν G δx = α ν . This is not trivial. It reflects the difference between the case of finite symbols and that of countable symbols.
A potential function ϕ admitting a Gibbs measure is upper bounded, so that the integral X ϕ dµ is well defined as a number in the interval [−∞, +∞). For µ ∈ M(X, T ), define the relative entropy of ν with respect to µ by 
As we shall see (see Proposition 8),
h(ν|µ) = P ϕ − X ϕ dµ.
The dimension formula (1) can be expressed by entropies. Suppose µ = ν. If h(ν|µ) is finite, then β(ν|µ) = hµ h(ν|µ) (see Proposition 11). Thus we have
.
If h(ν|µ) is the infinity, we have α ν β(ν|µ) (see Proposition 11) . It follows that
Let us present the idea of the proof. In the case of µ = ν, we have dim ν G ν = 1 because the Gibbs measure ν is ergodic and of dimension 1. In the case of µ = ν, we first prove that for any µ ∈ M(X, T ) there exists a sequence of ergodic Markov measures {µ j } j 1 which converge in w * -topology to µ, and h µ j tends to h µ whenever h µ is finite. Second, we show that α ν is a universal lower bound by constructing a Cantor subset of G µ . For the other part of lower bound we distinguish two cases: in the case of h(ν|µ) < +∞, we construct a subset of G µ by using the sequence of ergodic Markov measures {µ j } j 1 and show dim ν G µ hµ h(ν|µ) ; in the case of h(ν|µ) = +∞, we show α ν β(ν|µ). For the upper bound, we adapt a standard argument by using an estimation on the entropy of subword distribution which has combinatoric feather (see [12] ).
In 1973, Bowen considered the set of generic points G µ in the setting of topological dynamical system T : X → X over compact metric space X. Bowen ([3] ) proved that for any T -invariant Borel probability measure µ the topological entropy of the set of generic points G µ is bounded by the measure theoretic entropy h µ . Fan, Liao and Peyrière ( [10] ) showed that an equality holds if T satisfies the specification condition. In the case of finite symbolic space, a study of the Billingsley dimension of G µ with respect to a shift-invariant Markov measure ν was performed by Cajar ([4] ). He proved that dim ν G µ is equal to the entropy dimension of ν with respect to µ. Olivier ([17] ) extended this result to Billingsley dimension with respect to a shift-invariant g-measure. Furthermore, Ma and Wen ( [15] ) even showed that the Hausdorff and Packing measure of G µ satisfy a zero-infinity law. On the other hand, Gurevich and Tempelman ( [13] ) consider G µ on high-dimensional finite symbolic systems. They evaluated the Hausdorff dimension of G µ with respect to a wide class of metrics including Billlingsley metrics generated by Gibbs measures. Actually, there have been many works done on the generic points set ( [4, 6, 13, 19, 20] , see also the references therein). In the case of infinite symbolic space, the situation changes. Liao, Ma and Wang ( [14] ) considered the set of continued fractions with maximal frequency oscillation. They proved that the set possessed Hausdorff dimension 1 2 . This constant 1 2 was first observed there. Fan, Liao and Ma ([8] ) considered sets of real numbers in [0, 1) with prescribed frequencies of partial quotients in their regular continued fraction expansions. They showed that 1 2 is a universal lower bound of the Hausdorff dimensions of these frequency sets. Furthermore, Fan, Liao, Ma and Wang ( [9] ) considered the Hausdorff dimension of Besicovitch-Eggleston subsets in countable symbolic space. They found that the dimensions possess a universal lower bound depending only on the underlying metric.
Later, Fan, Jordan, Liao and Rams ( [11] ) considered expanding interval maps with infinitely many branches. They obtained multifractal decompositions based on Birkhoff averages for a class of continuous functions with respect to the Eulidean metric.
Theorem 1 will be applied to study the generic points of invariant measures in the Gauss dynamics which is related to the continued fractions. Actually, our result can be applied to a class of expanding interval mapping system. Recall that the Gauss transformation S : [0, 1) → [0, 1) is defined by
Let ℓ be an S-invariant Borel probability measure on [0, 1) and let G ℓ be the set of ℓ-generic points. Consider the potential function
The Gauss system is naturally coded by N N . It is known that φ s has summable variations and admits a unique Gibbs measure η s whose convergence exponent is denoted by α s . By a standard technique of transferring dimension results from the symbolic space to the interval [0, 1), we obtain the following result.
Remark that the Gurevich pressure P φs equals the infinity if s 1 2 and the case s = 1 of Theorem 2 corresponds to Theorem 1.2 in [11] .
The paper is organized as follows. In Section 2, we give some preliminaries. Section 3 is devoted to the construction of a µ-generic point x = (x n ) n 1 ∈ G µ satisfying x n a n , where {a n } n 1 is a sequence of positive integers tending to the infinity. Using this point as seed we construct a Cantor subset of G µ and we obtain the lower bound for dim ν G µ in Section 4. Section 5 is concerned with the upper bound for dim ν G µ . In Section 6, Theorem 1 is applied to a class of expanding interval dynamics including the Gauss dynamics and Theorem 2 is proved there.
Preliminaries
In this section, we will make some preparations: introducing a metric to describe the w * -convergence in M(X), discussing Gibbs measures and defining the convergence exponent of a given measure, approximating a Tinvariant measure by ergodic Markov measures and discussing the relative entropy of Gibbs measure with respect to a given T -invariant measure, approximating the above mentioned Markov measure by orbit measures.
First of all, let us begin with some notation. We denote by X the countable symbolic space N N endowed with the product topology and define the shift map T : X → X by (T x) n = x n+1 . An element (x 1 · · · x n ) ∈ N n is called an n-length word. Let A * = ∞ n=0 N n stand for the set of all finite words, where N 0 denotes the set of empty word. Given x = (x 1 x 2 · · · ) ∈ X and m n 1,
[ω] = {x ∈ X : x| n 1 = ω}. We will denote by C n the set of all n-cylinders for n 0. There is a one-toone correspondence between N n and C n . Let C * = ∞ n=0 C n denote the set of all cylinders. For j, N 1 we will write
Metrization of the w * -topology. Recall that M(X) denotes the set of Borel probability measures on X. We endow M(X) with the w * -topology induced by C b (X). Let us introduce a metric to describe the w * -topology of M(X).
For every cylinder [ω] ∈ C * , we choose a positive number a [ω] so that
where the sum is taken over all cylinders. For µ, ν ∈ M(X), define
The following proposition shows that the metric d * is compatible with the w * -topology of M(X).
Proposition 3. Let {µ n } n 1 ⊂ M(X) and µ ∈ M(X). Then µ n converges in w * -topology to µ if and only if lim n→∞ d * (µ n , µ) = 0.
Proof. Suppose µ n converges in w * -topology to µ, so that lim
∈C * is a probability on the set of all cylinders, there exists a large integer K 1 such that
where
Since D K is a finite set, we can find a positive integer N 1 such that for any n N we have
Then, by (2), (3) and the fact that µ n ([ω]) 1, we have
as n → ∞ . We finish the proof by using the following lemma which can be found in ( [2] , p.17). The set of cylinders has the above properties of A.
For any x ∈ X and n 1, define the orbit measure
By Proposition 3, we can rewrite G µ as
The metric d * can be extended to finite symbolic measure space over X and has the sub-linearity described in the following proposition which will be useful in the sequel.
Proposition 5. For any µ 1 , µ 2 , ν 1 , ν 2 ∈ M(X) and any α, β ∈ R, we have
Proof. It follows immediately from the definition of the metric d * .
The following proposition shows that two orbit measures approach each other, even uniformly, when the two orbit approach each other (under the Bowen metric).
Proposition 6. The following equality holds:
Proof. First, observe that
By the sub-additivity of d * stated in Proposition 5, we have
For any integer N such that n > N 1, we break the above sum into two parts:
By the definition of the metric d * , we have
Then by noting the trivial fact that
Letting n then N tend to the infinity, we finish the proof.
2.2. Gibbs measure. We use Gibbs measures to induce metrics on X. The following facts about Gibbs measures can be found in [25] .
Recall that for a function ϕ : X → R, called potential function, the norder variation of ϕ is defined by
We say that a potential ϕ has summable variations if
It is easy to see that a potential ϕ with summable variations is uniformly continuous on X. The Gurevich pressure of ϕ with summable variations is defined to be the limit
where a ∈ N and it can be shown that the limit exists and is independent of a (see [23] ).
An invariant probability measure ν is called a Gibbs measure associated to a potential function ϕ if it satisfies the Gibbsian property: there exist constants C > 1 and P ∈ R such that
C holds for any n 1 and any x ∈ X. It is known ( [24] ) that a potential function ϕ with summable variations admits a unique Gibbs measure ν iff var 1 ϕ < +∞ and the Gurevich pressure P ϕ < +∞. Assume that ϕ admits a unique Gibbs measure ν ϕ . Then the constant P in (5) is equal to the Gurevich pressure P ϕ . Let ϕ * = ϕ − P ϕ , we have
Hence, without loss of generality, we always suppose P ϕ = 0 in the rest of this paper. A trivial fact is that the Gibbsian property (5) implies: (6) ∀x ∈ X, ϕ(x) ln C.
It follows that the integral X ϕ dµ is defined as a number in [−∞, +∞) for any probability measure µ. Also, the Gibbsian property implies the quasi Bernoulli property which will be exploited many times in the present paper.
Lemma 7. Let ν be a Gibbs measure associated to potential ϕ. For any k words ω 1 , · · · , ω k , we have
For any T -invariant Borel probability measure µ, define the relative entropy of ν with respect to µ by
It is trivially true that h(µ|µ) = h µ . When ν is the Gibbs measure associated to ϕ, the relative entropy h(ν|µ) is equal to the integral − X ϕ dµ.
Proposition 8. Assume that ϕ has summable variations and admits a unique Gibbs measure ν. Then for any invariant measure
Proof. For each cylinder [ω], we arbitrarily choose a point x ′ ω in [ω]. Then for any λ ∈ M(X), let
In virtue of (6), the above infinite series is defined as a number in [−∞, +∞). Furthermore, the convergence of the series implies the absolute convergence. Since ϕ is uniformly continuous on X, for any λ ∈ M(X) we have
First, we assume that X ϕ dµ > −∞. For k 1, by the Gibbsian property of ν, we have
Notice that
It follows that
Finally we get
In the same way, we can also get the opposite inequality
By (7) we obtain
Now assume that X ϕ dµ = −∞. The similar argument works in combination with the following fact: there exists a sequence of points {x ′
By the concavity of the logarithm function ln, it is easy to show
By Proposition 8, we can rewrite the variational principle ( [25] , p. 86) in the following form
Recall that we assume that P ϕ = 0. It is known that the supremum in the variational principle (9) is attained only by a Gibbs measure ν with h ν < ∞ if such Gibbs measure exits ( [25] , p. 89). It follows that when ν = µ, we have h(ν|µ) > h µ , which implies h(ν|µ) > 0.
Recall that a Gibbs measure ν induces a metric ρ ν on X: for any x, y ∈ X, if x = y, we define ρ ν (x, y) = 0; otherwise
where n = min{k 0 : x k+1 = y k+1 }. One can show that ρ ν is a ultrametric and induces the product topology on X since ν is non-atomic and has X as its support. Let n 1 be an integer. Define
The following proposition means that the ρ ν -distance of two points uniformly tends to zero when they approach each other in the sense of Bowen. This property will be used in the proof for the upper bound of dim ν G µ .
Proposition 9.
For {δ n } n 1 defined on the above, one has
Proof. Suppose that lim n→∞ δ n = a > 0. Note that δ n is non-increasing. Then there exists a sequence of cylinders [u n ] ∈ C n so that
Observe that two cylinders either are disjoint or one is contained in the other. Since ν is a probability measure, there exists a cylinder [u n 1 ] which intersects infinitely many cylinders
By the same argument one can choose a cylinder [u n 2 ] with n 2 > n 1 which contains infinite elements of {[u n k ] : k 1}. In this way, one choose a sequence of decreasing cylinders {[u n j ]} j 1 so that
This contradicts the fact that the Gibbs measure ν has no atom.
Remark that Proposition 9 also holds for any non-atom finite measure η supported on X. Now we introduce several exponents which will be related to the Hausdorff dimension of G µ . Define the convergence exponent of ν by
For any µ ∈ M(X, T ), define the entropy dimension of ν with respect to µ by
We are going to show that if h(ν|µ) < +∞, then β(ν|µ) = hµ h(ν|µ) ; if h(ν|µ) = +∞, then β(ν|µ) α ν . But first, we remark that the convergence exponent α ν has the following property.
Lemma 10. Let α ν be the convergence exponent of Gibbs measure ν associated to a potential function ϕ. Then for any ǫ > 0 there exist constants C 0 and M such that
Proof. Let γ = α ν + ǫ. By the definition of convergence exponent of ν, we have
By the quasi Bernoulli property (Lemma 7), one gets
If µ = ν, it is clear that β(ν|µ) = 1. However, we have the following claim.
Proposition 11. Let µ ∈ M(X, T ) and ϕ be a potential function of summable variations. Assume that ϕ admits a unique Gibbs measure ν with convergence exponent α ν . If ν = µ and h(ν|µ) < +∞, then
if h(ν|µ) = +∞, we have
Proof. Assume that ν = µ. According to the analysis following (9), we have h(ν|µ) > 0. If 0 < h(ν|µ) < +∞, it follows that h µ < +∞. By Proposition 8, we have β(ν|µ) = hµ h(ν|µ) . If h(ν|µ) = +∞, then (13) lim sup
Assume that γ > α ν . To prove the inequality (12) we shall use the following result (see [29] , p. 217): let t 1 , · · · , t m be given real numbers. If s j > 0 and
For any fixed integers N and k which are large enough, there is a bijection
Therefore,
By (10) and (13), we finish the proof by letting N → ∞ and then k → ∞.
As a direct corollary, it follows that a Gibbs measure ν with h ν = +∞ has convergence exponent α ν = 1 because β(ν|ν) = 1.
Approximation of invariant measure by Markov measures.
For any µ ∈ M(X, T ), we are going to construct a sequence of ergodic Markov measures {µ j } j 1 which approximate µ in w * -topology. Actually, the entropy h µ j of µ j also approaches the entropy h µ of µ wherever h µ < +∞.
Let l 1 be an integer. An l-Markov measure with state S = N is a measure υ ∈ M(X) having the Markov property:
Given υ ∈ M(X) and l 2, by a standard construction one can obtain an (l − 1)-Markov measure υ l which coincides with υ on all l-cylinders (see [7] ).
In particular, a 1-Markov measure (we call Markov measure for simplicity) can be obtained by a stochastic matrix P = (p ij ) S×S and a probability vector p = (p i ) i∈S . For any
The measure υ is T -invariant iff p is invariant with respect to P (i.e. pP = p). Assume that P is a primitive matrix. Then P is positive recurrent iff there is an invariant probability vector p on S (see [27] , p.177).
Since the partition consisting of all 1-cylinders is a generator, the entropy h µ of any invariant measure µ ∈ M(X, T ) can be expressed as (see [29] )
Especially, if the entropy h µ is finite we have (see [7] )
The following proposition states that there exists a sequence of ergodic Markov measures {µ j } j 1 approximating µ in w * -topology.
Proposition 12. For every µ ∈ M(X, T ), there exists a sequence of ergodic Markov measures {µ
Furthermore, if h µ < +∞, we have
Proof. First, we assume that µ is supported on the whole space X, otherwise we can place µ by µ ǫ = (1 − ǫ)µ + ǫµ 0 , where 0 < ǫ < 1 and µ 0 is a fixed T -invariant Borel probability measure supported on whole space X. Fix j 3 (the cases j = 1 and j = 2 will be treated separately), we consider the state space S j = N j−1 and the probability vector
Then, P j and p j determine a unique Markov measure υ j by virtue of the Markov property. It is easy to check that p j P j = p j . This implies that υ j is T j -invariant, where T j is the shift map on symbolic space S N j . Furthermore, one can show that the matrix P j is primitive because P n j > 0 for any n > j, so P j is positive recurrent. In fact, by a standard argument, we can even show that υ j is strong-mixing with respect to T j (see [29] , p. 42). Let µ j be the (j − 1)-Markov measure which coincides with µ on all j-cylinders by a standard construction. One can show that (S N j , T j , υ j ) is isomorphic to (X, T, µ j ). Hence µ j is ergodic with respect to T . For the cases of j = 1 and j = 2, we consider state spaces S 1 = S 2 = N and
and P 2 = (p ij ) N×N , where
By the same argument as in the case j 3, one obtain two ergodic measures µ 1 (usually called Bernoulli measure) and µ 2 on X. Now we prove that µ j converge in w * -topology to µ. By Proposition 3 it is sufficient to show d * (µ, µ j ) → 0 as j → ∞. In fact,
At last, assume that h µ < +∞. Recall that µ coincides µ j with all jcylinders. Then, we have
In the sequel, the sequence {µ j } j 1 constructed in the proof of Proposition 12 will be called sequence of Markov approximation of µ. Now we present the approximation property of the relative entropy h(ν|µ) by h(ν|µ j ).
Proposition 13. Let µ ∈ M(X, T ) and {µ j } j 1 be the sequence Markov approximation of µ. Assume that the potential ϕ with summable variations admits a unique Gibbs measure ν.
(i) If h(ν|µ) < +∞, then h(ν|µ j ) < +∞ for all j 1 and
(ii) If h(ν|µ) = +∞, then h(ν|µ j ) = +∞, ∀j 1.
Proof. Recall that for any λ ∈ M(X), let
where x ′ ω is an arbitrarily chosen point in [ω] . By Proposition 8, for any µ ∈ M(X, T ) we have
Suppose h(ν|µ)
On the other hand, by the definition of variation we have the following estimate
A obvious induction on k gives
Thus, noting a fact that I j (µ j ) = I j (µ), we have
Since ϕ is of summable variations, there exists a positive integer N 2 depending on ǫ such that
Let N = max{N 1 , N 2 }. For any j N and k j + 1, we have
Letting k → +∞, we get
Then we have proved lim j→∞ h(ν|µ j ) = h(ν|µ).
Suppose h(ν|µ) = +∞. Fix an integer k and by a similar argument as above we have
When n tends to ∞, I n (µ) tends to −h(ν|µ). Then I k (µ) = −∞.
For any j 1, by (15) we have
Thus we complete the proof.
At the end of this section, we derive further useful properties of {µ j } j 1 which will play an important role in the proof for lower bound of the Hausdorff dimension of G µ . One of these properties is that most of orbit measures approach µ j , as consequence of the ergodicity of µ j . Proposition 14. Let µ ∈ M(X, T ) and {µ j } j 1 be the sequence of Markov approximation of µ. Then there exist a sequence of Borel subsets {M j } j 1 and a sequence of increasing integers {m j } j 1 such that
Furthermore, if ϕ has summable variations and admits a unique Gibbs measure satisfying h(ν|µ) < +∞, then we can even find a sequence of increasing integers {b j } j 1 such that for any j 1
Proof. This is a rather direct consequence of the Egoroff theorem, the convergence results proved above, the Birkhoff ergodic theorem and ShannonMcMillan-Breiman theorem. First, by the ergodicity of µ j , for every cylinder [ω] we have
Hence by Lemma 4, it follows that
By the Egoroff theorem, the above convergence is uniform on some Borel subset M
. Therefore there exists an increasing sequence of positive integers {m
j . Second, since h(ν|µ) < +∞, by (8) 
Third, by the Birkhoff ergodic theorem there exist a Borel subset M
j .
By Proposition 6, there exists positive integer m (4) j ∈ N such that for any n m (4) j and x, y ∈ X satisfying x| n 1 = y| n 1 ,
Take m j = max 1 i 4 {m
By the invariance of µ j , we have for any n 1,
Thus there exist Borel subset Q (n) j ⊂ X and positive integer b
j and we complete the proof.
The construction of a seed of G µ
Let {a n } n 1 be a sequence of positive integers tending to the infinity. In this section, we construct a µ-generic point z = (z n ) n 1 of G µ such that z n a n . By using such a point, called seed of G µ , we will construct a Cantor subset of G µ in next section. The techniques we use are inspired by [15] .
Proposition 15. For any sequence of positive integers {a n } n 1 tending to the infinity, there exists a point z = (z n ) n 1 ∈ G µ such that z n a n for all n 1.
Proof. For simplicity, we first construct a µ-generic point z = (z n ) n 1 satisfying z n n for n 1.
For j 1, let µ j , m j and M j be the same as in Proposition 14. Given a sequence of finite words W 1 , W 2 , W 3 , · · · , juxtaposing the elements of the sequence, we get an infinite word
In what follows, we will define {W j } by induction on j. By the way, a sequence of integers {n j } j 1 will also be defined by induction. When n j is defined, let
Take n 1 = m 2 , n 2 = m 3 , x 1 = 1 n 1 and x 2 ∈ H 2 . Denote the maximum of the digits in x 2 by s 2 . Then take a sufficiently large t 1 ∈ N such that N 1 := t 1 n 1 s 2 and then define
are also defined. We define W j+1 , N j+1 and x j+2 , n j+2 in the following way: take n j+2 m 2 j+3 and x j+2 ∈ H j+2 . Denote the maximal number of the digits in x j+2 by s j+2 . Then take a t j+1 ∈ N such that
j+1 . Let z = (z n ) n 1 be the sequence W 1 W 2 · · · . We show that z n n for all n 1. In fact, for N j < n N j+1 , by the definition of W j we have z n s j+1 N j < n. Now, we show z ∈ G µ . Since the point z is obtained by juxtaposing the prefixes of points with orbit measures approximating the sequence of Markov approximation of µ, it is natural to approximate the orbit measure ∆ z,n by this sequence of Markov measures. Suppose n ∈ [N j , N j+1 ) for some j. Recall that N j = t 1 n 1 + t 2 n 2 + · · · + t j n j . Then there exists a unique integer t (0 t < t j+1 ) such that
Thus by the definition of ∆ z,n we divide it into four parts
, where
It is obvious that
).
We will estimate the first three terms in the right-hand side of the above inequlaity in advance. By the definition of N j , we have
Recalling the construction of H j , there exists y ∈ M j such that y|
By the sub-affinity of the metric d * , it is easy to show
Similar arguments as above yield
For the last term, we need to deal with two cases separately. Case 1: N j + tn j+1 n < N j + tn j+1 + m j+1 . In this case, we have
Case 2: N j + tn j+1 + m j+1 n < N j + (t + 1)n j+1 . In this case, similar arguments as on the above yield
Then we have
This combined with lim
which implies z ∈ G µ . Noting that the integer t j for defining N j (j 1) can be taken arbitrarily large, we can construct a µ-generic point z = (z n ) n 1 such that z n a n for all n 1.
The lower bound of the Hausdorff dimension of G µ
In this section, we will prove the lower bound for the Hausdorff dimension of G µ . It is well known that the Gibbs measure ν is ergodic ( [25] , p.99). If ν = µ, by Birkhoff Ergodic Theorem and Lemma 4 we have ν(G ν ) = 1. Then dim ν G ν = 1. Since β(ν|ν) = 1, we have finished the proof of Theorem 1 in the case of ν = µ. In the sequel, we consider the case where µ = ν.
First, we prove that α ν is a lower bound.
Proposition 16. Let µ ∈ M(X, T ) be an invariant Borel probability measure. Assume that ϕ has summable variations and admits a unique Gibbs measure ν with convergence exponent α ν . Then we have
To prove this lower bound, we will construct a Cantor subset of G µ and apply Billingsley's theorem. Before so doing, we need the following lemma about the convergence exponent α ν , which can be found in [9] . An ordering of cylinders is considered according to the sizes of ν-measures of the 1-cylinders.
Lemma 17. Let α ν be the convergence exponent of ν. Consider a bijection
and for any ε > 0 and any 0 < δ < 1, there exists an integer N (ε, δ) such that for k N we have
Proof. Since the convergence exponent of ν is invariant under the bijection π, we have (see [22] , p. 26)
Therefore, one may choose an increasing sequence {s k } k 1 satisfying (16) such that the limit in (19) along with s k exists. So, for any 0 < ε, δ < 1, there exists an integer N 1 = N 1 (ε, δ) such that for all k N 1 , (17) is satisfied and
On the other hand, by (19) , there exists an integer N 2 such that for all n N 2
Thus if we take N = max{N 1 , N 2 } then by (17) , (20) and (21), for all n ∈
In other words, for
, we have (18) . For any 0 < ε, δ < 1, let N and {s k } k 1 be the same as in Lemma 17. By Proposition 15 and (16), we can choose a seed z = (z n ) n 1 ∈ G µ such that
We use this seed to generate a Cantor subset in G µ large enough. Roughly speaking, we replace the word z k 2 by any word in π((s k − s δ k , s k ]). More precisely, define
Since our modification of z is made on square integer coordinates which are of zero density, it is easy to check F z (ε, δ) ⊂ G µ . The following proposition immediately implies that dim ν G µ α ν .
Proposition 18. For any 0 < ε < 1 and 0 < δ < 1, we have
Proof. In order to apply Billingsley's theorem, we are going to construct a measure λ supported by F z (ε, δ) such that for any x ∈ F z (ε, δ),
The measure λ is well defined on F z (ε, δ).
For any x ∈ F z (ε, δ), by the quasi Bernoulli property of ν we have
where * signifies the absence of the square numbers in [N, n] in the product. In combination with the definition of λ, this yields
Since for x ∈ F z (ǫ, δ), x r 2 ∈ π((s r − s δ r , s r ]), we get
Thus by (18), we have
Therefore, by the above inequality we have
Letting n → ∞ and by (22), we obtain, for any x ∈ F z (ǫ, δ),
Next, we determine the other lower bound.
Proposition 19. Let µ ∈ M(X, T ) be an invariant Borel probability measure. Assume that ϕ has summable variations and admits a unique Gibbs measure ν. Then we have
Proof. If h(ν|µ) = +∞, by Proposition 11 we have β(ν|µ) ≤ α ν . Then there is nothing to prove because of Proposition 16. It remains to consider the case of h(ν|µ) < +∞. Recall that we just need to consider the case of µ = ν. By Proposition 11, what we have to prove is dim ν G µ hµ h(ν|µ) . We are going to construct a subset Y * ⊂ G µ and a probability measure µ * which have positive mass on Y * . Then we will apply the Billingsley theorem.
The symbols µ j , m j , b j and M j in what follows come from Proposition 14. Let
where n j is recursively defined as follows
By a similar argument as in the proof of Proposition 15 one can show Y * ⊂ G µ . Now let us construct a measure µ * . For x ∈ X and N j < n N j+1 , define
This defines a probability measure on X.
For any x ∈ Y * , by the definition of µ * and the Gibbsian property of ν we have
Here we need to deal with two cases separately. If N j < n < N j + m j+1 , we have
For 1 k j, by the definition of Y * we have
Hence, by Proposition 14 we have
and
Thus we have
By Proposition 12 and 13, we have
If N j + m j+1 n N j+1 , by Proposition 14 we have
as n → ∞.
That means for any x ∈ Y * we have
. Thus the proof is completed.
By Propositions 16 and 19 we have the following lower bound.
Theorem 20. Let µ ∈ M(X, T ) be an invariant Borel probability measure. Assume that ϕ has summable variations and admits a unique Gibbs measure ν with convergence exponent α ν . Then we have dim ν G µ max{α ν , β(ν|µ)}.
The upper bound of the Hausdorff dimension of G µ
In the section, we will prove the upper bound of dim ν G µ . By Lemma 4, G µ is the set of those points x such that
Thus, for any two fixed integers N 1 and j 1, we have
Note that ∆ x,n ([u]) is the frequency of appearance of u in the word x| n+|u|−1 1 . For every word ω ∈ Σ n N of length n and every word u ∈ Σ k N of length k with k n, denote by p(u|ω) the frequency of appearances of u in ω, i.e.,
where τ u (ω) denotes the number of j with 1 j n − k + 1, so that ω j · · · ω j+k−1 = u. We need a combinatorial lemma.
Lemma 21 ([12]).
For any h > 0, δ > 0, k ∈ N and n ∈ N large enough, we have
Theorem 22. Let µ ∈ M(X, T ).
Assume that ϕ has summable variations and admits a unique Gibbs measure ν with convergence exponent α ν . Then we have dim ν G µ max{α ν , β(ν|µ)}.
Proof. We fix two integers N 1 and j 1, which first N then j will tend to the infinity. According to the above analysis, we have
). It follows that for any ǫ > 0, we have
So, by the σ-stability of the Hausdorff dimension we have
In order to estimate the dimension of ∞ n=l H n (ǫ, j, N ), let us consider the (n + j − 1)-prefixes of the points in H n (ǫ, j, N ):
We have lim n→∞ δ n = 0 by Proposition 9. Then the cylinder set {[ω] : ω ∈ Λ n (ǫ, j, N )} forms a δ n+j−1 -covering of ∞ n=l H n (ǫ, j, N ). Assume that γ > max{α ν , β(ν|µ)} and γ < 3/2 without loss of generality. By the definition of γ-Hausdorff measure
Given a word ω ∈ Λ n (ǫ, j, N ), we consider (τ u (ω)) u∈Σ 
Our task is to estimate the sum on the right-hand side in the above inequality. We first decompose A((τ u )) into disjoint union of some sets. 
where B r i denotes "bad subword" with length r i and W n i denotes maximal (N, j)-run subword with length n i . Write
It is easily seen that t s. In other word, every element in A((τ u )) has at most s maximal (N, j)-run subwords. Furthermore, by writing K t := t i=1 n i , we have K t = K + t(j − 1) and (25) r 1 0, r t+1 0, r i 1 (2 i t) and
For 1 t s, we denote by A t the set of words in A((τ u )) with t maximal (N, j)-run subwords. It is clear that A((τ u )) is partitioned into A t 's, i.e.
Next, we partition A t by the length pattern of "bad subword" and maximal (N, j)-run subword. Recall that every word ω ∈ A t has the form (24) . We call (r 1 , n 1 , r 2 , · · · , n t , r t+1 ) the length pattern of "bad subword" and maximal (N, j)-run subword. Denote by L t the set of all such length pattern of ω in A t . Given a length pattern (r, n) := (r 1 , n 1 , · · · , n t , r t+1 ) ∈ L t , let B(r, n) denote the set of elements of A t with the length pattern (r, n). Thus, A t is partitioned into B(r, n)'s. It follows that (27) 
Let A ′ t be the set of finite words by deleting all "bad subwords" of ω in A t . Thus by the quasi Bernoulli property, we have
According to (25) , we have t+1 i=1 r i n − K, Thus, together with Lemma 10, this yields V
Then, by (27) we have
From the definition of H n (ǫ, j, N ), we have
For any δ ′ > 0, one can choose N large enough and ǫ small enough i.e.
According to the definition of s and the fact that t s, for any δ > 0, when δ ′ is taken small enough we have
On the other hand, we observe that very length pattern (r, n) ∈ L t is just corresponding to the integer solution of the following equation set
By the element combinatorial theory, one can obtain the following estimate
Noting that j is a fixed integer relative to n, by the Stirling formula we have
In combination with (28) and (30), this yields
Now we estimate the sum on the right-hand side in the above inequality. First we consider a set
where B r i is a finite word composed of digit N + 1 with length r i . In other word, the set A t is just a set of finite words obtained by replacing each "bad subword" B r i of ω in A t by a finite word composed of digit N +1 with length r i . Thus the two sets A t and A ′ t have the same cardinal and each subword u ∈ Σ j N appears τ u times in ω of A t . Take
in Lemma 21. Then, for the same δ > 0 as above and for n large enough we have
Given ω ∈ A ′ t , denote by (τ ′ u ) the appearance distribution with respect to Σ j N of ω. Then, we have (33) |ω| = K t and τ u τ
By the Gibbsian property and (6), we have
where we obtain the equality by taking the sums along the oblique diagonals as shown in the following figure and the last inequality follows from the Gibbsian property and (6).
♣ ♣ ♣♣ ♣ ♣ ♣ ♣ ♣♣ ♣ ♣
Together with (32), this yields
Rewrite the right-hand side of the above inequality as
Now we shall give a negative upper-bound of L(γ, j, (τ ′ u )). In virtue of the definition of H n (ǫ, j, N ) and (33), we can take ǫ > 0 small enough and n large enough such that
At the same time, we can take j large enough such that 1 jn
In combination with the last two inequalities, we have
Recall that 3/2 > γ > β(ν|µ),
We take δ > 0 small enough and j, N large enough such that
By a similar argument of (34), we have
By (29), we can take δ ′ small enough such that
Thus, we have
, and
In combination with (23), (26) and (31), this yields
which implies that for any γ > max{α ν , β(ν|µ)},
Then it follows that dim ν G µ γ.
Thus, we obtain dim ν G µ max{α ν , β(ν|µ)}.
Applications
In the section, we study the set of generic points of an invariant measure for an expanding interval map by transferring dimension results from the symbolic space to the interval [0, 1). However, for convenience of presentation, we choose to work with the continued fraction system. Then we will give the proof of Theorem 2. Furthermore, we will describe the Hausdorff dimension of the sets of generic points of an invariant measure for the Gauss transformation with respect to the Euclidean metric on [0, 1). The corresponding results will be stated without proof for a class of expanding interval maps. Then every irrational number in [0, 1) can be written uniquely as an infinite expansion of the form
where a 1 (x) = ⌊ 1 x ⌋ and a k (x) = a 1 (S k−1 (x)) for k 2 are called the partial quotients of x. For simplicity we denote the expansion by (a 1 a 2 · · · ). Let M([0, 1), S) denote all invariant Borel probability measures with respect to S on [0, 1). Set ∆(a 1 a 2 · · · a n ) := {x ∈ [0, 1) :
which is called a rank-n basic interval. Define κ : N N → (0, 1) by
. This establishes a one-to-one correspondence between the cylinders in X and the basic intervals in [0, 1).
Proof of Theorem 2. Recall that η s is the Gibbs measure associated to the potential φ s (x) = 2s ln x for s > That implies that (37) dim νs A = dim ηs κ(A)
for any subset A of X. Now define θ := ℓ • κ on B(X). Then the two systems (X, B(X), θ, T ) and ([0, 1), B([0, 1)), σ, S) are isomorphic. Hence h θ = h ℓ . Let G θ be the set of generic points of θ on the system (X, T ). By a standard argument, one can cheeck
According to the analysis following Theorem 1 and (37) we have completed the proof of Theorem 2.
Denote by dim H G ℓ the Hausdorff dimension of G ℓ with respect to the Euclidean metric on [0, 1). Our next result shows that dim H G ℓ equals the Billingsley dimension dim λ G ℓ , where λ is the Lebesgue measure. First, we note a fact that for any subset A ⊂ (0, 1), we have dim H A dim λ A, because the former dimension index is defined by using the covering of arbitrary intervals and the later one by the covering of basic intervals. By a result of Wegmann ([30] , see also [4] , p. 360), the equality holds in the following situation. .
Proof. Note that η 1 is the Gauss measure with density 
where the first equality comes from the fact that the Gauss measure η 1 is boundedly equivalent to the Lebesgue measure λ. It remains to show the converse inequality. Recall that we have constructed two subsets for the lower bound estimation of dim ν G µ in Section 4 and we will use them once more. First, by Proposition 15, there exists z = (z n ) n 1 ∈ G θ such that
For a positive number a > 1, set
It is clear that F ⊂ G θ . Thus, we have dim ν 1 F 1 2 by a similar argument in the proof of Proposition 18. Let x ∈ κ(F ) ⊂ G ℓ . By the quasi Bernoulli property, we have
In combination with (36) and (39), using once more the fact that η 1 has density function 1 ln 2 1 (1+x) , one can show lim n→∞ ln η 1 (∆(x 1 · · · x n )) n 3/2 = − 2 3 ln a.
As we have mentioned a fact that the Gauss measure η 1 is boundedly equivalent to the Lebesgue measure λ, it follows that (38) holds. So by Proposition 23 and (37), we have
Second, in the case of | ϕ 1 dθ| < +∞, consider the set Y * in the proof of Proposition 19. Rényi's condition implies that the Gibbs measure associated to ψ 1 (x) is boundedly equivalent to the Lebesgue measure ( [1] , see also [26] , p. 105). As a counterpart of Theorem 24 for such general expanding maps, we have the following result. .
