We prove two related concentration inequalities concerning the number of rational points of hyperelliptic curves over subsets of a prime field. In particular, we investigate the probability of a large discrepancy between the numbers of quadratic residues and non-residues in the image of such subsets over uniformly random hyperelliptic curves of given degrees. We find a constant probability of such a high difference and show the existence of sets with an exceptionally large discrepancy.
Introduction
Let p be a prime and let F p be the finite field with p elements. A curve E : y 2 = f (x) (together with a point of infinity O) is called an elliptic curve over F p if f (x) is a cubic polynomial having distinct roots in the algebraic closure F p of F p . The set of rational points of E in F p is E(F p ) = {(x, y) ∈ F p × F p : y 2 = f (x)} ∪ {O}.
One can approximate the size of E(F p ) as follows. For each x ∈ F p , the probability of f (x) being a non-zero square in F p , and hence contributing 2 points to E(F p ), is about 1/2. With about probability 1/2 there is no point in E(F p ) having the first coordinate x ∈ F p . Therefore, #E(F p ) is expected to be close to p + 1. Indeed, Hasse [2] proved that the error in this estimate is at most 2 √ p:
Knowledge of #E(F p ) is crucial in elliptic curve cryptography (ECC), which is considered to be more efficient than the classical cryptosystems, like RSA [6] . The security of ECC depends on the difficulty of solving the Elliptic Curve Discrete Logarithm Problem (ECDLP). The best known algorithm to solve ECDLP in finite fields is Pollard's Rho Algorithm [5] , which requires O( √ p) time complexity.
However, some well studied elliptic curves or elliptic curves of certain forms are not good candidates for ECC. For instance, if the number of rational points of an elliptic curve E in F p is exactly p, then the running time of solving the ECDLP is O(log p), see [8] . Using verifiably random elliptic curves in ECC can ensure higher security. Hyperelliptic curves can also be used in cryptography, see [1] for more details; however, the verifiability of random hyperelliptic curves is much harder, see [3, 7] . *The second author was supported by NSERC and Hungarian National Research Development and Innovation Fund K 119528.
In this paper, we investigate the behaviour of random hyperelliptic curves over subsets S of F p . We are interested in the hyperelliptic curves E :
We remark that the point of infinity O is not included in E(F p , S). The approximation we have described for #E(F p ) also suggests that the expected value of #E(F p , S) is about #S. For random hyperelliptic curves E over F p , the probability that the error |#E(F p , S) − #S| is small has been extensively studied, see [4] , [9] for example. We will instead focus on the probability of having large error over a given subset S ⊂ F p . Equivalently, we examine the difference between the numbers of quadratic residues and non-residues in the image multiset f (S). Using 4k-wise independence, we find a lower bound on the probability that the error is larger than δ √ #S, as well as a lower bound on the error where the probability is positive. Theorem 1. Given a positive integer k and ε > 0, there exist δ > 0 and a threshold N such that the following holds: for every prime p > N , if a curve E : y 2 = f (x) is chosen uniformly at random among all degree 4k − 1 hyperelliptic curves over F p , then with probability at least 2 1/2−2k − ε, we have
Theorem 2. Given a positive integer k, there exist a threshold N and ε > 0 such that the following holds: for every prime p > N , if a curve E : y 2 = f (x) is chosen uniformly at random among all degree 4k − 1 hyperelliptic curves over F p , then with probability at least ε, we have
These two theorems show that one can expect large deviation of magnitude √ #S. In the last section, we show that for small sets S ⊂ F p , the error is often much larger.
Preliminaries
Throughout this section, let p ≥ 5 be a prime and let n, k be positive integers such that 4k < n ≤ p. Suppose S = {s 1 , . . . , s n } ⊂ F p , and
is chosen uniformly at random. We are interested in the normalized sum 1
The desired probability will first be estimated in terms of the moments
which can be easily computed to the main order as follows.
Lemma 3. For each k ≥ 1, we have
In particular, for each fixed k, E 2k is bounded uniformly in n ≥ 1. As a consequence,
for all k ≥ 1, and
Proof. The proof is by direct computations and the multinomial theorem. Since f is a random polynomial of degree at most 4k − 1, the random variables X i exhibit 4k-wise independence. We also use that the mean of X i is 0 and the even powers of X i are 1 except when f (s i ) = 0. As an illustration, we find the exact formula for E 6 as follows.
We note that among all polynomials f (x) of degree at most 3, only a small fraction fail to form elliptic curves. Indeed, the exceptions, where f (x) has degree less than three or has multiple roots, contribute p 3 + p 2 (p − 1) of all the p 4 polynomials considered. When p is large, such exceptions are negligible. This situation generalizes to hyperelliptic curves. With this observation, the following more accurate estimates imply our main theorems, as shown in the next section. Proposition 5. Under the above setting, for any 0 < δ < 1/2, we have
We also have
Proof. Let c ≥ 1 be a parameter to be determined. Using Markov's inequality, one can show that for 0 < λ < c 2k ,
To prove (3), we take λ = (c k − δ 2k ) 2 , where δ > 0 is small. Maximizing the right hand side of (5) over c, we see that the maximum is
Now we are going to prove (4). To make
we will take
Since c 2k > λ, it follows that η := εc k < 2E 2k .
To compute the leading terms of 2k c k − √ λ as ε → 0, we first use the binomial series to expand the numerator of √ λ as
as c → ∞. Indeed, the bracket inside the square root is small in view of Lemma 3. In order to multiply this to 1
we have c k = η/ε and thus
We may now take η satisfying √ ε ≪ η ≪ 1 so that the terms in the last line are indeed arranged in decreasing order of magnitude. Therefore,
as ε → 0, establishing (4).
8577 is a number strictly smaller than 2/e) (2) c k /N < ε/2. Indeed, one can first fulfill the first condition using (1) and then increase N if necessary so that the second also holds. Then
Sets with exceptionally large discrepancy
So far we have considered sets of arbitrarily large size. We will show, as one may expect, that if n is a constant, then for each prime p large enough, there is a probability α > 0 that the error is much larger than √ n, for β p n of the subsets S ⊂ F p of size n. In particular, for each n, there is a probability 2 −n−1 that a randomly chosen subset S ⊂ F p of size n has the following property -a randomly chosen monic separable cubic f over F p has a probability 2 −n−1 so that f (S) consists only of non-zero quadratic residues or quadratic non-residues.
Let F be the set of monic, separable cubics over F p . Note that #F = p 3 − p 2 . Let m, n be constants independent of p such that n − 2m > √ n. We construct a bipartite graph G with p n 'S-vertices' in one partition, each associated with a set S ⊂ F p of size n, and p 3 − p 2 'f-vertices' in the other, each associated with an f ∈ F . We draw an edge between the vertex corresponding to f and the vertex corresponding to S when si∈S f (si) p ≥ n − 2m. Fix f ∈ F , and let Q ⊂ F p be the set of points mapped by f to a non-zero quadratic residue, and N ⊂ F p be those points mapped to a non-residue. Let p/2 + A f be the size of the larger of these two sets. Then the degree of the vertex associated to f in G is at least 
