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A structural characterization of reflexive splicing languages has been recently given in
[P. Bonizzoni, C. De Felice, R. Zizza, The structure of reflexive regular splicing languages
via Schützenberger constants, Theoretical Computer Science 334 (2005) 71–98] and
[P. Bonizzoni, G. Mauri, Regular splicing languages and subclasses, Theoretical Computer
Science 340 (2005) 349–363] showing surprising connections between long standing
notions in formal language theory, the syntactic monoid and Schützenberger constant and
the splicing operation.
In this paper, we provide a procedure to decidewhether a regular language is a reflexive
splicing language, based on the above-mentioned characterization that is given in terms
of a finite set of constants for the language. The procedure relies on the notion of label-
equivalence that induces a finite refinement of the syntactic monoid of a regular language
L. A finite set of representatives for label-equivalent classes of constantwords in L is defined
and it is proved that such a finite set provides the splice sites of splicing rules generating
language L.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Splicing systems theory is a formal framework tomodel and investigate the fundamental biochemical process involved in
molecular cut and paste phenomenon occurring in nature and known as a splicing operation. Starting from the original formal
definition of a finite splicing system introduced by T. Head in [8] and later reformulated by G. Paun in [13] (a comparison
between the two notions is given in [5]), the investigation of the splicing operation has been carried out by using tools
from formal language theory thus establishing a link between biomolecular sciences and language theory [14]. Since a
splicing system is a formal device to generate languages, called splicing languages, a lot of research has been devoted to the
characterization of classes of formal languages in terms of the splicing operation, even showing that recursively enumerable
languages can be generated by a special type of splicing system [14]. In spite of the vast literature on the topic, the real
computational power of finite splicing systems is still partially unknown as the characterization of languages generated by
these systems is an open problem. The original concept of finite splicing system is close to the real biological process: the
splicing operation is meant to act by a finite set of rules (modelling enzymes) on a finite set of initial strings (modelling DNA
sequences). Under this formal model, a splicing system is a generative mechanism of languages which have been proved to
be regular languages (see [7] and [16]).
On the other hand, progress has been recently made towards the solution of the problem of determining the computa-
tional power of finite splicing systems in [1] and in [11] by giving a characterization of the class of reflexive regular splicing
languages.
Formally, a splicing system is a triple S = (A, I, R), where A is a finite alphabet, I ⊆ A∗ is the finite initial set of words
and R is the finite set of rules. A rule consists of an ordered pair of factored words, denoted as ((u1, u2)$(u3, u4)), where
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u1u2, u3u4 are called splice sites. The set R specifies a binary relation between factored sites that can be reflexive or symmet-
ric [3]. More precisely, a set R of rules is reflexive if and only if ((u1, u2)$(u3, u4)) ∈ R implies that ((u1, u2)$(u1, u2)) ∈ R
and R is symmetric if and only if ((u1, u2)$(u3, u4)) ∈ R implies that ((u3, u4)$(u1, u2)) ∈ R. Given x, y ∈ A∗, then rule
r = ((u1, u2)$(u3, u4)) applies to x, y if the splice site u1u2 is a factor of x and the splice site u3u4 is a factor of y, that is
x = x1u1u2x2 and y = y1u3u4y2. Then the application of a splicing rule r to x, y produces the word w = x1u1u4y2 which is
said to be generated by the splicing of x, y by r , denoted (x, y)`rw.
The splicing language generated by a system S, denoted L(S) is then defined by first giving the notion of closure of a
language L by R, cl(L, R), which is the set of all words that result from the application of every splicing rule r ∈ R to a pair of
words in L. Formally, cl(L, R) consists of the set {w ∈ A∗ : (x, y)`rw, x, y ∈ L, r ∈ R}.
Then the splicing language L(S) associated to the system S is defined by iterating the application of splicing rules starting
from the initial language I . At each iteration step, the set X of words computed in the previous step is added to the closure
of X by R. The iteration process ends when no new word can be generated by splicing rules.
Thus the language associated to S by iterated splicing is L(S) = σ ∗(I), where σ 0(I) = I and for i ≥ 0, σ i+1(I) =
σ i(I) ∪ cl(σ i(I), R)while σ ∗(I) = ∪i≥0σ i(I).
In the case R is reflexive or symmetric, the splicing language L(S) is said to be reflexive or symmetric, respectively.
In [11] an example of regular splicing language that is neither reflexive nor symmetric is provided, and it has been proved
that we can decide whether a regular language is a reflexive splicing language. A quite different characterization of reflexive
symmetric splicing languages is given in [1] and it has been extended to the general class of reflexive regular languages
in [6]. Surprisingly, this characterization has been given by using the concept of constant introduced by Schützenberger
[17]. Indeed, the class of reflexive splicing language is shown to be equivalent to a class of regular languages, the PA-con-
split languages [1]. Each language L in this class is constructed from a finite set of constants for L, as L is expressed by a
finite union of constant languages and split languages, where a split language is a language obtained by a single iteration of a
splicing operation over constant languages. Such constants will be called generating constants for the splicing language.
In this paper, we provide a decision procedure for reflexive splicing languages that is based on the definition of such
languages as PA-con-split languages. Thus, such a procedure differs from the one proposed in [11] which is based on a
very different characterization of reflexive splicing languages. We achieve this result by investigating the set of constants
of a regular language in terms of the well known concept of syntactic congruence. More precisely, we are able to exhibit a
notion of equivalence relation amongwords that leads to a refinement of constant classes of the syntacticmonoid into classes
whose smallest representatives directly provide the finite set of generating constants for the splicing language. Indeed, our
decision procedure is based on the idea of finding the finite set of rules used to build the splice systems generating the
reflexive language. We believe that the results achieved in the paper to compute the finite set of constants generating a
reflexive splicing language can help to give deeper insight into the question of characterizing all regular splicing languages.
The paper is organized as follows. In Section 2 preliminaries are given: the notion of reflexive regular splicing language
and properties of reflexive rules are introduced. Then Section 3 states the basic theorem leading to the decision procedure
detailed in the section.
An extended abstract of some of the results contained in this paper has been presented at DLT06 [4]; in this paper a more
simplified approach to the decision procedure in [4] is presented.
2. Preliminaries
Let A∗ be the free monoid over a finite alphabet A and let A+ = A∗ \ 1, where 1 is the empty word.
A word x ∈ A∗ is a factor ofw ∈ A∗ if u, v ∈ A∗ exist such thatw = uxv. For a subset L of A∗, we say that x is a factor of L
iff there exists a wordw ∈ L such that x is a factor ofw.
Given a finite set X , by |X |we denote the cardinality of X , while given a word x ∈ A∗, by |x|we denote the length of word
x, i.e. the number of symbols in A of word x.
In the paper, given a regular language L ⊆ A∗, our results are mainly referred to the transition diagram of a finite state
automaton recognizing L. More precisely, when dealing with a finite state automaton A = (Q , A, δ, q0, F) recognizing a
regular language L, where δ is the transition function extended in the classical way to a function on words, q0 is the initial
state, F the set of final states, we assume thatA is deterministic and is theminimal automaton for L (see [15] for basic notions).
Furthermore, we assume thatA is trim, that is each state is accessible and coaccessible, i.e. for each state q ∈ Q there exist
x, y ∈ A∗ such that δ(q0, x) = q and δ(q, y) ∈ F . More precisely, A is deterministic if for every state q and symbol a ∈ A,
there exists at most a state q′ ∈ δ(q, a).
In particular, for a trimdeterministic finite state automatonA and awordw ∈ A∗, we setQw(A) = {q ∈ Q | δ(q, w) 6= ∅},
simply denoted Qw when the context makes the meaning evident. Thus, we define the image of word w ∈ A+ by Q , as
Q (w,A) = {q′ ∈ Q | δ(q, w) = q′, q ∈ Qw(A)}; such a set will be simply denoted by Q (w) when A is known from the
context.
A path pi in the automatonA is a finite sequence pi = (q, a1, q1)(q1, a2, q2) · · · (qn−1, an, qn)where δ(q, a1) = q1 and for
each i = 1, . . . , n− 1, δ(qi, ai+1) = qi+1, where a1, a2, . . . , an ∈ A. An abbreviated notation for a path is pi = (q, a1a2, . . . ,
an, qn) and x = a1a2 . . . an is called the label of pi . A path pi = (q, x, qn) with x ∈ A+, is a closed path on state q, or simply a
closed path, if and only if q = qn. Moreover, we say that q, q1, . . . , qn are the states crossed by the path (q, a1 · · · an, qn) and,
for each i ∈ {1, . . . , n− 1}, qi is an internal state crossed by the same path.
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Fig. 1. Examples of g-labels.
In the rest of the paper, given a regular language L ⊆ A∗ wewill always refer, unless specified differently, to the minimal
deterministic finite state automatonA recognizing L that will be represented by a graph, called graph automaton associated
toA.
The investigation of a regular language L ⊆ A∗ has been thoroughly developed by using the algebraic theory of finite
monoids via the so-called syntactic monoid associated with L [15]. This is the quotient monoid M(L) with respect to the
syntactic congruence≡L, defined as follows: two words w,w′ ∈ A∗ are equivalent with respect to the syntactic congruence
if they have the same set of contexts, i.e.,
w ≡L w′ ⇔ [∀x, y ∈ A∗, xwy ∈ L ⇔ xw′y ∈ L] ⇔ C(L, w) = C(L, w′).
Here, C(L, w) = {(x, y) ∈ A∗ × A∗ | xwy ∈ L} denotes the set of contexts C(L, w) of w ∈ A∗ for L ⊆ A∗ and [w] = {w′ ∈
A∗ | w′ ≡L w} the class of w modulo ≡L. Analogously, CL(L, w) = {x ∈ A∗ | xwy ∈ L} and CR(L, w) = {y ∈ A∗ | xwy ∈ L}
denote the left and right contexts ofw ∈ A∗ for L ⊆ A∗.
In the paper we use two basic results that relate the definition of syntactic congruence to the transitions in the minimal
finite state automaton recognizing L. The first result states the following property:
Theorem 1 ([12]). Let L be a regular language and letA = (Q , A, δ, q0, F) be the minimal finite state automaton recognizing L.
We havew ≡L w′ if and only if for all q ∈ Q we have δ(q, w) = δ(q, w′).
The second result that can be easily derived from Theorem 1 states that ifw ≡L w′ then Qw = Qw′ [2].
A known result in theory of formal languages is that L is a regular language if and only if the index (i.e., the number of
congruence classes) of the syntactic congruence is finite and soM(L) is a finite monoid. Moreover, it is well known that if a
language L is regular, then each syntactic class [w] forw ∈ A∗ is regular.
Finally, we recall that a word w ∈ A+ is a constant for a regular language L if A∗wA∗ ∩ L 6= ∅ and C(L, w) = CL(L, w)×
CR(L, w) [17]. Givenm a constant for language L, then class [m] of the syntactic monoid is called constant class.
2.1. g-labels
In order to state properties of labels of closed paths in the graph that are used in splicing rules, we introduce the notion
of g-label that generalizes the one of q-label used in [2] to specify the structures of cycles in a graph automaton.
Let us recall that, sinceA is deterministic, a path pi = (q, c, q′) is uniquely defined by the pair (q, c).
Definition 1. LetA = (Q , A, δ, q0, F) be a deterministic finite state automaton of a regular language.
(q-label) Let q ∈ Q . The word c ∈ A+ is a q-label inA (or simply a q-label, ifA is understood) if c is the label of a closed
path pi = (q, c, q) inA.
(reduced q-label) A q-label c is reduced inA if each state q′ ∈ Q is crossed by the path (q, c, q) at most twice.
(Q ′-label) Let Q ′ ⊆ Q . The word c ∈ A+ is a label w.r.t. the set Q ′ of states, or simply Q ′-label, if c is a q′-label for each state
q′ ∈ Q ′.
(g-label) The word c ∈ A+ is a general label, in short g-label inA, (or simply a g-label, ifA is understood), if c is a Q ′-label
for the image Q ′ of c by Q , that is Q ′ = Q (c).
The notion of a g-label is used to denote a word c such that uniquely identifies closed paths of the graph automaton, i.e.
c is a q′-label for each state q′ reached by reading label c .
Example 1. Consider the graph automaton of Fig. 1. Observe that c2 is not a g-label. Indeed, given c2, then Q (c2) = {q1, q2,
q6, q7, q8}, it holds that c2 is not aQ ′-label forQ ′ = Q (c2). Indeed c2 is not a q6-label. Thus by Definition 1, c2 is not a g-label.
Indeed, the word c2 cannot be used to identify uniquely closed paths labelled c2. On the contrary c4 is a g-label as it is a
Q ′-label for Q ′ = {q1, q2, q7, q8}, where Q (c4) = Q ′.
Moreover, note that a is a g-label, since given Q (a) = {q4}, it holds that a is a q4-label.
Given an automatonA, then g-labels inAmay occur as factors of words that label paths ofA, as defined below.
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Definition 2 (Special Word). Let L be a regular language and c ∈ A+ a g-label in the minimal finite state automaton recog-
nizing L. Let x ∈ A+ be the label of a path ofA. Then x is a special word if and only if for some i ≥ 1, it holds that x = x1c ix2,
with x1, x2 ∈ A∗.
We say that c is a g-label of xw.r.t. x1 and x2.
An important consequence of definition of g-label of a word in a regular language is the following property that will be
often used in the paper.
Remark 1. Let L be a regular language and c ∈ A+ a g-label in the minimal finite state automaton recognizing L. If w is a
word in L such thatw = x1cx2, then x1c+x2 ⊆ L.
Indeed, being c a g-label, given q′ = δ(q0, x1c), since q′ ∈ Q (c), by Definition 1 it holds that that c is a q′-label, that is
δ(q′, c i) = q′ for each index i ≥ 0. Since δ(δ(q0, x1c), x2) ∈ F , then δ(q′, x2) ∈ F , thus proving that δ(δ(q0, x1c i+1x2) ∈ F ,
for each index i ≥ 0, as required.
In the paper we also use the notion of simple cycle introduced in [1].
Definition 3. Let L be a regular language and A = (Q , A, δ, q0, F) the minimal finite state automaton recognizing L. A
reduced q-label c ∈ A+ is a simple cycle on q if the internal states crossed by the path (q, c, q) are different from one another.
The following Lemma has been proved in [1].
Lemma 1. Let z ∈ A+ and suppose that qz ∈ Qz exists such that a state is crossed at least twice by the path (qz, z, δ(qz, z)).
Then, u, c, v ∈ A∗ exist such that the following conditions are satisfied.
(1) z = ucv.
(2) c is a simple cycle on q = δ(qz, u).
Finally, observe that the number of distinct reduced q-labels in an automaton is finite [1].
2.2. Reflexive splicing languages and constant languages
In this section, we recall the characterization of reflexive splicing languages (also called Paun reflexive splicing or PA-
reflexive languages in [1]) stated in [1] in terms of constant languages that have been introduced by T. Head in [9].
Definition 4 (Constant Languages). Given a regular language L and a constant m for L with m ∈ A+, the constant language
associated with m and L is the regular language Lc(L,m) = L∩ A∗mA∗. Then L is called a constant language if L = Lc(L,m), for
some constantm.
A constant language Lc(L,m) associated with a constant m and L is also simply denoted by Lc(m), whenever L is known
from the context. Given the minimal finite state automatonA recognizing L andm a constant for L, by a well known result
on constants, there exists a unique state qm ∈ Q such that, for each q ∈ Qm, δ(q,m) = qm (see [1]).
Then we have Lc(m) = CL(m, L)mCR(m, L), where CL(m, L) and CR(m, L) are regular languages.
As a consequence of properties of constant languages, given two constant languages Lc(m), Lc(m′) (associated with m
and m′ and a regular language L), we can define a regular language obtained ‘‘by splicing’’ languages Lc(m), Lc(m′): this is
formalized in the notion of PA-split language given in [1].
Given a constantm, the set of 2-factors ofm is the set F(m) = {(α1, α2) | α1α2 = m, α1, α2 ∈ A∗}.
Definition 5 (PA-split Language). Let L be a regular language and letm andm′ be two constants for L. Given α = (α1, α2) ∈
F(m) and β = (β1, β2) ∈ F(m′), the PA-split language generated by (α, β), with respect to L, is the language:
L(α,β) = CL(L,m) α1β2 CR(L,m′).
Then s = (α, β) is called split-rule for L generating language L(α,β), or we say that L(α,β) is generated by rule s.
In the rest of the paper, given s a split-rule, for simplicity by L(s)wedenote the PA-split language (or simply split language)
generated by rule s.
Observe that in the above Definition 5, a split-rule for language L uniquely identifies the PA-split language it generates.
Indeed, once a split-rule ((x1, x2), (y1, y2)) is fixed, languages CL(L, x1x2) and CR(L, y1y2) are uniquely specified by the two
constants for language L, x1x2 and y1y2.
Given a split-rule s = ((α1, α2), (β1, β2)), then word α1β2 will be called paste site of the split-rule, while words α1α2 and
β1β2 will be called splice sites of the split-rule.
Remark 2. Observe that constant languages are special PA-split languages. Indeed, when we choosem = m′ and α = β in
Definition 5, we obtain L(α,β) = Lc(m).
Generalizing the notion of PA-split language, we can define a regular language obtained by "splicing" a finite set of
constant languages using a finite set of different split-rules. Based on Remark 2 we give below a definition of PA-con-split
language that is equivalent to the one introduced in [1].
Let L be a regular language. Then a split-rule system based on L is a triple (Y ,M,R) such that:
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• M is a finite set of constants for L,
• R ⊆ {(α, β) | α ∈ F(m), β ∈ F(m′),m,m′ ∈ M},
• Y is a finite subset of L such that, for eachm ∈ M ,m is not a factor of a word in Y .
Definition 6 (PA-con-split language). Let L be a regular language. Then L is a PA-con-split language if and only if there exists
a split-rule system (Y ,M,R) based on L such that
L = Y ∪
⋃
(α,β)∈R
L(α,β).
Then R is the set of split-rules associated to language L, denoted as R(L), while M is the set of generating constants
associated to setR(L).
Given the above Definition 6, we also say that language L is generated by the split-rule system (Y ,M,R).
Observe that a PA-con-split language L is called symmetric if and only if there exists a setR(L) of split-rules associated to
language L that are symmetric.
Theorem 2 has been proved in [1] and in [6] it has been extended to the general class of symmetric and nonsymmetric
reflexive splicing languages, states that the class of PA-con-split languages is equivalent to the class of reflexive splicing
languages.
Theorem 2. A regular language L ⊆ A∗ is a reflexive (symmetric) splicing language if and only if L is a (symmetric) PA-con-split
language.
Observe that Theorem 2 and Remark 2 allow us to define a reflexive regular splicing language L in terms of a finite
union of languages obtained by one iteration of a set R(L) of split-rules applied to constant languages: this is the set of rules
generating L.
Note that in the paper we consider the general class of reflexive splicing languages that contains the proper subclass of
the symmetric reflexive splicing languages.
2.3. Properties of split-rules
In this subsection, we state some basic properties of split-rules, i.e. rules generating PA-split languages, that will be used
in proving the main result of the paper, that is Theorem 5 (see Section 4).
Actually, the notion of split-rule (see Definitions 5 and 6) derives by extending the splicing operation on words to the
case of constant languages and thus some properties of splicing rule naturally generalize to split-rules.
A basic property of a splicing rule is to preserve the closure of a language L under the splicing operation [10]. More pre-
cisely, a language L is closed under a splicing rule r if and only if cl(L, r) ⊆ L, where cl(L, r) = {w ∈ A∗ : (x, y)`rw, and
x, y ∈ L}.
Similarly, we extend the above property to a split-rule for a regular language as stated below.
Definition 7. A regular language L ⊂ A∗ is closed under a split-rule s = (α, β) for L, if and only if the PA-split language L(α,β)
generated by rule s is contained in L.
Example 2. Let L be the regular language specified by the regular expression a+ba+ + c+dc+. Let r = {(1, b), (1, d)} be a
split-rule for L. Observe that r applies to the two constant languages a+ba+ and c+dc+. Then language L is not closed under
rule r as indeed language a+dc+ is not contained in L.
The first property of the section relates properties of g-labels to the congruence relation and is used to prove the next
Lemma 3.
Lemma 2. Let [wi] be the congruence class of a regular language L and let A = (Q , A, δ, q0, F) be the minimal finite state
automaton recognizing L. Assumewi = xc iz where c is a g-label inA, i > 0.
Then every wordwj ∈ A+ such thatwj = xc jz, with j > 0 is congruent towi, i.e.wj ∈ [wi].
Proof. By Theorem 1, wj ∈ [wi] if and only if for each q ∈ Q it holds that δ(q, wi) = δ(q, wj). Clearly, being A a trim
automaton, the last equality must hold for each state q ∈ Q such that δ(q, wi) 6= ∅ and δ(q, wj) 6= ∅.
Thus, to prove the Lemma we must show that for each state q ∈ Qwi ∪ Qwj it holds that δ(q, wi) = δ(q, wj).
By Definition 1, since c is a g-label, it holds that c is a Q ′-label, for Q ′ = {q′ : δ(q, xc) = q′, q ∈ Qwi ∪ Qwj}. Being c a
Q ′-label, it follows that for each state q′ ∈ Q ′, δ(q′, c j) = q′ = δ(q′, c i) for each i, j ≥ 0. Moreover, observe that for each
state q′ ∈ Q ′, it holds that δ(q′, z) ∈ F . Consequently, for each q ∈ Qwi ∪ Qwj , it holds that δ(q, xc j+1z) = δ(q, xc i+1z), for
i, j ≥ 0, thus proving what is required. 
The following results state basic properties concerning the extension or reduction in length of split-rules obtained by
using the notion of g-labels.
870 P. Bonizzoni / Theoretical Computer Science 411 (2010) 865–877
Lemma 3. Let L be a PA-con-split language andA the minimal finite state automaton recognizing L. Let s = ((α, β), (γ , δ)) be a
split-rule for L such that L is closed under rule s. Assume that αβ = xc ly (or γ δ = xc ly), c g-label inA, l > 1. Let β = zc iy, i ≥ 1,
such that vz = xc l−i, for some v, z ∈ A∗, (γ = xc iz, for zv = c l−iy, with v, z ∈ A∗, i ≥ 1, respect.). Then s′ = ((α, β ′)(γ , δ))
(or s′ = ((α, β)(γ ′, δ))) , where β ′ = zc i−1y (γ ′ = xc i−1z) is a split-rule generating the same PA-split language of s.
Proof. By Lemma 2, sinceαβ ′ = xc l−1y, with l−1 ≥ 1, it holds that αβ ′ ∈ [αβ] (γ ′δ ∈ [γ δ], for γ ′δ = xc l−1y, respectively).
By this fact, it follows that s′ is a split-rule for L since splice sites of s′ are constants for language L, being [αβ] and [γ δ]
constant classes.
Moreover, since CL(L, αβ ′) = CL(L, αβ) (CR(L, γ ′δ) = CR(L, γ δ), respectively), it follows that the PA-split language Ls′
generated by rule s′ is the same language generated by rule s. Consequently, L is closed under rule s′, being L closed under
rule s. 
Lemmas 4 and 5 are easily proved by using a result that is more or less folklore and is reported in [8,10]: given a constant
m ∈ A+ for a language L and z, x ∈ A∗, then every word zmx ∈ A+ that is a factor of L is also a constant for the language L.
Lemma 4. Let L be a PA-con-split language. Let s = ((α, β), (γ , δ)) be a split-rule for L such that L is closed under rule s. Assume
c ∈ A+ such that CR(L, γ δ) = c ′′c∗CR(L, γ δ) and αδ = xc ic ′, i ≥ 0, with c ′ a proper prefix of c such that c ′c ′′ = c. Then L(s) is
equal to the language L(s∗) generated by the split-rule s∗ = ((α, β), (γ , δ′)) such that αδ′ = xc i+1.
Proof. By using the fact that γ δ′ is also a constant for the language L, it is immediate to show that s∗ is a split-rule for
language L. Now, its is easy to verify that L(s) = L(s∗), that is L(s) = CL(L, αβ)αδ′CR(L, γ δ′). 
The following Lemma is symmetric to the previous one.
Lemma 5. Let L be a PA-con-split language. Let s = ((α, β), (γ , δ)) be a split-rule for L such that L is closed under rule s. Given
c ∈ A+ such that CL(L, γ δ) = CL(L, γ δ)c∗c ′ and αδ = c ′′c iy with c ′′ a proper suffix of c such that c ′c ′′ = c. Then L(s) is equal
to the language L(s∗) generated by the split-rule s∗ = ((α′, β), (γ , δ)) such that α′δ = c i+1y.
3. Label-equivalence and generating constants
In Section 5 we describe an effective procedure to decide whether a regular language is a reflexive splicing language or
not. This procedure is based on the definition of reflexive splicing languages in terms of constant languages obtained by
means of the equivalence of such languages with the class of PA-con-split languages defined in Definition 6. Indeed, we
provide a decision procedure for the class of PA-con-split languages.
The procedure relies on an algorithm to compute the setM of generating constants that are used to define a PA-con-split
language L. The algorithm consists of the following main steps.
Step 1.
The approach used to compute generating constants is based on the idea of giving a characterization of such constants
in terms of the syntactic congruence. This step is achieved by introducing an equivalence relation among words that is a
refinement of the syntactic congruence and is based on the crucial notion of g-label introduced in the preliminaries section:
label-equivalence. This equivalence relation allows us to compute a finite set of representatives of the constant congruence
classes of the syntactic monoid, called Q-representatives.
Now, a basic result given in Section 4 (Theorem 5) will state that a regular reflexive splicing language is generated by
split-rules with splice sites that are Q-representatives of constant congruence classes.
Step 2.
Once the setQR ofQ -representative constants is given, then the set of generating constants for a regular splicing language
L is computed as follows. Candidate split-rules are built by first computing for each pair m,m′ of words in QR, all possible
pairs (α1, α2)where α1 ∈ F(m) and α2 ∈ F(m′). Then only candidate split-rules under which the language L is closed, called
good rules, will be used to test whether the language L is a splicing one: constants that give the splice sites of good rules are
the generating constants for L.
Step 3.
Finally, whenever the regular language L is a reflexive splicing language, it holds that the language can be specified by
the finite union of PA-split languages generated by the good split-rules.
In the following we discuss the basic steps that lead to the notion and properties of label-equivalence.
Lemma 6 is used to show that an infinite congruence class of a regular language contains an infinite number of special
words and a finite number of nonspecial ones. Let us first state a preliminary property that is used in the proof of Lemma 6.
Proposition 1. Let L be a regular language andA = (Q , A, δ, q0, F) the minimal finite state automaton recognizing L. Let c l be
a factor of L, where l = |Q | and c ∈ A+. Then, for each state q ∈ Qc l , there exist indexes 0 < t, i < |Q | such that c l = x′(ct)k,
where x′ = c i, ct is a q′-label for q′ = δ(q, x′).
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Proof. For each state q ∈ Qc l , observe that c l labels a path sequence pi = (qi0 , c, qi1)(qi1 , c, qi2) · · · (qil−1 , c, qil), where
qi0 = q. Thus let s = qi0 , qi1 , . . . , qil be the sequence of states associated with path pi such that for each 1 ≤ k ≤ l, (qik−1 ,
c, qik) is an edge of path pi . Observe that there exists a state in the sequence s = qi0 , qi1 , . . . , qil that is repeated at least
twice as |Q | = l, while |s| = l + 1. Assume that k is the minimum index of a state in s that is repeated at least twice in
s. In other words, qik is the first occurrence in sequence s of a state that is repeated at least twice in s. Pose qik = q′. Then,
sequence s can be decomposed into three sequences s1, s2 and s3 such that s1 and s3 do not contain any internal occurrence
of state q′, s2 = (s′2)l2 , where s′2 does not contain any internal occurrence of state q′, while q′ is the first and last symbol of
sequence s′2. Finally, s3 is a prefix of sequence s
′
2.
The above property is a consequence of the fact that the automaton is deterministic. Consequently, path pi can be
decomposed into three paths pi1, pi2 and pi3 respectively labelled ck1 , ck2 and ck3 , with k1, k3 ≥ 0, k2 > 0 and sequences
s1, s2 and s3 are associated with each of the three paths, respectively (i.e. si is associated with path pii, for 1 ≤ i ≤ 3).
Then ck2 = (c l1)l2 , where c l1 labels a closed path pi ′ with initial and final state q′ associated with a sequence s′2 such that
δ(q′, cz) 6= q′ for each z ≤ l1, and finally ck3 is a prefix of the label c l1 of the closed pathpi ′. Consequently, there exists a closed
pathwith initial and final state qil such that is labelled as pathpi
′, where ck3+k1 is the label of the path from state qi0 to state qil .
Clearly, it must be that l1 < |Q | by construction of sequence s′2. Indeed, if l1 ≥ |Q |, there exists an internal state p of s′2 which
is distinct from q′ and that occurs at least twice in s′2. More precisely, assume thatpi ′ = (q′, cv1 , p)(p, cv2 , p)(p, cv3 , q′). Then
being the automaton deterministic, it holds that pi ′ = (q′, cv1 , p)(p, cv3 , q′)(q′, cv2 , q′), which contradicts the assumption
that q′ does not occur as an internal state of sequence s′2.
Now, if k1 + k3 ≥ |Q |, it holds that there exists an index ih < ik such that qih is a state of sequence s that occurs at least
twice in sequence s, thus contradicting the initial assumption.
Consequently, it must be that k1 + k3, l1 < |Q |.
Posing x′ = ck1+k3 , t = l1 and k = l2 the Lemma holds. 
Lemma 6. Let L be a regular language and let A be the minimal finite state automaton recognizing L. Let y ∈ A+ such that y is
a factor of L and y = xctz, with t > |Q ||Q |+1, x, z ∈ A∗ and c ∈ A+. Then y = xc1z1 with c1 g-label such that c1 = ck and
0 < k ≤ |Q ||Q |.
Proof. Assume that l = |Q |. Pose Q ′ = Qc l and assume that Q ′ = {q1, · · · , qn}.
By applying Proposition 1, the following property holds: (*) for each state qi ∈ Q ′, there exists xi = c li such that
c l = xi(cti)ki , cti is a q′i-label for q′i = δ(qi, xi) and ti, li ≤ |Q |. Thus pose T1 = {t1, . . . , ti, . . . , tn}, where n = |Q ′|. Pose
t ′ = h · t1 · t2 · · · tn, where ti ∈ T1 and h ≥ 1 is the minimum integer such that |Q ||Q | ≥ t ′ ≥ l. Moreover, pose c1 = ct ′ .
Let us now show that cti is a q′′z -label for q′′z = δ(q′i, cz), for every z < ti, li ≤ |Q |. Indeed, δ(q′′z , cti) = δ(δ(q′i, cz), cti)
where δ(δ(q′i, cz), cti) = δ(δ(q′i, cti), cz)) = δ(q′i, cz) = q′′z . Observe that since c1 = (cti)hi , for hi · ti = t ′, it follows that also
c1 is a q′′z -label.
Now, for each state qi ∈ Q ′, we can show that there exists a state q′′zi such that δ(qi, c1) = δ(q′i, czi) = q′′zi , where zi ≤ ti
and by the above observation c1 is a q′′zi-label. Indeed, c1 = c l · cti·hi−l and thus c1 = c l · cti·(hi−h¯)+zi , where zi = h¯ · ti − l and
h¯ ≥ 1 is the minimum integer such that h¯ · ti ≥ l and 0 ≤ h¯ · ti − l ≤ ti, i.e. zi ≤ ti as required above. Observe that such
integer exists since l ≥ ti. Thus, consider set Q1 = {q′′zi : δ(qi, c1) = q′′zi , qi ∈ Q ′}. It holds that c1 is a q′′zi-label for each state
q′′zi ∈ Q1 and thus c1 is a Q1-label. Since Qc1 ⊆ Q ′, it follows that Q1 = Q (c1) and thus c1 is a g-label. Since y = xctz, where
t > |Q ||Q |+1, it follows that y = xct ′+mz = x(c1)z1, for z1 = cmz thus showing that y has the g-label c1 w.r.t. x and z1. To
conclude the proof of the Lemma observe that t ′ ≤ |Q ||Q |. 
Lemma 7. Let L be a regular language and [w] a congruence class of L. If [w] is an infinite class, then [w] contains a special word.
Proof. Since [w] is an infinite class and [w] is a regular language, it is easy to verify that there exists a word y ∈ [w] such
that y = x1ctz, with t an arbitrarily large integer and x1, z ∈ A∗, c ∈ A+. By Lemma 6 it holds that y = x1c1 ix2, where c1 is a
g-label, i > 0, thus proving what is required. 
Wenow introduce a notion of equivalence amongwords of a regular language that is stronger than syntactic congruence:
this is the notion of label-equivalence.
Definition 8 (Label-equivalence). Let L be a regular language and A the minimal finite state automaton recognizing L. Let
y, x bewords in A∗. Then y, x are label-equivalent in L, or simply, label-equivalent, if and only if the following conditions hold:
1. either y = x and y, x are factors of L that are not special inA, or
2. y, x are special inA and for every g-label c of x or y it holds that x = x1c ix2 if and only if y = y1c jy2, for i, j > 0 and y1, x1
are label-equivalent, y2, x2 are label-equivalent.
The following two results show that label-equivalence is an equivalence relation and that the quotient of L under label-
equivalence is a refinement of the quotient monoidM(L)with respect to the syntactic congruence.
Theorem 3. Let L be a regular language. Then label-equivalence in L is an equivalence relation.
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Fig. 2. Graph automaton for the regular language L = a{c, d}∗b.
Proof. First observe that by Definition 8 label-equivalence is a symmetric and reflexive relation. Then, we show that such a
relation is transitive by induction on the maximum length n of words that are label-equivalent in L.
Assume first that n = 1. Clearly, label-equivalence is an equivalence relation over all words of length 1 that are not
special, as they do not contain any g-label.
Assume that a is a special word of length 1, that is a symbol of the alphabet A. Then a is a g-label. But then a is label-
equivalent with itself, thus showing what is required.
Assume now that n > 1 and let x, y, z words on A+ of length less than or equal to n. Assume that x, y are label-equivalent
and y, z are label-equivalent. The following cases must be considered.
Case 1. The words x and y do not contain g-labels, i.e. are not special ones. Then x = y. Since y and z are label-equivalent, by
Definition 8, it must be that z does not contain any g-label and z = y, thus implying that x and z are also label-equivalent.
Case 2. Assume that x and y are special. By Definition 8, a word c is a g-label of x and y and x = x1c ix2 if and only if y = y1c jy2,
where i, j > 0 and x1, y1 and x2, y2 are label-equivalent.
Similarly, since y and z are label-equivalent, then a word c ∈ A+ is a g-label of y and z and y = y1c jy2 if and only if
z = z1chz2, where z1, y1 are label-equivalent and z2, y2 are label-equivalent.
By the above relationships it follows that c is a g-label of xw.r.t. x1, x2 if and only if it is a g-label of zw.r.t. z1, z2. Moreover,
by transitivity of label-equivalence on words of length less than n, since x1, y1 (x2, y2, respectively) are label-equivalent and
y1, z1 (y2, z2, respectively) are label-equivalent, it follows that x1 and z1 are label-equivalent and similarly x2 and z2 are
label-equivalent, thus proving that x and z are label-equivalent. 
Given w ∈ A+ a factor of a word in the regular language L, then the equivalence class of w in L under label-equivalence
in the minimal finite state automaton recognizing L is denoted as [w]g .
Remark 3. Each nonspecial element y in a congruence class forms a label-equivalence class [y]g consisting of the single
element y.
Example 3. LetA be the automaton of Fig. 2. Observe that given word wi = ac ib with i ≥ 0, then wi is congruent to word
xj = adjbwith j ≥ 0 but they are not label-equivalent.
Indeed, given the congruence class [ab], then it includes the label-equivalence classes [acb]g , [adb]g and the finite class
[ab]g .
As illustrated in the example we can show that:
Theorem 4. Label-equivalence in L induces a refinement of the syntactic monoidM(L).
Proof. By the previous Theorem 3, label-equivalence is an equivalence relation. Let us now show that label-equivalence
induces a refinement of the quotient monoid w.r.t. the syntactic congruence. Indeed, in the following we show that given
two label-equivalent words x, y ∈ L, then x, y are congruent in L. As usual we assume to consider the minimal finite state
automaton recognizing L. We show this fact by induction on the maximum length of words x, y ∈ L. This fact is immediate
for n = 1. Thus assume that the maximum length of x and y is n > 1. We distinguish two cases: (1) x, y are not special and
x, y are both special words in L. Clearly, x = y if x and y are not special. Thus consider case (2). Then c is a g-label of xw.r.t.
x1 and x2 if and only if c is a g-label of y w.r.t. y1 and y2, that is x = x1c ix2 and y = y1c jy2, with i, j > 0, where y1, x1 and
y2, x2 are label-equivalent. In the following we show that C(L, x1c ix2) = C(L, y1c jy2), thus proving that y, x are congruent.
Assume that Q1 = Qx1cix2 and Q2 = Qy1cjy2 . We distinguish three cases: (1) x1 and x2 are both empty, (2) x1 6= 1 and
(3) x1 = 1 and x2 6= 1.
Case 1. Assume that both x1 and x2 are empty words. This case follows directly from Lemma 2.
Case 2. Assume that x1 6= 1. Since by induction hypothesis x1 and y1 are congruent, it holds that Qx1 = Qy1 and hence
given Q ′ = Q1 ∪ Q2, it follows that Q ′ ⊆ Qx1 . Consider the set Q ′′ = {q′ : δ(q, x1) = q′, q ∈ Q ′}, being x1 and y1
congruent words and the automaton is minimal, by Theorem 1 it follows that Q ′′ = {q′ : δ(q, y1) = q′, q ∈ Q ′}. Now,
being c a g-label, for every state q′ ∈ Q ′′, given q′c = δ(q′, c), then δ(q′c, c i−1) = δ(q′c, c j−1), for each i, j > 0. Consequently,
it follows that C(L, x1c i) = C(L, y1c j), for each i, j > 0. Now, since by induction x2 and y2 are congruent, it follows that
C(L, x1c ix2) = C(L, y1c jy2) thus concluding the proof that x and y are congruent.
Case 3. Assume that x1 = 1 and x2 6= 1. Now, by induction it must be that x2 and y2 are congruent words that is C(L, x2) =
C(L, y2), thus implying that Qx2 = Qy2 , as the automaton is deterministic. This fact implies that C(L, c ix2) = C(L, c iy2), for
each i > 0, as Q1 ∪ Q2 ⊆ Qx2 . But, being c a g-label of y w.r.t. 1 and y2, it holds that c jy2 ∈ [c iy2] in virtue of Lemma 2. By
this fact it follows that C(L, c iy2) = C(L, c jy2) and thus by transitivity it is immediate to show that C(L, c ix2) = C(L, c jy2),
thus proving that x and y are congruent.
Finally, observe that congruent words are not necessarily label-equivalent as shown in Example 3. 
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Given an infinite label-equivalence class [w]g of a regular language L, by using Lemma 6 we can derive the existence of
special words in the minimal finite state automaton recognizing L. More precisely, there exists a unique smallest special
word in [w]g .
Lemma 8. Let L be a regular language and A the minimal finite state automaton recognizing L. Let [w]g be a label-equivalence
class of L that is infinite. Then the class has a unique special word of minimum length.
Proof. By Lemma 6 the class [w]g contains a word y such that is a special word. Assume that y is a smallest special word.
Let us show that y is unique by induction on the number n of g-labels in y.
Assume first that n = 1. Then y = x1c ix2 where c is a g-label, i ≥ 1 while x1, x2 cannot contain g-labels, that is they
are nonspecial words. Assume that z is label-equivalent to y. By definition of label-equivalence, since y is a smallest word
in [y]g , it must be that i = 1. By Definition of label-equivalence it must be that for every other word z ∈ [y]g , it holds that
z = x1c jx2 with j > 1, thus implying that y is unique.
Assume now that n > 1. Given z label-equivalent to y, it must be that y = x1c ix2 for c a g-label if and only if z = z1c jz2 for
j ≥ 1, where z1 and x1 are label-equivalent and z2, x2 are label-equivalent. As seen above itmust be that i = 1. If x1 and z1 are
special words that are label-equivalent, it must be that |x1| ≤ |z1|, otherwisewe can replace ywith z1cx2 and obtain a special
word in [w]g that is shorter than y. By induction, since there exists a unique shortest special word in a label-equivalence
class, it follows that x1 = z1 or |x1| < |z1|. If x1 and z1 are nonspecial, again it holds that x1 = z1. Similarly, we can show
that |x2| < |z2| or x2 = z2. Consequently, it follows that y is unique, as required. 
Lemma 9 shows that an infinite congruence class is partitioned into a finite number of label-equivalence classes.
Lemma 9. Let L be a regular language and let [w] ∈ M(L). Then the number of label-equivalence classes contained in [w] is
finite.
Proof. Now, let X be the language obtained by taking from each label-equivalence class [y]g in [w] the smallest word in
[y]g . Such a word exists by Lemma 8 if the class [y]g is infinite, while if [y]g is finite, then it consists of the single word y in
[y]g (see Remark 3). Clearly no two words in X are label-equivalent.
Then X ⊆ [w], where [w] is a regular language. Assume thatA[w] = (Qw, A, δw, q0, Fw) is the automaton for [w]. Given
a word y ∈ [w], then we associate to y a set of pairs (c, q) where c is a reduced q-label for a state q of the automatonA[w].
More precisely, we define set rq(y) inductively as follows. For every y1, y2 ∈ A∗ such that y = y1c iy2, for i ≥ 1 and c is
a reduced q-label on state q = δ(q0, y1) then add pair (c, q) to set rq(y) and moreover add set rq(y1cy2) ∪ rq(y1y2) to set
rq(y). Thus given a set Y ⊆ [w], we set rq(Y ) = ∪y∈Y rq(y). Since the set of reduced q-labels in a graph automaton is finite,
as proved in [1], then set rq(Y ) is finite for every set Y .
Now, we show that X is finite by induction on the size of set rq(X).
Clearly, if rq(X) = 0 then X is finite as eachword in X labels a path that does not cross a statemore than once. If rq(X) = 1,
it holds that for each word x ∈ X , x = x1cx2, where (c, q) ∈ rq(X) and x1, x2 do not contain q-labels. Consequently, it is
immediate to verify that X is finite.
Assume that rq(X) = n + 1. Thus, take a simple cycle c such that (c, q) ∈ rq(X). Observe that such a reduced q-label
must exist in rq(X) by Lemma 1.
Then consider the set X ′ of all words in X such that (c, q) 6∈ rq(X ′). In the following we show that |rq(X ′)| ≤ |rq(X)| − 1.
Indeed, observe that given x ∈ X such that x = x1c ix2, i ≥ 1, δ(q0, x1) = q and c is a simple cycle for state q and x′ =
x1x2 ∈ X ′, then rq(x′) ⊆ rq(x), by definition of rq(). Consequently, rq(X ′) ⊂ rq(X), thus proving what is required.
By induction hypothesis, it must be that X ′ is finite. Now, observe that each word y in X − X ′ is obtained by inserting
occurrences of word c into a word x ∈ X ′. Thus, if X is infinite, it must be that there exists an infinite set I of integers such
that for each t ∈ I , word yt = xctz is in set X , where t > |Q ||Q |+1, x, z ∈ A∗ and c ∈ A+.
But by applying Lemma 6, then there exists z ∈ X where z = xcu1z1 with c1g-label such that c1 = ck and 0 < k ≤ |Q ||Q |
and u > 1. This fact implies that there exists a word z ′ ∈ [w], such that z ′ = xc1z1 and z ′ is label-equivalent to z. Now, since
u > 1, z ′ is shorter than z, where z ′, z ∈ [w], a contradiction with the fact that z ∈ X . 
Observe that by the proof of Lemma 9 the length of the shortest word x in a label-equivalence class [w] is bounded by a
function of the cardinality of Q , as every power of a factor c of word x is bounded by |Q ||Q |+1 (see the application of Lemma 6
in the mentioned proof).
By the above Lemma 9 and by Remark 3, the following property easily follows.
Lemma 10. Let [w] be a congruence class of L. Then the set of nonspecial elements in [w] is finite.
4. Q-representatives and generating constants
In this section we state a characterization of splice sites of split-rules for a reflexive regular splicing language that will
be used to build a decision procedure for these languages.
The characterization states that a reflexive splicing language L is generated by a split-rule system having rules such that
each splice site w of a rule is a Q-representative of the congruence class [w] (Lemma 15) of L. As a consequence of this
result, it follows that generating constants for L are Q -representatives of constant congruence classes, as stated in the main
Theorem 5 of the section.
Let us first define the notion of representative of a label-equivalence class and then the one of Q -representative.
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Definition 9 (Representative of a Finite Class). Let L be a regular language and [w] be a congruence class of L that is finite.
Then every word y ∈ [w] is a representative of [w].
Definition 10 (Representative of an Infinite Class). Let L be a regular language and [w] be a congruence class of L that is
infinite. A word y ∈ [w] is a representative of [w] if and only if
1. y is not special in [w] or
2. y is the shortest special word in the label-equivalence class [y]g contained in [w].
Given a congruence class [w], R[w]will denote the set of representative words of [w].
A consequence of Lemmas 9 and 10 is the following result.
Lemma 11. The set R[w] of representative elements in a congruence class [w] is finite.
Then the set RQ [w] of Q -representatives of a congruence class [w] is defined as follows:
RQ [w] = {x ∈ [w], x ∈ A+ : |x| ≤ |y|, y ∈ R[w]}.
Observe that being R[w] finite, it holds that RQ [w] is finite.
The proof of the main result in the section, i.e. Theorem 5, is based on a preliminary property showing that paste sites
are standard as stated in Lemma 14.
Lemma 12. Let L be a PA-con-split language and let s = ((α, β), (γ , δ)) be a split-rule inR(L), where αδ = xc l, with c ∈ A+
a g-label and l ≥ 1. Then there exists a split-rule s′ = ((α′, β ′), (γ ′, δ′)) such that language L is closed under s′ and α′δ′ = xc.
Moreover s′ generates the split language CL(L, αβ)xcCR(L, γ δ) including language L(s) generated by rule s.
Proof. In the following let us first show the construction from rule s of a split-rule s′ = ((α′, β ′), (γ ′, δ′)) for L such that
α′δ′ = xc.
Assume first that α = x′ for x′ a proper prefix of word x or x′ is the empty word, that is δ = x′′c l, for x′′ ∈ A+ and x = x′x′′,
l > 1. Then, let s′ = (α′, β ′), (γ ′, δ′), where α′ = α, β ′ = β , γ = γ ′ and δ′ = x′′c. Thus it holds that α′δ′ = xc , while s′ is
a split-rule for language L as both splice sites are constants for L. Indeed, being c ∈ A+ a g-label and l ≥ 1, by Lemma 2 it
holds that γ ′δ′ ∈ [γ δ] and thus γ ′δ′ is a constant for L as γ δ is a constant for L.
Now, assume that α = xc jc ′, where j ≥ 0 and δ = c ′′c i, with i ≥ 0, for c = c ′c ′′ with c ′, c ′′ ∈ A∗.
Then let s′ = (α′, β ′), (γ ′, δ′), where α′ = xc ′, β ′ = c ′′c j−1c ′β if j > 0, otherwise β ′ = β , γ ′ = γ c ′′c i−1c ′ if i > 0,
otherwise γ ′ = γ and δ′ = c ′′. Thus it holds that α′δ′ = xc , while s and s′ have the same splice sites, that is α′β ′ = αβ and
γ ′δ′ = γ δ. Consequently, s′ is also a split-rule for L.
In the following, let us complete the proof of the Lemma by showing that L is closed under rule s′ and the second part of
the statement of the Lemma holds.
Indeed by Lemma 2, it follows that words xc l and xc have the same left and right contexts in L, called respectively L1 and
L2. Observe that s′ generates the split language L1xcL2, while s generates the split language L(s) = L1xc lL2. Being c a g-label,
in virtue of Remark 1, it holds that L1xc+L2 ⊆ L and consequently L2 = c∗L2 and L(s′) = L1xc+L2. This fact implies that
L(s) ⊆ L(s′) ⊆ L thus implying that L is closed under rule s′. Observe that α′δ′ = xc. This fact completes the proof of the
Lemma. 
Along the same lines of the previous Lemma 12 we can show the following result:
Lemma 13. Let L be a PA-con-split language and s = ((α, β), (γ , δ)) a split-rule in R(L), where αδ = c ly, with c g-label,
l ≥ 1. Then there exists a split-rule s′ = (α′, β ′), (γ ′, δ′) such that L is closed under s′ and α′δ′ = cy. Moreover s′ generates the
language CL(L, αβ)cyCR(L, γ δ) including language L(s) generated by rule s.
Proof. The proof of the Lemma is symmetric to the one of the previous Lemma 12.
In the following let us first show the construction from rule s of a split-rule s′=((α′, β ′), (γ ′, δ′)) for L such that α′δ′=cy.
Assume first that δ = y′ for y′ a proper suffix of word y or δ is the empty word, that is α = c ly′′, for y′′ ∈ A+ and y = y′′y′,
l > 1. Then, let s′ = (α′, β ′), (γ ′, δ′), where α′ = cy′′, β ′ = β , γ = γ ′ and δ′ = δ. Thus it holds that α′δ′ = cy, while s′ is
a split-rule for language L as both splice sites are constants for L. Indeed, being c ∈ A+ a g-label and l ≥ 1, by Lemma 2 it
holds that α′β ′ ∈ [αβ] and thus α′β ′ is a constant for L as αβ is a constant for L.
Now, assume that α = c ic ′, with i ≥ 0 and δ = c ′′c jy, where j ≥ 0, for for c = c ′c ′′ with c ′, c ′′ ∈ A∗. Then let s′ =
(α′, β ′), (γ ′, δ′), where α′ = c ′, β ′ = c ′′c i−1c ′β if i > 0, otherwise β ′ = β , γ ′ = γ c ′′c j−1c ′ if j > 0, otherwise γ ′ = γ ,
and δ′ = c ′′y. Thus it holds that α′δ′ = cy, while s and s′ have the same splice sites, that is α′β ′ = αβ and γ ′δ′ = γ δ.
Consequently, s′ is also a split-rule for L.
In the following, let us complete the proof of the Lemma by showing that L is closed under rule s′ and the second part of
the statement of the Lemma holds.
Indeed by Lemma 2, it follows that words c ly and cy have the same left and right contexts in L, called respectively L1
and L2, and s′ generates the split language L1cyL2, while s generates language L(s) = L1c lyL2. Being c a g-label, in virtue of
Remark 1, it holds that L1c+yL2 ⊆ L and consequently L1 = L1c∗ and L(s′) = L1c+yL2. Hence L(s′) ⊆ L, thus implying that L
is closed under rule s′. Observe that α′δ′ = cy. This fact completes the proof of the Lemma. 
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Let us now define the notion of standard split-rule.
Definition 11 (Standard Split-rule). Let L be a PA-con-split language and s a split-rule in R(L). Then s is called standard if
and only if its paste site αδ is either nonspecial or αδ = xc or αδ = cx, where x ∈ A∗, x is not special and c ∈ A+ is a g-label.
Lemma 14. Let L be a PA-con-split language. Then there exists a split-rule system (Y ,M,R) generating L such thatR is a set of
standard rules.
Proof. Let R(L) be a set of split-rules associated to language L that minimizes the number of nonstandard rules. Let s =
((α, β)(γ , δ)) be a split-rule inR(L) such that αδ contains the g-label c but is not standard. Thus assuming that αδ = xcy,
c is a g-label, the following cases are possible: (1) y 6= 1 and x 6= 1 or if x = 1 then y is special or vice versa if y = 1 then x
is special.
Moreover, let us assume that if x is special, then x 6= c ′c i for c ′ a suffix of c and similarly, if y is special, then y 6= c jc ′′ for
c ′′ a prefix of c , where i, j ≥ 0.
In the followingwe show that this assumption leads to a contradiction. Thus if x 6= 1 it must be that either x is nonspecial
or x = c ′c i and similarly if y 6= 1, it must be that either y is nonspecial or y = c jc ′′. By applying Lemma 4 or 5, the following
cases are possible: either αδ = xc j′ or αδ = c i′y, with x and y nonspecial or empty words and j′, i′ ≥ 1. Now, by Lemma 12
and Lemma 13, we can assume that j′, i′ = 1 and consequently the rule must be standard as required.
Thus let us continue the proof by showing that the initial assumption on the split-rule s leads to a contradiction.
Observe that since by this assumption if y = 1 then x is special and x is not a suffix of c i and similarly, if x = 1 then y is
special and y is not a prefix of c j for i, j ≥ 1, it is not restrictive to assume that αβ = xcy, with x 6= 1 and y 6= 1 and x is not
a suffix of c i and y is not a prefix of c j for i, j ≥ 1.
Clearly, being s a split-rule of L, given A(s) = CL(L, αβ), B(s) = CR(L, γ δ), it holds that language L(s) = A(s)xcyB(s) ⊆ L,
as L(s) is a PA-split language of L.
Assume that L1 is the minimum size language contained in L(s) such that for every wordw in L1, there is no split-rule s′
for language L distinct from rule s such that w ∈ L(s′) and the following property holds: s′ ∈ R(L) or s′ standard split-rule
such that L is closed under s′ and L(s′) ⊇ L(s).
In other words L1 is the minimum size language for which s is a needed rule, i.e. s cannot be replaced by a standard rule,
and noword in L1 can be generated by a standard rule inR(L). Clearly, L1 is an infinite language, otherwise L is still generated
by a new system obtained by removing rule s fromR(L) and by adding L1 to the initial language of the system generating L.
Indeed, by definition of L1, it holds that words in the difference of the two languages L(s) and L1, that is in L(s) − L1 can be
generated by rules inR(L) different from s or by standard rules (i.e. s is not necessary for language L(s) − L1). But this fact
would contradict the minimality of the number of nonstandard rules in setR(L).
Given a word v1xcyv2 ∈ L1, with v1, v2 ∈ A∗, define language L∞1 = v1xc+yv2. Clearly, in virtue of Remark 1, being c a
g-label of language L, it holds that L∞1 is included in L.
Being R(L) finite, while L∞1 is infinite there exists a PA-split language L(s′), generated by the split-rule s′ ∈ R(L) such
that L(s′) ∩ L∞1 = W andW is an infinite language of the following form:W = {v1xc lyv2 : l ∈ I}, where I is an infinite set
of indexes.
Moreover, it must be that s′ 6= s, as indeed by construction of y and x, it is easy to verify that v1xc lyv2 6∈ L(s) for l > 1.
Indeed, as stated above, we assume that x 6= 1 and y 6= 1 and x is not a suffix of c i and y is not a prefix of c j for i, j ≥ 1.
Assume that s′ = ((α′, β ′)(γ ′, δ′)) with paste site α′δ′. SinceW ⊆ L(s′), it holds that α′δ′ is a substring or factor of all
words inW .
Thus, the following cases must be considered: (1) α′δ′ is a factor of word v1x, or (2) α′δ′ is a factor of word yv2 (3) α′δ′ is a
factor of word v1xc l, for l ≥ 1 but not of word v1x, and finally (4) α′δ′ is a factor of word c lyv2, for l ≥ 1, but not of word yv2.
In the following, pose A(s′) = CL(L, α′β ′) and B(s′) = CR(L, γ ′δ′). Then each case leads to contradict the initial assump-
tion on language L1, as proved in the following Claims.
Claim 1. Assume that α′δ′ is a factor of word v1x that is x1α′δ′x2 = v1x. Then, it holds that L(s′) ∩ L1 6= ∅.
Proof. Since s′ generates language L(s′) includingW , it follows that {x2c lyv2 : l ∈ I} ⊆ CR(L, α′δ′) = CR(L, γ ′δ′), which
implies that [x2c lyv2] ⊆ CR(L, γ ′δ′), by definition of congruence class. But, being c a g-label, by Lemma 2 it follows that
x2ctyv2 ∈ [x2c lyv2], for every t > 0 and thus x2c+yv2 ⊆ CR(L, γ ′δ′). By this fact, it follows that v1xc lyv2 ∈ W implies
that v1xc+yv2 is included in L(s′). Consequently, it holds that v1xcyv2 ∈ L(s′). Recalling that v1xcyv2 ∈ L1, it follows that
L(s′) ∩ L1 6= ∅, thus proving what is required. 
Claim 2. Assume that α′δ′ is a factor of word yv2. Then, it holds that L(s′) ∩ L1 6= ∅.
Proof. This case is symmetric to case 1 and can be proved similarly as the above case. 
Claim 3. Assume that l is the minimum index such that v1xc l is the smallest prefix of a word inW having α′δ′ as a factor,
where l ≥ 1. Then, there exists a standard rule s′′ such that L(s′) ⊆ L(s′′), L is closed under the split-rule s′′ and L(s′′)∩L1 6= ∅.
Proof. Being c a g-label, in virtue of Remark 1, it holds that c∗B(s′) = B(s′). By using Lemma 4, we can assume that α′δ′ =
x′c l, where x′ = x′′x and x′′ ∈ A∗, l ≥ 1. By Lemma12, there exists a split-rule s′′ forwhich L is closed that has paste siteα′δ′ =
x′c and generates language L(s′′) = A(s′)x′cB(s′) where A(s′)x′c lB(s′) = L(s′) and L(s′′) includes L(s′). Since c∗B(s′) = B(s′),
givenword v1xc lyv2 ∈ W , it holds that v1xc+yv2 ∈ L(s′′) and then v1xcyv2 ∈ L(s′′). It follows that L(s′′)∩L1 6= ∅, as required.
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Claim 4. Assume that l is the minimum index such that c lyv2 is the shortest suffix of a word in W having α′δ′ as a factor,
where l ≥ 1. Then, there exists a rule s′′ with paste site that is standard for c and such that L(s′) ⊆ L(s′′), L is closed under
the split-rule s′′ and L(s′′) ∩ L1 6= ∅. 
Proof. Being c a g-label, in virtue of Remark 1, it holds that A(s′)c∗ = A(s′). By using Lemma 5, we can assume that
α′δ′ = c ly1, where y1 = yy′ and y′ ∈ A∗, l ≥ 1. Similarly as for Claim 3, using Lemma 13, the Claim holds. 
Now all Claims lead to contradict the initial assumptions on language L1. Consequently, it must be that αδ is of the re-
quired form. 
We can now show the main result of the section leading to Theorem 5 used in the decision procedure.
Lemma 15. Let L be a PA-con-split language. Then there exists a setR(L) of split-rules associated to L such that for each split-rule
s = ((α, β)(γ , δ)) ∈ R(L)) it holds that αβ ∈ RQ [αβ] and γ δ ∈ RQ [γ δ].
Proof. By Lemma 14 there exists a set of standard split-rulesR(L)) associated to L. Moreover,R(L)) is associated to a setM
of constants that consists of the words inducing the splice sites of rules inR(L)). Assume thatR(L)) is associated to a setM
such that the sum of the lengths of words in M is minimum. Let s = ((α, β)(γ , δ)) be a split-rule of language L associated
toM . Then, givenm = αβ andm′ = γ δ, it holds thatm,m′ ∈ M .
Clearly, by Definition 9, if [m] is finite then m ∈ R[m] and thus the Lemma holds as R[m] ⊆ RQ [m]. Hence, let [m] be an
infinite class. Assume to the contrary that αβ 6∈ RQ [m]. By definition of RQ [m], it follows thatm is larger than every shortest
special word in a label-equivalence class contained in [m]. Consequently, |m| > |m′| where m′ is the shortest special word
in the label-equivalence class [m]g contained in [m]. In the following we use this property: if |m| > |m′|, m′ shortest word
in the label-equivalence class [m]g , then there exists a g-label c1 such that m = xc1 ly, where l > 1, x, y ∈ A∗. We show
this property by induction on n, where |m′| = n. Clearly if n = 1, it must be that m′ is a g-label of length 1 and thus being
|m| > |m′|, the property is immediate.
Assume now that n > 1. Assume that given a g-label c occurring in m, then m = xcy. Then being m′ label-equivalent
to m and shorter than m, it holds that m′ = x1cy1, where x1 is shorter than x or y1 is shorter than y. It is not restrictive to
assume that |x1| < |x|. Then, by induction hypothesis, as x is longer than the smallest special word in class [x]g , it holds that
x = x′c ′lx′′, for c ′ a g-label and l > 1, x′, x′′ ∈ A∗ which proves the required property.
Since αβ = m = xc1 lywe must consider the following two cases:
(1) β = zc1jy, with j ≥ 1 and vz = xc1 l−j, for some v, z ∈ A∗,
(2) β is a suffix of c ′′y, with c ′c ′′ = c1, c ′′ ∈ A∗ and c ′ ∈ A+.
Assume first that condition (1) holds. In this case, since c1 is a g-label w.r.t. x and y, Lemma 3 applies and thus language
L is closed under the split-rule rule s′ = ((α, β ′), (γ , δ)), where β ′ = z(c1)j−1y and s′ generates the same PA-split language
of s. But |αβ| > |αβ ′|, thus contradicting the assumption on the minimality of the sum of length of words inM .
Assume now that condition (2) holds. In this case, since β is a suffix of c ′′y, with c ′c ′′ = c1, c ′′ ∈ A∗ and l > 1, it holds
that x(c1)l
′
c ′ is a prefix of α, where l′ ≥ 1 and c ′ ∈ A+. Since αδmust be a standard rule having the g-label c1 it must be that
αδ = xc1 which contradicts the above definition of α, thus condition (2) cannot hold.
Since both cases (1) and (2) lead to a contradiction, it must be thatm ∈ RQ [m], as required.
Now, assume thatm′ = γ δ. The proof that the Lemma also holds in this case is symmetric to the one given above. More
precisely, ifm′ 6∈ RQ [m′], along the same lines of the above proof, there exists a g-label c1 such thatm′ = xc1 ly, where l > 1.
Thus, we must consider the following two cases:
(1) γ = xc1jz, with j ≥ 1 and zv = c1 l−jy, for some v, z ∈ A∗,
(2) γ is a prefix of xc ′, with c ′c ′′ = c1, c ′′ ∈ A+ and c ′ ∈ A∗.
Since αδ must be a standard rule and γ δ = x(c1)ly, where l > 1, it follows that αδ is a suffix of word c1y. Consequently,
only case (1) holds. By applying Lemma 3 along the same line of the proof for case (1) examined before for m′ = αβ , we
obtain a contradiction. Thus it must be thatm′ ∈ RQ [m′], as required. 
The main Theorem of the section follows.
Theorem 5. Let L be a reflexive regular splicing language. Then language L is a PA-con-split language that is associated to a finite
set M of generating constants that are Q-representatives of each congruence class [m],m ∈ M.
Proof. Since L is a reflexive language, by Theorem 2 L is a PA-con-split language. Thus by applying Lemma 15 the Theorem
follows. 
5. A decision algorithm for reflexive splicing languages
In this section, we describe the main steps of the decision algorithm for reflexive splicing languages based on Theorem 5
proved in the previous section.
The decision algorithm is based on a fundamental result proved in [1]:
we can decide whether a regular language L is closed under a set R of rules, that is cl(L, R) ⊆ L. More precisely, based on the
characterization stated in [1], the following fact holds:
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Lemma 16. Let L ⊆ A∗ be a regular languagewhere L = L(A). Then L is closedwith respect to a (split) rule r = ((α, β), (γ , δ)) ∈
R if and only if for each pair (p, q) ∈ Qαβ × Qγ δ the following property holds:
(1)CRq(L, γ δ) ⊆ CRp(L, αδ),
where CRq(L, w) = {y ∈ A∗ : δ(q, wy) ∈ F}.
Given a regular language L, the procedure to test whether L is a reflexive splicing language verifies that a regular language
L is a PA-con-split language as stated in Theorem 2. Let us describe the basic steps of the procedure.
1. Given the syntactic monoidM(L) for language L, then let CM = {[m] : [m] ∈M(L),m is a constant for L}.
Then construct the finite set M = ∪[m]∈CMRQ [m] of all Q -representatives of constant classes in CM as defined in
Section 4.
2. Construct the setR(M) = {((α, β)(γ , δ)) ∈ F(m)× F(m′),m,m′ ∈ M} of candidate split-rules built from the setM of
constants.
Then, find the largest subset J of R(M) consisting of the split-rules under which the language L is closed (using
Lemma 16 stated above).
3. Finally, verify whether L is a PA-con-split language generated by the split-rule system (Y ,M, J), that is
L−
⋃
(α,β)∈J
L(α,β) = Y ,
where Y is a finite set of words such that each wordm ∈ M is not a factor of Y .
Observe that Theorem 5 is applied to prove the correctness of the above steps.
6. Conclusions
In the paper we propose a decision procedure for reflexive splicing languages that is based on a characterization of these
classes of regular languages in terms of generating constants. An equivalence relation over words in A∗ w.r.t. a regular
language L, label-equivalence in L is introduced: it induces a finite refinement of the quotient monoidM(L) w.r.t. syntactic
congruence. Then, a finite set of representatives of each label-equivalence class in L is defined, called Q-representatives. We
show that generating constants for a reflexive regular splicing language are Q -representatives of equivalence classes under
label-equivalence.
Label-equivalence is a crucial notion for the decision procedure since it allows us to define a standard form for split-rules.
We believe that this notion could be further investigated to give a characterization of splice sites of split-rules in terms of
simple cycles of the graph automaton associated to a regular language. This issue is related to the problem of investigating
the general descriptive complexity of finite splicing systems, such as for example, the minimum size of a splicing system
(rules) generating a reflexive regular language.
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