Abstract. In this paper, we study several variations of the number field sieve to compute discrete logarithms in finite fields of the form Fpn, with p a medium to large prime. We show that when n is not too large, this yields a Lpn (1/3) algorithm with efficiency similar to that of the regular number field sieve over prime fields. This approach complements the recent results of Joux and Lercier on the function field sieve. Combining both results, we deduce that computing discrete logarithms have heuristic complexity Lpn (1/3) in all finite fields. To illustrate the efficiency of our algorithm, we computed discrete logarithms in a 120-digit finite field F p 3 .
Introduction
Today's public key cryptosystems usually rely on either integer factorisation or discrete logarithms in finite fields or on elliptic curves. In this paper, we consider discrete logarithm computations in finite fields of the form F p n , with n > 1 and p a medium to large prime. For a long time, these fields have been mostly ignored in cryptosystems, and the security of their discrete logarithm problems are much less known than the security in prime fields F p or fields of fixed characteristic such as F 2 n or F 3 n . Indeed, in F p it is well-known that the best available algorithm is the number field sieve, first introduced in [7] and further studied in [18, 20, 21, 12, 19] . Similarly, in fixed characteristic and n tending to infinity, the best available algorithm is the function field sieve, first introduced in [3] and further studied in [4, 11, 8] . Both algorithms have complexity L p n (1/3).
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However, until very recently for the intermediate case F p n , no general L p n (1/3) algorithm was known and the best available approach had complexity L p n (1/2) (see [2, 1] ). With the advent of pairing-based and torus-based cryptography, the security of discrete logarithms in F p n is a growing concern. Recently, two very different methods have been proposed to deal with some of these fields. The first approach is based on rational torus representation and was proposed by Granger and Vercauteren [9] . It was effectively used by Lercier and Vercauteren in [15] . The second approach, by Joux and Lercier [13] , proposes a family of algorithms which are based on the function field sieve and yields complexity L p n (1/3) where applicable.
In this paper, we introduce several variations of the number field sieve algorithm that depend on the relative size of p and n. The main difference with existing algorithms lies in the construction of the number fields and the choice of sieving space: for p large compared to L p n (2/3), we use a new polynomial selection algorithm and for p small compared to L p n (2/3), we sieve over elements of degree higher than one. Furthermore, we show that these variations can fill the gap which was left open by [13] . As a consequence, we conclude that discrete logarithm computation has heuristic complexity L p n (1/3) for all finite fields, which greatly improves the L p n (1/2) complexity of [2, 1] .
The paper is organised as follows: in Section 2 we describe our setup and the basic number field sieve variation that we are considering. In Section 3 we show how the basic algorithm can be modified in order to cover all the finite fields left out by [13] . In Section 4 we describe the mathematical background required to make this description rigorous and in Section 5 we give a precise heuristic analysis of the algorithm. Finally in Section 6 we report on experiments obtained with an actual implementation of this algorithm.
Our Basic Variation on the Number Field Sieve
The number and function field sieve algorithms are both index calculus algorithms that search for multiplicative identities using smooth objects over wellchosen smoothness bases. In the number field sieve, the smoothness bases contain ideals of small norm. Since we are using ideals, some important mathematical technicalities arise when transforming these multiplicative identities into linear equations involving logarithms. For the sake of simplicity, we defer these technicalities to Section 4. When dealing with index calculus algorithms, the complexities are usually expressed using the following notation:
where log denotes natural logarithm. When the constant c is not given explicitly, the notation L q (α) is often used. In particular, for the prime field F p and for extension fields F p n with fixed characteristic p, the number field sieve and the function field sieve respectively yield L p (1/3, (64/9) 1/3 ) and L p n (1/3, (32/9) 1/3 ) algorithms. Moreover, in [13] it was shown that variations of the function field sieve yield L p n (1/3) algorithms for F p n as long as p ≤ L p n (1/3). In this paper, we consider the complementary case: p ≥ L p n (1/3).
Setup, Sieving and Linear Algebra
Our basic variation addresses finite fields F p n with p = L p n (2/3, c) and c near 2 · (1/3) 1/3 . Recall that the regular number field sieve algorithm over F p starts by choosing two polynomials f 1 , f 2 ∈ Z[X] with a common root in F p . In our basic variation, we generalise this to F p n as follows: first, f 1 is chosen as a degree n polynomial, with very small coefficients and irreducible over F p . Then, we set f 2 equal to the polynomial f 1 + p. Since f 2 ≡ f 1 mod p, both polynomials clearly have a common root in F p n (in fact all of them are equal).
Let
] be the two number fields defined respectively by f 1 and f 2 , i.e. θ 1 and θ 2 are roots of f 1 and f 2 in C. Choose a smoothness bound B and a sieve limit S and consider all pairs (a, b) of coprime integers, with |a| ≤ S and |b| ≤ S, such that a − bθ 1 and a − bθ 2 both have B-smooth norms. After some post-processing described in Section 4, which involves adding unit contributions or Schirokauer maps, each such pair yields a linear equation between "logarithms of ideals"in the smoothness bases. Since the number of small norm ideals involved on each side is smaller than nπ(B), with π(x) the number of primes smaller than x, it suffices to collect 2nπ(B) equations during the sieving phase. Once the sieving phase is complete, we solve the resulting sparse system of linear equations modulo the cardinality of F * p n , or more precisely, modulo a large factor of this cardinality and recover logarithms of ideals of small norm. There are two options for this large factor: either we take it prime, but then we need to factor p n − 1 (which would not increase the total complexity) or we simply take it composite without small factors, since all operations we perform modulo a large prime factor remain valid for such a composite factor. Finally, small prime factors of p n − 1 can be dealt with separately using a combination of the Pohlig-Hellman and Pollard rho algorithm.
Individual Discrete Logarithms
Once the two steps described above, sieving and linear algebra, have been performed, we obtain the logarithms of the ideals of the smoothness bases. In order to complete the computation, an additional step is required, namely computing the logarithm of random elements in the finite field. We propose a classical approach based on "special-q" descent, which is similar to the approach in [12] for the case of logarithms over a prime field.
Represent F p n as F p [t]/(f 1 (t)) and assume we want to compute the discrete logarithm of some element y ∈ F p n . First, we search for an element of the form z = y i t j for some i, j ∈ N with the following additional properties:
1. after lifting z to the number field K 1 (also denoted by z), its norm factors into primes smaller than some bound B 1 ∈ L p n (2/3, 1/3 1/3 ), 2. the norm of the lift of z should be squarefree, implying that only degree one prime ideals will appear in the factorisation of (z).
Assuming that z does not belong to a strict subfield 1 of F p n , nothing prevents such a squarefree factorisation to occur. Therefore, we make the usual heuristic hypothesis and assume that the norm has a squarefree factorisation into small primes with probability similar to that of a random number of the same size. According to [10] , this probability can be expressed as a product of two terms. The first term is the usual probability of smoothness, without the squarefree condition. The second term, comes from the squarefree condition and quickly tends to 6/π 2 . Since the constant 6/π 2 vanishes into the o(1) of the L notation, we simply ignore this technicality in the remainder of the paper.
Whilst the first condition on the element z is standard, the second condition is required to guarantee that only degree one prime ideals will appear in the factorisation of (z). This condition is necessary since during the sieving phase, we only computed logarithms of degree one prime ideals. Since squared factors in the norm could correspond to higher degree ideals, we would not know the corresponding logarithms.
After finding an adequate candidate, we factor the principal ideal generated by z into degree one prime ideals of small norm. Note that there will be several prime ideals not contained in the factor base, since their norm is allowed to be bigger than the smoothness bound B. To compute the logarithm of such an ideal q, we start a special-q descent as follows: we sieve on pairs (a, b), where a and b are chosen to ensure that q divides a − bθ 1 in the number field K 1 . After finding a pair (a, b) such that the norm of a − bθ 1 (divided by the norm of q) and the norm of a − bθ 2 factor into primes smaller than B 2 < B 1 , we iterate the descent lowering the bound at each step until it becomes lower than B. At this point, all the discrete logarithms are known and we can backtrack to recover the logarithm of each of the initial q and consequently the logarithm of z. Note that during the descent, we will need to consider special-q ideals in both number fields.
Practical Improvements
Galois extensions If possible, we should choose f 1 such that K 1 is Galois over Q. Let Gal(K 1 /Q) be its Galois group, then since p is inert in K 1 , we obtain an isomorphism Gal(K 1 /Q) Gal(F q /F p ) (see [17, Chapter I, 9.6]) which implies that K 1 has to be a cyclic number field of degree n. The first major improvement for Galois K 1 , is that the factor basis associated with K 1 can be n times smaller. We refer to Section 4.3 for a detailed description. The second improvement is related to finding an adequate z in the individual logarithm phase. Assuming that n is prime, the prime ideals lying above a rational prime l are of two types only: either (l) is inert or splits into degree one prime ideals. In the former case, we simply have to compute logarithms in F p , which is a much smaller finite field, so we can neglect its cost. In the latter case, we proceed as before. For Galois K 1 of prime extension degree n, we therefore only need to find a z with sufficiently smooth norm and can ignore the squarefree condition.
Choice of polynomials Instead of simply setting f 2 = f 1 + p, we can in fact take any polynomial f 2 such that f 1 |f 2 over the finite field F p . In particular, if f 1 defines a cyclic number field, f 2 should be chosen to maximise the automorphism group of K 2 . For instance, for all primes p ≡ 2, 5 mod 9, f 1 = x 6 + x 3 + 1 is irreducible over F p and by choosing f 2 = x 6 + (p + 1)x 3 + 1, K 2 will have a non-trivial automorphism group of order 2. Constructing a K 2 with large automorphism group for general p remains an open problem.
Since f 1 normally has tiny coefficients, the coefficients of the polynomial f 2 will be much larger than those of f 1 . To balance the size of the norms we compute during the algorithm, there are basically two approaches: unbalance the size of a and b of the elements we sieve over or change the polynomial selection such that the coefficients of both polynomials are of the same size. One possibility is to choose f 1 such that (at least) one of its coefficients, c, is of order √ p. Write c ≡ c 1 /c 2 mod p with c 1 and c 2 also of order √ p and define f 2 ≡ c 2 f 1 mod p. The polynomial f 2 is no longer monic, but its coefficients are O(
Individual logarithms Instead of directly decomposing z as a product of ideals, it is useful in practice to start by writing z as a fraction of the form:
where the coefficients a i and b i are of the order of √ p.
More precisely, this is done by reducing the following lattice L, where the generating vectors are in columns and where the algebraic numbers in the first line stand for the subcolumns of their coordinates:
Clearly, any vector in this lattice represents a fraction equal to z, where the numerator is encoded by the upper half of the vector and the denominator by the lower half. Since the determinant of the lattice is p n and the dimension 2n, we expect that lattice reduction can find a short vector of norm √ p. Note that this is only a practical expectation in small dimension that does not hold when n becomes too large.
Extension to Other Fields
The analysis (cf. Section 5) of the previous algorithm yields a L p n (1/3) complexity when p has the right size compared to p n . In this section, we discuss the possible adaptations to larger and smaller values of p.
Smaller Values of p
When p is smaller than in the basic case, we encounter a major problem, when sieving over the (a, b) pairs. Indeed, we would like to keep the norms of a − bθ 1 and a − bθ 2 below L p n (2/3), however, since p is small, n is larger than before and there are less than L p n (1/3) relations. To summarise, the possible sieving space is too small and we cannot collect enough relations. Thus, we need to enlarge the sieving space. A simple technique is to sieve over elements of higher degree. Instead of pairs (a, b), we consider (t + 1)-tuples (a 0 , · · · , a t ) and compute the norms of i and f 1 (x) (resp. f 2 (x)). It is well-known that the resultant can be obtained as the determinant of an (n + t) × (n + t) matrix formed of t columns containing the coefficients of f 1 and n columns containing the coefficients of A. Thus, we can clearly bound the norm by (n + t) n+t B a n B f t , where B a is an upper bound on the absolute values of the a i and B f a similar bound on the coefficients of f 1 (resp. f 2 ).
Larger Values of p
When p is larger than in the basic case, the basic polynomial construction is no longer usable, because due to the addition of p, a coefficient of f 2 is larger than L p n (2/3). In order to lower the size of the coefficients, we need to change the polynomial construction and to use polynomials with higher total degree. This is not completely surprising, since the number field sieve in the prime field case uses polynomials with total degree increasing with p. The most difficult part is to find a polynomial construction which does not somehow fail in the individual logarithm phase. We propose the following simple construction. Start from a polynomial f 0 of degree n with small coefficients (and optionally cyclic Galois group when possible). Then, we choose a constant W and let f 1 (x) = f 0 (x + W ), the largest coefficient of f 1 is around W n . Then, using lattice reduction, we search for a polynomial f 2 of degree D and coefficients smaller than W n , such that f 1 |f 2 mod p. This can be done by reducing the lattice L, where the generating vectors are in columns
It is clear that every linear combination of the columns results in a polynomial which is divisible by f 1 modulo p. Furthermore, the dimension of the lattice L is D + 1 and its determinant is p D+1 . We know that for lattices of dimension s and determinant D, LLL [14] outputs a vector shorter than 2 s/4 D 1/s . We want this vector to encode a polynomial different from f 1 . This can be ensured if the vector is smaller than the encoding of f 1 . Thus, we need:
Since the term 2 (D+1)/4 can be hidden in the o(1) of the L representation, the optimal size of the coefficients in f 1 and f 2 is R = W n ≈ p n/(D+1) .
In this section, we describe the mathematical background required to make our algorithm rigorous. As before, let F q be a finite field with q = p n elements, with p prime. Given h = g x ∈ F * q and a large prime divisor l of q − 1, we show how to recover x mod l.
We will work in several number fields of the form K = Q[θ] for some algebraic integer θ with minimal polynomial f (X) ∈ Z[X]. In the basic case, all these number fields will be of degree n over Q, such that p remains prime in the ring of integers O K of K, i.e. O K /(p) ∼ = F q . In general, we also need number fields of degree m > n, such that there exists a prime ideal Q of degree n lying above p, i.e. O K /Q ∼ = F q . To construct such a number field, it simply suffices for f (X) mod p to have an irreducible factor of degree n. Denote by ϕ Q the surjective ring homomorphism obtained by dividing out the ideal Q, then for any element x ∈ O K we define x = ϕ Q (x).
Factoring Ideals in O K
Recall that in the algorithm we look for coprime pairs of integers (a, b) such that the principal ideal (a − bθ) factors into prime ideals of small norm, i.e. of norm smaller than some predefined bound B. The possible prime ideals occurring in the factorisation of (a − bθ) are given by the following lemma [6, Lemma 10. Therefore, let F consist of degree one prime ideals of norm smaller than B and the finitely many prime ideals that divide the index f θ , then we try to decompose (a − bθ) over F. Each degree one prime ideal is generated by (p i , θ − c pi ) with p i a rational prime smaller than B and c pi a root of f (X) mod p i .
Furthermore, finding the decomposition of the ideal (a − bθ) into prime ideals is equally easy. First compute its norm N K/Q (a − bθ) = b deg(f ) f (a/b) and test whether N K/Q (a − bθ) is B-smooth. If it is, write N K/Q (a − bθ) = i p ei i ; now we need to make the following distinction: -For rational primes p i f θ , we obtain that p i = (p i , θ − c pi ) with c pi ≡ a/b mod p i will occur in the ideal factorisation of (a − bθ) and that the p iadic valuation is precisely e i . -For rational primes p i |f θ , use Algorithm 4.8.17 in Cohen [6] .
At the end, we therefore have several pairs of coprime integers (a, b) with corresponding ideal decompositions
For p smaller than in the basic case, we will need to sieve over (t + 1)-tuples of coprime integers (a 0 , a 1 , . . . , a t ) such that the principal ideal ( t i=0 a i θ i ) factors into prime ideals of norm smaller than B. The following lemma is an easy generalisation of Lemma 1.
and (a 0 , . . . , a t ) a (t + 1)-tuple of coprime integers, then any prime ideal p that divides (
To find the decomposition of the ideal (
, with Res the resultant. For each prime factor p i not dividing the index f θ , we proceed as follows: each irreducible factor of gcd( t i=0 a i X i , f (X)) over F pi , corresponds to an ideal p i lying above p occurring in the ideal decomposition. Furthermore, if the gcd itself is irreducible, the p i -adic valuation is simply m/ deg p i ; if not, we use Algorithm 4.8.17 in Cohen [6] . For prime factors dividing the index, we proceed as described above.
From Ideals to Elements
We now show how to transform the relations involving ideals into multiplicative relations involving elements only. After mapping these relations to F * q using ϕ Q and taking logarithms, we obtain linear equations between logarithms of elements in F * q modulo the prime factor l. We make a distinction between two cases: the simple case where K has class number one and computable unit group, the general case. Applying ϕ Q and taking logarithms of both sides then leads to
General K Here we assume that the large prime factor l of q − 1 does not divide the class number h(K), which constitutes a very minor restriction. To obtain a relation between elements, we raise both sides of the ideal decomposition (a − bθ) = i p ei i to the power h = h(K) and obtain
with u a unit and δ i ∈ O K with (δ i ) = p h i . Note that the left hand side denotes the h-th power of the element (not the ideal) a − bθ. Furthermore, we will never compute the elements δ i , but only need that these exist and correspond to the ideals p i .
It is tempting to apply ϕ Q to both sides and take logarithms as in the easy case, leading to
The problem with this approach is that for each equation, the unit u will be different, so log g u is a new unknown for every equation, and thus we will never obtain a linear system of full rank. Note that in the easy case, we could express u as a product of fundamental units, which effectively circumvented this problem.
To solve this problem we follow Schirokauer [18] : since it is sufficient to compute the discrete logarithm modulo a large prime l|q − 1, we need not work with the whole unit group O * K , but only modulo l-th powers of units, i.e. O *
l , we have log g u ≡ 0 mod l. Instead of defining logarithmic maps on the whole unit group, Schirokauer defines such maps on O *
l . For simplicity we will assume that l does not ramify in K. Consider the set Γ K = {γ ∈ O K | N K/Q (γ) = 0 mod l}, and note that the elements a − bθ are in Γ , since they are smooth and thus l N K/Q (a − bθ). Also note that Γ K is multiplicative and contains the unit group O * K . Let ε = l D − 1, with D the least common multiples of the irreducible factors of f (X) mod l, then for all γ ∈ Γ K we have
Define the map λ from
Note that λ(γ ·γ ) = λ(γ)+λ(γ ) and similarly λ i (γ ·γ ) = λ i (γ)+λ i (γ ), so these maps are logarithmic on Γ K . As a consequence, the maps λ i for i = 1, . . . , n are in fact homomorphisms from O
We have the following trivial lemma which is a special case of Schirokauer's theorem.
Lemma 3. Assuming that λ is injective, u ∈ O *
K is an l-th power if and only if λ(u) = 0.
If we furthermore assume that O * K does not contain the primitive l-th roots of unity, then O *
l has l r elements and thus λ defines an isomorphism. Therefore, there exist units u 1 , . . . , u r ∈ O * K such that λ i (u i ) = 1 and λ i (u j ) = 0 for i = j. Note that these units are not unique, since they are only determined modulo (O * K )
l . Any unit u ∈ O K can thus be written as
for some unit ξ.
In Equation (3) we now modify the elements δ i by multiplying with a well defined unit
ei , with u a unit. Since we have constructed δ i such that λ j (δ i ) = 0 for j = 1, . . . , r, we have hλ j (a − bθ) = λ j (u ). Rewriting the unit u as in (4) finally leads to the equation
for some ξ a,b ∈ O * K . Applying ϕ Q and taking logarithms of both sides modulo l then gives
Note that h −1 log g δ i and log g u i correspond precisely to the virtual logarithms of ideals and Schirokauer maps introduced in [12] and [19] , but are now given as logarithms of the reduction of specific elements in p i and O * K . Furthermore, note that these values are well defined modulo l.
Exploiting Automorphisms
In this section we show that if the number field K has a non-trivial automorphism group Aut(K), the size of the factor basis F can be reduced by a factor of #Aut(K).
Let K be a number field of degree n with non-trivial automorphism group Aut(K) and assume p is inert in K. Clearly, the prime ideal (p) is invariant under each φ ∈ Aut(K). Therefore, each automorphism φ defines an automorphism φ of F q by reduction modulo p. Furthermore, since p is unramified, this map will be injective, so Aut(K) ⊂ Gal(F q /F p ), implying that Aut(K) has to be cyclic and #Aut(K)|n.
Let A = #Aut(K) and d = n/A and denote by ψ ∈ Aut(K) the unique automorphism such that ψ(x) ≡ x p d mod p for all x ∈ O K . Then Aut(K) = ψ and define ψ k = ψ k for k = 0, . . . , A − 1. Write F = F e ∪ F u where F u contains all unramified degree one prime ideals and F e the others. Note that F e is tiny, since these prime ideals have to divide the discriminant of f . Since ψ k (p) is a prime ideal of the same degree and ramification index as p, we can partition
where most of the e i and e i,k will be zero. Let δ i be a generator of the principal ideal p
for some unit u and with [·] denoting the index set of a set. Note that we no longer have the equality λ j (u ) = hλ j (a − bθ), since λ j (ψ k (δ i )) will not be zero. However, we can explicitly compute
The equivalent of Equation (5) then becomes
Note that the number of unknowns in the right hand side of the above equation now only amounts to #F u,0 + #F e + r, which is roughly #Aut(K) times smaller than in the previous section. However, this approach is only feasible when we are able to compute the class number h. Furthermore, for each ideal p i ∈ F u,0 we now have to explicitly compute a δ i that generates p h i . and all the Schirokauer maps λ j (ψ k (δ i )) for j = 1, . . . , r, k = 0, . . . , A − 1 and all i. Clearly none of these issues arise when K has class number one and computable unit group.
In this section we summarise the heuristic complexity of the different variations described in Sections 2 and 3. The details of this complexity analysis are given in Appendix A. Note that the basic algorithm is a special case of the algorithm given in Section 3.1, so we do not treat it separately.
The precise complexity depends on the ratio of p compared to p n and we have the following cases:
-p can be written as L q (l p , c) with 1/3 < l p < 2/3, then the algorithm given in 3.1 has complexity L q (1/3, (128/9) 1/3 ) .
-p can be written as L q (2/3, c) for a constant c, then the algorithm given in 3.1 has complexity L q (1/3, 2c ) with c = 4 3 3t 4(t + 1)
where we sieve over (t + 1)-tuples where the degree t is taken as the natural number closest to the real root of 3c 3 t(t + 1) 2 − 32 = 0. -p can be written as L q (2/3, c) for a constant c, then the algorithm given in 3.2 has complexity
-p can be written as L q (l p , c) with l p > 2/3, then the algorithm given in 3.2 has complexity L q (1/3, (64/9) 1/3 ) .
In Figure 1 we have plotted the constant c which determines the complexity L q (1/3, 2c ) as a function of the constant c. The plot also shows for which c to switch from algorithm 3.1 to algorithm 3.2.
Numerical Experiments
We modified Joux and Lercier's discrete logarithm C-implementation in order to handle a 120-digit realistic experiment. More precisely, we consider a finite field of the form F p 3 with p = 10 39 π + 2622 = 3141592653589793238462643383279502886819 , the smallest 40-digit integer than 10 39 π such that (p − 1)/2 is prime. Its multiplicative group has p 3 − 1 elements, which factors as where l = 1227853277188311599267416539617839. The hardest part is of course to compute discrete logarithms modulo the 110-bit factor l since smaller factors can be easily handled with the Pollard-rho algorithm and discrete logarithms modulo p − 1 are the same as discrete logarithms of norms in F p . To solve this problem, let Q[θ 1 ] and Q[θ 2 ] be the two number fields defined respectively by
where we have
. With these settings, Q[θ 1 ] is a cubic cyclic number field, the Galois group of which is given by Aut( We construct smoothness bases with 1 000 000 prime ideals as follows,
-in the Q[θ 1 ] side, we include 899 999 prime ideals, but only 300 000 are meaningful due to the Galois action, -in the Q[θ 2 ] side, we include 700 000 prime ideals.
The lattice sieving considers only algebraic integers a + bθ 2 which are already divisible by a prime ideal in Q[θ 2 ], such that norms to be smoothed in Q[θ 2 ] are 150 bit integers (once removed the known prime ideal) and norms in Q[θ 1 ] are 110 bit integers (an important tip to improve the running time with such polynomials is to unbalance the size of a versus the size of b). The sieving took 12 days on a 1.15 GHz 16-processors HP AlphaServer GS1280.
We then had to compute the kernel of a 1 163 482 × 793 188 matrix, the coefficients of which are mostly equal modulo to ±1, ±p or ±p 2 . We thus first modified the Joux-Lercier structured gaussian elimination step to reduce such a system to 450 246 equations in 445 097 unknowns with 44 544 016 non null entries. Time needed for this on one processor was only a few minutes. Then, the critical phase was the final computation via Lanczos's algorithm. Our parallelised version of this algorithm (modified for such matrices too) took one additional week. At the end, since Q[θ 1 ] is principal, we may check that we have discrete logarithms of generators of ideals in the smoothness bases, for instance,
where G = g In the final step, we took as a challenge γ = 2 i=0 ( π × p i+1 mod p)t i . We first easily computed its discrete logarithm in basis g modulo (p 3 − 1)/l,
3889538915890151897584592293694118467753499109961221460457697271386147286910282477328.
To obtain a complete result, we expressed
, where numerator and denominator are both smooth once considered as algebraic integers in Q[θ 1 ]. Using a three level tree with 80 special-q ideals, we recovered the discrete logarithm modulo l, namely 110781190155780903592153105706975. Each special-q sieving took 10 minutes or a total of 14 hours.
Conclusion
In this paper, we have presented a new variation of the number field sieve algorithm to compute discrete logarithms in F * p n . For p > L p n (1/3), our variation yields a complexity of L p n (1/3). For smaller values of p, the function field sieve algorithm described in [13] also gives L p n (1/3) complexity. As a consequence, we have L p n (1/3) heuristic algorithms to compute discrete logarithms in all finite fields F p n . This should be compared to the previous L p n (1/2) algorithms given in [1, 2] . Another major advantage is that this algorithm has a fast postprocessing phase for individual logarithms, once the main algorithm terminates. This is extremely useful for applications which require the computation of many logarithms in the same field. To give an example, this was required by the identity based cryptosystem of Maurer and Yacobi [16] . 3t(t + 1) We recover the basic complexity L q (1/3, (64/9) 1/3 ) when t = 1 and find the expected limit L q (1/3, (128/9) 1/3 ) when t tends to infinity. We show how the complexity constant varies with c in Figure 1 .
A.3 Algorithm for Larger p
For larger p, as for smaller p, two cases arise. Either p is written L q (2/3, c) or it is of the form L q (l p , c) with l p > 2/3. In the first case, the overall complexity is L q (1/3) with a constant which depends on c, in the second case, the complexity is L q (1/3, (64/9) 1/3 ). The parameters in this case are the smoothness bound B and the degree D. The degree of f 1 is n, the bound on the coefficients when sieving is S = B and the size of the coefficients of both f 1 and f 2 , according to the construction of polynomials described above is R = p n/(D+1) = q 1/(D+1) . Choose:
and write B = L q (1/3, c ). Bound the norms on the f 1 side by RS n+o(1) and the norms on the f 2 side by RS D+1+o (1) . Thus the product of the norms is bounded by B n+D+1+o(1) q 2/(D+1) . When l p > 2/3, n is negligible compared to D and the product of the norms can be rewritten as When c tends to infinity, we recover the (64/9) 1/3 constant in the complexity.
