Abstract-We point out a potential weakness in the application of the celebrated Minimum Description Length (MDL) principle for model selection. Specifically, it is shown that (although the index of the model class which actually minimizes a two-part code has many desirable properties) a model which has a shorter twopart code-length than another is not necessarily better (unless of course it achieves the global minimum). This is illustrated by an application to infer a grammar (DFA) from positive examples. We also analyze computability issues, and robustness under recoding of the data. Generally, the classical approach is inadequate to express the goodness-of-fit of individual models for individual data sets. In practice however, this is precisely what we are interested in: both to express the goodness of a procedure and where and how it can fail. To achieve this practical goal, we paradoxically have to use the, supposedly impractical, vehicle of Kolmogorov complexity.
I. INTRODUCTION
In learning algorithms using the two-part minimal description length principle (MDL), based on the original work of J. Rissanen, we observe that although it may be true that the maximal compression yields the best solution, it may still not be true that every incremental compression brings us closer to the solution. Moreover, in the case of most MDL problems there is a complicating issue in the fact that the maximal compression cannot be computed. In many practical applications of MDL, it is too hard to find the global minimizer over all model classes, the problem being NP-hard or even non-computable. To obtain the shortest code, the natural way is to approximate it by a process of finding ever shorter candidate two-part codes. Since we start with a finite two-part code, and with every new candidate two-part code we decrease the code length, eventually we must achieve the shortest two-part code. Unfortunately, there are two problems: (i) the computation to find the next shorter two-part code may be very long, and we may not know how long; and (ii) we may not know when we have reached the shortest two-part code: with each candidate two-part code there is the possibility that further computation may yield a still shorter one. But because of item (i) we cannot a priori bound the length of that computation.
A. A Common Misconception
Therefore, in practice, we look for ever shorter two-part codes, and if our available time runs out we make do with the last candidate we found. The underlying assumption is that a shorter two-part code for the data yields a better model than a longer two-part code. It is the purpose of this paper to debunk this myth: While a sequence of ever shorter two-part codes [3] . If 
III. POWER AND PITFALLS
The previous analysis of MDL allows us to justify its application and to identify problems in its application that may not be apparent at first glance.
A [3] , we can overcome this problem: Initially, we are given data sample D.
We minimize the randomness deficiency by minimizing the MDL code length, justified by 3D ((a)= AD (a) -K(D d) (5) as in [3] , and thus maximizing the fitness of the model for this data sample. To this end, run all programs dovetailed fashion. If a program, say p, halts, then check its output to see whether it is a subset, say M, of {0, l} in agreed-upon standard notation. If so, then check whether that subset contains all elements in the data sample D. At every computation step t consider all pairs (p, M) such that program p has printed the set M containing D by time t. Let (pt, Lt) stand for the pair (p, M) such that IpI +log ('d) is minimal among all these pairs (p, M). The best hypothesis Lt changes from time to time due to the appearance of a better hypothesis. Since no hypothesis is selected as the best one twice, from some moment onwards the explanation (Pt, Lt) which is best does not change anymore.
IV. DOES SHORTER MDL CODE MEAN BETTER MODEL?
Thus, if we continue to approximate the MDL code then we will eventually reach the optimal code which is approximately the best explanation at the given model complexity. During this process we have some guarantee of goodness (details omitted). That is the good news. The bad news is, that we do not know when we have reached this optimal solution, and the noncomputability of computing AD to a given precision assures us that there simply does not exist a convergence criterion we could use to terminate the approximation somewhere close to the optimum. Thus, in practice we must terminate the search prematurely. A natural assumption is that the longer we approximate the optimal MDL code the better the resulting model explains the data. Thus, many practitioners simply assume that if one approximates the MDL code, than every next shorter MDL code also yields a better model. Alas, this is not true. To give an example that shows where things go wrong it is easiest to first give the conditions under which premature search termination is all right, slightly correcting an idea first given in [3] .
Assume that in the indirect MDL algorithm, as described in Section III-C, we change the currently best explanation 
we need to prove that K(M2 M1, D) < c log log (2 ) +0(1).
Note that (P1, M1), (P2, M2) are consecutive explanations in the algorithm and every explanation may appear only once. Hence to identify M1 we only need to know P2, M2, a and D. Since P2 may be found from M2 and length IP2 as the first program computing M2 of length IP2 , obtained by running all programs of length at most a dovetailed style, we have K(M2 M1,D) < 2log P2 + 2log a + 0(1) < 4 log log (d2n) + 0(1). Hence we can choose c = 4. The field of grammar induction studies a whole class of algorithms that aims at constructing a grammar by means of incremental compression of the data set represented as a digraph representation of a DFA accepting the data set. This digraph can be seen as a model for the data set. Every word in the data set is represented as a path in the digraph with the symbols either on the edges or on the nodes. The learning process takes the form of a guided incremental compression of the data set by means of merging or clustering of the nodes in the graph. None of these algorithms explicitly makes an estimate of the data-to-model code. Instead they use heuristics to guide the model reduction. After a certain time a proposal for a grammar can be constructed from the current state of the compressed graph. Examples of such algorithms are SP [8] , [7] , EMILE [4] , ADIOS [6] , and a number of DFA induction algorithms, specifically evidence driven state merging (EDSM), [5] . To analyse the MDL estimation for DFAs, given a data sample, we first fix details of the code. For the model code, the coding of the DFA, we encode as follows. Let A = (Q,S,t,qo,F) with q =Q, s = ISI.
Then there q possibilities for F, by renaming of the states we can always take care that F C Q are the last f states of Q.
There are qSq different possibilities for t, and q possibilities for qo. Altogether, for every choice of q, s there are < qqs+2 distinct DFAs, some of which may accept the same languages. We encode a DFA A with q states and s symbols in self- (2q + 4) log q + 2 log n + 0(1), since s = 2. Without loss of generality we can assume that the MDL algorithm involved works by splitting or merging nodes of the digraphs of the produced sequence of candidate DFA's. But the argument works for every MDL algorithm, whatever technique it uses.
Initialize: Assume that we start our MDL 
