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Cell growth, division and death are defining features of biological tissues that contribute to mor-
phogenesis. In hydrodynamic descriptions of cohesive tissues, their occurrence implies a non-zero
rate of variation of cell density. We show how linear nonequilibrium thermodynamics allows to
express this rate as a combination of relevant thermodynamic forces: chemical potential, velocity
divergence, and activity. We illustrate the resulting effects of the non-conservation of cell density
on simple examples inspired by recent experiments on cell monolayers, considering first the velocity
of a spreading front, and second an instability leading to mechanical waves.
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I. INTRODUCTION
Biological tissues are assemblies of cells in mutual in-
teraction [1]. When cell-cell adhesion is strong and sta-
ble, cohesive tissues form continuous materials. Smooth
mechanical fields can then be read from experimental
data, among which the velocity [2, 3] and the stress
field [4, 5]. Upon suitable coarse-graining over domains
comprising several cells [6], space-time maps of specific
mesoscopic quantifiers can also be estimated in tissues,
seen either as a cellular material (maps of cell area and
anisotropy) or as a biomaterial (maps of cell division,
death, and planar cell polarity).
Tissues differ from inert materials by the occurrence
of cell division and death [1] and by the spontaneous
generation of internal forces due to the activity of molec-
ular motors and to nucleotide-dependent polymerization
of cytoskeletal filaments [7]. Since they contribute to
morphogenesis [8–11], cell growth, cell division and cell
death must be included in hydrodynamic descriptions of
tissues, in particular when the time scale considered is
larger than a typical cell cycle.
Although the reaction of hydrolysis of adenosine
triphosphate (ATP) is far from equilibrium (∆µ ≃
25 kBT in usual conditions), linear non-equilibrium ther-
modynamics [12] has been shown to describe cytoskele-
tal mechanics with considerable success [13, 14]. In the
same spirit, we apply linear non-equilibrium thermody-
namics to a continuous material subject to cell growth,
division and death, for which cell number density is not
conserved (Sec. II). For illustrative purposes, we consider
a viscoelastic cell monolayer in one spatial dimension [15–
19]. In Sec. III, we first investigate how cross-coefficients
may modify the velocity of a moving free boundary dur-
ing tissue expansion, before discussing in Sec. IV an ex-
ample involving a polar order parameter, and examining
the impact of cell division on the emergence of mechani-
cal waves. Concerning terminology, cell “growth” refers to
volumetric increase (or decrease) at fixed total cell num-
ber, and cell “death” includes non-lethal cell delamination
from planar tissues. We do not consider the possible ef-
fects of cell division and death on tissue rheology, which
may become relevant on time scales much larger than a
typical cell cycle [20].
II. LINEAR NONEQUILIBRIUM
THERMODYNAMICS
For simplicity, we consider a finite one-dimensional sys-
tem of fixed size L, with spatial coordinate x ∈ [0 L]
and time t. The cell number density field ρ(x, t) obeys a
balance equation with a source term due to cell growth,
division and death, proportional to ρ:
∂tρ+ ∂x (vρ) = κ ρ . (1)
This equation defines the rate of variation of the cell den-
sity κ, which we shall determine within the framework of
linear nonequilibrium thermodynamics. We denote the
tissue velocity and stress fields v(x, t) and σ(x, t), respec-
tively. In the presence of an external force field fext, the
conservation of linear momentum reduces to the force
balance equation:
∂xσ = −fext , (2)
since inertia is negligible at the length and velocity scales
characteristic of tissue mechanics. We consider isother-
mal transformations at a constant, uniform temperature
T . Given f(ρ) the free energy density per unit length,
we deduce the chemical potential µ =
(
∂f
∂ρ
)
T
, and the
pressure field π = −f + µρ.
2Eqs. (1-2) are supplemented by balance equations for
the energy density u and entropy density s:
du
dt
= −u∂xv − ∂xju + fextv , (3)
ds
dt
= −s∂xv − ∂xjs +Σ , (4)
including density, energy and entropy currents jρ, ju and
js and the entropy production rate Σ. In 1D the total
derivative is ddt =
∂
∂t + v
∂
∂x . From the thermodynamic
equality du = Tds + µdρ, and identifying the pressure
π = −u+ µρ+ Ts, we obtain
T Σ =
du
dt
− µdρ
dt
+ Ts∂xv + T∂xj
s , (5)
= ∂xJ − µκρ+ ∂xv (σ + π)− jρ ∂xµ , (6)
using (1-4) and integrations by parts. The current J =
−ju + T js + µjρ − vσ contributes through a boundary
term, and may thus be ignored in bulk. Among possi-
ble fluxes and forces, only jρ and ∂xµ change sign under
the transformation x→ −x. At linear order, this forbids
possible cross-couplings between jρ, ∂xµ and other forces
and fluxes. The diagonal term leads to Fickian diffusion
[13], jρ = −D∂xρ, irrelevant in the case of cohesive tis-
sues. We therefore neglect the flux-force pair (jρ,−∂xµ)
from now on.
The hydrolysis of ATP is schematically represented as
ATP → ADP +Pi. It proceeds at rate r, for a variation
of chemical potential ∆µ = µATP−µADP−µPi , assumed
to be constant. Taking into account ATP hydrolysis, we
obtain the dissipation rate as the sum of thermodynamic
flux-force products:
TΣ = κ (−ρµ) + (σ + π) ∂xv + r∆µ . (7)
Despite its relevance for models of a dynamic, polymer-
izing and depolymerizing cytoskeleton, the term κ (−ρµ)
has not been studied explicitly in models of active mat-
ter [13, 21]. Since (−ρµ) can be computed from the free
energy density, we treat it as a thermodynamic force and
define the following flux-force pairs:
Flux ↔ Force
κ ↔ −ρµ
(σ + π) ↔ ∂xv
r ↔ ∆µ
As discussed in Appendix A, choice of fluxes and forces
has some arbitrariness in linear non-equilibrium thermo-
dynamics, but this does not lead to essential differences
in the resulting hydrodynamic equations.
To linear order, the constitutive equations read
κ = l11 (−ρµ) + l12 ∂xv + κa (8)
σ + π = −l12 (−ρµ) + η ∂xv + σa , (9)
where the diagonal coefficients l11 and l22 are non-
negative, and Onsager relations have been applied. Since
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Figure 1. Schematic representation of the effect of the
dimensionless cross-coefficient l12 that couples cell growth,
cell division and cell death to the velocity divergence (l12 > 0).
r is not easily measurable, we ignore the analogous equa-
tion relating r to the same forces. We recognize η = l22
as the tissue viscosity, and σa = l23∆µ as the active
stress [13]. The subscript a indicates that a parameter
is active. We define an active rate κa = l13∆µ, which
may be understood as a “swelling” rate [22], negative (re-
spectively positive) when cell volume increases (respec-
tively decreases). In the presence of cell growth, we define
the homeostatic density ρh as the density at which cell
growth, division and death balance each other in the ab-
sence of flow, i.e. κ(ρh) = 0 with v = ∂xv = 0. Just as
the active stress shifts the reference density at which the
stress vanishes in the absence of viscous dissipation, the
active rate shifts the homeostatic density (see Eqs. (13-
14) for an example). Another approach [22] posits κ as
the sum of three rates, of cell growth, cell division, and
cell death respectively. Since each process may be regu-
lated by cell density and/or velocity divergence, and re-
quires ATP hydrolysis for its completion, we expect the
three rates to be functions of ρ, ∂xv and ∆µ. Only their
sum κ can be specified unambiguously by thermodynam-
ics, Eq. (8).
The division rate has been observed experimentally to
decrease with ρ [23–25]. When divisions dominate κ,
the positivity of l11 implies that the chemical potential
is negative and increases monotonically with ρ (see ex-
amples below). For large values of the density (“over-
crowding”), the chemical potential may become positive,
whereby κ becomes negative, indicating that cell delam-
inations dominate [26, 27]. Through −ρµ(ρ), κ depends
implicitly on the pressure π(ρ), as proposed and inves-
tigated in the non-linear regime in [28]. We expect κ
to be a decreasing function of pressure, as found exper-
imentally to be caused either by an enhanced apoptotic
rate [29] or by a reduced division rate [30], or by both
[31]. The rate of cell division also correlates with tissue
contractility, while inhibitors of contractility alter spatial
patterns of proliferation [32].
Next, we explain the significance of the newly intro-
duced dimensionless cross-coefficient l12. Firstly, it cou-
ples the divergence of the tissue velocity to κ as illus-
trated in Fig. 1. Observations of a positive correlation
3between a negative velocity divergence (“tissue conver-
gence”) and cell delaminations (negative κ) [33] suggest
that l12 ≥ 0. Neglecting the influence of growth, di-
visions, and cell density variation, we roughly estimate
l12 ≈ 101 from the measurements of the cell delamination
rate and tissue convergence in the fruitfly pupal midline
[33]. Secondly, substituting the expression of −ρµ ob-
tained from (8) into (9) allows to rewrite the stress field
as:
σ = −π − l12
l11
κ+
(
η +
l212
l11
)
∂xv + σa +
l12
l11
κa , (10)
implying that, through the cross-coefficient l12, cell
growth, division and death may modify the tissue me-
chanical behaviour, by changing its pressure, its viscosity
and its active stress. In particular, we predict that l12
increases the effective viscosity ηeff = η +
l2
12
l11
in general,
and the effective pressure πeff = π +
l12
l11
κ when κ ≥ 0. A
similar (shear) stress contribution due to cell divisions in
2D has been introduced phenomenologically to explain
anisotropic growth in the fruitfly wing disk [34].
III. FIRST EXAMPLE: FRONT VELOCITY OF
AN EXPANDING CELL MONOLAYER
To illustrate the thermodynamic approach by a first
concrete, yet simple example, let us consider the spread-
ing of a cell monolayer in a quasi one-dimensional ge-
ometry, either within a channel [15], or along a linear
fiber [16], and denote L(t) its spatial extension at time
t. Since it involves a free, moving boundary, this cal-
culation is relevant to wound healing assays performed
over long enough durations [35]. The monolayer is com-
pressible since the cell density decreases monotonically
along x, and goes to zero at the free boundary, x = L(t).
Following [36], we introduce the free energy density,
f (ρ) = E
(
log
(
ρe
ρ
)
+
ρ
ρd
− 1
)
(11)
associated with two distinct reference cell densities ρe
and ρd. We deduce the chemical potential µ(ρ) =
E
ρ
(
ρ
ρd
− 1
)
, the pressure field π(ρ) = E log
(
ρ
ρe
)
, and
interpret in 1D the coefficient E as an elastic modulus
and ρe as a reference elastic density. The product l11E
has the dimension of inverse time. Since E ≈ 103Pa [37]
and τ0h ≈ 104 s [24] we expect an order of magnitude for
l11 ≈ 10−7Pa−1s−1.
The external force fext = −ξv is dissipative, with a
positive friction coefficient ξ. An additional ingredient
is the active boundary stress σp = σ (x = L(t), t), gen-
erated by the lamellipodial activity of leading cells, and
assumed to be constant for simplicity. In the absence of
cross-couplings (l12 = κa = σa = 0), the “bare” homeo-
static stress σ0h = −E log
(
ρd
ρe
)
is observed in bulk, where
the tissue is under tension when ρd < ρe. Altogether, the
free front may be pushed or pulled depending on the sign
of the dimensionless control parameter
α0 =
σp − σ0h
E
=
σp
E
+ log
(
ρd
ρe
)
, (12)
leading to front motion at constant velocity V [36].
From (8-9-11), the constitutive equations read:
κ = l11E
(
1− ρ
ρd
)
+ l12 ∂xv + κa (13)
σ = −E log
(
ρ
ρe
)
+ l12E
(
ρ
ρd
− 1
)
+ η∂xv + σa(14)
The product l11E has the dimension of inverse time. We
define the dimensionless active rate κ˜a = κa/l11E. A
non-zero active rate κa shifts the homeostatic density ρh
from its “bare” value ρ0h = ρd to ρh = ρd (1 + κ˜a), and
the associated characteristic time τh from τ
0
h = (l11E)
−1
to τh = (l11E)
−1
(1 + κ˜a)
−1
. In the general case, the
control parameter reads (see below)
α =
σp − σa
E
+ log
(
ρd
ρe
(1 + κ˜a)
)
− κ˜al12 . (15)
Although a detailed study of the influence of the pa-
rameters l12 and κa on front propagation at arbitrary
driving is beyond the scope of this work, we extend a
perturbative calculation of the front velocity V done in
[36] for l12 = κa = 0. For convenience, we introduce
the following dimensionless quantities: ρˆ = ρρh , tˆ =
t
τh
xˆ = x
√
ξ
Eτh
and σˆ = (σ − σp)/E. The continuity and
force balance equation now read
∂tρˆ+ ∂xˆ (vˆρˆ) = ρˆ (1− ρˆ) + l12 ∂xˆvˆ (16)
∂xˆσˆ = vˆ (17)
with σˆ = − log(ρˆ)+ l˜12 (ρˆ− 1)+ η˜ ∂xˆvˆ−α, and the defini-
tions η˜ = ηEτh , l˜12 = l12
ρh
ρd
, and where α is given by (15).
Hereafter we shall omit the hats on dimensionless quan-
tities (but not the tildes on dimensionless parameters).
The boundary conditions for the scaled stress field are
given by σ (x = L (t) , t) = 0, ∂xσ (x = L(t), t) = L˙(t),
∂xσ (x = 0, t) = 0.
We shall solve for the front velocity V in steady front
propagation for small |α|. We denote the front position
by z = 0, where z is defined as z = x− V t. The conser-
vation equations are
−V ρ′ + (ρσ′)′ = ρ (1− ρ) + l12 σ′′
η˜ σ′′ − σ = log ρ+ l˜12 (1− ρ) + α ,
where a ′ denotes the derivative with respect to z, and the
boundary conditions become σ (z = 0) = 0, σ′ (z = 0) =
V , limz→−∞ σ
′ (z) = 0.
We expand all variables and fields around the steady
state obtained when α = 0: α = 0 + ǫα1, V = 0 + ǫV1,
4σ(z) = 0 + ǫσ1(z), ρ(z) = 1 + ǫρ1(z). At order ǫ
1, we
find:
σ′′1 = −ρ1 + l12 σ′′1
η˜σ′′1 − σ1 = ρ1(1− l˜12) + α1
and deduce the following differential equation for σ1:(
η˜ + (1− l12)(1 − l˜12)
)
σ′′1 − σ1 = α1 . (18)
As shown below, the quantity η˜+ (1− l12)(1− l˜12) must
be positive for linear stability of the uniform bulk state
ρ = ρh, V = 0. A perturbation of small amplitude with
wave number q reads
(ρ(x, t), σ(x, t)) = (1, 0) + (δρ, δσ) est−iqx
with a growth rate s. Using Eqs. (16-17), we find at
linear order,
sδρ− q2δσ = −δρ− q2l12 δσ ,
−q2η˜ δσ − δσ = (1 − l˜12)δρ ,
and determine the growth rate as
s(q) = − η˜ + (1 − l12)(1− l˜12) + 1/q
2
η˜ + 1/q2
.
Linear stability (s(q) < 0, ∀q) indeed requires the posi-
tivity of η˜ + (1− l12)(1 − l˜12).
Solving (18), we obtain the expression of the stress
profile
σ1(z) = α1
(
ez/
√
η˜+(1−l12)(1−l˜12) − 1
)
, (19)
from which we deduce the velocity and cell density pro-
files:
v1(z) =
α1√
η˜ + (1 − l12)(1− l˜12)
ez/
√
η˜+(1−l12)(1−l˜12) (20)
ρ1(z) =
α1 (l12 − 1)
η˜ + (1 − l12)(1− l˜12)
ez/
√
η˜+(1−l12)(1−l˜12) . (21)
The front velocity is calculated from the boundary con-
dition V1 = v1 (z = 0). We find that in the limit of small
driving |α| ≪ 1 and when l12 6= 0, κa 6= 0, the dimen-
sionless front velocity reads
V = V√
E
ξ τ0
h
= α
√
1 + κ˜a
η˜ + (1− l12) (1− l12 (1 + κ˜a)) , (22)
as a function of α, l12, κ˜a, and η˜ =
η
Eτh
the dimensionless
viscosity. Since a finite homeostatic density requires 1 +
κ˜a > 0 (Eq. (13)), the argument of the square root in
(22) is positive.
When κa = 0, the driving α does not depend on l12,
which can adopt arbitrary large values while |α| ≪ 1.
Figure 2. Dimensionless front velocity V = V/
√
E
ξ τ0
h
as a
function of κ˜a at fixed κ˜al12 = −0.2,−0.1, 0.1, 0.2, assuming
l12 ≥ 0, with α0 = 0.2 and η˜ = 10−2. The solid line indicates
the reference velocity V0 = 0.2 when l12 = κa = 0. Using
E ≈ 103 Pa [37], ξ ≈ 1016 Pam−2 s [38] and τ 0h ≈ 104 s [24],
the velocity scale is
√
E
ξ τ0
h
≈ 10µmh−1 [36]. See also Fig. 7
for the case l12 < 0.
Since η˜ ≈ 10−2 [36], the front velocity is reduced by a
factor close to |l12| when |l12| ≫ 1 and κa = 0. When
κa 6= 0, the driving α may remain small provided that
κal12 is also small. Fig. 2 shows how V depends on the
active rate κa at fixed, small κal12, when l12 ≥ 0 and α0 =
0.2 (reference velocity V0 ≃ α0 = 0.2 when l12 = κa = 0).
A large enough, positive κa increases V above V0, with
a maximal value Vmax ≫ V0 reached close to l12 = 1.
A large, positive maximal velocity is also obtained for
negative κa close to l12 = 1. Remarkably, a negative
κa may change the sign of the velocity as α becomes
negative. We conclude that the sign and numerical value
of the front velocity are sensitive to the cross-coefficients
l12 and κa, while l11 determines the velocity scale.
The above expression of the front velocity (22), to-
gether with the profiles of stress, velocity and cell den-
sity, Eqs. (19-21) can be tested experimentally. Compar-
ison with spreading assays where either cell division, cell
apoptosis, and/or contractility are inhibited may lead to
quantitative estimates of l12 and κ˜a.
IV. SECOND EXAMPLE: MECHANICAL
WAVES IN A POLAR TISSUE
As a second example, we ask how pattern formation
in a polar tissue is modified by cell growth, division and
death, or more precisely how the location of bifurcation
thresholds leading to wave patterns depends on l11 and
l12. Active gel models are prone to instabilities driven by
their active coefficients [13, 14]. Experimentally, prop-
agating mechanical waves have been observed close to
the moving boundary of expanding epithelial monolay-
ers [17, 18], as well as in the bulk of confined systems
[19], over time scales similar to or larger than the typical
cell cycle. Whereas other models of an instability leading
5to mechanical waves consider an incompressible material
[39–41], we note that epithelial cell monolayers are com-
pressible in 1D or 2D, with large fluctuations of cell sizes
[17, 42, 43]. This observation justifies Eq. (1).
In motile cells, cell polarity arises from the distinct
morphology of front and rear, from the inhomogeneous
profiles of signaling molecules such as Rho and Rac, or
from the respective positions of the cell centrosome and
nucleus [44]. Coarse-graining cell polarity at the tissue
scale, we take into account a smooth polarity field p(x, t)
to describe the collective motion of a cohesive cell as-
sembly. The constitutive equations of a polar material
involve an additional flux-force pair p˙↔ h [13], where h
is the field conjugate to p and p˙ = ∂t+v∂xp, see Eq. (B1).
Given the polar invariance of the tissue under p → −p,
x→ −x, Eqs. (8-9) generalize to
κ = l11 (−ρµ) + l12 ∂xv + κa + γa∂xp (23)
σ + π = −l12 (−ρµ) + η ∂xv + σa + βa∂xp (24)
p˙ = Γph (25)
where Γp ≥ 0. The active parameters βa and γa couple
thermodynamic fluxes to the polarity divergence.
To study quantitatively the mechanical waves observed
in expanding tissues [17, 18], one would need to combine
both examples, e.g. associating the stress boundary con-
dition at x = L(t) to this analysis. Here, we focus on the
question of how the emergence of waves is influenced by
cell growth, division and death in bulk, and consider a
system of fixed length L with periodic boundary condi-
tions, as may be realised in an annular geometry [5]. A
minimal expression for the free energy density reads
f = ψρ (ρ) + ψp (p) + wρ∂xp+
ν4
2
(
∂2xp
)2
(26)
including a quadratic function of the density
ψρ (ρ) =
1
2K
(
ρ− ρe
ρe
)2
(27)
that sets the reference elastic density ρe, with a com-
pressibility coefficient K; and a polarity-dependent term
ψp (p) = −a2
2
p2 +
a4
4
p4 (28)
with a2, a4 ≥ 0, that sets the reference polarity p0 =√
a2/a4. As allowed by symmetry, the term wρ∂xp in
(26) couples cell density and polarity divergence with
a coefficient w of unspecified sign [45]. The last term
in (26) suppresses the instability at large wave numbers
(ν4 ≥ 0) [12]. Following [18, 39–41], we include an active
motility term in the external force fext = −ξv+ fap with
a positive coefficient fa.
In the homogeneous state p(x, t) = p0, v(x, t) = v0 =
fap0/ξ, the density ρ0 is determined by solving κ(ρ0) = 0
or ρ0 µ(ρ0) = κa/l11. For simplicity, we set κa = 0, so
that ρ0 = ρe, and consider small perturbations around
Figure 3. Stability diagram in the plane (βa, γa) of active
control parameters for (a) l11 = l12 = 0; (b) l11 = 0, l12 = 2;
(c) l11 = 2, l12 = 0; (d) l11 = l12 = 2. Orange (respectively
blue) corresponds to a stable (respectively unstable) uniform
state. Parameter values are: κa = 0, η = σa = Γp = w =
ν4 = K = ρe = a2 = ξ = fa = 1 and p0 = 0.5. See also Fig. 8
for the case l12 = −2.
(ρe, p0, v0), see Eq. (C1) in Appendix C. The growth
rate of the instability is determined numerically from
Eqs. (C2-C4). We find that the primary instability is
a Hopf bifurcation, leading to traveling waves.
With respect to the active control parameters βa and
γa, bifurcation thresholds are sensitive to the coeffi-
cients l11 and l12 (see Fig. 3). In particular, we find
that the instability is suppressed due to l11. In the
vanishing wavenumber limit, density perturbations obey(
s+ l11K
)
δρ = 0 (see Eq. (C2)), and decouple from pres-
sure and velocity perturbations. One solution for the
growth rate is s = − l11K < 0, suggesting that the source
term in (1) stabilizes the uniform state through the co-
efficient l11. Experimentally, pharmacological inhibition
of cell division enhances waves in expanding monolayers
[18], in accord with our model. Since division and death
are treated through the same field κ, this further suggests
that inhibiting cell death would also enhance waves.
When l11 = l12 = 0, Fig. 3a gives the bifurcation line in
the (βa, γa) plane. Setting l11 = 0, l12 = 2 (Fig. 3b), the
instability now occurs above a threshold value of βa at
fixed γa, instead of below a threshold when l11 = l12 = 0
(compare also Figs. 3c and 3d). An analytical calculation
performed in the simpler case η = l11 = fa = γa =
0 (Appendix C 2) predicts that the bifurcation diagram
depends on the sign of w(1 − l12), and thus on whether
l12 > 1 or l12 < 1 (see Eq. (C5)). In the general case, we
observed numerically that smaller (respectively larger)
βa is favorable for the instability when w(1 − l12) > 0
(respectively w(1 − l12) < 0).
6Figure 4. Stability diagrams in the plane (l11, l12): (a)
βa = γa = −5; (b) βa = 10, γa = 5. The color code and
other parameter values are as in Fig. 3. See also Fig. 9 for
the case l12 < 0. Parameters in (c,d) are the same as in (a),
with additional terms (c) αa = 0, ν2 = 1; (d) αa = 1, ν2 = 0.
Figure 5. Numerical simulation Density and velocity
fields obtained by numerical resolution of Eqs. (1-2, 23-25).
Initial parameters (l11, l12) = (1, 3) are switched to (l11, l12) =
(1, 1) when t = 10 to induce an instability of the uniform
state to a traveling wave. Other parameters are the same as
in Fig. 4a.
At fixed values of the active parameters βa and γa,
Fig. 4a indicates that l12 also suppresses the instabil-
ity. However, this is not general: reentrant behaviour
as a function of l12 is possible for other parameter val-
ues, see Fig. 4b. We briefly examined the cases including
additional terms allowed by symmetry, such as an active
Figure 6. Stability diagrams in the (βa, ρe) plane, with
(a) l11 = 0, l12 = 0, γa = 0; (b) l11 = 2, l12 = 2, γa = 0, and
in the (γa, ρe) plane, with (c) l11 = 0, l12 = 0, βa = 0; (d)
l11 = 2, l12 = 2, βa = 0. The color code and other parameter
values are as in Fig. 3.
transport term αap∂xp in Eq. (25) or a lower-order gradi-
ent term ν22 (∂xp)
2
in Eq. (26) (see Fig. 4cd). We present
in Figs. 4cd the stability diagrams in the (l11, l12) plane
when either ν2 or αa is non-zero. As expected, the behav-
ior is qualitatively the same as in Fig. 4a. Note however
that ν2 suppresses somewhat the instability (Fig. 4c).
The validity of linear stability analysis was confirmed
by numerical simulations. As an example, we present in
Fig. 5 a numerical resolution of Eqs. (1-2, 23-25), sup-
plemented with Eqs. (26-28), where we added to ψρ the
fourth-order term 14K4
(
ρ−ρe
ρe
)4
withK4 = 1/400 in order
to saturate the instability. Starting the simulation with
parameters for which the uniform state is linearly stable,
we induce the formation of a traveling wave by chang-
ing the value of l12, in agreement with linear stability
analysis, see Fig. 4a.
Finally, we examined the cell density dependence of
the stability threshold. We give the stability diagrams in
Fig. 6. They indicate that a higher cell density is favor-
able for the instability in our model. In agreement with
the general tendency found in Sec. C 2, the instability
occurs for smaller βa when w(1 − l12) > 0 and for larger
βa when w(1 − l12) < 0.
V. CONCLUSION
To conclude, linear nonequilibrium thermodynamics
specifies the rate of change of the cell density κ as a linear
combination of chemical potential, velocity divergence,
activity, as well as polarity divergence when appropri-
ate. In particular, the new cross-coefficient l12 that cou-
ples κ to the velocity divergence modifies cell monolayer
mechanics, influencing the velocity of advancing fronts
and altering pattern-forming instabilities. The decompo-
sition (8) agrees qualitatively with a large body of exper-
7iments. Our results call for a careful quantitative com-
parison with experimental data, which will necessitate
the simultaneous measurement in space and time and at
tissue scale of several fields: the cell density, the velocity,
the myosin distribution, and if possible the polarity.
In the case of elastic solids, growth has been studied
with a careful treatment of thermodynamics, up to the
regime of large deformations [46]. As an advantage, our
approach is easily generalizable to more complex rheolo-
gies including, e.g., orientational order parameters. An-
other advantage is that all the possible couplings are de-
termined from symmetry without any ambiguity, at least
in the regime of linear nonequilibrium. Extensions to 2
and 3 spatial dimensions are straightforward, where sim-
ilar constitutive equations would apply to the isotropic
parts of the relevant tensor fields, while, for instance, the
couplings between mechanical fields and the orientation
of cell division [9] would pertain to their deviators. Our
approach is applicable in vivo, where epithelial tissues
such as the Drosophila pupal notum and wings are com-
pressible in the plane [6, 47].
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8Appendix A: Choice of fluxes and forces
In linear nonequilibrium thermodynamics, the choice
of force vs. flux is arbitrary, and can be modified at will
thanks to a change of basis by standard linear algebra
(see an example below). The choice made here:
Flux ↔ Force
κ ↔ −ρµ
(σ + π) ↔ ∂xv
r ↔ ∆µ
is one of convenience, in order to express a poorly known
quantity κ as a function of quantities that are either mea-
surable (∂xv) or computable once the free energy is given
(−ρµ). We followed standard practice concerning the
other flux-force pairs, with fluxes defined as σ+ π and r,
see e.g. [13, 14]. Another approach [22] posits κ as the
sum of three rates, of cell growth, cell division, and cell
death respectively. Since each process may be regulated
by cell density and/or velocity divergence, and requires
ATP hydrolysis for its completion, we expect the three
rates to be functions of ρ, ∂xv and ∆µ. Only their sum
κ can be specified unambiguously by thermodynamics,
Eq. (8).
Since the choice of fluxes and forces is arbitrary at
linear order, it is for instance possible to rewrite our con-
stitutive equation (see Eq. (10)) so that the cell density
variation rate is expressed in terms of the stress, pressure
and velocity divergence as
κ− κa = − l11
l12
(σ + π − σa) +
(
l12 + η
l11
l12
)
∂xv. (A1)
including also the active variables κa and σa.
However, such transformations into another set of
forces and fluxes become practically complicated when
the Onsager coefficients depend on the hydrodynamic
variables. Here, the only nonconstant Onsager coeffi-
cients that we include are related to activity/contractility
(see the active terms in Eqs. (23-24)): the choice of ∆µ
as a force is non-trivial, but standard in the context of
active gel models [13, 14].
Finally, it would be possible to choose −µ as a force
instead of −ρµ. Then the corresponding flux becomes
κρ, and the hydrodynamic equations would be slightly
modified. We may then rewrite Eqs. (8-9) as
κρ = l11 (−µ) + l12∂xv + κa (A2)
σ + π = −l12 (−µ) + η ∂xv + σa , (A3)
taking µ as a force. Since Onsager coefficients can have
an arbitrary dependence on the hydrodynamic variable as
far as positivity of the entropy production is guaranteed,
if l11, l12 and κa are functions of the cell density, we may
obtain
κρ = l′11ρ
2 (−µ) + l′12ρ ∂xv + κ′aρ (A4)
σ + π = −l′12ρ (−µ) + η ∂xv + σa . (A5)
A different choice of force-flux pair may thus lead to the
same hydrodynamic equations at the price of introducing
density-dependent Onsager coefficients.
Appendix B: Constitutive equations for a
proliferating, compressible, active, and polar
material
We consider in this section a system of constant size L
with periodic boundary conditions. Since the free energy
of a polar material also depends on the polarity field and
its spatial derivatives, f = f(ρ, p, ∂xp, ∂
2
xp), the calcula-
tion of the pressure and conjugate fields must be adapted.
This is perhaps most easily seen by considering the free
energy functional
F =
ˆ L
0
dx f(ρ, p, ∂xp, ∂
2
xp) ,
and computing its rate of variation:
F˙ =
d
dt
ˆ L
0
dx f =
ˆ L
0
dx∂tf
=
ˆ L
0
dx
(
df
dt
− v∂xf
)
=
ˆ L
0
dx
(
df
dt
+ f∂xv
)
=
ˆ L
0
dx
(
f∂xv +
∂f
∂ρ
dρ
dt
+
∂f
∂p
dp
dt
+
∂f
∂(∂xp)
d
dt
(∂xp) +
∂f
∂(∂2xp)
d
dt
(
∂2xp
))
Since
d
dt
(∂xp) = ∂x
dp
dt
− (∂xp)(∂xv)
d
dt
(
∂2xp
)
= ∂2x
dp
dt
− (∂xp)(∂2xv)− 2(∂2xp)(∂xv) ,
integrations by parts yield
F˙ =
ˆ L
0
dx
{
κρ
∂f
∂ρ
+p˙
(
∂f
∂p
− ∂x
(
∂f
∂ (∂xp)
)
+ ∂2x
(
∂f
∂ (∂2xp)
))
+∂xv
(
f − ρ∂f
∂ρ
− ∂f
∂ (∂xp)
∂xp− ∂f
∂ (∂2xp)
∂2xp
+∂xp ∂x
(
∂f
∂ (∂2xp)
))}
The power of the external force on the monolayer is
Π =
ˆ L
0
dx fextv = −
ˆ L
0
dx v∂xσ =
ˆ L
0
dxσ∂xv .
9Taking into account ATP hydrolysis, the dissipation rate
R reads
R = Π− F˙ +
ˆ L
0
dx r∆µ
=
ˆ L
0
dx (−ρµκ+ (σ + π) ∂xv + hp˙+ r∆µ) .(B1)
with
µ =
∂f
∂ρ
,
π = −f + ρ∂f
∂ρ
+
(
∂f
∂ (∂xp)
)
∂xp− ∂x
(
∂f
∂ (∂2xp)
)
∂xp
+
∂f
∂ (∂2xp)
∂2xp ,
h = −∂f
∂p
+ ∂x
(
∂f
∂ (∂xp)
)
− ∂2x
(
∂f
∂ (∂2xp)
)
.
Using (26) as the free energy density, we find
µ = ψ′ρ(ρ) + w∂xp ,
π = −f + ρψ′ρ+2wρ∂xp+ ν4
[(
∂2xp
)2 − (∂xp) (∂3xp)] ,
h = −ψ′p (p) + w∂xρ− ν4∂4xp .
Appendix C: Linear stability analysis
1. General case
Setting for simplicity κa = 0, we study the linear sta-
bility of the uniform state (ρ0, p0, v0) with ρ0 = ρe and
v0 = fap0/ξ. A perturbation of small amplitude with
wave number q reads
(ρ, p, v) = (ρe, p0, v0) + (δρ, δp, δv) e
st−iqx (C1)
with a growth rate s(q). Taking into account Eqs. (23-
24) and (26-28), we find at linear order and with similar
notations:
δ(ρµ) =
1
Kρe
δρ− iqwρe δp
δκ = − l11
Kρe
δρ+ iq (wl11ρe − γa)δp− iql12δv
δπ =
1
Kρe
δρ− iqwρe δp
δσ = − L12
Kρe
δρ− iq (βa − L12wρe) δp− iqηδv
δh = −iqw δρ− (2a2 + ν4q4) δp ,
where L12 = 1− l12. Substituting into Eqs. (1-2-25), the
amplitudes of perturbations obey at linear order:
(
s+
l11
K
− iqv0
)
δρ− iqρe (l11wρe − γa) δp− iqρeL12 δv = 0 (C2)
iq
Kρe
L12 δρ+
(
fa + q
2 (L12wρe − βa)
)
δp− (ξ + ηq2) δv = 0 (C3)
iqΓpw δρ+
(
s+ Γp
(
2a2 + ν4q
4
)− iqv0) δp = 0 (C4)
When Re(s) < 0 (respectively Re(s) > 0), the uniform
state ρ(x) = ρ0, p(x) = p0, v(x) = v0, is stable (respec-
tively unstable). By evaluating numerically the largest
real part of s, we obtain the stability diagrams plotted
in figures.
2. Analytical calculation in a simple case
Setting η = 0, l11 = 0, γa = 0 and fa = 0, an analyti-
cal expression of the stability threshold can be obtained.
Contrary to the general case, the instability is here sta-
tionary, but this calculation is useful to understand the
bifurcation diagrams in Fig. 3. The growth rate s is a
solution of the polynomial equation
ξs2 +B
(
q2
)
s+ C
(
q2
)
= 0
with:
B
(
q2
)
= Γpξν4 q
4 +
(L12)
2
K
q2 + 2a2Γpξ
C
(
q2
)
=
Γp
K
(L12)
2ν4 q
2 ×[
q4 − Kρe
ν4
w
(
wρe − βa
L12
)
q2 +
2a2
ν4
]
Since B(q2) ≥ 0, the instability occurs when the mini-
mum of C
(
q2
)
with respect to q2 becomes negative, pro-
vided that
w
(
wρe − βa
L12
)
> 0.
Since the minimum of C
(
q2
)
is, up to a positive factor,
proportional to
−1
4
(
Kρew
ν4
)2(
wρe − βa
L12
)2
+ 2
a2
ν4
,
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the conditions for an instability are equivalent to
w
(
wρe − βa
L12
)
>
2
ρeK
√
2a2ν4 . (C5)
Eq. (C5) allows to define a threshold value βca of the
active parameter βa:
βca = L12
(
wρe − 2
wρeK
√
2a2ν4
)
,
with two cases depending on the sign of the product
L12w = (1− l12)w.
If (1− l12)w > 0 (respectively (1− l12)w < 0 ), the in-
stability takes place when βa < β
c
a (respectively βa > β
c
a).
This result agrees with the general tendency found nu-
merically, and which holds in the general case l11 6= 0,
fa 6= 0, γa 6= 0, that smaller (respectively larger) βa is
favorable for the instability when (1− l12)w > 0 (respec-
tively (1 − l12)w < 0).
The limit case L12 = 0, l12 = 1 leads to marginal
stability (assuming as above that η = l11 = γa = fa = 0),
with the growth rates s = 0, s = −Γp
(
2a2 + ν4q
4
)
, and
may require a non-linear analysis.
Figure 7. Dimensionless front velocity V = V/
√
E
ξ τ0
h
as a
function of κ˜a at fixed κ˜al12 = −0.2,−0.1, 0.1, 0.2, assuming
l12 ≤ 0, with α0 = 0.2, η˜ = 10−2. The solid line indicates the
reference velocity at l12 = κa = 0, V0 = α0/
√
1 + η˜ ≃ α0 =
0.2.
Figure 8. Stability diagrams in the plane (βa, γa) of active
control parameters for (a) l11 = 0, l12 = −2; (b) l11 = 2,
l12 = −2. The color code and other parameter values are as
in Fig. 4.
Figure 9. Stability diagrams in the plane (l11, l12), with
(a) βa = −5, γa = −5; (b) βa = −10, γa = 5. The color code
and other parameter values are as in Fig. 4.
Appendix D: Cases with l12 negative
As mentioned in the main text, experiments suggest
that the cross-coupling l12 is positive. Since linear
nonequilibrium thermodynamics cannot exclude a neg-
ative sign for l12, we briefly examine in this section, for
each example, cases with a negative l12
1. Front velocity for l12 < 0
Fig. 7 shows how the dimensionless front velocity V
depends on the active rate κ˜a at fixed, small κal12, when
l12 < 0 and α0 = 0.2. V is a monotonically increasing
function of κ˜a except for κ˜a close to 0 and negative. A
difference with the case l12 ≥ 0 examined in the main
text is the absence of a sharp peak, observed near l12 = 1
in Fig. 2. Note that V rapidly changes sign to become
negative fo κ˜a < 0, l12 < 0.
2. Stability analysis for l12 < 0
We give the stability diagrams in the plane (βa, γa)
for l11 = 0, l12 = −2 (Fig. 8a) and l11 = 2, l12 = −2
(Fig. 8b). A smaller βa is favorable for the instability in
both cases with l12 < 0, in accord with the general ten-
dency for w(1− l12) > 0 explained above. By comparing
Fig. 8a and Fig. 8b, we see that the instability is sup-
pressed due to l11, as has also been observed in the main
text in several cases with l12 ≥ 0. Finally, we also ob-
serve reentrant behavior as a function of l12 in the region
l12 < 0, see Fig. 9.
