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QUADRATIC TORSION SUBGROUPS OF MODULAR JACOBIAN VARIETIES
YUAN REN
Abstract. Let D be an odd positive square-free integer. In this paper, we prove that the χ-part of
the torsion subgroup of J0(D2) agrees with the χ-part of its cuspidal subgroup up to a factor of 6D,
where χ is the quadratic character of conductor D.
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1. Introduction
For any positive integer N , let X0(N)/Q be the the modular curve of level Γ0(N), and denote by
J0(N)/Q to be its Jacobian variety. When N = p is a prime, Ogg conjectured that
J0(p)(Q)tor = C0(p),
where C0(p) = 〈[0]− [∞]〉 is the cuspidal subgroup of J0(p). Here [0] and [∞] are the two cusps of X0(p)
which are both Q-rational. In fact, for any positive integer N , the set of cusps of X0(N) is stable under
the action of Gal(Q/Q), and each positive integer d | N corresponds to an orbit consisting of a subset of
cusps defined precisely over Q(µ(d,N/d)) (see §1.3 of [15]).
In [7], Mazur proved the above conjecture of Ogg by studying the Hecke module structure of J0(p)(Q)tor.
For any positive integer N , let T0(N) ⊆ EndQ(J0(N)) be the full Hecke algebra of level Γ0(N), whose
definition will be briefly recalled in §2. When N = p is a prime, Mazur defines the so-called Eisenstein
ideal I0(p) in T0(p). And then, as a main ingredient for his proof, he proves that there is an isomorphism
T0(p)/I0(p) ≃ C0(p),
which is induced from the action of T0(p) on J0(p). Note that the above isomorphism yields the T0(p)-
module structure of C0(p); on the other hand, because the order of C0(p) is
p−1
(p−1,12) (see [8] or [16]), it
also gives us the index of I0(p) in T0(p).
After the breakthrough made by Mazur, the Q-rational torsion subgroups of modular Jacobian vari-
eties have been investigated for more general modular curves. Let, for any positive integer N , C0(N) be
the cuspidal subgroup of J0(N) which is generated by degree zero divisor classes supported at the cusps
of X0(N), and let C0(N)(Q) := C0(N)
Gal(Q/Q) be its Q-rational subgroup. Then
• J0(p
r)(Q)⊗ZZ[1/6p] = C0(p
r)(Q)⊗ZZ[1/6p] for any prime p ≥ 5 and any integer r ∈ Z≥1 (See [4]).
• J0(N)(Q)⊗Z Z[1/6] = C0(N)⊗Z Z[1/6] for any square-free positive integer N (See [10]). Note that,
when N is square-free, all the cusps of X0(N) are Q-rational and hence C0(N) = C0(N)(Q).
In this paper, we study the torsion subgroups of modular Jacobian varieties defined over suitable
quadratic fields. More precisely, let D be a positive square-free integer. Then the cuspidal subgroup
C0(D
2) of J0(D
2) is defined over Q(µC), because all the cusps of X0(D
2) are Q(µC)-rational as remarked
before. Thus we can define
C0(D
2)(χ) := {P ∈ C0(D
2) : σ(P ) = χ(σ) · P for any σ ∈ Gal(Q/Q)},
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for any quadratic Dirichlet character χ with conductor dividing D. Similarly, we define
J0(D
2)(χ) := {P ∈ J0(D
2) : σ(P ) = χ(σ) · P for any σ ∈ Gal(Q/Q)}.
Then our main result is the following
Theorem 1.1. Let D ≥ 1 be an odd square-free integer. Then
J0(D
2)(χ)tor ⊗Z Z[1/6D] = C0(D
2)(χ)⊗Z Z[1/6D]
for any quadratic character χ of conductor D.
Below is an outline of the contents of this paper. In §2 we recall some backgrounds about the relation
between weight two Eisenstein series and cuspidal subgroups. As in the proof of Mazur, a key step in
our proof is the calculation of the indexes of related Eisenstein ideals. The idea here is do this in an
inductive way by considering a slightly more general situation, that is, when the level is of the form DC
with D being a positive square-free integer and C | D being an arbitrary positive divisor of D. In §3, we
construct a Hecke eigen-basis {EM,L,χ|(M,L, χ) ∈ H(DC)} for the space E2(Γ0(DC),C) of Eisenstein
series of weight two and level Γ0(DC) (see Definition 3.4 and Proposition 3.7). While all these Eisenstein
series are interesting, we will in this paper focus on those EM,L,χ with χ
2 = 1. For any such an Eisenstein
series EM,L,χ, let CΓ0(DC)(EM,L,χ) be the associated cuspidal subgroup of J0(DC) (see Definition 2.1),
whose order is determined up to a factor of 6 in §4 (see Theorem 4.1); denote by IΓ0(DC)(EM,L,χ) to be
the corresponding Eisenstein ideal in T0(DC) (see also Definition 2.1), then we prove in §5 that
Theorem 1.2. Let D ≥ 1 be a square-free integer and C ≥ 1 be a divisor of D. Then
T0(DC)
IΓ0(DC)(EM,L,χ)
⊗Z Z[1/6(L,C)] ≃
Z[1/6(L,C)]
|CΓ0(DC)(EM,L,χ)| · Z[1/6(L,C)]
for any (M,L, χ) ∈ H(DC) with χ2 = 1, where |CΓ0(DC)(EM,L,χ)| is the order of CΓ0(DC)(EM,L,χ).
Note that, if D = p is a prime, C = 1 and χ = 1, then IΓ0(p)(Ep,1,1) = I0(p), so Mazur’s result
on the index of I0(p) is partially recovered. After proving the above theorem, we will give the proof of
Theorem 1.1 in §6.
Notations:
For any positive integer N =
∏
p|N p
vp(N), we denote by ν(N) =
∑
p|N vp(N) and ψ(N) =
∏
p|N (p+1).
Let H = {z ∈ C|Im(z) > 0} be the Poincare´ upper half-plane. Let q : H → C, z 7→ e2πiz, be the
function on H which will be used in the Fourier expansions of modular forms.
For any function g on the upper half plane and any γ =
(
a b
c d
)
∈ GL+2 (R), we denote by g|γ to
be the function z 7→ det(γ) · (cz + d)−2 · g(γz), where γz = az+bcz+d .
2. Preliminaries
In this section, we recall the relation between weight two Eisenstein series and cuspidal subgroups of
modular Jacobian varieties. For more details, the reader is referred to [15] and [16].
Fix a positive integer N , and denote by Γ to be either Γ0(N) or Γ1(N). Let M2(Γ,C) be the space
of weight two modular forms of level Γ, then we have the following decomposition
M2(Γ,C) = S2(Γ,C)⊕ E2(Γ,C),
where S2(Γ,C) and E2(Γ,C) is the sub-space of cusp forms and Eisenstein series respectively. For any
positive integer n, there is a Hecke operator T Γn acting onM2(Γ,C) preserving the above decomposition.
We denote the restriction of T Γn to S2(Γ,C) by T
Γ
n . Let TΓ be the sub-Z-algebra of End(M2(Γ,C)) which
is generated by {T Γn }n≥1. Let TΓ be the Z-algebra generated by {T
Γ
n }n≥1, which is the restriction of TΓ
to End(S2(Γ,C)). We call TΓ as the full Hecke algebra of level Γ. If Γ = Γ0(N), then we denote TΓ0(N)
simply as T0(N), which is in fact generated by the T
Γ0(N)
ℓ for all the primes ℓ.
Let XΓ be the modular curve over Q of level Γ. We denote by cusp(Γ) to be the set of cusps of XΓ,
and by YΓ to be the complement of cusp(Γ) in XΓ. Let JΓ be the Jacobian variety of XΓ over Q. For
any g ∈ M2(Γ,C), let ωg be the meromorphic differential on XΓ(C) whose pullback to the H equals
g(z)dz. Then the differential ωg has all its poles supported at the cusps of XΓ, and g is a cusp form if
and only if ωg is everywhere holomorphic on XΓ. Let Div
0(cusp(Γ);C) = Div0(cusp(Γ);Z) ⊗Z C. We
define the following homomorphism of C-vector spaces
δΓ : E2(Γ,C)→ Div
0(cusp(Γ);C),
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such that
E 7→ 2πi
∑
x∈cusp(Γ)
Resx(ωE) · [x],
where Resx(ωE) is the residue of ωE at [x], so that 2πi·Resx(ωE) = ex ·a0(E; [x]), with ex the ramification
index of XΓ at x and a0(g; [x]) the constant term of the Fourier expansion of g at the cusp x. The
homomorphism δΓ is actually an isomorphism by the theorem of Manin-Drinfeld. Because the restriction
of ωE to YΓ is holomorphic, it induces the following periods integral homomorphism
ξE : H1(YΓ(C),Z)→ C, [c] 7→
∫
c
ωE
where [c] is the homology class represented by a 1-cycle c on YΓ(C). Note that, for any cusp x, we have∫
cx
ω = 2πi · Resx(ωE),
where cx is a small circle around x.
Definition 2.1. Let E ∈ E2(Γ,C) be a weight-two Eisenstein series of level Γ. We denote by RΓ(E) to
be the sub-Z-module of C generated by the coefficients of δΓ(E), and by R(E)
∨ to be the dual Z-module
of R(E). Then :
(1) the cuspidal subgroup CΓ(E) associated with E is defined to be the subgroup of JΓ(Q) which is
generated by {wΓ (φ ◦ δΓ(E))}φ∈R(E)∨ , where wΓ is the Atkin-Lehner involution;
(2) the periods PΓ(E) of E is defined to be the image of ξE. Since PΓ(E) contains RΓ(E) as we have
seen above, we can define AΓ(E) to be the quotient PΓ(E)/RΓ(E);
(3) the Eisenstein ideal IΓ(E) of E is defined to be the image of AnnTΓ(E) in TΓ, where AnnTΓ(E) is
the annihilator of E in TΓ.
Remark 2.2. The above definition of CΓ(E) is slightly different from that given in [15] by adding an
action of the Atkin-Lehner operator wΓ. Since wΓ is an isomorphism, this modification does not change
the order of the associated cuspidal subgroups. However, CΓ(E) is now annihilated by IΓ(E) under the
usual action of the Hecke algebra, because T tℓ ◦ δΓ = δΓ ◦ Tℓ and T
t
ℓ ◦ wΓ = wΓ ◦ Tℓ for any prime ℓ.
By Proposition 1.1 and Theorem 1.2 of [16], AΓ(E) is a finite abelian group and there is a perfect
pairing CΓ(E) × AΓ(E) → Q/Z. Thus, the determination of the order of CΓ(E) is reduced to that of
PΓ(E). Below we briefly review a method due to Stevens for the computation of the periods. The reader
is referred to [16] for details.
We first consider the case when Γ = Γ1(N). Denote by SN to be the set of all primes p satisfying
p ≡ −1 (mod 4N). Let XN be the set of all non-quadratic Dirichlet character η whose conductor is a
prime in SN , and let X
∞
N be the set of all non-quadratic Dirichlet character η whose conductor is of the
form pMη with pη ∈ SN and M ∈ Z≥1.
For any E =
∑∞
n=0 an(E; [∞]) · q
n ∈ E2(Γ1(N),C) and any Dirichlet character η, the L-function
associated to the pair (E, η) is defined as
L(E, η, s) :=
∞∑
n=1
an(E; [∞]) · η(n)
ns
.
If η ∈ X∞N is of conductor p
M
η , then we define
Λ(E, η, 1) :=
τ(η) · L(E, η, 1)
2πi
,
Λ±(E, η, 1) :=
1
2
(Λ(E, η, 1)± Λ(E, η · (
pη
), 1)),
where (pη ) is the Legendre symbol associated to pη. It is proved in Theorem 1.3 of [16] that, if M is a
finitely generated sub-Z-module of C, then the following are equivalent:
(St1) PΓ1(N)(E) ⊆M;
(St2) RΓ1(N)(E) ⊆M and Λ±(E, η, 1) ∈M[η,
1
pη
] for any η ∈ XN ;
(St3) RΓ1(N)(E) ⊆M and Λ±(E, η, 1) ∈M[η,
1
pη
] for any η ∈ X∞N .
Because Λ±(E, η, 1) is essentially the Bernoulli numbers whose integrality and divisibility are well
known (see Theorem 4.2 of [16]), we can then use the above result to determine the periods PΓ1(N)(E)
of E and hence the order of CΓ1(N)(E).
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On the other hand, if Γ = Γ0(N), then Stevens’ method can only determine CΓ0(N)(E) up to its
intersection with the Shimura subgroup. Recall that, if we denote by πN to be the natural projection of
X1(N) to X0(N), then the Shimura subgroup of J0(N) is defined to be
ΣN := ker (π
∗
N : J0(N)→ J1(N)) ,
which is finite and of multiplicative type as a GQ-module. For any E ∈ E2(Γ0(N),C), we define
A
(s)
Γ0(N)
(E) :=
(
PΓ1(N)(E) +RΓ0(N)(E)
)
/RΓ0(N)(E),
then it can be shown that there is an exact sequence
0 // ΣN
⋂
CΓ0(N)(E)
// CΓ0(N)(E)
// A
(s)
Γ0(N)
(E) // 0,
which enables us to determine the order of CΓ0(N)(E)/
(
ΣN
⋂
CΓ0(N)(E)
)
.
At the end of this section, we recall some basic properties of the collection of functions {φx}x∈(Q/Z)⊕2
due to Hecke (see [15], Chapter 2, §2.4) which we will need later. For any x = (x1, x2) ∈ (Q/Z)
⊕2, the
Fourier expansion of φx at infinity is
φx(z) + δ(x) ·
i
2π(z − z)
=
1
2
B2(x1)− Px(z)− P−x(z)(2.1)
for any z ∈ H, where B2(t) = 〈t〉
2 − 〈t〉+ 16 is the second Bernoulli polynomial and
Px(z) =
∑
k∈Q>0,k≡x1(1)
k
∞∑
m=1
e2πim(kz+x2),(2.2)
and δ(x) is defined to be 1 or 0 according to x = 0 or not. If x 6= 0, then φx is a (holomorphic) Eisenstein
series. Moreover, for any x ∈ (Q/Z)⊕2 and γ ∈ SL2(Z), we have
φx|γ = φx·γ ,(2.3)
where x · γ is the natural right action of γ on the row vector of length two. The whole collection of
functions satisfy the following important distribution law
φx =
∑
y: y·α=x
φy |α,(2.4)
where α is any matrix in M2(Z) with positive determinant.
3. An eigen-basis for E2(Γ0(DC),C)
Let D be a positive square-free integer and 1 ≤ C | D be a positive divisor of D. In this section, we
will construct an eigen-basis for E2(Γ0(DC),C).
3.1. We first introduce some operators on the complex vector space C∞(H,C) of all smooth C-valued
functions on the Poinca´re upper half-planeH. For any prime p, let γp be the matrix
(
p 0
0 1
)
∈ GL+2 (Q).
Then we have the following operator
C∞(H,C)→ C∞(H,C), g 7→ g|γp,
which will also be denoted as γp. Let χ be a Dirichlet character of conductor fχ. For any prime p ∤ fχ,
we define two operators [p]±χ on C
∞(H,C) as
[p]+χ : = 1− χ(p) · γp,
[p]−χ : = 1− p
−1 · χ−1(p) · γp.
More precisely, for any g ∈ C∞(H,C) and z ∈ H, we have
[p]+χ (g)(z) = g(z)− p · χ(p) · g(pz),
[p]−χ (g)(z) = g(z)− χ
−1(p) · g(pz).
It is clear that if p1 and p2 are two primes not dividing fχ, then any two of the four operators
[p1]
+
χ , [p1]
−
χ , [p2]
+
χ and [p2]
−
χ are commutative with each other. Thus we can define, for any positive
square-free integer M prime to fχ, the following operators [M ]
±
χ on C
∞(H,C) as
[M ]±χ := [p1]
±
χ ◦ [p2]
±
χ ◦ ... ◦ [pk]
±
χ ,
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with M = p1 · p2 · · · pk in any order. When χ = 1 is the trivial Dirichlet character, we write [M ]
±
χ simply
as [M ]± for any positive square-free integer M .
Lemma 3.1. Let χ be a Dirichlet character of conductor fχ and p ∤ fχ be a prime. Then, for any
positive integer N , we have [p]±χM2(Γ0(N),C) ⊆ M2(Γ0(Np),C), [p]
±
χ (S2(Γ0(N),C)) ⊆ S2(Γ0(N),C)
and [p]±χ (E2(Γ0(N),C)) ⊆ E2(Γ0(N),C).
Proof. It is easy to see that we only need to prove the same assertions for the operator γp. The first
two assertions are clear. For the third assertion, since {φx}x∈(Q/Z)⊕2−0 forms a basis for the space of
Eisenstein series of weight two and all levels, we only need to show that γp(φx) = φx|γp is still an
Eisenstein series. This follows immediately from the distribution law, so we have proved the lemma. 
Lemma 3.2. Let χ be a Dirichlet character of conductor fχ, p ∤ fχ be a prime and N be a positive
integer, then
(1) T
Γ0(Np)
ℓ ◦ [p]
±
χ = [p]
±
χ ◦ T
Γ0(N)
ℓ for any prime ℓ 6= p;
(2) If p ∤ N , then T
Γ0(Np)
p ◦ [p]+χ = T
Γ0(N)
p − γp − p · χ(p) and T
Γ0(Np)
p ◦ [p]−χ = T
Γ0(N)
p − γp − χ
−1(p);
(3) If p | N , then T
Γ0(Np)
p ◦ [p]+χ = T
Γ0(N)
p − p · χ(p) and T
Γ0(Np)
p ◦ [p]−χ = T
Γ0(N)
p − χ−1(p).
Proof. Since γp maps M2(Γ0(N),C) to M2(Γ0(Np),C) and [p]
±
χ is defined to be a linear combination of
the identity map and γp, we find that [p]
±
χ also maps M2(Γ0(N),C) to M2(Γ0(Np),C). Moreover, if ℓ is
a prime and ℓ 6= p, then γp commutes with Tℓ =
∑ℓ−1
k=0
(
1 k
0 ℓ
)
+
(
ℓ 0
0 1
)
(or
∑ℓ−1
k=0
(
1 k
0 ℓ
)
) if
ℓ ∤ N (or respectively ℓ | N) as operators on corresponding space of modular forms, so the first assertion
follows.
If p ∤ N , then we have by definition that
T Γ0(Np)p ◦ [p]
+
χ (g) = g|
[
1− χ(p) ·
(
p 0
0 1
)]
|
p−1∑
k=0
(
1 k
0 p
)
= g|
p−1∑
k=0
(
1 k
0 p
)
− χ(p) · g|
p−1∑
k=0
(
p pk
0 p
)
= T Γ0(N)p (g)− f |γp − p · χ(p) · g,
for any g ∈M2(Γ0(N),C); similarly, we have by definition that
T Γ0(Np)p ◦ [p]
−
χ (g) = g|
[
1− p−1 · χ−1(p) ·
(
p 0
0 1
)]
|
p−1∑
k=0
(
1 k
0 p
)
= g|
p−1∑
k=0
(
1 k
0 p
)
− p−1 · χ−1(p) · g|
p−1∑
k=0
(
p pk
0 p
)
= T Γ0(N)p (g)− f |γp − χ
−1(p) · g
so the second assertion follows. The proof of the third assertion is similar and we leave it to the reader. 
3.2. It is well known that the number of cusps of X0(DC) is equal to
∑
1≤d|DC ϕ(d,DC/d), so we find
that dimC E2(Γ0(DC),C) =
∑
1<d|DC ϕ(d,DC/d). Here ϕ(d,DC/d) means applying Euler’s ϕ-function
to the greatest common divisor of d and DC/d. We define H(DC) to be the set of all triples (M,L, χ)
where 1 ≤M,L | D withM 6= 1, D |ML | DC and χ is a Dirichlet character with conductor fχ | (M,L).
Note that the condition ”M 6= 1” is automatically satisfied if ψ 6= 1.
Lemma 3.3. #H(DC) = dimC E2(Γ0(DC),C)
Proof. By the above remark, we only need to prove that #H(DC) =
∑
1<d|DC ϕ(d,
DC
d ). We will first
prove this when C = D. For any positive divisor d of D2, we can associate the following two positive
integers
M :=
√
d · (d,
D2
d
), L :=
√
D2
d
· (d,
D2
d
)
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such that 1 ≤M,L | D and D |ML | D2. Conversely, to any pair of integersM and L with 1 ≤M,L | D
and D |ML | D2, we can associate a positive divisor d of D as
d :=
[
M
(M,L)
]2
· (M,L)
It is easy to see that the above establishes a bijection between {d : 1 ≤ d | D2} and the set of all pair of
integers M and L with 1 ≤ M,L | D and D |ML | D2. Moreover, under this bijection, the divisor 1 of
D2 corresponds to the pair M = 1 and L = D, and we have (d,D2/d) = (M,L) if d corresponds to M
and L. It follows that there is a bijection between {(d, χ)|1 < d | D2, χ : (Z/(d,D2/d) · Z)× → C×} and
H(D2) which proves the lemma in this situation.
In general, since DC = DC ·C
2, any positive divisor d of DC can be uniquely decomposed as d = d0 ·d
′
with 1 ≤ d0 |
D
C and 1 ≤ d
′ | C2. If such a positive divisor d′ of C2 corresponds to a pair of integer m and
ℓ with 1 ≤ m, ℓ | C and C | mℓ | C2 as above, then we can associate with d the pair of integersM = d0 ·m
and DCd0 · ℓ which satisfies 1 ≤M,L | D and D |ML | DC. This establishes a bijection between {d : 1 ≤
d | DC} and the set of all pair of integers M and L with 1 ≤ M,L | D and D | ML | DC. Moreover,
we have 1 | D2 corresponds to the pair M = 1 and L = D, and (d, DCd ) = (M,L) if d corresponds to M
and L. It follows that there is a bijection between {(d, χ) : 1 < d | D2, χ : (Z/(d,DC/d) · Z)
×
→ C×}
and H(DC) which completes the proof the lemma. 
Definition 3.4. For any Dirichlet character χ of conductor fχ, let
Eχ := −
1
2g(χ)
∑
a∈(Z/fZ)×
∑
b∈(Z/f2Z)×
χ(a) · χ(b) · φ( a
fχ
, b
f2χ
),
where g(χ) is the Gauss sum of χ. Then we define
EM,L,χ := [
L
fχ
]−χ ◦ [
M
fχ
]+χ (Eχ),
for any (M,L, χ) ∈ H(DC).
3.3. Note that, if χ 6= 1 is a non-trivial Dirichlet character so that fχ > 1, then Eχ is a linear
combination of Eisenstein series and hence is itself an Eisenstein series. It is easy to see that the level
of Eχ is f
2
χ, so EM,L,χ ∈ E2(Γ0(DC),C) for any (M,L, χ) ∈ H(DC) with χ 6= 1. On the other hand, if
χ = 1, then E1 = −
1
2φ(0,0) and it follows from the distribution law that
[p]+(E1) = −
1
2
(
φ(0,0) − φ(0,0)|γp
)
= −
1
2
φ(0,0) +
1
2
∑
b∈Z/pZ
φ(0, b
p
)
=
1
2
∑
b∈(Z/pZ)×
φ(0, b
p
)
for any prime p, so that [p]+(E1) is an Eisenstein series. Since M 6= 1 for any (M,L, χ) ∈ H(DC), we
find that EM,L,1 = [L]
− ◦ [M ]+(E1) is also an Eisenstein series for any (M,L, 1) ∈ H(DC).
It follows from Eq.(2.1) that
Eχ = −
δχ
4πi(z − z)
−
1
g(χ)
∑
a∈(Z/fχZ)×
∑
b∈(Z/f2χZ)
×
χ(a) · χ(b) ·
(
1
4
B2(
a
fχ
)− P( a
fχ
, b
f2χ
)
)
,
where δχ = 1 or 0 according to χ is trivial or not. Since we have by Eq.(2.2) that∑
a∈(Z/fχZ)×
∑
b∈(Z/f2χZ)
×
χ(a) · χ(b) · P( a
fχ
, b
f2χ
) =
∞∑
k,m=1
kχ(k)
fχ
 ∑
y∈(Z/f2χZ)
×
χ(y)e
2πimy
f2χ
 e2πimkfχ z
=
∞∑
k,m=1
kχ(k)
fχ
 ∑
y∈(Z/f2χZ)
×
χ(y)e
2πimy
fχ
 e2πimkz
= g(χ)
∞∑
k,m=1
k · χ(k) · χ−1(m) · e2πimkz ,
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where χ(n) is defined to be 0 when (n, fχ) 6= 1 as usual, we find thus
Eχ = −
δχ
4πi(z − z)
+ a0(Eχ; [∞]) +
∞∑
n=1
σχ(n) · q
n,(3.1)
with
a0(Eχ; [∞]) =
{
− 124 , if χ = 1
0 , otherwise
,(3.2)
and
σχ(n) :=
∑
1≤d|n
d · χ(d) · χ−1(n/d).(3.3)
In particular, we find that a1(Eχ; [∞]) = 1 which means Eχ is a normalized modular form. Note
that [M ]+( 1z−z ) = 0 for any M > 1. This combines with Eq.(3.1) gives another proof that EM,L,χ is
holomorphic and hence belongs to E2(Γ0(DC),C).
Lemma 3.5. EM,L,χ is normalized for any (M,L, χ) ∈ H(DC).
Proof. We need to show a1(EM,L,χ; [∞]). However, for any prime p and any function g ∈ C
∞(H,C) of
the form
∑∞
n=0 an · q
n, we have g|γp =
∑∞
n=0(pan) · q
pn. It follows that a1([p]
±
χ (g); [∞]) = a1(g; [∞]),
which proves the lemma because a1(Eχ; [∞]) = 1 by Eq.(3.1) and Eq.(3.3). 
Lemma 3.6. For any Dirichlet character χ of conductor fχ, we have that
T
Γ0(f
2)
ℓ (Eχ) =
{(
χ−1(ℓ) + ℓ · χ(ℓ)
)
· Eχ , if ℓ ∤ fχ
0 , if ℓ | fχ.
Proof. In the following proof, we write fχ as f for simplicity. By Proposition 2.4.7 of [15], if x, y are
prime to f , then
T
Γ(f2)
ℓ
(
φ( x
f
, y
f2
)
)
= φ( x
f
, ℓy
f2
) + ℓ · φ( ℓ′x
f
, y
f2
)
for any prime ℓ ∤ f , where ℓ′ is an integer such that ℓℓ′ ≡ 1 (mod f). It follows that
T
Γ0(f
2)
ℓ (Eχ) =
(
χ−1(ℓ) + ℓ · χ(ℓ)
)
· Eχ,
for any prime ℓ ∤ f . On the other hand, since
Eχ = −
1
2g(χ)
∑
x,y∈(Z/fZ)×
χ(x) · χ(y) · φ( x
f
, y
f
)|
(
f 0
0 1
)
by the distribution law, we find that
T
Γ0(f
2)
ℓ (Eχ) = −
1
2g(χ)
∑
x,y∈(Z/fZ)×
χ(x) · χ(y) · φ( x
f
, y
f
)|
(
f 0
0 1
) ℓ−1∑
k=0
(
1 k
0 ℓ
)
= −
1
2g(χ)
∑
x,y∈(Z/fZ)×
χ(x) · χ(y) · φ( x
f
, y
f
)|
ℓ−1∑
k=0
(
1 fℓ k
0 1
)(
f 0
0 ℓ
)
= −
1
2g(χ)
∑
x,y∈(Z/fZ)×
χ(x) · χ(y)
ℓ∑
k=0
φ( x
f
, y
f
+ xk
ℓ
)|
(
f 0
0 ℓ
)
= 0,
for any prime ℓ | f , with the last equality holds due to the primitivity of χ, and hence complete the proof
of the lemma. 
Proposition 3.7. Notations are as above. Then
(1) For any (M,L, χ) ∈ H(DC), EM,L,χ is normalized;
(2) For any (M,L, χ) ∈ H(DC), we have
T
Γ0(DC)
ℓ (EM,L,χ) =

(
χ−1(ℓ) + ℓ · χ(ℓ)
)
·EM,L,χ , if ℓ ∤ D
χ−1(ℓ) ·EM,L,χ , if ℓ |
M
(M,L)
ℓ · χ(ℓ) ·EM,L,χ , if ℓ |
L
(M,L)
0 , if ℓ | (M,L);
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(3) E2(Γ0(DC),C) =
⊕
(M,L,χ)∈H(DC)C · EM,L,χ.
Proof. We have already proved (1) Lemma 3.5. In particular, EM,L,χ 6= 0 for any (M,L, χ) ∈ H(DC).
Thus, by Lemma 3.3, we find that (3) follows from(2), which implies that the Eisenstein series have
different eigenvalues and hence are linearly independent. So it is enough to prove (2). In the following
proof, for any χ, we write its conductor fχ as f for simplicity.
If ℓ ∤ D is a prime, then we find by Lemma 3.2,(1) and Lemma 3.6 that
T
Γ0(DC)
ℓ = [
L
f
]−χ ◦ [
M
f
]+χ ◦ T
Γ0(f
2)
ℓ (Eχ)
=
(
χ−1(ℓ) + ℓ · χ(ℓ)
)
· EM,L,χ.
If ℓ is a prime divisor of M/(M,L), then we have by Lemma 3.2,(2) that
T
Γ0(DC)
ℓ (EM,L,χ) = [
L
f
]−χ ◦ [
M
fℓ
]+χ ◦ T
Γ0(f
2ℓ)
ℓ ◦ [ℓ]
+
χ (Eχ)
= [
L
f
]−χ ◦ [
M
fℓ
]+χ ◦ (χ
−1(ℓ)− γℓ)(Eχ)
= χ−1(ℓ) ·EM,L,χ.
The proofs for those primes ℓ | L(M,L) and ℓ |
(M,L)
f are similar to the above, so we omit it here.
Finally, if ℓ is a prime divisor of f , then we find by Lemma 3.2,(1) and Lemma 3.6 that
T
Γ0(DC)
ℓ (EM,L,χ) = [
L
f
]−χ ◦ [
M
f
]+χ ◦ T
Γ0(f
2)
ℓ (Eχ) = 0,
which completes the proof of the proposition. 
4. Quadratic cuspidal subgroups of J0(DC)
Let D be a positive square-free integer and 1 ≤ C | D as in the previous section. For any (M,L, χ)
in H(DC) with χ2 = 1, the corresponding group CΓ0(DC)(EM,L,χ) is called as a quadratic cuspidal
subgroup of J0(DC). In this section, we calculate the orders of these quadratic cuspidal subgroups. Our
main result is the following
Theorem 4.1. For any (M,L, χ) ∈ H(DC) with χ a quadratic character of conductor fχ, we have
CΓ0(DC)(EM,L,χ)⊗Z Z[
1
6
] ≃
g(χ)
fχ·nχ
Z+ ϕ( Dfχ ) · ψ(
L
fχ
) · ( DM , C)Z
ϕ( Dfχ ) · ψ(
L
fχ
) · ( DM , C)Z
⊗Z Z[
1
6
],
where nχ := −
fχ
4g(χ)
∑
a,b∈Z/fχZ
χ(a) · χ(b) · B2(
a+b
fχ
).
4.1. The proof of the above theorem will be given at the end of this section. Firstly, we need to
establish some preliminaries.
Lemma 4.2. If we take r to be a positive divisor of DC , and let s, t two positive divisors of C satisfying
(s, t) = 1 and let x runs over a set of representatives of (Z/tZ)× which are prime to D, then {[ rs
2tx
DC ]} is
a full set of representatives for the cusps of X0(DC).
Proof. It is clear that any divisor of DC = DC · C
2 is of the form rs2t with some r, s, t as above. Since
(rs2t, DCrs2t ) = t for any such a divisor, we find that the above set has at most
∑
1≤d|DC ϕ(d,
DC
d ) elements.
Thus, it is enough to prove that the above are all different cusps as the number of cusps of X0(DC) is
also
∑
1≤d|DC ϕ(d,
DC
d ).
Suppose [
r1s
2
1
t1x1
DC ] = [
r2s
2
2
t2x2
DC ], then there exists some γ =
(
α β
DCδ ω
)
∈ Γ0(DC) such that
γ(
r1s
2
1
t1x1
DC ) =
r2s
2
2
t2x2
DC . It follows that
r2s
2
2t2x2 = r1s
2
1t1 ·
αx1 + β
DC
r1s21t1
δr1s21t1x1 + ω
.
But since δr1s
2
1t1x1 + ω is a unit at every prime dividing r1s1t1, we find that r1, s1, t1 divides r2, s2, t2
respectively, and hence r1 = r2, s1 = s2 and t1 = t2 by symmetry. If we choose some ui, vi (i = 1, 2)
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such that
(
xi ui
DC
rs2t vi
)
∈ SL2(Z), then
γ ·
(
x1 u1
DC
rs2t v1
)
(∞) =
(
x2 u2
DC
rs2t v2
)
(∞),
so that there exists some integer n such that
±γ ·
(
x1 u1
DC
rs2t v1
)
=
(
x2 u2
DC
rs2t v2
)(
1 n
0 1
)
,
which implies, after a straight forward calculation, that
DC
rs2t
v1 −
DC
rs2t
v2 ≡ n ·
DC
rs2t
·
DC
rs2t
(mod DC).
Because t2 | DC, it follows that v1 ≡ v2 (mod t). We find thus x1 ≡ x2 (mod t) which completes the
proof of the lemma. 
We will always use the above kind of representatives for cusps in the following investigation.
Lemma 4.3. Let p be a prime divisor of D and [ rs
2tx
DC ] be a cusp of X0(DC) , then we have that:
(1) If p | r, then [ rs
2tx
DC ] = [
(r/p)s2tx
DC/p ] in X0(DC/p);
(2) If p | s, then [ rs
2tx
DC ] = [
r(s/p)2tx
DC/p2 ] in X0(DC/p
2);
(3) If p | t, then [ rs
2tx
DC ] = [
r(s/p)2(t/p)·(px)
DC/p2 ] in X0(DC/p
2);
(4) If p | DCr , then [
rs2tx
DC ] = [
rs2t·(px)
DC/p ] in X0(DC/p);
(5) If p | Cst , then [
rs2tx
DC ] = [
rs2t·(p2x)
DC/p2 ] in X0(DC/p
2).
Proof. The first two assertions are obvious. Since the proofs of last three assertions are similar, we
will only give the proof of (3). If [ rs
2tx
DC ] = [
r′s′2t′x′
DC/p2 ] in X0(DC/p
2), then there exists some γ =(
α β
DC
p2 δ ω
)
∈ Γ0(
DC
p2 ) sending the former point to the latter one, and we find thus
r′s′2t′x′ = rs2(t/p) ·
xα+ β DCrs2t
δrs2(t/p)x+ ωp
.
Since δrs2(t/p)x + ωp is a unit for any prime dividing rs2(t/p), it follows that r, s, t/p divides r′, s′, t′
respectively. We find thus
r′
r
·
s′2
s2
·
t′
t/p
· x′ =
xα+ β DCrs2t
δrs2(t/p)x+ ωp
.
If there is some prime q | r′s′t′ (so that q 6= p as p ∤ t′) but not dividing rst, then xα + β DCrs2t will be a
q-adic unit. But this contradicts to the above equation, so we have proved the assertion. 
Let K be a positive divisor of D and 1 ≤ α | K. It is not difficult to deduce from the above lemma
that: if (K, rst) = 1, then
[
rs2tαx
DC
] = [
rs2t(K(K,C)α x)
DC/K(K,C)
] ∈ X0(
DC
K(K,C)
);(4.1)
and if K | t, then
[
rs2tαx
DC
] = [
rs2( tK )(
K
α x)
DC/K2
] ∈ X0(
DC
K2
)(4.2)
We leave the verifications of the above equalities to the reader.
4.2.In this subsection, we compute the constant terms of EM,L,χ for those (M,L, χ) ∈ H(DC) with
χ2 = 1.
In general, let N be a positive integer and g ∈ M2(Γ0(N),C). Let [
a
c ] be a cusp represented by two
co-prime integers a and c, and let γ =
(
a b
c d
)
be a matrix in SL2(Z) such that γ([∞]) = [
a
c ]. For any
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prime p, we may and will always assume p | d when p ∤ c. If χ is a Dirichlet character of conductor fχ
and p is a prime such that p ∤ fχ, then, because
γp · γ =

(
a pb
c/p d
)(
p 0
0 1
)
, if p | c(
ap b
c d/p
)(
1 0
0 p
)
, if p ∤ c,
it follows that
a0([p]
+
χ (g); [
a
c
]) =
{
a0(g; [
a
c ])− p · χ(p) · a0(g; [
ap
c ]) , if p | c
a0(g; [
a
c ])− p
−1 · χ(p) · a0(g; [
ap
c ]) , if p ∤ c,
and
a0([p]
−
χ (g); [
a
c
]) =
{
a0(g; [
a
c ])− χ
−1(p) · a0(g; [
ap
c ]) , if p | c
a0(g; [
a
c ])− p
−2 · χ−1(p) · a0(g; [
ap
c ]) , if p ∤ c.
Thus, for any positive square-free integer K prime to the conductor of χ, we find by induction that
a0([K]
+
χ (g); [
a
c
]) =
{∑
1≤α|K(−1)
ν(α) · α · χ(α) · a0(g; [
αa
c ]) , if K | c∑
1≤α|K(−1)
ν(α) · α−1 · χ(α) · a0(g; [
αa
c ]) , if (K, c) = 1,
(4.3)
and
a0([K]
−
χ (g); [
a
c
]) =
{∑
1≤α|K(−1)
ν(α) · χ−1(α) · a0(g; [
αa
c ]) , if K | c∑
1≤α|K(−1)
ν(α) · α−2 · χ−1(α) · a0(g; [
αa
c ]) , if (K, c) = 1.
(4.4)
These formulas can be used to determine the constant terms of Eχ. Extend χ to be a function on Z so
that χ(n) = 0 if (n, fχ) 6= 1. For any cusp [
s2tx
f2χ
] ∈ X0(f
2
χ) as described in Lemma 4.2, choose a matrix(
x u
f2χ/s
2t v
)
in SL2(Z) which maps [∞] to [
s2tx
f2χ
]. Then it follows from Eqs. (2.1) and (2.4) that
a0(Eχ; [
s2tx
f2χ
]) = −
1
4g(χ)
∑
a∈(Z/fχZ)×
∑
b∈(Z/f2χZ)
×
χ(a) · χ(b) ·B2(
xa
fχ
+
b
s2t
)
= −
1
4g(χ)
∑
b∈(Z/f2χZ)
×
χ(b)
 ∑
a∈(Z/fχZ)×
χ(a) · B2(
xa
fχ
+
b
s2t
)
 .
Since the function in the above bracket depends only on b modulo s2t, and χ is primitive of conductor
fχ, we find that a0(Eχ; [
s2tx
f2χ
]) must be zero unless st = fχ. Moreover, if st = fχ, then
a0(Eχ; [
s2tx
f2χ
]) = −
1
4g(χ)
∑
a∈(Z/fχZ)×
∑
b∈(Z/f2χZ)
×
χ(a) · χ(b) ·B2(
xa
fχ
+
b
sfχ
)
= −
χ−1(x)
4g(χ)
∑
a∈(Z/fχZ)×
χ(a)
 ∑
b0,k∈(Z/fχZ)×
χ(b0) ·B2(
as+ b0 + kfχ
sfχ
)
 ,
with the function in the bracket depends only on a modulo
fχ
s and hence is zero unless s = 1. It follows
that
a0(Eχ; [
s2tx
f2χ
]) =
{
χ−1(x) · nχ , if s = 1 and t = fχ
0 , otherwise,
(4.5)
where
nχ := −
fχ
4g(χ)
∑
a,b∈Z/fχZ
χ(a) · χ(b) · B2(
a+ b
fχ
).
In particular, we find that
a0(Eχ; [
s2t(αx)
f2χ
]) = χ−1(α) · a0(Eχ; [
s2tx
f2χ
]),(4.6)
where α is any integer prime to fχ.
10
Lemma 4.4. If χ is a quadratic character of conductor fχ | C, then
a0(ED,fχ,χ; [
rs2tx
DC
]) =
{
nχ · ϕ(
D
fχ
) · (−1)
ν( D
fχrs
)
· χ( DCfχrs2tx ) · (rs)
−1 , if (s, fχ) = 1 and fχ | t
0 , otherwise
for any cusp [ rs
2tx
DC ] in X0(DC). In particular, we have
a0(ED,fχ,χ; [
rs2t(αx)
DC
]) = χ(α) · a0(ED,fχ,χ; [
rs2tx
DC
]))
for any integer α prime to D.
Proof. In the following proof, we write fχ as f for simplicity. Recall that ED,f,χ = [D/f ]
+
χ (Eχ) by
definition. For any cusp [ rs
2tx
DC ] ∈ X0(DC), we have D/f = Kr · Ks · Kt · K with Kr := (D/f, r) =
r, Ks := (D/f, s) and Kt := (D/f, t). By Eqs.(4.1), (4.2) and (4.3), we find that
a0(ED,f,χ; [
rs2tx
DC
]) =
∑
1≤α|K
(−1)ν(α) · χ(α) · α · a0(ED
K
,f,χ; [
rs2t(K(K,C)α x)
DC/K(K,C)
])
=
∑
1≤α|K,1≤αt|Kt
(−1)ν(ααt) · χ(ααt) · ααt · a0(E D
KtK
,f,χ; [
rs2( tKt )(
KtK(K,C)
αtα
x)
DC/K2tK(K,C)
]).
It then follows from the second formula of Eq. (4.3) together with (1) and (2) of Lemma 4.3 that
a0(ED,f,χ; [
rs2tx
DC
]) =
∑
(−1)ν(αrαsαtα) · χ(αrαsαtα) ·
αtα
αrαs
· a0(Eχ; [
( sKs )
2( tKt )(
KtK(K,C)
αtα
αrαsx)
f2
])
= χ(KtK(K,C)) ·
∑
(−1)ν(αrαsαtα) ·
αtα
αrαs
· a0(Eχ; [
( sKs )
2( tKt )x
f2
]),
where αr, αs, αt and α runs through all the positive divisors of Kr,Ks,Kt and K respectively. It follows
from (4.5) and (4.6) that the above constant term equals
χ(KtK(K,C)) ·
∏
p|KrKs
(1 − p−1) ·
∏
p|KtK
(1− p) · a0(Eχ; [
( sKs )
2( tKt )x
f2
]),
which is zero unless s = Ks and fKt | t, or equivalently, (s, f) = 1 and f | t. Moreover, if these conditions
are satisfied, then KrKs = rs,KtK =
D
frs and (K,C) =
C
st , which completes the proof. 
Lemma 4.5. If χ is a quadratic character of conductor fχ | C, then
a0(EM,Dfχ
M
,χ
; [
rs2tx
DC
]) =
{
nχ · ϕ(
D
fχ
) · ψ( DM ) ·
M
D · cχ[
rs2tx
DC ] , if (s, fχ) = 1,
D
M | rs and fχ | t
0 , otherwise
for any cusp [ rs
2tx
DC ] in X0(DC), where
cχ[
rs2tx
DC
] := (−1)
ν( D
fχrs
)
· χ(
DC
fχrs2tx
) · (rs)−1.
In particular, we have
a0(EM,Dfχ
M
,χ
; [
rs2t(αx)
DC
]) = χ(α) · a0(EM,Dfχ
M
,χ
; [
rs2tx
DC
]))
for any integer α prime to D.
Proof. In the following proof, we write fχ as f for simplicity. Recall that, for any M divided by f ,
EM,f · D
M
,χ is defined as [
D
M ]
−
χ (EM,f,χ). For any cusp [
rs2tx
DC ] of X0(DC), we have
D
M = Hr · Hs ·Ht · H
with Hr := (
D
M , r), Hs := (
D
M , s) and Ht := (
D
M , t). By Eqs. (4.1), (4.2) and the first formula of Eq.
(4.4), we find that
a0(EM,f · D
M
,χ; [
rs2tx
DC
]) =
∑
1≤α|H
(−1)ν(α) · χ−1(α) · a0(EM,f · D
MH
,χ; [
rs2t(H(H,C)α x)
DC/H(H,C)
])
=
∑
1≤α|H,1≤αt|Ht
(−1)ν(αtα) · χ−1(αtα) · a0(EM,f · D
MHtH
,χ; [
rs2( tHt )(
HtH(H,C)
αtα
x)
DC/H2tH(H,C)
]).
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It then follows from the second formula of Eq. (4.4), (1) and (2) of Lemma 4.3, and the last assertion of
Lemma 4.3 that
a0(EM,f · D
M
,χ; [
rs2tx
DC
])
=
∑
(−1)ν(αrαsαtα) · χ−1(αrαsαtα) · (αrαs)
−2 · a0(EM,f,χ; [
( rHr )(
s
Hs
)2( tHt )(
HtH(H,C)
αtα
αrαsx)
M · (M,C)
])
= χ(HHt(H,C))
∑
(−1)ν(αrαsαtα) · (αrαs)
−2 · a0(EM,f,χ; [
( rHr )(
s
Hs
)2( tHt )x
M · (M,C)
]),
where αr, αs, αt and α runs through all the positive divisors ofHr, Hs, Ht andH respectively. It is easy to
see that the above sum is zero unless Ht = H = 1, (s, f) = 1 and f | t, or equivalently,
D
M | rs, (s, f) = 1
and f | t. When these conditions are satisfied, then the assertion follows from the previous Lemma. 
Proposition 4.6. If (M,L, χ) ∈ H(DC) with χ a quadratic character of conductor fχ, then
a0(EM,L,χ; [
rs2tx
DC
]) =
{
nχ · ϕ(
D
fχ
) · ψ( Lfχ ) ·
fχ
L · cχ[
rs2tx
DC ] , if (s, fχ) = 1, (M,L) | st and
D
M | rs
0 , otherwise,
where
cχ[
rs2tx
DC
] := (−1)
ν( D
fχrs
)
· χ(
DC
fχrs2tx
) · (rs)−1 ·
∏
p|(s,M,L)
(1−
1
p
)
for any cusp [ rs
2tx
DC ] in X0(DC).
Proof. In the following proof, we write fχ as f for simplicity. We have already proved the assertion
when (M,L) = f , so it remains to consider the case when (M,L) 6= f . Since (M,L) | C, (M,L)f can be
decomposed as (M,L)/f = Ws ·Wt ·W for any cusp [
rs2tx
DC ] of X0(DC), where Ws := (
(M,L)
f , s) and
Wt := (
(M,L)
f , t). It then follows from Eq. (4.4) that
a0(EM,L,χ; [
rs2tx
DC
]) =
∑
(−1)ν(α) · χ(α) · a0(EM,f · D
M
·Ws·Wt,χ
; [
rs2tαx
DC
])
=
∑
(−1)ν(ααt) · χ(ααt) · a0(EM,f · D
M
·Ws,χ
; [
rs2tααtx
DC
])
=
∑
(−1)ν(ααtαs) · χ(ααtαs) · α
−2
s a0(EM,f · D
M
,χ; [
rs2tααtαsx
DC
]),
where αs, αt and α runs over all positive divisors of Ws,Wt and W respectively. As a cusp of X0(DC),
we have
[
rs2tααtαsx
DC
] = [
r(sαt)
2( tααt )(αsx+
DC
α2s
)
DC
]
with (αsx +
DC
α2s
, D) = 1, and αsx +
DC
α2s
≡ αsx (mod f) because (αs, f) = 1. So we find by Lemma 4.5
that
a0(EM,f · D
M
,χ; [
rs2tααtαsx
DC
]) = (−1)ν(αt) · χ(ααtαs) · α
−1
t · a0(EM,f D
M
,χ; [
rs2tx
DC
]),
and hence
a0(EM,L,χ; [
rs2tx
DC
]) =
∑
(−1)ν(ααs) · α−1t · α
−2
s a0(EM,f · D
M
,χ; [
rs2tx
DC
]).
Thus, the constant term is zero unless DM | rs, (s, f) = 1, f | t and W = 1, or equivalently,
D
M | rs, (s, f) =
1 and (M,L) | st. If these conditions are satisfied, then it is easy to derive the desired result from the
previous lemma. 
Corollary 4.7. If (M,L, χ) ∈ H(DC) with χ a quadratic character of conductor fχ, then
RΓ0(DC)(EM,L,χ) = nχ ·
ϕ(D/fχ) · ψ(L/fχ) · (D/M,C)
L/fχ
Z
and
RΓ1(DC)(EM,L,χ) = nχ ·
ϕ(D/fχ) · ψ(L/fχ) · (D/M,C) · fχ
L/fχ
Z.
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Proof. This follows immediately from the above result about constant terms, since the ramification index
of X0(DC) at the cusp [
rs2tx
DC ] equals to rs
2, and the ramification index of X1(DC) at a cusp over [
sr2tx
DC ]
equals to rs2t. 
4.3. Now we turn to the calculation of the periods of the Eisenstein series EM,L,χ with χ being a
quadratic character.
Lemma 4.8. For any quadratic character χ of conductor fχ | C, the Fourier expansion of ED,fχ,χ at
[∞] is
ED,fχ,χ = a0(ED,fχ,χ; [∞]) +
∞∑
n=1
σD/fχ(n) · χ(n) · q
n,
where
σD/fχ(n) :=
∑
1≤d|n,(d,D/fχ)=1
d
for any positive integer n.
Proof. Write fχ simply as f . We prove the statement by induction on ν(D/f). If ν(D/f) = 1 so that
D = f , then the assertion follows from Eqs.(3.1) and (3.3) since χ is quadratic. Suppose D/f 6= 1 and
let p be an arbitrary prime divisor of it, then we find by the induction hypothesis that
ED,f,χ = [p]
+
χ (ED/p,f,χ)
=
(
a0(ED/p,f,χ) +
∞∑
n=1
σD/fp(n) · χ(n) · q
n
)
− p · χ(p) ·
(
a0(ED/p,f,χ) +
∞∑
n=1
σD/fp(n) · χ(n) · q
pn
)
= a0(ED,f,χ) +
∞∑
n=1
(
σD/pf (n)− p · σD/pf (n/p)
)
· χ(n) · qn,
with np defined to be 0 if p ∤ n. Note that the non-holomorphic terms is annihilated by [p]
+
χ . It is easy
to see that σD/pf (n)− p · σD/pf (n/p) = σD/f (n) for any positive integer n and so we are done. 
Lemma 4.9. For any (M,L, χ) ∈ H(DC) with χ a quadratic character of conductor fχ, we have
EM,L,χ = a0(EM,L,χ) +
∞∑
n=1
σM,L(n) · χ(n) · q
n,
where
σM,L(n) :=
{
(
∏
ℓ|D/M ℓ
vℓ(n)) · σD/fχ(n) , if (n,
(M,L)
fχ
) = 1
0 , otherwise
for any positive integer n.
Proof. Denote fχ simply as f . We first consider the case when (M,L) = f , that is, EM,L,χ = EM,f · D
M
,χ.
If DM = 1, then the assertion has already been verified in the previous lemma 4.8. Now we proceed by
induction on ν(D/M). If DM > 1, let p |
D
M be an arbitrary prime divisor, then
EM,f · D
M
,χ = [p]
−
χ (EM,f · D
pM
,χ)
= a0(EM,f · D
M
,χ; [∞]) +
∞∑
n=1
(
σM,f · D
pM
(n)− σM,f · D
pM
(n/p)
)
· χ(n) · qn.
by the induction hypothesis. Writing n = m · pvp(n) with (m, p) = 1, then we find that
σM,f D
pM
(n)− σM,f D
pM
(n/p)
= (pvp(n) + ...+ 1) · σM,f · D
pM
(m)− (pvp(n)−1 + ...+ 1) · σM,f · D
pM
(m)
= pvp(n) · σM,f · D
pM
(n),
which proves the assertion in this case.
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Now, if (M,L) 6= f , then we find by induction on ν( (M,L)f ) that if p | (M,L)/f is a prime, then
EM,L,χ = [p]
−
χ (EM,L
p
,χ)
= a0(EM,L,χ; [∞]) +
∞∑
n=1
(
σM,L
p
(n)− σM,L
p
(n/p)
)
· χ(p) · e2πinz.
We have thus complete the proof of the lemma since it is clear that σM,L
p
(n)−σM,L
p
(n/p) = 0 if p | n. 
Proposition 4.10. For any (M,L, χ) ∈ H(DC) with χ2 = 1, we have PΓ1(DC)(EM,L,χ) =
g(χ)
L Z +
RΓ1(DC)(EM,L,χ).
Proof. Write the conductor fχ of χ as f for simplicity. Straight manipulation with the Fourier expansion
of EM,l,χ given by Lemma 4.9 yields that
L(EM,L,χ, η, s) =
∏
p|M/f
(1− χη(p) · p1−s) ·
∏
p|L/f
(1− χη(p) · p−s) · L(χη, s− 1) · L(χη, s),
for any Dirichlet character η of conductor prime to D. It follows that Λ(EM,L,χ, η, 1) = 0 if χη(−1) = 1,
and
Λ(EM,L,χ, η, 1) = −
η(−f)χ(fη)g(χ)
2f
·
∏
p|M/f
(1− χη(p)) ·
∏
p|L/f
(1 −
χη(p)
p
) ·B1,χη ·B1,χη
if χη(−1) = −1. By 4.2 (b) of [16], this implies that g(χ)L Z+RΓ1(DC)(EM,L,χ) satisfies the condition (St3),
and hence PΓ1(DC)(EM,L) ⊆
g(χ)
L Z +RΓ1(DC)(EM,L,χ). Thus, it remains to prove PΓ1(DC)(EM,L,χ) ⊇
g(χ)
L Z.
Let q be an arbitrary prime. For any prime p′ ∈ SDC not equal to q, both
∏
p|M
f
(χ(p) − η(p)) and∏
p|L
f
(χ(p) · p− η(p)) are q-adic units for all but finitely many η ∈ X∞DC whose conductor is a power of
p′. It then follows from the above L-value formula and Theorem 4.2 (c) of [16] that Lg(χ) ·Λ(EM,L,ψ, χ, 1)
is a q-adic unit for infinitely many η ∈ X∞DC and hence completes the proof. 
4.4. Proof of Theorem 4.1. Now we can finally give the proof of Theorem 4.1. Write fχ simply as
f . It follows from Corollary 4.7 and Proposition 4.10 that
A(s)(EM,L,χ) =
PΓ1(DC)EM,L,χ +RΓ0(DC)EM,L,χ
RΓ0(DC)EM,L,χ
≃
g(χ)
f ·nχ
Z+ ϕ(D/f) · ψ(L/f) · ( DM , C)Z
ϕ(D/f) · ψ(L/f) · ( DM , C)Z
Thus, to prove the theorem, it suffices to prove that the intersection CΓ0(DC)(EM,L,χ)
⋂∑
DC is annihi-
lated by 6.
• If χ = 1, then CΓ0(DC)(EM,L,1) is Q-rational. However, since the Shimura subgroup is of multiplica-
tive type, we find that CΓ0(DC)(EM,L,χ)
⋂
ΣDC must be contained in µ2 and therefore is annihilated by
2.
• If χ is non-trivial, then 2 ∤ f 6= 1 and CΓ0(DC)(EM,L,χ) is annihilated by Tp for any prime p | f . Since
any such Tp acts on
∑
DC as multiplication by p by [6], it follows that
∑
DC
⋂
C(EM,L,χ) is annihilated
by f . It follows that CΓ0(DC)(EM,L,χ)
⋂∑
DC ⊆ µf as the Shimura subgroup is of multiplicative type.
However, since a quadratic character of odd conductor can be cyclotomic only if the conductor is 3, we
find that the above intersection is zero unless f = 3, which implies that
∑
DC
⋂
C(EM,L,χ) is zero away
from 3 and hence completes the proof.
Remark 4.11. Recall that we have defined
nχ = −
fχ
4g(χ)
∑
a,b∈Z/fχZ
χ(a) · χ(b) ·B2(
a+ b
fχ
).
If we denote by
dχ :=
∑
a,b∈Z/fχZ
χ(a) · χ(b) ·B2(
a+ b
fχ
),
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which is clearly fχ-integral, then
g(χ)
fχ · nχ
= −
4g(χ)2
f2χ
·
1
dχ
= ±
4
fχ · dχ
as g(χ)2 = ±fχ, and it follows that
CΓ0(DC)(EM,L,χ)⊗Z Z[
1
6fχ
] ≃
Z[ 16fχ ]
ϕ( Dfχ ) · ψ(
L
fχ
) · ( DM , C) · dχ · Z[
1
6fχ
]
.(4.7)
5. Indexes of quadratic Eisenstein ideals
For any (M,L, χ) ∈ H(DC) with χ2 = 1, we call the corresponding ideal IΓ0(DC)(EM,L,χ) of T0(DC)
as a quadratic Eisenstein ideal.
In this section, we will give the proof of Theorem 1.2. For this purpose, it is indispensable to make use
of the algebraic theory of modular forms. We will briefly recall the notations below. For more details,
the reader is referred to [10]. Let N be a positive integer. Then, for an arbitrary commutative ring R,
we define {
MB2 (Γ0(N), R) :=M
B
2 (Γ0(N),Z) ⊗Z R
SB2 (Γ0(N), R) := S
B
2 (Γ0(N),Z)⊗Z R,
whereM2(Γ0(N),Z) (resp. S2(Γ0(N),Z)) is the sub-Z-module ofM2(Γ0(N),C) consisting of those forms
(resp. cuspforms) whose Fourier expansions at infinity have coefficients in Z. If N is invertible in R so
that R-is a Z[1/N ]-algebra, then we can further define the following R-modules
SA2 (Γ0(N), R) ⊆M
A
2 (Γ0(N), R)
from the point of view of moduli (see, for example, [2]). Moreover, there is an R-homomorphism
MB2 (Γ0(N), R) →֒M
A
2 (Γ0(N), R), which is injective and q-expansion preserving, such that the following
diagram
SB2 (Γ0(N), R)

// SA2 (Γ0(N), R)

MB2 (Γ0(N), R) // M
A
2 (Γ0(N), R)
is commutative. Finally, if p‖N is a prime which exactly divides N and R is a Z(p)-algebra, then we
have the R-modules
Sreg2 (Γ0(N), R) ⊆M
reg
2 (Γ0(N), R)
of regular differential forms with coefficients in R ([10]).
5.1. In this subsection, we will prove that the isomorphism in Theorem 1.2 holds away from 6D.
Firstly note that we have the following
Lemma 5.1. For any (M,L, χ) ∈ H(DC) with χ2 = 1, the index [T0(DC) : IΓ0(DC)(EM,L,χ)] is finite,
and there is a surjective homomorphism
T0(DC)/IΓ0(DC)(EM,L,χ)։ Z/|CΓ0(DC)(EM,L,χ)|Z
of finite cyclic groups, where |CΓ0(DC)(EM,L,χ)| is the order of CΓ0(DC)(EM,L,χ).
Proof. We first prove that T0(DC)/IΓ0(DC)(EM,L,χ) is finite cyclic. Since T
Γ0(DC)
ℓ is congruent mod-
ulo IΓ0(DC)(EM,L,χ) to a rational integer for any prime ℓ, the natural Z-algebra homomorphism Z →
T0(DC)/IΓ0(DC)(EM,L,χ) is clearly surjective. Moreover, suppose that the kernel of this homomorphism
is zero, so that we have an isomorphism T0(DC)/IΓ0(DC)(EM,L,χ) ≃ Z. Then it follows that there is
a normalized cuspidal eigenform f ∈ S2(Γ0(DC),C) whose ℓ-th eigenvalue is χ(ℓ)(1 + ℓ) for any prime
ℓ ∤ D. But this contradicts to the Ramamujan bound. So there must be some non-zero integer n such
that T0(DC)/IΓ0(DC)(EM,L,χ) ≃ Z/nZ, which is hence finite and cyclic.
Note that because χ2 = 1, CΓ0(DC)(EM,L,χ) is a finite cyclic group by Theorem 3.2.4 of [15]. Thus the
action of Z, and therefore the action of T0(DC), on CΓ0(DC)(EM,L,χ) is transitive. Since CΓ0(DC)(EM,L,χ)
is annihilated by IΓ0(DC)(EM,L,χ), we find that there is a transitive action of T0(DC)/IΓ0(DC)(EM,L,χ)
on the finite cyclic group CΓ0(DC)(EM,L,χ), which gives the above desired surjection. 
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Proposition 5.2. Let (M,L, χ) ∈ H(DC) with χ2 = 1. Then we have
T0(DC)p/IΓ0(DC)(EM,L,χ) ≃ Zp/|CΓ0(DC)(EM,L,χ)| · Zp
for any prime p ∤ 6D, where we denote by T0(DC)p to be T0(DC)⊗Z Zp.
Proof. We may assume that T0(DC)p/IΓ0(DC)(EM,L,χ) ≃ Z/p
mZ for some integer m ≥ 1, because there
is otherwise nothing need to be proved by Lemma 5.1. Recall that there is a perfect pairing of Z-modules
(see [11])
T0(DC)× S
B
2 (Γ0(DC),Z)→ Z,
which induces the following perfect pairing of Z/pmZ-modules
T0(DC)p/IΓ0(DC)(EM,L,χ)× S
B
2 (Γ0(DC),Z/p
mZ)[IΓ0(DC)(EM,L,χ)]→ Z/p
mZ.
It follows that
SB2 (Γ0(DC),Z/p
mZ)[IΓ0(DC)(EM,L,χ)] = (Z/p
mZ) · θ,
where θ is a normalized eigenform. On the other hand, EM,L,χ (mod p
mZ) ∈ MB2 (Γ0(DC),Z/p
mZ) is
also normalized and has the same Hecke eigenvalues as those of θ, so the following form
A := EM,L,χ (mod p
mZ)− θ ∈MB2 (Γ0(DC),Z/p
mZ)
is a constant, which is visibly the constant term of EM,L,χ at infinity modulo p
m. In the following, we
distinguish the proof into two situations.
If L 6= 1 so that the constant term of EM,L,χ at infinity vanishes by Proposition 4.6. Then it follows
from the q-expansion principle (see [10], Proposition 1.2.10) that EM,L,χ (mod p
mZ) = θ. In particular,
we find that EM,L,χ (mod p
mZ) is a cuspform, which therefore should have its constant term at each
cusp be zero. However, by Proposition 4.6, the constant term at a cusp with rs = DM , (s, fχ) = 1 and
(M,L) | t is of the following form
u · ϕ(
D
fχ
) · ψ(
L
fχ
) · dχ,
where u is a p-adic unit and dχ :=
∑
a,b∈Z/fχZ
χ(a) ·χ(b) ·B2(
a+b
fχ
). It follows that pm | ϕ( Dfχ ) ·ψ(
L
fχ
) ·dχ,
which proves the desired assertion in view of Eq.(4.7).
On the other hand, if L = 1 so that M = D,χ = 1, and hence EM,L,χ = ED,1, then the constant term
at infinity is ± 124 · ϕ(D). Let q be an auxiliary prime with q ∤ D and q 6= ±1 (mod p). Let B(q) be the
operator introduced on P289 of [10], which is our γq when base change to C. Then we find that
0 = (1−B(q)) (A)
= ED,q (mod p
mZ)− (1−B(q)) (θ),
which implies that ED,q (mod p
mZ) is a cuspform over Z/pmZ. In particular, the constant term of
ED,q at infinity vanishes when modulo p
m, that is, pm | ϕ(Dq) · ψ(q) = ϕ(D) · (q2 − 1). It follows that
pm | ϕ(D) as we have assumed q2 6= 1 (mod p), which proves the desired assertion when L = 1 and
hence completes the proof of the lemma. 
5.2. In this subsection, we recall the factorization of the Hecke algebra into its various old and new
quotients. This will be our main tool for our later investigations. For more details, we refer the reader
to [5] and [12].
For any prime p | D, there are two degeneracy maps
π
(p)
1 , π
(p)
p : X0(DC)→ X0(DC/p),
which can be analytically described as π
(p)
1 (z) = z and π
(p)
p (z) = pz for any z ∈ H. Thus, from the
Picard functoriality, we obtain a homomorphism
ιp := π
(p)∗
1 + π
(p)∗
p : J0(DC/p)
2 → J0(DC)
between abelian varieties over Q. Define{
J0(DC)p-old := Im(ιp)
J0(DC)
p-new := J0(DC)/J0(DC)p-old,
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called as the p-old subvariety and the p-new quotient variety of J0(DC) respectively. It can be shown
that both J0(DC)p-old and J0(DC)
p-new are stable under the action of T0(DC) on J0(DC), so we can
define {
T0(DC)
p-old := Im(T0(DC)→ J0(DC)p-old)
T0(DC)
p-new := Im(T0(DC)→ J0(DC)
p-new).
It follows that there are two surjective Z-algebra homomorphisms{
T0(DC)։ T0(DC)
p-old
T0(DC)։ T0(DC)
p-new,
(5.1)
which combine to give an injective homomorphism
T0(DC) →֒ T0(DC)
p-old × T0(DC)
p-new.(5.2)
For simplicity, we will use the same symbols for the Hecke operators in T0(DC) and their images
T0(DC)
p-old.
The Z-algebra T0(DC)
p-old and T0(DC/p) are closely related. In fact, it is not difficult to prove that
T
Γ0(DC)
ℓ ◦ π
(p)∗
i = π
(p)∗
i ◦ T
Γ0(DC/p)
ℓ (i=1 or p)
for any prime ℓ 6= p. On the other hand, concerning the action of the p-th Hecke operator of the p-old
subvariety, the situations are different and depend on whether p exactly divide DC.
• If p‖DC, then ker(ιp) is finite (see [13]), so that the diagonal action of T0(DC/p) on J0(DC/p)
2
induces an injection T0(DC/p) →֒ EndQ(J0(DC)p-old). Identify T0(DC/p) with its image. Let R :=
T0(DC/p)
⋂
T0(DC)
p-old, which is the sub-Z-algebra of T0(DC/p) generated by all but the p-th Hecke
operators. We have
R⊗Z Z[1/2] = T0(DC/p)⊗Z Z[1/2](5.3)
by the lemma on P491 of [17]. Moreover, if p 6= 2, then
R = T0(DC/p),
and there is a Z-algebras isomorphism (see [12])
T0(DC/p)[x]/(x
2 − T Γ0(DC/p)p · x+ p) ≃ T0(DC)
p-old, x 7→ T Γ0(DC)p .(5.4)
• If p2 | DC, then it is easy to show that{
T
Γ0(DC)
p = π
(p)∗
p ◦ π
(p)
1∗
T
Γ0(DC/p)
p = π
(p)∗
1 ◦ π
(p)
p∗ ,
from which we deduce that {
T
Γ0(DC)
p ◦ π
(p)∗
p = π
(p)∗
p ◦ T
Γ0(DC/p)
p
T
Γ0(DC)
p ◦ π
(p)∗
1 = p · T
Γ0(DC/p)
p .
(5.5)
By the first equation in (5.5), the subvariety π
(p)∗
p (J0(DC/p)) of J0(DC)p-old is stable under the action
of T0(DC)
p-old. Since ker(π
(p)∗
p ) is finite, J0(DC/p) is isogenous to π
(p)∗
p (J0(DC/p)). Therefore, we find
that there is an induced surjective Z-algebra homomorphism
ϕ(1)p : T0(DC)
p-old
։ T0(DC/p),
which maps T
Γ0(DC)
ℓ to T
Γ0(DC/p)
ℓ for any prime ℓ.
Consider the quotient variety J0(DC)p-old/π
(p)∗
p (J0(DC/p)), which is also stable under the action of
T0(DC)
p-old. Thus there is an induced Z-algebra homomorphism
T0(DC)
p-old → EndQ
(
J0(DC)p-old/π
(p)∗
p (J0(DC/p))
)
,
and the first equation in (5.5) implies that T
Γ0(DC)
p 7→ 0 under this homomorphism. On the other hand,
it is clear from the definition that we have a surjective homomorphism
π
(p)∗
1 (J0(DC/p))։ J0(DC)p-old/π
(p)∗
p (J0(DC/p))
between abelian varieties. So, if denote
pT0(DC/p) := Im
(
T0(DC)
p-old → EndQ(J0(DC)p-old/π
(p)∗
p (J0(DC/p)))
)
,
17
then we find that pT0(DC/p) is a quotient ring of T0(DC/p), and there is a surjection
ϕ(2)p : T0(DC)
p-old → pT0(DC/p),
which maps T
Γ0(DC)
ℓ to T
Γ0(DC/p)
ℓ for any prime ℓ 6= p, and maps T
Γ0(DC)
p to 0. Finally, we note that
the above two homomorphisms ϕ
(1)
p and ϕ
(2)
p combine to give an injection
ϕp := ϕ
(1)
p + ϕ
(2)
p : T0(DC)
p-old →֒ T0(DC/p)× pT0(DC/p).(5.6)
5.3. Now we continue the calculation of the indexes of the quadratic Eisenstein ideals. Let us first
consider the p-parts of the indexes for primes p | D/C.
Lemma 5.3. Let (M,L, χ) ∈ H(DC) with χ2 = 1. If p | (D/C) is an odd prime divisor of the index
[T0(DC) : IΓ0(DC)(EM,L,χ)], so that m := (p, IΓ0(DC)(EM,L,χ)) is a maximal ideal of T0(DC), then
T0(DC)
p-new
m = 0,
where T0(DC)
p-new
m is the localization of T0(DC)
p-new at m as a T0(DC)-module.
Proof. By Nakayama’s lemma, it is enough to show that the quotient T0(DC)
p-new/m ·T0(DC)
p-new = 0.
If p | L/(L,C), then T
Γ0(DC)
p ∈ m by Proposition 3.7. On the other hand, by the newform theory,
T
Γ0(DC)
p = ±1 ∈ T0(DC)
p-new as p‖DC. It follows that m is mapped to the unit ideal in T0(DC)
p−nem
and hence proves the assertion.
Thus, to complete the proof, we only need to prove the assertion also for odd prime divisors of
M/(M,C) because D | ML. Let p 6= 2 and p | M/(M,C) be a prime. We divide the proof in this
situation into the following cases.
We first consider the case when M 6= p so that EM/p,L,χ is an Eisenstein series of level Γ0(DC/p).
Suppose that T0(DC)
p−new/m is non-zero and hence isomorphic to Z/pZ. Then there is a normalized
p-new cuspidal eigenform θ which has the same Hecke eigenvalues as those of EM,L,χ when we take
reduction modulo p. Since θ is p-new, we have θ|wp = −T
Γ0(DC)
p (θ) = ±θ where wp is the p-th Atkin-
Lehner operator, which implies that θ is a regular differential form by Proposition1.4.9 of [10]. Moreover,
by definition, we have
EM,L,χ = EM/p,L,χ − χ(p) ·EM/p,L,χ|γp
= EM/p,L,χ − χ(p) ·EM/p,L,χ|wp,
since the restriction of wp toM2(Γ0(DC/p),C) reduces to γp. It follows that EM,L,χ|wp = −χ(p)·EM,L,χ
and EM,L,χ is therefore a regular differential form (loc.cit). Finally, if we define
E′M,L,χ = EM/p,L,χ + χ(p) · EM/p,L,χ|γp,
then E′M,L,χ|wp = χ(p) ·E
′
M,L,χ and E
′
M,L,χ is also a regular differential form (loc.cit). Note that, since
γp commutes with the ℓ-th Hecke operator for any ℓ 6= p, we find that the corresponding Hecke eigenvalue
EM,L,χ and E
′
M,L,χ coincides. It follows that both θ−EM,L,χ and θ−E
′
M,L,χ are regular differential forms,
where θ−EM,L,χ is a constant modulo p, and θ−E
′
M,L,χ modulo p is of the form
∑∞
n=0 q
pn and hence is
also a constant by Proposition2.2.6 of [10]. Thus, 2 ·χ(p) ·
(
EM/p,L,χ|γp
)
= (θ − EM,L,χ)−
(
θ − E′M,L,χ
)
must be a constant modulo p, which is impossible as p 6= 2. So the assertion is proved when M 6= p.
Now we consider the case when M = p. Suppose that T0(DC)
p−new/m is non-zero. Then we find
similarly as above that there is a normalized p-new cuspidal eigenform θ such that the regular differential
form θ−Ep,L,χ is congruent to a constant modulo p. Choose an auxiliary prime r ∤ D and let Θ := [r]
+
χ (θ).
Then Θ is also a regular form as [r]+χ commutes with wp, and Θ − Erp,L,χ = [r]
+
χ (θ − Ep,L,χ) is also a
constant modulo p. In particular, Θ has the same eigenvalues as those of Erp,L,χ when modulo p. On the
other hand, we have E′rp,L,χ = Er,L,χ + χ(p) ·Er,L,χ such that Θ− E
′
rp,L,χ is of the form
∑∞
n=0 q
pn and
hence is also a constant when modulo p, which leads to the same contradiction as above and therefore
completes the proof. 
Proposition 5.4. Let (M,L, χ) ∈ H(DC) with χ2 = 1. Then we have
T0(DC)p/IΓ0(DC)(EM,L,χ) ≃ Zp/|CΓ0(DC)(EM,L,χ)| · Zp,
where p is a prime with p ≥ 5 and p | (D/C).
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Proof. By Lemma 5.1, we may assume that T0(DC)p/IΓ0(DC)(EM,L,χ) ≃ Z/p
mZ for some integer m ≥ 1
since there is otherwise nothing needed to be proved. Then m := (p, IΓ0(DC)(EM,L,χ)) is a maximal ideal
in T0(DC), and we get from Lemma 5.3 the following isomorphism
T0(DC)m ≃ T0(DC)
p-old
m
by localizing (5.1) and (5.2) at m, which implies that
T0(DC)p/IΓ0(DC)(EM,L,χ) ≃ T0(DC)m/IΓ0(DC)(EM,L,χ)
≃ T0(DC)
p−old
m /IΓ0(DC)(EM,L,χ)
≃ T0(DC)
p−old
p /IΓ0(DC)(EM,L,χ).
Let I be the ideal of T0(DC/p) generated by all but the ℓ-th generator of IΓ0(DC)(EM,L,χ). Then, if
p |M/(M,C), we have that
T0(DC)p/IΓ0(DC)(EM,L,χ) ≃ T0(DC/p)p[x]/(x
2 − T Γ0(DC/p) · x+ p, x− χ(p), I)
≃ T0(DC/p)p/(T
Γ0(DC/p)
p − χ(p)− χ(p) · p, I)
by (5.3) and (5.4) as p is odd by our assumption. Since (T
Γ0(DC/p)
p −χ(p)−χ(p)·p, I) = IΓ0(DC/p)(EM/p,L,χ),
we find by Proposition 5.2 that
T0(DC)p/IΓ0(DC)(EM,L,χ) ≃ T0(DC/p)p/IΓ0(DC/p)(EM/p,L,χ)
≃ Zp/|CΓ0(DC/p)(EM/p,L,χ)| · Zp
≃ Zp/|CΓ0(DC)(EM,L,χ)| · Zp
since the p-part of CΓ0(DC)(EM,L,χ) and CΓ0(DC/p)(EM/p,L,χ) have the same order by (4.7), which proves
the assertion when p |M/(M,C).
Similarly, if p | L/(L,C), then
T0(DC)p/IΓ0(DC)(EM,L,χ) ≃ T0(DC/p)p/
(
p · (T Γ0(DC/p)p − χ(p)− χ(p) · p), I
)
,
so there exists a normalized cuspidal eigenform θ ∈ SB2 (Γ0(DC/p),Z/p
mZ) which is annihilated by
p · (T
Γ0(DC/p)
p − χ(p) − χ(p) · p) and I. On the other hand, the reduction of EM,L/p,χ modulo p
m
is normalized and annihilated by IΓ0(DC/p)(EM,L/p,χ). In particular, the q-expansion at infinity of
θ −EM,L/p,χ (mod p
mZ) is of the form
∑∞
n=0 anq
pn. Then it follows from the main theorem of [3] that
θ = EM,L/p,χ (mod p
mZ), and therefore
T0(DC)p/IΓ0(DC)(EM,L,χ) ≃ T0(DC/p)p/IΓ0(DC/p)(EM,L/p,χ)
≃ Zp/|CΓ0(DC/p)(EM,L/p,χ)| · Zp
≃ Zp/|CΓ0(DC)(EM,L,χ)| · Zp,
since the p-part of CΓ0(DC)(EM,L,χ) and CΓ0(DC/p)(EM,L/p,χ) have the same order by (4.7), which proves
the assertion when p |M/(M,C) and completes the proof of the proposition. 
For those prime divisors of C, we can prove the following
Proposition 5.5. Let (M,L, χ) ∈ H(DC) with χ2 = 1. Then we have
T0(DC)p/IΓ0(DC)(EM,L,χ) ≃ Zp/|CΓ0(DC)(EM,L,χ)| · Zp,
for any prime p ≥ 5 and p | (M,C)/(M,L).
Proof. By Lemma 5.1, we may assume that p | [T0(DC) : IΓ0(DC)(EM,L,χ)] for there is otherwise nothing
needed to be proved. Then m := (p, IΓ0(DC)(EM,L,χ)) is a maximal ideal of T0(DC).
It follow from the newform theory that TDCp is mapped to zero via T0(DC) → T0(DC)
p-new as
p2 | DC. In particular, −χ(p) is contained in the image of m in T0(DC)
p-new which is therefore the unit
ideal, so that T0(DC)
p-new/m · T0(DC)
p-new, and hence the localization T0(DC)
p-new
m by Nakayama’s
lemma, is zero.
Thus, we find by (5.2) that T0(DC)m ≃ T0(DC)
p-old
m , and therefore
T0(DC)p/IΓ0(DC)(EM,L,χ) = T0(DC)m/IΓ0(DC)(EM,L,χ)
≃ T0(DC)
p-old
m /IΓ0(DC)(EM,L,χ)
= T0(DC)
p-old
p /IΓ0(DC)(EM,L,χ).
19
However, because TDCp is mapped to zero via the homomorphism ϕ
(2)
p : T0(DC)
p-old → pT0(DC/p), we
find similarly as above that pT0(DC/p)m = 0 and hence T0(DC)
p-old
m ≃ T0(DC/p)m via ϕ
(1)
p by (5.5).
Since ϕ
(1)
p (IΓ0(DC)(EM,L,χ)) is visibly IΓ0(DC/p)(EM,L,χ) in T0(DC/p), it follows that
T0(DC)p/IΓ0(DC)(EM,L,χ) ≃ T0(DC)
p-old
p /IΓ0(DC)(EM,L,χ)
≃ T0(DC/p)p/IΓ0(DC/p)(EM,L,χ)
≃ T0(DC/p)p/|CΓ0(DC/p)(EM,L,χ)| · Zp,
where the last isomorphism follows from our previous results when p exactly divide the level. This
proves the desired assertion, because it is easy to verify from (4.7) that the p-part of CΓ0(DC)(EM,L,χ)
and CΓ0(DC/p)(EM,L,χ) have the same order when p | (M,C)/(M,L). 
Proof of Theorem 1.2: The result follows from Proposition 5.2,Proposition 5.4, and Proposition 5.5.
6. Proof of Theorem 1.1
6.1. Let D ≥ 1 be an odd square-free integer and 1 ≤ C | D a divisor of D as before. Let χ be a
Dirichlet character of conductor fχ | C. In this subsection, we denote by Iχ to be the following ideal in
T0(DC)
Iχ :=
(
T Γ0(DC)ℓ − χ(ℓ)− χ(ℓ) · ℓ
)
ℓ∤D
.
Lemma 6.1. T0(DC)/Iχ is a finite ring.
Proof. Since T0(DC) is a finite Z-module, T0(DC)/Iχ is also finitely generated over Z. Thus, to prove the
lemma, it is enough to show that T0(DC)/Iχ is a torsion Z-module, or equivalently, (T0(DC)/Iχ)⊗ZC =
0.
Suppose to the contrary that (T0(DC)/Iχ) ⊗Z C is a non-zero C-algebra. Then it follows from the
Hilbert nullstelensatz that there exists a non-zero Z-algebra homomorphism from T0(DC) to C, which
in turn gives a normalized cuspidal eigenform whose ℓ-th Hecke eigenvalue is χ(ℓ)+χ(ℓ) · ℓ for any prime
ℓ ∤ D. But this contradicts the Ramanujan bound, so (T0(DC)/Iχ)⊗Z C is necessarily zero which prove
the lemma. 
In particular, we find from the above lemma that T0(DC)/Iχ is an artinian ring, and therefore we
have the following isomorphism
T0(DC)q/Iχ ≃
∏
m
T0(DC)m/Iχ,
where m runs over all the maximal ideals containing the ideal (q, Iχ).
Proposition 6.2. Let q be a prime and m ⊇ (q, Iχ) is a maximal ideal in T0(DC). If q ∤ 2D, then we
have T
Γ0(DC)
ℓ ≡ χ(ℓ) + χ(ℓ) · ℓ (mod m) for any prime ℓ ∤ D, and
T Γ0(DC)p (mod m) ≡

χ(p) or χ(p) · p , if p | DC
0, χ(p) or χ(p) · p , if p | Cfχ
0 , if p | fχ.
Proof. When the prime ℓ ∤ D, the assertion about T
Γ0(DC)
ℓ follows directly from the definition of Iχ. So
it remains to consider those prime divisors of D. In the following proof, for simplicity, we will also denote
by ”m” to be its images in various old- or new-quotients of T0(DC) if there is no danger of confusion.
(a.1) If p is a prime divisor of D/C such that m is p-new, which means that the image of m in
T0(DC)
p-new, and we have therefore an isomorphism T0(DC)/m ≃ T0(DC)
p-new/m. It then follows
from the newform theory that T
Γ0(DC)
p ≡ ±1 (mod m) as p‖DC
Let ρm : Gal(Q/Q) → GL2(T0(DC)/m) be the unique semi-simple Galois representation associated
to m (see §5 of [12]). Then it follows from the density theorem and Brauer-Nesbitt theorem that
ρm ≃ χ⊕χ ·χq, where χq is the cyclotomic character over Fq. On the other hand, since q ∤ D and hence
q 6= p, it follows from Theorem3.26,(3) of [1] that the restriction of ρm to Gal(Qp/Qp) is of the form
ǫ⊕ ǫ ·χq, where ǫ is the unramified character such that ǫ(Frobp) = T
Γ0(DC)
p (mod m). Thus we find that
T
Γ0(DC)
p ≡ χ(p) (mod m).
(a.2) If p is a prime divisor of D/C such that m is not p-new, then T0(DC)
p-new/m and hence
T0(DC)
p-new
m are zero. Then it follows from (5.2) that T0(DC)/m ≃ T0(DC)
p-old/m. Moreover, since
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q 6= 2, we find by (5.3) and (5.4) that T0(DC/p)q[x]/(x
2−T
Γ0(DC/p)
p ·x+p) ≃ T0(DC)
p-old
q . Denote also
by m to be its image in T0(DC/p)q[x]/(x
2−T
Γ0(DC/p)
p ·x+p), and let n := m
⋂
T0(DC/p)q. Then ρn ≃
χ⊕χ·χq by the density theorem and Brauer-Nesbitt theorem, because it contains T
Γ0(DC/p)
ℓ −χ(ℓ)−χ(ℓ)·ℓ
for any prime ℓ ∤ D. Since q 6= p and p ∤ DC/p, we find that T Γ0(DC/p) ≡ χ(p) + χ(p) · p (loc.cit.). It
follows that T
Γ0(DC)
p ≡ χ(p) or χ(p) · p (mod m) as desired. This completes the proof of the assertion
when p | (D/C).
(b.1) If p is a prime divisor of C such thatm is p-new, which means that the image ofm in T0(DC)
p-new,
and we have therefore an isomorphism T0(DC)/m ≃ T0(DC)
p-new/m. It then follows from the newform
theory that T
Γ0(DC)
p ≡ 0 (mod m) as p2 | DC.
(b.2) If p is a prime divisor of C such that m is not p-new, then, similarly as above, there is an
isomorphism T0(DC)/m ≃ T0(DC)
p-old/m. Recall that there is an injective homomorphism ϕp =
ϕ
(1)
p +ϕ
(2)
p : T0(DC)
p-old →֒ T0(DC/p)×pT0(DC/p) sending T
Γ0(DC)
p to (T
Γ0(DC/p)
p , 0). Thus, if ϕ
(2)
p (m)
is not the unit ideal in pT0(DC/p), then we can find a maximal ideal m
′ of pT0(DC/p) such that ϕ
(2)
p
induces an injection T0(DC)
p-old/m →֒ pT0(DC/p)/m
′, which implies that T
Γ0(DC)
p ≡ 0 (mod m). On
the other hand, if ϕ
(2)
p (m) =p T0(DC/p), then T0(DC)
p-old
m ≃ T0(DC/p)m via ϕ
(1)
p . Therefore ϕ
(1)
p
induces an isomorphism T0(DC)
p-old/m ≃ T0(DC/p)/m, and it follows from our previous results in
(a.1) and (a.2) that T
Γ0(DC)
p ≡ χ(p) or χ(p) · p (mod m).
(b.3) Finally, we need to show that T
Γ0(DC)
p ≡ 0 (mod m) when p | fχ. Suppose to the contrary
that T
Γ0(DC)
p is non-zero modulo m, then we find by the newform theory that m can not be p-new
as p2 | D. Similarly, the image of m under ϕ
(2)
p must be the unit ideal. It follows that we have an
isomorphisms T0(DC)/m ≃ T0(DC)
p-old/m ≃ T0(DC/p)/m, where the second isomorphism is induced
from ϕ
(1)
p . Thus, by theorem3.26,(3) of [1], the restriction of ρm to Gal(Qp/Qp) has an unpacified sub-
representation. But we have already seen that ρm ≃ χ⊕χ ·χq, which is ramified at the prime divisor p of
fχ. This contradiction shows that T
Γ0(DC)
p must be zero modulo m, and hence completes the proof. 
Corollary 6.3. Let q ∤ 2D be a prime. Then, for any maximal ideal m ⊇ (q, Iχ) in T0(DC), there exists
some (M,L, χ) ∈ H(DC) such that m = (q, IΓ0(DC)(EM,L,χ)).
Proof. This follows immediately from the above proposition, by taking M to be the product of those
prime divisors of D with T
Γ0(DC)
p ≡ 0 or χ(p) (mod m), and taking L to be the product of those prime
divisors of D with T
Γ0(DC)
p ≡ 0 or χ(p) · p (mod m). 
6.2. Proof of Theorem 1.1: To prove our main theorem about the quadratic torsion subgroups
of J0(D
2), it is enough to show that J0(D
2)(χ)[q∞] = C0(D
2)(χ)[q∞] for any prime q ∤ 6D. Below we
fix q to be a prime with (q, 6D) = 1, and assume that J0(D
2)(χ)[q∞] 6= 0 for there is otherwise nothing
needed to be proved.
By the Eichler-Shimura relation, the finite subgroup J0(D
2)(χ)tor ⊆ J0(D
2), which is e´tale over Z[1/D]
as a group scheme, is in fact a T0(D
2)/Iχ-module. Thus we find that J0(D
2)(χ)[q∞] is a T0(D
2)q/Iχ-
module. Note that the conductor of χ isD, so it follows from Lemma 6.1 that T0(D
2)q/Iχ = T0(D
2)m/Iχ,
where m is the maximal (q, IΓ0(D2)(ED,D,χ)) in T0(D
2). In particular, we have that J0(D
2)(χ)[q∞] =
J0(D
2)(χ)[m∞].
We claim that the maximal ideal m is not p-old for any prime p | D, that is, the image of m in
T0(D
2)p−old is the unit ideal. Suppose, to the contrary, the image of m is still maximal in T0(D
2)p−old
for some p | D. Since there is an injection ϕp = ϕ
(1)
p × ϕ
(2)
p : T0(D
2)p-old →֒ T0(D
2/p) × T˜0(D
2/p),
which maps T Γ0(D
2) to (T Γ0(D
2/p), 0), we find that at least one of ϕ
(1)
p (m) and ϕ
(2)
p (m) is not the unit
ideal in T0(D
2/p). However, in either case, there would be a maximal ideal in T0(D62/p) containing
{T
Γ0(D
2/p)
ℓ − χ(ℓ) − ℓ · χ(ℓ)}ℓ∤D, which is a contradiction by similar reason as in the proof (b.3) of
Proposition 6.2. It follows that m is not p-old and hence proves the claim.
Now we come back to the proof of the theorem. For any p | D, there is an exact sequence of T0(D
2)-
modules
0 // J0(D
2)p-old(χ)[m
∞] // J0(D
2)(χ)[m∞] // J0(D
2)p-new(χ)[m∞],
where the action of T0(D
2) on J0(D
2)p-old(χ)[m
∞] (resp. J0(D
2)p-new(χ)[m∞]) factors through T0(D
2)։
T0(D
2)p-old (and resp. T0(D
2) ։ T0(D
2)p-new). Since J0(D
2)p-old(χ)[m
∞] = 0 by the above claim, it
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follows that J0(D
2)(χ)[m∞] ⊆ J0(D
2)p-new(χ)[m∞]. Thus we have proved that J0(D
2)(χ)[m∞] is anni-
hilated by T
Γ0(D
2)
p for any prime p | D. It follows that J0(D
2)(χ)[m∞], and therefore J0(D
2)(χ)[q∞], is
annihilated by IΓ0(D2)(ED,D,χ). By the same arguments as in [7], II, Corollary 14.8, one can show that
J0(D
2)(χ)[q∞] is a finite and cyclic. It follows that
|J0(D
2)(χ)[q∞]| ≤ |T0(D
2)q/IΓ0(D2)(ED,D,χ)|
= |CΓ0(D2)(ED,D,χ)[q
∞]|,
with the second equality holds by Theorem 1.2, which completes the proof of the theorem.
References
[1] H. Hida, Modular forms and Galois cohomology. Cambridge Studies in Advanced Mathematics, 69. Cambridge Uni-
versity Press, Cambridge, 2000. x+343 pp. ISBN: 0-521-77036-X
[2] N. Katz, P-adic Properties of Modular Schemes and Modular Forms. Lecture Notes in Mathematics 1973, 350: 69-190.
[3] N. Katz, A result on modular forms in characteristic p. Modular Functions of one Variable V pp 53-61.
[4] S. Ling, On the Q-rational cuspidal subgroup and the component group of J0(pr). Israel Journal of Mathematics,
1997, 99(1):29-54.
[5] S. Ling, Congruences between cusp forms and the geometry of Jacobians of modular curves. Mathematische Annalen,
1993, 295(1):111C133.
[6] S. Ling and J. Oesterle´, The Shimura subgroup of Jo(N). Astdrisque 196-197(1991), 171-203.
[7] B. Mazur, Modular curves and the eisenstein ideal. Publications Mathmatiques de l’Institut des Hautes tudes Scien-
tifiques, 1977, 47(1):33-186
[8] A. Ogg, Rational points on certain elliptic modular curves. Proc. Symp. Pure Math. 24 (1973), 221C231.
[9] A. Ogg, Diophantine equations and modular forms. Bull. AMS 81 (1975), 14C27
[10] M. Ohta, Eisenstein ideals and the rational torsion subgroups of Modular Jacobian Varieties II. Tokyo J. Math. Vol.
37, NO. 2, 2014
[11] K. Ribet, Mod p Hecke operators and congruences between modular forms. Inventiones Mathematicae, 1983, 71(1):193-
205
[12] K. Ribet, On modular representations of Gal(Q¯/Q) arising from modular forms. Inventiones mathematicae, 1990,
100(1):431C476
[13] K. Ribet, Congruence relations between modular forms. Proceeding of International Congress of Mathematics
17:503C51
[14] G. Shimura, Introduction to the arithmetic theory of automorphic functions. Publ. Math. Soc. Japan 11 (Iwanami
Shorten/Princeton,1971)
[15] G. Stevens, Arithmetic of modular curves, Progress in Mathematics 20, Birkh?user, 1982.
[16] G. Stevens, The Cuspidal Group and Special Values of L-Functions, Transactions of the American Mathematical
Society, 1985, 291(2):519-550
[17] A. Wiles, Modular elliptic curves and Fermat’s last theorem. Ann. of Math. (2) 141 (1995), no. 3, 443C551.
School of Mathematical Science, Sichuan Normal University, Chengdu, Sichuan, China
E-mail address: rytgyx@126.com
22
