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Abstract
Let S ⊆ Zn be a pointed affine semigroup. In this paper we develop
a general strategy to study the set of elements in S having at least two
factorizations of the same length, namely the ideal LS . To this end, we
work with the toric ideal of a certain semigroup associated to S. Our
work can be seen as a new approach generalizing [9], which only studies
the case of numerical semigroups. When S is a numerical semigroup
we give three results: (1) we compute explicitly a set of generators of
the ideal LS when S is minimally generated by an almost arithmetic
sequence; (2) we address the question of when LS is a principal ideal;
(3) we classify the computational problem of determining the largest
integer not in LS as an NP-hard problem.
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1 Introduction
An affine semigroup is a finitely generated submonoid of Zm. Affine semi-
groups are a powerful interface between Combinatorics and Algebraic Geom-
etry since they constitute a combinatorial tool for studying Toric Geometry
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(see, e.g. [26, 8, 11]). Given a finite set A = {a1, . . . ,an} ⊆ Zm, we denote
by
〈A〉 := {λ1a1 + . . .+ λnan | λ1, . . . , λn ∈ N} ,
the affine semigroup generated by A. An affine semigroup S ⊂ Zm is pointed
if the only invertible element is the neutral element of the monoid or, equiv-
alently, if S ∩ (−S) = {0}. An affine semigroup has a unique minimal (with
respect to the inclusion) set of generators if and only if it is pointed (see [11,
Proposition 1.2.23] or [7, Section 1] for this and other properties of pointed
affine semigroups). We will refer to this set of generators as the minimal
set of generators of the semigroup. Unless stated otherwise, when we write
S = 〈a1, . . . ,an〉 ⊆ Zm for a pointed affine semigroup, we are assuming that
A = {a1, . . . ,an} is its minimal set of generators.
Now, consider a pointed affine semigroup S = 〈a1, . . . ,an〉 ⊆ Zm and an
element b ∈ S. Since b ∈ S, there exists an n-tuple λ = (λ1, . . . , λn) ∈ Nn
such that b = λ1a1 + . . . λnan. In this case we say that λ = (λ1, . . . , λn) is a
factorization of b in S of length `(λ) := λ1 + . . .+λn. Now we define the set
LS of elements in S having (at least) two factorizations of the same length,
i.e.,
LS def= {b ∈ S | b has two different factorizations of the same length} .
In this paper we investigate this set LS . In the particular setting that
S is a numerical semigroup this problem was addressed in [9]. Numerical
semigroups are an interesting family of pointed affine semigroups. More
precisely, a numerical semigroup is a submonoid of N with finite complement
over N (for a thorough study of numerical semigroups we refer the reader
to [3, 24]). In [9], the authors prove that given S = 〈a1, . . . , an〉 ⊆ N a
numerical semigroup, then LS = ∅ if and only if n = 2, and describe LS
when n = 3.
This paper goes further into the study of factorization properties of affine
monoids by means of its corresponding toric ideal. For a general reference
in the theory of non-unique factorizations domains and monoids, we refer
to [17]. For a recent account of the progress of factorization invariants in
affine semigroups, we refer the reader to the recent papers [16, 18] and the
references therein.
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Outline of the article
Section §2 is devoted to the study of the Ape´ry set of a pointed affine
semigroup with respect to a finite set B = {b1, . . . ,bs} ⊆ S, that is, the set
ApS(B) = {x ∈ S | x− bi /∈ S, ∀i ∈ {1, . . . , s}} .
Although we use Ape´ry sets as a tool in the other sections, we believe that
the results in this section are interesting in their own. In Theorem 2.2, we
present how to compute an Ape´ry set by means of the (toric) ideal of the
semigroup and a factorization of the elements of B. This result provides an
alternative to [21, Theorem 8]. Then, in Theorem 2.7, we characterize when
this Ape´ry set is finite, it turns out that ApS(B) is finite if and only if the
ideal generated by B and the zero element form a pointed affine semigroup.
We also prove that this is also equivalent to the fact that the cone defined
by B coincides with the one defined by S.
The main results of the paper are in Section §3, where we develop a
general strategy to study LS . In Proposition 3.2 we describe how to obtain
a finite set of generators of the ideal LS by means of the toric ideal of a
semigroup S˜ that we associate to S. That is,
S˜ = 〈(a1, 1), (a2, 1), . . . , (an, 1)〉 ⊆ Zm+1. (1)
As a consequence, in Theorem 3.5, we describe S − LS as an Ape´ry set
and, thus, the techniques developed in the previous section apply here. In
particular, applying Theorem 2.7, we describe when LS ∪ {0} is a pointed
affine semigroup or, equivalently, when S − LS is a finite set.
In Section §4 we apply the results of Section §3 to the particular context
of numerical semigroups and provide alternative proofs of the results of [9]
mentioned above.
In Section §5 we compute explicitly a set of generators of the ideal LS
when S is minimally generated by an almost arithmetic sequence. By almost
arithmetic sequence we mean a set {m1, . . . ,mn, b} ⊆ Z+, where m1 <
. . . < mn is an arithmetic sequence of positive integers and b is any positive
integer. We split this study in three different cases: when b < m1 (in
Proposition 5.5), when b > mn (in Proposition 5.7) and when m1 < b < mn
(in Proposition 5.10). The key idea to prove these results is to use [4,
Theorem 2.2]. There, the authors describe a set of generators of the ideal
of some projective monomial curves, which, in this context coincide with
the toric ideal of S˜, and then we apply Proposition 3.4 with this set of
generators.
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In Section §6 we address the question of characterizing when LS is a
principal ideal. We give a partial answer to this question by providing in
Corollary 6.3 an infinite family of numerical semigroups such that LS is a
principal ideal. This family consists of shiftings of numerical semigroups
with a unique Betti element (a family of semigroups studied in [15]), and
generalizes three generated numerical semigroups. As an intermediate result,
in Proposition 6.2 we describe a explicit set of generators of the toric ideal
of a family of numerical semigroups which turn to be semigroups with only
one Betti minimal element (a family of semigroups studied in [14]).
When S ⊆ N is a numerical semigroup and LS is not empty, then N −
LS is a finite set. In Section §7 we classify the computational problem of
determining the largest integer not in LS as anNP-hard problem. We derive
this result by mimicking the proof of the NP-hardness of the Frobenius
problem in [24] and some (easy) considerations. The same ideas also allow us
to derive that, for a bounded value k ∈ Z+, computing the largest element in
a numerical semigroup with at least k different factorizations (or k different
factorizations of the same length) is NP-hard.
We finish the paper with a conclusions Section §8 and propose some open
problems related to all the issues covered in the article.
2 Ape´ry sets of pointed affine semigroups
Let S = 〈a1, . . . ,an〉 ⊆ Zm be a pointed affine semigroup and consider
B = {b1, . . . ,bs} ⊆ S −{0} a finite set of nonzero elements of S. We define
the Ape´ry set of S with respect to B as
ApS(B) = {x ∈ S | x− bi /∈ S, ∀i ∈ {1, . . . , s}} . (2)
The goal of this section is to study ApS(B) and the main results of this
section are Theorem 2.2 and Proposition 2.7. In the first we describe Ape´ry
sets in terms of the degrees of the elements of a certain basis of a K-vector
space. In the second one we characterize when Ape´ry sets are finite. The
problem of computing the Ape´ry set of an affine semigroup has been studied
in [23, 21]. In [21] the authors provide a method to compute the Ape´ry set
of an affine semigroup based on Gro¨bner basis computations. Our Theorem
2.2 is similar and is inspired by [21, Theorem 8], the main differences are
the following: In [21], the authors require an extra hypothesis implying that
the Ape´ry set is finite that we do not assume. In Proposition 2.7 we prove
that this extra hypothesis characterizes when ApS(B) is finite. Another
difference is that our result does not need any choice of a monomial order.
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A third difference is that Theorem 2.2 requires a factorization of b1, . . . ,br,
while in [21] they do not require so. This is not a big limitation for us, since
we are applying this result in Section 3 in a context where we already know
a factorization of the elements of B.
To state and prove Theorem 2.2, we first introduce some basics on toric
ideals. Let K be any field, we denote by K[x] = K[x1, . . . , xn] the ring of
polynomials in the variables x1, . . . , xn with coefficients in K. We write a
monomial in K[x] as
xα = xα11 · · ·xαnn with α = (α1, . . . , αn) ∈ Nn.
A pointed affine semigroup S = 〈a1, . . . ,an〉 ∈ Zm induces a grading in
K[x], which is given by
degS(x
α) =
n∑
i=1
αiai for α = (α1, . . . , αn) ∈ Nn.
We say that a polynomial f ∈ K[x] is S-homogeneous if all its monomi-
als have the same S-degree. Moreover, an ideal is S-homogeneous if it is
generated by S-homogeneous polynomials.
Associated to S, we have the morphism of K-algebras:
ϕ : K[x] −→ K[t±11 , . . . , t±1m ]
xi 7−→ tai = t ai11 · · · t aimm
(3)
where K[t±11 , . . . , t±1m ] denotes the Laurent polynomial ring in the variables
t1, . . . , tm. The toric ideal of S is IS = ker(ϕ).
Remark 2.1 The toric ideal IS has been thoroughly studied in the lit-
erature (see, e.g., [26, 27]). For example, it is well known that IS is an
S-homogeneous binomial ideal (it is generated by differences of monomials).
Moreover, IS is a prime ideal of height ht(IS) = n − rank(A), where A is
the m× n matrix with columns a1, . . . ,an. This ideal can be computed via
elimination of the variables t1, . . . , tm in the following formula
IS = 〈x1 − ta1 , . . . , xn − tan〉 ∩K[x].
It is easy to check that xα − xβ ∈ IS if and only if degS(xα) = degS(xβ),
and as a consequence
IS = 〈xα − xβ | degS(xα) = degS(xβ)〉. (4)
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Moreover, since S is pointed, then there exists a positive N-grading such
that IS is homogeneous with respect to this grading, and thus, a graded
version of Nakayama’s lemma holds. As a consequence, all minimal sets of
binomial generators of IS have the same number of elements and the same
S-degrees.
Consider now B = {b1, . . . ,bs} ⊆ S − {0}. Since bi ∈ S, then one
can express bi =
∑n
j=1 βijaj with βi = (βi1, . . . , βin) ∈ Nn. We consider
xβi = xβi1 · · ·xβin for all i ∈ {1, . . . , s}.
Theorem 2.2 Let S = 〈a1, . . . ,an〉 be a pointed affine semigroup and let
B = {b1, . . . ,bs} ⊆ S − {0}. Set the monomial xβi = xβi1 · · ·xβin ∈ K[x]
where βi = (βi1, . . . , βin) ∈ Nn is a factorization of bi for all i ∈ {1, . . . , s}.
If we take D a monomial K-basis of K[x]/(IS +
〈
xβ1 , . . . , xβs
〉
), then the
mapping
h : D −→ ApS(B)
xα 7−→ degS(xα) = α1a1 + . . .+ αnan
is bijective.
Proof. We start with the morphism presented in Equation (3), we observe
that ϕ is graded with respect to the grading degS(xi) = ai and deg(tj) =
(0, . . . , 0, 1(j), 0, . . . , 0). We have that IS = ker(ϕ) and it easy to check
that Im(ϕ) is the K-algebra K[S] def= K[ta1 , . . . , tan ] = ⊕b∈S K tb. Thus,
K[x]/IS ' K[S] and we denote by ϕ˜ the corresponding graded isomorphim
of K-algebras.
Now we consider 〈tb1 , . . . , tbs〉 · K[S], the ideal in K[S] generated by
tb1 , . . . , tbs , and the canonical projection map:
pi : K[S] −→ K[S]/(〈tb1 , . . . , tbs〉 ·K[S])
tα 7−→ [tα]
Since ϕ(xβi) = tbi , we have that ker(pi ◦ ϕ˜) = (IS + 〈xβ1 , . . . , xβs〉)/IS .
Thus, by the third isomorphism theorem we have that there is a graded
isomorphism Ψ of K-algebras
Ψ : K[x]/(IS + 〈xβ1 , . . . , xβs〉) −→ K[S]/(〈tb1 , . . . , tbs〉 ·K[S]).
Moreover, K[S]/(〈tb1 , . . . , tbs〉·K[S]) has a unique monomial basis, which
is {tb |b ∈ ApS(B)}. Finally, we observe that the image of a monomial
by Ψ is a monomial and hence, the image of any monomial basis D of
6
K[x]/(IS +
〈
xβ1 , . . . , xβs
〉
) has to be {tb |b ∈ ApS(B)}. The result follows
from the fact that Ψ is graded and Ψ(xα) = tdegS(x
α). 
Set J := IS +
〈
xβ1 , . . . , xβs
〉
. To compute D, a monomial K-basis of
K[x]/J , it suffices to choose any monomial ordering  in K[x], and define
D as the set of all the monomials not belonging to in(J), the initial ideal
of J with respect to . That is,
D = {xα | xα /∈ in(J)} .
Notice that different monomial orders yield different K-bases. Nevertheless,
Theorem 2.2 holds for any of these (and for any other monomial K-basis).
Let us illustrate the previous result with an example.
Example 2.3 Let S = 〈a1, . . . ,a5〉 ⊆ Z2 with a1 = (0, 2),a2 = (1, 2),a3 =
(1, 1),a4 = (3, 2),a5 = (4, 2) and consider the set B = {b1,b2,b3} ⊆ S,
where b1 = (3, 6),b2 = (4, 4),b3 = (9, 6). A computation with any software
for polynomial computations (e.g., Singular [12], CoCoA [1] or Macaulay2
[19]) shows that IS = 〈f1, . . . , f6〉 with
f1 = x
2
4 − x23x5, f2 = x23x4 − x2x5, f3 = x2x4 − x1x5,
f4 = x
4
3 − x1x5, f5 = x2x23 − x1x4, f6 = x22 − x1x23.
Let us compute a factorization βi of bi for i ∈ {1, 2, 3}:
b1 = 3a2, b2 = a2 + a4, b3 = 3a4,
and set
xβ1 = x32, x
β2 = x2x4, x
β3 = x34.
If one considers L = in(IS+〈x32, x2x4, x34〉), where  is the weighted degree
reverse lexicographic order with weights (2, 2, 1, 2, 2), then one gets
L = 〈x21x4, x1x5, x22, x2x23, x2x4, x2x25, x43, x23x4, x24〉.
Hence, the monomials which are not in L form the following monomial K-
basis of K[x1, . . . , x5]/(IS + 〈x32, x2x4, x34〉):
D = {xa1xc3, xc3xa5 | a ∈ N, c ∈ {0, 1, 2, 3}} ∪
{xa1x2xc3, xc3x4xa5 | a ∈ N, c ∈ {0, 1}} ∪
{x1x4, x2x5, x1x3x4, x2x3, x5}.
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Figure 1: Ape´ry set ApS(B) in Example 2.3. The dots correspond to the
elements in S, the circles to the elements in B and the squares to the ele-
ments in ApS(B).
Thus, by Theorem 2.2, the Ape´ry set with respect to B is the infinite set
ApS(B) = {(i, i+ 2λ), (i+ 4λ, i+ 2λ) |λ ∈ N, i ∈ {0, 1, 2, 3}} ∪
{x+ λ(0, 2) |λ ∈ N, x ∈ {(1, 2), (2, 3)}} ∪
{x+ λ(4, 2) |λ ∈ N, x ∈ {(3, 2), (4, 3)}} ∪
{(3, 4), (5, 4), (4, 5), (6, 5)}.
See Figure 1 for a graphical representation of ApS(B).
As a direct consequence of Theorem 2.2 one has that the number of
elements of the Ape´ry set ApS(B) coincides with the dimension of the K-
vector space K[x]/J . Thus, ApS(B) is finite if and only if K[x]/J is 0-
dimensional or, equivalently, J ∩K[xi] 6= (0) for all i ∈ {1, . . . , n}. The rest
of this section is devoted to characterize when this happens.
Definition 2.4 Let A = {a1, . . . ,an} ⊆ Zn, we define the rational polyhe-
dral cone CA as
CA = Cone(A) def=
{
n∑
i=1
αiai | αi ∈ R≥0
}
.
We say that F ⊆ CA is a face of CA if there exists w ∈ Rm such that
x · w ≥ 0 for all x ∈ CA (where · represents the usual inner product) and
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F = {x ∈ CA | x ·w = 0}. An extremal ray of the cone CA is a half-line face
of CA, i.e., a face of the form {αb | α ≥ 0} with b 6= 0.
Remark 2.5 We refer the reader to [11] for a fuller treatment of rational
polyhedral cones. We just mention two properties that are necessary for our
purposes and that follow from [11, Proposition 1.2.12 and Lemma 1.2.15].
1. {0} is a face of CA if and only if S ∩ (−S) = {0}, where S = 〈A〉.
2. Given a set B = {b1, . . . ,bs} ⊆ CA−{0}, then CA = CB if and only if
for each extremal ray r of CA, there exists an i ∈ {1, . . . , s} such that
bi ∈ r.
Before proceeding with the characterization of the finiteness of the Ape´ry
set ApS(B), we need a Lemma in which the condition of the semigroup of
being pointed plays an important role.
Lemma 2.6 Let S = 〈a1, . . . ,an〉 ⊆ Zm be a pointed affine semigroup,
let B = {b1, . . . ,bs} ⊆ S − {0}. Then, x ∈ S if and only if there exist
λ1, . . . , λs ∈ N such that x− λ1b1 − . . .− λsbs ∈ ApS(B).
Proof. Since ApS(B) ⊆ S and B ⊆ S, the claim is evident in one direction.
So assume that x ∈ S, we will prove that
∃λ1, . . . , λs ∈ N such that x−
s∑
i=1
λibi ∈ ApS(B). (5)
By Remark 2.5(1), since S is pointed, then {0} is a face of CA. Therefore,
there exists w ∈ Zn such that w · x ≥ 0 for all x ∈ S and if w · x = 0, then
x = 0. Now we prove the lemma by induction on w ·x ∈ N. If w ·x = 0, then
x = 0 ∈ ApS(B) and the result is true for λ1 = . . . = λs = 0. Assuming (5)
to hold for x˜ ∈ S such that w · x˜ < λ (with λ ∈ N and λ > 0), we will prove
it for x ∈ S with w · x = λ. We distinguish two cases: if x ∈ ApS(B), then
it suffices to take λ1 = . . . = λs = 0. Otherwhise, by definition of the Ape´ry
set there exists i ∈ {1, . . . , s} such that x− bi ∈ S. Let x˜ = x− bi. Then
w · x = w · bi + w · x˜ with w · bi > 0.
Thus, w · x > w · x˜. We conclude, by the principle of induction, that there
exist β1, . . . , βs ∈ N such that x˜ =
∑s
j=1 βjbi ∈ ApS(B), hence
x− bi −
s∑
j=1
βjbi ∈ ApS(B).
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Let I be a nonempty subset of an affine semigroup S, we say that I
is an ideal if for every x ∈ I then we have x + S ⊆ I. An ideal I ⊂ S
is finitely generated if there exists a finite set B = {b1, . . . ,bs} such that
I = ∪si=1bi + S. Clearly, in this setting we have that
S − I =
r⋂
i=1
ApS({bi}) = ApS(B).
Thus, the complement of ApS(B) in S is just the ideal spanned by B.
Now we can proceed with the desired characterization. Interestingly,
this result also provides a criterion to determine when I ∪ {0} inherits the
pointed affine semigroup structure of S, being I a finitely generated ideal
of S.
Theorem 2.7 Let S = 〈A〉 = 〈a1, . . . ,an〉 ⊆ Zm be a pointed affine semi-
group, let B = {b1, . . . ,bs} ⊆ S − {0} and let I ⊆ S the ideal of S given by
I = ∪si=1(bi + S). Then, the following statements are equivalent:
(1) The Ape´ry set ApS(B) is finite.
(2) CA = CB.
(3) I ∪ {0} is a pointed affine semigroup.
Proof.
(1) =⇒ (3) Since I ⊆ S ⊆ Zm, we have that I ∪ {0} is pointed, so we just
have to prove that it is a finitely generated monoid. Assuming that ApS(B)
is finite, that is ApS(B) = {h1 = 0,h2, . . . ,hl} we will prove that
I ∪ {0} = 〈{hi + bj | 1 ≤ i ≤ l and 1 ≤ j ≤ s}〉.
Let x ∈ I, using Lemma 2.6 we have that there exists λ1, . . . , λs ∈ N
such that x−∑sj=1 λjbj ∈ ApS(B). That is, there exists i ∈ {1, . . . , s} such
that hi = x −
∑s
j=1 λjbj where not all λj ’s are zero, since x /∈ ApS(B).
Thus, without loss of generality, one can assume that λ1 6= 0 and we can
write
x = hi +
s∑
j=1
λjbj = hi + b1 + (λ1 − 1)b1 +
s∑
j=2
λjbj .
Thus, x belongs to 〈{hi + bj | 1 ≤ i ≤ l and 1 ≤ j ≤ s}〉. The other
inclusion is evident.
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(3) =⇒ (2) For this part of the proof we are going to use the following
property of pointed semigroups: if J is a pointed semigroup and we denote
J? = J − {0} , then the unique minimal system of generators of J is given
by its irreducible elements, that is,
J? − (J? + J?). (6)
Suppose, contrary to our claim and using Remark 2.5(2), that CA 6= CB.
That is, there exists an extremal ray r of the cone CA such that bi /∈ r for
all i ∈ {1, . . . , s}. By Definition 2.4, there exists w ∈ Rn such that
w · x ≥ 0 for all x ∈ CA, and if x ∈ CA, then w · x = 0⇐⇒ x ∈ r.
We define δ = min{w · bi | 1 ≤ i ≤ s}. Note that δ > 0, since bi /∈ r for all
i ∈ {1, . . . , s}. We can deduce the following statements:
(a) If b ∈ I and w · b = δ, then we claim that b /∈ I + I and we can
conclude by (6) that b belongs to the minimal system of generators of
I ∪ {0}. Indeed, if b ∈ I + I then, we can write b = bi + s1 + bj + s2
with s1, s2 ∈ I and i, j ∈ {1, . . . , s}. Hence
w · b = w · bi + w · s1 + w · bj + w · s2 ≥ 2δ > δ,
a contradiction.
(b) If we take bi such that w · bi = δ and aj ∈ r, then w · (bi + λaj) = δ
for all λ ∈ N.
Using (a) and (b) we have actually showed that the minimal system of
generators of I ∪ {0} is infinite, which contradicts our assumption.
(2) =⇒ (1). By Theorem 2.2, to prove that ApS(B) is finite it suffices to
show that K[x]/(IS + 〈xβ1 , . . . , xβs〉) is a finite dimensional K-vector space.
Equivalently, we will show that there exists gi ∈ K[xi] such that gi(x) ∈
IS + 〈xβ1 , . . . , xβs〉 for all i ∈ {1, . . . , n}. In fact, we will see that there
exists γi ∈ Z+ such that xγii ∈ IS + 〈xβ1 , . . . , xβs〉 for all i ∈ {1, . . . , n}.
Since CA = CB and ai ∈ CA, then
∃ν1, . . . , νs ∈ R≥0 : ai =
s∑
j=1
νjbj .
Moreover, (as a consequence of Caratheodory’s theorem) we can assume
that ν1, . . . , νs ∈ Q≥0. Thus, multiplying by an adequate positive integer ν
we deduce that
νai =
s∑
j=1
δjbj where the δj ∈ N are not all zero.
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Thus, xνi −
∏s
j=1(x
βj )δj ∈ IS and we conclude that xνi ∈ IS + 〈xβ1 , . . . , xβs〉.

3 Elements in a finitely generated semigroup with
factorizations of the same length
From now on, S = 〈a1, . . . ,an〉 ⊆ Zm is a pointed semigroup given by its
minimal set of generators, we consider the following subsets of S:
LS = {x ∈ S | x has two different factorizations of the same length} .
TS = {x ∈ S | x has two different factorizations} .
The following lemma, whose proof is easy, shows that both TS and LS
are either empty or ideals of S.
Lemma 3.1 Let S be a pointed affine semigroup. Then,
1. either TS = ∅ or TS is an ideal of S, and
2. either LS = ∅ or LS is an ideal of S.
Proof. We just do the proof for LS , being the proof of TS analogue. Let
x ∈ LS , then there exists λ = (λ1, . . . , λn),β = (β1, . . . , βn) ∈ Nn such that:
x = λ1a1 + . . . λnan = β1a1 + . . . βnan with `(λ) = `(β).
Moreover, for any y ∈ S there exist ν = (ν1, . . . , νn) ∈ Nn such that y =
ν1a1 + . . . νnan. Thus,
x+ y = (λ1 + ν1)a1 + . . .+ (λn + νn)an
= (β1 + ν1)a1 + . . .+ (βn + νn)an,
with `(λ + ν) = `(β + ν). So x+ y ∈ LS . 
By (4), we have that b ∈ TS if and only if there exists a binomial f ∈ IS
with degS(f) = b. The next proposition shows how to obtain the set TS from
a set of S-homogeneous generators of IS . Since IS is a binomial ideal one
may consider binomial generating sets of IS ; indeed, all its reduced Gro¨bner
bases consist of binomials.
Proposition 3.2 Let {g1, . . . , gr} be a binomial generating set of IS . Then,
TS = (degS(g1) + S) ∪ . . . ∪ (degS(gr) + S) .
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Proof. Since gi is a binomial in IS , then it is S-homogeneous and degS(gi) ∈
TS . Since TS is an ideal of S, one inclusion holds. To prove the converse,
consider b ∈ TS , then there exists f = xλ − xν ∈ IS with degS(λ) = b.
Now, since IS = 〈g1, . . . , gr〉 with gi = xαi − xβi and f ∈ IS then, one of
the binomials of gi divides x
λ. That is, xλ = xαixγ for some γ ∈ Nm and
some i ∈ {1, . . . , r}. Or equivalently, λ = αi+γ for some γ ∈ Nm and some
i ∈ {1, . . . , r}. Thus,
b = degS(λ) = degS(αi + γ) = degS(gi) + γ1a1 + . . .+ γnan︸ ︷︷ ︸
s∈S
.

One clearly has that LS ⊂ TS . In the following result we are going to
see how one can obtain LS by means of TS˜ for a certain affine semigroup S˜.
More precisely, consider the following pointed affine subsemigroup of Zm+1
associated to S:
S˜ = 〈(a1, 1), (a2, 1), . . . , (an, 1)〉 ⊆ Zm+1. (7)
Note that {(a1, 1), (a2, 1), . . . , (an, 1)} is the minimal set of generators of S˜.
The idea under considering the semigroup S˜ comes from the fact that
the toric ideal IS˜ is generated by the homogeneous binomials in IS (see,
e.g., Remark 2.1). Moreover, we will exploit the fact that factorizations of
the same length of an element in S correspond to homogeneous binomials
in IS and, thus, to binomials in IS˜ . These ideas in the particular context of
numerical semigroups have been extensively used in the study of the shifted
family of a numerical semigroup (see, e.g., [28, 10]).
Lemma 3.3 Let S = 〈a1, . . . ,an〉 ⊆ Zm be a pointed semigroup and S˜ the
semigroup defined as above. Then,
LS =
{
x1 ∈ Zm | (x1, x2) ∈ TS˜ for some x2 ∈ N
}
.
Proof. Let x ∈ LS . Then, there exist λ,β ∈ Nn such that
x = λ1a1 + . . .+ λnan = β1a1 + . . .+ βnan with `(λ) = `(β) = s ∈ N.
Thus, (x, s) ∈ Zm+1 and
(x, s) = λ1(a1, 1) + . . .+ λn(an, 1)
= β1(a1, 1) + . . .+ βn(an, 1),
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or equivalently, (x, s) ∈ TS˜ . The other inclusion may be handled in the same
way. 
Now, we can state the following proposition, which allows us to obtain
LS from the degrees of a set of generators of the ideal IS˜ .
Proposition 3.4 Let S˜ ⊆ Zm+1 be the semigroup associated to S ⊆ Zm
defined as above. Then LS = ∅ if and only if IS˜ = (0). Moreover, if
{g1, . . . gs} is a binomial generating set of IS˜ . Then,
LS = (degS(g1) + S) ∪ . . . ∪ (degS(gs) + S) .
Proof. Assume that IS˜ 6= (0) and let h = xα−xβ ∈ IS˜ . Then degS˜(xα) =
degS˜(x
β) and we observe that
degS˜(h) = degS˜(x
α) = (a1, 1)α1 + . . .+ (an, 1)αn =
= (α1a1 + . . .+ αnan︸ ︷︷ ︸
degS(h)⊆Nm
, α1 + . . .+ αn︸ ︷︷ ︸
`(α)
).
Thus, degS(h) ∈ LS . Conversely, if one takes b ∈ LS one can easily cons-
truct a binomial in IS˜ .
We have that LS =
{
x1 ∈ Zm | (x1, x2) ∈ TS˜ for some x2 ∈ N
}
by Lemma
3.3. Thus applying Proposition 3.2 with S˜ we conclude the proof. 
As a consequence of Proposition 3.4, we get the main result of this sec-
tion. This result describes the set S − LS as a particular Ape´ry set of S.
Theorem 3.5 Let S ⊆ Zm be a pointed affine semigroup and {g1, . . . , gs}
a binomial generating set of IS˜ . Consider B = {b1, . . . ,bs} with bi :=
degS(gi) for all i ∈ {1, . . . , s}. Then,
S − LS = ApS(B).
Proof. By Proposition 3.4 we have that LS =
⋃s
i=1(bi + S). Therefore
S − LS =
s⋂
i=1
ApS({bi}) = ApS(B).

This result together with Theorem 2.2 gives an algorithm to determine
all the elements of S − LS . More precisely, consider {g1, . . . , gs} a bino-
mial generating set of IS˜ and denote gi = x
αi − xβi for all i ∈ {1, . . . , s}
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(this set of generators can be computed either by standard Gro¨bner basis
methods or by any specific method for toric ideals, see, e.g. [6]). Then,
one can apply Theorem 2.2 to compute ApS(B) being B = {b1, . . . ,bs}
with bi = degS(gi). In order to use Theorem 2.2 as it is stated, one needs
a factorization of b1, . . . ,bs. Nevertheless, this does not involve any extra
computations. Indeed, IS˜ is an S-homogeneous ideal and, hence, αi and βi
are two factorization of bi for all i ∈ {1, . . . , s}.
Let us illustrate this with an example.
Example 3.6 Consider, as in Example 2.3, the affine semigroup
S = 〈a1, . . . ,a5〉 ⊆ Z2
with a1 = (0, 2),a2 = (1, 2),a3 = (1, 1),a4 = (3, 2),a5 = (4, 2) and let us
compute LS and S − LS . For this purpose, we first consider IS˜ with S˜ =
〈(0, 2, 1), (1, 2, 1), (1, 1, 1), (3, 2, 1), (4, 2, 1)〉. It turns out that IS˜ is minimally
generated by {g1, g2, g3, g4}, where:
g1 = x
3
2 − x21x4, g2 = x2x4 − x1x5, g3 = x34 − x2x25, g4 = x1x24 − x22x5.
If one sets B = {b1,b2,b3,b4} with bi := degS(gi) then one gets that
b1 = 3a2 = (3, 6), b2 = a2 + a4 = (4, 4), b3 = 3a4 = (9, 6) and b4 =
a1 + 2a4 = (6, 6). By Proposition 3.4 we have:
LS = ∪4i=1(bi + S) = ((3, 6) + S) ∪ ((4, 4) + S) ∪ ((9, 6) + S) ∪ ((6, 6) + S).
Moreover, since b4 = (4, 4) + (2, 2) ∈ b2 + S, we get
LS = ∪3i=1(bi + S) = ((3, 6) + S) ∪ ((4, 4) + S) ∪ ((9, 6) + S).
Thus, setting B′ = {b1,b2,b3} we have that S−LS = ApS(B′) and this set
is exactly the one we computed in Example 2.3. So the squared grid points
in Figure 1 correspond to the elements of S − LS .
As a direct consequenece of Theorems 2.2 and 3.5, we have that.
Corollary 3.7 Let S ⊆ Zm, be a pointed affine semigroup. Then,
](S − LS) = dim
(
K[x]/(IS + in(IS˜))
)
,
where in(IS˜) represents the initial ideal of IS˜ with respect to any monomial
order.
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Now, putting this result together with Theorem 2.7 we get the following
one, characterizing when there is only a finite number of elements of S not
beloging to LS . It is also worth mentioning that this happens if and only if
LS ∪ {0} inherits the affine monoid structure of S.
Corollary 3.8 Let S = 〈A〉 ⊆ Zm be a pointed affine semigroup. Then, the
following are equivalent:
(1) S − LS is a finite set.
(2) for every extremal ray r of CA there are (at least) three elements of A
in r.
(3) LS is a pointed affine semigroup.
Proof. Being (1) and (3) equivalent by Theorem 2.7, we are going to prove
the equivalence between (1) and (2). Let IS˜ = (g1, . . . , gs) with gi binomials
and B = {b1, . . . ,bs}, where bi := degS(gi). By Theorem 3.5 we have that
S − LS = ApS(B). Thus, by Proposition 2.7 and Remark 2.5, we have
that S − LS if finite if and only if for every extremal ray of CA there is at
least one element of B. So it just remains to prove that this happens if and
only if there are (at least) three elements of A in r. Take r an extremal ray.
First assume that there are (at least) three elements of A in r, say a1,a2,a3.
Then taking R = {(a1, 1), (a2, 1), (a3, 1)} we have that IR is a height one
toric ideal (see Remark 2.1). Then, there is a binomial f ∈ IR ⊆ IS˜ and,
thus, degS(f) ∈ 〈a1,a2,a3〉 ⊆ r. As a consequence, one of the monomials
appearing in g1, . . . , gs can only involve the variables x1, x2, x3 and, thus
the S-degree of the corresponding gi belongs to 〈a1,a2,a3〉 ⊆ r. Conversely,
if bi in r, then we have that gi = x
αi − xβi ∈ IS˜ and we may assume that
xαi and xβi are relatively prime. Since gi is homogeneous and a1, . . . ,an
are all different, we have that there are at least three variables involved in
gi. Moreover, since bi =
∑n
i=1 αijaj =
∑n
i=1 βijaj and r is an extremal ray,
we have that aj ∈ r whenever αij 6= 0 or βij 6= 0. We conclude, thus, that
there are at least three ai in r, finishing the proof. 
4 Particular case of numerical semigroups
In this section we apply the results of the previous sections to the setting of
numerical semigroups. We take S = 〈a1, . . . , an〉 ⊂ N a numerical semigroup
given by its minimal generating set and we denote by F (S) the Frobenius
number of S, which is the largest integer not in S, i.e., F (S) = max(Z \ S).
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Lemma 4.1 Let w ∈ LS , then for all the integers z such that z > w+F (S),
we have that z ∈ LS .
Proof. It suffices to use Lemma 3.1 and the definition of F (S) to show
that the assertion follows. 
Lemma 4.2 Let S = 〈a1, . . . , an〉 ⊆ N be a numerical semigroup then,
LS ∪ {0} is a numerical semigroup.
Proof. First, by Lemma 3.1 we have that LS ∪ {0} is a submonoid of
N. Moreover using Lemma 4.1 it is immediate that LS ∪ {0} has finite
complement in N. 
The results of the article [9] can be deduced aplying Proposition 3.4 in
the setting of numerical semigroups.
Corollary 4.3 Let S = 〈a1, . . . , an〉 ⊆ N be a numerical semigroup given
by its minimal set of generators.
• LS = ∅ if and only if n ≤ 2.
• If n = 3, then LS = (a2(a3 − a1)/ gcd(a2 − a1, a3 − a1)) + S.
Proof. The height of the ideal IS˜ is max(0, n− 2), see Remark 2.1. Thus,
IS˜ = (0) if and only if n ≤ 2. If n = 3, then IS˜ is the principal ideal
IS˜ =
(
x
(a3−a1)/d
2 − x(a3−a2)/d1 x(a2−a1)/d3
)
,
with d := gcd(a2 − a1, a3 − a1). Thus, by Proposition 3.4, we conclude that
LS = degS
(
x
(a3−a1)/d
2
)
+ S = (a2(a3 − a1)/d) + S

Example 4.4 Let S = 〈4, 5, 6〉 ⊆ N be a numerical semigroup. It is easy
to check that IS˜ = 〈g〉 with g = x22 − x1x3. If we set B = {b} with
b = degS(g) = 10 then by Proposition 3.4 we have that LS = b+S = 10+S.
This result coincides with the statement of Corollary 4.3. Moreover, by
Theorem 3.5 we have that S − LS = ApS(B) with B = {10}, that is
ApS(B) = {0, 4, 5, 6, 8, 9, 11, 12, 13, 17}.
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Another way of computing ApS(B) is by applying Theorem 2.2. That is,
ApS(B) is in bijection with D, a monomial K-basis of K[x1, x2, x3]/J with
J = IS + 〈xβ〉, where β is a factorization of b. In our particular case,
IS = 〈x31 − x23, x22 − x1x3〉 and, since b = 2 · 5, then we set β = (0, 2, 0) and
xβ = x22. We consider the degree reverse lexicographic order ≺ and define
D as the set of monomials not belonging to
in≺(J) = in≺(IS + 〈x22〉) = {x31, x33, x1x3, x22},
that is, D = {1, x1, x21, x2, x1x2, x21x2, x3, x2x3, x23, x2x23}. We conclude that
S − LS is the set of S-degrees of the monomials is D.
5 Computing LS when S is generated by an almost
arithmetic sequence
In this section we will focus our attention on computing LS in the particular
case of numerical semigroups generated by an almost arithmetic sequence.
As a warm-up we begin with the case of arithmetic sequences.
Let S be a numerical semigroup generated by an arithmetic sequence
of relative primes, i.e., S = 〈m1, . . . ,mn〉 ⊆ N where m1 < . . . < mn is
an arithmetic sequence and we assume that gcd(m1, . . . ,mn) = 1. In other
words,
mi = m1 + (i− 1)e with gcd(m1, e) = 1 for all i ∈ {2, . . . , n}. (8)
An almost arithmetic sequence is a sequence in which all but one of the
elements form an arithmetic sequence. Thus, an arithmetic sequence is
certainly an almost arithmetic sequence.
Remark 5.1 This remark will be frequently used throughout this section.
Let S be a numerical semigroup generated by the set A = {a1, . . . , an} ⊆ N
with a1 < . . . < an. Then, as already mentioned in Section 3 we can define
the pointed affine subsemigroup S˜ of N2 associated to S as
S˜ = 〈(a1, 1), . . . , (an, 1)〉 ⊆ N2.
The following operations allow us to define semigroups T ⊆ N2 defining the
same toric ideal as IS˜ ⊆ K[x1, . . . , xn].
• Adding to each element of A the same scalar λ ≤ a1, λ ∈ N. If we
define a′i = ai − λ with λ ∈ N and λ ≤ a1 for all i ∈ {1, . . . , n} and we
consider T = 〈(a′1, 1), . . . , (a′n, 1)〉 ⊆ N2. Then, IT = IS˜ .
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• Subtracting to each element of A the same scalar λ ≥ an, λ ∈ N.
If we define a′i = λ − ai with λ ∈ N and λ ≥ an and we consider the
renaming of variables xi 7−→ yn+1−i. Then, IT ⊆ K[y1, . . . , yn] is equal
to IS˜ ⊆ K[x1, . . . , xn] (after a renaming of the variables).
• Multiplying and dividing all the elements of A by the same scalar.
If we define a′i =
ai
λ with λ ∈ N any divisor of d = gcd(a1, . . . , an) and
we consider T = 〈(a′1, 1), . . . , (a′n, 1)〉 ⊆ N2. Then, IT = IS˜ .
A similar property can be deduced if we multiply each element of A
by a constant λ ∈ N.
Proposition 5.2 Let S = 〈m1, . . . ,mn〉 ⊆ N be a numerical semigroup
generated by an arithmetic sequence of relative primes as in Equation (8).
Then
LS = {2m1 + λe | 2 ≤ λ ≤ 2n− 4}+ S,
being e := m2 −m1 the difference of the arithmetic sequence.
Proof. We define m′i = mi − m1 = (i − 1)e with gcd(m1, e) = 1 and
m′′i =
m′i
e . Then, by Remark 5.1, we have that IS˜ = IT1 = IT2 with
T1 = 〈(0, 1), (m′2, 1), . . . , (m′n, 1)〉 = 〈(0, 1), (e, 1), . . . , ((n− 1)e, 1)〉 ⊆ N2
T2 = 〈(0, 1), (m′′2, 1), . . . , (m′′n, 1)〉 = 〈(0, 1), (1, 1), . . . , (n− 1, 1)〉 ⊆ N2.
Moreover, IT2 is known to be the defining ideal of the rational normal curve
in Pn−1K of degree n−1. Indeed, IT2 = 〈xixj−xi−1xj+1 | 2 ≤ i ≤ j ≤ n−1〉.
Thus, if we apply Proposition 3.4 we obtain LS from the set of generators
of the ideal IS˜ . That is,
LS = {mi +mj | 2 ≤ i ≤ j ≤ n− 1}+S = {2m1 + λe | 2 ≤ λ ≤ 2n− 4}+S.

Example 5.3 Let S = 〈m1,m2,m3,m4,m5〉 ⊆ N be a numerical semigroup
generated by an arithmetic sequence of relative primes with m1 = 10, m2 =
13, m3 = 16, m4 = 19 and m5 = 22 where
mi = m1 + 3(i− 1) for all i ∈ {2, . . . , 5} and gcd(m1, 3) = 1. (9)
The ideal IS˜ is minimally generated by {g1, . . . , g6} where:
g1 = x
2
2 − x1x3, g2 = x2x3 − x1x4, g3 = x2x4 − x1x5,
g4 = x
2
3 − x2x4, g5 = x3x4 − x2x5, g6 = x24 − x3x5.
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If one sets B = {b1, . . . , b6} with bi = degS(gi) and we apply Proposition
3.4, we have that
LS = {2m2,m2+m3,m2+m4, 2m3,m3+m4, 2m4}+S = {26, 29, 32, 35, 38}+S.
Which coincides with the statement of Proposition 5.2.
Remark 5.4 Let A = 〈m1, . . . ,mn〉 ⊆ N be an arithmetic sequence of
relative primes and consider the following pointed affine subsemigroup
T = 〈(0, 1), (m1, 1), . . . , (mn, 1)〉 ⊆ N2.
A binomial generating set of IT is known (see, e.g., [4, Theorem 2.2]). That
is,
IT = 〈xixj + xi−1xj+1 | 2 ≤ i ≤ j ≤ n− 1〉
+ 〈xα1xi − xn−k+ixα−en xen+1 | 1 ≤ i ≤ k〉
(10)
where the pair (α, k) ∈ N2 is defined as follows:
• k is the only integer such that k ≡ 1−mn mod (n− 1) and 1 ≤ k ≤
n− 1, and
• α =
⌊
mn−1
n−1
⌋
∈ N (where b·c denotes the floor function).
In the rest of the section we will focus on the case of numerical semigroups
generated by an almost arithmetic secuence, i.e. S = 〈m1, . . . ,mn, b〉 ⊆ N
with
mi = m1 + (i− 1)e with gcd(m1, e) = 1 ∀i ∈ {2, . . . , n} and b ∈ N.
(11)
We distinguish three cases: b < m1 (Proposition 5.5), b > mn (Proposition
5.7) and m1 < b < mn (Proposition 5.10).
Proposition 5.5 Let S = 〈b,m1, . . . ,mn〉 ⊆ N be a numerical semigroup
generated by an almost arithmetic sequence with b < m1. We define
• d = gcd(m1 − b, e),
• β =
⌊
mn−b−d
d(n−1)
⌋
If d(n− 1) divides mn − b, then
LS = ({2m1 + λe | 2 ≤ λ ≤ 2n− 2}+ S) ∪ ((β + 1)m1 + S)︸ ︷︷ ︸
D
.
Otherwise,
LS = D ∪ (((β + 1)m1 + e) + S) .
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Proof. We define m′i = mi − b with i ∈ {1, . . . , n} and m′′i = m
′
i
d with
d = gcd(m′1, . . . ,m′n). Now, by Remark 5.1 we know that IS˜ = IT where
T = 〈(0, 1), (m′′1, 1), . . . , (m′′n, 1)〉 ⊆ N2.
Moreover, it is easy to check that m′′1 < . . . < m′′n is an arithmetic sequence of
relative primes. Thus, we can apply Remark 5.4 to obtain a set of generators
of the ideal IT = IS˜ = 〈g1, . . . , gs〉 and then, Proposition 3.4 to obtain LS .
In fact, if we set l ≡ b−mn+dd mod (n− 1) with l ∈ {1, . . . , n− 1}, then
LS =
s⋃
i=1
(degS(gi) + S)
= ({mi +mj | 2 ≤ i ≤ j ≤ n− 1}+ S)︸ ︷︷ ︸
D1
∪({βm1 +mi | 1 ≤ i ≤ l}+ S)
Moreover, observe that for i ≥ 3, then m1 +mi = m2 +mi−1. Thus,
βm1 +mi = (β − 1)m1 +m2 +mi−1 ∈ D1
With this observation the above formula for LS can be simplified as follows:
• If l = 1 (or, equivalently, d(n− 1) divides mn − b), then,
LS = D1 ∪ ((β + 1)m1 + S) .
• If l 6= 1, then,
LS = D1 ∪ ({(β + 1)m1, (β + 1)m1 + e}+ S) .

Example 5.6 Let S = 〈b,m1,m2,m3,m4,m5〉 be a numerical semigroup
generated by an almost arithmetic sequence with b = 7, m1 = 17, m2 = 20,
m3 = 23, m4 = 26 and m5 = 29. Note that the set {m1, . . . ,mn} with
n = 5 elements is an arithmetic sequence of relative primes being e = 3 the
difference between two consecutive terms. We define
d = gcd(m1 − b, e) = 1 and β =
⌊
mn−b−d
d(n−1)
⌋
= 5,
and observe that d(n− 1) does not divide mn− b. Then, by Proposition 5.5
we have that
LS = ({40, 43, 46, 49, 52}+ S) ∪ ({102, 105}+ S)
= {40, 43, 46, 49, 52, 102, 105}+ S
The same conclusion is obtained if we compute a minimal set of gneerators
of IS˜ and then apply Proposition 3.4.
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Proposition 5.7 Let S = 〈m1, . . . ,mn, b〉 ⊆ N be a numerical semigroup
generated by an almost arithmetic sequence. If b > mn, we define
• d = gcd(b−m1, e),
• β =
⌊
b−m1−d
d(n−1)
⌋
.
If d(n− 1) divides b−m1, then
LS = ({2m1 + λe | 2 ≤ λ ≤ 2n− 2}+ S)︸ ︷︷ ︸
D
∪ ((β + 1)mn + S) .
Otherwise,
LS = D ∪ ({(β + 1)mn, (β + 1)mn − e}+ S) .
Proof. The proof of this proposition is similar to that of Proposition 5.7,
but taking into account that the transformations that must be carried out
now are: First we define m′i = b−mi with i ∈ {1, . . . , n} and then, m′′i = m
′
i
d
with d = gcd(m′1, . . . ,m′n). Now, by Remark 5.1 we know that IS˜ is equal
to the ideal IT after a renaming of the variables xi 7−→ yn+1−i. where
T1 = 〈(m′′1, 1), . . . , (m′′n, 1), (0, 1)〉 ⊆ N2
We can now proceed analogously to the proof of Proposition 5.5 to get the
final result. 
Example 5.8 Let S = 〈m1,m2,m3,m4,m5, b〉 be a numerical semigroup
generated by an almost arithmetic sequence with b = 31, m1 = 17, m2 = 20,
m3 = 23, m4 = 26 and m5 = 29. Note that the set {m1, . . . ,mn} with
n = 5 elements is an arithmetic sequence of relative primes being e = 3 the
difference between two consecutive terms. We define
d = gcd(b−m1, e) = 1 and β =
⌊
b−m1−d
d(n−1)
⌋
= 3.
and observe that d(n− 1) does not divide b−m1. Then, by Proposition 5.7
we have that
LS = ({40, 43, 46, 49, 52}+ S) ∪ ({113, 116}+ S)
= {40, 43, 46, 49, 52, 113, 116}+ S
The same conclusion is obtained if we compute a minimal set of gneerators
of IS˜ and then apply Proposition 3.4.
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For proving our next result, we use the following fact, which is a direct
consquence of [5, Lemma 2.1 and Proposition 2.2].
Remark 5.9 Consider the semigroups
T1 = 〈(0, 1), (a2, 1), . . . , (an, 1), (b, 1)〉 ⊆ Z2
T2 = 〈(0, 1), (a2, 1), . . . , (an, 1)〉 ⊆ Z2
where a2, . . . , an, b ∈ Z+ are relatively prime. We set B = gcd(a2, . . . , an), if
B · b =
n∑
i=2
αiai for some αi ∈ N such that
n∑
i=1
αi ≤ B; then
IT1 = IT2 ·K[x1, . . . , xn+1] + 〈xBn+1 − xB−
∑n
i=1 αi
1
n∏
i=2
xαii 〉 ⊆ K[x1, . . . , xn+1].
Proposition 5.10 Let S = 〈m1, . . . ,mn, b〉 ⊆ N be a numerical semigroup
generated by an almost arithmetic sequence. If m1 < b < mn, then
LS = (B · b+ S) ∪ ({2m1 + λe | 2 ≤ λ ≤ 2n− 2}+ S)
with B = egcd(e,b−m1)
Proof. By Remark 5.1 we know that IS˜ = IS1 where
S1 = 〈(0, 1), (B, 1), . . . , ((n− 1)B, 1), (c, 1)〉,
being c = b−m1gcd(e,b−m1) and B =
e
gcd(e,b−m1) = gcd(B, 2B, . . . , (n− 1)B).
Let us find explicit αi ∈ {1, . . . , n} such that
B · c =
n−1∑
i=1
αi · i ·B with
n−1∑
i=1
αi ≤ B.
We take s ∈ {1, . . . , n−1} such that ms < b < ms+1; then (s−1)B < c < sB.
Performing euclidean division we get c = µs + r with 1 ≤ µ < B and
r ∈ {0, . . . , s− 1}. Then, Bc = µ(sB) + (rB) and µ+ 1 ≤ B.
Now applying Remark 5.9 we have that
IS1 = IS2 ·K[x1, . . . , xn+1] + 〈xBn+1 − xB−µ−11 xr+1xµs+1〉
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with S2 = 〈(0, 1), (e, 1), . . . , ((n−1)e, 1)〉. Moreover, applying again Remark
5.1 we know that IS2 = IS3 with
S3 = 〈(0, 1), (1, 1), . . . , (n− 1, 1)〉 ⊆ N2.
Since the toric ideal of S3 is
IS3 = 〈xixj − xi−1xj+1 | 2 ≤ i ≤ j ≤ n− 1〉,
we can finally apply Proposition 3.4 to obtain LS from the set of generators
of the ideal IS˜ . Thus,
LS = (B · b+ S) ∪ ({m1 + λe | 2 ≤ λ ≤ 2n− 4}+ S) .
Moreover, we have seen that
B · b = (B − µ− 1)m1 +mr+1 + µms+1 ∈ mr+1 +ms+1 + S.
If m2 < b < mn−1, then 3 ≤ s + 1 ≤ n − 1 and 1 ≤ r + 1 ≤ n − 2, hence
mr+1 +ms+1 ∈ {m1 + λe | 2 ≤ λ ≤ 2n− 4}, so in this case
LS = {m1 + λe | 2 ≤ λ ≤ 2n− 4}+ S.

Example 5.11 Let S = 〈m1,m2,m3,m4,m5, b〉 be a numerical semigroup
generated by an almost arithmetic sequence with b = 19, m1 = 17, m2 = 21,
m3 = 25, m4 = 29 and m5 = 33. Note that the set m1, . . . ,m5 is an
arithmetic sequence of difference e = 4. We define
B =
e
gcd(e, b−m1) = 2
Then, by Proposition 5.7 we have that
LS = (2b+ S) ∪ ({2m1 + λe | 2 ≤ λ ≤ 6}+ S)
= {38, 42, 46, 50, 54, 58}+ S
The same conclusion is obtained if we compute a minimal set of gneerators
of IS˜ and then apply Proposition 3.4.
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6 When is LS a principal ideal?
In [9], the authors proved that when S = 〈a1, a2, a3〉 is a three-generated
numerical semigroup, then LS is a principal ideal. In Corollary 4.3, we
provided another proof of the same fact. The idea in our proof is that IS˜
is a height one ideal and, thus, it is principal. As a consequence, this proof
can be generalized to pointed affine semigroups S = 〈a1, . . . ,an〉 ⊆ Zm as
far as IS˜ is a height one ideal (see also Proposition 3.4). Moreover, following
Remark 2.1, this happens if and only if the rank of the (m+ 1)× n matrix
with columns (ai, 1) is n − 1. However, this is not the only situation in
which LS is a principal ideal, as a consequence of Proposition 3.4 we have
the following.
Proposition 6.1 Let S be a pointed affine semigroup and take {g1, . . . gr}
a binomial generating set of IS˜ . Then, LS is a principal ideal if and only
if there exists an i ∈ {1, . . . , r} such that degS(gj) ∈ degS(gi) + S for all
j ∈ {1, . . . , r}.
It would be interesting to characterize the affine semigroups, or at least
the numerical semigroups, such that LS is a principal ideal. One nice feature
of numerical semigroups with this property is the following. If LS = e + S
with e ∈ Z+, we have that the maximum element not in LS and F (S), the
Frobenius number of S, are related by max{b ∈ Z | b /∈ LS} = e + F (S).
The goal of this section is to provide a partial solution to this question by
providing a family of numerical semigroups such that LS is a principal ideal.
We observe that the condition in Proposition 6.1 can be restated as
follows: if one considers ≤S the partial order y ≤S z if and only if z−y ∈ S;
then, the set of S-degrees of the generators of IS˜ has a minimum element.
This condition for S˜ is slightly more general than the one of being an affine
semigroup with one Betti minimal element, explored in [14]. In this section,
we build on some ideas of [14, Section 7] to provide in Corollary 6.3 a family
of numerical semigroups such that LS is a principal ideal. The family we
are proposing includes the one of three generated numerical semigroups.
Proposition 6.2 Let S = 〈b, b + tm1, . . . , b + tmn〉 be a numerical semi-
group, where b, t ∈ Z+, n ≥ 2 and mi = fi
∏
j∈{1,...,n}
j 6=i
cj; being
(a) c1, . . . , cn ∈ N pairwise relatively prime,
(b) gcd(fi, ci) = 1 for all i ∈ {1, . . . , n},
(c) mn > mi for all i ∈ {1, . . . , n− 1}, and
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(d) fn = 1.
Then LS =
⋃n−1
i=1 (ci(b+ tmi) + S).
Proof. We will prove this result by means of Proposition 3.4. For this
purpose, we are obtaining a generating set for IS˜ . By Remark 5.1 we have
that IS˜ = IT , where T = 〈(0, 1), (m1, 1), . . . , (mn, 1)〉. We observe that
gcd(m1, . . . ,mn) = 1, and for all i ∈ {1, . . . , n− 1} we have that
gcd(m1, . . . ,mi−1,mi+1, . . . ,mn)mi = cimi = ficnmn,
and ficn < ci (because mi < mn). Thus, applying Remark 5.9, we have that
IT = 〈xcii+1 − xci−ficn1 xficnn | 1 ≤ i ≤ n − 1〉. Since degS(xcii+1) = ci(b + tmi)
for i ∈ {1, . . . , n− 1}, by Proposition 3.4 we are done. 
Now, we apply this result to a subfamily of the numerical semigroups
described in Proposition 6.2, where we can conclude that LS is a principal
ideal. Indeed, the family we are considering corresponds to setting fi = 1
for all i ∈ {1, . . . , n}. We have, hence, that the semigroup we consider S
belongs to the so-called shifted family of S ′ = 〈m1, . . . ,mn〉, where S ′ is a
numerical semigroup with a unique Betti element; we refer the reader to [15]
for more on semigroups with a unique Betti element.
Corollary 6.3 Let S = 〈b, b+ tm1, . . . , b+ tmn〉 be a numerical semigroup,
where b, t ∈ Z+ and mi =
∏
j∈{1,...,n}
j 6=i
cj; being c1, . . . , cn ∈ N pairwise rela-
tively prime. Then, LS = cn−1(b+ tmn−1) + S.
Proof. Clearly we are under the hypotheses of Proposition 6.2 with fi = 1
for all i ∈ {1, . . . , n}. Set Di := ci(b + tmi) for all i ∈ {1, . . . , n − 1}. We
assume without loss of generality that m1 < · · · < mn or, equivalently, that
c1 > c2 > · · · > cn. To get the result it suffices to prove that Di ∈ Dn−1 +S
or, equivalently, that Di − Dn−1 ∈ S for all i ∈ {1, . . . , n − 2}. Take i ∈
{1, . . . , n− 2}, we have that
Di −Dn−1 = (ci − cn−1)b+ t(cimi − cn−1mn−1) = (ci − cn−1)b ∈ S

Let us illustrate this result with an example.
Example 6.4 Let S = 〈17, 29, 37, 47〉, we have that S satisfies the hypothe-
ses of Proposition 6.1 with b = 17, t = 2, n = 3, c1 = 5, c2 = 3 and c3 = 2.
Thus, LS = (3 · 37) + S = 111 + S.
26
Indeed, as we proved in Proposition 6.2 and Corollary 6.3, IS˜ = 〈g1, g2〉
with g1 = x
3
3 − x1x24 and g2 = x52 − x31x24 and we have that degS(g2) ∈
degS(g1) + S, because degS(g1) = 3 · 37 = 111, degS(g2) = 5 · 29 = 145 and
145 = 111 + 2 · 17 ∈ 111 + S.
Moreover, since the Frobenius number of S is F (S) = 107, we have that
max{b ∈ Z | b /∈ LS} = 111 + 107 = 218.
One could build further families of numerical semigroups such that LS
is a principal ideal by choosing appropriate values of f1, . . . , fn−1 in Propo-
sition 6.2.
We observe that Corollary 6.3 includes the case of three generated nu-
merical semigroups and, hence, generalizes the formula obtained in Corollary
4.3. Indeed the numerical semigroup S = 〈a1, a2, a3〉 with a1 < a2 < a3 cor-
responds to b = a1, n = 2, t = gcd(a2 − a1, a3 − a1), m1 = c2 = (a2 − a1)/t
and m2 = c1 = (a3 − a1)/t and, in this context, we have that
LS = c1(b+ tm1) + S = (a2(a3 − a1)/ gcd(a2 − a1, a3 − a1)) + S.
7 Computing max{b ∈ Z | b /∈ LS} for S a numerical
semigroup is NP-hard
Let S = 〈a1, . . . , an〉 be a numerical semigroup, as we saw in Corollary
4.3, then LS = ∅ if and only if n ≤ 2. Thus, when n ≥ 3, by Lemma
4.1 if follows that N − LS is a finite set. Hence, for n ≥ 3 the integer
F2,` = max{b ∈ Z | b /∈ LS} is well defined.
The goal of this short section is to show that the problem of comput-
ing the largest element in Z − LS is an NP-hard problem, under Turing
reductions.
In [24] (see also [25, Theorem 1.3.1]), Ramı´rez Alfons´ın proves that the
problem of determining the Frobenius problem is NP-hard. His proof con-
sists of a Turing reduction from the Integer Knapsack Problem (IKP), which
is well-known to be an NP-complete problem (see, e.g., [22, page 376]). The
IKP is a decision problem that receives as input (a1, . . . , an) ∈ Nn, t ∈ N
and asks if there exist x1, . . . , xn ∈ N such that
∑n
i=1 xiai = t. We define
here a related decision problem, we call this problem IKP2,`:
• Input: (a1, . . . , an) ∈ Nn, t ∈ N, and
• Question: do there exist distinct (x1, . . . , xn), (y1, . . . , yn) ∈ Nn such
that
∑n
i=1 xiai =
∑n
i=1 yiai = t and
∑n
i=1 xi =
∑n
i=1 yi?
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The easy fact that
IKP((a1, . . . , an), t) = True ⇔ IKP2,`((a1, . . . , an, a1, . . . , an), t) = True,
implies that IKP2,` is an NP-hard problem.
Moreover, a careful inspection of the proof of [25, Theorem 1.3.1] shows
that if we replace IKP by IKP2,`, and F (〈a1, . . . , an〉) by F2,`(〈a1, . . . , an〉)
the proof also holds. This fact together with the NP-hardness of IKP2,`
yields the following:
Proposition 7.1 Let S = 〈a1, . . . , an〉 be a numerical semigroup with n ≥
3. The problem of computing F2,`(S) = max{b ∈ Z | b /∈ LS} is NP-hard.
We finally remark that one can define
Fi(S) = max{b ∈ Z | b has not i factorizations}, and
Fi,`(S) = max{b ∈ Z | b has not i factorizations of the same lenght}
and, following the same argument presented here, one can prove that the
computational problem of computing Fi(S) or Fi,`(S) for bounded values of
i are all NP-hard.
8 Conclusion
This paper is devoted to the study of the set LS of elements having (at least)
two factorizations of the same length in an affine monoid S. In Proposition
3.4, we prove that LS is the ideal in S spanned by the S-degrees of the
generators of IS˜ , a homogeneous ideal associated to S. As a consequence,
in Theorem 3.5, we get that the set S − LS coincides with an Ape´ry set of
S and we provide a Gro¨bner basis approach to compute this set (based on
2.2) and characterize when this set is finite (Corollary 3.8).
When one has an explicit expression of the generators of the toric ideal
IS˜ , then one can also describe LS . This is the case of S being a numerical
semigroup generated by an almost arithmetic sequence (see Proposition 5.5,
Proposition 5.7 and Proposition 5.10) or a shifting of a semigroup with a
unique Betti element (Corollary 6.3). In this last family, it turns out that
LS is a principal ideal. It would be interesting to characterize when LS
is a principal ideal, a first result in this direction is Proposition 6.1. We
finish by proving in Proposition 7.1 that for a numerical semigroup, the
computational problem of determining the maximum integer not in LS is
an NP-hard problem.
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The main idea in this paper is that the homogeneous ideal IS˜ captures
the information of the elements of S having (at least) 2 factorizations of the
same length. This object does not seem well suited to study the elements
of S having (at least) k-factorizations of the same length when k ≥ 3. We
leave this as an open problem for further research. The works [2, 20] study
generalized Frobenius numbers and, thus, they might shed some light on
this problem.
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