We study stochastic gradient descent without replacement (SGDo) for smooth convex functions. SGDo is widely observed to converge faster than true SGD where each sample is drawn independently with replacement [1] and hence, is more popular in practice. But it's convergence properties are not well understood as sampling without replacement leads to coupling between iterates and gradients. By using method of exchangeable pairs to bound Wasserstein distance, we provide the first non-asymptotic results for SGDo when applied to general smooth, strongly-convex functions. In particular, we show that SGDo converges at a rate of O(1/K 2 ) while SGD is known to converge at O(1/K) rate, where K denotes the number of passes over data and is required to be large enough. Existing results for SGDo in this setting require additional Hessian Lipschitz assumption [2, 3] . For small K, we show SGDo can achieve same convergence rate as SGD for general smooth stronglyconvex functions. Existing results in this setting require K = 1 and hold only for generalized linear models [4] . In addition, by careful analysis of the coupling, for both large and small K, we obtain better dependence on problem dependent parameters like condition number.
Introduction
In this paper, we study the standard finite sum optimization problem that arises in most machine learning based optimization problems: Table 1 : Comparison of our results with previously known results in terms of number of functions n and number of epochs K. For simplicity, we suppress the dependence on other problem dependent parameters such as Lipschitz constant, strong convexity, smoothness etc. These dependencies are clearly stated in Theorems 1, 2 and 3.
While SGD holds the rare distinction of being both theoretically well understood and practically widely used, there are still significant differences between the versions of SGD that are studied in theory vs those used in practice.
Resolving this discrepancy is an important open question. One of the major differences is that SGD is widely used in practice with out replacement (SGDo). SGDo uses the standard SGD update but in each epoch/pass over data, every i ∈ [n] is sampled exactly once but in a uniformly random position i.e., without replacement. This implies, that E it [∇f (x t ; i t )] = ∇F (x t ) does not hold anymore, making the analysis of SGDo significantly more challenging.
Studies however, have shown empirically that SGDo converges significantly faster than SGD [1] . [2] provided the first formal guarantee for this observation and proved that the suboptimality of SGDo after K epochs behaves as O 1/K 2 , where as the suboptimality of SGD is known to be O (1/nK) (and this bound is tight). Under the same assumptions, [3] improves upon the result of [2] and shows a suboptimality bound of O 1/n 2 K 2 + 1/K 3 where n is the number of samples and K is the number of epochs. However, both the above given guarantees require Hessian Lipschitz, gradient Lipschitz (also known as smoothness) and strong convexity assumptions on F . In contrast, SGD's rate of O 1 nK requires only strong convexity. It is also known that this rate cannot be improved with out smoothness (gradient Lipschitz). So, in this work, we ask the following question: Does SGDo converge at a faster rate than SGD for general smooth, strongly-convex functions (with out Hessian Lipschitz assumption)?
We answer the above question in affirmative and show that SGDo can achieve convergence rate of O 1/nK 2 for general smooth, strongly-convex functions. Moreover, for K n, our result improves upon the best known rates [3] . Our results also improve upon the O(1/nK) rate of SGD once K ≥ O(κ 2 ) where κ is the condition number of the problem (2) . In contrast, [3] requires K ≥ O κ 1.5 · √ n to improve upon the rates of SGD. Note that in practice one takes only a few passes over the data and hence a practical method needs to demonstrate faster rate for a small number of epochs. Finally, our analysis yields improved dependence on problem dependent parameters like κ.
As mentioned above, in many settings, we are interested in the performance of SGDo, when the number of passes K is quite small. [4] considers an extreme version of this setting, and obtains suboptimality bounds for SGDo for the first pass, for the special case of generalized linear models. These bounds are similar to the standard suboptimality bounds for SGD of O (1/n) and O (1/ √ n) for convex functions with and with out strong convexity respectively (here number of passes K = 1).
For the small K regime, we obtain similar convergence rates of O (1/nK) and O 1 √ nK for smooth convex functions with and with out strong convexity respectively. This improves upon [4] by showing the result for general convex functions, for any number of epochs and also in terms of dependence on problem dependent parameters. These results
Algorithm 1 SGD: SGD with replacement
end for 8: end for Algorithm 2 SGDo: SGD without replacement
end for 8: end for are summarized in Table 1 . The first three rows of the table compare our result for large K against those of [2] and [3] . The next two rows compare our result for small K (i.e., constant K) against that of [4] in the presence of strong convexity. The final two rows compare our result for small K against that of [4] without strong convexity.
As noted earlier, the main challenge in analyzing SGDo is that in expectation, the update does not follow gradient descent (GD). That is, E it [∇f (x t ; i t )] = ∇F (x t ). The main proof strategy is to bound the bias in SGDo update, i.e., E it [∇f (x t ; i t )] − ∇F (x t ) as well as the variance associated with the update, i.e.,
To bound the bias term, we use a novel coupling technique for limiting Wasserstein distance between the paths of SGDo and SGD. For the variance term, we use smoothness of the function to show that compared to SGD, SGDo naturally leads to variance reduction. We put together these two terms and analyze them in different settings of K (constant vs condition number dependent K) to obtain our final results (Theorems 1, 2 and 3).
Organization: We introduce problem setup, notations, and a brief overview of related works in Section 2. In Section 3, we present our main results, compare it with existing work and give a rough outline of our proof strategy. In Section 4, we introduce coupling and Wasserstein distances and use these ideas to state and prove some important lemmas in our context. Section 5 presents the proofs of our main results. Finally, we conclude with Section 6. Due to space limitations, some of the proofs are presented in the appendix.
Problem Setup
Given convex functions f (; 1), . . . , f (; n) : R d → R, we consider the following optimization problem:
where W ⊂ R d is a closed convex set. We will refer to F as the objective function and f (·; i) as the component functions. Henceforth, we let x * denote the minimizer of F over W and Π W denote the projection operator onto the set W. We study SGDo when applied to the above problem. The algorithm takes K passes (epochs) over the data. In each pass, it goes through the component functions in a random order σ k : [n] → [n] and requires a step size sequence
For simplicity of analysis and exposition, we assume constant step-sizes α k,i . For our analysis, we assume that the component functions are twice differentiable, uniformly G lipschitz and L smooth over W.
In addition, we require strong-convexity of F (·) for Theorem 1 and Theorem 2 to hold. Assumption 3 (Strongly-convex). There exists µ > 0 s. t.
We define condition number κ of the problem (1) as:
where L and µ are smoothness and strong convexity parameters defined by Assumptions 2 and 3, respectively. Finally, we denote the distance of initial point x 
Related Work
Gradient descent (GD) and it's variants are well-studied in literature [9] . If Assumption 1 is satisfied, then suboptimality of GD (more precisely subgradient descent) with averaging is bounded by O(G·D/ √ K) where K is the number of GD iterations. With Assumption 2, the convergence rate improves to O(LD 2 /K) and with additional Assumption 3, it further improves to O(e −K/κ LD 2 ) where κ is defined by (2) . For smooth functions, accelerated gradient descent (AGD) further improves the rates to O(LD 2 /K 2 ) and O(e −K/ √ κ LD 2 ), in the above two settings respectively [9] .
Each iteration of GD requires a full pass over data and hence requires prohibitively large O(n · T f ) computation where T f is the computation cost of evaluating gradient of any f (x; i) at any x. In contrast, SGD (Algorithm 1) requires only O(T f ) computation per step. Moreover, SGD's suboptimality after K passes over the data is
if Assumption 3 also holds. Without any additional assumptions, these rates are known to be tight.
With additional Assumption 2, people have designed acceleration methods for SGD such as SAGA [11] , SVRG [12] , SDCA [13] and SAG [14] -these methods achieve variance reduction using previous iterates in the algorithm and obtain faster rates of convergence. Note that none of these results applies for SGDo as sampling without replacement introduces dependencies between iterates and gradients. But, at a high-level, our result shows that SGDo naturally achieves some amount of variance reduction giving better convergence rate than SGD.
There have also been other works that study SGDo. [15] relate the performance of SGDo to a noncommutative version of arithmetic-geometric mean inequality [16, 17] . However, this conjecture has not yet been fully resolved. [18] shows that for a small enough fixed step size, the distibution of SGDo converges closer to the optimum than SGD.
Main Results
In this section, we present our main results for SGDo and the main ideas behind the proofs. Recall that x k i denotes the iterates of SGDo and let x * be a minimizer of
We now present our first result that improves upon the convergence rate of SGD for large K. 
Remarks:
• The error has two terms -first term depending on initial error d 0,1 and second term depending on problem parameters L, G and µ. The dependence on initial error can be made to decay very fast by choosing l to be a large enough constant, i.e., K = Ω(κ 2 ). In this case, the leading order term is the second term which decays
• Our result improves upon the state of the art result for SGDo by [3] as long as K ≤ κn, which captures the most interesting setting in practice. Furthermore, we do not require the additional Hessian Lipschitz assumption. For the sake of clarity, [3] keeps all parameters other than µ constant and takes κ = Θ(1/µ) to get suboptimality ofÕ
By the same token, our suboptimality isÕ(
Note that Theorem 1 requires the number of passes K > κ 2 . We now present results that apply even for small number of passes. In this setting, we match the rates of SGD. The problem setting is the same as Theorem 1. Theorem 2. Suppose F (·) satisfies Assumptions 1-3. Let x k i be the iterates of SGDo (Algorithm 2) when applied to F (·) with constant learning rate
log nK µnK for a fixed l > 0. Then the following holds for the tail averagex
• The dependence on initial error can be made to decay as fast as any polynomial by choosing l to be a large enough constant.
• Our result is the first such result for general smooth, strongly-convex functions and for arbitrary K; recall that the result of [4] requires F to be a generalized linear function and requires K = 1. Furthermore, even in setting of [4] , our result improves upon best known bounds when nK > κ 2 . In this case, our error rate is
that matches the rate of SGD upto log factors. The result of [4] does not obtain this rate even when n → ∞.
The above two theorems require F (·) to be strongly convex (Assumption 3). We now present our result for F that need not satisfy the strong convexity assumption. 
is the same as the rate of SGD in this setting. This becomes the leading order
• Our result is the first such result for general smooth, Lipschitz convex functions. The earlier result by [4] applied only for generalized linear models but does not require smoothness assumption.
Necessity of Smoothness
In the classical analysis of SGD for O 
for K epochs (over a closed convex set W) is the same as running gradient descent over F (x) for nK iterations.
Given any T = nK, [9, Theorem 3.13] shows the existence of a function satisfying Assumptions 1 and 3 and a closed convex set W such that the suboptimality of all iterates up to the T th iteration of GD-hence, for all the iterates up to K th epoch of SGDo-is lower bounded by
. This establishes the necessity of Assumption 2 for obtaining improved rates over SGD as in Theorem 1.
Proof Strategy
As a general note, in the proofs, we assume that W = R d , which avoids the projection operator Π W . All the steps go through in a straight forward fashion even with this projection operator. When we try to apply the classical proof of rate of convergence of SGD to SGDo, the major problem we encounter is that
In section 4, we propose a coupling sequence and use it to bound a certain Wasserstein distance to argue that
This along with standard analysis tools then yields Theorems 2 and 3. However, this technique does not suffice to obtain faster rate as in Theorem 1. So, to prove Theorem 1, we show that in expectation, SGDo over one epoch approximates one step of GD applied to F . Therefore, K epochs of SGDo approximates GD iterates after K iterations. Recall
, then the equation above implies:
We observe that the right hand side is one step of gradient descent. Lemma 5 in Section 4 makes this argument rigorous as it shows that E[
Coupling and Wasserstein distance
In this section, we develop the required machinery to show:
Define the following exchangeable pair: suppose we run the algorithm for k − 1 epochs using permutations
. We note:
Here the first equality follows from the fact that σ k is independent of σ ′ k (and applying Fubini's theorem). The second equality follows from the fact that x i (σ ′ k ) and x i (σ k ) are identically distributed. Therefore, to show (3), we need to show that:
and Lemma 4 then bounds the Wasserstein distance, to bound the above quantity.
We first introduce some notation to prove the result. Let
Here L(X) denotes the distribution of the random variable X. We let Lip d (β) be the set of all β lipschitz functions from R d → R.
Definition 1. Let P and Q be two probability measures over
Let X ∼ P and Y ∼ Q be random vectors defined on a common measure space (i.e, they are coupled). We define Wasserstein-1 and Wasserstein-2 distances between P and Q as:
respectively. Here the infimum is over all joint distributions over (X, Y ) with prescribed marginals. By Jensen's inequality, we have D 
W (P, Q). The following result gives a fundamental characterization of Wasserstein distance [19] .
Theorem 4 (Kantorovich Duality). Let P and Q satisfy the conditions in Definition 1. Let X ∼ P and Y ∼ Q then:
We can use Theorem 4 to bound the approximation error in (3) in terms of average Wasserstein-1 distance between
where the second step follows from triangle inequality and the fact that x i (σ ′ k ) is independent of σ k . Second to last inequality follows from the fact that f ∈ Lip d (G) and the last inequality follows from Theorem 4. We also used the fact that conditioned on σ k (i + 1) = r, x
From Lemma 1, we see that we only need to upper bound D Lemma 2. Given k, suppose α k,i is a non-increasing function of i and
Here |{j ≤ i : A key ingredient in the proof of the above lemma is the following standard result which says that gradient step with small enough step size is contracting for smooth convex functions.
Lemma 3. If g is convex and ∇
See [20, Theorem 2.1.5] for a proof.
Coupling σ k and σ ′ k
In this section, we construct a coupling between σ k and σ ′ k that minimizes the bound in Lemma 2. Let S n be the set of all permutations over n letters. For a, b ∈ [n], we define the exchange function E a,b : S n → S n : for any τ ∈ S n , E a,b (τ ) gives a new permutation where a-th and b-th entries of τ are exchanged and it keeps everything else same. We construct the operator Λ r,i : S n → S n :
if τ (j) = r and j = i + 1
Basically, Λ r,i makes a single swap so that i+1-th position of the permutation is r. Clearly, if σ k is a uniformly random permutation, then Λ r,i (σ k ) has the same distribution as σ k |σ k (i + 1) = r. We use the coupling characterization of D 
i,k are defined above. Consequently, from Lemma 1, we conclude:
Proof. Let σ k be a uniformly random permutation and r ∈ [n]. Therefore, 
It is clear that {j ≤ i : σ k (j) = [Λ r,i (σ k )] (j)} ≤ 1 almost surely. Therefore, from Lemma 2, we conclude that
Together with Equation 6 , and the fact that D
W we conclude the result.
The lemmas presented above tightly bound the difference in suboptimality between iterates of SGD and SGDo. These will be used in proving Theorems 2 and 3, matching the rates of SGD. For Theorem 1, we need to show that there is some amount of automatic variance reduction while running SGDo. In order to do this, we need to show that the iterates x k i do not move much when they are close to the optimum. The following lemma makes this precise. Lemma 5. Let α k,0 < 2 L and α k,j be a non-increasing sequence in j for a given k. For any i ∈ [n], we have:
,
where we recall that
See Appendix B for a detailed proof of the above lemma.
Proofs of Main Results
In this section, we will present proofs of Theorems 1, 2 and 3 using the results from the previous section.
Proof of Theorem 1
In this subsection, for the sake of clarity of notation, we take
From the definition of SGDo, and the choice of step sizes α k,i = α = 4l
log nK µnK , we have:
Using the hypothesis that α ≤ 2 L (since µ L ≤ 1) and taking norm squared on both sides,
where we used strong convexity of F in the third step. We consider the term:
Taking expectation, we have
where we used Cauchy-Schwarz and smoothness in the second step and Lemma 5 in the last step. We now consider
We use the fact that: ∇F (x * ) = 0 = n−1 i=0 ∇f (x * ; R i+1 ) in the equation above to conclude:
where we again used Cauchy-Schwarz inequality and Lemma 5. Applying AM-GM inequality on (8), we have:
Plugging the inequality above and (9) in (7), we conclude:
By our choice of step sizes, it is clear that 1 −
In (10), we use the fact that
Unrolling the recursion above, we have:
Taking α = 4l
log nK µnK and k = K 2 , we have:
We now analyze the suffix averaging scheme given. Adding (10) from k = K 2 to k = K, we conclude:
Here we have used the fact that 2nα 1 −
by convexity of F , we have:
This proves the theorem.
Proof of Theorem 3
We note that we have taken
. We take r = σ k (i + 1) below. Taking norm squared and using Lemma 6
In the last step we have used convexity of of f (; j) and the fact that ∇f (; j) ≤ G. Taking expectation above, and noting that Ef (x * ; σ k (i + 1)) = F (x * ) and using Lemma 4, we have:
Summing from i = 0 to n − 1 and k = 1 to K, we conclude:
By convexity of F (·), we conclude:
Conclusions
In this paper, we study stochastic gradient descent with out replacement (SGDo), which is widely used in practice. When the number of passes is large, we present the first convergence result for SGDo, that is faster than SGD, under standard smoothness, strong convexity and Lipschitz assumptions where as prior work uses additional Hessian Lipschitz assumption. Our convergence rates also improve upon existing results in practically interesting regimes. When the number of passes is small, we present convergence results for SGDo that match those of SGD for general smooth convex functions. These are the first such results for general smooth convex functions as previous work only showed such results for generalized linear models. In order to prove these results, we use techniques from optimal transport theory to couple variants of SGD and relate their performances. These ideas may be of independent interest in the analysis of SGD style algorithms with some dependencies.
[20] Yurii Nesterov. 
Proof. By Lemma 3.1.4 in [20], we conclude:
Adding the equations above, we conclude:
Using Cauchy-Schwarz inequality on the RHS, we conclude the result.
A.1 Proof of Theorem 2
We have chosen
log nK µnK
. By definition:
Taking norm squared and using Lemma 6
We have used strong convexity of F (·) in the fourth step. Here
Clearly,
i,k , with any arbitrary coupling. Taking expecation in the expression for R i,k , we have:
We have used smoothness of f (; r) and Cauchy-Schwarz inequality in the fourth step and Cauchy-Schwarz inequality in the fifth step. Since the inequality above holds for every coupling between Y and Z r , we conclude:
In the last step we have used Equation (14) and the fact that α ≤ Using convexity of F , we conclude that:
This proves the result.
B Proofs of useful lemmas
Proof of Lemma 2. For simplicity of notation, we denote y i def = x i (σ k ) and z i def = x i (σ ′ k ). We know that y 0 − z 0 = 0 almost surely by definition. Let j < i. First we Suppose τ y (j + 1) = r = s = τ z (j + 1). Then, by Lemma 6 y j+1 − z j+1 = Π W (y j − α k,j ∇f (y j ; r)) − Π W (z j − α k,j ∇f (z j ; s)) ≤ y j − z j − α k,j (∇f (y j ; r) − ∇f (z j ; s)) ≤ y j − z j + α k,j ∇f (y j ; r) + α k,j ∇f (z j ; s) ≤ 2Gα k,j + y j − z j ≤ 2Gα k,0 + y j − z j
In the last step above, we have used monotonicity of α t . Now, suppose τ y (j + 1) = τ z (j + 1) = r. Then, y j+1 − z j+1 2 = Π W (y j − α k,j ∇f (y j ; r)) − Π W (z j − α k,j ∇f (z j ; r)) 2 ≤ (y j − α k,j ∇f (y j ; r)) − (z j − α k,j ∇f (z j ; r)) 2 = y j − z j 2 − 2α k,i ∇f (y j ; r) − ∇f (z j ; r), y j − z j + α Taking expectation on both sides, we have:
In the fourth step we have used Lemma 4 and in the fifth step, we have used the fact that x * is the minimizer of F . We sum the equation above from j = 0 to j = i − 1 and use the fact that α k,0 ≥ α k,j and that x 
