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El objetivo principal de este trabajo de investigación es estudiar las influencias de las
características fisicas del CI sobre el área y retardo de los diseños obtenidos en un proceso de
Síntesis de Alto Nivel, y diseñar técnicas de estimación de dichas características, rápidas,
precisas y fieles, para todas las fases de dicho proceso.
El primer problema abordado, es la elaboración de una función para medir la calidad de los
diseños obtenidos durante la asignación de hardware en un proceso de Síntesis de Alto Nivel.
Esta función debe ser una aproximación al área real del circuito, que a su vez es Ja suma dei
área de los módulos y de las interconexiones. Estas áreas dependen de la tecnología que se
esté utilizando, de la colocación de los módulos en el circuito final, y de cómo se realice el
interconexionado de éstos (tanto de las interconexiones internas de los módulos como de las
externas). Por tanto, depende de las características fisicas del CI y de las herramientas y
tecnologías de diseño, y es necesario estimarlas. En todos los casos las estimaciones se
necesitan realizar muchas veces durante un proceso de síntesis, y por tanto deben ser muy
rápidas. Además deben ser lo suficientemente fieles para dirigir correctamente el proceso de
asignación de hardware.
En este trabajo se presenta un método de estimación de área que puede utilizarse durante las
distintas fases de la síntesis, como en la preasignación y en la asignación de hardware, y en la
generación del hardware de control, y que es lo suficientemente rápido y fiel para dirigir el
proceso de diseño correctamente, sin incrementar la complejidad de éste. Como las influencias
de las características fisicas en el área del circuito, dependen de la tecnología de diseño
utilizada, y el estudio para todas ellas es un trabajo de una extensión excesivá. se particulariza
el estudio para celdas estándar. Sin embargo, muchas de las ideas propuestas pueden utilizarse
para macroceldas y arrays de puertas.
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El segundo problema que se trata en este trabajo es la obtención de circuitos con un
funcionamiento eléctrico conecto, Para este fin, es necesario considerar los retardos de los
módulos e interconexiones, que a su vez dependen de la tecnología utilizada y de los
algoritmos de colocación e interconexionado de módulos. El retardo del interconexionado es
un dato que no se conoce hasta que no se ha generado el layout, y por tanto es necesario
estimarlo.
En este trabajo se presenta un algoritmo de selección del tiempo de ciclo que tiene en cuenta 4
la biblioteca de módulos disponible, con información sobre los retardos de los módulos, y el
retardo de las interconexiones, mediante estimaciones que consideran la tecnología utilizada y
la forma de trabajo de los algoritmos de colocación e interconexionado de módulos. De esta
forma, se asegura que los circuitos generados tienen un comportamiento eléctrico correcto.
Además, para conseguir tiempos de ciclo óptimos, que permitan cumplir los objetivos del
usuario en cuanto al área y tiempo de ejecución del circuito, se realiza un estudio global de la
especificación dada y de la biblioteca de módulos.
La memoria que se presenta se divide en seis capítulos y tres apéndices. En el capítulo 1 se 4
realiza una introducción a la Síntesis de Alto Nivel y se plantea la necesidad de realizar
estimaciones de las características fisicas del circuito para dirigir correctamente el proceso de
diseño.
En el capitulo 2 se exponen los principales sistemas de Síntesis de Alto Nivel que reaiizan
algún tipo de estimación del área de interconexionado, así como sus ventajas y sus
inconvenientes, y la necesidad de realizar nuevas estimaciones más precisas. A continuación se
presentan algunos métodos de estimación de área de circuitos integrados bastante precisos,
pero muy lentos para incorporarlos dentro de una herramienta de Síntesis de Alto Nivel.
El capítulo 3 se centra en el sistema FIDIAS, que es un sistema de Síntesis de Alto Nivel
dentro del cual se integra este trabajo de investigación. Se muestra que también en este
sistema es necesario realizar estimaciones, y cómo y dónde se deben integrar éstas.
E
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¡ En el capitulo 4 se realiza un estudio de la metodología de trabajo de las herramientas de
¡ CA.D, y de las características fisicas de los circuitos integrados. Se han clasificado las
interconexiones en función del numero de modulos que conectan. Para cada uno de los tipos
¡ se ha obtenido una estimación de su longitud. Las interconexiones que hemos denominado
cercanas tienen longitud constante. Para las lejanas y multimódulo se ha obtenido una fórmula
¡ en función del número total de interconexiones de cada tipo y del área de celdas estándar del
¡ diseño, datos conocidos cuando se ha terminado la generación de un diseño. Este método de
estimación de la longitud de las interconexiones nos permite conocer el area de los modulos,3 siempre que en la biblioteca se disponga de información sobre el número y tipo de
interconexiones que contiene cada uno de ellos. Las estimaciones se han integrado en el
E sistema FIDIAS y, mediante varios ejemplos, se ha demostrado la fidelidad y precisión de
estas estimaciones de área, que en todos los casos tienen un error inferior al 5%.
En el capítulo 5 se presenta un algoritmo de selección del tiempo de ciclo, que tiene en cuenta
¡ la biblioteca de módulos, las restricciones del usuario y que estudia de forma global el GFD. El
¡ algoritmo de selección realiza una búsqueda de los caminos que para algún tiempo de ciclo
pudieran ser críticos, puesto que son los únicos que influyen en el tiempo de ejecución del
¡ algoritmo. Sobre las operaciones situadas en estos caminos, se realiza la selección del tiempo
de ciclo, permitiendo más de una Unidad Funcional para implementar cada operación, y
1 mediante unos parámetros que miden los objetivos del usuario, en cuanto a la minimización
¡ del área y tiempo del circuito. De esta forma, el tiempo de ciclo utilizado para realizar ¡a
planificación depende de cada diseño y objetivos en particular, con lo cuál los resultados
¡ obtenidos se ajustan más a las necesidades del usuario.
3 Por último, en el capítulo 6, y a partir de las estimaciones del área de las interconexiones del
capitulo 4, se presenta la forma de calcular el retardo de éstas. Se realiza un estudio completo3 sobre el retardo del interconexionado, obteniendo un modelo fisico para una interconexión, y a
partir de éste se calcula el retardo, utilizando el método del polo dominante. Además, se
1 presenta el método para incluir los retardos de las interconexiones en el cálculo del tiempo de
U
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ciclo, con el objetivo de obtener diseños con un funcionamiento eléctrico correcto.
Todos los resultados del capítulo 4 se basan, por una parte en la forma de trabajo de las
herramientas de Síntesis de Bajo Nivel, y por otra parte en la tecnología utilizada. En el
apéndice A se puede encontrar un estudio detallado sobre las distintas tecnologías de
generación de Circuitos Integrados, y en el apéndice B se presentan los distintos algoritmos de
colocación e interconexionado de módulos, cuyo conocimiento es necesario para entender los
resultados de este trabajo. u’
Finalmente, en el apéndice C se explica la conexión de nuestra herramienta de Síntesis de Alto
Nivel con una herramienta de Síntesis de Bajo Nivel, gracias a la cual se han podido realizar
un gran número de experimentos, con los cuáles dirigir y validar la calidad de nuestras
estimaciones.
Capítulo 1.
Síntesis de Alto Nivel y Características Físicas
1.1. Introducción
En la última década la tecnología de diseño de Circuitos Integrados (Cts) se ha desarrollado
de forma espectacular, con la generación de múltiples herramientas de Diseño Asistido por
Computador (CAD) para desarrollo de Cts y diseño lógico. Este desarrollo
fundamentalmente es una consecuencia de dos factores:
• El gran avance de las tecnologías de fabricación de circuitos VLSI, que ha
permitido incrementar de forma espectacular la densidad de encapsuiamiento,
elevando enormemente la complejidad de los diseños. Actualmente muchos diseños
incorporan arquitecturas completas en un único chip.
• La necesidad de producir diseños en el menor tiempo posible y con el menor
número de errores. Por tanto, se requiere utilizar herramientas para acelerar ‘el
proceso de diseño y verificación.
Dadas las consideraciones anteriores, se puede concluir que el nivel lógico no es un nivel
natural para el diseñador de circuitos complejos. Es prácticamente inconcebible describir un
sistema complejo en términos de expresiones booleanas. Además, la utilización cada vez
mayor de AS[Cs (Circuitos Integrados de Aplicación Específica) en múltiples áreas de
aplicación, implica el acceso a esta tecnología de usuarios con poca o ninguna experiencia en
el diseño de Cts. Estos factores generan la necesidad de utilizar herramientas para automatizar
el diseño de circuitos desde un nivel de abstracción más elevado, con el fin deahorrar tiempo
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y dinero, y permitir el acceso a las ventajas de la nueva tecnología a mayor número de
usuarios, no necesanamente expertos.
Los posibles dominios de descripción de un diseño y sus niveles de abstracción respectivos
han sido representados por Gajski [GaKu83] mediante un diagrama en forma de Y similar a]
de la figura 1.1. Cada uno de los tres ejes representa uno de los dominios: el conductual, el
estructural, y el fisico. En cada dominio, la descripción puede realizarse a distintos niveles, de
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Figura 1.1 Dominios de Descripción y Niveles de Abstracción
En el dominio conductual el circuito se describe mediante una serie de relaciones entre las
entradas y las salidas del mismo. En el dominio estructural se especifican los componentes y
las interconexiones entre ellos. En el dominio fisico se describen los módulos reales que
integran el circuito y su distribución espacial.
En la figura 1. 1 también se representan un conjunto de transformaciones entre distintos niveles
de los diferentes dominios, que pueden constituir un proceso de diseño. Entre todos los
u
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U posibles puntos de partida y llegada dentro del desarrollo de Cis, la “Síntesis de Alto Nivel”
(SAN) [GaRa94] parte de una descripción algorítmica del comportamient¿ del circuito. y
obtiene automáticamente la estructura del sistema a nivel de transferencia de regístros (RTL).
La finalización del diseño se conseguirla mediante la generación de los módulos del nivel RTL,
seguido de un proceso de colocación e interconexionado de éstos para generar el layout finalU (Apéndice B). Estos procesos suelen realizarse mediante la utilización de herramientas
comerciales de CAD.
A continuación vamos a centramos en el proceso de SAN. El punto de partida, es decir, laU descripción del comportamiento del circuito, debe realizarse en un lenguaje de alto nivel3 (LAN). Para facilitar la conexión con otras herramientas que trabajan en otros dominios
descriptivos y/o niveles de abstracción, se pueden utilizar lenguajes estándar de descripción de
hardware (LDH). Entre todos los LDH disponibles, uno de los más aceptados es VHDL.
Además, el diseñador puede introducir un conjunto de restricciones y objetivos, básicamente
de coste y velocidad del diseño, y el resultado proporcionado por la herramienta debe3 respetarías.
Por otra parte, en su punto de llegada, el nivel RTL del dominio estructural, se especifican las
unidades funcionales (sumadores-restadores. multiplicadores, comparadores, etc.), lasU unidades de almacenamiento (registros, memorias), y las interconexiones (buses,
multiplexores) que componen el diseño, así como la secuencia de control, a partir de algún3 modelo de unidad de control dado.
Entre las ventajas aportadas por la Síntesis de Alto Nivel [McPC88] no sólo está la
disminución del coste de los circuitos debido a la reducción del tiempo de diseño, sinoU también:
¡ • Reducción del número de errores: Si se puede verificar que el proceso de SAN es
correcto, podrá asegurarse la corrección por construcción del diseño obtenido. Esto
permitirá reducir la probabilidad de aparición de errores y, por consiguiente, el
u
U
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tiempo invertido en la depuración de los mismos. J
• Posibilidad de explorar el espacio de diseño: Una buena herramienta de SAN
deberá ser capaz de producir diferentes diseños, de distintos estilos, para una misma
especificación de partida, siempre dentro del conjunto de restricciones establecido
por el diseñador.
• Posibilidad de auto-documentación: El sistema de síntesis puede dejar constancia
de cada una de las decisiones de diseño, y de los motivos que le indujeron a
adoptarla.
• Acceso de mayor número de usuarios a la tecnologia VLSI: La automatización
del proceso de diseño se efectuará desde un nivel de abstracción mayor que los
disponibles en las herramientas, y esto permitirá diseñar sus propios Cis a usuarios
no necesariamente familiarizados con sus características de más bajo nivel.
1.2. Influencias de las características fisicas en las distintas fases
de la SAN
De las consideraciones realizadas en el apanado anterior se puede deducir que la SAN es una
etapa automática dentro del proceso global de diseño del CI. Sin embargo no puede tratarse
como una fase aislada del resto. Los estudios realizados por McFarland y Kowalski [McKo9O]
sobre las influencias de factores del nivel fisico en los resultados finales, nos muestran que.
incluso en las decisiones que se toman en las primeras etapas de diseño, es necesario J
tener en cuenta las características fisicas de los módulos, tanto del área como del retardo.
En el Apéndice A se presenta un estudio de los diferentes estilos de diseño VLSI que existen
hoy en día. Observando las características de cada uno de ellos, puede sacarse como
conclusión que los resultados obtenidos para un mismo diseño utilizando diferentes estilos,
difieren totalmente tanto en coste final como en rendimiento. Por tanto, durante la SAN es
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crucial tener en cuenta el estilo de diseño que se va a utilizar. Al mismo tiempo, los resultados
obtenidos por distintas herramientas CAD pueden modificar los resultados, dependiendo del
tipo de algoritmos que utilicen para realizar la colocación de los módulos y su
interconexionado [M5H092].
Por consiguiente, para que la síntesis del circuito integrado esté debidamente optimizada es
necesario que durante todo el proceso de síntesis se tengan en cuenta:
• Las características fisicas de la tecnología y de los módulos paniculares que se
van a utilizar.
• Las herramientas y estilo de diseño que se van a emplear para realizar la
colocación e interconexionado de dichos módulos.
El tema principal de este proyecto es el estudio de las mutuas influencias entre las
características físicas de los Cts, las herramientas CAD con que se diseñan y los
algoritmos de SAN.
Debido a la complejidad de estas mutuas influencias y, por tanto, de la necesidad de generar
una enorme cantidad de experimentos para obtener conclusiones sobre su comportamiento,
para una herramienta y un estilo de diseño en particular, existen muy pocos sistemas en la
literatura que hayan realizado investigaciones relativas a este tema.
Aunque para cada estilo de diseño pueden existir diferentes tecnologías, cada una de ellas
incluye todas las reglas para un estilo de diseño en particular. Por lo tanto, a partir de ahora
utilizaremos la palabra tecnología para referirnos a un estilo de diseño y tecnología
paniculares.
Las características tecnológicas se conocen a priori, y pueden realizarse medidas sobre su
influencia en el área y retardo de los módulos. Sin embargo, la colocación e interconexionado
de los módulos no se conoce hasta que no se ha generado el layout final del circuito. Para
obtener información sobre dicha colocación e interconexionado es interesante realizar la
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conexión de la herramienta de SAN con la herramienta de CAD que va a generarlos. De esta
forma, es posible experimentar y obtener el suficiente número de diseños para sacar
conclusiones sobre la metodología de trabajo de los algoritmos de colocación e
rnterconexionado de módulos y, a partir de ellas, realizar estimaciones sobre las influencias de
las características fisicas del circuito integrado y utilizarlas en las decisiones que se toman en
SAN.
Además, la conexión de la herramienta de SAN con la herramienta de CAD permitirá
comprobar si dichas estimaciones son correctas. La realización de estos experimentos es sólo
posible si se automatiza en gran parte las interacciones con la herramienta de CAD, porque la
interacción manual con el proceso incrementa enormemente el tiempo de diseño.
Como la SAN consta de un grupo de tareas con diferentes funciones, las estimaciones de las
características fisicas del CI hay que realizarlas para cada una de estas tareas. Seguidamente
vamos a presentar las diferentes etapas de la SAN y las estimaciones necesarias en cada una de
ellas.
En la figura 1.2 se muestra un esquema de un proceso de SAN. Podemos distinguir 4 tareas
fundamentales:
1.- Compilación. La primera fase necesaria en cualquier proceso de SAN, es la
traducción de la descripción inicial, que como hemos dicho viene expresada en un LAN, a una
representación intermedia más fácil de manejar por el resto de los módulos del sistema. j
Normalmente la representación elegida es un grato de flujo de datos (GFD) y control, en el
cual los nodos representan las operaciones a realizar, y las aristas el flujo de los datos. Esta
fase es la que se denomina compilación, que, además, es la encargada de analizar la
descripción de partida y de realizar sobre ella un conjunto de transformaciones orientadas a su
optimización.
2 y 3.- Planificación y Asignación de Hardware. Después de la compilación, la
mayoría de las herramientas de SAN existentes distinguen dos subtareas que están muy
u
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U interrelacionadas entre si: la planificación de operaciones y la asignación de hardware.
U e La primera de estas dos subtareas se encarga de la ubicación temporal, es decir, de
asignar las operaciones a “pasos de control”. Un paso de control es el equivalente a











Figura 1.2 Tareas de un proceso de SAN
• La otra subtarea, la asignación de hardware, decide qué elemento hardware va a
realizar cada operación, dónde se almacenará el resultado y los caminos de
U interconexionado necesanos. El módulo asignador recibe como entrada una
u
u
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biblioteca de módulos, donde están almacenadas las Unidades Funcionales (UF,)
disponibles para realizar las operaciones. El resultado de esta tarea es una ruta de
datos, es decir, un conjunto de módulos conectados entre sí.
Esta división en dos subtareas es una consecuencia de que el proceso de síntesis consiste en
una doble asignación de las operaciones incluidas en la descripción del comportamiento, a
pasos de control y a módulos hardware. La complejidad de tratar estos dos problemas de una
forma global es muy grande y por eso, aunque actualmente esta tendencia está cambiando,
muchos de los sistemas no abordan la interdependencia existente entre ellos, y tratan cada una
de estas tareas por separado. Aún así, cada una de ellas es un problema NP completo.
En una gran parte de los sistemas la planificación es una fase previa a la asignación de
hardware, puesto que no es posible decidir qué UF puede realizar una operación si no se sabe
de cuanto tiempo se dispone para realizarla. Sin embargo, en sistemas como Cathedral
[DCGM9O] esto no ocurre así. Primero se decide cuál es el mínimo hardware necesario para
realizar todas las operaciones en el tiempo impuesto por el usuario, y luego se realiza la
planificación en ifinción de dicho hardware. En la actualidad, la mayoría de los planificadores
deciden al menos qué tipo de UF va a realizar cada operación; es lo que se denomina
preasignación de hardware o asignación de tipos. En este caso el asignador de hardware
decide qué instancia en concreto realizará la operación (asignación de instancias).
4.- Generación de control. La última tarea de la SAN es la generación del control,
que tiene como función la generación de la unidad de control, basándose en la planificación y
asignación de hardware realizadas anteriormente.
En los apartados sucesivos vamos a explicar más detenidamente cada una de estas tareas, y las
influencias de las características fisicas del circuito integrado sobre cada una de ellas.
1.21. Compilación
La primera decisión a la hora de implementar un sistema de SAN es la selección del LAN
E
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U empleado para la descripción de partida. En los primeros sistemas de SAN, los lenguajes
3 solían ser estándares de tipo procedural (como Pascal o C modificados para detallar algunos
aspectos específicos del hardware). Sin embargo, la posibilidad de utilizar lenguajes estándares
3 capaces de servir para la descripción de hardware en cualquiera de los niveles de varios
dominios diferentes, así como de simular las descripciones, ha llevado a la mayoría de lasE herramientas de SAN a la utilización de VHDL como lenguaje de descripción del
comportamiento de partida. Esto permite además, la simulación de dicha descripción a nivel
de comportamiento, para asegurar que es correcta. Este lenguaje tiene un extenso soporte3 comercial y permite construcciones condicionales, lazos, procedimientos, funciones y
asignaciones concurrentes y secuenciales.u
El compilador también es el encargado de realizar transformaciones de alto nivel que tratan de
3 optimizar la representación interna. Estas transformaciones pueden ser la eliminación de
código muerto, extracción de código invariante de los bucles, etc.




Figura 1.3 Ejemplo de GFD
En la figura 1.3 presentamos un ejemplo con un fragmento de una descripción de un circuito y
E el GFD correspondiente.
U 1.2.2. Planificación de Operaciones
E Esta segunda tarea es, junto con la asignación de hardware, uno de los problemas clave de la
SAN. Consiste en la distribución temporal de las operaciones del OF!), a partir de unas¡
restricciones de área y tiempo dadas por el usuario, con un objetivo principal: obtener unau
E
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carga de trabajo equilibrada entre los distintos pasos de control, que permita el máximo
aprovechamiento del hardware. El número total de pasos de control del algoritmo es lo que
determinará la longitud de la memoria de la Unidad de Control -en el caso de un control
microprogramado-, o el número de estados -para un control construido por una máquina de
estados-. Por lo tanto, otro objetivo a minimizar por el planificador debe ser el número tota]
de pasos de control del diseño fina]. Dentro de la planificación se pueden distinguir dos
subtareas: la selección del tiempo de ciclo y la asignación de operaciones a pasos de
control, que vamos a estudiar por separado a continuación.
1.2.2.1. Selección del tiempo de ciclo
Para realizar una planificación es necesario seleccionar el tiempo de ciclo que se va a utilizar
en el diseño. Como veremos posteriormente, éste es uno de los factores que más van a influir
en la obtención de la planificación óptima. En su selección hay que tener en cuenta los
tiempos muertos de los operadores, es decir, el tiempo que transcurre desde que acaba de
realizarse una operación hasta que se termina el tiempo de ciclo. Un tiempo de ciclo pequeño,
en general, conduce a planificaciones donde los tiempos muertos de los operadores son
pequeños, y por lo tanto, los tiempos de ejecución son menores. Sin embargo, el número de
pasos de control aumenta al disminuir el tiempo de ciclo, puesto que se incrementa el número
de etapas necesarias para realizar cada una de las operaciones. El incremento en el número de
pasos de control produce a su vez un incremento en el área de la Unidad de Control.
Los tiempos muertos de los operadores para un determinado tiempo de ciclo dependen de los
retardos de las UFs que los implementan. Por lo tanto es necesario tener en cuenta las UFs
disponibles en la biblioteca en dicha seleccion.
Otro factor importante, que depende de la colocación de los módulos y de sus interconexiones
en el layout final, es el retardo debido al interconexionado. Si éste no se tiene en cuenta, puede
ocurrir que nose disponga de tiempo suficiente para la transmisión de todas las señales en un
paso de control, lo cual conduciría a un mal fUncionamiento del circuito. El retardo de una
3 Capindo 1. Síntesis de Alto Nivel yCaracrertsti cas Físicas II
E interconexión depende, entre otros factores, de la tecnología que se vaya a utilizar, y de la
3 longitud de dicha interconexión, desconocida hasta la generación del layout, y que será
necesario estimar. Por lo tanto, en la selección del tiempo de ciclo, se deben tener en cuenta la
3 biblioteca de módulos disponible, los retardos del interconexionado, y las restricciones del
usuario en cuanto al área y tiempo de ejecución del circuito.u
En la mayoría de los sistemas de SAN, la selección del tiempo de ciclo la realiza el diseñador,
3 o se hace con un valor fijo. Esto puede dar lugar a diseños no óptimos, e incluso a diseños con
una simulación eléctrica incorrecta, sobre todo si no se tiene en cuenta el retardo de las
E interconexiones.
E En este trabajo presentaremos un método de selección del tiempo de ciclo y de
3 estimación del retardo de interconexionado, que, además de permitir obtener
planificaciones con tiempos de ejecución bastante aceptables, asegura el buen
funcionamiento del circuito.
3 1.2.2.2. Asignación de operaciones a pasos de control
1 Una vez seleccionado el tiempo de ciclo el planificador debe asignar las operaciones a pasos
3 de control tratando de minimizar su número. Podemos distinguir dos tipos de planificaciones:
¡ • Si el número de módulos hardware de cada tipo (UFs y registros ) ya se conoce antes
de realizar la planificación, el planificador debe tratar de minimizar el número de
¡ pasos de control a partir de dicho hardware. Este tipo de planificaciones se presenta
en sistemas donde el usuario restringe mucho el hardware disponible o en sistemasU donde se realiza una preasignación de hardware antes de realizar la planificación.
3 • Si el número de módulos de cada tipo no es una restricción al planificador, también
deberá equilibrar el paralelismo para poder realizar la implementación con el mínimo¡
hardware posible, mediante la reutilización de UFs y registros en vanos pasos deu
¡
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control. En algunas planificaciones de este tipo, también se realiza simultáneamente
una preasignación de hardware, es decir, se decide qué tipo de módulo va a realizar
cada una de las operaciones. J
En esta fase es necesario conocer el retardo de los módulos que van a realizar las operaciones,
para estimar el número de pasos de control mínima para cada operación.
Existen dos tipos de planificaciones muy ficiles de generar, si se asume un tiempo
determinado de ejecución para cada operación, que proporcionan el mínimo número de etapas
para ejecutar el algoritmo. Son las planificaciones ASAP (“As Soan As Possible”) y ALAP
(“As Late As Possible”). La planificación ASAP coloca cada nodo del OF!) en la primera
etapa donde pueda realizarse (cuando todos los operandos que necesita están disponibles). Un J
ejemplo se muestra en la figura 1.4a, donde se ha asumido que cada operación puede
ejecutarse en una etapa de control. Por el contrario, la planificación ALAP coloca cada nodo
en la última etapa donde pueda realizarse, sin incrementar el número de etapas dado por la
planificación ASAP. La figura 1 .4b nos muestra la planificación ALAP para el mismo orn
que la figura 1 .4a. Estas planificaciones suelen utilizarse como base para generar otras nuevas,
en general mejores en cuanto a la minimización del paralelismo.
Los dos objetivos de la planificación (la miimización del número de pasos de control y del
paralelismo) son en muchos casos contrapuestos. Esto es debido a que, para reducir el
para]elismo, puede ser necesario incrementar el número de pasos de control o viceversa. Sin
embargo esto no es siempre así. Por ejemplo, en la figura 1.4 puede verse que la planificación
a) sitúa en el mismo paso de control la realización de dos sumas, lo que obligaría a emplear
dos sumadores diferentes, además de un restador y un multiplicador, o bien un
sumador/restador, un multiplicador y un sumador. La planificación b) plantea un problema
similar. En cambio, la c) permite emplear únicamente un sumador y un restador, además del
multiplicador. En todos los casos, el número de pasos de control es el mínimo posible.
E
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3 Figura 1.4. Tres planificaciones de un mismo GFD
u
Por lo tanto, en muchos casos, el planificador logra disminuir el paralelismo sin incrementar el
E número de pasos de control. La planificación óptima dependerá siempre de las restricciones
¡ impuestas por el usuario y de los objetivos principales que debe conseguir (de tiempo y área),
y como hemos visto antes, de la biblioteca de módulos y de las características particulares del
3 diseno.
¡ La planificación de las operaciones en pasos de control es un tema bastante tratado ya por
todos los sistemas de SAN, [PaKn87], [PaulSS],[SSHFSQ],[WePa9I], y por eso no
¡ profundizaremos más en ella.
U 1.2.3. Asignación del Hardware
• En esta etapa se decide qué módulos hardware concretos van a realizar cada una de las
operaciones del OF!) proporcionado por el planificador, dónde se van a almacenar los
¡ resultados y qué tipo de interconexiones van a utilizarse para transmitir los datos. Las UFs
u
¡
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pueden escagerse entre las disponibles en una biblioteca, o bien generarías automáticamente
Los elementos de almacenamiento serán registros y/o memorias. Las interconexiones entre
unidades operacionales y unidades de a]macenamiento pueden ser buses y/o multiplexores. El
resultado es un conjunto de módulos e interconexiones que constituyen la ruta de datos del
circuito. El objetivo principal de la asignación de hardware es conseguir un circuito con una
ruta de datos que tenga un área final mínima.
Para un OF!) planificado, se define un espacio de diseño de asignación (EDA) como aquel
que contiene todos los posibles diseños que pueden implementar el comportamiento deseado,
bajo una serie de restricciones de tiempo (el tiempo de ciclo y el número de etapas). Este E!)».
puede reducirse bajo ciertas restricciones, a un espacio de diseño de asignación útil.
El algoritmo de asignación debe recorrer este EDA útil, con el fin de encontrar una solución
que minimice cierta función de coste. Esta función debe garantizar que los diseños que la
minimicen sean aquellos que tienen un área menor. Por lo tanto, debe ser una estimación del
área del diseño.
Coste/Area
Estimacion de coste en SAN
Area Física
de Búsqueda
Solución SAN Solución a Nivel Físico
Figura LS Asca Física/Coste en SAN
En la figura 1.5 se muestra una representación de un proceso de exploración de un asignador
de hardware genérico. En el eje de abeisas se han colocado los distintos diseños en el orden en
el cual se encuentran (eje de tiempos), y en el eje de ordenadas el valor dado por la función de
3
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E coste. En la misma gráfica se ha incluido el área real, dada por una herramienta CA!), de los3 mismos diseños.
¡ En una situación óptima, ambas fUnciones deberian ser iguales, o lo más parecidas posibles, de
forma que la estimación del coste de cada diseño coincida con el área real del diseño. Es lo
3 que se denomina una estimación precisa. Sin embargo, en la mayoría de los casos, es
suficiente que ambas funciones tengan una forma similar. Así, un diseño con un valor mínimo
¡ de la función coste, tendrá también un área real mínima, y el mejor diseño obtenido por el
algoritmo de asignación, será el diseño con área real mínima. En este caso diremos que la
estimación es fiel.
E Por lo tanto, durante un proceso de SAN se necesitan estimaciones fieles, que aseguren que el
3 diseño seleccionado es el diseño con un área real mínima, y lo suficientemente precisas para
conseguir diseños que estén dentro de unas especificaciones dadas por el usuario.
¡ En la figura 1.6 vamos a comparar los resultados que se obtienen utilizando distintas funciones
3 de coste. En la figura 1 .6a se ha representado un proceso de obtención de sucesivos diseños
(cada uno mejor que el anterior), mediante la exploración del EDA con nuestra herramienta de
SAN, FIDIAS, para el ejemplo del filtro elíptico de 50 Orden [HLSB9I]. Los algoritmos
actuales de FIDIAS, con las estimaciones realizadas en este trabajo de investigación, utilizanU una función de coste que contabiliza el área UFs, registros multiplexores e interconexiones.
¡ Por eso la gráfica 1 .áa coincide con la del área real de los CIs.
• En las otras tres gráficas se presentan los resultados generados por otras funciones de coste,
que no tienen en cuenta todos los elementos del circuito. En la grafica 1 .áb se representan los
3 costes de los distintos diseños si no se tiene en cuenta el área de las interconexiones. En la
gráfica 1 .6c sólo se considera el área de UFs y registros, y en la 1 .6d sólo la de 1ffs.
E Se puede observar que las gráficas tienen formas muy diferentes. Podemos deducir que la
¡ única función de coste fiel, que garantiza la obtención del diseño óptimo, es la que se muestra
en la gráfica a, que tiene en cuenta todas las características fisicas del diseño, e incluye tanto elu
u
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Figura 1.6 Resultados obtenidos por cuatro fUnciones de coste distintas
El resto de las funciones no sólo no son lo suficientemente precisas, sino que no permiten
distinguir cuál es el diseño óptimo. Por ejemplo, si se usa la fi.mción de coste c o la d, la
herramienta de SAN consideraría que uno de los diseños óptimos es el 1, cuando su área real
es mayor que la del resto de los diseños explorados. De hecho, estas dos funciones dan por
mejores precisamente íos diseños que tienen mayor área, y por tanto son realmente peores.
Por tanto, cualquier función de coste que se utilice en un asignador de hardware debe realizar
una estimación global del área del circuito, donde se incluya el área de los módulos y de las
interconexiones, y se tenga en cuenta la tecnología utilizada.
Sin embargo, en muchos sistemas de SAN, la asignación no se realiza de forma global. Como J
J
E
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¡ ya se dijo anteriormente, dentro de la asignación de hardware se pueden encontrar dos
¡ subtareas: la preasignación de hardware y la asignación de instancias. En cada una de estas
fases la información que se dispone del diseño es diferente, y por tanto la función de coste
¡ varía. Vamos a ver cuáles son las funciones de estas subtareas y cómo y dónde se necesitan
hacer estimaciones.
¡
¡ 1.2.3.1. Preasignación de Hardware
¡ La subtarea de preasignación de hardware en algunos sistemas es previa a la planificación
temporal y en otros sistemas se realiza conjuntamente con la asignación de hardware. Su
¡ función es determinar el número de registros y UFs de cada tipo que se van a utilizar para
3 implementar el circuito. Sólo se decide el número y tipo de los módulos, no las operaciones
del OF!) que van a ejecutar cada uno de ellos en panicular.
¡ En muchos sistemas de SAN, el objetivo de esta tarea es la obtención de curvas área-
rendimiento [JaPPS7],[KuPa9Oa],[KuRa93], es decir, para cada una de las preasignaciones
posibles estimar el área y el retardo del circuito final. De entre todas las posibles soluciones3 obtenidas, se elige aquella que cumple las restricciones y objetivos impuestas por el usuario (o
la mejor de todas, en caso de que haya varias).
Para estimar el rendimiento de un circuito puede tenerse en cuenta el número de pasos de
E control y el tiempo de ciclo, datos conocidos para una determinada planificación. La
estimación del área del circuito puede obtenerse calculando el área mínima de UFs y registros,
también para una determinada planificación. Sin embargo, vimos en el apanado anterior que,3 para obtener soluciones fiables con las tecnologías actuales, es necesario tener en cuenta el
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1.2.3.2. Asignación de instancias J
Esta tarea tiene como función la asignación de variables a registros concretos y la asignación
de operadores a IJFs concretas. Dependiendo de cómo se realice la asignación, el número de
buses, multiplexores e interconexiones punto a punto varia. Como ya se ha mencionado
anteriormente, el área de interconexionado es un factor que influye notablemente en los
resultados finales.
Esta subtarea puede partir de unas restricciones sobre el número de módulos de cada tipo
disponibles, si se ha realizado una preasignación de hardware, o bien recibir una restricción en
cuanto al máximo coste del diseño permitido. En cualquiera de los dos casos debe tratar de
minimizar el coste total del diseño, que como ya hemos visto es una estimación del área fisica
de éste.
El tipo de las estimaciones que se realizan durante la asignación de hardware varia
dependiendo del tipo de algoritmo utilizado, como veremos a continuación. Existen tres tipos
de algoritmos fundamentales:
• Constructivos: van asignando el hardware tratando de minimizar el coste final, y la
solución que se obtiene es la mejor alcanzable por dicho algoritmo.
• Iterativos: a partir de una solución inicia] se van generando nuevas soluciones
realizando transformaciones que suponen una mejora de la anterior.
• Iterativo-constructivos: son una mezcla de los dos tipos anteriores. Crean una
solución inicial por un método constructivo y van produciendo mejoras sobre ella.
Todos estos algoritmos tienen como finalidad minimizar el área total del CI. La mayoría de los J
sistemas SAN minimizan el hardware tratando de reutilizar al máximo los registros y las UFs
de la ruta de datos. Pero esto no es suficiente. Por ejemplo, la reutilización de una UF lleva
consigo la creación de un multiplexor a su entrada (o de un multiplexor con más entradas si ya
existía uno), y una o más interconexiones. Las áreas de los módulos y de las interconexiones
4
E
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E dependen de la tecnología que se esté utilizando, de la colocación de los módulos en el
¡ circuito final, y de cómo se realice el interconexionado de éstos (tanto de las interconexiones
internas de los módulos como de las enemas). Por tanto depende de las características fisicas
3 del CI y de las herramientas de diseño, y es necesario estimarlas.
3 Para cada uno de estos tipos de algoritmos de asignación de hardware las necesidades y
condiciones de las estimaciones de área son diferentes.
E
Algoritnws de tipo constructivo
E
Durante la asignación de hardware a cada uno de los nodos del OF!) es necesario
E poder decidir entre varias opciones cuál conducirá a la obtención de área mínima.
E Por ejemplo, es necesario decidir entre reutilizar un determinado módulo o generar
uno nuevo, teniendo en cuenta el consiguiente área de multiplexores e
interconexiones para cada una de las posibles opciones. Si tenemos una UF cuya
salida necesita ser almacenada y existe un registro disponible, es necesario elegir
E entre reutilizar el registro, al que será necesario añadir un multiplexor y una
¡ interconexión entre el multiplexor y el registro, o bien crear un nuevo registro. En
ambos casos es necesario estimar el incremento en área que supondrá la creación3 de una interconexión, y de los módulos que se tengan que añadir, si bien todavía
no se conoce el número total de módulos e interconexiones de la ruta de datos del
E diseño final. Esta estimación de área debe ser muy rápida, ya que se necesita
¡ realizar muchas veces durante la generación de un diseño, y debe ser lo suficiente
fiel para permitir distinguir entre dos posibles decisiones cuál conducirá al mejor
¡ diseño final.
3 Algoritmos de tipo iterativo
¡ Para los algoritmos de tipo iterativo se necesita poder distinguir entre dos o más
diseños cuál es el que tiene el área mínima, y también escoger sólo aquellos
E
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diseños que estén dentro de las especificaciones iniciales del sistema. Por lo tanto J
es necesario estimar el área total de la ruta de datos para cada uno de estos
diseños, una vez que ya se conoce el número y tipo de módulos que lo van a J
formar y sus interconexiones. Esta estimación debe hacerse cada vez que se genere
un nuevo diseño, y por lo tanto debe realizarse de forma rápida para que no
incremente significativamente la complejidad del algoritmo.
Algoritmos iterativo-constructivo J
Debido a que son un tipo mixto de los dos tipos antenores, para este tipo de
algoritmos es necesario realizar tanto la estimación del área final del circuito como
del incremento en área que supone tomar una decisión durante el proceso de
diseño.
Por lo tanto, sea cual sea el algoritmo de asignación de hardware utilizado, se deben realizar
estimaciones de área rápidas, precisas y sobre todo fiables, que tengan en cuenta las
influencias de las características fisicas del circuito. Estas estimaciones unas veces se realizan
sobre el diseño global y otras sobre partes del diseño. A lo largo de este trabajo de
investigación veremos cómo realizar estas estimaciones de área en cualquiera de los casos
anteriores.
1.2.4. Diseño de la Unidad de Control
La siguiente fase de un proceso de SAN es el diseño del controlador. Su función es generar la
secuencía de control o microprograma (en el caso de control microprogramado) definitivos J
empleando la planificación y asignación realizadas anteriormente, Para ello es necesario J
seleccionar un modelo de Unidad de Control (UC) determinado, ya sea una máquina de
estados finitos o algún modelo de unidad de control microprogramada. El área y retardo de la J
UC depende por una parte del diseño en particular (del número de etapas de control, el tiempo
de ciclo y el número de módulos hardware utilizados por el asignador) y por otra de la
E
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1 tecnología y tipo de UC que se utilice. Por lo tanto en esta fase también es necesario realizar
3 estimaciones de área y retardo,
¡ 1.2.5. Control del Proceso de Diseño
¡ Cada una de las subtareas anteriormente explicadas suele realizarse por medio de un módulo
software independiente. Sin embargo, estas tareas son interdependientes y las decisiones que
3 se toman en cada una de ellas afectan a los resultados obtenidos por las otras. Por eso, en
algunos sistemas de SAN, se plantea la necesidad de un módulo adicional que controle el3 funcionamiento de todos los otros módulos y permita la interacción entre ellos. Esto
posibilitará que todas las herramientas que participan en el diseño se orienten hacia la
obtención de los objetivos dados por el usuario.
E Este módulo debe decidir en qué momento se ejecuta cada una de las subtareas del proceso de
¡ síntesis, qué parámetros de funcionamiento interno utilizan, y cuáles son los parámetros
globales del diseño.
U También es el encargado de analizar cada uno de los diseños obtenidos, comparar los
3 resultados con los objetivos deseados, y, en caso necesario, volver a diseñar con otros
parámetros. De esta forma se consigue un sistema en lazo cenado que permite la
3 realimentación entre los distintos módulos operativos.
¡ Este tipo de controlador necesita analizar los diseños obtenidos para ver si se cumplen los
objetivos especificados, es decir, el coste en área y el rendimiento. También necesita realizar
E medidas sobre el retardo y área de los módulos hardware que deben ser tenidas en cuenta3 durante la planificación y la asignación de hardware a la hora de tomar decisiones.
E 1.3. Conexión con herramientas de Diseño
¡ Todos las ventajas anteriormente descritas de una herramienta SAN se vedan muy disminuidas
u
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si no fuera posible generar automáticamente el layout del diseño a partir de la descripción
estructural generada, ya que la interacción manual durante este último proceso incrementarla
excesivamente el tiempo total de diseño. El módulo encargado de la asignación de hardware
produce como salida la estructura definitiva del circuito digital, en forma de lista de
componentes e interconexiones, o bien en forma gráfica. Por su parte, la salida del módulo
encargado de la generación del controlador es la secuencia de estados o microprograma que,
junto con el modelo de UC elegido, constituirá el hardware de control del sistema digital
diseñado. J
Si nos fijamos de nuevo en la figura 1.1, se puede observar que para obtener el layout final del
circuito queda realizar la generación de módulos que lo componen y la colocación e
interconexionado de estos, siempre cumpliendo unas reglas impuestas por la tecnología de
fabricación. Aunque existen un conjunto amplio de estilos de diseño, que se presentan en el
Apéndice A, esta última fase sólo tiene sentido realizarla en un estilo que tenga los mismos
objetivos que la SAN. No tendría sentido automatizar el proceso de SAN para realizar luego
el diseño con un estilo full-custom, que requiere una gran cantidad de tiempo, y además no es
válido para diseños muy complejos. Tampoco sería lógico utilizar una tecnología basada en
PLAs y ROM, donde se desaprovecha una gran cantidad de área, con lo cual todo el ahorro
realizado por la herramienta de SAN se vería contrarrestado.
Por eso, los circuitos implementados con una herramienta de SAN debe fabricarse en uñ estilo
de diseño basado en celdas estándar, macroceldas o arrays de puertas. Para estos estilos, las J
tareas de generación de módulos, colocación e interconexionado pueden realizarse por
herramientas CAD de las que hemos hablado anteriormente, y que a partir de ahora también
llamaremos herramientas de Síntesis de Bajo Nivel (SBN) o herramientas de diseño. Estas
herramientas suelen ser especificas para cada uno de los estilos de diseño.
Por tanto, la generación del circuito final partiendo de la descripción de su comportamiento J
puede realizarse en dos fases:
• La primera utiliza una herramienta de SAN y obtiene como salida diseños a nivel
E
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1 RTL.
3 • La segunda utiliza una herramienta CA!) que, partiendo del nivel RIL generado por
la herramienta de SAN, realiza la generación de módulos y su colocación e
¡ interconexionado final.
¡ La conexión entre ambas herramientas puede hacerse automáticamente, con lo cual el proceso
3 de diseño estaría totalmente automatizado.
La fase de generación de módulos puede ser independiente y previa a la Sintesis de Aito Nivel,
E formando una biblioteca de módulos, que estaría disponible para cualquier diseño, desde las
3 primeras fases de la síntesis. Además, esto facilita la utilización de bibliotecas diferentes según
la tecnología de fabricación, lo cual permite que el rápido avance de la tecnología no sea un
3 factor crítico en la validez de la herramienta SAN.
3 Por otra parte, sabemos que el planificador y el asignador de hardware reciben como entrada
una biblioteca de módulos (figura 1.2). Es posible almacenar datos en ella sobre cada uno de
E los distintos elementos hardware que la componen, que faciliten la estimación de su área y
¡ retardo. En [JRDK94] se demuestra experimentalmente la influencia de las variaciones del
área y retardo de los módulos de la biblioteca en el layout final, y la imposibilidad de tratar los
3 módulos como componentes con un tamaño y retardo constante. Como la colocación e
interconexionado de módulos se realiza de forma global para todo el diseño RTL, la forma y
¡ tamaño de las componentes varía de unos diseños a otros. Por lo tanto, la biblioteca debe
almacenar información fisica para una tecnología panicular que permita estimar los valores deE
área y retardo de los módulos en el diseño final.U Por otra parte, se ha visto anteriormente que, debido a las influencias del nivel fisico sobre el
3 diseño, y para respetar las restricciones impuestas por el usuario en la SAN, así como para
medir la calidad de los diseños obtenidos durante el proceso de síntesis, es necesario realizar
3 una serie de estimaciones tanto del área de los módulos e interconexiones (coste) como sobre
el retardo de estos, que nos dará una idea de la velocidad del diseño, De aquí surge la
E
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necesidad de realizar la conexión de nuestra herramienta SAN con una herramienta de SBN,
con la cual poder estudiar cómo trabajan las herramientas de diseño y poder eva]uar nuestras
predicciones.
El diseño fisico previo a la SAN de cada uno de los módulos de la biblioteca permite
almacenar en ésta información fisica sobre aquellos, como puede ser el área de sus celdas
estándar (o macroceldas), el retardo, el consumo, las interconexiones internas, etc. Toda esta
información la pueden utilizar los módulos de planificación, asignación de hardware, etc. para
tomar sus decisiones. De esta forma tanto las medidas parciales como las finales sobre los
diseños serán mucho más realistas.
La conexión entre una herramienta de SAN y otra de SBN se puede realizar traduciendo el
camino de datos y la Unidad de Control que proporciona la herramienta SAN, a un lenguaje
estándar como EDIF (Electrica] Design Interchange Format) o VI-DL, que son aceptados
como entrada por la mayoría de lás herramientas de SBN.
En definitiva, podemos concluir que el uso conjunto de herramientas automáticas de síntesis
complementarias (herramientas de síntesis de alto nivel, por un lado, y de bajo nivel por otro)
puede permitir automatizar el proceso de diseño prácticamente en su totalidad, y acceder a
todas las ventajas que esta automatización conlíeva. La automatización total debe estar
controlada por el módulo controlador de diseño, que decidirá qué diseño es el que se va a
sintetizar y una vez obtenido el layout comprobará que se cumplen las restricciones impuestas
por el usuario
1.4.Conclusiones
A lo largo de este capitulo se ha justificado la necesidad de realizar estimaciones de área y
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E En primer lugar hemos visto que para realizar la selección del tiempo de ciclo, se deben tener
¡ en cuenta la biblioteca de módulos disponible, los retardos del interconexionado, y las
restricciones del usuario en cuanto a] área y tiempo de ejecución del circuito, así como realizar
3 un estudio global del OF!). El retardo del interconexionado es un dato que no se conoce hasta
que no se ha generado el layout, y por tanto es necesario estimarlo.
En segundo lugar hemos demostrado como cualquier función de coste que se utilice en un
E asignador de hardware debe ser una aproximación al área real del circuito. Este área es la
suma del área de los módulos y de las interconexiones, que a su vez dependen de la tecnología
que se esté utilizando, de la colocación de los módulos en el circuito final, y de cómo se3 realice el interconexionado de éstos (tanto de las interconexiones internas de los módulos
como de las externas). Por tanto depende de las caracteristicas fisicas del CI y de las
E herramientas y tecnologías de diseño, y es necesario estimarlas.
3 También se observó que durante la asignación de hardware se necesitan realizar diversos tipos
de estimaciones, dependiendo del tipo de algoritmo utilizado:
E
• Para los algoritmos de tipo constructivo era necesario estimar qué decisión entre
3 todas las posibles conduciría a un diseño con un área mínima. Estas estimaciones se
3 realizan cuando todavía no se conocen todos los elementos que integran el circuito.
• Para los algoritmos iterativos era necesario estimar si un diseño es mejor o peor que
U otro. Estas estimaciones se realizan cuando se conocen todos los elementos que
¡ integran ambos diseños.
En todos los casos las estimaciones se necesitan realizar muchas veces durante un proceso de
E síntesis, y por tanto deben ser muy rápidas.
3 Por lo tanto, en SAN se necesita un método de estimación del área muy rápido (tanto del área
de los módulos como de las interconexiones), que más que permitirnos obtener un valoru exacto de área final del diseño, tenga suficiente fidelidad para:
u
E
26 Técnicas de Estimación de Características Físicas en Síntesis de Alto Nivel
• Permitir tomar decisiones sobre si un diseño es mejor que otro.
• Decidir si un diseño está dentro de unas especificaciones dadas por el usuario
• Permitir seleccionar entre dos posibles decisiones la que conduce a un área mínima
También se planteó la necesidad de realizar la conexión de la herramienta de SAN con una
herramienta de diseño con dos objetivos fundamentales:
• Realizar una automatización total del proceso de diseño.
• Estudiar las influencias del nivel fisico en las decisiones que se toman durante la
SAN, y recopilar la información necesaria para poderlas tener en cuenta durante
todas las fases de la síntesis.
Sin embargo, la mayoría de los sistemas de SAN no realizan todas las estimaciones
anteriormente presentadas. No tenemos información sobre ningún sistema que realice
estimaciones del retardo de las interconexiones para obtener el tiempo de ciclo y asegurar el
correcto funcionamiento del circuito. Existen algunos sistemas que tienen en cuenta de alguna
forma el área de las interconexiones, y otros que estiman el área de los módulos en el diseño
final, pero en ningún caso estas estimaciones cumplen todos los requisitos anteriores.
J
El objetivo principal de este trabajo de investigación es estudiar las influencias de las
características fisicas del CI sobre el área y retardo del los diseños, y diseñar técnicas de
estimación rápidas, precisas y fieles para todas las fases de la SAN. Se presentará un método
de estimación de área durante la asignación de hardware válido para todos y cada uno de los
tipos de algoritmos presentados. Como estas influencias dependen de la tecnología de diseño J
utilizada, y el estudio para todas ellas es un trabajo de una extensión excesiva, se particulízará
el estudio para celdas estándar. Sin embargo, muchas de las ideas propuestas pueden utilizarse
para macroceldas y arrays de puertas.
Estas estimaciones pueden utilizarse también durante la preasignación de hardware y la
generación del control. También se verá cómo es posible estimar el retardo de las
interconexiones. Además, se realizará la conexión de una herramienta de SAN con una
u
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E herramienta CA!), así como la automatización del proceso de diseño completo.
¡ Pero antes de presentar estos métodos de estimación, en el capítulo 2 se realiza un repaso de
los principales sistemas de que elaboran algún tipo de estimación del área de
interconexionado. Veremos sus ventajas y sus inconvenientes, y la necesidad de realizar
3 nuevas estimaciones más precisas.y rápidas.
En el capítulo 3 se estudiará el sistema FIDIAS, que es un sistema de SAN dentro del cual se
íntegra este trabajo de investigación. Se verá que en este sistema, como en todos, también es
3 necesario realizar estimaciones, y cómo y dónde se deben integrar éstas.
3 En el capitulo 4 se realizará un estudio de la metodología de trabajo de las herramientas de
CA!), y de las características fisicas de los CTs. A partir de este estudio, se realizarán
U estimaciones del área de las interconexiones y de los módulos del CI, y se integrarán dentro
del sistema FIDIAS. Veremos también que estas estimaciones se pueden integrar en cualquierau
de los tipos de algoritmos de asignación vistos anteriormente.U En los capítulos 5 y 6, y a partir de las estimaciones del área de las interconexiones del
capítulo 4, veremos la forma de calcular el retardo de éstas. Se realizará un estudio completo
sobre el retardo del interconexionado, y sobre como se puede incluir éste en el cálculo del
3 tiempo de ciclo. También veremos un algoritmo de estimación del tiempo de ciclo que tiene en
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E
2.1. Introducciónu
Muy pocos sistemas de SAN tienen en cuenta las características del nivel fisico. Sin embargo,
U con la tecnología VLSI, una gran parte del área del CI se consume en cableadó y el retardo de3 las interconexiones es muy significativo. Ya McFarland [McFaS7]apuntó la gran importancia
de tener en cuenta las caracteristicas fisicas del diseño en SAN, Posteriormente Parker y
colaboradores [PaGH9I] pusieron de manifiesto las variaciones que dichas caracteristicas
producen en las curvas área-rendimiento de los diseños producidos.
Por otra parte, en el capítulo anterior vimos la necesidad de realizar estimaciones del área de
E los módulos y de las interconexiones en varias de las distintas fases de la SAN. También se
planteó la importancia de considerar el retardo de las interconexiones durante la planificación
de operaciones, a pesar de lo cual la mayoría de los sistemas sólo tienen en cuenta el de los
3 módulos. La estimación de los retardos de las interconexiones sólo puede realizarse a partir de
las longitudes de éstas, por lo cual sólo los sistemas que estiman la longitud de las
U interconexiones pueden calcular su retardo.
3 A lo largo de este capítulo vamos a revisar los sistemas que de alguna forman tienen en cuenta
la influencia de las características fisicas en el área de las distintas partes que integran el
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Algunos de los sistemas de SAN sólo pueden generar las estimaciones de área a nivel RIL.
cuando ya se conocen el número de módulos y de interconexiones. Otros permiten realizar
algunas estimaciones durante la generación de un diseño, cuando la información sobre éste aún
no es completa. Pero ninguna de estas estimaciones sobre área cumple los requisitos que
vimos en el capitulo anterior: baja complejidad, fidelidad y precísion.
JLa mayoría de los métodos capaces de predecir el área de un diseño con suficiente exactitud,
teniendo en cuenta el área de interconexionado, necesitan la información completa sobre el J
diseño y generan la estimación para un tipo de tecnología determinada. Estos métodos suelen
estar integrados en las herramientas de SBN, y predicen el área de un circuito dada su j
descripción como un conjunto de celdas estándar (algunos permiten incluir macroceldas) o
arrays de puertas y sus interconexiones, con el fin de disminuir el número de iteraciones
necesarias para realizar un Jloorplann¡ng (ver Apéndice B) correcto. Estas estimaciones
suelen ser bastante precisas, con un error inferior al 10%, y la herramienta de SBN sólo
necesita elaborarlas una vez. Pero como la información que necesitan manejar estos algoritmos J
de estimación es muy grande, la complejidad suele ser muy elevada, y no es conveniente
integrarlos dentro de una herramienta de SAN, donde es necesario generar las estimaciones un
gran número de veces. Sin embargo, es interesante repasar algunos de estos métodos para ver
qué posibilidades presentan.
A lo largo de este capítulo vamos a exponer las principales técnicas de estimación de área
clasificándolas en dos grupos fi.¡ndamentales: las que se elaboran durante el proceso de SAN y J
las que se realizan a nivel de celdas estándar y arrays de puertas. Las primeras las
denominaremos ‘Técnicas de Estimación durante la SAN” y las segundas “Técnicas de J
Estimación de Bajo Nivel”. En el primer grupo presentaremos también los principales sistemas
de SAN que, de alguna forma, tienen en cuenta las interconexiones en la optimización del
diseño.
Como veremos, en general, las técnicas pertenecientes al primer grupo no son lo
suficientemente fieles, mientras que las del segundo grupo son muy precisas, pero tienen una
J
u
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E complejidad demasiado elevada para ser utilizadas dentro de un proceso de SAN. Por eso
¡ surge la necesidad de obtener nuevas técnicas de estimación de área que reúnan las
propiedades de ambos tipos: la precisión de las segundas y la baja complejidad de las pnmeras.
U Nota. A lo largo de este capítulo utilizaremos las palabras conexión e interconexión como
3 sinónimos. Una red se refiere a una conexión que una más de dos elementos, También serán
sinonimos área de interconexionado y área de cableado.
u
3 2.2. Estimaciones de área durante un proceso de SAN
• Todos los sistemas de SAN necesitan realizar estimaciones sobre la bondad de un circuito,
pero sólo algunos de ellos tienen en cuenta la influencia de las interconexiones en losU resultados finales. Como vimos en el capítulo anterior, en todos ellos existe una cierta función
3 de coste que minimizar, y dependiendo de los factores que tenga en cuenta dicha función de
coste, los diseños que la minimicen serán o no realmente óptimos. Esta función de coste debe
3 ser una estimación lo más precisa posible del área de los módulos y de las interconexiones.
3 Por otra parte, también se planteó en el capítulo anterior, la limitación que supone tratar los
módulos de la biblioteca como elementos con un retardo y área constantes. Por tanto, es
3 necesario revisar, además del coste de las interconexiones, el coste de los módulos.
3 A continuación vamos a realizar una clasificación de los principales sistemas de SAN que
incluyen el coste de las interconexiones del diseño en la función de coste. Posteriormente, yU para cada uno de los sistemas que estudiemos, veremos si utilizan alguna estimación del coste
de los módulos.
En primer lugar, existen sistemas que tratan las interconexiones exclusivamente desde el puntoU de vista del número yio coste de multiplexores que se necesitan para construirlas. Estos
3 sistemas minimizan el número de interconexiones del circuito con el fin de minimizar el
E
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número de multiplexores, pero no realizan ninguna estimación del coste del cableado de las J
interconexiones,
Otros sistemas, además del número de multiplexores. tienen en cuenta el número de
interconexiones del circuito, y tratan de minimizar ambos. Suelen ser sistemas que no
obtienen una minimización global del área del circuito, ya que por una parte minimizan el
número de TJFs. por otra el de registros, etc.
En tercer lugar, existen sistemas que utilizan un valor constante para el coste de una
interconexión; en algunos casos este coste es elegido por el diseñador, y en otros es un valor
obtenido empíricamente para un estilo de diseño determinado.
Por último, existen sistemas que realizan unflooplanning (ver Apéndice B) conjuntamente o
previo a la SAN, mediante el cual es posible estimar el área de interconexionado.
A continuación vamos a ver ejemplos de cada uno de estos tipos de sistemas, y veremos los J
pros y contras de las técnicas utilizadas.
J
2.2.1. Sistemas con minimización del coste de multiplexores
J
2.2.1.1. Sistema Olympus
Es un sistema de SAN desarrollado en la Universidad de Stanford bajo la dirección de
Giovanni De Micheli. Está orientado a circuitos digitales síncronos de propósito general
[MKMT9O][KuMi9Oa][KuMi9Ob],[KuMi9Oc],con atención especial a los requerimientos de
los diseños ASIC.
En la figura 2. 1 se ofrece el diagrama de bloques de este sistema. Se puede observar que una
de las novedades que presenta es la utilización de una herramienta de síntesis lógica para
optimizar los circuitos. Esta también se utiliza para computar la información de área y retardo
de los diseños y de las distintas partes de éstos, y esta información es realimentada al J
J
E
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U Asignador de Hardware. Además, cada operador del GFD puede convertirse en un módulo de
la biblioteca previamente diseñado, o bien implementarse en términos de expresiones lógicas
que serán luego optimizadas por la herramienta de sintesis lógica.
E La otra novedad importante de este sistema es que proporciona un interfaz ¡sara herramientas












Figura 2.1 Sistema Olympus
1
El Asignador de Hardware utiliza heurísticas de búsqueda con unas fUnciones de coste queE
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• Para computar el coste de una interconexión sólo se tiene en cuenta los multiplexores
utilizados para realizarla, pero no estima el área de cableado necesano.
• Los módulos utilizados suelen tener una complejidad elevada, y su coste es el área
total debida a registros, multiplexores y UFs que lo conforman, pero no se tiene
constancia de que se hayan considerado el área de layout ni del cableado interno de
éstos.
Una vez terminado el diseño lógico del circuito global, éste se transforma en una
representación estructural definida en términos de celdas de una biblioteca predefinida para
implementación semicustom. Esto se realiza de forma óptima, tratando de escoger las celdas
que minimicen el área y el retardo para el diseño en particular.
La combinación de síntesis de alto nivel y síntesis lógica permite la generación de módulos de
propósito particular para cada diseño, sin tener que depender de una biblioteca determinada, lo
cual favorece la obtención de diseños óptimos. Además, la utilización de síntesis lógica para
realizar estimaciones mejora la calidad de los diseños, y evita tomar decisiones erróneas a alto
nivel debidas a la falta de datos sobre las características de los módulos.
Sin embargo, este sistema no explota todas las posibilidades que la generación del diseño
sobre una tecnología determinada le ofrece, puesto que no utiliza la información del layout
para generar estimaciones sobre el área del interconexionado. Cada una de las fases, la SAN y
la SBN, realizan las optimizaciones por separado, pero no se interrelacionan
convenientemente. El hecho de no tener en cuenta el área de cableado en las funciones de
coste puede conducir a diseños que no sean realmente óptimos.
2.2.1.2. Sistema EIT
El sistema Elf(OiBKS5] ha sido desarrollado por Oirczyc en la Carleton University de Otawa.
Este sistema otorga una atención especial a la minimización de las interconexiones y, con este
fin, se pueden utilizar múltiples caminos para generarías. Por ejemplo pueden realizarse a
E
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3 través de UFs, sumando O o multiplicando por 1, o bien reutilizando otras interconexiones ya
generadas anteriormente, etc. De todas las posibilidades se elige la más barata. Además, el3 modelo de interconexión [LyEG9O]permite un número arbitrario de niveles de cascada de3 multiplexores y buses.
3 El coste de un bus depende de la anchura y del incremento en área al crear un nuevo camino,
que es una función de la longitud de la interconexión, de las celdas necesanas para realizar3 conversiones, si se necesitaron, y del incremento en el número de entradas del multiplexor. La
longitud de una interconexión se estima como el número de elementos que debe atravesar
E (muxes, UFs, etc.), pero no se tiene en cuenta el área de cableado,
3 Para un camino que ya existe, el coste de reutilizarlo es una función del número de caminos
posibles que habla antes de realizar esta interconexión (Ncamínos_antes) y del número de
3 caminos que quedan para otras interconexiones después (Neaminosdespues). Si una
3 interconexión se ve afectada por el uso de un camino por otra interconexión, el coste probable
que supone la utilización de dicho camino viene dado por:
Cost~robabte = Costeeuevo _ camino * ( 1 — 13 Ncamínos _ anis Ncamínos - despues
donde Costenuevo_camino es el coste de crear el nuevo camino de la interconexión afectada.E Si existe más de una interconexión afectada, el coste de reutilizar un camino existente es la
3 suma de los costes probables de las transferencias cuyos caminos posibles son inutilizados por
dicha asignación. El algoritmo trata de elegir caminos que inutilicen el menor número de3 caminos para posteriores conexiones.
3 Para tener en cuenta estas consideraciones, la lista de interconexiones se ordena según las
prioridades, tratando de colocar primero aquellas interconexiones que tienen menos3 posibilidades de realizarse sin incrementar el hardware. Las prioridades vienen dadas por:
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• El número de caminos existentes para realizarla. Cuantos más caminos haya menos
prioridad tiene la interconexión considerada, puesto que existe más probabilidad de
reusar un camino existente.
• La longitud media de estos caminos, medida como el número de elementos (redes,
celdas, etc.) que debe atravesar la interconexión. La prioridad es directamente
proporcional a este número,
• El grado de independencia de estos caminos. Cuanto más independientes sean estos
caminos, menos prioridad tiene.
Una vez generada la lista ordenada de interconexiones, se van asignando por orden de
prioridad. Si no es posible realizar una interconexión utilizando el hardware minimo y se puede
dejar ese nodo para un paso de control posterior, se pasa al siguiente de la lista. Tanto las
interconexiones realizadas como las no realizadas se devuelven al asignador de IJFs y
registros, que decide qué asignaciones de la lista son válidas y cuáles no.
A continuación, se asigna el almacenamiento para las salidas de cada operación del paso de
control, tratando de minimizar el número de interconexiones entre los registros y las UFs.
Una vez creadas todas las interconexiones del diseño, se reduce el área de interconexionado
mezclando multiplexores y buses para generar interconexiones multi-nivel. De esta forma se
supone que el sistema consigue diseños con un área y retardo de interconexionado mínima.
De todo lo dicho, se puede deducir que este sistema es uno de los que más, se preocupan de
minimizar el área de conexionado, permitiendo una amplia gama de posibilidades para
implementarlas. Sin embargo, esta minimización del conexionado se hace al nivel RTL y no
tiene en cuenta el área real de cableado, sino sólo el número de distintos módulos que
atraviesan las interconexiones. Esta metodología no conduce, en la mayoría de los casos, a
diseños óptimos, como ya vimos en el capítulo anterior.
J
E
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E Por otra parte, el coste de los módulos tampoco tiene en cuenta las características fisicas del3 circuito. Por ejemplo, el coste de los multiplexores se mide en función del número de entradas
que tengan, pero no tiene en cuenta el área de layout. Además, se plantea el problema de la3 optimización del diseño por partes. De esta forma se pueden obtener diseños donde, por
ejemplo, el número y coste de multiplexores sea mínimo, pero el diseño globalmente no tenga
E un coste minimo.
U 2.2.1.3. Sistema HIS
E El sistema HIS [BeCP92], [CBHP91], [CampS8], [Camp9l] es un proyecto de SAN
3 desarrollado conjuntamente en diversos centros de IBM, bajo la dirección de Raul
Camposano. Está orientado a microprocesadores o a diseños donde domina él control. En este3 tipo de sistemas las decisiones más importantes del diseño se dan en el tratamiento de los
bloques condicionales y no en el posible paralelismo.
El objetivo de este sistema es conseguir el máximo rendimiento con la mínima cantidad de
U hardware, a partir de una restricción sobre el máximo número de UFs iptroducido por el
3 usuario. Primero se realiza una asignación inicial de la ruta de datos, y a continuación se
optimiza, comprimiendo registros, unidades funcionales y multiplexores mediante un algoritmo3 de coloreado de grafos.
3 Tanto para la comprobación de las restricciones, como para la optimización de la ruta de
datos, necesita realizar estimaciones de tamaños y retardos. Con este fin, el area de los
3 módulos se estima en función del área de las celdas estándar que los componen, y el retardo se
computa para cada celda, teniendo en cuenta los niveles de carga y fanout.
E
Este sistema no realiza ninguna estimación del área ni del retardo de las interconexiones.3 Además, cuando estima el área de los módulos no tiene en cuenta la influencia de las
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número de interconexiones, sólo el de multiplexores. Por todo esto no se puede garantizar que SI
los diseños obtenidos sean los que tienen un área real mínima. ej
2.2.2. Sistemas con minimización del número de interconexiones ej
2.2.2.1. Sistema HAL ej
HAL, al igual que Elf, ha sido desarrollado en la Carleton University, Otawa. Emplea técnicas ej
de programación orientada a objetos, como ha descrito P. E. Paulin en [PaKGS6],[PaKnS7j,
[PaulSS],[PaKnS9a],[PaKnS9b]y [PaKnSQc]. ej
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¡ Después de la asignación de (JFs y registros, se reduce el número de estos últimos mediante
¡ un algoritmo de particionamiento de grafos, dando prioridad a las particiones que, además de
disminuir el numero de registros, suponen una minimización del número de interconexiones
¡ (PaKnS9b].
¡ El modelo de interconexión que emplea está orientado a multiplexores. Estos se mezclan
posteriormente para formar buses, mediante una técnica análoga a la de agrupación de
3 registros.
3 Como vemos, este sistema minimiza separadamente el número de IJFs, el número de registros
y el número de muxes, tratando de reducir el numero de interconexiones. Sólo considera y
E minimiza el número de cada tipo de elemento, no su area. No tiene en cuenta el área de los
módulos ni de las interconexiones, ni el peso que pueden tener cada uno de ellos en el área
E final del CI. Por lo tanto no es probable que los diseños obtenidos tengan un área minima.
2.2.2.2. Sistema PARTHENON
¡ Es una herramienta de SAN desarrollada en NTT Comunic~tions and Information Processing
¡ Laboratories. Parte de una descripción del comportamiento y produce automáticamente
circuitos lógicos [Naka87],[NaOgS7]JNONN9O].
¡
La distintas partes del proceso global se presentan en la figura 2.3. Se puede observar que es
¡ un sistema muy completo, porque la herramienta de SAN está conectada a una herramienta de
Síntesis Lógica y a otra de diseño de Bajo Nivel. SFLEXP genera los circuitos en forma de
E pseudo-celdas (puertas NOT, OR y AND) que no contienen ninguna información sobre
3 tecnología, y optimiza el diseño a nivel lógico. Una vez terminada la síntesis del circuito,
OPTMAP realiza el diseño sobre celdas reales, optimiza el circuito y hace los cambios
necesarios para que se cumplan las restricciones y requerimientos. Además de las restricciones
externas, también realiza un análisis para verificar que se cumplan las restricciones eléctricasE de las celdas del diseño, tanto de carga como de tiempo. La información necesaria para
¡
u
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realizar este análisis la recibe de la biblioteca de celdas. Si alguna de las restricciones no se







Figura 2.3 El Sistema Parthenon
A pesar de las posibilidades que presenta la conexión con la herramienta de Síntesis Lógica y
con la de Bajo Nivel, este sistema de SAN no considera el área de interconexiones durante el
proceso de diseño. Se miimiza el número de módulos e interconexiones por separado, pero la
información sobre la tecnología y sobre las características fisicas del circuito no se tiene en J
cuenta hasta las últimas fases del diseño, cuando se está generando el layout. Por lo tanto, no
se puede decir con certeza que los resultados cumplan los objetivos iniciales. Incluso es J
necesario terminar todo el proceso, hasta el diseño para una tecnología determinada, para
saber si se han cumplido las restricciones del usuario. En caso de que no se cumplan, se puede
realimentar el proceso de nuevo, pero esto llevaría mucho tiempo de diseño.
J
E
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3 2.2.3. Sistemas con coste de interconexión fijo
¡ 2.2.3.1. Sistema Chíppe
E Este sistema de síntesis fije desarrollado en la Universidad de Illinois por B. Pangrle y F.
¡ Brewer bajo la dirección de D. Gajski.
El sistema completo consta de los tres módulos: Chippe,[BrGaS7],[BrewSS], Slicer y Splicer,








Figura 2.4 Sistema Chippe
¡
Una de las principales novedades de este sistema, es la utilización de un sistema de control queu
permite la realimentación del proceso de diseño, si las restricciones y objetivos impuestos porE el usuario no se han cumplido. Para esto utiliza una serie de funciones de coste que miden la
bondad de los diseños obtenidos.
El algontmo que emplea el asígnador de hardware para recorrer el espacio de diseño es de
3 tipo ramificar y acotar. También proporciona un conjunto de funciones de coste
u
u
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seleccionables, que permiten acotar las ramas de diseño accesibles, y acelerar el proceso de
búsqueda.
Las fUnciones de coste están basadas en posibles restricciones en el número máximo de
recursos de cada tipo, en su coste, etc., y relaciones un tanto arbitrarias entre algunas de
dichas restricciones. El coste de un circuito determinado se evalúa por el número de elementos
de cada tipo, incluyendo el número de interconexiones, modulados mediante pesos elegidos
libremente por el usuario, que asignan mayor o menor importancia relativa a cada tipo de
elemento concreto. Los problemas de este método son que la obtención de resultados realistas
depende de la habilidad y experiencia del usuario para fijar el valor de los parámetros, y que
para un mismo diseño puede haber distintos costes dependiendo de la función elegida.
2.2.3.2. Sistema de la Universidad de California, Berkeley J
Este sistema ha sido desarrollado por Devadas y Newton en la Universidad de California,
Berkeley.
Trata el problema de planificación y asignación conjuntamente como un problema de
colocación de operaciones en dos dimensiones: el espacio y el tiempo. La asignación de UFs,
registros e interconexiones se hace simultáneamente. Utiliza un algoritmo de tipo simulated-
annealing para resolver el problema, con una función de coste C que tiene en cuenta el coste
del hardware y el tiempo de ejecución [DeNe89]y se define como:
C = a * (n0 ALUs) +~*(tiempo ejecución) +~ *(nOregistros) +8*(nO buses)
Las ALUs son unidades que pueden realizar diversas operaciones aritméticas y lógicas. ~. Z y
6 son parámetros de área y reflejan el área de layout de cada uno de los módulos. Para
registros y ALUs se toman de la biblioteca de módulos. El área de los buses se caicula a partir
de estimaciones empíricas: dado un estilo de layout se evalúa el incremento en área de
interconexionado debido a la adición de registros e interconexiones; a partir de estas medidas
se obtienen valores del área de buses en función del número de interconexiones y módulos
4
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E Por otra parte, fi es un parámetro del tiempo de ejecución y mide los objetivos de área/tiempo
que deben conseguirse. Un 13 grande implica que se da más importancia a la minimización del
tiempo que a la del área, y el resultado será una ruta de datos con menores tiempos de
¡ ejecución que para un ji pequeño.
3 Este método puede presentar problemas en cuanto a la estimación del área de los módulos. Un
módulo con un número elevado de interconexiones internas no ocupa la misma área cuando se3 realiza su layout aislado que cuando se realiza junto con otros módulos a los que está
conectado. La existencia de interconexiones externas influye en la colocación relativa de las
¡ celdas del módulo y por tanto en el área de las interconexiones internas. Por otra parte, precisa
3 la estimación del área de los buses para un número elevado de posibilidades, ya que el área de
éstos depende mucho del número y tamaño de los módulos del circuito finaL La precisión de3 los resultados finales depende de si se han obtenido previamente los valores del tamaño de los
buses para el número de interconexiones y de módulos que tendrá el circuito final.
¡
E 2.2.3.3. Sistema SAW¡ El System Architect’s Workbench [TLWN9O](SAW) ha sido desarrollado en la Universidad
Carnegie-Mellon.
3 En este sistema, el modelo de ruta de datos incluye tanto buses como multiplexores. El
¡ algoritmo de asignación emplea un criterio global para la elección del elemento siguiente
Dicho criteno se basa en el calculo de los costes de asignación de los distintos elementos del
3 grafo a componentes hardware. Este coste se calcula en cada paso del proceso de asignación,
para todas las opciones posibles. Luego se calcula para cada elemento del grafo la diferencia
E entre las dos asignaciones menos costosas, se elige el elemento del grafo con una diferencia
¡ mayor entre estos dos costes, y se asigna al componente hardware de menor coste. Con esto
se intenta reducir al mínimo el incremento potencial del coste de las asignaciones en cada paso
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Para el cálculo de los costes de las diferentes opciones, se dispone de una tabla de costes
añadidos, donde se especifica el incremento de añadir un nuevo operador a una UF que
realizaba otras operaciones.
Posteriormente se resintetizan las interconexiones utilizando un algoritmo de particionamiento
de grafos. El coste de una interconexión es fijo, independientemente del tamaño final del
circuito.
Este sistema trata de realizar una optimización del área de los módulos del diseño, y
posteriormente minimiza el área de interconexiones. Pero dado que el coste de una
interconexión es fijo, es equivalente a minimizar su número. Este método puede conducir a
diseños no óptimos, puesto que la minimización se debe realizar globalmente para módulos e
interconexiones, ya que ambos pueden tener un peso de la misma magnitud en el área final.
Por otra parte, la bondad del algoritmo depende de la validez de la tabla de costes añadidos.
En esta tabla se suponen conocidos las áreas de los módulos y de las interconexiones, que
hemos visto que no son datos disponibles hasta que no se realiza el layout, y por tanto seria
necesario estimarlos.
2.2.3.4. Sistema CHARM
Este sistema ha sido desarrollado en los AT&T Belí Laboratories por Nam-Sung Woo y
Hyunchul Shin [ShWoS9].
El algoritmo de asignación de hardware [Woo9Oa][Woo9Ob] y [WoSh89] es iterativo J
constructivo, y necesita conocer el coste de los registros. UFs, multiplexores e interconexiones
cada vez que realiza una asignación. Inicialmente la ruta de datos del circuito está vacía, y en
cada iteración se va construyendo, intentando minimizar el hardware. El número necesario de
registros se determina dinámicamente, y para cada variable se elige el registro que miimice las
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E Aunque este sistema realiza una optimización global de hardware del sistema, no realiza
ninguna estimación del área de los módulos ni de las interconexiones. y parte de unos
supuestos valores que, como ya hemos visto, no es posible conocerlos hasta que no se ha
¡ generado el layout.
3 2.2.4. Sistemas con coste de interconexión obtenido por floorplanning
¡ 2.2.4.1. BU»
¡ El sistema BUD (Bottom-Up Design) [McKoSá], [McFa89], [McKo9O],fUe desarrollado por
3 Kowalski y McFarland en la Universidad Carnegie-Mellon.
Se trata de una herramienta de estimación, que realiza un tratamiento global del diseño,
E obteniendo información sobre las características fisicas de los módulos que se pueden utilizar,
¡ permitiendo orientar la síntesis y evaluar los diseños obtenidos. La información obtenida por
BUD sobre el retardo de los caminos críticos y el área de las interconexiones y módulos, la
¡ utiliza el sistema de síntesis DA.A [KowaSS][KGWFS5]para generar el circuito.
¡ Como hemos dicho anteriormente, BUD realiza un preprocesamiento del diseño para obtener
un análisis global y hacer estimaciones de bajo nivel. Dado que este sistema es uno de los que3 mejores estimaciones obtienen sobre las características fisicas de los diseños, vamos a
estudiarlo en más profundidad.
¡
Las entradas a BUD son cuatro:E • Una representación del flujo de datos y de control, llamada Value Trace (VT).3 • Un conjunto de ligaduras y criterios de optimización.
• Una traza dinámica de la VT, que indica cuantas veces se ejecuta cada operación a lo3 largo de una serie de ciclos de ejecucion.
E • La base de datos [WolfB6],con información fisica y lógica detallada del área, forma y
retardo de las celdas disponibles para el diseño.
u
¡
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Con esta información, BUD realiza un particionamiento jerárquico del flujo de datos en
elementos que tienen un significado tanto lógico como fisico (cada uno de ellos representa una
parte del chip final). El criterio para realizar el particionarniento está basado en una métrica
que define la proximidad entre operaciones como una medida de la ventaja de realizarlas en la
misma UF, considerando factores como el grado de interconexión, el paralelismo potencial
entre ellas y la funcionalidad comun.
A partir de esta métrica se calcula una matriz de distancias, que guarda para cada par de ej
operaciones la distancia entre ellas. A partir de esta matriz se construye un árbol jerárquico de
particiones. Cortando el árbol por distintos niveles se obtienen diferentes particiones, y por
tanto diferentes diseños, que deben evaluarse. ej
~1
Im
2 buses su n=2
de un nodo hoja c~
Iongitud(cí)
Figura 2.5 Estimación de área
Supongamos una solución posible, es decir, un corte del árbol en un determinado nivel. Las
particiones que quedan en el nivel del corte son los nodos hoja. Para cada una de ellas se
realiza una evaluación sobre sus posibles formas, área y retardo. Primero se asignan las IJFs
necesarias para implementar todas las operaciones que contiene, teniendo en cuenta que las
operaciones asignadas a la misma partición no pueden realizarse en paralelo a no ser que se
puedan utilizar UFs diferentes. Seguidamente se realiza una planificación de las operaciones. A
partir de la información disponible sobre el retardo y área de los módulos y buses existentes en
las particiones, es capaz de estimar el tamafio y retardo de cada una de ellas (figura 2.5). La
anchura de un nodo hoja c~ es la máxima de la anchura de todos los módulos que contiene más
anchura<ci)
E
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E la anchura de uno o de los dos buses (dependiendo si la función es unaria o binaria) de máxima
¡ anchura que contenga. La longitud es la suma de longitudes de todos los módulos.
Una vez que se han estimado las distintas formas y tamaños de las particiones hoja, se realiza
¡ unfloorplann¡ng. Se utiliza un algoritmo de programación lineal que recorre el árbol de forma3 ascendente, y decide el mejor tamaño y forma de todos y cada uno de los nodos del árbol.
Para estimar la forma y tamaño de cada nodo utiliza la información sobre la forma y tamaño de
¡ sus nodos hijo, comenzando con la información obtenida sobre las particiones hoja. También
se calculan el tamaño de las interconexiones entre nodos, suponiendo que cada interconexión
¡ está contenida en el menor rectángulo que contiene a todas las celdas conectadas.
¡ A partir de esta colocación de los elementos en el circuito, es posible estimar el área del
interconexionado y los retardos del diseño total, con los cuales se calculan el área total, el
mínimo ciclo de reloj (se toma el máximo retardo a través de la ruta de datos para cualquier
¡ paso de control) y el tiempo de ejecución medio. El retardo de una interconexión se calcula
mediante un modelo simple RC basado en su longitud y en la capacidad de salida de la fuente.
¡ La longitud de una interconexión se toma como la longitud de la partición. si es interna a ésta,
mientras que si es entre dos particiones se toma la distancia Manhattan entre ellas.
Como hemos dicho, se pueden obtener distintos diseños a partir de diferentes cortes en el
E árbol de particiones. El mejor de todos los que se encuentran se pasa a DALA para que termine
¡ la asignación de hardware y la planificación.
Las estimaciones del área de los diseños tienen un error del 10-15% con respecto a layouts
E obtenidos por herramientas de diseño.
3 Aunque este sistema realiza estimaciones muy precisas sobre el área y retardo de los módulos,
la complejidad del algoritmo es demasiado alta para un sistema de SAN que trate de recorrer¡
un amplio Espacio de Diseño de Asignación (EDA). El tiempo de ejecución se dispara para un¡ sistema con un GE» con un elevado número de nodos. cada uno de los cuales susceptible de
ser implementado por varias UFs de la biblioteca.
u
E
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2.2.4.2. Sistema ADAM II
El sistema ADAM (Advanced Design AutoMation) [JaPPQ2][KuPa9Oa][JKMP89] se SI
desarrolla en la Universidad de Southern California bajo la dirección de Parker. Está
enmarcado dentro de otro proyecto más amplio, USC (Unified System Construction), que es


















Figura 2.6 Sistema USC
ADAM consiste en dos subsistemas: una serie de herramientas de síntesis, que sintetizan
desde una descripción del comportamiento, y una serie de predictores, que guían al diseñador.
Las predicciones se basan en un estudio del hardware minimo necesario para implementar las
operaciones del GFD. En [JaPP92]se deriva una predicción del área y retardo de los
operadores del GFD. El algoritmo recibe como entrada el tipo de UF que va a realizar cada
operación y supone que todas las operaciones deben ejecutarse en un ciclo de reloj. Primero se
identifica el ciclo de reloj óptimo, y el mínimo número de IJFs de cada tipo necesario.
Seguidamente se utilizan los estimadores del área de interconexionado propuestos por Kurdahi
1
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3 en PLEST [KuPaS9],para un diseño RTL y un layout con celdas estándar (Apéndice A). Este
¡ sistema lo veremos en el apartado 2.3.
lina mejora de este sistema se propone en [ShJa93],donde se permiten operadores multiciclo
¡ y se estima qué tipo de módulo debe realizar cada una de las operaciones. Se deriva una
¡ relación entre el número de buses de un diseño y el área necesaria para interconexiones,
multiplexores y drivers triestado. La longitud de un bus es una función lineal de la anchura del3 layout de las UFs conectadas al bus y su anchura es proporcional al número de bits. El área de
UFs, registros, muxes etc. se obtiene de la biblioteca de módulos. El área mínima de registros
1 se predice en [Sh.Ja94].
¡ Una vez realizadas las predicciones, se utilizan las herramientas de síntesis para generar el
diseño. En [RMJLQ4]se propone un algoritmo que utiliza programación lineal para realizar la
E asignación de operaciones conjuntamente con unfloorplann¡ng. Para cada paso de control, se
¡ realiza la asignación de hardware y luego un floorplanning, y así va prediciendo el área de
interconexiones. Para interconexiones que unen dos elementos, se toma la distancia Manhattan
¡ entre los centros de los dos elementos multiplicados por la anchura (que vienen dada por la
tecnología). Si unen más de dos elementos, se calcula como la mitad del perímetro del
¡ rectángulo que contiene todos los elementos que une. Este algoritmo tiene una complejidad
1 que depende del foorplanner utilizado, pero en general será elevada.
Este sistema tiene varios inconvenientes:
• Predice la longitud de bus como la anchura de layout de las UFs conectadas a él.
E Pero la anchura de un módulo que tenga interconexiones internas no se puedeg conocer antes de generar el layout del circuito total. Además, la colocación de una
UF en el circuito dependera de todos los modulos a los que esté conectada, y no se
¡ puede predecir que todas las UFs unidas por un bus van a estar unas al lado de otras.
E • Utiliza PLEST para estimar el área de interconexiones (Apanado 2.3). Este
estimador necesita conocer la estructura global del circuito y la longitud media de
1
E
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una interconexión. Como valor medio de una interconexión utiliza valores obtenidos
empíricamente para otros diseños. Sin embargo, este es un valor que depende de
cada diseño particular, y no se puede garantizar que un valor obtenido para otros
diseños se aproxime al valor real del diseño considerado.
• Las predicciones del número de módulos se realizan por separado para registros y
UFs, con lo cuál no se puede garantizar una optimización global
• La realización defloorplann¡ng y asignación conjunta incrementa la complejidad del
diseño y no permite explorar un amplio EDA. Además, este proceso se ejecuta para
cada paso de control, con lo que no se estudia globalmente el GFD y no se pueden
predecir asignaciones fUturas.
2.2.4.3. Sistema de la Universidad de Cleveland (Case Western Reserve
University)
Nourani [NoPa93]propone un método de estimación de área que pueda ser iterativamente
llamado durante la SAN para obtener datos sobre el área de los diseños obtenidos y para
optimizar los resultados. El estimador utiliza los módulos de la ruta de datos para realizar los 4
cálculos, suponiendo:
• Que las interconexiones dentro de un módulo se realizan en capas diferentes a las
interconexiones entre módulos. 4
• Que cada módulo se coloca en una única fila de celdas estándar. 4
El algoritmo se divide en dos partes:
• Primero se colocan todos los módulos en una fila, colocando más próximos aquellos
que están más conectados, y calcula el número de pistas necesarios para realizar las
conexiones.
4
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A continuación se pasa de un diseño en una fila a un diseño en 2 dimensiones,
intentando conseguir un chip lo más cuadrado posible.
Para módulos muy grandes realiza una división en submódulos y aplica el mismo tratamiento,
Aunque este algoritmo es más rápido que los que utilizan celdas estándar para hacer los
cálculos, sigue siendo demasiado complicado para realizar estimaciones dentro de un proceso
de diseño. El máximo error que se produce en los experimentos presentados en la literatura es
del 12%.
2.2.5. Conclusiones sobre las estimaciones de los sistemas de SAN
Todos los sistemas de SAN vistos en el apartado anterior, tratan de minimizar de una u otra
forma el área de interconexionado. Sin embargo, muchos de ellos no realizan la minimización
teniendo en cuenta el área que las interconexiones ocupan en el diseño final, sino que se
preocupan sólo del número de multiplexores necesarios para realizarlas (Olympus, HIS).
Existen otros sistemas que permiten utilizar multitud de posibles caminos para implementar las
interconexiones (Ele, pero para medir el coste de las distintas opciones sólo tienen en cuenta
el número de celdas que deben atravesar, pero no el de cableado propiamente dicho. Por
último existen sistemas que, una vez asignado el hardware, tratan de minimizar el número de
interconexiones (HAL y Parthenon). Estos sistemas no realizan ninguna estimación del área de
interconexionado y, por tanto, los diseños consideran óptimos pueden no tener un área fisica
óptima. No obstante, algunos de ellos (Olympus y Parthenon) sí realizan la conexión con
herramientas de Bajo Nivel, de las cuales podrían obtener información muy valiosa para dichas
estimaciones.
Otros sistema utilizan un valor constante para el coste de una interconexión; en algunos casos
este coste es elegido por el diseñador (Chippe), en otros simplemente se supone conocido
(SAW, CHA.RM) y en otros es un valor obtenido empíricamente para un estilo de diseño
determinado (Sistema de la Universidad de California, Berkeley). Sin embargo, el valor del
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coste de una interconexión depende de factores como la tecnologia, la calidad de los
algoritmos de colocación e interconexionado de módulos e incluso del diseño en particular, y
por tanto, no es un valor conocido a priori, ni siquiera para un estilo de diseño.
Ninguno de estos sistemas estiman el área de los módulos, que sabemos que no se pueden
tomar como elementos con un área constante, almacenada en la biblioteca de módulos. Tan
sólo los sistemas que realizan un estudio del área/rendimiento de los circuitos mediante
generación de fioorplann¡ng, obtienen estimaciones suficientemente precisas del área de los
módulos e interconexiones (BUD. ADAM y Sistema de la Universidad de Cleveland) Sin
embargo, el /loorplanning es un proceso muy lento, que no permite explorar un amplio
espacio de diseño, y por lo tanto, no consideramos apropiado incorporarlo en una herramienta
SAN que pretenda analizar un gran número de diseños. Además, estos sistemas sólo pueden
hacer predicciones reales cuando se conocen todos los módulos e interconexiones del circuito,
que es cuando se puede realizar unfloorplan correcto, pero no dentro del proceso de SAN,
para poder tomar decisiones correctas.
Parece necesario estudiar otro tipo de estimaciones que nos permitan obtener datos sobre el
valor del área de las interconexiones y no tengan una complejidad tan elevada.
2.3. Técnicas de Estimación de Bajo Nivel J
Entendemos por técnicas de Estimación de Bajo Nivel aquellas que realizan los sistemas
cuando la información del diseño es completa, es decir, se conocen todas y cada una de las
celdas estándar y/o puertas de los módulos que lo integran y sus interconexiones. Estas
estimaciones se generan al comienzar la tarea de floorplannrng, que es una fase previa a la
colocación e interconexionado de módulos. Durante esta fase se estima el número de filas
necesarias para colocar todas las celdas del circuito, el ancho de las filas, el número de
canales, etc. Una estimación de área precisa permite disminuir el número de iteraciones
necesario para obtener un floorplanning correcto.
J
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Basándonos en [PePrS9],estos métodos se pueden clasificar en los siguientes grupos:
- Teóricos, elaboran modelos matemáticos de las características fisicas del diseño.
Utilizan hipótesis sobre las distribuciones de las longitudes de las interconexiones y a partir de
éstas estiman el área necesaria para interconexiones. Estos métodos no tienen en cuenta los
detalles de cada diseño individual.
2- Empíricos: elaboran también modelos de las características fisicas, pero extrayendo
la información necesaria de los diseños. La mayoría de los sistemas pertenecientes a este
grupo utilizan la regla de Rent [LaRu7O]. Esta regla empírica relaciona el número de
terminales (7) de una partición dentro de un circuito, que coincide con el número de
conexiones externas, con el número de bloques que existen dentro de dicha partición (B),
según:
T=K * Br
donde K es el tamaño medio de los bloques y r es un parámetro empírico que toma los
valores:
0.57 =r =0.75
A partir del número de conexiones externas de cada partición, y utilizando diversas técnicas,
veremos más adelante cómo se puede estimar la longitud media de las interconexiones.
3.- Procedurales: se basan en relaciones derivadas del conocimiento del diseño, de la
estructura de las interconexiones y de las reglas de diseño. Incorporan muchos detalles propios
de cada diseño.
A continuación vamos a estudiar algunos ejemplos de sistemas pertenecientes a los tres
modelos.
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2.3.1. Modelos teóricos
2.3.1,1. PLEST
PLEST (PLotting ESTimator) es un sistema desarrollado por Kurdahi y Parker [KuPaS9]en
la Universidad de Southern California. Es un estimador de área para diseños realizados con
celdas estándar (Apéndice A). Se asumen filas de igual tamaño, celdas con entradas dobles,
una en la parte de arriba y otra en la de abajo, e interconexiones de dos terminales que siguen
caminos mínimos rectilíneos. El sistema recibe como entrada la anchura total de celdas
~ el número de interconexiones N y la longitud media de una interconexión ‘media~
Este último valor se calcula a partir de valores obtenidos para otros diseños.
La probabilidad de que nazca una interconexión en un terminal i, pbQ) y su longitud pL(L)
son variables aleatorias independientes. Se propone un distribución uniforme para pb(i) y
geométrica para pL(L).
pb(i) = pb = N
WceIdas
pL(L)= , *qLd -
Imedia
Primero se supone que se colocan todas las celdas en una fila y se estima el número de
interconexiones que cruzan cada punto de la fila (figura 2.7). El máximo valor de este número,
es el número de pistas necesarias para realizar el interconexionado para una sóla fila.
123 i x Wceldas
Figura 2.7 Número de interconexiones que cruzan un punto x
1
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1 A continuación la fila se pliega en Nfi¡~ y se calcula el número de pistas para cada canal y el
¡ número defeedthroughs (Apéndice A). Conociendo la longitud máxima de una fila y el ancho
de cada canal se calcula el área del circuito.
¡ El error de este sistema es inferior al 10% y el tiempo de ejecución no muy elevado para
¡ diseños de pequeño tamaño (por ejemplo un sumador o un multiplicador). Pero, para diseños
de mayor tamaño, como el tiempo de ejecución depende del número de celdas del circuito, se3 hace excesivamente grande para incorporarlo dentro de una herramienta de SAN que necesite
llamarlo sucesivas veces. Además, el principal problema de este sistema es la necesidad de
¡ obtener como entrada el valor medio de una interconexion.
¡ 2.3.1.2. LAST
3 Este sistema también se ha desarrollado en la Universidad de Southern California [KuRa93].
¡ Se encarga de predecir la función de forma del circuito para un rango de diferentes aspectos.
El algoritmo se divide en tres partes:
¡ • Primero un método constructivo para realizar particionamiento, construyendo un3 árbol de bloques, hasta llegar a una profundidad predefinida de particionamiento.
En cada una de las divisiones trata de minimizar el número de interconexiones
3 entre las particiones.
1 • A continuación se calcula el tamaño y forma de las distintas particiones mediante
1 un método analítico llamado SCALE (Standard Celí Asca and wire Length
Estimation) que es una versión mejorada de PLEST [KuPaS9], visto en el
¡ apartado anterior. SCALE lee la descripción RIL del circuito y estima los
parámetros requeridos por PLEST, como son la anchura total de celdas estándar,
3 el número de interconexiones punto a punto y una estimación de la longitud media
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r=0.7, Con estos parámetros. PLEST realiza la estimación de área de cada uno de
los bloques.
. Una vez que se conocen las funciones de forma de las distintas particiones, se
recorre el árbol en “post orden’ y se componen las fUnciones de forma de los
nodos padre.
Este método desprecia el área de cableado en la dirección vertical en interconexiones entre
bloques, y el área de los feed¿hroughs correspondientes. Este tratamiento es posible si se
suponen dos capas de metal para realizar interconexiones. El error es del orden del 5%, y el
tiempo de ejecución bastante elevado, dependiendo del tamaño del diseño, lo cual hace
imposible llamarlo sucesivas veces desde una herramienta de SAN. Además, no permite
realizar estimaciones hasta que no se conocen todos los elementos del circuito.
2.3.1.3. Sistema de la Universidad de California, San Diego
Hamada [HaCC92]propone un layout donde todas las celdas se distribuyen sobre una red de
dos dimensiones. Dado que los algoritmos de colocación de módulos tratan de minimizar el
área del CI, se supone que la estructura topológica del circuito se refleja en la estructura local
de la colocación fisica de las celdas, y por tanto dos componentes que están topológicamente
cercanas lo estarán también fisicamente. El modelo de distribución de la longitud de
interconexión entre dos celdas que propone Hamada es el de Weibull, que tiene la forma
siguiente:
f(a,fi,l) ~g*lP4exp(...a*lP) J
donde a es el parámetro llamado de escala, fi es el parámetro deforma, g es una constante y ¡
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u Para interconexiones entre varias celdas supone que, dada una colocación determinada de las3 celdas obtenida por un algoritmo que minimiza la longitud de las interconexiones, una pequeña
perturbación de las celdas adyacentes no cambia la longitud del cableado significativamente.3 Esto es debido a que los algoritmos de colocación de módulos tratan de minimizar una cierta
fUnción objetivo (la longitud de las interconexiones), y existen una serie de fuerzas3 contrapuestas (las distintas interconexiones de una celda), que alcanzan el equilibrio en ese3 estado de mínima longitud. Así aparece la existencia de un parámetro global, equivalente a la
temperatura en termodinámica, y una función potencial, que es función de la posición (x,y) de
la celda. Tomando como fUnción objetivo para minimizar el medio perímetro del minimo
rectángulo que contiene todas las celdas interconectadas, obtiene como fUnción potencial:
3m¡ e(x,y)= m2 +2m—2 (jx~+~y~)
¡ donde m es el número de celdas conectadas. A partir de esta función, y mediante argumentos
similares a los de la mecánica estadística, obtiene la longitud media de la interconexión de m
¡ celdas como una fUnción sencilla de m y de un parámetro, y, que mide el estado de equilibrio,
¡ y cuanto mayor es su valor más se aproxima el sistema al estado de mínima energía.
Para calcular y necesita realizar un estudio global del circuito, puesto que los algoritmos de
colocación de módulos optimizan la colocación global (no local) de las celdas, y hay que tener
¡ en cuenta la influencia de la existencia de una interconexión sobre las ‘otras. Para estudiar el
circuito, lo descompone en una secuencia creciente de vecindades multi-nivel. Se entiende
¡ que una celda es vecina de otra, si existe una interconexión que las une. Se parte de una celda
cualquiera O (figura 2.8). En el primer nivel se colocan todas las celdas conectadas a laU primera (A, B y C). En el segundo nivel, las celdas conectadas a las del primer nivel (D,E,F), y
¡ así sucesivamente.
La distancia topológica entre dos celdas se mide por el número mínimo de niveles entre ellas.
Por ejemplo, la distancia entre O y F en la figura 2.8 es 2
¡
1





Figura 2.8 Descomposición de vecindades multi-nivel
Sobre cada una de estas vecindades se define la densidad de interconexiones wm<’x,y) para
redes de ni terminales como la probabilidad de que una red de m terminales exista entre el
origen y (x.y), y supone que esta probabilidad sigue la distribución Weibull anterior, con
Aplicando de nuevo el principio de minimización de la energía, se obtiene el valor de una
interconexión de m módulos.
De acuerdo con los datos suministrados en [HaCC92]. el error medio cometido con esta
técnica es del 9%, con una desviación máxima de 16%, y el tiempo de cálculo bastante
elevado para diseños de complejidad media (como un sumador de 64 bits) y muy elevado para
diseños de mayor complejidad. Además es necesario calcular algunos parámetros J
empíricamente.
2.3.2. Modelos empíricos
2.3.2.1. Modelo para Arrays de puertas en una dimensión
Sastry [SaPaS6],desarrolló un sistema de estimación de área de interconexionado que es un
modelo mixto, entre empírico y teórico. La solución que propone es válida para arrays de
puertas (Apéndice A) suponiendo una distribución en una dimensión. El número de celdas en
una partición es:
J
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NceldaszAx
3 donde x es la dimensión de la partición y A es una constante de proporcionalidad,
Utilizando esta fórmula y la regla de Rent, explicada anteriormente, se llega a una distribución
de Weíbull para las longitudes de las interconexiones, con parametro de escala a=K y
3 parámetro de forma f3=r, donde K y r son los parámetros de la regla de Rent. El principal
problema de este método es la obtención empírica de los valores de r y de K. Según los
U resultados presentados en la literatura, el error en la estimación de la longitud media es
superior al 10%.
3 2.3.2.2. Modelo para Arrays de Puertas en dos dimensiones
3 Gura [GuAbS9] propone utilizar la regla de Rent para calcular el valor medio de una
interconexión, pero con dos coeficientes r diferentes, según se realiza el estudio en 1 ó 2
dimensiones. En dos dimensiones el número de celdas en función de x, donde x se mide
radialmente desde el origen, se aproxima por:
¡
Nceldas 2 * 0
¡ Utilizando la regla de Rent se llega también a una distribución de Weibull, con parámetro de
escala a = ~r, y parámetro de forma /3=2r. El problema principal de este método, como del
anterior, es que los parámetros se calculan empíricamente. Además, el error cometido en3 algunos casos puede llegar a ser del 75%, ya que no tiene en cuenta las características propias
de cada diseño.
2.3.3. Modelos procedurales
3 2.3.3.1. Sistema deis Universidad de Vale <New Huyen)
3 Sechen [SechS7]plantea un sistema para calcular la longitud media de una interconexión para
algoritmos de colocación de módulos aleatorios y optimizados. La longitud de una
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interconexión se calcula como la mitad del perímetro del mínimo rectángulo que contiene
todos sus terminales. Supone un diseño en el cual todas las celdas tienen el mismo tamaño,
Para una red que conecta sólo dos celdas y un algoritmo de colocación de módulos aleatorio,
obtiene como valor medio de una interconexión,
= J
3
donde Niotal es el número total de celdas.
Para interconexiones de m celdas y una colocación aleatoria, calcula todas las posibles
posiciones de las m celdas, mide el valor de la longitud para cada una de esas posiciones y
calcula el valor medio.
Para algoritmos de colocación optimizados utiliza el mismo método, pero considerando que si
una celda está unida a m-I celdas, estas ni celdas estarán colocadas en un rectángulo de
perímetro mínimo (es decir, lo mas parecido a un cuadrado), con el fin de minimizar el área de
interconexionado. Primero calcula el valor medio de m para el circuito en cuestión, y el
cuadrado mínimo que contendria esas celdas. A continuación calcula las diferentes posiciones
de las celdas en ese cuadrado y el valor medio de la interconexion.
Como vemos, este sistema no tiene en cuenta la influencia que una interconexión tiene sobre
otras cuando se realiza la colocación de módulos. Es decir, calcula el área de interconexiones
para cada una de ellas en panicular, sin tener en cuenta la influencia del resto sobre la posición
de las celdas. Por eso, la aproximación para interconexiones que conectan un gran número de
terminales, necesita una gran cantidad de cálculos y no resulta suficientemente precisa. En
estos casos el error puede ser de hasta el 40%. Para circuitos con interconexiones entre 2 ó 3
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¡ 2.3.3.2. Sistema de la Universidad de Rutgers, New Jeney
3 Chen [ChBuS8] realiza una estimación del área del interconexionado para colocación
¡ aleatoria de celdas, utilizando cálculo combinatorio, Con la suposición inicial de que en cada
fila se colocarán el mismo numero de celdas, utiliza un algoritmo iterativo para calcular el3 número de filas Nfl¡as. de forma que el diseño sea lo más cuadrado posible. Este algoritmo va
obteniendo valores crecientes del número de filas, y para cada iteración se calcula la longitudU de la fila Lfila.
3 4/Pa — Nceldas * Wce/da
Nfilas
1 Donde Nce¡d~ es el número total de celdas estándar, y Wcelda es la anchura media de una
¡ celda.
Si para este valor de Nf/as y la longitud de fila obtenida no se pueden colocar los puertos de3 E/S, se vuelve al principio del bucle incrementando el número de filas Nf/as.
3 Una vez obtenido Np¡as~ se calcula el valor esperado de número de pistas ~ utilizando
cálculo combinatorio y bajo tres suposiciones:
• En cada pista hay una única interconexión.
Losfeedthroughs son líneas rectas que atraviesan una o más filas.
U • Las filas son suficientemente largas para ser ocupadas por el máximo número de3 celdas que puede conectar una interconexión. Es decir, dada una interconexión de un
determinado número de celdas, todas las celdas pueden estar colocadas en la misma
• fila.
3 Utilizando Np¿qas. la altura de un pista Hpista. y el número de filas se calcula la altura del
circuito Heircuito.
ilcircuito = NiPas * ilcelda + A/pistas Hpístas
3
¡
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En el paso siguiente calcula, también por cálculo combinatorio, el número defeedthroughs en
cada fila y en qué fila se obtiene el máximo Níeed. Con este valor, y la anchura de un
feedthrough Wped. se calcula el ancho de la fila más larga (la que másJeedthroughs tenga),
que será el ancho del circuito Wc¡rcuigo.
Wcircu¡to = Wcelda * A/celdas + Nfeed * Wfeed
Nfilas
Este método no tiene en cuenta que se tienden a colocar próximas aquellas celdas más
conectadas y por eso siempre sobrestima el área de cableado, El área sobrestimada para
pequeños diseños es del 40-70% sobre la real del circuito. No existen resultados para diseños
de tamaño mediano ó grande, puesto que la complejidad de utilizar combinatoria para un
número grande de celdas es muy elevada.
2.3.3.3. Sistema de la Universidad de Kaiserslautern
Zimmerman [ZimmSS]propone un algoritmo de estimación del área y fUnciones de forma de
circuitos VLSI. El modelo asume una estructura jerárquica en forma de árbol donde se
conocen las fUnciones de forma de los nodos hoja. Estos nodos pueden ser macroceldas
(Apéndice A), celdas estándar o módulos de mayor complejidad cuya forma y área es
conocida. También recibe como entrada un conjunto de factores de demanda de pista,
calculados empíricamente para cada estilo de diseño, que miden, dependiendo del tipo de
módulo (terminal o no) y de la orientación de la interconexión, el tanto por uno de pistas
demandadas.
J
Mediante un algoritmo de min-cut (Apendice B) se genera el árbol de particiones, y para todos
los nodos de éste se generan las diferentes funciones de forma, para orientación vertical y
horizontal, y se escogen las de menor área para cada coordenada x (figura 2.9).
J
E
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¡ La estimación del área de interconexionado se realiza a partir de los factores de demanda de





3 A A A A A A
¡ Figura 2.9 Funciones de forma para las celdas A y B
3 Subiendo hacia la raiz en la jerarquía del árbol se obtienen las distintas formas y tamaños del
circuito global. El error máximo de este método para los experimentos presentados es delU 10%, y su complejidad muy elevada, puesto que necesita calcular las distintas fUnciones de
forma de todos los nodos del árbol
3 2.3.3.4. Sistema de la Universidad de California, Berkeley
3 Pedram y Preas [PePr89]proponen un modelo básico de estimación de área para colocación
aleatoria de celdas y otro para colocación optimizada. En ambos casos se supone un algoritmo3 de interconexionado optimizado y dos capas de metal, una para realizar las interconexiones
horizontales (metail) y otro para las verticales (metal2). La anchura del chip es la anchura de3 la fila de celdas con mayor número defeedthroughs, y la altura es la suma de las alturas de las
3 filas más las de los canales (Apéndice A). El layout de celdas estándar se modela como un
array regular de Ncmed¡o*NP las’ donde Nfií~ es el número de filas y Nemedio es el número3 medio de celdas por fila.
3 El algoritmo de interconexionado se supone que encuentra un árbol de “spanning’ (ver
Apéndice B) mínimo para realizar las conexiones.
u
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Para una colocación aleatoria, se supone que los terminales están uniformemente distribuidos J
sobre la malla de celdas. Calcula por separado las longitudes de las interconexiones sobre el
metail y sobre el metal2, utilizando cálculo combinatorio. Por ejemplo, para una
interconexiones de m terminales, la suma de longitudes sobre el metalí (LMI(m)) será:
( ~
,
LMI(ni) = ~,MIfl(m.NfiL2s) Nfilas *ContrLMJQ,m)
A/filas) J
El primer término es la probabilidad de colocar m terminales en un subconjunto de
Nf/as; el segundo 1$) es el número de formas de seleccionar ¡ filas entre ni; y el tercero
ContrLM)(i,m) es la contribución de m terminales que ocupan ¿ filas (¡Sm). Para computar
este tercer término, es necesario examinar todas las posibles configuraciones de m terminales
sobre i filas, calcular la longiiud en cada caso y hallar la media. Este cálculo lo realiza
utilizando el mismo método. Realizando la suma para todas las interconexiones que existen, se
obtiene una fórmula para calcular la longitud total de interconexionado sobre el metail.
De forma similar se calcula para el metal2 y también se obtiene el número de feedthroughs
necesarios, el número de pistas, la longitud media de una interconexión, etc.
Para una colocación de módulos optimizada utiliza un método similar, pero para una
interconexión de m terminales restringe el espacio de las posibles posiciones de éstos a una J
submalla de x’y, donde x e y se computan teniendo en cuenta la influencia local de otras
interconexiones sobre la interconexión en cuestión. De nuevo se utiliza el método de las
vecindades, visto anteriormente para el sistema de la Universidad de California, San Diego, y
así calcula la dimensión dicha submalla. Supone que los m terminales están uniformemente
distribuidos sobre esta malla x’~y.
Para diseños de tamaño medio (por ejemplo un sumador de 64 bits) y para pequeños valores
de m, el error cometido por este método es inferior al 10% y el tiempo de ejecución no es muy
E
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elevado. Pero para diseños donde existen celdas que conectan muchos pines, el tiempo de
ejecución se dispara y el error es mucho mayor.
¡ 2.3.3.5. Sistema de la Universidad de California, Irvine
¡ En [WuCG9I] se propone un método basado en la descomposición de los módulos en bit-
silces. Este sistema supone dos capas de metal para realizar las interconexiones: una para las
3 internas al b¡t-slice y otra para las externas. Primero se divide la ruta de datos en bit-slices y
mediante un algoritmo de min-cut (ver Apéndice B) se colocan las componentes de cada bit-3 sllce en una fila (figura 2.10). La longitud del canal (que es igual que la de la fila) depende del
¡ número de celdas del bit-shce (que es la anchura del bit-dice), y puede obtenerse de una
biblioteca de módulos. La anchura del canal depende de la densidad de pistas necesaria para
¡ conectar todas las redes del bit-dice. Esta a su vez depende de la tecnología y del número
máximo de interconexiones que pasen por un punto del canal. Mediante el algoritmo del borde
3 izquierdo (Apéndice B) realiza la asignación de interconexiones a pistas y así calcula la
¡ densidad de pistas para cada canal.
Canal Bil—síjee3 Anchura del canal
3
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Este algoritmo presenta un error inferior al 10% y una complejidad O(NlogN), donde N es el
número de interconexiones del circuito. Por lo tanto su complejidad es menor que la del resto
de los algoritmos de estimación de SBN, que dependía del número de celdas, Sin embargo,
sigue siendo demasiado elevada para integrarla en un sistema de SAN que explore un amplio
número de diseños,
2.3.4. Conclusiones de las estimaciones de SBN
A lo largo de esta presentación de sistemas de estimación de SBN se ha comprobado el
principal problema que tienen todos estos métodos: su elevada complejidad. Debido a que
realizan las estimaciones trabajando con el conjunto de celdas e interconexiones del circuito,
en cuanto los diseños son de un tamaño medio o grande, los tiempos de ejecución son
demasiado elevados para poderlos utilizar dentro de una herramienta de SAN. Sin embargo,
tienen una ventaja fUndamental: su precisión. La mayoría de ellos son capaces de predecir el
área de un circuito con una error inferior al 10%.
Entre los modelos teóricos, PLEST tiene la complejidad más baja, pero adolece de un J
problema fundamental: necesita recibir como entrada la longitud media de una interconexión
del circuito, que es un dato que a su vez depende del propio circuito y no se conoce. Este
problema es subsanado por LAST pero, a cambio, su tiempo de ejecución es bastante elevado
para diseños de tamaño medio. Lo mismo ocurre para el método propuesto por Ramada, que
además tiene un nuevo problema: necesita calcular varios parámetros empíricamente para cada
estilo de diseño. Los errores máximos de estos tres sistemas, para los ejemplos dados por sus
autores en la literatura, son 10%, 5% y 9% respectivamente, y los tres tienen en común que
estiman el área de interconexionado mediante algoritmos que tienen en cuenta la colocación de
los módulos en el diseño final, que a su vez viene determinada por las interconexiones entre
dichos módulos.
Los modelos empíricos (propuestos por Sastry y Gura para arrays de puertas) necesitan
conocer el valor de los parámetros de la regla de Rent, y además, no tienen la misma precisión
¡
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1 para todos los diseños. Estos sistemas parten de una fUnción de distribución del
¡ interconexionado un tanto arbitraria, y en algunos casos el error puede ser hasta del 75%.
Los modelos procedurales son los que utilizan más información sobre la tecnología de diseño,
¡ la forma de trabajo de los algoritmos de colocación e interconexionado de módulos y el diseño3 en particular. En general, la utilización de cálculo combinatorio hace inutilizables estos
sistemas para circuitos de tamaño grande, y son útiles para estimar, por ejemplo, el área de los
¡ módulos de una biblioteca. Por ejemplo, el sistema de la Universidad de Rutgers da buenos
resultados para algoritmos de colocación no optimizados (es decir, si las celdas se colocan
E aleatoriamente en el circuito> y de pequeño tamaño (un sumador de 8 bits). Sin embargo no es
¡ válido si se utiliza un algoritmo que optimice dicha colocación (el error seria del 40%), y no
hay resultados para diseños de mayor tamaño.
¡ El resto de los métodos procedurales presentados en este capítulo sí tienen en cuenta el hecho3 de que los algoritmos de colocación de módulos tienden a minimizar el interconexionado. Esto
se realiza, bien mediante un algoritmo de floorplanning (Universidad de Yale, Kaiserslautern y
¡ California -Irvine -), o bien mediante un estudio del diseño que considere las influencias de
unas interconexiones sobre otras, como el sistema de la Universidad de California, Berkeley.
E Debido a este estudio del diseño, estos métodos obtienen resultados excelentes, con errores en3 todos los casos inferiores al 10%. Sin embargo, la mayoría de estos sistemas sólo son válidos
para diseños de pequeño tamaño, y debido a su elevada complejidad no pueden aplicarse en un
¡ sistema de SAN.
1 Por ejemplo, el sistema desarrollado en la Universidad de Yale sólo es válido para diseños de
pequeño tamaño, donde no existan redes que conecten un número grande de celdas. Si no es
E así, el error puede ser hasta del 40%.
3 Por su parte, el sistema desarrollado en la Universidad de California, Berkeley. tiene tiempos
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el número de celdas. Lo mismo ocurre con el método desarrollado por Zimmerman en la
Universidad de Kaiserslautern. que además debe calcular empíricamente ciertos parámetros
Por último, el sistema desarrollado en la Universidad de California -Irvine- hace una división
de la ruta de datos en bit-dices, y supone que cada uno de ellos se coloca en una fila de
celdas. Para un circuito con un número elevado de celdas es necesario colocar más de un bit-
sijee en cada fila y la validez de este método queda en entredicho.
Podemos concluir que estos métodos no son aplicables a diseños con un gran número de
celdas, cuando las estimaciones se necesitan realizar un gran número de veces, como ocurre en
un sistema de SAN. Sin embargo son bastante precisos, gracias a que consideran las
características fisicas del diseño y la metodología de trabajo de los algoritmos de colocación e
interconexionado. Por tanto parece necesario generar nuevas estimaciones, de baja
complejidad y con suficiente fidelidad para guiar correctamente el proceso de sintesis, que
tengan en cuenta las consideraciones de estos sistemas.
2.4. Conclusiones generales
En la tabla 2.1 se presenta un resumen de las estimaciones realizadas por los sistemas de SAN
y SBN revisados a lo largo de este capitulo. Para cada uno de los sistemas se muestra
información sobre cómo estima el coste los módulos e interconexiones, el retardo considerado
de estas últimas, el error y la complejidad de los algoritmos utilizados para obtener estos J
valores y, por último, si son aplicables o no en un proceso de SAN. En la columna donde se
muestran los errores, existen casillas donde no se tienen los valores aproximados y se ha
puesto un “?“. En todos los casos donde aparece éste, aunque el valor del error es
indeterminado, dada la fUncionalidad de los algoritmos no puede tener un valor óptimo.
De esta tabla se puede deducir varias conclusiones:
• Que ningún sistema de SAN realiza estimaciones sobre el área de los módulos que
tengan en cuenta las características fisicas de estos, el área de las interconexiones
J
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internas, etc. La mayoría de ellos supone que tienen un área fija o bien sólo
consideran su número. Los sistemas de SBN, como realizan estimaciones a nivel de










Olympus fijo área muxes muxes 7 baja Sí
Elf fijo área muxes - 7 baja Sí
1-115 fijo número muxes No 7 baja Si
HAL número número interconex. No 7 baja Sí
Parthenon número número interconex. No 7 baja Sí
Chippe fijo fijo No 7 baja Sí
Berkeley fijo fijo No 7 baja Si
SAW fijo fijo No 7 baja Si
CHARM fijo fijo No 7 baja Si
BUD fijo floarpían RC 15% muy alta No
ADAM fijo floorplan No 10% alta No
Cleveland fijo floorplan No 12% alta No
PLEST celdas floorplan - 1V/o alta No
LAST celdas floarpian - 50/o muy alta No
San Diego celdas distrib./Vecindades - 9% muy alta No
Array ldim celdas distrib./R. Rent - 10% alta No
Array 2dim celdas distrib./R. Rent - 75% alta No
U. Yale celdas floarpían - 7% alta No
U. Rutgers celdas combinatoria - 40% muy alta No
U. Kaísersla celdas floorplan - 10% muy alta No
U. Berkeley celdas combin. /vecindades - 10% muy alta No
U. Irvine bit-slices floarpían - 10% alta No
Tabla 2.1 Estimaciones que realizan los sistemas SAN y SBN
3 • Todos los sistemas que obtienen estimaciones en dos dimensiones, con un error
inferior o igual al 15% (la tabla están marcados en negrita), son aquellos que
¡ consideran de alguna forma cómo se colocan los módulos en el diseño final. Si para
estos sistemas observamos los algoritmos que estiman el coste de lasE interconexiones, bien realizan un tloorplaning, o bien utilizan algún método que
3
3
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tiene en cuenta la influencia de las interconexiones en la colocación de los módulos,
por medio de un sistema de vecindades multiivel, etc. Sin embargo, todos estos
algoritmos que realizan un estudio tan exhaustivo del diseño final, tienen una
complejidad alta o muy alta, y no pueden utilizarse en un sistema de SAN. Para
todos los demás algoritmos los resultados obtenidos distan mucho de ser óptimos.
Sólo el sistema BUD realiza estimaciones sobre el retardo de las interconexiones.
Para las tecnologías actuales este retardo tiene una influencia notable en el
rendimiento del circuito, y no considerarlo puede dar lugar a circuitos con un
fUncionamiento incorrecto. La estimación de estos retardos se realiza a partir del
conocimiento del valor de las longitudes de las interconexiones. Por eso es necesario
tener un método que calcule estos valores con suficiente precisión. Por otra parte, el
modelo RC, que utiliza BUD, no siempre es adecuado para calcular los retardos de
las interconexiones.
Todos los sistemas revisados que realizan algún tipo de estimación, tratan de calcular
el área total del circuito, cuando se conocen todos sus elementos, pero no permiten
estimar el área de una sola interconexión, o de un módulo, cuando aún no se tiene
una información completa del diseño. Esta información es necesaria dentro de un J
algoritmo de SAN que necesite tomar decisiones durante la generación de un diseño.
Podemos deducir que no existen sistemas de SAN que realicen estimaciones del área y retardo
de los circuitos con la suficiente fidelidad para guiar correctamente el proceso, y es necesario
encontrar métodos para obtener resultados realistas.
Por otra parte, todos los métodos de estimación precisos tienen en cuenta la tecnología de
diseño y la metodología de los algoritmos de colocación e interconexionado. Parece por lo
tanto indispensable considerar estos factores para realizar estimaciones acertadas. Sin
embargo, los métodos de este tipo que aparecen en la literatura utilizan algoritmos muy
complejos, y no pueden utilizarse en SAN.
Basándonos en estas características, en este proyecto de investigación se va a tratar de
encontrar un método de estimación que, además de tener una complejidad baja, para poder
1
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¡ utilizarlo sucesivas veces en un proceso de SAN, tenga en cuenta todos los factores necesarios
¡ para que sea preciso y, sobre todo, fiel.
Pero, antes de pasar a buscar este metodo, vamos a enmarcar este trabajo de investigación












































¡ El Sistema FIDIAS
E
3.1. Estructura del Sistema FIDIAS
E
Este trabajo de investigación está enmarcado dentro de una línea de trabajo sobre Síntesis de
¡ Alto Nivel de sistemas digitales, cuyo resultado práctico más notable es óna herramienta
¡ denominada FIDIAS (Flexible Intelligent Designer for Integrated Architecture Synthesis)
[SMTH9S], y que se lleva a cabo en el seno del grupo de Arquitectura de Computadores del
3 Departamento de Informática y Automática de la Universidad Complutense de Madrid.
¡ Como ya se mencionó en el capítulo 1, el objetivo principal de la SAN es, dado el
comportamiento de un sistema digital descrito a nivel algorítmico, y un conjunto de
¡ restricciones y objetivos, generar una estructura a nivel de transferencia de registros (RTL)
que implemente dicho comportamiento y cumpla las restricciones y objetivos.
También se explicó que la SAN consta de una serie de tareas interrelacionadas, como son la
E planificación de las operaciones en pasos de control y la asignación de elementos hardware
¡ para realizar dichas operaciones y almacenar los resultados. El sistema FIDIAS está formado
por una serie de módulos que realizan estas tareas de forma coordinada y conjunta. En la
¡ figura 3. 1 se muestra el diagrama de bloques de este sistema, con los distintos módulos y las
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Estos módulos son:
¡ • El Compilador
3 • El Planificador-Preasignador
3 • El Asignador de Hardware
• El Generador del Hardware de Control
• El Experto de Diseño
E
• El Interfaz con Bajo Nivel
1 El sistema dispone además de una sene de fUentes de informacion:
¡ • La biblioteca de módulos
E Las restricciones y objetivos impuestos por el usuario
3 • El Hardware predefinido
E • El modelo de Unidad de Control deseado
¡ Por otra parte, se cuenta con una serie de herramientas gráficas que permiten visualizar el
grafo de flujo de datos con las diferentes planificaciones, la ruta de datos con diferentes
3 asignaciones de hardware, etc.
¡ A continuación vamos a tratar brevemente cada uno de estos módulos.
¡ • El Compilador. Este módulo [SSMTS9] transforma la descripción inicial del
comportamiento del circuito, que viene dada en VHDL, en un grafo de flujo de datos
3 (GFD), que es una estructura más facilmente manejable por los demás módulos del
sistema. También realiza una doble planificación del GFD: las planificaciones ASAP y
¡ ALAP, que fUeron vistas en el capítulo 1. Estas planificaciones se realizan
¡
¡
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suponiendo que todas las operaciones son monociclo, puesto que todavía no se
conoce el tiempo de ciclo, y sirven como entrada a otros módulos del sistema para
realizar un estudio global del GFD.
• El Planificador-Preasignador Este módulo se encarga de asignar a cada nodo del
GFD una etapa de control y un tipo de UF. La asignación de hardware y la
planificación de operaciones están muy interrelacionadas entre sí, y realizarlas de
forma totalmente aislada puede conducir a la obtención de diseños que no cumplan
realmente los objetivos del usuario. Esto se ha tratado en el sistema FILMAS mediante
la creación de este módulo, que al mismo tiempo que realiza la planificación temporal
obtiene la información del GFD necesaria para preasignar las UFs [MoreQS].
• El Asignador de Hardware. Este módulo [SMTH9O][SMiHS9I][SMIHT9I]
[SMTHQ2] [Sept9O]realiza la asignación de operaciones a UFs, de resultados a
registros y de transferencia de operadores a interconexiones. Su objetivo fUndamental
es minimizar el hardware del circuito cumpliendo la planificación temporal del GFD.
La metodología utilizada se basa en una exploración del espacio de diseño mediante J
un algoritmo de tipo ramificar y acotar, con una serie de heurísticas de guía y
acotación que permiten orientar la búsqueda y reducir el número de posibles diseños J
explorados.
• El Generador de Control. Es el módulo [Mend93]encargado de generar la Unidad
de Control para el camino de datos obtenido por el asignador de hardware, de
acuerdo con un tipo de modelo predefinido.
• El Interfaz con Bajo Nivel. Este módulo se encarga de trasladar la salida de FIDIAS
a los formatos VHDL y EDIF, que pueden utilizarse como entrada de una
herramienta CAD para generar el layout final. La conexión de FIDIAS con una
herramienta de CAD se realizará en este trabajo de investigación, con el fin de
J
J
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obtener información para realizar las estimaciones necesarias durante la SAN, como
veremos a lo largo de los próximos capítulos.
• El Experto de Diseño. La tarea de este módulo [SMTH92] [MSTF93] [MSTH92]
U [Mozo92] es coordinar la operación del resto de los módulos, conduciendo el3 proceso de síntesis como lo haría un usuario experto, para cumplir los objetivos
impuestos por el usuario.
3
3.2. El Proceso de Síntesis en FIDIAS
En la figura 3.2 se muestra el proceso global de SAN con el sistema FIDIAS. Como ya se ha
dicho, el módulo Experto controla dicho proceso. La primera tarea llevada a cabo es la
compilación. A continuación se realizan el resto de las subtareas y después de cada una de
ellas el módulo Experto evalúa los resultados y decide si debe realizarse de nuevo alguna de
las subtareas, modificando alguno de los parámetros de entrada, o bien puede continuarse con
la siguiente.
Podemos distinguir dos bucles principales. El primero realiza la tarea de planificación-
preasignación. dando como resultados un GFD planificado. Este grafo es evaluado por el
Experto antes de pasar a la siguiente subtarea.
El segundo lazo realiza la asignación de hardware, tratando de conseguir un diseño . que
cumpla las restricciones del usuario con un área lo más pequeña posible. De nuevo el
¡ resultado, la ruta de datos y el GFD asignado, es evaluado por el módulo Experto, que
puede decidir volver a comenzar el proceso. silos objetivos no se han cumplido, o bien pasar3 el diseño a la herramienta de síntesis de bajo nivel. En el primer caso, seria necesario
3 seleccionar un nuevo tiempo de ciclo y/o incrementar el número de pasos de coñtrol, y realizar
de nuevo la planificación, antes de realizar la asignación de hardware.
u






Figura 3.2 Proceso de Síntesis con FIDIAS J
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¡ Estos dos lazos constituyen el cuerpo principal del sistema FIDIAS. Cuando se encuentra una
3 solución válida, se pasa el diseño a un generador de módulos, que produce como salida un
fichero VHDL o EDIF. lenguajes que sirven de fUente a herramientas CAD, para generar el3 layout final. Si durante este último paso se obtiene un circuito que no cumple los objetivos
dados (debido a que las estimaciones realizadas no han tenido la suficiente precisión), es3 posible volver a realimentar el proceso total, calculando de nuevo los parámetros globales del
sistema. Este último proceso, es decir la posibilidad de conectar con una herramienta CAD y
volver a diseñar el circuito en caso necesario, obteniendo información del diseño fisico para3 modificar los parámetros del sistema adecuadamente, es uno de los temas tratados en este
trabajo, y será desarrollado en capítulos posteriores.
¡
A continuación vamos a tratar brevemente las principales tareas del sistema FIDIAS.E
3 3.3. Subtarea de planificaciún-preasignac¡ún
3 La primera fase dentro de esta tarea es la selección del tiempo de ciclo. Como vimos en el
capítulo 1, éste es uno de los parámetros con más influencia En el tiempo total de ejecución del
1 circuito (o rendimiento), ya que su valor viene dado por el producto de dicho tiempo de ciclo
y del número de etapas de control. Esta selección es realizada por el módulo Experto
[Mozo92J.
E El siguiente paso es llamar al módulo planificador-preasignador, que realiza la asignación de
¡ pasos de control a los operadores del GFD y al mismo tiempo decide qué tipo de UF va a
implementarlos. Una vez realizada la planificación, el Experto de Diseño realfra la evaluación
3 dcl GFD planificado mediante un conjunto de reglas Rl (ver figura 3.2) y decide si el
resultado cumple las especificaciones dadas por el usuario o es necesario realizar de nuevo la
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3.3.1. Selección del tiempo de ciclo
El sistema FIDIAS dispone como información de entrada de una biblioteca de módulos donde
se tiene almacenado el retardo asociado a cada operador. Este retardo se supone que
incorpora el retardo debido a la UF que lo implementa, el retardo de almacenamiento en un
registro y el tiempo de propagación de las señales debido a interconexiones.
En primer lugar se calcula un tiempo de ciclo inicial a partir de estos datos, tomando como
retardo base’ de cada operador del GFD, el retardo de la UF más rápida que puede
implementarlo. Entonces se elige como tiempo de ciclo tciclo el retardo del operador más
lento, de forma que todas las operaciones puedan realizarse en un solo ciclo.
Con tc¡clo se realiza la planificación ASAP y se evalúa el tiempo total de ejecución. Si no se
cumplen los objetivos del usuario, hay que recalcular tciclo. La técnica se basa en la
mínímización de los tiempos muertos de los operadores, es decir, del tiempo que transcurre
desde que termina de realizar la operación hasta que se termina el ciclo de reloj. El algoritmo
utilizado computa los tiempos muertos de los operadores del circuito que se encuentren en el
camino critico, y calcula el valor medio. El nuevo valor de teiclo es el anterior menos dicho
tiempo muerto medio.
Este algoritmo puede repetirse sucesivas veces, hasta que se encuentra el valor adecuado y
como la complejidad es baja, 0(N), donde N es el número de operadores del circuito, no se
penaliza excesivamente el tiempo de ejecución global.
Además presenta dos ventajas fUndamentales:
• Tiene en cuenta una biblioteca de UFs, con varias UFs para implementar cada
operación.
• El tiempo de ciclo se computa teniendo en cuenta los operadores del camino crítico,
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¡ Sin embargo presenta una serie de problemas:
3 • Supone que se dispone de información sobre los retardos, pero realmente esta
información no es conocida. El retardo de una interconexión depende de su longitud,3 y ésta es un dato que no se puede calcular hasta que no se ha generado el layout del
3 circuito. Además, no es posible tratar a los módulos como componentes con un
retardo constante [JRDK94],sino que hay que tener en cuenta los retardos debidos a3 las interconexiones internas. Por lo tanto, sería necesario realizar una estimación de
los retardos de las interconexiones (tanto internas como externas), considerando el
¡ circuito en particular, la tecnología de diseño y la biblioteca de módulos.
3 • Aunque utiliza una biblioteca de módulos, sólo tiene en cuenta para cada operador, la
UF más rápida que pueda implementarlo. Dependiendo de los objetivos y/oU restricciones del usuario, esta opción puede ser real o totalmente equivocada, con lo3 cual los resultados obtenidos pueden no ser los óptimos, y, en el peor de los casos,
conducir a un valor del tiempo de ciclo para el cual todas las UFs sean multiciclo. Es
¡ necesario tener en cuenta tanto los objetivos del usuario, como la biblioteca de
módulos a la hora de realizar esta selección.
¡
• El camino critico varia dependiendo del tiempo de ciclo. Por tanto, no puedeU utilizarse sólo el camino critico para un cierto valor de tciclo, para calcular otro
tciclo, sino que es necesario realizar un estudio global del GFD para obtener los
posibles caminos críticos.
U Estas, y otras desventajas que veremos posteriormente, revelan la necesidad de realizar una
¡ mejora de este algoritmo, incluyendo estimaciones sobre los retardos de interconexiones y, en
general, sobre las caractensticas fisicas del circuito. Por eso, uno de los objetivos de este
E trabajo de investigación es obtener un algoritmo mejorado de selección del tiempo de ciclo,que tenga en cuenta las características fisicas del circuito y elabore un estudio global del GFD,U de la biblioteca de módulos y de los objetivos del usuano.
u
3
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3.3.2. Planificación-Preasignación
El sistema FIDIAS realiza la asignación de operaciones a pasos de control simultáneamente a
la asignación de tipos de I.JFs, mediante una técnica de exploración exhaustiva del espacio de
diseño [More9S]. Dado que este algoritmo de Planificación-Preasignación conjunta es una de
las aportaciones más novedosas dentro de este sistema, a continuación vamos a desarrollarlo
un poco más en profUndidad. 2
El algoritmo utiliza una serie de técnicas de acotación y guía basadas en información
probabilistica obtenida de un análisis del GFD. de la biblioteca de módulos y de los objetivos J
del usuario. Los resultados del análisis se cuantifican en unos factores, llamados
probabilidades, asociados a cada alternativa de planificación y asignación de cada nodo del J
GFD (ver figura 3.3).
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Figura 3.3 Probabilidades: resultado del análisis global del GFD y la biblioteca
A cada nodo N del GFD, para cada etapa de control EC y para cada UF de la biblioteca de
módulos, se calcula ProbN(EC,UF), como la probabilidad de que el nodo N sea
simultáneamente planificado en la etapa de control EC y asignado a dicha UF. Estas
probabilidades pretenden caracterizar la calidad de las asignaciones correspondientes.
E














E Figura 3.4. Diagrama de flujo del algoritmo de planificación-preasignación
U El algoritmo de exploración del espacio de soluciones es de tipo ramificar y acotar, guiado por
¡ una serie de técnicas que acotan el número de soluciones exploradas, y guían la búsqueda.
permitiendo obtener soluciones de buena calidad en tiempos de búsqueda moderados. En la3 figura 3.4 se muestra el diagrama de flujo de dicho algoritmo.
E
3
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Las técnicas de acotación consisten en explorar sólo aquellas alternativas de cada nodo cuya
probabilidad supera un cierto umbral, que depende de un factor de tolerancia dado por el
usuano.
Las técnicas de guía indican el orden en que se seleccionan los nodos, y el orden en el que se
seleccionan las distintas alternativas para cada nodo. El orden de selección de los nodos viene
dado por una fUnción de prioridad, que optimiza la reusabilidad del hardware y minimiza la
reducción de alternativas para el resto de los nodos del GFD. Para cada nodo, las alternativas
se seleccionan en orden decreciente de probabilidades.
3.3.3. Evaluación del GFD planificado
Una vez realizada la planificación-preasignación, por cualquiera de los dos métodos vistos
anteriormente, el módulo Experto realiza una evaluación del GFD planificado con el objetivo
de comprobar el cumplimiento de las restricciones del usuario.
El chequeo del área se realiza mediante una estimación del área mínima, a partir del GFD
planificado y la biblioteca de módulos. Para realizar esta estimación, se calcula un número
mínimo de registros, UFs e interconexiones necesarias para implementar el diseño,
El número minimo de registros se calcula mediante un algoritmo modificado de REAL
(algoritmo del borde izquierdo [KuPaS7]y Apéndice B), que incorpora el tratamiento de
condicionales y lazos.
Aunque el área de UFs se puede calcular fácilmente si se ha realizado la preasignación de
éstas, el Experto dispone además de un algoritmo para el caso de que no se hubiera realizado
esta preasignación (por ejemplo si se utiliza otro planificador). Este algoritmo se basa en el 2
máximo paralelismo de cada uno de los operadores del GFD planificado y la UF más barata
capaz de implementar cada uno de ellos. 2




E Capítulo 3. El Sistema FIDIAS 85
U • El número mínimo de éstas, basado en el máximo número de entradas/salidas de UFs
¡ en un paso de control;
• El área de una interconexión, basándose en consideraciones geométricas que
E estudiaremos posteriormente.
E Si el área total mínima estimada es superior a la restricción máxima impuesta por el usuario, el
Experto realimenta el lazo de planificación-preasignación, recalculando de nuevo los
parámetros necesarios. Una posible modificación es incrementar el número de pasos de3 control, si no se violan las restricciones de tiempo, para reducir el paralelismo y por tanto el
área. Otra posibilidad es preasignar UFs más baratas, antes de realizar la siguiente iteración.
u
3 3.4. Subtarea de Asignación de Hardware
¡ Como hemos dicho anteriormente, esta tarea tiene como fUnción asignar UFs, registros e
interconexiones a todos los operadores del GFD planificado. El módulo Asignador tiene en
3 cuenta la información sobre UFs preasignadas que obtiene del GFD planificado, pero puede3 realizar también la asignación de UFs si éstas no han sido preasignadas.
El algoritmo de asignación debe recorrer el EDA (Espacio de Diseño de Asignación) útil, con
el fin de encontrar una solución que minimice cierta función de coste.
E El tiempo de búsqueda de soluciones se puede disminuir guiando dicha búsqueda mediante
¡ heurísticas que modifican el orden en el cual se toman las diferentes opciones. Son las
llamadas heurísticas de guía. Además, el tiempo de búsqueda global se reduce mediante las3 heurísticas de acotación, que limitan el EDA útil.
3 El algoritmo utilizado en FIDIAS [SMTHQ2]para recorrer el EDA útil es de tipo ramificar y
















Figura 3.5. Modo de operación del asignador de hardware 2
Para cada tipo de elemento que se asigna, examina todas las alternativas posibles, primero
tratando de reusar hardware y luego añadiendo nuevos módulos. El orden de selección de las
alternativas se decide mediante las heurísticas de guía. Para cada alternativa se calcula el
incremento en la función de coste que se produce, y mediante las heurísticas de acotación se 2
decide si se puede elegir o no. Durante la asignación, también se incluyen medidas de
testabilidad del circuito [0TM593] y [OTMM94]. A continuación vamos a presentar
brevemente la reducción del EDA, las heurísticas de guía y acotación, la función de coste
utilizada y las medidas de testabilidad mencionadas.
E
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¡ 3.4.1. Técnicas de reducción del EDA
3 Estas técnicas permiten disminuir el EDA, para obtener lo que hemos llamado EDA útil, con
¡ lo que se reduce también el tiempo de búsqueda del diseño óptimo. Se basan principalmene en
la preasignación de módulos. Como la creación de un nuevo módulo sólo se realiza cuando
3 se han tratado ya todas las posibilidades de reuso de hardware, los primeros módulos que se
crean en un diseño suelen reutilizarse más que los módulos que se crean en las últimas fases.
¡ Esto produce una concentración de interconexiones alrededor de ciertos módulos y un
crecimiento del número y tamaño de los multiplexores. Para evitar este hecho, se realiza una3 preasignación de módulos, que permite equilibrar las interconexiones, y optimizar la
¡ reutilización del hardware.
¡ Para los registros se preasigna el número mínimo estimado en la fase de validación del GFD
planificado, explicada anteriormente. La preasignación de buses se realiza mediante un análisis
3 del máximo paralelismo del GFD planificado en un paso de control.
¡ 3.4.2. Función de coste
3 La función de coste [SMHT9I] debe garantizar que los diseños que la minimizan son los que
tienen menor área; por lo tanto esta función debe ser una estimación lo más precisa posible
¡ del área final del diseño. Esta estimación debe ser fiel, es decir, que garantice que si un diseño
se supone que es mejor que otro, realmente lo sea.E
Por otra parte, para cada alternativa posible se calcula el incremento en la fUnción de coste
¡ que produce, y mediante las heurísticas de acotación se decide si se elige o no. Este
incremento en la fUnción de coste debe ser el incremento en area de la alternativa elegida.
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3.4.2.1. Estimación de área 2
La estimación del área en el sistema FIDIAS no se realiza para un diseño completo, sino sólo
para una decisión, cada vez que se debe optar por una de las posibles alternativas. La suma de
todos los incrementos de área de las sucesivas decisiones que se toman para un diseño, es el
área total de éste. A continuación vamos a ver las distintas estimaciones de área según las
posibles alternativas.
Por un lado, si la decisión es de creación o adición de nuevo hardware al diseño, el coste
parcial del mismo se verá incrementado en el coste de dicho elemento o módulo hardware
Esto es lo que sucede, por ejemplo, para registros o UFs. Para todos los módulos el coste que
se considera es equivalente al área de silicio que ocupa el módulo, que se supone almacenado
en la biblioteca.
Por otro lado, tanto si la decisión ha sido de creación de un nuevo elemento hardware como
de reuso de un elemento ya asignado, es necesario estimar cómo influye esta decisión en el
interconexionado. Si no se crea una interconexión nueva, debido a que los elementos fUente y
destino estaban ya conectados, esta influencia es nula. Si la interconexión no existe
previamente, es necesario crearla, y evaluar el incremento del coste parcial que va a suponer
dicha creación. En este caso, se debe calcular el incremento del coste que puede suponer la
adición de nuevos multiplexores, el aumento del número de entradas de los ya existentes y el
trazado de las nuevas conexiones. El coste de los primeros es también el coste en área de
silicio que ocupan, dependiendo dicha área del número de entradas del multiplexor, y se
supone almacenado en la biblioteca. Sin embargo el coste de la interconexión debe ser
estimado.
Para saber si una interconexión dada va a ser más cara o barata que otras interconexiones (es
decir, más larga o más corta), es necesario conocer la disposición fisica de los módulos que
intervienen en cada una de ellas. Dado que a este nivel es imposible conocer esta disposición,
lo que se ha realizado en el sistema FIDIAS [SMiI-1T91] es una estimación de la longitud
J
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media de las interconexiones, basándose en métodos geométricos y estadísticos, como los
presentados en [PrLoSS].
Se ha considerado el diseño como un cuadrado compuesto de N*N módulos, cada uno de
ellos con un área promedio A~. El área total del diseño Atotal vendrá dada entonces por:
AroíaJ = Ap * N * N
¡ La distancia media Dm entre dos módulos cualesquiera, es proporcional al lado del cuadrado
Lc (Lc”~~b, con un factor de proporcionalidad igual a 2/3 [PrLo8S]. Este éálculo se haU realizado suponiendo que la distancia entre dos elementos está compuesta por un tramo
3 horizontal y otro vertical. Por tanto tenemos:
DmÁ43S~k1VXkN3 3 3
3 La longitud de una interconexión promedio Línt se toma igual a esta distancia promedio Dm
entre módulos.
3
Por otra parte, el tiempo de ciclo debe ser suficiente largo—para garantizar que se puede
3 realizar la transmisión a lo largo de la interconexión. El retardo de una interconexión se
considera fUndamentalmente debido a la resistencia total de la interconexión R y a las3 capacidades de entrada a los módulos que conecta C, utilizando un modelo simple RC La3 resistencia es directamente proporcional a la longitud e inversamente a la anchura de la
interconexión. Dado un cierto C, para poder garantizar un valor constante del retardo
¡ independiente de la longitud de las interconexiones, la resistencia entre los extremos de las
mismas debe mantenerse igual o por debajo de un valor máximo, que vendrá determinado porU el tiempo de ciclo y por las capacidades parásitas. Por esta razón, la anchura mínima de la
¡ interconexión Wint deberá ser proporcional a su longitud total Lint:
W¡nt KaLínt
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En donde Ka, que determina la relación entre la anchura y la longitud de la interconexión, 2
depende de la tecnología y de la capacidad C. Finalmente, el incremento del coste parcial del
diseño debido al coste de la interconexión Aint, será el de la superficie ocupada por la misma,
es decir, el producto de la longitud por la anchura.
A mt = Ka [3~q’Á~ * N] = A, *
donde K es una constante que incluye el factor 2/3 y la constante Ka.
Se puede observar que el tamaño de la interconexión es proporcional al número de módulos 2
del diseño, y al valor promedio del área de éstos. Por tanto, el valor medio de una 2
interconexión debe recalcularse cada vez que el módulo asignador obtenga un nuevo diseño,
con los datos actualizados sobre el número y tamaño de los módulos. En [Sept9l] puede
encontrarse un desarrollo más preciso sobre este método de estimación,
2
Si bien este método de estimación de área ha tratado de tener en cuenta consideraciones
fisicas del circuito, como son el tamaño del circuito final, características tecnológicas etc, se 2
han realizado una serie de suposiciones imprecisas. En primer lugar se considera fija el área de
los módulos almacenada en la biblioteca. Esto ya hemos dicho que no es posible, puesto que
los módulos no pueden suponerse componentes con un área constante [JRDK94]. Es
necesario estimar también el área de los módulos, teniendo en cuenta sus interconexiones
internas. Por otra parte, se ha supuesto que las interconexiones se realizan en una única capa, J
y normalmente se utilizan dos, una para las horizontales y otra para las verticales (ver
Apéndice A). Veremos que no es necesario tener en cuenta los tramos verticales para estimar 2
el incremento en área del circuito. También se ha supuesto que el ancho de una interconexión 2
es variable, y, salvo algunas excepciones como la tierra, alimentación y algunas otras
determinadas por el diseñador, el resto tienen una anchura fija. Por último no se ha tenido en 2
cuenta el estilo de diseño utilizado, que como se muestra en el Apéndice A influye




3 Capítulo 3. Cl Sistema FIDIAS 91
3 En general, asumiendo estas suposiciones, y utilizando celdas estándar, arrays de puertas o
macroceldas para generar los diseños, los resultados de las áreas estimadas de los circuitos son
mucho mayores que las reales, y ademas no son fieles, puesto que sobrestiman el área de3 interconexionado frente a la del resto de los módulos. Todas estas consideraciones y los
resultados obtenidos, nos llevan a la conclusión de que es necesario realizar un estudio más3 profUndo sobre las características fisicas del circuito para poder realizar estimaciones de área.
En el próximo capítulo veremos qué otros factores hay que tener en cuenta para obtener
¡
resultados más fieles y precisos.
3 3.4,3. Heurísticas de Acotación
3 Ademas de estimar el incremento en área del circuito, cada vez que se estudia una nueva
3 alternativa es necesario decidir si se selecciona o no. Las heurísticas de Acotación [5M1H92J,
nos permiten reducir el tamaño del EDA, eliminando aquellas alternativas que no van a
3 conducir a un diseño óptimo. Existen tres técnicas principales de acotación:
3 • Acotación global. Cada vez que se toma una alternativa, se chequea el coste del
diseño parcial obtenido hasta el momento con el valor del coste total de la última3 solución encontrada, que coincide con el área del mejor diseño obtenido hasta el
momento. Como valor inicial, antes de encontrar la primera solución, se toma el valorU máximo de área dado por el usuario. Esta heurística es muy poco restrictiva, por lo
¡ tanto recorre una gran parte del EDA útil. Esto permite encontrar siempre el diseño
óptimo, peto utilizando mucho tiempo de búsqueda.
u • Acotación distribuida. Para cada etapa de control, se tiene un valor de acotación3 igual al coste parcial obtenido para dicha etapa para el mejor diseño encontrado hasta
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• Acotación distribuida con margen. Esta heurística utiliza también el coste parcial
de cada etapa de control, pero, con el objetivo de escapar de mínimos locales, le
anade un cierto margen a cada etapa. Este margen se calcula para cada etapa de
control, y su valor depende del incremento del coste entre la etapa anterior y la
actual, y de un parámetro de proporcionalidad dado por el usuario. De esta forma, el
usuario decide la capacidad de escape de los mínimos locales, según quiera
incrementar o no el tiempo de búsqueda de soluciones. Esta heurística es la que
mejores resultados consigue para tiempos moderados de búsqueda.
3.4.4. Heurísticas de guía
Permiten decidir el orden de selección de alternativas, con el fin de dirigir la búsqueda hacia la
solución óptima. Es lo que se denomina la reordenación del espacio de diseño, Existen dos
heurísticas:
• Reordenamiento de registros y buses. Se ordenan las alternativas de reuso según el
orden en el que producen menos incremento de coste. Así no se reusan siempre los
mismos módulos (los que se crearon al principio—del diseño) y se equilibran las
interconexiones. J
• Reordenamiento de UFs. Se ordenan las alternativas según un estudio del GFD
planificado y de la biblioteca de UFs, midiendo la compatibilidad de operadores y el
posible reuso de UFs.
3.4.5. Medidas de testabilídad durante la asignación de hardware J
Una de las más recientes líneas de investigación que se está desarrollando e integrando en el
sistema FIDIAS es la introducción de medidas de testabilidad de circuitos durante la fase de
asignación de hardware (0TM593] y [OTMM94].
3
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U Debido a la creciente complejidad de los circuitos VLSI, se hace necesario mejorar la
3 testabilidad de los mismos para poder garantizar su calidad. La introducción de testabilidad en
circuitos resulta ser más efectiva y barata si se realiza durante la fase de diseño y no tras ella.
¡ De ahí la importancia de su relación con la síntesis de alto nivel.
3 La técnica utilizada para el desarrollo de círculos ¡estables ha sido la metodología de diseño
BIST (“Built-In Self-Test”). Los circuitos BIST son capaces de generar su propio test y
analizar la salida del mismo, características muy convementes para circuitos sintetizados
automáticamente. A cambio de facilitar el test, las técnicas de testabilidad introducen en elE circuito retardos adicionales y aumentan su área, y como consecuencia es necesario alcanzar
3 un compromiso entre la testabilidad y otras ligaduras del diseño.
La técnicas de testabilidad en FIDIAS se integran en la tarea de la asignación de hardware.
Esta integración se realiza introduciendo estimaciones de testabilidad junto con las
3 estimaciones de área de los circuitos. A partir de estas estimaciones, se definen nuevas
funciones de acotación de área y de testabilidad que deciden qué ramas del árbol de diseño no
3 conducen a diseños aceptables para las ligaduras.
3 3.4.6. Evaluación del diseño
Una vez que el Asignador de Hardware ha concluido su tarea, el Experto evalúa el diseño
resultante. Como ya se conoce el número y tipo de módulos del circuito, la estimación de área
E es similar a la realizada durante la asignación de hardware. El valor del área de una3 interconexión se recalcula, utilizando los datos del circuito obtenido. El valor del resto de los
módulos se toma de la biblioteca de módulos. La estimación de tiempo se realiza de forma
¡ análoga a cómo se hizo después de la planificación. Si se han cumplido los objetivos, el
diseño, junto con la UC que genera el generador de Control, se pasa a un lenguajeU VHIDL¡EDIF, que puede servir de entrada a una herramienta CAD para generar el layout. Si
E no es así, debe realimentarse el proceso al comienzo del algoritmo, calculando de nuevo los
¡
¡
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parámetros de entrada a los módulos. Por ejemplo, se puede incrementar el número de pasos
de control, si es posible, para reducir el paraielismo [Mozo92].
3.5. Generación del control 22
La Unidad de Control [Mend93]puede realizarse de dos formas diferentes: microprogramada
o cableada (FSM). La unidad de control microprogramada responde a un modelo segmentado 2
de dos etapas (ejecuta micreoperación actual y calcula microinstrucción siguiente en paralelo),
con un formato de microinstrucción horizontal. La unidad de control cableada corresponde a
una máquina de estados finita de tipo Mealy.
3.6. Conclusiones 2
A lo largo de esta exposición hemos visto de nuevo la importancia de las estimaciones durante
el proceso de SAN. Se ha presentado un sistema que trata de tener en cuenta el retardo de las J
interconexiones para calcular el tiempo de ciclo, y, por tanto, su influencia en el tiempo tota!
de ejecución del algoritmo. También trata de estimar el área del interconexionado durante la
asignación de hardware y al final de ésta. Aunque este sistema de SAN se caracteriza por la
atención que se ha prestado a las estimaciones de las características fisicas, la metodología
utilizada tiene varias desventajas:
Se supone que en la biblioteca de módulos existe información sobre el área y retardo
de los módulos. Esto sólo es posible silos módulos son Macro-celdas con una forma
y tamaño definidos (ver Apéndice A) o sólo están formados por una celda estándar. J
Pero si cada módulo está formado por varias celdas conectadas entre sí, la longitud
de las interconexiones internas del módulo no se puede conocer hasta que no se ha
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3 retardo de las iñterconexiones externas (entre módulos) no es un dato conocido a
prion.
• Las suposiciones que se realizan para estimar el área de una interconexión tampocoU son totalmente correctas. No se han tenido en cuenta la forma de colocar los módulos
3 de los algoritmos de colocación de módulos, ni tampoco el número de capas que se
utilizan para realizar las interconexiones. En resumen, no se ha considerado la3 metodología de trabajo de las herramientas de diseño de circuitos ni la tecnología
utilizada.u
De este modo, la conexión de la salida del sistema de SAN con herramientas CAD surge como3 necesidad natural, no sólo para terminar el proceso de diseño y llegar a la generación del
layout, sino también para obtener información sobre la metodología de trabajo de estas3 herramientas y sobre la tecnología utilizada, y mantener un flujo de intercambio de
3 información en ambos sentidos. A partir de esta información es posible mejorar las
estimaciones realizadas durante la SAN. Además, como ventaja final, puede realizarse la3 evaluación del diseño real, de forma que, si no se cumplen los objetivos deseados, se puede
volver al inicio del proceso. pero ahora disponiendo de mucha más información sobre las3 características fisicas del circuito. Esto nos permitirá mejorar la fidelidad de estimaciones de3 las características fisicas. De esta forma, se puede guiar mejor el siguiente proceso y aumentar
la precisión de los resultados obtenidos en las siguientes rases del diseño.
U En el próximo capítulo se presentará la conexión del sistema FIDIAS con una herramienta3 CAD. Esta herramienta utiliza celdas estándar para realizar los diseños, y todos los estudios
sobre área y retardos de este trabajo se referirán a este estilo de diseño.
A partir de dicha conexión se vera la forma de mejorar las estimaciones de área del circuito, de
forma que sin ser más complejas sean mucho más fiables y precisas. Estas estimaciones de área
se pueden utilizar en cualquiera de los tipos de algoritmos de asignación de hardwareU presentados en el capítulo 1, es decir, en los iterativos, en los constructivos y en los
u
¡
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constructivo-iterativos. Como ejemplo de integración en un sistema, se verá cómo estas 2
estimaciones se han incluido en el sistema FIDIAS, cuyo algoritmo de asignación podemos
decir es de tipo constructivo-iterativo, ya que necesita realizar estimaciones tanto durante la
creación de un diseño, como al final del mismo.
En los capítulos 5 y 6, y basándose en los resultados obtenidos en el capítulo 4, se realizarán
las estimaciones del retardo de las interconexiones. A partir de estos retardos, se presenta un
algoritmo mejorado de selección del tiempo de ciclo, que tiene en cuenta todos los factores
que influyen en el correcto fUncionamiento del circuito.
Resumiendo, a lo largo de los próximos capítulos, se presentarán todas las consideraciones
que son necesarias sobre la influencia de las caracteristicas fisicas en los diseños, primero
sobre el área y luego sobre el tiempo, asegurando así el correcto fUncionamiento de los
















Estimaciones de Area en SAN
u 4.1. IntroducciónE
A lo largo de los capítulos anteriores se ha visto que en un proceso de SAN se deben tomar3 una serie de decisiones teniendo en cuenta las características fisicas del circuito. En particular,
durante la asignación de hardware, es necesario estimar el área de los módulos y de lasE interconexiones del circuito. En el sistema FIDIAS, que realiza una exploración del EDA
¡ (Espacio de Diseño de Asignación) mediante un algoritmo de tipo constructivo-iterativo, estas
estimaciones se tienen que hacer en dos momentos diferentes:
u • Durante la generación de un diseño, cuando el número y tipo de modulos no se
¡ conocen totalmente, para poder elegir entre diferentes opciones la que conducirá al
diseño con área mínima. El problema para realizar esta estimación es que la
E información que se tiene sobre el diseño final no es completa.
3 • Cuando se ha terminado de generar un diseño, para calcular el área global y decidir
entre varios diseños cuál es el que cumple mejor las restricciones y objetivos del
¡ usuanO.
3 Algunos autores suponen que el área de los módulos puede saberse fácilmente si se dispone de
una biblioteca de módulos, como en [PangSS],[DeNe89]y en [JaPP92].Esto sólo será cierto
si se utilizan macroceldas con una estructura definida (Apéndice A) para implementar cada
¡ uno de los módulos. Pero como ya hemos visto, la mayoría de las herramientas de SAN que
realizan alguna estimación de las características fisicas, suponen el diseño generado con celdas
¡
¡
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estándar. En este caso, el área de las celdas que forman los módulos es constante, pero,
debido al interconexionado externo del módulo, cuando se colocan las celdas en el circuito
aparecen dos factores que hay que tener en cuenta:
• Las posiciones relativas de las celdas cambian; 2
• El ancho de los canales necesario para realizar el interconexionado aumenta, como se 2
explica en el Apéndice B.
Estos dos factores provocan que la longitud de las interconexiones internas del módulo, y por
tanto el área final de éste, sea diferente cuando se coloca el módulo en un circuito que cuando
se tiene aislado.
Por lo tanto necesitamos elaborar una estimación del área de las interconexiones tanto internas
como externas del módulo. Y esta estimación debe realizarse en dos situaciones:
• La estimación del incremento en área que supone la creación de cada una de las 2
interconexiones sin conocer todavía el número final de módulos y de interconexiones, 2
basándonos en qué tipo de módulos va a interconectar, en el conocimiento de la
forma de trabajo de los algoritmos de colocación e interconexionado de módulos y en 2
la tecnología de diseño.
2
• La estimación del área final del circuito sin necesidad de generar el layout ni de
realizar cálculos complicados. Esto será posible utilizando la estimación del área de
una interconexión para afinar la estimación del área que van a ocupar los módulos en
el diseño final.
En el capítulo 1 vimos las características que debían tener estas estimaciones. En primer lugar 2
los algoritmos de estimación deben tener una complejidad baja, puesto que es necesario 2
utilizarlos muchas veces durante el proceso de diseño. En segundo lugar deben ser fieles, para
permitir dirigir el proceso de diseño a la obtención del circuito con área mínima. Y por último
deben ser los suficientemente precisas para distinguir si un circuito cumple o no las
2
E
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3 restricciones del usuario.
¡ A lo largo del capitulo 2 se presentaron distintas técnicas de estimación de área de CIs. Las
técnicas más precisas se realizaban a nivel de celdas estándar (o arrays de puertas), y su
E complejidad era demasiado elevada para poderlas integrar dentro de un proceso de SAN. Sin
¡ embargo, vimos que su precisión viene dada por el hecho de que tienen en cuenta la tecnología
de diseño y la forma de trabajo de los algoritmos de diseño de Cís. Por esta razon vamos a
comenzar nuestro proceso de búsqueda de métodos de estimación con un análisis de estos dos
últimos factores. Puesto que estos algoritmos son dependientes del estilo de diseño y de la
E herramienta de composición de circuitos integrados, nos centraremos en un estilo de diseño,3 las celdas estándar, y en una herramienta en particular, CADENCE, que conectaremos a
nuestro sistema de SAN.
¡
3 4.2. Conexión con una herramienta de SBN
3 La conexión de la herramienta de SAN con una herramienta de composición de circuitos
integrados, aparte de permitir la conclusión del proceso de’ diseño con la generación del
3 layout, se hace imprescindible en el marco de este trabajo para poder estudiar cómo trabajan
las herramientas de diseño y poder evaluar la calidad de nuestras predicciones. La realización
¡ de los experimentos sólo es viable mediante la creación de un sistema para automatizar en3 gran medida la interacción con la herramienta de diseño, puesto que la interacción manual, a
base de teclado y ratón, consume una gran cantidad de tiempo.
¡ La herramienta de diseño elegida fue CADENCE, ampliamente utilizada para el diseño de Cís,
¡ que emplea celdas estándar y macroceldas para generar el layout de los circuitos. El proceso



















Figura. 4.1 Proceso de diseño global 2
2
Aunque en el Apéndice C se realiza un estudio exhaustivo de esta conexión, aquí resaltaremos
las características principales (figura 4.2). 2
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U SAN se encuentran diseñados previamente en una o varias bibliotecas propias de la
herramienta de SBN (en la figura 4.2 son las que se nombran biblioteca IN). Podemos
E encontrar, entre otros, sumadores, multiplicadores, divisores, registros y multiplexores. ComoU hemos dicho, vamos a utilizar celdas estándar, por eso estos módulos están diseñados
jerárquicamente a partir de otros más sencillos, que también se encuentran en la biblioteca,
U hasta llegar al nivel de celdas estándar. Ésta últimas se encuentran en una biblioteca propia de








U Figura 4.2 Conexión de una herramienta de SAN con CADENCE
U
La salida RTL del sistema de SAN se traduce a un diseño en EDIF (Electrical Design
Interchange Format), donde se indica las bibliotecas que tienen módulos presentes en el diseñoU y los interfaces de estos módulos, seguido de una lista con el conjunto de instancias de
módulos y sus interconexiones. Este formato sirve de entrada a CADENCE para generar el
diseño en una configuración propia, que en principio es jerárquico. Es importante que todos
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los tipos de módulos que aparecen instanciados, se encuentren diseñados hasta el nivel de
celdas en una de las bibliotecas dadas en el fichero EDIIF. En el Apéndice B se presenta el
aspecto general de una descripción en este formato.
Las herramientas CAD para celdas estándar disponen de algoritmos que realizan cada una de
las fases de SBN (Apéndices A y B). Sin embargo, el proceso de diseño total necesita cierta
intervención manual, para dar la entrada de ciertos comandos que, ordenadamente, van
ejecutando cada una de las fases de diseño. Para automatizar todo el proceso de colocación e
interconexionado de módulos se elabora un fichero con todos los comandos necesarios en un
lenguaje interno de CADENCE, denominado SKILL [SKILL 93]. De esta forma, a partir de la
lista de componentes e interconexiones y recibiendo como entrada el fichero de comandos,
CADENCE produce la colocación e interconexionado de módulos sin necesidad de ninguna
intervención manual. El proceso de diseño total está así automatizado.
Los algoritmos de estimación deben tener en cuenta tanto las características de la tecnología
utilizada, como las técnicas de colocación e interconexionado de módulos, para poder hacer
estimaciones fiables. La validación de tales estimaciones sólo seria posible gracias a la
automatización del proceso de generación de layout. Además, una vez que todo el proceso es
automático, es posible generar un gran número de diseño en tiempos razonables, y a partir de
ellos sacar conclusiones. A lo largo de este capítulo veremos estos resultados.
4.3. Características tecnológicas de un diseño con celdas estándar
Un diseño generado con celdas estándar está formado por una serie de filas de celdas, todas
ellas de la misma longitud (Lfl¡a) y altura, y una serie de canales entre las filas, para las
interconexiones (para más información ver Apéndice A). Todas las celdas estándar tienen la
misma altura, que es igual que la de la fila.
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que es la que discurre por los canales, se utiliza para las interconexiones horizontales
(paralelas a las filas). La mayoria de las conexiones verticales se generan en la capa supenor.U De esta forma no se producen cruces de dos interconexiones en un mismo punto.
E





Figura 4.3 Diseño con celdas estáhdaru
Cada canal tiene un número variable de pistas, paralelos a las filas de celdas estándar, y en
cada una de las pistas pueden ir una o varias interconexiones, siempre que no se solapen. En la
figura 4.3 tenemos un esquema de un diseño con celdas estándar.
Aunque casi todas las pistas tienen el mismo ancho, que viene dado por la tecnología, existen
pistas especiales para las interconexiones que conectan un elevado número de celdas, como
U por ejemplo las de tierra y alimentación. Para asegurar el correcto fiancionamiento eléctrico del
circuito necesitan ser más o menos anchas, dependiendo del número de celdas que conectan, y
normalmente su anchura viene tabulada según rangos. Los algoritmos de colocación e
interconexionado deben consultar dicha tabla para reservarles el espacio suficiente. El resto de
las interconexiones, si el diseñador no especifica lo contrario, tienen la misma anchura.
u
¡
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Vamos a considerar que la anchura de una interconexión estándar viene dada por la suma de la
anchura de metal más la anchura mínima necesaria entre dos pista, que también viene dada por
la tecnología. Ambos datos son conocidos y están almacenados en la biblioteca de módulos.
A partir de estos datos es posible realizar una primera estimación de las longitudes de las
interconexiones, que será un promedio de entre todos los posibles valores.
4.4. Modelo simple: Estimación de la longitud de una
interconexión media
Un diseño generado por una herramienta de SAN viene dado por un conjunto módulos y sus
interconexiones, Si el diseño se implementa con celdas estándar, en la biblioteca de módulos se
puede almacenar información precisa sobre el número y área de celdas estándar y el número de
interconexiones intermas de cada módulo. A partir de esta información se puede calcular el
número total de celdas e interconexiones del circuito.
El tipo de tecnología más usual en diseño de ASICs utiliza dos capas de metal para realizar las J
interconexiones, una para las interconexiones horizontales (metal)) y otra para las verticales
(metal2). En la capa 1 se encuentran las filas de celdas estándar y una serie de canales entre
ellas por donde se realizan las interconexiones (ver figura. 4.3>. La capa de metaI2 sólo se
utiliza para hacer interconexiones, por lo tanto hay espacio suficiente y no nos preocupamos
de la influencia en el área final. Sólo hay que considerar los tramos horizontales de las
interconexiones.
Este modelo es adecuado, puesto que es el que utilizan la mayada de las herramientas CAD
para celdas estándar y en especial el que se utiliza en CADENCE.
Sea una fila de celdas estándar de longitud Lfi¡0. Cada una de las celdas tiene una longitud
media Lce¡&, y en total hay un número de celdas igual a Neeldas (figura 4.4).
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Leelda j~JU*LcCldL1
1i121 31 4¡ ...IjIj+íI ... ¡h¡ ¡ l4”Nce¡das
LilIa
Figura 4.4 Fila de celdas estándar
Suponiendo equiprobables las conexiones entre cualquier par de celdas, la distancia media de
una interconexión entre dos celdas de una fila (Lmed¡a) se calcula sumando la longitud de






Una interconexión entre la celda de posición j y la celda de posición h (h:j), tendrá una
longitud horizontal dado por:
Linr = (h —1) * Lcelda
Como hay que sumar todas las posibles interconexiones,] puede variar desde 1 hasta Nceldar
1. y, para cada valor de], h puede variar desdej+ 1 hasta Nce1~.
Nceidas— ¡x, xZ:::¡<-h—iP
Lmedia = Ncewar 1x
~¡=1
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Si resolvemos los sumatorios en h utilizando esta fórmula nos queda: 3
,Vceidas— 1 UF Ncetta.s+ 1+ ¡ 1
SLceIda*LL’J (Nceldas—(j ¡¡4]+1)+I)jj—ti *(Nceldas~(j +1)+1=! LL2 —Lmedia N~dr 1
XNce1do~s—(J+I)+I 3
1= ¡
Simplificando y sacando factor común: 3
¡Vceldas— 1 3X Lcelda ____________ _*[{Nceídas+i+1 i]*(Nceldas~ijJ=lLmedia ¡Vced~¡
~ Nceldas— j 3
1=’
Lcetda [Nceldos—j+1 l*/Ncelda~~il 3




3Sacamos las constantes fbera de los sumatorios: 3
Nc.Idas— 1 .VceIdas — 1E (Nceldas2+j2 ~2*Nceídas*j)+ X(Nceldas—j)
¡ * 1=1Lmedia = — Lcelda 1
2 Ncdda, — ¡ 3
3
Volvemos a simplificar:
1 (Nceldas2 +j2~2*Nceldas*j) 3
Lmedia = — Lc +1eldaji¡ celdas—j 3cellar2 N





Capítulo 4. Estimaciones de Área en SAN ¡07
Utilizando las fórmulas para cada sumatorio tenemos:
1 6 -.2Nc.14.A
2 ~ (N~.u.úIÑjLmed,a = — ~ ‘MCII—.,,
Dividimos arriba y abajo por (Nce¡~s ¡)
~2Nceldas* )
1 [A/celda? + (Ncetdas.~~1+¡)*(2(Ncw¡ds~1)+I) Vceldas—I+J
Lmedia = — he/da * 6 2[ Ncc/das- 2
Simplificando tenemos:
¡ f ( Nceldas2 + 2 A/celdas2 — ,Vceídas — A/cdda¿Linedia = — Lcelda * 6
2 Nce¿das[ 2
¡




Lmedia = — Lcelda * * [4 A/celdas— 2+61
2 6
Simplificando de nuevo tenemos:
Lmedia Lcelda* Nceldas+I
3
como Neeldas» 1 para un diseño de tamaño medio o grande, tenemos:
Lmedia = Leelda * Nceldas3
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Normalmente los circuitos son cuadrados o casi cuadrados. Si suponemos el circuito
cuadrado, Lfi¡a es el lado del circuito, y para calcular la longitud de una interconexión
sustituimos Lfi¡a por la raíz del área total (A,0ga) del circuito.
Ln,edia =
3
El área total viene dada por el área de los módulos más el área de las interconexiones. El área
de los módulos está formada por el área de las celdas estándar más el área de las
interconexiones internas de los módulos. Si suponemos que hay en total N interconexiones
(entre interconexiones internas y externas de los módulos), todas de la misma longitud, la
longitud de una interconexión media es:
¡ ______________________________________
Lmedia = — ,IAceldas+ IV * Lmedia * Wmnt
3
donde W¡~ es la anchura de una interconexión, que depende de la tecnología, y su valor es
conocido. En esta fórmula la única incógnita es Lmed¡a. Así obtenemos una ecuación de
segundo grado en Lmed¡a:
9 * Lmedia
2 — N * Lmedia * Wint — Aceldas O
de donde podemos despejar el área de una interconexión media en una fila.
Lmedia = IV tW¡nr + ,/<‘N * Wint + 4 * 9 * A celdas
18
Como hemos supuesto que los tramos verticales de una interconexión se realizan en una capa
diferente, la longitud de una interconexión media entre celdas colocadas en filas diferentes
sobre la capa de metail se reduce a los tramos horizontales, y se puede calcular suponiendo
que las dos celdas se encuentran en la misma fila.
Hemos conseguido estimar el valor medio de una interconexión. Para estimar el área de un
módulo hay que calcular el número de interconexiones internas que tiene, multiplicar por
3
3
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Lmed¡a y añadir el área de celdas estándar, que es un dato conocido y disponible en la
biblioteca de módulos.
Esta estimación tiene una complejidad IV, donde IV es el número de módulos. Por lo tantoU cumple el primero de los requisitos necesarios en una buena estimación: es rápido. Sin
u embargo falta saber si es preciso y fiable.
U 4.5. Modelo refinado: Clasificación de las interconexiones
U Para comprobar la validez de la estimación obtenida por el modelos simple, se realizan una
U serie de diseños con FIDIAS y se generan los layouts con CADENCE. A partir de estos datos
se compara el área estimada con la que propone el estimador de la herramienta de diseño y
U con el área real del diseño.
U Con este objetivo vamos a generar el diseño de uno de los ejemplos más frecuentemente
utilizados en SAN (‘benchmark”), el filtro elíptico de 50 Orden [HILSB91]. UtilizamosU FIDIAS para realizar un proceso de diseño durante el cual se generan un total de 13
U soluciones intermedias, hasta conseguir los objetivos dados por el usuario. Para cada uno de
estos diseños se estima su área, utilizando como longitud de una interconexión la longitud
U media. Igualmente se genera el layout y se mide el área real.
U Los resultados están representados en la figura 4.5. El área viene expresada en puertas
equivalentes (p.ej. Una puerta equivalente es el área de un inversor en la tecnología utilizada.
U Utilizando puertas equivalentes el área de los módulos es independiente de la tecnología.
En la gráfica se presenta además el área estimada por CADENCE antes de generar el
fioorpkznníng. Podemos observar que para todos los diseños obtenidos, el área estimada
U utilizando como longitud de una interconexión el valor medio es superior al área real delU circuito. El área estimada es también superior a la obtenida por los estimadores de
CADENCE. Ademas, tampoco es una estimación fiable, ya que existen diseños como el n0 10,
3
U
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cuya área estimada es menor que la estimada para el n0 II, y sin embargo ocurre al contrario
con los valores reales de sus áreas respectivas. Este caso nos indica que no se puede utilizar
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Figura 4.5 Estimación de Area para el Filtro
Elíptico de 50 Orden usando Lmedia
3
Vamos a tratar de encontrar las razones de que la estimación no sea la adecuada. Si en todos
los casos los resultados obtenidos son superiores a los reales, es porque el valor medio de la 3
longitud de una interconexión en el diseño final, una vez generado el layout, es inferior a la
longitud media obtenida por las fórmulas anteriores. La razón es que las celdas no están
colocadas aleatoriamente en el circuito, sino que se tiende a colocarlas de forma que se
disminuye el área del interconexionado.
Para comprobar estas suposiciones observamos el diseño de los circuitos después de realizar la
colocación e interconexionado de los módulos y dedujimos que, efectivamente, los módulos 3
conectados entre sí estaban colocados próximamente, y por tanto sus interconexiones tenian
un valor muy inferior al valor medio estimado por la fórmula. Esto ha producido que se haya
sobrestimado el área del interconexionado.
La explicación de la observación anterior se basa en el objetivo que tratan de alcanzar los
3
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algoritmos de colocación e interconexionado de módulos: la minimización del área total del
circuito (como se muestra en el Apéndice B). Debido a esto, cuando se realiza la colocación
de los módulos en un CI se trata de conseguir que la longitud de las interconexiones sea
mínima, y por tanto aquellos módulos más conectados entre si se colocan más próximos que
aquellos que no lo están.
En el caso ideal, si dos celdas están conectadas entre si, se deberán colocar una al lado de la
otra, y el valor de una interconexión será la longitud media de una celda estándar. Sin
embargo, en muchos casos una celda está unida a varias celdas, y cada una de estas celdas a su
vez está unida a otras celdas, y así sucesivamente. Y no es posible colocar juntas todas las









La figura 4.6 muestra un fragmento de una ruta de datos. Suponemos que los registros, UFs y
multiplexores de esta ruta de datos son directamente implementables mediante celdas estándar,
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celdas. 3
Existen conexiones que van desde la salida de un módulo a la entrada de otro, (por ejemplo 3
desde la UF 1 al REG 1) y ni la salida del primer módulo ni la entrada del segundo están
conectados a ningún otro módulo. Estos dos módulos se pueden colocar uno al lado del otro
en el circuito final (ver figura 4.7) y su interconexión tendrá el tamaño mínimo dado por la
longitud media de las celdas que une. 3
Existen otras interconexiones que van desde la salida de un módulo a la entrada de otro
módulo, pero este último tiene a su vez otros módulos conectados a su entrada (por ejemplo, 3
la conexión que une la salida de la UF3 y la entrada del REG2). Debido a que existen varios
módulos conectados a la entrada del módulo destino, no todos los módulos Riente pueden
colocarse junto al destino (ver figura 4.7), y por eso no todas estas interconexiones tienen un
tamaño mínimo.
— — —
3 3 - .,
UF3 REG3 UF2 MUXI MUX2 REG2
.1
e 1
REG4 REGS UFI REGI
Figura 4.7 Layout de la ruta de datos
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U celda estándar, cuando la herramienta de SBN realiza el floorplanning sustituye cada módulo
por las celdas que lo componen. Por lo tanto, al final lo que tenemos son conexiones entreU celdas, y todas las ideas presentadas hasta el momento siguen teniendo la misma validez.
U Todas estas observaciones nos llevan a distinguir dos tipos fUndamentales de interconexiones:
U . Interconexiones cercanas. Son aquellas que unen la salida de un módulo a la entrada
de otro que no está conectado a ningún otro módulo. Por ejemplo la salida de unU multiplexor conectada a la entrada de una UF o de un registro (figura 4.8). Este tipo
U de interconexiones es muy corta, ya que los algoritmos de colocación tienden a





U Figura 4.8 Interconexión cercana
U¡ Podemos suponer que su longitud es fija y con un valor igual al valor medio de las
longitudes de las celdas estándar. Dentro de este grupo también están algunas de las
U interconexiones internas de los módulos. Por ejemplo, un multiplexor de 4 a 1 de 16
bits está formado por 4 multiplexores de 4 a 1 de 4 bits, que a su vez contienen 2
U multiplexores de 2 a 1 de 4 bits (que son celdas estándar), conectados a la entrada de
U otro multiplexor de 2 a 1 de 4 bits. Estos 3 multiplexores es lógico que se coloquenmuy próximos entre sí y por tanto la interconexiones int rnas de cada uno de los
U multiplexores de 4 a 1 de 4 bits son interconexiones cercanas. No ocurre lo mismo de
las interconexiones entre los 4 multiplexores de 4 a 1 de 4 bits.
U
U
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Interconexiones lejanas: unen varios módulos entre sí, como por ejemplo la salida 3
de varias UFs conectadas a la entrada de un mismo registro (figura 4.9). Cada una de 3
estas interconexiones tiene un valor mayor que en el caso anterior, puesto que todos
los módulos fuente no pueden colocarse próximos al destino, y por eso la calificamos
como lejana. Como una primera estimación de su longitud tomamos el valor medio
de una interconexión 1media’ calculado de forma similar a la explicada en el apartado
4.4. A este grupo también pertenecen las interconexiones internas de los módulos que
conectan varios bit-slices entre sí.
Figura 4.9 Interconexión lejana
3
4.6. Nueva estimación de la longitud de una interconexión 3
La clasificación de las interconexiones presentada en el apanado anterior nos permite realizar
una nueva estimación del área de las interconexiones y módulos. El área de una interconexión 3
cercana es un dato conocido que depende de la tecnología de diseño. Hay que estimar la
longitud de una interconexión lejana, que hemos dicho que se toma como la longitud media de
una interconexión, que depende de cada diseño. Vamos a utilizar el método del apanado 4.4
para calcular la longitud media de una interconexión, pero ahora teniendo en cuenta las
interconexiones cercanas. Habíamos llegado a la siguiente fórmula:
E
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U Lmedía = —.Tflí
U donde Atotal es el área del circuito debida a módulos e interconexiones. Los módulos a su vez
están formados por celdas estándar e interconexiones internas. En la biblioteca de módulos
disponible para la herramienta de SAN, debe existir información sobre el area de celdas
U estándar y el número de interconexiones lejanas y cercanas internas de cada módulo. Todos
estos datos son constantes para cada módulo, y se conocen cuando se diseñan.
E Por otra parte, las interconexiones externas pueden ser también lejanas o cercanas, pero este
U es un dato conocido cuando se han tenninado de crear todas las interconexiones.
U Con todos estos datos vamos a calcular la longitud de una interconexión lejana. Supongamos
que el área de celdas estándar total es Accídas, el número total de interconexiones lejanas
U (internas y externas) es N¡ej y el número total de interconexiones cercanas es Neere. La
anchura de todas las interconexiones (lejanas y cercanas) es la misma, W¡~1. Sustituyendo enU
la fórmula anterior tenemos que la longitud de una interconexión lejana, Líq. viene dada por:U Llej = ~ ,JAceldas+ (Ncerc * Lcerc + Nlej * Líq) * Wint
U
donde Leere es la longitud de una interconexión cercana, que es un dato conocido y constante
U para cada tecnología.
¡ De nuevo tenemos una ecuación de segundo grado donde la única incógnita es L¡ej.
Despejando obtenemos:
U
= Nlej*W¡nt+ ,fr Nlq*Wmnt,12 +4*9*(Aceldas+ Ncerc* Lcerct Wínt
)
E 18
¡ Esta fórmula permite calcular el área de una interconexión lejana, Líej, con una complejidad
proporcional a N, donde IV es el número de módulos.
¡ Para calcular el área de un módulo, utilizamos los datos sobre el área de celdas estándar,
u
U
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número de interconexiones lejanas y cercanas, que son conocidos desde el momento en el que
se diseña el módulo, y deben almacenarse en la biblioteca de módulos. Para calcular el área
total de un módulo AreaM0d~¡0 se suma el área de celdas estándar (Areaacava), el área de
interconexiones cercanas (Ncerc*Wint*Lcerc), y el área de interconexiones lejanas
(Niej * W1,1~ *Llej):
Areamoa’uío = Areaactíva + (Ncerc * mt * Lcerc) t(N1ej*~nt *L¡ej•) 3
Este nuevo método de estimación de área, además de tener en cuenta la tecnología de diseño,
tiene en cuenta los objetivos de los algoritmos de colocación e interconexionado de módulos.
Por eso suponemos que va a ser mucho más preciso que la estimación que trataba a todas las
interconexiones de la misma forma, con un valor promedio.
Sin embargo, no todas las interconexiones existentes en un diseño pertenecen a los dos grupos
anteriores. Existen interconexiones que unen la salida de un módulo con la entrada de varios
módulos, y que no podemos clasificar como lejanas ni como cercanas. Por eso, antes de
comprobar la fidelidad de esta nueva estimación sobre algunos ejemplos, es necesario realizar
un tratamiento de este nuevo tipo de interconexiones. — j
4.7. Modelo completo: interconexiones multimódulo 3
Hasta ahora todas las estimaciones que hemos realizado se han dirigido hacia las
interconexiones punto a punto, es decir, interconexiones que unen dos módulos únicamente,
por ejemplo la salida de un registro con la entrada de una UF, la salida de un multiplexor con
la entrada de un registro, etc. Pero no se han considerado las interconexiones que van desde la
salida de un módulo a varias entradas de otros módulos, que llamaremos interconexiones
multimódulo [MFSH94] [MFSM96]. Para clarificar este concepto observemos el fragmento 3
de ruta de datos de la figura 4.10.
La salida de la UF2 está unida a la entrada de tres registros (REG3, REG4 y RiEG5). Este tipo
3
U
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U de interconexión no pertenece a ninguno de los tipos anteriores. No es cercana, puesto que la
salida de la UF está conectada a más de un módulo. Y no es lejana porque los elementos
¡ destino sólo están conectados a una fuente. Hay que estudiar estas conexiones separadamente




uU ‘ 1 B~: REGJ REG4 REGS
—.—...—.—— Interconexión Cercana¡ Interconexión Lejana
Interconexión Multimódulo
¡ Figura 4.10 Fragmento de una ruta de datos con interconexiones multimódulo
U
Como las conexiones de este tipo conectan varios módulos, que a su vez estaránE interconectados a otros módulos, los algoritmos de colocación e interconexionado no pueden
¡ colocarlos todos juntos en el layout final, y por tanto, podriamos realizar un tratamiento para
ellas similar al de las interconexiones lejanas. Esto es lo mismo que suponer los modulosU conectados uniformemente distribuidos en un cuadrado de área A total, y tratar cada una de las
conexiones como si el módulo de salida y el de entrada estuvieran en la misma fila de celdas
¡ estándar, de longitud Lfi¡a. donde Lp0 es la raíz cuadrada de A tota¡ Sin embargo, si
tratamos una interconexión que conecta una fuente a m destinos como m interconexionesU
punto a punto, cada una de ellas con una longitud L¡~~ obtenemos una sobreestimación del¡ área, como puede observarse en la figura 4.11.
U
U
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De nuevo hemos utilizado el filtro elíptico de 50 Orden como ejemplo. En la gráfica aparecen
las áreas reales y estimadas por CADENCE para cada uno de los diseños, y además, el área
estimada suponiendo todas las interconexiones iguales (modelo simple), y el área estimada
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Figura 4.11 Estimación de Area para el Filtro Elíptico de 50 Orden
Podemos observar que la estimación obtenida con el modelo refinado ha mejorado
sensiblemente respecto a la del modelo simple, y se aproxima notablemente al área estimada
por CADENCE. Además, es suficientemente fiel para dirigir el proceso de diseño, puesto que
permite distinguir entre dos diseños cuál es el de área mínima.
Sin embargo, en todos los casos el área estimada está alrededor de un 10% por encima del
área real del circuito. Esto puede dar lugar a que, diseños que cumplen las restricciones de
área minima del circuito, sean desechados, puesto que el área estimada seria superior a dichas
restricciones.
Esta sobreestimación es debida a que la ruta para las interconexiones multimódulo se puede
generar como se muestra en la figura 4.12, donde un mismo tramo de la interconexión
pertenece a varias de las m conexiones. Por eso la longitud de la interconexión total no es la
E
Capítulo 4. Estimaciones de Área en SAN 119







¡ Figura 4.12 Ruta de Interconexiones multimódulo
E Debido a esto, la longitud de una interconexión que une m módulos no crece linealmente con3 m. A medida que m se incrementa, el incremento que sufre la longitud total de la interconexión
es menor, puesto que se pueden aprovechar más tramos de la interconexión de los m-¡
¡ módulos anteriormente conectados.
¡ Para calcular la longitud total de una interconexión multimódulo Lmu¡g vamos a utilizar una
función de interpolación. Esta función deberá cumplir dos requisitos principales:
¡ A medida que m crece, el incremento en la longitud de la interconexión al añadir un
¡ nuevo módulo debe disminuir.
3 . Cuando el número de módulos conectados crece, la longitud de la interconexión debe
tender a la longitud de la fila de celdas estándar.
Existen múltiples funciones que cumplen estos dos requisitos. Pero nosotros necesitamos¡ encontrar una que, además, sea sencilla de calcular y estime de forma lo más precisa posible el
área real de este tipo de interconexiones.
U
U
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Vamos a realizar un estudio intuitivo de qué forma podría tener esta función. Para esto, vamos
a ir colocando los módulos de uno en uno. Primero colocamos el elemento fuente. Como no
está conectado a ningún elemento el valor de la interconexión vale O.
A continuación colocamos el primer elemento destino, que marcamos con “1 (ver figura
4.13). Podemos considerar esta primera interconexión como lejana, ya que, como hemos dicho
anteriormente, los ni módulos no pueden estar próximos y por tanto la distancia promedio
entre ellos será Líej. 4
Por tanto para tn=1 la longitud será
1
Lmult = — Lf¡ta
3







Figura 4.13 Interconexión multimódulo
Colocamos ahora el siguiente elemento (el marcado con “2” en la figura 4.13). La longitud de
la interconexión debe experimentar, en término medio, un incremento menor que su valor, es
decir, una fracción del valor que tenía. Asignamos a la siguiente interconexión hacia la
izquierda lá longitud promedio correspondiente al tramo de pista que queda, es decir, la
longitud media de los 2/3Lfiía restantes.
12/XLnwft2 _ ~ Lp/a
33
Es decir, el incremento que ha tenido lugar en la longitud de la interconexión vale 2/3 del
¡
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¡ incremento que había experimentado la interconexión al colocar el primer eleñiento destino.
¡ Si suponemos que este mismo comportamiento lo seguirán teniendo los incrementos a medida
que añadimos más módulos, cuando coloquemos el siguiente elemento destinó, es decir el ‘3”U el incremento será la longitud media del tramo de pista que queda, es decir:
¡U b,Lmult3 JA)2¡
Siguiendo el mismo razonamiento, el incremento en la longitud de la interconexión cuando se
coloca el elemento m sena:
12\m— 1~¡ ALmultm * * Lf¡la37
U Podemos observar que, cuando ni crece, el incremento cada vez es menor, lo que
intuitivamente es correcto, y cumple el primer requisito que propusimos.
La longitud total de una interconexión Lmuít que conecta una fuente a m módulos será la
¡ suma de todos los incrementos:
¡ LmuU = j(L)’’*L *
j=J
U
La suma de m términos de una serie geométrica es:
¡ m r~~rm+¡
X ar~ =0 1—rU j1Sustituyendo en la fórmula anterior tenemos que la longitud de una interconexión entre unU módulo fuente y m módulos destino viene dada por:
U Lmult [(2;]
U
Intuitivamente, si el número de módulos conectados crece, la longitud de la interconexión
U
U
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debe tender a Lp¡~, como nos pedía nuestro segundo requisito. En la fórmula anterior, cuando
ni se hace muy grande, Lmult tiende a Lp/a. lo cual es correcto.
Ahora necesitamos relacionar todos los tipos de interconexiones. Lp/a no es un valor
conocido, sino que depende del área de las celdas estándar y de las interconexiones. La
longitud de una interconexión lejana y multimódulo depende a su vez de Lpía. Es necesario
obtener las fórmulas de LIej y Lmult en fUnción de valores conocidos una vez terminado de
diseñar el circuito. En el próximo apartado presentamos las fórmulas finales para el cálculo de
longitudes de todos los tipos de interconexiones, y algunos ejemplos que demuestran su
fidelidad y precisión.
4.8. Estimaciones finales para el modelo completo
Hasta ahora hemos presentado tres tipos de interconexiones:
• Interconexiones cercanas: tienen una longitud fija Lcerc que depende de la
tecnología y se conoce a priori.
• Interconexiones lejanas: tienen una longitud que depende del diseño en particular y




• Interconexiones multimódulo: tienen una longitud que dependen del diseño en
particular y del número de módulos que conectan, y estimamos su longitud por:
Lmuit [titm]
J
Donde Lp/a depende del área total del circuito por:
Lfiia = ./J~i = .JAreaceldas+ Areainterc
U
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U A su vez el área de las interconexiones será la suma del área de las interconexiones cercanas,
U lejanas y multimódulo. Para facilitar el cálculo vamos a poner la longitud de una interconexión
multimódulo en función de la longitud de una interconexión lejana:U Lmt¿it = 3~ [(2yj¡ 3*[I..jjL)]* Líq
¡¡ Es decir, una interconexión multimódulo que conecta una fuente a m módulos, es lo mismo
U que 3*[i~I¿L)] interconexiones lejanas. Es como si cada interconexión multimódulo
U pudiera sustituirse por un número de interconexiones lejanas dado por
U 3*[1C2D]¡ En el apartado 4.6, obtuvimos la longitud de una interconexión lejana en fun¿ión del área de
celdas estándar, el área de interconexiones cercanas y el número de interconexiones lejanas,
¡ que venia dada por:
Llej = Nlej*Wint+,<l(Niq*Wint)2 +4*9*<Aceuas+NcercLcerc*W¡nt
)
¡ 18
U En esta fórmula no se consideraban las interconexiones multimódulo. Pero esta misma fórmula
sigue siendo válida para calcular la longitud de una interconexión lejana, si sustituimos elU número de interconexiones lejanas. N¡q, por Níq más el equivalente en interconexiones
¡ lejanas de las interconexiones multimódulo. Este número total es conocido en el momento de
terminar la generación del diseño.
¡ A partir de la longitud de la interconexión lejana puede calcularse el área de cualquier
U interconexión multimódulo utilizando la fórmula que relaciona sus longitudes. De esta forma
obtenemos de nuevo un método de una complejidad proporcional a IV, donde IV es el número
U de módulos del diseño, para calcular el área de cualquier tipo de interconexión del circuito, y
U
U
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por tanto del área final.
El cálculo del área de los módulos del circuito se puede realizar de forma análoga a como se
presentó en el apanado 4.6 pero teniendo en cuenta las interconexiones multimódulo internas
a los módulos. En la biblioteca de FIDIAS se almacena el número de interconexiones cercanas
y lejanas, y en estas últimas se incluye las interconexiones multimódulo, con lo cuál las
fórmulas para calcular el área son idénticas a las del apartado 4.6.
Una vez obtenidas las longitudes de todos los tipos de interconexiones de cualquier diseño
vamos a generar de nuevo las áreas de los distintos diseños para el ejemplo que hemos J
utilizado en los apartados anteriores. En la figura 4.14 tenemos la estimación obtenida para el
Filtro Elíptico de 50 Orden, utilizando una clasificación completa de las interconexiones y sus 4
fórmulas correspondientes (modelo completo). También presentamos las estimaciones
obtenidas anteriormente (modelo simple y modelo refinado), para que se pueda observar cómo
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Figura 4.14 Estimación de Área para el Filtro Elíptico de 50 Orden
Se puede comprobar que la última estimación realizada, utilizando los tres tipos de
interconexiones, es fiable, como lo era la obtenida con el modelo refinado, pero además es
suficientemente precisa para conseguir los objetivos que nos habíamos propuesto. Para este
U
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U ejemplo en particular, el error es siempre inferior al 5%.
U Antes de presentar más ejemplos para comprobar con la validez de estas estimaciones, vamos
a hacer algunas consideraciones. Hasta ahora, todas las comprobaciones se han basado en laU estimación global del área del circuito, una vez se conocen todos los módulos e
U Interconexiones que lo componen. Pero las estimaciones en SAN son mucho más útiles si
también se pueden realizar durante la generación de un diseño, para guiar correctamente el
U proceso de toma de decisiones. Por eso, en el próximo apartado vamos ver cómo se integran
las estimaciones dentro de nuestra herramienta de SAN, con el fin de comprobar que estas
U estimaciones también se pueden utilizar dentro de un proceso y cumplén los objetivos
¡ deseados.
U 4.9. Estimaciones de la longitud de una interconexión durante el
U proceso de diseño
U Como presentamos en el capítulo 3. en el sistema FIDIAS se necesitan estimaciones de área en
varios puntos a lo largo del proceso de diseño: después de la planificación, durante y después
U de la asignación de hardware y durante la generación del control. En los próximos apartados
veremos cómo se realiza cada una de ellas.
U
U 4.9.1. Estimaciones después de la planificación-preasignación
En primer lugar se necesitan estimaciones de área después de la planificación-preasignación de
¡ hardware. El Experto de Diseño precisa evaluar la calidad de la planificación obtenida, para
U prever si se cumplirán las restricciones del usuario. Para esto, es necesario estimar el área delcircuito cuando todavía no se ha realizado la asignación de hardware. Lo que se calcula en3 este caso es el área mínima del circuito [Mozo92],que vendrá dada por:
¡ 1 - El área mínima de registros. El número mínimo de registros se calcula mediante
un algontmo basado en REAL [KuPaS7],con modificaciones para tratamiento de bucles y
U
U
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condicionales. Cada uno de los registros está formado por un conjunto de celdas estándar y un
conjunto de interconexiones, cuya área no es conocida, pero si se conoce su tipo y número. El
área de las interconexiones se calculará posteriormente.
2.- El área mínima de UFs. Después de la preasignación se conoce el número y tipo
de las UFs que van a realizar cada una de las operaciones del GFD planificado. Como para los 3
registros, se conoce el área de celdas estándar de cada UF, pero no de las interconexiones
internas. Sin embargo, si se conoce el número y tipo de las interconexiones de cada módulo,
que se utilizará posteriormente para calcular el área de las interconexiones,
3.- El área mínima de interconexiones. De las interconexiones internas a los
módulos se conoce su tipo y número, calculado según se ha explicado anteriormente. Para
calcular el número mínimo de interconexiones externas, se utiliza el máximo número de
entradas/salidas de UFs que se utilizan en un paso de control. Desde luego esta estimación es
un poco burda, pero la información disponible sobre el circuito sólo permite obtener una
aproximación. Una vez que tenemos el número total de interconexiones de cada tipo, se
estima el área de una interconexión lejana, mediante las fórmulas presentadas en el apartado
anterior. Conocido este valor, se puede calcular el área mínima del CI.
Si este valor de área mínima estimada es superior a la restricción impuesta por el usuario, la
planificación se desecha y se vuelve a realizar utilizando otro valor del tiempo de ciclo o bien
incrementando el número de etapas de control, con el objetivo de disminuir el paralelismo y
aumentar la reutilización de hardware. Si, por el contrario, es menor, se pasa a la asignación
de hardware. 3
4.9.2. Estimaciones durante y después de la asignación de hardware 3
Ya vimos durante el capitulo 3 que la estimación del área durante la asignación de hardware 3
en el sistema FIDIAS no se realiza sólo para un diseño completo, sino también para una
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U de un hardware existente o la creación de nuevos módulos. En cada uno de los casos es
U necesano estimar el área de los nuevos módulos (si se crea alguno), y el área de lasinterconexiones que se necesitan añadir a los diseños.
U Como se ha señalado anteriormente, el área de los módulos (registros, UFs y multiplexores)
U está formada por el área de las celdas estándar y de las interconexiones. De estas últimas sólo
conocemos su número y tipo, que está almacenado en la biblioteca de módulos. El área de las
U interconexiones cercanas es posible conocerlo, puesto que la longitud es un valor fijo para
cada tecnología, y está almacenado también en la biblioteca de módulos. Sin embargo, el áreaU de las interconexiones lejanas es dependiente del diseño final, cuya composición todavia no es
U conocida. Recordemos que el número de interconexiones multimódulo se considera integrado
dentro del número total de interconexiones lejanas, por tanto su área se incluye en la de
¡ aquéllas.
¡ También hay que estimar el área de una interconexión cada vez que se crea. Si es lejana o
multimódulo, el área depende del diseño final, que todavía no se conoce. Por tanto, vemos la
U necesidad de obtener un valor inicial del área de una interconexión lejana antes de comenzar la
U asignación. Es posible utilizar la estimación obtenida por el Experto de Diseño una vezacabada la planificación, basada en el área mínima del circuito integrado. Esta estimación
U obtiene siempre un valor inferior al real, pero como tiene en cuenta las caracteristicas del
diseño en particular, además de consideraciones sobre la tecnología y modo de funcionamiento
U de los algoritmos de colocación e interconexionado, será una aproximación mejor que
U cualquier otro valor tomado aleatoriamente.
Con este primer valor se produce la primera asignación de hardware. A] final de ésta se
U conoce el número real de módulos e interconexiones del circuito para el primer diseñoU obtenido, y se recalcula el valor del coste de una interconexión lejana. El valor que se obtiene
ya es suficientemente fiable, puesto que se ha computado con un número real de módulos e
U interconexiones y permite recalcular el área total del circuito.
U
U
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Como el proceso de diseño es iterativo, partimos del valor de la longitud de una interconexión
lejana obtenido en este primer diseño para realizar la asignación en el segundo diseño y así
sucesivamente.
Cada vez que se obtiene un nuevo diseño se recalcula el valor de la longitud de la 3
interconexión y se actualiza su valor, así como la estimación del área total del circuito.
Aunque el valor estimado para el primer diseño difiere notablemente del valor recalculado
después de la asignación de hardware, debido a la falta de suficientes datos sobre el circuito,
para el resto de los diseños la estimación es suficientemente buena, ya que de un diseño al
siguiente el número de unidades funcionales, registros e interconexiones no varía de forma
drástica, con lo cual, el error cometido al utilizar como valor medio del coste de una
interconexión el obtenido en un diseño anterior, es mínimo. 3
En la gráfica de la figura 4.15 podemos observar la variación del área estimada de una
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Figura 4.15 Variación del Área de una interconexión lejana durante el proceso de diseño
Se observa que en el primer diseño la estimación que se tiene del área de una interconexión es
de 106 pe. y cuando se recalcula su valor, una vez finalizada la primera asignación de
U
U Capítulo 4. Estimaciones de Área en SAN 12<)
U hardware, es de 136 p.c.. La variación del valor respecto a la primera estimación es del orden
¡ del 23%. Como era de suponer el área estimada de una interconexión antes de realizar la
asignación de hardware es inferior a la obtenida después, puesto que sólo se había evaluado el
U área mínima del CI. Además, no se había considerado el área de los multiplexores, que
influyen notoriamente en el área total del circuito y, por tanto, en el área de una interconexión
U lejana.
U En el diseño número 2 utilizamos el valor de 136 pe. como estimación (obténido a partir del
U diseño número 1) y al recalcularlo obtenemos 122 p.c.. La variación es del 11%. Además, enest y en posteriores dis ños se ha utilizado un valor del área de una interconexión mayor que
¡ el real, puesto que el asignador de hardware obtiene diseños cada vez más baratos, y el área de
la interconexión lejana cada vez es menor.
U Aunque una variación del 11% puede parecer excesiva, para los diseños siguientes el valor
U estimado de una interconexión a partir de un diseño y el recalculado en el diseño siguiente
permanece aproximadamente constante, con una variación inferior al 1%. Por lo tanto,
U podemos utilizar las estimaciones de área de una interconexión basándonos en el valor del área
U del diseño anterior sin pérdida de la precisión deseada.
Una vez terminada la asignación de hardware, el Experto de Diseño utiliza la estimación de
U área del último diseño obtenido, con el valor de una interconexión lejana debidamente
¡ actualizado, para evaluar la calidad de la asignación y decidir si se puede proseguir con la
siguiente tarea o es necesario reiniciar de nuevo el proceso.
4.9.3. Estimación del área del controlador
U Una vez que se ha realizado la planificación de operaciones y la asignación de hardware, la
generación del control es un proceso automático y no se puede optimizar su tamaño. Sin
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En el sistema FIDIAS sólo se considera esta influencia durante la planificación de operaciones.
En esta etapa se trata de minimizar el número de pasos de control, tanto más cuanto más
importante sea la minimización de área. Esto es debido a que el número de etapas determina el
tamaño de la ROM de microinstrucciones, si se trata de un control microprogramado, o de la
máquina de estados, si es cableado. Este método lo veremos en el próximo capitulo. 3
La estimación del área de los módulos de la Unidad de Control puede realizarse de forma
análoga a la del resto de los módulos del circuito, disponiendo en la biblioteca de información 3
sobre el área de celdas estándar de cada uno de ellos, así como del tipo y número de
interconexiones. Si la ROM de microinstrucciones se implementa con una macrocelda, es fácil 3
obtener una estimación de área en función del ancho de la microinstrucción y del número de
éstas. El tamaño de las macroceldas es fijo, y su valor no se modifica cuando estas se colocan
en el diseño final.
Por otra parte, las señales de control son interconexiones de un bit, mientras que, en nuestro
sistema, las interconexiones de datos son de 16 bits. Si se estima el área de las señales de
control tratándolas como interconexiones lejanas o multimódulo, según el caso, hay que
considerar que su anchura es 16 veces menor. Por esta razón, para los ejemplos considerados
el número de señales de control es bastante bajo y se puede suponer que equivalen a 1 ó 2




Vamos a presentar algunos ejemplos más para mostrar la calidad de las estimaciones
explicadas anteriormente. Nuestro objetivo principal es que se dirija correctamente el proceso
de diseño, es decir, que cada diseño obtenido sea realmente mejor que el anterior.
Las estimaciones están integradas dentro del sistema FIDIAS, según el método presentado en 3
U
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U el apartado anterior. Se introducen los parámetros al sistema para que obtenga el diseño con
un área mínima. Así el asignador de hardware genera una serie de diseños, cada uno mejor queU el anterior, hasta que no puede encontrar un diseño mejor que la última solución propuesta, se
U le ordena parar o bien se sobrepasa un determinado tiempo máximo de búsqueda. Para todos
los diseños obtenidos, se genera el layout con CADENCE y se mide el área.
U En las gráficas se representan los diseños en el eje de abcisas, en el orden que los ha generado
¡ el asignador de hardware, es decir, en orden decreciente de área. En el eje de ordenadas se
presenta el área estimada por el asignador para cada uno de los diseños, una vez recalculada el
U área de las interconexiones lejanas, y el área real del circuito. Como en los ejemplos
U anteriores, las áreas están medidas en puertas equivalentes.
U 4.10.1. Filtro Elíptico de 50 Orden
U De nuevo vamos a utilizar el filtro elíptico de 50 orden, pero ahora con una planificacióndiferente. Co hemos d do prioridad al área frente al tiem o, se a increme t do el número
de pasos de control de 17, para el ejemplo anterior, a 19, con el objetivo de minimizar el
paralelismo. En la figura 4.16 se puede observar que realmente se ha conseguido disminuir el
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U Figura 4.16 Filtro Elíptico de 50 Orden con 19 pasos de control
1
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En todos los casos el error cometido es inferior al 5%, como se puede observar en la gráfica 3
donde se ha dibujado la banda que marca el margen de dicho error. Todas las áreas reales de
los diseños se encuentran colocados dentro de dicha franja. Es importante tener en cuenta este
margen para juzgar la fidelidad de las estimaciones. Así por ejemplo, el diseño 4 se estimo que 3
tenía un área inferior al 3 y sin embargo el área real del diseño 4 es un poco mayor, menos de
un 5%, que el área real del diseño 3. Esa diferencia se encuentra dentro del margen de error, y
por eso la estimación no ha podido precisarla.
Como el asignadoT de hardware distingue incluso entre dos diseños cuya área estimada se
diferencie en tan solo una única puerta equivalente, puede darse el caso, como el que hemos
visto, de que no realice una opción correcta.
Pero esto realmente no es un problema, puesto que si dos diseños se diferencian en menos de
un 5%, para un diseñador suelen ser igualmente válidos. A] final del proceso de diseño para
este ejemplo en particular, la diferencia entre el primer y el último diseño obtenidos con 19
pasos de control es del orden del 15% , y en la mayoría de los casos el algoritmo de
asignación produce mejoras muy superiores a ese valor.
4.10.2. Ecuación diferencial 3
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Figura 4.17 Ecuación diferencial
2
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U La planificación se realizó en 9 pasos de control y el asignador generó un total de 5 diseños.
U Las dos gráficas, la del área estimada y el área real se muestran en la figura 4.17. Se puedecomproba que ambas tienen la isma forma, y la pr cisión de las estimaciones ha sido el
U orden del 95%.
U 4.10.3. Filtro-Ar
U El siguiente ejemplo que presentamos es el filtro-Ar [JaPP87].La planificación se realizó en11 pasos de control. La figura 4,18 muestra los resultados: se generaron 9 diseños. Los
¡ errores en todos los casos son inferiores al 5% En los puntos donde las gráficas no tienen
exactamente la misma forma, como para el caso del filtro Elíptico de 50 Orden, se debe a que
U las área de los diseños obtenidos por el asignador diferían en menos de un 5%, lo cual está
U dentro del margen de error que el estimador ha mostrado en los experimentos
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U Figura 4.18 Filtro-As para II pasos de control
U Pero se puede observar que el proceso de diseño se ha guiado correctamente, y al final se ha
U obtenido el diseño con área mínima.
Seguidamente, vamos a presentar otro ejemplo con el filtro As, pero ahora con una
U planificación diferente (figura 4.19). Se ha colocado una restricción más fuerte del área del
circuito, con lo cual la herramienta de SAN ha incrementado el número de pasos de control a
14, con el fin de disminuir el paralelismo. En la figura 4.19 se puede observar cómo los
U
U
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diseños obtenidos tienen un área inferior a los generados para la planificación anterior, y se ha
pasado de 32000 p.e. a 16000 p.c. para el mejor diseño. El error máximo cometido por las
estimaciones en este caso es del 5%, y el proceso de diseño se ha guiado correctamente.
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Figura 4.19 Filtro-As en 14 pasos de control
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4.11. Conclusiones
A lo largo de este capítulo se ha presentado un método para realizar estimaciones del área de
un circuito durante el proceso de SAN. Este método está basado en un estudio de:
• la tecnología de diseño de celdas estándar,
• la forma de trabajo de los algoritmos de colocación e interconexionado de módulos,
• el diseño en particular.
Gracias a ello se obtienen estimaciones muy precisas y que pueden generarse mediante
cálculos simples, lo cual supone un avance respecto de otros métodos propuestos en el campo 3
de la SAN.
En primer lugar se han clasificado las interconexiones en función del número de módulos que
conectan. Para cada uno de los tipos se ha obtenido una estimación de su longitud. Las
¡
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¡ interconexiones que hemos denominado cercanas tienen longitud constante. Para las lejanas y
multimódulo se ha obtenido una fórmula en función del número total de interconexiones deU cada tipo y del área de celdas estándar del diseño, datos conocidos cuando se ha terminado la
U generación de un diseño.
Este método de estimación de la longitud de las interconexiones nos permite conocer el áreaU
de los módulos, siempre que en la biblioteca se disponga de información sobre el número y¡ tipo de interconexiones que contiene cada uno de ellos.
U De esta forma, el cálculo del área total o parcial del circuito se convierte en un algoritmo de
complejidad proporcional a IV, donde IV es el numero de modulos, y una precisión del 95%.
U Dado que este método permite conocer el área del circuito una vez que se conocen sus
¡ componentes, es directamente aplicable para algoritmos de tipo iterativo, que realizan los
cálculos del área para comparar diferentes diseños, y por tanto conocen perfectamente su
U estructura completa.
U Para los algoritmos de tipo constructivo es necesario obtener una estimación inicial del área
minima del circuito, a partir de la cual se genera una primer~í aproximación del área de las
U interconexiones lejanas y multimódulo. Una vez se ha terminado la composición del circuito,
U se recalcula dicho valor y se estima el área del circuito final.
Por último, para los algoritmos de tipo constructivo-iterativo se ha visto la forma de combinar
U ambos métodos. Primero se realiza una estimación inicial del área mínima del circuito y, a
¡ partir de ella, se calcula una primera aproximación del valor de las interconexiones lejanas y
multimódulo, con el cual se genera el primer diseño. Para el resto de los diseños, se utiliza la
¡ estimación de la longitud de las interconexiones del último circuito obtenido.
U Mediante varios ejemplos hemos comprobado la fidelidad y precisión de estas estimaciones de
área, que en todos los casos tienen un error inferior al 5%. Como el retardo de una¡ interconexión depende de su longitud, utilizaremos estas estimaciones en los próximos
U
¡
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capítulos, para realizar estimaciones sobre los retardos de las interconexiones y su influencia




















U Selección del Ciclo de Reloj
U
U
Dado que la selección del ciclo de reloj es un proceso previo a la planificación de las
U operaciones en pasos de control, la información del circuito disponible en el momento de
realizarla es muy limitada: un grafo del flujo de datos y de Control (GFDC), una3
biblioteca de módulos que pueden realizar todas y cada una de las operaciones del GFDC3 y una serie de especificaciones dadas por el usuario como pueden ser el área máxima, el
tiempo de ejecución máximo, etc. A pesar de la falta de información, la selección debe
U realizarse cuidadosamente por dos razones fundamentales:
¡ • Es una de las decisiones que se toman al comenzar el proceso de síntesis, y en la¡ cual se basan la planificación y la asignación de hardware. Un cambio en el valor
del tiempo de ciclo implica que se tenga que volver a diseñar completamente el
¡ circuito: nueva planificación y, por tanto, nueva asignación de hardware.
• • Debido a la influencia del tiempo de ciclo en el tiempo total de ejecución de la
descripción del circuito y en el tamaño final de la Unidad de Control. Una
U selección inadecuada puede conducir a diseños que no cumplan los objetivos, e
incluso las restricciones impuestas por el usuario.
E La mayoría de los sistemas de síntesis [WaPa9S],[WaCa9I], [PaKn89b], [BaMaS9J
¡ reciben como entrada el valor del tiempo de ciclo. Es el diseñador el que, basándose en
su intuición, debe seleccionar el valor más apropiado. Sin embargo, una mala selección
1
U
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puede conducir a diseños con tiempos de ejecución excesivos o con Unidades de Control 3
muy grandes.
Por eso es importante que, una elección con tantas repercusiones en los resultados
finales, se realice dentro del proceso de síntesis mediante un estudio de todos los factores
influyentes.
Uno de los factores que hay que tener en cuenta en la selección del tiempo de ciclo es el
tiempo muerto de las operaciones del GFD. Se define el tiempo muerto de una
operación como el tiempo que transcurre desde que se finaliza la ejecución de una
operación hasta que se termina el ciclo. Por ejemplo, si una operación dura 17 ns y el
tiempo de ciclo es de 4 ns, necesitamos cinco ciclos de reloj para la ejecución de dicha
operación. Los cuatro primeros ciclos se utilizan totalmente, pero del quinto sólo se usa
1 ns y los otros 3 ns son lo que se denomina tiempo muerto. El valor del tiempo de ciclo
determina los tiempos muertos de las operaciones, y por tanto influye en el tiempo total
de ejecución de la especificación del circuito. Cuanto más pequeño sea el tiempo de
ciclo, los tiempos muertos de todas las operaciones tienden a ser menores (como mucho
pueden ser del tamaño del tiempo de ciclo menos uno), y por tanto el tiempo de
ejecución total suele ser menor. Sin embargo, el tamaño de la Unidad de Control crece
con el número de pasos de control, y éste es inversamente proporcional al tiempo de
ciclo. Dependiendo de las caracteristicas del diseño se debe dar más o menos prioridad a
cada uno de estos factores: elárea final de la Unidad de Control y el tiempo total de
ejecución de la especificación del circuito.
En este capítulo se presenta un método de selección del tiempo de ciclo que tiene en
cuenta las restricciones y caracteristicas del diseño, la tecnología de fabricación, la
biblioteca de módulos disponibles, el tiempo total de ejecución y el tamaño de la Unidad
de Control. Como estos dos últimos factores tienen influencias muy distintas en el valor
óptimo del tiempo de ciclo, se realiza un estudio de cada uno de ellos por separado.
3
E
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U En el próximo apartado se estudian los métodos de selección del tiempo de ciclo que se
U han incluido en algunos sistemas de SAN. En el siguiente se deducen los tiempos de cicloque minimizan el tiempo total de ejecución. El apartado cuarto trata la influencia del¡ tiempo de ciclo en el tamaño de la unidad de control. En el quinto se presenta el
algoritmo de selección del tiempo de ciclo que considera estos dos factores y las
¡ características de cada diseño.
¡
U 5.2.Trabajo Previo
La mayoria de los sistemas de SAN. incluso recientemente desarrollados, reciben el
¡ tiempo de ciclo como dato de entrada [WaPa95].Es por tanto el diseñador el que,
basándose en su experiencia, debe decidir su valor. Sólo algunos sistemas tratan de
realizar la selección basándose en las caracteristicas del circuito. Por ejemplo, en el
U sistema MAHA [PaPMS6]se elige como tiempo de ciclo el máximo retardo de cualquier¡ operador del camino critico.
Un modelo de estimación área-tiempo se presenta en [JMPPSS].El GFD se divide en un
¡ conjunto de pasos de control npasos. Se elige un tiempo de ciclo igual al máximo entre
el retardo del camino crítico dividido entre npasos, y el retardo máximo de un operadorU en dicho camino.
U Estos dos sistemas no permiten multiciclo y, por tanto, el mínimo ciclo de reloj permitido3 es el máximo retardo de un operador del GFD. Además, no permiten módulos que
realicen mas de una operación, y sólo tienen en cuenta el retardo de las UFs, pero no el¡ de los registros, multiplexores e interconexiones. La elección del máximo retardo de un
operador como tiempo de ciclo puede generar tiempos muertos excesivos, queU incrementarian el tiempo de ejecución total.
¡ El sistema BIS [WaCa9l] optimiza el número de pasos de control y, por tanto, también
1
u
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el tamaño de la Unidad de Control. Utiliza la planificación AFAP, que considera
restricciones de hardware para determinar el mínimo número de pasos de control, y el
máximo retardo de un paso de control se elige como ciclo de reloj. De esta forma se
penaliza el tiempo de ejecución total.
Existen sistemas que utilizan un valor inicial del tiempo de ciclo, elegido sin considerar el
GFDC, para obtener una planificación, y posteriormente se optimiza dicho valor. Por
ejemplo, en [BhDB94] se presenta un algoritmo para sistemas que no utilizan multiciclo,
que parte de un GFDC planificado y preasignado. y realiza una asignación que minimiza
el ciclo de reloj.
Por otra parte, en [PaJD94] se presenta un algorítmo que realiza una selección del 3
tiempo de ciclo para una ruta de datos y una planificación dada. Primero se demuestra
que los valores del tiempo de ciclo que pueden conducir a tiempos de ejecución mínimos
son los divisores del retardo de cada uno de los estados. El método utilizado es realizar
una nueva planificación para todos estos divisores y tomar como tiempo de ciclo el que
produce menor tiempo de ejecución.
El problema que presentan estas soluciones es la necesidad de realizar inicialmente una
selección del tiempo de ciclo, en la cual se basa la obtención de buenos resultados.
Además, en el último algoritmo es necesaria una nueva planificación, con lo cual la
asignación de hardware podría no ser óptima y seria conveniente hacer una nueva. Por
otra parte, la utilización de los divisores como posibles tiempos de ciclo puede dar lugar
a opciones con valores muy pequeños, que hagan crecer de forma excesiva el número de
estados.
Muy pocos sistemas realizan un estudio inicial del GFDC y de la biblioteca de módulos
para obtener una buena selección. En [NaGa9Z]se presenta un algoritmo basado en la
minimización de los tiempos muertos. Para cada tipo de operación del GFD se computa
su retardo, teniendo en cuenta el retardo de los drivers, de los operadores y de los
4
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U registros utilizados. Se define el máximo tiempo de ciclo posible como el máximo retardo
de una operación del GFD; y el mínimo tiempo de ciclo como el mínimo valor permitidou
por la tecnología Para cada valor posible del tiempo de ciclo entre el mínimo y el¡ máximo, con un incremento igual a 1, se calcula el tiempo muerto para cada operador, el
tiempo muerto medio y el porcentaje de utilización de operadores. El valor del ciclo que3 maximiza dicha utilización se elige como ciclo de reloj. En este algoritmo existe sólo un
tipo de UF para implementar cada operación y sólo trata de minimizar él tiempo de
¡ ejecución, pero no el número de pasos de control, con lo cual el área de la UC puede3 dispararse. Además no tiene en cuenta que el camino crítico depende del tiempo de ciclo,
y que existen operadores que no pertenecen a ningún camino critico, independientemente¡ del tiempo de ciclo, y por tanto no es necesario considerarlos en la selección.
3 Una mejora de este algoritmo se presenta en [SJWL93].Se parte de un canino critico y
una serie de operadores con un retardo fijo, y se permite multiciclo y encadenamiento. Se
¡ realiza la selección planificando de nuevo el camino para un conjunto de valores del
tiempo de ciclo, que se obtiene a partir de los retardos de los operadores. De todos los
1 posibles valores se selecciona el que produce una relaci tiempo-área que se adapte3 mejor a las especificaciones del usuario. Sin embargo, esta nueva planificación podría dar
lugar a la aparición de nuevos caminos críticos, distintos a los iniciales, con lo cual los
• resultados no serian los esperados.
¡ La mayoría de estos sistemas no tienen en cuenta el retardo debido a interconexiones.
Weng en [WePa91] considera este retardo realizando una asignación de hardware y unU floorplanning después de la planificación. Los operadores del camino crítico se colocan¡ lo más cerca posible de sus predecesores. Se calcula el máximo retardo posible en el
camino crítico, teniendo también en cuenta el retardo de las interconexiones. Si las¡ restricciones de tiempo no se cumplen, se realizan cambios en el diseño para asegurar la
correcta simulación eléctrica. Sin embargo, este sistema no permite estimar estos3 retardos sin realizar el floorplanning, que incrementa considerablemente la complejidad
u
¡
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del proceso de sintesis.
Revisados los métodos utilizados por los distintos sistemas de SAN para seleccionar el
tiempo de ciclo, vemos que no hay ninguno que cumpla todos los requisitos necesanos:
que tenga en cuenta el GFDC, especialmente los nodos que se encuentran en los caminos
críticos, la biblioteca de módulos, las especificaciones del usuario y los retardos de los 3
módulos e interconexiones. Por tanto, parece clara la necesidad de generar un algoritmo
que considere todos estos factores.
5.3. Minimización del tiempo de ejecución
A priori parece que, para tener un tiempo de ejecución mínimo, es necesario escoger un
tiempo de ciclo que produzca tiempos muertos muy pequeños (o nulos en el mejor caso)
en cada una de las operaciones del GFD. Sin embargo, una vez realizada la planificación,
se observa que sólo tienen influencia en el tiempo total de ejecución los tiempos muertos
correspondientes a operaciones situadas en el camino critico. Antes de la planificación no
es posible saber cuál es el camino crítico, ya que depende del tiempo de ciclo, por lo cual
es interesante desarrollar un algoritmo para detectar aquellos caminos que, en función
del tiempo de ciclo, podrían ser críticos. Eliminar del conjunto de operadores del GFD
aquellos que no se encuentren en estos posibles caminos críticos, simplifica los cálculos y
conduce más rápidamente a buenos resultados. Esto sobre todo ocurre en GFDs con una 3
gran diversidad de operadores con tiempos de ejecución diferentes. La selección del
tiempo de ciclo debe ser tal, que produzca tiempos muertos lo más pequeños posible en
las operaciones que se encuentren en los posibles caminos críticos del GFD.
Por tanto, para encontrar el tiempo de ciclo que minimiza el tiempo de ejecución
debemos:
• Estimar el retardo de las operaciones del GFD.
• Encontrar los posibles caminos críticos.
2
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• Seleccionar el tiempo de ciclo que minimiza el tiempo muerto de las
operaciones a lo largo de los posibles caminos críticos.
En los apartados 5.3.1 al 5.3.3 se explica cómo realizar cada uno de estos tres pasos.
5.3.1. Retardo de las operaciones del GFD
Para estimar el retardo de las operaciones del GFD debemos basarnos en un determinado
modelo de ruta de datos. En nuestro sistema de SAN. este modelo (ver figura 5.1
consta de una serie de registros donde están almacenados los datos, y una serie de UFs,
que realizan las operaciones. También consta de dos niveles de multiplexores, uno a la
entrada de los registros y otro a la de las UFs.
Figura 5.l.Modelo de Ruta de Datos
Las interconexiones parten de la salida de una UF o de un registro, y pueden ir a una o
varias entradas de registros y de UFs, respectivamente. Existe la posibilidad de utilizar
buses además de multiplexores. En este caso, la salida de un módulo que utilice un bus
debería ir conectada a un driver y éste al bus. Como el cálculo del retardo de la
transmisión no cambia significativamente si se utilizan buses (sólo hay que añadir el
retardo del driver al retardo de la interconexión), vamos a presentar todo el desarrollo
para un modelo sólo con multiplexores.
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La existencia de interconexiones de registro a registro no influye significativamente en la
selección del tiempo de ciclo, porque la transmisión de una señal es siempre mucho más
rápida que la ejecución de una operación. Por tanto, para simplificar el modelo, se
considera que no existen.
Para este modelo de ruta de datos, vamos a ver qué factores influyen en el tiempo de
ejecución de una operación tejec~ que se realiza sobre unos operandos disponibles en
registros, y cuyo resultado se almacena en otro registro. Además, se permite que una
operación tarde varios pasos de control en ejecutarse. Las fases a seguir y los retardos
asociados a ellas son:
a) Transmisión de los operandos a las IJFs donde se va a realizar la operación.
Esta transmisión consta a su vez de tres retardos:
• Transmisión desde el registro donde está almacenado el dato al
multiplexor colocado a la entrada de la unidad funcional. Este retardo
depende de la resistencia de salida del registro, de la capacidad de entrada
del multiplexor y de la longitud de la interconexión. Tiene un valor que
debe estimarse.
• El retardo producido por el multiplexor tmux. Es un dato que puede
conocerse realizando una simulación eléctrica de los módulos del circuito,
y tenerse almacenado en la biblioteca.
• Transmisión desde el multiplexor a la unidad funcional. Este retardo
depende de la resistencia de salida del multiplexor, de la capacidad de
entrada de la UF y de la longitud de la interconexión. Tiene un valor que
debe estimarse.
b) Ejecución de la operación, tUF. Este retardo depende del tipo de unidad
funcional que realice la operación y suponemos que es un dato que se tiene en la
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biblioteca. Pueden existir varias alternativas, que serán consideradas a la hora de
realizar la selección del tiempo de ciclo.
c) Transmisión del resultado desde la salida de la UF a la entrada del registro
donde se va a almacenar. Esta transmisión consta también de tres retardos:
• Transmisión desde la UF al multiplexor colocado a la entrada del
registro. Este retardo depende de la resistencia de salida de la UF, de la
capacidad de entrada del multiplexor y de la longitud de la
interconexión. Tiene un valor que debe estimarse.
• El retardo producido por el multiplexor. tmux.
• Transmisión desde el multiplexor al registro. Este retardo depende de
la resistencia de salida del multiplexor, de la capacidad de entrada del
registro y de la longitud de la interconexión. Tiene un valor que debe
estimarse.
d) A]macenamiento en registro. Este valor también es fijo para una biblioteca dada
y se tiene como dato. Se denomina t~mac.
Para calcular correctamente es necesario estimar de alguna manera los retardos
asociados a las interconexiones. Como hemos visto, en cada operación hay cuatro
interconexiones implicadas, y su retardo depende de la longitud de cada una de ellas. En
principio, el valor asociado a todas ellas lo denominaremos tpmp. En el capítulo 6
presentaremos un método para estimar su valor.
Por tanto, el tiempo de ejecución de una operación es:
tejjtpmp + tiff + tajnuc +
Una vez calculados los valores de los tiempos de ejecución de todas las operaciones del
GFD pasamos a buscar los posibles caminos criticas.
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5.3.2. Búsqueda de los posibles caminos críticos
Llamamos posible camino crítico a un camino del GFD que, para algún determinado
valor del tiempo de ciclo, sea un camino crítico. La búsqueda del tiempo de ciclo
óptimo sólo es necesano realizarla con los operadores que se encuentren en los posibles
caminos críticos, puesto que los caminos que no son críticos no influyen ni en el tiempo
total de ejecución, ni en el número de pasos de control. La eliminación de operadores
que no se encuentren en dicho grupo facilita y acelera la búsqueda del valor del tiempo
de ciclo óptimo.
En este apartado se presenta un método para generar una lista de posibles caminos
críticos, sobre la cual aplicar un algoritmo de selección del tiempo de ciclo, En primer
lugar, presentaremos un método suponiendo que los retardos de las operaciones del
GFDC son fijos, es decir, que en la biblioteca sólo existe una UF capaz de realizar cada
una de ellas. A continuación, en el apartado 5.3.2.4, veremos las modificaciones
necesanas para considerar múltiples liEs para cada operación.
La lista de posibles caminos críticos debe tener el mínimo número de elementos posible,
puesto que la complejidad del algoritmo de selección es proporcional a dicho número.
Con este fin, si dos posibles caminos críticos son iguales, uno de ellos no es necesario
colocarlo en la lista. Con el mismo objetivo, si dos caminos A y B son críticos para un
determinado tiempo de ciclo, pero para cualquier otro sólo A puede ser critico, sólo éste
último se añadirá a la lista.
Nuestro sistema de SAN permite multiciclo, es decir, que una operación utilice varios
pasos de control para ejecutarse. Sin embargo, no está prevista la utilización de
encadenamiento, con lo cual una operación debe utilizar al menos un ciclo para
ejecutarse. Si cada operación necesita al menos un ciclo de reloj para ejecutarse, el
número de etapas mínimo para un determinado GFD es el número de operaciones (o
nodos) del camino más largo. Llamaremos Nnodos.aI al número de nodos del camino o
1
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¡ los caminos más largos del GFD, que como hemos visto coincide con el número de
¡ etapas mínimo Netapasmín.
Como actualmente los retardos de los módulos se miden en nanosegundos, y para las
E bibliotecas utilizadas todos los módulos tienen un retardo superior a ms, no parece
lógico utilizar un tiempo de ciclo inferior a la unidad, puesto que no se mejora el tiempo
de ejecución y se incrementa inútilmente el número de etapas de control. Por otra parte.
¡ existe un tiempo de ciclo mínimo posible dado por la tecnología, que en general es
inferior a lns. El tiempo de ciclo mínimo utilizado (tcmu) será el máximo entre el dado
U por la tecnología y ms. Este valor puede modificarse fácilmente para futuras tecnologías,
que permitan generar módulos con tiempos de ejecución inferiores a lns. En losE
ejemplos que presentaremos a lo largo de este trabajo tomaremos siempre tcmu igual a3 ms. El número de etapas máximo de un GFD Netapasmax. se obtiene planificando para





U (jj~j ~úZ) Caminos para Netapasmin¡ Caminos para Nctapasrnax
Figura 5.2 Cálculo de Netapnmai y Netapasmín
3
En el GFD de la figura 5.2, cada nodo presenta el tiempo de ejecución de la operaciones¡
asociadas a él. También se muestran los caminos que permiten calcular ~ y¡ Netapasmin. En primer lugar. Netapasmin viene dada por el máximo número de nodos en
un camino. En este ejemplo existen dos caminos que tienen 4 nodos, ~ y por¡ tanto Netapasmin4.
E
¡
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En segundo lugar. Netapasmax es el número de etapas del camino que más tarda en
ejecutarse para un tiempo de ciclo de 1 ns (tcmu). En este caso, para un tiempo de ciclo
de 1 ns el retardo máximo es de í sons, y por tanto Netapasmax = 150.
Para encontrar los posibles caminos críticos de cualquier GFD, en primer lugar vamos a
encontrar todos los caminos e insertarlos en una lista de caminos LC. Esta lista la
ordenamos colocando primero los caminos con mayor retardo para un tiempo de ciclo
igual a tcmu Si dos caminos tienen el mismo retardo, se coloca primero el que más
operaciones tiene.
En el ejemplo de la figura 5.2 existen 5 caminos de datos, por lo tanto LC tendrá 5
elementos, que ordenados de izquierda a derecha según se presentan en la figura, son:
LC= 1(30,30,30) (30,30,50,20) (30,30,50,30) (30,10,30) (30,50,70)>
Si esta lista la ordenamos de mayor a menor retardo, obtenemos para un tiempo de ciclo
igual a ms (tcmu):
LC= {(30,50,70) (30.30,50,30) (30,30,50,20) (30.30,30) (30,10,30)}
A partir de esa lista vamos a generar otra lista de posibles caminos críticos LPCC. En el
próximo apartado presentamos algunos teoremas que nos servirán de ayuda para
construir la LPCC.
5.3.2.1. Teoremas de selección de posibles caminos críticos
En los teoremas que se presentan a continuación se suponen conocidos y fijos los
retardos de todas las operaciones del GFDC. Posteriormente veremos que
modificaciones deben realizarse para considerar una biblioteca de módulos con varias
liEs que implementen cada operación.
4
Capítulo 5. Selección del Ciclo de Reloj 149
Teorema 1
Todos los caminos que tengan un número de nodos igual a N00,j05~~1 pueden ser
caminos criticos para algún tiempo de ciclo.
Demostración
Si se elige un tiempo de ciclo igual al valor del retardo máximo de todos los operadores
del grafo, cada operación tarda exactamente un ciclo en ejecutarse, y el número de
etapas totales es Netapasmín. Para este valor del tiempo de ciclo, los caminos con un
número de nodos igual a Nnodosmax serán los caminos críticos
Para el ejemplo de la figura 5.2, con un tiempo de ciclo de 70ns, que es el máximo
retardo de todos los operadores del GFD, los caminos críticos serían (30, 30,50,20) y
(30,30,50,30), cada uno de los cuales tardaría cuatro ciclos en ejecutarse. Ambos
caminos son posibles caminos críticos.
Teorema 2
Sea t1 la suma de los retardos de todos los nodos pertenecientes al camino ¡ para un
tiempo de ciclo igual a ¡cmw Aquellos caminos con el valor máximo de t, son posibles
caminos críticos.
Demostración
Para un tiempo de ciclo igual a tCmu. los caminos que tienen el máximo valor de t~,
necesitan un número de etapas igual a Netapasmai~ y por tanto son caminos críticos.
Estos caminos son los primeros de la LC, puesto que está ordenada de mayor a menor
retardo. Para el ejemplo anterior sería (30,50,70).
Teorema 3
Sea (A,B) el par ordenado de caminos del GFD. Sean (a¡, .., a,,) las operaciones de A y
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(b1, .. b~.J, las operaciones de B, con m=n.Si para cada operación a, e A se puede
encontrar un subconjunto de k operaciones de B, Bí=Ibu...,b¡kJ, cuya suma de retardos
sea mayor o igual que el retardo de a,, y siendo los n subconjuntos B~ disjuntos, se puede
asegurar que, para cualquier tiempo de ciclo, el tiempo de ejecución de A será menor o
igual que el de B y, por tanto, A c LPCC.
Demos¡ración
Vamos a demostrar que, para cualquier tiempo de ciclo, el tiempo de ejecución de las k
operaciones de B1 es mayor o igual que el de a1. Si esto es cierto para cualquier í,
entonces el retardo de A será menor o igual que el de B para cualquier tiempo de ciclo.
Sea ta¡ el retardo de la operación a1, tb~ el retardo de la operación b11 eB, y tB~ la suma
de retardos de las k operaciones de B,.
tBi=tbií+tbi2+...+tbik
Se sabe que ta~ =tB1. Supongamos un tiempo de ciclo tc. Pueden presentarse dos casos:
• tc>ta,. En este caso a~ necesita un ciclo para ejecutarse, mientras que B1
necesita k ciclos como mínimo. Como 101, el retardo de 8, será mayor o igual
que el de a1.
• tc=ía,.El número de etapas Na¡ que necesita a, para ejecutarse será
Nal = F~#1
y el número de etapas para ejecutar las /r operaciones de fi,, NR1, será:
= F±~±1++F~#~k1= =
Como el número de etapas NR1 es siempre mayor o igual a No1, las /r operaciones de fi,
4
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requieren el mismo, o más tiempo para ejecutarse que a1, Por esta razón, concluimos que
si B E LPCC entonces Ae LPCC y el teorema queda demostrado.
Ejemplos
Para clarificar el significado del teorema 3 vamos a presentar algunos ejemplos.
Ejemplo ¡ Aplicación del teorema 3 sobre un camino fi con 2 sumas y 3
multiplicaciones, y otro camino A con 3 sumasy 2 multiplicaciones.
&Isum%í, sum%2, multbl, multb2, multb3}
A{sumaat, sumaa2. sum%3, multal, multa2}
Podemos asociar cada operación de A con una operación de fi de la siguiente forma:
sumaa¡~ sum%¡ . suma~~sumat2 sumaa3~multbI
multal~multb2 mult~~multbJ
En cada uno de estos grupos se puede asegurar que, para cualquier tiempo de ciclo, el
tiempo de ejecución de la operación de fi es mayor o igual que el de la operación de A,
puesto que una multiplicación necesita igual o mayor tiempo para realizarse que una
suma. Si para cada operación de A existe una operación de fi, que necesita igual o mayor
tiempo para ejecutarse. y A y fi pertenecen al mismo grafo, se puede asegurar que A no
influye en el tiempo total de ejecución y no es necesano insertarlo en la LPCC.
Hay que notar que, en este caso, A puede tardar en ejecutarse el mismo tiempo que fi, si
se escoge un tiempo de ciclo igual al de la multiplicación (o mayor). Entonces ambos
caminos necesitan cinco etapas para ejecutarse. Sin embargo, para cualquier tiempo de
ciclo menor, A tardará menos que fi. Como queremos que la LPCC tenga el mínimo
número de elementos posibles, A no se introduce en la lista.
o
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Ejemplo 2 Aplicación del teorema 3 sobre el grajo de lafigura 5.3
En el ejemplo 1, hemos podido asociar cada operación de A con una única operación de
B. Para el ejemplo de la figura 5.3, es necesario asociar cada operación de A, a1, con un
subconjunto de operaciones de fi, cuya suma de retardos sea mayor o igual que el
retardo de a1
La asociación realizada ha sido
a1 ~ B1=(b1,b4} 1a1=óns, 1B1=4ns+2ns=óns
a, ~ B,=/b,,b5} ta,=Sns, tB,=4ns-~-Ins=5ns
a3 ~ B3=(b3} ¡a3 =3ns, tB3=4ns







Figura. 5.3 Eliminación de posibles caminos críticos
Vamos a comenzar por el grupo a1, fi1.
• Si se utiliza un tiempo de ciclo mayor o igual que seis, que es el retardo de a1,
ésta necesita 1 ciclo para ejecutarse, mientras que fi~ necesita dos ciclos, uno
para ejecutar l,¡ y otro para b4. Por tanto las 2 operaciones de fi necesitan más
ciclos que a,
J
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Si se utiliza un tiempo de ciclo inferior a 6ns, existen las siguientes
posibilidades:
tciclo= Sns IVaj=2 IVB1=l~-I=2
tciclo=4ns Na1=2 IVR1=I±12
¡cé’clo= ms Naj=2 NB1=2’-¡=3
tciclo= 2ns IVa1=3 IVfi1=2~’-/=3
tciclo= ms IVa¡=6 NR1=4±2=6
En cualquiera de los casos anteriores, el número de etapas para ejecutar b1 y b4 es mayor
o igual que para ejecutar a1. Un análisis similar puede obtenerse para el grupo a, y fi.,, y
para a3, fi3. Por lo tanto, para cada operación de A existen un grupo de operaciones de
B que necesitan igual o más ciclos para ejecutarse, independientemente del ciclo de reloj,
y por tanto A no debe pertenecer a la lista de posibles caminos críticos.
o








En este caso no se puede decir que el nodo 2 del camino A tiene un retardo inferior que
los nodos 3 y 4 del camino fi para cualquier tiempo de ciclo, y no existe ninguna posible
reagrupación de nodos que nos permita asegurar que el camino A tiene una duración
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igual o inferior que el camino fi para cualquier tiempo de ciclo. Por lo tanto, no se puede




Si dos caminos tienen el mismo número de operaciones de cada tipo, implementadas en
igual o distinto orden, uno de ellos se puede eliminar de la lista de posibles caminos
críticos.
La demostración de este corolario puede realizarse aplicando el teorema 3, eligiendo
para cada operación de A, una operación de B del mismo tipo. Puede asegurarse que,
para cualquier tiempo de ciclo, la duración de los dos caminos es la misma y, por tanto,
se puede dejar uno de ellos como posible camino crítico y eliminar el otro de la lista.






Figura 5.5 Caminos equivalentes 4
Por ejemplo, para los dos caminos de datos que se muestran en la Figura 5.5 los retardos
son iguales, puesto que existe una correspondencia (flechas cruzadas) 1 a 1 entre las
operaciones de ambos caminos.
4
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Corolario 2
Si dos caminos A y B tienen el mismo retardo para un tiempo de ciclo igual a tcmu. Y
tienen el mismo número de operaciones, pero no existe una correspondencia unívoca
entre los retardos de las operaciones de A y las de B, existe la posibilidad de que ambos
sean caminos críticos para distintos tiempos de ciclo,
Demostración
La demostración de este corolario vamos a realizarla con un ejemplo. Sea la figura 5.6.
Los caminos A y fi tienen un retardo de l8ns y un total de 5 operaciones. Sin embargo,
no existe una correspondencia unívoca entre los retardos de las operaciones de A y fi,
puesto que las operaciones a2 y a3 no tienen su análoga en fi, y b2 y b3 no tienen su
análoga en A. Si elegimos un tiempo de ciclo igual a 4ns, A necesita 6 ciclos, mientras
que fi necesita 5. por tanto A sería camino crítico. Sin embargo, si elegimos un tiempo de
ciclo de 3, fi necesita 9 ciclos y A necesita 8. En este caso fi seria camino critico. Por
tanto, dependiendo del tiempo de ciclo, uno u otro pueden ser caminos críticos, y ambos







Figura 5.6 Caminos no equivalentes
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5.3.2.2. Algoritmo de Unificación de Caminos
El teorema 3 nos permite, para un par de caminos (A.,B), eliminar A como posible
camino critico si se consigue asociar o unificar cada operación de A con una o varias de
B. Esto es lo que denominamos unificación de caminos. Si para cada operación de A
tratamos de encontrar una solución realizando una búsqueda exhaustiva entre las
operaciones de B, nos encontramos ante un problema NP completo. Sin embargo,
nuestro objetivo principal no es eliminar totalmente todos los caminos no críticos, sino
eliminar el mayor número de operadores posibles, que se encuentren en caminos nunca
críticos, con el fin de facilitar y acelerar la selección del tiempo de ciclo. Por tanto, una
búsqueda exhaustiva de soluciones complica el problema de selección en lugar de 4
simplificarlo.
Por eso se plantea la necesidad de encontrar un algoritmo de unificación que cumpla una
serie de requisitos:
• No elimine nunca un camino que para algún tiempo de ciclo sea critico.
• Elimine un porcentaje considerable de caminos no críticos.
• Tenga una complejidad moderada.
Una información muy valiosa que se puede utilizar para acelerar el algoritmo es la que se
obtiene de la biblioteca de módulos. En los caminos de datos sólo pueden aparecer
tiempos de ejecución de UFs que existan en la biblioteca de módulos. Por esta razón,
resulta interesante realizar un estudio de las posibles asociaciones entre las operaciones
de cada biblioteca de módulos, y ordenarlas según un criterio que guíe correctamente la
unificación.
El algoritmo de unificación de un par de caminos (A,fi) recibe como información de
entrada una tabla de posibles unificaciones TPU, donde las distintas opciones están
ordenadas según un criterio determinado. Existe una entrada a la tabla para cada
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operación que pueda haber en el grafo. Inicialmente se unifican las operaciones comunes.
A continuación se recorre A ordenadamente, comenzando con la operación con mayor
tiempo de ejecución. Para cada operación se escoge la primera unificación de la lista que
se pueda utilizar (según las operaciones de fi), y se pasa a la siguiente operación de A. Si
en dicha lista no hay ninguna opción posible, se recorren los operadores de B de mayor a
menor tiempo de ejecución, y se van cogiendo todos los operadores existentes, no
unificados, hasta conseguir un retardo mayor o igual que el de la operación de A. Si no
se consigue, A se inserta en la LPCC.
La tabla de posibles unificaciones es necesario realizarla para cada biblioteca de módulos
que se pueda utilizar. Con esta información, para cada operación de A se conoce
exactamente con qué operaciones de B debe unificarse. Así el algoritmo de unificación
en lugar de ser NP completo, será lineal con el número de operaciones de A. Aunque
esta solución no consigue siempre la unificación óptima, si el criterio de ordenación
dirige correctamente la búsqueda, podemos encontrar una solución, si la hay, en la
mayoría de los casos. Además, aseguramos que todos los caminos que son críticos para
algún tiempo de ciclo se insertarán en la LPCC.
A continuación vamos a ver cómo generar la tabla de posibles unificaciones. Dada una
biblioteca de módulos hay que encontrar las posibles asociaciones entre sus operaciones
y ordenarlas en función de algún criterio que guíe correctamente la unificación global de
dos caminos.
A partir de la biblioteca construimos la lista de operaciones con sus retardos asociados:
L{op¡ Opk}
Suponemos que las operaciones están ordenadas de mayor a menor retardo en la
biblioteca. Para cada operación op, debemos obtener una serie de posibles unificaciones,
con las OPJ Ú~V Estas posibles unificaciones se ordenan de tal forma que permitan el
mayor número de posibilidades para el resto de las unificaciones, utilizando el siguiente
158 Técnicas de Estimación de Características Físicas en Síntesis de Alto Nivel
criterio:
• Paso 1: Se eligen las posibles unificaciones con una única operación op1 que
tenga mayor o igual retardo que op, Las opciones posibles de unificación con
una única operación no es necesario ordenarlas. Como los nodos en A se
recorren de mayor a menor retardo, para un nodo aj no existen en A
operaciones con mayor retardo que no estén unificadas y, por tanto, seleccionar
una única operación de B con mayor retardo que aj siempre será una opción que
conduce a una solución, si existe.
• Paso 2: Se proponen las unificaciones con dos o tres operaciones. Permitir
todas las posibles combinaciones con más de tres operaciones incrementa la
complejidad del algoritmo y, para los ejemplos de GFDs presentados en la
literatura, no se ha visto que incremente su bondad en la misma medida. Sin
embargo, este algoritmo es fácilmente modificable para permitir un mayor
número de operaciones en una combinacion.
En el paso 2, las distintas opciones de dos o tres operaciones se ordenan siguiendo dos
criterios:
• El retardo total. Se ordenan de menor a mayor retardo total.
• El número de operaciones. Se ordenan de menor a mayor número de
operaciones.
Si se plantea el caso de que exista una opción con menor número de operaciones que
otra, y mayor o igual retardo total, para ordenarlas seguiremos el siguiente criterio:
1.-Se elimina de las dos opciones la operación con más retardo.
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3.-La opción que tenga esta suma menor, se coloca primero. Si ambas sumas son
iguales, se realiza el mismo proceso con la siguiente operación con más
retardo.
Ejemplo 1: Ordenación de posibles opciones de unificación
Supongamos op,#Sns y las posibles unificaciones
Eliminamos de ambas opciones la primera operación y nos queda
Como la primera opción tiene de suma 8 y la segunda 15, colocamos la opción (30,8)
antes que la (20,10.15).
o
Ejemplo 2. Generación de la TPU




multiplicador * 1 OOns
divisor 1 1 2Ons
Tabla 5.1 Biblioteca de Módulos
MI
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La lista de operaciones ordenadas según el tiempo de ejecución es: J
L=( 120,100,21.20) 3
Veamos las unificaciones posibles para la división. No es posible encontrar ninguna u’
unificación con una única operación. Pasamos a las posibilidades con 2 operaciones.
No existe ninguna posibilidad con tres operaciones, por lo tanto el conjunto de posibles II
unificaciones para la división es el que aparece en la lista anterior. u’
La multiplicación se puede unificar con una división. No existe ninguna solución con dos
o tres operaciones.
(120) MI
La resta se puede unificar con una multiplicación, con una división o bien con dos sumas. u’
La soluciones ordenadas son:
21 — (100)(120)(20,20)
u’
Por último la suma se puede unificar con cualquier operación.
SITodas las unificaciones para cada operación de la biblioteca se encuentran en la tabla 5.2.
u’
¡ * - +
(*+) (1) (*) (—)
(1) (*)
SL_ÁML r
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¡ Mediante la generación de la TPU. hemos conseguido un conjunto de unificaciones para
cada operación, que nos marcan el camino a seguir en la unificación entre dos caminos.
Para cualquier par de caminos (A,fi) que tengan operaciones implementadas con3 módulos de esa biblioteca, se realizará la unificación recorriendo los nodos de A de
mayor a menor retardo, y tratando de realizar las unificaciones dadas en la tabla, en elU orden señalado.
¡ Este algoritmo de generación de la TPU sólo es necesario ejecutarlo cuando se va a
utilizar una nueva biblioteca de módulos.
¡ 5.3.2.3. Algoritmo de búsqueda de posibles caminos críticos
Basándonos en los teoremas de selección de posibles caminos críticos, en la TPU y en elU algoritmo de unificación, obtenemos el algoritmo de búsqueda de caminos críticos para
¡ un GFDC con retardos fijos para cada una de las operaciones. Partimos de una lista de
caminos del GFD. El algoritmo se divide en tres partes:U
• Paso O: Creación de la tabla de posibles unificaciones para la biblioteca
¡ de módulos que se esté utilizando. Este paso sólo es necesario realizarlo si la
biblioteca es nueva.U
• Paso 1: Ordenación de la LC. Todos los caminos de la LC se ordenan de¡ mayor a menor retardo para un tiempo de ciclo igual a tcmu. Si dos caminos
tienen el mismo retardo, se coloca primero el de mayor número de nodos.
U Dentro de cada camino, los nodos se ordenan de mayor a menor retardo. Al3 mismo tiempo se realiza la reducción de la LC, porque si existen dos caminos
de datos con el mismo retardo y el mismo número de operaciones de cada tipo,
¡ por el corolario 1 uno de ellos puede elímínarse.
¡ • Paso 2: Insertar el primer elemento de la LC en la LPCC. Por el
teorema 2, el primer elemento de la LC, que tiene un retardo máximo para un
U
U
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tiempo de ciclo igual a tc~,, es un posible camino crítico. Como la LPCC está
vacia, no existe ningún camino que permita aplicar el teorema 3, y por tanto
este camino se inserta en la LPCC.
• Paso 3: Resto de posibles caminos críticos. Sea A un elemento de LC. Si
no existe ningún camino fi de la LPCC, tal que el par (A,fi) cumpla el teorema 3
utilizando el algoritmo de unificación, A debe añadirse a la LPCC. El algoritmo
recorre ordenadamente la LC y termina cuando queda vacía. Sobre las
operaciones pertenecientes a la LPCC aplicamos el algoritmo de selección del
tiempo de ciclo.
El primer paso, la ordenación de la LC, no sólo es útil para facilitar la reagrupación de
los nodos, sino que es crucial para obtener resultados correctos, puesto que sólo si se
recorre la LC de forma ordenada, se puede asegurar que para cualquier camino A que se
inserta en la LPCC no existe en la LC otro camino fi tal que el par (AB) cumple el
teorema 3. Si esto no fuera así, sería necesario sacar A de la LPCC, con lo cual el
algoritmo no funcionaría correctamente, ya que una vez insertado un elemento en la
LPCC nunca se extrae.
Para demostrar que esta afirmación es correcta, veamos que no se puede dar el caso
contrario. SeaA un camino de la LPCC. Si existiera en LC algún camino fi tal que el par
(AB) cumpliera el teorema 3, el camino fi tendría un retardo total mayor o igual que el
de A, y un número de operaciones también mayor o igual que el A. Como los caminos de
LC se ordenan de mayor a menor retardo para un tiempo de ciclo igual a ¡cm,,, se puede
asegurar que no existe ningún camino en la LC con mayor retardo que A para cualquier
tiempo de ciclo, puesto que, al menos para un tiempo de ciclo igual a ¡cm,,, es el que más
retardo tiene. Por tanto, sólo podría ocurrir que fi tuviera el mismo retardo que A para
un tiempo de ciclo igual a ¡cm,, y un número de operaciones menor o igual. Si es menor,
no se puede aplicar el teorema 3. Si es igual, por el corolario 2 ambos pueden pertenecer
a la LPCC, y no hay que sacar A de ésta.
U
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U El algoritmo en pseudocódigo será:
Obtención LCU Ordenación y Reducción de LC
cabecera(LG~
Insertar fi en LPCCu /vlientrav haya caminos en LC
A =Sacar_cabecera(LC)
Si no existe otro camino fi en LPCC 1 (AB) cumpla Teorema 3U
Insertar A en LPCC
Ejemplos
¡ Ejemplo ¡ Algoritmo de búsqueda de posibles caminos críticos sobre el gafo de la
figura 5.2.
U LC={(30,50,70) (30,30,50,30) (30,30,50,20) (30,30,30) (30,10,30)
U La TPU correspondiente a la biblioteca que se está utilizando se muestra en la tabla 5.3.
U La lista con los caminos ordenados seria:
U LC={(70,50,30) (50,30,30,30)(50,30,30,20) (30,30,30) (30,30,10)1
No se puede reducir la lista de caminos, puesto que no existen dos caminos con lasU mismas operaciones.
U Insertamos el primer elemento en la LPCC
U LPCC= ((70,50,30)>
U Para cada camino de la LC, lo sacamos de ésta y buscamos si existe algún camino de la
LPCC que permita aplicar el teorema 3. Si no es así lo insertamos en la LPCC.
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100 70 60 50 30 20 lO
(70,30) (lOO) (lOO) (60) (50) (30) (20)
(50,50) (60,10) (70) (70) (70) (70) (70)
(70,20,10) (50.20) (50,10) (100) (60) (50) (30)
(60,30,10) (60.20) (30,30) (30,20) (lOO) (60) (50)
(60,20,20) (50,10,10) (50,20) (30,10,10) (20.10) (100) (60)
(70,20.20) (50,30) (50,30) (30.30) (20.20) (10,10) (lOO)
(60,50) (60,30) (30,20,10) (20,20,10) (10,10,10)








Tabla 5.3 TPU para el la biblioteca del grafo de la figura 5.2
El camino (50,30,30,30) tiene 4 nodos, y no existe en LPCC ningún elemento con 4 o
más nodos. Por tanto ningún elemento puede cumplir el teorema 3.
LPCC= «70,50,30) (50,30,30,30)}
El camino (50,30,30,20) no lo incluimos en la LPCC porque se puede unificar con
(50,30,30,30). Primero asociamos operaciones comunes y a continuación utilizamos las
de la tabla 5.3. J
50~50 30~30 30~30 20~30. J
LC={(30,30,30) (30,30,10)> J
LPCC= ((70,50,30) (50,30,30,30) 1 j
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U Para el siguiente camino de LC. A=(30,30,10) existe el camino fi=(70,50,30). que
U permite aplicar el teorema 3. La unificación puede realizarse:
30~30 30~50 l0=~70
E
Por lo tanto, no queda ningún camino en la LC que pertenezca a la LPCC. Y de esta
U forma obtenemos:
U LPCC= <(70,50,30) (50,30,30,30)
U O
U Ejemplo 2 Algoritmo de búsqueda de posibles caminos críticos sobre el grajo de lafigura 5.7








U La lista de caminos de este grafo ordenada de mayor a menor retardo es la siguiente:
U LC=<(20, 100) (20.20,50,20) (20,20,50,10) (20,10,60) (20,20,30) (20,10,30)>
U
U
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Ordenamos los nodos de cada camino de mayor a menor retardo:
LC=< (100,20) (50,20.20,20) (50,20,20,10) (60,20,10) (30,20,20) (30,20,10)>
No existen dos caminos con el mismo número de operaciones de cada tipo, luego no se
puede reducir LC. En esta lista tenemos: N~~05~~,<=4 y el máximo retardo para tiempo
de ciclo=l es 120. Por lo tanto inicialmente:
LPCC={(l0O,20) } J
El camino (50,20,20,20), tiene un número de nodos igual a 4, y el único camino de
LPCC tiene 2 nodos, por tanto no puede aplicarse el teorema 3 y debe insertarse en la
lista.
LPCC={ (1 00,20),(50,20,20,20)
El camino (50.20,20,10), que también tiene un número de nodos igual a 4, lo unificamos J
con el camino (50,20,20,20).
5O~50 20~20 20~20 10~20 J
Con esto nos queda
LC={ (60,20,10) (30,20,20) (30,20,10)>
Extraemos el camino (60,20,10). y tratamos de unificarlo con (100,20). Como éste J
último tiene 2 nodos y el primero 3, no es posible. Pasamos a unificarlo con
(50,20,20,20) según se muestra en la figura 5.8. J
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U y no es necesario insertar A en la LPCC. Por último unificamos (30,20,10) con(50,20,20,20) y tenemos que:
1 3O~50 20~20
U y tampoco lo insertamos en LPCC. Por lo tanto sólo existen 2 posibles caminos críticos:
¡ LPCC~{ (100,20) (50,20,20,20»
U sobre los que aplicaremos el algoritmo de selección del tiempo de ciclo.
• o
Por otra parte, hemos comprobado experimentalmente, que los retardos de lasU operaciones lógicas no deben tenerse en cuenta para calcular el ciclo de reloj, porque son
U muy pequeños frente al retardo del resto de los operadores, con lo cual los resultados de
tiempo de ciclo obtenidos por nuestro algoritmo suelen ser menores que los óptimos.
U Esto produce un incremento en el número de etapas necesarias para realizar el resto de
los operaciones. El hecho de no tenerlos en cuenta en especificaciones donde predominaU el número de operaciones aritméticas, favorece la obtención de tiempos de ciclo óptimos.
¡ Un último problema que se presenta en la búsqueda de caminos críticos es la posibilidad
U
U
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de disponer de una biblioteca de módulos más amplia, donde cada operación del GFD
puede ser implementada por más de un operador. En este caso, los retardos de los
operadores no estarían prefijados. En el apartado 5.3.2.4 se presenta un algoritmo
modificado que tiene en cuenta este factor.
5.3.2.4. Algoritmo modificado de búsqueda de caminos críticos
Si existe una biblioteca de módulos con más de una UF para implementar cada
operación, seria necesario utilizar el algoritmo de búsqueda de posibles caminos críticos
para cada una de las UFs posibles, lo cual aumentaria significativamente la complejidad
del algoritmo.
Sin embargo, podemos modificar levemente el algoritmo de búsqueda para no
incrementar tanto su complejidad.
• Paso O: Generación de la TPU. No es necesario tener en cuenta todas las
UFs de la biblioteca. Consideramos dos listas: una lista UFLentas con las LTFs
más lentas para implementar cada operación del GFD, y otra lista UFp~,pídas
con las más rápidas. Se trata de generar una TPU que contenga las posibles
unificaciones entre cada elemento de la lista de UFLenías, con los elementos de
la lista de (JFRapidas~ teniendo en cuenta los criterios dados para el algoritmo
de unificacion.
• Paso 1: Búsqueda de caminos. En esta fase cada nodo del grafo se trata
como una operación sin un retardo fijo.
• Paso 2: Ordenación y reducción de LC. Se hace de la misma forma que
en el algoritmo inicial, pero ordenando todos los nodos de los caminos de la LC
de mayor a menor retardo, utilizando para cada uno de ellos la UF más lenta de
la biblioteca que pueda implementar la operación. Si dos caminos son iguales,
uno de ellos se elimina.
u
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U • Paso 3: Se inserta el primer elemento de LC en la LPCC. El
U razonamiento es análogo al del algoritmo inicial. En la LPCC el retardo de cadaoperación se toma como el de la UF más rápida que pueda implementarlo.
U • Paso 4: Resto de posibles caminos críticos. El algoritmo recorre
U ordenadamente la LC, toma el camino A de la cabecera, y busca si existe algún
elemento B de la LPCC tal que el par (A,B) cumpla el teorema 3. Si no es así, el
U camino A se inserta en la LPCC, sustituyendo los retardos de sus operaciones
por los retardos de las (ffs más rápidas que puedan implementarlas.
U La razón por la cual sustituimos cada operación de la LPCC por el retardo de la UF más
rápida que pueda realizarlos, es para asegurar que en las comparaciones entre un camino
A de la LC y un camino fi de la LPCC, tenemos en cuenta todas las posibilidades. El
U caso más desfavorable se produce cuando las operaciones de A se implementan con las
UFs más lentas, y las de fi con las más rápidas. Si en ese caso A no puede ser camino¡ crítico, en ningún otro caso lo será.
U Ejemplo.
Vamos a realizar la búsqueda de caminos críticos sobre el GFD del algoritmo de
Resolución de la Ecuación Diferencial [PaKGS6],cuyo GFD se muestra en la figura 5.9.U Vamos a utilizar la biblioteca de UFs que se presenta en la tabla 5.4. Para esta biblioteca
¡ presentamos la TPU en la tabla 5.5.
U La lista de caminos es:
U
Eliminando los caminos que son iguales y las operaciones lógicas, y ordenando la lista
¡ según los retardos de las UFs más lentas de la biblioteca obtenemos:
U LC={ (**..) (**..)(*+) (+)}
U
U
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dx 5 3
Figura. 5.9 GFD de la Ecuación Diferencial
Por tanto: LPCC{ (*,*,.,~)}
modulo opí retardo op2 retardo
sumador + 2Ons
restador - 2lns
multiplicador * 1 OOns
divisor ¡ 103
sumador/restador + 2lns - 2Sns
Tabla 5.4 Biblioteca de Módulos
Tomamos ahora el camino (*,*,~). Como el camino que se encuentra en la LPCC tiene
dos multiplicaciones y dos restas, eliminando de ambos las operaciones comunes
podemos unificarlos.
Tomemos ahora (*,+). Unificamos las operaciones comunes (una multiplicación de cada
camino). Según la TPU la suma se unifica con la siguiente multiplicacion.
J
Capítulo 5. Selección del Ciclo de Reloj / 7/










Tabla 5.5 TPU para la biblioteca de la tabla 5.4
Por último, tomamos (+), y su única operación se unifica con una de las multiplicaciones.
Por tanto:
LPCC={ (**)}
5.3.3. Obtención del tiempo de ejecución mínimo
Una vez conocidos los tiempos de ejecución de todas y cada una de las operaciones del
diseño, el tiempo de ciclo que produce tiempos muertos nulos es cualquier d!visor común
a dichos tiempos de ejecución. Si sólo tenemos en cuenta los elementos de la LPCC, será
un divisor común de los tiempos de ejecución de las operaciones de dichos caminos.
Cualquier planificación que minimice el número de pasos de control (por ejemplo la
planificación ASAP) y utilice como tiempo de ciclo uno de estos divisores comunes,
produce un tiempo de ejecución mínimo, puesto que no existen tiempos muertos en
ninguno de los pasos de control. Como se trata de minimizar también el número de
etapas de control, el máximo común divisor parece el valor óptimo entre los divisores.
En general, cualquier especificación del comportamiento de un circuito suele tener
operaciones con tiempos de ejecución muy diferentes, y el máximo común divisor de
todos esos valores es la unidad o próximo a ella. Un tiempo de ciclo tan pequeño da
lugar a muchos pasos de control y, en consecuencia el tamaño de la Unidad de Control
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tiempo de ciclo, y para tiempos demasiado pequeños, puede dar lugar a un mal
funcionamiento del circuito, debido a la propagación de señales. Por eso, en la mayoría
de los casos, no es posible realizar esta simple selección para el tiempo de ciclo, y es
necesario considerar en dicha selección los factores área y potencia disipada. En el
apartado 5.4 presentamos los factores que influyen en el tamaño de la UC.
Por otra parte, antes de realizar la asignación de hardware no se sabe qué tipo de UF va
a ejecutar cada una de las operaciones, y por tanto, tampoco se sabe el tiempo de
ejecución de cada operación. Es necesario realizar un estudio del grafo y considerar qué
tipos de UFs son las que pueden utilizarse, según los objetivos y restricciones del
usuario. En el apartado 5.5 se presenta un algoritmo de selección del tiempo que tiene en
cuenta estos factores, y además considera el tiempo total de ejecución y el área del
circuito.
5.4.M¡nim¡zación del área de la Unidad de control
El tamaño de una Unidad de Control crece con el número de estados correspondiente a
la especificación del circuito, para un hardware y una planificación determinados. Si
escogemos un tiempo de ciclo pequeño, el número de estados aumenta, y por tanto el
tamaño de la Unidad de Control. Sin embargo, el área y tiempo no siempre son
contrapuestos. Es posible realizar una selección inteligente del tiempo de ciclo, que tenga
en cuenta los factores de área y tiempo de ejecución del circuito, y así conseguir
soluciones que cumplan los objetivos de minimización dados por el usuario. Para ilustrar
este hecho suponemos la siguiente especificación del comportamiento de un circuito:
U








¡ La biblioteca de módulos dispone de un multiplicador, de un sumador y de un restador
para realizar las operaciones. Supongamos que, teniendo en cuenta los retardos de todas3 las fases de una operación explicadas en el apartado 5.3.1, el sumador y el restador
tienen un retardo de 2Ons y el multiplicador lOOns. Si se utiliza un tiempo de ciclo deU 2Ons (figura 5.10) se necesitan 5 etapas de control para realizar la multiplicación y 1 para
la suma y para la resta. Como la suma y la multiplicación se pueden realizar en paralelo.






ttotal ¡ 2Ons n0 etapasó
U FU: SUM(+), MUL(*), SUB (-)
Figura. 5.10
¡ Sin embargo, si utilizamos un tiempo de ciclo de lOns (figura 5.11), necesitamos dos
U pasos de control para realizar la suma y la resta, y 10 para la multiplicación. Como la
suma y la multiplicación pueden realizarse en paralelo, en total necesitamos 12 etapas de
U control, y el mismo tiempo de ejecución total.
U
U




ttotal 1 2Ons n0 etapas 12FU: SUM(+), MUL(*) SUB (-)
Figura. 5.11
En este caso, parece mucho mejor tomar como tiempo de ciclo 2Ons puesto que no se
incrementa el tiempo de ejecución y se minimiza el tamaño de la Unidad de Control. Si se
utilizan tiempos de ciclo divisores de 20 (por ejemplo lO, 5, 4, etc.), lo único que se
consigue es incrementar el número de microinstrucciones necesarias para realizar las 3





ttotal 1 5Ons netapas 3
UF: SUM(+), MUL(*) 5~ (~)
Figura. 5.12
Sin embargo, si utilizamos un tiempo de ciclo de SOns (figura 5.12) necesitaremos un
paso de control para realizar la suma y la resta, y sólo 2 pasos de control para realizar la
U
U Capítulo 5. Selección del Ciclo de Reloj 1 75
U multiplicación. En este caso el número total de etapas de control es de 3 y el tiempo total
U de ejecución es de 1 SOns, frente a los 120 necesarios para el caso anterior.
Dependiendo de las necesidades del usuario esta selección será peor o mejor que la de
U 2Ons. Si el usuario quiere optimizar el tiempo, esta selección es peor, pero si lo más
U importante es el área, ésta puede ser una selección mejor.
Si seleccionamos un tiempo de ciclo de lOOns, el número total de pasos de controlU necesarios será de 2, pero en este caso el tiempo total de ejecución es de 200ns (figura
¡ 5.13). Como vemos esta selección reduce un 30% el número de etapas de control, y
empeora un 30% el tiempo total de ejecución (de lSOns a 200ns). Sólo si fiera
U totalmente prioritaria el área frente al tiempo sería una buena seleccion.





ciclo lOOns netapas 2U ttotal 200nsUF: SUM(+), MUL(), SUB (->
U Figura. 5.13
U Viendo estos ejemplos podría pensarse que cuanto menor es el tiempo de ciclo mayor es
U el número de pasos de control y menor el tiempo de ejecución. Sin embargo, no ocurre
U
U
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ttotal 125ns netapas 5
UF: ALU(+,-), MUL(*)
Figura. 5.14
Se considera una biblioteca de módulos que dispone de una ALU que puede realizar la
suma en 2lns y la resta en 23ns. Si el objetivo es optimizar el hardware, puede utilizarse
esta ALU para realizar la suma y la resta. Si el tiempo de ciclo es de 25ns (figura 5.14)
se necesitan 4 etapas de control para la multiplicación, y 1 para la suma y la resta. En
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U Sin embargo, si utilizamos un tiempo de ciclo de 23ns (Figura 5.15) se necesitarán, como
U antes, 1 paso de control para realizar la suma y la resta, pero 5 pasos de control para
realizarla multiplicación. En este caso el tiempo total de ejecución seria de l3Sns (frente¡ a los l2Sns de antes) y el número total de etapas de control de 6 (frente a los 5 de antes).
Podemos deducir que la selección de un tiempo de ciclo de 2Sns frente a la selección de
¡ 23ns mejora tanto el número total de etapas de control, como el tiempo total de
¡ ejecución.
Una consecuencia inmediata de las consideraciones basadas en el ejemplo anterior
U es que, dependiendo de las características del diseño, de la biblioteca de módulos y
U de las restricciones del usuario, el tiempo de ciclo óptimo es diferente. Otraobservación importante es que, en general, la disminución del tiempo de ciclo
U conduce a Unidades de Control con mayor número de microinstrucciones. Sin
embargo esto no es siempre cierto, y si no se realiza la selección adecuadamente, se
¡ pueden obtener resultados peores tanto en área como en tiempo.
¡
U 5•5. Algoritmo de Selección del tiempo de ciclo
La finalidad de la selección del tiempo de ciclo es tener en cuenta los dos factoresu anteriormente explicados:
U • Minimización de los tiempos muertos, para obtener un tiempo de ejecución
U total mínimo. Esta minimización es necesario realizarla en todos los elementos
de la LPCC.
• Minimización del número de etapas de control, para minimizar el tamaño de3 la Unidad de Control.
U Nuestro objetivo es obtener una lista reducida de valores del tiempo de ciclo que
optimicen estos dos factores y, una vez realizada la planificación ASAP, elegir el que
U
U
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produzca un tiempo mínimo de ejecución [MFHM94]. Como la planificación ASAP tiene
complejidad lineal, si la lista de posibles tiempos de ciclo tiene un tamaño asequible, la
complejidad de este método no será excesiva.
Para conseguir este objetivo suponemos que disponemos de una biblioteca de módulos
para realizar todas y cada una de las operaciones del grafo, y que puede existir en esta
biblioteca más de una UF para realizar una determinada operación. Para cada operación
que puede implementar una UF, existe la información del tiempo de ejecución, y para los
registros y multiplexores sus retardos respectivos.
Existe también una serie de restricciones impuestas por el usuario, como el tiempo de
ejecución máximo del circuito tmax, el área máxima permitida áreama¡, y la prioridad
del área frente al tiempo. Esta prioridad se mide mediante dos parámetros dependientes
entre sí.
a es una medida del peso del tiempo muerto y
~ mide el peso del tamaño de la Unidad de Control.
La relación entre ellos viene dada por
a+~= 1
El usuario puede dar el valor de uno de los dos parámetros.
Si cx=13=0.5 se dará la misma prioridad al área que al tiempo. Si cxO y ~3=lel área tendrá
prioridad total frente al tiempo, siempre teniendo en cuenta las restricciones del tiempo
total de ejecución. Si a=I y ¡30 se deberá dar total prioridad al tiempo, intentando su
optimización total, aun a costa de incrementar el tamaño de la Unidad de Control, pero
siempre respetando las restricciones de área.
El siguiente paso es examinar el GFD para obtener la LPCC mediante el algoritmo
modificado de búsqueda de caminos críticos
rn
U Capitulo 5. Selección del Ciclo de Reloj 179¡ También es necesario conocer el rango de posibles valores del tiempo de ciclo, para lo
cual definiremos un valor mínimo tciclomi¡, y un valor máximo tcicíomax.
E El valor de tcicíom¡n es el retardo de la UF más rápida tUFraP~ dividido por el factor de
U fraccionamiento ff.
tUFrap3 Iciclommn
El factor de fraccionamiento ff es fbnción del número de etapas máximo recomendable
para ejecutar una operación. Su valor depende únicamente de las restricciones del
3 usuario. Si el usuario da más importancia al área frente al tiempo, es decir ~3>a,el
número de etapas recomendables para ejecutar una operación debe ser pequeño, próximo
a 1, para que el número de etapas total también lo sea; en este caso el factor de
U fraccionamiento tiene valor 1. Sin embargo, si se da más importancia al tiempo que al
área (¡3(a), el número de etapas recomendables puede incrementarse, y el factor de
U fraccionamiento se hace mayor que 1. Para los ejemplos que hemos estado realizando,
los siguientes valores de]?dan buenos resultados:
/3>a ~ft=¡
U
El valor máximo del tiempo de ciclo t<j<~0~,,2~ es el retardo de la UF más lenta de la
biblioteca. Este valor se elige así porque un valor del tiempó de ciclo superior al de la UF
U más lenta, dará lugar a tiempos muertos en todos las IJFs de la biblioteca, sin disminuir el
U número de pasos de control, y por lo tanto no es aconsejable.
Para cada uno de los valores comprendidos entre tc¡cíomin y tciclomax, con un
U incremento de 1, se calcula un coste que tiene en cuenta la influencia de los tiempos
U muertos y del número de etapas en los resultados finales. Para encontrar este costepnmero es necesario realizar una serie de definiciones.
U Se define ~ como el retardo de la Unidad Funcional i (UFi) al realizar la operación
U
u
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(incluyendo el retardo de los multiplexores y de almacenamiento del resultado en un
registro como ya hemos dicho).
Se define netapas¡j, como el número de etapas de control necesarias para realizar la
operación j con la UF de tipo i, para un determinado valor del tiempo de ciclo.
Se define el tiempo muerto asociado a UFi al realizar una operación j (tmueno¡j), como
el tiempo que transcurre desde que se acaba de realizar la operación j con la UFI hasta
que se termina el ciclo. Para un tiempo de ciclo teiclo es
tmuenoij = tciclo.4ij mod(tcicío)
donde la fi.rnción mod es el resto de la división entera.
Se define FCij para un determinado tiempo de ciclo, como el coste que supone utilizar la
Unidad Funcional de tipo i de la biblioteca para realizar la operación j. La función de
coste FCij consta de dos factores: por una parte el coste en área y por otraparte el coste
en tiempo. Estás costes se definen de la siguiente forma:
4
• El coste en tiempo es la relación entre el tiempo muerto de la UFi al realizar la
operación j, y el tiempo total de ejecución de dicha opéración, para un tiempo de ItsY.t
ciclo determinado. ‘. ~t~4-~ás~rt»i ~t&’ú~ ~.
tmucrtoij
tu
Si el tiempo muerto es cero, el coste en tiempo es cero Si el tiempo muerto no es
cero, pero es pequeño frente al tiempo de ejecución de dicha operación, el coste en
tiempo también es pequeño. Pero si el tiempo muerto es del mismo orden que el
tiempo de ejecución? el coste en tiempo se acerca a la unidad, y puede ser superior
a ella.
• El coste en área es la relación entre el incremento en el número de etapas de
J
U
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¡ control que va a necesitar la UF~ para realizar la operación j, para un tiempo de
ciclo determinado, dividido entre el factor de fraccionamiento 4. Como el mínimo
número de etapas para una operación es 1, el coste en área viene dado por:
U netapa~j —1
U
Si el número de etapas de la UF~, para realizar la operación j es 1, el coste en área
U es 0. Cuanto más se aleja este valor de 1, mayor es el coste en área, puesto que se
U necesitan más microinstrucciones para realizar la operación.
Estos dos costes los modulamos con los valores de a y ¡3, que miden la importancia de
U uno de los dos factores frente al otro.
tmuertdj netapa~j — 1U ____ ______FCíj=cx
¡ Dada una operación j definimos (Ocurj) como el número de veces que aparece dicha
operación en el GFD.
U Si inicialmene suponemos que todas las lJFs capaces de realizar una operación j tienen la
misma probabilidad de ser utilizadas, y que en total son NUF~, la probabilidad de utilizar
U la I.JFi para realizar una operación j es:
U Prob’j = OcurjNUFj
U Esta probabilidad no depende de i porque es la misma para todas las UFi que pueden
¡ realizar la operación j. El hecho de que unas UFs son más apropiadas que otras para
implementar las operaciones del GFD, en función de los objetivos del usuario se mide3 mediante el coste de utilizarlas, que sí depende de i.
¡ Para normalizar se define la probabilidad total como la suma de todas las probabilidades:
¡
U
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Noper NUFj
Ptotai = ~ Probij
j=l 1=1
donde Noper es el número total de operaciones distintas del GFD. Si sustituimos en la
fórmula anterior:
NoperNUEJ oc~ Noper0.•~.jy~. Noper
Ptotal= ~ XcuflJ = ~ Ocuíj
NtJFJ j—í NUFj
Es decir, la ~totaí es igual al número de total de operaciones o al número de nodos del
GFD.
El coste asociado a un determinado tiempo de ciclo es
Noper NUFj
X FCIj*Probíjj=l ¡=1FC = Ptotal
Para todos los valores entre tcicíomin y tciclomax con un incremento igual a 1, se
calcula FC. De esta forma se obtiene una lista con los costes asociados a cada uno de los
posibles tiempos de ciclo. Los tiempos de ciclo que producen menor coste son los
mejores para el diseño que se está tratando, con una biblioteca particular y con las
restricciones dadas por el usuario. Sin embargo, el coste no es una medida exacta sobre
la bondad de un tiempo de ciclo, sino que representa un factor aproximado. En la lista de
costes suele haber tiempos de ciclo que producen costes muy similares, y es dificil saber
cual es el mejor de todos, ya que esto no se conoce hasta que no se obtiene una
planificación. Por esta razón, entre todos los posibles tiempos de ciclo se escogen los
que menor coste producen, particularmente en nuestro sistema de SAN escogemos los 5
tiempos de ciclo de menor coste, y para todos ellos se realiza la planificación ASAP. El
tiempo de ciclo elegido es aquel que produce un tiempo de ejecución mínimo. El
algoritmo de selección de tiempo de ciclo será:
U
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U Desde t ~¡ciclominhasta Iciclo ma
Obtener ECO)U
Ordenar de menor a mayor coste FC(t)¡ Plan<ficación ASAP con los 5 tiempos de ciclo con menor FC





El primer ejemplo que vamos a utilizar para verificar este algoritmo es el utilizado en
U FACET [TSSiSá].El GFD se muestra en la Figura 5.16.
¡ En el GFD existen 2 operaciones lógicas: una AND (&) y una OR (j). El retardo de estasU operaciones es muy pequeño comparado con el resto, puesto que es de un único nivel de
puertas. Como ya explicamos, deben eliminarse del GFD para calcular el tiempo de ciclo.
U En la Figura 5.16 se puede observar que, una vez eliminados los 2 operadores lógicos,
U existen 3 caminos de datos:
v2U v6 v4¡ vIO
U oE Q
posibles caminos cnt¡cos
U Figura. 5.16 GFD del ejemplo FACET
U
U
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1) - formado por suma-multiplicación-suma.
II).- formado por suma-suma
III). - formado por suma-resta-división
La biblioteca de módulos disponible para realizar estas operaciones se muestra en la tabla
5.4 y la TPU en la tabla 5.5. La lista de caminos ordenada, utilizando la UF más lenta
para implementar cada operación es:
LC=((división, resta, suma) (multiplicación, suma, suma) (suma, suma)>
Inicialmente LPCC={ (división,resta,suma)>
Tomamos A= (multiplicación, suma, suma) y B=(división,resta,suma). Podemos unificar
una suma de cada camino antes de utilizar la TPU. Para el resto de las operaciones las
unificaciones son:
multiplicación ~ división suma ~ resta
Aplicando el teorema 3 el camino A no se inserta en la LPCC.
J
A continuación tomamos A (suma, suma)
Podemos unificar una suma de cada camino, y la suma de A con la división de B. De




Vamos a aplicar el algoritmo de selección del tiempo de ciclo a este único camino para
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¡ Caso! a O/y ¡3=0.9.
¡ El área tiene mayor prioridad que el tiempo y el algoritmo debe obtener una lista de
ciclos que minimicen el número de etapas de control. Para este valor de 13, fr es igual a 1
¡ y el ‘cíclomín es el retardo de la UF más rápida, es decir 2Ons, El ‘ciclomia es el retardo
U de la UY más lenta, es decir, lO3ns. Entre estos dos valores, y con un incremento igual a1, se calculan los costes FC, y se eligen los 5 tiempos de ciclo que dan menor coste. En
U la tabla 5.6 se muestran los resultados.
U Se puede observar que, en este caso, el tiempo de ciclo con menor coste es lO3ns, que
permite realizar todas las operaciones en un solo paso de control, con lo cual el número
total de etapas de control es el minimo 4. Además, de todos los tiempos de ciclo que
permiten realizar todas las operaciones en un solo paso de control, es el que produce los
menores tiempos muertos, puesto que cualquier otro valor superior a lO3ns no














(enns)+ - 1 + - 1
103 83 82 0 1 1 1 4 412
52 0.39 32 31 1 1 1 2 5 260
53 0.39 33 32 3 1 1 2 5 265
54 0.40 34 33 5 1 1 2 5 270
55 0.40
-
35 34 7 ¡ 1 2 5 275
Tabla 5.6 Costes para ct 0.1 y fkO.9.
U
Los siguientes valores de la lista permiten realizar la suma y la resta en un solo paso deU control y la división en 2. Los tiempos de ciclo que permiten esto son los que están en el
rango 52ns-IO2ns, y puede comprobarse que todos los demás valores de la tablaU pertenecen a este rango y son los que producen menores tiempos muertos (lo más
U
U
186 Técnicas de Estimación de características Físicas en Síntesis de Alto Nivel
próximos a 52ns). Cualquier valor inferior a 52ns necesitaria 3 pasos de control para la
división, y como se trata de optimizar el área no aparece ninguno en la lista.
Caso 2 cx=O.3y¡3= 0.7.
El área sigue siendo más importante que el tiempo, pero no tanto como en el caso
anterior. Los valores de tcícíom¡n y de tc¡cloma son los mismos que en el anterior. Los
resultados se muestran ella tabla 5.7.
ciclo
(en ns)





































Tabla 5.7 Costes para a 0.3 y 130.7.
En este caso la opción tiempo de ciclo igual a lO3ns no se presenta, porque se da más
importancia al tiempo que en el caso anterior, y para esta opción los tiempos muertos
eran bastante mayores que para las otras opciones. Aparece la opción Sáns que también,
como todas las otras opciones, permite realizar la suma y la resta en un ciclo y la división
en dos, y es la siguiente opción que produce menores tiempos muertos.
Caso 3 a = 0.7yf3= 0.3
Para estos valores de ay 13 se está otorgando más importancia al tiempo que al área. Los
tiempos de ciclo obtenidos conducen a tiempos muertos menores, aunque se incrementa
el número de etapas de control. Para este valor de II, ff es igual a 3 y el ‘cíclomin es el
retardo de la UF más rápida dividido entre 3, es decir áns. La tabla 5.8 muestra los
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resultados.
En este caso los tiempos de ciclo son menores que en casos anteriores y los tiempos
muertos se reducen sustancialmente. Por ejemplo, para la primera opción, la suma tiene
un tiempo muerto de 6ns frente a los 32ns del caso anterior. Puede observarse que el
número de etapas para la suma y la resta sigue siendo 1, pero para la división se ha
incrementado a 4. El primer valor de la lista permite un tiempo de ejecución de lS2ns
frente a los 260ns del caso anterior, y el número de etapas se ha incrementado de 5 a 7.
Se ha optado por soluciones que aumentan el área de la UC y disminuyen el tiempo de
ejecución.







+ - 1 + - 1 <enns)
——
7 1826 5 1 1 1 4
27 Oil 7 6 5 1 1 4 7 189
28 0.24 8 7 9 1 1 4 7 196
25 0.24 5 4 22 1 ¡ 5 8 200
29
—
0.27 9 8 13 1 1 4 7 203
Tabla 5.8 Costes para a= 0.7 y ¡3~0.3.
Caso 4 a=J3=0.5
En este caso el área y el tiempo tienen la misma importancia. Para este valor de 13, f~ es
igual a 2 y el tciclomin 10. En la tabla 5.9 se muestran los resultados para esta opción.
Todas las posibles opciones que se presentan como soluciones equilibran el coste del
número de etapas y tiempo de ejecución. Se puede observar que el máximo número de
etapas para la división es 4 frente a 5 del caso anterior. También aparece la opción
tc=3Sns, que permite una planificación en 6 etapas frente a las 7 del resto de las
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196ns, que se obtiene con la opción tc28ns).
c




(cnns) + - 1 + - 1 (enns)
26 0.31 6 5 1 1 1 4 7 382
27 0.33 7 6 5 1 1 4 7 189
28 0.35 8 7 9 1 1 4 7 [96





8 13 1 1 4 7 203
Tabla 5.9 Costes para a0.5 y ¡3 = 0.5
5.6.2. Ecuación diferencial
El ejemplo de la ecuación diferencial [PaKG86]lo utilizamos en el apartado 5.3.2.4 para
obtener los posibles caminos críticos de un GFD (figura 5.9). Si utilizamos la misma
biblioteca de módulos que en aquel caso, el único posible camino es
Vamos a aplicar el algoritmo de selección del tiempo de ciclo a este único camino para
diferentes valores de a y ~ y, como en el ejemplo anterior, nos quedamos en cada caso
con los 5 mejores valores.
Caso! a= OyfJ=I.
Con estos valores queremos presentar un caso en el que el área tiene prioridad total
sobre el tiempo, y sólo hay que minimizar el número de etapas de control. En la tabla
5.10 se muestran los resultados.
Se puede observar que, en este caso, el tiempo de ciclo que conduce a un menor coste 2
(0) es 100, y permite realizar todas las operaciones en un solo paso de control, con lo
cual el número total de etapas de control es el mínimo, 4. El resto de las soluciones,
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desde un tiempo de ciclo de SOns hasta 99ns, permiten realizar la resta en un paso de
control y la multiplicación en dos. Para todas ellas el coste es el mismo, 0.5, puesto que


















lOO 79 0 1 1 4 400
50 05 29 0 1 2 6 300
Sl 05 30 2 1 2 6 306







1 2 6 318
—
Tabla 5.10 Costes para a O y fr=l
Caso 2 a=0.3yf3= 0.7.
El área es más importante que el tiempo, pero no es totalmente prioritaria, como en el


















100 1 1 400
50 0.53 29 0 1 2 6 300
51 0.54 30 2 1 2 6 306
52 0.55 31 4 1 2 6 312




Tabla 5.11 Costes para a= 0.3 y ¡3=0.7.
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pero la solución tciclo=lOOns no tiene un coste 0, como octirna en el caso anterior,
puesto que, aunque da lugar a sólo 4 etapas de control, es la que produce mayor tiempo
de ejecucion.
Caso 3 a 13= 0.5.
En este caso el tiempo y el área tienen la misma importancia. Los tiempos de ciclo
obtenidos conducen a tiempos muertos menores, aunque se incrementa el número de












- * - *
——









35 0.40 14 5 1 3 8 280
25 010 4 0 1 4 ¡0 250





29 0 1 2 6 300
————
Tabla 5.12 Costes para a= 0.5 y ¡3=0.5.
Podemos observar que las cinco soluciones propuestas equilibran el número de etapas de
control y el tiempo de ejecución. En todos los casos, este último se ha reducido
sustancialmente respecto a la solución para tciclo=lOOns, que se proponía como óptima
para el caso ct=0. Por ejemplo, la solución tciclo34ns ha disminuido el tiempo de
ejecución de 400ns a 272ns, mientras que el número de etapas se ha incrementado de 4 a
8. Las cinco soluciones propuestas permiten realizar la resta en una etapa de control cada
una, independientemente del operador utilizado, el restador o el sumador/restador.
Caso 4 a=0.7f3=0.3.
En este caso se otorga más importancia al tiempo que al área. En la tabla 5.13 se
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presentan los resultados.














(en ns)- * - *
——
4 0 ¡ 4 lO 250
26 Oil 5 4 1 4 lO 260
27 0.24 6 8 1 4 10 270
28 0.27 7 12 1 4 lO 280
34
-
0.28 [3 2 1 3 272
Tabla 5.13 Costes para a= 0.7 y ¡30.3.
Los tiempos de ciclo son menores que en casos anteriores, y los tiempos muertos se
reducen sustancialmente. La primera opción permite un tiempo de ejecución de 250ns
frente a los 272ns del caso anterior, y se ha incrementado el número de etapas para la
multiplicación a 4, con lo cual el número de etapas total pasa de 8 a 10.
Casos a=lyfJ=O
El tiempo es totalmente prioritario frente al área. Las soluciones se presentan en la tabla
5.14.
— -
ciclo FC tiempo n0 etapas
muerto por UF
(enns) - * - *
————
25 0.05 4 0 1 4





7 0.06 3 5 4 15 38 266
26 0.09 5 4 1 4 10 260
13 0.09 5 4 2 8 20 260
ó 0.10 5 2 5 17 44 264
- ————
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En este caso, aparecen soluciones que necesitan realizar la multiplicación y la resta en
varias etapas, porque los tiempos de ciclo son menores (6ns, y 7ns), con lo cual el
número de etapas de control total se incrementa notablemente (38 y 44). Sin embargo,
puede observarse que el tiempo de ciclo que minimiza el tiempo de ejecución sigue
siendo 2Sns, que es la primera solución propuesta.
5.6.3. Filtro Ar
A continuación vamos a presentar el ejemplo del Filtro-As [JaPP87],cuyo GFD se
muestra en la figura 5.17,




Figura. 5.17 GFD del ejemplo Filtro Ar
La lista de caminos para este GFD es:
LC={(*,+,+) (*++) (*++) (*++) (*++*±*++) (*++*,+,*,+,+)
(*++*+*++) (*±+*+*++)}
J
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Eliminando los caminos que son iguales nos queda:
LC={(*,+,+) (*++*+*++)>
Vamos a comparar los resultados que se obtienen aplicando el algoritmo de selección del
tiempo de ciclo para distintas bibliotecas de módulos. Usaremos en primer lugar la
misma biblioteca que en los ejemplos anteriores, bibíl. Por otra parte, utilizaremos la





Tabla 5.15 Biblioteca hibl2
Para esta biblioteca la TPU se presenta en la tabla 5.16.
+ 3OnsEE
Tabla 5.16 TPU para la biblioteca de la tabla 5.15
Para ambas bibliotecas, la LC ordenada es:
LC={(*,*,~<,+,+.+,+.+) (*++)}
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Como en los demás ejemplos, vamos a aplicar el algoritmo de selección del tiempo de
ciclo a los posibles caminos de criticos para diferentes valores de a y ~s,y nos quedamos
en cada caso con los 5 mejores valores.
Caso] a= O.!y13=0.9.




























































Tabla 5.17 Costes para cc= 0.1 y ¡3=0.9.
Para ambas bibliotecas se obtienen soluciones que minimizan el número de etapas de
control. La mejor solución propuesta en ambos casos permite una planificación en 8
etapas de control. Este tiempo de ciclo viene determinado por el retardo del
multiplicador, que para un caso es lOOns y para el otro l3Sns. El resto de las soluciones
producen un total de 11 etapas de control, y dependiendo de la biblioteca son unos
valores diferentes. El tiempo de ejecución es siempre mayor para la bibl2 que para la
bibí 1, puesto que el retardo del multiplicador es mayor.
Caso 2 cc=O.3yf3= 0.7.
El área sigue siendo más importante que el tiempo, pero no tanto como en el caso
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En este caso las opciones tiempo de ciclo igual a lOOns para la biblí, y l3Sns para la
bibl2 no se presentan, porque se da más importancia al tiempo que en el caso anterior y
con esta opción los tiempos de ejecución eran bastante mayores que las otras. Aparece la
opción S4ns para la bibíl y 73ns para la bibl2 que también, como todas las otras
opciones, permite realizar la suma en un ciclo la multiplicación en dos y es la siguiente



























(enns) + * (enns)
50 1 2 550 1 2 II 759
51 1 2 II 561 70 1 2 II 770
52 1 2 II 572 71 1 2 II 781







1 2 II 803
Tabla 5.18 Costes para a= 0.3 y ¡30.7.
Caso 3 ct= O.Sy ¡3=0.5.






























25 1 4 1 4 595
26 1 4 17 442 36 1 4 17 612
34 1 3 14 476 46 1 3 14 644
27 ¡ 4 17 459 37 1 4 17 629
35 1 3 14 490
—
47 1 3 14 658
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Puede observarse que los tiempos de ejecución han disminuido notablemente, y que el
número de etapas de control totales se ha incrementado. También puede observarse que
los valores que conducen a buenas soluciones para una biblioteca son muy diferentes que
los que dan buenos resultados para la otra. Por ejemplo, el tiempo de ciclo 2Sns que
produce un número total de etapas de 17 para la bibí!, si se utilizara para la bibl2 se
necesitarian 6 etapas para realizar la multiplicación, y dos para la suma, por tanto en total
28 etapas de control y un tiempo de ejecución de 700ns, frente a las 17 etapas y S9Sns
que produce la selección 35ns. Queda por tanto demostrado lo importante que es tener
en cuenta la biblioteca de módulos en la selección del tiempo de ciclo.
Caso 4 a = 0.9y 1~= 0.!
El tiempo tiene más importancia que el área. Los tiempos de ciclo obtenidos conducen a
tiempos de ejecución menores, aunque se incrementa el número de etapas de control. La
tabla 5.20 muestra los resultados. Puede comprobarse de nuevo que los tiempos de ciclo
que producen buenos resultados para una biblioteca no sirven si se utiliza la otra. En este
caso los tiempos de ciclo son menores que en casos anteriores y los tiempos de ejecución
que producen las distintas opciones también son menores, aunque el número de etapas de





tiempo ciclo n0 etapas n0 etapas tiempo
bíblí 1 por UF total ejecucion bíbl¡o2 por UF total ejecución
(en ns) + * (en ns) (en ns) + * <en ns)
25 1 4 17 425 35 1 4 17 595
23 1 5 20 460 15 2 10 40 600
26 1 4 17 442 36 1 4 17 612
24 1 5 20 480 30 1 5 20 600
27 1 4 17 459 31 1 5 20 620





U CapítuloS. Selección del Ciclo de Reloj /97
¡ 5•7. Conclusiones
¡ A lo largo de este capitulo se han presentado diversos ejemplos que demuestran cómo
varian los tiempos de ciclo óptimos en ftinción de las restricciones del usuario, del diseñoU en panicular y de la biblioteca de módulos que se utilice. También se ha comprobado que
U una selección inteligente del tiempo de ciclo puede conducir a planificaciones que, sin
incrementar el número de etapas, disminuyan el tiempo de ejecución, o bien sin aumentar
U el tiempo de ejecución se disminuya el número de etapas. Por lo tanto, parece necesano
emplear un cierto tiempo en realizar una buena selección antes de hacer la planificación yU asignación de hardware, dada la complejidad de estos algoritmos y su gran dependencia
U de dicho valor.
U Se ha presentado un algoritmo de selección que tiene en cuenta el GFD, la biblioteca demodulos y las restricciones del usuano. En primer lugar, la biblioteca de modulos se
¡ utiliza para realizar una búsqueda de los posibles caminos criticas del circuito, que vahan
dependiendo del tiempo de ciclo. A partir de esta lista de caminos críticos, se aplica un
U algoritmo de selección que tiene en cuenta los objetivos del usuario. Como la
complejidad de este algoritmo de selección es baja. puede utilizarse sin incrementarU
excesivamente el tiempo de ejecución del algoritmo de planificación.¡ Sin embargo, este algoritmo necesita conocer los retardos de las operaciones del GFD,

































Estimación del Retardo de las Interconexiones
U 6.1. Introducción
U
En el capítulo anterior surgió la necesidad de conocer el tiempo de ejecución de las
U operaciones del GFD. Vimos que, para el modelo de ruta de datos que se utiliza en FIDIAS,
U una estimación de este retardo tejec viene dada por:¡ tejec tprop + UF + talmac + 2*tmux
donde ~UF es el retardo debido a la UF que implementa la operación, ~a¡maces el retardo
¡ debido a la carga del registro que almacena el resultado, tma es el retardo debido a un
multip)exor y ~ es e) retardo debido a las transmisiones de las señales. Los retardos de losU
módulos son conocidos y pueden tenerse almacenados en la biblioteca de módulos. SinU embargo, tprop es un valor desconocido, y vimos que depende de los retardos de las diversas
transmisiones de señales que tienen lugar en la ejecución de una operacion.U Por lo tanto, para tener toda la información necesaria para calcular el tiempo de ejecución de
¡ una operación, es imprescindible realizar una estimación del retardo que supone la transmisión
de una señal a través de una interconexión, y para esto es necesario encontrar un modelo fisico
¡ que represente dicha transmisión.








Figura 6.1 Línea de transmisión
Desde el nivel de abstracción fisico, la interconexión parte de un transistor con una resistencia
de salida R1, tiene una longitud L y termina en un transistor de capacidad de entrada Ct (figura
6.2). La capacidad y la resistencia del cable por unidad de longitud son c y r y por tanto, la




Figura 6.2 Modelo fisico de una línea de transmisión
En las tecnologias SSI, MSI y LSI la capacidad de la línea era perfectamente despreciable
frente a las capacidades de los transistores (C «C1) y el modelo para calcular el retardo se
obtenia sustituyendo la línea de transmisión por una resistencia R (figura 6.3).
Este modelo se corresponde con un típico circuito RC cuyo retardo es proporcional a
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U Rt R
4
¡ Vi O — Yo
• ¡
U Figura 6.3. Modelo de una linea para tecnología LSI
U Sin embargo, el área de las interconexiones en la tecnología VLSI es normalmente superior al
¡ área de los transistores [WeEs94].por lo cual sus efectos de carga son muy importantes y es
necesano considerarlos. Al introducir C en el modelo de la línea, hay que considerar que la¡ resistencia R y la capacidad C se distribuyen de forma homogénea a lo largo de la longitud L.
y no se pueden considerar concentrados en ninguna posición concreta. Así obtenemos el
U modelo ideal de una línea de transmisión que se muestra en la figura 6.4. Este modelo es un
circuito en escalera de infinitos tramos, donde los elementos en las ramas en serie son¡ resistencias y en las paralelas son capacidades. La suma total de todas las capacidades es C y
U la de todas las resistencias es R.
U
-j¡ —~ Rl
U Figura 6.4. Cmj
Modelo ideal de una línea de transmisión
U
U Como la resolución de este modelo es demasiado compleja, existen diversos modelos
alternativos en la literatura mucho más simples, cada uno de los cuales se comporta de forma
aceptable para ciertos valores de C1 y R, frente a C y R. Cualquier modelo no ideal tendrá n
ramas en serie, que serán resistencias, y m ramas en paralelo, que serán capacidades. CuantoU mayores sean n y m más se aproxima este modelo al modelo ideal de una linea de transmisión.
U
U
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A lo largo de este capítulo veremos algunos de los modelos comúnmente utilizados, y cómo
pueden emplearse para obtener las estimaciones del retardo con errores aceptables.
6.2. Modelos para una línea de transmisión
Para cuantificar la aceptabilidad de un modelo se ha seguido a [SakuS3],que considera que un
modelo es aceptable cuando su utilización produce errores inferiores al 3% respecto al
comportamiento real de la línea de transmísion.
El modelo más simple de todos es aquel que considera que la línea tiene una resistencia R0 y
una capacidad C=0. Este modelo se denomina N y es aceptable para valores de Rt *(‘~ del




Figura 6.5. Modelo N
Cuando el orden de magnitud de Rt y C~ disminuye frente al de R y C, el modelo aceptable se
va complicando.
En el Modelo C (figura 6.6) la interconexión viene representada por un condensador de








• mg Figura 6.6. Modelo C
En el Modelo R (figura 6.7) el cableado se representa por una resistencia R y resulta aceptable





¡ Figura 6.7. Modelo R
E En el Modelo CPL (figura 6.8) el cableado se representa por una escalera formada por una
rama paralela C y por una rama serie R. Este modelo no suele dar buenos resultados frente a








¡ Figura 6.8. Modelo CPL
u
E
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En el Modelo L de un paso la representación viene dada por una escaiera formada por una
rama serie R y una rama paralela (‘ (figura 6.9). Suele utilizarse cuando Rt*Ct es del orden de







Figura 6.9. Modelo L
El Modelo T es un modelo escalera que comienza y termina con una rama serie. En el modelo
T¡, el subíndice ¡ indica el número de módulos resistencia-condensador-resistencia, y coincide
con el número de condensadores. Cada módulo tiene un condensador de valor C¡1, y dos
resistencias R/(2*4). La última rama resistencia de un módulo y la primera rama resistencia del
siguiente están en serie, y por tanto se suman dando lugar a una resistencia de valor Ru. En el
modelo T1 habrá un único módulo, formado por dos resistencias de valor R12 y un




Figura 6.10. Modelo TI
Los modelos T2, T3, T4 se forman colocando en cascada varios módulos. Por ejemplo, el
modelo T2 estará formado por dos módulos, cada uno de los cuáles tiene dos resistencias de
a
E
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E valor R/4 y un condensador de valor C/2, como se muestra en la figura 6.11.





Figura 6.11. Modelo 12
E
¡ Si las dos resistencias centrales se suman, obtenemos el circuito de la figura 6.12
• ~2
R/4 Ru R/4E <X,. <t-<VX\ ,N
cl C/2~i~
¡
3 Figura 6.12. Modelo T2 simplificado
¡ El rango de aplicabilidad del modelo T depende del número de módulos que contenga, y
¡ posteriormente veremos cuándo se utiliza cada uno de ellos.
3 El Modelo 11 es un modelo escalera que comienza y termina con una rama paralela. En el
modelo ni, el subíndice ¡ indica el número de módulos condensador-resistencia-condensador,3 y coincide con el número de resistencias. Cada módulo tiene dos condensadores de valor
C/<’2 ~z),y una resistencia Rl. Los condensadores de un módulo y del siguiente, cada uno de1 un valor CI(2 *j) quedan en paralelo, y por tanto se suman dando lugar a un condensador de¡ valor Cli. El modelo fl1 tendrá un único módulo con dos condensadores de valor C12 y una
resistencia de R, como se puede ver en la Figura 6.13.
E
E




Figura 6.13 Modelo fi¡
El modelo U2 (figura 6.14) tiene dos módulos en cascada, cada uno con dos condensadores
de valor C/4 y una resistencia de valor R/2. Los condensadores centrales pueden sumarse
dando lugar a un condensador de valor (72, y por tanto tendrá 3 condensadores de valor C/4,
(3/2 y (3/4. y dos resistencias de valor R/2.
4 Módulo 1 Módulo2
R/2 R12 ____
____ ____ C/4 C/4 C/4 C/4
-r
7T
Figura 6.14 Modelo U2
El modelo fl3, que se muestra en la Figura 6. 15, tiene los condensadores de los extremos con
un valor (3/6, los centrales de C/3, y las resistencias valen R/3
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A
RJ3 R]3 R/3
—m — .. __
C16 C/3 — C/3 —~— C/6
¡/7 fl~7 ¡/7
Figura 6.15. Modelo 113
C~I/CIR/R 0 0,01 0.1 0.2 0.5 ¡.0 2.0 5.0 ¡0.0 20.0 50.0 lOO
o ¡13 r13 fl2 fU [II fil fil fil fil C C C
OflI fl3 fl3 fl2 fl2 nl fil fil fi fil C C C
0.1 T2 T2 ¡12 ¡12 fil fil fil fil fil C C C
0.2 T2 T2 112 ¡12 fIl fil fil fil fil c c c
0.5 TI Ti Ti Ti Hl fil Hl Hl 111 c c tZ
1.0 TI TI TI TI fil fil fil Hl fil C C C
2.0 TI TI TI TI Hl fil Hl fil LI LI C C
5.0 fil Hl fil Hl fil fil fil LI LI LI C C
10.0 fil fil fil fil Hl fil LI LI LI LI C C
20.0 R R R R R R LI LI LI LI C C
50.0 R R R ¡1 R R R R Ji R C N
100 R R Ji Ji R R Ji Ji Ji Ji N N
Tabla 6.1 Modelos aceptables
En la tabla 6.1 se muestran los resultados de un estudio realizado por Sakurai [SakuS3],sobre
qué modelos, de los anteriormente descritos, son aceptables para cada rango de valores de Rt,
Ct~ R y (3, es decir, aquellos cuya utilización da resultados con errores inferiores al 3% en el
cálculo del retardo de la línea. Si un modelo es aceptable para un determinado rango de
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valores, todos los que son más complejos que él también lo son.
Como vemos en la tabla, el modelo H3 es válido para cualquier valor de R1/R y de C¿C.
Experimentalmente se comprueba que la diferencia de utilizar el modelo fl3 y el fl4 es del
0.1%. Por otra parte el modelo fl3 es más simple que el T3, puesto que tiene un condensador
menos, y por tanto los cálculos son más sencillos. Como no se gana prácticamente nada en
exactitud, y el modelo [13 es más simple que el fl4 y el T3, en nuestro sistema FIDIAS se
utilizará el modelo fl3 como modelo de una línea de transmisión. En el próximo apartado
calcularemos el retardo asociado.
J
6.3. Retardo del modelo 113
El modelo [13, incluyendo la resistencia de salida del transistor fijente, y la capacidad de
entrada del transistor destino se muestra en la Figura 6,16.
MODELO flS
Rt R/) RJ3 R/3
C/6 C/3 o’ C/6 C
1 ¿ Vo
Figura 6.16 Modelo [13
Si se realiza un estudio de la respuesta del circuito, es ampliamente aceptado que cuando la
salida toma un valor igual al 90% del valor de la entrada, la señal ha terminado de transmitirse.
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E = 6(32 R2 [CJjR+I2Ríj+ 6C¡[R+9R¡]]E D=81c’ R jjc(4R+ I9Rt]+2C¡[SR+27R4jj
E = 4374[C[R+2R¡]+2C¡[R+Rj]
F=8748
¡ Como el denominador de la fUnción de transferencia es un polinomio de 40 grado, existen 4
E polos. Los valores de estos polos dependen de la relación de Ct*Rt/CtR, que a su vez
depende de la longitud de la interconexión y de la tecnología utilizada. La respuesta temporal¡ dei circuito depende de la posición de los polos. Se puede demostrar [Kuo87], (Frie87] que
cuando la relación entre los dos poíos más significativos es de al menos un orden de magnitud,U el polo dominante es el que determina la respuesta del sistema, y es posible simplificar el
E sistema de 40 orden a uno de l~ orden.
Por esta razón, es interesante conocer la variación de los dos polos más significativos en
¡ fUnción de la relación C
1*R,/C*R. Con este objetivo, vamos a realizar un estudio a partir de
E unos valores típicos de C~ y R1 de la biblioteca de ES2, que es la biblioteca de celdas estándar
que proporciona CADENCE [ES2L93],y para un rango de posibles valores de la longitud de
¡ una interconexión L. De los datos que proporciona [ES2L93] se han obtenido como valores





donde L viene dada en micras.
E
E
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Se realiza una variación de L desde 1cm, hasta 1~i, que es el rango de valores que suelen
tomar las longitudes de las interconexiones para los circuitos que se realizan sobre un único
CI. En la tabla 6.2 se presentan los resultados.
Se puede observar que en todos los casos la frecuencia del polo dominante es al menos 25
veces menor que la del siguiente poío y, por lo tanto, es posible utilizar el método del poío
dominante para calcular t09.
El cálculo de los polos de un sistema de 40 orden es un problema de complejidad constante,
con lo cual pasar a un sistema de l~ orden a partir del poío dominante del sistema de 40 orden
también lo es.
L(~.i) R, 5C/R SC polo2 (rad/ps> polo 1 (rad/ps) polo2/polol
l,39E+07 -6,71E+05 -2,OOE-02 3,36E-4-07
2 3,47E+06 -l,68E+05 -1,99E-02 8.43E+06
3 1,33E+06 -6.42E+04 -1,99 E-02 3,23E+06
5 5,56E+05 -2,70E+04 -l,98E-02 1,36E+06
10 l,39E+05 -6,79E+03 -l.96E-02 3,46E+05
20 3.47E+04 -1,72E+03 -193E-02 8,93E+04
30 1 .54E+04 -7,76E+02 -1 ,90E-02 4,09E+04
50 5,56E+03 -2,87E+02 -I,83E-02 1,57E+04
100 1.39E+03 -7,61E4-01 -l.69E-02 4,5 IE+03
500 6.86E+0I -S,09E+00 -l,09E-02 4,ESE+02
1000 l,39E+O1 -l.33E-4-00 -7,OOE-03 1,90E+02
2000 3.47E+00 -4,20E-OI -4,21E-03 9.99E+0i
5000 5.56E-01 -8,57E-02 -l,86E-03 4,ÓOE-4-Ol
7000 2,44E-01 -4,09E-02 -l.24E-03 3,31E+0l
10000 I.39E-Ol -2,45E-02 -9,22E-04 2,66E+0l
Tabla 6.2 Relación de polos más significativos
Para un sistema de primer orden la respuesta en el tiempo es del tipo:
J
J
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J’o =V¡(l—e7’M)
donde cx es la frecuencia del polo dominante.
E Para calcular t







Como se ha dicho anteriormente el cálculo de a es un problema de complejidad constante y,
E por tanto, el cálculo del retardo de una línea de transmisión es también de complejidadE constante, una vez conocidos R, C,R
1 y C~ Esta solución es válida para el rango de valores de
L presentados en la tabla 6.2. Sin embargo, para interconexiones de mayor longitud, la
relación entre las frecuencias del polo dominante y del siguiente puede hacerse menor de un
orden de magnitud, con lo cual este método no seda viable. En el próximo apartado¡ presentamos un método alternativo, y un estudio sobre el rango de valores que permiten la
E utilización de cada uno de estos métodos.
E 6.4. Modelo para interconexiones de cualquier longitud
E En [SakuS3]se propone una solución analítica para calcular t09 mediante la fórmula de
3 aproximación dada por
3 t09 =l.O2RC+2.21(RtCt+C¡R+R¡C)
Esta solución, que a partir de ahora llamaremos método analitico, tiene un error inferior al
1. 1 % para valores de C¡y Rt inferiores a Cy R, y del orden del 4% para el resto de los casos.3 El comportamiento de este método es contrario al que presentamos nosotros, puesto que
obtiene mejores resultados cuanto mayor es la longitud de la interconexián (mayores son Cy
E
E
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R). Por eso lo proponemos como alternativa para interconexiones muy largas, que es donde
nuestro método tiene un error mayor del 4%, Es interesante comparar el error de los dos
métodos, con el fin de utilizar para cada valor deL el que produzca menos error.
En la tabla 6.3 se realiza un estudio comparativo entre ambos métodos. Para calcular el valor
real del retardo se ha utilizado una herramienta de tratamiento de sistemas lineales
(MATLAB) [MATL94].
Método Polo Dominante 1 Método Analítico J
L(i) Rt5CftR5C tO,9 real (ps) tO,9 (ps) error tO,9 (ps) error
¡ l,39E+07 l,153E+02 I.153E+02 0,05% l,107E+02 3,98%
2 3,47E+06 l,155E+02 I.155E+02 0,05% 1,109E4-02 3,98%
3 l,33E-4-06 l.158E+02 ¡.ISSE+02 0,05% 1,1 IE#02 3,98%
5 5.56E+05 l,161E+02 l,162E+02 0.05% l,115E+02 3,98%
10 l,39E+05 l,172E+02 l.172E+02 0.05% l,125E+02 3,98%
20 3,47E+04 1.193E+02 l,194E+02 0.05% l.146E+02 3.98%
30 l,54E+04 1,214E+02 l,215E+02 0.05% I.166E+02 3,98%
50 5,56E+03 I.257E+02 l.257E+02 0.04% l,207E-4-02 3,98%
100 I,39E+03 I,362E+02 l,363E+02 0.03% l,309E+02 3,97%
500 6,86E+0l 2,IIE+02 2.IIOE+02 0.08% . 2,027E-4-02 3,86%
¡000 l,39E+01 3,30E+02 3,287+02 0.27% 3,175E+02 3,68%
2000 3,47E+00 5,506E+02 5,474E+02 0.59% 5,3 18E+02 3,41%
5000 5,56E-0l l,254E+03 1.236E+03 1,42% l,219E+03 2,80%
7000 2,44E-01 l,898E+03 1.860E+003 2,01% l,85E+03 2,37%
10000
n
l,39E-01 2.563E+03 2,498E+03 2.54% 2,511E+03 2.03%
—
Tabla 6.3 Comparación de resultados obtenidos con el Método del Polo Dominante y 4
el Método Analítico j
En la figura 6. 17 se presentan las gráficas con la variación del error para ambos métodos en
función de Ct5Rt/R5C. Se puede observar que para pequeños valores de C~5R
1/R
5C, 4
correspondientes a interconexiones muy largas, el método analítico de Sakurai da mejores
resultados que el método del poío dominante. Sin embargo, para valores de C~5R~R5C del
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orden de 0,1 (correspondiente a interconexiones de longitud inferior a 10000 ji) ambos
métodos obtienen resultados similares, y al aumentar dicho valor, es decir, al disminuir el
tamaño de las interconexiones, el método del polo dominante produce errores mucho
menores, que tienden rápidamente a O.
En los ejemplos que se han tratado a lo largo de este trabajo, las longitudes de las
interconexiones tienen un amplio rango de valores, pero todas ellas tienen longitudes inferiores
a lOOOOji. Por ejemplo, el área de una interconexión lejana para el filtro elíptico de 50 Orden
era del orden de 120 pe, lo que nos da una longitud de lO78p~ La longitud de las
interconexiones cercanas tiene un valor muy inferior a éste (del orden de 80j4. Por otra parte.
el área máxima de todos los ejemplos presentados era de 38000p.e., o lo que es lo mismo, un
lado igual a 4mm. En el peor de los casos presentados, pueden existir interconexiones con
longitudes de hasta SOOOji.
3 Error(%)
6





o3 IE-02 lE-Ql IE+0 IE+Ol IE+02 IE-’-03 IE+04 IE+05 IE+06 IE+07 IE+08
Ct5Rt/C5R3 Figura 6.17 Variación del error para los dos métodos presentados
E De los datos anteriores se puede deducir que, en la mayoria de los casos presentados en SAN,
3 el método del poío dominante es el que produce errores menores. Sin embargo, en diseños
muy grandes pueden existir interconexiones donde sea más apropiado utilizar el método
1
E ___ ____
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analítico de Sakurai. También será más apropiado para interconexiones entre distintos Cis.
Como esto depende de cada caso particular, podemos dar como regla general que para
obtener un error inferior al 2,5% se utilice el método del polo dominante si R1*C,/R*C>O,25,
y el método analítico de Sakurai si R¡*Ct/R*C<O,25. Ambos métodos tienen una complejidad
constante, por lo tanto la complejidad de la estimación no depende del método utilizado.
Sin embargo, hay que señalar que en la práctica, las interconexiones muy largas, donde sea
necesario aplicar el método analítico de Sakurai, producen retardos excesivamente grandes,
con lo cual el tiempo de ciclo del circuito debería ser también muy grande para asegurar un
correcto funcionamiento. Esto se suele solucionar mediante otros métodos, haciendo mas
ancha la interconexión para disminuir la resistencia y con ello el retardo total, o bien
añadiendo buffers intermedios que aceleran el proceso [WeEs94]. La primera solución
produce una disminución en el valor de r (resistencia por unidad de longitud), y un incremento
menor de c (capacidad por unidad de longitud), con lo cual la relación R15C,/R5C aumenta.
En el segundo caso, la interconexión queda dividida en varias partes, cada una de una longitud
menor. Ambas soluciones llevan a situaciones donde es preferible aplicar el método del polo
dominante.
Una vez estimado el retardo de una interconexión de longitud L, necesitamos saber cuál es el
valor de L que debemos utilizar para calcular el retardo debido a la propagación de las 4
distintas señales en la ejecución de una operación. La longitud de cada interconexión es
distinta y no se conoce hasta que no se ha realizado la colocación e interconexionado de
módulos, por lo cual debemos estimar un valor que nos permita asegurar el correcto
funcionamiento.
6.5. Estimación del retardo de propagación de sehales en SAN
Los valores de C~ y Rt dependen únicamente de la tecnología de diseño y son conocidos. Sin
embargo R y (‘dependen de la longitud de la interconexión (C=c5L y R=rtL), y ésta no es
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conocida hasta que no se ha realizado la colocación e interconexionado de módulos del
circuito. En el capitulo anterior se vio que habia cuatro retardos asociados a interconexiones:
dos debidos a la transmisión de una señal desde un multiplexor a una UF o a un registro
(tMUx_a_ UF y tMUX_a_REGY otro asociado a la interconexión desde la salida de la UF a
la entrada del registro (o a su multiplexor), 1UF_a_MUXdeREG’ y otro desde la salida del
registro a la entrada del multiplexor de la UF, tP,jG a MUXdeUF Estos tipos de














































Intereonexión de MUX a registro ó UF
Interconexi& de registro a MUX de UF
- - Interconexión de UF a MUX de registro
Figura 6.IS Tipos de Interconexiones
tprop = /UF a_ MLLYdeREG + tREO_a_ MW.fdeUF + tMUX a UF +tAIUX_a_ REG
Si existen varias operaciones ejecutándose en paralelo en un paso de control, todas tendrán
un retardo de interconexionado igual, y como todas las transmisiones se deben poder realizar
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utilizar buses en el diseño, es necesario añadir también el retardo de un driver al tiempo de
ciclo. El retardo asociado a un bus se puede considerar el mismo que el de una interconexión
multimódulo.
Por otra parte, si se estudia la forma de trabajo de los algoritmos de colocación e
interconexionado de módulos, se observa que en la mayoría de los casos los multiplexores se
encuentran colocados muy próximos a las UFs y registros asociados a ellos. La longitud de
estas interconexiones, que denominamos cercanas en el capítulo 4, Lcerc, se estimó que venía
dado por la longitud media entre celdas estándar, cuyo valor es conocido. Por tanto:
tprop = tUFo _ MUXdeREG + tREO _a_ MUVJeUF + 2 51(Lcerc)
El valor del retardo de los otros dos tipos de interconexiones debe calcularse, pero hasta que
no se ha realizado la colocación de los módulos en el diseño fina] no se sabe cual va a ser la
posición de los registros respecto a las UFs. Estas interconexiones deben pertenecer a uno de
los tres tipos estudiados en el capítulo 4, cercanas, lejanas o multimódulo. A diferencia de las
interconexiones cercanas, la longitud de los otros dos tipos de interconexiones varia con el
tamaño del circuito y con las fórmulas dadas en el capítulo 4 lo que se obtiene es un valor
medio.
Una posible solución que asegura un correcto funcionamiento, es tomar el valor de la longitud
de una interconexión para el caso peor, que es el que determina el tiempo máximo necesario
para transmisiones de señales. Este valor es el del medio perímetro del circuito, L,,.,~, y su
valor debe estimarse en cada caso. Por lo tanto, la longitud de una interconexión de cualquiera
de estos dos tipos se toma como la mitad del perímetro máximo del circuito.
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E donde:
E Entre los ejemplos típicos de SAN que se han tratado a lo largo de este trabajo de
investigación, el circuito de mayor tamaño tenía un medio perimetro de Smm, lo cual equivale
E a un retardo de 2ns. Este es un valor aceptable si se tiene en cuenta los retardos de los
módulos que se han utilizado, como por ejemplo los 3Ons de un sumador o los l3Sns de unE multiplicador. Por tanto, consideramos que tomar como retardo de una interconexión de UF a
E registro o de registro a UF, el retardo de una intercanexión con una longitud igual al medio
perímetro del circuito, puede ser una aproximación válida, que asegura un correcto
E funcionamiento del circuito.
Para circuitos de gran tamaño, o cuando se desee minimizar el tiempo de ejecución lo más
posible, o para tecnologías futuras donde la relación C,*R,/C*R tiende a disminuir, este valor
E máximo de longitud de una interconexión puede ser “demasiado malo” para obtener los
resultados fiables. Sin embargo, hay que tener en cuenta que las herramientas de diseño
disponen de métodos para disminuir el retardo de las interconexiones. Como ya dijimos, es
E posible aumentar la anchura de estas, o bien introducir buffers que dividen la longitud total en
dos o más panes, con lo cuál el retardo de cada una de estas panes se divide entre 4 o más.
E Además, es posible dirigir el floorplanning, para colocar próximos aquellos módulos que se
encuentren en el camino crítico. Sólo utilizando estos métodos se puede conseguir que
1 sistemas con interconexiones muy largas fUncionen a frecuencias elevadas.
U Durante un proceso de SAN podemos suponer que la herramienta de SBN dispone de
distintos métodos para asegurar que el retardo asociado a las interconexiones no va a superar
un cieno valor. Por ejemplo, puede disponer de un algontmo que, una vez realizada la
colocación de módulos, recorra todas las interconexiones del circuito, y cuando encuentra una
con un retardo superior al máximo permitido, insena los buffers necesarios para disminuir este¡ valor. Si se utiliza este algoritmo, es posible fijar otro valor para el retardo de una
interconexión de UF a registro o de registro a UF, como por ejemplo el retardo de una
interconexión lejana, que es inferior al del medio perímetro del circuito. Cualquier
u
u
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interconexión con una longitud mayor que la de una interconexión lejana debe de llevar un
buifer que acelere la propagación de las señales. Sin embargo, para la tecnología de ¡ji y los
ejemplos típicos de SAN estas medidas no son necesanas, y puede utilizarse el medio
perímetro para calcular el retardo de una interconexión, dando lugar a circuitos con un
fUncionamiento eléctrico correcto. J
Por otra parte, como el área del circuito no se conoce hasta que no se ha realizado la
asignación de hardware, y necesitamos calcular el retardo de las interconexiones para estimar
el tiempo de ciclo, es decir, antes de la planificación, es imprescindible estimar dicha área. Una
posible solución, que nos permite acotar el valor del medio perímetro, es estimar el área
máxima del circuito, para lo cual necesitamos conocer el número máximo de registros, 1ff s e
interconexiones que se van a utilizar. Sin embargo, estos valores no es posible estimarlos con
un error dentro de unos márgenes razonables antes de realizar la planificación. La solución
que nosotros proponemos es:
A.- Estimación de tprop: Esta fase se realiza en los siguientes pasos:
J
• Paso 1: Estimar un tiempo de ciclo inicial sin tener en cuenta el retardo
debido a la transmisión de señales, usando los algoritmos presentados en el u’
capítulo anterior.
• Paso 2: Realizar la planificación, mediante un algoritmo de planificación por
listas [SSHFS9],para dicho tiempo de ciclo inicial, usando para implementar
cada operación el módulo más rápido de la biblioteca.
• Paso 3: Estimar el área máxima para esa planificacion, Ana_max, y
calcular el valor máximo del medio perímetro del circuito,
L,,.,.~PIan Listas. Este valor se toma como la longitud de una
interconexión de registro a MUX de UF o de UF a MUX de registro, y se
calcula el retardo asociado a ella.
u’
E
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• Paso 4: Calcular tprop utilizando:
tprop = 2 ~t0«LmaxPlan_Listas) +2 5t0 9<’Lcer)
1 Si el valor de tprop obtenido es fraccionano, redondeamos siempre tomando
el entero mayor más cercano, con el fin de asegurar un correcto
funcionamiento del circuito.
E B.- Estimación del tiempo de ciclo, planificación y asignación de hardware.
Teniendo en cuenta el retardo de las interconexiones, se recalcula el valor del tiempo
de ciclo y se vuelve a realizar la planificación, utilizando el algoritmo de planificación-
preasignación de FIDIAS. A continuación se realiza la asignación de hardware y se
obtiene el área final del circuito, ,4JinaL
1 C.- Recálculo de tprop y ajuste del tiempo de ciclo. Con el valor final del área del
circuito se recalcula el medio perímetro del circuito, LJina¡, y se obtiene el nuevo
valor del retardo de propagación de señales
u tprop nuevo=2~to. «L.final) -4-2 *t
0 «‘Leer)
U Con este dato, se genera la diferencia entre el valor estimado anteriormente y el3 nuevo, tdif.
u 1d~tprop4prop nuevo
Es posible disminuir el tiempo de ciclo en un valor igual a td¡f dividido entre el
máximo número de etapas que necesitan las UFs del circuito para ejecutar una
operación, sin que sea necesario modificar la planificación ni la asignación deU hardware.
A continuación presentamos los pseudocódigos de cada una de estas fases.
u El pseudocódigo de la fase A, es decir, el algoritmo de estimación de tprop. pane de un GFD
sin planificar y una biblioteca de módulos donde se conocen los retardos de los operadores, sin
• tener en cuenta el retardo de la propagación de señales.
u
E





LmaxPlan_ Listas = 2 Area_ma
tprop=25to «‘LmaxPlan_Listas) ‘-2 5t0 «‘Lcer)
En la fase B, con el valor estimado de tprop. se recalculan los retardos de todas las UFs de la
biblioteca, teniendo en cuenta el retardo de las interconexiones; así se obtiene lo que
denominamos la Nueva_Biblioteca, que es exactamente igual que la inicial pero con los
retardos de las UFs actualizados. Con esta Nueva_Biblioteca, se recalcula el tiempo de ciclo,
y luego se realiza la planificación y asignación de hardware. El algoritmo global de SAN es:




A final=Calcula_Area(GFD A signado)




0. «‘Lfinal) + 2 5t0• «‘Lcer)
td<fltprop4prop nuevo
_ u’tcíclo nuevo=Recalcula ciclo(tciclo, td¡f GFD_Asignado)
La planificación por listas nos proporciona sólo un área aproximada del circuito final. Como
se trata de optimizar el área, el área estimada para esta planificación en ningún caso será u’
inferior al área final del circuito, es decir:
_ u’
Area_mar >= Afino/
Por lo tanto, la longitud del medio perímetro calculada para la planificación por listas, será
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LmaxPlan_Listas = 2 Area_ma > Lfinal.
Teniendo esto en cuenta, se puede deducir que el retardo máximo asociado a la propagación
de señales, estimado para la planificación por listas, es siempre superior al retardo de
propagación de señales estimado para el circuito final. Esta conclusión nos permite asegurar
un correcto funcionamiento del circuito, con las suposiciones realizadas.
Esta estimación inicial del retardo de una interconexión es un valor superior al real. Como nos
interesa obtener diseños con tiempos totales de ejecución optimizados, es necesario revisar
este valor una vez realizada la planificación final y la asignación de hardware y, si es posible,
reducir el tiempo de ciclo según se ha explicado anteriormente. Después de la asignación de
hardware, el área total del circuito puede estimarse con una precisión superior al 95%, como
vimos en el capítulo 4, con lo cual el retardo máximo de una interconexión puede calcularse
con mucha precisión. En aquellos casos en los que el tiempo de ciclo vade mucho, puede ser
interesante realizar una nueva planificación y por tanto una nueva asignación de hardware.
Para clarificar el proceso total de SAN, teniendo en cuenta el retardo de las interconexiones,
vamos a utilizar el Filtro Elíptico de 50 Orden. La biblioteca de módulos se presenta en la tabla












Tabla 6.4 Biblioteca para el Filtro Eliptico de 50 Orden
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A.- Estimación de tprop. u’
• Paso 1: Como la minimización de área es más importante que la de tiempo, elegimos u’
los parámetros de estimación del tiempo de ciclo con valores:
y fr0.7 u’
Para estos valores, y la biblioteca de la tabla 6.4 obtenemos un tiempo de ciclo de 69ns. u’
• Paso 2: El resultado de la planificación por listas se presenta en la figura 6.19. Se u’
obtienen un total de 18 pasos de control. u’
• Paso 3: Para esta planificación se necesitan a] menos dos sumadores y dos
multiplidadores. En total obtenemos un área de 20069 pe.. El medio perímetro del u’
circuito es: u’
Lm¿~jlanListas 5,SSSmm. u’
• Paso 4: Estimamos el retardo asociado a una interconexión de longitud 5,SSSmni, y
obtenemos: u’
t09(LmaxPlan Listas) 1,412ns. .~-nn~&. u’
El retardo de una interconexión cercana para la tecnología de 1 p es un dato conocido: u’
4> «‘Lcer)=O, 127ns. u’
Con estas estimaciones, u’
~»~~p=
2*l ,412ns + 2* 0,127ns 3,078ns. u’

















Figura 6.19 Planificación para el Filtro Elíptico de 50 Orden usando un Planificador por Listas
y un tiempo de ciclo de 69ns.
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B.- Estimación del tiempo de ciclo, planificación y asignación de hardware. Calculamos
el tiempo de ejecución de todas las operaciones, teniedo en cuenta el retardo de las











Tabla 6.5 Biblioteca con retardos de interconexiones para el Filtro Elíptico de 50 Orden
El tiempo de ciclo obtenido para esta biblioteca, con los mismos valores de a y ¡3 es:
t~<j0 7lns.
La nueva planificación se muestra en la figura 6.20. Se puede observar que se ha
incrementado el número de microinstrucciones de 18 a 23. Esto es debido a que la
minimización de área es más importante que la de tiempo, y de esta forma sólo es necesario
utilizar un multiplicador, con lo cual el área se reduce notablemente.
C.- Recálculo de tprop y ajuste del tiempo de ciclo, u’
Después de realizar la asignación de hardware, se obtiene u’
AJ?nal= 10.777 p. e.. u’
Con lo cual:
Lfinal= 4,294 mm.
El retardo asociado a esta longitud es de
t0 «71final) = 1,051 ns
u’
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Figura 6.20 Planificación para el Filtro Elíptico de 50 Orden usando un Planificador-
Preasignador y un tiempo de ciclo de 7Ins.
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por tanto:
tpropnuevo 2* l,OSlns.+2t 0,127ns 2,356ns.
Con este nuevo valor del retardo de propagación de señales obtenemos:
‘dirQ~rop-’proprwevo =4ns-2, 356ns= 1 ,644ns.
Como el máximo número de etapas de cua]quier operación del grafo es 2, se podría
disminuir el tiempo de ciclo en un valor igual tdw dividido entre 2, es decir, O,822ns.
Como estamos midiendo el tiempo de ciclo en valores enteros de nanosegundos, y el
valor obtenido es inferior a la unidad, dejamos el tiempo de ciclo como está.
tciclo_nuevo = tciclo u’
La planificación y asignación de hardware finales son las obtenidas en la fase B. u’
6.7. Conclusiones u’
El objetivo principal de este capítulo era la estimación del retardo debido a propagación de
señales, para calcular el retardo de todas las operaciones del GFDC y seleccionar un ciclo de
reloj, según los algoritmos vistos en el capitulo antenor.
Como el retardo asociado a la propagación de señales depende de la longitud de las
interconexiones implicadas, en primer lugar se ha presentado un método para calcular el
retardo de una interconexión de longitud L. El modelo fisico utilizado es un fl3. El algoritmo
computa ¡a frecuencia del polo dominante y a partir de aId el retardo asociado. Se ha
comprobado que este método permite obtener resultados con errores inferiores al 2% para
interconexiones de tamaño inferior a 0,7 cm., que corresponde a la mayoría de los ejemplos
tratados a lo largo de este trabajo de investigación. También se presenta otro método
alternativo para interconexiones de mayor longitud.
Como la longitud de las interconexiones no se conoce hasta que no se ha realizado la
u’
E
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¡ colocación e interconexionado de módulos, es necesario estimar un valor que nos permita
E obtener un valor para el tiempo de ciclo y que asegure un conecto flincionanaento delcircuito. Para este fin, se ha utilizado el retardo de la interconexión de máxima longitud, es
E decir, el medio perímetro del circuito.
Para circuitos de gran tamaño o para tecnologías inferiores a 1 g, este caso peor puede ser
“demasiado malo”, y seria necesario acotar el retardo m~’•mo de una interconexión mediante
otros valores, como por ejemplo el retardo de una interconexión de longitud media. Aunque
en este caso no se puede asegurar el correcto funcionamiento del circuito, pueden utilizarseU algoritmos en las herramientas de SBN, que cuando encuentran interconexiones con
longitudes superiores a las medias, introduzcan buffers que disminuyan el retardo de éstas. Sin
embargo, para la tecnología de 1 y los ejemplos habituales presentados en SAN, esto no es
E necesano.
E Dado que la información que se dispone sobre el circuito antes de realizar una planificación es
muy poca, las estimaciones que se pueden realizar sobre la longitud máxima de una
E interconexión antes de realizar una planificación tienen un error demasiado elevado paraE poderlas utilizar en el resto del proceso. Por eso, en nuestro sistema FIDIAS se realiza una
primera selección del ciclo de reloj sin tener en cuenta el retardo de las interconexiones. Con
3 este valor se realiza una planificación por listas, se estima el área máxima del circuito para esta
planificación, y se calcula el medio perímetro del circuito. A panir de este valor se estima el
E retardo debido a propagación de señales y se calcula el tiempo de ciclo, que se utiliza para
realizar la planificación y la asignación de hardware.
Una vez terminada la asignación de hardware, el área del circuito se puede estimar con unaE precisión del 95%. Con este valor, se recalcula el retardo máximo de una interconexión, el
retardo debido a propagación de señales y la diferencia entre el valor estimado iicialmente yu
el final. Es posible disminuir el tiempo de ciclo en un valor igual a esta diferencia dividida porE el máximo número de etapas necesaria para ejecutar una operación, sin que sea necesario
realizar otra planificación ni otra asignación de hardware.
E
u
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Con las estimaciones realizadas a lo largo de los capítulos 4, 5 y 6 es posible disponer de u’
información, durante todo el proceso de SAN, sobre el retardo y área de todos los módulos e
interconexiones del circuito, lo cual nos permite dirigir correctamente el proceso de diseño,




















• En primer lugar se ha presentado un método para realizar estimaciones del área de unE circuito durante un proceso de Síntesis de Alto Nivel. Este método está basado en un
E estudio de la tecnología de diseño de celdas estándar, la forma de trabajo de los algoritmos
de colocación e interconexionado de módulos y el diseño en particular. Gracias a ello, se
E obtienen estimaciones muy precisas, que pueden generarse mediante cálculos simples, lo
cual supone un avance respecto de otros métodos propuestos en el campo de la SAN.
• Se han clasificado las interconexiones en fUnción del número de módul¿s que conectan.
E Para cada uno de los tipos se ha obtenido una estimación de su longitud. Las
interconexiones que hemos denominado cercanas tienen longitud constante. Para las
lejanas y multimódulo se ha obtenido una fórmula, en fUnción del número total de
interconexiones de cada tipo, y del área de celdas estándar del diseño, datos conocidos
cuando se ha terminado la generación de un diseño.
u
• Este método de estimación de la longitud de las interconexiones nos permite conocer elE área de los módulos, siempre que en la biblioteca se disponga de información sobre el
número y tipo de interconexiones que contiene cada uno de ellos. De esta forma, el cálculo
E del área total o parcial del circuito se conviene en un algoritmo~decomplejidad
proporcional a N, donde Nes el número de módulos, y una precisión del 95%.
Además, se ha presentado un método para estimar el área de los módulos y de cada una deU las interconexiones del circuito durante la generación de éste, cuando aún no se conocen el
número y tipo de módulos e interconexiones totales. Por eso, las estimaciones pueden
utilizarse tanto para los algoritmos iterativos, para comparar diseños completos entre sí,
como para los constructivos, que realizan las estimaciones durante la generación de un
E
u
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circuito, para guiarla correctamente, y, por tanto, para los constructivo-iterativos. Como u’
ejemplo de integración en un sistema de Síntesis de Alto Nivel, estas estimaciones se han
incluido en el sistema FIDIAS, cuyo algoritmo de asignación podemos decir es de tipo
constructivo-iterativo, ya que necesita realizar estimaciones tanto durante la creación de
un diseño, como al final del mismo,
Se ha realizado la conexión de la salida del sistema de SAN con herramientas CAD, con el
fin de terminar el proceso de diseño y llegar a la generación del layout. y también para
obtener información sobre la metodología de trabajo de estas herramientas y sobre la
tecnología utilizada. Esto nos ha permitido mejorar la fidelidad de las estimaciones
realizadas sobre las características fisicas. Además, esta conexión permite un flujo de u’
intercambio de información en ambos sentidos: puede realizarse la evaluación del diseño
real, de forma que, si no se cumplen los objetivos deseados, se puede volver al inicio del
proceso, pero ahora disponiendo de mucha más información sobre las características
fisicas del circuito. De esta forma, se puede guiar mejor el siguiente proceso y aumentar la
precisión de los resultados obtenidos en las siguientes fases del diseño.
• Se ha presentado un método para realizar una selección inteligente del tiempo de ciclo,
que tiene en cuenta el GFD, la biblioteca de módulos y las restricciones del usuario. Se ha
demostrado que el tiempo de ciclo óptimo es muy diferente dependiendo del GFD, de la
biblioteca de módulos y de las restricciones del usuario. En primer lugar, a partir del GFD
y de la biblioteca de módulos, se realiza una búsqueda de los posibles caminos críticos del u’
circuito, que varian dependiendo del tiempo de ciclo. A partir de esta lista de caminos
críticos, se aplica un algoritmo de selección que tiene en cuenta los objetivos del usuario y u’
la biblioteca de módulos. Así se obtiene un tiempo de ciclo óptimo para cada diseño en
particular. Como la complejidad de este algoritmo de selección es baja. puede utilizarse sin
incrementar excesivamente el tiempo de ejecución del algoritmo de planificación.
Se ha realizado una estimación del retardo de una interconexión de longitud L. El modelo
fisico utilizado para modelar una interconexión es un 113, y para calcular su retardo se
u’
u
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utiliza el método del polo dominante. Se ha comprobado que este método permite obtener
t.
resultados con errores inferiores al 2% para interconexiones de tamaño inferior a 0,7 cm.,U que corresponde a la mayoría de los ejemplos tratados a lo largo de este trabajo de
investigación. También se presenta otro método alternativo para interconexiones de mayor
longitud.
E También se ha presentado un metodo para incluir los retardos de la interconexiones en la
selección del tiempo de ciclo. Como la longitud de las interconexiones no se conoce hasta
que no se ha realizado la colocación e interconexionado de módulos, es necesario estimarU un valor que nos permita obtener un valor para el tiempo de ciclo y que asegure un
conecto fUncionamiento del circuito. Para este fin se ha utilizado el retardo de la
interconexión de máxima longitud, es decir, el medio perímetro del circuito.
E • Por último apuntar que, con las estimaciones realizadas a lo largo d,e este trabajo de
E investigación sobre las características fisicas del diseño, es posible disponer deinformación, durante todo el proceso de Síntesis de Alto Nivel, sobre el retardo y área de
E todos los módulos e interconexiones del circuito, lo cual nos permite dirigir correctamente
el proceso y obtener resultados que se ajusten a los objetivos del usuario y que tengan una



































Las estimaciones sobre las caracteristicas fisicas de un diseño presentadas en este trabajo de
U investigación, se han basado en un tipo de tecnología de diseño de Circuitos Integrados: las
celdas estándar. Aunque éste es uno de los estilos más usuales para el diseño de ASICs,
también existen otros estilos de diseño, como son los arrays de celdas, las macroceidas o las
FPGAs, que también se utilizan con bastante frecuencia en la actualidad. Por esta razón, una
de las líneas finuras de investigación será ampliar las técnicas de investigación de lasU características fisicas a otros estilos de diseño.
E El diseño con arrays de celdas tiene unas características similares al diseño con celdas
estándar, lo cual nos induce a pensar que las variaciones que se deberán introducir en nuestroE
sistema de Síntesis para esta nueva tecnología serán mínimas. Tampoco creemos que el diseño3 mixto con celdas estándar y macroceldas necesite consideraciones muy diferentes a las
realizadas en este trabajo, con lo cuál sólo será necesario realizar algunos ajustes en las
fórmulas de las estimaciones de área.
Sin embargo, el diseño con FPGAS tiene unas características muy diferentes. Se trata de
circuitos que contienen un conjunto de bloques de lógica configurables, y para los cuáles elU proceso de fabricación ya ha finalizado. Por lo tanto el proceso de Síntesis de Alto Nivel debe
ser muy diferente al de los estilos anteriores, ya que no se trata de conseguir un circuito con
área mínima, sino un circuito que pueda diseñarse en una FPGA. Consecuentemente, la
E adaptación de nuestro sistema a este nuevo estilo de diseño, no sólo será un ajuste de las
ifinciones de estimación de área y retardo, sino una adaptación del sistema completo de3 Síntesis de Alto Nivel a la nueva tecnología.
E Por otra parte, también pretendemos seguir investigando sobre las nuevas tecnologías de
u
E
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celdas estándar, inferiores a l.i y con dos o más capas de metal para realizar interconexiones,
Nuestros primeras investigaciones sobre el área de los circuitos se realizaron para la
tecnología de I,21J, y cuando se comenzó a utilizar la tecnología de Ip., sólo tuvimos que
variar algunos datos, como el ancho de una celda estándar o el ancho de una interconexion,
Por esta razón, suponemos que para las tecnologías inferiores a l~i, que utilicen dos capas de
metal, nuestras estimaciones de área seguirán siendo válidas, y sólo será necesario medir los u’
nuevos parámetros.
Sin embargo, no ocurrirá lo mismo con las estimaciones del retardo de las interconexiones.
Para las tecnologías inferiores a 1I.t el árcade interconexionado es cada vez mayor respecto al
área de celdas estándar, lo cual produce una disminución de la relación de la capacidad de
entrada a los transistores frente a la capacidad de la interconexión. Esto conduce a diseños
donde el retardo de las interconexiones es cada vez más importante, e incluso dominante, en el u’
retardo final del circuito.
u’
Por lo tanto, utilizar el máximo retardo de una interconexión como retardo de cualquier
interconexión, puede llevar a resultados poco fiables, o a sistemas con tiempos de ejecución
demasiado elevados. Por esta razón, y como ya se apuntó en el capítulo 6, será necesario
acotar el retardo máximo de una interconexión mediante otros valores, como por ejemplo el
retardo de una interconexión de longitud media. Aunque en este caso no se puede asegurar el u’
correcto fUncionamiento del circuito, pueden utilizarse algoritmos en las herramientas de
diseño de circuitos, que cuando encuentren interconexiones con longitudes superiores a las
máximas permitidas, introduzcan buffers que disminuyan el retardo de éstas, o bien
incrementen el ancho de la interconexión. u’
En este sentido, nuestro trabajo de investigación seguirá dos líneas principales: por un lado la u’
realización de simulaciones eléctricas en circuitos con tecnologías inferiores a 1 ji , para
obtener resultados que nos permitan acotar el retardo medio de una interconexión de forma u’
más fiable. Por otro lado, la generación de un algoritmo que permita dirigir la colocación de
módulos e interconexiones, con el objetivo de que no se realicen interconexiones con retardos
u’
u
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E mayores que los estimados.
3 También será necesario realizar un nuevo estudio sobre la forma de trabajo de los algoritmos
de colocación e interconexionado de módulos, para tecnologías que utilicen más de dos capas
E de metal.
Por otra parte, también pretendemos que el flujo de información de la herramienta de Síntesis
de Alto Nivel hacia las herramientas de diseño aumente. Hay que tener en cuenta que laU información disponible en Síntesis de Alto Nivel sobre un circuito es muy grande, puesto que
se conocen los caminos críticos, los retardos máximos de las lJfFs e interconexiones, el tiempo
de ciclo, etc. Por esta razón, parece lógico que esta información se utilice para dirigir las fases
de colocación e interconexionado de módulos, con el fin de obtener circuitos que cumplan las


































Estilos de Diseño de Circuitos VLSI
A.I. Diseño VLSI
Desde que en 1960 surgió el concepto LSI (Large Scale Integration). las herramientas de
U CAD (Computer Aided Design ó Diseño Asistido por Computador) se han convertido en
ayudas indispensables para disminuir el esfUerzo en diseño y verificación de Circuitos
Integrados. Esto se ha acentuado aún más con la tecnología VLSI (Very Large Scale
Integration), que ha tenido su desarrollo en los últimos años, y que ha dado lugar al
nacimiento de los ASICs (Circuitos Integrados de Aplicación Específica)
1 Las herramientas CAD posibilitan la automatización del proceso total de generación de layout
que sigue a la fase de diseño VLSI. Esta automatización es posible también gracias a distintas
técnicas de estandarización de la metodología de diseño, como son los arrays de puertas o el
U diseño con celdas estándar. Cada una de estas técnicas de estandarización, también conocidas
como estilos de diseño, está unida a la existencia de diferentes paquetes software que realizanu
las fases de colocación e interconexionado de módulos.U El coste de un circuito integrado es el coste de diseño mas el coste de fabricación. La
estándarización permite disminuir el esfuerzo de diseño, y por tanto el coste de diseño. Pero a
cambio, disminuye la densidad de empaquetamiento y la velocidad del circuito. Como la
densidad de empaquetamiento está relacionada con el coste de fabricación del circuito, y a más
densidad del circuito menos coste, según aumenta el nivel de estandarización el coste deU fabricación de cada circuito se incrementa, pero el de diseño disminuye. En la tabla A. 1 se
E
u
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presenta una lista con los principales estilos de diseño y su nivel de estandarización
correspondiente, ordenados de menor a mayor.
Estilo de diseño Nivel de estandarización Objeto de estandarización
Full-custom Elemento Regla de diseño
Diseño simbólico Dispositivo Simbolización de transislores. vias.
conexiones
Celdas estándar Ceida Normajización de Miura de Ja celda.
localización de terminales, anchura
de interconexiones
Macro-celdas Bloque Normalización de posición de
terminales de bloques
Arrays de puenas Colocación de celdas y bloques Estandarización de celdas y
colocación de bloques
PLA-ROM-LCA Cableado Estandarización de conexiones entre
dispositivos
Tabla A.1 Estilos de diseño
Si se fabrican N circuitos iguales, el coste de fabricación total es el coste de cada uno de ellos
por N. Sin embargo, el coste de diseño es el mismo para un circuito que para N. Por lo tanto,
el coste global viene dado por el coste de fabricación de los N circuitos más el coste del
diseño. Para pequeños valores de N, el coste de diseño y de fabricación tienen el mismo peso,
y no resulta rentable que el primero sea muy grande, por eso se suelen utilizar técnicas con
alto nivel de estandarízacion. Sin embargo, para grandes valores de N, el coste de fabricación
total tiene mayor peso que el de diseño, y resulta rentable emplear más tiempo en el diseño,
utilizando técnicas de nivel de estandarización poco elevado, con lo cual el coste de
fabricación disminuye.
Los sistemas que necesitan una gran velocidad o gran densidad de empaquetamiento (la
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U necesitan generar un circuito en el menor tiempo de fabricación posible, donde la velocidad de
ejecución del propio circuito no es primordial, utilizan PLAs o ROMs. En una situaciónU intermedia se encuentra el diseño con celdas estándar, macro-celdas y arrays de puertas, que
suelen conseguir gran densidad de empaquetamiento y el tiempo de diseño es
considerablemente inferior al del diseño fijlI-custom. Suelen utilizarse en circuitos donde el
U volumen de producción no es muy elevado, por lo cual el coste de desarrollo tiene un gran
peso sobre el coste total de los circuitos. En estos casos no resulta rentable emplear el tiempoU de diseño necesario en fijll-custom para conseguir más densidad de empaquetamiento.
E En los apartados siguientes se tratarán detalladamente cada una de estas técnicas. Una buena
revisión sobre los diferentes estilos de diseño se puede encontrar en [MuroS2]y [UeKSS6].
U A.2.
E En el estilo de diseño fUll-custom o diseño a medida, el empaquetamiento es realizado por el3 diseñador, con la ayuda de herramientas gráficas. No se dispone de ninguna restricción
estructural sobre el diseño. La minimización de área (o densidad de empaquetamiento) es
U máxima y por tanto el rendimiento del circuito es muy alto. Sin embargo, se precisa una gran
inversión en tiempo de desarrollo y fuerza de trabajo, que se incrementa enormemente con laU complejidad de los circuitos. Además es muy importante la experiencia del diseñador o
3 diseñadores para obtener buenos resultados.
¡ Debido al elevado tiempo de diseño no es posible utilizar este estilo a gran escala, ni para
redes muy complejas. Sin embargo, cuando la demanda es elevada, el coste de desarrollo del3 circuito puede incrementarse si se consigue disminuir notablemente el coste de producción,




240 Técnicas de Estimación de Características Físicas en Síntesis de Alto Nivel
Otra aplicación que se presta a un diseño fiill-custom es cualquier diseño regular, formado por
un elemento base de lógica que, una vez optimizado, puede repetirse varias veces en el Cl.
A.3. Diseño simbólico
Se utilizan componentes simbólicas, como transistores, vías y conexiones. La imagen del u’
layout se diseña manualmente, y la conversión de los símbolos en modelos fisicos y su
compactación está automatizada (ver figura A. 1). De esta forma el esfuerzo de diseño se
reduce, pero se mantiene alta la densidad de empaquetamiento, aunque menor que para el
diseño fiill-custom. Suele utilizarse en sistemas donde la demanda es muy elevada.
Entrada del diseñador lcr Paso: espaciamiento 2do Paso Generación
de máscaras
Figura AA Estilo de diseño simbólico
u’
A.4. Celdas estándar u’
Las celdas estándar son módulos lógicos, en general simples (puertas lógicas. flip-flops), que
tienen un layout interno prediseñado. Todas son de la misma altura, pero diferente anchura,
dependiendo de la fiancionalidad. Una herramienta CAD suele tener una biblioteca de unas 30-
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U interconexionado se suele realizar automáticamente.
E Las celdas se colocan en filas, todas elias de una longitud similar, entre las cuales quedan los
canales para realizar las interconexiones (ver figura A.2). En cada uno de estos canales puedenE existir un número variable de pistas, en cada una de las cuales pueden realizarse varias
3 interconexiones siempre que no se solapen.






U Figura A.2 Diseño con celdas estándar
u Las celdas estándar suelen diseñarse para que las conexiones de alimentación y tierra puedan
3 correr horizontalmente en la parte de arriba y abajo de las celdas, como se muestra en la figura
A.3. Como las celdas se conectan una adyacente a la siguiente, estas interconexiones forman
U una pista continua en cada fila. Las entradas y salidas lógicas de las celdas son los terminales,
que se colocan en el borde superior yio inferior.
Las conexiones entre una fila y otra se realizan mediante canales verticales en los bordes del
E circuito, o mediante celdasfeed¡hrough o “celdas de atravesamiento”, que son celdas estándar
u
u
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(con la misma altura que el resto), con una serie de interconexiones que corren verticalmente a
través de ellas (ver figura A.2). Normalmente se utilizan dos capas de metal para realizar las
interconexiones: una para los tramos horizontales, que se sitúan en las pistas de los canales, y
otra para los verticales. La unión entre ambos tipos de tramos se realiza mediante una vía. Es












Figura A.3 Layout de una celda estándar
El proceso de diseño con celdas estándar tiene como objetivo la generación de todas las u’
máscaras necesanas para la fabricación del circuito. Una vez que el diseñador introduce el
esquema del circuito, las fases de colocación de módulos, generación de las rutas de
interconexiones y generación de máscaras pueden realizarse de forma automatica mediante
una herramienta CAD.
En general, en el diseño con celdas estándar no se desperdicia un área excesiva, como veremos
u’
E
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E que ocurre en los próximos estilos de diseño. Esto es debido a que los canales tienen el
dimensionado necesario para permitir realizar todas las interconexiones, que se ajusta para
cada caso. Además, cada una de las celdas estándar puede diseñarse de forma óptima para
3 minimizar su área. Sin embargo, no es posible conseguir la misma densidad de
empaquetamiento que con el diseño ft¡ll-custom, con lo cual el coste de fabricación del3 circuito es mayor. Por otra parte, el coste de desarrollo es considerablemente inferior a aquél,
y suele utilizarse en aplicaciones donde la demanda no es muy elevada. En ocasiones el diseñoE
con celdas estándar se intercala con macro-celdas.U
A.5. Macro-celdas
3 Las macroceldas son módulos lógicos que no tienen el formato de las celdas estándar, es decir,







Canal verticalu Figura A.4 Diseño con macroceldas
U
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cualquier lugar del circuito, porque la dirección de los terminales de éstas no esta u’
estandarizado. Sin embargo, ya existen algunas herramientas CA!) capaces de realizarlo de u’
forma automática. Es necesario dejar espacio entre los bloques para realizar las
interconexiones. Si el diseño es mixto, una vez colocadas las macroceldas (manualmente o no) u’
puede realizarse automáticamente la colocación de las celdas estándar.
u’
A.6. Arrays de puertas u’
Consisten en un array rectangular de celdas básicas o puertas lógicas primitivas (tipo NAN!)) u’
prediseñadas, cada una de las cuales tiene un modelo uniforme de transistores PMOS y
u’
NMOS, antes del último paso, previo a la metalización. (ver figura AS).
___________________________________ u’
DDE DDE
E 000000000000000000 E u’
E coco coccoccoccoco ot —Puerta
0000 o000000000000
000 00000000000000E 0000 0000000000000 ~D u’
PAD 00000000000000000
—Canal horizontalu ~ E u’
E ~ E u’
E DDE DEDE u’
Canal vertical u’
Figura A.5 Array de puertas u’
Existen canales horizontales y verticales entre las puertas reservados para el interconexionado u’
Además se pueden definir las interconexiones internas de cada celda básica y así modificar su u’
flincionalidad. Un ejemplo de una posible celda básica con sólo dos transistores PMOS y
u’
u’
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NMOS se presenta en la figura A.6.
El diseño del CI consiste en el diseño de las máscaras para las fases de metalización, donde se
generan las interconexiones de acuerdo al diagrama del circuito, Estas máscaras de capas
seleccionan las interconexiones tanto internas como externas de las puertas. Normalmente las
herramientas de CAn disponen de una biblioteca con una serie de módulos con funciones
lógicas definidas suministrada por el fabricante del array de puertas. La colocación de celdas y
generación de interconexiones puede realizarse automáticamente,
La anchura de los canales es fija, y para asegurar que se pueden realizar todas las
interconexiones externas a las puertas, se suele recomendar no superar un cieno porcentaje de
celdas básicas utilizadas, dado por el fabricante. Por eso se desperdicia mucha área, y la







Figura A.6 Estructura de una puerta
Sin embargo, el tiempo de diseño es similar al de aquellas y el coste de fabricación menor, y
por tanto la elección de un estilo u otro depende de la demanda del circuito. Si ésta es grande
y el tamaño del circuito se puede reducir considerablemente utilizando celdas estándar,
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dará resultados similares. u’
u’
A.7. PLA, RON’I y LCAs u’
El diseño de las PLAs y ROMs se obtiene conectando/desconectando las líneas
horizontales/verticales de la entrada/salida de los circuitos de dispositivos, como MOSFETs y
diodos colocados en un array de dos dimensiones (ver figura A.7). En general los circuitos son
sencillos de realizar, pero la densidad de empaquetamiento es muy baja.
VDD
Al ¿2 A3
Figura AS ROM de MOS u’
Una posibilidad aún más rápida de diseño la proporcionan las LCAs (Logic Cdl Array). Se u’
trata de circuitos que contienen un conjunto de bloques de lógica configurables. Tienen el
proceso de fabricación ya finalizado y puede ser personalizados para cumplir la fUnción
deseada mediante un fichero de datos que se carga en células de almacenamiento RAM
propias de cada LCA. Tanto la definición de la función lógica como sus interconexiones
u’
E
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U quedan determinadas por los datos contenidos en dichas células RAM internas.
3 Los cambios en la lógica se realizan cargando un nuevo fichero en dicha RAM. Existen
herramientas CAn que permiten la entrada de las fUnciones lógicas que deben realizarse con la
E LCA y trasvasan esta información a un fichero de datos que puede cargarse directamente en la
3 RAM.
El proceso de diseño es por tanto muy rápido, pero la densidad de empaquetamiento muy baja









































3 Colocación e interconexionado de módulos
U
B.1. Metodología de las Herramientas CADu
El desarrollo de la tecnología VLSI ha dado lugar a la creación de herramientas CAD que
sirven para automatizar parte o todo el proceso de diseño del circuito. Cada estilo de diseño3 (ver apéndice A) tiene sus propios paquetes software para la generación del layout final. Pero
en especial los diseños con celdas estándar, arrays de puertas y macroceldas son los que3 necesitan de un soporte software más complejo para su desarrollo, ya que el tamaño de los
circuitos para los que se utilizan suele ser bastante grande y se necesita crear los diseños en un
E tiempo suficientemente corto.
3 En general las herramientas CA!) para este tipo de estilos de diseño suelen constar de un
interfa.z gráfico, mediante el cual el diseñador puede introducir el esquema del circuito.
E También puede introducirse mediante distintos lenguajes de descripción de circuitos, como3 por ejemplo VHDL ó EDIiF (Electronic Design Interchange Format), que trataremos más
detalladamente en el apanado B.6. En esta fase se dispone además de una biblioteca de3 módulos de diversa complejidad que sirven al diseñador para facilitar su tarea. Estos módulos
pueden haberse diseñado anteriormente (mediante esa misma herramienta CAn y con el estilo
de diseño apropiado) o bien pertenecer a la biblioteca original dada por el fabricante de la3 herramienta. El esquema es un conjunto de módulos y sus interconexiones y no tiene por qué
tenerse en cuenta ni el estilo de diseño ni las reglas de layout.
U Es la herramienta CA!) la que se encarga de generar el layout con un estilo definido a partir de
U
U
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dicho esquema, teniendo en cuenta un conjunto de reglas de diseño que permite asegurar el
buen funcionamiento del circuito. En primer lugar debe haber una fase de transformación del
diseño jerárquico, constituido por módulos más o menos complejos, a elementos propios del









Figura 8.1 Esquema general de un proceso de diseño de CI
u’
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Un esquema general de un proceso de diseño a partir de este formato se muestra en la figura
B. 1. Existen tres fases principales de diseño: la generación del floorplanning, la colocación de
módulos y el interconexionado. Una vez obtenido el diseño final del circuito, donde se
conocen la posición de todos los elementos y sus interconexiones, puede pasarse a la fase de
verificación, y si el diseño es correcto se realiza la generación de máscaras.
A continuación vamos a tratar las fases que tienen más influencia en el rendimiento y área del
circuito: el tloorplanning, la colocación de módulos y el interconexionado. También
trataremos brevemente las reglas de diseño, que son muy importantes dentro del proceso de
diseño. Por último veremos uno de los lenguajes de descripción de CIs, el lenguaje EDIIF, por
ser el que hemos utilizado en este trabajo de investigación.
B.2. Floorplann¡ng
En esta primera fase se parte de un conjunto de elementos, que pueden ter macroceldas,
celdas estándar o arrays de puertas, según el estilo de diseño, y un conjunto de
interconexiones entre ellos. En el caso de los dos últimos la geometria es fija, pero las
3 macroceldas pueden tener distintas formas y la colocación de los terminales en ellas no está
predefinida. Además se dispone de estimaciones sobre el retardo y consumo’ de los distintos
U elementos, que se puede obtener a través de simulación o bien de la biblioteca. Esta
información sirve para dirigir la colocación de módulos, con el fin de que se cumplan las
u
restricciones de tiempo y consumo dadas por el usuario. Por otra parte, el diseñador puede dar
restricciones sobre el área total del circuito, algunas posiciones de los elementos y/o sus
terminales, y sobre su forma geométrica. A partir de estos datos, el algoritmo de floorplanning
U debe determinar la geometria, posiciones y formas de todos los elementos, y las posiciones de
los terminales que no se conozcan, de forma que las restricciones sean satisfechas y se
cumplan los objetivos.
Algunos algoritmos de fioorplanning se presentan en (BBCMS5] y [OISTSÓ].Los algoritmos
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longitudes de las interconexiones cada vez que se obtiene una colocación determinada de
módulos. En el próximo apartado se presentan estas estimaciones,
B.3.1 Técnicas de estimación de la longitud de una interconexión
La mayoria de las herramientas de interconexionado utilizan geometría Manhattan, es decir,
sólo se pueden utilizar líneas horizontales y verticales para conectar dos puntos. Además se
suelen utilizar dos capas de metal: una para realizar las líneas horizontales y otro para las
verticales.
La ruta más corta para conectar un conjunto de terminales es un árbol de Ste¡ner. En este




Figura B.2 Árbol de Steiner
La complejidad del cálculo del punto de ramificación que produce una longitud mínima es muy
elevada tChan72l,ljChenS3lI, [Hwan79), y por eso este método no suele utilizarse por los
algoritmos de interconexionado. En su lugar, el mínimo árbol de “spanning”. las conexiones en
cadena y el método del semiperímetro son más comunes.
El algoritmo del minimo árbol de “spanning” [Krus56] sólo permite ramificaciones en las
posiciones donde existen terminales (ver figura B.3)
• Destino i
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o Fuente . o
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Las conexiones en cadena [ver figura B.4] no permiten ramificaciones, Cada terminal se
conecta al siguiente según una cadena. En general es muy fácil de implementar pero las
longitudes obtenidas son más largas que para los otros casos.
Destino
6) Fuente = st o
Figura 8.4 Conexiones en cadena
En el método del semiperímetro la longitud se aproxima por el medio perimetro del mínimo
rectángulo que contiene todos los terminales (ver figura B.5). Es el método que más se
aproxima a la longitud obtenida por el árbol de Steiner y en general es el más utilizado,
.4
Figura B.5 Método del medio perímetro
B.3.2 Métodos de colocación de módulos
Existe una gran diversidad de métodos para resolver el problema de colocación de módulos,
como son la optimización numérica [Wals75], sobre todo para macroceldas, algoritmos
genéticos [GGRVSS]y [GretB7],simulated-annealing, particionamiento, dirigidos por fuerzas,
etc. A continuación vamos a presentar brevemente los algoritmos que son más utilizados por
las herramientas de CA!), puesto que se ha hecho mención a ellos a lo largo de este trabajo de
investigación.
Este método es uno de los mejores sistemas para resolver problemas de optimización, como
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colocación de módulos [KiGVS3], particionamiento [ChRaS6],interconexionado [VeKiS3], u’
minimización lógica [LaDe86].
Se basa en el proceso de cristalización de los metales. Para conseguir un cristal perfecto se
calienta a temperatura muy alta y se enfría lentamente. A alta temperatura, los átomos tienen
suficiente energía cinética para saltar de sus posiciones actuales (e incorrectas) a otras nuevas.
Cuando se enfría, poco a poco se quedan atrapados en las posiciones correctas.
En el algoritmo de simulated annealing, existe un parámetro que se denomina temperatura y
sirve para controlar la probabilidad de aceptación de los movimientos que suponen un
incremento del coste. Inicialmente este parámetro toma un valor elevado, con lo cual hay
muchas posibles permutaciones (por ejemplo en colocación de módulos, particionamiento, u’
etc.) que son aceptadas. Además todos los movimientos que suponen una disminución del
coste se aceptan. Poco a poco se disminuye el valor de dicho parámetro, de forma que cada
vez se aceptan menos cambios, y los elementos se quedan en sus lugares adecuados.
En el caso de los algoritmos de colocación de módulos, para evaluar el cambio en el coste, se
suele utilizar el método del semiperimetro.
8.3.2.2 Colocación dirigida por fuerzas ‘u’
Los algoritmos dirigidos por fuerzas, además de para colocación de módulos, también se
utilizan en otras aplicaciones, como por ejemplo en particionamiento [HaKu72] y en la
planificación temporal de grafos [PaKn87][PaKn89a].
Se parte de una solución inicial y se asume que todos los elementos conectados se atraen unos u’
a otros con una determinada fuerza. La magnitud de la fuerza entre dos módulos es
directamente proporcional a la distancia entre ellos, como en la ley de Hooke para la fuerza de
un muelle [figuraBó]. En el caso de colocación de módulos esta distancia vendría dada por la
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. 1 A—’~>-4 E¡ fuerzas
U
Si se dejara a los módulos libres se moverían en la dirección de la fuerza hasta que el sistemaU llegara al equilibrio, en un estado de mínima energía, donde la fuerza resultante seria O.
3 Mediante estas leyes tisicas se trata de encontrar la solución óptima.
8.3.2.3 Particionamiento o algoritmo de min-cut
E
Este tipo de algoritmos suele aplicarse al particionamiento de grafos [K~Li7O] [FiMaS2]
U [ScKe72], aunque tiene otras muchas aplicaciones, por ejemplo la colocación de módulos3 [DuKe85] [SuKeS7].
El algoritmo comienza con una solución, obtenida por cualquier otro método. Entonces seU realiza repetidamente una división del circuito (o el grafo) en subeircuitos (subgrafos)3 densamente conectados, de tal forma que el número de redes que cruzan entré particiones (en
el caso general sedan conexiones entre los elementos del grafo) sea mínimo. Con cada3 partición del circuito, el área del CI también se divide, y cada subcircuito se asigna a una de
estas particiones. Este proceso se repite hasta que cada subcircuito es un único elementoU (puerta, celda estándar o macrocelda). Después se recorre de forma ascendente el árbol de3 particiones y a cada elemento se le asigna una única posición.
U B.4.
U Los algoritmos de interconexionado se encargan de definir los caminos por donde van a correr
3 las interconexiones. El sistema de partida es un circuito con todos los módulos colocados en
u
u
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posiciones fijas y una serie de regiones para realizar las interconexiones. Su objetivo principal
es conseguir realizar todas las interconexiones en el mínimo área posible.
La primera fase es descomponer la región de interconexionado en regiones rectangulares
llamadas canales. En el caso de celdas estándar y arrays de celdas estas regiones suelen estar
bien definidas, puesto que son los espacios que quedan entre las filas de celdas. Sin embargo
para macroceldas pueden ser muy irregulares.
El proceso se divide en dos partes; el interconexionado global y el interconexionado detallado.
Además las interconexiones de tierra y alimentación suelen tratarse separadamente, debido a




Durante esta fase a cada red del circuito se le asigna una región particular de las reservadas
para interconexionado. Se debe realizar esta operación consiguiendo un 100% de asignaciones
de redes a regiones y minimizando el área de interconexionado. El sistema utilizado es
diferente dependiendo del estilo de diseño. u’
Para arrays de puertas [TiTiS3] [KLRT83] [AoKu83], y celdas estándar [SupoS3],el espacio
de interconexionado está principalmente en los canales de interconexionado horizontal. Los
terminales de las celdas/puertas se colocan en la parte superior e inferior de éstas. La conexión
entre canales puede realizarse por medio de pistas verticales en los lados o en el centro del u’
circuito, o bien mediante celdas feed¡hroughs o “de atravesamiento”, que son de la misma
forma que el resto de las celdas, pero sólo tienen dentro interconexiones que las atraviesan.
La principal diferencia entre ambos estilos es que el circuito de array de puertas está
prefabricado, y los canales tienen una altura fija. Se trata por tanto de asignar un 100% de
interconexiones con la restricción del número de pistas. Para celdas estándar la anchura de los u’
canales está sin especificar, y el objetivo principal es realizar la asignación dentro de un área
mínima. Esto se consigue minimizando el número de pistas y realizando una asignación
u’
E
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U juiciosa de celdas de atravesamiento y de los terminales equivalentes que pertenecen a cada3 celda. Para estos estilos suelen utilizarse técnicas como simulated annealing (ver apanado
B.3), programación lineal, etc.
U En el caso de macroceldas [CHKCS3], los módulos tienen un tamaño y forma irregular, y las
3 regiones de interconexionado pueden tener formas muy variadas, como rectángulos, formas de
L, etc. Estas regiones pueden expandirse o contraerse en función de las necesidades. Se3 utilizan algoritmos que minimizan la longitud de interconexionado mediante búsqueda del
árbol de Steiner.u
En general, además de minimizar el número de pistas necesarias, también es deseableU minimizar el número de esquinas de las interconexiones. Cada esquina supone el paso de un
tramo horizontal (que se realiza en una capa) a un tramo vertical (que se realiza en otraU
distinta) o viceversa, El paso de una capa a otra supone la utilización de un a vía, que es3 costosa y menos fiable que el resto de la conexión.
3 B.4.2 Interconexionado detallado
3 Una vez definidas las regiones por donde se va a realizar cada una de las interconexiones, hay
que asignarles un camino especifico dentro de cada región. De esta tarea se encarga la fase de3 interconexionado detallado. Existen diversos algoritmos que tratamos brevemente a
continuación.
E
El algoritmo más conocido para esta tarea es el algoritmo de recorrido del laberinto3 [OhtsS6],que es una extensión del algoritmo de Lee [Leeá1]. Este método garantiza el
encuentro de una solución, si ésta existe. El problema de este algoritmo es que requiere unaU gran cantidad de memoria y tiempo. Otro algoritmo muy utilizado es el de búsqueda de líneas3 [Highá9],que requiere menos memoria y tiempo que el anterior.
Un caso especial de interconexionado detallado es el interconexionado en canales (ChannelE router), en el cual las interconexiones se realizan en una región rectangular sin obstrucciones,
U
u
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entre terminales colocados en los lados opuestos del rectángulo. Es el caso de celdas estándar
y arrays de puertas, donde suelen utilizarse dos capas diferentes, una para tramos horizontales
y otra para verticales. Dos segmentos en la misma dirección, deben estar en la misma capa, y
por tanto es necesario que no se toquen. Dos segmentos de una misma red en distintas u’
direcciones, que se tocan en un punto determinado, se dice que se conectan por una via.
Para este tipo de interconexionado existen principalmente dos algoritmos [HaSt71], que
garantizan la utilización del mínimo número de pistas posibles:
1.- El algoritmo del borde izquierdo. Este tipo de algoritmo también se utiliza para u’
asignación de módulos, planificación, etc. Los segmentos horizontales se ordenan en orden
ascendente de abscisas de su borde izquierdo. A continuación se van asignando de uno en uno u’
a las pistas disponibles.
2.- Algoritmo de empaquetamiento en línea. Sea I~ el intervalo con mínimo lado
izquierdo. Sea 12 el intervalo con mínimo lado izquierdo mayor que el derecho de I~. Sea 1k el
intervalo con mínimo lado izquierdo mayor que el derecho de ‘k1 Los intervalos ‘11k
pueden colocarse en la misma pista. Este proceso se repite para el resto de los intervalos.
Otros algoritmos de interconexionado de canales se presentan en [Deut76], [YoshS4] y u’
[YoKuS2]. u’
B.4.3 Interconexionado de alimentación y tierra
Normalmente debido a la conductancia finita de las interconexiones, al ruido de los contactos
y a que este tipo de redes deben conectar muchas celdas, su anchura debe ser variable. Por eso
suele haber unos anillos de alimentación y tierra alrededor del CI. Todos los pads deben tener u’
3 conexiones, una a tierra, otra a alimentación y otra a la celda a la que estén conectados.
Además, para las celdas estándar, suelen existir conexiones en la parte superior e inferior de
las celdas, de forma que estas redes pueden colocarse en la fila de celdas estándar.
u’
u’
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3 B.5. Reglas de diseño
3 Las reglas de diseño para cada uno de los estijos se determinan por la minima distancia que
puede haber entre cada uno de los dispositivos del circuito. Varian dependiendo de laU tecnología de diseño. En general tienen en cuenta los siguientes factores:
3 • Mínima distancia entre dos capas.
3 e Mínima distancia de un elemento en una misma capa
3 • Mínima dimensión de un elemento determinado por restricciones fisicas o eléctricas
para cada una de las distintas máscaras.E
Para conseguir una alta densidad son necesanas muchas reglas que tratan todos los casos3 posibles por separado (para celdas estándar. macroceldas, arrays de puertas, para cada una de
las posibles capas etc.). También deben existir otros valores “por defecto” como, por ejemplo,
E el valor del ancho de una interconexión. Como este dato es una fUnción de su longitud o del
número de elementos que conecta, normalmente se obtiene para distintos rangos de valores.
Otro problema importante es el número de capas para realizar las conexiones entre elementos.
E En el caso general y como ya hemos dicho anteriormente se utilizan dos capas de metal.
u
ff6. Lenguaje EDIE
Como consecuencia de la utilización de diversas herramientas para las distintas fases del
diseño de circuitos, han surgido problemas de interfaz entre ellas. Por ejemplo, las bibliotecas3 de celdas, macroceldas, netlists, etc., son utilizadas por varias herramientas y algoritmos, y
debe existir la posibilidad de describirías en algún formato que permita pasarlas de unas3 herramientas a otras (y de unos algoritmos a otros). De aquí la aparición, entre otros, de EDIF
(Electronic Design Interchange Format).
E
U
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Este lenguaje soporta toda la información que es necesaria para describir un circuito u’
eléctrónico. Su sintaxis está basada en el lenguaje de programación LISP, en el cual todos los
u’
datos se representan como expresiones simbólicas. La semántica está dada por las palabras
clave. La descripción se expresa en forma jerárquica, abstracta a alto nivel y se conviene u’
progresivamente en más detallada, según se desciende en la jerarquía. u’
Para mostrar el aspecto general de una descripción es este lenguaje, presentamos el esquema
de un circuito. En negrita están las palabras clave. u’
(edjfx
¡ (externa! Nombre_Librería Externa u’
(celiNombre_celda
(view Nombre_view
(viewType /* sólo NETL)ST o SCHEMA TIC */ u’
anterface
Vpofl Nombrefiort u’(direction ¡~ sólo JNOUT. INPUT o OUTPUT*/
¡ <‘library Nombre Libreria
(ce!! Nombre_celda u’[(‘viewNombre_view(viewType /* sólo NETLIST o SCHEMA TIC */
aníeríace u’¡(pon Nombrejort




_ _ u’[(cellRef Nombre celda referencia[< ibraryRef Nombre_lib ría_referencia
<‘tael Nombre_red u’
cjoined¡ (portRef Nombre jiort referencia
[anstance Nombre_instancia
_ u’[(‘viewRefNombre_view referencia[(ce!lRef Nombre_celda_referencia
[s’libraryRef Nombre_librería referencia u’
(design Nombre_diseño_referencia
(ce!!Ref Nombre_celda_referencia



















































Conversión de FIDIAS a CADENCE
3 C. 1. De la estructura RTL al layoutu
A lo largo de este apéndice vamos a presentar el método utilizado para terminar la generación3 del diseño a partir de la estructura RTL generada por FIDIAS. Esta estructura, que consta de
un conjunto de módulos e interconexiones, viene definida en un formato propio de nuestro
sistema, que debe ser convertido a un lenguaje de descripción de CIs. El lenguaje elegido fije
EDI¿F (ver Apéndice B), que es aceptado directamente por CADENCE, y asi es posible
realizar la entrada del diseño a la herramienta de SBN. El diseño generado para CADENCE
3 llega en forma de netlist, que es un conjunto de módulos e interconexiones sin información
gráfica.
Previamente se ha generado el diseño de todos los módulos utilizados en el circuito. El estiloU elegido ha sido celdas estándar, y los módulos se encuentran en una biblioteca de CADENCE
y en un formato propio de esta herramienta.
A partir de la netlist comienza la generación del layout. El primer paso, flattening, esU convertir el diseño jerárquico en un diseño plano. sólo formado por celdas estándar e
3 Interconexiones.
Una vez generado este diseño plano, se realiza un floorplanning (ver Apéndice B). Esto loE realiza automáticamente la herramienta cuando a una celda, previamente diseñada como netlist3 o esquemático, se le otorga la forma denominada autolayout.
U
u
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Los siguientes pasos, como ya vimos en el Apéndice B. son la colocación de módulos, la
generación de canales, y los algoritmos de interconexionado global y detallado. Todos estas
fUnciones se ejecutan manualmente, llamándolas una a una desde el sistema de menús que nos
presenta la herramienta. Sin embargo, también es posible generarías automáticamente, como
veremos en los próximos apartados.
u’
C. 2. La ruta de Datos u’
La estructura de salida de FIDIAS, formada por un conjunto de módulos e interconexiones,
aparece descrita en un fichero, como el que se muestra en la figura C. 1.
Los datos aparecen agrupados en constantes, IJFs, buses, registros, registros preasignados
(estos últimos bajo el epígrafe pregistros), puertos, multiplexores e interconexiones. Cada uno
de estos grupos viene precedido de una cabecera, que indica el nombre del grupo, el número
de elementos que existen pertenecientes a ese grupo, y una lista de elementos. Para cada
elemento existe una serie de campos que lo describen.













* Num Tipo Entr. Num. Op. Operaciones
O lO 2 4 ANDOR+
* Entr. Conex. Mux.
1 2 2
2 4 4
* Num Tipo Entr. Num. Op. Operaciones
1 18 2 2
u’
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* Entr. Conex. Mux.
1 2 2
2 2 2
* Num Tipo Entr. Num. Op. Operaciones
2 12 2 1






Bus n. Conex. Mux
* REGISTROS
3










* Port n. Tipo Nombre Conex. Mux
* MULTIPLEXORES
5









* CONSO - FUO, el, cl
260 0001 1
* CONSI - FUO, e2. cl
261 00021
* FUO - REGO,el,cl
000 2401 1
* REGO - FIJO, el, c2
240 00012
* CONS2 -FUO. e2, c2
262 00022
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Figura CA Ruta de Datos de FIDIAS
Para las constantes existen 2 campos: el identificador que, como para el resto de los tipos de
elementos, es un número, y el valor de la constante.
Para describir las IJFs existen 5 campos: el identificador, el tipo, que sirve para reconocerla
dentro de una biblioteca de módulos, el número de entradas de la UF, el número y las
operaciones que realiza. Además, para cada entrada existen dos campos: el número de
conexiones que tiene y el tipo de multiplexor que debe utilizarse. Los multiplexores se
clasifican según el número de entradas que tengan.
Los buses, registros y registros preasignados tienen 3 campos: el identíficador, el número de
elementos conectados y el tipo de multiplexores, si tienen alguno
Los puertos tienen los tres campos anteriores, y, además, el tipo (entrada, salida o
entrada/salida) y el nombre.
Los multiplexores tienen dos campos: el número que los identifica y el tipo de multiplexor,
u’
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que coincide con el número de entradas.
* LiS7>1 DE COS7’E~S’ DELOS.41CLTIPLEAORES
* n entr= número de entradas
* c mux= coste del multiplexor
* c min= coste minimo del mu/nft/exor (e/inicial)
* c celdas= coste de celdas estándar del muluplexor
* nitfi = número de interconexiones próximas
* n it 1= número de interconexiones lejanas
*
* La inicialización se realiza con la subru tina recu mux apartir
*
* multiplexor de 1 entrada
* ti entr c_mux c mm c celdas n itfi nitl
+ 1 0.0 0 0 0 0
*
* multíplexor de 2 entradas
* n entr c_mux e mm c_celdas n_it2 nití
+ 2 41.0 41 40 0 3
*
* multíplexor de 4 entradas
* n entr c_mux e mii: e_celdas ti_it2 nití
+ 4 202.0 202 120 32 10
1*
‘1: multíplexor de 8 entradas
n entr e_mux e_mm c ce/das n it2 nití
8 4460 446 281 96 25
*
* multiplexor de 16 entradas
* n entr e_mí¿x e_mm c_celdas n_it2 nití
+ 16 1025.0 1025 603 224 56
*
* multiplexor de 32 entradas
* n entr c_mux e_mm c_celdas n_ity nití
+ 32 2247.0 2247 1247 480 119
*
* multiplexor de 64 entradas
* ti entr c_mux e_mirz e ce/das n_it2 nití
+ 64 4534.0 4534 2534 992 246
Figura Ci Biblioteca de multiplexores de FIDIAS
Para cada interconexión existen dos lineas con toda la información necesaria. En la primera
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aparece el tipo y el número del elemento fUente y del destino de la interconexión, el número de u’
entrada de la interconexión (el o e2 para UFs y el para registros y buses), y la entrada del u’
multiplexor destino si existe. En la segunda línea aparecen 8 números que son la codificación
de la información anterior.
u
Cada uno de los módulos existentes en la ruta de datos ha sido generado previamente por
CADENCE. y se encuentra dentro de una biblioteca de módulos propia de la herramienta.
Además, las caracteristicas de estos módulos se describen en varios ficheros accesibles por el
sistema FIDIAS, de donde se puede obtener la información sobre las operaciones que realizan
cada uno de ellos, el retardo, el número de celdas estándar, las interconexiones lejanas y
cercanas, etc. Un ejemplo de este fichero para los multiplexores se encuentra en la figura C.2.
C. 3. Generación del fichero EDIF u’
u’
La conversión del formato de ruta de datos de FIDIAS a ED[F se realiza de forma automática
Durante la conversión también se añaden al circuito las celdas de alimentación y tierra
necesarias. En el fichero EDIF, cuyo formato se ha descrito en el apéndice B, deben aparecer
todas las bibliotecas que se van a utilizar para realizar el diseño, como son la biblioteca de las
celdas de alimentación y tierra y la biblioteca donde están almacenados todos los módulos que
pueden utilizarse. Para cada una de estas bibliotecas, que se denominan externas, deben
listarse los módulos o celdas que pertenecen a ellas y aparecen en el circuito. Además, para
cada uno de estos módulos o celdas debe describirse su interfaz. Toda esta información es
conocida una vez generados los módulos.
Una vez descritas las bibliotecas externas, se nombra la biblioteca donde debe colocarse el u’
diseño que se va a generar, seguido del nombre del diseño. A continuación se describe el
interfaz del circuito, listando todos los puertos que contenga, y su contenido. Deben
nombrarse todos los módulos del circuito, haciendo referencia a la biblioteca externa donde
están generados. Por último se colocan las interconexiones entre los módulos.
u’
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Este fichero EDIF se introduce en CADENCE mediante el comando edifin. Es necesano











Figura C.3 Fichero ed<fin.template
En este fichero se dan valores a las distintas opciones del comando ed¿fin. La variable Path
contiene todos los caminos donde existen bibliotecas o comandos que son necesarios dentro
de CADENCE. La variable FichTech contiene el nombre completo (incluido el camino) del
fichero de tecnología que se desea utilizar.
El comando edjf¡n debe utilizarse con dos argumentos: el fichero auxiliar, edifintemplate, y el
fichero con la descripción en EDIF del circuito, circuito.ed¡fi
Con este comando se genera una descripción del circuito, en forma de netlist, en un formato
propio de CADENCE. A partir de aquí comienza el proceso de generación del layout
utilizando esta herramienta. Pero antes de llamar a este sistema recomendamos borrar el
fichero si.env, en caso de que existiera en el directorio ./adpFlatten, porque causa problemas
cuando se realiza elflattening.
C.4. Generación automática del layout
Para automatizar el proceso de generación del layout vamos a utilizar una herramienta que nos
ofrece el sistema CADENCE, que permite la generación de flujos de diseño. Un flujo está
formado por una serie de cajas conectadas unas a otras. Cada una de las cajas se corresponde
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a un paso de control dentro del flujo de diseño. En cada paso puede llamarse a una o varias
herramientas, externas o internas al sistema. Se pueden generar dependencias entre los
distintos pasos, de forma que uno no empieza a ejecutarse hasta que no ha terminado el
anterior. También es posible ramificar en un punto el diagrama de flujo y generar una
condición para seguir un camino u otro.
u’Nuestro diagrama de flujo debe tener tres pasos: la generación del diseño plano, la realización
de la colocación de módulos y el interconexionado (ver figura C.4). El primer paso se realizará
automáticamente cuando se inicialice el sistema; una vez terminado este paso se realizará el
segundo y después el tercero. u’
Figura C.4 Diagrama de flujo
De esta forma es posible secuenciar el proceso de diseño global. u’
En primer lugar, vamos a ver la forma de generar este diagrama de flujo y las dependencias u’
entre los distintos pasos. A continuación, veremos la forma de generar los comandos para
realizar las diferentes acciones. Estos comandos se generan en SKTLL [SKILL93], que es un
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U Tanto los comandos para la generación del diagrama de flujo, como la definición de flínciones
E que se realizan en los pasos de control. se almacenan en ficheros que se carganautomáticamente cuando se llama a CADENCE. Esto se consigue introduciendo comandos deE carga de ficheros (loadr’NombreFich)) en el fichero .cdslocal,
‘u’
E C.4.1 Generación del diagrama de flujo
E En primer lugar hay que definir los pasos de control que van a formar el diagrama de flujo.Como son tres, hay que definir tres pasos de control, a cada uno de los cuales asociamos un3 nombre y un puntero. Los comandos son:
PasoFlattening=d]Encapsulate{Qname “Elattening’)
E PasoColocacion=d,/Encapsulate<’?name “Colocación’)
Pasointere =dfEncapsulateCname “Interconexionado”)3 El diagrama de flujo debe almacenarse en una biblioteca, como el resto de los diseños del
sistema. Por eso el siguiente paso es abrir esta biblioteca en modo escritura. Puede utilizarseE
una biblioteca existente o bien crear una nueva. En este caso generamos una biblioteca que
denominamos BibiGenDis mediante el comando:
3 dflnitLib(i2libName “BibíGenDis”)
3 Seguidamente se crea el diagrama de flujo en dicha biblioteca. El diagrama lo llamamos
“GenDis”. El comando necesario es:
¡ GenDis = dfCreateFlowchartó’name “GenDis” ?libName “BibíGenDis”
150:150)
U El último parámetro. lowerLeft. es la posición de la esquina inferior izquierda de la ventana3 donde se quiere que aparezca el diagrama de flujo cuando se abra. Esta posición es relativa a
la pantalla y viene dada en coordenadas absolutas.
U Una vez creado el diagrama y los pasos de control por separado es necesario relacionarlos.
E Para esto añadimos los pasos de control al diagrama en unas posiciones determinadas.
E
E
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dfAddStepToFlowchartCflowchart GenDis 2step PasoFlattening ?xy 0:1800)
dfAdíiStep ToFlowchart(’flowchart GenDis ?step PasoColocacion ?xy 0.800)
d.fAddStep Tofflowchartú’flowchart GenDis ?step Pasointere 2xy 0:100)
A continuación se crean enlaces entre los distintos pasos de control. Hay que enlazar el paso
deflattening con el de colocación de módulos, y éste último con el de interconexionado. Los
‘u
comandos son:
dflhinkElowehartSteps(i?flowchart GenDis ‘parent PasoElattening ?child
PasoColocacion)
dflhinkFlowchartStepsCflowehart GenDis ?parent PasoColocacion 2child Pasolnterc)
El siguiente paso es generar las dependencias para los enlaces creados. Queremos que los
pasos segundo y tercero no se inicien hasta que no hayan terminado todos los anteriores, Los
comandos son:
d]SetDependency<’?step PasoColocacion ?flowehart GenDis ?dependency ‘alíParenis,)
djSetDependency(2step Pasointere ?flowchart GenDis ?dependency ‘allParents)
Con estos comandos ya se ha creado el diagrama de flujo. Ahora interesa que este diagrama se
abra automáticamente cuando comienza el sistema de CADENCE. Para esto hay que generar
una instancia de este diagrama, que llamamos GenDislnst.
dfDisplayFlowehartQjlowchart GenDis ?libName “BibíGenDis” 2cellName
“GenDislnst”)
Si el diseño no se había abierto anteriormente, se crea una celda con este nombre y se muestra
en la ventana. Una vez abierto el diagrama, el primer paso comienza a ejecutarse
automáticamente.
u’
Una vez generado el esqueleto del diagrama de flujo, hay que añadir la ftincionalidad a cada
paso de control. La ventaja de utilizar este método es que la dirección de flujo y las u’
dependencias entre los distintos pasos se verifican automáticamente, con lo cual se asegura la
correcta secuencialidad del proceso. La ifincionalidad se añade asociando a cada paso de
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U Todas las fUnciones definidas por el usuario deben utilizar el argumento steplnst. Este
E argumento se utiliza para pasar el puntero del paso de control a la fUnción. La fUnción seinvoca automáticamente cuando se llega al paso de control asociado. La definición de estas
E fUnciones se realiza en el subapartado C.4.2. Deben u:arse siempre comandos SKILL.
3 C.4.2 Definición de la función para el paso Flattening
3 Supongamos que el diseño que vamos a generar se llama MiDiseño y la biblioteca donde los
almacenamos MiBiblioteca.
u El comando SKJLL que realiza elflatten¡ng es adpFlattenO. Sin embargo antes de llamarlo se
E necesitan realizar algunas operaciones, como abrir la biblioteca donde se encúentra el diseño
en forma de netlist y borrar posibles versiones antiguas del diseño en forma autoLayout
E Además surge un nuevo problema. Dentro de una fUnción, los comandos se vah ejecutando de
necesita
uno en uno, en el orden en que aparecen. Pero cuando un comando que se abran
menús para introducir datos, no espera a que se terminen de abrir los menús para ejecutar elU siguiente comando. Como el siguiente comando suele ser rellenar las distintás opciones del3 menú, si éste no existe se produce un error. Por eso, para este tipo de comandos, se necesita
introducir un retardo que sea suficientemente grande para que puedan abrjrse los menus
E asociados, antes de pasar al comando siguiente.
¡ Para esto vamos a utilizar la variable delay form, que inicializamos con un número muy
grande. Entonces se genera un bucle del cual se sale, bien cuando el menú ya se ha abierto, o
3 bien cuando el bucle se ha ejecutado un número de veces igual a delayjormj En este último
caso hay que dar un mensaje de error, puesto que no se han abierto los menús correctamente.E Por ejemplo, para el caso del comando adpFlatten, se abre un menú llamado adpFlattenporm.
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cont delayJorm
while( (symeval( ‘adpElattenForm) = = ‘unbound)
cont--
¿f(cont == Othen u’
printf( “ERR<3R: PRflatten (form)”)
return(mí))) u’
Esta misma estructura para generar un retardo se utih’zará para el resto de las fUnciones en las
que haya que esperar a que se abran menús. Para no repetir código simplemente la u’
denominaremos retardo, Cada vez que se llame a un comando que tenga asociado un menu se
creará una función (en SKJLL se denomina prog) que generará el retardo y luego rellenará los u’
valores de las distintas opciones del menú. Todos los comandos dentro de un procedimiento u’




Carga los nombres del diseño y de la biblioteca u’biblioteca = “MiBiblioteca”
diseño “MiDiseño”
Inicializa la variable delayform u’delayjorm = 100000Abre la biblioteca donde está el diseño
biblioteca_cv = dmopenLib( biblioteca ““ ““ ~~a”) u’
;Se borra el autoLayout del diseño en caso de que hubiera uno anteriormente
generado.
dmDeleteCellView( biblioteca_cv diseño “autoLayout”) u’





u’adpF/attenForm- -adpElattenLibName- ‘value = biblioteca
adpFlattenForm- ‘adpFlatten&llName- ‘value = diseño
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¡ Cerrando un menú (mediante hiFormDoneo), el comando asociado a dicho menú empieza a
E ejecutarse. y hasta que no termina no se pasa al comando siguiente. Así se asegura que la
colocación de módulos, que es el siguiente paso, comience a ejecutarse cuando ha terminado
E de realizar elflattening.
4’3 C.4.3 Definición de la función para el paso de colocación de módulos
E La colocación de módulos es un proceso complejo que se realiza mediante sucesivos
comandos, que colocan los puertos del diseño, generan las celdas feedthroughs, las celdas de
¡ las esquinas para distribuir las redes de alimentación y tierra, etc. Por eso, los comandos
E SKILL asociados a cada una de estas fUnciones los hemos almacenado en ficheros distintos,que se van cargando en el orden adecuado, mediante el comando load(NombreFichero). En
E la figura C.6 se presentan estos comandos
• A continuación vamos a tratar cada uno de estos pasos por separado.
E C.4.3.t. Comandos de definición de prioridades de las redes
E Se encuentran almacenados en el fichero netprior Idi (figura C.7). Su fUnción es leer un
fichero (netData) donde se almacena la información sobre las prioridades de las distintas
redes del circuito.
E
C.4.3.2. Inicialización del algoritmo de colocación de módulos
E Los comandos se hallan en el fichero iniclO.ldi. El objetivo de esta fase es iniciar lacolocación de los puertos de entrada/salida. Se puede utilizar un fichero para colocar algunos
E de estos módulos, si bien nosotros no hemos utilizado ninguno, por eso esta opción del menú
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u’
procedure(funcColocacionc7áj*ey (steplnst nil))
progú9naxScreen residí dc ckJeed resp) u’¿ se generan las coordenadas de la ventana donde se abrirá el diseño¿fi’! boundpCwindowLocation) windowLocation = ni!
ihen u’
maxScreen = hiGetMaxScreenCoordso 4’
windowLocation = Iist(0:0 list(car(maxScreen)/2 cadr(maxScreen)»2)))
¡f(! boundp(windowScrollBars) 1 windowScrollBars = = ni! u’
then windowScrollBarv = t)
= ; creacion de la ventana ““~tol~out””” windowS u’
hiCreate Window<’windowLocation ‘~ap/ucs crollBars,)
apertura del diseño
dmOpenLib(biblioteca ““““‘W’) u’result = disenno “autoLayout” ““winp”append”)
¡fQresult ihen return(nil))
ck = dbOpenCellView(biblioteca disentía “autoLayout” ““ “a” nil) u’Insta/ación de la herramienta de colocación e interconexionado
delnstallApp4getCurrentWindowO “CeII Ensemble “)
load(” netprior. Idi “) u’load(” inicIO. Idi “)
icEnvMakeFormo- deselectBy- ‘value = “Alt”
let( ((¡orm icEnvMakeFormo) (fleid ‘a/inane» adoCmdpilterNoneCB(/orm)) u’
icEnvMakeFormn0- regían- ‘regioti-. - value =1
icEnvMakeFormo- ‘selectBy- value= “Alt”
load(” snap. ldi”) u’
load(” ¡OPlace. idi “)
/oad(”feed Idi’)
load(” carners. Idi’) u’
load(”justjfy.Idi’)
icEnvMakeFormo- region- ‘region- 7 value =t u’icEnvMakeFormo- selectBy- ‘value = “A1/”
Ioad(” leftcap. Idi”)
auiGlueAddForm = ‘unbound u’
auiGlueCapCellSubForm = ‘unbound
load(” rightcap. Idi ‘9
load(’” savep. Idi’) u’
return(t),))










auiNetsPropertiesFileForm-. amActzonFD- value = “reas!”
auiNetsPropertiesFíleForm- . amATetPropWhichNetsFD- - value = “selected’~
auiNetsPropertiesEileForm-: -aué’Propert¡esFileFD- > value = “Spath ‘netDatá”









adpfplnitEPCeBeForm3z fplnitChoice- alí- >value = t
adpfplnitFPCeBeForm3- fplnitPreserve-. 10- value = nO
adpfpln¡tFPCeBeForm3- ‘fplnitPreserve- ‘macro-> value = ni!
adpfplnitEPCeBeForm3- . .fplnitPreserve- stdCell~:> va/tse = ni!
adpfplnitFPCeBeForm3- fplnitFPEstSize- value =
adpfplnitFPCeBeForm3- fpInitFPAR- . value = 1
adpfplnitFPCeBeForm3- jfplnitFPLoadPFile- <‘value = ni!
adpfplnitFPCeBeEorm3- .fpInitFPLoadSDF-:>value = ni!
hiFormDone(adpfplnitFPCeBeForm3)
return( t))
Figura C.8 Fichero ,n¡cIO.ld¡
C.4.3.3. Definición dc la malla para realizar la colocación
Los comandos se encuentran en el fichero snap.ldi (figura C.9). El objetivo es definir la malla
sobre la que se colocan las celdas e interconexiones y que todas las celdas se coloquen
correctamente sobre esta malla. Para la tecnología de ES2 de 1 .0 micras el Valor del ancho de
la malla es de 0.125.
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C.4.3.9. Salvar el diseño
Una vez terminada la colocación de módulos salvamos el diseño con el nombre de “placed’.
Los comandos se encuentran en el fichero savep.ld¡ (Figura C. 15>.
progc’O





auiSaveDesignForm- auiMgrViewName- value = “placed”
hiFormDone (auíSaveDesignForm)
return( t))
Figura C.15 Fichero savep.ldi
C.4.4 Definición de la función para el paso de interconexionado
La realización del interconexionado tiene lugar en varias fases. En primer lugar hay que borrar
todas las regiones generadas para la colocación de módulos. A continuación vienen las fases
de generación de canales, interconexionado global e interconexionado detallado. Por último se
salva el diseño y la definición de su tecnología. Todas estas fases se realizan cargando distintos
ficheros que tienen los comandos asociados a cada una de ellas. En la figura Cló se muestra
el conjunto de comandos para realizar el interconexionado. A continuación veremos cada una
de las etapas por separado.
C.4.4.1. Generación de canales
Los comandos para generar los canales se encuentran en el fichero genchan. Idi, que se
muestra en la figura C. 17.
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procedure(funclnterconexionado<7ñjkey (stepfnst nil))
progel)
borrar regiones de placement
let( ((forrn icEnvMakeForm0) (fleld ‘alínone)) adpCmdFilterA IICB(form))
icEnvMakeForm 0- deselectBy- value = “A II”
let( ((/orrn icEnvMakeForm0) (j7eid ‘alínone)) adpCtndFilterNoneCB(form) )
icEnvMakeEormo- -region- region- <value =t
icEnvMakeEormo- selectBy- value =“A 11”













auiChnGenChanelsEorm- auiMain TreeDir- value = “automatic”
au&hnGenChanelsEorm- - auiChannelsBlockNamePref¡x-: value = “Channels”
hiFormDone(auiChnGenChanelsForm)
return( t))
Figura C.17 Fichero genchantldi
C.4.4.2. Interconexionado global
Los comandos para generar esta etapa se encuentran en el fichero globalh.ldi. que se muestra
en la figura C. 18.
C.4.4.3. Interconexionado detallado
La última etapa del interconexionado se realiza mediante los comandos del fichero
detailedh.ldi, que se presenta en la figura C. 19.
u’
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auiG/rA utoGlobalRcwteM< ‘O u’prog<Ycont)
retardo(cmit,)
hiiSetCurrentForm(’auiGlrAutoGlobalRouteForm) u’









auiDtrRtCompactForm- auiDtr( ‘han( ‘ompactionMode- ‘value = “automatic”
auiDtrRtCompactform- auiDtrCenterContacts- value = “off(’entered”
auiDtrRtCompactForm- aniConditiotial Via X ~boolean- -value = nil u’auiDtrRtCompactForm- auiRouteTLMoption- value = “2 or 2 1.~2 Layers”
hiFormDone(auiDtrRtCompactForm)
return( 1,)) u’
Figura C.19 Fichero detailedh.ldi
u’
C.4.4.4. Salvar el diseño u’
La última fase dentro de este proceso es salvar el diseño y la tecnología. El diseño lo salvamos u’
como routed. Los comandos para estas dos fases se encuentran en los ficheros saver.ldi y u’
savetech.ldi, que se muestran en las figuras C.20 y C.21.
u’




auiSaveDesignForm- auiMgrViewName- value = “routed”
hiFormDone(auiSaveDesignForm) u’
return( t))
Figura C.20 Fichero saverldi u’
u’
u’












Figura C.21 Fichero savetech Idi
Para terminar el proceso hace falta salir de CADENCE y cerrar todas las ventanas. Los
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