Abstract-This paper considers inner-outer factorization of asymptotically stable nonlinear state space systems in continuous time that are noninvertible. Our approach will be via a nonlinear analogue of spectral factorization which concentrates on first finding the outer factor instead of the inner factor. An application of the main result to control of nonminimum phase nonlinear systems is indicated.
I. INTRODUCTION
C ONSIDER a smooth nonlinear system of the form (in local coordinates for the -dimensional statespace manifold )
where and the columns of the matrix are smooth vector fields on . Furthermore, and are smooth mappings (at least ). Throughout, we assume that there exists an equilibrium for , that is, , while . The Hamiltonian extension (see [15] ) of has the form (2) where and . Imposing the interconnection law in (2) , we obtain the Hamiltonian system with Hamiltonian function given by (4) Here, the state-space is the cotangent bundle of the state manifold for , inputs are from , while also the outputs are from . Furthermore, denotes the Fréchet derivative of the input-output system (see [11] and [15] for details and notation).
We view the system decomposition as a nonlinear analogue of a spectral factorization. We observe that in the linear setting, reduces to the series interconnection of and its adjoint linear system , having transfer matrix if is the transfer matrix of . On the other hand, a nonlinear analogue of inner-outer factorization may be given as follows (see [3] , [5] , [8] , [11] , and [44] for further information). A nonlinear system as in (1) (with inputs and outputs ) (5) is called inner if there exists a nonnegative-valued storage function with such that (6) over all trajectories of the system. Condition (6) 
can be expressed equivalently by saying that is lossless with respect to the -gain supply rate
If is assumed to be smooth, the energy balance relation (6) can be expressed in infinitesimal form as A nonlinear outer system may be defined as follows. Let be a system as in (1) . Then we define as the system so that is a trajectory of if and only is a trajectory for (i.e., the roles of inputs and outputs are interchanged in going from to . Under the assumption that is 0018-9286/04$20.00 © 2004 IEEE invertible for each , it is easy to derive the input-state-output realization for :
We then say that is minimum phase if is an asymptotically stable equilibrium of the vector field (also called the zero dynamics of ). If is merely a Lyapunov stable equilibrium of then is called weakly minimum phase. An extension of this notion of zero dynamics (or output-nulling dynamics) to the noninvertible case will be given and used in the sequel (see [14] and [26] ). If is an asymptotically stable equilibrium of and is weakly minimum phase, we say that is outer. (Note that the definitions of "inner" and "outer" given above attempt to generalize these notions from the linear case to the nonlinear case. As such there is some flexibility in the definitions; for example, we may want to strengthen the condition of asymptotic stability in the definition of outer to global asympotic stability, or we may want to add conditions on the linearization at . Also, the current definition of "inner" only implies Lyapunov stability under additional conditions, such as positive definiteness of at .)
The nonlinear inner-outer factorization problem for a given input-state-output nonlinear system as in (1) can now be formulated as finding an inner system and an outer system in state-space form such that (8) By this, we mean that for every initial condition of the nonlinear system there exist initial conditions of and such that the input-output behavior for equals the input-output behavior of the series interconnection of followed by . Since, after cancellation of nonobservable/noncontrollable states, (the static identity map) if is inner (see [4] ), we see the formal connection between inner-outer and spectral factorization: if is an outer system for which then is the outer factor for an inner-outer factorization of . There has already been much work on the nonlinear inner-outer/spectral factorization problem. In a series of papers (see example, [2] , [4] , and [5] ), Ball and Helton investigated inner-outer factorization of nonlinear input-output operators and of nonlinear state space systems in discrete time. This was achieved by constructing an invertible, lossless (inner) system having given zero dynamics in terms of the solution of a certain Hamilton-Jacobi equation. By contrast, in [11] (also, in [8] ) a version of the same results was discovered but for stable, invertible, continuous-time systems having state-space equations that are input affine. Specifically, they formulated and solved (in terms of the solution of a Hamilton-Jacobi equation) a nonlinear spectral factorization problem that facilitates the computation of the outer factor in an inner-outer factorization of given stable plants. It is shown how to obtain the outer factor by "spectral factorization" of the Hamiltonian system under the assumption that is invertible for all . In fact, if this invertibility condition is satisfied then we may directly compute the inverse system . The outer factor is now obtained by computing the stable invariant manifold of this inverse system via a Hamilton-Jacobi equation. In [8] , a description of an inner system as part of an inner-outer factorization was given in terms of the smooth solution of a certain type of Hamilton-Jacobi equation. Here, the system was realized in a manner which proves useful for the extension of the arithmetic of nonlinear inner systems and their factorization. In [39] we make use of the theory of inner-outer factorization to provide a parametrization of nonsquare spectral factors in terms of Lagrangian manifolds and Hamilton-Jacobi equations. Also, the parametrization of nonsquare spectral factors in terms of inner factorizations of inner systems is discussed. Explicit formulas for the systems are determined.
In the linear case, two classes of methods are used to compute inner-outer factorizations for both discrete-time and continuous-time systems. The first can be termed a one-shot approach because it relies on the determination of stabilizing solutions of certain Riccati or generalized Riccati equations. In this approach we first compute a right invertible outer (or spectral) factor and then compute the corresponding inner factor. Our approach for the nonlinear problem can be viewed as the nonlinear analogue of this first approach. The second class does not require one to solve a Riccati equation but instead is based on recursive dislocation of unstable zeros of the transfer function matrix by premultiplying it with suitable elementary all-pass factors. This class is generated by methods where a square inner system is computed before the corresponding outer factor. This recursive zeros dislocation technique has the major advantage that it is usually more numerically reliable and applies for a very general class of factorization problems. However, by using this method, one is not usually able to determine explicit formulas for the inner, outer and spectral factors. We do not know a nonlinear analogue of this second approach.
The main point of the present paper is to extend the results in [10] and [11] on nonlinear spectral factorization for nonlinear input-state-output systems to the case where may not be invertible. It is then no extra work to deal with a more general class of smooth input-state-output system not necessarily affine with respect to the input variable as in (1) [see (16) ]. As in [10] and [11] , our approach will be via nonlinear spectral factorization which concentrates on first determining the outer factor instead of the inner factor. As in [11] , this outer factor is found by first finding a change of coordinates (with for some smooth realvalued function ) so that the spectral factorization for an outer is apparent in the new coordinate system. The new idea for the noninvertible case here is to identify the required real-valued function as the performance (or optimal-value) function for a singular optimal control problem; then we may call upon results from linear singular optimal control (see [1] , [17] , [21] , [33] , and [41] to see how to proceed for the nonlinear case. By contrast, in [5] , the inner factor was found first as the inner system having the appropriate prescribed zero dynamics. In the end, we construct a lossless system with given zero dynamics in terms of the solution of a certain Hamilton-Jacobi inequality (for more on Hamilton-Jacobi inequalities, see [43] and [44] ).
In linear as well as nonlinear control theory, inner-outer factorization (or more generally -inner-outer factorization) of rational matrix functions has played an important role. For example, in the theory of -optimal control ( [7] , [22] , [23] , [28] , [29] for linear; [4] - [6] , [9] - [11] , [42] , [44] for nonlinear) and nonlinear chemical process control ([16] , [31] , [32] , [49] ), this type of factorization is used extensively. In our paper, we will mainly discuss nonlinear inner-outer factorization and its application in the former two settings. In particular, in [18] -[20] a function-theoretic approach is adopted and explicit state space formulas for inner systems and corresponding inner-outer factors are found. Furthermore, linear inner-outer factorization and its connection with the linear spectral factorization problem are discussed in ([18] - [20] , [24] , and [46] ). This paper (together with [8] , [11] , and [37] - [39] ) considers some of the nonlinear analogues of these results.
A specific area of application for results of the type to be discussed here is process control. In nonlinear theory it has been asserted that the control design of nonminimum phase (i.e., unstable zero dynamics in the sense of Byrnes-Isidori [13] ), stable systems may be based upon the inverse of the minimum phase (outer) factor, with the inner (all-pass) factor remaining as a limiting element in the closed loop system. In particular, in process control, the problem of finding an invertible outer factor has been discussed for minimum phase approximations to single-input-single-output (SISO), nonlinear, nonminimum phase systems in [16] , second-order systems in [32] and involutive systems in [49] . In the latter two papers, the strategy involves the derivation of a new nonlinear output map from the original state dynamics which yields the same steady-state locus but which has stable zero dynamics. We touch on this type of application in Section III, and show how a nonlinear version of the Smith predictor may be derived.
II. INNER-OUTER FACTORIZATION FOR NONLINEAR NONINVERTIBLE SYSTEMS
Consider (1) (12) with the stability side constraint is Lyapunov stable (13) Given a smooth solution of (12) and (13), then the set of points (14) is an invariant manifold of with on which the dynamics coordinated by is given by the Lyapunov stable vector field in (13) . Then, after the canonical change of coordinates with the set of points remains the antistable invariant manifold for with , while the invariant manifold (14) for with is given simply as . In the new coordinates, the original Hamiltonian assumes the form where is chosen to be a smooth, invertible, solution of (15) It then develops that where is given by where is as in (15) and is given by Since we are assuming that is locally exponentially stable with respect to the equilibrium point , it follows that is asymptotically stable. The dynamics for (with ) works out to be the vector field (13) , and hence is Lyapunov stable. Thus, is outer, and one can verify the spectral factorization property . Under the assumption that , one can compute that is inner with storage function (with respect to supply rate , and we conclude that is an inner-outer factorization for . (We refer to [11] , [43] for a discussion about actually being implied by strengthening the stability side constraint (13) to asymptotic stability.)
In case is not invertible for all , this procedure breaks down: it is not easy to define the inverse of and the Hamilton-Jacobi (12) does not make immediate sense. The clue to how to proceed in the more general case where is not invertible, however, is provided by the observation that the Hamilton-Jacobi (12) is actually the Hamilton-Jacobi-Bellman equation for the nonlinear optimal control problem of minimizing the cost criterion . This can be also seen from the fact that the Hamiltonian of the Hamiltonian system is nothing else than the pre-Hamiltonian of this optimal control problem. In the invertible case ( invertible) this optimal control problem is a regular problem leading to the Hamilton-Jacobi-Bellman (12), while in the general noninvertible case the optimal control problem is singular, leading merely to a dissipation inequality.
Actually it will be notationally simpler in this paper to study the inner-outer factorization problem in the noninvertible case immediately for smooth general systems (see [44] ) (16) with , , and local coordinates for a state-space manifold . Then, the Hamiltonian extension for is given by (17) and imposition of the interconnection law leads us to the Hamiltonian system (18) or, in Hamiltonian form (19) with Hamiltonian (20)
To produce a system which solves the spectral factorization problem (21) we again look for a change of variable for some smooth function . Then, in the new coordinates the Hamiltonian (20) takes the form (22) Hence, if we assume that is a smooth function on satisfying the dissipation inequality (23) and that we can find a smooth vector-valued function satisfying the factorization problem (24) then, by comparing (22) with (20), we see that the system given by (25) produces a solution of the nonlinear spectral factorization problem (21) . As was done for the invertible case, we take as a standing assumption that Assumption 2: The eigenvalues of are in the open left half-plane.
Hence, any system of the form (25) is asymptotically stable. The goal now is to construct the function is such a way to guarantee that the resulting is outer, i.e., so that in addition has stable output nulling dynamics.
As explained in the Introduction, for the case of input-affine systems as in (1), we define the output-nulling dynamics (or zero dynamics, [14] ) for a general system as in (16) to be the set of all state trajectories generated by some input trajectory such that is identically zero. Under some regularity conditions (see [25] , [36] ) the outputnulling dynamics can be computed as follows. First, we compute the maximal controlled invariant output-nulling submanifold (if it exists) as the maximal submanifold containing , for which there exists a smooth feedback , , such that (26) In general, such a smooth feedback is not unique, and (again under some regularity conditions; see, e.g., [36, Ch. 11] ) the whole family of feedbacks satisfying (26) for can be parametrized as , with , . Then, the output-nulling dynamics is generated by the lower dimensional dynamics (27) where .
Definition 1:
in (16) is weakly minimum phase if its output-nulling dynamics (see (27) ) can be rendered Lyapunov stable with regard to by a smooth feedback . If the output-nulling dynamics can be rendered locally asymptotically stable, then is called minimum phase Remark 2: If the feedback satisfying (26) for is unique (or equivalently, if in (27) is void, i.e., ), then minimum phase reduces to the notion of minimum phase in [26] :
is asymptotically stable. Remark 3: For linear systems, minimum phase is equivalent to the requirement that the transmission zeros of are all in the open left half-plane.
As explained before, we will now address the inner-outer factorization problem for the general noninvertible case by considering the (singular) optimal control problem of infimizing the cost criterion for (28) over all locally integrable inputs such that (28) is defined (these inputs are called admissible) and . The main assumption concerning this optimal control problem throughout this section is as follows.
Assumption 3: admissible such that exists for all , and is a function on . Dynamic programming arguments (see, e.g., [45] ) then imply that is a solution to the integral dissipation inequality involving the unknown function (29) for all , , and for all admissible inputs to , with the state at time resulting from state at time time and the particular input function . Since is assumed to be differentiable, it is also a solution to the infinitesimal version of (29), the differential dissipation inequality for all (30) with equal to the gradient vector of (written as a row vector). Note that any solution to (30) is also a solution to (29) . In fact is the maximal solution to either (29) or (30); see [41] for a similar argument in the linear case.
Remark 4: The assumption that is smooth can be sought to be relaxed by using an appropriate notion of generalized solution of the Hamilton-Jacobi (30). The most natural notion of generalized solution in this control context appears to be the notion of viscosity-sense solution introduced by Crandall and Lions; see [12] for a comprehensive exposition. By working with this generalized notion of solution, most of the statements seem to carry over to a more natural level of generality. However, we shall henceforth deal only with smooth, classical solutions of (30) .
Lemma 5: Let satisfy (29), or let be and satisfy (30) . Then, for . Proof: Consider (29) with for an admissible such that , and let . Then it follows that and thus by definition of we obtain for all . Thus, is completely characterized as the maximal solution to either (29) or (30) , and, in principle, may be computed in this way. Now, consider the smooth function (31) Our next main assumption is as follows.
Assumption 4:
There exists a smooth mapping for some , such that (32) Note that without the smoothness condition, Assumption 4 is trivially satisfied, since we may take and . Sufficient conditions for the local existence of a smooth satisfying (32) are provided by the next lemma which is a slight generalization of Morse's Lemma. For the proof, we refer to [27] .
Lemma 6: Suppose that the Hessian matrix of , i.e., has constant rank, say , on a neighborhood of . Then, locally near there exists a mapping such that (32) is satisfied. Now, let us define the new system (33) If we consider the dissipation inequalities (29), (30) for , i.e., (34) (35) we immediately arrive at the following.
Lemma 7: The maximal solution to either (34) or (35) is . Proof: Clearly satisfies (34) and (35) . Now, let satisfy, e.g., (35) . Plug (31) and (32) into (35) to see that is a solution to (30) . Since is maximal, this implies that . Since we have followed the general procedure in (22)- (25), we know that the system given by (33) provides a stable solution of the spectral factorization problem (21) . It remains to show that the special choice of as in Assumption 3 guarantees that in addition has stable output-nulling dynamics. For this, we will impose some additional assumptions on the maximal solution of (29) or (30) defined in Assumption 3. Note that by definition for all , and . Therefore if is positive definite around 0, that is for all in a neighborhood of 0, then we may immediately invoke standard Lyapunov theory to arrive at the following result.
Proposition 8: Given that Assumptions 1, 5, and 8 hold, let be the maximal solution to (34) , and let be the associated system (37) . Then, is weakly minimum phase if is positive definite around 0.
Proof: We need to show: if is output-nulling state feedback for (so for all ) then the associated closed-loop dynamics on is stable w.r.t. . From the factorization (36), we see that the closed-loop dynamics satisfies (36) showing stability of if is positive-definite around 0.
Remark 9:
If additionally the largest invariant set within is then (36) implies that the closed-loop dynamics on is asymptotically stable, and thus is minimum phase.
However, although is the maximal solution to (34), it need not be positive definite in general. In fact, if itself is already minimum phase, then it directly follows from the definition of in Assumption 5 that for all in the maximal controlled invariant output-nulling submanifold of Therefore, in order to show minimum phase properties, we may as well start from Lemma 7, stating that admissible such that (37) is zero for all . In fact, if we are allowed to replace in (37) "inf" by "min" for all then we directly conclude that is minimum phase. (Since in this case there exists an admissible control such that , , and .) The general case however remains somewhat elusive. For example, one may imagine that the output-nulling dynamics is partly unstable (in a nonlinear sense), while it may be possible to steer initial conditions in to 0 while keeping arbitrarily small (implying that . Hence, we conclude this section with a result based on the linearization of and the linear theory developed in [17] and [41] . First, we consider for the regularized cost criterion (38) for small. This is a regular optimal control problem, and thus the maximal solution of the regularized dissipation inequality (39) actually is given as the stabilizing solution of the Hamilton-Jacobi-Bellman equation
with
, where is the solution to , and (40) If all data , are smooth near 0, then also is a smooth function near (cf. [44] ). It follows from the interpretation as an optimal control problem that , and that is nondecreasing as a function of . Hence the pointwise limit exists. We formulate the following theorem. Theorem 10: Assume that the output-nulling dynamics of does not have invariant eigenvalues on the imaginary axis (that is, it is hyperbolic). Furthermore, assume that is a function. Then, is minimum phase.
Proof: Suppose the output-nulling dynamics of is not minimum phase. By the assumption of hyperbolicity this means that it is exponentially unstable. Thus for every smooth feedback such that the output is identically zero along the closed-loop dynamics this closed-loop dynamics is exponentially unstable. Linearizing at , this yields that for any such , , , and , , such that (41) This implies that the linear system is not weakly minimum phase (transmission zeros in the open right half-plane). However by linear theory ( [17] , [41] ) this means that there exists a solution , with , to the quadratic inequality corresponding to (39), i.e., (42) By continuity the regularized dissipation inequality (39) converges for to (43) and, hence, . On the other hand, by linearization at (44) for all , which yields a contradiction. The inner factor is determined by . Thus, if has input signals and output signals while has as input and as output, it must be that has as input and as output. This leads to the state-space representation for with driving variable (45) Indeed, by considering (29) and (32) for , we obtain (46) which shows that is lossless (from to ) with storage function . Note that the dynamics of (more precisely, state trajectories associated with an arbitrary initial condition and zero input ) is the same as the output-nulling dynamics for , and thus is inner under the same hypotheses on as was used to determine whether is weakly minimum phase in Proposition 8 and Theorem 10. Note that if already happens to be minimum phase, then and the inner factor may be taken to be the static identity mapping.
We next note as in [44] that the maximality property of in Lemma 5 implies that the minimum phase property may be expressed by a "minimal delaying action" (see [1] and [40] for the linear case).
Proposition 11: Among all systems satisfying as constructed by the procedure in (22)- (25), the minimal phase spectral factor is characterized as that system for which we have that, for , and for all ,
Proof: By the construction of stable spectral factors in (22)- (25) we have and that the outer factor has the form as in (33) constructed from the solution of (29) or (30) as in Assumption 3. Then driving either system or from rest with the same input results in for all . Moreover, from (24) we have that the energy of the output is given by for a solution of the dissipation inequality (23) . Similarly
Thus by the maximality property of in Lemma 5, and the result follows.
Remark 12: Note that the derivation of the "minimal delaying action" characterization of minimal-phase in Proposition 11 used only Assumptions 2 and 3, and did not require special assumptions on used in Proposition 8 or Theorem 10. Also, the property of maximum phase can be similarly characterized by reversing the inequality in (47) under the analogous conditions.
Remark 13: (Control Problems With the Same Set of Optimal Controls) The conversion from to , cf. (31) and (32) , and the resulting transformation of to has a direct implication for the ability of transforming a nonlinear optimal control problem into another nonlinear optimal control problem with the same optimal controls. This observation generalizes some of the ideas exposed in Anderson [1] for linear systems to the nonlinear case. Consider the optimal control problem of minimizing for the dynamics , leading to the pre-Hamiltonian (48) where and . Consider now a different cost-criterion , , with regard to the same dynamics , yielding the pre-Hamiltonian (49) In general, the optimal controls and performances corresponding to and are different. However, if there exists a canonical transformation , for some function , such that or, equivalently
then the optimal controls for both optimal control problems are equal. The performance indices, however, denoted by and , respectively, are different, but are related via
To see this, note that the equality implies that . If and , then this is the situation studied before for inner-outer factorization. In this case, the analysis expresses the fact that the system is more difficult to control (has higher performance index) than its minimum phase factor .
III. NONLINEAR SMITH PREDICTOR
A useful property of the outer factor as related to the original system is that and have the same static gains, in the following sense, cf. [44] . Consider the set of all controlled equilibria, i.e., This has the important consequence that if we compare the step responses of and for every constant , then the static gains of and (assuming that the corresponding equilibrium of is (globally) asymptotically stable) are equal. Thus, for output set-point control of one may also consider its minimum phase factor , which is asymptotically based on , and since is minimum phase, inversion techniques can be used. This idea, which generalizes an old idea in linear control theory (see, e.g., [35] ), has been explored before in [49] and [16] .
In this subsection we will show how in fact we can derive a nonlinear version of the structure of the classical Smith predictor (see e.g., [34] and [35] ), based on the factorization . This means that any controller for the outer factor will define a controller for the original system . Indeed, let us consider the plant system and its outer factor . Suppose that we have constructed for a controller system (e.g., by means of nonlinear inversion techniques such as nonlinear input-output decoupling, [25] , [36] ). Thus, we have the closed-loop system as depicted in Fig. 1 . How do we derive from this configuration a controller for the original system We use the following argument stemming from the derivation of the classical Smith predictor. 1 We add to the configuration of Fig. 1 two additional signal flows which exactly compensate each other, leading to Fig. 2 Subsequently, we shift the signal flow of to the left-hand side of the block diagram, in order to obtain Fig. 3 .
The system within the dotted lines is now seen to be a controller for the original system . We call it the nonlinear Smith predictor (based on the controller for the outer factor of ). Here, we shall not endeavor on an analysis of the properties of the nonlinear Smith predictor. Instead we refer to the analysis of controllers based on Smith predictors in the linear case, see, e.g., [35] , and leave the interesting extension of these ideas to the nonlinear case for future research.
Note that the previous construction of the nonlinear Smith predictor may lead to problems in case is not a stable system (contrary to the standing assumption of this paper). Indeed, in this case the transition from Fig. 1 to Fig. 2 may lead to diverging signal behavior, in the sense that although in the complete absence of disturbances the two added signal flows exactly compensate each other, any disturbance or mismatch may easily lead to instabilities. (In the linear case, this is handled by the introduction of the modified Smith predictor; see, e.g., [34] .)
IV. CONCLUSION
In this paper, we have given a solution to the problem of inner-outer factorization for smooth nonlinear systems, extending the solution given before in the invertible case. Basically the extension entails the transition from the stabilizing solution of a Hamilton-Jacobi equation to the maximal solution of a Hamilton-Jacobi inequality, much in line with the state-space theory for inner-outer factorization of linear systems and the theory of dissipative systems [47] , [48] . Finally, the potential of the obtained results for control of nonminimum phase nonlinear systems has been indicated; in particular we have derived a nonlinear Smith predictor based on the inner-outer factorization.
