Abstract: In many practices of bridge asset management, life cycle costs are estimated by statistical deterioration prediction models based upon monitoring data collected through inspection activities. In many applications, it is, however, often the case that the validity of statistical deterioration prediction models is flawed by an inadequate stock of inspection dates. In this paper, a systematic methodology is presented to provide estimates of the deterioration process for bridge managers based upon empirical judgments at early stages by experts, and whereby revisions may be made as new data are obtained through later inspections. More concretely, Bayesian estimation methodology is developed to improve the estimation of Markov transition probability of the multi-stage exponential Markov model by Markov chain Monte Carlo method using Gibbs sampling. The paper concludes with an empirical example, using the real world monitoring data, to demonstrate the applicability of the model and its Bayesian estimation method in the case of incomplete monitoring data.
INTRODUCTION
In the asset management for civil infrastructures, it is important to determine optimal intervention strategies based on the life cycle costs analysis (LCCA) (Kobayashi and Kuhn 2007; Kobayashi and Ueda 2003) . Life cycle costs are the sum of all expenses incurred to stakeholders (owners, users, and the public) during the lifetime of civil infrastructures. The LCCA is often carried out either with minimization of discount flow method (Jido et al. 2008) or minimization of annual average cost method (Kobayashi and Kuhn 2007; Kaito et al. 2005) . One important, but subtle, feature of the LCCA is that it has to be dependent on the deterioration model, which is employed to predict the deterioration of civil infrastructure. The deterioration model is therefore considered as the heart of an infrastructure management system (IMS).
To the authors's knowledge, so far in infrastructure asset management study area, researchers employs two kinds of deterioration prediction methods: 1) one targets the average deterioration of all related civil infrastructures, and 2) the other targets the concrete damage and deterioration of each infrastructure or member. For the former, a statistical method is often adopted in order to model the regularities behind deterioration processes based on an enormous amount of deterioration information. For the latter, a physical method is frequently adopted in order to directly model deterioration processes by clarifying the deterioration mechanism. In addition, when surveying the actual condition state of infrastructure asset, it is common at the outset to grasp the deterioration characteristics of the entire civil infrastructures, make decisions on intervention strategies (such as the selection of methods for preventive maintenance or posteriori maintenance), and then design concrete intervention plans for each infrastructure. In favor of statistical method in deterioration prediction, this study aims to improve the application of statistical deterioration prediction models by introducing a novel Bayesian estimation method.
We have developed several statistical models and the estimation methods (Kaito et al. 2002; Tsuda et al. 2006b; Kobayashi et al. 2010 ) based on monitoring data, conducted many empirical studies using actual data, and verified their effectiveness. One important finding from our previous work is that, in order to assure a high accuracy in deterioration prediction, it is necessary to collect several thousands of monitoring data (Sugisaki et al. 2006; Tsuda et al. 2006b ). However, in practice, most infrastructure administrators face the problems of insufficient amounts of data, and thus, it is anticipated that the insufficiency of data will hinder the practical application of the statistical method.
Suffice it to say that in order to improve the applicability of statistical deterioration forecasting models, it is essential to develop a methodology which can provide estimation results by fusing prior information, such as the experience, knowledge, and knowhow of professional engineers, with a limited amount of monitoring data, accumulate additional data, and update the estimation results constantly. Under this circumstance, this study aims to develop an estimation method that updates parameters of deterioration prediction model constantly based on Bayesian statistical approach. Precisely, the method is developed by employing Bayesian estimation and Markov chain Monte Carlo (MCMC) for numerically estimating Markov transition probability (mtp) of the multistage exponential Markov (MUSTEM) model, which was developed by Tsuda et al. (2006b) . Our favor for improving estimation method for the MUSTEM model is mainly due to the reason that the MUSTEM model has advantageous features that the model is capable of handling the heterogeneity of data of individual infrastructure, including structural characteristics, environmental conditions, inspection intervals, in a non-aggregative manner. Moreover, it allows transition probabilities with more than 2 steps, while it is not possible with other developed models used in the field.
Following section gives a review on research background and clarifies the contribution of this study. Section 3 describes briefly the formulation of the MUSTEM model and its numerical estimation approach using maximum likelihood estimation (MLE) approach.
In section 4, our methodology using Bayesian estimation and MCMC method is elaborated in detail. Section 5 discusses an empirical study using monitoring data of reinforced concrete slabs (hereinafter abbreviated as "RC slabs") of bridges. The last section summaries the paper with recommendations for future research works.
RESEARCH BACKGROUND
Statistical methods differ from physical methods in that a statistical method models the regularities existing behind deterioration processes without clarifying the deterioration mechanism. Therefore, statistical methods are useful for discussing the average deterioration characteristics at a macroscopic level of management. However, in order to secure precision in prediction, it is essential to accumulate as many as several thousands of monitoring data. In order to overcome this problem, this study provides prediction results by fusing the prior information of professional engineers with a limited amount of monitoring data at the early stage when monitoring data has not been accumulated to a sufficient degree. Furthermore, this study develops a methodology based on Bayesian estimation, which can constantly update prediction results as data is accumulated. Especially, this study presents a methodology, while focusing on a disaggregative method, which is considered as one of the most advanced statistical methods to date. The proposed method is able to secure high precision in prediction using a small number of data samples compared with those of other methods.
In Bayesian statistics, the occurrence probability of an event is estimated subjectively by utilizing the information, knowledge, experiences, etc. possessed by professional engineers. In addition, prior information can be used in a proactive way, and thus it is possible to estimate model's parameters even when samples are few. Moreover, Bayesian estimation has an excellent feature that it can update the model's parameters readily whenever new data samples arrive (Ibrahim et al. 2001; Jeff 2006) .
However, as mentioned later in section 4, when Bayesian estimation is applied to estimate the parameters of the MUSTEM model, there is no conjugate relation between the prior distribution and the posterior distribution about the model's parameters (The two distributions are different in category). Moreover, the likelihood function is in the form of multipleintegration that makes the numerical analysis a great difficulty when applying the MLE method. Therefore, it is impossible to obtain the posterior distribution of model's parameters analytically. This issue has been considered as an obstacle to practical application of the MLE method (Jeff 2006) .
In the past few years, the MCMC method has been developed and significantly advanced. The method has a great feature that it can be used to randomly generate samples of model's parameters so that the mean values of model's parameters could reach to a convergent space (Gamerman and Lopes 2006 ). An example of Bayesian estimation application with the MCMC method can be referred to Tsuda et al. (2006a) . In the cited paper, the author developed a method for estimating parameters of a Weibull deterioration hazard model targeted at the facilities and devices whose deterioration status can be described, based on the Bayesian estimation, by whether or not they have any failure. In this study, the authors expand this method and propose a methodology for conducting the Bayesian estimation of the mtp based on the MUSTEM model.
MULTI-STAGE EXPONENTIAL MARKOV (MUSTEM) MODEL
In this section, we summary the research of Tsuda et al. (2006b) , which proposed a modeling approach to estimate the mtp based on monitoring data. Careful readers are recommended to refer to the original paper for greater details of the methodology.
The Model
It is assumed that the condition states of a civil structure is provided as monitoring data and its history performance path can be shown as in Figure 1 . In the figure, time τ represents the actual time on a calendar (hereafter refered as "time"). Deterioration of the structure can be represented by discrete condition state i(i = 1, .., J), with i = 1 as initial condition state (when structure is new) and i = J as absorbing condition state. Time τ A and τ B are actual inspection times, while time τ i is any arbitrary time in between. Duration between two inspection times is Z. Given monitoring data of two inspection times τ A and τ B , the mtp can be described as follows:
Suppose that the condition state changes from i to i + 1 at time τ i (timing y C ). At that time, the duration of being in condition state i can be expressed by the following equation:
The duration ζ i of condition state i is considered as a random variable, and is subjected to the probability density function f i (ζ i ) and the distribution function F i (ζ i ). Here, the domain of the duration ζ i is [0, ∞). The following expression can be derived from the definition of distribution function:
The distribution function F i (y i ) represents the cumulative probability of the change of the condition state from i to i+1 in period from initial timing y i = 0 (time τ i−1 ), at which the condition state has become i, to the timing y i (time τ i−1 + y i ). Accordingly, the probabilitỹ F i (y i ) of remaining at condition state i from the initial timing y i = 0 to the sample timing y i ∈ [0, ∞) can be expressed by the following equation, using the cumulative probability of the change of the condition state from i to i + 1 until timing y i :
The conditional probability of the event that the structure remains in condition state i until timing y i and change to condition state i + 1 in the period [y i , y i + ∆y i ) can be defined as:
The instantaneous rate λ i (y i ) of the change in the condition state of the target structure from i to i + 1 at timing y i is called a hazard function. By using a hazard function suited for the assumed deterioration process, it is possible to describe initial damage, accidental deterioration, and deterioration with time, etc.
Under the assumption that the Markov characteristics concerning the deterioration processes of civil ininspection inspection Condition states Figure 1 . Deterioration process and inspection time frastructures do not depend on the history of deterioration and the hazard function is constant θ i > 0, in another words, the hazard function is independent of the timing y i , following equation is defined:
Using the hazard function λ i (y i ) = θ i , the probability of the event that condition state i remains over a duration y i can be further described as the survival probability function:
The survival probability function is identical to the mtp p ii when the duration y i equals to interval z. By defining the subsequent conditional probability of condition state j to i, with respect to z, a general mathematical formula for estimating the mtp p ij is defined as:
where there are the following conditions:
In addition, the mtp p iJ for any condition state i to go to the absorbing condition state J is defined as:
Estimation Approach Using the MLE Method
The MLE method is a popular statistical estimation method to obtain the most likely value of model's parameter based on monitoring data. To use the MLE method, hazard rate θ i is a function of characteristic variables x k and unknown parameters
where M is number of characteristic variables and k(k = 1, ..., K) is index of monitoring data.
Under the assumption of hazard function in Eq. (10), the mtp can be expressed by p ij (z k ,x k : β) as a function of actual measurement data (z k ,x k ) and unknown parameters β = (β 1 , · · · , β J−1 ). Assuming that the deterioration phenomena of K civil infrastructures are independent of one another, the likelihood function representing the probability density of the simultaneous occurrence of the deterioration transition pattern of all inspection samples can be formulated as follows (Tobin 1958; Amemiya and Boskin 1974) :
where δ k ij is dummy variable, having its value of 1 when h(τ k A ) = i and h(τ k B ) = j and 0 otherwise. Employing the MLE approach for the log likelihood function of Eq. (11), parameter value β i can be estimated. As a result, hazard rate θ i and the mtp p ij can be obtained.
The expected duration of condition state i can be defined by means of survival functionF i (y k i ) (Lancaster 1990) :
BAYESIAN ESTIMATION METHOD FOR THE MUSTEM MODEL

Bayes's Theorem
Although literature on Bayesian statistics has been documented in a countless number, we would prefer to briefly present the Bayes's theorem in this section for the convenience of the readers and to serve as connection to the later subsections of this section. In Bayesian statistics, posterior distribution of parameters is estimated by using a likelihood function given observed data and an assumed prior distribution of model's parameters. Here, the likelihood function is represented by L(β|ξ). β and ξ denote unknown parameter vector and observed data, respectively. It is assumed that β is a random variable, and is subjected to prior probability density function π(β). Under these conditions and according to the Baye's law, when the observed data ξ is given, the posterior probability density function π(β|ξ) of unknown parameters β is defined as:
where Θ represents the parameter space. At this time, π(β|ξ) can be expressed as follows:
The symbol ∝ denotes "be proportional to". The denominator of the right-hand side of Eq. (13):
is called the normalization constant of π(β|ξ), or the prior predictive distribution. In general, the procedures of the Bayesian estimation can be summarized in following steps:
Step 1: the prior probability distribution function π(β) is specified, based on the prior information;
Step 2: the likelihood function L(β|ξ) is defined based on the newly obtained data ξ;
Step 3: the prior probability density function is modified in accordance with the Bayes' theorem, and the posterior probability density function π(β|ξ) regarding the parameters β is updated.
The above steps are regarded as "Bayesian estimation rule" in our study. Theoretically, the Bayesian estimation method differs from the MLE method in that the probability distribution of the unknown parameters β is obtained as a posterior distribution. Moreover, in numerical solution with the MLE approach, to obtain the most likely value of model's parameters, it is required to derive the Jacobian (first derivative) and Hessian (second derivative) matrices for the objective function (e.g. Eq. (11)). Meanwhile, with Bayesian estimation method, Jacobian and Hessian matrices are not of requirement, and this feature is also considered as one of the advantage of Bayesian estimation method over the MLE method.
Bayesian Estimation Rule
This section presents our methodology used to estimate the parameter vector β of the MUSTEM model with the Bayesian estimation rule, using monitoring data. The newly obtained data is represented bȳ
Also, it is assumed in our methodology that the available information for the inspection
. By substituting the mtp π ij (z) into Eq. (11), the likelihood function becomes:
where hazard rate θ i is defined as a function of characteristic vector x k and unknown parameter vector β i . As previously mentioned, the first important step in Bayesian estimation method is to define the prior probability density function for unknown parameter vector β. However, it is not easy to select arbitrary probability distribution to represent the prior distribution of the parameter as it might result in computational problem or no convergence of estimation results (Ibrahim et al. 2001) . To overcome this problem, it is important to define a conjugate prior probability density function for the parameter so that the posterior probability density function can be derived in similar form, which eases the convergence of the parameter in numerical computation.
In our methodology, we assume the prior probability density function of the parameter β i follows the conjugate multidimensional normal distribution β i ∼ N M (µ i , Σ i ), which satisfies to derive a similar function form for the posterior probability density function as well. Given that assumption, we further express the probability density function of the
where µ i represents the prior expectation vector (or mean) of N M (µ i , Σ i ), and Σ i is the prior variancecovariance matrix. The symbol denotes transposition. Based on Eqs. (14) and (16), the posterior probability density function π(β|ξ) is defined as:
However, it is extremely hard to define the following normalization constant analytically, and therefore it is highly recommended to obtain the multiple integration value through numerical calculation.
Generally, a great deal of statistic literature has concluded that it is hard to obtain the posterior probability density function π(β|ξ) of the parameter vector β if using the MLE method. Following sections present in greater detail of our method to overcome such limitation by using Gibbs sampling algorithm in the MCMC simulation to directly obtain the statistical values regarding the posterior distribution of parameters.
Gibbs Sampling
This section describes the Gibbs sampling, which is an algorithm in the MCMC method (Gamerman and Lopes 2006) . The Gibbs sampling method is a method for obtaining samples from the posterior distribution by generating randomly samples of parameters β repeatedly, using the conditional posterior probability density function. Particularly, when it is difficult to directly obtain the posterior probability density function π(β|ξ). In order to explain the algorithm of the Gibbs sampling, observed data and unknown parameter vector are represented byξ and β. In addition, unknown parameter vector subtracting β e,m from β is denoted by β −(e,m) . At this time, based upon the Eq. (18), the conditional posterior probability density function π(β e,m |β −(e,m) ,ξ) of β e,m when β −(e,m) is known as follows: , =m means the sum of the elements from 1 to M , excluding m. It is possible to generate samples from these conditional probability density functions, and calculate statistics values regarding the posterior distribution of the parameters β using the samples. In short, the Gibbs sampling algorithm can be summarized in following steps:
Step 1: Specify the initial parameter β(0) = (β1,1(0), · · · , βJ−1,M (0)). Set n = 1, and the number of samples n.
as follows: Generate β 1,1 randomly from π(β 1,1 |β
Generate β e,m randomly from π(β e,m |β −(e,m) (n − 1),ξ).
Step 3: When n is sufficiently large and n > n, record β(n).
Step 4: When n = N , terminate the calculation. If n < n, set n = n + 1, and return to Step 2.
In the above Gibbs sampling, the transition kernel is defined as follows:
where β(n) (n = 0, 1, · · · ) is the Markov chain containing the transition kernel K(β(n − 1), β(n)|ξ). In addition, the steady state of this Markov chain is represented by π(β|ξ). Assuming that the Markov chain has reached the steady state while n is sufficiently large, it is possible to consider β(n) (n = n + 1, n + 2, · · · , n), which has been obtained in the Gibbs sampling, as the sample from the posterior probability density function π(β|ξ). Accordingly, by using these samples, it is possible to calculate the statistics values regarding the posterior distribution of the parameter vector β. In order to conduct the Gibbs sampling, it is necessary to obtain (J −1) M conditional posterior probability density functions π(β e,m |β
In general, adaptive rejection sampling (ARS) is effective as a method for obtaining samples from a probability density function f (x), whose ln[f (x)] becomes a concave function (Gilks and Wild 1992) . It is possible to verify that the conditional posterior probability density function π(β e,m |β −(e,m) ,ξ) does not satisfy the above mentioned characteristics, but in many cases, ln[π(β e,m |β −(e,m) ,ξ)] is regarded as a logarithmic concave function, and so this study adopts the ARS as a method for sampling the parameters β of the posterior distribution from Eq. (20).
Setting of a Priori Distribution
When conducting the Bayesian estimation of the MUSTEM model, the prior information possessed by engineers can be expressed as a prior distribution. However, as mentioned above, there is no conjugate prior distribution in which the functional form of the prior distribution becomes the same as that of the posterior distribution. Therefore, it can be considered that the prior distribution based on prior experience does not represent the true probability density of unknown parameters. However, it is referred to as a tool for representing the past estimation results and the technical information possessed by engineers. In this study, the prior probability density function of the unknown parameters
. By assuming such a relatively simple prior probability density function, it is possible to express the prior knowledge as the prior distribution in a simple form.
On the other hand, in the case of no information on the expectation or variance of the parameter vector β, it is possible to use the following prior distribution whose variance is sufficiently large (Ibrahim et al. 2001) :
where κ βi is a sufficiently large positive number. In addition, O and I represent the zero vector and the unit matrix, respectively. It is also possible to use the following Jeffreys-type non-informative prior distribution (Jeffreys 1961) :
whereβ i,m is an arbitrary constant that satisfies the condition: −∞ <β i,m < ∞. Here, the Jeffreystype non-informative prior distribution is called a nonholomorphic prior distribution, because it does not become 1 even when integrated in the domain of definition. A non-holomorphic prior distribution is not a probability density function, but it is possible to obtain a posterior distribution based on the Bayesian estimation rule, using a non-holomorphic priori distribution in Eq. (23) (Gamerman and Lopes 2006; Jeffreys 1961) . That is, using the Jeffreys-type non-informative prior distribution, the conditional posterior probability density function in Gibbs sampling can be expressed as:
Eq. (24) shows the proportional relation, and so the Jeffreys-type non-informative parameter has been deleted from the right-hand side. As mentioned here, the conditional posterior probability density function used in Gibbs sampling varies according to the type of available prior information.
Statistics Values Regarding the Posterior Distribution
Based on samples obtained through the MCMC simulation, the statistical characteristics of parameter vector β can be analyzed. When the MCMC method is used, it is possible to express the posterior probability density function π(β|ξ) as an analytical function. Using the obtained samples, the distribution function and the density function are estimated in a non-parametric manner. Here, the samples obtained through the Gibbs sampling are represented by β(n) (n = 1, · · · , n), where β(n) = (β 1 (n), · · · , β J−1 (n)). Among them, the first n samples are considered as the samples from the convergent process, and removed from the sample set. Then, the sample suffix set of parameters is defined as M = {n + 1, · · · , n). At this time, the joint probability density function G(β) of the parameters β can be expressed by the following equation:
where #(β(n) ≤ β, n ∈ M) represents the sum of samples satisfying the logical formula:
In addition, the expectation vectorμ i (β i ) and the variance-covariance matrixΣ i (β i ) of the posterior distribution of the parameters β i can be expressed by the following equations:
The 100(1 − 2α)% confidence interval can be defined as β
Bayesian Updating Rule
In the Bayesian estimation, if there exists a conjugate prior distribution while the prior and posterior distributions have the same function form, it is possible to update the Bayesian estimates of unknown parameters, using the newly obtained data. However, in the case of the MUSTEM model, the conjugate prior distribution does not exist. Therefore, when the Bayesian updating is conducted, it is necessary to accumulate all past monitoring data that are used for the model estimation.
Here, consider a case in which the posterior distribution in Eq. (18) regarding the unknown parameters of the Markov deterioration hazard model has been obtained, using the first monitoring dataξ 0 . Then, discuss the problem of updating the posterior distribution of the unknown parameters, using the second monitoring dataξ 1 . The available information regard-
In addition, the database pooling the first monitoring data
and the second mon-
Assuming that the posterior probability density function of the unknown parameter vector in the first Bayesian estimation is π(β|ξ 0 ), the posterior density function π(β|ξ 0 ,ξ 1 ) of the unknown parameter vector after the Bayesian updating can be expressed as follows:
where L(β|ξ 0 ,ξ 1 ) is the likelihood function defined by using the database pooling the data of the first and second inspections. On the other hand, g(β i |µ i , Σ i ) represents the prior distribution of β i used in the first Bayesian estimation. Accordingly, the posterior distribution after the Bayesian updating becomes as follows:
That is, as obvious from Eq. (30), in order to update the posterior distribution of the unknown parameters, it is necessary to define a likelihood function for the database with new monitoring data, and obtain a posterior distribution by Gibbs sampling. Also when a non-informative prior distribution is used, it is possible to update the posterior distribution of the unknown parameters through Gibbs sampling, by defining a likelihood function for the database with new additional data.
EMPIRICAL STUDY
Outline
In order to discuss the effectiveness of the methodology proposed in this study, the Bayesian estimation of the MUSTEM model is attempted, using the monitoring data of bridges managed by N city. This section briefly describes the information of inspection and monitoring data of the bridges in N city. As a concrete target for the Bayesian estimation, this section focuses on RC slabs, on which loading is directly imposed and which are important members. Table 1 shows the evaluation criteria for the 7 condition states in the visual inspection of RC slabs. The amount of accumulated data in N city is enormous, and the number of inspection data obtained from the two successive timings amounts to 32,902. However, in reality, the database does not have such a plentiful amount of inspection samples in many cases. Then, the second database is produced by extracting samples from such database, and the effectiveness of the proposed Bayesian estimation is empirically examined. Intermediate level between 3 and 5 5
Water leakage is observed in over 75% of the slab area. Peeling and falling are observed at part of the slab. Free lime is observed along the flange on the girder. 6
Intermediate level between 5 and 7 7
Serious peeling and free lime are observed. Slab part falling or its sign is observed.
Effectiveness of the Gibbs Sampling
The exponential hazard function used for the Bayesian estimation is specified as follows: Table 2 shows the results of the Bayesian estimation of the MUSTEM model (sample average of parameters), using the prior distribution setting the prior information as
In addition, the Z-score in Geweke statistic test (Geweke 1992 ) is also shown. For conducting Gibbs sampling, the number of samples for the Markov chain to reach the steady state is set as n = 3, 000, which is considered as burn-in samples. As shown in Table  2 , the Geweke test statistic Z βi,m is less than 1.96, so it is obvious that the convergent hypothesis cannot be nullified with the 5% significance level. In the following calculations, suppose n = 13, 000, n = 3, 000 samples are removed as the samples from the process of converging to the posterior distribution, and the analysis is carried out by using the remaining 10,000 parameter samples. The values of parameter shown in Table 2 are the mean values of parameter sample distributions, which are further illustrated in Figure 2 . It can seen from the figure that the shapes of distributions for most of model's parameters are in Bell shapes and normal distributed, inferring high confidence on the estimation results.
For comparison, Table 3 also shows the estimation results of the model by applying the MLE method, using the original database. A greater detail of using the MLE method is explained in Tsuda et al. (2006b) . In the case where the probability density function of the prior distribution regarding all parameters is positive and gentle in the domain, the posterior distribution approaches asymptotically to a normal distribution whose mean is the maximum likelihood estimate and variance is the inverse of Fisher Information.
As shown in Table 2 , when the original database and the prior distribution of Eq. (32) are used, the sample mean is nearly equal to the maximum likelihood estimate shown in Table 3 for most parameters, and it is obvious that the Gibbs sampling is conducted efficiently. However, there exist parameters whose sample mean and maximum likelihood estimate are different from each other. This is considered due to the fact that the Gibbs sampling data is not enough to make the maximum likelihood estimate equal to the mean of the posterior distribution. One of the reasons why Gibbs sampling is inefficient in such as case that the variance of the prior distribution is small. Here, as shown in Table 2 and Table 3 , there is little difference in log likelihood among the models. Table 2 also shows the results of the Bayesian estimation with the non-informative prior distribution of Eq. (23). The non-informative prior distribution can be obtained by setting the variance of the prior distribution to be sufficiently large. The sample mean from the non-informative prior distribution is nearly equal to the maximum likelihood estimate, and there is no intrinsic difference between the Bayesian estimation of the MUSTEM model and the results of the estimation based on the MLE method. Note: The numerical characters in the parentheses are t-values.
Data Accumulation Amount and Estimation Precision
Deterioration Expectation Path
In oder to verify the effectiveness and the precision of using our proposed methodology in different situations, we created a second database composing of 4 different group of data. The second database is created mainly based on the original data, which has been used with both MLE method and newly developed Bayesian estimation method (refer to Table 2 ). Following items detail the differences between 4 groups of data in the second database.
1. D 500 represents 500 history database obtained by random no-replacement sampling from the original database; 2. D 1000 denotes a total of 1,000 history database that is the sum of D 500 and the 500 new history database obtained by random no-replacement sampling from the original database; 3. Likewise, the D 1500 and D 2000 databases are produced.
Based on the 4 groups of data, the Bayesian updating of the MUSTEM model is attempted. The prior distribution is defined as follows, using the prior distribution in Eq. (22) whose variance is sufficiently large:
The procedures for the Bayesian updating of the MUSTEM model are summarized in following steps:
Step 1: A conditional posterior probability density function (20) is defined, using the initial prior distribution in Eq. (17) and the database D 500 ;
Step 2: Parameter samples are generated through Gibbs sampling from the conditional posterior probability density function (20);
Step 3: The mean, variance, and covariance are calculated from Eq. (26), using the generated parameter samples;
Step 4: A conditional posterior probability density function is defined, based on the likelihood function that has been defined, using the database D 1000 with new history data;
Step 5: Parameter samples are generated through Gibbs sampling, using the conditional posterior probability density function;
Step 6 Table 4 , as the amount of inspection data increases, the confidence interval becomes narrower. Furthermore, this section discusses how the precision in the estimation of the MUSTEM model changes through the Bayesian updating, using the deterioration expectation path. If the parameter value of the exponential hazard function is different, the deterioration expectation, which is derived from the different value, changes. Using the parameter sample β(n), which has been obtained through Gibbs sampling, the hazard rate of the Gibbs sample n can be defined by means of following equation:
At this time, the expected duration R k i (n) can be expressed by the following equation like Eq. (12):
In addition, the sample mean of the expected condition state duration can be calculated with the following equation: Furthermore, in order to define the 100(1 − 2α)% confidence interval of the expected condition state duration, the sample order statistics
Then, the deterioration expectation path (hereinafter called "100(1 − 2α)% confidence lower-limit curve") is produced based on the lower limit of the 100(1 − 2α)% confidence interval, and the deterioration expectation path (hereinafter called "100(1−2α)% confidence upper-limit curve") is produced based on the upper limit. Figure 3 shows the 100(1 − 2α)% lowerlimit curves and 100(1 − 2α)% upper-limit curves for D 500 , D 2000 . For the values characteristic variables x k 2 (traffic volume)) andx k 3 (slab areas), we normalized their values to be 0.2266 and 0.0431, respectively. The normalization was done by setting the maximum of traffic volume and slab areas to be equivalent to 1. In addition, α is set to be 0.05, so that the 100(1−2α)% confidence lower-limit curve and the 100(1−2α)% confidence upper-limit curve represent the 90% confidence lower-limit curve and the 90% confidence upper-limit curve, respectively.
As shown in Figure 3 , it can be understood that as the accumulated data increases, the width between the 90% confidence lower-limit curve and the 90% confidence upper-limit curve becomes narrower. Figure 3 also shows the deterioration expectation path, which has been obtained from the MLE method. It is considered that as the amount of accumulated data increases, the confidence lower-limit curve and the confidence upper-limit curve approach this deterioration expectation path.
Condition State Distribution
In order to show the evolution of condition states over time, it is visually useful to present the curves of predicted deterioration. Moreover, it is also important to understand the time-series variation of the condition state distribution of the entire set of structures or the entire set of members, for carrying out asset management. Then, using the mtp, the time-series variation of the condition state distribution is analyzed. If the hazard rate of the Gibbs sample n defined by Eq. (34) based on the Bayesian estimation is obtained, the mtp can be estimated from Eqs. (7) Table  6 shows the mtp calculated from the maximum likelihood estimate. As for the mtp, it is possible to evaluate the confidence interval by calculating the sample order statistics.
Next, the condition state distribution is calculated. Consider the case in which all RC slabs in N city are new at timing t. The condition states are all 1, and so the initial value of the state vector is defined as X t = (1, 0, 0, 0, 0, 0, 0). The arbitrary timing t was specified as t = 0 and the calculation was repeated 100 times. Since the inspection interval of the estimated mtp is one year, by repeating the calculation 100 times, it is possible to show the evolution of condition states distribution over a span of 100 years. Figure 4 shows the transition of the condition state distribution when the mtp (in Table 6 ) that has been estimated from D 2000 is used. There are few RC slabs whose condition state is still 1 at 20 years later. After that, deterioration progresses, and the occupancy rates of higher condition states (which indicate the progress of deterioration) increase. In addition, it can be understood that around 40 years after the start of deterioration, where the sample mean of the expected condition state duration is provided by the deterioration expectation path in the previous section, about 50% of RC slabs will likely to be in the condition state i = 7.
In addition, based on the 90% confidence lower-limit and upper-limit values (p α ij
) of the mtp, pessimistic and optimistic scenarios are also calculated respectively.
CONCLUSIONS
This paper has proposed a new methodology using Bayesian estimation method to estimate the parameter values of the MUSTEM model, which had been published earlier by the same authors. In previous paper, the author used MLE method to estimate model's parameter. The MLE method has been proved to be efficient in the case where more than 2000 data is used. However, it is not always possible in practice to collect a great number of data for use with the MLE method. In order to over come this problem, we develop a methodology using Bayesian estimation method to derive the model's parameters in the case of incomplete monitoring data. In the model, we assume the prior probability density function of model's parameter to follow multidimensional normal distribution, and then come up with the posterior probability density function of model's parameter and the complete likelihood function. To overcome the computational problem, we apply Bayesian estimation method, which is developed based on Gibbs sampling algorithm in the MCMC simulation. The proposed methodology has a preferable feature over the conventional MLE approach is that it offers a realistic way to utilize the experience-based information of experts in the field as prior information and combine it with actual monitoring data to predict the model's parameters.
To test the developed methodology in the real world, we carried out an empirical study on a same set of monitoring data that was used in our previously developed methodology using MLE approach. The monitoring data is visual inspection records on the evolution of condition states of RC slabs of bridge system in N city. The results indicate that when accurate prior information is provided, it is certain to obtain estimation results whose precision is at the same level as in MLE method.
Our proposed methodology has not discussed following points, which are considered for future extension of our research work.
1. The time-dependent deterioration process has not been discussed in the proposed Bayesian estimation method. 2. The measurement errors and bias in sampling, which are often embedded in monitoring data, have not been mentioned. For instance, under shortage of samples: when deterioration has progressed, some countermeasure is conducted, and so the amount of inspection samples regarding the condition states decreases. 3. The deterioration process concerning unobserved heterogeneity factor that inherits genuinely within individual structure or member of an infrastructure system.
