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Abstract
A translation invariant Hamiltonian H of non-relativistic quantum electrodynamics is studied. This
Hamiltonian is decomposed with respect to the total momentum PT:
H =
⊕∫
Rd
H(P )dP,
where the self-adjoint fiber Hamiltonian H(P ) is defined for arbitrary values of coupling constants. The
relationship between rotation invariance of H(P ) and polarization vectors is discussed, and functional
integral representations of n-point Euclidean Green functions of H(P ) are given. From these, applications
into the degeneracy of ground states, ground state energy and expectation values of suitable observables
with respect to ground states are given.
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In this paper we investigate the self-adjoint operator H(P ) indexed by P ∈ Rd through a func-
tional integral representation of e−tH(P ). Operator H(P ) is derived from a translation invariant
self-adjoint operator H , acting in a Hilbert space H, such that
[
H,P Tj
]= 0, j = 1, . . . , d, (1.1)
where P T = (P T1 , . . . ,P Td ) denotes the d-tuple of the total momentum operators with σ(P Tj )= R.
Here σ(T ) denotes the spectrum of T . HenceH and H can be represented by constant fiber direct
integrals:
H∼=
⊕∫
Rd
H(P )dP, H ∼=
⊕∫
Rd
H(P )dP. (1.2)
We study the so-called Pauli–Fierz model in non-relativistic quantum electrodynamics, which
describes an interaction between a quantum mechanical particle (electron) and a quantized ra-
diation field. The Hamiltonian H of this system is defined as a self-adjoint operator minimally
coupled to the quantized radiation field, which acts in H := L2(Rd)⊗Fb, where Fb is a boson
Fock space. We impose an ultraviolet cutoff on H and work in the Coulomb gauge with d − 1
polarization vectors. Clearly, H without external potentials is translation invariant, i.e., H satis-
fies (1.1) for some total momentum operators, while H and H can be decomposed as in (1.2).
We shall show that H(P ) is unitarily equivalent with Fb and H(P ) is realized as a self-adjoint
operator acting in Fb for each P ∈ Rd .
1.1. Statement of results
We shall investigate: (1) functional integral representations; (2) self-adjointness and essential
self-adjointness; (3) ergodic properties of e−tH(0) and the uniqueness of ground states; (4) ro-
tation invariance and the degeneracy of ground states; (5) energy inequalities and (6) measures
associated with ground states. (2), (3), (5) and (6) are studied through the functional integration
representations (1).
(1) (Functional integral representations). The polaron model Hpolaron(P ) is a typical example
of fiber Hamiltonians, which is studied in [52,53] by functional integrals. In [52, Appendix] the
functional integral representation of (Ω, e−tHpolaron(P )Ω) is shown, where Ω denotes a vacuum
vector in a boson Fock space. Our motivation to construct (1.4), below, comes from this. In
[18,21,29] a functional integral representation of (F, e−tHG)H is given. The main achievement
of this paper is a functional integral representation of (Ψ, e−tH(P )Φ)Fb constructed for arbi-
trary total momentum P ∈ Rd and arbitrary values of coupling constants on a probability space
W × Q1 equipped with the product measure, dPW ⊗ dμ1, where dPW is a measure associated
with the particle, and dμ1 with the quantized radiation field. Although, one can take specifically
C([0,∞);Rd) as W and the direct sum of the set of real Schwartz distributions,⊕d S ′ (Rd+1),real
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over, a functional integral representation of an n-point Euclidean Green function of the form
(
Φ0,
n∏
j=1
e−(sj−sj−1)Ke−(tj−tj−1)H(Pj−1)Φj
)
Fb
(1.3)
is also given. Here K denotes a second quantized operator and Φj , j = 1, . . . , n − 1, bounded
multiplication operators. Since the interaction of the Pauli–Fierz Hamiltonian is introduced as a
minimal coupling, we need a Hilbert space-valued stochastic integral to construct the functional
integral representation of (Ψ, e−tH(P )Φ)Fb . Actually, we show that
(
Ψ,e−tH(P )Φ
)
Fb =
∫
W×Q1
Ψ0Φte
−ie ∫ t0 A1·dB(s)eiP ·B(t) dPW ⊗ dμ1, (1.4)
where the right-hand side above is in the Schrödinger representation instead of the Fock represen-
tation, (B(s))s0 the d-dimensional Brownian motion with respect to dPW and Ψ0, Φt denotes
some vectors. The integral
t∫
0
A1 · dB(s)=
d∑
μ=1
t∫
0
A1,μ,sdBμ(s)
denotes a Hilbert space-valued stochastic integral. See Section 3 for details. As far as we know
there are no results in the literature giving functional integral representations explicitly such as
(1.4) of a fiber Hamiltonian minimally coupled to a quantized radiation field.
(2) (Self-adjointness and essential self-adjointness). In [31,32], applying a functional integral rep-
resentation, we established the self-adjointness of H for arbitrary values of coupling constants.
The self-adjointness of H(P ) follows from that of H , which was done in [41]. As an application
of the functional integral representation, we show the essential self-adjointness of a more sin-
gular operator K(P ), P ∈ Rd , which is defined as H(P ) without the free field Hamiltonian Hf.
This is illustrated by Theorem 2.3. The idea is to find an invariant domain by using (1.4).
(3) (Ergodic properties of e−tH(0) and the uniqueness of ground states). The multiplicity of the
ground state of the Pauli–Fierz Hamiltonian is estimated in [33,37]. In [37] for sufficiently small
coupling constants, the uniqueness of the ground state of H(P ) is proven. This is extended for
arbitrary values of coupling constants in the present paper. One advantage of working in the
Schrödinger representation is to be able to define the positive cone:
K+ = {Ψ ∈H | Ψ  0}, K0+ = {Ψ ∈H | Ψ > 0} ⊂K+.
We say that bounded operator T is positivity preserving if and only if
TK+ ⊂K+
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T
[K+ \ {0}]⊂K0+.
We discuss some positivity properties of e−tH(0).
Although we want to apply the infinite variant of the Perron–Frobenius theorem to the Pauli–
Fierz model, the positivity argument cannot be applied directly, since e−ie
∫ t
0 A1·dB(s) in (1.4) is
not necessarily positive. Let us consider the multiplication operator Tt = eitx , t ∈ R, in L2(Rx).
Although Tt is not a positivity preserving operator, FTtF−1, where F denotes the Fourier transfor-
mation on L2(R), turns out to be a shift operator, i.e., (f,FTtF−1g)L2(R) = (f, g(·+ t))L2(R)  0
for nonnegative functions f and g. Then FTtF−1 is a positivity preserving operator, but is not a
positivity improving:
Tt = eitx −→ FTtF−1
multiplication shift
This idea was applied to H in [30]. In this paper we also do the same for H(0). We can
show that ϑe−ie
∫ t
0 A1·dB(s)ϑ−1 is positivity preserving for some unitary operator ϑ discussed
in [28,30], which corresponds to the Fourier transformation on Fb. Actually ϑ = exp(i(π/2)N),
with N being the number operator. Hence we can see that by the functional integral representation
(1.4), ϑe−tH(0)ϑ−1 is a positivity improving operator by Theorem 3.6, i.e.,
ϑe−tH(0)ϑ−1
[K+ \ {0}]⊂K0+.
As a corollary, the uniqueness of the ground state of H(0) is shown for arbitrary values of cou-
pling constants whenever it exists.
(4) (Rotation invariance and the degeneracy of ground states). Operator H(P ) also has a rota-
tional symmetry. When the Hamiltonian includes a spin, a lower bound of the multiplicity, M , of
ground states can be estimated by using this rotational symmetry. Let us add a spin to H which is
denoted by Hσ . It can be shown that Hσ , with suitable polarization vectors, is rotation invariant
around some unit vector n ∈ R3. This is transfered to the operator Hσ (P ) with fixed total mo-
mentum P acting in C2 ⊗Fb. Then we shall see that Hσ (P ) is also decomposed with respect to
the spectrum of the generator of the rotation around n, namely
Hσ (P ) ∼=Hσ
(|P |n)= ⊕
z∈Z1/2
Hσ (P, z), C
2 ⊗Fb =
⊕
z∈Z1/2
Fb(z), (1.5)
where ∼= denotes an unitary equivalence and Z1/2 the set of half integers. For sufficiently small
coupling constants, is proven in [37] that this multiplicity M  2. By applying the decomposition
(1.5) and [49], we see that M  2 holds for arbitrary values of coupling constants provided that
a ground state exists. See Corollary 2.13.
(5) (Energy inequalities). As is seen in (1.4), P dependence on the integrand is just the
exponent of the phase: eiP ·B(t). Trivial bound |eiP ·B(t)|  1 and |ϑe−i
∫ t
0 A1 dB(s)ϑ−1Ψ | 
ϑe−i
∫ t
0 A1 dB(s)ϑ−1|Ψ | are useful to estimate the ground state energy of H(P ) from below. Then
it can be shown that infσ(H(0)) infσ(H(P )) and infσ(H(0)) infσ(H). See Corollary 3.9.
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variant model, including the Nelson model and the Pauli–Fierz model, are investigated, in which
mainly the renormalized Nelson model with non-relativistic or relativistic kinematic term is stud-
ied. See also [13,22,23,43,44,55]. In [19], it is shown that a ground state of the fiber Hamiltonian
of the Pauli–Fierz model exists for all values of coupling constants, but |P | < P0 with some P0
for a massive case. In [14], it is extended to a massless case. Although the existence problem of
ground states mentioned above is solved, it is not constructive. In [11] functional integrals are
applied to study properties of ground state ϕg of the Nelson model, in which (ϕg,Oϕg)HN with
suitable operator O is represented as
(ϕg,Oϕg)HN =
∫
C(R;Rd )
fO(q) dμ∞(q) (1.6)
with some function fO and a probability measure dμ∞ on C(R;Rd). This measure is con-
structed by taking an infinite time limit of the form (1.3). In this paper, we do not construct such
a measure, since it is not easy to control the stochastic integral that appeared in (1.4). Alterna-
tively, as is studied in [24, Theorem 3.4.1], we construct a sequence of measures
{
eiP ·B(2t) dμ2t
}
t>0
converging, in some sense, to (ϕg(P ),Oϕg(P ))Fb with a ground state ϕg(P ) of H(P ). Actually,
due to a double stochastic integral, it can be informally expressed as
dμ2t = 1
Z
exp
(
−e
2
4
d∑
μ,ν=1
2t∫
0
dBμ(s)
2t∫
0
dBν(r)Wμν
(
s − r,B(s)−B(r))
)
dPW (1.7)
with
Wμν(t, x)=
∫
Rd
(
δμν − kμkν|k|2
) |ϕˆ(k)|
ω(k)
e−|s|ω(k)e−ikx dk.
See Corollary 4.5 and Remark 4.6 for further details. The properties of measure dμ2t with∫
dBμ(s)
∫
dBν(r) replaced by
∫
ds
∫
dr , which corresponds to the measure associated with
the ground state of the Nelson model, is discussed in [7,9,42]. We address the problem of the
existence of measures of the type (1.7) on some path space in [8,36].
1.2. The Nelson model
We give a remark on the Nelson model. One important translation invariant model is the
so-called Nelson model HN(P ) [47] acting in a Hilbert space HN with a fixed total momen-
tum P ∈ Rd . We are able here to give the functional integral representation of e−tHN (P ) in a
simpler way than (1.4). Since the interaction term of the Nelson model is linear, the integrand
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instead of the stochastic integral, as in (1.4), in the form
(
Ψ,e−tHN (P )Φ
)
HN =
∫
W×QN
Ψ0Φte
− ∫ t0 φ dseiP ·B(t) dPW ⊗ dμN, (1.8)
where (QN,dμN) is some probability space. In [26], by using a positivity preserving and a
hypercontractivity argument, the uniqueness of the ground state of HN(0) is proven. See also
[12,25,51]. Since e−
∫ t
0 φ dseiP ·B(t) is strictly positive for P = 0 in the Schrödinger representation,
by (1.8) it follows that e−tHN (0) is positivity improving. From this it can also be concluded that
the ground state of HN(0) is unique.
1.3. Remarks and plan of the paper
Recently, the spectral properties of a general version of the Pauli–Fierz model with a fixed
total momentum was studied in [41] showing the self-adjointness and energy inequalities. See
also [45,46] for some recent development for the massive Nelson model, and [1–4,49] for a
relativistic model. The effective mass meff is defined by the inverse of the Hessian of the ground
state energy E(P ) of a fiber Hamiltonian H(P ) at P = 0, i.e., m−1eff = ∂2E(P )/∂|P |2
P=0.
The effective mass of the Pauli–Fierz model, without infrared cutoff, is studied in [5,15], and
its renormalization in [6,27,34,38,40]. In this paper we do not discuss the relationship between
effective mass and functional integrals but refer to [10,52] in this direction for case of the Nelson
model. See also [54] for a review of recent developments in this area.
This paper is organized as follows. In Section 2 we define the Pauli–Fierz Hamiltonian H(P )
for arbitrary total momentum P ∈ Rd and arbitrary coupling constants, and discuss a relationship
between rotation invariance and polarization vectors. Moreover, we introduce an operator K(P )
defined by H(P ) without the free Hamiltonian Hf of the field. In Section 3 we construct a
functional integral representation of (Ψ, e−tH(P )Φ)Fb and show some applications including the
diamagnetic inequality, the positivity improving property of ϑe−tH(0)ϑ−1 and the essential self-
adjointness of K(P ). Section 4 is devoted to extending the functional integral representation to
an n-point Euclidean Green function and further applications.
2. The Pauli–Fierz Hamiltonian
2.1. Preliminaries and notation
Let us assume that an electron moves in the d-dimensional space and is polarized to d − 1
directions. Let Fb be the boson Fock space overW :=⊕d−1 L2(Rd), i.e.,
Fb :=
∞⊕
F (n)b :=
∞⊕[⊗n
s
W],n=0 n=0
320 F. Hiroshima / Journal of Functional Analysis 252 (2007) 314–355where
⊗n
s W denotes the n-fold symmetric tensor product of Hilbert space W , i.e.,
⊗n
s W :=
Sn(
⊗n
W) with
⊗0
sW := C. Here Sn symmetries
⊗n
W , i.e.,
Sn(f1 ⊗ · · · ⊗ fn) := 1
n!
∑
σ∈℘n
fσ(1) ⊗ · · · ⊗ fσ(n),
where ℘n denotes the set of permutations of degree n. In this paper we denote the norm and the
scalar product on a Hilbert space K by ‖f ‖K and (f, g)K, respectively. The scalar product is
linear in g and antilinear in f . Unless confusions may arise we omit K. Fb can be identified with
the set of 2-sequences {Ψ (n)}∞n=0 with Ψ (n) ∈ F (n)b such that
∑∞
n=0 ‖Ψ (n)‖2F (n)b < ∞ and Fb is
the Hilbert space endowed with the scalar product
(Ψ,Φ)Fb =
∞∑
n=0
(
Ψ (n),Φ(n)
)
F (n)b
.
Ω = {1,0,0, . . .} ∈ Fb is called the Fock vacuum. The annihilation operator and the creation
operator on Fb are denoted by a(f ) and a∗(f ), f ∈ W , respectively, and are defined by
(
a∗(f )Ψ
)(n) := √nSn(f ⊗Ψ (n−1))
with the domain
D
(
a∗(f )
) :=
{{
Ψ (n)
}∞
n=0 ∈Fb
∣∣∣ ∞∑
n=1
n
∥∥Sn(f ⊗Ψ (n−1))∥∥2F (n)b <∞
}
,
and a(f ) := (a∗(f¯ ))∗. Since the creation operator and the annihilation operator are closable, we
take their closed extension and denote them by the same symbols. Let Fb,fin be the so-called
finite particle subspace of Fb defined by
Fb,fin :=
{{
Ψ (n)
}∞
n=0 ∈Fb
∣∣ Ψ (m) = 0 for all m ∃M}.
The annihilation operator and the creation operator leaveFb,fin invariant and satisfy the canonical
commutation relations on it:
[
a(f ), a∗(g)
]= (f¯ , g)1, [a(f ), a(g)]= 0, [a∗(f ), a∗(g)]= 0.
For f = (f1, . . . , fd−1) ∈⊕d−1 L2(Rd), we informally write a(f ), where a stands for a or a∗,
as
a(f )=
d−1∑∫
a(k, j)fj (k) dkj=1
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tion linear operator Γ ([T ]d−1) on Fb is defined by
Γ
([T ]d−1) := ∞⊕
n=0
[⊗n[T ]d−1], (2.1)
where [T ] := T ⊕ · · · ⊕ T︸ ︷︷ ︸

. Unless confusions may arise we write Γ (T ) for Γ ([T ]d−1). For a
self-adjoint operator h onW , {Γ (eith)}t∈R is a strongly continuous one-parameter unitary group
on Fb. Then by the Stone theorem [48], there exists a unique self-adjoint operator dΓ (h) on Fb
such that
Γ
(
eith
)= eitdΓ (h), t ∈ R. (2.2)
dΓ (h) is called the second quantization of h. For a self-adjoint operator h in L2(Rd),
dΓ ([h]d−1) is simply denoted by dΓ (h) unless confusion arises. The number operator is de-
fined by N := dΓ (1). Let
ω(k)= |k| (2.3)
be the multiplication operator on L2(Rd). Define the free Hamiltonian Hf on Fb by Hf :=
dΓ (ω). The quantized radiation field Aμ(x), x ∈ Rd , μ = 1, . . . , d , with a form factor ϕ is
defined by
Aμ(x)= 1√
2
d−1∑
j=1
∫
eμ(k, j)
(
ϕˆ(k)√
ω(k)
a∗(k, j)e−ik·x + ϕˆ(−k)√
ω(k)
a(k, j)eik·x
)
dk,
which acts on Fb. Here e(k,1), . . . , e(k, d−1) denote generalized polarization vectors satisfying
k · e(k, j) = 0 and e(k, i) · e(k, j) = δij1, i, j = 1, . . . , d − 1, and ϕˆ is the Fourier transform of
form factor ϕ given by ϕˆ(k)= (2π)−d/2 ∫
Rd
ϕ(x)e−ik·x dx. Note that
d−1∑
j=1
eμ(k, j)eν(k, j)= δμν − kμkν|k|2 := δ
⊥
μν(k), μ, ν = 1, . . . , d. (2.4)
Throughout this paper we use assumption (A) below.
(A) Form factor ϕˆ satisfies √ωϕˆ, ϕˆ/ω ∈ L2(Rd) and ϕˆ(k)= ϕˆ(−k)= ϕˆ(k).
For each x ∈ Rd , Aμ(x) is essentially self-adjoint on Fb,fin, and its unique self-adjoint exten-
sion is denoted by the same symbol. The Hilbert space H of state vectors for the total system
under consideration is given by the tensor product Hilbert space:
H := L2(Rdx)⊗Fb. (2.5)
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H∼=
⊕∫
Rd
Fb dx, (2.6)
we define the self-adjoint operator A on H by
Aμ :=
⊕∫
Rd
Aμ(x)dx, μ= 1, . . . , d,
i.e., (AμF)(x) =Aμ(x)F (x) and
D(Aμ) :=
{
F ∈H
∣∣∣ F(x) ∈ D(Aμ(x)) a.e. x ∈ Rd and ∫
Rd
∥∥Aμ(x)F (x)∥∥2Fb dx <∞
}
.
We set A= (A1, . . . ,Ad). From the fact that k · e(k, j)= 0 we have
∇ ·A=
d∑
μ=1
[∇μ,Aμ] = 0
as an operator. The identification (2.6) will be used without further notice. We define the decou-
pled self-adjoint Hamiltonian H0 on H by
H0 :=
(
−1
2
+ V
)
⊗ 1 + 1 ⊗Hf,
D(H0) := D(−⊗ 1)∩D(1 ⊗Hf).
The total Hamiltonian H , the so-called Pauli–Fierz Hamiltonian, is described by the minimal
coupling, −i∇μ ⊗ 1 → −i∇μ ⊗ 1 − eAμ, to H0. Then
H := 1
2
(−i∇ ⊗ 1 − eA)2 + V ⊗ 1 + 1 ⊗Hf, (2.7)
where e ∈ R is a coupling constant. As a mathematical interest we introduce another operator K
by
K := 1
2
(−i∇ ⊗ 1 − eA)2 + V ⊗ 1. (2.8)
It is well known that
∥∥a(f )Ψ ∥∥ ‖f/√ω‖∥∥H 1/2Ψ ∥∥+ ‖f ‖‖Ψ ‖, Ψ ∈D(H 1/2). (2.9)f f
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(−i∇ ⊗1)A+A(−i∇⊗1) and A2 are relatively bounded with respect to (−1/2)⊗1+1⊗Hf.
The proposition below is established in [31,32].
Proposition 2.1. Assume that V is relatively bounded with respect to (−1/2) with a relative
bound strictly smaller than one. Then
(1) H is self-adjoint on D(H0) and essentially self-adjoint on any core of self-adjoint operator
−(1/2)⊗ 1 + 1 ⊗Hf, and bounded from below;
(2) K is essentially self-adjoint on C∞( ⊗ 1) ∩ C∞(1 ⊗ N) and bounded from below, where
C∞(T ) :=⋂∞n=1 D(T n).
We denote the self-adjoint extension of K
C∞(⊗1)∩C∞(1⊗N) by the same symbol K .
Throughout this paper we assume that V satisfies the same assumptions in Proposition 2.1.
2.2. Translation invariance
In this subsection, we set V = 0. Define the field momentum by Pfμ := dΓ (kμ), μ= 1, . . . , d ,
and the total momentum
P Tμ := −i∇μ ⊗ 1 + 1 ⊗ Pfμ, μ= 1, . . . , d,
where X denotes the closure of closable operator X. Set Pf := (Pf1 , . . . ,Pfd ) and P T :=
(P T1 , . . . ,P
T
d ). It is seen that H is translation invariant [31, (5.23)], i.e.,
eisP
T
μHe−isP
T
μ =H, s ∈ R, μ= 1, . . . , d.
Then we can decompose H on σ(P Tμ )= R. The operator H(P ), P ∈ Rd , acting in Fb is defined
by
H(P ) := 1
2
(
P − Pf − eA(0)
)2 +Hf, D(H(P )) :=D(Hf)∩D(P 2f ).
Note that H(P ) is a well-defined symmetric operator on D(Hf) ∩ D(P 2f ) by assumption (A).
For a sufficiently small e, the self-adjointness of H(P ) is easily shown by using (2.9) and the
Kato–Rellich theorem. In order to show the self-adjointness of H(P ) for arbitrary e ∈ R, we
need to make a detour.
Theorem 2.2. H(P ) is self-adjoint and
⊕∫
Rd
H(P )dP ∼=H. (2.10)
Although it is not a physically reasonable model, it is of interest to study the essential self-
adjointness of another operator, K(P ), defined by
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2
(
P − Pf − eA(0)
)2
,
D
(
K(P )
) :=D(P 2f )∩D(Hf).
It is not clear that K(P ) is self-adjoint even for a sufficiently small e because of Hf missing. The
quadratic form Q˜P (Ψ,Φ) is given by
Q˜P (Ψ,Φ) := 12
d∑
μ=1
((
P − Pf − eA(0)
)
μ
Ψ,
(
P − Pf − eA(0)
)
μ
Φ
)
Fb,
D(Q˜P ) :=
d⋂
μ=1
[
D(Pfμ)∩D
(
A(0)μ
)]
.
Since Q˜P is a densely defined nonnegative quadratic form, there exists a positive self-adjoint
operator, KF(P ), such that
Q˜P (Ψ,Φ)=
(
KF(P )
1/2Ψ,KF(P )
1/2Φ
)
.
Theorem 2.3.
(1) It follows that
⊕∫
Rd
KF(P )dP ∼=K. (2.11)
(2) Assume that ω3/2ϕˆ ∈ L2(Rd). Then K(P ) is essentially self-adjoint and
⊕∫
Rd
K(P )dP ∼=K. (2.12)
Theorem 2.3(2) is proven by using a functional integral representation in Section 3.3.2. We
prove here Theorems 2.2 and 2.3(1).
In order to prove these results, we give an explicit form of the isomorphism between H
and
∫ ⊕
Rd
H(P )dP . The fiber decomposition of H will be made through the unitary operator
U :L2(Rdx)⊗Fb → L2(Rdξ )⊗Fb given by
U := (F ⊗ 1)
⊕∫
d
exp(ix · Pf) dx, (2.13)
R
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L2(Rdx)⊗Fb,
(UΨ )(ξ)= 1√
(2π)d
∫
Rd
e−ix·ξ eix·PfΨ (x)dx,
where
∫
. . . dx denotes the Fb-valued integral in the strong topology. Let Qμ denote the multi-
plication operator in L2(Rd) defined by (Qμf )(ξ) := ξμf (ξ), μ= 1, . . . , d . Set
F∞b := L.H.
{
a∗(f1) · · ·a∗(fn)Ω
∣∣ fj ∈ C∞0 (Rd), j = 1, . . . , n, n= 1,2, . . .}∪ {CΩ}
(2.14)
and D := C∞0 (Rd) ⊗ˆF∞b , where L.H.{. . .} denotes the linear hull of {. . .} and ⊗ˆ is the algebraic
tensor product, i.e., the set of vectors of the form
∑finite
j=1 ajfj ⊗ φj , aj ∈ C, fj ∈ C∞0 (Rd) and
φj ∈F∞b . We define L by
L := 1
2
(
Q⊗ 1 − 1 ⊗ Pf − e1 ⊗A(0)
)2 + 1 ⊗Hf⌈
D
.
Lemma 2.4.
(1) L is self-adjoint on D((Q⊗ 1 − 1 ⊗ Pf)2)∩D(1 ⊗Hf),
(2) UHU−1 = L on D((Q⊗ 1 − 1 ⊗ Pf)2)∩D(1 ⊗Hf).
Proof. Note that eix·Pfa∗(f )e−ix·Pf = a∗(eik·xf ) and eix·Pfa(f )e−ix·Pf = a(e−ik·xf ). Hence
we have UHΦ = LUΦ for Φ ∈ D. Since D is a core of H and L is closed, we obtain
that U maps D(H) onto D(L) with UHU−1 = L. Then L is self-adjoint on UD(H). Since
UD(− ⊗ 1) = D((Q⊗ 1 − 1 ⊗ Pf)2) and UD(1 ⊗ Hf) = D(1 ⊗ Hf), we have UD(H) =
D((Q⊗ 1 − 1 ⊗ Pf)2)∩D(1 ⊗Hf). Thus (1) and (2) follow. 
Proof of Theorems 2.2 and 2.3(1). The quadratic form QP (Ψ,Φ) is given by
QP (Ψ,Φ) := 12
d∑
μ=1
((
P − Pf − eA(0)
)
μ
Ψ,
(
P − Pf − eA(0)
)
μ
Φ
)+ (H 1/2f Ψ,H 1/2f Φ),
D(QP ) :=
d⋂
μ=1
[
D(Pfμ)∩D
(
A(0)μ
)]∩D(H 1/2f ).
Since QP is a densely defined nonnegative quadratic form, there exists a positive self-adjoint
operator HF(P ) such that
QP (Ψ,Φ)=
(
HF(P )
1/2Ψ,HF(P )
1/2Φ
)
.
Define the self-adjoint operator H˜ acting in H by H˜ := ∫ ⊕
Rd
HF(P )dP . For φ ∈ D, Uφ(P ) =
(2π)−d/2
∫
d e
−ix·P eix·Pfφ(x)dx ∈D(Hf)∩D(P 2). Then for ψ,φ ∈D, we haveR f
326 F. Hiroshima / Journal of Functional Analysis 252 (2007) 314–355(Uψ,LUφ)H =
∫
Rd
dP
(
Uψ(P ),
(
1
2
(
P − Pf − eA(0)
)2 +Hf)Uφ(P ))
Fb
=
∫
Rd
dP
(
Uψ(P ),HF(P )Uφ(P )
)
Fb = (Uψ, H˜Uφ)H.
Hence U−1LU = U−1H˜U on D and then H = U−1H˜U on D by Lemma 2.4. Since D is a
core of H and H˜ is self-adjoint, we can see that U maps D(H) onto D(H˜ ) with UHU−1 = H˜ .
Then
∫ ⊕
Rd
HF(P )dP ∼=H is obtained. The proof of Theorem 2.3(1) is similar. The proof of self-
adjointness of HF(P ) below is due to [41]. In [31,32] it is proven that there exists a constant C
such that
‖H0F‖H C
∥∥(H + 1)F∥∥H, F ∈D(H). (2.15)
We define H0(P ) by H0(P ) := 12 (P − Pf)2 + Hf and D(H0(P )) = D(Hf) ∩ D(P 2f ). Note that
H0(P ) is self-adjoint and
∫ ⊕
Rd
H0(P )dP = H0. Then we have for F ∈H such that (UF)(P ) =
f (P )Φ with f ∈ C∞0 (Rd) and Φ ∈F∞b by (2.15),∫
Rd
∣∣f (P )∣∣2∥∥H0(P )Φ∥∥2Fb dP C2
∫
Rd
f (P )2
∥∥(HF(P )+ 1)Φ∥∥2Fb dP.
Since f ∈ C∞0 (Rd) is arbitrary, we see that∥∥H0(P )Φ∥∥Fb  C∥∥(HF(P )+ 1)Φ∥∥Fb (2.16)
for almost everywhere P ∈ Rd . Since both sides of (2.16) are continuous in P , (2.16) holds
for all P ∈ Rd . (2.16) implies that H0(P )(HF(P ) + 1)−1 is bounded and then H0(P )e−tHF(P )
is bounded, which implies that e−tHF(P ) leaves D(H0(P )) = D(Hf) ∩ D(P 2f ) invariant. Then
HF(P ) is essentially self-adjoint on D(Hf) ∩ D(P 2f ) by [48, Theorem X.49]. Moreover, (2.16)
yields that HF(P ) is closed on D(Hf)∩D(P 2f ). Hence HF(P ) is self-adjoint on D(Hf)∩D(P 2f ).
By the fundamental inequality derived from (2.9):∥∥HF(P )Φ∥∥Fb  C1∥∥H0(P )Φ∥∥Fb +C2‖Φ‖Fb, Φ ∈ D(H0),
we can see that HF(P ) is essentially self-adjoint on any core of H0(P ), where C1 and C2 are
some constants. Since H(P )=HF(P ) on D(Hf)∩D(P 2f ), Theorem 2.2 follows. This completes
the proof. 
Corollary 2.5. Let Λ> 0 and
ϕˆΛ(k) :=
{
1/
√
(2π)3, |k| <Λ,
0, |k|Λ.
Then H(P ) with ϕˆ replaced by ϕˆΛ is self-adjoint for arbitrary P ∈ Rd , e ∈ R and Λ> 0.
Proof. Since ϕˆ satisfies (A), the corollary follows. 
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In this subsection we discuss the rotation invariance of H and H(P ). For simplicity we set
d = 3, and add a spin to H and H(P ). Specifically, let σ1, σ2, σ3 be 2 × 2 Pauli matrices such
that σμσν + σνσμ = 2δμν12, where 12 is the 2 × 2 identity matrix. We define two operators Hσ
and Hσ (P ) acting on C2 ⊗H and C2 ⊗Fb, respectively, by
Hσ := 1 ⊗H +
3∑
μ=1
σμ ⊗Hσμ , (2.17)
Hσ (P ) := 1 ⊗H(P )+
3∑
μ=1
σμ ⊗Hσμ (0), (2.18)
where
Hσμ := −
e
2
⊕∫
R3
Bμ(x)dx
with B(x) := rotxA(x), i.e.,
Bμ(x)= − i√
2
d−1∑
j=1
∫ (
k × e(k, j))
μ
(
ϕˆ(k)√
ω(k)
a∗(k, j)e−ik·x + ϕˆ(−k)√
ω(k)
a(k, j)eik·x
)
dk,
and Hσμ (0) := − e2Bμ(0). In a similar way to the proof of Theorem 2.2, it can be shown
that Hσ and Hσ (P ) are self-adjoint operators on C2 ⊗ D(H) and C2 ⊗ [D(P 2f ) ∩ D(Hf)],
respectively. Let R ∈ SO(3) and kˆ = k/|k|. The relationship between two orthogonal bases
e(Rk,1), e(Rk,2), Rˆk and Re(k,1),Re(k,2),Rkˆ in R3 at k is as follows:
[
e(Rk,1)
e(Rk,2)
Rˆk
]
=
[
cos θ13 − sin θ13 0
sin θ13 cos θ13 0
0 0 13
][
Re(k,1)
Re(k,2)
Rkˆ
]
, (2.19)
where 13 denotes the 3 × 3 identity matrix and
θ := θ(R, k) := arccos(Re(k,1) · e(Rk,1)). (2.20)
Let R = R(φ,n) ∈ SO(3) be the rotation around n ∈ S2 := {k ∈ R3 | |k| = 1} by angle φ ∈ R
and detR = 1. Also, let k := k × (−i∇k) = (k1 , k2, k3) be the triplet of angular momentum
operators in L2(R3k). Then
eiθ(R,k)Xeiφn·k
[
e(k,1)
e(k,2)
]
=
[
Re(k,1)
Re(k,2)
]
, (2.21)
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X = −i
[
0 −13
13 0
]
:
R
3 ⊕R3 −→ R3 ⊕R3
x ⊕ y −→ −i(−y ⊕ x).
In general, the polarization vectors of photons with momentum k is arbitrarily given, but form
a right-handed system at k. To discuss a rotation symmetry of Hσ and Hσ (P ), we introduce
coherent polarization vectors in some direction. We have assumption (P) as follows.
(P) There exists (n,w) ∈ S2 × Z such that polarization vectors e(·,1) and e(·,2) satisfy for
R =R(n,φ) ∈ SO(3) and for kˆ = n,[
e(Rk,1)
e(Rk,2)
]
=
[
cos(φw)13 − sin(φw)13
sin(φw)13 cos(φw)13
][
Re(k,1)
Re(k,2)
]
, φ ∈ R. (2.22)
By assuming (P), now we have
eiφ(wX+n·k)
[
e(k,1)
e(k,2)
]
=
[
Re(k,1)
Re(k,2)
]
. (2.23)
Here are some examples for polarization vectors satisfying assumption (P).
Example 2.6. Let nz = (0,0,1), and take the polarization vectors e(kˆ0,1) and e(kˆ0,2) for kˆ0 ∈
S = {(√1 − z2,0, z) ∈ S2 | −1 z 1}. For kˆ = (kˆ1, kˆ2, kˆ3), there exists 0 φ < 2π such that
R(nz,φ)kˆ0 = kˆ, where k0 = (
√
1 − kˆ23,0, kˆ3) ∈ S. Define[
e(k,1)
e(k,2)
]
:=
[
cosφ13 − sinφ13
sinφ13 cosφ13
][
R(nz,φ)e(kˆ0,1)
R(nz,φ)e(kˆ0,2)
]
. (2.24)
It is readily checked that e(k, j) satisfies (2.22) with (nz,1) ∈ S2 ×Z.
Example 2.7. Let n ∈ S2, and e(k,1) := kˆ × n/ sin θ and e(k,2) := kˆ × e(k,1), where θ =
arccos(kˆ · n). Then, since R = R(n,φ) satisfies that Rn = n and Ru × Rv = R(u × v), e(k, j)
satisfies (2.22) with (n,0) ∈ S2 ×Z.
Assume (P) with some (n,w) ∈ S2 ×Z. We define
Sf := dΓ (wX) and Lf := dΓ (k).
Here
X := −i
[
0 −1
1 0
]
:
L2
(
R
3)⊕L2(R3) −→ L2(R3)⊕L2(R3)
f ⊕ g −→ −i(−g ⊕ f ). (2.25)
Sf is called the helicity of the field and Lf the angular momentum of the field. Sf is written
informally as
Sf = i
∫
w
(
a∗(k,2)a(k,1)− a∗(k,1)a(k,2))dk.
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Jf := n ·Lf + Sf, Jp := n · x + 12n · σ
and set
Jtotal := Jp ⊗ 1 + 1 ⊗ Jf
which acts in L2(R3;C2)⊗Fb.
Lemma 2.8. Assume (P) and that V (R(n,φ)x) = V (x) and ϕˆ(R(n,φ)) = ϕˆ(k) for φ ∈ R. Then
Hσ is rotation invariant around n, i.e.,
eiφJtotalHσe
−iφJtotal =Hσ , φ ∈ R. (2.26)
Proof. By eiφJ = eiφSfeiφn·Lf and (2.23), we see that
eiφJfHfe
−iφJf =Hf, (2.27)
eiφJfPfμe
−iφJf = (R(n,φ)Pf)μ, (2.28)
eiφJfAμ(x)e
−iφJf = (R(n,φ)A(R(n,φ)−1x))
μ
, (2.29)
eiφJfBμ(x)e
−iφJf = (R(n,φ)B(R(n,φ)−1x))
μ
. (2.30)
Since
eiφn·x xμe−iφn·x =
(
R(n,φ)x
)
μ
,
eiφn·x (−i∇x)μe−iφn·x =
(
R(n,φ)(−i∇x)
)
μ
,
eiφn·(1/2)σ σμe−iφn·(1/2)σ =
(
R(n,φ)σ
)
μ
,
we can see (2.26) by (2.27)–(2.30). 
Note that σ(n · (x + (1/2)σ ))= Z1/2, σ(n ·Lf)= Z and σ(Sf)= Z, since
σ
(
dΓ (h)
)= {0} ∪ ∞⋃
n=1
{
λ1 + · · · + λn
∣∣ λi ∈ σ(h), j = 1, . . . , n}. (2.31)
Then σ(Jtotal)= Z1/2 and we have the theorem below.
Theorem 2.9. We assume the same assumptions as in Lemma 2.8. Then
C
2 ⊗H=
⊕
z∈Z
H(z), Hσ =
⊕
z∈Z
Hσ (z).1/2 1/2
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and Hσ (z) =Hσ 
H(z).
Proof. This follows from Lemma 2.8 and the fact that σ(Jtotal)= Z1/2. 
Next we study Hσ (P ).
Lemma 2.10. Let ϕˆ(k) be rotation invariant. Then for arbitrary polarization vectors, Hσ (P ) is
unitarily equivalent to Hσ (R−1P) for arbitrary R ∈ SO(3).
Proof. It is enough to show the lemma for an arbitrary R = R(m,φ), m ∈ S2 and φ ∈ R. For
arbitrary polarization vectors e(·,1) and e(·,2), we define hf = dΓ (θ(R, ·)X), where θ(R, k) =
arccos(e(Rk,1),Re(k,1)) is given in (2.20) and X in (2.25). Thus we can see that
eihfeiφm·LfHfe−iφm·Lfe−ihf =Hf,
eihfeiφm·LfPfμe−iφm·Lfe−ihf =
(
R(m,φ)Pf
)
μ
,
eihfeiφm·LfAμ(0)e−iφm·Lfe−ihf =
(
R(m,φ)A(0)
)
μ
,
eihfeiφm·LfBμ(0)e−iφm·Lfe−ihf =
(
R(m,φ)B(0)
)
μ
.
From these identities it follows that
eihfeiφm·((1/2)σ⊗1+1⊗Lf)Hσ (P )e−iφm·((1/2)σ )⊗1+1⊗Lf)e−ihf =Hσ
(
R(m,φ)−1P
)
. (2.32)
Thus the lemma follows. 
Let Eσ (P, e2) := infσ(Hσ (P )). An immediate consequence of Lemma 2.10 is as follows.
Corollary 2.11. Let ϕˆ be rotation invariant. Then Eσ (RP, e2) = Eσ (P, e2) for arbitrary
R ∈ SO(3).
Theorem 2.12. Assume (P) and that ϕˆ(k) = ϕˆ(R(n,φ)) for φ ∈ R. Then Hσ (P ) is unitarily
equivalent to Hσ (|P |n) and, C2 ⊗Fb and Hσ (|P |n) are decomposed as
C
2 ⊗Fb =
⊕
z∈Z1/2
Fb(z), Hσ (P )∼=Hσ
(|P |n)= ⊕
z∈Z1/2
Hσ (P, z). (2.33)
Here Fb(z) is the subspace spanned by eigenvectors of n · ((1/2)σ ⊗ 1 + 1 ⊗ Jf) with eigenvalue
z ∈ Z1/2 and Hσ (P, z) =Hσ (P )
Fb(z).
Proof. The fact Hσ (P )∼=Hσ (|P |n) follows from Lemma 2.10. Since
eiφn·((1/2)σ⊗1+1⊗Jf)Hσ
(|P |n)e−iφn·((1/2)σ⊗1+1⊗Jf) =Hσ (|P |n), φ ∈ R, (2.34)
follows from (2.32), hence (2.33) is obtained. 
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Example 2.7 with n= nz, i.e.,
e(k,1)= (−k2, k1,0)
/√
k21 + k22, e(k,2)= kˆ × e(k,1).
Then Sasaki [49] proved that Hσ (P ) with arbitrary polarization vectors is unitarily equivalent to
H˜σ (P ). In particular Hσ (P ) ∼= H˜σ (P ) =⊕z∈Z1/2 H˜σ (P, z). Moreover H˜σ (P, z) ∼= H˜σ (P,−z)
for z ∈ Z1/2. Let M denote the multiplicity of ground state of Hσ (P ). In [37], the lower bound,
M  2, is proven for sufficiently small coupling constants. Sasaki [49] gives an immediate corol-
lary for H˜σ (P, z) ∼= H˜σ (P,−z).
Corollary 2.13. Let ϕˆ be rotation invariant. Then M is an even number. In particular M  2,
whenever ground states exist.
Let us remove a spin from Hσ (P ). Assume (P) and that ϕˆ(R(n,φ)) = ϕˆ(k) for φ ∈ R. Then,
as is seen in (2.34), as well as Hσ (|P |n), H(|P |n) is also rotation invariant around n, i.e.,
eiφn·JfH
(|P |n)e−iφn·Jf =H (|P |n), φ ∈ R.
We have
Fb =
⊕
z∈Z
F0b (z), H(P )∼=H
(|P |n)=⊕
z∈Z
H(P, z), (2.35)
where F0b (z) denotes the subspace spanned by eigenvectors at eigenvalue z ∈ Z of n · Jf. It is
shown that the ground state of H(P ) is unique for arbitrary e ∈ R in the case of P = 0, and for
sufficiently small |e| in the case of P = 0. See Section 3 and [37].
Corollary 2.14. Let ϕˆ(R(n,φ)) = ϕˆ(k) and polarization vectors be like in Example 2.7. Assume
that H(|P |n) has the unique ground state ϕg(|P |n). Then we have (n · Jf)ϕg(|P |n) = 0, i.e.,
ϕg(|P |n) ∈F0b (0) in the decomposition (2.35).
Proof. Since the ground state ϕg(|P |n) is unique, ϕg(|P |n) has to belong to some F0b (z). Then
it has to be z = 0 since H(|P |n, z) ∼=H(|P |n,−z), z ∈ Z, by [49]. 
3. Functional integral representations
In quantum mechanics, the functional integral representation of the semigroup e−th(a) with
h(a) := 1
2
(−i∇ − a)2 + V
on L2(Rd) for real multiplication operators a = (a1, . . . , ad) and V , is given through a stochastic
integral. Let (B(t))t0 = (B1(t), . . . ,Bd(t))t0 be the d-dimensional Brownian motion starting
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it is known that
(
f, e−th(a)g
)2
L
(
R
d
)= ∫
Rd×W
f (X0)g(Xt )e
−i ∫ t0 a(Xs)◦dB(s) dX, (3.1)
where
∫ t
0 a(Xs) ◦ dB(s) :=
∑d
μ=1
∫ t
0 aμ(Xs) dBμ(s) + 12
∫ t
0 (∇ · a)(Xs) ds. For the functional
integral representation of the semigroup generated by the Pauli–Fierz Hamiltonian H , we also
need a stochastic integral, however, in this case, a Hilbert space-valued one. We quickly review
a functional integral representation of e−tH in the next subsection.
3.1. Functional integral representations for e−tH
3.1.1. Gaussian random variables A0,A1,A2
LetA0(f ) be a Gaussian random process on a probability space (Q0,Σ0,μ0) indexed by real
f = (f1, . . . , fd) ∈⊕d L2(Rd) with mean zero,∫
Q0
A0(f ) dμ0 = 0, (3.2)
and covariance, ∫
Q0
A0(f )A0(g) dμ0 = q0(f, g), (3.3)
where
q0(f, g) := 12
d∑
μ,ν=1
∫
Rd
δ⊥μν(k)fˆμ(k)gˆν(k) dk.
The existence of probability space (Q0,Σ0,μ0) and Gaussian random variable A0(f ) satisfy-
ing (3.2) and (3.3) are governed by the Minlos theorem [50, Theorem I.10]. In a similar way,
thanks to the Minlos theorem, we can construct two other Gaussian random variables. LetA1(f )
indexed by real f ∈⊕d L2(Rd+1) and A2(f ) by real f ∈⊕d L2(Rd+2) be Gaussian random
processes on probability spaces (Q1,Σ1,μ1) and (Q2,Σ2,μ2), respectively, with mean zero
and covariances given by ∫
Q1
A1(f )A1(g) dμ1 = q1(f, g), (3.4)
∫
Q2
A2(f )A2(g) dμ2 = q2(f, g), (3.5)
where
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d∑
μ,ν=1
∫
Rd+1
δ⊥μν(k)fˆμ(k, k0)gˆν(k, k0) dk dk0,
q2(f, g) := 12
d∑
μ,ν
∫
Rd+1+1
δ⊥μν(k)fˆμ(k, k0, k1)gˆν(k, k0, k1) dk dk0 dk1.
In what follows subscripts α and α′ stand for 0,1,2. Note that Aα(f ) is real and linear in
f . We extend it for f = fR + ifI with fR = (f + f¯ )/2 and fI = (f − f¯ )/(2i) as Aα(f ) =
Aα(fR)+ iAα(fI). The n-particle subspace L2n(Qα) of L2(Qα) is defined by
L2n(Qα)= L.H.
{:Aα(f1) · · ·Aα(fn): ∣∣ fj ∈ L2(Rd+α), j = 1, . . . , n}.
Here :X: denotes the Wick product of X [48] defined recursively as
:Aα(f ): =Aα(f ),
:Aα(f )Aα(f1) · · ·Aα(fn): = :Aα(f1) · · ·Aα(fn):
−
n∑
j=1
qα(f,fj ):Aα(f1) · · · ˆAα(fj ) · · ·Aα(fn):,
where Yˆ denotes omitting Y . The identity L2(Qα) =⊕∞n=0 L2n(Qα) is known as the Wiener–
Itô decomposition. We denote the scalar product and the norm on L2(Qα) by (·,·)α and ‖ · ‖α ,
respectively, for (·,·)L2(Qα) and ‖ · ‖L2(Qα).
3.1.2. Factorization of semigroups
Let T : L2(Rd+α) → L2(Rd+α′) be a linear contraction operator. Then the linear operator
Γαα′(T ) : L2(Qα)→ L2(Qα′) is defined by
Γαα′(T )1 = 1, Γαα′(T ):Aα(f1) · · ·Aα(fn): = :Aα′
([T ]df1) · · ·Aα′([T ]dfn):.
Since the linear hull of vectors of the form :Aα(f1) · · ·Aα(fn): is dense in L2(Qα), we can
extend Γαα′(T ) to the contraction operator from L2(Qα) to L2(Qα′). We denote its extension by
the same symbol. For notational convenience we set Γα(T )= Γαα(T ). Since {Γα(eith)}t∈R with
a self-adjoint operator h on L2(Rd+α) is a strongly continuous one-parameter unitary group, by
the Stone theorem, there exists a self-adjoint operator dΓα(h) on L2(Qα) such that Γα(eith) =
eitdΓα(h), t ∈ R. We set Nα := dΓα(1). Let h be a multiplication operator in L2(Rd). We define
the families of isometries,
L2
(
R
d
) js−→ L2(Rd+1) ξt=ξt (h)−−−−−→ L2(Rd+2), s, t ∈ R, (3.6)
by
ˆjsf (k, k0) := e
−isk0
√
(
ω(k)
2 2
)1/2
fˆ (k), (k, k0) ∈ Rd ×R, (3.7)π ω(k) + |k0|
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−itk1
√
π
(
h(k)
h(k)2 + |k1|2
)1/2
fˆ (k, k0), (k, k0, k1) ∈ Rd ×R×R. (3.8)
By a direct computation we can see that
j∗s jt = e−|t−s|ω(−i∇) : L2
(
R
d
)→ L2(Rd), s, t ∈ R, (3.9)
ξ∗s ξt = e−|t−s|(h(−i∇)⊗1) : L2
(
R
d+1)→ L2(Rd+1), s, t ∈ R. (3.10)
Here ω(−i∇) is defined by ω(−i∇)f = (ωfˆ )∨ and h(−i∇) ⊗ 1 is an operator defined on
L2(Rd+1) under the identification L2(Rd+1) ∼= L2(Rd) ⊗ L2(R). Next, define the families of
operators Js and Ξt =Ξt(h), s, t ∈ R:
L2(Q0)
Js−→ L2(Q1) Ξt−→ L2(Q2),
by Js := Γ01(js) and Ξt := Γ12(ξt ), i.e.,
Js1 = 1, Js :A0(f1) · · ·A0(fn): = :A1
([js]df1) · · ·A1([js]dfn):, s ∈ R,
Ξt1 = 1, Ξt :A1(f1) · · ·A1(fn): = :A2
([ξt ]df1) · · ·A2([ξt ]dfn):, t ∈ R.
Both Js and Ξt can be extended to contraction operators in the similar manner as Γα(T ). Those
extensions are denoted by the same symbols. We have by (3.9) and (3.10),
J ∗s Jt = e−|t−s|dΓ0(ω(−i∇)) : L2(Q0)→ L2(Q0), s, t ∈ R, (3.11)
Ξ∗s Ξt = e−|t−s|dΓ1(h(−i∇)⊗1) : L2(Q1)→ L2(Q1), s, t ∈ R. (3.12)
3.1.3. Functional integrals
Define
Aα,μ(f )=Aα
(
d⊕
=1
δμf
)
, f ∈ L2(Rd+α), μ= 1, . . . , d.
We set
Aμ(fˆ ) := 1√
2
d−1∑
j=1
∫
eμ(k, j)
(
a∗(k, j)fˆ (k)+ a(k, j)fˆ (−k))dk
for f ∈ L2(Rd), μ = 1, . . . , d . It is well known that L2(Q0) is unitarily equivalent to Fb with
1 ∼= Ω , A0,μ(f ) ∼= Aμ(fˆ ) and dΓ0(h(−i∇)) ∼= dΓ (h) for multiplication operator h in L2(Rd).
In particular
dΓ0(−i∇)∼= Pf, dΓ0
(
ω(−i∇))∼=Hf (3.13)
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Rd
Fb dx, we can see that
H∼=
⊕∫
Rd
L2(Q0) dx, (3.14)
i.e., F ∈H can be regarded as an L2(Q0)-valued L2-function on Rd . In what follows we use
identification (3.13) and (3.14) without notices. Note that in the Fock representation the test
function fˆ of Aμ(fˆ ) is taken in the momentum representation, but in the Schrödinger represen-
tation, f of A0,μ(f ) in the position representation. We can see that
H ∼= 12
(−i∇ ⊗ 1 − eAϕ˜0 )2 + V ⊗ 1 + 1 ⊗Hf.
Here Aϕ˜0 := (Aϕ˜0,1, . . . ,Aϕ˜0,d ) with
Aϕ˜0,μ :=
⊕∫
Rd
A0,μ
(
ϕ˜(· − x))dx, μ= 1, . . . , d,
and ϕ˜ := (ϕˆ/√ω )∨. By the Feynman–Kac formula (3.1) with a = (0, . . . ,0) and the fact J ∗0 Jt =
e−tHf we can see that
(
F,e−tH0G
)
H =
∫
Rd×W
e−
∫ t
0 V (Xs) ds
(
J0F(X0), JtG(Xt )
)
1 dX.
Adding the minimal perturbation −i∇μ ⊗1 → −i∇μ ⊗1− eAϕˆ0 , we have the functional integral
representation below, see [29].
Proposition 3.1. Let F,G ∈H. Then
(
F,e−tHG
)
H =
∫
Rd×W
e−
∫ t
0 V (Xs) ds
(
J0F(X0), e
−ieA1(K1[0,t](x))JtG(Xt )
)
1 dX, (3.15)
where
K1[0,t](x) :=
d⊕
μ=1
t∫
0
jsϕ˜(· −Xs)dBμ(s) ∈
⊕d
L2
(
R
d+1),
and
(
F,e−tKG
)
H =
∫
d
e−
∫ t
0 V (Xs) ds
(
F(X0), e
−ieA0(K0[0,t](x))G(Xt )
)
0 dX, (3.16)
R ×W
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K0[0,t](x)=
d⊕
μ=1
t∫
0
ϕ˜(· −Xs)dBμ(s) ∈
⊕d
L2
(
R
d
)
.
Define two Gaussian random processes
{Aμ,s(f )}s∈R,f∈L2(Rd ) on (Q1,Σ1,μ1) by Aμ,s(f ) :=A1,μ(jsf ),{Aμ,s,t (f )}(s,t)∈R2,f∈L2(Rd ) on (Q2,Σ2,μ2) by Aμ,s,t (f ) :=A2,μ(ξsjtf ).
By (3.4), (3.5), (3.9) and (3.10), it is directly seen that∫
Q1
Aμ,s(f )Aν,t (g) dμ1 = 12
∫
Rd
e−|s−t |ω(k)δ⊥μν(k)fˆ (k)gˆ(k) dk, (3.17)
∫
Q2
Aμ,s,t (f )Aν,s′,t ′(g) dμ2 = 12
∫
Rd
e−|s−s′|h(k)e−|t−t ′|ω(k)δ⊥μν(k)fˆ (k)gˆ(k) dk. (3.18)
Then the identity A1(K1[0,t](x)) =
∑d
μ=1
∫ t
0 Aμ,s(ϕ˜(· −Xs)) dBμ(s) follows.
3.2. Functional integral representations for e−tH(P )
We now construct the functional integral representation of (Ψ, e−tH(P )Φ)Fb .
Lemma 3.2. Let Ψ,Φ ∈ Fb. Then (Ψ, e−tH(P )Φ)Fb and (Ψ, e−tKF(P )Φ)Fb are continuous in
P ∈ Rd .
Proof. We prove the lemma for f (P ) := (Ψ, e−tH(P )Φ)Fb , while that of (Ψ, e−tK(P )Φ)Fb is
similar. We have
f (P )− f (P ′)
=
t∫
0
(
e−(t−s)H(P )Ψ,
(
H(P )−H(P ′))e−sH(P ′)Φ)Fb ds
= 1
2
d∑
μ=1
(P − P ′)μ
t∫
0
(
e−(t−s)H(P )Ψ,
(
P + P ′ − 2Pf − 2eA(0)
)
μ
e−sH(P ′)Φ
)
Fb ds.
The integral on the right-hand side above is locally finite for P and P ′. Then it follows that
limP ′→P f (P ′)= f (P ) follows. 
For Ψ ∈ L2(Q0), we set
Ψt := Jte−iPf·B(t)Ψ, t  0.
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(
Ψ,e−tH(P )Φ
)
Fb =
∫
W
(
Ψ0, e
−ieA1(K1[0,t](0))Φt
)
1e
iP ·B(t) dPW , (3.19)
where K1[0,t](0) :=
⊕d
μ=1
∫ t
0 jsϕ˜(· −B(s)) dBμ(s), and(
Ψ,e−tKF(P )Φ
)
Fb =
∫
W
(
Ψ,e
−ieA1(K0[0,t](0))e−iPf·B(t)Φ
)
0e
iP ·B(t) dPW , (3.20)
where K0[0,t](0) :=
⊕d
μ=1
∫ t
0 ϕ˜(· −B(s)) dBμ(s).
Proof. Set Fs = ρs ⊗ Ψ ∈ L2(Rd) ⊗ F∞b and Gr = ρr ⊗ Φ ∈ L2(Rd) ⊗ F∞b , where F∞b is
defined in (2.14) and ρs is the heat kernel:
ρs(x)= (2πs)−d/2e−|x|2/(2s), s > 0. (3.21)
By the fact that H =U−1(∫ ⊕
Rd
H(P )dP )U and Ue−iξ ·P TU−1 = ∫ ⊕
Rd
e−iξ ·P dP , we have
(
Fs, e
−tH e−iξ ·P TGr
)
H =
∫
Rd
dP
(
(UFs)(P ), e
−tH(P )e−iξ ·P (UGr)(P )
)
Fb, ξ ∈ Rd .
Here (UFs)(P ) = (2π)−d/2
∫
Rd
e−ix·P eix·Pfρs(x)Ψ dx. Note that
lim
s→0(UFs)(P )=
1√
(2π)d
Ψ (3.22)
strongly in Fb for each P ∈ Rd . Hence we have by the Lebesgue dominated convergence theo-
rem,
lim
s→0
(
Fs, e
−tH e−iξ ·P TGr
)
Fb =
1√
(2π)d
∫
Rd
dP
(
Ψ,e−tH(P )e−iξ ·P (UGr)(P )
)
Fb . (3.23)
On the other hand we see that by (3.15)
lim
s→0
(
Fs, e
−tH e−iξ ·P TGr
)
H
= lim
s→0
∫
W×Rd
(
J0Fs(X0), e
−ieA1(K1[0,t](x))Jt e−iξ ·P
T
Gr(Xt )
)
1 dX
= lim
s→0
∫
W×Rd
ρs(x)ρr(Xt − ξ)
(
J0Ψ,e
−ieA1(K1[0,t](x))Jt e−iξ ·PfΦ
)
1 dX
=
∫
ρr
(
B(t)− ξ)(J0Ψ,e−ieA1(K1[0,t](0))Jt e−iξ ·PfΦ)1 dPW . (3.24)W
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Υ (x) :=
∫
W
dPWρr(Xt − ξ)
(
J0Ψ,e
−ieA1(K1[0,t](x))Jt e−iξ ·PfΦ
)
1
is bounded,
lim
x→0Υ (x)= Υ (0)= r.h.s. (3.24), (3.25)
and
lim
s→0
∫
Rd
dxρs(x)Υ (x)= Υ (0). (3.26)
We prove (3.25) by Lemma 3.4 below. Then we obtained by (3.23) and (3.24) that
1√
(2π)d
∫
Rd
e−iξ ·P
(
Ψ,e−tH(P )(UGr)(P )
)
Fb dPW
=
∫
W
ρr
(
B(t)− ξ)(J0Ψ,e−ieA1(K1[0,t](0))Jt e−iξ ·PfΦ)1 dPW . (3.27)
Since ∫
Rd
∥∥e−tH(P )UGr(P )∥∥2Fb dPW 
∫
Rd
∥∥UGr(P )∥∥2Fb dPW = ‖Gr‖2H <∞,
we have (Ψ, e−tH(·)(UGr)(·))Fb ∈ L2(Rd) for r = 0. Then taking the inverse Fourier transform
of both sides of (3.27) with respect to P , we have
(
Ψ,e−tH(P )(UGr)(P )
)
Fb
= 1√
(2π)d
∫
Rd
dξeiP ·ξ
∫
W
dPWρr
(
B(t)− ξ)(J0Ψ,e−ieA1(K1[0,t](0))Jt e−iξ ·PfΦ)1
= 1√
(2π)d
∫
W
dPW
∫
Rd
dξeiP ·ξ ρr
(
B(t)− ξ)(J0Ψ,e−ieA1(K1[0,t](0))Jt e−iξ ·PfΦ)1 (3.28)
for almost every P ∈ Rd . The second equality of (3.28) is due to Fubini’s lemma. The right-hand
side of (3.28) is continuous in P , and so is the left-hand side by Lemma 3.2. Then (3.28) is
true for all P ∈ Rd . Taking r → 0 on both sides of (3.28), we have by the Lebesgue dominated
convergence theorem and (3.22) that
(
Ψ,e−tH(P )Φ
)
Fb =
∫ (
J0Ψ,e
−ieA1(K1[0,t](0))Jt e−iPf·B(t)Φ
)
1e
iP ·B(t) dPW = (3.19).
W
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and Φn →Φ strongly as n→ ∞. Since∣∣(J0Ψn, e−ieA1(K1[0,t](0))Jt e−iPf·B(t)Φn)1∣∣ ‖Ψn‖Fb‖Φn‖Fb  c
with some constant c independent of n, we have by the Lebesgue dominated convergence theo-
rem:
lim
n→∞
∫
W
(
J0Ψn, e
−ieA1(K1[0,t](0))Jt e−iPf·B(t)Φn
)
1e
iP ·B(t) dPW
=
∫
W
(
J0Ψ,e
−ieA1(K1[0,t](0))Jt e−iPf·B(t)Φ
)
1e
iP ·B(t) dPW ,
and it is immediate that limn→∞(Ψn, e−tH(P )Φn)Fb = (Ψ, e−tH(P )Φ)Fb . Hence (3.19) is
proven. (3.20) is similarly proven through (3.16) and the fact that ∫ ⊕
Rd
KF(P )dP ∼=K . 
It remains to show (3.26).
Lemma 3.4. It follows that limx→0 Υ (x) = Υ (0).
Proof. We have
∣∣Υ (x)−Υ (0)∣∣

∫
W
dPW
∣∣ρr(Xt − ξ)− ρr(Bt − ξ)∣∣∣∣(J0Ψ,e−ieA1(K1[0,t](x))Jt e−iξ ·PfΦ)1∣∣
+
∫
W
dPWρr(Bt − ξ)
∣∣(J0Ψ, (e−ieA1(K1[0,t](x)) − e−ieA1(K1[0,t](0)))Jte−iξ ·PfΦ)1∣∣
 ‖Ψ ‖0‖Φ‖0
∫
W
dPW
∣∣ρr(Bt + x − ξ)− ρr(Bt − ξ)∣∣
+C‖Ψ ‖0‖Φ‖0
∫
W
dPW
∣∣∣∣∣∣e−ieA1(K1[0,t](x)) − e−ieA1(K1[0,t](0))∣∣∣∣∣∣, (3.29)
where C = supx∈Rd ρr (x) and |||F ||| =
∫ |F |dμ1. The last inequality in (3.29) is shown in
[35, Corollary 4.4]. It is not hard to see that
lim
x→0
∫
W
dPW
∣∣ρr(Bt + x − ξ)− ρr(Bt − ξ)∣∣= 0.
We estimate the last term in (3.29). We have
∣∣∣∣∣∣e−ieA1(K1[0,t](x)) − e−ieA1(K1[0,t](0))∣∣∣∣∣∣ ∥∥e−ieA1(K1[0,t](x)) − e−ieA1(K1[0,t](0))∥∥1
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∥∥e−ieA1(K1[0,t](x)) − e−ieA1(K1[0,t](0))∥∥21 = 2 − 2 exp
(
e2
2
q1
(
φ(x),φ(x)
))
,
where
φ(x) =
d⊕
μ=1
∫
js
(
ϕ˜(· −Bs − x)− ϕ˜(· −Bs)
)
dBμ(s).
Hence
∫
W
dPW
∣∣∣∣∣∣e−ieA1(K1[0,t](x)) − e−ieA1(K1[0,t](0))∣∣∣∣∣∣√2( ∫
W
dPW
∣∣1 − e−(e2/2)q1(φ(x),φ(x))∣∣)1/2

√
2
( ∫
W
dPW
e2
2
q1
(
φ(x),φ(x)
))1/2 → 0
as x → 0. Then we complete the lemma. 
3.3. Applications
Let L2fin(Qα) :=
⋃∞
N=0[
⊕N
n=0 L2n(Qα)] and T a self-adjoint operator on L2(Rd+α). Let us
define the operator Πα,μ(Tf ) on L2fin(Qα) by
Πα,μ(Tf ) := i
[
dΓα(T ),Aα,μ(f )
]
, f ∈ D(T ). (3.30)
In the case f is real-valued, Πα,μ(Tf ) is a symmetric operator and L2fin(Qα) is the set of analytic
vectors of Πα,μ(f ). Then L2fin(Qα) is a core of Πα,μ(f ). The self-adjoint extension of Πα,μ(f )
with real f is denoted by the same symbol.
3.3.1. Ergodic properties
Let K+ := {Ψ ∈ L2(Q0) | Ψ  0} be the positive cone and set K0+ := {Ψ ∈K+ | Ψ > 0}. It is
well known [50, Theorem I.12] that eiPf·vK+ ⊂K+ for v ∈ Rd .
Proposition 3.5. For real f ∈ L2(Rd+1), it follows that J ∗0 eiΠ1,μ(f )Jt [K+ \ {0}] ⊂ K0+, i.e.,
J ∗0 eiΠ1,μ(f )Jt is positivity improving.
Proof. See [16,17] for f = 0 and [30] for f = 0. 
We define
ϑ := exp
(
i
π
2
N
)
.
Theorem 3.6. In the Schrödinger representation, ϑe−tH(0)ϑ−1 is positivity improving.
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that
(
Ψ,ϑe−tH(0)ϑ−1Φ
)
Fb =
∫
W
(
Ψ0, e
−ieΠ1(K1[0,t](0))Φt
)
1 dPW
=
∫
W
(
Ψ,J ∗0 e
−ieΠ1(K1[0,t](0))Jt e−iPf·B(t)Φ
)
0 dPW . (3.31)
Here we used the facts that Jte−iPf·B(t)e−i(π/2)N = e−i(π/2)N˜ Jt e−iPf·B(t) and
ei(π/2)N˜ e−ieA1(f )e−i(π/2)N˜ = e−ieΠ1(f ),
where N˜ = dΓ1(1). By Proposition 3.5, J ∗0 e−ieΠ1(K
1[0,t](0))Jt e−iPf·B(t) is positivity improving for
each w ∈ W , specifically the integrand in (3.31) is strictly positive for each w ∈ W . Hence the
right-hand side of (3.31) is strictly positive, which implies that ϑe−tH(0)ϑ−1K+ \ {0} ⊂ K0+.
Thus the theorem follows. 
Corollary 3.7. The ground state ϕg(0) of H(0) is unique up to multiple constants, if it exists, and
it can be taken as ϑϕg(0) > 0 in the Schrödinger representation.
Proof. Theorem 3.6 implies that the ground state of ϑH(0)ϑ−1 is unique and that we can take a
strictly positive ground state, by an infinite-dimensional variant of the Perron–Frobenius theorem
for positivity improving operators. See [24]. Since ϑ is unitary, the corollary follows. 
Corollary 3.8 (Two diamagnetic inequalities). It follows that
∣∣(Ψ,e−tH(P )Φ)Fb ∣∣ (|Ψ |, e−t ( 12P 2f +Hf)|Φ|)0, (3.32)∣∣(Ψ,ϑe−tH(P )ϑ−1Φ)Fb ∣∣ (|Ψ |, ϑe−tH(0)ϑ−1|Φ|)0. (3.33)
Proof. When L is positivity preserving, we have |LΨ | L|Ψ |. Furthermore,
∣∣(Ψ,e−tH(P )Φ)Fb ∣∣
∫
W
(
J0|Ψ |, Jt e−iPf·B(t)|Φ|
)
1 dPW =
(|Ψ |, e−t ( 12P 2f +Hf)|Φ|)0,
where we used that B(t) is Gaussian with
∫ |Bμ(t)|2 dPW = 1/2. Thus (3.32) follows. We have
(
Ψ,ϑe−tH(P )ϑ−1Φ
)
Fb =
∫
W
(
Ψ0, e
−ieΠ1(K1[0,t](0))Φt
)
1e
iP ·B(t) dPW . (3.34)
Then
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∫
W
(|Ψ |0, e−ieΠ1(K1[0,t](0))|Φ|t)1 dPW
= (|Ψ |, ϑe−tH(0)ϑ−1|Φ|)0.
Hence (3.33) follows. 
Let E(P, e2) := infσ(H(P )).
Corollary 3.9.
(1) 0 =E(0,0)E(0, e2)E(P, e2).
(2) Assume that the ground state ϕg(0) of H(0) exists for e ∈ [0, e0) with some e0 > 0. Then
E(0, e2) is concave, continuous and monotonously increasing function on e2.
(3) E(0, e2) infσ(H).
Proof. (3.33) implies |(Ψ,ϑe−tH(P )ϑ−1Ψ )Fb |  e−tE(0,e
2)‖Ψ ‖2Fb . Since ϑ is unitary, (1) fol-
lows. Let ϕg(0) be the ground state of H(0). Thus by Corollary 3.7, ϑϕg(0) > 0, and hence
(1, ϕg(0))0 = 0 by ϑ−11 = 1. Hence
E
(
0, e2
)= lim
t→∞−
1
t
log
(
Ω,e−tH(0)Ω
)
Fb = limt→∞−
1
t
log
∫
W
(
1, e−ieA(K
1[0,t](0))1
)
1 dPW
= lim
t→∞−
1
t
log
∫
W
e
− e22 q0(K1[0,t](0),K1[0,t](0)) dPW .
Since exp(− e22 q0(K1[0,t](0),K1[0,t](0))) is log convex on e2, E(0, e2) is concave. Then E(0, e2) is
continuous on (0, e0). Since E(0, e2) is also continuous at e2 = 0 by the fact that H(0) converges
as e2 → 0 in the uniform resolvent sense, E(0, e2) is continuous on [0, e0). Then E(0, e2) can
be expressed as E(0, e2)= ∫ e20 φ(t) dt with some positive function φ. Thus E(0, e2) is monoto-
nously increasing on e2. Then (2) is obtained. We have
(
F, (1 ⊗ ϑ)e−tH (1 ⊗ ϑ−1)G)H =
∫
Rd
dP
(
F(P ),ϑe−tH(P )ϑ−1G(P )
)
Fb .
Then by (3.33) it is seen that
∣∣(F, (1 ⊗ ϑ)e−tH (1 ⊗ ϑ−1)F )H∣∣ e−tE(0,e2)
∫
Rd
dP
∥∥F(P )∥∥2Fb = e−tE(0,e2)‖F‖2H.
Thus (3) follows. 
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(1) The uniqueness of the ground state of H(P ) is shown in [37] for sufficiently small |e|. The
result in Corollary 3.7 is valid for arbitrary values of coupling constants but assumes P = 0.
(2) In [41], a weaker statement ϑe−tH(0)ϑ−1K+ ⊂ K+ is shown, and Corollary 3.9(1) is also
obtained.
3.3.2. Invariant domains and essential self-adjointness of K(P )
Lemma 3.11. Assume that ω3/2ϕˆ ∈ L2(Rd). Then
e−tKF(P )
[
D
(
P 2f
)∩D(Hf)]⊂D(P 2f )∩D(Hf). (3.35)
Proof. We have for f ∈⊕d L2(Rd+1),
eieA0(f )Hfe−ieA0(f ) =Hf − ie
[
Hf,A0(f )
]+ 1
2
(−ie)2[[Hf,A0(f )],A0(f )]
=Hf − eΠ0
([ω]df )− e2q0([ω]df,f ).
From the Burkholder-type inequality [31]: for μ= 1, . . . , d ,
∫
W
dPW
∥∥∥∥∥ωn/2
t∫
0
ϕ˜(· −Xs)dBμ(s)
∥∥∥∥∥
2m
L2(Rd )
 (2m)!
2m
tm
∥∥ω(n−1)/2ϕˆ∥∥2
L2(Rd ), (3.36)
and ‖Π0(f )Φ‖L2(Q)  c
∑d
μ=1(‖fμ/
√
ω‖L2(Rd ) + ‖fμ‖L2(Rd ))‖(Hf + 1)1/2Φ‖L2(Q) by (2.9)
with some constant c, it follows that for Ψ ∈D(Hf),∫
W
∥∥eieA0(K0[0,t](0))Hfe−ieA0(K0[0,t](0))JtΨ ∥∥20 dPW C∥∥(Hf + 1)Ψ ∥∥2Fb (3.37)
with some constant C. Thus we see that, by means of functional integral representations (3.20),
∣∣(HfΨ,e−tKF(P )Φ)Fb ∣∣

∫
W
∥∥eieA0(K0[0,t](0))Ψ ∥∥0∥∥eieA0(K0[0,t](0))Hfe−ieA0(K0[0,t](0))e−iPf·B(t)Φ∥∥0 dPW
 C′‖Ψ ‖Fb
∥∥(Hf + 1)Φ∥∥Fb (3.38)
with some constant C′. We can also see that
eieA0(f )P 2f e
−ieA0(f )
=
d∑(
Pfμ − ie
[
Pfμ,A0(f )
]+ 1
2
(−ie)2[[Pfμ,A0(f )],A0(f )]
)2
μ=1
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d∑
μ=1
{
P 2fμ − ePfμΠ0
([−i∇μ]df )− eΠ0([−i∇μ]df )Pfμ + e2Π0([−i∇μ]df )2
− e2q0
([−i∇μ]df,f )Pfμ + e3Π0([−i∇μ]df )q0([−i∇μ]df,f )+ e4q0([−i∇μ]df,f )2}.
We have for Ψ ∈D(P 2f )∩D(Hf):∥∥PfμΠ0([−i∇μ]df )Ψ ∥∥0  c1∥∥(P 2f +Hf + 1)Ψ ∥∥Fb, (3.39)∥∥Π0([−i∇μ]df )PfμΨ ∥∥0  c2∥∥(P 2f +Hf + 1)Ψ ∥∥Fb, (3.40)∥∥Π([−i∇μ]df )2Ψ ∥∥0  c3∥∥(Hf + 1)Ψ ∥∥Fb, (3.41)∥∥q0([−i∇μ]df,f )PfΨ ∥∥0  c4‖PfΨ ‖Fb, (3.42)∥∥Π0([−i∇μ]df )q0([−i∇μ]df,f )Ψ ∥∥0  c5‖H 1/2f Ψ ‖Fb, (3.43)∥∥q0([−i∇μ]df,f )2Ψ ∥∥0  c6‖Ψ ‖Fb, (3.44)
where we used ω3/2ϕˆ ∈ L2(Rd) in (3.39). Thus, together with inequality (3.36), the integration
of c1, . . . , c6 in (3.39)–(3.44) with f replaced by K0[0,t](0) over dPW is suppressed from above
and
∣∣(P 2f Ψ,e−tKF(P )Φ)Fb ∣∣

∫
W
∥∥eieA0(K0[0,t](0))Ψ ∥∥0∥∥eieA0(K0[0,t](0))P 2f e−ieA0(K0[0,t](0))e−iPf·B(t)Φ∥∥0 dPW
 C′‖Ψ ‖Fb
∥∥(Hf + P 2f + 1)Φ∥∥Fb (3.45)
with some constant C′. Here we used that ‖Hfe−iPf·B(t)Ψ ‖Fb = ‖HfΨ ‖Fb . By (3.38) and (3.45)
the lemma is obtained. 
Proof of Theorem 2.3(2). By Lemma 3.11 we see that KF(P ) is essentially self-adjoint on
D(P 2f )∩D(Hf) by [48, Theorem X.49]. Since KF(P ) = K(P ) on D(Hf)∩D(P 2f ), the desired
result is obtained. 
Lemma 3.12. Let Φ ∈ D((N + 1)M) with M ∈ N. Then e−tH(P )Φ ∈ D(NM) with the inequality
‖NMe−tH(P )Φ‖Fb C‖(N + 1)MΦ‖Fb , where C is a constant independent of P .
Proof. Let Ψ,Φ ∈ D(NM). Set A=A1(K[0,t]) and N˜ = dΓ1(1) for simplicity. Then
(
NMΨ,e−tH(P )Φ
)
Fb =
∫
W
(
N˜MΨ0, e
−ieAΦt
)
1e
iP ·B(t) dPW . (3.46)
Since
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(
N˜ − ie[N˜,A] + 1
2! (−ie)
2[[N˜,A],A])MΦ
= (N˜ − eΠ1(K1[0,t](0))− e2q1(K1[0,t](0),K1[0,t](0)))MΦ. (3.47)
The right-hand side of (3.47) is suppressed as ‖r.h.s.(3.47)‖1  c‖(N + 1)MΦ‖Fb by the
Burkholder-type inequality
∫
W
dPW
∥∥∥∥∥
t∫
0
jsϕ˜(· −Xs)dBμ(s)
∥∥∥∥∥
2m
L2(Rd+1)
 (2m)!
2m
tm‖ϕˆ/√ω‖2
L2(Rd ). (3.48)
Then
∣∣(NMΨ,e−tH(P )Φ)Fb ∣∣
∫
W
∣∣(Ψ0, N˜Me−ieAΦt)1∣∣dPW

∫
W
∥∥eieAΨ0∥∥1∥∥eieAN˜Me−ieAΦt∥∥1 dPW  c‖Ψ ‖Fb∥∥(N + 1)MΦ∥∥Fb .
Hence the lemma follows. 
4. The n-point Euclidean Green functions
In this section we extend functional integral representations derived in the previous section to
the n-point Euclidean Green functions. We fix 0 = s0  s1  · · · sm−1  sm = s and 0 = t0 
t1  · · ·  tm−1  tm = t . For notational simplicity we define for objects (operators or vectors)
Tj , j = 1, . . . , n,
n∏
j=1
Tj := T1T2 · · ·Tn.
We introduce the class of bounded operators, O∞b , on Fb by
O∞b :=
{
Φ
(
A(f1), . . . ,A(fn)
) ∣∣∣Φ ∈ L∞(Rn), fj ∈⊕dL2(Rd), j = 1, . . . , n, n 0}.
We identify the bounded multiplication operator Φ(A(f1), . . . ,A(fn)) on Fb and the bounded
multiplication operator Φ(A0(f1), . . . ,A0(fn)) on L2(Q0).
4.1. In the case of H
Theorem 4.1. Let K = 1 ⊗ dΓ (h) with a multiplication operator h in L2(Rd). Let Fj = fj ⊗
Φj ∈ L∞(Rd) ⊗O∞b , j = 1, . . . ,m − 1, with Φj = Φj(A(f j1 ), . . . ,A(f jnj )), and F0,Fm ∈H.
Then
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(
F0,
m∏
j=1
e−(sj−sj−1)Ke−(tj−tj−1)HFj
)
H
=
∫
Rd×W
dXe−
∫ t
0 V (Xs) ds
(
Fˆ0(X0), e
−ieA2(K2(x))
m∏
j=1
Fˆj (Xtj )
)
2
, (4.1)
where Fˆj (x) :=Ξsj Jtj Fj (x)= fj (x)Φj (A2(ξsj jtj f j1 ), . . . ,A2(ξsj jtj f jnj )) and
K2(x) :=
d⊕
μ=1
m∑
j=1
tj∫
tj−1
ξsj js ϕ˜(· −Xs)dBμ(s).
Proof. Set K0 = 12 (−i∇ ⊗ 1 − eA
˜ˆϕ
0 )
2 and assume that V ∈ C∞0 (Rd) for the moment. By the
Trotter–Kato product formula [39], we have e−tH = s- limn→∞(e− tn V e− tnK0e− tnHf)n. Set an =
tn − tn−1 and bn = sn − sn−1, n= 1, . . . ,m, for notational convenience. Thus
l.h.s. (4.1) = lim
n→∞
(
F,e−b1K
(
e−
a1
n
V e−
a1
n
K0e−
a1
n
Hf
)n
F1e
−b2K(e− a2n V e− a2n K0e− a2n Hf)n
· · ·Fm−1e−bmK
(
e−
am
n
V e−
am
n
K0e−
am
n
Hf
)n
G
)
0. (4.2)
Define s :H→H by
(0F)(x) := F(x),
(sF )(x) :=
∫
Rd
ps
(|x − y|)e−i(e/2)∑dμ=1A0,μ(ϕ˜(·−x)+ϕ˜(·−y))·(xμ−yμ)F (y) dy, s = 0.
Here ps(x) is the heat kernel given in (3.21). Then it is established in [29] that
s- lim
n→∞(t/2n)
2n = e−tK0 . (4.3)
Let Es := JsJ ∗s and define [a,b] := L.H.{F ∈ L2(Q1) | F ∈ RanEs, s ∈ [a, b]}. We denote the
smallest σ field generated by [a,b] by Σ[a,b]. Let a  b c d and assume that Ψ is measurable
with respect to Σ[a,b] and Φ with respect to Σ[c,d]. Then it is known as Markov property [50]
of Es on L2(Q1) that
(Ψ,EsΦ)1 = (Ψ,Φ)1 (4.4)
for b s  c. We note that for F = f ⊗Φ(A0(f1), . . . ,A0(fn)) ∈ L∞(Rd)⊗O∞b , the identity
JsFJ
∗
s = (JsF )Es =Es(JsF )Es (4.5)
holds as an operator, where JsF on the right-hand side of (4.5) is
JsF = f ⊗Φ
(A1(jsf1), . . . ,A1(jsfn)).
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Jse
−iA0,μ(f )J ∗s =Ese−iA1,μ(jsf )Es (4.6)
as an operator. Substituting (4.3), e−|s−t |Hf = J ∗s Jt and Jse−t dΓ1(h) = e−tK˜Js , where K˜ :=
dΓ1(h⊗ 1), into (4.2), we can obtain that
l.h.s. (4.1) =
∫
Rd×W
dXe−
∫ t
0 V (Xs) ds
(
J0F0(X0), e
−b1K˜e−ieA1(K
t1
t0 )
(
Jt1F1(Xt1)
)
e−b2K˜
· · · (Jtm−1Fm−1(Xtm))e−bmK˜e−ieA1(Ktm−1tm )JtmFm(Xtm))1,
where we used (4.5), (4.6) and the Markov property (4.4) of Es . We have also set simply
Kvu = K1[u,v](x) =
⊕d
μ=1
∫ v
u
jsϕ˜(· − Xs)dBμ(s). By factorizing e−bj K˜ as Ξ∗sj Ξsj−1 and using
the Markov property of ΞsΞ∗s on L2(Q2) again, we have
l.h.s. (4.1) =
∫
Rd×W
dXe−
∫ t
0 V (Xs) ds
(
Ξ0J0F0(X0), e
−ieA2(ξs1K
t1
t0 )e
−ieA2(ξs2K
t2
t1 )
· · · e−ieA2(ξsmKtmtm−1 )
m∏
j=1
(
Ξsj Jtj Fj (Xtj )
))
2
= r.h.s. (4.1).
Hence the theorem follows for V ∈ C∞0 (Rd). By a simple limiting argument on V , we can
achieve the theorem. 
Remark 4.2. By the proof of Theorem 3.6, we can see that F1, . . . ,Fm−1 in Theorem 3.6
can be extended for more general bounded multiplication operators such as the form F(x) =
e−ix·Pff (x)⊗Ψ (A(f1), . . . ,A(fn))eix·Pf = f (x)⊗Ψ (A(e−ikxf1), . . . ,A(e−ikxfn)). This fact
will be used in the next subsection.
4.2. In the case of H(P )
Theorem 4.3. Let K = dΓ (h) with a multiplication operator h in L2(Rd). We assume that
Φ0,Φm ∈ Fb and Φj ∈O∞b for j = 1, . . . ,m − 1 with Φj = Φj(A(f j1 ), . . . ,A(f jnj )). Then for
P0, . . . ,Pm−1 ∈ Rd ,
(
Φ0,
m∏
j=1
e−(sj−sj−1)Ke−(tj−tj−1)H(Pj−1)Φj
)
Fb
=
∫
dPW
(
Φˆ0, e
−ieA2(K2(0))
m∏
j=1
Φˆj
)
2
e
+i∑mj=1(B(tj )−B(tj−1))Pj−1 , (4.7)W
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Φˆj :=Ξsj Jtj e−iPf·B(tj )Φj =Φj
(A2(ξsj jtj f j1 (· −B(tj ))), . . . ,A2(ξsj jtj f jnj (· −B(tj ))))
and
K2(0) :=
d⊕
μ=1
m∑
j=1
tj∫
tj−1
ξsj js
˜ˆϕ(· −B(s))dBμ(s).
In particular, in the case of P0 = · · · = Pm−1 = P , it follows that(
Φ0,
m∏
j=1
e−(sj−sj−1)Ke−(tj−tj−1)H(P )Φj
)
Fb
=
∫
W
dPW
(
Φˆ0, e
−ieA2(K2(0))
m∏
j=1
Φˆj
)
2
eiP ·B(t).
Proof. Let ξ0, ξ1, . . . , ξm−1 ∈ Rd and l0, l1, . . . , lm−1 > 0. Set Fj (x) = ρlj (x)Φj (x), where
Φj(x) = e−ix·PfΦjeix·Pf = Φj(A0(f j1 (· − x)), . . . ,A0(f jnj (· − x))), and ρs is the heat kernel
given in (3.21). Then
UFjΨ = (ρˆlj Φj ) ∗ (UΨ )=
( ∫
Rd
ρˆlj (· − y)(UΨ )(y) dy
)
Φj (4.8)
follows, where U is given in (2.13) and ρˆ the Fourier transform of ρ. For notational convenience
we set, for j = 1, . . . ,m,
Oj(Pj−1) := e−(sj−sj−1)Ke−(tj−tj−1)H(Pj−1), Oj := e−(sj−sj−1)1⊗Ke−(tj−tj−1)H .
Then the left-hand side of (4.7) can be presented as (Φ0,
∏m
j=1 Oj(Pj−1)Φj )Fb . We note that
[Oj(P ), e−iη·P T ] = 0 for P,η ∈ Rd . Set F˜j (P ) = ρˆlj (P )Φj . We see that by (4.8)
(
F0, e
−iξ0·P TO1F1e−iξ1·P
T
O2F2 · · · e−iξm−1·P TOmFm
)
Fb
= (UF0,Ue−iξ0·P TO1F1e−iξ1·P TO2F2 · · · e−iξm−1·P TOmFm)Fb
= (2π)−d/2
∫
Rd
dP0
(
F˜0(P0),O1(P0)
(
F˜1 ∗ (UO2e−iξ1·P T · · ·Fm)
)
(P0)
)
Fbe
−iξ0·P0
= [(2π)−d/2]2 ∫
Rd
dP0
∫
Rd
dP1
(
F˜0(P0),O1(P0)F˜1(P0 − P1)O2(P1)
× (F˜2 ∗ (UO3e−iξ2·P T · · ·Fm))(P1))Fbe−iξ0P0e−iξ1P1
...
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(Rd )m
dP ¯ˆρl0(P0)ρˆlm(Pm−1)
m−1∏
j=1
ρˆlj (Pj−1 − Pj )
×
(
Φ0,
m∏
j=1
Oj(Pj−1)Φj
)
Fb
e−iξ ·P , (4.9)
where P = (P0, . . . ,Pm−1) ∈ (Rd)m and ξ = (ξ0, . . . , ξm−1) ∈ (Rd)m. On the other hand, we can
see that
(
F0, e
−iξ0·P TO1F1e−iξ1·P
T
O2F2 · · · e−iξm−1·P TOmFm
)
Fb
= (F0, e−iξ0·P TO1F1e+iξ0P Te−i(ξ0+ξ1)·P TO2F2e+i(ξ0+ξ1)·P T · · · e−i(ξ0+···+ξm−1)·P TOmFm)Fb
= (F˘0(0),O1F˘1(ξ0)O2F˘2(ξ0 + ξ1) · · ·OmF˘m(ξ0 + · · · + ξm−1))Fb
=
∫
Rd×W
dXρl0(Xt0)ρl1(Xt1 − ξ0) · · ·ρlm(Xtm − ξ0 − · · · − ξm−1)
×
(
Φˆ0(X0), e
−ieA2(K2(x))
m∏
j=1
Φˆj (Xtj )
)
2
, (4.10)
where F˘j (ξ) = ρlj (x − ξ)Φj (x), Φˆj (x) = Φj(A2(ξsj jtj f j1 (· − x)), . . . ,A2(ξsj jtj f jnj (· − x))),
and the third identity above results from Theorem 4.1 and Remark 4.2. Hence by (4.9) and (4.10)
we obtain that
[
(2π)−d/2
]m ∫
(Rd )m
e−iξ ·P ¯ˆρl0(P0)ρˆlm(Pm−1)
(
m−1∏
j=1
ρˆlj (Pj−1 − Pj )
)(
Φ0,
m∏
j=1
Oj(Pj−1)Φj
)
Fb
=
∫
Rd×W
dXρl0(Xt0)
(
m−1∏
j=1
ρlj
(
Xtj −
j−1∑
i=0
ξi
))(
Φˆ0(X0), e
−ieA2(K2(x))
m∏
j=1
Φˆj (Xtj )
)
2
.
(4.11)
Since (Φ0,
∏m
j=1 Oj(Pj−1)Φj )Fb is bounded with respect to P ∈ (Rd)m, the integrand of the
left-hand side of (4.11) satisfies that
¯ˆρl0(P0)ρˆlm(Pm−1)
(
m−1∏
j=1
ρˆlj (Pj−1 − Pj )
)(
Φ0,
m∏
j=1
Oj(Pj−1)Φj
)
Fb
∈ L2((Rd)m, dP ).
Making use of this, we can take the inverse Fourier transform of both sides of (4.11) in the
L2-sense. Then we obtain that
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(
m−1∏
j=1
ρˆlj (Pj−1 − Pj )
)(
Φ0,
m∏
j=1
Oj(Pj−1)Φj
)
Fb
= [(2π)−d/2]m ∫
(Rd )m
dξe+iξ ·P
∫
Rd×W
dXρl0(Xt0)
(
m−1∏
j=1
ρlj
(
Xtj −
j−1∑
i=0
ξi
))
×
(
Φˆ0(X0), e
−ieA2(K2(x))
m∏
j=1
Φˆj (Xtj )
)
2
(4.12)
for almost every P ∈ (Rd)m. Since both sides of (4.12) are continuous in P ∈ (Rd)m by
Lemma 3.2, (4.12) is true for all P ∈ (Rd)m. Next, take the limit, lm → 0, . . . , l0 → 0, on both
sides of (4.12). On the left-hand side of (4.12) we have
lim
lm→0
. . . lim
l0→0
¯ˆρl0(P0)ρˆlm(Pm−1)
(
m−1∏
j=1
ρˆlj (Pj−1 − Pj )
)(
Φ0,
m∏
j=1
Oj(Pj−1)Φj
)
Fb
= [(2π)−d/2]m
(
Φ0,
m∏
j=1
Oj(Pj−1)Φj
)
Fb
. (4.13)
We note that Φˆj (Xtj )
x=0 = Φˆj by the definition of Φˆj . Then we see that, on the right-hand side
of (4.12) without the coefficient [(2π)−d/2]m,
lim
lm→0
. . . lim
l0→0
∫
(Rd )m
dξe+iξ ·P
∫
Rd×W
dXρl0(Xt0)
(
m∏
j=1
ρlj
(
Xtj −
j−1∑
i=0
ξi
))
×
(
Φˆ0(X0), e
−ieA2(K2(x))
m∏
j=1
Φˆj (Xtj )
)
Fb
= lim
lm→0
. . . lim
l1→0
∫
(Rd )m
dξe+iξ ·P
∫
W
dPW
(
m∏
j=1
ρlj
(
B(tj )−
j−1∑
i=0
ξi
))
×
(
Φˆ0, e
−ieA2(K2(0))
m∏
j=1
Φˆj
)
Fb
= lim
lm→0
. . . lim
l2→0
∫
(Rd )m−1
dξ1 . . . dξm−1e+i(B(t1)−B(t0))P0+i
∑m−1
j=1 ξj ·Pj
×
∫
dPW
(
m∏
j=2
ρlj
(
B(tj )−B(t1)−
j−1∑
i=1
ξi
))(
Φˆ0, e
−ieA2(K2(0))
m∏
j=1
Φˆj
)
FW b
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lm→0
. . . lim
l3→0
∫
(Rd )m−2
dξ2 . . . dξm−1e+i(B(t1)−B(t0))P0+i(B(t2)−B(t1))P1+i
∑m−1
j=2 ξj ·Pj
×
∫
W
dPW
(
m∏
j=3
ρlj
(
B(tj )−B(t2)−
j−1∑
i=2
ξi
))(
Φˆ0, e
−ieA2(K2(0))
m∏
j=1
Φˆj
)
Fb
...
=
∫
W
dPWe
+i∑mj=1(B(tj )−B(tj−1))Pj−1
(
Φˆ0, e
−ieA2(K2(0))
m∏
j=1
Φˆj
)
Fb
. (4.14)
From (4.13) and (4.14) the theorem follows. 
Corollary 4.4. Let Ψ,Φ ∈Fb,fin. Then
(
Ψ,e−t1H(P )A(f1)e−(t2−t1)H(P )A(f2) · · ·A(fn−1)e−(tn−tn−1)H(P )Φ
)
Fb
=
∫
W
dPW
(
Ψ0, e
−ieA1(K1[0,t](0))
(
n−1∏
j=1
A1
(
jtj f
(· −B(tj )))
)
Φt
)
1
eiP ·B(t). (4.15)
Proof. We show an outline of a proof. We note that the left-hand side of (4.15) is well defined
by Lemma 3.12. First we see by Theorem 4.3 that
(
Ψ,e−t1H(P )eis1A(f1)e−(t2−t1)H(P )eis2A(f2) · · · eisn−1A(fn−1)e−(tn−tn−1)H(P )Φ)Fb
=
∫
W
dPW
(
Ψ0, e
−ieA1(K1[0,t](0))
(
n−1∏
j=1
e
isjA1(jtj f (·−B(tj )))
)
Φt
)
1
eiP ·B(t). (4.16)
By Lemma 3.12, e−t1H(P )Ψ ∈ C∞(N). Then eis1A(f1)e−t1H(P )Ψ is strongly differentiable at
s1 = 0 with
d
ds1
eis1A(f1)e−t1H(P )Ψ
⌈
s1=0 = iA(f1)e−t1H(P )Ψ,
and eis2A(f1)e−(t2−t1)H(P )A(f1)e−t1H(P )Ψ is also differentiable at s2 = 0 with
d
ds2
eis2A(f2)e−(t2−t1)H(P )A(f1)e−t1H(P )Ψ =A(f2)e−(t2−t1)H(P )A(f1)e−t1H(P )Ψ.
Repeating this procedure on the left-hand side of (4.16), we obtain the left-hand side of
(4.15) as claimed. We also observe that the right-hand side of (4.16) is also differentiable at
(s1, . . . , sn−1) = (0, . . . ,0) with the right-hand side of (4.15) as a result. Thus the corollary fol-
lows. 
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We shall show some applications of Theorem 4.3, by which we can construct a sequence of
measures on W converging to (ϕg(P ), T ϕg(P ))Fb for some bounded operator T . In particular
T = e−βN and T = e−iA(f ) are taken as examples. In [37] it is proven that H(P ) has a unique
ground state ϕg(P ) and (ϕg(P ),Ω)Fb = 0 for sufficiently small e.
Corollary 4.5. We suppose that H(P ) has the unique ground state ϕg(P ) and it satisfies
(ϕg(P ),Ω)Fb = 0. Then for β > 0,
(
ϕg(P ), e
−βNϕg(P )
)= lim
t→∞
∫
W
e(e
2/2)(1−e−β )D(t)eiP ·B(2t) dμ2t ,
where D(t) := q1(K1[0,t](0),K1[t,2t](0)) and μ2t is a measure on W given by
dμ2t := 1
Z
e
−(e2/2)q1(K1[0,2t](0),K1[0,2t](0)) dPW
with normalizing constant Z such that
∫
W
eiP ·B(2t) dμ2t = 1.
Proof. We define the family of isometries ξs = ξs(1), s ∈ R, by (3.6). By Theorem 4.3 we have
(
e−tH(P )Ω, e−βNe−tH(P )Ω
)
Fb =
∫
W
dPWe
iP ·B(2t)(1, e−ieA2(ξ0K1[0,t](0)+ξβK1[t,2t](0))1)2
=
∫
W
dPWe
iP ·B(2t)e−(e
2/2)q2(ξ0K1[0,t](0)+ξβK1[t,2t](0)).
Noticing that q2(ξsf, ξtg)= e−|s−t |q1(f, g), we have
q2
(
ξ0K1[0,t](0)+ ξβK1[t,2t](0)
)= q1(K1[0,2t](0),K1[0,2t](0))− (1 − e−β)q1(K1[0,t](0),K1[t,2t](0)).
Then
(e−tH(P )Ω, e−βNe−tH(P )Ω)
(e−tH(P )Ω, e−tH(P )Ω)
=
∫
W
e(e
2/2)(1−e−β )D(t)eiP ·B(2t) dμ2t . (4.17)
The corollary follows from the fact
s- lim
t→∞
e−tH(P )Ω
‖e−tH(P )Ω‖Fb
= (ϕg(P ),Ω)Fb|(ϕg(P ),Ω)Fb |
ϕg(P )
and (4.17). 
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q1
(K1[S,T ](0),K1[S′,T ′](0))
= 1
2
d∑
μ,ν=1
T∫
S
dBμ(s)
T ′∫
S′
dBν(r)
∫
Rd
δ⊥μν(k)
|ϕˆ(k)|2
ω(k)
e−|s−r|ω(k)e−ik(B(s)−B(r)) dk.
In [8,30,52] there are discussions on double stochastic integrals similar to those mentioned above.
Corollary 4.7. Assume the same assumptions as in Corollary 4.5. Then
(
ϕg(P ), e
−iA(f )ϕg(P )
)
Fb = limt→∞
∫
W
e
−eq1(K1[0,2t](0),f t )− 12 q0(f,f )eiP ·B(2t) dμ2t , (4.18)
where f t :=⊕dμ=1 jtfμ(· −B(t)).
Proof. We have by Theorem 4.3,
(
ϕg(P ), e
−iA(f )ϕg(P )
)
Fb = limt→∞
(e−tH(P )Ω, e−iA(f )e−tH(P )Ω)Fb
(e−tH(P )Ω, e−tH(P )Ω)Fb
= lim
t→∞
1
Z
∫
W
dPWe
iP ·B(2t)(1, e−i(eA1(K1[0,2t](0))+A1(jt f ))1)1
= lim
t→∞
1
Z
∫
W
dPWe
iP ·B(2t)e−
1
2 q1(eK1[0,2t](0)+f t ).
Note that q1(f t , f t )= q0(f,f ). Then the corollary follows. 
Remark 4.8. q1(K1[0,2t](0), f t ) is informally given by
q1
(K1[0,2t](0), f t)= 12
d∑
μ,ν=1
2t∫
0
dBμ(s)
∫
Rd
δ⊥μν(k)
ϕˆ(k)√
ω(k)
fˆν(k)e
ik·(B(s)−B(t))e−|s−t |ω(k) dk.
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