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1. INTRODUCTION 
In Ref. [1] we gave an approximation theory for quadratic forms on Hilbert 
Spaces. This theory was subsequently used in Ref. [3] to obtain an approxima- 
tion theory for focal points and focal intervals and in Ref. [2] to derive a 
theory of numerical approximation for quadratic forms. In the usual problems, 
focal points count the number of zeros of solutions of Euler’s equation subject 
to boundary conditions while focal intervals corresponds to “abnormal” 
intervals in the calculus of variations (control theory) in which nonzero solu- 
tions of Euler’s equation satisfying the proper transversality conditions are 
allowed to vanish on subintervals. 
The primary purpose of this paper is to obtain a numerical approximation 
theory for focal point problems. For convenience we assume the setting of 
Ref. [2] but note that our results hoId for more general even order differential 
systems. We will show that focal points for our original problem can be 
approximated by finite dimension problems whose focal points are given in 
terms of the number of negative and zero eigenvalues of a finite dimensional 
symmetric matrix. 
Finally we leave some unanswered questions about focal intervals. It seems 
that they can no longer be given in the classical sense of Refs. [4,5,7 or 81. At 
a minimum the closed intervals described in these references become half 
open-closed intervals in our problem. It appears that new definitions and 
characterizations are required. 
2. PRELIMINARIES 
In this paper LZ? will denote a Hilbert space with inner product (x, y) and 
norm 11 x I/ = (x, x)ljz. Strong convergence will be denoted by xa => x0 and 
weak convergence by xp -+ x0 . Th e b’l’ I mear forms Q(x, y) in this paper are 
assumed to be bounded and symmetric. The associated quadratic form is 
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given by Q(X) = Q(x, x). All spaces in this paper are closed subspaces of ,& 
and hence Hilbert spaces with respect to the inner product defined above. 
Let Z be a metric space with metric p. A sequence {ur} in 2 converges to u,, 
in Z written (or + oa , if lim,=, f(ur , uo) = 0. For each u in 2 let d(u) be a 
closed subspace of & such that 
If uT --f u,, , X, in &(u,), X, + y,, then y,, is in .ti(u,,); 0) 
If x0 is in &(~a) and E > 0 there exists 6 > 0 (lb) 
such that whenever p(u, u,,) < 6, there exists x, in &(a) satisfying 
II x0 - *, II < E- 
For each u in 2 let J(x; u) be a quadratic form defined on -01(u) with J(x, y; u) 
the associated bilinear form. For r = 0, 1, 2,... let X, be in &(u,.), yr in &(a,) 
such that if X, --+ x0 , yr z- y. and u,. -+ u. , then 
and 
F=% I+, , Y,G 4 = J@o > ~0'0; 00); 
p& inf I&; 4 > 1(x0; ~~0) ; 
‘,iz J(xr; 4 = lb,; ~00) implies 
(24 
PI 
XT =a x0 . (2c) 
Let a, b be real numbers (a < 6) and define (1 = [a, b]. Let {Z(A) : X in /1} 
be a one parameter family of closed subspaces of .B? such that Z(a) = 0, 
X(b) = J&‘, and Z(Q C *(ha) whenever h, , h, in A, h, < h, . We will 
usually require one or both of the additional hypothesis: 
and 
whenever a < A0 < b, (3a) 
X(X0) = u w4 whenever a<X,<b W) 
4A<A, 
is satisfied where s denotes the closure of S. 
The conditions of the last paragraph are the “focal point” hypothesis of 
Hestenes given in Ref. [6]. We now define the spaces B(p) which “resolve” 
the spaces d(u). Inequality results are then given relating the indices S(P) 
and n(d to Go) and GO)- 
Let M = A x .E be the metric space with metric d defined by 
+I 3 14 = I 4 - 4 I + duz 2 4 
where t..~ = (hi , CQ), i = 1,2. For each p = (A, a) in M define J(x; p) = J((x; u) 
on the space 33(p) = AS’(U) n &(A). 
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The signature (index) of a bilinear form Q(X) on a subspace 9 of d is the 
dimension of a maximal, linear subclass %? of 9Y such that x # 0 in V implies 
Q(x) < 0. The nuZ& of Q( x on L%Y is the dimension of the set ) 
~,,=(xinB~Q(x,y)=Oforallyin~}. 
The vector x is said to be a Q null vector of a’. We denote the index and nullity 
of J(x; p) on S?(P) by s(,u) and n(p) or by s(h, u) and n(h, u). 
Theorems l-3 have been given in Ref. [3]. 
THEOREM 1. Assume (la) and (2) holds and that (3a) holds. For any 
y.,; (A,, , u,,) in M there exists 6 > 0 such that if p = (A, a), d(p,, , p) < 6, 
44 4 + 46 4 d s&l , ul3) + +4l , %). (4) 
THEOREM 2. Assume (lb) and (2) hold and that (3b) holds. For any 
p. = (Au , uo) in M there exists S > 0 such that if p = (A, u), d(pO , p) < S 
then 
s&l > 00) < s(h 0). (5) 
THEOREM 3. Assume (l)-(3) hold. For any p,, = (A,, , a,,) in M there exists 
8 > 0 such that ijp = (A, u), d(po , p) < 6 then 
@I , 00) G 44 4 < 44 0) + 46 u) d s(AJ , uo) + n&l ,5). (6) 
Furthermore, 
q, 9 uo) = 0 implies s(A, u) = s(A,, , uJ and n(/\, u) = 0. (7) 
3. THE FORMS J(x;p) AND THE SPACES a(p) 
For the remainder of this paper, zz! will denote the totality of arcs x in 
(t, xl,..., x*) space defined by a set of p real valued functions 
x : xj(t) (u < t < b;j = l,...,p), 
where xi(t) are absolutely continuous and have square integrable derivatives 
a?(t) on a < t < b. The inner product is given by 
(x, y) = x+z) y+z) + 1” *j(t) jj(t) dt. 
a 
Let Z denote the set of real numbers of the form u = (I/n) (n = 1,2,...) and 
zero. The metric is the absolute value function. & will be denoted by d(O). 
409/41/I-9 
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TO construct ,d(u): Let u = l/n, define the partition 
7r(u) = (UU = a < al < a2 < ..* < a, = b), 
where 
UT< = k e + a (K = o,..., n). 
The space d(o) is the set of all broken polygons with vertices at n(o). It is a 
p(n + 1) dimensional space whose j-th component, x,j(t), has a basis given 
in Ref. [2]. 
We now consider the following quadratic form: 
J(x) = AjkXj(U) xk(u) + j: 2w(t, x, 2) dt, (9) 
where 
2w = Pikxjxk + 2QjkxW + Rj&%,; 
Ai, = Akj are constants; Pjk(t) = Pki(t), QjK(t), and Rjk(t) = R,,(t) are 
continuous functions on a < t < b ( j, K = I,..., p; j, k summed). In addi- 
tion, we assume 
R,(t) A-~ > 0 holds on (u < t < b) (10) 
for all (v) # 0. It is well known that (10) im pl ies that J(x) is an elliptic form 
on d in the sense of Ref. [6]. We note that J(x) is the quadratic form whose 
bilinear form is the second variation associated with standard problems in the 
calculus of variations. J(x) will be denoted by J(x; 0). 
Let u = (l/n) (n = 1,2,...) we now define the quadratic form J(x; u) for x 
in d(u). Thus let Pii, = Pij(t) if t in (uk , uk+J and P,,(b) = PJu,-,). 
Let Qiio(t) and Rij,(t) be defined analogously. 
Finally let 
and 
2w,(t, X, 3i”) = Pj,,xjxk + 2Qjkc~W + Rjr,3iW, 
J(x; u) = AjkXj(U) x”(a) + j” 2wo(t, x, f) cit. (11) 
a 
We note that our results will hold under more general “continuity” 
conditions than those where J(x; u) is given by Eq. (11). However, this 
setting is sufficient for our purposes. 
Let S be the set of all arcs in A?’ vanishing at t = b and satisfying the 
equations 
Iii(X) = U;jxj(U) = 0 (i = l,..., Q <PI, (12) 
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which we assume to be linearly independent. Let S’(h) (a < X < b) be the 
set of arcs in H having ~j(t) = 0 on A < t < b. It is well known that Condi- 
tions (3) are satisfied. 
Let M = A x ,Z be given as above; S+(p) = d(u) A Z’(h). For each 
p = (A, u) with u # 0, if K is such that ak , uk+r are the “partition points” of 
m(u) satisfying uk < h < uk+r then S?(h, u) = g(an , u) is the collection of 
broken line segments satisfying (12) an d vanishing on the interval a, < t < b. 
Equation (9) becomes 
J(x; p) = &2(u) x”(u) + ,; 2w,(t, x, n) dt. (13) 
Let s(h, u) = s(p) and n(X, u) = 1z(p) be the index and nullity of J(x; CL) 
on a(p). For convenience we set s(h, u) = n(X, u) = 0 if h < a and 
s(A, u) = s(b, u) + n(b, a), n(h, U) = 0 if X > b. 
4. FOCAL POINTS 
Let u in .Z be given. A point h at which s(h, u) is discontinuous will be 
called a focal point of J(x; u) relative to {X(A) : X in A}. The difference 
s(/\ + 0, a) - s(h - 0, u) will be called the order of h as a focal point (of u). 
A focal point h is counted the number of times equal to its order. In the above, 
s(h + 0, u) is the right hand limit of ~(7, u) as 7 + h from above. The quantity 
s(h - 0, u) is similarly defined. 
For convenience let &(a), K = 1, 2, 3,... denote the K-th focal point of 
J(x; u) on d(u) relative to {&?(A) : h in A}. Thus 
are the points at which s(/\, u) is increasing. Theorem 4 follows immediately 
from Theorem 3 as n(h, 0) = 0 except for a finite set of points h. The theorem 
is trivial for u # 0. 
THEOREM 4. The n-th focal point A,(U) is a continuous function of u 
(?I = 1, 2, 3 ,... ). 
In Ref. [2] we have shown that the index s(u) and nullity n(u) of the form 
J(x; u) on d(u) are the number of negative and zero eigenvalues of an 
P(n + 1) x P(n + 1) s mmetric Y matrix whose (w, /I) element, d&u), is 
easily computed and given by 
444 = W,o& + j-” [Pitc,~z~m + 2Qa,~&n + 4~o9dnl dt. (14) a 
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The functionsY,(t) (k = I,..., n + 1) are a “basis” for ,d(u) whose expression 
is given in Ref. [2]; &,. = 1 if j = h, zero otherwise; 
j, h = l,...,p; I, m = O,..., n; a-=(j-l)(n+l)+I+l 
and 
/3 = (h - 1) (n + 1) + m + 1. 
It is instructive to note that the matrix (d,&, u)) associated with focal 
point problems is a “submatrix” of the matrix whose elements are given 
by (14). The “significant dimension” of the matrix (&(A, u)) increases by 
dimension p as h goes through a partition point a, of r(u). Thus if 
ak < X < aefl (h = O,..., n) we are interested in the “upper” kp x Kp sub- 
matrix of &a(u). 
5. FOCAL INTERVALS 
In Ref. [4] we gave a definition of focal intervals. In that case it was assumed 
that Conditions 3 held, in which case focal intervals were closed subintervals 
(possibly degenerate, i.e., focal points) of [a, b]. It is obvious, however, that if 
&(a) is finite dimensional both (3a) and (3b) can not hold in the (A, u) setting. 
Indeed in our example, we have for fixed u # 0: 
9(x, ,4 = n av, 4 whenever a<&,<b (154 
A,<A<b 
but do not have 
ml 7 4 = u -%A 4 whenever a < A, < b. Wb) 
R<A<AO 
It has been shown in Ref. [4] that if a = 0 the focal intervals are degenerate 
in that they reduce to the focal points X,(O) < h,(O) < ha(O) < **a . If u # 0 
it is clear that focal intervals are no longer of the form given in Ref. [4, 5, 7, 
or 81; (at a minimum) they are not closed subintervals of [a, b]. This is due 
to the following result which is immediate and has been implied above. 
THEOREM 5. Let u # 0 in Z be given. Let ak and aKfl be two partition 
points ofr(u). Then fur h such that a, < h < akfl we have &(A, u) = &(a, , u). 
Thus s(h, u) = s(ak , u) and n(h, u) = n(ak , u). 
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