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Abstract
This paper deals with stochastic nonautonomous Gompertz model with Lévy jumps.
To begin with, the existence of a global positive solution and an explicit solution have
been derived. In addition, asymptotic moment properties are discussed. Besides,
suﬃcient conditions for extinction, persistence in mean, and weak persistence are
obtained. It is proved that the variability of Lévy jumps can aﬀect the asymptotic
property of the system.
Keywords: Gompertz model; Lévy jumps; persistence; extinction
1 Introduction
In mathematical ecology, the Gompertz model is one of the most important models, and
it is considered to be one of best ﬁtted to describe growth of certain types of tumor. On the
other hand, the Gompertz model is another important type of mathematical models; for
example, the growth of the industrial production, the life cycle of a product, and popula-
tion growth over a certain period all comply with this model []. However, environmental
noise has very important eﬀects on dynamics of populations in real world. For this reason,
in [], the authors assumed that the growth deceleration factor b did not change while the
variability of environmental conditions induced ﬂuctuations in the intrinsic growth rate a.
Then they proposed a stochastic Gompertz model of the form
dx(t) = x(t)
(
a – b lnx(t)
)
dt + σx(t) dB(t),
where x(t) is the number of cells or population size at time t, a represents the intrinsic
growth rate, and b is the growth deceleration factor. Due to the importance both in theory
and in applications, the stochastic Gompertz model perturbed by Brownian motion has
been studied extensively by many authors, and there is a great amount of literature on this
topic; see, for example, [–]. Jovanovic and Krstic [] considered a stochastic Gompertz
model with time delay and gave suﬃcient conditions for the persistence in mean and ex-
tinction; Hu [] discussed the asymptotic behaviors of a stochastic Gompertz model with
Markovian switching. Furthermore, from the viewpoint of biology, large and sudden en-
vironmental disturbance, such as earthquakes, tsunamis, hurricanes, ﬂoods, or droughts
may have important consequences on the system. These phenomena cannot be exactly
depicted by Brownian motion. To explain these phenomena, introducing a jump process
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into this system may be one of the most eﬀective methods. There are a large number of
literature on this topic, for example, Bao et al. [–], Hou-Bao [], Liu [, ], and the
references therein. As a result of thementioned themes, this paper puts forward a stochas-
tic nonautonomous Gompertz model driven by Lévy jumps of the form












with x() = x > , where a(·) represents the intrinsic growth rate, b(·) is the plateau num-
ber of cells or population size, x(t–) is the left limit of x(t), {B(t), t ≥ } is a real-valued stan-
dard Brownian motion, and N is a Poisson counting measure with characteristic measure
λ on a measurable subset Y of [,∞) with λ(Y) <∞ and N˜(dt, du) :=N(dt, du) – λ(du) dt.
Throughout this paper, the process {B(t), t ≥ } is deﬁned on a complete probability space
(,F ,P) with a ﬁltration {Ft}t≥ satisfying the usual conditions (i.e., it is right continuous
and increasing, and F contains all P-null sets) and is independent of N . The parameters
a(·) and b(·) are positive functions on R+, and the function h :Y× (,∞)→R is bounded
and continuous with respect to λ and isB(Y)× Ft-measurable.
Although there have been many excellent works on the stochastic Gompertz model,
studies on a stochastic Gompertz model with jumps have not been done yet to the best of
our knowledge. Therefore, this study has some practical signiﬁcance. First, we introduce
the following technique result from Bao et al. [] for the jump-diﬀusion coeﬃcient.
Assumption A. For any t ≥ , a(t) > , b(t) > , σ (t) > , and h(t,u) are bounded func-
tions, and h(t,u) > –, u ∈Y.




























For notational simplicity, we introduce the following symbols:
ϕˆ := inf
t≥ϕ(t), ϕˇ := supt≥
ϕ(t).
2 Global positive solution
To get the conclusion about a global positive solution, we need the following useful lemma.
Lemma . Let Assumption A. hold. Then, for all initial values x ∈R+,
P
{
x(t) >  for t > 
}
= . (.)
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Proof Denote τ := inf{t > ;x(t) ≤ }. If (.) were false, there would exist some x > 
such that P{τ <∞} > . So here is a pair of constants T >  and K >  suﬃciently large for
P(A) > , where
A :=
{
τ ≤ T ,  < x(t)≤ K for all  < t ≤ τ}.
Now, for any ε ∈ (,x), deﬁne the stopping time
τε = inf
{
t > ;x(t) /∈ (ε,K + )}.
Then for  < t ≤ T ,  < x(t)≤ K +, by Itô’s formula, for p >  such that –paˆ ln bˆ+ p(p+) σˇ  +∫
Y
[( + hˆ(u))–p –  + phˇ(u)]λ(du) > , we deduce


































































Taking the expectation of both sides and applying Gronwall’s inequality yield that
Ex–p(T ∧ τε) ≤ x–p exp
{[














On the other hand, for any ω ∈ A, τε ≤ T and x(τε) = ε. Then, for any ε ∈ (,x),
 < P(A)≤ εpE[x–p(T ∧ τε)IA


















Letting ε ↓  yields P(A) = . We get a contradiction. The proof is complete. 
Remark . Since x(t) in (.) is the number of cells or population size at time t, we are
only interested in the positive solutions. Lemma . ensures this point from the angle of
theory, and it reveals that almost all sample paths of any solution starting from a positive
state will never be nonpositive.
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Theorem . Under Assumptions A. and A., for any initial value x ∈ R+, there is a











































Proof We divide the proof into two steps.
Step . We ﬁrst claim that there exists a unique global solution x(t) ∈ R+ by means of
the transform X(t) = lnx(t). By Lemma . this transformmakes sense for all t ≥  almost













on t ≥  with initial value X() = lnx, where c(t) is introduced in Assumption A.. It is
easy to ﬁnd that if the coeﬃcients of (.) satisfy the global Lipschitz condition and linear
growth condition, then for any initial value X() ∈ R+, there is a unique global solution
X(t) on t ≥ . Therefore, by Itô’s formula, x(t) = eX(t) is a unique positive global solution
of (.) with initial value x ∈R+.
Step . We ﬁrst investigate the explicit solution of Eq. (.), and by making the change
of variable, we will get that Eq. (.) has an explicit solution, which can be expressed as
Eq. (.). By the variation-of-constants formula ([], Lemma .) Eq. (.) has a unique




















































































Next, we show that the positive solution satisﬁes the following result if the jump-
diﬀusion coeﬃcient is controlled under a certain range.
Zhu et al. Advances in Diﬀerence Equations  (2016) 2016:210 Page 5 of 21
Theorem. Let AssumptionsA. andA. hold, and assume further that e–– < h(t,u) <


































































































Proof Using Itô’s formula, we have





























































Here we have used the inequality ln(x+ )≤ x, x > . Now consider the following auxiliary
process with jumps:































ln y() = lnx.
(.)
Then by comparison theorem [], lnx(t)≤ ln y(t) a.s. for all t ≥ . Inwhat follows, we shall
get an explicit solution of Eq. (.).Making change of variable z(t) = ln y(t) andmultiplying
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Consequently, from the above arguments we get x(t) ≤ y(t) and y(t) = X(t), t ≥ , a.s. On
the other hand,
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Remark . Theorem . shows that a Lévy noise can suppress a potential explosion, but
with weaker conditions imposed on the diﬀusion coeﬃcient σ (·). Under Assumption A.,
when – < h(·) < , the disturbance denotes decreasing of the community, whereas when
h(·) > , it respects increasing.
3 Asymptotic moment properties
From the previous result we know that for any initial value, Eq. (.) has a unique solution,
which can be expressed as Eq. (.). In the following, by its explicit solution we ﬁrst aim
to ﬁnd the pth moment of the solution and discuss the long-term behavior.





















λ(du) ds <∞. (.)




Proof Noting that Eq. (.) is an explicit solution to Eq. (.), we derive that
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Let M(t) =
∫ t
 peaˆ(s–t)σˇ dB(s). Then M(t) is a real-valued continuous martingale, and the











































































































































Exp(t)≤ K(p) <∞. (.)

Remark . Under a suitable condition, we have shown that, for any p > , the pth mo-
ment of the solution x(t) to Eq. (.) is bounded. The conclusion reveals the important fact
that a Brownian motion noise and a Lévy noise can suppress a potential explosion.
Remark . If a, b, σ , h are time independent, then Eq. (.) reduces to
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with initial value x > . It is obvious that the solution of Eq. (.) is a time-homogeneous
Itô diﬀusion process. In view of the proof of Theorem ., we can get the populationmean.
Making use of the expression of the solution of Eq. (.) in Theorem ., we show that the

























where c := a lnb – σ –
∫
Y
[h(u) – ln( + h(u))]λ(du).
By the same argument as in Theorem . we have
Ex(t) = xe–at exp
{a lnb – .σ  –
∫
Y

























Therefore, we can control the mean value of the population in view of the representation
of the above equality, for example, we can increase the number b to increase the mean
value of the population under ﬁxed Brownian motion noise and Lévy noise.
Another important property of the solution is that it is pthmoment exponentially stable.
To be precise, let us give the deﬁnition.









for all x ∈R+.







































c(s) ds < ,
where, for any t ≥ ,
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Proof Observe that (.) can be rewritten in the form


















































































































The desired result then follows. 
Theorem. Let the conditions of Theorem . hold.Then, for any initial value x,x ∈R+






∣ =  uniformly in (x,x) ∈K×K.









| lnx – lnx|.
Since a(·) is bounded, we get
















∣∣ =  uniformly in (x,x) ∈K×K. 
Zhu et al. Advances in Diﬀerence Equations  (2016) 2016:210 Page 11 of 21
Remark . Theorem . indicates that any two solutions with diﬀerent initial values
attract each other in the sense of mean.
4 Extinction and persistence
Extinction and persistence are important properties in population dynamics, whichmean
that every species will survive or not. In what follows, we will discuss the extinction and
persistence of system (.).


















λ(du) ds <∞. (.)









t ≤  a.s.










































































Here, in the last step, we have utilized the inequality lnx ≤ x –  (x > ). Using the ex-
ponential martingale inequality with jumps (i.e., Lemma . in []), we get that, for any








































































Choose T = nγ , α =  exp(–
∫ nγ
 a(s) ds), and β =
θ exp(
∫ nγ
 a(s) ds) lnn

, where n ∈ N,  <  < ,
γ > , and θ > . An application of the Borel-Cantelli lemma then yields that there exists













































) exp(– ∫ nγ a(s) ds) exp(
∫ s



















 a(s) ds) lnn

,














) exp(– ∫ nγ a(s) ds) exp(
∫ s

























































































































nγ a(s) ds) lnn

.
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Then, for any ω ∈ i and (n – )γ ≤ t ≤ nγ with n≥ n + , we get
lnx(t)






































σ (s) ds +
θ exp(–
∫ t
























































(n–)γ a(s) ds) lnn

































ln t ≤ .
Using the limit limt→∞ ln tt = , we obtain that lim supt→∞
lnx(t)
t ≤ . 






















λ(du) ds > .







x(s) ds >  a.s.
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a(s) ds – . (.)























a(s) ds + .




x(s) ds ≥ eaˇt lnx + eaˇt
∫ t














N˜(ds, du) + eaˇt
∫ t

a(s) ds + eaˇt .











































This further gives that
∫ t












































































Compute by the boundedness of σ that
〈M〉(t) = [M](t) =
∫ t

σ (s) ds≤ σˇ t,





eaˇ(s–t)σ (s) ds≤ σˇ t,
where 〈M〉(t) := 〈M,M〉(t) is Meyer’s angle bracket process.





























t =  a.s., i = , , , . (.)
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λ(du) ds >  a.s. 








c(s) ds < . (.)
Then the population (x(t)) goes to extinction, that is,
lim
t→∞x(t) =  a.s.






























































































t =  a.s., i = , .
Furthermore, in view of condition (.), we conclude that limt→∞ x(t) =  a.s. The proof
is complete. 
Remark . Theorems . and . show that the extinction and persistence of this model
both depend on the values of limt→∞ t
∫ t




 a(s) ds. If lim inft→∞

t ×∫ t
 (a(s) + c(s)) ds > , then the population (x(t)) is persistent in mean; If lim supt→∞

t ×∫ t





is the threshold between the extinction and persistence in mean.
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Remark . For c(t) = a(t) lnb(t) – σ (t) –
∫
Y




ln( +h(t,u))]λ(du)≥ a(t) lnb(t), then (.) holds. By Theorem . we can ﬁnd that a Lévy
noise can suppress a potential explosion and make the population extinct. This is reason-
able since, as large and sudden environmental disturbance happens, the population has
little time to adapt to the sudden changes, which leads to an increase in mortality.
Remark . There are many papers on the persistence in mean and extinction for
stochastic models, and a common means to do this is by using the stochastic compari-
son theorem and the sample Lyapunov exponent; see [, ]. In this paper, we use a new
method to study the persistence in mean without using stochastic comparison theorem
and Lyapunov exponent.
Remark . Assumption A. imposed on the jump-diﬀusion coeﬃcient plays a vital role
in the process of proof, but it is not unique. Here, we provide another assumption.
Assumption A. There are constants δ > – and C >  such that, for any t ≥ ,
























≤ – ln( + δ) + ∣∣h(t,u)∣∣.












≤ (– ln( + δ))λ(Y) + C =: C¯.
Consequently, using Assumption A. in lieu of Assumption A. yields that the results of
Theorem . and . are still tenable.





















λ(du) ds > .
Then the population (x(t)) is weakly persistent, that is,
lim sup
t→∞
x(t) >  a.s.
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Proof If P(limt→∞ x(t) = ) > , there exists a measurable subset ′ of  such that P(′) >
 and limt→∞ x(t,ω) =  for any ω ∈ ′. Then by Itô’s formula,




































































This contradicts with the fact that lim supt→∞ lnx(t)t ≤  in Theorem .. So (x(t)) is weakly
persistent. 
5 Numerical simulations
In this section, in order to testify the validity of themain results, we introduce the following
examples and simulations.
Example . Let x = ., a(t) = ., b(t) = e, σ (t) = ., λ(Y) = , and the step size
t = .. The only diﬀerence between of Figure  and Figure  is that the value of jump-





h(u, t) – ln
(














h(u, t) – ln
(
 + h(u, t)
)]
λ(du) = . > .
Figure 1 Solutions of system (1.1) for x0 = 2.0,
a(t) = 0.2, b(t) = e, σ (t) = 0.03, h(t,u) = 0.2406,
λ(Y) = 1, and the step size t = 0.01.
Zhu et al. Advances in Diﬀerence Equations  (2016) 2016:210 Page 19 of 21
Figure 2 Solutions of system (1.1) for x0 = 2.0,
a(t) = 0.2, b(t) = e, σ (t) = 0.03, λ(Y) = 1, and the
step size t = 0.01, h(t,u) = 1.1935.
Figure 3 Solutions of system (1.1) for x0 = 2.0,
a(t) = 0.3, b(t) = e, σ (t) = 0.04, λ(Y) = 1, and the
step size t = 0.01, h(t,u) = 0.4863.
Then by Theorem ., (x(t)) is persistent in mean, and Figure  conﬁrms this. In Figure ,




h(u, t) – ln
(










h(u, t) – ln
(
 + h(u, t)
)]
λ(du) = –. < .
In view of Theorem ., we see that (x(t)) goes to extinction, and Figure  conﬁrms this.
Example . Let x = ., a(t) = ., b(t) = e, σ (t) = ., λ(Y) = , and the step size t =




h(u, t) – ln
(














h(u, t) – ln
(
 + h(u, t)
)]
λ(du) = . > .
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Figure 4 Solutions of system (1.1) for x0 = 2.0,
a(t) = 0.3, b(t) = e, σ (t) = 0.04, λ(Y) = 1, and the
step size t = 0.01, h(t,u) = e – 1.
Then, by Theorem ., (x(t)) is persistent in mean, and Figure  conﬁrms this. In Figure ,




h(u, t) – ln
(
 + h(u, t)
)]
λ(du) = e – 
and






h(u, t) – ln
(
 + h(u, t)
)]
λ(du) = –. < .
According to Theorem ., we obtain that (x(t)) goes to extinction.
The only diﬀerence between conditions of Figure  and Figure  (or Figure  and Fig-
ure ) in these examples is that the values of jump-diﬀusion are diﬀerent. This conﬁrms
that a Lévy noise plays an important role in population dynamics.
6 Conclusion
In this work, we propose a stochastic nonautonomous Gompertz model driven by Lévy
jumps.We show that themodel admits a unique global positive solution and study asymp-
totic moment properties of solutions. Moreover, we provide suﬃcient conditions for the
extinction, persistence in the mean, and weak persistence of this model. The results con-
ﬁrm that the intensity of jump noise has a grave impact on the properties of this model.
In the future, we will study some more practical and complex models such as the hybrid
system driven by continuous-time Markov chains.
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