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I. INTRODUCTION
This note concerns the question of almost sure sample stability of (
1.1) where z(t) is n-dimensional, B(t) is an m-dimensional mutually independent Wiener process with E{B,(t)} = 0, E{[B,(t) -

& ( s ) ]~} = It -S I , F ( z ( t ) ) is an n-dimensional vector of homogeneous functions of ~( t ) ,
and G ( z ( t ) ) is an n x m matrix of homogeneous functions of z (t) .
The definition of the homogeneous function will be given in Section II. If (1.1) satisfies the Lipschitz condition and growth restriction, then there will be a unique Markov sample solution z(t). The almost sure sample stability involves a direct study of the asymptotic properties of the solution process z ( t ) without solving (1.1). Definition 1.1: Consider the solution process z(t) with the initial the nonlinear stochastic differential equations described by we say z ( t ) is unstable with probability one. done by Khasminskii [l] involves the linear case of (1.1)
dx = F ( z ( t ) ) d t + G(z(t))dB(t)
The classical almost sure sample stability study which was first m n where bi and U:,. are constants and Br(t) are mutually independent
Wiener processes as in (1.1). Associated with system (1. It is obvious that the process X ( t ) is a Markov process on the sphere
is nonsingular, then X ( t ) is ergodic [l] , and there is a unique invariant measure t9(dX) of the process on the sphere. By means of Ito's formula [7] we obtain m r=l where Q ( T ) = [u1',] is the matrix whose ith row and jth column element is U $ , and n n 2,3=1 *#3
Taking the limit on both sides of ( 1 3 , the second term on the right side is equal to zero by Khasminskii's lemma [2] . Thus we obtain the stability indicator (Lyapunov exponent)
If X ( t ) is ergodic on the unit sphere (or circle), then the stability of the solution process is determined by the value E{Q(X)}. Indeed if this average is positive, the system is unstable, and if the average is negative the system is stable. Thus the stability curve is obtained by the equation E{Q(X)} = 0. Important early papers that found the stability regions for a large class of linear stochastic systems are [81-[ 101. The interesting fact is that we can apply the same analysis to a specific class of nonlinear stochastic systems (1.1). as we shall see in the next section.
STABJLITY STUDY FOR NONLINEAR STOCHASTIC SYSTEMS
Consider the nonlinear stochastic systems described by (1.1). We
rewrite it here as
We impose two general conditions on (2.1), given by
for arbitrary vector y and a certain positive scalar m. Condition 1) means (2.1) is autonomous and z = 0 is the equilibrium point, while condition 2) insures that z(t) is an ergodic process. 
holds for any k > 0.
The main theorem which extends the Khasminskii theorem to nonlinear stochastic differential equations with homogeneous terms can be stated as follows.
Theorem 21: Consider the nonlinear stochastic differential equation (2.1) satisfying conditions (1H3). Then with J as defined below, if J < 0, the solution process x ( t ) I 0 is asymptotically stable with probability 1. But if J > 0, then x ( t ) is unstable with probability 1.
Pro08
Taking the normal transformation and applying Ito's formula we obtain 1 (2.5)
The individual partial derivative terms are given by
Hence the right side of (2.5) becomes
By virtue of the homogeneous property (3) the argument x can be replaced by X : Taking the integral and the limit as t + 00 on both sides of (2.5) gives lim loglx(t)l -loglx(0)I t-CO t According to Khasminskii's lemma [2] , the second term on the right side is equal to zero. Since the ergodic condition 2) holds, A ( t ) is also an ergodic Markov process. Therefore the stability indicator (Lyapunov exponent) J can be defined as also presented their slightly different criteria. In general, these criteria are all quite difficult to perform, even for simple linear It0 equations [9], [lo] . In order to overcome this difficulty in the nonlinear case, the authors have developed a set of modified criteria for the c.s.b., which are proved to be equivalent to Feller's criteria and much simpler for applications. By means of the modified criteria, the stability property of the nonlinear It0 equation (2.1) in the case of n = 2 can be completely studied and the exact stable region can be first determined. Feller's scale measure s(p) and speed measure m(p) are defined bY 
IV. EXAMPLES
Two nonlinear stochastic dynamic systems with homogeneous functions will illustrate the procedure of how to apply the preceding results to find the exact stable regions. 
The nonlinear term d -satisfies the homogeneous property.
We consider both C, U > 0.
Define Applying Ito's formula to p ( t ) and 'p(t), respectively, we obtain
[: The generator of the 'p-process is where
As @('p) = 0, the s.p. are $ 9 1 ,~ = f7r/2, and @('p1,2) = -1, so both s.p. are left shunts.
The 'p-process on the unit circle is shown in the figure below. An arrow pointing in the clockwise direction indicates a left shunt because 'p decreases in this direction (Fig. 1) . If X ( t ) encounters such a point, then with probability one it will exit that point in the clockwise direction at some future finite time. The probability that X ( t ) exits the left shunt point in a counterclockwise direction is zero.
Since @ ('p) , \E ('p) , and Q ('p) are periodic functions with period 7r, we consider only the interval (-7r/2, r / 2 ) to determine the class of the boundaries.
In this case, it is easy to find the shunt indexes From Table I , -7r+/2, 7r-12 are exit boundaries and -n-/2, 7r+/2 are entrance boundaries. In contrast to this simple calculation, Feller's criteria require evaluation of U ( . ) and U(-) in (3.6)-(3.7). which consists of multiple integration. The stability indicator is obtained by
is stationary in (-n/2, 7r/2). Different numerical algorithms for generating P ( p ) are discussed in [ll], [13] .
The stable region and P(cp) in (-7r/2, s / 2 ) are given in Figs. 2 and 3, which show that this kind of nonlinear stochastic dynamic system is extremely stable in practical engineering situations (oz < After performing the transformation (5.2) and applying Ito's formula, we obtain
+ -cos 2y(sin y + cos yj2 and its classification depends on the value of C as shown in Fig. 4 .
The small circle indicates trap point, from which, with probability one, A(t) will never exit.
A: If C < 1, y4 is a left shunt point, and the shunt index is a 4 = 1. As t + CO, the y-process will eventually enter the interval [37r/4, 37r/2], no matter what its initial position y ( 0 ) is. The stability indicator J is evaluated by the method in [lo] .
The stable region is shown in Fig. 5 and the p.d.f. in (3n/4, 37r/2) is shown in Fig. 6 .
B:
If c > 1, 9 4 is a right shunt point, and the shunt index is This stable region is shown in Fig. 5. C: If C = 1, y4 is a trap point, the shunt index is 014 = 1 and the trap index is p4 = 2 (U' # 2) or p4 > 2 (U' = 2). In either case, the condition 2 5 2a4 < 1 + P4, p4 2 1 is satisfied. According to Tables III and IV, -7r+/4 and -7r-/4 are both attractive natural boundaries. In this case, the stability property of the system depends on its initial condition. In summary, it has been shown in this example that the stability property is dependent on the initial state of the system, which is the same as the nonlinear deterministic counterpart. If p(0) E [-a/4, 7r/2] and C > 1, the system will be stable in as. for practical engineering situations (2 < 20).
V. CONCLUSIONS In this note, Khas~nskii's theorem on stability of linear stochastic differential equations has been extended to a class of nonlinear stochastic dynamic systems. Based on a modified version of Feller's criteria, the sample stability property has been determined exactly, which constructs the first solutions to the almost sure sample stability problem for nonlinear stochastic dynamic systems. An application of the modified criteria to the time-averaging problem will be presented in another work.
