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Kapitel 1
Einleitung
Das Leben eines Menschen ist davon gepr

agt, Vorg

ange und Ereignisse der Umwelt in
Zusammenhang zu bringen und einzuordnen. Schon S

auglinge versuchen ihre Umwelt
zu begreifen und dadurch verschiedene Erfahrungen in einem Kontext zu erfassen. Da-
zu geh

ort auch die Zuordnung von Eigenschaften zu bestimmten Gegenst

anden oder
Erfahrungen, so wie z.B. ob Schokolade s

u ist, oder es als angenehm empfunden wird,
in den Schlaf gesungen zu werden. Diese Einordnung der Lebenseindr

ucke in Zusam-
menh

ange, wobei die Eigenschaften der Eindr

ucke ebenfalls ber

ucksichtigt werden, bil-
det Assoziationen. Bereits Aristoteles (350 v. Chr.) kannte diese Form der Bildung von
Assoziationen.
Die einfachste Art der Bildung von Assoziationen wird in der Lernpsychologie als
Konditionierung bezeichnet (vgl. [Ede93, Sch97]). Dabei werden die Reize mit den zu
erwartenden Folgen verkn

upft
1
. Diesen Proze kann man auch als eine Form der Klas-
sikation auassen. Aber der Mensch klassiziert diese Eindr

ucke nicht nur, sondern
er benutzt die Erfahrungen, um in neuen Situationen unbekannte Eindr

ucke anhand
bereits bekannter Eigenschaften besser einsch

atzen zu k

onnen und Verhaltensmuster zu
erw

agen. Dies stellt eine erste Form der Diagnostik dar. Allerdings kann aufgrund zu
vieler Informationen

uber diverse Eigenschaften und den dazugeh

origen Eindr

ucken,
die F

ahigkeit, eine Situation oder einen Sachverhalt richtig einzusch

atzen, erschwert
oder verhindert werden.
Insbesondere die

Uberwachung und Interpretation groer Informationsmengen bei
technischen Applikationen stellt hohe Anforderungen an die Konzentration und Aus-
dauer des Menschen die bei Nichterf

ullung zu gravierenden Fehleinsch

atzungen f

uhren
k

onnen. Aus diesem Grund ist es w

unschenswert, f

ur diese

Uberwachungs- bzw. Dia-
gnoseaufgaben eine automatische Unterst

utzung zu erhalten. Computer k

onnen dabei
unterst

utzend wirken, indem sie dem Benutzer, Software-Werkzeuge zur Verf

ugung
stellen, die diese Arbeit erleichtern, oder sogar komplexere Systeme bereitstellen, die
einen Groteil der Diagnoseaufgabe selbstst

andig durchf

uhren k

onnen.
Die heutigen Rechner werden von Seiten des Benutzers zunehmend als BlackBox
empfunden deren genaue Arbeitsweise bzw. Funktionsweise unbekannt ist, lediglich Ar-
beitskomponenten sind erkennbar. Bei der Diagnose l

at sich diese BlackBox grob in
zwei Teile untergliedern: in eine Automatisierungskomponente, die den Ablauf steu-
ert bzw. Zustandskenngr

oen

uber die Applikation zur Verf

ugung stellt, und in ei-
ne System

uberwachungskomponente. Letztere ist f

ur das Einlesen und Aufbereiten,
1
Anschaulich wird die Konditionierung in dem bekannten Hundeversuch des russischen Psychologen
Iwan Petrowich Pawlow demonstriert.
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die Visualisierung und Protokollierung sowie f

ur die Kontrolle der Systemparameter
zust

andig.
Durch die zunehmende Komplexit

at der zu

uberwachenden Systeme steigt auch
die Komplexit

at und die Anzahl der zu

uberwachenden Parameter. Deshalb wird in
j

ungster Zeit in zunehmendem Mae versucht, die durch die System

uberwachung ge-
sammelten Daten automatisch auszuwerten, um so m

oglichst schnell und zuverl

assig
aus der groen Anzahl von Parametern, eine Aussage

uber den Zustand des

uberwach-
ten Systems zu erhalten.
Diese Art der System

uberwachung mit gleichzeitiger Bewertung des Systemzustands
wird im nachfolgenden als "Diagnosesystem" bezeichnet (vgl. [FPB96]). Um eine solche
Diagnose durchf

uhren zu k

onnen, ist es unerl

alich, das Wissen

uber die zu diagno-
stizierende Applikation aufzubereiten und dem Diagnosesystem zug

anglich zu machen.
Das Problem besteht darin, das vorhandene Modellwissen aus den verschiedenen Quel-
len, wie beispielsweise den physikalischen Zusammenh

angen, Konstruktionspl

anen und
Wirkungszusammenh

angen, in Regeln und Algorithmen umzusetzen, damit sie dem
Computer zug

anglich gemacht werden k

onnen. W

ahrend die aufgef

uhrten Wissens-
quellen Modelle bieten, die es in eine computergerechte Repr

asentation zu konvertieren
gilt, ist dagegen das fallbasierte Wissen der Experten nur schwer erfabar. Es lassen
sich gew

ohnlich keine oder nur sehr rudiment

are Modelle dieses Wissen erstellen, d.h.
es k

onnen widerspr

uchliche Aussagen koexistieren, und die Aussagenmenge selbst ist
unvollst

andig.
Es ist aber unerl

alich, gerade bei Applikationen die nur durch wenige oder

uber-
haupt keine Regeln beschrieben werden k

onnen, eine rechnergest

utzte Diagnose durch-
zuf

uhren, um auf diese Weise eine gleichbleibende Qualit

at und Nachvollziehbarkeit
der Diagnosen zu gew

ahrleisten.
Um einen kurzen Einblick in die Komplexit

at und die Schwierigkeiten beim Entwurf
solcher Diagnosesysteme zu geben, wird nachfolgend ein Beispiel aus der Industriepra-
xis angef

uhrt.
1.1 Anwendungsbeispiel: Pipeline{Inspektion
In der Erd

olindustrie stellt die Wartung und Instandhaltung der Gas- und

Ol-Pipelines
ein besonderes Problem dar. Dabei geht es insbesondere darum, festzustellen, ob sich
die Pipelines in einem ordnungsgem

aen Zustand benden, so da weder Korrosion
noch Materialsch

aden zur Zerst

orung der Rohre oder zu Umweltsch

aden f

uhren.
Mit sogenannten Molchen (siehe Abb. 1.1) werden mittels Ultraschall- oder Magnet-
streuumeverfahren die Beschaenheit der Rohrw

ande von Gas- und

Ol-Pipelines
gemessen.
Die Au

osung der Sensoren variiert mit den unterschiedlichen Molchtypen. Bei
einem auf Ultraschallmeverfahren basierendem Molch
2
(siehe Abbildung 4.2) wird
eine Messung pro 24mm
2
der Rohrinnenwand durchgef

uhrt. Dabei werden pro Messung
zwei Werte, n

amlich die Laufzeit f

ur das erste und zweite Echo mit jeweils einem Byte
kodiert, aufgezeichnet. Es werden mit bis zu 512-Ultraschallsensoren best

uckte Molche
dieses Typs verwendet, die mit einer Frequenz von 400kHz feuern. Damit ergibt sich
eine Au

osung von ca. 0.225mm f

ur die Wanddicke. Die Messungen werden in einem
durchschnittlichen Abstand von 3mm in l

angsrichtung der Pipeline durchgef

uhrt. Dies
2
Der UltraScan{Molch der Firma Pipetronix GmbH (PTX).
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Abbildung 1.1: Ein Molch des UltraScan{Typs beim Einschleusen in eine

Olpipeline.
ergibt f

ur eine 100km lange Pipeline mit einem Durchmesser von 28Zoll = 71cm ein
Datenvolumen von ca. 20GByte.
All diese Daten m

ussen von Auswertern manuell gesichtet werden. Zu diesem Zweck
werden sie in eine C-Scan
3
Darstellung konvertiert und dem Benutzer am Bildschirm
pr

asentiert. Die auftretenden Defekte sind zu klassizieren und auszumessen. Zu jedem
Defekt wird eine Beschreibung erstellt. Um einen Kilometer einer Pipeline mit durch-
schnittlicher Datenqualit

at zu inspizieren, ben

otigt ein erfahrener Auswerter ca. einen
Arbeitstag.
F

ur die Klassikation der kritischen Regionen (Anomalien) stehen dem Auswerter
keine konkreten Regeln zur Verf

ugung, sondern die Entscheidungen werden aufgrund
von Erfahrungswissen getroen, da die Anomalien keine einheitlichen geometrischen
Formen besitzen und durch Rauschen in der Messung mit falschen, unplausiblen oder
nicht vorhandenen Werten verf

alscht werden k

onnen.
Diese Auswertungen sind demzufolge sehr zeitintensiv und teilweise subjektiv. Durch
die fehlende Abwechslung wirken sie auf den Menschen erm

udend, der mit zunehmen-
der Erm

udung zu Fehlern neigt. Gerade aber in einem Bereich wie der Sicherheits

uber-
pr

ufung von Pipelines sollten jedoch keine Defekte

ubersehen oder falsch interpretiert
werden. Dies f

uhrt dazu, ein Diagnosesystem zu entwerfen, das dem Menschen bei
diesen Auswertungen unterst

utzt. Um ein solches System aufzubauen, m

ussen jedoch
einige Probleme ber

ucksichtigt werden. Diese werden im n

achsten Abschnitt eingehend
behandelt.
3
Zweidimensionale Falschfarbendarstellung, bei der die gemessene Materialdicke durch unterschied-
liche Farben repr

asentiert wird.
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1.2 Probleme beim Aufbau eines fallbasierten Dia-
gnosesystems
Eine der

altesten und auch am weit verbreitetsten Methoden, um technische Sach-
verhalte zu diagnostizieren, besteht in der Anwendung von Regeln. Die Diagnose von
Prozessen bzw. Systemen,

uber deren Verhalten jedoch nur wenige Regeln verf

ugbar
sind, erweist sich ohne die Hilfe von Modellwissen als

auerst schwierig. Oftmals wird
die Diagnose eines solchen Problems von einem Menschen dann mit Hilfe der ihm vor-
liegenden Erfahrungen durchgef

uhrt. Um ein derartiges Erfahrungswissen benutzen zu
k

onnen, mu eine ausreichende Menge von Beispielen existieren, aufgrund derer, ei-
ne Diagnose getroen werden kann. Aus diesem Grund kommt f

ur die automatische
Diagnose solcher Probleme ein fallbasierter Ansatz in Betracht. Solche Systeme beru-
hen auf der Vorgabe von Beispielen, die als Repr

asentanten von Klassen interpretiert
werden.
Um die fallbasierte Methodik verwenden zu k

onnen, ist eine gute und eÆziente
Wissensakquisition aufgrund repr

asentativer Beispielsmengen erforderlich.
Hierzu m

ussen gen

ugend repr

asentative Daten zur Verf

ugung stehen. Darunter ist
eine hinreichende Anzahl von Beispielen zu verstehen, die alle m

oglichen auftretenden
Kombinationen der Daten enth

alt. In der Praxis ist diese Anforderung allerdings nur
sehr schwer zu realisieren, da die Beispiele durch oft nicht direkt beeinubare Varia-
blen beeinut werden. W

ute man andererseits, wie die Variablen zusammenh

angen,
und wie sie zu ver

andern sind, k

onnte ein Modell erstellt werden. F

ur den automa-
tischen Wissenserwerb ist es also eine grundlegende Voraussetzung, eine ausreichende
Vielfalt bzgl. der Beispiele bzw. eine repr

asentative Beispielsmenge zu ermitteln.
Erschwerend kommt hinzu, da diese repr

asentative Beispielsmenge a priori nicht
vollst

andig bekannt ist, und die Daten dar

uber hinaus mit Rauschen behaftet sein
k

onnen, wobei das Rauschen aus verschiedenen zu ber

ucksichtigenden Ursachen herr

uh-
ren kann. Es stellt sich also die Frage nach einer ad

aquaten Wissenserwerbs-Methode.
Bei der Entwicklung von Diagnosesystemen werden h

aug repr

asentative Beispiele

ubersehen, weil sie vom Benutzer nicht als solche angesehen werden, oder aber f

ur
die Bew

altigung der Aufgabe werden durch den Benutzer unn

otig viele irrelevante Bei-
spiele ber

ucksichtigt (vgl. [Sun94b]). Dies ist deshalb in hohem Mae problematisch,
da davon die erfolgreiche Realisation des Diagnosesystems stark abh

angt.
Des Weiteren werden oft Methoden f

ur Diagnosesysteme verwendet, die eine groe
Anzahl von Parametern ben

otigen (vgl. [Leo96]). Zu deren Identikation wird erneut
Expertenwissen ben

otigt. Diese Aspekte m

ussen bei einem Systementwurf ber

ucksich-
tigt werden. Beispielsweise liee sich das dadurch vermeiden, da das System nicht
parameterbehaftete Methoden benutzt. Ansonsten mu ein solches System in der Lage
sein, die notwendigen Parameter selbst

andig zu ermitteln. Gleichzeitig mu auch darauf
geachtet werden, da der Zustand des Systems bzw. die G

ute der erzielten Aussagen
f

ur den Benutzer jederzeit nachvollziehbar sind.
Es ist daher sinnvoll, die gesamte Interaktion zwischen dem Benutzer und dem
Diagnosesystem in entsprechender Form anzulegen. Auerdem darf der Gesichtspunkt
der Entlastung des Benutzers bei dem Aufbau des Diagnosesystems nicht aus den
Augen verloren werden.
In der Praxis wird in der Regel versucht, anstelle applikationsunabh

angiger L

osun-
gen gezielt f

ur eine bestimmte Anwendung eine mageschneiderte L

osung zu nden.
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Diese kann dann auch im Allgemeinem nur f

ur diese spezische Anwendung eingesetzt
werden.
Aus den zuvor beschriebenen Problemen ergeben sich deshalb bestimmte Erfor-
dernisse f

ur ein applikationsunabh

angiges Diagnosesystem, die als Grundlage f

ur die
vorliegende Arbeit dienen. Deren Ziele werden in folgenden n

aher erl

autert.
1.3 Ziele und Beitrag der Arbeit
Das Ziel der vorliegenden Arbeit besteht in der Untersuchung und Entwicklung ei-
nes interaktiven Diagnosesystems f

ur subsymbolische Inspektionsdaten. Dabei liegt der
Schwerpunkt auf der interaktiven Lernkomponente des Diagnosesystems, mit deren Hil-
fe der Benutzer den Lernvorgang unterst

utzen kann und somit sein Wissen durch das
System direkt adaptiert wird.
Die in dieser Arbeit betrachteten Diagnoseaufgaben weisen Merkmale auf, aus de-
nen sich Anforderungen f

ur das Diagnosesystem ergeben. Im wesentlichen werden die
Anforderungen an das Diagnosesystem durch die Eigenschaften der Daten und durch
das abzubildende Anwendungswissen selbst gebildet.
Die Eingangsdaten des Diagnosesystems unterliegen dabei bestimmten Restriktio-
nen. Es handelt sich dabei um sehr groe Datenmengen f

ur die a priori in der Regel
keine repr

asentativen Beispielsdatens

atze vorliegen. Zudem sollen die Daten in digita-
ler Form pr

asent und zeitinvariant sein. Die Qualit

at der Daten kann in groem Mae
dierieren. Es ist auerdem davon auszugehen, da ein groer Anteil der Daten ver-
rauscht ist. Die Ursachen f

ur die Verrauschung k

onnen unterschiedlicher Natur sein,
beispielsweise k

onnen die Rauschanteile von Sensoren herr

uhren, durch Meungenau-
igkeiten oder aber auch durch Eekte innerhalb der

Ubertragungsleitung entstanden
sein.
Aber auch das abzubildende Diagnosewissen beeinut das Diagnosesystem. F

ur
die Diagnose der Daten existieren entweder

uberhaupt keine expliziten Regeln, oder
es k

onnen nur wenige Regeln aus der Anwendung zur Klassikation abgeleitet werden.
Dar

uber hinaus sind auf dem Applikationsgebiet Experten t

atig, die auf Erfahrungen
mit diesen Inspektionsdaten zur

uckgreifen k

onnen. Ferner besitzen diese Experten eine
intuitive Vorstellung und Erfahrungswissen

uber das zu untersuchenden Diagnosepro-
blem.
Aus diesen Randbedingungen gilt es nun, unabh

angig von einer bestimmten An-
wendung, aber f

ur diese gesamte Klasse des Applikationsgebiets eine methodische Vor-
gehensweise zur Entwicklung eines Diagnosesystems auszuarbeiten, so da die Auswer-
tung der vorliegenden Medatenmengen zu einem wesentlichen Teil durch das Diagno-
sesystem

ubernommen werden kann. Da nur wenige oder gar keine Regeln

uber die
zu behandelnde Aufgabe bekannt sind, andererseits aber ausreichend Daten zu diesem
Problem existieren, eignet sich zur L

osung dieser Diagnoseaufgabe ein beispielbasierter
Ansatz. Aus diesem Grund ist das Lernparadigma
4
gegen

uber einer expliziten Kodie-
rung des Wissens in Form von Algorithmen vorzuziehen, da zu einem modellbasierten
L

osungsansatz das notwendige Modellwissen fehlt.
Auerdem mu auch der Anteil der verrauschten Daten im Systemansatz ber

uck-
sichtigt werden. Da in dieser Arbeit ausschlielich numerische Signalwerte behandelt
werden, erscheint ein subsymbolisches Verfahren vielversprechend.
4
Lernen statt Programmieren.
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Abschlieend ist noch ein Problem ganz anderer Natur in Betracht zu ziehen: die
Wahl der richtigen Lernbeispiele. Im allgemeinen wird bei der Anwendung von Lernver-
fahren in der Weise vorgegangen, da im ersten Schritt Lernbeispiele verschiedenster
Art gesammelt werden. Diese werden dann im zweiten Schritt verwendet, um durch
ein Lernverfahren die Wissensrepr

asentation zu adaptieren. Dadurch entsteht aber der
Nachteil, da die Auswahl der Lernbeispiele durch den Menschen, also in subjektiver
Form aus dessen Sicht heraus vorgenommen wird, was es zu vermeiden gilt.
Im Rahmen der vorliegenden Arbeit wird ausgehend von den genannten Randbe-
dingungen eine Diagnosearchitektur vorgestellt und diskutiert, als auch ein Diagnosesy-
stemkern entwickelt, der in der Lage ist, verrauschte Inspektionsdaten zu verarbeiten.
Ein wesentlicher Vorteil dieser speziellen Architektur liegt darin, da Diagnose-
aufgaben ohne die Hilfe von Regelwissen durch die Interaktion mit dem Benutzer als
Lehrer erlernt werden k

onnen. Dar

uber hinaus werden die an der Diagnosearchitektur
beteiligten Komponenten eingehend untersucht, ebenso wie die zugrundeliegenden Dia-
gnoseproblemstellungen und deren L

osungen im Hinblick auf die Inspektionsdiagnose.
Um die Wissensakquisition f

ur den Benutzer zu erleichtern, wurde ein weiterer
Aspekt, den der transparenten Repr

asentationsdarstellung innerhalb des Diagnosepro-
zesses, die es dem Benutzer erm

oglicht, in einfacher Art und Weise die Vorgehensweise
des Systems nachzuvollziehen sowie Widerspr

uche in den Systemaussagen leichter zu
entdecken, ber

ucksichtigt. Aus diesem Grund wird die Wissensakquisition durch un-
terschiedliche Interaktionsm

oglichkeiten sowie durch eine automatische Beispielsuche
unterst

utzt. Ein weiterer Aspekt, der sich aus der zu beachtenden Bedienerfreundlich-
keit ergibt, f

uhrt dazu, ein weitgehend parameterloses Verfahren zu entwickeln, um auf
diese Weise die Anzahl der einzustellenden Parameter m

oglichst gering zu halten und
den Parametersuchraum zu verkleinern.
Die vorliegende Arbeit besch

aftigt sich mit einer Klasse von Diagnosesystemen, die
groe verrauschte sensorische Datenmengen verarbeitet. Dabei geht der Ansatz davon
aus, da kein oder nur sehr eingeschr

anktes explizites Modellwissen vorhanden ist. Der
Aufbau des Systems wird durch die interaktive Einbeziehung des Anwendungsexperten
als Lehrer in den Lernprozess des Diagnosesystems erreicht. Sowohl die Parameterlo-
sigkeit und die sofortige Adaption neuen Wissens durch die Lernkomponente w

ahrend
der Interaktion, als auch die Einsch

atzung der G

ute der Aussagen des Systems, bietet
einem mit den Problemen des Lernvorgangs nicht vertrauten Benutzer die M

oglichkeit,
auf einfache Art und Weise ein Diagnosesystem f

ur seine Bed

urfnisse anzupassen.
1.4 Gliederung der Arbeit
Nach einer Einf

uhrung der dieser Arbeit zugrundeliegenden Problematik der Entwick-
lung von Diagnosesystemen im Kapitel 1 wird diese in den nachfolgenden Kapiteln
n

aher untersucht (vgl. Abbildung 1.2).
Dazu werden zun

achst in Kapitel 2 Interaktive Diagnosesysteme erl

autert, wobei
der Lebenszyklus eines solchen Diagnosesystems dargestellt wird. Auerdem werden
einige ausgew

ahlte Diagnosesysteme vorgestellt und systematisch miteinander vergli-
chen, um so die Vor- und Nachteile der unterschiedlichen Ans

atze herauszuarbeiten.
Daraus werden dann Schlufolgerungen f

ur die in dieser Arbeit vorgestellte Interakti-
ve Lernende Diagnose (ILD) Architektur gezogen, die dann im Kapitel 3 eingehender
erl

autert wird.
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Im dritten Kapitel wird das Prol beschrieben, das f

ur die ILD geeignete Appli-
kationen aufweisen mu, das dann dazu verwendet wird, die Anforderungen an ein
Interaktiv Lernendes Diagnosesystem festzulegen. Es werden die Architektur des ILD-
Systems und seine Komponenten vorgestellt. Zum Abschlu dieses Kapitels werden
dann die Anforderungen an die einzelnen Komponenten eines ILD-Systems speziziert,
die dann in den nachfolgenden Kapiteln eingehender untersucht werden.
Dementsprechend widmet sich Kapitel 4 den Prinzipien der Vorverarbeitung. Da-
bei wird n

aher auf die Signalvorverarbeitung und die Problematik bei der Extraktion
von Merkmalen eingegangen. Die Eingangsdaten werden dazu in unterschiedlich di-
mensionale Merkmalstypen aufgeteilt. Insbesondere werden die Merkmalsbewertung
und die Merkmalsselektion untersucht, wobei darauf geachtet wird, da die analyti-
sche Betrachtung des Merkmals von der Klassikationsmethode unabh

angig ist. Nach
den Prinzipien der Vorverarbeitung werden in den Kapiteln 5 und 6 die Lernkompo-
nente und die Interaktion eingehend untersucht. Zusammen mit der experimentellen
Verikation im Kapitel 7 bilden diese drei Kapitel den Schwerpunkt der vorliegenden
Arbeit.
In Kapitel 5 wird die eigentliche Lernkomponente vorgestellt. Kapitel 5 gliedert sich
dabei in zwei Teile. Im ersten Teil wird die Untersuchung der Klassikatorperformanz
mit ihren Methoden und Fehlerabsch

atzungen, die Lernarchitektur mit ihren Verfahren
sowie parameterloses Lernen mit Hilfe des Dynamic Bounds vorgestellt. Der zweite Teil
widmet sich dann der Synergese mittels Hybrider Knoten.
Kapitel 6 besch

aftigt sich dann mit dem Problem der Interaktion. Dabei wird im
wesentlichen die Pr

asentation der Daten und die Wissenseingabe an sich untersucht.
Dar

uber hinaus wird auf das Sammeln von Beispielen sowie die Korrekturf

ahigkeit des
Systems eingegangen.
Die Interaktiv Lernende Diagnose wird im Rahmen dieser Arbeit auch experimentell
veriziert. Die Ergebnisse dieser Verikation werden in Kapitel 7 dargestellt, die dann
auch mit in die abschlieende Betrachtung einieen.
Den Abschlu dieser Arbeit bildet Kapitel 8 mit einer Zusammenfassung der vorlie-
genden Untersuchung sowie der Darstellung noch oener Fragen, die im Zusammenhang
mit der vorliegenden Untersuchung aufgeworfen wurden. Eine Skizze weiterf

uhrender
Ideen schliet die Arbeit ab.
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Kapitel 2
Architektur subsymbolischer
Diagnosesysteme
Am bekanntesten ist der Begri Diagnose aus dem Bereich der Medizin. Dort werden
die Ursachen f

ur verschiedene Krankheiten anhand ihrer Symptome festgestellt. Die
Verkn

upfung der Symptome zu einer oder m

oglicherweise mehreren Ursachen (Krank-
heiten) wird dann als Diagnose bezeichnet.
Bei technischen Systemen wird im Bereich der Fehlerdiagnose auf die gleiche Art
und Weise verfahren. Im Gegensatz zur Medizin wird bei der technischen Diagnostik
jedoch h

aug nicht von Symptomen, sondern von Merkmalen gesprochen. Die Relation
zwischen Merkmalen und Ursachen, deren Ergebnis jeweils einen Erkl

arungsversuch
f

ur die beobachteten Merkmale bietet, wird hier ebenfalls als Diagnose bezeichnet (vgl.
[Pup88]).
Es liegt in der Natur der Diagnostik, da die Messung Rauschen in die Merk-
male einbringt oder aber nicht immer alle Merkmale bekannt sind. Zur Bearbeitung
derartiger Daten eignen sich im wesentlichen subsymbolische Verfahren, da eine der
wesentlichen Eigenschaften subsymbolischer Verfahren die Fehlertoleranz und Robust-
heit gegen

uber verrauschten Daten darstellt. Aus diesem Grund werden im folgenden
lediglich subsymbolische Diagnosesysteme betrachtet. Diese werden im weiteren kurz
als Diagnosesysteme bezeichnet.
Wurde die Diagnose gestellt, schliet sich daran dann eine geeignete Manahme zur
Fehlerbehebung an, die aber im Rahmen dieser Arbeit nicht im Vordergrund steht.
Die folgenden Abschnitte behandeln die grundlegenden Konzepte eines subsym-
bolischen Diagnosesytems von Inspektionsdaten, die m

oglichen Fehlerquellen bei der
Erstellung eines Diagnosesystems und eine Auswahl von Systemen, die mit der in dieser
Arbeit betrachteten Fragestellung verwandt sind. Daraus werden Schlufolgerungen f

ur
die Architektur der Interaktiv Lernenden Diagnose (ILD) gezogen.
2.1 Grundlegendes

uber Diagnosesysteme
Bei technischen Systemen versteht man unter der Diagnose L

osungsprozesse, die den
nachfolgenden Bedingungen gen

ugen (vgl. [Pup88]):
Denition 2.1 (Diagnose)
 Das zu untersuchende Problem besteht aus zwei explizit gegebenen disjunkten
Mengen: der Menge der Merkmale M und der Menge der Klassen K (Ursachen).
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 Die Merkmale m 2M sind unter Umst

anden unvollst

andig, d.h. nicht alle Merk-
male, die f

ur eine Klasse ausschlaggebend sind, werden erfat.
 Die L

osung D (Diagnose) kann aus mehreren Klassen k 2 K bestehen.
Unter Diagnosesystemen versteht man Systeme, die aus den vorhandenen Merk-
malen, wie beispielsweise der Spannung, Frequenz oder Standardabweichung, den Zu-
stand des beobachteten Objekts ableiten. Dabei werden online- und oine-Systeme
unterschieden. Die online Diagnose ist direkt in dem Proze des Objektes eingebun-
den, wie zum Beispiel bei der

Uberwachung der Funktionen einer Maschine (siehe
[Qua94, Der87, QRK91]) und ist somit in der Lage, z.B. vor Verschlei zu warnen oder
im Notfall sogar den entsprechenden Proze zu stoppen. Die oine Diagnose dage-
gen operiert auf gesammelten Daten und kann in den Proze nicht mehr unmittelbar
eingreifen (vgl. [SB96b]).
In beiden F

allen sind nach der Diagnose eines Problems, geeignete Manahmen
zu dessen Behebung vorzuschlagen oder sogar bereits einzuleiten (siehe auch Abb.
2.1). Diese Manahmen sind also von vornherein in den Aufbau eines Diagnosesystems
einzuplanen.
Reaktionsvorschlag
Klassifikation
Diagnose
Merkmalsextraktion
Abbildung 2.1: Schritte eines Diagnosesystems. Zuerst werden aus den Rohdaten
relevante Segmente extrahiert. Die direkt oder durch eine Merkmalsextraktion gewon-
nenen Merkmale werden klassiziert und in einer Diagnose zusammengefat. Als letzter
Schritt schliet sich dann der Reaktionsvorschlag an.
Ein wesentlicher Aspekt beim Aufbau und der Anwendung von Diagnosesystemen
besteht in der Art der Wissensakquisition. Das Wissen kann in Form von Regeln
oder Modellen vorgegeben oder aus Beispielen erlernt werden (N

aheres siehe Abschnitt
2.1.3). Der in dieser Arbeit verfolgte Ansatz geht davon aus, da ein Applikationsex-
perte w

ahrend der Lernphase dem Diagnosesystem bei Nachfragen direkt und gezielt
Informationen zur Verf

ugung stellt.
Auerdem mu noch festgelegt werden, um was f

ur eine Art der Diagnose es sich
handelt. Bei der Diagnostik unterscheidet man diesbez

uglich zwei wesentliche Ans

atze,
n

amlich die Strukturdiagnose, die sich mit der Verikation struktureller Zusammen-
h

ange wie beispielsweise der Ger

atekonguration befat, und der Parameterdiagnose,
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welche die Mewerte einer Applikation

uberwacht. Die Parameterdiagnose gliedert sich
weiterhin in die fallbasierte und die modellbasierte Diagnose (vgl. dazu Kapitel 2.1.2.1).
Da, wie bereits in Abschnitt 1.3 "Ziele und Beitrag der Arbeit" erl

autert wurde, die in
dieser Arbeit zu untersuchenden Probleme aus einer groen Menge von Fallbeispielen
mit sehr wenigen Applikationsregeln bestehen, ist es sinnvoll, aus diesem Grund eine
fallbasierte Diagnose zu w

ahlen. Des Weiteren ist von verrauschten Daten auszuge-
hen. Dar

uber hinaus sind die vorhandenen Merkmale gr

oten Teils numerischer Natur,
womit sich ein subsymbolischer Ansatz geradezu anbietet. Als Grundlage der Daten
dienen einzelne Werte ohne Zeitabh

angigkeit, so da es sich hier um einen zeitdiskreten
Ansatz handelt (vgl. hierzu auch Abb. 2.2).
Parameterdiagnose Strukturdiagnose
Fallbasiert
Subsymbolisch Symbolisch
Diskret Kontinuierlich
UnüberwachtÜberwacht
Modellbasiert
Diagnose
Abbildung 2.2: Taxonomie der in dieser Arbeit betrachteten Diagnosesysteme,
in Abh

angigkeit der verwendeten Wissensrepr

asentation. Die vorliegende Arbeit
besch

aftigt sich mit dem eingekreisten Teilgebiet der Diagnose.
2.1.1 Lebenszyklus eines Diagnosesystems
In der Softwaretechnik wird die Erstellung, Wartung und Weiterentwicklung von Pro-
grammen bzw. Programmsystemen unter dem Begri Software Life Cycle zusammen-
gefat (vgl. [J

os93]). F

ur Diagnosesysteme l

at sich ein

ahnlicher Lebenszyklus an-
geben. Ein Diagnosesystem durchl

auft w

ahrend seiner Erstellung und Anwendung
mehrere Phasen (siehe Abb. 2.3). Dabei lassen sich drei Hauptphasen erkennen: die
Diagnosesystemkern-Erstellung, die Wissensakquisition und die Anwendung selbst (vgl.
[FPB96]). Diese drei Hauptphasen sind durch verschiedene Aufgabenbereiche gekenn-
zeichnet:
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AnwendungWissensakquisitionDiagnosesystemkern-Erstellung
Abbildung 2.3: Lebenszyklus eines Diagnosesystems
Diagnosesystemkern-Erstellung: Implementierung der Algorithmen, die das Ver-
arbeiten von Merkmalen, deren Zuordnung zu den Klassen sowie der Struktur der
Wissensbasis und der Benutzerschnittstellen erm

oglichen (siehe auch Abschnitt
2.1.2). Bei Expertensystemen wird dieser Diagnosesystemkern auch Shell genannt
(vgl. [Pup88, Sun94a]).
Wissensakquisition: In dieser Phase wird alles erforderliche Wissen des Experten in
den Diagnosesystemkern

ubertragen (vgl. dazu Abschnitt 2.1.3). Ist die Integra-
tion von Wissen nicht m

oglich, m

ussen neue Anforderungen an den Diagnose-
systemkern gestellt werden, die durch eine Erweiterung des Kerns zu realisieren
sind.
Anwendung: Der Benutzer verwendet das Diagnosesystem und ermittelt ggf. die
Schwachstellen des Systems. Das dabei gewonnene neue Wissen kann in einer
neuerlichen Wissensakquisition-Phase integriert werden.
Die Phasen verlaufen dabei verschachtelt, d.h. die nachfolgenden Phasen k

onnen
immer wieder in vorherige Phasen zur

uckspringen, um somit eine Verbesserung des
Diagnosesystems herbeizuf

uhren. Die Phasen unterscheiden sich, wie bereits erw

ahnt,
in ihren Aufgaben. Dar

uber hinaus dierieren sie aber auch in dem Mae, in dem sie
bereits Applikationswissen verwenden. Aus diesem Grund wird das System ohne Ap-
plikationswissen Diagnosesystemkern genannt, und erst das mit Wissen angereicherte
System wird als Diagnosesystem bezeichnet.
Die Anforderung an die einzelnen Phasen des Lebenszyklus eines Diagnosesystems
werden nun im folgenden n

aher speziziert.
2.1.2 Anforderungen an den Diagnosesystemkern
Die prim

aren Anforderungen an einen Diagnosesystemkern gliedern sich in drei Haupt-
bereiche: die Wissensrepr

asentation, das Klassikationssystem und die Dialogschnitt-
stellen (vgl. [PR93]).
An die jeweiligen Bereiche werden folgende tiefergehenden Anforderungen gestellt:
Wissensrepr

asentation:
 Das Wissen mu in einer Wissensbasis repr

asentiert werden. Wissensfrag-
mente unterschiedlicher Form und Semantik m

ussen integrierbar sein.
 Dem Anwender bleibt die interne Repr

asentation der Daten verborgen. Die
Interpretation erfolgt in dem jeweiligen Kontext, aber f

ur den Benutzer auf
leicht nachvollziehbare und transparente Weise.
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 Die Wissensbasis bendet sich immer in einem konsistenten Zustand, und
darf nicht durch fehlerhafte Bedienung zerst

ort werden k

onnen.
 Es mu m

oglich sein, neues Wissen einfach hinzuzuf

ugen bzw. zu entfernen.
Klassikationssystem:
 Das Klassikationssystem mu sich anhand vergangener Erfahrung adaptie-
ren. Dieses Lernen soll problemangepat sein und m

oglichst ohne Eingrie
des Benutzers durchgef

uhrt werden.
 Das System soll auch bei verwandten Problemen einsetzbar sein.
 Das Klassikationssystem sollte auch bei verrauschten Daten gute Ergeb-
nisse erzielen.
 Der Benutzer soll eine Prognose

uber die G

ute/Zuverl

assigkeit der durch-
gef

uhrten Klassikationen erhalten.
Dialogschnittstellen:
 Der Benutzer soll durch Parametrisierung, eine Vorauswahl/Filterung tref-
fen, die es erm

oglicht, eine schnellere Wissensakquisition durchzuf

uhren.
 Es mu auch m

oglich sein, fehlerhafte Eingaben r

uckg

angig zu machen.
 Dem Benutzer mu die M

oglichkeit gegeben werden, Wissen und Hypothe-
sen in unterschiedlicher Form eingeben zu k

onnen. Dem System gegen

uber
k

onnen Erl

auterungen in Form von Erkl

arungen, Alternativen, Unsicherhei-
ten oder Risiken gegeben werden
 Die Kommunikation mit dem System soll m

oglichst komfortabel und leicht
f

ur den Benutzer konzipiert sein. Es sollten Dialogkomponenten f

ur unter-
schiedliche Eingabearten existieren.
 Das Vokabular des Systems mu dem des Benutzers entsprechen.
 Der Benutzer soll mit Hilfe der Dialogschnittstellen Fragen bzw. Statusmel-
dungen des Systems abrufen k

onnen.
Diese Anforderungen an den Diagnosesystemkern werden im folgenden ausf

uhrlicher
betrachtet.
2.1.2.1 Wissensrepr

asentation
Auf dem Gebiet der Wissensrepr

asentation wurden im Rahmen der Entwicklung im
Bereich der K

unstlichen Intelligenz (KI) viele verschiedene Ans

atze untersucht, bei-
spielsweise Semantische Netze, Frames, Petrinetze, Anweisungstabellen, genetische Al-
gorithmen, Neuronale Netze und viele andere (siehe [Qua94]).
Es hat sich gezeigt, da keine Methode f

ur sich allein allen Problemen gerecht
werden kann. Aus diesem Grund werden die Methoden f

ur spezielle Aufgabengebiete
ausgew

ahlt, wobei in letzter Zeit diese Methoden immer h

auger miteinander verkn

upft
werden, um immer komplexere Probleme l

osen zu k

onnen.
Unabh

angig von der gew

ahlten Repr

asentation, kann die Erstellung einer Diagnose
als Vergleich zwischen der Wissensrepr

asentation und den Merkmalen des Objekts auf-
gefat werden (siehe Abb. 2.4). Dabei werden also aktuell vorgegebene Werte mit dem
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Abbildung 2.4: Die Diagnose wird durch den Vergleich zwischen der Wissensrepr

asen-
tation und den Merkmalen des Objekts erstellt.
in der Wissensbasis gespeicherten Wissen verglichen. Das Ergebnis dieses Vergleichs
liefert dann die Diagnose.
Die Art des Diagnosesystems h

angt stark von dem zu diagnostizierenden Objekt,
der Art des Wissens

uber das Objekt und den zur Verf

ugung stehenden Daten ab.
Anhand der unterschiedlichen Wissensquellen lassen sich folgende Klassen von Wis-
sensrepr

asentationen feststellen:
Modellbasiert: Mit Hilfe physikalischer Modelle oder Expertenheuristiken werden
Regeln bzw. Modelle aufgestellt, die als Wissensbasis f

ur die Diagnose dienen.
Von vornherein existiert bereits eine Vorstellung/Wissen

uber die Objekte, die
es zu kodieren gilt. In Abbildung 2.4 wird dieses Vorwissen als explizites Wissen
dargestellt.
Fallbasiert: Anhand von Beispielen wird eine Fall-Wissensbasis aufgebaut. Die Wis-
sensrepr

asentation wird anhand dieser Beispiele gebildet, in dem induktive Ver-
fahren zur Ableitung von Regeln, oder subsymbolische Verfahren (Neuronale Net-
ze, genetische Algorithmen, etc.) eingesetzt werden. Diese Art der Repr

asentation
wird dann gew

ahlt, wenn nur wenige oder keine Kenntnisse

uber die Zusam-
menh

ange innerhalb eines Problems vorhanden sind. In Abbildung 2.4 wird es
als sog. implizites Wissen dargestellt.
Die Art der gew

ahlten Wissensrepr

asentation beeinut wesentlich die Auspr

agung
des Klassikationssystems.
2.1.2.2 Klassikationssystem
Die Art des Klassikationssystems h

angt sowohl von dem Diagnoseproblem als auch
von der Wissensrepr

asentation ab, und kann bez

uglich der folgenden Eigenschaften
noch weiter unterteilt werden:
 Vollst

andigkeit des Modells bzw. der Anzahl der vorhandenen Regeln,
 Anzahl der zur Verf

ugung stehenden Beispiele,
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 Qualit

at und Grad der Verrauschtheit der Daten,
 Datencharakteristik: symbolische bzw. numerische Repr

asentation,
 Art der zu untersuchenden Daten: Diagnose von Zeitreihen oder diskreten Ereig-
nissen,
 Adaptivit

at des Klassikationssystems an neue Informationen.
In der Literatur sind die unterschiedlichsten Methoden zur Klassikation bekannt
(vgl. dazu [DH73, Bis95, FPB96, Qua94]).
Wie in Abschnitt 1.3 motiviert, sind die f

ur diese Arbeit interessanten Methoden
diejenigen, die subsymbolische (numerische), verrauschte und diskrete Daten verar-
beiten k

onnen. Deswegen sind diejenigen Klassikationssysteme f

ur diese Arbeit von
Interesse, die ohne Regeln auskommen k

onnen, aber dennoch in der Lage sind, vor-
handene Regeln zu integrieren und eine schnelle Adaption an neue Informationen zu
gew

ahrleisten.
Aus diesem Grund sind auch diverse Anforderungen von der Wissensakquisition zu
erf

ullen, die im folgenden Abschnitt eingehender beleuchtet werden.
2.1.3 Wissensakquisition
Die Akquisition von Wissen wird beim Knowledge Engineering nach [KL90] in drei
logische Phasen aufgeteilt:
Wissenserhebung: Die Daten werden erfat, in dem sie aus den unterschiedlichen
Wissensquellen (siehe auch n

achste Seite) extrahiert werden.
Interpretation: Es erfolgt eine mentale Konzeption des Wissens in ein Modell, bzw.
beimmodellbasiertemAnsatz wird in dieser Phase die Modellierung durchgef

uhrt.
Operationalisierung: In dieser Phase erfolgt die tats

achliche Kodierung des Wissens
in die Wissensbasis.
Die Arten der Wissenserhebung lassen sich grob, wie in Abbildung 2.5 dargestellt,
in Erstellen/Eingeben des Wissens, automatisches Ableiten und Lernen einteilen (vgl.
[Z

ol95, FPB96]). Das so gewonnene Wissen mu in der Interpretationsphase in die
richtige Operationalisierung umgesetzt werden. Beim automatischen Ableiten und Ler-
nen ist die Interpretationsphase bereits mit der Operationalisierung verschmolzen, da
die Umsetzung von der Wissenserhebung bis zur Operationalisierung durch die Metho-
den vorgegeben ist. Bei der Erstellen/Eingeben-Methodik ist eine Interpretation des
gesammelten Wissens durch den Diagnoseexperten notwendig.
Diese unterschiedlichen Methoden sind auch mit unterschiedlichem Aufwand f

ur
den Diagnoseexperten und der notwendigen Komplexit

at des zugrunde liegenden Dia-
gnosesystemkerns verbunden. Ein wichtiger Faktor f

ur die G

ute und Akzeptanz eines
Diagnosesystems besteht in dem Aufwand, der notwendig ist, um das vorhandene Wis-
sen dem System zur Verf

ugung zu stellen (siehe Abschnitt 2.5).
Demzufolge ist bei der Planung eines Diagnosesystems die Art der Wissensakquisi-
tion (manuell/automatisch) gegen

uber dem Entwicklungsaufwand f

ur den Diagnosesy-
stemkern abzuw

agen (siehe Abb. 2.6), denn im allgemeinen gilt: je mehr Aufgaben der
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Abbildung 2.5: Unterschiedliche Arten der Wissenserhebung mit m

oglichen Opera-
tionalisierungsmethoden.
automatisierte Methode
direkte Methode
indirekte Methode
Entwicklungsaufwand für den Diagnosesystemkern
Methode:
Wissenserwerb automatisiert
aus Modell/Falldaten
Techniken:
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Technik
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Wissensingenieure
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Wissenserwerb durch
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Abbildung 2.6: Manueller Aufwand bei der Wissensakquisition in Abh

angigkeit von
der Komplexit

at des Diagnosesystemkerns (aus [Z

ol95])
Diagnosesystemkern automatisch

ubernimmt, desto h

oher bemit sich der Aufwand f

ur
dessen Konstruktion.
Dies bedeutet, da bei gleichbleibender Qualit

at des Diagnosesystems der Aufwand
zwischen dem Erstellungsaufwand f

ur den Diagnosesystemkern und dem Wissensak-
quisitionsaufwand verlagert werden kann.
Dabei ist allerdings zu ber

ucksichtigen, da mit steigender Anzahl der Beteiligten
sich auch die Zahl der m

oglichen Fehlerquellen erh

oht (siehe Abschnitt 2.2). Dies ist
gerade bei der indirekten Methode (vgl. dazu Abb. 2.6) der Fall. Aus diesem Grund ist
die direkte oder gar die automatisierte Methode der indirekten vorzuziehen.
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Die Entscheidung, welche Art der Wissensakquisition angewandt werden kann,
h

angt im wesentlichen von den vorhandenen Wissensquellen ab.
Wissensquellen
DasWissen, das f

ur die Bildung eines Diagnosesystems verwendet werden kann, stammt
aus den Dom

anen des strukturellen, funktionalen und heuristischen Wissens

uber die
Applikation. Diese Quellen k

onnen mit den unterschiedlichen Methoden der Wissen-
serhebung erschlossen werden (vgl. Abb. 2.5). Hierbei kommt der Erstellungsaufwand
eines Diagnosesystems zum Tragen. Denn im allgemeinen gilt: je automatischer eine
Wissensquelle bearbeitet werden kann, desto h

oher ist der Erstellungsaufwand des be-
treenden Systems, und desto geringer sind die zu erwartenden Fehldiagnosen, die im
wesentlichen durch den Menschen verursacht werden (siehe Abschnitt 2.2).
Die obengenannten Wissensarten zeichnen sich durch spezielle Eigenschaften aus:
Strukturelles Wissen: beschr

ankt sich auf die strukturellen Aspekte der Anwen-
dung, wie beispielsweise:
 Anlagenbau,
 Unternehmensstruktur.
Funktionales Wissen: beschreibt die Funktionalit

at der Komponenten und ihre dy-
namischen Eigenschaften wie
 Ablaufpl

ane,
 physikalische Zusammenh

ange.
Heuristisches Wissen: beschreibt anhand besonderer Beispiele oder heuristisch fun-
dierter Erkenntnisse Zusammenh

ange im Applikationsbereich anhand von
 Fallbeispielen,
 Erfahrungswissen.
Die f

ur diese Arbeit interessanten Quellen beschr

anken sich im wesentlichen auf
das heuristische Wissen, da andere Wissensquellen f

ur diese Klasse von Applikationen
nicht verf

ugbar sind. Es wird aber auch aufgezeigt, wie das vorhandene strukturelle und
funktionale Wissen eingebracht werden kann (vgl. Abschnitt 3.4). Die daraus resultie-
rende Wissensakquisitionsmethode ist zwischen der automatisierten und der direkten
anzusiedeln (siehe Abb. 2.6).
2.1.4 Anwendung
Am Schlu des Lebenszyklus eines Diagnosesystems steht die Anwendung des Diagno-
sesystems selbst. Diese bezieht sich immer auf eine ganz spezielle Problematik, f

ur die
das Diagnosesystem origin

ar erstellt wurde. Im n

achsten Abschnitt werden zur Veran-
schaulichung einige in der Industrie verwendete Diagnosesysteme n

aher beschrieben,
um so auch nochmals die Eigenschaften zur Zeit existierender Diagnosesysteme aufzu-
zeigen.
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2.2 Fehlerquellen bei Diagnosesystemen
Die Erstellung von Diagnosesystemen erfordert eine sehr hohe Sorgfalt. Nach einer
Untersuchung

uber die Fehlerquellen bei der Entwicklung von wissensbasierten Syste-
men (siehe [Z

ol95]), h

angt die Qualit

at eines Diagnosesystems im wesentlichen von
der Wissensakquisition und dem Wissen der Experten ab (siehe Abb. 2.7). Dabei hat
sich gezeigt, da Fehler, die dem Experten bei der Erstellung des Diagnosesystems
unterlaufen (sog. Expertenfehler), wie z.B. falsche Zuordnung der Merkmale oder eine
inkorrekte Wissensakquisition, ca. 50% der auftauchenden Probleme verursachen. Die
restlichen Fehlerquellen (siehe dazu auch Abb. 2.7) h

angen im wesentlichen von den
eingesetzten Geldmitteln bzw. der Schulung der Mitarbeiter ab.
0 10 20 30 40 50 60
Wissensakquisition     (54%)
         Mangel an Bedienungsqualifikation  (33%)
                       Entwicklungskosten (29%)
     Mangel an adäquaten Softwaretools (22%)
             Fehlen von Hilfsmitteln (16%)
       Mangel an Hardware (12%)
             Mangel an Firmenunterstützung (3%)
                         Sonstiges (7%)
      Fehler von Experten (44%)
Abbildung 2.7: Fehlerquellen bei der Erstellung diverser Diagnosesysteme (aus
[Z

ol95]).
Sowohl die inkorrekte Wissensakquisition als auch Expertenfehler beeinussen aber
auch in groem Mae die Zuverl

assigkeit und Eektivit

at des Diagnosesystems. Aus
diesen Gr

unden m

ussen die Eingaben der Experten, die interaktiv mit dem System
arbeiten,

uberpr

uft werden.
Die Erkennung und Korrektur von Fehlern sollte so fr

uh wie m

oglich erfolgen, da die
Verschleppung eines Defektes immer schwerwiegendere Auswirkungen nach sich zieht.
Dies wird in Abb. 2.8 verdeutlicht.
Dabei unterscheidet man vier Arten von Fehlern, wobei sich vom Fehler hin zum
Schaden die Auswirkungen sukzessive verschlimmern.
Bedeutet ein Fehler dabei lediglich noch eine Abweichung von dem gew

unschten
Verhalten (sog. Soll-Verhalten), so beeintr

achtigt eine St

orung bereits die Funktiona-
lit

at des Systems. Dennoch wirkt sich eine St

orung nur begrenzt aus. Beseitigt man
diese St

orung nicht, so f

uhrt dies letztendlich zum Ausfall der entsprechenden Funkti-
on. Wird der Ausfall ebenfalls ignoriert, kann daraus ein Schaden resultieren, der die
Zerst

orung einzelner Komponenten nach sich zieht, die schlielich auch die Unbrauch-
barkeit der eigentlichen Applikation verursachen.
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Abbildung 2.8: Auswirkungen eines Fehlers in Abh

angigkeit von Zeit und Intensit

at.
Generell gilt: je l

anger ein Fehler verschleppt wird, desto schwerwiegender sind die
daraus resultierenden Folgen (aus [Qua94]).
Deshalb ist es besonders wichtig { um Kosten und Zeit f

ur eine eventuelle Schadens-
behebung zu vermeiden { bereits bei der Erstellung des Diagnosesystems Kontrollme-
chanismen einzubauen, die Fehler und Inkonsistenzen des Diagnosesystems erkennen
und auch Vorschl

age zu deren Behebung unterbreiten, um somit Sch

aden an der Ap-
plikation fr

uhzeitig vorzubeugen.
Zieht man dazu die Information hinzu (siehe auch Abb. 2.7), da ca. die H

alfte
aller Fehler aus einer inkorrekten Wissensakquisition bzw. Expertenfehler resultiert,
ist es dringend geboten, Kontrollm

oglichkeiten miteinzubeziehen, die eine inkorrekte
Wissensakquisition verhindern oder wenigstens auf Inkonsistenzen in den Expertenaus-
sagen hinweisen.
2.3 Beispiele eingesetzter Diagnosesysteme
In der Industrie werden seit l

angerem verschiedene Diagnosesysteme erfolgreich ein-
gesetzt (siehe [KS97, Seg96, Lut93, SLS93]), vornehmlich in der Qualit

atssicherung
und Authentisierung. Die im folgenden n

aher betrachteten Systeme (vgl. dazu auch
die

Ubersicht in Tabelle 2.1) sind f

ur spezielle Applikationen entstanden, die sich nur
partiell oder g

anzlich der analytischen Beschreibung entziehen. Es werden die L

osungs-
ans

atze dieser Systeme untersucht, um Schlufolgerungen f

ur die Architektur des ILD-
Systems zu erhalten.
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2.3.1 Motor-Diagnose
Um den steigenden Qualtit

atsanforderungen gerecht zu werden, besteht das Bestreben,
Fehler bei der Fertigung von Motoren bereits fr

uhzeitig zu erkennen (siehe [Lut93]).
Dazu wird der Montageproze

uberwacht, um so eine schnelle Beurteilung des gepr

uften
Motors zu erhalten. Es soll dazu die Fehlerursache m

oglichst genau festgestellt werden.
Auerdem ist eine Reparaturanleitung automatisch zu generieren.
Um diesen Anforderungen zu gen

ugen, werden f

ur dieses Diagnosesystem vollst

andig
verbundene Backpropagation-Netze eingesetzt. Um diese einzulernen, werden aus den
Medaten (5 Parameter mit je 750 Mewerten) fehlertypische Merkmale in Dateien
abgelegt, die die kontinuierlichen Mesignale und ihre Bewertung enthalten. Es treten
dabei verrauschte Daten auf, und es sind dar

uber hinaus noch Fertigungstoleranzen zu
beachten. Die Daten werden f

ur die Klassikation mit Backpropagation-Netzen auf das
Intervall [0 : : : 1] normalisiert. Als erfolgreich hat sich eine 50   20   20   11 Topolo-
gie herausgestellt, bei der jedes der 11 Ausgabeneuronen einer Fehlerklasse zugeordnet
wurde.
Das beschriebene Diagnosesystem beantwortet die Fragen, welche Fehler die ord-
nungsgem

ae Funktion des Motors beeintr

achtigen, und wo diese Fehler aufgetreten
sind. Die Diagnose wird in Realzeit durchgef

uhrt und gibt die gefundenen Fehlerquel-
len aus.
2.3.2 Getriebe-Diagnose
Die Getriebe-Diagnose dient der Ermittlung und Aufzeichnung des Vollastschaltverhal-
tens (siehe [SLL93]). Es sollen bereits geringf

ugigste Abweichungen von den Toleranzen
festgestellt werden.
Man unterscheidet dabei drei verschiedene Arten von Schaltvorg

angen: Vollasthoch-,
Vollastr

uckschaltvorg

ange und Modulationsdruck. Eine Messung von 3 Sekunden ergibt
ca. 18000 verrauschte Mewerte, die durch

aquidistante Abtastung auf 150 Merkmale
f

ur die drei Backpropagation-Netze reduziert werden. F

ur jeder Art des Schaltvorgangs
ist ein anderes Netz zust

andig. Diese sind in der Lage, sechs verschiedene Fehlertypen
und auch daraus kombinierte Fehlerursachen zu erkennen. Zum Einlernen der Netze
mit einer 150  15  15  30  6 Topologie werden manuell zusammengestellte Muster-
dateien verwendet, die einen repr

asentativen Querschnitt der gesammelten Beispiele
enthalten.
Mittels einer graphischen Ausgabe werden sowohl die Eingabedaten als Kurvenver-
lauf der Drehzahl als auch der Fehlertyp dargestellt.
2.3.3 ZN-Face
Bei ZN-Face handelt es sich um ein Zutrittskontrollsystem (siehe [Gmb]). Mittels au-
tomatischer Gesichtserkennung, die auf Neuronalen Netzen basiert, wird der Zugang
zu einem Geb

aude

uberpr

uft.
ZN-Face ist ein Komplettsystem aus Verikationskonsole mit integrierter Kamera
und dazugeh

origer Rechnereinheit. Am Kontrollpunkt wird automatisch ein Bild der
Person aufgenommen, die das Geb

aude oder den Raum betreten will. Dazu wird das
Gesicht in ein Gitter zerlegt und diese durch neuronale Netze mit sog. Referenzbildern
verglichen.
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Es besteht die M

oglichkeit die

Ubereinstimmungsg

ute einzustellen, so da die Wahr-
scheinlichkeit f

ur falsche positive Erkennungen beeinut werden kann. Dies geht nat

ur-
lich auf Kosten der Anzahl der Abweisungen berechtigter Personen, denen der Zugang
verweigert wird. Diese Werte lassen sich durch die Verwendung mehrerer Referenzbilder
verbessern.
2.3.4 ZN-LISA
ZN-LISA ist ein System, mit dem unter nur geringem Aufwand, akustische Daten
erfat, visualisiert, gespeichert und analysiert werden k

onnen (siehe [HG97]). Dazu
werden oine neuronale Klassikatoren entwickelt, die Fehler in Bauteilen, Materia-
lien oder Fertigprodukten diagnostizieren. Das Einlernen der Klassikatoren basiert
auf Beispielsdateien.

Uber ein Benutzerinterface werden die Klassikationsergebnisse
angezeigt.
Der komplette Aufbau von ZN-LISA ist in Abbildung 2.9 genauer dargestellt.
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Datenverarbeitung
- FFT, STFT
- Modulationsspektren
- Wavelets
- . . .
Benutzerinterface (Win95/NT)
Neuronaler
Klassifikator
Leitsystem
Unix, NextStep, Win95, NT, . . .
Kernsoftware
Mikrofon
Beschleunigungsaufnehmer
DAT-Tape
. . .
I/O
Abbildung 2.9: Architektur des LISA-Systems
ZN-LISA wird bereits in verschiedenen Produktionen eingesetzt, beispielsweise bei
dem Sound-Quality-Engineering, der Vermessung der Blaslanzenposition am Elektro-
Lichtbogen oder der Kontrolle vielbenutzter mechanischer Komponenten wie Bankau-
tomaten.
2.3.5 Qualit

atskontrolle von Kassettenlaufwerken
Dieses Diagnosesystem dient der Erkennung von Montage-, Fertigungs- und Funkti-
onsfehler von Kassettenlaufwerken (oder auch anderen rotierenden Ger

aten), die durch
unterschiedliche Ger

ausche festgestellt werden k

onnen (siehe [FWH97b, FWH97a]).
Das vorliegende Expertenwissen l

at sich nicht in Regeln fassen, deshalb wird eine
Klassikation durch Kohonen-Netze durchgef

uhrt. Jedes Laufwerk wird vier Sekunden
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akustisch

uberpr

uft. Dabei entstehen 32768 Abtastwerte, aus denen Merkmale wie die
Varianz, die Schiefe oder die W

olbung des gemessenen Signals ermittelt werden. Es
wurden 500 Beispielsdatens

atze gesammelt, mit denen ein Kohonen-Netz eintrainiert
wurde.
Die Klassikationsergebnisse werden mittels verschiedenfarbiger Symbole am Bild-
schirm dargestellt. Auerdem werden als fehlerhaft gekennzeichnete Laufwerke auto-
matisch aussortiert.
2.3.6 DIAMOND
Verwendet wird dieses Diagnosesystem zur Diagnose von Dieselmotoren, um dabei die
Reparatur fehlerhafter Motoren zu beschleunigen, und um eine kostenm

aige Optimie-
rung zu erreichen.
Bei DIAMOND handelt es sich um ein hybrides Diagnosesystem (siehe [SLS93]),
das f

ur die Diagnose Neuronale Netze einsetzt. Das Diagnoseergebnis wird dann anhand
sog. Plausibilit

atsregeln, die aus Expertenwissen abgeleitet wurden,

uberpr

uft.
Alle motorrelevanten Daten und ebenso die Regeln werden in einer relationalen Da-
tenbank gespeichert. Dadurch ndet eine schnelle Adaption an aktuelle Gegebenheiten
statt.
Die Diagnose wird in Verbindung mit anderen Informationen, wie dem aktuellen
Motorstatus, der Gegen

uberstellung von Soll- und Istdaten, der Motorhistorie und di-
versen Motorparametern, ausgegeben. Die Ergebnisse werden am Bildschirm angezeigt.
Tabelle 2.1 zeigt noch einmal eine

Ubersicht

uber die oben aufgef

uhrten Diagnose-
systeme.
2.4 Schlufolgerungen f

ur Interaktive Diagnosesy-
steme
Bei den beispielhaft vorgestellten subsymbolischen Diagnosesystemen wird beschrieben,
da die Wissensakquisition als separater Schritt bei der Erstellung eines Diagnosesy-
stems durchgef

uhrt wird. Zuerst werden durch Experten Beispielsdaten gesammelt, die
im nachfolgenden Schritt im System eingelernt werden. Diese Vorgehensweise bewirkt,
da keine Ber

ucksichtigung des ge

anderten Verhaltens des Diagnosesystems aufgrund
der Hinzunahme neuer Beispiele durchgef

uhrt wird. Die Operationalisierungsphase ist
also zeitlich von der Wissenserhebung getrennt.
Es wird des Weiteren aufgezeigt, da eine wesentliche Fehlerquelle bei der Erstellung
von Diagnosesystemen bei der Wissensakquisition verursacht wird. Demzufolge ist es
f

ur die Fehlervermeidung seitens der Experten beim Aufbau eines Diagnosesystems
notwendig, eine umfangreiche Unterst

utzung im Zuge der Wissensakquisition zu bieten.
Dies bedeutet, da eine weitgehend automatische Wissensakquisition eingesetzt werden
sollte, um diese Fehlerquelle zu minimieren. Dar

uber hinaus ist die Wissensakquisition
auf eine m

oglichst einfache gemeinsame Sprache zu reduzieren, damit beide Beteiligten

uber die gleichen Informationen verf

ugen und nicht "aneinander vorbeireden" und auf
diese Weise inkorrektes Wissen in das Diagnosesystem einiet.
Das System mu eine Vorlterung der Beispiele durchf

uhren, und den Benutzer nur
in Zweifelsf

allen zu Rate ziehen, um schon auf diese Weise einer m

oglichen Falschein-
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Tabelle 2.1: Diagnosesysteme aus der Industrie.
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gabe entgegenzuwirken. Anderseits mu die Eingabe des Experten durch eine Plausi-
bilit

atspr

ufung validiert werden, um m

ogliche Widerspr

uche sofort aufzudecken.
Durch die Architektur der getrennten Wissenserhebung und der Operationalisie-
rung des Wissens ist die Erkennung von Fehlern im Diagnosesystem nur sehr verz

ogert
m

oglich. Die verwendeten Lernmethoden in den aufgef

uhrten Diagnosesystemen lassen
eine andere Vorgehensweise allerdings auch nicht zu.
Demzufolge mu es das Klassikationssystem erm

oglichen, neue Informationen um-
gehend in die Wissensbasis zu adaptieren. Dies w

urde die Handhabung des Systems
enorm erleichtern. Dar

uber hinaus w

achst dadurch die Akzeptanz von Seiten des Be-
nutzers in Bezug auf das System, da die Korrekturen und

Anderungen sofort umgesetzt
und nachvollzogen werden k

onnen.
Bei den vorgestellten Diagnosesystemen existiert keine geschlossene Vorgehenswei-
se, um die Vorverarbeitung der Daten durchzuf

uhren oder den Diagnosesystemkern auf
andere Problemstellungen zu

ubertragen. Die Beispielsdaten werden meistens in un-
terschiedlichen Dateien vorgehalten, ohne da dabei eine zentrale Datenhaltung oder
Wissensbasis vorliegen w

urde. Dar

uber hinaus ist nicht gekl

art, wie bereits vorhandenes
Vorwissen wie Regeln, physikalische Modelle, usw. in das Diagnosesystemen integriert
werden k

onnen.
Aus den oben getroenen Aussagen lassen sich folgende Schlufolgerungen ableiten.
Ein interaktives Diagnosesystem sollte in der Lage sein, online mittels Interaktion mit
dem Benutzer zusammen zu lernen. Der Benutzer hat dabei die Rolle eines Lehrers,
der dem Diagnosesystem vorhandene Regeln vermittelt und die Aussagen des Systems
anhand von Beispielen veriziert. Als Voraussetzung dazu ist eine Kommunikations-
schnittstelle zu sehen, die dem Benutzer sowohl die Eingabe neuen Wissens als auch die

Uberwachung des Diagnosesystems selbst erlaubt. Das Wissen sollte in einer Wissens-
basis verwaltet werden, und das System sollte dabei weitgehend automatisiert arbeiten,
um Benutzerfehler zu minimieren.
Diese Forderungen lassen sich durch das Konzept des Interaktiv Lernenden Diagno-
sesystems f

ur verrauschte Inspektionsdaten umsetzen. Dabei spielt sowohl die uniforme
Datenrepr

asentation f

ur das Diagnosesystem und den Benutzer als auch die unmittel-
bare Wissensadaption eine zentrale Rolle. Die Architektur f

ur ein derartiges Diagnose-
system wird im folgendem Kapitel vorgestellt.
Kapitel 3
Architekturansatz f

ur ein lernendes
Diagnosesystem
Diese Kapitel f

uhrt die Architektur eines Interaktiv Lernenden Diagnosesystems (ILD-
Systems) ein. Darin werden die Merkmale einer Applikation speziziert, bei der die
Interaktiv Lernende Diagnose (ILD) eingesetzt wird. Die Architektur und deren Kom-
ponenten werden vorgestellt und erl

autert. Ebenso werden die Aufgabenstellungen der
Komponenten als auch die Zusammenh

ange zwischen den einzelnen Komponenten spe-
ziziert.
3.1 Motivation eines Interaktiv Lernenden Diagno-
sesystems
In Kapitel 2 wurde bereits erl

autert, da die Wissensakquisition sowie Fehler der Ex-
perten die gr

oten Fehlerquellen bei der Erstellung von Diagnosesystemen darstellen.
Um dieser Problematik zu begegnen, wird in der vorliegenden Arbeit eine L

osung vor-
geschlagen, mit der sich derartige Fehlerquellen weitgehend vermeiden lassen.
Basierend auf dem Phasenmodell zur Auspr

agung eines Diagnosesystems wird hier
eine Methode beschrieben, die einen inkrementellen Aufbau des Diagnosesystems erm

og-
licht, ohne dabei wesentliche Kenntnisse

uber die Lernalgorithmen oder die interne
Darstellung des Diagnosewissens zu besitzen.
Wie bereits erw

ahnt, durchl

auft ein herk

ommliches Diagnosesystem w

ahrend seiner
Entstehung und Anwendung verschiedene Phasen. Dieser Proze wird zum Einen von
den Diagnoseexperten, die das Diagnosesystem aufbauen (vgl. Abb. 2.1), zum Anderen
von den Anwendern, die das Diagnosesystem benutzen, unterst

utzt. Diese Arbeitspha-
sen lassen sich dabei wie folgt beschreiben:
1. Wissensakquisition durch die Diagnoseexperten,
2. Kodierung des Wissens durch die Diagnoseexperten,
3. Anwendung des Diagnosesystems durch die Anwender.
Diese Art des Vorgehens ist jedoch recht starr. Entstehen durch die Anwendung
des Systems neue Erkenntnisse, so mu der oben beschriebene Proze der Kodierung
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erneut durchgef

uhrt werden. Dabei treten oftmals Konsistenzprobleme auf. Auerdem
wird die Verf

ugbarkeit der neuen Erkenntnisse wesentlich verz

ogert (siehe [SBGB93]).
Diese Konsistenzprobleme liegen dabei in der Arbeitsweise des Systems begr

undet.
Diese ist unbeweglich und adaptiert das neu gewonnene Wissen

uber die Applikation
nicht sofort in ihr Modell. Der Weg f

uhrt in der Regel

uber einen Diagnoseexperten,
der das neue Wissen bewertet und es anschlieend wieder dem System zuf

uhrt (vgl.
Abb. 3.1(a)).
Benutzer
Experte
Inspektionsdaten
Diagnosen
Lernkomponente
Lernbeispiele
Applikationswissen &
Fehldiagnosen
Diagnose-System
Wissens-Kodierung
Verifikation
(a) Standard-Diagnosesystem
Benutzer
Experte
Inspektionsdaten
Diagnosen
Lernkomponente
Applikationswissen &
Fehldiagnosen
Diagnose-System
Wissens-Kodierung
Verifikation
Lernbeispiele
(b) Interaktiv Lernendes Diagnosesy-
stem
Abbildung 3.1: Vorgehen bei der Erstellung eines Diagnose-Systems.
Bei einem ILD-System ist dagegen der Transformationsschritt

uber den Diagno-
seexperten f

ur das Einlernen des Systems nicht notwendig. Ferner kommuniziert und
interagiert es direkt mit dem Anwender selbst und adaptiert seine eigene Diagnose an
die Vorgaben des Benutzers.
Das System lernt dabei aus den Beispielen. Da kein Prozemodell existiert, ist es
auch nicht m

oglich, Daten k

unstlich zu generieren, um damit das Diagnosesystem ein-
zulernen. Der lernproze ergibt sich also im wesentlichen aus der Interaktion zwischen
dem Diagnosesystem und dem Benutzer (interaktives lernen).
Der Begri des interactive learning wurde von Morik (siehe [Mor94]) wie folgt de-
niert:
"The interactive learning where the user prepares examples and back-
ground knowledge and then interact with a learning system."
Diese Denition wurde in bezug auf symbolische Systeme getroen. In dieser Arbeit
wird sie auf subsymbolische Systeme erweitert. Zus

atzlich wird von einem interaktiv
lernenden System verlangt, da es inkrementell lernt (siehe auch [Mor94]), d.h. durch
die Hinzunahme neuer Beispiele "vergit" das System keine fr

uher pr

asentierten Ein-
gaben, und es ist online lernf

ahig, was durch eine sofortige Adaption der Beispiele
vorausgesetzt wird.
Der Anwender

ubernimmt somit die Rolle eines Lehrers f

ur das Diagnosesystem,
das so alle notwendigen Informationen

uber den zu diagnostizierenden Proze erlernen
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kann. Auf diese Weise wird anhand der Beispielsdaten, unterst

utzt durch die Inter-
aktion mit dem Benutzer, konstruktiv eine Wissensbasis aufgebaut. Die eintreenden
Daten werden dabei diagnostiziert, und das Ergebnis wird dem Anwender umgehend
pr

asentiert, damit er das System gegebenenfalls korrigieren kann. Die gewonnenen In-
formationen werden dann durch das Diagnosesystem auf Plausibilit

at gegen

uber fr

uher-
en Erkenntnissen veriziert. Auerdem iet das neu gewonnene Wissen sofort in die
nachfolgenden Entscheidungen des Systems mit ein.
Auf diese Art und Weise wird sukzessive eine Wissensbasis aufgebaut, bei der das
gelernte Wissen nach dessen Eingabe in der nachfolgenden Diagnose zur Verf

ugung
steht (vgl. Abb. 3.1(b)).
Basierend auf den in Kapitel 2 eingef

uhrten Komponenten f

ur Diagnosesysteme,
werden im folgenden zun

achst die geeigneten Eingabedaten und daran anschlieend
die Anforderungen und Komponenten eines ILD-Systems speziziert.
3.2 Prol der zur ILD{Diagnostik geeigneten Ein-
gabedaten
Die zu diagnostizierenden Rohdaten sind numerischer Natur. Dabei handelt es sich
beispielsweise um diskrete Sensorwerte. Auf jeden Fall enthalten die Rohdaten keinerlei
Informationen in Form von Symbolen.
Ist das Wissen nicht explizit in Form von Regeln oder Prozeduren bekannt (siehe
Abschnitt 2.1.3), besteht nur die M

oglichkeit, das heuristische Wissen in Form von
Beispielen dem Diagnosesystem implizit zur Verf

ugung zu stellen, d.h. das Wissen, das
noch in den Daten verborgen ist, mu direkt aus den Daten extrahiert werden. Es
stellt sich dabei aber das Problem, da die Daten a priori nicht klassiziert sind und in
groer Menge zur Verf

ugung stehen, so da es unter Ber

ucksichtigung des Kostenfak-
tors in keinem Verh

altnis steht, die Gesamtdatenmenge manuell zu

uberpr

ufen (siehe
Abschnitt 1.1).
Ein weiteres Problem bei der Verarbeitung der Daten besteht in deren Qualit

at. In
vielen F

allen sind die Daten verrauscht oder nicht vollst

andig verf

ugbar. Aus diesem
Grund werden fehlertolerante Verfahren f

ur ihre Auswertung ben

otigt. Liegen dagegen
eindeutige, also unverrauschte, Daten vor, so handelt es sich dabei lediglich um einen
Spezialfall verrauschter Daten. Deshalb konzentrieren sich die nachfolgenden Untersu-
chungen auf verrauschte subsymbolische Daten.
3.3 Anforderungen an die Architektur eines Inter-
aktiv Lernenden Diagnosesystems
Eine wesentliche Eigenschaft Interaktiv Lernender Diagnosesysteme ist ihre Adapti-
vit

at. Systeme sollen, basierend auf den bereits erworbenen Kenntnissen, die Diagnose
durchf

uhren und diese dem Benutzer pr

asentieren. Dieser

uberpr

uft die Ergebnisse und
kann dann Korrekturen an ihnen vornehmen, falls er mit den Ergebnissen nicht einver-
standen ist. Die Diagnose der nachfolgenden Ereignisse ber

ucksichtigt bereits das neu
spezizierte Wissen (interaktives Lernen). Von dem System wird dar

uber hinaus auch
eine gewisse Generalisierungsf

ahigkeit erwartet, damit nicht jede neue Kombination
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von Eingangszust

anden eine neue Abfrage an den Benutzer nach sich zieht, d.h. das
Diagnosesystem mu in der Lage sein, von Einzelf

allen ausgehend zu abstrahieren.
Damit der Benutzer und das System sinnvoll miteinander kommunizieren k

onnen,
m

ussen die zu diagnostizierenden Daten in einer einheitlichen Repr

asentation vorliegen,
d.h. die Daten werden sowohl f

ur den Benutzer als auch f

ur das System auf die gleiche
Weise pr

asentiert. Die gesamte interaktive Wissensakquisition beschr

ankt sich dann
auf diese Daten.
Die gesamte Zeit protokolliert das System seine Diagnosen und sch

atzt deren sta-
tistische G

ute ab. Diese Ergebnisse werden dann dem Benutzer mitgeteilt, um ihm
Aufschlu

uber die aktuelle Leistungsf

ahigkeit der Klassikation zu geben.
Die oben beschriebenen Systemanforderungen implizieren eine Wissensakquisition
mittels interaktiver

Uberwachung und Eingabe. Um das Diagnosesystem m

oglichst lei-
stungsf

ahig zu gestalten, wird das erworbene Wissen veriziert und optimiert in die
Wissensrepr

asentation integriert. Damit wechseln sich also zwei Phasen st

andig ab,
n

amlich die Interaktionsphase, in der neues Wissen erworben wird, und die Optimie-
rungsphase, in der die Wissensrepr

asentation wiederholt veriziert und optimiert wird.
Dadurch entsteht eine iterative Ann

aherung an das gew

unschte Diagnoseergebnis.
Dieses Verhalten wird auch durch das kognitive Modell von Anderson untermauert
(siehe [And77]), in dem die Phasen 2 und 3 abwechselnd durchlaufen werden. Die Phase
1 des Modells vom Anderson stellt dabei die Integration vom a priori Wissen in das
Diagnosesystem dar.
Kognitives Lernmodell von Anderson
Die neueren Lerntheorien aus der kognitiven Psychologie betrachten den Lernproze
als Wissenserwerb (vgl. [G

or95]). Den bekanntesten Ansatz hat dabei Anderson (siehe
[And77]) formuliert. Dieser Ansatz beschreibt drei Phasen:
Phase 1: Das Wissen des Systems wird auf der Basis des deklarativen Wissens, al-
so aufgrund von Regel und Fakten erworben. Aus dieser Wissensmodellierung
k

onnen noch vollst

andig die urspr

unglichen Regeln und Fakten wiedergegeben
werden. Der Zugri auf das Wissen verl

auft jedoch recht ineÆzient.
Phase 2: Durch Anwendung des Wissens (Training), wird das Wissen umstrukturiert,
und es werden mehrere Teilschritte zu einem Schritt vereinigt. Dadurch werden
beispielsweise h

aug verwendete Abfolgen oder Wissensfragmente zusammenge-
fat. Anderson nennt dies "knowledge compilation".
Phase 3: Die letzte Phase dient dem Feinschli des Wissens (Anderson bezeichnet dies
als "honing"). Es werden die letzten Ungereimtheiten in der Wissensrepr

asenta-
tion beseitigt und eine weitergehende Optimierung der Repr

asentation durch-
gef

uhrt. In diese Phase wird nicht mehr der gleiche Geschwindigkeitszuwachs wie
bei dem

Ubergang von Phase 1 zu Phase 2 erreicht, da kein neues Wissen einiet.
Diese drei Phasen werden bis zum Abschlu des Lernprozesses immer wieder wie-
derholt. Der Lebenszyklus eines Diagnosesystems ist somit durch ein Spiralmodell be-
schreibbar (siehe Abb. 3.2).
Daraus ergibt sich f

ur die ILD folgende Phasenunterteilung des iterativen Prozesses:
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Optimierungsphase
Interaktionsphase
Abbildung 3.2: Spiralmodell des Lebenszyklus eines Interaktiven Lernenden Diagno-
sesystems.
Interaktionsphase: Interaktives Lernen des Diagnosesystems durch Korrekturen des
Lehrers (Benutzers), der interaktiv die Diagnoseergebnisse

uberwacht.
Optimierungsphase: Reorganisationsphase zur Optimierung und Verikation der ge-
lernten Modelle ohne Beeinussung durch den Benutzer.
Diese beiden Phasen wechseln sich dabei jeweils ab, so da sich das ILD-System
immer entweder in der Interaktionsphase oder der Optimierungsphase bendet. Die ma-
nuellen Korrekturen des Benutzers sollen f

ur sp

atere Optimierungsschritte bzw. f

ur die
Nachvollziehbarkeit des Systemverhaltens protokolliert werden. Die Optimierungsphase
wird ohne Benutzer

uberwachung als Stapelproze ausgef

uhrt. Auch die Optimierungen
in dieser Phase, sollen protokolliert werden, um die

Uberpr

ufbarkeit des Systemverhal-
tens zu erm

oglichen. Auerdem soll damit gleichzeitig gew

ahrleistet werden, da bereits
erworbenes Wissen nicht verloren geht.
3.4 Komponenten eines Interaktiv Lernenden Dia-
gnosesystems
Die Zielsetzung eines Diagonsesystems besteht darin, aus einer komplexen Datenmenge
die relevanten Informationen

uber m

ogliche Probleme herauszultern und basierend auf
diesen Informationen Entscheidungen zu deren Behebung zu pr

asentieren. Dies trit
ebenfalls in vollem Umfang f

ur das ILD-System zu. Dar

uber hinaus basiert die ILD auf
einer beispielsbasierten Methodik, wobei die Beispiele durch die Interaktion zwischen
dem Benutzer und dem System akquiriert werden. Dies bietet die M

oglichkeit, den
Suchraum sukzessive einzuschr

anken.
Die ILD-System Architektur besteht aus den in Abbildung 3.3 aufgef

uhrten und
nachfolgend aufgelisteten Komponenten. Die einzelnen Komponenten des ILD-Systems
realisieren die in Abschnitt 3.3 beschriebene Vorgehensweise und sind derart konzipiert,
da sie die dort spezizierten Aufgabenstellungen erf

ullen:
Datenvorverarbeitung: Umwandlung der Rohdaten in Merkmale.
Lernkomponente: Einlernen des Modells anhand von Beispielen.
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Rohdaten
Interaktionskomponente
Wissensverwaltung
Visualisierung
Lernkomponente
Wissen
Vorverarbeitung
Klassifizierungsverifikation
Diagnose
Interaktiv Lernende Diagnose
Monitorkomponente
Abbildung 3.3: Architektur des Interaktiv Lernenden Diagnosesystems mit den un-
terschiedlichen Komponenten. Die grau unterlegten Bereiche sind Teile des Diagnose-
systemkerns.
Wissensverwaltungskomponente: Speicherung der vom Anwender klassizierten
Daten sowie der von ihm vorgegebenen Regeln.
Monitorkomponente: Auskunft

uber den Zustand des Diagnosesystems, G

uteab-
sch

atzung sowie Detektion von Widerspr

uchen.
Interaktionskomponente: Datenvisualisierung, Verikation und Anpassung der Klas-
sikation.
Im nachfolgenden wird nun auf die Anforderungen an die einzelnen Komponenten
n

aher eingegangen.
3.4.1 Vorverarbeitung der Rohdaten
Die RohdatenD m

ussen in MerkmaleM (siehe Kapitel 4) konvertiert werden, damit sie
von der nachfolgenden Lernkomponente verarbeitet werden k

onnen. Dies ist notwendig,
da die Rohdaten oft in einem Format vorliegen, das von der Lernkomponente nicht
verarbeitet werden kann.
Dabei kann die Gewinnung der subsymbolischen Merkmale (M) aus den unverar-
beiteten Rohdaten (D) als Verarbeitungsfunktion (V ) betrachtet werden:
V : D  !M (3.1)
Die Funktion V der Rohdaten auf die subsymbolischen Merkmale wird im wesentli-
chen durch die Umsetzung des vorhandenen Wissens

uber die Applikation in Algorith-
men durchgef

uhrt. Diese Umsetzung enth

alt eine geeignete Auswahl von "Standard"-
Signalverarbeitungsalgorithmen und deren Kombination mit applikationsspezischen
Operatoren. Dabei sollen folgende Fragestellungen untersucht werden, die den Aufbau
der Vorverarbeitung wesentlich vereinfachen k

onnen:
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 Lassen sich Aussagen

uber die Rohdaten D gewinnen, die den Aufbau der Funk-
tion V vereinfachen k

onnen?
 Ist es m

oglich, die Qualit

at der Merkmale M zu erfassen ohne Kenntnisse

uber
die Lernkomponente?
 Existiert eine M

oglichkeit zur Analyse der Komplexit

at der Merkmale M?
Dar

uber hinaus wird exemplarisch untersucht, wie Merkmale mit Hilfe der Signal-
verarbeitung, statistischer Ans

atze, der Informationstheorie, empirischer und heuri-
stischer Funktionen extrahiert werden k

onnen. In Kapitel 4 wird aufgezeigt, wie die
gewonnenen Kenngr

oen f

ur die Monitorkomponente verwendet werden k

onnen.
3.4.2 Lernkomponente
Die Lernkomponente ist verantwortlich f

ur die korrekte Klassenzuordnung zu den Merk-
malen (siehe Abschnitt 2), also f

ur die Klassikation. Die Klassikation bildet das Fun-
dament, auf dem sich die Diagnose aufbaut. Sie besch

aftigt sich mit der Zuordnung der
Merkmale aus dem Merkmalsraum M zu bestimmten vorgegebenen Klassen C. Diese
Klassikationsfunktion K kann dann folgendermaen beschrieben werden:
K :M ! C (3.2)
Diese Funktion ist im allgemeinen nicht surjektiv, da durch die Klassikation meh-
rere Elemente aus dem Merkmalsraum M auf den Vektor
1
~c 2 C abgebildet werden.
Dadurch entsteht ein Informationsverlust bzw. eine Informationsreduktion auf genau
die resultierenden Klassen ~c.
Bei der Lernkomponente besteht das Ziel in der Ermittlung der Abbildung K durch
einen Lernalgorithmus. Lernen kann prinzipiell auf drei Arten durchgef

uhrt werden:

uberwacht, un

uberwacht oder als sog. Reinforcement-Lernen (siehe [HKP91, Bra97]).
Jede dieser Lernarten basiert auf Beispielen. Der Lernproze kann dabei als eine Suche
im Parameterraum des Lernalgorithmus aufgefat werden.
Die Diagnose besteht in ihrem Kern aus der Zuordnung von Merkmalen ~x 2 X
zur Klassen ~c 2 C. Genau diese Korrelation kann durch einen

uberwacht arbeitenden
Lernalgorithmus gelernt werden. Im weiteren werden die bekannten Zuordnungen als
Beispiele bezeichnet.
Denition 3.1 (Beispiele)
B := f(~x;~c)j~x 2 X ;~c 2 Cg
mit X M
Die Aufgabe eines

uberwachten Lernalgorithmus lautet also wie folgt:
Wie ndet man bei bekannten Beispielen
~
b 2 B eine Abbildung K, die f

ur
alle oder m

oglichst viele Beispiele
~
b gilt?
1
Die Klassikationen werden als Vektoren von Klassen betrachtet, damit auch Mehrfachklassika-
tionen oder Nichtklassikationen auf einfache Art und Weise ausgedr

uckt werden k

onnen.
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Das Hauptziel bei der Erstellung einer Lernkomponente besteht in der Automati-
sierung der Wissensakquisition und des Lernprozesses. Die Lernkomponente ist derart
strukturiert, da sie die durch den Benutzer spezizierte Beispiele direkt integriert und
dieses Wissen f

ur die nachfolgende Bearbeitung verf

ugbar macht.
Auerdem sollte der Entwickler w

ahrend der Trainingsphase zu jeder Zeit die G

ute-
statistik abfragen k

onnen, damit er interaktiv in den Lernproze eingreifen kann, um
so ein zielgerichteteres Lernen zu erm

oglichen. Dadurch kann der Lernvorgang gera-
de bei praxisnahen Anwendungen beschleunigt werden, und die Gew

ahrleistung der
Funktionalit

at des Erlernten wird damit erh

oht.
Bereits vorhandenes Wissen in Form von Modellwissen, sogenanntes a priori Wis-
sen
2
, mu dar

uber hinaus in die Lernkomponente

uber eine interaktive Schnittstelle
integriert werden k

onnen.
Ausgehend von diesen Rahmenbedingungen ergeben sich folgende Anforderungen
an die Lernkomponente:
Interaktives Lernen: Es mu m

oglich sein, die Eingaben des Experten
zu "beobachten", um aus ihnen online und inkrementell zu lernen.
Keine Steuerungsparameter: Durch die Vermeidung von Methoden die
benutzerdenierte Steuerungsparameter ben

otigen, bzw. das Ausnut-
zen einer Strategie f

ur das AuÆnden der richtigen Steuerungsparame-
ter mu es m

oglich sein, den Lernvorgang weitgehend zu automatisie-
ren. Damit braucht der Benutzer kein Wissen

uber die verwendeten
Algorithmen zu besitzen.
Korrekturf

ahigkeit: Get

atigte Eingaben / Hypothesen k

onnen auch zum
sp

ateren Zeitpunkt wieder korrigiert werden.
Anwendungsunabh

angigkeit: Es sollen Methoden und Strategien gew

ahlt
werden, die applikationsunabh

angig arbeiten, damit das ILD-System
auf eine groe Klasse von Applikationen angewendet werden kann.
Generalisierungsf

ahigkeit: Die Lernkomponente stellt automatisch Hy-
pothesen

uber unbekannte Eingaben auf und bewertet die Qualit

at
dieser Hypothesen.
Automatische Hypothesen

uberdeckung: Nicht alle Beispiele sollen vom
Experten veriziert werden m

ussen, sondern es sind nur so viele Bei-
spiele zu kontrollieren, da der gesamte Eingaberaum hinreichend ab-
gedeckt ist. F

ur diese Aussage m

ussen entsprechende Bewertungskri-
terien erarbeitet werden.
Monitorschnittstelle: Der Benutzer kann sich immer

uber den internen
Zustand der Lernkomponente informieren. Ein qualitatives Ma f

ur
die G

ute des Klassikators wird bereitgestellt.
Integration von Applikationswissen: In vielen F

allen existiert ein ge-
wisses Ma an Bereichs- und Applikationswissen in Form von Regeln

uber die Anwendung, das auf einfache Weise in die Lernkomponente
integrierbar sein mu.
2
Dabei handelt es sich beispielsweise um Ausnahmesituationen, wie das Ausl

osen eines Endab-
schalters einer Maschine. Es handelt sich dabei um Wissen, das es sich nicht zu erlernen lohnt bzw.
zum Erlernen zu kostspielig ist.
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Mit diesen Eigenschaften kann die Lernkomponente eine umgehende Adaption des
Wissens gew

ahrleisten. Dazu mu jedoch auch eine geeignete Wissensbasis mit einer
entsprechenden Verwaltunskomponente existieren, die das erlernte Wissen vorh

alt und
ggf. Korrekturen erm

oglicht.
3.4.3 Wissensverwaltung
Die Wissensverwaltung dient dem Erhalt des Applikationswissens

uber die gesamte
Lebensdauer des Diagnosesystems. Da das Wissen aus verschiedenen Quellen stammen
kann (vgl. Abschnitt 2.1.3), mu dies auch durch die Wissensverwaltung aufgenommen
werden k

onnen. Dies umfat sowohl das Modell-/Regelwissen, die a priori bekannten
Beispiele als auch die w

ahrend der Benutzung des Systems gesammelten Beispielsdaten
und Regeln. Dar

uber hinaus werden die Kongurationen der Applikation gesichert, um
die Nachvollziehbarkeit der Beispielsdaten in Abh

angigkeit der jeweiligen Applikations-
konguration sicher zu stellen.
Die Wissensverwaltung mu auerdem in der Lage sein, die Konsistenz des Wissens
sicher zu stellen und etwaige Widerspr

uche in den Beispielen aufzuzeigen.
N

aheres zur Wissensverwaltung ist in Kapitel 6 beschrieben.
3.4.4 Monitorkomponente
In dem ILD-System ist es sinnvoll, da der Benutzer jederzeit den Status der einzel-
nen Komponenten abfragen kann. Sowohl die Resultate der Vorverarbeitung, die der
Lernkomponente als auch der Zugri auf die Wissensbasis m

ussen dem Benutzer zur
Verf

ugung stehen, damit er die Entscheidungen des Systems nachvollziehen kann. Des
weiteren werden dem Benutzer Informationen zug

anglich gemacht, mit deren Hilfe es
ihm erm

oglicht wird, eine qualitative Aussage

uber den Zustand der Komponenten des
Diagnosesystems zu treen.
Entscheidungen des Systems k

onnen durch die verschiedenen Entscheidungs- und
Vorverarbeitungsinstanzen verfolgt werden. Neben der M

oglichkeit den Datenu nach-
zuvollziehen, ist auch die Sicht auf die Modelle und Parameter der Komponenten trans-
parent gestaltet. Damit wird dem Benutzer Einblick in die interne Sicht des Diagnose-
systems gew

ahrt, sowie dessen Arbeitsweise und dessen Entscheidungsndungsproze
zug

anglich gemacht.
In Kapitel 6 wird darauf n

aher eingegangen.
3.4.5 Interaktionskomponente
Das in dieser Arbeit angewandte interaktive Lernen zielt darauf ab, die Expertenfehler
zu minimieren. Aus diesem Grund ist die Wissensakquisition zwischen der automa-
tisierten Methodik und der direkten Methodik einzuordnen (siehe Abb. 2.6), da ein
wesentlicher Teil automatisiert ist und ein geringer durch strukturierte Benutzerinter-
aktion abgedeckt wird.
Die M

oglichkeiten der Interaktion in der Interaktionskomponente werden im fol-
genden auf die

Uberwachung und Korrektur der Diagnose beschr

ankt. Demzufolge

ubernimmt der Benutzer mittels der Interaktionskomponente die Rolle eines Lehrers.
Die Interaktionskomponente ist zust

andig f

ur die Kommunikation zwischen dem
Diagnosesystem und dem Benutzer. Einerseits werden die Ergebnisse und die Daten,
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auf denen die einzelnen Diagnoseschritte basieren, dem Benutzer pr

asentiert. Anderer-
seits wird das vom Benutzer einzugebende Wissen an das Diagnosesystem

ubermittelt.
Wesentlich dabei ist die einheitliche Sprache beider Parteien. Das bedeutet, da das
Diagnosesystem und der Benutzer die gleiche Terminologie benutzen, um gleiche Sach-
verhalte auszudr

ucken.
Dazu geh

ort insbesondere eine geeignete einheitliche Pr

asentation der Daten sowie
eine einheitliche standardisierte Eingabe von Wissen bez

uglich dieser Daten. Diese
Punkte werden im Kapitel 6 ausf

uhrlich diskutiert.
3.5 Res

umee der ILD { Architektur
Die ILD weist aufgrund der gesetzten Schwerpunkte wie Verbesserung der Wissensak-
quisition und Reduktion von Expertenfehlern eine f

unfkomponentige Struktur auf:
1. Vorverarbeitung der Daten zur Eingabe f

ur die Lernkomponente.
2. Lernkomponente, mit deren Hilfe das Modell anhand von Beispielen eingelernt
werden wird.
3. Wissensverwaltung zur Vorhaltung und Erweiterung der Wissensbasis (siehe auch
Kapitel 6).
4. Monitorkomponente, die die Entscheidungen des Systems nach auen hin f

ur den
Benutzer verst

andlich darstellt (vgl. dazu Kapitel 6).
5. Interaktionskomponente mit standardisierter Eingabe / Pr

asentation, die die
Kommunikation zwischen Benutzer und dem Diagnosesystem in einer einheit-
lichen Form unterst

utzt.
Ein wesentliches Merkmal des ILD-Systems ist dabei die Interaktionskomponente,
die durch ihre einheitliche Kommunikation zwischen dem Benutzer und dem System,
den Lernvorgang dahingehend unterst

utzt, neues Wissen, aber auch Wissenskorrektu-
ren

uber die Wissensverwaltung umgehend dem System zuzuf

uhren. Auf diese Weise
wird gew

ahrleistet, da das ver

anderte Wissen den nachfolgenden Entscheidungen des
Diagnosesystems bereits zur Verf

ugung steht. Durch die Wissensverwaltung wird das
Wissen f

ur die Lernkomponente und den Benutzer persistent vorgehalten (N

aheres
siehe dazu Kapitel 6).
Dar

uber hinaus kann der Zustand der Systemkomponenten mittels einer Monitor-
komponente

uberwacht werden. Sie liefert Aussagen

uber die Qualit

at des Systems,
stellt also eine Art Selbstbewertung des Systems f

ur den Benutzer dar. Diese Kompo-
nente wird im Kapitel 6 n

aher betrachtet.
Die Lernf

ahigkeit aus Beispielen und die automatische Optimierung des internen
Diagnosemodells sind ebenfalls wesentliche Merkmale der ILD. Daraus ergibt sich die
Zweiphasigkeit der ILD mit der Interaktionsphase, in der die Wissensbasis aufgebaut
wird einerseits, und der Optimierungsphase zur Reorganisation des Modells anderer-
seits.
Dies f

uhrt dazu, da die andere zentrale Komponente des ILD-Systems { die Lern-
komponente { folgende Eigenschaften aufweisen mu (siehe auch Kapitel 5):
 Interaktives Lernen durch direkte Umsetzung der Beispiele,
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 Abwesenheit von Steuerungsparametern f

ur den interaktiven Lernvorgang,
 Applikationsunabh

angigkeit der verwendeten Lernalgorithmen,
 Generalisierungsf

ahigkeit der Lernalgorithmen,
 Automatische Generierung von Hypothesenregionen,
 Monitorschnittstelle f

ur die Erl

auterungen der getroenen Klassikationen und
 die Integration von Applikationswissen in den Klassikator anhand bekannter
Regeln .
Durch diese einzelnen Komponenten des Interaktiven Lernenden Diagnosesystems
wird der Benutzer in die Lage versetzt, bei verrauschten subsymbolischen Inspekti-
onsdaten, das ILD-System online und interaktiv einzulernen. Dabei wird sowohl der
Entwicklungsproze beschleunigt, als auch die Fehler bei der Identikation der Dia-
gnosefehler durch die interaktive Vorgehensweise stark reduziert. Zur Verikation steht
die konkrete Implementierung dieser Architektur in Form des CMS{Baukastens (siehe
Anhang A) zur Verf

ugung.
Als erstes wird bei dem Datenu durch das ILD-System die Vorverarbeitung durch-
gef

uhrt, auf die im folgenden Kapitel n

aher eingegangen wird.
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Kapitel 4
Prinzipien der Vorverarbeitung
verrauschter mehrdimensionaler
Inspektionsdaten
Als Vorstufe zu einem interaktiven beispielsbasierten Einlernen durch ein Diagnose-
system m

ussen die Rohdaten durch die Vorverarbeitung aufbereitet und in eine Form
konvertiert werden, die der Lernkomponente eine Weiterverarbeitung erm

oglicht. Dabei
l

at sich diese Vorverarbeitung in sechs Phasen unterteilen, die auch in dieser Reihen-
folge durchlaufen werden (siehe Abbildung 4.1).
Formatierung
MeßdatenbestimmungMerkmalsberechnung
Merkmalsbewertung
Meßdatenvorverarbeitung
Merkmalsselektion Merkmale
Meßdaten
Abbildung 4.1: Phasen der Vorverarbeitung von Inspektionsdaten.
Die Phasen der Merkmalsbewertung und der Merkmalsbestimmung werden nur in
der Aufbauphase des Diagnosesystems durchgef

uhrt, da sie ausschlielich im Zusam-
menhang mit dem Einlernproze der Lernkomponente benutzt werden.
Bei der Vorverarbeitung sind insbesondere folgende Fragestellungen zu kl

aren:
 Welche Daten stehen zur Verf

ugung, und in welcher Reihenfolge k

onnen sie ver-
arbeitet werden? (Charakterisierung der Ein-/Ausgaben)
 Kann Modellwissen in der Vorverarbeitung der Daten verwendet werden?
 Welche Merkmale sollen extrahiert werden?
 Welchen Informationsgehalt bieten die Merkmale bzgl. der Klassikation, und
wie kann ggf. eine Bestimmung durchgef

uhrt werden?
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Dar

uber hinaus mu gekl

art werden, ob eine geeignete modellunabh

angige Aussage

uber den Informationsgehalt zur Untersuchung bzw. Bewertung der Daten existiert.
Hierauf aufbauend k

onnen die richtigen Methoden zur Ermittlung der Merkmale aus-
gew

ahlt werden. Diese Auswahl kann zum einen aufgrund vorhandenen Vorwissens

uber die Anwendung durchgef

uhrt werden, zum anderen k

onnen neue Anforderungen
zur Erstellung der Merkmale auch von Seiten des Diagnosesystems erfolgen. Durch die
Kombination dieser beiden Methoden zur Merkmalsbestimmung kann dann in einem
iterativen Proze die Merkmalsauswahl verbessert werden.
Die Methoden der Vorverarbeitung werden im folgenden mit Hilfe eines Applikati-
onsbeispiels untermauert.
4.1 Applikationsbeispiel: Ultraschallbasierte Inspek-
tion von Pipelines
Der im Abschnitt 1.1 beschriebene UltraScan-Molch f

ur die Pipelineinspektion basiert
auf Ultraschallsensoren. Das Prinzip der Ultraschallmessung kann der Abbildung 4.2
entnommen werden. Bei dieser Messung wird die Laufzeit des ersten und des zweiten
Echos gemessen, wodurch die Entfernung des Sensors zur Innenwand und die Wand-
dicke ermittelt werden k

onnen. Der Molch ist mit je einem Sensor pro 8mm in Um-
fangsrichtung ausgestattet, und durch die Fl

ussigkeit in der Pipeline wird er auf einer
Geschwindigkeit von ca. 1m/s gehalten. Dabei werden alle Sensoren etwa 300 mal ge-
feuert.
Dadurch wird eine Messung pro 24mm
2
der Rohrinnenwand durchgef

uhrt. Es wer-
den mit bis zu 512-Ultraschallsensoren best

uckte Molche dieses Typs verwendet, die
mit einer Frequenz von 400kHz feuern. Durch die Kodierung ergibt sich eine Au

osung
von ca. 0.225mm f

ur den Wanddicken- und den Sensorabstandswert. Die Messungen
werden in konstanten Zeitabst

anden durchgef

uhrt, was bei einer optimalen Geschwin-
digkeit von einem Meter pro Sekunde in einer Messung eines Sensors pro 3mm Weg-
strecke resultiert. Bei dieser optimalen Geschwindigkeit des Molchs ergibt sich f

ur eine
100km lange Pipeline mit einem Durchmesser von 28 Zoll = 71.12 cm ein Datenvo-
lumen von ca. 20 GByte. Da der Molch aber auch still stehen oder durch Berg- und
Talfahrten verlangsamt bzw. beschleunigt werden kann, mu mit einem h

oheren Da-
tenaufkommen gerechnet werden. Es kann also nicht von der Einhaltung einer idealen
Geschwindigkeit ausgegangen werden. Dies wirkt sich auf die Verzerrung der Medaten
aus, die durch das Diagnosesystem kompensiert werden m

ussen.
Die Mewerte f

ur das erste und zweite Echo jeder Messung werden komprimiert
auf Datentr

agern abgelegt. Nach Beendigung des Laufs werden die Messungen in ei-
nem speziellen Format auf viele Dateien aufgeteilt. Dabei erfolgt die Feuerung der
Ultraschallsensoren in einer derartigen Reihenfolge, da kein

Ubersprechen zu stande
kommt. Durch die diagonale Anordnung der Sensoren auf dem Sensortr

ager (siehe Ab-
bildung 4.2(b)) entsteht eine verzerrte Aufnahme. Um die Mewerte ihrer korrekten
Meposition zuzuordnen, wird ein Odometriesignal aufgezeichnet, das in

aquidistanten
Abst

anden durch Laufr

ader erzeugt wird.
Je nach Molchtyp werden die Mewerte bereits durch die Aufnahmeelektronik zu
Gruppen von 64 Sensoren zusammengefat und jeweils in Matrizen mit der L

ange von
512 Werten zu Bl

ocken komprimiert. Abh

angig von Anzahl der vorhandenen Senso-
ren wird eine entsprechende Anzahl von Bl

ocken f

ur die Aufnahme eines kompletten
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(a) Ultraschallmeverfahren mit Lauf-
zeitdierenzen A (erstes) und t (zweites
Echo).
(b) Sensorkopf eines 28Zoll UltraScan{
Molchs.
Zeit
Abstandschwellwert
Wanddickenschwellwert
Signal
tA
(c) Signalverlauf einer Ultraschallmessung. Mittels voreingestellter
Schwellwerte werden die Peaks des ersten Echos von der Rohrin-
nenwand und des zweiten Echos von der Rohrauenwand detek-
tiert. Aus den Laufzeiten werden die Laufzeitdierenzen A f

ur den
Abstand und t f

ur die Wanddicke ermittelt.
Abbildung 4.2: Sensoren eines UltraScan{Molchs.
Sensorumfangs ben

otigt. In Laufrichtung werden 64 Bl

ocke in eine Datei geschrieben.
F

ur einen 28 Zoll Molch, der mit 256 Sensoren ausgestattet ist, sind es demzufolge 256
Bl

ocke pro Datei.
Diese Rohdaten werden durch das NeuroPipe I {System (vgl. Abschnitt 7.1) auf-
bereitet und k

onnen als zwei normierte C-Scans dargestellt werden (siehe Abbildung
4.3).
Bei den Messungen in der Pipeline k

onnen durch die Zerstreuung des Ultraschall-
signals die Signalpegel derart abgeacht werden, da eine Zuordnung zum ersten bzw.
zweiten Echo nicht m

oglich ist. Solche F

alle werden als Signalverluste bezeichnet. Ne-
ben anderen Quellen treten diese Ausf

alle vermehrt an den Schwein

ahten auf. Dies ist
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Abbildung 4.3:Ultraschallscan-Falschfarbendarstellung (C-Scan) eines Rohrabschnit-
tes einer Erd

olpipeline aus dem NeuroPipe I {System. Die obere H

alfte stellt den Ab-
stand des Sensors zur Wand und die untere H

alfte die Wanddicke dar. Dabei wird das
Rohr in L

angsrichtung an der 12 Uhr Position f

ur die Darstellung aufgeklappt.
in Abbildung 4.3 zu sehen: auf der linken Seite verl

auft eine leicht gekr

ummte vertikale
Linie (Rundnaht) mit grauen R

andern (Signalverluste) durch beide C-Scans. Signal-
verluste benden sich auch im unteren Bereich als dicke horizontale Balken und mitten
im Bild als vereinzelte und kleine Punktgruppierungen.
Dar

uber hinaus bestehen Verf

alschungen der Messung mit den sog. Mesperrzeit-
fehlern, die durch das Messen des eigenen Ultraschallschusses entstehen. Das Mefen-
ster mu daher sehr schmal eingestellt werden, damit auch sehr geringe Entfernungen
erfat werden k

onnen. Durch die variierenden Bedingungen (Druck, Temperatur, Ab-
rieb) in der Pipeline ver

andern sich allerdings die Laufzeiten des Signals, womit ein

Ubersprechen zu stande kommen kann.
4.2 Charakterisierung der Medaten und der Ap-
plikation
Bei der Vorverarbeitung der Medaten wird in einem ersten Schritt eine Analyse dieser
Daten durchgef

uhrt, um sie so in eine geeignete interne Repr

asentation

uberf

uhren zu
k

onnen. Zu diesem Zweck wird im folgenden ein System zur Klassikation der Daten
eingef

uhrt, das helfen soll, anhand der Klassizierung die richtigen Medatenvorverar-
beitung- und Merkmalsextraktionsverfahren auszusuchen.
Die Medaten auf denen das ILD-System operiert, k

onnen unterschiedliche Typen
und Strukturen (Arrays, Listen) besitzen. Alle im ILD-System beteiligten Algorith-
men kennen den Typ und die Struktur der Daten, die sie verarbeiten und erzeugen
(vgl. Anhang A). Dadurch wird ein Kongurationsbaum der anwendbaren Algorith-
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men aufgespannt, in dem die Verarbeitungsreihenfolge durch die Typen und verarbei-
teten Strukturen festgelegt ist. Diese Typenhierarchie wurde durch den sogenannten
Connectionst Modell Simulator (CMS) umgesetzt (siehe Abschnitt A.1.2.3), um die
Algorithmen miteinander zu koppeln.
Die Wurzel dieses Kongurationsbaums bilden die Eingabedaten des Diagnosesy-
stems, die in der Regel von einer Vielzahl von Sensoren geliefert werden. Damit ver-
bunden ist eine groe Datenvielfalt, bedingt durch die unterschiedlichen Meprinzipi-
en. Deshalb mu unterschieden werden, ob zeitdiskrete oder kontinuierliche Medaten
vorliegen, oder ob statische bzw. dynamische Messungen erfolgt sind, und um welche
Wertebereiche es sich bei diesen Daten handelt.
Ein Beispiel daf

ur ist die Zeitreihenanalyse, bei der die Anzahl der Eingaben nicht
von vornherein bekannt ist. Andererseits existiert bei einer Vielzahl von Applikationen
eine xe Anzahl von Eingaben. Beispielsweise sind bei der Ultraschalldiagnose von
Pipelines bis zu 512 Sensoren mit jeweils zwei Mewerten

uber den Ort beteiligt.
Damit sie durch das ILD-System ausgewertet werden k

onnen, m

ussen sie zun

achst
einer Formatierung unterzogen werden.
4.3 Formatierung der Medaten
Zun

achst werden die Medaten aus ihrer Rohdarstellung (siehe Abbildung 4.4) in das
interne Format konvertiert.
Formatierung
Merkmalsberechnung
Merkmalsbewertung
Meßdatenvorverarbeitung
Merkmalsselektion Merkmale
Extraktion
Dekodierung
Formatierung
Meßdaten
Messdatenbestimmung
Abbildung 4.4: Formatierung der Medaten in eine standardisierte interne Darstel-
lung f

ur die weitere Vorverarbeitung.
Dazu ist die Modellinformation

uber die Position der Rundn

ahte
1
notwendig. Die-
se Information wird durch eine vorherige Analysephase des NeuroPipe I {Systems
berechnet (siehe auch Abschnitt 4.6.1). Mit Hilfe dieser Distanzangaben und des ange-
fragten bzw. des zu diagnostizierenden Abschnittes werden diejenigen Dateien ermit-
telt, die diesen Rohrabschnitt beinhalten (siehe Abbildung 4.5). Die Dateien werden
dekomprimiert und in einer Matrix aus zweidimensionalen Feldern gespeichert. Die
Felder enthalten die dekomprimierte Information der Bl

ocke aus den Dateien. Damit
ist die Gr

oe der Matrix von der Anzahl der Sensoren pro Block, und der Anzahl der
Ultraschallaufnahmen auf der zu analysierenden Wegstrecke abh

angig.
1
Als Rundn

ahte werden diejenigen Schwein

ahte bezeichnet, durch die zwei Rohrsegmente zusam-
mengef

ugt werden.
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Formatierung
Modellwissen Meßwerte
Rohrsuche und Formatierung
Dekompression
Dateiensuche
Abbildung 4.5: Formatierung der Ultraschall-Medaten in eine standardisierte interne
Darstellung f

ur die weitere Vorverarbeitung.
Dabei ist die diagonale Anordnung der Sensoren zu ber

ucksichtigen, da die in einer
Spalte eines Blocks gespeicherte Information dem Feuerungszeitpunkt der Ultraschall-
sensoren entspricht. Durch die Geometriebeschreibung des Sensorkopfes ist es erst im
nachfolgenden Schritt m

oglich eine distanznormierte Darstellung zu ermitteln. Diese
Geometrie mu aber bereits in der Formatierung ber

ucksichtigt werden, um alle hierf

ur
notwendigen Daten zur Verf

ugung zu stellen.
Wie bereits erw

ahnt, werden f

ur die Distanzmessung Odometerr

ader verwendet,
die pro Umdrehung n Signale liefern, die den jeweiligen Messung zu diesem Zeitpunkt
zugeordnet werden. Anhand diese Signale kann die Distanzlokalisation durchgef

uhrt
werden.
Die Felder in der Matrix repr

asentieren die Information der Bl

ocke aus den Dateien.
Die Bl

ocke aus den Dateien werden dazu dekomprimiert, wobei vier

ubereinander lie-
gende zweidimensionale Felder mit jeweils 7 Bit Au

osung entstehen (siehe Abbildung
4.2(a),(c)):
Sensorabstand: Kodiert die Entfernung des Sensors von der Innenwand des Roh-
res. Die Sensoren besitzen durch ihre Anbringung immer einen Mindestabstand.
Damit wird die H

alfte der Laufzeit des ersten Echos, das

uber einer vordenier-
ten Schwelle liegt, als Sensorabstand gemessen. Da der Molch immer in einer
Fl

ussigkeit schwimmt, liegt die Au

osung bei ca. 0.225mm.
Wanddicke: Stellt die Dicke der Metallrohrwand mit einer Au

osung von ca. 0.225mm
dar. Dazu wird die H

alfte der Laufzeitdierenz zwischen dem ersten und zweitem
Echo kodiert.
Kompressionswert des Sensorabstandes: Der Kompressionswert wird f

ur jedem
Sensor separat als gleitender Mittelwert bereits auf dem Molch ermittelt. Er dient
dazu, alle Werte, die sich in einem vorgegebenem Abstand zu dem Kompressi-
onswert benden, auf diesen abzubilden, wodurch "L

ucke" in dem Wertebereich
entsteht. Durch das Herausltern dieser kleinen Abweichungen werden sehr hohe
Kompressionsraten erzielt.
Kompressionswert der Wanddicke: F

ur die Kompression der Wandwerte wird ein
gleitender Mittelwert

uber alle Sensoren eines Blocks und in einer vordenierten
L

ange durchgef

uhrt. Dieser Kompressionswert wird dazu verwendet, um alle Me-
werte in einer vordenierten Umgebung auf diesen Kompressionswert abzubilden.
Durch diese Schwellwertlterung wird die Kompression erheblich verst

arkt.
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Durch die Kompression entsteht zwar eine wesentlich kleinere Datenmenge, was f

ur
die Speicherung auf den Datentr

agern im Molch von groem Interesse ist, gleichzeitig
entsteht eine L

ucke im Wertebereich, die sich in bestimmten Situationen nachteilig
auswirkt. Ein Beispiel hierf

ur sind die gewalzten Rohre, bei denen die Wanddicke her-
stellungsbedingt schwankt. Diese Schwankung ist derart gro, da sie aus dem Kom-
pressionsfenster herausf

allt und dadurch in den sp

ateren Phasen u.U. unn

otige Anoma-
lieregionen erzeugt (siehe Abschnitt 4.5).
Bei einen 28 Zoll Molch, der mit einer durchschnittlichen Geschwindigkeit von 1m/s
und mit 256 Sensoren ein 12m langes Rohr aufnimmt, werden die Daten in ca. 36
Feldern mit jeweils 47Bit gespeichert, die in einer vierzeiligen Matrix angeordnet sind.
Demzufolge betr

agt die Datenmenge f

ur ein 12m langes Rohr (64  4)  (512  9)  (4 
7)Bit = 33030144Bit = 4128768Byte. Diese Datenmenge wird durch die anschlieende
Vorverarbeitung derart manipuliert, da Merkmale extrahiert werden k

onnen.
4.4 Vorverarbeitung der Medaten
Unter der Vorverarbeitung der Medaten ist eine Aufbereitung und Transformation
der Daten zu verstehen, bei der die Dimensionalit

at der Daten erhalten bleibt. Durch
Transformationen (Bildung von Ableitungen, FFT, etc.) und Datenfusion k

onnen neue
Repr

asentationen bzw. Sichten bzgl. der Daten generiert werden (siehe auch Abbildung
4.6).
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Merkmalsselektion
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Differenzierung
Merkmalsbewertung Merkmale
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Abbildung 4.6: Phase der Medatenverarbeitung w

ahrend der Vorverarbeitung.
Zur Vorverarbeitung der Medaten k

onnen die Algorithmen der Signal- und Bild-
verarbeitung eingesetzt werden. Dazu z

ahlen beispielsweise folgende Verfahren aus der
Pipelinediagnose (siehe auch [J

ah97, DH73, Spi90, Hei94, SE94]):
 Algorithmen zur Normierung der Daten:
Die formatierten Daten werden mit Hilfe der vorhandenen Orts- und Geometriein-
formationen in eine distanznormierte Darstellung umgewandelt (siehe Abbildung
4.7).
 Filterungsverfahren:
In den Versuchsphasen des NeuroPipe I {Diagnosesystems wurden Tiefpalter
verwendet, um Mesperrzeitfehler, die durch groe Amplituden gekennzeichnet
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sind, zu eliminieren. Es hat sich aber herausgestellt, da unter bestimmten Kon-
stellationen auch die "normalen" Mewerte gleiche Werte annehmen k

onnen, wo-
mit auch diese eliminiert wurden. Auerdem d

urfen die Mewerte nicht ver

andert
werden, da sonst ihre Aussagekraft verloren geht. Aus diesen Gr

unden wurde ins-
gesamt auf die Filterung verzichtet.
 Transformationsverfahren wie z.B. FFT, Dierenzierung:
Dadurch, da die Anomalien keine spezische Ausdehnung, Amplitude oder gar
ein sich wiederholendes Muster enthalten, wird die FFT nicht f

ur die Vorver-
arbeitung von Anomalien eingesetzt. Hingegen wurde versucht die Spiraln

ahte,
die durch eine periodische diagonale Linie durch die C-Scan Darstellung gekenn-
zeichnet sind, mittels der FFT zu detektieren. Es hat sich aber herausgestellt,
da eine Detektion mittels geneigter Histogramme wesentlich eÆzienter ist.
Bei der Magnetstreuu-Pipeline-Inspektion (siehe Abschnitt 7.3) wird mittels
der Dierenzierung der Signale in L

angsrichtung der Pipeline eine neue Repr

asen-
tation der Daten erzeugt.
 Oversampling - Algorithmen:
Um eine

aquidistante Au

osung der Daten zu erhalten, mu die schwankende
Geschwindigkeit des Molches durch Oversampling ausgeglichen werden.
 Verfahren zur Korrektur von Daten anhand von Modellen:
Die Ortsinformation der Messungen steht leider nicht immer korrekt zur Verf

ugung
oder fehlt sogar ganz. Aus diesem Grund mu eine Odometerkorrektur stattn-
den, die durch L

oschen, Hinzuf

ugen und wahlweise Lineare- oder Bisplineinter-
polation behoben werden. Dabei ist die Masse des Molchs ausschlaggebend, der
nur beschr

ankte Beschleunigungen durchf

uhren kann.
Bei der Ultraschall{Pipelinediagnose schwankt die Geschwindigkeit des Molches in
der Pipeline. Die Messungen werden in konstanten Zeitabst

anden durchgef

uhrt, wo-
durch eine unregelm

aige Verteilung der Mepunkte bzgl. des Orts entsteht. Des wei-
teren sind die Ultraschallsensoren auf schr

ag angeordneten Kufen (siehe Abb. 4.2(b))
montiert. Dadurch mu ein horizontaler Versatz f

ur jeden Sensor korrespondierend zu
seiner Kufenposition bei der Ermittlung der zu einer Distanz zugeh

origen Mewerte
interpoliert werden. Um keine Fehlinterpretationen durch falsche Modellierungen zu
erhalten, wird immer die n

achste Messung verwendet, mit der keine Interpolation der
Mewerte durchgef

uhrt wird.
Die formatierten Medaten werden durch diese Interpolation und Oversampling
derart transformiert, da die Anzahl der Messungen pro zur

uckgelegtem Meter der
Pipeline konstant wird (siehe Abb. 4.7). Dazu wird eine Au

osung vom 800 Messungen
pro Meter gew

ahlt, die an der Schwelle des Mebereichs der Ultraschallsensoren liegt.
Dabei wird keine Rekonstruktion von nicht vorhandenen Daten durchgef

uhrt, da
diese Information in den sp

ateren Schritten sehr wichtig und die Modellierung nicht
eindeutig ist.
4.5 Bestimmung von Medatenregionen
Die Bestimmung der Medatenregionen umfat das AuÆnden abweichender bzw. f

ur
die Aufgabenstellung interessanter Regionen in den Daten, die der nachfolgenden Klas-
4.5 Bestimmung von Medatenregionen 45
Oversampling
Vorverarbeitung
Interpolation und Ortsnorminierung
Sensorabstand
Wanddicke
Abbildung 4.7: Vorverarbeitung der Ultraschall-Medaten durch Ortsnormierung,
wobei die diagonale Sensoranordnung und Geschwindigkeitsschwankungen kompensiert
werden, und das Oversampling der Medaten, damit eine konstante Repr

asentation
entsteht. Dabei entsteht die Sensorabstandsrepr

asentation mit zugeh

origen Kompres-
sionswerten als auch die Wanddickenrepr

asentation mit ihren Kompressionswerten.
sikation unterzogen werden (siehe Abb. 4.8). Diese Regionen k

onnen entweder durch
Intervalle, Polygonz

uge oder Marken eingegrenzt werden.
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Abbildung 4.8: Aus den Medaten werden die f

ur die nachfolgende Klassikation
"interessanten" Teilgebiete herausgeschnitten.
Eine stark verbreitete Methode aus der Bildverarbeitung ist die Schwellwertsuche
bei einem optimal ausgeleuchteten Objekt. Dieses Verfahren besitzt den Nachteil, da
zuerst oder im nachfolgenden Schritt auf die Interessenregion fokusiert werden mu,
falls sich mehrere unabh

angige Regionen gleichzeitig im Bild benden.
Die hier angewandte Methode der Bestimmung geht davon aus, da zusammen-
h

angende Regionen in den n-dimensionalen Feldern von Interesse sind. Deshalb wird
zun

achst mittels eines ersten Kriteriums nach einem Startpunkt gesucht, von dem
aus die transitive H

ulle aller mit ihm in Verbindung stehenden Mewerte nach einem
zweiten Kriterium ermittelt werden.
Bei der Pipelineinspektion handelt es sich um Regionen, die durch parallele Schwell-
wertlterung in beiden Repr

asentationen (Wanddicke und Sensorabstand) einen An-
fangspunkt f

ur die Region suchen (siehe Abb. 4.9). Dieser Anfangspunkt wird anhand
einer weiteren Schwellwertsuche nach Nachbarpunkten wiederum in beiden Repr

asen-
tationen erweitert. Die derart ermittelte Region wird als Anomalie selektiert. Wegen
der starken Abh

angigkeit der Schwellwertparameter von der Qualit

at der Daten und
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des angestrebten Auswertungszieles wird die Parametrisierung durch den Auswerter
vorgenommen.
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Abbildung 4.9: Bestimmung der Regionen der Ultraschall-Medaten. Im ersten
Schritt wird ein Anfangspunkt der Anomalieregion gesucht (mit einem Kreuz mar-
kiert) der im zweiten Schritt Betrachtung der Nachbarspunkte zur Region ausgedehnt
wird. Die Suche ndet gleichzeitig in der Sensorabstand- und Wanddickenrepr

asentati-
on statt.
Abbildung 4.10: Falschfarbenvisualisierung zweier Regionen aus den Ultraschall-
Inspektionsdaten. Die obere H

alfte enth

alt die Abstandswerte und die untere die Wand-
dickenwerte. Die selektierten Regionen werden gleichzeitig in beiden Ebenen durch
Rechtecke markiert. Dabei werden die zur linken Region geh

orenden Mewerte in einem
separaten Fenster dargestellt.
Aus den selektierten Regionen werden im nachfolgenden Schritt Merkmale extra-
hiert.
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4.6 Extraktion von Merkmalen
Die Aufgabe der Merkmalsextraktion besteht in der systematischen Aufarbeitung der
vorverarbeiteten Sensordaten sowie der zielgerichteten Suche innerhalb dieser Daten
nach plausiblen Merkmalen. In der Regel ist dies mit einer Reduktion der Datenmen-
ge verbunden. Die Merkmale sollen dabei die f

ur den nachfolgenden Klassikations-
schritt notwendige Information enthalten (siehe dazu Abbildung 4.11). Dies bedeutet,
da durch die Berechnung eines Merkmals die f

ur den Klassikationsproze notwendi-
ge Information komprimiert wird. Im allgemeinen gilt: je mehr Vorwissen durch eine
Merkmalsfunktion genutzt wird, um so gr

oer ist die Datenreduktion und um so h

oher
ist der Informationsgewinn.
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Abbildung 4.11: Extraktion der Merkmale ist wesentlich durch die auf die Vorverar-
beitung folgende Klassikation gepr

agt
Die Nutzung von Modellwissen in der Pipelinediagnose ist in Abbildung 4.12 sche-
matisch dargestellt. Dabei wird die reale Welt durch die kontinuierliche Originalfunk-
tion F (X; Y ) repr

asentiert, die durch den Molch mit Hilfe der Ultraschallsensoren
und der Vorverarbeitung auf eine diskrete Funktion F
0
(x; y) abgebildet wird. Um zie-
lorientiert aussagekr

aftige Merkmale zu erhalten, ist es notwendig, m

oglichst viel des
vorhandenen Modellwissens auszunutzen. Daraus ergibt sich eine Hierarchie von unter-
schiedlich dimensionalen R

aumen (siehe Abb. 4.12), aus denen die Merkmale gewonnen
werden k

onnen.
Die Merkmalsextraktion l

at sich also auch als Funktion beschreiben:
f : R
m
!M
n
mit m  n (4.1)
Dabei stellt R
m
einen m-dimensionalen Unterraum der Rohdaten und M
n
den n-
dimensionalen Merkmalsraum des durch f extrahierten Merkmals dar.
Die Berechnung von Merkmalen dient haupts

achlich zur Reduktion des Datenvolu-
mens bei gleichzeitiger Erhaltung der f

ur die nachfolgende Klassikation notwendigen
Informationen.
Die in dieser Arbeit vorgeschlagene Lernkomponente zum Generieren von Klas-
sikatoren trit ihre Entscheidungen auf der Basis von Merkmalen. Diese liegen in
numerischer Form vor. Da die Lernkomponente auch Backpropagation{Netze nutzt
(siehe Abschnitt 5.1.2), ist es sinnvoll, die Merkmale auf einen Zahlenwert im Inter-
vall [0 : : : 1] zu normieren. Damit wird bei den Backpropagation{Netzen der Bereich
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Abbildung 4.12: Einbeziehung des aus der Umwelt abgeleiteten Modellwissens in
die Vorverarbeitung sowie auch in die Herleitung und Erstellung der Merkmale. Die
Merkmale werden aus der Bildfunktion F
0
(x; y) berechnet.
der Aktivierungsfunktion mit groer Steigung bei dem Lernprozess ausgenutzt, was zu
einem schnellerem Lernerfolg (Konvergenz) f

uhrt.
Die Merkmale werden mit Hilfe von Filter- und statistischen Verfahren extrahiert
und verdichtet. Viele der in der Bildverarbeitung

ublichen Merkmalsextraktoren, wie
z.B. Richtungslter oder Kantendetektion stellen nicht die Art der Information zur
Verf

ugung, die Anomalien in den betrachteten C-Scans hinreichend beschreiben. Mit
dieser Information kann daher keine Klassikation erfolgreich durchgef

uhrt werden.
Der Grund hierzu liegt in der variierenden Kardinalit

at der Mengen dieser Merkmale.
Deshalb werden weitere spezielle subsymbolische Merkmale ben

otigt, die diese varia-
blen Mengen beschreiben. Eine Forderung an solche subsymbolischenMerkmale besteht
darin, da sie weitere signikante Charakteristika der Medaten enthalten wie (siehe
auch [DH73, SBH95, Gar98]):
 Statistischen Methoden (Histogramme, Mittelwerte, Abweichungen),
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 Mathematischer Analyse (Minima, Maxima, Steigung, Ableitung, Integral, Sum-
me, etc.),
 Umsetzung des Modellwissens in Algorithmen.
Typische Merkmale umfassen dabei sowohl Minima, Maxima als auch Ableitungen
der diskreten Bildfunktion. Zur weiteren Verarbeitung durch eine folgende Klassikati-
on der zu bestimmenden Anomalie ist es notwendig, einen Merkmalsvektor fester L

ange
als Eingabe zu bilden. Dabei ist die richtige Auswahl der Merkmale aus der Menge der
m

oglichen Merkmale f

ur das verwendete Lernverfahren von entscheidender Bedeutung.
Im allgemeinen werden die Merkmale mit Hilfe von Modellwissen im Sinne der
Inspektionsaufgabe ausgenutzt. Bei der Auswertung der Merkmale wird in der Re-
gel Erfahrungswissen von Diagnoseexperten mit herangezogen, um deren Vorwissen
bez

uglich der Aussagekraft spezieller Merkmale nutzen zu k

onnen. Zus

atzlich sind ge-
zielte Versuchsreihen sinnvoll, um mehr Sicherheit bei der Merkmalsanomalie erzielen
zu k

onnen.
Betrachtet man dazu beispielsweise die Ultraschall{Pipelinediagnose, dann wurden
f

ur die Anomalieklassikation insgesamt 85 Merkmale und f

ur die L

angsnahtdetektion
82 Merkmale bestimmt (siehe Abschnitt 7.2).
Diese Merkmale sollen durch eine automatische Merkmalsselektion (siehe Abschnitt
4.8) oder das Lernverfahren auf ihre "N

utzlichkeit" hin validiert werden. Ist dann die
Klassikationsg

ute nicht ausreichend, m

ussen neue Merkmale in einem iterativen Pro-
ze gesucht werden. Im Abschnitt 4.7 werden dar

uber hinaus Verfahren untersucht, die
einen Anhaltspunkt

uber die Aussagekraft der Merkmale geben. Durch diese zus

atzli-
che Information

uber die Merkmale kann die Anzahl der Iterationen verringert werden,
da die Zusatzinformation Anhaltspunkte f

ur die Merkmalserstellung liefert.
Im nachfolgenden sollen zun

achst einige Merkmalsbeispiele aus der Pipelinediagnose
n

aher betrachtet werden.
4.6.1 Beispiele f

ur Merkmale
Im folgenden Unterabschnitt werden einige ausgew

ahlte Merkmale aus den 167 Merk-
malen der Ultraschall-Pipelinediagnose vorgestellt, um einen n

aheren Einblick in die
Merkmalsarten zu erhalten. Dabei werden diese nach ihrer Quelle, n

amlich ob es sich
um 1D, 2D oder 3D Daten handelt, unterschieden. Merkmale, die sich aus Daten h

oher-
er Dimensionen ergeben, kamen im Rahmen dieser Arbeit nicht vor und werden deshalb
nicht weiter betrachtet.
Merkmale eindimensionaler Daten
Merkmale, die aus statistischen und geometrischen Zusammenh

angen von Nachbar-
schaften in einer Dimension ermittelt werden, werden in der L

angsnahtdetektion bei
der Pipelinediagnose verwendet (siehe Abschnitt 7.2). Bei dieser Detektion sind ins-
besondere die Signalverluste von Bedeutung, die den Verlauf der Schweinaht charak-
terisieren. Dabei besteht die Schwierigkeit darin, eine Naht auch in einem stark ver-
rauschten Rohr, also in einer Repr

asentation, in der viele Sensorausf

alle vorkommen,
zu erkennen. Dazu sind folgende Merkmale entscheidend:
 Merkmal f

ur prozentuale Anzahl der Signalverluste pro Sensor im Rohr. Dies ist
relevant, um die Verrauschtheit der Daten zu quantizieren.
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 Ma f

ur die Separation der Mewerte durch Signalverluste.
 Die Diskontinuit

at der Signalverl

aufe in der Sensorabstand- und der Wanddicken-
repr

asentation. Dieses Merkmal beschreibt die H

augkeit von groen Werte-
spr

ungen innerhalb eines Sensors.
Merkmale zweidimensionaler Daten
Diese Merkmale werten die Zusammenh

ange von Nachbarschaften in zwei Dimensionen
aus. Dazu z

ahlen nicht nur Merkmale, die Zusammenh

ange innerhalb einer Repr

asen-
tation ausdr

ucken, sondern auch die Zusammenh

ange zwischen zwei eindimensionalen
Repr

asentationen. Alle nachfolgenden Merkmale werden bei der Klassikation der Re-
gionen bei der Ultraschall-Pipelinediagnose verwendet:
 H

augkeitsverteilung

uber die dem Kompressionsfenster benachbarten Wertebe-
reiche in der Wanddicken- und Sensorabstandsrepr

asentation.
 Relative Anzahl von Signalverlusten innerhalb der Anomalieregion.
 Maximale und minimale Ableitung innerhalb der Anomalieregion sowie deren
Standardabweichung.
Ein weiteres Beispiel f

ur die Bestimmung zweidimensionaler Merkmale ergibt sich
aus dem Problem der Suche nach Rundn

ahten in Pipelines. Daf

ur wird aus beiden
C-Scan Darstellungen (siehe Abbildung 4.3) in einem kleinen Intervall um jede X-
Koordinate oder Distanz in der Pipeline jeweils ein Histogramm

uber die Anzahl der
Signalverluste und die Anzahl der Kanten bestimmt (siehe Abbildung 4.13).
Durch die Betrachtung des so entstandenen zweidimensionalen Unterraums, der
sich als mehrere Histogramme unterschiedlicher Merkmale manifestiert, k

onnen durch
weiteres Aufsummieren dieser Merkmale sowie durch eine Schwellwertbetrachtung die
Rundnahtpositionen ermittelt werden.
Merkmale dreidimensionaler Daten
Bei der Pipelinediagnose werden Merkmale aus den geometrischen Zusammenh

angen
zwischen den unterschiedlichen Repr

asentationen (Wanddicke und Sensorabstand) er-
mittelt:
 Korrelation der Signalverluste bei der Messung der Wanddicke und des Sensor-
abstands in der Anomalieregion.
 Verh

altnis der Ausdehnung der Anomalieregion in der Wanddickenrepr

asentation
und der Ausdehnung in der Repr

asentation des Sensorabstands.
Durch die Verkn

upfung der Repr

asentationen, die entweder von verschiedenen Sen-
soren herr

uhren oder durch unterschiedliche Vorverarbeitungsschritte entstanden sind,
k

onnen Informationsverschiebungen durch die Merkmale erfat werden.
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(a) Originaldaten eines 100 Meter Pipeline-Abschnittes. Die obere H

alfte stellt den Sensorab-
stand, die untere die Wanddicke dar.
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Abbildung 4.13: Merkmale f

ur die Suche von Schwein

ahten in Stahlrohren mittels
Ultraschall. Die aus Abb. (a) gewonnenen Merkmale sind Histogramme von Signalver-
lusten (Abb. (b),(c)) und Sensorwert

anderungen (Abb. (d),(e)) in Umfangsrichtung des
Rohres aufsummiert

uber der Position im Rohr.
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4.6.2 Einlernen von Merkmalen
Neben der Kodierung des Vorwissens in Form von Merkmalen besteht aber auch die
M

oglichkeit, die Merkmale einzulernen. Dies kann sowohl automatisch als auch interak-
tiv mit Unterst

utzung des Experten erfolgen. Dieser Ansatz wird h

aug verwendet, um
sog. Signallter aufzubauen (siehe [SBH95, Hei94, EC96]). Dabei kann das Einlernen
von Merkmalen als Aufteilung eines komplexeren Problems in kleinere Teilaufgaben
aufgefat werden. Das Problem besteht dabei in der Denition eines aussagekr

afti-
gen Merkmals an sich, die zu l

osenden Teilaufgaben in der Bewertung des jeweiligen
Beispiels durch den Benutzer. Dazu sollte das Merkmal f

ur den Benutzer einfach und
eindeutig interpretierbar sein, damit er dem System die richtigen Klassikationen auf-
zeigen kann.
Aus diesem Grund lassen sich nicht alle vorstellbaren und erfabaren Merkmale
durch interaktives Lernen ausdr

ucken, da f

ur die Bewertung die Benutzerinteraktion
(siehe auch Kapitel 6) notwendig ist, die eine interpretierbare Vorstellung von dem
Merkmal voraussetzt.
Durch das Sammeln dieser Benutzerbewertungen eines Merkmals, ist es prinzipiell
m

oglich, eine Merkmalsfunktion zu erstellen. Hierzu bieten sich zum Beispiel interaktive
Lernverfahren an. Auf diese Weise k

onnen komplexe Merkmalshierarchien entstehen.
Die oben besprochenen Methoden zur Merkmalsextraktion beruhen in starkem Ma-
e auf Wissen (explizit oder implizit)

uber die zugrundeliegenden Merkmale in Ver-
bindung mit dem verwendeten Klassikationsalgorithmus. Aus diesem Grund soll im
folgenden Abschnitt die Frage gekl

art werden, ob generelle Aussagen

uber Merkmale
und ihre implizierte Informationsgehalt getroen werden k

onnen, ohne a priori Modell-
wissen anzuwenden.
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In diesem Abschnitt werden Verfahren vorgestellt, die Aussagen

uber die Merkmale
anhand repr

asentativer Beispiele erlauben, ohne Kenntnis

uber den sp

ater verwendeten
Klassikationsalgorithmus (siehe Abb. 4.14) zu besitzen. Diese Aussagen bieten dem
Benutzer objektive Mast

abe f

ur die Interpretation der Merkmale.
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Merkmalsselektion
Meßdatenvorverarbeitung
Merkmalsberechnung
MerkmaleMerkmalsbewertung
Dimensionsermittlung
Informationsgehalt
Meßdaten
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Abbildung 4.14: Bewertung der Merkmale ohne die Einbeziehung spezischer Cha-
rakteristiken des nachfolgenden Klassikators.
Die Untersuchungsmethoden aus der Diskriminanzanalyse wie zum Beispiel der
Hauptkomponentenanalyse (siehe auch Abschnitt 4.8.1), Test auf Gleichheit der Mit-
telwertvektoren und Kovarianzmatrizen (siehe [Eis88]) bzw. der Test auf multivariate
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Normalverteilung (siehe [Mar70]) besitzen den Nachteil, da sie auf konkreten An-
nahmen bzw. auf a priori Wissen

uber die Merkmale beruhen. Diese sind geeignet
f

ur Merkmale, bei denen diese Zusammenh

ange bekannt sind, wovon in dieser Arbeit
allerdings nicht ausgegangen wird.
Aus diesem Grund wird die Charakterisierung der Merkmale bez

uglich ihrer Aussa-
gekraft ausschlielich mittels informationstheoretischer Aussagen und des Verfahrens
der Fraktalen-Dimension durchgef

uhrt, auf die in folgenden Abschnitten eingegangen
wird.
4.7.1 Fraktale-Dimension
Eine wichtige Aussage

uber die Merkmale ist ihre Unabh

angigkeit, bzw. die Aussage,
wie viele Merkmale w

aren n

otig, um die gleiche Information zu Repr

asentieren, ge-
setzt den Fall, es gelingt, unabh

angige Merkmale zu nden. Durch diese Aussage kann
die Wahl der Merkmale

uberpr

uft werden. Ein zu diesem Zweck geeignetes Verfahren
kommt aus der Chaosforschung.
In der Chaostheorie wird die fraktale Dimension verwendet, um die "Zerkl

uftet-
heit" eines chaotischen Systems zu messen. Mit dieser Dimension wird ein abstrakter
Dimensionsbegri deniert, der sich algorithmisch aus den Zust

anden des chaotischen
Systems bzw. in dem hier vorliegenden Fall den Merkmalsdaten berechnen l

at. die
Um diese fraktale Dimension zu bestimmen, wird eine Methode aus der nichtlinearen
Dynamik verwendet, die sog. Bestimmung der verallgemeinerten Fraktalen-Dimension
(siehe [Gra83]).
Mit der verallgemeinerten Fraktalen-Dimension besteht die M

oglichkeit, die "Zer-
kl

uftetheitseigenschaften" eines Datensatzes zu charakterisieren. Das Verfahren be-
trachtet nur die Merkmalsvektoren, ohne die Kenntnis der jeweiligen Klassenzugeh

orig-
keit.
Auf diese Weise k

onnen Informationen

uber die internen Zusammenh

ange der Merk-
male zur Verf

ugung gestellt werden. Auerdem kann die Struktur des Merkmalsraums
damit n

aher auf den Grad der r

aumlichen Ausbreitung dieses Raumes erfat werden.
Die Bestimmung der verallgemeinerten Fraktalen-Dimension geht von einem Daten-
satz aus, der aus N Datenpunkten besteht. Dieser wird mit Volumenelementen V
i
(l)

uberdeckt, wobei l eine charakteristische Gr

oe darstellt. Eine charakteristische Gr

oe
ist beispielsweise eine Kugel mit Radius l oder ein Hyperw

urfel der Kantenl

ange l.
Nach

Uberdeckung des Datensatzes mittels der Volumenelemente V
i
(l) wird das Ska-
lierungsverhalten einer bestimmten Eigenschaft in Bezug zur abnehmenden Gr

oe l der
Volumenelemente gemessen. Als Resultat ergibt sich dann eine abstrakte Denition der
verallgemeinerten Fraktalen-Dimension D(q) mit der Partitionierung q 2 R.
In der Regel wird mit dieser Methode die r

aumliche Ausbreitung von Attraktoren
2
,
die aus unendlich vielen Punkten bestehen, quantiziert.
Die verallgemeinerte Fraktale-Dimension lautet (vgl.[Gra83, Spe94]):
D(q) = lim
l!0
I
q
log(
1
l
)
(4.2)
2
Attraktoren beschreiben diejenige Menge der Zust

ande, Koordinaten gegen die ein chaotisches
System f

ur n! inf strebt.
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Dabei stellt I
q
den fraktalen Informationsbegri dar, der wie folgt deniert ist:
I
q
(l) =
1
1  q
log
A(l)
X
i=1
p
q
i
(l) (4.3)
mit
p
i
die Wahrscheinlichkeit, einen Punkt in einem
Volumenelement i zu lokalisieren,
l die Gr

oe des Volumenelementes,
A(l) die minimale Anzahl der Volumenelemente, die f

ur
die

Uberdeckung des Datensatzes ben

otigt wird.
F

ur q = 1 stimmt die Gleichung 4.3 mit der Shannonschen Information (Entropie)

uberein (siehe Gl. 4.4) Der Informationsbegri errechnet sich also im wesentlichen
aus der logarithmierten Aufsummierung der Wahrscheinlichkeiten p
i
, die sich aus den

uberdeckenden Volumenelementen ergeben.
Diese Betrachtung erfolgt f

ur verschiedene Partitionen q. Bei dem Spezialfall q = 1
kann der ermittelte Wert wie in Abbildung 4.15 interpretiert werden. Dadurch stellt
der ermittelte fraktale Dimensionswert D(1) die minimale Merkmalsraumdimension,
bzw. die minimale Anzahl von Merkmalen, dar, um die Aussage des Merkmalsraums
zu erhalten.
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Abbildung 4.15: F

ur dem MerkmalsraumM mit der Dimension n (Anzahl der Merk-
male) wird dabei die minimale Merkmalsraumdimension k eines unbekannten Raums
M
0
ermittelt, der durch eine unbekannte invertierbare Abbildung T entstehen kann.
F

ur gr

oere q's wird die fraktale Dimension f

ur wahrscheinlichere Merkmalskonstel-
lationen und f

ur kleinere q's werden die "Zerkl

uftung" von weniger wahrscheinlicheren
Merkmalskonstellationen betrachtet.
Die Berechnung der Fraktalen-Dimension des durch die Merkmalsvektoren X auf-
gespannten Raums erm

oglicht es, die notwendige Anzahl von Dimensionen (Merkma-
len) zu ermitteln. F

ur Kohonennetze wurde die Kenntnis der fraktalen Dimension des
Merkmalsraums erfolgreich umgesetzt, in dem die Dimension des Gitters auf diese Art
bestimmt wurde (siehe [Spe94]).
Als Beispiel f

ur die Anwendung der Fraktalen-Dimension sind hier die defects1 und
lweld Datens

atze aufgezeichnet (siehe auch Abschnitt E.1, E.2 sowie Abbildung 4.16).
Anhand der Ergebnisse in Abbildung 4.16 kann daraus abgelesen werden, da der
Merkmalsraum f

ur defects1 3:37 fraktale Dimensionen bei q = 1 besitzt. Das bedeutet,
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Abbildung 4.16: Fraktale-Dimension D(q) der defects1 (aus 1211 Datens

atzen) und
lweld (aus 9880 Datens

atzen) in Abh

angigkeit von der Partitionierung q.
da bei richtiger Wahl bzw. Kombination der Merkmale mindestens vier Merkmale
notwendig sind, um diesen Raum zu repr

asentieren. Bei dem lweld Datensatz ergibt
sich eine Wert von 2:93 f

ur die fraktale Dimensionen bei q = 1. Auch hier k

onnte
demzufolge bei einer geschickten Konstruktion der Merkmale eine sehr geringe Anzahl
von Merkmalen ausreichend sein.
Anders ausgedr

uckt, es existiert f

ur die defects1 Daten also kein Verfahren, um
diesen Raum in zwei Dimensionen ohne Verzerrung abzubilden. Nichtsdestotrotz ist das
Ergebnis erstaunlich, da es zeigt, da von den 41 Dimensionen des Merkmalsraums nur
vier essentiell w

aren, falls die richtigen Merkmale konstruiert werden k

onnen. Analog
gilt diese Betrachtung auch f

ur den lweldDatensatz, der theoretisch mit drei Merkmalen
auskommen k

onnte.
Dar

uber hinaus erh

alt man ein intuitives Gef

uhl f

ur die Komplexit

at des Merkmals-
raums durch die Betrachtung von D(q) f

ur q 6= 1.
4.7.2 Informationstheoretische Betrachtung
Eine weitere M

oglichkeit einer modellunabh

angigen Charakterisierung der abgeleiteten
Merkmale besteht in der Ermittlung ihrer informationstheoretischen Aussagen

uber die
Merkmale (siehe [Wos88]). Im folgenden wird mit der Zufallsvariable X ein Merkmal
und mit der Zufallsvariable Y entweder ein anderes Merkmal oder eine Klasse repr

asen-
tiert. p(x) ist die Wahrscheinlichkeit von x und p(x; y) = p(x)p(yjx) (siehe [Lip89]).
Entropie Ein zentrales Ma zur Gewinnung von Information stellt die Entropie dar.
(siehe [Sha48, DO96]):
H(X) =  
X
x2X
p(x) log(p(x)) (4.4)
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Abbildung 4.17: Informationstheoretischer Zusammenhang zwischen zwei Zufallsva-
riablen X und Y .
Verbundentropie
H(X; Y ) =  
X
x2X
X
y2Y
p(x; y) log(p(x; y)) (4.5)
Bedingte Entropie:

Aquivocation und Irrelevanz
H(XjY ) =  
X
x2X
X
y2Y
p(x; y) log(p(xjy)) (4.6)
Transinformation zwischen den MerkmalenX,Y und auch zwischen Merkmalen und
Klassen (vgl. Abbildung 4.17 und siehe [DO96]):
I(X;Y ) = H(X) +H(Y ) H(X; Y ) (4.7)
Aus diesen Betrachtungen kann die "Aussagekraft" eines Merkmals bez

uglich aller
betrachteten Beispiele abgeleitet werden. Ein Problem besteht allerdings auch in der
Frage, wie die n richtigen Merkmale, die den Merkmalsraum eindeutig und vollst

andig
aufspannen, zu nden sind. Diese Frage wird im folgenden Abschnitt untersucht.
4.8 Merkmalsselektion
In diesem Abschnitt wird die Frage diskutiert, inwieweit Merkmalsselektion zur Be-
stimmung der aussagekr

aftigsten Merkmale f

ur die Klassikation von Defekten ohne a
priori Wissen

uber die gesuchten Klassikatoren m

oglich ist.
Das Ziel der Merkmalsselektion ist es, ohne Einbeziehung des Klassikators Aussa-
gen

uber die Merkmale zu treen (siehe Abbildung 4.18). Die Anzahl der Merkmale soll
dabei derart reduziert werden, damit der Berechnungsaufwand und die Komplexit

at
des Klassikators m

oglichst gering gehalten wird. Nachfolgend werden die bekannte-
sten Verfahren der Merkmalsselektion vorgestellt. Dazu geh

oren die Hauptkomponen-
tenanalyse und diverse Verfahren die auf den informationstheoretischen Betrachtungen
basieren (MIFS, MMIP, SMIFE).
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Abbildung 4.18: Durch die Selektion der Merkmale wird eine Menge der Merkmale
ausgew

ahlt, die f

ur die nachfolgende Klassikation gute Ergebnisse versprechen.
4.8.1 Hauptkomponentenanalyse
Bei der Hauptkomponentenanalyse, auch als Karhunen{Loeve Transformation bekannt,
werden die linearen Zusammenh

ange der Merkmale ohne Ber

ucksichtigung der Klassi-
kationen betrachtet (siehe [Bis95]). Dieses Verfahren arbeitet un

uberwacht und eignet
sich speziell daf

ur, lineare Abh

angigkeiten zwischen den Merkmalen zu entdecken.
In der Realit

at sind die Merkmale aber nur in seltenen F

allen streng linear abh

angig.
Des weiteren geht keinerlei Information

uber die Klassenzugeh

origkeit in die Selektion
der Merkmale ein. Deshalb ist die Hauptkomponentenanalyse f

ur die Merkmalsselektion
f

ur Klassikationssysteme in der Pipelinediagnose ungeeignet.
4.8.2 Mutual Information Feature Selection (MIFS)
Dieses Verfahren interpretiert die Klassen und Merkmale im n-dimensionalen Merk-
malsraum als diskrete Zufallsvariablen (siehe [Bat94]). Die Merkmale
~
f 2 X werden
nach ihrem Beitrag zur Klassikation der Klassen
~
t 2 C geordnet. Es werden die wich-
tigsten k Merkmale f

ur die Klassikation ausgew

ahlt. Dazu wird folgender Algorithmus
verwendet:
Initialisierung: F := ff
i
: 1  i  ng und S := fg.
Berechnung der Transinformation: f

ur jedes Merkmal f
i
2 F :
I(
~
t; f
i
) :=
dim(
~
t)
X
j=1
I(t
j
; f
i
) (4.8)
I(t
j
; f
i
) :=
X
~c2C
X
~x2X
p(c
j
; x
i
) log
p(c
j
; x
i
)
p(c
j
)p(x
i
)
(4.9)
Die Wahrscheinlichkeiten p(c
j
; x
i
); p(c
j
); p(x
i
) werden dabei durch die relativen
H

augkeiten bzgl. des Datensatzes B angen

ahert.
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Auswahl des ersten Merkmals: Finde das erste Merkmal f
i
, das I(
~
t; f
i
) maximiert.
Setze F := Fnff
i
g und S := S [ ff
i
g.
Greedy-Auswahl: Wiederhole solange bis jSj = k.
1. Berechnen der Transinformation zwischen Merkmalen:
F

ur alle Paarungen der Variablen (f
i
; s
j
) mit f
i
2 F; s
j
2 S berechne
I(f
i
; s
j
).
2. Auswahl des n

achsten Merkmals:
W

ahle dasjenige f
i
, das I(
~
t; f
i
)  
P
s
j
2S
I(f
i
; s
j
) maximiert.
Setze F := Fnff
i
g; S := S [ ff
i
g.
( ist ein Parameter, um der Informations

uberlappung der Merkmale empi-
risch zu begegnen; normalerweise gilt: 0    1.)
Ausgabe der Menge S: S enth

alt dabei die ausgew

ahlten Merkmale, in der Reihen-
folge ihrer Wichtigkeit.
MIFS ordnet mittels des Greedy-Verfahrens die Merkmale nach ihrem Beitrag zur
Klassikation an, wobei allerdings nicht ber

ucksichtigt wird, inwieweit die Information
verschiedener Merkmale gleich ist.
4.8.3 Maximum Mutual Information Projection Feature Ex-
tractor (MMIP)
Dieses Verfahren versucht durch das AuÆnden orthogonal normierter Projektionen
des Merkmalsvektors nach dem Algorithmus aus (siehe [GMW90]). Damit die Trans-
information zum Klassikationsvektor maximiert wird, werden die Merkmale mit dem
h

ochsten Informationsgehalt in der orthogonal normierten Projektion des Merkmals-
vektors ermittelt (siehe [BG96]). Diese Merkmale lassen sich beschreiben als
~a

= max
~a
I(~a
T
~
X;Y ); (4.10)
wobei ~a
T
~
X das Merkmal mit der h

ochsten Transinformation ist. Das Merkmal wird
mittels des MIFS-Algorithmus (siehe Abschnitt 4.8.2) ermittelt. Die Projektion mit der
maximalen Transinformation wird bestimmt und daran anschlieend aus den Merk-
malsvektoren eliminiert. Dieser Vorgang wiederholt sich, bis der Merkmalsvektor kom-
plett abgearbeitet ist.
Das Problem dieser Methode besteht in der hohen

Uberlappung der Transinforma-
tion zwischen den Merkmalen. Dieser Problematik wird bei der oben beschriebenen
Vorgehensweise keinerlei Rechnung getragen.
4.8.4 Separated Mutual Information Feature Extractor (SMI-
FE)
Das Verfahren SMIFE1 berechnet die Transinformation zwischen drei Zufallsvariablen,
wobei zwei davon Merkmale (X
i
; X
j
) und die dritte die Klassenvariable Y darstellen.
Die Transinformation dreier Variablen wird gem

a der Gleichung 4.11 berechnet. Aus
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Merkmalsselektionsverfahren Komplexit

at
SMIFE1 O(b n
2
)
SMIFE2 O(b n
2
)
MMIP O(b n (Mittelwert der Iterationen))
Hauptkomponentenanalyse O(b n
2
)
MIFS O(b n
2
)
Tabelle 4.1: Laufzeitkomplexit

at der Algorithmen. Dabei bedeutet jBj = b die Anzahl
der Beispiele, dim(
~
b 2 B) = n die Dimension der Merkmale (siehe [BG96])
. .
diesen Werten wird eine Matrix aufgebaut, aus der mittels der Hauptkomponenten-
analyse (siehe Abschnitt 4.8.1) die informativsten Merkmale ermittelt werden (siehe
[BG96]).
I(X
i
;X
j
;Y ) = H(X
i
; X
j
; Y ) H(X
i
) H(X
j
) H(Y ) (4.11)
+ I(X
i
;Y ) + I(X
j
;Y ) + I(X
i
;X
j
)
= I(X
i
;Y ) + I(X
j
;Y )  I(X
i
; X
j
;Y ) (4.12)
Die Verbesserung dieses Verfahrens stellt SMIFE2 dar (siehe [BG96]). Anstatt die
Merkmale durch die absteigende Reihenfolge der durch die Hauptkomponentenanalyse
der Matrix

uber I(X
i
;X
j
;Y ) gewonnenen Eigenwerte zu betrachten, wird bei SMIFE2
die Gleichung 4.12 ausgenutzt. Dabei wird die Reihenfolge der Merkmale durch die
ansteigenden Eigenwerte der Matrix

uber I(X
i
; X
j
;Y ) bestimmt.
4.8.5 Vergleich der Merkmalsselektionsverfahren
Die Hauptkomponentenanalyse erfat nur den linearen Zusammenhang der Merkmale
und l

at dabei die Klassen auer acht. Hingegen werden bei den informationsbasie-
renden Verfahren wie MIFS, MMIP, SMIFE1 und SMIFE2 auch die Klassen in den
Auswahlproze miteinbezogen. Es werden also bei den Merkmalen nicht nur lineare
Zusammenh

ange ber

ucksichtigt. Durch die Betrachtung der Information k

onnen bei-
spielsweise Permutationen der Wertebereiche zwischen den Merkmalen entdeckt wer-
den, was bei der Hauptkomponentenanalyse nicht m

oglich ist.
Diese Vermutung wurde durch empirische Tests nachgewiesen (siehe [Bat94, BG96]).
Die Betrachtung der Laufzeitkomplexit

at der Algorithmen liefert keine signikanten
Unterschiede (siehe Tabelle 4.1).
Einen Nachteil besitzen allerdings alle oben aufgef

uhrten Verfahren. Sie sind nicht in
der Lage, eindeutig festzustellen, ob die Information, die in den k selektierten Merkma-
len enthalten ist, ausreicht, um einen Klassikator aufzubauen, der die besten m

oglichen
Ergebnisse bez

uglich der Beispiele erzielt.
4.9 Res

umee
In diesem Kapitel wurde die Verarbeitungskette zur Merkmalsextraktion und Merk-
malsselektion aus Anomalien in groen Medatenmengen der Pipelinediagnose disku-
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tiert. Unter dem Aspekt der bestm

oglichen Auswahl eines aussagekr

aftigen Merkmals-
satzes wurden unterschiedliche Verfahren untersucht.
Zu diesen Zweck wurde eine Charakterisierung der Medaten der Applikation aufge-
stellt, die eine intuitive Vorstellung

uber die Daten widerspiegelt. Basierend auf diesem
Modell

uber die Rohdaten sind dann die entsprechenden Verarbeitungsalgorithmen er-
stellt worden. Es wird eine klare Trennung zwischen der Medatenvorverarbeitung und
der Merkmalsextraktion deniert, die es vereinfacht, vorhandenes Applikationswissen
in die Vorverarbeitung zu integrieren. In diesem Zusammenhang wurden Beispiele f

ur
unterschiedlich dimensionale Merkmalsextraktoren pr

asentiert. Dar

uber hinaus sind
auch die Aspekte des direkten Einlernens eines Merkmalsextraktors untersucht wor-
den. Es hat sich herausgestellt, da eine ersch

opfende Integration des a priori Wissens
in die Merkmale sinnvoll ist. Ferner konnte gezeigt werden, da Merkmale, bei denen
der Experte

uber eine intuitive Vorstellung verf

ugt, mit Hilfe von Lernverfahren gut
modelliert werden k

onnen.
Weiterhin wurden Methoden untersucht, die sich mit den klassikatorunabh

angigen
Aussagen

uber die Merkmale besch

aftigen.
Der Vorteil der Fraktalen-Dimension (Abschnitt 4.7.1) gegen

uber dem Test auf
Dimensionen besteht in der Tatsache, da die Berechnung der Fraktalen-Dimension
ausschlielich von den Merkmalen X ausgeht, wohingegen der Dimensionstest auch die
Klassen C f

ur die Berechnung der Eingabedimension heranzieht.
Des weiteren basiert die Berechnung des Dimensionstests auf linearen Zusammen-
h

angen zwischen den Merkmalen, wie sie in der Realit

at im allgemeinen nicht auftreten.
Die Klassenverteilungen m

ussen korrekt modelliert werden. Insbesondere bei multimo-
dalen Daten m

ussen Klassen u.U. in mehrere Unterklassen aufgeteilt werden, falls sie
aus mehreren Ballungsgebieten bestehen.
Aus den dargelegten Gr

unden wurde f

ur die Pipelinediagnose ausschlielich die
Fraktale-Dimension und die informationstheoretischen Aussagen als Merkmalscharak-
teristik verwendet.
Bei der Erstellung eines Diagnosesystems auf der Basis Neuronaler Netze nimmt die
Kodierung des a priori Wissens in der Vorverarbeitung viel Zeit in Anspruch. Deshalb
wurden hier verst

arkt Methoden untersucht, die eine Merkmalsbewertung erlauben,
ohne einen Klassikator daf

ur konzipieren zu m

ussen.
Normalerweise wird eine Merkmalsauswahl in der Art und Weise getroen, da
iterativ wiederholt Merkmale selektiert werden, dann ein Klassikator aufgebaut und
anschlieend dessen G

ute

uberpr

uft wird. Reicht diese G

ute nicht aus, mu eine erneute
Selektion von Merkmalen erfolgen bzw. die Erzeugung neuer Merkmale durchgef

uhrt
werden.
Dieser iterative Proze kann zwar nicht g

anzlich aufgehoben, aber mit Hilfe der
Merkmalsselektionsverfahren und der Ermittlung der Charakteristik der Merkmale er-
heblich verk

urzt werden.
Die Kombination aus Merkmalscharakteristik und Merkmalsselektion f

uhrt dazu,
da zumindest die aussagekr

aftigsten Merkmale in die nachfolgend behandelte Lern-
komponente

ubergeben werden.
Kapitel 5
Lernkomponente
In diesem Kapitel wird eine Lernkomponente vorgestellt, die auf den Anwendungs-
bereich der Klassikation von Pipelineanomalien zugeschnitten ist. Charakteristisch
dabei ist das Sammeln repr

asentativer Daten und das damit verbundene Einlernen
Neuronaler Netze (siehe [SB96b, Hei94, SBG95]). Ziel ist es, einen Klassikator zu kre-
ieren, der

Anderungen aus neu hinzukommenden Beispielen sofort erlernen kann, und
eine gute Generalisierungsf

ahigkeit aufweist. Es wird angestrebt, ein Lernverfahren zu
realisieren, bei dem der Benutzer keine Lernparameter f

ur den Klassikator spezizie-
ren bzw. einstellen mu. Dar

uber hinaus werden statistische Methoden untersucht, die
eine Bewertung bzw. Vorhersage

uber die G

ute des Klassikators erlauben. Die Ein-
bindung der Lernkomponente in das Diagnosesystem ist in Abbildung 5.1 schematisch
dargestellt.
Rohdaten
Interaktionskomponente
Wissensverwaltung
Visualisierung
Lernkomponente
Wissen
Vorverarbeitung
Klassifizierungsverifikation
Diagnose
Interaktiv Lernende Diagnose
Monitorkomponente
Abbildung 5.1: Einbettung der Lernkomponente in die Architektur des Interaktiv
Lernenden Diagnosesystemkerns.
In diesem Abschnitt wird ein hierarchischer Ansatz f

ur den gesuchten Klassikator
entwickelt, der einen Weg aufzeigt, wie die aufwendige Konguration von Neurona-
len Netzen und die Einstellung ihrer Lernparameter weitgehend automatisiert werden
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kann. Dabei wird Lernparameter wie folgt deniert:
Denition 5.1 (Lernparameter)
Unter Lernparameter werden all diejenigen Parameter eines Lernver-
fahrens verstanden, die durch den Benutzer von Auen vorgegeben werden
m

ussen.
F

ur diesen Zweck wird ein inkrementeller Dynamische Regionen Lernalgorithmus
(Dynamic Bounds) entwickelt, dessen Eigenschaften und seine Verbindung mit Backpro-
pagation{Netzen zu Hybriden Knoten im Folgenden beschrieben wird. Es wird eine
Strategie vorgestellt, nach der diese Knoten gebildet werden. Mit dieser Strategie kann
die Komplexit

at des Klassikators reduziert werden. Sowohl die hybride Architektur
als auch die des Dynamic Bounds-Algorithmus wird anhand mehrerer Versuchsreihen
evaluiert.
Die f

ur die Experimente verwendeten Datens

atze sind in [Pre94, MM96] sowie im
Anhang E detailliert beschrieben. Es handelt sich dabei um Datens

atze aus konkreten
Applikationen.
5.1 Auswahl der Lernverfahren
F

ur die Klassikation groer Mengen verrauschter numerischer Daten eignet sich ganz
besonders die Gruppe der subsymbolischen Lernverfahren (siehe Tabelle 5.1). Unter
lokalen Lernverfahren versteht man dabei diejenigen Verfahren, bei denen durch die
Adaption ihres Modells an ein Beispiel ausschlielich die Ausgaben des Netzes in eine
unmittelbaren Umgebung des gegebenen Beispiels beeinussen. Hingegen wirkt sich bei
globalen Lernverfahren eine Adaption

uber den gesamten Merkmalsraum aus. Geneti-
sche Verfahren besitzen dagegen auch eine gute Generalisierungsf

ahigkeit. Sie eignen
sich aber nicht f

ur die in dieser Arbeit betrachteten Anwendungen, da sie lange Lern-
zeiten ben

otigen, und die Optimierungsphase bei ILD jedoch zeitlich beschr

ankt ist,
damit der Benutzer rasch in die Interaktionsphase treten kann.
Um die Leistungsf

ahigkeit des vorgeschlagenen Lernverfahrens zu erh

ohen, werden
hierarchische Anordnungen untersucht, die die Schw

achen der einzelnen Verfahren aus-
gleichen.
Verfahren Generalisierungsf

ahigkeit Lerngeschwindigkeit
lokale Lernverfahren schlecht sehr hoch
globale Lernverfahren gut niedrig
hierarchische Ans

atze gut mittel
genetische Algorithmen gut sehr niedrig
Tabelle 5.1: Eigenschaften verschiedener subsymbolischer Lernmethoden (vgl. [Ber94,
Bis95]).
Im folgenden wird auf die wichtigsten Ans

atze n

aher eingegangen.
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5.1.1 Lokale Lernverfahren
Als der

alteste und wohl auch bekannteste Vertreter der Klasse der lokalen Lernver-
fahren ist das sogenannte k-n

achster Nachbar Verfahren zu nennen (siehe [DS79]). Der
Nachteil dieses Verfahrens besteht in der groen Anzahl ben

otigter Neuronen (St

utz-
stellen) im Zusammenhang mit einer groen Anzahl von Lerndaten und der ungen

ugen-
den Generalisierungsf

ahigkeit.
Verdeckt
Eingabe
Ausgabe
... ... ... ...
Abbildung 5.2: Netztopologie eines RBF{Netzes mit gauschen Aktivierungsfunktio-
nen in der verdeckten Schicht und sigmoiden Aktivierungsfunktionen in der Ausgabe-
schicht.
Zu den neueren Vertretern der

uberwacht lernenden lokalen Verfahren z

ahlen die
RBF{Netze (siehe [MD88]). Wie in Abbildung 5.2 skizziert, besteht ein RBF{Netz
aus drei Schichten, wobei die verdeckten Neuronen (mittlere Schicht) gausche Akti-
vierungsfunktionen besitzen. Im wesentlichen unterscheiden sich RBF{Netze von den
k-n

achster Nachbar-Netzen durch die Gauglocke als Aktivierungsfunktion der Neuro-
nen, die Festlegung der Neuronenanzahl und der Gewichtung der einzelnen Gewichte
zu der Netzausgabe. Damit ist der Nachteil der wachsenden Gr

oe der Repr

asentation
gel

ost, aber die Schwierigkeit besteht dabei nach wie vor in der a priori Bestimmung der
richtigen Anzahl der zu w

ahlenden Neuronen, um eine gute Generalisierungsf

ahigkeit
zu erzielen.
Dieser Nachteil wird durch den sogenannten Dynamic Decay
1
Algorithmus (siehe
[BF94, BF94, Ber97]) ausger

aumt. Dieses Verfahren f

ugt bei Bedarf Neuronen hinzu,
ist aber andererseits nicht in der Lage,

uber

ussige Neuronen, die f

ur das Klassikati-
onsergebnis nicht mehr ben

otigt werden, wieder zu entfernen. Der Algorithmus arbeitet
ebenfalls mit Gauglocken als Aktivierungsfunktionen. F

ur die Entscheidung, ob ein
Neuron eingef

ugt werden soll, sind zwei Lernparameter (
+
, 
 
) verantwortlich, die
1
Der Name Dynamischer Verfall kommt von der Tatsache, da die Ausdehnungsbereiche der Neu-
ronen dynamisch verkleinert werden.
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Eingabex
Θ
Θ
1
+
-
0
Aktivierung
Abbildung 5.3: Einf

ugen eines neuen Neurons bei einer unbekannten Eingabe ~x bei
dem sogenannten Dynamic Decay Verfahren.
den Einubereich eines Neurons bestimmen (siehe Abbildung 5.3).

Uber diese Lern-
parameter l

at sich indirekt die Anzahl der eingef

ugten Neuronen und die Generalisie-
rungsf

ahigkeit steuern. Dabei ist anzumerken, da dieser Algorithmus den Einube-
reich eines Neurons nur verkleinern kann, und das Verschmelzen oder gar L

oschen von
Neuronen nicht durchgef

uhrt wird. Eine eingehende Untersuchung des Dynamic Decay
Algorithmus wird in [Giz96] durchgef

uhrt.
Eine Erweiterung des Dynamic Decay stellt das sogenannte Rectangular Basis Func-
tion Network (RecBFN) Klassikationsverfahren dar (siehe [Ber97]). Es unterscheidet
sich vom Dynamic Decay durch die trapezartigen Aktivierungsfunktion. Es existieren
zwei ineinander geschachtelte Hyperquader, die den Kern und den Einubereich dar-
stellen. Jede Dimension besitzt dabei ihren eigenen Ausdehnungsradius, der durch den
Algorithmus angepat wird. Aber auch beim RecBFN werden Neuronen nur eingef

ugt
und deren Volumen verkleinert.
5.1.2 Globale Lernverfahren
Zu den bekanntesten global lernenden Verfahren z

ahlt das Backpropagation{Verfahren
(siehe [RHW86]). Bei den Backpropagation{Netzen werden vorwiegend sigmoide Funk-
tionen als Aktivierungsfunktionen verwendet, was die globale Auswirkung einer

Ande-
rung nach sich zieht. Neben der richtigen Wahl des Lernparameters " ist auch die
Topologie des Neuronalen Netzes zu bestimmen.
Da das Backpropagation{Verfahren sehr lange Lernzeiten aufweist, wurden ver-
schiedene Beschleunigungsmethoden entwickelt. Eine der bekannteren ist das soge-
nannte QuickProp Verfahren (siehe [Fah88]). Dieses Verfahren nutzt die Information
der vorhergehenden Adaptation der Gewichte, um den n

achsten Adaptationsschritt
durchzuf

uhren. Es verwendet eine Ann

aherung an die zweite Ableitung, wodurch die
Konvergenz erheblich beschleunigt wird. Das Verfahren ben

otigt allerdings drei Lern-
parameter.
Ein weiteres bekanntes Beschleunigungsverfahren ist das sogenannte Resilient Pro-
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pagation Verfahren { RPROP
2
(siehe [Rie92, RB93, Rie96]). RPROP benutzt ebenfalls
die Information der vorhergehenden Adaptation der Gewichte, um den n

achsten Adap-
tionsschritt durchzuf

uhren. F

ur das Verfahren werden jedoch nur zwei Lernparameter
ben

otigt, die im Gegensatz zu QuickProp in ihrer Wahl weitgehendst unkritisch sind.
Dar

uber hinaus konvergiert es schneller als QuickProp (siehe [Rie96]).
Das Problem der Bestimmung der korrekten Topologie eines Backpropagation{
Netzes wird im allgemeinen heuristisch gel

ost. In der Literatur existieren unterschied-
liche Ans

atze, um dieses Problem durch Lernalgorithmen zu l

osen. Das bekannte-
ste von ihnen ist das sogenannte Cascade Correlation Verfahren { CasCorr, siehe
[FL90, Fah90]). Es f

ugt sukzessiv Neuronen in die Topologie ein und versucht so kon-
struktiv eine kaskadierte, schichtweise Netztopologie zu bilden. Leider haben sich derar-
tige Verfahren als instabil bzw. die Wahl der Lernparameter als kritisch herausgestellt.
Eine eingehende Untersuchung des Cascade Correlation Verfahrens wird in [Win94]
durchgef

uhrt.
Auerdem existiert eine Vielzahl heuristischer Regeln, um die Anzahl der Neuronen
in den verborgenen Schichten a priori zu bestimmen. Dadurch reduziert sich der Such-
raum nach einer geeigneten Netztopologie. Eine eingehende Untersuchung derartiger
Regeln wurde in [Kop99] durchgef

uhrt.
5.1.3 Hierarchische Ans

atze
In letzter Zeit wird immer mehr versucht, die F

ahigkeiten unterschiedlicher Lernverfah-
ren miteinander zu kombinieren. Eine gute

Ubersicht

uber die bekanntesten Ans

atze
bietet [AK98]. Das Hauptproblem der hierarchischen Ans

atze besteht in der wach-
senden Anzahl von Lernparametern bei steigender Komplexit

at des Modells und das
Fehlen jeglicher Vorgehensweise bei der Ermittlung der richtigen Konguration des
Ansatzes. Im folgenden werden die wichtigsten Vertreter der hierarchischen Ans

atze
vorgestellt.
Die Entkoppelten Module (Decoupled modules) Variante benutzt ein ART{Netz
3
(siehe [Bis95]), um jede Klasse in Gruppen aufzuteilen. F

ur jede Gruppe ist dann
ein Backpropagation{Netz (BP{Netz) zust

andig (siehe Abbildung 5.4(a)). Diese Netze
k

onnen dann parallel eingelernt werden. Als Klassikation wird die maximale Aktivie-
rung

uber alle Netze genommen. Das Problem besteht darin, da die Beispielsmenge
in disjunkte Gruppen aufgeteilt wird. Jedes der BP-Netze wird nur mit den Beispielen
seiner Gruppe trainiert, und es besteht keine Verbindung zu den anderen Netzen. Aus
diesem Grund ist die Generalisierungsf

ahigkeit nicht besonders hoch.
Das ART-BP Modell benutzt auch ein un

uberwacht eingelerntes ART{Netz, um
ein Beispiel zu einem der nachgeschalteten Backpropagation{Netze zu dirigieren (siehe
Abbildung 5.4(b)). Eine ungen

ugende Separierung der Daten f

uhrt dazu, da die BP{
Netze sehr komplex werden (vgl. [AK98]). Damit kann diese Vorgehensweise das Netz
beinahe zu einem nicht modularen BP-Netz degenerieren.
Ein weit verbreitetes Modell ist das Ensemble. Es besteht aus einer zu w

ahlenden
Anzahl von Netzen (meistens BP{Netze), die parallel und unabh

angig voneinander mit
unterschiedlichen Startinitialisierungen eingelernt werden. Bei der Klassikation wird
2
Der Name "Elastisches Propagieren" spielt auf die F

ahigkeit des Verfahrens an, f

ur jedes Gewicht
eine separate Lernrate adaptiv zu bestimmen.
3
ART{Netze werden un

uberwacht eingelernt und dienen zur Clusterung der Merkmalsraums.
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Modul 2Modul 1 Modul n
Eingabe
Absolutes Maximum
endgültige Klassifikation
Klassifikation
lokale
(a) Entkoppelte Module (Decoupled modules)
Eingabe
unüberwachtes 
überwachte BP Module
ART Netz
(b) ART-BP Model
Abbildung 5.4: Hierarchische Ans

atze mit un

uberwachter Verteilungskomponente.
Eingabe
Modul 1 Modul 2 Modul n
Wahl
Klassifikation
lokale
endgültige Klassifikation
(a) Ensemble Mittelwert/Mehrheit
Eingabe
Klassengruppierung
überwachte BP Module
überwachtes
BP Netz
(b) Hierarchische Module
Abbildung 5.5:

Uberwachte hierarchische Ans

atze.
dann entweder die h

augste Klassikation, bei der Ensemble Mehrheit (Ensemble ma-
jority), oder der Mittelwert der Klassikationen, bei der Ensemble Mittelwert (Ensem-
ble average) Methode gew

ahlt. Da jedes Modul die komplette Information verarbeiten
mu, entstehen komplizierte Netze und lange Trainingszeiten (siehe [Bis95, AK98]).
Zum Abschlu der hierarchischen Ans

atze sei noch der Hierarchische{Module (Hier-
archical Modules) Ansatz erw

ahnt. Der Hierarchische{Module Ansatz besteht aus ei-
nem

uberwacht eingelernten Gruppierungsmodul auf Backpropagationbasis und nach-
geschalteten Bl

attermodulen, die sich ebenfalls aus BP{Netzen zusammensetzen. Die
Gruppenaufteilung wird mit Hilfe un

uberwachter Lernverfahren durchgef

uhrt, und die-
se Gruppierung wird durch das untere BP{Netz realisiert. In den Bl

attern wird dann
die Feinklassikation innerhalb der Gruppen durchgef

uhrt. Neben dieser zweischich-
tigen Anordnung k

onnen die Netze auch in mehreren Schichten angeordnet werden.
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Problematisch sind hier die vielen BP{Netze wegen der langen Lernzeiten. Die Lei-
stungsf

ahigkeit ist etwa mit dem ART{BP Modell vergleichbar (siehe [AK98]).
5.1.4 Beurteilung der Lernarchitekturen
Die oben abgesprochenen Verfahren wurden mit Hilfe der in Tabelle 5.4 verwendeten
realen
4
Datens

atzen ausgetestet. Die Ergebnisse sind in Tabelle 5.2 zusammengefat.
Aus dieser Zusammenstellung wird ersichtlich, da die lokalen Lernverfahren schneller
lernen k

onnen, aber bei der Anwendung (Propagierung) langsamer sind als die globa-
len Verfahren. Hingegen sind die global basierten Verfahren dominant bei der Genera-
lisierungsf

ahigkeit. Ein weiterer signikanter Unterschied ist das Vorhandensein eines
konstruktiven Verfahrens f

ur die Bestimmung der notwendigen Neuronen (Dynamic
Decay) bei den lokal lernenden Verfahren, was sich bei den global lernenden (CasCorr)
als nicht praktikabel herausgestellt hat.
Verfahren Lernge-
schwindig-
keit
Propagie-
rungsge-
schwindig-
keit
Anpassung
der Neuro-
nenzahl
Generali-
sierung
Anzahl der
Lernpara-
meter
k-n

achster Nachbar ++    + +  1
RBF-Netze +      + 1
Dynamic Decay ++   + + 2
RecBFN ++   + + 2
Backpropagation   ++    ++ 1
QuickProp +  ++    ++ 2
RPROP +  ++    ++ 2
CasCorr    ++ ++ +  3
Entkoppelte Mod. +  +    +  n M
ART-BP mod. +  +    ++ n  2
Hierarchische Mod.   +    ++ n M
Ensemble   +    ++ n  2 + 2
Tabelle 5.2: Vergleich der ausgew

ahlten Lernverfahren. n ist die Anzahl der Module
und M die Anzahl der Parameter eines Moduls.
Der Hauptproblempunkt bei den hierarchischen Ans

atzen besteht in der Segmentie-
rung des Merkmalsraums (bis auf den Ensemble{Ansatz) in einfachere Unterr

aume. Die
Segmentierung ist allerdings recht aufwendig. Da meistens BP{Netze eingesetzt wer-
den, multipliziert sich der Aufwand f

ur das Einlernen (Topologien, Initialisierungen).
Das Einlernen kann jedoch parallel durchgef

uhrt werden. Durch die Verkleinerung des
Problems ist bei manchen Architekturen (Hierarchical moduls) der Lernprozess schnel-
ler als bei vergleichbaren BP{Netzen f

ur das Gesamtproblem.
4
Datens

atze die aus realen Problemstellungen und Applikationen stammen.
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5.2 Architektur der Lernkomponente
Ausgehend von dem Applikationsprol der ILD steht eine sehr groe Menge an Bei-
spielen X zur Verf

ugung. Der Benutzer

uberwacht die Klassikation und klassiziert
online neue Beispiele (vgl. Def. 3.1). Diese Beispiele bilden dann die Grundlage, um
den Klassikator K einzulernen.
Eine erfolgreiche Suche nach dem Klassikator K impliziert eine f

ur die ILD ge-
eignete Lernarchitektur. Diese mu in der Lage sein, interaktiv zu lernen und gut zu
generalisieren (vgl. Abschnitt 3.3, 3.4.2). Die Lernarchitektur ist eng mit der Wahl der
Merkmale verkn

upft. Die Frage, die sich in diesem Zusammenhang stellt, ist:
Welche Netze sind in welcher Reihenfolge auszuf

uhren, um die gestellte
Aufgabe zu l

osen?
Dabei ist zu beachten, da die Anzahl der Freiheitsgrade des Gesamtsystems m

og-
lichst gering ist, damit das System mit einer akzeptablen Anzahl von Lernbeispielen
eingelernt werden kann.
Das Vorgehen f

ur das Erlernen einer solchen Klassikation kann folgendermaen
gegliedert werden (vgl. Anderson's Lernmodell Abschnitt 3.3):
Grobklassikation: Diese Phase ist zust

andig f

ur die Klassikation des Oensichtli-
chen, der sog. Trivialbeispiele.
Feinklassikation: Durch weitere Optimierung der internen Repr

asentation wird die
Klassikationsg

ute verbessert.
Um dem Benutzer die Manipulation groer nichtklassizierter Datenmengen zu
erm

oglichen, wird das in Abschnitt 3.3 vorgestellte Spiralmodell mit abwechselnder
Interaktions- und Optimierungsphase durchgef

uhrt, bis die angestrebte Klassikati-
onsg

ute erreicht worden ist.
Um eine m

oglichst schnelle Adaption der Beispiele w

ahrend der Interaktionsphase
zu erreichen, wird ein lokales,

uberwachtes Lernverfahren ben

otigt. Dies hat allerdings
zur Folge, da die Generalisierungsf

ahigkeit des lokalen Lernverfahrens nicht f

ur ei-
ne eindeutige Klassikation ausreichend ist. Um hingegen eine bessere Generalisierung
zu erzielen, ben

otigt man ein global agierendes Verfahren. Um beiden Anforderungen
gerecht zu werden, wird der Klassikator in zwei Teile aufgespaltet. Auf diese Wei-
se entsteht ein hybrider Klassikator (siehe Abbildung 5.6), da zwei unterschiedlich
arbeitende Verfahren gekoppelt werden (vgl. [SG97]).
Der mit dem lokalen Lernverfahren arbeitende interaktive Dynamic Bounds-Klassi-
kator hat die Aufgabe, oft auftretende Beispiele, die sich innerhalb eines Klassenclu-
sters benden, zu klassizieren. Durch das lokale Lernen lassen sich neue Neuronen
einf

ugen oder modizieren, ohne da sich diese Adaption auf die Klassikationen des
restlichen Merkmalsraums auswirkt. Damit ist eine schnelle online Adaption an neue
Beispiele m

oglich. Dies gew

ahrleistet dann, da die nachfolgenden Beispiele bereits mit
dem neu erworbenen Wissen verarbeitet werden. Um die Anwendung dieses Verfahrens
zu vereinfachen, darf es keine Lernparameter besitzen.
F

ur die Entscheidungsgrenzen an den R

andern der Klassencluster wird der Hybri-
de Knoten, ein hierarchisches Lernverfahren auf der Basis mehrerer global arbeitender
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Grobklassifikation
Klassifikation
Merkmale
Feinklassifikation
Abbildung 5.6: Architektur eines hybriden Klassikators einer Lernkomponente. Die
Grobklassikation

ubernimmt die Bewertung der "Trivialbeispiele" und ist in der La-
ge schnell adaptiert zu werden, wohingegen die Feinklassikation die Auswertung der
"schwierigen" Kandidaten

ubernimmt und nur langsam adaptiert wird.
RPROP{Netze eingesetzt. Auf diese Weise werden die schwierigen Regionen (Klas-
senclusterr

ander) durch einen generalisierungsstarken Klassikator abgedeckt (siehe
Abschnitt 5.4).
Alle bisher bekannten Lernverfahren besitzen gewisse Nachteile beim Einsatz f

ur
Klassikationsaufgaben. In [Giz96] wurde deshalb versucht, bestehende Lernverfahren
so abzuwandeln, da diese Nachteile zumindest teilweise kompensiert werden k

onnen.
Die Abwandlungen bestehender Lernverfahren k

onnen das Klassikationsverhalten
verbessern. Dennoch bleiben viele der genannten Probleme wie z. Bsp. die ungen

ugen-
de Generalisierungsf

ahigkeit immer noch erhalten. Aus diesem Grund wurde das hier
vorgestellte Dynamic Bounds Lernverfahren und das Verfahren des Hybriden Knotens
entwickelt, das einige entscheidende Vorteile bez

uglich der Lerngeschwindigkeit und
der dynamischen Konguration gegen

uber den vorgestellten Verfahren aufweist.
5.3 Lernen mit dem Dynamische{Regionen-Algo-
rithmus
In diesem Abschnitt wird der sogenannte Dynamische{Regionen (Dynamic Bounds)
Verfahren vorgestellt und entwickelt. Es ist ein inkrementeller Lernalgorithmus, der
nach der Methode des lokalen

uberwachten Lernens arbeitet. Dieses Verfahren wurde
im Rahmen dieser Arbeit f

ur die schnelle, grobe Klassikation entwickelt.
Bei der Entwicklung des Dynamic Bounds-Algorithmus wurden die Gesichtspunk-
te besonders stark ber

ucksichtigt und darauf geachtet, da keine Lernparameter (vgl.
Denition 5.1) f

ur dieses Verfahren notwendig sind, der Algorithmus eine Abbruchbe-
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dingung besitzt und m

oglichst wenige Neuronen benutzt werden.
Im Folgenden wird nun der Dynamic Bounds-Algorithmus n

aher erl

autert.
5.3.1 Die Idee des Dynamische{Regionen-Algorithmus
Die Grundidee des neuen Algorithmus ist es, den Eingaberaum in sichere Bereiche, f

ur
die Beispielsdaten existieren, und sog. Hypothesenbereiche, die die Annahmen

uber die
Klassenzugeh

origkeit des jeweiligen Unterraumes repr

asentieren, aufzuteilen. Dadurch
ist es m

oglich, auch unbekannte Eingaben zu erkennen, und trotzdem eine Hypothese

uber die jeweilige Klassenzugeh

origkeit aufzustellen.
Das zugrundeliegende Neuronale Netz besteht aus zwei Schichten: aus der Ein-
gabeschicht I und der Ausgabeschicht O, die vollst

andig verbunden sind. Da dieses
Verfahren f

ur Klassikationsprobleme eingesetzt wird, besteht die Aktivierungsfunkti-
on des Neurons n aus zwei ineinander geschachtelten Hyperquadern, dem Hyperquader
S
n
f

ur den sicheren Bereich und den Hyperquader H
n
f

ur den Hypothesenbereich. Diese
Quader werden durch die Gewichte w
nj
des Netzes aufgespannt:
w
nj
= (z
j
; h
(l)
j
; h
(r)
j
; s
(l)
j
; s
(r)
j
) (5.1)
Die Elemente des Tupels w
nj
beschreiben gerade die St

utzstelle z
j
und die Intervalle
in der j-ten Dimension des MerkmalsraumsM. Das durch (h
(l)
j
; h
(r)
j
) aufgespannte oe-
ne Intervall repr

asentiert den Hypothesenbereich, und das durch [s
(l)
j
; s
(r)
j
] aufgespannte
geschlossene Intervall repr

asentiert den sicheren Bereich in der j-ten Dimension. Sie
beschreiben die Unterr

aume des MerkmalsraumsM
j
in dieser Dimension, f

ur die gilt:
S  H M (5.2)
h
s
(l)
j
; s
(r)
j
i
 (h
(l)
j
; h
(r)
j
) M
j
(5.3)
Diese Kodierung der Gewichte erlaubt eine asymmetrische Ausdehnung der Ein-
ubereiche in jeder Dimension.
Um die Abwesenheit von Lernparametern zu gew

ahrleisten, wird die ben

otigte An-
zahl der Neuronen der Ausgabeschicht O w

ahrend des Lernprozesses ermittelt. Aus die-
sem Grund wird das Lernen mit einer leeren Ausgabeschicht begonnen. Jedes Neuron
der Ausgabeschicht wird im Verlauf des Einlernens eindeutig einer Klasse zugeordnet.
5.3.2 Propagierung
Die Klassenzugeh

origkeiten der einzelnen Neuronen n werden als Vektoren ~c
n
der Di-
mension von C repr

asentiert. Alle Elemente von ~c
n
sind gleich 0, auer dem Element,
das die zu repr

asentierende Klasse darstellt. Dieses wird auf 1 gesetzt.
F

ur das Propagierungsergebnis einer Eingabe ~x 2 X existieren die drei F

alle aus
Algorithmus 5.1.
Die Parameter  und  dienen zur Unterscheidung zwischen einer sicheren Ent-
scheidung und einer Hypothese

uber die Klassenzugeh

origkeit. Ohne Beschr

ankung
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DBprop(~x) =
8
>
<
>
:
  f~c
n
j 8n : ~x 2 S
n
g f~c
n
j 8n : ~x 2 S
n
g 6= ;
  f~c
n
j 8n : ~x 62 S
n
^ ~x 2 H
n
g f~c
n
j 8n : ~x 62 S
n
^ ~x 2 H
n
g 6= ;
~
0 sonst
Algorithmus 5.1: Propagierung bei Dynamic Bounds.
der Allgemeinheit wird  = 1 und  = 0:8 gesetzt
5
. Durch diese Vorschrift ist es ein-
fach zu entscheiden, ob ein neues Beispiel aufgetreten ist, f

ur das keine Hypothese zu
Verf

ugung steht (erkennbar an der Ausgabe
~
0), oder ob die Eingabe in der Hypothesen-
oder sicheren Region eines oder mehrerer Neuronen liegt.
Auf diese Weise kann auch eine mehrdeutige Zugeh

origkeit zu verschiedenen Klassen
dargestellt werden. Dies unterst

utzt die Absch

atzung der Qualit

at der Klassikation.
5.3.3 Lernen
Bei diesem Lernverfahren handelt es sich um eine Kombination aus muster- und epo-
chenweisem Lernen (siehe Algorithmus 5.2 und [Bis95]). Der Algorithmus verkleinert
H, vergr

oert die Einubereiche S und f

ugt ben

otigte Neuronen w

ahrend des Muster-
lernens ein. W

ahrend des Epochenlernens werden die Einubereiche H vergr

oert, die
Einubereiche S verkleinert und ungenutzte Neuronen gel

oscht.
1 function DBlearn(B)
2 do
3 foreach n // Initialisierung fur Loschen
4 Dhit
n
:= 0; Dact
n
:= 0
5 foreach (~x;
~
t) 2 B
6 ~e = DBprop(~x)
7 DBpatternlearn(~x;
~
t; ~e)
8 until DBepochlearn()
Algorithmus 5.2: Lernalgorithus f

ur Dynamic Bounds.
F

ur die Lernphase ist es notwendig, das Gewichtstupel folgendermaen zu erweitern
(siehe auch Abbildung 5.7):
w
nj
= (z
j
; h
(l)
j
; h
(r)
j
; s
(l)
j
; s
(r)
j
; h
(l)
old;j
; h
(r)
old;j
; s
(l)
old;j
; s
(r)
old;j
; s
(l)
min;j
; s
(r)
min;j
) (5.4)
Dabei sind h
old
; s
old
Duplikate der h; s Elemente, die nach der Beendigung jeder
Epoche kopiert werden. Die dazugeh

origen Regionen werden mit H
old
und S
old
be-
zeichnet. Auf diese Weise l

at sich feststellen, ob ein Neuron im Verlauf einer Epoche
5
 und  dienen lediglich der Unterscheidung im Klassikationsergebnis und m

ussen deshalb  6= 
erf

ullen.
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Abbildung 5.7: Regionen, die
durch die Gewichte in zwei
Dimensionen aufgespannt wer-
den. Die entsprechenden Ele-
mente des Gewichtstupels und
die daraus resultierenden Be-
reiche sind entsprechend einge-
zeichnet.
x
1
x
2
g
z
y
s
(r)
y
h
(r)
old;y
h
(r)
y
s
(r)
min;y
S
min
S
old
S
H
old
H
s
(r)
old;y
modiziert wurde. Die s
min
Elemente beschreiben epochen

ubergreifend die maximale
Ausdehnung der sicheren Bereiche und spannen einen Unterraum auf, der mit S
min
bezeichnet wird.
Das Lernverfahren startet, wie oben bereits erw

ahnt, mit einer leeren Ausgabe-
schicht. Bei jeder Pr

asentation eines Beispiels werden, falls n

otig, die Einubereiche
H und S aller beteiligter Neuronen angepat, indem ihre Regionengrenzen verkleinert
oder expandiert werden. Wird durch den Propagierungsschritt kein geeignetes Neuron
gefunden, wird ein neues Neuron eingef

ugt.
5.3.3.1 Musterlernen
Das Musterlernen wird auf jedes Beispiel angewendet und sorgt f

ur die unmittelbare
Beseitigung von Kollisionen. Der Musterlern-Algorithmus kann aus den Algorithmen
5.4 und 5.3 entnommen werden. Die f

unf m

oglichen F

alle werden im folgenden erl

autert
(siehe auch Abbildung 5.8).
Sei ~x ein Lernbeispiel mit der Klassikation
~
t und durch den Propagierungsschritt
wird jedem Neuron n die Ausgabeklasse ~c
n
zugeordnet:
Fall 1: Korrekte Klassikation:
~
t = ~c
n
^ ~x 2 S
n
(5.5)
Das Lernbeispiel der richtigen Ausgabeklasse liegt innerhalb des sicheren Be-
reichs. Das Neuron n klassiziert das Lernbeispiel ~x bereits richtig.
Die Region S
min;n
wird derart erweitert, da sie ~x enth

alt.
Fall 2: Expansion der sicheren Region:
~
t = ~c
n
^ ~x 62 S
n
^ ~x 2 H
n
^ ~x 2 H
old;n
(5.6)
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+
(a) Fall 1: Korrekte Klassikation
+ +
(b) Fall 2: Expansion der sicheren Region
- -
(c) Fall 3: Verkleinern der Hypothesenregion
- -
(d) Fall 4: Verkleinern der Regionen
Abbildung 5.8: Die vier unterschiedlichen F

alle beim Musterlernen von Dynamic
Bounds im zweidimensionalen Merkmalsraum f

ur DBprop(~x) 6=
~
0. S
min
ist wei, S
schwarz und H grau dargestellt. Positives Beispiel ist als +, negatives als   abgebil-
det. Der f

unfte, nicht dargestellte Fall ist die Nichtklassikation der Eingabe, die zur
Neuroneinf

ugung f

uhrt.
Hier liegt ein Lernbeispiel der richtigen Ausgabeklasse innerhalb des alten Hy-
pothesenbereiches. Das Neuron n w

are in der Lage, das Lernbeispiel richtig zu
klassizieren. In diesem Fall kann der sichere Bereich expandiert werden. Dies
mu in jeder Dimension geschehen, da das Neuron n das Lernbeispiel ~x ab sofort
als sicher klassizieren soll.
Die Region S
min;n
wird derart erweitert, da sie ~x enth

alt.
Fall 3: Verkleinern der Hypothesen{Region:
~
t 6= ~c
n
^ ~x 62 S
n
^ ~x 2 H
n
(5.7)
In diesem Fall liegt eine Fehlklassikation des Lernbeispiels ~x vor. Hier liegt ein
Lernbeispiel der falschen Klasse im Hypothesenbereich von Neuron n vor. Um die-
se Fehlklassikation zu beseitigen, mu der Hypothesenbereich H
n
in mindestens
einer Dimension geschrumpft werden (siehe Abschnitt 5.3.3.2).
Fall 4: Verkleinern der Regionen:
~
t 6= ~c
n
^ ~x 2 S
n
(5.8)
In diesem Fall liegt ebenfalls eine Fehlklassikation des Lernbeispiels ~x vor. Da das
Lernbeispiel aber sogar vollst

andig im sicheren Bereich liegt, m

ussen sowohl H
n
als auch die S
n
des Neurons in mindestens einer Dimension geschrumpft werden
(siehe Abschnitt 5.3.3.2).
Liegt ~x innerhalb der Region S
min;n
, dann werden alle s
(l)
min;i
; s
(r)
min;i
auf 0 gesetzt.
Fall 5: Falsche Ausgabe: Wird durch den Propagierungsschritt kein Neuron der glei-
chen Klasse gefunden (dritter Fall im Algorithmus 5.1), so wird ein neues Neuron
n eingef

ugt, dessen Gewichte wie folgt initialisiert werden:
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w
nj
= (z
j
; 1;1; 0; 0; 1;1; 0; 0; 0; 0) (5.9)
Der Hypothesenbereich wird gleich unendlich gesetzt, und der sichere Bereich
wird so gesetzt, da nur die St

utzstelle enthalten ist. ~c
n
wird auf
~
t gesetzt.
1 function DBexpand(~x; ~z;
~
l; ~r)
2 8 j : l
j
:= min(z
j
  l
j
; x
j
)
3 8 j : r
j
:= max(z
j
+ r
j
; x
j
)
Algorithmus 5.3: Vergr

oern von Regionen.
1 function DBpatternlearn(~x;
~
t; ~e)
2 foreach n 2 Neuronen
3 case
~
t = ~c
n
^ ~x 2 S
n
4 // Fall 1: korrekte Klassifikation
5 Dact
n
+ = 1
6 case
~
t = ~c
n
^ ~x 62 S
n
^ ~x 2 H
n
^ ~x 2 H
old;n
7 // Fall 2: Expansion der sicheren Region
8 DBexpand(~x; ~z
n
;
 !
s
(l)
n
;
 !
s
(r)
n
)
9 case
~
t 6= ~c
n
^ ~x 62 S
n
^ ~x 2 H
n
10 // Fall 3: Verkleinern der Hypothesen-Region
11 DBshrink(~x; ~z
n
;
 !
h
(l)
n
;
 !
h
(r)
n
)
12 case
~
t 6= ~c
n
^ ~x 2 S
n
13 // Fall 4: Verkleinern der Regionen
14 DBshrink(~x; ~z
n
;
 !
s
(l)
n
;
 !
s
(r)
n
); DBshrink(~x; ~z
n
;
 !
h
(l)
n
;
 !
h
(r)
n
)
15
   !
s
(r)
min;n
:=
~
0;
   !
s
(l)
min;n
:=
~
0
16 end
17 if ~x 62 S
n
// Fall 5: neues Neuron n Einfugen
18 ~c
n
:=
~
t; 8j : w
nj
:= (x
j
; 1;1; 0; 0; 1;1; 0; 0; 0; 0)
19 if ~x 2 S
n
^ 9k 6= n : ~x 2 S
k
20 Dhit
n
+ = 1
21 if ~x 2 S
n
^ 8k 6= n : ~x 62 S
k
22 S
min;n
:= S
n
Algorithmus 5.4: Musterlernalgorithmus
Weiterhin werden f

ur die Dauer einer Epoche in Dact
n
alle sicheren Aktivierungen
des Neurons (~x 2 S
n
) gez

ahlt und in Dhit
n
werden diejenigen sicheren Aktivierungen,
bei denen gleichzeitig auch ein anderes Neuron der gleichen Klasse aktiv war, gez

ahlt.
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Falls das Neuron n als einziges als sicher aktiviert wird, dann wird dessen Minimalbe-
reich erweitert
S
min;n
:= S
n
um die Minimalregion zu ermitteln, innerhalb derer das Neuron als einziges zust

andig
ist. Wird hingegen eine Aktivierung des sicheren Bereichs durch eine falsche Klasse
aktiviert, dann wird die Minimalregion zur

uckgesetzt:
~x 2 S
n
^
~
t 6= ~c
n
 ! S
min;n
:=
~
0
Diese Berechnungen werden sp

ater f

ur die L

oschstrategie ben

otigt (siehe Abschnitt
5.3.3.3).
5.3.3.2 Anpassungsstrategie der Regionengrenzen
F

ur das Verkleinern der Regionengrenzen gibt es keine eindeutige Strategie. Prinzipiell
werden aber beim Verkleinern folgende Ziele verfolgt:
 Ein fehlerhaft klassiziertes Lernbeispiel mu nach dem Verkleinern auerhalb
des Einubereichs des verkleinerten Neurons liegen.
 Das Volumen, das das Neuron

uberdeckt, sollte m

oglichst gro bleiben, damit
nicht zu viele Neuronen mit kleinem Einubereich entstehen. Dies setzt anson-
sten die Leistungsf

ahigkeit des Algorithmus entscheidend herab.
Um diese beiden Bedingungen zu erf

ullen, gibt es genau drei M

oglichkeiten, die in
Abbildung 5.9 dargestellt sind.
(a) (b) (c)
Abbildung 5.9: Drei M

oglichkeiten, wie die Regionengrenzen bei Dynamic Bounds
im zweidimensionalen Merkmalsraum aufgrund von Falschklassikation durch Verklei-
nerung angepat werden k

onnen.
Wie aus Abbildung 5.9 deutlich wird, ist es nicht notwendig, die Regionengrenzen in
allen Dimensionen zu verkleinern. Es gen

ugt, die Einschr

ankung des Einubereichs in
nur einer Dimension vorzunehmen, denn jede weitere w

urde das VolumenH nur unn

otig
verringern. F

ur ein Lernbeispiel ~x = (x
1
; :::; x
n
) und Neuron n mit den Intervallgrenzen
h
(l)
nj
und h
(r)
nj
f

ur alle j Dimensionen liegt ~x genau dann innerhalb des Einubereichs
eines Neurons, wenn gilt:
~x 2 H
n
, 8j : x
j
2 (z
nj
  h
(l)
nj
; z
nj
+ h
(r)
nj
) (5.10)
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Der Verlust an Volumen durch die Einschr

ankung des Einubereichs in nur einer
Dimension kann durch die Gleichung 5.11 ausgedr

uckt werden. Es sei hier ohne Ein-
schr

ankung der Allgemeinheit das Verkleinern der rechten H

alfte des Volumens in der
Dimension j von rechts (h
(r)
nj
) angenommen:
(h
(r)
nj
  j z
nj
  x
j
j)
Y
1  k  j
k 6= n
h
(r)
nk
= (h
(r)
nj
  j z
nj
  x
j
j)
Q
1kj
h
(r)
nk
h
(r)
nj
(5.11)
Der konstante Term
Q
1kj
h
(r)
nk
kann wegfallen, und somit erh

alt man die optimale
Dimension zum Verkleinern durch die Formel 5.12. Deshalb gen

ugt es, die Regionen-
grenzen in einer Dimension zu verkleinern.
min
1kj
(
(h
(r)
nk
  j z
nk
  x
k
j)
h
(r)
nk
)
(5.12)
Ein weiteres Problem ergibt sich aus der Tatsache, da die Hypothesenbereiche H
der Neuronen zu Beginn auf unendlich initialisiert werden. Da immer die Dimension, die
den geringsten Volumenverlust verursacht, verkleinert wird, wird eine unendliche Di-
mension niemals wieder reduziert, sobald eine endliche existiert. Dies kann dazu f

uhren,
da ein j-dimensionales Volumen zu einem j   1-dimensionalen Schlauch degeneriert.
Um die Bildung solcher Schl

auche zu verhindern, sind unterschiedliche Strategien denk-
bar:
1. F

ur das Verkleinern einer Dimension wird ein Minimum eingef

uhrt. Erreichen alle
endlichen Dimensionen diesen Schwellwert, mu beim n

achsten Schrumpfvorgang
eine unendliche Dimension aufgegeben werden.
2. Bisher wurde nur die Annahme getroen, da das Volumen der Regionen von
Interesse ist. Es kann aber auch die Varianz der Ausdehnung, also die r

aumliche
Lokalit

at interessieren. Um diese r

aumliche Lokalit

at zu erreichen, werden die
unendlichen Regionengrenzen zuerst aufgegeben (siehe Algorithmus 5.5).
Durch empirische Beobachtungen hat sich gezeigt, da die zweite Strategie zur An-
passung der Regionengrenzen als die bessere anzusehen ist. Die Anzahl der Neuronen
steigt w

ahrend des Musterlernens, weil die unendlichen Regionengrenzen relativ schnell
aufgegeben werden, und dadurch das Volumen geringer ist als bei der ersten Strate-
gie. Die Anzahl der Neuronen geht aber w

ahrend des Epochenlernschrittes zur

uck und
zwar so weit, da die Anzahl geringer wird als bei der ersten Strategie. Die Generali-
sierungsf

ahigkeit wird ebenfalls wesentlich verbessert.
Ein schwerwiegendes Problem der ersten Strategie stellen Bereiche dar, die quer
durch den Eingaberaum f

uhren und damit Fehlklassikationen erzeugen. Aus diesem
Grund wird die zweite Strategie f

ur die Anpassung von H verwendet.
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1 function DBshrink(~x; ~z;
~
l; ~r)
2 case 9j : x
j
< z
j
^ l
j
=1
3 l
j
:= z
j
  x
j
4 case 9j : x
j
> z
j
^ r
j
=1
5 r
j
:= x
j
  z
j
6 else
7 min
n
(l
j
 jz
j
 x
j
j)
l
j
;
(r
j
 jz
j
 x
j
j)
r
j
o
8 if l
j
ist Minimum
9 l
j
:= z
j
  x
j
10 if r
j
ist Minimum
11 r
j
:= x
j
  z
j
Algorithmus 5.5: Das Verkleinern der Regionengrenzen.
5.3.3.3 Epochenlernen
Nach der Beendigung einer Epoche werden die nicht ben

otigten, durch andere

uber-
deckten Neuronen gel

oscht, und es wird

uberpr

uft, ob keine Modikation der Ein-
ubereiche stattgefunden hat, um gegebenenfalls den Lernprozess zu beenden. Falls

Anderungen auftreten, wird versucht, den Hypothesenbereich weiter auszudehnen (sie-
he auch Algorithmus 5.6).
Um ein Neuron l

oschen zu k

onnen, ohne da dabei Wissen verloren geht, mu es
w

ahrend der gesamten Epoche durch andere Neuronen

uberdeckt worden sein. Dies
bedeutet, da diese Neuronen die gleichen Aktivierungen zum gleichen Zeitpunkt wie
das zu l

oschende Neuron aufweisen m

ussen. Zu Anfang jeder Epoche werden zu diesem
Zweck dieDhit's und Dact's initialisiert (siehe Algorithmus 5.2), um die Aktivierungen
durch den DBpatternlearn Algorithmus zu protokollieren.
Die

Uberdeckung aller Neuronen wird am Ende jeder Epoche untersucht, in dem
gepr

uft wird, ob Dhit
n
= Dact
n
gilt. Ist dies der Fall, kann das Neuron n gel

oscht wer-
den, da es bei jeder sicheren Aktivierung durch ein oder mehrere Neuronen

uberdeckt
wird. Es wurde n

amlich im Verlauf der letzten Epoche genau dann aktiv, wenn auch
sein

Uberdeckungsnachbar aktiv war.
Um ein sp

ateres L

oschen, und damit die Vereinfachung des Modells zu erzielen,
m

ussen die Regionen erst expandiert werden, um auf diese Weise eine

Uberlappung zu
erzielen und dadurch das L

oschen von Neuronen zu erm

oglichen. Dazu m

ussen die Hy-
pothesenregionen H der Neuronen expandiert werden, damit die sicheren Regionen S
die M

oglichkeit bekommen zu expandieren. Zuerst wird jedoch die alte Regionsausdeh-
nung der Neuronen gesichert, damit sp

ater erkannt werden kann, ob diese Expansion
tats

achlich zur Ver

anderung der Einubereiche gef

uhrt hat:
H
old;n
:= H
n
und S
old;n
:= S
n
Die Expansion der Hypothesenregionen wird durch folgende Formel f

ur alle Neuro-
nen n und Gewichtskomponenten j durchgef

uhrt:
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h
(l)
j
:= h
(l)
j
+max(  (h
(l)
j
  s
(l)
j
); )
h
(r)
j
:= h
(r)
j
+max(  (h
(r)
j
  s
(r)
j
); )
(5.13)
Dabei bildet  den Vergr

oerungsmultiplikator, der nur der Bedingung  > 0 gen

ugen
mu. Im Rahmen dieser Arbeit wurde er auf einen Wert von 1:5 festgelegt.  stellt den
kleinsten Vergr

oerungsschritt dar und mu ebenfalls gr

oer als 0 sein (hier bei 0:005).
Diese Parameter beeinussen die Anzahl der ben

otigten Epochen bis zur Terminierung
des Verfahrens.
Die

Uberpr

ufung, ob

Anderungen w

ahrend der letzten Epoche aufgetreten sind,
wird anhand von Gleichung 5.14 durchgef

uhrt:
8n : H
n
= H
old;n
^ S
n
= S
old;n
^ S
n
= S
min;n
(5.14)
Werden weder Ver

anderungen festgestellt, noch sind Neuronen hinzugef

ugt oder
gel

oscht worden, ist der Lernvorgang abgeschlossen.
Der vollst

andige Epochenlern-Algorithmus ist in Algorithmus 5.6 dargestellt.
1 function DBepochlearn()
2 foreach n 2 Neuronen
3 if Dhit
n
= Dact
n
^ :9(Nachbarneuron verkleinert)
4 Losche Neuron k :
5 minfk = n _ k 2 fNachbarn von ngj Volumen von S
k
g
6 8j 2 fNachbarn von kg : Dhit
j
:= 0
7 if :(Neuron geloscht) ^ :(Neuron eingefugt)
8 ^ (8n : H
n
= H
old;n
^ S
n
= S
old;n
^ S
min;n
= S
old;n
)
9 return true // Terminieren
10 foreach n 2 Neuronen
11 if H
n
= H
old;n
^ S
n
= S
old;n
)
12 S
n
:= S
min;n
; H
old;n
:= H
n
// Verkleinern auf S
min;n
13 else
14 H
old;n
:= H
n
15 foreach Dimension j // Expansion von H
n
16 h
(l)
nj
:= h
(l)
nj
+  max(h
(l)
nj
  s
(l)
nj
; )
17 if z
nj
  h
(l)
nj
 min
b2B
b
j
18 h
(l)
nj
:=1
19 h
(r)
nj
:= h
(r)
nj
+  max(h
(r)
nj
  s
(r)
nj
; )
20 if z
nj
+ h
(l)
nj
 max
b2B
b
j
21 h
(r)
nj
:=1
22 S
old;n
:= S
n
23 return false
Algorithmus 5.6: Epochenlern-Algorithmus.
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5.3.4 Integration von Regelwissen
Ist a priori Wissen in Form von Regeln vorhanden, dann kann es ohne groen Auf-
wand in die Repr

asentation von Dynamic Bounds

uberf

uhrt werden. Abgesehen von
der Eingabeform der Regeln, die im Abschnitt 6.4.1 n

aher betrachtet wird, ist es aus-
schlaggebend, ob es sich um eine scharfe oder fuzzy Regel handelt, die in die interne
Darstellung des Algorithmus

uberf

uhrt wird, ohne da es die Funktionalit

at des Algo-
rithmus beeinut.
Eine Regel stellt dabei die Abbildung eines Bereichs des Merkmalsraums zu einer
Klasse dar. Diese Regeln lassen sich in den Dynamic Bounds-Algorithmus integrieren,
indem sie gerade die Ausdehnungen der S-Regionen bestimmen. Die H-Regionen wer-
den f

ur die scharfen Regeln den S-Regionen gleichgesetzt. Bei fuzzy Regeln werden die
H-Regionen derart gesetzt, da eine trapezoide Aktivierungsfunktion entsteht (siehe
auch [Har98, Ber97]).
Jede Regel wird durch ein Neuron repr

asentiert. Diese Neuronen werden explizit
markiert und w

ahrend des Lernprozesses nicht beachtet. Sie erzeugen bei der Propa-
gierung Aktivierungen, die h

oher sind als die der nicht markierten Neuronen. Auf diese
Art l

at sich auch unterscheiden, aufgrund welcher Entscheidungsgrundlage klassi-
ziert worden ist. Dies kann auch als Hinweis f

ur den Benutzer w

ahrend der Interaktion
dienen.
5.3.5 Aufwandsabsch

atzung
Der Aufwand des Dynamic Bounds-Algorithmus f

ur eine Epoche betr

agt O(minfd 
n
2
; n  d  pg). Dabei bezeichnet d die Dimension des Eingaberaumes, n die Dimension
der Merkmale und p = jBj die Anzahl der Lernbeispiele. Der quadratische Aufwand des
Verfahrens wird durch den Algorithmus DBepochlearn verursacht (siehe Tabelle 5.3),
der f

ur die L

oschung der Neuronen verantwortlich ist.
Algorithmus Aufwand
DBprop O(d  n)
DBpatternlearn O(d  n)
DBexpand O(d)
DBshrink O(d)
DBepochlearn O(d  n
2
)
Eine Epoche mit DBlearn O(minfd  n
2
; n  d  pg)
Tabelle 5.3: Aufwandsabsch

atzung der Teilalgorithmen bei Dynamic Bounds. Dabei
bezeichnet d die Dimension des Eingaberaumes, n die Dimension der Merkmale und
p = jBj die Anzahl der Lernbeispiele.
Durch die L

oschstrategie von Dynamic Bounds wird die Anzahl der ben

otigten
Neuronen verringert. Je nach Beschaenheit des Problems schwankt die Anzahl der
Neuronen w

ahrend des Lernvorgangs. Die Anzahl der Neuronen kann aber die Anzahl
der Lernbeispiele niemals

uberschreiten und liegt im Allgemeinen bei einem Bruch-
teil. Durch die wiederholte Eliminierung der Neuronen wird auch der Aufwand niedrig
gehalten, der im wesentlichen durch die Anzahl der Neuronen bestimmt wird.
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5.3.6 Bewertung
Der wesentliche Vorteil des Dynamic Bounds-Verfahrens besteht in der lernparameter-
losen und adaptiven Anpassung der Anzahl der Neuronen an die gegebene Aufgabe.
Dabei werden Neuronen sowohl dynamisch hinzugef

ugt als auch gegebenenfalls ent-
fernt. Dar

uber hinaus kann der Dynamic Bounds-Algorithmus f

ur das online Lernen
verwendet werden, indem nur der DBpatternlearn Algorithmus f

ur das Adaptieren
des Modells durch die neu hinzukommenden Beispiele verwendet wird.
Die L

oschstrategie sei am Beispiel des bekannten Spiralbenchmarks verdeutlicht
(siehe Abbildung 5.10).
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Abbildung 5.10: Ver

anderung der Anzahl der Neuronen w

ahrend des Lernvorgangs
bei dem Spiralbenchmark. Anfangs steigt die Anzahl durch die Hinzunahme neuer
Neuronen, da die Neuronausdehnung zu diesem Zeitpunkt nicht optimal war. Sp

ater
werden die Neuronen dynamisch entfernt, da durch die Ausdehnungen der Neuronen
sich ihrem Optimum ann

ahern und dadurch

Uberlappungen der Regionen entstehen.
Durch den oben beschriebenen Lernvorgang entsteht eine suboptimale Segmen-
tierung des Merkmalsraums, denn der Einubereich der Neuronen wird im Verlauf
des Lernvorgangs vergr

oert, wodurch Neuronen vollkommen durch andere

uberdeckt
werden. Das Endergebnis des Lernvorgangs am Beispiel des Spiralbenchmarks ist in
Abbildung 5.11 zu sehen. Der Dynamic Bounds ben

otigt 28 Neuronen f

ur dieses Klas-
sikationsproblem.
Als korrekte Klassikationen der Eingabe werden nur diejenigen betrachtet, die
eindeutig innerhalb von S liegen (vgl. Abschnitt 5.3.2).
An Hand von Abbildung 5.11(a) kann gut die Aufteilung des Merkmalsraums
nachvollzogen werden. Die S-Regionen umschlieen gerade alle Beispiele, die sie re-
pr

asentieren. Zwischen Bereichen gleicher Klassen entstehen dabei

Uberlappungen. Lei-
der besteht auch eine

Uberlappung zwischen Bereichen unterschiedlicher Klassen, wie
in Abbildung 5.11(a) deutlich an den zwei waagerechten vom Zentrum ausgehenden
Schl

auchen zu sehen ist. Sie durchqueren die Bereiche anderer Klassen. Dadurch, da
diese Bereiche zu Beginn des Lernvorgangs groe Einubereiche besitzen, degenerie-
ren sie durch ung

unstige Reihenfolge der Pr

asentation der Beispiele - aufgrund der
durchgef

uhrten Verkleinerung - zu Schl

auchen.
Dieses Verhalten l

at sich unterbinden, indem ein Lernparameter  f

ur den maxi-
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Abbildung 5.11: Einubereiche der Neuronen bei dem Spiral-Benchmark.
malen Unterschied der Dimensionsausdehnumg eines Neurons eingef

uhrt wird:
min
i
fh
(r)
i
+ h
(l)
i
g    max
i
fh
(r)
i
+ h
(l)
i
g (5.15)
Das Problem des Lernparameters  besteht in der Abh

angigkeit von der Struktur
des Problems. Er ist also stark applikationsabh

angig und mu f

ur jede Problemstellung
gefunden werden. Dies steht aber im Widerspruch zu den gesetzten Zielen f

ur die
Lernkomponente. Andererseits wird durch die Propagierung (siehe Algorithmus 5.1)
eine Mehrfachklassikation zu unterschiedlichen Klassen erkannt. Dieses Beispiel kann
also als uneindeutig erkannt und abgelehnt werden. Der Benutzer wird auf diese Weise
sofort auf solche Inkonsistenzen aufmerksam gemacht. Aus diesen Grund kann auf den
Lernparameter  verzichtet werden.
Durch die groen Restriktionen, unter denen die sicheren Regionen gebildet werden,
und dem Ablehnen aller mehrdeutigen oder auerhalb der sicheren Regionen liegenden
Klassikationen, ist Dynamic Bounds ein sehr zuverl

assiger lernparameterloser Klassi-
kator f

ur diese Bereiche. Diese Behauptung kann durch die in Tabelle 5.4 zusammenge-
faten Ergebnisse des Vergleichs zwischen Dynamic Bounds, k-n

achster Nachbar Klas-
sikationsverfahren und dem Entscheidungsbaum-Klassikationsverfahren C4.5 (siehe
[Qui93]) best

atigt werden.
Die Tests wurden mit Hilfe des 10-fach Cross-Validation Verfahrens ermittelt (siehe
Abschnitt D.4.1). Die hier verwendeten Beispielsdatens

atze entstammen [Pre94, MM96]
und werden im Anhang E detailliert beschrieben. Es handelt sich dabei gr

otenteils um
real world datasets, also um Datens

atze aus konkreten Applikationen.
Um das Dynamic Bounds-Verfahren zu vergleichen wurden Experimente mit 40
unterschiedlichen real world datasets durchgef

uhrt. Die Ergebnisse sind in der Tabelle
5.4 zusammengefat. Aufgetragen sind die unterschiedlichen Gr

oen der Lern- und
der Testdatens

atze und die Falschklassikationen der einzelnen Verfahren bei den 40
unterschiedlichen Datens

atzen.
Bei Dynamic Bounds stellt die Spalte 62 S die durchschnittliche prozentuelle An-
zahl von Falschklassikationen dar und ; die der Zur

uckweisungen. Bei den anderen
Verfahren ist nur die durchschnittliche prozentuelle Anzahl von Falschklassikationen
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Projekt Dynamic Bounds C4.5 k-NN
jB
l
j jB
t
j =2 S ;
P
ann-thyroid 6480 720.00 0.5 1.8 (2.3) 2.0 7.6
australian 621 69.00 11.2 18.3 (29.5) 31.4 36.7
balance-scale 562.5 62.50 13.3 8.2 (21.5) 21.3 29.8
bupa 310.5 34.50 18.8 31.9 (50.7) 40.9 35.1
car 1555.2 172.80 5.0 6.2 (11.2) 5.7 53.9
clean1 428.4 47.60 2.7 73.9 (76.6) 26.7 18.7
clean2 5940 660.00 2.2 21.0 (23.2) 4.8 3.7
defects1 1091.00 120.00 4.3 28.2 (32.5) 13.2 14.1
ecoli 302.4 33.60 8.9 23.2 (32.1) 19.0 73.2
ag 174.6 19.40 2.6 91.8 (94.4) 49.5 68.6
german 900 100.00 16.0 32.4 (48.4) 31.4 39.8
glass 192.6 21.40 0.0 29.9 (29.9) 2.8 0.9
hayes-roth 118.8 13.20 15.9 34.1 (50) 23.5 56.1
heart 243 27.00 14.4 24.8 (39.2) 29.3 42.6
ionosphere 315.9 35.10 1.4 21.1 (22.5) 19.7 11.4
iris 135 15.00 4.0 10.7 (14.7) 6.0 3.3
kr-vs-kp 2876.4 319.60 1.2 1.7 (2.9) 0.6 50.6
krkopt 25250.4 2805.60 9.9 15.0 (24.9) 32.0 76.9
lenses 21.6 2.40 12.5 20.8 (33.3) 20.8 91.7
letter-recognition 18000 2000.00 2.5 14.1 (16.6) 14.0 11.9
lweld 8892 988.00 2.6 4.6 (7.2) 3.5 5.5
monks-1 500.4 55.60 1.3 0.2 (1.5) 4.1 20.0
monks-2 540.9 60.10 2.5 4.0 (6.5) 1.8 24.6
monks-3 498.6 55.40 2.7 1.1 (3.8) 1.1 20.2
new-thyroid 193.5 21.50 2.8 12.6 (15.4) 7.4 7.9
nursery 11664 1296.00 2.6 3.1 (5.7) 1.2 55.7
page-blocks 4925.7 547.30 2.1 3.4 (5.5) 3.3 4.3
sat 5791.5 643.50 7.3 11.7 (19) 14.9 11.6
segment 2079 231.00 1.9 8.0 (9.9) 6.2 5.6
segmentation 2079 231.00 1.4 8.7 (10.1) 6.7 5.5
shuttle 52200 5800.00 0.0 0.1 (0.1) 0.2 0.2
sonar 187.2 20.80 7.7 68.8 (76.5) 29.8 23.6
soybean-small 42.3 4.70 0.0 23.4 (23.4) 4.3 23.4
tic-tac-toe 862.2 95.80 0.3 3.5 (3.8) 15.3 30.5
vehicle 761.4 84.60 12.2 38.7 (50.9) 28.4 40.5
vowel-context 891 99.00 4.6 45.6 (50.2) 50.6 1.5
waveform 4500 500.00 11.1 16.3 (27.4) 25.7 23.0
waveform-+noise 4500 500.00 12.2 22.0 (34.2) 25.8 24.8
wine 160.2 17.80 1.7 35.4 (37.1) 7.3 28.1
zoo 90.9 10.10 0.0 28.7 (28.7) 38.6 70.3
Tabelle 5.4: Vergleich der Falschklassikationen zwischen Dynamic Bounds, C4.5 und
k-NN (k-n

achster Nachbar) Klassikationsverfahren mittels 10-CV. jB
l
j ist die durch-
schnittliche Anzahl der Lern-, jB
t
j die der Testbeispiele. 62 S stellt die durchschnittliche
prozentuelle Anzahl von Falschklassikationen dar und ; die der Zur

uckweisungen.
Beide Werte sind in
P
aufaddiert.
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aufgezeichnet. Diese Zahlen stellen eine Bewertung der Verfahren bez

uglich der Falsch-
klassikationen ohne Zur

uckweisungen.
Aus diesen Werten l

at sich der Schlu ziehen, da Dynamic Bounds gut f

ur die
sichere Klassikation geeignet ist. Durch seine M

oglichkeit der Unterscheidung der
Klassikation in sichere Ergebnisse, Hypothesen, Mehrfachklassikationen und Nicht-
klassikationen erzielt er gerade bei den sicheren Klassikationen sehr gute Ergebnisse.
Zu diesem Zweck werden die Ausgaben ~c der Funktion prop (siehe Algorithmus 5.1)
ausgenutzt. Ist genau ein Element von ~c =  (Aktivit

at  = 1:0), dann wird die Klas-
sikation als sicher gewertet, bei ~c =  (Aktivit

at  = 0:8) liegt eine Hypothese vor
und sind mehrere Elemente von ~c 6= 0 wird das Ergebnis als Mehrfachklassikation be-
zeichnet. Im Falle von ~c = ; ist eine Nichtklassikation aufgetreten. Zur Vereinfachung
werden die Hypothesen-, Mehrfach- und Nichtklassikationen als Ablehnungen (:S)
bezeichnet.
Aus dieser detaillierten Fallunterscheidung lassen sich Schl

usse

uber die Lernmenge
jB
l
j ziehen:
1. Ist die Anzahl der abgelehnten Beispiele (:S) zu hoch, dann existieren noch zu
viele f

ur den Dynamic Bounds unbekannte Beispiele. Dieser Fall ist gut anhand
des ag Datensatzes (siehe Tabelle 5.4) zu beobachten. Der Datensatz besitzt 28
Merkmale mit 8 Klassen und wird mit 174 Beispielen trainiert, was die verh

alt-
nism

aig hohe Ablehnungsanzahl erkl

art.
2. Ist die Anzahl der falschklassizierten Beispiele (=2 S) zu hoch, dann existieren
unbekannte

Uberlappungen zwischen benachbarten Regionen. Dies kann gene-
rell zwei Gr

unde haben: Erstens kann die Anzahl der Beispiele zu gering sein,
zweitens kann die Klassentrennung in Cluster nicht m

oglich sein, weil sich die
Wahrscheinlichkeitsverteilungen der Klassen

uberlappen.
Neben der guten Klassikationseigenschaft ist hervorzuheben, da Dynamic Bounds
keine Lernparameter ben

otigt. Bei der Anwendung im Rahmen der ILD wird er w

ahrend
der Interaktionsphase im Musterlern-Modus verwendet. Dies erlaubt eine schnelle lern-
parameterlose Adaption an die Beispiele. Dar

uber hinaus k

onnen die Klassikations-
ergebnisse dem Benutzer eine Hilfestellung geben, und zwar dahingehend, ob sich die
Beispiele innerhalb einer Region oder in mehreren Hypothesen- bzw. sicheren Regio-
nen benden, bzw. ob eine Mehrfachklassikation aufgetreten ist und zwischen welchen
Bereichen dies der Fall ist.
Um dem Benutzer eine Hilfestellung bei der Klassikation der vom Dynamic Bounds
abgelehnten oder nah der Klassengrenzen liegenden Beispiele zu bieten, werden im
nachfolgenden Abschnitt entsprechende Verfahren entwickelt und eingehend unter-
sucht.
5.4 Synergese durch Hybride Knoten
Das in dieser Arbeit vorgestellte Konzept f

ur hybride Lernarchitekturen in Diagnose-
systemen basiert auf einem hierarchisch gegliederten hybriden Ansatz. Die Anwendung
dieser Vorgehensweise wird in [SBG95] beschrieben. Das Training und die Architektur
des sogenannten Hybriden Knotens ist in zwei Stufen eingeteilt (siehe Abbildung 5.12):
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Klassifikation
kritische Bereiche
sichere Klassifikation
Backpropagation Netze
Dynamic Bounds
Abbildung 5.12: Der prinzipielle Aufbau des Hybriden Knotens. Zur Vorklassikation
wird Dynamic Bounds verwendet. Die Klassikation der kritischen Bereiche (Randbe-
reiche) wird durch eines oder mehrere Backpropagation- Netze durchgef

uhrt.
1. Vorklassikation des Merkmalsraums durch das lokale Lernverfahren
Dynamic Bounds.
2. Feinklassikation der kritischen Bereiche durch ein oder mehrere Backpropaga-
tion-Netze.
Das Ziel des Hybriden Knotens besteht in der Unterscheidung zwischen Innenberei-
chen, die innerhalb einer homogenen Klassenregion liegen, und den kritischen Randbe-
reichen, die die Klassengrenzen bilden. Dies kann am Beispiel der defects1-Daten
6
aus
Abbildung 5.13, die in ein zweidimensionales Kohonennetz eingelernt wurden, nach-
vollzogen werden (siehe auch [SBH95, Giz94]).
Die Randbereiche der Klassenregionen sind deshalb kritisch, da sie bei realen An-
wendungen oft sehr zerkl

uftet sind. Das hat zur Folge, da unabh

angig von der Wahl der
Aktivierungsfunktion des lokalen Lernverfahrens, der Grenzverlauf nicht genau nach-
gebildet werden kann. Aus diesem Grund begn

ugt sich Dynamic Bounds mit einer pa-
rametrisierbaren asymmetrischen Rechteckaktivierungsfunktion. Da Dynamic Bounds
alle Lernbeispiele auch 100% korrekt klassiziert, d.h. diese Beispiele sind alle innerhalb
den sicheren Regionen (S) enthalten, m

ussen die potentiell gef

ahrlichen Randregionen,
im Folgenden mit R bezeichnet, detektiert werden (siehe Abschnitt 5.4.1).
Die Randregionen k

onnen ohne Probleme in die Klassikation von Dynamic Bounds
integriert werden, indem der AlgorithmusDBprop (siehe Algorithmus 5.1) zurDBhyb-
prop (siehe Algorithmus 5.7) erweitert wird.
6
Dieser Datensatz wurde zum einlernen der Netze bei der Pipelinediagnose verwendet.
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Abbildung 5.13: Der 41-dimensionale Eingaberaum des defects1-Datensatzes (siehe
auch [SBH95]), der mit Hilfe eines Visualisierungsverfahrens f

ur zweidimensionale Ko-
honennetze (siehe [Giz94]) in einem Neuronengitter dargestellt wird. An den Neuronen
des Kohonennetzes sind die repr

asentierten Klassen aufgef

uhrt. Die beispielhaft einge-
rahmten Bereiche, stellen die kritischen Bereiche dar.
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Algorithmus 5.7: Erweiterung der Propagierung bei Dynamic Bounds um die Aus-
gabe der Randregionen.

Ahnlich wie die Parameter  und  dient  zur Unterscheidung

uber die Klassen-
zugeh

origkeit. Ohne Beschr

ankung der Allgemeinheit wird  = 0:9 gesetzt. Dadurch
ergibt sich auch die Rangfolge der Klassikation mit  >  > .
Zur Klassikation der Regionsr

ander R werden Backpropagation{Netze verwen-
det, da mit diesen Netzen hinsichtlich der Generalisierungsf

ahigkeit bei nichtlinearen
Eingaber

aumen sehr gute Ergebnisse erzielt werden.
Die Arbeitsweise des Hybriden Knotens stellt sich also wie in Algorithmus 5.8 dar.
Im Abschnitt 5.4.2 wird die Problematik des Aufbaus des BPhyb-prop Algorith-
mus besprochen, und es wird eine neue Strategie f

ur die Wahl der Konguration der
Backpropagation{Netze entwickelt. Im Folgenden wird auf die Problematik bei der
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1 function HKprop(~x)
2 ~e := DBhyb-prop(~x)
3 case es ex. genau ein e
i
= 
4 return ~e
5 case 9 e
i
= 
6 return BPhyb-prop(~x)
7 else
8 return ~e
Algorithmus 5.8: Propagierungsalgorithmus f

ur Hybriden Knoten.
Suche nach den Randregionen R im Dynamic Bounds-Netz eingegangen.
5.4.1 Heuristik f

ur Randregionen
Der Dynamic Bounds-Algorithmus integriert alle ihm pr

asentierten Beispiele in die
sicheren Regionen S. Wie bereits oben angesprochen, besteht das Ziel in der Suche nach
den Klassengrenzen im Merkmalsraum. Diese werden durch spezielle Randneuronen n
repr

asentiert, die diese Randregionen R
n
= S
n
aufspannen. Dazu ist es n

otig, einzelne
Neuronen zu vereinigen und zuzulassen, da ein einzelnes Neuron mehr als nur eine
Ausgabeklasse vertritt.
Grundlage der

Uberlegung ist die Tatsache, da in den homogenen Bereichen we-
nig Neuronen, die weiter auseinander liegen, viele Lernbeispiele klassizieren, w

ahrend
in den Randbereichen viele Neuronen nah beieinander liegen, die wenige Lernbeispie-
le klassizieren. Die angestrebte Heuristik soll die Einubereiche der Neuronen als
Wahrscheinlichkeitsverteilungen der Klassen im Merkmalsraum anhand der vorhanden
Segmentierung durch die Einubereiche der Neuronen approximieren und daraus die
Randregionen (

Uberlappungsbereiche der Wahrscheinlichkeitsverteilungen) identizie-
ren. Demzufolge existieren zwei Parameter, die diesen Zusammenhang beschreiben:
 ein Parameter f

ur den Abstand der Neuronen,
 ein Parameter f

ur die Aussagekraft des einzelnen Neurons.
Aus diesem Grund werden f

ur die Heuristik zwei Lernparameter ben

otigt. Zum
Einen mu eine obere Grenze f

ur den Abstand der Neuronen angegeben werden. Dies
geschieht mit dem Lernparameter MinDist. Neuronen, die weiter auseinander liegen
als dieser Schwellwert, kommen f

ur eine Vereinigung erst gar nicht in Frage, da davon
ausgegangen werden mu, da diese nicht in einer Randregion liegen.
Ein zweiter Lernparameter, im Folgenden als MinNumber bezeichnet, gibt an, wie-
viele Lernbeispiele ein Neuron maximal klassizieren darf, damit eine Vereinigung in
Frage kommt. Neuronen, die mehr Lernbeispiele klassizieren, liegen gem

a der Annah-
me der Heuristik in einer homogenen Region und kommen deshalb f

ur eine Vereinigung
ebenfalls nicht in Frage.
Die Vorgehensweise des Algorithmus DBprune(MinNumber;MinDist) besteht
darin, anhand der eingef

uhrten Heuristik, Mischregionen Schritt f

ur Schritt zu erschlie-
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en. Ausgehend von einem Startneuron wird eine

Uberlappungsregion durch kontinu-
ierliches Vereinigen von Neuronen erschlossen. Hierbei werden immer zwei Neuronen,
ein Randneuron und ein Nicht-Randneuron vereinigt. So werden in einer Art Greedy-
Verfahren die Randregionen erschlossen.
Wird kein weiteres Neuron mehr gefunden, das gem

a dem Lernparameter MinDist
nah genug bei dem Randneuron liegt, aber noch Kandidaten

ubrig sind, wird ein neu-
es Startneuron aus diesen gew

ahlt. Auf diese Weise k

onnen bei geeigneter Wahl der
Schwellwerte alle Randregionen detektiert werden.
Auswahlkriterien f

ur die Lernparameter der Heuristik
Um ein m

oglichst optimales Ergebnis bei der Randregionssuche zu erzielen, m

ussen die
Lernparameter MinDist f

ur den Abstandsschwellwert, sowie der Schwellwert MinNum-
ber f

ur die maximal erlaubte Anzahl von klassizierten Lernbeispielen sehr sorgf

altig
gew

ahlt werden. Da es sich bei dem Verfahren nur um eine Heuristik handelt, k

onnen
diese Werte nicht f

ur den allgemeinen Fall bestimmt werden. Es gibt aber durchaus
Kriterien f

ur eine passende Auswahl. Dieser Abschnitt soll dazu einige Anregungen
geben.
Eine vielversprechende Gr

oe f

ur den Abstandsschwellwert MinDist ist die mittlere
Distanz der Lernbeispiele zueinander. Der Nachteil dabei besteht darin, da dieser
mittlere Abstand vorher bekannt sein mu. Zur Berechnung ist ein Algorithmus mit
einem Aufwand von O(n
2
) n

otig, wobei n die Anzahl der Lernbeispiele angibt.
Eine weitere M

oglichkeit zur Ermittlung vom MinDist w

are eine Art Iterationsver-
fahren. Zuerst wird mit einem relativ groen Abstand begonnen. Nach der Randregi-
onssuche mit diesem Abstandsma werden die Neuronen

uberpr

uft. Gibt es fast nur
noch Randneuronen, wurde der Abstandsschwellwert zu gro gew

ahlt. Liefert dieses
Vorgehen dagegen einen zu geringe Anzahl, so ist der Wert des Abstandsschwellwert
zu klein angesetzt. Auf diese Weise kann sukzessive auf einen guten Wert hingearbeitet
werden. Diese Wert ist allerdings stark applikationsabh

angig.
Der Schwellwert f

ur MinNumber kann nur ungef

ahr ermittelt werden. Eine m

ogli-
che Methode stellt hierbei die Analyse eines eingelernten Netzes dar. Hierf

ur wird die
Anzahl der Neuronen mit der Anzahl der Lernbeispiele in Beziehung gesetzt. Durch
Gleichung 5.16 wird die durchschnittliche Anzahl der Beispiele (num), die durch ein
Neuron repr

asentiert wird, ausgedr

uckt.
num =
jBj
Neuronenanzahl
(5.16)
Als Abwandlung der hier vorgestellten Heuristik kann anstatt eines Schwellwertes
f

ur den Abstand bzw. f

ur die Anzahl klassizierter Lernbeispiele, auch die sogenannte
Dichte 
n
eines Neurons n genommen werden. Die Dichte berechnet sich gem

a Glei-
chung 5.17 aus dem Volumen, da das Neuron abdeckt, und der Anzahl klassizierter
Lernbeispiele die sich im Bereich des Neurons benden.

n
=
j~x 2 S
n
j
Volumen von S
n
(5.17)
Grundlage dieser Heuristik ist wieder die Annahme, da ein Neuron in einer Rand-
region eine kleinere Dichte besitzt, also wenige Lernbeispiele klassiziert, w

ahrend ein
Neuron in einer homogenen Region viele Lernbeispiele repr

asentiert.
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Allen Verfahren ist gemeinsam, da sie auf einen oder zwei Lernparameter hin op-
timieren, wobei die Auswahl der Parameter vom Problem selbst abh

angt. Hier k

onnen
nur Testreihen und Experimente Abhilfe schaen. Es m

ussen mehrere verschiedene
Lernparametereinstellungen ausprobiert werden, um eine Vorstellung

uber passende
Werte zu der jeweiligen Problemstellung zu erhalten.
5.4.2 Hybride Lernarchitekturen
Die Randregionen R werden wegen der guten Generalisierungseigenschaften durch
Backpropagation{Netze klassiziert. Dabei stellt sich die Frage, wieviele Netze und
mit welchen Zust

andigkeiten die Backpropagation{Netze konguriert werden sollen.
Die m

oglichen Kongurationen des Hybriden Knotens sind in Abbildung 5.14 aufge-
zeigt. Die Kongurationen sind nach der F

ahigkeit, komplexe Eingaber

aume zu klas-
sizieren, geordnet.
Die Auswahl der Lernbeispiele f

ur die Backpropagation{Netze l

at sich unabh

angig
von der Konguration wie folgt ausdr

ucken:
Bsub
S;Æ
:= f(~x;~c) 2 Bj9n 2 S : (~x R
n
) < Æg (5.18)
Es werden all diejenigen Beispiele in die Beispielsmenge f

ur das Einlernen der Backpro-
pagation{Netze aufgenommen, die sich nicht weiter als Æ auerhalb von R liegen. Die
Wahl von Æ h

angt im Wesentlichen von der Anzahl der Beispiele in Bsub
S;Æ
und der
Komplexit

at der Randregion ab:
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(b) Ein BP{Netz pro Ausgabeklasse
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(c) Ein BP{Netz pro Randregion
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(d) Ein BP{Netz pro Ausgabeklasse und
Randregion
Abbildung 5.14: M

ogliche Kongurationen der Backpropagation{Netze (BP{Netze)
des Hybriden Knotens geordnet nach aufsteigender Komplexit

at.
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(a) Ein BP{Netz f

ur alle Randregionen: In diesem Fall wird genau ein Backpropa-
gation{Netz zum Nachlernen s

amtlicher Randregionen verwendet (siehe Abbil-
dung 5.14(a)). Die Lernbeispiele f

ur diese Konguration sind durch Bsub
8R;Æ
ge-
geben.
Ein Nachteil dieser Konguration kommt dann zum Tragen, wenn die einzelnen
Randregionen weit auseinander liegen bzw. zu komplizierte Entscheidungsgren-
zen zwischen den Klassen bestehen. Es werden dem BP{Netz nur Lerndaten aus
weit entfernt liegenden Unterregionen (je nach Wahl von Æ) des Merkmalsraums
pr

asentiert. Aufgrund dieser nur lokal vorhandenen Information ohne globalen
Zusammenhang ist es dem Netz unter Umst

anden nicht m

oglich, alle Mischregio-
nen zufriedenstellend zu erlernen.
(b) Ein BP{Netz pro Ausgabeklasse: In diesem Fall werden genau so viele Backpropa-
gation{Netze zum Nachlernen s

amtlicher erschlossener Randregionen verwendet
wie die Anzahl der Klassen (siehe Abbildung 5.14(b)). Die Lernbeispiele ergeben
sich durch Bsub
8R;Æ
.
Mit dieser Konguration wird eine h

ohere Komplexit

at der Klassikation m

oglich
als mit Methode (a). Es ist allgemein bekannt, da durch die Aufteilung der
Klassikationsaufgabe nach Klassen auf mehrere Netze eine bessere Klassikation
erzielt werden kann.
(c) Ein BP{Netz pro Mischregion: Hier wird f

ur jede Randregion R
r
ein separa-
tes Netz BP
r
eingelernt (siehe Abbildung 5.14(c)). Die Lernbeispiele f

ur jedes
Backpropagation{Netz sind Bsub
R
r
;Æ
.
Diese lokale Betrachtung des Merkmalsraums vereinfacht die Komplexit

at der
Entscheidungsfunktion. Ein Nachteil dieser Architektur ist die unter Umst

anden
zu kleine Anzahl an Lernbeispielen in den einzelnen Randregionen. Um n

amlich
eine zufriedenstellende Generalisierungsf

ahigkeit bei den Backpropagationnetzen
zu erhalten, ist je nach Komplexit

at eine bestimmte Mindestanzahl von Lernbei-
spielen n

otig. Deshalb ist es sinnvoll, benachbarte Beispiele f

ur den Lernproze
mit zu nutzen (Æ > 0).
(d) Ein BP{Netz pro Mischregion und Ausgabenklasse: Analog zum Vorgehen von
Konguration (a) zur Konguration (b) werden f

ur alle Randregionen R
r
genau
so viele Backpropagation{Netze eingesetzt wie Ausgabeklassen existieren (siehe
Abbildung 5.14(d)). F

ur jedes Backpropagation{Netz BP
r;c
zur Region r und
Klasse c werden Lernbeispiele durch Bsub
R
r
;Æ
bestimmt.
Die obigen Kongurationen des Hybriden Knotens sind in der Lage, immer kom-
plexere Eingaber

aume zu bearbeiten. Gleichzeitig steigt aber auch die Anzahl der
notwendigen Lernbeispiele. Die aufgef

uhrten Architekturen lassen sich nat

urlich auch
kombinieren, so da ein kontinuierlicher

Ubergang zwischen den Grundkongurationen
entsteht.
Der Propagierungsalgorithmus BPhyb-prop besteht darin, da f

ur jede Klasse c
einer jeden Randregion R
r
ein Backpropagation{Netz BP
k
zugeordnet wird, wobei ein
Netz k durch mehrere Randregionen r und Klassen c referenziert werden kann.
Durch die steigende Komplexit

at und Anforderung an die Beispielsanzahl, k

onnen
die vorgestellten Architekturen nacheinander

uberpr

uft werden. Sinkt die Klassikati-
onsg

ute, brauchen die restlichen Kongurationen nicht weiter

uberpr

uft werden. Auf
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diese Weise erh

alt man den AlgorithmusBPhyb-learn bei der Suche nach einem guten
Klassikator.
Bei der Wahl des Parameters Æ, f

ur die Auswahl der Beispiele, sollte ber

ucksichtigt
werden, da sich die Einubereiche im Dynamic Bounds w

ahrend der Interaktions-
phase verschieben k

onnen, insbesonders k

onnen sie kleiner werden. Damit der Benutzer
trotzdem einen Hinweis auf die korrekte Klassikation von Seiten des Diagnosesystem
erhalten kann, sollte Æ > 0 gew

ahlt werden,so da eine

Uberlappung der Klassikati-
onsbereiche zwischen den BP{Netzen und dem Dynamic Bounds entsteht.
Durch die Verwendung des RPROP-Lernalgorithmus zum Einlernen der Backpro-
pagation{Netze besteht die Parametrisierung der BP{Netze im wesentlichen aus der
Wahl der richtigen Topologie, des Abbruchs des Lernvorgangs, um ein

Ubertrainieren
zu verhindern und der Initialisierung der Gewichte. Diese Probleme lassen sich nur
durch mehrfaches Ausprobieren und unter Zuhilfenahme von Heuristiken bew

altigen
(siehe auch [Kop99]).
Des Weiteren k

onnen statt eines BP-Netzes mehrere eingesetzt werden, um so ein
Ensemble zu kreieren, bei dem die am st

arksten aktivierte Klasse gewinnt (majority
vote) oder der Durchschnitt gebildet wird (siehe [AK98]). Eine weitere M

oglichkeit
w

aren die Ausgaben der Netze zu gewichten (Multiple-experts). Auch die Auswahl der
Lernbeispiele k

onnte weiter verfeinert werden, in dem der Lernparameter Æ automatisch
und f

ur jedes Netz individuell ermittelt wird. Diese Ans

atze werden in dieser Arbeit
aus Zeitgr

unden nicht weiter verfolgt.
5.4.3 Phasenlernen mit Hybriden Knoten
Wie aus den Anforderungen an eine ILD hervorgeht (vgl. Abschnitt 3.3), mu ein per-
manenter Wechsel zwischen der Interaktionsphase und der Optimierungsphase durch
die Lernkomponente realisiert werden (siehe Algorithmus 5.9), um so die Diagnose
eektiv zu gestalten.
Das schnelle online Lernen des Dynamic Bounds, im Speziellen mittels des DB-
patternlearn-Algorithmus (siehe auch Algorithmus 5.4), wird dabei w

ahrend der In-
teraktionsphase verwendet, um so dem Benutzer eine schnelle Wissensakquisition zu
erm

oglichen. Die in diesem Zusammenhang vom Benutzer klassizierten Daten werden
gesammelt B
new
und f

ur das sp

atere oine Lernen in der Wissensverwaltung (siehe
Kapitel 6.5) aufbewahrt.
In der oine Phase wird dann die Reorganisation der durch die neuronalen Netze
aufgestellten Modelle vorgenommen. Die oine Phase wird in dem Algorithmus 5.9
deniert und durchl

auft folgende Schritte:
1. Einlernen des Dynamic Bounds Netzes bis zu seiner Terminierung

uber mehrere
Epochen hinweg.
2. Suche der Randregionen mit Hilfe der Heuristik.
3. Suche der Konguration der hybriden Lernarchitektur und deren Einlernen.
4. Bestimmung der repr

asentativen Beispiele.
Schritt 2 und 3 dieser Vorgehensweise lassen unterschiedliche Parametrisierungen
zu. Zu diesem Zweck werden unterschiedliche Parametrisierungen, ausgehend von den
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1 function Phase-learn(X ;B;MinNumber;MinDist)
2 X
sel
= ;
3 do
4 do // Interaktionsphase
5 ~x = X
sel
[ Auswahl durch den Benutzer
6 ~e = HKprop(~x) // (s. Alg. 5.8)
7 if Falsifizieren von ~e durch den Benutzer
8
~
t = Eingabe vom Benutzer
9 B
new
= B
new
[ (~x;
~
t)
10 DBpatternlearn(~x;
~
t; ~e)
11 until Abbruch durch Benutzer
12 if B
new
6= ; // offline Phase
13 B = B ^ B
new
14 DBlearn(B)
15 DBprune(MinNumber;MinDist)
16 BPhyb-learn(B)
17 X
sel
= get-examples(X )
18 until Klassifikatorperformance ausreichend
Algorithmus 5.9: Phasenlernen mit Hybriden Knoten.
in der letzten Iteration ermittelten Parametern, ausgetestet. Dabei ist zu erw

ahnen,
da nicht unbedingt die beste Konguration bzw. Parametrisierung ermittelt werden
mu, sondern auch eine suboptimale L

osung w

ahrend der Wissensakquisitionsphase
ausreicht, da letztendlich der Benutzer in Zweifelsf

allen kontaktiert werden kann.
Schritt 4 ist optional und kann nur durchgef

uhrt werden, falls die Sensordaten oine
vorhanden sind. Besteht die M

oglichkeit, diese Daten oine zu diagnostizieren, dann
kann der eingelernte Dynamic Bounds-Algorithmus diese Daten klassizieren und all
diejenigen Beispiele protokollieren, die in die Hypothesen oder Randbereiche fallen.
Dieses Vorgehen wird durch den get-examples-Algorithmus realisiert. Dem Benutzer
kann dann eine zuf

allige Auswahl pr

asentiert werden.
Mit Hilfe der Risikomatrix R (siehe Abschnitt D.2) und der Sch

atzung des wahren
Fehlers (siehe Abschnitt D.4) l

at sich die Klassikatorperformanz ermitteln. Ist diese
ausreichend, kann das Diagnosesystem in seinem Lebenszyklus in die Anwendungsphase

ubergehen.
5.4.4 Evaluierung
In diesem Versuch wurden zwei Kongurationen des Hybriden Knotens mit einem
Backpropagation{Netz verglichen. F

ur das Einlernen der BP{Netze in der hybriden
Architektur wurden nur Daten aus den Hypothesen- und sicheren Bereichen der Rand-
neuronen verwendet. Bei n

aherer Betrachtung der Tabellen 5.5 und 5.6 kann festgestellt
werden, da die Klassikationsg

ute geringf

ugig gegen

uber dem einfachen BP{Netz zu-
genommen hat.
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BP-Netz (%) Hybride Architektur (%)
Datensatz
gut schlecht gut schlecht
thyroid 1764 (98.00) 36 (2.00) 1772 (98.44) 28 (1.55)
pipe 1477 (95.47) 70 (4.53) 1499 (96.9) 48 (3.1)
diabetes 132 (68.75) 60 (31.25) 133 (69.27) 59 (30.73)
Tabelle 5.5: Hybrider Knoten mit einem Backpropagation{Netz f

ur alle Mischregio-
nen.
BP-Netz (%) Hybride Architektur (%)
Datensatz
gut schlecht gut schlecht
thyroid 1764 (98.00) 36 (2.00) 1770 (98.33) 30 (1.67)
pipe 1477 (95.47) 70 (4.53) 1480 (95.67) 67 (4.33)
diabetes 132 (68.75) 60 (31.25) 133 (69.27) 59 (30.73)
Tabelle 5.6: Hybrider Knoten mit einem Backpropagation{Netz pro Ausgabeklasse
und f

ur alle Mischregionen.
Die hier durchgef

uhrten Experimente umfassen nur die (a) und (b) Kongurationen
aus Abschnitt 5.4.2, da die Klassikationsg

ute oensichtlich abnimmt. Es ist festzu-
halten, da sogar die einfachste Form des Hybriden Knotens eine bessere Klassikation
produziert als herk

ommliche Backpropagation{Netze.
Um die

ubrigen Kongurationen des Hybriden Knotens anzuwenden, bedarf es einer
h

oheren Anzahl von Trainingsbeispielen bzw. komplexeren Klassengrenzen.
5.5 Res

umee
Es wird ein neues Lernverfahren, das sog. Dynamic Bounds-Verfahren, vorgestellt,
dessen wesentliche Eigenschaften in den folgenden bestehen:
 Keine vom Benutzer extern festzulegende Lernparameter.
 Sehr gute online Lernf

ahigkeit. Der Algorithmus kann im Musterlern-Modus zum
inkrementellen Lernen genutzt werden.
 Dynamische, selbstorganisierende Anpassung der Einubereiche der Neuronen
und auch das Einf

ugen und L

oschen von Neuronen.
 Es werden wenige Neuronen f

ur eine gute Repr

asentation des Merkmalsraums
ben

otigt.
Experimente mit den Dynamic Bounds, C4.5 und k{n

achster Nachbar Algorithmen
anhand der Standardklassikationsdatens

atze aus [Pre94, MM96] und der im Anhang
E beschriebenen, zeigen deutlich die Vorteile des neuen Verfahrens im Bereich der
Identikation von sicheren Klassikationen (siehe Abschnitt 5.3.6).
F

ur die Feinklassikation wurde der Hybride Knoten vorgestellt, ein hierarchisch
arbeitender Ansatz auf der Basis von Dynamic Bounds, der den Merkmalsraum in
homogene und schwierige Klassikationsbereiche (Randregionen) unterteilt. Es wurde
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eine Heuristik f

ur das Dynamic Bounds-Verfahren vorgestellt, die die Lokalisation der
Randregionen erm

oglicht. Durch die Aufspaltung in zwei Mengen, wird das Klassika-
tionsproblem wesentlich vereinfacht, wodurch die Anzahl der ben

otigten Epochen f

ur
das Einlernen aller Netze bis auf die H

alfte reduziert werden kann, und die Klassika-
tionsleistung sogar etwas erh

oht wird (siehe Abschnitt 5.3.6). Schwierigkeiten bereitet
es weiterhin, f

ur die Backpropagation{Netze geeignete Topologien zu nden, sowie ein

Ubertrainieren der Netze zu verhindern.
Eine wesentliche Verbesserung des Lernens besteht in der eindeutigen Strategie
zur Bestimmung der Konguration des Hybriden Knotens. Mit Hilfe dieser Strategie
ist es m

oglich festzustellen, ob eine Konguration ausreicht, oder ob eine m

achtigere
Architektur ben

otigt wird.
Der Hybride Knoten bietet dabei auch die M

oglichkeit, Klassikationen interaktiv
in einem online Proze einzulernen, wobei die Eingabe sofort erlernt wird. Im Verlauf
der oine Optimierung durch die Backpropagation{Netze, wird eine optimale Genera-
lisierung erreicht. Dieser Proze kann iterativ fortgesetzt werden, ohne eine der beiden
F

ahigkeiten einzub

uen. Der iterative Proze kann, in Abh

angigkeit von der Beschaen-
heit der Applikation, durch die automatische Auswahl von repr

asentativen Beispielen
eÆzienter gestaltet werden.
Die in diesem Kapitel vorgestellten Verfahren wurden durch das CMS -System
realisiert (siehe Anhang A).
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Kapitel 6
Interaktion zum

Uberwachen und
Einlernen der Lernkomponente
Dieses Kapitel behandelt die Einbeziehung des Benutzers in den Lernproze der Lern-
komponente (vgl. Abbildung 6.1) mit Hilfe der Visualisierung und Interaktion.
In diesem Zusammenhang wird eine exible interaktive graphische Visualisierungs-
m

oglichkeit f

ur die unterschiedlichen Phasen der vorverarbeiteten und klassizierten
Medaten vorgestellt. Dar

uber hinaus widmet sich das Kapitel der Problematik der
strukturierten Wissensverwaltung, die speziell auf die Bed

urfnisse der inkrementellen
Wissensakquisition und der subsymbolischen Lernverfahren zugeschnitten ist, als auch
einer Monitorkomponente, mit deren Hilfe es m

oglich ist, den Zustand der Lernkom-
ponente zu

uberwachen.
Benutzer
DiagnoseRohdaten
Interaktionskomponente
Wissensverwaltung
Visualisierung
Lernkomponente
Wissen
Vorverarbeitung
Klassifizierungsverifikation
Interaktiv Lernende Diagnose
Monitorkomponente
Abbildung 6.1: Die Monitor-, Wissenserwerbs- und Wissensverwaltungskomponente
des ILD-Systems bilden die eigentliche Interaktion.
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6.1 Anforderung an die Interaktionskomponenten
Der vorgestellte Ansatz der ILD geht davon aus, da keine oder nur sehr geringe Kennt-
nisse existieren, die sich in Regeln formalisieren lassen. Die Idee besteht darin, den
Experten und das einzulernende Diagnosesystem die gleichen Daten betrachten zu las-
sen (siehe Abbildung 6.2). Da die zu treenden Entscheidungen auf subsymbolischen
Daten beruhen, ist es notwendig, die Betrachtung sowohl der Rohdaten D, der un-
terschiedlichen Signalverarbeitungsschritte V , der diversen Merkmale M als auch der
Diagnoseergebnisse C, die dazugeh

origen Erkl

arungen der Entscheidungen und die Qua-
lit

atsabsch

atzungen der Lernkomponente dem Benutzer zur Verf

ugung zu stellen (vgl.
Abschnitt 3.4).
VorverarbeitungRohdaten Lernkomponente
Frei konfigurierbare Visualisierung
Kandidatensuche
Interaktive Validierung
der Klassifikation
Ableitung von Regeln
if {0 nb} AND {2 af} THEN {1 fatal}
if {0 nb} AND {1 af} THEN {0 ok}
if {1 nb} AND {2 nt} THEN {0 fatal}
Monitore
Wissensdatenbank
Abbildung 6.2: Ablauf der Interaktion in der ILD anhand der einzelnen Komponen-
ten.
Die ILD kann aber auch ohne Verwendung von Vorwissen gestartet werden. Zu
jedem Datum meldet sie dann ihre Diagnose, oder da aufgrund von fehlendem Wissen
keine Diagnose m

oglich ist. Bei keiner Klassikation bzw. einer Fehlklassikation kann
das System sofort durch die Interaktion mit dem Experten korrigiert werden.
Die Fehlerkorrektur des Systems geschieht auf Basis derselben Daten, wie sie auch
dem Benutzer zur Verf

ugung stehen. Wenn m

oglich, werden die Diagnosen f

ur komplet-
te Rohdatenbereiche auf einmal angezeigt, damit der Benutzer auf einen Blick m

oglichst
viele Daten

uberpr

ufen kann. Hierzu ist es notwendig, die Daten f

ur den Menschen der-
art aufzubereiten, da sie die Applikation widerspiegeln. Zu diesem Zweck eignet sich
die graphische Interaktion im besonderen. Der Benutzer kann anhand von Markierun-
gen bei Kurven und anderen Darstellungen, verschiedene Bereiche selektieren, um so
das Diagnoseergebnis zu modizieren. Durch Denition neuer Ausgabeklassen besteht
sogar die M

oglichkeit, dem Diagnosesystem neue Zusammenh

ange zu vermitteln.
Der Grundgedanke der ILD besteht darin, da neu erworbenes Wissen unmittel-
bar adaptiert wird. Dies geschieht in den sog. Hybriden Knoten (siehe auch Abschnitt
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5.4) auf der Basis des Dynamic Bounds-Algorithmus. Durch die sofortige Adaption
bendet sich das Diagnosemodell immer auf dem aktuellsten Stand. Der Experte wird
dadurch entlastet, da er bereits aufgetretene Problemstellungen nicht wiederholt be-
arbeiten mu. Er konzentriert sich also nur auf die noch nicht erschlossenen Teile des
Bereichswissens bzw. der Verikation des Diagnosesystems.
Neben der direkten Beeinussung auf der Beispielsebene hat der Experte die M

oglich-
keit, a priori Wissen in Form von Regeln direkt in die Wissensverwaltung einzugeben,
die wiederum durch die Lernkomponente umgehend umgesetzt werden.
Der im Rahmen dieser Arbeit entwickelte Simulator f

ur Neuronale Netze Connec-
tionist Model Simulator (CMS) ist ein allgemeines Rahmenwerk, um sowohl beliebige
Neuronale Netze als auch andere Algorithmen (Vorverarbeitung) in Form eines beliebi-
gen Datenugraphen miteinander zu verbinden. Es k

onnen diverse Datenquellen und
Visualisierungsverfahren kombiniert werden. Die Knoten des Graphen realisieren dabei
die Ein- und Ausgabe sowie generell die Verarbeitung der Daten. Die Kanten sind f

ur
den Transport, die Aufsplittung oder Zusammenf

ugung der Daten verantwortlich (siehe
auch Anhang A). F

ur dieses Rahmenwerk ist eine graphische Interaktionsm

oglichkeit
zu schaen, die Zugri auf die internen Parameter des ILD-Systems als auch zu seiner

Uberwachung dienen kann.
F

ur die Verwirklichung des Interaktionskonzepts, im Rahmen des Interaktiven Ler-
nens, und die einfache Anbindung des ILD-Systems an die Applikation wurde im Rah-
men dieser Arbeit das generische Benutzerinterface System Iface entwickelt (siehe
auch Anhang C).
6.2 Konzept der Interaktion
Um eine Kommunikation zwischen dem Benutzer und dem Lernsystem aufzubauen,
m

ussen sinnvolle Visualisierungsm

oglichkeiten der Daten vorliegen, denn das System
und der Benutzer m

ussen die gleiche Sprache benutzen, um sich gegenseitig zu verste-
hen.
Die bei der Pipelinediagnose auftretenden Daten sind meist h

oherdimensional. Oh-
ne eine graphische Visualisierung solcher Daten ist es in der Regel sehr schwierig,
bestehende Zusammenh

ange in diesen Daten zu erkennen. Da solche Daten nicht di-
rekt dargestellt werden k

onnen, wurden zu diesem Zweck viele Verfahren entwickelt.
Ein

Uberblick unterschiedlicher Darstellungsarten ndet sich in [Alb96].
Wie bereits erw

ahnt, stehen im wesentlichen h

oherdimensionale Daten zur Darstel-
lung bereit. Die bei der ILD auftretenden Daten, im folgenden auch als multivariate
Daten bezeichnet, lassen sich als eine Menge von Tupeln darstellen:
Denition 6.1 (Multivariate Daten)
f(~x; w)j~x 2 N
n
0
und w 2 Rg
In dieser Menge nimmt ~x alle Werte innerhalb eines bei
~
0 beginnenden Hy-
perquaders an. Dabei gilt im allgemeinen n > 1. w sind die darzustellenden
Daten.
Die multivariaten Daten werden im wesentlichen durch ihre Dimension n bestimmt
(siehe Denition 6.1). F

ur den Benutzer ist es aber wichtig, da er eine ihm intuitiv
verst

andliche Sicht (Projektion) der Daten pr

asentiert bekommt.
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Dar

uber hinaus kann generell festgehalten werden, da Methoden zur Darstellung
von k-Dimensionen existieren. Diese lassen sich zur Visualisierung aller Daten h

oherer
Dimensionen verwenden, indem eine Selektion der darzustellenden Dimensionen statt-
ndet, oder bei Dimensionen geringeren Umfangs die Darstellung vervielf

altigt wird.
Dimension Beispiel der Visualisierung
0-D Ein Wert, eine Tortengrak
1-D Histogramm, Kurve
2-D Mehrere Kurven verschoben, Balkenfeld, Falschfarben 2-D-Bild
3-D Falschfarben 3-D-Darstellung projiziert auf ein 2-D-Bild
n-D Tabellen, Projektion in 2-D-Bild
Tabelle 6.1: Darstellungsm

oglichkeiten von Daten in Abh

angigkeit von ihrer Dimen-
sion.
In Abschnitt 4.2 wird die Charakteristik der Rohdaten der Applikation erfat. Diese
wird hier fortgef

uhrt und zur Bestimmung der Visualisierungsmethode verwendet (siehe
Tabelle 6.1). Nicht alle Darstellungen sind jedoch informationserhaltend. Projektionen
verbergen immer Teile der in den Daten enthaltenen Informationen.
Die zufriedenstellende Visualisierung multivariater Daten stellt im allgemeinen ein
nicht l

osbares Problem dar. Diese Unl

osbarkeit basiert unter anderem auf folgenden
Tatsachen:
 Das menschliche Vorstellungsverm

ogen ist in der Regel nicht in der Lage, Daten
zu visualisieren, die von mehr als drei Eingabevariablen (Dimensionen) abh

angen.
 Da die allgemein verwendeten Ausgabemedien (z.B. Monitor) in der Regel h

ochs-
tens dreiwertige Ausgaben zulassen (X- und Y-Achsen sowie Farbkodierungen),
ist bei der Ausgabe von drei- oder h

oherdimensionalen Daten immer eine Pro-
jektion oder Auswahl
1
notwendig. Dies f

uhrt zwangsl

aug zu einem Verlust an

Ubersichtlichkeit oder Daten.
Ist schon die Visualisierung mit Problemen behaftet, so ist die Interaktion mit sol-
chen Daten noch weitaus schwieriger. In der Regel wird dabei die Selektion auf Bereiche
bereits existierender Daten beschr

ankt. Auerdem wird die Auswahl der darzustellen-
den Daten eingeschr

ankt.
Da bei der Diagnose keine Rohdaten manipuliert werden, beschr

anken sich die nach-
folgenden Betrachtungen auf die Visualisierung und Selektion der Daten. Die Interpre-
tation multidimensionaler Daten erfordert die M

oglichkeit, die Daten in jedweder Weise
betrachten zu k

onnen. Das impliziert, da ein mehrdimensionaler Datensatz aus der
Perspektive unterschiedlicher Schnitte durch n-dimensionale multivariate Daten dar-
gestellt und selektiert werden kann. Aus diesem Grund werden aus den multivariaten
Daten "Scheiben" herausgeschnitten, die ihrerseits visualisiert werden k

onnen. Auf die-
se Art ist es dem Benutzer m

oglich, durch die Daten nach Belieben zu browsen.
Durch die konsequente Anwendung der gleichen Art der Datenhaltung ist es m

oglich,
unterschiedliche Visualisierungsmethoden auch gleichzeitig anzuwenden. Die Bedie-
nung der interaktiven Komponenten ist derart gestaltet, da sie exibel, intuitiv und
f

ur verschiedene Applikationen leicht angewendet werden kann.
1
In der englischen Literatur meistens als Slicing bezeichnet.
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Um der Adaptivit

at an unterschiedliche Applikationen Rechnung zu tragen und eine
m

oglichst hohe Flexibilit

at zu gew

ahrleisten, wird die Ober

ache von der Applikation
getrennt.
Im weiteren wird nun die eigentliche Visualisierung und Selektion n

aher erl

autert.
6.3 Interaktive Datenvisualisierung
In Tabelle 6.1 wurden bereits einige Darstellungsm

oglichkeiten in Abh

angigkeit von der
Dimension der Sicht auf die multivariaten Daten vorgeschlagen. Es gibt eine Vielzahl
von Darstellungsm

oglichkeiten f

ur eine feste Dimension. Die in dieser Arbeit verwen-
deten Darstellungen sind m

oglichst universell. Durch das vorgestellte Konzept ist es
jederzeit m

oglich, durch Hinzuf

ugen neuer Darstellungsarten, in Form von sogenann-
ten Displaymodi, neue Visualisierungsvarianten zu integrieren. Dieses Konzept wurde
durch das speziell entwickelte Ober

achensystem Iface umgesetzt (siehe Anhang C).
Wesentlich f

ur diese Displaymodi ist ihre F

ahigkeit, Datenbereiche zu selektieren,
um auf diese Art mit der Applikation bzw. dem Diagnosesystem zu kommunizieren.
Die Visualisierung kann interaktiv gew

ahlt werden (siehe Abbildung 6.3).
Abbildung 6.3: Konguration einer neuen Visualisierung. Zu jeder Datenquelle
(stream) k

onnen eine oder mehrere unterschiedliche Displaymodi (view types) aus-
gew

ahlt werden. Dabei k

onnen die dargestellten Dimensionen der Daten frei speziziert
werden.
Im folgenden werden einige Beispiele solcher physikalischer Interaktionselemente
aufgef

uhrt. F

ur weitere Beispiele sei auf Anhang C verwiesen.
Multidimensionsdarstellung
Das Problem bei der Darstellung multidimensionaler Daten wird durch die Auswahl
der zu betrachtenden Dimension gel

ost. Durch die Schieberegler kann ein beliebiger
Schnitt durch die multivariaten Daten in der jeweiligen Dimension gew

ahlt werden.
Die Anzahl der durch die Schieberegler darzustellenden Dimensionen wird automatisch
anhand der durch die Grunddarstellung nicht visualisierbaren Dimensionen festgelegt.
Beispiele f

ur derartige Dimensionsselektionen werden u.a. in den Abbildungen 6.4(b)
und 6.5 dargestellt.
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Matrixdarstellung
Mit dieser Form der Darstellung k

onnen andere Darstellungsformen entlang einer oder
zweier Dimensionsachsen aufgereiht werden. Die Selektion beschr

ankt sich hier auf die
Matrixelemente.
Ein Beispiel f

ur diese Darstellung ndet sich in Abbildung 6.4(a). Dabei handelt
es sich um einen dreidimensionalen Datensatz. In diesem Fall wird die Dimension
fluid-coeff in der ersten Matrixachse dargestellt. F

ur jeden Wert in dieser Dimensi-
on
2
wird ein Textfeld erzeugt. Die Werte f

ur die Dimension height lassen sich f

ur jeden
dieser Werte unabh

angig einstellen. Im Gegensatz dazu

andern sich in Abbildung 6.4(b)
bei einer

Anderung der Dimension alle Werte gleichzeitig. Die Dimensionen height und
fluid-coeff werden in einer zweidimensionalen Matrixform abgebildet.
(a) Dimension height wird durch das
Textfeld verwaltet.
(b) height und fluid-coeff in Matri-
zendarstellung.
Abbildung 6.4: Textuelle Darstellung in Matrixform.
Linien und S

aulendiagramme
Liniendiagramme, die der Einfachheit halber auch die S

aulendiagramme einschlieen,
stellen einen eindimensionalen Ausschnitt der multivariaten Daten als Linienzug dar
(siehe Abbildung 6.5). Der Benutzer kann dabei im Denitionsbereich Selektionen
durchf

uhren.
Falschfarbendiagramm
Neben einfachen Kurven existiert eine Vielzahl anderer Visualisierungsm

oglichkeiten.
Auer einfachen Tabellen seien noch die Falschfarbendiagramme erw

ahnt, die sich als
sehr gut geeignet f

ur groe Datenmengen herausgestellt haben. Als Beispiel sei hier
ein dreidimensionaler
3
Datensatz aus dem NeuroPipe-Projekt (siehe Abbildung 6.6)
dargestellt. Dieser Datensatz besteht aus circa 5:7 MByte Daten.
2
Dimensionen sind immer 0-basiert.
3
Die Dimension der einzelnen Bilder ist zweidimensional. Durch die Pr

asenz mehrerer zueinander
geh

orender Darstellungen entsteht die dritte Dimension im Intervall [0; 1].
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(a) Ausgabe als Linienzug. (b) Ausgabe als S

aulendiagramm.
Abbildung 6.5: Visualisierung von 1-D-Daten mittels Linien und S

aulendiagramm.
Abbildung 6.6: Falschfarbendarstellung eines Rohrabschnittes aus demNeuroPipe I
Projekt, angeordnet unter Zuhilfenahme der Matrixdarstellung (f

ur die Anordnung der
zwei Bilder

ubereinander) und der Falschfarbendarstellung.
Die Selektion in dieser Darstellung kann mit Hilfe der eingezeichneter Rechtecke
direkt interaktiv durchgef

uhrt werden (vgl. Abbildung 6.8).
Diese M

oglichkeiten zur Benutzerinteraktion sind nicht ersch

opfend, stellen aber
durch das hier verfolgte Konzept eine einfach erweiterbare modulare Architektur dar.
Diese Komponenten werden im folgenden zur Akquisition von Anomalieklassen ver-
wendet.
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Im Kapitel 2.1.3 wurden die unterschiedlichen Stufen der Wissensakquisition erl

autert.
Dadurch, da die ILD imwesentlichen auf subsymbolischen Werten arbeitet, beschr

ankt
sich die Wissenserhebung auf die M

oglichkeit, die multivariaten Daten interaktiv zu se-
lektieren bzw. durch das Diagnosesystem Selektionen angezeigt zu erhalten. Zus

atzlich
wird zu jeder Selektion eine Diagnose des selektierten Datenbereichs pr

asentiert.
Eine weitere M

oglichkeit der direkten Wissenseingabe stellt sich in Form von Re-
geln. Dies ist wesentlich, falls a priori Regelwissen existiert. Es w

are allerdings u.U. nur
sehr m

uhsam oder vielleicht gar gef

ahrlich, die richtigen Beispiele auszusuchen, um auf
diese Art der Lernkomponente gen

ugend Informationen bereitzustellen, damit diese sie
einlernen kann. Aus diesem Grund wird nachfolgend eine Methode vorgestellt, die es
erlaubt, Regeln direkt zu akquirieren.
6.4.1 Integration von Regelwissen
Wissen, das in Form von Regeln existiert, soll dem Diagnosesystem zur Verf

ugung
gestellt werden. In Abschnitt 2.1.2.1 wurden bereits einige Wissensrepr

asentationen
erl

autert. Die meisten von ihnen bedienen sich Symbole als Eingabesprache. Die ILD
arbeitet auf subsymbolischen Merkmalen, was impliziert, da das eingegebene Wissen
sich auch subsymbolisch darstellen lassen mu. Die Vorgehensweise bei der Erstellung
von Regeln ist in Abbildung 6.7 dargestellt.
Auswahl einer 
AnomalieVisualisierung
Formulierung von
Regelwissen Wissensdatenbank
Abbildung 6.7: Ablauf bei der Erstellung von Regeln. Zuerst wird eine Idee f

ur ei-
ne Regel durch wiederholte Betrachtung unterschiedlicher Anomalien

uberpr

uft. Diese
wird als Regel mit Hilfe von linguistischen Variablen formuliert und in die Wissensbasis

ubertragen.
Zu diesem Zweck wurde das Vorgehen an die Art und Weise angelehnt, wie es
bei der Regelspezikation von Fuzzy{Controllern der Fall ist, d.h. es existiert eine
Eingabem

oglichkeit f

ur Regeln in subsymbolischer Form (siehe Abschnitt 5.3.4).
Die Idee besteht dabei in der Benennung unterschiedlicher Bereiche der einzelnen
Eingabemerkmale und Benennung der Ausgabewerte. Mit Hilfe von einfachen Wenn{
Dann-Beziehungen werden diese zu Regeln gruppiert. Damit beschreiben sie eine kon-
krete Abbildung aus dem Merkmalsraum auf die unterschiedlichen Klassen. Diese Ab-
bildung l

at sich direkt in die Repr

asentation eines Dynamic Bounds Netzes im spezi-
ellen und auf ein RBF{Netz im allgemeinen

uberf

uhren. In Tabelle 6.2 ist ein Beispiel
f

ur eine derartige Regelbeschreibung dargestellt.
Die Regeln werden basierend auf linguistischen Termen deniert, die die Aufteilung
der Eingabewerte in Symbole spezizieren. Diese werden durch die Regeln in den un-
terschiedlichen Eingabedimensionen verkn

upft und einer Ausgabe zugeordnet, die wie-
derum als ein Symbol deniert ist. Diese Regeln lassen sich mittels des im Abschnitt
5.3.4 beschriebenen Verfahrens in den Dynamic Bounds-Algorithmus integrieren.
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in_dim: 0
{
nb:{-1.000000000 100.000000000 1.000000000}
nz:{0.000000000 0.100000001 0.050000001}
pz:{0.000000000 0.050000001 0.100000001}
pb:{1.000000000 1.000000000 100.000000000}
}
out_dim: 0
{
fatal:{3.0}
total:{5.0}
}
rules:
{
0: IF {0 nb} AND {1 nb} THEN {1 fatal}
1: IF {0 nb} AND {1 nz} THEN {0 total}
2: IF {0 nb} AND {1 pz} THEN {2 fatal}
}
Tabelle 6.2: Subsymbolische Regel-Darstellung mit Hilfe von Wenn{Dann{Regeln.
in dim und out dim denieren die linguistischen Terme f

ur die Eingabedaten bzw. die
zu erzeugende Klassikation. Die Regeln spezizieren die Verkn

upfung der Terme in
den unterschiedlichen Dimensionen.
Den wesentlichen Anteil bei der ILD stellt allerdings die interaktive Diagnose dar.
6.4.2 Interaktive Akquisition von Defektklassen
Durch die visuelle Darstellung der Daten und die dazugeh

origen Selektionen zur Mar-
kierung der Interessengebiete k

onnen auch mehrere Bereiche gleichzeitig dargestellt
werden, um so dem Benutzer einen besseren

Uberblick

uber die Daten zu gew

ahren.
Dabei ist es besonders wichtig, da die Daten in einer m

oglichst komprimierten, aber
f

ur den Betrachter verst

andlichen Sichtweise pr

asentiert werden. In Abbildung 6.8 wird
die im NeuroPipe-Projekt verwendete Darstellung zur Visualisierung von Anomalien
gezeigt.
Durch die geschickte Anordnung wird erm

oglicht, direkt unterschiedliche Anomalien
(Selektionen) mittels des oberen Schiebereglers anzufahren, und es wird auch sofort die
zugeh

orige Klassikation anhand der hervorgehobenen Beschriftung links neben dem
Schieberegler angezeigt.
Des weiteren l

at sich dabei die Applikation der unterschiedlichen Visualisierungs-
m

oglichkeiten f

ur multivariate Daten gut beobachten. In Abbildung 4.10 ist die Visua-
lisierung durch die Matrixdarstellung in zwei Bereiche aufgeteilt, in eine obere und eine
untere H

alfte. Diese Matrixelemente bestehen wiederum aus einer Matrixdarstellung
mit jeweils einer oberen und unteren H

alfte. Der obere Teil besteht aus einer zweidi-
mensionalen Falschfarbendarstellung und der untere aus einem Liniendiagramm, das
die Werte der Daten in x-Richtung f

ur eine w

ahlbare y-Koordinate darstellt. Dadurch
wird es m

oglich, diesen dreidimensionalen Datensatz aus unterschiedlichen Perspekti-
ven zu betrachten, um so die Korrektheit der Diagnose des Systems zu validieren.
Die Selektion der Daten setzt sich durch alle Dimensionen fort. Die

Anderung der
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Abbildung 6.8: Falschfarbenvisualisierung eines Ausschnitts der Daten aus demNeu-
roPipe-Projekt. Dabei wurde ein Gebiet zum besseren Verst

andnis vom Benutzer ex-
trahiert. Die mit Rechtecken eingerahmten Selektionen kennzeichnen die zu klassizie-
renden Gebiete.
Selektion in einer Sicht

ubertr

agt sich automatisch, wegen der Restriktion der Selektion
(siehe Abschnitt C.3.1), durch alle Darstellungen.
Falls eine falsche Klassikation durch den Experten entdeckt wird, mu die M

oglich-
keit der Korrektur bestehen. Dies geschieht entweder durch eine auf die Applikation
zugeschnittene Klassizierungseingabe, oder wie sp

ater erl

autert wird, unter applikati-
onsunspezischen Klassikationen. Ein Beispiel f

ur die applikationsspezische Klassi-
zierung stellt Abbildung 6.9 dar. Neben der reinen Klassikation werden noch andere
f

ur die Diagnose nicht notwendige Informationen gesammelt.
Nicht immer besteht die Notwendigkeit, zus

atzliche Klassizierungshilfen zur Verf

u-
gung zu stellen, beispielsweise existieren bei der interaktiven Klassikation von L

angs-
n

ahten in Pipelines nur zwei Klassen: Naht und Nicht-Naht. Dies kann bereits durch
die reine Selektion erledigt werden. In Abbildung 6.10 ist wieder ein dreidimensionaler
Ultraschall-Datensatz zu sehen, in dem eine waagerechte Selektion durchgef

uhrt wurde.
Sie markiert die Position der L

angsnaht. Dabei ist zu beachten, da die Selektion
eindimensional ist. Es wird lediglich die y-Koordinate in der Darstellung selektiert.
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Abbildung 6.9: Klassizierung am Beispiel der Anomalien imNeuroPipe I -Projekts.
Es werden optional zus

atzliche Informationen bez

uglich der Anomalien gesammelt.
Dadurch entsteht eine Projektion durch alle restlichen Dimensionen, die sich in der
Abbildung als ein einzelner Strich darstellt.
6.4.3 Interaktive Suche nach Anomaliesonderf

allen
Bevor ein Lernverfahren eingesetzt werden kann, m

ussen Lernbeispiele zur Verf

ugung
stehen. Diese sind entweder a priori gegeben, oder sie m

ussen explizit gesammelt wer-
den. Im vorherigen Abschnitt wurde die Interaktive Vorgehensweise bei der Validierung
der Diagnosen aufgezeigt.
Das Problem beim Sammeln von Beispielsdaten besteht in der Unkenntnis der in-
ternen Repr

asentation der Lernkomponente. Der Mensch beurteilt die Signikanz ein-
zelner Beispiele nach seinen eigenen Mast

aben und nicht aus dem Blickwinkel des
Systems. Demzufolge kann es leicht geschehen, da der Benutzer dem System nur einen
Teil der zu diagnostizierenden Daten angibt, und zwar jene, die f

ur ihn schwierig zu
interpretieren sind; und die anderen Bereiche bleiben dann unvollst

andig oder sind dem
Diagnosesystem nur partiell bekannt (vgl. Abschnitt 5.4.3).
F

ur diese Problematik wurden in dieser Arbeit zwei Ans

atze entwickelt: das auto-
matische Sammeln von Beispielen, auf das im n

achsten Abschnitt (6.4.4) eingegangen
wird, und die M

oglichkeit, benutzerdenierte Filter bzgl. der Klassikatorausgaben zu
denieren.
Diese Filter erlauben es, die Ausgabenklassikationen zu bewerten und zu protokol-
lieren. Der Benutzer ist damit sp

ater in der Lage, die gefundenen Daten zu inspizieren
und deren Klassikation zu

uberpr

ufen.
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Abbildung 6.10: Klassizierung der L

angsn

ahte im NeuroPipe I -Projekt mittels
direkter Selektion. Der schwarze waagerechte Balken bezeichnet dabei die get

atigte
Selektion.
Diese Vorgehensweise wurde in Form eines Streamlters umgesetzt, der es dem Be-
nutzer erlaubt, Kriterien zu erstellen, nach deren Muster im Datenstrom gesucht werden
kann (z.B. Fehlklassikationen). Die Muster, die diese Kriterien erf

ullen, k

onnen sp

ater
visualisiert werden. Auerdem kann der Benutzer diese Daten neu klassizieren und an
die Wissensverwaltung

ubergeben und/oder sofort der Lernkomponente zuf

uhren.
(a) Einstellung der zu detektierenden Klassen
bzw. Aktivierungen der Neuronalen Netze.
(b) Einstellung eines Klassizierungslters
f

ur jede Ausgabe der Neuronalen Netze.
Abbildung 6.11: Benutzerdenierte Filterung der Klassikation.
Der Benutzer kann ferner in der Liste aus Abbildung 6.11(a) beliebige Filter ein-
geben, gegen die er die Datens

atze pr

ufen m

ochte. Ein solcher Filter ist in Abbil-
dung 6.11(b) dargestellt. F

ur jedes Merkmal mu ein Intervall angegeben werden, das
angibt, ob der Filter aktiviert wird. Weiterhin kann ein optimaler Wert angegeben
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werden, der als Vorschlag zur Umklassizierung dient.
Abbildung 6.12: Visualisierung der Merkmale eines durch den Filter gefundenen Da-
tensatzes am Beispiel eines zweidimensionalen Merkmalsvektors.
In Abbildung 6.12 ist eine Beispielsausgabe zu sehen, nachdem der Klassikator vier
Treer gefunden hat. Jeder Datensatz besteht aus zwei Punkten, die

uber der x-Achse
des Ausgabefensters aufgetragen sind. Mit der Zeitachse (time-Dimensionsschieberegler)
l

at sich das entsprechende Pattern w

ahlen. Unter der Ausgabe f

ur die Datenpunkte
ist die aktuelle Klassikation f

ur diesen Datensatz zu sehen (features).
F

ur jede gefundene Klassikation wird eine Selektion erzeugt. Anhand dieser Se-
lektionen lassen sich die Klassizierungen

andern. Die Aktivierung der Selektion durch
den Benutzer bereitet einen der gefundenen Patterns f

ur die Umklassizierung vor.
Nachdem eine entsprechende Anzahl von Datens

atzen gefunden wurde, bzw. wenn
das Ende der Sequenz oder Epoche erreicht wurde, stoppt der Klassikator die Verar-
beitung und erlaubt dem Benutzer, die Daten umzuklassizieren.
Nachdem der Klassikator gestoppt hat, besteht f

ur den Benutzer die M

oglichkeit,
die klassizierten Daten mit anderen Klassenzugeh

origkeiten zu versehen. Dazu kann er
sich anhand der Selektionsschalt

achen auf der rechten Seite eine gefundene Klassika-
tion aussuchen, die er

andern m

ochte. Anschlieend werden im Reklassikationsfenster
alle Filter aufgef

uhrt, die auf diesen Datensatz zutreen. Mittels der Selektionskn

opfe
auf der rechten Seite kann er die Daten auf den vordenierten Wert des Filters um-
klassizieren.
6.4.4 Automatisches Sammeln von Beispielsdaten
Die Idee beim Sammeln von Beispielsdaten besteht darin, m

oglichst objektiv diejenigen
Daten zu detektieren, bei denen die Lernkomponente keine hinreichend gute Klassi-
kation liefert. Es handelt sich also um die Detektion neuer Beispiele aus den Rohda-
ten, zu denen noch keine Klassikation durch den Experten durchgef

uhrt worden ist,
d.h. die also noch unbekannt sind. Um vorurteilsfrei eine Beispielsammlung anfertigen
zu k

onnen, m

ussen zuf

allig ausgew

ahlte Rohdaten diagnostiziert werden, und aus der
Klassikation mu abgeleitet werden k

onnen, ob das betreende Beispiel protokolliert
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werden soll. Zus

atzlich kann eine Absch

atzung der Dringlichkeit der Betrachtung dieses
Beispiels prognostiziert werden.
Dies kann dadurch bewerkstelligt werden, indem direkt die Ausgaben des Dynamic
Bounds-Netzes verwendet werden. Dabei existieren die folgenden M

oglichkeiten, eine
Eingabe ~x zu klassizieren (vgl. Kapitel 5.3):
1. prop(~x) =
~
0.
Das Beispiel wird abgelehnt. Das bedeutet, da f

ur diese Regionen des Merkmals-
raums noch keine Beispielsdaten existieren.
2. 9~c
1
; ~c
2
2 prop(~x) : ~c
1
6= ~c
2
Es existieren mehrere Klassikationen von ~x mit unterschiedlicher Klassenzu-
geh

origkeit. Das Beispiel bendet sich also im Einubereich verschiedener Klas-
sen, d.h. in der internen Repr

asentation von Dynamic Bounds

uberlappen sich
die Regionen.
3. ~x 2 H von genau einer Klasse.
Der Dynamic Bounds klassiziert dieses Beispiel nur als Hypothese. ~x bendet
sich also in der N

ahe einer sicheren Region der gleichen Klasse.
4. ~x 2 R.
Das Beispiel bendet sich in einem bekannten Randbereich zwischen zwei oder
mehreren Klassen.
5. ~x 2 S von genau einer Klasse.
Das Beispiel ist innerhalb einer sicheren Region.
Die oben angef

uhrten Klassikationsm

oglichkeiten sind nach ihrem Grad der Not-
wendigkeit zur

Uberpr

ufung absteigend sortiert. Dieser Proze des Beispielsammelns
wird oine in der Optimierungsphase durchgef

uhrt. Zu jeder der aufgef

uhrten Klassen
wird eine maximale Anzahl an Beispielen gesammelt bzw. f

ur den gesamten Proze eine
obere Zeitschranke angesetzt. Dies ist deswegen sinnvoll, da die gesammelten Beispiele
anschlieend dem Experten direkt im Zusammenhang mit den Rohdaten pr

asentiert
werden, damit dieser sie klassizieren kann.
Durch das interaktive Lernen ver

andert sich die Klassikationsg

ute der Lernkompo-
nente, und dadurch k

onnte eine Vielzahl der gesammelten Problemf

alle durch wenige
Repr

asentanten abgedeckt werden. Aus diesem Grund ist es sinnvoll, zu Beginn auf
diese Art des Sammelns von Beispielen zu verzichten und erst interaktiv einen Grund-
klassikator aufzustellen. Dann wird mit geringen Suchmengen und h

augeren Inter-
vallen nach zus

atzlichen Beispielen gesucht und die Gr

oe der Suchmenge sukzessive
erh

oht.
Dieser Proze kann prinzipiell auch parallel zum Interaktiven Lernen stattnden,
wenn daf

ur in Kauf genommen wird, da bereits korrekt klassizierte Beispiele noch-
mals als Problembeispiele pr

asentiert werden.
Die Einbeziehung der letzten beiden Gruppen von Klassikationen (Nummer 4 und
5) dient im wesentlichen zur Validierung des Klassikators. Diese Beispiele k

onnen
nach erfolgreicher

Uberpr

ufung der Klassikation in den Testdatensatz aufgenommen
werden.
Bei der ILD kommt das Wissen aus den Beispielen, die durch den Experten klas-
siziert werden. Deswegen ist es essentiell, alle diese Beispiele zu protokollieren. Denn
6.5 Verwaltung von Beispielswissen 109
das aufwendigste der ILD besteht gerade in der Wissensakquisition, und deshalb darf
das einmal akquirierte Wissen nicht wieder verloren gehen.
6.5 Verwaltung von Beispielswissen
Gew

ohnlich werden Beispiele in Form einfacher Dateien abgelegt, so da die sp

ater
immer wieder auftretende Aufteilung in Lern-, Test- und andere Datens

atze sowie
die groe Anzahl von entstehenden Netzen und unterschiedlichen Vorverarbeitungs-,
Merkmalsextraktionsalgorithmen oder Anordnungen zur Verwirrung des Entwicklers
f

uhren.
W

ahrend der Erstellung eines Diagnosesystems m

ussen notgedrungen unterschied-
liche Kongurationen evaluiert werden, und es werden auch zu diesen unterschiedlichen
Kongurationen die entsprechenden Klassikatoren und ihre Qualit

at ben

otigt, um sie
miteinander zu vergleichen.
Die Wissensverwaltung hat die Aufgabe, alle anfallenden Beispiele, Regeln, Applika-
tions- und Vorverarbeitungskongurationen sowie die Netzkongurationen und die er-
zielten Ergebnisse persistent zu sichern. Sie werden in der CMS -Datenbank aufbe-
wahrt (siehe auch Anhang B).
Alle anfallenden Beispiele werden in die Datenbank aufgenommen. Dabei wird ge-
pr

uft, ob das Beispiel nicht im Konikt mit einem bereits vorhandenen Beispiel steht.
Dies wird anhand einer applikationsunabh

angigen Erfassung der Position des Beispiels
erm

oglicht. Die Position beschreibt dabei auf abstrakte Art und Weise, wie ein Beispiel
wieder in den Daten lokalisiert werden kann. Dabei mu ber

ucksichtigt werden, da
sich durch eine andere Art der Vorverarbeitung die Positionsinformation nicht

andern
darf, damit immer eine eindeutige Zuordnung der Beispiele erfolgen kann.
Die Datenbank bietet dar

uber hinaus die M

oglichkeit, unterschiedliche statisti-
sche Prozeduren durchzuf

uhren. Dazu z

ahlt beispielsweise die Generierung der Cross-
Validation- Datens

atze und das parallele Einlernen unterschiedlich kongurierter Hy-
brider Knoten, was insbesondere f

ur das AuÆnden der richtigen Topologien und Initia-
lisierungen f

ur die Backpropagation-Netze notwendig ist. Dies geschieht mittels eines
sog. JobManagers. Weiterhin ist es m

oglich, die erzeugten Resultate zu verizieren.
Im folgenden Abschnitt wird die CMS -Datenbank n

aher erl

autert.
CMS-Datenbank
Die CMS -Datenbank orientiert sich haupts

achlich am Flu der Beispielsdaten und
ihrer Verwendung innerhalb des Diagnoseprozesses (siehe Abbildung 6.13). Jedes Pro-
jekt basiert auf einer Stammdatei, das die Positionen aller bekannten Beispiele enth

alt.
Von dieser Stammdatei werden sogenannte Stammdatei-Selektions-Dateien abgeleitet.
Jede CMS-Datei besitzt eine Versionsnummer, um so unterschiedliche Generationen
verwalten zu k

onnen. Im Gegensatz zu den CMS-Dateien existiert immer nur eine
Stammdatei zu einer Versionsnummer. Eine neue Versionsnummer wird immer dann
erzeugt, wenn Beispiele gel

oscht bzw. umklassiziert werden m

ussen. Das Hinzuf

ugen
von Beispielen ver

andert die Versionsnumerierung nicht.
Die Ableitung der CMS-Dateien von der Stammdatei oder anderen CMS-Dateien
ist immer eine Datenselektion, d.h. da niemals neue Beispiele in die abgeleiteten CMS-
Dateien einieen, sondern da sie immer eine Untermenge des Vorg

angers sind. Von
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Parameter
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Parameter Konfigurations-
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Abbildung 6.13: Die Abh

angigkeiten der einzelnen Elemente der CMS -Datenbank.
Sie repr

asentieren die Beispielsselektion zu den unterschiedlichen Zeitpunkten des ILD-
System-Lebenszyklus.
einer CMS-Datei k

onnen grunds

atzlich mehrere Nachfolger abgeleitet werden (vgl. Ab-
bildung 6.13).
Die gesamte Struktur stellt also einen azyklischen gerichteten Graphen dar. Dieser
kann in drei Ebenen eingeteilt werden, die durch zwei Prozeschritte getrennt sind
(siehe Abbildung 6.14).
CMSStammdatei
Sequenz-Menge
Applikation
Abbildung 6.14: Der Ablauf der Prozeschritte in der CMS -Datenbank.
Die Prozeschritte gliedern sich dabei wie folgt:
 Das Ausf

uhren der Applikation und die Anwendung der Vorverarbeitung und der
Merkmalsberechnung auf die Beispiele, die durch die Positionsinformation de-
niert sind. Dazu werden alle notwendigen Parameter der involvierten Algorithmen
von der Datenbank gespeichert, um eine sp

atere Rekonstruktion durchf

uhren zu
k

onnen.
 Die Ausf

uhrung des CMS , um weitere Vorverarbeitungs- und Merkmalberech-
nungsschritte durchzuf

uhren und alle involvierten Lernalgorithmen ablaufen zu
lassen. Die Parametrisierung diese Prozesses wird wiederum in der Datenbank
abgespeichert.
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Dadurch ergibt sich eine Dreiteilung des Beispielsusses:
 Die Selektion der Beispiele, die durch die Applikation ausgewertet werden sollen.
Zu diesem Zeitpunkt besteht das Beispiel im wesentlichen aus der Klassikation
und der Positionsangabe.
 Die Beispiele sind um die durch die Applikation berechneten Merkmale erweitert
und k

onnen weiter selektiert werden. An dieser Stelle wird beispielsweise die
Aufsplittung f

ur die Cross-Validation durchgef

uhrt.
 Die durch das CMS verarbeiteten Beispiele enthalten zus

atzlich die Klassika-
tion und diverse Angaben zur G

ute des Ergebnisses.
Abbildung 6.15: Graphische Darstellung der Abh

angigkeit der CMS-Dateien inner-
halb eines Projekts. Deutlich zu sehen sind die unterschiedlichen CMS-Datei-Typen
und Anzahlen der selektierten Beispiele.
Dieser Proze kann sich an einer beliebigen Stelle aufspalten, indem unterschiedli-
che Versuche mit ge

anderter Parametrisierung durchgef

uhrt werden (siehe Abbildung
6.15). Es entsteht eine baumartige Struktur. Durch diese Art der Sicherung der Er-
gebnisse ist es jederzeit m

oglich, Ergebnisse abzurufen und zu vergleichen. Durch die
Protokollierung der Parameter f

ur die Applikation sowie f

ur die Konguration des
CMS k

onnen Experimente jederzeit wiederholt bzw. objektiv verglichen werden.
Als Grundlage f

ur die CMS -Datenbank wurde OBST verwendet. Das ist ein am
FZI (Forschungszentrum Informatik an der Universit

at Karlsruhe) im Rahmen eines

oentlich gef

orderten Projekts entwickeltes objektorientiertes-DBMS. Mit Hilfe dieser
objektorientierten Datenbank wurden in dieser Applikation bis zu einer Million Objekte
verwaltet.
Um diese Datenbank und die Lernkomponente handhaben zu k

onnen, wurden die
nachfolgenden Monitore entwickelt.
112 6.6 Monitorkomponente
6.6 Monitorkomponente
Die Monitorkomponente setzt sich aus unterschiedlichen Teilkomponenten zusammen:
den CMS -Monitor, f

ur die Visualisierung des Lernfortschritts der Lernkomponente,
die Inspektion und Abfrage der CMS -Datenbank als auch der Zust

ande der laufenden
parallelen Diagnoseprozesse (siehe Abschnitt B).
Abbildung 6.16: Ein CMS -Monitor zur

Uberwachung der Klassikationsg

ute.
Der CMS -Monitor erlaubt es, die Klassikationsg

ute direkt anzuzeigen. Es ist
m

oglich, unterschiedliche Kriterien f

ur die Klassenzuordnung zu spezizieren, bzw. die
Schwellen f

ur die Richtig/Falsch- und Nichtklassikation zu variieren (siehe Abbildung
6.16). Durch den Monitor kann eine Konfusionsmatrix erstellt werden, die ein Spiegel-
bild der Tresicherheit des Klassikators darstellt, indem sie die Ausgabe des Klassi-
kators den vorgegebenen Klassikationen gegen

uberstellt. Des weiteren ist auch die
Ermittlung der applikationsabh

angigen Risikomatrix m

oglich, indem die klassenspezi-
schen Risikofaktoren eingetragen werden k

onnen (siehe Abschnitt D.2). Dadurch ist
eine objektive Bewertung der Klassikatorg

ute m

oglich.
Basierend auf der CMS -Datenbank sind diverse Vergleiche, Abfragen und Reports
verf

ugbar (siehe Abbildung 6.15). Dazu geh

ort auch die Berechnung der Kondenzin-
tervalle in Abh

angigkeit von der Anzahl der Testbeispiele und die Ausgabe der darauf
basierenden Zusicherungen f

ur die Klassikatorg

ute (siehe D.4).
Des weiteren k

onnen die parallel laufenden Diagnoseprozesse einer Applikation, spe-
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ziell die auf mehreren Rechnern laufenden Auswertungen der Pipelinediagnose,

uber-
wacht werden (siehe Abschnitt B).
6.7 Res

umee
Die Interaktion bietet f

ur den Benutzer eine Kommunikationsm

oglichkeit mit dem Sy-
stem. Dabei erh

alt er die M

oglichkeit,

uber diverse Visualisierungstechniken und Se-
lektionsm

oglichkeiten direkt in den Lernvorgang einzugreifen, als auch die Betrachtung
der unterschiedlichen Monitore des ILD-Prozesses zu

uberwachen.
Es wird die graphische Interaktion beschrieben, die mittels des speziell daf

ur ent-
wickelten Ober

achensystems Iface realisiert wurde. Mit Hilfe dieses Systems k

onnen
multivariate Daten auf eine f

ur den Benutzer intuitiv verst

andliche Weise dargestellt
und sogar weitere durch den Anwender denierte Darstellungen verarbeitet werden.
Ein wesentlicher Bestandteil der Interaktion besteht in den unterschiedlichen Darstel-
lungsm

oglichkeiten der Daten. Dazu geh

oren die Multidimensionsdarstellung, die Ma-
trixdarstellung, die textuelle Ausgabe und die Ausgabe in Diagrammform (Linien- und
Falschfarbendiagramme), wobei die Datenmenge mittels spezieller Selektionen einge-
schr

ankt werden kann.
Die Interaktion beschr

ankt sich jedoch nicht nur auf die Darstellungsm

oglichkei-
ten der Daten, sondern ihre Hauptaufgabe besteht eigentlich darin, eine interaktive
Wissensakquisition zu erm

oglichen. Dies wird im wesentlichen durch die folgenden In-
teraktionsm

oglichkeiten erreicht:
 Integration von Regelwissen,
 Interaktive Diagnostizierung,
 Interaktive Diagnoselterung.
Auch wenn bei der vorliegenden Untersuchung davon ausgegangen wurde, da nur
wenige oder keine Regeln bez

uglich des zu diagnostizierenden Problems existieren, wur-
de dennoch die M

oglichkeit, Regeln zu integrieren, bereitgestellt. Diese k

onnen dann
mittels Wenn-Dann-Beziehungen interaktiv als konkrete Abbildung aus dem Merkmals-
raum auf unterschiedliche Klassen dargestellt werden.
Eine weitere Interaktionsm

oglichkeit besteht in der Interaktiven Diagnostizierung.
Neben der visuellen Darstellung und

Uberpr

ufung der Klassikationsergebnisse k

onnen
Falschklassizierungen oder Daten, die sich einer Klassikation entziehen, korrigiert
bzw. einer bestimmten Klasse zugeordnet werden, wobei auch vom System diesbez

uglich
eine Auorderung an den Benutzer erfolgt.
Als weitere interaktive Unterst

utzung bietet die Interaktive Diagnoselterung die
M

oglichkeit, den zu betrachtenden Datenraum auf bestimmte Ereignisse oder Klas-
sen einzuschr

anken. Damit lassen sich Teilproblematiken konkret auswerten und die
Komplexit

at reduzieren.
Unterst

utzt werden diese M

oglichkeiten der Interaktion durch das Sammeln von
Beispielsdaten. Dazu werden in einem oine-Proze alle nicht eindeutig zuordenbaren
Beispielsdaten gesammelt und dann komplett dem Benutzer zur

Uberpr

ufung pr

asen-
tiert. Dies dient dazu, dem Benutzer m

oglichst viele Daten, bei denen eine Interaktion
unbedingt erforderlich ist, auf einmal pr

asentieren zu k

onnen, um auf diese Weise eine
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zeitliche Verk

urzung der interaktiven Phase durch Ausschlu von Wartezeiten zu errei-
chen. Diese Vorgehensweise erm

oglicht es auch, die Vollst

andigkeit der Beispielsdaten
zu erh

ohen.
Zur Interaktion geh

oren auerdem noch Methoden zur Wissensverwaltung, die in
der vorliegenden Arbeit von der objektorientierten CMS -Datenbank

ubernommen
werden.
Abgerundet wird die Interaktion durch die Monitorkomponenten, die dem Benut-
zer die Entscheidungen und Zust

ande des Systems verst

andlich darstellen. Basierend
auf der CMS -Datenbank k

onnen mittels Abfragen und Reports, Entscheidungen des
Systems nachvollzogen werden.
Mittels der vorgestellten Interaktion wird also ein hohes Ma an Zusammenarbeit
und Transparenz zwischen System und Benutzer erreicht. Durch die exible Anpas-
sung der Visualisierung und der direkten Kopplung mit der Lernkomponente, werden
die gelernten Zusammenh

ange sofort umgesetzt. Dadurch wird der gesamte Lernpro-
ze des Diagnosesystems erheblich beschleunigt. Die experimentelle Validierung ist im
folgenden Kapitel enthalten.
Kapitel 7
Anwendung der Interaktiven
Diagnose
Im Rahmen der vorliegenden Arbeit wurden vier Projekte mit Hilfe des Interaktiven
Lernenden Diagnose-Konzepts realisiert. Dieses Kapitel diskutiert die Architektur, die
gesammelten Erfahrungen sowie die erzielten Ergebnisse der drei Projekte, die sich
mit der Pipelinediagnose besch

aftigen. Diese Projekte wurden mit unterschiedlichen
Anforderungen durchgef

uhrt, so da die Komplexit

at der einzelnen Komponenten der
Interaktiven Lernenden Diagnose in den Projekten variiert.
Durch diese Applikationen werden insbesondere die in den vorherigen Kapiteln be-
handelten Komponenten der Vorverarbeitung, Lernkomponente und Interaktionskom-
ponente genauer beispielhaft vorgestellt.
7.1 Ultraschallbasierte Diagnose von Pipelines mit
NeuroPipe I
Das in Abschnitt 1.1 beschriebene Szenario der Pipelinediagnose spiegelt genau die
Situation vor dem Einsatz des im Rahmen dieser Arbeit erstellten Diagnosesystems
NeuroPipe I (siehe auch [SBGB93, Sun94b, SE94, SBG95, SB95, SB96b]) wieder.
Die Ausgangssituation f

ur dasNeuroPipe I -Diagnosesystem bestand in der groen
Menge an bereits durchgef

uhrten und manuell ausgewerteten L

aufen des UltraScan{
Tools. Sie stellten neben der Vielfalt an Beispielsdaten auch den groen Erfahrungs-
schatz seitens der Auswerter sicher.
Die Zielsetzung des Diagnosesystems ist die Klassikation der wichtigsten in der Pi-
peline vorkommenden Anomalien und ihrer Bewertung. Die gesammelten Ultraschall-
medaten werden durch das NeuroPipe I -System oine ausgewertet, und die wich-
tigsten Anomalien werden anschlieend den Auswertern zur Validierung

ubergeben.
Im folgenden wird der Ablauf und die Architektur des Diagnosesystems NeuroPi-
pe I n

aher erl

autert.
Architektur des Diagnosesystems NeuroPipe I
Die Diagnose einer Pipeline erfolgt in vier Schritten, von denen die Rundnahtsuche
und die Defektsuche mit dem NeuroPipe I -System erfolgt:
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Daten

ubersetzung: Die B

ander, Festplatten oder andere Speichermedien werden
durch eine Datenkonvertierung in ein spezielles Format

ubersetzt. Dabei ent-
stehen die sogenannten *.dat Dateien, die als Rohdaten f

ur den weiteren Diagno-
seprozess dienen.
Rundnahtsuche: Mit Hilfe von NeuroPipe I wird das sogenannte Rohrbuch er-
stellt, das die Positionen der Rundn

ahte angibt. Dies sind genau diejenigen Di-
stanzen in der Pipeline, an denen jeweils zwei Rohre verschweit sind. Die Position
wird dabei mittels eines Odometerrades vermessen.
Defektsuche: Basierend auf dem Rohrbuch, wird eine rohrweise Diagnose der gesam-
ten Pipeline durchgef

uhrt. Die dabei entdeckten Defekte und Anomalien werden
abgespeichert und f

ur die nachfolgende Validierung aufbereitet.
Validierung: Ein Extrakt der gefundenen Defekte wird durch die Auswerter manuell

uberpr

uft und f

ur den Pipelilinebetreiber in einem Report zusammengefat.
Im folgenden werden die einzelnen Module und Komponenten der NeuroPipe I
Diagnosesystem-Architektur beschrieben. Die komplette modulare Struktur des Dia-
gnosesystems ist in Abbildung 7.1 dargestellt.
Als erster Schritt beim Aufbau des Diagnosesystems muten die Charakteristika der
Medaten ermittelt werden (siehe Abschnitt 4.2), damit eine sinnvolle Formatierung
(siehe Abschnitt 4.3) durchgef

uhrt werden konnte. Es wurden vier zweidimensionale
Felder identiziert, um die Medaten aufzunehmen: der Sensorabstand, die Wanddicke,
der Kompressionswert des Sensorabstandes und der Kompressionswert der Wanddicke.
Dar

uber hinaus wurde die Odometerinformation und die Rotation des Molchs in jeweils
ein eindimansionales Feld transformiert.
Diese Repr

asentation wird durch die Vorverarbeitung der Medaten (siehe auch Ab-
schnitt 4.4) derart modiziert, da ausschlielich denitiv unplausible Werte herausge-
ltert werden, wie beispielsweise Mesperrzeitfehler der Ultraschallmessung. Dar

uber
hinaus wird kein Modellwissen angewendet, da jede einzelne Messung bei den sp

ateren
Betrachtungen ausschlaggebend sein k

onnte.
Im n

achsten Schritt wird die Bestimmung der Medatenregionen durchgef

uhrt, die
sich ihrerseits in unterschiedliche Untermodule gliedert. Zun

achst wird der genaue Ver-
lauf der N

ahte ermittelt. Dann werden sie "ausgeblendet". Dies wird deswegen durch-
gef

uhrt, weil alle Schwein

ahte das Ultraschallsignal zerstreuen und "falsche" Anoma-
lien erzeugen. W

urde man die N

ahte durch die Anomaliesuche detektieren lassen, zer-
elen diese in viele Teilbereiche, und es w

urden wichtige Informationen verloren gehen,
ohne die es nicht mehr m

oglich ist, diese Regionen als N

ahte zu detektieren. Aus diesem
Grund werden die N

ahte vor der Anomaliesuche "ausgeblendet".
Bei der Bestimmung der Medatenregionen werden zun

achst die genauen Positionen
der Rundn

ahte gesucht und gel

oscht. Dies wird mit Hilfe eines adaptiven Verfahrens
auf der Basis von Kohonennetzen durchgef

uhrt (siehe [SE94]). Im n

achsten Schritt
werden alternativ die Positionen und L

oschungen von entweder spiralgeschweiten oder
l

angsgeschweiten Rohren durchgef

uhrt. Die spezielle Problematik der Suche nach der
Position der L

angsnaht in einem Rohr wird im Abschnitt 7.2 behandelt.
Als letzter Schritt bei der Bestimmung der Medatenregionen wird die eigentliche
Suche nach Anomalien ausgef

uhrt. Die Suche wird nach dem im Abschnitt 4.5 vor-
gestelltem Verfahren durchgef

uhrt. Dabei sind 12 Parameter f

ur die Arbeitsweise des
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Abbildung 7.1: Module und Datenu des NeuroPipe I -Systems.
Algorithmus verantwortlich. Sie sind in Abh

angigkeit von der Datenqualit

at und den
zu erzielenden Ergebnissen zu bestimmen. Gerade bei der Einstellung dieser Parameter
ist ein tiefes Verst

andnis f

ur die Arbeitsweise des Algorithmus und die physikalischen
Gegebenheiten in der Pipeline notwendig.
Nach dem AuÆnden der Anomalien wird aus der jeweiligen Region eine feste An-
zahl von Merkmalen extrahiert. Auch hier o das Wissen

uber die Applikation in die
Auswahl der geeigneten Berechnungsalgorithmen f

ur die Merkmale mit ein. Es wur-
den anf

anglich 82 Merkmale deniert, die nach

Uberpr

ufung ihrer Relevanz, mittels
des MIFS-Verfahrens, auf 41 reduziert werden konnten. Die Berechnung der Fraktalen
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Dimension ergab einen Wert von 3:37 f

ur die Informationsdimension (q = 1) (siehe Ab-
schnitt 4.7.1). Daraus l

at sich schlieen, da aussagekr

aftigere Merkmale existieren,
die die gleiche Aussagekraft besitzen. Leider gibt das Verfahren keinen Hinweis darauf,
wie diese Merkmale aussehen.
Die Klassikation der Merkmale der Anomalien wird durch die Lernkomponente
vorgenommen. Dazu wurde die Klassikation in zwei Stufen durchgef

uhrt, die erste um-
fat die Grobklassikation mittels eines Vorg

angers des Dynamic Bounds-Netzes, die
zweite die Feinklassikation durch Verwendung der Backpropagation{Netze (RPROP-
Netze). Bei diesem Vorgehen werden die durch die Grobklassikation nicht erkannten
Anomalien durch die Feinklassikation zugeordnet. F

ur jede Klasse existiert genau ein
RPROP-Netz, da nur f

ur seine Klasse verantwortlich ist. Die so gewonnene Defekt-
klassikation wird an eine Ergebnis-Datenhaltung weitergeleitet.
Neben dem Problem, die beste Topologie f

ur die RPROP-Netze zu bestimmen,
kristallisierte sich das Zusammenstellen der Trainingss

atze als weiteres Problem heraus.
Aus diesem Grund ist ein interaktives Klassikationssystem entwickelt worden, da
dem Benutzer die gefundenen Anomalien pr

asentiert und ihm die M

oglichkeit bietet,
die Klassikation des Systems direkt w

ahrend der Diagnose zu kontrollieren und zu
korrigieren.
Die in Abbildung 7.2 dargestellten Anomalien stellen unterschiedliche Arten von
Defekten dar, die mit NeuroPipe I gefunden wurden. Das System pr

asentiert dem
Benutzer interaktiv die Anomalien. Er kann ggf. die Klassikation korrigieren und in
die Lerndatenhaltung

ubernehmen.
Abbildung 7.2: Verschiedene Anomalien, Defekte in der Pipelinewand in einer C-
scan-(Falschfarben) -Darstellung. (a) interner Materialverlust, ist eine Korrosion an
der Wandinnenseite; (b) Lamination, ist ein Herstellungsbedingter Einschlu bzw. In-
homogenit

at des Materials; (c) Beule, ist ein Ausbeulen der Rohrwand z.B. durch einen
Stein.
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Durch die Prozedur der Interaktion werden neue noch nicht bekannte bzw. falsch-
klassizierte Beispiele gesucht. Das Problem bei der Suche nach repr

asentativen Bei-
spielen besteht in der Tatsache, da die Beispiele nach subjektiven Kriterien durch den
Auswerter ausgesucht und bewertet werden. Das AuÆnden neuer aussagekr

aftiger und
geeigneter Beispiele erwies sich als sehr schwierig, da dem Auswerter nichts weiter zur
Verf

ugung stand als die Angabe, welche Anomalien nicht korrekt klassiziert werden
konnten, und sich der Einu eines neu hinzugef

ugten Beispiels auf die Klassikation
des Systems erst nach einer erneuten Lernphase auswirkte. Die daraus resultierende
Verz

ogerung betrug zu diesem Zeitpunkt etwa zwei Tage.
Ergebnisse der Diagnose mit NeuroPipe I
Das NeuroPipe I Diagnosesystem dient der vollautomatischen Erstellung von De-
fektlisten f

ur komplette Molchl

aufe. Es wird z.Z. eingesetzt, um die Diagnose durch-
zuf

uhren. Ein Extrakt der so erstellten Defektanalysen wird durch die Auswerter

uber-
pr

uft.
Der erster Einsatz von NeuroPipe I erfolgte zur Diagnose der Ultraschalldaten ei-
ner 1100km langen Pipeline mit 52Zoll Durchmesser. Die manuelle Auswertung dieser
Datenut (70 CD's mit 50zig-fach komprimierten Daten) h

atte das gesamte Auswer-
teteam (ca. 30 Leute) ein Jahr in Anspruch genommen. Das NeuroPipe I -System
konnte die Auswertung im Parallelbetrieb auf 3 SUN Sparc-II Maschinen in drei Mo-
naten abschlieen.
Dabei wurden korrekte Ergebnisse von

uber 95% erzielt, wobei die restlichen 5%
zum Teil durch das System selbst als zu

uberpr

ufenden Kandidaten ausgewiesen wur-
den, und der restliche Anteil zum Einem durch die

Uberpr

ufung der Ergebnislisten
seitens der Auswerter identiziert werden konnte (siehe [SBG95]), zum Anderen De-
fektkandidaten darstellten, die auch durch die Experten nicht zugeordnet werden konn-
ten.
Phase Aufwand in %
Entwicklungsumgebung 30
Anomaliesuche 20
Vorverarbeitung 10
Klassikation 10
Beispielsuche 30
Tabelle 7.1: Prozentueller Arbeitsaufwand f

ur die einzelnen Teile des Diagnosesystems
NeuroPipe I .
In Tabelle 7.1 ist der Aufwand f

ur die einzelnen Phasen bei der Erstellung des
Diagnosesystems dargestellt. Die Zahlen belegen, da der gr

ote Aufwand bei der Er-
stellung der Entwicklungsumgebung und der Wissensakquisition lag. Es hat sich her-
ausgestellt, da die zur Verf

ugung gestellten Defektlisten f

ur das Einlernen des Diagno-
sesystems nicht benutzt werden konnten, da die Position eines Defektes nicht eindeutig
genug ermittelbar war, bzw. die Listen unvollst

andig waren, da sie nur die tats

achlichen
Fehler enthielten, aber die Negativbeispiele (kein Defekt) fehlten. Von den gefundenen
Anomalien sind allerdings nur etwa 30% tats

achliche Defekte, die restlichen Anomalien
sind auf das Rauschen in den Medaten zur

uckzuf

uhren.
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Im Laufe der fast einj

ahrigen Sammlung von Beispielen, wurden etwa 2400 Anoma-
lien klassiziert. Aus diesen waren wegen unterschiedlicher Gr

unde nur etwa die H

alfte
tats

achlich f

ur das Einlernen des Klassikators von Nutzen (aus dieser Quelle stammt
der defect1 Datensatz).
Es hat sich herausgestellt, da sich eine gute Interaktion ohne die sofortige Adaption
des Diagnosesystems auf die neu klassizierten Beispiele den Wissensakquisitionproze
stark in die L

ange zieht. Dar

uber hinaus wurde die Notwendigkeit einer strukturierten
Datenhaltung oensichtlich, da der

Uberblick

uber die unterschiedlichen Versuchsrei-
hen und Kongurationen nur sehr schwierig aufrechtzuerhalten war.
7.2 Interaktive Diagnose von L

angsn

ahten
Eine Teilaufgabe des NeuroPipe I -Projekts befate sich mit der Diagnose von L

angs-
n

ahten. Das Ziel bestand darin, ein Neuronales Netz dahingehend einzulernen, die
L

angsn

ahte auch in sehr stark verrauschten Rohdaten wiederzunden. Dies ist ein
sehr wichtiger Schritt bei der Diagnose der Ultraschalldaten, da die Schwein

ahte das
Ultraschallsignal stark zerstreuen und dadurch anomalien-/defekt

ahnliche Regionen
bilden, die durch den Klassikationsprozess f

alschlicherweise als Defekt klassiziert
werden k

onnten.
Aus diesem Grund wird die Position der L

angsnaht gesucht und anschlieend aus
der Mewertrepr

asentation gel

oscht. Eine komplette Darstellung eines Rohrabschnitts
mit L

angsnaht ist in Abbildung 7.3 zu sehen.
Abbildung 7.3: Falschfarbendarstellung eines Rohrabschnittes aus demNeuroPipe I
Projekt. Die L

angsnaht (Schweinaht) pr

asentiert sich im oberen Bereich beider 2D-
Bilder als ein mehr oder weniger homogener Waagerechter Balken.
Der spezielle Aufbau der an der Detektion der L

angsnaht beteiligten Module ist in
Abbildung 7.4 dargestellt.
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Abbildung 7.4: Module und Datenu der L

angsnahtsuche im NeuroPipe I -
Systems.
F

ur die Klassikation wurden insgesamt 75 Merkmale pro Sensor
1
berechnet. Die
Lernkomponente erstellt f

ur die aus jeden Sensor stammenden Sensorwerte eine se-
parate Klassikation, ob diese spezielle Umfangsposition (Sensor) als zur L

angsnaht
zugeh

orig betrachtete werden soll, oder zu dem "normalen" Signalmewerten geh

ort.
Um die Akquisition der L

angsnahtpositionen zu beschleunigen, wurde eine spezielle
Interaktionsvisualisierung entwickelt. Sie stellt die Klassikationen der Lernkomponen-
te unmittelbar graphisch dar, und bietet dem Benutzer durch Selektion die M

oglichkeit,
diese zu korrigieren. Die Klassikation der Position der L

angsnaht kann aus Abbildung
7.5 entnommen werden, die bereits die klassizierte Position der Naht enth

alt.
Durch diese Art der Darstellung und unter Verwendung der Selektion als direkte
Zuweisung der Klassenzugeh

origkeit konnte die Geschwindigkeit der Interaktion we-
sentlich gesteigert werden. Gleichzeitig wurden sehr kurze Zyklen f

ur das Aufstellen
neuer Klassikatoren mit den neu gesammelten Beispielsdaten durchgef

uhrt. Durch
diese Manahmen konnte die Akquisition der Beispiele auf nur eine Woche reduziert
werden, wobei in dieser Zeit 9880 Beispiele gesammelt wurden.
Die aus diesem Projekt stammenden Beispielsdaten sind in dem lweld-Datensatz
1
Die Sensoren entsprechen in der C-Scan Darstellung den waagerechten Linien.
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Abbildung 7.5: Klassizierung der L

angsn

ahte imNeuroPipe I -Projekt. Der schwar-
ze waagerechte Balken bezeichnet dabei die get

atigte Klassikation und/oder die Kor-
rektur durch den Benutzer.
zusammengefat (siehe Abschnitt E.2).
7.3 Magnetstreuubasierte Diagnose von Pipeli-
nes mit NeuroPipe II
NeuroPipe II stellt eine Weiterentwicklung von NeuroPipe I dar. Das Diagnosesy-
stem fokusiert nicht nur auf einen speziellen Molchtyp, sondern ist als eine Toolbox
zur Diagnose mit unterschiedlichen Molchtypen und Meverfahren in der Pipelinein-
spektionen konzipiert. Als Basis f

ur diese Diagnosesystemtoolbox dient der CMS , der
aller verwendeten Module zu einem Datenugraph zusammengef

ugt. Die interaktive
Schnittstelle ist mit Hilfe des Iface-Systems aufgebaut.
DasNeuroPipe II -System ist im ersten Schritt f

ur die Diagnose von magnetstreuf-
lubasierten Medaten aufgebaut worden.
Das eingesetzte Magnetstreuuverfahren bedient sich eines starken Permanentma-
gneten, der ein Feld aufbaut, dessen Feldlinien in Fahrtrichtung des Molchs orientiert
sind. Bei einem Defekt in der Wand (Verminderung der Wanddicke durch Korrosi-
on), werden die Feldlinien aus dem Metall "gedr

uckt". Die

Anderung des Magnetfeldes
wird mittels Hall-Sensoren gemessen und abgespeichert. Leider ist dies ein indirektes
Meverfahren, was bedeutet, da es nicht allgemeing

ultig m

oglich ist, anhand der auf-
gezeichneten Signale auf die Kontur des Defektes zu schlieen. Es ist nur eine Sch

atzung
der Ausdehnung m

oglich.
Die unterschiedliche Charakteristik der Magnetstreuudaten gegen

uber den Ultra-
schalldaten fordert auch ein dierenziertes Vorgehen bei der Diagnose. Der Datenu
und die beteiligten Module an der magnetstreuubasierten Diagnose k

onnen der Ab-
bildung 7.6 entnommen werden.
Die grobe Struktur der Diagnose ist mit der bei den Ultraschalldaten identisch. Die
7.3 Magnetstreuubasierte Diagnose von Pipelines mit NeuroPipe II 123
Lernkomponente
Vorverarbeitung
Bestimmung der Meßdatenregion
Formatierung 
in interne
Repräsentation
Ultraschall
Rohdaten
Vorverarbeitung
der Meßdaten
Charakterisierung
der Meßdaten
Kantendetektion
Ermittlung
zusammenhängender
Linienzüge
Gruppierung
zu Anomalien
Grobklassifikation
Feinklassifikation
mit RPROP
Feinklassifikation
mit RPROP
Anomalie−
Klasse
Ergebnis−Datenhaltung
Interaktionskomponenten
Lern−Monitor Meßdaten−
Visualisierung
Lerndatenhaltung
Interaktive
Klassifikation
Gruppierung zu
Anomalieregionen
Wissensdatenbank
Abfragen
Merkmals−
berechnung
Abbildung 7.6: Module und Datenu des NeuroPipe II -Systems f

ur die magnet-
streuubasierten Medaten.
Unterschiede treten bei der Arbeitsweise der einzelnen Module auf.
Die Vorverarbeitung der Medaten besteht aus verschiedenen Substitutions-, Die-
renzierungs- und Duplizierungsoperatoren. Dem schliet sich die Detektion von Kanten
mittels Extremabestimmung in der Dierenzdarstellung. Diese kanten werden zu Lini-
enz

ugen gleichen Typs (Maximum, Minimum) zusammengeschlossen. Durch einen end-
lichen Automaten werden die umschlossenen Fl

achen identiziert und zu Anomalien
gruppiert. Basierend auf diesen Fl

achen werden unterschiedliche Merkmale ermittelt.
Anschlieend wird die Klassikation mittels der Lernkomponente durchgef

uhrt (ist zum
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jetzigen Zeitpunkt noch nicht komplett realisiert). Als letzten Schritt in der Diagnose
werden dann die klassizierten Anomalien anhand der Klassikation zu Anomalieregion
gruppiert, die dann die endg

ultige Defektregion bildet.
In Abbildung 7.7 sind die Anomalien dargestellt, wie sie dem Benutzer pr

asentiert
werden. Er kann auf einen Blick

uberpr

ufen, ob das System korrekt gearbeitet hat. Es
ist auch m

oglich, nur bestimmte Typen von Anomalien darzustellen, so z.B. die unsi-
cheren Kandidaten. Die korrigierte Klassikation kann sofort in die CMS-Datenbank

ubernommen werden.
Abbildung 7.7: C-Scan Darstellung der Magnetstreuu-Daten einer Pipeline Inspek-
tion.
Auch wenn sich die Lernkomponente noch nicht im Echteinsatz bendet, konnte
durch das automatische AuÆnden der Anomalieregionen, der Berechnung einiger wich-
tiger Kennzahlen und der dazugeh

origen Visualisierung der Regionen die Geschwindig-
keit der manuellen Auswertung verdoppelt werden, womit der Vorteil der visuellen
Interaktion in einem Diagnosesystem best

atigt wird.
7.4 Res
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Allen Diagnosesystemen ist es gemeinsam, da ein groer Arbeitsaufwand mit der Pro-
grammierung der Merkmale verbunden ist. Dieser konnte nur im Fall der L

angsnaht-
Diagnose verringert werden, da viele Merkmale von der Anomaliesuche bei NeuroPi-
pe I

ubernommen oder leicht modiziert werden konnten (vgl. Abschnitt 4.9).
Leider mu festgestellt werden, da diese Vorgehensweise nicht ohne weiteres ver-
allgemeinbar ist. Aus diesem Grund wurde NeuroPipe II nach dem Toolbox Prinzip
konzipiert, damit schneller neue Algorithmen der Vorverarbeitung integriert werden
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k

onnen. Es ist davon auszugehen, da sich die Algorithmen in einem Anwendungsbe-
reich (Pipelinediagnose) unter den verschiedenen Molchtypen zum groen Teil austau-
schen lassen.
Das n

achste zu l

osende Problem bestand in der sinnvollen Wahl der Merkmale.
Dieses Problem stellt sich insbesondere, wenn nicht gen

ugend Beispiele zum Lernen
vorhanden sind. Im NeuroPipe I -Projekt wurde das MIFS-Verfahren mit Erfolg zur
Reduktion der Anzahl der Merkmale eingesetzt, indem die Anzahl von 82 auf 41 re-
duziert werden konnte. In diesem Zusammenhang ist anzumerken, da die Fraktale-
Dimension nach dem Entfernen vom Merkmalen als Indikator f

ur groe

Anderungen
in der Aussagenkraft der Daten dienen kann (vgl. Abschnitt 4.7.1).
Bereits im NeuroPipe I -Projekt wurde der Hybride Knoten in einer fr

uhen Form
eingesetzt. Es wurde eine Vorklassikation mit einer fr

uheren Version des Dynamic
Bounds Netzes durchgef

uhrt. Die weitergehende Klassikation

ubernahmen Backpro-
pagation{Netze. Dabei war jedes Netz f

ur eine Klasse zust

andig. Die mit dieser Vor-
gehensweise erzielten Ergebnisse f

uhrten zur Weiterentwicklung des Dynamic Bounds
und des Hybriden Knotens zu der im Kapitel 5 vorgestellten endg

ultigen Form. Bei-
de Konzepte wurden wesentlich weiterentwickelt. Konkrete Testergebnisse zu diesen
Ans

atzen benden sich in Abschnitt 5.3.6 und 5.4.4.
Allen hier vorgestellten Diagnosesystemen ist die interaktive Wissensakquisition
gemeinsam. Das Problem solcher interaktiver Schnittstellen ist der hohe Erstellungs-
aufwand. Motiviert durch die Erfahrungen der NeuroPipe I Applikation wurde im
Rahmen dieser Arbeit das Iface-Konzept entwickelt, das in NeuroPipe II , CMS
und der CMS -Datenbank f

ur die Benutzerinteraktion benutzt wird. F

ur die Wis-
sensakquisition wird dabei vor allem das Konzept der multivariaten Daten und deren
Darstellung genutzt. Mit Hilfe von Iface k

onnen Applikationen wesentlich schneller
aufgebaut werden und auch exibel durch Visualisierungs- und Wissenakquisitions-
komponenten mit dem Benutzer kommunizieren.
Die Notwendigkeit ad

aquater Schnittstellen kann insbesondere an der schnellen Ak-
quisition von Beispielen im Falle der L

angsnaht-Diagnose nachvollzogen werden, wo
innerhalb von nur einer Woche 10.000 Beispiele gesammelt werden konnten. Dar

uber
hinaus hat es sich als notwendig herausgestellt, eine benutzergef

uhrte Filterung der
klassizierten Daten durchzuf

uhren, weil die Anwender oft nur an bestimmten Vor-
kommnissen interessiert sind.
Als sehr hilfreich hat sich bei den zeitintensiven NeuroPipe-Applikationen das
oine-Sammeln von Beispielen herausgestellt. Durch diese Vorgehensweise wird dem
Anwender viel Zeit erspart, indem die Standardfehler nicht mehr visualisiert werden,
sondern nur genau diejenigen, die aus irgendwelchen Gr

unden der manuellen

Uber-
pr

ufung bed

urfen.
Insbesondere bei dem oine-Sammeln von Beispielen werden die Datenmengen
un

ubersichtlich, und die Lernergebnisse k

onnen nur mit groer Sorgfalt den korrek-
ten Lerndaten zugeordnet werden. Die diesbez

uglichen Erfahrungen aus NeuroPipe I
f

uhrten zu der Erstellung der CMS -Datenbank. Sie bietet die M

oglichkeit verschie-
dene verteilte Experimente (mittels des JobManager-Systems) durchzuf

uhren und zu
vergleichen. Durch die Standardisierung der Wissensverwaltung kann eine Reihe von
Auswertungen durch die Monitorkomponente durchgef

uhrt werden. Dar

uber hinaus
hat es sich bei NeuroPipe I als sehr umst

andlich herauskristallisiert, die G

ute der
Klassikation korrekt zu bewerten. Aus diesem Grund wurden in den CMS und die
CMS -Datenbank Methoden f

ur die Bewertung integriert.
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Im folgenden Kapitel werden die Untersuchungsergebnisse abschlieend zusammen-
gefat, und ein Ausblick auf m

ogliche weiterf

uhrende Arbeiten diskutiert.
Kapitel 8
Zusammenfassung und Ausblick
In der vorliegenden Arbeit wurde die Diagnose von stark verrauschten subsymbolischen
Massendaten aus der Pipelineinspektion untersucht. Da f

ur diese Anwendung so gut wie
keine Regeln existieren, wurde ein lernender Ansatz f

ur das Diagnosesystem verfolgt.
Das Hauptaugenmerk lag dabei auf der direkten Einbeziehung des Benutzers in den
Diagnoseprozess, um eine m

oglichst schnelle Adaption des Diagnosesystems zu erzielen.
Zu diesem Zweck wurde die Architektur des Interaktiv Lernenden Diagnosesystems
(ILD) entwickelt, die aus folgenden Komponenten besteht: Vorverarbeitung, Lernkom-
ponente, Wissensverwaltung und Interaktionskomponenten. Dabei wurden unterschied-
liche von den Komponenten zu erf

ullende Kriterien festgelegt. Insbesondere wurde da-
bei Wert auf die schnelle Adaption des Diagnosesystems bzw. der Lernkomponente
gelegt. Zu diesem Zweck wurde ein zweiphasiges Lernmodell, bestehend aus einer In-
teraktionsphase und einer Optimierungsphase entwickelt.
Im folgenden werden die in dieser Arbeit erzielten Ergebnisse der einzelnen Kom-
ponenten zusammengefat:
Vorverarbeitung: Es wurde ein mehrstuger Proze f

ur die Vorverarbeitung der
Medaten vorgestellt. Er umfat die systematische Erfassung der Charakteristik
der Medaten der Applikation, die daraus resultierende Konvertierung der Daten
in die interne Repr

asentation, die Vorverarbeitung der Medaten durch unter-
schiedliche Algorithmen, die parametergesteuerte Suche nach Anomalieregionen
und der Merkmalsextraktion aus den detektierten Regionen.
Dar

uber hinaus wurden verschiedene Verfahren zur Merkmalsselektion unter-
sucht. Das MIFS-Verfahren wurde ausgew

ahlt, um damit den Merkmalsraum
m

oglichst niedrigdimensional zu halten. Des weiteren konnte mit Hilfe der Frak-
talen Dimensionen die minimale Anzahl notwendiger Merkmale ermittelt werden.
Die dabei erzielten Ergebnisse erwiesen sich als hilfreich f

ur die Beurteilung der
Merkmalsqualit

at.
Lernkomponente: Um ein schnelles Einlernen sowie eine gute Generalisierung der
Lernkomponente zu erreichen, wurde ein zweistuger hierarchischer Ansatz ent-
wickelt, der einerseits aus schnell adaptierendem Lernverfahren zur Grobklassi-
kation und andererseits aus kompakten Netzen zur Feinklassikation besteht.
Um den Benutzer die Anwendung der Interaktiven Subsymbolischen Diagnose-
systems zu vereinfachen, wurde ein neuer, speziell f

ur die Interaktionsphase mit
dem Benutzer entwickelter Lernalgorithmus (Dynamic Bounds) entworfen. Die-
ser Algorithmus ben

otigt dabei keine vom Benutzer einzustellenden Parameter
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und ist somit ideal f

ur die Benutzung durch fachfremdes Personal. Der Dynamic
Bounds wird im Einzelschrittlernen in der Interaktionsphase angewendet, um ei-
ne optimale Geschwindigkeit bei der Adaption neuer Beispiele zu erzielen, und
im Epochenlernen werden nicht genutzte bzw.

uber

ussige Neuronen automatisch
aus dem Modell entfernt. Dabei ist keinerlei Parametereinstellung notwendig. Das
Verfahren wurde anhand von vierzig Datens

atzen aus unterschiedlichen Applika-
tionen erfolgreich getestet.
Der neu entwickelte Dynamic Bounds-Algorithmus erzielte sehr gute Ergebnis-
se bei der Grobklassikation und ben

otigte daf

ur nur eine geringe Anzahl von
Neuronen.
Basierend auf dem Dynamic Bounds-Verfahren als Grobklassikator wurde das
Konzept des Hybriden Knotens untersucht. Das Konzept sieht es vor f

ur die Fein-
klassikation RPROP-Netze einzusetzen. Durch eine strukturierte Vorgehenswei-
se bei der Wahl der Anzahl der beteiligten Netze ist es mit dem Ansatz des
Hybriden Knotens m

oglich, exibel seine Struktur an die Komplexit

at der zu-
grundeliegender Klassikationsaufgabe anzupassen.
Interaktionskomponente: Mit Hilfe der Interaktion wurde eine M

oglichkeit geschaf-
fen, die den Benutzer in die Lage versetzt, den Lernvorgang schnell und bequem
zu beeinussen. Aufgrund der Tatsache, da f

ur System und Benutzer die gleiche
Sicht auf die Daten zur Verf

ugung steht und der Anwender neue Datenvisualisie-
rungen kongurieren kann, wird ein schnelleres Verst

andnis f

ur die Arbeitsweise
des Diagnosesystems erm

oglicht.
Durch die selektierbaren Anomalieregionen und die M

oglichkeit der

Anderung der
zugeh

origen Klassikation, wurde eine sofortige Adaption des so eingegebenen
Wissens erm

oglicht.
Dar

uber hinaus wurden dem Benutzer verschiedene Funktionalit

aten des Sy-
stems, durch unterschiedliche Monitore zug

anglich gemacht. Dadurch wird der
Benutzer in die Lage versetzt, unterschiedliche Abl

aufe des Diagnosesystems zu

uberwachen. Insbesondere kann die Klassikationsg

ute der Lernkomponente ab-
gefragt werden, was essentiell f

ur die Bewertung der Qualit

at des Diagnosesy-
stems ist.
Zum Abschlu wurde das Konzept der Interaktiven Lernenden Diagnose anhand
dreier unterschiedlicher Applikationen aus dem Gebiet der Pipelineinspektion konkret

uberpr

uft. Dabei stellte sich heraus, da die vorgestellten Konzepte durchweg zu einer
Beschleunigung des Erstellungsprozesses des Diagnosesystems f

uhren.
Die beschriebenen Komponenten wurden im Rahmen dieser Arbeit durch dieCMS -
, CMS -Datenbank- und Iface-Toolboxen appliakitonsunabh

angig realisiert.
Weiterf

uhrende Arbeiten
Das gr

ote Problem stellt zur Zeit die Aufstellung der Vorverarbeitung dar, da sie
viele applikationsspezische Vorgehensweisen in Form von Algorithmen implementiert.
Es w

are lohnend zu untersuchen, ob es m

oglich ist, eine strukturierte, vielleicht sogar
halbautomatische Vorgehensweise f

ur den Aufbau der Vorverarbeitung aufzustellen. Da
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es dabei einen groen Parameterraum zu untersuchen gilt, w

are es auch an dieser Stelle
sinnvoll, das lernbasierte Paradigma anzuwenden.
Um eine noch bessere Bewertung der Merkmale zu gew

ahrleisten, k

onnten diese mit
informationstheoretischen Methoden untersucht werden, die

uber die in dieser Arbeit
vorgestellten hinausgehen. Insbesondere w

are es w

unschenswert, eine Bewertung zu
erhalten ohne die Einbeziehung von benutzerdenierten Parametern.
F

ur die Verbesserung des Hybriden Knotens w

are es von Vorteil, wenn eine parame-
terlose Methode f

ur die Bestimmung der Randregionen im Dynamic Bounds gefunden
werden k

onnte. Des Weiteren w

aren auch andere Lernverfahren f

ur die Realisierung
des Hybriden Knotens zu untersuchen.
Dar

uber hinaus w

are es sinnvoll, die im Rahmen dieser Arbeit entwickelten Tools
(CMS , CMS -Datenbank, Iface) noch zu erweitern, um so die Erstellung beliebiger
Diagnosesysteme mit einem m

oglichst geringen Aufwand zu erreichen.
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Anhang A
Entwicklungssystem CMS
Das Entwicklungssystem CMS wurde im Rahmen dieser Arbeit am Forschungszen-
trum Informatik entwickelt und dient der Integration und Untersuchung der unter-
schiedlichsten Aspekte des Lernens. Im CMS wurden die in dieser Arbeit beschrie-
benen Ans

atze betrachtet. Dar

uber hinaus wird es st

andig erweitert und erg

anzt. Ein
Anwendungsbeispiel ist in Abbildung A.1 dargestellt.
Abbildung A.1: Beispiel f

ur die Benutzung des CMS mit verschiedenen integrierten
Monitoringkomponenten und unterschiedlichen Lernverfahren.
CMS wurde mit den Methoden des objektorientierten Entwurfs konzipiert. Das
wesentliche Designkonzept besteht im White Tool{Box Prinzip (siehe [Lew93]).
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A.1 Das Hybridkonzept
A.1.1 Die hybride Lernarchitektur
Es werden Konzepte ben

otigt, die es einem Benutzer erm

oglichen, verschiedene hy-
bride Lernarchitekturen

ubersichtlich aufzubauen und einzutrainieren. Diese Konzepte
m

ussen sowohl f

ur die Konsistenz der einzelnen Architekturen sorgen und dem Benutzer
Werkzeuge und Hilfsmittel zur Verf

ugung stellen, um diese Konsistenz zu sichern, als
auch durch ein umfangreiches Steuerungskonzept die Synchronisation der beteiligten
Komponenten erm

oglichen. Schlielich soll das Konzept unabh

angig von spezischen
Lernverfahren einsetzbar und erweiterbar sein.
Hierf

ur wurde ein sogenanntes Hybridobjekt konzipiert, das in den folgenden Ab-
schnitten n

aher vorgestellt wird. Grundlage dieses Hybridobjekts ist ein gerichteter
Graph, dessen Knoten, im folgenden Objektknoten genannt, einzelne Netze darstellen,
die

uber Kanten, im folgenden als Verbindungsobjekte bezeichnet, kommunizieren.
Der Aufbau der Netze und Lernverfahren innerhalb der Objektknoten erfolgt mit
dem Simulatorkonzept aus Abschnitt A.2, das somit vollst

andig in das hybride Konzept
integriert wird. Die Struktur des Hybridobjekts ist in Abbildung A.2 dargestellt. Dieses
Graphenkonzept soll es dem Benutzer erm

oglichen, verschiedene Netze miteinander zu
verschalten und somit die verschiedensten hybriden Lernarchitekturen aufzubauen. Auf
die Komponenten des Graphen wird in Abschnitt A.1.2 detailliert eingegangen.
Um auch die M

oglichkeit zu haben, andere Module auer Neuronalen Netzen in
den hybriden Graphen zu integrieren, soll dem Hybridobjekt die interne Funktionalit

at
der Objektknoten verborgen bleiben. Dies wird dadurch erreicht, da alle Knoten von
auen nur

uber eindeutig spezizierte Schnittstellenfunktionen angesprochen werden
k

onnen. Auf diese speziellen Schnittstellenfunktionen wird in Abschnitt A.1.2.4 noch
genau eingegangen. Die Kanten wiederum, die die einzelnen Knoten miteinander ver-
binden, haben ebenfalls, je nach Verbindungstyp, unterschiedliche Eigenschaften. Diese
Eigenschaften sind ebenfalls nach auen hin transparent, da auch die Verbindungs-
objekte

uber eindeutig vorgegebene Schnittstellenfunktionen verf

ugen. Die einzelnen
Knotentypen werden in den Abschnitten A.1.2.1 und A.1.2.2 detailliert behandelt.
F

ur ein sinnvolles Training hybrider Lernarchitekturen sind umfangreiche Steuerungs-
und Synchronisationsmechanismen notwendig. In Abschnitt A.1.3 werden deshalb zwei
Steuerungskonzepte f

ur hybride Lernarchitekturen vorgestellt und miteinander vergli-
chen.
A.1.2 Die einzelnen Komponenten des Hybridobjekts
A.1.2.1 Die Objektknoten
Fest vorgegeben sind ein Ein- und ein Ausgabeobjekt. Diese sind direkt mit einer Quelle
von Lernbeispielen verbunden, von der aus Eingaben in das Eingabeobjekt und Targets
1
in das Ausgabeobjekt geladen werden. Die Quelle der Lernbeispiele kann vom Benutzer
ausgew

ahlt werden. M

ogliche Quellen sind Dateien, Sensoren oder auch Datenbanken.
Die Ein- und Ausgabeknoten geh

oren denitionsgem

a bereits zum Graphen dazu.
Damit einzelne Knoten nicht jedesmal mit dem Ein- und Ausgabeobjekt verbunden
werden m

ussen, falls keine hybride Lernarchitektur verwendet wird, sondern beispiels-
1
Als Targets werden die Sollwerte bezeichnet, die ein Netz liefern soll.
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Objekt
Netz 2
Output
Input
V
VNetz 1
V
V
V
V
V
Abbildung A.2: Der prinzipielle Aufbau des Hybridobjekts. Es ist als Graph mit zwei
Arten von Knoten, den Objektknoten und den mit V gekennzeichneten Knoten, die den
Typ der Verbindung zwischen den Objekten angibt, aufgebaut.
weise nur ein Netz isoliert eingelernt werden soll, ist vom Konzept her vorgesehen, jeden
einzelnen Knoten weiterhin mit einer lokalen Quelle f

ur Lernbeispiele auszustatten, die
im Falle eines isolierten Objektknotens verwendet werden kann.
Als Objektknoten kommen weiterhin alle Arten von Netzen in Frage, die mit dem
Connectionist Model Simulator aus [Sun94a] simuliert werden k

onnen, wie Backpro-
pagation-Netze, insbesondere die RPROP-Netze aus [RB93], verschiedene selbstorga-
nisierende Karten, die in [Giz94] n

aher beschrieben worden sind, sowie Radial Basis
Functions und der Dynamic Bounds-Algorithmus.
Das Hybridobjekt ist konzeptionell derart ausgelegt, da zuk

unftig auch Objekte,
die keine Netze darstellen, eingebunden werden k

onnen. Dabei handelt es sich um
alle Arten von Vorverarbeitungsalgorithmen f

ur Lerndaten
2
sowie Module, die eine
statistische Vorverarbeitung erm

oglichen, oder aber auch umMonitore, die den Zustand
einer Anwendung nach auen hin anzeigen.
Alle Objektknoten sind mit sog. Kongurationsparametern ausgestattet, die die
spezischen Eigenschaften des Knotens wiedergeben.
A.1.2.2 Die Verbindungsknoten
Um sinnvoll zusammenwirken zu k

onnen, m

ussen die einzelnen Objektknoten aus Ab-
schnitt A.1.2.1 miteinander verbunden werden. Diese Verbindungen k

onnen von ganz
unterschiedlicher Art und je nach Anwendung mehr oder weniger komplex sein. Jede
Verbindung wird durch einen Verbindungsknoten V beschrieben (Abbildung A.2). In
diesem Objekt V wird festgelegt, was und wie etwas

ubergeben werden soll.
2
Darunter sind Module zur Normierung von Lerndaten oder zur Auswahl bestimmter Teilmengen
aus Lerndatens

atzen wie zum Beispiel der MIFS Algorithmus von [Bat94], aber auch Mathematikmo-
dule wie Maple, zu verstehen.
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M

ogliche Verbindungstypen sind eins-zu-eins Verbindungen, Backpropagationver-
bindungen, die eine Verbindung in beide Richtungen zulassen, Multiplexer und Demul-
tiplexer sowie Spezialtypen, die nur f

ur bestimmte hybride Netzarchitekturen gebraucht
werden. In den Verbindungsobjekten werden, wie bei den Objektknoten, die spezischen
Eigenschaften der Verbindungen durch Kongurationsparameter angegeben.

Uber die-
se Parameter wird z.B. auch festgelegt, wie die

Ubergabe von Lernbeispielen technisch
erfolgt, d.h. ob zum Beispiel nur kopiert wird oder Zeiger in den Datenstrukturen
umzuh

angen sind. In Abbildung A.3 ist ein Objekt dargestellt, das eine eins-zu-eins
Verbindung zwischen zwei Objekten herstellt.
Netz 1
Netz 2
 V
Eingabelayer Netz 2
Ausgabelayer Netz 1
Abbildung A.3: Darstellung einer eins-zu-eins Verbindung zwischen zwei Netzen im
Detail.
A.1.2.3 Die Objektkongurationen
F

ur die Konsistenz der gesamten hybriden Lernarchitektur ist es wichtig, da sowohl
die einzelnen Objektknoten untereinander, als auch die Objektknoten und die Verbin-
dungsknoten zwischen diesen kompatibel sind. Deshalb m

ussen sowohl die Objektkno-
ten als auch die Verbindungsknoten konguriert werden. Anhand sogenannter Objekt-
kongurationen wird dann entschieden, ob zwei Objektknoten miteinander verbunden
werden k

onnen, und welche Verbindungsknoten gegebenenfalls daf

ur in Frage kommen.
F

ur diese Objektkongurationen sind verschiedene Kongurationsparameter herausge-
arbeitet worden, auf die im folgenden n

aher eingegangen wird.
Die Kongurationsparameter lassen sich grob in drei Klassen einteilen. Auf der einen
Seite gibt es statische Kongurationsparameter, die beispielsweise durch ein bestimmtes
Lernverfahren fest vorgegeben sind, auf der anderen Seite freie Parameter, die sich noch
einmal in interne und externe Parameter unterteilen lassen.
Interne Parameter werden einmal vom Benutzer festgelegt und sind dann f

ur einen
Knoten w

ahrend seiner gesamten Lebensdauer nicht mehr

anderbar.
Externe Parameter hingegen sind vom Benutzer jederzeit je nach Anwendung in
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einem vorgegebenen Rahmen modizierbar. Dieser Rahmen h

angt wiederum teilwei-
se von der internen Funktionalit

at des entsprechenden Knotens ab. Ein Beispiel einer
vollst

andigen Objektkonguration ist in Abbildung A.4 angegeben. Auf die einzelnen
Parameter und deren Repr

asentation wird in den folgenden Abschnitten n

aher einge-
gangen.
//----------------------------------------------------------------------
// HybridNode: tRPROP
//----------------------------------------------------------------------
//
// Description: RPROP Lernverfahren
//
// Parameters
// propagation mode: Pattern
// learn mode: Epoch
// supervised: yes
// input definition: intern
// output definition: intern
// accept targets: yes
// deliver backpropagation error: yes
// num input: {1..j}
// input config: {[-inf,inf]:{0..inf}}
// num output: {1..k}
// output config: {[-inf,inf]:{0..inf}}
//
//----------------------------------------------------------------------
// HYBRID CONFIG END:
//----------------------------------------------------------------------
Abbildung A.4: Beispiel einer Objektkonguration.
Eine Sonderstellung bei der Konguration nehmen die Ein- und Ausgabeknoten ein.
Diese werden nicht durch die Eingabe von Kongurationsparametern festgesetzt, son-
dern indirekt durch die Kongurationen der Lerndaten, die geladen werden. W

ahrend
der Lebensdauer einer hybriden Architektur werden die Kongurationen des Ein- und
Ausgabeknotens durch den ersten Lerndatensatz, der geladen wird, festgelegt. Es k

onnen
danach auch nur noch Datens

atze geladen werden, die dieselbe Konguration besitzen
wie der zuerst geladene Datensatz.
A.1.2.4 Die Schnittstellenfunktionen der Objekt- und Verbindungsknoten
Um die innere Funktionalit

at der einzelnen Objekt- und Verbindungsknoten nach au-
en hin verborgen zu halten, sind die Knoten des Hybridgraphen mit einer Reihe fester
Schnittstellenfunktionen versehen,

uber die die Objekte untereinander bzw. mit der
hybriden Steuerung kommunizieren. F

ur die Objektknoten wurden folgende Schnitt-
stellenfunktionen festgelegt:
Die Funktionen Propagate und BackPropagate stoen die innere Funktionalit

at ei-
nes Knotens an. Hierbei mu es sich nicht um einen Lernalgorithmus handeln. Da
aber haupts

achlich verschiedene Lernverfahren in der hybriden Struktur zum Einsatz
kommen, wurde die Funktion entsprechend genannt.
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Congure initialisiert die Anzahl der Ein- und Ausgaben eines Objektknotens.
GetCong und SetCong werden bei der Konsistenzpr

ufung der einzelnen Kno-
ten des Graphen benutzt. Hierbei liefert GetCong die komplette Konguration eines
Knotens. SetCong setzt die Kongurationsparameter eines Knotens, die vom Benutzer
ausgew

ahlt werden k

onnen.
Eine wesentliche Rolle spielen die Funktionen GetOutput und SetInput .

Uber diese
Funktionen wird es f

ur ein Verbindungsobjekt erst m

oglich, auf die Ausgabe bzw.
Eingabe eines Objektknotens zuzugreifen. Mit Hilfe dieser Funktionen erfolgt dann die
tats

achliche

Ubergabe der Daten.
Analog gibt es f

ur m

ogliche R

uckverbindungen die Zugrisfunktionen GetTarget
und SetTarget . Ein Verbindungsknoten kann mit GetTarget aus dem Zielknoten ein
Target holen und es mit Hilfe von SetTarget an den entsprechenden Quellknoten wei-
tergeben.
Auch die Verbindungsobjekte verf

ugen

uber festgelegte Schnittstellenfunktionen.
Dies sind im folgenden:
 GetIface
 UpdateIface
 Propagate
 BackPropagate
 Init
 Congure
 Load
 Save
Die Funktionen Congure und Init haben die selben Aufgaben wie bei den Objekt-
knoten. Sie werden ebenfalls bei der Konsistenzpr

ufung und zum Setzen von Parame-
tern verwendet.
Angestoen wird eine Verbindung

uber die Funktionen Propagate, was eine Vor-
w

artsverbindung ausl

ost, und BackPropagate f

ur eine R

uckw

artsverbindung. Bei Ver-
bindungsobjekten, die keine R

uckw

artsverbindung zulassen, hat die Funktion BackPro-
pagate keine interne Funktionalit

at, sie ist also leer. Die Funktion Propagate benutzt die
oben bereits erw

ahnten Schnittstellenfunktionen GetOutput und SetInput der entspre-
chenden Objektknoten, die sie verbinden. Analog verwendet die Funktion BackPropa-
gate die Schnittstellenfunktionen GetTarget und SetTarget der Objektknoten, um auf
die Targets zuzugreifen bzw. sie zu liefern. Es werden hier also explizit die Schnittstel-
lenfunktionen der Objektknoten von Schnittstellenfunktionen der Verbindungsknoten
benutzt. Dies ist noch einmal in Abbildung A.5 schematisch dargestellt. Abbildung A.6
schlielich zeigt den vollst

andigen Zugri eines Verbindungsknotens auf den Quell- und
Zielknoten mit Hilfe der Schnittstellenfunktionen.
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GetOutput SetInput
GetTarget SetTarget
UseConnection
UseBackwardConnection
Abbildung A.5: Interner Aufbau der Funktionen Propagate und BackPropagate der
Verbindungsknoten. Diese benutzen explizit einige der Schnittstellenfunktionen der Ob-
jektknoten.
SetTarget GetTarget
OutputInput
TargetsError
Objektknoten 1 Objektknoten 2Verbindungsknoten
SetInputGetOutputOutputInput
TargetsError
Abbildung A.6: Vollst

andiger Zugri eines Verbindungsknotens auf die Objektknoten

uber die Schnittstellenfunktionen.
A.1.3 Steuerungskonzept f

ur hybride Lernarchitekturen
Unter der Steuerung einer hybriden Lernarchitektur versteht man die Synchronisation
der einzelnen Objekt- und Verbindungsknoten. Die Steuerung einer hybriden Lernarchi-
tektur ist sehr aufwendig und kompliziert. Die einzelnen Komponenten des Hybridgra-
phen m

ussen mit Lerndaten versorgt werden, und der zeitliche Ablauf der einzelnen
Aktionen mu exakt gem

a den Anforderungen der einzelnen Objektknoten synchro-
nisiert werden.
A.1.3.1 Steuerung der hybriden Lernarchitektur in den Hybridknoten
Ein erster Ansatz zur Steuerung einer hybriden Lernarchitektur liegt darin, die Steue-
rung nur

uber die Hybridknoten zu organisieren. Hauptaufgabe der Verbindungsknoten
bleibt es, ihre Vorg

anger mir Targets bzw. ihre Nachfolger mit Lernbeispielen zu versor-
gen. Hierzu mu jeder Verbindungsknoten aber genau wissen, wann er ein Lernbeispiel
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oder Target liefern darf. Um einem Verbindungsobjekt zu signalisieren, da ein neu-
es Lernbeispiel verarbeitet werden kann, mu jeder Objektknoten

uber eine Funktion
verf

ugen, die der Verbindung anzeigt, da neue Daten erwartet werden. Diese Funktion
wird im folgenden mit GetPattern bezeichnet.
Bei Objektknoten, die nur eine eingehende Verbindung haben, ist die Synchronisa-
tion relativ unproblematisch. Hier kann der Verbindungsknoten auf die Anfrage Get-
Pattern des Nachfolgeknotens warten und dann sofort ein Lernbeispiel liefern, wenn
der Vorg

anger eine Ausgabe produziert hat. Abbildung A.7 zeigt diesen Fall.
VObjekt1 Objekt2
VObjekt1 Objekt2
Objekt1 Objekt2
Verbindungsknoten aktiv
1. Objekt 2 verlangt von der Verbindung ein 
2. Das Verbindungsobjekt verlangt von Objekt 1,
3. Nachdem das Objekt 1 eine Ausgabe produziert
    hat, kann das Verbindungsobjekt das Lernbeispiel
    Lernbeispiel.
    ein Lernbeispiel zu liefern.
    an Objekt 2 liefern.
V
Abbildung A.7: Ablauf der

Ubergabe von Lernbeispielen zwischen zwei Objektkno-
ten, die

uber einen Verbindungsknoten gekoppelt sind.
Schwierigkeiten treten dann auf, wenn entweder mehrere Verbindungen denselben
Zielknoten haben, oder im Hybridgraphen mehrere Zweige parallel laufen und in ei-
nem gemeinsamen Zielknoten enden
3
. Hier darf das Verbindungsobjekt nicht sofort
liefern, wenn der Quellknoten eine Ausgabe produziert hat. Der

Ubergabevorgang der
Lernbeispiele aller Vorg

angerverbindungen des Zielknotens mu synchronisiert werden.
Dies geht nur im Zielknoten selbst, da nur er wei, wann alle Verbindungsobjekte
geliefert haben. Hierzu wird im Zielknoten ein Z

ahler gef

uhrt, der mit jedem GetPat-
tern-Aufruf an einen Verbindungsknoten um eins hochgez

ahlt wird. Liefert die ent-
sprechende Verbindung dann ein Lernbeispiel, wird der Z

ahler wieder um eins dekre-
mentiert. Wenn der Z

ahler wieder bei Null angelangt ist, wei der Knoten, da jetzt
ein vollst

andiges Lernbeispiel zur Verarbeitung bereitsteht. Abbildung A.8 zeigt ein
Beispiel.
Analog verl

auft der Proze auf der Ausgabeseite eines Objektknotens. Auch hier
zeigt ein Z

ahler an, wann alle abgehenden Verbindungen aktiviert sind und die aktu-
elle Ausgabe

ubernommen haben. Ist dies geschehen, kann wieder eine neue Ausgabe
3
Im folgenden soll nur noch der Propagierungsfall, also die Vorw

artsverbindung, betrachtet werden.
Alle

Uberlegungen gelten aber auch analog f

ur R

uckw

artsverbindungen.
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Objekt 1 Objekt 2
Objekt 3
V1 V2
Quellobjekte
Verbindungsobjekte
Zielobjekt
Abbildung A.8: Darstellung eines Zielobjektes, dessen Eingabe sich aus den Ausga-
ben verschiedener Quellobjekte zusammensetzt. Hierbei ist eine Synchronisation der
Verbindungsobjekte V1 und V2 notwendig.
Objekt 2 Objekt 3
Objekt 1
Zielobjekte
Verbindungsobjekte
Quellobjekt
V1 V2
Abbildung A.9: Ein Quellknoten, der zwei Zielknoten versorgt. Hier wird eine Syn-
chronisation der Verbindungsobjekte V1 und V2 ben

otigt, da ein neues Lernbeispiel
erst dann geliefert werden darf, wenn beide Zielknoten das vorherige Lernbeispiel ver-
arbeitet haben.
produziert werden. Dies ist in Abbildung A.9 dargestellt.
Zus

atzlich zur lokalen Synchronisation in den Knoten selbst ist es noch n

otig, den
gesamten Ablauf des hybriden Lernvorgangs zu synchronisieren. Begonnen wird beim
Ausgabeknoten des Graphen. Dieser setzt einen GetPattern-Aufruf an alle seine direk-
ten Vorg

angerknoten ab.
Diese wiederum ben

otigen, um eine Ausgabe liefern zu k

onnen, ebenfalls ein Lern-
beispiel und versuchen, dies

uber einen erneuten GetPattern-Aufruf an ihre direkten
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Objekt 2 Objekt 3
Objekt 1
Zielobjekte
Verbindungsobjekte
Quellobjekt
V1 V2
Abbildung A.10: Der Ablauf eines Propagierungsschrittes f

ur einen hybriden Gra-
phen, der mit einer lokalen Steuerung arbeitet. Die aktivierten Knoten oder Verbin-
dungen sind jeweils hervorgehoben dargestellt.
Vorg

anger zu erhalten. Der Vorgang wiederholt sich so lange, bis der Eingabeknoten
erreicht wird.
Dieser ist direkt mit einer Quelle von Lernbeispielen verbunden und kann das
gew

unschte Beispiel sofort liefern. Dazu aktiviert er der Reihe nach s

amtliche sei-
ner abgehenden Verbindungen. Alle Nachfolgeknoten k

onnen jetzt das Lernbeispiel
verarbeiten und ebenfalls alle ihre abgehenden Verbindungen anstoen. So setzt sich
der Proze bis zum Zielobjekt fort, wo er von neuem startet. Abbildung A.10 zeigt
den Ablauf eines Propagierungsschrittes eines hybriden Graphen, der mit einer lokalen
Steuerung arbeitet. Die Aufrufe der Verbindungsobjekte werden hierbei lokal in den
Objektknoten synchronisiert.
A.1.3.2 Zentrale Steuerung der hybriden Lernarchitektur
Motivation f

ur das Konzept dieses Steuerungsansatzes ist das Fernziel,

uber die hybride
Lernarchitektur eine Regelbasis zur Automatisierung des Klassikationsprozesses zu
setzen, die dann die Auswahl der hybriden Lernarchitekturen steuern soll. Hierf

ur ist
es von Vorteil, da die gesamte Steuerung und Synchronisation der Lernarchitektur an
einer zentralen Stelle durchgef

uhrt wird, auf die dann von der Regelbasis aus jederzeit
direkt zugegrien werden kann.
Beim hier vorgestellten Steuerungsansatz laufen die Anfragen nach Lernbeispielen
bzw. Targets s

amtlicher Objektknoten bei einer zentralen Steuerungseinheit ein, die
diese dann serialisiert und so f

ur die Synchronisation der Lernarchitektur sorgt.
Gestartet wird wieder beim Ausgabeknoten. Dieser setzt an die zentrale Steue-
rung den Aufruf GetPattern ab. Daraufhin aktiviert die Steuerung zuerst einmal al-
le R

uckw

artsverbindungen, die vom Ausgabeknoten wegf

uhren. Dies geschieht aus
Gr

unden der EÆzienz. Um die Anzahl der Funktionsaufrufe an die Steuerung zu mi-
nimieren, wird bei diesem Konzept die Fehlerpropagierung des n  1-ten Schrittes erst
im n-ten Schritt durchgef

uhrt. Danach werden in allen Vorg

angerknoten des Zielkno-
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ErrProp
GetPattern
Prop
Netzknoten Zielknoten
V GetPattern
Die Hybridsteuerung
(a) Der Zielknoten setzt einen GetPattern{Aufruf
an die Hybridsteuerung ab.
ZielknotenNetzknoten
ErrProp
GetPattern
Prop
GetPatternV
Die Hybridsteuerung
(b) Die Hybridsteuerung aktiviert die R

uckw

arts-
verbindungen.
V
Netzknoten Zielknoten
ErrProp
GetPattern
Prop
Die Hybridsteuerung
GetPattern
(c) Der Hybridknoten f

uhrt eienen BackPropagate{
Schritt durch und setzt einen erneuten GetPattern{
Aufruf an die Hybridsteuerung ab.
Abbildung A.11: Darstellung der zentralen Steuerung des Hybridobjektes. Alle Funk-
tionsaufrufe erfolgen an die Steuerung, die auch die Verbindungen aktiviert.
tens die oben erw

ahnten Fehlerpropagierungen veranlat oder, falls es sich nicht um
einen Netzknoten handelt, andere Aktionen durchgef

uhrt. Dieser erste Schritt ist in
Abbildung A.11 dargestellt.
Nach dem Abschlu dieses Vorgangs setzen alle Knoten wiederum einen GetPattern
Aufruf an die Steuerung ab, um ein neues Lernbeispiel zum Propagieren zu erhalten
4
.
Dieser Vorgang setzt sich solange fort, bis schlielich der Eingabeknoten erreicht wurde.
Dieser erh

alt bei seinem GetPattern Aufruf dann wieder direkt ein Lernbeispiel
4
Es wird hier der Lernvorgang des Simulators detailliert dargestellt. Bei einem Recallvorgang, also
der Anwendung der eingelernten Architektur, entf

allt der Fehlerpropagierungsschritt.
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aus einer vom Benutzer vorher ausgew

ahlten Quelle (Datei, Datenbank, Sensor). Jetzt
kehrt sich der gesamte Vorgang um, d.h. die Steuerung aktiviert der Reihe nach alle
Vorw

artsverbindungen zwischen zwei Knotenschichten und liefert so die Lernbeispiele
zur Propagierung. Der Proze setzt sich dann wieder bis zum Ausgabeknoten fort.
Der Vorteil bei dieser Art der Steuerung liegt darin, da die zentrale Steuerung vor
Beginn des Trainings den gesamten Graphen analysiert und alle Knoten- und Verbin-
dungsaufrufe serialisiert. Diese Analyse kann bereits w

ahrend der Konsistenzpr

ufung
der hybriden Lernarchitektur vorgenommen werden.
A.2 Das Konzept der Neuronalen Netze
Um in m

oglichst umfangreichem Rahmen Neuronale Netze zu simulieren, ist ein Simu-
latorkonzept notwendig, das dem Benutzer ein breites Spektrum an Variationsm

oglich-
keiten hinsichtlich der einsetzbaren Lernverfahren bietet und zudem leicht erweiterbar
ist. Grundlage des hier vorgestellten Konzeptes ist der Connectionist Model Simulator
aus [Sun94a]. Die Idee des Konzeptes ist, den Simulator als eine Vererbungshierarchie
aufzubauen, beginnend bei den elementarsten Bestandteilen eines Neuronalen Netzes.
Diese elementarsten Bestandteile sind die Neuronen und die Gewichte. Aus den
Neuronen und Gewichten wird die Netzstruktur der einzelnen Neuronalen Netze auf-
gebaut. Die Kontrollinstanz des Simulators f

ur die Organisation des Trainings ist von
dieser Netzstruktur abgeleitet.
Jedes Lernverfahren hat spezische Propagierungs- und Fehlerpropagierungsfunk-
tionen. Diese h

angen wiederum von der Kontrollinstanz ab. So entsteht Schritt f

ur
Schritt eine Vererbungshierarchie, die schlielich in der vollst

andigen Spezikation ei-
nes bestimmten Lernverfahrens im Simulator gipfelt. Diese Vererbungshierarchie ist in
Abbildung A.12 dargestellt.
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Abbildung A.12: Die Vererbungshierarchie des CMS . Ein vollst

andiges Lernverfah-
ren setzt sich aus verschiedenen voneinander abh

angigen Klassen{Templates zusam-
men.
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Anhang B
CMS-Datenbank
Die CMS -Datenbank dient der Archivierung von Versuchsergebnissen, derem Ver-
gleich und der geordneten Versuchsdurchf

uhrung. Zu diesem Zweck ist sie in Projekte
gegliedert. Jedes Projekt bildet dabei eine abgeschlossene Problemstellung. So ist bei-
spielsweise die L

angsnahtproblematik ein Projekt (siehe E.2). Das Projekt dient dazu,
alle diesbez

uglichen Informationen zu b

undeln (siehe Abbildung 6.15).
Abbildung B.1: Sicht auf ein Projekt aus der CMS-Datenbank. Von hier k

onnen neue
Versuche gestartet, Ergebnisse abgefragt und visualisiert werden.
Bei der interaktiven Diagnose besteht die zeitaufwendigste Aufgabe im Sammeln
der Beispieldaten. Aus diesem Grund ist die CMS -Datenbank im hohen Mae dar-
auf ausgerichtet, Beispiele zu verwalten. Die Beispiele werden durch die sogenannte
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Positionsinformation beschrieben. Diese Position ist f

ur jedes Projekt unterschiedlich
deniert, beschreibt aber eindeutig die Herkunft des Beispiels. Mit Hilfe dieser Positi-
onsinformation ist es m

oglich, Beispiele in den aufgezeichneten Daten wiederzunden.
Alle zu einem Projekt bekannten Beispiele mit Positionsinformation werden im
sogenannten Masterle gespeichert. Ausgehend von diesem Masterle wird ein Ablei-
tungsbaum gebildet (siehe Abbildung 6.15), wobei nur eine Selektion der vorhandenen
Beispieldaten erlaubt ist. W

ahrend der Ableitung in der Ableitungshierarchie werden
die Beispiele durch Informationen erg

anzt. Dabei existieren zwei Stufen; die Erg

anzung
durch die Application-Stufe, bei der die Beispiele um die Merkmale erg

anzt werden,
und die CMS-Stufe, bei der die Beispiele durch unterschiedliche Verfahren ausgewertet
werden (siehe auch Abschnitt 6.5).
Die CMS -Datenbank ist sowohl f

ur die Verwaltung der Beispieldaten und der er-
zielten Ergebnisse verantwortlich, als auch f

ur die reibungslose Ablaufkontrolle der dazu
notwendigen Berechnungen. Diese Berechnungen werden als Jobs speziziert und durch
durch den JobManager (siehe Abbildung B.2) auf einem Workstationcluster abgearbei-
tet. Dabei

uberwacht er den Proze- und Rechnerstatus. Bei Ausf

allen oder Abst

urzen
der Systeme sorgt er f

ur ein ordnungsgem

aes Wiederaufsetzen der Jobs.
Abbildung B.2:

Uberwachung der verteilten Lernprozesse

uber ein Workstation-
Cluster.
Das gesamte System ist auf der Basis der am FZI entwickelten objektorientierten
Datenbank OBST konzipiert. Mittels des in Abbildung B.3 dargestellten Monitors ist
es dem Benutzer m

oglich, einen Einblick in den jeweiligen Zustand der Datenbank und
der aus ihr arbeitenden Prozesse zu gewinnen.
Dar

uber hinaus hat der Benutzer die M

oglichkeit, unterschiedlichste Auswertungen
mittels der Tcl-Skriptsprache und der vorgefertigten PERL-Skripten durchzuf

uhren.
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Abbildung B.3: Darstellung des Datenbankstatus der unterschiedlichen Projekte mit
Referenzen auf die gerade zugreifenden Prozesse und Workstations.
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Anhang C
Generische graphische Schnittstelle
Iface
Iface ist ein System zur Unterst

utzung des applikationsunabh

angigen Benutzerschnitt-
stellenentwurfs. Mit seiner Hilfe lassen sich automatisch graphische Ober

achen nur
anhand der Applikationsstruktur erzeugen. Zum Iface{System geh

oren verschiedene
Teilkomponenten, wie eine online Konguration, ein Hilfesystem, eine Makroverarbei-
tung und das Batchprocessing, die unabh

angig von der Applikation durch die Benut-
zung von Iface automatisch angebunden werden (siehe Abbildung C.1).
C.1 Kurze Einf

uhrung in Iface
Die Applikation ist der Darstellung der Schnittstelle nicht bekannt. Dadurch kann das
GUI individuell (sogar w

ahrend der Laufzeit) angepat oder automatisch generiert wer-
den, ohne da daf

ur die Applikation modiziert werden mu. F

ur die konkrete Imple-
mentierung der graphischen Schnittstelle wurde das Tcl/Tk verwendet (siehe [Ous94]).
Die Ober

ache Iface weist folgende besondere Kennzeichen auf (vgl. dazu auch
[Sun95a], [Alb96]):
Objektorientiert Die Schnittstelle zu Iface ist objektorientiert (C++ und iTcl).
Trennung zwischen Ober

ache und Anwendung Die Ober

ache (Iface) ist von
der eigentlichen Anwendung komplett getrennt.
Plattformunabh

angig Die Ober

ache Iface ist auf kein Betriebssystem oder eine
bestimmte Hardware festgelegt.
Callback-Funktionen Die Aktionen des Anwenders werden durch Callback-Funkti-
onen an die Anwendung weitergereicht.
Generische Ober

ache Beim Entwurf mit Iface wird die Ober

ache nicht durch den
Entwickler erzeugt, sondern dieser gibt lediglich das Aussehen der Ober

ache vor.
Iface-Widget-Typen DieWidget-Typen in Iface sind auf wenige Typen beschr

ankt:
FRAME, LIST, GRAPH, FLOAT, INT, STRING, SELECTBUTTON, OUT-
PUT und ACTION. Die Anordnung der Iface-Widget-Typen erfolgt als Baum-
struktur:
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Abbildung C.1: Verschiedene Komponenten des Iface .
.eingaben.eingabe1
.eingaben.eingabe2
Dabei handelt es sich bei eingaben, eingabe1, eingabe2 um Iface-Widget-Typen.
Die Widget-Typen werden durch Punkte getrennt. eingabe1 und eingabe2 haben
als Vorg

anger-Widget eingaben.
Display-Modus Jeder Iface-Widget-Type besitzt einen Display-Modus, (kurz:
Dispmode) mit dem er seine Darstellung auf der Ober

ache bestimmt. Der Dis-
play-Modus f

ur ein Iface-Widget kann sich aus mehreren Display-Modi zusam-
mensetzen. Die Display-Modi sind in einer Baumstruktur angeordnet.
Abbildung C.2 zeigt zwei verschiedene Display-Modi f

ur den Iface-Widget-Type
STRING. In Abbildung C.2(a) ist ein Iface-Widget-Type STRING mit dem
Displaymode fentry sheet stringg zu sehen. Dieser Displaymode erm

oglicht nur
eine einzeilige Stringeingabe.
Reicht jedoch irgendwann eine einzeilige Stringeingabe nicht mehr aus, wird der
Displaymode gewechselt. Dabei ist keine

Anderung der eigentlichen Anwendung,
d.h. vor allem des Programmcodes, notwendig. Abbildung C.2(b) zeigt den Dis-
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playmode ftixScrollText stringg. Dieser Displaymode erm

oglicht nun eine mehr-
zeilige Stringeingabe.
(a) Displaymode fenty sheet stringg. (b) Displaymode ftixScrollText stringg.
Abbildung C.2: Zwei verschiedene Displaymode-Darstellungen des Iface-Widget-
Type STRING.
Kongurationsdatenbank Mit welchem Displaymode ein Iface-Widget-Type dar-
gestellt werden soll, wird in der Kongurationsdatenbank, die im ASCII-Format
vorliegt, angegeben. Ein Beispiel hierf

ur ist:
.eingabe.eingabe1 : FRAME.STRING;*;Dispmode;: \
{entry_sheet string}
Dabei bedeutet .eingabe.eingabe1 den Iface-Pfad, FRAME den Iface-Widget-
Type von eingabe. eingabe1 ist das Iface-Widget, das im Displaymode
fentry sheet stringg dargestellt werden soll.
C.2 Herk

ommliche Verfahren der Anwendungsan-
bindung
Im folgenden werden zun

achst herk

ommliche Ans

atze zur Erstellung interaktiver Sy-
steme beschrieben.
Bei Interaktionssystemen steht die Frage im Vordergrund, wie die Anwendung bzw.
die Applikation an eine Ober

ache gekoppelt ist. Zur Erstellung interaktiver Systeme
werden im wesentlichen die folgenden drei Ans

atze verwendet:
abstract-link-view (ALV-System): Dieses System trennt die Applikation in einen
Anwendungsteil (abstraction) und mehrere Ober

achenelemente (links und
views).
Zur Implementierung benutzt das ALV-System LISP-Code und setzt mehrere
Schnittstellen (links) zur Ober

ache (views) ein. Dabei l

at sich feststellen, da
die verwendeten LISP-Konzepte sich nur umst

andlich in andere Programmier-
sprachen

ubertragen lassen. Schwerwiegender macht sich jedoch der Einsatz vie-
ler Schnittstellen zur Ober

ache bemerkbar, da dies die physikalische Trennung
dieser beiden Applikationsteile erschwert.
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generic-user-interface-constructor (GUIC-System): Im Gegensatz zum ALV{
System benutzt das GUIC-System nur eine Schnittstelle zur Ober

ache. Hierbei
wird die Interaktion an die eigentliche Ober

ache (agents) verlagert. Es wird je-
doch auf seiten der Anwendung keine Modellierung der Ober

achenelemente an-
geboten. Dar

uber hinaus wird eine Daten-Interaktion ebenfalls nicht erm

oglicht.
taps: Ein anderer Ansatz zur Kommunikation zwischen Anwendung und Ober

ache
wird in [Ber92] verfolgt. In diesem Konzept werden die beiden Applikationstei-
le vollst

andig voneinander getrennt. Die Aktualisierung zwischen den beiden
Programmteilen erfolgt dabei durch sogenannte taps. Darunter werden kleine
Programmst

ucke verstanden, die daf

ur sorgen, da zwischen einer Programm-
variablen und einem oder mehreren Ober

achenelementen Konsistenz herrscht.
Jeder tap legt bei seiner Erzeugung fest, bei welchen Ereignissen er aktiviert wird.
Tritt dieses Ereignis dann ein, werden alle taps, die damit in Verbindung stehen,
aufgerufen. In diesem Vorgehen liegt aber auch der Hauptschwachpunkt dieses
Systems: je komplizierter die Ober

ache wird, desto mehr taps existieren.
Keiner dieser Ans

atze bietet jedoch die M

oglichkeit einer direkten Daten-Interaktion
mit der Applikation. Aus diesem Grund wird im folgenden das Konzept zur graphi-
schen Interaktion vorgestellt, zu dessen Modellierung das generische Benutzerinterface
Iface verwendet wird.
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Die modulare Architektur des Iface wird in Abbildung C.3 dargestellt.
Obwohl die ALV- und GUIC-Modelle eine gute und sinnvolle Strukturierung der
Anwendung bieten, ist es sehr problematisch, da sie keine physikalische Trennung der
Anwendungs- und Ober

achenkomponenten erm

oglichen. Durch eine Aufteilung der
link -Komponente des ALV-Modells entsprechend des PICASSO-Systems (siehe []) l

at
sich dieses Problem umgehen. Dies ist bei dem System Iface realisiert. (Vgl.Abb.C3)
Eine solche Trennung erm

oglicht es, da Anwendung und Ober

ache komplett ge-
trennt werden und im Prinzip auch asynchron voneinander arbeiten k

onnen (siehe
Abbildung C.4).
Die Anwendung selbst erzeugt nur allgemeine logische Interaktionselemente, wie
z.B. Eingabe, Ausgabe oder Auswahl von Alternativen. Die Auspr

agung dieser Inter-
aktionselemente in die eigentliche Ober

ache obliegt dann allein dem Ober

achencode.
Die Interaktion des Benutzers mit den Ober

achenelementen, bzw. den Darstel-
lungsmodi als deren Ober

achenrealisierung, erfolgt analog zum GUIC-Modell durch
die Ober

ache. Damit l

at sich ein Groteil der Interaktion, zu deren Ausf

uhrung die
Anwendung nicht ben

otigt wird, durch den Ober

achencode bew

altigen. Lediglich die-
jenigen Interaktionsmuster, die die Anwendung betreen, wie z.B. das Ausl

osen einer
Aktion oder die Selektion von Daten, werden an diese weitergeleitet.
Im n

achsten Abschnitt wird die Modellierung der Ober

ache dazu n

aher erl

autert.
C.3.1 Modellierung der Ober

ache
Entsprechend den oben beschrieben Konzepten werden in einem Systemkonzept die
Anwendungs- und Ober

achencodes komplett getrennt. Die Kommunikation zwischen
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schnittstelle
(C++)
(C++)
(C++)
(Tcl)
(C++)
Anwendungscode
Anwendung<->Schnittstelle
Konfigurationsdatenbank
Datenbankmethoden
DatenbankzugangTerminal-Schnittstelle
(C++)
(C++) (Tcl)
Schnittstelle <-> Tcl/Tk Schnittstelle <-> Tcl/Tk
Graphische Benutzer-
(Tcl/Tk-Blt-Tix)
X-Windows Schnittstelle
Abbildung C.3: Modulstruktur des Iface Systems.
den beiden Programmteilen erfolgt

uber ein Link-Objekt. Dieses Objekt kapselt dann
die Abh

angigkeiten zur verwendeten Ober

ache.
Das Anwendungsprogramm erzeugt also nur logische Interaktionselemente, die es zu
interfaces gruppiert.

Uber diese Elemente kommunizieren dann mittels eines Schnitt-
stellenobjekts (IO) die Ober

ache und die Anwendung miteinander.
F

ur jedes Interaktionselement gibt es auf der Ober

achenseite ein entsprechendes
Gegenst

uck, das prim

ar die Informationen

uber die graphische Gestaltung dieses Ele-
ments enth

alt. Die aktuelle Darstellung des Elements auf der Ober

ache wird durch
diverse Darstellungsmodi realisiert. Insgesamt ergeben sich damit folgende Komponen-
ten:
 Logische Interaktionselemente verwalten auf der Anwendungsseite die Ober

ache.
Sie stellen die alleinige Schnittstelle der Applikation zur Ober

ache dar.
 Physikalische Interaktionselemente speichern auf der Anwendungsseite die ben

o-
tigten Informationen f

ur ein Ausgabedarstellungselement. Die abgespeicherten
Informationen gliedern sich in einen allgemeinen Teil, der f

ur alle Ausgabeele-
mente ben

otigt wird, und einen darstellungsspezischen Teil, der die Informatio-
nen f

ur eine spezische Darstellung enth

alt. Dies umfat z.B. die Selektion und
die Art der Ausgabendarstellung.
Dabei sind noch die beiden folgenden Ausnahmesituationen zu beachten:
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interface item
logisches
I/O-Schnittstelle
Oberfläche
I/O-Schnittstelle
Anwendung
interface item
logisches
Oberflächen
Objekt
Darstellung
Darstellung
Darstellung
Darstellung
interface item
physikalisches
interface item
physikalisches
interface item
physikalisches
Anwendung
Oberfläche
interface item
logische Ausgabe
Objekt
Ausgabe
Abbildung C.4: Architektur des Iface-Systems ohne Ausgabe- und Interaktionsob-
jekte.
{ Verwalten der Ausgaberestriktionen: Aus EÆzienzgr

unden sollten nur
die zur Darstellung ben

otigten Daten an die Ober

ache geschickt werden.
Die dazu ben

otigten Informationen werden von den physikalischen Interak-
tionselementen verwaltet.
{ Behandeln von Selektionen: Dies schliet sowohl die Selektionen des Be-
nutzers, als auch die von der Anwendung bereits vorgegebenen Selektionen
ein.
Auf beide Manahmen wird im folgenden noch n

aher eingegangen.
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 Das Schnittstellenobjekt regelt die Kommunikation zwischen den logischen In-
teraktionselementen und den Ober

achenelementen. Es existiert nur genau ein
solches Objekt.
 Ober

achenelemente stellen die Gegenst

ucke der logischen Interaktionselemente
auf der Ober

achenseite dar. Sie selbst legen jedoch noch keine Darstellung des
logischen Interaktionselementes fest.
 Ausgabeobjekte werden ben

otigt, um die Ausgabedaten an die Ober

ache zu
schicken. Dabei handelt es sich um rein tempor

are Objekte.
Sie kapseln die zur eigentlichen Ausgabe notwendigen Daten in einem von der
Ausgabedarstellung abh

angigen Format. Zur Ausgabe werden diese Objekte in
einen bin

aren Datenstrom umgewandelt,

uber das Schnittstellenobjekt an die
Ober

ache geschickt und dort wieder in ein Ausgabeobjekt zur

uckverwandelt.
Aus diesem Grund erscheint es zweckm

aig, f

ur jede verwendete Art der Ausgabe
einen eigenen Ausgabeobjekttyp vorzusehen.
 Die eigentliche Darstellung der Ausgabe erfolgt durch die Darstellungsmodi. Erst
diese Objekte legen fest, mit welchen Ober

achenwidgets die Ober

achenelemen-
te, und damit auch die logischen Interaktionselemente, dargestellt werden. Wei-
terhin wird die Interaktion mit dem Benutzer durch diese Modi realisiert.
 Ausgabedarstellungen sind f

ur die Ausgabe spezialisierte Darstellungsmodi. Sie
sind mit ihrer Schnittstelle auf die Bed

urfnisse der physikalischen und logischen
Ausgabeinteraktionselemente abgestimmt. Sie implementiert die tats

achliche Vi-
sualisierung der Daten und die Selektion durch den Benutzer.
Damit sind alle Komponenten beschrieben. Die spezielle Behandlung der Selekti-
on und die Notwendigkeit von Ausgaberestriktionen in diesem Zusammenhang wird
anschlieend eingehender erl

autert.
Ausgaberestriktionen
Um in einer Ausgabedarstellung, die n Dimensionen visualisieren kann, einenm-dimen-
sionalen Datensatz darzustellen, m

ussen f

ur m n Dimensionen bestimmte Werte vor-
gegeben werden. Die Information dar

uber, welche Dimensionen mit welchen Werten
vorgegeben sind, kann jedoch nur vom Benutzer festgelegt werden und mu bei der Er-
zeugung der Ausgabedarstellungen bzw. bei der

Anderung von Parametern

ubermittelt
werden.
Dies trit sowohl bei der Erzeugung von Ausgabedarstellungen, als auch bei der

Anderung des sichtbaren Ausschnitts zu, da dies am einfachsten

uber eine

Anderung
der Ausgaberestriktionen zu erreichen ist.
Anhand der Ausgaberestriktionen sollte das physikalische Interaktionselement die-
jenigen Daten ermitteln, die f

ur die Ausgabe ben

otigt werden und ein entsprechendes
Ausgabeobjekt erzeugen.
F

ur Benutzerselektionen bestimmen die Restriktionen diejenigen Dimensionswerte,
die nicht in der Darstellung angezeigt werden, und damit auch nicht vom Benutzer
selektiert wurden. Bei Programmselektionen hingegen stellen die Restriktionen einen
Filter dar, der festlegt, welche Programmselektionen dem Benutzer vorgegeben werden.
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Selektionen
Da Selektionen lediglich einen Sonderfall der Interaktion des Benutzers mit der Anwen-
dung darstellen, werden sie prim

ar von der Ober

ache aus abgehandelt. Die Behand-
lung der Selektion aus Benutzersicht, also z.B. das Aufziehen eines Selektionsrahmens,
wird von jeder Ausgabedarstellung getrennt behandelt. Diese getrennte Behandlung
f

ur jede Ausgabedarstellung wird aus EÆzienzgr

unden gew

ahlt, da die Ausgabedar-
stellungen damit nur die minimal ben

otigten Daten erzeugen.
Diese Selektionsinformationen h

angen damit auch immer von der gew

ahlten Dar-
stellung ab. Damit aber die Anwendung diese Daten verarbeiten kann, m

ussen die
fehlenden Informationen wieder hinzugef

ugt werden. Analog zu den Ausgaberestriktio-
nen, die die nicht mehr ben

otigten Dimensionen entfernen, ndet jetzt der entgegen-
gesetzte Proze statt: die Selektionsinformationen werden um diejenigen Dimensionen
erweitert, die in den Ausgaberestriktionen angegeben werden. Dieser Proze ist in den
physikalischen Interaktionselementen angesiedelt, da hier die Ausgaberestriktionen f

ur
die entsprechenden Ausgabedarstellungen existieren.
In der anderen Richtung m

ussen Selektionen auch von der Anwendung her vorge-
geben werden k

onnen, z.B. um den Benutzer auf interessante Bereiche im Datensatz
hinzuweisen. Analog zur Ausgabe werden hier die Daten entsprechend den Ausgabe-
restriktionen wieder reduziert. Zus

atzlich zur Ausgabe mu jedoch gepr

uft werden, ob
diese Selektionsdaten in dem Bereich liegen, der durch die Ausgaberestriktionen be-
stimmt wird. Die Restriktionen legen f

ur bestimmte Dimensionen Werte fest, die f

ur
die Ausgabe benutzt werden, d.h. die vorgegebenen Selektionen enthalten f

ur diese
Dimensionen dieselben Werte.
Die oben beschriebenen Richtlinien treen nur f

ur Selektionen in Dom

anenbereich
der Daten zu, d.h. Selektion

uber die Indizes. Selektionen

uber den Wertebereich hin-
gegen sind einfach zu behandeln, da hier nur zwei Werte auftreten.
C.3.2 Entwurfskonzept unter Iface
In der Applikation wird nur eine kleine Menge von Funktionen verwendet, die die
Interaktionen zwischen Benutzer und Applikation in einer darstellungsunabh

angigen
Weise denieren. Die zur Verf

ugung stehenden Komponenten werden in Abbildung
C.5 aufgef

uhrt. Die eigentliche Darstellung dieser Interaktionselemente wird von einer
applikationsunabh

angigen Komponente

ubernommen.
Wie bereits erw

ahnt, werden alle Kongurationen des graphischen Aussehens in
einer applikationsspezischen Kongurationsdatenbank abgespeichert. Wenn das Aus-
sehen nicht den Erfordernissen entspricht, kann mit Hilfe eines online Editors die Iface-
Kongurationsdatenbank direkt manipuliert werden (siehe Abbildung C.12).
Die Interaktion mit der Anwendung wird dar

uber hinaus durch ein Hilfesystem und
eine applikationsunabh

angige Makroverarbeitung unterst

utzt.
C.3.3 Ver

anderung der Darstellung in Iface
Unter einer Ver

anderung der Ober

ache in Iface ist die M

oglichkeit zu verstehen, ei-
nem Iface-Widget einen anderen Displaymode zuzuordnen. Wird einem Iface-Widget
ein anderer Displaymode zugeordnet, dann mu der Programmcode der Callback-
Funktion nicht ver

andert werden. Dies ist nur aufgrund einer strikten Trennung von
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ACTION
FILE
FLOAT
FRAME
GRAPH
INT
LIST
OUTPUT
SELECTBUTTON
STRING
TEXT
WIDGETID_MAP
Abbildung C.5: Basiselemente des Iface .
Ober

ache und Anwendung m

oglich.
Beispielsweise kann ein Push-Button, der nach Bet

atigung ein neues Fenster

o-
net, in dem dann der eigentliche Displaymode dargestellt wird unabh

angig von der
Applikationsprogrammierung verwendet werden. Dies ist ein Displaymode, der f

ur alle
Iface-Widget-Typen gew

ahlt werden kann.
Die nachfolgende Auistung zeigt die Zuordnung von einigen Displaymodes zu ihren
Iface-Widgets:
FRAME Ein Frame kann aus einem Rahmen mit einer

ubergeordneten

Uberschrift
bestehen. Eine andere Form eines Frames ist ein Rahmen, in dem die

Uberschrift
im Rahmen steht (siehe Abbildung C.6(a)). Bei einem Notebook handelt es sich
ebenfalls um ein Frame. Dabei sind die Ober

achenelemente, die sich im Frame
benden, in mehrere Frames aufgeteilt (siehe Abbildung C.6(b)).
LIST Eine normale Listbox und eine Combobox sind die m

oglichen Displaymodes
f

ur diesen Iface-Widget-Type (siehe die Abbildungen C.7(a) und C.7(b)). Au-
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(a) Frame (b) Notebook
Abbildung C.6: Zwei verschiedene Displaymode-Darstellungen des Iface-Widget-
Type FRAME.
erdem k

onnen auch alle Nachfolger-Iface-Widgets von diesem Iface-Widget
gleich in der Listbox dargestellt werden (siehe die Listbox "Congurations" in
der Abbildung C.6(b)).
(a) Listbox (b) Combobox
Abbildung C.7: Zwei verschiedene Displaymode-Darstellungen des Iface-Widget-
Type LIST.
GRAPH Ein GRAPH kann mittels zweier Listboxen oder einer graphischen Darstel-
lung realisiert werden (siehe Abbildung C.8).
INT Ein editierbares Eingabefeld bildet den Displaymode f

ur diesen Iface-Widget-
Type (vgl. Abbildung C.9(a)). Auerdem kann auch ein Spin-Button als Display-
mode gew

ahlt werden (vgl. Abbildung C.9(b)).
FLOAT Die selben Displaymodes wie bei INT.
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Abbildung C.8: Displaymode-Darstellungen des Iface-Widget-Type GRAPH.
(a) Einzeiliges Eingabefeld (b) Spin-Button
Abbildung C.9: Unterschiedliche Darstellungen des Iface-Widget-Type INT.
STRING Ein einzeiliges Editierfeld oder ein mehrzeiliges Editierfeld werden den Dis-
playmodes f

ur diesen Iface-Widget-Type zur Verf

ugung gestellt (siehe dazu die
Abbildungen C.2(a) und C.2(b)).
SELECTBUTTON Dieser kann mit den

ublichen Radio- oder Check-Buttons (vgl.
die Abbildungen C.10(a) und C.10(b)) oder mit einfachen Buttons dargestellt
werden. Zus

atzlich ist eine Darstellung mit einem Pop-Up-Men

u m

oglich.
ACTION Der

ubliche Displaymode f

ur den Iface-Widget-Type ACTION besteht aus
einem Push-Button. Aber auch ein Pop-Up Men

u kann als Displaymode gew

ahlt
werden.
FILE Der Widget-Type FILE wird als Push-Button dargestellt, bei dessen Bet

atigung
ein Datei-Auswahlfenster ge

onet wird (vgl. Abbildung C.11).
Konguration der Widgets unter Iface
Die Konguration der Tk-Widgets in Iface erfolgt

uber den Tk-Befehl congure. Die
Optionen f

ur eine Konguration unterscheiden sich je nach Tk-Widget. Die entspre-
chenden Optionen in der Iface-Kongurationsdatenbank werden

uber den Operati-
onscode Cong angegeben. Beispiele f

ur Kongurationen sind die Hintergrundfarbe,
die Gr

oe oder die 3-dimensionale Darstellung der Tk-Widgets.
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(a) Radio-Button (b) Check-Button
Abbildung C.10: Verschiedene Displaymode-Darstellungen des Iface-Widget-Type
SELECTBUTTON.
Abbildung C.11: Displaymode-Darstellung des Iface-Widget-Type FILE.
C.4 Kongurationseditor
Der Entwurf einer graphischen Ober

ache ist mit hohem Aufwand verbunden. Ne-
ben dem eigentlichen Entwurf ist es oft notwendig, die Ober

achenelemente neu zu
kongurieren oder sie neu anzuordnen. Zwar stellt der Entwurf einer Ober

ache un-
ter Iface gegen

uber dem Entwurf einer Ober

ache mit den APIs der verschiedenen
Fenstersysteme bereits eine Vereinfachung dar, doch bleibt immer noch der Eintrag in
die Kongurationsdatenbank. Durch einen graphischen Editor kann der Entwurf, die
Konguration und die Plazierung von Ober

achenelementen erleichtert werden. Die
Konzeption wird dadurch vereinfacht, da der Zugri auf die Iface-Widgets immer

uber den Iface-Pfad erfolgt. Auf diese Weise wird die Plattformunabh

angigkeit von
Iface beibehalten. Durch die Iface-Kongurationsdatenbank k

onnen, auch noch auf
bereits bestehenden Anwendungen,

Anderungen durchgef

uhrt werden.
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(a) Display{mode selektion (b) Darstellungskonguration
Abbildung C.12: Ausschnitt aus der Funktionalit

at des interaktiven online Kongu-
rierungseditors.
C.4.1 Ziele eines Ober

acheneditors unter Iface
Neben den schon genannten M

oglichkeiten bietet der Editor unter Iface auch noch
weitere M

oglichkeiten:
1. Auswahl eines entsprechenden Displaymodes f

ur ein Iface-Widget.
2. Auswahl des Eltern-Iface-Widget f

ur das Iface-Widget, das bearbeitet wird.
3. Einstellung des Iface-Pfades, um auf die Iface-Widgets zugreifen zu k

onnen.
4. Konguration der einzelnen Tk-Widgets in einem Iface-Widget.
5. Plazierung der Tk-Widgets in einem Iface-Widget und Plazierung der Iface-
Widgets untereinander.
6. Die

Anderungen durch den Editor sind sofort sichtbar. Bei einem nochmaligen
Starten der Anwendung soll die Ober

ache genauso aussehen, wie es durch den
Editor herbeigef

uhrt wurde.
7. Der Editor kann einfach

uber eine Shortcut-Kombination gestartet werden. Der
Anwender mu f

ur ein beliebiges Ober

achenelement deshalb nicht lange nach
dem Iface-Widget suchen, das er ver

andern m

ochte.
Eine weitere Anforderung an den Editor bildet die Einstellung von Sprungmar-
ken f

ur das Hilfesystem und die Ausgabe von Balloon- bzw. Statusnachrichten. Diese
Anforderungen betreen allerdings nicht das Ober

achendesign.
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Bisher war es

ublich, die Iface-Kongurationsdatenbank zu editieren, und dann die
Ver

anderungen vorzunehmen. Die Ver

anderungen, die durch den Editor herbeigef

uhrt
werden, sollen in der Iface- Kongurationsdatenbank unter einem Dateinamen abge-
legt und in eine ASCII-Iface- Kongurationsdatei abgespeichert werden k

onnen.
C.4.2 Ver

anderbarkeit der Ober

ache
In den g

angigen Ober

achensystemen ist eine einfache Ver

anderung der Ober

achenele-
mente nicht m

oglich, da sie statisch sind. Unter der Ver

anderbarkeit einer Ober

ache
versteht man den Austausch von Ober

achenelementen, ohne da dies irgendwelche
Auswirkungen auf den Anwendercode hat. Ein Beispiel hierf

ur ist der Austausch ei-
ner einzeiligen durch eine mehrzeilige Stringeingabe. Dabei ist der Austausch unter
Iface besonders einfach. Zwar ist eine Ver

anderung der Ober

ache unter anderen Sy-
stemen auch m

oglich, aber mit h

oherem Aufwand verbunden. Vor allem erfordert sie
Kenntnisse

uber das jeweilige Ober

achensystem.
Besonders einfach ist eine Ver

anderung in Iface,

uber einen Editor. Durch die-
sen Editor ist es m

oglich, die Ober

ache w

ahrend der Laufzeit eines Programms zu
ver

andern. Der Anwender mu nur seinen gew

unschten Displaymode

uber den Editor
einstellen.
Die Displaymodes in Iface sind als Baumstruktur aufgebaut. Es ist deshalb g

unstig,
wenn der Displaymode

uber einen Graphen eingegeben werden kann.
C.4.3 Plazierung und Konguration von Iface-Widgets
Der Anwender mu nicht m

uhsam die Kongurationen im Programmcode bestimmen
oder sie in komplexen Resourcendateien eintragen (vgl. vor allem Motif).
Die Optionen f

ur die Plazierung durch den Packer sind immer dieselben und k

onnen
deshalb vom Anwender

uber ein Auswahlmen

u eingestellt werden. Die anderen Plazie-
rungsm

oglichkeiten grid und blt table konnten aus Zeitgr

unden nicht konzipiert werden.
Die Optionen f

ur die Tk-Konguration unterscheiden sich h

aug, deshalb ist eine Auf-
listung in einer Listbox sinnvoll. Der Anwender eines Editors kann diese Optionen dann
entsprechend einstellen. Dieses Auswahlmen

u ist im Editor integriert.
C.4.4 Einstellung der Hilfeoptionen
Mit dem Editor werden auch die Optionen f

ur das Hilfesystem (Sprungmarke, Text der
Balloon- und Status-Nachricht) eingestellt. Der Anwender kann diese Optionen in ein
Eingabefeld eintragen.
C.4.5 Vorteile des Editors als Ober

achengestalter
Ein Editor unter Iface bringt als Gestalter von Ober

achen zu den genannten Vorz

ugen
noch folgende Vorteile:
 Der Editor erspart den sonst

ublichen Kreislauf der Programmentwicklung, also
den Eintrag in die Iface-Kongurationsdatenbank und das Starten der Anwen-
dung.
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 Der Editor erfordert fast keine Kenntnisse der graphischen Ober

ache und der
Anwendung (vor allem des Iface-Pfades). Dadurch ist es m

oglich, da jeder
Anwender seine Ober

ache ergonomisch anpassen kann. Der Anwender sieht nur
die Ober

ache und kann sich die Ergebnisse seiner Ver

anderungen w

ahrend der
Laufzeit sofort ansehen.
 Da die Ver

anderungen der Iface-Kongurationen (Displaymode, Plazierung, Tk-
Kongurationen und Hilfeeinstellungen) durch den Editor automatisiert sind,
sind sie weniger fehleranf

allig als durch den Eintrag in die Kongurationsdaten-
bank.
 Wird ein neuer Displaymode f

ur ein Iface-Widget erstellt, kann aufgrund der
Iface-Architektue auch dieser

uber den Editor eingestellt werden.
 Die Kongurationsm

oglichkeiten der Displaymodes sind Transparent an einer
Stelle zusammengefat, und m

ussen nicht in Handb

uchern oder sonstigen Doku-
mentationen gesucht werden.
Doch dieser graphische Editor weist zur Zeit noch folgende Nachteile auf:
 Die Displaymodes f

ur Iface m

ussen erst entworfen werden, um sie dem Anwender
zur Verf

ugung zu stellen.
 Die Einstellungen

uber den Tk-Packer sind gew

ohnungsbed

urftig.
C.5 Makroverarbeitung
Das Iface bietet die M

oglichkeit, unabh

angig von der Applikation Makros anzugeben,
die interaktiv die Aktionen des Benutzers aufzeichnen und sp

ater modiziert werden
k

onnen (siehe Abbildung C.13).
Das ergonomische Ziel der Makroverarbeitung ist es, da eine Sequenz von Benut-
zeraktivit

aten auf der graphischen Benutzerober

ache Iface, nach einmaligem Auf-
zeichnen, beliebig oft wiederholt werden kann. Sie bewirkt dadurch die Fehleranf

allig-
keit und entlastet den Benutzer. Damit die Makroverarbeitung eine weitere Zeiterspar-
nis gegen

uber der interaktiven Benutzung aufweist, werden Fenster, die nur tempor

ar
w

ahrend der Makroverarbeitung ben

otigt werden, nicht ge

onet. Die Motivation f

ur
eine Makroverarbeitung besteht deshalb darin, dem Anwender eine M

oglichkeit zur
Zeitersparnis gegen

uber der manuellen Eingabe zu bieten.
C.5.1 Voraussetzung f

ur eine Makroverarbeitung unter Iface
Die M

oglichkeit, Makros durch "Vormachen" zu erzeugen, ist benutzerfreundlicher als
durch eine textuelle Programmierung. Bei Iface k

onnen wegen der Display-Modi z.B.
vier Buttons auf unterschiedliche Arten Dargestellt werden, unter anderem auch als
ein Pull-down-Men

u. Trotzdem ist ein Makro, das bei der Darstellung der vier Buttons
aufgezeichnet wurde, bei jeder anderen beliebigen Darstellungsart lau

ahig. Die Makros
unter Iface sind unabh

angig von der Darstellungsart.
Als n

achstes werden alle Aktionen bzw. Eingaben aufgelistet, die ein Anwender
unter Iface ausf

uhren kann. Diese werden Benutzt um die Anzahl der Eingaben und
172 C.5 Makroverarbeitung
Abbildung C.13: Verwaltung eines einzelnen Makros.
die zu protokollierenden Parameter des Makros festzulegen. Folgende Eingaben bzw.
Aktionen der einzelnen Iface-Widgets sind m

oglich (in den Klammern stehen jeweils
die betroenen Widget-Typen):
 Bei Eingabe einer Float-, Integer-Zahl, String und Dateinamen: Vom Benutzer
kann entweder ein fester Wert deniert werden, oder bei der sp

ateren Makro-
ausf

uhrung ein Wert eingegeben werden (FLOAT, INT, STRING und FILE).
 Beim Einf

ugen eines Elements in eine Liste: Der Benutzer kann die Stelle bestim-
men, an der das Element in die Liste eingef

ugt werden soll. W

ahlt der Benutzer
keine Stelle in der Liste aus, dann wird das Element immer an das Ende der Liste
angeh

angt (LIST).
 Beim L

oschen eines Elements aus einer Liste: Es wird immer das Element gel

oscht,
das der Benutzer aus der Liste ausgew

ahlt hat (LIST).
 Beim Ausw

ahlen eines Elements aus einer Liste: Es wird immer das Element
ausgew

ahlt, das vom Benutzer bestimmt wird (LIST).
 Beim Einf

ugen eines Knotens in einen Graphen: Ein Knoten wird zu einem Gra-
phen hinzugef

ugt. Es ist keine bestimmte Stelle f

ur das Einf

ugen im Graphen
vorgesehen (GRAPH).
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 Beim L

oschen eines Knotens aus einem Graphen: Es wird immer der Knoten
gel

oscht, der vom Benutzer ausgew

ahlt wurde (GRAPH).
 Beim Ausw

ahlen eines Knotens aus einem Graphen: Es wird immer der Knoten
ausgew

ahlt, der vom Benutzer bestimmt wurde (GRAPH).
 Beim Einf

ugen einer Kante in einen Graphen: Die Knoten, die zur neuen Kante
geh

oren, m

ussen vom Benutzer eingegeben werden (GRAPH).
 Beim L

oschen einer Kante aus einem Graphen: Es wird immer die Kante gel

oscht,
die vom Benutzer ausgew

ahlt wurde (GRAPH).
 Beim Ausw

ahlen einer Kante aus einem Graphen: Die Kante, die ausgew

ahlt
werden soll, mu vom Benutzer bestimmt werden (GRAPH).
Die hier aufgelisteten Eingaben bzw. Aktionen zeigen, da die Erzeugung des Ma-
krocodes durch Vormachen unter Iface mit relativ wenig Aufwand verbunden ist.
Schlielich ist es m

oglich, da die Aktionen bzw. Eingaben in den Iface-Widgets ab-
gefangen werden, ein Makro unter einem anderen Displaymode ablaufen zu lassen, als
unter dem er aufgezeichnet wurde.
Unter Iface gibt es eine Trennung von Anwendung und Ober

ache. Deshalb kann
sich eine Anwendung die Angaben, die sie sich normalerweise vom Anwender durch die
Ober

ache Iface holt, auch direkt geben lassen. Bei der Makroverarbeitung bedeuten
dies, da die Parameter dem Makro direkt

ubergeben werden. Damit kann ein Makro
auch ohne Ober

ache laufen.
Eine "Undo"-Funktion zu entwerfen, ist aufgrund des Aufbaus von Iface mit der
bereits erw

ahnten Trennung von Anwendung und Ober

ache nicht allgemein m

oglich.
Eine Voraussetzung daf

ur ist, da die jeweilige Anwendung ebenfalls immer eine "Undo"-
Funktion zur Verf

ugung stellt.
C.5.2 Beeinussung des Makroablaufs
Ein Anwender ist in der Lage, eine andere Eingabe bzw. Aktion auf ein Iface-Widget
beim Ablaufen des Makros zu machen, als dies beim Aufzeichnen des Makros geschehen
ist. Ein Beispiel hierf

ur ist die Eingabe einer Zahl. Angenommen, die Eingabe der Zahl
ist bei der Makroaufzeichnung "5". Die Eingabe beim Ablaufen des Makros soll aber
den Wert "10" annehmen. Um dies zu erm

oglichen, mu das Makro seinen Ablauf
solange anhalten, bis der Anwender die Zahl "10" eingegeben hat. Erst danach setzt
es seine Ausf

uhrung fort.
C.6 Hilfesystem
Wie die Makroverarbeitung ist auch das Hilfesystem so konzipiert, da es die M

oglich-
keiten von Iface nutzt, und dessen Vorteile durch das Hilfesystem nicht eingeschr

ankt
werden. Die Aufgabe des Hilfesystems ist die Vereinfachung und Vereinheitlichung der
Hilfe unter unterschiedlichen Applikationen. Das realisierte Hilfesystem bietet sowohl
aktive als auch passive kontextsensitive Hilfe an.
Die Aktive Hilfe bedient sich der sogenannten Balloon-nachrichten, die unmittel-
bar neben dem Mauszeiger erscheinen, und einer Hilfszeile, die am unteren Rand des
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Fensters l

angere Nachrichten pr

asentieren kann. Hingegen wird die passive Hilfe durch
den Benutzer direkt aktiviert, und es erschient ein HTML-Dokument zu Kontext in
dem sich der Mauszeiger bendet oder der Benutzer kann im Dokument selbst nach
Stichworten oder Indizes Suchen.
Kontextsensitiv ist die Hilfe wegen der Ber

ucksichtigung der Position des Mauszei-
gers. Durch die hierarchische Anordnung von Iface, kann zu jedem Kontext in der
Hierarchie die n

achste Hilfe ermittelt werden.
C.6.1 Layout des Hilfesystems
Als Hilfesystem wird der plattformunabh

angige Hypertext HTML verwendet. Mit dem
Tool LaTeX2HTML Translator (vgl. [Dra95]) werden die bereits vorhandenen LaTeX-
Dateien in interpretierbare HTML-Dateien

ubersetzt. Mit Hilfe der im LaTeX-Doku-
ment denierten Marken, kann jede beliebige Stelle

uber die daraus generierten Sprung-
marken im HTML-Dokument angesprungen werden. Dadurch wird ein kontextsensiti-
ves Hilfesystem gebildet.
C.6.2 Vorteile des Iface-Hilfesystems
Das Iface-Hilfesystems bietet folgende Vorteile:
 Das Hilfesystem ist kontextsensitiv.
 Durch die optionale Verf

ugbarkeit der Balloon- und Statusnachrichten kann eine
aktive Hilfe erfolgen.
 Die Vorteile von Hypertext, durch die einbeziehung von Bildern, Ausf

uhrbaren
Programmteilen (CGI's, Servlets, Applets, ...).
 Bereits vorhandenes LaTeX-Manual zu einem Anwenderprogramm, das als gra-
phische Ober

ache Iface verwendet, kann in HTML-Dateien umgewandelt wer-
den und die dort denierten Marken k

onnen durch das Iface-Hilfesystem ange-
sprungen werde. Im Gegensatz dazu mu zum Beispiel unter Windows ein bereits
geschriebenes Manual in eine f

ur den Compiler verst

andliche Syntax umgewan-
delt werden.
 Die Angabe, welche Stelle in den HTML-Dateien angesprungen wird, erfolgt

uber
eine sprechende textuelle Sprungmarke (nicht

uber eine Nummer wie in Windows

ublich).
 Mit Hilfe des Editors kann das Hilfesystem benutzerfreundlich konguriert wer-
den.
 Die Kongurationen f

ur ein Iface-Widget m

ussen bei der Darstellung eines be-
stimmten Displaymodes nur einmal angeben werden. Danach gelten sie f

ur alle
Iface-Widgets, die mit demselben Displaymode ausgegeben werden.
 Durch den Eintrag in die Iface-Kongurationsdatenbank k

onnen auch fertige
Anwendungen um das Hilfesystem erweitert werden.
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 Der Benutzer kann den Grad der Hilfe Spezizieren, und dadurch kann das Hil-
fesystem an unterschiedlich versierte Benutzergruppen individuell angepat wer-
den.
 Das Hilfesystem ist Plattformunabh

angig.
Das Hilfesystem hat zur Zeit folgende Nachteile:
 Ein Stichwort- und Inhaltverzeichnis mu bereits im LaTeX angelegt werden.
 Die Qualit

at der Aufbereitung des LaTeX Dokuments in das HTML-Format ist
von dem Programm latex2html abh

angig.
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Anhang D
Klassikatorperformanz
Um die Leistungsf

ahigkeit eines Klassikators zu bewerten, mu die Klassikationsbe-
urteilung auf einer objektiven Grundlage basieren. Insbesondere im Fall der ILD stellt
sich die Frage, wie gut der aufgestellte Klassikator K f

ur die unklassizierten und
zuk

unftigen Daten ist.
Wie bereits angesprochen, steht normalerweise nicht die gesamte Datenmenge X als
Beispiele zur Verf

ugung, noch deckt sie den MerkmalsraumM vollst

andig ab. Aus der
Datenmenge X liegen die Daten meistens nur zu einem Bruchteil wiederum in Form
von klassizierten Beispielen B vor. Daraus ergeben sich folgende Beziehungen:
B  X M (D.1)
Hieraus folgt, da zun

achst zwei Fragen zu l

osen sind: wie gut ist der KlassikatorK
auf bekannten klassizierten Beispielen B (siehe Denition 3.1), und welche Ergebnisse
k

onnen aus dieser Kenntnis f

ur die Menge aller Merkmale M erwartet werden?
Um diese Fragen zu beantworten, wird zuerst der Fehler des Klassifkators unter-
sucht.
D.1 Fehler
Der Fehler eines Klassikators ist deniert als die Zuordnung eines Beispiels
~
b 2 B zu
einer falschen Klasse ~c
f
2 C. Aufgrund der Tatsache, da die Menge X sich nicht nur
aus den Beispielen B zusammensetzt, sondern auch noch eine Vielzahl unklassizierter
Daten enth

alt, kann die Entscheidung, ob ein Datum richtig oder falsch klassiziert
wurde, lediglich auf den Beispielen B getroen werden.
Um die M

achtigkeit des Klassikators absch

atzen zu k

onnen, werden Instrumente zu
seiner Beurteilung ben

otigt. Als einfachstes Meinstrument steht daf

ur die Fehlerrate
E
emp
zur Verf

ugung (vgl. [WK91]):
E
emp
:=
Anzahl der Fehlklassikationen
Anzahl der Beispiele
(D.2)
Dieses Ma zur Bestimmung der Klassikationsg

ute h

angt stark von den ausgew

ahl-
ten Beispielen ab. Mit steigender Anzahl der Beispiele konvergiert diese Fehlerrate
gegen die wahre Fehlerrate E
M
.
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Denition D.1 (wahre Fehlerrate)
Die wahre Fehlerrate eines Klassikators K ist deniert als:
E
M
:= lim
f~x j (~x;~c)2Bg !M
jf~c j (~x;~c) 2 B und K(~x) 6= ~cgj
jMj
In der Praxis besteht das Problem, da oft nur eine geringe Anzahl von Beispielen
existiert, und deshalb die wahre Fehlerrate nicht direkt berechnet werden kann. Zu-
dem m

ussen die Beispiele repr

asentativ und in einer f

ur den Klassikationsalgorithmus
ausreichenden Anzahl vorhanden sein (siehe Abschnitt D.3).
Um das Fehlerverhalten eines Klassikators in einer Anwendung zu beurteilen, wird
weiterhin eine

Ubersicht

uber seine Schwierigkeiten mit der Problemstellung ben

otigt.
Die Beziehung zwischen der Klassikation und der tats

achlichen Klasse wird durch
die Konfusionsmatrix F ausgedr

uckt. Sie stellt die vom Klassikator ausgegebenen
Klassen K(~x) den tats

achlichen Klassen ~c gegen

uber. Die Anzahl korrekt klassizierter
Beispiele wird in der Diagonale N aufgetragen, und die falsch klassizierten werden
entsprechend dem Fehler in die Matrixfelder eingetragen.
F :=
0
B
B
B
@
F
11
F
12
: : : F
1n
F
21
F
22
: : : F
2n
.
.
.
.
.
.
.
.
.
F
n1
F
n2
: : : F
nn
1
C
C
C
A
mit F
ij
= jfK(~x) = ~c
i
j (~x;~c
j
) 2 Bgj
(D.3)
Ausgabe
des Klassi-
kators
Tats

achliche Klasse
A B C
A 100 0 0
B 0 97 5
C 0 3 75
Tabelle D.1: Beispiel einer Konfusionsmatrix f

ur ein Drei-Klassen-Problem. Die F

alle
von Klasse B wurden nur in 97 F

allen korrekt zu B geh

orig erkannt, 3 F

alle wurden
f

alschlicherweise C zugeordnet. Entsprechendes gilt f

ur die F

alle der Klasse C { nur die
Klasse A wurde komplett korrekt identiziert.
Ein Beispiel f

ur eine solche Konfusionsmatrix wird in Tabelle D.1 dargestellt. Wie
aus der Beispieltabelle hervorgeht, wurde Klasse A korrekt klassiziert. Im Gegensatz
dazu wurden die F

alle aus Klasse B nur in 97 F

allen korrekt als zur Klasse B geh

orig
erkannt, w

ahrend drei f

alschlicherweise der Klasse C zugeordnet wurden. Bei der Klas-
sikation der F

alle der Klasse C wurden 75 korrekt und f

unf falsch klassiziert, da sie
der Klasse B zugeordnet wurden.
D.2 Kosten und Risiken
Des Weiteren ist f

ur den realen Einsatz eines Klassikators nicht nur die Fehlerrate von
Interesse, sondern auch die Kosten und Risiken, die durch eine Klassikation entstehen
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bzw. entstehen k

onnen (vgl. [Sch96, WK91, DH73]).
Beispielsweise ist die Entscheidung, einen Patienten bei unsicherer Diagnose eines
Krebsleidens prophylaktisch zu operieren und mit dieser Entscheidung falsch zu lie-
gen, vertretbarer, als den Patienten nicht weiter zu untersuchen und seinem Schicksal
zu

uberlassen. D.h. bei den Kosten "Tod oder Leben" tendiert man eher in die Rich-
tung "Leben", was bedeutet, da eine Falschklassikation eines gesunden Menschen in
Richtung krank eher toleriert wird, als einen Kranken f

ur gesund zu erkl

aren.
Durch eine Kostenmatrix lassen sich die auftretenden Kosten bei einer Falschklas-
sikation quantisieren. Dabei werden die Kosten f

ur eine korrekte Klassikation auf
Null gesetzt (die Einheitsdiagonalelemente sind 0), und die restlichen Elemente werden
auf Werte gesetzt, die die Kosten einer Falschklassikation in Abh

angigkeit von der
Applikation widerspiegeln:
E
Kosten
:=
jCj
X
i;j=1
F
ij
Kosten
ij
(D.4)
Mit Hilfe der Kosten- und Fehlermatrix lassen sich die Kosten, die durch eine Fehl-
klassikation auftreten, darstellen. Die Leistungsf

ahigkeit eines Klassikators l

at sich
durch E
Kosten
wesentlich besser erfassen als mit der reinen Anzahl der Fehlklassika-
tionen E
emp
, da sie die anwendungsspezischen Gesichtspunkte in die Bewertung mit
einbezieht.
Die Bewertung eines Klassikators l

at sich noch verbessern, wenn das Risiko mit
in die Kalkulation einbezogen wird. Dabei ist das Risiko als eine Absch

atzung zwischen
der M

oglichkeit einer korrekten Klassikation und einer falschen zu verstehen. Es han-
delt sich dabei, wie bei der Kostenmatrix, nicht um die Wahrscheinlichkeiten, sondern
um zugewiesene ktive Gr

oen, die aus der jeweiligen Applikation abgeleitet werden
m

ussen.
Die Risikomatrix R wird anhand der Kostenmatrix Kosten gebildet, indem in die
Einheitsdiagonale die negativen RisikokoeÆzienten
1
eingetragen werden. In Tabelle D.2
werden der Konfusionsmatrix aus Beispiel D.1 Risikofaktoren hinzugef

ugt.
Ausgabe
des Klassi-
kators
Tats

achliche Klasse
A B C
A -10 2 2
B 4 -7.5 1
C 3 1 -16
Tabelle D.2: Beispiel einer Risikomatrix f

ur ein Drei-Klassen-Problem.
Mit Hilfe der Risiko- und Konfusionsmatrix l

at sich der Fehler E
R
ermitteln, der
die Auswirkung einer (Fehl-)Klassikation im Applikationskontext wesentlich besser
erfassen kann, als mit den vorher angesprochenen Methoden:
1
In der Literatur wird die Risikomatrix mit positiven Diagonal- und negativen Nebendiagonalele-
menten verwendet. Aus Gr

unden der Vereinfachung wird hierR anders deniert, damit alle Fehlermae
E minimiert werden k

onnen.
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E
R
:=
1
jBj
jCj
X
i;j=1
F
ij
R
ij
(D.5)
Durch die Berechnung des Fehlermaes E
R
kann die Klassikationsg

ute eines Klas-
sikators im Applikationskontext sehr genau und objektiv beurteilt werden. In dem
oben durchgef

uhrten Beispiel D.2 betr

agt das Risiko E
R
=  10; 4267. Das bedeutet:
je kleiner das Risiko E
R
ist, desto besser arbeitet der Klassikator. Vergleicht man
zwei Klassikatoren miteinander, so kann derjenige Klassikator mit dem kleineren
Fehlerma E
R
als besser betrachtet werden.
D.3 Repr

asentative Beispiele
Um sicherzustellen, da die G

ute eines Klassikators korrekt ermittelt werden kann,
mu die auf den Beispielen basierende Bewertung fair sein, d.h. die f

ur die Bewertung
verwendeten Beispiele B m

ussen den Merkmalsraum M m

oglichst gut wiedergeben.
Dies bedeutet statistisch gesehen, da die gew

ahlte Stichprobe B mit einer zuf

alligen
Gleichverteilung aus der Menge M gew

ahlt wird.
Die Zuf

alligkeit ist eine wesentliche Voraussetzung f

ur die Wahl der Beispiele, ins-
besondere mu bei der ILD das System daf

ur sorgen, da dieses Kriterium erf

ullt ist.
Es mu daf

ur gesorgt werden, da der Mensch nicht in die Auswahl der Beispiele in-
volviert ist, da er auf Grund gewisser Vorstellungen oder Vorlieben dem Problem nicht
unbefangen entgegentritt, wodurch wiederum die Zuf

alligkeit beeinut und dadurch
auch das Ergebnis verf

alscht werden kann.
Es gibt nur eine Ausnahme f

ur dieses Vorgehen und zwar, wenn die Wahrschein-
lichkeit f

ur das Auftreten einer bestimmten Klasse sehr gering ist, oder das Klassi-
kationsverfahren nicht mit unterschiedlichen H

augkeiten von Klassen zurechtkommt.
Dann geht man dazu

uber, die Wahrscheinlichkeit f

ur diese Klassen in den Beispielen
zu erh

ohen (siehe [WK91]).
Bei der ILD wird generell davon ausgegangen, da potentiell gen

ugend Beispiele
vorhanden sind, und aus diesem Grund wird die Auswahl der Beispiele hier streng
durch einen Zufallsproze gesteuert.
Wird der Klassikator K auf der Basis von Beispielen B erstellt, werden die Pa-
rameter des Klassikators so gew

ahlt, da sie die gegebenen Beispiele m

oglichst gut
klassizieren k

onnen. In der Praxis ist die Anzahl der Beispiele wesentlich geringer als
die des Merkmalsraums:
jBj  jMj (D.6)
Dies hat zur Folge, da der Klassikator dazu tendiert, die Beispiele zu repr

asen-
tieren und dadurch die Generalisierungsf

ahigkeit, also die Klassikationsg

ute, auf dem
Merkmalsraum M abnimmt. Dieses Ph

anomen ist unter dem Begri Overtting be-
kannt. Die erzielten Resultate des Klassikators sind dann sehr optimistisch, und wird
dieser Klassikator mit noch nicht pr

asentierten Daten konfrontiert, bricht die Klassi-
kationsg

ute dramatisch ab.
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Aus diesem Grund wird das sogenannte Train-and-Test Verfahren angewendet, bei
dem die Beispiele B zuf

allig in zwei disjunkte Mengen aufgeteilt werden:
B = B
train
[ B
test
mit B
train
\ B
test
= ;
(D.7)
B
train
ist die Menge der Trainingsdaten, mit denen der Klassikator aufgebaut wird,
und B
test
enth

alt die Testbeispiele, die ausschlielich zur Bewertung des Klassikators
herangezogen werden sollen. Bei der Erstellung des Klassikators wird dann versucht,
das oben genannte Overtting zu vermeiden.
Diese Vorgehensweise bringt das Problem des Trainierens auf den Testdaten mit
sich, da die Testdaten, die eigentlich zur letztendlichen Bewertung herangezogen wer-
den sollten, mit in den Lernproze eingebunden werden. Dies hat zur Folge, da der
Klassikator bez

uglich der Lernbeispiele B
train
und der Testbeispiele B
test
optimiert
wird.
Um eine derartige Optimierung zu vermeiden, werden die Beispiele im sogenannten
Holdout{Verfahren in drei disjunkte Mengen aufgeteilt:
B = B
l
[ B
v
[ B
t
mit B
l
\ B
v
= ;; B
l
\ B
t
= ;; B
v
\ B
t
= ;
(D.8)
Dabei ist B
l
die Menge der Lerndaten, mit denen der Klassikator aufgebaut wird.
Mit dem Satz B
v
wird der Klassikator w

ahrend des Lernvorgangs bewertet, und die
Menge B
t
wird ausschlielich zur Bewertung des Klassikators herangezogen.
D.4 Sch

atzung des wahren Fehlers
Wie bereits erw

ahnt, besteht das Hauptinteresse in der Ermittlung des wahren Fehlers
E
M
(siehe Denition D.1). Dieser Fehler kann auf der Basis der Klassikationsergeb-
nisse der Testbeispiele B
t
gesch

atzt werden. Die Beispiele aus B
t
sind unabh

angige
Ereignisse. Sei k die Anzahl der Falschklassikationen auf B
t
, dann ist die unbekannte
Wahrscheinlichkeit P (k) binomial verteilt [Spi90]:
P (k) =

jB
t
j
k

p
k
(1  p)
jB
t
j k
(D.9)
Mit demWissen, da die Falschklassikationen binomialverteilt sind und der Kennt-
nis des Maximum-Likelihood-Sch

atzers, kann p^ gesch

atzt werden:
p^ =
k
jB
t
j
(D.10)
Die angestrebte Aussage, wie gro die gesch

atzte Fehlerwahrscheinlichkeit p^ von der
wahren Fehlerwahrscheinlichkeit p abweicht, l

at sich durch einen Kondenzintervall
ausdr

ucken. Jedes Kondenzintervall entspricht einem Kondenzniveau (z.B. 0.95, bzw.
95%), das die Wahrscheinlichkeit ausdr

uckt, mit der p^ = p ist. Diese Kondenzniveaus
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Kondenzniveau 99.73% 99% 98% 96% 95.45% 95% 90% 80%
z
k
3.0 2.58 2.33 2.05 2.0 1.96 1.645 1.28
Tabelle D.3: SicherheitskoeÆzienten z
k
f

ur die wichtigsten Kondenzniveaus.
werden in sogenannte SicherheitskoeÆzienten z
k
umgerechnet, die den KoeÆzienten
der Standardabweichung darstellen (siehe Tabelle D.3).
Das Kondenzintervall f

ur gegebenes p^, z
k
und jB
t
j berechnet sich nach der Formel:
p =
p^+
z
2
k
2jB
t
j
 z
k
q
p^(1 p^)
jB
t
j
+
z
2
k
4jB
t
j
2
1 +
z
2
k
jB
t
j
(D.11)
Diese Beziehung zwischen der gesch

atzten Fehlerwahrscheinlichkeit p^ und der wah-
ren Fehlerwahrscheinlichkeit p in Abh

angigkeit von der Anzahl der Testbeispiele l

at
sich graphisch veranschaulichen (siehe Abbildung D.1). Um die Fehlerwahrscheinlich-
keit p durch p^ besser einsch

atzen zu k

onnen, d.h. das Kondenzintervall zu verkleinern,
wird eine gr

oere Anzahl von Testbeispielen ben

otigt.
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Abbildung D.1: Visualisierung der Gleichung D.11, mit der die Anzahl der Test-
beispiele (nach oben gerichtete Achse), die ben

otigt werden, um in Abh

angigkeit von
einem Kondenzniveau (hier konstant bei 0:95) f

ur den wahren Fehler p (T-Achse) und
p^ (L-Achse), ben

otigt wird, um eine Aussage zu treen.
Neben der M

oglichkeit f

ur gegebene p^, z
k
und jB
t
j die dazugeh

origen Kondenz-
grenzen zu ermitteln, stellt sich die Frage nach der Bestimmung der Anzahl der not-
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wendigen Testbeispiele, um eine bestimmte Anforderung bez

uglich der Abweichung p
zum wahren Fehler p zu bestimmen.
Durch Umformung der Gleichung D.11 und Elimination der Variablen p^, wird die
maximale Abweichung p zum wahrem Fehler p nach folgender Formel bestimmt:
p =
z
k
2
p
jB
t
j
(D.12)
Mit der Kenntnis von p^ und der Anzahl der Beispiele l

at sich das Kondenzintervall
genau angeben. In Abbildung D.2 sind die Kondenzintervalle bei einer Wahrschein-
lichkeit von 0:95 bei unterschiedlichen Gr

oen von jB
t
j aufgetragen.
Abbildung D.2: Kondenzintervalle f

ur die Absch

atzung des wahren Fehlers P
w
in
Abh

angigkeit von der Fehlerwahrscheinlichkeit P (K) des Klassikators K. Das Kon-
denzniveau liegt hier bei 0:95, so da P
w
zwischen den Intervallgrenzen f

ur die jeweilige
Anzahl von Beispielen liegt. Die durchgezogenen Linien markieren die Intervalle f

ur
jB
t
j = f10; 20; 50; 100; 200; 500; 1000g von auen nach innen. Die gestrichelten Linien
markieren die maximale Abweichung p der Intervalle (siehe Gleichungen D.11, D.12).
Durch Umformung der Gleichung D.12 kann die Aussage

uber die maximal notwen-
dige Anzahl von Testbeispielen abgeleitet werden, die a priori notwendig sind, um eine
184 D.4 Sch

atzung des wahren Fehlers
Abweichung vom wahren Fehler p um nicht mehr als ein durch den SicherheitskoeÆzi-
enten z
k
bestimmtes Kondenzniveau einzuhalten (siehe auch Abbildung D.3):
jB
t
j =
1
4
z
2
k
p
2
(D.13)
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Abbildung D.3: A-priori-Ermittlung der maximal notwendigen Anzahl an Testbei-
spielen (nach oben gerichtete Achse), die notwendig ist, um von dem wahren Fehler p
um nicht mehr als p (P-Achse) bei gegebenem Kondenzniveau (Z-Achse) abzuwei-
chen (siehe Gleichung D.13)).
Aus den Ausf

uhrungen geht deutlich hervor, da die Genauigkeit der Sch

atzung
des wahren Fehlers lediglich von der Anzahl der Beispiele abh

angt. Es ist sogar a
priori m

oglich zu bestimmen, wieviele Testbeispiele mindestens ben

otigt werden, um
sicherzustellen, da die Abweichung vom wahren Fehler mit einer bestimmten Wahr-
scheinlichkeit innerhalb vorgegebener Grenzen bleibt.
Diese Aussage ist zentral f

ur die Anwendung der ILD, da von vorneherein die An-
zahl der Beispiele in der Testmenge absch

atzbar wird. Dies kann wiederum dazu aus-
genutzt werden, diejenigen Beispiele, die nicht f

ur die Absch

atzung ben

otigt werden,
dem Lernproze zuzuf

uhren.
D.4.1 Resampling
Bei geringen Mengen von Beispielen ist es schwierig oder gar unm

oglich, diese in
Trainings- und Testdaten aufzuteilen, da dadurch wesentliche Informationen verlo-
ren gehen k

onnen. Durch die mehrfache Partitionierung der Beispielmenge sowie die
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Bildung des dazugeh

origen Klassikators lassen sich unter bestimmten Bedingungen
bessere Absch

atzungen erreichen als durch Train-and-Test- oder die Holdout- Metho-
de. Die nachfolgend aufgef

uhrten Methoden haben sich dabei als die erfolgreichsten
herauskristallisiert:
Random subsampling: Es werden k unabh

angige und zuf

allige Unterteilungen aus
B in Test- und Trainingsbeispiele vorgenommen. Diese Methode besteht aus der
mehrmaligen Anwendung von Holdout auf unterschiedlich partitionierte Test- und
Trainingsbeispiele. F

ur jede der Unterteilungen wird ein Klassikator erstellt.
Der gesch

atzte wahre Fehler ist dann der Mittelwert der Fehler aller erstellten
Klassikatoren.
leaving 1 out: Jeweils ein Beispiel aus B wird zur Testmenge und der Rest wird zum
Einlernen des Klassikators verwendet. Auf diese Weise entstehen jBj Klassika-
toren, deren Fehler wiederum aufaddiert und durch jBj dividiert werden.
Das leaving 1 out Verfahren ist nur ein Spezialfall von k{fold CV, da hier k = n
gesetzt ist.
Cross{Validation (k{fold CV): Die Beispiele B werden zuf

allig in k ungef

ahr gleich
groe Mengen B
i
aufgeteilt. Es wird jeweils eine Menge B
i
zur Testmenge. Die
restlichen dienen als Trainingsmenge. Der wahre Fehler wird als der Mittelwert
aller k Klassikatoren ermittelt.
Bootstrapping: Es existieren mehrere Ans

atze, die unter diesem Namen zusammen-
gefat werden. Das f

ur die Sch

atzung des Fehlers wichtigste Verfahren ist das so-
genannte e0- Verfahren (siehe [ET93]). Hier werden die Trainingsmengen B
train
i
aus B gebildet, indem zuf

allig n = jBj Beispiele mit Zur

ucklegen ausgew

ahlt
werden. Die Testmenge B
test
i
besteht aus allen Beispielen, die nicht in B
train
i
ver-
treten sind. Die Wahrscheinlichkeit eines Beispiels in B
train
i
betr

agt 0:632 und
demzufolge die Wahrscheinlichkeit f

ur das Enthaltensein in der Testmenge 0:368.
Der Mittelwert aus den Fehlern in B
test
i
ergibt den wahren Fehler.
D.4.2 Vergleich der Sch

atzverfahren
In Tabelle D.4 sind die Aufteilungen der Beispiele, die Anzahl der Iterationen und
die Eignung der einzelnen Verfahren f

ur unterschiedliche Gr

oen der Beispielmenge
zusammengefat. Der Einsatz der verschiedenen Verfahren h

angt stark von der Anzahl
der vorhandenen Beispiele ab.
Bei der Holdout-Methode kann von vornherein die notwendige Anzahl der Beispiele
in der Testmenge bestimmt werden. Eine sehr gute Sch

atzung wird mit Testmengen von
ca. 1000 Beispielen erreicht. Damit der Klassikator erfolgreich eingelernt werden kann,
werden nach der Faustregel 2/3 1/3 noch mindestens 2000 Beispiele f

ur den Lernda-
tensatz ben

otigt. Diese Anzahl wird allerdings stark von der Komplexit

at der Aufgabe
beeinut. Andererseits ist der Rechenaufwand sehr gering, da nur ein Klassikator
gebildet werden mu.
Durch die Anwendung von Random subsampling sind bessere Sch

atzungen als durch
die Holdout-Methode zu erwarten, da auch die Beispiele, die bei der Holdout-Methode
in der Testmenge verbleiben, hier zur Bildung des Klassikators beitragen. Wie auch
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Holdout
Random
subsamp-
ling
leaving
1 out
k{fold CV
Boots-
trapping
Trainings-
beispiele
j j n  1
k 1
k
n
n; davon j
einmalig
Test-
beispiele
n  j n  j 1
1
k
n n  j
Iterationen 1 k n n k k t 25  200
Tabelle D.4: Komplexit

at der einzelnen Fehlersch

atzverfahren. n ist die Anzahl aller
Beispiele, k die Anzahl der gebildeten Mengen.
bei den restlichen Methoden, steigt die Komplexit

at der Berechnung linear zur Anzahl
der Iterationen k an.
Die leaving 1 out Methode ist weitestgehend vorurteilsfrei bei der Sch

atzung des
wahren Fehlers. Allerdings erweist sie sich f

ur eine gr

oere Anzahl von Beispielen als
sehr rechenintensiv.
Die Rechenkomplexit

at bei k{fold CV kann direkt durch die Anzahl k der Par-
titionen beeinut werden. In der Praxis hat sich gezeigt, da eine 10{fold CV gute
Ergebnisse liefert. Cross-Validation ist bei gleicher Anzahl von Iterationen und Parti-
tionierung dem Random subsampling vorzuziehen, da hier sichergestellt wird, da alle
Beispiele zum Lernen benutzt werden.
Das Bootstrapping Verfahren ist die modernste Methode zur Ermittlung von sta-
tistischen Aussagen auf Stichproben. Der Rechenaufwand ist hier allerdings ebenfalls
sehr hoch, er ist jedoch unabh

angig von der Anzahl der Beispiele. Dieser Ansatz hat
im Gegensatz zur der k{fold CV Methode eine geringere Varianz bei der Sch

atzung des
wahren Fehlers f

ur ein kleines n.
Auf Grund der vorangegangenen Betrachtungen kann f

ur die jeweiligen Anforde-
rungen bez

uglich der G

ute der Sch

atzung, der Anzahl der zur Verf

ugung stehenden
Beispiele und des Rechenaufwands f

ur jede Iteration die geeignetste Methode aus-
gew

ahlt werden. Bei der ILD kann davon ausgegangen werden, da die Anzahl der
Beispiele hunderte bzw. tausende betr

agt. Des Weiteren ist das Einlernen Neuronaler
Netze derzeit immer noch mit erheblichem zeitlichen Aufwand verbunden. Aus diesem
Grund ist die Anwendung des k{fold CV bei kleineren Datens

atzen (mehrere hundert)
und der Holdout-Methode bei gr

oeren Datens

atzen (mehrere tausend) vorzuziehen.
Durch die Anwendung der Holdout-Methode ist eine genaue Angabe des Konden-
zintervalls des wahren Fehlers E
M
m

oglich und das Fehlerintervall ist a priori durch
die Anzahl der Testbeispiele bestimmt (siehe Abschnitt D.4).
Die Ermittlung des Kondenzintervalls wird durchgef

uhrt, bevor der Klassikator
zum Einsatz kommt, um dessen potentielle M

oglichkeiten festzustellen. Der erste Bau-
stein des Klassikators besteht aus dem folgenden Dynamic Bounds Verfahren.
Anhang E
Datens

atze
In den vorliegedned Arbeit wurden im Rahmen der Versuche mit Ultraschalldaten
haupts

achlich die folgenden zwei Datensatzmengen gesammelt und untersucht. Diese
werden im folgenden n

aher erl

autert.
E.1 defects1
Diese defects1 Beispielmenge wurde im Rahmen des NeuroPipe-Projekts gesammelt
und repr

asentiert die Anomalien, die bei der Inspektion mit dem UltraScan-Molch der
Fima Pipetornix GmbH aufgenommen wurden. Jede Anomalie wird durch 41 Merkmale
repr

asentiert und eindeutig einer von 5 Klassen zugeordnet.
Die 1211 Beispiele des Datensatzes wurden derart vorselektiert, da m

oglichst wenig
Widerspr

uche auftreten. Die Klassen sind nicht linear separierbar.
E.2 lweld
Der lweld Datensatz wurde im Rahmen des NeuroPipe-Projekts gesammelt und re-
pr

asentiert die Klassikation von L

angsn

ahten in Pipelines. Dabei wurden f

ur jeden
Sensor 75 Merkmale berechnet. Jeder Sensor wurde dann als zur L

angsnaht zugeh

orig
oder nicht zugeh

orig klassiziert, was durch zwei Klassen repr

asentiert wurde.
Es wurde keinerlei Vorselektierung der 9880 Beispieldaten vorgenommen. Es ist
auch nicht ausgeschlossen, da widerspr

uchliche Beispiele existieren. Das Problem ist
auf jeden Fall nicht linear separierbar.
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