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Combining subspace codes
Antonio Cossidente Sascha Kurz Giuseppe Marino Francesco Pavese
Abstract
In the context of constant–dimension subspace codes, an important problem is to deter-
mine the largest possible size Aq(n, d; k) of codes whose codewords are k-subspaces of F
n
q
with
minimum subspace distance d. Here in order to obtain improved constructions, we investi-
gate several approaches to combine subspace codes. This allow us to present improvements
on the lower bounds for constant–dimension subspace codes for many parameters, including
Aq(10, 4; 5), Aq(12, 4; 4), Aq(12, 6, 6) and Aq(16, 4; 4).
Keywords: constant–dimension subspace code; finite projective geometry; network coding.
1 Introduction
Let V be an n-dimensional vector space over the finite field Fq, q any prime power. The set S(V )
of all subspaces of V , or subspaces of the projective space PG(V ) = PG(n−1, q), forms a metric
space with respect to the subspace distance defined by d(U,U ′) = dim(U + U ′) − dim(U ∩ U ′).
In the context of subspace codes, an important problem is to determine the largest possible
size Aq(n, d) of codes in the space (S(V ), d) with a given minimum distance, and to classify the
corresponding optimal codes. The interest in these codes is a consequence of the fact that codes
in the projective space have been proposed for error control in random linear network coding, see
[30]. In this application the codewords are mostly assumed to be contained in a Grassmannian
over a finite field, i.e., they all have the same vector space dimension k. These codes are referred
to as constant–dimension codes (CDCs for short) and their maximum cardinality is denoted by
Aq(n, d; k).
Here we will consider several approaches to combine subspace codes in order to improve lower
bounds for Aq(n, d; k). The currently best known lower and upper bounds for Aq(n, d; k) can be
found at the online tables http://subspacecodes.uni-bayreuth.de and the associated survey
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[22]. For the parameters 2 ≤ q ≤ 9, 4 ≤ n ≤ 9, 2 ≤ k ≤ n2 , 2 ≤
d
2 ≤ k covered there, we obtain
more than 200 improved constructions.
The remaining part of this paper is structured as follows. In Section 2 we introduce the
necessary preliminaries and in Section 3 we briefly review the known construction and bounds
for Aq(n, d; k). Our main results, i.e., improved construction for CDCs are presented in Section 4
and Section 5.
More precisely, in Section 4 we consider constructions of CDCs based on rank metric codes.
The results therein provide not only a generalization of several recent results [4, 17, 18, 19, 35, 43],
but they also offer a more general point of view with respect to techniques that have been
previously investigated in the literature, as for instance the the so called linkage construction
[16, 39]. In particular, by using rank metric codes in different variants, we are able to obtain CDCs
that either give improved lower bounds for many parameters, including A2(12, 4; 4), Aq(12, 6; 6),
Aq(4k, 2k; 2k), k ≥ 4 even, Aq(10, 4; 5), or whose size matches the best known lower bounds. Note
that these bounds have been previously established with different approaches as the so-called
Echelon-Ferrers construction [12, 39].
In Section 5 we investigate a construction method introduced for specific parameters by the
first, third and fourth author in [5] and further developed by the second author in [34]. Here this
approach is generalized and applied to a wide range of parameters. In particular, it enables us
to obtain improved lower bounds for many parameters including Aq(12, 4; 4), q ≥ 3, Aq(16, 4; 4).
Finally we discuss this new approach in a more general framework. By way of examples the
cases Aq(3k, 4; k), k ≥ 5, and Aq(6k, 2k; 2k), k ≥ 4 even, are considered.
2 Preliminaries
Let V denote an n-dimensional vector space over Fq. Since V ≃ F
n
q induces an isometry
(S(V ), d) ≃ (S(Fnq ), d), the particular choice of the ambient vector space V does not matter
here, so that we will always write Fnq in the following. An (n,Λ, d; k)q constant–dimension code
(CDC) is a set C of k-dimensional subspaces of Fnq with #C = Λ and minimum subspace dis-
tance d(C) = min{d(U,U ′) : U,U ′ ∈ C, U 6= U ′} = d. In the terminology of projective geometry,
an (n,Λ, 2δ; k)q constant–dimension, δ > 1, is a set C of (k − 1)-dimensional projective sub-
spaces of PG(n − 1, q) such that #C = Λ and every (k − δ)-dimensional projective subspace of
PG(n − 1, q) is contained in at most one member of C or, equivalently, any two distinct code-
words of C intersect in at most a (k − δ − 1)-dimensional projective space. The maximum size
of an (n, ⋆, d; k)q -CDC is denoted by Aq(n, d; k). The number of k-dimensional subspaces of F
n
q
is given by [ nk ]q =
∏k−1
i=0
qn−i−1
qk−i−1
.
If U is a k-dimensional subspace of Fnq we write U ≤ F
n
q and call U a k-subspace. The row
space R(M) of any full-rank matrixM ∈ Fk×nq gives rise to such a k-subspace U . HereM is called
a generator matrix of U . For the other direction we denote by τ(U) the unique full-rank matrix
in Fk×nq that is in reduced row echelon form (rre). By p(U) ∈ F
n
2 we denote the binary vector
whose 1-entries coincide with the pivot columns of τ(U). Its Hamming weight wh(p(U)), i.e., the
number of non-zero entries, equals the dimension k of U . Slightly abusing notation, we also write
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τ(M) = τ(R(M)) and p(M) = p(R(M)) for a matrixM ∈ Fk×nq . ForM =
(
1 0 1 0
1 1 0 1
)
∈ F2×42
we have τ(M) =
(
1 0 1 0
0 1 1 1
)
and p(M) = (1, 1, 0, 0). The subspace distance d(U,U ′) between
two subspaces U and U ′ of Fnq can be expressed via the rank of their generator matrices:
d(U,U ′) = dim(U + U ′)− dim(U ∩ U ′) = 2dim(U + U ′)− dim(U)− dim(U ′)
= 2 rk
(
τ(U)
τ(U ′)
)
− rk(τ(U)) − rk(τ(U ′)). (2.1)
Note that this equations remains true if we replace τ by any other normal form of k-subspaces in
F
n
q as full-rank (k×n)-matrices over Fq. If U and U
′ have the same dimension, say k, then their
subspace distance has to be even and is at most 2k. In the case d = 2k a CDC is also known
as a partial k-spread and we say that the codewords are pairwise disjoint, i.e., they intersect
trivially. We speak of a k-spread if the cardinality [ n1 ]q /
[
k
1
]
q
is attained, which is possible if
and only if k divides n, see e.g. [1, 37].
If p(U) = p(U ′), then Equation (2.1) simplifies to d(U,U ′) = 2 rk(τ(U) − τ(U ′)). More
generally, for two matrices M,M ′ ∈ Fm×nq we define the rank distance via dr(M,M
′) = rk(M −
M ′), so that
(
F
m×n
q , dr
)
is a metric space. A subsetM⊆ Fm×nq is called a rank metric code. More
precisely, we speak of an (m× n, dr)q-rank metric code, where dr is the minimum rank distance
dr(M) = min{dr(M,M
′) : M,M ′ ∈ M,M 6= M ′}. A rank metric code is called linear if it is
a subspace of Fm×nq over Fq and additive if it is closed under addition. The maximum size of
an (m× n, dr)q-rank metric code is given by m(q,m, n, dr) := q
max{m,n}·(min{m,n}−dr+1). A rank
metric code M ⊆ Fm×nq attaining this bound is said to be a maximum rank distance (MRD)
code with parameters (m × n, dr)q or (m × n, dr)q–MRD code, see e.g. the recent survey [38].
Linear MRD codes exist for all parameters. Moreover, for dr < d
′
r we can assume the existence of
a linear (m×n, dr)q–MRD code that contains an (m×n, d
′
r)q–MRD code as a subcode. The rank
distribution of an additive (m× n, dr)q–MRD code is completely determined by its parameters,
i.e., the number of codewords of rank r is given by
a(q,m, n, dr, r) =
[
min{n,m}
r
]
q
r−dr∑
s=0
(−1)sq(
s
2
) · [ rs ]q ·
(
qmax{n,m}·(r−dr−s+1) − 1
)
(2.2)
for all dr ≤ r ≤ min{n,m}, see e.g. [10, Theorem 5.6] or [38, Theorem 5]. Clearly, there is a
unique codeword of rank strictly smaller than dr – the zero matrix.
The Hamming distance dh(u, u
′) = #{i | ui 6= u
′
i}, for two vectors u, u
′ ∈ Fn2 , can be used
to lower bound the subspace distance between two subspaces U and U ′ (not necessarily of the
same dimension) of Fnq :
Lemma 2.1. [12, Lemma 2] For U,U ′ ≤ Fnq , we have d(U,U
′) ≥ dh(p(U), p(U
′)).
3 Known constructions and bounds for constant–dimension codes
First we note that for bounds on Aq(n, d; k) it suffices to consider the cases k ≤
n
2 . Given a
non-degenerate bilinear form, we denote by U⊥ the orthogonal subspace of a subspace U , which
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then has dimension n−dim(U). With this, we have d(U,W ) = d(U⊥,W⊥), so that Aq(n, d; k) =
Aq(n, d;n−k) and we assume k ≤
n
2 in the following. Since each (k−
d
2+1)-subspace is contained
in at most one codeword, we have Aq(n, d; k) ≤
[ n
k−
d
2+1
]
q
/
[
k
k−
d
2+1
]
q
, see [41, Theorem 5.2].
For fixed parameters d and k this bound is asymptotically optimal, see [14]. For d < 2k the
recursive Johnson bound Aq(n, d; k) ≤
⌊
[ v1 ]q ·Aq(n − 1, d; k − 1)/
[
k
1
]
q
⌋
, see [42], improves upon
that. Besides the tightening of this bound, based on divisible codes, see [29, Theorem 5], the
only known improvements are A2(6, 4; 3) = 77 < 81 [26] and A2(8, 6; 4) = 257 < 289 [21].
For partial spreads all known upper bounds can be derived from the non-existence of projective
divisible codes of a certain length and divisibility, see [27]. This includes the exact determination
of Aq(n, 2k; k) for large k, see [36], as well as several explicit analytical lower bounds, see [32].
For other known, but weaker, upper bounds for CDCs we refer e.g. to the survey in [23].
With respect to the best known constructions, or lower bounds for Aq(n, d; k), the situation
is not that overseeable. Here we only mention few general approaches, that give the record
codes in the majority of the parameter cases covered in [22], and refer e.g. to the recent survey
[28]. Based on Lemma 2.1, in [12] the Echelon-Ferrers construction was introduced, see e.g.
[39] for refinements. Here different subcodes with diverse pivot vectors are combined according
to Lemma 2.1. Considering only the pivot vector (1, . . . , 1, 0, . . . 0) this contains the so-called
lifted MRD (LMRD) codes from [40]. Here, the codewords are of the form R(Ik|M), where
Ik denotes the k × k unit matrix and M is a matrix from an MRD code. This construction
yields Aq(n, d; k) ≥ m(q, k, n− k,
d
2 ). A bit more general, we can consider codewords of the form
R(τ(U)|M), where M is an element of an (k × (n − m), d2 )q-MRD code and U is an element
of an (m,d; k)q-CDC. Since this lifting step created an (n −m)-subspace that is disjoint to all
codewords, more codewords can be added. This approach is called the linkage construction [16],
see also [39], and yields Aq(n, d; k) ≥ Aq(m,d; k) ·m(q, k, n −m,
d
2) + Aq(n −m,d; k). We will
generalize this approach in Lemma 4.1. Finally, for constructions obtained by using geometrical
techniques we refer the interested reader to [5, 6, 7, 8, 9].
4 Constructions based on rank metric codes
In this subsection we aim at constructive lower bounds for Aq(n, d; k) using rank metric codes
in different variants. As mentioned before, we assume 2k ≤ n.
Lemma 4.1. For a subspace distance d, let n¯ = (n1, . . . , nl) ∈ N
l, where l ≥ 2, be such that∑l
i=1 ni = n and ni ≥ k for all 1 ≤ i ≤ l. Let Ci be an (ni, ⋆, d; k)q-CDC and Mi be a linear
(k × ni,
d
2)q-rank metric code for i ≤ i ≤ n. Then C =
⋃l
i=1 C
i, where
Ci =
{
R(M1| . . . |Mi−1|τ(Ui)|Mi+1| . . . |Ml) : Ui ∈ Ci,Mj ∈ Mj , ∀1 ≤ j ≤ l, i 6= j,
and rk(Mj) ≤ k −
d
2 , ∀1 ≤ j < i
}
,
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is an (n, ⋆, d; k)q-CDC of cardinality
#C =
l∑
i=1

i−1∏
j=1
#
{
M ∈ Mj : rk(M) ≤ k −
d
2
} ·#Ci ·

 l∏
j=i+1
#Mj

 .
Proof. Since rk(τ(Ui)) = k for all Ui ∈ Ci the elements of C
i are k-subspaces of Fnq for all
1 ≤ i ≤ l; so they are in C.
For the distance analysis let U ∈ Ci, U ′ ∈ Ci
′
for some indices 1 ≤ i ≤ i′ ≤ l. By construction
there exist Ui ∈ Ci and Mj ∈ Mj for 1 ≤ j ≤ l, j 6= i, with
U = R(M1| . . . |Mi−1|τ(Ui)|Mi+1| . . . |Ml)
and rk(Mj) ≤ k−
d
2 for all 1 ≤ j < i. Similarly, there exist U
′
i′ ∈ Ci′ and M
′
j ∈ Mj for 1 ≤ j ≤ l,
j 6= i′, with U ′ = R(M ′1| . . . |M
′
i′−1|τ(U
′
i′)|M
′
i′+1| . . . |M
′
l ) and rk(M
′
j) ≤ k −
d
2 for all 1 ≤ j < i
′.
If i < i′ we set U = R(τ(Ui)|Mi′) and U
′
= R(M ′i |τ(U
′
i′)), which are both k-subspaces of
V ≃ F
ni+ni′
q and satisfy d(U,U ′) ≥ d(U,U
′
) ≥ d. The later inequality follows from Lemma 2.1
and dh(p(U ), p(U
′
)) ≥ d, which is true since p(U) has its k ones in the first ni components while
p(U
′
) has at least d2 of its k ones in the last ni′ components.
If i = i′ and Ui 6= U
′
i we have d(U,U
′) ≥ d(Ui, U
′
i) ≥ d since Ui, U
′
i ∈ Ci and d(Ci) ≥ d. Now
let i = i′, Ui = U
′
i , and 1 ≤ j ≤ l be an index with Mj 6= M
′
j and j 6= i. For U = R(τ(Ui)|Mj),
U
′
= R(τ(Ui),M
′
j), we have d(U,U
′) ≥ d(U,U
′
) and d(U,U
′
) ≥ d, since Mj 6= M
′
j ∈ Mj and
dr(Mj) ≥
d
2 .
We remark that Lemma 4.1 generalizes [43, Theorem 3], [4, Theorem 3.1], [4, Theorem 4.1],
[17, Theorem 1], and [18, Theorem 3].1 Rank-metric codes of constant rank with a lower bound
on the minimum rank-distance have been studied in [15]. Here we restrict ourselves on subcodes
contained in additive MRD codes.
Corollary 4.2. For a subspace distance d, n¯ = (n1, . . . , nl) ∈ N
l, l ≥ 2, be such that
∑l
i=1 ni = n
and ni ≥ k for all 1 ≤ i ≤ l. Then, we have
Aq(n, d; k) ≥
l∑
i=1


i−1∏
j=1

1 +
k−
d
2∑
r=
d
2
a(q, k, nj ,
d
2 , r)



 ·Aq(ni, d; k) ·

 l∏
j=i+1
m(q, k, nj ,
d
2 )

 .
Note that n¯ also specifies l. While we have no restriction on d in principle, d > k forces
1+
∑k−d2
r=
d
2
a(q, k, nj ,
d
2 , r) = 1. If we apply Corollary 4.2 with n¯ = (4, 4, 4) and use A2(4, 4; 4) = 1,
1We remark that in Lemma 4.1 we can increase the dimension of the ambient space of the CDC Ci if we further
restrict the possible ranks of the elements in Mj for 1 ≤ j < i. For details for the special case l = 2 see [19,
Theorem 24], which e.g. allows to also treat the improved linkage construction from [23] in that framework. Also
the subsequent results in Lemma 4.3 and Lemma 4.4 can be adjusted to the end of that modification. However,
as we are not aware of any specific parameters, where this approach leads to a strict improvement over a known
code, we refrain from discussing the details.
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we obtain A2(12, 4; 4) ≥ 19 208 388. With n¯ = (8, 4), A2(8, 4; 4) ≥ 4801 [3], and A2(4, 4; 4) = 1,
we obtain
A2(12, 4; 4) ≥ 19 673 822. (4.1)
Besides from very recent preprints, the previously best known lower bound was A2(12, 4; 4) ≥
19 664 917, obtained from the improved linkage construction [23]. Moreover, the constant–dimen-
sion codes from Lemma 4.1 have some special structure that allows to add more codewords.
Lemma 4.3. With the same notation used in Lemma 4.1, set σi =
∑i
j=1 nj, 1 ≤ i ≤ l and
σ0 = 0. Let Ei denote the (n−ni)-subspace of F
n
q consisting of all vectors in F
n
q that have zeroes
for the coordinates between σi−1+1 and σi for all 1 ≤ i ≤ l. Then, the elements of C
i are disjoint
from Ei for all 1 ≤ i ≤ l.
Proof. Let U ∈ Ci be arbitrary. By construction there exist Ui ∈ Ci and Mj ∈ Mj for 1 ≤ j ≤ l,
j 6= i with U = R(M), whereM = (M1| . . . |Mi−1|τ(Ui)|Mi+1| . . . |Ml), and rk(Mj) ≤ k−
d
2 for all
1 ≤ j < i. Note that Ei = R(N) and τ(Ei) = N , where N ∈ F
(n−ni)×n
q is obtained from the unit
matrix In by deleting the rows in position between σi−1 + 1 and σi. Hence rk
(
M
Ei
)
= n.
In our next construction we want to combine several CDCs in the same ambient space. In
order to express that every codeword from a CDC C has a subspace distance of at least d to any
codeword from another CDC C′ we write d(C, C′) ≥ d.
Lemma 4.4. Let C be a subspace code as in Lemma 4.1 with corresponding n¯ ∈ Nl, a¯ =
(a1, . . . , al) ∈ N
l and b¯ = (b1, . . . , bl) ∈ N
l with
∑l
i=1 ai = k,
∑l
i=1 bi = k −
d
2 , and
d
2 ≤ ai, bi <
ai ≤ ni, for all 1 ≤ i ≤ l. For an integer s, let D
j
i be an (ni, ⋆, d; ai)q-CDC, for all 1 ≤ i ≤ l and
all 1 ≤ j ≤ s, such that d(Dj1i ,D
j2
i ) ≥ 2ai − 2bi, for all 1 ≤ i ≤ l and all 1 ≤ j1 < j2 ≤ s. Then,
there exists an (n, ⋆, d; k)q-CDC, say D, with cardinality
#D =
s∑
j=1
l∏
i=1
#Dji ,
such that C ∩ D = ∅ and C ∪ D is also an (n, ⋆, d; k)q-CDC.
Proof. Let σi =
∑i
h=1 nh for all 1 ≤ i ≤ l and σ0 = 0. For each 1 ≤ i ≤ l and 1 ≤ j ≤ s let D
j
i
be an embedding of Dji in F
n
q such that the vectors contained in an element of D
j
i have non-zero
entries only in the coordinates between σi−1 + 1 and σi. With this we set
D =
s⋃
j=1
{
U1 × U2 × · · · × Ul : Uh ∈ D
j
h, ∀1 ≤ h ≤ l
}
.
Since
∑l
i=1 ai = k and Uh1 , Uh2 , 1 ≤ h1, h2 ≤ l, h1 6= h2, are disjoint, then the elements of D
are k-subspaces of Fnq .
Next we want to show that d(W,U) ≥ d, for all W ∈ C and for all U ∈ D. With the same
notation used in Lemma 4.1, there exists an index 1 ≤ i0 ≤ l with W ∈ C
i0 , so that Lemma 4.3
6
gives that dim(W ∩ Ei0) = 0. Since dim(U ∩ Ei0) =
∑l
i=1, i 6=i0
ai ≥ (l − 1)
d
2 ≥
d
2 , we have that
dim(W ∩ U) ≤ k − d2 and d(W,U) ≥ d.
Now let U,U ′ ∈ D, U 6= U ′, with U = U1 × · · · × Ul and U
′ = U ′1 × · · · × U
′
l for Ui ∈ D
j
i and
U ′i ∈ D
j′
i , where 1 ≤ i ≤ l and 1 ≤ j, j
′ ≤ s. If j = j′ then there exists an index 1 ≤ i∗ ≤ l with
Ui∗ 6= U
′
i∗ . Since Ui∗ , U
′
i∗ ∈ D
j
i∗ , we have d(Ui∗ , U
′
i∗) ≥
d
2 , so that dim(Ui∗ ∩ U
′
i∗) ≤ ai −
d
2 , which
implies dim(U ∩ U ′) ≤ k − d2 and d(U,U
′) ≥ d. It remains to consider the case j 6= j′, where we
have dim(Ui ∩U
′
i) ≤ bi for all 1 ≤ i ≤ l. Thus, dim(U ∩U
′) ≤
∑l
i=1 bi = k−
d
2 and d(U,U
′) ≥ d.
The formula for the cardinality of D is obvious from the construction.
Note that ai ≥
d
2 and
∑l
i=1 ai = k imply k ≥
ld
2 ≥ d, i.e., the construction of Lemma 4.4
works for small subspace distances d only.
In what follows we apply Lemma 4.4 in order to achieve a lower bound for Aq(8, 4; 4) and
Aq(12, 4; 4). In the former case we obtain the best known lower bound if q > 2 [8, 13], whereas in
the latter case we get an improvement for any q. We need the following definition. A k-parallelism
of Fktq is a set of
[
kt
k
]
q
·
[
k
1
]
q
/
[
kt
1
]
q
pairwise disjoint k-spreads of Fktq . For each q a 2-parallelism
of F4q exists, see [2, 11].
Let n¯ = (4, 4), a¯ = (2, 2) and b¯ = (1, 1). Lemma 4.1 gives a CDC with q12 + (q2 − 1)(q2 +
1)2(q2 + q +1) + 1 codewords. To apply Lemma 4.4 we can choose Dji , i = 1, 2, as a 2-spread of
F
4
q such that s := q
2 + q + 1 and {Dji : 1 ≤ j ≤ s} is a 2-parallelism of F
4
q, i = 1, 2. Here the
CDC Dji matches the upper bound Aq(4, 4; 2) = q
2 + 1. It follows that
Aq(8, 4; 4) ≥ q
12 + q2(q2 + 1)2(q2 + q + 1) + 1. (4.2)
In order to apply Lemma 4.4 for Aq(12, 4; 4), we can choose n¯ = (8, 4), a¯ = (2, 2), and
b¯ = (1, 1). Similarly to the previous case, we can choose Dj2 as a 2-spread of F
4
q such that
s := q2+ q+1 and {Dj2 : 1 ≤ j ≤ s} is a 2-parallelism of F
4
q. We can define D
j
1 as a 2-spread of
F
8
q such that {D
j
1 : 1 ≤ j ≤ s} is a collection of s pairwise disjoint 2-spreads of F
8
q. In order to
do so let S be a 4-spread of F8q, i.e., #S = q
4 +1. For each 4-subspace S ∈ S we replace S with
a 2-parallelism of S. This results in #D = (q2+ q+1)(q2+1)2(q4+1). Taking into account the
lower bound for Aq(8, 4; 4) obtained above, the previous discussion together with Lemma 4.1
and Corollary 4.2, gives rise to a (12, ⋆, 4; 4)q -CDC C with cardinality
#C = q12
(
q12 + q2(q2 + 1)2(q2 + q + 1) + 1
)
+ (q + 1)(q2 + 1)2(q − 1)(q2 + q + 1)(q4 + 1) + 1
= q24+q20+q19+3q18+2q17+3q16+q15+q14+2q12+q11+2q10+q9+q8−q4−q3−2q2−q.
For q ≥ 3 the previously best known lower bound was Aq(12, 4; 4) ≥ q
24 + q20 + q19 + 3q18 +
2q17 + 3q16 + q15 + q14 + q12 + q10 + 2q8 + 2q6 + 2q4 + q2, see [33, Proposition 4.6]. Something
more can be said in the case when q = 2, indeed by combining the previous argument together
with (4.1) we obtain
A2(12, 4; 4) ≥ 19 676 797,
which strictly improves upon the corresponding results in [4, 17, 18, 19, 35, 43].
We will further improve the lower bound for Aq(12, 4; 4), q ≥ 3, in Section 5.
7
We remark that for each 1 ≤ i ≤ l, the CDC
⋃s
j=1D
j
i is an (ni, ⋆, 2ai − 2bi; ai)q-code.
Partitioning it into subcodes with subspace distance d > 2ai − 2bi is a hard problem in general
and was e.g. considered in the context of the coset construction for CDCs, see [24]. If we restrict
ourselves to LMRD codes, then one can determine an analytical lower bound.
Corollary 4.5. In Lemma 4.4 one can achieve
#D ≥ min{αi : 1 ≤ i ≤ l} ·
l∏
i=1
m
(
q, ai, ni − ai,
d
2
)
,
where αi = m(q, ai, ni − ai, ai − bi) /m
(
q, ai, ni − ai,
d
2
)
.
Proof. For 1 ≤ i ≤ l let Mi be a linear (ai × (ni − ai), ai − bi)q–MRD code that contains
a linear (ai × (ni − ai),
d
2 )q–MRD code Mi as a subcode. For each M ∈ Mi we can consider
M+Mi =
{
M +M : M ∈Mi
}
. Note thatM+Mi is an (ai×(ni−ai),
d
2)q–MRD. Moreover, we
haveM+Mi =M
′+Mi if and only ifM−M
′ ∈ Mi and
(
M +Mi
)
∩
(
M ′ +Mi
)
= ∅ otherwise.
In other words, we consider the αi cosets of Mi in Mi. With this, Mi can be partitioned into
αi maximum rank distance codes with parameters (ai × (ni − ai),
d
2)q; hence each of them has
cardinality m
(
q, ai, ni − ai,
d
2
)
. By lifting with an (ai × ai)-unit matrix we obtain the CDCs D
j
i
with the required properties of Lemma 4.4 for s = min{αi : 1 ≤ i ≤ l}.
In order to obtain a good lower bound for Aq(n, d; k) we can combine Corollary 4.2 with
Lemma 4.4 and Corollary 4.5. As an example we consider Aq(12, 6; 6). For n¯ = (6, 6) Corollary 4.2
gives a (12, ⋆, 6; 6)q -CDC C with cardinality
#C = q24 + (q2 + 1)(q5 − 1)(q5 + q4 + q3 + q2 + q + 1)(q3 + 1)
= q24+q15+q14+2q13+3q12+3q11+3q10+2q9+q8−q7−2q6−3q5−3q4−3q3−2q2−q−1.
Actually this matches the best known lower bound for Aq(12, 6; 6) for all field sizes q, see [43,
Theorem 3]. By using Lemma 4.4 via Corollary 4.5 with a¯ = (3, 3) and b¯ = (1, 2) we get
#Dji = q
3, 1 ≤ j ≤ q3, i = 1, 2, and hence q3 · q3 · q3 = q9 additional codewords. In some
cases, the CDC so obtained can be enlarged. Indeed, let E1 or E2 denote the 6-subspace of
F
12
q consisting of all vectors in F
12
q that have zeroes in the first or in the last six coordinates,
respectively. Let D
j
i be an embedding of D
j
i in F
12
q such that the vectors contained in an element
of D
j
i are in Ei, i = 1, 2. Note that, by construction, there exists a special 3–subspace of Ei, say
ξi, such that every member of D
j
i is disjoint from ξi, i = 1, 2. Let F1 be the set consisting of the
6-subspaces of F12q spanned by ξ1 and a member of D
1
2. Similarly, let F2 be the set consisting of
the 6-subspaces of F12q spanned by ξ2 and a member of D
1
1. Then it can be easily checked that
the CDC constructed above can be enlarged by adding the 2q3 codewords of F1∪F2. This leads
to
Aq(12, 6; 6) ≥ q
24+q15+q14+2q13+3q12+3q11+3q10+3q9+q8−q7−2q6−3q5−3q4−q3−2q2−q.
Let k ≥ 4 be a positive even integer and consider a CDC with parameters (4k, 2k; 2k)q
obtained from Corollary 4.2 with n¯ = (2k, 2k), Corollary 4.5 with a¯ = (k, k), b¯ =
(
k
2 ,
k
2
)
. A
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similar argument to that used in the previous paragraph show that the CDC so obtained can
be enlarged by adding further 2qk codewords. Then
Aq(4k, 2k; 2k) ≥ m(q, 2k, 2k, k) + a(q, 2k, 2k, k, k) +m(q, k, k, k) ·m(q, k, k,
k
2 ) + 2q
k + 1
= q2k(k+1) + a(q, 2k, 2k, k, k) + qk(k/2+2) + 2qk + 1. (4.3)
Next we would like to mention that we can apply Corollary 4.5 also for different vectors
a¯ and combine these codes. To this end let D be the code for a¯ = (a1, . . . , al) and D
′ be the
code for a¯′ = (a′1, . . . , a
′
l) according to Corollary 4.5. (The corresponding vectors b¯ and b¯
′ are not
relevant for the subsequent analysis.) From Lemma 2.1 we conclude d(D,D′) ≥ 2 ·
∑l
i=1 |ai − a
′
i|.
As an example we consider a lower bound for Aq(10, 4; 5). For n¯ = (5, 5), Corollary 4.2 gives
a (10, ⋆, 4; 5)q -CDC C with cardinality #C = q
20 + (q5 − 1)2(q + 1)(q2 + 1)(q3 + q − 1) + 1. By
using Corollary 4.5 with a¯ = (2, 3) and b¯ = (1, 2) gives q3 · q3 · q3 = q9 additional codewords,
whereas with a¯ = (3, 2) and b¯ = (2, 1) gives another q3 · q3 · q3 = q9 additional codewords. Thus,
we obtain
Aq(10, 4; 5) ≥ q
20+q16+q15+2q14+q13−2q11−3q10−2q9−2q8+q6+3q5+2q4+q3,
which improves upon the previously best known lower bound from [8, Theorem 3.11]. Surely this
can be further improved and the question on the maximum number of disjoint partial 2-spreads
of F5q of the maximum possible cardinality Aq(5, 2; 4) = q
3 + 1 arises. In general, we do not
know the achievable size of the subcodes described in Lemma 4.1 and Lemma 4.4. For specific
parameters, including a fixed field size q, one might find better subcodes by solving integer linear
programming problems with prescribed automorphisms, see e.g. [31].
4.1 On constant–dimension codes with d > k
The drawback of the construction of Lemma 4.4 is that it is applicable for d ≤ k only. This is due
to the “product-type” constructions where the elements of two (or more) codes are combined in
all different ways. If we use a one-to-one correspondence for the combinations we can construct
CDCs for d > k:
Lemma 4.6. Let n¯ = (n1, n2) ∈ N
2 with n1 + n2 = n, a¯ = (a1, a2) ∈ N
2 with a1 + a2 = k,
a1 ≤ k −
d
2 , and b¯ = (b1, b2) ∈ N
2 with b1 + b2 = k −
d
2 . Let C0 be an (n1, ⋆, d; k)q-CDC, C1 be
an (n1, ⋆, 2a1 − 2b1; a1)q-CDC, and C2 be an (n2, ⋆, 2a2 − 2b2; a2)q-CDC. Then there exists an
(n, ⋆, d; k)q-CDC with cardinality #C0 ·m(q, k, n2,
d
2) + min {#C1,#C2}.
Proof. W.l.o.g. we assume that C1 and C2 have the same cardinality. Let C1 be an embedding
of C1 in F
n
q such that the last n2 entries of the vectors contained in the codewords are always
zero. Similarly, let C2 be an embedding of C2 in F
n
q such that the first n1 entries of the vectors
contained in the codewords are always zero. We choose an arbitrary numbering U11 , . . . , U
s
1 and
U12 , . . . , U
s
2 of the elements of C1 and C2, respectively, where s = #C1 = #C2. Let M0 be a
(k × n2,
d
2)q–MRD code. With this we set
C = {R(τ(U)|M) : U ∈ C0,M ∈ M0} ∪
{
U i1 × U
i
2 : 1 ≤ i ≤ s
}
.
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Obviously the elements of C are k-subspaces of Fnq and we have #C = #C0 · m(q, k, n2,
d
2) +
min {#C1,#C2}.
For the distance analysis let W,W ′ ∈ C be arbitrary. If W and W ′ are both of the form
R(τ(U)|M), then d(W,W ′) ≥ d follows as in the proof of Lemma 4.1 (or as in the literature on
lifting and the linkage construction). If only W is of the first type, then p(W ) contains its k ones
in the first n1 coordinates, while p(W
′) contain only a1 of its k ones in the first coordinates. So
using a1 ≤ k −
d
2 Lemma 2.1 gives d(W,W
′) ≥ |k − a1|+ |a2| = 2(k − a1) ≥ d. If W = U
i
1 × U
i
2
and W ′ = U i
′
1 × U
i′
2 for 1 ≤ i < i
′ ≤ s, then dim(W ∩W ′) = dim(U i1 ∩ U
i′
1 ) + dim(U
i
2 ∩ U
i′
2 ) ≤
b1 + b2 = k −
d
2 , so that d(W,W
′) ≥ d.
Corollary 4.7. Let n¯ = (n1, n2) ∈ N
2 with n1 + n2 = n, a¯ = (a1, a2) ∈ N
2 with a1 + a2 = k,
a1 ≤ k −
d
2 , and b¯ = (b1, b2) ∈ N
2 with b1 + b2 = k −
d
2 . Then
Aq(n, d; k) ≥ Aq(n1, d; k) ·m(q, k, n1,
d
2) + min{Aq(n1, 2a1 − 2b1; a1), Aq(n2, 2a2 − 2b2; a2)} .
As an example we consider a lower bound for Aq(12, 8; 6) and apply Corollary 4.7 with
n¯ = (6, 6), a¯ = (2, 4), and b¯ = (0, 2). Since Aq(6, 8; 6) = 1 and Aq(6, 4; 2) = Aq(6, 4; 4) = q
4+q2+1
we have Aq(12, 8; 6) ≥ q
18 + q4 + q2 + 1. The same lower bound can also be obtained using
the optimal code within the class of Echelon-Ferrers constructions, see [12, 22]. Within the
(12, ⋆, 8; 6)q -CDCs that contain an LMRD the construction is indeed optimal. For A2(16, 12; 8)
we can apply Corollary 4.7 with n¯ = (8, 8), a¯ = (2, 6), and b¯ = (0, 2).
Another possible approach is to start with the same lifting {R(τ(U)|M) : U ∈ C0,M ∈M0}
where n¯ = (n1, n2). As observed in [33] we can add all codewords from an (n, ⋆, d; k)q code C
′,
without decreasing the minimum subspace distance, if all elements of C′ intersect an arbitrary
but fixed n2-subspace S in dimension at least
d
2 (as it is the case in Lemma 4.6). We can start
with an (n2, ⋆, 2d − 2k;
d
2)q-CDC and then step by step enlarge the dimension of the codewords
without creating intersections of codewords with a dimension strictly larger than k− d2 . For the
special case d = 2k − 2 it was shown in [33, Theorem 4.2] that #C = Aq(n2, 2d − 2k;
d
2 ) can
indeed be attained. Whether this is possible for d ≤ 2k − 4 is an interesting open problem. As
a stimulation for further research in this direction we pose an explicit open problem:
Open Problem 4.8. Do there exist [ 53 ]q = [
5
2 ]q = (q
4 + q3 + q2 + q + 1)(q2 + 1) 5-subspaces of
F
10
q pairwise intersecting in dimension at most 2 such that all elements intersect a special fixed
5-subspace in dimension 3?
If true this would improve the best know lower bound for Aq(10, 6; 5) for q ≥ 3 and indeed
match the upper bound within the class of such codes containing an LMRD subcode, see [13].
For q = 2 such a code was found by computer search, see [20].
5 Duplicating CDCs in several subspaces of a large-dimensional
CDC
In [5] the authors combined several (6, ⋆, 4; 3)q -CDCs to show Aq(9, 4; 3) ≥ q
12+2q8+2q7+ q6+
q5 + q4 + 1, which improves the previously best known lower bound Aq(9, 4; 3) ≥ q
12 + 2q8 +
10
2q7 + q6 + 1 obtained from the improved linkage construction, see [23]. In [34] the bound was
further improved to Aq(9, 4; 3) ≥ q
12 + 2q8 + 2q7 + q6 + 2q5 + 2q4 − 2q2 − 2q + 1. Here we want
to generalize the approach of [5, 34] and apply it to a much wider range of parameters.
Definition 5.1. An (n, d, k)-sequence of CDCs is a list (D0, . . . ,Dr) of (n, ⋆, d; k)q-CDCs such
that for each index 0 ≤ i ≤ r there exists a codeword U ∈ Di and a disjoint (n − k)-subspace S
such that dim(U ′ ∩ S) ≤ i for all U ′ ∈ Di, where r = k −
d
2 .
We remark that an LMRD code gives an example for D0 and for Di, with i ≥ 1, we can take
D0. Another possibility is to start with an arbitrary (n, ⋆, d; k)q-CDC, pick the special subspace
S, and remove all codewords whose dimension of the intersection with S is too large.
Definition 5.2. A list (C0, . . . , Cr) is called a distance-partition of an (n, ⋆, d; k)q-CDC C, where
r = k − d2 , if C0, . . . , Cr is a partition of C and
⋃i
j=0 Ci is an (n, ⋆, 2k − 2i; k)q-CDC for all
0 ≤ i ≤ r.
A trivial distance-partition of an (n, ⋆, d; k)q -CDC C is given by (∅, . . . , ∅, C). A subcode
C′ ⊆ C with maximal subspace distance d = 2k is called a partial-spread subcode. Given such a
partial-spread subcode C′, if d < 2k, then (C′, ∅, . . . , ∅, C\C′) is a distance-partition of C.
Lemma 5.3. Let (C0, . . . , Cr) be a distance-partition of a (k+t, ⋆, d; k)q-CDC C and (D0, . . . ,Dr)
be a (k + s, d, k)-sequence, where r = k − d2 . If A is an (s, ⋆, d; k)q-CDC, then there exists a
(k + s+ t, ⋆, d; k)q-CDC C
′ with cardinality
#C′ = #A+
r∑
i=0
#Ci ·#Dr−i.
Proof. In order to build up C′ step by step we embed C in a (k+ t)-subspace of Fk+s+tq and let S
be an s-subspace of Fk+s+tq disjoint from it. For each codeword U ∈ C let 0 ≤ i ≤ r, be the index
such that U ∈ Ci. With this, we embed an isomorphic copy CU of Dr−i in the (k + s)-subspace
〈U,S〉 such that U is a codeword, S the special subspace, and add all those codewords to C′.
Let A denote the CDC obtained by embedding the codewords of A in S. As a last step add the
codewords of A to C′. Such a procedure gives rise to a (k+s+ t, ⋆, ?; k)q -CDC C
′ with the stated
cardinality. It remains to check the minimum subspace distance.
For W,W ′ ∈ C′\A there exist unique U,U ′ ∈ C such that W ∈ CU and W
′ ∈ CU ′ . Moreover,
there exist unique indices 0 ≤ i, i′ ≤ r with U ∈ Ci and U
′ ∈ Ci′ . If i = i
′ and W 6= W ′, then
d(W,W ′) ≥ d(Dr−i) ≥ d. If i 6= i
′, then w.l.o.g. we assume i′ < i, so that dim(U ∩ U ′) ≤ i. By
construction we have dim(W ∩W ′) ≤ dim(U ∩ U ′) + dim(W ∩W ′ ∩ S) ≤ i+ dim(W ∩ S) ≤ r,
so that d(W,W ′) ≥ d. If W,W ′ are both contained in A, then clearly d(W,W ′) ≥ d(A) ≥ d.
Finally, if W ∈ A and W ′ ∈ C′\A, then dim(W ′ ∩ S) ≤ k − d2 and hence d(W,W
′) ≥ d.
Let us briefly mention how Lemma 5.3 can be used in order to obtain the best known
lower bound for Aq(9, 4; 3) [5, 34] and Aq(10, 4; 3),[34]. First let (D0,D1) be a (6, 4, 3)-sequence.
Here D0 is an LMRD code of cardinality q
6, and D1 is a (6, ⋆, 4; 3)q -CDC with cardinality
11
q6+2q2+2q, where we have removed one codeword from a pair of disjoint codewords, see [6, 26]
for constructions of CDCs with cardinality q6 + 2q2 + 2q + 1.
As regard as Aq(9, 4; 3), we take as code C a (6, ⋆, 4; 3)q -CDC with cardinality q
6+2q2+2q+1,
see [6, 26]. In order to determine a distance-partition (C0, C1) of C, we need to find a large partial-
spread subcode of C. In [5, Theorem 3.12], it is shown that we can choose C0 of cardinality q
3−1
if we choose C from [6]. However, as shown in [34], the same can be done if we choose C from
[26]. As subcode A we choose a single 3-space, so that we obtain
Aq(9, 4; 3) ≥ 1 + #C0 ·#D1 +#C1 ·#D0
= 1 +
(
q3 − 1
)
·
(
q6 + 2q2 + 2q
)
+
(
q6 − q3 + 2q2 + 2q + 2
)
· q6
= q12 + 2q8 + 2q7 + q6 + 2q5 + 2q4 − 2q2 − 2q + 1.
For Aq(10, 4; 3) we let C be the (7, ⋆, 4; 3)q -CDC of cardinality q
8+q5+q4+q2−q constructed
in [25, Theorem 4]. Again we need to find a large partial-spread subcode C0 of C. Here #C0 = q
4
can be achieved, see [34]. Thus, we obtain
Aq(10, 4; 3) ≥ 1 + #C0 ·#D1 +#C1 ·#D0
= 1 + q4 ·
(
q6 + 2q2 + 2q
)
+
(
q8 + q5 + q2 − q
)
· q6
= q14 + q11 + q10 + q8 − q7 + 2q6 + 2q5 + 1.
The determination of a large partial-spread subcode is mostly the hardest part in the analytic
evaluation of the construction of Lemma 5.3. However, if C contains an (n, ⋆, d; k)-CDC that is
an LMRD as a subcode, then it contains an (n,m(q, k, n − k, k), 2k; k)-CDC that is again an
LMRD, i.e., a partial-spread subcode.
Theorem 5.4. Aq(12, 4; 4) ≥ q
24+ q20+ q19+3q18+2q17+3q16+ q15+ q14+2q12+ q11+3q10+
2q9 + 4q8 + 2q7 + 4q6 + 2q5 + 3q4 + q3 + q2 + 1.
Proof. In order to apply Lemma 5.3, let (D0,D1,D2) be an (8, 4, 4)-sequence and let C be the
(8, ⋆, 4; 4)q -CDC with cardinality q
12 + q2(q2 + 1)2(q2 + q + 1) + 1 described in Section 4 and
yielding (4.2). As C contains an LMRD subcode and a disjoint codeword we can choose a partial-
spread subcode C0 of cardinality q
4 + 1. As distance-partition we use (C0, ∅, C\C0). For D0 and
D1 we choose an LMRD code of cardinality q
12. As D2 we choose the code obtained from C by
removing one codeword from a pair of disjoint codewords. As regard as A, we choose a single
4-subspace. Thus, we obtain
Aq(12, 4; 4) ≥ #A+#C0 ·#D2 +#C1 ·#D1 +#C2 ·#D0
= 1 +
(
q4 + 1
)
·
(
q12 + q2(q2 + 1)2(q2 + q + 1)
)
+
(
q12 + q2(q2 + 1)2(q2 + q + 1)− q4
)
· q12
= q24 + q20 + q19 + 3q18 + 2q17 + 3q16 + q15 + q14 + 2q12 + q11
+3q10 + 2q9 + 4q8 + 2q7 + 4q6 + 2q5 + 3q4 + q3 + q2 + 1.
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This construction improves upon the recent improvement of [33, Proposition 4.6] forAq(12, 4; 4).
The approach of the previous theorem is rather general and universal since many of the largest
known CDCs contain an LMRD as a subcode. As an example we consider the (2k, ⋆, 4; k)q -CDCs
from [8].
Theorem 5.5. For a positive integer k ≥ 5, let C be the (2k,Λ, 4; k)q-CDC from [8, Theorem
3.8] or [8, Theorem 3.11], depending on whether k is even or odd. Then Aq(3k, 4; k) ≥ 1 +(
qk + 1
)
· (Λ− 1) +
(
Λ− qk − 1
)
· qk(k−1).
Proof. We apply Lemma 5.3 where (D0,D1,D2) is a (2k, 4, k)-sequence and C is the (2k,Λ, k; 4)q -
CDC from [8]. As C contains an LMRD subcode and a disjoint codeword we can choose a partial-
spread subcode C0 of cardinality q
k+1. As distance-partition we use (C0, ∅, C\C0). For D0 and D1
we choose an LMRD code of cardinality qk(k−1). As D2 we choose the code obtained from C by
removing one codeword from a pair of disjoint codewords. As A we choose a single k-subspace.
Thus, we obtain
Aq(3k, 4; k) ≥ #A+#C0 ·#D2 +#C1 ·#D1 +#C2 ·#D0
= 1 +
(
qk + 1
)
· (Λ− 1) +
(
Λ− qk − 1
)
· qk(k−1).
The construction described in Lemma 5.3 can be applied recursively, as we are going to see
in the next lines for Aq(16, 4; 4). Let C
′ be the (12, ⋆, 4; 4)-CDC code yielding the lower bound
of Aq(12, 4; 4) of Theorem 5.4. In order to find a partial-spread subcode of C
′, we remark that
C0 is a partial-spread subcode of C of cardinality q
4 + 1. Thus, for each codeword of C0, via D2,
we can select q4 codewords in C′ that are pairwise disjoint. By adding the element of A, we
end up with a partial-spread subcode C′0 of C
′ of cardinality q8 + q4 +1. By choosing A and the
(8, 4, 4)-sequence (D0,D1,D2) as in the proof of Theorem 5.4, and by using the distance-partition
(C′0, ∅, C
′\C′0), Lemma 5.3 gives
Aq(16, 4; 4) ≥ 1 +
(
q8 + q4 + 1
)
·
(
#C′ − 1
)
+ (#C′ − q8 − q4 − 1) · q24
= q48 + q44 + q43 + 3q42 + 2q41 + 3q40 + q39 + q38 + 2q36 + q35 + 3q34 + 2q33
+4q32 + 2q31 + 4q30 + 2q29 + 4q28 + 2q27 + 4q26 + 2q25 + 5q24 + 2q23 + 4q22
+2q21 + 6q20 + 3q19 + 7q18 + 4q17 + 9q16 + 4q15 + 8q14 + 4q13 + 9q12 + 4q11
+8q10 + 4q9 + 7q8 + 3q7 + 5q6 + 2q5 + 3q4 + q3 + q2 + 1,
where #C′ = q24 + q20 + q19 + 3q18 + 2q17 + 3q16 + q15 + q14 + 2q12 + q11 + 3q10 + 2q9 + 4q8 +
2q7 + 4q6 + 2q5 + 3q4 + q3 + q2 + 1.
The next result consider the case of Lemma 5.3 when both Dr and A contain a partial-spread
subcode.
Lemma 5.6. Let C be a CDC obtained from the construction of Lemma 5.3 with a distance-
partition (C0, . . . , Cr), a (k + s, d, k)-sequence (D0, . . . ,Dr), and a CDC A. If Dr contains a
partial-spread subcode P and A contains a partial-spread subcode P ′, then C contains a partial-
spread subcode of cardinality #C0 ·#P +#P
′.
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Of course we can also apply the construction of Lemma 5.3 on the CDCs constructed in
Section 4. We do this exemplarily for the codes yielding improved lower bounds for Aq(4k, 2k; 2k)
to obtain a lower bound for Aq(6k, 2k; 2k).
Theorem 5.7.
Aq(6k, 2k; 2k) ≥ 1 +
(
q2k + 1
)
·
(
q2k(k+1) + a(q, 2k, 2k, k, k) + qk(k/2+2) + 2qk
)
+
(
q2k(k+1) + a(q, 2k, 2k, k, k) + qk
2/2 + 2qk
)
· q2k(k+1)
for even k ≥ 4.
Proof. Let k ≥ 4 be a positive even integer. In order to apply Lemma 5.3 let (D0, . . . ,Dk) be
a (4k, 4k, 4k)-sequence and let C be the (4k, 2k; 2k)q -CDC described in Section 4 and yielding
(4.3). Hence
#C = q2k(k+1) + a(q, 2k, 2k, k, k) + qk(k/2+2) + 2qk + 1.
As C contains an LRMD subcode and a disjoint codeword we can choose a partial-spread sub-
code C0 of cardinality q
2k+1. As distance-partition we use (C0, ∅, . . . , ∅, C\C0). For D0, . . . ,Dk−1
we choose an LMRD code of cardinality q2k(k+1). As Dk we choose the code C from above re-
moving one codeword from a pair of disjoint codewords. As A we choose a single 2k-subspace.
Thus, we obtain
Aq(6k, 2k; 2k) ≥ #A+#C0 ·#Dk +#Ck ·#D0
= 1 +
(
q2k + 1
)
·
(
q2k(k+1) + a(q, 2k, 2k, k, k) + qk(k/2+2) + 2qk
)
+
(
q2k(k+1) + a(q, 2k, 2k, k, k) + qk
2/2 + 2qk
)
· q2k(k+1).
Acknowledgments. The work of the first, third and fourth author was supported by the Italian National Group
for Algebraic and Geometric Structures and their Applications (GNSAGA– INdAM).
References
[1] J. Andre´. U¨ber nicht-Desarguessche Ebenen mit transitiver Translationsgruppe. Math. Z.,
60:156–186, 1954.
[2] A. Beutelspacher. On parallelisms in finite projective spaces. Geometriae Dedicata, 3(1):35–
40, 1974.
[3] M. Braun, P. O¨sterg˚ard, and A. Wassermann. New lower bounds for binary constant–
dimension subspace codes. Exp. Math., 27(2):179–183, 2018.
[4] H. Chen, X. He, J. Weng, and L. Xu. New constructions of subspace codes using subsets
of MRD codes in several blocks. arXiv preprint 1908.03804, 2019.
14
[5] A. Cossidente, G. Marino, and F. Pavese. Subspace code constructions. arXiv preprint
1905.11021, 2019.
[6] A. Cossidente and F. Pavese. On subspace codes. Des. Codes Cryptogr., 78(2):527–531,
2016.
[7] A. Cossidente and F. Pavese. Veronese subspace codes. Des. Codes Cryptogr., 81(3):445–
457, 2016.
[8] A. Cossidente and F. Pavese. Subspace codes in PG(2n−1, q). Combinatorica, 37(6):1073–
1095, 2017.
[9] A. Cossidente, F. Pavese, and L. Storme. Geometrical aspects of subspace codes. In Network
Coding and Subspace Designs, pages 107–129. Springer, Cham, 2018.
[10] P. Delsarte. Bilinear forms over a finite field, with applications to coding theory. J. Combin.
Theory Ser. A, 25(3):226–241, 1978.
[11] R. Denniston. Some packings of projective spaces. Lincei Rend. Sc. fis. mat. e nat.,
52(1):36–40, 1972.
[12] T. Etzion and N. Silberstein. Error-correcting codes in projective spaces via rank-metric
codes and Ferrers diagrams. IEEE Trans. Inform. Theory, 55(7):2909–2919, 2009.
[13] T. Etzion and N. Silberstein. Codes and designs related to lifted MRD codes. IEEE Trans.
Inform. Theory, 59(2):1004–1017, 2013.
[14] P. Frankl and V. Ro¨dl. Near perfect coverings in graphs and hypergraphs. European J.
Combin., 6(4):317–326, 1985.
[15] M. Gadouleau and Z. Yan. Constant-rank codes and their connection to constant-dimension
codes. IEEE Trans. Inform. Theory, 56(7):3207–3216, 2010.
[16] H. Gluesing-Luerssen and C. Troha. Construction of subspace codes through linkage. Adv.
Math. Commun., 10(3):525–540, 2016.
[17] X. He. Construction of constant dimension code from two parallel versions of linkage
construction. arXiv preprint 1910.04472, 2019.
[18] X. He and Y. Chen. Construction of constant dimension codes from several parallel lifted
MRD code. arXiv preprint 1911.00154, 2019.
[19] D. Heinlein. Generalized linkage construction for constant-dimension codes. arXiv preprint
1910.11195v2, 2019.
[20] D. Heinlein. New LMRD code bounds for constant dimension codes and improved con-
structions. IEEE Trans. Inform. Theory, 65(8):4822–4830, Aug 2019.
15
[21] D. Heinlein, T. Honold, M. Kiermaier, S. Kurz, and A. Wassermann. Classifying optimal
binary subspace codes of length 8, constant dimension 4 and minimum distance 6. Des.
Codes Cryptogr., 87(2-3):375–391, March 2019.
[22] D. Heinlein, M. Kiermaier, S. Kurz, and A. Wassermann. Tables of subspace codes. arXiv
preprint 1601.02864, 2016.
[23] D. Heinlein and S. Kurz. Asymptotic bounds for the sizes of constant dimension codes and
an improved lower bound. In Coding Theory and Applications : 5th International Castle
Meeting, ICMCTA 2017, Vihula, Estonia, August 28-31, 2017, Proceedings, volume 10495
of Lecture Notes in Computer Science, pages 163–191. Springer International Publishing,
Cham, August 2017.
[24] D. Heinlein and S. Kurz. Coset construction for subspace codes. IEEE Trans. Inform.
Theory, 63(12):7651–7660, December 2017.
[25] T. Honold and M. Kiermaier. On putative q-analogues of the Fano plane and related combi-
natorial structures. In Dynamical Systems, Number Theory and Applications: A Festschrift
in Honor of Armin Leutbecher’s 80th Birthday, pages 141–175. World Scientific, 2016.
[26] T. Honold, M. Kiermaier, and S. Kurz. Optimal binary subspace codes of length 6, constant
dimension 3 and minimum subspace distance 4. In Kyureghyan, Gohar ; Mullen, Gary L. ;
Pott, Alexander (Eds.): Topics in Finite Fields, volume 632 of Contemporary Mathematics,
pages 157–176. American Mathematical Society, Providence, Rhode Island, 2015.
[27] T. Honold, M. Kiermaier, and S. Kurz. Partial spreads and vector space partitions. In
Network Coding and Subspace Designs, pages 131–170. Springer, Cham, 2018.
[28] A.-L. Horlemann-Trautmann and J. Rosenthal. Constructions of constant dimension codes.
In Network Coding and Subspace Designs, pages 25–42. Springer, Cham, 2018.
[29] M. Kiermaier and S. Kurz. On the lengths of divisible codes. arXiv preprint 1707.00650,
2019.
[30] R. Koetter and F. Kschischang. Coding for errors and erasures in random network coding.
IEEE Trans. Inform. Theory, 54(8):3579–3591, 2008.
[31] A. Kohnert and S. Kurz. Construction of large constant dimension codes with a prescribed
minimum distance. In Mathematical methods in computer science, pages 31–42. Springer,
2008.
[32] S. Kurz. Packing vector spaces into vector spaces. Australas. J. Combin., 68(1):122–130,
2017.
[33] S. Kurz. A note on the linkage construction for constant dimension codes. arXiv preprint
1906.09780, 2019.
16
[34] S. Kurz. Subspaces intersecting in at most a point. arXiv preprint 1907.02728, 2019.
[35] S. Liu, Y. Chang, and T. Feng. Parallel multilevel construction for constant dimension
codes. arXiv preprint 1911.01878, 2019.
[36] E. L. Na˘stase and P. A. Sissokho. The maximum size of a partial spread in a finite projective
space. J. Combin. Theory Ser. A, 152:353–362, 2017.
[37] B. Segre. Teoria di Galois, fibrazioni proiettive e geometrie non desarguesiane. Ann. Mat.
Pura Appl., 64(4):1–76, 1964.
[38] J. Sheekey. MRD codes: Constructions and connections. In Combinatorics and Finite
Fields: Difference Sets, Polynomials, Pseudorandomness and Applications, volume 23 of
Radon Series on Computational and Applied Mathematics. De Gruyter, Berlin, 2019.
[39] N. Silberstein and A.-L. Trautmann. Subspace codes based on graph matchings, Ferrers
diagrams, and pending blocks. IEEE Trans. Inform. Theory, 61(7):3937–3953, 2015.
[40] D. Silva, F. Kschischang, and R. Koetter. A rank-metric approach to error control in
random network coding. IEEE Trans. Inform. Theory, 54(9):3951–3967, 2008.
[41] H. Wang, C. Xing, and R. Safavi-Naini. Linear authentication codes: bounds and construc-
tions. IEEE Trans. Inform. Theory, 49(4):866–872, 2003.
[42] S.-T. Xia and F.-W. Fu. Johnson type bounds on constant dimension codes. Des. Codes
Cryptogr., 50(2):163–172, 2009.
[43] L. Xu and H. Chen. New constant–dimension subspace codes from maximum rank distance
codes. IEEE Trans. Inform. Theory, 64(9):6315–6319, 2018.
17
