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Abstract
Multi-hop question answering (QA) requires a
model to retrieve and integrate information from
different parts of a long text to answer a ques-
tion. Humans answer this kind of complex ques-
tions via a divide-and-conquer approach. In this
paper, we investigate whether top-performing mod-
els for multi-hop questions understand the underly-
ing sub-questions like humans. We adopt a neu-
ral decomposition model to generate sub-questions
for a multi-hop complex question, followed by ex-
tracting the corresponding sub-answers. We show
that multiple state-of-the-art multi-hop QA mod-
els fail to correctly answer a large portion of sub-
questions, although their corresponding multi-hop
questions are correctly answered. This indicates
that these models manage to answer the multi-hop
questions using some partial clues, instead of truly
understanding the reasoning paths. We also pro-
pose a new model which significantly improves the
performance on answering the sub-questions. Our
work takes a step forward towards building a more
explainable multi-hop QA system.
1 Introduction
Rapid progress has been made in the field of question answer-
ing (QA), thanks to the release of many large-scale, high-
quality QA datasets. Early datasets such as SQuAD [Ra-
jpurkar et al., 2016, 2018], NewsQA [Trischler et al., 2017],
and TriviaQA [Joshi et al., 2017] mainly consist of single-
hop questions, where an answer with supporting justification
can be found within one passage or a short segment of text.
These benchmarks focus on evaluating QA models’ ability to
perform pattern matching between a passage and a question.
Recently, multi-hop QA datasets, such as QAngaroo Wikihop
[Welbl et al., 2018] and HotpotQA [Yang et al., 2018], have
gained increasing attention. They require models to retrieve
multiple pieces of supporting evidence from different docu-
ments and to reason over the evidence collected to answer a
question. The standard evaluation metrics of QA datasets in-
clude exact match (EM) and F1 scores averaged over the test
set. However, it is unclear to what extent the multi-hop QA
models truly master the ability of multi-hop reasoning.
Figure 1: An illustrating example from the HotpotQA dataset in the
distractor setting, with sub-questions and their answers shown. Out
of ten paragraphs provided in the context, only parts of two gold
paragraphs and one related distracting paragraph are shown here due
to paper length constraint.
In this work, we propose an additional evaluation scheme
to test whether multi-hop QA systems know how to answer
the single-hop sub-questions of a multi-hop question. Our
motivation is that if a system can correctly answer a multi-
hop question, it should be able to answer the correspond-
ing single-hop sub-questions which form the complete rea-
soning path, just like what humans can naturally do. Figure
1 presents an illustrating example. A successful QA model
needs to be able to answer the two sub-questions “Which
movie starring Arnold Schwarzenegger as a former New York
Police detective” and “What year did Guns N Roses perform
a promo for End of Days” if it truly understands the multi-hop
question “What year did Guns N Roses perform a promo for a
movie starring Arnold Schwarzenegger as a former New York
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Police detective?”.
We focus on the HotpotQA [Yang et al., 2018] dataset un-
der the distractor setting, in which multi-hop questions are
asked over several Wikipedia paragraphs. We create the eval-
uation set by automatically generating the sub-questions and
then extracting their answers. The candidate answers to the
sub-questions are then manually verified, which results in
1,000 human-verified sub-question evaluation examples. We
show that all three top-performing models which we exper-
iment with fail to answer a large portion of sub-questions
(49.8% to 60.4%), although their corresponding multi-hop
questions are correctly answered. This observation indicates
that the models learn to answer the multi-hop questions with-
out truly understanding the underlying reasoning path.
To motivate the development of new multi-hop reasoning
models, we propose an initial architecture by treating the sub-
questions explicitly. Our model consists of four components,
namely paragraph selector, question type classifier, multi-hop
QA model, and single-hop QA model. Instead of perform-
ing end-to-end training, we choose to train and evaluate each
component individually. The availability of intermediate re-
sults also makes our model more interpretable. We show that
with automatically generated sub-questions and their answers
used for training, our model outperforms other top models
by a large margin on the sub-question evaluation1. Overall,
we believe that explicit reasoning should play an important
role in multi-hop question answering. Our work takes a step
forward towards building a more explainable multi-hop QA
system.
2 Construction of Evaluation Examples
In this section, we introduce our semi-automatic approach to
generate two sub-questions and their corresponding answers
for multi-hop questions for the HotpotQA dataset. As shown
in Figure 2, the evaluation examples are generated in three
steps. Firstly, we decompose each source question into sev-
eral sub-strings by predicting the breaking points and post-
process them to generate two sub-questions. Then, the an-
swers for the sub-questions are extracted from the paragraphs.
At last, the candidate evaluation examples generated are sent
for human verification. We first introduce the HotpotQA
dataset and then elaborate on each step of the construction
pipeline.
2.1 HotpotQA
HotpotQA contains 113k crowd-sourced multi-hop QA pairs
on Wikipedia articles. We focus on bridge-type questions un-
der the distractor setting. During the construction of such an
example in HotpotQA, two related paragraphs pgold1, pgold2
from different Wikipedia articles titled tgold1, tgold2 are pre-
sented to crowd-workers. The two paragraphs are related
since the text content in one paragraph contains the title en-
tity of the other paragraph. This shared title entity is referred
to as the bridge entity. Using Figure 1 as an example, the
second paragraph about Oh My God contains the title entity
of the first paragraph, End of Days (underlined). Thus, End
1We will release the sub-question evaluation dataset and the code
upon publication.
of Days is referred as the bridge entity. The crowd-workers
are encouraged to ask a multi-hop question that makes use
of information from both paragraphs and to annotate the sup-
porting sentences which help to determine the answer. Then,
eight other related distracting paragraphs are retrieved from
Wikipedia and mixed with the two gold paragraphs. The ten
paragraphs serve as the source of answers for the question.
Given an example E from HotpotQA, our objective is to gen-
erate an evaluation example E′ as follows:
E = {C, q, a}, where C = {p1, p2, ..., p10}
E′ = {C, q, a, sub q1, sub a1, sub q2, sub a2}
(1)
where sub q1 and sub q2 are the two sub-questions, and
sub a1 and sub a2 are their corresponding answers.
2.2 Sub-Question Generation
Given a multi-hop question, the first step is to decompose it
into sub-questions. We use the model introduced in Decom-
pRC [Min et al., 2019] to generate the sub-questions. Instead
of generating a target sequence word by word, we adopt a
copying and editing approach. The multi-hop question is first
converted into BERT word embeddings [Devlin et al., 2019],
and then sent to a fully connected neural network to predict
the splitting points. It is trained on 400 annotated examples.
The predicted text spans are post-processed to form the two
sub-questions, following a set of handcrafted rules.
2.3 Intermediate Answer Extraction
One particular characteristic of bridge-type questions from
HotpotQA dataset is that the two gold paragraphs are linked
by a bridge entity. Since the crowd-workers are required
to form a multi-hop question which makes use of informa-
tion from both paragraphs, there is a high probability that the
bridge entity is the answer for the first sub-question. For the
example shown in Figure 2, Shirley Temple in gold paragraph
2 is the bridge entity. It is also the intermediate answer for the
multi-hop question, i.e., the answer for the first sub-question.
Three different situations are considered in order to extract
the bridge entity. First, if the title entity EA of paragraph A
occurs in the other paragraph B, while the title entity EB of
B does not occur in A, then EA is recognized as the bridge
entity. Second, if neither EA nor EB is contained in the
other paragraph, then the title entity with more overlapping
text with the other paragraph is chosen as the bridge entity
(since sometimes the alias of the Wikipedia title is used in
the paragraph). Lastly, if both EA and EB appear in the
other paragraph, then the title entity which does not appear
in both the question and the answer is chosen as the bridge
entity, since an entity mentioned in the multi-hop question or
included in the final answer is unlikely to be the bridge entity.
The bridge entity is set to be unidentified if none or both of
the title entities satisfy at least one of the requirements. As
illustrated in Figure 2, once the bridge entity is retrieved, the
blank in the second sub-question will be updated. The an-
swer to the second sub-question should be the same as the
multi-hop question.
Figure 2: An illustration of our construction procedure to generate an evaluation example.
2.4 Human Verification
Sub-question generation and intermediate answer extrac-
tion help to efficiently generate candidate sub-questions
and their answers for multi-hop questions from HotpotQA.
To ensure the quality of the evaluation set, the exam-
ples generated are manually verified. For each exam-
ple, we present to an annotator the original multi-hop
question, the answer, two sub-questions generated and
their corresponding answers, and two gold paragraphs, i.e.,
{q, a, sub q1, sub a1, sub q2, sub a2, pgold1, pgold2}. The
annotators are instructed to verify whether q is a two-hop
question and whether a is the correct answer. Erroneous ex-
amples found in this step are filtered out. Then, the anno-
tators are required to review whether sub q1 and sub q2 are
two semantically and syntactically correct sub-questions of q
and whether sub a1 and sub a2 are valid and to correct them
if not. In total, 1,000 examples are generated from the Hot-
potQA official development set and manually verified for use
in our evaluation.
3 Experiments
To determine whether existing top models understand the
underlying reasoning path, we perform evaluation on three
published top-performing QA models with publicly available
open-source code: DFGN [Qiu et al., 2019]2, DecompRC
[Min et al., 2019] 3, and CogQA [Ding et al., 2019]4.
3.1 Setup
For all experiments, we measure EM and F1 scores for q,
sub q1 and sub q2 on 1,000 human-verified examples. Since
2https://github.com/woshiyyya/DFGN-pytorch
3https://github.com/shmsw25/DecompRC
4https://github.com/THUDM/CogQA
Case Gold Answer Predicted Answer
1 from 1986 to 2013 1986 to 2013
2 City of Angles (film) City of Angles
3 MondelezInternational, Inc.
the company Mondelez
International
Table 1: Examples of partially matched answer string pairs.
the objective of our evaluation is to determine whether mod-
els are able to correctly answer the decomposed single-hop
sub-questions whose parent multi-hop questions are correctly
answered. We also collect corresponding categorical statis-
tics. To measure the correctness of a predicted answer, we
first use exact string match as the only metric. However, dur-
ing error analysis, we find that many predicted answers that
partially matched the gold answers should also be regarded
as correct. Some representative examples are shown in Table
1. Although these predicted answers have zero EM scores,
they are semantically equivalent to the correct answers given.
Therefore, we define a more flexible metric named partial
match (PM) as an additional evaluation of correctness. Given
a gold answer text span ag and a predicted answer text ap,
they are partially matched if either one of the following two
requirements is satisfied.
f1 > 0.8
f1 > 0.6 ∧ {(ag contains ap) ∨ (ap contains ag)} (2)
3.2 Results
Table 2 shows the performance of DFGN, DecompRC, and
CogQA on multi-hop questions and their single-hop sub-
questions. Compared to multi-hop questions, the perfor-
mance of DFGN and CogQA drops on simpler sub-questions,
Model q qsub1 qsub2EM F1 EM F1 EM F1
DFGN 58.1 71.96 54.6 68.54 49.3 60.83
DecompRC 63.1 77.61 61 75.21 56.8 70.77
CogQA 53.2 67.82 58.6 69.65 54 68.49
Our Model 62.6 74.8 74 83.35 62.3 75.45
Table 2: EM and F1 scores of models on 1,000 human-verified sub-
question evaluation examples.
Figure 3: Model failure rates under EM and PM.
especially on the second sub-questions (11.13 F1 reduction
for DFGN and 6.84 F1 reduction for DecompRC). CogQA
achieves slightly better performance on sub-questions. The
EM and F1 scores are averaged over all examples. In or-
der to understand whether models are able to answer the sub-
questions of correctly answered multi-hop questions, we col-
lect the correctness statistics with regards to each individ-
ual example. Table 3 presents the categorical statistics. The
first four rows demonstrate the percentage of examples whose
multi-hop question can be correctly answered. Among these
examples, we notice that there is a high probability that the
models fail to answer at least one of the sub-questions, as
shown in rows 2 to 4. We refer to these examples as model
failure cases. The percentage of model failure cases over all
correctly answered multi-hop questions is defined as model
failure rate. Figure 3 shows the results for all models. All
three models tested have a high model failure rate, indicat-
ing that the models learn to answer the multi-hop questions
without understanding the underlying reasoning chains. The
same phenomenon appears under both exact match and the
less strict partial match evaluation.
After analyzing the error examples, we observe one com-
mon characteristic shared by model failure cases: there is a
high similarity between the words in the second sub-question
and the words near the answer in a paragraph. The models are
able to locate the correct answer by local pattern matching, in-
stead of going through the reasoning steps. For the example
presented in Figure 1, the information in second sub-question
“What year did Guns N Roses perform ...” alone is enough
for the model to retrieve the correct answer “1999”. With
a distracting paragraph containing phrases “film ... starring
Arnold Schwarzenegger ...”, the model is misled to answer
the first sub-question wrongly.
Figure 4: Model structure.
4 Proposed New Model
4.1 Training Data Creation
To prepare the training dataset, we apply the automatic pro-
cedure of sub-question generation and intermediate answer
extraction to all bridge-type questions from the HotpotQA
training set. The human verification step is not performed. In
total, we produced 41,362 annotated training examples with
sub-questions and their corresponding answers.
4.2 Model Structure
The sub-question evaluation experiments show that existing
models trained on the HotpotQA dataset may answer the
question correctly without understanding the underlying rea-
soning chain. To remedy this problem, we propose a new
model to handle the sub-questions explicitly. As shown in
Figure 4, our model consists of four components. Given a
question, we first select related paragraphs from all ten para-
graphs and concatenate them to form the context. Then a
question type classifier is used to determine whether the ques-
tion is a single-hop or multi-hop question. Finally, the exam-
ple is sent to the corresponding QA model for answer predic-
tion. Instead of end-to-end training, all four components are
trained individually.
Gold Paragraph Selection
HotpotQA provides ten paragraphs in the distractor setting
and only two of them contain information to answer the ques-
tion. To remove unrelated context and ease the computational
burden of subsequent steps, we first perform paragraph selec-
tion on the given context.
We feed a question q and each of the 10 paragraphs pi to a
BERT model [Devlin et al., 2019] and get a softmaxed proba-
bility P (q, pi) of pi being a gold paragraph for q. A paragraph
pi is chosen as a gold paragraph for question q if P (q, pi) is
larger than a threshold τ , or the probability is the highest or
second highest among the 10 candidate paragraphs. To in-
clude most of the gold paragraphs for each question, we aim
for high recall and acceptable precision. The threshold value
for 98.6% recall and 68.7% precision is selected. The con-
catenation of all positive gold paragraphs predicted for each
question is used as the new context C ′ for all subsequent
steps.
Question Answered Exact Match Partial Match
q qsub1 qsub2 DFGN DecompRC CogQA Our model DFGN DecompRC CogQA Our model
correctly correctly correctly 23 31.3 26.7 43.2 36.3 47.4 40.9 57.8
correctly correctly wrongly 9.7 7.2 5.8 5.2 11.9 8.5 6.1 5.3
correctly wrongly correctly 17.9 19.1 17.8 11.2 16.4 17.2 16.5 8.9
correctly wrongly wrongly 7.5 5.5 2.9 3 6.5 3.9 3.4 2
wrongly correctly correctly 4.9 3 3.6 5.4 4.2 4 4.5 5.9
wrongly correctly wrongly 17 18.6 22.5 20.2 12.1 11.1 15.2 13.6
wrongly wrongly correctly 3.5 3.4 5.9 2.5 3.1 1.9 5.6 2.1
wrongly wrongly wrongly 16.5 11.9 14.8 9.3 9.5 6 7.8 4.4
Table 3: Categorical statistics of sub-question evaluation based on EM and PM.
Gold \ Predicted Multi-hop Single-hop
Multi-hop 969 31
Single-hop 493 1507
Table 4: Results of question type classification.
Model EM F1
Baseline Model [Yang et al., 2018] 45.60 59.02
QFE [Nishida et al., 2019] 53.86 68.06
DecompRC [Min et al., 2019] 55.20 69.63
KGNN [Ye et al., 2019] 50.81 65.75
DFGN [Qiu et al., 2019] 56.31 69.69
ChainEx [Chen et al., 2019] 61.20 74.11
HGN [Fang et al., 2019] 66.07 79.36
SAE-large [Tu et al., 2019] 66.92 79.62
Our Model (SEval) 61.87 74.37
Table 5: Results comparison between our model with all published
models on the HotpotQA leaderbaord in the distractor setting. Our
model is named SEval.
Question Type Classification
A question type classifier is constructed to explicitly predict
whether a question is single-hop or multi-hop. We use a pre-
trained BERT model for sequence classification as the clas-
sifier, and fine-tune it with the multi-hop questions and sub-
questions generated. The model takes in a question and its
new context as input and aims to predict the question type.
The classification results on 1,000 evaluation examples are
shown in Table 4. The accuracy is 82.5%. It is noteworthy
that the recall for multi-hop questions is 96.9% and most of
the error cases belong to misclassification of single-hop ques-
tions as multi-hop questions.
Multi-Hop QA Model
We build our multi-hop QA model based on a BERT model
for question answering. The question q and the new context
C ′ are concatenated as one sequence q[SEP ]C ′ and fed to
the model, where [SEP ] represents a separator token. Fol-
lowing the same strategy of BERT on SQuAD, we calculate
the probability of each token in the context being the start po-
sition and end position of the answer span. The answer span
with the highest sum of start and end probabilities is selected.
To apply on HotpotQA, we extend the prediction layer with
answer type prediction and supporting facts prediction. An-
swer type prediction aims to predict whether an answer is
“yes”, “no”, or an answer span. It is achieved by feeding
the output vectors of BERT for the context to a linear layer,
followed by a max-pooling layer over the whole sequence.
For supporting facts prediction, we feed the BERT output
of tokens in each sentence to a softmaxed linear layer and
predict whether the sentence is a supporting fact. To real-
ize this, we extract the start and end positions of sentences
in the context and include them in the feature set during the
pre-processing step. This model is fine-tuned on the official
HotpotQA dataset, except that the context is replaced with the
paragraphs obtained by gold paragraph selection.
Single-Hop QA Model
We also exploit the pre-trained BERT model for our single-
hop QA model component. The decomposed sub-questions
and their extracted answers from the HotpotQA training set
are used to fine-tune the model.
4.3 Results
Table 5 shows the performance of models on the HotpotQA
blind test set under the distractor setting. Although our model
emphasizes sub-question handling, it also achieves competi-
tive performance on multi-hop questions. As shown in Table
2, our model outperforms two of the three QA systems on
multi-hop questions in the human-verified dataset. It outper-
forms all other models on sub-questions. A large improve-
ment is made on the first sub-questions. Table 3 and Figure 3
show that our model reduces the model failure rate signif-
icantly compared to the other three models. Both explicit
single-hop QA modeling and the sub-question training data
generated contribute to the improvement.
4.4 Ablation Test
Table 6 presents the ablation studies of our system. “– Sin-
gleQA” refers to the model with the question type classifier
and single-hop QA model removed. This model performs
slightly better on multi-hop questions, while the model fail-
ure rate is higher. The result suggests that having an explicit
model to handle sub-questions is indeed helpful for interme-
diate answer extraction. On the other hand, our model per-
forms much worse on multi-hop questions when the ques-
tion type classifier and multi-hop QA models are removed,
although it achieves better performance on the first sub-
questions.
Model q qsub1 qsub2 Model failure rateEM F1 EM F1 EM F1 EM PM
Our Model 62.6 74.8 74 83.35 62.3 75.45 30.99% 21.89%
– SingleQA 64 76.35 67 81.27 64.2 76.67 36.41% 23.61%
– MultiQA 19 24.87 78.9 85.56 61.1 74.42 28.95% 25.75%
Table 6: Performance of ablation test on handling sub-questions.
5 Related Work
5.1 Multi-hop QA Datasets
Earlier document-based QA datasets [Hermann et al., 2015;
Rajpurkar et al., 2016; Trischler et al., 2017] mainly contain
single-hop questions, with emphasis on evaluating models’
ability on local pattern matching. Existing models [Lan et
al., 2019; Zhang et al., 2019] have achieved super-human
performance. To address the ability of performing complex
reasoning, several multi-hop QA datasets [Khashabi et al.,
2018; Welbl et al., 2018; Yang et al., 2018] have been pro-
posed. MultiRC [Khashabi et al., 2018] contains multiple-
choice questions which can only be answered by integrat-
ing information from multiple sentences. They ensure this
property by excluding the questions which can be answered
given incomplete context. QAngaroo Wikihop [Welbl et al.,
2018] constructs multi-hop questions by transforming Wiki-
data facts into questions and retrieving related Wikipedia ar-
ticles using a bipartite graph connecting entities and docu-
ments.
Existing QA datasets suffer from a lack of interpretabil-
ity. It is a good start for HotpotQA [Yang et al., 2018] to
provide annotations for supporting facts. However, our work
show that models jointly trained with supporting facts predic-
tion still fail to answer the sub-questions along the reasoning
path. Therefore, answering complex multi-hop reading com-
prehension questions in an end-to-end manner without ex-
plicit modeling of the reasoning chain has severe drawbacks,
resulting in non-explainable QA systems.
5.2 Multi-hop QA Models on HotpotQA
Some neural models [Yang et al., 2018; Nishida et al., 2019;
Feldman and El-Yaniv, 2019; Tu et al., 2019] on HotpotQA
adopt the architecture of top-performing single-hop QA mod-
els and enhance it for the multi-hop setting. They first trans-
form a question and its context into vector representations via
pre-trained word embeddings, then encode them via several
layers of recurrent neural networks. Next, they update the
vector representations for tokens in the context by making
interaction with the question vector in a multi-hop manner.
Attention mechanism [Hermann et al., 2015] is commonly
used to retrieve related evidence. The final representations
for the context are sent to an answer prediction layer. An-
other group of successful models [Qiu et al., 2019; Ye et al.,
2019; Fang et al., 2019] on HotpotQA focuses on construct-
ing graphs based on named entities extracted from a question
and its context. They perform reasoning over the entity graph
using graph neural networks [Scarselli et al., 2009] and pass
information back to the document representation for answer
prediction. Although some models aim to provide explain-
able intermediate answers, their performance on sub-question
evaluation is still unsatisfactory.
5.3 Adversarial Evaluation for QA Datasets
Jia and Liang [2017] first apply adversarial evaluation to QA
models on SQuAD [Rajpurkar et al., 2016]. They show that
the performance of state-of-the-art models drops significantly
when an additional distracting sentence is added to the con-
text. Gan and Ng [2019] evaluate the robustness of models
trained on SQuAD by asking them to answer paraphrased
questions. They also find that paraphrased test questions
lead to significant decrease in performance on multiple state-
of-the-art models. On HotpotQA dataset, Jiang and Bansal
[2019] demonstrate that existing models often answer a multi-
hop question via exploiting some reasoning shortcut. To rem-
edy the problem, they propose a new model using a control
unit to guide the multi-hop reasoning process by dynamically
attending to the question. All these works analyze the defi-
ciencies of QA datasets by inserting distracting information
to questions or contexts. Our work addresses this issue in a
novel way. Without modifying the original data, we show the
lack of reasoning ability of the existing multi-hop QA models
by constructing an additional set of sub-questions for evalua-
tion.
6 Conclusion
We propose a new way to evaluate whether multi-hop QA
systems have learned the ability to perform reasoning over
multiple documents by asking sub-questions. An automatic
approach is designed to generate sub-questions for a multi-
hop question. On a human-verified test set, we show that all
three existing top models give worse performance on the sub-
questions compared to our proposed model with an explicit
question type classification component and a single-hop QA
component. As an initial step towards a more explainable
QA system, we hope our work could motivate the construc-
tion of multi-hop QA datasets with explicit reasoning paths
annotated and the development of better multi-hop QA mod-
els.
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