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Abstract
In this paper we study the structure of the Weyl groups of nonreduced extended affine root systems.
We show that similar to the case of reduced types, an extended affine Weyl group W of type BC
is semidirect product of a finite Weyl group W˙ (of type B) and a Heisenberg-like normal subgroup
H which is also a characteristic subgroup of W . Moreover, H is of the form H = HηH0, where
bothHη andH0 are normal subgroups ofH withHη ∩H0 = {1},Hη is naturally isomorphic to the
root lattice of a finite root system of type BC. Furthermore, the semidirect product of W˙ andHη is
isomorphic to the Weyl group of a Kac–Moody affine subroot system of R of type BC.
 2003 Published by Elsevier Inc.
Introduction
In [1,11–13,21,22], the authors studied a newly developing class of Lie algebras, called
extended affine Lie algebras (EALA for short) and their root systems, called extended affine
root systems (EARS for short). EALAs are also known as quasi-simple Lie algebras.
The definition of an EARS, given in [1], is a natural generalization of finite and affine
irreducible root systems. In fact an EARS is a triple (V, (· , ·),R) where V is a real finite-
dimensional vector space, (· , ·) is a positive semidefinite bilinear form on V , and R is a
subset of V satisfying some natural axioms (see Section 1). If V0 is the radical of the form,
it turns out that the image R of R in V/V0 is an irreducible finite root system (which might
be nonreduced). The type and the rank of R is defined to be the type and the rank of R. The
nullity of R is defined to be the dimension ν of V0. Besides the finite and affine irreducible
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with certain derivation added) studied in [7–10] are also examples of EARSs.
We extend the bilinear form (· , ·) on V to the vector space V˜ = V ⊕ (V0) by natural
pairing so that the form (· , ·) on V˜ is nondegenerate. We define the Weyl group of an EARS
R to be the subgroup of GL(V˜) generated by reflections based on nonisotropic roots of R
(roots α ∈ R with (α,α) = 0). An extended affine Weyl group (EAWG for short) is the
Weyl group of an EARS (see Definition 2.3). Finite and affine Weyl groups are examples
of EAWGs. Moreover toroidal Weyl groups, the Weyl groups of toroidal root systems, are
also EAWGs.
Weyl groups play an important role in the theory of Lie algebras and root systems. In
particular, affine Weyl groups are among the most important objects in the theory of affine
Kac–Moody algebras. It is natural to expect a similar role for EAWGs in the theory of
EALAs (see [11,16,21] and [1] for some applications of EAWG in understanding of the
theory of EALAs and EARSs).
In 1992, Moody and Shi [19] studied toroidal Weyl groups. Their work covers all
EAWGs where the underlying root system R is simply laced with rank > 1. As part of
their work and based on the deep understanding of the structure of the isotropic roots, they
were able to describe the Weyl group as the semidirect product of a finite Weyl group and
a Heisenberg-like normal subgroup.
In 1985, K. Saito [21] introduced axioms for EARSs. He studied these root systems and
their Weyl groups. The root systems defined by Saito contain only nonisotropic roots while
those defined by [1] contain isotropic roots as well. In [2] the relation between axioms of
these two classes of root systems is clarified. In [3–5], based on the knowledge of the
structure of EARSs investigated in [1, Chapters II, III], we studied reduced EAWGs, the
Weyl groups of EARSs of types A, D, E, B , C, F and G. It is shown there that an EAWG
W is isomorphic to the semidirect product of a finite Weyl group W˙ and a characteristic
subgroupH ofW , whereH is a 2-step nilpotent abelian group with a center which is a free
abelian group of rank ν(ν − 1)/2, ν being the nullity of the root system.
In this paper we study the structure of EAWGs of type BC. (To see the structure and
the classification of EARSs of type BC, see [1, Chapter II, §4] and [6].) In Section 1,
we briefly recall from [1] the structure of an EARS of type BC. In Section 2, we show
that similar to the reduced cases, an EAWGW of type BC is isomorphic to the semidirect
product of a finite Weyl group W˙ (of type B) and a characteristic subgroupH ofW , where
H is a 2-step nilpotent abelian group with a center which is a free abelian group of rank
ν(ν − 1)/2. More precisely, H=HηH0, where both Hη and H0 are normal subgroups of
H withHη ∩H0 = {1},Hη is naturally isomorphic to the root lattice of a finite root system
of type BC, and the semidirect product of W˙ and Hη is isomorphic to the Weyl group of
a Kac–Moody affine sub root system of R of type BC.
1. Extended affine root systems of type BC
For the theory of extended affine Lie algebras and extended affine root systems (EARS
for short), the reader is referred to [1]. In particular, we will use the notation and concepts
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study of extended affine Weyl groups of type BC.
Let V be a nontrivial finite-dimensional real vector space equipped with a positive semi-
definite bilinear form. Let V0 be the radical of the form (· , ·). An element α ∈ V is called
isotropic if (α,α)= 0; α is called nonisotropic if (α,α) = 0.
Let R be a subset of V . Denote by R×(R0) the set of nonisotropic (isotropic) elements
of R. Then R = R× ∪ R0. R is called an extended affine root system in V if the following
axioms hold:
(R1) 0 ∈ R;
(R2) R =−R;
(R3) R spans V ;
(R4) R is discrete in V ;
(R5) 2α /∈R for any α ∈ R×;
(R6) if α ∈R× and β ∈ R, then there exist nonnegative integers d,u ∈ Z such that for any
integer n, β + nα ∈R if and only if −d  n u, and d − u= 2(α,β)/(α,α);
(R7) R× can not be decomposed as the disjoint union of two nonempty subsets R1 and R2
where (R1,R2)= {0};
(R8) for any δ ∈R0, there exists α ∈R× such that α + δ∈R.
In [1] it is shown that the structure of an EARS highly depends on the so called
semilattices and translated semilattices. A semilattice in a real finite-dimensional vector
space U is a subset S of U such that
(S1) 0 ∈ S;
(S2) S ± 2S ⊆ S;
(S3) S spans U ;
(S4) S is discrete in U .
A translated semilattice is a subset S of U satisfying (S2)–(S4). Denote by 〈S〉 the Z-span
of S in U .
Let R be an extended affine root system in V . It turns out that the image R
of R under the projection map − :V → V/V0 is a finite root system (containing
zero) in V/V0, not necessarily reduced. The type and the rank of R is defined to
be the type and the rank of R. The nullity of R is defined to be the dimension ν
of V0.
In [5], we studied the structure of the Weyl groups of reduced extended affine root
systems. Here we want to study the Weyl groups of nonreduced EARSs. Therefore from
now on we assume that R is an EARS of type BC. Recall that a finite root system R˙ of
type BC in a real vector space V˙ is of the form
R˙ =
{ {±ε1,±2ε1} ∪ {0} if = 1,
{±εi} ∪ {±2εi} ∪ {±(εi ± εj ): i < j } ∪ {0} if  2,
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R˙sh ∪ R˙lg ∪ R˙ex where R˙sh, R˙lg, and R˙ex are the sets of short, long, and extra long roots
of R˙, respectively (if = 1, then R˙lg = ∅).
One can find in V a preimage R˙ of R, under −, so that R˙ be a finite root system in the
real span V˙ of R˙ isometrically isomorphic to R. Let = dim V˙ = rank R˙. Then V = V˙⊕V0
is (+ ν)-dimensional. It follows that (see [1, Chapter II])
R =
{
(S + S)∪ (R˙sh + S) ∪ (R˙ex +E) if = 1,
(S + S)∪ (R˙sh + S) ∪ (R˙lg +L)∪ (R˙ex +E) if  2,
where S and L are semilattices, and E is a translated semilattice in V0, satisfying the
following conditions:
(a) L+ S ⊆ S, L+ 2S ⊆ L, E +L⊆ L, E + 2L⊆E,
(b) E ∩ 2S = ∅,
(c) if  3,L is a lattice in V0.
From now on, we simply write
R = (S + S) ∪ (R˙sh + S)∪ (R˙lg +L)∪ (R˙ex +E),
assuming that R˙lg+L= ∅, if = 1. One can choose a basis δ1, δ2, . . . , δν of V0, consisting
of elements of R0, a semilattice F in V0, and an element η ∈L such that
〈S〉 = Zδ1 ⊕ · · · ⊕Zδν,
〈L〉 = 2Zδ1 ⊕ · · · ⊕ 2Zδt ⊕Zδt+1 ⊕ · · · ⊕Zδν,
E = F + η,
where
〈F 〉 = 4
t1∑
i=1
Zδi ⊕
t2∑
i=t1+1
2Zδi ⊕
ν∑
i=t2+1
Zδi
and
η ∈L \ (2S + F) with L+ η⊆ L. (1.1)
(For details see [1, II, §4].) We fix η and δ1, . . . , δν as above throughout our work.
It follows that∣∣∣∣ 〈2S + F 〉〈F 〉
∣∣∣∣= 2t1,
∣∣∣∣ 〈S〉〈L〉
∣∣∣∣= 2t , and
∣∣∣∣ 〈S〉〈2S + F 〉
∣∣∣∣= 2t2,
for some integers 0 t1  t  t2  ν. The triple (t1, t, t2) is called the twist-triple of R.
The twist-triple is an isomorphism invariant of R.
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Let V , R and (· , ·) be as before. Let (V0) be the dual space of V0. Set
V˜ := V˙ ⊕ V0 ⊕ (V0).
Then V˜ is (+ 2ν)-dimensional. Define the bilinear form (· , ·) on V˜ so that
• (· , ·) extends the form on V ,
• (V˙, (V0)∗)= {0} = ((V0)∗, (V0)∗),
• (V0, (V0)∗) is the natural pairing.
Then (· , ·) is nondegenerate on V˜ . For a nonisotropic element α ∈ V˜ set α∨ = 2α/(α,α)
and define rα ∈ GL(V˜) by
rα(λ)= λ−
(
λ,α∨
)
α
(
λ ∈ V˜).
Then for any two nonisotropic elements α,β ∈ V˜ , and any elements λ,λ′ ∈ V˜ , we have(
rα(λ), rα
(
λ′
))= (λ,λ′) and rβrαrβ = rrβ(α). (2.2)
Set
WR =
〈
rα | α ∈ R×
〉
GL
(V˜).
Definition 2.3. We call WR the Weyl group of the extended affine root system R. When
there is no confusion, we simply write W instead of WR . It follows from axioms of R that
WRR ⊆R.
It is convenient for us to normalize the bilinear form (· , ·) so that
(α,α)=
{
2 for α ∈Rsh := R˙sh + S,
4 for α ∈Rlg := R˙lg +L.
Then (α,α)= 8 for α ∈ Rex := R˙ex +E. Moreover,
α∨ =


α if α ∈Rsh,
1
2α if α ∈Rlg,
1
4α if α ∈Rex.
Now, fix a fundamental basis Π˙ = {α˙1, . . . , α˙} of R˙. (Π˙ can be considered as a basis
for a finite root system of type B.) Then
V˜ =
⊕
Rα˙i ⊕
ν⊕
Rδi ⊕
ν⊕
Rλi,i=1 i=1 i=1
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J = {1,2, . . . , ν}, Q˙= span R˙ = span R˙sh, Q= spanR = Q˙⊕
ν⊕
i=1
Zδi .
Note that if α ∈ R×, δ∈V0, and α + δ∈R, then rα+δrα ∈W . To describe such elements
of W , we formally define, for i ∈ J and α ∈ V , the linear map t(i)α : V˜→ V˜ by
t(i)α (λ)= λ−
(
λ, 14δi
)
α + [(λ,α)− 12 (α,α)(λ, 14δi)] 14δi .
It is easy to see that for i ∈ J,n ∈ Z, and α,β ∈Q,
t
(i)
nδi
= 1 and t(i)α (β)= β +
(
β, 14α
)
δi . (2.4)
For i, j ∈ J , set
cij = t(i)−δj and C = 〈cij | i, j ∈ J 〉GL
(V˜).
Then for λ ∈ V˜ ,
cij (λ)= 14 (λ, δj )δi + 14 (λ, δi)δj
and
cij cji = 1. (2.5)
We now record some facts about elements t(i)α and cij .
Lemma 2.6. For i, j ∈ J and α,β ∈ V , we have
(i) t(i)α t(i)β = t(i)α+β . In particular, t(i)α ∈GL(V˜).
(ii) T t(i)α T −1 = t(i)T α for any T ∈ GL(V˜) such that T fixes point-wise V0 and leaves (· , ·)
invariant.
Proof. The proof is straightforward. ✷
Note that by Lemma 2.6(ii), we have
wt(i)α w
−1 = t(i)wα and t(i)α t(j)β t(i)−α = t(j)t (i)α (β) (2.7)
for i, j ∈ J , α,β ∈ V , and w ∈ W˜ .
Recall that in a group, the commutator of two elements x , y is defined by (x, y) :=
xyx−1y−1.
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(i) cij T = T cij , for any T ∈ GL(V˜) such that T fixes point-wise V0 and leaves (· , ·)
invariant.
(ii) wcij = cijw and cij t(k)α = t(k)α cij for w ∈W , α ∈Q and i, j, k ∈ J .
(iii) (t(i)α , t(j)β )= t(j)1
4 (α,β)δi
. In particular, if (α,β)/4 ∈ Z then (t(i)α , t(j)β )= c
1
4 (α,β)
ij .
(iv) C is a free abelian group of rank ν(ν − 1)/2.
Proof. (i) T cij T −1 = T t(i)−δj T −1 = t
(i)
−T (δj ) = t
(i)
−δj = cij .
(ii) follows immediately from (i).
(iii) (t(i)α , t(j)β )= t(i)α t(j)β t(i)−αt(j)−β = t(j)t (i)α (β)t(j)−β = t(j)14 (β,α)δi .
(iv) It is easy to see that C is an abelian subgroup of GL(V˜). By (2.5), C is generated by
ν(ν − 1)/2 elements {cij | 1 i < j  ν}. Next, suppose∏i<j cnijij = 1, for some nij ∈ Z.
We must show that nij = 0 for all 1 i < j  ν. For λ ∈ V˜ we have
λ=
∏
c
nij
ij λ= λ+
∑
i<j
1
4nij
(
(λ, δi)δj − (λ, δj )δi
)
.
So ∑
i<j
nij
(
(λ, δi)δj − (λ, δj )δi
)= 0.
Substituting λ = λk , k ∈ J , we get nij = 0 for all i, j ∈ J , i < j . So C is free. This
completes the proof. ✷
Lemma 2.9. Let α ∈ V , δ∈V0 and (α,α) = 0. Then for any m ∈ Z,
rα+mδrα = (rα+δrα)m.
Proof. It is easy to check that
rα+kδrα+(k−1)δ = rα+(k−1)δrα+(k−2)δ,
for any k ∈ Z. It follows that
rα+kδrα+(k−1)δ = rα+δrα.
So using induction (for positive m), we have
rα+mδrα = rα+mδrα+(m−1)δrα+(m−1)δrα = (rα+δrα)(rα+δrα)m−1 = (rα+δrα)m.
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The following lemma expresses each element of the form rα+δrα in terms of
transformations t(i)α , i ∈ J , α ∈Q.
Lemma 2.10. Let (α,α)= 8/k, k ∈ {1,2,4}, and δ =∑νi=1 miδi , mi ∈ Z. Then
rα+δi rα = t(i)kα and rα+δrα =
(
t
(ν)
k(α+βν)
)mν (t(ν−1)k(α+βν−1))mν−1 · · · (t(1)k(α+β1))m1 ,
where β1 = 0 and βj =
j−1∑
i=1
miδi, 2 j  ν.
Proof. The first claim is easy to check by a straightforward computation. By Lemma 2.9,
we have
rα+miδi rα = (rα+δi rα)mi =
(
t
(i)
kα
)mi . (2.11)
Therefore
rα+δ = rα+βν+mνβν =
(
t
(ν)
k(α+βν)
)mν rα+βν
= (t(ν)k(α+βν))mν (t(ν−1)k(α+βν−1))mν−1rα+βν−1
...
= (t(ν)k(α+βν))mν (t(ν−1)k(α+βν−1))mν−1 · · · (t(1)k(α+β1))m1rα.
This completes the proof. ✷
As we will see in the sequel, the interesting part of the structure of W is related to the
following subgroups of W . Recall from (1.1) that we have fixed a special element η. Set
H0 :=
〈
rα+δrα | α ∈ R×, δ∈V0, α + δ∈R
〉
W,
Hη :=
〈
r2α˙+ηrα˙ | α˙ ∈ R˙sh
〉
W,
H :=H0Hη.
Lemma 2.13.H0, Hη and H are normal subgroups of W .
Proof. It is enough to show that H0 and Hη are normal subgroups of W . But
wrα+δrαw−1 = rw(α+δ)rwα = rwα+δrwα
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wr2α˙+ηrα˙w−1 = r2wα˙+ηrwα˙,
for α˙ ∈ R˙sh and w ∈W . Note that wα+ δ =w(α+ δ) ∈ R and 2wα˙+η =w(2α˙+η) ∈ R.
Thus both Hη and H are normal. ✷
Next, let
T = 〈t(i)2α˙ , cij | α˙ ∈ Q˙, i, j ∈ J 〉GL(V˜).
By Lemmas 2.6 and 2.8, each element h ∈ T has the form
h= ct(1)2α1 t
(2)
2α2 · · · t
(ν)
2αν (c ∈ C, αi ∈ Q˙). (2.13)
Lemma 2.14. (i) H⊆ T .
(ii) T is a torsion free group.
Proof. (i) It is enough to show that all generators of H0 and Hη are in T . Let α ∈ R×,
δ =∑νi=1 miδi ∈ V0 and α+ δ∈R×. Then (α,α)= 8/k, k ∈ {1,2,4}. Using Lemma 2.10,
we have
rα+δrα = t(ν)kmv(α+βv)t
(ν−1)
kmν−1(α+βν−1) · · · t
(1)
km1(α+β1)
= t(ν)kmναt
(ν−1)
kmν−1α · · · t
(1)
km1α
t
(ν)
kmνβν
· · · t(2)km2β2
where β1 = 0 and βj = ∑j−1i=1 miδi , 2  j  ν. Now α = α˙ + λ where α˙ ∈ R˙ and
λ ∈Λ=⊕νi=1Zδi . Then
rα+δrα = t(ν)kmν α˙t
(ν−1)
kmν−1α˙ · · · t
(1)
km1α˙
z where z= t(ν)kmνβν · · · t
(2)
km2β2
t
(ν)
kmνλ
· · · t(1)km1λ ∈ C.
Note that if k = 1, then α˙ = 2β˙ for some β˙ ∈ R˙sh. So kα˙ ∈ 2Q˙ for k ∈ {1,2,4}. Thus
rα+δrα ∈ T and so H0 ⊆ T .
Next, let α˙ ∈ R˙sh. Then
r2α˙+ηrα˙ = r2α˙+ηr2α˙ = t(ν)mν(2α˙+βν)t
(ν−1)
mν−1(2α˙+βν−1) · · · t
(1)
m1(2α˙+β1)
= t(ν)2mνα˙ · · · t
(1)
2m1α˙1 t
(ν)
mνβν
· · · t(2)m2β2,
where η = ∑νi=1 miδi , mi ∈ Z, β1 = 0, and βj = ∑j−1i=1 miδi for 2  j  ν. Thus
r2α˙+ηrα˙ ∈ T . So Hη ⊆ T .
(ii) Let h= ct(1)2α1 · · · t
(ν)
2αν be an element of T in the form (2.13). Let n ∈ Z and hn = 1.
Assuming h = 1, we must show that n= 0. If α1 = α2 = · · · = αν = 0, then hn = cn = 1.
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αj = 0. From Lemma 2.8, we have
hn = c′cnt(1)2nα1 · · · t
(j−1)
2nαj−1 t
(j+1)
2nαj+1 · · · t
(ν)
2nαν t
(j)
2nαj
for some c′ ∈ C . Using the fact that elements of C act as the identity on Q˙, we obtain
αj = hn(αj )≡
(
αj ,
n
2
αj
)
δj
(
mod Q˙⊕
∑
i∈J \{j}
Zδi
)
.
If n = 0, then (αj , n2αj ) = 0 and so hn(αj ) = αj which is a contradiction. Thus n= 0 andT is torsion free. ✷
Let
W˙ = 〈rα˙ | α˙ ∈ R˙×〉W .
Note that W˙ is isomorphic to the subgroup of GL(V˙) generated by elements rα˙ |V˙ ,
α˙ ∈ R˙×, and so it can be identified with the finite Weyl group of R˙. (We remark that if
α˙ = 2β˙ ∈ 2R˙sh = R˙ex, then α˙ /∈ R, however rα˙ = r2β˙ = rβ˙ ∈W . Therefore W˙ W .)
Proposition 2.15.W = W˙ ∝H.
Proof. By Lemmas 2.13 and 2.14, H is a torsion free normal subgroup of W . Thus
W˙ ∩H= {1}, W˙ being finite. It remains to show that W = W˙H.
Let rα be a generator ofW , where α = α˙+δ∈R with α˙ ∈ R˙× and δ∈V0. If a˙ ∈ R˙sh∪R˙lg
then α˙ ∈ R, so
rα = rα˙+δrα˙rα˙ ∈H0W˙ ⊆HW˙.
If α˙ ∈ R˙ex, then α˙ = 2β˙ for some β˙ ∈ R˙sh, and δ = η+λ for some λ ∈ F . Since 2β˙+η ∈ R,
we have
rα = r2β˙+η+λr2β˙+ηr2β˙+ηrβ˙rβ˙ ∈H0HηW˙ =HW˙ .
This completes the proof. ✷
We now want to describe the center of W . For this set
Z = C ∩H.
Clearly Z ⊆ Cent(W). (By Cent(W), we mean the center of W .)
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(i) Z is a free abelian group of rank ν(ν − 1)/2.
(ii) (H,H)⊆Z .
(iii) Z = Cent(H).
Proof. (i) According to Lemma 2.8 it is enough to show that for each generator cij of C ,
there exists nonzero nij ∈ Z such that cnijij ∈ Z . Fix i, j ∈ J . For any α˙ ∈ R˙sh, we have
α˙ + S + 2S ⊆ α˙+ S ⊆Rsh. Therefore α˙ + δi , α˙ − 2δj , and α˙ + δi − 2δj are in Rsh. Thus
rα˙+δi−2δj rα˙−2δj = t(i)4(α˙−2δj ) = t
(i)
4α˙ t
(i)
−8δj = t
(i)
4α˙ c
8
ij .
But t(i)4α˙ = rα˙+δi rα˙ ∈H and rα˙+δi−2δj rα˙−2δj ∈H. Therefore c8ij ∈H ∩ C =Z .
(ii) By Lemma 2.14, H ⊆ T . Now each element of T is of the form (2.13). So by
Lemma 2.8, (T ,T )⊆ C . Thus (H,H)⊆ C ∩H=Z .
(iii) We only need to show that Cent(H) ⊆ Z . Let h ∈ Cent(H)⊆H ⊆ T . By (2.13),
h = ct(1)2α1 t
(2)
2α2 · · · t
(ν)
2αν for some c ∈ C and αi ∈ Q˙. Since t
(j)
4α˙ = rα˙+δj rα˙ ∈H for all j ∈ J
and α˙ ∈ R˙sh, we have
1 = (h, t(j)4α˙ )= (t(1)2α˙ , t(j)4α˙ ) · · · (t(ν)2α˙ , t(j)4α˙ )= c2(α1,α˙)1j c2(α2,α˙)2j · · ·c2(αν,α˙)νj .
But C is free abelian on generators {cij : 1 i < j  ν}, so (αi , α˙)= 0 for 1 i  ν. Since
R˙sh spans V˙ and the form (· , ·) restricted to V˙ is nondegenerate (in fact positive definite),
we obtain αi = 0 for 1 i  ν. Thus h= c ∈ C ∩H=Z . ✷
Let us denote by CG(K) the centralizer of a subgroup K in a group G.
Lemma 2.17. (i) CW/Z(H/Z)=H/Z .
(ii) CW (H)=Z .
Proof. (i) First note that by Lemma 2.16, H/Z is an abelian group. So H/Z ⊆
CW/Z(H/Z). To prove the reverse inclusion, let w ∈W and wZ ∈ CW/Z(H/Z). Then
w−1h−1wh ∈Z for all h ∈H. Let α˙ ∈ R˙sh and i ∈ J . Then t(i)4α˙ = rα˙+δi rα˙ ∈H. So
t
(i)
4(α˙−w−1α˙) =w−1t
(i)
−4α˙wt
(i)
4α˙ ∈Z.
But Z ⊆ Cent(W), so
rα˙t
(i)
4(α˙−w−1α˙) = t
(i)
4(α˙−w−1α˙)rα˙ .
This gives w−1α˙ ≡ α˙ (mod Rδi). By Proposition 2.15, w = w˙h for some w˙ ∈ W˙ and
h ∈ H. Therefore, h−1w˙−1α˙ ≡ α˙ (mod Rδi). Since w˙−1α˙ ∈ Q˙ and elements of H fix
point-wise Q˙(modV0), we get w˙−1α˙ = α˙. Since α˙ ∈ R˙sh was arbitrary, we obtain w˙ = 1
(see [14, §10]), and so w = h ∈H. Thus CW/Z(H/Z)⊆H/Z .
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CW (H)=Z . ✷
From Lemma 2.17(ii) we have the following result.
Corollary 2.18. Cent(W)=Z .
Lemma 2.19.H/Z is a torsion free abelian group.
Proof. Let h ∈H and hn ∈Z for some n ∈ Z. By (2.13),
h= ct(1)2α1 t
(2)
2α2 · · · t
(ν)
2αν , αi ∈ Q˙, c ∈ C.
By Lemmas 2.8 and 2.16,
hn = c′cnt(1)2nα1 t
(2)
2nα2 · · · t
(ν)
2nαν
for some c′ ∈ C . For any α˙ ∈ R˙sh and i ∈ J , t(i)4α˙ = rα˙+δi rα˙ ∈H. So
1 = (hn, t(i)4α˙ )= c2(α1,α˙)1i c2(α2,α˙)2i · · ·c2(αν,α˙)νi .
Since C is a free abelian group, this gives (αi , α˙) = 0, for 1  i  ν. But α˙ ∈ R˙sh was
arbitrary, so αi = 0 for 1 i  ν. Thus h= c ∈ C ∩H=Z . ✷
Lemma 2.20.H is a characteristic subgroup of W .
Proof. Recall that Z = Cent(H) = Cent(W) and W = W˙ ∝ H. Let ϕ :W →W be a
group automorphism. Then
W˙ ∝H=W = ϕ(W)= ϕ(W˙)∝ ϕ(H)
and
W˙Z
Z ∝
H
Z =
W
Z =
ϕ(W)
ϕ(Z) =
ϕ(W˙)ϕ(Z)
ϕ(Z) ∝
ϕ(H)
ϕ(Z) .
From Lemma 2.19, we have thatH/Z and ϕ(H)/ϕ(Z) are torsion free abelian groups. By
Lemma 2.17,
CW/Z
(
ϕ(H)
ϕ(Z)
)
= Cϕ(W)/ϕ(Z)
(
ϕ(H)
ϕ(Z)
)
⊆ ϕ(H)
ϕ(Z) .
Moreover,
[W/Z :H/Z] = ∣∣W˙∣∣<∞ and [W/Z : ϕ(H)/ϕ(Z)]= ∣∣ϕ(W˙)∣∣<∞.
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W/Z (see [20] or [5, Lemma 3.30]). Hence H/Z = ϕ(H)/Z and H= ϕ(H). ✷
We close this section with a remark regarding the affine case, followed by a lemma and
a corollary.
Remark 2.21. Set
Raff = Zη ∪
(
R˙sh +Zη
)∪ (R˙lg +Zη)∪ (R˙ex + η+ 2Zη).
(Recall that according to our convention, when  = 1 we assume R˙lg + Zη = ∅.) By [1,
Chapter II, §4], up to isomorphism, Raff is the unique EARS (affine root system) of type
BC and nullity ν = 1. Clearly Raff ⊆R. Set
Waff =
〈
rα | α ∈ R×aff
〉
GL
(V˜).
The group Waff can be identified with the affine Weyl group of Raff. In fact, if we let
λη ∈ (V0)∗ be such that (η,λη) = 1, then the restriction of Waff to (spanRaff) ⊕ Rλη
affords a faithful representation of the affine Weyl group of Raff.
To state our final results of this section, we need to define for α ∈ V the linear map
t
(η)
α : V˜→ V˜ by
t(η)α (λ)= λ−
(
λ, 14 η
)
α + [(λ,α)− 12 (α,α)(λ, 14η)] 14 η.
Similar to Lemmas 2.6 and 2.10, we have for α,β ∈ V and k ∈ Z
t(η)α t
(η)
β = t(η)α+β and tηkη = 1. (2.22)
Also
rα+ηrα =


t
(η)
4α if (α,α)= 2,
t
(η)
2α if (α,α)= 4,
t
(η)
α if (α,α)= 8.
(2.23)
As a consequence of Proposition 2.15, we obtain the following well-known fact (see
[15,17] or [18]).
Lemma 2.24. (i) Hη = 〈t(η)2α˙ | α˙ ∈ R˙sh〉 = {t(η)2α˙ | α˙ ∈ Q˙s}.
(ii) Waff = W˙ ∝Hη.
Proof. (i) The proof is clear from (2.22) and (2.23).
(ii) If we apply Proposition 2.15 to R = Raff, then we have Waff = W˙ ∝ H where
H =Hη(H0)a and (H0)a = 〈rα+δrα | α ∈ R×aff, δ ∈ Zη, α + δ ∈ Raff〉. So it is enough to
prove that (H0)a ⊆Hη. We do this by showing that Hη contains all generators rα+δrα of
S. Azam / Journal of Algebra 269 (2003) 508–527 521(H0)a . If (α,α) = 2, then α = α˙ +mη, and δ = kη for some α˙ ∈ R˙sh and m,k ∈ Z. Then
by (2.23),
rα+δrα = rα˙+(m+k)ηrα˙+mη = (rα˙+mη+ηrα˙+mη)k =
(
t
(η)
4(α˙+mη)
)k = t(η)4kα˙ ∈Hη.
If (α,α) = 4, then α = β˙ + mη and δ = kη for some β˙ ∈ R˙lg and m,k ∈ Z. Then by
Lemma 2.9 and (2.23),
rα+δrα =
(
t
(η)
2(β˙+mη)
)k = t(η)2kβ˙ ∈Hη.
(Note that 2Q˙ ⊆ 2Q˙s.) Finally, if (α,α) = 8, then α = 2α˙ + η + 2mη and δ = 2kη for
some α˙ ∈ R˙sh and k,m ∈ Z. Then
rα+δrα = r2α˙+η+2(m+k)ηr2α˙+η+2mη = (r2α˙+η+2mη+ηr2α˙+2mη+η)2k
= (t(η)2α˙+η+2mη)2k = t(η)4kα˙ ∈Hη.
This completes the proof. ✷
Corollary 2.25. H0 ∩Hη = {1}.
Proof. Since Raff ⊆R we have (H0)a ⊆H0. Also as we have seen in the proof of Lemma
2.24, (H0)a ⊆Hη. Thus (H0)a ⊆H0 ∩Hη. ✷
3. Structure ofH
In this section, we investigate more about the structure of H. In Lemma 2.24, we
represented elements of Hη in terms of transformation t(η)2α˙ , α˙ ∈ Q˙. Also in (2.13), we
represented elements of H in terms of transformations t(i)2α˙ , α˙ ∈ Q˙, and central elements
c ∈ C . But the transformations t(i)α˙ and the central elements c might not be actually elements
ofH. In this section, we promote these representations to one in which the transformations
and the central elements appearing in the representation are in H.
We start by investigating the structure of H0. As it will be apparent in the sequel, the
description of the structure ofH0 is much simpler if semilattices S, L, andF are all lattices.
For this reason, we set
R˜ = 〈S〉 ∪ (R˙sh + 〈S〉) ∪ (R˙lg + 〈L〉) ∪ (R˙ex + η+ 〈F 〉).
Note that R˜ might not be an EARS, for example, this is the case if t = ν. To see
this note that if t = ν then 〈L〉 =∑νi=1 2Zδi . Since η ∈ L, we have η = 2η′ for some
η′ ∈ 〈S〉. So η /∈ 〈L〉 \ 2〈S + F 〉. Therefore in this case R˜ is not an EARS. However, if
η ∈ 〈L〉\2〈S+F 〉, then (〈S〉, 〈L〉, 〈F 〉) is a BC-triple of the same twist-triple as (S,L,F ).
In this case R˜ is an EARS. (For details see [1, Chapter II, §4].)
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W˜ = 〈rα | α ∈ R˜〉GL(V˜).
We call W˜ the Weyl group of R˜ (even though R˜ might not be an EARS). Set
H˜0 =
〈
rα+δrα | α ∈ R˜×, δ∈V0, α + δ∈R˜
〉
GL
(V˜),
H˜=HηH˜0, Z˜ = H˜ ∩ C.
At this point we need to impose a restriction to the twist-triple (t1, t, t2) of R. Namely,
from now on we assume that
t = t1. (3.26)
In the proof of next lemma, we are careful to point out the only place in which we
have to use the restriction (3.26). First, we need to introduce some new notation. Using the
twist-triple (t1, t, t2), make a partition of J as follows:
Js = {1,2, . . . , t}, J = {t + 1, . . . , t2}, and Je = {t2+1, . . . , v}.
Next set
Q˙s = ZR˙sh, Q˙ = ZR˙lg, Q˙e = ZR˙ex = 2Q˙s .
Also put
Qs = ZRsh = ZR˜sh = Q˙s ⊕
ν⊕
i=1
Zδi = Q˙s ⊕ 〈S〉,
Q = ZRlg = ZR˜lg = Q˙ ⊕
t⊕
i=1
2Zδi ⊕
ν⊕
i=t+1
Zδi ,
Qe = ZRex = ZR˜ex,
Qaff = Z(Raff)ex = Z
(
R˙ex + η+ 2Zη
)
.
Lemma 3.27. H˜0 = 〈t(i)α | (i, α) ∈ (Js × 4Qs)∪ (J × 2Q)∪ (Je ×Qe)〉.
Proof. We first show that the group on the right hand side of the equality, say T , is
contained in H˜0. Let 1  i  t and α ∈ R˜sh = R˙sh +∑νi=1Zδi . Then α + δi ∈ R˜sh, and
by Lemma 2.10, rα+δi rα = t(i)4α . So t(i)4α ∈ H˜0. It follows from Lemma 2.6 that t(i)4α ∈ H˜0 for
(i, α) ∈ Js ×Qs . Next let t + 1 i  t2 and α ∈ R˜lg = R˙lg + 2∑tj=1Zδj +∑νj=t+1Zδj .
Then α + δi ∈ R˜lg. So t(i)2α = rα+δi rα ∈ H˜0. Thus t(i)2α ∈ H˜ for (i, α) ∈ J × Q, by
Lemma 2.6. Finally, let t2 + 1  i  ν and α ∈ R˜ex = R˙ex + η+ 〈F 〉. So α = 2α˙ + η+ δ
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follows from Lemma 2.6 that (i, α) ∈ Je ×Qe . Thus T ⊆ H˜0.
For the reverse inclusion, it is enough to show that T contains all generators rα+δrα
of H˜0. We divide the argument to the cases (a) α ∈ R˜sh; (b) α ∈ R˜lg; and (c) α ∈ R˜ex.
(a) α ∈ R˜sh: Let δ =∑νi=1 miδi and α + δ∈R˜. By Lemma 2.10,
rα+δrα =
(
t
(ν)
4(α+βν)
)mν · · · (t(1)4(α+β1))m1 ,
where β1 = 0 and βj =∑j−1i=1 miδi , 2 j  ν. We are done if we show that (t(j)4(α+βj))mj ∈
T for 1 j  ν.
Since R˜sh = R˙sh + 〈S〉, we have α + βj ∈ R˜sh for 1  j  ν. If 1  j  t , then
(j,4(α + βj )) ∈ Js × 4Qs and so t(j)4(α+βj) ∈ T . If t + 1  j  t2, then (j,4(α + βj )) ∈
J × 4Qs ⊆ J × 2Q, so t(j)4(α+βj ) ∈ T . Finally, if t2 + 1  j  ν, then (j,4(α + βj )) ∈
Je × 4Qs ⊆ Je ×Qe . Thus t(j)4(α+βj ) ∈ T .
(b) α ∈ R˜lg: Let δ =∑νi=1 miδi . By Lemma 2.10, we have
rα+δrα =
(
t
(ν)
2(α+βν)
)mv · · · (t(1)2(α+β1))m1,
where β1 = 0, βj =∑j−1j=1 miδi , 2 j  v. It is enough to show that (t(j)2(α+βj ))mj ∈ T for
1 j  ν. Note that δ∈〈L〉 =∑ti=1 2Zδi +∑νi=t+1Zδi . So if 1  j  t , then mi = 2m′j
for some m′j ∈ Z. Now (j,4(α+ βj )) ∈ Js × 4Q ⊆ Js × 4Qs . Thus t(j)4(α+βj ) ∈ T . Then
(
t
(j)
2(α+βj)
)mj = (t(j)4(α+βj))m′j ∈ T .
If t + 1  j  t2, then (j,2(α + βj )) ∈ J × 2Q and so t(j)2(α+βj ) ∈ T . Finally, if
t2 + 1 j  ν, then (j,2(α+ βj )) ∈ Je × 2Q ⊆ Je ×Qe . So t(j)2(α+βj) ∈ T .
(c) α ∈ R˜ex: If δ =∑νi=1 miδi , then by Lemma 2.10,
rα+δrα =
(
t
(ν)
α+βν
)mν · · · (t(1)α+β1)m1 .
Since α ∈ R˜ex, we have α = α˙ + η + λ for some α˙ ∈ R˙ex and λ ∈ 〈F 〉. Now α + δ =
α˙+η+δ+λ ∈ R˜ex, so λ+δ∈〈F 〉. Therefore δ∈〈F 〉, which implies βj ∈ 〈F 〉 for 1 j  ν.
Thus λ+ βj ∈ 〈F 〉, and so α + βj = α˙ + η+ λ+ βj ∈ R˜ex. If 1 j  t1, then mj = 4m′j
for some m′j ∈ Z. Now (j,4(α+ βj )) ∈ Js × 4Qe ⊆ Js × 4Qs . Thus t(j)4(α+βj) ∈ T and so
(
t
(j) )mj = (t(j) )m′j ∈ T .α+βj 4(α+βj )
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t + 1 j  t2. Then m= 2m′j for some m′j ∈ Z. Now (j,2(α + βj )) ∈ J × 2Q and so
t
(j)
2(α+βj) ∈ T . Thus
(
t
(j)
α+βj
)mj = (t(j)2(α+βj ))m′j ∈ T .
Finally, let t2 + 1 j  ν. Then (j,α+ βj ) ∈ Je ×Qe . Thus (t(j)α+βj ) ∈ T . This completes
the proof. ✷
For the further study of the structure of H˜0 and H0 we need to introduce some new
notation. Set
His =
〈
t
(i)
4α˙ : α˙ ∈ Q˙s
〉
(i ∈ Js),
Hi =
〈
t
(i)
2α˙ : α˙ ∈ Q˙
〉
(i ∈ J),
Hiaff =
〈
t(i)α : α ∈Qaff
〉
(i ∈ Je).
Lemma 3.28.His ∪Hi ∪Hiaff ⊆H⊆ H˜.
Proof. Let α˙ ∈ R˙sh and i ∈ Js, then α˙ + δi ∈ Rsh. So t(i)4α˙ = rα˙+δi rα˙ ∈H. Then it follows
from Lemma 2.6 that His ⊆H.
Next, let α˙ ∈ R˙lg and i ∈ J, then α˙ + δi ∈ Rlg. So t(i)2α˙ = rα˙+δi rα˙ ∈H. It follows that
Hi ⊆H.
Finally, let α˙ ∈ R˙ex and i ∈ Je. Since 2L+ F ⊆ F , we have 2kη ∈ F and 2kη+ δi ∈ F
for all k ∈ Z. Therefore, α˙ + η+ 2kη+ δi ∈ Rex and α˙ + η+ 2kη ∈Rex. Thus
t
(i)
α˙+(2k+1)η = rα˙+(2k+1)η+δi rα˙+(2k+1)η ∈H.
It follows that Hiaff ⊆H. ✷
Corollary 3.29. (i) H˜= Z˜(∏i∈Js His)(∏i∈JHi)(∏i∈JeHiaff).
(ii) H=Z(∏i∈Js His )(∏i∈JHi)(∏i∈JeHiaff).
Proof. Denote by T and T˜ the groups on the right-hand sides of the equalities in (i)
and (ii), respectively. It follows from Lemmas 2.6 and 2.8 that T and T˜ are subgroups
of GL(V˜). By Lemma 3.28, T˜ ⊆ H˜. For the reverse inclusion, it is enough by Lemma 3.27
to show that
t(i)α ∈ T˜ for (i, α) ∈ (Js × 4Qs)∪ (J× 2Q)∪ (Je ×Qe).
First let (i, α) ∈ Js ×Rsh. Then α = α˙+ δ, where α˙ ∈ R˙sh and δ =∑νi=1 miδi ∈ 〈S〉. Now
t
(i) = t(i) = t(i)t(i) = t(i)z,4α 4(α˙+δ) 4α˙ 4δ 4α˙
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z= t(i)4δ = t(i)4∑νi=1 miδi =
(
t
(i)
δν
)4mν (t(i)δν−1)4mν−1 · · · (t(i)δ1 )4m1 ∈ C.
Then z= t(i)−4α˙ t (i)4α ∈ H˜ ∩ C = Z˜ , so
t
(i)
4α = zt(i)4α˙ ∈ Z˜His ⊆ T˜ .
Since (i, α) ∈ Js ×Rsh was arbitrary, it follows from Lemma 2.6 that t(i)4α ∈ T˜ for (i, α) ∈
Js ×Qs . The proof for the case (i, α) ∈ J ×Q is similar.
Next, let (i, α) ∈ Je × Rex. Then α = α˙ + η + δ for some α˙ ∈ R˙ex and δ∈〈F 〉. So
t
(i)
α = t(i)α˙+ηt(i)δ = t(i)α˙+ηz where z = t(i)δ ∈ C . Then z = t(i)−α˙−ηt(i)α ∈ H˜ ∩ C = Z˜. Thus t(i)α =
zt
(i)
α˙+η ∈ Z˜Hiaff ⊆ T˜ . Again, it follows from Lemma 2.6 that t(i)α ∈ T˜ for (i, α) ∈ Je ×Qe .
This completes the proof of part (i).
(ii) By Lemma 3.28, T ⊆ H. For the reverse inclusion, it is enough to show that T
contains all generators rα+δrα of H. If α ∈ Rsh ∪ Rlg, then an argument similar to that of
the proof of Lemma 3.27 shows that
rα+δrα ∈
〈
t
(i)
β : (i, β) ∈ (Js × 4Qs)∪ (J × 2Q)
〉
.
Then using exactly the same proof of part (i), one can show that t(i)β ∈ T for (i, β) ∈
(Js × 4Qs) ∪ (J × 2Q). So it remains to show that rα+δrα ∈ T where α ∈ Rex, δ =∑ν
i=1miδi ∈ V0, and α+ δ∈Rex. Now α = α˙+ η+ λ where α˙ ∈ R˙ex and λ ∈ F . It follows
that δ∈〈F 〉. By Lemma 2.10,
rα+δrα =
(
t
(ν)
α˙+η+λ+βν
)mν (
t
(ν−1)
α˙+η+λ+βν−1
)mν−1 · · · (t(1)α˙+η+λ+β1)m1
where β1 = 0 and βj =∑j−1i=1 miδi , 2 j  ν. Therefore
rα+δrα = t(ν)mν(α˙+η)t
(ν−1)
mν−1(α˙+η) · · · t
(1)
m1(α˙+η)z where z=
ν∏
i=1
t
(i)
mi (λ+βi) ∈ C.
We now show that for each i , t(i)mi(α˙+η) ∈ T . First let i ∈ Js . We have α˙ = 2β˙, β˙ ∈ R˙sh.
Since L + S ⊆ S and η ∈ L, we have β˙ + δi + η ∈ Rsh and β˙ + η ∈ Rsh. So t(i)4(β˙+η) =
rβ˙+η+δi rβ˙+η ∈H. Therefore,
t
(i)
4η = t(i)−4β˙ rβ˙+η+δi rβ˙+η ∈H ∩ C = Z.
By the restriction (3.26), t = t1, so mi = 4m′i , m′i ∈ Z. Therefore
t
(i)
m (α˙+η) = t(i)′ ˙ t(i)4m′η ∈HisZ ⊆ T .i 8miβ i
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γ˙ + η+ δi ∈ γ˙ + η+L⊆ γ˙ +L⊆Rlg.
So
t
(i)
2η = t(i)−2γ˙ rγ˙+η+δi rγ˙+η ∈H ∩ C =Z.
Therefore
t
(i)
mi (α˙+η) = t
(i)
2m′i α˙ t
(i)
2m′η ∈HiZ ⊆ T .
Note that α˙ ∈ R˙ex = 2R˙sh ⊆ Q˙.
Finally, let i ∈ Je. Then mi(α˙ + η) ∈Qaff. So
t
(i)
mi (α˙+η) ∈Hiaff.
Up to now, we have shown that rα+δrα = hz where h ∈ T ⊆ H and z ∈ C . So
z ∈ C ∩H=Z . Thus rα+δrα ∈ZT ⊆ T . This completes the proof of part (ii). ✷
By the above lemma, each element h ∈ H˜ can be written in the form
h= z
(∏
i∈Js
t
(i)
4αi
)(∏
j∈J
t
(i)
2βj
)(∏
k∈Je
t
(k)
γk+mkη
)
, (3.30)
where z ∈ Z˜ , αi ∈ Q˙s , βj ∈ Q˙, γk ∈ 2Q˙s , mk ∈ Z.
Corollary 3.31. Let h ∈ H˜ be written in the form (3.30). Then α′i s, β ′j s, and γ ′ks are
independent of the choice of the order of the product. In particular, the statement holds
for any h ∈H.
Proof. For j,p ∈ J and β = β˙ + δ∈V = V˙ ⊕ V0, we have
t
(j)
β (λp)= λp −
(
λp,
1
4 δj
)
β + [(λp,β)− 12 (β,β)(λp − 14 δj )] 14 δj
= λp − 14δjpβ +
[
(λp, δ)− 18
(
β˙, β˙
)
δpj
]1
4 δj .
Take δ = η=∑νi=1 miδi . Then
t
(j)
β (λp)= λp − 14δjp
(
β˙ + η)+ [mp − 18 (β˙, β˙)δpj ] 14 δj .
If p = j ,
t
(j)
(λp)= λp + 1 mpδj .β 4
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h(λp)≡


λp − αp if p ∈ Js,
λp − 12βp if p ∈ J,
λp − 14γp if p ∈ Je.
This completes the proof of the lemma. ✷
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