In this paper, we develop a posteriori error estimates for Finite Element (FE) approximations of viscoelastic fluid flows governed by differential constitutive laws of Giesekus and Oldroyd-B type. We use the general framework developed by Verfürth for constructing residual based a posteriori error estimates for nonlinear equations. Numerical experiments using adaptive computations demonstrating the effectiveness of these error estimates are then presented for three examples. The first two examples are problems with known solutions and the third example is, a benchmark problem, the channel flow with a cylindrical obstacle problem.
Introduction
In the past two decades, numerical simulations of viscoelastic fluid flows governed by differential constitutive laws has been a major challenge to scientists. Coupling of the saddle point problem formed by the momentum and continuity equations, and a differential constitutive law (that is hyperbolic in character) poses significant numerical challenges. Maintaining the ellipticity of the saddle point problem over the entire domain has been a major challenge, especially within regions of high stress transitions. Another major difficulty encountered is dealing with singularities of the solution in high stress transition regions. Also, in practical applications, discretized viscoelastic flow problems yield very large linear systems. Solving such systems has also proven to be challenging due to computer processing speed and memory limitations in computers, making the solution process a bottleneck in numerical simulations. These three sources of difficulty have limited numerical simulations to fluids with limited elastic effects. Numerical simulation of fluids with high elastic effects has proven to be a challenge; known commonly as the "High Deborah 1 number" problem (or the "High Weissenberg number" problem).
Solution schemes aimed at resolving the "High Deborah number" problem have been proposed over the past years. These include EEME [14] , EVSS [22] , EVSS-G [26] , DEVSS-G [17] , AVSS [24] , and DAVSS-G [25] . These schemes have increased the Deborah number for flows that can be simulated for particular applications.
To combat stress singularities especially in the high stress transition regions, various stabilizing schemes for discretizing the constitutive equations have been studied. These include the Discontinuous Galerkin (DG) method of Lesaint and Raviart [16] , Streamline Upwind (SU) method [13] , and the Streamline Upwind Petrov Galerkin (SUPG) method of Brooks and Hughes [3] . Based on a "small data" assumption, SUPG and DG have been shown for problems in R 2 to converge at a rate of h 3/2 [1, 23] , where h is the spatial mesh size.
Within the framework of Finite Element (FE) methods, generating optimal or near optimal meshes is a useful technique for increasing accuracy at a lower computational costs. A posteriori error estimates have been used with much success as a guiding tool in adaptively generating optimal or near optimal meshes, and in adaptively computing solutions to problems with boundary layers (regions of rapid transition of the solution) (see: [7, 8, 9] ). Sandri [23] derived a posteriori error estimates for a fluid obeying the power law. Recent results have also been published on a posteriori error estimates for some quasi-Newtonian Stokes flows [11] and for a nonlinear three-field problem arising from Oldroyd-B viscoelastic flows [20] . Owens [19] and Chauvière and Owens [5] have constructed error indicators for spectral element methods for an Oldroyd-B fluid.
In this paper, we develop a posteriori error estimates for the Giesekus and Oldroyd-B type differential constitutive laws. We start by defining the problem and its governing equations. An abstract framework from [27] for constructing a posteriori error estimates for non-linear differential equations is then presented. After describing some of the FE tools necessary for constructing the error estimates, viscoelastic fluid flow equations are then cast in this framework. A posteriori error estimates are then constructed. In section 5, numerical results are presented which demonstrate the effectiveness of the procedure.
Problem Definition and Notation
Consider an isothermal viscoelastic fluid flowing in a bounded, connected, open domain Ω ⊂ R n , (n = 2, 3) with Lipschitz boundary Γ = ∂Ω. Let n be the unit outer normal to the boundary, Γ.
We adopt the following notation: Let x i , i = 1, . . . , n, be cartesian coordinates in R n ; given a function u, ∂u ∂x i is written as u, i and the partial derivative with respect to time ∂u ∂t is u t . If p is a scalar function then ∇p defines the gradient of p which is a vector with (∇p) i = p, i . If u is a vector then the gradient of u, ∇u, is a second order tensor written as (∇u) i,j = u j,i , the divergence of u is a scalar given as ∇ · u = u i,i , and
. If τ and σ are second order tensors then the matrix product of τ and σ, τ σ is a second order tensor with (τ σ) ij = τ ik σ kj , the divergence of τ , ∇ · τ is a vector with (∇ · τ ) i = τ ji,j and σ : τ = σ ij τ ij is a scalar.
For viscoelastic fluid flows, the pressure p is a scalar function, velocity u is a vector function, while the total stress τ tot is a second order tensor.
The conservation of momentum equation can be expressed as
wheref is a combination of the body forces on the fluid, and ρ the density of the fluid.
The total stress tensor, τ tot is written as
where I is the unit tensor, τ N is the Newtonian component of the stress and τ is the viscoelastic stress component.
For a broad class of differential constitutive models written in non-dimensional form, the viscoelastic stress component may be modeled by the following constitutive law: To complete the formulation we need the conservation of mass equation
In this study we make the following two assumptions:
The flow is time independent and creeping.
A2: The fluid is incompressible.
Based on assumption A1, and the decomposition of τ tot the balance of momentum equation becomes
while the conservation of mass equation reduces to
A general definition of ∂aτ ∂t describing a wide variety of models is given as
where
and W(u) = The Newtonian stress τ N , is defined as
Incorporating this definition of τ N into the momentum equation we have
Note: The case γ = 0 in (2.2) yields the Oldroyd-B model. Associated with the model equations we assume the following boundary conditions. For velocity we let u = u 0 at the boundary Γ. For the stress we specify τ = τ 0 at the inflow boundary Γ − , where Γ − := {x ∈ Γ, | u · n < 0}. These boundary conditions are motivated by the character of the governing equations : momentum equation being elliptic while the constitutive equation is hyperbolic.
In order to simplify the analysis, take u 0 = 0. Then, as there is no inflow boundary, no boundary condition is necessary for the stress. Additionally, we restrict our attention to the case λ > 0. For λ = 0 the model may be rewritten as a Stokes problem. Thus the problem of interest can be written as:
A Posteriori Error Estimation for Nonlinear Differential Equations
In this section we present the abstract framework as described in [27] for constructing a posteriori error estimates for non-linear differential equations, followed by a collection of Finite Element approximation tools.
Abstract a posteriori error estimates
For ease of exposition we follow the notation used in Verfürth [27] . Let X and Y be two Banach spaces with the norms || · || X and || · || Y respectively. For any element u ∈ X and any real number 
. In addition, assume that DF is Lipschitz continuous at u 0 i.e. there is an R 0 > 0 such that 8) and let R min be given by
Then for any u ∈ B(u 0 , R min ) ∩ X D we have the estimates 10) and
This theorem provides an abstract framework on which a posteriori error estimates for non-linear differential equations can be constructed. An obvious difficulty in using this error estimator is that the true solution u is not known. Generally, the multipliers
As noted in [27] (Remark 2.2) estimate (3.10) can be modified to obtain local estimates. To demonstrate this we include the proof of (3.10).
Proof of (3.10). From Verfürth [27] , let ψ ∈ Y with ||ψ|| Y = 1, then (3.12) and thus
In view of the proof of (3.10), we have that 
and 
FE approximation tools
In this section we present a collection of FE tools used in constructing the error bounds. Let Π h,j (Ω), j ≥ 1, denote a family of finite element partitions of Ω into simplices(triangles in R 2 and tetrahedrons in R 3 ) that satisfy:
1. Any two simplices in Π h,j (Ω) are either disjoint or share a face, an edge or a vertex (a geometrically conforming partition).
The ratio
where, T , h T , ρ T and h E denote a simplex, the diameter of T , the diameter of the largest ball that can be inscribed into T , and the diameter of the face E of T , respectively. These conditions allow local mesh refinements to be performed while preserving properties 1 and 2.
Define T h , E h and N h as the collection of all the simplices, faces and vertices, respectively, in the partition Π h,j (Ω). Given any T ∈ T h , denote by E h (T ) and N h (T ) the set of its faces and vertices respectively. For each T ∈ T h and E ∈ E h , we define the neighborhoods and the extended neighborhoods of T and E respectively as:
T , (3.17)
Let W l,q ( w T ) and W l,q ( w E ) be suitable Sobolev spaces defined on the extended neighborhoods of T and E respectively. For k ∈ IN, define 20) where, IP k , k ≥ 0, is the space of polynomials of degree at most k.
h denote the interpolation operator of Clément [6] . Then, the following lemma holds.
Lemma 3.1 (Verfürth [27]) There exists constants c 1 and c 2 depending only on the ratio
h T ρ T such that for T ∈ T h , E ∈ E h ,
and 1 ≤ q ≤ ∞ the following error estimates are valid
Given a partition of Ω, we define the "broken" norms and seminorms on Ω as
denote fixed polynomial spaces defined on T and E respectively. Let T and E be the reference simplex and reference face respectively as defined in [27] . Let ψ T and ψ E ∈ C ∞ ( T , IR) be two functions with the properties:
Let T be an arbitrary simplex and E ⊂ ∂T , then there is an invertible affine mapping
such that T is mapped to T , and E is mapped to E, and
For a simplex T with face E, let P :
be the continuation operator defined in [27] , and let p and q be two real numbers such that 
)
Similarly, by the definition of ψ T ,
In addition we have the following local inverse inequalities.
Lemma 3.3 ([15]) There exists a positive constant C, depending on the shape regularity constant, such that for all u ∈ IP k (T ) and for all
T ∈ Π h,j (Ω) ||u|| 2 2;∂T ≤ C k 2 h T ||u|| 2 2;T , |u| 2 1,2;T ≤ C k 4 h 2 T ||u|| 2 2;T . (3.30)
A Posteriori Error Estimation for Viscoelastic Fluid Flow
Using the theorems and lemmas above, combined with standard tools used in FE methods, one can now proceed with the construction of a posteriori error estimates for viscoelastic fluid flow governed by differential constitutive laws. Before we proceed let us define the spaces to be used.
Velocity Space:
:
Given these spaces we can then define the variational form for problem (2.4)-(2.7) as:
Define M h , Σ h and Q h as:
where k and s are properly chosen so as to satisfy the LBB (inf-sup) condition [12] . If M h and Q h do not satisfy the inf-sup condition, then one needs to adopt an appropriate stabilization mechanism for the modified Stokes part of the governing equations (see [21] for some stabilization techniques).
A discretization of F using SUPG as the stabilization mechanism for the constitutive equation then yields F h as:
with |T | denoting the area/volume of T in R n .
In [23] , Sandri proved solvability of (4.35) for the Oldroyd-B model (γ = 0) for k = 2, l = 1, s = 1, and established a priori error estimates for the approximation, assuming a smooth, small solution.
Let π k,T y be a projection of y onto a polynomial space with degree k on the simplex T . Next, we define F h as F in (4.31), with f replaced by its projection π ku,T f , where k u is the polynomial degree of the velocity space. Then, the following equality is straight forward to verify.
where the notation [f ] E represents the jump of f across the face E and n E is the normal vector to E. If E falls on Γ then n E coincides with the exterior normal on Γ.
Note that the above definitions of F , F h , and F h depend on the formulation adopted, and the stabilization mechanism used.
For ease of notation define
Also, for brevity let
37)
38)
39)
Before we proceed let us define the restriction operator
Let the polynomial degrees of the approximating spaces for u, τ and p be k, l and s respectively. Then, the space Y h is defined as
where P is the continuation operator defined in [27] , 0 is the zero vector, 0 is the zero tensor and
Given the spaces and auxillary results above, we now construct the necessary bounds to the terms in (3.15) and (3.16). First, we construct an upper bound for the term
where η T is defined as
Next, using Lemma 3.1 we can bound the second term in (3.15) as:
Now, let us examine the consistency error.
By definition,
The term ||F h (u h )|| Y * h in Proposition 3.2 represents the residual of the approximating linear system. Since we assume the system is solved "exactly" (up to round-off error) we have
Equations (3.16) and (3.14) can be combined to obtain a local lower bound for the error estimate. This is done in two steps. First, we show that we can bound each of the terms in η T by sup
Then, we construct an upper bound for the second term on the right hand side of (3.16).
Let Y h |w 0 , w 0 ∈ {T, w E , w T }, denote the set of all functions φ ∈ Y h with support in w 0 . Using Lemma 3.2 we start with the residual term from the continuity equation. 
The constitutive equation term is then bounded in a similar fashion to the momentum equation
Lastly, the jump term. We begin by establishing that for t ∈ IP m 3 (E) we have
Letting T i , i = 1, 2 denote the simplices which share the face E, from the upper bounds in (3.28) and (3.27) it follows that 
Combining (4.59) and (4.53) we obtain
Now, combining inequalities (4.52),(4.53),(4.54) and (4.60) we get
Next, the second part of (3.16). Using Lemma 3.2 and [v b , σ b , q b ] ∈ Y h , we now construct an upper bound for the second term on the right hand side of (3.16). As,
we have
Combining (4.61) and (4.63) with (3.14) and (3.16) yields 
has a sufficiently small L r -norm then (2.4)-(2.6) possesses exactly one small strong solution (u, τ, p),
where W p,q denotes the usual Sobolev space notation, and
and
the iterative argument used in [10] to establish existence and uniqueness of the strong solution may be modified to show that for
To obtain an a posteriori error estimate we let u in (3.11) denote the approximation (u h , τ h , p h ). Additionally, we must assume the existence of subspaces 
Proof:
Firstly we establish the existence of the derivative of F and show that it is Lipschitz continuous in a neighbourhood of
Now, using the continuous imbedding of
Thus, as
Next, to observe the Lipschitz continuity of the derivative, let DF 1 (·) denote the derivative at
i.e, A stabilization of (2.4) using the Discontinuous Galerkin (DG) method modifies the definition of
where ∂T − represents the inflow boundary of the simplex T defined as
Baranger and Sandri in [1] proved the existence of the solution to (4.72) for the Oldroyd-B model (γ = 0), and also established a priori error estimates for the approximation.
For the DG method, the consistency error is then
Using (4.74) instead of (4.50) we can then modify the result to obtain a similar estimate for the DG stabilization. 
Theorem 4.2 Let
[u 0 , τ 0 , p 0 ] be a
weak solution of Problem (O) satisfying the hypotheses of Theorem 3.1, and let
where η T is as defined above.
Numerical Experiments
In this section, we present numerical experiments based on the a posteriori error estimate (4.65) .
Let N represent the number of degrees of freedom associated with velocity, pressure and stress combined. For x h an approximation to x, we denote the H 1 and L 2 errors associated with x h as:
Associated with the approximations to velocity, pressure and stress, we define two total error terms:
, and
For E 0 the error in the stress is measured in the L 2 norm, whereas for E 1 the error in the stress is measured in the H 1 norm. We define the error indicator E, as the right hand side of (4.65) with the constants c 1 = 1 and c 2 = c 3 = 0. Note that the second term on the right hand side of (4.65) can be bounded by the first term, thus the second term can be written as a constant multiple of the first term. Note also, that the third term on the right hand side of (4.65) is a higher order term and may in general be ignored. Next, we define two effectivity indices, I ef f 0 and I ef f 1 as:
For the numerical computations we used as the approximation spaces for the velocity and pressure the Taylor-Hood pair; continuous piecewise quadratics and continuous piecewise linears, respectively. For the polymetric stress tensor the approximation space was comprised of continuous piecewise linear elements. The approximating nonlinear system of equations was solved by lagging the nonlinearities and then iteratively solving the resulting linear system to steady state. The GMRES and BiCGSTAB algorithms, with ILU preconditioning, were used to solve the linear systems.
A standard adaptive computational algorithm was used in the computations:
1. Construct an initial coarse mesh Π h,j , j = 0.
2. Compute the approximate solution on Π h,j .
3. Compute the global a posteriori error estimate. If the estimate is less than a preset tolerance exit the computation.
4. Based upon each triangles' contribution to the global error estimate, determine which triangles are to be refined.
5. Refine the mesh and set j = j + 1. Return to step 2.
We used a 15-15 rule for determining which triangles were to be refined. For a triangle to be a candidate for refinement its contribution to the global a posteriori error must have been at least 15%
of that of the element with the largest contribution. In addition, the maximum number of triangles designated for refinement at each iteration was limited to 15% of the total number of triangles. Thus, a triangle was refined if it was one of the 15% "worst" triangles and its contribution to the global a posteriori error estimate was at least 15% of that of the "very worst" triangle. The local refinement algorithm used is described in [18] .
The first two examples, taken from [11] , have singularities just exterior to their domains, near the points (2,2) and (0,0) respectively. In order to have a known solution for the polymetric stress τ , a right hand side function is added to (2.4) . This function is then calculated so that the solution for τ is τ = 2α D(u). For each example computations with λ = 0.1, λ = 0.5 and λ = 1.0 were performed. In all the computations we have used α = 0.41, corresponding to the value for the MIT Boger fluid [25] .
Example 1.
We take as the computational domain a square with side length 2 units, Ω = (0, 2) × (0, 2). The velocity, polymetric stress, and pressure used are 
The numerical results for Example 1 (λ = 0.5) are presented in Tables 5.1 and 5 .2, which contain for each grid used the total degrees of freedom N , the exact errors associated with the velocity, pressure and polymetric stress(L 2 and H 1 ), the total error terms E 0 , E 1 , the error indicator E, and the effectivity indices I ef f 0 and I ef f 1 . The adaptive grids generated for Examples 1 and 2 (λ = 0.5) are displayed in Figure 5 .1.
From Tables 5.1 and 5.2 we observe that E is a more robust predictor for E 0 than it is for E 1 indicated by the fact that I ef f 0 is more consistent than I ef f 1 under the refinement process. (It is worth noting that E was computed with the values c 1 = c 3 = 1 and c 2 = 0. More appropriate choices are currently under investigation.) Presented in Table 5 .2 are numerical computations for Example 1 with λ = 0.5 for a uniformly refined mesh. Successive entries in Table 5 .2 correspond to "half-refinements" of the current mesh. By considering alternate entries in Table 5 .2 we observe optimal orders of approximation for the velocity, stress and pressure. Namely,
Remarks:
1. Note that E 0 ≤ E 1 , so the upper bound (4.65) is also a valid estimator for E 0 . Table 5 .1: Exact and approximate errors, and effectivity indices for Example 1 using adaptive refinements for λ = 0.5 Table 5 .2: Exact and approximate errors, and effectivity indices for Example 1 using uniform refinements for λ = 0.5.
2.
Notice that E 1 is completely dominated by the error in the polymetric stress(measured in the H 1 norm). On the other hand, the magnitude of the components that comprise E 0 are all consistent and none of them dominate the true error as the polymetric stress does in E 1 .
We have only presented results for Example 1 with λ = 0.5. Our other computations for Examples 1 and 2, with different values of λ between 0.1 and 1.0, follow the same pattern.
Example 3.
For Example 3 we consider a benchmark problem in viscoelastic fluid flow simulation; channel flow with a cylindrical obstacle [4] . The ratio of the channel height to the cylinder diameter, H, is taken to be 4, while the maximum inflow velocity is set at 1.5. The boundary conditions imposed are as follows. For velocity: a fully developed flow field (parabolic profile) at the inflow and outflow boundaries, and a non-slip (u = 0) condition along the other boundaries. For polymetric stress: along the inflow boundary the polymetric stress for a fully developed channel flow field satisfying the Oldroyd-B constitutive law is prescribed. For pressure: the pressure is fixed at one of the inflow mesh points to zero.
The numerical computations for Example 3 are summarized in Tables 5.3 Table 5 . For λ = 0.5 these factors were 2.66 and 0.54 respectively. The savings obtained in using an adaptive strategy is clearly significant, especially for problems in viscoelasticity where, to obtain an accurate approximation, a large number of unknowns is required. Table 5 .4: Degrees of freedom and approximate errors for the channel flow problem for λ = 0.5. Adaptive refinements (AR) on the left and uniform refinements (UR) on the right. 
