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Abstract
The recent approach based on Hamiltonian systems and the implicit parametri-
zation theorem, provides a general fixed domain approximation method in shape
optimization problems, using optimal control theory. In previous works, we have
examined Dirichlet boundary conditions with distributed or boundary observation.
Here, we discuss the case of Neumann boundary conditions, with a combined cost
functional, including both distributed and boundary observation. Extensions to
nonlinear state systems are possible. This new technique allows simultaneous
boundary and topological variations and we also report numerical experiments
confirming the theoretical results.
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1 Introduction
Shape optimization has started its development especially in the last quarter of the pre-
vious century and we just quote several monographs devoted to this subject Pironneau
[24], Haslinger and Neittaanma¨ki [12], Sokolowski and Zolesio [27], Delfour and Zolesio
[7], Neittaanma¨ki, Sprekels and Tiba [20], Bucur and Buttazzo [4], Henrot and Pierre
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[13], Allaire [1], where more details on the history of the subject and comprehensive ref-
erences can be found. It is to be noted that, in general, just certain variants of boundary
variations are taken into account, while topological variations of the unknown domains
are frequently not investigated.
A typical example of shape optimization problem, defined on a given family of do-
mains Ω ∈ O (in general, it is assumed that Ω ⊂ D, a prescribed bounded domain), has
the following structure:
min
Ω∈O
∫
Λ
j (x, yΩ(x)) dx, (1.1)
AyΩ = f in Ω, (1.2)
B yΩ = 0 on ∂Ω (1.3)
where Λ may be Ω or some fixed given subdomain E ⊂ Ω, or ∂Ω; and B is some
boundary operator expressing the boundary condition, A is some differential operator,
f ∈ Lp(D), p > 2 is given and j(·, ·) is a a Carathe´odory function. More constraints
on the unknown domains Ω, or on the state yΩ, more general cost functionals may be
taken into account. Regularity assumptions on Ω ∈ O, on j(·, ·), other hypotheses, will
be imposed as necessity appears.
Many geometric optimization problems arise in mechanics: minimize the thickness,
the volume, the stresses, etc., in a plate, a beam, a curved rod in dimension three, an
arch, a shell. Due to the formulation of the mechanical models, the geometric character-
istics of the object (thickness, curvature) enter as coefficients in the governing differential
system. Consequently, such geometric optimization problems take the form of an opti-
mal control problem in a given domain, with the control acting in the coefficients. See
[3], [2], [20] Ch VI, where detailed presentations, including numerical examples, may be
found.
In fact, general shape optimization problems (1.1)-(1.3) have a similar structure
with optimal control problems, the difference being that the minimization parameter is
the unknown geometry itself, Ω ∈ O. It is a natural question to find a method that
reduces/approximates general optimal design problems to/via optimal control theory,
and some examples already appear in the classical monograph of Pironneau [24]. In
the case of Dirichlet boundary conditions several approaches have been developed [19],
[18], [16], [17] allowing both shape and topology optimization. Essential ingredients are
functional variations that combine both aspects and the recent implicit parametrization
method based on the representation of the geometry via iterated Hamiltonian systems
[28],[21],[29],[30]. It turns out that this approach is very general and we show here that
it works in the case of Neumann boundary conditions as well. This remains true for the
Robin boundary conditions, nonlinear equations, etc., but we do not examine now such
questions. The methodology is of fixed domain type and it has important advantages
at the numerical level: it avoids remeshing and recomputing the mass matrix in each
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iteration of the algorithm. Related ideas are also applicable in free boundary problems,
see [9], [10], optimization and control [31].
Concerning topological variations, we underline that the well known level set method
[22], [23], [1], [15] is essentially different from our approach. In our method, while we
also use level functions, no Hamilton-Jacobi equation is needed and simple ordinary
differential Hamiltonian systems can handle the unknown geometry and its variations.
We work in dimension two, D ⊂ R2, since the important periodicity argument is based
on the Poincare-Bendixson theorem [14], [25], and certain related developments. This
is a case of interest in shape optimization.
The paper is organized as follows. In the next Section, we collect some preliminaries
and we give the precise formulation of the problem. Both distributed and boundary
observations are taken into account. In Section 3 we introduce the fixed domain ap-
proximation process as an optimal control problem, we prove a general approximation
property under very weak conditions and we also obtain some error estimates. As a
corollary of the employed methods, an existence result is proved as well. Section 4 is de-
voted to the differentiability properties of our approach, that give the basis for numerical
algorithms of gradient type. A key technical development is the proof of the differen-
tiability of the period in Hamiltonian systems, with respect to functional variations.
Discretization and numerical examples are discussed in the last two Sections.
2 Problem formulation and preliminaries
Let O be a given family of open, connected sets, Ω ⊂ D, not necessarily simply con-
nected, where D ⊂ R2 is a bounded domain and Ω, D have both C1,1 boundaries.
In each Ω ∈ O, we consider the Neumann boundary value problem
−∆yΩ + yΩ = f in Ω, (2.1)
∂yΩ
∂n
= 0 on ∂Ω, (2.2)
where f ∈ Lp(D), p > 2 is given. It is known that (2.1), (2.2) has a unique solution
yΩ ∈ W 2,p(Ω), more general elliptic operators may be taken into account in (2.1) or the
regularity conditions on the boundary may be relaxed, Grisvard [8]. Here, it is important
to work in R2 since Poincare´-Bendixson type arguments are essential in the proof of the
global existence result for the Hamilton system (2.10)-(2.12) that are introduced in the
sequel for the description of the unknown geometries. In fact, all the other arguments
to be used in this work are valid in arbitrary dimension, where iterated Hamiltonian
systems are necessary for the description of the geometry and their solution is local [29].
We associate to the system (2.1), (2.2) a cost functional that combines distributed
and boundary observation (the necessary regularity conditions are detailed in the se-
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quel):
min
Ω∈O
{∫
E
J (x, yΩ(x)) dx+
∫
∂Ω
j (x, yΩ(x)) dσ
}
, (2.3)
where E ⊂⊂ D is a given subdomain such that E ⊂ Ω for any Ω ∈ O and J(·, ·), j(·, ·)
are Carathe´odory functions. More restrictions (for instance, on the state yΩ) may be
added to the shape optimization problem (2.1)-(2.3), denoted by (P). More assumptions
will be formulated as necessity appears.
The approach based on functional variations [18], [19], [30] assumes that the family
of admissible domain O is obtained starting from a family F ⊂ C(D) of level functions
via the relation:
Ω = Ωg = int {x ∈ D; g(x) ≤ 0} , g ∈ F . (2.4)
While Ωg defined in (2.4) is an open set and may have many connected components,
the domain Ωg that we use in the sequel is the component that contains E. This is
possible if we assume
g(x) ≤ 0, ∀x ∈ E, ∀g ∈ F . (2.5)
Another variant, possible to be used in the definition of the domain Ωg, is to assume
that
x0 ∈ ∂Ωg, ∀g ∈ F (2.6)
for some x0 ∈ D \ E, given. One has to impose on the family F the simple constraint
g(x0) = 0, ∀g ∈ F . (2.7)
In this context, it is important to consider the closed bounded set:
G = {x ∈ D; g(x) = 0} (2.8)
associated to any g ∈ F . If F ⊂ C(D) without further conditions, then meas(G) > 0 is
possible. We further assume, see [30], that F ⊂ C1(D) and
|∇g(x)| > 0, ∀x ∈ G, ∀g ∈ F . (2.9)
Then, by (2.6)-(2.9) and the implicit functions theorem, we get G = ∂Ωg and the
Hamiltonian system
z′1(t) = −
∂g
∂x2
(z1(t), z2(t)) , t ∈ Ig, (2.10)
z′2(t) =
∂g
∂x1
(z1(t), z2(t)) , t ∈ Ig, (2.11)
(z1(0), z2(0)) = x0 ∈ ∂Ωg, (2.12)
4
where Ig is the local existence interval for (2.10)-(2.12), gives a local parametrization of
∂Ωg around x0, [28]. The solution is unique due to the Hamiltonian structure [29]. We
also assume that
g(x) > 0, ∀x ∈ ∂D, ∀g ∈ F (2.13)
which ensures that G ∩ ∂D = ∅ for g ∈ F .
Notice that the family O of domains defined by (2.4)-(2.5) is very rich, they may be
multiply connected and this is one reason why the above approach combines boundary
and topological variations in shape optimization.
Moreover, under hypothesis (2.9), we get ∂Ωg of class C1 and more regularity can be
obtained if more regularity is imposed on F . This ensures the previously mentioned reg-
ularity properties for the solution of (2.1), (2.2) and the cost (2.3) and its approximation
(in the next section), are well defined.
It is proved in [30], that hypotheses (2.9) and (2.13) are sufficient for the global
existence in (2.10)-(2.12).
Theorem 2.1 For any x0 ∈ D \E, the solution of (2.10)-(2.12) is periodic and Ig may
be chosen as its period, Ig = [0, Tg].
Namely, the limit cycle situation from the Poincare´-Bendixson theory is not possible
here. If ∂Ωg is not connected, its complete description may be obtained via (2.10)-(2.12),
by choosing an initial condition on each component. Another crucial property proved
in [30] is
Theorem 2.2 Under the above hypotheses, the compact set G has a finite number of
connected components, for any fixed g ∈ F .
Clearly, the number of the connected components may be unbounded over the whole F .
3 Approximation and existence
The approximation of shape optimization problems via cost penalization was introduced
in [30] and further developed in [16]. The idea is to penalize the boundary condition on
the unknown domains. This is possible due to the Hamiltonian representation of the
unknown geometries, Thm. 2.1 and Thm. 2.2. We use here a penalization variant that
has good differentiability properties and is formulated as an optimal control problem
( > 0):
min
g,u
{∫
E
J (x, y(x)) dx+
∫
Ig
j (z(t), y(z(t)))
√
(z′1(t))2 + (z
′
2(t))
2dt
+
1

∫
Ig
[
∇y(z1(t), z2(t)) · ∇g(z1(t), z2(t))|∇g(z1(t), z2(t))|
]2√
(z′1(t))2 + (z
′
2(t))
2dt
}
(3.1)
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subject to
−∆y + y = f + g2+u, in D, (3.2)
y = 0, on ∂D, (3.3)
and (2.5). Above z(t) = (z1(t), z2(t)) is the solution of (2.10)-(2.12), the state y ∈
W 2,p(D) ∩H10 (D) from (3.2), (3.3) clearly depends on g ∈ F and u is measurable such
that g2+u ∈ Lp(D), p > 2. In dimension 2, we have y ∈ C1(D) by the Sobolev theorem
and all the terms in (3.1) make sense. The penalization term in (3.1) is a detailed
formula for ∫
∂Ωg
∣∣∣∣∂y∂n
∣∣∣∣2 dσ
based on the Hamiltonian representation (2.10)-(2.12) of ∂Ωg and the fact that the unit
normal to ∂Ωg = G is given by
∇g(z1(t),z2(t))
|∇g(z1(t),z2(t))| in (z1(t), z2(t)) ∈ ∂Ωg and it is well defined
due to (2.9). In case ∂Ωg has several connected components (their number is finite by
Thm. 2.2) then the penalization term is replaced by a finite sum of similar terms, with
some initial condition in (2.10)-(2.12) fixed on each component. It is to be noticed that,
in the “extended” equation (3.2), (3.3), we have Dirichlet boundary conditions, while
the original state system (2.1), (2.2) is a Neumann boundary value problem. It turns
out that the approximation properties of (3.1)-(3.3) remain valid even with this change
of boundary conditions and we want to stress this property. In fact, it is also easier to
work with (3.3) in the finite element discretization, in the next sections.
Proposition 3.1 Let J(·, ·) and j(·, ·) be Carathe´odory functions on D × R, bounded
from below by a constant and let F ⊂ C2(D) satisfy (2.9), (2.13). Denote by [yn, gn, un] a
minimizing sequence in the penalized problem (3.1)-(3.3), (2.5). Then, on a subsequence
denoted by n(m) the pairs [Ωg
n(m)
, yn(m)] (not necessarily admissible) give a minimizing
cost in (2.3), satisfy (2.1) and (2.2) is valid with a perturbation of order 1/2.
Proof. The proof follows the ideas from [30], [16]. Let [ygm , gm] ∈ W 2,p(Ωgm) × F be
a minimizing sequence for the problem (2.1)-(2.5). Here, ∂Ωgm is C2 and this ensures
the regularity ygm ∈ W 2,p(Ωgm) due to f ∈ Lp(D). There is y˜gm ∈ W 2,p(D \ Ωgm), not
unique, such that y˜gm = ygm on ∂Ωgm ,
∂y˜gm
∂n
= ∂ygm
∂n
= 0 on ∂Ωgm , y˜gm = 0 on ∂D. We
define an admissible control in (3.2) by
ugm = −
∆y˜gm + f − y˜gm
(gm)2+
, in D \ Ωgm , (3.4)
and zero otherwise. We infer by (3.4) that (gm)
2
+ugm is in L
p(D) and gm, ugm is an
admissible control pair for the penalized problem (3.1)-(3.3), (2.5). Moreover, the cor-
responding state in (3.2) is obtained by concatenation of ygm and y˜gm and the corre-
sponding penalization term in (3.1) is null. That is the corresponding costs in (3.1)
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and in (2.3) are the same. This construction is also valid in the case Ωgm is not simply
connected.
We obtain∫
E
J
(
x, yn(m)(x)
)
dx+
∫
Ign(m)
j
(
zn(m)(t), y

n(m)(zn(m)(t))
) |z′n(m)(t)|dt
+
1

∫
Ign(m)
[
∇yn(m)(zn(m)(t)) ·
∇gn(m)(zn(m)(t))
|∇gn(m)(zn(m)(t))|
]2
|z′n(m)(t)|dt
≤
∫
E
J (x, ym(x)) dx+
∫
∂Ωgm
j (x, ym(x)) dσ → inf(P) (3.5)
for m→∞. In (3.5), the index n(m) is big enough in order to have the inequality valid
and zn is the solution of (2.10)-(2.12) associated to g

n (for simplicity, we don’t write
zn).
Since J (·, ·) and j (·, ·) are bounded from below by constants, from (3.5), we get
the boundedness of the penalization term on the subsequence n(m). This yields the
last statement of Proposition 3.1, on ∂Ωg
n(m)
. As
(
gn(m)
)
+
is null in Ωg
n(m)
, we see
that (2.1) is satisfied in Ωg
n(m)
, due to (3.2). The minimizing property of the sequence[
Ωg
n(m)
, yn(m)
]
in the original cost (2.3) is again an obvious consequence of (3.5), by the
positivity of the penalization term(s). 2
By the Weierstrass theorem, there is mg > 0 such that (2.9) becomes
|∇g(x)| ≥ mg, ∀x ∈ G, ∀g ∈ F . (3.6)
In order to strengthen the approximation property in Proposition 3.1, we impose that
F is bounded in C2(D) and we require uniformity in (2.9), (3.6), where m > 0 is some
given constant:
|∇g(x)| ≥ m, ∀x ∈ G, ∀g ∈ F . (3.7)
Notice that (3.7) or the boundedness of F don’t modify the topological characteristics
of the family of admissible domains Ωg, g ∈ F . We denote by yn, the solution of (2.1),
(2.2) in Ωgn .
Proposition 3.2 Under the above assumptions, there is an absolute constant C > 0
such that
|yn, − yn|H1(Ωgn ) ≤ C
1/4.
Proof. We take the difference of the equations (2.1) in Ωgn corresponding to yn,, y

n
and we multiply by yn, − yn. Then, we get:
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|yn, − yn|2H1(Ωgn ) = −
∫
∂Ωgn
(
∂yn
∂n
)(yn, − yn)dσ ≤ c1/2|yn, − yn|L2(∂Ωgn ),
where c > 0 is an absolute constant corresponding to the evaluation of the penalization
term in (3.1), from the last statement in Proposition 3.1.
By (3.7) and Green’s formula, we have:
m|yn, − yn|2L2(∂Ωgn ) ≤
∫
∂Ωgn
|yn, − yn|2 |∇gn|dσ =
∫
∂Ωgn
|yn, − yn|2∇gn · νdσ
≤
∫
Ωgn
|yn, − yn|2|∆gn|dx+ 2
∫
Ωgn
|yn, − yn||∇(yn, − yn) · ∇gn|dx
≤M [|yn, − yn|2L2(Ωgn ) + |yn, − y

n|L2(Ωgn )|∇(yn, − y

n)|L2(Ωgn )] ≤M [|yn, − y

n|2L2(Ωgn )
+1/2|∇(yn, − yn)|2L2(Ωgn ) + 
−1/2|yn, − yn|2L2(Ωgn )],
where we also use the binomial inequality (with the same  as in Proposition 3.1) together
with the boundedness of F in C2(D). The notation ν is the normal to the domain Ωgn .
Combining the above two inequalities, we end the proof. 2
Remark 3.1 We note the very weak hypotheses on the cost functional in Proposition
3.1. Together with Proposition 3.2, the justification for the use of the control problem
(3.1)-(3.3), (2.5) in the approximation of (P), is obtained. A detailed study of the
convergence properties when  → 0, for a distributed cost functional, is performed in
[30].
Corollary 3.1 Under assumption (3.7) and the boundedness of F in C1(D), the shape
optimization problem has at least one optimal solution Ω∗.
Proof. Condition (3.7) allows to apply the implicit function theorem around any point
(x, y) ∈ G and to obtain the local representation of G via some function y = y(x). In
particular, also taking into account the boundedness of F in C1(D), it yields that y′(x) =
−gx(x,y(x))
gy(x,y(x))
is bounded, uniformly with respect to the family of admissible domains, under
appropriate choices of the local axes. This allows the application of well known existence
results due to Chenais (see [24], Ch. 3.3) and to end the proof. 2
4 Directional derivative
We consider now functional variations g + λr, u+ λv, r ∈ F , λ ∈ R, v ∈ Lp(D). In the
sequel, we shall take into account the condition (2.6), (2.7) for g, r in the identification
of the corresponding domains from (2.4). This is also necessary in (2.10)-(2.12) and at
the numerical level it is very easy to implement (finding some x0 arises to solve g(x) = 0,
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which is a standard routine, and to use (2.10)-(2.12) to identify such initial conditions
on each connected component of G by elimination; see [16] for other details). Notice
that the perturbations of u are always admissible since we have no constraints on u and
the perturbations of g satisfy (2.7), (2.9), (2.13) for |λ| small enough (depending on g).
We denote by yλ ∈ W 2,p(D), zλ ∈ C1(R) the solutions of (3.2), (3.3) and (2.10)-(2.12)
corresponding to the above variations, respectively. From the previous section, we know
that zλ is periodic with some period Tλ > 0 and we take its definition interval to be
[0, Tλ]. In [16], it is proved under conditions (2.9), (2.13), that Tλ → T as λ→ 0, where
T is the period of z, i.e. Ig = [0, T ].
Proposition 4.1 The system in variations corresponding to (3.2), (3.3), (2.10)-(2.12)
is:
−∆q + q = g2+v + 2g+u r, in D, (4.1)
q = 0, on ∂D, (4.2)
w′1 = −∇∂2g(z) ·w − ∂2r(z), in [0, T ], (4.3)
w′2 = ∇∂1g(z) ·w + ∂1r(z), in [0, T ], (4.4)
w1(0) = 0, w2(0) = 0, (4.5)
where q = limλ→0
yλ−y
λ
, w = [w1, w2] = limλ→0 zλ−zλ and the limits exists in W
2,p(D),
respectively C1([0, T ]).
Proof. This is based on standard techniques in the calculus of variations and we quote
[16] where relevant arguments can be found. 2
Proposition 4.2 Under the above assumptions, we have:
lim
λ→0
Tλ − T
λ
= −w2(T )
z′2(T )
if z′2(T ) 6= 0.
Proof. Clearly ∇(g + λr) 6= 0 on Gλ if |λ| small. Then, by the perturbed variant of
(2.10)-(2.12) it yields |zλ′1 (Tλ)|+ |zλ′2 (Tλ)| > 0 and, similarly |z′1(T )|+ |z′2(T ))| > 0, due
to (2.9). We choose here z′2(T ) 6= 0 and, consequently, zλ′2 (Tλ) 6= 0, for λ “small”. Then
zλ2 is invertible on some interval [T − α, T + β] with α, β > 0, small, not depending on
λ, (and similarly around 0 due to the periodicity property).
This is due to zλ → z in C1([0, 2T ])2 and Tλ → T . We have zλ(Tλ) = x0 and it
yields:
Tλ = (z
λ
2 )
−1(x20). (4.6)
We denote xλ0 = z2(Tλ)→ x20 as λ→ 0. We may write
Tλ − T
λ
=
(zλ2 )
−1(x20)− (z2)−1(x20)
λ
=
(z2)
−1(xλ0)− (z2)−1(x20)
λ
. (4.7)
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By (4.6), (4.7) we get
Tλ − T
λ
=
(z2)
−1(xλ0)− (z2)−1(x20)
xλ0 − x20
z2(Tλ)− zλ2 (Tλ)
λ
.
Passing to the limit in the above relation and using Proposition 4.1, we end the proof.
2
Remark 4.1 If z′1(T ) 6= 0, the limit is −w1(T )z′1(T ) . In general, we denote by θ(g, r) this
limit. The last condition in Proposition 4.2 is a consequence of (2.9).
To study the differentiability properties of the penalized cost function (3.1), we also
assume f ∈ W 1,p(D), ∂D is in C2,1 and F ⊂ C2(D). We get that g2+ ∈ W 1,∞(D) and
g2+u ∈ W 1,p(D) if u ∈ W 1,p(D) and the solution of (3.2), (3.3) satisfies y ∈ W 3,p(D) ⊂
C2(D).
Proposition 4.3 Under the above conditions, assume that J(x, ·) is in C1(R) and j(·, ·)
is in C1(R3). Then, the directional derivative of (3.1), in the direction [v, r] ∈ W 1,p(D)×
F , is given by:
θ(g, r)
[
j(x0, y(x0)) +
∣∣∣∣ ∂y∂n(x0)
∣∣∣∣2
]
|∇g(x0)|+
∫
E
∂2J(x, y(x))q(x)dx
+
∫ T
0
∇1j (z(t), y(z(t))) ·w(t)|z′(t)|dt
+
∫ T
0
∂2j (z(t), y(z(t))) [∇y(z(t)) ·w(t) + q(z(t))] |z′(t)|dt
+
∫ T
0
j (z(t), y(z(t)))
z′(t) ·w′(t)
|z′(t)| dt
+
2

∫ T
0
∇y(z(t)) · ∇g(z(t))|∇g(z(t))|2∇r(z(t)) · ∇y(z(t))|z
′(t)|dt
+
2

∫ T
0
∇y(z(t)) · ∇g(z(t))|∇g(z(t))| [(H y(z(t)))w(t) +∇q(z(t))] ·
∇g(z(t))
|∇g(z(t))| |z
′(t)|dt
+
2

∫ T
0
∇y(z(t)) · ∇g(z(t))|∇g(z(t))|∇y(z(t)) ·
[
(H g(z(t)))w(t)
|∇g(z(t))|
− ∇g(z(t))|∇g(z(t))|3 (∇g(z(t)) · ∇r(z(t)) +∇g(z(t)) (H g(z(t)))w(t))
]
|z′(t)|dt
+
1

∫ T
0
[
∇y(z(t)) · ∇g(z(t))|∇g(z(t))|
]2
z′(t) ·w′(t)
|z′(t)| dt. (4.8)
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The notations are explained in the proof.
Proof. We compute
lim
λ→0
1
λ
{∫
E
J(x, yλ(x))dx+
∫ Tλ
0
j (zλ(t), yλ(zλ(t))) |z′λ(t)|dt
+
1

∫ Tλ
0
[
∇yλ(zλ(t)) · ∇(g + λr)(zλ(t))|∇(g + λr)(zλ(t))|
]2
|z′λ(t)|dt−
∫
E
J(x, y(x))dx
−
∫ T
0
j (z(t), y(z(t))) |z′(t)|dt− 1

∫ T
0
[
∇y(z(t)) · ∇g(z(t))|∇g(z(t))|
]2
|z′(t)|dt
}
.
Applying Proposition 4.1, (4.1), (4.2), and the differentiability hypotheses on J , j,
we get:
1
λ
[∫
E
J(x, yλ(x))dx−
∫
E
J(x, y(x))dx
]
→
∫
E
∂2J(x, y(x))q(x)dx. (4.9)
We discuss now the term:
1
λ
∫ Tλ
T
j (zλ(t), yλ(zλ(t))) |z′λ(t)|dt =
Tλ − T
λ
j (zλ(τλ), yλ(zλ(τλ))) |z′λ(τλ)|
→ θ(g, r)j(x0, y(x0))|z′(T )| = θ(g, r)j(x0, y(x0))|∇g(x0)|, (4.10)
due to (2.10)-(2.12) and Remark 4.1. Here τλ is some intermediary point in the interval
[T, Tλ], depending on λ, g, r, j, etc. We also use Thm. 2.1 and Tλ → T .
Similarly, we consider the term:
1
λ
∫ Tλ
T
[
∇yλ(zλ(t)) · ∇(g + λr)(zλ(t))|∇(g + λr)(zλ(t))|
]2
|z′λ(t)|dt
→ θ(g, r)
[
∇y(x0) · ∇g(x0)|∇g(x0)|
]2
|∇g(x0)| = θ(g, r)
∣∣∣∣ ∂y∂n(x0)
∣∣∣∣2 |∇g(x0)|. (4.11)
In the last two limits, the regularity properties of y, z, yλ, zλ also play a key role.
Next, we investigate the last term:
1
λ
{∫ T
0
j (zλ(t), yλ(zλ(t))) |z′λ(t)|dt
+
1

∫ T
0
[
∇yλ(zλ(t)) · ∇(g + λr)(zλ(t))|∇(g + λr)(zλ(t))|
]2
|z′λ(t)|dt
−
∫ T
0
j (z(t), y(z(t))) |z′(t)|dt− 1

∫ T
0
[
∇y(z(t)) · ∇g(z(t))|∇g(z(t))|
]2
|z′(t)|dt
}
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Clearly, the terms containing j(·, ·) give the limit:∫ T
0
[∇1j (z(t), y(z(t))) ·w(t) + ∂2j (z(t), y(z(t)))∇y(z(t)) ·w(t)] |z′(t)|dt
+
∫ T
0
[
∂2j (z(t), y(z(t))) q(z(t))|z′(t)|+ j (z(t), y(z(t))) z
′(t) ·w′(t)
|z′(t)|
]
dt (4.12)
where ∇1j is the gradient of j(·, ·) with respect to the two components of z, and ∂2j is
the partial derivative with respect to y, other quantities are defined in (4.1)-(4.5).
Let us consider now the two terms corresponding to the penalization of Neumann
boundary condition. We intercalate advantageous terms and we compute step by step:
1
λ
∫ T
0
{[
∇yλ(zλ(t)) · ∇(g + λr)(zλ(t))|∇(g + λr)(zλ(t))|
]2
−
[
∇y(z(t)) · ∇g(z(t))|∇g(z(t))|
]2}
|z′λ(t)|dt
=
1
λ
∫ T
0
S
[
∇yλ(zλ(t)) · ∇(g + λr)(zλ(t))|∇(g + λr)(zλ(t))| − ∇y(z(t)) ·
∇g(z(t))
|∇g(z(t))|
]
|z′λ(t)|dt
=
∫ T
0
S
∇r(zλ(t))
|∇(g + λr)(zλ(t))| · ∇yλ(zλ(t))|z
′
λ(t)|dt
+
∫ T
0
S
∇yλ(zλ(t))−∇y(z(t))
λ
· ∇g(z(t))|∇g(z(t))| |z
′
λ(t)|dt
+
1
λ
∫ T
0
S
[
∇yλ(zλ(t)) · ∇g(zλ(t))|∇(g + λr)(zλ(t))| − ∇yλ(zλ(t)) ·
∇g(z(t))
|∇(g)(z(t))|
]
|z′λ(t)|dt
= I + II + III (4.13)
where S is the sum
∇yλ(zλ(t)) · ∇(g + λr)(zλ(t))|∇(g + λr)(zλ(t))| +∇y(z(t)) ·
∇g(z(t))
|∇g(z(t))| .
We have:
lim
λ→0
I = 2
∫ T
0
∇y(z(t)) · ∇g(z(t))|∇g(z(t))|
∇r(z(t))
|∇g(z(t))| · ∇y(z(t))|z
′(t)|dt
lim
λ→0
II = 2
∫ T
0
∇y(z(t)) · ∇g(z(t))|∇g(z(t))| [H y(z(t)) +∇q(z(t))] ·
∇g(z(t))
|∇g(z(t))| |z
′(t)|dt,
where H y is the Hessian matrix of y ∈ C2(D).
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Concerning part III, we get:
lim
λ→0
III = 2
∫ T
0
∇y(z(t)) · ∇g(z(t))|∇g(z(t))| |z
′(t)|∇y(z(t)) ·
[
(H g(z(t)))w(t)
|∇g(z(t))|
− ∇g(z(t))|∇g(z(t))|2
(∇g(z(t)) · ∇r(z(t))
|∇g(z(t))| +
∇g(z(t)) · (H g(z(t)))w(t)
|∇g(z(t))|
)]
dt
= 2
∫ T
0
∇y(z(t)) · ∇g(z(t))|∇g(z(t))|∇y(z(t)) ·
[
(H g(z(t)))w(t)
|∇g(z(t))|
− ∇g(z(t))|∇g(z(t))|3 (∇g(z(t)) · ∇r(z(t)) +∇g(z(t)) (H g(z(t)))w(t))
]
|z′(t)|dt
Finally, the term ∫ T
0
[
∇y(z(t)) · ∇g(z(t))|∇g(z(t))|
]2 |z′λ(t)| − |z′(t)|
λ
dt
→
∫ T
0
[
∇y(z(t)) · ∇g(z(t))|∇g(z(t))|
]2
z′(t) ·w′(t)
|z′(t)| dt (4.14)
Summing up relations (4.9)-(4.14), we finish the proof of (4.8). 2
5 Finite element descent directions
We use the piecewise cubic finite element P3 in Th a triangulation of D. We define
Wh = {ϕh ∈ C(D); ϕh|T ∈ P3(T ), ∀T ∈ Th}
of dimension n = card(I) (I the set of nodes in Th) and
Vh = {ϕh ∈Wh; ϕh = 0 on ∂D},
of dimension n0 = card(I0) (I0 the set of nodes in Th, outside ∂D) which are finite
element approximations of Hilbert spaces W = H1(D), V = H10 (D), respectively.
The parametrization function g is approached by the finite element function gh ∈Wh,
gh(x) =
∑
i∈I Giφi(x) where G = (Gi)i∈I ∈ Rn is a real vector and φi is the basis in Wh.
Similarly, we denote uh ∈ Wh, yh ∈ Vh and the associated vectors U = (Ui)i∈I ∈ Rn
and Y = (Yj)j∈I0 ∈ Rn0 for the discretization of the control, respectively the state.
For the control term uh, one can also employ lower order finite elements, like continuous
piecewise linear P1 or piecewise constant P0. See [5], [26] for a discussion of finite element
spaces.
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Here, we consider (2.1) with non homogeneous boundary condition ∂yΩ
∂n
= δ on ∂Ω,
with δ some given function in H1(D). The objective function (3.1) is taken of the form
min
g,u
J (g, u) =
{∫
E
J (x, y(x)) dx+
∫
Ig
j (z(t), y(z(t))) |z′(t)|dt
+
1

∫
Ig
[
∇y(z(t)) · ∇g(z(t))|∇g(z(t))| − δ(z(t))
]2
|z′(t)|dt
}
. (5.1)
We denote the first term of (5.1) by
t1 =
∫
E
J (x, y(x)) dx.
The second and the third terms of (5.1) can be rewritten as integrals on ∂Ωg, more
precisely
t2 =
∫
∂Ωg
j (s, y(s)) ds
t3 =
1

∫
∂Ωg
[
∇y(s) · ∇g(s)|∇g(s)| − δ(s)
]2
ds.
We employ the software FreeFem++, [11] and these terms can be computed with the
command int1d(Th,levelset=gh)(...).
We use the general descent direction method
(Gk+1, Uk+1) = (Gk, Uk) + λk(R
k, V k),
where λk > 0 is obtained via some line search
λk ∈ arg min
λ>0
J ((Gk, Uk) + λ(Rk, V k))
and (Rk, V k) is a descent direction, i.e. dJ(Gk,Uk)(Rk, V k) < 0. For E 6= ∅, a projection
is necessary in order to get (2.4). The algorithm stops if |J (Gk+1, Uk+1)−J (Gk, Uk)| <
tol or dJ(Gk,Uk)(Rk, V k) = 0. Other choices are possible, see [6] for details on such
algorithms.
Since the approximating state system (3.2), (3.3) is similar to [16], we apply here
a similar discretization technique of the gradient (4.8). In the following, we shall use
descent directions based on the discrete simplified adjoint system: find ph ∈ Vh such
that ∫
D
∇ϕh · ∇phdx+
∫
D
ϕhphdx =
∫
E
∂2J (x, yh(x))ϕh(x)dx
+
∫
∂Ωgh
∂2j (s, yh(s))ϕh(s)ds
+
2

∫
∂Ωgh
(
∇yh(s) · ∇gh(s)|∇gh(s)| − δh(s)
)
∇ϕh(s) · ∇gh(s)|∇gh(s)|ds (5.2)
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for all ϕh ∈ Vh. In the right hand side of (5.2) appear just the terms multiplying q in
the gradient (4.8) and δh(s) is a continuous piecewise linear P1 discretization of δ(s) in
D.
Proposition 5.1 Given gh, uh ∈Wh and the variations rh, vh ∈Wh, let yh ∈ Vh be the
finite element solution of (3.2), (3.3), let qh ∈ Vh be the finite element solution of (4.1),
(4.2) depending in rh, vh and let ph ∈ Vh be the solution of (5.2). Then∫
E
∂2J (x, yh(x)) qh(x)dx+
∫
∂Ωgh
∂2j (s, yh(s)) qh(s)ds
+
2

∫
∂Ωgh
(
∇yh(s) · ∇gh(s)|∇gh(s)| − δh(s)
)
∇qh(s) · ∇gh(s)|∇gh(s)|ds ≤ 0 (5.3)
if we choose:
i) rh = −phuh and vh = −ph or
ii) rh = −d˜h and vh = −ph where d˜h ∈Wh is the solution of∫
D
∇d˜h · ∇ϕhdx+
∫
D
d˜hϕhdx =
∫
D
2(gh)+uhphϕhdx (5.4)
for all ϕh ∈Wh.
Proof. Putting ϕh = qh in (5.2) and multiplying (4.1) by ph, integrating by parts over
D and using (4.2), we get that the left hand side of (5.3) is equal to:∫
D
(gh)
2
+vhphdx+
∫
D
2(gh)+uhrhphdx.
For vh = −ph, we have ∫
D
(gh)
2
+vhphdx = −
∫
D
(gh)
2
+p
2
hdx ≤ 0.
If (gh)+ph is not null, then the above inequality is strict.
Case i). For rh = −phuh, we have∫
D
2(gh)+uhrhphdx = −
∫
D
2(gh)+(uhph)
2dx ≤ 0.
Case ii). For rh = −d˜h, we have∫
D
2(gh)+uhrhphdx = −
∫
D
2(gh)+uhphd˜hdx
= −
∫
D
∇d˜h · ∇d˜hdx−
∫
D
d˜hd˜hdx ≤ 0.
The second equality is obtained by putting ϕh = d˜h in (5.4). This ends the proof. If
(gh)+ph is not null, then the inequality (5.3) is strict. 2
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Remark 5.1 Due to the strong non convex character of the shape optimization prob-
lems, the descent algorithms find just a local minimum point of the penalized problem,
in general. The penalization term may remain not null, that is the constraint (2.2) may
be violated. However, the above methodology offers a systematic and general approxima-
tion procedure that can be applied in many examples and produces relevant results. Both
topological and boundary variations are performed simultaneously.
6 Numerical tests
Example 1.
We choose D =]− 3, 3[×] − 3, 3[, yd(x1, x2) = x21 + x22 − 12, f(x) = −4 + yd(x) and
the tracking type cost j(x) = 1
2
(y(x)− yd(x))2. We fix δ = 2 for the non homogeneous
Neumann boundary condition. We consider first the case E = ∅ and J = 0, with the
numerical parameters:  = 0.5, the mesh of D has 73786 triangles and 37254 vertices
and the tolerance parameter for the stopping test is tol = 10−6.
The initial domain is the disk of center (0, 0) and radius 2.5 with a circular hole of
center (−1,−1) and radius 0.5. The corresponding g0(x1, x2) is given by
max
(
(x1)
2 + (x2)
2 − 2.52,−(x1 + 1)2 − (x2 + 1)2 + 0.52
)
.
The initial guess for the control is u0 = 0.
We use the descent direction given by the Proposition 5.1, case ii) and the algorithm
stops after 3 iterations. For the stopping test, we have computed just the left hand side
of (5.3) and we replaced dJ(Gk,Uk)(Rk, V k) = 0 by: there are no smaller values than
J (Gk, Uk) in the direction (Rk, V k) for λ ∈ {ρi; i ∈ N, 0 ≤ i < 30}, with ρ = 0.8.
We can observe in Figure 1 the evolution of the domain (both boundary and topo-
logical changes) and in Table 1 the corresponding values of the objective function. For
u0 = 0, we get g1 = g0, but we have, for the cost functional, J1 < J0, since there is
minimization with respect to the control u. We do not plot in Figure 1 the domain for
k = 1 because it is the same as for k = 0, but there is a column in Table 1 corresponding
to k = 1, showing the evolution of the penalized cost.
For the solution of the elliptic problem (2.1)-(2.2) in the computed domains Ωg, we
obtain in fact the best value t2 = 46.59 (see Table 2), which is consistently better than
t2 = 67.60 obtained for the solution of (3.2)-(3.3) in D, in the corresponding iteration
of the algorithm. This is due to the value of the penalization term t3, which remians
“far” from zero. Such situations are frequent in penalization approaches for nonconvex
minimization problems.
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Figure 1: Example 1. Initial domain k = 0 (top, left), intermediate domains during the
line-search after k = 1 and the final domain k = 2 (bottom, right).
iteration k=0 k=1 k=2
t2 220.87 171.13 155.60 149.47 129.19 67.60 90.50
t3 35.50 34.63 40.12 38.06 32.10 54.75 18.30
J 291.89 240.39 235.85 225.60 193.39 177.12 127.11
Table 1: Example 1. The computed objective function J = t2 + 1 t3. The columns 4, 5,
6, 7 correspond to the intermediate configurations obtained during the line-search after
k = 1. The descent property is valid just for the total cost, on the last line.
iteration k=0 k=2
t2 96.39 74.76 79.98 253.41 46.59 56.62
Table 2: Example 1. The values of t2 for the finite element solution of (2.1)-(2.2) in the
domains presented in Figure 1.
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Example 2.
We study now a case with E 6= ∅. The D, yd, f , δ are the same as in Example
1. The observation domain E is the disk of center (0, 0) and radius 0.5 and we take
J(x) = 1
2
(y(x)− yd(x))2 and j = 0. We fix  = 0.9 and the other numerical parameters
are the same as in Example 1. Such a choice of a “big” penalization parameter (similar
with the previous example) has the consequence that the constraint (2.2) is consistently
relaxed and allows a large choice of descent directions.
For g0(x1, x2), given by
max
(
(x1 + 0.8)
2 + (x2 + 0.8)
2 − 1.82,−(x1 + 0.8)2 − (x2 + 0.8)2 + 0.62
)
we obtain as initial domain the ring of center (−0.8,−0.8), exterior radius 1.8 and
interior radius 0.6.
In order to observe during the algorithm the restriction (2.5), we use the descent
direction method with projection, see [6]. The descent direction is given by the Propo-
sition 5.1, case ii) and the projection is computed as follows: Π(g) = gE in E and
Π(g) = g outside E, where gE ∈ F is such that gE(x) < 0 if and only if x ∈ E. In
our test, gE(x1, x2) = (x1)
2 + (x2)
2 − 0.52. The line search, with projection only for the
parametrization function, is
λk ∈ arg min
λ>0
J (Π(Gk + λRk), Uk + λV k)
and the next iteration is defined by
Gk+1 = Π(Gk + λkR
k), Uk+1 = Uk + λkV
k.
The initial guess for the control is u0 = 1.
iteration k=0 k=1 k=2
t1 8.03 6.01 4.00 3.37 0.35 0.54
t3 234.91 218.34 204.47 198.08 193.56 57.42
J 269.05 248.62 231.20 223.46 215.42 64.35
Table 3: Example 2. The computed objective function J = t1 + 1 t3. The columns 3,
4, 5 correspond to the intermediate configurations obtained during the line-search after
k = 0.
The domain evolution is presented in Figure 2 and the corresponding values of the
objective function are in Table 3.
For the finite element solution of (2.1)-(2.2) in the domains presented in Figure 2,
we have reported t1 in Table 4. Due to the low value of the initial cost, we notice the
oscillations around this value and the minimal cost is attained already in the first step of
the line search. The interpretation of the penalization term is similar as in the previous
example.
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Figure 2: Example 2. Domain for k = 0 (top, left), intermediate domains during the
line-search after k = 0, domain for k = 1 (bottom, middle) and the final domain for
k = 2 (bottom, right).
iteration k=0 k=1 k=2
t1 0.099 0.00053 0.11 0.27 0.51 0.49
Table 4: Example 2. The values of t1 for the finite element solution of (2.1)-(2.2) in the
domains presented in Figure 2.
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