This paper employs a new approach to analyze potentially omitted non-diversifiable factors in the idiosyncratic risks from multi-factor asset pricing models. It is shown that if there is an omitted non-diversifiable hidden factor, the idiosyncratic risks will contain persistent cross-sectional memory. An extended Rescaled Variance test generalized from L. Giraitis, P. Kokoszaka, R. Leipus, and G. Teyssiere [1] with finite forecast horizon is provided to investigate the cross-sectional memory of forecast errors in multifactor pricing models. Under the null hypothesis that idiosyncratic risks contain only short memory when there is no hidden non-diversifiable factor, we demonstrate that the extendedT-sample Rescaled Variance test statistic approximates a functional of weighted Brownian Bridge, which is distributed asymptotically as the T-sample Watson's statistic presented by Maag [2] . Using this approach, our empirical tests that compare forecast errors from the CAPM and Fama-French [3] model with the excess returns of 1391 firms indicate that there is a strong likelihood that the CAPM may require further identification of hidden non-diversifiable factor(s). Yet, there lacks convincing evidence that the Fama-French [3] model has an omitted non-diversifiable factor in idiosyncratic risks.
Introduction
Empirical studies on asset pricing models generally require the application of some ad hoc information sets of proxies or reference variables. Since the genuine factor structures are unobservable for the specification of risk premia, the set of proxies or reference variables only represents the incomplete information set in a presumed factor structure for risk premium. In empirical studies, it is possible that the disturbance term of a presumed factor structure includes omitted factors in the process of projecting excess returns on an ad hoc information set. Numerous empirical studies, such as Goyal and Santa-Clara [4] , Mayers [5] , and Malkiel and Xu [6] , show that the idiosyncratic risk volatility on a presumed factor structure or asset-pricing model may contain useful information in forecasting the stock returns. In a follow-up study to Goyal and Santa-Clara [4] , Guo and Savickas [7] argue that the predictive power of idiosyncratic volatility goes down if consumption-wealth ratio is controlled for in the forecasting equation. T. Bali, N. Cakici, X. Yan and Z. Zhang [8] also shows that the finding of Goyal and Santa-Clara [4] is partially due to liquidity premium and small stocks traded in NASDAQ. With extended samples of stock returns, Balie [8] does not find any significant relation between equally weighted average stock volatileity and the value-weighted portfolio returns. A. Ang, R. J. Hodrick, Y. Xing, and X. Zhang [9] , however, find that stocks with high idiosyncratic volatility (relative to the Fama and French [3] model) have low average returns pointing to a negative relation between idiosyncratic risks and stock returns. Fu [10] argues that idiosyncratic volatilities are time-varying and the results in A. Ang, R. J. Hodrick, Y. Xing, and X. Zhang [9] are largely driven by the return reversal of a subset of small stocks with high idiosyncratic volatilities. He instead finds a significantly positive relation between the estimated conditional idiosyncratic volatilities and expected returns using EGARCH models. Guo and Savickas [11] show that idiosyncratic volatility has statistically significant predictive power for aggregate stock market returns, and that idiosyncratic volatility performs just as well as the book-to-market factor in explaining the cross section of stock returns. However, all these time series/cross-sectional empirical studies focus mainly on the finding of explanatory variables for the stock returns. An issue that needs further attention is the diversifiability of the identified factor(s). Given that the systematic risk/factor(s) is non-diversifiable in asset pricing models, verification of diversifiability on these presumed factor(s) should be provided in addition to the identification of explanatory variables. In brief, the detection of possible explanatory factor(s) for stock returns although essential, should be followed by a study on the diversifiability of the identified factor(s).
Hence, discussions on additional hidden factor(s) in the idiosyncratic risks from presumed asset pricing models raise the following questions: Do idiosyncratic risks on a presumed asset pricing model really contain an essential hidden non-diversifiable factor that should be applied to asset pricing models? If so how can we test it?
Chamberlain and Rothschild [12] show that if asset returns have a k-factor approximate factor structure where k < n, and n is the number of assets then, the first k eigenvalues of the variance-covariance matrix of asset returns will be unbounded while the k + 1 eigenvalue of the matrix will be finite, as n grows to infinity. However, in empirical studies of asset returns, for any finite sample collected, eigenvalues of the variance-covariance matrix of asset returns under presumed factor structure are all finite. Verification on the growth of eigenvalues of these matrices across increasing sample sizes of asset returns is needed in empirical studies since the claim of approximate factor structure of Chamberlain and Rothschild [12] is based on an infinite dimensional setting. This paper provides an alternative test based on the fact that if the factor loadings of a hidden factor (in idiosyncratic risks) are non-diversifiable with respect to all well-diversified portfolios, a persistent cross-sectional memory among idiosyncratic risks will result. Specifically, if the asset returns follow the approximate factor structure with k + 1 factors where the fitted model is only equipped with k identified factors, then the (k + 1)-th eigenvalue of the variance-covariance matrix for asset returns (due to the hidden non-diversifiable factor loadings) will be unbounded, according to Chamberlain and Rothschild [12] . However, this property of unbounded non-diversifiable factor loadings can be shown to lead to a persistent crosssectional memory among the presumed idiosyncratic risks. Instead of applying eigenvalues or statistical procedures such as principal component analysis to examine the factor structure, the verification of the persistence of cross-sectional dependence among idiosyncratic risks becomes a diagnostic tool for asset pricing models and/or hidden factor(s). Many empirical studies show that idiosyncratic risk for asset pricing models is essential in pricing the asset returns. However, the verification for idiosyncratic risks as systematic/non-diversifiable factor(s) is still required for further studies. Specifically, if idiosyncratic risks or proxies of their volatility are indeed the common non-diversifiable factors among all asset returns, then they should appear as consistent components with persistent cross-sectional dependence in presumed asset pricing models. Although it may seem optimistic for empiricists to consider idiosyncratic risks as hidden factors when cross-sectional dependence or shortrun time-series predictability is discovered, these findings may not necessarily guarantee a non-diversifiable factor required for asset pricing models, unless further study is provided to verify that the identified factor or proxy is non-diversifiable.
The method developed in this study can verify the existence of a non-diversifiable hidden factor by testing if the error terms of asset pricing models are subject to a cross-sectional long dependence. Intuitively, under linear factor structure of excess returns, if there is a hidden non-diversifiable factor in idiosyncratic risks, then none of the weighted combinations of asset returns in the well-diversified portfolios will eliminate this factor. Specifically, the weighted sums of factor loadings for this hidden factor will not converge to zero asymptotically when the number of assets expands. Similar to time series setting, this property is closely related to the definition of cross-sectional long memory as the sums of cross-sectional covariances of these idiosyncratic risks will expand to infinity asymptotically. Therefore, the cross-sectional memory condition of idiosyncratic risk becomes a necessary condition, and thus an alternative test for the existence of non-diversifiable hidden factor.
Our diagnostic test provides an effective way to determine whether the factors found in these studies are transitory or persistent in cross-sectional memory, and thus to ascertain the validity of their findings. In other words, the verification of factor structure is reduced to the verification of persistence of cross-sectional dependence (for idiosyncratic risks) among these asset returns. Specifically, a forecast-error-based extended Rescaled Variance test is introduced here as an alternative statisticcal inference for idiosyncratic risk. Although long memory or long dependence has been discussed in many time series studies, the extension can be provided in random fields or set-indexed data such as Lavancier [13] . On the other hand, re-stacking and exchanging the time series horizon and cross-sectional indices as in White [14] for panel data, the asymptotic arguments on long memory time series can also be applied to the cross-sectional long dependence. The rest of this paper is organized as follows. Section 2 shows the model and a theorem for the long-memory properties of idiosyncratic risks where their partial sums of cross-sectional co-variances grow to infinity asymptotically if the omitted factor is non-diversifiable. The proofs of these arguments are shown in the appendix. Section 3 shows the modified T-sample Rescaled Variance Test when given with finite-timehorizon panel data. Section 4 shows applications and empirical findings of the test in detecting the omitted non-diversifiable factor on idiosyncratic risks of FamaFrench [3] model for 1391 excess returns, followed by the conclusion.
The Model
To derive the test, we first introduce a few prerequisites. Definition D1 describes a Hilbert space of real squaredintegrable random variables defined on the probability space 1 . The excess returns of assets forms a subset of this Hilbert space. Assumption A1 shows the conditions of factors or pre-specified reference variables applied as factors. The assumption allows different choice sets of instrumental or reference variables applied to specify the risk premium. These choice sets may be evolving over time or different sample sizes. In particular, the reference variables may be generated by the innovations from the multivariate time series models of pre-specified economic variables in a conditional expectation approach. Assumption A2 is to describe the presumed multi-factor model of the asset returns. Assumption A3 shows the possible missing factor and idiosyncratic risk in the excess return after projecting on the presumed explanatory variables. Assumption A4 provides a condition for diversification of the genuine noises in pricing models.
Definition D1: Let
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represents a sequence of all assets' excess returns contained in H. 
Assumption A2: Let the excess return , i t for each asset i at time t be expressed in the fitted factor structure as 
such that all sequences of   belong to the factor-loading space 1,2, , , 1,
B with -norm.   Assumption A3 imposes an asymptotic condition for the absolute factor loading(s) on the hidden factor. This is to ensure that as the size of portfolio expands, the factor loadings won't be exploding-provided that the excess returns are in the Hilbert space H. To apply the ideas of diversification, a few definitions on the feasible weights in the factor pricing models are introduced in the followings. Definition D2 and D3 are to formulate the diversification in an infinite dimensional quadratic functional to define the opportunity set for sequence of feasible weights applied to each asset. The definition of non-diversifiable hidden factor is provided in D4. The notation represents the numbers of assets n grows sufficiently large asymptotically. Specifically, the limit of weighted sums of hidden factor loadings n   1 With this definition, we confine the discussion to asset returns with finite second-ordered moment. Further extension is feasible if the infinite variance is introduced in the framework. This, however, requires additional assumptions for the underlying statistical distributions of the stable processes. We leave this for future studies. 2 The perceived factors are the proxies for the identified factors of the multifactor pricing model. 
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where W * is the closed subset of W s defined in Definition D2. a Given the above definition, the idea of diversifiable factor rests on the opportunity set of the infinite dimensional optimization problem. For the non-diversifiable factor, its hidden factor loadings can't be eliminated by any possible sequence of feasible diversifying weights in W * as n   .
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which vary with different sequences of factor loadings   1,2, , , 1,
even for the same hidden factor h f . To be concise, we denote it as   1,2, , , 1,
here. In addition, to avoid the case where the portfolio only consists of a finite number of assets with non-zero weights, we assume that the choices of weights must expand to infinite numbers of assets in the return space where -space stands for the metric space with
It is easy to show that the diversification problem also focuses on the variances and co-variances of   1,2, , , inf 5 The notation implies that the limit exists for the convergent infinite series of weights. tor is n pletely random re-ordering of samples will not im e data's long dependence. Consequently, when the cross-sectional sub-indices to asset returns are assigned randomly, like in many empirical studies, the cross-sectional long memory will not be influenced either. Hence, the diagnostic test on the memory condition of projection errors (or idiosyncratic risks) becomes an alternative method for identifying the non-diversifiable hidden factor.
H
In the following, we extend scaled-Variance test of L. Leipus, and G. Teyssiere [1] with simultaneous inferences across finite forecast horizon to test the memory of idiosyncratic risks in fitted multifactor pricing models. The test statistics converge asymptotically to the T-sample Watson's test statistic on unit circle where the asymptotic distribution is shown in Maag [2] . For the framework of analysis, we will assume that the time horizon is fixed. That is, the time horizon T for performing the test is finite while the numbers of cross-sectional observations n can be extended asymptotically as n   . A few definitions and assumptions are needed to establish the pre-requisites.
Definition D5: A random process 
and the long run variance
To control the decaying rate of the diversifying weights, we need to impose the tail restriction that the weights do not collapse to zero drastically. Otherwise, we would have a degenerated portfolio that consists of infinitely many assets with negligible weights when the number of assets grows. Hence, we include   1.
by extend the Rescaled Variance statistic of L. We here Giraitis, P. Kokoszaka, R. Leipus, and G. Teyssiere [1] to a T-sample setting that analyzes the memory of the idiosyncratic risk with finite time horizon for Notice that the assumption A6 can be extended to include th Teyssiere [1] . However, due to additional complexity that needs to be introduced, this is left for further studies. 
where
n s  is the estimate for ˆn s by using forecast errors from the f asset pricing model. With regards to the possibility of survivorship bias in the CRSP data source, Li and Xu [17] argue that such survivorship bias is unlikely significant for the U.S. stock returns. In addition, Barber and Lyon [18] also show that the selection bias does not significantly affect the estimated factor premiums in equity returns of Fama-French [3] model, which implies that sample selection does not affect the empirical results of Fama-French [3] model. Hence, we select the explanatory variables for the regressions as those in the Fama-French [3] model as the asset pricing models of interest. And for comparison, we also apply our diagnostic test to the idiosyncratic risks from the CAPM. Furthermore, following the argument of Li and Mayer [19] that correction of dynamic selection bias does not improve the accuracy of forecasts of the model, the application with forecast errors from the fitted model seems more appropriate since our study is diagnostic for specifications in regressions. Therefore, we consider the out-of-sample forecast errors of both Fama-French [3] model and CAPM to test the null hypothesis that the hidden factor is diversifiable in the idiosyncratic risks.
Empirical Applications and Data
Based on the tables and asymptotic cumulative distribution function provided by Maag's [2] , we select 24 months out-of-sample forecast errors (that is, T = 24) for the test period in verifying cross-sectional memory of idiosyncratic risks. The forecast errors for all these excess returns are obtained with the parameters estimated in the previous months of the in-sample period from January 1987 to December 2004, and are conditional on the updated explanatory variables in the asset pricing models applied here. The test period is from January 2005 to December 2006. The test statistics for different forecast horizons are calculated from T = 1 to T = 24 using the asymptotic cumulative distribution functions from Maag [2] . Notice that when T = 2, the test statistic actually conforms with Watson's [19] two-sample test where its asymptotic distribution is identical to the statistic as in L. Giraitis, P. Kokoszaka, R. Leipus, and G. Teyssiere [1] . Hence, the asymptotic distributions applied to T = 2 and T = 1 are identical according to the asymptotic arguments in Maag [2] and Watson [20] as far as the two-sample tests are of concern, with an empirical application of Magg's [2] tests shown in Brown [21] .
Our extended Rescaled Variance V tests are per-, n T formed under the null hypothesis that the hidden factor is diversifiable. The p-values of the statistics are calculated from the asymptotic cumulative distribution function provided by Maag [2] . Since the distribution function is not conventional, and that Maag's [2] tabulation of critical values is limited to the case when maximum forecast horizon is T = 5, the ,n T V statistics are considered as rejecting the null if the p-values are relatively smaller than the given 5% or 1% significance levels. Table 1 presents th  test statistics and the corre sse ,n T V sponding p-values for testing the cro sectional memory of idiosyncratic risks in the Fama-French [3] model. These test statistics are provided with different selections of q, which are denoted as the lags for possible cross- the id ratic ris r both er-simp model w ese two factor els are in explain lete an returns. particular, it is noticeable that these statistics from these two alternative models are much greater than those in F th models are much greater than those in Fama-French [3] model across the forecast horizon. In particular, when the forecast horizon expands to T  4, the test statistics increase sharply relative to the previous months and all these p-values from CAPM models are far less than 1% when using the asymptotic distribution function provided by Maag [2] . On the other hand, the ,n T V statistics for the CAPM in Table 2 are well below those for the over-simplified model in Table 3 , indicating that the CAPM does possess a certain level of explanatory power for asset returns, and that the so-called systematic risk (or the beta) in CAPM proves to be a contributing factor for asset returns.
The findings from Fama-French [3] model in Table 1 however, are quite different. Out of the seventy-two ,n T V statistics in sample window, only three (namely, the ones for q = 5, T = 18; q = 5, T = 20; and q = 10, T = 19) are significant at the 5% level and only one (for q = 5, T = 19) is significant at the 1% level. As the number of lags q increases from 5 to 10 or from 10 5, even these would become statistically insignificant. Thus, the null hypothesis that there is no hidden non-diversifiable factor cannot be rejected for the Fama-French [3] model within the sample window. In other words, there lacks convincing evidence that the idiosyncratic risks from FamaFrench [3] mo fac dive tor. Intuitively speaking, if the idiosyncratic risks of a fitted asset pricing model indeed contain a hidden nonrsifiable factor, more supporting statistics for the need of non-diversifiable factor(s) should result when more months are included. In other words, as T increases, the statistics should show more supporting evidences for the alternative hypothesis. Specifically, since this test is a one-sided test, more significant test statistics should appear when T expands, indicating that there is a higher likelihood the tests may reject the null. However, the results from Table 1 
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d on this necessary condition, we develop a n-diversifiable factor(s) in the idiopricing models. We extend the ssibility that an additional hidden factor is needed. Nevertheless, when q expands, the p-values increase again even for the same month. The test statistics in Table 1 overall do not support the persistence of cross-sectional memory across different forecast horizons, offering little evidence that an additional non-diversifiable factor is needed for the Fama-French [3] model. In contrast, all the p-values for ,n T V test statistics (across all different q's) of CAPM models in Table 2 and those of the over-simplified model in Table 3 are far lower than 1% level from the start of forecast horizon, indicating the existence of nonrsifiable factors and the need to include additional variables for the CAPM and the over-simplified model.
In summary, for the Fama-French [3] model, our diagnostic test statistics in general do not reject the null hypothesis that there is no hidden non-diversifiable factor and show that that the idiosyncratic risks do not have persistent cross-sectional memory. Therefore there lacks convincing evidence for the existence of a hidden nondiversifiable factor in the syncratic risks from the model. In contrast, the idiosyncratic risks from the CAPM and the over-simplified model reject the null hypothesis, suggesting that there may be a need for additional variables to explain the hidden non-diversifiable factor(s).
Conclusions
We extend the analysis in asset pricing models to consider the possibility of a hidden non-diversifiable factor in idiosyncratic risks. Our analysis demonstrates that that if the idiosyncratic risks from asset pricing models contain a non-diversifiable factor, the cross-sectional sum of absolute factor loadings of the hidden factor are growing unbounded, and thus a cross-sectional long memory will appear in the idiosyncratic risks. In other words, such a cross-sectional long memory will become a necessary condition for the existence of hidden non-diversifiable factors. Base diagnostic test for no syncratic risks of asset Rescaled Variance test of L. Giraitis, P. Kokoszaka, R. Leipus, and G. Teyssiere [1] for finite forecast horizon as a T-sample forecast-error-based test, with the test statistic distributed asymptotically as a multi-sample Watson test statistic for identical distribution in Maag [2] . Using a CRSP sample of 1391 stock returns across different industries from January 1987 to December 2006, we apply the diagnostic test on the forecast errors from the Fama-French [3] model and the CAPM. The results in general, do not reject the null hypothesis that there is no hidden non-diversifiable factor in idiosyncratic risks for the Fama-French model. On the other hand, the test statistics for idiosyncratic risks from the CAPM indicate strongly that there is a possibility for non-diversifiable factor(s). This suggests that, within our 20-year sample period, the CAPM probably leaves out non-diversifiable factor(s) in its specification, while there is little evidence that the Fama-French model has the same issue. In addition, our results imply that it is advisable for studies on the idiosyncratic risks from asset pricing models to examine the cross-sectional memory before they can justify the existence of hidden non-diversifiable factors and proclaim the inclusion of idiosyncratic risks in asset pricing models. Since asset pricing models emphasize the existence of non-diversifiable factor(s) as the pricing kernel of excess returns, the existence of cross-sectional dependence among the residuals of presumed fitted asset pricing models may not suffice to prove the need of some additional pricing factor(s), especially when such crosssectional dependence is not persistent.
For future studies, a recursive scheme of the re-scaled variance test over time horizon can be developed with time-varying coefficients to provide tracking and detection on asset pricing models. This would be useful since Goyal and Santa-Clara [4] have employed the timevarying forecasting regressions to assess the proxy hidden factor with the equally-weighted monthly average stock volatility. Also, our test could be extended to include a resampling option as well.
