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functions
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Abstract
A transcendental entire function f is called geometrically finite if the intersection of the set S(f)
of singular values with the Fatou set F(f) is compact and the intersection of the postsingular
set P (f) with the Julia set J (f) is finite. (In particular, this includes all entire functions with
finite postsingular set.) If f is geometrically finite, then F(f) is either empty or consists of the
basins of attraction of finitely many attracting or parabolic cycles.
Let z0 be a repelling or parabolic periodic point of such a map f . We show that, if f has finite
order, then there exists an injective curve consisting of escaping points of f that connects z0 to
∞. (This curve is called a dynamic ray.) In fact, the assumption of finite order can be weakened
considerably; for example, it is sufficient to assume that f can be written as a finite composition
of finite-order functions.
1. Introduction
In polynomial dynamics, dynamic rays, which foliate the set of escaping points (points which
tend to∞ under iteration), were introduced by Douady and Hubbard as a tool in their famous
work on the Mandelbrot set [8]. Since then, dynamic rays, and their landing properties in
particular, have been an essential ingredient in the success of polynomial dynamics. One of
the fundamental results in this area, which goes back to Douady, states that each repelling or
parabolic (pre)periodic point of a polynomial with connected Julia set is the landing point of
at least one (pre)periodic dynamic ray [17, Theorem 18.11].
In the polynomial case, dynamic rays arise naturally as preimages of straight rays under
the Bo¨ttcher isomorphism at ∞. When f is a transcendental entire function, ∞ is no longer a
superattracting fixed point, but rather an essential singularity. Hence the escaping set
I(f) := {z ∈ C : fn(z)→∞}
is no longer open. Nevertheless, it has long been known [6, 7] that for certain classes of entire
functions there exist curves in the escaping set which can be seen as analogs of dynamic rays.
We shall refer to these curves (which are also often known as hairs) themselves as dynamic rays
of f to stress the analogy to the polynomial case. (See Definition 2.4 for a formal definition of
dynamic rays, and also below for the special case of periodic rays that is of main interest to
us.)
Recently Rottenfußer, Ru¨ckert, Rempe and Schleicher [26] proved that, for an entire function
that is a composition of finite-order entire functions with bounded sets of singular values, the
escaping set consists of dynamic rays and (some of) their endpoints. This provides us with a
large class of functions where we can study the topology of Julia sets by looking at landing
properties of dynamic rays. This approach to the study of Julia sets and escaping sets has been
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used with great success in certain families of entire transcendental maps like the exponential
family Eλ(z) = λe
z or the cosine family Fa,b(z) = ae
z + be−z.
To state the main question of interest to us, let us begin by formally defining what we mean
by a periodic (dynamic) ray.
Definition 1.1 (Periodic rays). Let f be an entire function. Then a periodic ray of f is
an injective curve
g : (0,∞)→ C
such that limt→∞ g(t) =∞ and such that there is an n ≥ 1 with g(2t) = fn(g(t)) for all t. The
minimal such n is called the period of g.
As usual, we say that g lands at z0 if limt→0 g(t) = z0.
A natural question suggested by Douady’s theorem and the results of [26] is the following.
Suppose that f is a finite-order entire function whose singular set is bounded, and suppose also
that S(f) ∩ I(f) = ∅. Is every repelling or parabolic periodic point of f the landing point of a
periodic ray of f?
Even for exponential and cosine maps, this question is still open. (For a partial result on
exponential maps, compare [21].) However, Schleicher and Zimmer [28] obtained a positive
answer for exponential maps satisfying certain dynamical assumptions. In this paper, we
generalize this statement, under similar conditions, to a much larger class of entire functions.
For an entire transcendental function f , S(f) denotes the set of singular values, P (f) the
postsingular set, and F(f) and J (f) the Fatou and Julia sets of f , respectively. (For definitions,
see Section 2.1.)
Definition 1.2. A map f is called geometrically finite if S(f) ∩ F(f) is compact and
P (f) ∩ J (f) is finite.
We can now state our main result. Recall that f has finite order if log log |f(z)| = O(log |z|)
as z →∞.
Theorem 1.3. Let f be geometrically finite and assume that f has finite order. Then, for
any repelling or parabolic periodic point z of f , there is a periodic ray landing at z.
Remark. In fact, the condition that f is geometrically finite can be weakened; what we
need is that every iterate of f has an “admissible expansion domain” at every repelling or
parabolic fixed point (see Definition 3.1).
Furthermore, the assumption of finite order is not essential; we require that “all periodic
rays exist”. (See Theorem 4.1 for the precise statement.) By [26], this condition is satisfied by
all finite compositions of finite-order functions with bounded sets of singular values.
Our result implies in particular that each singular value in the Julia set of a map f to which
the theorem applies is the landing point of some periodic dynamic ray. Using these rays, one
can define a dynamically natural partition of the Julia set, as done for exponential and cosine
maps in [28, 29], which is useful for studying the topological dynamics of f in combinatorial
terms.
We remark that, under more restrictive function-theoretic conditions, our result can be
considerably strengthened. Indeed, if f = Fa,b is a cosine map for which both critical values
are strictly preperiodic, then Schleicher showed in [29] that every point z ∈ C is either on
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a dynamic ray or the landing point of a dynamic ray. In [16] we generalize this result to
any finite-order subhyperbolic function f such that J (f) contains no asymptotic values and
the degree of critical points in J (f) is uniformly bounded. (A subhyperbolic entire function
is a geometrically finite map without parabolic cycles.) Furthermore, the Julia set of such a
function can be described as a “pinched Cantor bouquet” in the sense of [22, p.24] (see also
[1, Definition 1.2]).
Here the assumption that there are no asymptotic values in the Julia set is essential: indeed,
there is no exponential map f = Eλ for which the asymptotic value belongs to the Julia set
and every point of J (f) is either on a dynamic ray or the landing point of a dynamic ray [23].
Idea of the proof
In the case of geometrically finite exponential maps, our theorem is due to Schleicher and
Zimmer [28] (although in the case where the singular value is preperiodic some of the details
are only sketched). This was extended to cosine maps with preperiodic critical values in [29].
The general strategy of our proof, which we will now describe, follows the same idea as these
papers.
By passing to a suitable iterate, we can assume that the considered repelling or parabolic
periodic point z0 is a fixed point. The idea is to start with any given curve connecting z0 to
infinity, and pull back this curve using iterates of the map f . Using hyperbolic contraction
arguments, we prove that this procedure yields only finitely many different curves up to
homotopy. This then allows us to associate a combinatorial object (a “periodic external
address”) to these curves. When we know—e.g. from the existence theorems of [26]—that
there exists a periodic ray corresponding to this address, it then easily follows that this ray
lands at z0.
Since the “ad-hoc” method that was used to obtain hyperbolic contraction estimates in [28,
29] appears to be difficult to adapt to our more general setting, we develop a rather natural
construction using hyperbolic geometry. Our argument gives a more streamlined proof even in
the established cases.
We would like to emphasize that the case when P (f) is finite requires less technical
constructions than the general setting. This is why we consider this special case separately
in the proofs of some results required for the proof of Theorem 1.3 (see Section 3).
Acknowledgements. I would like to thank especially my supervisor, Lasse Rempe, for his
great help and support. I would also like to thank Adam Epstein, Freddie Exall and Mary Rees
for helpful and interesting discussions.
2. Preliminaries
The complex plane, Riemann sphere and the punctured plane are denoted by C, Ĉ := C ∪
{∞} and C∗ := C\{0}, respectively. We write D for the unit disk and S1 := ∂D for the unit
circle; D∗ := D \ {0} is the punctured disk. The Euclidean distance between two setsA,B ⊂ C is
denoted by dist(A,B). The closure A and the boundary ∂A of a set A ⊂ C is always understood
to be taken relative to the complex plane.
2.1. Background on holomorphic dynamics
Let f : C→ C be an entire transcendental function. Then the set S(f) of singular values of
f equals the closure of the set of all finite critical and asymptotic values of f . If G is an open
set with G ∩ S(f) = ∅, then the map f : f−1(G)→ G is a covering map. Denote by fn the
n-th iterate of f . Then the postsingular set of f is defined by P (f) = ∪n≥0fn(S(f)).
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Lemma 2.1. Let f be an entire transcendental function. Then |P (f)| ≥ 2.
Proof. Assume first that f has only one singular value, at w say, since otherwise the claim
already follows. For simplicity, assume w = 0. A well-known result that follows from covering
space theory says that f is of the form f(z) = exp(az + b) for some a ∈ C∗, b ∈ C. In this case
the asymptotic value w = 0 is also an omitted value, so P (f) contains at least two points.
The Fatou set F(f) of f is the set of all points z ∈ C so that (fn)n∈N forms a normal family
in the sense of Montel in a neighbourhood of z. Its complement J (f) := C\F(f) is called the
Julia set of f . Recall from the introduction that the escaping set I(f) is the set of all those
points z ∈ C such that fn(z)→∞ when n→∞. We note that I(fn) = I(f) for all n ≥ 1.
To avoid confusion, we call a point z ∈ C preperiodic if some image fn(z), n ≥ 1, of z is
periodic but not z itself. We call a point eventually periodic if it is either preperiodic or periodic.
Let z be a periodic point of f of (minimal) period n. We call µ(z) := (fn)
′
(z) the multiplier of
z. A periodic point z is called attracting if 0 ≤ |µ(z)| < 1, indifferent if |µ(z)| = 1 and repelling
if |µ(z)| > 1. An attracting periodic point z is called superattracting if µ(z) = 0. We will denote
the union of all attracting periodic points of f by Attr(f). Since the multiplier of an indifferent
periodic point is of the from e2piit with 0 ≤ t < 1, we can distinguish between rationally and
irrationally indifferent periodic points, according to whether t is rational or not. A rationally
indifferent periodic point is also called parabolic. We denote the union of all parabolic cycles
of f by Par(f). An irrationally indifferent periodic point in the Julia set is called a Cremer
point. The set of all points whose orbits converge to an attracting periodic cycle is called the
attracting basin of this cycle. Likewise, the set of points whose orbits converge nontrivially to
a parabolic cycle is called the parabolic basin of that cycle.
Every component of F(f) is either an eventually periodic domain or a wandering domain.
The only possible periodic Fatou domains are immediate attracting basins, immediate parabolic
basins, Siegel disks and Baker domains (for a detailed explanation see [3, Theorem 6]). If f
belongs to the Eremenko-Lyubich class
B := {f entire transcendental : S(f) is bounded},
then f has no Baker domains, each component of F(f) is simply-connected and I(f) ⊂ J(f)
([10, Proposition 3, Theorem 1]).
For further background on holomorphic dynamics we refer the reader to [17] and [3].
2.2. Background on hyperbolic geometry
A domain (i.e., open connected set) U ⊂ C is called hyperbolic if C \ U contains at least
two points. We denote the density of the hyperbolic metric on U (i.e., the unique complete
conformal metric of constant curvature −1) by ρU (z). To each curve γ : (a, b)→ U we assign
the hyperbolic length ℓU (γ) :=
∫
γ
ρU (z)|dz| of γ. For any two points z, w ∈ U the hyperbolic
distance dU (z, w) is the smallest hyperbolic length of a curve connecting z and w in U .
Pick’s theorem [17, Theorem 2.11] states that, any holomorphic map f : V → U between
two hyperbolic domains does not increase the respective hyperbolic metrics. In fact, it is a
local isometry if and only if f is a covering map; otherwise f is a strict contraction.
In particular, if V ( U , then ρV (z) > ρU (z) for all z ∈ V .
We will use the following standard estimates on the hyperbolic metric of a hyperbolic domain
U ⊂ C [17, Corollary A.8]:
1
2 · dist(z, ∂U) ≤ ρU (z) ≤
2
dist(z, ∂U)
, (2.1)
where the inequality on the left-hand side only holds if U is simply-connected.
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By the Uniformization Theorem [17, Theorem 2.1], any hyperbolic domain U is conformally
isomorphic to a quotient of the form D/Γ, where Γ is a Fuchsian group acting on D. Let
π : D→ U be a universal covering map.
A geodesic on U is the image of a geodesic in D, i.e. an arc of a circle orthogonal to S1. If
g is a geodesic connecting two points z, w ∈ U , then g has minimal hyperbolic length among
curves connecting z and w in the same homotopy class (understood, as usual, relative ∂U).
It will often be important to know that we can replace any curve by a geodesic in the same
homotopy class.
Proposition 2.2 [27, Lemma 3]. Suppose that γ : [0,∞]→ U is a curve with γ((0,∞)) ⊂
U . Then there exists a unique geodesic g of U that is homotopic to γ.
Suppose that w is an isolated point of ∂U ; such a point is called a puncture. By [12,
Proposition 3.8.9], there exists a covering map p : D∗ → U such that p extends to a continuous
map D→ C, sending 0 to w, and such that, for sufficiently small ε > 0, the restriction
p : Dε(0) \ {0} → U is one-to-one. If ε has this property, then the simple closed curve hε(w) :=
p(∂Dε(0)) is called a horocycle at w; the component Hε(w) of U \ hε(w) whose boundary is
hε(w) ∪ {w} is called a horosphere at w.
The following result states that geodesics on hyperbolic domains will stay away from the
punctures.
Lemma 2.3 [13, Lemma 2]. Let U be a hyperbolic domain and let w be a puncture of U .
There exists ε > 0 such that each simple geodesic entering the horosphere Hε(w) ends at the
point w.
2.3. Tracts and external addresses
Next, we want to review the constructions of tracts and external addresses for a function f
with bounded postsingular set, following [25, 26].
Let D be any Jordan domain containing P (f) and define A := C\D and G := f−1(A). Then
each component T of G is a simply-connected unbounded domain whose boundary ∂T is a
Jordan arc tending to ∞ at both ends. Such a component T is called a tract of the function f ;
the restriction f : T → A is a universal covering [6, Theorem 1.1]. There can be only finitely
many tracts having non-empty intersection with D.
Next, we choose a curve α ⊂ A not intersecting any tract T , such that α connects ∂D to
∞. The preimage f−1(α) induces a partition of each tract, cutting it into countably many
components called fundamental domains. Every such domain is mapped conformally to A\α
under f .
If z ∈ C with fn(z) ∈ A for all n ≥ 0, then the external address of z is the sequence s =
F0F1F2... of fundamental domains defined by f
n(z) ∈ Fn. Note that the fact that α ∩ T = ∅
for any tract T of f guarantees that fn(z) does indeed belong to a (unique) fundamental
domain. If z ∈ I(f) then there exists an integer n0 such that |fn(z)| ∈ A for all n ≥ n0. Let σ
denote the one-sided shift operator, i.e. σ(F0F1F2...) = F1F2F3... . We say that s is periodic if
σn(s) = s for some n ≥ 1 and preperiodic if some image σn(s) of s, n ≥ 1, is periodic but not
s itself.
Definition 2.4 (Dynamic rays and ray tails). A ray tail of f is an injective curve
g : [t0,∞)→ I(f)
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Figure 1. Tracts and fundamental domains of a function f ∈ B.
(where t0 > 0) such that for each n ∈ N, limt→∞ fn(g(t)) =∞ and such that, as n→∞,
fn(g(t))→∞ uniformly in t.
A dynamic ray of f is then a maximal injective curve g : (0,∞)→ I(f) such that g|[t0,∞) is
a ray tail for every t0 > 0.
If g is a dynamic ray, then there exists t0 > 0 such that, for each n ≥ 0, the curve
fn(g([t0,∞))) is contained in a fundamental domain Fn. The sequence s = F0F1F2 . . . is called
the external address of g.
It is not difficult to check that any periodic ray, as defined in Definition 1.1, is indeed a
dynamic ray in the sense of Definition 2.4 with a periodic external address.
Conversely, any dynamic ray g with fn(g) ⊂ g is a periodic ray in the sense of Definition
1.1, after a suitable reparametrization. It is less obvious that any dynamic ray with a periodic
external address is also itself periodic. However, if there were two dynamic rays, say g1 and
g2, with the same external address, it would follow from the proof of [24, Corollary 3.4] that
g1 is a subset of g2 or the other way around (the stated reference implies only that g1 and g2
intersect but the proof shows more, namely that one of the two rays would have to be a subset
of the other one). It would then follow from [24, Lemma 3.3] that g1 equals g2.
2.4. Geometrically finite maps
Set
PJ := P (f) ∩ J (f) and PF := P (f) ∩ F(f).
Recall that by Definition 1.2, f is called geometrically finite if S(f) ∩ F(f) is compact and
PJ is finite. Note that every such map belongs to the class B. Furthermore, since P (f
n) =
P (f) and F(fn) = F(f), it follows that every iterate of a geometrically finite map is again
geometrically finite.
Following McMullen [15], a rational function R is called geometrically finite if P (R) ∩ J (R)
is finite. Using classical results on dynamics of rational maps one can easily deduce that the
Fatou set of such a map is the union of finitely many attracting and parabolic basins [15,
Chapter 6]. The following statement shows that the same holds for a geometrically finite entire
transcendental map.
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Proposition 2.5. Let f be a geometrically finite entire transcendental function. Then the
Fatou set of f is either empty or consists of finitely many attracting and parabolic basins.
Furthermore, every periodic cycle in the Julia set is repelling or parabolic.
Proof. First note that f cannot have wandering domains. Indeed, if W was a wandering
domain, then all limits of orbits of points in W would belong to PJ [4, Theorem], and hence
the iterates in W would converge locally uniformly to a single periodic orbit in PJ . This orbit
clearly cannot be repelling or parabolic. By a result of Perez-Marco [18], this orbit also cannot
be irrationally indifferent. Hence f has no wandering domains. Additionally, if f had a Siegel
disk, then its boundary would be contained in P (f) [3, Theorem 7]. This is again impossible
because PJ is finite, so f has no Siegel disks. Thus the Fatou set is the union of attracting and
parabolic basins.
The set of attracting and parabolic basins forms an open cover of the compact set S(f) ∩
F(f). Hence there exist finitely many attracting and parabolic basins that cover this set. On
the other hand, every attracting or parabolic basin must contain at least one point of S(f) [3,
Theorem 7]. This proves the first claim.
Furthermore, if z0 was a Cremer point of f , then there would be a sequence wk of points
in P (f) converging nontrivially to z0 [17, Corollary 14.4]. Since PJ is finite and PF ∩ J(f)
consists of finitely many parabolic cycles, this is also impossible.
Remark. In particular, if f is geometrically finite, then P (f) is bounded.
Recall that f is called subhyperbolic if it is geometrically finite and has no parabolic cycles.
Note that an entire function is subhyperbolic if and only if PF is compact and PJ is finite. An
entire function is called postsingularly finite if P (f) is finite. The Fatou set of such a map is
either empty or the union of finitely many superattracting basins. Clearly, every postsingularly
finite map is subhyperbolic, and in particular geometrically finite.
3. Geometric constructions and dynamics
To prove our main theorem we will use a hyperbolic domain U such that our function f is
expanding with respect to the hyperbolic metric of U , and such that U has simple topology.
Our requirements are formalized in the following definition.
Definition 3.1 (Admissible expansion domain). Let f be an entire transcendental function
and let z0 be a fixed point of f which is either repelling or parabolic. A domain U = U(f, z0) ⊂
C is called an admissible expansion domain of f at z0, if the following properties hold:
(a) U ⊂ C \ (P (f) ∪ {z0}) and ∞ is an isolated boundary point of U .
(b) f−1(U) ( U .
(c) U is finitely-connected. Furthermore, U 6= C \ P (f).
(d) The point z0 ∈ ∂U is accessible from U . If K0 is the component of C \ U containing z0,
then K0 \ {z0} has finitely many components.
Note that every map for which there is an admissible expansion domain at some repelling
or parabolic fixed point must have a bounded postsingular set. Furthermore, it follows from
Definition 3.1 and [3, Theorem 7] that, if z0 ∈ C is a puncture of U , then z0 is a repelling fixed
point of f . We will show later that, if P (f) is finite, then we can choose C \ U to be finite as
well.
Also note that if U is an admissible expansion domain of f at z0, then U is also an admissible
expansion domain of fn at z0.
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Let U be an admissible expansion domain of f . Observe that by Lemma 2.1, U is hyperbolic.
By definition, there exists at least one point w ∈ C \ (U ∪ P (f)). Note that w has has infinitely
many preimages under f ; otherwise, w would be a (Picard) exceptional value but every such
point is also an asymptotic value of f [11, Chapter 5, Theorem 1.1].
Standing assumption. Throughout Section 3.1 and 3.2 we will assume that f is an
entire transcendental map and z0 is a repelling or parabolic fixed point of f with an admissible
expansion domain, denoted by U .
As mentioned in the introduction, we will prove that Theorem 1.3 holds when we replace
the condition that f is geometrically finite by the property that every iterate of f has an
admissible expansion domain at every repelling or parabolic fixed point. It will become clear
that the existence of admissible expansion domains is what is essential for our idea to work.
We will show in section 3.3 that every iterate of a geometrically finite map has an admissible
expansion domain at any of its repelling or parabolic fixed points; we will also give an example
of a map which is not geometrically finite but to which our methods still apply.
We note that we do not require that f has finite order. Indeed, we will prove a general
combinatorial statement (Theorem 3.3), requiring only our standing assumption. Theorem 1.3
will then be deduced by applying this result to an iterate of the original geometrically finite
function of finite order.
3.1. Legs and the leg map L
Definition 3.2. A leg is an injective curve γ : [0,∞]→ U ∪ {z0,∞} such that
(i) γ|(0,∞) ⊂ U ,
(ii) γ(0) = z0 and γ(∞) =∞.
Two legs γ1 and γ2 are called equivalent (γ1 ∼ γ2) if they are homotopic in U relative to the
set of endpoints {z0,∞}. For a leg γ we will denote its equivalence class by [γ].
By assumption, z0 is not a critical point of f , so every leg ending at z0 has a unique preimage
curve ending at z0 and this is again a leg. The map which assigns such a pullback to each leg
γ will be called the leg map and denoted by L . As usual, we will denote the n-th iterate of L
by L n.
It follows from the Homotopy Lifting Property that if γ1 ∼ γ2, then this also holds for their
images, i.e. L (γ1) ∼ L (γ2). Hence, the leg map L descends to a map on the set of equivalence
classes of legs.
We will often replace pieces of arbitrary legs by pieces of geodesics in their homotopy classes,
which is possible by Proposition 2.2. We will call a leg that is a geodesic with respect to the
hyperbolic metric on U a geodesic leg.
We are now able to formulate the main result of Section 3.
Theorem 3.3. Let γ be a leg. Then there exist integers m and n such that Lm(γ) ∼
L n(γ).
The proof of this theorem will be given at the end of Section 3.2.
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Figure 2. Legs belonging to three different equivalence classes.
3.2. Iteration of L and a finiteness statement
From now on, let us denote the density of the hyperbolic metric on the admissible expansion
domain U of f at z0 by ρU (z). We define
V := f−1(U).
Note that V does not have to be connected. Every component Vi of V is again a hyperbolic
domain with corresponding density map ρVi . If z ∈ V , then z lies in a unique component Vi
and for simplicity, we will denote the density of the hyperbolic metric at z by ρV (z).
Proposition 3.4. Let Y ⊂ U be a compact connected set with finitely many boundary
components. Then there exists a constant η < 1 such that
ρU (z) < η · ρV (z) holds for all z ∈ f−1(Y ).
Proof. For any compact subset of f−1(Y ) there is certainly such a constant η, since ∂Y
has only finitely many components. Hence we have to consider only sufficiently large points
z˜ ∈ f−1(Y ).
Let w ∈ C \ (U ∪ P (f)) be a non-exceptional value of f . Then w has infinitely many
preimages under f and all but finitely many of them are contained in U\V .
Claim. There exists a sequence wj ∈ U\V and a constant K > 1 such that |wj+1| ≤ K|wj |
and f(wj) = w holds for all j ∈ N.
Proof of claim. A sketch of a proof can be found in [22, proof of Lemma 5.1]. For
completeness we will elaborate the arguments given in [22].
Let γ ⊂ U be a Jordan curve, such that the bounded component of C\γ contains S(f) but
not w, and let U∞ denote the unbounded component of C\γ. Then f−1(U∞) is a countable
union of tracts Ti and f |Ti : Ti → U∞ is a universal covering for every i. Let us pick a tract T0.
Since w ∈ U∞, there is an infinite sequence wi of preimages of w in T0, such that the distance
dT0(wi, wi+1) measured in the hyperbolic metric of T0 is constant.
We can assume w.l.o.g. that 0 6∈ T0, and so by equation 2.1 we obtain
ρT0(z) ≥
1
2|z| .
Let A := dT0(wi, wi+1). It follows that
A = inf
γ
∫ t1
t0
ρT0(γ(t)) · |γ
′
(t)|dt ≥ inf
γ
∫ t1
t0
|γ′(t)|
2|γ(t)|dt =
1
2
(log |wi+1| − log |wi|),
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where γ : [t0, t1]→ T0 is any rectifiable curve that connects w0 and w1. Hence
|wi+1| ≤ e2A |wi|.
The claim now follows with K = e2A > 1.
Recall that U contains a punctured disk at ∞, hence
ρU (z) ≤ O
(
1
|z| · log |z|
)
as z →∞.
On the other hand, V ⊂ C \ {wn}, and it follows from [22, Proposition 2.1] that
ρV (z) ≥ O
(
1
|z|
)
as z →∞.
Hence ρU (z)/ρV (z)→ 0 as z →∞ and the statement follows.
Proposition 3.5. Assume that z0 is an isolated boundary point of U . Then for every horo-
sphere Hε(∞) there exists a horosphere Hδ(z0) such that Hδ(z0) ⊂ U\Hε(∞) ∪ f−1(Hε(∞))
and f(Hδ(z0)) ⊃ Hδ(z0).
Furthermore, δ can be replaced by any δ˜ < δ.
Proof. First recall that z0 is neccessarily a repelling fixed point of f .
The first statement is obvious since z0 /∈ Hε(∞) holds for any horosphere Hε(∞) and since
z0 is a fixed point of f .
There exist a covering map p : D∗ → U and a constant 0 < τ < 1 such that p maps Dτ (0) \
{0} one-to-one to the horosphere Hτ (z0) := p(Dτ (0) \ {0}) at z0. By the Riemann Removable
Singularity Theorem, the embedding p|Dτ (0)\{0} can be continued holomorphically to 0.
For any δ < τ let hδ(z0) = p(Sδ), where Sδ := ∂Dδ(0), and denote by i(δ) and o(δ) its inner
and outer radius, respectively. Clearly, i(δ), o(δ)→ 0 as δ → 0 as well as
o(δ)
i(δ)
→ 1 as dist(hδ(z0), z0)→ 0.
By composing f with a linear transformation, we can assume that z0 = 0, so the power series
of the function f has the form
f(z) = µ(0) · z +O(z2)
in a neighbourhood of 0, where µ(0) is the multiplier of 0. Let |z| = i(δ). Then∣∣∣∣f(z)z
∣∣∣∣ ≥ |µ(0)| · i(δ)−O(i(δ)2)i(δ) = |µ(0)| −O(i(δ)) > o(δ)i(δ)
for every sufficiently small δ. Hence every point z ∈ hδ(0) is mapped outside the circle at 0
with radius o(δ) and the statement follows.
Recall that our goal in Section 3 is to prove Theorem 3.3 which states that the iteration of
the leg map produces only finitely many equivalence classes of legs. Since equivalence classes of
legs arise, roughly speaking, by winding around components of ∂U , we want to find a compact
subset Y of U so that producing additional homotopy implies increase of length of leg-pieces
contained in Y . By choosing Y so that Proposition 3.4 applies, we can later use uniform
contraction arguments to control the lengths of the considered pieces of legs.
Note that if γ is any leg, it is fairly impossible to make useful statements about the location
of its iterated images L n(γ) related to an arbitrary compact set Y . Only by constructing Y
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carefully using hyperbolic geometry and working with geodesic legs rather than arbitrary legs,
we obtain additional tools that enable us to control the lengths of geodesic leg-pieces.
Theorem 3.6. There exists a compact path-connected set Y ⊂ U with finitely many
boundary components such that:
(a) If g is a geodesic leg, then g ∩ Y is non-empty and connected. Furthermore, if K1 and K2
are distinct components of Ĉ \ U , thenK1 andK2 are contained in two distinct components
of Ĉ \ Y .
(b) Let C(z0) and C(∞) denote the components of U \ Y that contain z0 and∞, respectively,
as boundary points, and for a leg γ, denote by ℓ˜U (γ) the hyperbolic length in U of the
longest subpiece of γ connecting the boundaries of C(z0) and C(∞) in U . Then there
exists a constant 0 < P <∞, such that if g is a geodesic leg and γ ∈ [g] is another leg,
then ℓ˜U (g) ≤ ℓ˜U (γ) + P .
(c) There exists a constant 0 < M <∞, such that if g is a geodesic leg, then there exists a
leg γ1 ∈ [L (g)] with ℓ˜U (γ1) ≤ ℓU (L (g) ∩ f−1(Y )) +M .
Proof. Let p0, . . . , pn be the punctures of U including∞, so let us assume that pn =∞. For
every i = 0, . . . n choose a sufficiently small horosphere Hδi(pi) which satisfies the conclusion of
Proposition 2.3, and such that Hδi(pi) ∩Hδj (pj) whenever i 6= j. Recall from Section 2.3 that
f−1(Hδn(∞)) is a countable union of tracts Ti, and any compact subset of U can intersect only
finitely many tracts. If z0 is one of the punctures, say z0 = p0, we also require that Hδ0(z0)
satisfies the conclusion of Proposition 3.5. Define
Y1 := U \
n⋃
i=0
Hδi(pi).
Case I: C \ U is finite
Let Y := Y1. Clearly, Y is a compact path-connected set with finitely many boundary
components.
(a): If g is a geodesic leg, then g does not intersect hδi(pi) for all 1 ≤ i ≤ n− 1, while it
intersects hδ0(z0) and hδn(∞) exactly once [12, Proposition 3.3.9], so in particular g ∩ Y is
non-empty and connected. Since every puncture of U belongs to a unique component of Ĉ \ Y ,
statement (a) follows.
(b): Observe that among all curves in a given homotopy class which connect the two
horocycles hδ0(z0) and hδn(∞), the unique geodesic realizes the smallest distance, hence the
claim follows with P = 0.
(c): If g is any geodesic leg, then, by (a), g intersects ∂C(z0) and ∂C(∞) exactly once, while
it does not enter any other horosphere. Also recall that by Proposition 3.5, the inverse branch
of f that maps z0 to itself maps C(z0) into itself. Hence the only components of Y \ f−1(Y )
that might have non-empty intersection with L (g) ∩ Y are domains that arise as intersection
of U \Hδn(∞) and a tract T (a component of f−1(Hδn(∞))), that eventually contains L (g).
Observe that L (g) intersects ∂T in exactly one point, say w0 = L (g)(t0), while it is possible
that L (g) has more than one intersection point with hδn(∞) lying in T (see Figure 3(a)). Let
w1 = L (g)(t1) be the last intersection point of L (g) and hδn(∞).
If t0 ≥ t1, then the longest subpiece of L (g) connecting ∂C(z0) and hδn(∞) is itself a
subpiece of L (g) ∩ f−1(Y ) and the claim follows with γ1 = L (g) and M = 0.
Otherwise, let L
′
(g) denote the subpiece of L (g) connecting w0 and w1. Clearly, L
′
(g) ⊂ T .
Since g|Hδn (∞) is a geodesic in Hδn(∞), it follows that L (g)|T is a geodesic in T , hence L
′
(g)
is a subpiece of a geodesic in T connecting w0 to∞. Recall that ∂T is an analytic curve, hence
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Figure 3. (a): The image L (g) of a geodesic leg g: L (g) intersects ∂T exactly once, while it
can have more than one intersection point with hδn(∞), (b): The point z0 is a non-isolated
boundary point contained in the component K0 of C \ U : the separating curves Jj0 intersect
only in z0.
ℓU (L
′
(g)) depends continuously on the point w0. Furthermore, the set of those points w ∈ ∂T
for which the geodesic in T from w to ∞ intersects hδn(∞) is a compact subset of U . Together
with the fact that only finitely many tracts intersect the set Y , this implies that there is a
finite number M such that ℓU (L
′
(g)) ≤M . Hence ℓ˜U (L (g)) ≤ ℓU (L (g) ∩ f−1(Y )) +M .
Case II: C \ U is infinite
It follows from Definition 3.1(a), (c) that C \ U is a finite union of compact sets. Let
K1, . . .Km be those components of C \ U that are not punctures of U .
Now let Ki be a component such that Ki ∩ {z0} = ∅. By the Plane Separation Theorem [30,
Chapter VI, Theorem 3.1] there exists a simple closed curve Ji, entirely contained in U , which
separates Ki from any other component of Ĉ \ U . By [12, Proposition 3.3.8, Proposition 3.3.9],
there is a unique geodesic αi which is a simple closed curve homotopic to Ji. Denote by αˆi the
component of U\αi whose boundary consists of αi ∪ ∂Ki.
Let
Y2 := Y1 \
m⋃
i=0
αˆi,
where the union is taken over all components Ki of C \ U such that Ki ∩ {z0} = ∅. By [12,
Proposition 3.3.9] any two geodesics αi 6= αj are disjoint and by our initial choice, any two
horocycles hδj (pj) or geodesics αi are disjoint as well. Hence the obtained set Y2 is a subset of
U with finitely many boundary components, each of which is either a horocycle hδj (pj) or a
simple closed geodesic αi.
Case IIa: z0 is a puncture of U
Define Y := Y2. By construction, Y is a compact and path-connected set with finitely many
boundary components.
(a): Let g be a geodesic leg. Since the boundary of Y consists of geodesics and horocycles
and since g intersects only the horocycles at z0 and ∞, it follows that g ∩ Y is connected.
Furthermore, it follows from the previous construction that every component of ∂Y surrounds
exactly one component of ∂U , hence (a) follows.
(b)-(c): These statements follow by exactly the same arguments as in case I.
LANDING OF GEOMETRICALLY FINITE ENTIRE MAPS Page 13 of 19
Case IIb: z0 is not a puncture of U
Let K0 be the component of C \ U that contains z0. By Definition 3.1(d), K0 \ {z0} has
finitely many components, say K10 , . . . ,K
l
0. It follows from the Plane Separation Theorem
that for every j = 1, . . . l there is a simple closed curve Jj0 ⊂ U ∪ {z0} that separates Kj0 from
every component of Ĉ \ U other than K0, as well as from every Ki0, where i 6= j. Furthermore,
Jj0 ∩ ∂U = {z0} (see Figure 3(b)). Each Jj0 is homotopic relative the start- and endpoint z0
to a unique geodesic βj in U , and any two such geodesics βj and βk intersect only in z0. For
every j = 1, . . . , l let βˆj be the component of U \ (βj ∪ {z0}) bounded by ∂Kj0 , βj and {z0}
(see Figure 4(a)), and let
Y3 = Y2\
l⋃
j=1
βˆj .
It follows that Y3 ∩ ∂U = {z0} and that z0 is accessible through exactly l sectors, each of
which lies between two geodesics βj and βj+1 (modulo l).
Let λj , j = 1, . . . , l, be a collection of simple geodesic arcs, each of which connects a point
in βj to a point in βj+1, such that the domain Λj bounded by λj , {z0}, βj and βj+1 is a
simply-connected subdomain of U (see Figure 4(b)). Define
Y := Y3\
l⋃
j=1
Λi.
(a): The statement follows by exactly the same arguments as in case IIa.
(b): Let C(z0) denote the unique component of C\Y that contains z0 and set P =
ℓU (∂C(z0)) + ℓU (hδn(∞)). Now, g ∩ Y does not necessarily realize the shortest distance
between ∂C(z0) and hδn(∞) in its homotopy class; still, if γ is a leg in [g], then there exists a
component γ
′
of γ ∩ Y which is homotopic to g ∩ Y relative ∂C(z0) ∪ hδn(∞) and we obtain
ℓ˜U (g) = ℓU (g ∩ Y ) ≤ ℓU (γ′) + P ≤ ℓ˜U (γ) + P .
(c): Recall that there is a unique j ∈ {1, . . . , l} such that g itersects λj ; their intersection
point, say s, is unique and the piece of g connecting z0 and s is entirely contained in Λj. Let
Λ˜j be the component of f
−1(Λj) such that L (g) intersects ∂Λ˜j and let s˜ be their unique
intersection point. Observe that the piece of L (g) that connects z0 and s˜ is entirely contained
in Λ˜j .
If L (g) ∩ Λ˜j ∩ (U \ C(z0)) = ∅, then the situation is reduced to the previous case and we
can choose γ1 = L (g).
Otherwise, we replace the subpiece of L (g) that connects z0 and s˜ by the unique homotopic
geodesic ζ of the hyperbolic domain Λ˜j connecting z0 and s˜. If s˜ ∈ C(z0), then we are only
interested in the longest piece of ζ connecting two points in ∂C(z0), and otherwise in the longest
piece of ζ that connects ∂C(z0) and s˜. Again, by continuity and compactness arguments (as
in the case of intersections with tracts), it follows that the length in U of every such piece
is globally bounded. The claim now follows from the fact that there are only finitely many
domains Λ˜j .
Proof of Theorem 3.3. Let Y be a compact set that satisfies the conclusions of Theorem
3.6. By Proposition 3.4 there exists a constant η < 1 such that ρU (z) < η · ρV (z) holds for all
z ∈ f−1(Y ). Hence if c ⊂ f−1(Y ) is any rectifiable curve, then ℓU (c) < η · ℓU (f(c)).
Let g be a geodesic leg. By Theorem 3.6(c) there exists a universal constant M > 0 and
a leg γ1 ∈ [L (g)] such that ℓ˜U (γ1) ≤ ℓU (L (g) ∩ f−1(Y )) +M . Together with the uniform
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Figure 4. (a): Every region βˆj is bounded by βj ∪ ∂Kj0 ∪ {z0}, (b): geodesics λ1 and λ2, one
for each sector through which z0 is accessible.
contraction this yields the estimate
ℓ˜U (γ1) ≤ ℓU (L (g) ∩ f−1(Y )) +M < η · ℓU (g ∩ Y ) +M.
Let g1 ∈ [L (g)] be a geodesic leg. By Theorem 3.6(a), g1 ∩ Y is connected, hence ℓ˜U (g1) =
ℓU (g1 ∩ Y ). It then follows from Theorem 3.6(b) that there exists a universal constant P > 0
such that ℓ˜U (g1) ≤ ℓ˜U (γ1) + P . Altogether, we obtain
ℓU (g1 ∩ Y ) = ℓ˜U (g1) ≤ ℓ˜U (γ1) + P ≤ η · ℓU (g ∩ Y ) +M + P.
By proceeding inductively it follows that if gn ∈ [L n(g)] is the geodesic leg, then
ℓU (gn ∩ Y ) < ηn · ℓU (g ∩ Y ) + (P +M) ·
n−1∑
i=0
ηi.
So in particular, if L > P+M1−η and ℓU (g ∩ Y ) < L, then ℓU (gn ∩ Y ) < L. Recall that by Theorem
3.6 every component of Ĉ \ Y contains exactly one component of Ĉ \ U , hence there can be
only finitely many geodesic legs with globally bounded length. So for all n ∈ N, the geodesic
legs gn belong to only finitely many equivalence classes.
3.3. Admissible expansion domains of geometrically finite maps
We will now show that geometrically finite maps have admissible expansion domains. Such
maps provide us with many examples to which our main result applies. Still, there are functions
that admit expansion domains but are not geometrically finite; an example will be given at the
end of this section.
Proposition 3.7. Let f be a geometrically finite map and let z0 be an arbitrary but fixed
repelling or parabolic fixed point of f . Then f has an admissible expansion domain U at z0.
Furthermore, if f is postsingularly finite, then U can be chosen such that C \ U is finite.
Proof. Case I: P (f) is finite
Recall that f cannot have any parabolic cycles. If z0 /∈ P (f), then define U := C \ (P (f) ∪
{z0}). Otherwise, since every function in class B has infinitely many repelling fixed points
[14], there is a repelling fixed point w of f that belongs to C \ P (f). In this case define
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U := C \ (P (f) ∪ {z0, w}). In both cases there is a point in C \ (U ∪ P (f)) that has preimages
arbitrarily close to ∞.
The set U is open, connected and finitely-connected, ∞ is an isolated boundary point and
C \ U is a finite union of points. Since f(P (f)) ⊂ P (f), it follows that f−1(U) ⊂ U . But the
set f−1(C \ U) is not compact, hence it follows that f−1(P (f)) 6= P (f) and f−1(U) ( U .
Furthermore, z0 is an isolated boundary point and hence accessible from U .
Case II: P (f) is infinite
Recall that in this case F(f) 6= ∅.
Claim. There exists a full set K whose boundary has only finitely many components such
that PF ( K ⊂ (F(f) ∪ Par(f)) and f(K) ( K.
Proof of claim. Denote by Sa the set of those singular values of f that are attracted by
a cycle in Attr(f). For every point in Attr(f) we choose a linearising neighbourhood; let A be
their union. So A is a finite union of Jordan domains and it satisfies Attr(f) ⊂ A and f(A) ⊂ A.
Since Sa is a compact subset of the Fatou set, we have that da := dist(Sa,J (f)) > 0. For each
point z ∈ Sa we pick a Euclidean disk D(z) of radius less than da/2 centered at z. The union
of these disks forms an open cover of Sa and since the set is compact, there is a subcover
consisting of finitely many disks, say D(z1), . . . , D(zn). Let Ca = ∪ni=1D(zi). Each of the disks
D(zi) is mapped into the set A after finitely many iterations, hence there is an integer na such
that fna(Ca) ⊂ A. Define Ka to be the union of the sets A and
⋃na−1
j=0 f
j(Ca).
Denote by Sp the set of those singular values of f that are attracted by a cycle in Par(f)
and let q ∈ Par(f). For simplicity let us assume that q is a fixed point of multiplicity n+ 1,
where n > 0; the periodic case is analogous. By the Parabolic Flower Theorem [17, Theorem
10.7] there are n (attracting) petals of arbitrarily small diameter attached to q. Let A1, . . . , An
be such a collection of petals at q. Then there is a positive number δ so that if |fn(z)− q| ≤ δ
holds for all n, then z is contained in some Ai [9, Chapter 1, §3.3]. Denote by Sqp the set of all
points in Sp that converge to q under iteration. For each point z ∈ Sqp we choose a Euclidean
disk D(z) centered at z with sufficiently small radius such that its closure is contained in the
Fatou set. As before, the union of these disks is a cover of Sqp and it has a subcover consisting of
finitely many disks, say D(z1), . . . , D(zm). Let Cq := ∪mi=1D(zm). There is an integer nq such
that fn(Cq) is contained in the δ-neighbourhood of q for all n ≥ nq. We now define the set Kq
to be the union of
⋃n
i=1 Ai and
⋃nq−1
j=0 f
j(Cq), and the set Kp to be the union of all sets K
q,
where q ∈ Par(f).
Observe that C\(Ka ∪Kp) is not necessarily connected. Define K to be the union of the set
Ka ∪Kp and the bounded components of its complement. Since f(Ka ∪Kp) ⊂ (Ka ∪Kp), it
follows that f(∂K) ⊂ K. Let K0 be a component of the interior of K. Then K0 and f(K0) are
bounded and so by the Open Mapping Theorem, ∂f(K0) ⊂ f(∂K0) ⊂ K. Hence f(K) ⊂ K and
by Montel’s Theorem, {fn|K0} is a normal family. It follows that the interior of K is contained
in the Fatou set. Furthermore, it follows from our construction that ∂K ∩ J (f) = Par(f),
f(K) ( K and that K has only finitely many boundary components, yielding the statement
of the claim.
We define
U := C\(P (f) ∪ {z0} ∪K). (3.1)
Since U is the complement of a full set, it follows that U is a domain with ∞ as an
isolated boundary point. Also, U 6= C \ P (f) since PF ( K. Furthermore, f(P (f) ∪ {z0} ∪
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K) ( (P (f) ∪ {z0} ∪K), hence f−1(U) ( U . Since ∂K has finitely many components and since
PJ is a finite set, it follows that U is finitely-connected.
If z0 is repelling, then it is a puncture of U and in particular an accessible boundary point.
If z0 is parabolic, then it belongs to a non-trivial component K0 of K, which is disjoint from
the repulsion vectors at z0, hence z0 is accessible [17, Lemma 10.5]. By construction, K0 is a
union of finitely many petals at z0, hence K0 \ {z0} has finitely many components.
Since every iterate of a geometrically finite map is again geometrically finite, we immediately
obtain the following statement.
Corollary 3.8. Let f be a geometrically finite map and let fn be an iterate of f . Then
for every repelling or parabolic fixed point zn of f
n, there is an admissible expansion domain
of fn at zn.
The map
f(z) =
12π2
5π2 − 48
(
(π2 − 8)z + 2π2
z(4z − π2) cos
√
z +
2
z
)
was introduced in [5] as an example of an entire transcendental function that has a completely
invariant Fatou component V , which contains an indirect singularity in its boundary. We will
state here some of the properites of f ; for more details see [5].
The map f has infinitely many critical values, all of which are contained in a closed interval
[0, y] ⊂ [0,∞), and which accumulate at the asymptotic value 0. Furthermore, 0 is a parabolic
fixed point of multiplier 1 and (0,∞) is contained in its basin of attraction V . So in particular,
S(f) ∩ F(f) is not a compact set and hence f is not geometrically finite.
Since f maps [0,∞) into itself and since every singular value of f converges to 0, there is
a compact intervall [0, y˜] that contains P (f) and is mapped by f into itself. It follows that if
z0 is any repelling or parabolic fixed point of f , then the domain U = C \ ({z0} ∪ [0, y˜]) is an
admissible expansion domain of f at z0. Moreover, if zn is a repelling or parabolic fixed point
of an iterate fn, then U = C \ ({zn} ∪ [0, y˜]) is an admissible expansion domain of fn at zn.
More generally, let fα(z) := αf(z). There exists a real number α0 > 1 such that for all
1 < α < α0 the map fα has an attracting fixed point xα > 0 whose basin of attraction Vα
contains (0,∞). Since for every such α the map fα has a repelling fixed point at 0, it follows
that 0 ∈ ∂Vα and so again, fα is not a geometrically finite map. Without remarkable differences
to the previous case, we can construct admissible expansion domains for every iterate fnα at
any of its repelling or parabolic fixed points.
4. Proof of the main theorem
This section is devoted to the proof of our main result; together with Corollary 3.8 and the
results from [26] it will imply Theorem 1.3 stated at the beginning of the article (see also
Corollary 4.2).
Theorem 4.1. Let f be an entire transcendental function, z0 a repelling or parabolic fixed
point of f and assume that there is an admissible expansion domain U of f at z0. If for any
periodic external address s there exists a periodic ray of f with address s, then there is a
periodic ray of f landing at z0.
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Proof. Let us pick a horosphere Hδ(∞) in the admissible expansion domain U . Recall that
the preimage of Hδ(∞) under f is a countable union of tracts, which we will denote by Ti.
Moreover, each tract Ti can be split into fundamental domains, depending on the choice of
a curve that connects hδn(∞) to ∞ without intersecting any of the tracts. Let us fix such a
selection of fundamental domains Fi. It is necessary to give an idea of how to define an external
address, which is respected by homotopies, for a leg γ.
So let γ be any leg. Note that γ does not even need to intersect a tract. On the other hand
L (γ) is eventually contained in a tract and L 2(γ) is eventually contained in a fundamental
domain. The application of this procedure to any other leg in [γ] leads to the same fundamental
domain.
Let g be a geodesic leg. By Theorem 3.3 the equivalence class [g] is eventually periodic.
Since U is also an admissible expansion domain of every fn, we can assume, by passing to a
suitable iterate, that [g] is actually fixed. We can also assume that g is eventually contained in
a fundamental domain, say F0, and so are its images, since by the previous discussion this is
true for all L n(g) with n ≥ 2. Hence we can assign to g the fixed external address
s = F0 = F0F0F0 . . . .
By assumption, there exists a periodic ray gs : (0,∞)→ C with address s, hence there is a
constant τ(gs) > 0 such that gs(t) ∈ F0 for all t ≥ τ(gs). There is also a constant τ(g) > 0 so
that g(t) ∈ F0 for all t ≥ τ(g). Let τ := τ(g) + τ(gs). We homotope g to a leg g˜ ∈ [g] by keeping
g|[0,τ(g)] fixed, such that g˜(τ) = gs(τ) and g˜(t) ∈ F0 holds for all t ≥ τ . Note that this is always
possible since every fundamental domain is a simply connected subset of U .
Now, the tails g|[τ,∞) and gs|[τ,∞) are both entirely contained in the same fundamental
domain F0, hence we can replace g|[τ,∞) by the ray tail gs|[τ,∞), without changing the
equivalence class.
When we apply L to the tails of g and gs, then the resulting curves approach ∞ through
the same fundamental domain F0, and the same holds for the following iterates. Hence, after
replacing a tail of g by a tail of the dynamic ray and applying L we again obtain a leg
eventually contained in F0. Now, we want to show that in the limit, the iteration of L on such
a leg yields a dynamic ray that lands at z0.
Let g˜(σ) =: x0 be a point on g˜ close to z0. The sequence of iterated images of x0 under
the leg map (more precisely, under the corresponding inverse branch of f) will converge to
the point z0. On the other hand, it follows from Pick’s Theorem that the hyperbolic length of
L n(g˜|(σ,τ)) decreases. Hence the sequence L n(g˜(τ)) also converges to z0, which means that
gs lands at z0.
Remark. If z is a point which is mapped to some fixed point z0 of f at which some periodic
ray of f lands, then z itself is the landing point of a preperiodic ray of f .
Corollary 4.2. Let f = f1 ◦ f2 ◦ ... ◦ fn be a geometrically finite map, where f1, ..., fn
belong to class B and have finite order of growth.
Then, every repelling or parabolic periodic point of f is the landing point of a periodic ray
of f . In particular, every singular value in J (f) is the landing point of a dynamic ray.
Proof. Let z0 be an arbitrary but fixed repelling or parabolic periodic point of f of period n.
Then z0 is a repelling or parabolic fixed point of f
n and by Corollary 3.8 fn has an admissible
expansion domain at z0. Note that f
n also can be written as a finite composition of maps in
class B with finite order.
It follows from [20, Theorem 2.4] and [26, Proposition 4.5, Theorem 4.2] that for every
periodic external address there is a corresponding periodic ray of fn. Theorem 4.1 finally
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implies that z0 is the landing point of a periodic ray of f
n. Since every periodic ray of fn is
also a periodic ray of f and since z0 was an arbitrary repelling or parabolic periodic point of
f , we obtain the first claim.
The second claim follows now immediately, since every singular value in J (f) is eventually
mapped onto a repelling or parabolic cycle.
Remark. The existence of periodic rays for a map f as in Corollary 4.2 also follows from
a combination of results by Baranski [2, Theorem C] and Rempe [22, Theorem 1.1].
Remark 4.3. Let f be a map as in Corollary 4.2. We can associate a dynamical partition
to f , as done for exponential and cosine maps (see [28, Section 4.1], [29, p. 7]), as follows:
Let us assume that all singular values of f belong to J (f); the case when F(f) 6= ∅ uses
similar ideas. Recall that J (f) = C. By Corollary 4.2 every singular value wi of f is the landing
point of an eventually periodic ray, say gi. Let
D := C \
⋃
i
(gi ∪ wi).
Then D is a simply connected domain and f : f−1(D)→ D is a covering map. We call f−1(D)
a dynamical partition of C. The components Ii of D are simply-connected domains, called
itinerary domains, and the restriction f |Ii : Ii → D is a conformal map for any i.
Such a partition is very useful for studying dynamics of f in combinatorial terms; for instance,
since no singular value of f escapes to ∞, every dynamic ray of f is contained in a unique
itinerary domain.
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