I. A Simplified
Example Eleven black bank tellers work at a business that employs 120 whitest.
After one of the black employees is denied promotion four times, she sues the bank for racial discrimination.
One of the statistics that is used in the trial is the number of black employees that are paid less than the average white salary (9 out of the 11). This statistic is noted by one of the judges on the trial as seeming to affirm the plaintiff's case, but little is done to analyze it.
A naive approach to analyze the statistic would be to note that the number of blacks earning less than the number of whites is simply a sign statistics, with a binomial distribution. We will denote this statistic &I.
In this case, we are testing the null hypothesis that the distribution of the black salaries is equal to that of the white salaries. In this circumstance, we assume that a black is equally likely to be above or below the mean, and hence the probability density of Sir is:
Pr(Sr1 = Ic} = 'k' 0 0.511, where (g> is simply the binomial coefficient.
in the case given, the one sided p value! is Pr(Sil 2 9) = 0.037, which, at a 0.05 level, would be strong enough evidence to reject the null hypothesis and to accept the claim that blacks were paid less than whites.
There is a problem with this naive approach, because the mean of the white salaries is a random quantity.
The business had a fairly constant turnover of staff and the average salary of the white staff depended on the experience and seniority of the white employees.
This introduces an unwanted correlation structure into our problem. Before, going further, let us introduce some notation. Let the random variables Wi, i = 1,. . . , NW be the salaries of the white employees in our sample, let us further assume that these random variables are independent, having mean pw and variance a&.
Also, let the random variables Bi i = 1,. . . , Nn be the salaries of the black employees in our sample.
Again, we assume that they are independent, having mean pw and variance ai.
Further more, we assume that Bi is independent of Wj l<_isNnandlsj<Nw.
Our sign statistic is then based on the quantities and these quantities are no longer independent but have a positive correlation.
The covariance between the Ri is
An hence, the correlation is z& Corr(R,-, Rf) = Nw , CT; -t $ l<i<j<NB which is always positive, and is constant for all pairs of R;.
The effect of positive correlation on the sign statistic is to spread the distribution.
As the correlation approaches 1, the probability that either all the Ri will be positive or all of them will be negative also approaches 1. The naive approach of just using the binomial distribution will be too liberal, rejecting the null hypothesis more frequently than should be the case. If we assume that the data are normal and have the same variance, we can compute the distribution of the sign statistic (Gastwirth and Grier, 1988) . That distribution is:
This example is a simplified version of an analysis used in the appeal of Watson v Fort Worth Bank k Trust (798 F.2d 791 (5th Cir. 1986) ). While paralleling the data in that case, the data presented in this paper are fictious, and are intended to illustrate the problems of the analysis. The case is discussed in full in Gsatwirth and Grier(lQ88). 5 The Wilcoxon would be a better statistic in this case, but the sign statistic was used in this csae and is commonly used in other caees because it has a meaning that is readily understood.
where @(z) is the cdf of the standard normal distribution, and p = Corr(R;, Rj), 1 i i < j 5 NB. While this is a valid solution, the formula does not easily generalize to more complicated models such as regression models. Furthermore, the assumption of a normal distribution is too restrictive for courtroom use, as it would be immediately challenged by an opposing attorney.
Except in cases where the data clearly follow a normal curve, the evidence will be weakened.
The bootstrap is one method we can use to estimate the distribution of the sign statistic.
We estimate the distribution of the sign statistic by doing a two stage random sample from the white data only. The algorithm is as follows: 
111.
Iv.
V.
Randomly draw, with replacement, a sample of size NW from the white data and compute the average. Randomly draw, with replacement, a second sample of size NB from the white data and compute R; l<iINB. From newly computed Ri, compute the sign statistic and record its value. Repeat steps I to III until variance of results is appropriate low.
Compute the probability density by dividing the accumulated number of times each sign statistic appeared by the number of times that you iterated steps I to III. This algorithm will estimate the distribution of the sign statistic under the assumption that the salaries of the Black population have exactly the same distribution as the salaries of the White population.
No further assumptions are made about the nature of that distribution. This is an advantage for the legal work, in that the underlying distributions are often not normal, as was true in the case of Watson v Fort Worth Bank, and the sample sizes are too small for normal approximations.
The bootstrap estimator is a consistent estimator of the probability (Bose, 1988) , and has all the other usual properties of the bootstrap (Ephron, 1983) . However, we can improve the accuracy of this estimator by applying the conditional monte car10 variance reduction transformation. Instead of doing our second random sample in step II of the algorithm, we note that we are simply doing binomial sampling with the probability that each Ri is positive equal to the number of white salaries greater than the estimated mean. This leads to an improved algorithm. The underlying assumptions for this last algorithm are under the null hypothesis, are that both the White and the Black salaries have a distribution F(y) k E {B, W}, and that the sample variance of the Black and White salaries are good estimators of en and uw respectively.
IV. Summary This is a problem that demands a nonparametric solution. The nature of legal statistics requires as few extra assumptions as possible. Furthermore, a good legal strategist should evaluate the quality of the result by calculating the power. The bootstrap is a method that fulfills those requirements.
In the regression setting, where an arbitrary correlation structure may exist, it presents the only tractable solution. The bootstrap is often applied naively, preparing the program to exactly model the sampling experiment. ln this case, as simple conditional variance reduction transformation can be easiiy applied.
