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Abstract 
 
Driven by technical, economic and environmental benefits for different stakeholders in the power 
industry, the electric distribution system is currently undergoing a major paradigm shift towards having 
an increasing portion of its growing demand supplied via distributed generation (DG) units. As the 
number of DG units increase; microgrids can be defined within the electric distribution system as electric 
regions with enough generation to meet all or most of its local demand. A microgrid should be able to 
operate in two modes, grid-connected or islanded. The IEEE standard 1547.4 enumerates a list of 
potential benefits for the islanded microgrid operation. Such benefits include: 1) improving customers’ 
reliability, 2) relieving electric power system overload problems, 3) resolving power quality issues, and 4) 
allowing for maintenance of the different power system components without interrupting customers. 
These benefits motivate the operation of microgrid systems in the islanded mode. However the microgrid 
isolation from the main grid creates special technical challenges that have to be comprehensively 
investigated in order to facilitate a successful implementation of the islanded microgrid concept. 
Motivated by these facts, the target of this thesis is to introduce new analysis and operational control 
algorithms to tackle some of the challenges associated with the practical implementation of the islanded 
microgrid concept. In order to accomplish this target, this study is divided into four perspectives: 1) 
developing an accurate steady-state analysis algorithm for islanded microgrid systems, 2) maximizing the 
possible utilization of islanded microgrid limited generation resources, 3) allowing for the decentralized 
operation of islanded microgrid systems and 4) enabling the islanded microgrid operation in distribution 
systems with high penetration of plug-in electric vehicles (PEVs).  
First for the steady-state analysis of islanded microgrid systems, a novel and generalized algorithm is 
proposed to provide accurate power flow analysis of islanded microgrid systems. Conventional power 
flow tools found in the literature are generally not suitable for the islanded microgrid operating mode. The 
reason is that none of these tools reflect the islanded microgrid special philosophy of operation in the 
absence of the utility bus. The proposed algorithm adopts the real characteristics of the islanded microgrid 
operation; i.e., 1) Some of the DG units are controlled using droop control methods and their generated 
active and reactive power are dependent on the power flow variables and cannot be pre-specified; 2) The 
steady-state system frequency is not constant and is considered as one of the power flow variables. The 
proposed algorithm is generic, where the features of distribution systems i.e. three-phase feeder models, 
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unbalanced loads and load models have been taken in consideration. The effectiveness of the proposed 
algorithm, in providing accurate steady-state analysis of islanded microgrid systems, is demonstrated 
through several case studies.                
Secondly, this thesis proposes the consideration of a system maximum loadability criterion in the optimal 
power flow (OPF) problem of islanded microgrid systems. Such consideration allows for an increased 
utilization of the islanded microgrid limited generation resources when in isolation from the utility grid. 
Three OPF problem formulations for islanded microgrids are proposed; 1) The OPF problem for 
maximum loadability assessment, 2) The OPF for maximizing the system loadability, and 3) The bi-
objective OPF problem for loadability maximization and generation cost minimization. An algorithm to 
achieve a best compromise solution between system maximum loadability and minimum generation costs 
is also proposed. A detailed islanded microgrid model is adopted to reflect the islanded microgrid special 
features and real operational characteristics in the proposed OPF problem formulations. The importance 
and consequences of considering the system maximum loadability in the operational planning of islanded 
microgrid systems are demonstrated through comparative numerical studies. 
Next, a new probabilistic algorithm for enabling the decentralized operation of islanded microgrids, 
including renewable resources, in the absence of a microgrid central controller (MGCC) is proposed. The 
proposed algorithm adopts a constraint hierarchy approach to enhance the operation of islanded 
microgrids by satisfying the system’s operational constraints and expanding its loading margin. The new 
algorithm takes into consideration the variety of possible islanded microgrid configurations that can be 
initiated in a distribution network (multi-microgrids), the uncertainty and variability associated with the 
output power of renewable DG units as well as the variability of the load, and the special operational 
philosophy associated with islanded microgrid systems. Simulation studies show that the proposed 
algorithm can facilitate the successful implementation of the islanded microgrid concept by reducing 
customer interruptions and enhancing the islanded microgrid loadability margins. 
Finally, this research proposes a new multi-stage control scheme to enable the islanded microgrid 
operation in the presence of high PEVs penetration. The proposed control scheme optimally coordinates 
the DG units operation, the shedding of islanded microgrid power demand (during inadequate generation 
periods) and the PEVs charging/discharging decisions. To this end, a three-stage control scheme is 
formulated in order to: 1) minimize the load shedding, 2) satisfy the PEVs customers’ requirements and 
3) minimize the microgrid cost of operation. The proposed control scheme takes into consideration; the 
variability associated with the output power of renewable DG units, the random behaviour of PEV 
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charging and the special features of islanded microgrid systems. The simulation studies show that the 
proposed control scheme can enhance the operation of islanded microgrid systems in the presence of high 
PEVs penetration and facilitate a successful implementation of the islanded microgrid concept, under the 
smart grid paradigm. 
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 Chapter 1
Introduction 
 
1.1 Motivation 
Driven by the urgent need to develop cleaner and more efficient, reliable, resilient, and responsive power 
grids, the energy sector is currently moving towards an era of smart grids [1], [2], [3]. From a 
functionality perspective, the smart grid technologies aim to deliver better system performance and to 
enable a wide spectrum of additional services and benefits to both customers and utilities. The main 
features of such smart grid setup are; 1) transforming the electrical power system from the centralized 
paradigm to a deregulated paradigm, 2) increasing the system reliability and efficiency, 3) facilitating the 
interconnection between customers, network operators and electric power producers, and 4) promoting a 
high level of renewable generation [4], [5]. 
In electric distribution systems the smart grid setup is based on the evolution of the passive network 
structure characterized by its unidirectional power flow into an active distribution system (ADS) 
characterized by high distributed generation (DG) penetration along with multi-direction power flow [6], 
[7]. As the number of DG units increases electrical regions with sufficient generation to meet all or most 
of its local loads can be formed within the ADS; these regions are known as microgrids [8], [9].  The 
IEEE Std. 1547.4 presents the microgrid structure as the building block of future ADSs [10]. Additional 
features of microgrid systems are defined as; 1) capable of operating in parallel with the main grid (i.e. 
grid-connected mode), as well as in isolation from the main grid (i.e. autonomous or islanded mode), and 
2) intentionally planned. The connection between a microgrid and the main grid does not necessarily have 
to be active all the time. For instance, this connection might be normally open and only closes in 
particular situations such as an internal outage inside the microgrid or when it is convenient to sell 
electricity to the main grid. 
The idea supporting the formation of microgrids is that a paradigm consisting of multiple DG units and 
aggregated loads is far more reliable, economical and practical than a single DG unit serving a single load 
[8], [10]. The implementation of the microgrid concept can bring multiple benefits to both the consumers 
and distribution utilities. Examples of such benefits include: 
1- Reliability increase: the capability of the microgrid to operate independently of the main grid 
allows the microgrid to feed its loads autonomously when the main grid is not available and thus 
avoid possible load interruptions [11], [12]. 
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2- Grid support: by clustering loads and DG units and treating each of these clusters as a relatively 
independent power unit, microgrids can be used to supply electrical services to the main grid 
especially at the times of grid peak demand. Examples of such services include ancillary services, 
spinning reserve, voltage support, etc. [13]. 
3- Local community support: with the increasing efficiencies of the DG units, microgrids can support 
local and developing communities’ economies by creating jobs within such communities to 
generate the required electricity instead of importing it from the main grid. The implementation of 
microgrids can also expedite the development of such communities instead of waiting for the 
power companies to build centralized power plants that are costly and take much longer to come 
online [14]. 
4- Reducing the carbon footprint: the microgrid concept can reduce the environmental impacts 
associated with the construction of large power plants to cope with the electrical load growth by 
allowing more dependence on small efficient DG units. Moreover, microgrids can largely facilitate 
the implementation of the combined heat and power (CHP) plants [15].  
The IEEE standard 1547.4 enumerates a list of potential benefits for the islanded microgrid operation. 
Such benefits include:  
1- Improving the microgrid customers’ reliability by supplying the islanded portion during an 
upstream outage or disturbance. 
2- Relieving electric power system overloading issues by allowing microgrids to be intentionally 
islanded.  
3- Resolving power quality issues by isolating the microgrid from its upstream network in power 
quality events such as voltage distortion, voltage sag and flicker. 
4- Allowing for maintenance of the power system components without interrupting customers’ power 
supply. 
These benefits motivate the operation of microgrid systems in the islanded mode. However the operation 
of the islanded microgrid systems faces several challenges that need to be overcome in order to allow for 
such potential benefits; important among these challenges are: 
1- There is a lack of an accurate steady-state analysis tool for islanded microgrid systems. The 
practical implementation of the islanded microgrid concept by the distribution utilities requires 
different operational studies. The first requirement for any stability, planning, control, protection, 
or management study is the availability of an accurate power flow analysis tool. Despite the fact 
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that power flow analysis is a mature subject, the traditional power flow tools found in the literature 
are generally not suitable for the islanded microgrid operating mode. The reason is that none of 
these tools reflect the islanded microgrid special philosophy of operation, where the islanded 
microgrid is operated in isolation from the main grid and is fed from a group of small DG units of 
comparable sizes.  
2- There is a need to maximize the possible utilization of the islanded microgrid limited generation 
capacities while meeting the system operational requirements. Maximum loadability is of particular 
importance in the case of islanded microgrids as the system active and reactive demands are fed 
from an isolated group of small DG units of limited capacities. The operational characteristics of 
the different DG units in the island can significantly affect the overall system loadability. Hence, 
the incorporation of a criterion for assessing and maximizing the system loadability in the islanded 
microgrid optimal power flow (OPF) problem is crucial for the successful implementation of the 
islanded microgrid concept. Such incorporation should account for an accurate representation of the 
islanded microgrid special philosophy of operation in the absence of the utility bus.  
3- There is a need for a decentralized operation scheme for islanded microgrid systems. Centralized 
operation schemes based on a communication infrastructure are possible. Yet, the operation of 
islanded microgrids without a central controller and its associated communication infrastructure is 
still the viable solution in a number of scenarios, the most critical of which occurs when the 
microgrid is intended to operate only in emergency conditions during inadvertent events in the 
upstream network. Without centralized controllers, islanded microgrid decentralized operation 
schemes need to predesigned offline to accommodate the variability associated with the output 
power of renewable DG units as well as the load variability. Moreover, such schemes should 
account for the different possible islanded microgrid configurations that can be initiated in a 
distribution system depending on the fault and the isolation device locations. In this context, the 
problem of designing an islanded microgrid decentralized operation scheme presents an 
unprecedented challenge in ensuring the satisfaction of the system operational constraints 
considering all the states in which the different possible islanded configurations may reside.  
4- There is a need to mitigate the potential risks imposed to the islanded microgrid operation by the 
widespread vehicle electrification under the smart grid paradigm. The coordinated operation and 
control of islanded microgrid resources together with plug-in electric vehicles (PEVs) is central to 
the successful operation of islanded microgrid systems in the presence of high PEV penetration. 
However such coordination can be particularly complex as the PEVs charging/discharging schemes 
need to be coordinated across multiple time steps considering the islanded microgrid limited 
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generation resources along with the uncertainty and variability associated with the output power of 
renewable DG units, as well as the islanded microgrid load variability. Further, during inadequate 
generation periods, PEVs can interfere with the existing islanded microgrid load shedding schemes 
leading to either total system collapse or unnecessary load shedding, if they are not appropriately 
managed. Moreover, the PEVs charging behavior (i.e. residence time, arrival rate and driver 
preferences) is random and yet there is a lack of sufficient historical data to accurately model the 
PEVs charging behavior properly.  
1.2 Research objectives 
The ultimate goal of the work adopted in this thesis is to facilitate the wide spread implementation of the 
microgrid concept. Motivated by facing the islanded microgrid operational challenges, this research study 
focuses on developing new analysis and operational control algorithms for islanded microgrid systems.  
The specific objectives of this research are outlined as follows: 
1- Developing a generalized three-phase power flow algorithm for microgrid systems operating in 
the islanded mode. 
2- Developing accurate and detailed models for maximum loadability consideration in islanded 
microgrid OPF problems.  
3-  Developing an effective methodology to design decentralized operation schemes of islanded 
microgrids including renewable energy resources.   
4- Developing an operational control scheme to enable the islanded microgrid seamless operation in 
the presence of high PEVs penetration.     
1.3 Thesis layout 
The remainder of this thesis is structured as follows: 
Chapter 2 presents necessary background, state-of-the-art and a critical literature survey on islanded 
microgrids analysis and operational control.  
Chapter 3 presents a novel algorithm for studying the power flow in three-phase islanded microgrid 
systems. The proposed algorithm adopts the real characteristics of islanded microgrid operation as 
well as the features of three-phase distribution systems. The problem is formulated as a set of 
nonlinear equations. A globally convergent Newton-trust region method is proposed to solve this 
set of nonlinear equations. 
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Chapter 4 presents different formulations for the incorporation of a maximum loadability criterion in 
islanded microgrid OPF problem. A fuzzy-based approach is then developed to determine the best 
compromise solution of the bi-objective OPF problem for loadability maximization and generation 
cost minimization.    
Chapter 5 introduces a probabilistic methodology for the design of islanded microgrid decentralized 
operation schemes taking into consideration the special features and philosophy of operations of 
islanded microgrids combined with the probabilistic models of DG units and the load variability. 
Chapter 6 presents the development of a centralized multi-stage control scheme for islanded 
microgrids with high penetration of PEVs. The proposed control scheme coordinate the operation 
of islanded microgrid resources with the charging/discharging decisions of PEVs in the island in 
order to minimize the amount of load shedding, maximize the PEVs customers’ satisfaction and 
minimize the overall islanded microgrid cost of operation. 
Chapter 7 presents the thesis summary, contributions, and directions for future work. 
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 Chapter 2
Background and Literature Review 
 
2.1 Introduction 
In chapter 1, the motivations of the research work have been discussed and the research objectives are 
presented. In this chapter, first some background information and a literature survey pertaining to the 
islanded microgrid operational philosophy, implementation and dynamic stability are presented. 
Thereafter, the rest of the chapter is divided into three main folds to review and critique the state-of-the-
art research in the area of islanded microgrid analysis and operational control. The first part is dedicated 
for reviewing the islanded microgrid steady-state modeling and analysis. The second part reviews the 
islanded microgrid optimal operation techniques. The third part presents the main challenges facing the 
islanded microgrid operation in light of the expected high penetration of PEVs in the distribution systems. 
2.2 Islanded microgrid philosophy of operation 
In the grid-connected mode of operation, the DG units in the microgrid are operated to supply a pre-
specified amount of active and/or reactive power to fulfill a predetermined system requirement (e.g. peak 
shaving, exporting power to the main grid, etc.). The difference between the active and reactive power 
produced by the microgrid DG units and the microgrid total load demand are either supplied or absorbed 
by the main grid and thus the frequency and voltage regulation are maintained at the different microgrid 
buses. In such a way, the DG units in the microgrid can be controlled as either PV or PQ buses similar to 
the case of conventional power systems [16], [17]. In this case, the DG units’ output voltage reference is 
often taken from the grid voltage sensing via a phase-locked-loop (PLL) circuit, while an inner current 
loop ensures that the DG unit acts as a current source fulfilling its required function.  
On the other hand, in the autonomous mode of operation, the DG units within the microgrid cannot be 
controlled as PQ and PV buses due to the following reasons: 
1- The concept of operating the different generation units in a conventional power system as PQ or 
PV buses depends on the existence of a slack bus capable of holding and stabilizing the system 
frequency at constant value by supplying the difference between the specified generation and the 
load. However, in the islanded microgrid all the DG units are of relatively small and comparable 
sizes and as such there is not one generation point that is capable of performing such a task. 
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2- In conventional power system with DG units working as PQ or PV, any increase in the system load 
is fed from the slack bus till the dispatch center increases the setting of the PQ or PV buses. 
However, in islanded microgrids this will not work as the system has no slack bus. Accordingly, 
the total power produced by different DG units in the microgrid must meet the total islanded 
microgrid load demands. As the microgrid load demand is time varying, and given that the system 
has no slack bus, the active and reactive power produced by the different DG units in the microgrid 
cannot be pre-specified and have to exhibit real-time response to match the microgrid demand.  
3- The main grid voltage signal is not available to be used as a reference for the system voltage and 
frequency; i.e. the DG units do not have a reference system signal to control their generation, it is 
rather the DG units that control the system voltage and frequency. This in turn raises the need for a 
separate control measure to control the autonomous microgrid system voltage’s magnitude and 
frequency, other than the control measure adopted to control the DG units’ terminal voltages. If the 
DG units were to be connected to the microgrid, paralleled, without such a control measure and 
depending only on the control of the DG units’ terminal voltages to pre-set values; large circulating 
currents will flow between these DG units due to the system components tolerances and due to any 
system configuration change [18]. 
The majority of DG in the microgrid units are interfaced via a power electronic converter system coupled 
with an output passive filter [19], [20]. Different techniques have been proposed in the literature to 
accommodate this type of DG interface with the aforementioned requirements/challenges. These 
techniques can be generally categorized into two main approaches: centralized control approach and 
decentralized control approach (also known as wireless control).  
The centralized control approach, as its name implies, depends on having a central controller controlling 
the operation of all the DG units in the islanded microgrid. This approach includes two main categories: 
the master/slave control techniques and the current/power sharing control techniques. The master/slave 
control technique depends on designating the different DG units in the islanded microgrid into either 
master or slave units. Several types of the master/slave control technique have been proposed in the 
literature. The single master/slave control technique uses one of the DG units in the islanded microgrid as 
a master unit and all the other DG units as slave units. The master unit generates a sinusoidal voltage that 
is used as a reference signal by all the slave units. A central controller receives information about the 
islanded microgrid loads and sends generation commands to the slave units which operate in a current 
control mode (or PQ mode) to produce the required power [21], [22]. The auto-master-slave control 
technique automatically sets the DG unit with the highest rating as a master unit that derives the reference 
voltage signal, the other DG units in the islanded microgrid are operated as slaves [23]. The multi-master 
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control technique sets several DG units in the islanded microgrid as masters operating with predefined 
voltage output signal. Again, other DG units in the islanded microgrid operate as slave units [24]. On the 
other hand, the current/power sharing control techniques depends on measuring the total load current in 
the islanded microgrid and dividing it among the different DG units available in the islanded microgrid to 
calculate the average unit current. The output current of each DG unit is measured and compared with the 
calculated average current to generate the control signal for load sharing [25].   
Given its single point of failure, the centralized control approach does not offer the required redundant 
operation. Further, having a single point of failure in the islanded system can counteract the positive 
reliability boost anticipated from the implementation of the islanded microgrid concept. Also, as the DG 
units forming the microgrid might be dispersed from one another; achieving high bandwidth 
communication to share the dynamic current and voltage signals among these DG units or between the 
different DG units and a central controller can be both expensive and impractical. Moreover, such a 
communication link will decrease the overall system modularity [20], [26]. 
As such, to overcome these limitations, the widely accepted trend in the literature/industry is to 
standardize the decentralized control approach [10], [27]. Moreover, a low bandwidth communication can 
be coupled with this decentralized approach to achieve other goals e.g. optimizing the system operation in 
real-time. The decentralized control approach depends on local controllers located at the different DG 
units in the islanded microgrid and uses the system frequency as a means of communication among these 
controllers. This approach is mainly based on the droop control technique first proposed in [28] to be used 
in an isolated UPS system. It operates by mimicking the behavior of conventional synchronous 
generators. In conventional isolated power systems, powered only by synchronous generators and not 
connected to an infinite bus, the system voltage and frequency as well as the appropriate load sharing 
among the different paralleled generators are controlled throughout the system by the intrinsic 
characteristic of the synchronous generators known as the static droop characteristics [29]. For a constant 
mechanical input to the synchronous generator, the frequency of the generator decrease, as the active 
power supplied increase. Similarly, as the reactive power supplied by the generator increase, the output 
voltage magnitude decrease. In droop control, the local controller of each DG unit emulates the 
characteristics of a synchronous generator by subtracting proportional parts of the output active and 
reactive powers from the frequency and magnitude of the output voltage of the DG unit, respectively i.e. 
hence implementing specific droop characteristics. This provides a degree of negative feedback that 
ensures that the different DG unit in the islanded microgrid will always stabilize at the required load 
sharing; for instance, if the power drawn from one DG unit increases; its voltage slows, its angle retards 
and so it supplies less power.  
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2.3 Droop control implementation 
Figure 2.1 shows the static droop characteristics implemented by the DG unit controller to emulate 
synchronous generator characteristics. Equations (2.1) and (2.2) give the droop characteristics 
implemented by the droop controller: 
 Gp
* Pm           (2.1) 
 Gq
* QnVV            (2.2)
 
where |V| and ω are the DG unit output voltage fundamental component magnitude and frequency, V* and 
ω* are the inverter output voltage fundamental components magnitude and frequency at no load, mp and 
nq are the static-droop gains, PG and QG are the active and reactive power generation by the DG unit, 
respectively. 
Figure 2.2 shows the block diagram of the power circuit as well as the control circuit of a DG unit 
operating in an islanded microgrid. This is the most typical arrangement for a DG unit operating with DG 
control in islanded microgrid and there is a trend towards its standardization [20], [27]. The power circuit 
consists of the DG source interfacing inverter and the output LC filter used to remove the switching 
harmonics produced by the inverter. The controller of each DG unit consists of three cascaded control 
loops. The outermost control loop is used to realize the power sharing between the different DG units in 
the microgrid. The power sharing control loop achieves the required power sharing functionality through 
generating the reference magnitude and frequency of the fundamental output voltage across the LC 
capacitor according to the droop characteristics given in equations (2.1) and (2.2). The middle and 
innermost control loop then ensure that this reference voltage waveform is realized. Specifically, the 
middle control loop is the voltage controller used to control the voltage across the LC filter capacitor by 
generating the reference signal of the LC filter inductor current. The inner most control loop is the current 
controller used to control the LC filter inductor current by generating the inverter reference output voltage 
i.e. the gating signals. 
The use and design of the innermost and middle control loops can be understood further by investigating 
the operation of an inverter connected to an LC filter. In such a system, there are two energy storage 
elements (the LC filter’s capacitor and inductor). Accordingly, if we try to control the output voltage 
across the capacitor directly we will end up with a second order system. So, in order to guarantee a stable 
operation of the system under all conditions; we decouple the interactions between the capacitor and 
inductor by using two control loops; namely the voltage control loop and the current control loop. Each of 
these loops is accordingly dealing with a first order system and as such a stable operation can be ensured 
for all operating conditions. 
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Figure  2.1: Static droop characteristics 
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Figure  2.2: Power circuit and control structure of a DG unit operating in an islanded microgrid 
To design the current control loop, we have to first determine the system transfer function. So, starting by 
the voltage across the filter inductor 
fL
v  
 
dt
di
.Lvvv
fL
foifL
          (2.3) 
The system transfer function can be written as  
 
s.L
1
)s(V
)s(I
)s(TF
ffL
fL
          (2.4) 
where the measured output voltage, vo, is acting as a feed-forward signal and giving the system the ability 
to respond fast to any sudden change in the measured output voltage. As the transfer function is of first 
order, a proportional controller should have been enough to achieve the required closed loop control. 
However, because of the inverter’s switches dead times, some noticeable non-linearities will appear in the 
current waveform and in the final output voltage waveform as well. Accordingly, a proportional integral 
controller is used to remove any steady state error. On the other hand, as the feedback signals are varying 
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with time, a PI controller will produce phase shifts on the feedback signals [30]. So in order to solve this 
problem; the time varying quantities are all transformed to a d-q reference frame rotating synchronously 
with the inverter output voltage angular speed ω, From which we can get 
)}s(V)s(V)]s(I.L.{[
L
1
)s(I.s d_od_iq_fLf
f
d_fL
       (2.5) 
)}s(V)s(V)]s(I.L.{[
L
1
)s(I.s q_oq_id_fLf
f
q_fL
        (2.6) 
Accordingly, the closed current control loop for the d-component, based on equation (2.5), can be 
depicted as shown in figure 2.3. A similar loop can also be drawn for the q-component based on equation 
(2.6). The proportional and integral gains of the PI controller, K
pi
, K
ii
, can be determined with a good 
accuracy by using the transfer function representation of the system and neglecting the coupling and feed-
forward terms [26], [31]. Accordingly, any of the classical control techniques can be used to design the PI 
controller for the current control loop to work on a specific bandwidth. The dynamics of the current 
controller can thus be given by 
 d_oq_fLfdfL
ref
d_fL
ii
dfL
ref
d_fL
piref
d_o vi.L.dt).ii(K)ii(Kv         (2.7) 
 q_od_fLfqfL
ref
q_fL
ii
qfL
ref
q_fL
piref
q_o vi.L.dt).ii(K)ii(Kv         (2.8) 
where the superscript ref stands for reference. The design of the voltage control loop can be accomplished 
in exactly the same way. Starting by the equation of the current in the filter capacitor 
 
dt
dv
.Ciii ofofLfC                    (2.9)                                      
 From which we can write the system transfer function as  
 
s.C
1
)s(I
)s(V
)s(TF
ffC
o           (2.10) 
Then transforming the system to the d-q frame, we will end up with the dynamic equations of the voltage 
controller as 
 d_oq_ofdo
ref
d_o
iv
d_o
ref
d_o
pvref
d_fL
iv.C.dt).vv(K)vv(Ki         (2.11) 
 q_od_ofqo
ref
q_o
iv
q_o
ref
q_o
pvref
q_fL
iv.C.dt).vv(K)vv(Ki         (2.12) 
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Figure  2.3: The d-component current control loop 
Similar to the current controller, the proportional and integral gains of the PI controller, K
pv
, K
iv
, can be 
determined by using  any of the classical control techniques considering the transfer function 
representation of the system and neglecting the coupling and feed-forward terms [31].  
The power sharing control loop is used to obtain the reference voltage across the filter capacitor, refov . The 
instantaneous output active and reactive powers, p , q , are calculated  
  q_oq_od_od_o i.vi.v
2
3
p~           (2.13) 
  d_oq_oq_od_o i.vi.v
2
3
q~           (2.14) 
These instantaneous components are then passed through two low pass filters with a cut off frequency, ωc, 
to obtain active and reactive power output of the DG unit corresponding to the fundamental component, 
PG, QG. 
p~
s
P
c
c



            (2.15) 
q~
s
Q
c
c



                              (2.16) 
These average powers are then used in equations (2.1) and (2.2) to obtain the desired reference output 
voltage magnitude and frequency. 
As the controller contains three cascaded control loops, the middle loop should be designed with a 
bandwidth at least 3-5 times slower than the innermost control loop in order to ensure a stable operation 
[26]. Also, the outermost control loop should be designed with a bandwidth at least 3-5 times slower than 
the middle control loop. The inner most control loop bandwidth is usually determined by the inverter 
switching frequency limitations due to the losses. Furthermore, a factor of 3 between the current control 
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loop bandwidth and the inverter switching frequency allows for good resolution and to mitigate the 
effects of the innermost and middle control loops on the system dynamic performance. The outermost 
control loop bandwidth is limited to the low pass filter cut-off frequency. Also, the LC filter is designed 
to have its cut-off frequency one decade below the switching frequency. 
2.4 Islanded microgrid dynamic stability 
In order to study the dynamic stability of the islanded microgrid system, a mathematical model of the 
system is needed. In reference [32]  a single-phase inverter (DG unit) connected to the grid through an LC 
filter is modeled in order to study its small signal stability. The inverter output voltage is controlled to 
implement the conventional droop characteristics given by equations (2.1) and (2.2). The effects of the 
low pass filter used to measure the active and reactive power output of the inverter are incorporated in the 
model. By assuming that the grid voltage is stiff enough and is not affected by the output voltage of the 
inverters; a homogeneous equation describing the free motion of the system for a small disturbance 
around the equilibrium point is derived. Later in [33] the same authors of [32] developed their model 
further to model a small microgrid comprising two inverters connected in parallel. The main difference in 
[33] is that the system is isolated from the grid. Accordingly, unlike [32] the point of common coupling 
(PCC) of the DG units cannot be assumed to have a constant voltage magnitude i.e.; a stiff voltage. A 
state space model for each of the DG units is developed in a common d-q frame. The individual inverters 
state space models are then combined together to form the overall microgrid state space model using the 
network admittance matrix. The main disadvantages of this work are 1) it did not consider the inverter’s 
voltage and current control dynamics in the model, and 2) it did not consider the network dynamics. 
The work in [34] presented a control structure and a modeling procedure for the DG’s operating in the 
microgrid. Driven by the significant impacts that voltage and current control loops can have on the 
dynamic stability of autonomous microgrids; especially when the closed loop bandwidth of the inverter’s 
inner controls are close to the power sharing controller bandwidth for the case of higher power inverters. 
The work in [34] presented a detailed modeling procedure that takes into account the inverter inner 
controls’ dynamics. However, the main drawback of this work is that it did not consider the network 
dynamics in the microgrid model. In conventional power system small-signal analysis neglecting the 
network dynamics and representing the network by its admittance matrix is justified by the fact that the 
network’s time constant is negligible when compared to the synchronous generation time constants. 
Nonetheless, this assumption does not hold in the islanded microgrid case as most of the DG units are 
interfaced through power electronic converters and thus exhibit fast dynamic and control response. 
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To overcome the above mentioned disadvantages; the work in [20] presented a modeling and analysis 
technique for inverter-based microgrids that considers both the inverter inner control loops dynamics as 
well as the network dynamics. This technique is based on dividing the microgrid into sub-modules. Each 
inverter in the system represents a sub-module and is modeled on its individual reference frame whose 
frequency of rotation is set by its local power sharing controller. An arbitrary choice is made to select one 
of the inverter’s frames as the system common reference frame and all the other inverters models are 
transformed to this frame. The network and loads are modeled on the common reference frame as 
separate sub-modules. A complete state-space small-signal model of the microgrid is the obtained by 
combining the state-space models of the different sub-modules in the microgrid.   
The eigenvalue analysis of the islanded microgrid small-signal state-space models developed in [20] 
shows that there is a trade-off between the requirements of accurate power sharing from one side and the 
small signal stability from the other side. In droop control, a high value droop coefficient is required for 
accurate power sharing, while a small droop coefficient is required for good damping [26], [35]. 
Moreover, the droop method can exhibits slow dynamic response, since it requires low pass filter with 
low bandwidth to measure the active and reactive output power of the DG units in the microgrid.  
The work in [35] proposed the decoupling of the system dynamic and steady-state responses by 
introducing power derivative and integral terms along with the conventional proportional droop terms 
given in equations (2.1) and (2.2). The added supplemental dynamic droop characteristics improve the 
system dynamic performance without affecting its steady state performance, as both the derivative and 
integral terms vanishes at steady-state. Accordingly, this creates a possibility of improving the system 
stability (i.e. dynamic response) without the loss of power sharing accuracy (i.e. or more generally 
without affecting the steady-state response). Reference [26] proposed the use of adaptive gains for the 
derivative and integral terms to guarantee the system dynamic stability along the system loading 
trajectory without affecting its steady-state response. Starting with a prespecified set of static-droop gains 
to implement a particular steady-state response, the coefficients of the adaptive dynamic droop gain are 
scheduled along the loading trajectory of each DG unit by means of a simple pole placement technique 
[26]. Accordingly, the work in [35], [26] shows that the dynamic operation of droop controlled islanded 
microgrid systems can be studied and improved separately from its steady state response; similar results 
have been obtained in other works [27], [36]. 
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2.5 Islanded microgrid steady-state analysis 
In order to ensure a successful practical implementation of the microgrid concept, operational and 
planning studies must be done a priori by the distribution utilities. Such studies include (and are not 
limited to): 
1- Volt/Var control and planning studies of islanded microgrids. 
2- Reconfiguration and restoration studies of islanded microgrids. 
3- Islanded microgrid planning studies.  
4- Optimal allocation of DG units considering the islanded microgrid operation. 
5- Steady state Voltage stability analysis of islanded microgrid. 
6- Contingency analysis of islanded microgrids. 
7- Small signal stability analysis of islanded microgrids. 
8- Protection coordination studies for islanded microgrid systems. 
A prerequisite for all the aforementioned studies is the availability of an accurate power flow analysis 
tool. On the other hand, the problem of power flow analysis in islanded microgrid systems has not been 
addressed sufficiently in the literature. Most of the studies performed on islanded microgrids uses a time-
domain simulation tool (e.g. PSCAD/EMTP or SIMULINK) to get the steady state operating conditions 
of the islanded microgrid system (e.g. [31], [26], [20], [37]).  
Time-domain simulation tools numerically solve the set of differential equations describing the system 
response at every sampling instant.  As such using this tool to solve for the system steady state values 
(which are independent of time) is 1) computationally expensive, 2) difficult to implement, 3) time 
consuming and 4) limits the studies to small test systems. On the other hand, a power flow tool should 
only formulate and solve the set of nonlinear algebraic equations describing the islanded microgrid 
operation at the steady state operating point only. As such using a power flow tool to analyze the islanded 
microgrid operation would be computationally less expensive than solving a larger set of differential 
equations at different points of time until the system reaches the steady state (i.e. time domain 
simulation).  
Only a handful of recent publications tackled the subject of power flow analysis in islanded microgrid 
systems. Reference [38] proposes a two-step power flow analysis technique for islanded microgrid 
systems. This technique accurately represents the power electronic interface of the DG units in the 
microgrid. Detailed steady-state fundamental-frequency models for 1) matrix converters and 2) voltage-
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sourced ac-dc-ac converters used for interfacing DG units are formulated. Using these model the 
proposed power flow technique in [38] solves for the internal variables of each DG unit in the islanded 
microgrid. In its first step, this technique uses the conventional concepts of power flow analysis to solve 
the islanded microgrid system power flow problem. In its second step, this technique uses the electrical 
variables at the PCC of the different DG units as calculated in the first step to solve for the internal 
variables of the DG units. 
The technique presented in [38] only considered the positive sequence component i.e. only considered 
balanced systems. To overcome this limitation, reference [39] presents another method, for power flow 
analysis in islanded microgrids, that accommodates single-phase loads as well as unbalanced loads and 
lines. This method is based on the use of sequence components for the solution of the power flow 
problem. Generalized sequence component frame models are formulated for 1) three-phase synchronous 
generator based DG unit, and 2) voltage source inverter interface DG unit. The formulated models 
accommodate both PQ and PV modes of operation of the different DG units.  Through incorporating the 
developed DG units’ models with the network sequence models, the power flow problem is solved for the 
positive, negative and zero sequence of the system. Finally, the phase voltages at the different system 
buses are extracted. In [40] the work presented in [39] is expanded to incorporate 1) a unified and generic 
three-phase, steady-state, fundamental frequency, sequence-frame-based model for a DG unit, 2) DG unit 
operational limits and constraints, e.g. maximum phase current, and 3) different operation strategies for 
the DG  other than the PQ and PV e.g. current control. The main drawback of the work presented in [38] - 
[40] is that it do not reflect the operational characteristics of the islanded microgrid operating with 
decentralized droop control. It rather presents steady-state models for the different power electronics 
interfaces and coupled them with conventional power flow method. 
The conventional power flow formulation is not applicable in most of the islanded microgrid operation 
cases as;  
1- In the conventional power flow formulation, the representation of a DG unit as slack bus means 
that this DG unit is treated as an infinite bus capable of holding the system frequency and its local 
bus voltage constant. This representation does not reflect the microgrid configuration where an 
islanded microgrid system is typically fed from a group of DG units of small and comparable sizes 
and there is no one generation unit capable of performing the slack bus function. Furthermore, if 
we consider the DG units owners perspectives, it will be difficult to guarantee the availability of a 
DG unit that is willing to operate as a slack bus at the time of the microgrid islanding.  
2-  In conventional power flow formulation, the representation of the DG units as PV/PQ buses, 
assumes that the required active power generation and/or local voltage at each DG unit are pre-
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specified. However, this representation does not reflect the reality of the decentralized droop 
control based microgrid operation, where both the generated active power and the local voltage at 
each DG unit are determined locally based on the droop characteristics and cannot be pre-specified 
prior to the solution of the power flow equations. 
3- In conventional power flow formulation, the system steady state frequency is assumed to be 
constant. However in islanded microgrid systems, given that there is no slack bus, the steady state 
frequency is not pre-specified and needs to be calculated as one of the power flow variables.  
Hence, this review of the literature shows that there is a lack of a power flow algorithm tool tailored for 
the islanded microgrid systems. Some of the previous islanded microgrid studies used a time-domain 
simulation tool to solve for the steady state values in the islanded microgrid. Nonetheless, this solution is 
computationally expensive and cannot be applied to large islanded microgrid system which in turn limits 
the islanded microgrid system studies to small systems. Other previously proposed methods for power 
flow in islanded microgrids focused on the calculation of the DG units’ power electronic interface control 
parameters, and formulated the power flow problem in islanded microgrid as a conventional power flow 
problem. In these studies, the DG unit with the highest rating is usually selected as the system slack bus. 
Other DG units in the islanded microgrid are represented as either PV or PQ buses with a pre-specified or 
selected active voltage magnitude and/or power. As such these power flow problem formulations do not 
reflect the islanded microgrid special philosophy of operation under droop control. Accordingly, for 
studying the power flow in an islanded microgrid, there is a need for a new power flow algorithm. 
2.6 Islanded microgrid optimal operation  
Decentralized droop control depends on locally measured values to; 1) achieve appropriate sharing of the 
power demand among the different DG units in the islanded microgrid; and 2) control the islanded 
microgrid voltage and frequency. Generally, decentralized droop control can; 1) provide an adequate 
means of sharing the islanded microgrid active power demand among the different DG units in the island 
in proportion to the DG units’ respective capacities, 2) maintain an acceptable system frequency, and 3) 
maintain an appropriate voltage regulation at the DG units’ PCC. Nonetheless, the decentralized droop 
control does not consider the optimal operation in terms of minimizing the system generation costs [41], 
[42], [43], [44], [45]. Moreover, it can only ensure voltage regulation at the DG units PCC. Here it is 
worth noting that even if required voltage regulation is achieved at the DG units PCC, still a voltage 
violation might occur at some load points due to voltage drops along the feeders [46]. Furthermore, the 
appropriate reactive power sharing between the DG units is not achieved [46]. The reactive power 
generation of the different DG units depends on the system parameters. Circulating reactive power 
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between the different DG units in the microgrid can arise due to mismatches in the power line 
impedances.  
Accordingly, to overcome the aforementioned limitations, the decentralized droop control scheme is 
usually complemented with a microgrid central controller (MGCC) [43], [44]. Using non-critical 
communication links, the MGCC periodically updates the droop settings (i.e. droop characteristics 
determined by ω*, V*, mp and nq) of the different DG units in the island. Periodic measurements of the 
islanded microgrid generation and loads are transmitted to the MGCC. The MGCC uses the received data 
to solve the islanded microgrid OPF problem and consequently update the DG units’ droop characteristics 
in a way that dispatches the different DG units in the islanded microgrid to implement the desired OPF. 
The advantage of such schemes is that any failure in the MGCC or its associated communication links 
will not result in a failure of the islanded microgrid system; such failure will only imply lack of optimal 
operation and resorting back to decentralized droop control with no communication; using the droop 
settings in place at the moment of communication interruption. Compared to master/slave control 
schemes, the droop control schemes are found to be more economical and reliable as it minimize the 
communication bandwidth required and provide robust operation against any communication failure or 
delay. This multilevel control approach (i.e. a MGCC performing a supervisory control function to 
complement the DG units local droop controllers) is presented in the literature as the standard approach to 
endow islanded microgrid smartness and flexibility (e.g. [27], [43], [44]).  
Different schemes have been proposed in the literature to optimize the islanded microgrid operation using 
a MGCC. In [41], [42] a MGCC is used to minimize the overall islanded microgrid fuel consumption. 
This scheme considers the DG units droop control as well as the presence of a CHP plant and a local heat 
demand in the microgrid. As such the optimization scheme implemented in the MGCC aimed at reducing 
the fuel consumption while constraining the islanded microgrid to supply both its electrical and thermal 
loads. The main drawbacks of the work presented in [41], [42] is that: 1) it did not consider the reactive 
power requirements and the network losses in the system optimization; 2) it did not consider the voltage 
and frequency operational constraints. Motivated by these drawbacks, the work in [43] presented a 
MGCC multistage optimization algorithm that minimizes the islanded microgrid fuel consumption. The 
proposed algorithm in [43] accounted for the islanded microgrid droop operation while considering the 
system losses, reactive power requirements and voltage and frequency operational constraints. Similarly 
in [44], [45] different algorithms are presented to minimize the islanded microgrids harmful gases 
emissions along with the system fuel consumption. In [47] an optimal VAR scheduling algorithm was 
proposed to be run by the MGCC, considering the DG units voltage droop control as well as the 
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uncertainty of wind farms. Similarly, another algorithm for proportional reactive power sharing was 
proposed in [48] . 
This review of literature shows that considerable work has been done with respect to the islanded 
microgrid optimal operation. Yet, all the previous work fall short in two main aspects;  
1- The consideration of system maximum loadability in the optimal operational planning of islanded 
microgrids. System maximum loadability is a key consideration in any power system operational 
problem (e.g. [49], [50], [51], [52]). System maximum loadability is related to the voltage collapse 
occurring as the system experience a qualitative change in the structure of its solutions due to small 
disturbances. Unlike conventional power system where the maximum loadability problem is merely 
dependent on the reactive power flow in the system [53], in islanded microgrids it can be shown 
that the maximum loadability is dependent on the droop control active and reactive power sharing 
[54], [55]. In this sense, maximum loadability problem is of particular importance in the case of 
islanded microgrids as the system is fed from a group of small DG units of limited capacities. 
Hence, it is important to maximize the distance of the operating point to voltage collapse during the 
operational planning of the islanded microgrid system in order to increase the system robustness 
against possible contingencies. In [56], [57] a continuation power flow algorithm based on a 
predictor-corrector scheme was developed to calculate the maximum loading factor of droop-
controlled islanded microgrid systems. Nonetheless, the work in [56], [57] did not provide a 
method for optimally controlling the droop based islanded microgrid so as to maximize its 
loadability. To our best knowledge, the problem of optimally controlling the DG units in a droop 
controlled islanded microgrid in order to maximizes the island loadability has not been previously 
addressed in the literature. Hence, the problem regarding the operational planning of islanded 
microgrids still requires attention to incorporate the maximization the system loadability and thus 
allow islanded microgrid systems to operate at higher load demands. 
2- The consideration of islanded microgrid optimal operation in the absence of the MGCC. The 
previously proposed methods in the literature, for enhancing the operation of droop-controlled 
islanded microgrids, presuppose the existence of a MGCC and a non-critical low bandwidth 
communication infrastructure to complement the droop control scheme. In this paradigm, the 
optimization of the islanded microgrid operation is performed centrally by a higher level 
coordinated management function at the MGCC. Yet, the operation of islanded microgrids without 
a MGCC is still the viable solution in different scenarios [58], [59]. The most salient of which is 
when the islanded microgrids are merely intended to operate in emergency conditions in their 
upstream networks; i.e. the events that might initiate the transition to islanded mode of operation 
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are unscheduled events [10]. The expected short time spans of such islanded microgrids operation 
might not motivate the installation of a MGCC and its associated communication infrastructure. In 
these scenarios, there will be no periodic update of the DG units droop characteristics. As such, the 
DG units droop characteristics have to be predesigned offline for a possible operational planning 
horizon within which the islanded microgrid operation might be initiated. Such design of the droop 
settings: i) should be capable of satisfying the system operational constraints in all operating 
conditions considering the uncertainty and variability associated with the output power of 
renewable DG as well as the load variability; ii) should take into consideration the different 
microgrid configurations that can be created within a typical distribution network, where the same 
droop characteristics of a DG unit must enable its operation in different possible islands;  iii) 
should ensure the islanded microgrid capability to feed the maximum possible demand by 
enhancing the voltage instability proximity index taken over all the states in which the islanded 
system may reside. Accordingly, there is a need for an algorithm to optimally set the droop 
characteristics of the different DG units in a distribution network in the case of the unavailability of 
a MGCC. 
2.7 Islanded microgrid operation with high penetration of PEVs 
The vehicles electrification has been recently considered as one of the smart grid objectives. The 
widespread of PEVs will reduce fuel consumption and harmful gases emissions. However, without 
appropriate considerations, the charging process of PEVs can pose potential risks to electric distribution 
systems [60], [61]. The additional loads imposed by a high penetration of PEVs are expected to cause 
severe consequences such as increased power losses, power quality problems, transformer degradation, 
and fuse blowouts. Two control schemes of PEVs charging are proposed in the literature to address the 
PEV integration challenges. The first scheme involves uncoordinated PEVs charging, which is possible 
via either upgrading the distribution system infrastructure or deploying DG units to meet the excess 
power demand [62]. However, such planning alternatives reflect long-term horizons, and feasible 
solutions require consideration of multiple prospective factors, such as load growth and updated PEV 
models, which change rapidly due to the constant development of new technologies. Accordingly, the 
second scheme targets coordinated PEVs charging or charging/discharging that relies on the availability 
of two-ways communication infrastructure under the smart grid paradigm. Coordinated PEV 
charging/discharging schemes are known to be more beneficial to the customers and distribution network 
operators compared with the uncoordinated operation (e.g.  [63], [64], [65], [66]). 
Yet, the previous work in the literature gave full attention to conventional electric distribution networks 
operating in grid-connected mode and falls short in coordinating islanded microgrid operation in the 
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presence of PEVs. The coordinated operation and control of islanded microgrid resources together with 
PEVs is key for the successful implementation of the islanded microgrid concept under high penetration 
of PEVs. The integration of PEVs charging/discharging coordination schemes within the MGCC will 
allow the PEVs to play a pivotal role in the successful and optimized operation of the islanded microgrid 
systems. With proper integration, PEVs can behave as an electric shifting demand, peak clipping, and as a 
source of energy during inadequate generation in unscheduled events of islanded microgrid. Nonetheless, 
in islanded microgrid mode of operation, such integration can be particularly complex due to: i) the need 
to consider multiple time steps in the charging/discharging schemes, ii) the variability and uncertainty 
associated with the islanded microgrid demand and renewable resources coupled with its limited 
dispatchable generation resources, iii) the PEV charging/discharging scheme needs to be coordinated with 
the existing islanded microgrid load shedding algorithms to avoid unnecessary load shedding or possible 
total system collapse, and iv) the randomness in the PEVs charging behavior (i.e. residence time, arrival 
rate and driver preferences) accompanied by the lack of sufficient historical data to accurately model the 
PEVs charging behavior. Moreover, each vehicle has different battery characteristics, charging behavior, 
and charger ratings. Therefore, each individual vehicle in the system must be treated in a different way.  
Recently, the authors in [67] proposed a 24-hours ahead dynamic OPF formulation to coordinate 
generation scheduling and PEVs charging in industrial microgrids for both grid-connected and islanded 
modes of operation. As the problem is solved for 24-hours ahead, the work in [67] assumed that the 
number of PEVs and their plug-in and preferred plug-out times are predetermined 24-hours ahead. 
Similarly, it is also assumed that the generated powers from photovoltaic units are perfectly forecasted for 
one day ahead. Such assumptions are not applicable as they will incorporate significant inaccuracies that 
might lead to islanded microgrid system collapse. A 24-hours ahead scheduling cannot account for the 
short term random behavior of PEVs charging and photovoltaic units generated power. Further, the work 
in [67] assumed that the islanded microgrid always have enough generation to fully charge all PEVs 
before their preferred plug-out times. However, this is not a typical scenario, where islanded microgrids 
might have a shortage of generation and a load shedding might be required. In consequence, considering 
PEV requirements as hard constraints might result in an infeasible optimization problem. Moreover, the 
work in [67] has formulated the OPF problem for the islanded microgrid as a conventional OPF problem. 
Hence, it did not account for the special features of droop-controlled islanded microgrid systems [68]. 
Accordingly, there is a need for a coordinated control scheme to manage the islanded microgrid operation 
in the presence of high PEV penetration in a way that improves the islanded microgrid operation during 
adequate and inadequate generation intervals. Such control scheme should account for the special 
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operational philosophy of droop-controlled islanded microgrid systems, and the stochastic nature of the 
islanded microgrid renewable power generation, and the random PEVs charging behavior.  
2.8 Discussion 
The critical review of literature presented in this chapter shows that some research work has been done to 
facilitate the implementation of the islanded microgrid concept. However, exiting literature fall short in 
addressing a number of key challenges. Firstly, there is a lack of a power flow algorithm tailored to 
accurately model the islanded microgrid special operation philosophy. Also the review shows that the 
islanded microgrid operational control schemes need to be revisited to consider the system maximum 
loadability as well as the islanded microgrid operation in the absence of a MGCC. Furthermore, a new 
control scheme is required to accommodate an anticipated high penetration level of PEVs in the islanded 
microgrids.   
 
  
  23 
 Chapter 3
Generalized Three-Phase Power Flow Algorithm for Islanded 
Microgrids 
 
3.1 Introduction 
In chapter 2, it was shown that a new formulation is required to provide a proper power flow analysis in 
islanded microgrids taking into consideration their special philosophy of operation where: 1) the power 
produced by the DG units in the islanded microgrid cannot be prespecified prior to the solution of the 
power flow equations and 2) the islanded microgrid system has no slack bus capable of maintain a 
constant system frequency, as such the islanded microgrid steady-state frequency is not prespecified and 
is one of the power flow variables. In this chapter, a novel and generic three-phase power flow algorithm 
is formulated for islanded microgrids. The proposed algorithm is novel since it adapts the real 
characteristics of the islanded microgrid operation; i.e., 1) Some of the DG units are controlled using the 
droop control methods; accordingly their generated active and reactive powers are dependent on the 
power flow variables and are governed by their droop characteristics; 2) The system frequency acts as a 
communication medium between the different DG units in the islanded microgrid and as such the steady-
state system frequency is not pre-specified and is considered as one of the power flow variables; and 3) 
There is no slack bus in the system. The proposed algorithm is generic, where the features of distribution 
systems i.e. three-phase feeder models, unbalanced loads and load models are taken in consideration. 
Further, all possible operation modes of DG units (i.e., droop, PV or PQ) are considered in the formulated 
power flow algorithm. The problem is formulated as a set of nonlinear equations describing the power 
flow problem in both balanced and unbalanced islanded microgrid systems. A globally convergent 
Newton-trust region method is proposed to solve this set of nonlinear equations. The proposed power 
flow algorithm can be a powerful tool that helps the distribution network operator (DNO) to perform the 
steady analysis for islanded microgrids of considerably large dimensions with different DG operating 
modes. The remainder of this chapter is organized as follows: section 3.2 presents the islanded microgrid 
system components modeling. In section 3.3 the power flow problem formulation for islanded microgrid 
systems is presented. Section 3.4 provides the details of the Newton-trust region method adopted for the 
solution of the islanded microgrid power flow equations. In section 3.5 the proposed algorithm is 
validated based on comparison with exact time-domain solution, using the PSCAD/EMTDC platform. 
Numerical simulations with different case studies have been carried out in section 3.6 to test the effectives 
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and robustness of the proposed algorithm. Section 3.7 concludes this chapter and summarizes its main 
findings.   
3.2 Islanded microgrid system modeling 
3.2.1 Feeders modeling 
In islanded microgrids the system frequency is a power flow variable. Therefore its variation should be 
taken into account in the line reactance model. In this work, Carson’s equations of a three-phase grounded 
four-wire system are used. Carson’s equations allow the computation of conductor self-impedance and the 
mutual impedance between any numbers of conductors above ground. Figure 3.1 shows a three-phase line 
section between bus i and j. A (4×4) matrix, which takes into account the self and mutual coupling terms, 
and the frequency variation can be expressed as shown in equation (3.1). For a well-grounded distribution 
system, the ground and the neutral potentials are assumed to be zero.  
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Kron’s reduction [69] can be applied to (3.1), to get (3.2). The feeder model in (3.2) is designed to include 
the effects of the neutral or ground wire, incorporate the impact of the frequency variation and to be used 
in the unbalanced power flow calculations. 
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3.2.2 Load modeling 
Behavior of loads can be modeled by representing the changes in their active and reactive power 
requirements due to changes in system voltages and frequency. The voltage dependency of load 
characteristics is represented by the static load models expressed as: 
 pv
K
iLoiLi |V|PP            (3.3) 
 qv
K
iLoiLi |V|QQ            (3.4) 
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Figure  3.1: Three-phase feeder model 
where, Poi and Qoi are the nominal active and reactive power operating points respectively; Kpv and Kqv are 
the active and reactive power voltage dependency exponents. In the constant power, constant current and 
constant impedance models, the active and reactive voltage dependency power exponents are equal to 
zeros, ones and twos, respectively. The values of the active and reactive power voltage dependency 
exponents for residential, industrial and commercial loads are given in [70]. The frequency dependency of 
load characteristics is represented by multiplying the voltage dependent static load model by a factor as 
follows: 
  pfpv
K
ioiLi K1|V|PP           (3.5) 
  qfqv
K
ioiLi K1|V|QQ           (3.6) 
where  is the angular frequency deviation ( )0  ; Kpf ranges from 0 to 3.0, and Kqf ranges from -2.0 to 
0 [71]. A load class mix of residential, industrial and commercial loads has been adopted in this work to 
generalize the proposed algorithm and take the impacts of load modeling in consideration. 
3.2.3 DG modeling 
In grid-connected microgrids, given the relatively small sizes of the DG units, they are controlled as PV 
or PQ buses. On the other hand, in islanded microgrids, the DG units are operated to achieve appropriate 
sharing of the load demands and to control the microgrid voltage magnitude and frequency levels. Given 
that there is no slack bus, it will be impossible to make all DG units operate in PV or PQ modes. 
Accordingly, in islanded microgrids, the DG units can operate in three modes of operation; i.e., PV, PQ 
and droop. For DG units operating in PV mode, the DG units inject pre-specified quantity of active power 
and the required reactive power to bring the bus voltage to a pre-specified voltage value. To take the DG 
reactive current limits in consideration, the calculated DG reactive power is compared with the minimum 
and maximum limits. If the calculated reactive power violates the upper or lower limits, the DG switch 
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from PV to PQ mode and the reactive power is kept at its limits.  When the DG operates in PQ mode, the 
DG unit injects pre-specified quantities of active and reactive powers. Yet, the representation of DG units 
operating with droop control in power flow studies has not been previously tackled in the literature. 
The majority of DG units are interfaced via a power electronic converter and an output filter [19], [20]. A 
review of possible converter interface arrangements, different control techniques and synchronization 
algorithms for DG units can be found in [21], [72], [73]. Figure 3.2 shows the proposed steady-state, 
fundamental frequency, power flow model of a DG unit operating in droop mode. As shown in the figure, 
the DG units operating in the droop mode, comprising the energy resource, the output filter and the power 
electronic converter, are modeled as an ideal voltage source whose voltage magnitude and frequency are 
determined using droop. This model is sufficient to calculate steady-state operating point for the electrical 
variables at the PCC of each DG unit operating in droop mode irrespective of the internal power circuit 
and the control structure used to implement such droop characteristics. For DG units operating in droop 
mode, the power electronic interface converter, the output filter, the energy resource and the control 
structure used to implement the droop characteristics at the PCC of the DG unit, do not affect the power 
flow solution. On the other hand, it is worth noting that detailed steady-state models of the different types 
of power electronic interface converters that can be used to calculate the different power electronic 
interface converters’ internal variables have been previously presented in [38], [39]. Using the electrical 
variables at the PCC, calculated by the proposed power flow algorithm, the calculation of the DG units’ 
power electronic converter internal variables can be performed as a second step. However, this calculation 
of the internal variables is not a point of concern in this work. 
As discussed in chapter 2, in the droop mode of operation active power sharing is realized by introducing 
droop characteristics to the frequency of the DG unit output voltage at the PCC such that for the DG unit 
connected to bus i: 
 Gipi
*
i Pm           (3.7) 
where ω is the DG output voltage frequency, *i  is the no-load nominal frequency set point, mp is the 
active power static droop gain, and PGi is the three-phase injected active power by the DG unit. From 
(3.7), it can be seen that the droop characteristic provide a measure of negative feedback that ensures that 
all the DG units are producing voltages with the same angular frequency at steady state i.e. system 
angular frequency [20].  
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Figure  3.2: Steady-state, fundamental frequency model of a DG unit operating in droop mode 
On the other hand, the reactive power sharing among the different DG units in the microgrid is achieved 
through the control of the DG output voltage magnitude. This control is accomplished in a d-q frame that 
rotates with the angular speed ω. A droop is introduced in the voltage magnitude of the DG unit output 
voltage at the PCC, such that  
 0V,QnVV qiGiqi
*
idi           (3.8) 
where, Vdi and Vqi are the d-axis and q-axis components of the DG output voltage at bus i, respectively, 
*
iV  stands for the no-load nominal output voltage set point, nqi is the reactive power static droop gain, and 
QGi is the injected three-phase reactive power by the DG unit. As per (3.8), the output voltage magnitude 
is aligned to the d-axis of the DG reference frame and the output voltage q-axis component is set to zero. 
As such for a DG unit connected to bus i; the three-phase output voltages can be given by the inverse Park 
transform as follows: 
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The static droop gains for the DG unit connected to bus i (mpi, nqi) are conventionally calculated based on 
the allowable voltage and frequency regulation as well as the DG unit capacity [20], [26] 
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where ωub and ωlb are the upper and lower bounds on system frequency, 
ub
iV and 
lb
iV  are the upper and 
lower bounds on allowable voltage magnitudes at bus i, ,maxGiP and max,GiQ  are the maximum active and 
reactive power capability of the DG unit. The choice of the minimum and maximum allowable values of 
the frequency and voltage magnitude depend on the required voltage and frequency regulation [20].  
In case of having DG units with different ratings, to achieve proper sharing in proportion to the DG units’ 
ratings, the static droop gains are conventionally chosen as follows: 
 droop,maxGipi,max2G2p,max1G1p Bi,PmPmPm         (3.11) 
 droop,maxGiqi,max2G2q,max1G1q Bi,QnQnQn         (3.12) 
where Bdroop is the set of all droop controlled buses in the system.  
Based on (3.7)-(3.9) the three-phase injected active and reactive power from a DG unit i operating with 
droop control can be expressed in the power flow formulation as follows:  
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Typically the DG units are equipped with a current limiter to limit the production of the DG unit to its 
rated active and reactive capacities ,maxGiP and ,maxGiQ . To take the DG current limits in consideration in 
the power flow formulation, the calculated DG active and reactive power generations are compared with 
their specified limits. If the calculated power violates its limits, the DG switches from droop-mode to PQ 
mode and the specified power is kept at the limit value. 
In this work, the conventional droop equations expressed by (3.13) and (3.14) have been used in 
compliance with the IEEE standard 1547.4 for DG islanded systems. These characteristics are usually 
justified by assuming that the output impedance of the converter is mainly inductive due to the coupling 
inductor used at the converter output [20], [26], the large inductor of the output filter or by the use of 
virtual inductive output impedance [73]. However, it is worth noting that in some cases the output 
impedance of the converter is highly resistive due to: 1) the absence of the coupling inductor, 2) 
predominately resistive line impedances, or 3) the use of virtual resistive output impedance. In this case, 
the P/Q droops expressed by (3.13) and (3.14) exchange their roles and P-V and Q-ω droop 
characteristics are used [73], [74].  Furthermore, recently in [75], [76] it was shown that in several 
practical applications the converter output impedance can be complex. In such case the active and reactive 
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power sharing cannot be completely decoupled. Accordingly, a P-V-ω and Q-V-ω droop characteristics 
are used [75], [76] Such droop characteristics for either resistive or complex converter output impedances 
can be easily implemented in the proposed work hereafter by substituting (3.13) and (3.14) with the 
respective P-V/Q-ω or P-V-ω/Q-V-ω droop equations in the power flow formulation. 
3.3 Problem formulation 
This section presents the power flow problem formulation in the islanded microgrids. As shown in Figure 
3.1, the relation between the branch voltages ijV  and branch currents ijI  between two nodes i and j can be 
expressed as follows:  
     abcijabcijabcij IZV            (3.15) 
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The branch currents can be obtained as a function of the branch voltages using  
     abcijabcijabcij VYI            (3.16) 
where  abcijY is the branch admittance matrix given as follows 
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For each bus i the injected power in each of the three phases can be calculated as follows:  
          c,b,a,IVS
.conj
inj,iiinj,i  
        (3.18) 
where   
conj.
inj,iI
 is the complex conjugate of the injected currents at node i in phase . This injected 
current represents the sum of all the branch currents connected with bus i, therefore the injected current 
could be given by:  
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Let  inj,iP and 
 
inj,iQ  denote the calculated active and reactive power injected to the microgrid at each of the 
three phases at bus i. Substituting with (3.16) and (3.19) in (3.18), the calculated active and reactive 
power for phase a,  ainj,iP and
 a
inj,iQ , can be given as in (3.20)-(3.21). Similar equations can be extracted for 
the calculated active and reactive power for phases b and c. 
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where ij is the bus admittance angle for branch ij, and i is the voltage angle at bus i. 
The system mismatch equations describing the power flow in the islanded microgrid is made up of neq-
equations comprising the neq-unknown variables to be calculated. The voltage angle at bus#1 is taken as 
the system reference by setting   0a1  . The number of mismatch equations describing each bus in the 
system depends on the type of the bus.  
For each PQ-Bus, there are 6 mismatch equations; for PQ bus i, these mismatch equations are given as 
follows: 
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c,b,a,  and  busn,2,1j   
where   spec,GiP and 
 
spec,GiQ  represent the pre-specified active and reactive generated power in phase .  
The corresponding unknown power flow variables for PQ bus i are given as: 
    
T
c,b,a
i
c,b,a
iPQi Vx 


           (3.24) 
The corresponding unknown power flow variables for all PQ buses in the system can be given as: 
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where npq is the number of PQ buses. 
Each PV-Bus has 3 mismatch equations; for PV bus i, these mismatch equations are given as follows: 
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c,b,a,  and  busn,2,1j   
where,     spec,ii VV   
The corresponding unknown power flow variables for PV bus i are given as: 
   Tc,b,aiPVix             (3.27) 
and the corresponding unknown power flow variables for all PV buses can be given as: 
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where npv is the number of PV buses. 
For each of the Droop-Buses, there are 12 mismatch equations; for droop bus i, these mismatch equations 
are given as follows: 
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c,b,a,  and  busn,2,1j   
The corresponding unknown power flow variables for droop-bus i are given as: 
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The corresponding unknown power flow variables for all droop-buses can be given as: 
  T
droopDn1DD
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As shown in the above equations, the total number of mismatch equations, neq, and their corresponding 
unknown power flow variables, X, in the islanded microgrids can be given as: 
 drooppvpqeq n12n3n6n           (3.39) 
  TDPVPQ xxxX            (3.40) 
3.4 Newton-trust region method 
Traditionally the non-linear equations of the power flow problem are solved using the Newton Raphson 
(NR) algorithms. Generally, the NR algorithms provide fast quadratic convergence characteristics. 
However they face several challenges when dealing with distribution systems due to several factors such 
as the high R/X ratio as well as the sparse Jacobian matrix inversion [77], [78], [79], [80]. Further, in the 
case of islanded microgrids NR methods may fail to get a solution even with starting from a flat initial 
guess. Typically this situation is due to the fact that the region of attraction of the power flow solution in 
the islanded microgrid is narrow. Moreover, the system is operating close to the boundary between the 
solvable and unsolvable region as there is no infinite bus in the system. To tackle the demerits of the NR 
algorithms; this paper presents a Newton-trust region method as an alternative to the NR algorithms. 
Trust region methods are simple and powerful tools for solving systems of nonlinear equations and large 
scale optimization problems. Initially they were developed to solve unconstrained optimization problems. 
These methods behave like the NR algorithms featuring a quadratic convergence [81].  Furthermore, they 
have the advantages of guaranteeing a solution whenever it exists. 
The set of nonlinear equations describing the power flow in an islanded microgrid is to be regarded as a 
minimization problem on the form of: 
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Where Feq(X) (eq=1,2,….,neq) is the system of nonlinear functions described by (3.22) to (3.40), feq(X) is 
the variable dependent term, Aeq is the constant term and neq is the number of unknown variables. The 
trust-region solution starts from an initial guess X0 for the system variables vector X. For each succeeding 
iteration “it”, a step it  is calculated in an attempt to make  ititeq XF   smaller than  iteq XF . If this 
condition is achieved, the solution is updated from  itX  to  ititX  . The step it is chosen to minimize 
a simpler quadratic model iteq |F
~
 whose behavior around itX is approximately the same as that of
 iteq XF . This quadratic model can be defined by the second-order Taylor series of the original function 
eqF  around itX  [81], as follows 
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where it is the increment of itX , 
n
iteq )X(F  is the gradient of eqF  at itX and the 
nn
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2 )X(F 
is the Hessian of eqF at itX . A region around the current iterate itX  is defined where we can trust the 
quadratic model to be an adequate representation of the original function eqF . Accordingly, the trust 
region step can be defined as the step it  which minimizes iteq |F
~
in a ball of radius itr  centered at itX and a 
trust region sub-problem around itX can be introduced as: 
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The trust region radius itr  is updated with each iteration according to the performance of the algorithm 
during the previous iterations. This update is based on the comparison ratio it given by: 
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If it is small or negative (<0.01), this means that iteq |F
~
does not reflect the behavior of eqF  at itX . In this 
case, this iteration is designated as a bad iteration; its results are rejected (i.e.  it1it XX  ) and for the 
next iteration, the trust region radius itr  is decreased (i.e. 2
r
r it1it  ). If the quadratic model seems to be 
accurately approximating the original function, two cases are distinguished. If  9.0,01.0it  , the solution 
is updated with the computed step ( itit1it XX  ) but the trust region radius is not modified (i.e. 
it1it rr  ). On the other hand, if 9.0it  , the solution is updated ( itit1it XX  ) and the trust region is 
increased ( it1it r2r  ) [82]. 
min. 
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The trust region algorithm has to solve the sub-problem defined by (3.43) at the beginning of each 
iteration to calculate it .  It can be proved [83] that the solution of this constrained minimization satisfies  
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If itr  is big enough, the solution of the sub problem is the unconstrained minimizer given by 
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and seek a value for  0  such the constraint itit r)(   is achieved. A number of algorithms have 
been proposed in the literature to achieve this [81], [82]. A very efficient and relatively simple method for 
doing so is the Dogleg method. The Dogleg algorithm solves the problem by approximating the function 
)(it  with a piecewise linear polygon )(
~
 and solving itr)(
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Where U is the point that solves the quadratic model problem in (3.42); i.e., the Cauchy point [81]. 
Based on the above discussion, the Newton-Trust region method can be summarized in the following 
steps: 
Step #1:  Given X0, 0 , rit|max>0, ]|r,0[r maxitit0  ,   it=0 
Step #2:  if )X(F iteq then stop; 
              Solve (3.43) using Dogleg method (3.45-3.48) to get it  
Step #3:  Compute it , eq. (3.44); 
  if 01.0it  ; it1it XX   & 2
r
r it1it   
            if  9.001.0 it  ; itit1it XX   & it1it rr   
           if it9.0  ; itit1it XX  & it1it r2r   
Step #4:  it=it+1; Go to step #2 
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3.5 Algorithm validation 
To validate the applicability of the novel power flow algorithm and demonstrate its accuracy, the results 
of the proposed algorithm are compared with the steady-state results obtained from a detailed time-
domain model [20], [26] of an islanded microgrid. The balanced 6-bus test system shown in Figure 3.3 
has been used in the algorithm validation. This system was chosen since it is adequately small and 
balanced so that in can be modeled in detail in a time-domain simulation tool such as the 
PSCAD/EMTDC. This system includes three identical droop-based DG units and represents an islanded 
microgrid. Data about the line impedances and system loads can be found in Appendix A. The proposed 
islanded microgrid power flow algorithm was developed in the MATLAB environment to solve the 
power flow problem of the 6-bus test system. A detailed time-domain simulation of the 6-bus test system 
was also performed in the PSCAD/EMTDC environment. The details of the time-domain model 
implemented in PSCAD are similar to those previously described in section 2.3 of this thesis. The results 
obtained from the proposed algorithm and from the detailed time-domain simulation are presented in 
Table 3.1. The results in Table 3.1 show that the maximum phase error is less than 0.5% and the 
maximum magnitude error is less than 0.05%. The good agreement between the results indicates the 
accuracy of the proposed power flow algorithm in solving the droop controlled islanded microgrid 
networks. 
To show the limitation of the conventional power flow algorithms when it is applied to islanded 
microgrid with droop controlled DG units, a comparison between the results obtained by the proposed 
power flow algorithm and the results obtained from the conventional power flow algorithms that 
traditionally assign one DG unit as a slack bus and the other DG units as PV buses has been held.  Two 
different case studies have been carried out on the test system shown in Figure 3.3.  In the first case study, 
the test system has been solved using the proposed power flow algorithm that accurately model the DG 
units operating in droop mode. In the second case study, the test system has been solved using a 
conventional power flow method [84]; where DG unit # 1 is modeled as a slack bus and DG units # 2 and 
#3 are modeled as PV buses. In the second case study, several scenarios with different pre-specified 
settings of the generated active power of the PV buses are selected to be a percentage of the total 
islanded-microgrid loading.  
Figure 3.4 shows the voltage profile of the 6-bus test system obtained from the two case studies. As 
shown in the figure, none of the different scenarios in the second case study coincide of the solution of the 
first case study. Given that the solution of the first case study coincide with the detailed time domain 
model, as shown in Table 3.1, the result in Figure 3.4 show that the conventional power flow algorithms 
cannot solve droop controlled islanded microgrids networks. 
  36 
 
Figure  3.3: Single line diagram of the 6-bus microgrid test system 
 
Figure  3.4: The voltage profile of the 6-bus test system using droop and conventional power flow algorithms  
Table  3.1: Proposed power flow algorithm validation results of the 6-bus test system (Vbase=127 V) 
  
Node 
PSCAD/EMTDC 
Results (Phase-A) 
Power Flow 
Results (Phase-A) 
Mag. (p.u.) Ang. (degree) Mag. (p.u.)  Ang. (degree) 
1 0.9605    0.0000 0.9601 0.0000 
2 0.9730   -0.5270 0.9725 -0.5262 
3 0.9643   -2.6850 0.9638  -2.6822 
4 0.9877   -0.0725 0.9873 -0.0722 
5 0.9906   -0.4520 0.9901   -0.4510 
6 0.9698   -2.8690 0.9694   -2.8653 
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These results also validate the limitations of the conventional power flow algorithms and the importance 
of the proposed method in solving islanded microgrid networks.   
3.6 Case studies 
In this section, a balanced and unbalanced radial distribution test systems have been chosen to test the 
effectiveness of the proposed algorithm. The proposed power flow algorithm was implemented in 
MATLAB environment. Several case studies have been carried out to illustrate the robustness of the 
algorithm and the effects of the different DG units’ operation modes on the islanded microgrid operation. 
The algorithm shows good convergence in all operating conditions. The number of required iterations for 
convergence was under 5 iterations for all the study cases. 
3.6.1 Balanced microgrid 
Figure 3.5 shows the 38 bus balanced studied system [85]. The feeder parameters (at nominal frequency), 
load nominal power, type, and active and reactive power exponents are given in Appendix A. Kpf and Kqf 
are selected as 1 and -1 respectively [71]. As shown in Figure 3.5, five DG units have been placed in 
buses 34,35,36,37 and 38. Table 3.2 shows the DGs locations, static droop coefficients, nominal setting 
and ratings in the test system. 
Case study# 3-1: When all DG units operate in droop mode 
Table 3.3 shows the voltage profile, load and generation power in each bus and the total system losses in 
per unit when all DG units operate in droop mode with the parameters shown in table 3.2.  The proposed 
algorithm has converged at steady-state frequency equals 0.9987 p.u. Even though this small deviation in 
the frequency does not impact the load characteristics much, such small frequency deviation is crucial in 
determining the active power sharing between the different DG units. Also, it is worth noting that this 
frequency deviation may increase significantly if the static droop gains are not properly designed. As 
shown in table 3.3, the sharing of active power among the DG units is divided among them based on the 
ratio of their ratings. Where, the generated active power from each DG unit depends on the system 
frequency. On the other side, the reactive power sharing among the DG units is not proportional to their 
ratings as proven in [86], [20]. 
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Figure  3.5: The 38-bus balanced microgrid test system 
 
Table  3.2: DGs locations, static droop coefficients, nominal setting and ratings in 38 bus test system. 
DG # Location mp (p.u.) nq (p.u.) ω
* (p.u.) V* (p.u.) Sgmax (p.u.) Qgmax (p.u.) 
1 34 0.751×10
-3 0.01667 1 1.01 3 1.8 
2 35 1.501×10
-3 0.03333 1 1.01 1.5 0.9 
3 36 4.504×10
-3 0.01000 1 1.01 0.5 0.3 
4 37 2.252×10
-3 0.05000 1 1.01 1.0 0.6 
5 38 4.504×10
-3 0.01000 1 1.01 0.5 0.3 
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Table  3.3: Case study# 3-1: load flow results of the proposed power flow algorithm in balanced microgrid  
  
Node 
Voltage 
(p.u., degree) 
Load 
(p.u.) 
 
Generation 
(p.u.) 
 
Node 
Voltage 
(p.u., degree) 
Load 
(p.u.) 
Generation 
(p.u.) 
Mag. Ang. 
 
PL  QL PG QG Mag. Ang. PL  QL PG QG 
1 0.9563  0.0000 - - - - 20 0.9641 -0.1484 0.085 0.035 - - 
2 0.9563  0.0000 0.096 0.501 - - 21 0.9667 -0.1617 0.090 0.033 - - 
3 0.9560 -0.0197 0.089 0.031 - - 22 0.9722 -0.1458 0.088 0.036 - - 
4 0.9576 -0.0014 0.112 0.069 - - 23 0.9542 -0.0756 0.084 0.043 - - 
5 0.9596  0.0159 0.058 0.025 - - 24 0.9510 -0.2012 0.389 0.169 - - 
6 0.9647  0.1365 0.060 0.016 - - 25 0.9509 -0.2778 0.389 0.169 - - 
7 0.9672  0.3165 0.190 0.089 - - 26 0.9645  0.1410 0.057 0.022 - - 
8 0.9728  0.2868 0.192 0.091 - - 27 0.9644  0.1480 0.060 0.020 - - 
9 0.9704  0.1690 0.060 0.017 - - 28 0.9645  0.1854 0.057 0.018 - - 
10 0.9658  0.0607 0.057 0.018 - - 29 0.9649  0.2235 0.114 0.062 - - 
11 0.9682  0.0493 0.043 0.027 - - 30 0.9617  0.3009 0.189 0.525 - - 
12 0.9678  0.0258 0.058 0.031 - - 31 0.9580  0.2138 0.149 0.059 - - 
13 0.9624 -0.0697 0.057 0.031 - - 32 0.9572  0.1909 0.208 0.084 - - 
14 0.9604 -0.1441 0.116 0.068 - - 33 0.9569  0.1839 0.056 0.034 - - 
15 0.9591 -0.1808 0.056 0.009 - - 34 1.0006  1.1047 - - 1.681 0.563 
16 0.9579 -0.2058 0.060 0.016 - - 35 0.9850  0.2899 - - 0.841 0.751 
17 0.9562 -0.2792 0.056 0.017 - - 36 0.9752  0.0105 - - 0.280 0.300 
18 0.9556 -0.2905 0.089 0.031 - - 37 0.9759 -0.1534 - - 0.560 0.600 
19 0.9570 -0.0166 0.086 0.034 - - 38 0.9529 -0.2818 - - 0.280 0.300 
              
Total PL QL PG QG PLoss QLoss 
3.549 2.426 3.642 2.514 0.093 0.088 
 
Case study# 3-2: Mix of Operation 
Figures 3.6 and 3.7 show the voltage profile along the 38 buses and the generated reactive power when 
DG #1 operates in PV mode  and injects PG3,spec = 1.681 p.u. with different settings of its local voltage, 
DG #5 operates in PQ mode and injects PG5,spec=0.4 p.u. and QG5,spec=0.3 p.u. into the microgrid. The rest 
of the DG units operate in droop control mode. As shown in the figures, when the PV bus control its 
voltage at 0.98 p.u., all droop control DG units reach their Qgmax trying to keep the voltages within the 
specified limits, however, under-voltages occur at most of the system buses. When the PV bus (DG #1) is 
required to control its voltage at 1.02 p.u., it injects large amount of reactive power. Therefore, the droop 
control DG units are still operating in the region of droop characteristics without reaching Qgmax; i.e., 
given that the larger portion of the system reactive power requirement is supplied by DG #1, the other DG 
units (DG #2, 3 and 4) do not reach their maximum reactive power capacity. The figures also show that a 
proper setting of the voltage at the PV bus is required to guarantee appropriate reactive power sharing 
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between the PV bus and the droop DG units and to keep the voltages within the specified limits and avoid 
under-voltages. 
 
Figure  3.6: Case study# 3-2: voltage profile when DG #5 is working in PQ mode and DG #1 is working in PV mode  
 
 
Figure  3.7: Case study# 3-2: QG and QG,max of the different DG when DG #5 is working in PQ mode and DG #1 is working in 
PV mode at different settings of V  
3.6.2 Case study# 3-3: unbalanced microgrid 
A 25 bus unbalanced test system [87] is used in this case study. The system single line diagram, feeder 
parameters (at nominal frequency) and phase load power are given in Appendix A. Three DG units have 
been placed at buses 13, 19 and 25 respectively, to feed the system in the islanded mode of operation. To 
show the effectiveness of the proposed algorithm, the system load data in [87] have been modified in this 
work to increase the system unbalance by 20%. Table 3.4 shows the locations, static droop coefficients, 
nominal setting and ratings of these DG units in the 25 bus unbalanced test system. The proposed power 
flow algorithm has been converged at steady-state frequency equals 0.9980 p.u. Table 3.5 shows the 
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active and reactive power in each phase and the total injected power from each DG in p.u.  Table 3.6 
shows the power flow results (voltage profile and loads in each phase and the total system losses) of the 
proposed algorithm when all DG units in Table 3.4 operate in droop control mode. As shown in Table 
3.6, the three-phase voltages at the locations of the DG units are equals in magnitude and they have 120
o
 
phase shift (balanced). These results are matched with the capability of both converter and synchronous 
based DG units to generate balanced voltages on their points of connection. Table 3.5 shows that the total 
active power generations of the three DG units are shared appropriately based on the ratio of their ratings, 
even though there is no equal sharing between the generated active powers in each phase. Also, the results 
in Table 3.5 show that both DG #1 and DG #2 reach their QG,max and only one DG operates in droop 
control. The results in Table 3.5 demonstrate that the total reactive power produced by each of three DG 
units is not proportional to its rated capacity; e.g. DG units #1 and #3 have equal capacity but are 
producing different QG-tot. 
In Figure 3.8 the fast convergence characteristics of the proposed power flow algorithm is shown by 
plotting the maximum mismatch at each iteration versus the iteration number for the two systems under 
study in case studies # 3-1 and #3-3.   
 
Figure  3.8: Maximum mismatch versus number of iteration in case studies # 3-1 and # 3-3 
Table  3.4: Case study# 3-3: DG units’ locations, static droop coefficients, nominal setting and ratings  
DG 
# 
Location mp 
(p.u.) 
nq  
(p.u.) 
ω* 
(p.u.) 
V* 
(p.u.) 
Sgmax 
(p.u.) 
Qgmax 
(p.u.) 
1 13 0.005
 0.05 1 1.01 0.6 0.36 
2 19 0.010 0.10 1 1.01 0.3 0.18 
3 25 0.005 0.05 1 1.01 0.6 0.36 
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Table  3.5: Case study# 3-3: DG units active and reactive power generation  
DG 
# 
PG-A 
(p.u.) 
PG-B 
(p.u.) 
PG-C 
(p.u.) 
QG-A 
(p.u.) 
QG-B 
(p.u.) 
QG-C 
(p.u.) 
PG-total 
(p.u.) 
QG-tot 
(p.u.) 
1 0.102 0.134 0.161 0.097 0.121 0.142 0.397 0.36 
2 0.047 0.066 0.086 0.045 0.061 0.074 0.199 0.18 
3 0.113 0.132 0.152 0.052 0.063 0.079 0.397 0.194 
 
Table  3.6: Case study# 3-3: load flow results of the proposed power flow algorithm in unbalanced microgrid  
 Phase A 
 
Phase B 
 
Phase C 
 
Node Van 
(p.u., degree) 
 
Load 
(p.u.) 
 
Vbn 
(p.u., degree) 
 
Load 
(p.u.) 
 
Vcn 
(p.u., degree) 
 
Load 
(p.u.) 
 
 Mag. 
 
Ang. 
 
PL 
 
QL 
 
Mag. 
 
Ang. 
 
PL 
 
QL 
 
Mag. 
 
Ang. 
 
PL 
 
QL 
 
1 0.9791  0.0000 0.000 0.000 0.9733 -119.9336 0.000 0.000 0.9707 119.9081 0.000 0.000 
2 0.9791  0.0000 0.000 0.000 0.9733 -119.9336 0.000 0.000 0.9707 119.9081 0.000 0.000 
3 0.9800  0.0568 0.008 0.006 0.9746 -119.8879 0.012 0.009 0.9720 119.9902 0.016 0.012 
4 0.9812  0.1432 0.012 0.010 0.9762 -119.8165 0.018 0.013 0.9737 120.0924 0.018 0.013 
5 0.9804  0.1450 0.010 0.007 0.9752 -119.8100 0.012 0.009 0.9725 120.0889 0.014 0.011 
6 0.9770 -0.0664 0.010 0.007 0.9704 -119.9828 0.013 0.010 0.9674 119.8277 0.013 0.009 
7 0.9765 -0.1379 0.000 0.000 0.9698 -120.0411 0.000 0.000 0.9662 119.7547 0.000 0.000 
8 0.9754 -0.0627 0.010 0.007 0.9683 -119.9697 0.012 0.009 0.9650 119.8206 0.014 0.011 
9 0.9812 -0.2182 0.014 0.011 0.9761 -120.1485 0.015 0.012 0.9732 119.7098 0.018 0.013 
10 0.9871 -0.2996 0.008 0.006 0.9838 -120.2640 0.012 0.009 0.9816 119.6722 0.016 0.012 
11 0.9910 -0.3488 0.011 0.008 0.9890 -120.3370 0.010 0.007 0.9874 119.654 0.014 0.011 
12 0.9903 -0.3475 0.012 0.008 0.9879 -120.3334 0.018 0.013 0.9863 119.6582 0.018 0.014 
13 0.9974 -0.4156 0.008 0.006 0.9974 -120.4156 0.013 0.010 0.9974 119.5844 0.014 0.011 
14 0.9722 -0.1306 0.012 0.008 0.9639 -119.9975 0.015 0.012 0.9591 119.7302 0.022 0.016 
15 0.9706 -0.1268 0.032 0.024 0.9617 -119.9841 0.040 0.030 0.9568 119.7230 0.048 0.036 
16 0.9757 -0.1361 0.010 0.007 0.9687 -120.0345 0.012 0.009 0.9650 119.7512 0.014 0.011 
17 0.9713 -0.1282 0.010 0.007 0.9628 -119.9944 0.010 0.007 0.9575 119.7307 0.016 0.012 
18 0.9797  0.0182 0.010 0.007 0.9750 -119.9344 0.012 0.009 0.9726 119.9711 0.014 0.011 
19 0.9864 -0.0899 0.014 0.011 0.9864 -120.0899 0.015 0.010 0.9864 119.9101 0.018 0.014 
20 0.9819 -0.0250 0.008 0.006 0.9790 -120.0017 0.012 0.009 0.9771 119.9637 0.016 0.012 
21 0.9770  0.0240 0.010 0.007 0.9713 -119.9229 0.010 0.007 0.9681 119.9809 0.016 0.012 
22 0.9755  0.0267 0.012 0.008 0.9689 -119.9154 0.018 0.013 0.9657 119.9892 0.018 0.014 
23 0.9851  0.2184 0.014 0.011 0.9812 -119.7571 0.015 0.012 0.9789 120.1850 0.018 0.013 
24 0.9900  0.2914 0.008 0.006 0.9873 -119.7060 0.013 0.010 0.9853 120.2817 0.014 0.011 
25 1.0003  0.4138 0.014 0.011 1.0003 -119.5862 0.015 0.009 1.0003 120.4138 0.018 0.013 
             
Total PL-A QL-A PL-B QL-B PL-C QL-C PL-total QL-total PLoss QLoss  
  0.258 0.190 0.325 0.240 0.390 0.288 0.973 0.718 0.02 0.015  
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3.7 Discussion 
In this chapter, a generalized three-phase power flow algorithm has been proposed for islanded 
microgrids. The proposed algorithm incorporates the three-phase feeder models, the load modeling and 
the DG modeling. To provide proper modeling of the DG units in the islanded microgrid, the power flow 
problem has been formulated without a slack bus. In this formulation, generation buses have been 
represented as droop, PV or PQ buses. The proposed formulation reflects the concept of microgrid 
operation, where DG units are required to share the load demands and keep the system frequency and 
voltages within their limits. The problem has been formulated as a set of nonlinear equations. To achieve 
a robust solution and a global convergence in all feasible solutions, a Newton-trust region method has 
been proposed. The proposed algorithm has been validated by comparing its results with the results of a 
detailed time-domain simulation. Several case studies for both balanced and unbalanced microgrid test 
systems have been carried out to show the robustness and effectiveness of the proposed power flow 
algorithm. The results show good convergence characteristics in all operating conditions. The proposed 
algorithm is a powerful tool to study the power flow in an islanded microgrid. This power flow analysis 
helps the DNO to consider the islanded microgrid in both operational and planning studies. 
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 Chapter 4
Maximum Loadability Consideration in Droop-Controlled Islanded 
Microgrids Optimal Power Flow 
 
4.1 Introduction 
Droop controlled islanded microgrid systems are usually complemented with a MGCC to optimize its 
operation (e.g. [27], [43], [44], [54]). Using non critical low-bandwidth communication links the MGCC 
collects periodic measurements of the islanded microgrid generation and loads. The MGCC then uses the 
collected data about the generation and load status to run an OPF problem that updates the DG units’ 
droop settings (i.e. characteristics) in a way that optimally dispatches the different DG units in the island 
while satisfying the system operational constraints. In this sense, the MGCC periodically performs a 
higher level coordinated management function by centrally optimizing the update of the DG units droop 
characteristics. Other than higher level coordination, a major advantage of this scheme is that any failure 
in the MGCC and/or its associated infrastructure will not result in a complete failure of the islanded 
microgrid, However, such failures will only imply lack of optimal operation and resorting back to 
decentralized droop control with no communications; using the droop settings in place at the moment of 
communication interruption. In general, the OPF problem solved by the MGCC is a nonlinear 
programming (NLP) problem that is used to determine the "optimal" control parameter settings of a given 
islanded microgrid in order to minimize some pre-specified desired objective function(s), subject to the 
system constraints. With the variety of possible objective functions, diverse OPF problems can be defined 
for the islanded microgrid system. An important consideration in the operation of droop-controlled 
islanded microgrid systems is its maximum loadability. This chapter proposes the consideration of the 
system maximum loadability in droop-controlled islanded microgrids OPF problems. Three new OPF 
problem formulations for droop controlled islanded microgrid systems are investigated; 1) The OPF 
problem for maximum loadability assessment, 2) The OPF for maximizing system loadability, and 3) The 
bi-objective OPF problem for loadability maximization and generation cost minimization. The detailed 
microgrid model proposed in chapter 3 is adopted to reflect the special features and operational 
characteristics of droop-controlled islanded microgrid systems in the proposed OPF problems 
formulations. The remainder of this chapter is organized as follows: section 4.2 presents the modeling of 
droop controlled DG units in islanded microgrid OPF problems. In section 4.3 the proposed droop 
controlled islanded microgrids OPF formulations are presented. Section 4.4 provides the details of a 
proposed fuzzy-based utopia tracking algorithm for solving the bi-objective OPF problem for loadability 
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maximization and generation cost minimization. In section 4.5 the importance and consequences of 
considering the system maximum loadability in the operational planning of droop-controlled islanded 
microgrids is validated through comparative numerical case studies. In section 4.6 the chapter is 
concluded and its main findings are discussed.  
4.2 Droop-controlled DG units modelling in islanded microgrid OPF problems 
4.2.1 Control parameters 
In droop control, the power sharing is achieved by mimicking the behavior of synchronous generators 
operating in parallel. Hence, as depicted in equation (3.7), the frequency of the DG unit output voltage is 
drooped as the generated active power by the DG unit increases. Similarly, as depicted in equation (3.8), 
the magnitude of the DG unit output voltage is drooped as the generated reactive power by the DG unit 
increases. The previously discussed droop relations, given in (3.7) and (3.8), show that the steady-state 
operating point (i.e. equilibrium point) of droop-controlled DG units in islanded microgrids depends on 
the static droop gains of the respective DG unit. The transient behavior of droop controlled DG unit can 
be adapted to modify the dynamic stability of the islanded microgrid system by incorporating active and 
reactive power compensators to the droop relations. Accordingly, the droop relations given in (3.7) and 
(3.8) can be modified to [26], [27], [36]: 
 Gipi
*
i P)s(G            (4.1) 
 Giqi
*
ii Q)s(GVV            (4.2) 
where Gpi(s) and Gqi(s) are the active and reactive power compensators’ transfer functions for the DG unit 
connected to bus i, respectively. Yet, irrespective of the compensators’ design (i.e. transfer functions) 
used, the dc gain of the compensators’ transfer functions always represents the static-droop gain (i.e. mpi 
and nqi , respectively) controlling the steady-state operating point of the system [27]. Starting with a pre-
specified set of static droop gains to implement a particular steady-state response (i.e. dc gains of active 
and reactive power compensators’ transfer functions), the design of Gpi(s) and Gqi(s) to shape the dynamic 
response of the DG units, can be achieved as a separate and subsequent step without affecting the required 
steady state solution of the system. Here it is worth noting that algorithms for scheduling Gpi(s) and Gqi(s), 
for different static droop gains values have been previously proposed in [26], [36]. Accordingly, the 
steady-state behavior of droop-controlled DG units can be represented and studied by (3.7) and (3.8) only. 
Hence, in this work we only focus on the design of the static droop characteristics droop-controlled DG 
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unit in the island, given by the control parameters vector x, where  droopj Bj|xx  ,  .n,m,V,x qjpj*j*jj 
and Bdroop is the set of all droop controlled buses in the system..  
4.2.2 Generation capacity 
Typically the DG units are equipped with a current limiter intended to limit the PGi and QGi generation of 
the DG unit to its rated capability [88], [89]. Accordingly, the DG units’ PGi and QGi generation follows 
the droop relations given in (3.7) and (3.8) up till the DG units’ maximum active and reactive power 
generation limits, PGi,max and QGi,max, respectively. Beyond PGi,max the DG unit active power generation is 
not allowed to follow the droop relation, given by (3.7), and the DG is transformed to inject a constant 
amount of active power set at the violated limit (i.e. PGi,max). Similarly, beyond QGi,max the DG unit 
reactive power generation is not allowed to follow the droop relation, given by (3.8), and the DG is 
transformed to inject a constant amount of reactive power set at the violated limit (i.e. QGi,max). The 
relationships governing the DG units active and reactive power generation capabilities can be given as:  
 max,Gimax,Gi SP            (4.3) 
    2Gi2,maxGi,maxGi PSQ           (4.4) 
In order to model the behavior of DG units as they reach their maximum generation capability in the 
droop-controlled islanded microgrid OPF problem, a set of nonlinear complementary constraints have 
been adopted.  The nonlinear complementary constraint problem, as defined in [56], [49], is to find the 
vector
n such that for the given mappings   nn:   and   nn:  , 
         0,0,0           (4.5) 
with the notation “ ” indicating complement, (4.5) can be written as 
     00             (4.6) 
Following this definition, the constraints in (4.7) - (4.8) ensures that the active and reactive power 
generation of the DG unit is either following the droop characteristics given by (3.7) and (3.8) or set at the 
DG limits, PGi,max and QGi,max , given by (4.3) and (4.4).  
 droopGi
*
i
pi
Gimax,Gi Bi,0P)(m
1
PS0       (4.7) 
     droopGii*i
qi
Gi
2
Gi
2
,maxGi Bi,0QVV
n
1
QPS0 




     (4.8) 
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Moreover, droop-controlled DG units have a limit on the apparent power injected from each phase [90]. 
The limits on the apparent power injected per phase can be given as 
         max,Gi
2
Gi
2
Gi SQP      c,b,a,        (4.9)  
where  
max,GiS is the apparent power capacity of phase ϕ for droop controlled DG unit connected to bus i. 
4.3 Proposed droop-controlled islanded microgrids OPF problem formulations 
Similar to conventional power systems [49], [50], [51], [52] in droop-controlled islanded microgrids, the 
maximum loadability problem is associated with the increase of system demand beyond certain limits 
leading to the disappearance of the system power-flow solution, i.e., steady-state equilibrium point. The 
point at which the system steady-state solution disappears (i.e. point of voltage collapse) is known as a 
static bifurcation point. The steady-state voltage stability margin quantifies how close a particular 
operating point is to the point of voltage collapse. For a linearly increasing load, with   representing 
a scalar bifurcation parameter known as the “load factor”, assuming an increase in the generation capacity 
to match the load increase, the disappearance of the system steady-state solution with an increasing λ can 
be related to the appearance of a singularity in the Jacobian matrix of the power flow equations describing 
the droop controlled islanded microgrid system. This type of bifurcation is known as Saddle Node 
Bifurcation (SNB).  Moreover, considering the generation capacity limits of the different DG units in the 
islanded microgrid system and the operational limits, a reduced static voltage stability margin might 
result. In this case, the disappearance of the system equilibrium can arise instantaneously with a sudden 
jump to instability as the capacity limit of a system equipment or an operational limits is reached. This 
type of bifurcation is known as Limit Induced Bifurcation (LIB). In droop controlled islanded microgrid 
the LIB can be related to the violation of the system operational constraints or the shortage of active 
power supply and/or reactive power supply.  
The remainder of this section discusses three formulations that incorporate the maximum loadability 
consideration in droop-controlled islanded microgrid OPF problem; 
4.3.1 OPF problem for maximum loadability assessment 
Given some pre-specified control parameters for the droop-controlled DG units in the island, i.e. x=xo, the 
maximum loading point of a droop controlled islanded microgrid can be calculated by solving the 
following OPF problem: 
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 ..Min   m           (4.10a) 
 Subject to:     0),h(F mm          (4.10b)
  
         0P)(
m
1
PS0
m
Gj
m*
j
pj
m
Gjmax,Gj       (4.10c) 
             0QVV
n
1
QPS0
m
Gj
m
j
*
j
qj
m
Gj
2m
Gj
2
,maxGj 





    (4.10d) 
 
        max,Gj
2m,
Gj
2m,
Gj SQP         (4.10e) 
       m
ub
mmm
lb ),h(         (4.10f) 
     droopbus Bjandc,b,a,n,,2,1i    
The objective of this OPF problem is to find the maximum loading factor at which the islanded microgrid 
operation is still feasible as governed by the operational constraints in (4.10b) - (4.10f). In this OPF 
problem, the current operating point is not considered in the system model. The variables in this problem 
are the maximum loading level, λm, and the power flow state-variables at the system maximum loading 
point  mh  comprising 
       m,
Gj
mm,
i
m,
i P,,,V


 and  m,GjQ
 . On the other hand, the control parameters of 
the droop-controlled DG units are given as fixed values in this optimization problem at xo. The equality 
constraints in (4.10b) represents the power balance conditions at the maximum loading point denoted with 
a superscript “m” ; described by the droop-controlled islanded microgrid power flow equations derived in 
chapter 3. The complementary constraint in (4.10c) and (4.10d) represent the active and reactive power 
capacity constraints at the maximum loading condition, respectively. The inequality constraints in (4.10e) 
represent the DG unit phase loading limits. The inequality constraints in (4.10f) represent the operational 
limits imposed on the system operation at the point of maximum loading in terms of voltage magnitudes, 
frequency deviation and distribution feeders’ thermal loading limits.  
4.3.2 OPF problem for maximizing system loadability  
In droop-controlled islanded microgrids, the steady-state voltage stability margin, and consequently the 
system maximum loadability, is strongly dependent on the sharing of the microgrid demand between the 
different DG units in the island as determined by the droop characteristics of the droop-controlled DG 
units in the microgrid. This is similar to conventional power systems where the system voltage stability 
margin is largely controlled by the dispatch of the different active and reactive power sources in the 
system [49], [51]. Accordingly, the objective of this OPF problem is to optimally choose the DG units 
control parameters (that controls the system steady-state solution) so as to maximize the possible loading 
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margin from the current loading point while guaranteeing the feasibility of both the current and maximum 
loading points. This problem considers both the current operating point, denoted by a superscript “c”, and 
the maximum loading operating point “m”. The mapping between the current and maximum loading 
points is made through the variable droop-controlled DG units control parameters, x, which govern the 
DG units operation at both operating points. In addition to the maximum loading level,  m , and the 
droop-controlled DG units’ control parameters, x, this problem also assumes that the system power flow 
variables at both the current operating point and the maximum loading points are variables within the 
optimization problem. The OPF problem to maximize the islanded microgrid loading margin can be given 
by;  
 ..Min   m           (4.11a) 
 Subject to:     0)x,,h(F           (4.11b) 
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2,
Gj
2,
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         
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  ublb xxx           (4.11g) 
       droopbus Bjand,m,c,c,b,a,n,,2,1i     
The inequality constraints in (4.11g) represents the bounds on the DG units droop control parameters. 
These bounds are determined by the maximum and minimum allowable voltage and frequency deviation 
at the PCC for maximum and zero output power production by the DG units.  
4.3.3 Bi-objective OPF Problem for loadability maximization and generation cost 
minimization 
This OPF problem is formulated as a bi-criteria optimization problem with the objectives of: 1) 
minimizing the generation cost, and 2) maximizing the load that can be added to the system, while 
ensuring that the system operation remain feasible at both the current and maximum loading points. This 
OPF can be given as: 
 .Min     Cost,m          (4.12a)  
 Subject to:     0)x,,h(F           (4.12b) 
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         (4.13a)  
FCj(PGj) is the fuel consumption of the j
th
 DG unit as a function of its active power generation, and j  is 
the fuel price for the j
th
 DG unit. Here it is worth noting that, if all the DG units in the system have the 
same fuel price, the minimization of the generation cost in this OPF can be represented by the 
minimization of the system fuel consumption and equation (4.13a) can be reduced to 
    


DGn
1j
c
Gj
c
Gjj P)P(FCCost           (4.13b) 
4.4 Bi-objective fuzzy-based utopia tracking algorithm  
The problem encountered in the bi-objective OPF problem described in section 4.3.3 is how to balance an 
economic metric; which is the generation cost, with another metric that cannot be directly translated to an 
economic value; which is the system loadability. A very popular approach for converting this type of 
multi-criteria problem into a scalar optimization problem is to convert the multi-objective function into 
one with single objective by assigning arbitrary relative weights to the different objectives. However, a 
major disadvantage of this approach is that the effect of the weights is highly dependent on the system 
state and cannot be known until the problem is solved. Relaxing some objective by a small percentage can 
lead to a disproportionate reduction in its optimality. Consequently, fixing weights “a priori” can lead to 
large excursions in the optimization performance and output [91]. Another approach determines the 
required weights by constructing the Pareto front and then selecting an appropriate set of weights from it. 
However, constructing the Pareto front can be computationally expensive as it requires the solution of 
numerous optimization problems and is accordingly not feasible for the on-line MGCC application. A 
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third approach depends on optimizing one of the problem objectives while bounding other objectives to 
pre-specified limits; by adding them as problem constraints. Nonetheless, the drawback of this approach 
is that it may be possible to define constraints for which there is no feasible solution to the optimization 
problem. For instance, an arbitrary defined maximum loadability may be greater than what the system can 
provide.  
In order to overcome the limitations of the aforementioned multi-objective optimization approaches, in 
this work an alternative approach that yields a single best compromise solution is adopted. This approach 
entails minimizing the distance between the potential solution and the utopia point (the ideal point given 
by the intersection of the minima of the independent objectives). The utopia point represents the unbiased 
point of consensus among the different objectives of the optimization problem; where at such point all the 
objectives are individually optimal. Figure 4.1 shows a schematic representation of the Pareto front and 
the Utopia point “o” of two competing objective functions f1 and f2. As shown on the figure, the Utopia 
point is the point where all objectives are individually minimized (optimal). The utopia point is generally 
unattainable because among the Pareto optimal solutions (forming the Pareto front) it is not possible to 
minimize one objective without increasing the other(s). Even though all the points on the Pareto Front are 
optimal solutions to the multi-objective optimization problem, still different points on the Pareto front are 
at different distances (in some norm) to the Utopia point. As shown on Figure 4.1 different optimal 
solutions on the Pareto front (points “1”, “2”  and “N”) are at different distances to the Utopia point 
(distances L1, L2 and LN).  Given that the utopia point is generally unattainable, the next best thing is a 
solution that is as close as possible [92], [93]. Accordingly, the best compromise solution is the solution 
with the minimum distance to the utopia point.  A fuzzy utility function is used to transform the problem 
objectives to non-dimensional objective functions [94]. By associating with each value of the objective 
functions, a normalized value that expresses the degree of desirability of the considered objective, the 
fuzzy utility functions serves to equate the relative differences (i.e. difference in magnitude and units) 
between the generation cost and the maximum loading. In other words, the fuzzy utility function is used 
to transform the problem objectives to non-dimensional objective functions in order to allow for the 
representation of closeness to the utopia point mathematically.  
The multi-objective OPF problem given by (4.12) is solved by a fuzzy-based approach to determine the 
best compromise solution between the two non-commensurable and conflicting objectives [92], [93], 
[94]. This approach avoids the need for setting time invariant weights and does not require the 
computation of the Pareto front for the solving the bi-criteria OPF problem.  Figure 4.2 shows a flow 
chart of the proposed approach. First, the individual objectives of maximum loadability and generation 
cost minimization are optimized separately.  The first objective is optimized by solving the OPF problem 
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given in Section 4.3.2. The second objective is optimized by solving the OPF problem given in equations 
(4.14a) – (4.14g). 
f1
f2
o
1
2
NL2
LN
L1
Pareto Front
Utopia point
 
Figure  4.1: Schematic representation of Pareto front and Utopia point 
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Figure  4.2: Flowchart of the proposed bi-objective fuzzy-based utopia tracking algorithm 
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The optimal solutions of the individual problems are used to set the lower and upper bounds of the two 
objectives i.e. the optimal solution to the generation cost minimization problem sets the lower bound on 
system loadability, λ(m)min, and generation cost, Costmin; while the optimal solution to the maximum 
loadability problem sets the upper bounds on system loadability, λ(m)max, and generation Costmax. Here it is 
worth noting that the generation cost minimization problem; given in (4.14), does not consider the system 
maximum loadability. Accordingly, λ(m)min is obtained by solving the maximum loadability assessment 
OPF problem, given in section 4.3.1, using the droop settings obtained from generation cost minimization 
OPF problem. Second, the lower and upper bounds on the individual objectives are used to characterize 
fuzzy utility functions of the two objectives concerned. The fuzzy utility function of an objective is 
defined as a value ranging from 0 to 1, with value of 1 indicating full desirability of the objective value, 
and 0 denoting full undesirability of the objective value. Values between 0 and 1 of the fuzzy utility 
function represent the degree of desirability of an objective value.  Accordingly, the fuzzy utility 
functions give normalized values that express the degree of desirability of each objective and as such 
resolves the relative differences in magnitude and units between the generation cost and the maximum 
loading. Figure 4.3 shows the schematic diagram of the linear utility functions for generation cost and 
loadability. As shown on the figure the utility membership of the generation cost can be given as: 
 )Cost(  minCostCost,1   
 maxmin
maxmin
max CostCostCost,
CostCost
CostCost



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 maxCostCost,0   
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Figure  4.3: Fuzzy desirability membership functions 
and the utility function of the system loadability can be given as: 
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Finally, the bi-objective optimization problem is solved by minimizing the distance of the solution to the 
utopia point (λ(m)max, Costmin). The Euclidean distance of the solution (λ
(m)
,Cost) to the utopia point can be 
given as; 
    22m Cost1))(1(S           (4.17) 
The lower S value the solution has, the shorter its distance from the ideal point is. Accordingly 
minimizing (4.17), subject to (4.12b) - (4.12f), yields the best compromise solution with the shortest 
distance to the utopia point. 
4.5 Numerical results 
In this section, a balanced and unbalanced distribution test systems have been chosen to assess the 
effectiveness of the proposed problem formulations. Three OPF problems are solved for each of these 
systems to demonstrate the importance and consequence of considering the system maximum loadability 
on the selection of droop-controlled islanded microgrids control parameters. The three problems are as 
follows:  
1) The OPF problem for minimizing the overall system generation cost (given by (4.14)); results 
from this OPF problem are denoted by “Minimum Cost”. 
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2) The OPF problem for maximizing the system loading margin (given by (4.11)); results from this 
OPF problem are denoted by “Maximum Loadability”. 
3) The OPF problem for achieving the best possible compromise between the system maximum 
loadability and minimum generation cost using the fuzzy-based utopia tracking method (given by 
(4.12)); results from this OPF problem are denoted by “Best Compromise”. 
The proposed OPF problems were implemented in Matlab environment. The upper and lower limits on 
the node voltage variation are taken as 1.05 p.u. and 0.95 p.u., respectively. A maximum frequency 
variation of  0.005 p.u. is considered in the reported case studies. The complementary constraints were 
transformed to nonlinear constraints using a Fischer-Burmeister-based method [56], [95]; where a 
nonlinear complementary problem function 2:  on the form of: 
   0b.a,0b,0a0b,a           (4.18) 
Can be expressed by the Fischer-Burmeister Function as: 
   )baba:b,a 22           (4.19) 
4.5.1 Case study# 4-1: balanced microgrid 
The 33-bus balanced test system is used in this case study [96]. The system single line diagram, feeder 
parameters (at nominal frequency) and load power are given in Appendix A. An islanded microgrid is 
formed by isolating the system from the main grid by the island isolation switch. Table 4.1 shows the DG 
units’ ratings, locations, and fuel consumption (Natural Gas) in standard cubic feet per kilowatt-hour 
(scf/kWh). Table 4.2 shows the optimal settings for droop-based DG units obtained by solving the three 
OPF problems under consideration. As discussed in section 4.3.3, given that the DG units in the system 
utilize the same type of fuel, the system generation cost is represented by the fuel consumption. Table 4.3 
shows the overall islanded microgrid generation cost and maximum loadability when the islanded 
microgrid is operated with the settings obtained from each OPF problem. As shown in the results, in the 
“minimum cost” OPF problem the whole emphasis is on minimizing the system generation cost and no 
emphasis is placed on enhancing the system maximum loadability. As such, in this case the lower 
generation cost of the islanded microgrid can be achieved on the expense of smaller loading margins. On 
the other hand, the “maximum loadability” OPF problem enables the operation of the islanded microgrid 
system with larger loading margins on the expense of higher generation cost. These results demonstrate 
the trade-off between the minimization of the system generation cost and the maximization of the system 
loadability. The fuzzy-based utopia-tracking algorithm “best compromise” locates the best trade-off 
between the system loading margin and generation cost at the system current operating condition. Note 
that the ideal generation cost is around 35,118.5 (scf/hr) given by the limit in which the system maximum 
  56 
loadability is fully relaxed. This also represents the absolute minimum generation cost required to keep 
the islanded microgrid operating at this loading level. The generation cost of the best compromise 
solution is around 35,520.6 (scf/hr) which indicates that the cost of the increase in system maximum 
loadability from 1.179 p.u. to 1.456 p.u. is 402.1(scf/hr).  
Table  4.1: Case study# 4-1: DGs locations, fuel consumption and ratings 
DG 
# 
Location 
(Bus #) 
Fuel Consumption 
(scf/kWh) 
SGmax 
(p.u.) 
1 08 7.806 1 
2 09 7.316 1 
3 22 11.165 2 
4 02 11.105 2 
5 25 11.418 1 
Table  4.2: Case study# 4-1: droop settings obtained from the three OPF problems under consideration 
DG # 
Minimum Cost 
mp (p.u.) nq (p.u.) V* (p.u.) ω* (p.u.) 
1 5.25E-04 3.33E-02 1.034 1.0002 
2 6.31E-04 1.60E-02 1.038 1.0002 
3 1.34E-03 1.39E-03 1.050 0.9998 
4 4.17E-04 7.11E-04 1.049 1.0001 
5 2.69E-03 5.87E-03 1.045 0.9999 
DG # 
Maximum Loadability 
mp (p.u.) nq (p.u.) V* (p.u.) ω* (p.u.) 
1 1.20E-03 2.47E-02 1.016 1.0002 
2 1.13E-03 2.59E-02 1.018 1.0001 
3 4.18E-04 1.51E-06 1.050 1.0000 
4 5.91E-04 1.80E-03 1.029 1.0001 
5 9.92E-04 9.34E-03 1.022 1.0000 
DG # 
Best Compromise 
mp (p.u.) nq (p.u.) V* (p.u.) ω* (p.u.) 
1 6.59E-04 2.00E-02 1.027 1.0002 
2 6.59E-04 1.79E-02 1.027 1.0002 
3 5.05E-04 5.39E-04 1.049 1.0001 
4 1.04E-06 7.46E-03 1.034 0.9996 
5 8.41E-04 2.80E-02 1.036 1.0002 
Table  4.3: Case study # 4-1: maximum loadability and total generation cost 
 λ(m) (p.u.) Cost (scf/hr) 
Minimum Cost 1.179 35,118.5 
Maximum Loadability 1.517 38,468.2 
Best Compromise 1.456 35,520.6 
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Figures 4.4 (a)-(c) show the voltage profile at the current loading level as the system is operated with the 
settings obtained from the different OPF problems. Even though the results in Figures 4.4 (a)-(c) show 
that the settings obtained from the three OPF problems are capable of satisfying the voltage constraints at 
the current operating point, still the distance of the current operating point to the point of voltage collapse 
is different in the three cases. Figure 4.5 (a) shows the voltage magnitude profile as a function of the 
system loadability (PV curve) for the most remote bus in the islanded microgrid (bus #33) when the 
microgrid is operated with the settings obtained from the three OPF problems. When the islanded 
microgrid is operated with the settings obtained from the “minimum cost” OPF problem, point “A” 
represent the SNB point and any increase of the system loading beyond point “A” will result in a voltage 
collapse. When the islanded microgrid is operated with the settings obtained from the “best compromise” 
OPF problem, point “B” shows the system maximum loadability when all system constraints are enforced 
at the maximum loading point, while point “D” shows the system maximum loadability when voltage 
constraints are relaxed at the maximum loading point; with all other constraints enforced. All system 
constraints are always enforced at the current loading point. The rapid descend in the voltage magnitude 
from point “B” to point “D”, can be associated to the transfer of the reactive power support from DG #4 
to the remoter DG #3 as DG #4 reaches its maximum capacity at point “B”.  Both points “B” and “D” 
represent a LIB when the system operates with these settings. Points “C” and “E” represent similar 
system loading levels when the system is operated with the settings obtained from the “Maximum 
Loadability” OPF problem. Figure 4.5(b) shows the system frequency as a function of the system loading 
level, as can be seen in the figure the limits imposed on the selection static droop coefficients guarantee to 
keep the system frequency within the allowable deviation tolerance as the system loading increase. It is 
worth noting that similar bounds imposed on the reactive power static droop gain coefficients can only 
ensure proper voltage regulation at the PCC. 
In order to explain the different points of voltage collapse attained by the different settings, Figures 4.6 
(a)-(i) show the active, reactive and apparent power production by the different DG units in the islanded 
microgrid as the loading factor of the microgrid increase in steps of 0.005 p.u.; when the DG units are 
operated with the three sets of settings given in Table 4.2. The results in Figures 4.6 (a)-(i)  show that 
even though the initial islanded microgrid loading factor is the same, the maximum loading factor that can 
be attained by the three settings is different. Without violating the DG capacity constraints, the settings 
obtained from the “maximum loadability” and the “best compromise” OPF problems allow the islanded 
microgrid to feed higher load demand as compared to the settings obtained from “minimum cost” OPF 
problem. Figures 8(a)-(i) also show that the complementary constraints given in (4.7)-(4.8) are capable of 
correctly modeling the behavior of the droop controlled DG units as they reach their maximum generation 
capability and transform to inject their maximum generation capacity. The increase of active power 
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generation with the increase of the system loading is governed by the droop relation given in (3.7) for all 
the droop-controlled DG units in the system. As the DGs reaches their respective maximum apparent 
power capacity, the reactive power production switches from being governed by the droop equation given 
by (4.8) to being governed by the available capacity as denoted by (4.4). For instance, Figure 4.6 (a)-(c) 
show that DG unit #5 produces its maximum apparent power at a loading factor of 1.046. Hence, further 
increase in the loading factor results in a decrease in the reactive power production of DG #5 to preserve 
its active power sharing capability up to the maximum loading point at which (PG DG#5=0.2076 p.u., and 
QG DG#5=0.9781 p.u.). The rate of decrease in the reactive power production as the DG unit reaches its 
maximum apparent power capacity is governed by the active power static droop coefficient i.e. the rate of 
active power production increase. This explains the difference in the rate of reactive power production 
change as the system loading increase between DG #4 and DG #5 in the “minimum cost” case. Fig 4.7 
(a)-(c) show the fast convergence characteristics of the three OPF problems under consideration.  
 
 
Figure  4.4: Case study# 4-1: voltage profile when the system is operated with the settings obtained from: a) minimum cost, b) 
maximum loadability, and c) best compromise. 
  
5 10 15 20 25 30
0.95
1
1.05
V
B
u
s 
(p
.u
.)
Bus No.
5 10 15 20 25 30
0.95
1
1.05
V
B
u
s 
(p
.u
.)
Bus No.
5 10 15 20 25 30
0.95
1
1.05
V
B
u
s 
(p
.u
.)
Bus No.
(a) 
(b) 
(c) 
  59 
 
 
Figure  4.5: Case study# 4-1: a) voltage at bus #33, and b) system frequency, as a function of λ under the different settings  
 
 
 
 
Figure  4.6: Case study # 4-1: DG units’ generation as λ increases with the settings obtained from: (a)-(c) minimum cost, (d)-(f) 
maximum loadability, and (g)-(i) best compromise 
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Figure ‎4.7: Case study# 4-1: convergence characteristics of the OPF problem: a) minimum cost, b) maximum loadability, and c) 
best compromise 
4.5.2 Case study# 4-2: unbalanced microgrid 
A 25 bus unbalanced test system [87] is used in this case study. The system single line diagram, feeder 
parameters (at nominal frequency) and phase load power are given in Appendix A. The islanded 
microgrid is formed by isolating the distribution system from the main grid by the island isolation device 
shown on the figure. The feeder parameters and load nominal power are given in. Three DG units have 
been placed at buses 13, 19 and 25 to feed the system demand in islanded microgrid mode of operation. 
Table 4.4 shows the ratings, locations, and fuel consumption (Natural Gas) of these DG units. Table 4.5 
shows the optimal settings for the DG units obtained by solving the three OPF problems under 
consideration. Table 4.6 shows the overall islanded microgrid generation cost and maximum loadability 
when the islanded microgrid is operated with the settings obtained from each OPF problem. Similar to the 
results obtained in the balanced islanded microgrid case study, the fuzzy-based utopia-tracking algorithm 
“best compromise” was able to locate the best trade-off between the two objectives under consideration. 
Table 4.7 shows the active and reactive power injected, at λ=1, from each phase by each DG when the 
islanded microgrid is operated with the settings obtained from each of the three OPF problems under 
consideration. The three-phase active power generation is shared in accordance to the droop settings in 
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place, even though there is no equal sharing between the generated active powers in each phase. Figure 
4.8 shows the minimum voltage for all system phases as the system loading increase when the system is 
operated with the settings obtained from the three OPF problems under consideration. Points A’, D’ and 
F’ represent the system maximum loading points when all the system constraints are enforced at the 
maximum loading point. Points B’, D’ and G’ represent the system maximum loading when the maximum 
phase loading constraints are relaxed at the maximum loading point; with all other constraints enforced. 
Points C’, E’ and H’ represent the system maximum loading when both the maximum phase loading and 
the voltage magnitude constraints are relaxed at the maximum loading conditions; with all other 
constraints enforced. All system constraints are always enforced at the current loading point. Here it is 
worth noting, that for this system configuration relaxing the phase loading conditions when the islanded 
microgrid is operating with the settings obtained from the “best compromise” OPF did not result in any 
improvement in the system loading. Figure 4.9(a)-(c) shows the fast convergence characteristics of the 
three OPF problem formulations under consideration in the unbalanced islanded microgrid case. The 
results obtained in this case study show the importance and effectiveness of considering the system 
maximum loadability in unbalanced islanded microgrid OPF. 
Table  4.4: Case study# 4-2: DGs locations, fuel consumption and ratings  
DG 
# 
Location 
(Bus #) 
Fuel Consumption 
(scf/kWh) 
SGmax 
(p.u.) 
1 13 7.806 1 
2 19 7.316 1 
3 25 11.418 1 
Table  4.5: Case study# 4-2: droop settings obtained from the three OPF problems under consideration 
DG # 
Minimum Cost 
mp (p.u.) nq (p.u.) V* (p.u.) ω* (p.u.) 
1 2.97E-03 3.17E-02 1.0292 1.0059 
2 3.47E-03 4.07E-06 1.05 1.0074 
3 2.33E-03 2.24E-02 1.0089 1.005 
DG # 
Maximum Loadability 
mp (p.u.) nq (p.u.) V* (p.u.) ω* (p.u.) 
1 2.31E-03 2.12E-02 1.0243 1.0068 
2 2.96E-03 2.57E-03 1.0483 1.0073 
3 2.90E-03 6.46E-04 1.0496 1.0073 
DG # 
Best Compromise 
mp (p.u.) nq (p.u.) V* (p.u.) ω* (p.u.) 
1 1.52E-03 5.00E-02 1.0432 1.0057 
2 4.68E-03 8.14E-03 1.05 1.0078 
3 6.17-04 1.62E-02 1.05 1.0051 
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Table  4.6: Case study# 4-2: maximum loadability and total generation cost 
 λ(m) (p.u.) Cost (scf/hr) 
Minimum Cost 1.624 7,534.0 
Maximum Loadability 2.341 8,899.6 
Best Compromise 2.293 7,660.6 
 
Table  4.7: Case study# 4-2: DG units active and reactive phase power generation at, λ=1 
 
 
 
 
Figure ‎4.8: Case study# 4-2: minimum voltage as a function of λ under the different settings 
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Figure  4.9: Case study# 4-2: convergence characteristics of the OPF problem in case study #2: a) minimum cost, b) maximum 
loadability, and c) best compromise 
4.6 Discussion 
This chapter addressed the problem of droop controlled islanded microgrid OPF considering the system 
maximum loadability. Three OPF problems formulations are proposed; 1) The OPF problem for 
maximum loadability assessment, 2) The OPF for maximizing system loadability, and 3) The bi-objective 
OPF problem for loadability maximization and generation cost minimization. A detailed steady-state 
model that takes into consideration the special operational characteristics of droop controlled islanded 
microgrids has been adopted in the proposed OPF problems formulations. The importance of considering 
the system maximum loadability has been investigated on balanced and unbalanced microgrid test 
systems. The numerical results verify the effectiveness of the proposed OPF problems formulations in 
considering the droop-controlled islanded microgrid maximum loadability; while taking into account 
other system constraints; including DG capabilities, power flow constraints, frequency and voltage 
regulation. The results show that the optimal choice of the islanded microgrid droop settings can allow the 
microgrid to operate at higher loading factor and/or minimize the overall microgrid generation cost 
without violating any of the system constraints. 
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 Chapter 5
Optimum Droop Parameters Settings of Decentralized Islanded 
Microgrids Including Renewable Energy Resources  
 
5.1 Introduction 
In chapter 4, the choice of the droop parameters for islanded microgrids operating in the presence of a 
MGCC was discussed. In such cases, the MGCC periodically collects data about the microgrid generation 
and demand, solves the islanded microgrid OPF problem and consequently perform a periodic update of 
the droop settings for the different DG units in the island to implement the required OPF. On the other 
hand, the operation of islanded microgrid systems without a MGCC (and its associated communication) is 
still a viable solution in the cases at which the microgrid doesn’t have a MGCC or when the MGCC 
and/or its associated communication links fail to operate. For instance, in the cases of 
communication/MGCC failure/non-existence, data about the system status and control signals cannot be 
transmitted online and therefore DG units droop settings cannot be updated periodically. As such, in these 
scenarios the DG units droop settings have to be predesigned offline for a possible operational planning 
horizon within which islanded microgrids might be initiated. The absence of the MGCC in these 
scenarios renders the problem of choosing the optimal droop characteristics more complicated in terms of 
considering the possible microgrid configurations that can be initiated and the variability associated with 
the microgrid renewable generation and loads. Accordingly, this chapter proposes a new probabilistic 
algorithm for determining the optimum choice for such droop settings for individual DG units in a 
distribution network in cases when a MGCC is unavailable. The proposed algorithm adopts a constraint 
hierarchy approach to enhance the operation of islanded microgrids by satisfying the operational 
constraints of the system and expanding its loading margin. The new algorithm takes into consideration 
the variety of possible islanded microgrid configurations that can be initiated in a distribution network 
(multi-microgrids), the uncertainty and variability associated with the output power of renewable DG 
units as well as the variability of the load, and the special features and operational philosophy associated 
with droop-controlled islanded microgrid systems. The proposed algorithm can thus be an effective and 
powerful tool for helping DNOs select the optimum droop settings for the DG units in the distribution 
network in order to enable the successful operation of islanded microgrids either in the absence of an 
MGCC or when an MGCC fails to operate. The remainder of this chapter is organized as follows: section 
5.2 discusses the variety of possible islanded microgrid configurations that can be initiated in a 
distribution network. In section 5.3, a probabilistic load-generation model that incorporates the stochastic 
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Figure ‎5.1: Structure of a distribution network considering microgrids 
nature of droop-controlled islanded microgrid components is introduced.  The formulation of the problem 
of optimally choosing the droop settings for the individual DG units is explained in section 5.4. Section 
5.5 provides the simulation results for a variety of case studies that demonstrate the effectiveness and 
significance of the proposed approach. Section 5.6 concludes the chapter and summarizes its main 
contributions. 
5.2 Islanded microgrid configurations 
In a distribution network that includes DG units, a variety of islanded microgrid configurations can be 
created and can be identified based on the zone associated with the devices that permit the islanding of the 
microgrid from the distribution network (i.e., island isolation devices (IIDs)) [10]. Such devices can be 
circuit breakers or automatic re-closers. Figure 5.1 depicts examples of microgrid configurations that can 
be initiated in a distribution network. As shown, the distribution network is configured into a set of 
microgrids, each of which is basically a group of components (e.g., lines, DG units, loads, and protection 
devices) with an IID at its entry. It is worth noting that a DG unit or load point can belong to different 
possible microgrid configurations depending on the fault and the IID location. For example, as shown in 
Figure 1, load points downstream of IID #6 can fall within islanded microgrid #1, #5, #6, or #7, 
depending on the location of the fault that initiates the islanded operation. Based on this structure and 
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with the absence of an MGCC, one islanded microgrid will be initiated to include all downstream 
microgrids if a fault occurs in its upstream system. For instance, Microgrid #6 will be islanded if a fault 
occurs upstream of it in the electrical region defined by Microgrid #5. However, Microgrid #5 will be 
islanded if a fault occurs in the electrical region defined by Microgrid #3.  
5.3 Probabilistic islanded microgrid model 
Accurate droop setting for islanded microgrid systems should take into consideration the stochastic nature 
of both the generation and the loads. This section explains the analytical development of a combined 
generation load model for describing all possible system states and their respective probabilities [97]. 
Assuming that the probabilities of the generation states in the operational planning horizon  GstGst N  are 
independent of the probabilities of the load states  LstLst N , the probabilities of states  stst N  describing 
different possible combinations of generation and load states in an islanded microgrid can be obtained by 
convolving their respective probabilities as follows: 
      LstLstGstGststst N*NN            (5.1) 
where  GstN  is the set of all possible generation states,  LstN  is the set of all possible load states, and 
 stN  is the set of all possible islanded microgrid states. Based on equation (5.1), the generation load 
model for an islanded microgrid can be obtained by listing all possible combinations of generation output 
power states and load states. Similarly, different generation states are composed by convolving generation 
state probabilities based on the state model of each type of DG unit. For two DG units, G1 and G2, with 
different state models, the model of the combined generation states can be obtained as follows:  
      2Gst2Gst1Gst1GstGstGst N*NN           (5.2) 
where  1GstN and  2GstN  are the set of all possible generation states for the first and second DG units, 
respectively. Generally, the generation states model for variable power DG units is calculated by dividing 
the continuous probability distribution function (PDF) into several states. For example, the generation 
states model of wind-based DG units can be extracted by dividing the wind speed PDF into several states 
with a step of 1 m/sec. The probability of a wind state st can then be calculated as follows: 
    dv.vfst
max,stv
min,stv
wind
st          (5.3) 
where f(v) is the distribution probability of wind speed, vst,min and vst,max are the wind speed limits of state 
st. Similar approaches can be used for other variable power sources [97]. The studies in [97] revealed no 
signiﬁcant differences between the results obtained using this analytical approach and those obtained 
using Monte Carlo simulation (MCS). 
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5.4 Proposed optimum droop parameters settings 
In this work, dispatchable DG units operating in droop-controlled mode provide the energy buffering 
required for enabling islanded operation [98], [99]. On the other hand, renewable energy resources are 
locally controlled in order to track their maximum power operating point and are therefore represented as 
PQ buses in the islanded microgrid model. The choice of droop settings for the operation of the droop-
controlled DG units in the event that an islanded microgrid is initiated can significantly impact the 
capability of such an island to successfully feed its loads. This section presents the formulation of the 
problem of optimally choosing the droop settings for such DG units in a given distribution network in 
order first to satisfy the operational constraints of the system and second to enhance the voltage security 
margins.  The droop setting variables to be determined can be given as  
  droopj Bj|xx         (5.4) 
where 
  qjpj*j*jj n,m,V,x         (5.5) 
and Bdroop is the set of all droop-controlled buses in the system. The proposed algorithm takes into 
consideration 1) the unavailability of a MGCC and its associated communication infrastructure, 2) the 
uncertainty and variability associated with the system loads and renewable generation, 3) the different 
possible islanded microgrid configurations that can be initiated in the distribution network, and 4) the 
special features and operational philosophy of droop-controlled islanded microgrid systems. Figure 5.2 
shows a flowchart of the proposed probabilistic algorithm. As can be seen, the algorithm is divided into 
two stages, as detailed in the following subsections.  
5.4.1 Stage #1: supply adequacy evaluation 
Irrespective of the droop settings in place, an island can be successful if and only if there is enough 
generation to match the total demand of the island. The first stage in the proposed algorithm is therefore 
to determine the set of states with sufficient generation to meet its respective demand for each possible 
islanded microgrid (i.e., the set of admissible microgrid states). Based on the generation-load model 
described in section 5.3, the necessary condition for an islanded is operating at a given state st to be 
admissible is given as follows: 
 
 
 
 
 
 
 st,is
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Figure ‎5.2: Flowchart of the proposed algorithm 
where is is the index of islanded microgrids, st is the index of state, B
(is) is the set of all buses in islanded 
microgrid is,  st,is,maxGiS is the apparent power generation capacity at bus i when operating in islanded 
microgrid is at state st,  st,is
spare&loss
S  is the apparent power loss and spare capacity requirements for islanded 
microgrid is operating at state st and  st,is ,LoiP , 
 st,is
,LoiQ  are the active and reactive nominal load power at bus 
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i when operating in islanded microgrid is at state st, respectively. The condition in (5.6) shows that an 
islanded microgrid state is considered admissible if enough apparent power generation is available to 
match the island total load, power loss, and spare capacity requirements. The spare capacity defined in 
this stage is intended to account for the ability of the microgrid to respond to unexpected and sudden 
increases in its local power demand (i.e., spinning reserve) [41], [46]. Different options can affect the 
definition of spare capacity for an islanded microgrid. One option is to define the spare capacity to 
represent a specific percentage of the load demand. In this work, the spare capacity was arbitrarily defined 
as 5 % of the total demand in the microgrid [41]. It is worth mentioning that in this stage, the power loss 
in the island feeders is considered to be 5 % of the microgrid demand [46], [97].  
5.4.2 Stage #2: constraint hierarchy approach  
Although the choice of droop characteristics cannot lead to any reduction in the islanded microgrid 
customers’ interruption caused by the islanded microgrid unsuccessful operation due to generation-to-
load mismatch, a proper setting of droop characteristics can minimize the customers’ interruption 
resulting from the violation of voltage constraints. In this stage, the droop settings are thus optimally 
selected to minimize customer interruption due to voltage regulation and security issues taking into 
consideration all admissible states of each possible islanded microgrid. The problem is divided into two 
steps: the first is to satisfy the operational voltage regulation constraints at the different system buses, and 
the second is to increase the voltage security margin. In this work, the theory of constraint hierarchy is 
applied as a means of performing these steps.  
The theory of constraint hierarchy was originally defined in [100].  A constraint hierarchy consists of a 
multiset of labeled constraints, each identified as either mandatory or preferred. The mandatory 
constraints must hold for any valuation of the system-free variables. The preferred constraints should be 
satisfied as fully as possible. An arbitrary number of preference levels are permitted for the preferred 
constraints, with each successive level being weaker than its predecessor. For a given constraint hierarchy 
C, C0 is the set of mandatory constraints in C, with strength 0 always reserved for the mandatory 
constraints. For nlevels levels of preferences, Cp, with  levelsn,,2,1p  , denotes the sets of preferred 
constraints. A solution z to a given constraint hierarchy C is a specific valuation of the system-free 
variables. A solution that satisfies all the mandatory constraints in the hierarchy is called an admissible 
solution. Z0 is the set of all possible admissible solutions to C.  
  holdszc,Cc|zZ 0000         (5.7) 
The set of preferred constraints that each admissible solution in Z0 also satisfies, respecting their strength 
level, is used for the selection of the best solution from Z0. A best solution is one compared to which no 
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better solution exists. To determine the best solution in Z0, an error function eCp(z) is defined for each of 
the preferred constraint levels. This function returns a non-negative real number that indicates how 
closely Cp is satisfied for a valuation z, such that eCp(z) = 0 if and only if Cp(z) is satisfied. A solution za 
is better than another solution zb, if for each level l through some level 1p  , eCl(za)is equal to eCl(zb), and 
also at level p it is strictly less: 
    )z(eC)z(eC1p,,1l),z(eC)z(eC|0pzthanbetterisz bpapblalba      (5.8) 
The constraint hierarchy is built level by level from the constraints of the highest preference in the 
hierarchy down to those with lower ones. For example, if all Cp constraints can be satisfied, then Cp+1 
(weaker than Cp) will be added to the constraint hierarchy, following which the satisfaction of Cp+1 can 
then be checked in turn.  
Figure 5.3 illustrates the establishing of the constraint hierarchy for the problem under study. The outer 
space shown in Figure 5.3 contains the set of solutions Z0 that satisfy the bounds of the droop settings and 
the hard constraints of the system at each admissible state for each possible islanded microgrid (i.e., 
power flow equations as well as generation and line capacity limits). Each solution in Z0 has a specific 
ability to minimize islanded microgrid customer interruptions that result from the violation of voltage 
regulation constraints. An inner subspace Z1 might thus be defined as the solution domain in which all 
solutions satisfy the voltage regulation constraints (i.e., no customer interruptions due to a voltage 
regulation problem). If Z1 exists, then another sub-space Z2 is defined so that the system voltage security 
constraints are satisfied (i.e., Z2Z1Z0).  
Sustained voltage levels that fall outside the specified voltage regulation constraints result in the 
unsatisfactory operation of utilization equipment. The operational status of individual load points in 
particular is determined based on the designed undervoltage/overvoltage protection schemes. However, 
even if the load points do not have their own protection devices, due to their unsatisfactory operation in 
the case of a voltage violation, they should be accounted for as interrupted loads [46]. It is worth noting 
here that consideration of the voltage regulation constraints in the C0 level might result in an infeasible 
problem if any load point, at any admissible state of any possible islanded microgrid, is subject to a 
voltage violation. In this work, the voltage regulation constraint has therefore been defined as the first 
level of the hierarchy constraint problem. In this level, the proposed algorithm attempts to satisfy the 
voltage regulation constraints by minimizing the number of voltage violation incidents in the possible 
islanded microgrids, as given by the error function eC1. The best solution for this constraint level can 
hence be found by solving the following optimization problem: 
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Figure  5.3: Conceptual illustration of the constraint hierarchy theory 
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        is
droop
is
statesMG Bj,n,,2,1st,n,,2,1is  
 isBk,i&   
where nMG is the number of possible islanded microgrids in the system under study, 
 is
statesn is the number 
of islanded microgrid is states,  is
droop
B  is the set of all droop-controlled buses in islanded microgrid is, 
 st,is
i  is a parameter indicating the priority of load point i when operating in islanded microgrid is at 
state st, h
(is,st)
 is the vector of state variables of islanded microgrid is operating at state st including system 
frequency, voltage magnitudes, and angles,  st,isikI  is the magnitude of the current flowing in the line 
between buses i and k when operating in islanded microgrid is at state st, and  st,isiV is a binary variable 
indicating the voltage regulation status of load point i when operating in islanded microgrid is at state st. 
Vi equals zero when the voltage at the load point is within the voltage regulation constraints and equals 
one otherwise. The variables in the minimization problem given by (5.9a) are the unknown DG units 
droop parameters settings and the power flow variables for each admissible state of each possible islanded 
microgrid.  The equality constraints in (5.9b) represent the set of islanded microgrid power flow equations 
C0 
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for each admissible state of each possible islanded microgrid. The upper and lower bounds on the droop 
parameters settings given by (5.9c) are determined based on the allowable voltage and frequency 
regulation at the DG units PCCs [20]. Equations (5.9d)-(5.9f) represent the line currents and the capacity 
constraints of the droop-controlled DG units for each admissible state of each possible islanded microgrid 
and the relationships governing the j
th 
droop-controlled DG unit active and reactive power generation 
capabilities can be given as :  
    st,is max,Gj
st,is
max,Gj SP         (5.10) 
        2st,isGj
2st,is
max,Gj
st,is
max,Gj PSQ         (5.11) 
As it was shown in chapter 4, the overall operational limit of the microgrid can be closely associated with 
the voltage stability of the network. Hence, the incorporation of the voltage collapse criterion in the 
selection of the droop settings is important for maximizing the distance from the operating point to the 
point of voltage collapse, which in turn, increases the robustness of the system with respect to 
withstanding possible contingencies. The voltage security margin quantifies the proximity of an islanded 
microgrid state to the point of voltage collapse. Accordingly, in this work the second level of the 
constraint hierarchy attempts to maximize the voltage security margin through the minimizing of the 
difference between the islanded microgrid maximum loading margin and its respective upper bounds, 
given by the error function eC2. The best solution for this constraint level can hence be found by solving 
the following optimization problem: 
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where   is the index of system loading points, c and m indicate the current and maximum loading points, 
respectively,  st,is is a parameter indicating the priority of islanded microgrid is at state st,  ,st,is is the 
loading factor of islanded microgrid is at state st for loading point  and  st,isub  is the upper bound on the 
loading factor of islanded microgrid is at state st and given by  
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5.5 Case studies 
The proposed probabilistic approach was coded in a Matlab environment. The optimization problems in 
(5.9) and (5.12) were solved using an interior point method. The complementary constraints were 
transformed to nonlinear constraints using a Fischer-Burmeister-based method [56], [95]. The 33-bus 
balanced test system is used in the case studies [96].  Figure 5.4 shows a single-line diagram of the test 
system with the two possible islanded microgrids that can be formed by the two IIDs. The system feeder 
parameters (at nominal frequency) and load power are given in Appendix A. Four dispatchable DG units 
and two wind-based DG units were allocated to feed the system in islanded microgrid operation mode. 
The ratings, locations, and types of the DG units are listed in Table 5.1. The upper and lower limits on the 
variation in node voltage were taken as 1.05 p.u. and 0.95 p.u., respectively. A maximum frequency 
variation of  0.005 p.u. was considered in the case studies investigated. For this work, the load was 
divided into ten states using the clustering technique developed in [101]. Table 5.2 shows the set of load 
levels as a percentage of the peak load, and its corresponding probabilities [97]. The wind-speed profile 
was estimated from the previous historical data, based on which the 12-state model developed in [97] was 
used, including the generated power and probabilities for each wind turbine. Table 5.3 shows the wind 
speed levels, and their respective probabilities for each wind turbine [97].  The set of load states was 
combined with the set of wind power states for each wind turbine in order to extract the generation-load 
model of each islanded microgrid [97]. Two case studies were considered as a means of evaluating the 
relevance of the proposed algorithm. The first case study is an examination of the operation of an islanded 
system with conventional droop settings. The second case study is an investigation of the operation of the 
system when the droop settings are optimally selected according to the proposed algorithm. 
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Figure  5.4: Test system with two IIDs (case study# 5-1 and # 5-2) 
Table  5.1: Case study# 5-1 and # 5-2: DG locations, ratings, and control modes in the 33-bus test system (Sbase = 1 MVA) 
DG # Bus # SGmax (p.u.) Type Mode 
1 04 3.00 Dispatchable Droop 
2 08 0.50 Dispatchable Droop 
3 18 0.75 DFIG Wind PQ-0.95 PF Lead 
4 22 1.50 Dispatchable Droop 
5 24 0.50 DFIG Wind PQ-0.95 PF Lead 
6 25 1.00 Dispatchable Droop 
Table  5.2: Case study# 5-1 and # 5-2: load states model 
Percentage of Peak load (%) 100 85.3 77.4 71.3 65 58.5 51 45.1 40.6 35.1 
Probability  0.01 0.056 0.1057 0.1654 0.1654 0.163 0.163 0.0912 0.0473 0.033 
Table  5.3: Case study# 5-1 and # 5-2: wind states model  
Wind speed  
limits (m/sec) 
0 to 4 4 to 5 5 to 6 6 to 7 7 to 8 8 to 9 9 to 10 10 to 11 11 to 12 12 to 13 13 to 14 14 to 25 
Probability 0.073 0.024 0.032 0.044 0.046 0.075 0.089 0.109 0.101 0.109 0.062 0.236 
 
5.5.1 Case study# 5-1: conventional droop settings 
In case study# 5-1, the static droop gains of the DG units are designed in order to share the load demand 
of the islanded microgrid proportionally with the rated capacity of the DG units [20]; V* and ω* are 
selected arbitrarily in order to maintain adequate power-quality levels, in terms of maintaining the 
frequency and voltage within their respective specified operating limits. Such conventional droop settings 
are capable of providing proper frequency regulation and nearly exact active power sharing among DG 
units in islanded microgrids [68]. Using the conventional droop settings, the islanded microgrid power 
flow algorithm given in chapter 3 is solved for all admissible islanded microgrid states (with ω* = 1.0 p.u. 
at different values of V*). Figures 5.5 (a) and 5.5 (b) show the minimum and maximum voltages, 
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respectively, that can occur at the different system buses considering all possible islanded microgrids that 
can be initiated to include such buses as well as all possible generation and load states of such islands, 
with different arbitrary values of V*. The figures show that the choice of V* can significantly affect 
islanded microgrid voltage regulation. An arbitrary choice of V* can lead to undervoltage and/or 
overvoltage problems. Further, when all DG units have the same V* setting, the change in such a value 
cannot guarantee effective voltage regulation for all possible operating states. On the other hand, arbitrary 
selection of different V* settings for different DG units is not an easy task, given the presence of 
intermittent renewable power sources and the fact that the voltage profile does not follow a consistent 
descending trend towards the feeder terminal. Avoiding such improper voltage regulation renders the 
arbitrary choice of different V* values for DG units cumbersome, and they need thus to be selected 
optimally. 
 
 
 
Figure ‎5.5: Case study# 5-1: (a) minimum and (b) maximum voltage magnitude for all buses at different values of V* using 
conventional droop settings considering all admissible system states and all possible islanded microgrids (In this 
case study, all droop-controlled DG units operate at the same V* setting) 
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5.5.2 Case study# 5-2: proposed optimal droop settings 
In this case study, three possible scenarios are considered.  In the first scenario, the proposed algorithm is 
applied for optimally selecting the no-load nominal voltage and frequency droop settings (i.e., V* and ω*) 
for the different droop-controlled DG units. In this scenario, the static droop gains are not optimized and 
are kept proportional to the capacities of the DG units as in case study #1. Table 5.4 lists the optimal V* 
and ω* settings for droop-based DG units obtained in this scenario. Figure 5.6 shows the minimum and 
maximum voltages based on consideration of all admissible system states and all possible microgrids 
when operating with the optimal settings obtained in this scenario. The results obtained in the first 
scenario show that the optimal choice of V* and ω* cannot guarantee the satisfaction of the system 
voltage operational constraints given in C1. Based on the proposed two-level hierarchy constraint 
algorithm, because the C1 constraints are not satisfied, the results obtained in this scenario are optimal 
only in terms of the error function eC1. Consequently, the values obtained for V* and ω* are not based on 
consideration of the voltage instability proximity expressed by the error function eC2.  
In the second scenario, the proposed two-level hierarchy constraint algorithm optimally selects all the 
droop settings for the different DG units in the system (i.e., V*, ω*, mp, and nq). The third scenario 
investigates the importance of including consideration of the maximum loadability of the system in the 
optimal selection of the system droop parameters. Accordingly, in the third scenario, the proposed 
algorithm is thus limited to consideration of only the C0 and C1 levels in the constraint hierarchy. Table 
5.4 show the settings obtained in the second and third scenarios. Here it is worth noting that the valuation 
of the optimization variables obtained in the third scenario is not unique and that other variable valuations 
can satisfy the problem constraints. Figures 5.7(a) and 5.7(b) show the minimum and maximum voltages 
that can occur at the different system buses in the second and third scenarios, respectively, considering all 
admissible system states, as well as all possible islanded microgrids that can be initiated to include such 
buses. As can be seen in Figures 5.7(a) and 5.7(b), the droop settings obtained in the second and third 
scenarios are both capable of satisfying the operational voltage constraints for the different system states 
given by C1. 
 
Figure  5.6: Case study# 5-2: minimum and maximum voltage magnitudes with the settings obtained in the first scenario 
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Figure  5.7: Case study# 5-2: minimum and maximum voltage magnitudes with the settings obtained in the (a) second and  
(b) third scenarios  
 
Table  5.4: Case study# 5-2: optimal droop settings obtained in the three scenario under consideration 
DG # 
Scenario #1 
V* w* mp nq 
1 1.024 1.0018 1.67E-03 1.67E-02 
2 1.017 1.0016 1.00E-02 1.00E-01 
4 1.016 1.0014 3.33E-03 3.33E-02 
6 1.017 1.0014 5.00E-03 5.00E-02 
DG # 
Scenario #2 
V* w* mp nq 
1 1.016 1.0009 7.29E-04 1.65E-05 
2 1.016 1.0008 4.03E-03 6.17E-02 
4 1.04 1.0009 1.22E-03 3.21E-02 
6 1.018 1.001 2.47E-03 5.09E-04 
DG # 
Scenario #3 
V* w* mp nq 
1 1.011 1.0001 3.59E-04 1.30E-05 
2 1.011 1 1.88E-03 1.86E-02 
4 1.011 1 2.05E-03 2.57E-02 
6 1.013 1.0001 1.02E-03 5.32E-05 
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Figure 5.8 shows the PDFs of the system frequency for the second and third scenarios. As shown in the 
figure, the lower and upper bounds imposed on the static droop coefficients by equations (5.9c) and 
(5.12c) guarantee the maintenance of the system frequency within the allowable deviation tolerance. It is 
worth noting that similar bounds imposed on the reactive power static droop gain coefficients can ensure 
proper voltage regulation only at the PCC. Voltage drops across the distribution feeders may still lead to 
voltage violations at different system buses.  
Figures 5.9 (a) to 5.9(d) show the maximum system loadability at different wind-power ratios (ratio of the 
available wind power over the rated wind power capacity) in the second and third scenarios for islanded 
microgrid #1 and islanded microgrid #2. Two sets of results are plotted in each figure: those labeled 
“without Vlimit” represent the maximum system loadability when no bus voltage limits are enforced at the 
maximum loading point, and the results labeled “with Vlimit” represent the maximum system loadability 
when the bus voltage limits are enforced at the maximum loading point. For both sets of results, the line 
capacity limits and the active and reactive power limits of the DG units are always enforced. As one 
would expect, the presence of bus voltage limits at the maximum loading point reduces the loadability 
margin of the islanded systems. These figures also demonstrate that the maximum loadability achieved 
with the settings obtained in the second scenario is significantly higher than that obtained with the 
settings from the third scenario. This in turn, indicates the importance of including consideration of the 
maximum loadability of the system, as given by C2 in the proposed two-level hierarchy constraint 
algorithm. However, Figures 5.9(b) and 5.9(d) show that the maximum loadability of islanded microgrid 
#2 “without Vlimit” with the settings obtained from the second and third scenarios almost coincide along 
the wind-power ratio trajectory. This particular observation can be attributed to the presence of a 
dominant DG unit (DG #1) in islanded microgrid #2, which results in the optimization of the droop 
settings having a reduced impact on the maximum loadability of the system.  
 
 
Figure ‎5.8: Case study# 5-2: PDFs of the system frequency with the settings obtained in the second and third scenarios 
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Figure ‎5.9: Case study# 5-2: maximum loadability with settings obtained in scenarios #2 and #3 at different wind power ratios: 
(a) microgrid #1, scenario #2, (b) microgrid #2, scenario #2, (c) microgrid #1, scenario #3 and (d) microgrid #2, 
scenario #3 
Figures 5.10 and 5.11 show the DG units’ generation as islanded microgrid #1 loading increase for the 
settings obtained in the second and third scenarios, respectively. As shown in Figures 5.10(a) and 5.11(a), 
the increase in active power generation with the increase in the system loading is governed by the droop 
relation for all the droop-controlled DG units in the system. In Figures 5.10(b) and 5.10(c), three system 
loading levels have been highlighted on the generation plots. At these loading levels, points “A”, “B”, and 
“C” correspond to the point at which maximum generation capacity is reached by DG #2, DG #1, and DG 
#6, respectively. For each of these points, as the DG unit reaches its maximum apparent power capacity, 
the reactive power production switches from being governed by the droop control to being governed by 
the available capacity as denoted by (5.11). This change, in turn, affects the reactive power generated by 
other DG units. For example, Figure 5.10(c) shows that at point “B”, DG #1 and DG #2 are producing 
their maximum apparent power. A further increase in the loading factor from point “B” to point “C” 
hence results in a decrease in the reactive power production of DG #1 and DG #2 in order to preserve 
their active power-sharing capability. The increase in reactive power demands resulting from the loading 
factor increase and the reduction in reactive power production by DG #1 and DG #2 is therefore shared 
between DG #4 and #6. Given the respective values of the reactive power static droop gains of these DG 
units, it can be seen that DG #4 feeds a significantly higher portion of the reactive power demand 
increase. In Figures 5.11(b) and 5.11(c), similar system loading levels are highlighted.  
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Comparing the results obtained in Figures 5.10 and 5.11, it can be seen that the load sharing obtained by 
the settings from the second scenario allows for higher system loadability as compared with the settings 
from the third scenario. These results further demonstrate the ability of the proposed two-level hierarchy 
constraint algorithm to achieve higher system loadability.  
 
 
 
Figure ‎5.10: Case study# 5-2: DG units generation as λ increases with the settings obtained in scenario #2 for islanded microgrid 
#1: (a) active power, (b) reactive power, and (c) apparent power.  
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Figure ‎5.11: Case study# 5-2: DG units generation as λ increases with the settings obtained in scenario #3 for islanded microgrid 
#1: (a) active power, (b) reactive power, and (c) apparent power     
 
The impact of voltage and generation capacity constraints on the maximum system loadability was 
analyzed: Figure 5.12 shows the voltage magnitude profile as a function of the system loadability (PV 
curve) for the most remote bus in islanded microgrid #1 (bus #33) with the settings obtained in the second 
scenario. Point “X” shows the maximum system loadability when both the voltage and generation 
capacity constraints are considered, point “Y” shows the maximum system loadability when only the 
generation capacity constraints are considered, and Point “Z” represents the maximum system loadability 
when the system is unconstrained. Points “X” and “Y” are LIB points, while point “Z” is an SNB point. 
The rapid descent in the voltage magnitude from point “B” to point “Y”, also depicted in Figure 5.12, 
could be associated with the transfer of reactive power support from DG #1 to the remoter DG #4 and DG 
#6 as DG #1 reaches its maximum capacity at point “B”. Figure 12 shows that the voltage and generation 
capacity constraints significantly reduce the loadability margin of the islanded microgrid. 
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Figure ‎5.12: Case study# 5-2: voltage at bus #33 as a function of λ with the settings obtained in scenario #2 for islanded 
microgrid #1 
5.6 Discussion 
This chapter proposed a new probabilistic algorithm for the offline selection of DG units droop 
parameters settings for a possible operational planning horizon within which islanded microgrids might 
be initiated. The proposed algorithm applies a detailed islanded microgrid model along with a 
probabilistic analytical technique to account for special islanded microgrid features and the variability in 
system generation and demand. The algorithm also includes consideration of different possible islanded 
microgrid configurations that can be initiated in the distribution network. A constraint hierarchy approach 
is incorporated as a means of minimizing islanded microgrid customer interruption, first by satisfying 
operational system constraints and second by enhancing voltage security margins. Simulation studies 
have been carried out to demonstrate the effectiveness of the proposed algorithm. The results reveal that 
the proposed algorithm is capable of significantly reducing islanded microgrid customer interruptions as 
well as enhancing the islanded microgrids voltage security margins. The findings also show that an 
effective selection of droop parameters settings will facilitate the successful implementation of the 
islanded microgrid concept in distribution networks. 
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 Chapter 6
A Multi-Stage Centralized Control Scheme for Islanded Microgrids 
with High PEV Penetration  
 
6.1 Introduction 
Vehicles electrification has been recently considered as one of the smart grid objectives. The widespread 
of PEVs will reduce fuel consumption and harmful gases emissions. However, without appropriate 
coordination such widespread of vehicle electrification can hinder the application of the microgrid 
concept [102]. This chapter proposes a new multi-stage control scheme using a MGCC for the operation 
of islanded microgrids in the presence of high PEV penetration. The proposed control scheme optimally 
coordinates the DG units’ droop characteristics, the shedding of islanded microgrid power demand 
(during inadequate generation periods) and the PEVs charging/discharging decisions. To this end, a three-
stage droop-based optimal power flow problem is formulated in order to: 1) minimize the load shedding, 
2) satisfy the PEVs customers’ requirements and 3) minimize the microgrid cost of operation. The 
proposed control scheme takes into consideration; 1) the special features and operational philosophy of 
droop-controlled islanded microgrid systems; 2) the variability associated with the output power of 
renewable DG units and 3) the random behavior of PEV charging. The remainder of this chapter is 
organized as follows: section 6.2 briefly discusses the islanded microgrid energy management 
architecture in the presence of PEVs. In section 6.3 the proposed multi-stage centralized control scheme is 
introduced. Section 6.4 presents several case studies to show the effectiveness and robustness of the 
proposed control scheme. The simulation studies show that the proposed control scheme can enhance the 
operation of islanded microgrid systems and facilitate a successful implementation of the islanded 
microgrid concept in the presence of high PEV penetration. In section 6.5 the chapter is concluded and its 
main contributions are discussed. 
6.2 Microgrid energy management architecture  
The anticipated high penetration of PEVs mandates the integration of the PEVs charging/discharging 
decisions in the energy management architecture of the islanded microgrid systems. It can be shown that 
such integration will provide ﬂexibility to the islanded microgrid operation. Figure 6.1 shows the 
framework of a microgrid energy management system in islanded mode of operation. The islanded 
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microgrid energy management system is implemented in two levels: a MGCC and local controllers. The 
two levels of control are linked via a two ways communication network. The communication network is 
required for information flow and control signals communication. The MGCC performs two main 
functions; namely; 1) data acquisition and forecasting, and 2) optimization. The data acquisition and 
forecasting functionality is achieved by periodically collecting data about the status of renewable power 
generation and load consumption. Moreover, in the presence of PEVs charging stations, the MGCC 
receives data about the PEVs in the system. Along with the on-line collected data, the MGCC 
incorporates historical power consumption and weather patterns to provide an appropriate forecast of the 
islanded microgrid power demand and renewable power generation. On the other hand, the objective of 
the optimization function in the MGCC is to optimally manage the islanded microgrid energy 
requirements by coordinating the operation of the islanded microgrid local controllers including DG 
units’ local controllers as well as PEVs chargers. Moreover, the MGCC optimization function is designed 
to ensure service reliability to a diverse combination of loads with different priority factors. As such, the 
microgrid loads are classified according to their priority that depends on the nature of demand. During 
emergency operation of islanded microgrids, with insufficient generation to meet the total microgrid 
demand, the MGCC is designated to control the set of least priority loads by shedding them as and when 
necessary. The optimal management of the islanded microgrid resources and requirements in the presence 
of high PEV penetration is the main subject of this chapter. 
As shown in Figure 6.1, an aggregator is assumed to be in place to deal with the PEVs data collection and 
storage. The aggregator role is to collect the required information from the smart charging units of the 
existing PEVs and send it to the MGCC. At time instant t, an aggregator connected to bus i, has  tN iPEV  
vehicles connected to it, where  busn2,1i  . Upon arrival, the driver of each vehicle, vh, provides the 
aggregator with the vehicle departure time )vh(t id , its required state of charge (SOC) at departure
)vh(SOCRi , and the minimum allowed SOC for this vehicle  vhSOC imin . The aggregator sends these data 
along with the vehicle initial SOC, )vh(SOCI i , to the MGCC. Figure 6.1 also shows that renewable 
energy resources are locally controlled to track their maximum power point (MPPT control mode). On the 
other hand energy buffering is obtained from dispatchable DG units operating in droop control mode [98], 
[99].   
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Figure ‎6.1: schematic diagram of islanded microgrid energy management architecture 
6.3 Proposed multi-stage centralized control scheme 
The main objective of the MGCC is to ensure a reliable power supply to the microgrid customers with 
minimum operation costs. In islanded mode of operation, a higher priority is given to the customers’ 
service continuity. This entails: first minimizing the regular load shedding and second maximizing the 
PEVs customers’ satisfaction. Accordingly, a three-stage sequential droop-based OPF problem is 
formulated based on the priority of the MGCC objectives. Each stage is a sub-problem with a single 
objective and some constraints. The first sub-problem aims to minimize the downtime or load shedding 
when the available power in the islanded microgrid is not enough to feed its local loads. The first sub-
problem is referred to as the load shedding minimization sub-problem (LSMSP). The second sub-
problem, referred to as SOC maximization sub-problem (SMSP), aims to maximize the PEVs customers’ 
satisfaction. The third problem is the cost minimization sub-problem (CMSP). The three sub- problems 
are solved sequentially with the optimal objective value obtained for each sub-problem set as a constraint 
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in its subsequent sub-problem. The three sub-problems are not solved simultaneously to avoid having 
lower priority objectives interfering with achieving the optimal solution of higher priority goals. For 
instance, the minimization of system generation cost should not interfere with maximizing PEV customer 
satisfaction.  
The proposed three-stage sequential droop-based OPF problem accounts for the random behavior of the 
PEVs characteristics as well as the uncertainty of renewable power generation and the variations of power 
demand. To this end, the multi-stage optimization problem is solved over a future finite prediction time-
horizon. The length of  is determined based on the possible accurate short-term forecasting that can be 
obtained for renewable power generation, the parking duration of PEVs and the PEVs charging rate. The 
prediction horizon  is discretized into Np timeslots of equal duration t, where Np=/t. The length of 
each timeslot t is determined based on the required periodic execution of the droop-based OPF problem 
(i.e. required periodic update of the control settings) in order to guarantee a proper dispatch. As depicted 
in Figure 6.2, for a prediction horizon  starting at tu, the MGCC starts collecting the measured and the 
forecasted data at tu-t, where optUu with Uopt denoting the vector of islanded microgrid optimization 
events. The MGCC solves the three-stage droop-based OPF problem over  to get the optimal control 
settings at every time step  pttu N,1,0k,tkt   . Here it is noteworthy that there is no prediction applied 
for future PEVs arrival and the optimization is executed over  based on the existing PEVs at tu-t.  
If there were no uncertainty in the forecasted data and there were no arrival of PEVs within the prediction 
horizon, one could apply the control sequence obtained from the optimization problem at all time steps 
within the prediction horizon. However, due to the uncertainty of forecasted data and the random 
behavior of PEVs, the true system behavior is different from the predicted behavior. In order to allow for 
the incorporation of the feedback information about the true system state, computed optimal control 
settings are implemented only until the next optimization event. Therefore, only the optimal control 
settings obtained for the time step tu are implemented. The optimal control settings for other time steps 
pertaining to are used as initial conditions for the next dynamic optimization execution starting at time 
instant tu, at which the MGCC receives updated measurements and forecasted data and the computation is 
repeated for a new time horizon starting at tu+t. This in turns alleviates the power fluctuations in 
response to any forecasting error of data as well as the arrival of PEVs within the prediction time horizon. 
The main advantage of this approach is that it allows the current timeslot to be optimized while keeping  
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Figure ‎6.2: The periodic execution of the proposed multi-stage algorithm 
future timeslots in account. Hence, optimal droop parameters of the DG units, scheduling of 
charging/discharging decisions of PEVs and load shedding scheduling can be achieved. 
Load shedding schemes disconnects selected electrical loads in order to reduce the overall system power 
demand so as to match the available power generation. Unlike the grid-connected mode of operation, 
where the microgrid can get support from the main grid in case of inadequate microgrid generation, in 
islanded microgrids there is no external generation support available. Accordingly, shedding electrical 
loads in response to inadequate generation is vital to the continued stable operation of islanded 
microgrids. Therefore, to ensure service reliability of islanded microgrids during inadequate generation, a 
load shedding scheme is required. One of the load shedding schemes adopted in the literature is to 
disconnect the loads according to some pre-determined priority factors [103]. In case of insufficient 
islanded microgrid generation, it is important to shed loads of lower priority so that loads of higher 
priority can get continuous electrical supply. Thus, the MGCC has the right of load shedding of the lower 
priority load as and when necessary to balance the power in the islanded microgrid. Hence in this work, 
the objective of the first sub-problem is to maximize the islanded microgrid customers’ reliability through 
minimizing the required load shedding in the system. The objective of the first sub-problem can be 
defined mathematically as follows, 
.Min    iL
pN
0tk
busn
1i
k
i
L WtU  
 
        (6.1) 
where  
 tktt tuk             (6.2) 
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 k
i
L tU  is a binary control variable that determines the operation state of the load at bus i at time instant 
tk.   0tU k
i
L  means that the load is selected to be shed, otherwise it is fed. 
i
LW  is the priority factor of the 
load at bus i. iLW  reflects the predetermined priority of the load depending on the critical nature of the 
load and its power rating.  
The LSMSP should satisfy the power flow constraints for each bus i  busn2,1   at each time instant tk, 
given by  
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where )t(P kGi and )t(Q kGi denote the per unit active and reactive generated powers at bus i at time instant 
tk, )t(P kLi and )t(Q kLi denote the per unit active and reactive regular power demands at bus i at time 
instant tk, )t(P k
i
PEV is the per unit PEV consumed/delivered power by each vehicle vh connected to bus i 
at time instant tk, |  ki tV | and  ki t denote the per unit magnitude and angle of the voltage at bus i at time 
instant tk, and |  kij tY | and  kij t are the per unit magnitude and angle of the frequency dependent bus-
admittance matrix element between two buses i and j at time instant tk, respectively.  
As previously discussed in chapter 3, the generated active and reactive powers from a droop-controlled 
DG unit connected at bus i at time instant tk can be given as follows:  
  
 
    kk*i
kpi
kGi tt
tm
1
tP            (6.5) 
  
 
    |tV|tV
tn
1
tQ kik
*
i
kqi
kGi          (6.6) 
where  k
*
i t and  k
*
i tV  are the DG unit no-load nominal output voltage frequency and magnitude set 
points at time instant tk, respectively.  kpi tm  and  kqi tn  are the active and reactive powers static droop 
gains at time instant tk, respectively. In order to ensure proper selection of the DG units droop 
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characteristics, upper and lower bounds are imposed on the droop parameters by the inequality constraint 
given as 
 lbix  xi(tk)   
ub
ix           (6.7) 
where xj(tk)is the droop parameters of the droop-controlled DG unit connected to bus i at time instant tk 
and it is defined as follows: 
  xi(tk)=[  k
*
i t ,  k
*
i tV ,  kpi tm ,  kqi tn ]       (6.8) 
The upper and lower bounds imposed on the droop setting parameters are determined based on the 
allowable voltage and frequency regulation at the DG unit PCC. The inequality constraint in (6.7) can 
ensure that the system frequency is within the allowable deviation tolerance (frequency is a global system 
variable). However it is noteworthy that such inequality constraint can only ensure proper voltage 
regulation at the DG units PCC. Still voltage drop across the distribution feeders may lead to voltage 
violation at different system buses [46]. The droop-controlled DG units’ capacity constraints are given by:   
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The generated power from a renewable DG unit connected at bus i at time instant tk can be given as 
follows: 
        kDG,ikGikDG,ikGi tQtQ,tPtP          (6.10) 
where  kDG,i tP and  kDG,i tQ denote the forecasted renewable DG  generated active and reactive powers 
at bus i at time instant tk, respectively.  
The consumed/delivered power )vh,t(P k
i
PEV  by each vehicle vh connected to bus i at any time instant tk 
depends on its charging decision, )vh,t(D k
i
PEV , charger-battery transfer power limit )vh,t(PCH k
i  and the 
charger efficiency )vh(i (charging and discharging efficiencies are assumed to be the same). For charging 
decisions with 0)vh,t(D k
i
PEV   
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while for discharging decisions with 0)vh,t(D k
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where, 
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The charger-battery transfer power limit  vh,tPCH k
i  is function of the PEV battery SOC, which depends 
on the battery characteristics and the charger ratings. This limit has different characteristics for charging 
and discharging [104];  
     vh,tSOCfvh,tPCH kiCHki          (6.14) 
CHf is a function representing the battery charging or discharging characteristics of vehicle vh connected 
to bus i at time instant kt .. The SOC of vehicle vh connected to bus i at any time instant tk should be 
between the minimum and required SOCs specified by the driver;  
  )vh(SOCR)vh,t(SOCvhSOC ik
ii
min          (6.15) 
Further, the SOC of a vehicle vh connected to bus i at any time instant tk depends on its SOC at the 
preceding time step and its rate of charging/discharging 
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where  vhE i  is the per unit PEV battery capacity.  
Additionally, the voltage limits and thermal limits of the feeders should hold,  
   ubiki
lb
i VtVV            (6.17) 
   ubijkij ItI             (6.18)  
where lbiV
 
and ub
iV  are the minimum and maximum allowable voltage magnitude limits, respectively. Iij 
is the per unit branch current between buses i and j. ubijI  is the thermal capacity limit of the feeder 
between buses i and j.  
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Although the proposed droop-based OPF formulation can handle the short-term forecasting error and the 
unpredicted arrivals of PEVs at future time steps within , a very short-term forecasting error may persist 
at the first time step of the prediction horizon at which the control signals are implemented. Hence, a 
power reserve at each time-step is set by imposing: 
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where  kmax,Gi tS  is the available generation capacity at bus i at time instant tk, R is a coefficient to 
account for the system power reserve requirements, where the reserve is determined based on the very-
short term forecasting accuracy of renewable DG units (i.e. power fluctuations within t) and the system 
primary reserve requirements.  kLi tS  is the apparent power load demand at bus i at time instant tk, ,
 k
i
PEV tS  is the apparent power PEV demand at bus i at time instant tk, and Sloss(tk) is the total system 
losses at time instant tk. The allocated reserve leaves adequate generation margin to deal with power 
fluctuation owing to forecasting error that otherwise may lead to inadequate generation at the first time 
step of the prediction horizon.  
Hence the LSMSP can be solved by minimizing (6.1) subject to (6.3)-(6.19)  pt N,1,0k  and the 
control and state variables  kLSMSP tx  in the LSMSP can be given as: 
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Solving the LSMSP yields the minimum load shedding that can be achieved at each time step tk, given by
 k
i
LSMSP,L tU . The SMSP aims to find alternative PEV charging/discharging decisions and DG droop 
parameters that can satisfy the feasible target load shedding achieved in the LSMSP while at the same 
time maximizing the PEV customer satisfaction. The PEV customers’ satisfaction can be achieved by 
minimizing the SOC deviation from the required SOC. The SMSP can accordingly be formulated as 
follows: 
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The variables in the SMSP,  kSMSP tx , are given as follows: 
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Given the charging decisions obtained from the SMSP, a feasible target SOC can be calculated for each 
PEV )vh,t(SOC u
i
SMSP  . Using the objectives values obtained by solving the LSMSP and the SMSP as 
constraints, the CMSP can be formulated as follows: 
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where the PEV discharging cost  k
i
PEV tC  is given as follows: 
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and kWhPEVc  is the cost of PEV discharge per kWh. The variables in the CMSP  kCMSP tx  are given as 
follows: 
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    kSMSPkCMSP txtx            (6.24) 
6.4 Case studies 
In this section a simulation model has been developed to implement the proposed multi-stage centralized 
control scheme. In the developed case studies t is chosen as 10 minutes and  is chosen to be 3 hours. 
The proposed algorithm has been tested over an operation period of one day. The simulation model has 
been built in two simulation environments (MATLAB and GAMS). The islanded microgrid model and 
the local controllers are implemented in MATLAB.  The real time measurements and forecasted data are 
continuously collected in the MATLAB environment and exported to GAMS, which represents the 
optimization function of the MGCC. The GDXMRW software interface has been used to import/export 
data between GAMS and MATLAB. 
The 33-bus distribution test system is used in the case studies to verify the effectiveness of the proposed 
control scheme [96]. The system single line diagram, feeder parameters (at nominal frequency) and load 
power are given in Appendix A. For the purpose of the proposed study, it is assumed that the system is in 
the islanded microgrid mode of operation. Five dispatchable DG units have been allocated to feed the 
system in the islanded microgrid mode of operation. The dispatchable DG units’ ratings, locations, types 
and cost of operation are given in Table 6.1. In order to account for the islanded microgrid operational 
reserve requirements, the MGCC allocates a fixed 6 % of the nominal demand from the most expensive 
DG unit (i.e. DG #3) as a spinning reserve. Renewable power resources with different characteristics have 
been installed at different locations along the test system. Five photovoltaic units each 0.1 MW rating, are 
installed at buses 5,7,13,21 and 27. Two wind turbines each 0.5 MW rating are installed at buses 16 and 
19.  
As can be seen in Table 6.2, five PEVs parking lots with different locations and capacities are assumed to 
exist in the test system. Based on historical data [62], a probabilistic distribution model for the arrival of 
vehicles and their customers’ requirements has been extracted for each parking lot. The probabilistic 
model has been used to generate the PEVs random behavior for the day under study. Figure 6.3 shows the 
number of the PEVs in each parking lot during the day under study, based on the generated behavior. The 
PEV parking residence time is modeled as random distribution variable with mean time 540, 540, 210, 
210 and 540 minutes for the five parking lots, respectively. For simplicity, all chargers are assumed to be 
second level chargers with 7.2 KW rating. All PEVs are assumed to have an all-electric range (AER) of 
50 miles. In addition, all PEV batteries have the same charging/discharging characteristics, given in [104] 
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with some adjustment to match the ratings of the utilized chargers and the AER. The cost of PEV 
discharge kWhPEVc  is chosen as 0.6 $/kWh to reflect the impact of battery discharge on its life time. This 
price has been calculated as the equivalent gas price required for undertaking the same trip taken by 1 
kWh of electrical energy discharged from the battery.  
Statistical time series models are usually adequate for short term renewable power forecast. In this work, 
the auto regression moving average (ARMA) technique is used to model the wind speed and solar 
irradiance. The ARMA model is developed to forecast in 10 minutes intervals using MATLAB. The 
ARMA model parameters are determined from historical wind speed and solar irradiance data for the 
period. The generated wind speeds are then combined with the wind turbine parameters in order to 
evaluate the forecasted wind electrical power generation. Similarly, the generated solar irradiance data are 
combined with the photovoltaic system parameters to calculate the predictable photovoltaic power 
generation. The ARMA based process is developed to automatically forecast the renewable power 
generation over the specified prediction horizon at each time step i.e. the forecast is updated every ten 
minutes for the next 3 hours.  In order to account for the accuracy of the forecasting model, the 
forecasting error is simulated by comparing the actual data (shown in Figure 6.4) with those obtained 
from the ARMA models. In this work it is assumed that the MGCC can forecast the regular power 
demand over the prediction time horizon with negligible error using historical data [103]. 
 
Table  6.1: Case study# 6-1: droop-controlled DGs’ locations, ratings, types and cost of operation 
DG # Bus # SGmax (MVA) Price $/kWh 
1 08 1.5 0.024 
2 29 2.0 0.022 
3 12 1.0 0.058 
4 22 1.0 0.054 
5 25 1.0 0.051 
 
 
 
Table  6.2: Case study# 6-1 and #6-2: Parking lots locations, capacities and types  
Lot # Bus # Capacity (vehicles) Type 
1 12 60 Residential 
2 19 100 Residential 
3 24 60 Commercial 
4 29 60 Commercial 
5 32 100 Residential 
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Figure ‎6.3: Case study# 6-1 and #6-2: the Distribution of PEVs in each parking lot during the day under study  
 
Figure  6.4: Case study# 6-1 and #6-2: wind and photovoltaic generation profiles for the day under study  
Two different case studies have been carried out to evaluate the importance of the proposed algorithm.  
The first case study is considered to investigate the performance of the proposed scheme during normal 
operation (islanded microgrid has enough generation to feed all demands including PEVs and hence no 
load shedding is required). The second scenario examines the effectiveness of the proposed scheme when 
a shortage of generation exists.  
6.4.1 Case study# 6-1: islanded microgrid operation with adequate generation 
In this case study, it is assumed that the islanded microgrid operates in normal mode and there is enough 
generation to feed the regular load and PEVs demand during the day under study. Three possible 
scenarios have been carried out in this case study to show the effectiveness and robustness of the 
proposed multi-stage centralized control scheme. In the first scenario, it is assumed that there are no 
communication links (centralized control unit is deactivated) i.e. islanded microgrid operates with the 
local droop control using conventional droop parameters, in order to share the load demand of the 
islanded microgrid in proportional to the DG units rated capacity, and the charging of PEVs is un-
coordinated. In this scenario, the static droop gains of the DG units are designed based on 0.5% and 5% 
allowable frequency and voltage regulation respectively; * and *V  are selected arbitrary in order to 
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maintain adequate power-quality levels (at 1.0 p.u. and 1.03 p.u., respectively), in terms of keeping 
frequency and voltage within their specified operating limits, respectively. In the second scenario, it is 
assumed that the function of the centralized control unit is to optimally set the droop parameters of droop-
controlled DG units, while the charging of PEVs is uncoordinated i.e. (no communication links between 
PEVs charging stations and the MGCC). In the third scenario, it is considered that the MGCC has 
communication links with both DG units and PEVs charging stations. Figure 6.5 shows the total charging 
demand of PEVs during the day under study in the third scenario (coordinated charging) compared with 
those obtained in the first and second scenario (uncoordinated charging). As shown in the figure, the 
proposed multi-stage control scheme shifted the PEVs charging demand from the periods of high loading 
to the periods of less loading allowing such load to be fed from less expensive DG units. Additionally, 
such coordination resulted in a reduction of the PEV peak load from 673 kW to 409 kW. Here it is 
noteworthy that considering the PEV discharging cost in the problem formulation in (6.22) forces the 
MGCC to avoid any PEV discharge decision during the normal operation of the islanded microgrid. 
Figures 6.6 and 6.7 show the active and reactive power sharing, respectively, between the droop-
controlled DG units during the day under study. Figure 6.6 (a) shows that conventional droop control can 
realize nearly exact active power sharing among DG units in islanded microgrids. However, as seen in 
Figure 6.7(a), the reactive power sharing between the DG units is not exact and depends on the system 
parameters i.e. mismatches in the power line impedances.  Figure 6.6 (b) shows that in the second 
scenario the active power sharing among the DG units is scheduled to minimize the total cost of operation 
for the islanded microgrid. As a result of minimizing the cost of operation, DG #2 and DG #1 have the 
priority of sharing the active power demand. DG#5 shares in feeding the power demand only during 
heavily loading durations and when DG#2 and DG#1 reached to their rated capacity. Figure 6.6 (c) shows 
that the shift of PEVs charging reduced the active power injected from DG#5 (more expensive) by 
shifting some of its demand to DG #1 and 2 (less expensive) at off-peak durations. As can be seen in 
Figure 6.6 (c), proper coordination of PEVs resulted in reducing the amount of generation required in the 
period of 4-6 PM, which requires injecting active power from the more expensive DG #5. As a result, the 
generation cost is reduced. Table 6.3 shows the islanded microgrid generation cost for the day under 
study. As shown in the table, optimal droop parameters in the second scenario reduced the generation cost 
by 32.58% compared with the first scenario. Further, a proper coordination of the PEV charging along 
with the optimal droop parameters resulted in 36.75% reduction in the cost of generation.  
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Table  6.3: Case study# 6-1: islanded microgrid generation cost 
Scenario # 1 2 3 
Cost ($) 2290.13 1543.96 1448.48 
 
 
Figure  6.5: Case study# 6-1: total charging demand of PEVs during the day under study  
 
Figure  6.6: Case study# 6-1: droop-based DG units’ active power generation (a) first scenario, (b) second scenario, and 
 (c) third scenario  
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Figure  6.7: Case study# 6-1: droop-based DG units’ reactive power generation (a) first scenario, (b) second scenario, and 
 (c) third scenario 
The pattern of active power sharing has a significant effect on the selection of the reactive power droop 
gains and consequently on the reactive power sharing between the DG units. As shown in Figure 6.7 (b) 
and (c), DG#2 and DG#1 inject their available reactive power during most of the day. However, to feed 
the total reactive power demand, DG#5, DG# 4 and DG#3, share the rest of the reactive power demand 
based on the impact of their reactive power on the cost of operation (system losses). As shown in the 
figures, during the heavy loading period (8:00am-10:30am and 4:00pm-8:00pm), the injected reactive 
power from DG#1 is reduced significantly to support the active power demand. As a result, the injected 
reactive powers from DG#5, DG# 4 and DG#3 increase to support the rest of the reactive power demand. 
Similar scenario can also appear in the period of 5:30pm-5:50 pm; where DG#5 acted to support the 
active power demand by reducing its reactive power. As such, DG#4 and DG#3 acted to support the 
reactive power demand. The results in this case study showed that the proposed coordination scheme can 
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effectively shape the PEVs charging demand in a way that results in minimizing the generation cost while 
satisfying the PEVs customers’ requirements. 
6.4.2 Case study# 6-2: islanded microgrid operation with inadequate generation 
This case study tests the robustness of the proposed multi-stage control scheme during inadequate 
generation. In this case, it is assumed that there is a shortage in the capacity of available DG units 
compared to the total system demand. DG #1 and #4 are considered to be out of service. Two scenarios 
are carried out in this case study. The proposed multi-stage centralized control scheme is applied in the 
two scenarios; however, in the first scenario, it is assumed that the PEVs are not allowed to discharge. 
Figs. 6.8 (a) and (b) show the total islanded microgrid demand for the regular load before and after the 
load shedding. Also, the figures show the PEVs charging/discharging power and the total load demand 
including PEVs for the first and second scenarios, respectively.  Table 6.4 shows the unserved regular and 
PEVs demand in the two scenarios. As shown in the table, allowing the PEV to discharge reduced the 
percentage of unserved regular loads from 2.72% to 1.61%. Similarly, the PEV discharge allowed for 
higher vehicle satisfaction rate by decreasing the PEV unserved load from 31.19% to 19.79%.  As shown 
in the figures, the proposed centralized control scheme created smart charging/discharging cycles for the 
PEVs with long staying time to supply the load demand during the shortage of power generation. As can 
be seen, PEVs can operate as energy storage; where they might charge during the low loading conditions 
(when generation has enough power to feed the demand) followed by a discharging decision that is 
activated in the period at which the generation is less than the regular demand. Another observation is that 
based on the load points priorities, charging decisions might be initiated in certain duration even though 
the generation is less than the regular demand (i.e. such charging decisions are accompanied with 
shedding of some load points). Such charging decisions are followed by discharging decisions in a 
subsequent duration when the shortage in generation (power mismatch) is of larger value in order to 
prevent the shedding of higher priority load points. Such charging/discharging mechanism keeps 
automatically a flatten load shedding profile during the period of inadequate generation. Further, it is 
noteworthy that the charging/discharging cycles are followed by achieving the PEVs customers’ 
satisfaction during the light loading conditions. Fig. 6.9 shows the number of load points shed throughout 
the day under study in the two scenarios. It is noteworthy that the load shedding mechanism is governed 
by the load priorities and the active power mismatch that is affected by the charging/discharging scheme 
of the PEVs. As shown in the figure, the proposed PEVs charging scheme reduced the active power 
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mismatch, thus the load shedding is reduced and the customer’s reliability is improved.  Hence it can be 
seen that the proposed algorithm reduced the number of load points’ interruption. 
 
Table  6.4: Case study# 6-2: islanded microgrid customer satisfaction indices 
Scenario # 1 2 
Unserved regular load (%) 2.72 1.61 
Unserved PEVs (%) 31.19 19.79 
 
 
Figure  6.8: Case study# 6-2: demand profile for the day under study: (a) scenario #1, and (b) scenario #2 
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Figure  6.9: Case study# 6-2: number of load points shed during the day under study. Load points to be shed in priority ascending 
order are {2, 5, 14, 12, 22, 31} 
 
6.5 Discussion 
This chapter proposed a muli-stage centralized control scheme for islanded microgrid operation in the 
presence of high penetration of PEVs.  The proposed control scheme adopts a droop-based three-stage 
OPF to 1) minimize the islanded microgrid load shedding during inadequate generation, 2) maximize the 
PEVs customers’ satisfaction, and 3) minimize the islanded microgrid generation cost.  The proposed 
control scheme takes into consideration the main features of droop-based islanded microgrid and the 
PEVs characteristics. Several case studies have been carried out to examine the effectiveness and 
robustness of the proposed scheme under different operating conditions. The results show that the 
proposed cooperative control scheme can effectively shape the PEVs charging in a way that results 
enhancing the islanded microgrid customers’ reliability, while considering the islanded microgrid 
generation cost. Moreover, the results demonstrate the capability of PEVs to behave as an electric shifting 
demand, peak clipping, and as a source of energy during inadequate generation in unscheduled events of 
islanded microgrid. Hence, the results show that the proposed control scheme is capable of significantly 
reducing the islanded microgrid load shedding as well as enhancing the PEVs customers’ satisfaction. 
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 Chapter 7
Summary, Contributions and Future Work  
 
7.1 Summary and conclusions 
The research in this thesis presents new analysis and operational control algorithms to tackle some of the 
challenges facing the islanded microgrid operation and hence facilitate its practical implementation.  
In chapter 3 a novel power flow algorithm was proposed for microgrids operating in the islanded mode. It 
was shown that the absence of the utility bus in the islanded mode of operation render the conventional 
power flow algorithms, previously proposed in the literature, ineffective. The proposed algorithm 
accounts for the absence of the utility bus by reformulating the power flow problem without a slack bus. 
Moreover, the special features of islanded microgrid systems are considered in the proposed algorithm; 
where: 1) some of the DG units are controlled by droop control, and 2) system frequency is not constant. 
A Newton trust region method was adopted to solve the set of non-linear equations describing the power 
flow problem in the islanded mode of operation. Simulation results and numerical comparative studies 
were presented to demonstrate the effectiveness of the proposed algorithm in accurately modelling 
islanded microgrids. 
In chapter 4 it was shown that the consideration of a maximum loadability criterion in the islanded 
microgrid OPF problem can significantly increase the islanded microgrid loading margin. Such an 
increase, in the loading margin, can play a crucial role in allowing for a successful operation of islanded 
microgrid systems; given its limited generation resources when operating in isolation from the utility grid. 
Three OPF problems for islanded microgrids were proposed to allow for the required maximum 
loadability consideration; 1) The OPF problem for maximum loadability assessment, 2) The OPF for 
maximizing the system loadability, and 3) The bi-objective OPF problem for loadability maximization 
and generation cost minimization. Moreover, a fuzzy-based utopia tracking algorithm was developed to 
achieve a best compromise solution between system maximum loadability and system minimum 
generation costs. Comparative numerical simulation studies showed the importance and consequence of 
considering a system maximum loadability criterion in the OPF problem of islanded microgrids. 
In chapter 5 a new probabilistic algorithm was proposed for determining the optimum choice of the droop 
settings for individual DG units in distribution networks when a MGCC is not available. The proposed 
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algorithm achieves an optimum choice of the DG units droop settings, offline, for a possible operational 
planning horizon within which the islanded microgrid might be initiated. Moreover, the proposed 
algorithm accounts for 1) the uncertainty and variability associated with renewable DG output power as 
well as load variability; and 2) the different microgrid configurations that can be created within a typical 
distribution network. By adopting a constraint hierarchy approach the proposed algorithm enhance the 
operation of islanded microgrids by satisfying the operational constraints of the system and expanding its 
loading margin, considering the different states in which the islanded system may exist. Simulation case 
studies demonstrate the capability of the proposed algorithm in enhancing the islanded microgrid 
operation through the reduction of customer interruptions and the enhancement of the islanded microgrid 
loadability margins. 
In chapter 6 a new multi-stage control scheme for islanded microgrids with high PEV penetration was 
proposed. It was shown that the coordinated operation and control of islanded microgrid resources 
together with PEVs can play a pivotal role in the successful and optimized operation of the islanded 
microgrid systems. The proposed algorithm hence achieves the required functionality through; 1) 
coordinating the PEVs charging/discharging decisions across multiple time steps, 2) considering the 
uncertainty and variability associated with the output power of renewable DG units, as well as the load 
variability, 3) during inadequate generation periods, coordinating the PEV charging/discharging decisions 
with the islanded microgrid load shedding, and 4) considering the random PEVs charging behavior. 
Simulation studies show that the proposed control scheme can enhance the operation of islanded 
microgrid systems in the presence of high PEV penetration and facilitate a successful implementation of 
the islanded microgrid concept, under the smart grid paradigm. 
7.2 Contributions 
The main contributions in this thesis can be highlighted as follows: 
1- Concluding and demonstrating that conventional power flow algorithms are not suitable for 
islanded microgrids steady-state analysis, and accordingly developing a novel power flow analysis 
algorithm for accurately modeling microgrid systems operating in the islanded mode. 
2- Proposing and demonstrating the importance of system maximum loadability consideration in 
islanded microgrid systems OPF problems, and consequently developing an algorithm to achieve a 
best compromise solution between system maximum loadability and minimum generation cost in 
islanded microgrids OPF problems. 
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3- Concluding and demonstrating the unsuitability of conventional droop setting methodologies 
(based solely on DG units’ capacities) for the decentralized operation of islanded microgrids 
including renewable energy resources, and accordingly developing an offline design methodology 
to enhance the decentralized operation of islanded microgrids including renewable energy 
resources through satisfying the system operational constraints and increasing the system 
loadability margins while at the same time considering the different islanded microgrid 
configurations that can be initiated in the distribution system.   
4- Demonstrating the importance of the coordinated operation and control of islanded microgrid 
resources together with PEVS, and accordingly developing a coordinated control scheme to enable 
the islanded microgrid operation under high penetration of PEVs.     
7.3 Directions for future work 
   In continuation of this work, the following subjects are suggested for future studies: 
1- Extending the proposed islanded power flow algorithm to enable harmonic power flow 
consideration in islanded microgrids.  
2- Optimal allocation for DG units considering the operational characteristics of islanded microgrid 
systems.  
3- Development of a new algorithm to enable for the optimum reconfiguration of islanded microgrid 
systems.  
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  Appendix A
Data of the Distribution Test Systems 
Table A.1: Parameters of the 6-bus test system  
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Table A.2: Parameters of the 38-bus test system [85] (Vbase= 12.66 KV, Sbase=1 MVA) 
Sending  
bus 
Receiving 
 bus 
R  
(p.u.) 
X  
(p.u.) 
Load at receiving bus 
P0 
(p.u.) 
Q0 
(p.u.) 
kpv kqv 
1 2 0.000574 0.000293 0.1 0.06 0.92 4.04 
2 3 0.00307 0.001564 0.09 0.04 0.18 6 
3 4 0.002279 0.001161 0.12 0.08 1.51 3.4 
4 5 0.002373 0.001209 0.06 0.03 0.92 4.04 
5 6 0.0051 0.004402 0.06 0.02 0.18 6 
6 7 0.001166 0.003853 0.2 0.1 1.51 3.4 
7 8 0.00443 0.001464 0.2 0.1 1.51 3.4 
8 9 0.006413 0.004608 0.06 0.02 0.18 6 
9 10 0.006501 0.004608 0.06 0.02 1.51 3.4 
10 11 0.001224 0.000405 0.045 0.03 1.51 3.4 
11 12 0.002331 0.000771 0.06 0.035 0.92 4.04 
12 13 0.009141 0.007192 0.06 0.035 1.51 3.4 
13 14 0.003372 0.004439 0.12 0.08 0.92 4.04 
14 15 0.00368 0.003275 0.06 0.01 1.51 3.4 
15 16 0.004647 0.003394 0.06 0.02 0.18 6 
16 17 0.008026 0.010716 0.06 0.02 1.51 3.4 
17 18 0.004558 0.003574 0.09 0.04 0.18 6 
2 19 0.001021 0.000974 0.09 0.04 0.92 4.04 
19 20 0.009366 0.00844 0.09 0.04 1.51 3.4 
20 21 0.00255 0.002979 0.09 0.04 0.18 6 
21 22 0.004414 0.005836 0.09 0.04 0.92 4.04 
3 23 0.002809 0.00192 0.09 0.05 1.51 3.4 
23 24 0.005592 0.004415 0.42 0.2 1.51 3.4 
24 25 0.005579 0.004366 0.42 0.2 1.51 3.4 
6 26 0.001264 0.000644 0.06 0.025 1.51 3.4 
26 27 0.00177 0.000901 0.06 0.025 0.18 6 
27 28 0.006594 0.005814 0.06 0.02 1.51 3.4 
28 29 0.005007 0.004362 0.12 0.07 1.51 3.4 
29 30 0.00316 0.00161 0.2 0.6 1.51 3.4 
30 31 0.006067 0.005996 0.15 0.07 0.92 4.04 
31 32 0.001933 0.002253 0.21 0.1 0.92 4.04 
32 33 0.002123 0.003301 0.06 0.04 1.51 3.4 
8 34 0.012453 0.012453 0 0 0 0 
29 35 0.012453 0.012453 0 0 0 0 
12 36 0.012453 0.012453 0 0 0 0 
22 37 0.003113 0.003113 0 0 0 0 
25 38 0.003113 0.003113 0 0 0 0 
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Table A.3: Load data and line connectivity of the 25-bus unbalanced test system [87] (Zbase= 1.73056, Sbase=10/3 MVA) 
Sending  
bus 
Receiving  
bus 
Conductor  
type 
length  
(ft) 
Load at receiving bus 
Phase (a) Phase (b) Phase (c) 
PL  
(KW) 
QL  
(KVAR) 
PL  
(KW) 
QL  
(KVAR) 
PL  
(KW) 
QL  
(KVAR) 
1 2 1 1000 0 0 0 0 0 0 
2 3 1 500 35 25 40 30 45 32 
2 6 2 500 40 30 45 32 35 25 
3 4 1 500 50 40 60 45 50 35 
3 18 2 500 40 30 40 30 40 30 
4 5 2 500 40 30 40 30 40 30 
4 23 2 400 60 45 50 40 50 35 
6 7 2 500 0 0 0 0 0 0 
6 8 2 1000 40 30 40 30 40 30 
7 9 2 500 60 45 50 40 50 35 
7 14 2 500 50 35 50 40 60 45 
7 16 2 500 40 30 40 30 40 30 
9 10 2 500 35 25 40 30 45 32 
10 11 2 300 45 32 35 25 40 30 
11 12 3 200 50 35 60 45 50 40 
11 13 3 200 35 25 45 32 40 30 
14 15 2 300 133.3 100 133.3 100 133.3 100 
14 17 3 300 40 30 35 25 45 32 
18 20 2 500 35 25 40 30 45 32 
18 21 3 400 40 30 35 25 45 32 
20 19 3 400 60 45 50 35 50 40 
21 22 3 400 50 35 60 45 50 40 
23 24 2 400 35 25 45 32 40 30 
24 25 3 400 60 45 50 30 50 35 
 
Table A.4: Impedance of different types of conductors in the 25-bus unbalanced test system  
Type 
Impedance  
(Ohms/mile) 
1 
0.3686+0.6852i 0.0169+0.1515i 0.0155+0.1098i 
0.0169+0.1515i 0.3757+0.6715i 0.0188+0.2072i 
0.0155+0.1098i 0.0188+0.2072i 0.3723+0.6782i 
2 
0.9775+0.8717i 0.0167+0.1697i 0.0152+0.1264i 
0.0167+0.1697i 0.9844+0.8654i 0.0186+0.2275i 
0.0152+0.1264i 0.0186+0.2275i 0.9810+0.8648i 
3 
1.9280+1.4194i 0.0161+0.1183i 0.0161+0.1183i 
0.0161+0.1183i 1.9308+1.4215i 0.0161+0.1183i 
0.0161+0.1183i 0.0161+0.1183i 1.9337+1.4236i 
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Figure A.1: The 25-bus unbalanced test system [87] 
 
 
 
Figure A.2: The 33-bus balanced test system [96] 
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Table A.5: Parameters of the 33-bus test system [96] (Vbase= 12.66 KV, Sbase=1 MVA) 
Sending  
bus 
Receiving  
bus 
R  
(Ohm) 
X 
 (Ohm) 
Load at receiving bus 
PL  
(KW) 
QL  
(KVAR) 
1 2 0.0922 0.0470 100 60 
2 3 0.4930 0.2511 90 40 
3 4 0.3660 0.1864 120 80 
4 5 0.3811 0.1941 60 30 
5 6 0.8190 0.7070 60 20 
6 7 0.1872 0.6188 200 100 
7 8 0.7114 0.2351 200 100 
8 9 1.0300 0.7400 60 20 
9 10 1.0440 0.7400 60 20 
10 11 0.1966 0.0650 45 30 
11 12 0.3744 0.1238 60 35 
12 13 1.4680 1.1550 60 35 
13 14 0.5416 0.7129 120 80 
14 15 0.5910 0.5260 60 10 
15 16 0.7463 0.5450 60 20 
16 17 1.2890 1.7210 60 20 
17 18 0.7320 0.5740 90 40 
2 19 0.1640 0.1565 90 40 
19 20 1.5042 1.3554 90 40 
20 21 0.4095 0.4784 90 40 
21 22 0.7089 0.9373 90 40 
3 23 0.4512 0.3083 90 50 
23 24 0.8980 0.7091 420 200 
24 25 0.8960 0.7011 420 200 
6 26 0.2030 0.1034 60 25 
26 27 0.2842 0.1447 60 25 
27 28 1.0590 0.9337 60 20 
28 29 0.8042 0.7006 120 70 
29 30 0.5075 0.2585 200 600 
30 31 0.9744 0.9630 150 70 
31 32 0.3105 0.3619 210 100 
32 33 0.3410 0.5302 60 40 
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