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We report measurements of time dependent decay rates for B0 → D(∗)−pi+ decays and extraction
of CP violation parameters that depend on φ3. Using fully reconstructed D
(∗)pi events and partially
reconstructed D∗pi events from a data sample that contains 386 million BB pairs that was collected
near the Υ(4S) resonance, with the Belle detector at the KEKB asymmetric energy e+e− collider,
we obtain the CP violation parameters S+(D(∗)pi) and S−(D(∗)pi). We obtain S+(D∗pi) = 0.049±
0.020(stat) ± 0.011(sys), S−(D∗pi) = 0.031 ± 0.019(stat) ± 0.011(sys), and S+(Dpi) = 0.031 ±
0.030(stat)± 0.012(sys), S−(Dpi) = 0.068± 0.029(stat)± 0.012(sys). These results are an indication
of CP violation inB0 → D∗−pi+ andB0 → D−pi+ decays at the 2.5 σ and 2.2 σ levels, respectively. If
we use the values of R
D(∗)pi
that are derived using assumptions of factorization and SU(3) symmetry,
the branching fraction measurements for the D
(∗)
s pi modes, and lattice QCD calculations, we can
restrict the allowed region of | sin(2φ1+φ3)| to be above 0.44 and 0.52 at 68% confidence level from
the D∗pi and Dpi modes, respectively.
PACS numbers: 13.65.+i, 13.25.Gv, 14.40.Gx
I. INTRODUCTION
Within the Standard Model (SM), CP violation arises
due to a single phase in the Cabibbo-Kobayashi-Maskawa
(CKM) quark mixing matrix [1]. Precise measurements
of CKM matrix parameters therefore constrain the SM,
and may reveal new sources of CP violation. Measure-
ments of the time-dependent decay rates of B0(B0) →
D(∗)∓π± provide a theoretically clean method for ex-
tracting sin(2φ1 + φ3) [2]. As shown in Fig. 1, these
decays can be mediated by both Cabibbo-favoured decay
(CFD) and doubly-Cabibbo-suppressed decay (DCSD)
amplitudes, V ∗cbVud and V
∗
ubVcd, which have a relative
weak phase φ3.
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FIG. 1: Diagrams for (a) B0 → D(∗)−pi+ and (b) B0 →
D(∗)−pi+. Those for B0 → D(∗)+pi− and B0 → D(∗)+pi− can
be obtained by charge conjugation.
The time-dependent decay rates are given by [3]
P (B0 → D(∗)+π−) =
1
8τB0
e−|∆t|/τB0
×
[
1− C cos(∆m∆t)− S+ sin(∆m∆t)
]
,
P (B0 → D(∗)−π+) =
1
8τB0
e−|∆t|/τB0
×
[
1 + C cos(∆m∆t)− S− sin(∆m∆t)
]
,
P (B0 → D(∗)+π−) =
1
8τB0
e−|∆t|/τB0
×
[
1 + C cos(∆m∆t) + S+ sin(∆m∆t)
]
,
P (B0 → D(∗)−π+) =
1
8τB0
e−|∆t|/τB0
×
[
1− C cos(∆m∆t) + S− sin(∆m∆t)
]
.(1)
Here ∆t is the difference between the time of the decay
and the time that the flavour of the B meson is tagged,
τB0 is the average neutral B meson lifetime, ∆m is the
B0-B0 mixing parameter, and C =
(
1−R2
)
/
(
1 +R2
)
,
where R is the ratio of the magnitudes of the DCSD and
CFD (we assume the magnitudes of both the CFD and
DCSD amplitudes are the same for B0 and B0 decays).
The CP violation parameters are given by
S± =
2(−1)LR sin(2φ1 + φ3 ± δ)
(1 +R2)
, (2)
3where L is the orbital angular momentum of the final
state (1 for D∗π and 0 for Dπ), and δ is the strong phase
difference of the CFD and DCSD. The values of R and δ
are not necessarily the same for D∗π and Dπ final states,
and are denoted with subscripts, D∗π and Dπ, in what
follows.
Although not measured yet, the value of R is predicted
to be about 0.02 [4]. Therefore, we neglect terms of
O
(
R2
)
(and hence take C = 1). There are theoreti-
cal arguments that the still unmeasured values of δ for
both D∗π and Dπ are small [3, 5].
Due to the size of R, CP violation is expected to be
a small effect in these decays. Therefore, a large event
sample is needed in order to obtain sufficient sensitiv-
ity. With this in mind, we employ a partial reconstruc-
tion technique [6] for the D∗π analysis in addition to
the conventional full reconstruction method. In this ap-
proach, the signal is distinguished from background on
the basis of kinematics of the “fast” pion from the de-
cay B → D∗πf , and the “slow” pion from the decay
D∗ → Dπs, alone; no attempt is made to reconstruct the
D meson from its decay products. Background from con-
tinuum e+e− → qq (q = u, d, s, c) events is reduced dra-
matically by requiring the presence of a high-momentum
lepton in the event, which also serves to tag the flavour
of the associated B in the event.
Results from our previous analyses using a 140 fb−1
data sample containing 152 million BB pairs have been
published for the full reconstruction method [7] and
the partial reconstruction method [8]. Results from
similar analyses by BaBar collaboration were also re-
ported [9, 10]. This study is a continuation of similar
analyses with a substantially increased data sample con-
taining 386 million BB events, and several improvements
in the analyses.
II. BELLE DETECTOR
The data was collected with the Belle detector [11]
at the KEKB asymmetric energy electron-positron col-
lider [12] operating at the Υ(4S) resonance. The Belle de-
tector is a large-solid-angle magnetic spectrometer that
consists of a silicon vertex detector (SVD), a 50-layer
central drift chamber (CDC), an array of aerogel thresh-
old Cherenkov counters (ACC), a barrel-like arrangement
of time-of-flight scintillation counters (TOF), and an
electromagnetic calorimeter (ECL) comprised of CsI(Tl)
crystals located inside a superconducting solenoidal coil
that provides a 1.5 T magnetic field. An iron flux-return
located outside of the coil is instrumented to detect K0L
mesons and to identify muons (KLM). A sample contain-
ing 152 million BB pairs was collected with a 2.0 cm
radius beampipe and a 3-layer silicon vertex detector
(SVD1), while a sample of 234 million BB pairs was col-
lected with a 1.5 cm radius beampipe, a 4-layer silicon
detector, and a small-cell inner drift chamber (SVD2)
[13].
III. FULL RECONSTRUCTION ANALYSIS
A. Signal Event Selection
The selection of hadronic events is described else-
where [14]. For the B0 → D∗+π− event selec-
tion, we use the decay chain D∗+ → D+π0 or
D0π+ with subsequent decays of D+ → K−π+π+ and
D0 → K−π+, K−π+π0, K−π+π+π−, K0Sπ
+π−(K0S →
π+π−). (Charge conjugate modes are implied through-
out this Paper.) All charged tracks except for the slow
pions from D∗ → Dπ decays are required to have a min-
imum of one hit (two hits) in the r-φ (z) coordinate of
the vertex detector, where the r-φ plane is transverse to
the positron beam line that defines the z axis. These
requirements allow a precise determination of the pro-
duction point. To separate kaons from pions, we form
a likelihood for each track, LK(pi). The kaon likelihood
ratio, P (K/π) = LK/(LK + Lpi), has values between 0
(likely to be a pion) and 1 (likely to be a kaon). We
require charged kaons to satisfy P (K/π) > 0.3, corre-
sponding to about 95% efficiency for detecting kaons and
about 2% probability for misidentifying pions as kaons.
There is no such requirement for charged pions coming
from D decays.
Neutral pions are formed from photon pairs with in-
variant masses between 0.118GeV/c2 and 0.150GeV/c2.
The photon momenta are then recalculated with a π0
mass constraint.
We require the invariant mass of K0S → π
+π− candi-
dates to be between 0.485GeV/c2 and 0.510GeV/c2 cor-
responding to ±5 σ, where σ is the Monte Carlo (MC)
determined invariant mass resolution. The radial impact
parameter, which is the distance of closest approach of
the candidate charged tracks to the event-dependent in-
teraction point (IP) in the r-φ plane, is required to be
larger than 0.02 cm for high momentum (> 1.5GeV/c)
K0S candidates and 0.03 cm for those with momentum
less than 1.5GeV/c. Here the IP is determined for each
set of 10,000 neighboring hadronic events, and the K0S
momentum is given in the Υ(4S) rest frame (cms). The
π+ π− vertex is required to be displaced from the IP by
a minimum transverse distance of 0.22 cm for high mo-
mentum candidates and 0.08 cm for the remaining candi-
dates. The mismatch in the z direction at the K0S vertex
point for the π+ π− tracks must be less than 2.4 cm for
high momentum candidates and 1.8 cm for the remain-
ing candidates. The direction of the pion pair momen-
tum must also agree with the direction of the vertex point
from the IP to within 0.03 rad for high momentum candi-
dates and to within 0.1 rad for the remaining candidates.
A mass and vertex constraint is imposed when fitting the
K0S candidates.
For D0 meson candidates, the invariant
mass of the D0 candidate is required to be
within ±20, ±30, ±20, and ±20MeV/c2 for
K−π+, K−π+π0, K−π+π+π−, K0Sπ
+π− modes
respectively, while the invariant mass of the D+ candi-
4dates should be within ±18MeV/c2 of the nominal D+
mass corresponding to ±4 σ. For the D0 → K−π+π0
mode, we further require the π0 cms momentum to
be greater than 200MeV/c. We use a mass- and
vertex-constrained fit for D candidates.
The D∗+ is reconstructed by combining either D0 can-
didates with a slow π+ meson, or D+ candidates with a
slow π0 meson. The D∗ candidates are required to have a
mass difference ∆M =MDpi−MD within ±3MeV/c
2 to
±5MeV/c2 of the nominal value depending on the decay
mode.
We reconstruct a B candidate by combining the D(∗)+
candidate with a π− candidate satisfying P (K/π) < 0.8,
corresponding to more than 90% efficiency for detect-
ing pions and less than 10% probability for misidenti-
fying kaons as pions. We identify B decays based on
requirements on the energy difference ∆E ≡
∑
i Ei −
Ebeam and the beam-energy constrained mass Mbc ≡√
E2beam − (
∑
i ~pi)
2, where Ebeam is the beam energy,
and ~pi and Ei are the momenta and energies of the
daughters of the reconstructed B meson candidate, all
in the cms. We define a signal region in the ∆E-
Mbc plane of 5.27GeV/c
2 < Mbc < 5.29GeV/c
2 and
|∆E| < 0.045GeV, corresponding to about ±3σ on each
quantity. If more than one B candidate is found in the
same event, we select the one with best D vertex quality.
For the determination of background parameters, we use
events in a sideband region defined byMbc > 5.2GeV/c
2
and −0.14GeV < ∆E < 0.20GeV, excluding the signal
region.
The ∆E andMbc distributions for D
∗π and Dπ candi-
dates are shown in Fig. 2. A study using MC events indi-
cates the presence of “peaking background” that peaks in
the signal ∆E-Mbc region and amounts to 1.7% (0.7%)
of the D∗π (Dπ) candidates, respectively. We treat this
contribution as a part of the signal, and assign a system-
atic error to account for this.
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FIG. 2: ∆E and Mbc distributions for B
0 → D∗−pi+ can-
didates (a and b), and B0 → D−pi+ candidates (c and d).
Curves are the fit results. Hatched regions indicate the back-
ground components of the fits.
B. Flavour Tagging
Charged leptons, pions, and kaons that are not asso-
ciated with the reconstructed D(∗)π decays are used to
identify the flavour of the accompanying B meson. The
algorithm [15] produces two parameters for each event, q
and r, where q = +1(q = −1) for a B0 (B0) meson and r
is a quality factor ranging from 0 for no flavour discrim-
ination to 1 for unambiguous flavour assignment. The
algorithm uses the kinematical variables of the event and
compares to those from a large number of MC events,
and is used only to sort the data into six intervals of r
according to estimated flavour purity. More than 99.5%
of the events are assigned non-zero values of r.
C. Vertex Measurement
The decay vertex of the B → D(∗)π candidate is fitted
using the track information of the D and π (except the
slow π from D∗ decay). For the decay vertex of the tag-
ging B meson, the remaining well-reconstructed tracks in
the event are used. Tracks that are consistent with K0S
decay are rejected. We impose the additional require-
ment that both signal-side and tagging-side vertices be
consistent with the run-dependent IP profile. A study
using a MC event sample shows that the nominal χ2 of
the vertex reconstruction is strongly correlated with the
distance from the IP to the reconstructed vertex. To
avoid possible bias in the event selection due to this cor-
relation, we introduce a quantity that only depends on
the z coordinate quantities;
ξ ≡
1
2n
n∑
i
∣∣∣∣zafteri − zbeforeiǫbeforei
∣∣∣∣
2
, (3)
where n is the number of tracks, zi are the z vertices of
the i-th track before and after the vertex fit, and ǫbeforei
is the measurement error of the z before the vertex fit.
This quantity is calculated for the signal- and tagging-
side separately, only for cases with multiple tracks. We
require ξ < 100 to eliminate badly reconstructed ver-
tices, which amount to 4% (2%) of the signal-side and
1% (1%) of the tagging-side in the D∗π and Dπ modes,
respectively.
The proper-time difference between the vertices zrec
and ztag (measured along the beam line) of the fully re-
constructed B candidate and the tagging B meson, re-
spectively, is calculated as
∆t = (zrec − ztag)/βγc, (4)
where βγ = 0.425 is the Lorentz boost factor of the centre
of mass frame at KEKB. After application of the event se-
lection criteria and the requirement that both B mesons
have well defined vertices and |∆t| < 70 ps (∼ 45 τB0),
31491 and 31725 candidates remain in the D∗π and Dπ
5modes, respectively. The signal fractions of the candi-
dates, which vary for different r bins, are 89% for D∗π
and 83% for Dπ.
D. ∆t Fit
Unbinned maximum likelihood fits to the four time de-
pendent decay rates are performed to extract S+ and S−.
We minimize −2
∑
i lnLi where the likelihood for the i-th
event is given by
Li = (1 − fol) [fsigPsig + (1 − fsig)Pbkg] + folPol. (5)
The signal fraction fsig is determined from the (∆E-Mbc)
value of each event. The signal distribution is the product
of the sum of two Gaussians in ∆E and a Gaussian in
Mbc; that for the background is the product of a first
order polynomial in ∆E and an ARGUS function [16] in
Mbc.
The signal ∆t distribution is given by
P (q = −1, D(∗)±π∓) = (1− w−)P (B
0 → D(∗)±π∓)
+ w+P (B
0 → D(∗)±π∓) (6)
for the q = −1 sample, and
P(q = +1, D
(∗)±π∓) = (1 − w+)P (B
0 → D(∗)±π∓)
+ w−P (B
0 → D(∗)±π∓) (7)
for the q = +1 sample. Here w+ and w− are respectively
the probabilities to incorrectly assign the flavour of tag-
ging B0 and B0 mesons (wrong tag fractions), and the
decay rates are given by Eq. 1.
The corresponding background distribution is param-
eterized as a sum of a δ-function component and an ex-
ponential component with lifetime τbkg:
δ(∆t− µδbkg) +
(1 − f δbkg)
2τbkg
e−|∆t−µ
τ
bkg|/τbkg , (8)
where f δbkg is the fraction of events contained in the δ-
function, µδbkg and µ
τ
bkg are the mean values of ∆t in
the δ-function and exponential components, respectively.
These parameters are determined separately from a fit to
the ∆t distribution in the ∆E-Mbc sideband data for the
D∗π and Dπ data samples, SVD1 and SVD2 data, and
cases where the vertices are reconstructed using single
track and multiple tracks. Typically, values of the back-
ground ∆t parameters are: f δbkg ≈ 0.4, τbkg ≈ 1.1 ps,
µτbkg ≈ −0.1 ps, and µ
δ
bkg ≈ 0.
A small number of events have poorly reconstructed
vertices resulting in very broad ∆t distributions. We
account for this outlier contribution by adding a Gaus-
sian component Pol with a width and fraction determined
from the B lifetime analysis [23].
E. ∆t Resolution
The probability density functions (PDF) for the signal
and background must be convolved with corresponding
∆t resolution functions, that are determined on an event-
by-event basis using the estimated uncertainties on the
z vertex positions [17, 23], in order to be compared with
the data. The signal resolution function is a convolution
of three contributions: resolution functions for vertex re-
construction, smearing due to non-primary tracks (K0S
and charm daughters), and the kinematic approximation
that the B mesons are at rest in the cms. The resolution
function is described in detail elsewhere [23].
The background resolution function is parametrized as
a sum of two Gaussians where different values are used
for the parameters depending on whether or not both
vertices are reconstructed with multiple tracks. These
parameters are determined from the ∆E-Mbc sideband
data.
F. Tagging Side CP Violation Effect
While the tagging side should have no asymmetry if
the flavour is tagged by primary leptons since semilep-
tonic decays are flavour-specific processes, it is possible
to introduce a small asymmetry when daughter particles
of hadronic decays such as D(∗)π are used for the flavour
tagging, due to the same CP violating effect that is the
subject of this paper [18]. This effect is taken into ac-
count by replacing the S± parameters in Eq. 1 by
B0 → D(∗)+π− : S+ → (S+ − S+tag),
B0 → D(∗)−π+ : S− → (S− + S+tag),
B0 → D(∗)+π− : S+ → (S+ + S−tag),
B0 → D(∗)−π+ : S− → (S− − S−tag), (9)
respectively. Here S+tag and S
−
tag represent the CP viola-
tion effect on the flavour tagging side due to the pres-
ence of B0 → D X and B0 → DX amplitudes, re-
spectively. Note that unlike the S± parameters, which
are defined rigorously in terms of B0 → D(∗)∓π± and
B0 → D(∗)±π∓ amplitudes, S±tag are effective quantities
that include effects of the fraction of B → DX(D X)
components in the tagging B decays and the subsequent
behaviour of D(D) mesons. Therefore, these quantities
must be determined experimentally.
The values of S±tag are determined in each r bin by
fitting the ∆t distributions of a B → D∗lν control sam-
ple [15] using the signal PDFs of Eqs. 6 and 7 and set-
ting S± to zero. Since the D∗lν final states have spe-
cific flavour, any observable asymmetry must originate
from the tagging side. The results for each r bin are
listed in Table I. The errors listed here are statistical
only. The result for the combined r bins are S+tag =
−0.002± 0.009± 0.006 and S−tag = 0.017± 0.009± 0.006,
where the second errors are systematic.
6TABLE I: Parameters describing tagging side CP violation
effect that are determined from the D∗lν data sample.
r S+tag S
−
tag
0.000 – 0.250 −0.058 ± 0.130 +0.060 ± 0.130
0.250 – 0.500 +0.001 ± 0.040 +0.018 ± 0.040
0.500 – 0.625 +0.027 ± 0.032 −0.030 ± 0.032
0.625 – 0.750 +0.026 ± 0.025 +0.022 ± 0.025
0.750 – 0.875 −0.011 ± 0.025 +0.027 ± 0.025
0.875 – 1.000 −0.005 ± 0.014 +0.024 ± 0.014
G. Fit Result
The procedures for ∆t determination and flavour tag-
ging are tested by extracting τB0 and ∆m. When all
four signal categories in Eq. 1 are combined, the signal
∆t distribution reduces to an exponential lifetime distri-
bution as shown in Fig. 3(a). We do a simultaneous fit to
the SVD1 and SVD2 samples by combining the D∗π and
Dπ candidate events and obtain τB0 = 1.532± 0.013 ps,
where the error is statistical only, in good agreement
with the world average of 1.536 ± 0.014 ps [19]. Com-
bining the two CFD-dominant modes (denoted as OF
because the signal-side and tagging-side have opposite B
flavour) and the two mixing-dominant modes (denoted as
SF because the signal-side and tagging-side have same B
flavour) and ignoring the CP violating terms, an asym-
metry (OF− SF)/(OF + SF) behaves as cos(∆m∆t) as
shown in Fig. 3(b). A similar fit to the one used for the
lifetime determination gives ∆m = 0.494 ± 0.007 ps−1,
where the error is statistical only, also in good agreement
with the world average 0.502± 0.007 ps−1 [19]. This fit
is also used to determine the signal ∆t resolution param-
eters and wrong tag fractions w+ and w− in each r bin
for both SVD1 and SVD2 samples. Table II lists the fit
result for the wrong tag fractions in the SVD2 sample.
Those from the SVD1 sample have very similar values.
TABLE II: Fit results for the wrong tag fractions of the SVD2
sample. They are determined in each r bin as the averages
and differences of the two flavours.
r (w+ + w−)/2 (w+ − w−)
0.000 – 0.250 0.461±0.006 +0.001 ± 0.009
0.250 – 0.500 0.327±0.009 −0.026 ± 0.013
0.500 – 0.625 0.216±0.010 +0.032 ± 0.015
0.625 – 0.750 0.163±0.009 −0.001 ± 0.014
0.750 – 0.875 0.124±0.009 −0.020 ± 0.014
0.875 – 1.000 0.032±0.005 +0.012 ± 0.009
We then perform fits to determine the values of S±
by fixing τB0 and ∆md to the world average values and
using previously determined w± and S
±
tag in each r bin.
The results are S+(D∗π) = 0.050 ± 0.029, S−(D∗π) =
0.028± 0.028, S+(Dπ) = 0.031 ± 0.030, and S−(Dπ) =
0.068± 0.029. The errors are statistical only.
The ∆t distributions for the subsamples having the
10
10 2
10 3
10 4
-15 -10 -5 0 5 10 15
∆t(ps)
(a)
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
-15 -10 -5 0 5 10 15
∆t(ps-1)
(b)
FIG. 3: (a) ∆t distribution for the signal candidates
when all four signal categories are combined. (b)
(OF− SF)/(OF + SF) asymmetries. Curves are the fit re-
sults. The hatched region in (a) indicates the background.
best quality flavour tagging (0.875 < r ≤ 1.0) are shown
in Fig. 4 for the D∗π mode and in Fig. 5 for the Dπ
mode. For both modes, this region constitutes roughly
14% of the total, but has significant statistical power for
the S± determination.
H. Systematic Error
The systematic errors come from the uncertainties of
parameters that are constrained in the fit (∆t resolution,
background ∆t shape, background fractions, wrong tag
fractions, vertexing, physics parameters), uncertainties
due to the tag side asymmetry and biases induced by
the fitting method. To estimate contributions from the
fit parameter uncertainties, we repeat the fit by varying
each parameter by a given amount, and assign the shift in
the S± parameters from the nominal fit as a systematic
error. The signal ∆t resolution parameters are varied by
±1 σ of their errors. The background ∆t shape param-
eters are varied by ±1 σ of their errors. For the back-
ground fraction, in addition to varying the parameters of
the ∆E-Mbc signal region fit by ±1 σ, we vary the ∆E
signal region cut by ±5MeV and Mbc signal region cut
by ±3MeV/c2 and the quadratic sum of these is assigned
as an error. Contributions from the peaking background
are found to be negligible based on a MC study. We vary
the wrong tag fraction parameters by ±1 σ in each r bin
and add in quadrature. We vary the cut of ξ by +100
and −50, which gives 0.004 for D∗π and 0.002 for Dπ
as errors due to the vertexing. We repeat the fit after
removing the |∆t| < 70 ps cut and find a negligible shift.
We vary the errors for τB0 and ∆m by ±1 σ.
For the tag side asymmetry, the quadratic sum of sta-
tistical and systematic errors of S±tag parameters are var-
ied by ±1 σ in each r bin and the deviations are added
in quadrature, giving 0.005 as an error. Since this error
includes contributions from unknown effects in the vertex
measurement such as the misalignment of the SVD and
drift of the IP profile, we do not explicitly assign addi-
tional error to the vertexing other than that from the ξ
cut.
Fit bias is tested using a D∗π signal MC sample where
70
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FIG. 4: ∆t distributions for the D∗pi events in the 0.875 <
r ≤ 1.0 flavour tagging quality bin. (a) B0 → D∗+pi−, (b)
B0 → D∗−pi+, (c) B0 → D∗+pi−, (d) B0 → D∗−pi+. Curves
show the results of fits to the entire event sample, and hatched
regions indicate the backgrounds.
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FIG. 5: ∆t distributions for the Dpi events in the 0.875 <
r ≤ 1.0 flavour tagging quality bin. (a) B0 → D+pi−, (b)
B0 → D−pi+, (c) B0 → D+pi−, (d) B0 → D−pi+. Curves
show the results of fits to the entire event sample, and hatched
regions indicate the backgrounds.
one B meson decays to D∗π, and the other B decays
generically. We fit the S± parameter to this sample, with
and without the S±tag correction given in Eq. 9, taking
S±tag values from a B → D
∗lν signal MC sample. Neither
MC sample includes the tag side CP violation effects, so
the two fits should return the same S± values in princi-
ple. We take the difference between the fits, 0.010, as a
measure of biases in the fitting procedure.
We obtain a total systematic error of 0.013 forD∗π and
0.012 for Dπ. Table III summarizes the contributions to
the systematic errors.
TABLE III: Summary of the systematic errors in the S± mea-
surements using the full reconstruction method.
Sources D∗pi Dpi
Signal ∆t resolution 0.005 0.004
Background ∆t shape negligible negligible
Background fraction 0.002 0.001
Wrong tag fraction 0.002 0.002
Vertexing 0.004 0.002
Physics parameters (∆m, τB0) 0.001 0.001
Tag side asymmetry 0.005 0.005
Fit bias 0.010 0.010
Total 0.013 0.012
I. Result
We obtain
S+(D∗π) = 0.050± 0.029± 0.013,
S−(D∗π) = 0.028± 0.028± 0.013,
S+(Dπ) = 0.031± 0.030± 0.012,
S−(Dπ) = 0.068± 0.029± 0.012 (10)
from the full reconstruction method, where the first error
is statistical and the second error is systematic.
IV. PARTIAL RECONSTRUCTION ANALYSIS
A. Signal Event Selection
Candidate events are selected by requiring the presence
of fast pion and slow pion candidates. In order to obtain
accurate vertex position determinations, fast pion candi-
dates are required to have a radial (longitudinal) impact
parameter dr < 0.1 cm (|dz| < 2.0 cm), to have associ-
ated hits in the SVD, and to have a polar angle in the lab-
oratory frame in the range 30◦ < θlab < 135
◦. The vertex
positions are obtained by fits of the candidate tracks with
the IP. Fast pion candidates are required to be incon-
sistent with the lepton hypothesis (see below), and the
kaon hypothesis, based on information from the CDC,
TOF and ACC. A requirement on the fast pion cms mo-
mentum of 1.83GeV/c < ppif < 2.43GeV/c is made; this
range includes both signal and sideband regions (defined
below). Slow pion candidates are required to have cms
momentum in the range 0.05GeV/c < ppis < 0.30GeV/c.
No requirement is made on particle identification for slow
pions; since they are not used for vertexing, only a loose
requirement that they originate from the IP is made. The
fast and slow pion candidates must have opposite charges.
B. Flavour Tagging
In order to tag the flavour of the associated B me-
son and to reduce background from continuum e+e− →
8qq (q = u, d, s, c) processes, we require the presence of
a high-momentum lepton in the event. Tagging lepton
candidates are required to be positively identified either
as electrons, on the basis of information from the CDC,
ECL and ACC, or as muons, on the basis of information
from the CDC and the KLM. They are required to have
momentum in the range 1.2 GeV/c < pltag < 2.3 GeV/c,
and to have an angle with the fast pion candidate that
satisfies −0.75 < cos δpif l in the cms. The lower bound on
the momentum and the requirement on the angle also re-
duce, to a negligible level, the contribution of leptons pro-
duced from semi-leptonic decays of the unreconstructed
D mesons in the B0 → D∗∓π± decay chain. No other
tagging lepton candidate with momentum greater than
1.0 GeV/c is allowed in the event to reduce the mistag-
ging probability, and also to reduce the contribution from
leptonic charmonium decays. Identical vertexing require-
ments to those for fast pion candidates are made in order
to obtain an accurate ztag position. To further suppress
the small remaining continuum background, we impose
a loose requirement on the ratio of the second to zeroth
Fox-Wolfram [20] moments, R2 < 0.6.
C. Kinematic Fit
Signal events are distinguished from background using
three kinematic variables, which are approximately inde-
pendent for signal. These are denoted by ppif , cos δpifpis
and cos θhel. For signal, the fast pion cms momentum,
ppif , has a uniform distribution, smeared by the experi-
mental resolution, as the fast pion is monoenergetic in the
B rest frame. The cosine of the angle between the fast
pion direction and the opposite of the slow pion direction
in the cms, cos δpifpis , peaks sharply at +1 for signal, as
the slow pion follows the D∗ direction due to the small
energy released in the D∗ decay. The cosine of the angle
between the slow pion direction and the opposite of the
B direction in the D∗ rest frame, cos θhel, has a distribu-
tion proportional to cos θ2hel for signal events, as the B
decay is a pseudoscalar to pseudoscalar vector transition.
Since the D∗ is not fully reconstructed, cos θhel is calcu-
lated using kinematic constraints, and the background
can populate the unphysical region |cos θhel| > 1.
We select candidates that satisfy 1.93 GeV/c < ppif <
2.43 GeV/c, 0.850 < cos δpifpis < 1.000 and −1.70 <
cos θhel < 1.80. In the cases where more than one can-
didate satisfies these criteria, we select the one with the
largest value of cos δpifpis . We further define signal regions
in ppif and cos δpifpis as 2.13 GeV/c < ppif < 2.43 GeV/c,
0.925 < cos δpifpis < 1.000, and two regions in cos θhel:
−1.00 < cos θhel < −0.30 and +0.40 < cos θhel < +1.10.
Background events are separated into three categories:
D∗∓ρ±, which is kinematically similar to the signal; cor-
related background, in which the slow pion originates
from the decay of a D∗ that in turn originates from the
decay of the same B candidate as the fast pion candi-
date (e.g., D∗∗π); and uncorrelated background, which
includes everything else (e.g., continuum processes, Dπ).
The kinematic distributions of the background categories
and the signal are determined from a large MC sample,
corresponding to two times the integrated luminosity of
our data sample, in which the branching fractions of the
signal and major background sources are weighted ac-
cording to the most recent knowledge [19, 21]. We also
use this MC sample for various tests of the analysis al-
gorithms.
Event-by-event signal fractions are determined from
binned maximum likelihood fits to the three-dimensional
kinematic distributions (6 bins of ppif × 5 bins of cos δpifpis
× 10 bins of cos θhel). The results of these fits, projected
onto each of the three variables, are shown in Fig. 6, and
summarized in Table IV.
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FIG. 6: Results of the kinematic fits to D∗pi candidates, pro-
jected onto (top) the ppif axis, (middle) the cos δpifpis axis and
the (bottom) cos θhel axis, in both (left) selection region and
(right) signal region. The arrows show the edges of the signal
regions.
9TABLE IV: Summary of the results of the three-dimensional
fits to kinematic variables. The numbers of events and frac-
tions given for each category are those extrapolated to inside
the signal regions in all three variables. The errors on the
fractions are returned by the fit and propagated to the corre-
sponding numbers of events.
Candidates Fraction
Data 32844 ± 181 −
D∗pi 21741 ± 217 0.662 ± 0.007
D∗ρ 2091 ± 45 0.064 ± 0.001
Correlated background 2703 ± 42 0.082 ± 0.001
Uncorrelated background 6287 ± 40 0.191 ± 0.001
D. ∆t Fit Procedure
In order to measure the CP violation parameters in
the D∗π sample, we perform a simultaneous unbinned fit
to the same-flavor (SF) events, in which the fast pion and
the tagging lepton have the same charge, and opposite-
flavor (OF) events, in which the fast pion and the tagging
lepton have the opposite charge. We minimize the quan-
tity −2 lnL = −2
∑
i lnLi, where
Li = fD∗piPD∗pi + fD∗ρPD∗ρ + funcoPunco + fcorrPcorr.
(11)
The event-by-event signal and background fractions
(the f terms) are taken from the results of the kinematic
fits. Each P term contains an underlying physics PDF,
with experimental effects taken into account. For D∗π
and D∗ρ, the PDF is given by Eq. 1, where for D∗ρ the
terms S± are effective parameters averaged over the he-
licity states [22] that are constrained to be zero. The
PDF for correlated background contains a term for neu-
tral B decays (given by Eq. 1 with S± = 0), and, in the
case of OF events, a term for charged B decays (for which
the PDF is 12τ
B+
e−|∆t|/τB+ , where τB+ is the lifetime of
the charged B meson).
The PDF for uncorrelated background also contains
neutral and charged B components, with the remainder
from continuum e+e− → qq (q = u, d, s, c) processes.
The continuum PDF is modelled with two components:
one with negligible lifetime, and the other with a finite
lifetime. The sideband parameters are determined from
data sidebands, as described later.
As mentioned above, experimental effects need to be
taken into account to obtain the P terms of Eq. 11.
Mistagging is taken into account using
P (l−tag, π
±
f ) =
(1− w−)P (B
0 → D∗∓π±) + w+P (B
0 → D∗∓π±)
P (l+tag, π
±
f ) =
(1− w+)P (B
0 → D∗∓π±) + w−P (B
0 → D∗∓π±),
(12)
where w+ and w− are the wrong tag fractions, and are
determined from the data as free parameters in the fit
for S±. It should be noted that the w+ and w− values
used here are different from those used in the full recon-
struction methods because the flavour-tagging methods
differ in two cases.
The time difference ∆t is related to the measured quan-
tity ∆z as described in Eq. 4, with an additional term
due to possible offsets in the mean value of ∆z,
∆t −→ ∆t+ ǫ∆t ≃ (∆z + ǫ∆z) /βγc. (13)
It is essential to allow non-zero values of ǫ since a small
bias can mimic the effect of CP violation:
cos(∆m∆t)→ cos(∆m∆t)−∆mǫ∆t sin(∆m∆t). (14)
A bias as small as ǫ∆z ∼ 1 µm can lead to sine-like terms
as large as 0.01, comparable to the expected size of the
CP violation effect. We allow separate offsets for each
combination of fast pion and tagging lepton charges. We
also apply a small correction to each measured vertex po-
sition to correct for a known bias due to the relative mis-
alignment of the SVD and CDC in SVD1 data. This cor-
rection is dependent on the track charge, momentum and
polar angle, measured in the laboratory frame. It is ob-
tained by comparing the vertex positions calculated with
the alignment constants used in the data, to those ob-
tained with an improved set of alignment constants [24].
The alignment in SVD2 data was found to be compara-
ble to that of the corrected SVD1 data. No additional
correction was thus applied to SVD2 data.
E. ∆t Resolution
Resolution effects are taken into account in a way sim-
ilar to our full reconstruction analysis. The algorithm
includes components related to detector resolution, kine-
matic smearing and non-primary tracks.
For correctly tagged signal events, both the fast pion
and the tagging lepton originate directly from B me-
son decays. Therefore we do not include any additional
smearing due to non-primary tracks in these events. In-
correctly tagged events, however, almost exclusively orig-
inate from secondary leptons. Furthermore, due to the
kinematic constraints on the momentum of the fast pion,
secondary tracks consist almost exclusively of wrong-tag
leptons. Only uncorrelated background events contain a
small amount of secondary pions, which also give the
wrong flavour information. In order to take this ef-
fect into account, the PDFs of incorrectly tagged events
are convolved with an additional resolution component
whose parameters are determined from MC simulations.
Three different sets of parameters are used: one set for
uncorrelated background in the uncorrelated background
sideband, where the fast pion momentum cut is loos-
ened; one set for uncorrelated background in the two
other regions (signal region and correlated background
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side-band); one set for all other categories of events (sig-
nal, D∗ρ and correlated background), which contain sim-
ilar amounts of secondary leptons, and no secondary pi-
ons. Because of the aforementioned correlation between
mistagging and non-primary tracks, each of these sets are
linked to different wrong-tag fractions w±.
The effect of the approximation that the B mesons are
at rest in the cms in Eq. 4 is taken into account [23]. We
use a slightly modified algorithm to describe the detector
resolution, in order to precisely describe the observed be-
haviour for single track vertices. The resolution for each
track is described by the sum of three Gaussian compo-
nents, with a common mean of zero, and widths that are
given by the measured vertex error for each track multi-
plied by different scale factors.
We measure the five parameters of the detector reso-
lution function (three scale factors and two parameters
giving the relative normalizations of the Gaussians) us-
ing J/ψ → µ+µ− candidates. These are selected using
criteria similar to those for D∗π, except that both tracks
are required to be identified as muons, and their invari-
ant mass is required to be consistent with that of the
J/ψ. Vertex positions are obtained independently for
each track, in the same way as described above. The
quantity ∆z = zµ+ − zµ− then describes the detector
resolution, which is the convolution of the two vertex
resolutions, since for J/ψ → µ+µ− the underlying PDF
is a delta function.
We perform an unbinned maximum likelihood fit using
events in the J/ψ signal region in the di-muon invariant
mass, and using sideband regions to determine the shape
of the background under the peak. The underlying ∆z
PDF of the background is parametrized in the same way
as that used for continuum, described above. Two sets of
parameters are simultaneously determined for SVD1 and
SVD2 data. We also take a possible offset into account,
so that there are in total 16 free parameters in this fit
(five describing the resolution function, two describing
the background, and one ∆z offset, each for SVD1 and
SVD2 data). The result is shown in Fig. 7.
F. Background ∆t Shape
The free parameters in the background PDFs Punco
and Pcorr are determined using data from sideband re-
gions. To measure the uncorrelated background shape,
we use events in a side-band region of −0.5 < cos δpifpis <
0.5, which by definition is only populated by uncorre-
lated background, thus providing a very large sample to
extract the various components of this background. We
perform a simultaneous fit to OF and SF candidates, in
both SVD1 and SVD2 data.
To obtain the correlated background parameters, a si-
multaneous fit is carried out to OF and SF events in a
sideband region of 0.85 < cos δpifpis < 0.90, 1.93 GeV/c <
ppif < 2.13 GeV/c and −1.7 < cos θhel < −0.3. This side-
band region is dominated by correlated and uncorrelated
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FIG. 7: Result of the resolution parameter extraction proce-
dure for J/ψ → µ+µ− candidates selected from (top) SVD1
and (bottom) SVD2 data, shown with both (left) linear and
(right) logarithmic coordinate scales. The data points show
the ∆z distribution for candidates in the signal region; the
full line shows the result of the fit. The dashed line indicates
the background.
backgrounds—the contributions from D∗π and D∗ρ are
found to be small in MC. The uncorrelated background
parameters are fixed to the values found in the previous
fit, except the ∆z offset (which are the same as that of
correlated background) and the wrong-tag fractions, as
mentioned above.
G. Fit Result
In order to test our fit procedure, we first constrain
S+ and S− to be zero and perform a fit in which τB0
and ∆m (as well as two wrong tag fractions and eight
offsets) are free parameters. We obtain τB0 = 1.495 ±
0.012 ps and ∆m = 0.506± 0.006 ps−1, where the errors
are statistical only. These values are compatible with the
current world averages [19]. Reasonable agreement with
the input values is also obtained in MC. Furthermore, fits
to the MC with S± floated give results consistent with
zero, as expected.
To extract the CP violation parameters we fix τB0
and ∆m at their world average values, and fit with
S+, S−, two wrong tag fractions and eight offsets as
free parameters. We obtain S+ = 0.048 ± 0.028 and
S− = 0.034± 0.027 where the errors are statistical only.
The wrong tag fractions are w− = (4.8 ± 1.6)% and
w+ = (3.4 ± 1.6)%. All floating offsets are consistent
with zero except the one for the π−ℓ+ combinations in
the SVD1 sample. The results are shown in Fig. 8. To
further illustrate the CP violation effect, we define asym-
metries in the same flavour events (ASF) and in the op-
11
posite flavour events (AOF), as
ASF =
Npi−l−(∆z)−Npi+l+(∆z)
Npi−l−(∆z) +Npi+l+(∆z)
,
AOF =
Npi+l−(∆z)−Npi−l+(∆z)
Npi+l−(∆z) +Npi−l+(∆z)
, (15)
where theN values indicate the number of events for each
combination of fast pion and tag lepton charge. These
are shown in Fig. 9. Note that due to the relative con-
tributions of the sine terms in Eq. 1, vertex biases (i.e.
non-zero offsets) can induce an opposite flavour asymme-
try, whereas the same flavour asymmetry is more robust.
z [cm]∆
-0.2 -0.15 -0.1-0.05 -0 0.05 0.1 0.15 0.2
Ev
en
ts
 / 
0.
00
5 
cm
0
20
40
60
80
100
120
140
160
180
-l-pi
z [cm]∆
-0.2 -0.15 -0.1-0.05 -0 0.05 0.1 0.15 0.2
Ev
en
ts
 / 
0.
00
5 
cm
0
200
400
600
800
1000
1200
1400
+l-pi
z [cm]∆
-0.2 -0.15 -0.1-0.05 -0 0.05 0.1 0.15 0.2
Ev
en
ts
 / 
0.
00
5 
cm
0
200
400
600
800
1000
1200
1400
-l+pi
z [cm]∆
-0.2 -0.15 -0.1-0.05 -0 0.05 0.1 0.15 0.2
Ev
en
ts
 / 
0.
00
5 
cm
0
20
40
60
80
100
120
140
160
180
+l+pi
FIG. 8: Results of the fit to obtain S+ and S−. The fit result
is superimposed on the data. The signal component is shown
as the dashed line. The dotted line indicates the background
contribution.
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FIG. 9: Results of the fit to obtain S+ and S−, shown as
asymmetries in the (left) same flavour events and (right) op-
posite flavour events. The fit result is superimposed on the
data.
H. Systematic Error
Systematic errors due to the resolution function, the
background fractions, the background parameters, and
physics parameters are estimated by varying the values
used in the fit by ±1σ. Systematic effects due to differ-
ences between data and MC in the distributions used in
the kinematic fit are further investigated by repeating the
fit using different binning. We repeat the entire fit pro-
cedure using twice as many bins in each of the three dis-
criminating variables. Since cos δpifpis is used in the best
candidate selection, we also repeat the algorithm with-
out using this variable in the kinematic fit. The largest
deviation (0.007) is assigned as a systematic error.
The resolution function parameters are precisely de-
termined from the fit to J/ψ → µ+µ− candidates. We
consider systematic effects due to our lack of knowledge
of the exact functional form of the resolution function:
using different parametrizations results in shifts of S±
as large as 0.008, which we assign as a systematic error.
Allowing for effective S± terms of ±0.05 in the D∗ρ and
correlated background PDFs leads to systematic errors
of 0.003 and 0.002, respectively.
Vertex biases may lead to a large systematic error on
S±, so we have introduced offsets to make our analysis
relatively insensitive to such biases. These additional free
parameters cause an increase in the statistical error of
about 20%. In order to estimate the systematic error due
to these offsets, we compare the results in MC simulations
with and without the offsets. A difference of +0.011 is
found for S+ and is assigned as a systematic error for
the offsets. We have further tested our fit routine for
possible fit biases, such as could be caused by neglecting
terms of R2D∗pi in the fit, by generating a number of large
samples of signal MC with different input values of S+
and S−. All results come out consistent with the input
values, without evidence of any bias.
The systematic errors are summarized in Table V. The
total systematic error (0.017) is obtained by adding the
above terms in quadrature.
TABLE V: Summary of the systematic errors in the S± mea-
surements using the partial reconstruction method.
Source Error
Resolution fit 0.002
Resolution models 0.008
Kinematic smearing 0.002
Non-primary tracks 0.004
Background shapes negligible
Kinematic fit 0.007
τB0 , ∆m 0.001
CP violation in D∗ρ and corr. bkgd. 0.004
Vertexing 0.011
Total 0.017
12
I. Result
The results using the partial reconstruction method
are
S+ = 0.048± 0.028± 0.017,
S− = 0.034± 0.027± 0.017, (16)
where the first error is statistical and the second error is
systematic.
V. DISCUSSION
A. Final results of S±(D∗pi) and S±(Dpi)
The D∗π signal candidates in the full reconstruction
sample and the partial reconstruction sample are mostly
independent. We find only 60 D∗π candidates which en-
ter both samples. We repeat the analysis of the partial
reconstruction sample after removing those overlapping
candidates and obtain the same result. Therefore we
combine the two results. Some part of the systematic
errors in the two measurements may be correlated. We
conservatively assume that contributions from physics
parameters and fit biases (fit and MC bias in the full
reconstruction sample and ∆z offsets in the partial re-
construction sample) in the two measurements are 100%
correlated, and combine them by taking a weighted aver-
age using the inverse of the statistical errors as weights.
The final results are
S+(D∗π) = 0.049± 0.020± 0.011,
S−(D∗π) = 0.031± 0.019± 0.011,
S+(Dπ) = 0.031± 0.030± 0.012,
S−(Dπ) = 0.068± 0.029± 0.012 (17)
where the first errors are statistical and the second errors
are systematic. These results are shown in Fig. 10 in
terms of 1 σ, 2 σ and 3 σ allowed regions in the S− versus
S+ space. Small possible correlations in the systematic
errors of S+ and S− are neglected.
The results for D∗π and Dπ decay modes show that
the (S+ + S−) values are 2.5 σ and 2.2 σ away from
zero while the (S+ − S−) values are within 1 σ of zero.
Since (S+ + S−) ∝ sin(2φ1 + φ3) cos δ and (S
+ − S−) ∝
cos(2φ1 + φ3) sin δ (Eq. 2), it can be seen that these re-
sults are consistent with both δD∗pi and δDpi being small,
as predicted by some theoretical models [5]. The signif-
icance of CP violation, seen as deviations of (S+ + S−)
from zero, is 2.5 σ for D∗π and 2.2 σ for Dπ decay modes.
B. Constraints on (2φ1 + φ3) and R
Since we have two measurements (S+ and S−) which
depend on three unknowns (R, 2φ1 + φ3, δ), there is
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FIG. 10: Results of the S± measurements expressed in terms
of S− vs S+ for the D∗pi (left) and Dpi (right) modes. Shaded
regions indicate allowed regions with 1σ, 2σ and 3σ uncer-
tainties defined by
√−2lnL = 1, 4, 9, respectively
not sufficient information to solve for the weak phase
(2φ1 + φ3). Instead we obtain exclusion regions in two-
dimensional space for any value of the third variable. The
regions of (2φ1 + φ3, R) space that are excluded at the
1, 2, 3σ levels are shown in Fig. 11. An alternative
representation, shown in Fig. 12, gives the lower bound
on | sin(2φ1 + φ3)| for any values of R and δ.
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FIG. 11: Excluded regions of(2φ1+φ3) vs R space at 1, 2 , 3 σ
level for the D∗pi (left) and Dpi (right) decays. The range 0◦–
180◦ for 2φ1 + φ3 is shown; there are additional solutions at
2φ1 + φ3 −→ 2φ1 + φ3 + 180◦.
Further conclusions cannot be drawn without some
theoretical estimate of the values of either RD(∗)pi or
δD(∗)pi. One interesting possibility is to estimate the
size of R2
D(∗)pi
using decays such as B+ → D(∗)±π0 and
B0 → D
(∗)±
s π∓, which are related to B0 → D(∗)±π∓ by
isospin and SU(3), respectively [2].
The method using SU(3) symmetry has some experi-
mental advantages, since the rates are enhanced by the
square of the tangent of the Cabibbo angle θc. The rele-
vant expression is
R2D(∗)pi = tan
2 θc
(
fD(∗)
f
D
(∗)
s
)2
B(B0 → D
(∗)+
s π−)
B(B0 → D(∗)−π+)
, (18)
where fM is the decay constant for the M -meson. The
equality is valid up to SU(3) breaking effects. Both
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FIG. 12: Lower limit on | sin(2φ1 + φ3)| as a function of R at
1σ (68% CL) (thick curves) and 2σ (95% CL) (thin curves)
from (left) D∗pi and (right) Dpi. The estimated values for
R
D(∗)pi
are indicated as solid lines (central values). Coarse
dotted lines and fine dotted lines indicate their 1σ and 2σ
errors.
Belle [26] and BaBar [27] have reported evidence for
the decay B0 → D+s π
−. BaBar included a limit for
the B0 → D∗+s π
− mode in the same paper. We es-
timate RD∗pi and RDpi using the measured branching
fractions and the form factors from a lattice QCD cal-
culation by the UKQCD collaboration [28]. We use
B(B0 → D∗+s π
−)/B(B0 → D∗−π+) = 0.0068+0.0047−0.0051,
which is determined from the BaBar result B(B0 →
D∗+s π
−) = (1.9+1.2−1.3 ± 0.5) × 10
−5 and the PDG 2004
value B(B0 → D∗−π+) = (2.76 ± 0.21) × 10−3, and
B(B0 → D+s π
−)/B(B0 → D−π+) = 0.0098 ± 0.0040,
which is determined from the PDG 2004 values of
B(B0 → D+s π
−) = (2.7 ± 1.0) × 10−5 and B(B0 →
D−π+) = (2.76 ± 0.25)× 10−3. The decay constant ra-
tios are fD∗/fD∗s = 1.04 ± 0.01 ± 0.02 and fD/fDs =
0.90± 0.01± 0.01. We use tan θc = 0.23 [19, 29].
Adding ±30% theory uncertainty for SU(3) breaking
effects, such as contributions from annihilation diagrams,
we obtain
RD∗pi = 0.020± 0.007± 0.006(theory),
RDpi = 0.021± 0.004± 0.006(theory) (19)
as indicated in Fig. 12. If we use these values, we can
restrict the allowed region of | sin(2φ1 + φ3)| to be
| sin(2φ1 + φ3)| > 0.44 (0.13) at 68%(95%)CL (20)
from the results for the D∗π mode and
| sin(2φ1 + φ3)| > 0.52 (0.07) at 68%(95%)CL (21)
from the results for the Dπ mode, respectively.
VI. SUMMARY
We have measured CP violation parameters that de-
pend on φ3 using the time-dependent decay rates of the
B0 → D(∗)∓π±. A total of 386 million BB events were
used in the analysis. While the Dπ sample was collected
by a standard full reconstruction method, the D∗π sam-
ple was enlarged by using, in addition, a partial recon-
struction technique, essentially doubling the statistical
power of this mode.
The final results expressed in terms of S+ and S−,
which are related to the CKM angles φ1 and φ3,
the ratio of suppressed to favoured amplitudes, and
the strong phase difference between them, as S± =
−RD∗pi sin(2φ1 + φ3 ± δD∗pi)/
(
1 +R2D∗pi
)
for D∗π and
S± = +RDpi sin(2φ1+φ3± δDpi)/
(
1 +R2Dpi
)
for Dπ, are
S+(D∗π) = 0.049± 0.020± 0.011,
S−(D∗π) = 0.031± 0.019± 0.011,
S+(Dπ) = 0.031± 0.030± 0.012,
S−(Dπ) = 0.068± 0.029± 0.012, (22)
where the first errors are statistical and the second errors
are systematic. These results are an indication of CP vi-
olation in B0 → D∗−π+ and B0 → D−π+ decays at the
2.5 σ and 2.2 σ levels, respectively. If we use the values of
RD∗pi and RDpi that are determined using a combination
of factorization and SU(3) symmetry assumptions, the
branching fraction measurements for the D
(∗)
s π modes,
and lattice QCD calculations, we obtain 68% (95%) con-
fidence level lower limits on | sin(2φ1+φ3)| of 0.44 (0.13)
and 0.52 (0.07) from the D∗π and Dπ modes, respec-
tively.
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