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Introduction
Search problems have received considerable attention in recent years as well in combinatorics as in computer science; see e.g. the books of Ahlswede/Wegener [l] and Knuth [ll] . Here we consider a search problem on graphs which, in terms of a group testing problem, was previously studied in papers of Chang and Hwang [6] and Chang, Hwang and Lin [7] for the cases of a complete bipartite graph K.
and a complete graph K,,. In its general form for arbitrary graphs the prizlem was proposed in a recent paper of Aigner [3] . Let G be a finite simple graph with vertex-set V(G) and edge-set E(G). Let e* E E(G) be an unknown edge. In order to find e* we choose a sequence of test-sets A 5 V(G) where after every test we are told whether or not e* is an edge of the subgraph induced by A. Find the minimum number c(G) of tests required. 0012-365X/91/303.50 @ 1991-Elsevier Science Publishers B.V. (North-Holland) Since we perform a sequence of binary tests we have the usual information theoretic lower bound for c(G) (log k will always denote the binary logarithm log,k): c(G) 3 [log ~1, where m = IE(G)I.
(1)
Following [3] we call a graph Z-optimal if equality holds in (1). Chang and Hwang [6] have shown the interesting result that all complete bipartite graphs are 2-optimal. These authors also conjecture that all bipartite graphs are 2-optimal. Complete graphs are not 2-optimal in general, as can be seen by considering the complete graph Kg. It seems to be a difficult open problem to determine the exact values of c(K,) for all 12, however, using the result that all complete bipartite graphs are 2-optimal, Chang, Hwang and Lin [7] were able to derive partial results on this problem. By an easy computation, the main result of [7] also implies that c(KJ s [log ml + 1 for all complete graphs K,,, m = IE(K,,)I = (;). Aigner [3] observed that forests are 2-optimal. (The main results of [3] are on a ternary variant of the present search problem. For results on this variant, see also Andreae [4] .) It is the purpose of the present paper to relate the parameter c(G) to the notion of a k-orderable graph. G is k-orderable if there exists a linear order 01,. * * 3 v, of the vertices of G such that each vi has at most k neighbors among v,, . . . ) vj-1. The 1-orderable graphs are precisely the forests. In Theorem 1 of the present paper, we show that all 2-orderable graphs are 2-optimal, thus improving the above mentioned result on forests. In particular, Theorem 1 implies that all series-parallel graphs are 2-optimal. (Series-parallel graphs, i.e., graphs which do not contain a subdivision of the complete graph K., are a frequently studied object in graph theory and its applications, especially to electrical networks; see e.g. the papers of Dirac [8] and Duffin [9] .) In addition, we show that all graphs G with maximum degree A(G) at most three are 2-optimal (Theorem 2). Theorem 2 is sharp in the sense that one can find graphs with maximum degree four which are not 2-optimal; the graph K5 + K4, which consists of two components which are complete graphs K5 and K4, respectively, is an example of such a graph. Let G be a k-orderable graph with (E(G)1 = m. In Theorem 3 we estimate in terms of k the difference between c(G) and [log ml : For k 5 2 we show that c(G) -[log ml s [log (k -l)] + 3 and for small k we further improve this result by showing that c(G) -[log m] s 1 if k s 5. In particular, since each graph G is A(G)-orderable, Theorem 3 also provides an upper bound for c(G) - [logm] in terms of the maximum degree A(G). Moreover, Theorem 3 implies that c(G) 6 [log ml + 1 if G is not contractible to KSOur terminology is fairly standard. For definitions and notation not explained in this paper, see the book of Bondy and Murty [5] . The letter G will always denote a graph; we shall use the convention that n and m denote the number of vertices and edges of the graph denoted by G, respectively. The maximum degree of G is denoted A(G) and d(v, G) stands for the degree of v in G, u E V(G). N denotes the positive integers. In the context of graph coloring problems, k-orderable graphs were first studied by ErdBs and Hajnal [lo] who introduced the notion of the coloring number. In our terminology the coloring number of G is the least number r such that G is (r -1)-orderable. Clearly, the coloring number is an upper bound for the chromatic number. We mention that in the literature k-orderable graphs usually come up as 'k-degenerate' graphs (see e.g. Lick and White [12] ); however, since 'k-degenerate' sounds fairly negative, I decided to replace 'k-degenerate' by 'k-orderable' (following a suggestion of M. Aigner). For further references on k-orderable graphs, we mention the paper of Sirnoes-Pereira [13]; here we shall only state the following well-known fact which can easily be proved.
G is k-orderable if and only if, for each subgraph H of G, the minimum degree 6(H) is at most k.
Two classes of 2-optimal graphs
Let $4 be a class of graphs with the properties that (i) H 5 G E 59 always implies H E 59 and (ii) G E % always implies G + kK, E 3, k = 1, 2, . . . . Here HE G means that H is a subgraph of G (not necessarily induced) and G + kKz denotes the graph that results from G by adding k isolated edges. We shall frequently use the following fact. (The easy proof is left for the reader.)
Each member of 59 is 2-optimal if and only if each member G of 59 with IE(G)I = 2' contains an induced subgraph with exactly 2'-' edges, t = 1, 2, . . . .
(3)
1,2, each graph with 1 E(G)1 = 2' has an induced subgraph with 2'-' edges and it is easy (though somewhat tedious) to prove that the same still holds for t = 3. From this, one concludes that all graphs with at most eight edges are 2-optimal. Our first theorem is the following. Proof. Let G be a 2-orderable graph with IE(G)I = 2', and let x1, . . . , x, be a linear order of the vertices of G such that d(q, Hi) s 2, i = 1, . . . , It, where Hi denotes the graph spanned in G by x1, . . . , xi. It follows that for some i there exists an induced subgraph H = Hi of G with (E(H)1 = 2'-' or 2'-' -1. By (3) our theorem is proved if we show that G has an induced subgraph with exactly 2'-' edges and thus we may assume that IE(H)I = 2'-'-1. W.1.o.g. we may also assume that G has no isolated vertices and that t 2 3. Call a vertex x E V(G)\ V(H) an r-vertex if x has exactly r neighbors in H. Note that H = Hi implies that no r-vertices for r 3 3 can exist. If there exists a l-vertex or two O-vertices which are joined by an edge, then we are clearly done. Note also that there cannot exist a pair of 2-vertices Xi, xh (i < h) which are joined by an edge since this would imply d&, H,J 2 3. For the same reason, a O-vertex cannot be the neighbor of three distinct 2-vertices. If each O-vertex would be the neighbor of two 2-vertices, then 2' = JE(G)I = 2'-' -1 + 2(n -IV(H)I), which is impossible. From this it follows that there is at least one O-vertex a which has a 2-vertex b as its unique neighbor. Moreover, we may assume that d(xi, H) > 0.
Let us consider the case that d(Xi, H) = 1. If (b, xi) $ E(G), then the graph spanned by (V(H)\ {xi}) U {b} has exactly 2'-' edges, and, if (b, xi) E E(G), then the graph spanned by (V(H)\ {xi}) U {a, b} has exactly 2'-' edges. Thus the case d(Xi, H) = 1 is settled. NOW, let d(Xi, H) = 2. We may assume that (b, xi) E E(G) for, otherwise, one only has to consider the graph spanned by (V(H)\ {xi}) U {a, b}. Let c be a 2-vertex distinct from b. If (c, Xi) $ E(G), then we are done since we may consider the graph spanned by (V(H)\ {xi}) U {b, c}; if (c, xi) E E(G), then we are also done since the graph spanned by (V(H)\{x,}) U {a, b, c} has exactly 2'-' edges. Thus b is the only 2-vertex. If u' is a O-vertex distinct from a, then we consider the graph spanned by (V(H)\ {xi}) U {b, a, a'} and are also done. Hence it remains to consider the case that V(G) = V(H) U {a, b}. But then 2' = ]E(G)J = (E(H)1 + 3 = 2'-' + 2, in contradiction to f > 3. 0 It is well known that all series-parallel graphs are 2-orderable. For example, this can easily be seen by making use of the well-known algorithmic characterization of series-parallel graphs which is due to Duffin [9] ; see also Aigner [2] . Thus we have the following corollary.
Corollary 1. All series-parallel graphs are 2-optimal.
I do not know whether all 3-orderable graphs are 2-optimal, however, the next theorem provides a partial answer to this question.
Theorem 2. Each graph with maximum degree nt most three is 2-optimal.
Proof. Let G be a graph without isolated vertices such that IE(G)( = 2' and A(G) s 3. By (3) it suffices to show that G contains an induced subgraph with exactly 2'-' edges. By the remark before Theorem 1 we may assume that t > 4. We first note that G cannot be 3-regular since this would imply 3 -n = 2. IE(G)( = 2'+'. We shall distinguish between two cases.
Case 1: G has a vertex x of degree one. Let y be the unique neighbor of x. Let x1, x2, . . . , x, be some order of the vertices of G, where x1 =x, x2 = y, and let Hi be the subgraph of G induced by Xl, * * * 7 Xi (i=l,.
. . , n). Since A(G) ~3 it follows that (E(Hi)( c IE(Hi+,)I c JE(Hi)l + 3 (i = 1, . . . , n -1) and thus, for some i, there must be an induced subgraph H = Hi such that IE(H)I = 2'-' or 2'-' + 1 or 2'-l+ 2. If IE(H)I = 2'-' or (E(H)/ = 2'-' + 1, then we are clearly done. Thus assume IE(H)I = 2'-' + 2. If H has two vertices of degree one, or a vertex of degree two, then we are clearly done. Thus all vertices of H distinct from x must have degree three in H. It follows that H is the union of components of G. Further, E(G) #E(H) since t > 2 and, therefore, we can pick an edge (u, V) which is not in H. Then the graph induced by (V(H)\(y)) U {u, v} has exactly 2t-' edges.
Case 2: G has no vertex of degree one.
Then there exists a vertex x of degree two. Let y,, y2 be the neighbors of X. Proceeding as in Case 1, we can find an induced subgraph H of G such that X, y,, y2 E V(H) and (E(H)( = 2'-' or 2'-' + 1 or 2'-' + 2. We may assume that H has no isolated vertices. If JE(H)I = 2*-' or 2'-' + 2, then we are clearly done. Thus let IE(H)I = 2'-' + 1. Clearly, it may be assumed that H has no vertex of degree one. As in the proof of Theorem 1, call a vertex z E V(G)\V(H) an r-vertex if z has exactly r neighbors in H. We may assume that there are no l-vertices and that there is no pair of adjacent O-vertices since, otherwise, we are most easily done. If z is a 2-vertex with, say, neighbors a and b in H, then (since H has no vertex of degree less than two) d(a, H) = 2 and we are done by . 1s a 3-vertex, which we assume now. Because t 2 4 we can find two distinct vertices z,z' E V(G)\V(H).
Note that (because A(G) c 3 and since H has no vertex of degree less than two) z and z' must have disjoint sets of neighbors. Further, there must be a neighbor y of z' which is not a neighbor of X. Then d(y, H) = 2 and, because d(x, G) = 2, y #x and, therefore, the graph spanned by (V(H)\{x, y}) U {z} has exactly 2'-' edges. 0
An upper bound
We first prove the following propositions (4) and (5). Proof. Let G,, . . . , G, be the components of G and let vi E V(G,), i = 1, . . . , t. Let G' be the graph that results from G by identifying the vertices vi (i=l,..., t). One easily finds that c(G') at (G) and thus we may assume w.1.o.g. that G is connected. Moreover, since all trees are 2-optimal, we may assume that G is not a tree. Hence n s m and thus, by the result of Chang, Hwang and Lin [7] Proof. It suffices to consider the case that m = 2'. If we choose our test graph H as in (5), then we obtain as the result of our first test a graph G1 with at most ml = m/2 + k/2 edges. If we apply (5) to Gi, then we obtain as the result of the second test a graph G2 with at most m2= m1/2+ k/2= ml4 + 3kl4 edges. Continuing in this way we obtain after i steps a graph Gi with at most mi = (m/2') + (2' -l)k/2' edges. Hence, since m/2' = 2'-' is an integer, we have mi s (m/2') + k -1. Now let i = [log(m/(k -l))]. Then 2' 3 m/(k -1) which implies 2(k -1) 2 k -1 + m/2' and thus 2(k -1) 3 mi. Hence, after i tests, we have obtained a graph Gi with at most 2(k -1) edges and thus by (4) C(G) s i + C(Gi) < [log(ml(k -I))1 + 12 log(2(k -1))1 = log m -[log(k -l)] + 12 log(k -l)] + 2 s log m + [log(k -1)1 + 3.
For the proof of the second claim it suffices to consider the case k = 5. Let i be as above. Then IE(G,)I s 8 and, by the remark before Theorem 1, c(Gi) 6 3. Hence c(G) 6 i + 3 s [log(m/4)1 + 3 = [log ml + 1. 0
Note that each graph G is A(G)-orderable. Hence we have the following corollary.
