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Abstract 
A probe for measuring the specific heat of superconductors at low temperatures and in 
high magnetic fields has been built and commissioned. The probe has been tested using the 
relaxation method on samples of copper and the accuracy of the data is 1.3 % between 5 K 
and 30 K, data taken using the long range pulse method has a resolution of 10 mK. 
Specific heat measurements have been performed on members of the series (Pb 1_ 
xCUt.sx)Mo6Ss, (Snt-xEux)Mo6Ss and (Pbt -xMx)Mo6Ss where M= Gd and Eu, from 3 K up to 
30 K and in magnetic fields up to 15 T. Additional results from resistivity , susceptibility, 
magnetisation, X-ray diffraction, transmission electron microscopy and electron dispersive 
X-ray measurements are also presented. These data have been compared to results from 
other authors and are analysed in terms of the BCS and GLAG theories of superconductivity 
and the magnetic properties of these materials. 
The mean field model has been used to calculate numerically the magnetic contribution to 
the specific heat (cm) of both ferromagnetic and antiferromagnetic systems as a function of 
temperature and applied field both above and below the ordering temperature. In addition an 
approximate analytic form for the magnetisation has been used to calculate Cm above the 
ordering temperature. Expressions have been derived for the saturation value of the peak in 
Cm: C~1 =1.1245nceuRl 1(1 +1) and the temperature dependence of the peak with applied 
field: a(J.!0H ext )I aT peak = 6.540 I g 1 (1 + 1). They allow the simple calculation of the values of 
J and g1(J + 1) from specific heat data. 
The magnetic contribution to the specific heat of the samples (Sno.65Euo.3s)Mo6Ss and 
(Sno.soEuo.so)Mo6Ss have been modelled using these calculations and excellent agreement is 
found by considering the magnetic ions as free ions. The (Pb0.70Gdo.30)Mo6Ss sample is 
accurately modelled by including an additional minority phase (Gd2S3). The approximate 
expressions have also been used to analyse data on high temperature superconductors 
producing values of J and g1(J + 1) consistent with a doublet ground state. 
The properties of Chevrel phase materials have been determined as a function of doping 
level. The critical temperature is degraded by doping but an increase in the critical current 
density is observed in the series (Pb1_xCUt.sx)Mo6S8 for very low levels of doping. Increases 
of up to 28 % in the upper critical field, that are probably due to the compensation effect and 
an increase in the normal state resistivity, are also observed in the series (Sn 1_xEux)Mo6S8 at 
high levels of doping and in the series (Pb 1_xGdx)Mo6S8 for low levels of doping. 
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Chapter 1 o introduction 
Superconductivity is a fascinating area of science that has attracted vast amounts of 
research and produced many commercial applications. Some of the applications of 
superconducting technology that have become part of everyday life include magnetic 
resonance imaging (MRI) and nuclear magnetic resonance (NMR) technology. The 
fundamental properties of zero resistance and complete magnetic flux exclusion can lead to 
the observation of macroscopic quantum properties and also to the development of more 
specialised equipment. Much of the recent interest in superconducting materials has arisen 
due to the discovery of the high temperature superconductors (HTS) in the late 1980's that 
created the possibility for superconducting applications operating at liquid nitrogen 
temperatures. However present limitations of these HTS have promoted further research on 
other classes of superconductors that can compete with the HTS at lower temperatures and 
a more general interest in many of the presently unexplained properties of superconductors. 
Chevrel phase materials are ceramic, isotropic, low temperature superconductors that 
have many interesting features due to their particular crystal structure. Discovered a decade 
before the HTS, research was initially focussed on the relatively high critical temperatures 
and the very high upper critical fields of a few members of this group. The low value of the 
critical current density Ue) of these materials however limited their technological value and 
only recently have improvements on the fabrication of these materials produced wires that 
have values of le close to the standard required by industry. Other research with these 
materials has concentrated on the possibilities of studying the interaction of 
superconducting and magnetic ordering within the same material. These two phenomena 
are generally mutually exclusive within the same material and the Chevrel phases are one 
of only a very small number of materials where the two types of ordering can interact. 
This thesis is a study of the superconducting properties of the two Chevrel phase 
materials PbMo6S8 and SnMo6S8 when small metal ions or magnetic ions are substituted for 
the Pb or Sn ions in the unit cell. These two compounds have the highest superconducting 
properties of the large number of Chevrel phase compounds and the effect of substituting 
different metal ions in the lattice is generally observed as a degradation of the 
superconducting properties. The measured le of these materials however is not a purely 
intrinsic property and is dependent on the bulk properties of the material. Doping with 
small cations or magnetic cations can improve the superconducting properties at the grain 
boundaries of polycrystalline samples and therefore improve le. Chevrel phase compounds 
of the form MMo6Ss where M is a rare-earth ion display a great variety of magnetic and 
superconducting properties depending on the M ion. These compounds have 
superconducting properties that are generally much lower than either PbMo6S8 or SnMo6S8 
and many display coexistence of both superconducting and magnetic ordering. We 
therefore study the effect of doping on the properties of these materials to determine if 
improvements in le can be made with little or no degradation of the other key 
superconducting properties and to examine the coexistence of superconductivity and 
magnetism within these materials. 
The primary method employed in this thesis to examine the properties of these materials 
is the specific heat measurement. The measured specific heat of a material can give 
information about the electronic, structural, superconducting and magnetic properties of the 
material and is therefore a very powerful tool. In particular specific heat measurements are 
an ideal way to study phase transitions within a material even from phases that do not 
constitute the main part of that material. Part of this thesis therefore details the design and 
commissioning of a probe to measure the specific heat of these materials at low 
temperatures and in high magnetic fields. 
A significant part of this thesis is devoted to modelling the magnetic contribution to the 
specific heat capacity. There are various models of the interactions in a magnetically 
ordered system of which the simplest is the mean field model. This model is therefore used 
to calculate the magnetic contribution to the specific heat for both ferromagnetic and 
antiferromagnetic materials and to derive simple expressions that allow the important 
parameters to be determined from specific heat capacity data. The calculations are then 
used to model the magnetic contribution for the samples that we have measured and also to 
analyse data taken by other authors. 
Chapter 2 of this thesis gives a basic introduction to the important theories and 
parameters that are used to discuss the superconducting and magnetic properties of 
materials. A review of the literature relevant to this work is presented in chapter 3. The 
information in this chapter summarises the important experimental results on the specific 
heat of normal materials, superconductors and magnetic materials, the structure and 
properties of Chevrel phase materials and finally the properties of magnetic 
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superconductors. In chapter 4 the mean field model of magnetic materials is used to derive 
a functional form for the magnetisation of materials and thermodynamic arguments are then 
used to calculate the specific heat capacity from the magnetisation as a function of applied 
field and temperature. A simplified function for the magnetisation is also used to derive the 
specific heat capacity and two approximate expressions are subsequently derived from this 
that allow comparison with experimental data. The accuracy of these approximations is 
then discussed in comparison to the results using the full functional form. 
The design, construction and commissioning of a specific heat probe is detailed in 
chapter 6. The operating conditions of the system are outlined for two different techniques 
to measure the specific heat and results are presented on copper as a standard to determine 
the accuracy of the data obtained using this probe. 
Specific heat measurements on six members of the senes (Pb 1 -xCu~.sx)Mo6Ss are 
presented in chapter 6 along with the results of complementary measurements on these 
samples. The effect of substituting Cu ions into the unit cell on the superconducting 
properties of PbMo6S8 is then discussed in terms of the normal state properties of the 
materials and the BCS and GLAG theories of superconductivity. In chapter 7 the results of 
specific heat measurements on SnMo6S8 and PbMo6S8 doped with the magnetic ions Eu 
and Gd are presented. The specific heat data and data from complementary measurements 
are then discussed in terms of the normal state properties, the BCS and GLAG theories of 
superconductivity and the mean field model. The effect of doping with magnetic ions on 
the superconducting and magnetic properties of SnMo6S8 and PbMo6S8 is discussed and the 
magnetic contribution to the specific heat is compared with results calculated using the 
mean field model as detailed in chapter 4. Comparisons are then made using the 
approximate expressions derived in chapter 4 with similar data taken on high temperature 
superconductors containing rare-earth ions. 
Chapter 8 presents some ideas for future work. 
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Chapter 2. =Introduction to Superconducting and Magnetic 
Materials. 
2.1 Introduction to Chapter 2. 
A central theme in this thesis is the coexistence of superconductivity and magnetism and 
so this chapter presents an introduction to both superconducting and magnetic materials. 
Section 2.2 is a brief chronological history of the discovery of superconducting materials. 
Sections 2.3 and 2.4 describe the fundamental properties of superconductors and their 
magnetic properties. Section 2.5 outlines the basic thermodynamic relations that are 
important for analysis of magnetic and superconducting phenomena. The London, BCS 
and Ginzburg-Landau theories of superconductivity are outlined in sections 2.6, 2.7 and 2.8 
respectively. The basic properties of magnetic ions are introduced in section 2.9 from an 
understanding of the effect of magnetic fields on the energy levels of atoms. The 
Heisenberg and I sing models of magnetic ordering are discussed in section 2.10 and the 
mean field theory in section 2.11. The chapter is concluded in section 2.12. 
2.2 Brief History of Superconductivity. 
In 1908 H. K. Onnes [1] succeeded in liquifiying Helium permitting a study of the 
properties of materials at very low temperatures. In 1911 [2] he observed that at about 4.2 
K the resistivity of Mercury dropped abruptly to zero and so discovered the phenomenon of 
superconductivity. Many of the other elements are also superconducting below a 
characteristic critical temperature Tc. The transition to a superconducting phase IS 
dependent on both the crystal structure and the chemical composition within a material. 
Many compounds and alloys are superconducting even when the constituent elements are 
not. Up until 1986 the highest critical temperature was 22.3 K for the alloy Nb3Ge [3], then 
Bednorz and Muller [4] discovered the Ba-La-Cu-0 system with a Tc above 30 K. Since 
then many copper-oxide systems (cuprates) have been fabricated that are superconducting. 
In 1987 Wu and Chu [5] discovered the Y-Ba-Cu-0 system with a Tc > 90 K, the first to 
become superconducting above the boiling point of liquid nitrogen (77 K). To date the 
highest Tc- 130 K for the Hg-Ba-Ca-Cu-0 system [6] and Tc's > 150 K are reported for 
similar systems under high pressures [7]. 
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2.3 Properties of §upercollllductOJrs. 
The two fundamental properties of superconductors below Te are zero resistance and 
perfect diamagnetism, called the Meissner effect. Experimentally an upper limit for the 
resistivity of the superconducting state has been determined, at approximately 10-23 Qcm, at 
least 11 orders of magnitude lower than that of copper [3]. The Meissner effect is the total 
exclusion of a magnetic field from the bulk of the material below Te. This effect 
distinguishes the superconductor from a perfect conductor which traps flux inside the bulk 
of the material rather than expelling it, if the material is cooled below Te in a magnetic 
field. 
Application of an external cmTent through the material or an external magnetic field can 
return the material to its normal state at temperatures less than Te. The maximum current 
that can be passed through a superconducting material before a non-zero resistance can be 
detected is called the critical current density (le). The magnitude of le is temperature 
dependent with a maximum value at T = 0 K. The maximum magnetic field up until which 
a material remains superconducting depends on the type of superconductor involved. 
2.4 Type I and Type 11 Superconductors. 
There are two classes of superconductors depending on their response to an applied 
magnetic field. Type I superconductors exhibit perfect diamagnetism up to a critical field 
He when they return to the normal state. In the bulk of the material the net magnetic field is 
zero while in the Meissner state. Type II superconductors have a Meissner state up to a 
lower critical field He!· For applied fields greater than this and lower than an upper critical 
field He2, they exist in a mixed state. In this mixed state the magnetic field penetrates into 
the bulk of the superconductor in quantized amounts called jluxons. These fluxons are 
normal regions within the bulk of the superconducting material. Application of larger 
magnetic fields pushes more and more fluxons into the bulk of the material. When the 
applied field reaches the upper critical field the material has no superconducting regions 
remaining and returns to its normal state. 
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2.5 1I'hermodlynamic Pro!!J!erties. 
To characterise the thermodynamic state of a material in a magnetic field we use the 
Gibbs free energy (G). This function takes into account the internal energy (V), entropy 
(S), volume (V) and magnetization (M) of the system, as well as the effect of pressure (P), 
temperature en and applied field (H). 
G =V- TS + PV- ~o V M· H (2.1) 
For a process at fixed temperature and pressure, with negligible volume change (as for 
most solids) we have an expression for the change in the Gibbs free energy with applied 
field. 
(2.2) 
The equation for the Gibbs free energy also gives a relation for the entropy (S(JK 1)), in 
terms of the change in Gibbs energy at constant applied field. 
S(T )=jaG( H,T )) l ar H (2.3) 
The heat capacity of a material (C(JK1) at temperature T, is defined as the amount of 
heat (~Q) required to raise the temperature of that material to a value T + ~T in the limit 
that ~T --7 0. The specific heat capacity (c(JK 1gram-1) is this quantity per unit mass. 
(2.4) 
where m is the mass of the material. The specific heat capacity depends on the state in 
which the measurement is performed. Different values of the specific heat capacity are 
measured for systems at constant pressure (cp), constant volume (cv), constant applied field 
strength (eH) etc. For a reversible process at constant volume and constant applied field the 
first law of thermodynamics allows the specific heat to be related to the change in internal 
energy of the system. 
(2.5) 
For solids most specific heat measurements are conducted at constant pressure and 
constant applied field strength. At low temperatures the difference between Cp,H and cv.H for 
most solids is negligible ( < 1%) and so we can take cp.H :::: c.,,H and only use the subscripts 
when distinctions are needed. For a reversible process we can also relate the specific heat 
capacity to the entropy at constant applied field. 
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c(T )=I_(aS(T )) 
m aT H 
(2.6) 
2.5.1 Specific heat of type I superconductors. 
For a superconductor in the Meissner state M = -H and in the normal state M = 0. So if 
we assume (for a type I superconductor) a continuous Gibbs function through the 
superconducting transition we can evaluate the energy difference between the normal and 
superconducting states at a temperature T and applied field H. 
GJ H,T )=G"(T )-~;V (Hc 2(T )-H 2 ) (2.7) 
For applied fields H < He the superconducting state is therefore energetically favourable. 
Use of Eqn. (2.3) and (2.6) allows the difference in the heat capacity to be determined. 
(2.8) 
At the superconducting transition the specific heat capacity is discontinuous with a 
corresponding change in the entropy of the system when He* 0, i.e. T < Te. In 1934 Rutger 
derived an expression at T = Te for the specific heat capacity jump in zero applied field 
where He(Te) = 0 [8]. 
(2.9) 
2.6 London Theory of Superconductivity. 
In 1935 the London brothers [9] proposed a phenomenological theory of the 
electrodynamics of a superconductor. The theory describes the two basic properties of 
superconductivity by means of two equations relating the total magnetic field (fl.), the 
electric field (fJ and the superconducting current (!..s) but makes no attempt to explain the 
superconducting mechanism. 
(2.10) 
(2.11) 
where (2.12) 
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The first London equation (2.10) describes the zero resistivity state where a constant 
electric field will constantly accelerate the charge carriers, number density n5 , effective 
mass m* and effective electronic chargee*. In comparison Ohms law describes an electric 
field that keeps the charge carrier velocity constant against the resistance of the material. 
On substitution of the second London equation (2.11) into Maxwell' s equation 
(V 1\ ll = llo Ls) the Meissner state is described. 
(2.13) 
Equation (2.13) gives a solution that decays exponentially from the surface into the 
interior of the material and so leads to value of !1 = 0 inside the bulk of the material. A 
magnetic field is then screened from the interior of the material by currents that flow on the 
surface of the material within a small layer called the London penetration depth (AL). 
This model assumes spatial variations of /._5 are small and no variation in n5 with field or 
current intensity. The limitations of the London theory became apparent when trying to 
model the mixed state of a superconductor or the destruction of superconductivity due to a 
critical field or critical current density. 
2.7 BCS Microscopic theory. 
In 1957 Bardeen, Cooper and Schrieffer [10] published a microscopic theory of 
superconductivity (BCS theory). To date this is the only theory to successfully describe 
how a superconducting state is formed on a microscopic scale. The basis of the theory is 
that the normal ground state of an electron gas is unstable with respect to the formation of a 
system of correlated electron pairs called Cooper pairs. Cooper showed in 1956 [11] that 
electrons will become bound together as a pair if a positive attraction exists between two 
electrons, no matter how small that attraction. This can be thought of as the exchange of a 
virtual phonon through the lattice. An electron moving through the lattice polarizes the 
ions due to its electrical charge. The change in polarization of the lattice interacts with a 
second electron causing a net positive attraction between two. In certain materials this 
positive attraction overcomes the Coulomb repulsion between the electrons producing a 
lower energy state, the superconducting state. The characteristic distance over which the 
two electrons in a Cooper pair are linked is the BCS coherence length ( ~scs), of the order 
103 A. Each Cooper pair in the superconducting state has a total linear momentum of zero 
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and so the two individual electrons have equal and opposite momentum. The stability of 
any Cooper pair is intimately linked to all the other Cooper pairs and consequently the BCS 
superconducting state is a highly con-elated electron system. 
Excitation of any Cooper pair can only occur as an excitation of the whole system, 
requiring an enormous amount of energy, due to the correlation between all the pairs in that 
region. The binding energy of a Cooper pair then becomes the minimum energy required to 
excite the electron system, splitting a Cooper pair into two normal electrons. The band 
structure for the material then has an energy gap between the paired, lower energy state and 
the two single-electron states and is often denoted 2.1. 
In a normal material the scattering of electrons off the lattice is mainly responsible for 
the resistance of the material. In a superconductor this scattering energy is smaller than the 
binding energy of the Cooper pair and so the pair passes through the lattice without 
interacting with it, i.e. with zero resistance. 
The strength of the electron-electron interaction in a Cooper pair depends on the phonon 
frequency of the lattice. Heavier ions in the lattice produce lower frequency phonons. This 
reduces the strength of the interaction and so lowers the transition temperature of the 
material. This dependence of Tc on the mass of the ions in the lattice is called the isotope 
effect. 
The BCS theory deals with systems where the Cooper pairs are weakly coupled to the 
lattice and where the spatial variation in the BCS order parameter is small. Some of the 
elements and many other alloys deviate from the BCS predictions because the electron-
phonon coupling is not in the weak limit assumed in BCS theory. The predictions made in 
the BCS theory are however the first quantitative understanding of superconductivity and 
are very successful when compared to experimental data. Two of the predictions from BCS 
theory relate to the specific heat capacity of a superconductor in zero applied field. The 
low temperature form of the electronic contribution to the specific heat capacity should 
have an exponential temperature dependence 
(2.14) 
where a= 8.5 and b = 1.44 for 2.5 < Tc IT< 6 [10]. At the transition the discontinuity in 
the specific heat is given by: 
(2.15) 
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The high-Tc superconductors have a superconducting mechanism that maybe non-BCS 
like, although it is still thought to involve the pairing of electrons. The exact nature of the 
mechanism involved is a controversial subject and many theories have been suggested. 
2.8 Ginzburg-Landau Theory. 
In 1950 V. Ginzburg and L. Landau [ 12] published another phenomenological theory 
which has been extremely successful in describing many superconducting properties. The 
theory is based upon a second order phase transition from the normal to superconducting 
state which is characterised by a complex order parameter tp (r) = jP (de;e . The physical 
interpretation of tp is that it represents the density of superelectrons ns = jP (rf. 
The Gibbs free energy of the material due to the kinetic energy of the charge carriers, the 
response to an applied field (!f) and the condensation energy of the superelectrons, is 
considered close to the transition temperature. 
G J '¥ ] = G" + ~ f d 3 r[ 
2 
~1 (-i 1i V - 2 eA)'¥ * ( i 1i V - 2 eA)'¥ 
+ ( 2:, Js'(!:}- ~,H (d· M(!:)+ al'¥1' + ~ /:JI'¥1'] 
(2.16) 
By minimising this equation with respect to variations in tp and in the vector potential A 
(fl_ =V l\:1) we obtain the two Ginzburg-Landau equations which can be solved 
analytically only in a few special cases. 
2~ (- iliV- 2eA? '¥+a'¥+ /31'¥1 2 '¥ = 0 
~o.l =- i1ie ('¥*V'¥- '¥V'¥*)- 4e2 Al'¥12 
m m 
(2.17) 
(2.18) 
Solving these two equations under appropriate conditions leads to the introduction of the 
two fundamental length scales of superconductivity, the coherence length (~and the 
penetration depth (A), also used in the London theory. The coherence length is the 
characteristic length over which P(r.) varies appreciably and the penetration depth, is the 
length over which an external field decays inside the bulk of a superconductor in the 
Meissner state. The London equations can be derived from the second Ginzburg-Landau 
equation (2.18). 
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One of the great successes of this theory is the prediction of the observed mixed state of 
the superconductor. By considering the surface tension between a homogeneous state 
(superconducting or normal) and a mixed state in a magnetic field, they were able to show 
that there were two classes of superconductors determined by a parameter K =IV~. The 
first class is more stable in the Meissner state than it would be by formation of the mixed 
state. The second class is unstable in the Meissner state, spontaneously forming regions of 
normal material within the bulk of the superconductor that enclose magnetic flux. 
Materials with a value of kappa for which K < 11--J2 are type I superconductors and 
materials for which K > 11--J2 exhibit type II behaviour. 
In 1957 A. Abrikosov [13] solved the Ginzburg-Landau equations for a type II 
superconductor. He determined that the form of the mixed state, inside the bulk of the 
superconductor would be that of a square lattice of tubes of magnetic flux (normal regions), 
each containing one flux quantum of value <1>0 =hI 2e =2.07x10-5 Wb. These fluxons have 
a radius equal to the coherence length and the decay of the field from the fluxon into the 
superconducting region is again characterised by the penetration depth. In 1964 Kleiner et 
a! [14] found a lower energy solution to Abrikosov's work, predicting a triangular 
arrangement of fluxons, which is the most commonly experimentally observed state. 
In 1959 Gor'kov [15] showed that the Ginzburg-Landau equations can be derived from 
BCS theory providing a theoretical justification of their use for temperatures close to the 
critical temperature. 
2.9 Magnetic properties of materials. 
The magnetic properties of materials are generally a result of the interaction of an 
applied magnetic field strength (H(Am- 1)), with the spin and orbital angular momenta of the 
electrons within a material. The effects of the interaction of the applied field with the 
nuclear spins of an atom are much smaller and are ignored. In metallic materials the 
conduction electrons are dissociated from the lattice sites and have separate orbital and spin 
components. It can be shown that in many cases the magnetic response of these electrons is 
also negligible. Magnetic atoms are those that have an incomplete shell of electrons in 
addition to a partially or fully filled (outer) valence shell. In these atoms this lower electron 
shell will have a net dipole moment that is unaffected by the transfer of valence electrons 
such as in an ionic crystal or a molecule. The response of an electron, or of the net dipole 
11 
moment of an atom to an applied field is called the magnetic moment (m(Am2)). Quantum 
mechanically, for an isolated atom of energy state En in a uniform magnetic field H, the 
magnetic moment is the change in the energy state as a function of the applied field. 
aE,J H) 
/..tom=- aH (2.19) 
We can then define the net magnetic moment per unit volume or magnetization (M(Am-
1)), by M= m IV. At a temperature Tin thermal equilibrium, the magnetization density is 
the thermal equilibrium average of the magnetization density of each excited state. 
where 
LM ,,( H )e-E"Ik"T 
M ( H ,T) = --""~=---­L,e-E,Ik8T 
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M (H)=-1 aE"( H) 
/..to-n - V aH 
(2.20) 
(2.21) 
Using Maxwell-Boltzmann statistics for distinguishable particles we can define the 
magnetic Helmholtz free energy F [16]. 
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This allows Eqn. (2.21) to be written in its thermodynamic form. 
M __ _!_ aF 
/..to_- V aH 
(2.22) 
(2.23) 
Any material can then be classified by the dimensionless magnetic susceptibility (X). 
(2.24) 
We also can define the net field CID at any point m a material in terms of the 
thermodynamic field strength (l[) and the magnetization of the material (fl = /.lo(H +M)). 
2.9.1 Total magnetic response. Diamagnetism. 
To determine the total energy change of an atom we consider the interaction of the 
magnetic field with both the total spin (~) and total orbital angular momentum (L_) of the 
atom. These interactions with the applied field produce a change in energy, represented by 
field-dependent terms in the Hamiltonian operator of the system. In calculating the total 
spin and orbital angular moment of the atom we consider only the contribution of 
incomplete electron shells, since a filled electron shell has a resultant spin and orbital 
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angular component of zero. Perturbation theory then allows the change in energy levels 
(liEn) to be calculated to second order from the Hamiltonian operator. 
(2.25) 
where /J.B is the Bohr magneton equal to 9.27x10-24 JT1 and m and e are the fundamental 
electronic mass and charge respectively. We can note that the first term of this energy shift 
is almost always the dominant term. 
Molecules that have no net dipole moment also have resultant total orbital angular 
momentum and spin values of zero. The first two terms in Eqn. (2.25) therefore vanish and 
the energy shift due to an applied field is then just given by the third term. In thermal 
equilibrium the most probable energy state for the atom is the ground state (Eo) and the 
energy shift of the ground state determined from Eqn. (2.25) is positive. On applying a 
magnetic field the material therefore has a diamagnetic response, that is the induced 
magnetization opposes the applied field. Materials that are diamagnetic such as copper, 
gold and sodium chloride have a negative susceptibility of about (-10-5) - (-10-6). 
Superconductors are perfectly diamagnetic m the Meissner state (M = -lf) and have a 
susceptibility of -1. 
2.9.2 Paramagnetism. 
Materials that have atoms with incomplete electron shells have a paramagnetic 
response. In zero applied field the atomic dipoles are randomly orientated. On application 
of a magnetic field the first term in Eqn. (2.25) does not vanish and is the dominant term. 
This leading term favours alignment of the dipoles parallel to the applied field producing a 
positive susceptibility of typically 10-4 - 10-3 at room temperature. Thermal activation 
disrupts alignment of the ions with the applied field and so paramagnetic ions have a 
susceptibility that is inversely proportional to temperature. In atoms that have an electron 
shell one short of being half-filled the leading term in Eqn. (2.25) vanishes but the second 
(paramagnetic) term does not. A balance between the second and (diamagnetic) third term 
in the equation then determines the response of the atom. 
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2.9.3 Curie's Law. 
The ground state of an isolated atom in zero field which does not have a total electronic 
angular momentum value (.]_ = L + S.) equal to zero (i.e. paramagnetic), will be (21+ 1 )-fold 
degenerate. Application of a magnetic field lifts this degeneracy and we are left with 21+ 1 
low lying energy levels. If the separation of the first excited multiplet from the zero-field 
multiplet is large compared to k8 T, such as at low temperatures, then only the lowest 21+ 1 
states will contribute appreciably to the free energy. Under these circumstances we can 
write the first term of the energy shift due to a magnetic field (2.25) as Mn = g_. ~oH where 
y = -gJ~s.f_ and g1 is the Lande g-factor. 
1 [1(1+1)+L(L+1)-S(S+1)] gs [1(1+1)+S(S+1)-L(L+1)] (2.26) 
g 1 =2 1(1+1) +2 1(1+1) 
The electronic g-factor (g5) is approximately equal to 2. 
Equation (2.22) allows calculation of the free energy (F). 
1 g1 !J.8 J.!oH( 1+1/2)1k8T -g1!J.sJ.loH( 1+1/2)1k8T 
e-Fik8T = ~ e-g1J.lo!lsf_·Hik 8T = e -e 
L.J g1!J.81loH I 2k8T -g1 !181loH I 2k8T (2.27) 
1 =-1 e -e 
z 
The magnetization (M) and susceptibility (X) of the material then follow from Eqn.' s 
(2.23) and (2.24), where N is the number of magnetic ions in volume V. 
_ dM _ _ _!!__ d2 F _ _!!__ 1 a(B1 ( y,1 J) X- aH - ~0V dH 2 - ~0V g 1 ~ 8 aH (2.28) 
where 21 + 1 ( 21 + 1 J 1 ( 1 J B1 ( y,1 )=--coth y --coth -y 21 21 21 21 (2.29) 
with y = g1~8~0H!k8T. Equation (2.29) is called the Brillouin function. For most fields 
and temperatures y is small and so coth(y) can be expanded as coth(y) ::::: 1/y + y/3. The 
resultant form of the susceptibility is known as Curie's law, determined by the Curie 
constant (C). 
2 2 N Peff~B C 
x=V3k
8
T=T (2.30) 
with the effective Bohr magneton number defined as Peff = gJ[1(1+ 1)] 112• 
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2.9.4 lFerromagnetism, antiferromagnetism and ferrimagnetism. 
Two other classes of magnetic materials occur in paramagnetic materials where 
neighbouring magnetic ions interact with each other as well as the applied field. In the 
majority of cases the dominating interaction between neighbouring ions is the electron-
electron interaction which tends to be larger than any dipole-dipole interaction or spin orbit 
coupling. This interaction leads to a spontaneous ordering of the magnetic dipoles relative 
to each other, even in zero field, below a characteristic temperature (T m). If the magnetic 
ions align parallel to each other such as in Fe, Ni or Co, the material has a net bulk 
magnetization called the spontaneous magnetization and the ordered state is described as 
ferromagnetic. These materials often have regions inside the material called domains, in 
which all the ions are aligned parallel but in a different orientation from a neighbouring 
domain. Ferromagnetic materials in their ordered state can often have very large 
susceptibilities of 103-104 due to movement of these domain walls. More commonly the 
ions align antiparallel to each other such as in Mn, Cr or FeO giving a total bulk 
magnetization of zero and the ordered state is described as antiferromagnetic. In materials 
where alignment is antiparallel but the magnitudes of the magnetization in opposing 
directions are not equal, the bulk magnetization is non-zero and the ordered state is 
described as ferrimagnetic. Above the ordering temperatures all these classes of material 
return to a paramagnetic state. 
2.10 Heisenberg and Ising models of magnetically ordered systems. 
In a system where the magnetic ions interact with each other we need to take into 
account the electrostatic and dipolar interactions when calculating any of the properties of 
the system. If we consider a simple 2-electron system in zero field, i.e. two hydrogen 
atoms, which has a four-fold degenerate ground state when the atoms are well separated. In 
a certain regime the atoms are close enough to interact and split the four lowest energy 
states but the probability of exciting higher energy states is still very small. The general 
state of the system can then be expressed as a linear combination of these four lowest states 
and we can construct an operator, called the spin Hamiltonian, whose eigenfunctions give 
the corresponding spin states of the system and therefore the energy states. For a system of 
N magnetic ions in zero field, all of which interact only weakly, we can define the spin 
Hamiltonian simply as the 2-electron case summed over all pairs [16]. 
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H spin= - ~ J .. S. • S . Ld lj-1 -} (2.31) 
This Hamiltonian is known as the Heisenberg Hamiltonian and the lu's are the exchange 
coupling constants between pairs. The Heisenberg model assumes that the magnetic 
moment of each ion is spatially localized and that there is negligible overlap with the 
wavefunction of the conduction electrons. Furthermore only interactions between nearest 
magnetic neighbours are considered in this model and interactions between magnetic ions 
that are next-nearest neighbours or further away, are assumed to be negligible. 
The !sing model is a simplified version of the Heisenberg model. Due to either an 
anisotropic exchange interaction or an anisotropic coupling of the magnetic moments the 
spins of the ions can only lie in either the +z or -z direction [ 16]. 
H !sing = _ ~ J. S z • S z 
L.,; I} -1 -} (2.32) 
Using a statistical form for the temperature dependence of the energy levels of the spin 
Hamiltonian, the partition function can then be derived and consequently various 
thermodynamic properties. In general calculating and using either the Heisenberg or Ising 
Hamiltonian or indeed any other model for interacting magnetic ions is an incredibly 
difficult task even with very simplified models. Exact solutions using these models have 
been achieved for both one [ 17] and two dimensional lattices [ 18] in the Ising model, but as 
yet no complete solution exists for either a three dimensional Ising system, or any of the 
one, two or three dimensional lattices in the Heisenberg model. To calculate 
thermodynamic properties for the unsolved systems, approximate solutions using series 
expansions are commonly used in the temperature region of interest. Many other theories 
relating to particular types of lattice, including the effects of next nearest neighbours or in 
particular temperature regimes have also been proposed. A lot of these theories start from 
either the Heisenberg or Ising models however and do not in general give any significant 
qualitative improvements over the whole temperature [16]. 
One of the successful predictions using the Heisenberg model in three dimensions is of 
magnons or spin-waves at very low temperatures by Bloch in 1932 [19]. The ground state 
of a ferromagnetic or antiferromagnetic system has all the spins lined respectively parallel 
or antiparallel. Low lying excitations are sufficient to cause a perturbation along a line or 
ring of adjacent ions that is equivalent in total to a single spin reversing its direction. These 
perturbations are quantized in their dispersion relation, relating the frequency (i.e. energy) 
of the spin-wave to its wave-vector. Higher excitations at low but finite temperatures can 
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then be regarded as a superposition of spin waves with different wave vectors. Calculation 
of the internal energy of the system and hence the magnetic contribution to the specific heat 
capacity then proceeds from the dispersion relation, giving cm oc T'12 for ferromagnets and 
Cm oc T' for antiferromagnets [20]. 
The various thermodynamic quantities of ordered systems are better described in the 
region of the critical temperature by scaling laws. Near to the critical temperature (T m) the 
approximate solutions for thermodynamic properties yield power law expansions which can 
be reduced to functions of only a small number of unknowns [21]. The magnetic 
contribution to the specific heat capacity in the region of the transition can be described by 
an inverse power-law singularity. 
cm- A(T-TJ-a forT> Tm 
cm- A'(T-Tmta' forT< Tm 
(2.33) 
(2.34) 
Theoretical models propose that a= a' and that within any subset of magnetic materials 
with the same structural and quantum parameters the value of a will be constant. 
2.11 Mean Field Theory. 
In 1907 P. Weiss published a theory of the ferromagnetic transition called the mean (or 
molecular) field theory. Although this theory predates the Heisenberg and Ising models, 
the theoretical treatment of the mean field model is justified in terms of the quantum 
mechanical formalism of the Heisenberg model. The theory is quite simplistic and has 
therefore many failings, it does however give a reasonable quantitative description of many 
magnetic characteristics and is very widely used as a starting point for more sophisticated 
theories. 
If we consider a simple, periodic (Bravais) lattice of magnetic ions at sites E. in an 
applied field, we can describe the low-lying excitations of the system by a ferromagnetic 
Heisenberg Hamiltonian (2.31 ). The Hamiltonian includes the interaction of the electron 
spins with both the applied field (lf) and the dipolar field (ADMJ produced by the 
neighbouring atoms as well as the electron-electron interaction. The electron-electron 
exchange interaction J(E. - E.') = J(E.' - E.) ~ 0 is positive for ferromagnetic materials and so 
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favours parallel alignment of neighbouring spins. 
Hspin = -± L~(B)·~(g)J( B_-B' )- gJl 8 HLSJ B_)- gJlsAoMLSJ B_) 
/}_/}_' /}_ /}_ 
Hspin =-L~( B_)·( 2J(B_-B')~( B' )+ gJlBH + gJlsAoMJ 
R R*R' 
- --
(2.35) 
The mean field approximation assumes that each spin has the same average value 
<S.(B_)> = VM/NgJ.!8 and so we can therefore describe the atom as having an energy shift 
just due to an effective field (HrJf), with electrostatic exchange interaction Aexc· 
(2.36) 
(2.37) 
In some materials AexcM or ADM is negligible at certain temperatures and so the effective 
field can be simply represented by Heff = H + AM. 
In an ordered material the AM term is a collective response from the rest of the ions. As 
ordering begins on a few lattice sites the magnetization becomes larger, promoting further 
ordering of the ions through the exchange interaction A. In an antiferromagnet we can 
consider two interpenetrating sublattices, A and B, in which all of the ions within one 
sublattice are aligned parallel to each other but antiparallel to the other sublattice. If we 
further assume that only nearest neighbour interactions are important then for an ion in 
sublattice A, HeJ/.A = H - AMB, in sublattice B, Heff.A = H - AM!J, and M = MA + M.B. The 
calculated bulk susceptibility for both fenomagnets and antifenomagnets then has a Curie-
like temperature dependence above the ordering temperature, called the Curie- Weiss law. 
c 
x=---
T ±ecw 
(2.38) 
In general we define the Curie-Weiss constant as 8cw = -AC, for X= CI(T + 8cw), with A 
positive for a ferromagnetic material and negative for an antiferromagnetic material. The 
ferromagnetic ordering temperature (Curie temperature) can be very high e.g. 1043 K for 
iron. The antifenomagnetic ordering temperature (Neel temperature) is at Tm = I 8cw I and 
is generally below room temperature e.g. a-Mn at 100 K. 
Below the ordering temperature in zero applied field, mean field theory gives a 
contribution to the specific heat from the spontaneous magnetization of the ordered system. 
By considering the energy of an individual spin due to its alignment with the molecular 
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field inside the material we can calculate the total magnetic contribution to the internal 
energy per unit volume of a system of N ions. 
rM, rM, 
U vol = -Jo M ·dfl = -Jo j.l 0AM ·dM (2.39) 
where Ms is the saturation magnetization, the value of M at T = 0 Kin zero field. Using 
Eqn. (2.5) we can then evaluate the magnetic contribution to the heat capacity per unit 
volume in zero field [22]. 
C =(auvo') = -3NkB(-8cw) J (a(M 2 )J 
m(vol) aT H=O 2VM? (1 +1) aT H=O (2.40) 
2.12 Conclusions. 
In this chapter we have introduced some of the fundamental ideas behind the magnetic, 
superconducting and thermodynamic properties of materials. The London and Ginzburg-
Landau phenomenological theories of superconductivity have been summarised and related 
to the BCS microscopic theory. The Ginzburg-Landau and BCS theories form the basis of 
any understanding of experimental work on superconducting materials. We have also 
outlined the mean field theory for ferromagnetic and antiferromagnetic materials and the 
Heisenberg and Ising models of magnetic systems. These models provide a basis for the 
analysis of magnetic phase transitions and the effect of magnetic ions in superconductors. 
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Chapter 3= Review o[speci(ic heat measurements in the literature. 
3.1 Introduction for chapter. 
This chapter provides a review of the vast body of research pertinent to this thesis. The 
specific heat measurements presented in subsequent chapters have been conducted on 
Chevrel phase materials doped with magnetic ions. Analysis on the normal, 
superconducting and magnetic contributions to the total measured specific heat, are all 
required and so this review introduces the major topics of each of these sections in turn. A 
significant part of this chapter is also devoted to the Chevrel phase materials providing an 
outline of why these materials are of both technological and fundamental interest to the 
scientific community. 
Specific heat measurements have a unique ability to reveal fundamental changes that 
occur within a material. Since the measured heat capacity of a material has contributions 
from all constituent parts within the material, factors that affect any of these contributions 
such as structural, magnetic or superconducting transitions are all visible in the specific 
heat. The experimental value is an average volumetric response from the sample that is not 
limited by microstructural properties in the same way that transport measurements are. 
Sections 3.2, 3.3 and 3.4 outline the lattice, electronic and nuclear contributions to the 
heat capacity of a normal, non-magnetic material at low temperatures. From consideration 
of the distribution of energy levels for the conduction electrons, the lattice electrons and the 
nuclei, expressions can be derived with leading terms A 1T, A3T' and DT2 respectively, for 
the separate contributions to the heat capacity. Analysis of experimental data using these 
theories allow important material properties such as the Sommerfeld constant ( y) or the 
De bye temperature ( 8o) to be determined from the constants A 1 and A3• These values and 
others which can then be calculated, such as the density of states N(E), are fundamental to 
many solid state theoretical models. 
Section 3.5 introduces the specific heat of superconductors. The change in specific heat 
of the material through the phase transition from the normal state is due to a change in the 
contribution of the conduction electrons. Comparisons are made with the BCS theory and 
deviations from this are shown to have several possible explanations including strong 
coupling and gap anisotropy. Ginzburg-Landau theory is compared to measurements on 
type II superconductors and various theoretical extensions are introduced that include the 
temperature dependencies of the upper critical field, kappa and the size of the specific heat 
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jump at the transition. The upper critical is very important technologically and can be 
determined along with the lower critical field, the thermodynamic critical field and kappa 
from calorimetric data. The theories of Maki and WHH take into account paramagnetic 
effects in both the normal and superconducting states using the parameters a and Aso· This 
provides a means of fitting the experimentally determined temperature dependencies of Bc2 
and I( and estimating the value of Bc2(0). 
Section 3.6 reviews the structural, normal state and superconducting properties of the 
Chevrel phase superconductors and some of the typical fabrication routes available. The 
peculiar structure of these materials produces many interesting properties such as relatively 
high critical temperatures, very high upper critical fields and coexistence of 
superconductivity and magnetism. The structural variations affecting these parameters are 
discussed and the relevant theoretical expressions for data analysis on these materials are 
outlined. Low critical current densities in these materials limit their technological 
application and a brief discussion of some of the reasons for this are presented. A short 
review of some important differences of the high temperature superconductors, which also 
have great technological potential, are then presented in section 3.7. 
In section 3.8 the specific heat of the Ising, Heisenberg model and mean field theory are 
compared. These three models provide the basis for any understanding of magnetic 
ordering in a material although due to their complexity, power law expansions and scaling 
functions are often used for analysing data, particularly in the critical region. Analysis of 
specific heat data allows the magnetic ordering temperature (Bcw) and the dimensionality of 
the magnetic exchange interaction to be determined. Expressions for the approximations 
for the specific heat are given and some of the other possible magnetic contributions to the 
heat capacity are reviewed. 
Section 3.9 discusses the interplay of superconductivity and magnetism of both 
ferromagnetic and antiferromagnetic superconductors. This subject is still not fully 
understood but measurements on the nature of the coexistence region and the effect of 
magnetic ordering on the upper critical field provide important information. The important 
role of the Chevrel phases in this area of research is outlined, which due to their particular 
structure exhibit more examples of coexistence than any other system. Finally section 3.10 
concludes. 
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3.2 Lattice specific heat. 
In 1819 Dulong and Petit made the first measurements of specific heat at room 
temperature and concluded that the specific heat of any material seemed to be a constant 
[23]. Measurements on materials at lower temperatures however, showed that the specific 
heat actually dropped as the temperature was lowered. At room temperature the specific 
heat of a material is almost entirely due to the lattice and Einstein later proved in 1908 [24] 
that this lattice contribution drops rapidly with temperature as confirmed by experiment. 
The lattice specific heat is the excitation of a distribution of phonons in the lattice at a 
particular temperature. These phonons are considered as discrete vibrational modes of the 
atoms in the lattice about their equilibrium position. Each mode of vibration requires a 
specific excitation energy, dependent on the potential energy of the ions away from their 
equilibrium position. Counting the number of excitations becomes the principle method of 
calculating the lattice specific heat. Consideration of only long-wavelength, harmonic, 
acoustic modes gives an approximation for the lattice contribution (cL) to the total specific 
heat capacity at low temperatures, in terms of odd powers ofT above T' [25]. 
(3.1) 
3.2.1 Debye model. 
The Debye lattice approximation [26] is the simplest representation of the frequency 
spectra of a crystal lattice and essentially treats the lattice as an isotropic elastic continuum. 
Phonon dispersion is neglected and the total number of harmonic modes is limited, 
providing a lower bound for the minimum wavelength to be considered. The resulting form 
for the specific heat reduces to a single cubic term at low temperatures, in accord with (3.1) 
and gives a better fit to experimental data than the Einstein model. The lattice contributions 
are characterised by a De bye temperature ( 8o) which ranges between 70 K and 600K for 
most solids [27, 28] and is defined by the pre-factor of the cubic term in cL when measured 
in JK-1mole- 1• 
(3.2) 
The Debye temperature is the approximate temperature below which the high frequency 
vibrations begin to freeze out and no longer contribute to cL, leading to a rapid reduction in 
cL with temperature. Experimental data in the Debye approximation should have a single 
value of 8o, so all data sets would scale onto a universal curve. In practice an effective 
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Figure 1. 8o as a function of T for PbMo6Ss, determined from measurements of the 
lattice specific heat (8c) and entropy (85) [29]. 
Debye temperature, which varies with temperature, is defined by introducing higher order 
(r, T7 etc) terms in the expression for cL when fitting to experimental data. The original 
Debye temperature is then equivalent to measuring the slope of cJT vs f2 as T ~ 0 K and 
is defined as Bo(T = 0 K) = 8o. Generally the initial effect of phonon dispersion above the 
lowest temperatures (- 1 - 5 K) produces a positive deviation from T1 behaviour (in higher 
powers of 7) since phonons are then more easily excited at a given frequency than in the 
non-dispersive case. The value of Bo is therefore smaller than its corresponding value at 
lower temperatures, has minimum value at a temperature of about 8of6 to 8o/8 and then 
increases to a constant value above about 8ol2 [28] as shown in Fig. 1. Other anomalous 
behaviour of Bo has been observed which can be explained by negative deviations from f3 
behaviour [30-32]. 
Experimentally Bo can be determined by measurements of the specific heat or of the 
elastic constants of the phonons using slow neutron or x-ray scattering at an effective 
temperature of T - 5xl0-4 K [28]. Measurement of the elastic constants of the phonons 
gives the inter-planar and hence inter-atomic force constants in what is called a force 
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constant model of the frequency spectrum. Both calorimetric and elastic measurements 
give values of eo which are similar for most metals to within 1-2 % [28], elastic 
measurements being a better approximation of 80. The agreement between the two 
techniques is generally better for calorimetric data taken as T ----7 0 K, especially when 
nuclear, magnetic or electronic contributions to the total heat capacity can be ignored such 
as in copper or gold [28]. Alloys such as Cu3Au, have also been measured [33, 34] and the 
agreement between the two techniques is again reasonable. Impurities in pure metals can 
have anomalous contributions to the heat capacity. Effects due to heavy impurity atoms 
such as in dilute alloys, have been shown to produce localised, low frequency [35-37] 
modes that can have a large contribution to the low temperature heat capacity [38]. 
Measurements on various alloys [39-42] have found qualitative agreement with theoretical 
predictions of these localised modes. 
3.2.2 Phonon density of states. 
In principle, the determination of CL is just a case of counting the phonon modes of the 
lattice and their respective energies as a function of temperature. Much effort has been put 
in over the years into trying to model and measure the frequency of lattice vibrations, the 
phonon density of states. More detailed theories of lattice vibrations including anharmonic 
vibrations, non-periodic lattices and anisotropic crystals are generally too complex to yield 
solutions, but experiments involving neutron scattering and simple three dimensional 
models of lattice harmonics now yield the phonon spectra with reasonable accuracy. 
Perturbations of these basic lattice harmonics are used to explain effects at higher 
temperatures but can only be solved in a few cases. Measurement of an "excess" specific 
heat is often attributed to anharmonic terms and theories of thermal expansion and thermal 
conductivity can only be described in anharmonic terms [25]. Near to the melting point 
different approaches are needed due to additional anharmonic and/or lattice vibrations 
present in the solid, as the melting point is approached [20]. 
Figure 2 shows the specific heat of PbMo6S8 as a function of temperature and the total 
lattice contribution calculated from various contributions (labelled a, band c) to the phonon 
density of states. The experimental value is larger than the calculated value at high 
temperatures due to anharmonic and electronic contributions and a simplified model of the 
lattice. 
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Figure 2. Measured c IT as a function ofT for PbMo6S8 (open circles) with the total 
calculated value (solid line) from three contributions (a, b and c) with different Debye 
temperatures [43]. 
3.3 Electronic specific heat 
In a metal the valence electrons can be considered as an electron gas. This describes an 
electron system where the electrons are not bound to the lattice sites and do not interact 
with each other. In 1927 Sommerfeld [44] proposed that this electron system would obey 
the Pauli exclusion principle which limits only one particle to any quantum state. The gas 
is then correctly described in terms of Fermi-Dirac statistics. The contribution of the 
specific heat from the electron gas (ce) is then determined by the number of electrons in 
each energy level, the electron density of states (N(E)). Using Fermi-Dirac statistics at 
temperatures much less than the characteristic Fermi temperature (TF ~ 104 - 105 K for a 
metal) this summation can be expanded in a series of odd powers of T [ 45] where the 
coefficients are determined by N(E). 
ce ::::: A1 T1 + A3r + Asr + ..... (3.3) 
For most solids the Fermi-Dirac distribution means that only electrons with energies 
comparable to the Fermi energy (EF) can contribute to the summation. This reduces the 
25 
power senes to just the first linear term or the first two terms, if the density of states 
fluctuates rapidly near the Fermi energy at higher temperatures [45]. 
The problem of determining N(Er) is a difficult problem if all electron-electron and 
electron-lattice interactions are taken into account. In the electron gas model we have a 
system of unbound electrons which do not interact with each other except through the Pauli 
exclusion principle. If we further take electrons as free electrons, that is they see no 
potential from the lattice and move as free particles, the determination of N(Er) is 
straightforward. The resultant linear term for the electronic heat capacity has a coefficient 
called the Sommeifeld constant y. 
(3.4) 
3.3.1 Effective electron mass. 
Experimental evidence shows that all metals have a linear electronic contribution to the 
heat capacity at low temperatures although the measured value of y is often larger than the 
theoretical value from the free electron model ( y0). The difference between the observed 
value of y and y0 due to the effect of different electron interactions is described by an 
effective mass (m*). The ratio of effective mass to electron mass (m*lme) is then defined as 
the ratio y I y0 [20]. Due to the very small contribution of the electronic specific heat to the 
total heat capacity (- 1% at room temperature) the linear dependence is only significant at 
very low temperatures. A "Debye plot" of c I T vs f2 is frequently used to determine the 
coefficients of the electronic and lattice contributions to the heat capacity in the liquid 
helium range. Typical values of y for most simple metals and alloys are between 1 and 15 
mJK2mole-' [27, 28]. 
Materials which have a ratio of m*lme significantly greater than one are clearly poorly 
approximated by the free electron model where no electron interactions are taken into 
account. Methods for including electron interactions generally rely on several 
approximations. Typically the electron-phonon and direct electron-electron interactions are 
ignored and the electron is considered to move in an average periodic field produce by the 
ions and the other electrons. The form of the periodic potential chosen then determines the 
electron band structure for that material. The alkali metals (Li, Na, K, Rb and Cs) with one 
valence electron per atom have a nearly constant parabolic density of states and therefore 
the electronic specific heat is linear [20]. Polyvalent metals such as Be, Mg, Hg, AI, Tl and 
Pb have more complicated Fermi surfaces due to a higher number of valence electrons, 
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producing a larger electron density and expanding the Fermi surface. Large fluctuations of 
N(EF) can then appear giving a more complex function for the electronic contribution to the 
heat capacity. The transition metals have deep valence electrons in the d-band which are 
more localised to their parent ions than the outer s-band valence electrons. The d-states 
contribute a large density of states producing a peak in the total density of states [46]. If 
the Fermi energy coincides with this peak the value of ywill be very large and will decrease 
rapidly as the temperature is raised. 
3.3.2 Electron-phonon interactions. 
The calculated band structure density of states (nb(EF)) is generally not large enough to 
account for the observed value of y [47-49]. The difference is attributed to enhancement 
effects of the electron-phonon and direct electron-electron (Coulomb) interactions. These 
two effects are assumed to be additive and are represented by the phonon and coulomb 
enhancement factors A and Ac· For comparison with experiment we define the band 
effective mass (mb) so that the ratio of mtlme is equal to the ratio of nb(EF) to the 
corresponding free electron density of states [50, 51]. The magnitude of Ac is similar to the 
uncertainty in A except for the alkali metals and is therefore usually ignored [51]. For pure 
metals the agreement with the experimental values for m* is quite good within the accuracy 
of the values of mb and A [20]. 
3.3.4 Rigid band model for alloys. 
For dilute alloys we can use the rigid-band model. This model assumes that by adding 
impurity atoms into a host lattice the value of z (valence electron/atom ratio) is changed but 
the band structure is not. This assumption is reasonably good for impurity atoms of near 
atomic number which do not change the crystal structure of the host lattice. By changing 
the impurity atom and therefore z we can measure the band density of states at different 
Fermi energies and hence the structure of nb(EF) of the pure metal in the region of the 
Fenni energy. For many of the transition metal alloys the change in y with z is represented 
well by the rigid band model [27, 52] but for non-transition metal alloys the changes are 
much smaller and not as clearly defined in terms of this model. Many explanations for the 
different behaviour of these non-transition metal alloys have been suggested but as yet 
there is little agreement in either the theoretical or the experimental dependence of y with z 
[28]. 
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Those alloys that have a superconducting transition can be analysed more accurately 
since for strongly coupled superconductors the electron-phonon coupling can be determined 
by electron tunnelling measurements [53]. In these alloys the quantitative change of y, and 
therefore A, with z is in agreement with the rigid band model [28]. 
3.4.l Nudear specific lheat. 
The presence of an external magnetic field, an electric field gradient (i.e. in a non-cubic 
crystal) or an effective hyperfine magnetic field can lift the degeneracy of the nuclear 
energy levels. This splitting of the energy levels leads to a contribution to the heat 
capacity that is a maximum at temperatures of the order of the energy splitting. This 
characteristic temperature is generally less than 1 K and so in this region the nuclear 
contribution can dominate over other contributions to the heat capacity, although at 
temperatures above 1 K the nuclear contribution has little effect. In most measurements 
only the high temperature tail of this nuclear contribution is observed and can be 
approximated by a power series in T 1 below T 2 [54]. The coefficients of this expansion 
are determined by the moments of the energy levels. 
(3.5) 
3.5 Specific heat and critical fields of superconductors. 
Keesom and Kok made the first measurements of a specific heat jump at the 
superconducting transition of tin in 1932 [55]. Similar measurements were subsequently 
made for thallium in 1934 [56-58] and again for tin in an applied field in 1938 [59]. In the 
majority of measurements analysis of data gives values of y and 8o from the normal state 
specific heat. Data in the normal state below Tc is obtained by the application of a 
magnetic field and allows measurement of y and 8o to the lowest temperatures that 
approach the free electron values. From the value of y the value of N(EF) can be 
determined allowing band structure calculations and the variation of Tc with electron band 
densities to be calculated [60]. 
To describe the superconducting state thermodynamically, we split the superconducting 
state into an electronic (Ces) and a lattice contribution (ct5 ). In general we assume that the 
lattice is unchanged by the transition to the superconducting state and so we can equate the 
superconducting state lattice contribution to the normal state lattice contribution (c111). 
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Cs = Ces + C[s = Ces + Ctn (3.6) 
This assumption which is used in the BCS microscopic theory is justified by specific 
heat measurements on metallic elements [61-65] that have shown within the experimental 
accuracy that Ctn and Cts are the same. 
3.5.1 Electronic specific heat of superconductors. 
The electronic contribution to the superconducting specific heat was originally thought 
to have the form aT'. This cubic dependence was in accordance with the empirical 
observation of a parabolic temperature dependence of the thermodynamic critical field for 
most type I superconductors [66]. By 1954 experimental resolution was sufficient to reveal 
an exponential temperature dependence of Ces from measurements of vanadium by Corak et 
al [67]. This observed dependence was one of the important experimental observations that 
led to the development of the BCS theory in 1957 [10]. The prediction of a 
superconducting energy gap leads directly to an exponential temperature dependence of Ces 
•'1 
0 
....... 
,_u 
!>() 
..... 
lO 
...... 
.___. 
.s -'1 
-2 
-3 
-4 
-5 
\ . 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
5 
' \ 
Figure 3. ln(Ces I ti'c) versus Tc IT for PbMo6Ss [68]. 
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Tc/T-
for temperatures much less than the critical temperature [10]. Measurements on many of 
the metallic elements [62-64, 69-72] confirm an exponential temperature dependence of Ces 
for some temperature region below Tc. In general the coefficients a and b in the 
exponential plots from these measurements deviate from the BCS predicted values of a = 
8.5 and b = 1.44 by as much as 50%, although this is not surprising considering the 
approximations made in the BCS theory. At very low temperatures (Te IT> ~ 4) a positive 
deviation from a simple exponential is often observed even though accurate data at these 
temperatures is difficult to obtain [28]. Figure 3 shows the exponential behaviour of the 
electronic contribution to the specific heat in the superconducting state of PbMo6S8 for 1 < 
Te I T < 3 and a positive deviation at lower temperatures. 
3.5.2 Thermodynamic critical field. 
Specific heat data can also be used to calculate the temperature dependence of He from 
thermodynamic relations, Eqn. (2.9). BCS theory predicts a negative deviation of He from 
a parabolic dependence [1 0] and data show similar trends to the BCS prediction for many 
of the elements [62-64, 71-75]. Data on mercury [76] and lead [77, 78] however, both 
exhibit a positive deviation and niobium lies between both sets [79]. 
3.5.3 Deviations from BCS theory. 
In 1959 Anderson [80] noted that for a pure superconductor an anisotropic energy gap 
would produce deviations from a simple exponential temperature dependence of Ces· A 
sufficient concentration of impurities, such as in alloys, should also "smear" out the 
anisotropy such that Ces would be a function of a single average energy gap. The effect of 
the impurities on the energy gap anisotropy and the critical temperature of a pure (weak-
coupling) superconductor was studied by Markowitz et al [81]. Clem [82] followed on 
from Markowitz et al and determined the effect of energy gap anisotropy on other 
properties of a pure superconductor including the specific heat and critical field. The 
effects of anisotropy on thermodynamic parameters such as the specific heat jump at Tc, are 
small even if the gap anisotropy is large since they rely on excitation energies of order of 
the energy gap. The probability of excitation at these energies is appreciable for all 
directions and so an average angular anisotropy determines the bulk thermodynamic 
response. If the energy gap varies over the Fermi surface, then Ces will be the sum of 
different exponential functions and so functions with small energy gaps will dominate at 
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low temperatures producing a positive deviation from a simple BCS exponential [82]. 
Measurements on aluminium alloyed with maganese [84] illustrate the effect of alloying on 
the energy gap anisotropy. By increasing the alloying level to 0.49 at % or greater, b 
increases from a value in agreement with Clem's model to the BCS value, independent of 
any further increase in impurity concentration. 
Strong coupling superconductors have a large ratio of ~ofk:BTc low values of 8o and large 
values of A [85, 86]. The energy gap of these superconductors is poorly approximated by a 
constant value at the Fermi surface as in the BCS theory of weak coupling superconductors. 
These strong coupling effects lead to deviations from the BCS predictions and more 
complicated expressions for thermodynamic properties such as the critical field, entropy 
and specific heat [85-87]. Figure 4 shows data calculated from specific heat measurements 
on the series MoSes-xSx and typical deviations from BCS theory due to strong coupling. As 
the composition changes from Mo6Se4S4 to Mo6Se8 the calculated values of ~c(Tc)lyTc, 
2~(0)/kBTc, Hc(0) 21yTc2 and (dhcldthc increase from the BCS predictions of 1.43, 3.52, 5.95 
and 1.73 respectively and the value of A is also increased. The deviation of Hc(T) from a 
parabolic law also increases across this series from a large negative value, for Mo6Se4S4, as 
predicted by BCS theory to a positive value for Mo6Se8. These deviations are opposite to 
that due to the anisotropy of the energy gap [82] and so separating the two effects 
experimentally can be difficult. 
In some cases, the deviations of Ces from a simple exponential form cannot be attributed 
to either energy gap anisotropy or to strong coupling mechanisms, although extreme 
anisotropy of the energy gap could be responsible [74]. A number of transition metals, Nb 
[88], V [73, 88] and Ta [88] exhibit positive deviations that are often characteristic of a 
secondary exponential form. These results are in qualitative agreement [88, 89] with the 
existence of a second energy gap due to inter-band (s-and d-band) scattering [90, 91] in the 
transition metals. Since Ces is extremely sensitive to impurities this large deviation is 
reduced for samples of lower purity [88] and approaches that of a single energy gap in the 
dirty limit where the electron mean free path is very short. The presence of an excess linear 
term in Ces at low temperatures in V [73], Nb3Sn [92, 93] and V3Si [94] can also be 
explained by a second energy gap. If this secondary energy gap is sufficiently small 
compared to the first, then its contribution to Ces is linear and dominates at the lowest 
temperatures. 
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3.5.4 Type H superconductors. 
The Ginzburg-Landau theory of superconductivity was extended by Abrikosov and 
Gor'kov, as outlined in Chapter 2, and is collectively known as GLAG theory. This theory 
identified a second type of superconductor characterised by a value of the Ginzburg-Landau 
parameter K" > 11-12 and a lower (Bc 1) and upper critical field (BcZ). Measurements on V 3Ga 
[95, 96], V -5 at. % Ta [97] and titanium alloys [98] showed bulk superconducting 
transitions from specific heat data in magnetic fields well above the thermodynamic critical 
field. This confirmed that the existence of high-field superconductivity was a bulk property 
rather than a localised effect due to dislocations. 
Niobium, vanadium and molybdenum are elemental type II superconductors that have 
values of K" only just greater than 11-12. Most type II superconductors are alloys and 
generally have a very short electron mean path due to impurity scattering. This leads to an 
increase of AL, a reduction of ~ and therefore values of K" >> 1. Gor'kov [99] and 
subsequently Goodman [100] derived a relation for K" of an alloy which directly relates it to 
physically measurable variables and the value of kappa of the pure metal (K"0). 
Conventionally we represent K" as the sum of an intrinsic or "clean" component and an 
extrinsic or "dirty" component. Physically these two components are defined by the 
electron mean free path (l) and the coherence length of the pure superconductor ( ~0). The 
clean limit corresponds to l >> ~0 and the dirty limit to l << ~0 . 
K"=Tf+~ 
K"o = If = 0.957 AL(OJ I ~o 
~ = 23.7 x 106 Pnr/2 = 0.720 AL(OJ I l 
(3.7) 
(3.8) 
(3.9) 
where Pn is the normal state resistivity (Qm), Yv is the coefficient of the normal state 
electronic specific heat per unit volume (JK2m-3) and AL(OJ is the London penetration depth 
(m) at T = 0 K. 
3.5.5 GLAG theory. 
The original GLAG theory was applicable for a general mean free path length but only at 
temperatures close to Tc. Subsequently a considerable amount of work went into extending 
the theory to lower temperature regimes. Gor'kov derived an expression for the 
temperature dependence of Bc2 in the clean limit [101]. Maki and de Gennes [102-104] 
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extended the GLAG theory to the whole temperature range in the dirty limit. Hefland et al 
[105, 106] included s-wave scattering of impurities to derive the complete temperature and 
purity dependence of Bc2 for low upper critical fields (Bc2 < 5 T). Work by Maki et al [107] 
and Caroli et al [108] focussed on the slope of the magnetisation in both clean and dirty 
limits respectively and later Eilenberger included the effects of p-wave scattering for both 
arbitrary temperature and impurity concentration [109]. 
3.5.6 Temperature dependence of kappa. 
In extending the GLAG theory Maki introduced three temperature dependent parameters 
K1(T), K2(T) and K3(T) to replace the original Ginzburg-Landau parameter K. These 
parameters are a feature of all extensions to the GLAG theory and in the dirty limit they are 
defined by [110]: 
K (T )= Bc2(T) 
I J2BJT) 
(3.10) 
(3.11) 
(3.12) 
where f3A is the Abrikosov flux-lattice factor and is equal to 1.16 for a triangular lattice. 
Measurements of the upper critical field, the slope of the magnetisation and the lower 
critical field are therefore needed to determine the temperature dependencies of these three 
parameters. The generalised versions of the GLAG theory require that K1(Tc) = K2(Tc) = 
K3(Tc) = K at the critical temperature. This result is confirmed to within a few percent by 
Kinsel et al using magnetisation measurements on alloys of bismuth in indium [ 111] and 
similarly on Nb [75] and V [112]. At T= 0 K Maki's theory gives 
K10 = K2o = 0.784K3o = 1.20Jf 
where the subscript "0" refers to the value at T = 0 K. 
(3.13) 
A series of experiments on various niobium titanium alloys by Feitz and Webb [113] 
allowed the temperature dependencies of K1 (T) and K2(T) to be compared with the various 
theories. Doping niobium with different levels of titanium provides the complete range of 
the electron mean free path length from clean to dirty limits, while the basic 
superconducting parameters e.g. Bc(T) and Tc, remain nearly constant. The work on this 
series showed that the temperature dependencies of the Maki parameters were not described 
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magnetic fields [75]. 
satisfactorily by any one theory although many of the general features were correct. 
3.5. 7 Orbital upper critical field. 
Combining Eqn. (3. 10) and the BCS expression for the thermodynamic critical field at T 
= 0 K (H/(0) = 5.95 yl/) we get an expression for the value of the upper critical field in 
the dirty limit, measured at T = 0 K [ 110]. 
*d 3 ~oHe20 = 3.06 X 10 PnYvTe (3. 14) 
This is often referred to as the orbital critical field and labelled with an asterisk to 
distinguish it from the measured upper critical field . Only the effect of the applied field on 
the electron orbits is taken into account in the breaking of the Cooper pairs. 
3.5.8 Specific heat of type 11 superconductors. 
The phase transitions of a type II superconductor in a magnetic field, produce anomalies 
in the specific heat [114]. Figure 5 shows specific heat data on unannealed niobium wires 
in applied magnetic fields ~oH < Bel. Be1 < ~oH < B e2 and ~oH > Bc2 1 from which the 
transitions to the mixed and normal state can be clearly be seen. Extensive calorimetric 
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studies have been carried out on the mixed state of many superconductors in an attempt to 
determine the various superconducting parameters [75, 93, 94, 112, 115-122]. The change 
in the specific heat anomalies at BcZ(T) and Bc1 (T) with applied magnetic field, along with 
calculation of Bc(T) and Eqn.'s (3.10) and (3.12), allow the temperature dependencies of 
K, (T) and K3(T) to be determined [75]. The magnitude of the specific heat jump !1C at the 
transition from the mixed to the normal state, can be related to the slope of the 
magnetisation [96] and therefore K2(T) by Eqn. (3.11) [112, 115, 116]. Calculated 
temperature dependencies of K1 and K2 from both specific heat and magnetisation data vary 
and although the qualitative features agree with theory the quantitative details are generally 
inconsistent [75, 112, 114, 115, 122]. 
Dirty 
Intrinsic BdO) >- 5 T 
Table 1. Qualitative relationships between Ginzburg-Landau parameters for 
temperatures less than Tc [114]. 
In the Meissner state the formal description of a type II superconductor is the same as for 
a type I superconductor. The specific heat in a weak magnetic field ~oH< Bc1(0) follows 
exactly the zero field specific heat until the transition to the mixed state is approached as 
shown in Fig. 5 [119, 120]. At the temperature which corresponds to the transition to the 
mixed state Bc 1(T), the specific heat goes through a second order transition and often 
exhibits a large peak [119, 120]. In the mixed state the specific heat (c111) is larger than the 
zero field value until a temperature Tc(H) < Tc(H = 0) is reached where there is a 
discontinuity in Cm as the sample enters the normal state [119, 120]. Caroli et al [123] 
predicted for pure, large K, type II superconductors that low energy excitations near to a 
flux line would produce a linear temperature dependence in Cm at low temperatures, which 
is proportional to the number of flux lines in the bulk. More detailed calculations [124-
126] have confirmed this and some include higher order terms in the expression for Cm. 
Experimental data shows evidence for both linear and cubic terms that are proportional to 
the applied field but they are not conclusive [75, 94, 112, 118, 119]. 
The specific heat transitions at Bc 1(T) and Bc2(T) have been extensively studied. The 
transition at Bc 1(T) can be influenced by irreversible flux motion and so depends on 
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whether the sample is cooled in a magnetic field or in zero field [75, 112, 115, 116, 119, 
120, 122], however for pure, clean specimens the transition approaches an ideal A.-type 
anomaly and is reversible in behaviour [114, 115]. The transition at Bc2CD is also 
reversible and less affected in its nature by impurities [114]. The magnitude of the jump in 
the specific heat at Bc2(D is in good agreement with theory [97, 115] and follows a T' 
dependence [75, 112, 117] as proposed by Vijfeijken [126] and a similar temperature 
dependence by Maki [124]. 
(Maki) (3.15) 
(Vijfeijken) (3.16) 
3.5.9 Pauli paramagnetism and spin orbit coupling. 
It was recognised by Chandrasekhar [128] and Clogston [129] that inclusion of the 
normal state Pauli paramagnetism of the conduction electrons, would in principle set an 
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upper limit on the magnitude of the upper critical field. In the original GLAG theory where 
Pauli paramagnetism is ignored, the free energy in the superconducting state (gs) is 
increased by application of a magnetic field whereas the normal state free energy (g0 ) 
remains constant. The free energy of the superconducting state becomes equal to the free 
energy of the normal state at a field Bc2 * (orbital critical field) and the superconductivity is 
destroyed. If Pauli paramagnetism is taken into account in the normal state but the 
response of the superconductor to the applied field is ignored, then gn decreases with 
increasing magnetic field whereas g5 remains constant. The normal state free energy 
becomes equal to gs in a first order transition at the Clogston field (Bp) - also called the 
pure paramagnetic limit. 
Bpo = 1. 84 Tc Tesla (3.17) 
If the response of the superconductor to the applied field is included the upper critical 
field (Bc2) transition should be first rather than second order and occur at the intersection of 
a reducing gn and an increasing gs i.e. below the lower of Bc2 * and Bp. Maki studied the 
effect of the normal state Pauli paramagnetism on the temperature dependence of K1, K2 and 
Bc2 of alloys. He introduced a new parameter a which describes the amount by which the 
original GLAG (non-paramagnetic) result (Bc2o*) is reduced by the effect of paramagnetic 
limiting and provided an estimate for Bc2o [104, 110]. 
a= --J2(Bc2o* I Bpo) (3.18) 
(3.19) 
where Bc2o is the (Clogston) paramagnetically limited upper critical field at T = 0 K and 
a can be calculated from either normal (an) or superconducting state data (£Xs). 
and 
as= 0.523j.!0 (-dHc2 I dT)T, 
a, =2.37x103 PnYv 
(3.20) 
(3.21) 
(3.22) 
Comparison of Maki's prediction with experiment showed that it underestimated the 
upper critical field for many alloys [110, 130]. Subsequent theories introduced the idea of a 
superconductive-state paramagnetism, due to spin-orbit induced spin-flip scattering (or spin 
orbit scattering) which would compensate for the normal state paramagnetism and increase 
Bc2. The theories of Maki [131] and Werthamer et al (WHH theory) [132] both proposed 
that spin orbit scattering could decouple the spins of a Cooper pair while still maintaining a 
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net spin of zero for the pair. Zeeman splitting of the spin states due to a magnetic field then 
becomes possible without breaking the Cooper pair and so leads to a paramagnetic 
superconducting state. Spin orbit scattering offsets the effect of the normal state 
paramagnetism, raises the value of Bc2 and leads to a second order transition to the normal 
state. For extreme type II superconductors, K >> 10, paramagnetic effects in the 
superconducting state become important and a large spin orbit scattering frequency can 
push Bc2o above Bpo and approach the original GLAG estimate Bc20*. Magnetisation 
measurements by Hake [133, 134] on various extreme type II alloys revealed a crossover 
from a diamagnetic to a paramagnetic mixed superconducting state i.e. from MIH < 0 to 
MIH > 0 at an applied field )loH < Bc2. At the upper critical field there was a reversible 
second order transition from the paramagnetic mixed state to the paramagnetic normal 
state, confirmed also with specific heat measurements by Barnes et al [135]. Evaluation of 
K1(T) and K2(T) from both of these measurements gave qualitative agreement with the 
predictions of Maki and WHH theory in the dirty limit. 
To characterise the effect of spin orbit scattering on the experimentally determined upper 
critical field (Bc2) Maki introduced the parameter f3m· 
(3.23) 
where L100 is the BCS half energy gap at T = 0 K, T50 is the spin orbit relaxation time, Trr 
is the electron transport scattering relaxation time and VF is the Fermi velocity. This led to a 
set of general formulae in the dirty limit for the temperature dependencies of K1, K2 and the 
upper critical field in terms of the reduced parameters t = T I Tc, h*(t,fJM) = 0.68 Bc2(t) I 
* * * Bc20 and hc2(t) = Bc2 (t) I Bc20 where: 
K 1 (t,{3M )/ Kct = 1 + (0.119 -0.361{3~ )(1- t) fort= 1 
K 21 (t,{3~ )I Kd = 1 + (0.105 -0.722{3~ )(1-t) fort= 1 
and h • (t, {3M) = 1.36hc2 (t) 
1 + (1 + {3~hc2 (t )'f 
(3.24) 
(3.25) 
(3.26) 
From calorimetric or magnetisation measurements the experimental forms of K1 (t) and 
K2(t) (or equivalently h\t)) can be determined as outlined in section 3.5.8. By taking f3M as 
a free parameter, plots of K1(t) and K2(t) allow a best-fit value of f3M to be determined. 
WHH theory derived the functional from of the upper critical field in terms of the 
parameters 
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(3.27) 
and (3.28) 
which in the dirty limit is equivalent to the parameter h\t) in Maki's theory. The 
temperature dependence of the upper critical field is then given by 
(1J n=- 1 1 ln - = L -----------,-----:-:-----! n=~ l2n + 11 I I - (a/1 It Y 
2n + 1 + h It + I I (- ) 2n + 1 + h + A 50 It 
(3.29) 
This dependence shows that a reduction of the normal state Pauli paramagnetism (a ~ 
0) is equivalent, for non-zero a, to an increase in the spin orbit scattering frequency (A.~ 
oo) and therefore Bc2o approaches Bc20*. For strong spin orbit scattering (i.e. non-
paramagnetically limited) we can estimate the orbital critical field at T = 0 K in the dirty 
limit from the WHH relations [110, 136]. 
(3.30) 
• (-dBc2 J Bc20 = 0.693Tc 
dT T, 
therefore (3.31) 
In the clean limit the constant 0.693 is replaced by the value 0.726. WHH theory is 
derived in the regime where !'so >> !'tr and with this assumption also predicts that the spin 
orbit scattering frequency should scale with the atomic number as z4. Neuringer et al [137] 
who measured titanium alloyed with different transition metals confirmed a z4 dependence 
of Aso and an order of magnitude agreement for the estimated values of !'50 • 
3.5.10 Comparison with experimental results. 
Several comparisons of experimental results with the predicted temperature 
dependencies of Bc2, K1 and K2 by Maki and WHH theory, have been conducted on 
superconducting alloys [134, 137, 138]. The predicted values of h* from both theories are 
found to be in reasonable agreement with each other [134]. To .compare the experimental 
data with both theories a is calculated from either the normal state or superconducting data 
close to Tc and then Aso is chosen to give the best fit between the theoretical curves and the 
data for T << Tc. 
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Figure 7. Hc2 versus T for various Chevrel phases with WHH and Maki fitting as 
described in the text [139]. 
Figure 7 shows typical data on some Chevrel phase compounds with the corresponding 
fitting from the theories of WHH and Maki. Generally agreement with the theory is 
reasonable although the detailed shape is not correct and furthermore the choice of Aso 
required to fit the data is sometimes unphysical, often changing from the fitting of one 
parameter to another [134]. In particular, results by Neuringer et al [137] found that the 
upper critical field of Ti-52 at.% Ta was actually above the non-paramagnetic limiting 
value (equivalent to a= 0 (Maki) or Aso = oo (WHH)), leading to an unphysical value of 'l"so 
~ 0. Similar results by Orlando et al [140] found that there was no Pauli paramagnetic 
limiting in Nb3Sn. 
Several theories have tried to account for the various discrepancies from the WHH-Maki 
theories. Effects due to strong-coupling corrections, impurity scattering and anisotropy of 
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the electron-phonon interaction have all been considered. Orlando et al [140, 141] and 
Beasley et al [142] considered the combined effect of electron-electron interaction, 
electron-phonon interaction, spin fluctuations and strong coupling. These effects can be of 
considerable importance for transition metal alloy superconductors where strong coupling 
and electron-phonon corrections become important. In the case of Nb3Sn these additional 
effects led to an increase of the Clogston field (Bp), allowing fitting of the results to WHH 
theory for a finite value of Aso· However the resulting value of 'Lso = r (the electron 
transport relaxation time in the absence of any scattering mechanisms) from their fit 
violated the limitations of the original WHH theory which required that 'Lso >> r. Schopohl 
and Scharnberg [143] re-examined the WHH theory in 1981 and recalculated values for Bc2 
that were larger than in the original work. This brought any estimate from WHH theory 
immediately closer to the non-paramagnetic limit, allowing non-infinite values of Aso to be 
used in fitting data where previously Aso = oo had been required. They also further extended 
the range of validity of WHH theory to any arbitrary value of 7'50 I r, justifying the approach 
of Orlando et al. 
For bulk samples with strong spin orbit scattering, Fischer showed that the upper critical 
field can be simply described by a coiTection to the orbital critical field [ 144]. 
(3.32) 
This correction arises from the interaction of the conduction electron spins with the 
applied field. It can therefore be seen that for high fields (T << Tc) the correction term is 
significant but as we approach Tc its effect is negligible. In particular as we approach Tc 
then Bc2 approaches zero and the derivative dBc21dT becomes equal to dBc2*ldT. Data for 
superconductors with strong spin orbit scattering can therefore be analysed close to Tc just 
in terms of the orbital critical field with paramagnetic effects only becoming important well 
below the transition temperature. 
3.6 Chevrel phases. 
The Chevrel phases were discovered in 1971 by Chevrel and eo-workers [145]. They 
attracted the interest of the superconductivity community in 1972 when Matthias et al [146] 
discovered several members to be superconducting at relatively high temperatures (8 - 14 
K). Interest was further stimulated as more of these superconducting phases were 
fabricated and many were also found to be extremely high-field superconductors with upper 
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critical fields in excess of 30 T [139, 147-149]. At this time technological systems were 
well developed using materials such as Nb3Sn, Nb3Al and Nb-Ti with critical temperatures 
between 9- 18 K and upper critical fields at T = 0 K between 14 and 30 T. High-field 
magnet systems were gradually being pushed to higher and higher fields as a better 
understanding of the material properties and the fabrication processes of these 
superconductors were established. The upper critical fields of these materials however, 
limit the maximum possible fields that these magnet systems could ever reach. For the next 
generation of high-field magnet systems operating significantly above 20 T, new high field 
superconductors such as the Chevrel phases were, and still are needed. 
The Chevrel phases are ternary compounds with the unit cell comprised of three 
elements in the stoichiometric ratio MxMo6X8, where M is a metal ion and X is a chalcogen 
(S, Se or Te). So far there are about 160 different compounds and solid solutions of the 
same type of structure with the majority being sulphides or selenides [150]. These 
compounds fall into two different types depending on the metal ion M. The first class 
occurs when M is a small cation and the value of x then varies continuously between two 
limits e.g. CuxMo6S8, 1.8 ~ x ~ 4. The second class occurs when M is a large cation, in 
which case xis either well defined or takes a value in a very narrow homogeneity domain 
e.g. PbxMo6S8, 0.9 ~ x ~ 1 [150]. At present the two compounds with the most favourable 
superconducting properties for high-field design are PbMo6Ss with Tc - 15 K and Bc2(0) -
60 T and SnMo6Ss with Tc- 14- 14.5 K and Bc2(0)- 35 T. 
In 1975 Fischer et al [151] fabricated the series REMo6S8 (RE= rare earth ion) and in 
1976 Shelton et al [152] fabricated the corresponding REMo6Se8 series. Virtually all the 
members of both series were superconducting, a result surprising due to the large 
percentage (- 7 at.%) of magnetic ions in the system. Previous studies had shown that only 
a very small percentage of magnetic ions are required to destroy superconducting ordering 
in a material [153, 154]. In general the rare-earth selenide phases were found to have 
higher Tc's (- 5 - 11 K) than their sulphide equivalents ( - 1 - 9 K). The relatively high 
critical temperatures of both series together with various physical properties indicated a 
weak interaction between the magnetic ions and the superconducting ordering. Studies 
such as this confirmed that the superconductivity in these Chevrel phases resides in Mo6Xs 
clusters and is only weakly dependent on the interaction between the M ion and these 
clusters. This spatial separation of the superconductivity from a regular lattice of metal 
ions led to many investigations about the possibility of coexistence of superconductivity 
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and magnetism in these materials. In 1977 the first of many Chevrel phase compounds 
were discovered to exhibit simultaneous superconductivity and long range 
antifen·omagnetic ordering [155, 156]. 
3.6.1 Structure and chemistry of Chevrel phases 
Nearly all the Chevrel phases have a hexagonal-rhombohedral structure, space group R3. 
This near cubic unit cell has a rhombohedral angle close to 90° and sides of length - 6.5 A 
for the sulphides and - 6.7 A for the selenides. The structure can be viewed as a system of 
stacked Mo6X8 units within a regular lattice of M ions. The Mo6Xs unit is a slightly 
distorted cube with the chalcogen atoms sitting on the corners and the Mo atoms sitting 
slightly outside the middle of the faces. These Mo6X8 units do not lie parallel to the unit 
cell vectors but are turned by an angle of about 27° around the ternary axis. This 
mnngement means that the corner chalcogen of one unit lies directly opposite the 
molybdenum atom at the face center of an adjacent unit providing close links between the 
two. The intercluster Mo-Mo distance is about 3.10- 3.60 A and larger than the intracluster 
Mo-Mo distance of about 2.65 - 2.80 A. This arrangement leaves vacant channels running 
along the rhombohedral axes with cavities in between certain neighbouring chalcogen 
atoms. The largest cavity is located at the three-fold axis in between two Mo6Xs units and 
is the principle site for the M ion. 
Chevrel phases with a large cation such as Pb, Sn and the rare earth elements allow one 
metal ion per unit cell as shown in Fig. 8 and have a rhombohedral angle between 88 - 90°. 
For small cations such as Cu, Zn, Ni or Li the unit cell can accommodate more than one 
metal ion in several sites depending on the particular cation involved. The unit cell is then 
more distorted than for large cations with the rhombohedral angle between 93 - 95° and can 
often favour a transition to a triclinic structure. In both cases the addition of the M ion acts 
to stabilise the binary Mo6X8 structure and changes the intercluster Mo-Mo bond length. If 
the ionic radii of the metal ion is increased (e.g. as M changes from La to Lu), an increase 
in the intercluster Mo-Mo bond length, a corresponding decrease in the rhombohedral angle 
and an overall increase in the unit cell volume is observed [157]. The intracluster Mo-Mo 
distance however is not significantly altered, confirming that the Mo6Xs clusters are tightly 
bound and can be physically treated separately from the metal ion. It has been shown 
however, that the slight change in the intracluster bond length is related to the number of 
valence electrons on the Mo6X8 cluster that is determined by the charge transfer from the 
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Figure 8. Chevrel phase structure. 
metal ion [158]. 
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Solid so lutions of the chalcogens MxMo6X s-yX'y and of the metal ions M 1_xM,xMo6X8 can 
also generally be made if the two respective end compounds exist. If one of the compounds 
does not exist there is often a domain of solubility around the existing compound . 
3.6.2 Preparation of bulk samples and single crystals. 
Preparation of polycrystalline samples is generally done by solid state reaction of the 
three starting elements (M, Mo and X) or particularly if M is volatile, by reacting 
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molybdenum with the pre-sintered metal chalcogenide (MxXy). All material handling and 
reactions are done in a dry, oxygen free atmosphere. Oxygen contamination can degrade 
superconducting properties by replacing some of the sulphur atoms in the Mo6Xs cluster 
[159]. The materials are ground thoroughly together in the appropriate stoichiometric ratio 
to form a homogenous mix and then placed in a molybdenum, alumina or boron nitride 
crucible. This crucible should be previously outgassed at elevated temperature to prevent 
contamination from the crucible walls with the powder. Reaction procedures typically 
involve several sinterings of the mixture at intermediate temperatures (400 - 700°C) with 
subsequent regrindings to from the binary precursors M-X and/or Mo-X. Finally the 
powder is sintered at 1000 - 1200°C for several days to form the ternary phase. If rare 
earths are involved, subsequent reactions for shorter periods are needed at about 1500°C to 
ensure the ternary phase has formed [150, 160]. Reactions around 1500°C can also be 
performed on other large cation compounds such as PbMo6Ss and SnMo6S8 to increase the 
homogeneity of the final compound and minimise impurity phases [161]. 
Typical grain sizes from these fabrication routes are about 2 ~-tm and 5 ~-tm for samples 
reacted at about 1200°C and 1500°C respectively [162]. Bulk samples with larger grain 
sizes often have significant porosity and poor intergrain connectivity that can severely 
degrade the critical current density. To fabricate samples with a smaller grain size a 
different technique can be used [163]. Here the Chevrel phase is fabricated with a small 
cation (e.g. Cu, Li, Ni) and then treated with an aqueous solution of HCl. The M cation 
reacts with the acid and is removed from the Mo6X8 lattice. A large cation such as Pb can 
then be directly inserted into the lattice at temperatures between 450°C and 700°C that can 
easily be obtained industrially. The resulting ternary phase has a superconducting 
transition temperature comparable to that obtained by conventional synthesis but the grain 
size is much smaller, typically < 3000 A. 
Preparation of single crystals requires melting of the pre-sintered ternary phase at 
temperatures between 1600- 1900°C, depending on the metal ion involved. The starting 
composition can be melted in the correct stoichiometric ratio or preferably a non-
stoichiometric mix for rare-earth compounds. The addition of extra molybdenum or metal-
chalcogenide position the starting composition in a region of the phase diagram which 
minimises the formation of competing binary phases e.g. Mo2S3 in PbMo6Ss [164-166]. 
Due to the very high temperatures used and therefore high reactivity of the chalcogenide, 
special consideration is needed of the crucible to be used. The mixture is usually melted at 
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high temperature for a short period of time, either in a sealed or open crucible under argon 
and then cooled slowly to allow optimum crystal growth. The resulting product typically 
contains many crystals of the ternary phase imbedded in a metal-chalcogenide crust. 
Alcohol-acid solutions are used to dissolve the crust and crystals of varying size up to as 
much as 5mm3 can be obtained [150]. 
The techniques of hot pressing and hot isostatic pressing (HIPing) of samples are used to 
increase the density and connectivity between grains of a polycrystalline sample. Hot 
pressing of samples by applying uniaxial pressure is limited by sulphur losses and 
consequent degradation of the superconducting properties [167, 168]. HIP'ing of samples 
is performed at elevated temperatures and at pressures up to 2000 bar under an inert gas 
such as argon. The melting temperature of the steel used to encase the samples limits the 
maximum reaction temperature to about 950°C. Studies on hot-pressed PbMo6Ss have 
shown that temperatures above 1000°C are required to fully densify the material [167]. 
Improved fabrication processing however, particularly in Chevrel phase wires have 
produced near fully dense samples when HIP'ed at 900- 950°C with significant increases 
in the critical current density over un-HIP' ed samples [ 169-171]. 
3.6.3 Structural properties. 
The influence of the M ion on the Mo6X8 band structure determines most of the varied 
structural and electronic properties of the Chevrel phases [172]. The transfer of valence 
electrons from metal ions to the Mo-Mo bonds within the Mo6X8 block increases the 
number of valence electrons available for bonding. Calculations suggest that the formation 
of the Mol+ octahedron requires 24 valence electrons to form 12 covalent metal-metal 
bonds. However the Chevrel phases generally have less than 24 valence electrons in the 
Mo6 octahedron. In particular, the Mo3S4 phase has the greatest deficiency in the sulphide 
system of 4 valence electrons and the most distorted octahedron [158]. Additional charge 
transfer from a metal cation stabilises the structure causing the octahedron to contract and 
become more regular [158]. Ions such as Pb or Sn, with valence +2 produce a total of 22 
valence electrons per cluster and the highest transition temperatures. The octahedral 
distortion is a minimum when four valence electrons are transferred from the metal ion(s) 
although the superconductivity of the Mo6X8 cluster is severely depressed as this limit is 
approached. In the copper system, CuxMo6S8, increasing the number of copper ions 
produces four different modifications of the rhombohedral phase at low temperatures [173]. 
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The effect of increasing charge transfer is seen in the change of transition temperature of 
the stable phases; from 5.6 K for x = 1.2, to 11 K and then 6.4 K for x = 1.8 and x = 3.2 
respectively and finally with x = 4 the phase is non-superconducting. 
Band structure calculations on PbMo6S8 and PbMo6Se8 show that in the region of the 
Fermi level the Mo-d bands are the major contribution to the density of states [174-176]. 
These calculations also show that the 3p levels are all occupied, verifying that sulphur has 
the valence -2 in agreement with measured S-S distances of 3.56 A within the Mo6S8 
cluster. These calculations are strong evidence for the superconductivity in Chevrel phases 
being primarily due to the Mo-d bands. The Fermi level is situated just above a narrow 
Mo-d energy band which due to its d(x2 -/) symmetry and the large intercluster Mo-Mo 
distance is highly localised to the Mo6 octahedron. The localised nature of the energy 
bands closest to the Fermi surface indicates a short coherence length in the material. This 
is confirmed by the characteristic high upper critical field, which is inversely related to the 
coherence length. 
3.6.4 Physical and electrical properties. 
Density of states values, determined from specific heat and susceptibility measurements 
are typically a factor 2-3 lower than found in the A15 compounds such as Nb3Sn. Specific 
heat measurements give phonon-enhanced density of states values of around 1 state (eV-
atom spinr 1 that are about twice as high as those found from susceptibility measurements 
or band structure calculations for strong coupling superconductors [172]. The Fermi level 
in divalent compounds such as SnMo6S8 and PbMo6S8 is thought to lie near a peak in the 
density of states [172]. This peak explains the comparatively large Tc of these compounds 
compared to trivalent compounds such as LaMo6S8 and LuMo6S8. The addition of a third 
valence electron to the Mo6X8 block shifts the Fermi level to a minimum in the density of 
states and so lowers the transition temperature. Magnetisation measurements show a 
temperature dependent susceptibility for divalent compounds and a temperature 
independent susceptibility for the trivalent compounds that is consistent with this 
positioning of the Fermi level [172]. In the selenides the situation is different with a 
density of states at the Fermi level being larger for trivalent compounds than for divalent 
ones [150]. This gives some understanding for the higher critical temperatures of the rare 
earth selenides compared to their sulphide counterparts. The measured susceptibility of 
high temperature Chevrel phases (PbMo6S8, LaMo6Ses) vary by a factor 1.3 - 1.5 from 20 
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K to room temperature [172, 177] and measurements on single crysta ls also show an 
anisotropy of about 40% in the susceptibility. For rare earth Chevrel phases the 
susceptibility at high temperatures is well described by a Curie-Weiss law with a magnetic 
moment given by the theoretical free ion value [151, 177, 178]. At low temperatures strong 
deviations from the paramagnetic behaviour may occur due to both crystal fie ld effects and 
magnetic ordering [177, 178]. 
The normal state resistivity of Chevrel phases shows a pronounced deviation from 
linearity above - 50 K similar to that observed in the A15 compounds [150]. This 
deviation is common regardless of whether the sample is polycrystalline, thin film or a 
si ngle crystal and is also observed in rare earth phases [150]. The low temperature 
resistivity and particularly the residual resistivity are both strongly dependent on the sample 
preparation and quality . So far there is no general consensus for the explanat ion of the 
temperature dependence of the resistivity, particularly due to the variation in sample 
properties on preparation [150]. The resid ual resistivity is in general very high even in 
sing le crystals and of the order 0.2 mQcm [179]. This indicates that the low temperature 
mean free path is very short in these materials and estimates from data on CuxMo6S8 give a 
value of about 30-40 A [180]. 
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Specific heat measurements and inelastic neutron diffraction measurements have been 
carried out on a number of the Chevrel phases [29, 43, 83, 127, 181-183], an example of 
specific heat data taken on a PbMo6S8 sample is presented in Fig. 9. 
MATERIAL Tc (K) y(mJK2mole- 1) Bc2(0) (T) !:le I Tc (mJK2mole- 1) 
PbMo6Ss [183] 14.3 97.5 56 -
PbMo6Ss [127] 14.5 - 55 132.1 
PbMo6Ss [68] 13.7 125 55 -
PbMo6Ss [ 184] 11.5 - 54 62.6 
SnMo6Ss [68] 11.4 84 37 104 
Cu1.sMo6Ss [185] 10.7 63 - -
Mo6Ses [83] 6.34 47.2 9.4 107.6 
Mo6SesS3 [83] 2.59 35.1 < 6.0 53.7 
Table 1. Parameters derived from specific heat measurements on Chevrel phases. 
The measured specific heat values vary according to sample preparation and quality as 
indicated in table 1. Generally the Sommerfeld constant ranges from about 20 - 100 mJK 
2mole- 1 and for PbMo6S8 the effective Debye temperature varies from around 200 K at 4.2 
K to 400 Kat room temperature, as shown in Fig. 1 [29]. At the superconducting jump the 
specific heat is about 1 mJK 1mole- 1 and the size of the jump is typically around 10- 15 o/o 
of the absolute value [127]. There is also evidence of a linear term in the mixed state of 
PbMo6S8 due to the normal cores of the fluxons [183]. The measured phonon density of 
states for several compounds are in general agreement with calculations based on a 
molecular crystal model where the Mo6X8 is a tightly bound unit weakly coupled to other 
units and the M ion [43]. The dispersion curves measured for PbMo6Ss and SnMo6Ss are 
relatively flat up to about 50 meV with a minimum at about 18 meV [186]. The modes 
above this minimum are associated with the 'hard' internal modes of the Mo6Xs unit and 
below this with the 'soft' external modes. At about 5 meV there is a sharp peak that is 
absent in Mo6Se8 but not in PbMo6Se8, PbMo6S8 or SnMo6Ss and is consequently 
associated with an Einstein-type mode of the M ion [186, 187]. 
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3.6.5 Superconducting critical temperature. 
Quantitati ve di scussion of the superconducting and normal state properties of Chevrel 
phase materials is greatl y hampered, as shown in Fig. 10, by the large variation of resul ts in 
the literature. Effects of stoichiometry and impurities, in particular oxygen, are the main 
factors responsible for the variation in reported superconducting parameters [159, 161] . 
Furthermore different types of measurements such as resisti vi ty, susceptibility or specific 
heat are affected in different ways by the sample prepara6on and quality . PbMo6S8 which 
has the highest critical temperature of the Chevrel phases at - 15 K in good quality 
samples, has been reported by different groups with criti cal temperatures ranging between 
11 K to 15 K [162, 183, 184]. 
Qualitative analysis however can be petformed on these materials by using BCS theory 
with strong-coupling corrections. An equation for the transition temperature of strongly 
coupled superconductors usi ng BCS theory was proposed by McMillan [188] and 
subsequently modified by Alien and Dynes [189]. 
5 1 
T = fJ2 (wlog) ex (- 1.04(1 +A) J 
c 1.20 P A- 11* - 0.62AJ.1 * (3.33) 
where ( W1og) = exj ~ J dw a 2 (w )F(w )ln(w )J ~AoW (3.34) 
A and Jl* represent the electron phonon interaction and Coulomb repulsion respectively, 
F( w) is the phonon density of states, d( w) is the electron phonon coupling strength and f 1 
and h are correction factors important only when A >> 1. Despite the crucial role of 
phonons in determining the transition temperature, the phonon density of states is only 
known approximately for a few compounds [186] and no experimental values for d(w) are 
known. To estimate a value for (liJJog) we note that at the high frequency end of the 
spectrum d( w) is expected to decrease and therefore these internal modes of the Mo6X8 
cluster should be less significant to the superconductivity. The low frequency modes are 
associated with the external modes of the cluster and therefore with the M ion. The large 
distance between the M ion and the Mo6X8 cluster and the large difference in Tc between 
PbMo6S8 ( ~ 15 K) and PbMo6Se8 ( ~ 4 K), which have essentially the same low frequency 
phonon spectra, indicate that these modes are also of little significance [ 187]. The external 
modes centred at (liliog) = 12 meV are therefore generally taken as those most responsible 
for the superconductivity. Taking a value for Jl* as 0.1, values of A can then be calculated 
for the various Chevrel phases. Fradin et al [29] found a net linear correlation between A 
and the band density of states at the Fermi level (N8 s(O)). This correlation shows that the 
electronic density of states is more important than the details of the phonon spectrum in 
understanding the variation of Tc between compounds. 
The M ion affects both the inter-cluster Mo-Mo distances and the charge transfer to the 
Mo6X8 cluster. Correlation between the volume of the unit cell (i.e. d(Mo-Mo)inter) and the 
transition temperature have been observed in a number of series [151, 152, 190, 191]. A 
smaller cation reduces the unit cell volume broadening the widths of the bands at the Fermi 
surface. The density of states is then reduced and a corresponding decrease in the critical 
temperature is observed. Shelton et al [192] directly changed the volume of a variety of 
Chevrel phases by applying pressure and showed that generally there is a strong decrease in 
Tc with increasing pressure, in accordance with the above correlation. The effect of charge 
transfer, as outlined in the preceding section, is observed by comparing compounds with 
divalent ions compared to trivalent ions. In the sulphide series the divalent compounds 
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have a higher density of states and corresponding transition temperatures, although 
exceptions are common [172]. Exact comparisons between compounds is difficult however 
since changing the metal ion changes both the unit cell volume and the charge transfer and 
so generally there is a combination of both effects. 
The properties of the sulphide, selenide and telluride series are in general quite different. 
The main factor thought to be responsible for these differences is the effective valency of 
the chalcogen [172]. This variation contributes to a change in the position of the bands at 
the Fermi level from one chalogen compound to another. Solid solutions of the type 
MyMo6S's-xS''x have been fabricated [83, 193-195] and show a decrease in Tc when one 
chalcogen is replaced by another due to a destruction of the symmetry in these compounds. 
Similar solid solutions where the chalcogen is replaced by a halogen (e.g. Br, I) have also 
been studied [ 196]. Increases in Tc compared to the parent compound in these compounds 
are attributed to no symmetry breaking and charge transfer effects. 
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3.6.6 Superconducting upper critical field. 
Many of the Chevrel phases have high upper critical fields and until the discovery of the 
high temperature superconductors some of the members exhibited the highest critical fields 
ever reported (e.g. PbMo6S8, Bc2(0) > 50 T) [139]. Figure 11 illustrates the upper critical 
fields of technologically important materials including the Chevrel phases. Since direct 
measurements of these very high critical fields are beyond the reach of conventional d.c. 
magnet systems pulsed field techniques must be used when T << Tc. Due to the relatively 
short measurement time however errors can become significant in these measurements. 
Estimates of Bc2(0) can be made using WHH theory, from extrapolation of the initial slope 
dBc21dT determined from conventional resistivity, susceptibility or specific heat 
measurements. The transition widths however even in single crystals can be as much as 
10% of the critical field itself producing large variations in estimates of Bc2(0) [172]. The 
effects of sample quality and stoichiometry can also be significant on both measured and 
extrapolated values and so careful analysis is needed. 
The values of Bc2(0) in these materials are typically a factor of 2 - 2.5 higher than the 
calculated Clogston paramagnetic limit Bpo· This paramagnetic limit is therefore clearly not 
a true limit in these materials, mainly due to strong spin-orbit coupling of the two states 
forming the Cooper pair [197]. The resulting superconducting paramagnetic susceptibility 
leads to an increase of the paramagnetic limit (Bp) as described in section 3.5.9. Fischer has 
shown that in the limit of strong spin orbit scattering of impurities (Aso >> 1) the increased 
paramagnetic limit may be expressed as [172]: 
(3.35) 
Since we must have Bc2 < Bp a lower limit can be calculated of Aso > 4 for these 
materials. This indicates that spin orbit coupling effects are important and in particular for 
very large Aso, the critical field will essentially be the orbital critical field and not 
influenced by paramagnetic effects. Furthermore when A50 >> 1 and T --7 Tc the slope 
(dBddThc = (dBc2*/d7)Tc, as outlined in section 3.5.10, this justifies consideration of only 
orbital effects in this temperature region. Using the fitting procedure outlined in section 
3.5.10 of the temperature dependence of Bc2, WHH theory allows a better determination of 
Aso· Values calculated using this procedure are typically very high, Aso > 10 [ 172], but there 
is evidence that the presence of strong coupling or anisotropy effects could lead to large 
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errors from this fitting [ 198, 199]. Measurements on SnMo6S8 and PbMo6S8 containing 
magnetic ions provide values of Aso :::: 8 [200]. 
A plot of the measured values of (dBcZfdT)Te versus y for many of these compounds 
reveals a linear correlation [172] as expected from eqn (3.14). This equation is obtained for 
a dirty superconductor with no Pauli paramagnetic limiting, whereas for a clean 
superconductor a highly non-linear fit would be expected. The gradient of the linear 
relation then gives a value for the residual resistivity of about 0.22 mQcm that is close to 
that obtained in single crystals [ 179]. Estimates of the coherence length at T --1 0 from 
values of Be2 and N8s(O) show that for PbMo6Ss ~o :::: 30 A and for LaMo6Ss ~o :::: 200 A 
[201]. Values of the mean free path however are estimated at 20 - 30 A showing that 
whereas LaMo6S8 is a very dirty superconductor, PbMo6Ss is between the dirty and clean 
regimes [180]. Nevertheless it seems that the majority of Chevrel phases can be considered 
as dirty superconductors where the upper critical field is essentially the orbital critical field 
with small paramagnetic corrections [172]. The very large values of the upper critical field 
are a consequence of the molecular structure that leads to a short coherence length and a 
short mean free path. 
Measurements on single crystals of PbMo6S8, PbMo6Ses, Cut.8Mo6Ss and SnMo6Se8 
reveal an anisotropy in Bc2 of about 15% [202, 203]. This anisotropy is one of the reasons 
for deviations from WHH theory and the broad transitions observed in polycrystalline 
samples. Theory however predicts a nearly cubic symmetry in the band structure and so the 
origin of the measured anisotropy is not clearly understood. 
3.6. 7 Superconducting critical current. 
The most important parameter for technologically viable materials is the critical current 
density le. Although many Chevrel phase materials have upper critical fields that are easily 
large enough for high-field applications the le values fall below the required levels of about 
5x109 Am-2 at 20 T and 4.2 K. The main problem in the production of high-le wires comes 
from the granularity of the fabricated materials. Grain boundaries are necessary for high 
critical currents in these materials since they act as pinning sites for the fluxons. However 
due to the relatively short coherence length of Chevrel phase materials (- 30 - 40 A), grain 
boundaries with poor superconducting properties can prevent the transfer of the 
supercurrent from grain to grain [204, 205]. Large intergrain porosity and degraded 
superconducting properties at the grain boundaries have been two major factors preventing 
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production of large critical current carrying wires. Estimates of the maximum intragrain 
critical current density for PbMo6S8 of 1010 Am-2 at 4.2 K and 20 T and flux penetration 
measurements with small ac fields confirming that le > 1010 Am-2 at 4.2 K and 5 T [206] 
show that these materials do have industrial potential. The highest reported values so far 
are for HIP'ed wires of the quaternary (Pb,Sn)Mo6S8 that have le values of 7x108 Am-2 at 
4.2 K and 14T [207]. The addition of Sn suppresses the formation of non-superconducting 
MoS2 at the grain boundaries [208] while HIP'ing of the wire reduces porosity by 
improving the connectivity between the grains [171]. The magnet potential of these wires 
has been shown in the production of both multifilamentary and monocore wires and small 
three layer coils fabricated using PbMo6S8 [209]. 
3. 7 High temperature superconductors. 
Since their discovery in 1986 an enormous amount of effort has gone into studying and 
developing high-temperature-superconductors (HTS). The high transition temperatures (-
92 K for YBa2Cu306+8 and - 95 K for Bi2Sr2CaCu20 8+8) and extremely high critical fields 
(BcZ(O) > 150 T for B 11 c-plane for YBa2Cu30 7) have made them natural candidates for 
many superconducting applications. Extreme anisotropy however, that for example reduces 
BcZ(O) - 50 - 60 T for B l_ c-plane (YBa2Cu30 7) and problems with fabricating high critical 
current carrying wires have so far limited their use. Vast amounts of specific heat [210, 
211] and other types of data have been collected on HTS and so this section will serve only 
to point out some of the main differences in the specific heat of HTS from the low 
temperature superconductors. Due to the large international effort on these materials the 
quality and reproducibility of samples is continually being improved. Many results 
therefore from measurements in the first five or ten years have now been superseded and so 
when reviewing the literature care is needed. 
Due to the high temperatures involved, the electronic contribution to the total specific 
heat of HTS near to Te is very small, typically less than 3% of the total heat capacity [210]. 
This presents problems in making accurate calorimetric measurements of the 
superconducting transition and any subsequent subtraction to analyse the superconducting 
contribution. Accessing the normal state at temperatures significantly below Te by the 
application of a magnetic field is also difficult due to their very high upper critical fields. 
Intrinsic properties such as an extremely short coherence length (- 5 A) that is comparable 
to the lattice parameters, mean that the effect of small-scale defects are enhanced compared 
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Figure 12. Vortex melting observed in specific heat measurements on Y!Ba2Cu306.94 
in large magnetic fields [213]. 
to low temperature superconductors [211]. Additionally temperature fluctuations within 
the material on the scale of the coherence length then become important, especially in 
determining the shape of the specific heat jump at Tc [212].Values of the Debye 
temperature and the Sommerfeld constant have been determined from normal state data and 
lie between 200 - 400 K and 3 - 15 mJK2mole-1 respectively for the majority of HTS [3]. 
At very low temperatures (- 1 K) the majority of HTS exhibit an upturn in zero field c/T 
data due to the electronic magnetic moments ordering [211]. Subtraction of this low 
temperature upturn leaves a non-zero value at T = 0 K that is the intercept of a frequently 
observed linear term in the zero field specific heat. The coefficient of this linear term is 
called the residual Sommerfeld constant and has a value generally < 0.5 mJK2mole-1 
although this becomes larger with impurities [210]. The origin of this low temperature 
linear term is unclear and research is targeted at determining whether it is an intrinsic 
property of HTS or due to imperfections and incomplete superconducting transitions within 
the material. 
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Vortex melting has also been observed in the HTS by specific heat measurements [213] 
as shown in Fig. 12 by the excess heat capacity in applied magnetic fields below the 
superconducting transition. 
There is much evidence that the superconducting mechanism in HTS is not the same as 
for the low temperature superconductors [212]. Application of BCS theory to any results 
from HTS then becomes difficult to justify. In particular there is no strong evidence for 
either an exponential dependence of Ces or a characteristic sharp discontinuity in the specific 
heat at Tc in the HTS [210]. The width of the specific heat anomaly at Tc is generally very 
broad (I!!T- 2- 10 K) even for high quality single crystals [212]. Variations in the shape of 
the specific heat transition between samples due to imperfections and additional effects of 
fluctuations and strong electron-phonon coupling have further complicated study of the 
specific heat anomaly. Recent work has shown that the HTS can be characterised by the 
parameter kF~, where kF is the Fermi wave number [212]. As kF~ changes so does the type 
of superconductivity, from a BCS type superconductor with kF~- 2 to a 3D-XY or Bose-
Einstein condensate superconductor for kF~ < 1/n:. The different shapes of specific heat 
anomalies then become intrinsic properties of the superconductor depending on the type of 
superconductivity involved. 
In low temperature superconductors the electron-phonon coupling strength, characterised 
by the parameter A, is essentially temperature independent for T < Tc. In HTS the 
temperature dependence of A (and therefore y) is significant and modifies the temperature 
dependence of Ces [211]. Strong coupling effects are especially evident near to Tc in both 
the magnitude of the specific heat jump which can reach l!!clce - 4 - 5 (compared to 1.43 
from BCS theory) [3] and the shape of the curve forT< Tc [211]. Tunneling experiments 
give values of 2.1/k.BTc ::::: 8 - 12 for BizSr2CaCu20 8 [214], much larger than the strong 
coupling BCS superconductors (2.1/k.BTc ::::: 4- 5) also suggesting extreme strong coupling 
in HTS. Comparison of band structure calculations with experimental values of y however, 
gives small values of A that are incompatible with such strong coupling effects [211]. 
These results are taken as evidence for a non-phonon mechanism in HTS. 
3.8 Magnetic specific h.eat. 
In 1907 P Weiss [215] published a mean field model to describe ferromagnetic ordering 
in materials. Subsequent work by Neel in 1932 [216] and Landau in 1933 [217] extended 
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this mean field theory to antiferromagnetic materials as well. Comparison with 
experimental data however showed that these simplified models failed to give even a 
qualitatively accurate description of the majority of available data. Statistical treatments of 
the atomic interactions by Ising in 1925 [ 17] and Heisenberg in 1928 [218] using quantum 
mechanics, provided a more rigorous treatment of the problem. The two models of 
Heisenberg and Ising (treated using the Heisenberg formalism) are the basis of the 
understanding of magnetic ordering within materials but they are applicable only for 
insulating materials or those that have no overlap between the conduction electrons and the 
magnetic moments. Due to the complexity of the statistics deriving exact solutions of 
either model is a formidable task and has only been completed in a few cases. 
Ising provided an exact solution for a one-dimensional lattice of the Ising type in his 
original paper [17]. Bloch introduced the concept of spin waves for a Heisenberg system at 
low temperatures in 1930/32 [19], allowing quantitative predictions for temperatures well 
below the ordering temperature. After developments in the theory of 
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long-range order in materials [220], Bethe [221] developed the theory of short range 
ordering allowing an improved approximation of the Ising model. The two dimensional 
Ising model was solved exactly by Onsager in 1944 [18] for a quadratic lattice, providing 
the only other exact solution of either Ising or Heisenberg models to date. Despite the 
failure of obtaining exact solutions, use of approximations and series expansions have 
provided quantitative predictions of both Ising and Heisenberg models enabling very 
accurate comparison with experimental data [222]. Monte Carlo simulations have also 
been used to investigate the nature of the critical region. 
3.8.1 Comparison of Ising, Heisenberg models and the mean field theory. 
The vast body of research on magnetic materials includes many examples of systems 
that can be approximated to a greater or lesser degree by the models of Heisenberg or Ising 
[223]. In general the mean field theory although a useful comparison is applicable to very 
few materials due to its failure to take into account fluctuations, spin waves and short range 
order in a material. Fisher showed in 1967 that the mean field theory is exact in the 
limiting case of long range order within a material, where each ion interacts with the other 
ions over a range r, as r -7 = [224]. In such a situation each ion has an infinite number of 
equivalently interacting neighbours and so any ion only sees the averaged field of all the 
other ions. One example of a real material which acts as a model mean field ferromagnet is 
HoRhB4 [219], although the reason for its lack of short range order is unclear. Figure 13 
shows the experimental values of the specific heat of HoRh4B4 and the predicted values 
from mean field theory for an S = Y2 ferromagnet. Very close agreement with theory is 
found for the specific heat, spontaneous magnetisation and resistivity even up to the critical 
temperature. Short range order in a magnetic material occurs because the interaction range 
between magnetic ions of real systems is finite. The effect of short range order on the 
response of the system depends critically on the dimensionality of the lattice involved 
[225]. Short range order effects are most significant for one dimensional systems where 
there is a complete absence of long range order for any non-zero temperature [ 17, 226, 
227]. As the lattice dimension is increased, the effects of short range order are reduced, 
although for the Heisenberg model short range order effects in a two dimensional system 
still prevent any long range order manifesting itself for T > 0 K [226]. 
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Calculations of Cm in Fig. 14 [223], show that short range ordering lowers the 
temperature of the transition to long range order, characterised by a singularity in Cm, below 
that of the mean field theory (Tm = Bcw) and produces a 'tail' in Cm forT> Tm above the 
peak. This high temperature 'tail' is observed experimentally [228] but cannot be 
accounted for by mean field theory which has no ordering above T m = Bcw. Studies of the 
critical parameters as a function of the total spin (S) of the magnetic ions, show that 
lowering S also enhances the effects of short range order [229]. Deviations from the mean 
field theory therefore become more significant as both the dimensionality of the lattice and 
the total spin of the magnetic ions are reduced. Nevertheless the mean field theory is found 
to be remarkably successful in describing the overall properties of materials with three 
dimensional lattices and we shall only consider theories and materials of this 
dimensionality. 
3.8.2 Ising model. 
The !sing model was originally developed to consider systems of only spm S = Y2, 
allowing only either parallel or antiparallel orientations to the applied field [17]. 
Extensions allow arbitrary value of S to be considered and so the !sing model corresponds 
to the case of extreme magnetic anisotropy since there is only an interaction between the z 
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components of the spins [225]. Specific heat measurements on ZnF2, MnF2, FeF2, NiF2 and 
CoF2 by Stout et al [228] clearly show a deviation from antiferromagnetic mean field 
theory and comparisons with antiferromagnetic spin wave theory show a qualitative 
agreement in accord with an Ising type material. Calculations of the series expansions by 
Domb et al [222, 230] on various types of three dimensional lattices, gave expressions for 
the specific heat and susceptibility of the Ising model for temperatures above and below T m· 
Further extensions in 1961 [231] and new analytical techniques [232, 233] provided 
additional accuracy of the approximations particularly in the region of the transition. 
In 1962 Domb et al [229] considered the effect of varying the value of S and deduced 
that the peak in the specific heat at the transition would become considerably sharper asS is 
increased. Essam et al [234] provided a series expansion for the Ising model diamond 
lattice that converged right up to the critical point allowing very accurate determinations of 
both specific heat and spontaneous magnetisation. Various improvements of computing 
power and analysis over the following years yielded more accurate solutions both above 
[235] and below the critical point [236]. Consideration of interactions with next nearest 
neighbours and further by Domb et al [237] showed that the dimension and number of 
nearest neighbours are more significant in determining the critical parameters than lattice 
type. The finer details of the critical point were shown however to be unchanged from 
those determined by including just nearest neighbour interactions. 
Specific heat data on CoCs3Cl5 [238], DyAl03 [239], Tb(OH)3 [240], CoRb3Cl5 [241] 
and DyP04 [242] have all been compared to the expansions outlined above. Good 
agreement of the data both above and below the critical point is found although 
comparisons with theories for the asymptotic form close to T m are inconclusive due to 
experimental limitation as T ---7 Tc. In 1972 Sykes et al [243] gave a complete description 
of the specific heat in zero field for Tm :::;; T:::;; =, for face-centred cubic, body centred cubic 
and simple cubic lattices. The behaviour close to the critical point is described 
asymptotically by a power law with an exponent a::::: 118 independent of lattice type. 
For example the face-centred-cubic lattice is given by: 
~ ~Los{ (1- t't"" -I- ~t' )+ (-o.o 140t''- o.oo31t'' + o.ooost'' + o.ooozt'') (3.36) 
where 1 Tm t =-
T 
(3.37) 
and R is the molar gas constant. 
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3.8.3 Heisenberg model. 
Calculations for the Heisenberg model are generally more difficult and series expansions 
are slower to converge so that approximations for these models tend to be less accurate 
[225]. Dyson [244, 245] derived the low temperature expansion of the specific heat due to 
spin-waves for a three dimensional ferromagnetic Heisenberg system, which accounts well 
for the observed properties up to temperatures T < 0.5Tm. Above the Curie temperature 
series expansions were initially derived by Rushbrooke et a! [246-248] and Domb et al 
[230] for the specific heat and susceptibility with subsequent work [233] studying the 
critical region. The effect of increasing S increases the sharpness of the high temperature 
tail, similar to the Ising model, although the general sharpness is less than for the Ising 
model with the Heisenberg series for S = oo being comparable to the Ising series for S = V2 
[229]. Dalton et a! [249] studied the effect of introducing interactions with next nearest 
neighbours and Domb et al [237] extended this work to include further neighbours. 
Perhaps the most extensive calculations have been performed by Baker et a! [250] for T > 
T m on face-centred cubic, body centred cubic and simple cubic lattices for the S = V2 
Heisenberg model. Analysis of the series expansions indicates that the peak in Cm in the 
three dimensional Heisenberg model actually remains finite even though the derivative on 
either side is infinite and so the curve displays a sharp cusp. For example in zero field the 
specific heat as calculated by Baker for a face-centred-cubic lattice is: 
( T J
2
[ J T y·20 ] ~ = ; 1.206-0.96'11-;) for0.70<TciT<0.95 (3.38) 
where R is the molar gas constant. 
Specific heat data on EuS [251-253], CuM2~.2H20 [254] and EuO [255] have been 
compared to expressions for Heisenberg ferromagnets with good agreement. Similarly 
specific heat data on MnF2 [256], RbMnF3 [257] and (Nd,Dm,Er)GaG [258] show good 
agreement with antiferromagnetic Heisenberg models although analysis of both 
ferromagnetic and antiferromagnetic materials is often hindered due to the rounding of the 
peak in Cm [253, 257, 258]. 
The behaviour of specific heat data in the region of the critical point is hypothesised to 
belong to a scaling law whereby only two variables are needed to describe the data above 
and below Tm [259]. Furthermore a consequence of the scaling law is the concept of 
universality, that states for a given class of materials with the same dimension and effective 
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number of spin degrees of freedom, the exponents of the scaling law will all be the same. 
Specific heat data on the three dimensional Heisenberg ferromagnets, iron, nickel, EuO and 
some Cu salts, support this hypothesis to a reasonable accuracy. 
3.8.4 Other magnetic contributions. 
If a system is essentially an independent collection of magnetic ions, the energy levels of 
the system will often have a degenerate energy level that is split on application of a 
magnetic field. If the splitting of the energy levels is comparatively small then both levels 
can be excited. The specific heat will then exhibit a characteristic peak due to the lifting of 
this degeneracy called a Schottky anomaly, at a temperature below about 0.5TtJ. = 0.5.1 I k8 
where .1 is the energy separation of the levels [20]. For temperatures T << TtJ. the specific 
heat increases with temperature as Csch - exp(-a I n and for temperatures T >> TtJ. the 
specific heat increases with temperature as T -2. Generally the splitting of energy levels and 
therefore the temperature regime involved is very low. 
In systems which are nearly-ferromagnetic the exchange interaction strongly enhances 
the paramagnetic susceptibility producing spin fluctuations or critically damped spin waves 
[20]. The effect of spin fluctuations is to enhance the effective mass of the conduction 
electrons and so the electronic specific heat at low temperatures can be given 
approximately by Ce = yr + a (T I T s)3 ln (T I T 5), where Ts is a temperature characteristic 
of the spin fluctuation energy. 
3.9 Coexistence of magnetism and superconductivity. 
Magnetic and superconducting ordering are not generally observed in the same material 
at the same time. Ginzburg noted in 1957 [260] that the interaction of magnetic ions with a 
superconducting system would in most cases destroy the superconducting state. If the 
effective field produced by the magnetic ions is larger than the critical field of the material 
(as for most type I superconductors) than the interaction breaks up the Cooper pairs. 
Matthias et al [153, 154] introduced magnetic impurities into superconductors to study the 
interplay of the two phenomena. The results showed that only very small levels of 
impurities were required to destroy the superconducting state suggesting that the exchange 
interaction between the conduction electrons and the localised magnetic moments was 
responsible. Abrikosov and Gor'kov then went on to propose a theory of paramagnetic 
64 
impurities in superconductors in 1961 [261] that described the reduction in Tc with 
increasing concentration of impurities. 
Attempts to find materials where the two phenomena could coexist mainly concentrated 
on doping magnetic ions into superconductors. The very small level of impurities needed 
and the random distribution of these impurities in the host lattice presented many problems. 
In particular, distinguishing between clustering and short range order effects and the effect 
of long range magnetic order on superconductivity was very difficult. The discovery of the 
Chevrel phases and later the rare earth rhodium borides ((RE)Rh4B4) [262] provided ideal 
systems where the interplay of superconductivity and magnetism could be studied. Both 
systems have a regular lattice of metal ions spatially separated from superconducting 
clusters. If the metal ion is a rare earth element then the localised 4f electrons responsible 
for the magnetic behaviour have virtually no interaction with the conduction electrons of 
the clusters responsible for the superconductivity. 
The HTS are an example of a system where magnetic ions in one layer are spatially 
separated from adjacent superconducting layers. This extreme decoupling of the rare earth 
ions from the conduction electrons means that the magnetic ions have virtually no effect on 
the superconducting properties. The (RE)Ba2Cu30 7 system has a Tc around 90 K which is 
virtually independent of the rare earth ion involved [263]. 
More recently Nagarajan et al [264] discovered a system of layered intermetallic rare-
earth transition metal borocarbides (RE)NbB2C. These compounds also displayed both 
superconducting and magnetic properties and have been the subject of much recent 
investigation. 
3.9.1 Upper critical field. 
In a magnetic superconductor the destruction of superconductivity results from not only 
the interaction of the applied field with the conduction electron orbits and spins, but also 
due to the scattering and polarisation effects of the magnetic ions. The exchange 
interaction between the localised magnetic moments and the conduction electrons can be 
written as [263]. 
(3.39) 
where J is the exchange integral, Si is the spin of the N localised moments and s is the 
spin of the conduction electrons. When the magnetic spins align and produce a non-zero 
65 
magnetisation either as a result of an external field or magnetic ordering, then the exchange 
interaction corresponds to an effective exchange field (H1) acting on the conduction 
electrons. 
(3.40) 
where x is the concentration of magnetic impurities and M(H,T) is the magnetisation. 
Fischer derived the form of the effect on the upper critical field of the exchange field and 
the magnetic scattering as well as those mechanisms already described in Eqn. 3.32 [144, 
203]. 
H cz (T) = H;2 (T)- M(Hc2 ,T)- 3.56AmH;2 (0) 
- 0.22(a I rsoTco )(H cz (T)+ M (H cz ,T)+ H1 (H cz, T)]2 
(3 .41) 
where Am describes the effect of magnetic scattering. The form of this equation allows 
most of the differing temperature dependencies of HdT) to be explained. A peak in Hc2 at 
non-zero temperature is related to the gradual polarisation of the conduction electron spins 
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and therefore a rapid increase in H1 as T is lowered [263]. The onset of magnetic ordering 
produces a maximum in the susceptibility and therefore an increase in Hc 2 corresponding to 
a decrease in M(H,T) at lower temperatures. If magnetic ordering occurs at temperature 
lower than a peak in Hc2 due to polarisation of electron spins the resulting HdT) curve will 
exhibit a minimum at Tm. However not all of the anomalous Hc2(T) behaviour can be 
explained with Eqn. (3.46) and other explanations including additional pair breaking 
parameters [263] or partial gapping of the Fermi surface in the antiferromagnetic state have 
been proposed [265]. 
3.9.2 Compensation effect. 
In 1962 Jaccarino and Peter [266] proposed that a compensation effect could occur in 
superconductors that have ferromagnetic elements or impurities in the lattice. The 
interaction of the exchange field (H1) between the magnetic ions and the conduction 
electrons polarises the electron spins, preventing superconductivity from occurring if ~J 
> Bc2. However in certain materials H1 is negative and so polarises the spins of the 
conduction electrons in the opposite orientation to those of the magnetic ions. In these 
materials if an external field is applied of the same order of magnitude as H1. then it will 
oppose H1 and cancel the polarisation of the electron spins. Providing therefore that the 
orbital critical field is larger than the paramagnetic limit of the material [144], 
superconductivity can be induced at a field larger than the normal upper critical field. 
Another effect of this compensation is on the temperature dependence of Hc2, for bulk 
samples Fischer showed a pronounced upwards curvature of Hc2(T) would be observed for 
temperatures close to Tc [144]. An example of the compensation effect was noted in the 
pseudoternary system Snl.2(1-x)EuxMo6.3sS8 fabricated by Fischer et al [200]. Figure 15 
shows the upper critical field at T = 0 K of the pure Sn1.2Mo6.35S8 sample increases from 
27.5 T to 40 T when half of the tin ions were replaced by europium ions, with 
superconductivity being destroyed at a concentration of x = 0.9. 
3.9.3 Ferromagnetic superconductors. 
Due to the direct competition between the superconducting and ferromagnetic ordering 
on the spins of the conduction electrons very few examples of ferromagnetic 
superconductors have been found. The ternary compounds Gd, Tb and HoRh4B4 exhibit 
ferromagnetic order but not superconductivity and only HoMo6S8 and ErRh4B4 exhibit both 
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superconducting and ferromagnetic transitions [150] . The ferromagnetic ordering in these 
compounds destroys the superconductivity in zero field at a temperature Tc2 well below the 
temperature at which superconductivity first occurs upon cooling the material down, Tc1• 
Resistivity measurements by Fertig et al [267] on ErRh4B4 and Ishikawa et al [268] on 
HoMo6Ss were the first to show a transition to a zero resistance state at Tc1 followed by a 
reappearance of the resistivity at a lower temperature Tc2, called reentrant resistivity. In 
ErRh4B4 Tc1 and Tc2 occur at 8.7 K and 0.92 K respectively and in HoMo6Ss at 2.0 K and 
0.6 K. Magnetisation measurements for Tc1 > T > Tc2 on both ErRh4B4 [269] and HoMo6Ss 
[270] show that the upper critical field is anisotropic and that in ErRh4B4, as Tc2 is 
approached the mixed state disappears and the superconductor becomes type I, due to a 
decrease in AL and therefore K: [271, 272]. 
The transition at Tc2 is hysteretic in these compounds with the magnetic transition 
actually occurring at a slightly higher temperature than Tc2. The region for Tc2 < T < Tm has 
been shown to exhibit the coexistence of superconducting and magnetic ordering by 
neutron diffraction measurements [273-275], whereas below Tc2 the superconductivity is 
destroyed. The nature of the coexistence phase has been extensively studied and numerous 
theoretical models have been suggested [271, 276-278]. Due to the coupling of the two 
phenomena, either the magnetic order is uniform in space and the superconducting state is 
oscillating or the superconducting state remains uniform and forces the ferromagnetic 
ordering to be oscillatory [263] . Experimental evidence from neutron scattering has 
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LuMo6S8 showing excess magnetic contributions [ 182]. 
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confirmed oscillatory magnetic states in both compounds with a wavelength of the order 
100 A to 1000 A [273, 275]. The question of whether this oscillatory ferromagnetic state is 
due to the exchange interaction between the rare earth ions or due to the electromagnetic 
coupling between the two phenomena is still open [263, 276]. 
The value of the resistivity below Tc2 is significantly lower than the resistivity above Tc 1 
and this has been interpreted as the fact that a small fraction of the sample remains 
superconducting down to T = 0 K. Several authors have investigated this effect [279, 280] 
and have attempted to determine whether it is a bulk effect or whether superconductivity 
just occurs along the walls between ferromagnetic domains. 
3.9.4 Antiferromagnetic superconductors. 
The coexistence of superconductivity and antiferromagnetism does not have the intrinsic 
problem of ferromagnetic ordering providing that the antiferromagnetic period is much 
shorter than the superconducting coherence length [281]. The coexistence of both 
phenomena however modifies the superconducting state, although generally the material 
remains superconducting down to the lowest temperatures and so the coexistence region is 
comparatively large. Many of the (RE)Mo6S8, (RE)Mo6Se8, (RE)Rh4B4 and (RE)NhB2C 
order antiferromagnetically at sufficiently low temperatures and the first observation of 
coexistence was in compounds Dy, Tb and ErMo6S8 [155]. The onset of antiferromagnetic 
ordering produces an anomaly in the temperature dependence of the upper critical field and 
the application of a large enough applied field, produces a reentrant state in the resistivity 
that is not seen in zero applied field [155]. Upper critical field values for the (RE)Mo6S8 
and (RE)Mo6Se8 compounds are generally less than 1 T and neutron diffraction and 
susceptibility measurements indicate the effective Bohr magneton value in these 
compounds is close to the free ion value [150]. Neutron scattering experiments on 
DyMo6S8 by Moncton et al [282] confirmed antiferromagnetic ordering at 0.4 K and 
identified the ordered state as composed of spins parallel within the plane and alternating 
between the planes. Specific heat measurements on ErxMo6Se8 [156], GduMo6Ses [283], 
NdMo6Xs [284], TbuMo6Ss, GduMo6Ss and Dy1.2Mo6Ss [182] show anomalies at Tct and 
characteristic lambda-type anomalies at Tm. Figure 16 shows the specific heat of 
Gd1.2Mo6S8 and Dy1.2Mo6S8 compared to that of isostructural LuuMo6Ss indicating the 
excess contribution to the heat capacity from the magnetic ions. For Gd1.2Mo6S8 the 
entropy calculated from the specific heat was nearly equal to the value obtained assuming a 
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free ion model, however for other members the entropy values are lower indicating effects 
due to the crystal field. 
The rare-earth rhodium borides have Tc 1 values up to about 11 K and upper critical fields 
below 1 T. Nd, Sm, Tm, and HoRh4B4 have all shown coexistence of antiferromagnetism 
and superconductivity with many interesting features [263]. In NdRh4B4 (Tc 1 = 5.3 K) 
application of a field above 0.3 T produces a reentrant phase in the resistivity at 1.31 K 
followed by a sharp drop again at 0.89 K [285]. Specific heat data shows two lambda type 
anomalies at these temperatures and the antiferromagnetic nature is confirmed by neutron 
diffraction [286]. Many of the antiferromagnetic superconductors exhibit complex 
magnetic states that can be formed at different temperatures and evidence for these phase 
transitions are observed as anomalies in the specific heat that cannot be identified with 
secondary phases. 
The (RE)NbB2C' s are a system of layered intermetallic rare earth transition metal 
borocarbides with Tc's up to 16.5 K and magnetic transitions in the same compounds up to 
8.5 K [287]. One exceptional case is the compound DyNbB2C that has a magnetic 
transition at 10.3 K above the superconducting transition at 6.2 K. These compounds have 
upper critical field values below 10 T and effective bohr magneton values from 
susceptibility measurements in agreement with free ion values [288]. A lot of research has 
been conducted on these materials revealing many interesting features, including the 
possibility of a weak ferromagnetic superconducting state in ErNbB2C at temperatures 
below the antiferromagnetic superconducting state observed in both specific heat and 
magnetisation data [289]. 
3.10 Conclusions. 
In this chapter we have reviewed the relevant theoretical and experimental research on 
the specific heat of magnetic superconductors and the Chevrel phase superconductors. 
Starting from a normal, non-magnetic material the specific heat has been divided into 
contributions from the lattice, the conduction electrons and the atomic nuclei. The 
parameters y and eo can be determined from normal state specific heat data, typically using 
a plot of c/T versus r, and provide important of the material properties. 
The specific heat of superconductors has been considered in the context of the BCS and 
Ginzburg-Landau theories of superconductivity. Additional theories of WHH and Maki 
have been outlined which allow the temperature dependence of the upper critical field, 
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kappa and the size of the specific heat jump to be modelled and provide estimates for 
Bc2(0). The lower critical field and the thermodynamic critical field can also be determined 
from calorimetric data although they have less technological significance. 
Chevrel phase superconductors are candidates for high field magnet systems due to their 
comparatively high upper critical fields and transition temperatures. Some of the main 
properties of these materials have been discussed in terms of their peculiar structure 
summarised and a comparison has been given with the properties of high temperature 
superconductors. The main reason for the limited technological use of these materials is 
given as a fabrication problem rather than an intrinsic limitation. 
The final part of this review has looked at the models of magnetic materials and the 
interplay of magnetic and superconducting ordering. The three most important models of 
magnetic ordering, the Ising, Heisenberg and the mean field models have been compared 
and the resulting form of the heat capacity presented in each case. Analytical expressions 
which are used to study the behaviour of the heat capacity in the region of the critical point 
are presented and allow the ordering temperature to be accurately determined. 
Materials in which superconductivity and magnetism coexist are rare and the Chevrel 
phases are perhaps the most versatile system available for detailed study. Theories of the 
nature of the coexisting states have been introduced and experimental evidence for both 
ferromagnetic and antiferromagnetic superconductivity outlined. The temperature 
dependence of the upper critical field and the compensation effect in ferromagnetic 
superconductors has been discussed in terms of the additional pair breaking effect of the 
magnetic ions. 
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Chapter 4- Calculation of the magnetic contribution to the specific 
heat of Chevrel phase compounds containing rare=earth ions. 
4.]. I~rntroductliollll. 
The magnetic contribution to the specific heat of magnetic materials (cm) arises from the 
interaction of the energy levels of the electrons of the magnetic ions with both the applied 
field and with the electrons from neighbouring ions. In the region of a magnetic phase 
transition the contribution to the specific heat from the magnetic ions can often dominate 
the total specific heat, particularly at low temperatures where both the lattice and electronic 
contributions are both dropping rapidly towards zero. The effect of this large magnetic 
contribution can hide other features in the specific heat making them difficult to analyse 
and can also produce a significant paramagnetic contribution to the specific heat for 
temperatures above a magnetic phase transition [ 182]. Calculation of the magnetic 
contribution enables the model of the magnetic interaction to be compared with a real 
system, the important magnetic parameters such as T M and Peff to be determined and 
subtraction of the magnetic contribution to allow the remaining contributions to the specific 
heat to be analysed. 
Chevrel phase materials can contain magnetic ions either in a ternary phase MxMo6X8 or 
with another (typically) non-magnetic ion (M') in a pseudo-ternary phase M'yMxMo6X8. 
The magnetic ternary phases generally have superconducting transition temperatures of less 
than I 0 K whereas the pseudo-ternary phases can have a transition temperature up to that of 
the parent M'yMo6S8 compound (e.g.~ 15 K for PbMo6S8), depending on the proportion of 
magnetic ions included [150]. In either case the Chevrel phase crystal structure ensures 
that the magnetic ions are sufficiently far apart that the exchange interaction is relatively 
weak. This relatively weak interaction is characterised by magnetic ordering temperatures 
of typically less than 2 K and values of the effective Bohr magneton number for these 
materials that are close to that of the free ions [150]. In this situation we can then treat the 
system of magnetic ions in the 'Mean field' formalism and expect little of the effects 
characterised by either an Ising or Heisenberg system of ions. The small temperature 
region in which the material exhibits both superconducting and magnetic phase transitions 
is a region of great interest due to the interplay between these two competing interactions. 
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Specific heat measurements are therefore the ideal way to study the effects of both of these 
phenomena and also to determine the important material parameters. 
Section 4.2 outlines the theoretical derivation of the specific heat capacity of a system of 
magnetic ions from thermodynamic arguments in both ferromagnetic and antiferromagnetic 
cases. The calculation of the magnetisation, ordering temperature and the zero field 
contribution to the specific heat capacity are determined separately and then combined to 
form the complete description of the specific heat. The results of the calculations, using the 
computer software Maple, are presented in section 4.3 in terms of the magnetisation, Gibbs 
free energy and specific heat as a function of both field and temperature. An approximate 
form for Cm above the ordering temperature is derived in section 4.4 along with two simple 
expressions for analysis in the high temperature limit. These approximate expressions are 
compared to the results of the previous calculations and the chapter is then concluded in 
section 4.5. 
4.2 Theory. 
4.2.1 Calculation of the magnetization - ferromagnetic case. 
In the mean field model each ion in a cylindrical material, lying parallel to the applied 
field, sees an effective field (B*) due to the applied field (llo1fex1), the self-field from the 
material (JloM), and an electrostatic interaction from the neighbouring ions ()loA* M). 
(4.1) 
The magnetization per unit volume (M) of the material can then be expressed as: 
M =nvlg 1 jl 8 B1 (y,l) (4.2) 
where 21 + 1 ( 21 + 1 J 1 ( 1 J B1 (y,1)=--coth y --coth -y 21 21 21 21 (4.3) 
is called the Brillouin function, nv is the number of magnetic ions per unit volume and 
(4.4) 
where T is the temperature, k8 is the Boltzmann constant, 1 is the total electronic angular 
momentum, Jls is the Bohr magneton, and g1 is the Lande g-factor defined by: 
1 [1 ( 1 + 1) + L( L + 1)- S( S + 1)] [1 ( 1 + 1) + S( S + 1)- L( L + 1)] 
g 1 =2 1(1+1) + 1(1+1) (4.5) 
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where LandS are respectively the total orbital angular momentum and the total spin of 
the atom. If we define a saturation magnetisation as 
(4.6) 
then we can write two equations for the ratio M I Ms as a function of y, which in turn is a 
function of the applied field and temperature. 
(4.7) 
and (4.8) 
In zero field the two functions of M I Ms defined in Eqn.'s (4.7) and (4.8) intersect at a 
critical temperature (T MF) such that the gradient of these two functions at y = 0 are equal. 
In the low field regime BJ(1, y) z y (1 + 1) I 31 and so we can define the gradient of this 
function as y ~ 0 as 
dB(l,y) (1+1) nvk 8T~ 
dy = 31 = f.!o (X + 1 )M 
5
2 (4.9) 
The temperature at which the material spontaneously magnetizes in zero field is then 
given by: 
T~ = (1+X X=' (4.10) 
7 2 
where C = 17vP;rrJlsf.!o (4.11) 
3k 8 
and P~rr = g; (1(1 + 1)) (4.12) 
For non-superconducting magnetic materials the self-field term is generally much 
smaller than the electrostatic term i.e. A.* >> 1 and so TMF z A.*c, for magnetic 
superconductors such as the Chevrel phases however these two terms are of the same order 
of magnitude and so both need to be included. 
For simplicity of notation we define a= 1gJJ.!8 (1 + 1 I 21) and f3 = 1g1f.!s0 I 21) and so 
the equation for the magnetisation (Eqn. 4.2) can be rewritten as 
{},!0 H..,+ M+(~ -I} 
k 8 T 
- f3 cot (4.13) 
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In the general case of arbitrary field and temperature Eqn. (4.13) allows the 
magnetization, through the Brillouin function, to be expressed as a function of the variables 
1, L, S, nv, the ordering temperature (T MF), the applied field (!JoHext) and the absolute 
temperature (7). For a given rare-earth ion the values of 1, LandS can be determined from 
Hund' s rules and nv can be determined from the stoichiometry and the lattice parameters of 
the compound. If a value of the ordering temperature (T MF) can be determined from 
specific heat or susceptibility measurements the magnetization can then be calculated as a 
function of applied field and temperature. 
4.2.2 Calculation of the magnetisation - antiferromagnetic case. 
In the antiferromagnetic case we consider two interpenetrating sublattices A and B, 
where at T = 0 K the magnetic ions within each sublattice are all aligned parallel with each 
other and antiparallel to the ions in the other sublattice. For each sublattice the 
magnetisation is given as: 
MA =nv(AJgJj.lBBJ(A)(1,yA) 
MB =nv(BJgJj.lBBJ(B)(1,yB) 
(4.14) 
(4.15) 
If we take the effective field at a particular ion as the sum of the applied field (J!oHex1), 
the self-field of the material (!JoMA + !JoMs) and an electrostatic interaction from only the 
nearest neighbour ions (J!oAA*MA or j.loA8 *M8 ) where AA*= As*, then BA* and Bs* are given 
by: 
B: =!Jo(Hext +MA +Ms +A*Ms) 
B; = llo (H ext + M A +M B +X M J 
( 4.16) 
(4.17) 
Using the definitions of Ms (Ms = nv(Total)gJj.lBJ), C and Peff as in Eqn.'s (4.11) and (4.12) 
and noting that nv(Al = nv(Bl = (nv(Totat) I 2) i.e. half the total number of ions, we can write MA 
I Ms as a function of y. 
(4.18) 
and (4.19) 
In zero field, MA=- M8 and in the low field field regime both B1cAJ(1, YA) ::::: YA (1 + 1) I 
31 and B1csl1, y8 ) ::::: y8 (J + 1) I 31. This allows us to determine the ordering temperature 
75 
(TMAF) by equating the gradient of MAIMs as a function of YA, determined from both Eqn. 
(4.18) and Eqn. (4.19), as y--) 0. 
(4.20) 
The ordering temperature is then given by: 
r.AF = _ Xc 
M 2 (4.21) 
Comparing Eqn.' s ( 4.10) and ( 4.21) we can see there IS a difference from standard 
textbook analysis which does not explicitly include both the self-field and electrostatic 
terms in the equations for the magnetisation. 
Using the definitions of a and f3 as before, we can rewrite Eqn.'s (4.14) and (4.15) as: 
Dtto / Hext +(1- 2~F }s +M A 
M nv(TotaO t•t =---- acou --~--~~----~-----L 
A 2 k
8
T 
(4.22) 
(4.23) 
So if a value of the ordering temperature (T MAF) can be determined from specific heat 
data and nv(Total) can be determined from the structure of the material, then the simultaneous 
Eqn.'s (4.22) and (4.23) can be solved numerically to give the magnetisation of both A and 
B sublattices for arbitrary applied field and temperature. 
4.2.3 Calculation of the specific heat. 
To determine the magnetic contribution to the specific heat for either a ferTomagnetic or 
antiferromagnetic material, we have to consider the change in the Gibbs free energy per 
unit volume due to the total magnetization per unit volume (M) of the material. 
(4.24) 
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Here U is the internal energy per unit volume, T is the temperature, S is the entropy per 
unit volume, and ~oHexr is the applied field. For any reversible process we can consider the 
change in internal energy given by the change in heat flow into the system minus the total 
work done by the system, as given by the expression: 
dU =dQ-dW =TdS- LXdY (4.25) 
where X is an external variable (e.g. pressure, applied field etc.) and dY is the 
corresponding change in the internal variable Y (e.g. volume, magnetization etc.). For a 
magnetic solid only the change in magnetization due to the applied field is physically 
significant [290], hence if we ignore demagnetization factors and the effect of the applied 
field on free space (j.loHexrdHexr) then Eqn. (4.25) becomes: 
(4.26) 
and so substituting Eqn. (4.26) into Eqn. (4.24) the change in Gibbs energy is given by: 
dG = -Sd T - ~0MdH exr 
At constant applied field strength we can then define the entropy (S): 
S=jaGJ l aT H.,, 
and at constant temperature we can define the magnetization (M(Hexr.D): 
~M -{_lQ_ l 
o - aHext )T 
(4.27) 
(4.28) 
(4.29) 
So given the magnetization we can calculate the Gibbs free energy from Eqn. (4.27). 
G(Hexr, T) = G(O, T)+ [- foHcxt ~oMdHexrl (4.30) 
and we explicitly include the zero field contribution (G(O,D). The heat capacity per unit 
volume (Cv01) can then be calculated from the Gibbs free energy using Eqn. (4.28). 
Cva1 =T(asJ =-T[a 2~~ =-T a 22 (G(O,T)+[-f"'~0MdHexr]) (4.31) 
aT H.,, aT )H," aT T 
I.e. ( ) a 2 [ if/.,. J Cvoi = Cvoi O,T -T--2 - ~oMdHext 
aT o T 
(4.32) 
The term Cvo1(0,T) represents the heat capacity due to the spontaneous alignment of the 
magnetic ions in zero applied field at temperatures below the ordering temperature. The 
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specific heat capacity 1s then calculated by simply dividing Cvoi by the density of the 
material. 
4.2.4 Spontaneous magnetization - Ferromagnetic case. 
In the mean field theory in zero applied field, the magnetisation only becomes non-zero 
for temperatures less than the ordering temperature (T MF). The magnetic ions 
spontaneously align in zero applied field as the temperature of the system drops below T MF· 
Below the ordering temperature therefore the lowest energy state is that with all of the spins 
aligned parallel. At higher temperatures the thermal energy disrupts this alignment, 
however applying an external field will offset this disruption and so the energy of the 
system in zero field, at temperatures 0 < T < T MF, is larger than that of the system at the 
same temperature in an applied field. 
In a system of ferromagnetic ions the effective field at an ion inside the material is B* = 
~(Hext + A,*M + M) (Eqn. 4.1) which in zero field reduces to B* = ~(1 + A,*) M. The 
internal energy per unit volume of the system due to the magnetisation will then be given 
by: 
ur(O,T)=-r· M ·d!{ =- foM ~0 (l+X)M ·dM =-~~0 (1+A.*)M 2 (4.33) 
Since (1 +A.*)= T MF I C (Eqn. 4.10) and we have (Eqn. 4.6) Ms = nvgJ~sl =M (T = 0 K) 
we can then calculate the heat capacity per unit volume in zero applied field ( C voi(O, 1)) 
[22, 291]. 
er (O T)=(aur(O,T)J _ -~0T~ aM 2 (0,T) = -3k 8 nvT~ 1 aM 2 (0,T) (4 .34) 
voi ' aT )H=o 2C aT 2M? (1 + 1) aT 
4.2.5 Spontaneous magnetization - Antiferromagnetic case. 
In an antiferromagnetic system the magnetic ions also spontaneously align below the 
ordering temperature (T MAF). The exchange interaction between neighbouring ions 
however is negative and thus neighbouring ions align in opposite directions to each other. 
In zero applied field the effective field at an ion in sublattice A is given by BA*= ~o(Hext + 
A.*M8 +MA+ M8 ) = ~A.*M8 , since MA=- M8 , and similarly the effective field at an ion in 
sublattice B is B8 * = ~o(Hext + A.*MA + M8 +MA)= ~oA.*MA. The internal energy per unit 
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volume associated with the zero field magnetisation of the system can then be determined 
by considering the energy of the ions on both sub lattice A and sublattice B. 
AF ( ) rB: • fB~ * • fM B • fM A V O,T = Jo M A dB A+ Jo M 8 dB8 = J.1 0A Jo M AdM 8 + J.1 0A Jo M 8 dM A (4.35) 
therefore v AF(o T) = 1-toX (M 2 +M 2 )= 11 A. M 2 
' 2 A B 1""0 A 
(4.36) 
Since A* = - 2T MAF I C (Eqn. 4.21) and we have (Eqn. 4.6) Ms = nv8JJ.1sl = 2MA (T = 0 K) 
we can then calculate the heat capacity per unit volume in zero applied field (CAFvo1(0,7)). 
CAF(O,T)=( avF(O,T)) =- 2J.1oT~F aM; (o,T)-- 6kanJ~F J aM; (o,T) (4.37) 
vol aT H=O c aT M,2 (1 +1) aT 
We can also note that since 4MA\O, 1) = Mp\0, 1), where Mp is the equivalent value of 
the magnetisation in the ferromagnetic case for the same parameters, then we have: 
c~~(o, T)= c~o' (o,T) (4.38) 
4.3 Results of calculations. 
The magnetic contribution to the specific heat is calculated in both ferromagnetic and 
antiferromagnetic cases for the compound GdMo6S8 with a unit cell size of (6.5A.l, values 
of J = S = 7/2 and L = 0 (the free ion values for Gd) and an arbitrary choice of ordering 
temperature of 1.5 K. 
4.3.1 Ferromagnetic case ( TMF = 1.5 K). 
Taking TMF = 1.5 K we can numerically solve the equation for the magnetization (Eqn. 
4.13) as a function of applied field and temperature using the computer program Maple. 
Figures 1 and 2 show the results of the calculations for the magnetisation as a function of 
both field and temperature (Eqn. 4.13). Figures 3 and 4 show the calculated Gibbs free 
energy as a function of both field and temperature (Eqn. 4.30) and Fig.' s 5 and 6 show the 
corresponding values of the specific heat capacity as a function of both field and 
temperature (Eqn.'s 4.32 and 4.34). Although both the magnetisation and the Gibbs free 
energy are both smooth functions of temperature the gradient of the magnetisation as a 
function of temperature changes very rapidly for low fields in the region of T MF and 
discontinuously for the zero field trace at T MF· The effect of this rapid change in gradient is 
observed as a deviation in the resultant (non-zero field) data for the specific heat capacity 
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in the region ofT MF· Taking a larger number of low field traces in the computation of the 
magnetisation reduces the size of this deviation but is however computationally demanding. 
The data presented in Fig. 5 shows that the anomaly in the in-field traces have been reduced 
to a extent that only the points within 0.03 K ofT MF are affected and that the specific heat is 
otherwise a smooth function of both temperature and applied field (Fig. 6). The points of 
largest deviation within this region have been omitted from Fig. 5 for clarity. 
4.3.2 Antiferromagnetic case (T MAF = 1.5 K). 
Taking T M AF = 1.5 K the two equations for the magnetisation of the sub lattices A and B 
(Eqn. 's 4.22 and 4.23) are solved simultaneously using the computer program Maple. 
Figures 7 and 8 show the results of the calculations for the magnetisation of both sublattices 
and the total magnetisation as a function of temperature. Figures 9 and 10 show the total 
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Gibbs free energy as a function of both field and temperature and Fig. 11 shows the specific 
heat capacity as a function of temperature. 
In zero applied field the A and B sublattices are equal and oppositely orientated giving a 
resultant total magnetisation of zero for any temperature. Fig. 7 shows that in a magnetic 
field, applied in the same direction as the (saturated) ions in sublattice A, the magnetisation 
of sublattice B is reduced and that of sublattice A increased as the applied field is increased. 
The total magnetisation therefore exhibits a peak at a temperature less than the ordering 
temperature (T MAF) in zero applied field that is then reduced in temperature as the applied 
field is increased, as shown in Fig. 8. For temperatures above this peak the material 
behaves paramagnetically and the magnetisation of both sublattices are equal and orientated 
in the same direction. At a field of about 740 mT the effective ordering temperature of the 
material is less than 2 mK (the lowest temperature use in these calculations) and so the 
material behaves paramagnetically for all non-zero temperatures. As the applied field is 
increased towards 740 mT the gradient on the low temperature side of the peak in the 
magnetisation becomes extremely sharp and fewer points are calculated in this region (e.g. 
700 mT trace in Fig. 8). This leads to a discontinuity in the Gibbs free energy, as shown in 
Fig. 9 for the 700 and 800 mT traces below 0.4 K, at each temperature that corresponds to 
peak in the magnetisation at these relatively high fields. Since the Gibbs free energy at a 
field ).toHext is calculated as the integral at a fixed temperature from zero field up to ).toHext 
each discontinuity then becomes included in the computation of the Gibbs free energy of 
any field larger than that field where the discontinuity occurred. Taking the differential of 
the Gibbs free energy in the region of these discontinuities leads to a large, non-physical, 
oscillatory region in the specific heat of all the fields greater than about 550 mT and for 
temperatures less than - 0.6 K. The data for fields above 500 mT and below 0.6 K has 
therefore not been included in Fig. 11 for clarity, although even at 0.6 K there is still a large 
scatter evident for the high field data. 
For temperatures between 0.6 K and 1.5 K a similar effect to the above is seen due to the 
peaks in the magnetisation at fields 0 < ).toHext < 550 mT. Integrating a finite number of 
magnetisation traces at different applied fields give a smooth Gibbs free energy trace as 
seen in Fig. 9 at low fields. The gradient of this function however is not smooth with a 
small discontinuity at each temperature where a peak has occurred in the magnetisation at 
lower fields. The Gibbs free energy and both the first and second differentials of this 
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function are therefore smoothed up to 1.5 K for each field using a window of about 40 mK, 
to produce the data in Fig. 11. The effect of this smoothing produces a region between 1.45 
K and 1.50 K where data has to be omitted, however as can be seen in Fig. 11 the 
magnitude and curvatures of the specific heat on either side of this region are in good 
agreement. Above 1.5 K the specific heat does not require any smoothing and can be 
calculated accurately with a much smaller density of points. The region where the material 
behaves paramagnetically can therefore be determined accurately for all fields down to 
temperatures as low as 0.6 K. The large peak in the specific heat that corresponds to the 
magnetic ordering of the material can also be determined accurately for fields up to about 
550 mT. 
Using a much larger density of both field traces and temperature points the two effects 
described above could be reduced and possibly even eradicated. The increase in 
computation time demanded however would be significant. 
4.3.3 High temperature behaviour of Cm.: 
Figures 12 and 13 show the magnetic contribution to the specific heat capacity 
(calculated from Eqn. 4.32) as a function of temperature for constant applied field and forT 
> T M in both ferromagnetic and antiferromagnetic cases. At any fixed field, the specific 
heat exhibits a peak Ccm(peak)) at a temperature above T M· This peak arises due to the 
competition between ordering of the ions due to the applied field and thermal disorder. At 
low temperatures the thennal energy of the magnetic ions is small and so they are 
preferentially aligned parallel to the applied field. A small change in temperature has little 
effect on this preferential alignment at these temperatures and so Cm(= dUm I dT) ---7 0 as T 
---7 0. At sufficiently high temperatures the ions are randomly orientated with respect to the 
applied field to such a degree that small changes in the temperature have little effect on this 
disordered state and so Cm(= dUm I dT) ---7 0 as T ---7 =. At some intermediate temperature a 
small change in temperature will therefore have a maximum effect on the alignment of the 
ions with respect to the applied field and so produce a maximum in cm [20]. Furthermore 
as the applied field is increased larger temperatures are required to significantly disrupt the 
preferential alignment of the ions and so the temperature at which Cm(peak) occurs is also 
larger. 
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From Fig.'s 12 and 13 we can see that the calculated temperature of Cm(peakl is strongly 
dependent on the applied field but the magnitude of Cm(peak) is only weakly dependent on the 
applied field. At fields between 2 T and 7.5 T in the antiferromagnetic case, the 
temperature of Cm(peak) changes from 1.5 to 6 times the zero field ordering temperature but 
the magnitude of the peak only changes from 35 % to 36.5 % of the zero field peak value. 
For fields from 7.5 T to 340 T the temperature of Cm(peakl then changes from 6 to 260 times 
the zero field ordering temperature however the magnitude of Cm(peakl increases to only 37 
% of the zero field peak. 
The magnitude of Cm(peak) increases with applied field in the antiferromagnetic case but 
decreases with increasing applied field in the ferromagnetic case. Inspection of this field 
dependence can therefore indicate the nature of the magnetic ordering in the material. The 
magnitude of Cm(peakl has been determined in both ferromagnetic and antiferromagnetic 
cases for fields up to 80 T and in both cases the value of Cm(peak) appears to converge to the 
same saturation value (cm531). 
4.4 An approximate form for Cm above the ordering temperature. 
In order to analyse experimental specific heat data where any of the parameters J, L, S, 
nv and TMF I TMAF are not known, an approximate form for the specific heat is required that 
allows the determination of some or all of the above parameters without rigorous 
calculation. In the mean field model above the zero field ordering temperature (T M) the 
material behaves paramagnetically and so the magnetisation can be approximated in terms 
of the saturation magnetisation (Ms), applied field strength (!lDHex1) and temperature (7). 
(4.39) 
where for a fixed value of T, K(1) is a constant. Differentiating Eqn. ( 4.39) with respect 
to Hext at constant T and taking the low field limit: 
x' = aM = ~SK(T) ~ MSK(T) 
aHext cosh-(K(T)HeJ 
(4.40) 
since cosh(K(7)Hext) ~ 1 as Hext ~ 0. 
If we assume the susceptibility has a Curie-Weiss temperature dependence with Curie-
Weiss constant 8, then from Eqn. (4.40): 
K(T)= _i_ =_I CHext 
MS MS (T-8) (4.41) 
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function of 1131 for ferromagnetic and antiferromagnetic GdMo6S8 with TMF = 1.5 K 
using the approximate form for Cm. 
and substituting back into Eqn. ( 4.39). 
M= M tanh( CHext J 
s Ms(T-8) (4.42) 
Using Eqn. (4.2) for the magnetisation in the ferromagnetic case and Eqn.'s (4.13) and 
( 4.14) for the magnetisation of the sub lattices A and B in the antiferromagnetic case then 
the low field susceptibility can be determined in both cases. 
Ferromagnetic: IF c c X = (T-C(1+).*))= (T-T~) (4.43) 
Antiferromagnetic: IAF c c 
X = (T-C(1+X /2»= (T-C+T~F) (4.44) 
and so in Eqn. (4.42) e = TMF in the ferromagnetic case and e = (C - TMAF) in the 
antiferromagnetic case. In the special case that C > T MAF, e is positive and the material 
behaves ferromagnetically. Following the procedure outlined in section 4.2.3, the specific 
heat per unit volume is calculated from the magnetisation by integrating with respect to Hext 
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at constant temperature, then differentiating twice with respect to Tat constant applied field 
and finally multiplying the result by -T. 
- [tanh( CH ext J + l][tanh( CH ext ~-l]Cil H 2 T M.{T-B)) Ms(T-B)) ro ext 
cm<voll = (T _By (4.45) 
In the high temperature limit this expression gives: 
(4.46) 
in agreement with models of Cm used by other authors [292]. Substituting a= tanh(CHext 
I Ms(T- B) and therefore Hext = M5(T- B) tanh- 1(a) I C and noting that since Ms = nvlgJ!-l8 
(Eqn. 4.6) and C = nv!-lB 2!-loPerr2 I 3ks (Eqn. 4.11) we get: 
M2 = 3kBnvC(_J_J (4.47) 
s 1-lo ] + 1 
and therefore (4.48) 
Finally we substitute T = f3 B, where for high ordering temperatures, f3 is a positive 
number in the ferromagnetic case and a negative number in the antiferromagnetic case. 
(4.49) 
this gives an approximate equation for Cm for both ferromagnetic and antiferromagnetic 
materials, which is a function of a, {3, J and nv. 
By noting the temperature at which Cm(peak) occurs for each field we can determine the 
temperature dependence of a. Figure 14 shows the temperature dependence of a and the 
function -(a+ 1)( a- 1)[tanh-1(a)f when evaluated at Cm(peakJ in both ferromagnetic and 
antiferromagnetic cases using the approximate form (Eqn. 4.49). The value of the function 
-(a+ 1)( a- l)[tanh-\a)f in both cases changes by less than 5 % from 2 to 50 times the 
Curie-Weiss constant and saturates at high temperatures at a value of- 0.4392. 
4.41.1 Comparison of approximate form for c0! with rigorous calculation. 
To compare the results for T > T M from the rigorous calculation (Eqn. 4.32) with the 
approximate expression in Eqn. (4.48), both functions are used to calculate Cm as a function 
of temperature and applied field up to - 80 K and - 60 T. Figures 15 and 16 show the 
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results in the ferromagnetic case and Fig.' s 17 and 18 the corresponding results in the 
antiferromagnetic case. These figures show that the data calculated using the simplified 
function (Eqn. 4.49) in Fig.' s 15 and 17 is in good agreement with the data calculated using 
the full functional form for M(H, T) (Eqn. 4.32) in Fig.' s 16 and 18. The main discrepancy 
between the sets of data is the value of Cm(peak), which when calculated at each field using 
the approximate function is larger in both temperature and magnitude than the 
corresponding results of the rigorous calculation. The general trend in the magnitude of 
Cm(peak) however is to decrease in the ferromagnetic case and increase in the 
antiferromagnetic case as the applied field is increased. At high fields Cm(peak) reaches a 
saturation value (cmsat) in both Fig.'s 15 and 17 in agreement with the data in Fig.'s 16 and 
18. The value of Cmsat from the approximate function is- 12% larger in both ferromagnetic 
and antiferromagnetic cases than the value of Cmsat obtained from the rigorous calculations. 
When analysing experimental specific heat data we can take advantage of this saturation 
in the peak value of cm forT> T M· If T >> e, then the ratio f3 I (/3- 1) "" 1 and from Fig. 14 
the value of the function -(a + 1)( a - 1)[tanh-1(a)]2 evaluated at Cm(peak) also reaches a 
constant value. We can therefore make the substitution: 
forT>> e A=- [a+ 1][a -1][tanh -t a f3f3 (/3 -1) 
where A is a dimensionless number, and so we can write: 
sat _ Ak 1 
C m(vol) - Bnv (1 + 1) 
In units of JK 1mole-1 Eqn. (4.51) becomes: 
(4.50) 
(4.51) 
(4.52) 
where p is the density and mmoi is the molar mass of the compound. For an ideal sample 
the density is related to the molar mass and the unit cell volume (Vcen). 
(4.53) 
where NA is Avagadro's number. Since nv = ncell I Vcell where ncell is the number of 
magnetic ions per unit cell we therefore have a very simple expression for the saturation 
value of Cm(peak) for temperatures far above the ordering temperature. 
sat A ncenRl 
c = 
m (1 + 1) 
94 
(4.54) 
""0 
Q) 
LL.. 
""0 
Q) 
c.. 
c.. 
<( 20 
8 !i Antiferromag~etic- o(J..l0 He,xJ I oTpea!t = 0.7264 
1!!1------j!lliiil FerromagnetiC- o()..l H ) I dT k = 0.7269 0 ext pea 
OLL~--~------~--~------~--~--~--~--~~--~------~--~ 
0 20 40 
Temperature (K) 
60 80 
Figure 19. Applied field as a function of temperature at Cm(peak) determined from 
the rigorous calculations (Fig.s 16 and 18) for both ferromagnetic and 
antiferromagnetic cases. 
where R = k8 NA = 8.3145 JK 1mole- 1 is the molar gas constant. A value of A= 1.286 can 
be determined from the data calculated using the approximate function in Fig.' s 15 and 17 
and a value of A= 1.1245 from the data calculated using the full functional form of M(H,1) 
in Fig.' s 16 and 18. These values are chosen such that the value of Cm sat is equal to the 
saturation value of Cm(peak) in the high temperature limit. The value of Cm(peak) in both 
ferromagnetic and antiferromagnetic cases is assumed to converge to Cmsar, although due to 
the computation time involved the rigorous calculations have only been checked up to 80 T. 
Further calculations have been completed using the full functional form of M(H,1) for 
the magnetic ions Ce3+ and Dy3+, rather than Gd3+. These ions were chosen because they 
have respectively the smallest and largest Bohr magneton values in the rare-earth series. 
The equivalent values of A determined from the data for Ce3+ and Dy3+ are 1.0279 and 
1.2035 respectively. We therefore chose the value of A = 1.1245 determined from the 
rigorous calculations for Gd3+ as an average value across the series. Using this value of A 
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m Eqn. (4.54) and the values of Cmsat from these further calculations, values of 1 are 
determined for Ce3+ and Dl+ as 2.46 and 4.97 respectively. The free ion values are 2.5 for 
Ce3+ and 7.5 for Dy3+ and so we conclude that this analysis becomes more inaccurate in the 
high 1 limit as the term 1 I (1 + 1) in Eqn. ( 4.54) approaches unity. 
The magnitude of the error involved in using Eqn. (4.54), with A = 1.1245, for 
temperatures where Cm(peakJ is not in the saturation region is determined from Fig.'s 16 and 
18. The data in these figures is analysed at T - 60 K, T - 12 K and T - 3 K, this 
corresponds to values of [3 = 40, 8 and 2 in the ferromagnetic case and [3 =- 66.5,- 13.3 and 
- 3.3 in the antiferromagnetic case. Using ncell = 1 and mmol = 989.402 gmole- 1 for 
GdMo6S8 we can use Eqn. (4.54) at the above values of [3 to estimate 1 from the values of 
Cm(peakl in Fig.'s 16 and 18. Conversely we can then use the correct value of 1 = 3.5 in Eqn. 
(4.54) to estimate values of Cm(peakl at the values of [3 specified above. From the 
ferromagnetic data in Fig. 16 the estimated values of 1 are respectively< 1 %, - 10% and-
50 % larger than the correct value. Conversely the estimated values of Cm(peakJ are 
respectively 0.6 %, 2 % and 8 % larger than the data in Fig. 16. Repeating these 
calculations for the antiferromagnetic data in Fig. 18, the estimated values of 1 are < 0.1 %, 
- 5 % and - 20 % smaller than the correct value and the estimates of Cm(peakl are< 0.1 %, -
1 %and- 5 %smaller than the data in Fig. 18. 
Using the fact that Cm(peak) saturates at high temperatures, we can derive an expression for 
the change in the temperature of Cm(peak) with field from the approximate form for M(H,T) 
(Eqn. 4.42). From Eqn. (4.47) we can note that: 
and 
C g1 (1 + 1~sllo = --=---'-----'--=--=-
M 
s 
a = tanh( CH ext J 
Ms(T-8) 
(4.55) 
(4.56) 
In the high temperature limit the value of a saturates (Fig. 14). We can therefore look at 
the field dependence of the temperature of Cm(peakJ in this limit. 
a(u H ) M _ 3k 
I""O ext = tanh -I (a )-5 "=' tanh I (a) B 
aT peak C g 1 (1 + 1~B (4.57) 
So in the high temperature limit this gives: 
a(JloH ext) A* 
arpeak gj(1+1) 
(4.58) 
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where A* = 5.335 using the approximate form for Cm. Using the data from the rigorous 
calculations in both ferromagnetic and antiferromagnetic cases (Fig.' s 16 and 18 
respectively) the temperature of Cm(peak) for each applied field is determined and the results 
are presented in Fig. 19. The data in both cases lie on a straight line for all temperatures 
allowing the gradient to be determined from a linear fit to the data and an average value of 
A*= 6.540 to be calculated. Values of A* of 6.234 and 7.414 can also be determined from 
rigorous calculations using respectively Ce3+ and Dy3+ ions instead of Gd3+ ions. We 
therefore chose A* = 6.540 from the rigorous calculations using Gd3+ ions, as an average 
value across the rare-earth series. Using A*= 6.540 in Eqn. (4.58) and values of a(jloHext I 
an determined from the data for the Ce3+ and Dy3+ ions, g1(J + 1) is calculated for these 
ions as 3.15 and 10.0 respectively. These values are in reasonable agreement with the free 
ion values of 3.0 (Ce3+) and 11.3 (D/+). 
Simply noting the temperature at which Cm(peak) occurs for different applied fields can 
therefore give an estimate for g1(J + 1) for the material. This approximation is independent 
of the fraction of the material that contributes to Cm and is therefore a useful tool for 
investigating mixed phase materials or magnetic impurity phases. 
4.5 Conclusions. 
The magnetic contribution to the specific heat capacity of a model GdMo6S8 system has 
been calculated as a function of both applied magnetic field and temperature in both the 
ferromagnetic and antiferromagnetic cases using an ordering temperature of 1.5 K. A mean 
field model has been used to develop the equations for the magnetisation since Chevrel 
phase materials that contain magnetic ions exhibit magnetic properties that are 
characteristic of this model. Thermodynamic arguments are used to calculate the ordering 
temperature, the zero field contribution to the specific heat and therefore the total magnetic 
contribution to the specific heat from the magnetisation. The calculations rely on computer 
software to numerically solve the equations for the magnetisation of the material. The 
resulting values of M(Hext.D can then be manipulated to give both the Gibbs free energy 
and the specific heat capacity. 
The calculated specific heat data in the ferromagnetic case are smooth functions of both 
applied field and temperature apart from a small window (- 0.03 K) close to the zero field 
ordering temperature. This window arises from the sharp change in the magnetisation close 
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to the ordering temperature in low fields and can be reduced even further by increasing the 
computation time. In the antiferromagnetic case the summation of the magnetisation of the 
two sublattices A and B lead to peaks in the total magnetisation that become discontinuities 
for GdMo6Ss at fields between 550 mT and 740 mT due to the finite number of temperature 
points used. The calculated specific heat capacity of GdMo6S8 where both the applied field 
is greater than 550 mT and the temperature is below OAT MAF is unreliable. The data for 
temperatures between OAT M AF and T M AF for all fields has to be smoothed. The resulting 
data however clearly show the change in the ordering temperature as a function of applied 
field up to 550 mT and the magnetic contribution to the specific heat capacity for all fields 
down to temperatures as low as OAT MAF. 
Finally an approximate function has been derived for Cm at temperatures above the zero 
field ordering temperature (T M) that has the same general temperature and field dependence 
as the rigorous calculations. Visible in the data calculated using both the approximate and 
rigorous functional forms is a peak in the specific heat (Cm(peak)) above T M for any applied 
field. This effect is due to competition between the alignment of the magnetic ions with the 
applied field and thermal disorder. The magnitude of Cm(peak) for T > T M increases with 
increasing applied field in the antiferromagnetic case and decreases with increasing applied 
field in the ferromagnetic case. At high fields in both ferromagnetic and antiferromagnetic 
cases the magnitude of Cm(peakl saturates and an expression for this saturation value (cmsat) is 
given in terms of the number of magnetic ions per unit cell and J: 
c'"t = 1.1245 nceuRl 
m (J +1) 
The value of the constant in this equation depends on the magnetic ion used in the 
calculations. The value of 1.1245 is therefore chosen as an average value across the rare-
earth series as determined from calculations with Ce3+, Gd3+ and Dy3+ ions. In the high J 
limit however the J I (J + 1) term approaches unity and the accuracy when using this 
equation is reduced. 
By comparing this expression to the results of the rigorous calculation, the accuracy of 
using the expression for Cmsat to determine the value of either J or Cm(peak) has been 
determined as better than 10% (J) or 2 % (cm(peakJ) at high temperatures ({3 > 10). At lower 
temperatures the deviation between approximate form and rigorous calculation increases, 
when f3- 2 the error reaches approximately 50 % in calculating J and approximately 10 % 
in calculating Cm(peak)· 
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A second expression has also been derived from the approximate form for M(H,T), that 
relates the change in temperature of Cm(peakl with applied field to the value of g1(J + 1) for 
the material: 
"d(J.l0H ext) 6.540 
arpeak - gl(J +1) 
The value of the constant in this equation is again chosen as an average value across the 
rare-earth series as determined from calculations using Ce3+, Gd3+ and Dy3+ ions. Using 
this value of the constant g1(J + 1) tends to be underestimated in the high J limit and 
overestimated in the low J limit. This simple expression is independent of the fraction of 
the material that contributes to Cm, relying only on the positions of the peaks in Cm and is 
therefore ideal for studying mixed phase samples or magnetic minority phases. 
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Chapter 5 =Measurement technique and experimental design. 
5.1 Introduction. 
Specific heat measurements give a bulk response from a sample. The measured 
response has contributions from all the constituent parts of the material and so is ideal to 
study phase changes. Measurements can be made at any temperature, in magnetic fields 
and for any type or size of material providing appropriate considerations are taken into 
account, both in the experimental system and the measurement technique. The specific 
heat probe in Durham was originally developed by S. Ali [293] using the heat pulse and a.c. 
methods to measure the specific heat of superconductors in high magnetic fields. 
Limitations on the absolute accuracy using this probe and a new magnet insert with a 
smaller bore size, prompted the construction of a new probe using the relaxation and long 
range methods to perform the measurements. 
Section 5.2 briefly outlines the heat pulse and a.c. techniques for specific heat 
measurement that were used in the original probe and provides examples of the data taken. 
In the new probe the relaxation method and long range pulse are used and the details of 
these techniques and the general principles of specific heat measurement are presented in 
section 5.3. The design and construction of the new probe is presented in 5.4, this takes 
into account sample size, the size limitations of the probe and the need for accurate 
temperature control. Calculations to determine the optimum working conditions for the 
probe are presented in section 5.5. The calibration and commissioning of the probe is 
detailed in section 5.6 using measurements on copper as a standard. The absolute accuracy 
of the data is established and the addenda contribution that has to be subtracted from all 
subsequent measurements is determined. The final operating procedure for the probe is 
outlined in section 5.7. This includes the mounting of the sample, the precooling 
conditions and the detailed running conditions for both relaxation and long range methods. 
The chapter is concluded in section 5.8. 
5.2 Preliminary specific heat measurements. 
The Durham specific heat probe was originally developed by S. Ali [293] using the heat 
pulse and a.c. non-adiabatic methods. Both techniques were run successively using the 
same sample and system to provide both accuracy (heat pulse) and sensitivity (a.c.). 
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5.2.1 Heat pulse method. 
The heat pulse method, origi nally developed by Bachmann in 1972 [294], consists of 
applyi ng a short heat pulse to the sample and then monitoring the temperature decay back 
to the original temperature. The decay curve is extrapolated back to give the maximum 
temperature ri se (117) that would have occurred in adiabat ic conditions. Using the 
definition in Eqn. (2.4), the heat capacity can then be determined: 
c = !1Q = / 2 RH!1t 
!1T !1T 
(5.1) 
where l is the pulse current (A) through the heater of resistance RH (Q) and !1t is the 
duration of the pulse (s). This method gives very accurate results provided that the 
characteristic time for the sample to thermally equilibrate is much smaller than the 
characteristic time for the heat leak away from the sample. 
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Figure 1. Heat capacity of four copper samples, mass 0.134g, 0.244g, 0.376g and 
0.518g as a function of temperature using the heat pulse method. 
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Figure 1 shows the measurements taken on four copper samples of different masses from 
10 K to 150 K from which the accuracy of the data were was determined as< 10% at 15 K 
and < 5 % at 150 K. 
5.2.2 A.c. method. 
The a.c. technique was developed by Sullivan and Seidel in 1968 [295] and is excellent 
for measuring very small changes in heat capacity. The technique uses a lock in amplifier 
to input an a.c. power at frequency f and then to detect the subsequent temperature 
oscillation at the second harmonic. The heat capacity is then given by 
C = J2 ( ~~ J /thm dRthm 
8rcf RH vmlS dT 
(5.2) 
where lthm and dRthmldT are the excitation current (A) and sensitivity (QK 1) of the 
thermometer respectively, Vin and RH are the r.m.s. input voltage (V) and resistance (Q) of 
the heater and Vrms is the measured a.c. voltage (V) across the thermometer. 
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Figure 2. Specific heat capacity divided by temperature, of SnMo6Ss as a function 
of temperature in applied magnetic fields up to 15 T. 
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Figure 2 shows measurements taken on a sample of SnMo6S8 in magnetic fields up to 15 
T. This technique gives superb resolution in the measurement of the heat capacity, 
however the absolute values differ from those of the heat pulse method by as much as 50 
%. The use of smaller samples than in previous measurements [293] has increased the 
resolution but decreased the accuracy of the data. 
5.2.3 Limitations of the original probe. 
The advantage of using these two techniques is the combination of both accuracy and 
sensitivity. These preliminary measurements however, show that scaling of the a.c. traces 
onto those of the heat pulse method produces data with excellent sensitivity but insufficient 
accuracy ( < 10 %) in the temperature range of interest. These techniques were therefore 
discarded and two different techniques employed. 
5.3 Principles of specific heat measurement. 
There are a number of established techniques to measure the specific heat of solids at 
low temperatures [296]. All of these techniques rely on the same measurement principle of 
applying heat energy into a sample and monitoring the temperature response. In order to 
make accurate measurements both the energy input and the subsequent temperature 
response needed to be precisely determined. Typically the heat energy is provided by joule 
heating of a resistance wire or a known semiconductor, thus requiring the resistance of the 
heater and the input current to be known. A thermometer 
Sample (T8 ) 
BACKGROUND 
(TB) 
Thermometer 
(CTh) 
Figure 3. Typical setup for non-adiabatic specific heat measurement. 
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with sufficient sensitivity in the temperature range of interest and known magnetic field 
dependence is then used to monitor the temperature response. 
Specific heat measurements require the sample to be isolated from the surroundings, 
typically by evacuating the sample chamber and minimising conduction paths to the sample 
[296]. This condition ensures that if the sample mass and the extra contributions to the 
measured heat capacity due to the system (addenda) are known, the specific heat of the 
material can be determined. Adiabatic methods of measuring the specific heat require total 
isolation from the surroundings but rely on heat switches to change the temperature of the 
sample and are less accurate for small samples. 
Non-adiabatic methods are better suited to small samples [297] and have a weak thermal 
link from an otherwise isolated sample to a background of fixed temperature, as shown in 
Fig. 3. The thermal link allows the temperature of the sample to be altered and is normally 
well characterised. The samples we have measured have small heat capacities due to their 
size and so non-adiabatic methods have been employed. 
In the previous section (5.2) the heat pulse and a.c. techniques were outlined. Efforts to 
improve the low temperature accuracy of the original probe using these two techniques 
were unsuccessful. Two other non-adiabatic methods, the relaxation technique and long 
range method, were therefore used to give the required accuracy and sensitivity. 
5.3.1 Relaxation method. 
The relaxation method is a variation of the heat pulse method [297]. The input power is 
incremented from a fixed value (PI) corresponding to steady state temperature (T1), to a 
higher value (?2). The subsequent temperature rise to a secondary steady state temperature 
(T2) is monitored giving a characteristic time constant that is a measure of the heat capacity 
of the sample. 
In the measurement, the sample has a thermometer and heater attached to the sample as 
indicated in Fig. 3 and a thermal link to a background of fixed temperature (Ts) provided 
typically by a liquid cryogen. The thermal links between the sample and heater and the 
sample and thermometer are assumed to have a thermal conductivity much greater than the 
thermal link between the sample and background. If this condition is met, the sample, 
thermometer and heater can be considered to be in thermal equilibrium during the entire 
measurement. 
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At the start of the measurement the sample is in thermal equilibrium with its 
surroundings. The input power (P1) required to keep the sample at temperature (TJ) is 
therefore equal to rate of heat loss to the surroundings (dQ/dt). 
therefore 
p = dQ 
I dt (5.3) 
(5.4) 
where /0 is the steady state current (A) through the heater, R1 is the resistance (Q) of the 
heater at temperature T1 and K, A and L are respectively the thermal conductivity (Wm- 1K 
1), cross sectional area (m2) and length (m) of the thermal link between the sample and the 
background. 
On incrementing the input power (i.e. for an up pulse) the system is no longer in thermal 
equilibrium and the temperature of the system rises until the rate of heat loss is once more 
equal to the input power (P2). From the definition of C ( C = !1Q I !1T as !1T -7 0), if the 
temperature difference (!1T21 = T2 - T1) between the final and initial temperatures is small, 
so that C does not vary appreciably over the temperature step we can make the 
approximation 
C = !1Q "" dQ = dQ I dt 
ur !1T21 dT dT I dt 
(5.5) 
and therefore C dT = dQ 
up dt dt (5.6) 
The rate of heat loss of the system (dQ/dt) in non-equilibrium conditions is determined 
by the difference between the input power and the heat leak down the thermal link. 
C dT = 1; R(T)- KA (T-T (T)) 
up dt - L B (5.7) 
where we use R(T) and T8 (T) since the resistance of the heater is temperature dependent 
and the temperature of the background may drift during the measurement. If we take the 
temperature dependencies of R(T) and T8 (T) to be approximately linear over a small 
temperature region then we can make the following substitutions: 
R(T)= R1 + !1T aR = R1 + (T -T1 )aR 
ar ar 
(5.8) 
aT aT 
TB(T)=TB +11T-8 =TB +(T-~)-8 
ar ar 
(5.9) 
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Using these expressions we can expand Eqn. (5.7) and define P 1 = I 12R1, p* = I/R" B = 
KA I L, D =I} aR I ar and E = ars I ar. 
dT • 
Cup dt = P + DT- DT; - BT + BT8 +BET- BET; (5.10) 
=> c dT =-(B-E-BE{ r-(p* -DT; +BTB -BET; IJ 
up dt l B-D- BE ) (5.11) 
We can then rearrange this equation and assuming that aR I ar and ars I ar are constant 
over the small temperature increment, we can integrate from T = T1 to T and from t = 0 to t. 
ln[T(B- D- BE)- (p*: DT1 + BT8 - BET,)]=- (B-D- BE) t (5_12) 
T,B- p - BTB c 
From Eqn. (5.4) we know that in steady state conditions P 1 = B (T1 - T8 ). Substituting 
this into the denominator in Eqn. (5.12) and rearranging we find the time dependence of the 
temperature of the sample. 
T(t)=(p* -DT1 +BT8 -BET1 J-( p* -~ Jexp[- (B-D-BE)tl (5_13) 
B-D-BE B-D-BE C 
up 
Defining the characteristic time constant of the exponential decay ( r~~s) as 
rsys = Cup = CupL[1 -(~)/ 2 aR _ aT8 ]-t 
up (B-D-BE) KA KA 2 aT aT (5.14) 
We can rewrite Eqn. (5.13) more simply. 
(5.15) 
The boundary conditions imply that when t -7 oo then T (t -7 =)-7 T2, 
(5.16) 
and similarly when t = 0, T (t = 0) = T1, 
sys sys 
r up ( • ) r up ( • ) T. =- P -DT. +BT. -BET. -- P -P. 
I c I B I c I 
up up 
(5.17) 
Substituting Eqn. (5.16) into (5.17) 
rsys 
T. = T - -".L (p* - P.) 
I 2 C I 
up 
(5.18) 
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and we can then determine the heat capacity of the sample from Eqn. (5.18). 
(p* _ P. \..sys (!2 _ 12 )R rsys c = I JL up _ 2 I I up 
up AT AT 
Ll 21 Ll 21 
(5.19) 
Performing the same calculation for a down pulse (i.e. P2 -7 PI and R2 -7 RI) and 
defining p** = II 2R2, we obtain the result: 
(p p** Lsys (12 /2 )R sys C = 2 - JL down = 2 - I 2 T down 
down AT /).T 
Ll 21 21 
(5.20) 
where rsys = Cdown = CdownL [ 1 +(~ \ 2 aR _ aT13 ]-I 
down (B+D-BE) KA KA) I aT aT (5.21) 
Since the heat capacity is independent of the measurement we have Cup = Cctown· 
However, experimental error in the determination of r~ys and R can produce different values 
of C from an up and down pulse over the same temperature increment and so at least one up 
and one down pulse need to be measured to give an average value of C. 
(/2 _ 12 \n rsys (!2 _ 12 \n sys (!2 _ 12) (R rsys + R rsys ) c = 2 I f\1 up + 2 1 f\2 T down = 2 I I up 2 down 
avg /).T21 /j.T21 /j.T21 2 
(5.22) 
So assuming that aR I aT and aT8 I aT are linear over a small temperature increment, the 
characteristic exponential rise or decay in temperature can be analysed to give both the time 
constant of the system to the background and the heat capacity of the system. 
Using the relaxation method an accuracy of better than 1% can be achieved for small 
samples. Optimised results are produced when the temperature step is small and the 
characteristic time constant for the sample to reach thermal equilibrium is much faster than 
the system time constant, defined in Eqn. (5.14). 
5.3.2 Long range method. 
This method was introduced by Forgan et al in 1980 [298] and provides a continuous 
measurement of the heat capacity in contrast to the relaxation method that produces discrete 
points. The method is similar to the small step relaxation method but a much larger 
temperature step, of 5 - 10 Kelvin, is used. The sample is held in thermal equilibrium at a 
temperature (TI) by an input power (PI). The input power is then reduced by a large 
amount to a secondary value (P2) and the corresponding temperature decay is measured. 
The heat capacity and thermal conductivity of the thermal link are no longer constant 
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during the measurement, so we consider a point in time during the temperature decay and 
construct the equation for the heat loss from the system. 
dQ =C(T)dT =- AK(T)(T-T (T))+I;R(T) 
dt dt L B - (5.23) 
In this situation the rate of heat loss down the thermal link is greater than the power 
input from the heater. Rearranging Eqn. (5.20) we have an equation for the temperature 
dependence of the heat capacity of the sample. 
(5.24) 
The ratio dtldT is determined from the measured temperature decay curve, the term 
h 2R(T) is determined by the equivalent resistance decay curve and the term (AK(T) I L)(T-
Ts(T)) is determined in thermal equilibrium from the input power (Eqn. (5.4)). During the 
small step relaxation method, the sample is in thermal equilibrium at the start of each 
measurement and so provides a calibration of the heat loss as a function of temperature. 
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Curve fitting this calibration curve then produces a continuous measure of the value of 
(AK(D I L)(T ~ T8 (D) or equivalently of P 1(D = h 2R(D. The advantage of this method is 
that the background temperature (T8 ) does not need to be determined and the ratio of AK(D 
I Lis accurately determined in situ providing the two methods are run successively. 
The long range method gives a continuous readout of the heat capacity and is therefore a 
very sensitive method for studying small or sudden changes in C. The accuracy of this 
method however, is dependent on the previously measured relaxation method and an 
appropriate CurVe fitting Of the point by point calibration for p 1 (D. 
5.3.3 Comparison between techniques. 
Figures 4 and 5 show a comparison between the long range pulse and the relaxation 
method. The data in Fig. 4 are taken on a sample of PbMo6S8 and show the 
superconducting transition at about 15 K, whereas the data in Fig. 5 show the magnetic 
transition of a sample of (Pb0.90Gd0.10)Mo6S8 at about 5.5 K. The accuracy of the relaxation 
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method at - 1 % is well documented, however the need for an accurately determined 
temperature step during the measurement limits the temperature resolution to about 100 
mK. Figures 4 and 5 show that the long range method has a better temperature resolution 
of about 10 mK but the magnitude of the specific heat values are accurate to only 20 %. 
The data taken using the long range pulse in Fig. 4 differ from the relaxation method in 
both the magnitude of the specific heat values and the temperature of the specific heat 
transition. We attribute this difference to an uncertainty in the term T8 (1) in the equation 
for the specific heat of the long range method. Changes in the background temperature 
during the course of the measurement are unlikely to be the same in both the dynamic (long 
range) and steady state (relaxation) regimes as assumed in the derivation of C for the long 
range method. Figure 5 however, shows long range data that are measured over a 
temperature range much closer to the background temperature and exhibit a much smaller 
temperature error compared to the relaxation data. This indicates that the change in the 
background temperature (T8 (7)) is much smaller at 5.5 K than that at temperatures above 
10 K and is similar to the steady state regime. 
Measurements taken using the long range pulse with different base temperatures, as 
shown in Fig,'s 4 and 5, produce data with slightly different values of both the heat 
capacity and the temperature of the prominent features. The difference in heat capacity is 
attributed to small changes in the background temperature from one pulse to another and 
the difference in temperature is attributed to the rate at which the temperature of the system 
is changing at that point. The temperature of the features in the long range pulse data in 
both Fig.'s 4 and 5, is closer to the data in the steady state measurement when the base 
temperature is higher and the temperature of the system is then not changing as rapidly. 
We suggest that the most accurate measurements are therefore taken with a base 
temperature that is as close as possible to the temperature region of interest. 
The long range method is therefore a useful technique for determining the temperature of 
magnetic or superconducting transitions but only over small temperature ranges close to the 
background. The temperature resolution of this technique is much better than the relaxation 
method, however the accuracy of the specific heat values is significantly worse. 
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5.4 Construction of a specific heat probe. 
This section describes the design and construction of a probe to measure the specific 
heat capacity of type II superconductors at low temperatures and in high magnetic fields. 
The high field magnet system at Durham is a 15 I 17 T superconducting magnet into which 
a variable temperature insert (VTI) is placed that allows temperatures from 1.6 K to 300 K 
to be reached. The VTI has a sealed sample space that contains either liquid or gaseous 4He 
under reduced pressure to control the temperature and an internal diameter of 12.65 mm in 
the magnet space. The specific heat measurements of superconducting materials are to be 
performed up to temperatures of 30 K. 
5.4.1 External circuitry. 
A schematic diagram of the external circuitry required to operate the system is shown in 
Fig. 6. All the electronic components of the system are computer controlled using the 
programming language ASYST. IEEE interfaces are used to connect the computer to each 
of the components except the VTI temperature controller that is connected using an RS232 
interface. The superconducting magnet is controlled by an OXFORD IPS 120-10 
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112 
programmable power supply and the VTI temperature is controlled by an OXFORD ITC-
502 temperature controller. The measurement simply consists of a Keithley 220 
programmable current source to input the thermometer/heater cunent and a Keithley 2000 
digital multimeter to read the voltage across the thermometer. 
5.4.2 Probe design. 
A schematic diagram of the specific heat probe is shown in Fig. 7. The lower part of the 
probe is encased by a thin walled stainless steel tube of outer diameter 11.13 mm, wall 
thickness 0.20 mm and length 322 mm. This is attached above the magnet space to a wider 
tube of outer diameter 19.05 mm, wall thickness 0.25 mm and length 1048 mm. The two 
tubes are hard soldered together producing a leak tight outer can that slides over the probe 
and is sealed to a vacuum fitting for the outer can at the top of the probe and a soft solder 
seal to the lower end. A single vacuum fitting for the VTI system is hard soldered on to the 
outside of this can and a valve at the top end of the probe can be connected to a vacuum 
pump and enables the internal pressure to be controlled. A third tube of outer diameter 3.18 
mm is used as the central support for the probe and is hard soldered to the top section that 
contains the valve for the vacuum pump and electrical 10-pin connectors. To minimize 
convection and radiation leaks down the length of the probe, chrome plated oxygen-free-
high-conductivity (OFHC) copper baffles are placed at regular intervals along the length of 
the central tube and super-insulation is wrapped in between them. Four chrome plated 
OFHC copper blocks are interspersed down the length of the central tube to act as heat 
sinks for the electrical wires. These electrical wires which are connected by soft solder 
joints at the top and bottom of the probe, provide a direct conduction path and are therefore 
the dominant source of heat leak down the probe. To minimize this heat leak thin (0.2 mm 
diameter) constantan wires are used rather than copper wires that have a much higher 
thermal conductivity. The wires are wrapped many times around each chrome plated 
OFHC copper heat sink to lower their temperature. 
The bottom end of the probe consists of the measurement system (sample and 
thermometer/heater) the background and a thermal link between the two. The background 
of the system needs to be stable at the external temperature set in the VTI. Two OFHC 
copper blocks surround the measurement space and are joined together by two stainless 
steel rods, hard soldered at either end, to provide strength. Both rods are then lined with a 
thick copper wire (1.5 mm diameter) that is also soldered at either end to thermally connect 
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the two copper blocks. Both rod and wire are wrapped in kapton insulating tape to prevent 
heat leaks if they come in contact with the electrical wires. The upper copper block is 
joined by grub screws to successive tufnol blocks to reduce conduction and additional 
OFHC copper blocks to act as heat sinks for the electrical wires. The OFHC copper block 
at the bottom of the probe has a tail that sticks out of the end of the probe and is then 
directly immersed in the liquid or gaseous cryogen. The lower end is vacuum sealed by a 
soft solder joint between two thin copper rings that are hard soldered onto the end of the 
outer can and onto a stainless steel block that is also hard soldered on to the tail piece. 
The constantan electrical wires from the upper part of the probe are joined to thin (0.071 
mm diameter) copper wires in the region where the outer diameter of the can is reduced. To 
ensure that the wires are thermally sunk to the background they are wrapped many times 
around each of the two OFHC copper blocks directly above the measurement space and 
then impregnated with a stycast epoxy. All the wires in the probe are twisted in pairs to 
minimize electrical pickup. 
The measurement system consists of a sample that is glued to two support wires on one 
side and then has the thermometer/heater chip glued to the opposite side. Thin constantan 
wires (0.071 mm diameter) of length 30 mm provide the electrical contact to the chip while 
maintaining high thermal resistance between the sample and background. These constantan 
wires are held in suspension by cotton wrapped around the stainless steel rods on either 
side. They connect the copper wires already epoxyed to the upper OFHC copper block to 
copper contacts that are joined by silver loaded epoxy to the chip surface. Two additional 
constantan wires (0.071 mm diameter) support the sample and are thermally sunk to the 
thick copper wires that line the stainless steel rods by stycast epoxy. The typical length of 
constantan wire between the edges of the sample and the background is about 2 mm, much 
smaller than the length of the thermal link provided by the electrical connections. Altering 
the length of the support wire between sample and background then determines the time 
constant of the measurement. 
5.4.3 Temperature control. 
The sample temperature is controlled by a double Cernox thermometer mounted on a 
single sapphire chip provided by Lake Shore Cryotronics. The chip has two semi-
conducting resistors deposited on its surface, one used as a heater and one as a 
thermometer. Alternatively just one side of the chip can be used, acting as both 
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thermometer and heater. Cernox resistors have a large temperature dependent resistance (-
900 Q at 4.2 K) and sensitivity (- 190 QK1 at 4.2 K) at low temperatures making them 
ideal for low temperature measurement. A standard four terminal resistance measurement 
is used to measure the resistance and therefore temperature of the chip and the self-heating 
of the chip is used as the heater for the measurement. The resistance of these Cernox 
thermometers is relatively field-independent, typical measurements show a temperature 
error of less than 20 mK in magnetic fields up to 15 T and for temperatures up to 30 K 
[299]. 
5.4.4 Sample size and mounting. 
The sample size depends on the heat capacity and thermal conductivity of the material to 
be measured. The largest size of sample that can fit in the available space is 6mm x 3mm x 
3.5mm. For high accuracy measurements the heat capacity of the addenda should be a 
small fraction of the sample to be measured. Larger samples are therefore preferred but the 
time constant of the measurement is then also longer. A reasonable compromise is that the 
heat capacity of the sample should be at least twice that of the addenda. 
To attach both the thermometer and the support wires to the sample General Electric 
(GE) varnish is used. This glue has excellent low temperature properties and cures at room 
temperature in about 3 hours. Unfortunately it has a specific heat capacity about 30 times 
larger than copper at low temperatures and so the amount of varnish used in each 
measurement must be consistent as it forms a significant part of the addenda. 
5.5 Calculations of thermal properties of the prolbe. 
When designing the specific heat probe, consideration has to be taken of the thermal 
properties of the materials to be used in construction. In sections where the heat leak or 
temperature stability is important then the relative thermal conductivity of the materials 
used has to be taken into account. Similarly when constructing the sample holder and 
surroundings of the measurement system, the heat capacity of the addenda should be a 
small fraction of the heat capacity of the sample. 
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Material Thermal Conductivity (Wm- 1K 1) 
4.2K 10 K 30K 
Copper 400-6000 900- 10500 1020-3000 
Cons tan tan 0.92 3.3 12 
GE Varnish 0.064 0.076 0.15 
Cotton/Nylon 0.011 0.032 0.25 
Stainless Steel 0.24 0.70 3.3 
Apiezon N grease 0.095 NIA NIA 
Sapphire 65- 130 500- 1400 4000- 10000 
Table 1. The thermal conductivity of various technological materials at 4.2 K, 10 K 
and 30 K from reference [300]. Where a range of values is indicated the material can 
come in a variety of forms each with a different thermal conductivity. 
Material Specific Heat Capacity (mJK1g- 1) 
4.2K 10 K 30K 77 K 
Copper (a) 0.101 0.873 26.5 190 
PbMo6Ss (b) 0.24 5.3 35 122 
Constantan (c) 1.12 (Ho) I 0.52 1.69 21.6 175 
GE Varnish (d) 3.17 24.4 160 500 
Apiezon N grease (e) 2.4 24 176 541 
Cotton/Nylon (f) 1.47 NIA NIA NIA 
Sapphire (g) -0.038 0.089 2.6 62.0 
Table 2. The specific heat capacity of various technological materials at 4.2 K, 10 
K, 30 K and 77 K, from (a) [301] and [302] (77 K), (b) [183] and [43] (77 K), (c) [303] 
(4.2 K) and [304], (d) [305], (e) [306], (f) [307], (g) [308]. 
Tables 1 and 2 provide an idea of the relative values of the thermal conductivity and 
specific heat of most of the materials used in the construction of the probe. Data for Tufnol 
was not available but it is known to be a poor thermal conductor and for PbMo6S8 a thermal 
conductivity similar to most ceramics is assumed of< 1 WK 1m- 1 up to 30 K. From the 
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above data predictions can be made of some of the operating parameters that are necessary 
to run the probe successfully, allowing further optimisation of the probe design. 
5.5.1 Internal time constants of the materials. 
High accuracy specific heat data can be achieved using the relaxation method providing 
the measured temperature rise I decay is representative of the whole sample. If the sample 
is too large or has a very poor thermal conductivity then the temperature in the region of the 
thermometer will not be the same as that on the opposing side of the sample where the 
thermal link to the background is positioned. This kind of distribution in temperature can 
introduce large errors into the measurement especially in the region of phase transitions. 
We consider a rectangular block of material with heat capacity c*cn, cross section A*, 
thickness L*, and thermal conductivity 1/ (D. If the heat input is on one side of the sample 
then the characteristic time ( r*) for the thermal energy to reach the opposite side and the 
sample to reach thermal equilibrium is given from standard thermodynamic texts: 
r* = c*(T)L* = c*(T)L* 2 p* 
K*(T)A* K*(T) (5.25) 
Material Density (gm-J) r* (internal time constant) (s) 
4.2K 10 K 30 K 
Copper 9.0 X lOb 1.4-20 x w-b 6.7 - 78- x w-) 7.1-21 x w-4 
Cons tan tan 8.9 X 10(.) 0.098 0.15 0.14 
PbMo6Ss 6.1 X lOb -0.01 -0.30 - 2.0 
Sapphire 4.0 X lOb 1.1-2.2 x w-J 2.3 - 6.4 x w-b 0.93 - 2.3 x w-) 
System time 
- - 6.0 -23 -36 
constant ( fYs) 
Table 3. Calculated internal time constants for copper, constantan, PbMo6Ss and 
sapphire from Eqn. (5.25). A length of 3 mm is used, a density as indicated in the 
table (values at room temperature [309]) and values of c(D and K(D from tables 1 and 
2. Also included are typical values of the system time constant ( fY5) from 
measurements on PbMo6Ss. 
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where c*(T) is the specific heat capacity of the material and p* is the density. The 
'internal time constant' ( r*) of a material at temperature T can therefore be calculated for a 
sample of given dimensions if the specific heat, thermal conductivity and density are 
known. 
Accurate measurements are obtained when all of the constituent parts of the system 
reach thermal equilibrium on a much faster time scale than the rate of heat loss during the 
measurement ( r'Y5). This means that the sample, support wires and chip should all have 
values of r* << r'Y5 • Typical values of fYs from measurements on PbMo6S8 are presented in 
table 3 and are much longer than the calculated values of r*, for each part of the system, 
that are also quoted in the table. Furthermore, we can then define conditions for fYs to 
obtain good measurement accuracy, i.e. fYs >> 0.01 sat 4.2 K, fYs >> 0.3 sat 10 K and fYs 
>> 2 sat 30 K. 
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Figure 8. Effective length calculated from Eqn. (5.26) as a function of temperature, 
from measurement of the heat capacity of a PbMo6Ss sample, using the relaxation 
method. 
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5.5.2 Time constants of the support wires. 
The two constantan support wires provide not only mechanical stability but also a means 
of controlling the thermal link to the background. With two wires lying across the sample 
we have four thermal links of identical cross section, thermal conductivity and virtually 
identical length. The electrical wires provide another four thermal links also of identical 
cross section and thermal conductivity to the support wires but of much greater length, - 30 
mm compared to - 2 mm for the support wires. Using Eqn. (5.14) we can calculate the 
effective length of the thermal link from the sample to the background for an 'up' pulse. 
L .. =K(T)A[T~~s(T)J [1_aT8 J[l-/ 2 aR(r(T)J ]-1 
ell C (T) aT 2 aT C(T) 
~ ~ ~ 
(5.26) 
The value of h2 and the ratio r~~s(T)/Cur(T) can be determined at each temperature T 
by the results from the relaxation method, aR I aT is calculated from the thermometer 
calibration, K(T) is taken from reference [300] and A= 4 x (n(0.035x10-3) 2) m2. The value 
of aTB I aT can not be calculated so we initially take it to be only a small correction and set 
aTB I aT"'" 0. 
Figure 8 shows the calculated values of Lerr using Eqn. (5.26) and ignoring the (1- aTB I 
aT) correction, where T~ys I C is determined from measurement of the heat capacity of a 
PbMo6S8 sample, using the relaxation method. It can be seen from the graph that the 
calculated effective length is only marginally longer than the measured length of the 
support wires, these results confirm that the term aTB I aT constitutes only a small 
cmTection and so can be neglected. The reason for a larger calculated value could be due to 
the fact that there will also be some heat leak down the longer electrical wires. The average 
length of the thermal link will therefore be a weighted average of both thermal links. Since 
the calculated length is in reasonable agreement with a direct measurement we can 
conclude that the constantan wires do provide the main source of heat leak from the sample. 
Other methods of heat transfer such as gas conduction or radiation leaks are not significant 
and we can therefore directly control the heat leak by the type and size of wires used. 
5.5.3 Negligible radiation effect. 
When the sample is at a temperature higher than the background thermal energy will 
escape from the sample by conduction, convection and radiation. Heat leaks by convection 
119 
------------------------~----
and radiation are very difficult to quantify and measure. Convection is minimised in the 
probe by evacuating the probe before cooling but heat transfer by radiation remains. For a 
sample in thermal equilibrium the heat leak due to radiation (Pract) can be calculated from 
the Stefan-Boltzmann law and similarly the heat leak by conduction (Pconct) from the input 
power. 
P,act = ecrA(T 4 - r;) 
pcond = / 2 RH 
(5.27) 
where e is the emissivity (0 $ e $ 1) and cr is Stefans constant (cr = 5.67x10·8 wm-2K 4). 
Typical values at 15 K are I= 1 mA, RH= 300 Q, A = 8x10·6 m2 and taking a maximum 
value fore as 1 gives Pract = 2.3x10·8 Wand Pcond = 3.0xl0·4 W. These results clearly show 
that any heat leak due to radiation is negligible compared to those by conduction. 
5.6 Probe calibration. 
Commissioning the probe requires the optimum working conditions of the probe to be 
established. The addenda contribution to the measured heat capacity must be measured as a 
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Figure 9. Percentage difference from r:~; and Cavg, of the individual measurements 
'l"up, 't"ctown and Cup, Cctown as a function of temperature, from the measurement of the heat 
capacity of a PbMo6S8 sample using the relaxation method. 
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function of temperature and the accuracy of measurements on the probe determined. 
5.6.1 Considerations for running relaxation method. 
When operating the probe with the relaxation method, the size of the temperature step 
used to determine the heat capacity should be a small fraction of the actual temperature. 
Very small changes of temperature however, lead to greater inaccuracies in determining the 
value of I:!.T. A temperature step of about IOOmK is used in the measurement, which up to 
30 K is < 2 % of the actual temperature. 
To reduce measurement errors, two increases and two decreases in temperature are 
monitored at each temperature and the characteristic time constant determined for each. 
Figure 9 shows the typical errors of using just up or down traces compared to an average 
value from a measurement on a sample of PbMo6S8. Measurement of either just up or just 
down traces introduces a systematic error in c(T) of up to± 0.5 %. Typical values of r;~; 
measured for a copper sample of mass 0.084 g, are 6.3 sat 4.2 K, 10.8 sat 10 K and 54.3 s 
at 30 K. The internal time constant of copper (section 5.5.4) 
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reaches a maximum value of r* = 2.1 x 10-4 s at 30 K and is still much faster than these 
measured values of fYs. This indicates that the sample reaches thermal equilibrium much 
faster than the heat leaks away and therefore the measurement procedure is accurate. 
The thermometer and heater are traditionally separate components of the system and the 
double Cernox resistor can be used in this mode. When reading the thermometer however, 
low excitation currents (s lOjlA) are required at the lowest temperatures to prevent self-
heating of the thermometer and the sample temperature rising. For a fixed excitation 
current through the Cernox resistor the sensitivity decreases as the temperature is increased 
due to the reduction in dR I dT at higher temperatures. To keep a large sensitivity the 
excitation current of the thermometer is therefore increased as we increase the measurement 
temperature. The self-heating of the thermometer can now be used as the system heater 
rather than using the second Cemox resistor on the chip as the system heater. 
Figure 10 shows the difference in sensitivity of two traces measuring the addenda at 26 
K using both sides of the chip compared to just one side. The difference in the measured 
heat capacity of the addenda when using just one resistor as both heater and thermometer, 
rather than separate heater and thermometer, is s 1.0 % throughout the range 5 to 24 K as 
measured using the relaxation technique. Above about 24 K the reduced sensitivity when 
using both sides of the chip produces much greater electrical noise and therefore less 
accurate data. 
When running the relaxation method over a temperature range the total time of the trace 
is dependent on the number of points taken. Measurements on copper samples between 5 K 
and 30 K, at every 0.5 K, when taking four traces to determine each point would typically 
take over 12 hours. To reduce the running time for use in the magnet system the number of 
traces at each point was reduced from four to two. Analysis of the data on copper samples 
shows that the difference between the calculated average time constant of just the first two 
traces compared to all four traces is s 0.6% throughout the range 5 to 30 K. 
5.6.2 Gas Pressure. 
Gas in the probe can play a vital role in determining the heat leak from the sample to the 
background. To prevent any thermal conduction through the gas the probe is pumped out at 
room temperature to a pressure of 10-1 mbar using a rotary pump and then pumped out with 
a diffusion pump to a pressure of 10-6 mbar. A pumping time of 1 hour on the diffusion 
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stack ensured that the gas had no significant effect on the measurement. The results in 
section (5.5.2) show that the system is operating in a regime where the main heat leak 
occurs down the constantan support wires. 
5.6.3 Calculation of addenda. 
To enable accurate specific heat measurements the system has to have a heat capacity 
(addenda) much smaller than the heat capacity of the sample to be measured. The heat 
capacity of the addenda has to be determined in the temperature region of interest so that it 
can be subtracted from future measurements, leaving just the heat capacity of the sample. 
Measurements of three copper samples of different masses and a direct measurement of the 
addenda (no sample) were made from 5 to 30 Kin a dewar of liquid helium. For each of 
the four sets of data the results of C as a function of T were fitted above 10 K to a 
polynomial of the form C = AT+ Br' + er + DT7 , where A, B, C and D are free 
parameters. Each resulting fit was used to determine the heat capacity of that sample at 
temperatures T > 10 K, for T < 10 K the raw data points provided sufficient accuracy. 
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At high temperatures (T > 15 K) for large samples, some of the measurements had a 
drifting sample temperature over the course of the measurement as shown in Fig. 9. 
Movement of the electrical wires against the surrounding struts and pressure variations in 
the dewar over the long measurement period are the most probable causes of these drifts. A 
parabolic fit to the base temperature as shown in Fig. 11, was used to correct for the 
temperature drift allowing exponential fits of the data. 
Figure 12 shows the heat capacity of the addenda and copper samples at various 
temperatures plotted as a function of mass, where the addenda corresponds to a mass of 
zero, i.e. no copper sample. For a fixed temperature a straight line through the points has a 
gradient which is equal to the specific heat capacity at that temperature and an intercept that 
is the heat capacity of the addenda. 
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temperature and a third order polynomial fit to the data. 
Figure 13 shows the calculated values of the addenda as a function of temperature from 
the data in Fig. 12. These calculated values of the addenda are used rather than the 
measured values since the error associated with a linear fit to four points is lower than the 
error due to a single measurement. In order to parameterise the data in Fig. 13, a least-
squares curve fitting procedure was used to fit a smooth curve through the points. 
Order of polynomial Coefficient 
0 -4.26274 x w-7 
1 -9.65424 x w-7 
2 +6.55382 x w-7 
3 -8.19420 x w-9 
Table 3. The coefficients of the third order ponynomian used to fit the addenda as a 
function of temperature according to the equation C = I,aiTi (.]"K-1). 
i 
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The best fit to the data taking into account a low temperature ( < 5 K) extrapolation 
towards T = 0 K, was achieved with a third order polynomial as shown in Fig. 13. The 
maximum deviation of this polynomial from the measured values of the addenda is 5 % at 6 
K and 12 K and 6.5 % at 28 K. Higher order polynomial fits gave no significant 
improvement. At temperatures below 5 K the extrapolation to values at 3 K produces an 
error estimated to be as high as 50 %. The actual error however in extrapolating to 3 K is 
of the order 1.5 ).lJK 1 and so compromises typically about 10% of the sample heat capacity 
for PbMo6S8 at these temperatures. 
5.6.4 Calibration of the probe. 
To determine the accuracy of measurements performed on this probe copper is used as a 
standard. The specific heat of copper has been measured by many authors and at low 
temperatures is given by the copper reference equation (CRE) determined by Osbourne et 
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Figure 14. Percentage deviation of the specific heat of copper measured by this 
author and others [310-313] from CRE as a function of temperature. 
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al [301]. The measured specific heat of copper is determined from the gradient of the 
straight line fits to the data in Fig. 12. 
Figure 14 shows the percentage deviation of the specific heat of copper measured by this 
author and by other authors [310-313] compared to the CRE. The data shows that we can 
measure the specific heat of copper from 9 to 26 K to an accuracy of better than 0.5 %, 
between 5 and 8 K to better than 1.1 % and between 27 and 30 K to better than 1.3 %. 
Using a Debye plot (C IT versus 'f-) we can extract a value for the Sommerfeld constant as 
y= 0.67 mJK2mole- 1 and for the Debye temperature 8o = 341.5 K. Values in the literature 
from measurements at very low temperatures give y"" 0.69 mJK2mole- 1 and 8o "" 344 K 
[28]. 
5. 7 Measurement procedure. 
Operation of the specific heat probe employs two techniques, the relaxation method and 
the long range method which are run successively. The relaxation method takes many 
hours and provides accurate point by point data. The long range method takes a few 
minutes to run and gives a very sensitive readout of the heat capacity over a limited 
temperature range. Combining both techniques gives an accurate, sensitive measure of the 
heat capacity of a sample. 
5.7.1 Sample mounting and probe preparation. 
The sample is shaped to a rectangular block of typical size 4 mm long, 3 mm wide and 
1.5 mm deep. Emery paper is used to smooth the surface of the sample and remove any 
oxidation layers, both top and bottom surfaces need to be smooth to provide a good 
intetface between the sample, chip and support wires. The sample is secured in place by 
applying a thin layer of GE varnish to the underside of the thermometer chip and then 
holding it tight against the sample using cotton thread. The support wires are positioned 
flush on the top surface of the sample and a few drops of GE varnish applied. The 
assembly is left for three hours at room temperature for the GE varnish to dry after which 
the cotton is removed. 
The GE varnish is prepared by diluting it in equal proportion with ethanol to make it less 
viscous. The mix of solvent and varnish is thoroughly shaken in a sealed glass jar for about 
twenty minutes and then a syringe is used to measure and apply the diluted varnish to the 
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surfaces. Once the GE varnish has dried the outer can is pulled over the probe and sealed at 
the top end using an o-ring and clamp and at the bottom and by a soft solder seal. The 
probe is then pumped out using a rotary and diffusion stack for 1 hour at room temperature. 
For measurements in a dewar the probe is slowly pre-cooled in liquid nitrogen to prevent 
thermal shock, for measurements in the VTI this is not necessary. Once the probe is in 
place the temperature of the VTI is set to 3 K and the probe left to completely cool down. 
This cooling process typically takes 3 hours in a dewar and 6 hours in the VTI due to the 
hard vacuum inside the probe. Running measurements before the probe has reached 
thermal equilibrium produces a background temperature that is unstable. 
5.7.2 Relaxation method measurement procedure. 
The Keithley programmable current supply is used to supply an excitation current 
through the thermometer that heats the chip and sets the initial temperature for that 
measurement. The current through the thermometer is then incremented and the resistance 
change of the thermometer monitored as the temperature of the sample increases. The 
excitation current is then changed back to its original value and the resistance change 
monitored once more to generate both an up and down trace for analysis. Once the final 
temperature change has been measured the excitation current is increased again to take the 
system to the next desired temperature where the process is repeated. 
Measurements at about eight or ten temperatures over the entire temperature region to be 
measured are initially done manually. The calculated time constants from these 
measurements are used to input either quadratic or linear temperature dependencies for the 
measurement speed over appropriate temperature regions. The whole trace is then run 
automatically by the computer, waiting a length of ten time constants before starting a 
measurement and taking two hundred readings over seven time constants for each up and 
each down trace. 
5.7.3 Long range technique measurement procedure. 
The long range method is run after the relaxation method. The appropriate currents 
needed to hold the chip at each temperature are determined from the data on the relaxation 
method. The sample is held at a temperature several Kelvin above the region of interest 
and then the current through the chip is manually changed to a value consistent with 
holding the sample temperature at several Kelvin below the region of interest. The 
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computer is then activated, taking as many readings as are desired at a maximum rate of 
about 50 ms per reading. Typically one thousand readings are taken over a temperature 
drop of about six to eight Kelvin providing a very accurate reading of dT I dt. The short 
time span of this measurement ( < 2 minutes) allows several traces to be taken generally at 
slightly different initial and final temperatures to allow errors to be checked. 
5. 7.4 Removing the probe. 
Once all the data has been collected a volume of dry helium gas from a bladder is 
inserted into the probe and the probe allowed to thermally re-equilibrate. The probe can 
then be removed with both the inner and outer sections, which are sealed at top and bottom, 
warming up at a similar rate. If the probe is removed still under hard vacuum the outer can 
expands stretching the (still cold) inner section. 
5.8 Conclusion. 
A probe has been developed to measure the specific heat of low temperature 
superconductors from 3 K to 30 K and in magnetic fields up to 15 T. Two measurement 
techniques have been used to measure the specific heat, the relaxation method for good 
accuracy and the long range method for good sensitivity. Measurements have been taken 
on copper samples to calibrate the heat capacity of the addenda (chip and varnish). The 
results have been compared to the literature and show that the accuracy of the relaxation 
measurement with this system is better than 1.3 % in the temperature range 5 K to 30 K 
with an absolute enor of 1.5 J.1lK 1 at 3 K. A third order polynomial fit has been applied to 
the calculated addenda values and this is then used as a subtraction from the measured heat 
capacity of a sample. 
The results taken by the long range method are transformed into heat capacity values 
using the data obtained from the relaxation method. The long range method produces a 
continuous reading of the heat capacity of the sample as a function of temperature, with a 
temperature resolution of about 10 mK. This technique therefore provides a significant 
improvement compared to the relaxation method in determining the temperature of phase 
transitions. The accuracy of the heat capacity values obtained by this method is about 20 % 
and at temperatures significantly above the background, uncertainties in the change in 
background temperature can produce enors in the recorded temperature. 
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Chapter 6. - Specific heat measurements on the series 
(Ph 1-xCu l.sx)Mo6Ss:. 
6.1 Introduction. 
Although PbMo6Ss has a superconducting transition temperature and upper critical field 
that make it an ideal candidate for high field applications, the critical current densities of 
this material are too low for industrial application. Improvements in material processing 
have led to a con·esponding increase in the le values that are close to the industry standard 
required [207] by improving the superconducting properties of the grain boundaries. 
Doping PbMo6S8 with small cations such as copper can lead to an improvement in the 
critical current density if these additional ions improve the carrier density at the grain 
boundaries. To investigate the effect of adding copper ions into the PbMo6S8 structure a 
series of (Pb1.xCUI.sx)Mo6S8 samples have therefore been fabricated with a range of values 
of x. A similar series of CuxPbMo6S8 has previously been fabricated by Sergent et al [191], 
where the copper ions were inserted as additional cations in the lattice rather than 
substituting for the lead ions as we have done here. The results of this series however were 
compromised by oxygen contamination during the fabrication process. 
In this chapter specific heat measurements on samples of the series (Pb 1 _xCu~.8x)Mo6S8 
are presented and compared to data from resistivity, susceptibility, magnetization and X-ray 
measurements taken by Dr. H 1 Niu [314, 315]. Due to the mixed composition of the 
starting material the fabrication process can produce samples that are not single phase. 
Specific heat measurements are ideally suited to studying the properties of mixed phase 
materials and can provide information about all the phases within the material. Analysis of 
the specific heat data is discussed therefore in terms of the phase composition of these 
samples and in comparison to results from other authors. Together with results from the 
resistivity and magnetisation measurements, the specific heat data is used to make estimates 
of various superconducting parameters using the BCS strong coupling theory and the 
GLAG theory. 
Sections 6.2 and 6.3 detail the fabrication and experimental procedure respectively. The 
data is presented in section 6.4 and the analysis and implications of these results are 
discussed in section 6.5. The chapter is concluded in section 6.6. 
130 
6.2 §ampie falbricatiomt. 
Six samples of the series (Pb,_xCUJ.8x)Mo6S8 with x = 0.00, 0.05, 0.10, 0.30, 0.50 and 
1.00, were fabricated using a solid state reaction procedure. Elemental powders, Pb 
(99.999%), Cu (99.999%), S (99.998%) and Mo (99.95%) were used and the molybdenum 
powder was reduced under Ar (98%) + H2 (2%) gas flow at 1000 oc for 4 hours to remove 
any oxygen. For each member of the series, 15 g of the starting powder was weighed out 
in the correct stoichiometric composition, cold pressed into pellets and then sealed inside a 
molybdenum crucible. Each sample was sintered in a tube furnace under an argon 
atmosphere using two heat treatments and a fixed temperature ramp rate of 60 °C I hr. In 
the first treatment the samples were held successively at 110 °C for 2 hrs, 130 oc for 4 hrs, 
400 oc for 2 hrs, 450 oc for 4 hrs, 700 oc for 5 hrs and finally 750 oc for 5 hours before 
being cooled to room temperature. The samples were then removed, ground for 40 
minutes, cold pressed and resealed in their molybdenum crucibles. The second sintering 
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Figure 1. c IT for (Pb1-xCUI.sx)Mo6S8 with x = 0.00, 0.05, 0.10, 0.30, 0.50 and 1.00 as 
a function of temperature, measured by the relaxation method. 
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held each sample at 750 oc for 4 hrs and then at 1000 oc for 40 hrs. Once cool the samples 
were ground into powder, wrapped in molybdenum foil and placed inside stainless steel 
tubes. The tubes were sealed at one end using tungsten inert gas and then the other end was 
sealed under vacuum, using a spot welder. Evacuating the tube prevented the fom1ation of 
slag by spot welding in air. The tubes were then HIP' ed at 2000 bar and 800 oc for 8 hrs. 
6.3 Experimental. 
Specific heat measurements were taken using the relaxation method on each member of 
the series. Samples were prepared of mass 0.056 g (x = 0.00), 0.048 g (x = 0.05), 0.074 g (x 
= 0.10), 0.049 g (x = 0.30), 0.050 g (x = 0.50) and 0.026 g (x = 1.00). The relaxation 
method was run twice for each sample up to 30 K at intervals of 0.25 K for T < Tc + 1.5 K 
and at intervals of 0.5 K for T > Tc + 1.5 K. The first trace was started at 4.4 K and the 
second trace from 4.5 K so that the data from the second run would lie interspersed 
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Figure 2. Debye plot (c I T versus r) for (Pbt-xCU1.sx)Mo6Ss with X = 0.00, 0.05, 
0.10, 0.30, 0.50 and 1.00, measured by the relaxation method. 
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between those of the first run. 
Additional resistivity, susceptibility and X-ray diffraction measurements have been 
performed on each member of the series in zero applied magnetic field and further 
resistivity measurements have also been performed on the x = 0.00, 0.30, 0.50 and 1.00 
samples in magnetic fields up to 15 T [314]. Vibrating sample magnetometry (VSM) 
measurements have been carried out on all of the samples from 4.2 K to Tc and in magnetic 
fields up to 12 T [315]. 
6.41 Results. 
Figures 1 and 2 present the specific heat data obtained using the relaxation method. 
Figure 1 presents the data as c I T versus T and Fig. 2 presents the results on a Debye plot. 
In each case the measured heat capacity results have the addenda subtracted from them 
using the polynomial expression in section 5.5.3 (table 3) and are then divided by the 
sample mass to give c(T) in JK1g-1• The results are converted into units of JK1g-atom-1 by 
multiplying the value in JK1g- 1 by the molecular mass of the unit cell for each compound 
-'";'" 2000 
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28 
Figure 3. X-ray diffraction patterns for (Pbt-xCtnt.sx)Mo6Ss with x = 0.00, 0.05, 0.10, 
0.30, 0.50 and 1.00. Data taken from H J Nhn [314, 315]. 
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and then dividing by the nominal number of atoms per unit cell. 
The data in Fig. 1 show clear specific heat jumps for the samples x = 0.00, 0.10, 0.50 and 
1.00, whereas the samples x = 0.05 and 0.30 have superconducting transitions that are less 
easily defined in the specific heat. The data from sample x = 0.50 shows two specific heat 
jumps at temperatures 12.86 K and 10.65 K, indicating two phase transitions, the 
corresponding resistivity and susceptibility traces however do not exhibit this feature. 
6.41.]_ X-ray diffraction. 
The X-ray diffraction results taken by Dr H J Niu are presented in Fig. 3. The patterns 
indicate that a small amount of Mo2S3 phase in the x = 0.50 and 1.00 compounds and a 
small amount of pure molybdenum in the x = 0.00, 0.05 and 0.30 compounds are the only 
secondary phases present. The two end compounds of the series, PbMo6Ss and Cut.sMo6Ss, 
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measurements. Data from H J Niu [315]. 
are predominantly single phase while the intermediate compounds all show PbMo6S8 peaks 
that are broadened. The x = 0.30 and 0.50 samples show a mixture of broadened PbMo6S8 
and broadened Cu1.8Mo6S8 phases with the proportion of the Cul.8Mo6Ss phase increasing 
commensurately with increasing copper content. 
6.4.2 Measurements in applied magnetic field. 
Resistivity and VSM measurements taken in magnetic fields up to 15 T have been 
analysed by Dr. H J Niu and the results are presented in Fig.'s 4 and 5. The temperature 
dependence of the upper critical field Bd7) presented in Fig. 4 has been determined from 
the midpoint of the resistivity transitions. Estimates of BcZ(O) from the resistivity data can 
be made using WHH-Maki theory: 
B. (0)= -0.693T (dBc2 (T)J 
c2 c dT 
T=T, 
(6.1) 
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Estimates for Bc2(0) using Eqn. (6.1) are 47.3 T for x = 0.00, 40.5 T for x = 0.30, 43.4 T 
for x = 0.50 and 13.4 T for x = 1.00. The extrapolated values of Bc2(0) for PbMo6S8 are 
lower than those of other authors that generally lie between 55 and 60 T [127, 183]. The 
estimated value for the Cu~, 8Mo6S8 sample however agrees well with pulse field data [139]. 
The analysis reveals that the slope dBc2(T)IdT of the mixed samples is similar to the 
PbMo6S8 sample, indicating that the reduction in Bc2(0) compared to the undoped sample is 
due to the drop in the transition temperature. 
Figure 5 shows the le values determined from VSM measurements at 4.2 K in magnetic 
fields up to 12 T. The data suggests that the lowest doped sample x = 0.05 has an improved 
critical current density at low fields compared to PbMo6S8. 
6.5 Discussion. 
Copper Tc(mid) Tc(onset) flTc c IT (mJK2g-atom- 1) !le I Tc PN 
Content (K) (K) (K) At Tc(onset) at 15 .1 K (mJK2g-atom-1) (JlQcm) 
X= 0.00 14.78 15.10 0.81 68.2 68.2 9.70 80 
X= 0.05 14.11 14.81 2.00 61.1 61.7 2.68 -
X= 0.10 11.83 12.85 2.20 50.1 58.0 3.67 -
X= 0.30 13.23 13.90 1.40 49.7 53.5 1.45 144 
12.86 13.40 1.01 38.6 2.67 
X= 0.50 43.6 550 
10.65 11.00 0.60 33.9 1.01 
X= 1.00 10.67 11.05 0.95 19.7 30.8 4.57 82 
Table 1. Tc(micth Tc(onseth !lTc, c I Tat Tc(onset) and 15.1 K, !le I Tc and PN for the series 
(Pbt-xCUI.sx)Mo6Ss with x = 0.00, 0.05, 0.10, 0.30, 0.50 and 1.00. 
6.5.1 Structural phase analysis. 
Analysis of the X-ray diffraction results [314] indicates that the x = 0.00 and x = 1.00 
samples are single phase PbMo6Ss and Cu1.sMo6Ss respectively. The broadened PbMo6Ss 
peaks in the diffraction pattern of the x = 0.05 and 0.10 samples indicate a distorted 
PbMo6S8 structure, suggesting that the copper ions have correctly substituted onto the lead 
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sites in the unit cell forming a PbMo6S8(Cu) phase. The x = 0.30 and x = 0.50 samples 
exhibit a mixture of distorted PbMo6S8 structure and distorted Cu~,8Mo6Ss structure 
suggesting that two phases are present, PbMo6S8(Cu) and Cu~,8Mo6Ss(Pb). The Cu1.sMo6Ss 
peaks occurring in the results of the x = 0.50 are larger than in the x = 0.30 sample and 
reveal a larger proportion of Cu1.8Mo6S8(Pb) phase in this sample. The two transitions 
visible in the specific heat data of the x = 0.50 sample are therefore assumed to be that of 
the PbMo6S8(Cu) and Cu1.8Mo6S8(Pb) phase within the material with the PbMo6S8(Cu) 
phase having the higher Tc. 
The x = 0.30 sample has a broad transition in the specific heat data that we have 
interpreted as a single jump but could be an amalgamation of two phase transitions in the 
material. Given the small proportion of the Cu1.8Mo6S8(Pb) phase in this sample it is more 
likely however that the corresponding specific heat jump is too small to distinguish and the 
broad transition is that of the PbMo6S8(Cu) phase. 
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Figure 6. c I T at 15.1 K as a function of the effective mass of the cation for the 
series (Pbt.xCUI.sx)Mo6Ss with x = 0.00, 0.05, 0.10, 0.30, 0.50 and 1.00. 
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6.5.2 Normal state specific heat. 
The values of c I Tat the onset of the specific heat jump for the x = 0.00 and x = 1.00 
samples are in agreement with data from other authors; 50-70 mJK2g-atom· 1 for PbMo6S8 
[29, 68, 127, 183] and 15 mJK2g-atom· 1 for Cut.8Mo6S8 [316]. Estimates of the size of the 
electronic contribution to the specific heat (y- 8 mJK2g-atom· 1 for PbMo6S8 [68] and - 4 
mJK2g-atom· 1 for Cut.8Mo6Ss [185]) are not large enough to account for the difference in c 
I Tc between the PbMo6S8 and Cut.8Mo6S8 compounds. The change in the normal state 
specific heat is therefore assumed to be due to a change in the phonon contribution (cL). As 
the copper content is increased through the series the normal state specific heat 
systematically decreases, indicating a corresponding drop in cL. The phonon spectra of 
PbMo6S8 and Cu2Mo6S8 [43, 186, 317] have been detem1ined from neutron scattering data 
and are dominated at low energies ( < 10 me V) by a peak attributed to the metal ion in the 
lattice. This peak occurs at a higher energy (- 8 me V) in the Cu2Mo6S8 compound than in 
the PbMo6S8 compound (- 5 me V) due to the lighter mass of the cation (207 .2 gm or 1 for 
Pb, 63.55 gmor1 for Cu) and thus at low temperatures more phonons will be excited in the 
PbMo6Ss structure. Figure 6 shows the value of c I T measured at 15.1 K as a function of 
the effective mass of the cation, where the temperature 15.1 K is used so that all of the 
samples are in the normal state. The data in Fig. 6 shows that the normal state specific heat 
drops as the effective cation mass is reduced and is consistent with the neutron scattering 
data. We can therefore conclude that the normal state specific heat drops systematically 
with increasing copper content due to a reduction in the effective mass of the cation and a 
corresponding drop in the phonon density of states. 
Common procedure for analysis of the lattice contribution requires the normal state data 
to be characterised using a Debye plot of c I T versus r. Figure 2 shows that the simple 
approximation used in this procedure, of CL = AT', is not applicable above Tc and higher 
order terms are needed. The full functional form of the Debye model is given by: 
(6.2) 
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Eqn. ( 6.2) for De bye temperatures of 150 K, 200 K and 300 K. 
Calculations of CL using this full functional form are presented in Fig. 7 with the data for 
the X = 0.00 sample. It is clear from Fig 7. that a single value of eo is not sufficient to 
represent the normal state data. More complicated analysis can be done using several 
values of eo as a simple approximation to the phonon spectrum [68, 318]. These methods 
rely on specific heat data at very low temperatures to characterise an initial value of eo, 
either in the superconducting state where the electronic contribution vanishes exponentially 
or from doped samples with a similar phonon density of states where the Tc is suppressed. 
Estimates of y and 80 and the corresponding subtraction of the lattice contribution can 
therefore not be achieved without either superconducting data at very low temperatures or 
normal state data (in large magnetic fields). 
6.5.3 Specific heat jump. 
Due to the width of the superconducting transitions, extrapolation of the data above and 
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below the jump region is used for each sample to determine the transition temperature and 
size of the specific heat jump (!1c!Tc). 
Figure 8 shows the analysis for the x = 0.00 sample. The data above and below the jump 
region are fitted to separate polynomials of the form c I T = a+ br + er + dfi where a, b, 
c and d are constants. The fitted curves are then extrapolated into the jump region and the 
difference between the measured data and the extrapolated curves is calculated. To define 
the temperature of the midpoint of the specific heat jump (Tc(mid)) an idealised transition is 
calculated that has the same entropy change, from normal to superconducting states, as the 
measured jump. Integrating the difference between the data and both of the extrapolated 
curves gives the entropy change (S = f (c(D In dD, as shown at the bottom of Fig. 8, and 
allows the temperature at which the integrated values are equal to be defined as Tc(mid)· 
Once Tc(mid) is defined, the size of the jump in the specific heat (!1c/Tc) of the idealised 
transition is determined from the extrapolated curves at Tc(mid)· The onset of the 
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superconducting transition (Tc(onset)) can be defined as the temperature at which the data 
deviates from the extrapolated curve above Tc by more than 1 %. The temperature of the 
completion of the jump can be similarly defined and the superconducting transition width 
11Tc can then be determined. Figure 9 shows the data for the sample x = 0.50, analysis is 
done at both specific heat anomalies (defined Tc 1 and Tc2) giving two values of Tc(midh 
The finite width of the measured specific heat jump is a characteristic of materials that 
contain a distribution of superconducting parameters due to defects, impurities or strain 
fields [110]. The sharpest specific heat transitions are obtained for the x = 0.00 and x = 
1.00 samples indicating that these are the most homogeneous samples. The widths of the 
specific heat transition in these samples of 11Tc < 1 K is in good agreement with specific 
heat data from other authors [127, 316]. The low doped compounds (x = 0.05 and 0.10) 
have much broader transitions indicating a range of compositions within the two samples. 
Substitution of the copper atoms onto the lead sites inevitably leads to a variation in 
stoichiometry within the material and is the most likely explanation for the larger transition 
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widths since these samples are still single phase. The x = 0.30 compound has a transition 
width that is smaller than the low doped compounds although the severely reduced jump 
height makes determination of the onset and completion of the jump extremely difficult. 
The x = 0.50 compound has two transitions both of which have a similar width to the parent 
compounds. The presence of two phases within this sample could promote a smaller 
distribution of superconducting parameters of each of the respective phases. 
The size of the specific heat jumps presented in table 1 show that the end compounds 
(PbMo6S8 and Cu1.8Mo6S8) have the largest values of f:..c!Tc, with the jump size for the 
PbMo6S8 compound being almost twice as large as that of the Cu1.8Mo6S8 sample. The 
intermediate compounds have broader superconducting transitions that render the 
determination of f:..c!Tc accurate to only about a factor of two, whereas for the PbMo6Ss and 
Cu1.8Mo6S8 compounds the corresponding accuracy is around 10 %. There is no evidence 
of a systematic variation in f:..c!Tc with copper content, Tc or f:..Tc. The size of the specific 
heat jump for the x = 0.00 sample, at 9.7 mJK2g-atom- 1 is similar to data from Alekseevskii 
et al of 10.7 mJK2g-atom- 1 [68] and from Corset al of 9.8 mJK2g-atom-1 [127]. Data from 
Fradin et al [29] and Meulen et al [183] give values of 14.3 mJK2g-atom-1 and 13.6 mJK 
2g-atom- 1 respectively that are significantly higher but there is no correlation evident 
between the jump height and the transition temperature for these samples. The differences 
in the values of f:..c!Tc and Tc for samples of PbMo6S8 with the same nominal composition 
suggest that sample fabrication plays an important role in determining both 
superconducting (Tc, f:..c!Tc) and normal state properties ( y). 
Comparison of f:..c!Tc for Cu 1.8Mo6S8 can be made with the data of Flukiger et al [316] 
for a sample of nominal composition Cu2.4Mo6S8. The specific heat data exhibits two 
specific heat jumps at around T = 10.9 K and 6.3 K and are identified as the 
superconducting transitions of the phases Cu1.8Mo6Ss and Cu3.2Mo6Ss respectively. 
Estimating the fraction of each phase in the sample gives an estimate of the size of the 
specific heat jump for a sample of single phase Cu1.8Mo6S8 of 4.4 mJK2g-atom- 1 and 1.9 
mJK2g-atom- 1 for a sample of single phase Cu3.2Mo6S8. The value of 4.57 mJK2g-atom- 1 
determined from the data presented here is therefore in good agreement with this estimate. 
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6.5.4 Determination of the §ommerfeldl constant (y). 
y 11c I Tc c I Tc 
WJn (K) Tc (K) (mJKz (mJK2 11c I tic (mJK2 
g-atom -1) g-atom- 1) g-atom- 1) 
PbMo6Ss (a) oo (w) 13.7 8.0 10.7 1.33 53 
PbMo6Ss (b) 181 13.3 7.0 14.3 2.05 59 
PbMo6Ss (c) - 14.5 - 9.8 - 72 
PbMo6Ss (d) 185 14.3 6.5 13.6 2.09 62 
oo (w) 6.78 (w) 1.43 (w) 
PbMo6Ss (e) 14.8 9.7 68 
183 (s) 4.62 (s) 2.10 (s) 
Cut.sMo6Ss (f) - 10.7 4.0 - - 11 
Cut.sMo6Ss (g) - 10.8 - 4.4 - 15 
oo (w) 3.20 (w) 1.43 (w) 
Cut.sMo6Ss (e) 10.7 4.57 19 
163 (s) 2.34 (s) 1.95 (s) 
Table 2. y, 11c I Tc, !l.c I YTc and c I Tc for PbMo6Ss taken from references (a) 
Alekseevskii [68] (b) Fradin [29] (c) Cors [127] (d) Meulen [183] (e) this author (0 
Alekseevskii [185] and (g) [316], values in bold type are either quoted in the reference 
or determined from the data presented in that reference. The values of Win are 
determined using the modified BCS relation (Eqn. 6.3) and the values of !l.c I YTc in the 
table. The estimates of y for the PbMo6Ss sample from this author are made using 
values of !l.c I YTc = 1.43 in the weak coupling regime (w) and 2.10 in the strong 
coupling regime (s), these values correspond to a value of Win = oo for the weak 
coupling limit and Win = 183 K in the strong coupling regime. Similarly estimates for y 
and !1c I "(/'c for the Cut.sMo6Ss sample from this author are made using Win= oo in the 
weak coupling limit and a value of Win = 163 K determined from tunnelling data of 
Poppe et al [319, 320] in the strong coupling regime. 
The modified BCS relation [321] for the ratio of the superconducting to normal state 
electronic contribution to the specific heat is given by: 
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(6.3) 
The ratio !1c I YI'c is equal to 1.43 in the weak coupling limit but has an additional 
correction factor that accounts for strong coupling and is characterised by the ratio Tc I 0Jt11 , 
where Wtn is a weighted average phonon frequency. Table 2 shows the range of values of 
various superconducting parameters that have been determined from specific heat data on 
PbMo6Ss and Cu1.8Mo6S8. Also included in table 2 are values of Wtn calculated for those 
samples where the ratio !1c I ifc can be determined. The results of Fradin et al and Meulen 
et al give a value for PbMo6S8 of the ratio !1c I ifc - 2.0, suggesting PbMo6S8 to be a strong 
coupling material in agreement with measurements on the size of the energy gap [319, 320, 
322]. 
Since the normal state specific heat is dominated by the phonon contribution (section 
6.5.1) and the values of c I Tc between the PbMo6S8 sample measured here and those from 
other authors are similar, we can conclude that the density of states and therefore the 
average weighted phonon frequency will also be similar. Under these assumptions the data 
of Cors et al and Fradin et al in table 1 for PbMo6S8 provide an estimate for the strong 
coupling ratio of !1c I ifc in Eqn. (6.3). Taking the weak and strong coupling regimes to 
have values of this ratio as 1.43 and 2.1 respectively and using the measured value of !1c I 
Tc we can estimate the value of yfor our PbMo6S8 sample to lie between 6.78 mJK2g-atom-
1 (weak coupling) and 4.62 mJK2g-atom- 1 (strong coupling). Both of these estimates of y 
lie significantly lower than the corresponding values in table 1 determined for equivalent 
samples with the same ratio of !1c I ifc· Since these estimates are lower regardless of the 
coupling strength we suggest that the size of the specific heat jump is principally 
determined through y by the electronic density of states at the Fermi level. 
Estimates for the value of yfor Cu1.8Mo6S8 cannot be made in the same manner, since 
there are no values available in the literature of both y and !1c I Tc for the same sample. 
Tunnelling data however allows the BCS ratio 2!1(0) I k8 Tc to be determined and compared 
to the modified BCS relation (Eqn. 6.4) for strong coupling superconductors [323]: 
(6.4) 
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A value of 2~(0) I k8 Tc = 3.9 has been determined for a Cul.8Mo6S8 sample with Tc = 
10.6 K [319, 320] that gives a value of the ratio Tc I Win= 0.065 from Eqn. (6.4) and a 
corresponding value for ~c I YTc = 1.95 using Eqn. (6.3). If this value is taken as an 
estimate for the strong coupling ratio in Eqn. (6.3) ycan be estimated to lie between 3.20 
mJK2g-atom· 1 (weak coupling) and 2.34 mJK2g-atom·1 (strong coupling). Similar to the 
PbMo6Ss sample the estimated value of y lies significantly lower than the data available 
(table 1). Since the normal state heat capacity of the Cu1.8Mo6S8 samples is in agreement 
with the data of Flukiger et al [316] the average phonon frequency and therefore the ratios 
Tc I Win and ~c I YTc will also be similar. The conclusion then follows as before that the 
value of y for the materials presented here are lower than those of Alekseevskii [ 185] due to 
a reduction in the density of states. Furthermore, since the estimated values of y for the 
Cul.8Mo6Ss sample are about 
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Figure 10. Tc(onset) and Tccmid) determined from specific heat (cp), resistivity (0.95 and 
0.50 {JN) and susceptibility (0.95 and 0.50 X') as a function of copper content (x) in the 
series (Pb1.xCUI.sx)Mo6S8• Secondary transitions in the specific heat of the x = 0.50 
sample are labelled Tc2· 
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half that of the PbMo6S8 sample, we conclude that the density of states is lower in 
Cu1.8Mo6Ss by about a factor two and this is the primary reason for the smaller specific heat 
jump of this sample. 
6.5.5 Transition temperature (Tc.h 
The transition temperatures of the Cu1.8Mo6S8 and PbMo6S8 compounds determined 
from the specific heat data are among the highest values reported for these compounds 
[127, 316]. The resistivity and susceptibility data on these samples can also be analysed to 
give an onset and midpoint of the superconducting transition, defined as 0.95 and 0.50 of 
the normal state resistivity or susceptibility. Figure 10 presents the onset and midpoints of 
the superconducting transition of each member of the series as determined by specific heat, 
resistivity and susceptibility measurements. The results show general agreement between 
all three techniques for the two end compounds PbMo6S8 and Cu1.sMo6S8, however 
discrepancies between the techniques are apparent for the intermediate compounds. The 
susceptibility measurement gives the lowest values of Tcconset) and Tc(mid) for all of the 
samples except the Cu1.8Mo6S8 compound. The resistivity and specific heat measurements 
give similar values of Tcconset) and Tccmid) and are both between 1 - 2 K higher than the 
susceptibility results for the intermediate compounds. Differences between the three 
techniques are expected due to the nature of the measurements. Detecting the 
superconducting transition by a susceptibility measurement requires a much larger 
proportion of the grain boundaries to be superconducting than a resistivity measurement 
and so generally produces a lower Tc. The specific heat is a bulk measurement however 
that does not rely on grain boundaries and is therefore able to measure the superconducting 
properties of all parts of the sample. 
As the copper content is increased all three measurement techniques show a drop in both 
Tcconset) and Tc(mid) from the highest value for x = 0.00 to the lowest value for x = 1.00 and a 
transition temperature for the x = 0.10 sample that is lower than the other intermediate 
samples. Apart from the x = 0.10 sample, the specific heat results show a general decrease 
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Figure 11. Tc(onset) and Tc(midl from specific heat measurements as a function of unit 
cell volume for the (Pbt-xCUt.Sx)Mo6Ss series, compared with results from Sergent 
[191] and Marezio [190]. 
in Tc with increasing copper content whereas the other techniques do not. The resistivity 
onset values give similar values for the x = 0.05, 0.30 and 0.50 samples and the 
susceptibility and resistivity midpoint give Tc(onset) and Tc(mid) values for the x = 0.50 sample 
higher than the x = 0.30 sample. The transition of the Cul.8Mo6S8(Pb) phase detected in the 
specific heat of the x = 0.50 sample has Tc(onset) and Tc(midl values equal to that of the x = 
1.00 sample, within the measurement error. 
Most of the Chevrel phases have superconducting properties that are sensitive to 
stoichiometry and the nature of the metal cation [172]. Substituting or inserting different 
cations into the unit cell alters the superconducting properties of the host material by 
changing the lattice dimensions and the charge transfer from the metal ion. Both of these 
effects can alter the superconducting density of states at the Fermi level and therefore the 
superconducting properties. Calculations from susceptibility and specific heat 
measurements indicate that the density of states of PbMo6S8 at the Fermi level is about 
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Figure 12. Tc(onset) and Tc(mid) from specific heat, resistivity and susceptibility 
measurements for the (Pb1.xCUt.Sx)Mo6S8 series as a function of c I a ratio for the 
PbMo6Ss phase and compared to results for PbMo6Ss by Selvam [162]. 
twice as large as that of Cu1.8Mo6S8 [172]. Substituting copper ions for lead ions in the unit 
cell systematically reduces the charge transfer from the metal ions to the Mo6S8 clusters. 
The corresponding variation in Tc is not systematic however suggesting that the change in 
lattice dimensions also has an influence on the density of states at the Fermi level. 
Variations in Tc of PbMo6S8 with different fabrication routes have been correlated with 
the ratio of c I a (the hexagonal lattice parameters) and with the volume of the unit cell, 
parameters both determined from X-ray data [162, 191]. The values of Tc(mid) determined 
from the specific heat measurements are presented in Fig. 11 as a function of the unit cell 
volume along with data from Sergent et al [191] on samples of PbMo6Ss fabricated by 
different routes and data from Marezio et al [190] on different Chevrel phases. The values 
of Tc(onsetl and Tc(mid) determined from all three measurements are plotted in Fig. 12 as a 
function of c I a ratio for the PbMo6S8 phase along with data from Selvam [162] on 
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different samples of PbMo6S8. The upper transition in the specific heat data for the x = 
0.50 sample is assumed to be the PbMo6S8(Cu) phase and plotted accordingly. 
The results in Fig. 11 show no correlation between the Tc and unit cell volume for the 
doped samples although the values of the unit cell volume for both PbMo6S8 and 
Cu1.8Mo6S8 samples are in good agreement with the data of Marezio and Sergent. The data 
in Fig. 12 however show a definite correlation between the Tc and c I a ratio of the 
PbMo6S8(Cu) phase and are also in good agreement with the data on PbMo6Ss from 
Selvam. The increase in the c I a ratio corresponds to the lattice becoming more cubic. 
There is less overlap between the superconducting Mo6S8 clusters in PbMo6S8 compared to 
cu~.sMo6Ss and therefore a higher density of states at the Fermi level. The low Tc of the X 
= 0.10 sample can therefore be explained from Fig. 12 due to its distorted lattice and low 
density of states. The data from the Cul.8Mo6Ss phases in both the x = 0.50 and x = 1.00 
samples do not agree with this hypothesis however, having equal values of Tc despite a 
change in the density of states (c I a= 1.065 for x = 0.50 and c I a= 1.068 for x = 1.00). 
Standard BCS theory gives Tc as a function of the electronic density of states at the 
Fermi level (N(EF)), a pairing potential (V) and an average Debye frequency (Wo) [10]: 
(6.5) 
If we take (Wo) = 200 K [29] then we can calculate a value for N(EF)V from the value of 
Tc for our PbMo6S8 sample. Since N(EF) oc Yv I (l+A) [110] where A is the electron-phonon 
coupling constant and Yv is the unit-volume Sommerfeld constant (JK2m-3), we can then 
determine the change in N(EF)V from a change in y. Using the value of y in the weak 
coupling regime from table 2 the Tc of Cu1.8Mo6Ss is then calculated as 1.09 K. 
Alien and Dynes [189] have determined a modified equation for Tc that takes into 
account strong coupling corrections: 
T = + f w,, ex [ -1. 04(1 +A) ] 
c JI 2 1.20 p A-f./ -0.62Af.l. (6.6) 
Frequently used approximations for the COITection factors f 1 and h and the coloumb 
potential// aref1 =h::::: 1, unless A>> 1, and ,u* = 0.1[83]. The electron-phonon coupling 
constant can be written as [ 188]: 
(6.7) 
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where A is a constant, (P) is an average of the electron-phonon interactions over the 
Fermi surface and M is the molar mass. Assuming that (P) remains constant and that we 
can replace (o}) by Ol)n2 [83], we can use the data so far obtained for PbMo6S8 in the strong 
coupling regime to calculate a value of A and determine the constant A(/2). Using the 
appropriate values for Cut.sMo6Ss of 01)11 , M and y in the strong coupling regime, the 
transition temperature of Cut.sMo6S8 is then calculated as 10.0 K. Repeating this 
calculation keeping 01) 11 and M constant but changing y gives a value for Tc of Cu~,8Mo6S8 as 
5.5 K. Similarly if y and M are kept constant but 01) 11 is allowed to change, Tc for 
Cu t.sMo6S 8 is calculated as 16.0 K and if 01) 11 and y are kept constant but M is changed, Tc 
for Cu~, 8Mo6S8 is calculated as 15.9 K. 
The conclusion from these calculations is that the reduction in y dominates the 
corresponding drop in Tc from PbMo6Ss to Cul.8Mo6S8. The correlation of Tc with the c I a 
ratio for the doped samples, as seen in Fig. 12, is then consistent with this dependence since 
y is proportional to the density of states at the Fermi level which in turn is affected by the 
lattice parameters. Within the weak coupling BCS theory the calculated change in y 
produces an estimate for the Tc of Cu~,8Mo6S8 that is an order of magnitude to low. Within 
the strong coupling theory however the change in y also produces a drop in the strength of 
the electron-phonon coupling (A) and the calculated Tc is then only a factor of two lower 
than the observed value. The reduction in the effective mass of the cation and the phonon 
frequency from PbMo6S8 to Cu~,8Mo6S8 both produce an increase in the electron-phonon 
coupling constant and a corresponding smaller increase in Tc as expected for a material 
with stronger electron-phonon coupling. Taken together the changes in y, 01)11 and M are all 
required within the strong-coupling theory to explain the observed change in Tc. 
6.5.6 Determination of kappa. 
Using the estimated values of y for both PbMo6S8 and Cut.8Mo6S8 samples, estimates of 
other superconducting parameters can be made using both modified BCS theory and GLAG 
theory [110]. The thermodynamic critical field at T = 0 K can be estimated in both the 
weak and strong coupling regimes from the ratio yr} I )loHc2(0) and the modified BCS 
relation [321]: 
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(6.9) 
In the strong coupling regime the ratio of Tc I Wtn can be determined from the ratio /'t.c I 
yTc (Eqn. 6.3) for PbMo6Ss and the ratio 2/'t.(O) I kBTc (Eqn. 6.4) for Cut.8Mo6Ss, as in 
section 6.5.4. In the weak coupling limit ~oHc(O) can be determined by setting Tc I Wtn 
equal to zero. Using values of Bc2(0) and dBc2 I dT determined from the resistivity data, 
estimates of K1(0) and K2(7) can also be made using the previously determined values of 
~oHc(O) and /'t.c I Tc and GLAG theory: 
K (T )= BelT) 
I J2Bc(T) 
(6.10) 
/'t.c (6.11) 
~oHc(O) (T) Bc2(0) (T) dBc2 I dT (TK 1) PN 
( Yv, Tc, Wtn) (0.5{JN) (0.5{JN) (~Qcm) 
Weak Strong 
PbMo6Ss 0.31 0.27 47.28 -4.66 80 
Cut.sMo6Ss 0.16 0.15 13.39 -1.73 82 
Table 3. Superconducting parameters calculated for both PbMo6Ss and 
Cut.8Mo6S8• The values of ~oHc(O) are calculated in both strong and weak coupling 
regimes from Eqn. (6.9) and data in table 2, {JN is determined from the resistivity data 
and Bc2(0) and dBc2 I dT are determined from the midpoints of the resistive transitions 
[314]. 
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K1 (0) Kz(Tc) Kz(Tc) 
(J.!oHc(O), Bcz(O)) (~c I Tc, dBddD (VSM) 
Weak Strong 
PbMo6Ss 107 122 93 139 
Cu1.sMo6Ss 58 65 48 68 
Table 4. Values of K1(0) and Kz(Tc) calcunated from various experimental data for 
both PbMo6Ss and Cut.8Mo6Ss where Kt(O) is determined in both strong and weak 
coupling regimes. K1(0) and Kz(Tc) are calculated from Eqn.'s (6.10) and (6.11) 
respectively using data from table 3 and values of ll.c I Tc from table 2. Values of 
K2(Tc) determined from magnetic (VSM) measurements are also included [315]. 
The results of the above calculations are presented in table 3 and table 4. The values of 
the thermodynamic critical field for PbMo6S8 are similar to values on previous samples 
[324] and also with the results from VSM data on these samples that gives JloHc(O) = 0.24 T 
for PbMo6Ss and 0.11 T for Cu~,sMo6Ss [315]. An increase in both y and Tc is therefore 
sufficient to explain the increase in J.!oHc(O) from Cu~,8Mo6Ss to PbMo6Ss. 
The estimates of kappa from the specific heat results and the data in tables 2 and 3 are in 
good agreement with the value of kappa determined from VSM measurements. The 
consistency of these values for kappa given the relatively large errors associated with the 
determination of y and the various assumptions made is taken as reasonable justification for 
the method of determining y. We have already determined that the reduction in y for 
Cu~, 8Mo6Ss compared to PbMo6S8 is responsible for both the drop in the size of the specific 
heat jump (section 6.5.4) and the drop in J.!oHc(O), however these changes would lead to a 
corresponding increase in kappa. The observed reductions in Bc2(0) and dBdD I dT would 
on their own produce values of kappa for Cu~,8Mo6S8 that are much lower than those 
determined here and so changes in both y and the upper critical field are necessary to 
explain this reduction in kappa. 
The Ginzburg-Landau parameter KoL is also given by the equation: 
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_ c d _ 342.34Tc (m' )4 6 v2 
KcL -K +K - ( )2 1 - +2.37x10 pNy S/Sr y5 2 me 
(6.12) 
where PN is the normal state resistivity, m* I m is the ratio of effective conduction mass 
to the electron mass and S I SF is the ratio of the actual to the free electron Fermi surface 
areas. Estimates of m* I m taken from reference [180] on thin film data are 9.6 and 8 for 
PbMo6Ss and Cu1.sMo6Ss respectively. The ratio of SI SF typically lies between 0.3 and 
0.6 and is taken here as 0.4 for both PbMo6S8 and Cu1.8Mo6S8 as in reference [203] page 
75. Using the values of y, Tc and PN in tables 2 and 3, KGL is then estimated as 77 and 117 
for PbMo6Ss and 90 and 151 for Cu .. 8Mo6Ss in the weak and strong coupling regimes 
respectively. The dirty limit contribution to KGL is larger for PbMo6Ss than for Cu1.8Mo6S8 
due to the increase in y, however If only constitutes about one third of the total (KGL) and 
so these materials must lie somewhere between the dirty and clean limits. The 
corresponding values of K are unreliable due to uncertainties in (m* I m) and (SI SF) and 
since K is the larger of the two contributions to KGL, the estimates of KGL are also uncertain. 
6.6 Co~rndusion. 
A series of high quality (Pb 1_xCul.8x)Mo6Ss samples have been fabricated with 
superconducting transition temperatures for the PbMo6S8 and Cul.8Mo6S8 samples among 
the highest ever reported. Specific heat measurements have been performed in zero field 
on all these samples and compared to complementary resistivity, susceptibility, 
magnetisation and X-ray diffraction measurements. At low levels of copper doping (x s 
0.10) the X-ray diffraction patterns show that these samples are single phase PbMo6S8 with 
a solid solution of copper. Higher doping levels produce a mixture of PbMo6S8 and 
Cu1.8Mo6Ss phases confirmed by the X-ray diffraction patterns and a double specific heat 
transition for the x = 0.50 sample. 
In-field resistivity data has been used to estimate the upper critical field for all of the 
samples and shows only a slight reduction in Bc2(0) with increasing copper content even for 
the samples with the highest copper content. The estimated values of Bc2(0) are 
significantly higher than the upper critical field of Nb3Sn for all of the samples except the 
Cu1.8Mo6S8 sample which is about three times smaller than that of PbMo6S8. Values of the 
critical current density calculated from VSM measurements show that at very low levels of 
copper doping (x = 0.05) the critical current density at low fields is higher than for 
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PbMo6S8. This indicates that improvement in the grain boundary properties of PbMo6S8 
may be possible by doping with small cations. 
The specific heat measurements have shown a systematic drop in the normal state 
specific heat as the copper content is increased through the series. This change in the 
specific heat is correlated with a reduction in the mass of the cation that leads to an increase 
in the characteristic phonon frequency of the cation and a lower phonon density of states at 
low temperatures. Substitution of lead ions for copper therefore leads to a systematic 
reduction in the lattice contribution to the specific heat at these temperatures. 
Estimates of y have been made for both PbMo6S8 and Cu1.8Mo6S8 from BCS theory in 
the weak coupling regime and modified BCS theory and complementary data from other 
authors in the strong coupling regime. These estimates reveal that the value of y for 
PbMo6S8 is about twice as large as that for Cu1.8Mo6S8 and indicate that the relative size of 
the specific heat jumps for the two compounds is determined by the relative size of y. 
As copper is substituted onto the lead ion sites the Tc of these samples drops in between 
that of the two end compounds (PbMo6S8 and Cu1.sMo6S8), this change can be correlated to 
a change in the lattice parameters and hence a corresponding change in the density of states 
and y. Weak coupling BCS theory is not sufficient however to explain the observed 
difference in Tc of the two end compounds based solely on a change in y. Using strong 
coupling BCS theory we can explain the observed change in Tc from PbMo6S8 to 
Cu1.8Mo6S8 using estimated values of WI,~> M and y in the strong coupling regime for both of 
these two compounds. The reduction in y with increasing copper content produces a 
reduction in the transition temperature that is partly offset by the effect of corresponding 
reductions in Win and M. 
Using the measured values of Tc and !:l.c I Tc, the estimated values of y and Win and values 
of PN and Bc2(0) from resistivity measurements, values of ~oHc(O), K 1(0) and K2(Tc) have all 
been determined. All of these calculated values are in good agreement with values of 
~oHc(O) and K2(Tc) determined from VSM measurements and previous data on PbMo6S8 
samples. The values of ~Hc(O), K1 (0) and K2(Tc) are about twice as large for PbMo6Ss as 
for Cu1.8Mo6S8 and these differences can be accounted for within the strong coupling BCS 
theory and GLAG theory. The changes in y are sufficient to account for the differences in 
~oHc(O) however changes in the upper critical field are also required to explain the values 
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of kappa determined for Cul.8Mo6S8. Estimates of KGL based on values of (m* I m) and (SI 
SF) from the literature are unreliable due to uncertainties in these two factors. 
The excellent agreement between parameters derived from specific heat data and 
separate estimates from magnetisation measurements provides justification for the method 
of estimating y and indicates the compatibility between the results of both BCS and GLAG 
theories. The need to use a modified BCS theory to explain the variation in Tc 
demonstrates that these compounds have a strong electron-phonon coupling mechanism. 
Finally through the strong coupling BCS theory and the GLAG theory we have shown that 
the drop in both the normal state specific heat (c IT) and the superconducting properties Tc, 
f..c I fl'c and ~oHc(O) can all be related to the change in the normal state properties y, WJn and 
M when replacing lead with copper. 
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Chapter 7 = Specific heat measurements on Chevrel phase 
superconductors doped with magnetic ions. 
7.1 Introduction. 
Of the vast range of Chevrel phase compounds that have been fabricated SnMo6Ss and 
PbMo6S8 have the highest values of Te and BcZ(O). These two compounds have therefore 
been extensively investigated in terms of their industrial potential and also to improve the 
understanding of this class of materials and of superconducting materials in general. 
Recent improvements in the fabrication of HIP' ed (Pb,Sn)Mo6S8 wires have produced 
values of le that are close to those required by industry for commercial applications [207]. 
Other methods of improving le have also been investigated and in particular the effect of 
doping with small cations such as copper to improve the carrier density at the grain 
boundaries or with magnetic ions to increase the number of flux pinning sites. 
Other research on Chevrel phase materials has concentrated on the properties of those 
compounds containing magnetic ions. Compounds of the form MMo6Ss and MMo6Ses 
where M is a rare-earth ion have been fabricated and the majority have values of Te below 5 
K for the sulphide series and below 9 K for the selenide series [150]. Many of these 
compounds also display a magnetically ordered phase that is generally antiferromagnetic 
and has an ordering temperature below 1.1 K. The coexistence of superconducting and 
antiferromagnetic states has been confirmed for most of the MMo6Ss phases at low 
temperatures [155, 284] and has led to many investigations into the nature of the ordered 
states in these materials and the effect of magnetic ordering on their superconducting 
properties. Pseudotemary systems have also been fabricated by substituting or inserting 
magnetic ions into the unit cell of non-magnetic Chevrel phases [149, 191, 200]. These 
'dilute' magnetic systems display many of the traits of the parent compound, such as high 
values of Bc2(0) and Te, as well as effects due to the magnetic ions, such as the 
compensation effect whereby the upper critical field is improved compared to the parent 
compound [200]. 
To investigate the effect of substituting magnetic ions into the SnMo6Ss and PbMo6Ss 
structures members of the series (Sn 1_xEux)Mo6S8 and members of the series (Pbt-
xMx)Mo6S8 where M = Eu and Gd have been fabricated. The magnetic ions Eu and Gd 
have been chosen because they both have the similar large values of the Bohr magneton 
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and so the effects of the magnetic ions can be easily seen. The europium ions are generally 
in the +2 state whereas the gadolinium ions are in the +3 state and so effects due to the 
different valence states can also be studied. 
In this chapter specific heat measurements on these samples taken by the author are 
presented alsng with data from resistivity, susceptibility, magnetisation, X-ray, EDX and 
TEM measurements taken by Dr. I J Daniel, Dr. D N Zheng, Dr. H J Niu, Dr. M Goringe 
and N A Morley [325-327]. Phase transitions within the material arising from structural, 
magnetic or superconducting ordering and the properties of mixed phase materials can all 
be detected using specific heat measurements. This is therefore an ideal method for 
studying the nature of these materials and investigating the effect of doping on the normal 
state, superconducting and magnetic properties. Analysis of the specific heat data is 
separated into superconducting and magnetic parts. The mean field model is used to 
discuss the effect of the magnetic ions and to model the magnetic contribution to the 
specific heat using the calculations detailed in chapter 4. Both the magnetic and 
superconducting contributions are then discussed in terms of the phase composition of these 
samples and in comparison to results from other authors. Together with results from the 
other measurements on these samples the specific heat data is used to make estimates of 
various superconducting parameters using the BCS strong coupling theory and the GLAG 
theory. 
Sections 7.2 and 7.3 detail the fabrication and experimental procedure respectively. The 
specific heat data is presented in section 7.4 along with a summary of the additional data 
taken on these samples. The analysis of the magnetic and superconducting contributions to 
the specific heat is detailed in section 7.5 and the implications of these results are discussed 
in section 7.6. The chapter is concluded in section 7.7. 
7.2 Sample fabrication. 
Samples of nominal composition (Sn 1_xEux)Mo6S8 with x = 0.00, 0.35 and 0.50, 
(Pbo.7sEuo.2s)Mo6Ss and (Pb,_xGdx)Mo6Ss with x = 0.00, 0.04, 0.10 and 0.30, were 
fabricated using solid state reaction procedures. Elemental high-purity powders were used 
in each case and the molybdenum powder for the (Pbo.7sEuo.2s)Mo6Ss sample was reduced 
under Ar (98%) + H2 (2%) gas t1ow at 900 oc for 4 hours to remove any oxygen. For each 
member 15 g of the starting powder was weighed out in the correct stoichiometric 
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composition and then sintered in a tube furnace under an argon atmosphere using one of 
three different heat treatments. 
The samples of composition (Sni-xEux)Mo6S8 were formed by initially reacting EuS and 
MoS2 separately in evacuated sealed quartz tubes at 420 oc for 10 hrs, 450 oc for 15 hrs 
and 650 oc for 8 hrs for EuS and 450 oc for 8 hrs and 650 oc for 10 hrs for MoS2, all with 
a ramp rate of 33 °C I hr. These precursors were then ground together for 40 mins, cold 
pressed into pellets, sealed in molybdenum crucibles and then reacted at 1150 oc for 45 hrs. 
Each sample was then removed once more, ground for 40 mins and reacted at 1450 oc for 7 
hrs for the x = 0.0 sample, 1450 °C for 8 hrs for the x = 0.50 sample and at 1350 oc for 0.5 
hrs and 1450 oc for 7.5 hrs for the x = 0.35 sample. The samples were finally ground, cold 
pressed, wrapped in molybdenum foil and sealed under vacuum in a stainless steel tube. 
The tubes were reacted in a HIP at 2000 bar and 800 oc for 2.75 hrs and a further 5.75 hrs 
at 800 oc while the pressure ramped linearly down to 1 bar. 
The (Pb0.75Eu0.25)Mo6S8 sample was sealed in a molybdenum crucible and then sintered 
at 80 °C for 3 hrs, 420 °C for 8 hrs and 650 °C for 10 hrs, all with a ramp rate of 33 °C I hr, 
then ramped at a rate of 100 oc I hr to 1000 oc and held for 10 hrs. The powder was then 
ground for 40 mins and reacted at llOO °C for 24 hrs and then again at 1150 °C for 24 hrs 
with intermediate grinding. As for the other samples the powder was then removed, 
ground, cold pressed, wrapped in molybdenum foil and sealed under vacuum in a stainless 
steel tube. The sample was then reacted in a HIP at 2000 bar and 800 oc for 8 hrs. 
Finally the samples of composition (Pb 1_xGdx)Mo6S8 were reacted at 450 oc m a 
evacuated sealed quartz tube for 4 hrs followed by a temperature ramp at 33 oc I hr to 650 
°C and then held for another 8 hrs. The samples were then ground for 1 hour, cold pressed 
into pellets, sealed in molybdenum crucibles and then reacted again at 1150 °C for 44 hrs 
and once more at 1500 oc for 6 hrs with intermediate grinding. These samples were finally 
ground, cold pressed, wrapped in molybdenum foil and sealed under vacuum in a stainless 
steel tube before being reacted in a HIP at 2000 bar and 900 oc for 6 hrs. 
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7.3 lE:xpeJrimentan. 
Specific heat measurements were taken using the relaxation method on each of the eight 
samples. Samples were prepared of mass 52 mg (SnMo6S8), 47 mg ((Sn0.65Euo.3s)Mo6S8) 
46 mg ((Sno.soEuo.so)Mo6Ss), 43 mg ((Pbo.7sEuo.2s)Mo6Ss), 57 mg (PbMo6Ss), 45 mg 
((Pbo.96Gdo.o4)Mo6Ss), 16 mg ((Pbo.9oGdo.w)Mo6Ss) and 59 mg ((Pbo.7oGdo.3o)Mo6Ss),. The 
relaxation method was run for each sample at intervals of 0.25 K for T < - 7 K, at intervals 
of 0.5 K from 7 K up to Tc - 3 K, at intervals of 0.25 K from Tc - 3 K up to Tc + 1.5 K and 
then at intervals of 1 K from Tc + 1.5 K up to 30 K. Specific heat data was also taken using 
the long range method for the (Pbo.9oGdo.w)Mo6Ss and (Pbo.7oGd0.3o)Mo6Ss samples, both of 
which exhibited large features in the specific heat at temperatures below 5.5 K. All of these 
measurements were completed in the high field magnet system at Durham at fields of 0, 3, 
6, 9, 12, and 15 T. 
X-ray diffraction measurements were carried out on all of the samples and transmission 
electron rnicroscopy (TEM) and energy dispersive X-ray spectroscopy (EDX) were 
performed on all of the samples except the (Pbo.75Eu0.25)Mo6Ss sample [326]. Resistivity 
measurements were performed in zero applied field for all of the samples except the 
(Pb0.04Gd0.96)Mo6S8 sample and further resistivity measurements were carried out in applied 
fields up to 15 T for the three samples in the (Sn 1_xEux)Mo6S8 series, the 
(Pbo.7sEuo.7s)Mo6Ss sample and (Pbo.7oGdo.3o)Mo6Ss sample [325-327]. Additional 
vibrating sample magnetometry measurements were performed on all but the 
(Pb0.75Eu0.25)Mo6S8 and (Pb0.96Gdo.o4)Mo6Ss samples at 4.2 K up to applied fields of 15 T 
and susceptibility measurements were performed on the (SnJ_xEux)Mo6Ss samples and the 
(Pbo.1sEuo.25)Mo6Ss sample [325, 327]. 
159 
80,-~--------------~------------------~----------------~ 
60 
-~ 
' 
E 
0 
-ctS 
I 
0) 
';! 40 
~ 0 T 
"""") CJ 
(i) 
E 0 0 3T 
I- [l [l 6T 
-
0 0 9T 
(.) 
• • 12 T 20 
t. 6 15 T 
0 --~--~--~--~--~--~--~--~--~~~~--~--~--~--~ 
0 10 20 30 
Temperature (K) 
Figure 1. c I T as a function of temperature and applied field for SnMo6Ss. 
60 
-
""":" 
E 
0 
~ 45 
I 
0) 
';! 
~ 
"""") 
E 30 0 0 9T 
-I- !I !I 6T 
-
• .. 12 T 
(.) t. 8 15 T 
15 0 0 3T 
• • OT 
oL_~--~--~--~--~--~--~--~--~--~~--~--~--~--~ 
0 10 20 30 
Temperature (K) 
Figure 2. c I T as a function of temperature and applied field for 
160 
60 
~ 
' E 
0 
+-' 
cu 
I 
0') 
~ 40 ~ 15 T J & " 
E A A 12 T 
1- 0 0 9T 
-
1!1 D 6 T 
(.) 0 0 3T 20 
• • OT 
0 --------------------~------------------~--~--~--~--~~ 
0 10 20 30 
Temperature (K) 
Figure 3. c I T as a function of temperature and applied field for 
.--. 
~ 
' E 60 
0 
..... 
cu 
I 
0') 
~ 12 T ~ ... A 
J 0 0 9T 
E {!, 
" 
15 T 
1- 30 • • 6T 
-
0 0 3T 
(.) 
• • OT 
0 ----------~--~--~--~--------------~--------------~--~ 30 0 10 20 
Temperature (K) 
Figure 4. c I T as a function of temperature and applied field for 
161 
-~ 60 
' E 
0 
--ro 
I 
0> 
~ 
~ 40 OT ...., 0 0 
E 
.._ 
0 0 3T 
1-
"' "' 
6T 
-
0 0 9T (.) 12 T 20 A A 
{!, 6 15 T 
Temperature (K) 
Figure 5. c I T as a function of temperature and applied field for PbMo6Ss. 
-~ 
' E 60 
0 
....... 
(1j 
I 
0'> e 0 OT 
~ 
~ 0 0 3T 
-:> 1!1 1!1 6T 
E 0 0 9T 
1-- 30 A A 12 T 
-
{!, 6 15 T (.) 
oL_~--~--~--~--~------~--~~--~--~--~--------~ 
0 10 20 30 
Temperature (K) 
Figure 6. c I T as a function of temperature and applied field for 
162 
60 
-,.-
0 
E 
0 
....... 
Cl:l 
I 
0> 
~ 40 
~ e e OT 
"""") 0 Q 3T E 
-
il il 6T 
1-- 0 0 9T 
- 12 T t) • • 
20 .::. l:. 15 T 
QL-~--~--~------~------~--~------~--~--~--~--~--
0 10 20 30 
Temperature (K) 
Figure 7. c I T as a function of temperature and applied field for 
60 
.--50 
0 
E 
0 
....... 
'? 40 
0> 
~ 15 T ~ 8 l:. 
"""") 30 • ... 12 T E 0 0 9 T 
1-- • • 6T 
-
0 El 3T 
t) 20 
• • OT 
10 
oL_~--~--~------~------~--~------~--~--~--~--~~ 
0 10 20 30 
Temperature (K) 
Figure 8. c I T as a function of temperature and applied field for 
163 
80 ,---~----~--~----~--~--------~--~----~-------------, 
60 
-
~ 
' E 
0 
+-' 
ctS 
I 
O'l 
~ 40 ~ 
-:I 0 
E 8 
1- b. 
-(,) G 
20 
'17 
L'o 
0 
0 ~--~----~--~----~--~----~--~----~--~--------~--~ 
0 200 400 600 
T2 (K2) 
Figure 9. c I T as a function of r in zero applied field for (Snl-xEUx)Mo6Ss with X = 
0.0, 0.35 and 0.50, (Pbo.7sEuo.zs)Mo6Ss and (Pbl-xGdx)Mo6Ss with x = 0.0, 0.04, 0.10 and 
(Pbo.7oGdo.3o)Mo6Ss. 
8 
-I-
-
"C 6 
Q) 
u.. 
"C 
Q) 
- 4 0.. 
••--• (Pb Gd )Mo S 
(pb o.9oG do.1o)M 6S8 liil Ill 0.70 0.30 °6 8 
0.. 
<( 
2 
4.0 4.5 5.0 5.5 
T (K) 
m 
Figure 10. Applied field as a function of magnetic ordering temperature for 
(Pbo.9oGdo.w)Mo6Ss and (Pbo.7oGdo.3o)Mo6Ss. 
164 
7.4 Results. 
Figures 1 to 8 present the specific heat data obtained using the relaxation method as c I T 
versus T for all of the eight samples in applied magnetic fields from 0 to 15 T. Figure 9 
presents the specific heat of all of the eight samples in zero applied field on a Debye plot (c 
I T versus f\ In each case the measured heat capacity results have the addenda subtracted 
from them using the polynomial expression in section 5.5.3 (table 3) and are then divided 
by the sample mass to give c(T) in JK1g-1. The results are converted into units of JK1g-
atom-1 by multiplying the value in JK1g-1 by the molecular mass of the unit cell for each 
compound and then dividing by the nominal number of atoms per unit cell (e.g. for 
PbMo6S8, 1 mJK 1g-1 = 1.0393 JK1mole-1 = (1.0393 I 15) JK1g-atom-1). 
Figure 10 shows the temperature of the sharp peak in the specific heat of the 
(Pbo.9oGdo.w)Mo6S8 and (Pbo.7oGdo.3o)Mo6S8 samples determined from the long range pulse. 
The noise on the long range pulse data for the (Pbo.7oGd030)Mo6S8 sample was 
approximately 20 times greater than that for the (Pbo.9oGd0.10)Mo6S8 sample and 
consequently the accuracy of the values of T m( B) determined for the (Pb0.70Gd0.30)Mo6S8 
sample is a factor four lower than for the (Pb0.90Gd0.10)Mo6S8 sample. Within the error of 
the measurement we can therefore take the values ofT m( B) for both samples to be the same 
and so in zero field Tm = 5.467 ± 0.012 K. 
Although 75 % of the specific heat data was fine, some minor corrections were required 
on the following sets: The data taken on the SnMo6S8 sample was compared to two 
subsequent, separate measurements in zero field on the same sample and found to be 
incorrect in both temperature and the magnitude of the specific heat. A short between the 
two current carrying leads of the thermometer I heater was taken to be responsible and so a 
percentage correction to the current through the thermometer I heater was included. The 
original data was then re-analysed and found to be in agreement in zero field with the 
results from the subsequent measurements; The data taken on the (Sno.6sEuo.3s)Mo6S8 
sample in both 12 T and 15 T applied fields was affected by large temperature drifts that 
made analysis of this data extremely inaccurate above 9 K and 13 K respectively; The 
normal state specific heat of the 3 T, 12 T and 15 T traces for the (Pbo.96Gdo.o4)Mo6S8 
sample were all offset by a constant amount from the normal state specific heat of the 0 T, 
6 T and 9 T traces and the time constant ( r~ys) in going from the 9 T trace to the subsequent 
3 T trace was approximately doubled. This was attributed to one of the support wires 
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having become detached from the sample (confirmed upon opening the probe) after the 9 T 
trace and so a 5 % reduction in the addenda was used to account for this. 
The specific heat results show a clear jump in the specific heat capacity of each sample 
in zero applied field, in the region between 9 K and 15 K, except for the 
(Pb0.70Gd0.30)Mo6S8 sample where no such transition is visible. In addition the 
(Pb0.90Gd0.10)Mo6Ss and (Pbo.7oGdo.3o)Mo6Ss samples show a sharp peak in the specific heat 
at about 5.5 K in zero applied field. All of the jumps in the specific heat occur at 
successively lower temperatures as the applied field is increased and for the low 
temperature jumps in the (Pbo.9oGdo.w)Mo6Ss and (Pbo.7oGdo.3o)Mo6Ss samples the position 
of the peak is lowered to a temperature below the base temperature of the measurement (-
3K) in fields above 9 T. 
In the samples with large levels of doping ((Sno.6sEuo.3s)Mo6Ss, (Sno.soEuo.so)Mo6Ss, 
(Pb0.75Eu0.75)Mo6S8 and (Pb0.70Gd030)Mo6S8), the normal state specific heat has a field 
dependent contribution. The superposition of this field dependent contribution and the 
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!Figure 11. X-ray diffraction patterns for (Snt-xEUx)Mo6§s with x = 0.00, 0.35 andl 
0.50 and for (lP'bo.7sEuo.zs)Mo6Ss. Data taken by H J Niu on a single set of samples. 
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Figure 12. X-ray diffraction patterns for (Pb1.xGdx)Mo6S8 with x = 0.00, 0.04, 0.10 
and 0.30. Data taken by H J Niu on a single set of samples. 
superconducting contribution makes analysis of the specific heat jump extremely difficult. 
Subtraction of this magnetic background is necessary therefore for accurate analysis. 
Comparison of the magnitude of the normal state specific heat Ccn) in zero applied field 
(Fig. 9) shows that there is considerable variation between the samples. The change in en of 
the samples in the (Sni-xEux)Mo6Ss series is non systematic with the values of en at 15 K of 
the x = 0.35 and 0.50 samples being respectively 23 % and 18 % lower than that of the x = 
0.00 sample. In the (Pb 1_xGdx)Mo6S8 series however there is a systematic reduction in the 
value of en as the level of doping is increased, the reduction is only about 5 % up to the x = 
0.10 sample whereas en of the x = 0.30 sample is about 30 % lower. The normal state 
specific heat of the (Pb0.75Euo.25)Mo6Ss sample lies in between that of the 
(Pbo.9oGdo.IO)Mo6Ss sample and the SnMo6Ss sample. 
7.4.1 X-ray diffraction. 
Figures 11 and 12 show the X-ray diffraction results taken by Dr H J Niu. The data 
shows the SnMo6Ss and (Sn0.65Euo.3s)Mo6Ss samples have a small amount of Mo2S 3 
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Figure 13. EDX micrograph of (Sno.6sEuo.Js)Mo6Ss sample. The darker regions are 
secondary phase Mo2S3. Data taken by M Goringe. 
Figure 14. EDX micrograph of (Sno.soEuo.so)Mo6Ss sample. The darker region is 
secondary phase Mo2S3. Data taken by M Goringe. 
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present, traces of Mo and traces of an unidentified phase that is probably EuS whereas the 
(Sno.soEuo.so)Mo6Ss and (Pbo.7sEuo.2s)Mo6Ss samples are single phase. The data also shows 
that the PbMo6Ss and (Pbo.96Gdo.o4)Mo6S8 samples are single phase whereas the 
(Pbo.9oGdo.IO)Mo6S8 and (Pbo.7oGdo.3o)Mo6S8 samples have small amounts of Mo2S3 present 
and traces of an unidentified phase that is probably Gd2S3. 
The lattice parameters have been determined for each sample and the unit cell volume 
calculated. For the (Sn 1.xEux)Mo6Ss series the samples have unit cell volumes of 832.9 A?, 
832.9 A3 and 833.8 A3, for x = 0.00, 0.35 and 0.50 respectively, the (Pb0.75Eu0.25)Mo6S8 
sample has a unit cell volume of 833.5 A3 and the (Pb 1.xGdx)Mo6S8 series have unit cell 
volumes of 841.9 A3, 839.8 A3, 839.8 A3 and 833.4 A3, for x = 0.00, 0.04, 0.10 and 0.30 
respectively. 
7.4.2 TEM and EDX measurements. 
The TEM measurements on the (Sn 1.xEux)Mo6Ss and (Pbt-xGdx)Mo6Ss series show that 
the samples are all greater than 90 % dense and that the grain boundaries are clean. Figures 
13 and 14 show the results from the EDX measurements on the (Sn0.65Eu035)Mo6Ss and 
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(Sno.soEuo.so)Mo6Ss samples. Data taken using a VSM by I .J Daniel [325]. 
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(Sno.soEuo.so)Mo6Ss samples respectively. The EDX measurements show mostly a uniform 
phase (light grey in Fig.' s 13 and 14) with a very small amount of secondary phase (darker 
colour in Fig.' s 13 and 14) in the (Sn0.50Eu0.50)Mo6S8 sample and a larger amount in the 
(Sno.65Euo.3s)Mo6S8 sample. The magnetic ions in each case are distributed uniformly 
throughout the majority phase but the compositional analysis shows no europium or tin in 
the dark secondary phase suggesting Mo2S3 present. For the samples in the series (Pb 1_ 
xGd1)Mo6Ss analysis of the EDX measurements on individual grains indicates that the vast 
majority of the grains have a gadolinium content at approximately the level of doping. 
7 .4.3 Resistivity, susceptibility and magnetization measurements. 
The resistivity and susceptibility results on the samples in the series (Snt-xEux)Mo6Ss 
both show sharp transitions for the undoped sample (f..Tc "" 0.5 K) and transitions for the 
(Sno.6sEuo.3s)Mo6S8 and (Sno.soEuo.so)Mo6Ss samples that are broadened, f..Tc "" 1.0 K and 
2.0 K respectively. Both resistivity and lossless susceptibility data for the 
(Sn0.50Euo.so)Mo6S8 sample show two distinct gradients during the superconducting 
transition indicative of two distinct superconducting transitions, the higher temperature 
transition associated with the grains and the lower with degraded properties of the grain 
boundaries. The resistivity and susceptibility data taken on the (Pb0.75Euo.2s)Mo6S8 show a 
broadened superconducting transition of width about f..Tc"" 0.5 K. The resistivity data form 
the (Pb0.70Gd0.30)Mo6S8 sample also show a broadened (f..Tc "" 1.5 K) superconducting 
transition at about 9.0 K (onset) that is not visible in the specific heat. 
Figure 15 shows the VSM measurements taken on the (Sno.6sEuo.3s)Mo6S8 and 
(Sn0.50Eu0.50)Mo6S8 samples. The data for these two samples, the (Pbo.9oGdo.w)Mo6S8 and 
(Pb0.70Gd0.30)Mo6S8 samples all show a superposition of a paramagnetic background and a 
superconducting hysteresis. The le values calculated from the VSM data show a systematic 
reduction with increased doping from 3.4 x 108 Am-2 (4.2 K, 0 T) for SnMo6S8 to 6.8 x 106 
Am-2 for the (Sn0.50Eu0.50)Mo6S8 sample and similarly from 1.8 x 108 Am-2 (4.2 K, 6 T) for 
the PbMo6S8 sample to 6 x 107 Am-2 for the (Pbo.9oGdo.w)Mo6S8 sample. 
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7.5 Ammllysns. 
Analysis is carried out on the specific heat data to determine the magnetic contribution 
to the total specific heat, this can then be subtracted to allow the superconducting and 
normal state specific heat to be analysed. 
7.5,]_ Ananysis of magnetic contribution. 
Sample ncell ncell TMAr (K) 
Cc m sat) (stoichiometry) 
(Sno.6sEuo.Js)Mo6Ss 0.37 0.35 0.35 
(Sno.soEuo.so)Mo6Ss 0.50 0.50 0.35 
(Pbo.7sEuo.2s)Mo6Ss - 0.25 -
(Pbo.7oGdo.3o)Mo6Ss I Gd2S3 0.24 0.30 0.82 I 5.467 
Table 1. Values of ncell determined from the approximate expression (Eqn. 7.1) with J 
= 3.5 and the value of Cmsat. The vanues of nv determined from the composition are also 
presented. The values of TMAF determined from the fitting of the cancunated data for 
the (Sno.6sEu0.35)Mo6Ss and (Sno.soEtn0.50)Mo6Ss samples and from the data for the 
sample of nominan composition (1Pb0.70Gdo.3o)Mo6Ss are included. 
In order to characterise the total magnetic contribution to the specific heat (cm) in terms 
of the mean field model, five free parameters need to be determined; S, J, L (quantum 
numbers), nv (number of magnetic ions per unit volume) and Tm (zero field ordering 
temperature). In chapter four however an approximate expression was derived for the 
saturation value of Cm(peak) (i.e. Cm531 ) above Tm (c.f. Fig.'s 15 - 18, Chapter 4) in terms of 
just the parameters J and l"lcell (number of magnetic ions per unit cell). When analysing the 
experimental data if a region above T M can be identified where the maximum value of the 
magnetic contribution to the specific heat is constant then we can make use of this 
approximate expression. 
Of the eight samples measured here only the strongly doped samples, 
(Sno.6sEuo.3s)Mo6Ss, (Sno.soEuo.so)Mo6Ss, (Pbo.zsEuo.?s)Mo6Ss and (Pbo.7oGdo.3o)Mo6Ss, show 
a magnetic contribution to the specific heat for temperatures above Tm (Fig.' s 1 - 8). The 
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(Pbo.96Gdo.o4)Mo6Ss sample shows no evidence of magnetic ordering or a paramagnetic 
contribution and although the (Pbo.9oGd0.10)Mo6Ss sample does have a peak associated with 
magnetic ordering, the magnitude of Cm for T > Tm is not large enough to analyse. The 
three samples doped with europium all show a magnetic contribution to the specific heat in-
field and an upturn in the zero field specific heat at temperatures below about 5 K. The 
magnetic ordering temperature in these samples however is below the base temperature of 
these measurements ( ~ 3 K). The nature of the magnetic ordering in the phases EuMo6S8 
and GdMo6S8 is known to be antiferromagnetic [150]. Since the low temperature peak in c 
associated with magnetic ordering of the (Pb0.90Gd0.10)Mo6S8 and (Pb0.70Gdo.3o)Mo6S8 
samples is suppressed with increasing applied field and the upturn in c of the europium 
doped samples is also suppressed in high fields, we therefore assume that these doped 
compounds are also antiferromagnetic. 
For each of these four samples that display a magnetic contribution for T > T rn AF the zero 
field specific heat is subtracted from the in-field data. The zero field specific heat however 
also has to be determined forT< Tc since the superconducting contribution of the europium 
doped samples and the presence of an upturn at low temperatures in the zero field data of 
all four samples cannot be modelled. The normal state specific heat (c11 ) of each sample has 
therefore been extrapolated by eye from Fig.'s 2, 3, 4 and 8, down to the lowest 
temperatures, subtracted from the in-field traces and replotted. 
For the europium doped samples there is no peak due to magnetic ordering visible in any 
of the specific heat data and so we conclude that T m AF < 3 K for these compounds. Figures 
16 and 17 show the magnetic and superconducting contributions to the specific heat for the 
(Sno.65Euo.3s)Mo6Ss and (Sno.soEuo.so)Mo6Ss samples respectively, with corresponding 
Tc(onset) values from the specific heat in zero field of 10.25 K and 10.08 K. Above these 
Tc(onset) values therefore the contributions to the specific heat in Fig.'s 16 and 17 are entirely 
magnetic in origin. The data in Fig. 16 for the (Sno.65Eu0.35)Mo6Ss sample shows a 
maximum value of Cm at about 12 K for the 9 T trace, the 12 T and 15 T data were 
compromised at temperatures above ~ 8 K by large temperature drifts and so analysis of 
these traces is less accurate. The data in Fig. 17 for the (Sno.soEuo.so)Mo6Ss sample show a 
much clearer peak in Cm for the 9 T and 12 T traces between 10 K and 15 K, the 15 T data 
however reaches a peak value of about 8% lower than the 9 T and 12 T. 
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In order to analyse the magnetic contribution of the (Sn0.65Eu0.35)Mo6Ss and 
(Sno.soEuo.so)Mo6Ss samples we assume that J = 3.5 (the free ion value) for both samples. 
Estimates for the number of magnetic ions per unit cell can then be made using: 
C~~~ = ARncen(-1-) J +I (7.1) 
where A = 1.1245. Values of ncell are estimated from the specific heat data as 0.37 and 
0.50 for the x = 0.35 and x = 0.50 samples respectively. These estimates are in excellent 
agreement with the stoichiometric values. Using these estimates of ncen and taking J = S = 
3.5 and L = 0 the magnetic contribution to the specific heat was calculated for both samples 
for a range of values of T m AF between 0 K and 3 K. An estimate for the actual value of 
T mAF for each sample was then determined by the best agreement between calculated and 
experimental data. 
Figures 18 and 19 show the results for the (Sno.6sEuo.3s)Mo6Ss and (Sno.soEuo.so)Mo6Ss 
samples, where the value of TmAF that gave the closest match to the experimental data was 
Tm AF = 0.35 K in both cases. Changing Tm AF by 0.25 K however produces a change in the 
magnitude of Cm of less than 5 % for T > Tc, hence the accuracy of the values of T m AF 
determined from this fitting are about ± 0.5 K. The values of nv used for the x = 0.35 and x 
= 0.50 samples were respectively 3 % higher and 3 % lower than the theoretical values. 
These values of nv were used to achieve the best match between calculation and data for the 
magnitude of Cm sat, since changing the value of T MAF by < 0.5 K has little effect on the 
calculated value of Cm(peakl but a much larger effect on the high temperature data beyond 
Cm(peak)· 
The calculations and experimental data are in very good agreement for both of these 
samples in fields up to 9 T. For the (Sno.6sEuo.35)Mo6S8 sample the calculated values lie 
generally within 15 % of the experimental data and for the (Sn0.5oEuo.so)Mo6Ss sample the 
calculated values lie generally within 5 %of the experimental data. The 12 T and 15 T data 
however do not agree as well, for the (Sno.6sEu0.35)Mo6Ss sample the 12 T and 15 T 
experimental data is compromised and for the (Sn0.5oEuo.so)Mo6Ss sample the experimental 
data is up to 10 % lower than the calculated data for T > 15 K. 
The calculated values of Cm as a function of temperature and applied field can then be 
subtracted from the total specific heat capacity to leave just the normal state and 
superconducting contributions to the specific heat. Figures 20 and 21 show the results of 
this subtraction for the (Sno.6sEuo.3s)Mo6Ss and (Sno.soEuo.so)Mo6Ss samples. Apart from 
176 
0.0025 
0 o 9 T 
6 6 12 T 
0.0020 6 {'; 15 T 
D------{J 6 T 
0 0 3 T 
o---------<J 0 T 
...-
"';- 0.0015 
Cl 
"';-
~ 
"""? 
-
c: 
u 0.0010 
u 
0.0005 
0 
0 5 10 15 20 
Temperature (K) 
Figure 22. c - en as a function of temperature and applied field for 
(Pbo.7sEuo.2s)Mo6Ss. 
0.0020 
0.0015 
E 0.0010 
u 
0.0005 
0 
0 5 
T = 0.001 K 
Tm = 0.5 K 
Tm = 3.0 K 
m 15 T 
.. -..:::........... --
- ---. 
-
--
--
---
............................. __ 
--
- 6 T 
---
--
3T 
10 15 20 
Temperature (K) 
Figure 23. c111 as a function of temperature and applied field for (Pbo.7sEuo.2s)Mo6Ss, 
calculated as in chapter 4 with J = S = 3.5, L = 0, gJ = 2.0, TmAF = 0.35 K and llv = 
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the low temperature upturn in the zero field data that cannot be accounted for without 
adding fluctuations into the mean field model, the resulting specific heat curves are now 
characteristic of a non-magnetic superconductor similar to the data for SnMo6Ss and 
PbMo6Ss (Fig.' s 1 and 5). 
The data in Fig. 22 for the (Pbo.7sEu0.25)Mo6S8 sample shows no maximum value in Cm 
for T > Tc since all of the field traces are still increasing in magnitude as they approach the 
superconducting transition temperature. Therefore in order to analyse the magnetic 
contribution of the (Pbo.75Euo.2s)Mo6S8 sample we assume that nv = 9.0 x 1026 m-3, the 
calculated value from the lattice parameters and we also assume an arbitrary ordering 
temperature of Tm AF ~ 1K. Using these values and J = S = 3.5 and L = 0 the free ion values, 
the magnetic contribution to the specific heat was calculated for this sample for a range of 
values of T111AF between 0 K and 3 K. Figure 23 shows the results for the 
(Pbo.7sEuo.2s)Mo6S8 sample for values of Tm AF = 0.001 K, 0.50 K and 3.0 K. Changing the 
value of Tm AF from 0.001 K to 3.0 K produces a change in the magnitude of Cm of up to 
about 40 %. The temperature dependence above Tc does not agree however with the 
experimental data for any values of T m AF in this range. The experimental data drops to zero 
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1.08 x 1027 m·3• 
at much lower temperatures than the calculated data and the experimental 12 T and 15 T 
data do not have a peak above Tc unlike the calculated curves. Since we cannot reproduce 
the temperature dependence of Cm above Tc and the presence of superconducting transitions 
in the specific heat prevent any more detailed analysis, we conclude that for this sample we 
are unable to model the magnetic contribution to the specific heat. 
The value of Tm AF for the (Pb0.70Gd0.30)Mo6Ss samples has been determined as 5.467 ± 
0.012 K from the long range pulse technique (section 7 .4.1 ). The data in Fig. 24 shows the 
magnetic and superconducting contributions to the specific heat for the (Pbo.7oGdo.3o)Mo6Ss 
sample. Since we know from the resistivity data that Tcconset) is about 9.0 Kin zero field the 
contribution to the specific heat above this temperature is entirely magnetic in origin. The 
data shows a maximum value for the 12 T and 15 T traces in a temperature region between 
about 12 K and 15 K. If we take this value of Cm to be the saturation value (cmsat) and 
assume that J = 3.5, the free ion value, then we can use Eqn. (7.1) to determine an estimate 
of ncell = 0.24 for the doping level in this sample. This value of ncell is 20 % smaller than 
the value determined from the composition. 
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Using the theoretical value of nv = 1.08 x 1027 m-3, with Tm AF = 5A67 K and using the 
free ion parameters J = S = 3.5 and L = 0, we can calculate the magnetisation and therefore 
the magnetic contribution to the specific heat capacity as detailed in chapter 4. Figure 25 
shows the results of those calculations. For T ~ Tm the calculations of Cm are significantly 
different from the data in Fig. 24. The peak in the zero field calculation is larger than any 
of those in an applied field, has a maximum value of 0.00587 JK 1 g- 1, and falls to half of the 
peak value at approximately 0.5TmAF. The experimental zero field result however has a 
maximum value of 0.00243 JK 1g-1, is smaller than the peaks in applied fields of 3 T and 6 
T and falls rapidly to half of the peak value at approximately 0.85T m AF. Furthermore in the 
calculations a field of approximately 2.7 T is sufficient to drive Tm(B) below T = 0 K (the 
calculations of Cm for fields > 2 T are very noisy at low temperatures and have been omitted 
for clarity), whereas the experimental results reveal a peak in Cm at temperatures above 3 K 
for fields as large as 9 T. For T > Tm the value of Cm(peak) (above T m) determined from these 
rigorous calculations is approximately 20 % larger than the experimental data. 
Recalculating the data for 0.80nv or alternatively for J = S = 3.5 I 2 is sufficient to match 
the value of Cm(peak) from the calculations with the value of Cm(peak) from the experimental 
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data. The data for 3 T and 6 T however which in Fig. 25 are lower than the experimental 
data become even lower still if the criteria 0.80nv or J = S = 3.5 I 2 are used. 
Specific heat measurements on GdMo6S8 show a sharp peak associated with magnetic 
ordering at about 0.82 K in zero field [182] and smaller peaks associated with impurity 
phases between 3 K and 5 K. On diluting a magnetic system one might expect the ordering 
temperature to be reduced however there is no evidence for a significant increase in the 
ordering temperature on changing GdMo6Ss to (Pbo.70Gd0.30)Mo6S8. These results suggest 
therefore that the peak at - 5.5 K in the (Pbo.7oGd0.30)Mo6S8 and (Pb0.90Gd0.10)Mo6S8 
samples is due to an impurity phase that is probably Gd2S3• These two samples are 
probably therefore a mixture of Gd2S3 phase ordering at- 5.5 K and (Pb 1_xGdx)Mo6S8 phase 
that orders at T ~ 0.82 K. 
The temperature dependence of the peak in the specific heat with applied field is 
determined in the rigorous calculation by the values of J and g1 only. Using the measured 
temperature dependence of the specific heat peak (Fig. 10) determined from the long-range 
pulse measurements a value of J = S = 0.32 is calculated. Once the values of J and g1 have 
been determined the height of the zero field peak is determined only by nv.· The peak in 
Fig. 24 at - 5.5 K is due to the secondary phase (Gd2S3) only in zero field and is therefore 
used to determine a value of nv = 0.9598 x 1027 m-3 for this phase. Taking T MAF = 5.467 K 
and the values of J and nv as above, the contribution to Cm from this secondary phase is then 
calculated. To determine the equivalent contribution from the majority (Pb 1_xGdx)Mo6S8 
phase we assume that T MAF = 0.82 K for this phase and that J = S = 3.5 and L = 0 the free 
ion values. The value of nv for this phase is then determined by the best fit of the 
summation of the contributions to Cm from both phases to the experimental data. The 
values of nv determined for both phases indicate that the Gd2S3 phase comprises by mass 
about 6 % of the material and the composition of majority phase is therefore 
(Pb0.7sGdo.2s)Mo6Ss. Figures 26, 27 and 28 show respectively the calculated contributions 
to Cm from the Gd2S3 phase, the (Pb0.75Gdo.2s)Mo6Ss phase and the total magnetic specific 
heat from both phases in comparison with the experimental results. 
The total calculated magnetic contribution to the specific heat capacity in Fig. 28 is in 
excellent agreement with the experimental data. The temperature and magnitude of the 
sharp peaks in Cm, in particular the magnitude of the 3 T and 6 T peak being larger than the 
zero field peak, and the general temperature dependence of Cm are in good agreement with 
the experimental data for all fields. The calculations below the ordering temperature are in 
182 
surprisingly good agreement with the data considering the simple model used and presented 
in Fig.' s 27 and 28 is the additional peak we expect in zero field at - 0.82 K due to the 
(Pbo.7sGdo 2s)Mo6Ss phase. The main discrepancies between the data and calculations occur 
in the region of the ordering temperature where temperature fluctuations and more complex 
exchange interactions need to be considered. The results of the modelling of Cm for all four 
samples are summarised in table 1. 
The data in Fig. 3 for the (Pbo.9oGd0 10)Mo6S8 sample shows similar characteristics to the 
(Pbo.7oGdo.3o)Mo6Ss sample in the low temperature region. The presence of specific heat 
peaks at the same temperatures as those in the specific heat of the (Pbo.7oGdo.3o)Mo6Ss 
sample indicate that there is some secondary phase Gd2S3 also present in this sample. 
Using the height of the zero field peak we can estimate the fraction of Gd2S3 in this sample 
to be about 0.6 % by mass. 
7 .5.2 Analysis of superconducting contribution. 
Sample Tc(onset) Tc(mid) !:lTc !le I Tc c IT PN 
(K) (K) (K) (mJK2g- (mJK2g-atom- 1) (jlQcm) 
atom- 1) At At 15.1 K 
Tc(onset) 
SnMo6Ss 13.26 12.8 1.2 9.48 45.9 50.1 177 
(Sno.6sEuo.3s)Mo6Ss 10.25 9.92 1.0 6.48 24.5 38.5 610 
(Sno.soEuo.so)Mo6Ss 10.08 9.55 1.25 6.04 25.6 41.3 3400 
(Pbo.7sEuo.2s)Mo6Ss 13.33 12.56 1.75 4.26 49.4 55.8 900 
PbMo6Ss 15.08 14.53 1.25 5.76 60.7 60.9 160 
(Pbo.96Gdo.o4)Mo6Ss 14.07 13.23 2.0 7.38 56.8 59.3 -
(Pbo.9oGdo.Io)Mo6Ss 14.46 13.69 1.6 8.5 56.8 58.4 420 
(Pbo.7oGdo.3o)Mo6Ss 9.2 8.0 1.8 - 22.4 41.7 670 
Table 2. Tc(onseth Tc(micth llTc, !le I Tc, c I T at Tc(onseth c I T at 15.1 K and {JN for all 
samples. The values of {JN and the values of Tc(onseth Tc(mid) and llTc for the 
(Pbo.7oGdo.3o)Mo6Ss sample are taken from the resistivity data taken by D N Zheng, I J 
Daniel and N A Morley, all other parameters are taken from the specific heat data. 
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The specific heat jumps of these samples are not infinitely sharp due to temperature 
fluctuations and inhomogeneities in the sample. For the purposes of analysis an idealised 
specific heat jump is therefore calculated for each sample, at each applied magnetic field 
such that the entropy change from superconducting to normal state is the same for the 
idealised transition as for the actual data. The process of fitting and extrapolating the data 
either side of the jump region and using these extrapolations to calculate an idealised 
transition is described in detail in section 6.5.3. The resulting transition occurs at a 
temperature that defines the mid-point of the specific heat transition (Tc(mictJ) and allows a 
value of the size of the specific heat jump (~c I Tc) to be determined at Tc(midl· The fitted 
curves above and below the transition allow values of the onset and width of the 
superconducting transition, Tc(onset) and ~Tc, to be determined by defining the temperatures 
at which the measured data deviates from the extrapolated curves by more than 1 %. 
For the undoped SnMo6Ss and PbMo6Ss samples and the lightly doped 
(Pbo.96Gdo.o4)Mo6Ss and (Pbo.9oGdo.IO)Mo6Ss samples there is no visible magnetic 
contribution to be taken into account in the region of Tc and so the analysis of the specific 
heat jump is performed on the raw data (Fig.'s 1, 5, 6 and 7). For the (Sno.65Eu0.35)Mo6Ss 
and (Sn0.50Eu0.50)Mo6S8 samples the magnetic contribution has been subtracted, as 
described in the previous section, and so the analysis of the specific heat jump is performed 
on the remaining data (c - c111) presented in Fig.'s 20 and 21. Accurate analysis of the 
specific heat jump in the raw data at 3 T (Fig.'s 2 and 3) is not possible for these two 
samples, after the subtraction however analysis can be performed to an accuracy of better 
then 20 %. 
The magnetic contribution of the (Pb0.75Euo.2s)Mo6Ss sample could not be subtracted and 
the analysis of the specific heat jump is carried out on the raw data. The size of the 
magnetic contribution in the region of Tc is much bigger for the (Sno.6sEuo.3s)Mo6Ss and 
(Sn0.50Eu0.50)Mo6Ss samples than for the (Pbo.7sEuo.2s)Mo6Ss sample and so the analysis of 
the specific heat jump is not significantly affected by the magnetic background of this 
sample. The (Pb0.70Gd0.30)Mo6S8 sample has no visible superconducting specific heat jump 
and so analysis of the superconducting transition is carried out using the corresponding 
resistivity data. 
Figure 29 shows as a typical example the analysis of the specific heat jump for the 
SnMo6S8 sample in fields of 3 T, 9 T and 15 T and Fig. 30 presents the values of ~c I Tc for 
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samples compounds with the corresponding data analysis from resistivity 
measurements (I J Daniel) [325]. 
all of the samples and for each applied field. The accuracy of the resulting values of !::.c I Tc 
is about 10 % in zero field, whereas for larger applied fields where the specific heat jump is 
much smaller then the accuracy of the estimated values of !::.c I Tc is reduced to about a 
factor 2. The accuracy of the values of Tc(onset) and Tc(mid) determined from this analysis 
ranges from 2 % for the sharpest specific heat transitions to about 5 % for the broader 
transitions. 
The results of the specific heat analysis from all of the samples in zero applied field are 
summarised in table 2. The results of a similar analysis from the resistivity of the 
(Pb0.70Gd0.30)Mo6Ss sample which does not have a visible superconducting specific heat 
jump and the values of the normal state resistivity for all of the samples are also included. 
The data in table 2 shows that by doping with rare-earth ions the transition temperature is 
suppressed, the normal state specific heat is reduced and the normal state resistivity is 
increased. These changes are not completely systematic but generally become larger as the 
doping level is increased. In the (Sn 1.xEux)Mo6S8 series !::.c I Tc drops systematically with 
increasing doping and the (Pbo.7sEuo.2s)Mo6Ss sample has a value of !::.c I Tc in zero field 
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Sample dBcz I dT (Tc) (TK 1) Bc2(0) (T) Kz (Tc) 
Cp(mid) PN(mid) Cp(mid) PN(mid) (~c I Tc, ( dBcz I dT)Tc) 
SnMo6Ss -3.9 -3.5 34.7 31.4 78 
(Sno.6sEuo.3s)Mo6Ss - 6.1 -4.7 41.6 32.2 147 
(Sno.soEuo.so)Mo6Ss -5.5 -3.8 36.5 22.6 139 
(Pbo. 1sEuo.2s )Mo6S s -5.0 -4.4 43.3 36.6 149 
PbMo6Ss -6.4 - 64.4 - 166 
(Pbo.96Gdo.o4)Mo6Ss - 8.9 - 81.6 - 204 
(Pbo.9oGdo.10)Mo6Ss -7.8 - 73.8 - 166 
(Pbo. 7oGdo.3o)Mo6Ss - -2.9 - 16.3 -
Table 3. dBcz I dT (Tc), Bcz(O) and Kz(Tc) calculated for all of the samples. Values of 
d.Bcz I dT (Tc) and Bcz(O) are determined from both the mid-point of the specific heat 
transition and the mid-point of the resistivity transition. The values of Kz(Tc) are 
determined from D.c I Tc in zero field and dBc2 I dT (Tc) from the specific heat analysis. 
lower than all of the other samples except the (Pbo.70Gdo.3o)Mo6Ss sample. In the (Pb,_ 
xGdx)Mo6S 8 series the size of the zero field specific heat jump increases with doping level 
up to x = 0.10 and then drops back to below the resolution of the measurements when x = 
0.30. 
Figures 31 and 32 show the temperature dependence of Bc2(T) as determined from the 
mid-point of the specific heat jump for the tin and lead compounds respectively, data from 
the resistivity measurements are also included where appropriate. Due to the very large 
values of Bc2(0) for these compounds only the values of BdT) and dBcz I dT forT>- 0.7Tc 
can be determined and therefore rigorous analysis of the data using WHH-Maki theory 
cannot be performed. The data in Fig.' s 31 and 3 2 is fitted instead to a second order 
polynomial and the value of dBdT) I dT calculated at each applied field value. Using the 
value of dBcZ(T) I dT as T ~ Tc and WHH-Maki theory a simple estimate of BcZ(O) for each 
sample can be made: 
B (0)= -0.693T ( dBc2 (r)J 
c2 c dT 
T=T, 
(7.2) 
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The values of dBdT) I dT and ~c I Tc at each field can also be used to determine the 
temperature dependence of K2 for each sample: 
~c (7.3) 
Figure 33 shows the values of K2 determined from Eqn. (7.3). The accuracy of these 
values is determined not only by the accuracy of the specific heat analysis (~c I Tc) but also 
by the fitting of the Bc2(T) as a function ofT data. A simple parabolic fitting was applied to 
the data in Fig.' s 31 and 32. The small number of points on each curve and the errors of up 
to 5 % in the values of Tc(midl leads to a similar error in the values of dBdT) I dT and errors 
in the estimates of Bc2(0) of up to 20 %. 
Table 3 summarises for each sample, the values of dBc2(T) I dT as T ---t Tc and Bc2(0) 
from both specific heat and resistivity measurements. The values of K2 at Tc determined 
using the values of dBc2(Tc) I dT and ~c I Tc from the specific heat analysis are also 
included. The data shows that the estimates of BdO) and K2(Tc) are larger for the doped 
samples in both the (Sn 1.xEux)Mo6S8 and (Pb1.xGdx)Mo6Ss series than for the parent 
compounds. The estimates of Bc2(0) and of K2(Tc) for the (Pb0.75Euo.2s)Mo6Ss sample are 
both lower than the PbMo6S8 sample, similarly the (Pbo.7oGdo.30)Mo6Ss sample has a much 
lower value of Bc2(0) than the other samples and a value of K2(Tc) that cannot be estimated 
from Eqn. (7 .3) since ~c I Tc is undetectable. The samples with the lowest level of doping 
in each series also have the maximum values of both Bc2(0) and K2(Tc). Similar estimates of 
dBc2(Tc) I dT and BdO) from the mid-point of the resistive transitions, for all the europium 
doped samples, follow the same trends as the results from the specific heat data. Figure 33 
shows a positive temperature dependence of K2 with decreasing temperature for all of the 
(Sn 1_xEUx)Mo6S8 samples and the (Pb0.75Euo.2s)Mo6Ss sample. The corresponding data for 
the (Pb 1_xGdx)Mo6S8 samples is inconclusive however with both negative and positive 
curvature. 
7.6 Discussion. 
7 .6.1 Structural phase analysis. 
The results from the X-ray measurements show that all of the fabricated samples are 
predominantly single phase with the largest amounts of secondary phase material occurring 
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in the SnMo6Ss, (Sno.6sEuo.3s)Mo6Ss, (Pbo.9oGdo.JO)Mo6Ss and (Pbo.7oGdo.3o)Mo6Ss samples. 
As the doping level is increased through both of the series (Sn 1_xEux)Mo6S8 and (Pb1_ 
xGdx)Mo6S 8 the peaks in the XRD pattern corresponding to the Chevrel phase broaden 
indicating a change in the lattice parameters of the unit cell, this is confirmed by analysis of 
the XRD patterns that shows in the (Pb 1_xGdx)Mo6S8 series the unit cell volume decreases 
as the doping level is increased. The specific heat analysis shows a single superconducting 
jump for all of the samples except (Pb0.7oGdo.3o)Mo6S8 and no evidence for the magnetic 
transition of EuS at about 16.5 K [16] in the specific heat of any of the europium doped 
samples. The estimates of the fraction of Gd2S3 in the (Pbo.7oGd0.30)Mo6Ss and 
(Pb0.90Gdo. 10)Mo6S8 samples from the specific heat analysis reveals that this secondary 
phase comprises at most 6 % of the mass of the samples. These results along with the 
uniform distribution of the magnetic ions observed in the EDX measurements, all indicate 
that the majority of the magnetic ions have been correctly substituted onto the metal lattice 
sites to form the corresponding SnMo6S8(Eu) and PbMo6S8(Gd) phases. 
7.6.2 Normal state specific heat. 
The data in Fig. 9 shows that the simple Debye approximation of en = yT + Af3 is not 
applicable to the normal state specific heat of these samples. Characterisation of the lattice 
contribution to the specific heat of these samples cannot therefore be carried out using a 
single Debye temperature, even if the full functional form of the Debye model is used 
(section 6.5.2). 
The magnitude of c I Tat the onset of the specific heat jump for both the SnMo6Ss and 
PbMo6S8 samples is in good agreement with data from other authors; 35-47 mJK2g-atom-
1 for SnMo6S8 [29, 328] and 50 - 70 mJK2g-atom-1 for PbMo6Ss [29, 68, 127, 183]. 
Although the difference in the value of c I Tat 15 K between the Sn and Pb compounds is 
relatively small (10 mJK2g-atom- 1), estimates of the electronic contribution to the specific 
heat (y- 5.5 mJK2g-atom-1 for SnMo6S8 [68] and - 8 mJK2g-atom- 1 for PbMo6Ss [328]) 
are not large enough to account for this difference. The change in the magnitude of the 
normal state specific heat is therefore assumed to be due to the phonon contribution (cL). 
The phonon spectra of both SnMo6Ss 
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Figure 34. c I T at 15.1 K as a function of effective cation mass for all of the 
samples in zero applied field. 
and PbMo6Ss have been determined from neutron scattering data [ 186, 317] and are 
dominated at low energies ( < 10 me V) by a peak attributed to an Einstein mode of the 
metal ion in the lattice. This peak occurs at about 5 me V for both compounds, however the 
magnitude of the peak is smaller for the SnMo6S8 compound than for the PbMo6S8 
compound and so at low temperatures cL will be smaller for SnMo6S8 than for PbMo6S8. 
As the magnetic ions are substituted onto the lead or tin lattice sites the normal state 
specific heat is reduced. In the (Sn 1-xEux)Mo6S8 series the (Sn0.65Eu0.35)Mo6S8 sample has a 
lower normal state specific heat than the (Sno.soEu0.50)Mo6Ss sample, whereas in the (Pb 1_ 
xMx)Mo6S8 samples (where M = Gd or Eu) there is a systematic reduction as xis increased. 
Figure 34 shows the value of c I T at 15.1 K for each sample in zero applied field as a 
function of effective cation mass, where the temperature 15.1 K is used so that all the 
samples are in the normal state. Apart from the SnMo6S8 and (Pb0.70Gdo.3o)Mo6S8 samples 
that are respectively higher and lower than expected a clear linear trend can be seen 
between the value of c I T and the effective cation mass of the samples. Neutron diffraction 
measurements on Cu2Mo6S8 show that the low energy peak associated with the Einstein 
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mode of the metal ion is at a higher energy (- 8 me V) than in PbMo6S8. We have therefore 
proposed (section 6.5.2) that the systematic reduction in the normal state specific heat of 
the series (Pbt-xCUJ.sx)Mo6S8 as more copper is added, is due to the increase in the average 
energy of this Einstein peak. Although no similar neutron diffraction studies have been 
carried out on either EuMo6Ss or GdMo6S8 the general correlation observed in Fig. 34 
supports the hypothesis that a larger cation mass has a corresponding lower energy Einstein 
mode and therefore a larger heat capacity at low temperatures. 
7.6.3 Specific heat jump. 
The size of the specific heat jump in zero field for the SnMo6S8 sample is in good 
agreement with data from other authors that are typically 7 - 10 mJK2g-atom· 1 [29, 328] 
and also has relatively small transition width, indicative of a good quality, homogeneous 
sample. The size of the specific heat jump in zero field for the PbMo6S8 sample (5.76 mJK 
2g-atom- 1) is approximately 50 o/o smaller than samples from other authors that are typically 
9 - 14 mJK2g-atom·1 [29, 127] and also the PbMo6S8 sample fabricated here in Durham as 
part of the series (Pb1.xCUI.sx)Mo6Ss (chapter 6). The Tc of this sample is as high as the best 
samples in the literature and the transition width of 1.25 K also indicates a good quality, 
homogeneous sample. 
For the (Sn 1_xEux)Mo6Ss series the width of the zero field transition remams 
approximately constant throughout the series indicating there is little variation in the 
homogeneity of the samples with doping, a surprising result considering the large doping 
levels involved. The doped samples (Pb1.xMx)Mo6S8 where M = Gd or Eu however, all 
have broader zero field transitions than the PbMo6S8 sample which indicates a range of 
compositions within the sample. Substitution of the rare-earth ions leads to a variation in 
stoichiometry within the material and is the most probable reason for the larger transition 
widths in the doped samples since the XRD measurements indicate that the samples are still 
predominantly single phase. 
In the (Sn 1.xEux)Mo6S8 series the value of !1c I Tc decreases with increasing doping level. 
Since the introduction of rare-earth ions leads to competition between the magnetic and 
superconducting ordering we would expect a smaller number of Cooper pairs to be present 
in the doped samples and therefore a smaller specific heat jump. For the (Pb 1_xMx)Mo6S8 
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Figure 35. (~c I Tc) I (~c I Tc(B = 0)) as a function of t2 for all eight samples. Also 
included is data on PbMo6Ss from Cors et al [127]. 
samples (where M = Gd or Eu) however ~c I Tc increases initially as the doping level is 
increased to a level of x = 0.10 and then drops considerably for the (Pbo.7sEuo.zs)Mo6Ss 
sample and is undetectable for the (Pb0.70Gdo.3o)Mo6Ss sample. This non-typical behaviour 
is compromised however by the PbMo6S8 sample, which as we have previously mentioned 
has a much smaller jump height than comparable PbMo6Ss samples. Compared to a more 
typical value for PbMo6S8 of 10 mJK2g-atom-1, the doped samples do have a lower jump 
height than the undoped sample (although not systematically) as expected due to the 
competition between magnetic and superconducting ordering. 
The temperature dependence of !::J.c I Tc has been modelled by both Maki [124] and 
Vijfeijken [126]. A plot of the reduced jump height (i.e. the ratio (!::J.c I Tc) I (!::J.c I Tc(B = 
0))) as a function of the reduced critical temperature squared (i.e. (Tc I Tc(B = 0))) should 
follow a straight line through the origin according to Vijfeijken with gradient 1 I [1 - (1 I 
2JC) InK] and according to Maki a non-linear dependence which lies above that predicted 
by Vijfeijken. Figure 35 presents the data for all eight samples plotted in this manner and 
for comparison the data from Cors et al on a PbMo6S8 sample [ 127]. The figure shows that 
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virtually all the data lies below the straight line (0,0) to ( 1,1) and so no comparison can be 
made with the models of either Maid or Vijfeijken. In particular we can note that in 
Vijfeijken's model if the data lies below the line (0,0) to (1,1) then this implies that the 
factor 1 I [l - (1 I 212') lnK] < 1 and this then implies the non-physical result for these 
samples of K < 1. Values of K have been measured for PbMo6S8 that are typically ~ 100 
[161, 324] in clear contradiction with the temperature dependence implied by Vijfeijken's 
model and the model of Maki. 
7 .6.4 Determination of Sommerfeld constant. 
y 11c I Tc c I Tc 
Wtn (K) Tc (K) (mJK2 (mJK2 11c I tic (mJK2 
g-atom- 1) g-atom- 1) g-atom- 1) 
SnMo6Ss (a) oo (w) 11.4 5.6 6.93 1.24 35 
SnMo6Ss (b) 186 12.2 5.3 10.3 1.96 47 
oo (w) 6.63 (w) 1.43 (w) 
SnMo6Ss (c) 12.80 9.48 45.9 
194.6(s) 4.84 (s) 1.96 (s) 
PbMo6Ss (d) oo (w) 13.7 8.0 10.7 1.33 53 
PbMo6Ss (e) 185 14.3 6.5 13.6 2.09 62 
oo (w) 4.03 (w) 1.43(w) 
PbMo6Ss (c) 14.53 5.76 60.7 
198.0 (s) 2.81 (s) 2.09 (s) 
Table 4. y, 11c I Tc, 11c I ti'c and c I Tc for SnMo6Ss and PbMo6Ss taken from 
references (a) Alekseevskii [328] (b) Fradin [29] (c) this author (d) Alekseevskii [68] 
and (e) Meulen [183]. Values in bold type are either quoted in the reference or 
determined from the data presented in that reference. The values of Wtn are 
determined using the modified BCS relation (Eqn. 7 .4) and the values of 11c I ti'c in the 
table. The estimates of y for the PbMo6Ss and SnMo6Ss samples from this author are 
made using values of 11c I ti'c = 1.43 in the weak coupling regime (w) and 1.96 and 2.09 
in the strong coupling regime (s) for SnMo6Ss and PbMo6Ss respectively. These values 
of the ratio 11c I ti'c correspond to a value of Wtn = oo for the weak coupling limit and 
Wtn = 195 K for SnMo6Ss and 198 K for PbMo6Ss in the strong coupling regime. 
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Since the normal state specific heat of these samples does not fit a simple Debye relation 
(en = yr + Af3) we cannot determine a value for the Sommerfeld constant (y) from this 
method. Estimates for the value of y can be made however by comparing the specific heat 
data taken here by that of other authors who have determined values of r (section 6.5.4). 
The modified BCS relation [321] for the ratio of the superconducting to normal state 
electronic contribution to the specific heat is given by: 
(7.4) 
The ratio /1c I YTc is equal to 1.43 in the weak coupling limit but has an additional 
correction factor that accounts for strong coupling and is characterised by the ratio Tc I Win, 
where Win is a weighted average phonon frequency. Table 4 shows the results from analysis 
by other authors, values of the ratio /1c I YTc range between 1.24 and 1.96 for SnMo6Ss [29, 
328] and between 1.33 and 2.09 for PbMo6S8 [68, 183]. These data show that different 
fabrication methods can produce samples of the same material that have properties 
characteristic of either a strong or weak coupling superconductor. 
The magnitude of en for both the SnMo6Ss and PbMo6Ss samples measured here are 
similar to those of Alekseevskii et al, Fradin et al and Meulen et al (section 7.6.2). Since 
the normal state specific heat is dominated by the phonon contribution, we can conclude 
that the density of states and therefore the weighted average phonon frequency of these 
samples must also be similar to the samples of Alekseevskii, Fradin and Meulen. We can 
then take the values of the ratio /1c I YTc as 1.43 and 1.96 for SnMo6Ss and 1.43 and 2.09 for 
PbMo6S8 in the weak and strong coupling regimes respectively. Using the measured values 
of !1c I Tc we estimate the value of y for our SnMo6S8 sample to lie between 6.63 mJK2g-
atom-1 (weak coupling) and 4.84 mJK2g-atom-1 (strong coupling) and for our PbMo6S8 
sample to lie between 4.03 mJK2g-atom-1 (weak coupling) and 2.76 mJK2g-atom·1 (strong 
coupling). These results are summarised in table 4. 
The estimated values of y in the weak and strong coupling regimes for the SnMo6S8 
sample lie respectively above and below the results of Alekseevskii et al and Fradin et al. It 
is therefore not possible to draw any conclusions about either the strength of the electron-
phonon coupling or the density of states for this sample. The estimated values of y for the 
PbMo6S8 sample however, are about half of the corresponding value in the literature in the 
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same coupling regime. Since these estimates are - 50 % lower independent of strength of 
the coupling, we suggest that the size of the specific heat jump for this sample which is also 
about 50 % lower than comparable samples, is determined principally by y through the 
density of states at the Fermi level. 
For the doped samples there is no comparable data in the literature and therefore 
estimates of y cannot be made. We can note however that for the (Pb 1_xGdx)Mo6S8 series 
the (Pbo.96Gdo.D4)Mo6Ss and (Pbo.9oGdo.IO)Mo6S8 samples have similar values of the normal 
state specific heat and therefore similar values of Win to the PbMo6S8 sample. This 
indicates that in both strong and weak coupling regimes an increase in y for these samples 
compared to the PbMo6S8 sample, is sufficient to explain the observed increase in /!!.c I Tc 
with doping. Substitution of Gd3+ ions for Pb2+ ions increases the number of valence 
electrons at the Mo6S8 clusters and can therefore change the density of states at the Fermi 
level. At low levels of doping (x ~ 0.10) we therefore propose that y is increased due to an 
increase in the charge transfer from the cation to the Mo6S8 clusters (since N(EF) oc y) and 
that this in turn accounts for the increase in /!!.c I Tc with doping. At higher levels of doping 
competition between the superconducting and magnetic ordering reduces the density of 
states and therefore y to such a degree that l!!.c I rTc is below the experimental resolution. 
7.6.5 Transition temperature. 
The transition temperatures in zero applied field of all of the samples fabricated here are 
in reasonable agreement with equivalent samples fabricated by other authors. SnMo6S8 
samples in the literature typically have transition temperatures around 14 K and samples of 
PbMo6S8 typically have a Tc between 14 K and 15 K, compared to 12.8 K and 14.5 K for 
our SnMo6Ss and PbMo6Ss samples respectively. 
Fischer et al have fabricated members of the series (Sn 1_xEux)Mo6Ss and (Pb 1_xEux)Mo6Ss 
[200] and Sergent et al have fabricated several members of the series (Pb 1_xEux)Mo6Ss and 
(Pb I-xGdx)Mo6S8 [ 191] that can all be compared to the equivalent samples here. The 
transition temperatures of the parent compounds in these series are about 10 K and 12 K for 
the SnMo6S8 and PbMo6S8 compounds respectively in the series fabricated by Fischer et al 
and 11.5 K for the PbMo6Ss compounds in the two series of Sergent et al. The (Sn 1_ 
xEux)Mo6S8 series of Fischer et al has a transition temperature that remains constant at- 10 
K for doping levels up to x = 0.50 and in the (Pb 1_xEux)Mo6S8 series of Fischer et al the 
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(Pbo.7oEuo.3o)Mo6S8 sample has a Tc of 13.6 K that is higher than the parent compound. As 
rare-earth ions are substituted into the samples of Sergent et al the transition temperature 
remains constant at - 11.5 K up a doping level of x = 0.1 and then drops to about 10.5 K for 
(Pbo.7sEuo.2s)Mo6Ss and 5.0 K for (Pbo.7oGdo.3o)Mo6Ss. Unlike these series the doped 
samples that we have fabricated all have a Tc lower than the parent compound even at very 
low doping levels e.g. for (Pbo.96Gd0.04)Mo6S8 the Tc is 1.3 K lower than the PbMo6S8 
sample. 
The low transition temperature of the parent compounds in the series of Sergent et al and 
Fischer et al and the different effect of doping on Tc compared to the samples measured 
here is probably due to the fabrication procedure. The samples of Sergent et al and Fischer 
et al were all reacted in quartz tubing at a maximum reaction temperature of 1050 °C. 
Reactions at high temperatures in quartz tubing have been shown however to introduce 
oxygen into the Chevrel phase and reduce the transition temperature of PbMo6S8 as low as 
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11.6 K [162]. Furthermore, a maximum reaction temperature of 1000 oc has been shown to 
be insufficient to fully substitute the rare-earth ions into the unit cell rather than as a 
secondary phase [160, 329], which in the case of Gd2S3 can act as an oxygen getter and 
improve the superconducting properties. The samples we have fabricated were reacted 
under argon, in a molybdenum crucible and at a maximum temperature of either 1450 oc or 
1500 °C. We therefore propose that the difference in the values of Tc between members of 
our series and those discussed above are due to the fabrication process and that the effects 
of oxygen contamination in our samples are negligible. 
The superconducting properties of the Chevrel phases are sensitive to changes in both 
stoichiometry and the nature of the metal cation [ 172]. Substituting different cations into 
the unit cell alters the superconducting properties of the host material by changing the 
lattice dimensions and the charge transfer from the metal ion. Both of these effects can 
alter the superconducting density of states at the Fermi level and therefore the 
superconducting properties. The substitution of Eu2+ ions however in place of either Sn2+ 
ions or Pb2+ ions of the same valence does have an effect on Tc and the systematic increase 
in the number of Gd3+ ions substituted onto the Pb2+ ion sites is not followed by a 
systematic decrease in Tc. Both of these anomalies indicate that charge transfer effects are 
not sufficient to explain the change in Tc with doping and that changes in the lattice 
dimensions could also have an influence on the density of states at the Fermi level. 
Another important effect of substituting with rare-earth ions is the competition between the 
antiferromagnetic exchange interaction of the rare-earth ions and the superconducting 
ordering among the conduction electrons. This competition can also act to reduce Tc and 
produces transition temperatures for the REMo6Ss phases of < 2 K, however we would 
expect the reduction of Tc due to this effect alone to be commensurate with the level of 
doping in a similar way to charge transfer effects. 
Variations in Tc of many Chevrel phases have been correlated with the ratio of c I a (the 
hexagonal lattice parameters) and the volume of the hexagonal unit cell (VH), both 
parameters determined from X-ray data [162, 191]. Measurements on many members of 
the series (Pb 1_xMx)Mo6S8 where M is a rare-earth element show a universal correlation 
between Tc and the volume of the unit cell when M is a trivalent ion but not when M is a 
divalent ion [191]. Figure 36 shows those results and the corresponding values of Tc(mid) 
determined from the specific heat measurements and VH for the eight samples measured 
here. The data in Fig. 36 shows that when tin ions are replaced by divalent europium ions 
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the volume of the unit cell remains constant but when lead ions are replaced by trivalent 
gadolinium ions there is a correlation between V1-1 and Tc in good agreement with the data of 
Sergent et al. Furthermore there is no evidence among our samples of correlation between 
Tc and the c I a ratio. 
These results suggest that the reduction in Tc with doping is due to a combination of 
changes in the density of states at the Fermi level, due to changes in the lattice parameters 
and the charge transfer, and competition between the magnetic and superconducting 
ordering in these compounds. For the samples doped with gadolinium the change in Tc can 
be correlated to the change in the volume of the unit cell and is almost certainly also 
affected by the increase in charge transfer to the Mo6S8 clusters and the increase in 
competition between the magnetic and superconducting ordering. The samples doped with 
europium ions have a reduction in Tc that will be due in part to the magnetic-
superconducting competition but is not correlated with either charge transfer effects, which 
are small since Eu2+ and Sn2+ have the same valence, or changes in the lattice parameters. 
7.6.6 Upper critical field. 
The estimated values of Bc2(0) from the specific heat analysis PbMo6S8 and SnMo6S8 are 
in reasonable agreement with data from other authors [127, 139, 183, 200]. The Bc2(0) 
values for all of the samples however (table 3, section 7.5.2) have a large error associated 
with the simple parabolic fitting used and the small number of points available. 
Nevertheless the values clearly show an increase in Bc2(0) with doping for (Sn 1_xEux)Mo6S8, 
even at high levels of doping (x = 0.50), and an increase in Bc2(0) for low levels of doping 
(x s 0.10) in (Pbt-xGdx)Mo6S8. 
GLAG theory describes the relation between the dirty contribution to the upper critical 
field and the normal state resistivity: 
s:2(0)=3.06Xl03 PNYvTc (7.5) 
The values of the normal state resistivity for these compounds are presented in table 2 
and apatt from the (Pb0.75Eu0.25)Mo6S8 sample that has the largest value of (JN, they show a 
systematic increase with doping level. Using the values of (JN and Tc from table 2 and the 
values of Yv estimated in section (7.6.4) we can calculate the value of Bc/(0) from Eqn. 
(7.5) as 30.2 T and 37.3 T for SnMo6S8 and 17.4 T and 25.5 T for PbMo6Ss in the strong 
and weak coupling regimes respectively. 
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For the SnMo6Ss sample the calculated values of Bc2d(O) in both strong and weak 
coupling regimes are in reasonable agreement with the value of Bc2(0) estimated from the 
specific heat analysis. Given the errors inherent in the specific heat analysis of Bc2(0), we 
cannot determine from these simple calculations to which coupling regime the SnMo6S8 
sample belongs. To produce the estimated values of Bc2(0) using Eqn. (7.5) for the 
(Sno.6sEuo.3s)Mo6Ss and (Sno.soEuo.so)Mo6Ss samples and the values of PN and Tc from table 
2, values of Yv ""2.8 mJK2g-atom- 1 and 0.5 mJK2g-atom- 1 respectively would be needed. 
These values are smaller than Yv for the SnMo6S8 sample by a factor 2 and 11 for the x = 
0.35 and 0.50 samples respectively. Such a large decrease in Yv is possible for the 
(Sno.6sEuo.3s)Mo6Ss sample but very unlikely for (Sno.soEuo.so)Mo6Ss sample since !le I Tc 
for these samples are within 8 % of each other and between 60 - 70 % of the undoped 
sample. 
For the PbMo6S8 sample, the calculated value of Bc2\0) in either the strong or weak 
coupling regime comprises only about 30 % of the value of Bc2(0) estimated from the 
specific heat analysis. For the (Pb 1-xGdx)Mo6S8 series the value of Yv increases with doping 
level (section 7.6.4) up to x = 0.10 and is then severely reduced at higher levels (x = 0.30). 
However given the factor 2.6 increase in PN for the (Pb0.90Gd0.10)Mo6S8 sample compared 
to the PbMo6S8 sample, the value of Yv would need to be smaller for the (Pbo.9oGdo.JO)Mo6Ss 
sample to explain the increase of- 10 T in the value of Bc2(0) from Eqn. (7 .5) alone. 
This analysis shows that considering these Chevrel phase materials as dirty 
superconductors is insufficient to explain the observed changes in the upper critical field. 
Contributions to Bc2(0) in the clean limit are clearly required for the (Pb 1-xMx)Mo6Ss 
samples to explain the large (60+ T) values of BcZ(O) estimated from the specific heat 
analysis. Increases in BcZ(O) compared to the parent compound by doping with rare-earth 
ions have also been seen previously by Fischer et al [200] in the series (Snt-xEux)Mo6Ss. In 
this series BcZ(O) was measured by pulse field data and showed an increase of as much as 45 
% for the x = 0.50 sample. Samples of (Pbo.7oEuo.3o)Mo6Ss and (PbJ.ooGdo.zo)Mo6Ss 
fabricated and measured by Fischer et al [149, 200] also showed similar rises in BcZ(O) 
compared to the pure PbMo6S8 samples. 
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The introduction of the magnetic Ions can lead to magnetic field induced 
superconductivity, or the compensation effect, whereby the exchange field produced by the 
magnetic ions compensates for the polarisation of the electron spins due to the external 
field [266]. If the orbital critical field of the material is greater than the paramagnetic limit 
superconductivity can be induced at fields larger than the normal upper critical field in the 
absence of the magnetic ions. A characteristic of this effect is a positive rather than 
negative curvature in Bd7) as a function ofT for high levels of doping [144, 200], this is 
due to the competition between the exchange field that increases with increased doping and 
the external field. 
The specific heat and resistivity data obtained for the (Sno.6sEuo.3s)Mo6Ss, 
(Sn0_50Eu0.50)Mo6S8 and (Pbo.75Euo.2s)Mo6Ss samples and the resistivity data obtained for the 
(Pb0.70Gd0_30)Mo6S8 sample all show some evidence for positive curvature in the slope of 
Bc2(1) as a function of T (Fig.' s 31 and 32). We therefore conclude that the compensation 
effect has some effect, along with the normal state resistivity, in determining the upper 
critical field of these materials [200]. Furthermore given this change in curvature in the 
initial slope of Bc2(7) as a function of T, the estimated values of Bc2(0) for the 
(Sno.6sEuo.3s)Mo6Ss, (Sno.soEuo.so)Mo6Ss and (Pbo.7sEuo.2s)Mo6Ss samples become 
extremely unreliable due to the lack of data for T < 0.7Tc. Comparison however with the 
data of Fischer et al [200], where pulse field data enabled measurements down to 0.1 Tc. 
suggests that the actual value of Bc2(0) for samples exhibiting this type of behaviour are 
higher than that estimated by the initial slope (dBc2 I d1). Lastly we note that there is no 
evidence of any change in the curvature of Bc2(1) as a function of T for the samples with 
low levels of doping ((Pbo.96Gdo.o4)Mo6Ss and (Pbo.9oGdo.IO)Mo6Ss) in agreement with 
Fischer et al. The estimated values of Bc2(0) for these samples are therefore more reliable. 
7.6.7 Thermodynamic critical field and kappa. 
The estimated values of Yv allow the value of the thermodynamic critical field at T = 0 K 
for both PbMo6S8 and SnMo6Ss samples to be calculated in both the strong and weak 
coupling regimes using the modified BCS relation [321]: 
(7.6) 
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In the strong coupling regime the ratio of Tc I Win can be determined from the ratio !:le I 
tic (Eqn. 7.4) and in the weak coupling limit jloHc(O) can be determined by setting Tc I Win 
equal to zero. GLAG theory allows us to then estimate the value of K1(0) using the values 
of Bc2(0) and jloHc(O) [110]: 
(7.7) 
~-toHc(O) (T) K1(0) Kz(Tc) 
( Yv, Tc, Win) (~-toHc(O), Bc2(0)) (!:le I Tc, (dBddT)rc) 
Weak Strong Weak Strong 
SnMo6Ss 0.26 0.24 94 102 78 
PbMo6Ss 0.24 0.21 190 217 166 
Table 5. Values of lloflc(O), Kt(O) and K2(Tc) calculated from various experimental 
data for both SnMo6Ss and PbMo6Ss. lloflc(O) is calculated from Eqn. (7.6) using 
values of Wtn, Yv and Tc from table 4. K1(0) is calculated from Eqn. (7.7) using the 
values of Jlollc(O) and the estimates of Bc2(0) in table 3 from the specific heat analysis. 
The values of K2(Tc) were calculated in section (7.5.2) from the values of !:le I Tc in zero 
field and d.Bc2 / dT (Tc) from the specific heat analysis. 
Table 5 presents the values of lloHc(O) and K1 (0) calculated for both SnMo6Ss and 
PbMo6S8 in the strong and weak coupling regimes respectively. Also presented for 
comparison are the values of K2(Tc) calculated in section (7.5.2) from the values of !:le I Tc 
in zero field and dBcz I dT (Tc) determined from the specific heat analysis. The values of 
jloHc(O) determined for the PbMo6S8 sample are between 4 % and 15 % lower than the 
results of Zheng et al for a PbMo6S8 sample measured using a VSM [324], and 23 %lower 
than the estimated values for the PbMo6S8 sample fabricated as part of the series (Pb1. 
xCUJ.sx)Mo6S8 (chapter 6). Although this agreement is reasonable considering the estimates 
of Yv and w1n involved an increase in the values of ~-toHc(O) by 23 % is sufficient to make the 
estimates of K1 (0) equal to those of K2(Tc). 
Estimates of the value of K, K1(Tc) and K2(Tc) from other authors range from 90 to 130 
for samples of PbMo6S8, similar estimates for SnMo6Ss are not available however. We 
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previously proposed (section 7.6.4) that the density of states at the Fermi level for this 
PbMo6Ss sample was lower than for comparable samples and this produced the estimated 
values of Yv that are about half of those from other authors. From Eqn.' s (7 .4) and (7 .6) a 
factor two increase in Yv would also produce values of t:.c I Tc and )loHc(O) that are larger by 
factors of 2 and --.12 respectively. The effect on the estimated values of K'1(0) and K'2(Tc) 
would be to reduce both values to about 120, which is in agreement with the estimates from 
other authors. We therefore propose that the large values of K'1(0) and K'2(Tc) estimated here 
for the PbMo6S8 sample, are determined principally by the density of states at the Fermi 
level. 
For the doped samples the presence of the magnetic ions increases the electron scattering 
and so decreases the coherence length (~). This acts to increase Bc2(0) and so we would 
therefore expect both K'1(Tc) and K' =A I~ (where A is the penetration depth) to be larger for 
the doped samples. At Tc the generalised GLAG theory [103] gives K' = K'1 = K'2, the 
estimated values of K'z(Tc) for the (Sn1.xEux)Mo6S8 series (table 3) are therefore in 
reasonable agreement with this predicted increase of K'1(Tc) and K'. For the (Pb1.xMx)Mo6S8 
samples however there is no overall agreement on the effect of doping on the value of 
K'2(Tc). This uncertainty is in part due to the large errors in determining the values of dBc2 I 
dT from the specific heat analysis but also due to the unusually large value of K'2(Tc) for this 
PbMo6S8 sample. It is worth noting that a more typical value of K'2(Tc) - 100 for the 
PbMo6S8 sample would then produce similar conclusions for the effect of magnetic doping 
on K'z(Tc) as in the (Sni-xEux)Mo6Ss series. 
The temperature dependence of K'2(Tc) for the (Sn1.xEux)Mo6S8 samples and for the 
(Pb0.75Euo.zs)Mo6S8 sample is positive as T is reduced (Fig. 33), in good agreement with 
data on PbMo6S8 by Decroux et al [161]. The generalised GLAG theory also predicts a 
positive temperature dependence as T is reduced for both K'1(T) and K'2(T) in the limit of 
strong spin-orbit scattering [ llO]. The predicted values of K'1 (0) and K'2(0) from this theory 
however are - 1.2K(Tc) which for the data in Fig. 33 and that of Decroux et al corresponds 
to a temperature of more than 0.8Tc. So although the general temperature dependence is in 
agreement with theory the magnitude of the changes in K'2(T) of the experimental data are 
much larger than predicted. Further comparison with theory cannot be completed due to 
the lack of estimates of K'2(T) forT< 0.7Tc. 
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Magnetisation data taken using a VSM on a sample of nominal composition PbuMo6S9 
has been taken by a colleague [325]. The author has analysed the data by averaging the 
results from the up and down field sweeps, subtracting the normal state background taken 
at 15.1 K and then taking the derivative. The resulting data of dM I dH as a function of 
applied field at low and high temperatures has been smoothed using a 21 point window and 
is presented in Fig.'s 37 and 38 respectively. The value of dM ldH is inversely related to 
the value of K:2(T) in the extended GLAG theory by [103]: 
(7.8) 
The data in Fig.' s 38 and 39 clearly show a region at each temperature where the value 
of dM I dH is approximately constant. These values of dM I dH become larger as the 
temperature is reduced indicating that the value of K:2(T) becomes smaller as the 
temperature is reduced. These results are in clear contradiction with the results of the 
specific heat analysis for the compound PbMo6S8 (Fig. 33), which do not show a monotonic 
decrease with temperature. No explanation is proposed for this anomalous result. 
7 .6.8 Coexistence of superconducting and magnetic ordering. 
The specific heat results for the (Sno.6sEuo.3s)Mo6Ss and (Sno.soEuo.so)Mo6Ss samples 
show a field dependent background for temperatures above and below Tc (Fig.' s 7 and 8) 
and no evidence of a peak in the specific heat data at 16.5 K due to secondary phase EuS. 
The magnetisation measurements performed at 4.2 K on these samples (Fig. 15) show a 
superposition of a paramagnetic background and superconducting hysteresis. Additionally 
the resistivity, susceptibility and specific heat measurements for these samples all indicate 
that the bulk of the samples are superconducting at 4.2 K and that the onset of the zero field 
transitions are reduced by doping with magnetic ions. X-ray and EDX measurements also 
indicate that the samples are predominantly single phase with a uniform distribution of 
magnetic ions. These results all indicate that magnetic ordering coexists with 
superconducting ordering in the bulk of the material and is not just a property of secondary 
phase material within the sample (e.g. EuS) or limited to the grain boundaries. For the 
(Pb0.75Euo.2s)Mo6S8 sample we do not have magnetisation or EDX data available, however 
the resistivity, susceptibility, specific heat and X-ray measurements all indicate a similar 
state of coexistence to the (Sno.6sEuo.3s)Mo6Ss and (Sno.soEuo.so)Mo6Ss samples. 
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In the series (Pb 1_xGdx)Mo6S8 only the specific heat data for the x = 0.30 sample (Fig. 4) 
shows a field dependent background for temperatures above and below Tc. The 
magnetisation measurements performed on both the (Pb0_90Gd0.10)Mo6Ss and 
(Pbo.7oGdo.3o)Mo6S8 samples at 4.2 K show a superposition of a paramagnetic background 
and superconducting hysteresis. The presence of secondary phase Gd2S3 in both of these 
samples as determined by the specific heat analysis could however be responsible for this 
paramagnetic behaviour in the magnetisation results. The field dependent background in 
the specific heat data for the (Pbo.70Gd0_30)Mo6Ss sample is to large however to be 
determined only by secondary phase Gd2S3 in the proportions indicated by the analysis. 
The resistivity measurement on this sample indicates that the bulk of the material is 
superconducting at 7.0 K and that the onset of the zero field transition is reduced compared 
to that of the PbMo6S8 sample by doping with magnetic ions. X-ray and EDX 
measurements indicate that the sample is mainly (Pb 1_xGdx)Mo6S8 phase with a uniform 
distribution of magnetic ions. These results all indicate that magnetic ordering coexists 
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with superconducting ordering in the bulk of this material and that although the observed 
specific heat below 5.5 K is dominated by Gd2S3, the magnetic contribution at higher 
temperatures is predominantly due to the (Pb 1_xGdx)Mo6Ss phase. The lack of any 
significant field dependence above Tc in the specific heat data of the (Pbo.96Gdo.04)Mo6Ss 
and (Pbo.9oGdo. 10)Mo6Ss samples means that we cannot determine whether there is any 
magnetic ordering in these samples due to the (Pb 1_xGdx)Mo6Ss phase. 
For those samples ((Sno.6sEuo.3s)Mo6Ss, (Sno.soEuo.so)Mo6Ss and (Pbo.7oGdo.3o)Mo6Ss) 
with large levels of doping the magnetic properties are well characterised by the mean field 
model. The agreement between the experimental results and the calculations of Cm are 
excellent. The optimum values of the free parameters used in the fitting are very close to 
both the free ion values for that magnetic ion for J and g1, the values of TMAF for the 
equivalent REMo6S8 compound and the nv values determined from the lattice parameters. 
Due to the large M-M interatomic distances within the Chevrel phase structure the 
exchange interaction between the magnetic ions is relatively weak, this leads to a system of 
essentially isolated magnetic ions in an almost isotropic structure. These conditions are the 
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essential requirements for a system to behave like the mean field model, in fact one of the 
best known examples of a model mean field ferromagnet is HoRh4B4 because of a similar 
crystal structure [219]. 
The discrepancies between the experimental and calculated data are probably due to 
many effects that are not included in the mean field model such as thermal fluctuations, 
short range ordering and spin waves below the ordering temperature. Crystal field effects 
can also alter the energy level splitting especially in the region of defects or secondary 
phases and can alter the values of 1 and g1 in that region. 
Similar magnetic contributions to the specific heat have been observed in the high 
temperature superconductors ErBa2Cu30 7 and YbBa2Cu30 7 as shown in Fig.' s 39 and 40. 
This data shows a series of well defined peaks in both compounds that are spaced relatively 
linearly with applied field with the value of Cm(peak) increasing in magnitude as the applied 
field is increased. The calculations performed in chapter 4 indicate that an increase in the 
value of Cm(peak) with applied field is a characteristic of a material that orders 
antiferromagnetically. Neutron scattering data [330] taken on these compounds confirm 
that the material orders antiferromagnetically at low temperatures. 
Material sat 1 a(JloHext) I aTpeak gJ(1 + 1) Cm 
(JK 1mole- 1) (cm sat) (TK 1) (a(~oHext) I aTpeak) 
GdBa2Cu40s (a) 5.0 1.2 0.6 10.9 
ErBa2Cu307 (b) 3.5 0.6 0.6 10.9 
YbBa2Cu307 (b) 3.5 0.6 1.0 6.5 
DyBa2Cu307 (b) 2.5 0.4 0.4 16.4 
Gd- free ion - 3.5 (theory) - 9 (theory) 
Er- free ion - 7.5 (theory) - 10.2 (theory) 
Yb- free ion - 3.5 (theory) - 5.1 (theory) 
Dy- free ion - 7.5 (theory) - 11.3 (theory) 
Table 6. Values of Cmsat and ac~ollex.> I aTpeak determined from the specific heat 
data of (a) Ho et al [303] and (b) Meulen et al [330] and the values of J and gJ(J + 1) 
estimated from these results using Eqn.'s (7.9) and (7.10). Also included are the 
theoretical values of J and gJ(l + 1) for the free ions. 
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The data in Fig.' s 39 and 40 and similar specific heat data on other high temperature 
superconductors can be used to determine the values of J and g1(J + 1) for the magnetic 
ions using the two approximate expressions derived in chapter 4: 
sat A nceiiRJ 
c = 
m (1 + 1) (7.9) 
a(!loH ext) A • 
arpeak g J (1 + 1) (7.10) 
where A= 1.1245, A*= 6.540, R = 8.314 JK 1mole-1 and ncell is the number of magnetic 
ions per unit cell. The results are presented in table 6 and show a reasonable agreement 
between the theoretical values of g1(J + 1) for a free ion and the values determined from 
Eqn. (7 .10). The values of J however that are determined from Eqn. (7 .9) do not agree with 
the free ion values for these magnetic ions. The anisotropic nature of these 
superconductors produces large crystal field effects that can change the energy level 
splitting of the magnetic ions. We therefore suggest that the magnetic ions in these 
materials have a triplet spin state for the Gd system and a doublet spin state for the Er, Yb 
and Dy systems, rather than the full multiplet. Furthermore since the values of g1(J + 1) are 
close to the free ion values we suggest that the spacing between these doublet and triplet 
energy levels is similar to that of the free ion system, whereas the other levels are at much 
higher energies because of the crystalline electric field. 
The lowest energy levels for both the ErBa2Cu30 7 and YbBa2Cu30 7 systems are known 
to be doublets [330] in agreement with the above hypothesis. Figures 39 and 40 show fits 
to the experimental data by Meulen et al using an anisotropic Schottky function with 
additional higher energy doublets, giving values of g1J = 3.2 and 1.6 for ErBa2Cu30 7 and 
YbBa2Cu30 7 respectively. The fitted curves however do not show any change in the value 
of Cm(peak) with applied field and overestimate the value of Cmsat. Using the values of J and 
g1(J + 1) in table 6 that we have determined from our analysis, values of g1 are calculated as 
6.8 for Er and 4.1 for Yb. We can then calculate values of g1J = 4.1 and 2.5 for 
ErBa2Cu30 7 and YbBa2Cu30 7 respectively in reasonable agreement with the estimated 
values of Meulen et al and a factor two smaller than the free ion values (g1J = 9.0 for Er and 
4.0 for Yb). Under these proposals therefore the mean field model can also describe the 
magnetic contribution to the specific heat of these materials, with values of J and g1 for the 
magnetic ions altered from their free ion values by anisotropy. 
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7. 7 Conclusions. 
A series of Chevrel phase samples have been fabricated of the form (M 1_xM-x)Mo6S8 
where M = Pb and Sn, and M' = Gd and Eu. Specific heat measurements have been 
performed on these samples from 3 K to 30 K and in magnetic fields up to 15 T. 
Additional resistivity, susceptibility, magnetisation, X-ray diffraction, EDX and TEM 
measurements have also been performed to enable characterisation of the materials and to 
determine their magnetic and superconducting properties. All of the samples were 
fabricated at - 1500 °C to ensure correct substitution of the magnetic ions into the unit cell. 
The results of the X-ray diffraction, EDX and specific heat measurements indicate that the 
materials are predominantly single phase with small amounts of Mo2S3, Mo and Gd2S3 
present in some of the samples. 
By substituting with magnetic ions into the unit cell a system of essentially isolated 
magnetic ions is created within a superconducting structure. The resulting compounds have 
a combination of the superconducting properties of the parent compound and the magnetic 
properties of the equivalent REMo6S8. The samples with large doping levels show 
evidence in the specific heat and the magnetisation of the coexistence of magnetic ordering 
and superconducting ordering within the material. The superconducting properties of these 
samples determined by resistivity, susceptibility and specific heat are all modified 
compared to the parent compound indicating that the magnetic ordering is a property of the 
bulk of the material and not just limited to impurity phases or grain boundaries. 
The magnetic ordering in these heavily doped samples is characteristic of a system that 
can be described by the mean field formalism. The particular crystal structure of these 
Chevrel phase materials leads to a relatively weak exchange interaction between the 
magnetic ions that is virtually isotropic and so very close to an ideal mean field system. 
The magnetic contribution to the specific heat has been modelled using mean field theory 
as detailed in chapter 4 and the agreement between the calculations and the experimental 
data is excellent. The values of the free parameters used in these calculations are the free 
ion values of J, g1, the ordering temperatures characteristic of the equivalent REMo6Ss 
material and values of nv that are close to those determined from the lattice parameters. 
The discrepancies between the experimental and calculated data are mostly in the region of 
the ordering temperature and for temperatures below this. Effects due to temperature 
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fluctuations, crystalline fields and spin waves that are not taken into account by this model 
are the most probable explanation for these differences [20]. 
For the (Sno.6sEuo.3s)Mo6S8 and (Sno.5oEuo.so)Mo6S8 samples the magnetic contribution to 
the specific heat (cm) impedes the analysis of the superconducting jumps. The excellent 
agreement between the calculated values of Cm and the experimental data allows the 
magnetic contribution to be subtracted and a much better analysis of the superconducting 
transition to be performed. Accurate analysis of the specific heat jump for these two 
samples in an applied field of 3 T was not possible using the raw data, after subtracting the 
magnetic contribution however the analysis was accurate to better than 20 %. 
For the (Pb0.70Gdo.3o)Mo6S8 sample the magnetic contribution to the specific heat is most 
accurately modelled by adding together the contribution of a (Pb0.75Gdo.2s)Mo6S8 phase and 
an impurity phase Gd2S3. The field dependence of the temperature of the specific heat peak 
due to the antiferromagnetic phase transition of the Gd2S3 phase is used to determine a 
value of J = 0.32 for this phase. The height of the zero field peak is then used to determine 
that Gd2S3 comprises approximately 6 % of this sample by mass. The specific heat of the 
(Pb0.90Gd0.10)Mo6S8 sample shows a similar set of peaks, although the magnetic 
contribution above T MAF is too small to model analysis of these peaks indicates that Gd2S3 
comprises ~ 0.6 % of the sample by mass. 
Comparison has also been made with similar data on the high temperature 
superconductors GdBa2Cu40 8 and REBa2Cu30 7, where RE = Er, Yb and Dy, using the 
approximate expressions for the saturation value of Cm(peak) and the change in the 
temperature of Cm(peak) with applied field. Using the values of J and gJ(J + 1) determined 
from these expressions we find that these systems have a ground state that is altered by 
anisotropy and can be represented by either a doublet or triplet ground state with a similar 
energy spacing to the free ion case. 
The specific heat measurements on the Chevrel phase compounds show a drop in the 
normal state specific heat as magnetic ions are substituted into the lattice. This change in 
the specific heat can be correlated for almost all of the samples with a change in the 
effective mass of the cation. By changing the effective cation mass the characteristic 
phonon frequency is also changed. At these low temperatures the normal state specific heat 
is therefore determined by the level of doping in the material. 
Estimates of y have been made for both the SnMo6S8 and PbMo6S8 compounds from 
BCS theory in the strong and weak coupling regimes and complementary data from other 
211 
l 
authors. These estimates reveal that the value of y for the SnMo6S8 sample is comparable 
to those from other authors but the corresponding value for PbMo6S8 is about half of those 
from other authors in both strong and weak coupling regimes. The low value of y for this 
sample is therefore due to a value of the density of states at the Fermi level that is lower 
than comparable samples. This value of y is the principle reason for the small specific heat 
jump for this sample that is also about half the size of data on PbMo6S8 from other authors. 
At low levels of doping (x :s; 0.10) in the (Pb 1.xGdx)Mo6S8 system we estimate the value of y 
increases with increased doping level and produces a systematic increase in the size of the 
specific heat jump. An increase in the charge transfer to the Mo6S8 clusters, as more Gd3+ 
ions are introduced, is the most likely reason for this increase in y. We suggest that at 
higher levels of doping the competition between the superconducting ordering and 
magnetic ordering becomes the dominant factor reducing y and therefore the size of the 
specific heat jump to a level below the experimental resolution. 
The temperature dependence of the size of the specific heat jump has been compared to 
the models of Maki and Vijfeijken. None of the samples have a temperature dependence 
that allows comparison with either of these theories. 
The values of Tc are lower for all of the doped samples than for the parent compounds. 
This degradation in Tc with doping is not systematic but can be correlated to the unit cell 
volume and therefore a change in the density of states at the Fermi level for the (Pb1. 
xGdx)Mo6S8 series, which is partly due to an increase in the charge transfer to the Mo6Ss 
clusters. All of the doped samples however are subject to competition between the 
magnetic and superconducting ordering in the material. This competition reduces the 
number of Cooper pairs and so reduces the transition temperature and is probably the major 
factor in the reduction of Tc for the heavily doped samples. 
The estimated values of the upper critical field for the (Sn 1.xEux)Mo6S8 samples are 
larger than for the SnMo6S8 sample and similarly for x :s; 0.10 the estimated values of Bc2(0) 
for the (Pb 1.xGdx)Mo6S8 samples are larger than the PbMo6S8 sample. This increase in 
Bc2(0) with the addition of magnetic ions is a result of the compensation effect and an 
increase in {JN within the doped samples. An upward curvature in the plot of Bc2(T) as a 
function of Tc that is characteristic of this effect is seen for high levels of doping but not for 
lower levels in agreement with the work of Fischer [144, 200]. Analysis of these results 
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show that both clean and dirty contributions are required within the extended GLAG theory 
to explain the observed trends in Bc2(0) and the estimated trends in y. 
The values of le for the doped samples are systematically reduced compared to the 
parent compounds. This reduction is probably a result of a reduction in carrier density due 
to competition between magnetic and superconducting ordering for the highly doped 
samples and degradation in the grain boundary properties with doping. The very broad 
resistivity and susceptibility transitions for the (Sn0.65Euo.3s)Mo6S8 and (Sn0.50Euo.so)Mo6S8 
samples indicate that the connectivity and intragrain critical current properties are reduced. 
Using the measured values of Tc, 11c I Tc and PN and the estimated values of y, Win and 
Bc2(0) values of lloHc(O) and 1(1 (0) have been estimated for SnMo6Ss and PbMo6Ss and the 
temperature dependence of 1(2(T) for all of the samples. The estimated values of jloHc(O) 
for PbMo6S8 are smaller than estimates from other authors and similarly the estimated 
values of 1(1 (0) and 7(2(Tc) are both significantly higher than estimates from other authors. 
These discrepancies are primarily due to the low value of y for this sample compared to 
these other results, taking a value of y that is more typical of the literature the calculated 
values of 1(1 (0) and 7(2(Tc) are then both in good agreement with the literature. 
Introducing magnetic ions into the material systematically increases the values of 7(2(Tc) 
for the (Sn 1_xEux)Mo6Ss series due to an increase in the electron scattering and therefore a 
corresponding reduction in the coherence length. A similar trend is not observed for the 
(Pb 1_xGdx)Mo6S8 series, however if a more typical value for 7(2(Tc) for the PbMo6Ss is taken 
then the data do show an increase in 7(2(Tc) with doping. The values of 1(2(T) increase as T 
is reduced for all of the (Sn 1_xEux)Mo6Ss samples and the (Pbo.7sEuo.2s)Mo6Ss sample in 
agreement with the modified GLAG theory. The very large increase that is observed for all 
of these samples for a relatively small reduction in temperature cannot however be 
accounted for by the theoretical temperature dependencies of 1(2(T). The change in 7(2(T) 
for the (Pb 1_xGdx)Mo6Ss samples as T is reduced is variable and no significant trends can be 
determined for these samples. Estimates of 1(2(T) however from VSM measurements on a 
sample of nominal composition PbuMo6S9 clearly show that 7(2(T) should decrease as the 
temperature is reduced. This contradiction between the results of magnetisation and 
specific heat data on very similar samples is to be the subject of future work. 
In conclusion, Tc and le of the Chevrel phase compounds SnMo6Ss and PbMo6Ss are 
degraded by substituting with magnetic ions. The upper critical field however is increased 
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for some doping levels, possibly due to the compensation effect and an increase in the 
normal state resistivity. Most of these changes can be explained within modified BCS 
theory and GLAG theory due to changes in the normal state parameters PN, y, M and Win· 
The magnetic properties of the heavily doped samples are characteristic of a nearly ideal 
mean field system and show the coexistence of magnetic and superconducting ordering in 
the bulk of the sample. The magnetic contribution to the specific heat has been modelled 
using the calculations from the mean field theory and excellent agreement has been found. 
Data on high temperature superconductors has also been shown to be consistent with a 
mean field model description if anisotropic effects are taken into account. 
214 
Chapter 8 a Future Work 
Future work in this area will need to concentrate on two aspects. Firstly the effect of 
substituting small cations and magnetic ions on the superconducting properties of PbMo6S8 
and SnMo6Ss will need to be extended to cover a wider range of magnetic and non-
magnetic ions. The results in chapters 6 and 7 suggest that there is a range of doping levels 
in which the critical temperature of the parent compound are only degraded by a small 
amount and in some cases (e.g. Be2(0)) are actually improved. Specifically, if data can be 
collated on the entire series of (Pbt-xREx)Mo6Ss and (Sn 1_xREx)Mo6S8 (RE= rare-earth ion) 
then the effect of substituting magnetic ions into these compounds can be systematically 
analysed and the phase diagram of the magnetic and superconducting properties of these 
materials deduced. Taking data down to much lower temperatures ( < 1 K) would also be a 
great advantage, this would enable the magnetic transitions of these materials to be 
measured, a much more in depth analysis performed and provide a better insight into the 
coexistence of magnetic and superconducting ordering. 
Secondly the calculations of the magnetic contribution to the specific heat in chapter 4 
need to be extended to include effects such as temperature fluctuations and anisotropy. The 
excellent agreement in chapter 7 between the experimental data and the calculated values 
using the mean field model is due to the crystal structure of these materials. The zero field 
data taken on these samples however shows that fluctuations are required to explain the 
data even in these 'ideal' mean field systems, similarly the comparison with high 
temperature superconductors in chapter 7 shows that complexities have to be introduced 
when dealing with other crystal structures. 
In terms of the materials and measurement procedures outlined in this thesis, several 
improvements are suggested for future study. Firstly the fabrication of these Chevrel phase 
materials needs to be improved to ensure that the measured le values are an indication of 
the intrinsic properties of these materials and not just grain boundary limited values. The 
results in chapter 7 indicate that some of the samples with large amounts of magnetic 
doping have grain boundary properties that are severely degraded, this severely limits 
therefore any study of the effect of doping with magnetic ions on le. 
Secondly the design of the specific heat probe in chapter 5 could be improved to ensure 
that in high magnetic fields the support wires stay firmly fixed to the sample and to enable 
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easier access for mounting and de-mounting the sample. The probe has been designed and 
commissioned here in Durham and gives data accurate to about 1 % using the relaxation 
technique and a resolution of about 10 mK using the long range pulse. Further 
characterisation of the probe however, should be carried out to improve the accuracy of the 
data taken using the long-range pulse. If the accuracy of this technique could be 
consistently improved then this quick and easy method for measuring the specific heat 
would become a far superior measurement to the relaxation method. 
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Appendix 2. Conferences and Courses 
Conferences Attended 
December 1997 University of Exeter CMMP 1997 
April1998 University of Birmingham Superconductivity Meeting 
September 1998 Palm Springs, California ASC' 98 
April 1999 University of Birmingham Superconductivity Meeting 
September 1999 Sitges, Barcelona EUCAS' 99 
December 1999 University of Leicester CMMP 1999 
April2000 University of Birmingham Superconductivity Meeting 
Courses Attended 
1997 
1998 
1998 
1999 
Low temperature techniques course (Aston University) 
Mechanical workshop course (Durham University) 
Maple V for beginners (Durham University ITS) 
CRAC Research Councils' Graduate Schools Programme 
(Manchester) 
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Computer Programs 
Maple V 
Ferro.mws 
Calculates the magnetisation, Gibbs free energy and specific heat of a 
ferromagnetic material as a function of temperature and applied field. 
AFerro.mws 
Calculates the magnetisation, Gibbs free energy and specific heat of an 
antiferromagnetic material as a function of temperature and applied field. 
Param.mws 
Calculates the magnetisation, Gibbs free energy and specific heat above the 
ordering temperature as a function of temperature and applied field. 
ASYST specific heat programs 
relaxl.nl 
relax2.nl 
hpulse.nl 
acgo.nl 
Runs a relaxation measurement of the specific heat as a function of 
temperature. 
The magnet power supply control program for relax l.nl. 
Runs a heat pulse measurement of the specific heat as a function of temperature 
and applied field. 
Runs an ac measurement of the specific heat as a function of temperature and 
applied field. 
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