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Limit Theorems Beyond Sums of I.I.D Observations
Morgane Austern
We consider second and third order limit theorems–namely central-limit theorems, Berry-
Esseen bounds and concentration inequalities– and extend them for “symmetric” random
objects, and general estimators of exchangeable structures.
At first, we consider random processes whose distribution satisfies a symmetry property.
Examples include exchangeability, stationarity, and various others. We show that, under a
suitable mixing condition, estimates computed as ergodic averages of such processes satisfy
a central limit theorem, a Berry-Esseen bound, and a concentration inequality. These are
generalized further to triangular arrays, to a class of generalized U-statistics, and to a form
of random censoring. As applications, we obtain new results on exchangeability, and on
estimation in random fields and certain network model; extend results on graphon models;
give a simpler proof of a recent central limit theorem for marked point processes; and
establish asymptotic normality of the empirical entropy of a large class of processes. In
certain special cases, we recover well-known properties, which can hence be interpreted as
a direct consequence of symmetry. The proofs adapt Stein’s method.
Subsequently, we consider a sequence of–potentially random–functions (fn) and a se-
quence of exchangeable structures (Xn). We show that, under general stability conditions,
the random variables fn(Xn) are asymptotically normal. Those conditions are vaguely
reminiscent of those familiar from concentration results, however not identical. We require
that the output of the function fn does not vary significantly when an entry is disturbed;
and the size of this variation should not depend markedly on the other entries. Our result
generalizes a number of known results, and as corollaries, we obtain new results for several
applications: For randomly sub-sampled subgraphs; for risk estimates obtained by K-fold
cross validation; and for the empirical risk of double bagging algorithms. The proof adapts
the martingale central-limit theorem.
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Limit theorems are the theoretical foundation of statistical inference. For example, the law
of large numbers guarantees the convergence of estimators, and the central-limit theorem
allows one to build confidence intervals. These are standard tools for studying sums of
independent and identically distributed observations. However, many quantities of interest
do not fall in this category: for instance in estimation problems for networks and graphs.
In addition many interesting objects in machine learning, such as the cross-validated risk,
depend in a complex fashion on the observations. One would like to have universal theorems
for distributionally “symmetric” dependent data and for general statistics beyond empirical
averages. This is the object of this dissertation: to generalize the classical limit theorems
to those general settings.
A random elementX of a space X is invariant or symmetric if there is a groupG of trans-
formations of X such that φX
d
= X for all φ ∈ G. Models characterized by transformation
invariance have recently garnered considerable attention in statistics. They include graphon
models [1,3,7,37,43], their relatives such as graphex models [8,14,56] and edge-exchangeable
graphs [13,19,33], and various models for relational data and preference prediction used in
machine learning e.g [46]. More classical examples are stationary time series, the exchange-
able random partitions that underpin much of Bayesian nonparametrics e.g [32, 49], and
rotation- and shift-invariant random fields [5,34]. All of these admit some form of canonical
sample average that plays a role analogous to the empirical measure of an i.i.d. sample. In
general for a given countable symmetry group G, we choose a suitable sequence A1,A2, . . .






f(φX) for any f ∈ L1(X) . (1.1)
These averages admit a common representation, and a result of ergodic theory (the point-
wise theorem of [41]) implies that the estimators they define are generically consistent.
However, higher order convergence results, characterizing the speed of convergence, were
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lacking. We prove, under mild moment and mixing conditions, a series of universal sec-
ond and third order limit theorems: central-limit theorems, concentration inequalities and
Berry-Esseen bounds. We then generalize those results to triangular arrays, a form of gen-
eralized U-statistics and random censoring. We apply this new set of tools to obtain several
new results.
Many quantities in machine learning cannot be approximated by simple empirical av-
erages —the cross-validated risk in a prediction framework or the empirical risk of double
bagging algorithms are two such examples. Although concentration inequalities [9] [59]
have been used in many cases to study the speed of convergence of different algorithms,
they suffer from the major drawback that they are rarely tight. Indeed, they do not answer
questions such as: does algorithm A converge β times faster than algorithm B? What is
the asymptotic shape of the confidence region? To answer to those questions we would
need to know the limiting distributions of the quantities of interest. Let Y be a random
exchangeable structure and let (Fn)n be a sequence of—possibly random—functions. Our
goal is to study the asymptotic distribution of Fn(Y ). Under some moment and stability
conditions we prove that Fn(Y )/
√
n is asymptotically Gaussian. In the case where Y = (Yi)
is a sequence of independent observations the stability conditions formalize the notion that
∆i(Y1, . . . , Yn) := Fn(Y1, . . . , Yn)− Fn(Y1, . . . , Yi−1, Y ′i , Yi+1, . . . , Yn)
should not be too big if Y ′i is an independent copy of Yi; and that
∆i(Y1, . . . , Yn)−∆i(Y1, . . . , Yj−1, Y ′j , Yj+1, . . . , Yn)
should be small for most j. We apply this tool to prove several new results, notably on the
cross-validated risk.
1.1 Organization
Chapter 2 reviews quickly the classical limit theorems—that we propose to extend—as well
as the literature upon which we build. We also present some background and preliminaries
that will be used in later chapters. Notably some useful facts about group theory, group
actions and invariant random objects are presented.
Chapter 3 centers around the limiting behavior of empirical averages of symmetric ran-
dom objects. We present in this chapter the main results–universal central limit theorems,
Berry Esseen bounds and concentration inequalities–as well as some extensions to triangular
arrays, generalized U-statistics and random censoring. Then we present some applications
to stationary random fields, exchangeable random structures, graphex and marked point
processes. In addition, we approximate an uncountable symmetry group by discretization,
and study the effect this approximation has on estimation.
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Chapter 4 generalizes the limit theorems–notably the central-limit theorem– for func-
tions of exchangeable structures. After presenting some corollaries for smooth functions of
i.i.d sequences, we use these new tools to study estimation on randomly sampled subgraphs,
the empirical risk of double bagging algorithms and the cross-validated risk of predictors.
Chapter 5 studies examples coming from information theory. We present a general-
ized notion of entropy for general invariant objects and prove that the empirical entropy is
asymptotically Gaussian. We also study the limiting behavior of the Kolmogorov complex-
ity, another important information theoretic quantity that has been proven in the case of




In this chapter we present some of the necessary background. First we go over the classical
limit theorems–that we propose to extend–and explain why they are fundamental. Then we
present some useful facts about group theory, group actions and invariant random objects.
2.1 Classical limit theorems and some applications
Before extending the classical limit theorems to new settings, it is interesting to remember
what they are and why they are fundamental to statistical inference.
Let Y be a standard Borel space, and let Y be a random element. The goal of statistics
is to learn properties of the distribution of Y , as for example the expected value E(f(Y ))
for a specific function f ∈ L1(Y ). We observe (Yi) independent and identically distributed
(i.i.d) observations that have the same distribution as Y ; and we use those observations to
estimate the quantities of interest. An estimator θˆn will be called an empirical average if
there is a function g : Y → R such that θˆn := 1n
∑
i≤n g(Yi). The law of large numbers
guarantees convergence of those estimators.







The central-limit theorem gives the exact speed of convergence of θˆn allowing us to draw
asymptotic confidence intervals and rejection regions.





[g(Yi)− E(g(Y ))] d−→ N(0, σ2),
where σ2 := var(g(Y)).
4
To know the rate at which θˆn become normal, we use Berry-Esseen bounds. This notably
evaluate the precision of the asymptotic confidence intervals.
Theorem 2.3. If g ∈ L3(Y ) and dW is the Wasserstein distance then there is a universal













where σ2 := var(g(Y)).
Finally, concentration inequalities give finite sample guarantees:







∣∣ ≥ t) ≤ 2e− nt22‖g(Y )‖L∞ , ∀t > 0.
These theorems are fundamental to statistical inference theory. Because of their im-
portance, different extensions have been proposed: for non i.i.d observations and for more
general estimators than empirical averages. For the former, the most successful general-
ization proposed is for the law of large numbers, which has been extended to empirical
averages of any random invariant objects. This theory is due to E.Linderstrauss and the
result of a cumulation of work by Ornstein, Weiss, Furstenberg, and others [63]. We present
it in Section 2.3.2. Central-limit theorems have also been proposed for certain specific
invariant random objects: for stationary random fields [5], exchangeable sequences [12],
jointly exchangeable arrays [1] etc. However there is no general theory giving conditions
that guarantee asymptotic normality of those empirical averages. The same can be said
about concentration inequalities: some extensions exist for stationary processes cite but
no general theory exists. Limit theorems have been studied for different types of statistics
beyond empirical averages. U-statistics are arguably very similar to empirical averages, and
are very important in estimation theory. They have been therefore extensively studied and
many limit theorems have been proposed e.g [55], [39], [20], or [29]. Another well studied
class of statistics are Lipschitz functions of i.i.d observations fn(X1, . . . , Xn). Many quanti-
ties of interest in machine learning and high-dimensional statistics are of this form, making
this an especially important case to study. Concentration inequalities are widely adapted to
this setting, see [9] for an extensive treatment. As this draft was nearing its completion it
was pointed out to us that [16] proposed a very elegant central-limit theorem for a subclass
of those statistics satisfying some additional stability conditions. However limit theorems
for those more complex statistics have not been extensively studied beyond the case of i.i.d
observations and mixing stationary sequences.
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2.2 Basic background in group theory
A group (G, ·) is a set coupled with an operation rule—that we will call group multiplication–
respecting four key propreties:
• The set G is closed under multiplication: a · b ∈ G for all a, b ∈ G.
• The multiplication operation is associative: a · (b · c) = (a · b) · c for all a, b, c ∈ G.
• There exists an element e ∈ G–called the neutral element–such that e · a = a · e = a
for all a ∈ G.
• For any element a ∈ G there is an element a−1 ∈ G–called inverse–such that aa−1 =
a−1a = e.
Groups play an important role in many fields of mathematics from geometry to ergodic
theory. We present some examples of well-known groups.
Examples.
- (Z,+) is a group with addition as group multiplication.
- (R,+) is a group with addition as group multiplication.
- Denote S(N) the set of permutations of N that changes at most a finite number of integers;
then (S(N), ◦) is a group with the composition operator as group multiplication.
- (GL(n), ·), where GL(n) is the set of n× n invertible matrices, is a group with the matrix
multiplication operator as group multiplication.
- Real Lie groups are groups having the property of also being finite-dimensional real mani-
folds whose group multiplication and inverse functions are smooth maps.
A topological group is a group with a topology with respect to which the multiplication
G×G → G and inverse map G → G are continuous. Many groups encountered in mathe-
matics are topological. We will want to restrict ourselves to a subset of topological groups
called locally compact, second-countable (lcsc) groups. Those will have desirable properties
for reasoning about statistics and probability. A group is locally compact if every element
g ∈ G admits a compact neighborhood. We define B(G) the sigma-field generated by all
the open sets of G and we call it the Borel sigma-field of G. The following proprety will be
key throughout.
Proposition 2.5. All locally compact and Hausdroff groups admits a left-invariant mea-
sure | · | called Haar-measure:
|gG| = |G|, ∀g ∈ G, G ∈ B(G).
Such a measure is unique up to a multiplicative factor.
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If G is countable, we always assume the topology to be discrete, and Haar measure is
the counting measure: Compact subsets are finite, and | • | is the cardinality. A topological
group will in addition be second countable if it admit a countable subset that is dense for
the group topology.
Proposition 2.6. All locally compact and second countable groups are complete and admit
a left-invariant metric d : G×G→ R+ such that
d(g · g1, g · g2) = d(g1, g2), ∀g, g1, g2 ∈ G.
Examples. Many groups are lcsc. Some examples are:
- The group of reals and the group of integers.
- Connected Lie groups.
- All discrete (countable) groups.
From now on, we will will ommit the notation · when referring to the group multiplication
and abbreviate a · b into ab.
2.3 Group actions and invariant distributions
Throughout, X denotes a standard Borel space and B(X) its Borel sets. For a random
element X of X and p > 0, we denote by Lp(X) the set of measurable functions f : X→ R
satisfying E[|f(X)|p] <∞.
2.3.1 Invariance
A measurable action of G on X is a jointly measurable map
(φ, x) 7→ φ(x) with (φφ′)(x) = φ(φ′(x)) and ex = x for all φ, φ′ ∈ G ,
where e denotes the identity element of G. Given a measurable action of G, a probability
measure P on B(X) is G-invariant if P ◦ φ−1 = P for all φ ∈ G. Similarly, a random
element X of X is G-invariant if its law is, that is, if φ(X) d= X for all φ ∈ G. As we will
see, certain statistical properties of G-invariant random elements depend only on the group,
rather than the space X or the chosen action.
Examples. (i) For n ∈ N, denote by Sn the group of permutations of n elements, i.e. of all
bijections N→ N that leave all but the first n numbers invariant. The set S∞ := ∪n∈NSn of
all permutations of N with finite support is an lcsc group, the finitary symmetric group.
Let X be the space RN of real-valued sequences. For any such sequence x = (x1, x2, . . .),
define a measurable action as φ(x) := (xφ(1), xφ(2), . . .) for every φ ∈ S∞. An S∞-invariant
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random sequence X = (X1, X2, . . .) is then called an exchangeable sequence. The quali-
fier infinitely exchangeable is sometimes used, especially in Bayesian statistics, to distinguish
from invariance under finite sets of permutations.
(ii) Let X = RZd , for some dimension d ∈ N. A random element X = (Xi)i∈Zd of X is hence
a real-valued random sequence (if d = 1) or a random field on a grid (if d ≥ 2). We choose
the lcsc group G = Zd, and the action
φ(x) := (xi+φ)i∈Zd for any x = (xi) ∈ X, φ ∈ G .
A G-invariant random element X of X is called stationary.
(iii) Let Ω be a standard Borel space and X := ΩN
d
, for some d ∈ N, endowed with the
product topology and its Borel sets. Elements x = (xi1,...,id)i1,...,id∈N of X are called a d-
arrays. An action of S∞ on d-arrays can be defined as
(φ, x) = (xφ(i1),...,φ(id))i1,...,id∈N for all x ∈ X, φ ∈ S∞ . (2.1)
If d = 1, x is a sequence, and the action coincides with that in Example (i). For d = 2, x is an
infinite matrix, and the action permutes rows and columns (both by the same permutation).
A random d-array X invariant under this action is called jointly exchangeable. If X is
instead invariant under the action of Sd∞ defined by
((φ1, . . . , φd), x) = (xφ1(i1),...,φd(id)) for all x ∈ X, φ1, . . . , φd ∈ S∞ (2.2)
it is called separately exchangeable.
2.3.2 Laws of large numbers







and call (Fn) the empirical measure defined by (An). If G is discrete, | • | is the set size,
the sets An are finite, and Fn is the sum (1.1). We first ask for a law of large numbers:
Under what conditions can we assume Fn(f,X)→ E[f(X)] a.s. as n→∞, for some function
f? To give a general answer, the expectation must be replaced by conditional expectation,
defined as follows. For a given measurable action of G on X, we denote the set of all G-
invariant probability measures on X by IG. A Borel set A ∈ B(X) is almost invariant if
P (A M φA) = 0 for all P ∈ IG and all φ ∈ G, where M denotes symmetric difference. The
collection σ(G) of all almost invariant sets is a σ-algebra. We abbreviate conditioning on
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σ(G) as
E[ • |G] := E[ • |σ(G)] and P ( • |G) := P ( • |σ(G)) .
The relevant law of large numbers for a G-invariant variable X is then
Fn(f,X)
n→∞−−−→ E[f(X)|G] a.s. for all f ∈ L1(X) . (2.3)
For (2.3) to hold, one must certainly require
|An ∩KAn|
|An|
n→∞−−−→ 1 for all compact subset K ⊂ G . (2.4)
A sequence (An) of compact sets satisfying (2.4) is called a Følner sequence, and G is
amenable if such a sequence exists. A Følner sequence is tempered if∣∣∣⋃
k<n
A−1k An
∣∣∣ ≤ c|An| for some c > 0 and all n ∈ N . (2.5)
Not every Følner sequence is tempered, but every group containing a Følner sequence
also contains one that is tempered [41]. The pointwise theorem for amenable groups, the
culmination of a long line of work by Ornstein, Weiss, Furstenberg, and others [63], states
that the necessary condition (2.4) is essentially sufficient:
Theorem 2.7 (E. Lindenstrauss [41]). If X is invariant under a measurable action of an
amenable lcsc group, and f ∈ L1(X), the empirical measure defined by a tempered Følner
sequence satisfies (2.3).
Examples. (iv) The group S∞ is amenable, and choosing An := Sn defines a tempered
Følner sequence. Its empirical measure is 1n!
∑
φ∈Sn f(φx).
(v) Consider a stationary random field on the grid Z2, as in Example (ii). Stationarity is
invariance under the group G = Z2, acting by addition. The sets An = {(i, j) | |i|, |j| ≤ n}
form a tempered Følner sequence for G. The image under An of a fixed point in the index
set Z2, say (0, 0), is the subgrid Ωn := An(0, 0) = {−n, . . . , n}2, see Figure 2.1. Condition
(2.4) hence implies
|∂Ωn| / |Ωn| n→∞−−−→ 0 where ∂Ωn = Ωn\Ωn−1 , (2.6)
which is the standard condition used in limit theorems for random fields to control depen-





Figure 2.1: The amenability condition (2.4) illustrated on the grid Ω := Z2.
The shift group on Ω is G = Z2, acting by addition. The centered subgrid Ωn of radius n
can be represented as Ωn = An(0, 0), and |∂Ωn| ≈ |An4φAn| for φ = (+1,+1).
2.3.3 Ergodicity
Theorem 2.7 establishes convergence to conditional expectations E[ • |G], and hence to ex-
pectations under the conditional probability P ( • |G). To clarify the meaning of this result,
we must characterize the conditionals, and that requires the concept of ergodic measures.
Ergodicity is perhaps most familiar in the context of discrete-time stochastic processes:
Informally, an ergodic process “eventually forgets where it came from”. More formally, a
stationary process is ergodic if every shift-invariant event occurs with probability either
0 or 1 [36, 51]. To generalize this idea, we substitute shift-invariance by G-invariance: A
probability measure P is ergodic if
(i) P is G-invariant and (ii) P (A) ∈ {0, 1} whenever A ∈ σ(G) ,
see [24, 44]. The relevant characterization of the conditionals is the ergodic decomposition
theorem, which states that each realization of P ( • |G) is ergodic. One part of that statement
is trivial: By the elementary properties of regular conditional probabilities, P ( • |G) satisfies
(ii) almost surely, since it is σ(G)-measurable. Whether (i) holds is a much harder question,
however, and need not be the case for arbitrary groups, but does hold if G is lcsc.
Theorem 2.8 (Ergodic decomposition [36,44]). Let G be an lcsc group acting measurably
on a standard Borel space X. The set IG of invariant measures is convex, and an invariant
measure is an extreme point of IG if and only if it is ergodic. A probability measure P on
X is G-invariant if and only if there exists a random ergodic measure ξP, i.e. a random
variable with values in the set of extreme points of IG, such that
P [ • |G] = ξP( • ) a.s. (2.7)
Any invariant random element X can, according to (2.7), be generated in two steps: By
first selecting an ergodic measure ξP at random, followed by a draw X|ξP ∼ ξP from this
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measure. If f is a measurable function, then
E[f(X)|G] =a.s. ξP(f) and, if X is ergodic, E[f(X)|G] =a.s. E[f(X)] .
The example most common in statistics is de Finetti’s theorem:
Example. (vi) Let X = (X1, X2, . . .) be an exchangeable sequence, with entries in some
standard Borel space X0. By the Hewitt-Savage 0–1 law [35], X is ergodic if and only if it is
i.i.d. There is hence a random probability measure µP on X0 such that (2.7) takes the form
P ( • |G) = µ∞P ( • ) a.s. That implies the well-known de Finetti integral identity, namely
P (X ∈ • ) = E[P ( • |G)] =
∫
M
m∞( • )QP(dm) , (2.8)
where M is the set of probability measures on X0, and QP the law of µP.
The case of de Finetti’s theorem helps to illustrate implications for statistics: Suppose
the invariant random element X is an “infinititely large” random object, and that the
function f depends only on a “small part” of X. Such a small part may be a single entry
(if X is an infinite sequence), a single vertex (for infinite graphs), or a finite-size patch (if
X is a continuous random field). Applying different elements φ of the group G to X moves
different parts of X within the domain of f , and hence Fn(f,X) averages over different
parts of X.
Examples. (vii) Let X be a stationary Markov chain with a countable set S of states,
indexed by Z. (That is, we define symmetry as shift-invariance as in Example (ii), where
X = SZ and d = 1, and consider only those invariant sequences X that additionally satisfy
the Markov property). Then X is ergodic if it is irreducible and aperiodic [35].
(viii) Let X be a jointly exchangeable array, as in Example (iii). Such arrays are character-
ized by the Aldous-Hoover theorem [36] as follows: For simplicity, let d = 2. Let H be the
set of measurable functions [0, 1]3 → Ω, and let Ui and Uij , for i, j ∈ N, be independent, uni-
form random variables in [0, 1]. For any h ∈ H, the random array Xh := (h(Ui, Uj , Uij))i,j∈N
is jointly exchangeable. The Aldous-Hoover theorem shows that a jointly exchangeable ar-
ray X is ergodic if and only if X
d
= Xh for some h ∈ H. For d > 2, the function h is more
generally of the form [0, 1]2
d−1 → Ω, see [36]. For applications of exchangeable arrays in
statistics and machine learning, see [46].
(ix) Let G be the set of all undirected, simple graphs with vertex set N. An exchange-
able graph is a random element X of G whose distribution is invariant under arbitrary
permutations of the vertex set by elements of S∞ [21]. A graphon is a measurable function
w : [0, 1]2 → [0, 1] that satisfies w(u, u′) = w(u′, u), for all u, u′ ∈ [0, 1] [7,43]. Let W be the
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set of all such functions. Any graphon w defines an exchangeable graph Xw as
Xw := (Xij)i<j∈N where Xij := I{Uij ≤ w(Ui, Uj)} ,
for a family of uniform variables Ui, Uij as in the previous example. An exchangeable
graph X is ergodic if and only if it is generated by a graphon, that is, if X
d
= Xw, for
some w ∈W. Informally, that follows from Example (viii): A graph can be identified
with its adjency matrix, which is a 2-array with Ω = {0, 1}, and X is exchangeable iff its
adjency matrix is jointly exchangeable. It is therefore ergodic iff X
d
= Xh for some h ∈ H.
Since the adjacency matrix is symmetric, h is symmetric in its first two arguments. The
function w(u, u′) :=
∫
[0,1] h(u, u
′, v)dv is hence a graphon, and Xw
d
= Xh. See [21] for a
rigorous argument. In statistics, the term graphon model refers to a family of distributions
{Pw|w ∈ W}, where Pw is the law of Xw, and W a suitable subset of W. In [25, 37], for
example, W contains only Ho¨lder-smooth elements of W.
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Chapter 3
Limit theorems for invariant
distributions
3.1 Assumptions
Throughout, we impose the following assumptions: G always denotes a lcsc group that is
amenable (as defined in Section 2.3.2) and acts measurably on a standard Borel space X.
A metric d on G is left-invariant if d ◦ (φ⊗ φ)−1 = d for all φ ∈ G. For a subset G of G,
we denote by Bt(G) = {φ ∈ G|minφ′∈G d(φ, φ′) ≤ t} the d-ball of radius t around G. For
the identity element e of G, we abbreviate Bt := Bt(e). Every amenable lcsc group admits
a left-invariant metric satisfying
|Bn+1\Bn|
|Bn\Bn−1| = O(1) , (3.1)
and we always assume d to have this property.
Table 3.1: Examples of invariant objects
invariant objects X ergodic measures eq. (2.8) specializes to eq. (2.3) specializes to
exchangeable sequences i.i.d. sequences de Finetti’s theorem law of large numbers
stationary time series ergodic processes Birkhoff’s theorem
exchangeable graphs graphon models Aldous-Hoover theorem graph limit convergence
graphs generated by graphex models Kallenberg’s represen- empirical graphex
inv. point processes tation theorem [36]
exchangeable arrays dissociated arrays Aldous-Hoover theorem Kallenberg’s LLN
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3.2 Mixing
Lindenstrauss’ theorem requires existence of a first moment, as one would expect for a law
of large numbers. To formulate central limit theorems, we must strengthen the hypothesis
to (i) a second-moment condition on f(X), and (ii) a mixing condition. In the context of
mixing, it can be helpful to think of (f(φX))φ∈G as a real-valued stochastic process indexed
by G. Informally, mixing means that, if two subsets G and G′ of G are “far away” from
each other, the segments (f(φX))φ∈G and (f(φX))φ∈G′ of the process are approximately
independent.
To make this notion precise, consider some subset G ofG. The set of events in X that can
be formulated in terms of the segment (f(φX))φ∈G is the σ-algebra σf (G) = σ(f ◦ φ, φ ∈ G).
Since distance in G is measured by a metric d as defined above, the set of group elements
with distance larger than t from G is G \Bt(G). For t > 0, we hence define
C(t) := {(A,B) ∈ σf (φ1, φ2)⊗ σf (G)∣∣G ⊂ G, φ1, φ2 ∈ G\Bt(G)} . (3.2)
We then call the function α : R≥0 → (0,∞) defined by
α(t) := sup
(A,B)∈C(t)
|P (A)P (B)− P (A ∩B)|
the mixing coefficient for f and P , and P is mixing with respect to f if α(t)→ 0 as
t→∞. The function α( • |G) given by
α(t|G) := sup
(A,B)∈C(t)
E[|P (A|G)P (B|G)− P (A ∩B|G)|]
is the conditional mixing coefficient, and P is conditionally mixing if α(t|G)→ 0
as t diverges. The next lemma shows that α(t|G) = 0 is never a stronger condition than
α(t) = 0. Example (xii) below shows it is indeed strictly weaker. We measure the “spread”
of a subset G ⊂ G within the group by defining N(G) := min {d(φ, φ′)|φ, φ′ ∈ G distinct}.
Lemma 3.1. (i) The mixing coefficients satisfy α(n|G) ≤ 2α(n) for all n ∈ N. (ii) Let G
be discrete. Then α(n|G) = 0 holds if and only if, for all subsets G ⊂ G with N(G) ≥ n,
the law of the sequence (f(φiX))φi∈G does not depend on the enumeration φ1, φ2, . . . of G.
Examples. (x) Arguably the most commonplace notion of mixing is that for stationary
discrete-time processes [10]. Let (ζn)n∈Z be a stationary, real-valued stochastic process.
Mixing requires that any initial segment (ζi)i≤k and the tail (ζi)i≥k+t become approximately
independent as t grows large. That is formalized by requiring
|P (A ∩B)− P (A)P (B)| t→∞−−−→ 0 if A ∈ σ(ζ1, . . . , ζk), B ∈ σ((ζi)i≥k+t).
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The sequence (αt)t∈N with
αt := sup
k∈N,A,B
|P (A ∩ φ−1t B)− P (A)P (B)| (3.3)
is called the alpha-mixing coefficient.
(xi) A stationary Markov random field X is a stationary random field X = (Xi)i∈Zd , as in
Example (ii), that has the Markov property
P (XG ∈ • |XZd\G) = P (XG ∈ • |X{i∈Zd|minj∈G d(i,j)=1}) for all G ⊂ Zd .
To average over a stationary field, f is typically chosen as the coordinate function





|P (X0 ∈ A|Xi ∈ B)− P (X0 ∈ A)| ≤ 1
2d
, (3.4)
also known as the Dobrushin condition [26]. Then X is mixing with respect to f . That is
straightforward to verify for d = 1: Condition (3.4) implies
|P (X0∈A|X−t∈B)− P (X0∈A)|
≤ |E[P (X0∈A|X−1)− P (X0∈A)|X−t ∈ B]− E[P (X0∈A|X−1)− P (X0∈A)]|
≤ 2α(t− 1)aφ for all t ∈ N,
where expectations are taken with respect to X−1. There are hence positive constants c1
and c2 such that α(t) ≤ c1ke−c2t for all t ∈ N, i.e. the mixing coefficient decays exponen-
tially. The same holds for d ≥ 2, by a more technical argument [26].
(xii) Let X = (X1, X2, . . .) be a real-valued random sequence, and f the first coordinate
function f : (x1, x2, . . .) 7→ x1. If X is exchangeable, it need not be mixing with respect
to f , but it is conditionally mixing. To illustrate the difference, generate a sequence by
drawing a random value X1 from some distribution on R, and set X2 = X3 = . . . = X1.
Then X is exchangeable; in terms of de Finetti’s theorem, its entries are drawn conditionally
independently from the point mass δX1 , given X1. Clearly, X1 and Xt do not become less
dependent as t grows. However any exchangeable sequence is conditionally mixing with
respect to f : For any subsets F,G ⊂ Z, conditional independence of the entries implies
(Xi)i∈F ⊥⊥G (Xj)j∈G whenever F ∩G = ∅ ,
and hence α(t|G) = 0 for all t > 0.
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3.3 Limit theorems
Two hypotheses will repeatedly appear in our results: We either require
(i) E[f(X)2] <∞ (ii) α(n|G) = 0 for some n ∈ N , (3.5)
or that there exists an ε > 0 such that
(i) E[f(X)2+ε] <∞ (ii)
∫
G
α(d(e, φ)|G) ε2+ε |dφ| <∞ , (3.6)




To keep expressions simple, we assume that f is centered, in the sense that E[f(X)|G] = 0,
and write L1(X) for the set of all such centered f ∈ L1(X). Since conditions (3.5) and (3.6)
both imply that f ∈ L1(X), and E[f(X)|G] = 0 can be centered for any L1-function, this
constitutes no loss of generality. We define an element-wise and a total variance as




Theorem 3.2. Let Fn be the empirical measure defined by a tempered Følner sequence in
G, X a G-invariant random element, and f ∈ L1(X). If either (3.5) or (3.6) is satisfied,
Fn(f,X) has a normal limit√
|An| Fn(f,X) d−−→ ηZ for Z ∼ N(0, 1) . (3.7)
The asymptotic variance η2 is a random variable that is almost surely finite, and can be
chosen independent of Z.
The rate of convergence in Lindenstrauss’ theorem is thus |An|− 12 , and depends only on
the choice of Følner sequence and hence on the group; it does not depend on the action, or
on the space X. The central limit theorem is complemented by a Berry-Esseen type bound,
which quantifies how closely the nth sample average in the central limit theorem resembles
the limiting normal law. The Wasserstein metric dW of order 1 is used to compare laws








so that condition (3.6ii) takes the form τ(0) <∞.
Theorem 3.3. Let Fn be the empirical measure defined by a tempered Følner sequence in
G, X G-invariant, f ∈ L1(X), and Z an independent standard normal variable. Abbreviate






≤ κ1√|An| + κ2 |An4BkAn||An|
for constants κ1 of order O(s
3
4|Bk|2) and κ2 = O(s22). If (3.6) holds instead for some ε > 0,






≤ κ3τ(bn) + κ4|Bbn |√|An| + κ3 |An| − |An ∩BbnAn||An|
for constants κ3 = O(s
2
2+ε) and κ4 = O(s
3
4+2ετ(0)). In either case, the asymptotic variance
η2 is finite almost surely.
Observe that, if α2(k|G) = 0 for some k and τ( • ) is hence bounded, the remaining
quantity is of order |An|−1/2, which matches the Berry-Esseen bound n−1/2 for n i.i.d.
variables [50]. Condition (3.5) is the stronger one and results in a simpler bound. Why
(3.6) complicates matters is explained for the discrete case by Lemma 3.1: The laws of
sequences (f(φiX)i) are not generally independent of the enumeration of the elements φi.
The final term in either bound is a variance correction, required since the empirical measure
is scaled by the overall standard deviation η, rather than that given by An. The choice
of the sequence (bn) is subject to a trade-off, since τ(b) decreases with b, whereas |Bb|
increases.
The bound may simplify if G has additional properties. For example:
Corollary 3.4. Let G be a finitely generated, nilpotent group of rank r, and d the word
metric with respect to a finite generator. Then An := Bn defines a tempered Følner se-
quence, and hence an empirical measure Fn. Let X be an invariant random element, and






= O(n−r/(2(r+δ))) for Z ∼ N(0, 1) .
The right-hand side decreases both in r, since the sets An grow with r, and in δ, since
a larger value of δ implies stronger mixing. Informally, X is closer to being exchangeable
for a larger value of δ, and as we will see in Section 3.6.2, the mixing condition vanishes
entirely in the exchangeable case.
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3.4 Generalizations
This section generalizes Theorems 3.2 and 3.3 in three ways: To triangular arrays of random
variables, to generalized U-statistics, and to randomly subsampled averages. In more detail:
(1) Triangular arrays. The elementary central limit theorem of Lindeberg concerns the
partial sums
∑
j≤n ζj of an i.i.d. sequence (ζj) of random variables. It can be generalized
to triangular arrays of the form (ζij), where the sequence (ζij)i is i.i.d. for each i: Under
suitable conditions, central limit theorems hold for a diagonal sequence of partial sums∑
j≤n ζnj . [35] treats i.i.d. central limit theorems comprehensively in terms of triangular
arrays. In the invariant world, a single invariant random variable Xi assumes the role of the
entire sequence (ζij) above. We consider a sequence (Xi) of such variables—which all satisfy
the same invariance, but need not have the same distribution—and extend our results to
diagonal sequences of the form fn(Xn).
(2) Generalized U-statistics. If ζ := (ζi) is an i.i.d. sequence and g a symmetric function





g(ζi1 , . . . , ζik)
is called a U-statistic, and it is well-known that such statistics generically satisfy central
limit theorems e.g [55]. Define ζk := (ζi1 , . . . , ζik) we can view U-statistics as empirical
averages of ζk over [−n, n]k. However the process ζk is not stationary on Zd, only invariant
under joint translation: t, ζk → (ζi1+t, . . . , ζik+t). Similarly in the general case, we consider
standard Borel spaces X that admit an action of Gk and a random element Xk whose
distribution is invariant under a strict subgroup of Gk. We will be interested in studying
empirical averages of Xk over A
k
n.
(3) Randomized averages. Rather than averaging over all transformations in a Følner set
An, one might consider using only a random subset Ân. In the discrete case, the empirical
measure Fn then becomes




and we also consider the non-discrete case below. Limit theorems hold under suitable
conditions on the random sets Ân.
3.4.1 Definitions
Throughout, we consider random element Xn of a standard Borel space Xn, for n ∈ N.
On each space Xn, we consider a function gn ∈ L1(Xn). We ask how the sequence gn(Xn)
converges as n→∞. To define symmetry, we again choose an amenable lcsc group G, and
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now distinguish two types of actions: We fix a sequence (kn) of integers, typically chosen
such that 0 < k1 ≤ k2 ≤ . . .. For any such integer, the kn-fold product Gkn := G× . . .×G,
endowed with the product topology, is again an lcsc group. If (Am) is a tempered Følner
sequence in G, then (Aknm ) is a tempered Følner sequence in Gkn . For each n, we choose a
measureable action of Gkn on Xn. We use boldface to denote elements of Gkn , so that the
action defines transformations φxn = (φ1, . . . , φkn)xn for xn ∈ Xn, and this we refer to as
the full action of Gkn . The full action defines the joint action of G on Xn, given by
φxn := (φ, . . . , φ)xn for φ ∈ G, xn ∈ Xn .
The relevant notion of distributional invariance in the following is that every image φXn of
Xn under an element of Gkn remains invariant under the joint action,
ψφXn = (ψφ1, . . . , φkn)Xn
d
= φXn (3.9)
for all ψ ∈ G and φ = (φ1, . . . , φkn) ∈ Gkn . This property is considerably weaker than in-
variance under the full action, but stronger than invariance ψXn
d
= Xn under the joint
action. To define conditioning, it suffices to consider only the joint action, i.e. a Borel set
A in Xn is almost invariant if P (ψA4A) = 0 for all ψ ∈ G, and the σ-algebra of such sets
is again denoted σ(G). Where convenient, we center gn(Xn), and write
hn( • ) := gn( • )− E[gn( • )|G] .
A lot of statistics of interest are of the form hn(Xn), U statistics are an example.
Example 3.1. For general invariance structures, U-statistics are statistics of the form∑
φ1,...,φkn∈An
Fn(f(φ1X), · · · , f(φknX))






be the space of arrays indexed by Gkn with entries being kn-dimensional






∀x ∈ Xn, ∀(φ˜1, . . . , φ˜kn) ∈ Gkn .
We define Xn to be Xn :=
(
f(φ1X), . . . f(φknX)
)
φ1,...,φkn∈Gkn
and notice that Xn is invari-
ant under joint action of G—but not necessarily under the action Gkn. Therefore the only
thing left to define is the function gn : Xn → R which we choose to be gn : x −→ Fn(xe,...,e)
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Fn(f(φ1X), · · · , f(φknX)).
To obtain second-order convergence result, we have to impose smoothness and mixing
conditions on the sequence (gn) that are expressed in terms of the full actions of the groups
Gkn , and measure how sensitive gn is to the effect of any single coordinate in Gkn . To
measure smoothness, we consider φ ∈ Gkn and manipulate a single entry using a transfor-
mation (e, . . . , e, ψi, e, . . . , e) that is identity in all but its ith coordinate: The function gn





∥∥gn ◦ φ− gn ◦ (e, . . . , e, ψi, e, . . . , e)φ∥∥p ≤ cip(gn) .
To formulate mixing, we need a suitable analogue of the sets C(t) in Section 3.2. To this
end, let F and G be Borel sets in Gkn , and denote by priF := {φi|φ ∈ F} the projection of
F onto the ith coordinate. Informally, we have to express that all ith coordinate entries of
elements of F have distance at least t to all other coordinate entries in F , and all entries of
vectors in G. The set of all these other entries is
[F,G]i := {φj |φ ∈ F, j 6= i} ∪ {φj |φ ∈ G, j ≤ kn} ,
and we define the dissimilarity measure
δi(F,G) := inf {d(φ, ψ) |φ ∈ priF,ψ ∈ [F,G]i} ,
where d is the metric on G. Define the set system
Ci(t) := {(A,B) ∈ σgn(φ,φ′)⊗ σgn(G) |φ,φ′ ∈ Gkn , G ∈ B(Gkn), δi({φ,φ′}, G) ≥ t} .
Compared to the previous definition of the conditional mixing coefficient α( • |G) in Sec-
tion 3.2, we substitute one of the conditional probabilities P ( • |G) by a quantity that
measures only the effect of a single coordinate of the full action: Lindenstrauss’ theorem
implies that, if X is G-invariant, the conditional probability of a Borel set A in X can be
written as






I{φX ∈ A}|dφ| .
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I{(e, . . . , e, φi, e, . . . , e)Xn ∈ B}|dφi| ,






|P (A,B|G)− E[Pi(A)I{Xn ∈ B}|G]|
Example 3.2. If kn = 1 and Xn = X are constant, and if we denote αgn(·|G) the condi-




φ∈G then we have αn(t|G) ≤ αgn(t|G) for
all t ∈ R+.
In Example 3.1 we had Xn =
(
f(φ1X), . . . f(φknX)
)
φ1,...,φkn∈Gkn
Gkn acting by translating
the indices and gn(φXn) = Fn(f(φ1X), . . . f(φknX)) for all φ ∈ Gkn. Then if α(·|G) is the
conditional mixing coefficient of (f(φX))φ∈G we can prove that
αn(·|G) ≤ α(·|G).
Hypotheses (3.5) and (3.6) are then replaced by one of the following conditions, which












φ∈Gkn is UI (3.10)



















3.4.2 Subsampling of Følner sets
For a probability measure P , denote by EP the expectation taken with respect to P . More
generally, if m is a σ-finite measure and A a Borel set with 0 < m(A) <∞, we write





The empirical measure Fn can then be written as
Fn(f,X) = E| • |[f(ΦX)|Φ ∈ An] .
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To randomize these averages, we substitute Haar measure by a random measure µ, or more
generally—in the context of triangular arrays—by a sequence (µn) of random measures
satisfying
µn is σ-finite on Gkn and µn(Aknn ) > 0 a.s. for all n ∈ N . (3.12)
For a sequence (Xn) of G-invariant random variables, we then replace Fn by the randomized
empirical measure
F̂n(hn, Xn) := Eµn [hn(ΦXn)|Φ ∈ Aknn ] . (3.13)
The subsample represented by the random measure µn must cover A
kn
n sufficiently well—
for example, if the group in question is (R,+), it must not concentrate on a hyperplane in
Rkn . Formally, that can be ensured as follows: For all subsets F,G ⊂ Gkn and all subsets
S1,S2 ⊂ N denote
[F,G]S2S1 :=
(
[F,G]i ∩ prk(F ∪G)
)
(i,k)∈S1×S2
the array with the (i, k)th-entry the sets of transformations φ that are in prk(G) or prk(F )\
pri(F ).






([{Φ}, {Φ′}]S2S1 ∈ A])∣∣Φ,Φ′ ∈ Aknn )) S1,S2⊂N
A∈Acard(S1×S2)
n∈N
is uniformly integrable. If only a single random variable X is considered (rather than (Xn)),
we similarly call a random measure µ on Gk well-spread if the above condition holds for the
sequences (kn) and (µn) defined by kn := k and µn := µ.
Well-spreadness is a second-order property—note the product measure µn ⊗ µn in the
definition—which suffices for asymptotic normality. Generalizing the Berry-Esseen bound









([{Φ1,Φ2}, {Φ3,Φ4}]S2S1 ∈ A)∣∣Φ1:4 ∈ Aknn )] ,
and S := supn Sn. We call (µn) strongly well-spread with spreading coefficient S, if
S <∞. If a sequence is strongly well-spread, it is well-spread.
Examples. (1) Let Π be a Poisson point process on Gk. Then the random measure





|A| < ∞ .
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(2) Let G be discrete. For each n, let Πn be a point process on Gkn with
Πn ∩Aknn
∣∣∣(|Πn ∩Aknn | = m) d= (Φ1, . . . ,Φn) ,
where the variables Φi are uniformly drawn from A
kn
n either with or without replacement.
Then the random measures µn( • ) := |Πn ∩ • | form a strongly well-spread sequence.
3.4.3 Generalized limit theorems
As previously, we associate variance contributions with each component F̂n. To this end,
we consider a restricted average, in which one coordinate j in the group Gkn is fixed to
ψ ∈ G: For a random element Φ of Gkn , write Φj:ψ = (Φ1, . . . ,Φj−1, ψ,Φj+1, . . . ,Φkn), and
let µnj be the marginal of µn with jth coordinate integrated out. Define
F̂nj(f, x, ψ) := Eµnj [f(Φ
j:ψx)|Φ ∈ Aknn ] and F̂∞,j(f, x, ψ) := limn→∞ F̂nj(f, x, ψ) .
For a random element Ψ of G with law
µi−jn := |An|Eµn⊗µn
[
1{Φ−1j Φ′i ∈ • }
∣∣Φ,Φ′ ∈ Akn−1n ] ,









F̂∞,i(hn, Xn, e)F̂∞,j(hn, Xn,Ψ)|G
] ∣∣ d(e,Ψ)≤m] .
Theorems 3.2 and 3.3 can then be restated more generally as follows:
Theorem 3.5. Let (An) be a tempered Følner sequence in G, and (Xn) a sequence of
G-invariant random elements of X. Define (kn) and (hn) as in Section 3.4.1. For each n,
let µn be an almost surely σ-finite random measure on Gkn, and require: (1) The sequence
(µn) is well-spread and independent of (Xn). (2) The constants kn satisfy kn = o(|An| 14 ),
and α(n|G) n→∞−−−→ 0 for all k ≤ lim sup kn. (3) Either condition (3.10) or (3.11) holds. If
the limits
η̂nm
p−−→ ηm as n→∞ and ηm L2−−→ η as m→∞
exist, then
√|An| F̂n(hn, Xn) d−−→ ηZ holds as n→∞, for Z ∼ N(0, 1).
Theorem 3.6. Assume the conditions of Theorem 3.5 hold, and require that (µn) is
strongly well-spread, with spreading coefficients S1,S2. If condition (3.10) holds for some













where κ1 is of order O
(






2+ε for b ∈ N






≤ κ2R(bn) + κ3k
2
n|Bbn |√|An| +
∥∥∥ η̂2n,kn − η2
η2
∥∥∥ ,





2(S ∧ 1)) and κ3 = O([(∑i ci,4+2)3 ∧ 1][S ∧ 1]R(0)).
To recover Theorems 3.2 and 3.3, choose kn = 1 and µn( • ) = | • | for all n ∈ N.
3.5 Concentration
3.5.1 Context
We next give a concentration result, which we formulate for a specific subcase of the setting
presented in Section 3.4. We take X and Y to be standard Borel spaces and (Xn) to be
a sequence of G-invariant random elements of X. Let (kn) be a non decreasing sequence;
and let (fn : X → Y ) and (gn : Y kn → R) be measurable functions. We take (µn) to be a
sequence of random measure with µn almost-surely σ-finite on Gkn and define
hn(φXn) := gn(fn(φ1Xn), . . . ,φknXn)− E[gn(fn(φ1Xn), . . . ,φknXn)|G], ∀φ ∈ Gkn .




3.5.2 Definitions and results
The result requires two types of conditions. One is widely used in the concentration liter-
ature: A function f : Xk → R is self-bounded if there are constants δ1, . . . , δk, the self-






δiI{xi 6= x′i} for all x,x′ ∈ Xk ,
see e.g [9]. The function is uniformly L1-continuous in G if
sup
φ∈Gk, φ′∈Bε(φ)
‖h(φx)− h(φ′x)‖1 ε→0−−−→ 0 ,
where Bkε(φ) := {φ′ ∈ Gk | d(φi, φ′i) ≤ ε for i ≤ k}.
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The second condition controls interactions between function values under different trans-
formations of X. Suppose first G is discrete. For a stochastic process Y = (Yφ)φ∈G on the
group, we measure how the full conditional at the identity element e,
pe( • |y) := P (Ye ∈ • |Yφ = yφ, φ 6= e) ,








ψ if ψ 6=φ
‖pe( • |y)− pe( • |y′)‖TV .
For G = Z, this is the Dobrushin interdependence coefficient e.g [54], and we use the
same terminology for a general discrete group G.
For an uncountable group, we generalize the definition as follows: Let (εn) be a sequence
of positive scalars with n → 0, and for each n, let Cn be an “εn-grid” in G, that is, a
countable subset Cn ⊂ G satisfying
(i) e ∈ Cn (ii) d(φ, φ′) ≥ εn for φ, φ′ ∈ Cn distinct (iii)
⋃
φ∈Cn
Bεn(φ) = G .






exists, we call ρ the Dobrushin curvature of (Xφ) for (εn) and (Cn). For a discrete
group, we recover ρ[X] = Λ[X]. A continuous example would be G = R and a continuous-







‖L(X0|Xt = x)− L(X0|Xt = y)‖TV .
Denote by S(n) := {a ∈ [0, 1]n|∑i ai = 1} the n-dimensional simplex, and by P(A) the
set all of partitions of a set A into finitely many measurable subsets.
Theorem 3.7. Let (An) be a tempered Følner sequence in G, and (Xn) a sequence of
G-invariant random elements of X. Define (kn) and (hn) as in Section 3.5.1 and let (ci) be
the self bounding coefficients of hn. For each n, let µn be an almost surely σ-finite random










∣∣Aknn ))2 |An|supj |pij | .
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To compute Dobrushin curvatures, fix a sequence (Cm) of subsets in G as above, and define
ρn := ρ[fn(φXn)φ∈G]. If τn <∞ for all n, then
P
(
F̂n(hn, Xn) ≥ t







for all t > 0 .
Although the result does not impose an explicit mixing assumption, its conditions imply
mixing properties that are considerably stronger than those required by Theorems 3.2–3.6.
Its statement is complicated by the random measures µn. If we fix µn to Haar measure on
the group Gkn , it simplifies:
Corollary 3.8. If µn in Theorem 3.7 is Haar measure on Gkn, then
P
(
F̂n(hn, Xn) ≥ t







for any t > 0, n ∈ N .
3.6 Applications
This section considers applications of our results to random fields, various exchangeable
random structures, stochastic block models, “graphex” models, and marked point processes.
Most of these results are novel, but we also obtain known results as special cases.
3.6.1 Random fields
A random field (Xt)t∈G indexed by either G = Zd or G = Rd is stationary if it is invariant
under G acting on the index set by addition. In the discrete case G = Zd, amenability
specializes to the boundary condition (2.6), and Theorem 3.2 to Bolthausen’s theorem [5].
For G = Rd, Theorem 3.2 implies a continuous counterpart to Bolthausen’s result:
Corollary 3.9. Let X = (Xt)t∈Rd be a stationary random field, and f ∈ L1(X) a real-














A random element X of a standard Borel space is exchangeable if it is invariant under a
measurable action of the finitary symmetric group S∞. This group is discrete and amenable,







′φX) where Sin := {φ ∈ Sn |φ(i) = i}
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random structure X ergodic structures CLT (3.14) due to
exchangeable sequence i.i.d. sequences H. Bu¨hlmann [12]
edge-exch. graphs [13,19,33] i.i.d. seq. of edges -
exchangeable partition [49] paint-box dist. -
homogeneous fragmentation [49] i.i.d. seq. of paint-boxes -
exchangeable graph [36] graphon distributions [3]
[1]
jointly exch. array [36] dissociated array Eagleson/Weber [23]
separately exch. array [36] dissociated array -
Table 3.2: Examples of exchangeable structures
to specify the requisite asymptotic variance.
Corollary 3.10. Let X be an exchangeable random element of a standard Borel space
X. Assume that E[f(X)2] <∞, and require∑
i∈N lim sup
j
‖f(X)− f(τijX)‖L2 < ∞ ,








d−→ ηZ as n→∞ (3.14)









































Table 3.2 lists examples of exchangeable structures to which the corollary applies. In
some cases, (3.14) is known.
Separate and jointly exchangeable arrays are different in nature see Equation (2.1) and
Equation (2.2). A separately exchangeable k-array is invariant under an action of Πki=1S∞—
instead of S∞. This is reflected by a faster rate of convergence of statistics on those arrays.
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where Si1,...,ikn := {φ ∈ Πki=1Sn |φ(il) = il ∀l ≤ k}; and denote the permutation:
φi1,...,ikj1,...,jk :=
(
τi1,j1 , . . . , τik,jk
) ∈ Πki=1S∞.
We obtain:










d−→ ηZ as n→∞ (3.15)










Remark (Erdo¨s-Re´nyi graphs). Statistics of exchangeable Erdo¨s-Re´nyi graphs converge at
a faster rate: The first n vertices are represented by an n × n submatrix of the adjacency
matrix. Since the graphs are undirected, one only has to consider its upper triangle. For
exchangeable graphs in general, the submatrix is invariant under Sn acting on rows and
columns, which guarantees rate
√
n. In the Erdo¨s-Re´nyi case, the upper triangle entries
are i.i.d. Bernoulli variables, and hence distributionally invariant under any permutation of
the entries. Since there are n(n− 1)/2 entries, that is invariance under the larger group
Sn(n−1)/2, and the rate increases to n. /
Remark (Subsampling sample averages). We proved that the estimator 1n!
∑
pi∈Sn f(piX)
approximates E[f(X)|S∞] and characterized its speed of convergence. However from a
computational point of view, this estimator might be hard to work with. Indeed for a
structure of size n, one has to average over n! permutations. In the case of exchangeable
sequences, benign cancellation reduces the number of terms to n, but the same is not true for
exchangeable structures in general. One can hence ask whether Sn may be approximated by
averaging over a smaller subset of permutations, possibly generated at random. In general,
this is possible if the random subset “covers” the group Sn sufficiently well. A way to
build such a subset is to choose a sequence (kn) in N that grows at least quadratically,
O(kn) = n
2, and then to choose kn elements drawn uniformly with replacement from Sn to




pi∈Gn f(pi · X)




3.6.3 Stochastic block models with growing number of classes
A class of exchangeable graphs popular in statistics are stochastic block models, and a
nonparametric (but no longer exchangeable) variant can be defined whose number of classes
increases with sample size e.g [17]. Theorems 3.5 and 3.6 imply asymptotic normality results
for such models.
Specify a probability distribution pi := (pi1, . . . , pir) on the finite set [r], and a symmetric
matrix P := (Pij)i,j≤r with Pij ∈ [0, 1]. Generate a random undirected graph X with vertex
set N, by generating its adjacency matrix (Xij)i,j∈N as follows: Draw a sequence I1, I2, . . .
of indices in [r] i.i.d. from pi, and
Xij |Ii, Ij ∼ Bernoulli(PIiIj ) for each i < j ∈ N .
Since clearly (Xij)
d
= (Xφ(i)φ(j)) for every permutation φ, the graph is exchangeable. The
distribution on graphs so defined is called a stochastic block model with r communities.
To apply the model to data, an observed graph with n vertices is explained as the submatrix
(Xij)i,j≤n. A nonparametric extension can be defined by allowing r to grow with sample
size: Define a monotonically increasing function r : N→ N, and a sequence of graphons wn
given by two sequences pin = (pin1 , . . . , pi
n
r(n)) and P
n = (Pnij)i,j≤r(n). For each n, let X
n be a
random graph (with vertex set N generated by the stochastic block model with parameters
pin and Pn. An observed graph of size n is then explained as (Xnij)i,j≤n. Since (X
n)n
is a triangular array of invariant processes, Theorems 3.5 and 3.6 apply. To keep notation
reasonable, we do not state a general results, but specifically choose f as the triangle density,
f(x) = lim
n→∞
# triangles in (xij)i,j≤n
# triangles in complete graph of size n
Denote g(x) := I{ (xij)i,j≤3 is triangle }.
Corollary 3.12. Let (Xn) be a sequence of random graphs, where Xn is generated by a





























) d−→ Z ,









The terms Ei(n) and η(n)
2, and the scaling by n(n− 1)(n− 2), are specific to the
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triangle density, and change for other statistics.
Remark (Sparsified graphons). Another nonparametric extension of exchangeable graphs are
sparsified graphon models e.g [3, 37], originally introduced in [4]. An ergodic exchangeable
graphX can be generated by “graphon” function w : [0, 1]2 → [0, 1] [7]. A sparsified graphon
model generates sequence of exchangeable graphs Xn, each with vertex set N, from the
graphons ρ(n)w, for a monotonically decreasing function ρ : N→ (0, 1]. An observed graph
of size n is then explained as (Xnij)i,j≤n. This is again a triangular array, and Theorems 3.5
and 3.6 apply. /
3.6.4 Graphex models
We next consider an invariance which, although referred to as “exchangeability”, is in fact an
action of a group considerably more complicated than S∞. It first arose in H. Bu¨hlmann’s
generalization of de Finetti’s theorem to continuous-time processes: If a ca`dla`g process
has exchangeable increments, it is a mixture of Le´vy processes [35]. Since increments are
defined on intervals in R+, exchangeability is defined by swapping intervals: Fix δ > 0 and
two points a, b ∈ R+ with b > a+ δ, and let φa,b,δ be the transformation of R+ that swaps
[a, a+ δ) and [b, b+ δ), and is identity otherwise. Let T1 be the group generated by all such
maps, where we exclude interval pairs that overlap. A ca`dla`g process (Xt)t∈R+ then has
exchangeable increments if the process, regarded as a sum of increments, is invariant
under action of T1 on the index set R+. Le´vy processes are closely related to Poisson
processes and random measures, and Bu¨hlmann’s result was generalized to exchangeable
random measures on the quadrant R2+ by Kallenberg [36]; here, one similarly defines a
group T2 generated by swapping rectangles. [14] invoke this representation to define a class
of invariant random graphs, which has been extended to a generalization of graphon models
in [8, 56]. In this generalization, graphons, which are functions on [0, 1]2, are replaced by
functions on R2+.
Let ω : R2+ → [0, 1] be a symmetric measurable function, and let Π =
(
(U1, V1), (U2, V2), . . .)
)
be a unit-rate Poisson process on R2+. Generate a random countable set Xω ⊂ R2+, by draw-




)∣∣(Ui, Uj) ∼ Bernoulli(ω(Ui, Uj)) for i < j ,
with IX = 0 otherwise. The random variable Xω is T2-invariant, and Kallenberg’s repre-
sentation shows it is indeed ergodic. It defines an undirected random graph on the vertex
set N, in which the edge (i, j) is present if (Vi, Vj) ∈ Λ: Fix s ∈ (0,∞], and define a graph
gs(Xω) as
(i, j) ∈ gs(Xω) :⇔ (Vi, Vj) ∈ Xω ∩ [0, s)2 .
The expected size of gs(Xω) increases with s, and finite (infinite) values of s yield finite
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(infinite) graphs a.s. The function ω (combined with additional information not relevant to
our purposes) is called a graphex in [56].
If an instance G
d
= gs(Xω) is observed, one can ask whether it is possible to obtain an
estimate of ω. Assuming s is given, [57] propose to estimate the restricted function ω|[0,s]2
as follows: Let N be the number of vertices in G. Subdivide [0, s)2 into quadratic patches











)× [ j−1N s, jN s) .
A main result of [57] is that this estimator is consistent on bounded domains [0, t)2, in the
sense that
gt(Xωˆ[gs(Xω),s])
d−→ gt(Xω) for every t ∈ (0,∞) as s→∞ .
The next result shows that it is possible to estimate a statistic of the unobserved random
set XW from the observed graph gt(XW).
Proposition 3.13. Let W be a random measurable symmetric function R2+ → [0, 1]. Fix
t > 0, and for a countable subset pi ∈ R2+, define the function ft(pi) :=







∣∣gs(XW)]− E[ft(XW)∣∣G]) d−→ ηZ
for Z ∼ N(0, 1), where η2 = 4t4 Cov[|ΠW ∩ [0, 1]2|, |ΠW ∩ [0, 1]× [0, 2]|∣∣G].
This is not a direct consequence of Theorem 3.2, since the groups T1 and T2 are much
larger than S∞, and not locally compact. Countability of the point process is used to
sidestep the problem.
3.6.5 Marked point processes
As a final example, we consider the problem of estimating a function h of type of marked
point process known as a random geometric measure e.g [48]. The processes have appli-
cations in physics and to k-nearest neighbor graphs, among others, and substantial recent
work addresses asymptotic normality of estimates e.g. [30, 42, 48]. These typically require
lengthy proofs. The high vantage point provided by Lindenstrauss’ theorem allows us to
simplify these considerably, and we derive a prototypical result as a direct corollary of
Theorem 3.5. To this end, let X be a Polish space, and K ⊂ X a compact subset such that⋃
φ∈Gφ(K) = X and
∣∣{φ ∈ G |φ(K) ∩K = ∅}∣∣ < ∞ . (3.16)
Let Π be a locally finite, marked point process on X′ := X×M, whereM is a Borel space
of marks [35]. G acts on the process by transforming points, but not marks: If (X,M) ∈ Π,
then (φ(X),M) ∈ φ(Π).
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We define a conditional measure p on X′ that conditions on a marked point (x,m), or,
more generally, on a marked point and an additional countable set Q ⊂ X′ of such points.
This is a measurable function p : X′ ×F →M, where F is the set of countable subsets of
X′, and M the space of σ-finite measures on X′. For a fixed set Q ∈ F ,
ξQ( • ) :=
∑
(x,m)∈Q p((x,m),Q, • )
then defines a σ-finite measure on X′. If A1,A2, . . . ⊂ G are sets of transformations, one
can generate translates φ(K) of the fixed set K by elements φ ∈ An, and randomly generate
Q by intersecting these with Π to obtain Πn := Π ∩AnK ×M. The random measure ξΠn
is called a random geometric measure e.g [48]. Of interest is the limiting behavior of
EξΠn [h(X,M)] =
∫
h(x,m)ξΠn(dx, dm) for h bounded measurable.
To state a result, let α( • |G) be the conditional mixing coefficient for the function
f(Q) := EξQ∩K [h(X,M)].
Corollary 3.14. Let Π be G-invariant, φ(Π) d= Π for all φ ∈ G, and (An) a Følner




2+ |dφ| <∞ and ‖f(Π)2+‖ <∞ is U.I.




]√|An| d−→ ηZ as n→∞ ,
where η2 :=
∫













A standard hypothesis in the relevant literature is a “stabilization condition” [48]. If it
holds, and Π is a Poisson process, Corollary 3.14 holds. It implies, for example, that the
intrinsic volumes of so-called germ-grain models [42] are asymptotically normal. It can also
be used to recover the results of [30]: Choose X as the (Polish) space of compact subsets of
Rd, endowed with the Fell topology. Let G = Rd act on X by shifts, φ(C) := {x+ φ|x ∈ C}
for a compact set C ∈ X and φ ∈ Rd. One can then define a Poisson point process Π on
X, each point of which represents a compact set in Rd [?, ]Chapter 3]aleph. Abbreviate






Vi(Z ∩ [−n;n]d)− E[Vi(Z ∩ [−1; 1]d)]
) d−→ σiZ as n→∞ ,
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where σ2i = Var[Vi(Z ∩ [−1; 1]d)] is finite almost surely.
3.7 Approximation by subsets of transformations
Suppose X is invariant under a group G, but part of this invariance is neglected, in the
sense that sample averages are computed only with respect to a (non-compact) subgroup
H—for example, because one only has reason to assume invariance under H, or because G\H
contains computationally intractable elements. Since G is lcsc and amenable, so is H, and
Theorems 3.2 and 3.3 explain convergence |AHn |−1
∫
AHn
f(φX)|dφ| n→∞−−−→ E[f(X)|H] almost
surely, for a Følner sequence AHn in H. The next results shows that a stronger statement
is possible: Provided the relevant mixing condition for f is satisfied for the entire group G,
the sequence FHn even converges to E[f(X)|G], although at a slower rate. If the group H is
obtained from G by “factoring out” a compact subgroup—that is, if there is compact group
K ⊂ G such that H and K generate G—the rate is reduced only by a constant.
Proposition 3.15. Let G be generated by the union of a non-compact group H and a
compact group K, and let X be G-invariant. Let f ∈ L1(X) satisfy (3.6). If (An) is a
Følner sequence in G, then (An ∩H) is a Følner sequence in H, and there exist random











f(φX)− E[f(X)|G])|dφ| d−→ ηZ .
The ratio β :=
√|K|ηHη is given by







For example, suppose X = (Xt)t∈R is a random field invariant under the Euclidean
group—the group of rotations and translations of Euclidean space—and one averages only
with respect to translations. Then H = Rd, K is the orthogonal group Od, and convergence
slows by a factor of









(f(X + φ)− f(θX + φ))|dθ||dφ|] . (3.17)
Both this idea, and the subsampling of Følner sets in Theorem 3.5, can be used to
implement computationally tractable approximations. To illustrate the concept, consider
again the random field X = (Xt)t∈R , assuming invariance under both the translation group
Rd and the rotation group Od. If the objective is to estimate E[f(X)], one can avoid
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integration over the groups by discretization. We approximate the group Rd by a finite,
growing grid {−n, . . . , n}, and Od by random subsample.
Corollary 3.16. Let X = (Xt)t∈Rd be a random field invariant under rotations and trans-
lations of Rd, and fix m ∈ N. For each z ∈ Zd, let Θz1, . . . ,Θzm be independent, uniform









f(Θzj (X + z))− E[f(X)]
) d−→ ηmZ
as n→∞, for an almost surely finite random variable ηm. Relative to the empirical measure






This is true only if the random rotations Θzj are regenerated for each shift z. If one
generates m random rotations only once, the rate slows.
3.8 Proof overview
The main results, Theorem 3.2–3.6, concern asymptotic normality, and are proven using
adaptations of Stein’s method e.g [50]: For the function class
F := {t ∈ C2(R) ∣∣ ‖t‖∞ ≤ 1, ‖t′‖∞ ≤√2/pi, ‖t′′‖∞ ≤ 2} (3.18)
and a real-valued random variable W , Stein’s inequality guarantees
dW(W,Z) ≤ sup
t∈F
∣∣E[Wt(W )− t′(W )]∣∣ for Z ∼ N(0, 1) . (3.19)







for the generalized results in Section 3.4. Central limit theorems are then established by
showing the right-hand side vanishes as n→∞, and Berry-Esseen bounds by bounding it
as a function of n. Proofs for Theorems 3.2 and 3.3, which are considerably less complicated
then in the general case, are given in Chapter 6.
3.8.1 Proofs of the general results
The generalized limit theorems in Section 3.4 consider a sequence (hn) of functions, and Wn
is now given by the randomized empirical measure F̂n(hn, X) defined in (3.13). The proofs
still resemble Stein’s method, but require a number of modifications:
(1) For triangular arrays, the dimension kn of the group may grow with n. We hence define
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hn(φ1x, . . . , φix, ψi+1x, . . . , ψknx)|dψi+1:kn | .















n(φxn)|Aknn ]− t′(W )
]








pendency neighborhood” around an index i [50]. Regarded as a special case of a group
action, the neighborhood {j| |j − i| ≤ m} is a neighborhood in the group. For general
amenable actions, one must construct a suitable neighborhood in Gkn , without relying on
a total order. Given the sequence (bn) in Theorem 3.6 and an element φ ∈ Gkn , we define
Ibn(φi, φ






Aknm ∩{θ|θj=φ′j for j 6∈Ibn (φi,φ′)}
hn(θx)|dθ| .







)∣∣∣φ, φ′ ∈ Aknn ] .
(3) Substitution of the empirical measure Fn by the randomized averages F̂n introduces
additional randomness. One must hence additionally control the probability of selecting
transformations in the dependency neighborhood.
(4) To obtain a central limit theorem in cases where no fourth moment is available, standard
techniques—such as truncating the function hn outside a compact set to obtain a function in
L4(X)—are not applicable for general group actions, and additional arguments are required
in this case.
3.8.2 Comments on other proof techniques
The choice of Stein’s method is not arbitrary: Except for certain benign groups, other stan-
dard techniques fail. These include Lindeberg’s replacement trick and martingale methods
for central limit theorems; the replacement trick and Fourier techniques for Berry-Esseen
bounds; and the Efron-Stein inequality and other standard techniques for concentration
proofs. There are a several obstacles:
(i) Topology of the group. An integral step of many martingale proofs, and of the Efron-
Stein approach to concentration, is to group observations into blocks. Dependence between
blocks is then controlled using an isoperimetric argument (i.e. the block boundaries are of
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negligible size). Such arguments apply to some groups, such as G = Z, but fail even for
G = Z2, which occurs for example in the random field in Figure 2.1. Bolthausen’s use of
Stein’s method, in [5], addresses an instance of this problem.
(ii) Lack of a total order. Replacement arguments, such Lindeberg’s method or the Efron-
Stein inequality, rely on the left-invariant total order of Z to replace random variables
sequentially. That makes them inapplicable, for example, to groups with torsion.
(iii) Uncountable groups, since replacement arguments require discreteness.
Martingales warrant an additional remark: They yield simple and elegant proofs of
asymptotic normality if X is an exchangeable sequence or array, and are invoked e.g. by [43]
for convergence, and by [23] for asymptotic normality. The related results of [1,3] are proven
differently, but could similarly be obtained using martingales. Martingales are applicable
if G contains a sequence G1 ⊂ G2 ⊂ . . . of finite subgroups such that G = ∪nGn (choose
Gn = Sn for G = S∞). If so, An := Gn defines a Følner sequence. Then (Fn, σ(Gn))n is a
reverse martingale, which implies (2.3), and Theorem 3.2 follows from the reverse martingale
central limit theorem. However, the method has limitations even for G = S∞. For example:
If (Xi) is an exchangeable sequence and h real-valued, (h(Xi, Xj))ij is an exchangeable ar-
ray, but even with proper normalization,
∑




Limit theorems for stable functions
of exchangeable structures
Throughout this chapter, X designates a standard Borel space and (Xn) a sequence of
exchangeable random variables with values in X. For any subset G ⊂ N we denote by S\G
the subgroup of permutations that leave G invariant:
S\G := {pi ∈ S∞|pi(i) = i, ∀i ∈ G}
and S(G) designates the subgroup of permutations that have G as a support:
S(G) := {pi ∈ S∞|pi(i) = i ∀i 6∈ G}.
A function f : X→ R has n degrees of freedom if
f(X) =a.s. f(pi(X)) for all pi ∈ S\[n] .
Choose a sequence of–potentially random–functions (Fn : X→ R) where Fn is of order n.
The goal of this chapter is to answer to the following question:




We define the relation ≡
n
, an equivalence relation on X:
x ≡
n
x′ ⇐⇒ ∃pi ∈ S\[n] such that x = pix′.
We write [X]n := {x′|x′ ≡
n
x} for the equivalence class of x ∈ X, and En := X/ ≡
n
the
quotient space. If X = RN is the space of sequences then x ≡
n
x′ ⇐⇒ (x1, . . . , xn) =
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(x′1, . . . , x′n). A function f : X→ R has n degrees of freedom if f(·) is constant on [X]n.





x′ ⇐⇒ x = pix′ for pi ∈ S\A.
We denote [x]A := {x′|x ≡
A
x′} the equivalence claxs of x.
A Borel set A is invariant under S(G) if pi(A) = A for all pi ∈ S(G). The collection of
invariant sets forms a σ-algebra, denoted σ(S(G)), and we similarly define the σ-algebras
σ(S\G). When conditioning on any of these σ-algebras, we abbreviate
E[ • |S(G)] := E[ • |σ(S(G))] and E[ • |S\G] := E[ • |σ(S\G)] .
Informally, an action of S∞ defines how X is broken down into parts, which are then
exchanged by a given permutation—in the examples above, these parts would respectively
be entries of a sequence, row-column pairs of a 2-array, vertices of a graph, and elements of
N in a partition. To measure the influence of the ith part on f , we define







where τin is the permutation that only swaps i and n. For an exchangeable sequence
X = (Xn) as in Example (i),
Ai(f,X) =a.s. E[f(X)|Xk, k 6= i] for f ∈ L1(X) .
If X is a general exchangeable random variable and f is of order k ∈ N, the pointwise
ergodic theorem [41] implies
Ai(f,X) =a.s. E[f(X)|S(i ∪ {k, k + 1, . . . })] for f ∈ L1(X) .
Ai thus “averages out” the contribution of Xi on f(X). For any function f ∈ L2(X), we
define the difference operators
∆i(f,X) := f(X)− Ai(f,X) and ∆ij(f,X) := ∆i(f,X)− Aj(∆i(f,X)) .
For ease of presentation, we introduce the following sigma-fields that are useful in the rest
of the exposition: for all i, n ∈ N we write
Sn(i) := S(i
⋃
{n, n+ 1, . . . })
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and for all j ∈ N we write
Sn(i, j) := S({i, j}
⋃
{n, n+ 1, . . . }).
4.2 Limit theorems
We consider a sequence of random functions Fn, each satisfying Fn ∈ L2(X) almost surely.
Recall a sequence (Yn) of real-valued random variables is uniformly integrable (UI) if





converges to 0? We introduce the following
hypothesis:
(B1) The collection (∆i(Fn, Xn))i,n∈N is UI.
Theorem 4.1. Let (Xn) be a sequence of exchangeable random elements of X, and (Fn)
a sequence of random elements of L2(X), independent of (Xn), such that Fn has n degrees







In the case where X = RN and X = (Xi) is an i.i.d process, if the functions (fn) are
uniformly-Lipchitz then fn(X1,...,Xn)n is self averaging.





(B1’) For each integer i ∈ N there is ci an S∞-measurable random variable such that
|∆i(Fn, Xn)|
a.s≤ ci.
Theorem 4.2. Let (Xn) be a sequence of exchangeable random elements of X, and (Fn)
a sequence of random elements of L2(X), independent of (Xn), such that Fn has n degrees




∣∣∣Fn(Xn)− E[Fn(Xn)|S∞]∣∣∣ ≥ ) ≤ 2E(e− n2∑i c2i ), ∀ > 0.




is however not enough to obtain a
central-limit theorem.
Example (Counter-example). Let (Xi)i∈N be an i.i.d sequence with Xi ∼ unif([−1, 1]) and
let (hn) be a sequence of functions:
























) d−→ max(0, Z), Z ∼ N(0, 2).
To obtain a central-limit theorem we need to impose additional conditions:
(H1)The collection (∆2i (Fn, Xn))i,n∈N is UI.







)2 → 0 as n→∞ .
(H3) The asymptotic variance exists, that is,
1
nVar[Fn(Xn)|S∞]
p−→ η2 as n→∞ ,
for some σ(S∞)-measurable function η.
(H2) guarantees that the empirical variance converges to var(Fn(Xn)|S∞), and (H3) guar-
antees the convergence of var(Fn(Xn)|S∞) to a random variable η2.
Theorem 4.3. Let (Xn) be a sequence of exchangeable random elements of X, and (Fn)
a sequence of random elements of L2(X), independent of (Xn), such that Fn has n degrees





) d−→ ηZ as n→∞ ,
for a standard normal variable Z.
Remark. Shortly before the completion of this draft, it was pointed out to us that in [16]
the authors had studied a similar problem for independent and identically distributed data.
They proposed conditions very similar to ours under which fn(X1, . . . , Xn)/n would be
asymptotically normal. Two differences with this work are worth pointing out. Firstly we
propose to study this problem in the more general setting of arbitrary exchangeable objects.
This allows us to move beyond the case of sequences and gives us a single theorem to study
a variety of objects from exchangeable graphs to exchangeable partitions. Secondly it is
interesting to point out that the proof techniques are different. In [16] the authors proposed
as adaptation of the Stein method to prove his results, providing him with a Berry-Esseen
bound. Our proof is based on the martingale central-limit theorem, which allow us to derive
a simpler proof, and make fewer assumptions on the moments of (∆i(fn, Xn)). /
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4.3 Smooth functions of an exchangeable sequence
If the functions in Theorem 4.3 are sufficiently smooth, the difference operators ∆i and ∆ij
can be substituted by derivatives, as the next result illustrates. For simplicity, we assume
X is an exchangeable sequence in a compact set of R and the functions Fn are non-random,
but neither assumption is essential. To state the result, we denote by ρzi the substitution
function
ρzi (x) := (x1, . . . , xi−1, z, xi+1, . . .)
for any real-valued sequence x = (x1, x2, . . .) and z ∈ R.
Corollary 4.4. Let X be an exchangeable sequence in a compact set A ⊂ R, and (fn) a























)2 → 0 as n→∞.





) d−→ ηZ for Z ∼ N(0, 1) .
One can compare the conditions to those familiar from concentration results, where a
typical way to control influence of arguments on the functions would be a uniform Lipschitz
condition
|fn(x)− fn(x′)| < cn|x− x′| where sup
n
cn <∞ .
This condition implies (a) above, but not (b). Indeed, it does not suffice to guarantee a
central limit theorem, as we mentioned earlier.
4.4 Estimation from random sampled subgraphs
Let G be the set of undirected, simple graphs with vertex set N, and let X be an exchange-
able random graph. For x ∈ G, denote by x|n the induced subgraph of x on the vertex
set {1, . . . , n}, and by Gn := G|n the set of graphs of size n. Fix k ∈ N. By a sampling
scheme, we mean a sequence (Sn)n>k, such that
(a) each Sn is a random measurable function Gn → Gk
(b) for each xn ∈ Gn and n ∈ N, Sn(xn) is a.s. a subgraph of xn.
Examples. (i) Uniform vertex sampling: Given the input graph xn, select k vertices
uniformly without replacement, and report the induced subgraph Sn on these vertices.
(ii) Random walk sampling: Select a vertex of xn uniformly at random, and start a simple
random walk of length k at this vertex. Report the path Pn of the random walk and the
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induced subgraph Sn on this path.
See [6, 47] for more on sampling schemes. When learning from a sequence of independent
and identically distributed observations, most estimators can be interpreted as minimizing




i≤n L(Xi, θ). When working
with graph data, we define the empirical risk as the average loss over a randomly sampled
subgraph [?]:E[f(Sn(X|[n]))|X]. However while it is trivial to show that the empirical loss
for i.i.d data follows a central limit theorem, this is less straightforward for a random graph.
This is due to the potential dependence between the graph and the sampling scheme: For
example, in sampling scheme (ii), the probability that two vertices are sampled depends
on the graph in a complex way. To be able to prove the desired central limit theorem we
will need to impose some conditions on the sampling scheme. To do so we introduce some
notations. We abbreviate
Fnk(xk, X) := f(xk)P [Sn(X|[n]) = xk|X] for all xk ∈ Gk,
and for all subsets A ⊂ N we denote Vk(A) := {(v1, . . . , vk)|vi ∈ A vi 6= vj , ∀i 6= j}.
Moreover we









To get asymptotic normality we impose the following conditions :
(a1) The family
(













∥∥∆ij(Fnk(X|vk , X))∥∥L2]2 → 0.




Fnk(X|[k], X), Fnk(X|(k+1,...,k+i−1,j,k+i+1,...,2k), X)|S∞
] p−→ η2.
If we impose those conditions we have:
Corollary 4.5. Let X be an exchangeable random graph, k ∈ N a constant, and







for Z ∼ N(0, 1) and n→∞.
Proposition 4.6. The sampling schemes defined in Examples (i) and (ii) both satisfy
conditions (a1)–(a4) of Corollary 4.5.
4.5 Cross validation
Throughout this section X and Y will designate two standard Borel spaces and X and Y
will be two exchangeable elements of respectively X and Y chosen such that Z := (X,Y )
is jointly exchangeable:
piZ = (piX, piY )
d
= Z, ∀pi ∈ S∞.
We consider prediction problems on X×Y . A predictor of size k is a function fn : En(X×
Y ) × Ek(X) → Ek(Y ) that takes as input a training sample [Z]n and observations [X ′]k
and outputs a prediction fn([Z]n, [X
′]k) for the equivalence class [Y ′]k.
Example. If X = Y = RN is the space of sequences. Then a predictor of size 1 is a function
that take as input a training sample (X1, Y1), . . . , (Xn, Yn) and a new observation X
′ and
predicts the value of Y ′ by fn
(




Example. If X = G is the space of undirected simple graphs and Y = RN is the space of
sequences. Then a predictor of size k is a function that take as input a graph Gn of size
n and a sequence of corresponding labels Y1, . . . , Yn, and for a new subgraph G
′
k of size k
predicts the labels Y ′1 , . . . , Y ′k.
The loss is measured by a function L : Ek(Y )×Ek(Y )→ R+, which defines the risk on
“new observations”
Rn(fn, [Z]n) := E
[L(fn([Z]n, [X]n+1:n+k), [Y ]n+1:n+k)∣∣S\[n]],
and the expected risk:
R(fn) := E
[L(fn([Z]n, [X]n+1:n+k), [Y ]n+1:n+k)∣∣S∞].
When X = Y = RN to estimate this risk function we can either split the sample (Z1, . . . , Zn)
into a training set and a testing set, or either proceed to K-fold cross-validation. We
generalize this concept for general objects Z. In this goal, we define a sequence (Kn) and
write (Bn1 , . . . , B
n
Kn
) a partition of the set {1, . . . , n} into Kn sets of almost equal size:∣∣card(Bnj )− card(Bni )∣∣ ≤ 1, ∀i, j ≤ Kn.
This partition will correspond to the different folds. We define mni := n − card(Bni ) the
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number of integers in n \Bin, and for any subset A ⊂ N we write
Sk(A) := {(i1, . . . , ik)|(i1, . . . , ik) ∈ Ak s.t ij 6= il if j 6= l}.










L(fmni ([Z][n]\Bni , [X]i1,...,ik), [Y ]i1,...,ik)).




does not depend on [Z]Bni . For example if X =
Y = RN, it depends only on the training sample {Zj |j 6∈ Bni }. The Kn-fold cross validated





If X = RN is the space of sequences then the same observation Xi is used Kn − 1 times
to compute Kn − 1 different estimators. Therefore the dependence between the empirical
risks (Rˆi,n) is not trivial. It is sensible to ask the following questions: How fast does Rˆcross,n
converges to R(fn) as n goes to infinity? How does that compare with the speed at which
Rˆ1,n converges to R(fn)?
We can answer those questions using Theorem 4.3 if we impose certain conditions on
the functions (fn). To do so we need to introduce some notations. We define
∆i,n(L, Z) := L
(
fn([Z]n, [X]n+1:n+k), [Y ]n+1:n+k
)− E[L(fn([Z]n, [X]n+1:n+k), [Y ]n+1:n+k)∣∣Sn(i)],
this measures the effect on the loss of a “small change of the training set”. Secondly we
write




this measures the effect on the risk function of a “small change of the training set”. The
conditions that we impose are:
(H0)
(

























(H4) There is S∞ exchangeable random variable σ such that
var
(
L(fn([Z]n, [X]n+1:n+k), [Y]n+1:n+k)∣∣∣S∞) P−→ σ2
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Corollary 4.7. Let X and Y be two exchangeable elements of respectively X and Y
chosen such that Z := (X,Y ) is jointly exchangeable. If hypothesis (H0)–(H4) hold and
Kn = o(n
− 1


















where N ∼ N(0, 1) is independent from Z.
Therefore if (H1)–(H4) holds and the expected risk satisfies R(fn) − R(fn−1) = o( 1√n)
a simple split between train and test sets will be 1√
Kn
times slower than Kn fold cross
validation.
One can wonder how important are conditions (H2) and (H3). In the following we give
an example of an estimation framework that does not satisfy those and show that not only
the cross validated risk is not asymptotically Gaussian but also ill-behaved.
Example (Counter-example). Let X = Y = RN be the space of sequences and let X be
an i.i.d sequence of uniform random variables with X1 ∼ unif[0, 1]. Let Y be another i.i.d
sequence defined as Yi := I(Xi ≤ 12) and set Z = (X,Y ). Define the prediction functions
(fn) to be the nearest neighbor predictor
fn
(
Z1, . . . , Zn, X
′) := Yc(Z,X′),
where c(Z,X ′) = argmini≤n|Xi −X′|. We set the loss functions (Ln) to be
Ln(fn
(
Z1, . . . , Zn, X
′), Y ′) = nI (Y ′ 6= fn
(
Z1, . . . , Zn, X
′)).
Set Kn = 2. Then we can prove that the hypothesis (H2) and (H3) are not respected and










Throughout this section X = Y = RN will be the space of sequences and X and Y will be
sequences of independent and identically distributed observations. We denote Z := (X,Y ),
and we consider prediction problems on RN × RN. In the previous section, we wanted to
understand how the cross validated risk behaved asymptotically. In this section we will
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consider M different predictors that we combine by a procedure called double bagging [28];
and we study the asymptotic behavior of this algorithm. Our goal is to study the empirical




2. Partition [n] into M into different sets (C1, . . . , CM ) of approximately equal size:
max
i 6=j
|Ci − Cj | ≤ 1.
3. Define the random sets (Bk)k≤M as: Bk := {Zj | j ∈ Ck}.





5. Evaluate for each data point Xi the Mth different estimators,
Vˆi :=
(
f1|B1|(B1, Xi), . . . , f
M
|BM |(BM , Xi)
)
6. Regress Y on Vˆ := (vˆ1, . . . , vˆM ): we choose weights (θˆk(Z))k≤M to minimize the
following,












7. Our global predictor is then,












Yk − fˆ2,Mn (Z,Xk)
]2
.
To state our theorems we require the following notations. We write
∆m,ni,k (Z) := f
m
n ((Z1, . . . , Zn), Xk)− E
[
fmn ((Z1, . . . , Zn), Xk)|Sn(i)
]
.
We take F (n,Z1, . . . , Zn) to be the following matrix

















With those notations in hand we consider the following hypotheses:







∥∥∥fmn ((Z1, . . . , Zn), Xk)− E[fmn ((Z1, . . . , Zn), Xk)|Sn(i)]∥∥∥
L∞
<∞











∥∥∥∆m,ni,k (Z)− E[∆m,ni,k (Z)|Sn(j)]∥∥∥
L2
]2 → 0.
(H3) The estimators (fmn ) are symmetric:
fmn ((Z1, . . . , Zn), ·) = fmn ((Zpi(1), . . . , Zpi(n)), ·), ∀n ∈ N,m ≤M,pi ∈ S∞.





F (n,Z1, . . . , Zn)








where for a matrix A we denote λ(1)(A) the smallest eigenvalue.

















∣∣∣ˆf2,M(Z1, . . . ,Zn, ·)))→ σ22,
where Z ′1 is an independent copy of Z1.
Theorem 4.8. Let X and Y be independent and identically distributed sequences with Y






Yk − f2,Mn ((Z1, . . . , Zn), Xk)
]2 − E([Yk − f2,Mn ((Z1, . . . , Zn), Xk)]2)] d−→ N(0, σ2)
where σ2 := 2M2σ21 +Mσ
2
2
Certain assumptions were made stronger than needed, this was done to simplify the
statement of the proof. A similar theorem could have been obtained if the blocks Bi where
created randomly by sampling indexes in [n] with or without remplacement and for general
exchangeable structures.
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4.7 Remarks on the proof of Theorem 4.3
















The idea is to exploit the martingale central-limit-theorem to prove the desired result.
Theorem 4.9. Let (Si,n,Fi)i,n∈N be a triangular array of martingales with martingale
differences Yi,n. Suppose that,




Y 2i,nI(|Yi,n| ≥ )|Fi−1
)→ 0






Then we will have Si,n
d−→ σZ, where Z ∼ N(0, 1).
Therefore to prove Theorem 4.3 it is enough to prove the following:





)→ 0. And for this we
use hypothesis (H1).







∣∣∣F∞) P−→ 0 and to prove this
we use hypothesis (H2).











Examples in information theory
In this chapter we are interested in examples coming from information theory. The Shannon
entropy is a key quantity for discrete valued stochastic processes that quantifies the rate at
which information is generated [18]. We will first present a generalized notion of entropy for
general invariant objects and prove that the empirical entropy is asymptotically Gaussian.
The Kolmogorov complexity is another important information theoretic quantity that has
been proven–in the case of stationary ergodic processes–to share many similarities with the
Shannon entropy. We will also prove a central limit theorem for this quantity.
5.1 Entropy estimation
For a discrete random variableX with law P , the entropy is defined asH[X] := −E[logP (X)].
There is no immediate generalization ofH to random elements of uncountable spaces; rather,
additional structure is required to obtain a useful definition. The canonical example, ubiq-
uitous in information theory, are discrete-time stochastic processes [51]. Ergodic theory
generalizes entropy beyond stationary processes using group actions; the work of [41] makes
this definition possible for all discrete groups admitting a tempered Følner sequence that
does not grow “too slowly”. For a subclass of these groups, our methods yields a central
limit theorem for such generalized entropies.
Consider first a discrete-time stochastic process X = (Xn)n∈Z with values in a finite
alphabet [k]. The sequence X takes values in the uncountable space X := [k]Z. There is
hence no notion of a mass function, but if X is stationary, one can still define entropy as a




nH(X1, . . . , Xn) . (5.1)
49
The Shannon-McMillan-Breiman theorem [51] shows that
− 1n logP (X1, . . . , Xn)
n→∞−−−→ h[X] a.s. (5.2)
ifX is stationary and ergodic. The term on the left is also known as the empirical entropy.
That the limit exists almost surely is a consequence of stationarity; that it is constant, of
ergodicity. In the ergodic stationary case, one can hence define h[X] alternatively as a limit
of empirical entropies.
In ergodic theory, this definition is generalized as follows [24,63]: let a discrete group G
acts measurably on a standard Borel space X. Choose a finite partition S = (S1, . . . ,Sk)
of X into Borel sets, and write S(x) = i if x ∈ Si. An invariant random element X of X
defines a process
(Sφ)φ∈G where Sφ = S(φX) , and we abbreviate SA := (Sφ)φ∈A .
Choose a sequence of finite subsets A1,A2, . . . of G, and define entropy as
hS [X] := lim
n





For illustration, consider the stationary ergodic sequence X above, where X = [k]Z and
G = Z, and choose An = {−n, . . . , n}. Suppose we do not have access to X itself, but only
to the coarsened information S(X). To read off the entry Xn, note that, since each element
φ ∈ G can be read as a map φ(n) = n+ φ, we have (Xn)n∈Z = (Xφ(0))φ∈Z. By choosing S
as the set of equivalence classes Si = {x ∈ X|x0 = i}, we can hence extract Xn as S(φX),
where φ is the shift by −n, and hS [X] specializes to (5.2).
For the definition of hS to be meaningful, the sequence (hn) must converge and deran-
domize in the limit, which is not at all trivial, but indeed true under remarkably general
conditions: If G is amenable, (An) a tempered Følner sequence, and |An|/ log(n)→∞,
then hS [X] exists almost surely, and is constant if X is ergodic [41]. The function hn(S, • )
is thus a strongly consistent estimator of the entropy. To show it is asymptotically normal,
we impose some mixing conditions. Define the function f : X→ R to be f(X) = S(X) and
define the set system
Cm(t) :=
{
(A,B) ∈ σf (F )⊗ σf (G)
∣∣F,G ⊂ G, |F | ≤ m,F ∈ G\Bt(G)} .
We then define the function α(·,m) : R≥0 → (0,∞) to be
α(t,m) := sup
(A,B)∈Cm(t)
|P (A)P (B)− P (A ∩B)|.
Note that when we defined the mixing coefficient in (3.2) we fixed m to be equal to 2. To
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2+ε (i− 2m, |Bm|)
)
<∞ , (5.3)
where (ρm) are coefficients defined as
ρm := sup
A⊂G
∥∥logP (Se|SA)− logP (Se|SA∩Bm)∥∥2 .
Theorem 5.1 (Central limit theorem for empirical entropy). Let G be finitely generated,
with tempered Følner sequence (An) and a left-invariant total order . Fix a finite partition
S of X into Borel sets. Let X be a G-ergodic random element for which S satisfies the
moment condition supA⊂G ‖log(P (Se|SA))‖2+ε <∞ and the mixing condition (5.3), both
for some ε > 0. Then
hn(S, X)− hS [X]√
An






log(P (Se|(Sψ)ψe)), log(P (Sφ|(Sψ)ψφ))
]
<∞ a.s.
A few remarks: (i) A Berry-Esseen bound can be obtained similarly. (ii) Left-invariance
of the order  is not required for asymptotic normality, but rather to obtain a simple
expression for the asymptotic variance. (iii) The asymptotic variance does not depend on
the choice of . (iv) The condition that G supports a total order implies that it is torsion-
free, which means that φm 6= e for all m ∈ N and all φ ∈ G\{e}. Examples of discrete
torsion-free groups include the additive groups (Zd,+) and discrete Heisenberg groups (both
of which also satisfy the other conditions of Theorem 5.1). Symmetric groups and rotation
groups are not torsion-free. (v) The theorem remains valid if ergodicity of X is weakened
to symmetry, in which case all relevant quantities must be conditioned on σ(G).
5.2 Kolmogorov complexity of stationary sequences.
The Kolmogorov complexity of a binary sequence is defined as the length of the shortest
program fed to a universal Turing machine that would print the sequence and halt. More
formally, let U denote a Universal Turing machine. Given a program p the sequence printed
by U is denoted with U(p).
Definition 5.2. Let PX denote the set of all binary programs that can generate a finite
length binary sequence X and halt. Then, the Kolmogorov complexity of X is denoted with
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where length(p) denotes the length of the sequence. Furthermore, the Kolmogorov complex-
ity of any finite-length finite-alphabet sequence is the Kolmogorov complexity of its binary
representation.
Apart from its mathematical elegance, Kolmogorov complexity has exhibited promising
theoretical results in other areas of research including inductive inference [52], denoising
[22,58], linear regression [31], density estimation [2], etc. See [60] for more applications.
The intuitive similarity between the Kolmogorov complexity and Shannon’s entropy
rate has motivated researchers to pursue and establish formal connections between these
two fundamental quantities [11, 27, 38, 40, 45, 53, 61, 62, 64, 65]. A celebrated result in this
line of research is the following theorem due to Levin:
Theorem 5.3. [65] Let (Xi) be a binary stationary and ergodic process, whose law is
computable.Then
K(X1, X2, . . . , Xn)
n
a.s.→ H(X1|X0, . . . , X−∞).
According to this theorem Shannon’s entropy rate can be seen as an approximation
of the Kolmogorov complexity of the process. The goal of this section is to obtain a more
refined connection between the Kolmogorov complexity and Shannon entropy. In particular,
we would like to achieve the following two goals:
1. Obtain the rate at which K(X1,X2,...,Xn)n converges to H(X1|X0, . . . , X−∞).
2. Obtain finite sample upper bounds for
∣∣∣K(X1,X2,...,Xn)n −H(X1|X0, . . . , X−n)∣∣∣.
Note that, unlike all the existing results, the theorems we prove in this section offer infor-
mation on the connection of Kolmogorov complexity and Shannon entropy for finite length
sequences.
Theorem 5.4. Let (Xi) be a stationary and ergodic process, and let (α(i)) be the mixing
coefficients as defined in Equation (3.3). We assume that X1 ∈ A, where A = {a1, .., al}
with l <∞. Furthermore, we suppose that
C1. The Kolmogorov complexity of all ajs is finite, i.e., maxi∈{1,...,l}K(ai) <∞.
C2. We assume that there are fixed numbers K, β > 1, and C > 1, such that





∣∣∣H(X0∣∣X−n:−1)−H(X0∣∣X−∞:−1)∣∣∣ ≤ K2−Cn log(l).
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If we define
σ2 , var(log(P (X0|X−1:−∞))) + 2
∞∑
k=1
cov(log(P (X0|X−1:−∞)), log(P (Xk|Xk−1:−∞))),






−H(X0|X−1, . . . , X−∞)
)
d→ N(0, σ2).
Note that Theorem 5.4 implies Theorem 5.3. However, this result provides the rate of
convergence as well.
Both Theorem 5.3 and Theorem 5.4 are concerned with the asymptotic behavior of the
Kolmogorov complexity, and do not provide any information on the finite sample behavior
of this quantity. Our next goal is to derive probabilistic upper bounds on the discrepancy of
the Kolmogorov complexity and Shannon entropy in finite sample sizes. Our next theorem
shows that such bounds can be obtained with stronger mixing conditions than those in
Theorem 5.4. Before we state our result we review a notion of stability for the likelihood
of a process, which is required in our next theorem.
Definition 5.5. The Hamming distance between two sequences x1:n := (x1, . . . , xn) ∈ Rn





The Hamming distance enables us to define the notion of M -stability.
Definition 5.6. Let (Xi) being a stationary m-Markov process with X1 taking value in the






| log(P (X1 = x1, . . . , Xn = xn)− log(P (X1 = x′1, . . . , Xn = x′n))|.
We will say that (Xi) is M -stable if its M -stability coefficient is finite.
The following example clarifies the notion of M -stability coefficient.
Remark. Consider {Xi}∞i=−∞ a finite-state Markov chain of order m. If
ρ , min
x1,...,x−m∈A
P (x1|x0, . . . , X−m) > 0,
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then the M-stability coefficient satisfies






Theorem 5.7. Let X = (Xi) denote a stationary Markov process of order m. We assume
that X1 ∈ A, where A = {a1, .., al} with l <∞. Furthermore, we assume that
1. The Kolmogorov complexity of all ajs is finite, i.e., maxi∈{1,...,l}K(ai) <∞.
2. The M -stability coefficient of the process, M, is finite.
3. The Dobrushin interdependence coefficient ( defined in Section 3.5.2) satisfies: Λ(X) <
1.



























Proofs of Limit Theorems for
invariant distributions
Recall that we have to establish two results in the basic case (Theorems 3.2 and 3.3),
and two results in the general case (Theorems 3.5 and 3.6). Each result holds under two
alternative hypothesis ((3.5) and (3.6), and (3.10) and (3.11), respectively). In principle,
only the general results require proof—Theorems 3.2 and 3.3 then follows as special cases.
Since the general case requires more sophisticated arguments, and complicates notation,
this appendix is structured as follows:
• In this section (Chapter 6), we prove the basic theorems in the (more difficult) case of
hypothesis (3.6) to clarify the argument. The general proofs follow the same outline.
• The concentration result, Propositions 3.13 and 3.15, and the entropy central limit
theorem are proven in Section 6.2.
• The proofs of the general Theorems 3.5 and 3.6 follow in Section 6.1.
6.0.1 An auxiliary result
We first establish that the conditional (resp. marginal) mixing coefficients provide valid
upper bounds on certain terms involving multiple group elements, provided these elements
differ sufficiently. Those facts are used throughout the proofs, whenever terms are upper-
bounded using α. We will present them into two different lemmas.
To make the exposition of the first lemma clearer we define some notations. We have X
a G-invariant random element and Y a real-valued random variable with Y⊥⊥GX. For all
finite subset G := {φ1, . . . , φ|G|} ⊂ G we write GZ := (f(φ1X), . . . , f(φ|G|X)) and choose a
function h|G| : R|G| × R2 × R→ R. The following lemma holds.
Lemma 6.1. Fix l ∈ N. Select any element φ, φ1, φ2 ∈ G, and subset G ⊂ G such that
d¯(G, {φ1, φ2}) ≥ l, d¯(G,φ−1{φ1, φ2}) ≥ l. Then the following holds:
‖E(h|G|(GZ, {φ1, φ2}Z, Y )|G, Y )− E(h|G|(GZ, φ−1{φ1, φ2}Z, Y )|G, Y )‖1 ≤ 4C α
ε
2+ε (l|G),
where C = ‖h|G|(GZ, {φ1, φ2}Z, Y )− h|G|(GZ, φ−1{φ1, φ2}Z, Y )‖L1+ ε2 .
Proof. Abbreviate G2 := {φ1, φ2}, G3 := φ−1G2, and
∆h(X,Y ) := h|G|(GZ,G2Z, Y )− h|G|(GZ,G3Z, Y ) .
We first consider the case ‖∆h‖∞ <∞, and then the general case.
Case 1: ‖∆h‖∞ <∞. Fix δ > 0. Then there is Nδ ∈ N, sets (Ai, Bi, Ci)i≤Nδ , and coeffi-












∣∣∣G, Y )‖1 ≤ Nδ∑
i=1
|ci|
∥∥E[I{GZ∈Ai, Y ∈Ci}(I{G2Z∈Bi} − I{G3Z∈Bi})∣∣G]∥∥1
≤ 2‖∆h‖∞ α(l|G) ,
where the second inequality follows from the definition of the conditional mixing coefficient
and by the triangle inequality. Since δ may be arbitrarily small,∥∥E[h|G|(GZ,G2Z, Y )− h|G|(GZ,G3Z, Y ]|G, Y )∥∥1 ≤ 2‖∆h‖∞ α(l|G).
Case 2: ‖∆h‖∞ not bounded. With no loss of generality, we can suppose that ‖∆h‖1 ≤ 1.
For r ∈ R, define ∆hr := ∆h I{∆h ≤ r} and ∆hr := ∆h−∆hr. By Ho¨lder’s inequality,∥∥E[h|G|(GZ,G2Z, Y )− h|G|(GZ,G3Z, Y ]|G, Y )∥∥1 ≤ ∥∥∆hr∥∥1 + ∥∥∆hr∥∥1
≤ 2rα(l|G) + 2r− ε2 .
The result follows for r = α(l|G) −22+ε .
We know establish how the marginal mixing coefficients will be useful to bound some
key quantities.
Once again to make expositions clearer we need to introduce some notations. Those will
be very similar to the one introduced for the previous lemma. Take X to be a Borel space
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that admits an action from Gk. Choose X a random element of X that is invariant under
joint action of G; and Y a real-valued random variable with Y⊥⊥GX. For all finite subset
G := {φ1, . . . ,φ|G|} ⊂ Gk we write GZ := (g(φ1X), . . . , g(φ|G|X)) and choose a function
h|G| : R|G| × R2 × R→ R. The following lemma holds.
Lemma 6.2. Fix l ∈ N. Select any element φ,φ1,φ2 ∈ Gk, and subsets G ⊂ Gk such that
δk({φ1,φ2}, G1) ≥ l and δk(ek,φ{φ1,φ2}, G) ≥ l.
Then the following holds:
‖E(h|G|(GZ, {φ1,φ2}Z, Y )|G, Y )− E(h|G|(GZ, {φ1,φ2}Z, Y )|G, Y )‖1 ≤ 4C α∗
ε
2+ε (l|G),
where C = ‖h|G|(GZ, {φ1,φ2}Z, Y ) − h|G|(GZ, {φ1,φ2}Z, Y )‖L1+ ε2 where α
∗(·|G) denotes
the marginal mixing coefficient of g .
Proof. The proof is very similar to the previous one. Abbreviate G2 := {φ1,φ2} and
G˜2 = e
k,φG2 and write
∆h(X,Y ) := h|G|(GZ,G2Z, Y )− h|G|(GZ, G˜2Z, Y ) .
We first consider the case ‖∆h‖∞ <∞, and then the general case.
Case 1: ‖∆h‖∞ <∞. Fix δ > 0. Then there is Nδ ∈ N, sets (Ai, Bi, Ci)i≤Nδ , and coeffi-

















∥∥E[I{GZ∈Ai, Y ∈Ci}(I{G2Z∈Bi} − I{G˜2Z∈Bi})∣∣G]∥∥1
≤ 2‖∆h‖∞ α∗(l|G) ,
where the second inequality follows from the definition of the conditional mixing coefficient
by the triangle inequality. Since δ may be arbitrarily small,∥∥E[h(GZ,G2Z, Y )− h(GZ, G˜2Z, Y ]|G, Y )∥∥1 ≤ 2‖∆h‖∞ α∗(l|G).
Case 2: ‖∆h‖∞ not bounded. With no loss of generality, we can suppose that ‖∆h‖1 ≤ 1.
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For r ∈ R, define ∆hr := ∆h I{∆h ≤ r} and ∆hr := ∆h−∆hr. By Ho¨lder’s inequality,∥∥E[h(GZ,G2Z, Y )− h(GZ, G˜2Z, Y ]|G, Y )∥∥1 ≤ ∥∥∆hr∥∥1 + ∥∥∆hr∥∥1
≤ 2rα∗(l|G) + 2r− ε2 .
The result follows for r = α∗
−2
2+ε .
6.0.2 Proof of Theorems 3.2 and 3.3 under hypothesis (3.6)
Step 1: Bounding the right-hand side of (3.19). Let (bn) be a non-decreasing sequence in N.
The values bn will serve as radii of metric balls Bbn in G. In Theorem 3.3, (bn) is given by
hypothesis; for Theorem 3.2, we will have to choose a suitable sequence further on. Recall
that f is centered, in the sense that E[f(X)|G] = 0. For each n ∈ N, we approximate the
asymptotic variance η by a random variable η(n), which will be constructed explicitly at























I{d(φ, φ′) ≥ b}f(φ′X)|dφ′| .
An application of the triangle inequality then yields















If we denote the truncation error of W φb by
∆φb := W −W φb ,
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=: (a) + (b) + (c) + (d) .
The leg work of the proof is to control these four terms.













|∥∥Wφ,jδ −Wφ,(j+1)δ∥∥L2+εα ε2+ε (jδ|G) .
Since the above holds for any φ ∈ G and δ > 0, we conclude that




2+ε (d(e, φ)|G)d|φ| .


























d|φ|]∣∣∣ =: (b1) + (b2) .
Since t ∈ F implies in particular







|f(φX)|I{|f(φX)| > γn}|∆φbn |dφ|
]∣∣∣
≤ 2∥∥f(X)I{|f(X)|≥γn}η(n) ∥∥2+ε∥∥f(X)η(n) ∥∥2+ε
∫
A2n











The second term (b2) can be bounded using a Taylor expansion, where we have to consider

























2+ε (d(e, φ)|G)d|φ| .








∣∣]+ ∥∥∥η2bn−∫A2n |An|−1E[I{d(φ,φ′)≤bn}f(φX)f(φ′X)|G]|dφ||dφ′|η(n)2 ∥∥∥
≤ E[∣∣η(n)2−η2bn
η(n)2
∣∣]+ ∥∥f(X)η(n) ∥∥22 |An4BbnAn||An| .
It remains to bound (d). To this end, we denote
f≥γn(x) := f(x)I{|f(x)| ≥ γn} ,






















f<γn(φX)f<γn(φ′X)− E[f<γn(φX)f<γn(φ′X)|G]). We then ob-
























2+ε (d(e, φ)|G)|dφ|) 12 ,



























Step 3: Deriving the central limit theorem. To deduce Theorem 3.2, we need to prove that
dW (Sn, ηZ) → 0, where Z ∼ N(0, 1) is chosen to be an independent normal. For this we
must choose suitable sequences (bn) and (γn). To this end, we collect terms from the upper
bounds above, and write




+ |Bbn |r1n r3n := |An4BbnAn||An| .
The Følner sets satisfy |An| → ∞, and it is hence always possible to choose a sequence
(bn) growing slowly enough to guarantee r
3
n → 0. Similarly, given (bn), we can choose a
divergent sequence (γn) such that r
1
n → 0 and r2n → 0. With these in place, we can choose
two further divergent sequnces (δn) and (εn) such that







)→ 0 as n→∞ ,
and construct random variables η(n) from the asymptotic variance η as
η(n) := ηI{η ∈ [εn, δn]}+ εnI{η 6∈ [εn, δn]} . (6.4)
For Sn :=
√|An|Fn(X), we then have
dW(Sn, ηZ) ≤ dW(Sn, η(n)Z) + dW(η(n)Z, ηZ)
≤ dW(Sn, η(n)Z) + ‖Z‖1‖(η − εn)I{η 6∈ [εn, δn]}‖1 .
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Since ‖η‖1 <∞, the last term satisfies
‖Z‖1‖(η − εn)I{η 6∈ [εn, δn]}‖1 → 0 as δn →∞ and εn → 0 .
It hence suffices to show dW(Sn, η(n)Z)→ 0. To do this we first notice that the following
lemma holds.
Lemma 6.3. Let X, Y , and Z be random variables in L2(R), such that Y ≥ a a.s. for
some a > 0 and (X,Y ) and Z are independent. Then
dW(XY,Z) ≤ dW(X,Z/Y )/a .
Proof. For all  > 0 exists, by definition of the Wasserstein distance, a coupling (X ′, Y ′)
and Z ′ of (X,Y ) and Z such that
E[X ′Y ′ − Z ′] ≤ dW(XY,Z) +  .
As Y is lower-bounded, this coupling satisfies
E[|X ′Y ′/Y ′ − Z ′/Y ′|] ≤ E[|X ′Y ′ − Z ′|]/a ≤ (dW(XY,Z) + )/a
Since X ′Y ′/Y ′ d= X ′, the variables X ′Y ′/Y ′ and Z ′/Y ′ are a valid coupling of X and Z/Y ,
which implies





for all  > 0.
We have hence shown that






Application of (6.2) to the right-hand side of (6.5) then yields Theorem 3.2.
Step 4: Deriving the Berry-Esseen bound. Theorem 3.3 follows almost immediately from
(6.2). In this case, the sequence (bn) is given by hypothesis, and we set η(n) = η for all n.
In the bound on (b2) above, we choose p = 32 and q = 3. For any choice of γn > 0, we then
have
‖f(X)I{|f(X) ≤ γn|}‖ 3
2
≤ ‖f(X)‖3 .
We can hence substitute the bounds on (a), (b), (c), and (d) above into (6.2). Each of
these bounds depends on a constant γn, and we choose a sequence (γn) with γn →∞.
Theorem 3.3 then follows from (6.2) for n→∞.
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6.1 Proofs of the general limit theorems
6.1.1 Notation
Since the proofs use Stein’s method, they are inevitably notation-heavy, and some additional
abbreviations will proof useful. The concatenation of two vectors u and v is denoted [u, v].
Throughout, (kn), and (bn) are the non-decreasing integer sequences as used in the theorems.








n ≤ kn. We
abbreviate
µ∗n(A|Aknn ) = Eµn
[
I{φ ∈ A, ∂(φ) ≥ bn}
∣∣Aknn ] for A ⊂ G measurable, (6.6)
which is a random measure on Gkn . For the functions gn in Section 3.4, we write, with











where ci,p are the Lipschitz coefficients. In the functions hn, we repeatedly have to average
out the effect of transformation vector φ′ ∈ Gkn whose coordinates are “close” to a given
transformation φ. To this end, the set of indices of such coordinates
Ib,k(φ,φ′) := {i ≤ k : d(φ,φ′i) ≤ b} for k ≤ kn, b > 0 .









Coordinate entries far away from φ are held fixed. Rouhgly, this corresponds to integrating
out the marked area in Figure 2.1. For the central limit theorem, which assumes the random
measures µn are well-spread (but not necessarily strongly well-spread), the moments of (µn)






















for i ≤ kn .
For a strongly well-spread sequence, the spreading coefficient S was defined in Section 3.4.










([{Φ}, {Φ′}]S2S1 ∈ A])∣∣Φ,Φ′ ∈ Aknn )]
6.1.2 Main lemmas
Recall that, in the proof of the basic case, we specialized Stein’s inequality to (6.2), bounded
the constituent terms individually, and then deduced both limit theorems from the resulting
bound. In the general case, Lemmas 6.5 and 6.6 below substitute for (6.2). The main work
of the proof is then once again to upper-bound individual terms. We first state an auxiliary
result:





























n (d(e, φ)|G)d|φ| ,
where we have used assumption (3.1).
The two main lemmas for the proof of Theorems 3.5 and 3.6 are the following:




























η(n)Eµn [hn(φXn)|Aknn ], 1η(n)Eµ∗n [hn(φXn)|Aknn ]
)
≤
∥∥∥√|An|η(n) Eµ∗n [I{∂(φ) ≤ bn}hn(φXn)|Aknn ]∥∥∥1.



















′Xn)|Aknn ] and ∆φin = W ∗ −Wφin .





∣∣∣E[√|An|η(n) ∑i Eµ∗n[h¯in(φXn)t(Wφin)|Aknn ]]∣∣∣
+ sup
t∈F












∥∥∥√|An|η(n) Eµ∗n[h¯in(φXn)∆φin − E[h¯in(φXn)∆φin|G]∣∣Aknn ]∥∥∥1 .
(6.7)
Proof. By the Stein inequality,
dW (W
∗, Z∗) ≤ sup
t∈F
|E[W ∗t(W ∗)− t′(W ∗)]| .
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∣∣Aknn ]− t′(W ∗)]










)∣∣Aknn ]− t′(W ∗)]
≤
∣∣∣E[√|An|η(n) ∑iEµ∗n[h¯in(φXn)(t(W ∗)− t(Wφin)−∆φint′(W ∗))|Aknn ]]∣∣∣
+
∣∣∣E[∑i t′(W ∗)(1− Eµ∗n[√|An|η(n) h¯in(φXn)∆φin|Aknn ])]∣∣∣
≤












∥∥∥√|An|η(n) Eµ∗n[h¯in(φXn)∆φin − E[h¯in(φXn)∆φin|G]∣∣Aknn ]∥∥∥1.
6.1.3 Bounding the first term in Lemma 6.6
We will now proceed to upper-bound each of the four terms on the right-hand side of 6.6
separately. To bound the first term, we observe:
Lemma 6.7. Under the conditions of Theorem 3.6, the inequalities
‖F̂∞,i(hn, Xn, e)‖Lp ≤ ci,p(gn) and E(Eµi−jn [IBb ]) ≤ Sw|Bb|
hold for all i, n, b ∈ N and all p ∈ R.
Proof. From the definition of F̂, we obtain the first inequality as
















‖hn(φ1:i−1eφi+1:knXn)− hn(φXn)‖d|φ| ≤ ci,p(gn) ,
and E[E
µi−jn
[IBb ]] = |An|E[Eµ⊗2n [Iφ−1j φ′i∈Bb |A
2kn
n ]] ≤ Sw|Bb| yields the second statement.












] ≤ K1C2( gnη(n))∑k′n<ici,2( gnη(n)),
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)]Rbn +K2|Bbn |C2( gnη(n))∑k′n<ici,2( gnη(n)) ,
where K1 = O(Sw) and K2 = O(Sw).
Proof. We proof the (harder) case of hypothesis (3.11) first, and then highlight changes








so that in particular Wφin = W
φ
ibnk′n
. For all t ∈ F ,
∑
i
∣∣∣E[√|An|η(n) Eµ∗n[h¯in(φXn)t(Wφin)∣∣Aknn ]]∣∣∣ (6.8)
(∗)





where (∗) holds since t is 1-Lipschitz. To bound the first item on the right-hand side, we



















where we have abbreviated Jn = Ibn,kn(φi,φ′) \ Ibn,k′n(φi,φ′). To bound the second term,
consider the element φ ∈ Gkn in (6.8). We can choose a sequence (φi,j)j∈N in Gkn , whose
coordinates differ more and more from φi as j increases, as follows: Set φ





k if d(φk,φi) 6∈ [j, j + 1)
any φi,jk with d(φ
i,j
k ,φi) > diam(An) if d(φk,φi) ∈ [j, j + 1)

































|An|I{d(φi,φ\i) ∈ [l, l + 1]} .























































That establishes the result under (3.11). If (3.10) is assumed instead, the second term of



























and the result also holds under (3.10).
6.1.4 The second term in Lemma 6.6
For the second term, we have to control interactions of random triples φ1,φ3,φ3 ∈ Gkn ,
that satisfy the condition
d(φ1i,φ2j), d(φ1i,φ3l) ≤ bn and φ2 ∈ Vi,βn(n) (6.9)
for all i, j, l ≤ kn, and either
(i) min
l≤kn
d(φ2j ,φ3l) ∈ [k, k + 1] or (ii) min
l≤kn
l 6=i
d(φ2j ,φ1l) ∈ [k, k + 1] . (6.10)
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The upper bound on the term in Lemma 6.6 must be established for fixed values of n and βn.
Given such values, we quantify the condition by choosing a constant S∗2(kn) that satisfies
|An|2





∥∥Eµ⊗3n [I{φ1,φ3,φ3 |= (6.9) and (6.10ii)}∣∣A3knn ]∥∥
|Bk+1 \Bk||Bbn |kn
≤ S∗2(kn) .
Similarly, we choose a constant S∗0 such that
|An|
|Bm|
∥∥Eµ⊗2n [I{d(φi,φj) ≤ m and φ′ 6∈ Vi,βn(n)}|A2knn ]∥∥ ≤ S∗0
for all n,m ∈ N and i, j ≤ kn.
Lemma 6.9. Assume (3.10) holds. Then for t ∈ F , and any p, q > 0 satisfying 1p + 1q = 1,
sup
H∈F































where K1 = O(|Bk|2) and K2 = O(|BK |) and K3 = O(Sw|BK |). If (3.11) holds instead,
sup
H∈F
∣∣E[√|An|η(n) ∑i Eµ∗n[h¯in(φXn)(t(W ∗)− t(Wφin)−∆φint′(W ∗))|Aknn ]]∣∣
≤ K1knk
′





















where K1 = O(R0) and K2 = O(1) and K3 = O(Sw).
Proof. Suppose first (3.10) holds. By the triangle inequality,




≤ ∣∣E[√|An|η(n) ∑i Eµ∗n[T I{| h¯in(φXn)ci,2(gn) | > γn} |Aknn ]]∣∣
+
∣∣E[√|An|η(n) ∑i Eµ∗n[T I{| h¯in(φXn)ci,2(gn) | ≤ γn} |Aknn ]]∣∣ .
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We again bound each term separately. Since t ∈ F , it satisfies (6.3), hence
∣∣E[√|An|η(n) ∑i Eµ∗n[T I{| h¯in(φXn)ci,2(gn) | > γn} |Aknn ]]∣∣










































Again using the triangle inequality, we have
∣∣E[√|An|η(n) ∑i Eµ∗n[T I{| h¯in(φXn)ci,2(gn) | ≤ γn} |Aknn ]]∣∣
≤∣∣E[√|An|η(n) ∑iEµ∗n[h¯in(φXn)I{| h¯in(φXn)ci,2(gn) |≤γn}(t(W˜φin)− t(Wφin))∣∣Aknn ]]∣∣
+
∣∣E[√|An|η(n) ∑iEµ∗n[h¯in(φXn)I{| h¯in(φXn)ci,2(gn) |≤γn}(∆φin − ∆˜φin)t′(Wφin)|Aknn ]]∣∣
+
∣∣E[√|An|η(n) ∑iEµ∗n[h¯in(φXn)I{| h¯in(φXn)ci,2(gn) |≤γn}(t(W˜φin)−t(W˜φin)−∆˜φint′(Wφin))∣∣Aknn ]]∣∣
=: (a) + (b) + (c) ,
and we further have to bound the terms (a), (b), and (c). Since t is Lipschitz,







j≤k′n E[|An|Eµ⊗2n [I{d(φi,φj)≤bn, φ



























|Bbn |E[|An|Eµ⊗2n [I{d(φi,φj)≤bn, φ
′ 6∈ Viβn}|A2knn ]] .
To bound (c), we again have to control interactions betweens elements of Gkn . In addition to
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the element φ in (c), fix two further elements φ1 and φ2, and a list ψ
0, . . . ,ψbn constructed
for b = 0, . . . , bn as follows:
• Set ψ0 = φ2,
• If either min {d¯(ψb−1k ,φ), d¯(ψb−1k ,φ1)} 6∈ [b, b+ 1) or k 6∈ Ibn,k′n(φi,φ2), chooseψbk := ψb−1k .
• Otherwise, choose ψbk such that d¯(ψ
b
k,φ) > bn and d¯(ψ
b
k,φ1) > bn.
Such a list always exists. Abbreviate G(φ) := hn(φXn)− h¯φi,bn,k
′
n
n (φXn). An application



























n (min {d¯(φ2,l,φ), d¯(φ2,l,φ1s)}|G)
where the sum in the final term runs over the index range j ∈ Ibn,k′n(φi,φ1) and l ∈ Ibn,k′n(φi,φ2).

















i Γi,p(1+ ε2 )(γn)
)
S∗2(k′n)R0√|An| ,
which establishes the result under hypothesis (3.11). If (3.10) holds instead, we follow the
same proof outline, with the difference that there is some K ∈ N such that bn = K for
all n, and that any two elements separated by a distance of at least K are conditionally
independent. In this case,
∣∣E[√|An|η(n) Eµ∗n[h¯in(φXn)(t(W ∗)− t(Wφin)−∆φint′(W ∗))|Aknn ]]∣∣
≤ 4k
′




























and the result holds under (3.10).
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6.1.5 The third term in Lemma 6.6
Lemma 6.10. Fix p, q > 0 such that 1p +
1
q = 1. If (3.10) holds,
∥∥1− √|An|η(n) E[Eµ∗n[hn(φXn)∆φin∣∣Aknn ]∣∣G]∥∥
≤ E[∣∣η(n)2−ηˆ2n,K
η(n)2
∣∣]+K1C2( gnη(n))∑j>k′n cj,2( gnη(n))+ K2k4n|An| C2( gnη(n))2 ,

























where K1 = O(1) and K2 = O(Sw) and K3 = O(1).
Proof. Assume first that (3.11) holds. As above, we use the abbreviation
Gk(φ′) := hn(φ′Xn)− h¯φi,bn,kn (φ′Xn). By the triangle inequality,








∥∥∥ ηˆ2n,bn − |An|∑i Eµ⊗2n [E[h¯in(φXn)Gkn(φ′)|G]|A2knn ]
η(n)2
∥∥∥+ E[∣∣η(n)2−ηˆ2n,bnη(n)2 ∣∣]
=: (a) + (b) + (c) .
(6.11)




































J (φ,φ′) := {i, j|d(φi,φ′j) ≤ bn} . (6.12)
Then let ψ,ψ′ be two elements of Gkn such that, for the same index pair (i, j),























l+1:kn ])−H(ψ, [ψ′1:l+1,φ′l+2:kn ])
)∣∣G]∥∥
1

























By definition, F̂∞,i(hn, Xn,φi)F̂∞,j(hn, Xn,φ′j) is the average of H(ψ,ψ′) over the set of
pairs (ψ,ψ′) satisfying (6.13).
Therefore for (i, j) ∈ J (φ,φ′),∥∥∥E[ 1η(n)2H(φ,φ′)∣∣G]− E[ 1η(n)2 F̂∞,i(hn, Xn,φi)F̂∞,j(hn, Xn,φ′j)|G]∥∥∥1





















For all i, j ≤ kn, we hence obtain∥∥∥Eµ⊗2n [ I{J (φ,φ′)={i,j},φ′∈Vi,βn}(H(φ,φ′)−F̂∞,i(hn,Xn,φi)F̂∞,j(hn,Xn,φ′j))η(n)2 ∣∣A2knn ]∥∥∥
≤ 256(∑l cl,2+ε( gnη(n)))2 k2n|Bbn ||An| ∑m≥bn |Bm+1\Bm|Swα ε2+εn (m|G) .
We can then upper-bound (b) as
∥∥Eµ⊗2n [ I{J (φ,φ′)={i,j}}(H(φ,φ′)−F̂∞,i(hn,Xn,φi)F̂∞,j(hn,Xn,φ′j))η(n)2 ∣∣A2knn ]∥∥
+
∥∥Eµ⊗2n [ I{J (φ,φ′)({i,j}}(H(φ,φ′)−F̂∞,i(hn,Xn,φi)F̂∞,j(hn,Xn,φ′j))η(n)2 ∣∣A2knn ]∥∥
=: b1ij + b
2
ij ≥ (b) .












Substituting the bounds for (a) and (b) so obtained back into (6.11) then completes the proof
under hypothesis (3.11). If (3.10) holds instead, correlations between elements separated
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by a distance exceeding some constant K have no effect. In this case,

















which completes the proof.
6.1.6 The fourth term in Lemma 6.6
The final term in Lemma 6.6 corresponds to a fourth moment, and we have to consider
interactions between quadruples φ1, . . . ,φ4 of random elements of Gkn . Once again, n, bn,
βn and kn are fixed. For a quadruple of indices i, j, l,m, we are interested in whether the
random elements satisfy
d(φ1,i,φ2,j) ≤ bn d(φ3,l,φ4,m) ≤ bn (6.14)
and φ1 ∈ Vi,βn φ2 ∈ Vj,βn φ3 ∈ Vl,βn φ4 ∈ Vm,βn . (6.15)
We then choose a constant S∗4 such that
|An|3
|A||Bbn |2
∥∥Eµ⊗4n [I{φ1, . . . ,φ4 |= (6.14), (6.15) and φ−12,jφ3,m ∈ A}∣∣A4knn ]∥∥ ≤ S∗4
holds for every Borel set A ⊂ Gkn with |A| ≥ 1.
Lemma 6.11. Fix p, q > 0 with 1p +
1













































































η(n)I{| gnη(n) | ≤ γn})√|An| √S∗4 ,




Proof. First suppose (3.11) holds. As previously, we use the abbreviation:










where we now additionally keep track of the index i. This term will now occur in its
conditionally centered form,
H(φ,φ′, i) = H(φ,φ′, i)− E[H(φ,φ′, i)|G] .
We also must consider interactions between the random measures F∞,i for different values
of i, and hence terms of the form
Fij(φ, φ
′, τ) = F̂∞,i(hn, Xn, φ)I{F̂∞,i(hn, Xn, φ) ≤ τ}
·F̂∞,j(hn, Xn, φ′)I{F̂∞,j(hn, Xn, φ′) ≤ τ}
for any threshold τ ∈ (0,∞]. These terms again occur in centered form,
F ij(φ, φ
′, τ) = Fij(φ, φ′, τ)− E[Fij(φ, φ′, τ)|G]




















≤ E[∑i |An|η(n)2Eµ⊗2n [∥∥E[|(H(φ,φ′, i)|∣∣G]− E[|F ij(φi,φ′j ,∞)|∣∣G]∥∥∣∣A2knn ]]
+ |An|
∑










=: (a) + (b) + (c) .
To bound (a), we proceed similarly as in the proof of Lemma 6.10. We again use the index




[∣∣H(φ,φ′, i)∣∣|G]− E[∣∣F ij(φi,φ′j ,∞)∣∣|G])∥∥1
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The smaller constants, compared to Lemma 6.10, are due to the fact that the terms
H(φ,φ′, i) have smaller Lipschitz coefficients than the similar terms H(φ,φ′) (which involve
kn rather than k
′































I{J (φ,φ′) 6⊂{i, j}}∥∥E[∣∣H(φ,φ′, i)∣∣|G]−E[∣∣F ij(φi,φ′j ,∞)∣∣|G]∥∥|A2knn ]]









I{φ′ ∈ Vi,βn , d(φi,φ′j) ≤ bn}
F ij(φi,φ
′
j ,∞)−F ij(φi,φ′j ,γn)
η(n)2
∣∣A2knn ]∥∥1



















E[|F̂∞,i(hn, Xn, e)|2I{|F̂∞,i(hn, Xn, e)| > γnci,2(gn)}]
) 1
2
Write ζi := ‖F̂∞,i(hn, Xn, e)I{|F̂∞,i(hn, Xn, e)| ≤ γnci,2(gn)}‖L4+2ε , and upper-bound F̂ as
F̂γn∞,i := min {F̂∞,i, γn}. Then for elements φ1, . . . , φ4 ∈ G and indices i, j, l,m, we have∥∥Cov[F̂γn∞,i(hn, Xn, φ1)F̂γn∞,l(hn, Xn, φ2), F̂γn∞,j(hn, Xn, φ3)F̂γn∞,m(hn, Xn, φ4)]∥∥





d¯((φ1, φ2), (φ3, φ4))
∣∣G)
By definition of S∗4 , we then have










i≤kn,j≤k′n ζi ζj .









E[Eµ⊗2n [|An|I{φ′ 6∈ Vi(βn), d(φi,φj) ≤ bn}|A2knn ]] ,
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which concludes the proof under hypothesis (3.11). If (3.10) holds instead, there is again a
constant distance K beyond which correlations vanish, and



















which completes the proof of the lemma.
6.1.7 Proof of the Berry-Esseen theorem
To proof Theorem 3.6, let µ∗n be the random measure defiend in Equation (6.6). We consider
the variable





and similarly define W ∗ by substituting µ∗n for µn, as in Lemma 6.6. If (bn) is the increasing
sequence chosen in the theorem, Lemma 6.5 shows
∣∣dW(W,Z∗)− dW(W ∗, Z∗)∣∣ ≤ k2nC1( gnη(n))|Bbn |Sw√|An| .
(If hypothesis Equation (3.10) is assumed, we can in particular choose bn = K for all n
and some K.) We can apply Lemma 6.6, where we choose η(n) := η and k′n := kn for all n.
In Lemma 6.8–6.11, we can set p = 32 and q =
1






4 and the weak
spreading coefficient Sw can then be bounded in terms of the (strong) spreading coefficients
as
S∗2 ≤ S S∗4 ≤ S Sw ≤ S ,
and substitute these into the bounds in Lemma 6.8–6.11. The sequences (βn), which controls
the moments of (µn), and (γn), which controls moments of
hn
η(n) , are relevant in the proof of





)}‖3 = ‖h¯in(φXn)‖3 ≤ ci,3(gnη )




. Substituting all terms into Lemma 6.6 completes the proof.
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6.1.8 Proof of the central limit theorem
To obtain Theorem 3.5 we want to prove that dW
(√|An|Fˆn(hn, Xn), ηZ)→ 0 where Z ∼
N(0, 1) is chosen to be an independent normal. We first note that
‖η̂2m,n − η2m‖1 n→∞−−−→ 0 for all m ∈ N . (6.16)
That is the case since, for every ε > 0, we have
E[|η̂2m,n − η2m|] ≤ ε+ E[η2mI{|η̂2m,n − η2m| > ε}) + E
[
η̂2m,nI{|η̂2m,n − η2m| > ε}
]
≤ ε+ E[η2mI{|η̂2m,n − η2m| > ε}] + |Bm|Sw
(∑
i
ci,2(gnI{|η̂2m,n − η2m| > ε})
)2
,
and (6.16) follows by uniform integrability of (gn(φXn)
2)φ,n.
We next must define suitable sequences of coefficients γn, βn, kn, k
′
n, and bn as they
appear in the bounds given by Lemma 6.5 and 6.6. These must be chosen to ensure the
relevant terms in the bounds converge to 0 as n→∞. We first choose (γn) and (βn) to





√|An| → 0. Such sequences exist, since k2n/√|An| → 0. We can then
find sequences (k′n) and (bn) that satisfy r2n := |Bbn |k′nS∗0 → 0 and










which is possible S∗0 → 0 as βn →∞, and












Consequently, we can choose sequences (δn) and (εn), with δn →∞ and εn →∞ such that
δn/ε
3
n → 0 and δnrjn/ε3n n→∞−−−→ 0 for j = 1, . . . , 5 .




Let η be the asymptotic variance, as in the hypothesis of the theorem. Given (εn) and (δn),
we construct the sequence (η(n))n as in (6.4). The Lemma 6.3 then applies, and as in (6.5),
we obtain







|An| F̂n(hn, Xn) .
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)→ 0 as γn →∞ .
Recall that the constants S∗0 , S∗2 , etc by definition depend on the specific choice of the
sequence (k′n) and (βn). With both sequences given,
S∗2 ≤ k′nβnSw S∗4 ≤ k′n2β2nSw S∗0 → 0 .
Moreover, we have
∑






∥∥h¯in(φXn)I{|h¯in(φXn)| ≤ γnci,2( gnη(n))}∥∥L∞ ≤ γn∑i c2,i(gn) .
Substituting into Lemma 6.5 and 6.6, we then obtain an upper bound on dW(Sn/η, Z) and
hence, as shown above, on dW(Sn, Z) as claimed.
6.2 Other proofs
This section collects proofs remaining once the main limit theorems are established: The
concentration inequality (Theorem 3.7), Propositions 3.13 and 3.15, and Theorem 5.1, the
entropy central limit theorem.
Proof of Theorem 3.7. The proof strategy is to approximate by sums the integral
Eµn [hn(φ ·Xn)|Aknn ], and first establish concentration of each sum. To this end, let εm := 1m
for m ∈ N, and let (Cm) and εm-grid of subsets of G, as defined in Section 3.5. Let Bε(φ)
denote the ball {φ′ ∈ G|d(φ, φ′) ≤ ε} of radius ε around φ. For each m, we can choose a
partition Pm of G such that
each φ ∈ Cm is in a separate block of Pm and Pm(φ) ⊂ B 1
m
(φ) ,
where Pm(φ) is the block of the partition containing φ. Since Pm partitions G, the product





[Pknm (φ)|Aknn ]hn(φXn) .
For each fixed n ∈ N, the sum Σnm satisfies∥∥Σnm − Eµ∗n [hn(φXn)∣∣Aknn ]∥∥1 ≤ sup
φ∈Gkn
φ′∈Bεm (φ)kn
‖hn(φXn)− hn(φ′Xn)‖1 m−→ 0.
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By hypothesis, hn is L1 uniformly contintuous in φ, hence
P
(|Eµn [hn(φXn)|Aknn ]| ≥ λ ∣∣µn ) ≤ lim sup
m
P
(|Σnm| ≥ λ ∣∣µn )
for all λ > 0. By hypothesis, Σnm is self-bounded, with self-bounding constants given by∑
i ciEµn [P( 1m , φ)|Aknn ]. We can hence use [?, ]Theorem 4.3]Chatterjee:2005 to obtain
























where the second inequality is obtained using the definition of τn. Since the above holds for
any m, we let m→∞, and use the definition of ρn to obtain
P (|Eµn(hn(φXn)|Aknn )| ≥ λ|µn) ≤ 2E
(
exp
(−|An| (1−ρn)λ2[∑i ci]2τn )) ,
which completes the proof.
Proof of Corollary 3.10. We want to use theorems Theorem 3.5 and Theorem 3.6. In
this goal we approximate the quantity of interest by a generalized U-statistics. First, for all
index i ∈ N we denote











Then we define S[i]m = {φ ∈ Sm||φ([i]) = [i]} the set of permutations that leave the segment
[i] invariant.Then we define a surrogate of f(φX) that depends only on the image φ[i] as







In addition we average out the kth coordinate of f¯ i and write it as:







We are now ready to state the proof. First, we want to prove that for any increasing
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f(φX)− f¯kn(φX)] L1−→ 0.
































Therefore we obtain that∣∣∣E[[f¯k+1(φ1X)− f¯k(φ1X)][f(φ2X)− f¯kn(φ2X)]]∣∣∣
=




∥∥∥f(φ2, X)− f¯∞,m(φ2X)− f¯kn,m(φ2X) + f¯kn,m(φ2X)∥∥∥
L2
≤ 2dkdm.



















Therefore given any choice of a sequence (kn) that grows as kn = o(n
1







kn(φX) is asymptotically gaussian. In this objective, for all integers
j1, . . . , jk we will associate a permutation: φj1,...,jk = Π
k
l=1τl,jl that is such that φ([k]) =
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(j1, . . . , jk). Then we let G
′
be the group of integers Z, (Xn) be for all n the space of vectors






We will take Zkn to act on Xn in the following way:










We can note that Xn is invariant under joint action of Z and for all n the marginal mixing
coefficients are such that
αnk(t|G) = 0, ∀t > 0.
Therefore we can use Theorem 3.5 to get the desired result.



























∣∣∣G) and note that
∥∥∥η2(n)− η2
η2






























for a specific real C ∈ R. The desired result is proven.
Proof of Proposition 3.13. Consider the random sets
Vlm := {(Vi, Vj) ∈ XW ∩ [l, l + 1]× [m,m+ 1]} .










|{(i, j) ∈ gs(XW)}| = t
2
s2






the result follows from Theorem 3.5.


















|dφ| d−→ ηZ .
Since the random variables η and ηH satisfy











Sketch of the poof of Corollary 3.16. We can once use Theorem 3.5 that allows us











f(Θz1i X + z1), f(Θ
z2
j X + z2)|(Θzi )z,i
]
,
to its mean. This can be done with Markov inequality.












Therefore as the conditions Corollary 3.14 implies the ones in Theorem 3.2, then the
results stand.
In the literature, we usually impose conditions on p(·, ·, ·) that imply the hypothesis of
Corollary 3.14. To give those, we first define random variables called radius of stabilization
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∣∣∣p((x,m),Π, ·) = p((x,m),Π⋂B(x, r), ·)}.
If there is no finite r such that p((x,m),Π, ·) = p((x,m),Π⋂B(x, r), ·) then we will have
R(x,m,Π) =∞.





polynomial fast. Indeed, we will say that p satisfies the polynomially stabilization condition










If the group G has a polynomial growth rate r, i.e supi>0 i−r
∣∣Bi∣∣ <∞, and the function





2 (d(e, g)|G)d|g| <∞.
To prove this we will want to exploit the fact that events A ∈ σ(Π⋂F ) and B ∈ σ(Π⋂G)
are independent if F
⋂
G = ∅. To do so we will use the stabilization conditions. We define




Then we easily see that for all measurable sets A, subset F ⊂ G and all integers s, n ∈ N











































where to get (a) we exploited the fact that Π was a poisson process.
Therefore if |F | ≤ 2, by choosing r = s q2− (2+2)r2 we can see that there is a constant
C <∞ such that,∣∣∣P((f(φ(Π)))φ∈F ∈ A)− P((fs(φ(Π)))φ∈F ∈ A)∣∣∣ ≤ Cs− (2+2)r2 − q2 .
84































where (a) is a simple union bound and to get (b) we exploited the assumption on the growth
rate of the group.





















∣∣∣P((fb(φ(Π)))φ∈F ∈ A, (f(φ(Π)))φ∈G ∈ B)− P((f(φ(Π)))φ∈F ∈ A)P((f(φ(Π)))φ∈G ∈ B)∣∣∣
≤ 4C[ d¯(F,G)
2
]r− (2+2)r2 − q2 .
This implies that α(s|G) ≤ 4C[ s2]− r− q2 . Hence as r + q2 > (2+)r we obtain the desired








Lemma 7.1. Let X be a Borel space and let X be a random element of X invariant under




∣∣S\[i])− E(g(X)∣∣S\[i−1]) = E(∆i(g,X)∣∣∣S\[i]). (7.1)













∣∣{φ|φ(i) 6= i} ⋂ S([l]\ [i− 1])∣∣
|S([l] \ [i− 1])| E(∆i(g,X)|S
\[i])
= E(∆i(g,X)|S\[i]),
where (a) is a consequence of the following fact:
E(g(φX)|S\[i]) =
E(g(X)|S\[i]), if φ(i) = iE(Ai(g,X)|S\[i]) otherwise ∀φ ∈ S(N \ [i− 1]).
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Lemma 7.2. Fix k ∈ N. Let X be a Borel space and let X be a random element of X









, ∀i ∈ N.
Proof. The idea of the proof is very similar to how classically the equality Var(Y) =
1
2E((Y −Y′)2) is proven. Indeed for all l > k we have:∥∥∥g(X)− g(τi,lX)∥∥∥2
L2
=










































g(τl,jτi,lX), ∀m > k,
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If X = RN is the space of sequences and X is an exchangeable element of X we have an
alternative expression for
∥∥∆i,j(g, x)∥∥. Using Theorem 2.8, we decompose the distribution
pX of X into a mixture of ergodic distributions pX(·) =
∫
IS∞
ν(·)dm(ν); and we choose X ′
to be another process such that (X,X ′) ∼ ∫IS∞ ν(·)⊗ ν(·)dm(ν). Note that such a coupling
always exists.
For any pair of integers i, j ∈ N we defineXi andXi,j to be two processes that interpolate
with X with in the following way,
• X and Xi agree everywhere except on the ith coordinate,
Xil :=
Xl if l 6= iX ′i if l = i
• Xi,j and Xi agree everywhere exept on the jth coordinate
Xi,jl :=
Xil if l 6= jX ′j if l = j
With those notations in hand we can introduce the following lemma:
Lemma 7.3. Fix k ∈ N. Let X be a Borel space and let X be a random element of X




∥∥∥g(X)− g(Xi)− [g(Xj)− g(Xi,j)]∥∥∥
L2
Proof. The idea of the proof is very similar to the classical proof of the following equality:
Var(Y) = 12E[(Y −Y′)2].
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∣∣∣Sk(j)] E[∆i(X)− E(∆i(X)|Sk(j))∣∣∣Sk(j))]) = 0,
(7.2)

























in three terms by
introducing Ai(g,X)− Aj(Ai(g,X)). Using the fact that


















g(Xi)− Ai(g, x)− Aj(g,Xi) + Aj(Ai(g,X))
][









g(Xi)− Ai(g, x)− Aj(g,Xi) + Aj(Ai(g,X))
][











g(Xi)− Ai(g, x)− Aj(g,Xi) + Aj(Ai(g,X))
]2)
.
Therefore we get that,∥∥∥g(X)− g(Xi)− [g(Xj)− g(Xi,j)]∥∥∥2
L2
= 4‖∆i,j(g(X))‖2L2 .
7.2 Proof of the main theorem








where (Xi,n) is a triangular array of martingale differences:
Xi,n := E(fn(Xn)|S\[i])− E(fn(Xn)|S\[i−1]) ∀i, n ∈ N.
As (S\[i])i is a filtration, (
∑k
i=0Xi,n, S\[k])k,n∈N is a triangular array of martingales.Therefore
to prove Theorem 4.3 it is enough to prove the following two points:











• Proof of the first point: To prove this we will first note that (X2i,n)i,n is uniformly-
integrable (uniformly integrable). Indeed let M > 0 be a positive real, then using
















And therefore as (∆2i (fn, Xn))i,n∈N is uniformly integerable we have that for all posi-












• Proof of the second point. The second point consists of proving a law of large num-
ber for the empirical variance. By hypothesis we know that the following converges
var(fn(Xn)|S∞)
n





















i,n is close to its
conditional expectation. To do this we will exploit hypothesis (H2) through a variance
argument. As we made no assumptions that fn was in L4 we first need to bound each
Xi,n, before passing at a higher moment. For this we introduce the following function
g : N× R→ R such that,
g(M,x) :=

x, if |x| ≤ M
M(M + 1)−Mx if x ∈ (M,M + 1]
Mx−M(M + 1) if x ∈ [−(M + 1),−M)
0 otherwise
∀M ∈ N, x ∈ R.
We denote for all integers i, n ∈ N:
Xi,n(M) := g(M,Xi,n), ∀M > 0;











This sequence will be our proposed upper bound for Xi,n. Then using a triangular
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where to get (a) we used the fact that the following inequality is true,
|g(M,x)| ≤ |x|, ∀M ∈ N, ∀x ∈ R.
The rest of the proof will then consist on bounding sucesscively the first and second
term of the right hand side of Equation (7.4). For the first term we will exploit the
uniform integrability of (Xi,n)i,n∈N. Indeed this implies that supi,n ‖X2i,nI(|Xi,n| >









‖X2i,nI(|Xi,n| > βn)‖ → 0.
After bounding the first term we now want to bound the second term of Equation (7.4).



























































































Xi,n(βn, φ) := g(βn, Xi,n(φ)).



























where to get (a) we used Lemma 7.1, for (b) we used Lemma 7.2 and for (c) the fact
that |Xi,n| ≤ βn is upper-bounded by βn.
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We want to bound
∥∥∥Xi,n(βn, e)−Xi,n(βn, τj,l)∥∥∥2
L2
using ∆i,j . However there is a slight
complication coming from the fact that we modified Xi,n by upper bounding it by βn.
This will make things a bit more complex.
We can note that for any real β ∈ R the function x → g(β, x) is β − Lipschitz.
Therefore we have,∣∣∣Xi,n(βn, e)−Xi,n(βn, τj,l)∣∣∣ = ∣∣∣g(βn, Xi,n)− g(βn, Xi,n(τj,l)∣∣∣
≤ βn
∣∣∣Xi,n −Xi,n(τj,l)∣∣∣.
















































7.3 Proof of Corollary 4.4
Proof. According to Theorem 4.3 we know that we only need to prove the following two
items, to obtain the desired central-limit theorem,
• The following is uniformly-integrable (∆2i (fn, Xn))i,n∈N











• Proof of the first point Let B ∈ R be any real using the mean-value theorem we get


























where to get (a) we used Lemma 7.2 and (b) is a consequence of the mean value
theorem.
Hence using the exchangeability of X we deduce that (∆2i (fn, Xn))i,n∈N is uniformly
integrable as desired.
• Proof of the second point The second point will also be a consequence of sucessive
uses of the mean-value theorem.Using Theorem 2.8, we decompose the distribution
pX of X into a mixture of ergodic distributions pX(·) =
∫
IS∞
ν(·)dm(ν); and we choose
X ′ to be another process such that (X,X ′) ∼ ∫IS∞ ν(·)⊗ ν(·)dm(ν).
The idea is to exploit Lemma 7.3 and the mean value theorem. Indeed we know that
there are X˜1, X˜2 random elements of RN satisfying
X˜1l = X˜
2
l ∀l 6= j;
























































7.4 Proof of Theorem 4.8




Yk − fˆ2,Mn ((Z1, . . . , Zn), Xk)
]2
. Ac-
cording to Theorem 4.3 we know that we only need to prove the following three items, to
obtain the desired cental-limit theorem,
• The following is uniformely-integrable (∆2i (fn, Z))i,n∈N







• The following is true assymptotically 1nvar
(
fn(Z)|F∞) P−→ σ2
The key point to prove each one of those points is to exploit the stability proprety of the
linear regression and of the predictors (fmn ).
First of all let us introduce some notations. We take Z ′ and Z∗ to be two independent
process that have the same distribution than Z. For all integers i, j ∈ N we choose Zi, Zi,j
and Z∗(i,j) to indicate the following processes,
Zil =
Zl if l 6= iZ ′i otherwise Zi,jl =

Zl if l 6= i, j
Z ′i if l = i





Zl if l 6= i, j
Z∗i if l = i
Z∗j ifl = j
.
For ease of notations, for a process X we denote Xi:k the random vector (Xi, . . . , Xk), and
we write Bm(X) := {Xj |j ≤ n Kj = m}.






Yi − fˆ2,Mn (Z1:n, Xi)
)2 − (Y ji − fˆ2,Mn (Zj1:n, Xji ))2,
and to do this we will exploit the definition of fˆM,2n as a minimimum.
Indeed as the weights (θˆm(Z1:n))m≤M are chosen to minimize



















Yi − fˆM,2n (Z1:n, Xi)





























Yi − fˆM,2n (Z1:n, Xi)






























































Then we clearly have,∑
i≤n




The rest of the proof will consist on working on R¯i,jn and R
i,j
n .





then we have the desired result.































































We will upper bound each term on the right hand side of Equation (7.8) separately.





































































































































∥∥∥fm|Bm|(Bm(Zj), Xji )− fm|Bm|(Bm(Z), Xi)∥∥∥L∞


















Therefore this implies that (∆2i (fn, Z))i,n∈N is bounded and therefore uniformely in-
tegrable.
• Proof of the second point The key element of the second point will be to bound for
all integers k, j ∈ N the following quantities∣∣∣∑
i≤n
Ri,kn (Z)− R¯i,kn (Zj)
∣∣∣, and ∣∣∣∑
i≤n
R¯i,kn (Z)− Ri,kn (Zj)
∣∣∣.
And to do this we will need to give an upper bound to n
∥∥∥θn(Z1:n)− θn(Zk1:n)∥∥∥ for all
integer k ∈ N where θn(Z1:n) designates the vector of optimal weights,
θn(Z1:n) :=
(
θˆ1(Z1:n), . . . , θˆM (Z1:n)
)
.
This will be possible by exploiting the propreties of the weights θn(Z1:n). Indeed
under the event that the smallest eigenvalue of the matrix F (n,Z1:n) is bigger than
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fore under Ekn(Z1:n) by triangular inequality we get the following,∥∥∥I(Ekn)[θn(Z1:n)− θn(Zk1:n)]∥∥∥
L2
≤
∥∥∥I(Ekn)(F (n,Z1:n)TF (n,Z1:n))−1F (n,Z1:n)[Y1:n − Y k1:n]∥∥∥
L2
+
∥∥∥I(Ekn)(F (n,Z1:n)TF (n,Z1:n))−1[F (n,Z1:n)− F (n,Zk1:n)]Y k1:n∥∥∥
L2
+



















where to get (a) we used the fact that under En(Z1:n) we have λ(1)(F (n,Z1:n)
TF (n,Z1:n)) >
n and (b) comes from the following equality,
F (n,Z1:n)
[
























where to get (a) we used the fact that under En(Z1:n) we have
λ(1)(F (n,Z1:n)
TF (n,Z1:n)) > n.
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where (a) comes from the fact for any two invertible matrices A and B we have that,∥∥∥A−1 −B−1∥∥∥ ≤ ∥∥∥A−1∥∥∥ ∥∥∥B−1∥∥∥ ∥∥∥A−B∥∥∥







∥∥∥fˆn,m(Bm(Z1:n), Xi)fm′|Bm′ |(Bm′(Z1:n), Xi)












Therefore combining Section 7.4, Section 7.4, Equation (7.10) and the stability of the






Now that we proved this we are ready to bound
∥∥∥∑i≤nRi,kn (Z)− R¯i,kn (Zj)∥∥∥. And for
this we will first write∥∥∥∑
i≤n










Ri,kn (Z)− R¯i,kn (Zj)
∥∥∥
(7.12)
Bounding the first term on the right hand side of Equation (7.12) will be done us-
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c is small. Indeed we have,∥∥∥I(Ekn(Z1:n)c⋃Ekn(Zj1:n)c)∑
i≤n

















































Therefore we have that,∥∥∥I(Ekn(Z1:n)c⋃Ekn(Zj1:n)c)∑
i≤n
Ri,kn (Z)− R¯i,kn (Zj)
∥∥∥ = o( 1√
n
) (7.13)
Now that this has been proven we will move on to bounding the first term of Equa-















j), Xji )− Yifm|Bm|(Bm(Z), Xi)
]



























n (Z1:n)−Ri,jn (Z1:n) into several parts and then bound
each one of them seperately.
For simplicity of notation for all integers i, j,m ∈ N we will write









Dmi,j(Z1:n) := Y ji fm|Bm|(Bm(Zj), X
j
i )− Yifm|Bm|(Bm(Z), Xi),
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The idea to bound this term will be exactly the same, and as previously to simplify
matters we will introduce a new term,




























































































By combining Equation (7.13),Equation (7.15) and Equation (7.19) we proved the
desired point.






























We will then seperately re-express each term on the righ-hand side of Equation (7.20).
The key idea to do so is to exploit the stability assumptions on the estimators.
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First we can notice that for all integers i ∈ N we have that ,∣∣∣var(RˆZ1:n(Zi))− var(RˆZi1:n(Zi))∣∣∣
≤





But we had already proved that supn∈N
∥∥∥RˆZ1:n∥∥∥
L∞




∥∥∥RˆZ1:n(Zi)− RˆZi1:n(Zi))∥∥∥L2 = O( 1n) (7.21)

























































































Similarly we can phrase a similar argument for the covariances. Indeed exploiting the



































(Zi), RˆZ1:n(Zj)− RˆZ∗(i,j)1:n (Zj)
)
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terms are of the order of 1
n2
or smaller. And the reason for this will be different









j ) that we have,
cov
(






(Zi), RˆZ1:n(Zj)− RˆZ∗(i,j)1:n (Zj)
)
= 0
Therefore there is only one term left to bound, but by Cauchy-Swartz and Equa-
tion (7.21) we can easily see that∣∣∣cov(RˆZ1:n(Zi)− RˆZi,j1:n(Zi), RˆZ1:n(Zj)− RˆZ∗(i,j)1:n (Zj))∣∣∣ = O( 1n2 )












































Exploiting the classical decomposition of the covariance function with respect to the
















































Similarly we can also exploit the classical decomposition of the variance in terms of





































7.5 Proof of Corollary 4.5





. According to Theorem 4.3 we know that we only need to prove the
following three items, to obtain the desired central-limit theorem,
• The following is uniformly-integrable (∆2i (fn, Xn))i,n∈N







• The following is true asymptotically 1nvar
(
fn(Xn)|S∞) P−→ σ2
• Proof of the first point
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I(|∆i(fn, X)| > A)
[
























∥∥∥I(|∆i(fn, X)| > A) ∆i(Fnk(X|vk , X))∥∥∥
L2
Therefore exploiting hypothesis (a1) and (a2) we get the desired result.


























Therefore using hypothesis (b) we get the desired result.












The proof will be centered around two successive arguments. The first one will allow us
to neglect the covariance cov
(
Fnk(X|vk ,X),Fnk(X|v′k ,X)
∣∣S∞) when card(vk⋂ v′k) 6= 1;
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the second one will use the exchangeability of X to simplify the remaining covariances.
First note that: card{vk, v′k ∈ Vk([n])|card(vk
⋂
















Moreover if we write:
Y vki (X) := E[Fnk(X|vk , X)|S\i]− E[Fnk(X|vk , X)|S\i−1]




































































1, . . . , v
′
k) ∈ Vk([n])
such that {v1, . . . , vk}






























Fnk(X|[k], X), Fnk(X|(k+1,...,k+i−1,j,k+i+1,...,2k), X)|S∞
]→ η2.
Therefore we obtain that var(fn(Xn)|S∞)n → σ2.
7.6 Proof for cross-validation
Proof. The proof for the Kn-fold cross validated risk and for Rˆ1,n are very similar. How-
ever it is slightly more complex for the former and we will present this case. We choose:
fn(X) = nRˆcross,n(Xn). According to Theorem 4.3 we know that we only need to prove the
following two items, to obtain the desired central-limit theorem,
• The following is uniformly-integrable (∆2i (fn, Z))i,n∈N







The key point to prove each one of those points will be to exploit the stability property of
the predictors. To make the presentation simpler we write: B(i) ∈ [Kn] the index such that
i ∈ BnB(i). Moreover throughout we will abbreviate i1, . . . , ik by i1:k.
• Proof of the first point We will break |∆i(fn, Z)| into more manageable parts and
study each term successively. In this goal, we introduce the following notation:










L(fmnB(i)([Z][n]\BnB(i) , [X]i1:k), [Y ]i1:k))|Sn(i)).
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L(fmnj ([Z][n]\Bnj , [X]i1:k), [Y ]i1:k))
− E
(
L(fmnj ([Z][n]\Bnj , [X]i1:k), [Y ]i1:k))|Sn(i))∣∣∣
≤ ai,n + bi,n
(7.25)
To prove that (∆i(fn, Z)
2) is uniformly integrable it is enough to prove that the
families (a2i,n) and (b
2
i,n) are uniformly integrable. We therefore study each family
separately.
Using (H0) and the joint exchangeability of Z we obtain that the family(
L(fmnB(i)([Z][n]\BnB(i) , [X]i1:k), [Y ]i1:k)2) is uniformly integrable. Moreover note that
as supi,j







{(i1, . . . , ik) ∈ Sk(Bni )|∃l ≤ k s.t il = i}
)
≤ 2k.
Therefore the family (a2i,n) is uniformly integrable.
To prove that the family (b2i,n) is uniformly integrable we separate it into more man-








)−Rmnj (fmnj , [Z][n]\Bnj ),
this allows us to write
















≤ ci,n + di,n.
Hypothesis (H1) guarantees that (c2i,n) is uniformly integrable.











j 6=Bi,n∈N is uniformly inte-
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grable.
A key point to prove this is to notice that





{j1, . . . , jk} = ∅. (7.26)
Introduce for all K ∈ R+ the following truncated random variable:



























Then using Equation (7.26) we obtain that there is a constant C ∈ R such that∥∥∥ n|Sk(Bnj )|
∑
(i1,...,ik)∈Sk(Bnj )








[|Bnj | − k]2
∥∥∥H¯ i,Ki1:k − E(H¯ i,Ki1:k |Z[n]\Bnj )∥∥∥4L4
≤ Ck
4n2K4






























Using Equation (7.26) we write:∥∥∥ n|Sk(Bnj )|
∑
(i1,...,ik)∈Sk(Bnj )
























This implies the desired result.
• Proof of the second point To prove this point we will decompose ∆i,j(fn, Xn) into
more manageable parts. To so we will use the decomposition of ∆i(fn, Xn) introduced
in Equation (7.25) and obtain:∣∣∣∆i,j(fn, Z)∣∣∣
≤ n
Kn|Sk(BnB(i))|










∣∣∣Rmnl (fmnl , [Z][n]\Bnl )− E(Rmnl (fmnl , Z[n]\Bnl )|Sn(i))















− E(H li1:k |Sn(j)) + E(H li1:k |Sn(i, j))∣∣∣
≤ ai,j,n + bi,j,n + ci,j,n
(7.27)
We will bound the norm each term successively. Firstly we have∥∥∥ai,j,n∥∥∥
L2





∥∥∥∆i1:ki (L, Z)− E(∆i1:ki (L, Z)∣∣Sn(j))∥∥∥
L2
≤
2n card{(i1, . . . , ik) ∈ Sk(BnB(i))|∃l ≤ k s.t il = i}
Kn|Sk(BnB(i))|




≤ 2kI(Bj = Bi) n
n− k
∥∥∆i,n(L, Z)∥∥L2 .
Moreover it is straightforward to see that
‖bi,j,n‖L2 ≤ n
∥∥∆i,j,n(Rn, Z)∥∥L2 .
Now that we successfully bounded
∥∥∥ai,j,n∥∥∥
L2
and ‖bi,j,n‖L2 we move on to upper-
bounding the last term. We define
C 6=l = card{(i1, . . . , ik), (j1, . . . , jk) ∈ Sk(Bnl )|∃l1, l2 ≤ k s.t il1 = il2}
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Proofs examples in information
theory
8.1 Proof of Theorem 5.1
Proof. Since the group is countable, we can define an order ≺ on G by enumerating the




2 . . ., and choosing the order such that φ
n
i−1 ≺ φni . For the process
(Sφ), define the σ-algebras
Tn(φ) := σ{Sφ′ |φ′ ∈ An, φ′ ≺ φ} and T (φ) := σ{Sφ′ |φ′ ≺ φ} .
With these in hand, we define functions
fn(S, φ) := logP (Sφ|Tn(φ))− E[logP (Sφ|Tn(φ))]
gm(S, φ) := logP (Sφ|T (φ) ∩Bm)− E[logP (Sφ|T (φ) ∩Bm)
]








φ∈An f(S, φ) .
Now consider a φ such that Tn(φ) ∩Bm = T (φ) ∩Bm. Then
‖fn(S, φ)− gm(S, φ)‖L2 ≤ ρm .
The number of φ ∈ An for which that is not the case is
|{φ ∈ An | Tn(φ) ∩Bm 6= T (φ) ∩Bm}| ≤ |An4BmAn|
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Denote Mp := supφ∈G,A⊂G ‖ logP (Xφ|XA)‖Lp . Then for any k ∈ N, and any φ, φ′ ∈ G that
satisfy d(φ, φ′) ≥ i, we have
Cov
[
fn(S, φ)−gm(S, φ), fn(S, φ′)−gm(S, φ′)
] ≤ 4ρm[ρk + 4M22+εα ε2+ε (i− k, |Bm|)] .
Therefore for any sequence (bn) satisfying
|An4BbnAn|




fn(S, φ)− gbn(S, φ) L2−→ 0 .
Moreover, if αm denotes the mixing coefficient of gm, then α
m(i) ≤ ρk + α(i− 2m, |Bm|).
Theorem 3.5 hence implies∑





m→∞−−−−→ η, the result follows.
8.2 Proofs for Kolmogorov complexity.
For notational convenience throughout we will denote Xi:k the random vector (X1, . . . , Xk).
8.2.1 Useful lemmas
There are two simple results on the Kolmogorov complexity that we employ in our proofs.
We mention these two as simple lemmas that we can refer to later in the proofs of our main
results. For the proof of these results a reader may refer to [18], Chapter 14 (Example 14.2.7
and Theorem 14.2.4)
Lemma 8.1. Let n denote an integer number. Then, we have the following upper-bound
on the Kolmogorov complexity of n:




0 x ≤ 1
1 + log∗(log(x)) x > 1,
(8.1)
and where c is a constant that depends only on the universal machine.
It is straightforward to show that ∀n ≥ 1, log∗(n) < 2 log(n) + 2. Another result that will
be used about the Kolmogorov complexity in our section is the following:
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Lemma 8.2. If Cv , {x ∈
⋃∞
i=1{0, 1}i | K(x) < v}, then |Cv| ≤ 2v.
The following lemma is a consequence of Theorem 3.3 and will be useful in the proof of
the central limit theorem.
Lemma 8.3. Let (Xn) be a sequence of stationary ergodic processes. Let (αn(i)) be the




such that there is K > 0 such that
αn(i) ≤ min(K(i−K log(n))−β, 2).







Proof. If σ2 > 0, we want to use Theorem 3.3. Write Z ∼ N(0, 1) to be a standard normal









2 +K log(n) if b ≤ K log(n)
K˜(i− b)β−12 otherwise
,















4 log(n), |σ2n − σ2|)→ 0.
If σ2 = 0 then we obtain the desired result by a simple Markov inequality.
8.2.2 Proof of Remark
For n ∈ N, consider the two vectors x, x′ ∈ An such that dn(x, x′) ≤ 1. If dn(x, x′) = 0, then
we can easily see that | log(P (x) − log(P (x′))| = 0. Hence, we assume that dn(x, x′) = 1.
Suppose that xi 6= x′i. If i ∈ [2, |n−m− 1|], then
| log(P (x1:n)− log(P (x′1:n))|
≤ | log(P (x1:i−1)− log(P (x′1:i−1))|+
m+1+i∑
j=i
| log(P (xj |xj−1:j−m))− log(P (x′j |x′j−1:j−m))|




| log(P (xj |xj−1:j−m))− log(P (x′j |x′j−1:j−m))| ≤ −(m+ 1) log(ρ).
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This comes from the following facts: (i) For every j < i, x1:j = x
′
1:j . Hence, | log(P (x1:i−1)−
log(P (x′1:i−1))| = 0, (ii) For every j > m+1+i, xj:n = x′j:n. Hence, | log(P (xm+1+i:n|xi+1:m+i))−
log(P (x′m+1+i:n|x′i+1:m+i))| = 0. (iii) Finally, ∀i ∈ [|i,m + 1 + i|] | log(P (xj |xj−1:j−m)) −
log(P (x′j |x′j−1:j−m))| ≤ − log(ρ). The proof for i /∈ [2, |n −m − 1|] is similar and is hence
skipped.
8.2.3 Proof of Theorem 5.4
8.2.3.1 Lower bound
Proof. Before we discuss the details of the proof, we give a brief overview of the proof
strategy to help the reader navigate through the proof more easily. Consider the sequence
X1, X2, . . . , Xn with Xi ∈ A, for all i. We assume that |A| = l. In this section, we first







2 − 12C >  > 0. Note that C is the same constant as
the one used in Condition 3 in the statement of the theorem. The program first tells the
universal computer the first mn bits in the sequence. Then, counts the number of times







where amnj is the j
th element (in a specific order that is described to the universal computer)
of Amn+1, then the numbers fmn,nj are described to the universal computer. Let f
mn,n denote
the vector of all the empirical counts, i.e.,
fmn,n , (fmn,n1 , f
m,n




Define an operator Of : A
n → [0, 1]lmn+1 that takes X1, X2, . . . , Xn as input and returns
fmn,n as its output. Then, define the type of a sequence X1:n as the following set:
TX1:n , {Z1:n : Of (X1:n) = Of (Z1:n) and Z1:mn = X1:mn}.
Given the information known to the universal computer so far, it has already access to
TX1:n . The only remaining piece of information that the universal computer should have to
reconstruct the entire sequence is the index of the sequence X1, X2, . . . , Xn among all the
sequences in its type. Let’s count the number of bits we have used so far to describe the
sequence.
Our description requires bits to specify the following quantities: (i)mn, (ii)each aj , (iii)
the first mn bits, (iv)the frequency of observing each possible block of length (mn + 1) in
1For instance, if mn = 1, then for the sequence 01001 the couple (0, 1) is present twice, the couple (1, 0)
once and (0, 0) once.
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X1:n, (v) a systematic way to build all the sequences of length n in TX1:n , (vi) the index of
X1:n in TX1:n .
(i) K(mn) ≤ log∗(mn) + c.
(ii) To describe each aj at most lmaxj≤lK(aj) are required.
(iii) To describe the first mn symbols we require mn(log
∗(l) + c).
(iv) To describe the frequency of each block we require lmn+1 log∗(n) bits. The reason is
clear, there are lmn+1 different l-ary blocks of length mn + 1. Each of them can have
at most n elements in them.
(iv) So far the universal computer has detected TX1:n . Now we should describe which
element of TX1:n X1:n is. As the first step we write a constant size program so that
the universal computer realizes what ordering of sequences we are using. The next
step is to specify the index of our sequence in this list. To evaluate the number of bits
required for describing the index we count the number of elements in TX1:n .
Define P˜mn as a new measure on X1, X2, . . . , Xn that has the following properties:






2. The mn + 1
th-dimension transition probabilities are the same as those of the original
distribution P , i.e.,
P˜mn(Xi | Xi−1, . . . , Xi−mn) = P (Xi | Xi−1, . . . , Xi−mn).
For notational simplicity we consider the notation
Qmnj , P˜mn(Xmn = a
mn
j,mn
|X0 = amnj,0 , . . . , Xmn−1 = amnj,mn−1), (8.3)
where (amnj,0 , . . . , a
mn
j,mn
) is the jth element of Amn+1. With this new notation we count the
number of elements in TX1:n. Note that the first mn symbols are already known. Let’s call
them x1, x2, . . . , xmn . Since,∑
X1:n∈TX1:n

























logQmnj bits. Combining all the above pieces we obtain the following upper bound for the
length of our program:
K(X1:n) ≤ C ′+log∗(mn)+lmax
j≤l
K(aj)+l







Our goal is to show that K(X1,...,Xn)√
n
− √nH(X1|X0:−∞) converges in distribution to a
normal random variable. Note that the first five terms in (8.4) are deterministic and when
divided by
√



























j +H(X0|X−1, . . . , X−mn))
+
√
n(H(X0|X−1, . . . , X−∞)−H(X0|X−1, . . . , X−mn)).
(8.5)
Our first claim is that
√
n(H(X0|X−1, . . . , X−∞)−H(X0|X−1, . . . , X−mn))→ 0, (8.6)
as n→ 0. To see why this holds, note that
√
n|H(X0|X−1, . . . , X−∞)−H(X0|X−1, . . . , X−mn))|
≤ √nK2−Cmn log(l)
≤ Kn 12−C( 12−) → 0,




log l log n with 
satisfying 12 − 12C >  > 0. Combining (8.5) and (8.6) we conclude that the only remaining








j +H(X0|X−1, . . . , X−mn)) is Gaussian.
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Toward this goal we first define

















To prove the Gaussianity of Smnn we employ Corollary 8.3. First let us check the conditions
of this theorem for Y mnj :
1. Boundedness of E|Y mnj |
8(β+1)













g(P (xj |Xj−1, Xj−2, . . . , Xj−mn)),
where the function g is defined in the following way: g : [0, 1] → R and g(t) =
t| log(t)|
8(β+1)
β−1 for t 6= 0, and also g(0) = 0. It is straightforward to check the following
properties of g:
(i) g(t) is continuous at zero.
(ii) There exists C 2(β+1)
β−1
∈ (0, 1) such that g′(C 8(β+1)
β−1
) = 0
(iii) g′(t) > 0 for t < C 8(β+1)
β−1
(iv) g′(t) ≤ 0 for t > C 8(β+1)
β−1
.
This automatically implies that g(t) ≤ g(C 8(β+1)
β−1







g(P (Xj |Xj−1, Xj−2, . . . , Xj−mn) ≤ lg(C 8(β+1)
β−1
). (8.7)
Note that the upper bound does not depend on either mn, n or j.
2. The mixing coefficient α: First let αY
mn
(i) denote the α-mixing coefficient for the
Y mn sequence, and let α(i) denote the α mixing coefficient for the original process
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X1, . . . , Xn. It is straightforward to check that for every i > mn
αY
mn
(i) ≤ α(i−mn) ≤
K(i−mn)−β, i > mn1, otherwise.
where the last step is due to Condition 2 in the statement of the theorem. As a
reminder we have mn = O(log(n)).
















j ). We will later prove that
σ˜2n,n
n → σ2, where




















cov(Y mni , Y
mn
k )







cov(Y mn1 , Y
mn
k ), (8.9)
where to obtain the last equality we used the stationarity of the process Y mn1 , Y
mn
2 , . . .. Our
goal is to show that this quantity converges to σ2. We simplify the expression of (8.9) in
the following two steps:
1. Simplifying var(Y mn1 ): First note that
|E(log(P (X1|X0:−mn+1)))− E(log(P (X1|X0:−∞)))|





mn → 0. (8.10)
To obtain the last inequality we used Holder’s and to obtain the last convergence we
used Condition 2 in the statement of the theorem. Furthermore, note that
|E(log2(P (X1|X0:−mn)))− E(log2(P (X1|X0:−∞)))|
≤ (E|(log(P (X1|X0:−mn+1)))− log(P (X1|X0:−∞))|2)
1
2
×(E|(log(P (X1|X0:−mn+1))) + log(P (X1|X0:−∞))|2)
1
2 → 0. (8.11)
To prove the last convergence we should note that the first term goes to zero according
to Condition 2 in the statement of the theorem. Furthermore, similar to the proof of
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(8.7) we can show that the last expectation is bounded. Hence, it is straightforward
to combine the above two equations and obtain
var(Y mn1 ) = var(log(P (X1|X0:−mn+1)))→ var(log(P (X1|X0:−∞))). (8.12)










cov(log(P (X1|X−1:−∞)), log(P (Xj |Xj−1:−∞)))).














|si,n − s|. (8.13)
We will prove later that supi |si,n − s| is bounded. Hence, since mn/n → 0, we
conclude that the first term goes to zero. Hence, we focus on the second term. Define




























We will show that the each of the three terms on the right converge to zero. Before
we proceed further, note that
E(|Y mn1 − Z1|2) = E| log(P (X1|X0:−mn+1))− log(P (X1|X0:−∞))|2 = ρ2mn . (8.15)
Furthermore, similar to the proof of (8.7) it is straightforward to show that
E(|Zj |) ≤ (E|Zj |2) 12 < M,
E|Y mnj | ≤ (E|Y mnj |2)
1
2 < M, (8.16)
where M = l supt∈[0,1] |g2(t)| with g2(t) = t| log(t)|2. Now we turn our attention to
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bounding the terms in (8.14).
|cov(Y mn1 , Y mnj )− cov(Z1, Zj)| ≤ |cov(Y mn1 − Z1, Zj)|+ |cov(Y mn1 , Zj − Y mnj )|
≤ E|(Y mn1 − Z1)Zj |+ |E(Y mn1 − Z1)EZj |+ E|Y mn1 (Zj − Y mnj )|+ |E(Y mn1 )E(Zj − Y mnj )|
≤ (E|Y mn1 − Z1|2)
1
2 (E|Zj |2) 12 + (E|Y mnj − Zj |2)
1
2E|Zj |
+(E|Y mnj − Zj |2)
1
2 (E|Y mn1 |2)
1
2 + (E|Y mnj − Zj |2)
1
2E|Y mn1 |
≤ 4Mρmn . (8.17)











as n→∞. Note that the last convergence in the theorem is derived from Condition 2
in the statement of the theorem. Now we find a bound on the second term in (8.14).
Define
Wj , log(P (Xj |Xj/2:j−1)).
Then, we have
|cov(Y mn1 , Y mnj )− cov(Z1, Zj)| ≤ |cov(Y mn1 − Z1, Zj)|+ |cov(Y mn1 , Zj − Y mnj )|
≤ |cov(Y mn1 − Z1, Zj −Wj)|+ |cov(Y mn1 − Z1,Wj)|+ |cov(Y mn1 , Zj − Y mnj )|
≤ |cov(Y mn1 − Z1, Zj −Wj)|+ |cov(Y mn1 − Z1,Wj)|+ |cov(Y mn1 , Zj −Wj)|
+|cov(Y mn1 ,Wj)|+ |cov(Y mn1 , Y mnj )| (8.18)
The strategy that we use to bound the terms |cov(Y mn1 −Z1, Zj−Wj)| and |cov(Y mn1 , Zj−
Wj)| is the same. Also, the strategy we use to bound |cov(Y mn1 − Z1,Wj)| and
|cov(Y mn1 ,Wj)| is the same. Hence, we only derive the bounds for the following three
terms: (i) |cov(Y mn1 , Zj −Wj)| , (ii) |cov(Y mn1 ,Wj)|, and (iii) |cov(Y mn1 , Y mnj )|.
(a) |cov(Y mn1 , Zj −Wj)|: By using Holder’s inequality we conclude that
|cov(Y mn1 , Zj −Wj)| ≤ E|Y mn1 (Zj −Wj)|+ E|Y mn1 |E|Zj −Wj |







(b) |cov(Y mn1 ,Wj)|: Note that Wj is measurable with respect to F jj/2 and Y mn1 is
measurable with respect to F1−∞. Hence, by employing Lemma 7 we conclude
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that
|cov(Y mn1 ,Wj)| ≤ α(j/2)
β+1
2β (4 + 2M˜),
where M˜ = lg(C 2(β+1)
β−1
). Note that to obtain the last inequality we have used
(8.7).
(c) |cov(Y mn1 , Y mnj )|: Similar to the argument of the previous case we conclude that
|cov(Y mn1 , Y mnj )|| ≤ α(j −mn)
β+1
2β (4 + 2M˜).
















2β (4 + 2M) + α(j −mn)
β+1






2β (4 + 2M) + α(j −mn)
β+1
2β (4 + 2M)→ 0, (8.20)
as n → ∞. The last term of (8.14) can be bounded in exactly similar fashion, i.e.,
we use the upper bound |cov(Z1, Zj)| ≤ |cov(Z1, Zj −Wj)|+ |cov(Z1,Wj)|, and then
employ Lemma 7 and the definition of ρ to bound the error. Since the proof is similar
we skip it.






(si,n − s)| → 0. (8.21)















K(X1:n)−H(X0|X−∞:−1)) ≤ t) ≥ Φ(tσ),
which is one side of what we had to prove.
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8.2.3.2 Upper bound



























Our goal is to show that under a proper choice of x, both probabilities on the right converge

































2i2−(i+nδn) ≤ nx2−nδn → 0. (8.23)









































− δn −H(X0|X−∞:−1)) ≤ t
)
.
Note two main points about our last expression: (i) According to (8.25) the first term






Therefore we proved the desired result.
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8.2.4 Proof of Theorem 5.7
Before we go to the details of the proof we will review the main ideas.
To get inequality 5.4, we are going to use the upper and lower bounds on the Kolmogorov
complexity, derived in the proof of Theorem 5.4. We will obtain concentration-inequalities
and combine them to obtain a concentration result for the Kolmogorov complexity. Note







We would like to use Theorem 3.7 to show that g(X1:n) concentrates. Toward this goal we
need to compute the self bounding coefficients of g(X1:n).
To show inequality 5.5 we will also use Theorem 4.3 [15]. Toward this goal we need to
do the following two steps: (i)Compute self bounding coefficients for X1:n → K(X1:n)n . (ii)
Calculate an upper-bound for E(K(X1:n)n ) − H(X1|X0:−m+1). With this summary we now
discuss the details of the proof.
First, according to the proof of Theorem 5.4, using the notations introduced in (8.4),
we have
K(X1:n) ≤ C ′ + log∗(m) + lmax
j≤l
K(aj) + l






Let C1(n) , C ′+ log∗(m) + lmaxj≤lK(aj) + l(m+1) log∗ n+m log∗ l. We prove that the
function g is M-Lipschitz and therefore that its self bounding coefficients respect ci ≤ M .














where amk is the k
th element of Am. Let x, x′ ∈ An denote two vectors that only differ at the
jth-coordinate (i.e. xi = x
′
i, ∀i 6= j). Then, by the M -stability assumption of the theorem
|g(x) − g(x′)| ≤ M (note that g is the log-likelihood of Xm+1:n). Hence, g is M -Lipschitz


























































We now want to discuss the details of the proof of inequality 5.5. For n ∈ N, consider
the two vectors x, x′ ∈ An2 such that dn(x, x′) ≤ 1. If dn(x, x′) = 0, then we can easily see
that |K(x1:n)−K(x′1:n)| = 0. Hence, we assume that dn(x, x′) = 1. Suppose that xi 6= x′i.
Then we can note that if the universal machine knows x1:n to know x
′
1:n it only need to
know i and x′i. Therefore
K(x′1:n) ≤ K(x1:n) + C ′ + log∗(n) + max
i
K(ai),
where C ′ is a constant that depends only on the universal Turing machine. Since the
previous inequality is symmetric in x, x′ we obtain that the function x1:n → 1nK(x1:n) is
C′+log∗(n)+maxiK(ai)











Moreover thanks to Kraft inequality and the positivity of the Kullback-Leibler divergence
we have that E(log( P (X1:n)
2−K(X1:n) )) ≥ 0, hence H(X1:n) ≥ E(K(X1:n)). Furthermore, according
to (8.4) we have that for all m ∈ N
E(K(X1:n)) ≤ C ′+log∗(m)+ lmax
j≤l
K(aj)+ l






′ + log∗(m) + lmaxj≤lK(aj) + lm+1 log∗ n+m log∗ l +mH(X1)
n
. (8.27)










The theorem has been proven with taking γn := −C1(n)n + mnH(X1|X0:−m+1) and Kn :=
C ′ + log∗(n) + maxiK(ai).
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