Abstract An unmanned aerial vehicle (UAV) stabilization strategy based on computer vision and switching controllers is proposed. The main goal of this system is to perform tracking of a moving target on ground. The architecture implemented consists of a quadrotor equipped with an embedded camera which provides real-time video to a computer vision algorithm where images are processed. A vision-based estimator is proposed, which makes use of 2-dimensional images to compute the relative 3-dimensional position and translational velocity of the UAV with respect to the target. The proposed estimator provides the required states measurements to a microcontroller for stabilizing the vehicle during flight. The control strategy consists of switching controllers, which allows making decisions when the target is lost temporarily or when it is out of the camera's field of view. Real time experiments are presented to demonstrate the performance of the target-tracking system proposed.
Introduction
Tracking moving targets (m.t.) using unmanned aerial vehicles (UAV) allows performing important tasks like surveillance, reconnaissance, and intelligence missions. UAV hovering over a desired position requires information coming from a group of sensors; more precisely, it requires data coming from the UAV attitude as well as of its surrounding environment. A sensor capable of obtaining abundant information from the UAV environment is a vision system. Many results related to this topic have been presented recenttly. Most of them are related to identification and classification of multiple targets, see for example [1, 9, 15, 16, 25] and [22] . A circular pattern navigation algorithm for autonomous target tracking has been studied in [24] and [30] , showing a good performance. Other work concerning trajectory generation from video sensors includes particle filters for moving cameras without stabilization [20] , and the Joint Probabilistic Data Association Filter (JPDAF) for tracking multiple targets with unreliable target identification [3] . If a model for the object's motion is known, an observer can be used to estimate the object's velocity [10] . In [13] , an observer for estimating the object velocity was utilized; however, a description of the object's kinematics must be known. In [18] an autoregressive discrete time model is used to predict the location of features of a moving object. In [2], trajectory filtering and prediction techniques are utilized to track a moving object. In [26] , objectcentered models are utilized to estimate the translation and the center of rotation of the object. Several interesting works have been presented concerning visual tracking of targets using UAVs. In [29] a color-based tracker is proposed to estimate the target position, while in [14] thermal images are correlated with a geographical information system (GIS) towards the same goal. In [12] a vision-based control algorithm for stabilizing a UAV equipped with two cameras is presented. The same system has been used in [11] to track a line painted in a wall using a vanishing points technique. Some methods for designing UAV trajectories that increase the amount of information available are presented in [23] .
In this paper we describe the use of a vision system designed to observe a visual target located over a ground vehicle and to track it by using an UAV platform of quadrotor type (X-4). The main challenge involved in target localization include maintaining the target inside the camera's field of view. In order to achieve this requirement, we propose a control schema that develops a X-4 tracking, such that the target localization estimation error is minimized. To successfully perform this task, we have developed a control strategy consisting of three principals objectives. First, the hovering UAV tracks the target over a desired position, this stage is known as take-off mode (TO). In case of a temporary lose of sight of the target, we use a second control schema named target localization (TL), which consists on increasing the UAV altitude to obtain a better view of the scene. Once the vision system has located the target, our third control schema called loss of moving target (LOMT) moves the UAV until it reaches a desired position with respect to the target. All this control strategies switch at every time during the test. The input of the image processing algorithm is a set of images taken during real flight tests, the output of our algorithm is the 3-dimensional target position and its translational velocity. However, one missing part, as far as our interest is concerned, is that there are no physical obstacles which hinder UAVs from tracking a target. This paper focuses on the UAV implementation strategies of tracking a target over a ground vehicle using vision. This paper is organized as follows. Computer vision algorithm for position measurement and velocity estimation using optical flow are described in Section 2. In Section 3, the control design is presented. The experimental platform used to validate theoretical results is described in Section 4. Experimental results are presented in Section 5. Finally, Section 6 presents conclusions and future work.
Image Processing
The quadrotor's computer needs to be able to chase the on ground m.t. using the information given by the camera, i.e., position and relative velocity. Regarding this, it is required the estimation of the relative x − y position, altitude and velocity to the moving target with respect to the quadrotor. An on board camera is implemented for such goal and the schema describing such system is shown in Fig. 1 . At this respect, we use some processing methods: edge detection, target detection and optical flow measurement which will be further discussed in this section.
Edge Detection
In the present approach a red square object must be tracked using a camera. For this reason, an edge detector to find the edges of the target in the image plane is proposed. We use a Canny edge detection algorithm [7] which is known to have the following characteristics: good detection, localization, and only one response to a single edge. The Canny edge detection algorithm uses the good detection criterion: there should be a low probability
