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Abstract
This paper studies injective envelopes of groupoid dynamical systems and
the corresponding boundaries. Analogue to the group case, we associate a
bundle of compact Hausdorff spaces to any (discrete) groupoid (the Hamana
boundary of the groupoid). We study bundles of compact topological spaces
equipped with an action of a groupoid. We show that any groupoid has a
minimal boundary (the Furstenberg boundary of the groupoid). We prove
that the Hamana and Furstenberg boundaries are the same, for (discrete)
groupoids. We find the relation between the reduced crossed product of the
G-injective envelop of a groupoid dynamical system and the injective envelope
of the reduced crossed product of the original system.
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1. Introduction
Let G be a discrete group and V be an operator system, i.e., a unital self-
adjoint closed subspsace of a unital C*-algebra. We say that V is a G-module
(G-operator system) if there is a homomorphism α from G into the group
of all unital complete order isomorphisms of V . In this case, we say that
the triple (G, V, α) is a (group) dynamical system. Hamana in [8] studied
injectivity in the category whose objects are G-operator systems and whose
morphisms are completely positive unital G-homomorphisms. In this setting,
he proved that every G-operator system V has a unique G-injective envelope
IG(V ), i.e., a minimal G-injective G-operator system containing V as sub-
G-operator system. Hamana obtained the G-injective envelope of V by first
embedding V into a G-injective operator system W . He then obtained a
minimal V -projection of W and proved that the G-injective envelope is the
rang of this projection. For C with the trivial action G, the G-injective
envelope of C is C(X) for a compact Hausdorff space X [6]. Moreover, X is
a G-space, called the Hamana boundary of G, denoted by ∂HG. It is proved
in [9] that the action of G on ∂HG is a boundary action, i.e., it is minimal and
strongly proximal (an action is minimal if it has dense orbits, and strongly
proximal if for any probability measure µ on X , the weak*-closure of the
orbit G · µ contains a point mass; see [4, 5] for more details).
On the other hand, Furstenberg in [4] proved that for any discrete group
G, there is a unique (up to G -isomorphism) maximal G-boundary ∂FG.
Maximality here means that every G-boundary is a quotient of ∂FG. This is
called the Furstenberg bounadry of G. Kalantar and Kennedy in [9] proved
that for a discrete group G, the Furstenberg and Hamana boundaries are
G-isomorphic. They also relate this to the notion of exactness of groups,
introduced by Kirchberg and Wasserman [11]. Ozawa proved in [13, Theorem
3] that a discrete group is exact if and only it acts amenably on its Stone-
Cˇech compactification, and authors in [9] show the same for the action on
the Furstenberg boundary. More generally, Wasserman [16] showed that a
C∗-algebra is exact if it can be embedded into a nuclear C∗-algebra (the
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converse is also true by a result of Kirchberg [10]). Ozawa conjectured in
[13] that for an exact C∗-algebra A, there is a nuclear C∗-algebra between
A and its injective envelope. One of the main objectives of [9] was to prove
this for reduced C∗-algebras of discrete exact groups. Along the way, they
also contributed to the C∗-simplicity problem by showing that the reduced
crossed product of C(∂FG) by the canonical action of G is simple if and only
if the action is topologically free.
This paper seeks an appropriate extension of these notions and results to
(discrete) groupoids. As far as we know, none of the above results is explored
for groupoids. The motivation of the paper is two folds. First we want to
introduce appropriate notions of G-boundary for groupoids and show that the
Hamana and Furstenberg boundaries are the same (Theorem 4.9). Also, we
would like to make tools for checking the C∗-simplicity and Ozawa conjecture
for groupoid C∗-algebras (and crossed products), something which is pursued
in a forthcoming paper [1], in which the nuclearity of crossed products under
exact groupoid actions is studied.
The paper is organized as follows. In Section 2, we introduce basic notions
of groupoids and groupoid dynamical systems. For an r-discrete groupoid
G, we describe notions such as G-essentiality, G-rigidity, G-injectivity and
prove the existence and uniqueness of the injective envelope of groupoid dy-
namical systems. In Section 3, we proved that for any groupoid dynamical
system A, there is a minimal injective dynamical system IG(A) ”containing”
A. We prove this by showing that every groupoid dynamical system A can
be embedded into an injective dynamical system, and then find a minimal
A-projection with IG(A) as its range. As an important example, the injec-
tive envelope of the trivial groupoid dynamical system with one dimensional
fibers, gives a bundle {Xu}u∈G(0) of compact Hausdorff spaces, called the
Hamana boundary of G. In section 4, we consider an r-discrete groupoid G
acting on a bundle of compact Hausdorff spaces over the unit space G(0) of G,
and study minimality, strong proximality and boundary actions in this case.
We show that there is a unique maximal G-boundary, called the Fursten-
berg boundary. We show that the Hamana boundary is G-isomorphic to the
Furstenberg boundary. We also study the (reduced) crossed products of the
groupoid dynamical systems and show that the reduced crossed product of
the G-injective envelop of such a system is included in the injective envelope
of the reduced crossed product. This is essential in [1], where we want to
prove the Ozawa conjecture for groupoid crossed products.
3
2. Groupoid dynamical systems
We review basic facts on groupoids. For more details we refer the reader
to [12, 14, 15].
Definition 2.1. A groupoid is a set G endowed with a product map: G2 −→
G; (g, h) 7→ gh, where G2 is a subset of G × G, called the set of composable
pairs, and an inverse map: G −→ G; g 7→ g−1 such that
1. (g−1)−1 = g,
2. if (g, h) ∈ G2 and (h, k) ∈ G2, then (gh, k), (g, hk) ∈ G2 and (gh)k =
g(hk),
3. (g−1, g) ∈ G2 and if (g, h) ∈ G2, then g−1(gh) = h,
4. (g, g−1) ∈ G2 and if (h, g) ∈ G2, then (hg)g−1 = h,
for each f, g, h ∈ G.
The unit space G0 is the subset of elements gg−1, where g ranges over
G. The range and source maps r : G −→ G0 and d : G −→ G0 are defined
by r(g) = gg−1 and d(g) = g−1g. A pair (g, h) belongs to G2 if and only
if d(g) = r(h). For each u ∈ G0, the subsets Gu and G
u are defined by
Gu = d
−1({u}) and Gu = r−1({u}).
An operator system is a closed, self-adjoint subspace of a unital C∗-
algebra containing its unit, or equivalently, a closed, self-adjoint subspace
of B(H) containing the identity operator on the Hilbert space H . In the
latter case, we say that A is an operator system on H (see [3] for more
details).
Definition 2.2. A groupoid dynamical system is a triple
A = (G, {Au}u∈G(0), α),
such that
1. G is a groupoid,
2. for each u ∈ G(0), Au is an operator system,
3. for each g ∈ G, αg : Ad(g) −→ Ar(g) is a complete order isomorphism,
4. for each (g, h) ∈ G(2), αgαh = αgh,
for g ∈ G and a ∈ Ad(g), we write g · a for αg(a).
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The following definition uses the notion of completely positive (c.p.) maps
between C∗-algebras. The notion is also meaningful for maps between opera-
tor systems (see [3] for more details). We assume that all completely positive
maps are unital.
Definition 2.3. A G-morphism between systems A = (G, {Au}u∈G(0), α) and
B = (G, {Bu}u∈G(0), β) is a family {ϕu}u∈G(0) of maps such that
1. for any u, ϕu : Au −→ Bu is a c.p. map,
2. for any g ∈ G and a ∈ Gd(g),
βg(ϕd(g)(a)) = ϕr(g)(αg(a)),
i.e., for each g, the following diagram is commutative:
Ad(g)
ϕd(g)
//
αg

Bd(g)
βg

Ar(g)
ϕr(g)
// Br(g)
.
The composition of G-morphisms {ϕu}u∈G(0) and {ψu}u∈G(0) (if it makes
sense) is defined by
{ψu}u∈G(0) ◦ {ϕu}u∈G(0) = {ψu ◦ ϕu}u∈G(0).
LetA = (G, {Au}u∈G(0), α), B = (G, {Bu}u∈G(0), β), C = (G, {Cu}u∈G(0), γ),
and W = (G, {Wu}u∈G(0) , ω) be dynamical systems and Φ = {ϕu}u∈G(0) , Ψ =
{ψu}u∈G(0), and Θ = {θu}u∈G(0) be G-morphisms. A G-morphism Φ : A −→ B
is a G-injection (resp., a G-isomorphism) if for any u, ϕu : Au −→ Bu is an
injection (resp., a complete order isomorphism).
Definition 2.4. A G-extension of a groupoid dynamical system A is a pair
(W,Θ) such that Θ : A −→W is a G-embedding. Moreover,
1. (W,Θ) is G-essential if for any G-morphism Φ : W −→ C, Φ is a
G-injection whenever Φ ◦Θ is a G-injection,
2. (W,Θ) is G-rigid if for any G-morphism Φ : W −→ W, Φ ◦ Θ = Θ
implies ϕu = idWu, for all u ∈ G
(0).
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Definition 2.5. A groupoid dynamical system W is called G-injective if for
systems A and B and G-injective morphism Φ : A −→ B and arbitrary G-
morphism Ψ : A −→ W, there exists a G-morphism Θ : B −→ W such that
Θ ◦ Φ = Ψ, that is, for any u ∈ G(0), the following diagram is commutative:
Au
ϕu
//
ψu

Bu
θu}}
Wu.
3. Injective envelopes and Hamana boundary
In this section we explore the existence and uniqueness of injective objects
in the category of groupoid dynamical systems. An operator system is a
closed, self-adjoint subspace of a unital C∗-algebra containing its unit, or
equivalently, a closed, self-adjoint subspace of B(H) containing the identity
operator on the Hilbert space H . In the latter case, we say that A is an
operator system on H (see [3] for more details). The injective envelopes of
operator systems are studied by Hamana [7].
Let X,X0 be sets and s : X −→ X0 be a surjective function. Let A =
{Au}u∈X0 be a family of operator spaces. A section of A is a function f :
X −→
⋃
x∈X0
such that f(x) ∈ As(x) and
‖f‖∞ = sup
x∈X
‖f(x)‖ <∞.
We denote the set of all sections of A by Γ∞(X, s
∗A). The space Γ∞(X, s
∗A)
of sections form an is an operator system with pointwise operations and
involution and the above norm. We denote the set of functions with finite
support in Γ∞(X, s
∗A) by Γc(X, s
∗A). This is a *-subspace of Γ∞(X, s
∗A).
If each Au is a C
∗-algebra, then Γ∞(X, s
∗A) is a C∗-algebra and Γc(X, s
∗A)
is a *-subalgebra.
Lemma 3.1. If A = {Au}u∈X0 is a family of injective operator systems and
s : X −→ X0 is surjective, then Γ∞(X, s
∗A) is an injective operator system.
Proof. Let B and C be operator spaces and θ : B −→ C be an injective com-
pletely positive map. To each completely positive map ϕ : B −→ Γ∞(X, s
∗A)
and x ∈ X we associate the map ϕx : B −→ As(x) by ϕx(b) = ϕ(b)(x). By
injectivity of As(x), there exists a completely positive map ψx : C −→ As(x)
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such that ψx ◦ θ = ϕx. Define ψ : C −→ Γ∞(X, s
∗A) by ψ(c)(x) = ψx(c), for
c ∈ C and x ∈ X . Then
ψ ◦ θ(b)(x) = ψx(θ(b)) = ϕx(b) = ϕ(b)(x),
for b ∈ B and x ∈ X .
Suppose that G is a groupoid and A = {Au}u∈G(0) is a family of operator
systems. Then (G, {Γ∞(G
u, s∗A)}u∈G(0), ℓ) becomes a groupoid dynamical
system with the action
ℓg : Γ∞(G
d(g), s∗A) −→ Γ∞(G
r(g), s∗A),
ℓg(f)(x) = f(g
−1x).
For u ∈ G(0), define
Imu : Au −→ Γ∞(G
u, s∗A)
by Imu(a)(g) = g
−1.a. Then {Imu}u∈G(0) is an injective G-morphism.
The next lemma extends [8, Lemma 2.2].
Lemma 3.2. If A = {Au}u∈G(0) is a family of injective operator systems,
then
(G, {Γ∞(G
u, s∗A)}u∈G(0), ℓ)
is a G-injective groupoid dynamical system.
Proof. Let Θ : B −→ C be a G-injective morphism and let
ϕ : B −→ (G, {Γ∞(G
u, s∗A)}u∈G(0), ℓ)
be a G -morphism. For any u ∈ G(0), define ϕ̂u : Bu −→ Γ∞(G
u, s∗A) by
ϕ̂u(b) = ϕu(a)(u). By the injectivity of A , there exists a completely positive
map ψ̂u : Cu −→ Au such that ψ̂u ◦ θu = ϕ̂u. Define a completely positive
map ψu : Cu −→ Γ∞(G
u, s∗A)} by ψu(b)(g) = ψ̂d(g)(g
−1.b). For any u ∈ G(0)
, g ∈ Gu and b ∈ Bu, we have
ψu ◦ θu(b)(g) = ψ̂d(g)(g
−1.θu(b))
= ψ̂d(g)(θd(g)(g
−1.b)) = ϕ̂d(g)(g
−1.b)
= ϕd(g)(g
−1.b)(d(g)) = (g−1.ϕu)(d(g))
= ϕu(b)(gd(g)) = ϕu(b)(g).
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Thus {ψu}u∈G(0) ◦ {θu}u∈G(0) = {ϕu}u∈G(0). We show that {ψu}u∈G(0) is a
G-morphism:
g.ψd(g)(c)(h) = ψd(g)(c)(g
−1h)
= ψ̂d(h)(h
−1.g.c) = ψr(g)(g.c)(h),
for g ∈ G , h ∈ Gr(g) and c ∈ Cd(g). Thus g.ϕ̂d(g)(c) = ϕ̂r(g)(g.c).
The next result follows from the above two lemmas and some routine
algebraic manipulations.
Proposition 3.3. Let A be groupoid dynamical system. Then A is injective
if and only if for each u ∈ G(0), Au is an injective operator system and there
exists a G-morphism
{ϕu}u∈G(0) : (G, {Γ∞(G
u, s∗A)}u∈G(0), ℓ) −→ A
such that ϕu ◦ Imu = IdAu, for any u ∈ G
(0).
We say that A is a G-dynamical subsystem of B, if for any u ∈ G(0),
Au ⊆ Bu, and for any g ∈ G, βg|Ad(g) = αg.
Definition 3.4. Let A be a G dynamical subsystem of B.
1. A G-morphism Φ : A −→ B is called an A-projection if for any u,
φu ◦ φu = φu and φu|Au = idAu ,
2. A family {pu}u∈G(0) of seminorms is called an A-seminorm if there exists
a G-morphism {ϕu}u∈G(0) such that, for any u, pu(.) = ‖φu(.)‖ and
φu|Au = idAu .
Definition 3.5. Let P (resp. Pr) be the set of all A-seminorms (resp.,
all A-projections) on B. We define partial orders on P and Pr as follows:
{pu}u∈G(0) ≤ {qu}u∈G(0), if for any u ∈ G
(0) and b ∈ Bu, pu(b) ≤ qu(b), and
{ϕu}u∈G(0)  {ψu}u∈G(0), if for any u ∈ G
(0), ψu ◦ φu = φu ◦ ψu = φu.
The next lemma extends [7, Lemma 3.4].
Lemma 3.6. Let A be a G-dynamical subsystem of an injective groupoid
dynamical system B. Then there exists a minimal A-seminorm on B.
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Proof. Since {idBu}u∈G(0) induces an A-seminorm on B, by Zorn lemma, it
is enough to show that every decreasing net of A-seminorms on B has a
lower bound. Suppose that {{pi,u}u∈G(0)}i∈I is such a decreasing net. For
any i ∈ I, there exists a G-morphism {ϕi,u}u∈G(0) such that, for any u ∈ G
(0),
pi,u(.) = ‖ϕi,u(.)‖ and ϕi,u|Au = idAu . Put B = ⊕u∈G(0)Bu and let H be
a Hilbert space such that B ⊆ B(H). Define J : B −→ ℓ∞(G, B(H)) by
J((bu)u∈G(0))(g) = (b˜u)u∈G(0) , where
b˜u =


bu u 6= d(g)
g−1 · br(g) u = d(g).
Then J is an imbedding, and we may regard B as an operator subsystem
of ℓ∞(G, B(H)). The restriction of J to Bu is the imbedding Ju : B
u −→
ℓ∞(Gu, B(H)); Ju(b)(g) = g
−1 · b. For any i ∈ I, define ϕi : B −→ B ⊆
ℓ∞(G, B(H)) by
ϕi(bu)u∈G(0) = (ϕi,u(bu))u∈G(0).
Then {ϕi}i∈I is a net in the unit ball of B(B, ℓ
∞(G, B(H))), which is compact
in the point-weak∗ topology, thus there exists a subnet {ϕj}j∈I′, point-weak
∗-
converging to some ϕ0 in B(B, ℓ
∞(G, B(H))), that is, for any v ∈ G(0) and
b ∈ Bv,
ϕj,v(b) −→ ϕ0((bˆu(b))u∈G(0))(v),
where
bˆu(b) =


b u = v
0 u 6= v.
By the injectivity of B, there exists a G-morphism
Ψ : (G, ℓ∞(Gu, B(H)), ℓ) −→ B
such that for any u ∈ G(0), ψu ◦ Ju = idBu . Define
ϕ0,v : Bv −→ ℓ
∞(Gv, B(H))
by ϕ0,v(b) = ϕ0((bˆu(b))u∈G(0))|Gv and
ϕv = ψv ◦ ϕ0,v.
Then ϕv is a c.p. map from Bv into Bv and ϕv|Bv = idBv . Let us observe
that Φ is a G-morphism. Since Ψ is a G-morphism, it is enough to show that
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{ϕ0,u}u∈G(0) is a family of G-morphisms. To see this, suppose that b ∈ Bd(g),
for some g ∈ G. If h ∈ Gr(g), then
g · ϕ0,d(g)(b)(h) = ϕ0((bˆu(b))u∈G(0))(g
−1h)
= lim
j
ϕj((bˆu(b))u∈G(0))(g
−1h) = lim
j
ϕj,d(g)(b)(g
−1h)
= lim
j
h−1 · g · ϕj,d(g)(b) = lim
j
h−1 · ϕj,r(g)(g · b)
= h−1 · ϕ0((bˆu(g.b))u∈G(0))(r(g)) = ϕ0((bˆu(g · b))u∈G(0))(hr(g))
= ϕ0((bˆu(g · b))u∈G(0))(h) = ϕ0,r(g)(g · b)(h).
Put pu(·) = ‖ϕu(·)‖, tnen {pu}u∈G(0) is a lower bound for {{pi,u}u∈G(0)}i∈I .
For b ∈ Bv,
pv(b) = ‖ϕv(b)‖ = ‖ψv ◦ ϕ0,v(b)‖ ≤ ‖ϕ0,v(b)‖
= ‖ϕ0((bˆu(b))u∈G(0))‖ ≤ lim sup
j
‖ϕj((bˆu(b))u∈G(0))‖
= lim sup
j
‖ϕj,v(b)‖ = lim
i
pi,v(b).
Now we are able to extend [7, Lemma 3.5].
Theorem 3.7. Let A be a G-dynamical subsystem of B and B is G-injective.
Then there is a minimal A-projection on B.
Proof. By Lemma 3.6, there exists a minimal A-seminorm {p˜u}u∈G(0). Thus,
for any u ∈ G(0), the exists ϕ˜u : Bu −→ Bu such that ϕ˜u|Au = idAu and
p˜u(.) = ‖ϕ˜u(.)‖. Let
ϕ(n)u =
1
n
(ϕ˜u + ϕ˜u
2 + · · ·+ ϕ˜u
n).
Then {{ϕ
(n)
u }u∈G(0)}n∈N is a net of G-morphisms from B into itself. A similar
argument as in the proof of Lemma 3.6 shows that there exist a subnet
{{ϕ
(nj)
u }u∈G(0)}j∈N and a G-morphism Φ such that ϕ
(nj)
u (b) −→ ϕu(b), for all
u ∈ G(0) and b ∈ Bu, in the weak
∗-topology. Take a G-morphism Ψ which is
an idempotent from B into (G, ℓ∞(Gu, B(H)), ℓ), where H is a Hilbert space
with ⊕uBu ⊆ B(H). For u ∈ G
(0),
‖ψu ◦ ϕu(b)‖ ≤ ‖ϕu(b)‖ ≤ lim sup
j
‖ϕ(nj)u (b)‖ ≤ ‖ϕ˜u(b)‖ = p˜u(b).
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By the minimality of {p˜u}u∈G(0), ‖ψu ◦ ϕu(b)‖ = p˜u(b), thus
lim sup
j
‖ϕ(nj)u (b)‖ = ‖ϕ˜u(b)‖.
Therefore,
‖ϕ˜u(x)− ϕ˜
2
u(x)‖ = ‖ϕ˜u(x− ϕ˜u)‖
= lim sup ‖ϕ(nj)(x− ϕ˜u(x)‖
= lim sup
1
n
‖ϕ˜(x)− ϕ˜ nj+1u (x)‖ = 0.
Hence Φ˜ = {ϕ˜u}u∈G(0) is anA-projection. To see the minimality of Φ˜, suppose
that Θ is anyA-projection with Θ  Φ˜. Then, for u ∈ G(0), θu◦ϕ˜u = ϕ˜u◦θu =
θu. Thus ‖θu(b)‖ ≤ ‖ϕ˜u(b)‖ = p˜u(b). The minimality of {pu}u∈G(0) implies
that, for any u, ‖θu(b)‖ = ‖ϕ˜u(b)‖, in particular, ker θu = ker ϕ˜u. For b ∈ Bu,
ϕ˜u(b) = ϕ˜u((b− θu(b)) + θu(b)) = ϕ˜(θu(b)) = θu(b).
The two next lemmas are proved similar to Lemma 3.11 and [7, Lemma
3.6].
Lemma 3.8. Let A be a groupoid G-dynamical subsystem of B and Φ :
B −→ B be a G-morphism which induces a minimal A-seminorm. Then the
extension
IM(Φ) = ((G, {ϕu(Bu)}u∈G(0), β), {iu}u∈G(0)),
is G-rigid, where iu : Au −→ ϕu(Bu) is inclusion map.
Lemma 3.9. Let (B,Φ) be a G-injective G-extension of A. Then (B,Φ) is
G-rigid if and only if it is G-essential.
Lemma 3.10. Let A be an injective groupoid dynamical system and Φ be an
idempotent G-morphism of A. Then (G, {ϕu(A
u)}u∈G(0), α) is injective.
Proof. Let B and C be groupoid dynamical systems, Ψ : B −→ C be a G-
injective morphism and Θ : B −→ (G, {ϕu(A
u)}u∈G(0), α) be a G-morphism.
Suppose that {iu}u∈G(0) : (G, {ϕu(A
u)}u∈G(0), α) −→ A is the inclusion mor-
phism. Since A is injective, there exists a G-morphism {ψˆu}u∈G(0) from C into
A such that for any u,
ψˆu ◦ ψu = iu ◦ θu.
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Hence, {ϕu ◦ ψˆu}u∈G(0) is a G-morphism from (G, {Cu}u∈G(0), γ) into A such
that, for any u,
(ϕu ◦ ψˆu) ◦ ψu = ϕu ◦ (ψˆu ◦ ψu) = ϕu ◦ (iu ◦ θu) = θu.
We are ready to prove the main result of this section.
Theorem 3.11. Any groupoid dynamical system A has a G-injective enve-
lope (IG(A),Υ), which is unique up to G-isomorphism.
Proof. Let H be a Hilbert space with ⊕u∈G(0)A
u ⊆ B(H), and put
W = (G, {ℓ∞(Gu, B(H))}u∈G(0), ℓ), {u}u∈G(0)).
For u ∈ G(0), define Ju : A
u −→ ℓ∞(Gu, B(H)) by Ju(a)(g) = g
−1 ·a. We may
regard A as a G-dynamical subsystem ofW. By Theorem 3.11, there exists a
minimal A-projection Θ onW, and IG(A) = (G, {θu(ℓ
∞(Gu, B(H)))}u∈G(0), ℓ)
is injective by Lemma 3.10. Suppose that
iu : A
u −→ θu(ℓ
∞(Gu, B(H)))
is the inclusion map and Υ = {iu}u∈G(0). Then (IG(A),Υ) is a G-injective
envelope of A, by Lemma 3.8. Now if (B,Φ) is any other G-injective envelop
of A, then there exist G-morphisms Ψ from IG(A) into B and {ψˆu}u∈G(0) from
B into IG(A) such that, for u ∈ G
(0), ψu ◦ iu = ϕu and ψˆu ◦ ϕu = iu, hence
ψu◦ψu◦ϕu = ϕu and ϕˆ◦ψu◦iu = iu. By the rigidity, ψˆu◦ψu = idθ(ℓ∞((Gu,B(H))))
and ψu ◦ ψˆu = idBu .
Our next step is to find an analog for the Hamana boundary. We first
need the following result.
Proposition 3.12. Let (G, {Au}u∈G(0), α) be a G-injective groupoid dynam-
ical system. Then for any u ∈ G(0), there is a unique multiplication · :
Au ×Au −→ Au making Au a C
∗-algebra in its given ∗-operation and norm,
and for any g ∈ G, αg : Ad(g) −→ Ar(g) is an isomorphism of C
∗-algebras.
Moreover, if for any u ∈ G(0), Au is an operator system in a commutative
C∗-algebra, then under this multiplication, each Au becomes a commutative
C∗-algebra.
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Proof. Similar to the proof of Lemma 3.6, there is a Hilbert space H such
that
W = (G, {ℓ∞(Gu, B(H))}u∈G(0), ℓ)
has (G, {Au}u∈G(0), α) as a G-dynamical subsystem. By injectivity, there is
a G-morphism φu : W −→ A such that, for any u ∈ G
(0), φu is c.p. and
φu|Au = idAu . Given x, y ∈ Au = φu(ℓ
∞(Gu, B(H))), put x ◦ y = φu(xy). By
[3, Theorem 6.1.3.], this operation defines a multiplication on Au, making Au
a C*-algebra. For g ∈ G and x, y ∈ Ad(g),
g · (x◦ y) = g ·φd(g)(xy) = φr(g)(g · (xy)) = φr(g)((g ·x)(g · y)) = (g ·x) ◦ (g · y).
Moreover, if for any u ∈ G(0), there is a compact Hausdorff spaceXu such that
Au ⊆ C(Xu), putX =
⊔
uXu, then we may regard C(Xu) as a C
∗-subalgebra
of ℓ∞(X), and (G, {Au}u∈G(0), α) is a subsystem of (G, {ℓ
∞(Gu, ℓ∞(X))}, ℓ).
If we define the multiplication on Au as above, then Au is a commutative
C∗-algebra.
Corollary 3.13. Let (G, {Bu}u∈G(0) , β) be the injective envelope of a groupoid
dynamical system (G, {Au}u∈G(0) , α) such that, for any u ∈ G
(0), Au is an
operator system in a commutative C∗-algebra. Then, for any u ∈ G(0), Bu is
commutative C∗-algebra.
The bundle with one dimensional fibres is of special interest. Let G be a
groupoid and for u ∈ G(0), set Cu = C. Then (G, {Cu}u∈G(0) , γ) is a groupoid
dynamical system where γ is the trivial action, that is, γg : Cd(g) −→ Cr(g)
is the identity. Then the injective envelope of C is of the form (G, C(∂uH), β),
where ∂uH is a compact Hausdorff space. We call {∂
u
H}u∈G(0) the Hamana
boundary of G and denote it by ∂H(G). For any g ∈ G, γg induces a home-
omorphism γ∗g : ∂
r(g)
H −→ ∂
d(g)
H such that, for any f ∈ C(∂
d(g)
H ), γg(f)(x) =
f(γ∗
g−1
·x). The groupoid dynamical system C is G-injective if and only if there
are states φu : ℓ
∞(Gu) −→ C such that for any g ∈ G and f ∈ ℓ∞(Gd(g)),
φr(g)(g · f) = φd(g)(f).
4. Furstenberg boundary
The notion of groupoid action on sets (or topological spaces) generalizes
the concept of group action by considering partially defined maps.
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Definition 4.1. Let G be a groupoid. A G-space is a bundle of locally
compact Hausdorff spaces X = {Xu}u∈G(0) and a bundle of maps {αg}g∈G
such that
1. for any g ∈ G, αg is a homeomorphism from Xd(g) onto Xr(g),
2. for any u ∈ G(0), αu is the identity map idXu ,
3. for any (g, h) ∈ G(2), αg ◦ αh = αgh.
We denote αg(x) by g·x. A G-subspace of X is a bundle of locally compact
Hausdorff spaces Y = {Yu}u∈G(0) such that, for each u, Yu ⊆ Xu and, for each
g, the restriction of αg to Yd(g) is a homeomorphism onto Yr(g).
For the rest of this section, all topological spaces are assumed to be com-
pact and Hausdorff.
Definition 4.2. A G-map between G-spaces X and Y is a family of maps
{φg}g∈G such that
1. for any g ∈ G, φg : Xd(g) −→ Yd(g) is continuous,
2. for any g ∈ G and x ∈ Xd(g), g · φd(g) = φr(g)(g · x).
We denote the space of complex finite Radon measures on X by M(X)
and the subset of probability measures by P (X), equipped with the weak∗-
topology. There is natural embedding of X into P (X) as point masses. If
X = {Xu}u∈G(0) is a G-space, then P(X ) = {P (Xu)}u∈G(0) is a G-space. For
g ∈ G and µ ∈ P (Xd(g)) define g · µ(E) = µ(g
−1 · E), for Borel subsets E of
Xr(g).
Let X be a G-space. Then for any g ∈ G, the map x 7→ g · x is a
homeomorphism from Xd(g) onto Xr(g). This induces an ∗-isomorphism
αg : C(Xd(g)) −→ C(Xr(g)); αg(f)(x) = f(g
−1 · x),
and (G, {C(Xu)}, α) is a groupoid dynamical system. Conversely, given the
groupoid dynamical system (G, {C(Xu)}, α), for g ∈ G, αg : C(Xd(g)) −→
C(Xr(g)) is an *-isomorphism, and by Banach-Stone theorem, there exists a
homeomorphism α˜g : Xr(g) −→ Xd(g) such that, for f ∈ C(Xd(g)), αg(f)(x) =
f(α˜g(x)). For
α∗g : Xd(g) −→ Xr(g); α
∗
g(x) = α˜g−1(x),
{Xu}u∈G(0) is a G-space.
Let X and Y be G-spaces. There is a one-to-one correspondence between
G-morphisms Φ : (G, {C(Xu)}u∈G(0), α) −→ (G, {C(Yu)}u∈G(0), β) and G-maps
14
Φ∗ : {Yu}u∈G(0) −→ {P (Xu)}u∈G(0), given by φg(f)(y) = φ
∗
g(y)(f). Here, the
restriction of the adjoint map φ∗g to Yd(g) is a continuous map from Yd(g) into
P (Xd(g)).
Definition 4.3. A G-space X is called minimal if there is no nontrivial G-
subspace, and strongly proximal if for every u, v ∈ G(0), with Gvu 6= ∅, and
µ ∈ P (Xu), Gvu.µ∩Xv 6= ∅. A compact G-space X is called a G-boundary if it
is minimal and strongly proximal, or equivalently, if X is the unique minimal
closed G-subspace of P(X ).
By Zorn lemma, every G-space has a minimal G-subspace. Also, every
G-subspace of a strongly proximal G-space is again strongly proximal.
Let {X i = {X iu}u∈G(0)}i∈I be a family of G-spaces. The product space∏
i∈I X
i = {
∏
i∈I X
i
u }u∈G(0) is a G-space with the diagonal G-action.
Lemma 4.4. If {Xi}i∈I is a family of compact strongly proximal G-spaces,
then
∏
i∈I Xi is also strongly proximal.
Proof. For the case where I is finite, it suffices to prove check the claim when
I has two elements. Let X = {Xu}u∈G(0) and Y = {Yu}u∈G(0) be two strongly
proximal G-spaces. Let us show that X × Y = {Xu × Yu}u∈G(0) is strongly
proximal. Define Λu : P (Xu × Yu) −→ P (Xu) by Λu(µ)(E) = µ(E × Yu).
Take u, v ∈ G(0) with Gvu 6= ∅ and µ ∈ P (Xu × Yu). It is easy to see that
Λu(Gvu · µ) = G
v
u · Λu(µ). Since X is strongly proximal, there exists x ∈ Xv
such that δx ∈ Λu(Gvu · µ). An straightforward measure theory argument
shows that there exists ν ∈ P (Xv) such that δx × ν ∈ Gvu · µ. Since Y
is strongly proximal, there exists a net {gi} in G
v
v and y ∈ Xv such that
gi · ν −→ y. By compactness, we may assume that there is x
′ ∈ Xv such that
gi · x −→ x
′. Therefore, δx′ ⊗ δy ∈ Gvv · G
v
u · Λu(µ) ⊆ G
v
u · Λu(µ).
For the general case, we need to use the idea of functions depending
on finitely many variables. More precisely, let {Xi}i∈I be a family of com-
pact Hausdorff spaces. For any finite subset F ⊆ I, let CF be the set of
all continuous functions in C(
∏
i∈I Xi) that depend only on variables in-
dexed by F , i.e., f ∈ CF if and only if f((xi)i∈I) = f((yi)i∈I), whenever
(xi)i∈I , (yi)i∈I ∈
∏
i∈I Xi with xi = yi, for all i ∈ F . By Stone-Weierstrass
theorem,
⋃
F CF is dense in C(
∏
i∈I Xi), where the union is taken over all
finite subsets of I. Therefore, if P ⊆ P (
∏
i∈I Xi), then
P
w∗
=
⋂
F
P
F
,
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where P
F
is the closure of P in the weak topology on P (
∏
i∈I Xi) induced
by CF . Let F ⊆ I be a finite subset and let (xi)i∈I\F ∈
∏
i∈I\F Xi. If
µ ∈ P (
∏
i∈I Xi), then there exists µF ∈
∏
i∈F Xi such that, for all f ∈ CF ,∫
∏
i∈I Xi
f dµ =
∫
∏
i∈I Xi
f d(µF × δ(xi)i∈I\F ).
Next, if I is an arbitrary set and u, v ∈ G(0) such that Gvu 6= ∅, and
µ ∈ P (
∏
i∈I X
i
u), by the above observation, for any finite subset F ⊆ I,
Gvu · µ
F ⋂∏
i∈I X
i
v 6= ∅ and hence G
v
u · µ
w∗⋂∏
i∈I X
i
v 6= ∅, by the Cantor
intersection theorem.
Now we could extend [4, Proposition 4.2].
Lemma 4.5. Let X be a G-boundary and Y be a minimal compact G-space.
Then every continuous G-map {φu}u∈G(0) from Y into P(X ) has X as its
range, i.e., for all u ∈ G(0), φu(Yu) = Xu. Equivalently, every G-morphism
from the groupoid dynamical system {C(Xu)}u∈G(0) into the groupoid dynam-
ical system {C(Yu)}u∈G(0) is an ∗-isometric G-morphism. Moreover, there is
at last one such map.
Proof. Let Φ = {φu}u∈G(0) : Y −→ P(X ) be a G-map. The G-subspace
{φu(Yu)}u∈G(0) of P(X ) contains X . Since Y is minimal, the G-subspace
{φ−1u (Xu)}u∈G(0) coincides with Y . Therefore, for any u ∈ G
(0), φu(Yu) = Xu
and the G-morphism Φ from {C(Xu)}u∈G(0) into {C(Yu)}u∈G(0) is a G-isometry.
If there are two such maps Φ and Ψ, then {(φu+ψu)/2} is also a G-map and
hence has X as its range. Since δx is an extreme point of P (Xu), for any u,
φu = ψu on Xu.
Definition 4.6. The Furstenberg boundary ∂FG is a G-boundary which is
universal in the sense that it has every G-boundary as a G-quotient.
Such a maximal G-boundary exists: Take the family {Xi}i∈I of all G-
boundaries (up to G-isomorphism). By an argument similar to the one in
the group case [4], one can show that this forms a set, and we could consider
Cartesian products. By Lemma 4.4,
∏
i∈I Xi is strongly proximal. Suppose
that ∂FG is a minimal G-subspace of
∏
i∈I Xi, which exists by Zorn lemma.
Since every G-subspace of a strongly proximal G-space is strongly proximal,
∂FG is a G-boundary and every G-boundary is a quotient of ∂FG. Also, by
Lemma 4.5, such a maximal G-boundary is unique.
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Let X = {Xu}u∈G(0) be a G-space and w ∈ G
(0). For u ∈ G(0), put
Su = ℓ
∞(Guw) if G
u
w 6= ∅, and Su = C(Xu), otherwise. Note that, for g ∈ G,
G
d(g)
w 6= ∅ if and only if G
r(g)
w 6= ∅. Define αg : C(Xd(g)) −→ C(Xr(g)) by
αg(f)(x) = f(g
−1 ·x), for f ∈ C(Xd(g)) and x ∈ Xr(g), and αg : ℓ
∞(G
d(g)
w ) −→
ℓ∞(G
r(g)
w ) by αg(f)(h) = f(g
−1h) for f ∈ ℓ∞(G
d(g)
w ) and h ∈ G
r(g)
w . Then
(G, {Su}u∈G(0) , α) is a groupoid dynamical system. For µ ∈ P (Xw), define
P uµ : C(Xu) −→ ℓ
∞(Guw) by
P uµ (f)(g) =
∫
Xw
f(g · x) dµ(x),
if Guw 6= ∅, and by P
u
µ = idSu , otherwise. Then {P
u
w}u∈G(0) is a G-morphism.
Take g ∈ G with G
d(g)
w 6= ∅. For h ∈ G
r(g)
w and f ∈ C(Xr(g)),
(g · P d(g)µ )(h) = P
d(g)
µ (g
−1h) =
∫
Xw
f((g−1h) · x) dµ(x)
=
∫
Xw
(g · f)(h · x) dµ(x)
= P r(g)µ (g · f)(h).
If Guw = ∅, P
d
µ (g) = idSd(g) and P
r(g)
µ = idSr(g). Also, g ·P
d(g)
µ (f) = P
r(g)
µ (g · f).
We call the G-morphism Pµ = {P
u
µ }u∈G(0) the Poisson G-map associated to
X and µ .
The next two results extend [9, Lemma 3.6] and [9, Proposition 3.4, 3.6].
Lemma 4.7. Let G be a groupoid, let ∂HG = {∂
u
HG}u∈G(0) be the Hamna
boundary of G and w ∈ G(0). Then for every µ ∈ P (Xw), the Poisson G-map
Pµ associated to ∂HG is a G-isometry.
Proof. Since {C(∂uHG)}u∈G(0) is the injective envelope of the trivial system
{C}u∈G(0) and P
u
µ : C(Xu) −→ Su is a u.c.p. G-map, the G-essentiality of
{C(∂uHG)}u∈G(0) implies that P
u
µ is an isometry for each u ∈ G
(0).
Proposition 4.8. The action of G on the Hamana boundary ∂HG is minimal
and strongly proximal.
Proof. Suppose Y = {Yu}u∈G(0) is a G-subspace of ∂HG and suppose that
iu : C(∂
u
HG) −→ C(Yu)
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is the restriction map. By the essentiality of {C(∂uHG)}u∈G(0), iu is an isometry
and hence Yu = ∂
u
HG, for all u ∈ G
(0).
Given u, w ∈ G(0) with Guw 6= ∅ and µ ∈ P (∂
w
HG), we show that, for every
x ∈ ∂uHG, δx is in the weak
∗-closed convex hull of Guw · µ. Otherwise, there
exists f ∈ C+(∂
u
HG) and r > 0 such that, for all g ∈ G
u
w,
P uµ (f)(g) =
∫
Xw
f(g · x) dµ(x) = 〈f, g · µ〉 ≤ f(x)− r ≤ ‖f‖ − r,
hence ‖P uµ (f)‖ ≤ ‖f‖ − r. By Lemma 4.7, P
u
µ is an isometry, which is a
contradiction. Hence ∂uHG is contained in the weak
∗-closed convex hull of
Guw · µ. But the weak
∗-closed convex hull of ∂uHG is P (∂
u
HG), thus by the
Krein-Milman theorem, ∂uHG ⊆ G
u
w · µ.
Now we are ready to prove the main result of this section, which extends
[9, Theorem 3.11].
Theorem 4.9. For every groupoid G, ∂FG = ∂HG.
Proof. Since ∂HG is a G-boundary, by the universal property of the Fursten-
berg boundary, there exists a surjective G-map Q = {qu}u∈G(0) : ∂FG −→
∂HG. The injectivity of the system {C(∂
u
H)}u∈G(0), gives a G-map Φ =
{ϕu}u∈G(0) : ∂HG −→ ∂FG such that Q◦Φ = id∂HG . By Lemma 4.5, the only
G-map from ∂FG into itself is the identity map. Hence Φ ◦ Q = id∂FG .
5. The reduced crossed product and its injective envelope
Let H be a Hilbert space and X be a set. Suppose that ℓ2(X,H) is the
set of all functions ξ : X −→ H with
∑
x∈X ‖ξ(x)‖
2 < ∞, then ℓ2(X,H)
with the pointwise operations and the inner product
〈ξ, ζ〉 =
∑
x∈X
〈ξ(x), ζ(x)〉
is a Hilbert space. For x ∈ X and h ∈ H define
δx,h(t) =
{
h t = x
0 t 6= x.
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Then δx,h ∈ ℓ
2(X,H) and ‖δx,h‖ = ‖h‖. Any T ∈ B(ℓ
2(X,H)) induces a
bounded function ϕ = φT : X ×X −→ H by ϕ(x, y)h = T (δy,h)(x). Clearly
‖ϕ‖ ≤ ‖T‖ and
(Tξ)(x) =
∑
t∈X
φ(x, t)(ξ(x)). (5.1)
Conversely, if ϕ : X ×X −→ H is a bounded function, formula (5.1) defines
a bounded operator T = Tϕ on B(ℓ
2(X,H)) with ϕTϕ = ϕ, that is, TϕT = T .
Suppose that F(X) is the family of all finite subsets ofX . For any F ∈ F(X)
and ϕ ∈ ℓ∞(X × X,B(H)), the restriction ϕF of ϕ to F × F induces an
operator on H |F |. Moreover, such a ϕ induces an operator on B(H) if and
only if
||ϕ|| = sup
{
||φ˜F || : F ∈ F(X)
}
<∞. (5.2)
Net let us remind some basic facts about monotone completion of C*-
algebras. Let A be a C*-algebra then its self-adjoint part Asa has a natural
partial ordering. If each norm bounded, increasing net in Asa has a least
upper bound then A is said to be monotone complete. In this case, A is
unital. Let A and B be C*-algebras. A positive linear map φ : A −→ B
is called normal if for every norm bonded increasing net {ai}i∈I in Asa with
a = supi∈I ai we have supi∈I φ(ai) = φ(a).
Each C*-algebra A has a unique regular monotone completion A and
injective envelope I(A) with A ⊆ A ⊆ I(A), such that the inclusion maps
A →֒ A →֒ I(A) are normal.
Let A be a monotone complete C*-algebra. For an increasing net {ai}i∈I
in Asa with a = supi∈I , we write ai ր a(O) or −ai ց −a(O). A net {ai}i∈I
in A order-converges to a , written O-limi ai = a, if there are bounded nets
{a
(k)
i }i∈I , {b
(k)
i }i∈I in Asa and elements a
(k) in Asa, k = 0, 1, 2, 3, such that
0 ≤ a
(k)
i − a
(k) ≤ b
(k)
i ց 0(O) and ai =
∑3
k=0 i
ka
(k)
i , a =
∑3
k=0 i
ka(k).
Given a monotone complete C*-subalgebra A of B(H) and von Neumann
subalgebra M of B(K), the monotone tensor product A⊗M of A and M is
the monotone closure of A⊙M in the Fubini product F(A,M), that is, the
smallest monotone closed C*-subalgebra containing A⊙M in F(A,M). The
monotone complete tensor product A⊗M does not depend on the underling
Hilbert space H and K. It is the monotone closure of A⊙M . More generally,
if A is a monotone closed C*-subalgebra of a monotone complete C*-algebra
B and M is a von Neumann subalgebra of a von Neumann algebra N , then
A⊗M is the monotone closure of A⊙M in B⊗N .
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Suppose that A is a monotone complete C*-subalgebra of B(H) and X
be any set. We consider the monotone tensor product A⊗B(ℓ2(X)). For our
purposes here, it is enough to observe that each element of the monotone
tensor product A⊗B(ℓ2(X)) has a representation as a matrix over A, that is,
each element of A⊗B(ℓ2(X)) is in the form ϕ : X ×X −→ A ⊆ B(H) sat-
isfying (5.2). The involution and multiplication in A⊗B(ℓ2(X)) are defined
as follows:
ϕ∗(x, y) = ϕ(x, y)∗, ϕ ◦ ψ(x, y) = O-
∑
t∈X
ϕ(x, t)ψ(t, y).
Definition 5.1. Let (G, {Au}u∈G(0), α) be a groupoid dynamical system. De-
fine
A(α) =
{
f ∈ Γ∞(G
(0),A) : f(r(g)) = αg(f(s(g)))
}
.
We callA(α) the fixed point algebra associated to the system (G, {Au}u∈G(0), α).
Proposition 5.2. Let (G, {Au}u∈G(0) , α) be a groupoid dynamical system such
that for each u ∈ G(0), Au is a monotone complete C*-algebra. Then the fixed
point algebra A(α) is a monotone complete C*-algebra.
Proof. It is clear that A(α) is a C*-subalgebra of Γ∞(G
(0),A). For the mono-
tone completeness, suppose that {fj}j∈J is a norm bounded increasing net
in A(α). Then, for each u ∈ G(0) , {fj(u)}j∈J is an increasing net in Au,, and
hence it has the least upper bound, say f(u) ∈ Au. Then f ∈ Γ∞(G
(0),A)
and for any g ∈ G,
αg(f(s(g))) = αg(sup
j
fj(s(g)))
= sup
j
αg(fj(s(g)))
= sup
j
fj(r(g)) = f(r(g)).
Proposition 5.3. Let A = (G, {Au}u∈G(0), α) be an injective groupoid dy-
namical system. Then A(α) is an injective C*-algebra.
Proof. By assumption, there exists a G -morphism {ϕu}u∈G(0) from the dy-
namical system (G, {Γ∞(G
u, s∗A)}u∈G(0), ℓ) into A such that ϕu ◦ Imu = IdAu ,
for any u ∈ G(0). Suppose that A˜ = {Γ∞(G
u, s∗A)}u∈G(0) and define
τ : Γ∞(G
(0),A) −→ Γ∞(G
(0), A˜); τ(f)(u)(x) = f(s(x)),
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and
Ψ : Γ∞(G
(0),A) −→ Γ∞(G
(0),A); Ψ(f)(u) = ϕu(τ(f)(u)).
For g ∈ G, x ∈ Gr(g) and f ∈ Γ∞(G
(0),A), we have
ℓg(τ(f)(u))(x) = τ(f)(u)(g
−1x)) = f(s(g−1x)) = f(s(x)) = τ(f)(r(g))(x),
thus ℓg(τ(f)(u)) = τ(f)(r(g)). Therefore,
αg(Ψ(f)(s(g))) = αg(ϕs(g)(τ(f)(s(g))))
= ϕr(g)(ℓg(τ(f)(s(g))))
= ϕr(g)(τ(f)(r(g)))
= Ψ(f)(r(g)),
that is, Ψ(f) ∈ A(α). For f ∈ A(α), τ(f)(u)(x) = f(s(x)) = α−1x (f(u)) =
Imu(f)(x), for each x ∈ G
u, thus τ(f)(u) = Imu(f(u)). Hence
Ψ(f)(u) = ϕu(τ(f)(u)) = ϕu(Imu(f(u)) = f(u).
Therefore, Ψ is a conditional expectation form Γ∞(G
(0),A) onto A(α). Since
Γ∞(G
(0),A) =
ℓ∞⊕
u∈G(0)
Au
and each Au is an injective C*-algebra, A
(α) is an injective C*-algebra.
Let (G, {Au}u∈G(0) , α) be a groupoid dynamical system such that for any
u, Au is monotone complete. For u ∈ G
(0), set A(u) = Au⊗B(ℓ
2(Gu)). So
each element of A(u) is represented by a function ϕ = ϕu : Gu × Gu −→ Au
such that (5.2) is satisfied. For g ∈ G, define α˜g : A
(s(g)) −→ A(r(g)) by
α˜g(ϕ)(x, y) = αg(ϕ(x.g, y.g)).
It is not hard to see that
A⊗ = (G, {A(u)}u∈G(0) , α˜)
is a groupoid dynamical system. The fixed point subalgebra associated to
this goupoid dynamical system is called the monotone crossed product of A
by G and is denoted byM(G,A). By Proposition (5.2),M(G,A) is monotone
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complete. Next we show that if A is an injective groupoid dynamical system,
then M(G,A) is an injective C*-algebra. Let u ∈ G(0) and
I˜mu : A
(u) −→ Γ∞(G
u, s∗A⊗)
be the embedding defined as above, that is,
I˜mu(F )(x) = α˜
−1
x (F ).
Theorem 5.4. Let A = (G, {Au}u∈G(0), α) be an injective groupoid dynamical
system. Then M(G,A) is an injective C*-algebra.
Proof. Since M(G,A) is the fixed point algebra associated to the groupoid
dynamical system A⊗, it is sufficient to prove that A⊗is injective. Since A is
G-injective, there exists a G-map {ϕu}u∈G(0) from (G, {Γ∞(G
u, s∗A)}u∈G(0), ℓ)
into A such that for any u ∈ G(0), φu ◦ Imu = IdAu . Define the map
Idu⊗1 : Au −→ A
(u),
by
Idu⊗1(a)(x, y) =
{
a x = y
0 x 6= y.
Since A is G-injective, there exists a G-map {θu}u∈G(0) from A
⊗ into A such
that, for each u ∈ G(0), θu ◦ Idu⊗1 = IdAu. Also, define
Θu : Γ∞(G
u, s∗A⊗) −→ Γ∞(G
u, s∗A),
by Θu(F )(g) = θs(g)(F (g)). Then, for u ∈ G
(0), θu ◦ I˜mu ◦ Idu⊗1 = Imu. Set
ϕ˜u = Idu⊗1 ◦ ϕu ◦ θu. Then Φ˜ = {ϕ˜u}u∈G(0) is a G-map from the dynamical
system (G, {Γ∞(G
u, s∗A⊗)}u∈G(0), ℓ) into A
⊗ such that ϕ˜u ◦ I˜mu = IdA(u).
Thus A(α) is G-injective.
Let s : X −→ X0 be a surjective map and {Hu}u∈X0 be a family of Hilbert
spaces. Let ℓ2(X, s∗H) be the set of all functions ξ : X −→ ∪u∈X0Hu such
that ξ(x) ∈ Hs(x) and
‖f‖ =
∑
x∈X
||f(x)||2 <∞.
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Then ℓ2(X, s∗H) is a Hilbert space with the pointwise operations and the
inner product
〈ξ, η〉 =
∑
x∈X
〈ξ(x), η(x)〉,
which is canonically isomorphic to the ℓ2-direct sum⊕
u∈X0
ℓ2(s−1(u), Hu).
Suppose that A = (G, {Au}u∈G(0) , α) is a groupoid dynamical system and
suppose that for any u ∈ G(0), Hu is a Hilbert space such that Au ⊂ B(Hu).
For f ∈ Γc(G, r
∗A) define Π(f) : ℓ2(G, s∗H) −→ ℓ2(G, s∗H) by
(Π(f)ξ)(x) =
∑
t∈Gr(x)
α−1x (f(t))ξ(t
−1x). (5.3)
This is a faithful representation for Γc(G, r
∗A). The norm closure A⋊r G of
Π(Γc(G, r
∗A)) in B(ℓ2(G, s∗H)) is called the reduced crossed product of A
by G.
Let A = (G, {Au}u∈G(0), α) be a groupoid dynamical system such that for
any u ∈ G(0), Au is monotone complete. For u, v ∈ G
(0) and a ∈ Av, define
πvu(a) : Gu × Gu −→ A
u
by
πvu(a)(x, y) =
{
α−1x (a), x = y ∈ G
v
u
0, otherwise,
Also, for g ∈ G, define
λu(g) : Gu × Gu −→ Au
λu(g)(x, y) =
{
1, xy−1 = g
0, otherwise.
Then πv = (πvu)u∈G(0) and λ(g) = (λu(g))u∈G(0) are in M(G,A). For a ∈
Av and ξ = (ξu)u∈G(0) ∈ ℓ
2(G, s∗H), we have πv(a)ξ = (πvu(a)ξu)u∈G(0) and
πvu(a)ξu(x) = α
−1
x (a)ξu(x). Also, for g ∈ G, λgξ = (λu(g)ξu)u∈G(0) and
λu(g)ξu(x) =
{
ξu(g
−1x) r(x) = r(g)
0, otherwise.
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Hence,
(πvu(a) ◦ λu(g))ξu(x) =
{
α−1x (a)ξu(g
−1x), r(x) = r(g) = v
0, otherwise.
Since the reduced crossed product A⋊r G is generated by the set{
πv(a)λ(g) : v ∈ G(0)a ∈ Av, g ∈ G,
}
,
M(A,G) contains A⋊r G .
For each v ∈ G(0), πv(Av) is a C*-subalgebra of M(G,A) and for g ∈ G
and a ∈ As(g) we have
λ(g)πs(g)(a)λ∗(g) = πr(g)(αg(a)).
Let α′g(π
s(g)(a)) = πr(g)(αg(a)), then (G, {π
v(Av)}v∈G(0) , α
′) is a groupoid
dynamical system, isomorphic to the original system A.
Now we are ready to prove the main result of this section, which is essen-
tial in further development of the theory [1].
Theorem 5.5. Suppose that A = (G, {Au}u∈G(0), α) be a groupoid dynamical
system. Then
IG(A)⋊r G ⊆ I(A⋊r G).
Proof. Since A⋊r G ⊆ IG(A)⋊r G ⊆M(G, IG(A)) and M(G, IG(A)) is an in-
jective C*-algebra, we may consider I(A⋊rG) ⊆ M(G, IG(A)). The inclusion
map
j : A⋊r G −→ IG(A)⋊r G
extends to a completely positive map
ψ : IG(A)⋊r G −→ I(A⋊r G) ⊆ M(G, IG(A)).
Since ψ is completely positive and preserves λ(G), by [2, 3.1], for any f ∈
IG(A)⋊rG, ψ(λ(g)fλ(g)
∗) = λ(g)ψ(f)λ(g)∗. For v ∈ G(0), set ψv = ψ|πv(IG(A)v)
and suppose that ρv : M(G, IG(A)) −→ π
v(IG(A)v) ⊆ M(G, IG(A)) is the
map defined by
ρv((Fu)u∈G(0)) = π
v(Fv(v, v)).
Thus ρv is a conditional expectation and if ρv((Fu)
∗
u∈G(0)
(Fu)u∈G(0)) = 0
then for any u ∈ G(0) and x ∈ Gvu, y ∈ Gu, Fu(x, y) = 0.
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For g ∈ G and F ∈M(G, IG(A)),
ρ˜r(g)(λ(g)(Fu)u∈G(0)λ(g)
∗) = πr(g)(λr(g)(g) ◦ Fr(g)λr(g)(g)
∗)
= πr(g)(Fr(g)(g
−1, g−1))
= πr(g)(αg(Fs(g)(s(g), s(g)))
= λ(g)πs(g)(Fs(g)(s(g), s(g)))λ(g)
∗
= λ(g)ρ˜s(g)λ(g)
∗.
Since (G, {πv(IG(A)v)}v∈G(0) , α
′) is a G-essential extension of the dynamical
system (G, {πv(Av)}v∈G(0) , α
′) and ρv and ψv preserve π
v(Av), ρ˜v ◦ψv(x) = x,
for each x ∈ πv(IG(A)v). By a similar arguments as in the proof of [8, Lemma
3.3], we conclude that
ρv((ψ(π
v(a))− πv(a))∗(ψ(πv(a))− πv(a))) = 0,
thus, for any u ∈ G(0) and x ∈ Gvu, y ∈ Gu,
ψ(πv(a))u(x, y) = π
v
u(a)(x, y),
and hence ψ(λvπ
v(a)) = λvψ(π
v(a)) = πv(a). This means that πv(a) is in the
range of ψ . Since IG(A) ⋊r G is generated by the operators λg and π
v(a),
we get I(A⋊ G) ⊇ IG(A)⋊r G.
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