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1. INTRODUCTION 
We consider here the existence, uniqueness and numerical solution of a class of nonlinear ordinary 
differential equations on [0, co). As is well known, these problems occur in a wide variety of 
applications in apparently diverse fields such as the theory of colloids, plasmas and semiconductor 
devices [l-3]. In this paper, we study problems of the type 
$If = f(4), (1.1) 
$(O) = c(> O), 4(o) = 0, 
where f(4) satisfies appropriate hypotheses which are patterned after the model problems men- 
tioned in the above applications. 
In the discussions of nonlinear boundary value problems of the type (l.l), two situations arise: 
(a) the case in which the solution 4(z) satisfies 4(z) = 0 for z > R and R is one of the 
unknowns that is critical in the numerical and qualitative study of the solutions to (1.1); 
(b) the case in which the solution never becomes zero but 4(x) ---) 0 as z + 00. 
It is problems of type (b) that we will be studying in this paper. Two of the principal difficulties 
in the study of such problems are: 
(a) to establish that 4(z) > 0 for all x; 
(b) to study the manner in which 4(x) -+ 0 (and 4’(z) + 0). 
The latter point is also critical if one studies the numerical solution of (1.1) by considering 
approximate problems of the type 
8’ = f(4), (1.2) 
4(O) = c(> O), 4(R) = 0. 
The existence of a positive solution to (1.1) is demonstrated in this paper by considering 
problems of the type (1.2) and establishing that the solution 4(z) of (1.2) assumes the value zero 
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for the first time at x = R. A passage to the limit argument as R ---* ca is then used to show the 
existence of a solution to (1.1). 
For problems of type (l.l), the existence of a solution has been studied over the years by 
several authors. In particular, we refer to the interesting paper of Gronwall [4] and to [3,5-q], 
where additional references to other early work may be seen. While some of these references 
may be utilized to study the problems considered here, our emphasis is on obtaining existence 
via approximate solutions and establishing numerical methods which allow us to extract both 
qualitative and quantitative information about the solutions. 
2. A MODEL PROBLEM 
For the sake of clarity and simplicity, we study in the following sections a model problem. This 
model problem also arises in the theory of plasmas and in the theory of semiconductors, but we 
present a brief outline of how the problem arises in the study of colloids [l]. 
In the theory of colloids [l], it is possible to relate particle stability with the charge on the 
colloidal particle. Under certain circumstances, it is appropriate to model the particle and its 
attendant electrical “double layer” by using Poisson’s equation for a flat plate. In particular, if 
Q is the potential, p is the charge density, D is the dielectric constant and 2 is the displacement, 
we have 
d2Q 47rL-J 
It is assumed further that the ions are point charges and that their concentrations in the double 
layer satisfy a Boltxmann distribution, i.e., 
.zieQ 
ci =i;iexp -- , ( > KT 
where ci is the concentration of ions of type i, Ei = limq_.,o ci, K is Boltzmann’s constant, T is the 
absolute temperature, e is the electronic charge, and z is the valency of the ion. In the neutral 
case, we have p = c+z+e + c-z-e or p = ze (c+ - c-), where z = Z+ - z_. Then, using 
we have 
Thus, 
$=F[exp($)-exp(-g)] 
or 
d2Q 8mze ze* 
_- 
@- D 
sinh - , 
( > KT 
where the potential initially takes some positive value rk(0) = !@c and tends to zero as the 
distance from the plate increases (I = 0). Using the transformations 4(i) = zeQ(?)/lcT and 
x = d4ncz2e2/lcTD2, the above problem becomes 
fi = 2sinh4 
dx2 , 
440 = Cl, 4(m) = 0, 
(2.1) 
where cl = reQo/KT > 0. 
As remarked in the Introduction, the results and the ideas of this paper apply to a more 
general class of problems. But we will restrict our discussions in the next couple of sections to 
problem (2.1). 
Nonlinear Boundary Value Problems 123 
3. THE FINITE INTERVAL ANALOGUE OF (2.1) 
We first consider the problem 
4” = 2 sinh 4, 
#J(O) = c, 4(R) = 0, 
where 0 < R < co and c > 0. Clearly, if $1 and $2 are solutions of (3.1), we have 
& - &’ = 2 [sinh 41 - sinh 421. 
(3.1) 
Multiplying by dr - 4s and integrating between 0 and R, 
O=- 1” (4; - 44’) (41 - $2) dx + Jo” 2 [sinh 41 - sinh &I(& - 42) dx. 
Using the boundary condition from (3.1), we have 
0 = 
I 
R R 
(4; - 4;)2 dx + 
s 
2 (sinh& - sinh&] (41 - 42) dx. 
0 0 
Since both integrands are nonnegative, it follows that 41 = 42 and 4: = 4;. Thus, if there exists 
a solution to (3.1), the solution is unique. 
By an appropriate change of variables, problem (3.1) can be rewritten as 
QI~ = $'+(Rc-m)/R] _ e-['W(Rc-zc)/R] 
= f(GQ% (3.2) 
Q(O) = !-i’(R) = 0. 
In order to demonstrate the existence of a solution to (3.2), we use the Leray-Schauder principle. 
Thus, denoting by K the inverse of the operator -Q” (together with the boundary conditions), 
equation (3.2) can be written as 
Q+KKNQ=0, (3.3) 
where N is the nonlinear operator generated by the right hand side of (3.2). In order to establish 
the existence of a solution to (3.3), it suffices to show that all solutions of 
‘@+XKN9=0 (3.4) 
are bounded independent of A, where X E (0,l). 
We can write (3.4) as 
Q” = Af(x, *k), 
‘J!(O) = Q(R) = 0 
or equivalently 
-V’ + Af(z, 9) = 0, 
Q(O) = Q(R) = 0. 
(3.5) 
Multiplying (3.5) by 9 and integrating between 0 and R, we have 
s 
R 
W2dx+A 
0 s 
R 
f(s,fqQdx = 0. 
0 
Thus, 
J 
R 
XPt2dx+X (3.6) 
0 J 
oR [f(x, Q) - f(x, O)] Q dx + X JR f(x, O)* dx = 0. 
0 
From the definition of f, it now follows from 0 > X &n [f(z, Q) - f(x, O)] 3 dx + X Jo” f(x, O)Q dx 
that lJXPJILa is bounded independent of X for any possible solution of (3.5). 
F’rom (3.6), it now follows that Il!P’II ~a is bounded for all possible solutions of (3.6), where 
x E (0,l). 
Thus, by the Leray-Schauder principle, it follows that (3.4) with X = 1, i.e., equation (3.2), or 
equivalently equation (3.1), has at least one solution, 
We have thus demonstrated the existence and uniqueness of a solution to (3.1). 
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4. SOME PROPERTIES OF THE SOLUTION OF (3.1) 
PROPERTY A. The solution d, of (3.1) satisfies 0 < 4(z) 5 c, 4’(z) 5 0 and (6”(z) 2 0 on [O, R]. 
PROOF. We first show that 4(z) 2 0. If #( ) z can be less than zero at some point in [0, R], then 
4(z) has a negative minimum in [0, R]. Let 50 be the point at which 4(z) attains this negative 
minimum. Clearly, zo E (0, R) and q5’ (20) = 0, 4” (20) 1 0. But this is a contradiction to 
4” (20) = 2sinh@ (20) < 0. 
Thus 4(z) 2 0 in (O,R]. 
It now follows from q5” = 2 sinh 4 that y’(z) 1 0 on [0, R]. 
Finally, if 4’(z) = k > 0 at some 21 E (0, R), then from 4 (zi) 2 0 and 4’ (51) > 0, it follows 
that there exists an interval (21, 21 + h) c [0, R] on which 4(z) > 0. And 4”(z) 2 0 implies 
that 4’(z) is nondecreasing on [O,R]. Thus, 4’(z) 2 k > 0 on [si,R], and hence, 4(z) > 0 on 
[zi,R]. This contradicts q5(R) = 0. Hence, 4’(z) 5 0 on [0, R]. And since 4(O) = c, it follows 
that q5(z) 5 c on [O,R]. 
PROPERTY B. Let o(z) be the solution of 
a” = 2a, 
o(O) = c, a(R) = 0. 
(4-i) 
Then r$(cc) < a(z) on [O,R]. 
PROOF. Let S(z) =4(z) --o(z). If possible, let S(z) > 0 for some z E [0, R]. Then 6(z) attains a 
positive maximum in [O, R] at some 20. Clearly, zo E (0, R). Thus, 5 (~0) = 4 (zo) --(II (20) > 0, 
6’ (20) = 0 and 8’ (20) I 0. 
But 
6” (50) = 4” (x0) - 0” (50) 
= 2 sinh d, (~0) - 2a (~0) 
> 2 sinha (20) - 2a (~0) 
> 0, 
and this is a contradiction. 
It must be noted here that we have made use of the fact that 
(Y(2) = 
csinhfi(R-z) ,. 
sinh fiR - ’ 
for 2 E [O,R]. 
Thus, 6(z) = 4(z) - o(z) < 0. 
PROPERTY C. Let /3(z) be the solution of 
p”= 233, 
P(O) = c, P(R) = 0. 
Then P(z) L d(z). 
PROOF. Similar to Property B. 
PROPERTY D. 
(4.2) 
PROOF. It suffices to show 0 < p(z), the rest being Property B and Property C. That P(z) >_ 0 
follows from the fact that the exact solution of (4.2) is 
sinh a( R - x) 
Pk) = ’ sinhaR ( 
where a = dw. 
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Noting further that p(z) > 0 on [O,R), we obtain: 
PROPERTY E. #(z) > 0 on (0, R), 4’(x) -C 0 on [0, R] and d”(z) > 0 on [0, R). 
PROPERTY F. If we denote by 4~ the solution to (3.1) where R is the right-hand end point of 
the x-interml, and if S > R, then 
hS(~) > #R(x), on [O,Rl ad 6&> > &(~c>, on [0, R]. 
PROOF. We have 
& - f#$ = 2 [sinh c$R - sinh 4s] . 
Multiplying both sides by f$R - I$S and integrating from 0 to z > 0, we have 
Setting x = R, we have 
+ 2 cZ (sinh 4R J - sinh&) (f$R - 4s) dx > 0. 
-&(R) k%(R) - &@)I > 0. 
Since $s(x) > 0 on [O,S) by Property E, we have 
&(R) - @‘s(R) < 0. 
We can now conclude that r&(o) < ~‘S(X) on [0, R] and also dR(z) < &s(x) on [0, R]. 
5. SOLUTION OF (2.1) 
We now consider the sequence of functions {+N(x)}, where IN is defined on [0, NJ and is 
the solution of (3.1) for R = N. Since &(z) < &+, (x) < 0 by Properties E and F, we have 
k%(z)I > J&+,(z)) ’ 07 x E [O,N]. 
In particular, 
I&(O)1 > IMO>l > **. > Idv+m(O)( 2 I&+&>I 7 
for z E [0, N], since &+,(z) is nondecreasing. Thus, 
l9h+m (a) - 4Nfm b2)I = I&+,CS,I 1x1 - 221 
5 l&@)l lx1 -x2(. 
Thus, the family of functions {~N+~(x)} is equicontinuous on [0, N]. Since these functions are 
also equibounded (note I$R(x)~ 5 c for all R), we can apply Arzela’s theorem and conclude that 
on [O, N] the sequence of functions I$N, @~+i . . . has a subsequence which converges uniformly 
(and monotonically by virtue of Section 4) to a function 4(z) which satisfies 
4” = 2 sinh 4, 
4(O) = c. 
It is also easy to see that the same limit C#J would be obtained if we expanded the underlying 
interval to [0, N + 11. Thus, on every finite interval 4 satisfies 
4” = 2 sinh 4, 
Cp(0) = c. 
We now show I = 0. Since 4(x) >_ 0, let lim,,, 4(x) = k > 0. Let e > 0 be arbitrarily 
small with E < k. By the uniform convergence result above, it follows that for any preassigned 
E > 0, there exists M > 0 such that 
I+(x) - h4(~)I I E9 for 0 5 x 5 M, 
but 4&V) = 0, and hence, ]I#J(M)] 5 E < k. Hence, limz+m 4(x) = 0. 
The proof of uniqueness of 4 follows as in Section 3. 
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6. REMARKS ON THE SOLUTION OF (2.1) 
REMARK A. It can be shown that lim,,, 4’(z) = 0. If we multiply (2.1) by 4’ and integrate 
from 0 to x, we obtain 
[+‘(x)]~ = [$‘(0)12 + 4[cosh 4(z) - coshc]. (6.1) 
Since lim,,, 4(x) = 0, it follows that 
iern [r$~‘(x)]~ < 00. 
If possible, let lim,,, #(xc) = k < 0 and let E > 0 be arbitrarily small and such that E + k < 0. 
Then there exists Ni > 0 such that 
I4(4 - kl < E, for 2 2 Ni. 
Since lim,,, 4(x) = 0, there exists N2 > 0 such that 
14(x) - 01 < &, for x 2 Ns. 
Let N = max(Nr, Ns). Then 
--E + k < c$‘(x) < E + k. 
Integrating between N and X, 
(-E + k)x(; < 4(x)(; < (E + k)zj; 
or 
(-E + k)(X - N) -I- 4(N) < 4(X) < (E + k)(X - N) + $J(N). 
Noting that E + k < 0 and 4(N) < E, the left and right hand terms eventually become negative 
and remain so. This implies 4(x) < 0 which is a contradiction. Thus, limr--roo 4’(z) 2 0. But 
4’(z) 5 0, and hence, 
lim 4’(x) = 0. 
2-+cQ 
REMARK B. Prom (6.1)) we now conclude that 
4’(O) = -2&&Fi, 
and this allows us to compute the solution of (2.1) by treating it as an initial value problem. We 
will return to this important point in the next section. 
REMARK C. Recalling Property B of Section 4, we note that 
cz” = 2a, 
a(0) = c, o(R) = 0, 
and thus, 
o(z) = c 
sinh fi( R - z) 
sinh fiR ’ 
It can be seen that limn,,cr(z) = ceefiz and this function is larger than 4(z), the solution 
to (2.1). One could have obtained this upper function by linearizing 2sinh@ for small 4 (or 
equivalently small c). We could also proceed as in [lo] and divide both sides by $ and apply 
L’Hospital’s rule to arrive at the same differential equation satisfied by LY. Similarly, a lower 
function for 4(x) on [O,co) is given by limR,,P(x) = ce -J%iF =* 
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REMARK D. As remarked in the Introduction, the purpose of working with problem (2.1) is 
to illustrate a general procedure for handling problems of type (1.1). In fact, it follows easily 
that a set of sufficient hypotheses for the existence of a solution to (1.1) is that f(4) > 0 for 
4 > 0, f(0) = 0, f increases at least linearly and f is concave up for 4 2 0. The cr and /3 
problems of Section 4, would then be 
In this case, 
o(z) = 
csinh(Jc)(R-s) and B(rl=csinh(@)(R-i) 
sinh(&qJR sinh 
REMARK E. Finally, we remark that (2.1) is solvable by direct methods and the solution is 
r$(z) = 21n 
[ 
(eci2 + 1) efiz + (eci2 - 1) 
(eC/s + 1) e&x - (cc/s - 1) 1 ’ 
In fact, multiplying both sides of (2.1) by 4’ and integrating (note that 4’(z) -+ 0 as z -+ oo), 
we get 
d& = f2dx. (6.2) 
Choosing the negative sign and integrating once again, we get the above expression for r$. 
It must be noted that choosing the positive sign in (6.2) and continuing to find the solution 
would yield 
f$(z) = 21n 
1 
(ecj2 + 1) edfiz + (ecj2 - 1) 
(cc/2 + 1) e-fix - (cc/2 - 1) 1 * 
This is not a desirable solution since it has a vertical asymptote at a finite z. 
Another model problem where similar behavior occurs is 
y” = ayN, a > 0, N > 1, 
Y(O) = c, y(oo) = 0. 
(6.3) 
The positive solution of (6.3) is given by 
and may be used to provide an upper bound for the rate of decay in certain problems for which 
f’(y) is 0 at y = 0. 
REMARK F. The ideas above can be easily applied to study problems where the left-hand bound- 
ary condition involves both u(O) and u’(O). Thus, in the theory of semiconductor devices [3], we 
arriire at the problem 
u” = f(x, u), 
u’(0) - au(O) = -cj, 
lim u(z) exists, 
1’00 
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where f(z, u) satisfies certain growth hypotheses. Two examples provided in [3] are f(z, U) = 
Asinh(&) and f(~, U) = -A - Bexp(-cu) + (A + B) exp(cu) + Sexp [-CY(Z - Q)“]. The con- 
struction of upper and lower bounds for these situations follows the ideas of the previous sections. 
In fact, for the problem 
‘1~” = 2 sinh U, 
U’(0) - crU(0) = - q5, 
U(oo) = 0, 
the exact solution is 
where cl is defined by 
U(X) = 21n 
cJzx + Cl 
[ 1 c-&x -ci ’ 
aln 1+c1 +2&l d, o 
[ 1 1 - Cl -_-=. 1-c: 2 
An upper bound is provided by the problem 
y” = 2y, 
2/‘(O) - oy(O) = - 4, 
lim y(2) = 0, 
Z-CO 
whose solution is y(z) = 4/(o + fi)e- fix. A lower bound is obtained from 
2” = 2 sinh z(o) z, 
40) 
z’(0) - az(0) = - f$, 
lim Z(X) = 0, 
z-im 
which has the solution 
Z(X) = z(O)exp - [/_I, 
where z(0) is defined by 
d2z(O) sinh z(0) = C#J - oz(0). 
7. NUMERICAL CONSIDERATIONS 
We first note that if f(4) h as a closed form antiderivative F(4), then by Remarks A and B, 
we obtain 
ke>12 = w(o)12 +W(4) - JYc)l. 
Letting z -+ 00, by Remark B 
(7.1) 
4’(O) = -J2[F(c) - F(O)]. 
Thus, 4’(O) is known and we can replace (1.1) by 
4” = f(4), 
9w = c, 4’(O) = 42[F(c) - F(O)]. 
(7.2) 
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Equation (7.2) can now be solved by using initial value problem techniques. We note that the 
theory tells us that 6, is decreasing and 4(z) # 0. 
Another approach to studying (1.1) is via boundary value problem techniques. As shown before, 
o(x) L d(x) I P(z)+ Th us, for any prescribed E > 0, we find N > 0 such that la(z) - p(z)] < E 
for 2 2 N. Then we solve numerically the boundary value problem 
Q” = f(Q), 
Q(O) = c, 9(N) = d, 
where d E (a(N), P(N)]. It is clear that q‘(z) is an approximate solution to (1.1). 
8. EXAMPLE OF A CONTINUUM OF SOLUTIONS 
In [lo], the following example was presented as one to which the results in that paper could 
not be applied: 
4” = -$4(1 - 4J2, (8.1) 
4(O) = 1, c#J(cm) = 0. 
Equation (8.1) has a one-parameter family of continuous uniformly bounded positive solutions 
given by . 
We now study equation (8.1) using the same ideas as in Section 4. In fact, proceeding as before, 
we can consider the boundary value problem 
22R 
Z;:==--&, (8.2) 
zR(s) = &, zR(R) = 0, 
where 6 and E are to be prescribed later. Comparing this equation with 
& = $4R (1 - $R?, 
dR(6) = &, dR(@ = 0, 
(8.3) 
we can see that zR(z) < 4(z) in [6,R]. Further, 
and thus, ZR(Z) > 0, x E [S, R) and ZR(R) = 0. Thus, $R(z) > 0, 3: E [5, R) and +R(R) = 0. It 
remains to construct a positive lower bound for 4 in [0, S]. 
From (8.1), it follows that @“(xc> < 0. If for any c > 0 we set 4”(O) = -c < 0, it is easily seen 
that the line zc(z) = -cz + 1 satisfies Z,(X) i $( 2 on [0,(1/c)] and z,(z) > 0 on [0,(1/c)). We ) 
can thus see that for any choice of c > 0, the function 
z,(x) = 
-cx + 1, 0 < 2 5 6, 
ZRb), SIX<<. 
where 6 < l/c and E = 1 - c6, serves as a lower bound for a solution of (8.1). By repeating 
earlier arguments and noting that c > 0 is arbitrary, it follows that (8.1) has a one-parameter of 
solutions. 
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