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Moment Lyapunov exponents are important characteristic numbers for describing the
dynamic stability of a stochastic system. When the pth moment Lyapunov exponent is
negative, the pth moment of the solution of the stochastic system is stable. Monte Carlo
simulation approaches complement approximate analytical methods in the determination
of moment Lyapunov exponents and provides criteria on assessing the accuracy of ap-
proximate analytical results. For stochastic dynamical systems described by Itô stochas-
tic differential equations, the solutions are diffusion processes and their variances may
increase with time. Due to the large variances of the solutions and round-off errors, bias
errors in the simulation of moment Lyapunov exponents are significant in improper nu-
merical algorithms. An improved algorithm for simulating the moment Lyapunov expo-
nents of linear homogeneous stochastic systems is presented in this paper.
DOI: 10.1115/1.3063629Introduction
Consider a general d-dimensional linear homogeneous stochas-
ic dynamical system:
Ẋt = AtXt, X0 = X0 1.1
here A is analytic, and t= 1t ,2t , . . . ,rtT is an
-dimensional vector of stochastic processes. According to the
orks by Arnold et al. 1–3, under rather general conditions, the







xists and characterizes the stability of the pth moment of the
olution Xt, where E· denotes the expected value and  ·  de-
otes a suitable vector norm. The pth moment of the solution of
ystem 1.1 EXtp is asymptotically stable if p0. The
lope of the pth moment Lyapunov exponent p at p=0, i.e.,







nd describes the almost-sure or sample stability of the system.
hen the largest Lyapunov exponent  is negative, system 1.1 is
symptotically stable with probability 1.
Even if the solution of system 1.1 is almost surely stable with
0, i.e., Xt→0 as t→ with probability 1 at the exponen-
ial rate , it is still possible that the pth moment is unstable, i.e.,
p0, since generally almost-sure convergence cannot assure
oment convergence. It is therefore important to obtain the mo-
ent Lyapunov exponents so that the complete dynamic stability
ehavior of stochastic system 1.1 can be described.
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ential eigenvalue problem with the pth moment Lyapunov expo-
nent p as the principal eigenvalue 1–5, the actual solution of
the eigenvalue problem is very difficult. For certain simple two-
dimensional or four-dimensional systems, approximate analytical
methods, such as stochastic averaging or perturbation, have been
applied to obtain approximate analytical results of the moment
Lyapunov exponent p see, e.g., Refs. 6–11.
In general, numerical approaches, such as Monte Carlo simula-
tions, have to be applied to determine the moment Lyapunov ex-
ponents. Furthermore, even when approximate analytical results
are available, their accuracy have to be verified by numerical
simulations.
When investigating the stability of a general stochastic dynami-
cal system, it is usual to consider the corresponding linearized
system near its stationary solution. The linearized system is ho-
mogeneous. This shows the importance of linear homogeneous
systems in the research of stochastic dynamical systems.
There are some references discussing the numerical approxima-
tion of Lyapunov exponents, such as Refs. 12,13. However, to
the best knowledge of the authors, there is only one numerical
algorithm for determining the moment Lyapunov exponents using
Monte Carlo simulation published so far 14, which is described
briefly in Sec. 2.
2 Numerical Algorithm Using Sample Norm
Consider the d-dimensional linear homogeneous stochastic dy-
namical system 1.1. In the cases that t is described by Itô or
Stratonovich stochastic differential equations, Eq. 1.1 is solved
using an appropriate numerical discretization scheme with a time
step h. To have an accurate estimation of the pth moment,
EXtp, a large number of sample realizations must be simu-
lated since the evaluation of expectation is determined by the
sample average.
When system 1.1 is stable, the solution decays exponentially
in time, whereas, when it is unstable, the solution grows exponen-
tially with time. To avoid float-point data overflow or underflow, it
is essential to devise an appropriate scheme to normalize the so-
lutions regularly during simulation. In practice, there is no need to
























Downloaded From:ormalize the solution at every iteration. Suppose the solution is
ormalized after every K iterations or after every time period TN
Kh.
Let Sd−1 be the unit sphere in d-dimensional space Rd. For a
iven initial condition X0=X0Sd−1, i.e., X0=1, and simula-
ion time T=MTN, one has






ince Eq. 1.1 is linear homogeneous, it can be seen that
Xmt =
Xm − 1TN + t,X0
Xm − 1TN,X0
, m = 1,2, . . . 2.2










quations 2.2 and 2.3 indicate that normalization procedure
an be performed for every time period TN such that the solution
f the stochastic differentials always restarts from initial condi-
ions with unit norm right after the normalization see Fig. 1.
Let Xh denote the solution from appropriate numerical discreti-
ation scheme with time step h. For a large simulation time T with















In the algorithm in Ref. 14, the pth moment Lyapunov expo-

















ith N being the sample size for simulation and Xm














Fig. 1 Growth of the solution and normalizationample path of Xm.
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Xm
h TN are dependent and thus the expectation operation and
the product operation cannot be interchanged. Notice that Eq.









It actually gives the average of M moment Lyapunov exponents
simulated for a time period of TN rather than the moment
Lyapunov exponent simulated for a long time period of T=MTN.
Theoretically, the larger the value of TN, the more accurate the
approximation. Unfortunately, to avoid float-point data overflow
and underflow, the value of TN cannot be very large. Although
each simulation of the moment Lyapunov exponent for a rela-
tively short time period of TN may not be accurate, for some
systems the algorithm based on Eq. 2.6 yields satisfactory re-
sults because of the central limit theorem. However, there are
systems for which Eq. 2.6 leads to erroneous results.
One possible revision to correct the insufficiency of algorithm
2.6 for linear homogeneous systems is to normalize the solutions
by their expectations but not their norms, as shown in Eq. 2.2.
With unit norm initial condition and the definition
Ym
h t =
Xhm − 1TN + t,X0
EXhm − 1TN,X0
, m = 1,2, . . . 2.9



























The solution of Eq. 1.1 may be a diffusion process and its
variance may increase significantly with time. Although Eq. 2.10
is exact theoretically when M is large enough, there are two main
sources that will lead to significant numerical errors.
First, according to the central limit theorem, for independent
and identically distributed i.i.d. random variables x1 ,x2 , . . . with
the same mean value  and variance 	2, the distribution of sample
average x̄= s=1
N xs /N will tend to the normal distribution
N ,	2 /N. This means that Eq. 2.7 will not give acceptable
results of the expected values when the variances of the solutions
are so large that it is impossible to reduce the error of estimation
to an acceptable level with a finite number of samples.
Second, due to the finite lengths of floating-point representa-
tions in computers, when two numbers are summed up, the
smaller one will be neglected if the difference of their exponent
bits exceeds the limit. If the system is unstable, its solution grows
exponentially with time. Even when the system is stable and the
chance that the solution takes extremely large values may be rare,
once it happens, all the contributions from other samples will be
eliminated. Thus this truncated error in estimating the expecta-
tions will be dominant in simulations with large variances.

































Downloaded From:To illustrate, consider the first-order linear homogeneous sto-
hastic system
dxt = axtdt + 	xtdWt 2.11
here a and 	 are real constants. The pth moment Lyapunov








p − 1	2 + 2a
nd the variance of norm is
varxt = Ext2 − Ext2 = e2ate	
2t − 1
Figure 2 shows the numerical results of the moment Lyapunov
xponents for a=0, 	=1, and different values of the total time of
imulation T, in which Eq. 2.11 is solved numerically using the
xplicit Euler scheme. The time step for iteration is h=0.001, the
ample size is N=5000, and Eq. 2.10, i.e., the revised algorithm,
s used to determine the approximate moment Lyapunov expo-
ents. It is obvious that the longer the time T for simulation, the
orse the results. Because the variance of xt increases expo-
entially with time, it is impossible to get an accurate estimate of
he pth moment using sample average from finite sample sizes N
or t large.
Estimation of the Expectation Through Logarithm
f Norm
Because of the possible large errors in simulating moment
yapunov exponents with increasing time of simulation, it is re-
uired to develop a new algorithm to overcome the difficulty in
stimating the moments. Since the errors are caused by large vari-
nces of the solutions, it is clear that how to reduce the variances
n order to obtain a good estimation of the moments using a finite
umber of samples is the key.
Notice that
log EXTp = log Eep logXT = Cp 3.1
here Cp is the cumulant generating function of logXT. In
he special case when logXT is normal, Cp takes the simple
orm
Cp = pElogXT + 12 p
2 varlogXT 3.2
here var· denotes the variance. Therefore, it may be possible to
se the statistical properties of logXT in estimating the mo-
ig. 2 Simulation of moment Lyapunov exponents for a first-
rder linear systement Lyapunov exponents.
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the simulation of stochastic dynamical systems is based on the
theory of stochastic integrals, it is natural to start with the follow-
ing d-dimensional Itô stochastic differential equation:




When the system is linear homogeneous with constant coeffi-
cients, Eq. 3.3 takes the form




where Bi, i=0,1 , . . . ,r, are the dd constant matrices. Let 
t
=logXt. It has been shown Ref. 15, p. 243 that the limit
distribution of 
t−t /var
t is standard normal as t→ if
var





YTBiX2  X2Y2 3.5
is satisfied.
However, in applications, there are many cases that the nonde-
generate condition 3.5 is not satisfied. An extended result by










log EXtp = p 3.6
and the normalized 







N0,0, t →  3.7
provided that
dim LAgi:0  i  rs = d − 1 for all s  PJ d−1
3.8
where LAgi denotes the Lie algebra generated by the set of
vector fields gi, dim denotes the dimension, PJd−1 denotes the
projective space obtained from Sd−1 by identifying s=−s, and gi
are given by
g0s = gB0 − 12i=1
r
Bi
2,s, gis = gBi,s, i = 1, . . . ,r
3.9
in which g is defined as, for any dd matrix B and sSd−1,
gB,s = B − sTBsIs = Bs − sTBss 3.10
The linear homogeneous system with constant coefficients, i.e.,
Eq. 3.4, can be converted to the Stratonovich form. Thus it can
describe the stochastic dynamical system







with it , i=1, . . . ,r being the unit Gaussian white noises. It is
very likely that noises it take other forms. The result obtained
by Arnold et al. 1,3 solves this problem under some conditions.
Return to the general d-dimensional linear homogeneous sys-
tem 1.1, with t being a stationary ergodic diffusion vector
process on a connected smooth manifold M described by Stra-
tonovich stochastic differential equation:
























Downloaded From:dt = Q0tdt + 
i=1
r
Qit  dWi. 3.11
here Qi, i=0, . . . ,r, are smooth. If
dim LAQi:1  i  r = dim M for all   M
3.12
dim LAgA,s:  Ms = d − 1 for all s  PJ d−1
3.13
hen for any X00, Eqs. 3.6 and 3.7 are still true. Fortu-
ately, condition 3.13 is satisfied for most problems frequently
onsidered in engineering applications 1. Moreover, conditions
3.12 and 3.13 can be replaced by
dim LAQ0 + gA,s + t ,Q1, . . . ,Qr,s,t = dim M
+ d for all ,s,t  M  PJ d−1  R 3.14
As a result of Eqs. 3.6 and 3.7, one can write 6
p = p + 120p
2 + Op2 3.15
3.2 Estimation Through Logarithm of Norm. Suppose
XT is obtained for linear homogeneous systems 3.4 or 1.1,
nd the corresponding system satisfies conditions 3.8, or 3.12
nd 3.13. When T is large enough and X00, 
T
logXT is near Gaussian according to the discussion in Sec.
.1.
Let XhT still be the solution at time T obtained from an ap-
ropriate numerical discretization scheme with time step h, and
h,sT, s=1,2 , . . . ,N, be the different samples of XhT. Then
h,sT can be treated as i.i.d. random vectors with the same dis-
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Nx be the cumulative distribution function of N, then
F
Nx tends to the standard normal distribution of N0,1 as N
→ according to the central limit theorem, i.e., F
Nx→x,








Using the Edgeworth expansion theorem for distribution 16,17,
one may have
F





where the coefficients ck can be determined by the equality of
moments on both sides of Eq. 3.21. Notice that N has zero mean
and unit variance. If the kth central moment of 
̄hT is ̄k
h, for



































































h4 + ¯ 3.22
The tail distribution of F
Nx is of paramount significance,
since it is required to determine the expectation of eNp	̄T
h
N in Eq.
3.20 from a finite sample size N in simulation. This means that
accurate higher-order moments of 
̄hT are required in order to
obtain a good approximation of EeNp	̄T
h
N. However, it is very
difficult to do so in practice. If only lower-order moments are
considered, the estimation error of moments may make the sum of
a finite number of terms within the argument of the last logarithm
in Eq. 3.22 be negative when N becomes large, which will lead
to invalid operation in simulation. Therefore, the distribution of

hT has to be considered to find an appropriate estimation.
Noticing that Eq. 3.2 is true for normal distribution, one may
attempt to see if the last logarithm term in Eq. 3.22 can be
dropped in simulation since the distribution of the normalized

hT approaches normal as T goes to infinity.
From the definition of 
̂h,sT, it can be seen that 
̂h,sT, s
=1,2 , . . . ,N, are i.i.d. random variables with zero mean and unit
variance. Moreover, using Eq. 3.1, it is obvious that the exis-
tence of moment Lyapunov exponents ensures that Ee
̂
h,sT
 for 0, where 0 is some constant. Then according to
the theorem proved by Komlós et al. 18,19, a sequence of stan-
dard normal random variables zs, s=1,2 . . . ,N, can be constructed
such that, for every N and all x0, the partial sums Rk
k ˆh,s k=s=1
 T and Vk=s=1zs satisfy





































Rk − Vk  C0 log N + x  0e−x 3.23
here P· denotes the probability, C0, , and 0 depend only on
he distribution of 
̂h,sT, and  can be as large as possible by
hoosing C0 large enough. Thus it follows RN−VN=Olog N
lmost surely for every N 18,19.
Considering the near normality of 
̂h,sT and the finite sample
ize, events with zero probability are treated as not likely to hap-
en in simulation. This means that RN is replaced by VN






















+ O log N
N
 3.24
ence, when the sample size N is large enough, by neglecting the
ast term in Eq. 3.24 and estimating the mean and variance of









t is obvious that the variance of logXhT will be much smaller
han the variance of XhT when XhT becomes large; there-
ore, obtaining a good estimation of the pth moment Lyapunov
xponent through sample average is possible.
From Eq. 3.25, one also sees that the largest Lyapunov expo-





hich is the same result as given by Talay 12.
Algorithm for Linear Homogeneous Stochastic
ystems
Following Eq. 3.25, an algorithm for simulating the moment
yapunov exponents of linear homogeneous stochastic dynamical
ystem 3.4










an be described as follows. Since the simulation requires the
tatistical properties of logarithm of the norm, the normalization
peration described in Sec. 2 can be applied.
Step 1. Use an appropriate time discrete approximation, such as
he Euler scheme, to discretize system 3.4 or 1.1 with time step
. Details of various numerical schemes for solving stochastic
ifferential equations can be found in Ref. 20.
Step 2. Set the initial conditions of the state vector Xht ,Xh0,
y Xh0Sd−1, i.e.,
Xh,s0 = 1, s = 1,2, . . . ,N
here N is the sample size, and X=XTX is the Euclidean norm
f vector X.
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malization procedure as described in Sec. 2, i.e., normalization is
performed after every K iterations or after every time period TN
=Kh. At the mth normalization, or at t=mTN, the sth sample is












, m = 1,2, . . .
Simulation is then continued with the initial condition Xm+1
h,s 0
with Xm+1
h,s 0=1 for another K iterations.
Step 4. Defining










































to estimate the mean and variance of logXhT.




	p̄Th + 12 p2	̄Th2
 4.2
to calculate the moment Lyapunov exponents for all values of p of
interest.
To obtain a more accurate estimation of the mean and variance
of logXhT, large sample size N has to be used. Moreover, time
for simulation T has to be large enough to get a good approxima-
tion of moment Lyapunov exponents. This means iteration times
in solving the system will be extremely large. Since the simulation
of different samples can be implemented independently, parallel
computation using Message Passing Interface1 MPI or OPENMP
application program interface2 will be a great benefit to the simu-
lation of moment Lyapunov exponents.
It should be mentioned that although higher-order schemes lead
to more accurate results, it is easier to implement the Monte Carlo
simulation using Euler scheme due to its simple form, especially
when the system is high dimensional and complicated. Moreover,
Romberg extrapolation may be applied to increase the precision of
results to Oh2 using Euler scheme, which is the order of Oh
21.
5 Examples in Application
The Monte Carlo simulation algorithm presented in Sec. 4 is
applicable to linear homogeneous stochastic dynamical systems,
which have wide applications in engineering mechanics, such as
oscillators under parametric excitations of noises. Before the al-
gorithm is applied, conditions 3.8 for system 3.4, 3.12, and
3.13, or 3.14 for system 1.1 should be satisfied.
1http://www.mpiweb.org.
2http://www.openmp.org.

































Downloaded From:According to the definition of Lie algebra, LAgi is actually
vector space generated by the set of vectors gi, thus
im LAgis can be determined by the dimension of this vector
pace. It turns out that condition 3.8 is satisfied, provided that
he space spanned by vectors gi :0 ir has dimension d since
PJd−1. For system 1.1, condition 3.13 is satisfied for the
pecial case 3
A = 
0 1 0 ¯ 0
0 0 1 ¯ 0
] ]
0 0 0 ¯ 1
a1 a2 a3 ¯ ad

n particular, when d=2 and a2 is constant, i.e.,
At = 	 0 1
− ft −  

ystem 1.1 becomes
q̈t + q̇t + ftqt = 0 5.1
hich describes the motion of a damped oscillator under noise
erturbation. When f is not a constant function, the vectors
A ,s are not in the same direction for different values of .
hus it can be easily verified that condition 3.13 is true.
It is stated in Ref. 3 that most systems considered in physics
nd engineering satisfy the required conditions to ensure the ex-
stence of the moment Lyapunov exponents and the asymptotic
ormality of logarithm of norm. This means that the algorithm in
ec. 4 can be applied directly in most cases, and the asymptotic
ormality of the logarithm of norm may be verified through the
istogram estimation obtained in simulation.
In this section, moment Lyapunov exponents of three single
egree-of-freedom systems under white noise, real noise, and
ounded noise excitations, respectively, are determined. The nu-
erical results of simulation are compared with known approxi-
ate analytical results.
5.1 An Oscillator Under Weak White Noise Excitation.
onsider the following two-dimensional oscillator under the exci-
ation of white noises:
q̈t + 2 + 1/2	22tq̇t + 21 + 1/2	11tqt = 0
5.2
here 1t and 2t are the unit Gaussian white noise processes,
nd 01 is a small parameter. Approximate moment
yapunov exponents can be obtained by the method of perturba-
ion 7,5, which is given by







2 + O3 5.3
Equation 5.2 can be converted to the Itô differential equations
dx1
x2
 =  0 1− 2 − 2 − 1
2
	2




dW1t + 	0 00 − 1/2	2 
x1x2dW2t 5.4
here x1t=qt and x2t= q̇t. It is obvious that system 5.4 is
f the form 3.4 with d=2, r=2, and
31001-6 / Vol. 76, MAY 2009
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2
	2
2 , B1 = 	 0 0− 1/22	1 0 
,
B2 = 	0 00 − 1/2	2 

It can be verified that the set of vectors g0 ,g1 ,g2 spans a space
with dimension 2 since all gi, i=0, 1, 2, are two-dimensional
vectors. Thus condition 3.8 is satisfied and the algorithm pre-
sented in Sec. 4 can be applied to simulate the moment Lyapunov
exponents.







k + 	− 2x1k − 2 − 12	22x2k
 · h − 1/22	1x1k · W1k
− 1/2	2 · W2
k
The damping coefficient is set to =0 and =1. The sample size
is N=10,000, time step h=0.0001, and the number of iterations is
MK=5107, i.e., the total length of time of simulation is T
=5000.
Figures 3 and 4 show the comparison of approximate analytical
moment Lyapunov exponents given by Eq. 5.3 and the Monte
Carlo simulation results for different values of 	1, 	2, and . It
can be seen that the approximate analytical results fit rather well
with the simulation results in most cases, implying that the algo-
rithm in Sec. 4 works well as predicted.
To illustrate the asymptotic normality of logarithm of norm, the
normalized histograms of logxT for some typical values of 	1









are also shown in the same figure for comparison. It appears that,
as the time of simulation T is large enough, the distribution of
logxT does approach normal distribution.
5.2 An Oscillator Under Real Noise Excitation. Consider an
oscillator under the excitation of real noise or Ornstein–
Uhlenbeck process t,
¨ ˙ 2 1/2
Fig. 3 Moment Lyapunov exponents under white noise excita-
tion „ε=0.1…qt + 2qt +  1 −  tqt = 0







Downloaded From:dt = − tdt + 	dWt 5.6
ie 10,5 determined the approximate moment Lyapunov expo-
ents using the method of perturbation as
p = − p + pp + 2	 	22
162 + 42
+ 2
4 + 2222 + 484	44
322 + 22 + 423 
 + O3 5.7
ig. 4 Moment Lyapunov exponents under white noise excita-
ion „ε=0.5…Fig. 5 Histograms of logarithm of norm com
ournal of Applied Mechanics
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5.1 with fx=2−1/22x. And the real noise t satisfies con-
dition 3.12. Therefore, the algorithm in Sec. 4 can be applied.
Letting
x1t = qt, x2t = q̇t, x3t = t 5.8
system 5.6 can be converted to the Itô differential equations
dx1x2
x3





















k · h + 	 · Wk
The norm for evaluating the moment Lyapunov exponents is
qt= x1
2+x2
21/2. The sample size for estimating the expected
value is N=20,000, time step h=0.0001, and the total length of
time of simulation is T=5000, i.e., the number of iterations is
MK=5107.
Figures 6 and 7 show the typical results of the moment
Lyapunov exponents for different values of  and 	, with the
parameters taken as =0.1, =0.05, and =1. It can be seen that
when 	 is small, i.e., the noise intensity is weak, and for different
values of , the approximate results from the perturbation method
agree well with the simulation results. This is reasonable since the
analytical approximations are obtained by weak noise expansion
of eigenvalue problem governing the moment Lyapunov expo-
nents.pared with normal density approximations











Downloaded From:5.3 An Oscillator Under Bounded Noise Excitation. Con-
ider an oscillator under the excitation of bounded noise,
¨ ˙ 2
ig. 6 Moment Lyapunov exponents under real noise excita-
ion for different qt + 2qt +  1 −  cos tqt = 0
itation for different 
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Xie 11,5 determined the approximate moment Lyapunov expo-
Fig. 7 Moment Lyapunov exponents under real noise excita-
tion for different nents using the method of perturbation asp = − p +
3pp + 242	22 + 42 − 22 + 142	4
322 − 2222 − 22 + 2 + 142	422 − 22 − 2 + 142	4
+ o3 5.10Similar to the real noise case, condition 3.13 is satisfied with
fx=2−2x in the form of Eq. 5.1. The bounded noise
t=cos t satisfies condition 3.12 since one has the Stra-
onovich stochastic differential equation
dt = − 1 − 2dt − 	1 − 2  dWt
Using the same notation as Eq. 5.8, the Itô differential equa-
ions for system 5.9 become
ig. 8 Moment Lyapunov exponents under bounded noise ex-dx1x2
x3
 =  x2− 2x1 − 2x2 + 2x1 cos x3

dt +  00
1/2	
dWt






Fig. 9 Moment Lyapunov exponents under bounded noise ex-
citation for different 









































k +  · h + 1/2	 · Wk
he norm for evaluating the moment Lyapunov exponents is
qt= x1
2+x2
21/2. The sample size for estimating the expected
alue is N=20,000, time step h=0.0001, and the total length of
ime of simulation is T=5000, i.e., the number of iterations is
K=5107.
Typical results of the moment Lyapunov exponents for different
alues of 	 and  are shown in Figs. 8 and 9, with the parameters
aken as =0.1, =0.05, =1, and =2. It can be seen that the
pproximate results from perturbation method agree well with the
imulation results for small  and large 	. This is the result that,
n the eigenvalue problem governing the moment Lyapunov ex-
onents, the approximate analysis using perturbation method re-
uires  be small enough and 	2 be in the order O1. The
iscrepancy between perturbation and simulation for small 	 and
elatively large  shows that some better approximation methods
ave to be considered.
The histograms of logqT for different values of  and 	 are
lotted in Fig. 10. Again, the figure shows the asymptotic normal-
ty of logqT.
Conclusion
Contrary to intuition, Monte Carlo simulation of moment
yapunov exponents of stochastic dynamical systems is a very
ifficult topic. Because the solution of a system grows exponen-
ially when it is unstable and decays exponentially when it is
table, float-point overflow or underflow renders “brute-force” ap-
roaches inapplicable. Furthermore, because the variance of the
olution may grow with time, it is very challenging to obtain an
ccurate estimation of the moments with finite sample size.
For linear homogeneous stochastic dynamical systems, a Monte
arlo simulation algorithm used to determine the moment
yapunov exponents is presented in this paper. Since the limit
istribution of the logarithm of norm of the solution is normal, the
Fig. 10 Histograms of logarithm of
approximationsean value and variance of the logarithm of norm, combined with
ournal of Applied Mechanics
 https://appliedmechanics.asmedigitalcollection.asme.org on 06/28/2019 Terms onormalization of the solution, are used to reduce the possible large
variance of the solution so that the pth moment can be estimated.
Numerical examples are presented to compare the Monte Carlo
simulation results with approximate analytical results. This ap-
proach gives a better numerical approximation than the previous
method 14, which uses the direct sample average of norm as the
estimation of expectation.
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