items they have just experienced, an episodic memory task, the data look strikingly similar to those observed when people are asked to recall the presidents of the United States, a semantic memory task. In both cases, a characteristic serial position function obtains: Early list items are well recalled (the primacy effect), the last few list items are also well recalled (the recency effect), but mid-list items are poorly recalled.
The question is whether episodic and semantic serial position functions have a common underlying cause, and the debate goes back to the modal model or dual store theory of memory. According to this view (e.g., Glanzer, 1972) , primacy effects in episodic tasks arise because the first few items gain additional rehearsals and can be transferred from short-term to long-term memory. The recency effect is due to the dumping of items from short-term memory: when the list ends, the last few items remain in short-term memory. The items in the middle have the lowest level of performance because they cannot be rehearsed as much as the first few items, and are less likely to be left in short-term memory once list presentation is over. One key piece of evidence taken as support of this explanation is the finding that if recall is delayed 30 s and rehearsal is prevented, the recency effect disappears whereas the primacy effect is unaffected (Glanzer & Cunitz, 1966; Postman & Phillips, 1965) . The reasoning is that the distractor activity that subjects perform during the 30 s delay period removes the contents of shortterm memory, and thus eliminates the recency effect, but has no effect on information already transferred to long-term memory, and so primacy is preserved.
Presidential serial position effects pose a problem for the standard account as they suggest that factors other than short-and long-term episodic memory might underlie all serial position functions. In the original presidential recency study, Roediger and Crowder (1976) asked 128 subjects to recall the presidents of the United States by writing down the president's name next to a number. Writing down a correct name in the wrong position counted as an incorrect response. 1 Roediger and Crowder observed primacy and recency effects similar to those seen in episodic tasks, and also noted poor recall of the "middle" presidents. There was one exception: Recall of Lincoln was significantly higher than that of the surrounding presidents and was seen as an isolation or von Restorff effect. Crowder (1993) reported an updated version that included Carter, Reagan, and Bush with data from 106 students (see Figure 1 ). While the general pattern was similar (i.e., pronounced primacy and recency), recall of those presidents who were most recent in 1976 declined slightly by 1993. Roediger and Crowder (1976) stated that "we are strongly inclined to accept the data... as evidence for a conventional serial position effect in semantic memory" (p. 277) and suggested an explanation based on presidential distinctiveness. The first few and last few presidents are more distinct than middle presidents due to the lack of, or reduced number of, neighbours to one side. Similarly, the high recall of Lincoln is due to additional distinctiveness accruing to his particular place in history. However, they noted that the argument is "somewhat circular at the moment, since there is no way to establish distinctive positions... independently from recall level" (p. 278).
Healy and her colleagues Healy & Parker, 2001) have argued against this interpretation. In addition to the problem of circularity already noted, Healy et al. pointed out that the argument of Roediger and Crowder (1976) "confuses two uses of the term 'distinctiveness' -referring to both an item characteristic and a position characteristic" (p. 149). Instead, Healy and colleagues argued for different causes of episodic and semantic serial position functions. The standard account of episodic serial position functions was accepted, with contributions from both a short-and a long-term memory system, and semantic serial position functions were thought to be due to differential prior frequency of exposure to order information. For example, students in the United States are frequently told that George Washington was the first president, whereas they are seldom told that Franklin Pierce was the fourteenth president.
In support of their view, Healy et al. (2000) reported a number of studies, including one which directly compared episodic and semantic serial position functions. In the semantic task, the subjects were asked to arrange the names of the presidents into the correct historical order; in the episodic task, the subjects saw a 42-item list of presidential names in a re-arranged order, and were asked to recall this order. The data were plotted in terms of triplets; that is, performance over 3 successive positions was averaged. Both the episodic and semantic tasks resulted in serial position functions that showed primacy and recency effects. Healy et al. argued that because the relative levels of primacy and recency differed in the two tasks, there was evidence for different processes. Moreover, they also found that older and younger adults, who presumably differed in their relative exposure to different presidents, also had different semantic serial position functions.
SIMPLE and Presidential Serial Position Functions
Surprenant and Neath (2009) proposed seven general principles of memory, one of which is the relative distinctiveness principle: items will be well-remembered to the extent that they are more distinct than competing items at the time of retrieval. Factors at both encoding and retrieval combine to determine distinctiveness at the point of the retrieval attempt. According to Surprenant and Neath, this principle underlies all serial position functions (see also Murdock, 1960) : Items at the primacy and recency parts of the list tend to be more distinct than middle items, at least in standard memory tests.
One way of thinking about the relative distinctiveness principle is to consider an analogy to telephone poles. As Crowder (1976, p. 462) put it,
The items in a memory list, being presented at a constant rate, pass by with the same regularity as do telephone poles when one is on a moving train.
The crucial assumption is that just as each telephone pole in the receding distance becomes less and less distinctive from its neighbors, likewise each item in the memory list becomes less distinctive from the other list items as the presentation episode recedes into the past. Therefore, retrieval probability is being assumed to depend on discriminability of traces from each other.
Several other contemporaneous accounts were also based on this idea (e.g., Bjork & Whitten, 1974; Baddeley, 1976; Glenberg, Bradley, Kraus, & Renzaglia, 1983; see Neath & Brown, 2007 , for a review). What they share is the idea that when a person attempts to recall a list of items, the temporally closest items are like the most recent telephone poles:
Just as the last few poles are easy to distinguish from one another visually, the last few items are easy to distinguish from one another in a memory sense. These items are said to be located in a region with few close neighbors. In contrast, items early in the list are hard to discriminate, just like the poles that have receded into the distance. These items are said to be located in a region with more close neighbors. Close neighbors rather than total or distant neighbors are emphasized because as two poles become further removed from each other, it becomes less likely that one (e.g., pole number 16) will interfere with the perception of the other (e.g., pole number 2).
One way of making the principle more amenable to testing is to instantiate it within a computational model, and Surprenant and Neath (2009) provide a tutorial on how this can be done with a model called SIMPLE (Scale Independent Memory, Perception, and Learning; Brown, Neath, & Chater, 2007; .
Here, I sketch out only those aspects relevant to the current simulations.
In SIMPLE, items are represented as points in multidimensional space, and the number and type of dimensions depends on the task. For example, in a typical free recall task, the dimension is time of presentation relative to the time of recall. The reason is that in most cases, the stimuli vary systematically only in terms of when they were presented.
It is assumed that physical magnitudes, including temporal values, undergo a log transformation (cf. Murdock, 1960; Neath, Brown, McCormack, Chater, & Freeman, 2006) . Because of this, a steady rate of presentation (e.g., 1 item per second) results in end items being spaced further apart and beginning items spaced closer together on the temporal dimension, just as in the telephone pole analogy. End items have an additional benefit: by definition, no items precede the first or follow the last items, and this edge effect conveys an additional benefit in making them more discriminable than middle items. Thus, there should be a pronounced recency effect, and smaller primacy effect, and poor recall of interior items. As in many other models, it is assumed that similarity falls off as a decreasing function of the distance between any two representations (Shepard, 1987) . The main free parameter in SIMPLE is c: If c is set to a small value, the similarity of two given items will be larger than if c is set to a larger value. Higher values of c correspond to greater distinctiveness (i.e., less influence of more distant items). In some respects, one can think of c a like a scaling parameter with larger values resulting in better performance, but the increase in performance is due to a reduction in the influence of near items.
In SIMPLE, the cues for retrieval depend on the task. For example, in an absolute identification experiment, the cue is the test item, and one calculates the probability of producing the appropriate response (e.g., Item 4) given the test item. In tasks using an order dimension, the cue can be thought of as Which was item 4? More formally, the probability of producing the response associated with item i, R i , when given the cue for stimulus j, C j , is given by Equation 2 , in which n is the number of items in the set:
2 People frequently omit responses. One way to induce SIMPLE to omit items is to use a function in which low probabilities (as calculated in Equation 2) are made even lower. So far, a sigmoid function has been used (see Brown et al., 2007 , for an extended discussion). Equation 3 shows the implementation, which calculates output probability, P o , based on the estimated recall probability, P, from equation 2:
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Parameter t is the threshold and parameter s is the slope of the transforming function. For example, if t is set to 0.8 and s is very large, the equation approximates a system that recalls all items with relative values greater than 0.8, and omits all items with values less than 0.8. As s becomes smaller, the transition from low to high recall probabilities becomes more gradual.
In many tasks, the stimuli vary systematically not only in terms of when they were presented, but also in terms of selected item characteristics. For example, an experimenter might compare recall of dissimilar-and similar-sounding items, or of short and long words. In this case, a second dimension is added to SIMPLE. All that needs to be done is (1) identify the appropriate dimension and obtain each item's value, and (2) adjust Equation 1 to take into account the additional dimension. To address the presidential recency, two dimensions were used, corresponding to the distinction noted by Healy et al. (2000) between item and order distinctiveness.
As it is not clear how best to measure knowledge of a particular president, a substitute was sought. The number of results returned by a search using Google was taken as a proxy measure, on the assumption that the number of different web pages on which a president's name appears would be related to both the amount known about each president and his importance. For each president, the search consisted of that president's name in quotes and the word president.
hits was used (i.e., "john f kennedy" president resulted in approximately 6.3 million hits whereas "john fitzgerald kennedy" president resulted in approximately 500,000 hits).
The particular values used in the simulation were obtained on September 30, 2008, and are given in the appendix.
For the order dimension, the numbers 1, 2, 3, etc, were used. Neath and Crowder (1996) considered "orientation", that is, whether subjectively the list begins at the beginning and goes to the end (i.e., currently, Washington would be 1 and Obama 44), or whether the most recent item is considered the first item (i.e., Obama 1 and Washington 44). The latter was used, as this ordering better captures the idea that the current president's position changes more than earlier presidents' positions, receding from a very distinctive position of "current" to the less distinctive middle portion of the list. It is acknowledged that this is an oversimplification (cf. Brown, 1990; Brown & Siegler, 1991 where O refers to the order dimension, W O is the weight on the order dimension, G is the dimension using Google hits, and W G is the weight on the Google dimension. The values on the order dimension first underwent a log transform, as they are comparable to the physical intensities and subject, at least to a first approximation, to Weber's Law (cf. Murdock, 1960; . The values on the Google dimension were the raw values scaled to be of the same order of magnitude as the values on the order dimension (i.e., each value was divided by 10,000,000). The Google page counts are considered to be a proxy measure for knowledge and therefore there was no theoretical rationale for performing a log transformation.
This version of SIMPLE has 4 free parameters: c is the main parameter, and affects how much influence distant items have on a given item; s and t are both used to produce omissions; and W O is the weight on the order dimension. A fifth parameter, the weight on the Google dimension, is given by W G = 1 -W O . Following Brown et al.
(2007), fits are described in terms of r 2 . MatLab was used to find parameter values such that the absolute difference between the observed and predicted values was minimized.
------------------------------------Insert Table 1 About Here ------------------------------------Simulation 1
For the first simulation, the data reported by Crowder (1993) were fit. There were 41 presidents at the time so the order dimension went from 1 to 41. The parameter values used are given in Table 1 , and both the data and the fit of the model are shown in Figure   1 .
------------------------------------Insert Figure 1 About Here ------------------------------------
Overall, SIMPLE captures the basic shape of the serial position function well, including the extended recency effect, the shorter primacy effect, and the spike associated with Lincoln. Presidents who are relatively distinct, both by their position (e.g., Washington and Bush) and by their historical status (as measured by Google page results) are recalled more accurately than other presidents. While the overall fit is good (r0.913), there are some deviations. First, predicted recall of John Adams is well below observed levels. One reason is the relatively small number of page hits for Adams (2.4 million). This has the net result of enhancing Washington's relative distinctiveness (who also benefits from having no predecessor) as well as Jefferson's distinctiveness, while reducing that of John Adams. A second deviation is that recall of John F. Kennedy is over predicted, due primarily to significantly more page hits than surrounding presidents.
The influence of the item dimension can be readily seen. First, the correlation between Crowder's (1993) data and SIMPLE is r = 0.956, but the correlation between Crowder's data and the Google page hits is r = 0.632. Similarly, the correlation between SIMPLE and Google is r = 0.661, despite the fact that the Google data plays an important role in the model. Second, SIMPLE can be run with W O set to 1.0, eliminating any contribution of Google's data. In this case, SIMPLE produces an almost pure extended recency effect: With the exception of Lincoln, the fit is good from Bush back to Van Buren, but the fit is very poor for Washington to Jackson; overall, r 2 = 0.697. Clearly, the Google dimension is playing an important role, and is having its largest effects for the distinctive presidents, that is, those presidents such as Washington and Lincoln that stand out from the others. Third, the model can be run with W O set to 0.0 (and thus W G set to 1.0) so that the only input to the model is the Google page hit data. The fit is quite poor, r 2 = 0.396, but the correlation between the model and Google page hits is, not surprisingly, nearly perfect at r = 0.969. Thus, both dimensions are necessary, and performance reflects a combination of the two.
Simulation 2 otherwise their study is comparable to that of Crowder (1993) . Healy et al. reported their data in terms of triplets. SIMPLE was fit to these data by first predicting recall of 42 presidents (one more than in Simulation 1) and then averaging the predicted recall to produce comparable triplets. The parameters are shown in Table 1 , and the data and the fit of SIMPLE are shown in the top panel of Figure 2 . Healy et al. (2000) asked their subjects to indicate, on a scale of 1-6, how familiar they were with each president. This rating data offers a way independent of Google searches to quantify the item dimension. 4 This simulation was identical to the previous ones except that the item dimension consisted of ratings rather than page hits. The results are shown in the bottom panel of Figure 2 and the parameter values are given in Table 1 .
The major difference is the prediction for Lincoln is now more accurate. The fit is slightly better using familiarity than using Google page hits, with r 2 = 0.987 versus 0.972 (RMSD = 0.025 and 0.035, respectively), but it is likely premature to make much of this small difference. However, collecting familiarity ratings and other similar data might prove profitable in future research in explicating differences among subject populations and subsequent performance.
General Discussion
The serial position function observed when people are asked to recall the presidents of the United States, a semantic memory task, is similar in appearance to serial position functions observed in tasks that tap episodic memory. SIMPLE was developed initially to account for episodic memory regardless of the time scale, whether sensory memory, short-term memory, or long-term memory. In the case of episodic tasks, the application of the model was the same: Items are represented in terms of their time of presentation relative to the time of retrieval. The serial position function arises because items towards the end of the list are like near telephone poles: They have few close neighbors, and so are easier to discriminate from one another. Items towards the beginning of the list are like more distant telephone poles: They appear closer together and therefore have more close neighbors. In addition, the first and last items benefit from edge effects, the absence of a neighbor on one side.
For episodic memory tasks, it is appropriate to use time of presentation relative to the time of retrieval, as all items are directly experienced by the subject and because the experimenter has typically removed most or all other sources of systematic variation. For semantic memory tasks, however, having time as the primary dimension is not reasonable. Instead of order being represented on a temporal dimension, it is represented on a positional dimension. Other than this change in the underlying dimension, the model works the same in both cases. For example, Surprenant, Neath, and Brown (2006) fit SIMPLE to an episodic memory task involving recall of dissimilar-and similar-sounding items. In addition to the main dimension, they used one based on measured confusability of the to-be-remembered items to reflect the difference between the similar and dissimilar letters. Analogously, the current simulations used a second dimension to capture item distinctiveness, for which both Google page hits as well as familiarity ratings served.
This second dimension modulated the basic shape of the serial position function for certain presidents just as Surprenant et al.'s confusability dimension modulated the basic shape of the serial position function for certain letters.
It is important to remember that although the claim is that serial position functions in episodic and semantic memory can both be explained by the relative distinctiveness hypothesis and can both be fit by SIMPLE, this does not mean that a given manipulation must affect both systems in the same way. Consider the following example. Suppose that the list of to-be-remembered items were the names of the presidents of the United States.
In the episodic case, each item is shown for 1 second. In the control condition, the end of the list is followed immediately by the memory test. In the experimental condition, the test is delayed by 30 seconds of distracting (but not interfering) activity. We know that this manipulation will remove the recency effect (Glanzer & Cunitz, 1966; Postman & Phillips, 1965) . According to SIMPLE, this occurs because the items are represented on a temporal dimension. In the control condition, the last few items are like the nearest telephone poles, and have yet to recede into the distance. In the experimental condition, however, the 30 seconds of distractor activity compresses these items, making them more like telephone poles in the middle distance (see the simulation on page 548 of ). In the semantic task, however, the situation is different: A control group is asked to recall the presidents, and is then allowed to begin immediately. The experimental group is asked to recall the presidents, but is delayed from beginning for 30 seconds. SIMPLE predicts no difference because the presidents are represented on a positional --not temporal --dimension.
In the episodic memory literature, serial position functions observed in short-term settings and those observed in long-term settings were thought to differ. SIMPLE fits both using the same underlying dimension, the relative time between the presentation (or last rehearsal of the item; cf. Tan & Ward, 2000) and the time of retrieval (see . Similarly, serial position functions observed with free and serial recall were long considered to be quite different, requiring models devoted to just one task or the other. Again, SIMPLE offers the same basic explanation for both.
Although there are differences to be observed between serial and free recall, Brown, Chater, and Neath (2008; see also Bhatarah, Ward, Smith, & Hayes, 2009 ) have argued these apparent differences result from task demands (i.e., tending to output the last few items first in free recall but having to recall the first item first in serial recall), the tendency to use shorter lists for serial recall and longer lists for free recall, and the involvement of rehearsal processes, to name only a few.
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A similar argument can be made for episodic versus semantic memory: the basic explanation is the same in both tasks, and the same principle applies to both memory systems, but there are some differences that arise from the nature of the task. In the episodic task, a temporal dimension is used, whereas in the semantic task, a position dimension is used instead. The point is that although the underlying dimensions differ, the principles are the same in both cases. Roediger and Crowder (1976, p. 277) noted their "strong preference" to conclude that "episodic and semantic memory serial position functions reflect a common mechanism." The simulations reported here provide an existence proof that a model developed to account for episodic serial position functions can use the same processes to account for semantic serial position functions: Items that have more close neighbors in psychological space at the time of retrieval are less likely to be remembered than items with fewer close neighbors. SIMPLE can be seen as an instantiation of this relative distinctiveness principle, which is invoked as an explanation for serial position functions regardless of whether the task is thought to tap iconic memory, short-term memory, longterm memory, or semantic memory. As such, it provides further support for a view of memory in which there exist general principles that apply widely over different time scales, different tests, and different hypothetical underlying memory systems (Surprenant Table 1 Parameters used to fit data reported by Crowder (1993) 
Conclusions

