ABSTRACT. This paper studies point modules and line modules over the algebra de ned by E.K. Sklyanin in 17]. It was proved in 21] that the point modules are in bijection with the points of an elliptic curve E in P 3 together with 4 other points. Here it is proved that the line modules are in bijection with the lines in P 3 which are secant lines to E. The point and line modules are precisely the Cohen-Macaulay modules of multiplicity 1, and Gelfand-Kirillov dimension 1 and 2 respectively. Further algebraic properties of these modules are shown to be consequences and analogues of the geometric properties of the elliptic curve and the 4 points. For example, if two lines lie on a smooth quadric containing E, and they do not intersect, then the two corresponding line modules have the same annihilator. It is also shown that the Sklyanin algebra may be de ned in terms of the bilinear forms vanishing on a certain subvariety of P 3 P 3 .
Introduction.
The 4-dimensional Sklyanin algebra is the graded algebra A = C x 0 ; x 1 ; x 2 ; x 3 ] de ned by the six relations:
x 0 x i ? x i x 0 = i (x j x k + x k x j ) x 0 x i + x i x 0 = x j x k ? x k x j where (i; j; k) is a cyclic permutation of (1; 2; 3), and ( 1 ; 2 ; 3 ) 2 C 3 lies on the surface 1 + 2 + 3 + 1 2 3 = 0. (One also excludes a certain nite set of points on this surface { see x1 for details). This two parameter family of algebras was de ned and rst studied by E.K. Sklyanin in 1982 17] . Although the above succinct description of A su ces for the purposes of this introduction, an alternative "better" de nition (which explains the restriction on the i ) is given at the start of Section 1. There A will be de ned in terms of an elliptic curve C = , and a point 2 C = which is not of order 4. The purpose of this paper is to begin a study of the representation theory of A. All the results mentioned in the previous paragraph will play a key role in our analysis. Following the ideas in 2] and 3], we study three classes of A-modules: point modules, line modules and plane modules. These are de ned to be cyclic modules with Hilbert series (1 ? t) ?n where n = 1; 2; 3 respectively. Thus the Hilbert series of a line module is the same as that of the homogeneous coordinate ring of the projective line P 1 . The point modules were classi ed in 21]. They are in bijection with the points of a subvariety E S of P 3 , where E is a smooth elliptic curve, and S consists of 4 more points. If p 2 E S, we write M(p) for the corresponding point module. It is rather easy to see that plane modules are in bijection with the hyperplanes in P 3 . Thus our main interest is in line modules.
We will prove that the line modules are in bijection with the set of lines in P 3 which are secant lines of E (we note that E has no trisecants). If p; q 2 E, then M(p; q) denotes the corresponding line module. Both M(p) and M(q) are quotients of M(p; q), and the kernel of each of these surjections is again a line module. The line modules can also be characterized by their homological properties. They are precisely the Cohen-Macaulay modules of projective dimension 2, and multiplicity 1 (see x1 for de nitions).
As in 21] , the proof of these results is closely related to the geometry of E. The algebra A determines not just E S (as the space parametrizing the point modules), but 1 also an automorphism of E S. It is shown in 21] that j S = Id and j E is translation p 7 ! p + by a certain point 2 E.
For this paragraph, suppose that is of in nite order. Then the center of A is a polynomial ring C 1 ; 2 ] in the two central elements found by Sklyanin. The annihilator of M(p; q) is generated by a non-zero element 2 C 1 C 2 . Moreover, up to scalar multiples, depends only on p+q, so we write Ann M(p; q) = h (p+q)i. Furthermore, if r; s 2 E, then C (r) = C (s) if and only if either r = s or r+s = ?2 . As an indication of the parallels between the algebraic properties of A and the geometric properties of E P 3 we will prove that, if z 2 E is xed, then all the secant lines through p and z ? p lie on a common quadric containing E, and all the line modules M(p; z ? p) have a common annihilator.
The results are presented as follows. Section 1 begins with a de nition of the Sklyanin algebra, and shows that the de ning relations have a succinct geometric description. This way of viewing the relations, and the degree two central elements of A, will be extremely useful for us. Section 1 also contains background material on homological properties (e.g. the Auslander condition) and Hilbert series of graded algebras. Section 2 gives a homological classi cation of point, line and plane modules: they are precisely the Cohen-Macaulay modules of multiplicity 1. Section 3 examines the geometry of the secant lines of E, and the quadrics on which they lie. Section 4 proves that the line modules are in bijection with the secant lines of E. Section Acknowledgements. The rst author would like to thank the University of Washington for its hospitality while part of this work was carried out. The second author was supported in part by NSF grant DMS-8901890, and by a US-Israel Binational Science Foundation grant 88-00130. He thanks both organisations, and the Weizmann Insitute of Science and l'Universit e de Bretagne for their hospitality while part of this work was carried out. x1. Preliminaries. 1.1. The de ning equations of the Sklyanin Algebra.
We now de ne the Sklyanin algebra in a way which will be more useful than that given in the introduction. From our point of view (1.2b) below is the best way to de ne the Sklyanin algebra.
Fix, once and for all 2 C with Im( ) > 0, and write = Z Z . Let 00 ; 01 ; 10 ; 11 be Jacobi's four theta functions associated to , as de ned in Weber's book 24, p.71]. In particular, ab (z + 1) = (?1) a ab (z); ab (z + ) = exp(? i ? 2 iz ? ib) ab (z) and the zeroes of ab are at the points ( 1+b 2 ) + ( 1+a 2 ) + . Furthermore 11 is an odd function, and the other ab are even functions.
Fix, once and for all 2 C , such that is not of order 4 in C = . Whenever fab; ij; klg = f00; 01; 10g, de ne ab = (?1) a+b 11 ( ) ab ( ) ij ( ) k`( ) 2 ;
and set 1 = 00 ; 2 = 01 ; 3 = 10 : It is not di cult to show that these satisfy 1 + 2 + 3 + 1 2 3 = 0, and f 1 ; 2 ; 3 g \ f?1; 0; 1g = ;.
Let V be a 4-dimensional vector space with basis x 0 ; x 1 ; x 2 ; x 3 . De ne A to be the quotient of the tensor algebra T(V ), with de ning relations as in the introduction. Thus A = T(V )=I where I is the graded ideal generated by its six dimensional subspace of degree two elements, namely I 2 V V . There is another ideal in T(V ) which is important for us.
In 17] Sklyanin found two central elements in A 2 ; see also 21, x3.9]. It will be convenient for us to take these central elements to be any two of the following: (The hypothesis that = 2 E 4 ensures that none of the coe cients of the x 2 i is zero.) We will write Z 2 for the two dimensional space spanned by these elements, and de ne B := A=hZ 2 i to be the algebra obtained by quotienting out these elements. De ne J to be the kernel of the map T(V ) ! B. Thus J is generated by its 8-dimensional subspace J 2 I 2 .
For each ab 2 f00; 01; 10; 11g de ne g ab (z) = ab ab ( ) ab (2z) where ab = i = p ?1 ab = 00; 11 1 ab = 01; 10
De ne j : C = ! P(V ) = P 3 by j (z) = (g 11 (z); g 00 (z); g 01 (z); g 10 (z)) with respect to the homogeneous coordinates x 0 ; x 1 ; x 2 ; x 3 . Write E = j (C = (The hypothesis that = 2 E 4 ensures that none of the coe cients of the x 2 i is zero.)
We will show that the de ning relations of A have a succinct description in terms of the geometry of E. Consider V as linear forms on P(V ), and V V as bi-homogeneous forms on P(V ) P(V In this case we write gldim(A) = d: We say that A has nite injective dimension if the left and the right A-module A both have nite injective dimension. They are then equal (because A is noetherian) and we set = injdim(A). There is an example of an Auslander-Gorenstein algebra which is of particular importance for us. For simplicity assume that k is algebraically closed.
Let E be a smooth elliptic curve, L an invertible sheaf of degree 3 on E, a k-automorphism of E. As For the rest of Section 1 we make the following assumptions on A:
(a) the Proof. We rst show that M _ is CM. We have E i (E n (M)) = 0 if i < n by the Auslander condition and E n (E n (M)) 6 = 0 by (1.4). Thus j(M _ ) = n. We must prove E j (M _ ) = E j (E n (M)) = 0 if j > n. Recall the spectral sequence of (1. Since n (r ? 1) 6 = n, E n (r?1) (M) = 0. Hence E j+r;?n (r?1) r = 0 for all r 2 and it follows that E j;?n 2 = E j;?n 3 = : : : = E j;?n 1 = 0 for all j > n. Thus E j (E n (M)) = E j;?n 2 = 0 if j > n. Because From this remark and the fact that h A (t) = (1 ? t) ? , one obtains the equalities h M _(t) = (?1) ?n t ? h M (t ?1 ) and e(M _ ) = e(M) of (1.10).
We shall be interested in Cohen-Macaulay modules of multiplicity 1 over the Sklyanin algebra. It may be useful to recall the situation for a commutative polynomial ring in variables (which satis es the assumptions made after (1.9) which are in force for the remainder of this section). Because there seems to be no suitable reference we include a proof of the following: Throughout this section we will assume that A is a C ?algebra of nite global dimension containing a regular normalizing sequence f 1 ; 2 g; where 1 ; 2 2 A 2 are such that B := A=h 1 ; 2 i = B(E; ; L) (graded isomorphism) for some (E; ; L) with L of degree 4. As we noticed after (1.8) the Skylyanin algebra is an example of such a ring; also see the remark after (1.9).
Since h B (t) = (1 + t) 2 (1 ? t) ?2 = (1 ? t 2 ) 2 h A (t) we have h A (t) = (1 ? t) ?4 . By (c) The inequality is (1.5c). By x1:2, GKdimE q (M) = 4 ? q , j(E q (M)) = q , E q (E q (M)) is q-pure , F q M=F q+1 M 6 = 0 , M contains a submodule of GK-dimension 4 ? q. In view of these remarks we make the following de nition:
De nition. Let 
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The proof of Theorem 2.2 occupies the rest of x2. We shall examine separately the di erent types of modules. Because of the following consequence of (1.10) and (1.11), we will work with left A?modules unless otherwise speci ed. Corollary 2.3. The duality M ! M _ gives a bijection between left and right shifted plane, respectively line or point, modules. These modules are critical.
We rst investigate the case of plane modules. Proposition 2.5 below is a particular case of 3,x2.43]. For the convenience of the reader we include a proof of it in our setting.
We rst begin with a lemma taken from 3, x2.41]. We now consider the point modules. Remember that throughout this section we are assuming that A 2 contains a regular normalizing sequence f 1 ; 2 g such that A=h 1 ; 2 i := B = B(E; ; L).
Our next goal is to prove a converse of (2.8c). Two preliminary results are necessary before this is done in (2.12). Proof. Take x3. Quadrics and secant lines.
This section gives proofs of the following properties of the quadrics which contain E, and the secant lines of E. There is a pencil of quadric hypersurfaces containing E, and each point of P 3 nE belongs to a unique quadric in this pencil. Each line on one of these quadrics is a secant line of E, and every secant line lies on some (in fact, a unique) quadric in the pencil. There are exactly 4 singular quadrics in the pencil, say Q j (0 j 3). Each Q j may be characterized as the unique quadric which contains E and e j where e j is as de ned in x1.1. Furthermore, Q j is de ned by a rank 3 quadratic form so has a unique singular point, and that point is e j . If p2Q j then the line through p and e j is contained in Q j , so e j lies on in nitely many secant lines of E, and Q j is the union of all the secant lines of E which pass through e j . In contrast any point in P 3 n(E S) lies on at most two secant lines of E. Thus the points e j are in very special position relative to E: they are the only points in P 3 nE lying on in nitely many secant lines of E.
The map C = ! E described in the introduction xes the group law on E, and the identity element 02E. The group law is related to the geometry of the secant lines. Since E is a degree 4 curve, being an intersection of two quadrics, any hyperplane in P 3 meets E at 4 points (counted with multiplicity). The sum of these 4 points of E is zero, and conversely, if 4 points of E sum to zero then they are precisely the points of intersection (counted with multiplicity) of some hyperplane with E. Since E is not contained in any hyperplane, E has no trisecants, so a secant line meets E at two points (counted with multiplicity, where p2`\ E has multiplicity two if`is tangent to E at p). If p; q 2 P 3
we will write`p q for the line through p and q. The subgroup E 2 of E, of points of order 2, contains 4 elements. These elements may be labeled as ! j (0 j 3) in such a way that if p; q 2 E, then`p q passes through e j () p + q = ! j . In fact, Q j is the union of all the secant lines`p q such that p + q = ! j . Now suppose that Q is a smooth quadric in the pencil. Hence Q = P 1 P 1 and there are two families of lines on Q (all of which are secant lines of E). There is a point z 2 E (determined by Q up to sign) such that if p; q 2 E, then`p q lies on Q () p + q = z. Moreover, all those`p q such that p + q = z do not intersect, and`p q intersects`p0 q 0 () p + q = ?(p 0 + q 0 ).
All the results in this section are straightforward and rather elementary. In fact they are all well-known to the average 19th century geometer; see for example 16, Art. 347]. Hence the point of this section is to state these facts, and to provide proofs for the convenience of some readers.
If 0 6 = x 2 A 1 , then E meets the hyperplane x = 0 at 4 points, counted with multiplicity, and the corresponding degree 4 divisor on E will be denoted by (x) 0 = p 1 +p 2 +p 3 +p 4 : There will be potential for confusion, since the sum of points of E, in the group law on E, will also be denoted by p 1 Remark. It is easy to see that E has no trisecants. Suppose to the contrary thatì s a trisecant. Since E = X \ Y is an intersection of quadrics, the de ning equations of X and Y restricted to`are quadratic forms so either have two zeroes or vanish identically. However, by hypothesis they must have at least 3 zeroes, so we are forced to conclude that X \ Y = E. This is absurd.
Let g 1 and g 2 be any two (linearly independent) quadratic forms which de ne E.
To be de nite we can take g 1 and g 2 to be the functions so labelled in x1:1. For (b) Since p = 2 E, either g 1 (p) 6 = 0 or g 2 (p) 6 = 0. Hence there is a unique = ( 1 ; 2 ) 2 P 1 such that ( 1 g 1 + 2 g 2 )(p) = 0. Of course (c) is an immediate consequence of (b).
(d) The uniqueness of such a Q is guaranteed by (b). Set fp; qg =`\ E (counted with multiplicity), and note that each g vanishes at both p and q. Now x r 2`nE, and note that either g 1 (r) 6 = 0 or g 2 (r) 6 = 0. So there exists = ( 1 ; 2 ) 2 P 1 such that Proposition 3.4.
(a) For each j = 0; 1; 2; 3 there is a unique quadric, Q j say, which contains e j and E. (b) Each Q j is singular, of rank 3, and these are the only singular quadrics in the pencil of quadrics which contain E. (c) The only singular point on Q j is e j .
(d) If p 2 Q j then the line`p e j lies on Q j : Furthermore, every line on Q j passes through e j , and Q j is the union of the lines it contains. (e) For each j, Q j is the union of all those secant lines of E which pass through e j .
Proof. (a) This is a special case of (3.2b).
(b) Since E is not contained in any hyperplane, E can not be contained in any rank 2 quadric. Thus the de ning equation of Q j is the unique (up to scalar multiple) linear combination of g 1 and g 2 in which the coe cient of x 2 j is zero. This is the equation denoted by g j in x1.1.
A quadratic form q on P n , de nes a singular variety , rank(q) < n + 1. Hence a pencil 1 q 1 + 2 q 2 generated by two quadratic forms, contains n + 1 singular forms (given by the zeroes of the determinant of an (n + 1) (n + 1) matrix whose entries are linear in 1 ; 2 ). Hence in our situation there are 4 such, and these must be the Q j .
(c) Since rank(q j ) = 3 it has a unique singular point. Indeed, the singular point of This proves (b) for j = 0. The proof for j = 1; 2; 3 is similar. Finally, since 2 j = ! j , it is clear that p 2 j + E 2 , 2p = ! j . Proposition 3.7. Let p; q 2 E. The line`p q passes through e j if and only if p+q = ! j ; that is,`p q Q j , p + q = ! j .
Proof. ()) Suppose that e j 2`p q . If p = j , then (3.6b) implies that q = j also, whence p + q = 2 j = ! j . Suppose that p 6 = j . Then the lines`p q and` j e j are distinct and intersect at e j . Hence they are contained in a single plane. Therefore, by (3.1), p + q + j + j = 0, whence p + q = ! j .
(() Suppose that p + q = ! j . If p = j , then q = j too, so`p q is tangent to E at j , and (3.6b) shows this line passes through e j . Suppose that p 6 = j . Suppose that p + q = r + s. Since`0 0 \`r s = ;, if`0 0 \ E = fp; tg then p + t = r + s by (c)(i). Therefore t = q, so`0 0 =`p q , and`p q Q. The main result in this section is that the line modules are in bijection with the secant lines of E.
9). (c)(ii) This is (3.3). (c)(i) (()
Throughout this section u and v will denote linearly independent elements of A 1 , and a and b will denote non-zero elements of A 1 . We shall make frequent use of (1.1) Since p 1 + belongs to the right hand side of both (1) and (2), it belongs to the intersection of the left hand side of (1) Proof. By (1.2) (a v ? b u)(?) = 0 , av = bu. Hence we must show that there is at most one b 2 P(A 1 ) such that bu 2 Av (such b then uniquely determines a, and hence determines (a; b)2 P (A 1 A 1 ) ).
Consider u 2 A=Av. Since A=Av is a plane module, it is 3-critical. If bu 2 Av, there is a surjective map A=Ab ?! Au. Since A=Ab is also 3-critical, this map must be an isomorphism; hence b is unique up to (non-zero) scalar multiples. Remark. Iterating this proposition, M(p; q; r; s) contains a submodule isomorphic to M(p + n 1 ; q + n 2 ; r + n 3 ; s + n 4 ) if (n 1 ; n 2 ; n 3 ; n 4 ) 2 Z 4 satis es n 1 + n 2 + n 3 + n 4 Remark. The lemma does not apply to e i 2 S, because J 2 does not vanish at (e i ; e i ). In fact, if e i 2 S, then M(e i ) is not a B-module. Hence there are two cases in the proof of the following proposition, depending on whether or not p 2 E. Proof. Let p 2 E. There is a surjective map A=AW ! M(p), so it su ces to show that dim(A n+1 =A n W) = 1 for all n 1 (we did the case n = 1 in (5.1)). Since A=AW = B=BW it is enough to show that dim(B n+1 =B n W) = 1 for all n 1.
Let i : E ! P 3 be the inclusion, and let L = i O(1). De ne L n = L (L) : : : ( n?1 ) (L): By 21,x3], it follows that B n+1 =B n W is the cokernel of the map H 0 (E; L n ) W ! H 0 (E; L n+1 ) which is the restriction of the map
Note that W = H 0 (E; L(?p)). Hence we wish to show that the cokernel of the map
is of dimension 1. 
These spaces have dimensions 4n + 3, 4n + 4, and 1 respectively. Hence it su ces to prove that the cokernel of the map H 0 (L n ) H 0 (L(?p)
n and i = 0, to conclude that this cokernel is indeed zero (the hypothesis of Mumford's Theorem only needs to be checked for i = 1, and by degree arguments it is satis ed). Now suppose that p = e i 2 S. Let Remarks. 1 . If p + q = 2 E 2 , then`p q meets E S only at p and q, so the only point modules which are quotients of M(p; q) are M(p) and M(q). However, if p + q = ! i 2 E 2 , then`p q passes through the point e i 2 S, so M(e i ) is a quotient of M(p; q). This describes all the ways in which a point module can arise as a quotient of a line module.
2. Our notation obscures the fact that there is only one surjection (up to scalar multiples) from M(p; p) to M(p). This is implicit in the proof of (5. We will now show that C e 11 = C e 0 11 . By (6.1) there exists a central element 2 A 2 such that :M(p; q) 6 = 0. Then 0 6 = :e 00 2 M 2 . Since a point module associated to a point of E is a B-module, :M(p) = :M(q) = 0. Hence :e 00 2 Ae 01 \ Ae 10 . Let u; v 2 A 1 be such that`p q = V(u; v). Then u:e 00 = v:e 00 = 0. Since Ae 11 = M(p; q), we also have v:e 11 = u:e 11 = 0. On the other hand, if u:e 02 = ve 02 = 0, then`p +2 ;q?2 = V(u; v) =`p q ; this forces fp + 2 ; q ? 2 g = fp; qg which is impossible, since = 2 E 2 and p ? q = 2 Z:2 . Hence C e 11 is the unique 1-dimensional subspace of A 1 :e 01 which is annihilated by u and v. But, since is central, :e 00 is also killed by u and v, so C e 11 = C e 00 . Similarly, C e 0 11 = C e 00 . Thus C e 11 = C e 0 11 , and we can take e 0 11 = e 11 in the previous paragraph. Now M 2 = A 2 :e 00 = A 1 e 01 + A 1 e 10 = C e 02 + C e 11 + C e 20 . Since dim(M 2 ) = 3; fe 02 ; e 11 ; e 20 g is a basis for M 2 . Hence (a) is true for n = 2, and (b) is true for i + j = 2.
We proceed by induction. Suppose we have obtained e ij for all i + j n, that (a) is true for all m n, and that (b) is true for all i + j n. We apply the earlier arguments to A 1 :e i;n?i . This gives elements e i+1;n?i and e 0 i;n?i+1 in M n+1 such that A 1 :e i;n?i = C e i+1;n?i +C e 0 i;n?i+1 . The previous argument applied to A 1 e i;n?i and A 1 e i?1;n?i+1 shows that we can take e i;n?i+1 = e 0 i;n?i+1 . Hence we have elements e i;n?i+1 (0 i n+1), such that A:e i;n?i+1 = M(p+(n+1?2i) ; q?(n+1?2i) ) and A 1 :e i;n?i = C e i+1;n?i +C e i;n?i+1 .
(Notice that we needed to use the fact that p?q = 2 Z 2 ). Since M n+1 = A 1 :M n , it follows that fe 0;n+1 ; e 1;n ; e n;1 ; e n+1;0 g spans M n+1 , and since dim(M n+1 ) = n+2, it is actually a basis. This proves (a) for n + 1, and (b) for i + j = n + 1. Hence (a) and (b) follow by induction.
Remark. If p?q 2 Z 2 , then M(p; q) contains a submodule isomorphic to M(p 0 ; p 0 ) for some p 0 , and the arguments we have just used fail -indeed there is only one submodule of M(p 0 ; p 0 ) such that the quotient is isomorphic to M(p 0 ), so we are unable to obtain e 01 and e 10 as in the proof of the proposition.
The basis has the property that if 2A 2 is central, then :e ij 2 C e i+1;j+1 for all i; j (since annihilates every point module M(p) with p 2 E). We now study the nite dimensional simple quotients of point modules. First consider a graded algebra A = C A 1 A 2 generated by A 1 , with dim(A 1 ) < 1. We now return to the Sklyanin algebra, and observe that (5.9) applies to the 4 points e i , since e i = e i . Proof. It follows at once from the de ning relations that I i is a two-sided ideal, and that A=I i = C x i ]. It is obvious that I i Ann(M(e i ) 0 ), so the result follows. Remark. We will prove in (6.12) that the center of A=h i is a polynomial ring in one variable when is of in nite order. Theorem 6.3. Suppose that is of in nite order. Then the annihilator of a line module is generated by a non-zero homogeneous central element of degree 2.
Proof. Let p; q 2 E, and set I = AnnM(p; q). Since M(p) is a quotient of M(p; q), and AnnM(p) = h 1 ; 2 i by (5.9) we have I h 1 ; 2 i. By (6.1), there exists 0 6 = 2 A 2 central, such that 2 I. By the uniqueness of , we have I 6 = h 1 ; 2 i. However, A=h i is prime of GK-dimension 3, and since I is also prime (because M(p; q) is critical), we conclude that h i = I.
Write (p; q) for \the" element determined by (6.3) . Thus when is of in nite order AnnM(p; q) = h (p; q)i. The rest of this section is devoted to getting more precise information about (p; q). In particular, it will be shown that it depends only on p + q, so will be denoted by (p + q) once that has been done. Therefore, a v and b u both vanish at (e i ; e i ), as do all the elements of I 2 . Therefore ( P j x j x j )(e i ; e i ) = 0, so i = 0. But there is a unique (up to scalar multiple) non-zero central element in A 2 , whose coe cient of x 2 i is zero, namely (! i ). Hence av?bu = (! i ), up to a scalar multiple.
Our nal result, which completes the circle of ideas in this section, shows that every non-zero element of Z 2 annihilates some line module. The proof is rather unsatisfactory, because it does not show the real reason this happens. It would be good to nd another proof. One possibility is to describe the action of A on a general M(p; q) in an explicit way using the basis in (5.6). That would then allow one to explicitly calculate the action of the central elements i on the generator e 00 , and thus determine the annihilator (p + q).
The key technical points in the proof of (6.13) continuous.
We will denote the linear span of points p; q; r 2 P 3 by pqr:
Theorem 6.13. Every element of Z 2 annihilates some line module. Proof. We must show that the map E ! P(Z 2 ) = P 1 given by z 7 ! (z) is surjective. De ne an equivalence relation on E by z z 0 if either z = z 0 or z+z 0 = ?2 : The projection from e 0 to a general hyperplane in P 3 sends the singular quadric Q 0 , and hence E, to a smooth conic. By (3.4) and (3.6), the bres are z. Identifying the conic with P 1 , gives a morphism g : E ! P 1 . Hence the map z 7 ! g(z + ) is a morphism whose bres are precisely the equivalence classes. Thus E= = P 1 .
By (6.10) there is an injective map f : E= ! P(Z 2 ) given by f(z) = (z): Since we are working over C , P 1 is homeomorphic to the 2-sphere S 2 , so we have an injective map f : S 2 ! S 2 which we wish to show is surjective. If f is continuous, then f must be surjective. To see this, rst recall that a continuous bijective map from a compact space to a Hausdor space is a homeomorphism. If f is not surjective, then its image is contained in a disc S 2 ?fpg so there would be a copy of S 2 inside the disc. This is impossible. Hence the rest of the proof is devoted to showing that f : E= ! P(Z 2 ) is continuous. Let z; z 0 2 E. Our goal is to show that if z 0 is`close to z' then (z 0 ) is`close' to (z): Fix some p; q; r; s 2 E in general position, such that p + q = z. which are close to each other. But these lines are precisely (z) and (z 0 ) respectively. Hence the result.
