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表7　変化の信頼係数
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図7　変化の信頼係数
　プロージビリティ測度の図2と，この変化の信頼係数の図7を比べてみよう。プロージビリ
ティ測度はブートストラップ法を用いているため，図2には多少のゆらぎが見られ，また，分
布の情報がない分，変化の信頼係数より低い値になっている。右上がりの曲線で，基準となる
集団のジニ係数が0．30の場合より，0．25の場合の方が低い値となっていて，図7における変化の
信頼係数と同じような動きをしていることがわかる。したがって，プロージビリティ測度は変
化の信頼係数と類似の尺度であり，分布構造の変化を測る指標として妥当性があると考えられ
る。
6．結論
経済分析において，対象とする集団から得られたデータの分布型を特定化することは難しい。
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しかし，分布構造に変化があると判断するためには，何らかの指標を求め比較する必要がある。
さらに，その指標の信葱性を調べる必要がある。
　本稿では，ブートストラップ法を用いて，所得分布を例にとり，変化の信頼性を示す指標で
あるプロージビリティ測度を導入した。このプロージビリティ測度は，分布を特定する必要も
なく，2集団のデータ（時系列，またはクロスセクション）を比較する際に分布型が等しい必要
もない。プロージビリティ測度により，分布構造を示す指標の変化，あるいは差について，そ
の信懸性をふまえて結論を導くことは有用であろう。
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