Abstract-A Single Nucleotide Polymorphism (SNP) is a position in the genome at which two or more of the possible four nucleotides occur in a large percentage of the population. SNPs account for most of the genetic variability between individuals and mapping SNPs in the human population has become the next high priority in genomics after the completion of the Human Genome Project. In diploid organisms such as humans, there are two nonidentical copies of each autosomal chromosome. A description of the SNPs in a chromosome is called a haplotype. At present, it is prohibitively expensive to directly determine the haplotypes of an individual, but it is possible to rather easily obtain the conflated SNP information in the so-called genotype. Computational methods for genotype phasing, that is, inferring haplotypes from genotype data, have received much attention in recent years as haplotype information leads to an increased statistical power of disease association tests. However, many of the existing algorithms have impractical runtime for phasing large genotype data sets such as those generated by the international HapMap Project. In this paper, we propose a highly scalable algorithm based on entropy minimization. Our algorithm is capable of phasing both unrelated and related genotypes coming from complex pedigrees. Experimental results on both real and simulated data sets show that our algorithm achieves a phasing accuracy worse than but close to that of the best existing methods while being several orders of magnitude faster. The open source code implementation of the algorithm and a Web interface are publicly available at
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INTRODUCTION
S INCE the completion of the Human Genome Project has provided us with a blueprint of the DNA present in each human cell, genomics research is now focusing on the study of DNA variations that occur between individuals and on understanding how these variations confer susceptibility to common diseases such as diabetes and cancer. The most common forms of genomic variation are the so-called Single Nucleotide Polymorphisms (SNPs), that is, the presence of different DNA nucleotides or alleles at certain chromosomal locations. Close to 12 million common SNPs have been catalogued in the most recent build (126) of the dbSNP database maintained by NCBI (http://www.ncbi.nlm.nih. gov/projects/SNP/).
In diploid organisms such as humans, there are two nonidentical copies of each autosomal chromosome: one inherited from the mother and one inherited from the father. The combinations of SNP alleles in the maternal and paternal chromosomes are referred to as the individual's haplotypes. Although it is possible to directly determine the haplotypes of an individual by experimental techniques, such methods are prohibitively expensive and time consuming. In contrast, there are many cost-effective highthroughput techniques for determining the conflated SNP information called genotype, which specifies the identities of the two alleles at each SNP position, but does not assign the alleles to specific chromosomes for heterozygous SNP positions, that is, SNP positions at which the individual has two different alleles.
Since haplotypes determine the exact sequence (and, hence, function) of proteins encoded by the genes, finding the haplotypes in human populations is an important step in determining the genetic basis of complex diseases. For this reason, the computational inference of haplotypes from genotype data, known as the genotype phasing problem, has received much attention in the last few years, see, e.g., [2] , [3] , [4] , [5] for recent surveys.
Renewed interest in phasing algorithms is currently driven by the need to handle increasingly larger data sets. High-end genotyping platforms from Affymetrix and Illumina already allow typing over half a million SNP genotypes per experiment, with one million SNP genotypes per experiment expected in the very near future. Furthermore, due to decreasing genotyping costs, future association studies are expected to be comprised of thousands of typed individuals [6] . While many of the existing methods achieve a high haplotype reconstruction accuracy, their runtimes do not scale well with the number of SNPs and the number of typed individuals. In particular, all commonly used phasing methods are vastly inadequate for handling data sets of the size envisioned to be produced by the next generation of genome-wide association studies.
In this paper, we propose a highly scalable algorithm based on the entropy minimization principle that was previously proposed in the context of genotype phasing and haplotype missing data recovery by Halperin and Karp [7] . As will be shown in Section 2, entropy minimization can be viewed as the maximization of phasing likelihood under a simple count-based estimate of haplotype frequencies. Unlike the simple greedy algorithm employed in [7] , we use a local optimization algorithm which, in practice, results in genotype phasing with lower entropy. For phasing long genotypes, the local optimization algorithm is extended using a novel overlapping-window approach. Combined with a simple batched implementation, this results in a runtime that grows linearly with the number of SNPs and nearly linearly with the number of typed individuals. Comprehensive experiments on both real and simulated data sets show that the entropy minimization algorithm is orders of magnitude faster than existing phasing methods while still maintaining a phasing accuracy close to that of the best existing methods. We also describe in the paper the extension of our entropy minimization algorithm to genotype data coming from complex pedigrees. As genotyping costs decrease, association studies are likely to increasingly rely on analyses of genotype data from related individuals. Indeed, parent-child relationships can be exploited to reliably infer the haplotype phase for a substantial fraction of the SNPs based on the no-recombination assumption [6] . Consider, for example, a nuclear family (trio) composed of two parents and a child. Under the no-recombination assumption, each parent passes an entire chromosome to the child. That is, the child shares one haplotype with the mother and the other one with the father. The only situation when there is phasing ambiguity for a given SNP is when all three genotypes are either heterozygous or missing at that SNP. For example, in the CEU and YRI trio data sets of HapMap Phase I [8], the phase of only around 15 percent of the SNPs is ambiguous, while the phase of the remaining 85 percent of the SNPs can be inferred based on the no-recombination assumption. We believe that the ability to exploit the entire available pedigree information gives a distinct advantage to our algorithm. Simulation experiments reported in Section 4.4 show that incorporating increasing amounts of pedigree information improves not only the absolute accuracy of the entropy minimization algorithm (which is to be expected since the number of ambiguous sites is decreasing) but also its relative accuracy (meaning that a smaller percentage of ambiguous sites is incorrectly resolved). In fact, the results show that, for complex pedigrees, the accuracy of our algorithm may exceed that of much slower methods, which cannot take into account the full pedigree information.
The rest of this paper is organized as follows: In Section 2, we introduce some basic terminology and formalize the minimum-entropy phasing problem. In Section 3, we describe the local improvement algorithm for entropy minimization and its extensions to long genotypes and complex pedigrees. Finally, we present experimental results in Section 4 and conclude in Section 5.
PROBLEM FORMULATION
Following standard practice, in this paper, we restrict our attention to biallelic SNPs, which form the vast majority of known SNPs. In this case, a haplotype can be represented as a 0/1 vector typically by representing the most frequent allele as a 0 and the alternate allele as a 1. A genotype will be represented as a 0/1/2/? vector, where 0 (1) means that both chromosomes contain the 0 (1) allele, 2 means that the two chromosomes contain different alleles, and "?" means that allele identities are unknown. The allele at locus i of haplotype h is denoted by hðiÞ. Similarly, for a given genotype vector g, the genotype at locus i is denoted by gðiÞ.
We say that haplotype h is compatible with genotype g if gðiÞ ¼ hðiÞ whenever gðiÞ 2 f0; 1g. A pair of haplotypes ðh 1 ; h 2 Þ explains genotype g if h 1 ðiÞ ¼ h 2 ðiÞ ¼ gðiÞ whenever gðiÞ 2 f0; 1g and h 1 ðiÞ 6 ¼ h 2 ðiÞ whenever gðiÞ ¼ 2. For a given pair ðh 1 ; h 2 Þ that explains g, we say that h 1 and h 2 are complementing each other with respect to g.
We call a set of genotypes unrelated if there are no parentchild relationships between the individuals from which the genotypes were obtained. We next formalize the minimumentropy phasing problem for unrelated genotypes. Phasing of related genotypes is discussed in Section 3.4.
A phasing of a set of unrelated genotypes G, each of length k, is a function : G ! f0; 1g k Â f0; 1g k such that, for every g 2 G, ðgÞ is a pair of haplotypes that explain g. For a haplotype h and a phasing , the coverage of h under , denoted by cvgðh; Þ, is the number of genotypes g 2 G such that ðgÞ ¼ ðh; h 0 Þ or ðgÞ ¼ ðh 0 ; hÞ, with h 0 6 ¼ h, plus twice the number of genotypes g 2 G such that ðgÞ ¼ ðh; hÞ. Notice that, for a fixed phasing, the sum of all haplotype coverages is equal to 2jGj. As in [7] , [9] , we define the entropy of a phasing as
Halperin and Karp [7] introduced the following: Minimum-entropy phasing problem. Given a set G of unrelated genotypes, find a phasing of G with minimum entropy.
The use of entropy minimization in genotype phasing can be motivated by the following connection with likelihood maximization. For given haplotype probabilities p h , the log-likelihood of a phasing is
If p h is estimated by simply counting the number of times that h appears in , that is, p h ¼ cvgðh;Þ 2jGj , it can easily be seen that maximizing the log-likelihood LðÞ is equivalent to minimizing HðÞ.
ALGORITHM
Halperin and Karp [7] proposed a greedy algorithm for the related minimum-entropy set cover problem and showed that a variant of this algorithm can be applied to unrelated genotype phasing. However, the greedy algorithm cannot be directly applied to phasing long genotypes, that is, genotypes with large numbers of SNPs. As the number of SNPs increases, each haplotype becomes compatible with at most one genotype and, thus, all phasings result in the same entropy of À log 1 2jGj , rendering the entropy minimization objective useless. Furthermore, even for short genotypes, the entropy of phasings produced by the greedy algorithm in [7] can be significantly improved. Indeed, although greedy phasings are guaranteed to have an entropy of at most 3 bits larger than the optimum entropy, the optimum entropy for short genotypes is typically very small. In this paper, we use the entropy minimization objective within a local improvement framework. In Section 3.1, we describe the local improvement algorithm for phasing short genotypes of unrelated individuals. Then, in Sections 3.2 and 3.3, we describe the extension to phasing of long unrelated genotypes and discuss the time complexity of the algorithm. Finally, in Section 3.4, we describe the extension of the local improvement algorithm to the problem of phasing long genotypes of related individuals.
Short Genotype Phasing
We have implemented a simple local improvement algorithm for entropy minimization. Our algorithm, which we refer to as ENT, starts from a random phasing and then, at each step, it finds the genotype whose reexplanation yields the largest decrease in phasing entropy (see Fig. 1 ). The use of random initial phasings is justified by observing that a random phasing of a genotype with i heterozygous positions matches the real phasing with probability 2
Ài . For example, when phasing the children genotypes from the well-known Daly data set [10] , random phasing results in an average of 46 percent correct haplotypes over windows of five consecutive SNPs. We have also experimented with a version of the algorithm in which the initial phasing is obtained by running the greedy algorithm in [7] , which repeatedly chooses the haplotype h that explains the maximum number of unexplained genotypes. Preliminary experiments on simulated data [11] have shown that the use of random initial phasings yields convergence to final phasings with the same or a slightly lower entropy. This suggests that starting from the greedy initial solution traps the local optimization algorithm into a poorer local optimum.
We experimented with two tie-breaking rules in Step 2.1 of the algorithm: either picking the first or a random pair among pairs ðg; ðh 1 ; h 2 ÞÞ that yield the minimum Hð 0 Þ. Our experiments showed that both approaches yield phasings with similar entropies and accuracies. Also, the runtime of our algorithm was not influenced by the tie-breaking rule.
In all of the experiments reported in this paper, we used the first pair whenever we had to break a tie.
Long Genotype Phasing
A common approach to phasing long genotypes is to phase short nonoverlapping windows of the input genotypes and then stitch the resulting haplotypes by using various statistical approaches (for example, see [6] , [12] ). Recently, Eskin et al. [13] proposed a method that considers phasings over all possible short windows in conjunction with a dynamic programming algorithm that finds a global phasing that minimizes the number of disagreements with the local predictions. We also adopt a window-based approach to phasing long genotypes. Like [13] , our algorithm employs a set of short overlapping windows. However, instead of using all short windows as in [13] , we use a much smaller set of overlapping windows of fixed size. Specifically, each window consists of a set of l "locked" SNPs, which have been previously phased, and a set of f "free" SNPs, which are currently being phased. For each window, the phasing algorithm proceeds as described in Section 3.1, except that only reexplanations consistent with the already determined haplotypes of the locked SNPs are considered in the local improvement step (see Fig. 2 ).
The basic implementation of the ENT algorithm takes l and f as input parameters. We have also implemented variants of the algorithm which dynamically compute the number of locked, respectively, free, SNPs based on the input data. These variants pick l and f as large as possible, subject to the constraint that the numbers of ambiguous (heterozygous or missing) SNP genotypes in the locked, respectively, free, region of the current window do not exceed twice the number of genotypes. The number of free SNPs f is further constrained to disallow having more than seven ambiguous SNPs in the free region of any genotype.
To assess the effect of the windowing strategy (the number of free and locked SNPs) on the phasing accuracy, we conducted a set of experiments on a well-known data set from [10] . This data set contains 129 trios from a European population. Each individual was typed at 103 SNP loci in the 5q31 region of chromosome 5. The trio genotypes were used to infer as much as possible out of the "true" haplotypes of the children under the no-recombination assumption. We used the genotypes of the children as input to ENT and compared the obtained phase with the partially recovered "true" haplotypes. Fig. 3a shows the Relative Switching Error (RSE; see Section 4.1 for the definition) obtained by running ENT with the number of locked SNPs, which is varied between 0 and 9, and the number of free SNPs, which is varied between 1 and 9. As expected, the RSE is 50 percent for l ¼ 0 and f ¼ 1 since, for this setting of parameters, ENT simply produces a random phasing. As the numbers of free and locked SNPs are increased, the entropy minimization objective quickly becomes informative and the RSE decreases significantly, with the best results (an RSE of 6.18 percent) being obtained for l ¼ f ¼ 5 (the RSE is changing very little, that is, within a 1 percent range, when setting f and l to higher values). For this data set, the version that dynamically chooses both l and f yields a minimal RSE as well. Experiments performed on other data sets confirmed that automatically chosen f and l parameters consistently yield phasings with RSE close to that of the best variant. Therefore, we use this variant in the experiments presented in following sections.
To better understand the significance of using entropy minimization as the optimization objective for phasing short windows, we compared it with the objective of minimizing the number of distinct haplotypes used in the phasing. This so-called pure parsimony objective was introduced in [14] , which also proposes an exponential-sized integer linear program formulation. A more scalable branch-and-bound algorithm for pure parsimony was given in [15] and polynomial-sized integer linear programs were independently proposed in [16] , [17] . Fig. 3b shows that, for the considered window sizes, the RSE obtained with the pure parsimony objective is much worse than that obtained with entropy minimization.
Time Complexity
When phasing n unrelated genotypes over k SNPs, the algorithm in Fig. 1 is run on dk=fe windows. For each window, the algorithm evaluates at most n Â 2 f candidate pairs of haplotypes for finding the best pair in Step 2.1. Computing the entropy gain for each candidate pair takes constant time. Indeed, Hð 0 Þ differs from HðÞ in at most four terms corresponding to the haplotypes that can change their coverages, namely, the haplotypes explaining g in and 0 . Empirically, the number of iterations required in Step 2 of the algorithm in Fig. 1 is linear to the number n of genotypes (see Fig. 4 ), resulting in an overall runtime of Oðn 2 2 f k=fÞ. To reduce the number of iterations, we implemented a batched version of the algorithm in which multiple genotypes are reexplained in each iteration. In this version of the algorithm, an iteration starts by computing, for each genotype g, a pair ðg; ðh 
Phasing Related Genotypes
We have also extended the ENT algorithm to handle data sets consisting of related genotypes grouped into pedigrees. The algorithm for phasing a short window of related genotypes is similar to the one in Fig. 1 . For every window, we restrict the search to phasings that satisfy the norecombination assumption. To maintain this property throughout the algorithm, in each local improvement step, we reexplain all genotypes in a pedigree rather than a single genotype. If the entropy is computed based on the haplotype counts of all typed individuals, when rephasing a pedigree the algorithm may introduce significant biases in haplotype transmission rates. One way of avoiding this problem is to compute the entropy over an independent set of haplotypes such as the "founder" haplotypes, that is, haplotypes inherited from individuals not included in the pedigree. For example, in the case of a trio, computing the entropy over all haplotypes uses six haplotypes, while computing it over the founder haplotypes uses only the four haplotypes of the parents. We implemented both entropy computation methods and compared their accuracies on the CEU and YRI trio data sets from HapMap Phase I. As shown in Table 1 , for almost all chromosomes, computing the entropy over the founder haplotypes yields a slightly better accuracy. Therefore, in all of the remaining trio experiments, we use the founder-only entropy calculation.
An implicit representation of zero-recombination phasings for a fixed window can be found in Oðmn 2 þ n 3 log 2 n log log nÞ time by using a system of linear equations and an efficient method for eliminating redundant equations [18] . However, since the number zero-recombination phasings can be exponential, we chose to generate these phasings iteratively by using a backtracking strategy. Each pedigree is represented as a directed acyclic graph, with nodes representing genotypes and directed edges connecting parents to children. Nodes that have no incoming edges will be referred to as founder nodes. Two variants of backtracking were implemented. In the top-down variant, we generate the phasing for a pedigree starting from the founder nodes and then following a topological order. This assures that, when visiting a node, its parents are already visited. At each node, we only generate a phasing compatible with the existing parent haplotypes. Once the last node in a pedigree is phased, we compute the entropy gain and backtrack to previous nodes to explore other feasible phasings. The bottom-up variant (Fig. 5) iterates through feasible phasings in a similar manner, but starts the traversal from the nodes that have no outgoing edges, corresponding to individuals that have no children, and works its way up toward the founder nodes.
To speed up the enumeration of feasible phasings, for each node in the pedigree graph we generate two templates, representing the maternal and paternal haplotypes. These templates are incomplete haplotypes, containing only the alleles that can be unambiguously inferred from the genotype data (possible Mendelian inconsistencies are detected and reported when constructing these templates). Furthermore, after phasing the first window, we determine the grandparental status of the two haplotypes of each nonfounder node and only allow phasings consistent with this haplotype inheritance pattern in subsequent windows. If the algorithm encounters a window for which a phasing consistent with this pattern cannot be found (due either to the presence of a recombination event or poor initial choice of haplotype inheritance pattern), we repeatedly decrease the number of free SNPs by one unit until a feasible phasing can be found. The algorithm is then restarted with no locked SNPs and the computed phasing is used to infer a new haplotype inheritance pattern. Enumerating all feasible phasings of a pedigree P for a fixed window with f free SNPs requires Oð2 fjP j Þ time in the worst case for both backtracking variants. This bound is achieved when all SNP genotypes are missing and cannot be improved since there are Oð2 fjP j Þ feasible phasings in this case. However, on typical data, the number of feasible phasings and the runtime are much lower than as suggested by the worst-case bound. Despite having the same worstcase runtime, the bottom-up implementation was empirically found to be faster than the top-down variant. We compared the two variants on data sets containing between 6 and 60 trios from the combined CEU and YRI HapMap Phase II consensus data sets. These data sets contain approximately 3.5 million SNPs that are present in both the CEU and YRI populations. Genotypes for these SNPs were created by combining the reference phasing given on the HapMap Web site and therefore contain no missing data. The runtimes for the top-down and bottom-up versions of the ENT algorithm are summarized in Fig. 6 . While both runtimes increase nearly linearly with the number of trios, the bottom-up variant is over 10 times faster for each instance size tested. Since the two variants yield phasings with similar accuracies, all of the remaining experiments use the bottom-up variant of the algorithm.
EXPERIMENTAL RESULTS
Experimental Setup
The ENT algorithm was implemented as described in the previous section by using the C++ language. The experiments presented in this paper were conducted on a 2.8 GHz Pentium Xeon machine with 4 Gbytes of memory running the Linux operating system.
For our experiments, we used several data sets:
. HapMap Phase I data sets. HapMap [8] is a large international project seeking to develop a haplotype map of the human genome. We used two trio panels (CEU and YRI) consisting of 30 trio families, each from the HapMap Phase I release 16a. Since the HapMap genotypes for this release were not consistent with the reference haplotypes, we ran the compared methods on genotypes reconstructed from reference haplotypes, which resulted in genotypes with no missing data. . HapMap Phase II data sets. We used all three panels available in HapMap Phase II release 21: the two trio panels (CEU and YRI) and a combined panel consisting of all 90 individuals from the JPT and CHB populations. For these data sets, we ran the compared methods on the genotypes available on the HapMap Web site. Unlike the genotypes reconstructed for Phase I data sets, these genotypes contain a small percentage of missing data. Table 2 shows the number of SNPs and the percentages of heterozygous and missing SNP genotypes for each of the 22 autosomes in the HapMap Phase II data sets. . HapMap-based synthetic data sets. To allow for comparisons of methods that are too slow for handling full chromosome genotype data, Marchini et al. [6] have used the HapMap data to generate a large number of smaller simulated data sets (referred to as "real" in [6] ). The RT-CEU and RT-YRI trio data sets were obtained by selecting at random 100 1 Mbit regions from each one of the HapMap trio populations CEU and YRI. For each region, 30 new data sets were created by switching the allele transmission status in the parent genotypes of one of the trios (thus creating a plausible child genotype while introducing a minimal amount of missing data). A similar set of 100 data sets of unrelated genotypes RU were generated from random 1 Mbit regions from the CEU population by simply removing children genotypes. . Real data set from [19] . Data sets for which the haplotypes have been directly determined through molecular techniques such as cloning or strandspecific PCR are the ideal testbed for comparing the accuracy of haplotype inference methods. To test if the conclusions drawn from synthetic data sets remain applicable to real data sets, we used the data set in [19] , consisting of nine SNPs and 80 phased genotypes collected from unrelated individuals. Since the true haplotypes are not available for the HapMap data sets, we used as reference the haplotypes inferred by HapMap researchers using the PHASE haplotype inference program [20] . A haplotype inference method can disagree with the PHASE reference haplotypes in two ways. For a missing SNP genotype, the alleles inferred by the method can be different from those inferred by PHASE. For nonmissing SNP genotypes, the inferred alleles must necessarily agree, but they may be assigned to different haplotypes. We measure the first type of errors by using the Relative Genotype Error (RGE), defined as the percentage of missing SNP genotypes that are inferred differently from PHASE. In the case of trio data, a SNP genotype is not considered to be missing if it can be unambiguously inferred from the genotypes of the other members of the trio.
A commonly used measure for the second type of errors is the switching error, which, for a given genotype, measures the ratio between the number of times that we have to switch between the inferred haplotypes to obtain the reference haplotypes. An SNP genotype is called ambiguous if its phase cannot be fully inferred from the available data. In real data, a large fraction of SNP genotypes are nonambiguous, for example, homozygous SNPs or heterozygous SNPs for which other trio members are homozygous. Therefore, in this paper, we assess the phasing accuracy by using the RSE, defined as the number of switches needed to convert the inferred haplotype pairs into the reference haplotype pairs, expressed as the percentage of the total number of ambiguous SNPs. The positions where the SNP genotypes are missing are ignored in the computation of RSE since errors at these positions are separately accounted for by RGE.
Comparison with Other Methods
The first set of experiments was run on the HapMap Phase II data sets, comprised of three panels of 90 individuals each, typed at approximately 3.7 million SNPs (see Table 2 ). On these data sets, we compared ENT with two recent phasing methods, 2SNP and ILP, which are capable of (at least partially) handling such large data sets with reasonable time and memory requirements. 2SNP [21] is a phasing method based on genotype statistics collected for pairs of SNPs. ILP [22] employs a window-based approach for each window, minimizing the number of distinct haplotypes used for phasing by using an Integer Linear Programming approach. 2SNP handles the unrelated genotypes and trio data, while the ILP method is only able to handle the trio data. Table 3 gives the accuracy measures and the runtime of ENT, 2SNP, and ILP on the two trio populations from HapMap Phase II. ENT has the lowest RGE and RSE error rates. Using PHASE haplotypes as the ground truth, ENT accurately recovers, on average, more than 94 percent of the missing SNP genotypes for the CEU population and more than 90 percent for the YRI population. On average, the RSE of ENT is 1.51 percent for the CEU population and 1.94 percent for the YRI population, compared to over 20 percent RSEs for 2SNP and over 6 percent RSEs for ILP. ENT is orders of magnitude faster than the other two methods, requiring about half an hour for phasing the two trio data sets, compared to over 20 hours for 2SNP and over 16 days for ILP. Table 4 gives the accuracy measures and the runtime of ENT and 2SNP on the unrelated population (JPT+CHB) from HapMap Phase II. The missing entries in the table are due to the fact that the 2SNP method was unable to complete the phasing of larger chromosomes due to memory constraints. In the case of unrelated genotypes, ENT retains the speed advantage over 2SNP but yields phasings with a slightly lower accuracy.
Similar results were obtained on the HapMap-based synthetic data sets in [6] . Table 5 gives phasing accuracy results on these data sets for ENT and the widely used phasing programs PHASE [20] , [23] , [24] , fastPHASE [25] , HAP [26] , and HAP2 [27] . These methods are based on a variety of statistical and combinatorial techniques, including Bayesian inference, Expectation Maximization, Hidden Markov Models, Markov Chain Monte Carlo, and perfect phylogeny (for a description of how the original methods were extended to handle trio data, see [6] ). The accuracy on these data sets was measured using the three criteria introduced in [6] : switching error, incorrect genotype percentage, and incorrect haplotype percentage. The first measure is similar to RSE except that it is computed only for SNP loci for which real haplotypes could unambiguously be inferred from the original HapMap data. The incorrect genotype percentage is defined as the percentage of ambiguous single SNP genotypes (heterozygous or missing) that had their phase incorrectly inferred, while the incorrect haplotype percentage measures the percentage of ambiguous For all types of synthetic data sets, ENT produces phasings with an accuracy that is worse than but close to that of the much slower methods included in the comparison. We remark that Table 5 reflects the latest results available at http://www.stats.ox.ac.uk/~marchini/phaseoff.html. Accuracies reported for some methods and data sets are slightly different from those published in [6] due to inconsistencies discovered by the authors after the publication of this paper.
In Table 6 , we present the accuracy results for PHASE, fastPHASE, 2SNP, HAP, and ENT on the real data set in [19] , consisting of 80 unrelated genotypes for which the real haplotypes have been experimentally determined. For this data set, we report the same accuracy measures as in Table 5 , computed using as reference both the real haplotypes and the haplotypes inferred by PHASE. With respect to all three measures, the accuracy of ENT is worse than that of PHASE, fastPHASE, and HAP, but is better than that of 2SNP. Although PHASE is not 100 percent accurate, using the haplotypes that it inferred as a reference results in the correct relative ranking of the other methods.
However, the results in Table 6 suggest that using PHASE haplotypes as the ground truth leads to a slight underestimation of the true error rates.
Effect of Missing Data
In the second set of experiments, we assessed the accuracy of the four most scalable methods (ENT, 2SNP, ILP, and HAP) in the presence of varying amounts of missing genotype data. For these experiments, we used the trio populations of the HapMap Phase I release 16a, from which we randomly deleted 0 percent to 20 percent of the SNP genotypes. The results obtained for chromosome 22 are summarized in Table 7 . For low amounts of missing data, the ENT accuracy is similar to or better than that of the other three methods. For all methods, the error rates increase with the percentage of missing SNP genotypes. The ENT error rate seems to degrade faster than that of 2SNP and HAP, with HAP being the most accurate for 20 percent of missing genotypes. The 2SNP and ILP runtimes seem to be insensitive to the amount of missing data, while the ENT and HAP runtimes increase with the percentage of missing SNP genotypes. ENT remains much faster than the other methods, even for 20 percent of missing genotypes.
Effect of Pedigree Information
In the third set of experiments, we assessed improvements in accuracy due to the availability of pedigree information. Two synthetic data sets were created based on the HapMap Phase I CEU and YRI haplotype data for chromosome 22. Families with two parents and two children were created for each trio in these populations by starting from the reference Fig. 7 ):
. children genotypes treated as unrelated individuals, . two independent parent-child trios for each family (this allows parent genotypes to be phased differently in the two trios), and . one pedigree per family describing the full-inheritance pattern between the four members. Table 8 gives the child genotype phasing accuracy obtained by running the fastPHASE, 2SNP, HAP, ILP, and ENT algorithms on the three data sets, using each method with default parameters. Since there is no missing data in our HapMap Phase I genotypes, RGE is always equal to 0. To enable a meaningful comparison across the three scenarios, which result in different numbers of ambiguous SNP genotypes, in addition to RSE, we also report the average number of switches required to transform the inferred haplotypes of a child into the reference ones. The performance of ENT compared to that of the other methods is consistent with the results presented in Section 4.2. As expected, for all methods that can be run on multiple data sets (ENT, 2SNP, and HAP), the absolute accuracy (as measured by the number of switches per child) is improving with the amount of pedigree information. Interestingly, the relative accuracy measured by RSE also improves with the amount of pedigree information for ENT and HAP but not for 2SNP.
The ENT version that uses the full pedigree information outperforms all other methods. Including the full pedigree information also speeds up the ENT algorithm as it reduces the number of zero-recombination phasings that need to be enumerated in each local improvement iteration.
CONCLUSIONS
In this paper, we have presented a highly scalable algorithm for genotype phasing based on entropy minimization. Experimental results on large data sets extracted from the HapMap repository show that our algorithm is several orders of magnitude faster than existing phasing methods while achieving a phasing accuracy close to that of the best existing methods. A unique feature of our algorithm is that it can handle related genotypes coming from complex pedigrees, which can lead to significant improvements in the phasing accuracy over methods that do not take into account pedigree information. The open source code implementation of our algorithm and a Web interface are publicly available at http://dna.engr.uconn.edu/~software/ent/.
In our ongoing work, we are integrating the ENT algorithm with Hidden Markov Models of haplotype diversity to obtain scalable methods for genotype error detection, haplotype frequency estimation, and haplotypebased whole-genome disease association. 
