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Abstract
A key feature of integrable systems is that they can be solved to obtain exact
analytical solutions. In this thesis we show how new models can be found through
generalisations of some well known nonlinear partial differential equations including
the Korteweg-de Vries, modified Korteweg-de Vries, sine-Gordon, Hirota, Heisenberg
and Landau-Lifschitz types with joint parity and time symmetries whilst preserving
integrability properties.
The first joint parity and time symmetric generalizations we take are extensions to the
complex and multicomplex fields, such as bicomplex, quaternionic, coquaternionic and
octonionic types. Subsequently, we develop newmethods fromwell-known ones, such as
Hirota’s direct method, Bäcklund transformations andDarboux-Crum transformations to
solve for these new systems to obtain exact analytical solutions of soliton andmulti-soliton
types. Moreover, in agreement with the reality property present in joint parity and time
symmetric non-Hermitian quantum systems, we find joint parity and time symmetries
also play a key role for reality of conserved charges for the new systems, even though the
soliton solutions are complex or multicomplex.
Our complex extensions have proved to be successful in helping one to obtain
regularized degenerate multi-soliton solutions for the Korteweg-de Vries equation,
which has not been realised before. We extend our investigations to explore degenerate
multi-soliton solutions for the sine-Gordon equation and Hirota equation. In particular,
we find the usual time-delays from degenerate soliton solution scattering are
time-dependent, unlike the non-degenerate multi-soliton solutions, and provide a
universal formula to compute the exact time-delay values for scattering of N-soliton
solutions.
Other joint parity and time symmetric extensions of integrable systems we take are of
nonlocal nature, with nonlocalities in space and/or in time, of time crystal type. Whilst
developing new methods for the construction of soliton solutions for these systems, we
xiv
find new types of solutions with different parameter dependence and qualitative
behaviour even in the one-soliton solution cases. We exploit gauge equivalence between
the Hirota system with continuous Heisenberg and Landau-Lifschitz systems to see how
nonlocality is inherited from one system to another and vice versa.
In the final part of the thesis, we extend some of our investigations to the quantum
regime. In particular we generalize the scheme of Darboux transformations for fully time-
dependent non-Hermitian quantum systems, which allows us to create an infinite tower
of solvable models.
xv
Chapter 1
Introduction
The area of theoretical physics is the marriage of mathematics and physics with the
purpose of formulating mathematical descriptions of the reality we live in. A key area of
investigation is the modelling of natural phenomena and finding solutions to the models
obtained. For realistic systems, due to the natural nonlinearity and many factors
influencing the system, it is often difficult to find solutions and we usually have to resort
to numerical or perturbation methods to solve them. This is one of the most important
motivations for the study of integrable systems. The speciality and main aspect of
integrable systems are that they can be solved to obtain exact analytical solutions, which
are rare and powerful. They form the basis of finding numerical or approximate
solutions in perturbation theory for new realistic models we find. Hence, the increasing
interest to look not only at new solutions for some typical or representative models, but
also to discover new integrable systems.
Over the past two decades, an immense amount of investigations has been done for
non-Hermitian systems with joint parity and time symmetries [21]. The interest comes
from breaking the long-held belief from quantum mechanics that only Hermitian
systems ensures unitary time evolution and possess real energies. Non-Hermitian
systems with joint parity and time symmetries were also found to possess real energies.
It is the interest of this thesis to explore how these symmetries can help us develop new
classical nonlinear integrable models of complex, multicomplex, degenerate and
nonlocal types, then extending to continuous spin models and the quantum regime for
investigations of time-dependent non-Hermitian systems.
In Chapter 2 we present a very brief selective history of the vast and rich area of
classical integrable systems and list some of the key equations to be investigated in this
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thesis. Following on, we give a short introduction also to joint parity and
time-symmetric non-Hermitian systems. In the second part of the chapter, we give a
review for various types of well-established methods developed over the years in
integrable systems for the construction of soliton solutions, that forms the foundation of
a large part of our work.
Our story begins in Chapter 3 [33, 30] on the investigation of complex extensions to
some well-known real nonlinear integrable systems. Integrability is a very delicate
property; usually taking deformations destroys this property. However, we show under
some particular complex joint parity and time-symmetric deformations, new models can
be constructed from real integrable ones, which preserves integrability properties.
Utilising well-established construction methods to construct soliton solutions, we derive
new complex soliton solutions for these systems. In particular, despite the solutions
being complex, the resulting energies are real, hence physically meaningful, and we
present the argument for this.
After carrying out work in the complex regime, a good question to ask at this point
is, what are the results and properties of higher order complex extensions, for example
with bicomplex, quaternionic, coquaternionic and octonionic types? In Chapter 4 [35],
we take the extensions for those and develop further models of multicomplex types. In
particular with the investigation of solution methods, new methods and solutions are
developed using idempotent bases and a ’combined’ imaginary unit for noncommutative
extensions. Here, we find fascinating properties associated with spectral parameters and
also reality of conserved quantities.
In Chapter 5, we provide an application for complex soliton solutions from Chapter
3. In particular, we see in this chapter how extensions to the complex domain can even
help regularise singularities that come about when taking degeneracies of real
multi-soliton solutions i.e. a single spectral parameter multi-soliton solution, through a
review for the Korteweg-de Vries equation following [41]. Inspired by the success of this
application, we are led to investigate degeneracy for the sine-Gordon equation [29].
However, in the sine-Gordon case, we are lucky to find no singularities are developed
when taking degeneracies of real multi-soliton solutions. Nevertheless, we develop an
easier and a much more convenient method of producing degenerate solutions, which is
a new recursive formula. Furthermore, we obtain new degenerate solutions with Jacobi
elliptic and theta functions. It is one of the defining features of classical multi-soliton
solutions to nonlinear integrable equations that individual one-soliton contributions
2
maintain their overall shape before and after a scattering event. The only net effect is
that they are delayed or advanced in time as a result of the scattering with other solitons
when compared to the undisturbed motion of a single one-soliton solution. For
non-degenerate multi-soliton solutions, time-delays tend to some constant in the
asymptotes. Investigating this feature for degenerate multi-soliton solutions, time-delays
are found to be time-dependent. Moreover, a universal formula for time-delays is shared
between the Korteweg-de Vries and sine-Gordon cases [30, 29].
Another interesting example of degeneracy to think about is in the Hirota equation,
which can be seen as a joint parity and time-symmetric extension of the nonlinear
Schrödinger equation, and is already a complex system. We investigate in Chapter 6
[34] the degeneracy for this equation and compute new degenerate soliton solutions.
Conducting detailed analysis of scattering and asymptotic properties, interesting
scattering behaviours are found, and although the time-delays are time-dependent, they
are no longer of the same universal form as for the Korteweg-de Vries and sine-Gordon
cases.
Chapter 7 [31] presents some new types of models from various transformations
with a combination of parity and/or time-symmetries. As a result, new Hirota systems
are found that are ’nonlocal’ in space and/or in time, whilst retaining integrability
properties. We also develop here new methods which implement nonlocality to find
’nonlocal’ solutions. In particular, unlike the local case, we discover there two types of
solutions for the nonlocal scenario.
Interestingly, the nonlinear Schrödinger equation is related with the continuous
Heisenberg spin model through a gauge equivalence. Knowing that the Hirota equation
is an extension of the nonlinear Schrödinger equation, it is a natural step to extend our
investigations to look at the connection with an extended continuous Heisenberg spin
model and an extended Landau-Lifschitz model forming the work in Chapter 8 [32].
Independently from the Hirota case, we also develop new methods to construct
solutions for ’nonlocal’ extended continuous Heisenberg and Landau-Lifschitz
equations. Then we extend the gauge equivalence for our new nonlocal Hirota systems
and their solutions to find the corresponding gauge equivalence in the spin models and
vice versa.
Up to now, we have only focused our investigations on the classical regime. In
Chapter 9 [36], we move into the quantum regime, looking at fully time-dependent
non-Hermitian quantum systems. In particular, we develop a new scheme utilising
3
Darboux transformations from our classical investigations and the Dyson equation to
construct a hierarchy of solvable time-dependent joint parity and time-symmetric
non-Hermitian potentials. Extensions of the scheme to Lewis-Riesenfeld invariants are
presented, which are sometimes useful tools for solving time-dependent quantum
systems. As a result, we obtain a powerful scheme, presenting us with various paths to
build a solvable hierarchy of time-dependent non-Hermitian potentials, which we can
choose from depending which path is easier.
4
Chapter 2
Integrability, PT -symmetry and
soliton solution methods
2.1 Classical Integrability
The early notion of integrable systems dates back to the mid 19th century in the sense
of Liouville integrability. Liouville’s theorem states that given a Hamiltonian system on a
2n dimensional phase space (n being a finite number), if we are able to find n number of
independent conserved quantities in involution, then the system can be solved analytically
by quadratures [113, 11].
Towards the end of the 19th century, the experimental discovery of the solitary wave
by Russell [146], a wave which behaves like a particle, preserving speed and shape as it
travels, along with theoretical work of Boussinesq and Rayleigh [25, 145], Korteweg and
de Vries [102] to describe such a phenomenon was the start of the development on the
theory of integrability for Hamiltonian systems with infinitely many degrees of freedom,
in particular integrable nonlinear partial differential equations (NPDEs). Since the
1960s, extensive work has been done in the area of integrable NPDEs. In 1965, Zabusky
and Kruskal carried out numerical investigations to look at scattering of multi-soliton
solutions to the Korteweg-de Vries (KdV) equation [174]. A interesting property they
discovered was that after scattering, each multi-soliton constituent preserved its speed
and shape apart from a phase difference. Later, Gardner, Green, Kruskal and Miura
developed what we now call the inverse scattering transform to solve the KdV equation
for exact soliton solutions [74]. In 1972, Wadati and Toda computed the exact form of
phase shifts from scattering, generally for a N-soliton solution (N arbitrary) [166].
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Meanwhile, many other new methods were being developed to find exact analytical
solutions for the KdV and other NPDEs and there have been a lot of discussions around
different types of definitions of integrability and there is in general no complete one
definition. Some common, necessary characteristics of integrability for NPDEs includes
possessing:
1. An infinite number of conserved quantities [126, 152].
2. Lax pair representation [74, 110, 152].
3. Exact analytical soliton solutions [74, 84, 106, 121].
4. Infinitely many local commuting symmetries [123].
Before we move on to introducing joint parity and time (PT ) symmetries, we list first
various well-known integrable NPDEs that will form the basis for development of new
integrablemodelswithPT -symmetric deformations. Some of the systemswewill explore
are:
The Korteweg-de Vries (KdV) equation
ut   6uux   uxxx  0 (2.1)
This equation was first theoretically developed by Boussinesq and Rayleigh and
later Korteweg and de Vries [25, 145, 102]. It is famous for describing shallow
water waves.
The modified Korteweg-de Vries (mKdV) equation
vt   24v2vx   vxxx  0 (2.2)
In 1968, the Miura transformation was found to relate the KdV equation with the
mKdV equation [124]. In Chapter 3, we present the map between (2.1) and (2.2).
The sine-Gordon (SG) equation
φxt  sinφ (2.3)
The SG equation was first discovered by Bour [24] in mathematics in the context
pseudospherical surfaces in differential geometry. Later, this equation proved to
6
be of great physical significance in other areas such as particle physics [141] and
Josephson junctions [92].
The Hirota equation
iqt   α
 
qxx  2q2r
  iβ pqxxx  6qrqxq  0, (2.4)
with r  q is the Hirota equation [87], which reduces to the nonlinear
Schrödinger (NLS) equation for β  0 and complex mKdV equation for α  0.
The Hirota equation is a higher order extension of the NLS equation originally
proposed by Kodama and Hasegawa [100] to model high-intensity and short
pulse femtosecond wave pulses.
The extended continuous Heisenberg (ECH) equation
St  iα
2
rS, Sxxs  β
2
 
3S3x   S rS, Sxxxs

(2.5)
The ECH equation, where S as a 2  2 matrix of SUp2q type, is the first member
of the corresponding Heisenberg hierarchy [168]. For β  0, it reduces to the
well-known continuous limit of the Heisenberg spin chain [134, 105, 162, 160].
The extended Landau-Lifschitz (ELL) equation
ást  αás ásxx  3
2
β pásx  ásxq ásx   βáspás ásxxxq (2.6)
The ELL equation is an interesting vector variant of the ECH equation (2.5) with
many physical applications that arises when decomposing S in the standard
fashion as S  ás  áσ with Pauli matrices vector áσ  pσ1, σ2, σ3q. For β Ñ 0 this
equation reduces to the standard Landau-Lifschitz equation [108, 17].
2.2 Joint parity and time (PT ) symmetry
In quantum mechanics, it is well-known that Hermitian systems possess real
energy eigenvalues and have unitary time evolution/conservation of probability.
These are closed systems, which are isolated and do not have any interaction with
their environment. The other case are open systems, which do interact with their
environment and probability is not conserved in the system. These systems are
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termed non-Hermitian and have been long known to describe dissipation with
generically complex energy eigenvalues.
In 1998, Bender and Boettcher discovered a wider class of quantum systems
which can possess real energy eigenvalues, under the restriction ofPT -symmetry
[19]. In particular, they discovered a range of non-Hermitian Hamiltonians with
PT -symmetry of the form
H  p2   x2pixq,  ¡ 1 (2.7)
possessing real energy eigenvalues. Here, PT -symmetry implies that the
Hamiltonian is invariant under the action of the PT operator defined as
P : xÑ x, pÑ p, (2.8)
T : iÑ i, pÑ p, (2.9)
PT : iÑ i, xÑ x, pÑ p. (2.10)
The conjugation of the i, for instance can be made plausible by requirement of the
canonical commutation relation to be satisfied, i.e.
PT : rx, ps  i~Ñ rx, ps  i~. (2.11)
Note that when taking the time-dependent Schrödinger equation, the T -operator
will also involve t Ñ t for operators involving t. For the full time-dependent
case where we have an explicit time-dependence such as in Chapter 9, we must
be careful in distinguishing whether t is part of a quantum mechanical operator
or just a classical parameter. In the latter case, we do not take tÑ t [58, 23, 36].
Reality of energy eigenvalues is the first indication that there is a possibility for
a non-Hermitian PT -symmetric systems to be a consistent quantum mechanical
system. The reasoning for reality of energy eigenvalues fromPT -symmetry could
be explained by an argument already presented byWigner in 1960 [171]. The PT
operator is actually a special case of an antilinear operator, which is some operator
A, with the properties
(1) Apf   gq  Af   Ag ,
(2) Apcfq  cAf ,
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where f and g are any functions and c, an arbitrary complex constant with c
denoting its complex conjugate. If we take a Hamiltonian H , with eigenstates ψ,
eigenvalues E and it satisfies the conditions
(1) rH,As  0 ,
(2) Aψ  ψ ,
then
Eψ  Hψ  HAψ  AHψ  AEψ  EAψ  Eψ.
Hence, we have proved when the Hamiltonian and its eigenfunctions are both
invariant under the PT operator, real energy eigenvalues are obtained. We call
this the unbroken PT regime.
When the Hamiltonian is invariant under the PT operator, but the
eigenfunctions are not PT invariant, we no longer have real eigenvalues.
Instead, we have conjugate pairs of eigenvalues and we are in the broken PT
regime. The critical points where there is a transition from the unbroken to the
broken PT regime and real eigenvalues coalesce in the parameter space, are
called exceptional points [94, 83].
For the unbroken PT regime, with real eigenvalues, we now have a new
possibility of finding meaningful quantum mechanics from non-Hermitian
systems. To show a PT -symmetric non-Hermitian system is a consistent
quantum mechanical theory, one needs also to have unitary time
evolution/conservation of probability and a well-defined inner product with
completeness for the Hilbert space of the system.
In Hermitian systems, Hermiticity guarantees orthogonality. For unbroken
PT regime, since HPT  H , the natural choice of an appropriate metric for the
construction of a well-defined inner product would be the PT inner product
xψm|ψnyPT :
»
ψmpxqψnpxqdx. (2.12)
Taking ψm, ψn to be eigenfunctions with eigenvalues λm, λn respectively, the
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orthogonality condition is satisfied as
xψm|HψnyPT 
@
HPT ψm
ψnDPT , (2.13)
xψm|λnψnyPT  xλmψm|ψnyPT ,
pλn  λmq xψm|ψnyPT  0,
hence
xψm|ψnyPT  0 for m  n. (2.14)
For m  n, we need the inner product to be positive definite, which may not
always be the case. To remedy this, Bender, Brody and Jones [22] introduced the
operator CPT where C, with properties similar to the charge-conjugation operator,
will cancel the negativity from negative normed states by multiplying them with
1. This provides us with positive definiteness
xψm|ψnyCPT (2.15)
and hence the completeness relation¸
n
|ny xn|CPT  1. (2.16)
The calculation for the C operator is generally a difficult problem as it relies on
knowledge of the complete set of eigenfunctions. One can use perturbation theory
to find C, utilising properties of the C operator such as being another symmetry
of the Hamiltonian and commuting with the PT operator
C2  1, rH, Cs  0, rC,PT s  0. (2.17)
Finally, we also have unitary time evolution with U  eiHt under the CPT
metric and hence probability is conserved
xψptq|ψptqyCPT 
@
eiHtψp0qeiHtψp0qDCPT (2.18)

A
ψp0q
eiHCPT teiHtψp0qE
CPT
 xψp0q|ψp0qyCPT
where
iψt  Hψ with ψptq  eiHtψp0q. (2.19)
Therefore, we have found a well defined, positive definite inner product for aPT -
symmetric system to be the CPT inner product.
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An alternative approach to find the CPT metric is to use the more general
concept of quasi/pseudo-Hermiticity [139, 53, 150, 129, 127, 128, 130]. The key
idea is to find an operator η such that it becomes a similarity transformation
operator for the non-Hermitian Hamiltonian H with a Hermitian Hamiltonian h
h  ηHη1  pη1q:H:η:  h: ô H:  ρHρ1, (2.20)
where ρ  η:η is Hermitian, invertible and positive definite. The eigenfunctions φ
and ψ of h and H respectively are related by
φ  ηψ. (2.21)
In addition, as H and h are related by a similarity transformation, both
Hamiltonians have the same eigenvalues.
We can prove when taking ρ as the newmetric,H is Hermitian with respect to
the metric since
xψm|Hψnyρ :
@
ψm
η:ηHψnD  @φmh:φnD  @Hψmη:ηψnD  xHψm|ψnyρ.
Therefore, eigenvalues are also real, eigenfunctions are orthogonal and we have a
well-defined inner product, hence a consistent quantum mechanical framework.
Taking a PT -symmetric non-Hermitian Hamiltonian the metric is
ρ  PC, (2.22)
since we can show
ρ1H:ρ  H  pCPT qHpCPT q1  pPCq1H:pPCq,
and the C operator is
C  ρ1P . (2.23)
The study of PT -symmetry has grown tremendously over the past two
decades in many areas of physics, including the classical side, which we will
make a contribution to in this thesis.
Soliton solution methods
NPDEs are generally difficult to solve due to their nonlinearity. Over the
years, different methods have been investigated to help us construct exact
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analytical soliton solutions for various NPDEs. In the following sections, we will
introduce various well-known methods that will form the basis for development
of new methods to solve new NPDEs.
2.3 Hirota’s direct method (HDM)
HDM was first developed by Hirota in 1971 [84] to directly construct exact
N-soliton solutions for the KdV equation. Later, this method was developed for
many other NPDEs, some of which we will explore, such as the mKdV [85], SG
[86], Hirota [87] equations. Given aNPDE, the key idea is to convert the nonlinear
problem to a bilinear one through a transformation of the dependent variable.
Then using the Hirota D-operator definition along with the various properties
and identities arising from it, we can transform ordinary derivatives to Hirota
derivatives. The resulting equation(s) will be called Hirota bilinear equation(s).
Before we present some examples, let us first present the definition of Hirota
D-operator and some of its properties.
Hirota D-operator for one independent variable
The Hirota D-operator for functions f and g of one independent variable x reads
Dnxpf  gq 
Bn
Bynfpx  yqgpx yq

y0
. (2.24)
Recalling the Taylor expansion for functions fpxq and gpxq of one independent
variable x around points y andy respectively andmultiplying them together, we
can rewrite the Taylor expansion of a product of two functions using the definition
of the Hirota D-operator as a generating function, that is
fpx  yqgpx yq 
8¸
n0
yn
n!
Dnxpf  gq  eyDxf  g . (2.25)
With this, we can explicitly write out the first few Hirota derivatives.
Dx pf  gq  fxg  gxf , (2.26)
D2x pf  gq  fxxg  2fxgx   fgxx , (2.27)
D3x pf  gq  fxxxg  3fxxgx   3fxgxx  fgxxx , (2.28)
D4x pf  gq  fxxxxg  4fxxxgx   6fxxgxx  4fxgxxx   fgxxxx . (2.29)
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More generally, the derivatives can be written similarly to the Leibniz rule, but
with alternating signs
Dnx pf  gq 
n¸
k0

n
k


p1qk B
nk
Bxnk
fpxq B
k
Bxk
gpxq . (2.30)
Let us now consider some properties and identities of the Hirota D-operator,
which will help us to convert our NPDEs to Hirota bilinear equation(s).
• Property one
Due to the alternating signs of the Leibniz rule (2.30), switching the order of
the functions fpxq and gpxq, we find the property
Dnx pf  gq  p1qnDnx pg  fq , (2.31)
obtaining also
D2n1x pf  fq  0 . (2.32)
• Property two
Take the Taylor expansions of function fpxq around points y and y, then
applying the logarithm on the expansions and adding them together yields
ln rfpx  yqfpx yqs  ey BBx ln fpxq   ey BBx ln fpxq , (2.33)
 2 cosh

y
B
Bx


ln fpxq .
In addition, the left hand side of (2.33) can also be expressed as
ln rfpx  yqfpx yqs  ln

1
2
eyDxf  f   1
2
eyDxf  f

, (2.34)
 ln rcosh pyDxq pf  fqs .
As a result, we obtain the following property in terms of cosh functions
2 cosh
 
y BBx

ln f  ln rcoshpyDxq pf  fqs . (2.35)
Taylor expanding the cosh functions on the right- and left-hand sides of (2.35)
and comparing the coefficients of the y terms, we can obtain the following
identities:
2B2x ln f  D
2
xpf fq
f2
, (2.36)
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2B4x ln f  D
4
xpf fq
f2
 3

D2xpf fq
f2
	2
. (2.37)
Identities for higher order derivatives may be derived similarly.
Hirota D-operator for two independent variables
The Hirota D-operator for functions fpx, tq and gpx, tq of two independent
variables reads
DnxD
m
t f  g  Bny Bms f px  y, t  sq g px y, t sq

ys0 . (2.38)
Using this definition and looking at the Taylor expansions of the functions
fpx, tq and gpx, tq with two independent variables x and t around points py, sq
and py,sq respectively, then multiplying together, the Taylor expansion can be
rewritten in terms of Hirota derivatives as
fpx  y, t  sqgpx y, t sq 
8¸
k0
1
k!
pyDx   sDtqk pf  gq , (2.39)
 eyDx sDt pf  gq .
From definition (2.38) or Taylor expansion of (2.39), we also have the following
Hirota derivatives
DxDt pf  gq  fxtg  fxgt  ftgx   fgxt , (2.40)
Dt pf  gq  fgt  ftg . (2.41)
Letting g  f , equation (2.40) produces the following identity for a function of
two variables
2BxBt ln f  DxDtpf fqf2 . (2.42)
With these definitions and properties, we can convert ordinary derivatives into
Hirota derivatives and vice versa. Subsequently, this allows us to convert NPDEs
into Hirota bilinear equation(s), which we shall see in the following.
2.3.1 Hirota bilinear equation for the KdV equation
Applying the logarithmic transformation u  2pln τqxx to the KdV equation
(2.1), a bilinear form is obtained, as follows:
2 pln τqtxx   24 pln τqxx pln τqxxx   2 pln τqxxxxx  0 . (2.43)
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Integrating and taking the integration constant to be zero for soliton solutions
leads to
pln τqtx   6 rpln τqxxs2   pln τqxxxx  0 . (2.44)
Then using Hirota properties (2.36) and (2.37), (2.42) transforms the bilinear
form into the Hirota bilinear equation
DxDtpτ  τq
τ 2
  3

D2xpτ  τq
τ 2
2
  D
4
xpτ  τq
τ 2
 3

D2xpτ  τq
τ 2
2
 0 , (2.45) 
D4x  DxDt
 pτ  τq  0 . (2.46)
2.3.2 Hirota bilinear equation for the mKdV equation
Similarly, but using an arctangent transformation
v  Bx arctan
 τ
σ
	
, (2.47)
 1
1    τ
σ
2 τxσ  σxτσ2 ,
 Dxpτ  σq
τ 2   σ2 ,
the mKdV equation (2.2) becomes
Bt

Dxpτ  σq
τ 2   σ2

  24

Dxpτ  σq
τ 2   σ2
2
Bx

Dxpτ  σq
τ 2   σ2

  B3x

Dxpτ  σq
τ 2   σ2

 0 , (2.48)
which can be simplified to,
pσ2   τ 2q  D3x  Dt pτ  σq  3pDxpτ  σqq D2xpτ  τ   σ  σq  0 . (2.49)
Taking the following two Hirota bilinear equations to solve 
D3x  Dt
 pτ  σq  0 , (2.50)
D2xpτ  τ   σ  σq  0 , (2.51)
is a particular way to obtain soliton solutions.
2.3.3 Hirota bilinear equation for the SG equation
Letting the variable transformation be φ  4 arctan τ
σ
and using Hirota
properties with some trigonometric identities, the left hand side of SG equation
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(2.3) becomes
φxt  4
B
Bt
B
Bx arctan
τ
σ
, (2.52)
 4pσ
2   τ 2q pτxσ  σxτqt  pτxσ  σxτq pσ2   τ 2qt
pσ2   τ 2q2 .
Then taking θ  arctan τ
σ
, which gives cos θ  σ?
σ2 τ2 and sin θ  τ?σ2 τ2 , the right
hand side of SG equation (2.3) becomes
sinφ  sin

4 arctan
τ
σ
	
, (2.53)
 2 p2 sin θ cos θq  cos2 θ  sin2 θ ,
 4 pσ
2  τ 2q τσ
pτ 2   σ2q2 .
Equating the left hand side with the right hand side and using properties of the
Hirota derivative, we obtain
τσDxDt pτ  τ  σ  σq  
 
σ2  τ 2DxDt pτ  σq   σ2  τ 2 τσ . (2.54)
Here, a natural splitting is the following Hirota bilinear equations
pDxDt  1q pτ  σq  0 , (2.55)
DxDt pτ  τ  σ  σq  0 . (2.56)
2.3.4 Hirota bilinear equation for the Hirota equation
Taking the Hirota’s equation (2.4), as q is a complex field, we apply the
transformation q  g
f
, with g, a complex and f , a real function, then we have the
identity
f 3

iqt   αqxx  2κα |q|2 q   iβ
 
qxxx  6κ |q|2 qx
  (2.57)
f riDtg  f   αD2xg  f   iβD3xg  f s  

3iβ

g
f
fx  gx
	
 αg
 
D2xf  f   2κ |g|2

,
then we can make the choice of solving the following Hirota bilinear equations
iDtg  f   αD2xg  f   iβD3xg  f  0, (2.58)
D2xf  f   2κ |g|2  0. (2.59)
With the Hirota bilinear forms of NPDEs, the solution construction process
that follows is similar to perturbation theory. However, with a finite truncation of
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a perturbative series, we obtain an exact analytical solution, which is remarkable.
After solving the Hirota bilinear problem, we carry out an inverse transformation
back to the original dependent variable and obtain the solution for the NPDE.
2.4 Bäcklund transformations (BTs)
The BT is a method that started very early on in the development of nonlinear
integrable theory, but coming from a different origin, the area of differential
geometry. It developed from the investigation of pseudospherical surfaces, to
explore how one can find a new pseudospherical surface described by the SG
equation from an old one [24].
For us, the key point is that a BT reduces the NPDE to a simpler lower order
problem by relating two solutions from the same NPDE as a pair of first order
PDEs. Then with Bianchi’s permutability theorem, which serves as a ’nonlinear
superposition principle’ for solutions of the NPDEs, in analogy to the ’linear
superposition principle’ for solutions of linear equations, a fourth solution to a
NPDE can be found from three known solutions of the NPDE [107].
Let us demonstrate the process with two examples, the KdV equation [167]
and the SG equation [107].
2.4.1 Bäcklund transformation for the KdV equation
When taking the transformation u  wx for the KdV equation (2.1) and
integrating with respect to x, then letting the integration constant be zero, the
KdV equation transforms to
wt   3w2x   wxxx  0 . (2.60)
The BT is a pair of equations relating the two solutions w and rw to (2.60), which
reads
wx   rwx  k  1
2
pw  rwq2 , (2.61)
wt   rwt  pw  rwq pwxx  rwxxq  2  w2x   rw2x   wx rwx . (2.62)
where k is a constant. For verification the BT is correct, we can see that repeatedly
differentiating (2.61) and using (2.60) produces (2.62).
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To create the ’nonlinear superposition principle’ for solutions of the KdV
equation, we need to make use of Bianchi’s permutability theorem. This theorem
can be nicely represented through the Bianchi-Lamb diagram in Figure 2.1. This
diagram illustrates how to construct a new solution of the KdV equation w12
through three known solutions w0, w1 and w2.
Figure 2.1: 2x2 Bianchi-Lamb diagram of four arbitrary solutions w0, w1, w2, w12 of the
KdV equation with each link representing a BT with a constant k1 or k2.
The four solutions are related as shown in the diagram through two constants
k1 and k2 in the following way
p1q pw0qx   pw1qx  k1  12 pw0  w1q2 ,
p2q pw0qx   pw2qx  k2  12 pw0  w2q2 ,
p3q pw1qx   pw12qx  k2  12 pw1  w12q2 ,
p4q pw2qx   pw12qx  k1  12 pw2  w12q2 ,
(2.63)
together with (2.62). Taking the differences (2.63 (1))-(2.63 (2)) and (2.63 (3))-
(2.63 (4)), we can find the relation
w12  w0   2 k1  k2
w1  w2 . (2.64)
This is the ’nonlinear superposition’ relation, which we can use to construct a
fourth solution w12 to the KdV equation given three known solutions w0, w1 and
w2.
2.4.2 Bäcklund transformation for the SG equation
The ’nonlinear superposition principle’ for the SG equation (2.3) works
similarly. Suppose φ0 and φ1 are two solutions of the SG equations, then the pair
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of equations for the BT are
1
2
Bx pφ1   φ0q 
1
a
sin

φ1  φ0
2


, (2.65)
1
2
Bt pφ1  φ0q  a sin

φ1   φ0
2


. (2.66)
We can verify the BT by cross differentiating the pair (2.65),(2.66) and we will
see φ0 and φ1 are both solutions to the SG equation.
Now using (2.65) and (2.66) together with Bianchi’s permutability theorem
to relate four different solutions φ0, φ1, φ2, φ12 of the SG equation together as
diagrammatically shown in Figure 2.2,
Figure 2.2: 2x2 Bianchi-Lamb diagram of four arbitrary solutions φ0, φ1, φ2, φ12 of the SG
equation with each link representing a BT with a constant a1 or a2.
we obtain the relations
p1q Bt pφ1  φ0q  2a1 sin

φ1 φ0
2
	
, Bx pφ1   φ0q  2a1 sin

φ1φ0
2
	
,
p2q Bt pφ2  φ0q  2a2 sin

φ2 φ0
2
	
, Bx pφ2   φ0q  2a2 sin

φ2φ0
2
	
,
p3q Bt pφ12  φ1q  2a2 sin

φ12 φ1
2
	
, Bx pφ12   φ1q  2a2 sin

φ12φ1
2
	
,
p4q Bt pφ12  φ2q  2a1 sin

φ12 φ2
2
	
, Bx pφ12   φ2q  2a1 sin

φ12φ2
2
	
.
(2.67)
Computing (2.67 (1))-(2.67 (2))+(2.67 (3))-(2.67 (4))=0 for Bt equations, then
(2.67 (1))-(2.67 (2))-(2.67 (3))+(2.67 (4))=0 for Bx equations and adding them
together we obtain
a1 sin

φ12  φ0
4
  φ2  φ1
4


 a2 sin

φ12  φ0
4
 φ2  φ1
4


. (2.68)
Using the trigonometric identity sin pABq  sinA cosB  cosA sinB and
dividing both sides of (2.68) by cos

φ21φ0
4
	
cos

φ2φ1
4
	
, results in
a1 tan

φ12φ0
4

  a1 tan

φ2φ1
4

 a2 tan

φ12φ0
4

 a2 tan

φ2φ1
4

, (2.69)
φ12  φ0   4 arctan pa2 a1qpa2a1q tan

φ2φ1
4

. (2.70)
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This is the ’nonlinear superposition’ for the SG equation, so knowing three SG
solutions, we can easily construct a fourth one.
In the following chapters, we will use the above derived ’nonlinear
superposition principles’ to construct multi-soliton solutions from known single
soliton solutions.
2.5 Darboux transformations (DTs) and Darboux-Crum
transformations (DCTs)
DTs are another powerful method to construct multi-soliton solutions. The
initial investigation was started in 1882 by Darboux [46]. It was proposed that
taking a solvable time independent Schrödinger equation
d2y
dx2
 y rfpxq  ms , (2.71)
one can construct infinitely many solvable Schrödinger equations all with the
same eigenvalue spectrum, m, possibly apart from a finite set of eigenvalues, but
a new potential function, fpxq. Later, DTs were largely applied as a successful
tool in constructing solutions of many types of linear and NPDEs
[121, 40, 14, 15, 156, 158, 44, 41, 43, 29, 31, 34, 36]. Continually applying DTs, we
can derive a recursive formula known as DCT, which helps us build
multi-soliton solutions in a convenient way. In the following, we show the
method of DT for the KdV, SG, Hirota and ECH equations following [121, 168].
2.5.1 Darboux and Darboux-Crum transformation for the KdV equation
To start, we introduce the Lax representation, an idea originating from
Gardner, Greene, Kruskal and Miura [74], later formally presented by Lax [110].
This representation is often required as a necessary condition for integrability of
a NPDE. The Lax representation reads
Lt  rM,Ls, (2.72)
which is the compatibility condition of the following two linear equations
Lψ  λψ, Mψ  ψt. (2.73)
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For specific choices of the operators L andM , also referred to as the Lax pair,
(2.72) is satisfied up to different NPDEs. In particular for the KdV equation (2.1),
we take the choices
L  B2x  u, M  4B3x  6uBx  3ux, (2.74)
where u is the KdV solution field. Substituting these choices back into (2.72), this
reproduces the KdV equation. The linear Schrödinger form for the KdV can be
seen from the L operator equation of the Lax pair. Taking λ  α2
4
, this reads as
ψxx  uψ  
α2
4
ψ. (2.75)
To start the iteration we need an initial condition, so we take u  0, the trivial
solution to the KdV equation, then ψ  cosh 1
2
pαx α3tq would be a resulting
solution to the system (2.73). To construct the Darboux operator, we need another
independent solution that can be obtained with different eigenvalue parameter,
so we take λ  α21
4
, then we have the solution ψ1  cosh 12 pα1x α31tq and the
Darboux operator
Lp1q  Bx  ψ1x
ψ1
. (2.76)
The new Schrödinger equation after the first iteration of DT is
ψp1qxx  up1qψp1q  
α2
4
ψp1q, (2.77)
where up1q is the new potential and one-soliton solution to the KdV equation
up1q  u  2 plnψ1qxx  2B2x lnW1 pψ1q , (2.78)
 α
2
1
2
sech2
1
2
 
α1x α31t

,
with corresponding solution
ψp1q  Lp1qψ  W2 pψ1, ψq
W1pψ1q
. (2.79)
W1 and W2 are Wronskians with respect to x. Denoting N  1, 2,    , the
WronskianWN is of the form
WN 
∣∣∣∣∣∣∣∣∣∣∣∣
ψ1    ψN1 ψ
rψ1sp1q    rψN1sp1q rψsp1q
...    ... ...
rψ1spN1q    rψN1spN1q rψspN1q
∣∣∣∣∣∣∣∣∣∣∣∣
(2.80)
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where

ψj
pkq  Bkxψj and ψj  cosh 12  αjx α3j t, j  1, . . . , N  1. As well as the
covariance of the stationary Schrödinger equation under DT, the equation (2.73)
governing the time dependence of ψ is also covariant.
Note we can read the initial (2.75) and iterated (2.77) systems as equations
involving Hamiltonians
H0  B2x  u, and H1  B2x  up1q, (2.81)
respectively. In this situation, the Darboux operator more generally can be
viewed as an intertwining operator [51, 50, 144, 40, 14, 15, 135] intertwining the
two Hamiltonians as
Lp1qH0  H1Lp1q. (2.82)
To construct a multi-soliton solution to the KdV equation, one has to carry out
DT multiple times, yielding what is known as DCT. So for a two-soliton solution,
we carry out DT twice. The first step is to find another independent solution to
the iterated Schrödinger equation, (2.77). For this, we take another solution to the
original Schrödinger equation, (2.75), with eigenvalue parameter λ  α22
4
ψ2  cosh
1
2
 
α2x α32t

, (2.83)
then with ψ1 we can obtain another independent solution to (2.77) as
ψ
p1q
2  Lp1qψ2 
W2 pψ1, ψ2q
W1 pψ1q
. (2.84)
Now we can take the second DT, which involves taking the Darboux operator
Lp2q  BBx 

ψ
p1q
2

x
ψ
p1q
2
(2.85)
and the resulting second iterated Schrödinger equation is
ψp2qxx  up2qψp2q  
α2
4
ψp2q, (2.86)
with potential
up2q  up1q   2

lnψ
p1q
2

xx
, (2.87)
 u  2B2x ln rW2 pψ1, ψ2qs ,
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and solution
ψp2q  Lp2qLp1qψ, (2.88)
 W3 pψ1, ψ2, ψq
W2 pψ1, ψ2q
.
The function up2q is the two-soliton solution to the KdV equation with two
parameters α1 and α2, which is usually called spectral or speed parameters, as
the speed of the soliton solutions depend on these parameters. Repeatedly
applying the Darboux iteration N times results in the Nth iterated Schrödinger
equation
ψpNqxx  upNqψpNq  
α2
4
ψpNq, (2.89)
with new potential and N-soliton solution
upNq  u  2B2x ln rWN pψ1, ψ2, . . . , ψNqs , (2.90)
and eigenfunction
ψpNq  LpNqLpN1q   Lp1qψ  WN 1 pψ1, ψ2, . . . , ψN , ψq
WN pψ1, ψ2, . . . , ψNq
. (2.91)
2.5.2 Darboux and Darboux-Crum transformation for the SG equation
For the SG equation (2.3), we show a more generalised method of DT, which
involves carrying out the transformations on the zero curvature (ZC)
representation of the SG equation. The ZC representation of NPDEs can be
derived from taking the matrix formalism of the Lax representation [5]. In
geometry, when the curvature of a connection on a vector bundle is flat, we say it
has ZC.
Take a pair of first order linear differential equations for an auxiliary function
Φ and the pair of operators U and V such that
Φx  UΦ , Φt  V Φ , Φ 
ψ
ϕ
, (2.92)
then the resulting ZC condition reads
Ut  Vx   rU, V s  0. (2.93)
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To rewrite the SG equation as a ZC representation we can take the matrices U and
V to be of the form
U 
 i2φx α2
α
2
 i
2
φx
, V 
 0 12αeiφ
1
2α
eiφ 0
, (2.94)
and the ZC condition holds if and only if φ satisfies the SG equation. This can be
verified by substituting U and V into the ZC condition, which reproduces the SG
equation. Taking the ZC representation (2.92), we obtain the following system of
auxiliary equations
ψx 
i
2
φxψ  
α
2
ϕ, ϕx  
i
2
φxϕ 
α
2
ψ, (2.95)
ψt 
1
2α
eiφϕ, ϕt 
1
2α
eiφψ.
Note, we can also decouple the equations (2.95) into two Schrödinger equations
by computing ψxx and ϕxx
ψxx   V ψ  
α2
4
ψ , ϕxx   Vϕ  
α2
4
ϕ, (2.96)
with potentials
V  1
4
pφxq2 
i
2
φxx. (2.97)
However, in this case, we will not carry out DT directly with the coupled
Schrödinger equations as the potential is not directly a solution to the SG
equation. Instead, we apply DT to the ZC representation. To initiate DT we can
again take the initial condition to be the trivial solution to the SG equation,
φ  0, then the above system of equations (2.95) can be solved by
ψ  e 12pαx  tαq   ie 12pαx  tαq, (2.98)
ϕ  e 12pαx  tαq  ie 12pαx  tαq. (2.99)
For DT, we need another set of solutions with a different eigenvalue parameter
α  α1
ψ1  e
1
2

α1x  tα1
	
  ie 12

α1x  tα1
	
, (2.100)
ϕ1  e
1
2

α1x  tα1
	
 ie 12

α1x  tα1
	
, (2.101)
then the first Darboux iteration can be performed to produce the new set
ψp1q  α
2
ϕ α1
2
ϕ1
ψ1
ψ, ϕp1q  α
2
ψ  α1
2
ψ1
ϕ1
ϕ, (2.102)
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accompanied by the new one-soliton solution for the SG equation
φp1q  2i ln ϕ1
ψ1
, (2.103)
 4 arctan eα1x  tα1 .
Similarly to the KdV case, we can carry out multiple Darboux iterations, i.e.
DCT. For the Nth iteration we have
ψpNq  ∆
ψ
N 1
∆ψN
, ϕpNq  ∆
ϕ
N 1
∆ϕN
, (2.104)
together with the N-soliton solution to the SG equation, with ϕi  ψi
φpNq  2i ln ∆
ϕ
N
∆ψN
, (2.105)
 4 arctan Im rWN pψ1 . . . ψNqs
Re rWN pψ1 . . . ψNqs
.
where ∆ψN and ∆ϕN are determinants, det, of the following matrices
∆ψN  det

1
2
αi

j1
χij
ﬀ
, ∆ϕN  det

1
2
αi

j1
ξij
ﬀ
, (2.106)
χij 
$&% ψi pj oddqϕi pj evenq , ξij 
$&% ϕi pj oddqψi pj evenq , (2.107)
with eigenfunctions of different eigenvalue parameters denoted by index i
ψi  e
1
2

αix  tαi
	
  ie 12

αix  tαi
	
, (2.108)
ϕi  e
1
2

αix  tαi
	
 ie 12

αix  tαi
	
, (2.109)
for j  1, 2, . . . N and i  1, 2, . . . N .
2.5.3 Darboux and Darboux-Crum transformation for the Hirota equation
To show the construction of DT and DCT for the Hirota equation (2.4), we
first present the Hamiltonian for carrying out the iterations. Let us take the ZC
representation of the form
ψx  Uψ , ψt  V ψ , ψ 
ϕ
φ
, (2.110)
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where
U 
iλ q
r iλ
, V 
A B
C A
. (2.111)
It is then easy to see that the first differential equation in x of the ZC representation
(2.110), can be rewritten as a one-dimensional stationary Dirac type Hamiltonian
system [135, 42, 43, 31]
Hψ  λψ , ψ 
ϕ
φ
, (2.112)
where
H 
iBx iq
ir iBx
 iσ3Bx  QH , (2.113)
σ3, one of the Pauli matrices and Q, acting as a matrix potential given as
σ3 
1 0
0 1
, QH 
 0 iq
ir 0
. (2.114)
In QH , the terms q and r satisfies the ZC representation (2.110) and will also be
solutions of the NPDE.
Now suppose that we have a new Hamiltonian system of the same structure
as the original Hamiltonian being
Hp1qψp1q  λψp1q (2.115)
where
Hp1q  iσ3  Qp1qH , Qp1qH 
 0 iqp1q
irp1q 0
. (2.116)
We assume the originalH and iterated HamiltonianHp1q are related by a Darboux
or intertwining operator Lp1q
Hp1qLp1q  Lp1qH, (2.117)
then the new solution ψp1q to Hp1q will be
ψp1q  Lp1qψ. (2.118)
Up to this point, we still have to find the form of Lp1q that will give us such a
relation, so we take the ansatz
Lp1q  Gp1qL   Bx (2.119)
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with function Gp1qL to be found. Substituting the ansatz Lp1q back into the
intertwining relation (2.117), we obtain the equations
Q
p1q
H QH   i

G
p1q
L , σ3

 0, (2.120)
iσ3

G
p1q
L
	
x
 Qp1qH Gp1qL Gp1qL QH  pQHqx  0, (2.121)
which we can combine as
QH   iσ3Gp1qL
	
x
 

G
p1q
L , QH

  i

G
p1q
L , σ3

G
p1q
L  0. (2.122)
If we take as suggested in [135]
G
p1q
L  uxu1, (2.123)
then this enables us to find the following result 
u1Hu

x
 u1

QH   iσ3Gp1qL
	
x
 

G
p1q
L , QH

  i

G
p1q
L , σ3

G
p1q
L

u (2.124)
 0
and integrating this equation leads to
Hu  uΛ, (2.125)
where Λ  constant matrix, u, the solution matrix. Taking two eigenfunctions of
(2.112) with independent eigenvalues
Hψ1  λ1ψ1 , Hψ2  λ2ψ2, (2.126)
we define
u  pψ1, ψ2q , Λ 
λ1 0
0 λ2
. (2.127)
Consequently, Gp1qL will be
G
p1q
L  uxu1  
1
det Ω1
detD11  detDq1
detDr1 detD
2
1
 (2.128)
where
Ω1 
ϕ1 φ1
ϕ2 φ2
, Dq1 
ϕ11 ϕ1
ϕ
1
2 ϕ2
, Dr1 
φ11 φ1
φ
1
2 φ2
, (2.129)
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D11 
ϕ11 φ1
ϕ
1
2 φ2
, D21 
ϕ1 φ11
ϕ2 φ
1
2

with
ϕj  ϕ pλjq , φj  φ pλjq . (2.130)
So the first Darboux iteration results in the new potential matrix Qp1qH and
Hamiltonian system Hp1q
Hp1q  iσ3  Qp1qH , Qp1qH 
 0 iqp1q
irp1q 0
, (2.131)
where
qp1q  q   2detD
q
1
detΩ1
, rp1q  r  2detD
r
1
detΩ1
. (2.132)
From substituting (2.128) into (2.120). Taking N iterations, we have in general
qpNq  q   2detD
q
N
detΩN
, rpNq  r  2detD
r
N
detΩN
, (2.133)
where
pWNqij 
$&% rϕis
pNjq pj ¤ Nq
rφisp2Njq pj ¡ Nq
, (2.134)
pDqNqij 
$&% rφis
pNj1q pj   Nq
rϕisp2Njq pj ¥ Nq
, (2.135)
pDrNqij 
$&% rφis
pNj 1q pj ¤ N   1q
rϕisp2Njq pj ¡ N   1q
, (2.136)
with

ϕj
pkq  Bpkqx ϕj , φjpkq  Bpkqx φj and i, j  1, . . . , 2N .
Nowwe can easily implement this Darboux procedure for the Hirota equation
with the ZC representation being a special case of (2.111) where
A  iαqr  2iαλ2   β  rqx  qrx  4iλ3  2iλqr , (2.137)
B  iαqx   2αλq   β
 
2q2r  qxx   2iλqx   4λ2q

, (2.138)
C  iαrx   2αλr   β
 
2qr2  rxx  2iλrx   4λ2r

. (2.139)
Taking the ZC condition, we obtain the Ablowitz, Kaup, Newell and Segur
(AKNS) equations [2]
iqt   α
 
qxx  2rq2
  iβ pqxxx  6rqqxq  0, (2.140)
irt  α
 
rxx  2qr2
  iβ prxxx  6qrrxq  0. (2.141)
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Letting r  q, where the asterisk denotes conjugation, the AKNS equations
reduces to the Hirota equation. DT and DCT can be taken as before with a trivial
solution to the Hirota equation, q  0 and solutions to the ZC representation
(2.110-2.111)
ϕj  eiλjx2iλ
2
j pα 2βλjqt, (2.142)
φj  eiλjx 2iλ
2
j pα 2βλjqt. (2.143)
2.5.4 Darboux and Darboux-Crum transformation for the ECH equation
The final type of DT we present will be for a matrix form NPDE, being the
ECH equation (2.5). In particular, we show here that DT is a specialisation of
gauge transformations.
Many integrable systems are related to each other by means of gauge
transformations, often in an unexpected way. Such type of correspondences can
be exploited to gain insight into either system from the other, for instance by
transforming solutions of one system to solutions of the other. Often this process
can only be carried out in one direction.
In general, we consider here two systems whose auxiliary functions ψ and ψp1q
are related to each other by means of an gauge operator Dp1q
ψp1q  Dp1qψ. (2.144)
Formally, the systems can be cast into two gauge equivalent ZC representations
for the two sets of operators, U , V and U p1q, V p1q, involving the auxiliary function
ψ and ψp1q by
Uψ  ψx, V ψ  ψt, ψ 
ϕ
φ
, (2.145)
and
U p1qψp1q  ψp1qx , V p1qψp1q  ψp1qt , ψp1q 
ϕp1q
φp1q
. (2.146)
Given the transformation from ψ to ψp1q, the operators U , V and U p1q, V p1q are
related as
U p1q  Dp1qU Dp1q1  Dp1qx Dp1q1 , (2.147)
V p1q  Dp1qV Dp1q1  Dp1qt Dp1q1 . (2.148)
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This is the gauge transformation and is entirely generic, providing a connection
between two types of integrable systems, assuming the invertible gauge
transformation map G exists. Specific systems are obtained by concrete choices
of the two sets of operators U , V and U p1q, V p1q.
For special choices ofDp1q, we can tune the relation (2.147) into an intertwining
relation between two ZC representations and this is DT. We proceed to see this
through constructing DT for the ECH equation.
Let us take U , V to be the ZC representation for the ECH equation, hence U , V
will be matrices of the form
U  λU1 , V  λV1   λ2V2   λ3V3, (2.149)
where
U1  iS, (2.150)
S is the solution to the ECH equation, of the form
S 
w u
v w
 with w2   uv  1 (2.151)
and
V1 

3
2
iβ  α


U1U1x  βU1xx, (2.152)
V2  2αU1  2βU1U1x, (2.153)
V3  4βU1. (2.154)
The relation (2.147) becomes an intertwining relation
U p1qQp1q  Qp1qU (2.155)
when taking the special choice of gauge operator Dp1q to be
Dp1q  λQp1q  I, (2.156)
where
Qp1q  HΛ1H1, H 
ϕ pλ1q ϕ pλ2q
φ pλ1q φ pλ2q
, Λ 
λ1 0
0 λ2
. (2.157)
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Then it follows that we can iterate the solution S, to the ECH equation as
Sp1q  Qp1qS Qp1q1 (2.158)
and the N th iteration reads
SpNq  rQpNqS  rQpNq1 , where rQpNq  QpNq . . . Qp1q, (2.159)
where rQpNq is a 2 2 matrix with terms
rQpNq  1
det ΩpNq
det rQpNq11 det rQpNq12
det rQpNq21 det rQpNq22
, (2.160)
pΩpNqqij 
$&% λ
N 1j
i ϕi pj ¤ Nq
λ2N 1ji φi pj ¡ Nq
, (2.161)
p rQpNq11 qij 
$&% λ
j1
i ϕi pj ¤ Nq
λjNi φi pj ¡ Nq
, p rQpNq22 qij 
$&% λ
j
iϕi pj ¤ Nq
λjN1i φi pj ¡ Nq
, (2.162)
p rQpNq12 qij 
$&% λ
Nj
i φi pj   Nq
λ2Nji ϕi pj ¥ Nq
, p rQpNq21 qij 
$&% λ
j1
i φi pj ¤ N   1q
λjN1i ϕi pj ¡ N   1q
, (2.163)
and φk  φ pλkq, ϕk  ϕ pλkq and i, j  1, . . . , 2N . As a result, SpNq becomes
SpNq 
wN uN
vN wN
 (2.164)
where
uN 
 
A2Nu0 B2Nv0   2ANBNw0
 {χN , (2.165)
vN 
 
D2Nv0  C2Nu0  2CNDNw0
 {χN , (2.166)
wN  rANCNu0 BNDNv0   pANDN  BNCNqw0s {χN , (2.167)
and
AN  det
rQpNq11
det ΩpNq
, BN  det
rQpNq12
det ΩpNq
, CN  det
rQpNq21
det ΩpNq
, (2.168)
DN  det
rQpNq22
det ΩpNq
, χN  det rQpNq. (2.169)
We also observe the identity
pANqxDN BN pCNqx  AN pDNqx  pBNqxCN  0, (2.170)
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which becomes useful inChapter 8, whereweuse them to simplify gauge relations
between the Hirota and ECH equations.
Now taking Darboux iterations works analogously to previous examples. For
example, taking an initial seed solution to the ECH equation as
S 
1 0
0 1
, (2.171)
U , V ZC matrices become
U 
iλ 0
0 iλ
 , V 
2iαλ2   4iβλ3 0
0 2iαλ2  4iβλ3
. (2.172)
As a result, we can solve the ZC representation equations (2.145) by
ϕ  eiλx 2iλ2pα 2βλqt, (2.173)
φ  epiλx 2iλ2pα 2βλqtq (2.174)
and utilise these for Darboux iterations.
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Chapter 3
Complex soliton solutions and reality
conditions for conserved charges
With investigations showing how PT -symmetry can help us with the
generalisation of quantum systems, it is worth investigating whether we can also
generalise classical systems with PT -symmetries, in particular integrable
NPDEs.
Taking the concept of PT -symmetry from quantum mechanics,
PT -symmetry for the classical side will also be of space and time reversal with
conjugation, PT : x Ñ x, t Ñ t, i Ñ i. It is natural to question whether the
properties seen for PT -symmetric quantum models can be extended for classical
models. In particular reality of energy, when both the Hamiltonian and solutions
are PT -symmetric.
Some PT -symmetric deformations have been explored for various classical
integrable models, including for the KdV equation [20, 63, 13, 28] and Burgers
equation [10]. Integrable models are very delicate systems, deformations
(including PT -symmetric ones) usually destroy the integrability properties,
although some rare cases pass the Painlevé test [10] indicating that they are
likely to remain integrable.
More recently, Khare and Saxena found some interesting novel PT -symmetric
soliton solutions to various types of NPDEs that appear to have been overlooked
this far [97]. Their approach is to start off from somewell-known real solutions to
these equations and then by adding a term build around that solution a suitable
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complex ansatz including various constants. In many cases they succeeded to
determine those constants in such away that their expressions constitute solutions
to the different types of complex nonlinear wave equations considered.
In this chapter, we will introduce some new PT -symmetric deformations of
well-known integrable NPDEs by extending real solution fields to the complex
plane [33]. Applying some methods for soliton solution construction from the
previous chapter, we will also show how we can generalise these to help us in the
construction of complex soliton solutions for these new systems. In particular, we
find that some special cases of our complex soliton solutions are exactly the ones
obtained in [97], moreover they can be viewed as physical as they possess real
conserved charges [33, 30].
3.1 The complex KdV equation
The complex KdV equation is obtained from taking the solution field of the
KdV equation upx, tq to be the complex field as upx, tq  ppx, tq  iqpx, tq, to obtain
ut   6uux   uxxx  0 ô
$&% pt   6ppx   pxxx  6qqx  0 ,qt   6 ppqqx   qxxx  0 . (3.1)
The coupled equations reduce to the Hirota-Satsuma [89] or Ito system [91]
when setting ppqqx Ñ pqx or qxxx Ñ 0 in the second equation, respectively. Other
complex PT -symmetric deformations of the KdV equation that have been
previously explored includes deformations on the nonlinear term by taking
uux Ñ iupiuxq [20], deformations for derivatives ux Ñ ipiuxq [63] and
deformations on the solution field uÑ ipiuq [28], where  P R in all cases.
In our investigation, we consider the space, time and speed parameters to be
real. However, one may still wonder if the complex deformation on the solution
field could still have physical meaning. Indeed it does, because from the
deformation, we obtain a pair of real coupled equations and finding a solution to
the complex system is then equal to solving the coupled real system and vice
versa.
These equations (3.1) remainPT invariant underPT : xÑ x, tÑ t, iÑ i,
uÑ u, pÑ p, q Ñ q. For invariance, it is important to note that not all solutions
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to (3.1) need to be PT -symmetric since the symmetry could map one solution,
say u1px, tq, into a new one u1px,tq  u2px, tq  u1px, tq.
3.1.1 Complex one-soliton solution from Hirota’s direct method
Following the explanation of HDM from Chapter 2, we show the explicit
construction of soliton solutions. We take the bilinear Hirota form derived for
the KdV equation (2.46) and expanding the Hirota variable τ as a power series
τ  1  λτ 1   λ2τ 2   λ3τ 3   . . . , λ P R . (3.2)
Extracting different orders of λ from expansion of the Hirota bilinear form, the
following equations are obtained
λ0 : pD4x  DxDtqp1  1q  0 , (3.3)
λ1 : pD4x  DxDtqp1  τ 1   τ 1  1q  0 ,
λ2 : pD4x  DxDtqp1  τ 2   τ 1  τ 1   τ 2  1q  0 ,
λ3 : pD4x  DxDtqp1  τ 3   τ 1  τ 2   τ 2  τ 1   τ 3  1q  0 ,
... ...
λn : nth order λ equation .
Equation of order λ0 is trivially satisfied. Taking equation of order λ1 and
integrating this equation with respect to x, then from asymptotically vanishing
boundary conditions for soliton solutions, we also let the integration constant to
be zero to give
pτ 1qxxx   pτ 1qt  0 . (3.4)
We take τ 1 to be a complex function solution by choosing the integration constant
to be complex, that is
τ 1  eβxβ3t µ0 , µ0 P C . (3.5)
Letting zα  αx  α3t   ν0 and zβ  βx  β3t   µ0 and looking at general Hirota
derivatives of the form
Dmx D
n
t pezα  ezβq  Dmx Dnt peαxα
3t ν0  eβxβ3t µ0q , (3.6)
 Bmy Bns

eαpx yqα
3pt sq ν0eβpxyqβ
3ptsq µ0
	
ys0
,
 pα  βqmpβ3  α3qnezαezβ ,
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if we choose β  α, then we have the following property
Dmx D
n
t pezα  ezαq  0 , (3.7)
so that
pD4x  DxDtqpτ 1  τ 1q  0 . (3.8)
This allows the λ2 equation to become
pD4x  DxDtqp1  τ 2   τ 2  1q  0 , (3.9)
pτ 2qxxxx   pτ 2qxt  0 . (3.10)
Letting τn  0, @n ¥ 2, we are truncating the power series and this is the key
step to obtain an exact analytical soliton solution. The remaining higher order λ
equations can be shown to be satisfied. Taking µ  µ0   lnλ, we have
τ  1  λτ 1 , (3.11)
 1  eβxβ3t µ .
Applying the inverse bilinear transformation gives a complex one-soliton solution
to the KdV equation
uHβ px, tq  2pln τqxx , (3.12)
 β
2
2
sech2
1
2
pβx β3t  µq .
3.1.2 Properties of the KdV complex one-soliton solution
The complex one-soliton solution (3.12) is a generalisation of well known real
hyperbolic KdV soliton and cusp solutions
upx, tq  β2
2
sech2

1
2
pβx β3tq and upx, tq  β2
2
csch2

1
2
pβx β3tq, (3.13)
which can be obtained with the special choices of µ  0 or µ  ipi respectively.
In general, with µ being purely imaginary, the solution is PT -symmetric with
xÑ x, tÑ t, iÑ i , so uÑ u. For the special case µ  ipi
2
yields
uHβ,pi
2
px, tq  β
2
2
sech2
1
2
pβx β3t ipi
2
q , (3.14)
 β2 sech2pβx β3tq 	 iβ2 sechpβx β3tq tanh βx β3t .
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This is the complex PT -symmetric soliton solution found by Khare and Saxena
[97] up to a minus sign difference in the KdV equation.
By letting µ  η   iθ , η, θ P R , we find infinitely many new complex soliton
solutions that have been overlooked so far. PT -symmetry, excluding the special
cases is broken for these solutions, however can be mended with either a space
shift
xÑ x  η
β
, (3.15)
which leaves the solution invariant underPT : x  η
β
Ñ 

x  η
β
	
, tÑ t, iÑ i
, so uÑ u . Or we can apply a time shift
tÑ t η
β3
, (3.16)
which leaves the solution invariant under PT : t η
β3
Ñ 

t η
β3
	
, xÑ x, iÑ
i , so uÑ u .
Expressing the general complex soliton solution in terms of real and imaginary
parts gives
uHβ px, tq 
β2 β2 cos θ coshpβxβ3t ηq
rcos θ coshpβxβ3t ηqs2  i
β2 sin θ sinhpβxβ3t ηq
rcos θ coshpβxβ3t ηqs2 . (3.17)
We can plot the real and imaginary parts separately as in Figure 3.1. For the real
part, the solution has one maximum and two equal minima given by
Hr  β22 sec2 θ2 , Lr  β
2
4
cot2 θ (3.18)
respectively, with δr  1β arccoshpcos θ  2 sec θq. For the imaginary part, the
magnitude of the maximum and minimum is
Mi  8β
2 sin θ
?
5 cos 2θ ?2 cos θ?17 cos 2θ
r6 cos θ ?2?17 cos 2θs2 (3.19)
with δi  1β arccosh

1
2
cos θ  
?
2
4
?
17  cos 2θ

. These values shall help us when
computing displacements and time-delays for multi-soliton solutions as a result
of scattering.
3.1.3 KdV complex two-soliton solution from Hirota’s direct method
For the construction of a complex two-soliton solution, we just take a different
τ 1 to solve the equation at order λ1 (3.4). In particular, as this is a linear differential
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Figure 3.1: KdV complex one-soliton solution’s real (left) and imaginary (right) parts for
β  1, µ  2  i8pi10 and t  2
equation, a linear superposition of two solutions is also a solution. As a general
two-soliton solution has two speeds, we take two speed parametersα and β, hence
τ 1  eαxα3t υ0   eβxβ3t µ0 , (3.20)
 ezα   ezβ ,
where υ0 P C and µ0 P C. Along with (3.6), the equation resulting at order λ2 is
pτ 2qxt   pτ 2qxxxx  
pα  βq4   pα  βqpα3  β3q ezα zβ . (3.21)
Comparing both sides of the equation, we assume a τ 2 solution to be of the form
τ 2  γezα zβ with γ  γpα, βq , (3.22)
which when substituting into (3.21), rearranging, then simplifying we find to be
γ  pα  βq
2
pα   βq2 . (3.23)
Next, we solve the equation at order λ3
pD4x  DxDtqp1  τ 3   τ 1  τ 2   τ 2  τ 1   τ 3  1q  0 . (3.24)
Note that the second and third terms vanish, which is easily seen using the identity
(3.6), so the equation becomes
pτ 3qxt   pτ 3qxxxx  0, (3.25)
for which we can truncate the power series from here, with the choice
τn  0, @n ¥ 3, satisfying the remaining higher order λ equations and to obtain
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an exact analytical solution
τ  1  λpezα   ezβq   λ2 pα  βq
2
pα   βq2 e
zα zβ , (3.26)
 1  eαxα3t υ   eβxβ3t µ   pα  βq
2
pα   βq2 e
pαxα3t υq pβxβ3t µq ,
after taking λ  1.
Using the inverse bilinear transformation, the KdV complex two-soliton
solution from HDM is
uHαβ  2B2xpln τq , (3.27)

2

β2e2α
3t υ βx β3t   α2eαx α3t 2β3t µ
	
peα3t β3t   eα3t υ βx   eα3t βx µ   γeαx υ βx µq2
 2γe
ν µ

2pα βq2eαx α3t βx β3t α2eαx α3t υ 2βx β2e2αx βx β3t µ

peα3t β3t eα3t υ βx eα3t βx µ γeαx υ βx µq2 .
This solution is generally not PT -symmetric. However, using the arbitrariness of
µ and ν, if we take µ Ñ µ   ln

α β
αβ
	
and ν Ñ ν   ln

α β
αβ
	
, the solution will
become the same solution as the complex two-soliton solution obtained from the
BT and PT -symmetry can be restored with space-time shifts, as we shall discuss
in the next section. In addition, we will also see later that their corresponding
energies are real.
3.1.4 KdV complex two-soliton solution from Bäcklund transformation
Recalling from the methods chapter, construction of multi-soliton solutions
by BT uses a ’nonlinear superposition’ of soliton solutions by (2.64). For a
complex two-soliton solution, we take a trivial solution and two complex
one-soliton solutions of the KdV equation
uα  α
2
2
sech2
1
2
pαx α3t  νq , (3.28)
uβ  β
2
2
sech2
1
2
pβx β3t  µq (3.29)
and integrate the soliton solutions with respect to x setting the integration
constant to zero to obtain
wα  α tanh 1
2
pαx α3t  νq , (3.30)
wβ  β tanh 1
2
pβx β3t  µq . (3.31)
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Using (2.63), we can compute the relation constants
kα  α
2
2
, kβ  β
2
2
. (3.32)
Nowwe have all the ingredients to construct a KdV two-soliton solution using
Bianchi’s permutability theorem (2.64)
wBαβ  2
kα  kβ
wα  wβ , (3.33)
 α
2  β2
α tanh 1
2
pαx α3t  νq  β tanh 1
2
pβx β3t  µq ,
and taking the derivative with respect to x, the KdV two-soliton solution from the
BT is
uBαβ 
 
α2  β2  β2 sech2 1
2
pβx β3t  µq  α2 sech2 1
2
pαx α3t  νq
2

α tanh 1
2
pαx α3t  νq  β tanh 1
2
pβx β3t  µq2 , (3.34)
where
ν  ηα   iθα , µ  ηβ   iθβ . (3.35)
We notice that when µ and ν are chosen to be real, singularities will appear for
certain x and t values, thus complex values for µ and ν can be used to regularize
this expression.
Furthermore, like the complex one-soliton solution from HDM, this solution
is PT -invariant for purely imaginary choices of µ and ν. However, when the real
parts of µ and ν are nonzero, PT -symmetry is broken, but with a real space and
time shift, we can restore PT -symmetry.
Take a and b to be the space and time shifts respectively
a  β
3ηα  α3ηβ
α3β  αβ3 , b 
βηα  αηβ
α3β  αβ3 , (3.36)
the solution (3.34) can be rewritten as
uBαβ  p
α2β2qpβ2 sech2 12rβpx aqβ3pt bq iθβsα2 sech2 12rαpx aqα3pt bq iθαsq
2pα tanh 12 rαpx aqα3pt bq iθαsβ tanh 12rβpx aqβ3pt bq iθβsq2 . (3.37)
In this form, it is evident PT -symmetry is present with x  aÑ px  aq, t  bÑ
pt  bq, iÑ i so uÑ u.
Following the same principles of the construction of two-soliton solutions,
higher order multi-solitons from the HDM or BT can be constructed. However,
PT -symmetry is now generally broken and cannot be repaired for N-soliton
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solution, with N greater than 2. The reason being is that now we generally have
N integration constants and with only two real variables x and t, so we do not
have enough variables to absorb all the real parts coming from the integration
constants to restore PT -symmetry of the N-soliton solution.
3.2 The complex mKdV equation
The mKdV equation possesses two types of PT -symmetries. PT xÑ x, tÑ
t, i Ñ i, v Ñ v. This equation is closely related to the KdV equation and
through aMiura transformation, we can relate a solution to theKdV equationwith
a solution of the mKdV equation. We can complexify the equation with vpx, tq 
npx, tq   impx, tq to obtain the coupled real equations
vt   24v2vx   vxxx  0 ô
$&% nt  48nmmx   24pn2 m2qnx   nxxx  0 ,mt   48nmnx   24pn2 m2qmx  mxxx  0 . (3.38)
3.2.1 Complex one-solition solution from Hirota’s direct method
Taking the bilinear form of the mKdV equation (2.50) and σ  1, the bilinear
form simplifies to
τ t   τxxx  0 , (3.39)
pτxq2  τxxτ  0 .
Without much effort, we can easily find a particular solution τ  eβxβ3t µ to the
coupled equations (3.39) and carrying out an inverse bilinear transformation, the
complex mKdV solution from the HDM is obtained as
v  Bx arctan eβxβ3t µ , (3.40)
 β
2
sechpβx β3t  µq
with µ  η   iθ , η, θ P R . Now we can re-write the solution in terms of real and
imaginary parts for general µ  η   iθ as
vpx, tq  β cos θ cosh
 
βx β3t  η iβ sin θ sinh  βx β3t  η
2 cos2 θ cosh2
 
βx β3t  η  2 sin2 θ sinh2  βx β3t  η . (3.41)
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3.2.2 Complex Miura transformation
Using an ansatz of the Miura transformation of the form
u  αv2   βvx , (3.42)
where α and β are arbitrary constants, we find the KdV (3.1) and mKdV (3.38)
equations are related through complex Miura transformation
u  4v2  2ivx . (3.43)
This provides us a new way to obtain complex KdV soliton solutions from real or
complex mKdV soliton solutions. Taking the mKdV solution
v  β
2
sechpβx β3t  µq , (3.44)
with µ  η   iθ and η, θ P R and the Miura transformations, the corresponding
KdV solutions are
uM  β
2 	 β2 sin θ cosh βx β3t  η
sin θ  cosh βx β3t  η2 	 i β
2 cos θ sinh
 
βx β3t  η
sin θ  cosh βx β3t  η2 . (3.45)
Wemay notice that this solution is precisely the KdV complex one-soliton solution
obtained from the HDM after a phase shift of θ Ñ θ	 pi
2
, hence we have a newway
of constructing the same set of KdV complex soliton solutions. Next, we look at
some different kinds of solutions in terms of Jacobi elliptic functions.
3.2.3 Complex Jacobi elliptic soliton solutions
There are many ways to understand Jacobi elliptic functions, one of them is
from the equation of motion for a pendulum [109, 170]. Let us start with the
rewritten form of the equation of a pendulum as

dθ
du

2
 1 m sin2 θ  0, (3.46)
where 0   m   1, then we can show
u pφ,mq 
» φ
0
dθ?
1m sin2 θ , (3.47)
which is called the elliptic integral of the first kind. If we solve φ as a function of
u, this gives the amplitude function
φ  am pu,mq (3.48)
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and we can define the Jacobi elliptic function
sn pu,mq  sinφ. (3.49)
A lot of formulae for Jacobi elliptic functions are similar to trigonometric
formulae. One key features of Jacobi elliptic functions is they are doubly
periodic on the complex plane. Jacobi elliptic functions are written in the form
pq ru,ms (3.50)
where p or q can be the letters c, d, n or s. Three basic Jacobi elliptic functions are
cnpu,mq with periods 4K, 2iK 1 , (3.51)
snpu,mq with periods 4K, 2pK   iK 1q , (3.52)
dnpu,mq with periods 2K, 4iK 1 , (3.53)
where K and K 1 are defined as
Kpmq 
» pi
2
0
dθ?
1m sin2 θ . (3.54)
K 1pmq  Kp1mq. (3.55)
K is known as the complete elliptic integral of the first kind. The elliptic integral
of the second kind is defined as
Epφ,mq 
» φ
0
a
1m sin2 θ. (3.56)
Similarly, the complete elliptic integral of the second kind is defined by taking
φ  pi
2
.
The other Jacobi elliptic functions are related with trigonometric functions as
cnpu,mq  cosrampu,mqs , (3.57)
dnpu,mq 
b
1m sin2pampu,mqq . (3.58)
After this brief introduction to Jacobi elliptic functions, we now look at some
solutions formulated from these functions. With the shifted Jacobi elliptic solution
to the mKdV equation [97]
vdnpx, tq  β
2
dn

βx β3tp2mq   µ,m , (3.59)
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from the Miura transformation we obtain the corresponding solution to the KdV
equation to be
udn px, tq  β2 dn rpz,ms2  imβ2 cn rpz,ms sn rpz,ms , (3.60)
wherewe abbreviated the argument pz  βxβ3tp2mq µ. The elliptic parameter
is denoted bym as usual. Likewise from the shifted known solution to the mKdV
equation [97]
vcnpx, tq  β
2
?
m cn

βx β3tp2m 1q   µ,m , (3.61)
we construct
ucn px, tq  mβ2 cn rrz,ms2  i?mβ2 dn rrz,ms sn rrz,ms (3.62)
with rz : βx  β3tp2m  1q   µ. In particular, taking vdnpx, tq and vcnpx, tq as
solution to the mKdV equation, with the choice of µ  0, leads to the complex
PT -symmetric solutions for the KdV equation reported in [97] up to a minus
sign in the equation.
3.3 The complex SG equation
The quantum field theory version of the complex sine-Gordonmodel has been
studied for some time [117, 116, 49, 55, 9, 136]. Here we demonstrate that its
classical version also admits interesting PT -symmetric solutions. By taking the
solution field of real SG equation to be complex, φpx, tq  ϕpx, tq   iψpx, tq, we
obtain the coupled real equations
φxt  sinφ ô
$&% ϕxt  sinϕ coshψ ,ψxt  cosϕ sinhψ . (3.63)
We observe that the equations admit an infinite number ofPT -symmetries,PT pnq
: xÑ x, tÑ t, iÑ i, φÑ φ  2pin, ϕÑ ϕ  2pin, ψ Ñ 	ψ with n P Z .
3.3.1 Complex one-soliton solution from Hirota’s direct method
Taking the Hirota bilinear form for the SG equation and setting σ  1, results
in
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τxt  τ , (3.64)
ττxt  τxτ t . (3.65)
Solving (3.64) and (3.65), we obtain τ  eβx  tβ µwith µ  η   iθ and with the
inverse bilinear transform, we obtain
φHβ  4 arctan eβx 
t
β
 η iθ . (3.66)
This is the complex one-soliton solution for the SG equation from the HDM.
3.3.2 Properties of the SG complex one-soliton solution
This solution can be separated into real and imaginary parts with z  βx  t
β
 
η   iθ and the well-known relation arctan z  i{2 ln rpi zq{pi  zqs
φHβ 
2
i
ln
i ez
i  ez , (3.67)
 2
i

ln
i ezi  ez
  i argi ezi  ez


.
iez
i ez can be rewritten with real and imaginary parts using trigonometric identities
yielding
φHβ  2 arg

 sinhpβx  tβ ηq i cos θ
coshpβx  tβ ηq sin θ

 i ln

sinh2pβx  tβ ηq cos2 θ
pcoshpβx  tβ ηq sin θq2

. (3.68)
Then the argument can be expressed as an arctangent function, separating the
cases for θ  pi
2
for the function to be defined for all θ as
φHβ 
$''''''''''&''''''''''%
4 arctan
b
sinh2pβx  tβ ηq cos2 θ sinhpβx  tβ ηq
cos θ

i ln

sinh2pβx  tβ ηq cos2 θ
pcoshpβx  tβ ηq sin θq2
 , θ  pi2 ,
i ln

sinh2pβx  tβ ηq
pcoshpβx  tβ ηq1q2

, θ  pi
2
.
(3.69)
For the case where η  0 and θ  0 , we note that the solution is PT invariant
under PT : x Ñ x, t Ñ t, i Ñ i and φHβ Ñ φHβ   2npi , n P Z . Similarly as
for the KdV case, when in general for η  0 and θ  0, we have PT -symmetry
broken, however, this can be mended with a space or time shift.
Note that for the choice of θ  pi
2
the imaginary part of the SG complex soliton
solution will have singularities for certain values of x and t. In fact the imaginary
part becomes a cusp solution.
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We can again plot the real and imaginary parts of the SG complex one-soliton
solution, Figure 3.2, and compute their extrema
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Figure 3.2: SG complex one-soliton solution’s real (left) and imaginary (right) parts for
β  1, µ  2  ipi3 and t  2
.
Mr  2pi and Mi  ln

1 sin θ
1  sin θ


.
3.3.3 SG complex two-soliton solution from Hirota’s direct method
To obtain a two-soliton solution, we take the solutions τ and σ of the Hirota
bilinear form as
τ  eαx  tα ν   eβx  tβ µ ,
σ  1  Aeαx  tα νeβx  tβ µ ,
(3.70)
with
A  pα  βq
2
pα   βq2 , (3.71)
and υ, µ P C. So carrying out the inverse bilinear transformation, the complex
two-soliton solution for SG is
φHαβ  4 arctan
τ
σ
, (3.72)
 4 arctan
 eαx  tα ν   eβx  tβ µ
1 pαβq2pα βq2 eαx 
t
α
 νeβx 
t
β
 µ
 .
This solution is also generally not PT -symmetric like for the KdV case, but
becomes the solution obtained by BT, as we shall see in the next section, after
taking µÑ µ  ln

α β
αβ
	
and ν Ñ ν   ln

α β
αβ
	
. Consequently, the solution can
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be made PT -symmetric under some space-time shifts, which we will also
discuss in the following.
3.3.4 SG complex two-soliton solution from Bäcklund transformation
Using two known soliton solutions and taking one trivial solution, thenwe can
derive a new solution from the BT for the SG equation. For a complex two-soliton
solution, we take two one-soliton solutions with different speeds
φα  4 arctan eαx 
t
α
 ηα iθα , (3.73)
φβ  4 arctan eβx 
t
β
 ηβ iθβ . (3.74)
With the nonlinear superposition principle (2.70), the two-soliton solution can be
found as
φBαβ  4 arctan
pα   βq
pα  βq
pezα  ezβq
p1  ezα zβq


, (3.75)
where zα  αx  tα   ηα   iθα and zβ  βx  tβ   ηβ   iθβ.
Similarly, through some real space and time shift, a and b respectively, this
solution is PT -symmetric with PT : x  aÑ px  aq , t  bÑ pt  bq , iÑ i
giving φBαβ Ñ φBαβ 2npi, n P Z, with no phase shift. The space and time shift
values are
a  αηα  βηβ
α2  β2 , b 
αβpαηβ  βηαq
α2  β2 . (3.76)
PT -symmetry for general higher order SGN-soliton solutions is also generally
broken for the same reason as for KdV N-soliton solutions.
3.4 PT -symmetry and reality of conserved charges
In the previous sections, we have seen how to construct various complex
soliton solutions to the KdV, mKdV and SG equations. In the following, we find
it surprising at first, that all these complex soliton solutions, with some of them
not PT -symmetric, possess real energies. We will provide here a detailed
analysis of scattering and asymptotic properties of complex soliton solutions in
order to find the explanation for reality of energies. In the latter part, we show in
fact, that for KdV complex soliton solutions, all conserved charges are real.
First, we look at the energy from the different equations for complex
one-soliton solutions.
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3.4.1 Energy of the KdV complex one-soliton solution
The HamiltonianH leading to the KdV equation (3.1) reads
H  u3   1
2
u2x . (3.77)
We can verify this yields the equation (3.1) using the Hamiltonian form [73] with
Hamiltonian operator Bx
ut  Bx

δH
δu


, (3.78)
 6uux  uxxx
where δH
δu
denotes the standard functional derivatives
δH
δu

8¸
n0
p1qn d
n
dxn
BH
Bunx . (3.79)
With (3.77) as the Hamiltonian density function for the KdV equation, we can
calculate the energy of a soliton solution as
E 
» 8
8
Hrupx, tq, uxpx, tqsdx . (3.80)
Taking the derivative of the KdV complex one-soliton solution (3.12), we find
uHβ

x
 	 uHβ bβ2  2 uHβ  , (3.81)
the energy is computed to be
E 
» 8
8

 uHβ 3   12 uHβ 2x


dx ,


β4
10
 
ln

uHβ

x
  β
3
5

uHβ

x
  2
5

uHβ
 
uHβ

x
8
8
,
 β
5
5
,
where we have z  1
2
pβx β3t  µq and  ln uHβ x Ñ 	β, uHβ x Ñ 0, uHβ Ñ 0 as
xÑ 8.
As β, the speed parameter is real, this shows the complex KdV one-soliton
solutions has real energies for any choice of complex µ constant. The reason
behind this is the fact that the complex one-soliton solution is either
PT -symmetric in the case Rerµs  0, or in the case Rerµs  0, the solution is
PT -symmetric up to a shift in space or time, as explained in Section 3.1.2. Both
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types of shift are permitted, as the shift in x can be absorbed in the limits of the
integral and the shift in t is allowed sinceH is a conserved quantity in time. With
a PT -symmetric integrand, despite the Hamiltonian density function being
complex, reality of energy is ensured on symmetric intervals [63] as one can
check
E 
» a
a
Hdx 
» a
a
H:dx  E:. (3.82)
3.4.2 Energy of the mKdV complex one-soliton solution
For the mKdV equation (3.38), the Hamiltonian density function is given by
H  2v4   1
2
v2x , (3.83)
which can be verified to yield the mKdV equation by using Hamiltonian form,
similarly as for KdV case
vt  Bx

δH
δu


, (3.84)
 24v2vx  vxxx .
As a result, energy evaluated for the hyperbolic complex one-soliton solution
(3.40) is
E 
» 8
8
HrvHpx, tq, vHx px, tqsdx , (3.85)
 β
3
12
.
For Jacobi elliptic solutions, they have the two periods 4Kpmq{β and i4Kp1 
mq{β in x. Thus we have to restrict the domain of integration for E in order to
obtain finite energies. For the solution vdn in (3.59) we have
E 
» 2Kpmq{β
2Kpmq{β
H vdnpx, tq,  vdnpx, tq
x

dx, (3.86)
 β
3
24
rpm 2qE ram p4Kpmq|mq ,ms   4Kpmqpm 1qs ,
where am pu|mq denotes the amplitude of the Jacobi elliptic function and E rφ,ms
the elliptic integral of the second kind. Similarly for the solution vcn in (3.61) we
find
E 
» 2Kpmq{β
2Kpmq{β
H rvcnpx, tq, pvcnpx, tqqxs dx, (3.87)
 β
3
24
p1 2mqE ram p2Kpmq|mq ,ms  4Kpmqp3m2  4m  1q .
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We observe that in the limit m Ñ 1 for the energies computed from the Jacobi
elliptic solutions, we obtain twice the energy of the hyperbolic solution. Again all
energies are real with the same reasoning as the KdV case in the above section.
3.4.3 Energy of the SG complex one-soliton solution
For the SG equation (3.63), the Hamiltonian density reads
H  1 cosφ . (3.88)
Again it can be verified that this is theHamiltonian density using theHamiltonian
form with Hamiltonian operator B1x
φt  B1x

δH
δu


,
φxt  sinφ. (3.89)
Using the Hamiltonian density function (3.88), the energy of the complex one-
soliton solution (3.66) to the SG equation can be computed and is again real
E 
» 8
8
HrφHβ px, tqsdx , (3.90)
 4
β
.
3.4.4 Energy of the complex multi-soliton solutions
From numerical calculations, we can also confirm that the energy values for
all our complex two-soliton and three-soliton solutions are real, in particular the
energy values are found to be the sum of the energies from the corresponding
one-soliton solutions. This result remains true whether or not the solution is PT -
symmetric.
Recalling properties of complex soliton solutions in the sections above, we can
explain the reasoning for this result for complex two-soliton solutions, becausewe
know that any PT -broken symmetry solutions can be made PT -symmetric again
through space and time shifts.
However, for higher order complex multi-soliton solutions, they are generally
not PT -symmetric, as with three or more complex constants, we have not
enough variables for us to absorb the real parts of the constants to mend PT
broken symmetry.
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To see the reality of energies for general complex N-soliton solutions, we
resort to looking at lateral displacements or time-delays, which is a result of the
scattering of an N -soliton solution compound, simultaneously with the
asymptotic properties and structures of the energy densities. We will conduct
such analysis for solutions of the KdV equation.
Lateral displacements or time-delays for KdV complex two-soliton solutions
One of the prominent features of multi-soliton solutions is that the single
soliton constituents within the compound preserve their shape after they scatter
with the only net effect being a lateral displacement or time-delay when
compared with the corresponding one-soliton solutions for each constituent.
Reviewing the classical scattering picture [70], the lateral displacement for a
single particle or soliton constituent is defined to be the difference, ∆x, of the
asymptotic trajectories before, xb  vt  xpiq and after, xa  vt  xpfq collision
∆x : xpfq  xpiq, (3.91)
consequently the time-delay is defined as
∆t : tpfq  tpiq  ∆x
v
, (3.92)
where v is the speed of the particle or constituent.
Negative and positive time-delays are interpreted as attractive and repulsive
forces, respectively. In a multi-particle scattering process of particles, or soliton
constituents, of type k, the corresponding lateral displacements and time-delays
p∆xqk and p∆tqk respectively, have to satisfy certain consistency conditions [70].
Demanding for instance that the total centre of mass coordinate
X 
°
kmkxk°
kmk
(3.93)
remains the same before and after the collision, i.e. Xpiq  X pfq, immediately
implies that ¸
k
mkp∆xqk  0, (3.94)
withmk being the mass of the k type particle or constituent.
Furthermore, given thatm∆x  mv∆t  p∆t yields¸
k
pkp∆tqk  0, (3.95)
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where pk is the momentum of a particle of type k.
KdV complex two-soliton solutions
Let us consider the KdV complex two-soliton solution from BT with speed
parameters α and β along with its corresponding two one-soliton solutions, one
with speed parameter α and the other β, matching the multi-compound
constituents. If we plot the three solutions at large times before and after
scattering as in Figure 3.3, we see that the shapes of each multi-compound
constituent matches its corresponding one-soliton solutions, but there is a
distance between them, δXα for the faster peak or δXβ for the slower one. This is
a result of the lateral displacement or time-delay. Note that although Figure 3.3
shows only the real part; the imaginary part has the same properties.
δXβδXα
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x = α 2 t
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Figure 3.3: Snapshots of before t  9 and after t  9 scattering of the real part of KdV
complex two-soliton solution from BT (red), with corresponding real parts of complex
one-soliton solutions (blue/green), where α  1.1, β  0.8 and µ  ν  ipi2 .
To calculate these distances, we need to carry an asymptotic analysis of the
two-soliton solution constituents one at a time and make use of the properties we
found in the previous section for the KdV complex one-soliton solution.
Let us calculate, for example, the distance δXα before scattering, for the
two-soliton constituent with speed α2. We need to first decide on the reference
frame to track the soliton solutions; this will be decided by choosing a point on
the one-soliton solution we want to track. For simplicity of expressions, let us
take the maximum point and consequently we take x  α2t. Now we want to
match the constituent of speed α2 with the speed α2 one-soliton solution
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asymptotically, hence we want to solve the asymptotic relation
ReruBαβpα2t  δXα, tqs  ReruHα pα2t, tqs  α2 (3.96)
as tÑ 8 for δXα, where Re denotes the real part. As a result, we find
δXα  2
α
ln

α   β
α  β


(3.97)
and similarly,
δXβ  2
β
ln

α   β
α  β


, (3.98)
for the two-soliton constituent with speed β2.
Utilising the snapshot of the soliton solutions for large time before and after
scattering, we can compare the distances between the two-soliton constituents
with the corresponding one-soliton solutions and find the lateral displacements
and time-delays as
∆x  2δXα, (3.99)
∆t   2
α2
δXα, (3.100)
for the constituent with speed α2 and
∆x  2δXβ, (3.101)
∆t  2
β2
δXβ (3.102)
for the constituentwith speed β2. It is easily checked that the consistency relations
for masses (3.94) and momenta (3.95) are also satisfied.
With the same asymptotic analysis, we can take the complex two-soliton
solution from HDM and also compute for large time, before and after scattering,
the distances between the two-soliton compound constituents and their
corresponding one-soliton solutions, as shown in Figure 3.4. Although for the
HDM case, the distances before and after scattering are different compared with
the BT case, the lateral displacements and time-delays are found to be the same
in both cases.
Reality of conserved charges for the KdV equation
The snapshots of the complex soliton solution are in fact, aswe shall see shortly,
mass densities of these solutions. The value ofmass is then computed from taking
the integral of the mass density on the whole real line in space.
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Figure 3.4: Snapshots of before t  9 and after t  9 scattering of real part of the KdV
complex two-soliton solution fromHDM (red), with corresponding real parts of complex
one-soliton solutions (blue/green), where α  1.1, β  0.8 and µ  ν  ipi2 .
For each of the complex one-soliton solutions in their moving reference
frames, we see the real and imaginary parts are always an even and odd function
respectively, as they are PT -symmetric or can be made PT -symmetric with a
shift in space or time. With this fact, along with the fact that asymptotically, the
complex two-soliton solution can be seen as sum of one-soliton solutions up to
some displacements, which is also a property of integrability, we can conclude
the imaginary part’s contribution to mass from the complex two-soliton
compound from any method is always zero. Furthermore, the value of mass will
be sum of corresponding real parts of the complex one-soliton solutions,
explaining reality of mass for complex two-soliton solutions. This reality of mass
explanation can be extended for general complex N-soliton solutions from HDM
or BT.
We now proceed to provide an argument that PT -symmetry together with
integrability will guarantee that we have reality for all conserved charges of the
KdV equation through looking at the structure of charge densities.
First we provide a brief review of the construction of conserved charges from
the Gardner transformation [126, 125, 104, 30]. The central idea is to expand the
KdV-field upx, tq in terms of a new field wpx, tq
upx, tq  wpx, tq   εwxpx, tq  ε2w2px, tq, (3.103)
for some deformation parameter ε P R. The substitution of upx, tq into the KdV
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equation (3.1) yields 
1  εBx  2ε2w
 
wt  
 
wxx   3w2  2ε2w3

x
  0. (3.104)
Since the last bracket is in form of a conservation law and needs to vanish by itself,
one concludes that ³88wpx, tqdx  constant (independent of t). Expanding the
new field as
wpx, tq 
8¸
n0
εnwnpx, tq (3.105)
implies that also the quantities In :
³8
8w2n2px, tqdx are conserved. We may
then use the relation (3.103) to construct the charge densities in a recursive
manner
wn  uδn,0  pwn1qx  
n2¸
k0
wkwnk2. (3.106)
Solving (3.106) recursively, by taking wn  0 for n   0, we obtain easily the well
known expressions for the first few charge densities, namely
w0  u, (3.107)
w1  pw0qx  ux, (3.108)
w2  pw1qx   w20  uxx   u2, (3.109)
w3  pw2qx   2w0w1  uxxx  2pu2qx, (3.110)
w4  pw3qx   2w0w2   w21  uxxxx   6puuxqx   2u3  u2x. (3.111)
The expressions simplify substantially when we drop surface terms and we
recover the first three charges of the KdV equation, given by I0, I1, I2.
For the charges constructed from the KdV complex one-soliton solution we
obtain real expressions
In 
» 8
8
w2n2px, tqdx  2
2n 1α
2n1 and In{2  0. (3.112)
The reality of all charges built on one-soliton solutions is guaranteed by PT -
symmetry alone: When realizing the PT -symmetry as PT : u Ñ u, x Ñ x,
tÑ t, iÑ i it is easily seen from (3.106) that the charge densities transform as
wn Ñ p1qnwn. This mean when upx, tq is PT -symmetric so are the even graded
charge densities w2npx, tq. Changing the argument of the functional dependence
to the travelling wave coordinate ζα  xα2t this means we can separate w2npζαq
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into a PT -even and PT -odd part we2npζαq P R and wo2npζαq P R, respectively, as
w2npζαq  we2npζαq   iwo2npζαq, which allows us to conclude
Inpαq 
» 8
8
w2n2px, tqdx (3.113)

» 8
8

we2n2pζαq   iwo2n2pζαq

dζα

» 8
8
we2n2pζαqdζα P R.
It is easily seen that the previous argument applies directly to the charges built
from the KdV complex one-soliton solution, i.e. the real part and imaginary part
are even and odd in ζα, respectively. When the parameter µ has a nonvanishing
real part the PT -symmetry is broken, but it can be restored by absorbing the real
part by a shift either in t or x.
In order to ensure the same for the multi-soliton solutions we use the fact that
the multi-soliton solutions separate asymptotically into single solitons with
distinct support. As the charges are conserved in time, we may compute In at
any time. In the asymptotic regime, any charges built from an N -soliton solution
u
pNq
iθ1,...,iθN ;α1,...,αN
, decomposes into the sum of charges built on the one-soliton
solutions, that is
Inpα1, . . . , αNq 
» 8
8

w
pNq
iθ1,...,iθN ;α1,...,αN
	
2n2
px, tqdx, (3.114)

» 8
8
¸N
k1

w
p1q
iθk;αk
	
2n2
pζαkq

dζαk , (3.115)

¸N
k1 Inpαkq, (3.116)
 2
2n 1
¸N
k1 α
2n1
k . (3.117)
We used here the decomposition of the N-soliton solution into a sum of
one-solitons in the asymptotic regime upNqiθ1,...,iθN ;α1,...,αN 
¸N
k1

u
p1q
iθk;αk
	
, which
we have seen in detail above. Since each of the one-solitons is well localized we
always have up1qiθk;αk  u
p1q
iθl;αl
 0 for N ¥ 2 when k  l, which implies that
u
pNq
iθ1,...,iθN ;α1,...,αN
m

¸N
k1

u
p1q
iθk;αk
	m

¸N
k1

u
p1q
iθk;αk
	m
. (3.118)
As all the derivatives are finite and the support is the same as for the us, this also
implies
u
pNq
iθ1,...,iθN ;α1,...,αN
	
nx
m

¸N
k1

u
p1q
iθk;αk
	
nx
m

¸N
k1

u
p1q
iθk;αk
	m
nx
, (3.119)
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and similarly for mixed terms involving different types of derivatives. As all
charge densities are made up from u and its derivatives we obtain
w
pNq
iθ1,...,iθN ;α1,...,αN
	
2n2

¸N
k1

w
p1q
iθk;αk
	
2n2
(3.120)
in the asymptotic regime, which is used in the step from (3.114) to (3.115). In the
remaining two steps (3.116) and (3.117) we use (3.112).
Thus, PT -symmetry and integrability guarantee the reality of all charges.
3.5 Conclusions
In this chapter, we have shown how one can generalise some well-known
NPDEs including the KdV, mKdV and SG equations to the complex field whilst
preserving PT -symmetries and in particular, integrability in the sense of
possessing soliton solutions and in the KdV case, also an infinite number of
conserved charges.
We are able to derive new complex soliton and multi-soliton solutions for
these models through making adjustments with HDM and BT. For all the
complex soliton solutions derived, we found they possess real energies. In the
one-soliton case, this reasoning is due to PT -symmetry of the Hamiltonian
density and solution. However, for complex multi-soliton solutions, whether
PT -symmetric or not, we found they all possessed real energies due to the
additional property of integrability; how each complex multi-soliton solution
asymptotically separates into complex one-soliton solutions which are
PT -symmetrizable up to some lateral displacements or time-delays. In
particular, for the KdV equation, we proved all charges are real.
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Chapter 4
Multicomplex soliton solutions of
the KdV equation
Similar to the previous chapter, we will investigate here further extensions of
the real KdV equation not in the complex [33, 30], but the multicomplex regime
[35]. These are higher order complex extensions, in particular they will be of
bicomplex, quaternionic, coquaternionic and octonionic types.
Extending quantum systems to the multicomplex regime has been proved
useful in different ways. The application of bicomplex extension to extend the
inner product space over which the Hilbert space is defined was found to help
unravel the structure of the neighbourhood of higher order exceptional points
[47, 54, 82], where we have more than two eigenvalues coalescing. Quaternions
and coquaternions have been long studied in the quantum regime, as it was
found they are related to many important algebras and groups in physics
[61, 77, 6] and have recently been suggested to offer a unifying framework for
complexified classical and quantum mechanics [26]. Octonionic Hilbert spaces
have been utilised in the study of quark structures [80].
We first review some properties of multicomplex numbers. For more detailed
introductions, we refer the reader to [39, 93, 143].
4.0.1 Bicomplex and hyperbolic numbers
Denoting the field of complex numbers with imaginary unit ı as
Cpıq  tx  ıy|x, y P Ru , (4.1)
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* 1 ı  k
1 1 ı  k
ı ı 1 k 
  k 1 ı
k k  ı 1
Table 4.1: Bicomplex Cayley table
the bicomplex numbers B form an algebra over the complex numbers admitting
various equivalent types of representations
B  tz1   z2|z1, z2 P Cpıqu , (4.2)
 tw1   ıw2|w1, w2 P Cpqu , (4.3)
 ta0   a1ı  a2  a3k|a0, a1, a2, a3 P Ru , (4.4)
 tv1e1   v2e2|v1 P Cpıq, v2 P Cpqu . (4.5)
The canonical basis is spanned by the units 1, ı, , k, involving the two
imaginary units ı and  squaring to 1, so that the representations in equations
(4.2) and (4.3) naturally prompt the notion to view these numbers as a doubling
of the complex numbers. The real unit 1 and the hyperbolic unit k  ı square to
1. The multiplication of these units is commutative and we can represent the
products in the Cayley multiplication table 4.1. The idempotent representation
(4.5) is an orthogonal decomposition obtained by using the orthogonal
idempotents
e1 : 1  k
2
, and e2 : 1 k
2
, (4.6)
with properties e21  e1, e22  e2, e1e2  0 and e1   e2  1. All four representations
(4.2) - (4.5) are uniquely related to each other. For instance, given a bicomplex
number in the canonical representation (4.4) in the form
na  a0   a1ı  a2  a3k, (4.7)
the equivalent representations (4.2), (4.4) and (4.5) are obtained with the
identifications
z1  a0   ıa1, z2  a2   ıa3,
w1  a0   a2, w2  a1   a3,
va1  pa0   a3q   pa1  a2qı, va2  pa0  a3q   pa1   a2q.
(4.8)
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Arithmetic operations are most elegantly and efficiently carried out in the
idempotent representation (4.5). For the composition of two arbitrary numbers
na and nb we have
na  nb  va1  vb1e1   va2  vb2e2 with   , , (4.9)
The hyperbolic numbers (or split-complex numbers)
D ta0   a3k|a0, a3 P Ru (4.10)
are an important special case of B obtained in the absence of the imaginary units
ı and , or when taking a1  a2  0. Similar to how we can represent complex
numbers in polar form, we have the same for hyperbolic numbers [155], as show
in Figure 4.1. W represents a hyperbolic number with several representations as
w  α   kβ, (4.11)
 ρekφ, (4.12)
 ρpcoshφ  k sinhφq, (4.13)
where ρ 
a
α2  β2 and φ  arctanh β
α
.
ρ sinhϕ
ρ coshϕ
w
ρ
ϕ
α2 β2 = ρ
2 1 0 1 2
2
1
0
1
2
α
β
Figure 4.1: Geometrical representation of Hyperbolic numbers
Bicomplex functions
For bicomplex functions, we have the same arithmetical rules as for numbers.
In what follows we are most interested in functions depending on two real
variables x and t of the form fpx, tq  ppx, tq   ıqpx, tq   rpx, tq   kspx, tq P B
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involving four real fields ppx, tq, qpx, tq, rpx, tq, spx, tq P R. Having kept the
functional variables real, we also keep our derivatives real, so that we can
differentiate fpx, tq component-wise as
Bxfpx, tq  Bxppx, tq   ıBxqpx, tq   Bxrpx, tq   kBxspx, tq and similarly for Btfpx, tq.
Bicomplex extended PT -symmetries
As there are two different imaginary units, there are three different types of
conjugations for bicomplex numbers, corresponding to conjugating only ı, only 
or conjugating both ı and  simultaneously. This is reflected in different
symmetries that leave the Cayley multiplication table invariant. As a
consequence we also have three different types of bicomplex PT -symmetries,
acting as
PT ı : ıÑ ı, Ñ , k Ñ k, xÑ x, tÑ t, (4.14)
PT ık : ıÑ ı, Ñ , k Ñ k, xÑ x, tÑ t, (4.15)
PT k : ıÑ ı, Ñ , k Ñ k, xÑ x, tÑ t, (4.16)
see also [12, 35].
4.0.2 Quaternionic numbers and functions
* 1 ı  k
1 1 ı  k
ı ı 1 k 
  k 1 ı
k k  ı 1
Table 4.2: Quaternion Cayley table
The quaternions in the canonical basis are defined as the set of elements
H  ta0   a1ı  a2  a3k|a0, a1, a2, a3 P Ru . (4.17)
The multiplication of the basis t1, ı, , ku is noncommutative, with ı, , k denoting
the three imaginary units with ı2  2  k2  1. The remaining multiplication
rules are shown in table 4.2. The multiplication table remains invariant under the
symmetriesPT ı,PT ık andPT k. Using these rules for the basis, two quaternions
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in the canonical basis na  a0 a1ı a2 a3k P H and nb  b0  b1ı  b2  b3k P H
are multiplied as
nanb  pa0b0  a1b1  a2b2  a3b3q   pa0b1   a1b0   a2b3  a3b2q ı (4.18)
 pa0b2  a1b3   a2b0   a3b1q   pa0b3   a1b2  a2b1   a3b0q k.
There are various representations for quaternions, see e.g. [147], of which the
complex form will be especially useful for what follows. With the help of (4.18)
one easily verifies that
ξ : 1N pa1ı  a2  a3kq with N 
b
a21   a22   a23 (4.19)
constitutes a new imaginary unit with ξ2  1. This means that in this
representation we can formally view a quaternion, na P H, as an element in the
complex numbers
na  a0   ξN P Cpξq, (4.20)
with real part a0 and imaginary partN . Notice that a PT ξ-symmetry can only be
achieved with a PT ık-symmetry acting on the unit vectors in the canonical
representation. Unlike the bicomplex numbers or the coquaternions, the
quaternionic algebra does not contain any idempotents.
4.0.3 Coquaternionic numbers and functions
* 1 ı  k
1 1 ı  k
ı ı 1 k 
  k 1 ı
k k  ı 1
Table 4.3: Coquaternion Cayley table
The coquaternions, often also referred to as split-quaternions in the canonical
basis, are defined as the set of elements
P  ta0   a1ı  a2  a3k|a0, a1, a2, a3 P Ru . (4.21)
The multiplication of the basis t1, ı, , ku is noncommutative with two
hyperbolic unit elements , k, 2  k2  1, and one imaginary unit ı2  1. The
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remaining multiplication rules are shown in the Cayley table 4.3. The
multiplication table remains invariant under the symmetries PT ı, PT ık and
PT k. Using these rules for the basis, two coquaternions in the canonical basis
na  a0   a1ı  a2  a3k P P and nb  b0   b1ı  b2  b3k P P are multiplied as
nanb  pa0b0  a1b1   a2b2   a3b3q   pa0b1   a1b0  a2b3   a3b2q ı (4.22)
 pa0b2  a1b3   a2b0   a3b1q   k pa0b3   a1b2  a2b1   a3b0q k.
There are various coquaternionic representations for numbers and functions.
Similar as a quaternion one can formally view a coquaternion, na P P, as an
element in the complex numbers
na  a0   ζM P Cpζq, (4.23)
with real part a0 and imaginary partM. The new imaginary unit, ζ2  1,
ζ : 1M pa1ı  a2  a3kq withM 
b
a21  a22  a23 (4.24)
is, however, only defined forM  0. Similarly as for the PT ξ-symmetry also the
PT ζ-symmetry requires a PT ık-symmetry. Unlike the quaternions, the
coquaternions possess a number of idempotents e1  1 k2 , e2  1k2 with e21  e1,
e22  e2, e1e2  0 or e3  1 2 , e4  12 with e23  e3, e24  e4, e3e4  0. So for
instance, na is an element in
P  te1v1   e2v2|v1 P Dpq, v2 P Dpqu , (4.25)
where the hyperbolic numbers in (4.25) are related to the coefficient in the
canonical basis as v1  pa0   a3q   pa1   a2q and v2  pa0  a3q   pa2  a1q.
4.0.4 Octonionic numbers and functions
Octonions or Cayley numbers have a double the dimensions of quaternions
and not only non-commutative, but also non-associative. In the canonical basis
they can be represented as
O  ta0e0   a1e1   a2e2   a3e3   a4e4   a5e5   a6e6   a7e7|ai P Ru . (4.26)
The multiplication of the units is defined by noting that each of the seven
quadruplets pe0, e1, e2, e3q, pe0, e1, e4, e5q, pe0, e1, e7, e6q, pe0, e2, e4, e6q, pe0, e2, e5, e7q,
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* e0 e1 e2 e3 e4 e5 e6 e7
e0 e0 e1 e2 e3 e4 e5 e6 e7
e1 e1 e0 e3 e2 e5 e4 e7 e6
e2 e2 e3 e0 e1 e6 e7 e4 e5
e3 e3 e2 e1 e0 e7 e6 e5 e4
e4 e4 e5 e6 e7 e0 e1 e2 e3
e5 e5 e4 e7 e6 e1 e0 e3 e2
e6 e6 e7 e4 e5 e2 e3 e0 e1
e7 e7 e6 e5 e4 e3 e2 e1 e0
pe0, e3, e4, e7q and pe0, e3, e6, e5q, constitutes a canonical basis for the quaternions
in one-to-one correspondence with p1, ı, , kq. Hence, the octonions have one real
unit, 7 imaginary units and the multiplication of two octonions is
noncommutative. Similarly as for quaternions and coquaternions we can view
an octonion na P O as a complex number
na  a0   oO P Cpoq (4.27)
with real part a0, imaginary part O and newly defined imaginary unit, o2  1,
o : 1O
¸7
i1 aiei where O 
c¸7
i1 a
2
i . (4.28)
In order to obtain a PT o-symmetry we require a PT e1e2e3e4e5e6e7-symmetry in
the canonical basis.
4.1 The bicomplex KdV equation
Using the multiplication law for bicomplex functions, the KdV equation for a
bicomplex field in the canonical form
upx, tq  ppx, tq   ıqpx, tq   rpx, tq   kspx, tq P B, (4.29)
can either be viewed as a set of coupled equations for the four real fields ppx, tq,
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qpx, tq, rpx, tq, spx, tq P R
ut   6uux   uxxx  0 ô
$'''''&'''''%
pt   6ppx  6qqx  6rrx   6ssx   pxxx  0,
qt   6qpx   6pqx  6srx  6rsx   qxxx  0,
rt   6rpx   6prx  6qsx  6sqx   rxxx  0,
st   6spx   6psx   6qrx   6rqx   sxxx  0,
(4.30)
or when using the representation (4.5) as a couple of complex KdV equations
vt   6vvx   vxxx  0, and wt   6wwx   wxxx  0, (4.31)
related to the canonical representation as
vpx, tq  rppx, tq   spx, tqs   ı rqpx, tq  rpx, tqs P Cpıq, (4.32)
wpx, tq  rppx, tq  spx, tqs    rqpx, tq   rpx, tqs P Cpq. (4.33)
We recall that we keep here our space and time variables, x and t, to be both real
so that also the corresponding derivatives Bx and Bt are not bicomplexified.
When acting on the component functions thePT -symmetries (4.14)-(4.16) are
implemented in (4.30) as
PT ı : xÑ x, tÑ t, pÑ p, q Ñ q, r Ñ r, sÑ s, uÑ u, (4.34)
PT ık : xÑ x, tÑ t, pÑ p, q Ñ q, r Ñ r, sÑ s, uÑ u, (4.35)
PT k : xÑ x, tÑ t, pÑ p, q Ñ q, r Ñ r, sÑ s, uÑ u, (4.36)
ensuring that the KdV-equation remains invariant for all of the transformations.
Notice that the representation in (4.31) remains only invariant under PT ı, but
does not respect the symmetries PT ık and PT k.
4.1.1 Hyperbolic scaled KdV equation
We observe that (4.30) allows for a scaling of space by the hyperbolic unit k as
xÑ kx, leading to a new type of KdV-equation with uÑ h
kht   6hhx   hxxx  0 ô
$'''''&'''''%
st   6ppx  6qqx  6rrx   6ssx   pxxx  0,
rt  6qpx  6pqx   6srx   6rsx  qxxx  0,
qt  6rpx  6prx   6qsx   6sqx  rxxx  0,
pt   6spx   6psx   6qrx   6rqx   sxxx  0,
(4.37)
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that also respects the PT ı-symmetry. The interesting consequence of this
modification is that travelling wave solutions upξq of (4.30) depending on real
combination of x and t as ξ  x   ct P R, with c denoting the speed, become
solutions hpζq dependent on the hyperbolic number ζ  kx  ct P D instead.
Interestingly a hyperbolic rotation the number ζ with φ  arctanhpv{cq
constitutes a Lorentz transformation [155, 163]. Taking ζ and performing a
hyperbolic rotation, we have
ζ 1  ζeφk, (4.38)
 kpx coshφ ct sinhφq   cpt coshφ x
c
sinhφq, (4.39)
then with
cosh

arctanh
v
c
	
 1b
1 v2
c2
, sinh

arctanh
v
c
	
 v
c
b
1 v2
c2
(4.40)
we have a Lorentz transformed ζ given by
ζ 1  kx1   ct1, (4.41)
with t1  γpt v
c2
xq, x1  γpx vtq and γ  1{a1 v2{c2.
Next we consider various solutions to these different versions of the bicomplex
KdV-equation, discuss how they may be constructed and their key properties.
4.1.2 Bicomplex soliton solutions
Bicomplex one-soliton solution with PT -symmetry broken
We start from the well known one-soliton solution of the real KdV equation
uµ;αpx, tq  α
2
2
sech2

1
2
pαx α3t  µq

, (4.42)
when α, µP R. Since our differentials have not been bicomplexified we may take
µ to be a bicomplex number µB  η0   θ0ı  θ1  η1kP Bwith η0, θ0, θ1, η1 P R, so
that (4.42) becomes a solution of the bicomplex equation (4.30). Expanding the
hyperbolic function, we can separate the bicomplex function uµB;αpx, tq after some
lengthy computation into its different canonical components
uµB;α  12 pp ;α   p;αq   ı2 pq ;α   q;αq   2 pq ;α  q;αq   k2 pp ;α  p;αq,
(4.43)
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when using the two functions
p;αpx, tq  α
2   α2 cos θ	 coshpαx α3t  ηq
rcos θ	   coshpαx α3t  ηqs2
, (4.44)
q;αpx, tq  α
2 sin θ sinhpαx α3t  η	q
rcos θ   coshpαx α3t  η	qs2
, (4.45)
where η η0  η1 and θ θ0  θ1.
Noting that if we let η1θ10, η0η, θ0θ, the complex solution, i.e. µ  η iθ
as studied in Chapter 3, (3.17), can be expressed as
uiθ;αpx, tq  pη,θ;αpx η{α, tq  ipqη,θ;αpx η{α, tq, (4.46)
where
pη,θ;αpx, tq  tp;αpx, tq|η1θ10, η0  η, θ0  θu, (4.47)pqη,θ;αpx, tq  tq;αpx, tq|η1θ10, η0  η, θ0  θu. (4.48)
We can also expand the bicomplex solution (4.43) in terms of the complex solution
as
uµB;α 
1
2

uiθ;α

x  η 
α
, t
	
  uiθ ;α

x  η
α
, t
	
(4.49)
 k
2

uiθ;α

x  η 
α
, t
	
 uiθ ;α

x  η
α
, t
	
.
In Figure 4.2 we depict the canonical components of this solution at different
times. We observe in all of them that the one-soliton solution is split into two
separate one-soliton-like components moving parallel to each other with the
same speed. The real p-component can be viewed as the sum of two bright
solitons and the hyperbolic s-component is the sum of a bright and a dark
soliton. This effect is the results of the decomposition of each of the components
into a sum of the functions p;α or q;α, as defined in (4.44) with θ and η
controlling the amplitude and distance, whereas α regulates the speed, so the
constituents travel at the same speed. This is a novel type of phenomenon for
soliton solutions previously not observed.
In general, the solution (4.42) is not PT -symmetric with regard to any of the
possibilities defined above. It becomes PT ı-symmetric when η0  η1  0, PT ık-
symmetric when η0  θ1  0 and PT jk-symmetric when η0  θ0  0.
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Figure 4.2: Canonical component functions p, q, r and s (clockwise starting in the top
left corner) of the decomposed one-soliton solution uµB;α to the bicomplex KdV equation
(4.30) with broken PT -symmetry at different times for α  0.5, η0  1.3, θ0  0.4,
θ1  2.0 and η1  1.3.
A solution to the hyperbolic scaled KdV equation (4.37) is constructed as
hµ;αpx, tq  α
2
2
sech2

1
2
pαxk  α3t  µq

, (4.50)
which in component form reads
hµB;α  12 pp¯;α   p ;αq   ı2 pq¯ ;α   q;αq   2 pq¯ ;α  q;αq   k2 pp ;α  p¯;αq,
(4.51)
where we introduced the notations p¯;αpx, tq  p;αpx, tq and q¯ ;αpx, tq 
q ;αpx, tq.
In Figure 4.3 we depict the canonical component functions of this solution. We
observe that the one-soliton solution is split into two one-soliton-like structures
that scatter head-on with each other. The real p-component consists of a head-
on scattering of two bright solitons and the hyperbolic s-component is a head-on
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collision of a bright and a dark soliton. Given that uµB;α and hµB;αpx, tq differ in the
way that one of its constituent functions is space-reversed this is to be expected.
Figure 4.3: Head-on collision of a bright soliton with a dark soliton in the canonical
components p, q, r, s (clockwise starting in the top left corner) for the one-soliton solution
hρ,θ,φ,χ;α to the bicomplex KdV equation (4.30) with broken PT -symmetry for α  0.5,
η0  1.3, θ0  0.1, θ1  2.0 and η1  1.3. Time is running vertically, space horizontally
and contours of the amplitudes are colour-coded indicated as in the legends.
Bicomplex one-soliton solution with PT ij-symmetry
An interesting solution can be constructed whenwe start with a complex PT ık
and a complex PT k symmetric solution to assemble the linear decomposition
of an overall PT ı-symmetric solution with different velocities. Taking in the
decomposition (4.31) vpx, tq  uıθ1,α1px, tq and wpx, tq  uθ2,α2px, tq, we can build
the bicomplex KdV-solution in the idempotent representation
puıθ1,θ2;α1,α2px, tq  uıθ1,α1px, tq e1   uθ2,α2px, tq e2. (4.52)
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The expanded version in the canonical representation becomes in this case
puıθ1,θ2;α1,α2  12 rp0,θ1;α1   p0,θ2;α2s   ı2 rq0,θ1;α1   q0,θ2;α2s (4.53)
  
2
rq0,θ2;α2  q0,θ1;α1s  
k
2
rp0,θ1;α1  p0,θ2;α2s ,
which is evidently PT ı-symmetric. This solution contains an arbitrary
multicomplex shift, however in each component, we now have two solitonic
contributions with different amplitude and speed parameter. As we can see in
Figure 4.4, in the real p-component a faster bright soliton is overtaking a slower
bright solitons and in hyperbolic s-component a faster bright soliton is overtaking
and a slower dark soliton.
Figure 4.4: A fast bright soliton overtaking a slower bright soliton in the canonical
component functions p, q, r and s (clockwise starting in the top left corner) for the one-
soliton solution puıθ1,θ2;α1,α2 to the bicomplex KdV equation (4.30) with PT ij-symmetry
for α1  2.1, α2  1.1, θ1  0.6 and θ2  1.75.
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Bicomplex N-soliton solution
The most compact way to express the N -soliton solution for the real KdV
equation in the form (2.1) is seen from DC transformations
upNqµ1,µ2,...,µN ;α1,α2,...,αN px, tq  2B2x

lnWNpψµ1,α1 , ψµ2,α2 , . . . , ψµN ,αN q

, (4.54)
where WN denotes the Wronskian and the functions ψi are solutions to the
time-independent Schrödinger equation for the free particle. Taking for instance
ψµ,αpx, tq  cosh rpαx α3t  µq{2s for N  1 leads to the one-soliton solution
(4.42).
We could now take the shifts µ1, µ2, . . . , µN P B and expand (4.54) into its
canonical components to obtain theN -soliton solution for the bicomplex equation.
Alternatively we may also construct N -soliton solutions in the idempotent basis
in analogy to (4.53). We demonstrate here the latter approach for the two-soliton
solution. From (4.54) we observe that the second derivative will not alter the
linear bicomplex decomposition and it is therefore useful to introduce the quantity
wpx, tq as u  wx. Thus a complex one-soliton solution can be obtained from
wη,θ;α  wrη,θ;α   ıwiη,θ;α (4.55)
with
wrη,θ;α 
α sinhpαxα3t ηq
cos θ coshpαxα3t ηq , w
i
η,θ;α  α sin θcos θ coshpαxα3t ηq . (4.56)
Recalling now the expression
wa,b,c,d;α,β  α
2  β2
wa,b;α  wc,d;β , (4.57)
from the BT of the complex two-soliton solution from Chapter 3, we can express
this in terms of the functions in (4.56)
wη,θ,ξ,δ;α,β 
 
α2  β2  wrη,θ;α  wrξ,δ;β ı  wiη,θ;α  wiξ,δ;β 
wrη,θ;α  wrξ,δ;β
2    wiη,θ;α  wiξ,δ;β2 (4.58)
 wrη,θ,ξ,δ;α,β   ıwiη,θ,ξ,δ;α,β. (4.59)
Using (4.59) to define the two complex quantities w1  wη1,θ1,ξ1,δ1;α1,β1 P Cpıq
and w2  wη2,θ2,ξ2,δ2;α2,β2 P Cpqwe introduce the bicomplex function
wB12  w1e1   w2e2 (4.60)
 pwr1   ıwi1qe1   p rwr2    rwi2qe2 (4.61)
 1
2
pwr1   wr2q  
ı
2
 
wi1   wi2
  
2
 
wi2  wi1
  k
2
pwr1  wr2q . (4.62)
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Then by construction uBη1,θ1,ξ1,δ1,η2,θ2,ξ2,δ2;α1,β1,α2,β2  Bx
 
wB12

is a bicomplex two-
soliton solution with four speed parameters. In a similar fashion we can proceed
to construct higher order N -soliton solutions for N ¡ 2, i.e. independently
constructing two complex N -soliton solutions, then using idempotent basis to
form a bicomplex soliton solution.
4.1.3 PT -symmetry and reality of conserved charges for bicomplex soliton
solutions
When decomposing the bicomplex energy eigenvalue of a bicomplex
Hamiltonian H in the time-independent Schrödinger equation, Hψ  Eψ, as
E  E0   E1ı   E2   E3k, Bagchi and Banerjee argued in [12] that a PT ık-
symmetry ensures that E1  E3  0, a PT k-symmetry forces E2  E3  0
and a PT ı-symmetry sets E1  E2  0. In Chapter 3, we argued that for complex
soliton solutions the PT -symmetries together with the integrability of the model
guarantees the reality of all physical conserved quantities. One of the main
concerns in this section is to investigate the roles played by the symmetries (4.14)-
(4.16) for the bicomplex soliton solutions and to clarify whether the implications
are similar as observed in the quantum case.
Decomposing a density function for any conserved quantity as
ρpx, tq  ρ0px, tq   ıρ1px, tq   ρ2px, tq   kρ3px, tq P B, (4.63)
and demanding it to be PT -invariant, it is easily verified that a PT ık-symmetry
implies that ρ0, ρ2 and ρ1, ρ3 are even and odd functions of x, respectively. A
PT k-symmetry forces ρ0, ρ1 and ρ2, ρ3 to even and odd in x, respectively and
a PT ı-symmetry makes ρ0, ρ3 and ρ1, ρ2 even and odd in x, respectively. The
corresponding conserved quantities must therefore be of the form
Q 
» 8
8
ρpx, tqdx 
$'''&'''%
Q0  Q2 for PT ık-symmetric ρ
Q0  Q1ı for PT k-symmetric ρ
Q0  Q3k for PT ı-symmetric ρ
, (4.64)
where we denote Qi :
» 8
8
ρipx, tqdx with i  0, 1, 2, 3. Thus we expect the
same property that forces certain quantum mechanical energies to vanish to hold
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similarly for all classical conserved quantities. We only regard Q0 and Q3 as
physical, so that only a PT ı-symmetric system is guaranteed to be physical.
Real and hyperbolic conserved quantities
We compute the first conserved quantities, namely themassm, themomentum
p and the energy E of the KdV equation
mpuq 
» 8
8
udx  m0  m1ı m2 m3k, (4.65)
ppuq 
» 8
8
u2dx  p0   p1ı  p2  p3k, (4.66)
Epuq 
» 8
8

1
2
u2x  u3


dx  E0   E1ı  E2  E3k (4.67)
Decomposing the relevant densities into the canonical basis, u as in (4.29), u2
as
u2   p2  q2  r2   s2  2ppq  rsqı  2ppr  qsq  2pqr   psqk (4.68)
and the Hamiltonian densityHpu, uxq  u2x{2 u3 as
H 

3p
 
q2   r2  s2  p2x  q2x  r2x   s2x
2
 6qrs p3

(4.69)
  q3  3p2q   pxqx   6prs  3q  r2  s2 rxsx ı
  r3   6pqs  3r  q2  s2  p2  pxrx  qxsx 
  3s  r2  p2   q2 6pqr   pxsx   qxrx  s3 k,
we integrate component-wise. For the solutions uµB;α and hµB;α with broken PT -
symmetry we obtain the real conserved quantities
mpuµB;αq  mphµB;αq  2α, (4.70)
ppuµB;αq  pphµB;αq 
2
3
α3, (4.71)
EpuµB;αq  EphµB;αq  
1
5
α5. (4.72)
These values are the same as presented in Chapter 3 for the complex soliton
solutions. Given that the PT -symmetries are all broken, this is surprising at first
sight. However, considering the representation (4.49) this is easily understood,
asmpuµB;αq is simply 12p2α  2αq  2p2α 2αq  2α. We can argue similarly for the
other conserved quantities.
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For thePT ij-symmetric solution puıθ0 θ1;α,β we obtain the following hyperbolic
values for the conserved quantities
mppuıθ0 θ1;α,βq  pα   βq   pα  βqk, (4.73)
pppuıθ0 θ1;α,βq  13  α3   β3  13  α3  β3 k, (4.74)
Eppuıθ0 θ1;α,βq  α510   β510


 

β5
10
 α
5
10


k. (4.75)
The values become real and coincide with the expressions (4.70)-(4.72) when we
sum up the contributions from the real and hyperbolic component or when we
take degeneracy, i.e. the limit β Ñ α.
4.2 The quaternionic KdV equation
Applying now themultiplication law (4.18) to quaternionic functions, theKdV
equation for a quaternionic field of the form upx, tq  ppx, tq   ıqpx, tq   rpx, tq  
kspx, tq P H can also be viewed as a set of coupled equations for the four real fields
ppx, tq, qpx, tq, rpx, tq, spx, tq P R
ut   3 puux   uxuq   uxxx  0 ô
$'''''&'''''%
pt   6ppx  6qqx  6rrx  6ssx   pxxx  0
qt   6qpx   6pqx   qxxx  0
rt   6rpx   6prx   rxxx  0
st   6spx   6psx   sxxx  0
. (4.76)
Notice that when comparing the above system with the bicomplex KdV
equation (4.30), the nonlinear term 6uux has been replaced with 3 puux   uxuq,
which is a very natural modification when keeping in mind that the product of
quaternionic functions is noncommutative [138]. In the paper, it is shown that
under some symmetry reductions, this equation and similar extensions to various
equations, including mKdV and NLS equations, leads to Painlevé type equations.
The remaining set of equations is in addition, the aforementioned PT ık-
symmetric
PT ık : xÑ x, tÑ t, ıÑ ı, Ñ , k Ñ k, (4.77)
pÑ p, q Ñ q, r Ñ r, sÑ s, uÑ u.
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4.2.1 Quaternionic N-soliton solution with PT ık-symmetry
Due to the noncommutative nature of the quaternions it appears difficult at
first sight to find solutions to the quaternionic KdV equation. However, using the
complex representation (4.20), and imposing the PT ık-symmetry, we may resort
to our previous analysis on complex soliton solutions. Considering the shifted
solution (4.42) in the complex space Cpξq yields the solution
uQa0,N ,α  pa0,N ;α  ξa pqa0,N ;α (4.78)
 pa0,N ;α  a1ı  a2  a3kNa pqa0,N ;α. (4.79)
This solution becomes PT ık-symmetric when we carry out a shift in x or
t to eliminate the real part of the shift. The real component is a one-solitonic
structure similar to the real part of a complex soliton solution and the remaining
component consists of the imaginary parts of a complex soliton solution with
overall different amplitudes. It is clear that the conserved quantities constructed
from this solution must be real, which follows by using the same argument as
for the imaginary part in the complex case, as in Chapter 3, separately for each
of the ı,,k-components. By considering all functions to be in Cpξq, it is also clear
thatmulti-soliton solutions can be constructed in analogy to the complex caseCpıq
treated in Chapter 3, with a subsequent expansion into canonical components.
Since the quaternionic algebra does not contain any idempotents, a
construction similar to the one carried out for the bicomplex one-soliton solution
with PT ij-symmetry (4.52) does not seem to be possible for quaternions.
However, we can use (4.57) for two complex solutionswQa0,N ;α  wra0,N ;α ξawia0,N ;α
, wQb0,N ;β  wrb0,N ;β   ξbwib0,N ;β , where the imaginary units are defined as in (4.19)
with ξapa1, a2, a3q and ξbpb1, b2, b3q. Expanding that expression in the canonical
basis we obtain
wQa0,b0;α,β 
α2  β2
ω20   ω21   ω22   ω23
pω0  ıω1  ω2  kω3q (4.80)
with
ω0  wra0,N ;α  wrb0,N ;β, ωm 
am
Naw
i
a0,N ;α 
bm
Nbw
i
b0,N ;β , m  1, 2, 3. (4.81)
A quaternionic two-soliton solution to (4.76) is then obtained from (4.80) as
uQa0,b0;α,β 

wQa0,b0;α,β
	
x
.
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4.3 The coquaternionic KdV equation
Applying now the multiplication law (4.22) to coquaternionic functions, the
KdV equation for a coquaternionic field of the form upx, tq  ppx, tq   ıqpx, tq  
rpx, tq   kspx, tq P P can also be viewed as a set of coupled equations for the four
real fields ppx, tq, qpx, tq, rpx, tq, spx, tq P R. The coquaternionic KdV equation then
becomes
ut   3puux   uxuq   uxxx  0 ô
$'''''&'''''%
pt   6ppx  6qqx   6ssx   6rrx   pxxx  0
qt   6qpx   6pqx   qxxx  0
rt   6rpx   6prx   rxxx  0
st   6spx   6psx   sxxx  0
. (4.82)
Notice that the last three equations of the coupled equation in (4.82) are identical
to the quaternionic KdV equation (4.76).
4.3.1 Coquaternionic N-soliton solution with PT ık-symmetry
Using the representation (4.23) we proceed as in Subsection 4.2.1 and consider
the shifted solution (4.42) in the complex space Cpζq
uCQa0,M;α  pa0,M;α  ζa pqa0,M;α (4.83)
 pa0,M;α  a1ı  a2  a3kMa pqa0,M;α (4.84)
that solves the coquaternionic KdV equation (4.82). There are two cases, forM 
0, we obtain the solution
uCQa0,M;α
α2 α2 cosM coshpαxα3t a0q
rcosM coshpαxα3t a0qs2  ζ
α2 sinM sinhpαxα3t a0q
rcosM coshpαxα3t a0qs2 (4.85)
and forMÑ 0,
uCQa0,M;α
α2
1 coshpαxα3t a0q  pa1ı  a2  a3kq
α2 sinhpαxα3t a0q
r1 coshpαxα3t a0qs2 . (4.86)
Both solutions are PT ık-symmetric when we take a shift in x or t to absorb the
real part. Multi-soliton solutions can be constructed in analogy to the complex
case Cpıq treated in Chapter 3.
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4.4 The octonionic KdV equation
Taking now an octonionic field to be of the form upx, tq  ppx, tqe0   qpx, tqe1  
rpx, tqe2   spx, tqe3   tpx, tqe4   vpx, tqe5   wpx, tqe6   zpx, tqe7 P O the octonionic
KdV equation, in this form of (4.82) becomes a set of eight coupled equations
pt   6ppx  6qqx  6rrx  6ssx  6ttx  6vvx  6wwx  6zzx   pxxx  0,
χt   6χpx   6pχx   χxxx  0,
(4.87)
with χ  q, r, s, t, v, w, z. Setting any of four variables for χ to zero reduces (4.87)
to the coupled set of equations corresponding to the quaternionic KdV equation
(4.76).
4.4.1 Octonionic N-soliton solution with PT e1e2e3e4e5e6e7-symmetry
Using the representation (4.27) we proceed as in Subsection 4.2.1 and consider
the shifted solution (4.42) in the complex space Cpoq
uOa0,O;α  pa0,O;α  opqa0,O;α (4.88)
 pa0,O;α 
¸7
i1 aiei
O pqa0,O;α (4.89)
that solves the octonionic KdV equation (4.87). The solution in (4.88) is
PT e1e2e3e4e5e6e7-symmetric. Once more, multi-soliton solutions can be constructed
in analogy to the complex case Cpıq treated in Chapter 3.
4.5 Conclusions
In this chapter, we have shown that the bicomplex, quaternionic,
coquaternionic and octonionic extensions of the real KdV equation display
properties that are typical of integrable systems, such as having multi-soliton
solutions with novel qualitative behaviours. A particularly interesting case is the
N-soliton solution from the idempotent basis decomposes into 2N one-soliton
solutions, with each of the 2N constituents involving an independent speed
parameter. Unlike for the real and complex soliton solutions, where degeneracy
poses a non-trivial technical problem [41, 29], here these parameters can be
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trivially set to be equal. For all noncommutative versions of the KdV equation,
i.e. quaternionic, coquaternionic and octonionic types, we found multi-soliton
solutions based on complex representation in which the imaginary unit is
built from specific combinations of the imaginary and hyperbolic units. In the
bicomplex case, the first few conserved charges are also presented and higher
order charges should also be possible. It would be interesting to conduct a
more thorough investigation not only of higher order conserved charges for
the bicomplex case, but also the other multicomplex cases where properties of
noncommutativity and nonassociativity comes into play.
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Chapter 5
Degenerate multi-soliton solutions
for KdV and SG equations
Up to now, the multi-soliton solutions we have been constructing are
nondegenerate. This means the compound soliton solutions are made of one-
soliton constituents that are all independent in terms of speed and amplitude.
In this chapter, we look at the degenerate case, in which multi-soliton compounds
have one-soliton constituents of the same speed and amplitude. In particular, we
find an interesting property for degenerate multi-soliton solutions, namely that
they have different properties at different timescales.
At a small timescale the one-soliton constituents travel simultaneously at the
same speed and with the same amplitude. Due to this property the collection
of them could be regarded as an almost stable compound. In this regime, the
solutions behave similarly to the famous tidal bore phenomenon, which consists
of multiple wave amplitudes of heights up to several meters travelling jointly
upstream a river and covering distances of up to several hundred kilometres, see
e.g. [38]. At very large time the individual one-soliton constituents separate from
each other with a time-dependent displacement, which can be computed exactly
in closed analytical form for any number of one-solitons contained in the solution.
In this chapter, we explore degeneracy in the KdV [41] and SG [29] equations
with HDM, BT and DCT. The natural way to obtain a degenerate multi-soliton
solution would be to take the limit of all speed parameters in a nondegenerate
multi-soliton solution to one particular speed parameter, however, we shall see
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that this does not work in general. We investigate the construction of degenerate
multi-soliton solutions with various methods including HDM, BT and DCT.
Furthermore, when comparing the time-dependent displacements, we find a
universal pattern for KdV and SG degenerate multi-soliton solutions [30, 29].
5.1 KdV degenerate multi-soliton solutions
In the KdV case, the direct limiting process of the usual real multi-soliton
solutions to one velocity leads to cusp type solutions, hence singularities.
However, we will demonstrate that taking the degeneracy of complex multi-
soliton solutions from the previous chapter produces finite degenerate multi-
soliton solutions [41]. The complex extensions help to regularize the singularities
that can arise from imposing degeneracy.
5.1.1 Degeneracy with Darboux-Crum transformation
In Chapter 2, we demonstrated how a nondegenerate N-soliton solution can be
constructed via DCT with N independent solutions to the Schrödinger equation
with different eigenvalue parameters. For a degenerate N-soliton solution, the
criteria of N independent solutions is still required for a non-trivial solution,
but with the same eigenvalue parameter for degeneracy. We now show how
these solutions will be constructed; they are the so-called Jordan states [44]. To
start, we take the Schrödinger equation with Hamiltonian, pH , solution ψ and
eigenvalue/energy λ  E  α2
4
, to be the same as for the non-degenerate case
pHψ  B2x  u  α24


ψ  0. (5.1)
For the next independent solution, rather than taking another ψ with an
independent eigenvalue parameter, we take a Jordan state, BψBE , which is a null
vector for pH2. In particular, BψBα is also a solution
pH pH  BBαψ


 α
2
pHψ  0. (5.2)
Carrying on this procedure, we can construct N Jordan states for a N-soliton
solution, which will be given by
!
ψ, BBαψ, . . . ,
BN
BαN ψ
)
.
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Hence, the N th DT iteration will give the iterated Schrödinger equation
pψαpNqqxx   uαpNqψαpNq  
α2
4
ψαpNq , (5.3)
with potential, uαpNq , hence the degenerate N-soliton solution to the KdV equation
is
uαpNq  2B2x lnWN

ψ,
B
Bαψ, . . . ,
BN1
BαN1ψ


(5.4)
and the corresponding wave function is
ψαpNq 
WN 1

ψ, BBαψ, . . . ,
BN1
BαN1ψ, φ
	
WN

ψ, BBαψ, . . . ,
BN1
BαN1ψ
	 , (5.5)
where φ is the second independent solution to the Schrödinger equation (5.1), so
we can take for example
ψ  cosh 1
2
pαx α3t  µq, (5.6)
φ  α
2
ψ
»
dx
ψ2
 sinh 1
2
 
αx α3t  µ . (5.7)
It is important to point out that µ needs to have a non-zero imaginary part to
regularise singularities from our degeneracy procedure.
5.1.2 Degeneracy with Hirota’s direct method and Bäcklund transformation
Another twomethodswe can use to constructmulti-soliton solutions areHDM
and BT, as seen in Chapters 2 and 3. Taking the two types of two-soliton solutions
from each case, if we try to carry out degeneracy by taking the direct limit of one
speed parameter to the other in the generality, we obtain a one-soliton and trivial
zero solution, respectively. To obtain a true degenerate two-soliton solution from
HDM or BT, we need to implement some shifts at the initial stage of the methods
before taking the equal speed limit.
For the case of using HDM, a two-soliton solution is known to be constructed
with an initial τ 1 function
τ 1  c1eαxα3t γ1   c2eβxβ3t γ2 (5.8)
which is a solution to the order λ1 equation from expansion of Hirota’s bilinear
form (3.3), where γ1 , γ2 are arbitrary constants and c1 , c2 are to be determined.
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In general, the degenerate limit will result in a one soliton solution. However, for
the choices
γ1  µ 
α  β
α   βν , γ2  µ
α  β
α   βν, (5.9)
carrying out HDM and then taking the limit β Ñ α the resulting expression is the
degenerate two-soliton solution
uHαp2q 
2α2rpαx3α3t iθνq sinhpαxα3t iθµq2 coshpαxα3t iθµq2s
rαx3α3t iθν sinhpαxα3t iθµqs2 (5.10)
where we have taken complex parameters µ  iθµ, ν  iθν with θνsin θµ ¡ 1 to
obtain a PT -symmetric solution that is without singularities and asymptotically
finite.
For the case of BT, if we choose the two one-soliton solutions to have the same
shifts, γ1, γ2, and conditions as taken for the HDM for the soliton solutions with
speed parameter α and β respectively:
uα  α
2
2
sech2
1
2

αx α3t  µ  α  β
α   βν


, (5.11)
uβ  β
2
2
sech2
1
2

βx β3t  µ α  β
α   βν


, (5.12)
then the ’nonlinear superposition principle’ and degenerate limiting results in the
same degenerate two-soliton solution (5.10).
For higher order degeneracies in both the HDM and BT, we need to implement
the right shifts to obtain a degenerate multi-soliton solution. Up to now, there
are no known systematic methods to do this for general degenerate N-soliton
solutions.
5.1.3 Properties of degenerate multi-soliton solutions
Similar to nondegenerate multi-solitons solutions as seen in Chapter 3,
degenerate KdV multi-soliton solutions also admit lateral displacements and
time-delays as a result of scattering. These can be computed as in the previous
cases through tracking a particular point on the soliton solution, usually the
maxima or minima for simplicity.
Taking the degenerate two-soliton solution (5.10) in the asymptotic limit when
t Ñ 8, we can see the soliton constituents regain the same shape and amplitude
as the corresponding one-soliton solution up to some displacements by plotting
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the solution with the corresponding one-soliton solution at large times in Figure
5.1.
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Figure 5.1: Real (left) and imaginary (right) parts of KdV degenerate two-soliton solution
with α  1.1, µ  ν  ipi2 and t  20.
In particular, we find the lateral displacements will tend to an explicit time-
dependent logarithmic function ∆Xptq in asymptotic time
∆Xptq  1
α
ln
 
4α3 |t| . (5.13)
For the right constituent in the imaginary part, the same displacement expression
also holds with a shift of ipi, in µ, of the one-soliton solution.
For degenerate N-soliton solution, we conjecture the generalised displacement
expression
∆Xmlk ptq  1
α
ln
 pm lq!
pm  l  kq! |4α
3t|2lk

, (5.14)
with
k 
$&% 1 , for N even0 , for N odd , (5.15)
m  N  1  k
2
, (5.16)
l  lthconstituent from soliton compound centre. (5.17)
As these shifts are logarithmic in time, the change is very slow andwhen confined
to some finite regions theymay be viewed as aN -soliton compound, hence similar
to the tidal bore phenomenon. We verified these properties up to degenerate 10-
soliton solutions.
We can also compute conserved charges as in Section 3.4.4, for our complex
degenerate N-soliton solution. The total charge will be N times the corresponding
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single soliton solution and real, due to the asymptotic limit of the compound
solution being the sumofN one-solitons up to some lateral displacements or time-
delays and the solution possessing PT -symmetry.
5.2 SG degenerate multi-soliton solutions
Contrary to the KdV case, for the SG equation, the degeneracy limit could even
be taken with real SG multi-soliton solutions and we will look in this section at
various types of degeneracies including multi-kinks, multi-breathers and multi-
Jacobi-elliptic solutions. We abbreviate solutions with a m-fold degeneracy in α
as φαpmqαm 1αN px, tq. This denotes an N -soliton solution with α1  α2  . . . 
αm  α.
5.2.1 Degenerate multi-soliton solutions from Bäcklund transformation
From the nonlinear superposition principle for the SG equation (2.70), a new
solution φ12 can be constructed from three known solutions φ0, φ1, φ2. However,
one can easily see that degenerate solutions cannot be obtained directly in general
from (2.70), as that would give the trivial zero solution. Wewill now demonstrate
how the limits may be taken appropriately, thus leading to degenerate multi-
soliton solutions. Subsequently, we study the properties of this solution.
At first we construct anN -soliton solutionwith an pN1q-fold degeneracy. For
this purpose we start by relating four solutions to the SG equation as depicted in
the Bianchi-Lamb diagram in Figure 5.2 with the choice φ0  φαpN2q , φ1  φαpN1q ,
φ2  φαpN2qβ and constants a1  1α and a2  1β , such that by (2.70) we obtain
φαpN1qβ  φαpN2q   4 arctan

α   β
α  β tan

φαpN2qβ  φαpN1q
4


. (5.18)
Using the identity (see Appendix A for a derivation)
lim
βÑα
α   β
α  β tan

φαpN2qβ  φαpN1q
4


  α
2pN  1q
d
dα
φαpN1q , (5.19)
we can perform the non-trivial limit β Ñ α in (5.18), obtaining in this way the
recursive equation
φαpNq  lim
βÑα
φαpN1qβ  φαpN2q  4 arctan

α
2pN1q
d
dα
φαpN1q

, for N ¥ 2, (5.20)
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Figure 5.2: Bianchi-Lamb diagram for four arbitrary solutions φαpN2q , φαpN2qβ , φαpN1q ,
φαpN1qβ of the SG equation, with each link representing a BT with constants α and β
chosen as indicated.
with φαpNq  0 for N ¤ 0. In principle equation (5.20) is sufficient to compute
the degenerate solutions φαpNq recursively. However, it still involves a derivative
term which evidently becomes more and more complicated for higher order.
We eliminate this term next and replace it with combinations of just degenerate
solutions. By iterating the BT (2.65-2.66) we compute the derivatives with respect
to x and t to be
pφαpNqqx  2α
¸N
k1p1q
N k sin

φαpkq  φαpk1q
2


, (5.21)
pφαpNqqt 
2
α
¸N
k1 sin

φαpkq   φαpk1q
2


. (5.22)
Taking the relation (see Appendix B for a derivation)
α pφαpNqqα  x pφαpNqqx  t pφαpNqqt , (5.23)
we convert this into the derivative with respect to α required in the recursive
relation (5.20), that is
α
2
d
dα
φαpN1q 
N°
k1

p1qN kxα sin

φ
αpkq
φ
αpk1q
2
	
 t
α
sin

φ
αpkq
 φ
αpk1q
2
	
. (5.24)
Therefore for N ¥ 2 equation (5.20) becomes
φαpNqφαpN2q  4 arctan

1
1N
N1°
k1

p1qN kxα sin

φ
αpkq
φ
αpk1q
2
	
  t
α
sin

φ
αpkq
 φ
αpk1q
2
	
.
(5.25)
This equation can be solved iterativelywith an appropriate choice for the initial
condition φα. Taking this to be the well-known kink solution
φα  4 arctan
 
eξ 

, with ξ :
t
α
 xα, (5.26)
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we compute from (5.20) the degenerate multi-soliton solutions
φαα  4 arctan

ξ
cosh ξ 


, (5.27)
φααα  4 arctan

ξ  cosh ξ   ξ2 sinh ξ 
ξ2   cosh2 ξ 


  φα, (5.28)
φαααα  4 arctan
 ξ
3 cosh ξ 
ξ4 3ξ2 p3 2ξ2q cosh2 ξ  3ξ  sinh 2ξ 
ξ4 ξ2  2ξ2 cosh2 ξ 2ξ2ξ  tanh ξ 

  φαα. (5.29)
Snapshots of these solutions at two specific values in time are depicted in Figure
5.3 for some concrete values of α. The N -kink solution with N  2n exhibits n
almost identical solitons travelling at nearly the same speed at small time scales.
When N  2n   1 the solutions do not vanish asymptotically and have an
additional kink at large values of x.
Figure 5.3: SG degenerate N-kink solutions at different times t  10 (left panels) and
t  10 (right panels) for spectral parameter α  0.3.
It is clear that solutions constructed in this manner, i.e. by iterating (5.25), will
be of a form involving sums over arctan-functions, which does not immediately
allow to study properties such as the asymptotic behaviour we are interested
in here. Of course one may combine these functions into one using standard
identities, although these become increasingly nested for larger N in φαpNq . This
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can be avoided by deriving a recursive relation directly for the argument of just
one arctan-function. Defining for this purpose the functions τN via the relation
φαpNq  4 arctan τN , (5.30)
we convert the recursive relation (5.20) in φ into a recursive relation in τ as
τN 
τN2p1  τ 2N1q  2αN1 dτN1dα
1  τ 2N1   2αN1τN2 dτN1dα
. (5.31)
Similarly as to the derivatives for φ, we may also compute them for the functions
τ using (5.30). Computing first
pτNqx  αp1  τ 2Nq
¸N
k1p1q
N k pτ k  τ k1qp1  τ k1τ kq
p1  τ 2k1qp1  τ 2kq
, (5.32)
pτNqt 
1
α
p1  τ 2Nq
¸N
k1
pτ k   τ k1qp1 τ k1τ kq
p1  τ 2k1qp1  τ 2kq
, (5.33)
and using α pτNqα  x pτNqx t pτNqt we obtain the derivative of τ with respect to
α
α
p1 τ2N q
dτN
dα

N°
k1

p1qN kxα pτkτk1qp1 τk1τkqp1 τ2k1qp1 τ2kq 
t
α
pτk τk1qp1τk1τkq
p1 τ2k1qp1 τ2kq

,
(5.34)
which we use to convert (5.31) into
τN  pN  1qτN2  2SτpN  1q   2τN2Sτ , (5.35)
where
Sτ 
N1°
k1

αxp1qN k1pτkτk1qp1 τkτk1q tα pτk τk1qp1τkτk1q
p1 τ2kqp1 τ2k1q

. (5.36)
Using the variables ξ instead of x, twe obtain
Sτ 
N1¸
k1

ξp1qN k1τ k1pτ 2k  1q   ξp1qN kτ kpτ 2k1  1q
p1  τ 2k1qp1  τ 2kq
ﬀ
. (5.37)
These relations lead to simpler compact expressions allowing us to study the
asymptotic properties of these functions more easily. Iterating (5.31) we obtain
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the first solutions as
τ 1  eξ  , (5.38)
τ 2  2ξτ 1
1  τ 21
 ξ
cosh ξ 
, (5.39)
τ 3  p1  2ξ    2ξ
2
qτ 1   τ 31
1  p1 2ξ    2ξ2qτ 21
, (5.40)
τ 4  4ξp3  3ξ    ξ
2
qτ 1   4ξp3 3ξ    ξ2qτ 31
3  p6  12ξ2    4ξ4qτ 21   3τ 41
, (5.41)
τ 5  3c τ 1   2d τ
3
1   9τ 51
9  2τ 21d   3cτ 41
, (5.42)
with
c  6ξ2   12ξ ξ2  12ξ    2ξ4   18ξ2   3,
d  18ξ3    18ξ2 ξ2  9ξ2  	 6ξ ξ4 	 36ξ ξ2  18ξ    2ξ6   3ξ4   27ξ2   9.
It is now straightforward to compute the τN for any larger value of N in this
manner.
It is clear that by setting up the nonlinear superposition equation (5.18) for
different types of solutions will produce recurrence relations for new types of
degenerate multi-soliton solutions. We will not pursue this here, but instead
compare the results obtained in this section with those obtained from different
methods.
5.2.2 Degenerate multi-soliton solutions fromDarboux-Crum transformation
We can carry out the procedure to produce the degeneracy of various multi-
soliton solutions to the SG equation by replacing eigenstates in the Wronskians of
SG DCT (2.105) with Jordan states similar to what was done for the KdV case in
Section 5.1.1 to obtain degenerate KdV multi-soliton solutions.
Degenerate kinks, antikinks, breathers and imaginary cusps from vanishing
potentials
We start by solving the four linear first order differential equations (2.95) to
the lowest level in the DC iteration procedure for some specific choices of φp0q.
Considering the simplest case of vanishing potentials V  0, by taking φp0q  0,
88
the equations in (2.95) are easily solved by
ψαpx, tq  c1eξ {2   c2eξ {2 and ϕαpx, tq  c1eξ {2  c2eξ {2. (5.43)
Evidently, the constants c1, c2 P C determine the boundary conditions. Imposing
the PT µ-symmetry
PT µ : xÑ x, tÑ t, iÑ i, φÑ φ, χÑ eiµχ, for χ  ψ, ϕ, (5.44)
on each of these solutions selects some specific choices for the constants. For
instance, for c1  c2 the fields in (5.43) obey the symmetries PT 0 : ψα Ñ ψα,
PT pi : ϕα Ñ ϕα and we obtain from the DT (2.103) the purely imaginary cusp
solution
φcα  2i ln

tanh
ξ 
2


. (5.45)
Imposing instead the symmetries PT pi{2 : ψα Ñ iψα, PT pi{2 : ϕα Ñ iϕα on the
fields in (5.43) the kink and anti-kink solutions
φα  4 arctan
 
eξ 

and φα¯  4 arccot
 
eξ 

, (5.46)
are obtained from c2  ic1 P R and c1  ic2 P R, respectively. We notice that the
remaining constant c1 or c2 cancel out in all solutions in (5.45) and (5.46). Iterating
these results leads for instance to the following:
Degenerate kink solutions
For the choice c2  ic1 we obtain the degenerate solutions
φapNq  2i ln
W

ϕα, Bαϕα, B2αϕα, . . . , BN1α ϕα

W rψα, Bαψα, B2αψα, . . . , BN1α ψαs
, (5.47)
which when evaluated explicitly coincide precisely with the expressions
previously obtained in (5.27-5.29) in a recursive manner.
Degenerate complex cusp solutions
In a similar way we can construct degenerate purely complex cusp solutions.
Such type of solutions are also well-known in the literature, see for instance [95]
for an early occurrence. These solutions appear to be non-physical at first sight,
but they find applications for instance as an explanation for the entrainment of air
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[56]. For the choice c1  c2 we obtain
φcap2q  2i ln
W rϕα, Bαϕαs
W rψα, Bαψαs
 2i ln

sinh ξ    ξ
sinh ξ   ξ


, (5.48)
φcap3q  2i ln
W rϕα, Bαϕα, B2αϕαs
W rψα, Bαψα, B2αψαs
(5.49)
 2i ln

coshp3ξ {2q 2ξ  sinhpξ {2qp1 2ξ2q coshpξ {2q
sinhp3ξ {2q2ξ  coshpξ {2q p1 2ξ2q sinhpξ {2q


.
Similarly we can proceed to obtain the solutions φcapNq for N ¡ 3.
Degenerate breather solutions
Breather solutions may be obtained in various ways. An elegant real solution
can be constructed as follows: Taking as the starting point the two-kink solution
with two distinct spectral parameters α and β, that is
φαβ  2i ln
W

ϕα, ϕβ

W

ψα, ψβ
  4 arctan
α   β
α  β
sinh

p 1
2β
 1
2α
qpt xαβq

cosh

p 1
2β
  1
2α
qpt  xαβq

ﬁﬂ , (5.50)
we obtain a breather by converting one of the functions in the argument into a
trigonometric function. Taking first β Ñ 1{α we obtain a kink-antikink solution
φα,1{α  4 arctan

α2   1
α2  1
sinh

1
2
pα  1
α
qpt xq
cosh

1
2
pα   1
α
qpt  xq
ﬀ
. (5.51)
Thus by demanding that pα2   1q{pα2  1q  iθ and pα  1
α
q{2  irθ for some
constants for θ,rθ P R we obtain an oscillatory function in the argument of the
arctan. Solving for instance the first relation gives α  pθ  iq{
a
1  θ2 so thatrθ  1{a1  θ2. The corresponding breather solution then results in the form
φα,1{α  4 arctan
θ sin

pt xq{
a
1  θ2

cosh

θpt  xq{
a
1  θ2

ﬁﬂ . (5.52)
This solution evolves with a constant speed 1 modulated by some overall
oscillation resulting from the sine function. Similarly we can construct a two-
breather solution from two degenerated kink-solutions, given by
φααββ  2i ln
W

ϕα, Bαϕα, ϕβ, Bβϕβ

W

ψα, Bαψα, ψβ, Bβψβ
 , (5.53)
by using the same parametrisation φrα,rα,1{rα,1{rα.
90
5.2.3 Cnoidal kink solutions from shifted Lamé potentials
The sine-Gordon equation also admits a solution in terms of the Jacobi
amplitude ampx,mq depending on the parameter 0 ¤ m ¤ 1 in the form
φp0qcn  2 am

x t?
µ
, µ


(5.54)
for any 0   µpmq   1. The potentials (2.97) following from the solution (5.54) are
V cn  
1
µ
dn 2

x t?
µ
, µ


	 i cn

x t?
µ
, µ


sn

x t?
µ
, µ


(5.55)

?
m
2
sn 2

x t
2m1{4
	 i
2
K 1,m


 1
4
pm1{2  m1{2q, (5.56)
where we used the parametrisation µ  4?m{p1 ?mq2 withKpmq denoting the
complete elliptic integral of the first kind and K 1pmq  Kp1  mq. Notice that
this is a complex shifted and scaled Lamé potential [90, 170] invariant under any
PT -symmetry as defined in (5.44). Such type of potentials emerge in various
contexts, e.g. they give rise to elliptic string solutions [16] or the study of the
origin of spectral singularities in periodic PT -symmetric systems [45].
Next, we require the solutions ψ and ϕ to the auxiliary equations from the
SG ZC representation (2.95) corresponding to the sine-Gordon solution φp0qcn . We
have to to distinguish the two cases 0   α   1 and α ¡ 1. In the first case we
parametrise α  m1{4 finding the solutions
qψmpx, tq  c cn  xt2m1{4  i2K 1,m

, qϕmpx, tq  ic cn  xt2m1{4   i2K 1,m

,
(5.57)
and for the second case we parametrise α  m1{4 obtaining the solutions
pψmpx, tq  ic dn  x t2m1{4  i2K 1,m

, pϕmpx, tq  c dn  x t2m1{4   i2K 1,m

, (5.58)
with integration constant c. For real values of cwe observe the PT -symmetries
PT 0qψm  qψm, PT piqϕm  qϕm, PT pipψm  pψm, PT 0pϕm  pϕm. (5.59)
The DT (2.103), then yields the real solutions for the sine-Gordon equation
qφp1qm px, tq  2 amxt?µ , µ	 4 arctan dn xt2m1{4 ,m	 sn xt2m1{4 ,m	cn xt
2m1{4
,m
	

 pi, (5.60)
pφp1qm px, tq  2 amxt?µ , µ	 4 arctan ?m cn xt2m1{4 ,m	 sn xt2m1{4 ,m	dn xt
2m1{4
,m
	

 pi, (5.61)
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after using the addition theorem for the Jacobi elliptic functions, the properties
cn piK 1{2,mq 
a
1 ?m{m1{4, sn piK 1{2,mq  i{m1{4, dn piK 1{2,mq a
1 ?m, and the well known relation between the ln and the arctan-functions.
Notice that the cn-function can be vanishing for real arguments, such that qφp1q is
a discontinuous function. Furthermore, we observe that this solution has a fixed
speed and does not involve any variable spectral parameter. For this reason we
construct a different type of solution also related to φp0qcn that involves an additional
parameter, utilising Theta functions following [170].
These type of solutions can be obtained from
Ψm,βpyq 
H py  βq
Θpyq e
	yZpβq, Φm,βpyq 
Θ py  βq
Θpyq e
	yXpβq, (5.62)
which are solutions of the Schrödinger equation involving the Lamé potential VL,
that is
Ψyy   VLΨ  EβΨ, with VL  2m sn py,mq2  p1 mq, (5.63)
with Eβ  m sn pβ,mq2 and Eβ  1{ sn pβ,mq2, respectively. The functions
H , Θ, Z and X are defined in terms of Jacobi’s theta functions ϑipz, qq with i 
1, 2, 3, 4, κ  pi
2K
and nome q  expppiK{K 1q as
H pzq : ϑ1 pzκ, qq , Θ pzq : ϑ4 pzκ, qq , Xpzq : κH 1pzqHpzq , Zpzq : κΘ
1pzq
Θpzq .
(5.64)
With a suitable normalization factor and the introduction of a time-dependence
the function Ψpyq can be tuned to solve the equations (2.95). We find
qΨ,m,βpx, tq  Ψm,β  x t2m1{4  i2K 1


e
 t
2m1{4
cnpβ,mq dnpβ,mq
snpβ,mq , (5.65)
qΦ,m,βpx, tq  	eiK1ZpβqiβκΨm,β  x t2m1{4   i2K 1


e
 t
2m1{4
cnpβ,mq dnpβ,mq
snpβ,mq , (5.66)
for α  m1{4 sn pβ,mq and
pΨ,m,βpx, tq  Φm,β  x t2m1{4  i2K 1


e
	 t
2m1{4
cnpβ,mq dnpβ,mq
snpβ,mq , (5.67)
pΦ,m,βpx, tq  	eiK1XpβqiβκΦm,β  x t2m1{4   i2K 1


e
	 t
2m1{4
cnpβ,mq dnpβ,mq
snpβ,mq , (5.68)
for α  1{pm1{4 sn pβ,mqq. The corresponding solutions for the sine-Gordon
equation resulting from the DT (2.103) are
φ
`p1q
,m,βpx, tq  φp0qcn  2βκ 4 arctan

i
M `  pM `q
M `   pM `q

, `  q, p (5.69)
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with the abbreviations
|M  H  x t
2m1{4
 β   i
2
K 1


Θ

x t
2m1{4
 i
2
K 1


, (5.70)
xM  Θ x t
2m1{4
 β   i
2
K 1


Θ

x t
2m1{4
 i
2
K 1


. (5.71)
We depict this solution in Figure 5.4. We notice that the two solutions depicted
are qualitatively very similar and appear to be just translated in amplitude and
x. However, these translations are not exact and even the approximations depend
nontrivially on β andm.
Figure 5.4: SG cnoidal kink solution pφp1q ,m,β px, tq, left panel, and degenerate cnoidal kink
solution pφc ,m,ββ px, tq, right panel, for spectral parameter β  0.9 andm  0.3 at different
times.
Taking the normalization constants in (5.57) and (5.58) respectively as c 
m1{4{p1mq1{4 and c  i{p1mq1{4 we recover the simpler solutionwith constant
speed parameter from the limits
lim
βÑK
Ψ`,m,βpx, tq  ψ`mpx, tq, (5.72)
lim
βÑK
Φ`,m,βpx, tq  ϕ`mpx, tq, (5.73)
lim
βÑK
φ`,m,βpx, tq  φ`mpx, tq, (5.74)
such that (5.65) and (5.68) can be viewed as generalizations of those solutions.
It is interesting to compare these type of solutions and investigatewhether they
can be used to obtain BT. It is clear that since φp0qcn does not contain any spectral
parameter it cannot be employed in the nonlinear superposition (2.70). However,
taking φ0  φ`p1q,m,αpx, tq, φ1  φ`p1q,m,βpx, tq and φ2  φ`p1q,m,γpx, tq we identify from
(2.67) the constants a1  m1{4 sn pα  β,mq and a2  m1{4 sn pα  γ,mq, such
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that by (2.70) we obtain the new three-parameter solution
φ
`p3q
,αβγ,m  φ`p1q,m,α   4 arctan

snpαβ,mq snpαγ,mq
snpαβ,mqsnpαγ,mq tan

φ
`p1q
,m,βφ
`p1q
,m,γ
4


. (5.75)
As is most easily seen in the simpler solutions (5.60) and (5.61) the solutions for
`  p are also regular in the cases with spectral parameter.
Degenerate cnoidal kink solutions
Using the solution φp0qcn as initial solutions and the solutions (5.65) and (5.68)
to the linear equations from SGZC representation (2.95), we are now in a position
to compute the degenerate cnoidal kink solutions using the DT involving Jordan
states from
φc`,m,ββ  φp0qcn  2i ln
W

Φ`,m,β, BβΦ`,m,β

W

Ψ`,m,β, BβΨ`,m,β
 . (5.76)
A lengthy calculation yields
φc`,m,ββ  φp0qcn  4βκ 4 arctan

i
N `  pN `q
N `   pN `q

. (5.77)
where we defined the quantities
qN  Θ2 x t
2m1{4
 i
2
K 1

"
H2

x t
2m1{4
 β   i
2
K 1


Wβ rBβΘ pβq ,Θ pβqs (5.78)
  Θ2 pβqWβ

H

x t
2m1{4
 β   i
2
K 1


, BβH

x t
2m1{4
 β   i
2
K 1

*
,
pN  Θ2 x t
2m1{4
 i
2
K 1

"
Θ2

x t
2m1{4
 β   i
2
K 1


Wβ rBβH pβq , H pβqs (5.79)
  H2 pβqWβ

Θ

x t
2m1{4
 β   i
2
K 1


, BβΘ

x t
2m1{4
 β   i
2
K 1

*
.
Notice that the argument of the arctan is always real. These functions are regular
for real values of β. Furthermore we observe that the additional speed spectral
parameter is now separated from x and t, so that the degenerate solution has only
one speed, i.e. the degenerate solution is not displaced at any time. We depict this
solution in Figure 5.4.
5.2.4 Degenerate multi-soliton solutions from Hirota’s direct method
Finally we explore how the degenerate solutions may be obtained within
the context of HDM for the SG equation. In Chapter 2, we saw how the SG
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equation could be converted into bilinear form with an arctan transformation.
In this section, we introduce another transformation to help us convert the SG
equation into bilinear form; this is the logarithmic parametrisation φpx, tq 
2i lnrgpx, tq{fpx, tqs found in [88] and hence converting the SG equation into the
two equations
DxDtf  f   1
2
pg2  f 2q  λf 2, and DxDtg  g   1
2
pf 2  g2q  λg2, (5.80)
with Dx, Dt denoting the Hirota derivatives. Explicitly we have DxDtf  f 
2f 2pln fqxt. Taking g  f the equations (5.80) become each other’s conjugate
and with λ  0 can be solved by the Wronskian
f  W rψα1 , ψα2 , . . . , ψαN s, (5.81)
where
ψα  eξ {2   icαeξ {2. (5.82)
For simplicity we ignore here an overall constant that may be cancelled out
without loss of generality and also do not treat the possibility ξ  Ñ ξ 
separately. This gives rise to the real valued N -soliton solutions
φ  2i ln f

f
 4 arctan

i
f  f
f   f


 4 arctan fi
fr
, (5.83)
where f  fr   ifi with fr, fi P R. For instance the one, two and three-soliton
solution obtained in this way are
φα  4 arctan
 
cαe
ξα 

, (5.84)
φαβ  4 arctan

Γαβ
cβe
ξβ   cαeξα 
1  cαcβeξα  ξ
β
 
ﬀ
, (5.85)
φαβγ  4 arctan

cαcβcγ cαΓαβΓαγeξ
β
  ξ
γ
  cβΓβαΓβγeξ
α
  ξ
γ
  cγΓγαΓγβeξ
α
  ξ
β
 
cβcγΓαβΓαγe
ξα  cαcγΓβαΓβγeξ
β
  cαcβΓγαΓγβeξ
γ
  eξα  ξ
β
  ξ
γ
 

, (5.86)
where Γxy : px   yq{px  yq. We kept here the constants cα, cβ, cγ generic as it
was previously found in [41] and discussed in Section 5.1.2, that they have to be
chosen in a specific way to render the limits to the degenerate case finite.
Following the procedure outlined in [41] and discussed in Section 5.1.1, we
replace the standard solutions to the Schrödinger equation in the non-degenerate
solution by Jordan states in the computation of f in (5.81) as
f  W rψα, Bαψα, B2αψα, . . . , BNα ψαs. (5.87)
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We then recover from (5.83) the degenerate kink solution φαα and φααα in (5.27)
and (5.28), respectively, with cα  1 in (5.82). Unlike as in the treatment of the
KdV equation in [41] or in Section 5.1.2, the equations are already in a format that
allows to carry out the limits limβÑα φαβ  φαα and limβ,γÑα φαβγ  φααα with the
simple choices cα  cβ  1 and cα  cβ  cγ  1, respectively.
5.2.5 Asymptotic properties of degenerate multi-soliton solutions
Let us now compute the time-dependent displacements by tracking the one-
soliton solution within a degenerate multi-soliton solution.
Time-dependent displacements for degenerate multi-kink solutions
Unlike standard multi-soliton solutions, one cannot track the maxima or
minima for the kink solutions as theymight havemaximal or minimal amplitudes
extending up to infinity. However, they have many intermediate points in
between the extrema that are uniquely identifiable. For instance, for the solutions
constructed in Sections 5.2.1 and 5.2.2, a suitable choice is the point of inflection
at half the maximal value, that is at φαpNq  pi corresponding to τN  1. For an
N -soliton solution φαpNq withN parametrised asN  2n 1κwe find the pattern
that these N points are reached asymptotically
lim
tÑ8
τ 2n 1κ

 t
α2
∆m,`,κ, t


 1, (5.88)
for the time-dependent displacements
∆Xm`κ ptq  1
α
ln
 pm `q!
pm  ` κq! |4αvt|
2`κ

(5.89)
with
v   1
α2
, (5.90)
k 
$&% 1 for N even0 for N odd , (5.91)
m  N  1  k
2
, (5.92)
l  lthconstituent from soliton compound centre. (5.93)
For example, given a degenerate 5-soliton solution φαp5q we have m  2, κ  0
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and `  0, 1, 2, so that we can compare it with five laterally displaced one-soliton
solutions as depicted in Figure 5.5.
ϕ5α x,t
ϕα x,t
ϕα x+Δ2,1,0,t
ϕα x-Δ2,1,0,t)
ϕα(x+Δ2,2,0,t)
ϕα(x-Δ2,2,0,t)
-450 -400 -350 -300 -250
x
1
2
3
4
5
6
ϕ
Figure 5.5: Degenerate 5-soliton solution compared with five time-dependently laterally
displaced one-soliton solutions for α  0.3 at time t  35.
Let us now derive this expression for the first five examples. Introducing the
notation x :  tα2  1α ln δ, assuming that δ  tµ, µ ¥ 1 and taking y to be a
polynomial in t, we obtain the useful auxiliary limits
lim
tÑ8
lim
xÑx
py   ξ q  lim
tÑ8
py  ln δq  lim
tÑ8
y, (5.94)
lim
tÑ8
lim
xÑx
py   ξq  lim
tÑ8

y   2t
α
	 ln δ


 lim
tÑ8

y   2t
α


. (5.95)
Using these expressions in (5.38-5.42) and the notation δm,`,κ  α expp∆Xm,`,κq,
T  2t
α
 we derive the asymptotic expressions for the N -soliton solution for the
lowest values of N
lim
tÑ8
xÑx
τ 2  lim
tÑ8
2Tδ
1  pδq2  limtÑ8
2T
δ
 1 (5.96)
lim
tÑ8
xÑx
τ 3  lim
tÑ8
2T 2   pδq2
2T 2δ
 1 (5.97)
lim
tÑ8
xÑx
τ 4  lim
tÑ8
4T 3

1  pδq2
4T 4δ   3pδq3  1 (5.98)
lim
tÑ8
xÑx
τ 5  lim
tÑ8
4T 6δ   9pδq3
4T 6   6T 4pδq2  1 (5.99)
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where
τ 2 : δ
  2T  δ1,1,1, (5.100)
τ 3 : δ
  1 or δ  2T 2  δ1,1,0, (5.101)
τ 4 : δ
  T  δ2,1,1 or δ  4
3
T 3  δ2,2,1, (5.102)
τ 5 : δ
  1 or δ  2
3
T 2  δ2,1,0 or δ  2
3
T 4  δ2,2,0, (5.103)
for constituents counting outwards from the centre of the multi-solution
compound respectively. The limits need to be carried out in consecutive order,
i.e. first take xÑ x and then compute the limit tÑ 8. These are the first explicit
examples for the asymptotic values all confirming the general expression for the
time-dependent displacements (5.89). Similarly we have computed examples for
higher values, up toN  10 that may also be cast into the form of (5.89). So far we
have not obtained a general proof valid for any N . Having computed the lateral
displacement ∆x the time-displacement is obtained as usual from ∆t  ∆x{v,
where v  1{α2 in our case.
Note also that the displacement (5.89) is of the same form as for KdV degenerate
multi-soliton solutions, where the velocity parameter is v  α2. So the expression
of time-dependent displacements is universal for KdV and SG degenerate multi-
soliton solutions and possibly other nonlinear systems.
Time-dependent displacements for breather solutions
For the breathers it is even less evident what point in the solution is suitable
for tracking due to the overall oscillation. However, since we are only interested
in the net movement we can neglect the internal oscillation and determine the
displacement for an enveloping function that surrounds the breather and moves
with the same overall speed. For the one-breather solution an enveloping function
is obtained by setting the sin-function in (5.52) to 1, obtaining
φenvα,1{α  4 arctan
 θ
cosh

θpt  xq{
a
1  θ2

ﬁﬂ . (5.104)
This function is depicted together with the breather solution in Figure 5.6 having
a clearly identifiable maximum value 4 arctan θ which we can track.
We compare this now with the breather solution φα,α,1{α,1{α constructed
in Section 5.2.2. Taking for that solution sin

pt xq{
a
1  θ2

Ñ 0 and
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Figure 5.6: One-breather solution surrounded by enveloping function φenvα,1{α at t  25
for θ  1{5, left panel and degenerate two-breather solution surrounded by enveloping
function φenvα,α,1{α,1{α at t  100 for θ  4{3, right panel.
cos

pt xq{
a
1  θ2

Ñ 1 we obtain the enveloping function
φenvα,α,1{α,1{α  4 arctan
 4ptxqθ?1 θ2 cosh

pt xqθ?
1 θ2


2θ2ptxq2 2pt xq2 1 θ2 p1 θ2q cosh

2θpt xq?
1 θ2


ﬁﬂ . (5.105)
This function tends asymptotically to the maximal value of the one-breather
enveloping function
lim
tÑ8
φenvα,α,1{α,1{α
 t∆α,α,1{α,1{α, t  4 arctan pθq , (5.106)
when shifted appropriately with the time-dependent displacement
∆Xα,α,1{α,1{αptq  1
θ
a
1  θ2 ln

4θ2ta
1  θ2

. (5.107)
Similarly we may compute the displacements for the solutions φα,α,α,1{α,1{α,1{α etc.
5.3 Conclusions
We have seen the construction of various types of degenerate multi-soliton
solutions for the KdV and SG equations based on BT, DCT and HDM. Many of
them exhibit a compound behaviour on a small timescale, but their individual
one-soliton constituents separate for large time. Exceptions are degenerate cnoidal
kink solutions that we constructed from shifted Lamé potentials for the SG
equation. These type of solutions have constant speed and do not display any
time-delay.
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Comparing the various methods, we see degeneracy has to be implemented
in different ways for different equations and methods. For the KdV case, the
key point to obtain regularized degenerate multi-soliton solutions is to add some
complex shifts. The most straightforward and simplest way to obtain a KdV
degenerateN -soliton solution is through DCTwith Jordan states. Other methods
such as HDM and BT involve guessing some appropriate constants which will
allow non-trivial degenerate limiting.
For the SG case, we have a different story. Using the recurrence relations
constructed from BT was found to be the most efficient way to obtain N -soliton
solutions for large values of N . These equations are easily implemented in
computer calculations. By just requiring a simple solution to the original NPDE
they also have a relatively easy starting point. However, the equations are less
universal than those presented using Jordan states in DCT. The disadvantage of
DCT is that they also require thewave functions for the SG ZC representation. For
large values of N the computations become more involved than the recurrence
relations for the BT. The HDM for the SG model follows similarly as for the
KdV model. The degenerate limit for a N -soliton solution with different
spectral parameters to one particular spectral parameter could only be taken with
appropriate choice of some constants, for which a general systematic way has not
been found up to now.
Looking at the asymptotic behaviour of the solutions, we present general
analytical time-dependent expressions for displacements between the one-soliton
solution and individual constituents of degenerate multi-soliton solutions. When
expressed in terms of the soliton speed and spectral parameter, the expression
found appears to be universal for the KdV and SG equations, although in general,
the form of this is conjectural.
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Chapter 6
Asymptotic and scattering behaviour
for degenerate multi-soliton
solutions in the Hirota equation
In this chapter, we continue the study of degenerate multi-soliton solutions
with the Hirota equation, a particular example of a higher order NLS equation.
For the NLS equation, degenerate solutions have been studied in the context of
the inverse scattering method [137, 149] where they were referred to as multiple
pole solutions, which make use of poles from kernels of the Gel’fand-Levitan-
Marchenko equations. In our previous analysis for the KdV and SG equations,
we showed how to derive these type of solutions by employing HDM, BT, DCT
or recursive equations derived from BT. Here we follow a similar approach for
the Hirota equation in the construction of the degenerate multi-soliton solutions.
Subsequently, we study their asymptotic and scattering behaviour at the origin
[34].
6.1 Degenerate multi-soliton solutions from Hirota’s direct
method
Taking the Hirota bilinear form of the Hirota equation (2.58-2.59), exact multi-
soliton solutions can be found in a recursive fashion by terminating the formal
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power series expansions
fpx, tq 
8¸
k0
ε2kf2kpx, tq and gpx, tq 
8¸
k1
ε2k1g2k1px, tq, (6.1)
at a particular order in ε, similarly as was done previously for other equations.
6.1.1 One-soliton solution
For ε  1 a one-soliton is obtained as
qµ1 px, tq  g
µ
1 px,tq
1 fµ2 px,tq , with g
µ
1 px, tq  cτµ and fµ2 px, tq  |cτµ|
2
pµ µq2 . (6.2)
The building block is the function
τµpx, tq : eµx µ2piαβµqt, (6.3)
involving the complex constants c,µ P C. More explicitly, for c  1 we have
qµ1 px, tq  4δ
2expδ iξq itpδ iξq
2pα iβδβξq
4δ2 e2δx2δtr2αξ βpδ23ξ2qs , |q
µ
1 px, tq|  4δ
2e
δrxtp2αξ βpδ23ξ2qqs
4δ2 e2δrxtp2αξ βpδ23ξ2qqs . (6.4)
with µ  δ   iξ, δ,ξ P R. Defining the real quantities
Apx, tq : xξ   t αpδ2  ξ2q   βξpξ2  3δ2q , (6.5)
xδ,ξ : t

2αξ   βpδ2  3ξ2q 1
δ
lnp2δq, (6.6)
we compute the maximum of the modulus for the one-soliton solution from
qµ1 px  xδ,ξ  , tq  δ sechpxδqeiApx x
δ,ξ
  ,tq ñ
qµ1 pxδ,ξ  , tqmax  |δ| . (6.7)
Thus while the real and imaginary parts of the one-soliton solution exhibit a
breather like behaviour, the modulus is a proper solitary wave with a stable
maximum value δ. The solution qµ1 becomes static in the limit to the NLSE β Ñ 0
for real µ, i.e. ξ  0, and also in the limit to the mKdV equation α Ñ 0 when
δ2  3ξ2.
6.1.2 Nondegenerate and degenerate two-soliton solutions
At the next order in ε of the expansions (6.1) we construct a general
nondegenerate two-soliton solution as
qµ,ν2 px, tq 
gµ,ν1 px, tq   gµ,ν3 px, tq
1  fµ,ν2 px, tq   fµ,ν4 px, tq
, (6.8)
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with functions
gµ,ν1  cτµ   rcτ ν , (6.9)
gµ,ν3 
pµ νq2
pµ  µq2 pν   µq2rcτ ν |cτµ|2   pµ νq
2
pµ  νq2 pν   νq2 cτµ |rcτ ν |2 , (6.10)
fµ,ν2 
|cτµ|2
pµ  µq2  
rcτ νcτµ
pν   µq2  
cτµrcτν
pµ  νq2  
|rcτ ν |2
pν   νq2 , (6.11)
fµ,ν4 
pµ νq2 pµ  νq2
pµ  µq2 pν   µq2 pµ  νq2 pν   νq2 |cτµ|
2 |rcτ ν |2 . (6.12)
We have set here also ε  1. As was noted previously in Chapter 5, the limit
µ Ñ ν to the degenerate case cannot be carried out trivially for generic values of
the constants c, rc. However, we find that for the specific choice
c  pµ  µ
q pµ  νq
pµ νq , rc  pν   νq pν   µqpµ νq , (6.13)
the limit is nonvanishing for all functions in (6.9)-(6.12). This choice is not unique,
but the formof the denominators is essential to guarantee the limit to be nontrivial.
With c and rc as in (6.13) the limit µ Ñ ν leads to the new degenerate two-soliton
solution
qµ,µ2 px, tq 
pµ  µq τµ
p2  pτµq   p2 pτµq |τµ|2
1  p2  |pτµ|2q |τµ|2   |τµ|4 , (6.14)
where we introduced the function
pτµpx, tq : x  µtp2iα  3βµq pµ  µq . (6.15)
We observe the two different timescales in this solution entering through the
functions pτµ and τµ, in a linear and exponential manner, respectively, which is
a typical feature of degenerate solutions.
6.2 Degenerate multi-soliton solutions from Darboux-Crum
transformations
In Section 2.5.3, we saw the construction ofmulti-soliton solutions to theHirota
equation using DCT. Degenerate solutions can be obtained in principle by taking
the limit of all speed parameters to a particular speed parameter, which however,
only leads to nontrivial solutions for some very specific choices of the constants
as discussed in the previous section. The other method to achieve degeneracy is
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to replace the standard solutions of the ZC representation with Jordan states, as
explained in more detail in the previous chapter
ϕ2k1 Ñ Bk1µ ϕ , ϕ2k Ñ Bk1µ φ, (6.16)
φ2k1 Ñ Bk1µ φ , φ2k Ñ Bk1µ ϕ, (6.17)
for k  1, . . . , n where
ϕ  eµx 2µ2piα2βµqt, (6.18)
φ  eµx2µ2piα2βµqt, (6.19)
(6.20)
and the asterisk denotes conjugation. Explicitly, the first examples for thematricesrDn andWn related to the degenerate solutions are
rD1 
 ϕx ϕ
φx φ
, W1 
 ϕ φ
φ ϕ
, (6.21)
rD2

φ ϕxx ϕx ϕ
ϕ φxx φx φ
Bµφ rBµϕsxx rBµϕsx Bµϕ
Bµϕ rBµφsxx rBµφsx Bµφ
, (6.22)
W2

ϕx ϕ φx φ
φx φ ϕx ϕ
rBµϕsx Bµϕ rBµφsx Bµφ
 rBµφsx Bµφ rBµϕsx Bµϕ
,
The degenerate n-soliton solutions are then computed as
qnµn px, tq  2
det rDn
detWn , (6.23)
where
p rDNqij 
$&%pi  2k  1q | rBk1µ φspNj1q, pj   Nq; rBk1µ ϕsp2Njq, pj ¥ Nqpi  2kq | rBk1µ ϕspNj1q, pj   Nq; rBk1µ φsp2Njq, pj ¥ Nq (6.24)
pWNqij 
$&%pi  2k  1q | rBk1µ ϕspNjq, pj ¤ Nq; rBk1µ φsp2Njq, pj ¡ Nqpi  2kq | rBk1µ φspNjq, pj ¤ Nq; rBk1µ ϕsp2Njq, pj ¡ Nq (6.25)
and for any function f , the derivatives with respect to x are denoted as rf spmq 
Bmx f . The result is that only one spectral parameter, µ, is left.
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6.3 Reality of charges for complex degenerate multi-solitons
Recalling the ZC representation of the Hirota equation (2.110-2.111) from
Section 2.5.3, the conserved quantities for this system are easily derived from an
analogue of the Gardner transform for the KdV field [126, 125, 104, 30] andmatch
the ones for the NLS hierarchy [175]. Defining two new complex valued fields
T px, tq and χpx, tq in terms of the components of the auxiliary field Ψ one trivially
obtains a local conservation law
T : ϕx
ϕ
, χ : ϕt
ϕ
, ñ Tt   χx  0. (6.26)
From the two first rows in the equations (2.110) we then derive
T  q φ
ϕ
 iλ, χ  ABφ
ϕ
, (6.27)
so that the local conservation law in (6.26) is expressed in terms of the as yet
unknown quantities A, B and T
Tt 

A  iλB
q
  B
q
T


x
 0. (6.28)
The missing function T is then determined by the Ricatti equation
Tx  iλqx
q
  rq  λ2   qx
q
T  T 2, (6.29)
which in turn is obtained by differentiating T in (6.26) with respect to x. The
Gardner transformation consists now on expanding T in terms of λ and a new
field w as T  iλr1  w{p2λ2qs. This choice is motivated by balancing the first
with the fourth and the third and the fifth term when λ Ñ 8. The factor on the
field w is just for convenience and renders the following calculations in a simple
form. Substituting this expression for T into the Ricatti equation (6.29) with a
further choice λ  i{p2εq, εÑ 0, made once more for convenience, yields
w   ε

wx  qx
q
w


  ε2w2  rq  0. (6.30)
Up to this point our discussion is entirely generic and the functions rpx, tq and
qpx, tq can in principle be any function. Fixing their mutual relation now to
rpx, tq  qpx, tq and expanding the new auxiliary density field as
wpx, tq 
8¸
n0
εnwnpx, tq, (6.31)
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we can solve (6.30) for the functions wn in a recursive manner order by order in ε.
Iterating these solutions yields
wn  qx
q
wn1  pwn1qx 
n2¸
k0
wkwnk2, for n ¥ 1. (6.32)
We compute the first expressions to be
w0   |q|2 , (6.33)
w1  1
2
pqqx  qqxq  
1
2
|q|2x , (6.34)
w2  |qx|2  |q|4  1
2
pqqx   qqxqx  
1
2
pqqx  qqxqx , (6.35)
w3  1
2
 
3q |q|2 qx  3q |q|2 qx   qxqxx  qxqxx

(6.36)
 

5
4
|q|4   1
2
 
qqxx   qqxx  |qx|2

x
  1
2
pqqxx  qqxxqx .
When possible we have also extracted terms that can be written as total
derivatives, since they become surface terms in the expressions for the conserved
quantities. We note that with regard to the aforementioned PT -symmetry we
have PT pwnq  p1qnwn. Since T is a density of a local conservation law, also
each function wn can be viewed as a density. We may then define a Hamiltonian
density from the two conserved quantities w2 and w3 as
Hpq, qx, qxxq  αw2   iβw3 (6.37)
 α  |qx|2  |q|4 iβ2 pqxqxx  qxqxxq  i3β4 pqq2 pq2qx  q2 pqq2x, (6.38)
with some real constants α, β, where we have dropped all surface terms in (6.38).
We also included an i in front of the w3-term to ensure the overall PT -symmetry
ofH, which prompts us to view the Hirota equation as aPT -symmetric extension
of the NLSE. This form will ensure the reality of the total energy of the system,
defined by Epqq : ³88 Hpq, qx, qxxqdx for a particular solution. It is clear from
our analysis that the extension term needs to be of a rather special form as most
terms, even when they respect the PT -symmetry, will destroy the integrability of
the model, see also [64] for other models.
It is now easy to verify that functionally, the Hirota equation and its conjugate
result from varying the Hamiltonian H  ³ Hdx
iqt δH
δq

¸8
n0p1q
n d
n
dxn
BH
Bqnx
, iqt  
δH
δq

¸8
n0p1q
n d
n
dxn
BH
Bqnx , (6.39)
106
with Hamiltonian density (6.38).At this point, noting that (2.137-2.139) for r 
q are solutions to the ZC representation (2.110-2.111) if and only if the Hirota
equation holds. They serve to compute the function χ occurring in the local
conservation law (6.28).
6.3.1 Real charges from complex solutions
Let us now verify that all the charges resulting from the densities in (6.32) are
real. Defining the charges as the integrals of the charge densities, that is
Qn 
» 8
8
wndx, (6.40)
we expect from the PT -symmetry behaviour PT pwnq  p1qnwn that Q2n P R
and Q2n 1 P iR. Taking now q1 to be in the form (6.7) and shifting xÑ x  xδ,ξ  in
(6.40), we find from (6.32) that the only contribution to the integral comes from
the iteration of the first term, that is
Qn 
» 8
8

qx
q

n
w0dx. (6.41)
It is clear that the second term in (6.32), pwn1qx, does not contribute to the integral
as it is a surface term. Less obvious is the cancellation of the remaining terms,
which can however be verified easily on a case-by-case basis. For the one-soliton
solution (6.7) the charges (6.41) become
Qn  δ2
» 8
8
riξ  δ tanhpxδqsn sech2pxδqdx (6.42)
  |δ|
» 1
1
piξ  δuqn du (6.43)
  |δ|
¸n
k0
n!
pk   1q!pn kq!δ
kpiξqnk 1  p1qk . (6.44)
Since only the terms with even k contribute to the sum in (6.44), it is evident from
this expression that Q2n P R and Q2n 1 P iR.
Of special interest is the energy of the system resulting from the Hamiltonian
(6.37). For the one-soliton solution (6.7) we obtain
Epqµ1 q  αQ2   iβQ3  2 |δ|

α

ξ2  δ
2
3


  βξ  δ2  ξ2 . (6.45)
The energy is real and hence we can once again confirm the theory that PT -
symmetry guarantees reality despite being computed from a complex field.
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The energy of the two-soliton solution (6.14) is computed to
Epqµ,µ2 q  2Epqµ1 q. (6.46)
The doubling of the energy for the degenerate solution in (6.14) when compared
to the one-soliton solution is of coursewhatwe expect from the fact that themodel
is integrable and the computation constitutes therefore an indirect consistency
check. We expect (6.46) to generalize to Epqnµ3 q  nEpqµ1 q , which we verified
numerically for n  3 using the solution (6.23).
6.4 Asymptotic properties of degenerate multi-soliton solutions
Next we compute the asymptotic displacement in the scattering process in
a similar fashion as discussed in the previous chapter. The analysis relies on
computing the asymptotic limits of the multi-soliton solutions and comparing
the results with the tracked one-soliton solution. As a distinct point we track the
maxima of the one-soliton solution (6.4)within the two-soliton solution. Similarly
to the one-soliton, the real and imaginary parts of the two-soliton solution depend
on the function Apx, tq, as defined in (6.5), occurring in the argument of the sin
and cos functions. This makes it impossible to track a distinct point with constant
amplitude. However, as different values forA only produce an internal oscillation
we can fix A to any constant value without affecting the overall speed.
We start with the calculation for the degenerate two-soliton solution and
illustrate the above behaviour in Figure 6.1 for a concrete choice of A.
The functions with constant values of A can be seen as enveloping functions
similar to those employed for the computation of displacements in breather
functions, see e.g. [29]. Thus with Apx, tq  A taken to be constant we calculate
the four limits
limtÑ8q
µ,µ
2 pxδ,ξ   ∆Xptq, tq  βδ
2 cosAδpα3βξq sinA?
β2δ2 pα3βξq2  i
δpα3βξq cosA βδ2 sinA?
β2δ2 pα3βξq2
limtÑ8q
µ,µ
2 pxδ,ξ ∆Xptq, tq  	βδ
2 cosA δpα3βξq sinA?
β2δ2 pα3βξq2  i
δpα3βξq cosAβδ2 sinA?
β2δ2 pα3βξq2
with time-dependent displacement
∆Xptq  1
δ
ln

2δ |t|
b
β2δ2   pα  3βξq2

. (6.47)
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Figure 6.1: Real part of the degenerate two-soliton solution (6.14) for the Hirota equation
at small values of times forα  1, β  2, δ  3{2, ξ  1with genericApx, tq in the left panel
and fixedA  pi{3 in the right panel. For large values of time, the soliton constituents will
reach the same heights.
Using the limits from above we obtain the same asymptotic value in all four cases
for the displaced modulus of the two-soliton solution
lim
tÑ8
qµ,µ2 pxδ,ξ ∆Xptq, tq  δ. (6.48)
In the limit to the NLSE, i.e. β Ñ 0, our expression for ∆Xptq agrees precisely
with the result obtained in [137].
We have here two options to interpret these calculations: As the compound
two-soliton structure is entirely identical in the two limits t Ñ 8 and its
individual one-soliton constituents are indistinguishable we may conclude that
there is no overall displacement for the individual one-soliton constituents.
Alternatively we may assume that the two one-soliton constituents have
exchanged their position and thus the overall time-dependent displacement is
2∆Xptq.
For comparisonwe compute next the displacement for the nondegenerate two-
soliton solution (6.8) with c  rc  1 and parametrisation µ  δ   iξ, ν  ρ   iσ
where δ,ξ,ρ,σ P R. For definitenesswe take xδ,ξ  ¡ xρ,σ  and calculate the asymptotic
limits
lim
tÑ 8
qµ,ν2 pxδ,ξ    1δ∆X, tq
  limtÑ8 qµ,ν2 pxδ,ξ  , tq  δ, (6.49)
lim
tÑ 8
|qµ,ν2 pxρ,σ  , tq|  lim
tÑ8
qµ,ν2 pxδ,ξ    1ρ∆X, tq
  ρ, (6.50)
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with constant ∆X  ln pδ   ρq2   pξ  σq2pδ  ρq2   pξ  σq2

. (6.51)
Thus, while the faster one-soliton constituent with amplitude δ is advanced by the
amount ∆X{δ, the slower one-soliton constituentwith amplitude ρ is regressed by
the amount ∆X{ρ. We compare the two-soliton solution with the two one-soliton
solutions in Figure 6.2.
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Figure 6.2: Nondegenerate two-soliton solution compared to two one-soliton solutions for
large values of |t| for α  1.1, β  0.9, δ  0.8, ξ  0.4, ρ  0.5, σ  0.6 in the left panel.
Degenerate two-soliton solution compared to two one-soliton solutions for large values of
|t| for α  1.5, β  2.3, δ  0.25, ξ  0.6 in the right panel.
We also observe that while the time-dependent displacement ∆Xptq in (6.47)
for the degenerate solution depends explicitly on the parameters α and β, the
constant ∆X in (6.51) is the same for all values of α and β. In particular it is the
same in the Hirota equation, the NLSE and the mKdV equation. The values for α
and β only enter through xρ,σ  in the tracking process.
6.5 Scattering properties of degenerate multi-soliton solutions
Besides having a distinct asymptotic behaviour, the degenerate multi-solitons
also display very particular features during the actual scattering event near x 
t  0when compared to the nondegenerate solutions. For the nondegenerate two-
soliton solution three distinct types of scattering processes at the origin have been
identified. Using the terminology of [8] they aremerge-split denoting the process
of two solitons merging into one soliton and subsequently separating while each
one-soliton maintains the direction and momentum of its trajectory, bounce-
exchange referring to two-solitons bouncing off each other while exchanging their
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Figure 6.3: Different types of nondegenerate two-soliton scattering processes for the
solution (6.8). Left panel: merge-split scattering with α  1.1, β  0.9, ρ  2.5, ξ  0.4,
δ  0.8, σ  0.6. Middle panel: bounce-exchange scattering with α  1.1, β  0.9,
ρ  0.6, ξ  0.1, δ  0.5, σ  0.2. Right panel: absorb-emit scattering with α  1.1,
β  0.9, ρ  1.5, ξ  0.4, δ  0.8, σ  0.6.
momenta and absorb-emit characterizing the process of one soliton absorbing the
other at its front tail and emitting it at its back tail, see Figure 6.3.
For the degenerate multi-soliton solutions the merge-split and bounce-
exchange scattering is not possible and only the absorb-emit scattering process
occurs as seen in Figure 6.4.
This feature is easy to understand when considering the behaviour of the
solution at x  t  0. As was argued in [8] the different behaviour can be
classified as being either convex downward or concave upward at x  t  0
together with the occurrence of additional local maxima. For the degenerate two-
soliton solution we find B |qµ,µ2 px, tq| {Bx|x0,t0  0 and B2 |qµ,µ2 px, tq| {Bx2|x0,t0 
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Figure 6.4: Absorb-emit scattering processes for degenerate two-solitons (6.14)withα 
1.1, β  0.9, δ  0.8, ξ  0.1 (left panel) and three-solitons (6.23) with α  1.1, β  0.9,
δ  0.6, ξ  0.4 (right panel).
10 |δ|3, which means this solution is always concave at x  t  0. In addition,
we find that Re2 qµ,µ2 px, tq|x0,t0 and Im2 qµ,µ2 px, tq|x0,t0 are always concave and
convex at x  t  0, respectively. Hence, we always have the emergence of
additional local maxima, such that the behaviourmust be of the absorb-emit type.
In Figure 6.4 we display this scattering behaviour for the degenerate two and
three-soliton solutions in which the distinct features of the absorb-emit behaviour
are clearly identifiable.
We observe that the dependence on the parameters α and β of the degenerate
and nondegenerate solution is now reversed when compared to the asymptotic
analysis. While the type of scattering in the nondegenerate case is highly sensitive
with regard to α and β, it is entirely independent of these parameters in the
degenerate case.
6.6 Conclusions
We constructed all charges resulting from the ZC representation (2.110) and
(2.111) by means of a Gardner transformation, which matches the charges from
the NLS equation. Furthermore, We computed a closed analytic expression for all
charges involving a particular one-soliton solution, verified for a high number of
charges. Two of the charges were used to define a Hamiltonian whose functional
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variation led to the Hirota equation. The behaviour of these charges under PT -
symmetry suggests to view the Hirota system as an integrable extended version
of NLSE. This point of view allows for confirmation of previous arguments from
Chapters 3 to 5 that guarantee the reality of the energy to all higher order charges.
Explicit multi-soliton solutions from HDM as well as the DCT were derived
and we showed how to construct degenerate solutions in both schemes. As
observed previously, the application of HDM relies on choosing the arbitrary
constants in the solutions in a very particular way. When using DCT
the degenerate solutions are obtained by replacing standard solutions in the
underlying auxiliary eigenvalue problem by Jordan states.
From the asymptotic behaviour of the degenerate two-soliton solution we
computed the new expression for the time-dependent displacement. As
the degenerate one-soliton constituents in the multi-soliton solutions are
asymptotically indistinguishable one cannot decide whether the two one-
solitons have actually exchanged their position and therefore the time-dependent
displacement can be interpreted as an advance or delay or whether the two one-
solitons have only approached each other and then separated again. The analysis
of the actual scattering event allows for both views.
We showed that degenerate two-solitons may only scatter via an absorb-
emit process, that is by one soliton absorbing the other at its front tail and
subsequently emitting it at the back tail. Since the model is integrable all
multi-particle/soliton scattering processes may be understood as consecutive two
particle/soliton scattering events, so that the two-soliton scattering behaviour
(absorb-emit) extends to the multi-soliton scattering as we demonstrated.
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Chapter 7
New integrable nonlocal Hirota
equations
Whenwe compare theHirota equation (2.4) with theNLS equation, (2.4) with
β  0, we notice that the additional term in the Hirota equation shares the same
PT -symmetry with the NLS equation, as it is invariant with respect to PT : xÑ
x, t Ñ t, i Ñ i, q Ñ q, where P : x Ñ x and T : t Ñ t, i Ñ i.
Hence the Hirota equation may also be viewed as a PT -symmetric extension of
theNLS equation. Similarly as formany otherPT -symmetric nonlinear integrable
systems [64], various other PT -symmetric generalizations have been proposed
and investigated by adding terms to the original equation, e.g. [1, 7, 101].
A further option, that will be important here, was explored by Ablowitz and
Musslimani [3, 4] who identified a new class of nonlinear integrable systems by
exploiting various versions of PT -symmetry present in the ZC condition/AKNS
equations that relates fields in the theory to each other in a nonlocal fashion. One
particular type of these new systems that has attracted a lot of attention is the
nonlocal NLS equation [96, 112, 164, 62, 169, 27, 75].
Exploring this option below for the Hirota equation will lead us to new
integrable systems with nonlocal properties [31].
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7.1 Zero-curvature and AKNS equations for the nonlocal Hirota
equations
As discussed in the introduction, the classical integrability of a model can be
established by the explicit construction of its Lax pair [110], which is equivalent to
the closely related ZC condition or AKNS equations [2] and constitutes a starting
point for an explicit solution procedure. The reformulations of the equation of
motion of the model in terms of the ZC condition allows for the construction of
infinitely many conserved charges, which is roughly speaking synonymous with
the model being classically integrable. We explore various symmetries in this
reformulation that will lead us to new types of models exhibiting novel features.
In Section 2.5.3, we saw the ZC or AKNS equations for the Hirota equation.
Next, one needs to make sure that these two equations are in fact compatible.
Adapting now from [3, 4] the general idea that has been applied to the NLSE to
the current setting we explore various choices and alter the x, t-dependence in the
functions r and q. For conveniencewe suppress the explicit functional dependence
and absorb it instead into the function’s name by introducing the abbreviations
q : qpx, tq, rq : qpx, tq, pq : qpx,tq, q : qpx,tq. (7.1)
All six choices for rpx, tq being equal to rq, pq, qor their complex conjugates rq, pq, q
together with some specific adjustments for the constants α and β are consistent
for the twoAKNS equations, thus giving rise to six new types of integrablemodels
that have not been explored so far. We will first list them and then study their
properties, in particular their solutions, in the next chapters.
The Hirota equation, a conjugate pair, rpx, tq  κqpx, tq:
The standard choice to achieve compatibility between the two AKNS equations
(2.140-2.141) is to take rpx, tq  κqpx, tq with κ  1, such that the equations
acquire the forms
iqt  α
 
qxx  2κ |q|2 q
 iβ qxxx  6κ |q|2 qx , (7.2)
iqt  α
 
qxx  2κ |q|2 q
  iβ qxxx  6κ |q|2 qx . (7.3)
Equation (7.2) is the known Hirota ’local’ equation. For α, β P R equation (7.3)
is its complex conjugate, respectively, i.e. (7.3) (7.2). When β Ñ 0 equation
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(7.2) reduces to the NLS equation with conjugate (7.3) and for α Ñ 0 equation
(7.2) reduces to the complex mKdV with conjugate (7.3). The aforementioned
PT -symmetry is preserved in these equations.
A parity transformed conjugate pair, rpx, tq  κqpx, tq:
Taking now rpx, tq  κrq with κ  1 together with β  iδ, α, δ P R, the AKNS
equations become
iqt  α

qxx  2κrqq2  δrqxxx  6κqrqqxs , (7.4)
irqt  α rqxx  2κqprqq2 δprqxxx  6κrqqrqxq . (7.5)
We observe that equation (7.4) is the parity transformed conjugate of equation
(7.5), i.e. P(7.4) (7.5). We also notice that a consequence of the introduction
of the nonlocality is that the aforementioned PT -symmetry has been broken.
A time-reversed pair, rpx, tq  κqpx,tq:
Choosing rpx, tq  κpq with κ  1 and α  ipδ, β  iδ, pδ, δ P R we obtain from
AKNS equations the pair
iqt  ipδ qxx  2κpqq2  δrqxxx  6κqpqqxs , (7.6)
ipqt  ipδ pqxx  2κqppqq2  δppqxxx  6κpqqpqxq . (7.7)
Recalling here that the time-reversal map includes a conjugation, such that T :
q Ñ pq, i Ñ i, we observe that (7.6) is the time-reversed of equations (7.7), i.e.
T (7.7)(7.6). The PT -symmetry is also broken in this case.
A PT -symmetric pair, rpx, tq  κqpx,tq:
For the choice rpx, tq  κq with κ  1 and α  iqδ, qδ, β P R the AKNS equations
become
qt  qδ qxx  2κqq2 βrqxxx  6κqqqxs , (7.8)
qt  qδ qxx  2κqpqq2  βpqxxx  6κqqqxq . (7.9)
We observe that the overall constant i has cancelled out and the two equations
are transformed into each other by means of a PT -symmetry transformation
PT (7.9)(7.8). Thus, while the PT -symmetry for the equations (7.8) is broken,
the two equations are transformed into each other by that symmetry.
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A real parity transformed conjugate pair, rpx, tq  κqpx, tq:
We may also choose qpx, tq to be real. For rpx, tq  κrq with κ  1, rq P R and
β  iδ, α, δ P R, the AKNS equations acquire the forms
iqt  α

qxx  2κrqq2  δrqxxx  6κqrqqxs , (7.10)
irqt  α rqxx  2κqrq2 δprqxxx  6κrqqrqxq . (7.11)
The equations (7.11) and (7.10) are related to each other by conjugation and a
parity transformation (7.5), i.e. P(7.11) (7.10). However, the restriction to
real values for qpx, tq makes these equations less interesting as q becomes static,
which simply follows from the fact that the left hand sides of (7.10) and (7.11) are
complex valued, whereas the right hand sides are real valued.
A real time-reversed pair, rpx, tq  κqpx,tq:
For rpx, tq  κpq with κ  1, pq P R and α  ipδ, β  iδ, pδ, δ P R we obtain from
the AKNS equations
iqt  ipδ qxx  2κpqq2  δrqxxx  6κqpqqxs , (7.12)
ipqt  ipδ pqxx  2κqppqq2  δppqxxx  6κpqqpqxq . (7.13)
Again we observe the same behaviour as in the complex variant, namely that
the two equations (7.12) and (7.13) become their time-reversed counterparts, i.e.
T (7.13)(7.12) and vice versa.
A conjugate PT -symmetric pair, rpx, tq  κqpx,tq:
For our final choice rpx, tq  κqwith κ  1, we have α, β P C, i.e. no restriction
on the constants and the AKNS equations become
qt  iα

qxx  2κqq2 βrqxxx  6κqqqxs , (7.14)
qt  iα qxx  2κqq2  βpqxxx  6κqqqxq . (7.15)
These two equations are transformed into each other bymeans of aPT -symmetry
transformation and a conjugation PT (7.15) (7.14). A comment is in order
here to avoid confusion. Since a conjugation is included into the T -operator,
the additional conjugation of (7.14) when transformed into (7.15) means that we
simply carry out xÑ x and tÑ t.
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The paired up equations (7.6)-(7.15) are all new integrable nonlocal systems
and we summarise the cases with the table below.
Parity transformed
conjugate pair
T ime-reversed pair PT -symmetric pair
r  qpx, tq r  qpx,tq r  qpx,tq
α P R, β P iR α P iR, β P iR α P iR, β P R
Parity transformed
conjugate real pair
T ime-reversed real
pair
PT -symmetric
conjugate pair
r  qpx, tq r  qpx,tq r  qpx,tq
α P R, β P iR α P iR, β P iR α P C, β P C
Let us now discuss solutions and properties of these equations. Since the two
equations in each pair are related to each other by a well identified symmetry
transformation involving combinations of conjugation, reflections in space and
reversal in time, it suffices to focus on just one of the equations.
7.2 The nonlocal complex parity transformed Hirota equation
In this case the compatibility between the AKNS equations is achieved by the
choice rpx, tq  κqpx, tq. As x is now directly related to x, we expect some
nonlocality in space to emerge in this model.
7.2.1 Soliton solutions from Hirota’s direct method
Let us now consider the new nonlocal integrable equation (7.4) for κ  1.
We factorize again qpx, tq  gpx, tq{fpx, tq, but unlike in the local case we no longer
assume fpx, tq to be real but allow gpx, tq, fpx, tq P C. We then find the identity
f 3 rf iqt  αqxx   2αrqq2  δpqxxx   6qrqqxq  (7.16)
f rf riDtg  f   αD2xg  f  δD3xg  f s    rfD2xf  f  2fgrg	3δf Dxg  f  αg	.
When comparing with the corresponding identity in the local case (2.57), we
notice that this equation is of higher degree in the functions involved, in this
case g,rg,f , rf, having increased from three to four. The left hand side vanishes
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when the local Hirota equation (7.4) holds and the right hand side vanishes when
demanding
iDtg  f   αD2xg  f  δD3xg  f  0, (7.17)
together with rfD2xf  f  2fgrg. (7.18)
We notice that equation (7.18) is still trilinear. However, it may be bilinearised by
introducing the auxiliary function hpx, tq and requiring the two equations
D2xf  f  hg, and 2frg  h rf, (7.19)
to be satisfied separately. In this way we have obtained a set of three bilinear
equations (7.17) and (7.19) instead of two. These equations may be solved
systematically by using an additional formal power series expansion
hpx, tq 
¸
k
εkhkpx, tq. (7.20)
For vanishing deformation parameter δ Ñ 0 the equations (7.17) and (7.19)
constitute the bilinearisation for the nonlocal NLSE. As our equations differ from
the ones recently proposed for that model in [157] we will comment below on
some solutions related to that specific case. The local equations are obtained forrf Ñ f , rg Ñ g, hÑ g as in this case the two equations in (7.19) combine into the
one equation (2.59).
Two types of one-soliton solutions
Let us now solve the bilinear equations (7.17) and (7.19). First we construct the
one-soliton solutions. Unlike the local casewehave here several options, obtaining
different types. Using the truncated expansions
f  1  ε2f2, g  εg1, h  εh1, (7.21)
we derive from the three bilinear forms in (7.17) and (7.19) the constraining
equations
0  ε ri pg1qt   α pg1qxx  δpg1qxxxs   ε3 r2 pf2qx pg1qx  g1 rpf2qxx   i pf2qts (7.22)
 if2 rpg1qt   i pg1qxxss ,
0  ε2 r2pf2qxx  g1h1s   ε4

2f2pf2qxx  2pf2q2x

, (7.23)
0  ε r2rg1  h1s   ε3 2f2rg1  rf2 h1 . (7.24)
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At this point we pursue two different options. At first we follow the standard
Hirota procedure and assume that each coefficient for the powers in ε in (7.22)-
(7.24) vanishes separately. We then easily solve the resulting six equations by
g1  λτµ,γ, f2  |λ|
2
pµ µq2 τµ,γrτµ,γ, h1  2λrτµ,γ, (7.25)
with constants γ, λ, µ P C. Setting then ε  1 we obtain the exact one-soliton
solution
q
p1q
st 
λpµ µq2τµ,γ
pµ µq2   |λ|2 τµ,γrτµ,γ . (7.26)
where
τµγ  eµx iµ2pαδµqt γ. (7.27)
Next we only demand that the coefficients in (7.22)-(7.23) vanish separately, but
deviate from the standard approach by requiring (7.24) only to hold for ε  1.
This is of course a new option that was not at our disposal for the standard local
Hirota equation, since in that case the third equation did not exist. In this setting
we obtain the solution
g1  pµ  νqτµ,iγ, f2  τµ,iγrτν,iθ, h1  2pµ  νqrτν,iθ, (7.28)
so that this one-soliton solution becomes
q
p1q
nonst 
pµ  νqτµ,iγ
1  τµ,iγrτν,iθ . (7.29)
The standard solution (7.26) and the nonstandard solution (7.29) exhibit
qualitatively different behaviour. Whereas qp1qst depends on one complex spectral
and one complex shift parameter, qp1qnonst depends on two real spectral parameters
and two real shift parameters. Hence the solutions cannot be converted into each
other. Taking in (7.26) for simplicity λ  µ  µ the modulus squared of this
solution becomesqp1qst 2  pµµq2expµ µq2 coshrpµµqxs2 coshrγ γ iαrµ2pµq2stiδrµ3pµq3sts . (7.30)
This solution is therefore nonsingular for Re γ  0 and asymptotically
nondivergent for Reµ  0. We depict a regular solution in the left panel of Figure
7.1 and observe the expected nonlocal structure in form of periodically distributed
static breathers.
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In contrast, the nonstandard solution (7.29) is unavoidably singular. We
computeqp1qnonst2  pµ  νq2expµνq2 cosh rpµ  νqxs   2 cos rγ   θ   αpµ2  ν2qt δ pµ3   ν3q ts . (7.31)
which for x  0 becomes singular for any choice of the parameters involved at
ts  γ   θ   p2n 1qpi
α pν2  µ2q   δ pµ3   ν3q , n P Z. (7.32)
We depict a singular solution in the right panel of Figure 7.1 with a singularity
developing at ts  0.689751. We only zoomed into one of the singularities, but
it is clear from equation (7.32) that this structure is periodically repeated so that
we can speak of a nonlocal rogue wave [99, 37].
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Figure 7.1: Nonlocal regular one-soliton solution (7.30) for the nonlocal Hirota equations
obtained from the standard HDM at different times for α  0.4, δ  0.8, γ  0.6   i1.3
and µ  i0.7, λ  i1.7 (left panel). Nonlocal rogue wave one-soliton solution (7.31) for
the nonlocal Hirota equations obtained from the nonstandard HDM at different times for
α  0.4, δ  1.8, γ  0.5, θ  0.1, µ  0.2 and ν  1.2 (right panel).
Notice that for α Ñ 1 and δ Ñ 0 the system (7.4) reduces to the nonlocal
NLSE studied in [3]. For this case the solution (7.29) acquires exactly the form of
equation (22) in [3] when we set ν Ñ 2η1, µÑ 2η2, γ Ñ θ2 and θ Ñ θ1. There
is no equivalent solution to the regular solution (7.26) reported in [3], so that qp1qst
for δ Ñ 0 is a also new solution for the nonlocal NLSE.
The standard (two-parameter) two-soliton solution
As in the local case we expand our auxiliary functions two orders further in
order to construct the two-soliton solution. Using the truncated expansions
f  1  ε2f2   ε4f4, g  εg1   ε3g3, h  εh1   ε3h3, (7.33)
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to solve the bilinear equations (7.17) and (7.19), we find
g1  τµ,γ   τ ν,ζ , (7.34)
g3  pµνq
2
pµµq2pνµq2 τµ,γτ ν,ζrτµ,γ   pµνq2pµνq2pννq2 τµ,γτ ν,ζrτν,ζ , (7.35)
f2 
τµ,γrτµ,γ
pµ µq2  
τ ν,ζrτµ,γ
pν  µq2  
τµ,γrτν,ζ
pµ νq2  
τ ν,ζrτν,ζ
pν  νq2 , (7.36)
f4  pµ νq
2 pµ  νq2
pµ µq2 pν  µq2 pµ νq2 pν  νq2 τµ,γrτµ,γτ ν,ζrτν,ζ , (7.37)
h1  2rτµ,γ   2rτν,ζ , (7.38)
h3  2pµ
νq2
pµµq2pνµq2rτµ,γrτν,ζτµ,γ   2pµνq2pµνq2pννq2rτµ,γrτν,ζτ ν,ζ . (7.39)
So that for ε  1 we obtain from (7.34)-(7.39) the two-soliton solution
q
p2q
nl px, tq 
g1px, tq   g3px, tq
1  f2px, tq   f4px, tq (7.40)
As for the one-soliton solution (7.26)we recover the solutions to the local equation
by taking rτ Ñ τ and µ Ñ µ, ν Ñ ν in the pre-factors. In Figure 7.2 we
depict the solution (7.40) at different times.
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Figure 7.2: Nonlocal regular two-soliton solution (7.40) for the nonlocal Hirota equations
obtained from the standard HDM at different times for α  0.4, δ  0.8, γ1  0.6   i1.3,
µ1  i0.7, γ2  0.9 i0.7, µ2  i0.9 (left panel). Nonlocal regular two one-soliton solution
(7.26) for the nonlocal Hirota equations γ1  0.6 i1.3, µ1  i0.7 (red) and γ2  0.9 i0.7,
µ2  i0.9 (black) versus the blue nonlocal regular two-soliton solution (7.40) at the same
values at time t  2.5 (right panel).
In the left panel, we observe the evolution of the two-soliton solution
producing a complicated nonlocal pattern. In the right panel we can see that
the two-soliton solution appears to be a result from the interference between two
nonlocal one-solitons.
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As in the construction of the one-soliton solutions we can also pursue the
option to solve equation (7.24) only for ε  1 leading to a second type of two-
soliton solutions. We will not report them here, but instead discuss how they
emerge when using DCT.
7.2.2 Soliton solutions from Darboux transformation
Taking the DT prescription from Section 2.5.3, we start again by choosing the
vanishing seed functions q  r  0 and solve the linear equations from the ZC
representation with λÑ iλ, with the additional constraint β  iδ by
rΨ1px, t;λq 
 ϕ1px, t;λq
φ1px, t;λq

 eλx 2iλ2pα2δλqt γ1
eλx2iλ
2pα2δλqt γ2
. (7.41)
In the construction of Ψ2 we implement now the constraint rpx, tq  κqpx, tq,
with κ  1, that gives rise to the nonlocal equations (7.4) and (7.5). As
suggested from the previous section we expect to obtain two different types of
solutions. Indeed, unlike in the local casewe have now two options at our disposal
to enforce the constraint. The standard choice consists of taking ϕ2  κrφ1 , φ2  rϕ1
for complex parameters which is very similar to the approach in the local case.
Alternatively we can choose here φ1  rϕ1 , φ2  κrϕ2 . Evidently the first equation
in the latter constraint holds when γ2  γ1 in (7.41). It is also clear that the second
option is not available in the local case.
For the first choice we obtain therefore
rΨ2px, t;λq 
 ϕ2px, t;λq
φ2px, t;λq

 φ1px, t;λq
κϕ1px, t;λq

 eλx 2ipλq2pα2δλqt γ2
κeλx2ipλq2pα2δλqt γ1
,
(7.42)
with λ,γ1, γ2 P C and from (2.132) we have
q
p1q
st px, tq 
2pλ  λqe2λx 4iλ2pα2δλqt γ1γ2
1  κe2pλλqx 4iλ2pα2δλqt4ipλq2pα2δλqt γ1γ2 γ1γ2 . (7.43)
For the second choice we take Ψ1px, t;µq with µ P R and γ2  γ1 in (7.41). In
this choice the second wavefunction decouples entirely from the first and we may
therefore also choose different parameters. For κ  1 we take
rΨ2px, t; νq 
 ϕ2px, t; νq
φ2px, t; νq

 eνx 2iν2pα2δνqt γ3
eνx2iν2pα2δνqt γ3
 (7.44)
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where ν P R and hence (2.132) yields
q
p1q
nonstpx, tq 
2pν  µqeγ1γ1 2µx 4iµ2pα2δµqt
1  e2pµνqx 4iαpµ2ν2qt2iδpµ3ν3qt γ1γ1γ3 γ3 . (7.45)
The N -soliton solutions are obtained considering the set
rSst2N  !rΨ1px, t;λ1q, rΨ2px, t;λ1q, rΨ1px, t;λ2q, rΨ2px, t;λ2q, ..., rΨ1px, t;λnq, rΨ2px, t;λnq)
(7.46)
for the standard case or
rSnonst2N  !rΨ1px, t;µ1q, rΨ2px, t; ν1q, rΨ1px, t;µ2q, rΨ2px, t; ν2q, ..., rΨ1px, t;µnq, rΨ2px, t; νnq)
(7.47)
for the non-standard case, with (7.41) and (7.42) and the formulae (2.133).
Investigating the nonlocal complex PT -transformed Hirota equation, we
observe nonlocality in time rather than space, displaying a time crystal like
structure [172, 153]. The other cases have similar nonlocal properties respectively.
7.3 Conclusions
We exploited various possibilities involving different combinations of parity,
time-reversal and complex conjugation to achieve compatibility between the two
AKNS equations resulting from the ZC condition for the Hirota equation, which
is closely related to the lax representation. In this sense, along with the sense
that we have provided various methods on how to obtain soliton solutions, each
possibility corresponds to a new type of integrable system. Solving these new
nonlocal equations by means of HDM, we encountered various new features.
Instead of having to solve two bilinear equations, these new systems correspond
to three bilinear equations involving an auxiliary function. We solved these
equations in the standard fashion by using a formal expansion parameter that
in the end can be set to any value when the expansions are truncated at specific
orders. In addition, the new auxiliary equation allows for a new option for this
equation to be solved for a specific value of the expansion parameter, thus leading
to a new type of solution different from the one obtained in the standard fashion.
We also identified the mechanism leading to this second type of solution within
the approach of using DCT. In that context the nonlocal relations between q and
r allow for different options in (2.132).
124
Chapter 8
Nonlocal gauge equivalence: Hirota
versus ECH and ELL equations
Having explored nonlocality for the Hirota equation in the previous chapter,
we explore here how nonlocality can be implemented into extended versions of
the continuous limit of the Heisenberg (ECH) equation [134, 105, 162, 160, 52]
and extended Landau-Lifschitz (ELL) equations [108, 17]. We exploit the gauge
equivalence of these systems and investigate how the nonlocality property of one
system is inherited by the other [32]. For theNLS equation, the gauge equivalence
to the ECH equation in the local case has been known for some time [176] and
nonlocal case recently explored in [72]. In there, gauge equivalence was explored
for a particular case of nonlocal NLS soliton solution. In this chapter we will
not only extend this investigation for the Hirota equation, but also show how the
nonlocality is implemented in the ECH equation through DT, finding new types
of solutions in the nonlocal setting, which have no counterpart in the local case.
The local version of the original Landau-Lifschitz equation famously describes
the precession of themagnetization in a solidwhen subjected to a torque resulting
from an effective external magnetic field. Various extended versions have been
proposed, such as for instance the Landau-Lifshitz-Gilbert equation [76] to take
damping into account. The nonlocal versions of this equation studied here
provide further extensions with complex components.
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8.1 Gauge equivalence
In Section 2.5.4, we introduced the gauge correspondence between two ZC
representations and showed how a special choice of the gauge operator leads to
DCT (an auto-gauge correspondence), the iteration to produce infinitely many
solutions of the ECHequationwith an initial seed solution. In this chapter, wewill
show another usage of gauge correspondence. This is to take our investigations of
the nonlocal Hirota equation from the previous chapter to the analogous nonlocal
ECH equation through utilising the gauge equivalence between the two gauge
equivalent ZC conditions.
Here, we first present the gauge equivalence of the nonlocal Hirota and ECH
equations.
8.1.1 The nonlocal Hirota system
Let us first rewrite the ZC representation for the Hirota equation from Section
2.5.3 expanded in terms of spectral parameter λ, which is convenient later in
finding the gauge equivalence
rΨHst  VHΨH , rΨHsx  UHΨH , (8.1)
with UH , VH to be of the form
UH  A0   λA1, VH  B0   λB1   λ2B2   λ3B3, (8.2)
where
A0 
 0 qpx, tq
rpx, tq 0
, A1 
 i 0
0 i
 iσ3, (8.3)
B0  iα

σ3 pA0qx  σ3A20
  β 2A30   pA0qxA0  A0 pA0qx  pA0qxx , (8.4)
B1  2αA0   2iβσ3
pA0qx  A20 , (8.5)
B2  4βA0  2iασ3, (8.6)
B3  4iβσ3, (8.7)
with σi, i  1, 2, 3denoting the Pauli spinmatrices. One can checkwith the explicit
expressions (8.2)-(8.7), that the ZC condition becomes equivalent to the following
126
AKNS system for the fields qpx, tq and rpx, tq:
qt  iαqxx   2iαq2r   β rqxxx  6qrqxs  0, (8.8)
rt   iαrxx  2iαqr2   β prxxx  6qrrxq  0. (8.9)
As seen in the previous chapter, we can reduce the AKNS system to one equation
through various choices of rpx, tq, in particular, exploiting PT -symmetry, various
nonlocal cases come out such as rpx, tq  κqpx, tq, rpx, tq  κqpx,tq, rpx, tq 
κqpx,tq, rpx, tq  κqpx, tq, rpx, tq  κqpx,tq or rpx, tq  κqpx,tq with
κ  1 and a suitable condition on the parameters α and β. For the rest of this
chapter, we focus our investigations for the nonlocal case rpx, tq  κqpx, tqwith
β  iδ as other cases will follow similarly.
8.1.2 The nonlocal ECH equation
Now, let us take another system UE , VE as the gauge equivalent ZC
representation to the Hirota system,
rΨEst  VEΨE , rΨEsx  UEΨE. (8.10)
Taking the two systems with operators UH , VH and UE , VE and considering their
corresponding solutions ΨH to ΨE are related by a gauge operator G as ΨH 
GΨE , then UH , VH and UE , VE are related as
UH  GUEG1  GxG1, and VH  GVEG1  GtG1, (8.11)
or
UE  G1UHGG1Gx, and VE  G1VHGG1Gt. (8.12)
Employing the expansion (8.2), we obtain from (8.12) the expressions
UE  iλG1σ3G, VE  λG1B1G  λ2G1B2G  λ3G1B3G, (8.13)
together with
Gx  A0G, and Gt  B0G. (8.14)
GivenA0 andB0, it is the solution for these two equations in (8.14) that determines
the precise form of G for a particular set of models.
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An interesting and universally applied equation emerges when we use the
gauge field G to define a new field operator
S : G1σ3G. (8.15)
The following properties follow directly from above:
S2  1, Sx  2G1σ3A0G, (8.16)
SSx  SxS  2G1A0G, rS, Sxxs  2
 
SSxx   S2x

. (8.17)
Next we notice that instead of expressing the operators UE and VE in terms of the
gauge field G, one can express them entirely in terms of the operator S as
UE  iλS, (8.18)
VE  α
 
λSSx  λ22iS
  β λi3
2
SS2x   iSxx


  λ22SSx  λ34iS

. (8.19)
Using this variant we evaluate the ZC condition to obtain the equation of motion
for the S-operator
St  iα
 
S2x   SSxx
 β 3
2
 
SS2x

x
  Sxxx

(8.20)
 i
2
α rS, Sxxs  β
2
 
3S3x   S rS, Sxxxs

. (8.21)
For β  0 this equation reduces to the well-known continuous limit of the
Heisenberg spin chain [134, 105, 162, 160, 52] and for β  0 to the first member of
the corresponding hierarchy [168]. We refer to this equation as the ECH equation.
Taking rpx, tq  κqpx, tqwith β  iδ, we obtain the nonlocal ECH equation
St  i
2
α rS, Sxxs  iδ
2
 
3S3x   S rS, Sxxxs

, (8.22)
where nonlocality will appear in the entries of the S matrix, as we shall see in
the next section. The equation (8.20) is rather universal as it also emerges for
other types of integrable higher order equations of NLS type, such as the mKdV
equation [103, 118] or the Sasa-Satsuma equation [103, 119]. The distinction
between specific models of this general type is obtained by specifying G.
Given the above gauge correspondence one may now obtain solutions to the
nonlinear equations of a member of the NLS hierarchy from the equations of
motion of the corresponding member the continuous Heisenberg hierarchy, or
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vice versa. For instance, given a solution qpx, tq and rpx, tq to the Hirota equations
(8.8), (8.9) one may use equation (8.14) to construct the gauge field operator G
and subsequently simply compute S, that solves (8.20) by construction, by means
of the relation (8.15). Conversely, from a solution S to (8.20) we may construct G
by (8.15) and subsequently qpx, tq and rpx, tq from (8.14). We elaborate below on
the details of this correspondence.
8.2 Nonlocal multi-soliton solutions for the ECH equation from
Darboux-Crum transformation
In Section 2.5.4, we introduced the method of DCT for the ECH equation. In
this section, we explain particularly how nonlocality is naturally introduced into
these systems through seed solutions to the nonlocal ZC representation equations.
8.2.1 Nonlocal one-soliton solution
We start with a simple constant solution to the ECH equation (8.20) as in
Section 2.5.4 describing the free case
S 
 w u
v w
, with w  1, u  v  0. (8.23)
In order to define the matrix operator H as in (2.157), we need to construct the
seed solution ψpλq to the spectral problem (2.145) and evaluate it for two different
nonzero spectral parameters ψpλ1q  pϕ1, φ1q and ψpλ2q  pϕ2, φ2q.
For nonlocality, we impose the symmetry condition
Spx, tq  κS:px, tq with β  iδ (8.24)
and choose v  κupx, tq, which leads to the constraints w  κwpx, tq,
ϕ2px, tq  φ1px, tq, φ2px, tq  κϕ1px, tq, with λ2  λ1 . (8.25)
We can now solve the spectral problem (2.145) with S for ψpλ1  λq in the form
ψ1pλq 
 eZpx,tq γ1
eZpx,tq γ2
, (8.26)
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where we introduced the function
Zpx, tq  iλx  2λ2piα  2δλqt (8.27)
and the additional constants γ1, γ2 P C to account for boundary conditions. The
second solution is then simply obtained from the constraint (8.25) to be
ψ2pλq 
 φpx, tq
κϕpx, tq

 eZpx,tq γ2
κeZpx,tq γ1
. (8.28)
Notice that ψ2pλq is the solution to the parity transformed and conjugated
spectral problem (2.145). Given these solutions we can now compute the
functions in the iterated Sp1q matrix for a nonlocal ECH one-soliton solution.
8.2.2 Nonlocal N -soliton solution
We proceed further in the same way for the nonlocal multi-soliton solutions.
In general, for a nonlocal N -soliton solution we take 2N non-zero spectral
parameters with constraints
λ2k  λ2k1 k  1, 2, . . . , N, (8.29)
and the seed functions computed at these values as
ψ2k1pλ2k1q 
 ϕ2k1
φ2k1

 eZ2k1px,tq γ2k1
eZ2k1px,tq γ2k
, (8.30)
ψ2kpλ2kq 
 ϕ2k
φ2k

 φ2k1px, tq
κϕ2k1px, tq

 eZ2k1px,tq γ2k
κeZ

2k1px,tq γ2k1
 (8.31)
where
Zjpx, tq  iλjx  2λ2jpiα  2δλjqt. (8.32)
We may then use (2.159) to evaluate uN , vN , and wN for SpNq. We find the
nonlocality property vNpx, tq  κuNpx, tq for all solutions.
8.3 Nonlocal solutions of the Hirota equation from the ECH
equation
Let us now demonstrate how to obtain nonlocal solutions for the Hirota
equation from those of the ECH equation. For this purpose, with S being
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parametrised as in (2.164), we solve equation (8.15) for G to find
G 
 apx, tq apx, tqwN 1vN
cpx, tq cpx, tqwN1
vN
, (8.33)
where the functions apx, tq and cpx, tq remain unknown at this point. They can
be determined when substituting G into the equations (8.14). Solving the first
equation for qNpx, tq and rNpx, tqwe find
qNpx, tq  12

rvN sx
vN
  wN rvN sxrwN sxvN
vN
	
exp
³ wN rvN sxrwN sxvN
vN
dx

, (8.34)
rNpx, tq  12

rvN sx
vN
 wN rvN sxrwN sxvN
vN
	
exp

 ³ wN rvN sxrwN sxvN
vN
dx

. (8.35)
Notice that the integral representations (8.34) and (8.35) are valid for any solution
to the ECHE (8.20). Next we demonstrate how to solve these integrals. Using the
expression in (2.165)-(2.167), with suppressed subscripts N and S chosen as in
(8.23), we can re-express the terms in (8.34) and (8.35) via the components of the
intertwining operator rQpNq as
wN rvN sx  rwN sxvN
vN
 Bx ln

CN
DN


, (8.36)
rvN sx
vN
 Bx ln pCNDNq , (8.37)
where we used the property (2.170). With these relations the integral
representations (8.34), (8.35) simplify to
qNpx, tq  pCNqx
DN

W2

det ΩpNq, det rQpNq21 
det ΩpNq det rQpNq22 , (8.38)
rNpx, tq  pDNqx
CN

W2

det ΩpNq, det rQpNq22 
det ΩpNq det rQpNq21 . (8.39)
Thus, we have now obtained a simple relation between the spectral problem of the
ECH equation and the solutions to the Hirota equation. It appears that this is a
novel relation even for the local scenario. The nonlocality property of the solutions
to the ECHE is then naturally inherited by the solutions to the Hirota equation.
Using the nonlocal choices for the seed functions as specified in (8.30) and (8.31)
wemay compute directly the right hand sides in (8.38) and (8.39). Crucially these
solutions satisfy the nonlocality property
rNpx, tq  κqNpx, tq. (8.40)
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8.4 Nonlocal solutions of the ECH equation from the Hirota
equation
For the nonlocal choice rpx, tq  κqpx, tq the first equation in (8.14) implies
that
G 
 a κrb
b ra
. (8.41)
We adopt here the notation from [31] and suppress the explicit dependence on
px, tq, indicating the functional dependence on px, tq by a tilde, i.e. rq : qpx, tq.
The first equation in (8.14) then reduces to the two equations
ax  bq, bx  κarq. (8.42)
If we take b  κcrq, then a  cBx ln rq. Having specified the gauge transformation
G, we can compute the corresponding nonlocal solution to the ECH equation
S  G1σ3G 
 w u
v w
 with G  c
 Bx ln rq q
κ rq Bx ln q
, (8.43)
where
u   2pqrqqqx
κpqrqq2 pqrqqx , v   2κpqrq
qrqx
κpqrqq2 pqrqqx , w  κpqrq
q2pqrqqx
κpqrqq2 pqrqqx . (8.44)
We can check the solution satisfies v  κupx, tq, w  κwpx, tq and Spx, tq 
κS:px, tq, as expected from gauge equivalence.
8.5 Nonlocal soliton solutions to the ELL equation
8.5.1 Local ELL equation
Given the solutions to the ECH equation (8.20), it is now also straightforward
to construct solutions to the ELL equation (2.6) from them simply by using the
representation SN  ásN  áσ with SN taken to be in the parametrisation (2.164).
Suppressing the index N , a direct expansion then yields
s1  1
2
pu  vq, s2  i
2
pu vq, s3  w. (8.45)
For the local choice vpx, tq  upx, tq these function are evidently real
s1px, tq  Reu, s2   Imu, s3  
b
1 |u|2. (8.46)
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Figure 8.1: Local solutions to the ELLE (2.6) from a gauge equivalent one-soliton solution
(6.2) of the NLS equation for different initial values x0, complex shifts γ1  0.1   0.6i,
γ2  0.3i and α  5, β  0. In the left panel the spectral parameter is pure imaginary,
λ  0.1i, and in the right panel it is complex, λ  0.2  0.5i.
Thus, since ás is a real unit vector function and ás  ás  1.
We briefly discuss some of the key characteristic behaviours of s for various
choices of the parameters. When β  0, the solutions correspond to the one-
soliton solutions of the NLS equation. For pure imaginary parameter λ, we obtain
the well known periodic solutions to the ELLE as seen in the left panel of Figure
8.1. However, when the parameter λ is taken to be complex we obtain decaying
solutions tending towards a fixed point as in the right panel.
When taking β  0, that is the solutions to the Hirota equation, even for pure
imaginary values λ, the behaviour of the trajectories is drastically, as they become
more knotty and convoluted as seen in the left panel of Figure 8.2. Complex values
of λ are once more decaying solutions tending towards a fixed point.
8.5.2 Nonlocal ELL equation
For the nonlocal choice vpx, tq  κupx, tq with β  iδ, which also results to
wpx, tq  w and S:px, tq  S, the vector function s is no longer real so that
we may decompose it into ás  ám   i ál, where nowám and ál are real valued vector
functions. From the relation ás  ás  1 it follows directly that ám2 ál 2  1 and that
these vector functions are orthogonal to each other ám  ál  0. The ELL equation
133
Figure 8.2: Local solutions to the ELLE (2.6) from a gauge equivalent one-soliton solution
(6.2) of theHirota equation for a fixed value of x0, complex shifts γ1  0.1 0.6i, γ2  0.3i
and α  5, β  2. In the left panel the spectral parameter is pure imaginary, λ  0.1i, and
in the right panel it is complex, λ  0.02  0.05i.
(2.6) then becomes a set of coupled equations for the real valued vector functions
ám and ál
ámt  α
ál álxx ámámxx	  32δ pámx  ámxqámx   2álx  ámx	ámx  álx  álx	 álx (8.47)
 δ
álál álxxx	ámálámxxx	ámám álxxx	 álpámámxxxq,ált  αálámxx  ám álxx	  32δ álx  álx	ámx   2álx  ámx	 álx  pámx  ámxqámx (8.48)
 δ
ámpámámxxxq  álám álxxx	 álálámxxx	ámál álxxx	.
Clearly despite the fact that ás  ás  1, the real and imaginary components no longer
trace out a curve on the unit sphere.
Let us analyse how ám and ál behave in this case. As expected, the trajectories
will not stay on the unit sphere. However, for certain choices of the parameters
it is possible to obtain well localised closed three dimensional trajectories that
trace out curves with fixed points at t  8 as seen for an example in Figure 8.3.
Thus the nonlocal nature of the solutions to the Hirota equation has apparently
disappeared in the setting of the ELL equation. However, not all solutions are of
this type as some of them are now unbounded.
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Figure 8.3: Nonlocal solutions to the ELLE (8.47) and (8.48) from a gauge equivalent
nonlocal parity transformed conjugate one-soliton solution of the Hirota equation for a
fixed value of x0 with γ1  2.1, γ2  0, λ  0.2, α  1 and δ  0.2.
8.6 Conclusions
In this chapter, we took our nonlocal Hirota integrable system, in particular
the parity transformed conjugate pair, to find the gauge equivalent ECH and
ELL systems and the corresponding nonlocal soliton solutions. Furthermore, we
developed a direct scheme using DCT to find nonlocal multi-soliton solutions of
the nonlocal ECHequationmakinguse of nonlocality of the seed solutions, similar
in concept as for nonlocal Hirota case. Likewise, taking our new nonlocal ECH
soliton solutions, we carried out gauge transformations and found the solution
matches the corresponding solution for the Hirota case. Making use of the vector
variant of the ECH equation, namely the ELL equation, we are able to observe
diagrammatically differences between local and nonlocal solutions.
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Chapter 9
Time-dependent Darboux
transformations for non-Hermitian
quantum systems
In previous chapters, we have seen that DTs are very efficient tools to
construct soliton solutions of NPDEs, such as for instance the KdV equation,
the SG equation or the Hirota equation. The classic example we have seen is a
second order differential equation of Sturm-Liouville type or time-independent
Schrödinger equation. In this context the DT relates two operators that can be
identified as isospectral Hamiltonians. This scenario has been interpreted as the
quantum mechanical analogue of supersymmetry [173, 40, 15]. Many potentials
with direct physical applications may be generated with this technique, such as
for instance complex crystals with invisible defects [115, 44].
Initially DTs were developed for stationary equations, so that the treatment of
the full time-dependent (TD) Schrödinger equation was not possible. Evidently
the latter is a much more intricate problem to solve, especially for non-
autonomous Hamiltonians. Explicitly, DTs for TD Schrödinger equation with TD
potential was introduced briefly by Matveev and Salle [121] and subsequently,
Bagrov and Samsonov explored the reality condition for the iteration of the
potentials [14]. Generalization to other types of TD systems have also been
explored since, [60, 156, 151, 158, 161].
The limitations of the generalization from the time-independent to the TD
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Schrödinger equation were that the solutions considered in [14] force the
Hamiltonians involved to be Hermitian. One of the central purposes of this
chapter is to demonstrate how we can overcome this shortcoming and propose
fully TD DTs that deal directly with the TD Schrödinger equation involving non-
Hermitian Hamiltonians [36], with or without potentials. As an alternative
scheme we also discuss the intertwining relations for Lewis-Riesenfeld invariants
for Hermitian as well as non-Hermitian Hamiltonians. These quantities are
constructed as auxiliary objects to convert the fully TD Schrödinger equation into
an eigenvalue equation that is easier to solve and subsequently allows to tackle the
TD Schrödinger equation. The class of non-Hermitian Hamiltonians we consider
here is the one of PT -symmetric/quasi-Hermitian ones [150, 18, 132] i.e. they
remain invariant under the antilinear transformationPT : xÑ x, pÑ p, iÑ i,
that are related to a Hermitian counterpart by means of the TD Dyson equation
[58, 131, 177, 78, 71, 65, 67, 66, 68, 133, 69].
Given the interrelations of the various quantities in the proposed scheme one
may freely choose different initial starting points. A quadruple of Hamiltonians,
two Hermitian and two non-Hermitian ones, is related by two TD Dyson
equations and two intertwining relations in form of a commutative diagram.
This allows to compute all four Hamiltonians by solving either two intertwining
relations and one TD Dyson equation or one intertwining relations and two TD
Dyson equations, with the remaining relation being satisfied by the closure of
the commutative diagram. We discuss the working of our proposal by taking
two concrete non-Hermitian systems as our starting points, the Gordon-Volkov
Hamiltonian with a complex electric field and a reduced version of the Swanson
model.
9.1 Time-dependent Darboux and Darboux-Crum
transformations
9.1.1 Time-dependent Darboux transformation for Hermitian systems
Before introducing the TDDTs for non-Hermitian systemswe briefly recall the
construction for the Hermitian setting. This revision will not only establish our
137
notation, but it also serves to highlight why previous suggestions are limited to
the treatment of Hermitian systems.
The TD Hermitian standard intertwining relation for potential Hamiltonians
introduced in [14] reads
`p1q piBt  h0q  piBt  h1q `p1q, (9.1)
where the Hermitian Hamiltonians h0 and h1 involve explicitly TD potentials
vj px, tq
hj px, tq  p2   vj px, tq , j  0, 1. (9.2)
The intertwining operator `p1q is taken to be a first order differential operator
`p1q px, tq  `0 px, tq   `1 px, tq Bx. (9.3)
In general we denote by φj , the solutions to the two partner TD Schrödinger
equations
iBtφj  hjφj, j  0, 1. (9.4)
Throughout this chapter we use the convention ~  1 and p  iBx. Taking u as a
particular solution to riBt  h0su  0, the constraints imposed by the intertwining
relation (9.1) can be solved by
`1 px, tq  `1 ptq , `0 px, tq  `1 uxu , v1  v0   i
p`1qt
`1
  2
 
ux
u
2  uxx
u

, (9.5)
where, as indicated, `1 must be an arbitrary function of t only. At this point the
new potential v1 might still be complex, however, when one imposes as in [14]
`1ptq  exp

2
» t
Im
ux
u
	2
 uxx
u

ds

, (9.6)
this forces the new potentials v1 to be real
v1  v0   2 Re
ux
u
	2
 uxx
u

. (9.7)
Notice that one might not be able to satisfy (9.6), as the right-hand side must be
independent of x. If the latter is not the case, the partner Hamiltonian h1 does not
exist. In the case where Hamiltonian h1 does exist, the resulting form is
h1  h0   2 Re
ux
u
	2
 uxx
u

. (9.8)
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However, besides mapping the coefficient functions, the main practical purpose
of the DT is that one also obtains exact solutions φ1 for the partner TD Schrödinger
equation iBtφ1  h1φ1 by employing the intertwining operator. The new solution
is computed as
φ1  `p1qφ0 where `p1q  `1ptqpBx 
ux
u
q. (9.9)
When u is linearly dependent on φ0, the solution to the second TD Schrödinger
equation iBtφ1  h1φ1 becomes trivial, φ1  0. To obtain a non-trivial solution
we have seen various ways as presented in earlier chapters, for instance by taking
a different spectral parameter, taking other linearly independent solutions or by
using Jordan states in the case of the same parameter. The key is to find a solution
linearly independent to φ0 that satisfies (9.6) for reality. In [14], some nontrivial
solutions satisfying the reality condition were proposed as
pφ1  1`1φ0 , and qφ1  pφ1
» x
|φ0|2 dy. (9.10)
9.1.2 Time-dependent Darboux-Crum transformation for Hermitian systems
The iteration procedure of the DTs i.e. DCT, will lead also in the TD case
to an entire hierarchy of exactly solvable TD Hamiltonians h0, h1, h2, . . . for the
TD Schrödinger equations iBtφpkq  hkφpkq related to each other by intertwining
operators `pkq
`pkq piBt  hk1q  piBt  hkq `pkq, k  1, 2, . . . (9.11)
Taking φ0  φ0pγ0q, a solution of the TD Schrödinger equation for h0
and the linearly independent solutions uk  upγkq by a choice of different
parameter values γk with k  1, 2, . . . , N , we employ here the Wronskian
WN ru1, u2, . . . , uN s  detω with matrix entries ωij  Bi1x uj for i, j  1, . . . , N ,
which allows us to write the expressions of the intertwining operator and
Hamiltonians in the hierarchy in a very compact form. Iterating these equations
we obtain the compact closed form for the intertwining operators
`pkq  `k ptq

Bx  u
pk1q
x
upk1q

where upk1q  Wkru1, u2, . . . , uks
Wk1ru1, u2, . . . , uk1s (9.12)
for k  1, 2, . . . , N . We can in addition, in a compact way, write also
the intertwining relation between Hamiltonians h0 and hN and their solutions
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utilising LpNq  `pNq    `p1q as
LpNqpiBt  h0q  piBt  hNqLpNq with φpNq  LpNqφ0. (9.13)
The TD Hamiltonians we derive are
hN  h0  2 rlnWN pu1, u2, . . . , uNqsxx   iBt

ln

N¹
k1
`k
ﬀ
. (9.14)
Solutions to the related TD Schrödinger iBtφpNq  hNφpNq are then obtained as
φpNq  LpNqpφ0q, (9.15)
  `pNq    `p1qφ0, (9.16)


N¹
k1
`k

WN 1ru1, . . . , uN , φ0s
WN ru1, . . . , uN s , (9.17)
The reality condition (9.6) becomes
N¹
k1
`kptq  e2
³ Im rB2x lnWN pu1...uN qsdt. (9.18)
For N  1, we can match the DT scheme presented in the previous Section 9.1.1
by identifying u1  u and φp1q  φ1, which we will use interchangeably in this
chapter.
Again, instead of using the same solution uk of the TD Schrödinger equation
for h0 at different parameter values in the closed expression, it is also possible to
replace some of the solutions uk by other linear independent solutions at the same
parameter values, leading to degeneracy. Closed form expressions for DCT built
from the solutions (9.10) can be found in [14].
9.1.3 Darboux scheme with Dyson maps for time-dependent non-Hermitian
systems
Before we extend our Darboux scheme, let us first fix some notation through
looking at TD DCT for TD Schrödinger equations
iBtψpkq  Hkψpkq, (9.19)
with TD non-Hermitian Hamiltonians Hk for k  0, 1, . . . .
Time-dependent Darboux-Crum transformations for non-Hermitian systems
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The iteration procedure for the non-Hermitian system goes along the same
lines as for the Hermitian case, albeit with different intertwining operators LpNq.
The iterated systems are
LpNq piBt HN1q  piBt HNqLpNq, N  1, 2, . . . (9.20)
The intertwining operators read in this case
LpNq  LN

Bx  U
pN1q
x
U pN1q

with U pN1q  WN rU1, U2, . . . , UN s
WN1rU1, U2, . . . , UN1s (9.21)
denoting ψ0  ψ0pγ0q and the linearly independent solutions Uk  Upγkq, of the
TD Schrödinger equation for H0 by different parameters k  1, 2, . . . , N , the TD
Hamiltonians are
HN  H0  2 rlnWN pU1, U2, . . . , UNqsxx   iBt

ln

N¹
k1
Lk
ﬀ
. (9.22)
Nontrivial solutions to the related TD Schrödinger equation are then obtained as
ψpNq  LpNqH ψ0, (9.23)
  LpNq   Lp1qψ0,


N¹
k1
Lk

WN 1rU1, . . . , UN , ψ0s
WN rU1, . . . , UN s .
Note the key difference from the scheme with TD Hermitian systems is that no
restrictions are required, as our potentials of interest are no longer restricted to
the real case.
Now we extend our analysis and develop here a new Darboux scheme for TD
non-Hermitian Hamiltonians, and especially ones that are PT -symmetric/quasi-
Hermitian [150, 18, 132], through making use of the TD Dyson equation [58, 131,
177, 78, 71, 65, 67, 66, 68, 133, 69]. This scheme provides a powerful network for
the hierarchy of TD Hermitian and TD non-Hermitian systems.
To illustrate, we focus first on the pairs of TD Hermitian Hamiltonians h0ptq,
h1ptq and TD non-Hermitian Hamiltonians H0ptq, H1ptq
hj  ηjHjη1j   i
 
ηj

t
η1j , j  0, 1. (9.24)
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The TD Dyson maps ηjptq relate the solutions of the TD Schrödinger equation
iBtψj  Hjψj to the previous ones for φj as
φj  ηjψj, j  0, 1. (9.25)
Using (9.24) in the intertwining relation (9.1) yields
`p1q
 
iBt  η0H0η10  i pη0qt η10
   iBt  η1H1η11  i pη1q Btη11  `p1q. (9.26)
Multiplying (9.26) from the left by η11 and acting to the right with η0 on both
sides of the equation,
η11 `
p1q iBt  η0H0η10  pη0qt η10  η0  η11 iBt  η1H1η11  i pη1qt η11  `p1qη0.
(9.27)
and rearranging the time derivative terms and removing the test function, we
derive the new intertwining relation for non-Hermitian Hamiltonians
Lp1q piBt H0q  piBt H1qLp1q, (9.28)
where we introduced the new intertwining operator
Lp1q  η11 `p1qη0. (9.29)
We note that Hj  p2 is in general not only no longer real and might also include
a dependence on the momenta, i.e. Hj does not have to be a natural potential
Hamiltonian. In summary, our quadruple of Hamiltonians is related as depicted
in the commutative diagram
H0 η0ÝÑ h0
Lp1q  η11 `p1qη0 | Ó `p1q
H1 η
1
1ÐÝ h1
(9.30)
from a TD non-Hermitian system H0 to another, H1. An interesting result of this
new scheme is that without an explicit solution to H0, we can still carry out DT
to find another TD non-Hermitian H1. For instance, taking H0, we can find a
Dyson map η0 to a Hermitian system h0, then carry out DT as in Section 9.1.1 to a
new Hermitian system h1 and take the second Dyson map η1 to a non-Hermitian
system, H1.
One may of course also try to solve the intertwining relation (9.28) directly
as shown with DCT for non-Hermitian Hamiltonians above and build the
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intertwining operatorLp1q from a known solution for the TD Schrödinger equation
forH0 to findH1. Tomake sense of these Hamiltonians one still needs to construct
the Dyson maps η0 and η1 to find the corresponding Hermitian counterparts h0
and h1. In the case in which the TD Dyson equation has been solved for η0, H0,
h0 and H1, h1 have been constructed with intertwining operators build from the
solutions of the respective TD Schrödinger equation, we address the question of
whether it is possible to close our diagram for our quadruple of Hamiltonians,
that is making it commutative. For this to be possible we require η1  η0. The
diagram becomes
H0 η0ÝÑ h0
L
p1q
U  L1

Bx  U1xU1
	
Ó Ó `p1q  `1

Bx  u1xu1
	
H1 η1  η0 h1
(9.31)
It is easy to verify that Lp1qU  η11 `p1qη0 holds if and only if η1η0.
9.2 Intertwining relations for Lewis-Riesenfeld invariants
As previously argued [140, 120, 68, 69], the most efficient way to solve the TD
Dyson equation (9.24), as well as the TD Schrödinger equation, is to employ the
Lewis-Riesenfeld invariants [111]. They are operators Iptq satisfying
dIptq
dt
 BIptqBt  
1
i~
rI,Hs  0. (9.32)
The steps in this approach consists of first solving the evolution equation
for the invariants of the Hermitian and non-Hermitian system separately and
subsequently constructing a similarity transformation between the two invariants.
By construction the map facilitating this transformation is the Dyson map
satisfying the TD Dyson equation.
Here we need to find four TD Lewis-Riesenfeld invariants Ihj ptq and IHj ptq, j 
0, 1, that solve the equations 
IHj

t
 i IHj , Hj , and  Ihj t  i Ihj , hj . (9.33)
The solutions φj , ψj to the respective TD Schrödinger equations are related by a
phase factor φj  eiαj φIj , ψj  eiαj ψIj to the eigenstates of the invariants
Ihj φ
I
j  Λj φIj , IHj ψIj  Λj ψIj , with 9Λj  0. (9.34)
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Subsequently, the phase factors can be computed from
9αj 
@
φIj
 iBt  hj φIjD  @ψIj  η:jηj riBt Hjs ψIjD . (9.35)
As has been shown [120, 68, 69], the two invariants for the Hermitian and non-
Hermitian system obeying the TD Dyson equation are related to each other by a
similarity transformation
Ihj  ηjIHj η1j . (9.36)
Here we show that the invariants IH0 , IH1 and Ih0 , Ih1 are related by the intertwining
operators Lp1q in (9.29) and `p1q in (9.3), respectively. We have
Lp1qIH0  IH1 Lp1q, and `p1qIh0  Ih1 `p1q. (9.37)
This is seen from computing
iBt
 
Lp1qIH0  IH1 Lp1q
  H1  Lp1qIH0  IH1 Lp1q  Lp1qIH0  IH1 Lp1qH0, (9.38)
where we used (9.28) and (9.33) to replace time-derivatives of Lp1q and IH0 ,
respectively. Comparing (9.38) with (9.28) in the form iBtLp1q  H1Lp1q  Lp1qH0,
we conclude that Lp1q  Lp1qIH0  IH1 Lp1q or Lp1qIH0  IH1 Lp1q. The second relation
in (9.37) follows from the first when using (9.29) and (9.36). Thus schematically
the invariants are related in the same manner as depicted for the Hamiltonians
in (9.30) with the difference that the TD Dyson equation is replaced by the
simpler adjoint action of the Dyson map. Given the above relations we have no
obvious consecutive orderings of how to compute the quantities involved. For
convenience we provide a summary of the above in the following diagram to
illustrate schematically how different quantities are related to each other
9.3 Solvable time-dependent trigonometric potentials from the
complex Gordon-Volkov Hamiltonian
Wewill now discuss how the various elements in Figure 9.1 can be computed.
Evidently the scheme allows to start from different quantities and compute the
remaining ones by following different indicated paths, that is we may solve
intertwining relations and TD Dyson equation in different orders for different
quantities. As we are addressing here mainly the question of how to make sense
H0 ÐÑ h0 ÐÑ h1 ÐÑ H1
IH0 ÐÑ I
h
0 ÐÑ I
h
1 ÐÑ I
H
1
ψI0 ÐÑ φ
I
0 ÐÑ φ
I
1 ÐÑ ψ
I
1
ψ0 ÐÑ φ0 ÐÑ φ1 ÐÑ ψ1
? ? ? ?
? ? ? ?
6 6 6 6
η0
η0
η0
η0
`p1q
`p1q
`p1q
`p1q
η1
η1
η1
η1
k
+
3
s
ﬃ ]
Lp1q α1α0
Figure 9.1: Schematic representation of Dyson maps η0,η1 and intertwining operators
`p1q,Lp1q relating quadruples of Hamiltonians h0,h1,H0,H1 and invariants Ih0 ,Ih1 ,IH0 ,IH1
together with their respective eigenstates φ0,φ1,ψ0,ψ1 and φI0,φI1,ψI0,ψI1 that are related by
phases α0,α1.
of non-Hermitian systems, we always take a non-Hermitian Hamiltonian H0 as
our initial starting point and given quantity. Subsequently we solve the TD
Dyson equation (9.24) for h0,η0 and thereafter close the commutative diagrams
in different ways.
We consider a complex version of the Gordon-Volkov Hamiltonian [79, 165]
H0  HGV  p2   iE ptqx, (9.39)
in which iE ptq P iR may be viewed as a complex electric field. In the real
settingHGV is a Stark Hamiltonian with vanishing potential term around which a
perturbation theory can be build in the strong field regime, see e.g. [59]. Such
type of potentials are also of physical interest in the study of plasmonic Airy
beams in linear optical potentials [114]. Even though the Hamiltonian HGV is
non-Hermitian, it belongs to the interesting class ofPT -symmetric Hamiltonians,
i.e. it remains invariant under the antilinear transformation PT : xÑ x, pÑ p,
iÑ i.
In order to solve the TD Dyson equation (9.24) involving H0 we make the
ansatz
η0  eαptqxeβptqp, (9.40)
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with α ptq, β ptq being some TD real functions. The adjoint action of η0 on x, p and
the TD term of Dyson equation form are easily computed to be
η0xη
1
0  x iβ, (9.41)
η0p
2η10  p2   2iαp α2, (9.42)
i 9η0η
1
0  i 9αx  i 9β pp  iαq . (9.43)
We use now frequently overdots as an abbreviation for partial derivatives with
respect to time. Therefore the right-hand side of the TD Dyson equation (9.24)
yields
h0  hGV  p2   ip

2α   9β
	
 α2   ix pE   9αq   Eβ  9βα. (9.44)
Thus, for h0 to be Hermitian we have to impose the reality constraints
9α  E, 9β  2α, (9.45)
so that h0 becomes a free particle Hamiltonian with an added real TD field
h0  hGV  p2   α2   Eβ  p2  
» t
E psq ds
2
  2E ptq
» t » s
E pτq dτds. (9.46)
There are numerous solutions to the TDSchrödinger equation iBtφ0  hGV φ0, with
each of them producing different types of partner potentials v1 and hierarchies.
We will discuss below an example using a trigonometric type solution.
We start by considering the scenario as depicted in the commutative diagram
(9.31). Thus we start with a solution to the TD Dyson equation in form of h0, H0,
η0 as given above and carry out the intertwining relations separately using the
intertwining operators `p1q and Lp1qU for the construction of h1 andH1, respectively.
As indicated in the diagram (9.31), in this scenario, the expression for the second
Dyson map is dictated by the closure of the diagram to be η1  η0.
We construct our intertwining operator from the simplest solutions to the TD
Schrödinger equation for h0  hGV
φ0 pmq  cospmxqeim
2ti ³tpα2 Eβqds (9.47)
with continuous parameter m. A second linearly independent solution φ0 pmq
could be obtained by replacing the cos in (9.47) by sin. However, for our iteration,
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we take a second linearly independent solution by replacing the continuous
parametermwith a different one,m1 to obtain u1  φ0 pm1q, then we compute
`p1q  Bx  pu1qx
u1
 `1 ptq rBx  m1 tanpm1xqs , (9.48)
h1  p2   2m21 sec2pm1xq   α2   Eβ   i
p`1qt
`1
, (9.49)
φ1  `p1qφ0, (9.50)
 `1ptq rm1 cospmxq tanpm1xq m sinpmxqs eirm2t 
³tpα2 Eβqdss.
Evidently `1ptqmust be constant for h1 to be Hermitian, so for convenience we set
`1ptq  1. We can also directly solve the intertwining relation (9.28) for H0 and
H1 using an intertwining operator built from a solution for the TD Schrödinger
equation of H0, i.e. Lp1qU  Bx  pU1qxU1 , where U1  η10 u1 to obtain
H1  p2   iE ptqx  2m21 sec2 rm1px  iβqs , (9.51)
ψ1  η10 φ1  eαpx iβqφ1px  iβ, tq. (9.52)
We verify that the TD Dyson equation for h1 and H1 is solved by η1  η0 , which
is enforced by the closure of the diagram (9.31).
We can extend our analysis to the DCT and compute the two hierarchies
of solvable TD trigonometric Hamiltonians H0,H1,H2,. . . and h0,h1,h2,. . . directly
from the expressions (9.12)-(9.23). For instance, we calculate
H2  p2 iE ptqx pm
2
1 m22q rpm21 m22q  m21 cosp2m2ξq m22 cosp2m1ξqs
rm1 cospm2ξq sinpm1ξq m2 cospm1ξq sinpm2ξqs2
(9.53)
with ξ  x  iβ. The solutions to the corresponding TD Schrödinger equation are
directly computable from the general formula (9.23).
9.4 Reduced Swanson model hierarchy
Next we consider amodel that is built from a slightly more involved TDDyson
map. We proceed as outlined in the commutative diagram (9.30). This is a
good example to show the power of our new Darboux iteration scheme for a TD
non-Hermitian system, where an explicit solution to the system is not needed to
perform the iteration. Our simple starting point is a non-Hermitian, but PT -
symmetric, Hamiltonian that may be viewed as reduced version of the well-
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studied Swanson model [159]
H0  HRS  ig ptqxp. (9.54)
We follow the same procedure as before and solve at first the TD Dyson equation
for η0 and h0 with given H0. In this case the arguments in the exponentials of the
TD Dyson map can no longer be linear and we make the ansatz
η0  eλptqxpe
ζptq
2
p2 . (9.55)
The right-hand side of the TD Dyson equation (9.24) is then computed to be
h0  hRS 

gζ   i
9ζ
2

cosp2λq  

igζ 
9ζ
2

sinp2λq
ﬀ
p2   ipg   9λqxp. (9.56)
Thus for h0 to be Hermitian we have to impose
9λ  g, 9ζ  2gζ tan 2λ. (9.57)
These reality constraints (9.57) can be solved by
λptq  
» t
g psq ds, and ζptq  sec

2
» t
g psq ds


, (9.58)
so that we obtain a free particle Hamiltonian with a TD massmptq
h0  hRS  1
2mptqp
2, with mptq  cos
2p2λq
2g
. (9.59)
TD masses have been proposed as a possible mechanism to explain anomalous
nuclear reactions which cannot be explained by existing conventional theories in
nuclear physics, see e.g. [48].
An exact solution to the TD Schrödinger equation for hRS can be found for
instance in [140] when setting in there the TD frequency to zero
φ0 pnq 
eiα0pn,tq?
%
exp

m

i
9%
%
 1
m%2


x2
2

Hn

x
%

, (9.60)
α0pn, tq  
»  
n  1
2

m%2
dt, (9.61)
where Hn rxs, denotes the Hermite polynomials of x. For (9.60) to be a solution,
the auxiliary function %  %ptq needs to obey the dissipative Ermakov-Pinney
equation with vanishing linear term, that is
:%  9m
m
9%  1
m2%3
. (9.62)
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We derive an explicit solution for this equation in Appendix C. Evaluating the
formulae in (9.5), with h0 and h1 divided by 2mptq, we obtain the intertwining
operators and the partner Hamiltonians
`p1qpsq  `1
Bx   x
%2

2sHs1

x
%

%Hs

x
%
  im 9%
%
x
ﬁﬂ , (9.63)
h1psq  h0   4sm%2

sH2s1rx% sps1qHs2rx% sHsrx% s
H2srx% s

  1
m%2
  iBt

ln `1
%

,
respectively. As in the previous section, the imaginary part of the Hamiltonian
only depends on time and can be made to vanish with the choice `1  %. For
concrete values of nwe obtain for instance the TD Hermitian Hamiltonians
h1p0q  p
2
2m
  1
m%2
, h1p1q  h1p0q   1
mx2
, h1p2q  h1p0q   4p%2 2x2qmp%22x2q2 , (9.64)
h1p3q  h1p0q   3p3%
4   4x4q
mp2x3  3x%2q2 , h1p4q  h1p0q  
8p9%612x4%2 18x2%4 8x6q
mp3%412x2%2 4x4q2 .(9.65)
Notice that all these Hamiltonians are singular at certain values of x and t as % is
real. Solutions to the TD Schrödinger equation for the Hamiltonian h1psq can be
computed for s  n, taking
u1  φ0psq and `p1qpsq  `1

Bx  rφ0psqsx
φ0psq


, (9.66)
then according to (9.9)
φ1 ps, nq  `p1qpsq rφ0pnqs (9.67)
 1?
n s
nHn1

x
%

Hn

x
%
  sHs1

x
%

Hs

x
%

ﬁﬂφ0pnq.
Both φ0pnq and φ1ps, nq are square integrable functions with L2pRq-norm equal to
1. In Figure 9.2 we present the computation for some typical probability densities
obtained from these functions. Notice that demanding mptq ¡ 0 we need to
impose some restrictions for certain choices of gptq.
Next we compute the non-Hermitian counterpartH1 with a concrete choice for
the second Dyson map. Taking
η1  eγptqxeδptqp (9.68)
the non-Hermitian Hamiltonian becomes in our case
H1p1q  p
2
2m
  1
mpx  iδq2  i 9γx 
1
m%2
 γ
2
2m
  9γδ, (9.69)
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Figure 9.2: Probability densities |φ0p0q|2, |φ0p1q|2, |φ1p5, 1q|2 from left to right for gptq 
p1  t2q{4,mptq 

1  cos
 
t  t3{3

{p1  t2q, %ptq 
a
1  rC  B tanpt{2  t3{6qs2 with
B  1{2 and C  1.
where we have also imposed the constraint 9δ  γ{m to eliminate a linear term
in p, hence making the Hamiltonian a natural potential one. The corresponding
solution for the TD Schrödinger equation is
ψ1ps, nq  η11 φ1ps, nq. (9.70)
9.4.1 Lewis-Riesenfeld invariants
Having solved the TDDyson equation for η0 and η1 we can now also verify the
various intertwining relations for the Lewis-Riesenfeld invariants as derived in
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Section 9.2. We proceed here as depicted in the following commutative diagram
IH0 η
1
0ÐÝ I
h
0
Lp1q  η11 `p1qη0 | Ó `p1q
IH1 η
1
1ÐÝ I
h
1
(9.71)
See also the more general schematic representation in Figure 9.1. We start with
the Hermitian invariant Ih0 from which we compute the non-Hermitian invariant
IH0 using the Dyson map η0 as specified in (9.55). Subsequently we use the
intertwining operator `p1q in (9.63) to compute the Hermitian invariants Ih1 for
the Hamiltonians h1. The invariant IH1 is then computed from the adjoint action
of η11 as specified in (9.68). Finally, the intertwining relation between the non-
Hermitian invariants IH0 and IH1 is just given by the closure of the diagram (9.71),
Lp1q.
The invariant for theHermitianHamiltonian h0 has been computed previously
in [140]1 as
Ih0  Ahptqp2  Bhptqx2   Chptqtx, pu, (9.72)
where the TD coefficients are
Ah  %
2
2
, Bh  1
2

1
%2
 m2 9%2


, Ch  1
2
m% 9%. (9.73)
It then follows from
Ih0 , h0
  2i
m
 
Chp
2   1
2
Bhtx, pu

, 9Ah   2mCh, 9Bh  0, 9Ch   1mBh,
(9.74)
that the defining relation (9.33) for the invariant is satisfied by Ih0 . According
to the relation (9.36), the non-Hermitian invariant IH0 for the non-Hermitian
Hamiltonian H0 is simply computed by the adjoint action of η10 on Ih0 . Using
the expression (9.55) we obtain
IH0  η10 Ih0 η0  AHptqp2  BHptqx2   CHptqtx, pu, (9.75)
with
AH  12e2iλρ2  ζ2BH  iζmρ 9ρ, BH 
e2iλp1 m2ρ2 9ρ2q
2ρ2
, CH  iζBH  12mρ 9ρ.
(9.76)
1We corrected a small typo in there and changed the power 1{2 on the x{ρ-term into 2.
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We verify that IH0 is indeed an invariant for H0 according to the defining relation
(9.33), by computing
IH0 , H0
  2g pAHp2 BHx2q , 9AH  2igAH , 9Bh  2igBH , 9CH  0,
(9.77)
using the constraints (9.57) and (9.62).
Given the intertwining operators `p1q in (9.63) and the invariant Ih0 , we can use
the intertwining relation (9.37) to compute the invariants Ih1 for the Hamiltonians
h1 in (9.64). Solving (9.37) we find
Ih1 psq  Ih0   1  4s2
H2s1

x
%
2
H2s

x
%
2  4sps 1qHs2

x
%

H2s

x
%
 . (9.78)
We verify that this expression solves (9.33). The last invariant in our quadruple is
IH1 psq  η11 Ih1 ps, x, pqη1  Ih1 ps, x  iδ, p iγq. (9.79)
Finally we may also verify the eigenvalue equations for the four invariants.
Usually this is of course the first consideration as the whole purpose of employing
Lewis-Riesenfeld invariants is to reduce the TD Schrödinger equation to the
much easier to solve eigenvalue equations. Here this computation is simply a
consistency check. With
φI0 pnq  eiα0pnqφ0 pnq , φI1 ps, nq  eiα0psqφ1 ps, nq , (9.80)
ψI0 pnq  eiα0pnqψ0 pnq , ψI1 ps, nq  eiα0psqψ1 ps, nq , (9.81)
and α0 pnq as specified in equation (9.61) we compute
Ih0 φ
I
0 pnq 

n  1
2


φ0 pnq , Ih1 psqφI1 ps, nq 

s  1
2


φ1 ps, nq , (9.82)
IH0 ψ
I
0 pnq 

n  1
2


ψ0 pnq , IH1 psqψI1 ps, nq 

s  1
2


ψ1 ps, nq . (9.83)
All eigenvalues are time-independent as shown in [140].
9.5 Conclusions
We have generalized the scheme of TD DTs to allow for the treatment
of non-Hermitian Hamiltonians that are PT -symmetric/quasi-Hermitian. It
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was essential to employ intertwining operators different from those used in
the Hermitian scheme previously proposed. We have demonstrated that the
quadruple of Hamiltonians, two Hermitian and two non-Hermitian ones, can
be constructed in alternative ways, either by solving two TD Dyson equations
and one intertwining relation or by solving one TD Dyson equation and two
intertwining relations. We extended the scheme to the construction of the entire
TD Darboux-Crum hierarchies. We also showed that the scheme is consistently
adaptable to construct Lewis-Riesenfeld invariants by means of intertwining
relations. Here we verified this for a concrete system by having already solved the
TD Schrödinger equation, however, evidently it should also be possible to solve
the eigenvalue equations for the invariants first and subsequently construct the
solutions to the TD Schrödinger equation.
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Chapter 10
Conclusions and outlook
Given that we have summarised in each chapter the key findings, here we will
give amore general overview of the results and contributions from this thesis both
in nonlinear classical and non-Hermitian quantum systems, whilst discussing
some of many interesting open problems.
Inmathematics, it has been known for a long time that extending real numbers
to complex numbers gives us a deeper insight of the real domain. In quantum
mechanics, difficult problems in the Hermitian regime sometimes become easier
to solve in the non-Hermitian regime. In addition, with the success of extensions
from Hermitian to non-Hermitian with PT -symmetries in quantum mechanics,
we are motivated to explore the analogy with classical nonlinear integrable
systems.
In particular, we extended real integrable systems to the complex and
multicomplex regimes through extending the solution field. As a result, we
also obtain equivalent systems of multi-coupled real equations. Up to now,
we have three ways to solve these systems, by taking a complex shift, using
combined imaginary unit or idempotent bases. This has solved the origin of PT -
symmetric complex solutions from [97], however it remains an open problem
to investigate the origin of new PT -symmetric complex solutions from [98].
Besides the many interesting properties, a valuable application is that the newly
constructed complex solitons helped regularise singularities that form when
taking degeneracy in the real regime. Moreover, in the multicomplex regime, a
new type of degeneracy appears as we discover some 2N -parameter N -soliton
solutions.
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In addition to generalising some well-established methods to construct
complex and multicomplex soliton solutions, another fascinating discovery is
that the newly found complex solitons solutions, although complex, they admit
real conserved charges. Through detailed scattering and asymptotic analysis
for lateral displacements or time-delays, we find the reasoning for guaranteed
reality is due to PT -symmetry with integrability. Hence for all multi-solitons,
PT -symmetric or not, as long as they are composed of PT -symmetric one-
soliton solutions in the asymptotes, then reality is guaranteed. For multi-
complex extensions, we have increased variety of PT -symmetries to play with,
but arguments are similar.
A more challenging extension would be to complexify and multi-complexify
also the variables x and t, which then also impacts on the definition of the
derivatives with respect to these variables.
Extending scattering and asymptotic analysis for degenerate multi-soliton
solutions, we find further interesting physically different properties from non-
degenerate cases, such as time-delays not being constant but TD expressions
and a universal general form is found for the KdV and SG cases. For the
Hirota case, we compare non-degenerate and degenerate scatterings behaviours
to find the degenerate case only admits one of three types of scattering behaviour
from the non-degenerate case. In the investigations of ways to implement
degeneracy in various methods, we derived for the SG case the simplest and most
convenient method to construct degenerate multi-soliton solutions by means of
a ’recursive’ formula. Besides degenerate solitons possessing similar properties
to the famous tidal bore phenomenon, another physical application which is
left open to investigate is the statistical behaviour of a degenerate soliton gas
along the lines of, for instance [81, 122, 148, 154], which should certainly exhibit
different characteristics as the underlying statistical distributions would be based
on indistinguishable rather than distinguishable particles.
With the growing recent interest to investigate classical integrable nonlocal
systems, with nonlocality of space and or time in the fields of the system, we
followed [3] to investigate another type ofPT -symmetric deformations. These are
PT -symmetric reductions of the AKNS equations. Furthermore, we developed
new methods to construct ’nonlocal’ solutions. In the process, discovering a new
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type of solution, which is a 2N parameter nonlocal N -soliton solution. From
the different space and or time nonlocalities we see various nonlocal periodic
distributed breathers or rogue waves, of particular interest are time crystal
like structures from being nonlocal in time. To see this type of nonlocality
implemented in the quantum regime would be interesting.
In our construction of various types of complex, multicomplex, degenerate and
nonlocal systems, we define many of them to be integrable in the sense that we
have various methods to construct soliton solutions for them. In some cases, we
have also found the system possessing infinitely many conserved quantities or
ZC representations. More thorough investigation on integrability can be carried
out in many cases, for example to find infinite many conserved quantities or local
commuting symmetries for all our systems.
Another natural direction to investigate are combinations of various types
of extensions for systems, such as implementing nonlocality in multicomplex
systems, degeneracy in nonlocal systems etc. Furthermore, as our approaches
are entirely model independent to extend investigations for other models. With
the many newly discovered systems and solutions, the most interesting challenge
is to investigate whether these solutions can be realised experimentally.
In a step closer to the quantum regime, we look at gauge equivalence of
the nonlocal Hirota system to an ECH spin model, then to an ELL model.
When independently developing nonlocal solution method for ECH equation, an
unanticipated finding is that the spin matrix has an internal pair of nonlocal P-
symmetry and itself nonlocal P-symmetric. Utilising gauge equivalence between
themodels allowed us to find the connection between the corresponding solutions
of the systems.
Knowing how DTs are useful tools in constructing new solvable systems from
previous chapters on soliton constructions, we extended the application of DTs
with Dyson maps to develop a powerful new scheme in which we have a fully
connected network of infinitely many solvable TD non-Hermitian Hamiltonians
with corresponding infinitely many solvable Hermitian Hamiltonians and Lewis-
Riesenfeld invariants. This network is powerful especially for TD non-Hermitian
Hamiltonians, in which exact solutions are usually difficult to find.
As in [14] for the Hermitian case, our scheme allows to treat TD systems
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directly instead of having to solve the time-independent system first and then
introducing time by other means. The latter is not possible in the context of
the Schrödinger equation, unlike as in the context of NPDEs that admit soliton
solutions, where a time-dependence can be introduced by separate arguments,
such as for instance using Galilean invariance. Naturally it will be very interesting
to apply our scheme to the construction of multi-soliton solutions.
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Appendix A
Here, we present a derivation of the identity (5.19). We start by considering
the limit for N  2, which is true as
lim
βÑα
β   α
β  α tan

φβ  φα
4


(A.1)
 lim
βÑα

tan

φβ  φα
4


  α   β
4
sec2

φβ  φα
4


d
dβ
φβ

, (A.2)
 α
2
d
dα
φα. (A.3)
Using this expression the non-degenerate and degenerate two-soliton
solutions may be written as
φαβ4 arctan

β   α
β  α tan

φβ  φα
4


and φαα4 arctan

α
2
d
dα
φα

,
(A.4)
respectively.
Before carrying the next step of our derivation for higher order N , we first
introduce an intermediate identity
lim
βÑα
d
dβ
φαmβ 
1
2m
d
dα
φαm 1 . (A.5)
This identity can be proved by induction. To begin, let us first show the identity
is true form  1 by carrying out the derivative β then taking the limit
lim
βÑα
d
dβ
φαβ  lim
βÑα
d
dβ

4 arctan

β   α
β  α tan
φβ  φα
4


, (A.6)
 2
d
dα
φα  2α d
2
dα2
φα
2  α2
2
 
d
dα
φα
2 , (A.7)
 1
2
d
dα
φαα. (A.8)
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Now assumingm  k  1 is true,m  k will be
lim
βÑα
d
dβ
φαkβ  lim
βÑα
2 ddβφαk1β  2α d2dβ2φαk1β
2  α2
2

d
dβ
φαk1β
	2
ﬁﬃﬂ , (A.9)

2 d
dα

φ
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2pk1q

 2α d2
dα2

φ
αk
2pk1q

2  α2
2

d
dα

φ
αk
2pk1q
	2 , (A.10)
 1
2k
d
dα
φαk 1 , (A.11)
where we used the identity form  k 1 from the first to second equality. Hence
identity (A.5) proved.
Now we can continue our derivation of (5.19) for N ¥ 3, starting with the left
hand side of (5.19)
lim
βÑα
β   α
β  α tan

φαN2β  φαN1
4

, (A.12)
 α
2
lim
βÑα
d
dβ
φαN2β, (A.13)
 α
2

1
2pN  2q
d
dα
φαN1

, (A.14)
 α
2pN  1q
d
dα
φαN1 , (A.15)
using the identity (A.5) from the first to second equality, which consequently
simplifies to the right hand side of (5.19).
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Appendix B
Identity (5.23) is a simple variable transformation based on the assumption
that φαN px, tq can always be expressed as φαN pξ , ξq. So we compute
BφαN
Bx  α
BφαN
Bξ 
 αBφαNBξ
, (B.1)
BφαN
Bt 
1
α
BφαN
Bξ 
  1
α
BφαN
Bξ
, (B.2)
BφαN
Bα  px
t
α2
qBφαNBξ 
 px  t
α2
qBφαNBξ
. (B.3)
Comparing (B.1), (B.2) and (B.3) we can eliminate the derivatives with respect to
ξ , ξ and obtain (5.23).
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Appendix C
We briefly explain how to solve the Ermakov-Pinney equation with dissipative
term (9.62)
:%  9m
m
9%  1
m2%3
. (C.1)
The solutions to the standard version of the equation [57, 142]
:σ   λptqσ  1
σ3
(C.2)
are well known to be of the form [142]
σptq   Au2  Bv2   2Cuv1{2 , (C.3)
with uptq and vptq denoting the two fundamental solutions to the equation :σ  
λptqσ  0 and A, B, C are constants constrained as C2  AB  W2 with
Wronskian W  u 9v  v 9u. The solutions to the equation (C.2) with an added
dissipative term proportional to 9σ are not known in general. However, the
equation of interest here, (C.1), which has no linear term in %, may be solved
exactly. For this purpose we assume %ptq to be of the form
%ptq  f rqptqs, with qptq 
» t 1
mpsqds. (C.4)
Using this form, equation (C.1) transforms into
d2f
dq2
 1
f 3
, (C.5)
which corresponds to (C.2) with λptq  0. Taking the linear independent
solutions to that equation to be uptq  1 and vptq  q, we obtain
fpqq  1?
B
a
1  pBq   Cq2 (C.6)
and hence with (C.4) a solution to (C.1).
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