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R E S U M E N
Las oscilaciones cerebrales constituyen el sustrato de la inte-
gración de la actividad neuronal poblacional. De entre ellas, la
oscilación theta se ha descrito como una parte fundamental en
la integración de multitud de procesos cognitivos. La generación
y modulación de la actividad rítmica theta requiere del funcio-
namiento conjunto de una red de estructuras distribuidas que
incluyen, entre otros, al complejo septo-hipocámpico, distintas
regiones hipotalámicas o un grupo de núcleos del tronco del en-
céfalo.
De entre los núcleos troncoencefálicos que modulan la acti-
vidad hipocámpica, en los últimos años el núcleo incertus ha
adquirido mayor relevancia en el entendimiento del sistema ge-
nerador theta. Este núcleo no solo está íntimamente conectado
con estructuras moduladoras de la actividad theta hipocámpica,
sino que presenta actividad oscilatoria theta, coherente con la
observada en el hipocampo.
En este trabajo de tesis se intenta ahondar en la relación del
núcleo incertus con la modulación theta hipocámpica mediante
técnicas electrofisiológicas que permitan discernir las relaciones
existentes entre el núcleo incertus y el hipocampo. Para ello, en
un primer estudio, se analizó el grado de acoplamiento entre la
actividad poblacional theta del núcleo incertus y el hipocampo,
haciendo hincapié en la direccionalidad del flujo de información
entre ambas estructuras. Por otra parte, se caracterizaron las di-
ferentes poblaciones neuronales del núcleo incertus bajo la acti-
vación mantenida del hipocampo. Este estudio se complementó
con el estudio de la causalidad entre los distintos tipos neuro-
nales del núcleo incertus y la actividad del hipocampo durante
periodos de activación theta transitoria. Finalmente, se compro-
bó la posibilidad de que el núcleo incertus pudiera generar un
reinicio de la fase de la actividad theta de hipocampo con depen-
dencia del septum medial.
Los resultados obtenidos nos permiten afirmar que el núcleo
incertus cumple un papel fundamental en la modulación del rit-
mo theta hipocámpico. No solo su actividad neuronal se encuen-
tra altamente acoplada a la de hipocampo, sino que este núcleo
presenta neuronas rítmicas a frecuencia theta capaces de pre-
decir la actividad oscilatoria de hipocampo. Adicionalmente, el
núcleo incertus es capaz de reiniciar la fase de la oscilación the-
ta hipocámpica, lo que le confiere la capacidad de crear nuevas
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ventanas de procesamiento. Estos resultados clarifican el papel
del núcleo incertus como parte fundamental del circuito theta.
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I N T R O D U C C I Ó N
En 1924, el neurólogo alemán Hans Berger fue capaz de regis-
trar el primer encefalograma humano, describiendo una activi-
dad eléctrica oscilatoria en la parte occipital del cráneo de sus
pacientes (figura 1). En palabras de Berger:
El electroencefalograma representa una curva continua
con oscilaciones continuas en las que se pueden distinguir
ondas largas de primer orden con una duración media de
90 ms y unas pequeñas de segundo orden con una dura-
ción de 35 ms
Berger llamó al ritmo de larga amplitud registrado en pacien-
tes despiertos con los ojos cerrados, ritmo alfa, mientras que a
las oscilaciones rápidas que aparecían al abrir los ojos, recibieron
la nomenclatura de ondas beta (Berger, 1929).
Si bien es verdad que las oscilaciones cerebrales se habían des-
crito anteriormente en distintos mamíferos no humanos (Caton,
1875), fue a partir de los experimentos de Berger cuando los es-
tudios electrofisiológicos cobraron relevancia en el ámbito de las
neurociencias. A día de hoy, se han descrito desde oscilaciones
ultralentas de unos 0.05 Hz hasta ritmos rápidos de 600 Hz. Esta
clasificación en bandas de frecuencias tiene, además, una correla-
ción funcional, ya que diferentes actividades oscilatorias pueden
atribuirse a diferentes estados cerebrales dependientes de la re-
cepción de estímulos o de la conducta (Buzsáki et al., 2013).
1.1 actividad neuronal
El conjunto de la actividad eléctrica de las poblaciones neuro-
nales de una región y de sus aferencias genera una señal registra-
ble, observada como un patrón oscilatorio en el campo eléctrico
extracelular (Akam y Kullmann, 2012). La naturaleza de las cé-
lulas nerviosas conlleva señales eléctricas que son el fundamen-
to del procesamiento de información neuronal. La generación
y transmisión de estas señales dependen, en última instancia,
de los cambios del potencial de reposo de la membrana celular.
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Figura 1: Página del cuaderno de Hans Berger donde se representa su teoría
de que la actividad alfa está asociada a procesos mentales activos,
mientras que la actividad beta se encuentra asociada con procesos
metabólicos corticales (Millett, 2001).
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La célula nerviosa presenta una concentración plasmática iónica,
muy diferente al medio extracelular. Esta circunstancia provoca
una diferencia de potencial eléctrico de unos −70 mV, que es la
base de la comunicación interneuronal y por tanto de la codifi-
cación de la información nerviosa.
Las señales neuronales consisten en impulsos eléctricos cortos,
llamados potenciales de acción, con una amplitud de aproxima-
damente 100 mV y una duración típica de 1∼2 ms. Una cadena
de potenciales de acción emitidos por una sola neurona es deno-
minada un tren de espigas, una secuencia de eventos estereotipa-
dos que se producen a intervalos regulares o irregulares. Así, el
potencial de acción es la unidad elemental de la transmisión de
la señal nerviosa, el cual genera un flujo iónico electroquímico en
el espacio extracelular de la neurona, responsable directo de la
generación de un potencial de campo local (Local Field Potential,
LFP). Se debe tener en cuenta que los procesos sinápticos tienen
más peso en los LFPs que los potenciales de acción neuronales.
Esto es debido a que los potenciales postsinápticos son fenóme-
nos más duraderos en el tiempo, en comparación con los poten-
ciales de acción, lo que permite su sumación lineal. Por tanto, el
LFP refleja la actividad eléctrica de un gran número de neuronas
en un campo esférico alrededor del electrodo de registro (Mitz-
dorf, 1985; Juergens et al., 1999). Por tanto, los potenciales de
campo no sólo son reflejo de la actividad local, sino también del
circuito en el que ésta se integra, lo que le confiere gran interés
en el campo de estudio de la neurociencia de sistemas.
1.1.1 Papel de las oscilaciones cerebrales
Puesto que las oscilaciones reflejan la actividad eléctrica que
se da en el seno de redes neuronales, se puede considerar que los
ritmos cerebrales componen un sistema de comunicación neural.
Podemos pensar en los procesos oscilatorios como el correlato
instantáneo del trasiego de información entre distintas áreas ce-
rebrales. El papel último de una oscilación dependerá del circui-
to en el que se encuentren integradas las neuronas que partici-
pen de dicha oscilación. No obstante, de acuerdo a Buzsáki y
Draguhn (2004) todas las oscilaciones tendrían como funciones
generales el permitir la integración de poblaciones neuronales
distribuidas e incorporar la información temporal a la aportada
por los ensamblajes neuronales. Las oscilaciones cerebrales tie-
nen un papel fundamental también en los procesos cognitivos,
dado que proporcionan las condiciones para que se den proce-
sos de plasticidad y selección de estímulos, con lo que esto im-
plica para la creación de nuevos recuerdos, y participan en su
consolidación y recuperación.
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1.1.1.1 Plasticidad y selección de estímulos
Las redes neuronales oscilan en respuesta a los estímulos en-
trantes en las neuronas que las componen. La frecuencia de la
oscilación respuesta es la resultante de dos efectos opuestos: por
un lado, la capacitancia y conductancia de las membranas plas-
máticas neuronales actúan a modo de filtro pasa-bajo (low-pass
filter), atenuando la entrada de señales de alta frecuencia. Por
otro, la activación de canales dependientes de voltaje hace las ve-
ces de filtro pasa-alto (high-pass filter), evitando la entrada de se-
ñales de baja frecuencia (Llinas, 1988). La combinación de filtros
permite generar otro tipo de filtrado que modula la respuesta a
las oscilaciones, tales como los filtros pasa-banda, que permiten
la entrada a un rango determinado de frecuencias, o los filtros
de parada (notch), que eliminan ciertas frecuencias de una osci-
lación compleja (Marshall et al., 2002; Gupta, 2000; Thomson y
West, 2003). Así pues, esta resonancia oscilatoria permite a las
neuronas admitir solo aquellos inputs que cumplan unas caracte-
rísticas de frecuencia dadas. La modulación de los componentes
responsables de la ritmicidad neuronal, lleva a la célula al proce-
samiento oportuno de los estímulos entrantes.
Tan importante como las propiedades reales (frecuencia y po-
tencia) de los inputs es su temporalidad. La sincronización de la
actividad de una población de neuronas se consigue mediante el
acoplamiento de sus unidades a una determinada fase de la osci-
lación poblacional, lo que proporciona una manera eficiente de
codificar la información cerebral. La periodicidad proporciona-
da por la fase de una oscilación permite la apertura de ventanas
temporales que facilitan la respuesta de la neurona. Si los estí-
mulos están temporalmente alineados, es decir, se presentan en
una fase preferente de la oscilación, se produce una respuesta
por parte del sistema, mientras que si no lo están, son ignorados
o se genera una respuesta retardada (Hutcheon y Yarom, 2000).
Un buen ejemplo de la importancia del acoplamiento estímulo-
fase puede observarse en el trabajo de Huerta y Lisman (1995),
donde la aplicación de trenes de estimulación eléctrica suminis-
trados en los picos de la oscilación theta de hipocampo produce
potenciación a largo plazo de la eficacia sináptica, mientras que,
la aplicación de los mismos estímulos en los valles de la onda,
produce una depresión a largo plazo.
Por tanto, se puede concluir que la fase de la oscilación es fun-
damental para la entrada de información (Buzsáki, 2004; Schroe-
der y Lakatos, 2009; Giraud y Poeppel, 2012) De esta manera,
la fase de la oscilación, y por tanto el potencial eléctrico local
del entorno de la neurona, condiciona su procesamiento (Milton
y Pleydell-Pearce, 2016). Así pues, la modulación de la fase de
una oscilación, por ejemplo en respuesta a un estímulo entrante
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en el sistema, puede generar una adaptación que permita mo-
dificar las propiedades mismas de la oscilación para mejorar la
computación de dicho estímulo. Se ha propuesto que el proceso
de reinicio de la fase pueda ser clave en el mecanismo de con-
trol y facilitación de la codificación de estímulos en poblaciones
nueronales (Voloh y Womelsdorf, 2016).
1.1.1.2 Acoplamiento de poblaciones neuronales
Las redes neuronales se presentan como un sistema de compu-
tación distribuida que optimiza la generación de respuestas cog-
nitivas o comportamentales. No obstante, todo sistema compu-
tacional requiere de eficiencia en la transmisión de información
(Laughlin y Sejnowski, 2003). Los circuitos neurales distribuidos
emplean las oscilaciones de diferentes frecuencias como sustrato
computacional y comunicativo, controlando así las funciones in-
tegrativas cognitivas y sensoriales, permitiendo la aparición de
funciones complejas por la superposición y coordinación de los
distintos circuitos oscilatorios (Bas¸ar et al., 2001). Los procesos
involucrados abarcan mecanismos de entrada sensorial, percep-
ción, movimiento y procesos cognitivos relativos a la atención,
el aprendizaje y la memoria.
La información en el cerebro es procesada, transferida y alma-
cenada por células que, sin necesidad de formar parte de una
misma red neuronal, pueden sincronizarse transitoriamente. La
habilidad de estos conjugados neuronales para sincronizarse de-
pende de la potencia del acoplamiento y de la distribución de
frecuencias (Mirollo y Steven, 1990). Mientras las frecuencias de
los osciladores permanezcan similares, la sincronía puede man-
tenerse aun en ausencia de fuertes conexiones sinápticas. Por
ejemplo, se ha estudiado como las distintas propiedades de una
imagen pueden ser procesadas por varios complejos neuronales
distribuidos en diferentes regiones corticales, conectados entre
sí por la presencia de una oscilación gamma común (Engel et al.,
2001). Se ha visto que el espacio de tiempo necesario para sin-
cronizar poblaciones neuronales transitorias se amolda al ciclo
gamma (Steriade y Contreras, 1996; Womelsdorf y Fries, 2007;
Kucewicz et al., 2014), permitiendo la generación de una oscila-
ción suficientemente larga para la consolidación de un proceso
cognitivo (Llinas y Ribary, 1993; Kahana et al., 2001; Varela et al.,
2001; Harris et al., 2003). Otro ejemplo de coordinación media-
da por acoplamiento oscilatorio lo tenemos en la evocación de
recuerdos mediada por la sincronización a frecuencias theta en
áreas límbicas, corticales y subcorticales (Hasselmo, 2005).
En todos los casos, el ciclo de la oscilación parece ser clave pa-
ra la generación de ventanas temporales que permitan los ensam-
blajes neuronales. Así, el periodo de la oscilación delimitaría el
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marco temporal durante el que los eventos serían incorporados a
un mismo ensamblaje neuronal. De esta manera, oscilaciones de
frecuencias mayores, y por tanto de menor periodo, permitirían
la integración conjunta de eventos rápidos, mientras que oscila-
ciones más lentas permitirían la entrada de información durante
periodos de tiempo mas extensos. La velocidad de conducción
axonal determina por tanto que las ondas rápidas se asocien a
poblaciones neuronales cercanas, locales, en las que el trasiego
de información puede darse a alta velocidad y, sin embargo, os-
cilaciones lentas permitan integrar información procedente de
áreas distantes (Buzsáki y Watson, 2012). El acoplamiento entre
oscilaciones de distinta frecuencia permite un mayor grado en
el refinamiento de la computación y transmisión de la informa-
ción, optimizando los procesos asociativos a diferentes escalas
espacio-temporales.
1.1.1.3 Información derivada de la fase de la oscilación
Como se ha explicado anteriormente, la fase de la oscilación
es un factor determinante para el procesamiento de información.
La propia fase aporta un valor computacional añadido al incuir
el componente temporal en la sucesión de eventos. Dicho de
otra manera, no existe una ubicación anatómica concreta para
la percepción del tiempo, sino que existen múltiples osciladores
distribuidos con distintas escalas temporales que pueden sincro-
nizarse para permitir el procesamiento de la información tempo-
ral. Esta información temporal es necesaria para poder establecer
relaciones de coincidencia y de sucesión.
En la percepción del tiempo, a nivel neuronal, cobra especial
relevancia el fenómeno de la precesión de fase. El acoplamiento
temporal de la actividad unitaria a una oscilación determinada
viene dado por la combinatoria entre las dinámicas oscilatorias
de la red neuronal y los estímulos externos a la misma. Dada una
neurona que presenta excitación dendrítica e inhibición somática
durante un proceso oscilatorio, si la inhibición permanece cons-
tante pero la despolarización dendrítica incrementa, el disparo
neuronal se alcanzará progresivamente en fases más tempranas
del ciclo oscilatorio (Buzsáki et al., 1995). Este fenómeno se cono-
ce como precesión de fase y, en términos generales, la potencia
del acoplamiento es proporcional a esta precesión de fase (Miro-
llo y Steven, 1990). Este mecanismo puede ser empleado como
fuente de almacenamiento de información a corto plazo (Lisman
y Idiart, 1995).
El primer ejemplo descrito de este fenómeno lo encontramos
en el trabajo de O’Keefe (1993) sobre el hipocampo. Se regis-
traron neuronas piramidales de hipocampo de ratas mientras
caminaban por una pista recta. Los disparos de estas neuronas
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mostraron precesión de fase en la oscilación theta de hipocam-
po conforme los animales se acercaban al centro de la pista, de
manera independiente al tamaño o forma del camino o a la ve-
locidad del animal. Como consecuencia, la posición futura del
animal puede ser predicha por la posición relativa de las espi-
gas en la oscilación theta (Dragoi et al., 2003). Estas neuronas
fueron denominadas place cells al responder dependiendo de la
posición del animal en el espacio.
1.1.1.4 Consolidación de la memoria
La consolidación de la memoria implica el refuerzo de cone-
xiones neuronales creadas durante la vigilia mediante la reacti-
vación de circuitos activados por la experiencia, además de la
independización de los ensamblajes cortico-corticales respecto
de sus nodos hipocámpicos con la transformación de memoria
de corto a a memoria a largo plazo. A nivel celular, esto se tra-
duce en procesos de plasticidad sináptica, coordinados por las
oscilaciones cerebrales.
Las oscilaciones periódicas son inherentes a los sistemas neu-
ronales estables. De hecho, experimentos in vitro han demos-
trado que la naturaleza oscilatoria de una red persiste aún en
ausencia de estímulos externos (Reyes, 2003). El patrón oscila-
torio depende tanto de la naturaleza de la organización neuro-
nal (Briggs, 2010) como de las condiciones iniciales del oscilador
(Glass, 2001). Sin perturbación de ningún tipo, la dinámica osci-
ladora se repetirá indefinidamente (Lisman y Idiart, 1995). Du-
rante el sueño, los patrones oscilatorios cerebrales experimentan
modificaciones asociadas a la consolidación de la memoria.
El sueño es esencial para la consolidación de la memoria (Die-
kelmann, 2014). El estado basal del encéfalo durante el sueño es
una compleja organización oscilatoria, sobretodo en el sistema
tálamo-cortical (Steriade y Contreras, 1996; Steriade, 2001; Ste-
riade y Timofeev, 2003), que refleja un patrón de actividad neu-
ronal creado por la experiencia consciente previa (Destexhe y
Sejnowski, 2003), o a conexiones entre el hipocampo y el neocór-
tex que contribuyen a la estabilización de los recuerdos. Durante
la fase REM (Rapid Eye Movement del sueño, en el hipocampo y
la corteza entorrinal se reproducen patrones de activación neuro-
nal en células que conforman el mapa cognitivo (place cells y grid
cells) adquirido durante la vigilia. Esta reactivación promueve la
potenciación sináptica de las neuronas implicadas lo que se tra-
duce, en última instancia, en la generación de nuevos recuerdos
relativos a la modificación del mapa cognitivo previo (Wilson
y McNaughton, 1994). El fortalecimiento de las sinapsis requie-
re de acoplamientos precisos entre oscilaciones theta y gamma
(Lisman, 2005; Montgomery et al., 2008; Sirota et al., 2008; Scheff-
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zük et al., 2011). Adicionalmente, durante el sueño no-REM se
producen acoplamientos entre oscilaciones que reactivan circui-
tos tálamo-corticales e hipocámpico-neorcorticales (Mölle et al.,
2006; Clemens et al., 2007; Staresina et al., 2015).
1.2 la oscilación theta hipocámpica
En los vertebrados, los estados de alta actividad neural se ca-
racterizan por la activación de las vías colinérgicas, desincroni-
zación cortical y presencia de oscilaciones theta en el hipocampo
(Zhang et al., 2010; Buzsáki et al., 2003). El ritmo theta hipocám-
pico es un patrón oscilatorio estable, de 4 a 10 Hz en humanos
(en rata suele describirse de 3 a 12 Hz), observable durante du-
rante los procesos cognitivos de alta carga mnemónica que ocu-
rren tanto en la vigilia activa como en la fase REM del sueño
(Battaglia et al., 2011; Colgin, 2013).
La actividad theta se ha estudiado ampliamente desde su des-
cubrimiento en el hipocampo de conejo por Jung y Kornmuller
(1938). El escepticismo inicial sobre la posibilidad de que estas
grandes ondas regulares se generasen en el cerebro fue supera-
do cuando Green y Arduini (1954) mostraron que el patrón theta
correlacionaba con la desincronización neocortical, lo que sugi-
rió que la oscilación theta representaba el patrón de actividad,
o arousal, del hipocampo. Más tarde, se hicieron intentos de co-
rrelacionar la ritmicidad theta con aspectos relacionados con los
procesos de aprendizaje: Adey et al. (1960) describieron cambios
en las frecuencias theta durante tareas de aprendizaje; y Grast-
yan (1959) encontró ondas theta durante procesos de orientación
relacionados con comportamientos de recompensa. Los estudios
realizados por Gray (1971) sugirieron que algunas frecuencias
de la actividad theta del hipocampo en la rata también podían
darse en asociación con reacciones a la falta de recompensa.
Estas diferencias de interpretación de los diferentes laborato-
rios llevaron a la especulación de que el correlato conductual
del ritmo theta varía de una especie a otra y quizás de una ta-
rea a otra. En este sentido Vanderwolf llevó a cabo cuidadosas
observaciones para correlacionar los diferentes patrones de acti-
vidad oscilatoria del hipocampo con procesos estrictamente con-
ductuales (Vanderwolf, 1969). En su primera descripción de la
oscilación theta asociada al movimiento postuló que «la activi-
dad rítmica lenta en el hipocampo es un mecanismo organizativo de
los actos motores voluntarios». No obstante, no se dilucidó si esta
oscilación se presentaba en procesos de exploración, de arousal o
aquellos relacionados con la memoria.
Así, los cambios en la frecuencia theta vistos por Adey, por
ejemplo, tienden a estar correlacionados con los cambios en el
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comportamiento motor durante el curso del aprendizaje. En va-
rias especies de roedores, Vanderwolf et al. observaron que la
actividad theta se asociaba con lo que él llamó «los movimien-
tos voluntarios», mientras que las ondas lentas de gran amplitud
aparecían durante patrones estereotipados de acción fija. Su ob-
servación posterior de que había dos tipos de theta, cada con di-
ferentes correlatos comportamentales (Kramis et al., 1975), corre-
lacionándose uno con el arousal o atención, ya sea en asociación
con el movimiento o inmovilidad, y el otro con el movimiento
exploratorio. Estos dos tipos de ritmicidad theta se expresan en
grados diferentes en diferentes especies y dependen además de
diferentes entradas neuromoduladoras. Además, el ritmo theta
también se puede registrar durante el sueño paradójico, o fase
REM (Winson, 1972; Buzsáki et al., 2003; Jouvet, 1969), y es por
ello que a este periodo del sueño se le atribuye un posible papel
en la memoria y el aprendizaje (Vertes y Kocsis, 1997; Berry y
Seager, 2001; Diekelmann, 2014).
1.2.1 Funciones de la oscilación theta hipocámpica
Numerosos estudios han intentado dar un papel funcional a
la oscilación theta (para revisión, Buzsáki 2005). Trabajos realiza-
dos en el hipocampo de ratas han permitido sugerir tres posibles
funciones para la ritmicidad theta, acordes a los distintos corre-
latos comportamentales observados. En todos los casos, la activi-
dad theta parece presentar un papel en la función integrativa del
cerebro, permitiendo que el hipocampo alcance un estado activo
de computación cognitiva. En primer lugar, las ondas theta ac-
túan como mecanismo de sincronización global, esencialmente
bloqueando la formación hipocámpica en un modo de procesa-
miento global y de organización de la actividad en cada región
del hipocampo con respecto a las otras, así como con otras re-
giones corticales o subcorticales. Registros simultáneos del LFP
en diferentes lugares del hipocampo han demostrado que la ac-
tividad theta en zonas particulares, por ejemplo en la capa pi-
ramidal CA1, es sincrónica y coherente con otras áreas de la
formación hipocámpica (Mitchell y Ranck, 1980; Fox et al., 1986;
Bullock et al., 1990). De este modo, si dos células disparan patro-
nes sistemáticamente relacionados con los ciclos theta locales, es
probable que tengan relaciones temporales sistemáticas entre sí,
incluso si ambas neuronas se encuentran separadas en el propio
hipocampo. Aunque el estudio del ritmo theta se ha centrado
en la formación hipocámpica, áreas sensoriales y de motivación
también se ponen bajo su dominio, evidenciando la existencia de
un sistema generalizado oscilatorio organizador de la actividad
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de áreas dispares del encéfalo (Bas¸ar et al., 2001; Kirk y Mackay,
2003; Benchenane et al., 2010).
Una segunda función atribuida al ritmo theta, es la de propor-
cionar un sistema temporal periódico para la sincronización de
las espigas de las neuronas del hipocampo. La relación de fase
de cada célula piramidal medida frente a la actividad theta con-
currente no es constante sino que puede variar de un ciclo al
siguiente (O’Keefe y Recce, 1993; Skaggs et al., 1996). Registros
unitarios demostraron una relación entre el patrón de disparo
rítmico a frecuencia theta de las neuronas de hipocampo y la lo-
calización del animal en el espacio (O’Keefe y Dostrovsky, 1971).
Estas neuronas fueron llamadas «células de lugar» (place cells,
ver referencia anterior en pag. 7) y varían su lugar de disparo en
la fase de la oscilación theta según la posición del animal en el
espacio (precesión de fase) (O’Keefe y Recce, 1993; Sato y Yama-
guchi, 2005). Las place cells proporcionarían información alocén-
trica, independiente de la orientación del eje corporal. Basándo-
se en estos hallazgos, se puede considerar al hipocampo como el
sustrato de la navegación, ya que proporcionaría un mapa cogni-
tivo capaz de representar al individuo en el espacio (O’Keefe y
Burgess, 2005). Este mapa neural se ha ampliado posteriormente,
con la incorporación de la información de un sistema de escala
(grid cells de la corteza entorrinal) y de orientación de la cabe-
za (head direction cells) que, en conjunto, proporcionan un marco
óptimo para el procesamiento de las relaciones espaciales con el
entorno (Sargolini et al., 2006; Moser et al., 2008).
Con el descubrimiento de la precesión de fase, la variable tiem-
po entró en la ecuación de la oscilación theta, ya que abría una
puerta al entendimiento de la memoria episódica mediante la ac-
tividad unitaria neuronal (Buzsáki, 2006). Numerosos estudios
han intentado demostrar el acoplamiento temporal del ritmo
theta hipocámpico en distintos procesos fisiológicos (Pedemonte
et al., 1999; Hasselmo, 2008). La contribución al establecimiento
de relaciones temporales ha sido considerada fundamental para
la creación de asociaciones entre eventos que subyace a la forma-
ción de memoria (Tesche y Karhu, 2000; Hasselmo, 2005; Vertes,
2005). La precesión de fase implica que la información debe ser
codificada y transmitida en paquetes que permitan su integra-
ción en el sistema. Por lo tanto, se hace necesaria la presencia de
una estructura moduladora temporal, tal como el hipocampo,
que permita la integración del disparo individual de las neuro-
nas en fases concretas de las oscilaciones del potencial de campo
local (Dragoi y Buzsáki, 2006; Hasselmo, 2008) (figura 2). Se ha
postulado que la precesión de fase en la oscilación theta puede
ser empleada por el hipocampo y otras estructuras para acoplar
su actividad neuronal. La actividad de las neuronas piramida-
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Figura 2: Contexto espacio temporal. Cada posición (P1 a P7) se encuentra
definida por el conjunto celular de la corteza entorrinal, más acti-
vo en el valle del ciclo theta registrado en CA1. La anchura de las
barras indica la tasa de disparo de cada agregado. Ya que cada agre-
gado neuronal contribuye a la representación de múltiples lugares,
diversos conjuntos se coactivan en cada ciclo theta. De esta forma,
la posición del animal en cada momento se encuentra representada
por el conjunto de máxima actividad durante el valle del ciclo theta.
Así, la oscilación theta establece un marco temporal que contextua-
liza, no solo la situación presente, sino representaciones pasadas o
futuras. Adaptada de Buzsáki (2005).
les y sus interneuronas asociadas podrían acoplarse a diferentes
fases y a distintas frecuencias para formar agrupaciones neuro-
nales acopladas bajo una misma oscilación (Buzsáki, 2002).
Numerosas evidencias muestran la relación entre las oscilacio-
nes theta y la transmisión de información durante los procesos
sensoriales (Colgin, 2013) y atencionales (Ekstrom et al., 2005),
como los implicados en la formación de la memoria episódica.
La memoria episódica permite evocar recuerdos en el contexto
donde fueron experimentados, incluido el orden y la localización
de los mismos (Tulving, 2002). Se cree que el hipocampo parti-
cipa en esta modalidad de memoria mediante la unión de los
estímulos con su marco espacio-temporal (Eichenbaum, 2004).
Así, el ritmo theta hipocámpico puede establecer un marco tem-
poral para la integración de la actividad neuronal, generando
asociaciones temporales entre los eventos y la oscilación (Buzsá-
ki, 2006).
En este sentido, podemos determinar una tercera función pa-
ra la oscilación theta y es la del control de la potenciación a
largo plazo (LTP, Long Term Potentiation), lo que conduce a una
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regulación temporal del almacenamiento y recuperación de in-
formación desde el hipocampo. Numerosos estudios han mos-
trado que la estimulación eléctrica de las fibras aferentes del hi-
pocampo es una forma efectiva de inducción de LTP (Bliss y
Lomo, 1973; Douglas y Goddard, 1975; Huang et al., 2012; Scott
et al., 2012). Así, la llegada de estímulos en diferentes fases del
ciclo theta es capaz de producir efectos de naturaleza variable
en el proceso de LTP (Pavlides et al., 1988; Huerta y Lisman,
1995; Hölscher et al., 1997; Hyman et al., 2003). Si la entrada de
información se produce en la fase positiva de la onda theta, se
produce potenciación, mientras que si lo hace en la fase negativa
se produce una depresión de este proceso. Bajo este paradigma,
Hasselmo (2005) propuso un funcionamiento diferencial de la
oscilación theta dependiente de fase. Así, el pico del ciclo theta,
registrado en CA1, es el periodo de codificación de información
entrante en hipocampo desde corteza entorrinal, mientras que el
valle de la oscilación representa la recuperación de información
en sentido opuesto.
Finalmente, no se puede explicar el ritmo theta sin mencionar
el sueño. En mamíferos podemos categorizar el sueño como la
transición entre dos estados cíclicamente alternos: el sueño de
ondas lentas (slow-wave sleep, SWS), o sueño no-REM, y el sue-
ño paradójico (rapid-eye-movement, REM). El SWS se caracteriza
por la disminución de los niveles de acetilcolina y la presencia
de oscilaciones lentas (por debajo de 3 Hz) en el electroencefalo-
grama. Por su parte, el sueño REM presenta un incremento de
los niveles de acetilcolina acompañado por la presencia de ritmi-
cidad theta en el electroencefalograma (Jouvet, 1969). Diversos
estudios han demostrado la importancia del sueño en la conso-
lidación de la memoria, haciendo especial hincapié en la fase
REM, la cual parece tener un papel esencial en este proceso (pa-
ra revisión, Rasch y Born 2013, figura 3). Durante la fase REM,
el hipocampo muestra sincronización a frecuencia theta con la
corteza prefrontal medial (Benchenane et al., 2010). Este acopla-
miento no se produce únicamente entre la actividad global de las
áreas registradas, sino que también se da entre la actividad uni-
taria y la oscilación theta. De hecho, las place cells de hipocampo
muestran el mismo acoplamiento de fase al theta hipocámpico
durante la actividad exploratoria y en la fase REM del sueño, ex-
hibiendo el mismo patrón de activación temporal que mostraron
durante la vigilia activa (O’Neill et al., 2010). Este suceso se ha
observado también entre la actividad neuronal de corteza pre-
frontal y el ritmo theta de hipocampo (Benchenane et al., 2010)
y se postula que podría darse en toda la red de representación
espacial hipocámpica y extrahipocámpica (Hasselmo, 2008).
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Figura 3: Perfil típico de sueño en humanos. A. El sueño se caracteriza por
la sucesión cíclica de periodos de sueño paradójico, o REM, y de
sueño de ondas lentas, o sueño no-REM. El sueño no-REM incluye
mayoritariamente al sueño de ondas lentas, correspondiente a N3,
y periodos de sueño mas ligeros N1 y N2. Durante el sueño para-
dójico, la proporción de fases varía drásticamente, mostrando una
predominancia de las fases REM. (W: estado de vigilia). B. Durante
el sueño no-REM, las oscilaciones típicas registradas suelen ser on-
das lentas neocorticales (de unos 0.8 Hz), spindles talamocorticales
(husos cortos intercalados en las ondas lentas de entre 10 y 15 Hz)
y las sharp-wave ripples (SPW-R; ondas de desporalización rápida ge-
neradas en la CA3 de hipocampo, superpuestas con ripples de alta
frecuencia de entre 100 y 300 Hz). Por su parte, el sueño REM se
caracteriza por oscilaciones ponto-genículo-occipitales (PGO) y acti-
vidad theta hipocámpica. C. El sueño presenta un cambio drástico
en la neuroquímica cerebral. Durante el sueño de ondas lentas, la
actividad colinérgica alcanza un mínimo, mientras que en la fase
REM estos niveles son similares, o incluso mas altos, que durante
el estado de vigilia. Un patrón similar se observa con el cortisol, la
hormona del estrés. Sin embargo, la actividad aminérgica, elevada
durante la vigilia, ve su cantidad disminuída progresivamente du-
rante el sueño de ondas lentas, hasta el sueño REM, donde presenta
un mínimo absoluto. Modificado de Rasch (2013).
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1.2.2 Generación de la oscilación theta hipocámpica
El sistema límbico representa varios sistemas de sincroniza-
ción neuronal (Bland y Colom, 1993) siendo la ritmicidad the-
ta uno de los patrones más prominentes. En el hipocampo, es-
ta actividad sincrónica implica a poblaciones de neuronas que
muestran oscilaciones en sus potenciales de membrana, resulta-
do de las propiedades intrínsecas de sus células. Sin embargo,
esta actividad local está influida por aportaciones de neuronas
del propio hipocampo, así como de sus aferencias.
Los microcircuitos corticales, incluyendo las diferentes áreas
del hipocampo, parecen seguir un principio de organización
estereotipado, según el cual la mayoría de sus neuronas son
una población relativamente homogénea de células excitatorias,
mientras que el resto forma un conjunto diverso de interneuro-
nas inhibitorias de naturaleza GABAérgica (Somogyi et al., 1998).
Si bien el almacenaje de información parece residir en las co-
nexiones sinápticas entre neuronas excitadoras, la población de
interneuronas corticales juega un papel crucial en el control de
la precisión temporal del trasiego de información dentro de las
oscilaciones de la red cortical (Manns et al., 2007). Este modelo
implica la necesidad de osciladores que marquen patrones tem-
porales precisos dentro del propio ritmo dominante. En estos
mecanismos de control parecen jugar un papel muy importante
diversas areas subcorticales. El hipocampo es el sustrato anató-
mico en el que la oscilación theta se evidencia durante los mo-
mentos de activación, siendo no sólo el generador de dicha acti-
vidad, sino que también actúa como el acoplador de los diversos
osciladores del circuito theta (Lubenov y Siapas, 2009). En esta
sección se describirá en detalle la ritmicidad theta de hipocampo
y la modulación de la misma a través de una red subcortical.
1.2.2.1 Dos tipos de ritmicidad theta en hipocampo
Dejando a un lado los correlatos funcionales, en animales con
libre movilidad se han registrado dos componentes de ritmici-
dad theta en función de su respuesta farmacológica. Uno de los
componentes theta se ve modulado por fármacos que actúan
sobre el sistema colinérgico, como el agonista carbacol o los an-
tagonistas atropina y escopolamina. Este componente de theta
fue denominado por Vanderwolf y su equipo como theta atro-
pina resistente o theta atencional (Kramis et al., 1975). Este tipo
de actividad theta se puede reproducir mediante la activación de
determinadas estructuras de la formación reticular troncoencefá-
lica (Green y Arduini, 1954) o por estimulación sensorial (Sains-
bury et al., 1987). El otro componente de la actividad theta está
correlacionado con el movimiento translancional y no se ve afec-
1.2 la oscilación theta hipocámpica 15
tado por fármacos colinérgicos, por lo que recibió el nombre de
theta de movimiento o atropina-resistente.
ritmicidad theta asociada al movimiento Tal y co-
mo se ha explicado, durante el movimiento se puede registrar
una componente theta asociada en el hipocampo. No obstante,
cabe plantearse la duda de a qué aspecto del movimiento pue-
de hacer referencia esta actividad. Teniendo en cuenta que el
ritmo theta se ha registrado en hipocampo durante actividades
como caminar, correr, nadar o saltar, es lógico pensar que el fac-
tor común relacionado con la actividad oscilatoria theta sea la
translación a través del espacio. De hecho, los pequeños movi-
mientos de cabeza durante el olfateo exploratorio, o sniffing, van
acompañados de esta componente theta, por lo que parece que
este theta está ligado a la translación de la cabeza por el espacio
o, específicamente, la generación de impulsos motores que des-
encadenarían un cambio en la posición relativa de la cabeza en
el espacio. Además, los cambios en la frecuencia de la actividad
de theta se correlacionan con la velocidad de movimiento del
animal a través del entorno (Rivas et al., 1996; Sławin´ska y Ka-
sicki, 1998) o la rapidez de iniciación del movimiento (Whishaw
y Vanderwolf, 1973).
ritmicidad theta asociada a estados atencionales
La componente theta atencional parece correlacionarse con es-
tados psicológicos tales como la excitación o la atención. Rara
vez ocurre aisladamente en ratas, pero es mucho más común
en conejos, cobayas y gatos. En las ratas, ocurre naturalmente
durante los estados de inmovilidad relacionados con el miedo,
comportamiento de freezing, ante estímulos nocivos, estímulos
aversivos condicionados o cuando el animal se encuentra inmó-
vil pero preparándose para ejecutar un movimiento. Sainsbury
et al. (1987) demostraron que la capacidad de un estímulo para
generar este tipo de theta atencional depende del nivel previo
de excitación del animal. Un estímulo relativamente neutro, co-
mo un tono, que normalmente no suele evocar actividad theta,
puede provocar una respuesta atencional theta exagerada en un
animal previamente sensibilizado con un estímulo relevante pa-
ra la supervivencia. Se planteó así la posibilidad de que el theta
atencional represente una activación sub-umbral del sistema mo-
tor. Sinnamon et al. (2000) registraron la actividad theta en ratas
anestesiadas con uretano antes, durante y tras movimientos es-
calonados de las extremidades posteriores, provocados median-
te la estimulación eléctrica del hipotálamo o mediante bloqueo
farmacológico del núcleo dorsal del rafe. Ambas manipulaciones
permitieron registrar actividad theta de baja frecuencia, presumi-
16 introducción
blemente relacionada con el theta atencional, así como oscilacio-
nes theta de alta frecuencia, compatible con el theta translacional,
siempre en presencia de los movimientos de las extremidades.
Estos resultados sugieren que la actividad theta atencional pue-
de reflejar el procesamiento de la programación de movimientos
en ausencia del movimiento en sí mismo.
1.2.2.2 El ritmo theta en la formación hipocámpica
El ritmo theta no es un proceso global homogéneo en la forma-
ción hipocámpica, ya que se han observado variaciones de fase
y amplitud en diferentes áreas. Mientras que las ondas theta de
gran amplitud se encuentran presentes en el giro dentado y en
CA1 del hipocampo, CA3 no presenta esta actividad, si bien es
verdad que sus neuronas están acopladas en fase con el theta re-
gistrado en otras áreas. Así, la presencia o ausencia de actividad
theta no es únicamente dependiente de la actividad de un único
tipo neuronal. La presencia de theta depende, al menos en parte,
de la relación conjunta de un complejo sistema anatómico neu-
ronal y de las relaciones de fase establecidas entre su actividad
(Andersen et al., 2007).
La formación hipocámpica es un grupo de áreas compuesto
por el giro dentado, el asta de Amón subdividida en las regiones
CA1, CA2 y CA3 (CA: Cornu Ammonis), el complejo subicular y
la corteza entorrinal. El hipocampo se organiza siguiendo el pa-
trón de una allocorteza, con tres capas celulares bien delimitadas,
aunque su interconectividad es muy diferente a las estructuras
isocorticales (Felleman y Van Essen, 1991). Tal y como describió
Santiago Ramón y Cajal (1893), el hipocampo muestra rutas uni-
direccionales como patrón conectivo predominante (figura 4 A).
De forma simplificada, la información entrante en la formación
hipocámpica encontraría su ruta a través de la corteza entorri-
nal. Las células en las capas superficiales de la corteza entorrinal
envían axones que proyectan al giro dentado mediante la deno-
minada ruta perforante. El giro dentado no envía proyecciones
recíprocas sobre el córtex entorrinal por lo que la vía perforante
es unidireccional. Las células granulares del giro dentado, a su
vez, generan axones, organizados en las llamadas fibras musgo-
sas, que proyectan sobre las células piramidales de CA3. Esta ru-
ta también es unidireccional, ya que CA3 no proyecta de vuelta
al giro dentado. Las neuronas piramidales de CA3 representan
la mayor eferencia a CA1 mediante sus proyecciones (colatera-
les de Schaffer) hacia las neuronas piramidales de dicha capa. Al
igual que en los casos anteriores, CA1 no proyecta de vuelta a
CA3. Por su parte, CA1 proyecta de forma unidireccional hacia
el subiculum y, desde ahí, de nuevo hacia la corteza entorrinal.
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El patrón de conexiones de hipocampo es ligeramente más ela-
borado, pero de forma general, esta unidireccionalidad explica
adecuadamente su funcionalidad. CA1 también proyecta hacia
la corteza entorrinal. Además, el subiculum no sólo proyecta so-
bre el presubiculum y el parasubiculum sino que también envía
axones al córtex entorrinal. Mediante estas conexiones, el subicu-
lum y CA1 cierran el bucle de procesamiento hipocámpico que
empieza en las capas superficiales de la corteza entorrinal y aca-
ban en las capas profundas de la misma (Andersen et al., 2007).
Un resumen de la organización de este circuito trisináptico pue-
de observarse en la figura 4 B.
Los estudios en el hipocampo de la rata han permitido obser-
var las corrientes sinápticas implicadas en la generación de la
oscilación theta. Las capas 2 y 3 de la corteza entorrinal envían
fuertes inputs activadores a través de la ruta perforante (Witter,
1993), generando la aparición de una marcada oscilación theta
en la capa molecular del giro dentado, con la actividad unitaria
acoplada de las neuronas granulares (Muñoz et al., 1990) y de
las interneuronas (Sik et al., 1997). Los experimentos de registro
llevados a cabo por Kamondi (1998) sobre las neuronas piramida-
les de CA1, demostraron que estas células actúan como dipolos,
con potentes fuentes generadoras de corriente en las dendritas
apicales situadas en el stratum oriens (SO) y sumideros en los
terminales axónicos del stratum lacunosum moleculare (SLM). La
maxima amplitud del ritmo theta registrado en estas neuronas
se produce en el SO, lugar al que llegan las proyecciones de la
capa 3 de la corteza entorrinal y del núcleo reuniens del tálamo
(Buzsáki, 2006). Por su parte las grid cells de la capa 2 del córtex
entorrinal proyectan sobre las neuronas piramidales de CA3 y
las células granulares del giro dentado (Moser et al., 2008).
La entrada a través de la corteza entorrinal supone la mayor
aferencia generadora de actividad theta en hipocampo, sin em-
bargo, su eliminación quirúrjica no elimina completamente el
theta registrado en CA1 (Bragin et al., 1995). El ritmo theta regis-
trado en CA1, remanente tras la ablación de la corteza entorri-
nal, es altamente coherente con el originado en CA3. De hecho,
ambas oscilaciones presentan un acoplamiento en la misma fa-
se (Buzsáki, 2002). Sin embargo, el theta registrado en CA3 y el
debido a la entrada a través de corteza entorrinal se encuentran
en antifase (Brankacˇk et al., 1993). Además, también existe una
población de interneuronas que inhibe periódicamente al soma
de las piramidales de CA1, mediante una actividad a ráfagas
acoplada al theta registrado en dicha capa. Esta inhibición per-
mitiría controlar de forma más precisa el patrón de activación de
las neuronas piramidales de CA1 respecto de la oscilación theta














Figura 4: Circuito trisináptico hipocámpico. A. Representación del circuito hi-
pocámpico dibujada por Santiago Ramón y Cajal (Litografía del Ins-
tituto Cajal, CSIC). B. Esquema del circuito trisináptico: La informa-
ción proveniente del córtex entorrinal (EC) viaja a través de la vía
perforante hasta el DG, el cual proyecta mediante las fibras musgo-
sas a las neuronas piramidales de CA3. Éstas, mediante las colatera-
les de Schaffer, proyectan sobre CA1, la cual envía la información a
subículum (SUB).
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esto apunta a la presencia de un sistema de generación y man-
tenimiento de la ritmicidad theta, independiente de la corteza
entorrinal.
Desde los inicios del estudio de la actividad theta hipocámpi-
ca se planteó encontrar un sistema de control de la ritmicidad de
dicha oscilación. La búsqueda de este marcapasos dio lugar a re-
sultados prometedores en el sistema colinérgico del complejo del
septum medial/banda diagonal de Broca (MS/DB), impulsado
por el complejo reticular oral del puente (RPO) en el tronco del
encéfalo (Petsche et al., 1965). El área septal proporciona una en-
trada colinérgica, glutamatérgica y GABAérgica al hipocampo.
Mientras que las neuronas colinérgicas inervan tanto a células
principales como a interneuronas, las neuronas de proyección
GABAégicas del septum medial sinaptan sobre las interneuro-
nas de hipocampo, incluidas las basket cells parvalbúmina positi-
vas (Freund y Antal, 1988). Investigaciones mas recientes revela-
ron que las interneuronas del hipocampo, con proyecciones de
largo alcance, inervan a las células de proyección del complejo
septal. Además, el núcleo supramamilar del hipotálamo, densa-
mente conectado con el septum medial, también participa en el
sistema de marcapasos theta y de su modulación (Vertes y Koc-
sis, 1997).
Las contribuciones del MS/DB, así como de la corteza ento-
rrinal, al patrón theta hipocámpico, han sido descritas mediante
una combinación de lesiones y manipulaciones farmacológicas
(Bland y Oddie, 2001; Buzsáki, 2002). Las lesiones del MS/DB eli-
minan ambos tipos de theta registrado en hipocampo. La inyec-
ción de fármacos en el septum revela diferencias en la base far-
macológica de ambos tipos de theta (Lawson y Bland, 1993). La
inactivación mediante inyección intraseptal del anestésico local
procaína, o del agonista GABAérgico muscimol, elimina ambas
componentes sensible y resistente de actividad theta (Winson y
Abzug, 1978; Bland et al., 1996; Koenig et al., 2011). Sin embar-
go, la inyección en septum de antagonistas colinérgicos, como la
atropina, es capaz de bloquear el theta si el animal se encuentra
en reposo o quietud, pero deja intacto el theta relacionado con
el movimiento (Kramis et al., 1975). Contrariamente, las inyec-
ciones intraseptales de agonistas colinérgicos, como el carbacol,
producen un estado de theta mantenido en el hipocampo, inde-
pendiente del estado de activación del animal. Por su parte, la
lesión de la corteza entorrinal elimina el theta relacionado con
el movimiento, dejando intacto el theta atencional (Kramis et al.,
1975). Debido a que la ketamina, antagonista de receptores N-
metil-D-aspartato (NMDA), es capaz de eliminar el componente
del theta translacional, es probable que las aferencias glutama-
térgicas desde la corteza entorrinal hasta las dendritas distales
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de CA1 y CA3 sean las responsables de este subcomponente de
la ritmicidad theta (Buzsáki, 2002). La explicación mas plausible
de estos hallazgos es que el theta relacionado con el movimiento,
originado en la corteza entorrinal, requiera de la integridad de la
proyección colinérgica directa desde el área septal hasta el hipo-
campo, quizás mediante la activación de redes de interneuronas
inhibitorias.
El hecho de que los ritmos theta sobrevivan después del blo-
queo de las entradas muscarínicas colinérgicas procedentes del
área septal, mediante el empleo de atropina, puso de manifiesto
la existencia de una fuente adicional no colinérgica de actividad
theta en la corteza entorrinal (Buzsáki et al., 1983). De hecho, se
encontró un dipolo de actividad theta en la corteza entorrinal
con dos máximos de amplitud: uno superficial en las capas 1-2
y el otro en la capa 3 (Mitchell y Ranck, 1980; Alonso y García-
Austt, 1987a,b). Estos resultados llevaron a sugerir que la visión
clásica del marcapasos septal que modulaba rítmicamente a las
células piramidales de hipocampo, dentro de la banda de fre-
cuencias theta, era demasiado simplista.
Muchas investigaciones analizaron las características de los
dos tipos de theta. Las entradas colinérgicas al hipocampo pue-
den causar la excitación de interneuronas responsables de las
descargas rítmicas theta del hipocampo (Freund y Antal, 1988;
Montgomery et al., 2009). Estas interneuronas, mediante su ac-
tividad en banda theta, pueden provocar potenciales sinápticos
inhibitorios rítmicos en las neuronas piramidales diana. En con-
secuencia, las corrientes somáticas hacia el exterior en la capa
piramidal CA1, pueden contribuir al campo extracelular theta
(Buzsáki et al., 1983; Leung y Yu, 1998). Los agonistas colinérgi-
cos adicionales aplicados en slices de hipocampo, provocan des-
polarizaciones rítmicas de las interneuronas del SLM a frecuen-
cia theta, que son bloqueadas por la atropina. Esto indica que la
inducción muscarínica de las oscilaciones del potencial de mem-
brana, a la frecuencia theta, en las interneuronas de la capa SLM
puede contribuir a la generación de la inhibición rítmica que im-
pulsa la actividad theta intrínseca de las neuronas piramidales
de CA1.
1.2.3 Modulación extrahipocámpica de la actividad theta
Si bien la formación hipocámpica es el centro de la mayoría de
estudios concernientes a la actividad theta, este patrón oscilato-
rio es posible por la activación conjunta de una red de estructu-
ras subcorticales capaces de iniciar y mantener dicha actividad
en hipocampo.
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1.2.3.1 Control septal de la actividad theta
Como se ha comentado anteriormente, la inhibición del sep-
tum medial, mediante lidocaína (Winson y Abzug, 1978; Koenig
et al., 2011) o muscimol (Bland et al., 1996), produce la com-
pleta eliminación del ritmo theta. Sin embargo, mientras que la
inyección de atropina elimina el theta atencional, deja intacto el
relacionado con el movimiento (Kramis et al., 1975). Así pues,
el septum medial se presenta como una parte indispensable de
la generación y modulación subcortical de la ritmicidad theta
(Lawson y Bland, 1993; Vertes y Kocsis, 1997). Para sincronizar
la red a frecuencias theta es necesario que el hipocampo salga de
su estado en reposo de ondas lentas (Csicsvari et al., 2000). Esta
transición a ondas theta está desencadenada y mantenida por la
acción de tipo marcapasos del septum medial sobre hipocampo
(Petsche y Stumpf, 1962) a través de las proyecciones septales
sobre el hipocampo (Crutcher et al., 1981).
El septum medial presenta una ecléctica población de neuro-
nas GABAérgicas (Kiss et al., 1990; Hangya y Borhegyi, 2009),
colinérgicas (Mesulam et al., 1983; Colgin, 2013) y glutamatérgi-
cas (Manns et al., 2001; Colom et al., 2005). Las neuronas GA-
BAérgicas se encuentran situadas en la porción medial del sep-
tum, rodeadas por las neuronas colinérgicas situadas en las ca-
pas más externas. Las neuronas colinérgicas, la mayor población
de células de proyección septales, presentan dos subdivisiones
según su expresión de colinacetiltransferasa. Las neuronas GA-
BAérgicas también presentan una subdivisión en función de la
expresión de parvoalbúmina, siendo las parvoalbúmina positi-
vas las neuronas de proyección a hipocampo (Borhegyi et al.,
2004). Las zonas externas y caudales de septum medial, tales
como la banda diagonal de Broca, contienen una población de
neuronas glutamatérgicas, las cuales inervan a las neuronas co-
linérgicas y GABAérgicas de la porción medial (Hajszan et al.,
2004; Manseau et al., 2005; Colom et al., 2005).
El control del hipocampo se realiza, principalmente, median-
te las proyecciones colinérgicas y GABAérgicas de septum. Las
neuronas GABAérgicas parvoalbúmina positivas de septum me-
dial proyectan sobre las interneuronas de hipocampo, contribu-
yendo a los cambios en la inhibición somato-dendrítica de las
neuronas piramidales de CA1 (Borhegyi et al., 2004). Por su par-
te, las neuronas colinérgicas proyectan difusamente hacia las in-
terneuronas y las neuronas piramidales de hipocampo. Bajo la
influencia de activación troncoencefálica se produce la excitación
de las células colinérgicas y GABAérgicas septales (Leranth y
Kiss, 1996; Vertes y Kocsis, 1997; Borhegyi et al., 1998). Las neu-
ronas colinérgicas de MS/DB activan las células glutamatérgicas
del propio septum medial (Colom et al., 2006). Además, estas
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neuronas excitan a la población de células GABAérgicas septales,
tanto interneuronas como neuronas de proyección. Por su parte,
las interneuronas se encargan de mantener la oscilación theta
endógena septal (Hajszan et al., 2004) mientras que las GABAér-
gicas de proyección inhiben a las interneuronas GABAérgicas de
hipocampo, facilitando la despolarización de las neuronas pira-
midales de CA1 y, por tanto, la aparición y mantenimiento de la
oscilación theta hipocámpica (Konopacki et al., 1992; Bland et al.,
1999; Colom et al., 2006). Alrededor del 75 % de las neuronas de
septum medial muestran actividad acoplada a hipocampo du-
rante los procesos en los que aparece ritmicidad theta (Hangya
y Borhegyi, 2009). Especialmente, las neuronas GABAérgicas de
proyección sobre hipocampo muestran una actividad a ráfagas
altamente acoplada al ritmo theta hipocámpico. Así pues, se ha
postulado que la actividad modulatoria, o marcapasos, de sep-
tum medial sobre la oscilación theta se llevaría a cabo mediante
la sincronización inhibitoria de las interneuronas GABAérgicas
de hipocampo (Viana Di Prisco et al., 2002; Hangya y Borhegyi,
2009).
1.2.3.2 Influencia hipotalámica en la oscilación theta
Clásicamente, se ha considerado que el ritmo theta puede evo-
carse a partir de la activación de núcleos troncoencefálicos ca-
paces de modular al hipocampo mediante proyecciones septa-
les (Bland y Colom, 1993; Vertes y Kocsis, 1997; Bland y Oddie,
1998). En el hipotálamo, un grupo de núcleos neuronales presen-
tan actividad acoplada a la oscilación theta de hipocampo.
El núcleo supramamilar recibe proyecciones colinérgicas direc-
tas del núcleo laterodorsal tegmental y proyecciones serotoninér-
gicas (5-HT) del núcleo del rafe mediano (Gonzalo-Ruiz et al.,
1999). Las neuronas glutamatérgicas del núcleo supramamilar
proyectan sobre el complejo septal, el giro dentado y las neuro-
nas piramidales de CA3 (Borhegyi et al., 1998; Vertes, 1992; Pan
y McNaughton, 2004). Estas neuronas muestran una actividad
de disparo rítmica altamente acoplada a la oscilación theta hipo-
cámpica (Kirk y McNaughton, 1991; Kocsis y Vertes, 1994; Kirk
et al., 1996). En animales anestesiados con uretano, la inactiva-
ción con procaína del núcleo supramamilar produce una dismi-
nución de la potencia y la frecuencia del ritmo theta observado
en hipocampo tras la estimulación eléctrica de los núcleos del
tronco del encéfalo. Ya que la lesión de septum medial única-
mente disminuye la potencia de la oscilación theta registrada en
hipocampo, se ha pensado que el núcleo supramamilar tiene un
papel en el control de la frecuencia de la oscilación theta (Kirk y
McNaughton, 1993).
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De forma paralela a lo visto en el núcleo supramamilar, la
inactivación del núcleo posterior hipotalámico perjudica a la ac-
tividad theta hipocámpica en ratas y gatos anestesiados con ure-
tano (McNaughton et al., 1995; Bocian y Konopacki, 2004). Es-
te núcleo diencefálico presenta conexiones recíprocas con áreas
troncoencefálicas implicadas en la modulación theta (Steininger
et al., 1992), así como con supramamilar y el complejo septal
(Vertes et al., 1995). La actividad neuronal del núcleo posterior
hipotalámico acoplada al theta (Bland et al., 1995) hace pensar
que, al igual que el núcleo supramamilar, pueda tener un pa-
pel modulador de la frecuencia del theta (Bocian y Konopacki,
2007).
1.2.3.3 Control troncoencefálico de la actividad theta
A mediados del siglo XX, Green y Arduini (1954) demostra-
ron que la estimulación sensorial era capaz de generar ritmici-
dad theta en hipocampo. Más sorprendente fue el hallazgo de
que la estimulación eléctrica de una parte de la formación reticu-
lar también era capaz de generar la aparición de esta oscilación.
Posteriormente se vio que el tronco del encéfalo era capaz de mo-
dular la actividad septal y, de esta manera, modular la actividad
theta hipocámpica. Se postuló que el patrón de descarga neuro-
nal de ciertos núcleos troncoencefálicos podía ser transmitido a
través del septum hasta las neuronas piramidales de hipocampo
(Petsche et al., 1965). Diversos núcleos de la formación reticular
pueden producir un incremento, o una disminución, de la sin-
cronización de los diferentes osciladores theta (Vertes y Kocsis,
1997).
De entre las estructuras del tronco del encéfalo, el núcleo reti-
cular pontino oral (reticularis pontis oralis, RPO), ha sido una de
las dianas troncoencefálicas en el estudio de la modulación de la
actividad theta hipocámpica. Se ha demostrado que RPO es el
núcleo más eficaz para generar actividad theta hipocámpica en
ratas anestesiadas, mediante estimulación eléctrica o colinérgica
(Núñez et al., 1991; Vertes et al., 1993). Además, la inhibición de
RPO elimina tanto el ritmo theta espontáneo, como el derivado
de la estimulación sensorial (Bland y Oddie, 1998). Neuroquí-
micamente, en RPO se han descrito células GABAérgicas, sero-
toninérgicas y catecolaminérgicas (Jones, 1991; Reinoso-Suárez
et al., 2001), con acividad tónica durante los periodos theta (Ver-
tes, 1979). RPO recibe proyecciones colinérgicas, glutamatérgicas
y aminérgicas de núcleos troncoencefálicos implicados en el con-
trol del ciclo de sueño y vigilia, siendo una eferencia principal
de las neuronas colinérgicas del núcleo del tegmento peduncu-
lopontino (Semba y Fibiger, 1992; Rodrigo-Angulo et al., 2000).
En cuanto a su patrón de proyecciones, RPO inerva densamente
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núcleos implicados en la red theta como el núcleo supramamilar
o el núcleo del rafe mediano (Vertes et al., 1986; Bland y Oddie,
2001), si bien una de las proyecciones más notables la realiza so-
bre las neuronas del núcleo incertus que, a su vez, proyectan so-
bre el MS/DB. Es en esta marcada proyección hacia el NI donde
se ha propuesto pueda residir el efecto activador de RPO sobre
el hipocampo (Teruel-Martí et al., 2008).
También ejercen un papel activador de la oscilación theta los
núcleos colinérgicos del tegmento pedunculopontino (PPT) y la-
terodorsal tegmental (LDT). Estos núcleos presentan una amplia
población de neuronas glutamatérgicas, colinérgicas y GABAér-
gicas (Lee et al., 1988), con proyecciones colinérgicas sobre otras
áreas de control de la actividad theta como el núcleo reticular
pontino oral (Rye et al., 1988; Semba et al., 1990) o el septum
medial (Woolf et al., 1986; Hallanger y Wainer, 1988; Vertes y
Kocsis, 1997; Takano y Hanada, 2009). Se ha visto que las neu-
ronas de estos núcleos disparan de forma tónica durante los es-
tados de actividad con presencia de ritmo theta (Steriade et al.,
1990). Adicionalmente, la estimulación eléctrica o colinérgica de
los núcleos tegmentales produce la aparición de ritmicidad theta
en el hipocampo, mientras que su inhibición farmacológica eli-
mina dicha actividad (Nowacka et al., 2002). Se postula que estos
núcleos mantendrían la oscilación theta, una vez ya consolidada
en el hipocampo (Takano y Hanada, 2009), presumiblemente a
través de la influencia colinérgica directa sobre RPO (Vertes y
Kocsis, 1997).
Con un efecto opuesto, inhibitorio sobre la ritmicidad theta, se
encuentran algunos núcleos troncoencefálicos serotoninérgicos.
Los núcleos del rafe dorsal y medial son capaces de producir
la desincronización de la actividad theta hipocámpica (Assaf y
Miller, 1978), a través de la desregulaciónción de las neuronas
de hipocampo (Jackson et al., 2008), mediante sus proyecciones
inhibitorias sobre el núcleo supramamilar y el MS/DB (Vertes
et al., 1999). Se ha visto que tanto la inhibición como la lesión
del núcleo del rafe medial origina la aparición espontánea de
actividad theta hipocámpica (Kinney et al., 1995). Se ha descrito
que los núcleos del rafe están densamente interconectados con
estructuras de la red theta, como el hipocampo, el área septal, los
núcleos colinérgicos tegmentales, el núcleo supramamilar, RPO
o el núcleo incertus (Vertes, 1991; Teruel-Martí et al., 2008).
1.2.3.4 Otras estructuras relacionadas con la oscilación theta
Además de las estructuras descritas, se ha registrado activi-
dad asociada al theta en numerosas áreas cerebrales. Una de las
principales dianas de las neuronas piramidales de la CA1 de hi-
pocampo ventral es la corteza prefrontal medial (Swanson, 1981;
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Colgin, 2011), la cual recibe proyecciones excitatorias sobre cé-
lulas piramidales e internerunas (Thierry et al., 2000), así como
proyecciones de otras estructuras de la red moduladora theta co-
mo los núcleos tegmentales o el área septal (Condé et al., 1990,
1995; Vertes, 2002; Gabbott et al., 2005). Debido a su patrón de
conexiones, no es sorprendente encontrar ritmicidad theta en los
registros de potencial de campo de corteza prefontal medial. De
hecho, las células piramidales y las neuronas parvoalbúmina po-
sitivas de esta corteza se encuentran acopladas en fase con la
oscilación theta hipocámpica (Battaglia et al., 2011). Se ha vis-
to que durante procesos de aprendizaje y consolidación de la
memoria, aumenta la sincronización y el acoplamiento entre hi-
pocampo y corteza prefrontal (Benchenane et al., 2011; Colgin,
2011; Takehara-Nishiuchi et al., 2012).
Otra de las regiones ligadas a la actividad theta es la amíg-
dala, esencial para la generación de respuestas emocionales y
comportamentales a estímulos biológicos relevantes. El comple-
jo amigdalino representa el nexo de unión entre la entrada de
información sensorial y las respuestas mediadas por el sistema
límbico, el hipotálamo o los núcleos troncoencefálicos (McDo-
nald, 1998; Swanson y Petrovich, 1998). La amígdala recibe pro-
yecciones de varios nodos de la red theta, tales como el hipo-
campo ventral, el complejo del septum medial/banda diagonal
de Broca o los núcleos talámicos (Canteras y Swanson, 1992; Mc-
Donald y Mascagni, 1997; Kishi et al., 2006), por lo que es lógico
pensar en una posible participación activa de dicha red. Además,
presenta un patrón de proyecciones sobre numerosos núcleos re-
lacionados con el ritmo theta (Petrovich et al., 1996; Canteras y
Swanson, 1992; McKenna y Vertes, 2004). Los estudios de Paré
(1996) demostraron la existencia de neuronas en la amígdala ba-
solateral acopladas a la ritmicidad theta de hipocampo. Se ha
observado que la CA1 de hipocampo y la amigdala incrementan
su sincronización durante el miedo condicionado (Seidenbecher
et al., 2003) y, sin embargo, la disminuyen con los procesos de
extinción (Lesting et al., 2011). Por todo ello, se postula que el
sistema amigdalo-hipocampal, a través de la sincronización a fre-
cuencias theta, podría favorecer el establecimiento de ventanas
temporales que facilitaran la interacción sináptica del sistema
límbico (Paré y Gaudreau, 1996).
1.3 el núcleo incertus
El núcleo incertus (NI) es un núcleo del tegmento pontino si-
tuado en el suelo del cuarto ventrículo con gran conectividad
con la red neuronal generadora de actividad theta (Goto et al.,
2001; Olucha-Bordonau et al., 2003; Cervera-Ferri et al., 2012).
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Nuestro grupo ha demostrado la implicación directa de este
núcleo con la oscilación theta hipocámpica (Núñez et al., 2006;
Cervera-Ferri et al., 2011). En este trabajo se ahondará en la con-
tribución de la actividad de NI a la oscilación theta.
1.3.1 Anatomía y neuroquímica
El núcleo incertus se encuentra localizado a lo largo de la línea
media del puente del troncoencéfalo, caudal al núcleo dorsal del
rafe y entre las porciones bilaterales del núcleo posterodorsal
tegmental (Goto et al., 2001; Olucha-Bordonau et al., 2003). En
la rata adulta, este núcleo se encuentra situado desde 9.12 mm
por detrás de Bregma y se extiende durante unos 0.7 mm en el
eje rostro-caudal. Paxinos y Watson (2004) se refieren a NI como
parte de la sustancia gris periacueductal, subdividiéndolo en nú-
cleo O (CGO) y en central gray pars alfa (CGA). Según la nomen-
clatura actual el NI se divide en dos partes: pars compacta (NIc)
y pars dissipata (NId) (coincidentes con CGO y CGA). El NIc se
encuentra emplazado en la línea media, dorsal al fascículo longi-
tudinal medial, con neuronas densamente empaquetadas en dos
columnas a ambos lados de la línea media. El NId recorre late-
ralmente toda la longitud del NIc, ventral a los núcleos dorsal
y posterodorsal tegmental, y presenta una población neuronal
más dispersa (Goto et al., 2001).
Tradicionalmente se consideró a NI como parte del rafe dor-
sal debido a que la tinción de Giemsa plantea dificultades a la
hora de delimitar estos núcleos (Hayakawa y Zyo, 1983), siendo
uno continuación del otro sin clara una delimitación morfológi-
ca. El estudio neuroquímico y conectivo de esta zona permitió,
sin embargo, delimitar el NI y diferenciarlo claramente del ra-
fe dorsal. Si bien el rafe dorsal es eminentemente serotoninér-
gico, las neuronas de NI han demostrado expresar mayoritaria-
mente glutamato descarboxilasa (GAD), una enzima implicada
en la formación del GABA, propia de las neuronas inhibitorias
encefálicas. Esta población de neuronas GAD positivas ha sido
descrita como neuronas GABAérgicas de proyección (Ma et al.,
2007). El núcleo incertus también expresa las proteínas fijadoras
de calcio calbindina (CB) y calretinina (CR). La CB está unifor-
memente presente por todo el NI, mientras que la CR se expresa
únicamente en el NIc (Cervera-Ferri et al., 2012). Aun habiendo
sido clásicamente considerado como un núcleo mayoritariamen-
te inhibitorio, nuestro grupo pudo demostrar la presencia de
neuronas glutamatérgicas de proyección hacia el complejo sep-
tal (Cervera-Ferri et al., 2012).
Además de estos dos neurotransmisores, NI expresa una di-
versidad de neuropéptidos que demuestra su variabilidad neu-
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roquímica. Entre los más notables se encuentra la relaxina-3
(RLX3), un neuromodulador implicado en respuestas a estrés, ci-
clos circadianos y memoria espacial, entre otras funciones (Smith
et al., 2011). Adicionalmente, las neuronas RLX3 positivas de NI
coexpresan GABA (Ma et al., 2007). Otro péptido expresado por
las neuronas de NI de roedores es la neuromedina B (NMB), una
sustancia de la subfamilia de las ranatensinas, relacionada estre-
chamente con el mantenimiento de la homeostasis (Lein et al.,
2007; Ryan et al., 2011). Este núcleo, también presenta expresión
de colecistoquinina (CCK) (Kubota et al., 1983).
El NI presenta sensibilidad para neuropéptidos y transmisores
de distinta naturaleza. Por una parte, las neuronas RLX3 positi-
vas de NI expresan receptores para serotonina-1A (5HT1A). Se
ha observado que la depleción de serotonina en NI produce un
aumento de relaxina-3, dando a la 5HT un papel regulador de
la expresión de RLX3 en NI (Miyamoto et al., 2008). Sumado
a que una de las principales proyecciones de NI es también el
núcleo del rafe mediano, estos hechos parecen apuntar a un con-
trol recíproco sobre la activación hipocámpica. Por otro lado, en
roedores se han descrito receptores para el factor liberador de
corticotropina tipo 1 (CRH1), receptores 5HT1A y receptores me-
tabotrópicos tipo 3 para glutamato (mGluR3) (Ryan et al., 2011).
El receptor CRH1 se encuentra densamente presente en todo el
NI de rata (Van Pett et al., 2000). Se ha propuesto un posible pa-
pel de este receptor en la relación con la modulación del estrés, u
otros procesos cognitivos, ya que la infusión de CRH en NI pro-
duce la inactivación de corteza prefrontal medial (Farooq et al.,
2013). Finalmente, la expresión de mGluR3 parece estar ligada a
la transmisión excitatoria sobre NI de corteza prefrontal medial
y otros núcleos troncoencefálicos (Tanabe et al., 1993).
1.3.2 Conectividad del núcleo incertus
Los estudios sistemáticos de Goto (2001) y de nuestro propio
grupo (Olucha-Bordonau et al., 2003) acerca de la conectividad y
la organización de NI, han demostrado que este núcleo presenta
un extenso patrón de conexiones que le sitúan en una posición
crítica en la red troncoencefálica ascendente. En el estudio de
Goto se empleó la subunidad B de la toxina colérica para reali-
zar el marcaje retrógrado y la subunidad leucoaglutinina de la
fitohemaglutinina para realizar el marcaje anterógrado. Nuestro
grupo también empleó toxina colérica y fluorogold como marca-
dor retrogrado pero, por contra, se empleó dextranamina bioti-
nilada como marcador anterógrado.
Lo mas destacable de la conectividad del NI (figura 5) es sus















































Figura 5: Esquema de proyecciones del núcleo incertus en el cerebro de ra-
ta. AHi, área amigdalohipocámpica; APN, núcleo pretectal anterior;
BST, núcleo del lecho de la stria terminalis; CL/CM, núcleos talámi-
cos centrolateral/centromedial; Co, núcleo de la amígdala cortical;
DB, núcleo de la banda diagonal; DG, giro dentado; DR, rafe dorsal;
IC, colículo inferior; IPN, núcleos interpedunculares; LHA, área hi-
potalámica lateral; LHb, habénula lateral; LPO, área preóptica late-
ral; LS, núcleos septales laterales; MD, núcleo talámico mediodorsal;
MR, rafe medial; PAG, sustancia gris periacueductal; PDTg, núcleo
tegmental posterodorsal; PH, hipotálamo posterior; PR, núcleo del
rafe pontino; PVT, núcleo talámico paraventricular; RPO, núcleo re-
ticular pontino oral; SC, colículo superior; SFi, núcleo septofimbrial;
SUM, núcleo supramamilar; VTA, área ventral tegmental. Modifica-
do de Ryan (2011).
plicadas en la red de modulación de la actividad theta, como
la región septal, el área hipocámpica, el núcleo supramamilar, el
núcleo RPO, los núcleos del rafe, núcleos tegmentales o regiones
hipotalámicas (Goto et al., 2001; Olucha-Bordonau et al., 2003;
Teruel-Martí et al., 2008). Esta circunstancia hizo pensar en el NI
como un núcleo troncoencefálico implicado en la activación de la
ritmicidad theta hipocámpica. A partir de esta descripción, gran
parte de los trabajos posteriores se encaminaron a demostrar la
influencia de NI sobre el sistema septohipocámpico.
1.3.3 Relación del núcleo incertus con la oscilación theta
Son diversos los estudios que han podido demostrar la rela-
ción de NI con el ritmo theta de hipocampo. Como se ha co-
mentado, el NI proyecta sobre los principales núcleos implica-
dos en la generación o modulación de la actividad theta (Vertes
y Kocsis, 1997; Olucha-Bordonau et al., 2003; Teruel-Martí et al.,
2008). Numerosos estudios han demostrado que el NI cumple
un papel activo en la red theta hipocámpica. Se ha visto que la
estimulación eléctrica de NI en ratas anestesiadas con uretano es
capaz de inducir la aparición de actividad theta en hipocampo.
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Es más, la lesión de NI es da lugar a la interrupción de la activi-
dad theta hipocámpica evocada por la estimulación eléctrica de
RPO (Núñez et al., 2006) (figura 7). Recientemente, se ha demos-
trado en ratas no anestesiadas la aparición de actividad theta
ligada a la locomoción (Farooq et al., 2016) así como desincroni-
zación cortical y un estado general de arousal (Ma et al., 2017).
Adicionalmente, se ha podido demostrar que NI parece ser el
principal relevo en la ruta ascendente desde el núcleo RPO has-
ta el MS/DB (Teruel-Martí et al., 2008). En un trabajo de nuestro
grupo se pudo ver que la activación eléctrica o colinérgica de
RPO, en ratas anestesiadas, es capaz de generar la aparición de
actividad theta altamente coherente tanto en el hipocampo como
en el núcleo incertus. (Cervera-Ferri et al., 2011).
El análisis de la actividad neuronal del NI permitió detectar
la presencia de dos grupos neuronales, caracterizados según sus
propiedades electrofisiológicas. En condiciones de anestesia con
uretano, se distinguieron dos tipos neuronales en el NI: las neu-
ronas tipo I, las cuales presentaban un patrón de disparo irregu-
lar a frecuencia theta (a unos 9 Hz) y las neuronas tipo II, que
poseían actividad rítmica a frecuencias rápidas (entre 13 y 25 Hz).
Ambos grupos neuronales incrementaban su tasa de disparo en
relación a la aparición de actividad theta en el hipocampo, tan-
to tras la estimulacion electrica de RPO como tras la activacion
sensorial por pinzamiento de la cola del animal (Núñez et al.,
2006) (figura 6), pudiendose clasificar como neuronas theta-on,
atendiendo a la nomenclatura empleada en otras estructuras re-
lacionadas con la actividad theta.
No obstante, se desconoce la contribución exacta de este nú-
cleo en la generación o modulación de la oscilación theta. El
trabajo presentado trata de dar respuesta a varios interrogantes
concernientes a la conectividad funcional del NI, como parte de
la red generadora de actividad theta hipocámpica. En primer lu-
gar, la actividad oscilatoria theta presente en NI y acoplada a
la registrada en el hipocampo, puede deberse a que exista un
trasiego de información entre ambas estructuras, en los momen-
tos de activación del sistema. Así, se planteó la posibilidad de
que existiera un flujo neto de información entre el NI y el hi-
pocampo con un sentido preferente. En segundo lugar, ninguna
de las poblaciones neuronales descrita hasta la fecha en NI per-
mitiría afirmar que la oscilación theta registrada en su campo
local fuera generada en el propio NI. Es por ello que, bajo las
mismas condiciones de activación en las que se ha detectado ac-
tividad altamente acoplada entre hipocampo y NI, se analizó de
nuevo la actividad unitaria en NI, con el objetivo de detectar
la posible presencia de neuronas rítmicas a frecuencia theta, no

















Figura 6: Patrón de disparo de las neuronas de NI. A. Se han descrito neu-
ronas Tipo I, caracterizadas por un patrón de disparo no rítmico a
frecuencia theta, como se observa en el registro crudo y el autoco-
rrelograma. B. Las neuronas Tipo II presentan un patrón de disparo
rítmico a frecuencias superiores a theta. Modificado de Nuñez et al.
(2006).
de cada población neuronal a la oscilación hipocámpica. Este es-
tudio se complementó con el estudio de las relaciones causales
entre las distintas poblaciones neuronales encontradas en el NI
y la actividad hipocámpica, a fin de refinar la comprensión de
las interacciones funcionales entre el NI y el hipocampo. Por úl-
timo, en base a la conexión masiva hacia el MS/DB, considerado
marcapasos del theta, se exploró la posibilidad de que NI fuera
capaz de reiniciar la fase de la oscilación theta del hipocampo
mediante su estimulación. Este proceso facilitaría la gestión de
la información mnemónica creando nuevas ventanas de procesa-
miento. Teniendo en cuenta la sensibilidad de NI al sistema co-
linérgico, y al estrés, y tratándose de un núcleo relacionado con
elevados niveles de arousal, la capacidad de originar un reinicio
de fase lo capacitaría como mediador de la adaptación de la res-
puesta hipocámpica para procesar de manera óptima estímulos
relevantes o de elevada saliencia.













Figura 7: La lesión del núcleo incertus elimina el ritmo theta evocado por la
estimulación eléctrica de RPO. A. Espectro de potencias de la activi-
dad local de hipocampo. La estimulación eléctrica de RPO provoca
la aparición de ritmo theta en el registro de hipocampo. Esta activi-
dad desaparece tras la lesión de NI. B. Potencia hipocampo media
de la banda theta. Tanto la lesión electrolítica como la inyección de
muscimol en NI eliminan la actividad theta evocada por la estimu-
lación de RPO. Modificado de Nuñez et al.(2006).
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H I P Ó T E S I S
Los antecedentes presentados permiten formular la hipótesis
de que el NI constituye un elemento relevante de la red tron-
coencefálica implicada en la generación y control de la activa-
ción del ritmo theta hipocámpico a tenor de sus conexiones y
de su contribución a un sistema de osciladores acoplados. Uti-
lizando como modelo la actividad theta de hipocampo en ratas
anestesiadas con uretano, planteamos el estudio de la actividad
poblacional y unitaria de NI en momentos de ritmicidad theta
hipocámpica mantenida.
Desglosadas, las hipótesis de trabajo que hemos planteado,
con sus correspondientes objetivos, han sido:
I. El núcleo incertus podría presentar conectividad funcional con el
hipocampo en periodos de activación theta sostenida.
a) Cuantificar la coherencia y el acoplamiento entre las señales
LFP de NI y de hipocampo mediante la generación de acti-
vidad theta mantenida por infusión de carbacol en RPO.
b) Analizar los patrones de causalidad presentes en condicio-
nes basales y tras la generación de la actividad theta coli-
nérgica.
II. El núcleo incertus podría presentar una población neuronal ca-
paz de generar actividad oscilatoria theta local.
a) Estudiar el patrón de disparo de las neuronas de NI en con-
diciones de aparición de ritmo theta hipocámpico.
b) Analizar si existen neuronas de NI acopladas al ritmo theta
hipocámpico.
III. Las distintas poblaciones neuronales de núcleo incertus podrían
mantener relaciones causales específicas con la actividad theta
hipocámpica
a) Determinar la direccionalidad del flujo informativo entre
las diferentes poblaciones neuronales del NI y la actividad




IV. Atendiendo a su conexión directa sobre el complejo septal, el nú-
cleo incertus es capaz de reiniciar las ondas theta del hipocampo.
a) Comprobar la capacidad del reinicio de la fase del ritmo the-
ta hipocámpico mediante la estimulación eléctrica del NI.
b) En el caso de que el NI sea capaz de generar un reinicio de
fase, comprobar si este efecto depende del complejo septal.
3
M AT E R I A L Y M É T O D O S
3.1 sujetos experimentales
Para la realización de los experimentos descritos en este traba-
jo se emplearon un total de 72 (38 + 10 + 8 + 16) ratas hembra
adultas Sprague-Dawley (Blackthorn, Bicester, Reino Unido) de
entre 200 y 350 g de peso (tabla 1). Los animales se mantuvieron
estabulados con temperatura controlada (23±3 ◦C), ciclo regular
de luz-oscuridad y agua y comida ad libitum. Los procedimien-
tos se llevaron a cabo bajo la regulación de la directiva Europea
para la protección de animales de uso científico (2010/63) y la
aprobación del Comité de Ética y Bienestar Animal de la Univer-
sidad de Valencia (número de procedimiento: A1298314026217).
En todo momento se trató de minimizar el dolor de los animales
de experimentación y reducir el número de los mismos para los
diferentes experimentos.
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36 material y métodos
3.2 metodología electrofisiológica
3.2.1 Anestesia y cirugía
Los estudios de registro electrofisiológico se llevaron a cabo
bajo anestesia con uretano. El uretano otorga un grado de anes-
tesia útil para la cirugía sin interferir en la actividad eléctrica ce-
rebral (Maggi y Meli, 1986). El uso de uretano permite al animal
mantener la actividad neural oscilatoria mientras se encuentra
completamente anestesiado.
El grado de anestesia se verificó mediante diferentes reflejos
en el animal. Por un lado se observó el reflejo pupilar, compro-
bando que la pupila se encontrara contraída y localizada en el
centro del ojo del animal, símbolo de incosciencia debida a la
anestesia. También se atendió al reflejo plantar y de la cola, apli-
cando presión con unas pinzas en el extremo de la cola del ani-
mal, o entre los dedos de la pata, y comprobando que no se
producía retirada de las extremidades. Complementariamente,
el registro de potencial de campo en el hipocampo en anima-
les anestesiados con uretano, permite monitorizar el grado de
anestesia. El registro de intracerebral de hipocampo en animales
anestesiados con uretano presenta, mayoritariamente, una alter-
nancia espontánea entre una actividad irregular de baja frecuen-
cia y gran amplitud (ondas lentas de 0.5 a 3 Hz) y una actividad
rítmica de mayor frecuencia y menor amplitud (ondas theta de 3
a 12 Hz). No obstante, hay que tener en consideración que el efec-
to del uretano puede producir cierta depleción en la actividad
del potencial de campo, por lo que numerosos autores describen
las frecuencias theta en rata anestesiada como una actividad de
2.5 a 8 Hz (Leung, 1985).
En nuestros experimentos, se empleó una dosis intraperito-
neal de uretano de entre 1.3 y 1.5 g kg−1, preparado en suero sa-
lino fisiológico 0.9 %. Con estos niveles de anestesia se observa
una predominancia de ondas lentas en reposo, con un incremen-
to de la actividad theta tras la estimulación sensorial de la cola
(tail pinch) (Bland et al., 1994) o tras la estimulación eléctrica, o
química. A niveles de anestesia superiores a 1.5 g kg−1 en rata, el
uretano puede deprimir las funciones cardiacas y respiratorias
(Maggi y Meli, 1986).
A fin de asegurar un nivel de anestesia que evitara el sufri-
miento del animal, se empleó anestesia local como bloqueante
de la sensibilidad del área sometida a cirugía. Se administró
lidocaína-adrenalina tópica en el oido externo, en la piel y so-
bre la zona de incisión. Posteriormente, se suministraron 0.3 ml
de lidocaína subcutánea en distintos puntos para el bloqueo de
la sensibilidad craneal (nervio oftálmico, zigomático y fibras C2).
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Tabla 2: Coordenadas de referencia, tomadas desde Bregma
Núcleo Antero-Posterior Lateral Dorso-Ventral
HPC −3.5 2.5 3.0
RPO −8.0 1.5 8.5
NI −9.7 0.0 7.4–7.8
MS/DB 0.7 0.0–0.5 6.0–7.5
La anestesia con uretano tarda unos 30–45 minutos en hacer
efecto, pero permite mantener un nivel estable de sedación du-
rante unas 7 horas tras la administración. En los casos en los
que se observó un excesiva dismunición de actividad lenta se
emplearon dosis suplementarias de anestesia de 0.3 g kg−1. Tras
asegurar la perdida de reflejo pupilar y podal, se rasuró la cabe-
za del animal y se le colocó en el cuadro estereotáxico (SR-6R,
Narishige, Japón). Se realizó una incisión medial longitudinal y
se retiró el periostio con la ayuda de una espátula quirúrgica.
Se tomaron coordenadas de bregma y lambda, así como de pun-
tos laterales equidistantes, para corregir la posición del cráneo
en el estereotáxico, hasta dejar los puntos de referencia alinea-
dos en el plano horizontal (figura 8). La determinación de las
coordenadas teóricas de interés se llevó a cabo mediante un atlas
estereotáxico (Paxinos y Watson, 2004). Dado que las coordena-
das están referidas a cráneos con distancia bregma-lambda de
9.0 mm, se aplicó un factor de corrección a las coordenadas teó-
ricas cuando fue necesario.
Factor de corrección =
APbregma − APinteraural
9.0
En la tabla 2 se muestran las coordenadas de los núcleos de
interés. Posteriormente se detallará que núcleos se emplearon en
cada uno de los procedimientos. Una vez marcadas las coorde-
nadas en el cráneo, se realizaron los trepanos, se retiraron las
meninges con la ayuda de unas pinzas y, en caso de ser necesa-
rio, se trataron las hemorragias con gelatina hemostática.
3.2.2 Registro y estimulación neuronal
Los electrodos fueron llevados a sus coordenadas finales em-
pleando bregma como punto de referencia. En el caso de los elec-
trodos de registro de actividad de campo y de estimulación, se
fijaron al cráneo mediante resina polimérica dental (Rapid Re-
pair, Dentsply International). Para asegurarse de la buena fija-








Figura 8: Situación de los puntos de referencia en el cráneo. Se tomaron lo
puntos bregma (unión de las suturas sagital y coronal) y lambda
(unión de la línea interaural con la prolongación de la sutura sagi-
tal) como referencia para el marcaje de coordenadas. Estos puntos,
separados 9.0 mm, se alinearon en profundidad hasta que quedaron
nivelados. Adicionalmente, se tomaron puntos equidistantes A1-A2
y B1-B2, a lo largo de la sutura sagital, para comprobar la posición
del cráneo y corregir posibles inclinaciones. Modificado de Paxinos
y Watson (2004)
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ción del cemento dental, el cráneo se limpió con un algodón
empapado en una solución de agua destilada con hipoclorito
sódico (40 g l−1) para eliminar restos de sangre y proteínas. Se-
guidamente, se empleó agua destilada para eliminar los restos
de la solución anterior y, finalmente, acetona para deshidratar la
zona.
3.2.2.1 Electrodos de registro de potencial de campo
Los registros extracelulares de la actividad eléctrica local (Local
Field Potential, LFP) se llevaron a cabo mediante el empleo de
macroelectrodos monopolares de acero inoxidable, recubiertos
de fomvar, de 120 µm de diámetro (World Precision Instruments;
Aston, Stevenage,UK). La referencia del electrodo se fijó en la
piel y se mantuvo humedecida en todo momento para facilitar
la conductividad eléctrica.
Los electrodos se colocaron en sus coordenadas estereotáxicas
corregidas mientras se visualizaba el potencial de campo en el
software de adquisición de señal. Debido a que las estructuras
estudiadas presentan actividad a frecuencia theta durante cier-
tos tipos de estimulación, la localización final del electrodo se
determinó mediante la observación de un incremento de poten-
cia theta tras la estimulación sensorial del animal. Por último, se
aplicó la resina dental para fijarlos al cráneo y reducir la presen-
cia de ruido de fondo en el registro. En todos los experimentos
se mantuvo el mismo órden de colocación de electrodos, comen-
zando siempre por el situado en CA1 de hipocampo.
3.2.2.2 Electrodos de estimulación eléctrica
Los electrodos de estimulación eléctrica se confeccionaron a
partir de cable de acero inoxidable recubierto de formvar de
120 µm de diámetro (World Precision Instruments). El cable se
trenzó con la ayuda de dos pinzas, retirando ligeramente la co-
bertura plástica en los extremos con la ayuda de un bisturí. Se
dejó una separación entre las puntas de estimulación inferior a
1 mm.
El emplazamiento final de los electrodos de estimulación se
realizó atendiendo a sus coordenadas estereotáxicas. No obstan-
te, se aseguró el mismo mediante la aplicación de trenes eléctri-
cos de baja duración e intensidad, que permitieron observar el
efecto de la estimulación en el potencial de campo de hipocam-
po (incremento de frecuencias theta). Una vez visto el aumento
de ondas theta tras la estimulación, los electrodos se fijaron al
cráneo con resina dental.
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3.2.2.3 Electrodos de registro neuronal unitario
Para el registro neuronal unitario de la actividad extracelular
se emplearon microelectrodos de borosilicato de 1 mm de diáme-
tro (World Precision Instruments) rellenos de una solución de
cloruro sódico 3m en agua destilada. Se comprobó in vitro, me-
diante la ayuda de un multímetro, que la impedancia de los elec-
trodos fuera mayor de 5 MΩ para permitir una relación señal-
ruido superior a 3:1.
Los electrodos fueron emplazados en sus coordenadas fina-
les dorsoventrales mediante un micromanipulador estereotáxi-
co electrónico de un solo eje (Narishige, Japón). Desde bregma
hasta aproximadamente el límite superior del lugar de registro,
los electrodos se movieron de forma automática a velocidad de
10 µm s−1 para evitar lesionar el tejido. Una vez en el límite supe-
rior del núcleo de interés, se buscaron los potenciales de acción
extracelulares en incrementos de 1 µm. Una vez encontrada una
neurona, el electrodo se movió en incrementos de 0.1 µm para
asegurar un registro estable con la mejor relación señal-ruido
posible.
3.2.3 Paradigmas de estimulación
La estimulación sensorial se llevó a cabo mediante la aplica-
ción de presión en la cola del animal con unas pinzas metálicas
(tail pinch). En condiciones de anestesia ligera con uretano, el
pinzamiento de la cola produce un incremento de potencia en
la banda de frecuencias theta en el hipocampo durante la aplica-
ción del estímulo (Bland et al., 1999).
Para las experiencias de estimulación eléctrica, se empleó un
generador de pulsos rectangulares S48 (GRASS Technologies;
Warwick, USA) acoplado a una unidad SIU5-RF (GRASS Tech-
nologies) para minimizar artefactos en el registro y mantener
la intensidad de estimulación constante. El generador de pulsos
se conectó al sistema de adquisición para tener registro de los
estímulos dados. Los parámetros de estimulación empleados se
explicarán en cada procedimiento.
Como paradigma de estimulación química, se empleó el ago-
nista colinérgico carbacol 0.1 µl, 0.156 µg µl−1 en suero salino a
un flujo de 0.1 µl min−1 (Cervera-Ferri et al., 2011). El control de
estas experiencias consistió en la inyección, previa al carbacol,
de suero salino (0.1 µl 0.9 % a 0.1 µl min−1) en el mismo animal.
Se realizó una única inyección de carbacol por animal.
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3.2.4 Adquisición de la señal
Los electrodos de registro de potencial de campo fueron conec-
tados al sistema de registro mediante un preamplificador (P55,
GRASS Technologies) y un amplificador de cuatro canales (AM-
PLI 4G21, Cibertec). La señal fue amplificada 1000 veces, filtra-
da entre 0.3 y 300 Hz y adquirida a 1000 Hz. En el caso del re-
gistro unitario, el electrodo fue preamplificado (DAM80; World
Precision Instruments) y llevado al amplificador de cuatro ca-
nales (AMPLI 4G21, Cibertec). La señal fue amplificada 10 000
veces, filtrada entre 300 y 5000 Hz y adquirida a una frecuencia
de muestreo de 16 000 Hz.
Todas las señales fueron llevadas desde el amplificador hasta
la unidad de adquisición (CED Micro 1401; Cambridge Electro-
nics Design, UK), conectada por USB al ordenador. Para la visua-
lización y adquisición de los datos, se empleó el software Spike2
(Cambridge Electronics Design).
3.2.5 Reducción de interferencias
La captación de señales ajenas al registro es uno de los princi-
pales problemas de los registros electrofisiológicos. La baja am-
plitud de las señales cerebrales (de 5 a 300 µV) las hace propen-
sas a la aparición de ruido artefactual proveniente de distintas
fuentes.
La mayor fuente de ruido es la corriente alterna del sistema
eléctrico (50 Hz) así como otras fuentes electromagnéticas. Para
evitarlo, se conectaron varios electrodos de tierra tanto al animal
como al estereotáxico. Para mejorar el aislamiento se colocó una
jaula de Faraday conectada a la toma de tierra general del edi-
ficio para apantallar señales externas. Adicionalmente, a todos
los registros se les aplicó un filtro Butterworth de supresión de
banda (de 47 a 53 Hz), para evitar las interferencias producidas
por la linea eléctrica.
3.3 análisis histológico
La posición de los electrodos se comprobó mediante el análisis
histológico del encéfalo del animal tras el experimento. Al aca-
bar los procedimientos, los animales fueron sacrificados con una
dosis letal (0.5 a 1 ml) de pentobarbital sódico (1 mg kg−1 20 %,
Dolethal Vetoquinol; Madrid, España) suministrado por vía in-
traperitoneal. Previo a que el corazón dejase de latir, se realizó
una incisión cutánea longitudinal en la línea media de la parte
anterior del abdomen hasta el esternón. Se seccionó el diafragma
dejando expuesto el corazón. Se introdujo una cánula sin filo, de
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1 mm de diámetro, por el ventriculo izquierdo y, con sumo cui-
dado, se llevó hasta hasta el inicio de la aorta ascendente. Se
pinzó la cánula para evitar su salida y se empleó una bomba de
perfusión (PERCOM N-M; J.P.Selecta).
El primer líquido de perfusión empleado fue unos 500 ml de
suero salino isotónico (0.9 %) heparinizado al 0.1 % para asegu-
rar la limpieza de los vasos sanguíneos. Con el fin de desalojar
la sangre y el suero del sistema circulatorio, se practicó una in-
cisión en la auricula derecha. Una vez el flujo de salida tuvo
un color transparente, se pasó un volumen de 500 ml de solu-
ción fijadora de paraformaldehído (PFA) al 4 % (Sigma-Aldrich;
St. Louis, USA) en tampón fosfato (0.1m, pH = 7.4) a unos
20 ml min−1.
Tras finalizar el proceso se extrajo el encéfalo, conservándolo
durante unas 24 h en PFA. Pasado este tiempo, se aplicó un par
de lavados con una solución de sacarosa al 30 % en tampón fos-
fato salino (0.2m, pH = 7.2), para eliminar los restos de PFA,
y se conservó a 4 ◦C en dicha solución durante 48 h para, pos-
teriormente, realizar las secciones del material histológico. La
solución de sacarosa crioprotege a la muestra, permitiendo cor-
tarla mediante un microtomo de congelación, sin que el tejido
sufra daños durante el proceso de congelación.
Se eliminó la parte anterior (bulbo olfatorio) y posterior (mé-
dula espinal) de los encéfalos y se seccionaron coronalmente,
separándolos en dos trozos para facilitar la congelación y el cor-
te. Los cortes se realizaron mediante un microtomo de congela-
ción SM2000 R (Leica Biosystems; Wetzlar, Alemania) conectado
a una unidad de congelación Frigomobil (Leica). La pletina del
microtomo se mantuvo a −30 ◦C durante el proceso de congela-
ción de las muestras. Se colocaron las secciones de encéfalo en
la pletina y se congelaron añadiendo poco a poco la solución de
sacarosa tamponada, de forma que se hiciera un bloque de hielo
alrededor de las muestras fijadas a la base.
Los cortes se realizaron en el plano coronal con un grosor de
40 µm. La temperatura de la pletina fue alterándose a medida
que avanzaba el proceso de corte, modulándola cuando fue ne-
cesario. Los cortes se recogieron en cinco series consecutivas en
tubos Eppendorf de 1.5 ml rellenos con tampón fosfato salino
con azida (0.2m, pH = 7.4). Las series se almacenaron a 4 ◦C
hasta su posterior procesamiento.
El montaje de las series se realizó sobre portaobjetos gelatiniza-
dos con una solución de gelatina al 0.5 % y alumbre de cromo al
0.05 % en agua destilada. Los portaobjetos se dejaron secar a tem-
peratura ambiente hasta estar completamente secos, momento
en que se realizó la tinción citoarquitectónica Giemsa, modifica-
da de Iñiguez et al. (1985). Los portaobjetos, con los cortes mon-
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tados, fueron sumergidos 2 min en etanol 96◦, 2 min en etanol
70◦ y, finalmente, en agua doble destilada durante otros 2 min.
De esta forma se rehidrataban los cortes y eliminaban posibles
impurezas. Posteriormente, los portaobjetos se introdujeron en
un baño de KH2PO4 a 60 ◦C durante 3 min para, seguidamente,
sumergirlos durante 10 min en una dilución 1/10 de la solución
de Giemsa a 60 ◦C en agitación. Pasado este tiempo los cortes se
aclararon un par de veces con agua doble destilada y se sometie-
ron a tres baños, de 5 min cada uno, en KH2PO4 a temperatura
ambiente, en agitación.
Los portaobjetos teñidos fueron sometidos a una batería de
deshidratación en alcoholes de concentración creciente, se acla-
raron con un par de baños en xileno y se cubrieron con el medio
de montaje comercial DPX (Merck; Darmstadt, Alemania). La
comprobación de la colocación de los electrodos se realizó me-
diante la observación de las muestras en un microscopio Nikon
Eclipse E600 (Nikon; Tokio, Japón) y la ayuda del atlas estereotá-
xico (Paxinos y Watson, 2004). Los ejemplares cuyos electrodos
estaban desplazados de los núcleos de interés fueron apartados
de los análisis o empleados como controles de estimulación.
3.4 análisis de datos
Los datos registrados en las adquisiciones de las medidas de
campo eléctrico, en los diferentes experimentos, se abordaron
siguiendo diferentes métodos analíticos, según la naturaleza de
las medidas.
En los registros del potencial de campo eléctrico o LFP, la señal
adquirida muestra variaciones oscilatorias que llevan al uso de
métodos espectrales que consigan separar los diferentes compo-
nentes frecuenciales. La transformación de las señales originales
del dominio del tiempo al dominio de las frecuencias, facilita el
reconocimiento de patrones de actividad neuronal poblacional.
Éste fue el caso de los registros LFP de hipocampo, que consti-
tuyeron parte del estudio que se aborda en este trabajo.
El grueso de nuestro planteamiento se basó en el análisis de
la actividad individual de los diferentes tipos neuronales del NI.
Los registros unitarios necesitan de un procesamiento particular
en el que los datos continuos crudos se emplean para extraer los
momentos precisos donde se produce un potencial de acción ex-
tracelular. En este caso, el análisis se basa en vectores binarios en
los que los tiempos de las espigas detectadas quedan marcados
con el valor 1.
Sin embargo, el análisis último pasa por combinar ambos tipos
de información y, con ello, poder correlacionar las actividades
poblacionales del hipocampo y el núcleo incertus.
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3.4.1 Identificación de potenciales de acción en registros unitarios
La identificación de los potenciales de acción se llevó a cabo of-
fline mediante el paquete de análisis del software de adquisición
de señal Spike2. La separación de los potenciales de acción se
realizó de forma automatizada atendiendo a dos factores princi-
pales:
I. Umbrales de voltaje: En los registros unitarios resulta fun-
damental discernir los potenciales de acción, detectados
desde el espacio extracelular, de la actividad poblacional
de fondo (o ruido de fondo) presente en la zona de regis-
tro. Por ello, solo aquellas espigas que destaquen en am-
plitud del ruido de fondo podrán aislarse con seguridad.
Diferencias señal-ruido por debajo de una proporción de
3 : 1 complican el proceso de aislamiento de espigas, pu-
diendo producir artefactos en el análisis. Como se observa
en la figura 9 A, la colocación de un umbral de voltaje
óptimo permite separar los eventos que atraviesen dicho
umbral, aislándolos del ruido de fondo. Sin embargo, este
método no es suficiente para poder separar espigas de las
diferentes neuronas en un mismo registro.
II. Forma del potencial de acción: Una vez que una espiga es
separada por umbrales, genera una plantilla. La siguiente
espiga detectada es alineada con el máximo positivo de las
plantillas existentes para calcular sus distancias euclideá-
neas. Si estas diferencias entran dentro del 35 % de disper-
sión respecto a la plantilla, la espiga es clasificada como
perteneciente a dicho grupo. Si no, se generará una nueva
plantilla que permitirá comparar disparos posteriores. Con
cada nueva inclusión de una espiga la plantilla es modifi-
cada, apantallando así los posibles efectos de variaciones
de amplitud de una espiga en el registro (figura 9 B).
Si bien la separación de espigas es un proceso automatizado,
en todo momento se supervisó el progreso de creación de plan-
tillas, modulando los umbrales para mejorar el ajuste, siempre
que fue necesario.
3.4.2 Agrupamiento de espigas
La naturaleza del registro de potenciales de acción extracelu-
lar hace necesario tener en cuenta ciertos detalles relacionados
con la separación de espigas neuronales. Los registros unitarios
recogen la actividad de neuronas situadas en las inmediaciones
del punto de registro. Si la cercanía a una neurona, y no a otras,










Figura 9: Identificación de potenciales de acción. A. Para llevar a cabo la ex-
tracción de los potenciales de acción del registro, se colocaron um-
brales de voltaje (líneas punteadas horizontales), a fin de evitar el
ruido de fondo del registro. Adicionalmente, umbrales temporales
(líneas punteadas verticales) se emplazaron para delimitar tempo-
ralmente dichos potenciales de acción. B. Una vez separadas, las
espigas se agruparon automáticamente por análisis de colisión. Los
potenciales de acción fueron colocados en el grupo cuya forma se
aproximara más a la de la espiga detectada (con un intervalo del
35 % de dispersión).
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destaca en un registro las amplitudes de las espigas detectadas
serán más o menos constantes, siendo indicativo de que la se-
ñal pertenece a una única neurona. Por el contrario, si la punta
del electrodo alcanza la actividad de mas de una neurona, se
hace necesario separar las diferentes espigas neuronales. Adicio-
nalmente, en ocasiones los registros presentan una inestabilidad
temporal que provoca modificaciones de amplitud en las espi-
gas de una misma neurona y, por tanto, puede interferir en la
clasificación de los potenciales de acción. Estas situaciones re-
quieren de algoritmos que aseguren el correcto agrupamiento
de las distintas espigas neuronales registradas. Está bien exten-
dido el uso del análisis de componentes principales (Principal
Components Analysis, PCA) para la correcta agrupación de espi-
gas neuronales.
El PCA es un procedimiento estadístico que convierte un con-
junto de variables, posiblemente correlacionadas, en un conjun-
to de valores de variables linealmente no correlacionadas, deno-
minadas componentes principales. Aplicado a la agrupación de
espigas, permite agrupar conjuntos de variables basadas en di-
ferentes parámetros del potencial de acción, tales como su dura-
ción, las posiciones de su máximo y mínimo o el área que ocupa.
Matemáticamente, el PCA toma una gran cantidad de datos re-
lacionados y los convierte en medidas independientes, de forma
que pueden ser ordenadas en función de su importancia relativa
para el agrupamiento (clustering) (Lewicki, 1998). Normalmente,
los tres primeros componentes tienen suficiente carga estadísti-
ca (en torno al 75 %) para ser válidos para el clustering, mientras
que el resto no aportan suficiente resolución analítica.
En nuestro análisis, los componentes principales se represen-
taron en un gráfico de dispersión tridimensional para visualizar
el agrupamiento propuesto. Estadísticamente se aplicó el algorit-
mo k-means supervisado para determinar la clasificación defini-
tiva. Antes de darlos por válidos, los agrupamientos de espigas
fueron sometidos a un control de incongruencias mediante el
cálculo de sus intervalos interespiga. Este cálculo nos permite
detectar la presencia de distancias entre espigas menores a 2 ms,
valor correspondiente al periodo refractario típico. Este detalle
permitió evaluar los agrupamientos erróneos, llevando a repetir
el proceso con parámetros de agrupamiento mas ajustados.
3.4.3 Análisis de la actividad unitaria
Las espigas provenientes de registros unitarios fueron conver-
tidas a una sucesión binaria, siendo 1 las localizaciones de las
espigas en el tiempo (evento de disparo) y 0 los tiempos con au-
sencia de espigas. Estos vectores se complementaron con otros
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que mantuvieron la información temporal de la posición de las
espigas.
A partir de estos valores se calcularon parámetros que definie-
sen la métrica de los disparos neuronales. La tasa de disparo de
las neuronas se calculó como el número de espigas por segundo,
a partir de los segmentos analizados. El histograma de interva-
los interespiga (Interspike Interval Histogram, ISIH) se realizó a
partir de los tiempos entre disparos de la neurona. Los datos se
ajustaron a una distribución inversa de la gaussiana para obte-
ner otra estimación equivalente de la tasa de disparo, siendo uno
dividido entre el tiempo del pico máximo de la distribución.
Además, la determinación del ISIH proporcionó datos para
extraer el coeficiente de variación (CV). El CV puede conside-
rarse una medida de la regularidad de la actividad neuronal,
calculado como la desviación típica de los intervalos interespiga
dividido entre la media de los mismos. Valores inferiores a 0.5
son propios de actividad de disparo regular. No obstante, el CV
no nos proporciona una idea real de la ritmicidad de la neuro-
na. Para determinar lo rítmico de la actividad de disparo, de las
neuronas con CV menor que 0.5, se determinó el histograma de
autocorrelación (Autocorrelation Histogram, ACH), representado
en el dominio del tiempo. Si los eventos de disparo suceden de
forma constante, el ACH presenta un perfil periódico sinusoidal.
Ajustando el ACH a una función seno y realizando el promedio
entre los tres primeros picos y los tres primeros valles de di-
cho ajuste, podemos calcular el índice de ritmicidad (Rhytmicity
Index, RI) (Apartis et al., 1998). Neuronas con CV de variación
menores que 0.5 y RI mayores que 0.95 fueron clasificadas como
rítmicas.
Finalmente, se estudió la presencia de actividad a ráfagas en
los patrones de disparo de las neuronas. Si una neurona presen-
ta un patrón de ráfagas periódico, su ISIH muestra una clara bi-
modalidad (Cocatre-Zilgien y Delcomyn, 1992). Para determinar
este tipo de actividad, se calculó el estadístico de dispersión de
Hartigan (Freeman y Dale, 2013), siendo los p-valores menores
que 0.05 indicativos de actividad a ráfagas.
Parte de los análisis planteados en este estudio requieren de la
correlación conjunta entre la actividad unitaria y la poblacional,
en nuestro caso, la actividad de neuronas del NI y la actividad
oscilatoria de hipocampo. Con el propósito de facilitar la compa-
rativa entre ambas actividades, se deteminó la función de den-
sidad de espigas (Spike Density Function, SDF) la cual permite
convertir los eventos referentes a los tiempos de disparo de las
neuronas en una señal con el mismo muestreo que los registros
LFP (Szucs, 1998). Esta señal unitaria convertida permite aplicar
la misma metodología analítica empleada para las señales LFP,
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permitiendo así observar las variaciones temporales de la activi-
dad unitaria temporal. La obtención de esta señal «continua» se
realizó mediante la convolución de los eventos aislados con una
función de convolución o kernel. Con este método se genera una
señal por combinatoria de otras dos, siendo una de ellas la señal
problema y la otra una función de convolución.
Para convolucionar los disparos se evaluaron distintos tipos
de kernel (figura 10) seleccionando aquel que se amoldara mejor
a la actividad real de la neurona, atendiendo a los parámetros
calculados previamente para cada tipo neuronal. La función sinc
(sin(x)/x) demostró un buen ajuste aunque generó actividad
«fantasma» no presente en el registro unitario. Por ello, se con-
volucionaron definitivamente los eventos mediante una ventana
Blackman-Harris, la cual proporcionó una actividad mas próxima
a la real. Se seleccionó un ancho de ventana de entre 1000 y 5000
puntos, dependiendo de la tasa de disparo de la neurona. De
esta forma, se consiguió mitigar la aparición de actividad falsa
debido al ancho del kernel (Shimazaki y Shinomoto, 2010). Tras
la convolución, se añadió un 10 % de ruido blanco (o ruido gaus-
siano) a la señal para simular el ruido estocástico encontrado
en los registros de potencial de campo local (Kocsis y Kamin´s-
ki, 2006). Finalmente, se equiparó la frecuencia de muestreo a la
marcada por las señales LFP del registro.
3.4.4 Análisis tiempo-frecuencia
El análisis relativo a la composición de las oscilaciones LFP,
o de las derivadas del registro unitario, se llevó a cabo en el
dominio del tiempo-frecuencia mediante el análisis wavelet. En
nuestro caso se utilizó la wavelet de Morlet como wavelet ma-
dre, extendida en la analítica de señales biométricas (Torrence y
Compo, 1998). Brevemente, cualquier señal adquirida como una
secuencia discreta de puntos, puede ser descompuesta en un
conjunto de ondas sinusoidales, de diferentes frecuencias, em-
pleando la transformada rápida de Fourier. No obstante, esta
aproximación da una imagen estática de un proceso temporal,
ya que su resolución se sostiene únicamente en el dominio de
las frecuencias, condicionando los análisis a señales estaciona-
rias. Para superar este escollo puede aplicarse la denominada
transformada de Fourier de tiempo reducido (Short Time Fourier
Transform, STFT) que permite obtener una descomposición de la
señal en el dominio tiempo-frecuencia. Para ello, una función
ventana (normalmente de tipo gaussiano) es multiplicada por la
función a transformar, dando una transformada resultante que
es empleada como ventana de muestreo temporal. El problema
de la STFT radica en su resolución fija, es decir, presenta un ta-





Figura 10: Diferentes ventanas de convolución. Los eventos de disparo bina-
rizados fueron convolucionados para llevar a cabo el análisis wa-
velet. En el primer ejemplo de ventana (kernel) de convolución, se
puede observar un kernel cuadrado, muy empleado en las señales
digitales. Se desechó en este estudio por no ser representativo de
una actividad fisiológica. Como puede apreciarse en los recuadra-
dos con líneas punteadas rojas, la ventana sinc mostró actividad
fantasma no encontrada en el registro. El kernel Blackman-Harris
mostró una actividad fiel a la presentada por los eventos de dispa-
ro, por lo que fue seleccionado para el análisis.
maño fijo de ventana de muestreo. Así pues, ventanas amplias
dan una buena resolución de frecuencias pero deficiente resolu-
ción temporal mientras que, ventanas estrechas de convolución
proporcionan buena resolución temporal pero una escasa resolu-
ción espectral (Allen, 1977).
El estudio de señales no estacionarias, como lo son las pro-
venientes de registros electrofisiológicos, requiere de una alta
resolución tiempo-frecuencia, por lo que se hace necesario em-
plear una aproximación matemática ajena a la STFT. Es así co-
mo se introduce el análisis mediante la transformada continua
wavelet (Continous Wavelet Transform, CWT). A diferencia de las
sinusoidales infinitas de energía dispersa empleadas por Fourier,
el análisis wavelet emplea «ondículas» (wavelets) de duración fi-
nita cuya energía está concentrada en el tiempo alrededor de un
punto, lo que las convierte en potentes herramientas para el aná-
lisis de fenómenos transitorios, no estacionarios y discontinuos
(figura 11 A).
La potencia analítica de la CWT en el dominio tiempo-
frecuencia estriba en dos propiedades básicas: dilatación y tras-
lación. La dilatación de las wavelets permite amoldarlas a la fre-
cuencia de la señal en la ventana dada, mientras que su trasla-
ción (o desfase) proporciona la resolución temporal (figura 11 B).

























Figura 11: Fundamentos del análisis wavelet. A. Izquierda: La transformada
de Fourier proporciona ventanas estáticas de análisis, apropiadas
para un único rango de frecuencias. Derecha: Por contra, el aná-
lisis wavelet permite una mejor resolución tiempo-frecuencia ya
que puede amoldarse según el rango de frecuencias estudiados.
B. Las ventanas wavelet se amoldan mediante sus dos propieda-
des básicas. La traslación (izquierda) permite el movimiento de
las ventanas a lo largo del tiempo, mientras que la dilatación (de-
recha) ensancha o contrae la función wavelet según la frecuencia
analizada.
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A continuación se proporciona una escueta explicación matemá-
tica sobre la CWT.
Tomemos una serie temporal χn muestreada a una frecuencia
constante δt. Para calcular la CWT se necesita de una función wa-
velet previa dependiente de un parámetro temporal, no dimen-
sional, η. Para que sea válida como función wavelet (condición
de admisibilidad), debe tener media cero y encontrarse localiza-
da en los dominios tiempo y frecuencia. Un ejemplo que cumple
estas premisas es la wavelet de Morlet, consistente en una onda
plana modulada por una gaussiana:
Ψ0(η) = pi−1/4eiω0ηe−η
2/2
siendo ω0 una constante de valor 6 que permite cumplir la
condición de admisibilidad (Farge, 1992). La transformada wa-
velet continua de una señal discreta χn en un tiempo y escala
determinados (n, s) puede ser definida como la convolución de











donde ∗ indica el complejo conjugado y Ψ la versión normali-
zada, a energía unitaria, de Ψ0. Esta normalización es necesaria
para poder comparar wavelets con una escala s con cualquier
otro wavelet de s distinta, o de misma s pero de diferentes suce-

















A partir de la cual se obtiene la ecuación que define la función
















Debido a que la función wavelet de Morlet, Ψ(η), es una
función compleja, puede descomponerse en sus partes real,
< {Wn(s)}, e imaginaria, = {Wn(s)}. Así, la amplitud de la señal
puede ser calculada como el módulo de su parte real: |Wn(s)|.
Por su parte, la fase puede calcularse como el arcotangente de la
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Por último, la potencia de la señal a una frecuencia determina-
da (escala) puede definirse como el cuadrado del módulo de la
amplitud:|Wn(s)|2. En este trabajo, la potencia se calculó como
el módulo al cuadrado de la amplitud normalizado a la escala:
(|Wn(s)|2)/s. Esta normalización resulta adecuada si se sonside-
ra que las potencias wavelets mantienen una relación inversa con
las frecuencias (1/ f ), evitando así los problemas de sesgo de va-
lores dependientes de escala (Liu et al., 2007). La representación
de los espectrogramas wavelet se realizó aplicando una estanda-
rización de tipo z-score para resaltar las altas frecuencias, que de
otro modo quedan enmascaradas por la potencia de las bandas
de baja frecuencia.
3.4.4.2 Medidas de sincronización
Un primer análisis de la relación entre distintas señales se
realizó mediante el espectrograma cruzado wavelet. Dadas dos
series temporales X e Y, el espectrograma cruzado wavelet pue-
de definirse como el producto WXYn (s) = WXn (s)WY∗n (s), donde
WY∗n (s) representa el complejo conjugado de WYn (s). La poten-
cia del espectrograma cruzado viene dada por el módulo del
producto conjugado
∣∣WXYn (s)∣∣. La representación de los espec-
trogramas cruzados se realizó con una resolución de 0.01 bin
y mediante escala colorimétrica, siendo tonos azules indicativos
de menor potencia y tonos rojos indicativos de mayor potencia.
Para refinar el estudio de la interacción entre las diferentes
actividades neuronales, se llevó a cabo el análisis de la coheren-
cia wavelet, la cual nos permite determinar correlaciones lineales
entre las distintas señales. La coherencia (C(s)) puede definirse
como la proporción entre el espectrograma cruzado respecto del





S(s−1 |WXX(s)|2) · S(s−1 |WYY(s)|2)
siendo WXY el espectrograma cruzado, WXX y WYY los auto-
espectrogramas de ambas señales y S un parámetro wavelet de
suavizado espacio-temporal (Torrence y Webster, 1998). La defi-
nición matemática de coherencia se asemeja a la del coeficiente
de correlación de Pearson, por lo que se puede pensar en la
coherencia como un coeficiente de correlación localizado en el
dominio tiempo-frecuencia (Grinsted et al., 2004). Se realizó una
representación colorimétrica de la cantidad de coherencia a dis-
tintas frecuencias respecto al tiempo (coherograma).
Ambas medidas evidencian la correlación de las series tempo-
rales basándose en la similitud de sus amplitudes o en las dife-
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rencias de fase entre ambas señales. Cuando se demuestra que
dos señales son coherentes entre sí, resulta útil ampliar el estu-
dio aislando las diferencias de fase y descartando tramos en los
que la correlación es exclusiva de la similitud de amplitudes. La
sincronización de fase se refiere a la situación en la que las fases
de dos osciladores acoplados se sincronizan, a pesar de que sus
amplitudes puedan no estarlo. Por consiguiente, para cualquier
tiempo t se cumple que:
ϕxy(t) = |φx(t)− φy(t)| ≤ cte
donde φx(t) y φy(t) son las fases de las señales x(t) y y(t), res-
pectivamente. En sistemas experimentales, a menudo las señales
son ruidosas y pueden presentar saltos aleatorios de fase 2pi. Por
lo tanto, es preferible hacer uso de la fase relativa cíclica, es de
cir, la diferencia de fase relativa en el intervalo [0, 2pi], definida
como
ϕrel,xy(t) = ϕxy(t)mod2pi
Estas diferencias de fase se traducen en ángulos que pueden
representarse en un diagrama polar y estudiar la uniformidad de
su distribución mediante estadística circular. La sincronización
de las fases se estudió mediante el análisis de las diferencias
de fases obtenidas a partir del espectrograma wavelet cruzado
(Borhegyi et al., 2004; Li et al., 2007).
La distribución de ángulos fue analizada con pruebas de es-
tadística circular (Fisher, 1993) mediante la librería CircStat de
MATLAB (Berens, 2009). Para examinar la uniformidad de la dis-
tribución se utilizó el test de uniformidad de Rayleigh, siendo un
p-valor inferior a 0.05 indicativo del acoplamiento de fases signi-
ficativo entre ambas señales. Siguiendo a Lachaux et al. (1999), el








El PLV estima cómo se distribuye la fase relativa sobre el círcu-
lo unidad. Cuando existe una fuerte sincronización, la distribu-
ción de los valores de la fase relativa ocupan una pequeña por-
ción del círculo, es decir, con una varianza muy pequeña, siendo
en este caso los valores de PLV cercanos a 1. Por el contrario,
cuando los sistemas no están sincronizados, la distribución de
las fases se extiende por todo el círculo y el PLV toma valores
muy bajos cercanos a 0 (figura 12).
Para determinar si el acoplamiento era significativo, o ambas
series temporales eran independientes (hipótesis nula), se gene-
raron datos «artificiales» que mantuvieran las propiedades esta-
dísticas de los datos originales (Schreiber y Schmitz, 2000). Se
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p > 0.05 p < 0.05
Figura 12: Test de uniformidad de fases de Rayleigh. Si la distribución de án-
gulos no tiene una preferencia clara, el diagrama de rosas muestra
una distribución uniforme, con un p-valor mayor que el umbral de
significación (izquierda). Por el contrario, si existe una preferencia
de fases, el diagrama muestra un grupo de ángulos predominan-
tes, con significación estadística según el test de uniformidad de
Rayleigh (derecha).
empleó el método S3 de Hurtado et al. (2004), para mantener
la estructura temporal de la frecuencia instantánea de las series
temporales. Se calculó el PLV de las series generadas para de-
terminar la posibilidad de falsos positivos de acoplamiento a un
nivel de significación dado (Lachaux et al., 1999).
Las medidas descritas hasta ahora se basan en correlaciones
lineales entre señales bioeléctricas dependientes de la estacio-
naridad de las mismas. En determinadas ocasiones dos señales
pueden mantener entre si relaciones no lineales que escapan a
los análisis convencionales. Para estos casos se hace necesario
emplear medidas basadas en la Teoria de la Información de Sha-
non (1948)
La información mutua (Mutual information, MI) proporciona
una medida de la dependencia mutua existente entre dos varia-
bles. En el análisis de señales, la MI nos proporciona un reflejo
del grado de dependencia entre dos series temporales dadas, co-
mo las obtenidas en los registros LFP. La información mutua
permite identificar relaciones no lineales entre señales neurona-
les, las cuales suelen ser subestimadas por los métodos lineales
(Freiwald et al., 1999).
Para el cálculo de la MI se extrajeron subgrupos de matrices
de potencia wavelet de entre 3 y 8 Hz de las señales a comparar.
Se aplicó el concepto de entropía de Shannon a las distribuciones
de potencia wavelet. Según Claude Shannon (1948), la entropía
de Shannon puede ser definida como:





px(i) · log2 px(i)
donde px(i) representa la frecuencia relativa del bin i
(∑i px(i) = 1). La entropía de Shannon para la distribución con-
junta se define como:







pxy(i, j) · log2 pxy(i, j)
La información mutua se calculó como:
MI(X, Y) = H(X) + H(Y)− H(X, Y)
donde X e Y son las distribuciones de potencia de ambas seña-
les. Este valor puede interpretarse como una medida del trasiego
de información entre dos fuentes.
3.4.4.3 Análisis de la actividad asociada a la oscilación theta
El análisis de la actividad asociada a la ritmicidad theta se
realizó con una variante del índice de propensión al ritmo theta
(Theta Propensity Index, TPI) descrito por Varga et al. (2008). Para
ello, se detectaron los máximos locales en la banda de frecuen-
cias theta en el último cuartil de los espectrogramas de potencia
wavelet (Roux et al., 2007). Los tiempos correspondientes a tales
puntos se emplearon como medida de la proporción temporal
con presencia de theta significativo en ambas señales, ya que se
calcularon los tiempos en los que la potencia era máxima. El TPI
se definió como la proporción de tiempo en que una, o ambas
señales, se encuentran en la banda theta, con potencia significa-
tiva.
Como parámetro complementario se empleó lo que denomi-
namos como «tiempo compartido en theta» o Shared Theta Time
(STT). Mientras que el TPI mide el tiempo en theta de uno, otro o
ambas actividades neurales, el STT ofrece una medida del tiem-
po común en el que ambas actividades oscilan en banda theta
(rango de 0 a 1, siendo 1 el 100 % de tiempo compartido).
3.4.5 Análisis de la causalidad entre señales neurales
Uno de los problemas que se puede abordar en la analítica de
señales es el estudio de la direccionalidad del trasiego de infor-
mación entre dos fuentes. Los métodos espectrales presentados
hasta el momento nos permiten evaluar la existencia de correla-
ciones lineales estáticas entre varias series temporales, si bien no
nos permiten determinar el sentido del flujo de la información
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transmitida. La naturaleza de las señales bioeléctricas, así como
los cambios de activación del sistema estudiado dependientes
del momento experimental, hace pensar que la información no
se transmitirá en un sentido establecido preferente, sino que pre-
sentará variaciones temporales dependientes del estado. De esta
forma se hace necesaria la introducción de una metodología que,
explícitamente, permita desentrañar el sentido del flujo de infor-
mación transmitida a lo largo del tiempo y permita observar di-
námicas de retroalimentación entre las estructuras participantes
del sistema.
Las métodos analíticos regresivos son indicativos de meras co-
rrelaciones, por lo que se necesita de una herramienta estadística
que nos permita averiguar si los valores observados en una serie
temporal son predecibles con los valores de otra serie temporal
distinta. De entre los métodos estadísticos más empleados para
parametrizar la naturaleza de la comunicación entre dos oscila-
dores, en los últimos años está ganando peso en el ámbito de
la neurociencia el concepto de causalidad de Granger. La causa-
lidad, en econometría, fue definida por Granger (1969) como la
habilidad de predecir valores en una serie temporal empleando
valores pasados de otra serie temporal. Los principios matemá-
ticos subyacentes a la causalidad de Granger pueden ser em-
pleados en analítica de señales neurales para establecer patrones
causales entre cualesquiera que sean las dos series temporales.
Para llevar a cabo los análisis de causalidad de Granger se em-
pleó el modelado mediante multiples vectores de autoregresión
(Multiple Vector Autoregressive, MVAR) asistido por el paquete
Granger Causal Connectivity Analysis de MATLAB (Seth, 2010). Pa-
ra determinar el acoplamiento neuronal temporal entre las seña-
les, y el grado de interacción entre ellas, se emplearon modelos
autoregresivos para calcular la causalidad de Granger (Granger,
1969; Seth, 2010).
Según este modelo, dadas dos series temporales X1 y X2, la
causalidad de Granger implica que la señal X2 causa a la señal
X1 si la información presente en X2 ayuda a predecir el futuro
de X1 (Granger, 1969; Seth y Edelman, 2007). En este modelo, X2
causará a X1 si la inclusión de observaciones pasadas de X2 redu-
ce el error de predicción de X1 en un modelo de regresión lineal
de X1 y X2, comparado con un modelo que incluya únicamente
observaciones previas de X1.
En nuestro caso, las dinámicas temporales de las dos series
temporales X1(t) y X2(t) (ambas de longitud T), pueden ser des-









A12,jX2(t− j) + ξ1(t)









A22,jX2(t− j) + ξ2(t)
siendo p el máximo número de rezago, u observaciones retra-
sadas, incluidas en el modelo (orden del modelo, p < T), A la
matriz de coeficientes del modelo y ξ1 y ξ2 los residuos o errores
de predicción de cada serie temporal. Si la varianza de ξ1 (o ξ2)
se reduce por la inclusión de valores de X2 (o X1) en la primera
(o segunda) ecuación, podremos decir que X2 (o X1) causa a X1
(o X2), en términos de causalidad de Granger.
El orden del modelo MVAR es esencial para la correcta compu-
tación de la causalidad. Un orden con escasas observaciones (p)
puede producir problemas de resolución, mientras que uno con
demasiadas conlleva una sobrestimación del modelo. Un buen
criterio para determinar el orden es aquel que consigue la mi-
nima varianza explicada por el modelo respecto del número de
coeficientes a estimar (Akaike, 1974).
Para poder emplear el análisis de la causalidad de Granger,
las señales deben ser parte de un proceso estacionario en cova-
rianza. Un proceso estacionario en su covarianza requiere que
los dos primeros momentos estadísticos (media y varianza) de
las señales sean constantes en el tiempo. Si bien las señales bio-
eléctricas presentadas en el estudio son consideradas señales no
estacionarias, el parcelamiento de las series temporales permi-
tió que los tramos de estudio fueran considerados como señales
estacionarias. No obstante, para determinar si los tramos cum-
plían el precepto de estacionaridad, se aplicaron las pruebas de
Dickey-Fuller aumentada (ADF) y la de Kwiatkowski-Phillips-
Schmidt-Shin (KPSS) (para revisión, Seth 2010). El cálculo de la




donde ξ1R(12) es el residuo obtenido del modelo al omitir el
término A12 y ξ1U deriva del modelo completo (Seth, 2010). A
partir del modelo, podemos obtener la causalidad de Granger
espectral, examinando los componentes de Fourier en el domi-
nio temporal (Geweke, 1982).
3.5 descripción de los experimentos
3.5.1 Experimento 1: Estudio de la conectividad efectiva entre el nú-
cleo incertus y el hipocampo
Los estudios llevados a cabo por nuestro grupo han demostra-
do que NI presenta un papel crucial como nodo de la red oscila-
dora theta. Por un lado, la estimulación de NI induce ritmicidad
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theta. Además, el ritmo theta hipocámpico sostenido, produci-
do por estimulación pontina (estimulación química o eléctrica
en RPO), es eliminado tras la lesión o inhibición de NI (Núñez
et al., 2006). En un estudio reciente, hemos demostrado que du-
rante la actividad oscilatoria theta hipocámpica producido por
estimulación pontina, tanto NI como hipocampo mostraron ac-
tividad oscilatoria sincrónica en frecuencia theta (Cervera-Ferri
et al., 2011). En este experimento se planteó estudiar la tempo-
ralidad y direccionalidad de las dinámicas en la sincronización
entre hipocampo y NI bajo ritmicidad theta generada por esti-
mulación química de RPO.
Se llevó a cabo el registro de potenciales de campo locales en el
área CA1 de hipocampo y NI, mediante macroelectrodos mono-
polares. Los electrodos fueron llevados a un preamplificador P55
(GRASS Technologies), a un amplificador de cuatro canales (Ci-
bertec) y, finalmente, al sistema de adquisición CED (Cambridge
Electronics Design). La señal fue amplificada 1000 veces, filtra-
da entre 0.3 y 300 Hz y adquirida a 1000 Hz. Los datos fueron
adquiridos mediante el software Spike2 (Cambridge Electronics
Design).
El protocolo experimental consistió en el registro de un pe-
riodo de actividad espontánea, seguido de una infusión control
de suero salino (1 µl, 0.9 %) y, por último, la micro-inyección del
agonista colinérgico carbacol (1 µl, 10 nm; a 1 µl min−1), con el
fin de generar ritmo theta hipocámpico sostenido. La estimula-
ción química se llevó a cabo en el RPO ipsilateral al hipocampo
registrado.
La banda theta se definió entre los 3 a 8 Hz. Para calcular la
potencia theta, se calculó la potencia relativa de esta banda res-
pecto a la banda 0.5 a 12 Hz. El periodo control se tomó del
primer minuto de cada registro. Se consideró que el carbacol ha-
bía llegado a su efecto máximo cuando se observó un aumento
de la frecuencia dominante por encima de 3 Hz durante, por lo
menos, un minuto seguido. Se definió el estado theta estacio-
nario, como aquel en que tanto el LFP de hipocampo como el
de NI excedieron el umbral de la potencia theta y alcanzaron
la misma frecuencia dominante por, al menos, un minuto. Cinco
momentos de estado theta estacionario fueron analizados por ca-
da registro. Se analizó un periodo de transición de un minuto, a
mitad de tiempo entre el momento de la inyección y el momento
efecto del carbacol.
Las señales se analizaron en el dominio tiempo-frecuencia me-
diante el análisis wavelet. A partir de las transformadas wavelet
de las señales, se calculó la relación temporal entre las distintas
bandas y los máximos locales que superaran el último cuartil
de potencia. Se realizaron espectrogramas cruzados y coherogra-
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mas wavelet para realizar una primera aproximación al estudio
de los datos. Se calculó el valor de acoplamiento de fase y se rea-
lizaron 300 series de datos mediante el método S3 de Hurtado
(2004), para estudiar la independencia de las series temporales.
Finalmente, se determinó la causalidad de Granger (causalidad-
G) entre el núcleo incertus e hipocampo de series temporales.
Las comparaciones estadísticas se realizaron mediante prue-
bas paramétricas y no paramétricas conforme fue necesario,
tras comprobar la normalidad de los datos, mediate el test de
Kolmogorov-Smirnov (α < 0.05), y su homocedasticidad, me-
diante la prueba de Levene (α < 0.05). Las comparaciones em-
parejadas se empleó la prueba de los rangos con signo de Wil-
coxon como método no paramétrico. La significación estadística
para comparaciones múltiples se estimó mediante un ANOVA
de rangos de medidas repetidas de Friedman y, posteriormen-
te, se realizó un test de Wilcoxon, con corrección de Bonferroni,
para la comparación post hoc. Para determinar la preferencia de
fase, se estudió la uniformidad de la distribución de los ángulos
mediante el test de Rayleigh. El umbral de significación se esta-
bleció en el 95 % o del 99 % para mayor significación Los cálculos
se llevaron a cabo con el paquete estadístico R de "The R project"
(http://www.r-project.org/). Todos los resultados se dan como
media ± error estándar de la media.
3.5.2 Experimento 2: Estudio de la actividad neuronal del núcleo in-
certus en presencia de actividad theta hipocámpica
Se llevó a cabo el registro LFP en la CA1 de hipocampo dorsal
mediante macroelectrodos monopolares, verificando su correcta
posición empleando tail pinch, antes de su fijación. El electrodo
de LFP fue llevado a un preamplificador P55 (GRASS Techno-
logies), a un amplificador de cuatro canales (Cibertec) y, final-
mente, al sistema de adquisición CED (Cambridge Electronics
Design). La señal fue amplificada 1000 veces, filtrada entre 0.3 y
300 Hz y adquirida a 1000 Hz.
Por otro lado, se realizó el registro extracelular de las neuro-
nas de NI empleando electrodos capilares de borosilicato relle-
nos de salino 3m. El electrodo de registro unitario no se fijó, lo
que permitió desplazarlo durante el registro para mejorar la se-
ñal y registrar más de una neurona por ejemplar. El electrodo de
registro extracelular se llevó a un amplificador DAM80 (World
Precision Instruments), al amplificador de cuatro canales (Ciber-
tec) y al sistema de adquisición. Las neuronas fueron registradas
a 16 000 Hz y filtradas entre 250 y 5000 Hz. Las señales fueron ad-
quiridas con el software Spike2 (Cambridge Electronics Desing).
Las neuronas fueron aisladas y binarizadas con la ayuda del mó-
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dulo de separación de espigas de Spike2. Los registros de campo
y los datos relativos a las neuronas aisladas y binarizadas, fueron
importados a MATLAB para su procesado.
El protocolo experimental consistió en el registro de un perio-
do de un minuto de actividad espontánea (control), seguido de
una estimulación sensorial en la cola del animal de 30 segundos,
con el fin de producir ritmo theta hipocámpico. Tras otro perio-
do control, se realizaron estimulaciones electricas de 5 segundos
de intensidad variable (pulsos de 0.2 ms, 100∼500 µA, 100 Hz),
mediante un electrodo bipolar emplazado en RPO.
La actividad neuronal predominante en los distintos periodos
fue calculada a partir del histograma de intervalos interespiga.
Se calculó la tasa media de disparo, la frecuencia instantánea, el
CV y el ACH. El patrón de regularidad en la actividad de las
neuronas se decidió en función del cálculo del RI. Las neuronas
con CV < 0.5 y RI > 0.95 fueron clasificadas como rítmicas. Adi-
cionalmente, se estudió la posibilidad de presencia de neuronas
en ráfagas mediante el test de dispersión de Hartigans, con un
nivel de significación del 95 %.
Las neuronas fueron clasificadas por el análisis de componen-
tes principales sobre los parámetros de actividad definidos an-
teriormente. Se realizaron dos clasificaciones atendiendo a di-
versos factores. Por un lado, se llevó a cabo el agrupamiento,
o clustering, mediante factores extraidos del potencial de acción
promedio de las neuronas (Lewicki, 1998). Las neuronas se ali-
nearon en sus máximos, minimizando así la variabilidad de las
formas de los potenciales de acción. Los valores de los dos prime-
ros componentes principales fueron suficientes para la clasifica-
ción del total de espigas. La clasificación final se realizó por un
procedimiento de agrupamiento "k-means", basado en determi-
nar la pertenencia a un determinado grupo por su proximidad
a la media de dicho grupo (Duda et al., 2000). Para mejorar el
agrupamiento, se eliminaron los valores atípicos cuya distancia
de Mahalanobis, desde el centroide de su cluster, era mayor que
el umbral fijado.
El segundo tipo de agrupamiento PCA se realizó en función
del patrón de disparo de las neuronas. Este método se funda-
menta en generar un conjunto ordenado de vectores de base
ortogonal que evidencien la dirección de los datos con mayor
variabilidad. Se generó una matriz donde las filas se correspon-
dían a cada una de las neuronas registradas y las columnas re-
presentaban el número de espigas en periodos de 500 ms, en
regiones periestímulo. De esta forma se obtenía una matriz con
la actividad de cada neurona antes, durante y después de la es-
timulación. Al igual que en el caso anterior, los valores de los
dos primeros componentes principales fueron suficientes para
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clasificar todos los patrones de disparo. En este caso, también
se agruparon las neuronas mediante un algoritmo k-means, eli-
minando los valores atípicos que mostraron mayores distancias
euclídeas a su centroide que las determinadas por el umbral.
Se estudió la actividad neuronal en relación al ritmo theta
hipocámpico (definida como 3–8 Hz). Las espigas neuronales
fueron binarizadas y convolucionadas mediante una ventana
Blackman-Harris de anchura variable (entre 1000 y 5000 puntos).
La frecuencia de muestreo de las señales del hipocampo y del
NI se disminuyó a 200 Hz y las series temporales se normaliza-
ron a media 0 y desviación estándar 1. Las señales se analizaron
en el dominio tiempo-frecuencia mediante la wavelet continua
de Morlet. Se realizaron espectrogramas de cada señal, así como
los espectrogramas cruzados de ambas. Se calculó el TPI y el
STT para estudiar la relación de actividad en theta entre ambos
núcleos. Se calcularon los valores de las diferencias de fase para
calcular el PLV, analizándolos mediante el test de uniformidad
de Rayleigh. Finalmente, se calcularon los valores de informa-
ción mutua entre ambas series temporales, a fin de evidenciar
posibles relaciones no lineales.
Las comparaciones estadísticas se realizaron mediante mé-
todos paramétricos o no paramétricos según su adecuación,
tras comprobar las asunciones de normalidad (Kolmogorov-
Smirnov; p < 0.05 para rechazar) y homocedasticidad (Levene;
p < 0.05 para rechazar). Para las comparaciones apareadas, se
empleó la prueba de rangos con signo de Wilcoxon para mues-
tras emparejadas. Adicionalmente, la prueba de Kruskal-Wallis
se utilizó para las comparaciones no paramétricas entre mues-
tras no emparejadas. La estadística circular para evaluar la pre-
ferencia de fases se realizó con la prueba de Rayleigh para la
uniformidad de distribuciones de fases (Fisher, 1993). El umbral
de significación entre comparaciones fue del 95 % (p < 0.05) o
del 99 % (p < 0.01, como doblemente significativo). Todos los re-
sultados se expresan como media ± error estándar de la media.
Los cálculos estadísticos se llevaron a cabo usando el paquete
estadístico R de R project (http://www.r-project.org/).
3.5.3 Experimento 3: Estudio de la causalidad entre las neuronas del
núcleo incertus y la actividad oscilatoria de hipocampo
Si bien es verdad que los estudios de causalidad entre las se-
ñales LFP de hipocampo y NI mostraron cierta direccionalidad,
se realizó un segundo estudio de causalidad basado en la activi-
dad unitaria de NI, a fin de determinar las relaciones específicas
de cada tipo neuronal con la señal de hipocampo. Para ello se
emplearon los mismos registros del experimento sobre la activi-
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dad neuronal de NI respecto de la oscilación theta de hipocam-
po. Para más información sobre el protocolo experimental y la
adquisición de datos, consultar el apartado ’Experimento 2: Es-
tudio de la actividad neuronal del núcleo incertus en presencia
de actividad theta hipocámpica’.
El análisis de las señales se llevó a cabo en el dominio tiempo-
frecuencia mediante la aplicación de la transformada wavelet.
Los vectores de eventos de espigas, procedentes de las señales
unitarias de NI, se convolucionaron según lo explicado en apar-
tados anteriores. Los registros fueron segmentados en tramos de
2 s solapados un 50 %. Para cada tramo se obtuvo un modelo
bivariante (hipocampo y NI) mediante la metodología descrita
en el «análisis de la causalidad». El análisis de la causalidad en
tiempo-frecuencia se realizó mediante el uso de las librerías de
funciones GCCA (Seth, 2010) y HERMES (Niso et al., 2013). En
primer lugar, se eliminaron tendencias lineales y el valor medio
de la señal y se dividió por su desviación estándar. A continua-
ción, se comprobó la condición de estacionaridad mediante la
prueba de Dickey-Fuller aumentada (ADF) y la prueba de Kwit-
kowski, Philips, Schmidt y Shin (KPSS). Para generar el modelo,
se estimó su orden mediante el criterio de información de Akai-
ke y, en el cálculo de coeficientes, se utilizó el método de los
mínimos cuadrados. Se analizó la viabilidad del modelo obte-
nido por medio del test de Durbin-Watson, a fin de comprobar
que los residuos del modelo no estuviesen correlacionados. Se
empleó un test F de Fisher, con corrección de Bonferroni, para
determinar las interacciones causales significativas en el domi-
nio temporal.
Para estudiar las interacciones causales en el dominio de la
frecuencia, podemos emplear la función de transferencia directa
(DTF) (Kamin´ski y Blinowska, 1991), la cual está relacionada con
la causalidad de Granger, con la diferencia de que nos permite
analizar el modelo autoregresivo en el dominio de las frecuen-
cias. Esta transformación es indispensable para la correcta esti-
mación de la propagación de fenómenos puntuales (cómo los
disparos neuronales) o para los estudios causales entre disparos
neuronales y señales LFP (Kocsis, 2006). La determinación de pi-
cos de causalidad significativa en el dominio de las frecuencias
se llevó a cabo mediante la aleatorización de los datos, según
el método de los datos sustitutos (surrogate data) (Theiler et al.,
1992). Para cada tramo analizado, se generaron 100 conjuntos de
datos aleatorizando las fases en el dominio de la frecuencia y,
posteriormente, reconstruyendo la señal en el dominio del tiem-
po. La aleatorización de las fases nos permite destruir la estruc-
tura original de la señal. De esta forma, podemos comparar las
señales generadas aleatoriamente con la señal original y determi-
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nar la validez del proceso causal. El conjunto original de señales
se consideró significativamente diferente cuando el p-valor de la
comparación resultó inferior a 0.01.
3.5.4 Experimento 4: Estudio del reinicio de la fase de la oscilación
theta hipocámpica tras la estimulación eléctrica del núcleo in-
certus
El acoplamiento entre la actividad de NI y el hipocampo des-
crito previamente (Núñez et al., 2006; Cervera-Ferri et al., 2011) y
presentado en este trabajo, nos llevó a plantearnos la posibilidad
de que el NI participara del reinicio de la fase de la oscilación
theta de hipocampo. Se sabe que la inhibición del septum me-
dial produce una drástica eliminación del ritmo theta (Winson y
Abzug, 1978; Bland et al., 1996; Koenig et al., 2011). Por tanto, se
planteó que, en caso de existir un reinicio de la fase tras la esti-
mulación de NI, se realizara la inhibición del SM para estudiar
la posible ruta a través de la cual se lleva a cabo dicho reinicio.
Se llevaron a cabo registros LFP en la zona CA1 de hipocam-
po dorsal de animales anestesiados, mediante la implantación
de un macroelectrodo monopolar, verificando su posición con
estimulación sensorial del animal. El electrodo fue llevado a un
preamplificador P55 (GRASS Technologies), a un amplificador
de cuatro canales (Cibertec) y, finalmente, al sistema de adquisi-
ción CED (Cambridge Electronics Design). La señal fue amplifi-
cada 1000 veces, filtrada entre 0.3 y 300 Hz y adquirida a 1000 Hz.
Los datos fueron adquiridos mediante el software Spike2 (Cam-
bridge Electronics Design).
El protocolo experimental consistió en el registro de un perio-
do de un minuto de actividad espontánea (control), seguido de
un periodo de un minuto de estimulación eléctrica en NI (200
pulsos de 0.2 ms, 100∼500 µA, 0.1 Hz), mediante un electrodo bi-
polar trenzado. Finalmente, para estudiar si el reinicio de la fase
se producía a través de las proyecciones de NI hacia MS/DB, se
realizó la inhibición del MS/DB suministrando de 0.7 a 1 µl de
procaína (20 %) a lo largo de su dimensión dorsoventral. Tras
la inhibición, se volvió a realizar el mismo patrón de registro y
estimulación descrito anteriormente.
El análisis del reinicio de la fase se llevó a cabo alineando
los eventos de los pulsos eléctricos con 1.25 s de los segmentos
correspondientes de hipocampo (0.5 s antes del estímulo, 0.75 s
tras el estímulo), como puede observarse en la figura figura
13 A. Los segmentos se filtraron entre 3 y 12 Hz con un filtro
FIR Parks-McClellan con bandas de transición entre 4−4.5 Hz y
10−10.5 Hz, para minimizar errores. Se calculó el segmento pro-
medio a partir de todos los segmentos alineados y se realizó el







Figura 13: Estudio del reinicio de la fase de una oscilación. A. Ejemplo del
cálculo de la onda promedio (rojo) a partir de los tramos de LFP
(grises) alineados al pulso eléctrico (línea discontinua). B. Altera-
ción de la transición natural de las fases de una oscilación en pre-
sencia de un estímulo.
espectrograma wavelet del mismo. Se determinó la frecuencia
theta dominante a partir del espectrograma wavelet. Los seg-
mentos peri-estímulo fueron filtrados de nuevo a la frecuencia
dominante ±2 Hz. Se volvió a calcular la oscilación promedio
a partir de los segmentos filtrados para determinar la potencia
theta pre- y post-estímulo. Para determinar el incremento de ac-
tividad theta tras el pulso eléctrico, se calculó la ratio entre las
potencias post y pre-estimulación.
El reinicio de la fase se da cuando se produce una alteración
de la componente temporal en un oscilador dinámico (figura
13 B). En los circuitos neuronales, el reinicio de la fase de una
oscilación se da ante la presencia de un input que cambie el pa-
trón de disparo de las neuronas y, como consecuencia, de su
oscilación generada. Para estudiar este reinicio se calculó la fase
instantánea, de los segmentos LFP periestímulo del hipocampo,
mediante la transformada de Hilbert. Brevemente, la transforma-
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da de Hilbert es un operador lineal de convolución que permite
obtener la función analítica fa(t) de una función real f (t) como:
fa(t) = f (t) + i f̂ (t)
donde f̂ (t) es la transformada Hilbert de la función f (t). Así,
los valores de fase pueden obtenerse a partir de la parte ima-
ginaria de la representación analítica de la serie temporal real
f (t).
La extracción de las fases permitió observar si la banda theta
presentó reinicio en respuesta a la activación eléctrica del NI.
Para ello, se calcularon los valores del estadístico del test de
Rayleigh para determinar la uniformidad de las fases en cada
tiempo de la ventana periestímulo. Posteriormente, el p-valor de
dicho test se representó en función del tiempo, permitiéndonos
detectar el tiempo de reinicio cómo el tiempo en el que el p-valor
disminuye del umbral 0.05 y se mantiene significativo, al menos,
durante un ciclo theta completo.
Para las comparaciones de la potencia theta pre- y post-
estímulo se empleó una prueba de los rangos con signo de Wil-
coxon para muestras emparejadas. Todos los resultados se expre-
saron como media ± error estándar de la media.

4
R E S U LTA D O S
La integración de áreas distribuidas en el sistema nervioso re-
sulta difícil de evaluar. Un enfoque que puede caracterizar esta
integración nerviosa es en términos de «conectividad funcional»,
es decir, la existencia de correlaciones entre las medidas de ac-
tividad neuronal. La conectividad funcional se define como la
dependencia estadística entre eventos neurales generados en po-
blaciones neuronales diferentes. Señales bioeléctricas diferentes
pueden conllevar correlaciones entre si que indiquen la presen-
cia de actividad sincrónica, fruto de la existencia de un procesa-
miento común que integre información entre ellas. Sin embargo,
la integración neural dentro de un sistema distribuido es mejor
entendida en términos de «conectividad efectiva», o influencia que
un sistema neural ejerce sobre otro. La distinción entre conec-
tividad funcional y efectiva es importante porque determina la
naturaleza de las inferencias hechas sobre la integración funcio-
nal y los tipos de preguntas que se pueden abordar.
La descripción de los resultados se adapta al planteamiento
descrito en las hipótesis y objetivos del trabajo. En una prime-
ra aproximación nos centramos en el estudio de la conectividad
efectiva que se da entre el núcleo incertus y el hipocampo, a te-
nor de los datos previos que describen la influencia del núcleo
incertus en la red responsable de la ritmicidad theta hipocámpi-
ca. En un segundo enfoque, abordamos el estudio de la actividad
unitaria de las neuronas del núcleo incertus en relación con la
oscilación theta del hipocampo. Además, a partir de estos resul-
tados hacemos un intento de inferir relaciones causales entre la
actividad individual de las neuronas y la ritmicidad poblacio-
nal del hipocampo que ahonde en la conectividad efectiva entre
poblaciones particulares del núcleo incertus y el sistema septohi-
pocámpico. Por último, estudiamos el efecto que la activación




4.1 experimento 1 : estudio de la conectividad efec-
tiva entre el núcleo incertus y el hipocampo
De acuerdo con estudios previos de nuestro propio grupo, el
sistema de proyecciones ascendentes del NI lo capacitan para
ocupar un papel relevante en la activación de la oscilación theta
del hipocampo (Olucha-Bordonau et al., 2003). Su estimulación
eléctrica confirmó esta idea (Núñez et al., 2006), pero además, en
un estudio reciente se determinó que el hipocampo y el NI pre-
sentan una actividad local sincrónica y acoplada a las frecuen-
cias theta (Cervera-Ferri et al., 2011). En el presente trabajo se
intenta ahondar en los detalles de este acoplamiento, dilucidan-
do, en último término, la direccionalidad del mismo. Para ello,
y como una primera aproximación, se realizaron registros del
potencial de campo eléctrico en NI e hipocampo, en un mode-
lo experimental de animal anestesiado con uretano, bajo la pre-
sencia sostenida de actividad theta hipocámpica mediada por la
estimulación química con el agonista colinérgico carbacol.
4.1.1 La activación colinérgica del núcleo incertus evoca una activi-
dad theta mantenida en el hipocampo
Dado que RPO ha sido considerado el principal generador
troncoencefálico de ritmicidad theta en el hipocampo y que ade-
más resulta ser colinoceptivo, en estos experimentos se utilizó
su estimulación mediante la infusión intracerebral de carbacol,
clásico agonista colinérgico. Únicamente los ejemplares en los
que el análisis histológico reveló el correcto posicionamiento de
los electrodos de registro y del capilar de infusión se incluyeron
en el estudio (n = 10). La amplitud de la oscilación theta regis-
trada en NI no mostró correlación lineal con la amplitud de la
onda theta registrada en hipocampo (r2 = 0.18 ± 0.03), siento
éste un indicador de que la conducción volumétrica contribuye
de forma marginal al theta observado en estas dos áreas.
En condiciones basales, tanto el hipocampo como NI mostra-
ron una dominancia de ondas delta de gran amplitud con poca
presencia de actividad theta. Tras este periodo basal, se realizó
una micro-infusión de carbacol en RPO (1 µl min−1) a los 120 s.
Al igual que en trabajos anteriores (Cervera-Ferri et al., 2011),
este tipo de estimulación produjo un incremento sostenido de la
actividad theta, reduciendo la presencia de ondas delta en am-
bos núcleos (figura 14). La inyección de suero salino en RPO en
los registros control no llevó a cambios significativos en la acti-
vidad de campo de NI o hipocampo (figura 14C).
Los espectrogramas wavelet en el dominio tiempo-frecuencia
y los espectrogramas cruzados de las señales originales pueden
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Figura 14: Análisis tiempo-frecuencia de los potenciales de campo local de hi-
pocampo y núcleo incertus tras el efecto de la infusión de carbacol.
A. Caso representativo de los registros LFP en condiciones basales,
durante el periodo de transición y en el periodo de theta estaciona-
rio. B. Espectrogramas wavelet (descomposicón tiempo-frecuencia)
con energías normalizadas, donde los colores cálidos del código de
color indican mayor potencia de los coeficientes wavelet a un tiem-
po y frecuencia dados. Flecha negra: inicio de la micro-infusión
de carbacol. Ambos paneles muestran espectrogramas completos
representativos con un patrón oscilatorio similar tanto en NI co-
mo en hipocampo. Durante el efecto del carbacol, la distribución
de los componentes espectrales cambió drásticamente en ambos
LFP, concentrando su energía en la banda theta. C. El espectrogra-
ma cruzado de los segmentos seleccionados como periodos basal,
transición y theta estacionario. Los colores cálidos indican la co-
existencia de patrones oscilatorios similares en el mismo tiempo
y frecuencia. Las zonas de concurrencia se observan con el efec-
to del carbacol (arriba), indicando correlación entre ambas señales.
Las inyecciones de salino (abajo) mostraron un comportamiento
similar al basal en todos los casos.
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observarse en la figura 14 como caso representativo. En el pe-
riodo basal, ambos núcleos mostraron una actividad oscilatoria
irregular de gran amplitud y frecuencias lentas, entre 0.5 y 3 Hz.
Durante estos tramos basales, si bien fue posible detectar tramos
de ondas theta espontáneas, la potencia relativa de las frecuen-
cias theta fue siempre inferior al umbral de significación. La de-
tección de regiones en el espectrograma con potencia máxima
en banda theta de los periodos basales reveló, en ambos núcleos,
la presencia de fragmentos de theta espontáneo (1.60 ± 0.60 %
en hipocampo y 2.17± 1.70 % en NI) aislados de las oscilaciones
delta, con una frecuencia promedio entre 3 y 4 Hz.
Tras la infusión de carbacol en RPO pudo observarse en el hi-
pocampo un efecto de transición, donde la actividad irregular
de oscilaciones lentas (por debajo de 3 Hz) cambió a actividad
predominante theta, con una banda muy marcada alrededor de
4 Hz. Durante este periodo transitorio, la ritmicidad theta en am-
bas áreas surgió de forma intermitente (figura 15A). La propor-
ción media de segmentos con potencia máxima en banda theta
durante este periodo fue del 20.27± 8.50 % para el hipocampo y
de 44.12± 19.04 % para NI.
El efecto máximo de la estimulación de RPO se observó varios
minutos tras la infusión de carbacol. La proporción de ondas the-
ta incrementó progresivamente hasta alcanzar valores máximos
en ambas áreas En conjunto, la banda theta mostró un compor-
tamiento asintótico estable, referido en el presente trabajo como
periodo theta estacionario. En este periodo, los segmentos theta
se hicieron más frecuentes en el registro, obteniendo valores más
elevados, con una presencia del 69.65± 19.54 % para el hipocam-
po y del 80.45± 10.55 % en para NI. El espectrograma cruzado
wavelet, mostrado en la figura 14C, permite visualizar la simi-
litud en la distribución de frecuencias en ambos canales tras la
activación colinérgica. Este efecto no se observó con la inyección
control de suero salino.
Con un umbral de detección basado en el último cuartil (por
encima del 75 %), se detectaron tanto las interrupciones en la
ritmicidad theta como los descensos de potencia, normalmente
a favor de las frecuencias lentas. Se encontraron disrupciones
irregulares de la actividad theta en ambos registros LFP duran-
te el periodo theta estacionario. En todos los experimentos, el
efecto del carbacol llevó a NI a mostrar un espectrograma con
una oscilación theta constante de alta potencia, mientras que la
oscilación de hipocampo fue mas discontinua, presentando pe-
queños segmentos de theta de menor potencia, combinados con
segmentos de ondas lentas.
Se observó que NI parece mostrar un patrón de ritmicidad
theta estacionaria con una latencia inferior respecto a hipocam-
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Figura 15: Medida temporal de la actividad theta. Los puntos negros marcan
la potencia local máxima en banda theta en los espectrogramas
(3 a 8 Hz delimitados con líneas punteadas). En este caso repre-
sentativo el periodo basal (A) muestra segmentos cortos de theta
espontáneo en una proporción mínima en ambos núcleos, hipo-
campo (proporción= 4.31 %; frecuencia media = 3.86± 0.68 Hz)
y NI (proporción = 1.84 %; frecuencia media = 3.48± 0.47 Hz).
Durante el periodo de transición (B), ambos canales incrementa-
ron gradualmente el theta máximo. Sin embargo, la proporción
en hipocampo (proporción = 24.23 %; frecuencia media = 4.35±
0.38 Hz) mostró una estabilización mas lenta, en fecuencias the-
ta, que lo registrado en NI (proporción = 46 %; frecuencia media
= 4.45± 0.35 Hz). Como evidencia el periodo theta estacionario
(C), mientras el NI refuerza un estado constante en theta (propor-
ción = 92.3 %; frecuencia media = 5.54± 0.16 Hz), el hipocampo
exhibió predominancia de segmentos theta, coexisiendo con pe-
queñas etapas de ondas lentas (proporción = 34 %; frecuencia me-
dia = 5.49± 0.29 Hz). Conforme pasó el tiempo (D), la presencia
de oscilaciones theta hipocámpicas se incrementaron (proporción
= 64.82 %; frecuencia media = 5.42± 0.17 Hz). En este segmento,
el NI mantuvo los mayores valores de actividad theta (proporción
= 93.26 %; frecuencia media = 5.43± 0.12 Hz).
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po. El efecto más marcado tras la micro-infusión de carbacol se
reflejó en un rápido incremento de la energía normalizada de
la banda theta en ambos LFPs. Sin embargo, la oscilación de
NI mostró una estabilización significativamente más temprana a
frecuencias superiores a 3 Hz (a los 4.9± 1.2 min) frente al hipo-
campo (a los 7.8± 2.0 min), con un retraso de 3.0± 0.9 min (Test
de Wilcoxon, Z = 2.20, p < 0.05).
4.1.2 Las actividades del núcleo incertus y el hipocampo incrementan
su sincronización tras la infusión de carbacol
Como muestra la figura 16, el análisis de la coherencia wavelet
confirmó la presencia de una actividad altamente acoplada bajo
el efecto del carbacol. Se analizó la coherencia en la oscilación
theta entre ambas estructuras, en seis periodos consecutivos de
diez segundos, al principio del registro y al inicio del periodo
theta estacionario. En la figura 16 (A y B) puede observarse la
coherencia wavelet en el dominio tiempo-frecuencia y la máxima
coherencia en la banda theta. El máximo de coherencia fue de
0.59± 0.04 en el periodo control, aumentando hasta 0.97± 0.01
durante el periodo theta estacionario. En los experimentos de in-
fusión de suero salino, la coherencia control fue de 0.52± 0.04 y
de 0.61± 0.05 tras la inyección. Estos datos confirman resultados
previos de nuestro grupo (Cervera-Ferri et al., 2011), afirmando
que los valores de coherencia aumentan entre hipocampo y NI
bajo condiciones de estimulación colinérgica (Test de Wilcoxon,
Z = 3.72, p < 0.01), mientras que no se produce tal cambio con
la inyección salina (Z = 17.28, p > 0.05).
4.1.3 El carbacol produce un acoplamiento de fases progresivo entre
el hipocampo y el núcleo incertus
Ante el efecto colinérgico, se pudo observar un cambio en las
fases de la oscilación theta, como proporciona la información
referente al sentido de los vectores de las fases extraídas del
coherograma wavelet (figura 17A). Un ejemplo del cambio de
fases puede observarse en la figura 17B. Se analizó la evolución
temporal de las diferencias de fases y los valores de PLV como
forma de detectar el patrón de acoplamiento temporal entre los
núcleos (figura 18A y B; tabla 3). Tanto los valores de diferencias
de fase como el PLV mostraron gran variabilidad durante el pe-
riodo basal, no siendo así durante el periodo theta estacionario,
el cual mostró una bajada en la variabilidad de estos datos.
En la situación basal, en todos los casos, la distribución de
ángulos de las diferencias de fases no fue aleatoria (Test de Ray-
leigh, p < 0.01), sugiriendo la existencia de una preferencia de
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Figura 16: Análisis de coherencia wavelet. A. Análisis de la coherencia
tiempo-frecuencia para un caso representativo. En las condiciones
control se encontró alta coherencia a frecuencias lentas. Tras la in-
fusión de carbacol (flecha negra), la coherencia wavelet incrementó
progresivamente a frecuencias mas altas dentro de las ondas delta
(sobre los 300 s). Tras el periodo de transición, la coherencia cambió
a una densa banda a frecuencias theta. B. Evolución temporal de
la coherencia máxima encontrada en la banda theta. La inyección
de carbacol indujo el incremento de la coherencia theta, alcanzan-
do valores cercanos a 1, siendo ausente tras la inyección de salino.
Barras de error: media ± error estándar de la media
fase a frecuencias theta (PLV = 0.48± 0.04), incluso bajo condi-
ciones espontáneas, con un ángulo medio de 0.71± 4.98 grados.
Tras la administración de la droga, las diferencias de fases en
la banda theta cambiaron a valores negativos. En el algoritmo
de cálculo implementado, los ángulos negativos son indicativos
de un avance temporal en la oscilación de NI respecto a la de
hipocampo. Durante el periodo de transición, el ángulo medio
cambió a −73.25 ± 17.85 grados (Test de Rayleigh, p < 0.01),
mostrando mayor variabilidad (PLV = 0.50± 0.05).
Durante el periodo de theta estacionario, las diferencias de
fase cambiaron a −130.73 ± 12.65 grados (Test de Rayleigh,
p < 0.01) y las oscilaciones mostraron un fuerte acoplamien-
to durante el primer minuto de esta fase (PLV = 0.94± 0.004),
manteniéndose en valores similares durante los cinco minutos
de periodo theta estacionario, con muy poca variabilidad inter-
sujeto. El cambio a la fase negativa indica la posibilidad de la
anticipación de NI en la oscilación theta registrada.
Los análisis de Friedman para cada parámetro, con compara-
ciones por parejas, confirmaron las diferencias entre el periodo
basal y theta estacionario. La comparación de los ángulos me-
dios fue de χ2(6) = 86.88, con p < 0.01; y el valor de acopla-
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Tabla 3: Parámetros de acoplamiento de fases entre las oscilaciones the-
ta de NI e hipocampo para los periodos basal, transición y
theta estacionario (Theta).
Periodo Ángulo de fase Acoplamiento de fase
Basal 0.71± 29.86 0.48± 0.22
Transición −73.25± 107.08 ∗ ∗ 0.50± 0.28
Theta 0 a 60 s −130.73± 75.89 ∗ ∗ 0.94± 0.02 ∗ ∗
Theta 60 a 120 s −146.60± 10.49 ∗ ∗ 0.94± 0.03 ∗ ∗
Theta 120 a 180 s −139.11± 11.86 ∗ ∗ 0.94± 0.04 ∗ ∗
Theta 180 a 240 s −130.80± 18.00 ∗ ∗ 0.94± 0.03 ∗ ∗
Theta 240 a 300 s −125.31± 20.44 ∗ ∗ 0.94± 0.04 ∗ ∗
(**) p < 0.01
miento de fase obtuvo un estadístico de χ2(6) = 122.52, con
p < 0.01.
4.1.4 La presencia de oscilaciones mantenidas en hipocampo permite
demostrar la conectividad efectiva entre el propio hipocampo y
el núcleo incertus
El establecimiento de actividades sincrónicas tal y como han
sido descritas habla de la existencia de una conectividad funcio-
nal entre las dos áreas nerviosas, demostrando así la interdepen-
dencia estadística entre las señales temporales que generan. Los
datos demuestran la sincronización en la banda de frecuencias
theta entre NI e hipocampo, con una estabilización más tempra-
na en NI. Estos resultados nos llevan a plantear cuál es el flujo de
información neto, en el sentido NI hacia hipocampo (NI→HPC)
o hipocampo hacia NI (HPC→NI). Así pues, nuestra intención
fue definir las interacciones causales («flujo de información») en-
tre las actividades poblacionales del núcleo incertus y el hipo-
campo. Para llevar a cabo este propósito, se aplicaron análisis
de las series temporales en los que se estudiaba la causalidad de
Granger para determinar la direccionalidad entre ambas áreas
en situaciones de alta coherencia. Una primera aproximación se
abordó con el cálculo de la causalidad en ventanas temporales
de 20 s, visualizando así las relaciones causales entre ambas se-
ñales en el dominio de la frecuencia (figura 19A). Cuando están
presentes, los picos de causalidad en uno de los dos sentidos
implican un flujo neto de información entre ambas señales.
Los promedios de los valores espectrales de causalidad refle-
jaron las diferentes tendencias causales en cada condición expe-
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rimental. En condiciones espontáneas (periodo basal) no se en-
contraron picos de causalidad en ninguna dirección (figura 19B
izquierda). El efecto colinomimético indujo interacciones causa-
les significativas, detectadas como flujos asimétricos en ambas
direcciones en la banda theta (figura 19B derecha). Durante el
periodo de transición pudo observarse una tendencia al cambio
en la relación causal de hipocampo y NI (figura 19B centro).
La progresión tiempo-frecuencia de la causalidad en ambas
direcciones, para un caso representativo, se muestra en la figura
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Figura 17: Caso representativo de la evolución de las fases en theta. A. Detalle
del análisis tiempo-frecuencia de la coherencia donde puede obser-
varse el cambio de fases. En condiciones control, segmentos cortos
con valores de coherencia elevados mostraron flechas hacia la de-
recha, indicando diferencias de fase positivas próximas a 0 grados.
Con el efecto colinérgico, las flechas de las fases mostraron valores
negativos, indicando la posibilidad de un liderazgo predominante
de NI en la oscilación theta común. B. Distribución de la evolu-
ción de los valores de fases, representados en diagramas de rosa.
El valor de acoplamiento de fase se presenta como una medida del
grado de acoplamiento entre ambos LFP. Aunque todos los diagra-
mas reflejan preferencia de fase (Test de Rayleigh, p < 0.01), los
PLV demostraron un cambio progresivo hacia valores negativos,





































Basal Transición Theta estacionario
Figura 18: Evolución temporal de las fases de la oscilación theta. A. Progre-
sión temporal de los valores de desplazamiento de fase. B. Progre-
sión temporal de los PLV. Nótese la remarcable baja variabilidad,
en ambos casos, durante el periodo theta estacionario.
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Figura 19: Interacciones causales entre las oscilaciones de hipocampo (líneas
negras) y NI (líneas rojas). A. Diferentes relaciones causales de
Granger encontradas entre los registros de campo de hipocam-
po y NI en la banda theta. B. Causalidad-G espectral promedio
de los tres posibles escenarios. Notar la predominancia de la di-
reccionalidad NI→HPC durante el periodo theta estacionario. C.
Representación temporal de las dinámicas de la causalidad-G cal-
culadas para segmentos de 20 s para ambas direccionalidades. El
gráfico de contornos tiempo-frecuencia representa las diferencias
entre las dos direccionalidades (rojo para NI→HPC y azul para
HPC→NI).
en ambas direcciones y restringidos a la banda theta, se encuen-
tran representadas como una gradación de color en el gráfico de
contornos. La mayoría de las regiones de causalidad significativa
se concentran en una banda ajustada a la frecuencia dominante
de 4 Hz. Durante los periodos theta, predominó claramente la di-
reccionalidad de NI hacia el hipocampo (NI→HPC; tonos rojos),
interrumpida por cortos segmentos de direccionalidad inversa
(HPC→NI; tonos azules).
En la figura 20 se representa la distribución de la causalidad
en los distintos periodos para las frecuencias con máxima cohe-
rencia para cada condición experimental. Los estadísticos Chi-
cuadrado indicaron diferencias en la direccionalidad de la os-
cilación theta debidas a la activación colinérgica del hipocam-
po. Durante el periodo basal, algunos casos mostraron causa-
lidad NI→HPC (48.0 %) o causalidad HPC→NI (8.0 %), mien-



















Figura 20: Relación causal entre hipocampo y NI. Porcentaje de las interaccio-
nes causales entre ambas señales en segmentos de 20 s, clasificados
según los distintos periodos (basal, transición, theta estacionario).
La causalidad está calculada para la frecuencia con coherencia má-
xima. Rojo para NI→HPC y negro para HPC→NI.
bución es similar a la de los periodos control tras la infusión
de salino (χ2(2) = 0.297, p > 0.05). Un cambio significativo
y gradual en la direccionalidad de ambas series temporales se
observó durante el periodo theta estacionario: 0.0 % periodos
no direccionales, 41.9 % con direccionalidad HPC→NI y 58.1 %
con direccionalidad NI→HPC. Esta distribución de causalidad
difirió significativamente de la registrada en el periodo basal
(χ2(2) = 124.632, p < 0.01), con un incremento sustancial en
la direccionalidad HPC→NI y la completa desaparición de los
segmentos sin direccionalidad neta. Aunque el incremento de
direccionalidad NI→HPC fue sutil, se registró un liderazgo pre-
dominante de NI sobre hipocampo tanto en condiciones espon-
táneas como bajo el efecto colinérgico sostenido. Tras el máximo
efecto del carbacol se observa un marcado incremento de la di-
reccionalidad HPC→NI, aun con predominancia de momentos
con direccionalidad NI→HPC.
En resumen, el núcleo incertus presenta una estabilización os-
cilatoria a frecuencia theta más temprana que el hipocampo en
condiciones de activación colinérgica. Además, esta actividad
theta sincrónica parece transmitirse, mayoritariamente, desde NI
hacia el hipocampo, tal y como demuestra el análisis de causali-
dad de Granger. Estos resultados ponen de manifiesto el papel
del núcleo incertus en la red encargada de la generación y man-
tenimiento de la actividad theta hipocámpica tras una activación
del sistema colinérgico.
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4.2 experimento 2 : estudio de la actividad neuro-
nal del núcleo incertus en presencia de ritmi-
cidad theta hipocámpica
En el experimento 1 se evidencia la presencia de una conec-
tividad efectiva en los momentos de coherencias elevadas entre
el núcleo incertus y el hipocampo, que coinciden con periodos
de activación theta en ambas estructuras. Los datos sugieren flu-
jos de información en ambos sentidos, lo que lleva a pensar que
existe un feedback entre las dos áreas. Aun así, las medidas de cau-
salidad derivadas de las señales LFP no son del todo concluyen-
tes, ya que aun habiendo un predominio de la direccionalidad
NI→HPC, la contraria tiene una presencia muy considerable, sin
acabar de discernir las condiciones en las que ambos flujos tie-
nen lugar. Consideramos aquí el estudio de la sincronización del
hipocampo con la actividad de las diferentes poblaciones neuro-
nales del núcleo incertus mediante el registro unitario de sus
neuronas.
En trabajos previos se caracterizó la actividad de las neuronas
del NI. En estos primeros resultados se evidenció la coexisten-
cia de dos poblaciones neuronales que podían diferenciarse por
su patrón de disparo: neuronas no rítmicas a frecuencias theta,
nombradas como neuronas tipo I; y neuronas rítmicas a frecuen-
cias rápidas o neuronas tipo II (Núñez et al., 2006). Ambas po-
blaciones neuronales no explican la presencia de una actividad
oscilatoria a frecuencias theta en el núcleo incertus. Por tanto,
nuestra intención fue determinar si la oscilación theta registrada
en NI provenía de la actividad rítmica de sus neuronas, y con
ello caracterizar el sustrato neuronal responsable de las ondas
theta de NI, o si por el contrario, la actividad oscilatoria prove-
nía de un oscilador externo.
La primera hipótesis que planteamos fue, por tanto, que la
ritmicidad theta de NI provendría de un patrón rítmico de al
menos un grupo de sus neuronas y que, además, este perfil de
disparos debería mantenerse en el tiempo, compatible con la pre-
sencia de actividad oscilatoria poblacional en la banda de fre-
cuencias theta. Así, planteamos el uso de una estimulación sos-
tenida, con el fin de provocar una respuesta fisiológica similar a
los períodos de actividad theta encontrados en el hipocampo.
Mientras que en el trabajo de Nuñez et al. (2006) la caracte-
rización electrofisiológica de las neuronas de NI se llevó a ca-
bo realizando estimulaciones eléctricas en RPO, con 500 ms de
duración, en este experimento se realizaron estimulaciones eléc-
tricas largas, así como estimulación sensorial mantenida. No se
planteó la activación neuroquímica colinérgica del experimento
1 para poder observar repetidamente los cambios en la actividad
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neuronal ante la presencia de estímulos y la eliminación de los
mismos.
En resumen, se registró la actividad neuronal, bajo condicio-
nes de anestesia, con un protocolo de estimulación diseñado pa-
ra generar una oscilación theta mantenida en el tiempo. Para es-
te fin, se emplearon dos tipos de estimulaciones: estimulaciones
eléctricas largas de más de 5 s) y estimulación sensorial mediante
pinzamiento de la cola (30 s). Adicionalmente, se analizaron pe-
riodos de theta espontáneo de más de 5 s. Posteriormente se es-
tudió si la actividad neuronal emergente bajo estas condiciones
se encontraba acoplada al theta hipocámpico. Fueron registradas
un total de 97 neuronas a partir de 38 animales. Los registros en
los que no se observó un efecto significativo de la estimulación o
aquellos en los que el análisis histológico confirmó el mal empla-
zamiento de los electrodos fueron descartados (n = 10), dejando
un total de 87 neuronas válidas. El posicionamiento de los elec-
trodos, así como los lugares de registros, pueden observarse en
la figura 21. Todos los resultados presentados a continuación es-
tán expresados como media ± error estándar de la media.
4.2.1 En condiciones basales se identifican los dos tipos de neuronas
descritas en el núcleo incertus
En estos experimentos, bajo condiciones de anestesia con ure-
tano, el registro extracelular de hipocampo presentó dominancia
de ondas delta en hipocampo (<3 Hz), con breves apariciones de
periodos theta espontáneos, la duración de los cuales dependía
del nivel de anestesia del animal, controlado mediante la moni-
torización continua de la proporción de potencia delta (0 a 3 Hz)
respecto al total de frecuencias registradas (0 a 30 Hz), y man-
teniéndola siempre en valores superiores al 60 %. No obstante,
los registros variaron entre periodos de dominancia delta con
incursiones de oscilación theta espontánea (figura 22B).
Mediante este modelo experimental, la actividad theta hi-
pocámpica, en animal anestesiado sin manipulación, fue de
31.87± 1.30 %. En este estado basal se encontraron neuronas tipo
I con una tasa de disparo de 4.66± 1.13 espigas/s, presentando
una distribución no rítmica, y neuronas tipo II, con disparos apa-
rentemente mas regulares a una tasa de disparo de 12.71± 2.57
espigas/s.
4.2.2 Los diferentes paradigmas de estimulación permiten evidenciar
un nuevo grupo neuronal en el núcleo incertus
La pretensión del presente trabajo fue la de estudiar la activi-
dad de las neuronas del NI en condiciones de activación theta



























Figura 21: Localización de los electrodos de registro y estimulación. A. Re-
presentación esquemática de los lugares de registro y estimulación.
B. Verificación histológica de la posición del electrodo de registro
unitario. Nótese la lesión producida por la punta del electrodo en
la parte central de NIc, señalado con una flecha. C. Esquema de
los lugares de registro en NI a lo largo de distintos niveles rostro-
caudales. 4V, cuarto ventrículo; CA1, cornnus Ammonis; DT, nú-
cleo del tegmento dorsal; mlf, fascículo longitudinal medial; NId,
núcleo incertus pars dissipata; NIc, núcleo incertus pars compacta;
























Figura 22: Registros en crudo de neuronas tipo III y el LFP de hipocampo. A.
La estimulación eléctrica de larga duración en RPO hace visible la
actividad de las neuronas tipo III, las cuales adquieren disparo re-
gular en banda theta. El artefacto del estímulo eléctrico se muestra
como una región negra, acotada por flechas. B. Actividad unitaria
regular espontánea en banda theta de una neurona tipo III, acom-
pañada de aparición de actividad theta en el LFP de hipocampo.
C. El tail pinch (delimitado por flechas) induce actividad rítmica
en las neuronas tipo III. El cese del estímulo conlleva el descenso
gradual de la tasa de disparo de las neuronas así como la desapa-
rición de la actividad theta en hipocampo. Nótese el cambio de
escala temporal.
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hipocámpica reversible de larga duración. Para ello, se emplea-
ron trenes largos de estimulación eléctrica (5 s, 100 Hz, pulsos de
0.3 ms) y periodos de estimulación sensorial, tail pinch, de 30 s de
duración.
En estas condiciones, la actividad theta del hipocampo ante
los estímulos sensoriales pasó del 31.87± 1.30 % hasta el 48.68±
1.30 % tras el tail pinch (Z = −6.529, p < 0.01). El cese de la
estimulación supuso un descenso de la actividad theta hasta un
34.85 ± 2.05 %, ligeramente superior a la potencia basal (Z =
−2.253, p < 0.05). Esta primera valoración de los cambios de la
presencia de ritmicidad theta nos llevaron a intuir que podrían
existir transiciones, más o menos cortas, en los primeros tramos
tras la estimulación y con la finalización de la misma. Así, la
evolución temporal de la potencia theta se analizó en ventanas
de 10 s. Curiosamente, durante los primeros 10 s del tail pinch se
obtuvieron los valores más elevados de potencia theta (49.53±
2.15 %).
También es interesante observar como la vuelta a los va-
lores basales presenta cierta latencia. Los primeros 10 s del
periodo post-estimulación mostraron una actividad theta del
38.02 ± 2.36 %, significativamente inferior a la encontrada du-
rante la estimulación, pero ligeramente superior a los valores
basales (post vs. basal, Z = −2.926, p < 0.01; post vs. estimula-
ción, Z = −6.271, p < 0.01). Finalmente, a los 20 s tras el cese
de la estimulación, la actividad theta volvió a niveles basales
(Z = −1.342, p > 0.05). Así pues, la presencia de oscilaciones
theta se atenúa progresivamente, tras el cese del estímulo, hasta
valores comparables con los del periodo basal. De esta forma,
pusimos de manifiesto la validez del tail pinch como método de
evocación transitoria de actividad theta hipocámpica, condición
indispensable para la caracterización de las neuronas del NI.
La activación theta de larga duración permitió reconocer un
grupo neuronal con una tasa de disparo irregular a frecuencias
ligeramente superirores a theta (neuronas tipo I) y un segundo
grupo de neuronas con disparo rápido y actividad regular (neu-
ronas tipo II). Adicionalmente, la activación de larga duración
evidenció un tercer grupo neuronal no descrito hasta el momen-
to. Estas neuronas fueron nombradas como tipo III, y presen-
taban una tasa de disparo regular en el rango theta durante los
periodos de actividad theta evocada en hipocampo. La detección
de este tipo neuronal en los periodos activos de hipocampo nos
permitió determinar sus propiedades en condiciones basales, ob-
servando que en condiciones espontáneas la tasa de disparo era
muy baja (<2 Hz) o en algunas ocasiones silente.
Todas las neuronas estudiadas incrementaron su frecuencia de
disparo durante la estimulación sensorial. En un primer análisis,
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se representó la distribución de intervalos interespiga cuyos pa-
rámetros nos permitieron extraer medidas de las características
de disparo de las neuronas. Así, las distribuciones monomoda-
les eran representativas de la presencia de espigas individuales
con mayor o menor grado de ritmicidad. El ajuste de este tipo
de distribución a una curva correspondiente a la inversa de una
gaussiana nos proporcionó la frecuencia de disparo de las neu-
ronas. La presencia de bimodalidad en la distribución hubiese
sido indicativa de espigas agrupadas en ráfagas, con intervalos
inter e intraráfagas. La posibilidad de distribuciones bimodales
se verificó mediante el índice de Hartigans. En nuestro caso, no
se encontró actividad en ráfagas durante ninguno de los perio-
dos experimentales (índice de Hartigans > 0.5). De forma global,
la respuesta de las neuronas consistió en un patrón de descarga
fásico seguido por un patrón estacionario de mayor frecuencia.
Con el fin de conseguir un agrupamiento de las neuronas que
atendiera a sus parámetros de disparo en las condiciones experi-
mentales, se optó por realizar un análisis de clusters basado en la
extracción de componentes principales derivado de las variables
de tasa de disparo, coeficiente de variación (CV) e índice de rit-
micidad (RI). Para ello, se calcularon los parámetros de disparo
en diferentes tramos de actividad que incluyesen periodos basa-
les y de estimulación, en ventanas no solapadas de 500 ms. El
cálculo de los componentes principales determinó que el primer
componente PC1 era capaz de explicar un 80 % de la variabili-
dad entre patrones de disparo, mientras que el PC2 representó el
10 % de variabilidad. El cálculo de componentes principales adi-
cionales no supuso un incremento significativo en la precisión
del cálculo. No obstante, cuando el PCA se realizó únicamente
en los periodos de estimulación, el PC1 justificó el 90 % de la
variabilidad entre datos. De esta forma, se pudo determinar que
el PC1 se relacionó con la frecuencia de disparo evocada duran-
te la estimulación, mientras que el PC2 explicaba la variabilidad
de disparo en el periodo basal. Finalmente, el análisis PCA evi-
denció tres grupos neuronales según el algoritmo k-means. Los
grupos derivados del agrupamiento mostraron diferencias signi-
ficativas en su tasa de disparo, coeficiente de variación (CV) e
índice de ritmicidad (RI).
Se observó que dos de los grupos obtenidos presentaban pro-
piedades similares a los encontrados en trabajos anteriores. No
obstante, estas tipologías neuronales presentaron diferencias sus-
tanciales respecto a lo anteriormente descrito. Mientras que la ta-
sa de disparo de todas las neuronas incrementó con la estimula-
ción, ciertos grupos se volvieron más regulares llegando, incluso,
a presentar disparos rítmicos. Notablemente, un tercer grupo de
neuronas presentó actividad unitaria en rango theta durante la
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Tabla 4: Patrón de disparo de los distintos tipos neuronales de NI
Basal Espontáneo
Tipo n( %) Frecuencia CV Frecuencia CV
I 28 (33) 4.85± 0.70 0.86± 0.12 13.80± 0.68 ∗ ∗ 0.58± 0.13 ∗ ∗
II 8 (10) 15.64± 2.90 0.51± 0.09 18.97± 2.62 0.51± 0.08
III 48 (57) 1.96± 0.23 0.88± 0.04 5.05± 0.95 ∗ ∗ 0.63± 0.23 ∗ ∗
RPO Tail pinch
Tipo n( %) Frecuencia CV Frecuencia CV
I 28 (33) 10.70± 0.59 ∗ ∗ 0.60± 0.08 ∗ ∗ 14.10± 0.56 ∗ ∗ 0.56± 0.05 ∗ ∗
II 8 (10) 17.87± 0.85 0.49± 0.07 20.48± 1.10∗ 0.55± 0.08
III 48 (57) 4.98± 0.26 ∗ ∗ 0.62± 0.11 ∗ ∗ 5.36± 0.33 ∗ ∗ 0.70± 0.04 ∗ ∗
(*) p < 0.05 , (**) p < 0.01
estimulación. Un resumen de la estadística de cada grupo puede
observarse en la figura 23 y 24. A continuación se exponen las ca-
racterísticas electrofisiológicas de los distintos tipos neuronales
del NI. Sus propiedades de disparo en condiciones basales, así
como ante diferentes estados de activación theta, se encuentran
resumidas en la tabla 4.
Resulta conveniente aclarar que, en este estudio, la mayor par-
te de las neuronas registradas fueron las pertenecientes al tipo
III, ya que son la mayor contribución al trabajo presentado, si
bien es verdad que los resultados incluyen a los tres tipos neuro-
nales. Por ello, cabe recalcar que la proporción de neuronas de
NI presentes en este trabajo no es representativa de la densidad
poblacional de las mismas. La mayor parte de las neuronas estu-
diadas (57 %) pertenecieron al tipo III, mientras que un 33 % al
tipo I y solo un 10 % al tipo II.
4.2.3 Las neuronas tipo I del núcleo incertus presentan actividad no
rítmica en presencia de actividad theta hipocámpica
La estimulación eléctrica de larga duración en RPO permitió
observar un incremento de la tasa de disparo de las neuronas
tipo I del NI. Estas neuronas incrementaron significativamente
su tasa de disparo tras la activación eléctrica de la formación
reticular, pasando de 4.85 ± 0.70 hasta 10.70 ± 0.59 espigas/s
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Figura 23: Evolución temporal de la tasa de disparo y CV de los distintos
tipos neuronales. Arriba. Evolución de la tasa de disparo, en ven-
tanas de 10 s, de los distntos tipos neuronales. Se puede observar
el periodo basal, la estimulación sensorial (tail pinch, señalado co-
mo una franja negra) y el tramo post-estimulación. Con la misma
estructura, en los paneles de abajo se puede observar la evolución
del coeficiente de variación. Los valores representados son la me-
dia ± SEM.
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Figura 24: Tasa de disparo y CV de los distintos tipos neuronales. Media ±
SEM de la tasa de disparo (izquierda) y el coeficiente de varia-
ción (derecha) para los distintos tipos neuronales, comparando las
condiciones basales frente a la estimulación sensorial.
interespiga, pero sin alcanzar un CV menor a 0.5, necesario pa-
ra poder considerarlas rítmicas (CV = 0.60± 0.08; Z = −4.005;
p < 0.01), como puede observarse en su perfil de ISIH (figura
28A).
A fin de estudiar detenidamente la relación de estas neuro-
nas con la actividad theta hipocámpica, se llevaron a cabo es-
tudios de actividad bajo estimulación sensorial de larga dura-
ción. El grupo de neuronas tipo I estudiadas en estas condicio-
nes (n = 28, 33 %) consistió en neuronas de disparo no rítmico a
frecuencia theta en condiciones de baja potencia theta hipocám-
pica (tasa de disparo, 4.85± 0.70 espigas/s; CV = 0.86± 0.12).
Estas neuronas se correspondían con las descritas previamente
como neuronas tipo I. Con la estimulación sensorial, estas neuro-
nas incrementaron rápidamente su tasa de disparo mas allá del
rango theta (14.10± 0.56 espigas/s, Z = −4.62, p < 0.01), pre-
sentando un patrón de actividad mas regular (CV = 0.56± 0.05,
Z = −2.82, p < 0.01; figura 25A, figura 23 panel izquierdo y
figura 24). En esta situación, 15/28 neuronas presentaron un
CV < 0.5, con índice de ritmicidad entre 0.87 y 4.23.
Finalmente, el estudio se completó mediante la detección de
tramos de actividad theta espontánea en el hipocampo que nos
permitieran determinar las propiedades de disparo de las neu-
ronas en condiciones espontáneas ajenas a la manipulación. Del
grupo de neuronas tipo I se encontraron 12, de entre las 28 des-
critas que, bajo condiciones de theta espontáneo, incrementaron
significativamente su tasa de disparo respecto de su actividad
basal, alcanzando valores de 13.80± 0.68 espigas/s y un CV de
0.58± 0.13 (Z = −3.95, p < 0.01; tabla 4).
88 resultados
4.2.4 Las neuronas tipo II del núcleo incertus muestran una actividad
a alta frecuencia durante los periodos theta
Con la estimulación eléctrica en RPO se pudo observar un
ligero aumento de la tasa de disparo de las neuronas tipo II,
pasando de 15.64 ± 2.90 a 17.87 ± 0.85 espigas/s, si bien este
cambio en sus dinámicas de actividad no fue significativo (Z =
−1.367, p = 0.17; CV = 0.49± 0.07, Z = −0.708, p = 0.48, figura
28B).
Con el tail pinch se pudieron describir ocho neuronas tipo II
(n = 8, 10%), lo que hizo que existiera una gran variabilidad
en los datos. Como se había descrito previamente (Núñez et al.,
2006), durante el periodo basal, estas neuronas presentaban una
elevada tasa de disparo, con un patrón muy regular (15.64± 2.88
espigas/s; CV = 0.51± 0.09). Con la estimulación sensorial, la
actividad de este grupo neuronal incrementó significativamente
(20.58± 1.10 espigas/s, Z = −0.98, p < 0.05), pero su patrón
de ritmicidad no se vio alterado (CV = 0.55± 0.08, Z = −0.98,
p > 0.05; figura 25B), manteniendo valores de RI entre 1.16 y
2.60 (figura 23 panel central y 24).
De entre las 8 neuronas tipo II encontradas, únicamente se
pudieron encontrar 3 de ellas que satisfacían las condiciones de
admisibilidad para el estudio de la actividad durante tramos de
theta espontáneo (tramos de más de 5 s con un mínimo del 50 %
de actividad theta hipocámpica). El bajo número de datos no
permitió encontrar diferencias significativas con sus propieda-
des de disparo durante las condiciones basales (tasa de disparo:
18.97± 2.62, Z = −0.88, p = 0.37; CV = 0.51± 0.08, Z = −0.68,
p = 0.49; tabla 4).
4.2.5 Las neuronas tipo III del núcleo incertus disparan regularmente
a frecuencia theta durante la activación hipocámpica
Los resultados anteriores ratifican las primeras caracterizacio-
nes descritas en resultados previos concernientes a la caracteriza-
ción electrofisiológica de las neuronas del NI. Sin embargo, cuan-
do los estímulos eléctricos en RPO fueron superiores a 5 s, se pu-
do identificar un patrón de disparo neuronal dentro del rango
theta (figura 22A). Este resultado supuso el reconocimiento de
un tercer grupo neuronal (tipo III) que respondía a situaciones
de activación mantenida. Estas neuronas se mostraban silentes, o
con una baja tasa de disparo, en condiciones basales (1.96± 0.23
espigas/s), presentando además una dinámica de disparo irregu-
lar en sus intervalos interespiga (CV = 0.88± 0.04). Tras la esti-
mulación eléctrica pontina de larga duración, las neuronas incre-
mentaron significativamente su tasa de disparo hasta alcanzar el









Figura 25: Registros de neuronas tipo I y II. A. Registro modelo de una neu-
rona tipo I junto con el correspondiente LFP hipocámpico. B. Re-
gistro modelo de una neurona tipo II junto con el correspondiente
LFP hipocámpico. En ambos casos, se observa una estimulación
sensorial (tail pinch, delimitado por flechas).
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rango theta (4.98± 0.26 espigas/s; Z = −3.906; p < 0.01), regu-
larizando su patrón de actividad (CV = 0.62± 0.11; Z = −3.593;
p < 0.01, figura 28C).
La estimulación sensorial de larga duración nos permitió re-
gistrar neuronas que, en condiciones basales, presentaron un pa-
trón de disparo muy lento o irregular, mostrando en algunos
casos frecuencias inferiores a 0.1 Hz; estas neuronas fueron cla-
sificadas como neurona tipo III (n = 48, 57 %; figura 22C). El
tail pinch incrementó significativamente la tasa de disparo de
estas neuronas hasta alcanzar valores dentro del rango theta
(5.36 ± 0.34 espigas/s, Z = −5.84, p < 0.01), mostrando una
actividad con mayor regularidad (CV = 0.70± 0.04, Z = −4.23,
p < 0.01). Ambos cambios presentaron significación estadística
(figura 24). Algunas de las neuronas tipo III no solo incremen-
taron su regularidad con la estimulación, si no que se volvie-
ron rítmicas (11 de 48) con valores de CV inferiores a 0.5 y de
RI entre 0.97 y 3.09. Estas neuronas dispararon a una tasa de
7.44± 0.64 espigas/s. La evolución temporal de la tasa de dispa-
ro de estas neuronas tipo III (figura 23, panel derecho), mostró
que su actividad descendió gradualmente tras el cese de la es-
timulación, permaneciendo, no obstante, dentro del rango theta
durante el periodo post-estimulación. Durante este tramo, la ac-
tividad unitaria mostró mayor regularidad que durante el tramo
basal, evidenciándose por valores inferiores del CV.
Para completar el análisis de la actividad de las neuronas tipo
III, se amplió el estudio a periodos de theta hipocámpico espon-
táneo (figura 22B). De las 48 neuronas tipo III, se analizaron un
total de 28 en estas condiciones, presentando un incremento en
la tasa de disparo, hasta alcanzar el rango theta (5.04± 0.95 espi-
gas/s, Z = −4.53, p < 0.01) y una actividad con mayor regulari-
dad que durante el periodo basal (CV = 0.62± 0.24, Z = −4.53,
p < 0.01; tabla 4).
En resumen, el análisis mostrado nos permitió extender la cla-
sificación funcional previa, establecida para las neuronas del NI.
De esta forma, se describieron tres grupos neuronales en el NI,
atendiendo a su patrón de disparo y a su regularidad. Las neu-
ronas tipo I dispararon de forma no rítmica dentro del rango
theta durante el periodo basal, adquiriendo actividad rápida y
regular con la estimulación. Las neuronas tipo II mostraron un
patrón de disparo rápido y regular durante el tramo basal, incre-
mentando su frecuencia con la estimulación y permaneciendo
regulares en su disparo. Las neuronas tipo III fueron casi silentes
durante el periodo control, con una actividad muy irregular, con
mayores valores de ritmicidad dentro del rango theta durante la
estimulación. En conjunto, estos resultados ponen de manifiesto
la presencia de una actividad theta endógena en el NI, asociada
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a la aparición de ritmo theta en el hipocmapo, generada por la
tasa de disparo rítmica de las neuronas tipo III.
4.2.6 Las neuronas tipo III del núcleo incertus se acoplan a la oscila-
ción theta hipocámpica
En nuestro estudio, todas las neuronas de NI presentaron ta-
sas de disparo cambiantes con la aparición de actividad theta
en el hipocampo, pudiendo ser catalogadas en conjunto como
neuronas theta-on. En este apartado se comparó la actividad po-
blacional del hipocampo extraída de registros LFP, con la acti-
vidad unitaria transformada a partir de la función de densidad
de espigas (SDF). De esta manera, tal y como se describió en la
metodología, ambas señales pueden ser utilizadas como series
temporales con los mismos valores de muestreo y, por tanto, ha-
cer uso de los métodos analíticos de sincronización de señales.
En primer lugar, los datos apuntan a que diferentes poblacio-
nes neuronales de NI mantienen distinta correlación con la acti-
vidad del hipocampo. La actividad correlacionada entre ambas
estructuras puede dar pistas del papel que las neuronas de NI
juegan en la actividad de hipocampo. Para comprender la posi-
ble relación entre las neuronas del NI y la actividad oscilatoria
de hipocampo, se analizaron primero cuatro parámetros en rela-
ción al theta evocado bajo condiciones de estimulación sensorial.
Por un lado, se analizó el espectrograma cruzado wavelet entre
el LFP de hipocampo y la SDF de las neuronas de NI (figuras
29,30,31 y 32). Por otro, se calcularon los valores de propensión
theta (TPI), el tiempo compartido en banda theta (STT) y, final-
mente, los valores de acoplamiento de fase (PLV), todos ellos
representados en las figuras 33 y 34.
Previo al análisis exhaustivo, a fin de asegurarnos de que la in-
formación obtenida con la SDF se encuentra relacionada con las
propiedades de disparo obtenidas con anterioridad (figura 26),
se estimó la SDF promedio para todas las neuronas de los dis-
tintos grupos, en la situación de estimulación sensorial (figura
27). Durante el tail pinch, el espectrograma promedio, realizado
a partir de la SDF, mostró un rango de frecuencias dentro de las
bandas estalecidas con los cálculos previos a partir de la secuen-
cia de espigas: neuronas tipo I, 16.19± 0.50 espigas/s; neuronas
tipo II, 20.91± 0.34 espigas/s; neuronas tipo III, 3.46± 0.21 es-
pigas/s. El test de Kruskal-Wallis, seguido por una prueba post
hoc de Mann-Whitney para datos no paramétricos, indicó que los
tres grupos presentaron distribuciones significativamente distin-
tas (p < 0.05).
Las SDF de las neuronas se compararon con la actividad obte-
nida del LFP de hipocampo, mediante el análisis wavelet (figura
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Figura 26: Efecto del tail pinch en la actividad LFP de hipocampo y en las neu-
ronas de NI; caso representativo. A. Señal cruda del LFP hipocám-
pico y su (B) correspondiente espectrograma wavelet. C. Actividad
de una neurona tipo III de NI, simultánea al registro LFP, con su
transformada SDF.
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Figura 27: Espectrograma wavelet promedio, de los distintos grupos neurona-
les, calculado a partir de la SDF. Los espectrogramas representan
los periodos de estimulación sensorial (tail pinch). La descomposi-
ción tiempo-frecuencia se representa con una escala colorimétrica
representando la potencia de los coeficientes wavelet normaliza-
dos. Las líneas blancas continuas y las discontinuas representan
la media ± SEM, respectivamente. Las neuronas tipo I mostraron
una actividad predominante entre los 12 a 15 Hz; las neuronas ti-
po II se caracterizaron por una actividad de mayore frecuencia,
de entre 18 a 20 Hz; finalmente, las neuronas tipo III mostraron
una concentración de potencia espectral dentro de los límites de la
banda theta.
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26A y B). Como puede observarse en las figuras 29, 30 y 31 (casos
representativos) la actividad de cada grupo de neuronas reflejó
una distinta correlación con la actividad hipocámpica, la cual es
dependiente de la presencia o ausencia del estímulo aplicado.
El espectrograma cruzado de la actividad de las neuronas tipo
I, junto con el hipocampo, mostró un incremento de actividad
conjunta en frecuencias superiores a la banda theta durante la
estimulación sensorial (figura 29). Por su parte, las neuronas ti-
po II, con tasas de disparo rápido, presentó el menor grado de
correlación con la oscilación theta hipocámpica (figura 30). Las
neuronas tipo III por su parte empezaron a disparar en respuesta
al inicio de la estimulación, exhibiendo la mayor tendencia a dis-
parar a frecuencia theta y mostrando la mayor correlación con la
actividad theta hipocámpica (figura 31 y 32). Adicionalmente, la
figura 28 muestra los histogramas interespiga de neuronas per-
tenecientes a los diferentes grupos, tanto en condiciones basales
como bajo estimulación sensorial. Se puede observar el cambio
de la tasa de disparo en las distribuciones de los ISIH.
Nuestros resultados mostraron que todas las neuronas del NI
presentaron variaciones en su patrón de disparo en situaciones
de activación theta hipocámpica, lo que las catalogaría como neu-
ronas theta-on, si bien la forma de relacionarse con la actividad
hipocámpica fue diferente para cada subgrupo (figura 33). Con
el propósito de acotar esta relación, se determinó la coincidencia
temporal en banda theta de la actividad unitaria del NI junto
con la actividad oscilatoria del hipocampo.
En condiciones basales, las neuronas tipo I y el hipocampo
tenían una presencia equiparable de ritmicidad theta (TPI, 1.17±
0.13) aun siendo la actividad de las neuronas independiente del
theta hipocámpico (STT, 0.08± 0.01). No obstante, la activación
del hipocampo llevó a dichas neuronas a perder su tendencia
a disparar en frecuencias theta, separándose así de la actividad
hipocámpica (STT, 0.07± 0.01, t = 1.13, p > 0.05; TPI, 0.60 ±
0.07, t = 3.81, p < 0.01). Estos valores ponen de manifiesto la
posible independencia entre hipocampo y las neuronas tipo I de
NI en el rango de las frecuencias theta, aún siendo neuronas
cuya actividad cambia al activarse el hipocampo.
Por su parte, las neuronas tipo II, con tasas de disparo medias
altas en los periodos de dominancia theta en hipocampo, no pa-
recen mostrar episodios de actividad en las frecuencias theta, ya
que dieron valores bajos de STT sin cambios significativos en-
tre los periodos control y los de estimulación. En condiciones
basales, la ratio STT fue de 0.06 ± 0.02, con valores de TPI de
0.63± 0.24. No se encontraron diferencias significativas durante
el periodo de estimulación, con una STT de 0.06± 0.02 (t = 0.02,
p > 0.05) y un TPI de 0.62± 0.21 (t = 0.03, p > 0.05). Consi-
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Figura 28: Intervalos interespiga representativos para los distintos grupos
neuronales. A. Las neuronas tipo I mostraron distribuciones irre-
gulares durante los momentos basales, adquiriendo un patrón de
disparo mas regular a frecuencias superiores a theta, con la esti-
mulación sensorial. B.El ISIH de las neuronas tipo II mostró una
actividad rápida en condiciones basales, incrementando su tasa de
disparo durante el tail pinch. C. Las neuronas tipo III mostraron
ISIHs muy irregulares durante el periodo control, mostrando re-
gularidad de disparo a frecuencia theta durante la estimulación






















































































































































Figura 29: Relación entre la actividad de hipocampo y la de una neurona ti-
po I de NI. A y B. Espectrograma wavelet de la actividad LFP de
hipocampo y de la convolución de las neuronas tipo I, respectiva-
mente, en condiciones basales y bajo estimulación sensorial. C. El
tail pinch indujo un ligero acoplamiento a frecuencia theta entre
ambas señales.











































































































































65 70 75 80 85 9060
Neuronas tipo II del NI
Figura 30: Relación entre la actividad de hipocampo y la de una neurona ti-
po II de NI. A y B. Espectrograma wavelet de la actividad LFP de
hipocampo y de la convolución de las neuronas tipo II, respectiva-
mente, en condiciones basales y bajo estimulación sensorial. C. La
activación sensorial mostró una falta de sincronización entre el hi-

















































































































































Neuronas tipo III del NI
Figura 31: Relación entre la actividad de hipocampo y la de una neurona ti-
po III de NI. A y B. Espectrograma wavelet de la actividad LFP de
hipocampo y de la convolución de las neuronas tipo III, respectiva-
mente, en condiciones basales y bajo estimulación sensorial. C. El
tail pinch mostró un aumento del acoplamiento a frecuencia theta
entre la señal de hipocampo y la tasa de disparo de las neuronas
tipo III.









































































































Figura 32: Detalle de la actividad del LFP de hipocampo y de una neurona
tipo III de NI, durante 40s. La línea blanca punteada representa el
inicio del tail pinch. A. Señal cruda del LFP de hipocampo donde se
observa la ritmicidad theta generada por la activación sensorial. B.
Frecuencia instantánea (espigas/s) de una neurona tipo III; estas
neuronas mostraron actividad theta solo tras el inicio de la estimu-
lación. C y D. Espectrogramas wavelet del LFP de hipocampo y de
la convolución de la neurona tipo III. E. El espectrograma cruzado
muestra sincronización en rango theta, entre ambas señales, con la
activación sensorial del animal. Las barras de color representan la
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Figura 33: Índice de propensión al theta (TPI, izquierda) y Tiempo comparti-
do en theta (STT, derecha) de las neuronas tipo I y III. Los valores
representan la media ± SEM. Valores de TPI >1 indican una mayor
propensión a disparar en rango theta, en comparativa con el hipo-
campo. Las neuronas tipo I obtuvieron valores de TPI mas eleva-
dos durante condiciones basales, perdiéndolos con la estimulación
sensorial. No se observaron cambios significativos en su STT. Las
neuronas tipo III mostraron TPI cercanos a 1 y su STT incrementó
en respuesta al tail pinch.
derando la tasa de disparo de las neuronas tipo II, con valores
medios por encima de los 15 Hz tanto en los estados basales co-
mo activos, estos resultados indican que estas neuronas actúan
de manera independiente a la activación hipocámpica. Sin em-
bargo, las activaciones sostenidas de hipocampo mediante tail-
pinch, demuestran que también las neuronas tipo II pueden ser
consideradas neuronas theta-on, al incrementar su tasa de dispa-
ro entre los estados basal y activo (ver tabla 4 y figura 23).
En contraposición, las neuronas tipo III mostraron valores de
TPI cercanos a 1 durante ambos periodos, basal y estimulación,
indicativo de una alta preferencia a trabajar en frecuencias theta
junto al hipocampo. Su STT incrementó durante la estimulación
sensorial (basal, 0.09± 0.01; estimulación, 0.16± 0.01; t = −4.35,
p < 0.01), mientras que el TPI se mantuvo a niveles similares
(basal, 1.10± 0.10; estimulación, 1.04± 0.12, t = 0.21, p > 0.05).
Estos resultados sugieren que las neuronas tipo III exhiben ac-
tividad rítmica a frecuencia theta acompañando a la actividad
espontánea o evocada en hipocampo. Los resultados de TPI y
STT para los grupos neuronales con actividad theta (neuronas
tipo I y III) pueden observarse en la figura 33.
Con estos resultados podemos resaltar la presencia en NI de
dos grupos de tipologías neuronales, atendiendo a su relación
con la ritmicidad theta del hipocampo. El primer grupo, con las
neuronas tipo I y II, correlacionan con la activación hipocámpica
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Tabla 5: Evolución de los valores de acoplamiento de fase de las neuro-
nas tipo III del NI, en periodos de 10 s, durante la estimulación
sensorial (estim) y el periodo post-estimulación (post).




1 0.68± 0.04 72.9 % 31.2 %
2 0.65± 0.04 75.0 % 25.0 %
3 0.61± 0.04 66.6 % 20.8 %
po
st 1 0.71± 0.04 72.9 % 39.6 %
2 0.64± 0.04 68.7 % 29.2 %
fuera del rango de frecuencias theta; el segundo grupo, con las
neuronas tipo III, comparte actividad dentro de las frecuencias
theta, siendo así la población de neuronas más correlacionada
con las ondas theta del hipocampo.
Estos datos nos llevan a detallar el grado de acoplamiento en-
tre las neuronas tipo III y la oscilación theta del hipocampo. La
prueba que mejor evidencia la sincronización entre dos señales
se obtiene del cálculo del acoplamiento de sus fases (Lachaux
et al., 1999). Si las neuronas de NI disparan en el mismo ran-
go de fases de la oscilación hipocámpica significará que existe
un acoplamiento de sus actividades. Una representación del aco-
plamiento de fases de un caso representativo, así como de los
datos grupales, puede observarse en la figura 34A y B respecti-
vamente. Se encontró un incremento en el acoplamiento de fa-
ses, al comienzo de la estimulación, entre el LFP de hipocampo
y las neuronas tipo III de NI. Este acoplamiento fue decayendo
progresivamente durante el tail pinch pero mostró un ligero in-
cremento durante los primeros diez segundos del periodo post-
estimulación. La gran mayoría de las neuronas tipo III exhibie-
ron valores de PLV superiores al 0.5, con valores superiores al
0.9 en alguna de ellas. Un resumen de los datos puede observar-
se en la tabla 5. No obstante, la evolución de los PLV promedio
no mostró significación estadística (Test de Friedman, χ2 = 5.58,
p = 0.23). Aun así, se contabilizó un mayor número de neuronas
con mayores valores de PLV al principio y al final de la estimu-
lación (figura 34B). Cabe destacar que la mayoría de neuronas
tipo III llegaron a una preferencia de fase durante el periodo de
estimulación, atendiendo al test de uniformidad de Rayleigh.
Estos resultados proporcionan valores que sugieren el acopla-
miento de las neuronas tipo III y las oscilaciones theta del hipo-
campo. Sin embargo, aún no siendo despreciables y observando




























Valor de acoplamiento de fase
Figura 34: Acoplamiento de fase de las neuronas tipo III de NI con el LFP
de hipocampo. A. Diagramas de rosa mostrando los ángulos pre-
ferentes de acoplamiento de fase en ventanas de 10 s, mostrando
periodos pre-estimulación, tail pinch y post-estimulación. Un fuer-
te aumento del valor de preferencia de fase puede observarse al
principio de la ventana de estimulación. B. Conteo de todas las
neuronas tipo III en función de sus valores de PLV segmentados
en ventanas de 10 s. La gran mayoría de neuronas que consiguie-
ron valores de PLV ≥ 0.8 se registraron al principio y al final del
periodo de estimulación.
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verificación de la hipótesis que describiría la actividad de las
neuronas de NI moduladas por las ondas theta hipocámpicas.
Hay dos razones que podrían explicar estos datos. El primer ar-
gumento que se plantea es que la ritmicidad de las neuronas tipo
III no es marcada, lo que dificulta que sus espigas se mantengan
en un rango de fases de las ondas theta suficientemente limitado
como para mostrar signos de acoplamiento. El segundo de los
argumentos proviene de la metodología en el cálculo del PLV. El
filtrado de las señales LFP crudas de hipocampo en frecuencias
theta, con el propósito de detectar las fases para esa banda, pue-
de no ajustarse en el tiempo ante los cambios temporales de la
frecuencia dominante. Con este inconveniente, la proporción de
acoplamiento puede ser baja.
Por ello, quisimos dar otro tipo de medidas de sincronización
que verificara un papel activo de las neuronas tipo III en la re-
lación del NI con e hipocampo. Las medidas aportadas hasta el
momento representan únicamente las relaciones lineales entre
las distintas variables observadas. No obstante, en el estudio de
las dinámicas neuronales se hace necesario un método que per-
mita determinar tanto las relaciones lineales como no lineales
establecidas entre dos variables. En este sentido, la información
mutua (MI) cuantifica la información compartida por dos varia-
bles aleatorias dentro de un marco probabilístico. La MI, dentro
del marco de la Teoría de la Información, tiene como objetivo
describir la dinámica espacio-temporal del intercambio de infor-
mación detectando relaciones no lineales presentes en los siste-
mas biológicos.
Por una parte, se calculó la MI de las distribuciones de po-
tencia de los espectrogramas wavelet de las señales de neuronas
tipo III de NI e hipocampo en cuatro ventanas de 10 s (una perio-
do de pre-estimulación y tres ventanas consecutivas de estimu-
lación sensorial). Con el tail pinch, los valores de MI incrementa-
ron significativamente (Test de Friedman, χ2 = 23.30; p < 0.01;
figura 35), recobrando valores basales progresivamente. Duran-
te el tramo pre-estimulación, se obtuvieron valores de MI de
0.11 ± 0.007 bits, incrementando significativamente durante el
primer (0.17± 0.010 bits; Test de Dunn, p < 0.001) y el segun-
do intervalo de estimulación (0.15± 0.0120 bits; Test de Dunn,
p < 0.01). Durante el último periodo de estimulación, la in-
formación mutua volvió a adquirir valores similares al basal
(0.13 ± 0.009 bits; Test de Dunn, p > 0.9). Esta aproximación



























Figura 35: Información mutua entre hipocampo y NI. Representación de la
información mutua entre las neuronas tipo III del NI e hipocam-
po durante condiciones basales (−10 s, puntos blancos) y durante
theta evocado (10, 20 y 30 s, puntos azules).
4.3 experimento 3 : estudio de la causalidad entre
las neuronas del núcleo incertus y la activi-
dad oscilatoria de hipocampo
El experimento 1 mostró trazas de causalidad en ambas
direcciones entre NI e hipocampo, con predominio del flujo
NI→HPC. El hecho de haber encontrado actividad unitaria a
frecuencias theta en un grupo particular de neuronas de NI, y
que las frecuencias de disparo de las tres poblaciones descritas
sea diferente, nos llevó a estudiar las relaciones causales de los
tres tipos neuronales con el hipocampo en los estados theta. En
esta ocasión, partimos de las SDF de las neuronas de NI extraí-
das en el apartado anterior y de los registros LFP de hipocampo
tras activación sensorial de larga duración (tail pinch, 30 s). En
estas condiciones, antes que fijarnos en si hay o no causalidad
entre ambas series temporales, el planteamiento debe ser el cal-
cular los valores de causalidad en el dominio de las frecuencias
para averiguar si las actividades de las neuronas ante el theta
hipocampo tiene flujos netos en alguna de las dos direcciones.
4.3.1 La actividad theta hipocámpica evocada por tail pinch es depen-
diente del núcleo incertus
El primer paso para demostrar la dependencia del theta hipo-
cámpico de la activación de NI fue plantear si la inactivación de
NI era capaz de eliminar el theta sensorial en hipocampo. Para
ello se llevaron a cabo experimentos de inactivación del NI me-
diada por la infusión de muscimol en el propio núcleo en un
total de 8 animales, siendo 5 de ellos válidos tras la verificación
histológica (figura 41 arriba).


















































Figura 36: A la izquierda, efecto de la potencia relativa del theta hipocámpico
durante condiciones basales y bajo condiciones de estimulación
sensorial tanto en situación control como con inactivación de NI.
A la derecha, tiempo relativo en que hipocampo permanece en
theta durante los periodos basal y evocados (relativo a 30 s).
Nuestros resultados indicaron que el theta evocado por tail
pinch depende de la actividad de NI, ya que la inhibición neu-
roquímica de este núcleo, evitó el incremento de potencia en el
registro de la actividad theta de hipocampo (Test de Friedman,
χ2 = 7.6; p < 0.05; figura 36 izquierda). Las comparaciones múl-
tiples (Corrección de Dunn) entre las tres condiciones mostraron
diferencias significativas (p < 0.05) entre la potencia del estado
basal y del theta espontáneo (0.10 ± 0.01µV2 Hz−1) y del evo-
cado por estimulación sensorial (0.30± 0.02;µV2 Hz−1). Tras la
inactivación de NI, la potencia del theta hipocámpico fue simi-
lar a la registrada en condiciones basales (0.11± 0.01µV2 Hz−1).
La propensión a permanecer en ritmicidad theta, definido co-
mo el tiempo a frecuencia theta normalizado para la ventana
completa de medida con potencia theta relativa por encima del
tercer cuartil, mostró una reacción similar (Test de Friedman,
χ2 = 7.6; p < 0.05; corrección de Dunn para comparaciones múl-
tiples; figura 36 derecha). La propensión al theta de hipocampo
durante el periodo basal (0.17± 0.02) fue claramente inferior que
tras la estimulación sensorial (0.68± 0.04; p < 0.05). El tail pinch
durante la inactivación de NI llevó a unos valores similares a los
encontrados en condiciones de ausencia de theta hipocámpico
(0.16± 0.02; p > 0.05).
4.3.2 Las neuronas del núcleo incertus presentan relaciones causales
significativas con la actividad del hipocampo
Se cuantificó la causalidad de Granger entre la actividad de
los disparos neuronales del NI y la señal de hipocampo, en el
dominio de las frecuencias, mediante la función de transferencia
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dirigida (DTF). Cuando se dan relaciones causales, la DTF mues-
tra picos de direccionalidad en un sentido, mientras que en el
sentido opuesto se observa una depleción de causalidad; este
efecto pone de manifiesto un flujo de información neto entre
ambos nodos.
Estas medidas se llevaron a cabo con las series temporales co-
rrespondientes al LFP hipocámpico y la SDF obtenida a partir
de las neuronas de NI. Las series temporales mostraron carac-
terísticas propias de señales no estacionarias, por lo que se divi-
dieron en segmentos solapantes (50 %) de 5 s. El tamaño de estos
segmentos fue escogido para conseguir un balance entre la esta-
cionaridad y el ajuste del modelo. Mientras que los segmentos
temporales de menor tamaño proporcionan una mayor estacio-
naridad, los segmentos más largos generan mejores estimaciones
del modelo autoregresivo utilizado en el análisis causal.
Se detectaron interacciones causales significativas entre la ac-
tividad unitaria de NI y la señal LFP de hipocampo (figura 37).
De manera global, los tres tipos neuronales presentaron relacio-
nes asimétricas con las oscilaciones de hipocampo, es decir, las
medidas obtenidas para ambas direcciones de flujo eran signifi-
cativamente diferentes con predominio de una de las direcciones.
Como ejemplo (figura 37A), las neuronas tipo III, con un patrón
de disparo asociado al theta, revelaron fuertes interacciones cau-
sales en la dirección NI→HPC en la banda theta. La mayoría
de los periodos basales, con ausencia de theta, no mostraron
un flujo neto entre las señales, con valores de DTF por debajo
del umbral (test de permutación, p < 0.01) en ambos sentidos
(figura 37A, primera imagen). Se detectaron segmentos de acti-
vidad theta tanto en periodos espontáneos (figura 37, segunda
imagen), como durante tail pinch (figura 37A, tercera imagen).
En ambos casos, los valores de DTF mostraron picos por encima
del umbral (test de permutación, p < 0.01) dentro de la banda
theta; el sentido NI→HPC mostró valores más elevados (DTF
= 0.8; p < 0.01) que el sentido contrario HPC→NI (DTF < 0.2;
p > 0.05). En los periodos de actividad evocada, se registraron
picos beta causales en el sentido HPC→NI en los mismos pe-
riodos en los que los valores DTF en frecuencias theta muestra
picos en sentido NI→HPC (figura 37A, cuarta imagen).
Este perfil de causalidad se evidencia en los datos promedio
para cada grupo neuronal, con picos significativos en la DTF
para alguna de las dos direcciones de forma significativa (figura
37B). Los datos globales para las neuronas tipo III revelaron que
las relaciones causales significativas en el sentido NI→HPC se
dan en el rango theta (3.74± 0.25 Hz; figura 37A), mientras que
en la dirección HPC→NI la causalidad se observa en un rango
de frecuencias diferente (11.56± 4.32 Hz). Este dato hace pensar
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Figura 37: Análisis de causalidad de Granger en un marco bivariante para el
LFP de hipocampo y la SDF de las neuronas de NI.A. Distribución
espectral de la función de transferencia directa (DTF) para ambos
sentidos (azul para HPC→NI; naranja para NI→HPC) en una neu-
rona tipo III. Nótese los picos causales a frecuencia theta durante
los periodos de activación hipocámpica. B. Distribución de la DTF
promedio para los tres tipos neuronales. Las líneas gruesas repre-
sentan los valores promedio (con el mismo código de colores para






































































Figura 38: Causalidad entre hipocampo y NI. A. Distribución de frecuencias
causales, calculadas como picos en el espectrograma DTF. Para
cada tipo neuronal se representa el valor promedio y el error es-
tándar de la media (azul para HPC→NI; naranja para NI→HPC).
*p < 0.05 y **p < 0.01. B. Espectrograma wavelet del LFP de hipo-
campo para un caso representativo. Nótese la presencia de activi-
dad beta de acuerdo con los picos theta detectados en el espectro-
grama DTF para las neuronas tipo I. Las líneas blancas punteadas
remarcan los periodos beta en los tramos en ausencia de theta.
en la existencia de un flujo de información bidireccional entre
ambas estructuras a diferentes frecuencias.
Por otro lado, las neuronas tipo I y tipo II (figura 37B y figura
38A) mostraron picos DTF en el sentido HPC→NI, en la banda
de 10 a 20 Hz. De forma más específica, ambos tipos neuronales
presentaron picos significativos de causalidad, HPC→NI, en los
12.43± 0.72 Hz (tipo I) y 13.16± 1.61 Hz (tipo II). El sentido in-
verso, NI→HPC, mostró picos significativos en distintos rangos
de frecuencias: 18.72± 0.48 Hz para las neuronas tipo I (t = 4.42,
p < 0.01) y 21.29± 0.88 Hz para las tipo II (t = 7.47, p < 0.001).
No obstante, no se encontraron picos dentro del rango theta en
el sentido neurona a LFP en ninguno de estos tipos neuronales.
Por tanto, el estudio permitió demostrar que existe una direc-
cionalidad diferencial que gobierna el flujo de información entre
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hipocampo y NI, durante la presencia de actividad theta hipo-
cámpica. De manera global, la interacción causal HPC→NI se da
en la banda 10 a 20 Hz para los tres tipos neuronales (Kruskal-
Wallis, H = 0.42, p = 0.81), mientras que el flujo NI→HPC
se encuentra presente en todos los casos, pero la banda varía
en función de la tipología neuronal estudiada (Kruskal-Wallis,
H = 49.70, p < 0.001). Las oscilaciones de hipocampo en ban-
da beta parecen las responsables de inducir en los tres grupos
neuronales de NI una relación causal. De igual modo, las neuro-
nas tipo I y II causan en el hipocampo actividad beta, mientras
que las neuronas tipo III parecen las responsables de influir en
el hipocampo en la banda de frecuencias theta. Estos resultados
pueden ser apreciados al observar tramos de los registros LFP de
hipocampo (figura 38B), en los que sus espectrogramas wavelet
muestran predominantemente regiones con alta potencia theta
entre las que se incrustan cortos periodos con dominio de ondas
beta.
Esta primera descripción se complementó estudiando el pa-
trón de causalidad en el dominio tiempo-frecuencia. La figura
39A ilustra el flujo causal para un caso representativo de una
neurona tipo III. En este mapa colorimétrico se puede observar la
presencia de zonas cálidas, indicadoras de causalidad NI→HPC,
que incrementan significativamente con la activación sensorial.
Aún con baja presencia, el flujo causal HPC→NI, de colores frios,
se visualizó en una banda de frecuencias superior a las theta (10
a 20 Hz) y, principalmente, durante la pre-estimulación.
En términos estadísticos, los tres grupos neuronales mostra-
ron diferente propensión para ambos sentidos causales (figura
39B). La detección temporal de tramos de causalidad significa-
tiva, permitió estudiar la evolución del flujo de información en-
tre ambas estructuras. Las neuronas tipo I y tipo II presenta-
ron, principalmente, un flujo dominante desde hipocampo. Las
neuronas tipo I mostraron elevados valores de causalidad en el
sentido HPC→NI en ambas condiciones experimentales (basal:
Wilcoxon, W = −120, p < 0.001; evocado: Wilcoxon, W = −217,
p < 0.001), con una mayor ratio temporal en la misma dirección
durante el theta evocado (Wilcoxon, W = 260, p < 0.001). Por el
contrario, el sentido NI→HPC presentó valores inferiores duran-
te ambas condiciones experimentales sin diferencias entre ellos
(Wilcoxon, W = 35, p = 0.09). Las neuronas tipo II mostraron
un comportamiento similar, si bien es verdad que el bajo núme-
ro de ejemplares hizo que los análisis no fueran significativos,
pero si mostraron una tendencia con una mayor ratio temporal
en el sentido HPC→NI (basal: Wilcoxon, W = −10, p = 0.12;
evocado: Wilcoxon, W = −15, p = 0.06). De la misma mane-
ra, se observó una tendencia de cambio entre el periodo basal
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Figura 39: Relaciones causales entre el LFP hipocámpico y la actividad neu-
ronal de NI. A. Representación tiempo-frecuencia de la relación
causal entre el hipocampo y una neurona tipo III de NI; caso repre-
sentativo. B. Estadística de la proporción temporal con causalidad
significativa para cada tipo neuronal, para ambos sentidos (azul
para HPC→NI; naranja para NI→HPC). ∗p < 0.05y ∗ ∗p < 0.01.
y de theta evocado en el sentido opuesto (Wilcoxon, W = 10,
p = 0.06).
Por su parte, las neuronas tipo III presentaron una propen-
sión diferencial en sentido NI→HPC dependiente del estado de
hipocampo. Mientras que en los periodos basales la ratio tem-
poral para ambos sentidos mostró valores similares (Wilcoxon,
W = −215, p = 0.09), durante el periodo theta evocado, el tiem-
po en sentido NIC→HPC vio incrementado su ratio (Wilcoxon,
W = 654, p < 0.001). No se encontraron diferencias en la ratio
HPC→NI entre el periodo basal y el de theta evocado (Wilcoxon,
W = 214, p = 0.08).
En resumen, ambos sentidos causales pueden darse como for-
ma de interrelación entre el hipocampo y NI. No obstante, la
relación es diferente según el tipo neuronal estudiado. Las neu-
ronas tipo I y II de NI son más propensas a recibir información
por parte de hipocampo; por su parte, las neuronas tipo III mos-
traron un flujo preferente de información hacia hipocampo, lo
que podría indicar un efecto activo sobre la génesis de la ritmici-
dad theta hipocámpica.








Figura 40: Verificación histológica de la lesión producida por el electrodo LFP
en la CA1 de hipocampo (izquierda) y del lugar de inyección de
MS/DB (derecha). Imágenes compuestas.
4.4 experimento 4 : estudio del reinicio de la fase
de la oscilación theta hipocámpica tras la es-
timulación eléctrica del núcleo incertus
Viendo que el NI participa activamente en la generación del
theta hipocámpico, y que su actividad presenta un alto grado
de acoplamiento con la de hipocampo, se planteó cuál sería la
manera en la que las neuronas de NI inciden en la actividad
hipocámpica.
Se emplearon un total de 16 animales de los cuales 11 presen-
taron un correcto emplazamiento del electrodo de estimulación
dentro de los límites del NI (figura 41, abajo). Los 5 animales
restantes (figura 41, medio) se emplearon como controles de es-
timulación eléctrica fuera del NI. En 5 de los 11 animales con
electrodo en NI, se llevó a cabo la inactivación de septum me-
dial por infusión local de un anestésico (figura 40, derecha). En
todos los casos se comprobó histológicamente el emplazamiento
del electrodo de la CA1 de hipocampo (figura 40, izquierda).
4.4.1 La estimulación eléctrica del núcleo incertus produce un reajus-
te de la oscilación theta de hipocampo
En este trabajo se pretendió clarificar los mecanismos por los
que el NI es capaz de influenciar en la ritmicidad theta del hipo-
campo. Los resultados de causalidad nos llevaron a observar un
grupo de neuronas que, trabajando a frecuencia theta, eran ca-
paces de anticipar la oscilación hipocámpica en dicha frecuencia.
Así, las neuronas de NI podrían desempeñar un papel crucial en
la generación de la oscilación theta hipocámpica. Nuestra hipó-













Figura 41: Verificación histológica de la inyección de muscimol en NI (arriba),
el emplazamiento del electrodo de estimulación eléctrica fuera de
los límites del NI (medio) y del electrodo de estimulación dentro
de los límites del NI (abajo).
en la fase de la oscilación theta de hipocampo que permitiera
obtener un control sobre la modulación de la misma.
Los resultados demostraron que la suministración de un único
pulso eléctrico en NI es condición suficiente para evocar activi-
dad theta en hipocampo, si bien la duración de esta actividad
no supera mas que unos 2 − 3 ciclos oscilatorios en CA1. En
la figura 42A se puede observar como la señal de hipocampo,
filtrada en theta, mostró un incremento en su amplitud tras el
pulso. Este fenómeno se observa de forma mas clara en el espec-
trograma wavelet, donde se aprecia un incremento local en la
potencia theta tras la aplicación del pulso eléctrico en NI. Esta
tendencia se mantuvo en el promedio de todos los pulsos den-
tro de los experimentos (figura 42B). En general, la respuesta
hipocámpica evocada por el pulso eléctrico en NI provocó un
incremento significativo del theta registrado en el LFP de CA1
(Z = 2.93; p < 0.01), la cual duró unos 2.54± 0.16 ciclos theta
y presentó un valor de potencia máximo a los 285.45± 34.55ms.
La presencia de ciclos aumentados y de un pico de potencia the-
ta significativa en el espectro de potencias sugirieron un posible
efecto de reinicio de la fase de la actividad theta hipocámpica
ante un input del NI. Si no existiera este reinicio, la oscilación
promedio post-pulso aparecería como una línea plana de menor
potencia.
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Figura 42: Efecto del pulso eléctrico en NI sobre el LFP de hipocampo. A.
Señal de hipocampo filtrada en theta y su correspondiente espec-
trograma wavelet de un único pulso eléctrico en NI. Se puede
observar un incremento de potencia theta tras el pulso. B. Señal
de hipocampo promedio filtrada en theta y su correspondiente es-
pectrograma wavelet para todos los pulsos eléctricos en NI de un
mismo experimento. Al igual que en el caso de un único pulso, se
observa un incremento de potencia theta tras la estimulación de
NI. C Señal de hipocampo promedio filtrada en theta y su corres-
pondiente espectrograma wavelet para todos los pulsos eléctricos
en NI de un mismo experimento de inhibición de MS/DB. Las lí-
neas punteadas verticales representan el pulso eléctrico; las líneas
finas en los registros filtrados representan el SEM.
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Una mayor evidencia del reinicio la proporcionó el estudio
de la distribución de fases para todos los pulsos de los experi-
mentos. Se estudió la preferencia de fase (test de Rayleigh) para
todas las señales LFP filtradas en theta y alineadas al pulso eléc-
trico. Se observó un claro reajuste de la fase tras el pulso eléctrico
en NI (figura 43A, arriba), evidenciado por un mayor grado de
acoplamiento de las fases de las ondas theta (test de Rayleigh,
p < 0.05). Este resultado sugiere la existencia de un reinicio de
la fase theta hipocámpica acoplado temporalmente al estímulo
en NI. La representación temporal de los p-valores del test de
Rayleigh (figura 43A, abajo) indicó que las fases theta se acopla-
ron a los 107.89± 33.57 ms tras la aplicación del pulso en NI,
permaneciendo fijadas durante 406.55± 43.19 ms. El reinicio se
registró a una frecuencia promedio de 5.59± 0.54 Hz y con una
duración de 2.18± 0.23 ciclos.
El emplazamiento erróneo del electrodo de estimulación en el
NI (n = 5) nos permitió llevar a cabo un control de la especifi-
cidad del efecto de reinicio mediado por el NI. No se observó
incremento de la potencia theta tras la estimulación en los ejem-
plares en los que el electrodo de estimulación se encontraba en
áreas vecinas a NI (Z = 0.54; p > 0.05). Adicionalmente, la dis-
tribución de fases no mostró ningún efecto, observándose una
distribución de fases uniforme en el tiempo en todos los casos
(test de Rayleigh, p > 0.05; figura 43B).
4.4.2 La inactivación del septum medial evita el reinicio de la activi-
dad theta de hipocampo mediado por el núcleo incertus
Los experimentos anteriores permitieron demostrar que el NI
participa activamente de la oscilación theta hipocámpica, ya que
su activación es capaz de reiniciar la oscilación hipocámpica. De-
bido a que una de las principales eferencias de NI es el com-
plejo SM/BD (Goto et al., 2001; Olucha-Bordonau et al., 2003;
Teruel-Martí et al., 2008), se consideró estudiar si dicho reini-
cio se producía a través de la vía septal hacia hipocampo. Para
ello, se inhibió el MS/DB con una inyección de procaína. Tras la
microinyección, se realizó el mismo protocolo de estimulación
eléctrica de NI.
En todos los casos estudiados (n = 5), la potencia media del
theta hipocámpico no mostró incremento significativo tras la
aplicación del pulso en NI (Z = −0.67, p > 0.05). La figura 42C
ilustra la falta de cambios en la potencia espectral theta de la se-
ñal LFP de hipocampo. Se estudió la posible preferencia de fase
de los diferentes pulsos alineados y no se observaron distribucio-
nes preferentes tras la estimulación por pulsos (test de Rayleigh,
p > 0.05; figura 43C). En resumen, la activación de NI es capaz
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de producir un reinicio en la oscilación theta de hipocampo por
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Figura 43: Efecto de la estimulación de NI sobre las fases del theta de hipo-
campo. A. Arriba, reinicio de la fase theta producida por un único
pulso eléctrico en NI (línea vertical blanca). Cada línea horizontal
refleja las fases de la señal theta de hipocampo. Los colores cálidos
representan el pico de la fase. Abajo, representación temporal del
test de Rayleigh para la distribución de fases, para los ensayos den-
tro de una sesión de registro. Los valores (en rojo) bajo el umbral
de significación (línea horizontal, p < 0.05) permitieron calcular
el inicio y la duración del reinicio del theta hipocámpico. B y C
Representan las fases de los ensayos (arriba) y su correspondien-
te test de Rayleigh (abajo) para estimulaciones eléctricas en zonas
vecinas a NI y tras la inhibición de MS/DB, respectivamente.
5
D I S C U S I Ó N
Este trabajo se basa en el hecho de que el NI constituye un
nodo central en la activación del sistema septohipocámpico. Pre-
viamente, se había podido determinar su posición clave en el cir-
cuito de control del ritmo theta hipocámpico (Goto et al., 2001;
Olucha-Bordonau et al., 2003; Teruel-Martí et al., 2008; Cervera-
Ferri et al., 2012). Además, se había puesto de manifiesto su rele-
vancia para la generación de dicha oscilación (Núñez et al., 2006)
y la existencia de una oscilación theta local en el propio NI en
ratas anestesiadas con uretano (Cervera-Ferri et al., 2011).
El planteamiento del estudio fue determinar la relación que
grupos de neuronas, implicados en estados particulares de ac-
tivación, mantienen con el hipocampo en los periodos de acti-
vidad theta. En general, la pregunta que abordamos es cómo
los procesos de memoria dependientes de hipocampo pueden
ser reclutados ante la activación de un sistema neural específico
que inicie la entrada en un estado funcional del sistema nervio-
so que requiera la participación hipocámpica. En este sentido, el
núcleo incertus está integrado en una red neural cuyos nodos
son los responsables de iniciar y modular la actividad theta en
el hipocampo (Goto et al., 2001; Olucha-Bordonau et al., 2003).
La cuestión concreta que planteamos en esta Tesis fue qué papel
concreto juega el NI en esta red.
Los datos muestran que el propio NI mantiene una actividad
theta altamente acoplada a la registrada en hipocampo. Esta acti-
vidad presenta una direccionalidad dominante, con el predomi-
nio de un flujo de información ascendente tras la activación coli-
nérgica de la formación reticular. Dado que esta actividad theta
registrada en NI podría ser debida únicamente a la influencia
de las aferencias de NI, en experimentos posteriores hemos de-
mostrado que el propio núcleo contiene neuronas con actividad
theta capaces de generarla y que permiten predecir la actividad
hipocámpica. En este trabajo se ha descrito un nuevo grupo de
neuronas en NI, las denominadas neuronas tipo III, con una acti-
vidad de disparo regular en el rango theta y altamente acoplada
a la activación de la oscilación theta del hipocampo. Este grupo
neuronal mantiene su actividad en momentos de alto grado de
117
118 discusión
activación hipocámpica, lo que, sumado a los máximos niveles
de acoplamiento al inicio de la estimulación, sugiere un posible
papel en el establecimiento o reinicio de la oscilación theta hi-
pocámpica. Este hecho queda demostrado en experimentos en
los que pulsos eléctricos reiterados evidenciaron la inducción de
ciclos theta en el hipocampo en los que se da un reinicio de sus
fases. Con todo ello, a tenor de los resultados, NI parece ser un
nodo activador, crucial en el inicio y mantenimiento de la activi-
dad theta hipocámpica.
5.1 actividad neuronal del núcleo incertus aco-
plada al theta hipocámpico
A pesar de la gran cantidad de estudios referentes a oscilacio-
nes cerebrales, todavía no se conoce exactamente el papel que
juegan estos fenómenos en la computación nerviosa. Se postula
que podrían estar ligados a la codificación del entorno, al acopla-
miento de la actividad de distintas poblaciones neuronales y a
la regulación del tránsito de información en el encéfalo (Buzsáki,
2004; Sejnowski y Paulsen, 2006). Al igual que otros muchos pro-
cesos biológicos, los ritmos cerebrales parecen ser un fenómeno
ubicuo (Buzsáki et al., 2013). La conservación de este mecanis-
mo como sistema de computación se explica analizando el gasto
energético necesario para llevar a cabo el trasiego de datos entre
los distintos nodos osciladores. Al igual que la teoría de circuitos
trata de determinar y optimizar la energía consumida por un sis-
tema eléctrónico, los procesos oscilatorios neurales se presentan
como las herramientas de la comunicación cerebral que mini-
mizan el consumo energético mediante el aprovechamiento de
la arquitectura cerebral (Laughlin y Sejnowski, 2003). Dicho de
otra forma, las oscilaciones cerebrales suponen un eficaz sistema
de transferencia de información con un bajo coste metabólico, a
través de acoplamientos entre sus actividades neuronales.
Las oscilaciones encefálicas representan, en última instancia,
el acoplamiento temporal de la actividad conjunta de un com-
plejo neuronal distribuido. Así como las oscilaciones pueden
proporcionar una organización temporal potencialmente útil en
el procesamiento dentro de una región, también pueden apo-
yar el procesamiento interregional eficiente. Por tanto, si el pro-
cesamiento está organizado temporalmente en tramos, pero se
extiende a través de dos regiones cerebrales, entonces se requie-
re una organización temporal coherente en ambas regiones. Por
ejemplo, si el procesamiento se organiza de tal manera que la
información relativa a diferentes inputs sensoriales se produce
en diferentes ciclos de una oscilación, y esta información se ex-
tiende a través de múltiples regiones del cerebro, entonces los
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ritmos locales deben ser coherentes para mantener las fijaciones
correctas de los inputs. Igualmente, si la actividad neuronal en
dos regiones tiende a oscilar, el acoplamiento de la actividad en
ambas regiones a través de la transmisión sináptica interregio-
nal tenderá a conducir a la coherencia en las oscilaciones locales.
Este punto de vista, de la coherencia oscilatoria como diagnós-
tico del acoplamiento funcional interregional, se elabora en la
hipótesis de la «comunicación a través de la coherencia» (Fries,
2005).
De esta forma, el ritmo theta hipocámpico es el reflejo de la
sincronización entre los distintos nodos de una red encargada
del procesamiento mnemónico (Colgin y Moser, 2009). Esta red
se compone de numerosos núcleos emplazados a lo largo de to-
da la topografía encefálica: cortezas límbicas (Mitchell y Ranck,
1980; Alonso y García-Austt, 1987a,b), el complejo septal (Ste-
wart y Fox, 1990a,b; Barrenechea et al., 1995; Brazhnik y Fox,
1997; Vinogradova et al., 1998; Wang, 2002; Nerad y McNaugh-
ton, 2006; Hangya y Borhegyi, 2009), núcleos hipotalámicos (Kirk
et al., 1996) y numerosos lugares del tronco del encéfalo (Faris y
Sainsbury, 1990; Kocsis y Vertes, 1992; Simões et al., 1996; Fonoff
et al., 1999; Bassant y Poindessous-Jazat, 2001; Ma et al., 2013).
Según el modelo más aceptado, el control exógeno de la oscila-
ción theta hipocámpica se encontraría en el tronco del encéfalo,
el cual activaría regularmente al complejo septohipocámpico. De
entre los núcleos reticulares encargados de la activación theta hi-
pocámpica, el RPO ha sido descrito como un eficaz activador
hipocámpico (Klemm, 1972; Macadar et al., 1974; Núñez et al.,
2006), mientras que el núcleo del rafe mediano se ha caracteri-
zado como un inhibidor de la ritmicidad theta (Assaf y Miller,
1978; Maru et al., 1979). No obstante, numerosas estructuras pa-
recen implicadas en dicho sistema.
5.1.1 El núcleo incertus como activador de la red theta hipocámpica
En los últimos años, el núcleo incertus ha ganado importan-
cia como uno de los nodos capaz de activar las ondas theta del
hipocampo. Nuestro grupo demostró que tanto la estimulación
eléctrica como química de NI son capaces de generar la apa-
rición de una marcada oscilación theta en hipocampo (Núñez
et al., 2006). De esta manera, se demostraba la existencia de una
conexión funcional entre el núcleo incertus y el hipocampo, en
contraste con los datos que no indicaban la conexión anatómica
entre ambas regiones (Goto et al., 2001; Olucha-Bordonau et al.,
2003). La descripción de las conexiones del núcleo incertus ha-
cían ver que este grupo de neuronas se relacionaba, no con el
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hipocampo, sino con la extensa red de áreas subcorticales que
iniciaban y modulaban las oscilaciones theta en el hipocampo.
En un artículo posterior, se pudo observar la presencia de una
actividad sincrónica a frecuencias theta entre hipocampo y NI,
tras la estimulación eléctrica y colinérgica de la región pontina
(Cervera-Ferri et al., 2011). Se ponía así de manifiesto la existen-
cia de ritmicidad theta en el núcleo incertus en consonancia con
la activación hipocámpica. No obstante, debe reconocerse que
los potenciales de campo locales reflejan la actividad conjunta
de los potenciales de acción del área de registro y, con mayor
peso, de los potenciales postsinápticos con origen en sus aferen-
cias. Por ello, en dicho trabajo se planteó la posibilidad de que
la actividad registrada en NI proveniera del sumatorio de las
aferencias desde RPO o el propio complejo septal (Goto et al.,
2001; Olucha-Bordonau et al., 2003; Teruel-Martí et al., 2008). El
MS/DB está considerado el «marcapasos» de la oscilación theta
hipocámpica (Petsche y Stumpf, 1962; Gogolák et al., 1968; Gaz-
telu y Buño, 1982; Alonso y García-Austt, 1987a,b), por lo que
parecía lógico pensar que pudiese realizar una función sincroni-
zadora sobre otros núcleos de la red extensa relacionada con el
ritmo theta y que, finalmente, pudiese promover la aparición de
dicha oscilación en NI. No obstante, en el presente estudio se
ha podido determinar la presencia de actividad neuronal theta
propia en NI capaz de predecir la oscilación registrada en hipo-
campo, lo que otorgaría al núcleo incertus una mayor relevancia
en la generación de actividad theta hipocámpica.
En el trabajo de Núñez et al. (2006) se caracterizaron dos tipos
neuronales en el núcleo incertus: las neuronas tipo I, de activi-
dad no rítmica con disparo en rango theta, y las tipo II, neuronas
rítmicas con tasa de disparo en el rango beta.
Mediante los estudios de conectividad de NI (Goto et al., 2001)
se postuló su posible implicación en la modulación de diferentes
estados de activación del animal. Junto con numerosas estructu-
ras reticulares, el NI forma parte del llamado sistema reticular
activador ascendente, responsable del grado de activación ence-
fálica (Moruzzi y Magoun, 1949; Brodal y Rossi, 1955). Se ha
descrito que el NI está implicado en el sistema de arousal, al
estar interconectado con diversos núcleos de la formación reti-
cular encargados de la modulación del estado de activación del
animal (Moruzzi y Magoun, 1949), además de presentar proyec-
ciones sobre el núcleo laterodorsal tegmental, el rafe dorsal, el
área ventral tegmental, la substantia nigra y el área lateral hipo-
talámica (Swanson, 2000; Jones, 2005; Pfaff et al., 2008). En su
trabajo de 2001, Goto et al. propusieron la posible participación
del NI en la modulación de las respuestas frente a estímulos rele-
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vantes, basándose en el patrón de conexiones, su posición dentro
del tegmento pontino y la sensibilidad a la CRH.
5.1.2 Extendiendo la clasificación de las neuronas del núcleo incertus
Uno de los principales resultados del presente trabajo es el
haber evidenciado la presencia en NI de neuronas rítmicas a fre-
cuencia theta en condiciones de activación hipocámpica. Estas
neuronas, nombradas como tipo III, se encuentran activas tanto
en condiciones de theta hipocámpico espontáneo, como el indu-
cido por estimulación sensorial mantenida o por estimulación
eléctrica de larga duración de RPO. Adicionalmente, la caracte-
rización electrofisiológica de las neuronas del núcleo incertus,
mostró la actividad theta irregular de neuronas tipo I que, tras
la estimulación, disparan en un rango de frecuencias superior al
theta. De nuevo pudimos confirmar la presencia neuronas tipo
II, una subpoblación celular con actividad beta regular tanto en
condiciones basales como durante las estimulaciones. El hecho
de que todas las neuronas de NI presenten una actividad depen-
diente de la presencia de theta en hipocampo sugiere que el NI
podría ser una puerta de entrada a la activación de la red theta
hipocámpica. Adicionalmente, la correlación de la dinámica re-
gular de disparo de las neuronas tipo III del NI con la actividad
theta registrada en hipocampo, sugieren que el NI no sólo mues-
tra actividad neuronal dependiente de la presencia de theta, sino
que participa activamente de este proceso oscilatorio.
Basándose en sus conexiones, Goto et al. (2001) discutió la po-
sibilidad de que el NI fuera una estructura capaz de adaptar las
funciones cognitivas al estado comportamental del animal. Es-
ta capacidad de adaptación fue revisada por Ryan et al. (2011),
en relación a la activación del NI en situaciones de estrés neu-
rogénico y activación dependiente del estado del animal. Como
se ha explicado en la introducción, existen numerosos correlatos
comportamentales que ponen de manifiesto la relación entre la
actividad theta y los estados atencionales (Kemp y Kaada, 1975;
Sainsbury y Montoya, 1984; Sainsbury et al., 1987; Jones, 2003).
Las neuronas del NI concentran la mayor parte de las fibras pro-
venientes de RPO y, además, son uno de los principales relevos
hacia el sistema septohipocámpico (Teruel-Martí et al., 2008). El
hecho de que neuronas, que en situación basal se encuentran
silentes en NI, se movilicen en respuesta a una activacion reti-
cular mantenida, podría contribuir a iniciar un periodo de acti-
vidad theta en el sistema septohipocámpico en condiciones de
alta carga atencional, como sería el caso de la exposición a estre-
sores. El elevado nivel de activación de las neuronas tipo III ante
estimulaciones mantenidas puede implicar que esta población
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neuronal responda ante inputs relevantes, como los presentes en
situaciones de estrés (Banerjee et al., 2010; Ma et al., 2013), con-
tribuyendo así a la respuesta hipocámpica de procesamiento de
información.
5.1.3 Las neuronas tipo III están altamente acopladas a la oscilación
theta hipocámpica
Nuestros resultados sugieren que hay una clara correlación
entre la actividad individual de las neuronas de NI y los perío-
dos de activación hipocámpica en el rango de las frecuencias
theta. Las neuronas tipo I presentaron una alta probabilidad de
trabajar en frecuencias theta durante periodos basales con esca-
sa presencia de ondas theta en el hipocampo. Por su parte, las
neuronas tipo II mostraron unas tasas de disparo lejos de las
frecuencias theta pero con cambios en el mismo rango beta an-
te la presencia de oscilaciones theta en el hipocampo. Fueron,
sin embargo, las neuronas tipo III las que mostraron mayor pro-
pensión a trabajar en el rango theta en los estados de activación
del hipocampo, siendo esta relación indicativa de una conectivi-
dad funcional entre ambas estructuras (Varga et al., 2008). Por
tanto, este resultado es indicativo de una relación directa entre
este grupo neuronal y la activación septohipocámpica, siendo
las neuronas tipo III de NI participantes activas del circuito de
generación de la actividad theta hipocámpica.
Adicionalmente, se observó que las neuronas tipo III obtuvie-
ron altos valores de acoplamiento de fase con la señal hipocám-
pica en el rango de frecuencias theta. Específicamente, los má-
ximos de acoplamiento se encontraron al inicio y final del estí-
mulo sensorial. De hecho, al inicio de la estimulacion se registro
un maximo en la tasa de disparo y regularidad de la actividad
neuronal. El acoplamiento disminuyó durante el estímulo, pese
a ser aún superior al estado basal, para aumentar de nuevo en la
finalización del estímulo. Estos niveles de acoplamiento podrían
constituir un mecanismo de modulación de fase de la oscilación
theta y ser indicativos de los cambios de estado (Oprisan et al.,
2014; Voloh y Womelsdorf, 2016).
5.1.4 Las neuronas del núcleo incertus proporcionan un amplio rango
de respuestas dependientes del estado de activación del cerebro
Los resultados expuestos ponen de manifiesto la activación
diferencial del NI puede contribuir a la modulación del procesa-
miento hipocámpico, dependiente de la presencia de estímulos
particulares y de su potencia. En este sentido, se ha descrito la
relevancia de la sincronización theta en respuesta a la intensidad
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de estímulos nocivos (Bienvenu et al., 2012). Uno de los estímu-
los empleados en este trabajo, el tail pinch, podría suponer estrés
o dolor para el animal. Según la descripción llevada a cabo por
Ma et al. (2013), la mayoría de las neuronas del NI que se acti-
van ante un estímulo relevante, en su caso una infusión de CRH,
se correlacionan con la actividad theta hipocámpica. Por ello, la
respuesta de las neuronas del núcleo incertus parece estar rela-
cionadas con la activación estado-dependiente del hipocampo.
El que la activación de las neuronas tipo III del NI también se
encuentre ante la estimulación de RPO implica que el sistema
de activación del hipocampo parta del tronco del encéfalo, posi-
blemente como integrador de estímulos con suficiente relevancia
como para movilizar al sistema límbico.
La contribución directa del NI como un nodo relevante en
la integración de sistemas sensoriales o cognitivos y, particular-
mente, en estados derivados de la presencia de estresores, ha
sido postulada por numerosos autores (Goto et al., 2001; Olucha-
Bordonau et al., 2003; Núñez et al., 2006; Teruel-Martí et al., 2008;
Banerjee et al., 2010; Cervera-Ferri et al., 2011, 2012; Ryan et al.,
2011; Ma et al., 2013). Este núcleo presenta una elevada expre-
sión de receptores para la hormona liberadora de corticotropina
(Potter et al., 1992, 1994; Chalmers et al., 1994), lo que lo ha-
ce particularmente sensible a diferentes estresores (Bittencourt
y Sawchenko, 2000; Passerin et al., 2000; Singewald et al., 2000;
Tanaka et al., 2005; Banerjee et al., 2010; Lawther et al., 2015) y
a situaciones de elevada activación (Ryan et al., 2011; Ma et al.,
2017). Concretamente, se ha visto que el NI muestra la mayor
expresión tegmental de receptores tipo 1 de CRH (Potter et al.,
1992, 1994; Chalmers et al., 1995) activándose, por tanto, tras
la infusión intraventricular de CRH (Bittencourt y Sawchenko,
2000) o ante situaciones de estrés (Banerjee et al., 2010).
Los estudios de Ma et al. (2013) con registros en slices de NI,
arrojaron luz sobre la posible neuroquímica de las neuronas
identificadas como tipo III en el presente estudio. El patrón de
disparo de las neuronas tipo III es, en ciertos aspectos, similar
al observado para las neuronas relaxina-3 positivas del NI. En
su experimento, Ma observó que todas las neuronas relaxina-3
positivas expresaban el receptor tipo 1 para CRH y, además, ex-
hibían acoplamiento de fase al theta hipocámpico en respuesta a
la CRH, mientras que las neuronas relaxina-3 negativas no mos-
traban dicho acoplamiento. Cabe recordar que algunas de las
neuronas del NI que proyectan sobre el complejo septal, presen-
tan el transportador vesicular de glutamato VGLUT-2 (Cervera-
Ferri et al., 2012), si bien es verdad que la mayoría de neuronas
del núcleo incertus son GABAérgicas, expresando GAD 65/67
y una, o ambas, proteínas de unión al calcio calbindina o calre-
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tinina y colinoceptivas no-colinérgicas (Olucha-Bordonau et al.,
2003). Estas neuronas no se distribuyen de forma homogénea ya
que, mientras las calbindina positivas se encuentran por todo el
NI, la calretinina solo se expresa en las neuronas de la pars com-
pacta medial del NI. Ya que, únicamente las neuronas relaxina-3
positivas mostraron acoplamiento al theta y que la mayor parte
de éstas son GAD positivas (Ma et al., 2007), se puede hipoteti-
zar que las neuronas tipo III del NI, las únicas que presentaron
acoplamiento al ritmo theta hipocámpico, sean relaxina-3 posi-
tivas y, por tanto, neuronas GABAérgicas y CRH-R1 positivas.
En el estudio de Ma et al. (2013) también se vio que el 79 % de
las neuronas registradas en los slices fueron activadas por CRH,
proporción similar a la suma de neuronas tipo I y III de nues-
tro trabajo. Sin embargo, todas las neuronas registradas en este
estudio fueron activadas por estimulación de RPO, sensorial o
durante periodos de theta espontáneo. La duración de los dispa-
ros neuronales registrados es similar a la descrita por el grupo
de Ma que, al igual que nosotros, no encontraron diferencias es-
tadísticas en la duración de las espigas entre los distintos grupos
celulares.
5.2 el acoplamiento entre el núcleo incertus y el
hipocampo demuestra su conectividad efectiva
Utilizando el análisis de acoplamiento entre señales LFP, el
presente estudio reveló una relación dinámica entre NI y el siste-
ma septohipocámpico con cambios en los parámetros de sincro-
nización que sugerían que las neuronas de NI podrían conducir
efectivamente a las oscilaciones de theta en el hipocampo. Esta
sincronización basada en las diferencias de fase de ambas seña-
les marcaba claramente la presencia de un acoplamiento, a pesar
de que sus amplitudes pudiesen no estar correlacionadas. Sin
embargo, la primera pista que nos llevó a pensar en una direc-
cionalidad preferente fue la de observar un retraso en las fases.
La interacción entre fuentes neuronales produce una relación de
coherencia de fases en un valor alrededor de 0 y 2pi. Se puede
utilizar este hecho para estimar la existencia de interdependen-
cia con un cierto retraso temporal. No obstante, esta medida no
resulta concluyente por la incertidumbre implícita que conlleva
el comportamiento oscilatorio de este tipo de señales.
Al hilo de este enfoque se puede señalar la importancia del or-
den temporal de los sucesos para poder deducir relaciones cau-
sales. Con este argumento, Wiener (1956) propuso la causalidad
en términos estadísticos como sigue: supongamos que hay dos
magnitudes variables en el tiempo, x e y, que son medidas simul-
táneamente; si al tratar de predecir el futuro de x incorporando
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información del pasado de y, la predicción es mejor que usan-
do únicamente información del pasado de x, entonces se puede
decir que hay una relación causalidad de la segunda sobre la
primera (y → x). Esta definición no tuvo formulación matemá-
tica hasta que Granger la formalizó en el contexto de modelos
regresivos lineales (Granger, 1969).
La causalidad de Granger ha adquirido gran importancia co-
mo método analítico durante los últimos años, en parte debido
a que es aplicable en gran cantidad de disciplinas (Ding et al.,
2006; Bressler et al., 2008; Deshpande et al., 2010; Hwang et al.,
2010; Schippers et al., 2010; Bressler y Seth, 2011; Jiao et al., 2011;
Luo et al., 2011; Ge et al., 2012). Esta aproximación analítica se
presenta como una herramienta indispensable cuando deseamos
conocer el sentido del flujo de información en un grupo de no-
dos interconectados (Granger, 1969; Ding et al., 2006; Seth y Edel-
man, 2007). En nuestros experimentos, se empleó la causalidad
de Granger para probar la hipótesis de que las señales acopladas
de hipocampo y NI presentaban un flujo causal preferencial o,
atendiendo a la definición misma de causalidad, si una de las
señales es capaz de predecir a la otra.
5.2.1 El núcleo incertus es indispensable para la generación sensorial
de ritmicidad theta en el hipocampo
Habiendo demostrado proyecciones directas del NI sobre
aquellos núcleos que inician y modulan el ritmo theta del hi-
pocampo, una de las primeras preguntas que se plantean es si
aquellas estimulaciones que son capaces de evocar las ondas the-
ta son dependientes del NI.
Anteriormente, nuestro laboratorio había estudiado los efectos
de la estimulación eléctrica de RPO tanto tras la lesión electrolíti-
ca, como tras la inhibición farmacológica por infusión del agonis-
ta GABAérgico muscimol del NI (Núñez et al., 2006). En ambos
casos se observó que la potencia de la actividad theta evocada
en hipocampo por la estimulacion electrica de RPO no superaba
los niveles basales. Esto hizo pensar que el NI se encuentra espe-
cialmente implicado en la vía de generación del ritmo theta que,
desde una de las vías colinérgicas del troncoencéfalo, es capaz
de activar al hipocampo.
El RPO es un núcleo clave para la generación de actividad
theta en el hipocampo, ya que su activación lleva a un estado
theta sostenido en el hipocampo. Inicialmente, se pensó que esta
infuencia se debía a sus proyecciones sobre las regiones subcorti-
cales que modulan la ritmicidad theta en la región hipotalámica
posterior, a través de sus eferencias sobre el núcleo suprama-
milar y el núcleo posterior hipotalámico (Vertes, 1992; Bocian y
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Konopacki, 2001). Sin embargo, nuestro grupo demostró que la
principal ruta de activación de RPO sobre el MS/DB es a tra-
vés de neuronas de NI (Teruel-Martí et al., 2008). Adicionalmen-
te, RPO recibe su principal aferencia del núcleo colinérgico PPT
(Grofova y Keane, 1991; Takano y Hanada, 2009), una estructu-
ra muy activa frente a estados de elevado arousal y durante la
fase REM del sueño (Steriade et al., 1990). Se ha visto que las
neuronas de PPT responden a diferentes modalidades de esti-
mulación sensorial, incluido el tail pinch (Koyama et al., 1994), y
que, adicionalmente, la inyección de procaina en PPT es capaz
de eliminar el theta evocado por tail pinch (Nowacka et al., 2002).
Poniendo en conjunto esta información, podemos pensar que en
estados de atención elevada, ya sea por entrada sensorial duran-
te la vigilia o por reactivación de las neuronas colinérgicas de
PPT, se activa la vía RPO hacia NI, actuando éste último sobre el
circuito de control hipocámpico a través de sus conexiones con
el septum medial, el núcleo supramamilar y el núcleo del rafe
mediano, induciendo, en ultima instancia, la actividad theta en
el hipocampo.
5.2.2 Acoplamiento oscilatorio entre hipocampo y núcleo incertus
Nuestro grupo describió con anterioridad la existencia de ac-
tividad theta en NI, la cual se sincroniza con el hipocampo tras
la estimulación colinérgica o eléctrica de la formación pontina
(Cervera-Ferri et al., 2011). En aquel estudio, un resultado sor-
prendente fue que la estabilización en theta del NI se produjera
antes que la del hipocampo, tras la infusión de carbacol. Este
resultado nos llevó a plantearnos la posible dinámica temporal
de las actividades oscilatorias de NI e hipocampo. Para ellos, se
empleó el mismo paradigma de infusión de carbacol en RPO en
animal anestesiado, a fin de conseguir una sincronización rítmi-
ca de larga duración que nos permitiera elucidar el acoplamiento
temporal de ambas actividades y, en última instancia, la posibi-
lidad de una relación causal.
Los resultados del estudio indicaron la existencia de un aco-
plamiento temporal de la actividad de un núcleo del sistema
reticular ascendente, el NI, con la oscilación hipocámpica. Este
acoplamiento se logró tras la activación colinérgica de la forma-
ción reticular pontina, proceso que ,de forma fisiológica, ocurre
en estados de elevada carga atencional de la vigilia y durante
el sueño REM (Newman et al., 2012). Los resultados obtenidos
aportan información al respecto de lo que puede ocurrir en tales
estados, donde el hipocampo se encuentra participando activa-
mente en procesos relacionados con la memoria. Estos procesos
no solo dependen del hipocampo, sino que incluyen a una ex-
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tensa red distribuida de estructuras encefalicas (Squire, 2004).
Las oscilaciones theta juegan un papel clave en la sincroniza-
ción del circuito neuronal subyacente a la memoria (Sarnthein
et al., 1998; Sauseng et al., 2004). En este sentido, numerosos es-
tudios promueven que el acoplamiento de fases en theta, entre
las distintas áreas, permite la comunicación mediante la cohe-
rencia (Klimesch et al., 2008; Fell y Axmacher, 2011). Se cree
que este efecto de sinergia se produce debido al establecimiento
temporal de complejos neuronales locales en diferentes regiones
cerebrales (Eckhorn et al., 1988; Gray et al., 1989; Fries, 2005; Ca-
vanagh et al., 2010). De esta menera, el acoplamiento de fases
en frecuencia theta ha demostrado ser un mecanismo necesario
para la función cognitiva en circuitos córtico-corticales (Polanía
et al., 2012), córtico-hipocampales (Miller et al., 1991; Bontempi
et al., 1999; Poch et al., 2011) y subcórtico-hipocampales (Young
y McNaughton, 2009; Lesting et al., 2011). Por todo ello, el aco-
plamiento de fase de la actividad del NI con la oscilación theta
hipocámpica permitiría integrar la información aportada por el
NI al circuito global.
5.2.3 Causalidad entre el hipocampo y el núcleo incertus
Si bien la información del acoplamiento proporciona una idea
de la relación existente entre el NI y el hipocampo, no nos ofrece
detalles de la direccionalidad de esta relación. El análisis de cau-
salidad en los registros del potencial de campo mostró que, en
condiciones basales, el hipocampo muestra oscilaciones indepen-
dientes y desacopladas de las registradas en el núcleo incertus.
Sin embargo, durante cortos periodos de theta espontáneo, se
pudo vislumbrar un vago efecto causal. Únicamente cuando las
señales mostraron alta coherencia, las señales dieron signos de
causalidad entre ellas. El principal resultado del estudio fue que
durante los periodos de theta evocado, la señal procedente de
NI contenía información suficiente para predecir a la señal de
hipocampo. Este resultado sugiere que, en estas condiciones, las
oscilaciones theta presentes en el NI conducen a la activación de
la ritmicidad theta del sistema septohipocámpico. Sin embargo,
los mismos cálculos llevaron a detectar cortos periodos de causa-
lidad alterna. Nuestros datos soportan la idea de una regulación
theta troncoencefálica dependiente de acetilcolina que coexiste
con tramos de feedback de control hipocámpico.
No obstante, aprovechando el perfil electrofisiológico del expe-
rimento de caracterización neuronal, se llevó a cabo un análisis
de la causalidad para cada una de las poblaciones neuronales
encontradas en el NI. Al igual que en el caso de los registros
del potencial de campo, no se observaron medidas de causali-
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dad claras en las condiciones basales, en las que sólo aparecen
pequeños episodios theta. Sin embargo, con la aparición de las
oscilaciones theta en hipocampo se pudieron definir claras inter-
acciones causales. El hallazgo de que la actividad de las neuro-
nas tipo III en las frecuencias theta contiene información capaz
de predecir futuros patrones oscilatorios en el sistema septohipo-
cámpico durante la ritmicidad theta evocada es particularmente
interesante, si bien es verdad que, durante cortos periodos de
tiempo, el sentido causal se revierte, siendo el hipocampo quién
prevé la actividad de las neuronas tipo III de NI. Este resulta-
do concuerda con lo observado en el estudio de causalidad de
señales de campo y, además, demuestra un origen endógeno de
la actividad theta encontrada en el NI. Por su parte las neuro-
nas tipo I y II mostraron causalidad predominante en el sentido
HPC→NI en la banda de frecuencias de 10-20 Hz. Estos datos
sugieren que con la activación sensorial, una entrada ascendente
de NI, dirigida por las neuronas tipo III, efectivamente condujo
el sistema septohippocampal en la codificación theta. Sin embar-
go, estas épocas propensas se alternaron con periodos breves de
ritmo theta hipocampal para reclutar neuronas NI. Además, las
diferentes poblaciones de neuronas en el NI mostraron una clara
preponderancia de direccionalidad (figura 44).
Estos resultados son coherentes con la posición del NI en la ru-
ta de generación del theta. Como se ha comentado anteriormen-
te, el NI es el nodo principal entre el RPO y el marcapasos del
theta hipocámpico, el septum medial (Teruel-Martí et al., 2008).
Un estudio reciente sobre conectividad recíproca, ha mostrado
una marcada proyección ascendente desde el NI hasta la por-
ción ventral de la banda diagonal de Broca en el septum medial,
complementada por una proyección recíproca menor (Sánchez-
Pérez et al., 2015). Este bucle asimétrico podría ser el sustrato
anatómico funcional de los datos observados en los estudios de
causalidad. Mientras las neuronas tipo III de NI serían las res-
ponsables de la proyección ascendente al septum medial (largos
tramos de causalidad NI→HPC en banda theta), las tipo I y II se-
rían buenas candidatas para la proyección recíproca (intrusiones
de causalidad HPC→NI).
Tomados en conjunto, estos datos confieren un nuevo nivel de
explicación al estado de las oscilaciones theta acopladas entre el
NI y el hipocampo bajo activación sensorial. En esta situación,
nuestro análisis reflejó un ciclo dinámico NI-hipocampo, enten-
dido como las influencias causales que las poblaciones neurona-
les en un área cerebral ejercen sobre las de otra. Dado el patrón
de las ondas theta, ambas áreas mantuvieron un acoplamiento
bidireccional con un flujo ascendente predominante, junto con
épocas cortas acompañantes en la direccionalidad causal inver-




tipo II tipo III
Figura 44: Diagrama esquemático de las interacciones causales entre las neu-
ronas del NI y el sistema septohipocámpico. El grosor de las fle-
chas refleja el flujo causal principal durante los periodos de activi-
dad theta.
sa. La dinámica de la alternancia de flujo podría explicar las
microperturbaciones del ritmo theta en curso. Esta idea sugiere
el papel potencial del NI como un actor activo en el estado theta,
y no como un conductor o iniciador estricto de la ritmicidad del
hipocampo.
5.3 reinicio de la fase del ritmo theta hipocámpico
tras la estimulación de núcleo incertus
Finalmente se decidió estudiar la forma en que el NI es capaz
de interactuar con el hipocampo. El ordenamiento o la alinea-
ción de las fases a los estímulos con elevada saliencia favorece su
codificación y la transmisión de información comportamental re-
levante (Voloh y Womelsdorf, 2016). Puesto que el NI es candida-
to a transmitir información relativa a la entrada de un estímulo
relevante, o un estresor, se analizó la posibilidad de que su acti-
vación indujera un reinicio de la fase de la onda theta hipocám-
pica. Para ello se llevaron a cabo experimentos de estimulación
eléctrica en NI, a fin de observar la microestructura de las oscila-
ciones theta en hipocampo evocada por la activación de NI. En
este experimento no era tan importante obtener un theta mante-
nido en el tiempo, sino observar las alteraciones locales que se
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producían en el devenir de los ciclos theta del hipocampo. EL
efecto de los estímulos repetidos desde NI fue el reiniciar la fase
de las ondas theta, independiente del estado previo al estímulo.
Numerosos trabajos han mostrado que la estimulación eléctrica
de MS/DB es capaz de reiniciar la actividad theta de hipocampo
(Buño et al., 1978; García-Sánchez et al., 1978). Este fenómeno se
describió incluso estimulando parte de sus aferencias, incluyen-
do la formación reticular (Gaztelu y Buño, 1982) y el fascículo
medial prosencefálico (Brazhnik y Vinogradova, 1988). Gaztelu
y Buño (1982) probaron que el reinicio de la fase del ritmo theta
hipocámpico se debía al acoplamiento de fase con el septum me-
dial. Estos autores describieron un grupo de neuronas septales,
denominadas tipo 1, consideradas el marcapasos de la actividad
theta hipocámpica, las cuales eran responsables de inducir un
reinicio en la fase theta de hipocampo.
Estos datos, sumados al patrón de conexiones del NI, sugie-
ren que el reinicio de la fase theta de hipocampo mediante la
estimulación eléctrica del NI implica, necesariamente, al com-
plejo septal. La prueba de que este efecto de reinicio de la fase
se daba a través del MS/DB, vino de la inactivación temporal del
área septal, al observar que los pulsos eléctricos en NI no eran
capaces de afectar al ritmo theta hipocámpico, lo que corrobora-
ba nuestra hipótesis. En términos generales, las neuronas tipo III
de NI podrían actuar sobre las neuronas de MS/DB, como por
ejemplo sobre las neuronas tipo 1 septales descritas por Gaztelu
y Buño (1982), disparando un periodo de actividad theta, inicia-
do por un reinicio de la fase. Así, la activación reticular del NI
podría derivar en una acción marcapasos las neuronas septales
encargadas del reinicio de la fase theta hipocámpica, a través de
las neuronas tipo III. Por tanto, el reinicio de la fase theta en hi-
pocampo, y el mantenimiento de esta actividad oscilatoria, sería
dependiente del NI a través de un relevo septal.
Recientemente se ha probado que la activación optogenética
de las neuronas parvalbúmina del MS/DB es capaz de evocar
una retroalimentación rítmica con los circuitos hipocámpicos,
contribuyendo a la iniciación y mantenimiento de la oscilación
theta (Vandecasteele et al., 2014; Bender et al., 2015). En estos
trabajos se vio que la estimulación con pulsos ópticos sobre las
neuronas parvalbúmina positivas de MS/DB era capaz de re-
iniciar la fase del ritmo theta hipocámpico. Adicionalmente, se
ha visto que una población de neuronas parvalbúmina positivas
del MS/DB son indispensables para el mantenimiento de la ac-
tividad theta en hipocampo, mediante su patrón de descargas a
ráfagas inhibitorias rítmicas a frecuencia theta sobre neuronas de
hipocampo (Hangya y Borhegyi, 2009). Estas neuronas parvalbú-
mina positivas presentan una actividad muy similar a la descrita
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por Gaztelu y Buño (1982) en las neuronas tipo 1 septales, con
el mismo patrón de disparo y acoplamiento a la oscilación theta
hipocámpica. Curiosamente, se ha visto que las neuronas parval-
búmina septales son la diana de proyecciones directas desde el
NI (Olucha-Bordonau et al., 2012). Estos resultados refuerzan la
idea de que el NI es capaz de reiniciar la oscilación theta hipo-
cámpica mediante sus proyecciones sobre las neuronas parval-
búmina septales, probablemente siendo las neuronas tipo III del
NI las responsables de una inhibición rítmica capaz de evocar
un patrón de disparo de ráfagas regulares en el MS/DB.
El perfil neuroquímico del NI presenta una gran variedad de
neurotransmisores y neuromoduladores, tales como neurotensi-
na, colecistoquinina, ranatensina, relaxina-3 o glutamato (Jennes
et al., 1982; Chronwall et al., 1985; Olucha-Bordonau et al., 2003;
Tanaka et al., 2005; Ma et al., 2007; Cervera-Ferri et al., 2012). No
obstante, la presencia de marcadores GABA en el núcleo incertus
(GAD, calretinina y calbindina) indica la existencia de neuronas
inhibitorias, algunas de las cuales proyectan al MS/DB (Goto
et al., 2001; Olucha-Bordonau et al., 2003). Este input inhibitorio
sobre el MS/DB está en consonancia con el modelo propuesto
por Denham y Borisyuk (2000), en el que la descarga inhibito-
ria sobre las neuronas septales es capaz de sincronizarlas regu-
larmente mediante un mecanismo de reinicio. Este modelo de
generación theta describe un bucle hipocampo-septal en el que
las ondas theta se mantienen mediante un proceso de reinicio.
Así pues, la proyección inhibitoria desde NI sobre las neuronas
septales podría explicar el comienzo del theta hipocámpico.
Se han estudiado eventos de reinicio de fase de las ondas theta
en hipocampo tras la presentación de un estímulo o mediante la
estimulación de las vías aferentes (Brazhnik et al., 1985; Vinogra-
dova et al., 1993; Givens, 1996; Tesche y Karhu, 2000; Williams y
Givens, 2003). El reinicio de la fase de sistemas neuronales oscila-
torios puede ser entendido como un mecanismo de optimización
del procesamiento de la información, mediante el establecimien-
to de patrones temporales de codificación (Canavier, 2015). Por
ello, se ha propuesto que la fase de la actividad theta pudiera
suponer una forma de acoplar la actividad hipocámpica a estí-
mulos relevantes (Givens, 1996; Hasselmo, 2007, 2008), de ma-
nera que pueda promover el procesamiento cognitivo relativo a
estímulos sensoriales capaces de generar actividad theta (Adey,
1967; Givens, 1996; Vinogradova et al., 1996).
Debemos recordar que las oscilaciones cerebrales proporcio-
nan un marco temporal para el procesamiento y transmisión de
la información. De esta manera, los eventos neuronales que su-
ceden dentro de los límites de un ciclo oscilatorio, pueden ser in-
terpretados como ensamblajes computacionales (Buzsáki, 2004).
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Figura 45: Esquema del acoplamiento de una población neuronal debido al
reinicio de la fase. Ante la presencia de un estímulo relevante, la
actividad de las distintas neuronas de la estructura sufriría un
reinicio (línea negra vertical), acoplando la actividad poblacional y
permitiendo una computación global de la información entrante.
En el caso de la entrada de estímulos relevantes para el animal,
el reinicio de fase proporcionaría así una parcelación temporal
óptima para la codificación de la información mediante el aco-
plamiento de la población neuronal (figura 45), lo que, en el caso
del hipocampo, se traduciría en la creación, consolidación y re-
cuperación de recuerdos (Voloh y Womelsdorf, 2016). De hecho,
la plasticidad sináptica se ve facilitada por el reinicio de la onda
theta, creando condiciones óptimas para la potenciación a largo
plazo de estímulos relevantes (McCartney et al., 2004). Por tan-
to, nuestros resultados indican que el NI podría ser considerado
como un nodo fundamental en la generación de theta hipocám-
pico en respuesta a estímulos de elevada saliencia. Cabe de nuevo
retomar la idea de que el NI es un núcleo muy reactivo ante di-
ferentes estresores, en virtud a su sensibilidad a la CRH, siendo
dependiente del nivel atencional del animal (Potter et al., 1994;
Bittencourt y Sawchenko, 2000; Goto et al., 2001; Banerjee et al.,
2010). En este contexto, los resultados permiten sugerir que el
NI sería capaz de reiniciar a la oscilacion theta hipocampica en
presencia de estímulos altamente relevantes, proveyendo al hipo-
campo del marco computacional óptimo para el procesamiento
de la información relacionada con dichos estímulos.
5.4 función del núcleo incertus
El patrón de conexiones del NI ha sido considerado clave para
su participación en múltiples procesos fisiológicos, desde la res-
puesta al estrés hasta la memoria o el nivel atencional del animal
(para revisión, Ryan et al. 2011). Nuestros resultados se pueden
interpretar de acuerdo a las funciones atribuidas al NI, expan-
diendo la comprensión de los mecanismos funcionales subya-
centes a su funcionalidad.
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5.4.1 El núcleo incertus y el estrés
Dada la alta concentración del receptor tipo 1 para la CRH, el
núcleo incertus ha sido objeto de estudio en su posible implica-
ción en la vía neural del estrés (Potter et al., 1994; Bittencourt y
Sawchenko, 2000; Van Pett et al., 2000; Kumar et al., 2016). La
CRH es considerada la principal mediadora de la preparación
a la respuesta autónoma al estrés, ya que induce un estado de
activación generalizado y produce un incremento de la activi-
dad motora (Sutton et al., 1982; Fisher, 1993; Koob y Heinrichs,
1999). Se ha visto que la administración intracerebroventricular
de CRH, o de su agonista urocortina, incrementa marcadamente
la expresión de c-fos en el NI, así como en otros núcleos sub-
corticales tales como LDT, PPT o el locus coeruleus (Bittencourt y
Sawchenko, 2000). Adicionalmente, en un estudio reciente se pu-
do observar como las neuronas relaxina-3 positivas del NI veían
su fase acoplada a la actividad theta hipocámpica tras su estimu-
lación con CRH (Ma et al., 2013).
Se ha discutido ampliamente la fuente de CRH que activa a
las neuronas de NI bajo situaciones de estrés. Una teoría apunta
a que una situación de estrés sería capaz de fomentar la produc-
ción de CRH en el núcleo paraventricular hipotalámico o en la
amídala central, pudiendo llegar al NI mediante el líquido cefa-
loraquídeo (Swanson et al., 1983) debido a su posición adyacente
al cuarto ventrículo (Bittencourt y Sawchenko, 2000; Goto et al.,
2001). Adicionalmente, en el tronco del encéfalo se han descrito
numerosas poblaciones de neuronas CRH positivas que podrían
suministrar este neuropéptido al NI de manera más directa: en
el núcleo de Barrington, núcleos del rafe, núcleo laterodorsal teg-
mental, parabraquial, cuneiforme, locus ceruleus y la mayoría de
núcleos centrales sensoriales (Swanson et al., 1983).
A su vez, el NI podría ejercer un papel regulador sobre el
circuito del estrés mediante sus proyecciones sobre la amígda-
la, el núcleo paraventricular talámico y la corteza prefrontal, es-
tructuras implicadas en la adaptación al estrés crónico (Olucha-
Bordonau et al., 2003; Dallman et al., 2006). A su vez, sus cone-
xiones recíprocas con el cercano núcleo del rafe dorsal podrían
participar en este proceso. La participación de este núcleo en
el control del estrés es ambigua, puesto que participa tanto en
la activación de la respuesta de estrés como en su cese (Ham-
mack et al., 2002; Robbins). Y en este sentido cabe destacar la
relación inversa entre la serotonina y la relaxina-3: existen recep-
tores para serotonina en NI y para relaxina-3 en rafe dorsal y la
depleción de serotonina aumenta la expresión de relaxina-3 en
NI (Miyamoto et al., 2008). De esta forma, la alteración del sis-
tema serotoninérgico en desórdenes de ansiedad, estrés crónico
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y depresión también podría estar relacionada con una alteración
complementaria de la actividad de NI.
Numerosos estudios han pretendido dilucidar los estímulos
estresores capaces de activar al NI. Usando el marcador de acti-
vación neuronal c-fos se vió que tras la inyección intraventricular
de CRH, el 66 % de las neuronas relaxina-3 positivas de NI se
encontraban activadas (Bittencourt y Sawchenko, 2000; Tanaka
et al., 2005), resultados muy distinto de los bajos niveles de ex-
presión de c-fos encontrados en condiciones basales (Cullinan
et al., 1995). Así, la respuesta de NI al estrés parece estar media-
da por los receptores CRH-R1 y está ligada a la liberación del
neuropéptido relaxina-3 (Burazin et al., 2002; Tanaka et al., 2005;
Banerjee et al., 2010). Se ha demostrado que la relaxina-3 es ca-
paz de modular la acción de receptores presentes en estructuras
ligadas al estrés y el grado atencional, tales como el bulbo ol-
fatorio, la amígdala, la corteza somatosensorial, el tálamo o los
colículos (Sutton et al., 2004). Esto nos lleva a pensar que la li-
beración de relaxina-3 desde el NI fuera capaz de modular las
respuestas sensoriales y reflejas, a fin de mejorar la codificación
de la información del entorno en una situación de estrés. Se ha
descrito que la inyección de relaxina-3 en el MS/DB induce la ge-
neración de actividad theta en el hipocampo (Ma et al., 2009), lo
que otorgaría al NI el papel de modulador de la respuesta cog-
nitiva de hipocampo ante situaciones estresogénicas, mediante
sus proyecciones sobre el complejo septal.
Entre los agentes estresores que afectan a la actividad del NI,
se ha estudiado que la inmobilización prolongada, de mas de
una hora de duración, es capaz de incrementar la expresión de
c-fos en el NI (Senba et al., 1993). También se ha observado acti-
vación del NI tras la aplicación de una descarga eléctrica en las
extremidades (foot shock) del animal (Li et al., 1998), o median-
te estímulos dolorosos en extremidades inferiores (Bullitt, 1990;
Senba et al., 1993). Se ha visto que el NI de ratas re-expuestas
a entornos donde habían experimentado condicionantes aversi-
vos, presenta menores niveles de expresión de c-fos. Este resulta-
do sugiere que el núcleo incertus se activa diferencialmente ante
situaciones de gran carga atencional durante las situaciones de
estrés (Goto, 1998; Goto et al., 2001; Ribeiro-Barbosa et al., 2005).
Observaciones de c-fos de Goto et al. (2001) demostraron que el
NI de ratas entrenadas en un test de natación forzada se encon-
traba mas activo que en aquellos casos en los que los animales
no habían recibido entrenamiento. Las ratas entrenadas para en-
contrar la plataforma sumergida presentaron mayor expresión
de c-fos en el NI en ausencia de plataforma que los animales
no entrenados. Cabe recordar que el test de natación forzada es
una tarea demandante para el hipocampo, ya que activa el pro-
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cesamiento espacial (Whishaw y Schallert, 1977; Olvera-Cortés
et al., 2004), lo que puede llevar a la aparición de actividad theta
hipocámpica.
Debemos recordar que hemos observado acoplamiento entre
las actividades oscilatorias del NI y el hipocampo tras activación
colinérgica troncoencefálica. Existen numerosas evidencias que
otorgan a la acetilcolina un papel señalizador en la respuesta a
estrés (Mark et al., 1996; Arnsten, 2009; Tasker y Herman, 2011;
Pinard et al., 2012). Bajo estímulos estresores, el hipocampo, la
amígdala y la corteza profrontal reciben altos niveles de acetil-
colina desde el septum medial (Mesulam, 2005). Curiosamente,
la acetilcolina pueda tener un efecto activador de la ritmicidad
theta hipocámpica (Fisahn et al., 1998; Drever et al., 2011). Si
bien la cantidad de respuestas comportamentales relacionadas
con el sistema colinérgico dificulta su estudio en el marco de
la modulación del estrés, se postula una idea general sobre su
participación a través de las neuronas colinérgicas del tronco del
encéfalo. Así, el acoplamiento temporal de las neuronas colinér-
gicas troncoencefálicas con núcleos del estriado, o septales, facili-
tarían la asociación de estresores o eventos de elevada saliencia a
pistas en el entorno, contribuyendo a la generación de respuestas
relevantes frente a dichos estímulos (Picciotto et al., 2012). Adi-
cionalmente el NI, no solo presenta la enzima colinacetiltransfe-
rasa, sino que recibe proyecciones colinérgicas de LDT, núcleo
que, junto con PPT, se encuentra muy activo durante momentos
en que el hipocampo presenta predominancia de ondas theta,
como la fase REM del sueño o la vigilia activa (Jones y Muh-
lethale, 1998). En este sentido, cabe recordar que la infusión de
agonistas colinérgicos en RPO, uno de las principales aferencias
del NI, son capaces de inducir la generación de ritmicidad the-
ta hipocámpica (Núñez et al., 1991; Vertes et al., 1993) así como
inducir a los animales en un estado de fase REM (Bourgin et al.,
1995). Así pues, los núcleos colinérgicos troncoencefálicos pare-
cen ser esenciales para la activación hipocámpica en estados de
alta presencia de ritmicidad theta. Estas ideas refuerzan nuestro
planteamiento de la interacción del NI en los procesos de estrés.
La activación colinérgica de este núcleo, principalmente a través
de su inervación desde RPO, podría controlar la actividad del
MS/DB, reiniciando su actividad para facilitar la asociación de
los estímulos desencadenantes de la situación de estrés al marco
cognitivo temporal proporcionado por la actividad theta hipo-
cámpica (figura 46). Así, el NI jugaría un papel clave en la mo-
dulación de la atención diferencial a estímulos relevantes, lo que
desencadenaría un incremento en el procesamiento mnemónico
del hipocampo.
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Pese a que su papel en el estrés y la ansiedad todavía no se
conoce con precisión, recientemente ha sido hipotetizado que es-
te núcleo pueda ser candidato a ser una diana terapéutica en
trastornos neuropsiquiátricos. Esta propuesta se basa en la co-
localización de receptores CRH-1 con neuronas RLX-3 positivas,
selectivas de NI y la evidencia de que la infusion de CRH en
NI produce la inactivacion de corteza prefrontal medial (Kumar
et al., 2016). En cualquier caso, su papel central en el control de
la oscilación theta y su sensibilidad tanto a la activación colinér-
gica como al estrés, podría convertirlo en un núcleo capaz de
adaptar el procesamiento hipocámpico en situaciones de aten-
ción elevada.
5.4.2 El núcleo incertus y el nivel de activación
El arousal, o nivel de activación, se entiende como un estado
fundamental definido, comportamentalmente, por un incremen-
to de la alerta ante estímulos sensoriales, un aumento de la acti-
vidad motora y una mayor propensión a manifestar respuestas
emocionales (Pfaff et al., 2008). Si bien los niveles de arousal pre-
sentan variaciones circadianas, acoplados al ciclo sueño-vigilia,
numerosos elementos, incluidos agentes estresores, pueden in-
crementar los niveles de activación atencional. Se ha visto que el
NI podría ser un buen modulador del nivel de arousal debido a
su patrón de proyecciones.
Numerosos estudios han mostrado la interconectividad del NI
con núcleos implicados en la modulación de los niveles atencio-
nales, incluido el ciclo sueño-vigilia (Swanson, 2000; Goto et al.,
2001; Olucha-Bordonau et al., 2003; Pfaff et al., 2008). El NI se
localiza próximo a la formación reticular, descrita tradicional-
mente como parte esencial del incremento del nivel de arousal
(Moruzzi y Magoun, 1949). Adicionalmente, el NI proyecta sobre
estructuras implicadas en la modulación del estado atencional y,
algunas de ellas, descritas como participantes activas de la acti-
vidad theta. El NI envía proyecciones sobre el rafe mediano, los
núcleos interpedunculares, el área preóptica lateral y el núcleo
RPO, si bien en este último caso la proyección inversa recíproca
es la principal. El núcleo incertus también proyecta sobre nú-
cleos colinérgicos como el LDT, serotoninérgicos como el núcleo
del rafe dorsal, dopaminérgicos como el área ventral tegmental,
sustancia nigra pars compacta y el hipotálamo lateral, los cuales
contienen neuronas que expresas neuropéptidos implicados en
el arousal como la orexina o la hormona concentradora de me-
lanina (Swanson, 2000; Jones, 2005; Pfaff et al., 2008). Existe un
elevado grado de interconexión entre los núcleos sobre los que
proyecta el NI. Estas estructuras neuronales presentan patrones








Figura 46: Esquema simplificado de las conexiones anatómicas de la red osci-
ladora theta (en colores) y de la posible vía de generación colinér-
gica de actividad theta hipocámpica propuesta (flechas negras). El
grosor de las líneas representa la densidad de proyecciones de los
distintos núcleos sobre el resto.
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topográficos de proyecciones complementarias a otras regiones
encefálicas (Contestabile y Flumerfelt, 1981; Hayakawa y Zyo,
1984; Groenewegen et al., 1986), por lo que podrían considerar-
se constituyentes de un sistema coordinado de control del grado
de activación del animal mediante la modulación de los distintos
nodos del circuito.
La información anatómica, neuroquímica y comportamental,
hacen pensar que la función principal del NI sería la de incre-
mentar los niveles de actividad comportamental del animal ante
situaciones estresoras o, lo que es lo mismo, claves para la su-
pervivencia. A lo explicado en el apartado del estrés, hay que
sumar que se ha visto incremento de expresión de c-fos en ratas
en régimen de deprivación alimenticio, justo antes del momen-
to de suministración de alimento (Goto et al., 2001). Un estudio
reciente del grupo de Sherie Ma (2017), ha mostrado que la ac-
tivación mediante inyecciones de CNO (Clozapina-N-Óxido) en
ratas a las que se les había suministrado el DREADD excitador
hM3Dq en NI, produce desincronización electroencefalográfica
cortical y elevados niveles de actividad theta hipocámpica. Estos
cambios se han encontrado asociados a incrementos en el gra-
do de atención de los animales y un aumento de la locomoción.
Adicionalmente, se ha visto que los animales activados por CNO
en paradigmas de miedo condicionado, presentaban respuestas
alteradas definidas por un mayor movimiento de la cabeza, lo
que puede ser entendido como un mayor reconocimiento del
entorno, y por comportamientos de alerta durante el recorda-
torio del condicionamiento. Se sabe que la actividad theta está
potenciada en los periodos de alto nivel de arousal, como du-
rante periodos de vigilia activa, y disminuida durante periodos
de baja actividad, como en vigilia tranquila o comportamientos
repetitivos (Vanderwolf, 1969; Buzsáki, 2002). También es carac-
terística la presencia de la oscilación theta en el estado activo
del sueño, el REM. El flujo colinérgico desde los núcleos PPT y
LDT es máximo en este estado y en el hipocampo se produce
una reactivación de ensamblajes neuronales activados durante
la vigilia (Louie y Wilson, 2001). De acuerdo con Hutchison y
Rathore (2015), es en esta fase del sueño cuando se produce la
consolidación de recuerdos emocionalmente relevantes en el hi-
pocampo. Por lo que las observaciones no publicadas de nuestro
grupo que corroboran la existencia de actividad theta en el NI,
acoplada a la del hipocampo, también en este estado, apoyan la
participación del NI en este proceso.
Nuestros resultados integran al NI como un nodo imprescindi-
ble en el sistema de respuesta comportamental al estrés median-
te su patrón de conexiones. Ante un incremento de CRH, debido
a una situación de estrés, el NI sería capaz de modular la aten-
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ción, el procesamiento cognitivo y las respuestas comportamen-
tales y emocionales. Principalmente, esta respuesta sería llevada
a cabo mediante las neuronas de proyección relaxina-3 positivas.
En este sentido, una inhibición regular por parte de las neuro-
nas tipo III sobre las neuronas parvalbúmina de proyección de
MS/DB, permitiría regular la respuesta hipocámpica mediante
el reinicio y mantenimiento de la actividad theta presente en si-
tuaciones de elevada carga atencional. Por todo lo anteriormente
expuesto, podemos concluir que el NI es una estructura clave en
el procesamiento cognitivo que lleva a cabo el hipocampo, pu-




C O N C L U S I O N E S
I. El núcleo incertus presenta una población neuronal, deno-
minada neuronas tipo III, con poca actividad basal en anes-
tesia con uretano, que adquiere actividad neuronal regular
a frecuencia theta durante periodos de presencia de activi-
dad theta hipocámpica.
II. Las distintas neuronas del núcleo incertus incrementan su
tasa de disparo con la aparición de actividad theta hipo-
cámpica, poniendo de manifiesto su relación con los esta-
dos activos del hipocampo.
III. La actividad de las neuronas tipo III del núcleo incertus se
encuentra acoplada a la actividad theta hipocámpica.
IV. La activación colinérgica del núcleo reticular pontino oral
genera actividad oscilatoria a frecuencia theta en el núcleo
incertus, con un elevado acoplamiento mantenido en el
tiempo con la oscilación theta del hipocampo.
V. Durante los momentos de actividad poblacional theta, el
núcleo incertus presenta un flujo causal de información en
sentido predominante hacia el hipocampo.
VI. La inactivación del núcleo incertus es capaz de disminuir
significativamente la actividad theta hipocámpica evocada
mediante estimulación sensorial del animal.
VII. Las distintas poblaciones neuronales del núcleo incertus
presentan diferentes relaciones causales con el hipocampo
durante los periodos de actividad theta.
VIII. Las neuronas tipo I y II muestran causalidad predominante
en el sentido hipocampo a núcleo incertus.
IX. Las neuronas tipo III muestran un flujo causal en sentido
núcleo incertus a hipocampo, lo que sugiere que las neuro-




X. Un único pulso eléctrico en el núcleo incertus, no solo es
capaz de generar potencia theta evocada en el hipocampo,
sino que es capaz de reiniciar la fase de la oscilación theta
presente en el hipocampo.
XI. La modulación de la actividad theta hipocámpica evocada
por la estimulación eléctrica del núcleo incertus es depen-
diente de la integridad del septum medial.
XII. El núcleo incertus forma parte esencial de un circuito neu-
ronal distribuido, implicado en la generación y reinicio de
la oscilación theta hipocámpica.
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