We propose a monotone approximation scheme for a class of fully nonlinear PDEs called Gequations. Such equations arise often in the characterization of G-distributed random variables in a sublinear expectation space. The proposed scheme is constructed recursively based on a piecewise constant approximation of the viscosity solution to the G-equation. We establish the convergence of the scheme and determine the convergence rate, using the comparison principles for both the scheme and the equation together with a mollification procedure. One of the main applications is to obtain the convergence rate of Peng's robust central limit theorem for the general situation.
Introduction
The theory of G-expectations (see [25, 26, 27, 28] ) is a natural generalization of classical probability theory in the presence of Knightian uncertainty. That is, random outcomes are evaluated, not using a single probability measure, but using the supremum over a range of possibly mutually singular probably measures. One of the fundamental results in the theory is the celebrated central limit theorem, dubbed as robust central limit theorem by Peng in [27] . It provides a theoretical foundation for the widely used G-distributed random variables in nonlinear probability and statistics. The theorem was first proved in [25] by applying the regularity theory of fully nonlinear PDEs (see [18] and [31] ) to G-equations, the latter of which characterize G-distributed random variables.
However, no convergence rate was derived in [25] . The corresponding convergence rate was subsequently obtained in [29] and [13] using Stein's method and more recently in [21] using stochastic control method under various model assumptions.
In this paper, we build a monotone approximation scheme for the G-equation, and determine its convergence rate by obtaining the error bounds between the approximate solution and the viscosity solution of the G-equation. This in turn provides the convergence rate for Peng's robust central limit theorem for the general situation. The new convergence rate improves all the existing ones obtained under different model assumptions in the literature. Moreover, different from [13] , [21] and [29] , our method is analytical and is developed under the framework of the monotone approximation schemes for viscosity solutions. Thus, it unveils an intrinsic connection between the convergence analysis of numerical schemes in PDEs and the central limit theorem in probability. It also introduces new tools from the numerical analysis for viscosity solutions to the study of G-expectations and especially its robust central limit theorem.
Let (Ω, H,Ê) be a sublinear expectation space, supporting two d-dimensional random vectors X and Y . Recall thatÊ is a sublinear expectation if it satisfies monotonicity, constant preserving, sub-additivity and positive homogeneity properties (see Chapter 1 in [27] In [25, 26, 27, 28] , the PDE (1.2) is referred to as the G-equation, which is used to characterize G-distribution. More specifically, let (ξ, ζ) be a pair of G-distributed d-dimensional random vectors characterized by (1.2) under another sublinear expectation E (possibly different fromÊ). That is, for a, b ∈ R d and (ξ,ζ) as an independent copy of (ξ, ζ), the following inequality holds in distribution sense:
aξ + bξ, a 2 ζ + b
Note that the existence of (ξ, ζ) is guaranteed by Proposition 4.2 of [25] . Then, it has been proved in Proposition 4.8 of [25] that (1.2)-(1.3) admits a unique viscosity solution u which admits the representation u(t, x) = E[φ(x + √ tξ + tζ)], (1.4) provided that the initial data φ satisfies some regularity condition. However, it is not clear how to explicitly solve (1.2)-(1.3) in order to characterize the G-distributed random vectors (ξ, ζ) except for some special cases, so a numerical scheme for (1.2)-(1.3) is needed.
In this paper, we propose a numerical scheme to approximate the viscosity solution u of (1.2)-(1.3) by merely using the random vectors (X, Y ) underÊ as input. Note that (X, Y ) could follow arbitrary distributions. Our numerical scheme is inspired mainly by Krylov [21] . For ∆ ∈ (0, 1), we introduce u
The above recursive approximation implies that, for any n ∈ N such that n∆ ≤ T and t ∈ [n∆, ((n+ 1)∆) ∧ T ), u ∆ (t, ·) is a constant in t and is given by 6) and at time n∆, there is a jump of the size
The main result of the paper is proving the convergence of u ∆ to u and determining its convergence rate. For this, we impose the following assumptions throughout the paper. 
We make some comments on the above assumptions.
Remark 1.2 Assumptions (i) and (ii) are standard in the (robust) central limit theorem literature.
The regularity of the initial condition φ implies the regularity of the viscosity solution u (see Lemma 2.1) . The bounded from below property of φ guarantees the Fatou's property ofÊ (see (3.5) or Lemma 2.6 in [9] ), which will in turn be used to establish an upper bound for the approximation error (see (4.8) 
Assertion (i) is proved in section 3.3 and assertion (ii) is proved in sections 4.2 and 4.3. We prove them under the framework of monotone approximation schemes for viscosity solutions. The first step is to rewrite the recursive approximation (1.5) as a monotone scheme, and then derive the key properties for the monotone scheme in section 3. It is precisely where the four axioms of the sublinear expectationÊ are used in an essential way. Using the consistency error estimates derived in section 3.1 and the comparison principle for the approximation scheme established in section 3.2, we obtain a lower bound for the approximation error by a mollification procedure. The upper bound for the approximation error is further obtained by interchanging the roles of the monotone approximation scheme and the original G-equation. This depends crucially on the regularity property of the approximation solution established in section 2.
Monotone approximation schemes for viscosity solutions were first studied by Barles and Souganidis [4] , who showed that any monotone, stable and consistent approximation scheme converges to the correct solution, provided that there exists a comparison principle for the limiting equation. The corresponding convergence rate had been an open problem for a long time until late 1990s when Krylov introduced the shaking coefficients technique to construct a sequence of smooth subsolutions/supersolutions in [19] and [20] . This technique was further developed by Barles and Jacobsen in a sequence of papers (see [3] and [17] and more references therein), and has recently been applied to solve various problems (see, among others, [5] [7] [12], [14] and [16] ).
Krylov's technique depends crucially on the convexity/concavity of the underlying equation with respect to its terms. As a result, unless the approximate solution has enough regularity (so one can interchange the roles of the approximation scheme and the original equation), the shaking coefficients technique only gives either an upper or a lower bound for the approximation error, but not both. A further breakthrough was made by Barles and Jacobsen in [1] and [2] , who combined the ideas of optimal switching approximation of Hamilton-Jacobi-Bellman equations with the shaking coefficients technique. They obtained both upper and lower bounds of the error estimate, but with a lower convergence rate due to the introduction of another approximation layer. See also [8] for its recent development in a bounded domain without any convexity/concavity assumptions.
In the setup of G-equations, since there are no variable coefficients to shake in order to apply the mollification procedure to construct the smooth subsolutions/supersolutions, the corresponding convergence rate for the approximation solution to the viscosity solution turns out to be faster than the ones in the PDE literature (in our case it is β/6). On the other hand, by establishing almost the same regularity property for the approximation solution u ∆ as for the viscosity solution u, we are able to interchange the roles of the G-equation and its approximation scheme, and thus obtain a symmetric upper bound and lower bound for the approximation error.
One of the main applications of Theorem 1.3 is the derivation of the convergence rate for the robust central limit theorem, which is discussed in section 5. To illustrate how it works, we provide some preliminary informal arguments to highlight the main ideas and build intuition. Consider d = 1 for simplicity. If we replace the sublinear expectationÊ with the linear expectation E and let {(X i , Y i )} i≥1 be a sequence of i.i.d. copies of (X, Y ) such that E[X] = 0, then the recursive approximation (1.5) reduces to
On the other hand, the nonlinear function G defined in (1.1) reduces to G(p, A) = 
The Feynman-Kac formula then implies that 
which is precisely the classical central limit theorem (for ξ) and law of large numbers (for ζ). Theorem 1.3 may have potential applications to other problems in G-expectations. To name a few, it could be applied to derive the convergence rates for generalized robust central limit theorems as considered in [6] , [22] and [32] . One of the key steps is to construct appropriate monotone approximation schemes corresponding to the sequence of involved random variables. Another application of Theorem 1.3 is to approximate G-expectations as in [10] [11] and [23] , which needs the notion of G-Brownian motion developed in [26] . Finally, the convergence analysis of the monotone approximation schemes may also offer new insight for the numerical solutions of (backward) stochastic differential equations driven by G-Brownian motion (see [15] and [24] ).
The rest of the paper is organized as follows. Section 2 establishes the regularity properties of the viscosity solution and the approximation solution. Sections 3 and 4 are devoted to the monotone approximation scheme and its convergence rate. Section 5 then provides the convergence rate for the robust central limit theorem.
be the space of bounded continuous functions g on
Similarly, for a function f : Q T → R, we introduce its (semi)norms
(Q T ) be the space of lower bounded continuous (Q T ) is the space of classical solutions in this paper.
Finally, for S = R d or Q T , we denote by C ∞ lb (S) be the spaces of lower bounded continuous functions on S with bounded derivatives of any order.
Regularity estimates
We establish the space and time regularity properties of both u and u ∆ , which are crucial for proving the convergence of u ∆ to u and determining its convergence rate. In particular, the regularity of u ∆ will play a vital role in mollification procedures (see (4.3) in section 4.2 and (4.6) in section 4.3).
Lemma 2.1 Suppose that Assumption 1.1(i) is satisfied. Then, for any
Proof. Assertion (i) is a direct consequence of the representation formula (1.4), the subadditivity of E and the Hölder continuity of φ.
To prove (ii), we may assume t ≤ s. Note that the semigroup property of u implies that
In turn, the sub-additivity of E and (i) yield
where we also used the positive homogeneity of E in the last equality.
Lemma 2.2 Suppose that Assumption 1.1(i)-(iii) are satisfied. Then, for any
Proof. We first establish the estimate (i) using induction. It is clear that the estimate holds for t ∈ [0, ∆). In general, suppose the estimate holds for t ∈ [(n − 1)∆, n∆) with n∆ ≤ T . Then, for t ∈ [n∆, ((n + 1)∆) ∧ T ), the sub-additivity ofÊ yields
where we also used the constant preserving property in the last inequality.
To establish the time regularity for u ∆ in (ii), we divide its proof into four steps.
Step 1. We lift the Hölder exponent β to 2 in the estimate (i). Note that the Young's inequality implies that
In turn, for α ≥ 0 and ε > 0, let x = α β and y = 1 ε , and we have
Hence, it follows from (i) that Step 2. Define T ∆ := {k∆ : k ∈ N}. Then, for τ ∈ [0, T ) ∩ T ∆ and k ∈ N such that τ + k∆ ≤ T , we aim to show that
with a and b given in (2.2). Indeed, it is clear that (2.3) holds for k = 0. Suppose (2.3) holds for k ∈ N, then,
For the first sublinear expectation on the RHS of (2.4), we havê
Since X has no mean uncertainty (cf. Assumption 1.1(ii)), it follows thatÊ[ x − y,
For the second sublinear expectation on the RHS of (2.4), using the sub-additivity and positive homogeneity of G, we obtainÊ
Since Y is also independent of X (cf. Assumption 1.1(iii)), it follows that
On the other hand, the sub-additivity and constant preserving property ofÊ imply that
Combining (2.4)-(2.6), we have shown that (2.3) also holds for (k + 1).
Step 3. We show that the estimate (ii) holds on τ ∈ T ∆ . Indeed, taking x = y in (2.3) and using G(0, 0) = 0, we obtain
for any ε > 0. Minimizing the RHS of the above inequality over ε then yields
Step 4. In general, for s,
Similarly, we also have
from which we then conclude. [21] in a stochastic control setting. Our regularity result could be regarded as a generalization of [21] to the sublinear expectation setting.
A monotone approximation scheme for the G-equation
The proof of Theorem 1.3 is based on the monotone schemes for viscosity solutions, the framework of which was first introduced by Barles and Souganidis [4] . Hence, we first rewrite the recursive approximation (1.5) as a monotone scheme, and then derive its consistency error estimates.
Recall that C lb (R d ) is the space of lower bounded continuous functions on R d . We define a forward operator on C lb (R d ) as
Then, from the properties of the sublinear expectationÊ, we immediately deduce that the forward operator S(∆) satisfies
(ii) (Constant preserving) For any c ∈ R,
Note that (iii) and (iv) imply that S(∆)ψ is convex in ψ. On the other hand, the lower boundedness of ψ guarantee the Fatou's property (see Lemma 2.6 in [9] ): Let ψ n ∈ C lb (R d ) converges uniformly to ψ, then
The following error estimates play a vital rule to derive the consistency error estimates for the monotone approximation scheme introduced in section 3.1 (see Proposition 3.2(iii)).
where the constant
Proof. We only consider the case d = 1, since the general case follows along similar albeit more complicated arguments. Note that for any x ∈ R,
Next, we obtain upper bounds for terms (I) and (II). To this end, Taylors expansion and the assumption thatÊ[X] =Ê[−X] = 0 yield
In case (i),
Regarding term (II), for both cases (i) and (ii), we have
Combine the two estimates for terms (I) and (II), we obtain, for any x ∈ R, that
, and that
Similarly, we obtain lower bounds of E(∆, ψ), and this completes the proof.
The monotone approximation scheme
For ∆ ∈ (0, 1), we let Q
Then, based on (1.5) and S(∆), we introduce the approximation scheme as
where
From the properties of the forward operator S(∆) and Proposition 3.1, we obtain the following key properties of the approximation scheme (3.7). (i) (Monotonicity) For any c 1 , c 2 ∈ R, and any function u ∈ C lb (R n ) with u ≤ v, 
Proof. Parts (i)-(ii) are immediate, so we only prove (iii). To this end, we split the consistency error into three parts. Specifically, for (t, x) ∈ Q ∆ T ,
where E is defined in (3.6). Here we only consider the case (b); the case (a) only requires minor modification that is similar to the proof of Proposition 3.1(i). For term (I), Proposition 3.1 (ii) yields
for some constant C depending only on M 
Finally, for term (III), we have
Combining estimates (3.11)-(3.13), we easily conclude.
Remark 3.3 Due to the monotonicity property (i) in Proposition 3.2, the approximation scheme (3.7) is also referred to as the monotone (approximation) scheme in the sequel.

Comparison principle for the monotone approximation scheme
The monotonicity property (i) in Proposition 3.2 also implies the following comparison principle for the monotone scheme (3.7), which will be used throughout this paper. Most of the arguments follow from Proposition 2.9 of [16] (and Lemma 3.2 of [2] ), but we highlight some key steps for the reader's convenience.
Proposition 3.4 Suppose that Assumption 1.1(ii) is satisfied, and that
Proof. Without loss of generality, we assume that
since, otherwise, the function w :=v + supQ T \Q ∆
T and by the monotonicity property (i) in Proposition 3.2,
Thus, it suffices to prove v ≤v inQ T when (3.15) holds. 
we must have t n > ∆ for sufficiently large n. Then for such n, we use the monotonicity property (i) in Proposition 3.2 again to obtain
T , we then must have b − δ n ∆ −1 ≤ 0. Thus, we deduce b ≤ 0 by letting n → ∞, which is a contradiction.
Convergence of the monotone approximation scheme
We prove Theorem 1.3(i) by showing the convergence of the approximate solution u ∆ to the viscosity solution u. It is based on the monotone schemes for viscosity solutions introduced by Barles-Souganidis in [4] , where they show that any monotone, stable and consistent numerical scheme converges, provided that there exists a comparison principle for the limiting equation.
To this end, define the semi-relaxed limits of u ∆ by u(t, x) = lim sup
We show that u is a viscosity subsolution of (1.2)-(1.3). A symmetric argument will imply that u is a viscosity supersolution of (1.2), which proves that u = u = u, so u ∆ converges to u locally uniformly.
Let φ ∈ C ∞ (Q T ) and (t 0 , x 0 ) ∈ Q T be such that
By the definition of u, there exists a sequence {(t n , x n , ∆ n )} n≥1 such that
Moreover, by extracting a subsequence if necessary, (t n , x n ) is also the maximum point of u ∆n − φ:
Since t 0 > 0 and ∆ → 0, we have t n > ∆ n for large enough n. The monotonicity property (i) in Proposition 3.2 further implies that
In turn, using the consistency property (iii) in Proposition 3.2 and letting (t n , x n , ∆) → (t 0 , x 0 , 0), we obtain
Since u ∆n (s, x n ) = φ(x n ) for s ∈Q T \Q ∆n T , by the time regularity of u ∆ in Lemma 2.2(ii), we have
Letting s = 0 and sending n → ∞ yield that |ū(0, x) − φ(x)| = 0, from which we conclude that u(·, ·) is a viscosity subsolution of (1.2)-(1.3).
Convergence rate of the monotone approximation scheme
In this section, we prove Theorem 1.3(ii) by establishing the (uniform) convergence rate of the approximate solution u ∆ to the viscosity solution u. We start with the approximation error in the first time intervalQ T \Q ∆ T , where u ∆ = φ = u| t=0 except at t = ∆. Therefore, the bound for the approximation error in this interval can be easily obtained by the regularity property of u in Lemmas 2.1. This is demonstrated in the following lemma. 
When t = ∆, we further obtain
The conclusion then follows from Lemma 2.1(ii).
A special case when the solution u is classical
Before we derive a bound for the approximation error in the whole domainQ T and prove Theorem 1.3(ii), we first consider a special case when the solution u of (1.2)-(1.3) is a classical solution with enough regularity. In this case, the regularity of the approximate solution u ∆ is not required so the independence between X and Y in Assumption 1.1(iii) can be relaxed. Instead, a non-degeneracy assumption and more regularity on the initial data φ are imposed. 
Assumption 4.2 The second moment of the random vector X is non-degenerate, i.e.
Proof. First, the monotonicity property ofÊ, the boundedness of φ and (1.4) yield that u is bounded. Lemma 2.1 further implies that u ∈ C 1/2,1 b (Q T ). In turn, the regularity theory of fully nonlinear PDEs implies the Hölder continuity of the derivatives of u, i.e. there exists a constant α ∈ (0, 1) depending only on d, σ 2 and M 2 X such that u ∈ C [27] , or [18] and [31] for more details). The consistency error estimate (3.9) then yields
On the other hand, since
the comparison principle in Proposition 3.4 implies
Since Assumption 4.2 clearly implies Assumption 1.1(i) (with β = 1), it follows from Lemma 4.1 that sup
and the conclusion follows.
Remark 4.4 If the solution u has more regularity, say
, then we can replace the consistency error estimate (3.9) in the above proof by (3.10) , and obtain the convergence rate ∆ 1/2 .
In general, since (1.2)-(1.3) only admits a unique viscosity solution u ∈ C β 2 ,β lb (Q T ) (cf. Lemma 2.1) due to the possible degeneracies (σ 2 = 0) of the equation, the above result does not hold. A natural idea is then to approximate the viscosity solution u by a sequence of smooth sub-and supersolutions u ε and, in turn, compare them with u ∆ using the comparison principles for the monotone scheme and the G-equation to obtain a lower and upper bound for the approximation error separately. We carry out this mollification procedure next.
Lower bound for the approximation error
For u ∈ C β 2 ,β lb (Q T ), we aim to derive a lower bound for the approximation error u − u ∆ within the whole domainQ T . To this end, for ε ∈ (0, 1), we extend the domain of the G-equation (1.2) from Q T to Q T +ε 2 := (0, T + ε 2 ] × R d and still denote the solution as u. Next, we regularize u by a standard mollification procedure: let ρ(t, x) be a nonnegative smooth function with support in (−1, 0) × B(0, 1) and mass 1, and introduce the sequence of mollifiers ρ ε for ε ∈ (0, 1),
For (t, x) ∈Q T , we then define
Since u ∈ C β 2 ,β lb (Q T +ε 2 ) (c.f. Lemma 2.1), standard properties of mollifiers imply that
and, moreover, for positive integer i and multiindex j,
We observe that the function u(t − τ, x − e) is still a viscosity solution of the G-equation (1.2) in Q T for any (τ, e) ∈ (−ε 2 , 0) × B(0, ε). On the other hand, a Riemann sum approximation shows that there exists a sequence {I n } n≥1 ∈ C lb (Q T ) such that each I n is a convex combination of the functions u(· − τ, · − e) for different (τ, e) ∈ (−ε 2 , 0) × B(0, ε) and that I n converges uniformly to u ε . Since the nonlinear term G(p, X) is convex in p and X, each I n becomes a supersolution of (1.2) in Q T . Using the stability of viscosity solutions, we deduce that u ε (t, x) is still a supersolution of (1.2) in Q T , namely,
We are now in a position to establish a lower bound for the approximation error. 
Proof. Since u ε ∈ C ∞ lb (Q T ) is smooth with bounded derivatives of any order, we substitute u ε into the consistency error estimate (3.10) and use (4.5) and (4.4) to obtain
The comparison principle in Proposition 3.4 then implies
Next, using (4.3), we further obtain
By choosing ε = ∆ 1/6 , we conclude that
where the last inequality follows from the estimate (4.1) in Lemma 4.1.
Upper bound for the approximation error
To obtain an upper bound for the approximation error, we are not able to construct approximate smooth subsolutions of (1.2) due to the convexity of the function G. Instead, we interchange the roles of the G-equation (1.2) and the monotone scheme (3.7) (as in [14] and [17] ).
To this end, for ε ∈ (0, 1), we extend the domain of the monotone scheme (3.7) fromQ T tō Q T +ε 2 := [0, T +ε 2 ]×R d and still denote the scheme solution as u ∆ . Then, using the same mollifiers ρ ε as in section 4.2, we define, for (t, x) ∈Q T ,
The regularity property of u ∆ (cf. Lemma 2.2) then yields that u 6) and, moreover, for positive integer i and multiindex j,
, the concavity of the monotone scheme (cf. Proposition 3.2 (ii)) yields that for any n ∈ N and (t, x) ∈Q
Since I ∆ n is lower bounded, we use Fatou's property of the sublinear expectationÊ (see (3.5) ) to deduce that, for (t, x) ∈Q
We are now in a position to establish an upper bound for the approximation error. 
Proof. We only need to show the above error estimate holds in Q ∆ T due to Lemma 4.1. Since u ∆ ε ∈ C ∞ lb (Q T ) is smooth with bounded derivatives of any order, we substitute u ∆ ε into the consistency error estimate (3.10) and use (4.8) and (4.7) to obtain
On the other hand, from (4.6) and the fact that u(∆, ·) − u ∆ (∆, ·) ≤ C∆ β/2 , we know that there exists a constant C such that v := u − C(ε β + ∆ β/2 ) is a (viscosity) solution of the G-equation (1.2) with v(∆, ·) ≤v(∆, ·). Thus, the comparison principle for the G-equation (see Theorem 6.3 in [25] 
Finally, using the estimates (4.6), we conclude that
by choosing ε = ∆ 1/6 .
Application to robust central limit theorem
In this section, we apply Theorems 1.3 and 4.3 to derive the convergence rate of the celebrated robust central limit theorem, first introduced by Peng in [25] . For this, let
Furthermore, assume that X and Y satisfy some moment conditions and there is no mean uncertainty for X, i.e.Ê[X] =Ê[−X] = 0. Then, Peng proved that the sequence {S n } n≥1 defined by
for any test function satisfying linear growth condition. See Theorem 5.1 in [25] for its proof. Following Peng's seminal work, a lot of efforts have been made to further obtain the various convergence rates of (5.2) with additional model assumptions (see, for example, [13] [21] and [29] ). However, the existing literature on the convergence rates of (5.2) assumes that either X i = 0 or Y i = 0 and, to be best of our knowledge, the convergence rate of (5.2) for the general situation (i.e. X i = 0 and Y i = 0) is still lacking. Our aim is therefore to obtain a general result about the convergence rate of (5.2) using Theorems 1.3 and 4.3. 
Proof. We claim that, for all n ∈ N such that n∆ ≤ T and
If the representation formula (5.5) holds, then by letting ∆ = 1/n and x = 0, we obtain
On the other hand, the representation formula (1.4) implies that
Hence, the assertions (i) and (ii) follow from Theorems 1.3 and 4.3, respectively. We are left to show (5.5). We prove by induction on n. Note that the case n = 1 follows directly from (1.5). Next, we claim that for all n ∈ N and g ∈ C lb (R d ), 6) and suppose (5.5) holds for n ∈ N such that n∆ ≤ T . Then, if (n + 1)∆ ≤ T , we use (5.6) to obtain
In other words, (5.5) also holds for n + 1.
Finally, to show (5.6), we prove again by induction on n. The case n = 1 follows from (X 2 , Y 2 ) Y 1 ) , ..., (X n , Y n )}, The RHS of the above equality further equals toÊ 
where f (x) :=Ê g x + √ ∆X n+2 + ∆Y k+2 and the first equality follows from (X n+2 , Y n+2 ) d = (X n+1 , Y n+1 ). In turn, since (5.6) holds for n, we further havê 
Law of large numbers: Comparison with [13]
When X = 0, ξ disappears in (5.2). Choosing ∆ = 
Furthermore, using the above extra assumptions, we can obtain a better convergence rate by refining the consistency error estimates in Proposition 3.1 and Proposition 3.2 (iii). 
We sketch its proof in the appendix. Note that the above convergence rate is better than the convergence rate n −2/5 in Fang et al [13] for the law of large numbers under sublinear expectations (See Remark 2.3 in [13] ). 
which is the desired convergence rate.
Central limit theorem:
Comparison with [21] and [29] When Y = 0, ζ disappears in (5.2). Choosing ∆ = 1/n, by the representation formula (5.5), we have
where X 1 = X, X i+1 d = X i and X i+1 is independent of (X 1 , ..., X i ) for each i = 1, ..., n − 1. On the other hand, since G(p, A) =Ê[ 
Under similar assumptions, the above convergence rate improves Theorem 1.1 of Krylov [21] , where he considers a one-dimensional stochastic control problem and obtains the convergence rate n −β
