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Goodness  of   fit   tests  for   logistic   regression  models  using 
extreme  residuals  are  considered.     Moment   properties  of   the  Pearson 
residuals  are  developed  and  used   to   define  modified   residuals,   for 
the  cases  when  the  model   fit   is  made  by  maximum  likelihood,   minimum 
chi-square   and  weighted   least   squares.     Approximations   to   the  critical 
values   of   the   extreme   statistics  based  on   the   ordinary  and  modified 
Pearson   residuals  are  developed  and  assessed  for   the  case  when  the 
logistic   regression  model   has  a   single  explanatory  variable. 
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I .      Introduction
In  the   statistical  analysis  of  binary  response  data  when 
explanatory  variables   are  present,   models   such  as   the   logistic, 
probit  and  complementary   log-log  are  commonly  used.     The  logistic 
model   is   particularly   popular  because   of   its   simple   interpretation 
in   terms   of   odds   ratios   and  here  we   shall   restrict  attention   to   this 
model. 
We   suppose   that   there  are     k     explanatory  variables  having     g 
distinct   groups   of  values,   which  for   the   ith  group  are   denoted  by 
xi1., ... , xik.      For   the   ith  group  we   suppose   that   ni    independent   trials 
are  made  and   let   Yi.   denote   the  number  of   "successes",   i   =   1,...g.      If 
P.   denotes   the   true   probability   of   success   for   each   trial   in   the   ith 












vector   of   unknown   regression   coefficients.   
Three  methods  are  commonly  used  for  the  estimation  of       ,     namely 
~
β
maximum  likelihood   (ML),   minimum  chi-square   (MCS)   and  weighted   least 
squares    (WLS),    the   last  method  being   sometimes   referred   to   as  minimum 
logit   chi-square.      For   later  work   it   is  helpful   to  consider   these  methods 
as  members  of   a  class  of   procedures   in  which  the  estimator          is  found 
~
βˆ
by  minimising   a   function   of   the   form 




where  pi   =  Yi/ni    is   the   sample  proportion  of   successes   for   the   ith   group 
and    f i (pi.,Pi)   serves   to  measure   the   'distance'  between   pi  and  Pi.     The 
forms  of  f1, (pi.,Pi)   for  the ML,  MCS and  WLS estimation  procedures  are 
                 φi(1)     =    -  (pi log Pi+qi log Qi)                                   (1.3)
                 φi(2)     =   (Pi Qi )-   (pi-Pi)2         (1.4) 
                 φi(3)     =   p i  q i { l og (p i  /qi   )    -   l o g (P i /Q i ) } 2             (1.5) 
respectively,   where   qi   =   1  - p i .  
The  ML   and  MCS  methods   both  require   an   iterative   solution   to 
estimate    
~
β        but   the  WLS   procedure  yields   a  non-iterative   procedure. 
Further,    in   the   case   of   a   single   explanatory  variable   there   is   now  con- 




variance  and  mean  square   error  properties   (Berkson   (1955),   Al—Sarraf 
and  Young   (1985))-     The  WLS  method can be applied  when  pi  = 0 or  1   but 
because   the   sample   logit   zi   =   l o g (p i / q i )    is  undefined   for   these   extreme 








1z ++=  i  =   1,...g             (1.6) 






−+=   and  an estimate  of   the 
asymptotic  variance   of       which  has  very   small  bias   is   from  Gart  and *iz
Zweifel   (1967) 







       say .    (1.7) 











In    applications,    it   is   of   course   important   to  assess   the  goodness 
of   fit   of   the   logistic   regression  model.     This   is  commonly  done  by 
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)) += to  denote   the   estimator   of   Pi   under 
 a  general   estimation  procedure  within   the  class   defined   in   (1.2).     An 





)) +∑==     (1.9)
although   this   statistic   is  only   likely   to  be  used   if   a  maximum  likelihood 
fit  has  been  made.     The   individual   group   residuals   corresponding   to 













))))) ++=−=        (1.10)
where   (±)   is   the   sign  of   pi   -  P i ,    and  an  assessment   of   goodness   of   fit 
is   often   based  on  an   inspection  of   these   residuals   or     of   a  normal   probability 
plot  based   on   them. 
           The   extreme   residuals   denoted  by 
          Rmax     =  max i Ri  , R min =  mini  Ri,   Rm  =  maxi  | Ri |                         (1.11)
            Dmax     =  max i Di , D min  =  mini Di ,  Dm =  maxi | Di |                          (1.12) 
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are   themselves   of  particular   interest  and  we  focus  attention   on   them 
in  this  study.    A  simple  and  common  approach  in  assessing  the  extreme 
residuals   appears   to  be   to   take   them  as  being  approximately   distributed 
as   the  corresponding   extremes  in  a  sample  of    g    independent   observations 
from  the  N(0,1)   distribution.      This   approach  uses   only   the   first  order 
approximations  to  the mean and variance  of   the   residuals   and   ignores 
their  correlations,   and  so  can  be  misleading. 
In  section  2,   second order  approximations  to  the  expectations  and 
covariance  matrix  of   the   Pearson  residuals  are  given  and  used   to  define 
modified   extreme   residual   statistics.      Approximations   to   the   percentage 
points   of   the   extreme  residual   statistics   are  presented   in   section  3. 
Finally,   results   from  a  Monte   Carlo   investigation   to   assess   the   adequacy 
of   the  approximations  are  given   for   the  case  when   there   is  a   single 
explanatory   variable   and   for  various   success   probability   configurations. 
 
2.      Approximations   To  The  Moments  Of  The  Pearson   Residuals 
In  this  section,   we   first   derive  approximations  correct  to )2
1
(N0 −  




total   number  of   trials.     Our  approach   is  very   similar  to   the  general 
approach   given  by   Cox  and   Snell   (1968),    but   here   we  assume   that   g   is 
fixed  and   the   {ni}   are   large,   whereas   in  their  method  neglected   terms 
are   0(g-1 ). 
Since  P.   =  Pi(ß),   we  may  write 



































    (2.2)





















The biases  have  been  found by  Sarraf  and  Young  (1985)  correct  to  0(N -1  ) 

















respectively,   where 
 (2.8)itxisxir)xiPi(QiQiPinirst
K,isxirxiQiPini
rsI = −∑= ∑
 
and   I rs denotes  the  element  in  the  (r+1) st  row  and   (s + 1)   column   in   the 
inverse   of     =   ((I ~I r s  ) ) .     All   summations   over    r . s , . . .   run   from  0,1,....k. 



















φφ       (2.10)
and   λ r s  denotes  the  element  in  the  (r+1)st  row and (s+1)st  column of 
 
  =  ( (λ r s  )). ~λ
For  ML  estimation,   we  have 
iQiPxis}sU)iPi(pE{,rsIrsλ),iPi(pirxini
rU −=−=−∑−=  





ira ∑=        (2.11)















ira ∑=       (2.12) 
































)iQiPi(n)iE(R ∑−∑∑−≈    (2.14) 
where   the  biases  b     are  given  by   ( 2 . 6 )    and   ( 2 . 7 ) .  
The   second  order   expression  for   the  covariance  matrix  of   the 
Pearson  residuals   is   given  by 








−−−−     (2.15) 
where   '  = (R~R 1. . . , R g ) ,  = diag(n~n 1, . . . ,ng) ,   =  diag(n~V 1 P1 Q1, . . . ,ngPgQg), 
















      (2.16)
This   covariance   result  holds   for  ML,   MCS   and  WLS   estimation   and   for 
arbitrary  model   specification   for   the   {P.}.      For  the   logistic 
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)iQiPi(nijC ∑∑=               (2.18) 
.rsIisxirxsri
QiPiniiC-1)i(Rvar ∑∑−==                     
(2.19) 
and 
corr(Ri ,Rj  )   =    2
1
})jjc(1)iic/{(1ijc −−−             (2 .20) 
Although   the  variances   of   the   {Rj }   depend   on   the   {Pj }   which  are 
unknown,   their   average  variance   is   independent  of   the   {Pi }.      Thus 
using   (2.17),    the   sum  of   the   variances   is   given   by 
 












In   order   to   obtain   information  about   the  magnitude   of   the   approximate 
expectations  and  variances  given  by   (2 .14)    and   ( 2 , 1 9 ) ,     their  values  have 
been  computed   for   the  case  of   a   single   explanatory  variable  with 
xi   =  i   -  1,   i  =   1,...,gfor  g  =  5,    10,   n  =  25,   50,   100  and  six   (β0 ,β1) 
configurations   giving   a   wide   range   of   values   for   the   success   probabilities 
{P.}.      The   configurations   are   shown   in   table   1. 
TABLE   1 
Parameter  values   (β 0  ,β 1 )    and   success   probabilities  
   g  =   5     {Pi}   
(i) β0 = -2.0, β1 =  0 .4 0 .119, 0.168, 0.232, 0.310, 0.401 
(ii) β0 = - 1 .0 β1 =  0.5 0.269, 0.378, 0.500, 0.623, 0.731 
(iii)  β0 = 0.5, β1 =  0.5 0.623, 0.731 , 0.818, 0.881 , 0.924 
   g =   10        
(iv) β0 = -2.0, β1 =  0 .2 0 .119, 0. 142, 0. 168, 0.198, 0.231 
      0.269, 0.310, 0.354, 0.401, 0.450 
(v) β0 = -0.4, β1 =  0 .2 0.401, 0.450, 0.500, 0.550, 0.591 
      0.646, 0.690, 0.731, 0.769, 0.802 
(vi) β0 = 0.5, β1 =  0.2 0.623,  0.668, 0.711, 0.750, 0.785 
      0.818, 0.846, 0.870, 0.891, 0.908 
Values   of   E(Ri)   based  on   the  ML,   MCS   and  WLS  methods   of   estimation  are 
shown   in   table   2   for   the   six   configurations   given   in   table   1   and   for 
sample   sizes   n.   =  n  =   25,   50,    100,    i=1,...,g.      Values   of   the   approximate 
variances   of   the   {R.}   given  by   (2.19)   are  also   shown,   these   variances 
being   independent   of   the   common   sample   size    n  . 
TABLE   2 










 n =   25 n =   50 n =   100 
i Ei(1) Ei(2) Ei(1) Ei(2) Ei(1) Ei(2) var(Ri) 
1 -0.34 -1 .62 -0.24 -1.15 -0.17 -0.81 0.504 
2 0. 14 -1 .00 0. 10 -0.71 0.07 -0.50 0.671 
3 0.28 -0.63 0.20 -0.45 0. 14 -0.32 0.780 
4 0.09 -0.49 0.07 -0.35 0.05 -0.25 0.707 
5  -0.21 -0.39 -0.15 -0.28 -0.11 -0.20 0.338 
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Table   2   cont 
(ii) 




2 0. 12 -0.15





3 -0.3 7 0.92
4 -0.13 0. 15
5 0.45 0.22
1 -0.22 -1 .84
2  -0.08 -1 .63
3 0.03 -1 .42
4 0,10 -1 .23




9  -0.07 -0.35
10  -0.11 -0. 13
 
-0.05 -0.40 -0.07 -0.56 0.438 
0.08 -0.11 0. 12 -0. 15 0.674 
0.00 0.00 0 .00 0.00 0.775 
-0.08 0.11 -0.12 0.15 0.674 
0.05 0.40 0.07 0.56 0.438 
0.20 0.27 0. 14 0. 19 0.309 
-0.11 0.44 -0.08 0.31 0.710 
-0.26 0.65 -0. 18 0.46 0.767 
-0.09 1.03 -0.06 0.73 0.663 
0.32 0.15 0.23 0.11 0.551 
-0. 16 -1.30 -0.11 -0.92 0.733 
-0.06 -1.15 -0.04 -0.81 0.774 
-0.02 -1 .01 0.02 -0.71 0.817 
0.07 -0.87 0.05 -0.61 0.855 
0.09 -0.74 0.07 -0.52 0.883 
0.08 -0.62 0.06 -0.44 0.892 
0.05 -0.50 0.03 -0.36 0.874 
0.00 -0.38 0.00 -0.27 0.824 
-0.05 -0.25  -0.04 -0.18 0.737 




 1 0.01 -0.32 -0.01 -0.22 -0.01 -0. 16 0.648
 2 0.05 -0.11 0.03 -0.08 0.02 -0.05 0.744
 3 0.04 0.07 0.03 0.05 0.02 0.03 0.819
 4 0.00 0.21 0.00 0. 15 0.00 0.1 1 0.869
 5 -0.04 0.35 -0.03 0 .25  -0.02 0.17 0.891
 6 -0.07 0.48 -0.05 0.34 -0.04 0.24 0.886
 7 -0.08 0.63 -0.06 0.45 -0.04 0.31 0.859
 8 -0.05 0.79 -0,03 0,56 -0.02 0.40 0.816
 9 -0.02 0.98 0.02 0.69 0.01 0.49 0.762
10 0.13 0.12 0.09 0.83 0.07 0.59 0.706
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Table   2  cont... 
(vi) 
 
1 0.17 0.34 0.12 0.24 0.09 0.17 0.596
2 0.08 0.58 0.05 0.41 0.04 0.29 0.735
3 -0.03 0.79 -0.02 0.56 -0.01 0.39 0.827
 4 -0.11 0.98 -0.08 0.69 -0.05 0.49 0.877
 5 -0.16 1.17 -0.11 0.83 -0.08 0.58 0.892
 6 -0.16 1 .36 -0.11 0.96 -0.08 0.68 0.881
 7 -0.11 1.57 -0.08 1.11 -0.06 0.79 0.854
 8 -0.02 1.79 -0.02 1.26 -0.01 0.89 0.818
 9 0.11 2.01 0.08 1.42  0.06 1.01 0.779
10 0.27 2.23 0.19 1.58  0.14 1.12 0.743
The   results   show  that   the  absolute  values   of  the  approximate   expectations 
of   the  residuals  based  on  a  ML  f i t   are  generally  much  smaller  than  those 
based  on  a  MCS  or  WLS  fit.     Also,   the  approximate  variances  of  the  residuals 
are  often  appreciably   less   than   one,   particularly  for  the  extreme  values 
of   the   index     i     of   the   residuals. 
The  approximations   to   the  expectations  and  variances  of   the  residuals 
allow  modified  residuals  to  be  used  whose  mean  and  variance  are   likely  to 
be  closer   to   zero  and  one,   respectively,   than  the  corresponding  moments of 
the  unmodified  residuals  {Ri}. 











))) ∑∑−=       (2.23)
denotes  the  estimate  of   c i i   using  the   {P i}   . 
With  variance  and   expectation  adjustment,   the  modified   residuals 






)) −=      i   =   1,....,g             (2.24) 
where      denotes   the   estimate   of   E(R iEˆ i ).  
Using  the  modified  residuals,   extreme  residual   statistics  will  be 
denoted  by 












**maxR ===            (2.26) 
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3.     Approximations   To   The   Critical   Values   of   The   Extreme  Residual   Statistics
In   order   to  use   the   extreme   residual   statistics   in   formal   goodness   of 
fit   tests   for  the   logistic   regression  model,   we  need  approximations   to   the 
percentage  points   of   their   distributions   when   the   model   is   correct.      Simple 
approximations   are   available  based  on   the  use   of   the   Banferroni   inequality. 
We   illastrate   the   approach   for   the   Rmax    statistic.  




−≥∑             (3.1) 
Since  nearly  all   pairs   of   residuals   are  negatively   correlated,   we  are   led 
to  the  conjecture   that 
r)jRr,iP(Rji
r)jRr,P(Rji
≥≥∑<∑<≥≥∑<∑             (3.2) 
This   leads   to  the   inequality 





≥∑≤≥≤≥∑−≥∑             (3.3) 
For   large  r,   we  use   the  approximation 
   r)i(RPi
r)max(RP ≥∑≈≥                (3.4) 
the   error   in  the  approximation  being  less   than 2}r)i(RPi
{)1g(1
2
1 ≥∑−−  
if   the   conjective  given  by   (3.2)   is   true.     Since   var(Ri)i   given  by   (2.19) 
depends   on   the   {Pi}  which  are unknown,  we may  either use  the  estimates  of 
var(Ri)   based  on   the   fitted  model   or   ignoring   the  variations   in   the 
variances  work  with   their  average  value   (g-k-1)/g.      Using   the   latter 












−−      (3.5) 















g1r)max(RP φ      (3.6) 
where   Φ (·)  denotes  the  c . d . f .  of  the  N ( 0 , 1 )   distribution.    If  we  let 
r max     (1-α)   denote  the  upper   100a  percentage  point     of   the  distribution 















where  u 1-α is   the   100(1-α)   percentile  of   the  N(0,1) distribution.  If  r min  (α) and 
rm (100-α)  denote the lower  and upper 100α  percentage  points  of  the  distri- 





















⎛α    (3.9) 
Since to  the  same  order  of  approximation  var(D.)  =  var(R.),   approximations 
to  the critical values d max  (1-α),   d min   (a)   and  d m  (1-α)   for  the Dmax , Dmin  
and  Dm   statistics  are  also  given  by   (3 .7) ,     (3.8)   and   (3.9),   respectively. 
For  the  modified   residuals  R*i  which  use  the  variance  estimates  and 
Ri** which use both expectation and variance estimates, we take both sets 
of residuals to be approximately distributed as N(0,1). If the logistic 
regression  model   is  correct,  we  are  led  to   the  approximations 
g
α1uα)(1






minr −≈−=−    (3.11) 
2g
α1uα)(1
**mrα)(1*mr −≈−=−    (3.12)
4.     Monte  Carlo  Results
In  order   to  examine  the  accuracy  of  the  approximations  to  the 
critical  values   of   the   extreme  residual   statistics,   a  monte  carlo 
investigation  was  made  for  the  case  of  a  single  explanatory  variable 
using   the  parameter  configurations   given   in   table   1.     Equal   sample   sizes 
n.   =  n  =  25,   50,    100,  i  = 1,...,g  were  used.    The model fits by  ML,   MCS, 
WLS  and  MWLS  estimation  were  made  using  the  statistical  package  GLIM  and 
a  run-size  of   2000  was  used  in  each  case.     The  empirical  distributions  of 
the  extreme  residual   statistics  were  used  to  obtain  the  upper  and  lower 
critical  values  for   significance  levels  α  -  0.10,   0.05,   0.025  and  0.01. 
The  actual   significance   levels  associated  with  the  approximating  critical 
values  given  by   (3.7)   to   (3.12)  were  also  determined  and  contrasted  with 
the  nominal  values   of   α   . 
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The   broad   findings   reached   from  the   investigation   are: 
(i)      the   differences   between   the   values   of   the   extreme   statistics   based 
on  the  modified   residuals   R*i    and   R     are  in   general very  small  so 
**
i
little   is   gained   by   making   an   additional   adjustment   for   estimated 
expectation,    once   the   ordinary   residuals   have   been   adjusted   for   estimated 
variance. 
(ii)   The   differences  between   the   significance   levels  when  variance 
adjusted   residuals   are  used   instead   of   the   ordinary   Pearson   residuals 
are   generally   quite   small.      For   the   extreme   statistics  based   on   the 
absolute   values   of   the   residuals,   variance  adjustment   leads      to   some 
improvement   for   the   smaller   values   of  a  . 
(iii)   No   one   est imation  procedure   systematically   provides  better  control 
over   the   signif icance   level   of   the   test. 
Tables   3   to   14   show   the   actual   significance   levels   as   estimated  by 
simulation   associated   with   the   approximating   values   for   the   extreme 
residual   statistics  based   on   the   ordinary   residuals   and   the  variance   ad- 
justed   residuals.       It    is   encouraging   to   see   that   there   is   generally   good 
agreement   with   the  nominal   significance   levels,   particularly   for   the 
modulus   statistics   Rm    and   Rm*. 
Table   3 
Estimated   significance   levels   for   approximate   critical   values   for 
(a)   R max and   (b)   R*max ,   based   on   ML   f i t .  
         α=0.10                     α = 0.05                    α=0.025                   α =0.01 
   configuration        (a)        (b)           (a)            (b)             (a)  (b)            (a)          (b)
 n=25 0.123 0. 107 0.064 0.057 0.038 0.029 0.017 0.01 1 
i)     n=50 0. 116 0.101 0.070 0.055 0.039 0.029 0.018 0.013 
  n=100 0. 109 0.090 0.057 0.04 7 0.032 0.025 0.017 0.01 2 
n=25 0. 109 0. 101 0.056 0.050 0.031 0.022 0.015 0.009 
ii)   n-50 0.089 0.088 0.052 0.042 0.026 0.022 0.012 0.01 1 
  n=100 0.092 0.088 0.045 0.044 0.023 0.021 0.01 1 0.009 
n=25 0.06 7 0.071 0.031 0.030 0.014 0.010 0.004 0.004 
iii)  n=50 0.084 0.081 0.043 0.040 0.019 0.016 0.007 0.005 
n-100 0.090 0.083 0.050 0.038 0.023 0.018 0.009 0.007 
   n=25 0. 142 0. 137 0.082 0.080 0.046 0.044 0.021 0.019 
iv) n=50 0.114 0. 112 0.060 0.055 0.026 0.023 0.012 0.01 1 
n=100 0. 122 0.111 0.06 1 0.062 0.033 0.033 0.017 0.018 
n=25 0.083 0.079 0.049 0.04 2 0.018 0.016 0.007 0.007 
-12- 
Table   3   cont....  
v)      n=50 
           n=100 
         n=25 
vi)     n=50 









































Table   4 
Estimated   significance   levels   for   approximate  critical   values   for 
(a)   Rmin     and  (b) R*min.,   based  on ML  f i t .  
 








(a) (b)  
  n-25 
i)   n=50 
       n=100 
     n=25 
ii)  n=50 
       n=100 
     n=25 
iii) n=50 
       n=100 
     n=25 
iv) n=50 
       n=100 
     n=25 
v)  n=50 
       n=100 
     n=25 
vi)  n=50 
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Table   5
Estimated   significance   levels   for  approximate   critical   values   for 










(a) (b)  
       n=25 
i)     n=50 
         n=100 
       n=25 
ii)    n=50 
         n=100 
       n=25 
iii)  n=50 
          n=100 
        n=25 
iv)    n=50 
          n=100 
        n=25 
v)     n=50 
          n=100 
        n=25 
vi)    n=50 


















































































































































Table   6
Estimated   significance   levels   for  approximate   critical   values   for 










(a) (b)  
      n=25 
i)    n=50   
        n=100 
      n=25 
ii)  n=50 
        n=100  
      n=25 
iii) n=50 
        n=100  
      n=25 
iv) n=50  
       n=100 
     n=25 
v) n=50 
      n=100  
    n=25 
vi) n=50 
       n=100 
0.152 
0.137 
0.113     
0.104 
0.094 
0.096     
0.039 
0.056 
0.053     
0.125 
0.117 
0.102     
0.075 
0.093 
0.09 7    
0.061 

































































































































Table   7
Estimated   significance   levels   for   approximate   critical  values   for 
(a)   Rmin    and   (b)   Rmin*      statistics,   based   on  MCS   f i t .  
 








(a) (b)  
         n=25 
    i)    n=50 
           n=100 
         n=25 
  ii)    n=50 
          n=100 
        n=25 
iii)   n=50 
          n=100 
        n=25 
iv)    n=50 
          n=100 
        n=25 
v)    n=50 
          n=100 
        n=25 
vi)    n=50 



















































































































































Estimated   signif icance   levels   for   approximate   critical   values   for 
(a)   Rm     and   (b)   R*m     statistics,   based   on  MCS   f i t .  
 








(a) (b)  
         n=25 
i)      n=50 
          n=100 
        n=25 
ii)    n=50 
          n=100 
        n=25 
iii)   n=50 
          n=100 
       n-25 
iv)    n=50 
          n=100 
        n=25 
v)     n=50 
          n=100 
        n=25 
vi)    n=50 


















































































































































Table   9
Estimated   significance   levels   for   approximate   critical   values   for 










(a) (b)  
     n=25 
i)    n=50 
        n=100 
      n=25 
ii)  n=50 
        n=100 
      n=25 
iii) n=50 
        n=100 
      n=25 
iv)  n=50 
         n=100 
       n=25 
v)    n=50 
         n=100 
       n=25 
vi)   n=50 


















































































































































Table   10
Estimated   significance   levels   for  approximate   critical   values   for 
(a)      R min      and   (b)   R*min.      statistics,   based   on  WLS   f i t .  
 
Configuration 







(a) (b)  
    n=25 
i)  n=50 
       n=100 
     n=25 
ii) n=50  
       n=100 
     n=25 
iii) n=50  
       n=100 
     n=25 
iv) n=50   
       n=100 
     n=25 
v) n=50 
      n=100  
    n=25 
vi) n=50 
      n=100 
0.152 
0.137 
0.113     
0.104 
0.094 
0.096     
0.039 
0.056 
0.053     
0.125 
0.117 
0.102     
0.075 
0.093 
0.097     
0.061 

































































































































Table   11
Estimated   significance   levels   for  approximate   critical   values   for 
(a)   Rm     and   (b)   R*m     statistics,  based  on  WLS   fit.
Configuration 







(a) (b)  
     n=25 
i)   n=50    
       n=100 
      n=25 
ii)  n=50  
        n=100 
      n=25 
iii) n=50 
       n=100 
      n=25 
iv) n=50 
       n=100   
     n=25 
v) n=50 
      n=100 
    n=25 
vi) n=50   
       n=100 
0.115 
0,102 
0.092       
0.113 
0.095 
0.085       
0.134 
0.106 
0.101       
0.100 
0.089 
0.090       
0.092 
0.099 
0.093       
0.088 


































































































































Table    12
Estimated    significance    levels   for   approximate   critical   values   for 










(a) (b)  
    n=25 
i)  n=50 
      n=100 
    n=25 
ii)  n = 50 
      n=100 
    n=25 
iii) n=50 
       n=100 
       n=25 
iv) n=50 
      n=100 
    n=25 
v) n=50 
      n=100 
    n=25 
vi) n = 50 



















































































































































Table      13
Estimated   significance   levels   for   approximate  critical   values   for 









(a) (b)  
     n=25 
i)   n=50 
       n=100 
     n=25 
ii)  n=50 
        n=100 
      n=25 
iii) n=50 
        n=100 
      n=25 
iv) n=50 
        n=100 
      n=25 
v)   n=50 
        n=100 
      n=25 
 vi)   n=50 


















































































































































Table   14 
Estimated     significance   levels   for  approximate   critical   values   for 









(a) (b)  
      n=25 
i)    n=50 
        n=100 
      n=25 
ii)   n=50 
         n=100 
       n=25 
iii)  n=50 
       n=100 
     n=25 
iv) n=50 
        n=100 
      n=25 
v)   n=50 
        n=100 
      n=25 
vi)  n=50 
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