Quadratic variance swap models  by Filipović, Damir et al.
Contents lists available at ScienceDirectJournal of Financial Economics
Journal of Financial Economics 119 (2016) 44–68http://d
0304-40
(http://c
☆ For
chard,
Fahlenb
tenholz
Leonida
Europea
leading
Council
2007-20
Swiss N
Financia
n Corr
E-m
e.gouriejournal homepage: www.elsevier.com/locate/jfecQuadratic variance swap models$
Damir Filipović a,n, Elise Gourier b, Loriano Mancini a
a Swiss Finance Institute at EPFL, Quartier UNIL-Dorigny, CH-1015 Lausanne, Switzerland
b Queen Mary University, Mile End Road, London E1 4NS, UKa r t i c l e i n f o
Article history:
Received 26 April 2013
Received in revised form
17 November 2014
Accepted 16 December 2014
Available online 3 September 2015
JEL classiﬁcations:
C51
G13
Keywords:
Stochastic volatility
Variance swap
Quadratic term structure
Quadratic jump-diffusion
Dynamic optimal portfoliox.doi.org/10.1016/j.jﬁneco.2015.08.015
5X/& 2015 The Authors. Published by Elsev
reativecommons.org/licenses/by/4.0/).
helpful comments we thank an anonymous
Peter Carr, Pierre Collin-Dufresne, Jerome
rach, Jim Gatheral, Julien Hugonnier, Jaku
, Martin Larsson, Markus Leippold, Dilip Ma
s Rompolis and Nizar Touzi, as well as part
n Finance Association meetings in Camb
to these results has received funding from th
under the European Union's Seventh Framew
13)/ERCGrant Agreement no. 307465-POL
ational Science Foundation under the Sinerg
l Stability"' [154445] and the NCCR-FinRisk.
esponding author. Tel.: þ 41 21 693 0108; fa
ail addresses: damir.ﬁlipovic@epﬂ.ch (D. Filip
r@qmul.ac.uk (E. Gourier), loriano.mancini@a b s t r a c t
We introduce a novel class of term structure models for variance swaps. The multivariate
state process is characterized by a quadratic diffusion function. The variance swap curve is
quadratic in the state variable and available in closed form, greatly facilitating empirical
analysis. Various goodness-of-ﬁt tests show that quadratic models ﬁt variance swaps on
the S&P 500 remarkably well, and outperform afﬁne models. We solve a dynamic optimal
portfolio problem in variance swaps, index option, stock index and bond. An empirical
analysis uncovers robust features of the optimal investment strategy.
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A variance swap pays the difference between the rea-
lized variance of some underlying asset and the ﬁxed
variance swap rate. Variance swaps are actively traded at
different maturities. This induces a term structure of var-
iance swap rates, which reﬂects market expectations about
future variance and provides important information forier B.V. This is an open acce
referee, Bruno Bou-
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ović),
epﬂ.ch (L. Mancini).managing variance risk. Fig. 1 shows variance swap rates
on the Standard and Poor's 500 Index (S&P 500). The term
structure takes a variety of shapes and exhibits rich
dynamics. During low volatility periods, such as 2005–
2006, the term structure is upward sloping. During ﬁna-
ncial crises, such as fall 2008, the short-end spikes
up, and the term structure becomes downward sloping.
Having a model that captures such term structure move-
ments appears to be crucial to consistently price variance
swaps across different maturities or to optimally
invest in such contracts. Surprisingly, the term structure of
variance swap rates has received little attention in the
literature.
We provide a novel class of ﬂexible and tractable var-
iance swap term structure models. The multivariate state
variable driving the stochastic variance follows a quadratic
diffusion process characterized by linear drift and quad-
ratic diffusion functions. Variance swap rates are quadratic
in the state variable. The variance swap curve is available
in closed form in terms of a linear ordinary differentialss article under the CC BY license
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Fig. 1. Term structure of variance swap rates. Variance swap rates on the S&P 500 in volatility percentage units,
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
VSðt; TÞ
p
 100. Terms are two, three, six,
12, 24 months. Sample period is from January 4, 1996 to June 7, 2010.
2 This led to a large literature analyzing and exploiting the various
hedging errors when attempting to replicate a given variance swap, e.g.,
Neuberger (1994), Dupire (1993), Carr and Madan (1998), Demeterﬁ,
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Higher order polynomial speciﬁcations are possible.
We perform an exhaustive speciﬁcation analysis of the
univariate quadratic model and of a parsimonious bivariate
extension. Model identiﬁcation is provided in terms of cano-
nical representations. We also study univariate polynomial
speciﬁcations of higher order. We ﬁt these models to the daily
quadratic variation from tick-by-tick S&P 500 futures data and
the term structure of variance swap rates on the S&P 500
shown in Fig. 1. Several statistical tests show that the bivariate
quadratic model captures the term structure dynamics rem-
arkably well. The quadratic state process is able to generate
sudden large movements in the variance swap rates, and the
quadratic variance swap model can produce a rich
variety of term structure shapes, as observed empirically.
Nested afﬁne and other speciﬁcations are soundly rejected.
Our quadratic model also outperforms a standard two-factor
afﬁne jump-diffusion model which is typically used in the
literature. We reach this conclusion using various likelihood-
based tests (e.g., Giacomini and White, 2006), information
theoretic criteria (i.e., Akaike and Bayesian Information Cri-
teria), and Diebold-Mariano tests derived from variance swap
pricing errors.
We ﬁnd that the bivariate quadratic model produces
better forecasts of variance swap rates than the univariate
quadratic and polynomial models, as well as the martingale
model. The latter uses today's variance swap rates as a
prediction of future variance swap rates. Given the high
persistence of variance swap rates,1 the martingale model is1 First order autocorrelations are above 0.98.a challenging benchmark. When we regress future variance
swap rates on model-based predictions of variance swap
rates, we ﬁnd that the bivariate quadratic model has an
intercept and a slope not statistically different from zero
and one, respectively, and thus produces accurate
forecasts. The bivariate model outperforms the martingale
model, which in turn dominates the univariate quadratic
and polynomial models. From an economic perspective,
this suggests that the bivariate quadratic model
captures well the ex ante risk premiums embedded in
variance swaps.
At least two features contribute to the popularity of
variance swaps. First, hedging a variance swap is easier
than hedging other volatility derivatives. In the absence of
asset price jumps, the payoff of a variance swap can be
replicated by dynamic trading in the underlying asset and
a static position in a continuum of vanilla options with
different strike prices and the same underlying and
maturity date. In practice, of course, continuous trading is
unfeasible and vanilla options exist only for a limited
number of strike prices and could not exist at all for a
given maturity date.2 Second, the variance swap payoff is
only sensitive to the realized variance over a desired and
predetermined time horizon. Suppose an investor holds a
broadly diversiﬁed portfolio and is concerned aboutDerman, Kamal, and Zou (1999), Britten-Jones and Neuberger (2000),
Jiang and Tian (2005), Jiang and Oomen (2008), Carr and Wu (2009), and
Carr and Lee (2010).
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on the S&P 500, with one-month maturity, would provide
a direct hedge against volatility risk. In contrast, taking
positions on options and futures on the VIX index3 would
not provide an equally direct hedge.4
To assess the economic relevance of variance swaps, we
study a dynamic optimal portfolio problem in variance
swaps, index option, stock index, and risk-free bond. We
use a quadratic jump-diffusion model for the price process
of the stock index. We solve for the optimal strategy of a
power utility investor who maximizes the expected utility
from terminal wealth. The variance swaps are on-the-run
and rolled over at pre-speciﬁed arbitrary points in time.
The optimal strategy, composed of the familiar myopic and
intertemporal hedging terms (Merton, 1971), is derived in
quasi-closed form. A Taylor series expansion of the inter-
temporal hedging term involves conditional moments of
the state variables, which are available in closed form. We
implement the optimal portfolio using three-month and
two-year variance swaps, an out-of-the-money put option,
and the S&P 500. To include the put option in the invest-
ment universe, we develop a novel pricing formula for
European options. The transition density of the stock price
process is approximated using an Edgeworth expansion,
relying on closed form expressions for joint conditional
moments of the stock price and state variables.
We empirically ﬁnd that the optimal portfolio weights in
the variance swaps follow a short-long strategy, with a short
position in the two-year variance swap (to earn the negative
variance risk premium), and a long position in the three-
month variance swap (to hedge volatility increases).5 This
result is consistent with the empirical ﬁnding that long-term
variance swaps carry more variance risk premium and react
less to volatility increases than short-term variance swaps,
e.g., Egloff, Leippold, and Wu (2010) and Aït-Sahalia, Kara-
man, and Mancini (2014). We also ﬁnd that optimal weights
in variance swaps exhibit strong periodic patterns, which
depend on the maturity and roll-over date of the contracts.
Remarkably, when the stock price does not jump and the
investor cannot trade index options, the optimal strategy in
variance swaps remains largely the same. This suggests that
the short-long strategy in variance swaps is a robust feature
of the optimal investment strategy.
The optimal investment in the put option is in line with
the numerical calibration in Liu and Pan (2003, Table 1).
The portfolio weight is very small (less than 1% of the total
wealth in most cases), increases in the jump size and/or3 Absent index jumps, the Chicago Board Options Exchange (CBOE)
Market Volatility Index (VIX) is the 30-day variance swap rate on the S&P
500 quoted in volatility units. Carr and Wu (2006) provide an excellent
history of the VIX index.
4 It is so because the VIX index is the market expectation of the S&P
500 variance over the next 30 days. Thus, as time goes by, the VIX index,
and derivatives on it, are sensitive to variance expectations beyond the
desired hedging horizon. In response to the need to trade volatility with
more direct instruments, since December 2012, the CBOE has listed new
contracts called “S&P 500 Variance Futures.” These are exchange-traded,
marked-to-market variance swaps on the S&P 500 with maturities ran-
ging up to two years. See http://www.cfe.cboe.com/Products/Spec_VA.
aspx.
5 Some practitioners describe such short-long trading strategies with
variance swaps as “trading the spread” of variance swaps.jump intensity, and can change sign: it is positive
when the jump risk premium is small (providing
hedging against index jumps), while it is negative when
the jump risk premium is large (to earn the jump risk
premium).
We consider two relative risk aversion levels, ﬁve and
one. The ﬁrst is an average value in survey data.6 The
second corresponds to logarithmic utility. Optimal port-
folio weights for both levels share the patterns described
above. However, the respective wealth trajectories are
largely different. The more risk averse investor takes on
smaller positions than the log-investor, in absolute value.
This results in a smooth and steady growth of his wealth
over time, which is largely unaffected by market declines.
In contrast, the wealth trajectory of the log-investor is
volatile and ﬂuctuates even more than the S&P 500. This
suggests that variance swaps can be used either to achieve
stable wealth growth or to seek additional risk premiums,
depending on the risk proﬁle of the investor. Rebalancing
the portfolio less frequently than daily, such as monthly or
yearly, leads to similar results.
To summarize our ﬁndings on the optimal portfolio, the
short–long strategy in variance swaps appears to be a
robust feature of the optimal investment strategy. Variance
swaps serve the purpose of providing exposure to volati-
lity risk premiums and hedging volatility risk. The pre-
sence of price jumps does not signiﬁcantly change the
optimal investment in variance swaps, provided that the
investor can optimally trade index options to hedge price
jumps or earn the jump risk premium.
Our paper is related to various strands of the literature.
A fast growing literature studies the variance risk premium
and its impact on asset prices, e.g., Jiang and Tian (2005),
Carr and Wu (2009), Bollerslev, Tauchen, and Zhou (2009),
Todorov (2010), Bollerslev and Todorov (2011), Drechsler
and Yaron (2011), Mueller, Vedolin, and Yen (2011), Martin
(2013), and Bekaert and Hoerova (2014). This line of
research focuses almost exclusively on a single maturity.
As mentioned above, the term structure of variance swap
rates has remained unexplored until recently, e.g., Amen-
gual (2009), Egloff, Leippold, and Wu (2010), and Aït-
Sahalia, Karaman, and Mancini (2014).7 Part of the reason
could be that variance swap data became available only
recently. We contribute to this line of research by pro-
posing a novel quadratic term structure model, assessing
its empirical performance, and studying dynamic optimal
portfolios in this setting.
There is an extensive literature on term structure
models for interest rates. This literature mainly focuses on
afﬁne term structure models, where the zero-coupon yield
curve is afﬁne in the state variable which follows an afﬁne
diffusion process.8 The loadings in turn are given in terms6 Most of the survey data suggest values of the relative risk aversion
between 0.23 and eight, e.g., Meyer and Meyer (2005).
7 Fusari and Gonzalez-Perez (2012) provide a related study based on
variance swap rates computed using vanilla options on the S&P 500
index. Buehler (2006) and Gatheral (2008) mainly focus on theoretical
models for the term structure of variance swap rates.
8 Afﬁne diffusion processes are nested in our class of quadratic dif-
fusion processes.
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and higher order polynomial speciﬁcations of the yield
curve are very limited, see Filipović (2002) and Chen,
Filipović, and Poor (2004). These limitations do not exist
for the variance swap curve. This allows us to deﬁne the
class of generic quadratic variance swap models, where
the Qspot variance is a quadratic, or higher order poly-
nomial, function of the state variable which follows a
quadratic diffusion process. The resulting variance swap
curve is quadratic, or higher order polynomial, in the state
variable, and the loadings are given in terms of a linear
ordinary differential equation.
Several studies investigate dynamic optimal portfolios
with stochastic investment opportunity set.10 Most of
them consider optimal investment in stock and bond only,
without any derivative, often in a one-factor stochastic
volatility setting, and when the price process is con-
tinuous. The focus is usually on theoretical aspects of
optimal portfolios, and thus empirical analyses are not
provided. In addition to stock and bond, in an afﬁne set-
ting, Liu and Pan (2003) extend the investment opportu-
nity set to options, and Egloff, Leippold, and Wu (2010) to
variance swaps. We study, both from theoretical and
empirical perspectives, dynamic optimal portfolios
including variance swaps and index option in our quad-
ratic setting with stock index jumps.
The structure of the paper is as follows. Section 2 pre-
sents variance swaps. Section 3 introduces quadratic var-
iance swap models. Section 4 discusses model estimates.
Section 5 studies optimal portfolios in variance swaps,
index option, stock index, and risk-free bond. Section 6
investigates the empirical performance of optimal portfo-
lios. Section 7 concludes. Technical derivations and proofs
are collected in the online appendix.112. Variance swaps
Let St denote the price process of a stock index modeled
on some ﬁltered probability space ðΩ;F ; ðF tÞtZ0;QÞ,
where Q is a risk neutral measure. We let St be a9 See, e.g., Dufﬁe and Kan (1996), Dai and Singleton (2000), Dufﬁe,
Pan, and Singleton (2000), Dufﬁe, Filipović, and Schachermayer (2003),
and Collin-Dufresne, Goldstein, and Jones (2008). Dai and Singleton
(2003) and Duarte (2004) discuss some limitations of afﬁne term struc-
ture models. Various extensions of afﬁne models have been suggested by,
e.g., Constantinides (1992), Goldstein (2000), Leippold and Wu (2002),
Collin-Dufresne and Goldstein (2002), Ahn, Dittmar, and Gallant (2002),
Kimmel (2004), and Collin-Dufresne, Goldstein, and Jones (2009).
10 Liu, Longstaff, and Pan (2003) use a one-factor price jump setting
to study optimal investment in stock and bond only. Chacko and Viceira
(2005) use a one-factor afﬁne diffusive setting to study optimal invest-
ment in stock and bond only. Liu (2007) studies optimal investment in
multiple stocks and bond in a similar afﬁne diffusive setting. Aït-Sahalia,
Cacho-Diaz, and Hurd (2009) study optimal investment in multiple
stocks (and bond) featuring price jumps with constant return volatilities.
Detemple and Rindisbacher (2010) study optimal investment in multiple
stocks and bond in a diffusive setting with constant return volatility. Kim
and Omberg (1996), Brennan and Xia (2002) and Sangvinatsos and
Wachter (2005) provide related studies.
11 http://jfe.rochester.edu/appendix.htmsemimartingale of the form
dSt
St
¼ rt dtþσtdBtþ
Z
R
ξ χðdt; dξÞνQt ðdξÞ dt
 
; ð1Þ
where rt is the risk-free rate, Bt is a Qstandard Brownian
motion, and χðdt; dξÞ denotes the random measure asso-
ciated to the jumps of St. Its Qcompensator νQt ðdξÞ dt is
such that the last term in (1) is the increment of a Qpure
jump martingale. The diffusive component of the price
volatility is σt.
Let t ¼ t0ot1o⋯otn ¼ T denote the trading days over
a given time horizon ½t; T . The annualized realized var-
iance is the annualized sum of squared log-returns over
the given time horizon,
RV t; Tð Þ ¼ 252
n
Xn
i ¼ 1
log
Sti
Sti 1
 2
: ð2Þ
It is known that, as supi ¼ 1;…;n titi1ð Þ-0, the realized
variance converges in probability to the quadratic variation
of the log-price,
Xn
i ¼ 1
log
Sti
Sti 1
 2
⟶QV t; Tð Þ ¼
Z T
t
σ2s dsþ
Z T
t
Z
R
logð1þξÞ 2χðds; dξÞ:
ð3Þ
This approximation is commonly adopted in practice (e.g.,
Egloff, Leippold, and Wu, 2010) and quite accurate at a
daily sampling frequency (e.g., Broadie and Jain, 2008;
Jarrow, Kchia, Larsson, and Protter, 2013), as is the case in
our data set.12
A variance swap initiated at t with maturity T, or term
Tt, pays the difference between the annualized realized
variance RVðt; TÞ and the variance swap rate VSðt; TÞ ﬁxed
at t.13 By convention, the variance swap rate is such that
the variance swap contract has zero value at inception. No
arbitrage implies that
VS t; Tð Þ ¼ 1
TtE
Q QVðt; TÞ∣F t½  ¼ 1TtE
Q
Z T
t
vQs ds∣F t
 
; ð4Þ
where EQ denotes expectation under the risk neutral
measure Q, and
vQt ¼ σ2t þ
Z
R
logð1þξÞ 2νQt ðdξÞ ð5Þ
is the Qspot variance process.14
The jump compensator νPt ðdξÞ dt of the index price
process under the objective probability measure P differs
from the Qjump compensator νQt ðdξÞ dt in general,
reﬂecting price jump risk premium. The Pspot variance
vPt ¼ σ2t þ
R
R
logð1þξÞ 2νPt ðdξÞ is related to the12 Market microstructure noise, while generally a concern in high
frequency inference, is largely a non-issue at the level of daily returns.
13 As the difference is in variance units, the payoff is converted in
dollar units via a suitable notional amount.
14 We assume that the risk-free rate and the Qspot variance are
independent processes, which is certainly a tenuous assumption.
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1
TtE
P QVðt; TÞ∣F t½  ¼ 1TtE
P
Z T
t
vPs ds∣F t
 
: ð6Þ
To consistently price variance swaps and capture the term
structure of volatility risk, it is crucial to design models for
the entire variance swap curve T↦VSðt; TÞ. In view of (4), this
boils down to modeling the Qspot variance process vQt .
These models should be analytically tractable and yet ﬂexible
enough to reproduce the empirical features of variance swap
rates. Any positive semimartingale whose Qspot variance
process coincides with vQt is then a consistent price process
in the sense that VSðt; TÞ is the corresponding variance
swap rate.
It is instructive to draw an analogy between the term
structure of variance swaps and interest rates. The var-
iance swap curve reﬂects market expectations about future
changes in Qspot variance, see (4). The ﬁnancial variable
in interest rate models corresponding to the Qspot var-
iance vQt is the risk-free short rate rt. Market expectations
about future changes in short rates are expressed in terms
of the zero-coupon yield curve
y t; Tð Þ ¼  1
Ttlog E
Q e
R T
t
rs ds∣F t
 
; ð7Þ
with short-end given by yðt; tÞ ¼ rt . Clearly, the yield curve is a
nonlinear function of the short rate process. In contrast, the
variance swap curve is a linear function of the Qspot var-
iance process. This linear relation gives greater ﬂexibility for
the speciﬁcation of analytically tractable term structure
models for variance swaps than for interest rates. Indeed,
most common factor models for the term structure of interest
rates are afﬁne term structure models. The short rate is spe-
ciﬁed as an afﬁne function of the state variable which follows
an afﬁne diffusion process. The resulting yield curve is afﬁne
in the state variable, and the loadings are given as solutions to
a nonlinear ordinary differential equation, e.g., Dufﬁe and Kan
(1996) and Dai and Singleton (2000). Specifying the short rate
as a quadratic function of the state variable is possible. But it
generically requires that the state variable follows a Gaussian
process, e.g., Ahn, Dittmar, and Gallant (2002); Chen, Filipović,
and Poor (2004), and Liu (2007).15 Moreover, there exists no
consistent polynomial speciﬁcation of the yield curve beyond
second order, Filipović (2002). These limitations do not exist
for variance swap term structure models, and this ﬂexibility is
exploited here.3. Quadratic variance swap models
Let Xt be a diffusion process in some state space
X Rm, solving the stochastic differential equation (SDE)
dXt ¼ μðXtÞ dtþΣðXtÞ dWt ; ð8Þ
where Wt is a standard d-dimensional Brownian motion
under the risk neutral measure Q, and μðxÞ and ΣðxÞ are
Rm and Rmdvalued functions on X , for some integers15 Liu (2007) considers mixtures of quadratic Gaussian and afﬁne
components in a speciﬁc setup.m; dZ1. The process Xt has the following quadratic
structure:
Deﬁnition 3.1. The diffusion Xt is called quadratic if its drift
and diffusion functions are linear and quadratic in the
state variable,
μðxÞ ¼ bþβ x; ð9Þ
ΣðxÞΣðxÞ> ¼ aþ
Xm
k ¼ 1
αkxkþ
Xm
k;l ¼ 1
Aklxkxl; ð10Þ
for some parameters bARm, βARmm, and a;αk;AklASm
with Akl ¼ Alk, where Sm denotes the set of symmetric
mm-matrices, and > denotes transpose.
An m-factor quadratic variance swap model is obtained
by specifying the Qspot variance as a quadratic function
of the state variable,
vQt ¼ gðXtÞ; ð11Þ
with gðxÞ ¼ϕþψ > xþx>πx, for some parameters ϕAR,
ψARm, and πASm. The following theorem justiﬁes the
terminology of quadratic variance swap model.
Theorem 3.2. Under the above assumptions, the quadratic
variance swap model admits a quadratic term structure. That
is, the variance swap rates are quadratic in the state variable,
VS t; Tð Þ ¼ 1
TtG Tt;Xtð Þ; ð12Þ
with Gðτ; xÞ ¼ΦðτÞþΨ ðτÞ> xþx>ΠðτÞx, where the functions
Φ: ½0; þ1Þ-R, Ψ : ½0; þ1Þ-Rm, and Π: ½0; þ1Þ-Sm
satisfy the linear ordinary differential equations
dΦðτÞ
dτ
¼ϕþb>Ψ τð Þþtr aΠ τð Þð Þ; Φ 0ð Þ ¼ 0;
dΨ ðτÞ
dτ
¼ψþβ>Ψ τð Þþ2Π τð Þbþα Π τð Þ; Ψ 0ð Þ ¼ 0;
dΠðτÞ
dτ
¼ πþβ>Π τð ÞþΠ τð ÞβþA Π τð Þ; Π 0ð Þ ¼ 0; ð13Þ
where we deﬁne the tensor operations ðα ΠÞk ¼ trðαkΠÞ and
ðA ΠÞkl ¼ trðAklΠÞ.
The online appendix shows that, under mild technical
conditions, the converse to Theorem 3.2 also holds true: a
quadratic term structure implies that the Qspot variance
function and the state diffusion process Xt be necessarily
quadratic. This result implies that our quadratic model fra-
mework is exhaustive in the sense that we do not miss any
other diffusion speciﬁcation which is consistent with a
quadratic term structure.
We also specify an Rdvalued process for the market
price of risk, Λ, such that dWPt ¼ dWtΛt dt is a
PBrownian motion, and ΣðXtÞΛt ¼Υ 0þΥ 1Xt holds for
some parameters Υ0ARm and Υ 1ARmm. This implies that
the Pdynamics of Xt are of the form
dXt ¼ bþΥ 0þðβþΥ 1ÞXt
 
dtþΣðXtÞ dWPt : ð14Þ
Thus, the process Xt follows a quadratic diffusion under P
as well. The properties of Xt derived from the quadratic
structure hold under Q as well as under P.
It follows by inspection that an afﬁne transformation of
the state, Xt↦cþγ Xt , preserves the quadratic property
D. Filipović et al. / Journal of Financial Economics 119 (2016) 44–68 49(9) and (10) of Xt and the quadratic term structure (12).
From an econometric viewpoint, this implies that the
above general model is not identiﬁable. This calls for a
canonical representation. A full speciﬁcation analysis of
general multi-factor quadratic models is beyond the scope
of this paper.16 In the following sections, we ﬁrst provide
an exhaustive speciﬁcation analysis for the univariate
quadratic model. We then study a bivariate extension and
univariate polynomial speciﬁcations of higher order.
Model identiﬁcation is asserted in terms of canonical
representations.
3.1. Univariate quadratic model
In this section, let m¼ d¼ 1 and consider a univariate
quadratic diffusion
dXt ¼ ðbþβXtÞ dtþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþαXtþAX2t
q
dWt ð15Þ
on some interval X in R and for some real parameters b, β,
a, α, and AZ0. The linear ordinary differential equations
(13) simplify, and the explicit expressions are given in the
online appendix.
The invariance of quadratic processes with respect to
afﬁne transformations allows us to distinguish exactly three
equivalence classes of quadratic processes on unbounded
intervals with a canonical representation each. In other words,
any univariate quadratic process (on unbounded intervals and
possibly after an afﬁne transformation) necessarily falls in one
of the three equivalence classes. The three canonical repre-
sentations are identiﬁable, and thus can be estimated using
variance swap data.
Theorem 3.3. Denote the discriminant of the diffusion func-
tion of Xt by D¼ α24Aa. The quadratic process Xt falls in
one of the following three equivalence classes:
 Class 1: Either A40 and Do0, or A¼ α¼ 0 and a40.
The canonical representation is speciﬁed by X ¼R, bZ0,
βAR, a¼1, α¼ 0, AZ0, and hence
dXt ¼ ðbþβXtÞ dtþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þAX2t
q
dWt : ð16Þ
Note that for A¼0 we obtain a Gaussian process.
 Class 2: Either A40 and D¼0, or A¼ α¼ a¼ 0. The
canonical representation is speciﬁed by X ¼ ð0; þ1Þ, b¼1
or 0, βAR, a¼0, α¼ 0, AZ0, and hence
dXt ¼ ðbþβXtÞ dtþ
ﬃﬃﬃﬃﬃﬃﬃﬃ
AX2t
q
dWt : ð17Þ
Note that for A¼0 we obtain a deterministic process.16 This would require to ﬁnd necessary and sufﬁcient conditions on
the model parameters and the state space X such that the multivariate
quadratic diffusion Xt be well-deﬁned in X . The matrix-valued quadratic
form on the right hand side of (10) needs to be positive semi-deﬁnite for
all xAX . Moreover, it has to vanish in the direction orthogonal to the
boundary at all boundary points, for the state space to be invariant under
the dynamics of Xt. Hence, the state space X is speciﬁed by the zeros of
quadratic forms on Rm . The zero level sets of quadratic forms on Rm are
complex geometric objects, and the canonical classiﬁcation of quadratic
diffusions would at least require an exhaustive classiﬁcation of such zero
level sets. Filipović and Larsson (2014) provide a related study. Class 3: Either A40 and D40, or A¼0 and αa0. The
canonical representation is speciﬁed by X ¼ ½0; þ1Þ,
bZ0, βAR, a¼0, α¼ 1, AZ0, and hence
dXt ¼ ðbþβXtÞ dtþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
XtþAX2t
q
dWt : ð18Þ
The boundary point 0 is not attainable if and only if
bZ1=2, in which case we can choose X ¼ ð0; þ1Þ. Note
that for A¼0 we obtain an afﬁne process.
Remark 3.4. For Ao0 and D40, the state space X
becomes bounded. The canonical representation for this
equivalence class is the Jacobi process on X ¼ ½0;1. We do
not consider this case, as here we focus on state processes
on unbounded state spaces.
3.2. Bivariate quadratic model
In this section, we consider a bivariate extension of the
above univariate quadratic model. Higher dimensional
extensions are conceptually straightforward, but these
models would be difﬁcult to estimate because of the large
number of parameters. Our empirical analysis below shows
that a bivariate model provides a good ﬁt to variance swaps
and quadratic variation, thus higher order dimensional
extensions do not appear to be practically relevant.
Let m¼2 and consider a bivariate quadratic diffusion
Xt ¼ ðX1t ;X2tÞ> of the form
dX1t ¼ ðb1þβ11X1tþβ12X2tÞ dtþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a1þα1X1tþA1X21t
q
dW1t ;
dX2t ¼ ðb2þβ22X2tÞ dtþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2þα2X2tþA2X22t
q
dW2t ; ð19Þ
with β12Z0 and X2tZ0. The components X1t and X2t are
instantaneously uncorrelated and only interact via the
drift term. The Qspot variance function is assumed to
depend on X1t only,
gðxÞ ¼ϕþψx1þπx21; ð20Þ
where x¼ ðx1; x2Þ, for some real parameters ϕ, ψ , and π.
Hence, X1t drives the Qspot variance, while X2t deter-
mines the stochastic mean reversion level, ðb1þβ12X2tÞ=
β11, of X1t. The linear ordinary differential equations (13)
simplify, and the explicit expressions are given in the
online appendix.
The admissible speciﬁcations for X2t are either Class
2 or 3 with the corresponding canonical representations
given by Theorem 3.3. The diffusion function of X1t can be
of any Class 1–3 with the corresponding canonical repre-
sentations from Theorem 3.3. Imposing b1 ¼ 0 when the
diffusion function of X1t is in Class 1 or 2, and b1 ¼ 0 or 1/2
when it is in Class 3, ensures that the bivariate quadratic
model is identiﬁed. This is proved in the online appendix.
The univariate quadratic model is nested in the bivariate
model, setting X2t to a positive constant value.
To keep the model parsimonious, a risk premium is
attached only to the ﬁrst Brownian motion, W1t. The
market price of risk process is then
Λt ¼
λ0þλ1X1tﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a1þα1X1tþA1X21t
q ;0
0
B@
1
CA
>
: ð21Þ
17 We thank Mika Kastenholz from Credit Suisse for providing us
with the variance swap data.
18 On some occasions, the term structure is shaped, but the
difference between, e.g., the two- and three-month variance swap rates is
virtually zero and this term structure is nearly [shaped.
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function of X1t is in Class 1, λ0Z0 if the diffusion function
of X1t is in Class 2 or in Class 3 along with b1 ¼ 1=2, and
λ0 ¼ 0 otherwise. It follows from Cheridito, Filipović, and
Kimmel (2007) that the change of measure PQ is well-
deﬁned under these conditions.
3.3. Univariate polynomial model
An important property of quadratic diffusion processes
is that their conditional nth moments are available in
closed form as polynomials of degree n in the state vari-
ables. This is in fact the reason why in Theorem 3.2 we
obtain the closed form quadratic expression for GðTt;XtÞ.
Indeed, ∂GðTt;XÞ=∂T is simply the F tconditional
moment of the quadratic polynomial gðXT Þ in XT. This
polynomial preserving property of Xt suggests a natural
extension of the quadratic variance swap models, namely,
higher order polynomial variance swap models. Here we
discuss the univariate case. The multivariate case is a
straightforward but notationally cumbersome extension.
As in Section 3.1, we consider the univariate quadratic
diffusion process (15). The following theorem formalizes
the polynomial preserving property of Xt.
Theorem 3.5. The ðNþ1Þ row vector of the ﬁrst N
F tconditional moments of Xtþτ with τZ0 is given by
1; EQ Xtþτ∣F t½ ;…;EQ XNtþ τ∣F t
h i	 

¼ 1;Xt ;…;XNt
	 

eBτ ;
ð22Þ
where B is an upper triangular ðNþ1Þ  ðNþ1Þ matrix
deﬁned in the online appendix, and eBτ denotes the matrix
exponential of Bτ.
A polynomial variance swap model is then obtained by
specifying the Qspot variance as a polynomial function
of the state variable, vQt ¼ p0þp1Xtþ⋯þpNXNt , for some
parameters piAR; i¼ 0;…;N. The following corollary is an
immediate consequence of Theorem 3.5.
Corollary 3.6. Under the above assumptions, the polynomial
variance swap model admits a polynomial term structure.
That is, the variance swap rates are polynomial of degree N in
Xt:
VS t; Tð Þ ¼ 1
Tt P0ðTtÞþP1ðTtÞXtþ⋯þPNðTtÞX
N
t
	 

;
ð23Þ
where the functions Pi: ½0; þ1Þ-R satisfy the linear ordin-
ary differential equations
dPðτÞ
dτ
¼ pþBP τð Þ; P 0ð Þ ¼ 0; ð24Þ
where PðτÞ ¼ ðP0ðτÞ; P1ðτÞ;…; PNðτÞÞ> and p¼ ðp0; p1;…;
pNÞ> .
System (24) is equivalent to (13) for N¼2, with loadings
ΦðτÞ ¼ P0ðτÞ, Ψ ðτÞ ¼ P1ðτÞ, and ΠðτÞ ¼ P2ðτÞ.4. Model estimation
In this section, we ﬁt the variance swap models in
Sections 3.1–3.3 to variance swap rates on the S&P 500 and
its quadratic variation computed from tick-by-tick S&P 500
futures prices. An advantage of this estimation approach is
that model estimates are not impaired by potential mis-
speciﬁcations of the index dynamics and allows for a
thorough comparison of the variance swap models.
4.1. Data set
Our data set includes daily over-the-counter quotes of
variance swap rates on the S&P 500, with ﬁxed terms at two,
three, and six months, and one and two years.17 It ranges from
January 4, 1996 to June 7, 2010, and includes 3,626 observa-
tions for each term. Standard statistical tests do not detect any
day-of-the-week-effect, so we use all available daily data. An
interesting feature of this data set is that terms, rather than
maturities, are ﬁxed. This facilitates the comparison of the
term structure over time, without using any interpolation
method to recover variance swap rates for a speciﬁc term. Our
data set also includes daily quadratic variation computed from
tick-by-tick S&P 500 futures prices using the two-scale esti-
mator of Zhang, Mykland, and Aït-Sahalia (2005).
Fig. 1 shows the term structure of variance swap rates over
time and suggests that variance swap rates are mean-revert-
ing, volatile, with spikes and clustering during the major
ﬁnancial crises over the last 15 years, and historically high
values during the ﬁnancial crisis in fall 2008. While most term
structures are upward sloping (48% of our sample), they can
also be [shaped (23% of our sample) and rarely downward
sloping or \shaped.18 The bottom and peak of the [ and
\shaped parts of the term structures, can be anywhere at
the three- or six-month or one-year terms. The slope of the
term structure, measured as the difference between the two-
year and two-month variance swap rates, shows a strong
negative relation to the contemporaneous level of volatility.
Thus, in high volatility periods, the short-end of the term
structure (variance swap rates with two or three month
terms) rises more than the long-end, producing downward
sloping term structures.
Table 1 provides summary statistics of our data set. We
split the sample in two parts. The ﬁrst part ranges from
January 4, 1996 to April 2, 2007, includes 2,832 daily
observations (about 3/4 of the whole sample), and will be
used for in-sample analysis and model estimation. The
second part ranges from April 3, 2007 to June 7, 2010,
includes 794 daily observations, and will be used for out-
of-sample analysis, including model validation. The out-of-
sample analysis appears to be particularly interesting as
the sample period covers the recent ﬁnancial crisis, a
period of unprecedented market turmoil, which was not
experienced in the in-sample period.
Table 1
Summary statistics.
Mean, standard deviation (Std), skewness (Skew), and kurtosis (Kurt) of variance swap rates in Panel A, realized variances in Panel B, and realized
variance swap payoffs on the S&P 500 in Panel C. Variance swap rates and realized variances are in volatility percentage units, i.e.,
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
VSðt; TÞ
p
 100 andﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RVðt; TÞ
p
 100, respectively. Variance swap payoffs are ðRVðt; TÞ VSðt; TÞÞ  100. Term τ is in months. In-sample period is from January 4, 1996 to April 2,
2007, a total of 2,832 observations for each series. Out-of-sample period is from April 3, 2007 to June 7, 2010, a total of 794 observations for each series.
τ Mean Std Skew Kurt Mean Std Skew Kurt
In-sample Out-of-sample
Panel A: Variance swap rates
2 20.76 6.80 0.87 4.09 27.55 11.05 1.39 4.49
3 20.90 6.54 0.78 3.87 27.78 10.21 1.21 3.93
6 21.48 6.32 0.78 3.93 27.94 9.14 1.00 3.51
12 22.25 6.06 0.62 3.19 27.66 8.12 0.72 3.08
24 22.86 5.90 0.55 2.75 27.71 7.03 0.27 2.71
Panel B: Realized variances
2 16.42 6.38 0.86 3.20 26.42 14.70 1.80 5.45
3 16.53 6.08 0.69 2.82 26.92 13.89 1.53 4.08
6 16.67 5.79 0.51 2.42 27.26 13.14 1.30 3.22
12 17.02 5.20 0.07 1.77 27.87 11.12 0.60 1.60
24 18.04 5.28 0.22 2.92 28.21 7.52 0.35 1.29
Panel C: Realized variance swap payoffs
2 1.67 2.80 1.49 12.27 0.34 11.38 2.71 10.99
3 1.69 2.79 1.26 10.34 0.42 10.77 1.96 6.59
6 1.90 2.77 1.53 11.55 0.51 10.48 1.40 4.12
12 2.15 2.54 1.73 9.95 0.69 9.11 0.32 1.85
24 2.04 3.10 0.36 6.75 0.71 6.87 0.11 1.42
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practice and report variance swap rates in volatility per-
centage units, i.e.,
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
VSðt; TÞ
p
 100. Various empirical reg-
ularities emerge from Table 1. The mean level of variance
swap rates is slightly but strictly increasing with term. The
standard deviation, skewness, and kurtosis of variance
swap rates are decreasing with term. Unreported ﬁrst
order autocorrelations of variance swap rates range from
0.984 to 0.995, are slightly increasing with the term, and
imply a mean half-life of shocks between 43 and 138
days.19 This conﬁrms that mean reversion is present in the
time series and suggests that long-term variance swap
rates are more persistent than short-term rates. Compar-
ing in- and out-of-sample statistics reveals a signiﬁcant
increase in level and volatility of variance swap rates,
mainly due to the market turmoil in fall 2008.
A Principal Component Analysis (PCA) shows that the ﬁrst
principal component explains about 95.3% of the total var-
iance of variance swap rates and can be interpreted as a level
factor, while the second principal component explains an
additional 3.8% and can be interpreted as a slope factor.20 This
ﬁnding is somehow expected because PCA of several other
term structures, such as bond yields, produces qualitatively
similar results. Less expected is that two factors explain nearly
all the variance of variance swap rates, i.e., 99.1%. Repeating19 The half-life H is deﬁned as the time necessary to halve a unit
shock and solves ϱH ¼ 0:5, where ϱ is the ﬁrst order autocorrelation
coefﬁcient.
20 To save space, factor loadings are not reported, but are available
from the authors upon request.the PCA for various subsamples produces little variation in the
ﬁrst two factors and explained total variance.
Table 1 also shows summary statistics of variance swap
ﬂoating legs, i.e., the realized variance of daily S&P 500 returns
for various terms. All statistics of realized variances share
qualitatively the same features as those of the variance swap
rates. The main difference is that, especially during the in-
sample period, realized variances tend to be lower and more
volatile, positively skewed, and leptokurtic than variance swap
rates. This difference highlights the proﬁtability and riskiness
of shorting variance swaps, earning the large negative var-
iance risk premiums embedded in such contracts. The ex post
variance risk premium is deﬁned as the average realized
variance minus the variance swap rate, which is simply the
average payoff of a long position in the respective variance
swap. The corresponding summary statistics are reported in
the last panel of Table 1. In the in-sample period, ex post
variance risk premiums are negative and, except for the
longest maturity, increasing in absolute value with the term.
Notably, ex post Sharpe ratios from shorting variance swaps
also increase with their term, ranging from 0.60 (¼1.67/2.80)
for two-month variance swaps to 0.85 (¼2.15/2.54) for one-
year variance swaps. This suggests that it is more proﬁtable on
average to sell long-term than short-term variance swaps. In
the out-of-sample period, the opposite holds as short-term
variance swap rates increase proportionally more than long-
term variance swap rates, making it more proﬁtable, ex post,
to buy long-term variance swaps.
To summarize, the term structure of variance swap
rates exhibits rich dynamics, challenging any term struc-
ture model. Whether our quadratic models are ﬂexible
Table 2
Model estimates.
Entries are parameter estimates (Est.) for the univariate quadratic, univariate polynomial, and bivariate quadratic models, and corresponding standard
errors (S.E.). Identiﬁable, thus restricted, versions of the following model are estimated: Qdynamics of the state process dX1t ¼ ðb1þβ11X1tþ
β12X2t Þ dtþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a1þα1X1tþA1X21t
q
dW1t , dX2t ¼ ðb2þβ22X2t Þ dtþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2þα2X2tþA2X22t
q
dW2t; Qspot variance vQt ¼ ϕþψX1tþπX21tþp3X31tþp4X41tþp5X51t;
market price of risk ðλ0þλ1X1t Þ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a1þα1X1tþA1X21t
q
for the QBrownian motion W1t. An empty entry means that the parameter is set to zero to achieve
model identiﬁcation. Models are estimated using maximum likelihood with unscented Kalman ﬁlter. The measurement equation is six-dimensional. The
ﬁrst ﬁve components are variance swap rates with variance of measurement error σ2VS. The sixth component is the logarithm of the daily quadratic
variation, logðQVt Þ, with expectation c0þc1logðvQt Þ, and conditionally normal measurement error ϵt with mean ρϵϵt1 and variance c2þc3QVt1. The online
appendix provides details on the estimation approach. AIC and BIC are Akaike and Bayesian Information Criteria, respectively. Sample data are daily
variance swap rates on the S&P 500, with terms of two, three, six, 12, 24 months, and daily quadratic variation computed from tick-by-tick S&P 500 futures
prices, from January 4, 1996 to April 2, 2007, a total of 2,832 observations for each series.
Univ. quad. Univ. poly. Biv. quad.
Parameter Est. S.E. Est. S.E. Est. S.E.
b1 0.305 0.035 0.712 0.079
β11 0.370 0.018 0.309 0.028 4.882 0.069
β12 1.672 0.080
a1 1 – 1 –
α1 1 –
A1 0.037 0.008 2.720 0.173
b2 0.312 0.038 0.626 0.035
β22 0.205 0.010
a2
α2 1 –
A2 0.001 0.000
λ0 0.010 0.002 0.017 0.003 0.120 0.012
λ1 0.023 0.005 0.144 0.010 0.020 0.002
ϕ 0.015 0.001 0.013 0.001 0.015 0.001
ψ 0.001 0.002 0.001 0.001 0.020 0.001
π 0.027 0.003 0.002 0.000 0.015 0.001
p3 4 107 0.000
p4 3 106 0.000
p5 3 108 0.000
σ2VS 10
4 0.514 0.000 0.507 0.000 0.045 0.000
c0 0.801 0.090 0.698 0.067 0.946 0.046
c1 0.998 0.029 1.038 0.022 0.929 0.004
c2 0.174 0.010 0.179 0.009 0.159 0.007
c3 0.290 0.066 0.302 0.057 0.305 0.032
ρϵ 0.614 0.039 0.617 0.039 0.519 0.039
Log-likelihood 47,146 48,221 61,503
AIC 94,264 96,408 122,972
BIC 94,180 96,306 122,871
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that we address in the following sections.
4.2. Model estimates
The state process Xt driving the term structure is not
observed and variance swap rates and quadratic variation
are nonlinear functions of Xt. To extract the latent
state we use the nonlinear unscented Kalman ﬁlter, which
is found by Christoffersen, Dorion, Jacobs, and Karoui
(2012) to have good ﬁnite sample properties in the context
of estimating dynamic term structure models. We
then estimate the model parameters using maximum
likelihood.
The measurement equation entails a six-dimensional
observation vector. The ﬁrst ﬁve components are the var-
iance swap rates with terms equal to two, three, and six
months, and one and two years. The last component is the
logarithm of the daily quadratic variation computed from
tick-by-tick S&P 500 futures prices, entering themeasurement equation as an afﬁne function of logðvQt Þ. We
therefore use information both from the variance swap and
S&P 500 futures markets to estimate the models. The online
appendix provides details on the estimation method.
It is known that univariate afﬁne models cannot capture
the empirical features of variance swap rates, e.g., Egloff,
Leippold, and Wu (2010) and Aït-Sahalia, Karaman, and
Mancini (2014). These models, for example, can only produce
upward or downward sloping term structures, and variance
swap rates have all the same persistence. Such model-based
features of variance swap rates are in sharp contrast with the
empirical features summarized in Table 1. In principle our
univariate quadratic model in Section 3.1 could capture the
empirical features of variance swap rates. Intuitively, the
quadratic features of the Qspot variance vQt and of the state
process diffusion function relax the constraints imposed by an
afﬁne speciﬁcation.
We begin model estimations by ﬁtting each of the three
canonical representations of the univariate quadratic model in
Section 3.1 to variance swap rates and quadratic variation. We
Fig. 2. Time series evolution of state process. In the bivariate quadratic model in Section 3.2, X1t is in Class 1 and X2t is in Class 3; Theorem 3.3. The model is
ﬁtted to daily variance swap rates on the S&P 500, from January 4, 1996 to April 2, 2007, and terms of two, three, six, 12, 24 months, and daily quadratic
variation computed from tick-by-tick S&P 500 futures data. Table 2 reports model estimates. The vertical line is April 3, 2007, i.e., beginning of the out-of-
sample period.
22 The relation between model parameters in Section 3.3 and those
in Table 2 is straightforward, namely, p0 ¼ϕ, p1 ¼ψ , and p2 ¼ π.
23 The asymptotic distribution of the test statistics under the null
hypotheses is the chi-square with ﬁve degrees of freedom and standard
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model is achieved when the state process Xt is in Class 3
(Theorem 3.3). This ﬁnding is conﬁrmed by Akaike and Bayesian
Information Criteria (AIC and BIC).21 Table 2 reports the corre-
sponding parameters, which are estimated rather precisely.
We further investigate this model by considering four
parametric restrictions that induce four alternative model
speciﬁcations. Each speciﬁcation is tested via a likelihood
ratio (LR) test. Speciﬁcation 1 imposes that Xt has an afﬁne
dynamic by setting the quadratic coefﬁcient A¼0 in (15).
Speciﬁcation 2 constrains the Qspot variance function,
vQt ¼ϕþψXtþπX2t , to be linear in Xt by setting π ¼ 0. The
corresponding LR tests strongly reject both restrictions,
suggesting that the quadratic features of Xt and vQt play an
important role in ﬁtting variance swap rates and quadratic
variation. Speciﬁcation 3 restricts the functional form of
the Qspot variance by imposing the Qspot variance
function to have exactly one root, i.e., ψ2 ¼ 4ϕπ. This
guarantees the nonnegativity of the Qspot variance for
any realization of Xt. Speciﬁcation 4 further restricts Spe-
ciﬁcation 3 by testing whether the root is at Xt¼0, i.e.,
ϕ¼ψ ¼ 0. The corresponding LR tests strongly reject both
restrictions, conﬁrming that a ﬂexible quadratic link
between vQt and Xt is statistically important to ﬁt variance
swap rates. To summarize, these statistical tests suggest
that the full ﬂexibility of the univariate quadratic model is
necessary to ﬁt variance swap rates and quadratic
variation.
We now investigate whether enriching the functional
form of the Qspot variance can improve the ﬁtting of the
data. We estimate the univariate polynomial variance
swap model in Section 3.3 when the state process Xt fol-
lows a quadratic diffusion and the degree of the poly-
nomial is N¼5. The choice N¼5 asserts that the univariate
polynomial model has the same number of parameters as21 When the state process Xt is in Class 1, 2, and 3, AIC are 93,127,
94,163, and 94,264, and BIC are 93,066, 94,102, and 94,180,
respectively. Both criteria achieved the minimum value when Xt is in
Class 3.the bivariate quadratic model, estimated next. Table 2
reports the parameter estimates.22 The additional para-
meters, p3, p4, p5, allow only for a modest increase in the
log-likelihood and a modest decrease of the AIC and BIC.
Moreover, the economic magnitude of such parameters
appears to be rather small. Thus, the polynomial form of
the Qspot variance helps only marginally to improve the
ﬁtting of variance swap rates and quadratic variation.
We now turn to the bivariate extension of the quadratic
model in Section 3.2. We estimate all the identiﬁable
equivalence class combinations of X1t and X2t, and ﬁnd that
the best ﬁt, in terms of likelihood, AIC and BIC, is obtained
when X1t is in Class 1 and X2t is in Class 3. Table 2 reports
the parameter estimates, as well as AIC and BIC. All the
parameters are estimated precisely, as can be seen from
the small standard errors.
The log-likelihood of the bivariate model is signiﬁcantly
larger than the log-likelihood of univariate models and the
values of the BIC and AIC are signiﬁcantly lower. The LR
statistic of the bivariate model versus the univariate
quadratic model is 28,757. The Vuong (1989) statistic of
the bivariate model versus the univariate polynomial
model is 48.5. Both statistics are highly signiﬁcant and
strongly reject the null hypothesis that the bivariate
quadratic model is equivalent to any of the other two
univariate models.23 Following Giacomini and White
(2006), we also compare the bivariate model and the
univariate models using scoring-type rules. The test sta-
tistic is the log-likelihood under the bivariate model minus
the log-likelihood under the univariate quadratic ornormal, respectively. Recall that the bivariate quadratic model nests the
univariate quadratic model. Setting b2 ¼ β22 ¼ a2 ¼α2 ¼ A2 ¼ 0 in the
bivariate model, i.e., imposing ﬁve parameter restrictions, implies that X2t
is constant and can be normalized to one for identiﬁcation purposes.
Thus, β12 in the bivariate model corresponds to b1 in the
univariate model.
Table 3
Two-factor afﬁne jump-diffusion model.
Entries are parameter estimates (Est.) for the two-factor afﬁne jump-
diffusion model (Section 4.3), and corresponding standard errors (S.E.).
Qdynamics of the stock index dSt=St ¼ rt dtþ
ﬃﬃﬃﬃﬃﬃﬃ
X1t
p
dBtþξt dNt
EQ½ξt νt dt, where rt is the risk-free rate, the diffusive spot variance X1t
evolves as dX1t ¼ β1ðX1tX2t Þ dtþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
α1X1t
p
dW1tþZ1t dNt , its stochastic
long run mean is controlled by X2t, which evolves as dX2t ¼ ðb2þ
β2X2t Þ dtþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
α2X2t
p
dW2t , for some standard Brownian motions Bt and
ðW1t ;W2t Þ. The second moment of the log-price jump size is μ2S . The
variance jump size Z1t is exponentially distributed with parameter μQ1 .
Jump sizes ξt and Z1t are independent from Brownian motions and jump
times. Jumps in returns and variance occur contemporaneously and are
triggered by dNt. The intensity of Nt is νt ¼ ν0þν1X1t , where ν0 and ν1 are
constants. The Qspot variance is vQt ¼ X1tþμ2Sðν0þν1X1t Þ, which is an
afﬁne function of X1t. The risk premium λ1 is attached to the QBrownian
motion W1t and gives the PBrownian motion dWP1t ¼ dW1t λ1
ﬃﬃﬃﬃﬃﬃﬃ
X1t
p
=ﬃﬃﬃﬃﬃ
α1
p
dt. Under the objective measure P, the variance jump size Z1t is
exponentially distributed with parameter μP1 . The model is estimated
using particle ﬁlter. The measurement equation is six-dimensional. The
ﬁrst ﬁve components are variance swap rates with variance of measure-
ment error σ2VS. The sixth component is the logarithm of the daily
quadratic variation, logðQVt Þ, with expectation c0þc1logðvQt Þ, and con-
ditionally normal measurement error ϵt with mean ρϵϵt1 and variance
c2þc3QVt1. AIC and BIC are Akaike and Bayesian Information Criteria,
respectively. Sample data are the same as in Table 2.
Parameter Est. S.E.
β1 5.486 0.560
α1 0.200 0.076
β2 0.172 0.051
b2 0.011 0.003
α2 0.018 0.022
ν0 0.177 0.039
ν1 1.364 0.250
μ2S 0.072 0.032
μP1 0.075 0.014
μQ1 0.147 0.034
λ1 0.335 0.054
σ2VS 10
4 0.078 0.028
c0 0.704 0.160
c1 0.986 0.088
c2 0.161 0.066
c3 0.453 0.211
ρϵ 0.501 0.198
Log-likelihood 58,510
AIC 116,986
BIC 116,885
25 Eraker, Johannes, and Polson (2003) ﬁt models with con-
temporaneous and independent jumps in returns and variance to S&P
500 data. They ﬁnd that the two models perform similarly, but the model
with contemporaneous jumps is estimated more precisely. Eraker (2004),
D. Filipović et al. / Journal of Financial Economics 119 (2016) 44–6854polynomial model. If the two models are equivalent, the
test statistic has zero mean, which can be tested using a
simple t-test.24 The t-statistics are 10.1 and 9.8, respec-
tively, and are both highly signiﬁcant. These tests further
support that the bivariate quadratic model ﬁts variance
swap rates and quadratic variation signiﬁcantly better than
the univariate models.
Fig. 2 shows the ﬁltered trajectories of the state process
Xt in the bivariate model and suggests a natural inter-
pretation of its components. X1t is more volatile and24 We view this test as a robustness check of the previous LR and
Vuong's tests. Given the autocorrelation and heteroskedasticity in the
log-likelihood differences, robust standard errors are computed using the
Newey and West (1987) variance estimator with the number of lags
optimally chosen according to Andrews (1991).mimics the time series trajectories of short-term variance
swap rates, mainly capturing sudden movements in those
rates. X2t is more persistent and mainly captures long-term
movements in variance swap rates.
4.3. Two-factor afﬁne jump-diffusion model
We now introduce a two-factor afﬁne jump-diffusion
(AJD) model that provides a challenging benchmark to
assess the accuracy of our quadratic models in subsequent
goodness-of-ﬁt tests. The Qdynamics (1) of the index are
speciﬁed as
dSt
St
¼ rt dtþ
ﬃﬃﬃﬃﬃﬃﬃ
X1t
p
dBtþξt dNtEQ ξt
 
νt dt;
dX1t ¼ β1ðX1tX2tÞ dtþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
α1X1t
p
dW1tþZ1t dNt ;
dX2t ¼ ðb2þβ2X2tÞ dtþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
α2X2t
p
dW2t ; ð25Þ
for some standard Brownian motions Bt and ðW1t ;W2tÞ.
The ﬁrst factor X1t is the diffusive component of the
Qspot variance and follows a two-factor mean-reverting
process in which the second factor X2t controls its sto-
chastic long run mean and β1o0 the speed of mean
reversion. The second factor X2t follows its own stochastic
mean-reverting process and mean-reverts to b2=β240,
with speed of mean reversion β2o0. The relative index
jump size ξt41 can be any integrable random variable.
Only the second moment of the log-jump size,
EQ½ðlogð1þξtÞÞ2 ¼ μ2S, enters the Qspot variance. The
variance jump size Z1t is exponentially distributed with
parameter μQ1 , ensuring that variance stays positive. Jump
sizes ξt and Z1t are independent from Brownian motions
and jump times.
Jumps in returns and variance occur contemp-
oraneously, triggered by dNt, as in the double-jump model
introduced by Dufﬁe, Pan, and Singleton (2000).25 The
intensity of the counting jump process Nt is stochastic and
given by νt ¼ ν0þν1X1t , where ν0 and ν1 are nonnegative
constants.26
As in our bivariate quadratic model (Section 3.2), we
use the market price of risk speciﬁcation in (21) and attach
the risk premium λ1
ﬃﬃﬃﬃﬃﬃﬃﬃ
X1;t
p
=
ﬃﬃﬃﬃﬃﬃ
α1
p
to the QBrownian
motion W1t. Thus, the Girsanov-transformed PBrownian
motion is dWP1t ¼ dW1tλ1
ﬃﬃﬃﬃﬃﬃﬃ
X1t
p
=
ﬃﬃﬃﬃﬃ
α1
p
dt. As variance
jumps are the main feature of AJD models to generate
volatility of volatility, we also allow for a variance jump
risk premium. Speciﬁcally, under P the variance jump size
Z1t is exponentially distributed with parameter μP1 .
The logarithm of the Pspot variance is an afﬁne
function of logðvQt Þ, where the Qspot variance vQt ¼ X1t
þμ2Sðν0þν1X1tÞ, which is an afﬁne function of X1t. ABroadie, Chernov, and Johannes (2007), Chernov, Gallant, Ghysels, and
Tauchen (2003), and Todorov (2010) provide further evidence for con-
temporaneous jumps in returns and variance.
26 Rewriting the dynamics of X1t in terms of the compensated jump
component, i.e., Z1t dNtμQ1 ðν0þν1X1t Þ dt, shows that the speed of mean
reversion is ðβ1μQ1 ν1Þ, and the stochastic long run mean is
ðβ1X2tþμQ1 ν0Þ=ðβ1μQ1 ν1Þ.
Table 4
Variance swap pricing errors.
The pricing error is deﬁned as the model-based minus observed variance swap rate, both in volatility percentage units, i.e., ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Gðτ;Xt Þ=τ
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
VSðt; tþτÞ
p
Þ  100. Entries are mean (Bias) and root mean square error (RMSE) of pricing errors for variance swap rates under the univariate quadratic,
univariate polynomial, two-factor afﬁne jump-diffusion (AJD), and bivariate quadratic models. DMu (respectively, DMp and DMa) is the Diebold-Mariano
test statistic of the univariate quadratic (respectively, polynomial and AJD) model versus the bivariate quadratic model, Section 4.4. Under the null
hypothesis that the univariate quadratic (respectively, polynomial and AJD) model and the bivariate quadratic model have pricing errors of equal
magnitude, the DM test statistic is a standard normal. A positive value means that the bivariate quadratic model outperforms the univariate model. Term τ
is in months. Panel A shows pricing error statistics for the in-sample period, used to estimate the models, which is from January 4, 1996 to April 2, 2007, a
total of 2,832 observations for each series. Panel B shows pricing error statistics for the out-of-sample period, which is from April 3, 2007 to June 7, 2010, a
total of 794 observations for each series.
τ Bias RMSE DMu Bias RMSE DMp Bias RMSE DMa Bias RMSE
Panel A: In-sample
Univ. quad. Univ. poly. AJD Biv. quad.
2 0.07 1.63 9.85 0.39 1.86 12.62 0.02 0.60 11.73 0.06 0.43
3 0.09 1.10 9.60 0.34 1.35 13.07 0.13 0.53 12.01 0.08 0.37
6 0.06 0.58 7.81 0.01 0.85 8.02 0.11 0.55 9.88 0.04 0.43
12 0.15 1.16 5.85 0.29 1.30 8.99 0.04 0.37 7.88 0.11 0.28
24 0.15 1.57 5.33 0.22 1.60 7.25 0.12 0.59 8.02 0.06 0.37
Panel B: Out-of-sample
Univ. quad. Univ. poly. AJD Biv. quad.
2 0.14 2.35 6.89 0.58 4.01 4.59 0.26 0.95 0.07 0.06 0.94
3 0.27 1.43 7.17 0.17 2.93 4.57 0.04 0.79 6.69 0.09 0.60
6 0.17 1.39 1.95 0.59 2.17 1.11 0.17 1.53 2.89 0.20 1.32
12 0.44 1.96 0.29 1.67 2.65 1.77 0.08 1.86 0.31 0.10 1.89
24 0.62 4.01 3.89 1.08 4.24 3.37 0.16 2.67 4.06 0.21 2.18
27 The expectation EP½X1t  ¼ ðβ1b2=β2þμP1 ν0Þ=ðβ
P
1 Þ, where
βP1 ¼ β1þμP1 ν1þλ1.
D. Filipović et al. / Journal of Financial Economics 119 (2016) 44–68 55number of empirical studies have shown that diffusive
afﬁne models do not generate enough volatility of volati-
lity. The jump component Z1t dNt in X1t can produce quick
upward movements of the spot variance, increasing vola-
tility of volatility relative to a diffusive afﬁne speciﬁcation.
In our bivariate quadratic model, the factors have a
quadratic, rather than afﬁne, diffusion, and the Qspot
variance vQt is a quadratic function of X1t, and does not
exhibit jumps; see (20). The quadratic features of the fac-
tors and Qspot variance generate more volatility of
volatility relative to diffusive afﬁne speciﬁcations. Which
modeling approach is more suitable for ﬁtting variance
swap rates and quadratic variation is an empirical question
that we address below.
Model (25) is a challenging benchmark and subsumes
many existing stochastic volatility models along most
dimensions. Nearly no study allows at the same time for
stochastic long run mean, stochastic jump intensity, and
jumps in returns and variance. Bakshi, Cao, and Chen (1997),
Bates (2000, 2006), Pan (2002), Eraker, Johannes, and Polson
(2003), Eraker (2004) and Broadie, Chernov, and Johannes
(2007, 2009) set X2t to a constant positive value. Almost all
studies assume either constant jump intensities (e.g., Eraker,
Johannes, and Polson, 2003; Broadie, Chernov, and Johannes,
2007) or jumps in returns but not in variance (e.g., Pan, 2002;
Broadie, Chernov, and Johannes, 2009). Recently, Andersen,
Fusari, and Todorov (2015) introduce a three-factor stochastic
volatility model with a ﬂexible price jump speciﬁcation, which
is shown to outperform the price jump speciﬁcation in (25).
Model (25) is ﬁtted to variance swap rates and quad-
ratic variation, as all other models in Section 4.2. Given the
presence of jumps in the spot variance, the model is esti-
mated using the particle ﬁlter method in Bardgett, Gourier,
and Leippold (2013). Table 3 reports the parameterestimates. The diffusive variance X1t is more volatile and
fast mean-reverting than the second factor X2t that con-
trols its long run mean. Jumps are estimated to be rare
events, as one jump occurs on average once every 3.8 years
(¼ 1=ðν0þν1EP½X1t Þ).27 These ﬁndings are broadly con-
sistent with estimates of similar models reported in the
literature. Importantly, in terms of likelihood, AIC and BIC,
our bivariate quadratic model outperforms the two-factor
afﬁne jump-diffusion model, which in turn outperforms
the univariate models.
4.4. Goodness-of-ﬁt tests
To corroborate the above likelihood-based analysis, we
now analyze the variance swap pricing errors for the var-
ious models and run various goodness-of-ﬁt tests.
Table 4 summarizes the pricing errors, which are deﬁned
as model-based minus actual variance swap rates, both in
volatility units. Consistently with the likelihood-based ana-
lysis, the bivariate quadratic model nearly always, sig-
niﬁcantly outperforms the other models in terms of bias and
root mean square error (RMSE). For example, in the out-of-
sample period, the RMSE of the bivariate quadratic model for
the two-month variance swap rates is 60% lower than the
RMSE of the univariate model. The comparison among the
bivariate quadratic, univariate polynomial, and two-factor
AJD models is particularly interesting, as the three models
have the same number of parameters. In most cases, the
RMSE of the bivariate model is less than half the RMSE of the
polynomial model. In the in-sample period, the bivariate
Fig. 3. Actual and model-based variance swap rates. Model-based variance swap rates are from the bivariate quadratic model in Section 3.2, with X1t in
Class 1 and X2t in Class 3; Theorem 3.3. The model is ﬁtted to daily variance swap rates on the S&P 500 with terms of two, three, six, 12, 24 months, and
daily quadratic variation from tick-by-tick S&P 500 futures prices, from January 4, 1996 to April 2, 2007. Table 2 reports model estimates. Variance swap
rates are in volatility percentage units, i.e.,
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
VSðt; TÞ
p
 100. Upper graph: variance swap rates with two-month term (shortest term in our sample). Lower
graph: variance swap rates with two-year term (longest term in our sample). The vertical line is April 3, 2007, i.e., beginning of the out-of-sample period.
29 The time-t pricing error considered here uses the time-t ﬁltered
value of Xt, not its prediction as in the log-likelihood function, which
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model. In the out-of-sample period, the bivariate quadratic
model tends to outperform the two-factor AJD model that
proves to be a challenging benchmark and dominates uni-
variate models for most variance swap terms.
Fig. 3 shows actual and model-based trajectories under the
bivariate quadratic model of the two-month and two-year
variance swap rates, which are respectively the most and least
volatile rates. The good performance of the model is evident
throughout the in-sample and out-of-sample periods. A small
lack of ﬁt of the highest values of the two-year variance swap
rates in the out-of-sample period is noticeable and occurs
during the market turmoils of fall 2008.
To assess the statistical differences of the model pricing
errors, we run various Diebold-Mariano (DM) tests.28 For each28 We follow standard practice and use Diebold-Mariano tests to
draw conclusions about models, rather than about model forecasts; see
Diebold (2012) for a discussion of this point.model and each term, the time-t loss function is given by the
absolute pricing error, LðetÞ ¼ jet j, where et ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Gðτ;XtÞ=τ
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
VSðt; tþτÞ
p
.29 Denote the time-t loss differential between
the univariate and bivariate quadratic models by
dðu;bÞt ¼ LðeðuÞt ÞLðeðbÞt Þ. The loss differential between the poly-
nomial and bivariate models, dðp;bÞt , and between the two-
factor AJD and bivariate models, dða;bÞt , are similarly deﬁned.
Under the null hypothesis that the two models have pricing
errors of equal magnitude, EP½dðu;bÞt  ¼ 0. If the bivariate model
outperforms the univariate model, then EP½dðu;bÞt 40. The DM
statistic is the t-statistic for this test.30 Table 4 reports the
results. DM tests strongly conﬁrm that the bivariate modelmakes the DM tests complementary to the likelihood-based analysis in
the previous section.
30 The standard error is computed using the Newey and West (1987)
autocorrelation and heteroskedasticity consistent variance estimator
with the number of lags optimally chosen according to Andrews (1991).
Table 5
Variance swap predictive regressions.
For each model and term, entries report time series regressions of future actual variance swap rates on a constant and a d-day ahead model-based
prediction, i.e., VSðt; tþτÞ ¼ γ0þγ1EP½Gðτ;Xt Þ=τjF tdþerrort , where d is either one-day (Panel A) or ten-day (Panel B), and EP½Gðτ;Xt Þ=τjF td is the time
td model-based, conditional prediction of the τ-variance swap rate observed at time t. Variance swap rates are in variance percentage units, i.e.,
VSðt; tþτÞ  100. For each term τ, the ﬁrst row reports estimates of γ0 and γ1, the second row reports the p-value of the null hypotheses H0: γ0 ¼ 0, and
H0: γ1 ¼ 1, respectively. If model-based variance swap rate predictions are unbiased, then γ0 ¼ 0. If model-based variance swap rate predictions are efﬁcient,
then γ1 ¼ 1. Robust standard errors are computed using Newey and West (1987) covariance matrix estimator with the number of lags optimally chosen
according to Andrews (1991). The martingale model is a benchmark model in which the future actual VSðt; tþτÞ is predicted using the past actual
VSðtd; tdþτÞ. Term τ is in months. The sample period is from January 4, 1996 to June 7, 2010, a total of 3,626 observations for each series.
Martingale Univ. quad. Univ. poly. AJD Biv. quad.
τ γ0 γ1 γ0 γ1 γ0 γ1 γ0 γ1 γ0 γ1
Panel A: One-day ahead prediction
2 0.14 0.98 6.33 3.29 0.37 1.03 0.07 0.98 0.08 0.98
0.00 0.00 0.00 0.00 0.18 0.41 0.26 0.22 0.21 0.20
3 0.09 0.98 5.63 4.08 0.08 1.03 0.04 0.96 0.03 0.98
0.00 0.01 0.00 0.00 0.70 0.55 0.36 0.01 0.20 0.22
6 0.06 0.99 2.08 2.07 0.05 1.00 0.16 1.03 0.07 1.01
0.01 0.04 0.00 0.00 0.56 0.87 0.04 0.13 0.28 0.33
12 0.04 0.99 0.07 1.09 0.64 0.91 0.07 1.01 0.01 1.01
0.05 0.13 0.69 0.02 0.00 0.01 0.43 0.49 0.92 0.75
24 0.03 1.00 1.45 0.64 1.20 0.81 0.03 0.99 0.05 0.99
0.05 0.14 0.00 0.00 0.01 0.03 0.88 0.83 0.76 0.73
Panel B: Ten-day ahead prediction
2 0.68 0.88 4.13 3.50 0.24 1.04 0.13 0.95 0.29 0.94
0.00 0.00 0.00 0.00 0.45 0.59 0.56 0.38 0.17 0.28
3 0.53 0.91 3.96 3.21 0.03 1.00 0.05 0.92 0.22 0.95
0.00 0.01 0.00 0.00 0.87 0.96 0.78 0.02 0.15 0.17
6 0.42 0.93 1.44 1.81 0.31 0.96 0.11 1.00 0.02 1.00
0.00 0.02 0.00 0.00 0.00 0.04 0.57 0.91 0.89 0.89
12 0.33 0.95 0.34 1.02 0.81 0.88 0.01 1.00 0.09 0.99
0.00 0.03 0.01 0.58 0.00 0.00 0.96 0.92 0.60 0.76
24 0.30 0.96 1.75 0.60 1.47 0.78 0.20 0.93 0.28 0.95
0.00 0.02 0.00 0.00 0.01 0.02 0.40 0.09 0.18 0.26
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models.31 In the in-sample period the bivariate quadratic
model consistently outperforms the two-factor AJD model. In
the out-of-sample period the bivariate model outperforms the
two-factor AJD model in three out of ﬁve terms, and has sta-
tistically the same performance in the other two terms. As a
robustness check, we also run DM tests using pricing errors in
variance units, rather than volatility units, i.e.,
et ¼ Gðτ;XtÞ=τVSðt; tþτÞ, and using quadratic loss func-
tions, rather than absolute loss functions. These additional DM
tests largely conﬁrm the results in Table 4.
Finally, we run predictive regressions for each model and
each term. We regress the actual future variance swap rate
VSðt; tþτÞ on a constant and the d-day ahead, model-based
prediction, EP½Gðτ;XtÞ=τjF td, obtained at time td, i.e.,
VSðt; tþτÞ ¼ γ0þγ1EP½Gðτ;XtÞ=τjF tdþerrort : ð26Þ31 The DM test statistics are positive but not signiﬁcant only for the
six-month and one-year variance swaps in the out-of-sample period,
which can be due to the limited sample size, i.e., 794 daily observations.If the model captures well the variance swap term structure
dynamics, then it should provide unbiased, γ0 ¼ 0, and efﬁ-
cient, γ1 ¼ 1, forecasts of future variance swap rates. As an
additional benchmark in the context of predictive regressions,
we consider the martingale model that uses the actual var-
iance swap rate at time td as a predictor of the future var-
iance swap rate. The martingale model is a challenging
benchmark because of the strong persistence of variance swap
rates; ﬁrst order autocorrelations of variance swap rates range
from 0.984 to 0.995, Section 4.1. We consider two forecasting
horizons, d¼1 day and d¼10 days. Table 5 reports the
regression results.32 Notably, for both forecasting horizons and
nearly all terms, the bivariate quadratic model provides
unbiased and efﬁcient variance swap rate forecasts, as can be
seen from the high p-values of the null hypotheses H0: γ0 ¼ 0,
and H0: γ1 ¼ 1. The univariate quadratic and polynomial32 Also in these regressions, robust standard errors are computed
using the Newey and West (1987) covariance matrix estimator with the
number of lags optimally chosen according to Andrews (1991). Given the
strong persistence of variance swap rates, all R2 of predictive regressions
are high, between 70% and 99%, and not reported.
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as can be seen from the low p-values. The martingale model
provides relatively accurate forecasts for the one-day horizon,
most persistent, long-term variance swap rates, but its fore-
casting accuracy largely deteriorates when moving to the ten-
day horizon. The two-factor AJD proves again to be a chal-
lenging model, passing most tests. However, only the bivariate
quadratic model passes all tests at 10% conﬁdence level. To
summarize, also predictive regressions strongly conﬁrm that
the bivariate quadratic model captures well the variance swap
term structure dynamics.5. Optimal portfolios: theoretical setup
In this section, we study dynamic optimal investment in
variance swaps, index option, stock index, and risk-free bond.
Because the stock index can jump and variance swaps are only
sensitive to the quadratic variation, variance swaps cannot be
used to hedge index jumps. Options on the stock index, such
as out-of-the-money put options, are typically used to hedge
this jump risk. We therefore allow the investor to dynamically
trade variance swaps, index option, stock index, and risk-free
bond. As becomes clear later, all these securities are necessary
to span the risk in the economy and achieve market com-
pleteness. While our primary interest is on variance swap
investment, studying optimal portfolios in all these securities
allows us to have a comprehensive view on the optimal
portfolios in Egloff, Leippold, and Wu (2010) and Liu and Pan
(2003).33
We now formalize and solve the dynamic optimal portfolio
problem. As at the beginning of Section 3, we consider a dif-
fusion process Xt in some state space X Rm, solving the SDE
(8), where Wt is a standard d-dimensional QBrownian
motion. The Qspot variance, vQt , and variance swap rates,
VSðt; TÞ, are given as functions of the state variable, Xt, by (11)
and (12), respectively.
5.1. Investing in variance swaps
We ﬁrst compute the return of an investment in variance
swaps. Fix a term τ40, and consider a τ-variance swap issued
at some inception date t	. Denote its maturity T	 ¼ t	þτ. The
nominal spot value Γt at date tA ½t	; T	 of a one-dollar
notional long position in this variance swap is given by
Γt ¼ EQ e rðT
	  tÞ1
τ
Z T	
t	
vQs dsτVSðt	; T	Þ
 !
∣F t
" #
¼ e
 rðT	  tÞ
τ
Z t
t	
vQs dsþðT	tÞVSðt; T	ÞτVSðt	; T	Þ
 
;
ð27Þ
where the risk-free rate r is constant for simplicity. In sto-
chastic differential form, we obtain dΓt ¼Γt r dtþdMt with33 Egloff, Leippold, and Wu (2010) study optimal investment in var-
iance swaps, stock index, and bond in a two-factor afﬁne diffusion set-
ting. Liu and Pan (2003) study optimal investment in index option, stock
index, and bond in a one-factor afﬁne jump-diffusion setting. We study
optimal investment in variance swaps, index option, stock index, and
bond in a multi-factor quadratic jump-diffusion setting.the Qmartingale increment excess return
dMt ¼
e rðT
	  tÞ
τ
vQt dtþd ðT	tÞVSðt; T	Þð Þ
 
¼ e
 rðT	  tÞ
τ
∇xGðT	t;XtÞ>Σ Xtð Þ dWt ; ð28Þ
where ∇x denotes the gradient. Now ﬁx a date tA ½t	; T	Þ, and
consider an investor with positive wealth Vt who takes a
position in this variance swap with relative notional exposure
of nt. The cost of entering such a position is ntVtΓt . The
remainder of the wealth, VtntVtΓt , is invested in the risk-
free bond, making the investment self-ﬁnancing. At a later
instant tþdt, the wealth has grown to
Vtþdt ¼ VtntVtΓtð Þð1þr dtÞþntVtΓtþdt . The resulting rate
of return is
dVt
Vt
¼ VtþdtVt
Vt
¼ 1ntΓtð Þr dtþntdΓt ¼ r dtþntdMt :
ð29Þ
Consider now τ-variance swaps that are issued at a
sequence of inception dates 0¼ t	0ot	1o⋯, with t	kþ1
t	krτ, for example, three-month variance swaps issued every
month. At any date tA ½t	k; t	kþ1Þ the investor takes a position in
the respective on-the-run τ-variance swap with maturity
T	ðtÞ ¼ t	kþτ. In the limit case where a new τ-variance swap is
issued at any date t, we obtain a “sliding” variance swap
investment, and we set T	ðtÞ ¼ tþτ. Iterating the above rea-
soning shows that the resulting wealth process Vt evolves
according to
dVt
Vt
¼ r dtþnt
e rðT
	ðtÞ tÞ
τ
∇xGðT	ðtÞt;XtÞ>Σ Xtð Þ dWt ; ð30Þ
where the excess return on the right hand side is a
Qmartingale increment.
5.2. Optimal portfolio problem
We now consider an investment universe consisting of
stock index S, risk-free bond, index option O, and n on-the-
run variance swaps with different terms τ1o⋯oτn and
respective issuance dates encoded by n maturity functions
T	1ðtÞ;…; T	nðtÞ, as deﬁned above.
The Qdynamics (1) of the index are speciﬁed as
dSt
St
¼ r dtþσ Xtð ÞRðXtÞ> dWtþξ dNtνQ Xtð Þ dt
 
; ð31Þ
where σðXtÞ2 is the diffusive component of the Qspot var-
iance vQt ¼ σðXtÞ2þ logð1þξÞ
 2νQðXtÞ, R¼ ðR1;…;RdÞ> :
X-Rd is some function with constant norm JRJ 
 1, mod-
eling the correlation between stock returns and diffusive var-
iance changes.34 The last term in (31) is a Qcompensated
jump component. The random arrival of jump events is
induced by the counting process Nt, which has a stochastic
intensity νQðXtÞ. Following Liu and Pan (2003), we adopt a
deterministic relative index jump size ξ41. That is, condi-
tional upon a jump arrival, the stock index jumps from St to34 The index price dynamics in (31) are equivalent to
dSt=St ¼ r dtþσðXt ÞdBtþξðdNtνQðXt Þ dtÞ for the scalar QBrownian
motion Bt deﬁned as dBt ¼ RðXt Þ> dWt . That is, Bt andWt have correlation
d〈B;Wk〉t=dt ¼ RkðXt Þ.
35 Here we use the fact that ΔOtξSt ¼
ΔOt
ξSt 
and ∂sOt ¼ ∂sOt dt  dQa:s:
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simpliﬁes our analysis in the sense that only one index option
is needed to complete the market with respect to the jump
component. This formulation, though simple, is capable of
capturing the sudden and high-impact nature of index jumps
that cannot be produced by diffusions. More generally, one
could introduce random jump size with multiple values and
use multiple options to complete the market.
The index option is left unspeciﬁed at this stage, but to
ﬁx ideas one can think of it as an out-of-the-money put
option on the stock index, as will be the case in our
empirical analysis of optimal portfolios. Let Ot ¼ OðSt ;XtÞ
be the time-t value of the option. The Qdynamics of Ot
are
dOt ¼ rOt dtþ ∂sOtStσðXtÞRðXtÞ> þ∇xO>t ΣðXtÞ
 
dWt
þΔOtðdNtνQðXtÞ dtÞ; ð32Þ
where ∂sOt and ∇xOt measure the sensitivity of the option
price to inﬁnitesimal changes in the stock index and state
variables, respectively, and ΔOt measures the change in
the option price when the underlying stock index jumps,
∂sOt ¼
∂
∂s
O St ;Xtð Þ; ∇xOt ¼∇xO St ;Xtð Þ;
ΔOt ¼ OðSt ð1þξÞ;XtÞOðSt ;XtÞ: ð33Þ
When the option has nonzero sensitivities ∂sOt , ∇xOt , and
ΔOt , it provides exposure to the fundamental sources of
risk, Wt and Nt, and access to their risk premiums.
Let wt denote the fraction of wealth invested in the stock
index, ϕt the fraction of wealth invested in the option, and
nt ¼ ðn1t ;…;nntÞ> the vector of relative notional exposures to
each on-the-run τi-variance swap, i¼1,…,n. To make the
investment self-ﬁnancing, the fraction of wealth invested in
the risk-free bond is given by 1n>t Γtwtϕt , where Γt is
the vector of the variance swap spot values. Combining (30)–
(32), the resulting wealth process Vt has Qdynamics
dVt
Vt
¼ n>t dΓtþwt
dSt
St
þϕt
dOt
Ot
þ 1n>t Γtwtϕt
 
r dt
¼ r dtþθW>t dWtþθNt ξðdNtνQðXtÞ dtÞ; ð34Þ
where θWt and θ
N
t are deﬁned, for given portfolio weights nt ,
wt, and ϕt, by
θWt
θNt
0
@
1
A¼ Gt
nt
wt
ϕt
0
B@
1
CA; ð35Þ
the ðdþ1Þ  ðnþ2Þ matrix Gt is deﬁned by
Gt ¼
ΣðXtÞ> σðXtÞRðXtÞ 0d1
01m 0 1
 ! Dt 0m1 ∇xOtOt 
01n 1 ∂sOtStOt 
01n 1 ΔOtξOt 
0
BBB@
1
CCCA;
ð36Þ
and Dt is the mn matrix whose ith column is given by
e rðT
	
i ðtÞ tÞ=τi
 
∇xGðT	i ðtÞt;XtÞ. Effectively, by taking posi-
tions nt , wt, and ϕt on the risky assets, the investor invests θWt
in the diffusive shocks Wt, and θNt in the jump risk Nt, con-
trolling the portfolio exposure to the fundamental risks.
We now formulate the optimal portfolio problem. We
consider an investor who has a ﬁxed ﬁnite time horizon T,maximizes his expected utility from terminal wealth, and
has a power utility function with constant relative risk
aversion η. That is, the investment objective is
max
fnt ;wt ;ϕt ;0r trTg
EP
V1ηT
1η
" #
; ð37Þ
for some given initial wealth V0. The objective probability
measure P is related to the risk neutral measure Q via the
pricing kernel
dπt
πt
¼ r dtΛðXtÞ> dWPt þ
νQðXtÞ
νPðXtÞ
1
 
dNtνP Xtð Þ dt
 
;
ð38Þ
where νPðXtÞ is the jump intensity of Nt under P, and
dWPt ¼ dWtΛðXtÞ dt is a PBrownian motion. The pricing
kernel πt sets the risk premiums in the economy, with ΛðXtÞ
and νQðXtÞ=νPðXtÞ controlling the premium for diffusive and
jump risks, respectively. As usual in the optimal portfolio lit-
erature, we exogenously specify the risk premiums in (38), and
our analysis of optimal portfolios is of a partial equilibrium
nature. That is, the investor solving (37) takes the risk pre-
miums as given. As pointed out by Liu and Pan (2003, p. 403),
“this is very much the spirit of the asset allocation problem: a
small investor takes prices (both risks and returns) as given
and ﬁnds for himself the optimal trading strategy.” Chacko and
Viceira (2005), Liu (2007), Aït-Sahalia, Cacho-Diaz, and Hurd
(2009), Detemple and Rindisbacher (2010), among others,
provide studies of optimal portfolios in partial equilibrium
settings.
By choosing the number n of on-the-run variance swaps
available in the market according to the number d of driving
Brownian motions, it allows to achieve market completeness.
Market completeness in turn allows us to solve the optimal
portfolio problem analytically.
Assumption 5.1. The market is complete with respect to the
stock index, the index option, and the n on-the-run τi-
variance swaps. Speciﬁcally, we assume that n¼m¼ d1,
and that the ðdþ1Þ  ðdþ1Þ matrix Gt is invertible
dt  dQa:s:
From (36) we see that Gt is invertible dt  dQa:s: if
and only if the dd matrix ΣðXtÞ> ;σðXtÞRðXtÞ
 
and the
ðd1Þ  ðd1Þ matrix Dt are invertible dt  dQ-a.s. and35
∂sOta
ΔOt
ξSt
dt  dQa:s: ð39Þ
The matrix Dt is invertible dt  dQa:s: only if the
maturity date functions T	i ðtÞ are mutually different for all
t. This means that none of the n¼ d1 on-the-run τi-
variance swaps is redundant. Condition (39) states that the
option price has to exhibit different sensitivities with
respect to large and small index price changes. For convex
option prices ΔOtξSt4∂sOt and (39) holds.
Because of market completeness, the control variables
nt , wt, ϕt in the optimal portfolio problem (37) can be
replaced by θWt , θNt . The solution of (37) then consists of
two logical steps. First, ﬁnd the optimal exposures θW	t and
θN	t to the fundamental risk factors Wt and Nt to support
Fig. 4. Optimal portfolio. Wealth is optimally invested in three-month and two-year variance swaps, index put option, stock index, and risk-free bond.
Variance swaps are rolled over monthly and yearly, respectively. Optimal portfolio is rebalanced daily. Risk aversion is η¼ 5. n1t is the optimal fraction of
wealth invested in the three-month variance swap, and n2t in the two-year variance swap (upper graph); wt in the stock index (middle graph); ϕt in the
index put option (lower graph). The vertical line is April 3, 2007, i.e., beginning of the out-of-sample period.
D. Filipović et al. / Journal of Financial Economics 119 (2016) 44–6860the optimal wealth dynamics. Second, invert (35) to obtain
the optimal positions n	t , w
	
t , and ϕ
	
t in variance swaps,
stock index, and option. The indirect utility function for
(37) is
J t; v; xð Þ ¼ max
fθWs ;θNs ;tr srTg
EP
V1ηT
1η
Vt ¼ v;Xt ¼ x
" #
; ð40Þ
which satisﬁes the Hamilton-Jacobi-Bellman (HJB)equation
0¼max
θW ;θN
∂J
∂t
þ ∂J
∂v
v rþθW>ΛðxÞθNξνQðxÞ
	 

þ1
2
∂2J
∂v2
v2θW>θW

þ
∇xJ> μ xð ÞþΣ xð ÞΛ xð Þ
 þ1
2
Xm
i;j ¼ 1
∂2J
∂xi∂xj
ΣðxÞΣðxÞ> ij
þθW> vΣðxÞ>∇x
∂J
∂v
 
þ Jðt; vð1þθNξÞ; xÞ Jðt; v; xÞ
	 

νP xð Þ

;
ð41Þ
Fig. 5. Optimal portfolio for log-investor. Wealth is optimally invested in three-month and two-year variance swaps, index put option, stock index, and
risk-free bond. Variance swaps are rolled over monthly and yearly, respectively. Optimal portfolio is rebalanced daily. Risk aversion is η¼ 1. n1t is the
optimal fraction of wealth invested in the three-month variance swap, and n2t in the two-year variance swap (upper graph); wt in the stock index (middle
graph); ϕt in the index put option (lower graph). The vertical line is April 3, 2007, i.e., beginning of the out-of-sample period.
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state the existence and characterization result for the
optimal strategy.
Theorem 5.2. Under Assumption 5.1 and standard technical
assumptions stated in the online appendix, there exists an
optimal strategy n	t , w
	
t , ϕ
	
t given by inverting (35) where
θW	t ¼
1
η
Λ Xtð ÞþΣðXtÞ>∇xh Tt;Xtð Þ;θN	t ¼
1
ξ
νPðXtÞ
νQðXtÞ
 1=η
1
 !
; ð42Þ
and the function hðτ; xÞ is deﬁned in the online appendix.
The optimal exposure θW	t to the diffusive risk is com-
posed of the familiar myopic and intertemporal hedging
terms, as discussed in Merton (1971). The myopic demand,
coming from ΛðXtÞ=η, would be the mean–variance
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Fig. 6. Wealth process. Wealth is optimally invested in three-month and two-year variance swaps, index put option, stock index, and risk-free bond.
Variance swaps are rolled over monthly and yearly, respectively. Optimal portfolio is rebalanced daily. Proxy portfolio is rebalanced less frequently: three-
month variance swap, index put option, and stock index positions are rebalanced monthly, two-year variance swap position is rebalanced yearly. Risk
aversion is η¼ 5. S&P 500 is normalized to 100. The vertical line is April 3, 2007, i.e., beginning of the out-of-sample period.
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Fig. 7. Wealth process for log-investor. Wealth is optimally invested in three-month and two-year variance swaps, index put option, stock index, and risk-
free bond. Variance swaps are rolled over monthly and yearly, respectively. Optimal portfolio is rebalanced daily. Proxy portfolio is rebalanced less fre-
quently: three-month variance swap, index put option, and stock index positions are rebalanced monthly, two-year variance swap position is rebalanced
yearly. Risk aversion is η¼ 1. S&P 500 is normalized to 100. The vertical line is April 3, 2007, i.e., beginning of the out-of-sample period.
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for future investments, or assuming a constant investment
opportunity set. The intertemporal hedging demand,
coming from ΣðXtÞ>∇xhðTt;XtÞ, arises due to the need to
hedge against ﬂuctuations in the investment opportu-
nities. These ﬂuctuations are induced, inter alia, by the
stochastic diffusive component of the volatility of the stock
index. We discuss the computation of ∇xhðTt;XtÞ in the
online appendix. The optimal exposure θN	t to the jumps
only consists of a myopic term.
The following corollary shows that variance swaps can
be used to span diffusive volatility risk. The optimal
investments in the stock index and index option are thus
only seeking the diffusive and jump risk premiums.
Corollary 5.3. The optimal investment in the stock index and
index option, w	t and ϕ
	
t , is fully determined by the myopicterms and does not depend on the choice of the variance
swaps.
The optimal exposure to jump risk, θN	t , is the same as
the optimal exposure derived by Liu and Pan (2003), with
the only difference being that in our setting the jump
intensity is stochastic. If the jump risk is not priced, i.e.,
νQðXtÞ=νPðXtÞ ¼ 1, then θN	t ¼ 0 and the optimal wealth
process does not jump. The investor optimally decides not
to invest in the jump risk, because it does not carry any
risk premium. In this case, (35) implies that
ϕ	t ¼ 
ξ
ΔOt=Ot
w	t : ð43Þ
The fraction on the right hand side is the ratio of the
relative jump sizes, ξ and ΔOt=Ot , of the index and
option prices. Suppose that ξo0, and the option is a put,
ΔOt40. Then ϕ	t has the same sign as w	t . If w	t40, the
36 The equity risk premium is notoriously difﬁcult to estimate. Mer-
ton (1980) even argues that a positive risk premium should be explicitly
modeled, and various studies have followed this approach, e.g., Jackwerth
(2000) and Barone-Adesi, Engle, and Mancini (2008).
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the equity risk premium, and a long position in the put
option, hedging the jump risk. The optimal long position in
the put option ϕ	t is increasing in the absolute relative
index jump size, ξ, and is decreasing in the relative
option price change upon a jump, ΔOt=Ot . If the latter is
small, a large fraction of wealth needs to be allocated to
the put option to hedge the jump risk.
If the jump risk is priced, νQðXtÞ=νPðXtÞ41, then
θN	t ξo0, and the optimal wealth process exhibits negative
jumps. The investor optimally takes on jump risk to earn
its risk premium. Because θN	t ξ41, the optimal wealth
level is always one jump away from being negative. Sup-
pose again that ξo0, and the option is a put, ΔOt40. The
optimal investment in the put option is
ϕ	t ¼ 
ξ
ΔOt=Ot
w	t θN	t
	 

: ð44Þ
As can be seen in (42), θN	t is increasing in the jump risk
premium νQðXtÞ=νPðXtÞ and in the risk tolerance, 1=η. If
w	t40 and the jump risk premium and/or risk tolerance are
low, then w	t θN	t 40, and the investor still takes a long
position in the put option to hedge index jump risk. If instead
the jump risk premium and/or risk tolerance are high, then
w	t θN	t o0, and the investor optimally takes a short position
in the put option to earn the jump risk premium.
5.3. Bivariate quadratic model speciﬁcation
We now resume the bivariate quadratic variance swap
model in Section 3.2. Our empirical analysis in Section 4
shows that the best ﬁt is attained when X1t is in Class
1 and X2t is in Class 3. We focus on this speciﬁcation in the
following. The dimension of the Brownian motion Wt is
d¼3, and the 23 dispersion matrix ΣðxÞ takes the form
ΣðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þA1x21
q
0 0
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2þA2x22
q
0
0
B@
1
CA: ð45Þ
We specify the Pjump intensity as νPðxÞ ¼ νPσðxÞ2
where νP is a positive constant. This speciﬁcation allows for
more jumps to occur during more volatile periods, as shown
in the empirical literature. Similarly, the Qjump intensity is
set equal to νQðxÞ ¼ νQσðxÞ2. The diffusive spot variance is
thus proportional to the Qspot variance function,
σðxÞ2 ¼ gðxÞ
1þ logð1þξÞ 2νQ : ð46Þ
In our empirical analysis of optimal strategies, we set the
jump intensities νP ¼ 0:5, νQ ¼ 0:7, and the index jump size
ξ¼ 25%, similarly to Liu and Pan (2003). These parameters
imply that one large index jump occurs on average once every
50 years. In Section 6.2 we experiment with other jump
conﬁgurations, namely, smaller and more frequent index
jumps. Our conclusions on the empirical features of optimal
strategies remain largely unchanged.
To account for the widely documented correlation
between index returns and diffusive variance changes, e.g.,
Broadie, Chernov, and Johannes (2007) and Aït-Sahalia and
Kimmel (2007), the correlation vector function is chosen to beof the form RðxÞ ¼ R1ðxÞ;0;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1R1ðxÞ2
q >
. The correlation
between index returns and diffusive variance changes is then
given by
Corr
dSt
St
; dσðXtÞ2
 
¼ ∇xgðXtÞ
>ΣðXtÞ
∇xgðXtÞ>ΣðXtÞ
 R Xtð Þ
¼ sign ψþ2πX1t
 
R1ðXtÞ: ð47Þ
Consistently with (21), we specify the market price of
diffusive risk function as
Λ xð Þ ¼ λ0þλ1x1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þA1x21
q ;0;Λ3 xð Þ
0
B@
1
CA
>
; ð48Þ
where Λ3ðxÞ is implicitly deﬁned, up to its sign, by
Λ3ðxÞ ¼ 7
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
JΛðxÞJ2Λ1ðxÞ2
q
: ð49Þ
The sign of R3ðxÞΛ3ðxÞ has a direct impact on the equity risk
premium, which is given by
EP½dSt=St ∣F t EQ½dSt=St ∣F t 
dt
¼ σ Xtð ÞRðXtÞ>Λ Xtð Þ
þξ νPνQ σðXtÞ2: ð50Þ
Based on our estimates, R3ðXtÞΛ3ðXtÞ is larger in absolute
value than R1ðXtÞΛ1ðXtÞ. Since R3ðxÞ is positive, a negative
Λ3ðxÞ would lead to a negative equity risk premium, which
would be economically odd, so we take the positive square
root in (49). Clearly, JΛðxÞJ2 needs to be speciﬁed so that
the argument in the square root in (49) is nonnegative for
all xAX . We specify it as proportional to the Qspot
variance
ΛðxÞ
 2 ¼ κgðxÞ; ð51Þ
with κZκ	 ¼maxxAXΛ1ðxÞ2=gðxÞ. Since Λ1ðxÞ is uniformly
bounded in x, it follows that the Qspot variance g(x) and
the equity risk premium (50) are increasing functions in x1,
for x1 large enough. This means that the equity risk pre-
mium increases in bad times, i.e., when variance increases
and stock index falls due to the leverage effect. Such a
countercyclical equity risk premium is certainly a desirable
feature of our model and motivates the chosen speciﬁca-
tion (51) of ΛðxÞ
 2. We set κ in (51) to achieve a sample
average of the equity risk premium (50) equal to 6%.36
The stock index (31) exhibits quadratic stochastic variance
and jumps, which is outside the standard afﬁne setting. To
study the empirical features of the optimal trading strategy
we develop a novel pricing formula for European options. The
transition density of the index St is approximated using an
Edgeworth expansion, relying on closed form expressions for
joint conditional moments of St and state variables Xt. In the
online appendix, we derive the option pricing formula and
discuss the computation of the option price sensitivities ∂sOt ,
∇xOt , and ΔOt in (33).
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We assume that an index put option and n¼2 variance
swaps are available for investment. The latter are speciﬁed by
their maturity date functions T	1ðtÞ and T	2ðtÞ. We allow for
various roll-over strategies. In all cases the maturity date
functions differ, T	1ðtÞaT	2ðtÞ, for all t, which is important in
view of Assumption 5.1. It is a tedious but routine exercise to
check that all assumptions underpinning Theorem 5.2 are
satisﬁed. We sketch the arguments in the online appendix.
The optimal fractions of wealth invested in the stock
index and index option are given by
w	t ¼
1
η
Λ3 Xtð ÞθN	t σ Xtð ÞR3 Xtð Þ∂sOtξSt=ΔOt
σðXtÞR3ðXtÞ 1∂sOtξSt=ΔOt
  ;
ϕ	t ¼
ξOt
ΔOt

1
η
Λ3 Xtð ÞθN	t σ Xtð ÞR3 Xtð Þ
σðXtÞR3ðXtÞ 1∂sOtξSt=ΔOt
 ; ð52Þ
which is recovered by setting v¼ ð0;0;1Þ> in the proof of
Corollary 5.3 in the online appendix.
For a put option, the ratio 0r∂sOtξSt =ΔOto1, due to
monotonicity and convexity. Thus, the denominators are
positive. If the jump risk premium is small, then θN	t is small,
and the numerators are also positive. In that case, the investor
optimally takes long positions in the stock index and put
option, earning the equity risk premium and hedging the
jump risk, respectively. If the jump risk premium is large, then
θN	t is large, and the investor can optimally short the put
option, earning the jump risk premium, and hedging the short
put with a short position in the stock index.
The intertemporal hedging demand is fully borne by
the optimal investment in variance swaps. Plugging (52) in
(35) shows that the optimal vector of relative notional
exposures to the respective on-the-run variance swaps is
given as solution n	t ¼ nt of the linear equation
ΣðXtÞ>Dt nt ¼ 1η Λ Xtð Þ
Λ3ðXtÞ
R3ðXtÞ
R Xtð Þ
 
 ϕ
	
t
Ot
ΣðXtÞ>∇xOtþ
ΣðXtÞ>∇xhðTt;XtÞ: ð53Þ
We provide a closed form approximation of ∇xhðTt;XtÞ
in the online appendix.6. Optimal portfolios: empirical ﬁndings
We now perform an empirical analysis of optimal portfo-
lios using the above bivariate quadratic model. The invest-
ment universe consists of the stock index, risk-free bond, out-
of-the-money put option with strike price 0:95St , and three-
month and two-year variance swaps, rolled over monthly and
yearly, respectively. The initial wealth is normalized to 100.
The risk-free rate is set to 2%. The investment horizon is
T¼14.4 years, which is the time span of our sample. The risk
aversion is set to η¼ 5, which is an average value in survey
data.37 We also consider the risk aversion η¼ 1, which cor-
responds to logarithmic utility. An investor with η¼ 1 is37 Meyer and Meyer (2005) survey some of the key studies by
economists of how the coefﬁcient of relative risk aversion varies acrosssigniﬁcantly less risk averse than an investor with η¼ 5.
Optimal portfolios are rebalanced daily. That is, each day
optimal portfolio weights are adjusted according to (52) and
(53). We also consider proxy portfolios with lower rebalan-
cing frequencies. Section 6.2 discusses several robustness
checks that largely conﬁrm our results.
6.1. Optimal and proxy portfolios
Figs. 4 and 5 display the optimal portfolio weights in on-
the-run three-month and two-year variance swaps, stock
index, and put option, for η¼ 5 and η¼ 1, respectively. The
optimal weights in variance swaps induce a short–long
strategy, with a short position in the (long-term) two-year
variance swap, and a long position in the (short-term) three-
month variance swap. As the negative variance risk premium
for two-year variance swaps is larger in absolute value than
the risk premium for three-month variance swaps (Section
4.1), going short in two-year variance swaps allows to reap a
larger risk premium. These short positions are partially
hedged via long positions in three-month variance swaps,
limiting portfolio losses when volatility increases. The three-
month variance swap is more sensitive to volatility increases
than the two-year variance swap, and it is thus a more
effective hedging instrument.
The optimal weights in variance swaps exhibit sig-
niﬁcant periodic patterns, with increasing portfolio weights
in absolute value when their maturities are approaching.
Intuitively, close to maturity, most realized variance has
been accumulated, inducing little volatility in spot value
and thus reducing the risk premium carried by the variance
swap. To keep an optimal level of portfolio risk exposure
and earn risk premiums, the optimal weights in variance
swaps need to increase in absolute value.
The optimal weight in the stock index (52) is positive,
which is consistent with the positive equity risk premium to
be earned. In contrast to the weights in variance swaps, the
stock index weight does not exhibit any periodic pattern. The
optimal weights in the stock index and the three-month
variance swap are signiﬁcantly larger for η¼ 1 than for η¼ 5.
The log-investor substantially increases the wealth allocation
to the stock index. When the stock index falls and volatility
increases, the large positions in three-month variance swaps
effectively prevent large drops of the portfolio value.
The optimal weight in the out-of-the-money put option is
positive, very small, and around 0.2%, for the investor with
η¼ 5. In their calibration exercise, Liu and Pan (2003) report
similar portfolio weights for out-of-the-money put options. As
the jump risk premium is small (νQ=νP ¼ 1:4) and the index
jump size is large (ξ¼ 25%), the investor optimally uses the
put option to hedge index jumps, rather than to earn the
jump risk premium. During low volatility periods, index
jumps are less likely to occur, and the investor optimally
reduces the put option weight essentially to zero. As noted
above, the log-investor takes larger positions in the stock
index than the more risk averse investor with η¼ 5. The log-(footnote continued)
the population. Most of the survey data suggest values between
0.23 and 8.
38 We set ni0 ¼ n	i0 for the initial holding period.
39 As mentioned above, our optimal trading strategy is to go short in
long-term variance swaps (to earn the variance risk premium), long in
short-term variance swaps (to hedge volatility increases), and long in the
stock index (to earn the equity risk premium). Egloff, Leippold, and Wu
(2010) ﬁnd opposite trading directions in their optimal trading strategy.
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jumps, and the optimal portfolio weight in the put option
increases to around 2%, during relatively volatile periods.
Some oscillations in portfolio weights are observed
during the low volatility period 2005–2006. Because
volatility reaches historically low values, variance swap
rates are also low. This renders the matrix Dt in (36) close
to singular. However, low volatility also implies small
changes in variance swap values. This in turn annihilates
the impact of oscillating portfolio weights on the wealth
process, resulting in non-oscillating wealth trajectories, as
shown below in Figs. 6 and 7.
Fig. 6 shows the wealth trajectory of the optimal port-
folio for an investor with risk aversion η¼ 5. The wealth
trajectory exhibits low volatility and steady growth. Thus,
optimally investing in variance swaps, put option, and stock
index allows for a smooth wealth growth, which is far less
sensitive to market falls than investing in the stock index
only. The corresponding Sharpe ratio is 1.45%, which is
larger than the Sharpe ratio of 1.20% of the S&P 500. The
S&P 500 yields a higher terminal wealth than the optimal
portfolio. This can occur because the optimal portfolio is not
designed to maximize terminal wealth. Compared to the
stock index, the optimal portfolio can exhibit lower returns
on some occasions but it has always lower volatility. Opti-
mally including variance swaps and put options in the
portfolio of a risk averse investor brings more utility than
investing in the stock index only because the risk averse
investor dislikes large wealth ﬂuctuations.
Fig. 7 shows the wealth trajectory of the optimal
portfolios for an investor with risk aversion η¼ 1. The log-
optimal wealth process has a Sharpe ratio of 1.56%, and
exhibits signiﬁcantly larger ﬂuctuations than the S&P 500.
This is in sharp contrast with the optimal wealth trajectory
of the more risk averse investor with η¼ 5. It appears that
variance swaps can be used either to seek additional risk
premiums or achieve stable wealth growth, depending on
the risk proﬁle of the investor.
In separate work, we consider a special case of the current
optimal portfolio problem. We study optimal investment in
variance swaps, stock index, and bond, when the price process
of the stock index is continuous and the investor has no access
to index options, in the bivariate quadratic setting (Section
5.3). Remarkably, power utility investors follow very similar
optimal trading strategies, taking short–long positions in
variance swaps, and long positions in the stock index. Even
though the settings are different in terms of index dynamics
and investment universe, there is a striking similarity of the
optimal weights in variance swaps. This suggests that short-
long positions in variance swaps are a robust feature of the
optimal trading strategy. Furthermore, optimal wealth trajec-
tories for η¼ 5 and η¼ 1 share very similar patterns as
wealth trajectories in Figs. 6 and 7. This lends further
empirical support to our ﬁnding that variance swaps can be
used either to seek additional risk premiums or achieve stable
wealth growth.
We now study the performance of proxy portfolios when
the number of contracts in the portfolio is rebalanced at lower
frequencies than daily. Speciﬁcally, the stock index, put option,
and three-month variance swap positions are rebalanced
monthly, and the two-year variance swap position isrebalanced yearly. Between rebalancing dates, positions are
kept constant. At rebalancing dates t	ik, i¼1,2, variance swap
investments are rolled over to newly issued three-month and
two-year variance swaps, respectively, according to the port-
folio weights nit	ik given as exponentially weighted average of
past optimal portfolio weights,
nit	ik ¼
P
t	i;k 1o tr t
	
ik
n	itωitP
t	i;k 1o tr t
	
ik
ωit
; ð54Þ
where ωit ¼ eðt
	
ik tÞ.38 These portfolio weights attempt to
capture the periodic pattern of the optimal weights over the
lifetime of the variance swaps. The reason for assessing the
performance of proxy portfolios is that low rebalancing fre-
quencies reduce transaction costs when implementing the
portfolio strategy in practice. Interestingly, Figs. 6 and 7 show
that the wealth trajectories of the proxy portfolios are similar
to the ones of the optimal portfolios. Although this is only an
in-sample result, it suggests that our optimal portfolio stra-
tegies have potential to be implemented in practice.
The results above differ from those in Egloff, Leippold, and
Wu (2010) in a number of ways. In their diffusive afﬁne set-
ting, the optimal weight in the stock index is constant over
time and the optimal weights in variance swaps are state-
independent. In our quadratic setting, optimal portfolio
weights depend on state variables and exhibit the rich
dynamics discussed above. Thus, the two optimal strategies
are fundamentally different. Furthermore, they assume that at
any time the investor can trade newly issued variance swaps
at zero spot value (“sliding” variance swap investment). This is
a special case of our framework inwhich we take into account
investments in on-the-run variance swaps. This allows us to
uncover periodic patterns in the optimal variance swap
weights. Moreover, their empirical implementation of optimal
portfolios is static, while we implement dynamic strategies.
They use a risk aversion of η¼ 200 while we use η¼ 5 and
η¼ 1. In our setting, the stock index can jump and the
investor can trade put options to hedge jump risk. This is not
the case in their setting. Finally, market price of risk speciﬁ-
cations are different in the two studies. This implies that
optimal portfolio weights are signiﬁcantly different and
actually mirror each other.39
6.2. Robustness checks
We performed several robustness checks that largely
conﬁrm our empirical analysis of optimal portfolios.
Optimal portfolios above are based on three-month and
two-year variance swaps. Optimal portfolios based on var-
iance swaps with other term combinations (such as three-
month and one-year; six-month and one-year; six-month and
two-year) have similar performance. The same holds true
when using different roll-over periods (such as daily, half
term, or term of the variance swaps). In the analysis above we
use 95% out-of-the-money put options. We also used at-the-
D. Filipović et al. / Journal of Financial Economics 119 (2016) 44–6866money put options and the resulting wealth processes were
very similar. For example, when the risk aversion is η¼ 5, the
optimal wealth process always grows steadily over time and is
signiﬁcantly smoother than the trajectory of the stock index.
Indeed, since we are in a complete market setup, in theory,
the choice of variance swap terms, roll-over periods, and
index derivatives has no impact on the optimal wealth
trajectory.
We experimented with other values of index jump size
and intensity, and jump risk premium. When index jumps are
smaller or carry more risk premium, the optimal investment
in the put option switches from long to short, as theory pre-
dicts. For example, when the index jump size is ξ¼ 10%,
one index jump occurs on average once every ten years, the
jump risk premium is νQ=νP ¼ 1:2, and the risk aversion is
η¼ 5, the optimal investment ϕt in the out-of-the-money put
option is negative, around 1%, and somewhat mirrors theϕt
in Fig. 4. Optimal investments in variance swaps and stock
index largely share the same patterns as in Fig. 4. The optimal
wealth trajectory is smooth and very similar to the wealth
trajectory in Fig. 6.
We also considered other investment horizons, such as
ﬁve and ten years. The pattern of optimal portfolio weights
is only marginally affected by the choice of the investment
horizon.
Besides the risk aversion levels of η¼ 5 and η¼ 1, we also
experimented with higher values, such as η¼ 30. The optimal
portfolio weights in the risky assets follow the same pattern.
The weights are smaller in absolute value, which is consistent
with the investor being more risk averse.
The above empirical analysis is based on a sample average
equity risk premium of 6%. We redid the analysis for a sample
average equity risk premium set to 4% by changing the
parameter κ in (51) accordingly. This simply leads to smaller
portfolio weights in the stock index, as theory predicts.
Finally, we discuss the impact of transaction costs on
wealth trajectories. We analyzed actual bid–ask spreads of
variance swap rates from a large broker-dealer. Bid–ask
spreads relative to variance swap rates tend to be smaller in
pre-crisis than crisis periods, and to decrease with term. The
average relative bid–ask spread for two-month and one-year
variance swap are 2.3% and 1.2%, respectively. We used these
average bid–ask spreads to assess the impact of transaction
costs on the proxy portfolios in Section 6.1, which are reba-
lanced at lower frequency than daily. As newly issued variance
swaps have zero value at inception, bid–ask spreads are paid
when liquidating existing variance swap positions. We ﬁnd
that such bid–ask spreads have only a minor impact on
wealth trajectories. These results are not reported but are
available from the authors upon request. Optimal portfolios
also include put options, stock index, and risk-free bond.
Optimal portfolio weights in put options are very tiny. Bid–ask
spreads for liquidly traded stock index and risk-free bonds are
very small.40 Thus, these transaction costs have practically no
impact on wealth trajectories.40 The S&P 500 index can be traded via exchange-traded funds
(ETF's) at very low bid–ask spreads. As an example, on October 11, 2013,
the relative bid–ask spread of SPDR S&P 500 ETF (SPY) was 0.01%,
according to Fidelity.com.7. Conclusion
We introduce a novel class of quadratic term structure
models for variance swaps. The multivariate state variable
driving the stochastic variance follows a quadratic diffu-
sion process. The variance swap curve is quadratic in the
state variable and available in closed form, greatly facil-
itating empirical applications. Various goodness-of-ﬁt tests
show that quadratic models ﬁt variance swap rates
remarkably well and signiﬁcantly outperform afﬁne spe-
ciﬁcations. The quadratic features of the stochastic var-
iance and of the state process diffusion function appear to
generate enough volatility of volatility to ﬁt the empirical
dynamics of variance swap rates and quadratic variation.
We study dynamic optimal portfolios in variance
swaps, put option, stock index, and risk-free bond, when
the stock index can jump. Optimal portfolio weights are
available in terms of a Taylor series expansion involving
conditional moments of the state variables, which in turn
are available in closed form. The empirical analysis of
optimal portfolios reveals that optimal portfolio weights in
variance swaps induce a short-long strategy, with a short
position in long-term variance swaps (to earn the negative
variance risk premium), and a long position in short-term
variance swaps (to hedge volatility increases). This short-
long strategy in variance swaps is a robust feature of the
optimal trading strategy. Portfolio weights exhibit strong
periodic patterns, which depend on the roll-over period
and maturity of the variance swaps. The optimal invest-
ment in variance swaps can be used either to achieve
stable wealth growth or to seek additional risk premium,
depending on the risk proﬁle of the investor. Depending
on the index jump risk premium, the optimal investment
in put options is used either to hedge index jumps or to
earn the jump risk premium. Optimal portfolio weights in
put options appear to be very small relative to portfolio
weights in variance swaps.
Future research can take various directions. Variance
swaps on different underlying assets, such as commodities,
exchange and interest rates, are actively traded over-the-
counter. Quadratic models can easily be applied to these
contracts. The recently listed S&P 500 Variance Futures at
the CBOE (see Footnote 4) will provide additional data for
further studies on variance swaps. Studying derivatives on
variance swaps in our quadratic setup can also be an
interesting direction for future research.Appendix A. Supplementary data
Supplementary data associated with this paper can be
found in the online version at http://dx.doi.org/10.1016/j.
jﬁneco.2015.08.015.References
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