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Розглянуто проблему застосування LVQ-мережі в завданнях розпізнавання технічного стану авіаційних 
газотурбінних двигунів. Наведено вихідні дані,  результати навчання і  роботи мережі в разі 
використання різних алгоритмів навчання 
In the paper the problem of LVQ-network using for identification of aircraft gas turbine engines technical 
condition is considered. The results of LVQ-network training and using for aircraft gas turbine engines technical 
condition identification are given 
Постановка  проблеми 
На сьогодні розроблено і впроваджено в екс-
плуатаційні підрозділи цивільної авіації ряд сис-
тем діагностування технічного стану (ТС) авіа-
ційної техніки. Ці системи розрізняються ступе-
нем автоматизації, повнотою діагностування і 
технічними засобами, використовуваними в про-
цесі їх реалізації. 
Одним з напрямів розвитку діагностування 
авіаційних газотурбінних двигунів (АГТД) є роз-
пізнавання їх ТС. Для підвищення якості й опе-
ративності розпізнавання ТС АГТД потрібно ви-
конати ретельний аналіз польотної інформації. 
Результатом такого аналізу є класифікація ТС 
АГТД – віднесення двигуна до одного з можли-
вих ТС. 
Аналіз досліджень і публікацій 
Перспективним напрямом автоматизованого 
розпізнавання  ТС АГТД є використання методів 
штучного інтелекту. При цьому одним з основ-
них підходів для оцінки ТС є застосування ней-
ронних мереж (НМ). Сьогодні є чимало праць, у 
яких розглядаються проблеми використання НМ 
для завдань діагностування [1–4]. Для розпізна-
вання ТС АГТД широкого застосування набули 
LVQ-мережі [2–4].   
Мета 
Основними проблемами в разі використання 
НМ є формування навчального набору даних, 
вибір типу мережі й алгоритму її навчання. Від 
правильності вибору типу й алгоритму навчання 
мережі  значною мірою залежить якість розпі-
знавання ТС АГТД. Для таких завдань немає 
конкретних рекомендацій або вони мають зага-
льний характер. З огляду на це метою роботи є 
розроблення методу формування LVQ-мережі, 
вибір алгоритму її навчання для вирішення за-
вдань розпізнавання ТС АГТД.  
Математичне формулювання проблеми 
В основі LVQ-мережі лежить механізм на-
вчання конкуруючого шару [5] з використанням 
методу «навчання з учителем», коли заздалегідь 
відомо, до якого класу належить кожен екземп-
ляр вибірки. По суті така мережа являє собою 
карту Кохонена [6]. 
LVQ-мережа (рис. 1) складається з двох пос-
лідовно з’єднаних шарів нейронів: конкуруючого 
і лінійного. Позначимо через 1S  і 2S  кількість 
нейронів у конкуруючому і лінійному шарах від-
повідно. 
Конкуруючий шар поділяє вхідні вектори x  
на класи, виділяючи центри зосередження вхід-
них векторів im . Для цього визначають відстані 
imxn 
1  між вхідними векторами x  і почат-
ковими значеннями центрів зосередження векто-
рів im , qi ,...,2,1  ( q  – кількість вхідних век-
торів). 
 
Рис. 1. Схема LVQ-мережі 
Лінійний шар перетворює клас вхідного век-
тора, визначений конкуруючим шаром 1a , у 
клас, визначений користувачем 2a , множенням 
1a  на значення ваг LW лінійних нейронів, що 
встановлюються рівними одиниці, якщо 2a  і 1a  
збігаються, і нуль – якщо не збігаються. Відпові-
дні добутки LWan 12   подаються на виходи 





всіх лінійних нейронів, утворюючи вектор 2a , 
всі елементи якого дорівнюють 0 , за винятком 
елемента, що відповідає класу, визначеному ко-
ристувачем (цей елемент вектора дорівнює оди-
ниці). 
Для того щоб мережа почала працювати, не-
обхідно провести її навчання. Навчання LVQ-
мережі виконується за алгоритмами LVQ1 і 
LVQ2 [4]. 
Алгоритм LVQ1 
Кожному класу значень x  призначається  кі-
лька векторів з вільними параметрами im  і потім 
приймається рішення про віднесення x  до того 
класу, до якого належить найближчий  вектор 
im . Нехай індекс «с» визначає найближчий до x   
вектор im , позначений далі як cm : 
  mxc i
i
 minarg . 
Значення im , які мінімізують помилку класи-
фікації, можуть бути знайдені як асимптотичні 
значення в наступному процесі навчання. Не-
хай )(tx  –  вхідна вибірка, )(tmi  – подання послі-
довності im , дискретизоване за часом. Починаю-
чи з правильно визначених початкових значень, 
основний процес алгоритму LVQ1 визначає та-
кий вираз: 
)]()()[()()1( tmtxttmtm ccc    . 
Якщо x і cm  належать до одного класу, то 
)]()()[()()1( tmtxttmtm ccc    . 
Якщо x  і cm  належать до різних класів, то 
)()1( tmtm ii   , ci  . 
Тут 1)(μ0  t , )(μ t  може бути константою 
або монотонно зменшуватися. 
Алгоритм LVQ2 
Вирішення завдання класифікації в алгоритмі 
LVQ2 ідентично алгоритму LVQ1. Однак у про-
цесі навчання LVQ2 два вектори з вільними па-
раметрами im  і jm , що є найближчими сусідами 
x , модифікуються одночасно. Один з них має 
належати до класу 1, а другий – до класу 2. 
Алгоритм навчання LVQ2 має вигляд 
)]()()[()()1( tmtxttmtm iii    ; 
)]()()[()()1( tmtxttmtm jjj    , 
де im  і jm  – два найближчі до x вектори з віль-
ними параметрами, причому x і jm належать до 
одного й того самого класу, у той час, як x і 
im належать до різних класів. 
Числовий експеримент 
Одне з основних завдань для навчання мережі 
«з учителем» – формування навчального набору 
даних. У роботі використовується навчальний 
набір даних, створений на основі інформації про 
реальні параметри функціонування двигуна 
Д30КУ-154, зареєстровані на крейсерському ре-
жимі роботи (двигуни 0305  932  921  2428, 0305  
932  921  2434, 0305  932  921  2416, 0305  932  
921  2429, АТБ аеропорту «Біна», м. Баку, Азер-
байджан). Реєстрація виконувалася екіпажем у 
формі польотних карт. Під час діагностування 
використовували параметри: температуру газу за 
турбіною *4T , витрату палива ,пG  тиск мp  і те-
мпературу масла на вході АГТД мT , вібрація за-
дньої опори з.опV . Усі параметри, крім з.опV зве-
дено до стандартних атмосферних умов згідно з 
працею [7]. 
На початку експлуатації двигуна інформація 
про нього є нечіткою, невизначеною і обмеже-
ною. У цих умовах ідентифікація ТС АГТД поля-
гає в розпізнаванні основних класів ТС: «справ-
ний», «підвищене значення параметра» і «зни-
жене значення параметра». Граничні значення 
параметрів, що відповідають справному стану 
АГТД, установлено за технічними даними дви-
гуна, заявленими у нормативно-технічній доку-
ментації [8]. 
Слід зазначити, що для навчання LVQ-мережі 
для розпізнавання одного класу ТС АГТД необ-
хідно мати 20–200 і більше точок у навчальному 
наборі даних. У роботі було сформовано два ва-
ріанти навчального набору даних.  
Варіант 1. Перші 20 точок репрезентують 
справний стан (перший клас), з 21 по 120 точку, 
чергуючись по 20 точок (за кількістю парамет-
рів), – підвищене, а з 121 по 220 – знижене зна-
чення параметрів функціонування АГТД (другий 
і третій класи). 
Варіант 2. Перші 100 точок репрезентують   
перший клас, з 101 по 200, чергуючись по 20 то-
чок (за кількістю параметрів) – другий клас, з 
201 по 300 – третій клас. 
Як можна бачити обидва варіанти відрізня-
ються обсягом даних, що вказують на справний 
стан АГТД (перший клас). 
Значення параметрів функціонування для 
обох варіантів показано на рис. 2, а–д та            
рис. 3, а–д. 
Послідовність підгруп параметрів у другому 
та третьому класах така: з першої по 20-ту точку 
класу наведено дані, які репрезентують, у першу 
чергу, значення *4T , що перевищило допустимі 
















Рис. 2. Перший варіант навчального набору даних і 
результат його розпізнавання: × – неправильно розпі-
знані точки;  – верхня межа справного ТС;       
 – нижня 
   













Рис. 3. Другий варіант навчального набору даних і 
результат його розпізнавання. × – неправильно розпі-
знані точки;  – верхня межа справного ТС;       
 – нижня   





значення (для другого класу – підвищене, для 
третього – знижене), а інші параметри не беруть 
до уваги; з 21-ї по 40-ву точки – ,пG  з 41 по 60-
ту точки – мp ; із   61 по 80-ту точки – мT ; з 81 по 
100-ту точки – Vз.оп..  
Процес навчання і розпізнавання ТС АГТД 
реалізовано в середовищі MATLAB Neural 
Network Toolbox [9]. Були задані такі значення 
параметрів навчання LVQ-мережі: параметр 
швидкості настроювання µ=0,01, максимальну 
кількість циклів навчання  400N .  
Як параметр точності розпізнавання НМ на-
вчального набору використано загальну відносну 
помилку (відношення загальної кількості поми-
лок розпізнавання класів ТС до обсягу навчаль-
ного набору) і відносні помилки розпізнання 
окремих класів (відношення кількості помилок 
розпізнавання визначеного класу ТС до кількості 
точок, що представляють цей клас у навчальному 
наборі). 
У процесі навчання LVQ-мережі відповідно 
до зазначених алгоритмів були отримані харак-
теристики точності розпізнавання для обох варі-
антів навчального набору (див. таблицю). Ре-
зультати розпізнавання подано на рис. 2, е і 3, е. 
З аналізу наведених даних видно, що най-
менший рівень помилок розпізнавання ТС АГТД 
забезпечує LVQ-мережа при використанні алго-
ритму навчання LVQ1. Як випливає з таблиці 
найкраща точність розпізнавання для першого 
варіанта навчального набору відповідає 20 ней-
ронам у конкуруючому шарі, а для другого варі-
анта – 30. При цьому треба зазначити, що кіль-
кість цих нейронів мало впливає на якість роботи 
НМ. 
У разі використання першого варіанта навча-
льного набору НМ не може розпізнати точки, що 
належать до першого класу (відсоток помилок 
розпізнавання справних двигунів – 100 %). Отже, 
можна зробити висновок, що для найкращої точ-
ності розпізнавання доцільно мати в навчально-
му наборі однакову кількість точок для кожного 
класу ТС.  
У використаній мережі можна варіювати один 
параметр – кількість нейронів у прихованому 
шарі. Зміна цього параметра, а також значне під-
вищення тривалості навчання НМ істотно по-
ліпшили якість розпізнавання ТС АГТД (див. 
таблицю). 
Висновки 
Аналіз отриманих результатів показав, що 
LVQ-мережа має незадовільно високий рівень 
помилок розпізнавання ТС АГТД (найкращий 
показник – 32%). Тому потрібно досліджувати 
інші типи НМ з більш складною структурою,  
вибрати оптимальний тип нейронів і алгоритму 
навчання НМ для розпізнавання ТС АГТД.  
Потрібно також створити метод перевірки 
отриманої мережі на появу ефекту «перенавчан-
ня» ([9]). 
Порівняльна характеристика алгоритмів 








Відсоток помилок розпізнавання,  % 










10 27,3 100 16 24 34,6 46 23 35 
20 25 100 12 23 35 46 24 35 
30 26,3 100 14 24 32 42 22 34 




10 27,7 100 17 24 37,6 49 27 37 
20 27,3 100 16 24 37 49 25 37 
30 28,6 100 18 25 36 48 25 35 
40 27,7 100 16 25 37 51 26 34 
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