The goal of this paper is to study a nonlinear system modeling the heat diffusion produced by Joule effect in an electric conductor. Existence, uniqueness, smoothness, and blowup in particular are studied.
(1.1a) (1.1b) (1.1c) (1.1d) ut-V.(a(u) Vu)=a(u)lVqol 2 inflx(0, T), u=O onr (0, T), u(.,0)=u0, V.(a(u) Vo)-0 infx(0, T), =o onFx (0, T).
We assume here that f is a smooth, bounded open set of Rn, F denotes its boundary, T is some positive given number, o is the electrical potential, u the temperature inside the conductor, a(u) > 0 the thermal conductivity, and a(u) > 0 the electrical conductivity. The physical situation is when n 3 and f is the spatial domain occupied by the body that we consider and which is assumed to be a conductor of both heat and electricity. However, we will consider the general case n _> 1.
If :r denotes the current density and Q the vector of heat flow then the Ohm law and the Fourier law read, respectively, (1.2) : -a (u) Vo, (1.3) Q -a (u) Vu.
Then equations (1.1a) and (1.1c) follow from the conservation laws (1.4) V. 2" 0,
where $ denotes the electric field, p the density of the conductor, c its heat capacity (see also [C.1] , [C.P.] , [H.R.S.], and [Ko] ). We assume here that pc =_ The similarity with the two-phase filtration problem should be noticed. Indeed, if u is the concentration and the pressure, then the equations of two-phase filtration read , v. (. () (O,T) .
in fl x (0, T),
We refer the reader to [A.K.M.] for details. Instead of (1.1b) we will also consider the boundary condition (1.1b') On =0 onFx (0, T), u(.,0)=uo, where On/On denotes the outward normal derivative of u. The paper is divided as follows. In 2 we will show existence of a weak solution to (1.1). In 3 we will focus on the question of smoothness. In 4 we will analyze the dependence of the solution with respect to the data and derive uniqueness results. Finally, in the last section we will investigate the issue of global existence or blowup. We will use standard notation for parabolic problems and we refer to [L.S.U.] for details.
2. Existence of a weak solution. Let V be a subspace of Hl() containing H0(), V its dual (see, for instance, [B.L.] , [D.L.] , [J.L.L.] , or [G.T.] for the definition and the properties of the Sobolev spaces). Recall first the following well-known result of the theory of linear parabolic equations (see [D.L.] , [L.S.U.] Proof. In the case (1.1b) Y will be H() and Y will be HI() in the case (1.1b').
Choose w E L2(O,T;L2()); then for almost every t E (0,T) there exists a unique (., t) solution to (uo, T, , ai, ao) (Note that f is bounded in L2(0, T; V') by (2.9), (2.10)). So, provided we take R large enough, w --. u maps the ball BR of center 0 and radius R in L2(0, T; L2(t)) into itself. Moreover, since the space {u e L 2 (0, T; V)lut e L 2 (0, T; V') } is compactly imbedded in L2(O,T;L2(t)), this ball will be carried into a relatively compact set by (2.15), (2.16). If we can show that this map is continuous it will be done by the Schauder fixed point theorem. So for that consider a sequence wn E L2(0, T; L2(t)) such that Wn -w in Bit.
Define as in (2.8), n, fn V" (ff(Wn)OnVgn), and Un F(wn). We have to show that Un -'-+ U---F (w) in BR.
For that, by subtracting the equation satisfied by u from the one satisfied by un, and taking v Un u, we get, after integrating in t,
(2.17) 
( () at
Since is in a relatively compact set of B it is enough to show that is the only limit point for n. Let be such a limit point, i.e., u = lim inB;
suming that we have extracted another sequence of n that we still denote by n W e sum (2.19) Wnkw a.e. in fl (0, T). Then, since IVul 2 e LI( (0, T)) and by (2.19), In(w) a(wk)l 2 -0 almost everywhere by the Lebesgue theorem we get 2 dt I( (w) a (Wn))l 2 IVu] 2 dx dt O. 1(-() -()) wl$ Next, for n nk the second integral in the right-hand side of (2.18) reads then the Lebesgue convergence theorem gives II --0 and uu u in L2(0, T; L 2 ()). This completes the proof. Proof of the measurability of (f. We want to show that (f is measurable in t with values in HI(Ft). First remark that if w e C([0, T] ), then (f e C([O,T],HI(t)).
when t --. t' by the Lebesgue theorem. Now if w E L2(0, T; L2(E)), there exists Wn in C([0, T] g) such that Wn --+ W in L2(0, T; L2(2)), and also almost everywhere on f [0, T]. From (2.20) we deduce that v (On p)l dx --O, and thus since n is measurable so does .
3. Smoothness of weak solutions. Existence of classical solutions. In this section we will assume that (2.7) holds and that (3.1)
where K is some constant. Recall that CI+a(R) denotes the space of C functions with derivatives Hhlder continuous of order a, I" ICI+-(R) the usual norm on this space. Ftt will denote the set t (0, t) and Iq,r,nT the usual norm on Lr(0, T; iq()) (see [L.S.U.] Proof. The ingredients are well known results of the linear theory of equations of elliptic or parabolic types (see [L.S.U.] , [L.U.] ). In the formulae below c will be a if p is large enough.
Step 4 (1) If n 2 for arbitrary smooth and any t;
(2) If n > 2 for smooth with small oscillations and any t; (a) If n > 2 for 0 with a small oscillation and t small; (4) If n > 2 for t small (, 0 arbitrary) then (1.1) has a clsical solution.
Situations (1) and (2) Then it is clear that (1.1) corresponding to a M has a classical solution (u, ) for all t < T. Then choose to such that M M <u(x,t)< M fort<t0.
lu (x, t) uo (x)l < -or 2 -We have for t < to, ( (, t)) ( (, t)); hence u(x, t) is a classical solution to (1.1) for t < to.
To see (4), introduce the function Note that Ae --1 when -0. According to the fact that n < p(7") and (2) we have Vv e L (0, T; Lp (f)), p>n, and thus o (o (x)) (Vv oVa (uo (x) )) e L (0, T; Lp (gt)).
Then, by Theorem 3.1, we have
Selecting t such that C(e)t < e/2 we have ae(u,x) a(u), and thus the existence of a classical solution for small t is established. Remark 3.3. So we have existence of a classical solution to (1.1) for small t. To extend this solution for all t _< T we need estimates for t _< T. According to Theorem 3.1 the estimate (see (3.2)) 2 n IIV9911q,,ar <_ M, -+-1-X Iflk,a --Iflk,k,aT"
Proof. The proof goes through several steps. The scheme is the following.
Step 1. Considering t as a parameter we derive local estimates inside gt for any t _< T for the solution to the problem (3.39) V-(a (u) V99) 0, 991r 990
Step 2. We derive local estimates for the solution u to the problem
where (a(u)99V99) a(u)lV9912 is considered as a given function of x and t.
Step 3. We deduce global estimates for (u, 99 (3.46) in the right-hand side of (3.45) with e CC!5 TM we obtain (3.41).
Step 2. Next we have the following. (1)) IIW ,a, < c Ila II,a, + IIV II,a, + I10 II,a < c [llVll q,a+h(k,t) IlVu ll" < c (llv ll" ) q,a q,a + 12 (this for any 1 < q < oc, t _< T, C C(ftk, T, n, q) ). When q 2s + 2 we get (3.48), and the proof of Lemma 3.2 is complete.
Step 3. Substituting (3.41) into the right-hand side of (3.48) and choosing the domain ftk small enough in such a way that we obtain C5+ <_ /Ft 12s-1-2 f2s-t-2 (3.53) IVu dx dT < C [11 (k) (4.17) . This completes the proof of (4.3).
Remark 4.1. If _= 1, Theorem 4.1 holds when we just assume that Vqoi e L 2q/cq-n) (0, T; Lq (f)), q>nV2 since in the second side of (4.4) the two first integrals disappear. COROLLARY 4.1. There exists at most one weak solution to (1.1) with the boundary conditions (1. lb) or (1. lb') such that (4.19) Vu, V E L 2q/(q-n) (0, T; Lq (f)) q > n V 2, where n V 2 denotes the maximum of 2 and n.
Proof. If (u, qo),i 1,2, are two weak solutions to (1.1) with the boundary conditions (1.1b) or (1.1b') and corresponding to the same initial and boundary data, then (4.3) reads and the result follows (see also Remark 4.1) THEOREM 4.2. Assume that (4.1) holds and that there exists one weak solution (ul, 1) to (1.1) with the boundary conditions (1.1b) or (1.1b') such that VUl e L 2q/cq-n) (0, T; Lq ()), q>nV2, VOl L 4q/cq-n) (0, T; Lq ()), bounded, where n V 2 denotes the maximum of 2 and n. Then, every weak solution (or classical solution) (u2, 2) to (1.1), which is such that qo2 is bounded, agrees with it.
Proof. If A more convincing example showing the sharpness of (5.6) under the assumptions of Theorem 5.1 is the following. Consider t (0, 1). Then if 99 is a function in Hi(0, 1), Then consider the one-dimensional version of (5.1) with u (0) u0 Const., and look for a solution depending on t only. Set o (0, t) Ao (t), 99o (1, t)-A1 (t).
Then, clearly, the equation satisfied by leads to 7 (x, t) Ao (t) + x (A1 (t) Ao (t)), 
