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Understanding the quality of the air we breathe is critical in quantifying the impact
that atmospheric chemistry has on health. Poor air quality increases the risk of heart
and lung diseases as well as having a detrimental effect on climate, ecology and the
built environment. The burning of fossil fuels and plant matter (biomass burning)
creates large quantities of gases and particulate matter that impact air quality and
the air we breathe. Biomass burning is estimated to contribute 400 Tg of non-methane
organic compounds, 40 Tg of methane and 7.1 Tg of nitrogen oxides to the atmosphere
each year. This thesis aims to better understand the role of biomass burning on air
quality and tropospheric chemistry. The in depth analysis presented here addresses
of the impact of boreal biomass burning in North America on air quality, in particular,
carbon monoxide (CO) and ozone (O3). By using a number of different modelling
techniques along with data collected from a field campaign and satellites the transport
and chemistry of biomass burning emissions were analysed and quantified.
The first research chapter of the thesis used the GEOS-Chem atmospheric
chemistry transport model to interpret aircraft measurements of CO in biomass
burning outflow taken during the 2011 BORTAS-B campaign over Canada. The
model has some skill reproducing the observed variability, but has a positive bias
for observations <100 ppb and a negative bias for observations > 300 ppb. It was
found that observed CO variations are largely due to fires over Ontario, with smaller
and less variable contributions from fossil fuel combustion from eastern Asia and NE
North America. To help interpret observed variations of CO an effective physical
age of emissions (Ā) metric was developed. It was found that during BORTAS-B the
age of emissions intercepted over Halifax, Nova Scotia is typically 4–11 days, and
on occasion as young as two days.The analysis shows that Ā is typically 1–5 days
older than the associated photochemical ages inferred from co-located measurements
of different hydrocarbons.It is argued that a robust observed relationship between
CO and black carbon aerosol during BORTAS-B (r2> 0.7), form the basis of indirect
evidence that aerosols co-emitted with gases during pyrolysis markedly slowed down
the plume photochemistry during BORTAS-B with respect to photochemistry at the
same latitude and altitude in clear skies.
iii
The second research chapter focuses on O3 production downwind from boreal
biomass burning. Using the GEOS-Chem model, the O3 chemistry within a biomass
burning plume from a fire on 17 July 2011 in mid-Canada was examined. The model
shows a significant positive bias (∼20 ppb) in reproducing O3 mixing ratios over North
America for July 2011 when compared to observations. Reducing NO emissions from
lightning and fossil fuel by 50% and 54% respectively reduced this bias to ∼10 ppb.
The cause of the remaining bias is uncertain. Using a novel technique with the model,
the centre of the biomass burning plume was tracked and O3 concentrations and
chemistry was extracted from the centre of the plume. The biomass burning enhanced
O3 concentrations throughout the plume by between 1 – 20 ppb when compared with
the same plume path with no biomass burning. The plume was characterised as being
NOx-rich for the initial four days of transport. The sensitivity of the O3 chemistry
to different emissions was calculated and it was found that the O3 is initially highly
sensitive to NO emissions from biomass burning and then to NO emissions from
fossil fuels as it travels across an urban area surrounding Quebec City. The O3 net
production was found to initially decrease with an increase in NO but increase further
downwind.
The final research chapter of the thesis uses long-term satellite observations to
evaluate natural variability in CO concentrations over the North Atlantic. 15 years
of MOPITT CO column observations were used along with modelled CO from the
GEOS-Chem model. The model was evaluated against the MOPITT overpass and
shows a negative bias of between -8% and -24% over the northern mid-latitudes with
the largest bias seen in spring. The model has a large positive bias (8% – 40%) over the
Amazon, West Africa and Indonesia through all seasons. Using Empirical Orthogonal
Function (EOF) analysis on the MOPITT and GEOS-Chem CO columns shows the
largest mode of variability seen in the North Atlantic to be the oxidation of methane
for winter and spring, biomass burning during summer and fossil fuel combustion




Understanding the air we breathe is of huge importance for our health. It has been
shown that poor air quality can cause many health issues as well as being harmful
to plants resulting in reduced crop yields and can even cause structural damage to
buildings. It is estimated that poor air quality costs the UK over £10 bn per year
through health costs and lost income in farming. Air quality is frequently worse in
highly populated areas than in rural areas which means it is becoming a more and
more urgent issue as the global population grows and cities continue to expand.
Poor air quality is caused by pollution that can be a cocktail of different gases
and particles in the atmosphere emitted many different sources such as the burning
of fossil fuel and natural sources such as forest fires. The burning of fossil fuel and
plant matter (such as forests) creates large quantities of gases such as carbon monoxide
(CO) and nitrogen oxides (NO and NO2) together with countless different types of
hydrocarbons and small particles such as soot. As well as burning, there are other
natural sources of chemical gases such as the gases given off by all plants when they
are exposed to sunlight and heat. The combination of all these gases impacts the
quality of the air we breathe.
This thesis aims to contribute towards the wider understanding of how emissions
of different gases from forest fires in Canada affect air quality across North America,
the North Atlantic and Europe. With a better understanding of how the gases
emitted by different sources interact and how they are transported across the globe,
improvements in air quality forecasts and regulations can be made and therefore
reduce the impact of poor air quality on our lives.
This thesis uses a combination of data collected during a field study in Canada
during July 2011 named BORTAS and computer modelling. This data was used in
conjunction with an atmospheric chemistry model called GEOS-Chem. This model
uses meteorological data calculated by NASA on a 3-D grid which covers the globe
and the atmosphere at different heights. The model then uses emissions of different
chemicals across the globe and calculates how they are transported through the
atmosphere using the weather data and how they react with one another.
v
The first chapter of the thesis employed this model to show to what extent
different sources of CO (such as forest fires) contributed towards the total amount
of CO observed during the BORTAS study. The GEOS-Chem model shows the
variations in the data is owing to fires in Ontario. It also demonstrated that there were
contributions of CO from fossil fuel in North America and East Asia. This chapter also
includes work on a new way to calculate the age of the emissions from the fires which
when compared to the expected speed of chemical reactions shows that particles (such
as soot) within the smoke from the fire slow down the chemistry when compared to
clear skies owing to less sunlight initiating chemical reactions.
The second chapter focuses on the production of ozone within the smoke from a
forest fire in mid-Canada on 17 July 2011. GEOS-Chem was also used for this analysis
but was shown to over-predict ozone by nearly 40%. Reducing the amount of nitrogen
oxide within the model (needed for the formation of ozone) from fossil fuel burnt
in North America as well as the amount emitted from lightning reduced this over
prediction to approximately 15%. Using the model, the concentration of gases within
the smoke was extracted and the comparisons to a "clean" atmosphere were made
showing a large increase in the amount of ozone produced when compared to a model
simulation with no fire. The model calculations also showed emissions from fossil fuel
also contribute to the ozone chemistry within the smoke from the fire.
The final chapter looks at long term changes in CO over the North Atlantic by
using satellite observations. Fifteen years of satellite data was used to analyse what
forces are driving the changes and variability seen in CO over the region season by
season. The satellite data was interpreted using the GEOS-Chem model and it was
found that during winter the largest factor controlling the variability in CO is the
chemistry of methane, which reacts with other chemicals to create CO. The analysis
also shows that it is highly likely that during summertime the largest control on the
variability seen across the North Atlantic is occurrence of forest fires in North America.
The research in this thesis confirms that forest fires in North America have a
significant contribution effect on air quality close to the fire and across the North
Atlantic. It also demonstrates the invaluable contribution computer modelling
makes towards understanding atmospheric chemistry by using a number of different
techniques to find the answers to a number of different questions. Although this thesis
only scratches the surface of the importance of forest fires on air quality, it presents a




Firstly, I would like to thank the Natural Environment Research Council for
sponsoring me during the Ph.D. and giving me the opportunity to try my hand at
scientific research.
I would also like to thank my supervisor, Paul Palmer, for the continuous support
he has given me from day one. He has imparted knowledge, given me guidance and
motivation as well as showing remarkable patience with me throughout my time
in Edinburgh. My thanks are also extended to the Palmer research group for the
discussions and help in group meetings.
I am indebted to the GEOS-Chem support team at Harvard University who
gave advice on how to use the model and helped me get to the bottom of numerous
problems I have encountered. This also holds true for the help of anonymous good-
willed strangers on Stack Overflow willing to dole out programming advice for people
with stupid questions.
I would not have been able to get through all the ups and downs of a Ph.D. if it
were not for the superb friends I’ve made during my time in Crew Building. They are,
in no particular order, Kathleen, Robyn, Phil, Jack, James, Lettice, Amy, Sam, Oliver,
Declan, Geoff, Anna, Jelte, Richard, Iain, Emma, Emily and Claudia as well as many
other brilliant people I’ve met along the way. Thank you all for the ridiculous, yet
oddly deep, conversations and discussions over the four years. I may have finished a
year earlier if it wasn’t for all of you but it wouldn’t have been worth it.
The support throughout my entire education from my Mum, Dad and both my
sisters, Franki and Ali, has helped me get to where I am today. I would not have
thought I could do this without the knowledge that I would have their full support
for my choices and encouragement every step of the way.
And finally, there is Sally. There are not enough ways to express the gratitude
I have towards her. She has put up with me, moved to Edinburgh with me, fed me,
comforted me, celebrated with me, and most importantly, made me happy. Although









Table of Contents viii
List of Figures xii
List of Tables xv
1 Introduction 1
1.1 Motivation and Scientific Questions . . . . . . . . . . . . . . . . . . . . . 1
1.2 Air Quality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Tropospheric Chemistry . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.1 Carbon Monoxide . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3.2 Ozone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4 Emissions from Biomass Burning . . . . . . . . . . . . . . . . . . . . . . . 17
1.5 Fire Extent and Characteristics . . . . . . . . . . . . . . . . . . . . . . . . 21
1.6 Atmospheric Chemistry Modelling . . . . . . . . . . . . . . . . . . . . . . 26
1.6.1 GEOS-Chem Atmospheric Chemistry Model . . . . . . . . . . . . 28
1.7 Introduction to BORTAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
1.8 Aims and Outline of the thesis . . . . . . . . . . . . . . . . . . . . . . . . 32
1.8.1 Aims . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
1.8.2 Context of Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
1.8.3 Thesis Layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2 Origin, Variability and Age of Biomass Burning Plumes Intercepted During
BORTAS-B 35
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.2 Data and methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.2.1 BORTAS-B carbon monoxide and CH3CN data . . . . . . . . . . . 39
2.2.2 The GEOS-Chem atmospheric chemistry model . . . . . . . . . . 39
2.2.3 Age of emission model calculation . . . . . . . . . . . . . . . . . . 41
2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.3.1 Statistical analysis of BORTAS-B CO data . . . . . . . . . . . . . . 44
2.3.2 Tagged CO model output . . . . . . . . . . . . . . . . . . . . . . . 46
2.3.3 Effective physical age of air . . . . . . . . . . . . . . . . . . . . . . 48
2.4 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
ix
Contents
3 Ozone Tendency in Biomass Burning Plumes 61
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.2 Data and methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.2.1 Observational Data . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.2.2 GEOS-Chem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.2.3 Ozone Production Efficiency . . . . . . . . . . . . . . . . . . . . . 69
3.2.4 Sensitivity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.3.1 Model Evaluation and Emission Scaling . . . . . . . . . . . . . . . 73
3.3.2 Plume Ozone - Lagrangian Perspective . . . . . . . . . . . . . . . 83
3.3.3 Plume Ozone - Eulerian Perspective . . . . . . . . . . . . . . . . . 90
3.4 Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4 Assessment of long-term global Carbon Monoxide and attribution of Carbon
Monoxide variability over the North Atlantic 99
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.2 Data and methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.2.1 Ground Stations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.2.2 MOPITT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.2.3 GEOS-Chem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.2.4 EOF Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.3.1 Mace Head Ground Station . . . . . . . . . . . . . . . . . . . . . . 110
4.3.2 Pico Observatory Ground Station . . . . . . . . . . . . . . . . . . . 112
4.3.3 Model and Satellite CO Column Evaluation . . . . . . . . . . . . . 114
4.3.4 EOF Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
4.4 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
5 Discussion and Conclusions 135
5.1 Review and Discussion of Main Aims . . . . . . . . . . . . . . . . . . . . 136
5.1.1 How accurately does the GEOS-Chem atmospheric chemistry
transport model reproduce observations of tropospheric gas-
phase chemistry in near-field and far-field airmasses influenced
by boreal biomass burning? . . . . . . . . . . . . . . . . . . . . . . 136
5.1.2 Can comparing the physical and chemical age of airmasses
improve our understanding of time-dependent tropospheric
photochemistry in airmasses influenced by biomass burning? . . 138
5.1.3 What is the role of in situ ozone photochemistry in biomass
burning plumes on surface air quality as they interact with
downwind urban photochemical environments? . . . . . . . . . . 139
5.1.4 How much of the observed variation in carbon monoxide over
the Northern hemisphere is due to boreal biomass burning? . . . 141
5.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
5.2.1 Novel Observation methods for Biomass Burning Plumes . . . . 143
5.2.2 Development of the Physical Age of Air Metric . . . . . . . . . . 144
5.2.3 The Impact of Future Emission Scenarios on Atmospheric
Composition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
x
Contents
5.2.4 The Impact of an Updated Chemical Mechanism on Modelled








1.1 Air pollution global mortality rate. . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Vertical distribution of ozone . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3 Ozone sources and sinks schematic . . . . . . . . . . . . . . . . . . . . . . 11
1.4 Ozone production as a function of NOx . . . . . . . . . . . . . . . . . . . 13
1.5 Ozone chemistry schematic . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.6 Fire emission map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.7 Boreal forests map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.8 Biomass burning injection heights . . . . . . . . . . . . . . . . . . . . . . 22
1.9 Plume injection height for different biomes . . . . . . . . . . . . . . . . . 24
1.10 BORTAS campaign fire activity . . . . . . . . . . . . . . . . . . . . . . . . 31
1.11 BORTAS campaign flights and sonde sites . . . . . . . . . . . . . . . . . . 31
2.1 Source region map for CO simulation . . . . . . . . . . . . . . . . . . . . 40
2.2 Statisical comparison of GEOS-Chem and observed CO . . . . . . . . . . 44
2.3 Relative model error in GEOS-Chem as a function of altitude . . . . . . . 45
2.4 Polar plots of CO concentration from different sources at the surface . . 51
2.5 Same as Fig. 2.4 but at 4 km altitude. . . . . . . . . . . . . . . . . . . . . . 52
2.6 Mean physical age of emissions from 2008 – 2011 at different altitudes . 53
2.7 Age of emissions on 20 July 2011 . . . . . . . . . . . . . . . . . . . . . . . 54
2.8 Photochemical and physical age of air observed during BORTAS flights 54
2.9 Frequency of age of air within and outwith a plume . . . . . . . . . . . . 55
3.1 Maps of sonde sites and ground stations in North America . . . . . . . . 67
3.2 Map of plume path emitted on the July 17 . . . . . . . . . . . . . . . . . . 70
3.3 Map showing areas of increased emissions . . . . . . . . . . . . . . . . . 72
3.4 Ozone concentration at ground stations . . . . . . . . . . . . . . . . . . . 73
3.5 Scatter plot of model vs observed ozone at ground stations . . . . . . . . 74
3.6 Ozone difference plots for ozone observations against the model . . . . . 75
3.7 Mean ozonesonde profiles against GEOS-Chem . . . . . . . . . . . . . . 76
3.8 Scatter plot of ozone vs model for BORTAS-B flights . . . . . . . . . . . . 77
3.9 Ground station ozone with reduced model emissions . . . . . . . . . . . 79
3.10 Scatter plot observations vs model with reduced emissions . . . . . . . . 79
3.11 Ozone sonde difference plots with reduced model emissions . . . . . . . 80
3.12 Mean ozonesonde profiles with reduced model emissions . . . . . . . . . 81
3.13 Scatter plot of observations vs modelled ozone with reduced emissions . 82
3.14 Modelled ozone concentration along plume path . . . . . . . . . . . . . . 83
3.15 Ozone production along plume path . . . . . . . . . . . . . . . . . . . . . 84
3.16 Photochemical environment along plume path . . . . . . . . . . . . . . . 85
3.17 OPE along plume path . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
3.18 Sensitivity of ozone to biomass burning along plume path . . . . . . . . 87
3.19 Sensitivity of ozone to fossil fuel along plume path . . . . . . . . . . . . . 88
xiii
List of Figures
3.20 Sensitivity of ozone to isoprene along plume path . . . . . . . . . . . . . 89
3.21 Ozone concentration from a Eulerian perspective . . . . . . . . . . . . . . 90
3.22 Mean ozone production in the Eulerian domain . . . . . . . . . . . . . . 91
3.23 Photochemical environment in the Eulerian domain . . . . . . . . . . . . 91
3.24 OPE in the Eulerian domain . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.25 Sensitivity of ozone in the Eulerian domain to biomass burning . . . . . 92
3.26 Sensitivity of ozone in the Eulerian domain to fossil fuels . . . . . . . . . 93
3.27 Sensitivity of ozone in the Eulerian domain to isoprene . . . . . . . . . . 94
4.1 Map of North Atlantic CO ground stations . . . . . . . . . . . . . . . . . 104
4.2 Map showing source regions of CO for GEOS-Chem simulation . . . . . 107
4.3 Statistical plots of CO vs model CO at Mace Head . . . . . . . . . . . . . 111
4.4 Mean contribution to CO at Mace Head for different seasons . . . . . . . 112
4.5 Statistical plots of CO vs model CO at the Pico Observatory . . . . . . . 113
4.6 Mean contribution to CO at Mace Head for different seasons . . . . . . . 114
4.7 Mean CO column from MOPITT and GEOS-Chem for different regions . 115
4.8 Winter CO column for MOPITT and GEOS-Chem . . . . . . . . . . . . . 117
4.9 Spring CO column for MOPITT and GEOS-Chem . . . . . . . . . . . . . 118
4.10 Summer CO column for MOPITT and GEOS-Chem . . . . . . . . . . . . 118
4.11 Autumn CO column for MOPITT and GEOS-Chem . . . . . . . . . . . . 119
4.12 Mean model bias as a function of latitude . . . . . . . . . . . . . . . . . . 120
4.13 Mean monthly model bias for different regions . . . . . . . . . . . . . . . 121
4.14 Leading EOFs for winter for MOPITT and GEOS-Chem . . . . . . . . . . 122
4.15 Mean wintertime column of CO from East Asian Biomass Burning DJF . 124
4.16 Leading EOFs for spring for MOPITT and GEOS-Chem . . . . . . . . . . 124
4.17 Springtime mean column CO from oxidation of CO from different tracers126
4.18 Leading EOFs for summer for MOPITT and GEOS-Chem . . . . . . . . . 126
4.19 Summertime mean CO column from different tagged regions and sources128
4.20 Leading EOFs for autumn for MOPITT and GEOS-Chem . . . . . . . . . 129




1.1 Estimate of global CO sources in Tg per year. Adapted from Duncan
et al. (2007) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2 Emission factors (g kg−1) for a select number of species from different
types of biomass burning. Numbers in brackets show an estimate of the
natural variation where available. Adapted from Akagi et al. (2011). . . 19
2.1 Contribution of CO from geographical sources averaged over all
BORTAS-B flights, lumping all other contributions < 2 ppb into
“Other”. “Background” refers to any residual CO before the beginning
of the BORTAS-B period. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.1 Range of O3 enhancement from boreal biomass burning in different
studies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.2 Mean O3 difference (ppb) between observations from BORTAS-B,
ground station data and ozondesondes for July 2011 for a standard
GEOS-Chem run, a run with reduced NO emissions from lightning
(500 mol/flash to 250 mol/ flash) , a run with a reduction in NEI NO
emissions by 53% and a run with both a reduction of lightning NO and
NEI NO. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.1 Highest four R2 values CO tracers against EOF1 for DJF . . . . . . . . . . 123
4.2 Highest four R2 values CO tracers against EOF2 for DJF . . . . . . . . . . 123
4.3 Highest four R2 values CO tracers against EOF1 for MAM . . . . . . . . 125
4.4 Highest four R2 values CO tracers against EOF2 for MAM . . . . . . . . 125
4.5 Highest four R2 values CO tracers against EOF1 for JJA . . . . . . . . . . 127
4.6 Highest four R2 values CO tracers against EOF2 for JJA . . . . . . . . . . 128
4.7 Highest four R2 values CO tracers against EOF3 for JJA . . . . . . . . . . 128
4.8 Highest four R2 values CO tracers against EOF1 for SON . . . . . . . . . 130
4.9 Highest four R2 values CO tracers against EOF2 for SON . . . . . . . . . 130
4.10 Highest four R2 values CO tracers against EOF3 for SON . . . . . . . . . 130
A.1 Correlations (R2) between model tracers and EOFs for both MOPITT
and the model (GEOS-Chem) for winter (DJF) for the boundary layer. . . 174
A.2 Correlations (R2) between model tracers and EOFs for both MOPITT
and the model (GEOS-Chem) for winter (DJF) for the mid-troposphere. . 175
A.3 Correlations (R2) between model tracers and EOFs for both MOPITT
and the model (GEOS-Chem) for winter (DJF) for the upper-troposphere. 176
A.4 Correlations (R2) between model tracers and EOFs for both MOPITT
and the model (GEOS-Chem) for spring (MAM) for the boundary layer. 177
A.5 Correlations (R2) between model tracers and EOFs for both MOPITT
and the model (GEOS-Chem) for spring (MAM) for the mid-troposphere.178
xv
List of Tables
A.6 Correlations (R2) between model tracers and EOFs for both MOPITT
and the model (GEOS-Chem) for spring (MAM) for the upper-
troposphere. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
A.7 Correlations (R2) between model tracers and EOFs for both MOPITT
and the model (GEOS-Chem) for summer (JJA) for the boundary layer. . 180
A.8 Correlations (R2) between model tracers and EOFs for both MOPITT
and the model (GEOS-Chem) for summer (JJA) for the mid-troposphere. 181
A.9 Correlations (R2) between model tracers and EOFs for both MOPITT
and the model (GEOS-Chem) for summer (JJA) for the upper-troposphere.182
A.10 Correlations (R2) between model tracers and EOFs for both MOPITT
and the model (GEOS-Chem) for autumn (SON) for the boundary layer. 183
A.11 Correlations (R2) between model tracers and EOFs for both MOPITT
and the model (GEOS-Chem) for autumn (SON) for the mid-troposphere.184
A.12 Correlations (R2) between model tracers and EOFs for both MOPITT
and the model (GEOS-Chem) for autumn (SON) for the upper-





1.1 Motivation and Scientific Questions
The World Health Organisation (WHO) states that clean air is a basic human
requirement for human health and well being. More than seven million deaths a year
can be attributed to poor air quality, both directly and indirectly, with the majority of
the cases in developing countries (WHO, 2009; Lim et al., 2012). Air quality, a measure
of how clean or polluted the atmosphere is in relation to a "natural state" (Monks et al.,
2009), is an increasingly critical field of study. Poor air quality, where concentrations
of pollutants reach high enough levels to become harmful to humans and endanger
the environment, is of particular relevance to modern day.
Air quality can be affected by a number of different sources including
anthropogenic, biomass burning and biogenic. Poor air quality can also be described
as air pollution. Air pollution has connotations of being purely anthropogenic as the
term is often used in articles by both academics and the media in conjunction with
terms such as vehicle exhaust and emissions from power plants. The term air pollution
in the context of this thesis is used to describe poor air quality from any emission
source, not just anthropogenic. Some main air pollutants include ozone (O3), sulphur
dioxide (SO2), particulate matter (PM), nitrogen oxide (NO) and nitrogen dioxide
(NO2), the later two of which are known collectively as NOx (NO + NO2).
Biomass burning, where the fuel is anything considered to be biomass (grass,
forest, peat etc), is a large source of trace gases in the atmosphere and therefore a major
factor in determining air quality (Wotawa and Trainer, 2000; Andreae and Merlet,
2001). Biomass burning can either be natural (e.g. ignited by lightning) or man-made
(e.g. prescribed burning, biomass ovens or arson). Unlike anthropogenic fossil fuel
sources (and to some extent biogenic sources), emissions from non-human biomass
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burning are irregular in terms of both geography and through time. Although biomass
burning most commonly happens in summertime, there is still a large variation within
the season. There is also variation in the fuel type being burnt, the extent of the fire,
the type (flaming or smouldering) and the burning and meteorological environment.
All this variation creates large uncertainties in the impact biomass burning has on air
quality.
This thesis aims to develop our understanding of the role biomass burning plays
on air quality and tropospheric chemistry, specifically in boreal regions.
The main questions of this thesis are:
• How accurately does the global 3-D GEOS-Chem atmospheric chemistry
transport model reproduce observations of tropospheric gas-phase chemistry
in near-field and far-field airmasses influenced by boreal biomass burning?
– Quantifying how accurate models are compared to observations is
necessary as this is the baseline from which more analysis can be done.
By comparing models to observations, models show to what extent we
understand the atmosphere and where more research is needed.
• Can comparing the physical and chemical age of airmasses improve our
understanding of time-dependent tropospheric photochemistry in airmasses
influenced by biomass burning?
– It is well known that the concentration of different species within a plume
is heavily dependant on the age of the plume. By being able to quantify
the age of emissions and compare the age to the chemistry of the plume
we can better understand how the chemistry develops as the emission age.
Using different techniques to calculate the age of emissions will highlight
different aspects of the plume chemistry and further our understanding on
how these emissions affect air quality.
• What is the role of in situ ozone photochemistry in biomass burning plumes
on surface air quality as they interact with downwind urban photochemical
environments?
– As emissions from boreal biomass burning are transported from the source
downwind, they will interact with other species and may become an
important factor in the resulting air quality downwind. Understanding
how the air quality changes as the emissions are transported and how the
2
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composition of the plume changes is important in the potential to forecast
poor air quality events as well as being able to attribute formation of O3 to
particular sources.
• How much of the observed variation in carbon monoxide over the Northern
hemisphere is due to boreal biomass burning?
– Being able to quantify how much influence boreal biomass burning has on
different regions is important in attributing observed air quality to fires.
When monitoring air quality, it is important to understand how much is
natural and how much is anthropogenic, which has potential impacts for
policy. Understanding the varying influence boreal biomass burning has
on air quality also allows comparisons to possible future scenarios under
the influence of climate change.
Section 1.2 introduces the main concepts of air quality and pollution followed
by an overview of the chemistry of CO and O3 in the troposphere in section 1.3.
A detailed look at the emissions from biomass burning as well as fire behaviour
control and characteristics is presented in sections 1.4 and 1.5 and the role meteorology
plays in biomass burning and air quality is discussed in section ??. An overview
of atmospheric modelling and the BORTAS research campaign, about which this
research is based, are shown in sections 1.6 and 1.7. The chapter is concluded with




The study of air quality on both local and global scales is key to monitoring and
understanding the levels of harmful pollutants in the atmosphere to which humans
and the environment are exposed. With expanding urban areas and the increase in
the number of mega-cities (cities with a population of more than 10 million people),
there is an ever-growing number of people who are exposed to dangerous levels of
pollution (Mage et al., 1996; Mayer, 1999; Zhu et al., 2012). Areas of high population
density coincide with areas of high pollution (Gurjar et al., 2008). Poor air quality is a
risk to cardiovascular and respiratory systems in humans for both the long and short
term health impacts as well as being linked to an increased risk in heart and lung
disease, strokes and cancer (Bates, 2005; WHO, 2009; Atkinson et al., 2016). Figure 1.1
shows the rate of mortality due to anthropogenic air pollution for both ozone (O3) and
PM2.5 (particulate matter less than 2.5 µm in diameter). A recent paper by Oudin et al.
(2016) has also linked poor air quality to an increased risk of psychiatric disorders in
children and adolescents.
As well as the human health cost of poor air quality there are also substantial
economic costs. Air pollution costs Europe approximately £149 bn per year (with the
UK at £10 bn per year) (EEA, 2014). This cost is due to the pressure on health care
systems from premature deaths, time out of work due to illness, damage to buildings
and money lost from crop damage and soil and water pollution (Fowler et al., 2009;
Shindell et al., 2012; Kumar and Imam, 2013). Poor air quality events can be broadly
categorised into two types, persistent and extreme. Persistently poor air quality, where
levels of pollutants are at a harmful level over a long period of time (months or even
years) has different health and environmental effects than extreme poor air quality
events. This persistent poor air quality is more commonly associated with areas of
high anthropogenic pollution such as in parts of China (Chan and Yao, 2008). Extreme
air quality events are shorter term (days to weeks) but will have much higher levels
of chemicals in the atmosphere. The extreme events are less frequent and can be due
to changes in meteorology or to a change in emissions into the atmosphere. Extreme
air pollution events can be caused by biomass burning and the mixing of chemical
species, including emissions from biogenic sources.
Biomass burning emissions (also sometimes referred to as pyrogenic emissions)
can cause severe air quality issues (Henderson et al., 2011; Thelen et al., 2013; Alman
et al., 2016). They are often singular extreme events, whereas anthropogenic pollution
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Figure 1.1: Premature mortality rate (deaths yr−1 (1000 km2)−1) from anthropogenic
pollution through ozone related respiratory mortality (top) and heart and lung disease and
lung cancer related to PM2.5. Figure taken from Silva et al. (2013)
is more regular both geographically and temporally. Being able to understand and
quantify the impacts of biomass burning events, which are often uncontrollable due
to the size and location of the fire, can help in forecasting poor air quality episodes
downwind of the fire. Improving our understanding of the impacts of biomass
burning will also help improve our understanding on the impact of the mixing of
anthropogenic, biogenic and pyrogenic emissions.
Atmospheric pollution can be categorised generally as either gaseous or
particulate, both of which can have an adverse effect on human health. Gaseous and
particulate can also change state between from one to the other. Clear guidelines,
legislation and understanding of air quality can save human lives as well as have
economic benefits. This legislation has the aim to reduce the mortality and cost of
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air pollution through limiting the human exposure to different pollutants. Different
chemical species have different limits in different regions across the world. In
accordance with European Air Quality Standards regulation, ozone should not exceed
50 ppb for an eight-hour average more than ten times a year (The Royal Society,
2008). Carbon monoxide has the same regulation in both Europe and the United States
stating that the mean level of CO over an 8 hour period should not exceed 10 mg m−3
(approximately 9 ppm at ground level) (EPA, 1990; Defra, 2007).
As well as air quality having an impact on human health there is an intrinsic link
between the climate and air quality. There are many feedback mechanisms between
the two on both short and long time scales (Stevenson et al., 2006; Bowman and
Henze, 2012). An example of this interaction is the O3 interaction with both short-
wave solar radiation and long-wave terrestrial radiation. Thus, any changes to the
O3 concentration will have an effect on the radiative forcing of the atmosphere (Lacis
et al., 1990; IPCC, 2013).
Just as air quality has an effect on the climate, climate change has an effect on
air quality. There are numerous consequences of climate change that will impact
both the emissions of trace gases and tropospheric chemistry (Jacob and Winner,
2009; Bowman et al., 2009; Doherty et al., 2013). Changes in land surface cover
(eg. expansion of deserts, changes in vegetation growth or deforestation) will
lead to a change in biogenic emissions (Sanderson et al., 2003; Langmann et al.,
2009). The emissions of isoprene for example, an important biogenic species in O3
chemistry, depends on temperature, humidity and carbon dioxide concentrations and
therefore adds to the complexity of understanding the impact of climate change on
O3 concentrations and vice versa. Changes in long-term meteorological patterns will
change the troposphere-stratosphere exchange. Several studies have shown that an
increase in global temperatures will lead to an increase in the exchange rate of O3
across the tropopause, however an increase in specific humidity in a warmer climate
will lead to an increase of ozone destruction rate due to the increased production of




Understanding tropospheric chemistry is key in quantifying the impact of emissions
monitoring and their on air quality. The chemistry of the atmosphere is complex and
understanding the chemical mechanisms in the troposphere, stratosphere and higher
in the atmosphere, is important in understanding the atmosphere as a whole (Logan
et al., 1981; Monks et al., 2015). In this thesis I will only be focusing on tropospheric
chemistry as this is the layer of the atmosphere which has most direct impact on
human health.
The Earth’s atmosphere is a highly oxidising environment and many important
trace gases are removed through oxidation. Work by Levy II (1971) showed
the hydroxyl radical (OH) was produced in sufficient concentration within the
troposphere to be considered highly important in tropospheric chemistry. The
OH radical is responsible for the removal of many atmospheric pollutants and
subsequently the atmospheric lifetime of many species (Logan et al., 1981). OH is
dependant on sunlight (hv), as shown in reactions 1.1 – 1.3, and therefore has both
a diurnal cycle and a seasonal cycle. Model calculations have show that northern
hemispheric daytime concentrations of OH in the troposphere during the summer
can reach between 5 – 10 ×106 molec cm−3 and during the winter tend to be around 1
– 5 ×106 molec cm−3 (Logan et al., 1981).
O3 +hv→ O2 +O(1D) (1.1)
O(1D)+M→ O+M (1.2)
O(1D)+H2O→ 2OH (1.3)
Higher concentration of OH are also found in areas with intense solar radiation
and higher water vapour concentrations, common to the tropics. Due to its high
reactivity, OH has a very short lifetime on the order of a second which also means
the concentration of OH can be highly variable. OH is also very difficult to measure





Carbon Monoxide (CO) and with methane (CH4), are major sinks of the hydroxyl
radical (OH) in the troposphere and therefore play an important role in the resulting
OH chemistry (Crutzen, 1973; Crutzen and Zimmerman, 1991; Logan et al., 1981).
As well as controlling the levels of OH in the atmosphere, CO is harmful to human
health (Chen et al., 2007). This control of OH concentration has impacts on the lifetime
of CH4 and other hydrocarbons as well as the rate of production and destruction of
ozone. This impact on other species, in particular CH4, has a potential impact on the
climate. Having a greater understanding on the emissions, transport and chemistry
of CO in the atmosphere will help towards a greater understanding of all atmospheric
chemistry and therefore air quality.
The oxidation of CO is a simple mechanism but has far reaching implications on
global tropospheric chemistry. The oxidation with OH, shown in reaction 1.4 leads to
the production of CO2 and an H atom. This H atom then reacts with O2 to produce a
hydroperoxyl molecule (HO2) as shown in reaction 1.5.
CO+OH→ CO2 +H (1.4)
H+O2 +M→ HO2 +M (1.5)
HO2 will then react with NO to produce both an NO2 and recycle the OH. The
NO2 is then available to react with sunlight in the presence of oxygen to produce O3
(Atkinson, 2000) as shown in reactions 1.6 and 1.7.
HO2 +NO→ OH+NO2 (1.6)
NO2 +hv
O2−−→ NO+O3 (1.7)
The dominant sources of CO are incomplete combustion (both anthropogenic
and natural) and the oxidation of hydrocarbons (including CH4). The major sink of
carbon monoxide is OH, although a very small proportion of tropospheric CO will
diffuse into the stratosphere or be taken up by soils. Table 1.1 shows the estimated
CO budget per year from different emission sources and sinks. The largest source is
the oxidation of CH4 but anthropogenic and biomass burning are sources of similar
magnitude although biomass burning sources are highly variable year to year.
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Oxidation of Methane 778–861
Oxidation of NMVOCs 354–379
Table 1.1: Estimate of global CO sources in Tg per year. Adapted from Duncan et al. (2007)
CO is not well mixed in the atmosphere due to its relatively short life time of 30 -
90 days (Novelli et al., 1992; Holloway et al., 2000) when compared to other common
pollutants such as CH4 which has a lifetime of approximately 9.8 years (Voulgarakis
et al., 2013). This range in lifetime of CO is due to the high variability in the OH
radical concentration across the globe and through the different seasons. This short
lifetime means high concentrations of CO are found near pollution sources. Levels of
CO can range from around 50 ppb in rural areas to well over 300 ppb in urban areas
although hot spots of CO, such as forest fires, can see concentrations rise to beyond
1000 ppb (Hornbrook et al., 2011; Palmer et al., 2013; Finch et al., 2014). Due to the
Northern Hemisphere (NH) having higher emissions of CO, the NH consistently sees
larger values of CO than the Southern Hemisphere (SH) (Seinfeld and Pandis, 2006).
Seasonal variability in CO occurs due to the role of sunlight in the production
of OH. This results in a seasonal variation of ±40% from the mean in the NH and
±30% in the SH with the maximum concentration found in spring and the minimum
found during autumn (Seinfeld and Pandis, 2006). Concentrations in the NH have
decreased by approximately 1 pbb yr−1 for the past 20 years which can be explained
by a decrease in anthropogenic CO emissions from North America and Europe of -2.4
± 0.3 Tg yr−1 and -2.3 ± 0.2 Tg yr−1 respectively (Duncan et al., 2007; Mackie et al.,
2016). CO emissions in Asia, however, have increased by 2.9 ± 1.1 Tg yr−1 (Granier
et al., 2011; Mackie et al., 2016). This increase is in line with the increase in emissions of
other pollutants and the rapid economic growth of the region (Irie et al., 2005; Richter
et al., 2005; Ohara et al., 2007).
1.3.2 Ozone
Ozone (O3) is found throughout the atmosphere and plays very different roles
depending on the altitude. The majority (∼90%) of O3 can be found in the
stratosphere. The stratospheric ozone layer is found at around 20 km and was first
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observed in the 1920s from solar UV spectrum observations and the theory for the
mechanisms allowing this layer to exists were first proposed by Chapman (1929). This
layer is important for absorbing harmful UV radiation from the sun at wavelengths
between 240 - 290 nm. This absorption protects life on earth as these wavelengths of
UV light are harmful to cells of both plants and animals. Figure 1.2 shows a typical
distribution of O3 in the atmosphere, clearly showing a peak in concentration around
20 km at the equator and around 15 km at high latitudes. Maximum O3 concentration
in the stratosphere is typically 10,000 ppb (10 ppm) (Seinfeld and Pandis, 2006).
Figure 1.2: The vertical and horizontal distribution of ozone number density (1012 molecules
cm−3) at the March equinox. Based from measurements taken in the 1960s. Figure taken from
Jacob (1999), originally published by Johnston (1975).
Conversely, O3 in the troposphere is a harmful pollutant to humans as it leads
to respiratory problems. Tropospheric O3 can also cause damage to stomata in plants
causing plant mortality and loss of yield in crops (Bell and Treshow, 2002).
O3 is a secondary pollutant (formed through chemical reactions, not directly
emitted), the concentration of which is dependant on the abundance of its precursors.
The photochemical mechanisms for the production and destruction of O3 were first
discovered in the 1950s and high levels of O3 was considered to be localised to areas
of high pollution until the 1970s (Monks et al., 2015, and references therein). Since
then, our understanding of O3 in both the troposphere and the stratosphere has been
improving. O3 is produced in the troposphere by the oxidation of CO and volatile
10
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organic compounds (VOCs) by OH in the presence of NOx. CO, although not an
organic compound, is often included in the broad category of VOCs as the resulting
chemistry with NOx is similar to that of VOCs.
When NO and NO2 are present in sunlight (at wavelengths < 424 nm), O3
formation occurs through the photolysis of NO2 as shown in reaction 1.7. The O3
then reacts with NO to cycle back into NO2. NO2 is also produced by the reaction of
NO with HO2 (reaction 1.6). HO2 is created from the oxidation of VOCs (including
CH4 and CO, eg. in section 1.3.1) with OH. Figure 1.3 shows a simplified schematic of
O3 chemistry, the sources and sinks of O3 in the troposphere and the global fluxes.
Figure 1.3: A schematic showing a simplified version of the sources and sinks of tropospheric
O3 along with the chemistry and global flux estimates. Figure taken from The Royal Society
(2008).
The constant cycling of O3, HO2, NOx and OH can be limited by the removal of
NOx from the system, which will have a feedback on the resulting chemistry. NO2 can
be removed from the system by oxidation to HNO3 via reaction 1.8 during daylight.
NO2 +OH+M→ HNO3 +M (1.8)
During the night, NOx can also be lost to HNO3 via the following reactions.
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NO2 +O3→ NO3 +O2 (1.9)
NO3 +NO2 +M→ N2O5 +M (1.10)
N2O5 +H2O
aerosol−−−−→ 2HNO3 (1.11)
HNO3 is water soluble and can therefore be removed from the system via wet
deposition.
Although NOx has a relatively short lifetime (less than a day in the low
troposphere (Jaeglé et al., 1998)) it can be transported across continental scales via
reservoir species, the most well known of which are peroxyacyl nitrates (PANs) (Singh
and Hanst, 1981; LaFranchi et al., 2009). This group of chemicals are produced in the
troposphere in the presence of VOCs and NOx (Fischer et al., 2014). The stability of
this molecule is dependant on temperature meaning the lifetime can vary dramatically
from one hour (at temperatures of around 295 K near the surface) up to several months
(at temperatures below 250 K at higher altitudes) (Jacob, 1999). When PAN is formed,
a NO2 molecule is used and removed from the system temporarily. This is shown
with an example reaction with acetaldehyde (CH3CHO) (taken from Jacob (1999)) in
reactions 1.12 to 1.14.
CH3CHO+OH→ CH3CO+H2O (1.12)
CH3CO+O2 +M→ CH3C(O)OO+M (1.13)
CH3C(O)OO+NO2 +M→ PAN+M (1.14)
If the PAN remains at low temperatures (e.g. if it is rapidly lofted into the high
troposphere) then it can be transported further than NO2. The thermal decomposition
of PAN, which occurs when air descends and warms, results in the simple reaction
shown below which releases the NO2. The NO2 is then available to create ozone.
PAN heat−−→ CH3C(O)OO+NO2 (1.15)
High emissions of CO, VOCs and NOx result in high ozone concentrations.
However the relationship between the two groups of reactants is non-linear.
Increasing the emissions of NOx or VOCs (including CO) will not necessarily result in
an increase in O3 concentration. Figure 1.4 shows the resulting O3 when increasing the




Figure 1.4: Ozone concentration (ppb) as a function of NOx and hydrocarbon (i.e. VOC)
emissions. Above the thick line is a NOx-limited environment and below the thick line is a
VOC-limited environment. Taken from Jacob (1999).
If an increase in NOx emissions occurs and emissions of VOCs remains constant,
then the O3 will not increase linearly with the increase in NOx emissions (and vice-
versa). If there is an abundance of NOx in the environment and not enough VOCs to
produce more O3, then this environment is considered to be VOC-limited. Conversely,
if there is a large concentration of VOCs and not enough NOx then the environment is
considered to be NOx limited. However, as O3 destruction is highly dependant on the
concentration of water vapour, describing the environment as NOx or VOC-limited is
not enough to determine the magnitude or sign of the net O3 production with changes
in precursor concentration. This non-linearity of O3 production is important when
considering air-quality legislation as reducing emissions of NOx, VOCs or both may
not result in lower O3 concentrations and in some cases could lead to an increase in
O3.
Figure 1.5 shows a simplified version of O3 chemistry in three different NOx
regimes (low, intermediate and high). These schematics show the reaction cycle for
CO although the same principles apply for VOCs. Each of the three NOx regimes,























































Figure 1.5: Schematic representation of O3 chemistry during the oxidation of CO in a low
NOx environment (a), an intermediate NOx environment (b) and a high NOx environment
(c). The dominant reactions are shown by the black arrows. Diagrams adapted from The Royal
Society (2008).
Low NOx environments (less than 20 ppt) are generally found in regions away
from emission sources (The Royal Society, 2008). As seen in figure 1.5 (a), the CO
reacts with OH to product HO2 which are then removed from the system by a mutual
reaction producing H2O2. This environment results in a net loss of O3 because the
cycle is initiated by the photolysis of an O3 molecule as well as further ozone removal
through reaction 1.16 (The Royal Society, 2008).
HO2 +O3→ OH+2O2 (1.16)
Intermediate NOx environments, usually found in rural regions of industrialised
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countries (The Royal Society, 2008), are characterised by the increase in O3 with
increasing NOx. In this environment HO2 reacts with NO to create NO2 (reaction
1.17) which in turn generates O3 through photolysis (reaction 1.7). The environment
remains NOx sensitive if the levels of NOx remain low enough for formation of H2O2
to be a major sink of HO2. This environment can still be considered NOx limited as O3
levels will increase with an increase in NOx.
HO2 +NO→ NO2 +OH (1.17)
Increasing the NOx levels further will result in a NOx saturated (or VOC-limited)
environment. High NOx environments can be found close to emission sources, often
in urban areas. In this environment, reaction 1.17 is still dominant but O3 production
is limited. The reaction of OH with NO2 (reaction 1.18) becomes the major sink for
radicals and removes both OH and NO2 from the system through the production of
HNO3 (reaction 1.18). Increasing the NOx reduces the number of O3 forming cycles
before the terminations process shown in reaction 1.18. Although O3 is still being
produced, in extremely high NOx environments the net production slows. With more
NOx, there is an increase in reaction 1.19 which destroys O3 and produces NO2, which
in turn is removed by the process described above. An increase in CO or VOCs in this
environment would lead to an increase in ozone and conversely, a decrease in NOx
would also lead to an increase on O3.
NO2 +OH+M→ HNO3 +M (1.18)
NO+O3→ NO2 +O2 (1.19)
O3 in the free troposphere has a mean lifetime of 22 (±2) days, although this
varies with altitude, latitude and season (Jacob et al., 1992; Stevenson et al., 2006). The
lifetime of O3 in the boundary layer (the layer of the atmosphere closest to the surface)
can be as little as 1-2 days where dry deposition (where particles deposit themselves
onto the surface) becomes the largest sink. The lifetime of O3 is determined by the
production and loss rates driven by the emissions of VOCs and NOx as well as the
concentration of OH and the strength of sunlight.
Modelling studies along with limited observations show that tropospheric O3
has been increasing since the 1850s due to an increase in emissions. Atmospheric
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concentrations of O3 have increased by approximately 30% since 1850, in line with
increased precursor emissions from the Northern Hemisphere mid-latitudes (Young et
al., 2013). Modelling O3 is a difficult task and therefore understanding this increase in
concentration is not always straight forward. Accurately modelling ozone formation
and destruction in high NOx environments is difficult with low resolution models
because they struggle to resolve the localised high concentrations of NOx emissions
(Jang et al., 1995; Wild and Prather, 2006). Higher resolution models, along with more
detailed chemical mechanisms are expected to improve modelled O3 concentrations
(Wild, 2007). Monks et al. (2015) list many factors that can control O3 trends
including changes in emissions (anthropogenic, pyrogenic and biogenic), changes in
the stratospheric-tropospheric exchange, changes in land cover and emission patterns
and changes in long-term meteorology. Correctly modelling O3 and attributing the
increase in O3 is important from an air quality perspective as well as testing our
understanding of tropospheric chemistry.
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1.4 Emissions from Biomass Burning
Biomass burning can be broadly defined as any combustion of non-fossilised fuel,
such as wildfires, peat burning, cooking fires and charcoal manufacturing. Wildfires
(in particular, forest fires) represent a significant proportion of all biomass burning
(Akagi et al., 2011) and this thesis will only focus on this sector. Biomass burning
has a large impact on air quality both globally and locally as it can emit a significant
amount of O3 precursors as well as aerosol and carbon dioxide (CO2) (Simoneit, 2002;
Langmann et al., 2009; Jaffe and Wigder, 2012). There is generally a seasonal cycle
to biomass burning, especially in the NH, with the peak fire season during the late
spring and summer months (Werf et al., 2010) when temperatures are higher, the
environment is generally drier and there is a greater frequency of lightning strikes
due to an increase in the number of convective storms.
Emissions from biomass burning can vary dramatically due to the spatio-
temporal variability in fire behaviour. This variation can be due to fire type,
the vegetation being burned, the local meteorology (such as the stability of the
atmosphere), continental meteorology (such as weather fronts and storm tracks),
previously burned area and human interaction (eg. deforestation, fire prevention
or arson). Typical emissions from biomass burning are CO2, NOX, CO, CH4, non-
methane hydrocarbons (NMHCs) and particulate matter which can be both elemental
and organic (Seinfeld and Pandis, 2006; Duncan et al., 2007; Akagi et al., 2011). There
can also be significant emissions of heavy metals such as mercury (Weiss-Penzias et al.,
2007). Understanding the different emissions from different fires is of high importance
in quantifying the impact of a biomass burning event on air quality and chemistry.
Studies have estimated the emissions of non-methane organic compounds
(NMOCs) and CH4 from biomass burning to be at least 400 Tg and 40 Tg respectively
(Seinfeld and Pandis, 2006; Akagi et al., 2011) to the atmosphere every year. The global
contribution of NOx is also estimated to have a contribution of 7.1 Tg yr
−1 compared
to annual global anthropogenic emissions of NOx at 33 Tg yr
−1. A large number of the
NMOCs emitted have been identified in smoke plumes through field and laboratory
studies. Andreae and Merlet (2001) compiled an inventory of NMOCs from wildfires
and identified over 30 non-methane hydrocarbons and 35 oxygenated volatile organic
carbons. Subsequent studies have shown over 90 individual compounds being
emitted from forest fires including classes of compounds (eg. carbonyls with more
than 6 carbon atoms) (eg. Akagi et al., 2012).
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The method most frequently used to characterise emissions from fire is the
emissions factor which is defined as the mass (in grams) of a species emitted from the
fire for every kilogram of dry biomass fuel consumed (Yokelson et al., 1999; Andreae
and Merlet, 2001; Akagi et al., 2011; Urbanski, 2013). Calculating the emission
factors requires knowledge of the carbon content of the fuel being burnt as well as
the carbon budget of the fire and therefore most measurements are performed in
laboratory conditions (e.g. Yokelson et al., 1996; Yokelson et al., 1997; Goode et al.,
1999). The total amount of carbon released is usually measured by summing the
measured concentrations of all carbon containing compounds (CO2, CO, VOCs and
particulate carbon) (Andreae and Merlet, 2001). The emission factor (EFx) is calculated








Where Mbiomass is the amount of fuel burnt, Mx is the mass of compound x released,
[C]biomass is the carbon concentration of the fuel burnt and Mc is the mass of carbon
emitted. The equation can expanded as in equation 1.21
EFx =
[x]
∑([CCO2 ]+ [CCO]+ [CCH4 ]+ [CVOCs]+ [Caerosol])
[C]biomass (1.21)
Where [x] is the concentration of species x in the emissions, [CCO2 ]+ [CCO]+ ... are the
concentrations of the carbon containing species measured in the emissions.
Table 1.2 shows the emissions factors for a select number of species from different
types of biomass burning including tropical forest, savannah, crop residue, pasture
maintenance, boreal forest, temperate forest and extra-tropical forest (Akagi et al.,
2011). These emission factor estimates can then be used in conjunction with land use
estimates, biomass type observations and fire extent observations to produce global
emission estimates and inventories that can be used in atmospheric chemistry models.
Although numerous studies have focused on quantifying the NMOCs from biomass
burning, there is still a great deal of uncertainty in these emissions (Jaffe and Wigder,
2012).
Werf et al. (2010) studied different fire emissions from different biomes across the
globe from 1997 to 2009. Figure 1.6 shows the annual carbon emissions from biomass
burning across the globe per meter squared and per fire count (image pixels above
a threshold infrared temperature) from the MODIS (MODerate resolution Imaging
Spectrometer) satellite instrument. The boreal regions of both North America and
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Carbon Dioxide (CO2) 1643 (58) 1686 (38) 1585 (100) 1548 (142) 1489 (121) 1637 (71) 1509 (98)
Carbon Monoxide (CO) 93 (27) 63 (17) 102 (33) 135 (38) 127 (45) 89 (32) 122 (44)
Methane (CH4) 5.07 (1.98) 1.94 (0.85) 5.82 (3.56) 8.71 (4.97) 5.96 (3.14) 3.92 (2.39) 5.68 (3.24)
Acetylene (C2H2) 0.44 (0.35) 0.24 (0.10) 0.27 (0.08) 0.21 (0.29) 0.18 (0.10) 0.29 (0.10) 0.19 (0.09)
Ethylene (C2H4) 1.06 (0.37) 0.82 (0.35) 1.46 (0.59) 1.28 (0.71) 1.42 (0.43) 1.12 (0.35) 1.38 (0.42)
Ethane (C2H6) 0.71 (0.28) 0.66 (0.41) 0.91 (0.49) 0.95 (0.43) 1.79 (1.14) 1.12 (0.67) 1.70 (1.05)
Propadiene (C3H4) 0.016 (0.0066) 0.013 (0.005) – 0.020 (0.009) – – –
Propylene (C3H6) 0.64 (0.43) 0.79 (0.56) 0.68 (0.37) 0.85 (0.66) 1.13 (0.60) 0.95 (0.54) 1.11 (0.61)
Propyne (C3H4) – – – – 0.059 – 0.059
Propane (C3H8) 0.126 (0.060) 0.10 (0.067) 0.28 (0.15) 0.22 (0.10) 0.44 0.26 (0.11) 0.42 (0.18)
n-Butane (C4H10) 0.038 (0.023) 0.016 (0.013) 0.072 (0.036) 0.040 (0.018) 0.12 0.083 (0.10) 0.12 (0.14)
i-Butane (C4H10) 0.011 (0.009) 0.0043 (0.0027) 0.025 (0.013) 0.014 (0.0063) 0.042 – 0.042
i-Butene (C4H8) 0.11 (0.051) 0.024 (0.0051) 0.117 (0.060) 0.11 (0.05) 0.11 – 0.11
n-Pentane (C5H12) 8.03×10−3 (8.03x10−3) 0.0032 (0.0032) 0.025 (0.012) 0.0056 (0.0025) 0.085 – 0.085
i-Pentane (C5H12) 0.010 (0.010) 0.0022 (0.0032) 0.020 (0.012) 0.0074 (0.0033) 0.038 – 0.038
Isoprene (C5H8) 0.13 (0.056) 0.039 (0.027) 0.38 (0.16) 0.12 (0.055) 0.15 – 0.15
Cyclopentane (C5H10) – – 0.0019 (0.0012) – – – –
Heptane (C7H16) 5.60×10−3 0.0070 (0.0072) – – 0.048 – 0.048
Benzene (C6H6) 0.39 (0.16) 0.20 (0.084) 0.15 (0.04) 0.70 (0.32) 1.11 – 1.11
Toluene (C6H5CH3) 0.26 (0.13) 0.080 (0.058) 0.19 (0.06) 0.34 (0.15) 0.48 – 0.48
Xylenes (C8H10) 0.11 (0.082) 0.014 (0.024) – 0.11 (0.050) 0.18 – 0.18
α-Pinene (C10h16) – – – – 0.018 – 0.018
B-Pinene (C10H16) – – – – 1.64 – 1.64
Ethanol (CH3CH2OH) – – – – 0.055 – 0.055
Methanol (CH3OH) 2.43 (0.80) 1.18 (0.41) 3.29 (1.38) 5.84 (3.42) 2.82 (1.62) 1.93 (1.38) 2.70 (1.75)
Phenol (C6H5OH) 0.45 (0.088) 0.52 (0.36) 0.52 (0.14) 1.68 (3.34) 2.96 0.33 (0.38) 2.60 (3.00)
Formaldehyde (HCHO) 1.73 (1.22) 0.73 (0.62) 2.08 (0.84) 1.90 (1.11) 1.86 (1.26) 2.27 (1.13) 1.92 (1.14)
Glycolaldehyde (C3H4O2) 2.84 0.81 (0.38) 2.01 (0.38) – 0.77 0.25 (0.45) 0.70 (1.26)
Acetaldehyde (CH3CHO) 1.55 (0.75) 0.57 (0.30) 1.24 (0.28) 2.40 (1.08) – – –
Acrolein (C3H4O) 0.65 (0.23) – – – – – –
Acetone (C3H6O) 0.63 (0.17) 0.16 (0.13) 0.45 (0.07) 1.05 (0.47) 0.75 – 0.75
Methacrolein (C4H6O) 0.15 (0.045) – – 0.40 (0.18) 0.087 – 0.087
Methyl Vinyl Ketone (C4H6O) 0.39 (0.11) – – 1.00 (0.45) 0.20 – 0.20
Methyl Ethyl Ketone (C4H8O) 0.50 (0.21) – – 0.94 (0.42) 0.22 – 0.22
Acetonitrile (CH3CN) 0.41 (0.10) 0.11 (0.058) 0.21 (0.06) 0.55 (0.25) 0.61 – 0.61
Nitrogen Oxides (NOx as NO) 2.55 (1.40) 3.9 (0.80) 3.11 (1.57) 0.75 (0.59) 0.90 (0.69) 2.51 (1.02) 1.12 (0.15)
Sulfur Dioxide (SO2) 0.4 (0.19) 0.48 (0.27) – 0.32 (0.14) – – –
PM2.5 9.1 (3.5) 7.17 (3.42) 6.26(2.36) 14.8 (6.7) 15.3 (5.9) 12.7 (7.5) 15.0 (0.75)
PM10 18.5 (4.1) – – 28.9 (13.0) – – –
Table 1.2: Emission factors (g kg−1) for a select number of species from different types of
biomass burning. Numbers in brackets show an estimate of the natural variation where
available. Adapted from Akagi et al. (2011).
Siberia have high emissions of carbon, comparable with emissions from tropical
regions such as the Amazon. The boreal region contains approximately 800 Pg of
carbon in both forest and peatland areas, both of which are susceptible to burning
(Werf et al., 2010).
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Figure 1.6: Figure a shows fire emissions per m2 burned area (gCm−2year−1). Figure b
shows emissions per MODIS fire count (×106 kgC year−1firecount−1). Data is averaged over
2001–2004. Taken from Werf et al. (2006).
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1.5 Fire Extent and Characteristics
Boreal forests are the largest of the globe’s forest biomes representing approximately
one third of all forest cover (Groot et al., 2012). This biome is found across the NH
between temperate forests to the south (at approximately 50◦N) and tundra to the
north (at approximately 70◦N). Approximately 30% of boreal forest are found in North
America with the rest in Eurasia, with the total of all boreal forest covering around 1.3
billion hectares (FAO, 2001; Groot et al., 2012). Figure 1.7 shows the extent of boreal
forests on the globe.
Figure 1.7: The extent of boreal forests. Image taken from Wikipedia (2016).
Vegetation type is of key importance to fire characteristics as this will determine
such factors as fuel consumption, flammability and fire type (e.g. smouldering or
flaming). Boreal forest are dominated by pine (Pinus banksiana, Pinus resinosa, Pinus
sylvesris), spruce (Picea galuca, Picea mariana), poplar (Populus tremula), aspen (Populus
basalmifera, Populus grandidentata), maple (Acer rubrum) and fir (Abies balsamea, Abies
sibirica) (Groot et al., 2012; Palmer et al., 2013). The composition of the forest is
dependant on geographical location such as high concentrations of maple in NE
USA and higher concentrations of pine in mid-Siberia. These plant types create
very different emissions from fire when compared to savannah grasslands or tropical
regions.
Due to the differing vegetation as well as different meteorology, fires in boreal
regions can behave in very different manners. A study by Groot et al. (2012) shows
the difference in fire regimes between Russian and Canadian boreal regions from 2001
21
1.5 Fire Extent and Characteristics
to 2007. They conclude that the Canadian study area had larger fires with more fuel
burned and higher intensities while the Russian study area had a larger number of
small fires and larger total area burned. They calculate that the Russian study area
emitted twice the amount of carbon annually than Canadian forest fires due to the
larger burnt area.
The maximum altitude at which emissions from fire enter the atmosphere,
known as the injection height, has a large influence on the resulting transport and
chemistry of the plume. The injection height of pyrogenic emissions is function of
local meteorology and fire energy (Val Martin et al., 2010). There is large variability of
the injection height of biomass burning emissions with some biomass burning events
staying entirely within the planetary boundary layer (PBL) while some reach beyond
the tropopause, injecting aerosol and trace gases into the stratosphere. The mass of
emissions injected into different layers of the atmosphere has a large impact on the
distribution of emissions as well as the resulting air quality (Sofiev et al., 2013). Figure
1.8 shows the mean injection height of biomass burning emissions during August from
2000 – 2012 over the globe for both day and night. The diurnal cycle in injection height
is important because the differing chemistry during sunlight hours and night-time will
change the concentration of emissions.
Figure 1.8: Mean injection height (in meters) of biomass burning emission in August from
2000 – 2012 for night (left) and day (right) from Sofiev et al. (2013).
The injection height of biomass burning in this figure was calculated using the
radiative power of the fire (obtained via remote sensing), the PBL height (calculated
using observations and modelled data) and the buoyancy of the free troposphere using
the Brunt-Väisälä frequency (Sofiev et al., 2012). Equation 1.22 shows the generic
formula to determine the injection height of emissions from biomass burning.
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Where Hp is the height of the top of the plume, Hpbl is the height of the boundary
layer, FRP is the fire radiative power and NFT is the Brunt-Väisälä frequency in the
free troposphere. Normalised fire power (Pf0) and the Brunt-Väisälä frequency N20 are
constants of 106 W and 2.5× 10−4s−2. The remaining parameters are introduced to
determine the proportion of the PBL to which emissions can pass through freely (on a
scale from 0 – 1) (α), to weight the contribution of the fire intensity (β ), to determine
the power-law dependence on FRP (γ) and to define the dependence on the stability of
the free troposphere (δ ). The later parameters obtained from the calibration formula
from the Multi-Angle Imaging Spectro-Radiometer (MISR) instrument on board the
NASA TERRA satellite and are: α = 0.24, β = 170m, γ = 0.35 and δ = 0.6 (Sofiev et al.,
2013). To obtain the monthly mean of the injection heights, the daily injection height
was calculated on a 1◦ × 1◦ global grid and the mean was taken for each grid point for
each month.
There are numerous studies that use satellite data to try and determine which
fires have enough energy to break through the PBL (eg. Kahn et al., 2008; Gonzi et
al., 2015). If a plume were to break through the PBL there could be a change in the
direction and transport time of the plume. Biomass burning which breaks through the
PBL can be transported over continental scales (e.g. Val Martín et al., 2006; Real et al.,
2007). Changes in plume chemistry can occur due to the difference in temperature and
water vapour available for both reactions and wet deposition at different altitudes of
the atmosphere. Kahn et al. (2008) estimate at least 10% of fires reached beyond the
PBL and into the free troposphere. Figure 1.9 shows from a five year study (2002 -
2007) by Val Martin et al. (2010) that the median height of a boreal fire is around 1
km but can reach up to 5 km. The injection height in this study was calculated using
the MISR instrument. This calculation does not use equation 1.22 to calculate injection
heights and instead uses observations over multiple viewing angles to detect layer
heights for smoke, aerosol and cloud above the surface (Diner et al., 1998; Val Martin
et al., 2010). Compared to other biomes, biomass burning in boreal regions tends to
have a higher injection height (figure 1.9).
As well as affecting the energy of the fire, the type of fire (eg. smouldering or
flaming combustion) will help determine the type of emissions from the burning. In
smouldering fires, the available nitrogen tends towards being emitted as ammonia
(NH3) and hydrogen cyanide (HCN) whereas flaming combustion tends towards
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Figure 1.9: Distribution of median height above the terrain for smoke plumes in different
biomes. The median is shown by the red circles, the means by black squares. The coloured box
shows 67% of the data and the whiskers shows 95% of the data. Data that falls outside this
reach are plotted with black circles. Taken from Val Martin et al. (2010).
higher emissions of nitrogen monoxide (NO) due to more oxygen being readily
available (Yokelson et al., 2013; Jaffe and Wigder, 2012). The modified combustion
efficiency (MCE), shown in equation 1.23, can be used to determine the type of fire
(e.g. Groot et al., 2012). The MCE uses the ratio CO and CO2 emissions, based on the
principle that more CO2 is emitted relative to CO when a fire is flaming, and vice versa
for a smouldering fire. To determine the ratio of the two products, the enhancement
of CO and CO2 in a biomass burning plume when compared to background levels is






The MCE gives a percentage of the combustion efficiency with pure flaming
combustion giving results of near 100% (due to the higher ratio of CO2 being emitted).
Pure smouldering fires would give values of around 80% due to a larger ratio of CO
being emitted (Yokelson et al., 1999). MCE can also be influenced by meteorological
factors such as relative humidity, wind, temperature and by fuel load and moisture
(Jaffe and Wigder, 2012). Boreal fires tend towards flaming combustion with a high
frequency of canopy fires (Stocks et al., 2004; Groot et al., 2012). Although there is a
high frequency of crown fires there is also a large amount of below ground biomass in
boreal forests which will also burn and contribute towards the total emissions of the
fire (Akagi et al., 2011).
Since meteorology plays a large part in MCE, a changing climate is anticipated
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to affect biomass burning across the globe. Modelling studies have shown a large
increase in fire activity as the climate warms (eg. Gillett, 2004; Westerling et al., 2006;
Knorr et al., 2016b). Although fire behaviour is variable year to year, studying long
term fire patterns can give us an insight into how fire behaviour may change in the
future. Periods of drier, hotter weather will likely increase the risk of fire and the
resultant increase in lightning strikes create a higher chance of fires starting (Scholze
et al., 2006). The changing meteorological patterns will also change where fires are
likely to occur as well as the characteristics of the fire such as longevity and intensity
(Knorr et al., 2016a).
Along with injection height and MCE, meteorology also plays a key part in the
both the release and transport of emissions from biomass burning. The likelihood
of a fire occurring, as well as the fire size and longevity, heavily depends on the
meteorological conditions. The most common cause of ignition for boreal forest fires
is lightning strikes (Müller et al., 2013; Veraverbeke et al., 2017) which require dry
conditions to grow into a large forest fire. The surface heating and initial buoyancy
of the air in which the species are emitted with help to determine the strength of
the updraught above a fire (Freitas et al., 2006; Trentmann et al., 2006; Rio et al.,
2009). Once the emissions have been injected into the atmosphere, the wind sheer
and direction will determine the extent of the transport of the plume.
Meteorology also impacts the chemistry of a biomass burning plume. Mixing of
the atmosphere through turbulence, temperature, humidity, pressure and availability
of sunlight all determine reaction rates and therefore species concentrations (Seinfeld
and Pandis, 2006). Along with directly determining reactions, dry and wet deposition
rates are also influenced by meteorology with species removal via precipitation or
settling out of the atmosphere during periods with little or no updraughts (Monks et
al., 2012; Taylor et al., 2014). If biomass burning emissions remain in the atmosphere
for long enough, they will eventually be mixed with the background air.
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1.6 Atmospheric Chemistry Modelling
To better understand the chemistry of the atmosphere, computer models have
been developed and used in conjunction with observations and laboratory studies
to forecast, hindcast and interpret atmospheric measurements of the atmosphere
from the micro-physical scale to the global scale. A model of the atmosphere
represents a simplified version of the real world based on knowledge of physical
and chemical constraints (Brasseur and Jacob, 2017). Atmospheric chemistry models
have been used used since the 1920s with the development of the stratospheric O3
mechanism by Chapman (1929). This simple model used well known chemical
reactions and the physics of the atmosphere to accurately represent a layer of O3
in the stratosphere. With the advancement of computing and wider knowledge
base, atmospheric chemistry models now range from 1-dimensional models (both
Lagrangian and Eulerian) to 3-dimensional Global Chemistry Models (CTMs). CTMs
have been developed to specifically study the composition of the gases and aerosols
found within the atmosphere on a global scale and can be used for air quality or
climate change studies.
CTMs simulate chemistry and transport of chemical species in the atmosphere.
They are driven by meteorological fields and emission data in conjunction with
chemistry schemes (which include deposition schemes) and advection schemes. By
combining meteorology, chemistry and emissions, a representation of the atmosphere
can be made. Most CTMs do not calculate meteorology within the model framework
and will instead take meteorological variables needed for transport and chemical
reactions from dedicated meteorology models or reanalysis data. Meteorological
models calculate the 3D weather and atmospheric circulation fields using established
physical formulas on fluid dynamics and thermodynamics among others. They can be
used for numerical weather prediction (NWP) as well as global circulation simulations
at coarser resolutions. Reanalysis data uses the output from NWP and combines
this data with meteorological observations through data assimilation to produce
physically consistent meteorological fields. The most common meteorological
variables needed are wind vectors, temperature, humidity, pressure and the vertical
structure of the atmosphere (boundary layer, tropopause etc). By using pre-calculated
meteorological fields (ie. from reanalysis data), significant savings on computing
power can be made. CTMs using pre-calculated meteorological fields are known as
"offline" models. "Online" models, where the meteorology and chemistry calculated
simultaneously, have advantages of not needed large achieves of data and can create
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feedbacks between the chemistry and meteorology. When lower resolution general
circulation models are coupled to a CTM, they are often called chemistry-climate
models.
The chemistry schemes within atmospheric chemistry models calculate the
production and loss (including deposition) of species over a given time step through
kinetic equations (Brasseur and Jacob, 2017). The general term for the chemistry
schemes in a model is the chemical mechanism and can vary in complexity based on
what the study requires and the computing power available. As the chemistry of the
atmosphere is vastly complex, each individual reaction cannot be resolved. To tackle
this problem, chemical species can be lumped together by common traits and reactions
can be selectively chosen based on the type of model simulation wanted. The most
comprehensive chemical mechanism used the Master Chemical Mechanism (MCM)
(http://mcm.leeds.ac.uk/MCM) (Sanderson et al., 2003), however most atmospheric
models use much more simplistic chemistry schemes.
Emission fluxes of chemical species within the model are usually provided
by pre-calculated emission fields of the species from a particular source. Sources
can generally be grouped as either anthropogenic, biogenic or pyrogenic (biomass
burning). There are numerous different ways to compile these emission fields,
however, all emissions are either calculated via a bottom-up method or a top-down
method. Bottom-up emission inventories are based on small scale observations and
laboratory studies (for example car exhaust or a chamber study over a plant) and
scaled up based on the extent and distribution across the globe (eg. the amount
of cars being driven or the amount of tree cover) (e.g. Olivier et al., 1999; Giglio et
al., 2010; Streets et al., 2013). Top-down inventories rely on large scale observations
(mainly from satellites) and then calculate where the emissions are most likely to have
originated from and the magnitude of emissions using an inverse model (e.g. Pfister,
2005; Brioude et al., 2013; Jiang et al., 2015). Emission fluxes can be prescribed at
different time steps and spatial resolutions depending on the requirements of the
model and the accuracy of the emission field. For many species (e.g. NO and
isoprene), the diurnal cycle of emissions is important and should be represented
within the emission fields. For others (e.g. CO2 and CH4) the diurnal cycle of
emissions are not as important as the long term variability.
A number of species, in particular biogenic species, have constraints on their
emissions due to meteorology and the composition of the atmosphere. Temperature,
humidity and sunlight (both direct and indirect) can control the magnitude of
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emissions from biogenic sources and therefore meteorology is needed to be taken into
account when calculating the emission fluxes.
1.6.1 GEOS-Chem Atmospheric Chemistry Model
This thesis uses the GEOS-Chem model (Goddard Earth Observing System (GEOS)
- Chemistry) in all modelling analysis shown here. GEOS-Chem was originally
developed at Harvard University but has since become an open-source tool that
is developed and used by numerous research groups across the globe for many
different tasks (www.geos-chem.org). The GEOS-Chem model is a 3-dimensional
atmospheric chemistry model driven by assimilated meteorological fields provided
by the Goddard Earth Observing System (GEOS) of the NASA Global Modelling
Assimilation Office (GMAO) (Bey et al., 2001). A suite of different meteorological
products are available from GMAO to use in GEOS-Chem including high-resolution
(0.25◦ latitude x 0.3125◦ longitude with 72 vertical levels) products and reanalysis
products from 1979 to present. Global runs can be run at either 2◦ latitude x 2.5◦
longitude or 4◦ latitude x 5◦ longitude. Model runs at these simulations can create
boundary conditions for higher resolution nested model runs at either 0.5◦ latitude x
0.666◦ longitude or 0.25◦ latitude x 0.3125◦ longitude, all with 47 vertical levels.
A standard model run in GEOS-Chem uses a host of different emissions data
sets which can be selected for different regions of the world, different time periods
and different model simulations. Specific emission datasets used in this thesis are
described in the individual chapters. Emission data sets that are used throughout this
thesis include GFED-3 (Global Fire Emission Database) for biomass burning emissions
(Giglio et al., 2010), EDGAR (Emission Database for Global Atmospheric Research)
(Olivier et al., 1999), Street (Streets et al., 2013) and biogenic emissions calculated
using the MEGAN (Model of Emissions of Gases and Aerosols from Nature) model
(Guenther et al., 2006) which is integrated into the GEOS-Chem model.
As with the meteorology and emissions, the chemistry within GEOS-Chem
can be adapted to fit the purpose of the study. A "full tropospheric chemistry"
simulation can be performed with 66 chemical tracers which include NOx, O3, CO,
hydrocarbons and halogens and is based on a reduced version of the MCM. This
simulation can be extended to include a full stratospheric chemical mechanism and
aerosol microphysics (accounting for size and aerosol number). Speciality simulations




One such speciality simulation both used and adapted in this thesis is the
"tagged-CO" simulation. The purpose of this simulation is to quantify and attribute
the concentration of CO in a grid box to different sources (e.g. Jones et al. (2003),
Palmer et al. (2003), Palmer et al. (2006), Feng et al. (2009), and Fisher et al. (2010)).
This allows to understand which sources of CO are the most dominant and how they
influence different areas over different time periods. This model simulation works
with the principle that the dominant sink of CO with the reaction with OH (reaction
1.4), this reaction is linear and therefore will be applied consistently to CO regardless
of source. The model works by dividing up sources of CO into different tracers.
These sources can be divided up geographically and by type, for example, biomass
burning from North America or fossil fuel from East Asia. As well as primary sources
(biomass burning, anthropogenic and biofuels), the model also calculates production
of CO from chemical sources, primarily isoprene, monoterpenes, methanol, acetone
and CH4. CO produced from CH4 uses pre calculated global concentrations of CH4,
production from the other chemical sources are all biogenic emissions which are
calculated within the model based on meteorological variables. Reactions rates for
all CO producing reactions are calculated online in the model and applied to the
chemical emissions to get the amount of CO produced. The end product of this type
of simulation is a number of tracers each with a global (or nested regional) grid of
CO concentration from a particular source from a particular region. The sum of these
tagged tracers equals the total CO.
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1.7 Introduction to BORTAS
The Quantifying the impact of BOReal forest fires on Tropospheric oxidants over the
Atlantic using Aircraft and Satellites (BORTAS) experiment has the over-arching aim
to understand how air masses with biomass burning characteristics affect tropospheric
chemistry as they age and travel away from the emission source. This NERC-funded
campaign had two phases (A and B). BORTAS-A took place during July 2010 and
involved measurements throughout mainland Canada from satellites, ground stations
(based in Halifax, Nova Scotia and the Azores) and radiosondes. BORTAS-B took
place a year later (July 2011) and had the same measurements as BORTAS-A with
an additional aircraft campaign based from Halifax, Nova Scotia. Complimenting
this suite of observations is computer modelling of atmospheric chemistry, the
combination of which contribute to achieving the campaign goals (Palmer et al., 2013).
The aircraft used during BORTAS-B was the BAe-146 Facility for Airborne
Atmospheric Measurements (FAAM) aircraft. A full list of the payload of the aircraft
during the campaign can be found in Palmer et al. (2013).
Figure 1.10 shows the fire activity during both BORTAS-A and BORTAS-B.
During 2010, the fires were concentrated at more northern latitudes and were later
in the fire season when compared to 2011. BORTAS-B was largely characterised by a
small number of large fires in north-west Ontario around mid-July. Figure 1.11 shows
the flight tracks from the aircraft during the BORTAS-B campaign and the fires that
occurred during this time. The flight tracks intercepted a number of biomass burning
plumes of different ages allowing for comparison of the changing chemistry of the
ageing plumes. A full overview of the campaign can be found in Palmer et al. (2013).
The work presented in this thesis is part of the analysis of the BORTAS campaign.
The following research uses the data collected as well as using a chemistry transport
model to gain further insight into plume chemistry.
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Figure 1.10: Time and location of active fires during 12th July - 3rd August for 2010 (a) and
2011 (b) informed by ATSR radiance measurements. The colour shows the date of the fire.
Dashed lines show latitude and longitude every 10◦. Taken from Palmer et al. (2013).
Figure 1.11: Flight tracks for the BORTAS-B campaign during July 2011 with the
corresponding flight numbers shown with coloured text. The coloured dots show fire activity
during the campaign period, the solid triangles show ozonesonde launch sites and the solid
square denotes the Dalhousie ground station. The colour scale shows the day number and
applies to both fires and flights. Taken from Palmer et al. (2013).
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1.8.1 Aims
The main aim of this thesis is to better understand the role of boreal biomass burning
on air quality and tropospheric chemistry. I will achieve this aim by looking at the role
of fires in explaining the variability of CO on both long and short time scales as well
as exploring the sensitivity of O3 and O3 chemistry within a biomass burning plume.
The main questions motivating the work presented in this thesis (as stated in
section 1.1) are:
• How accurately does the global 3-D GEOS-Chem atmospheric chemistry
transport model reproduce observations of tropospheric gas-phase chemistry
in near-field and far-field airmasses influenced by boreal biomass burning?
• Can comparing the physical and chemical age of airmasses improve our
understanding of time-dependent tropospheric photochemistry in airmasses
influenced by biomass burning?
• What is the role of in situ ozone photochemistry in biomass burning plumes
on surface air quality as they interact with downwind urban photochemical
environments?
• How much of the observed variation in carbon monoxide over the Northern
hemisphere is due to boreal biomass burning?
1.8.2 Context of Thesis
This thesis aims to build on the BORTAS project (Palmer et al., 2013) and in particular
expand on the work by Parrington et al. (2012) and Parrington et al. (2013). The
BORTAS project, as described in Section 1.7, was designed to quantify the impact
of boreal forest fires on tropospheric oxidants. The work presented here will take
data from the BORTAS field campaign as well as other sources to add to the current
knowledge regarding the impact of boreal biomass burning on tropospheric oxidants.
Parrington et al. (2012) and Parrington et al. (2013) use the BORTAS campaign to
help quantify the influence biomass burning emissions have on O3 distribution across
North America and the North Atlantic as well as quantify the amount of O3 produced
within the biomass burning plumes. Although this work uses the BORTAS data and
the GEOS-Chem model, it does not make direct comparisons of the observations and
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the model. This thesis will aim to address that for both O3 and CO. The thesis also aims
to put the BORTAS campaign into context with longer time periods. Comparison of
the modelled CO and O3 from GEOS-Chem with other datasets, such as satellite data
and other studies (e.g. Heald et al., 2003; Chen et al., 2009; Fisher et al., 2010) will
also be made to provide evidence for the robustness of modelling studies and the
usefulness of long term model assessments.
An issue not addressed by Parrington et al. (2013), along with other studies that
used photochemical ageing (e.g. Parrish et al., 2007; Helmig et al., 2008; Hornbrook et
al., 2011; Irei et al., 2016) was the extent of photochemical retardation within biomass
burning plumes. This thesis aims to show, that by comparing between photochemical
age and physical age, it is possible to quantify the extent to which photochemical
reaction rates are slowed within biomass burning plumes. Photochemical rates within
a biomass burning plume are well known to affect the production and loss of O3
downwind of a fire, and are highly sensitive to environmental conditions (Jaffe
and Wigder, 2012, and references therein). This thesis aims to contribute to the
understanding of O3 production through analysis of plume age and the changes in
photochemical environments.
Changes in plume chemistry emissions transported away from a fire source will
also be investigated, drawing from the work of Alvarado et al. (2009) who studied O3
formation in smoke plumes less than a day old. The work here aims to look at O3
formation further downwind and explore changes in O3 and O3 chemistry as these
smoke plumes interact with other types of emissions. This work will also contribute
to the wider goal presented by the BORTAS campaign.
This thesis also aims to help quantify the influence biomass burning has on
the variability of CO on a national and hemispheric scale by using both modelling
and satellite observations. Biomass burning is variable spatially, temporally and in
intensity resulting in large discrepancies in air quality across the globe and year to
year (Duncan et al., 2003; Werf et al., 2006; Lapina et al., 2008; Castellanos et al., 2013;
Voulgarakis et al., 2013). The long term variability of both biomass burning and CO
has been studied extensively (Holloway et al., 2000; Duncan et al., 2007; Giglio et al.,
2010; Fortems-Cheiney et al., 2011), however, the contribution of biomass burning
to the variability of CO over long periods (> 5 years) is not well constrained. By
using the BORTAS observations, along with satellites and modelling, this thesis aims
to help understand and quantify the influence of biomass burning on CO variability
on different scales.
33
1.8 Aims and Outline of the thesis
1.8.3 Thesis Layout
Chapter Two uses the GEOS-Chem model to quantify the sources of observed CO
during the BORTAS-B campaign and explain their variability. This chapter also
contains a comparison of the modelled CO against observed CO and will show a
novel way of quantifying the age of biomass burning emissions using the model.
The chapter concludes by showing the potential of this new method of ageing
for understanding photochemistry during plume transport. This work has been
published in Finch et al. (2014).
Chapter Three uses a novel method of plume tracking within the GEOS-Chem
model to gain further insight into the production of O3 and the chemistry of a biomass
burning plume as it is transported away from the emission source. This includes a
number of different metrics to quantify the chemistry occurring within the plume
from a Lagrangian perspective as well as the chemistry as a plume moves through
an area (from a Eulerian perspective).
Chapter Four examines the long term behaviour of CO over North America
and the North Atlantic. The MOPITT column retrievals of CO from March 2000 to
December 2014 are used for an evaluation of the GEOS-Chem model. EOF analysis is
used in conjunction with the GEOS-Chem model to determine the modes of variability
in both satellite and model data. The chapter also presents evidence of the influence
of the summertime North Atlantic Oscillation (NAO) in transporting CO from boreal
forest fires in North America across the Atlantic.
Chapter Five presents a review of the findings and conclusions. The chapter and
thesis concludes with the potential of this work to impact on future research directions.
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CHAPTER2
Origin, Variability and Age of
Biomass Burning Plumes Intercepted
During BORTAS-B
ABSTRACT
The GEOS-Chem atmospheric chemistry transport model was used to interpret
aircraft measurements of carbon monoxide (CO) in biomass burning outflow taken
during the 2011 BORTAS-B campaign over eastern Canada. The model has some skill
reproducing the observed variability, with a Spearman’s rank correlation rs = 0.65, but
has a positive bias for observations <100 ppb and a negative bias for observations
> 300 ppb (n = 135). We find that observed CO variations are largely due to fires
over Ontario, as expected, with smaller and less variable contributions from fossil fuel
combustion from eastern Asia and NE North America. To help interpret observed
variations of CO we develop a Eulerian effective physical age of emissions (Ā) metric,
accounting for mixing and chemical decay, which we apply to pyrogenic emissions
of CO. We find that during BORTAS-B the age of emissions intercepted over Halifax,
Nova Scotia is typically 4–11 days, and on occasion as young as two days. We show
that Ā is typically 1–5 days older than the associated photochemical ages inferred
from co-located measurements of different hydrocarbons. We find that the frequency
distribution of differences between the age measures (∆τ) in plumes (defined by
CH3CN> 150 ppt) peaks at 3 days. This corresponds to a chemical retardation (a
slowing of the chemical reaction rate) of 50 %. We find a strong relationship in
biomass burning plumes between Ā and ∆τ (r2= 0.80), which is not present outwith
these plumes (r2= 0.28). We argue that these observed relationships, together with a
robust observed relationship between CO and black carbon aerosol during BORTAS-
B (r2> 0.7), form the basis of indirect evidence that aerosols co-emitted with gases
during pyrolysis markedly slowed down the plume photochemistry during BORTAS-
B with respect to photochemistry at the same latitude and altitude in clear skies.
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2.1 Introduction
The open burning of biomass is an inefficient combustion process, resulting in the
release of a wide range of chemically reactive gases and particles that contribute to
the production of ozone in the troposphere (Goode et al., 2000; Koppmann et al.,
2005; Akagi et al., 2011), with implications for international and national surface
air quality and air quality mitigation strategies. However, the rate and extent of
photochemical ozone production in biomass burning outflow is still a matter of debate
that largely reflects the sensitivity of results to environmental conditions (Jaffe and
Wigder, 2012). In this paper we present an analysis of measurements of carbon
monoxide (CO) from the BORTAS-B aircraft campaign during July 2011 (Palmer et
al., 2013), in conjunction with a 3-D chemistry transport model to understand the
processes that determine observed CO variability and relate the ages of emissions to
the observed photochemical production of ozone.
Ozone production within biomass burning plumes intercepted during the
BORTAS-B campaign (Palmer et al., 2013) has previously been studied using
photochemical age (Parrington et al., 2013; Parrish et al., 2007). Estimating the
photochemical age of a pyrogenic air mass relies on an accurate knowledge of
the hydroxyl (OH) radical, and assumes constant trace gas emission factors from
pyrogenic processes. However, despite these assumptions the photochemical age is
still a useful metric for helping to interpret observed trace gas variations. We introduce
a complementary (weighted-mean) effective physical age metric Ā. Ā can be defined
as the time between emissions into an air parcel and observation (within a model
framework), based on the physical movement of the air parcel. As newer emissions
mix with older emissions, the weighting of these ages within the air parcel favours the
newer emissions, defining the emissions as "fresher" and lowering Ā. Using Ā we can
infer age distributions within an air mass and by comparing Ā with the photochemical
age we can estimate how the physical and chemical environment of the plume has
modified the speed of the in situ plume chemistry.
The main source of CO is the incomplete combustion of fossil fuel, biomass,
and biofuel. There is also a source of CO from oxidation from methane and non-
methane volatile organic compounds (NMVOCs) (Duncan et al., 2007). The main sink
is from the oxidation by OH, resulting in an atmospheric lifetime of weeks to months
depending on latitude and season. We use airborne CO measurements from phase B
of the Quantifying the Impacts of BOReal forest fires on Tropospheric oxidants over
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the Atlantic using Aircraft and Satellites (BORTAS-B) project, July 2011. The overall
objective of BORTAS was to better understand the production of tropospheric ozone
with respect to the chemical evolution of plumes from boreal forest fires, which was
achieved by integrating aircraft (Lewis et al., 2013; Le Breton et al., 2013; O’Shea et al.,
2013), surface (Gibson et al., 2013; Griffin et al., 2013), sonde (Parrington et al., 2012),
and satellite measurements (Tereszchuk et al., 2013) of atmospheric composition.
Phase A of BORTAS was conducted without aircraft in July 2010 (Parrington et al.,
2012).
In the next section we briefly describe the CO data we analyse. The GEOS-Chem
chemistry transport model is described in Sect. 3, including a description of a new age
of emission calculation which we use to interpret the data. Our results are reported
in Sect. 4, including a statistical analysis of the data and a model interpretation of the
data. We give our conclusions in Sect. 5.
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2.2 Data and methods
2.2.1 BORTAS-B carbon monoxide and CH3CN data
Here we use data exclusively from the BORTAS-B aircraft campaign. The focus of
the work shown here is the analysis of CO measurements, which were operated by
the Facility for Airborne Atmospheric Measurements on the BAe-146 atmospheric
research aircraft using a fast-response vacuum-UV resonance fluorescence instrument
(Gerbig et al., 1999). The instrument has an averaging time of 1 s and a precision and
accuracy of 1 ppb and 3 %, respectively. We use measurements of acetonitrile (CH3CN,
not shown), an additional tracer of biomass burning, measured by proton transfer
reaction mass spectrometer (Murphy et al., 2010), to isolate plumes within BORTAS-B.
These measurements have a mean precision of 37 ppt during BORTAS-B (Palmer et al.,
2013). We define plumes as CO measurements corresponding to CH3CN> 150 ppt.
2.2.2 The GEOS-Chem atmospheric chemistry model
We use the GEOS-Chem atmospheric chemistry model (www.geos-chem.org) to
interpret the BORTAS-B CO measurement. The model has been documented
extensively (e.g. Bey et al., 2001; Duncan et al., 2007; Gonzi et al., 2011; Parrington et
al., 2012) and has been described in Chapter One along with the tagging approached
used in this study. Here we include only the details relevant to our study.
We use v9-01-03 of the model, driven by GEOS-5 assimilated meteorological data
from the NASA Global Modelling and Assimilation Office (GMAO) Goddard Earth
Observing System (GEOS). For global simulations we use a spatial resolution of 2◦
latitude by 2.5◦ longitude (a degradation of the native resolution of 0.5◦× 0.667◦) with
47 vertical levels with a temporal resolution of 30 min. For the model runs used to
compare against BORTAS-B aircraft data and the Ā calculations, we use the native
model resolution with 47 vertical levels. We use the Global Fire Emissions Database
(GFED-3), describing biomass burning emissions (Giglio et al., 2010), which has a
three hour temporal resolution; fossil fuel emissions from the Emissions Database for
Global Atmospheric Research (EDGAR, Olivier et al., 1999); and biogenic emissions
from the Model of Emissions of Gases and Aerosol from Nature (MEGAN, Guenther
et al., 2006). We report model calculations from the summers (June, July, August –
JJA) of 2008–2011. We initialize the model in 2007, using previous model output,
and run using a single total CO tracer for 9 months until our study period, JJA 2008.
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During the summer periods we use “tagged” tracers (described below) and between
the successive summer periods we collapse these tagged tracers back to the single
tracer for computational expediency. Data from the spin-up and between the summer
periods is discarded.
For the CO attribution calculations, we use a “tagged” version of the model (e.g.
Jones et al., 2003; Palmer et al., 2003; Palmer et al., 2006; Feng et al., 2009; Fisher et al.,
2010), which uses pre-calculated monthly 3-D OH fields that correspond to a methyl
chloroform lifetime of 6.3 years. Using these fields allows us to linearly decompose
the CO originating from specific processes and geographical regions. This processes is
explained in further detail in Chapter one. Figure 2.1 shows the geographical regions
we use. For biomass burning in the Northern Hemisphere we split North America
into four quadrants, consider Europe as one region, and split Russia/Siberia into
three regions (western, mid, and eastern). We show below that most of the observed
CO over eastern Canada during JJA originates from these regions. For Northern
Hemisphere fossil fuel sources we have combined some regions that do not play a
significant role in the interpretation of the BORTAS-B data. The chemical source of
CO from the oxidation of methane and NMVOCs is treated as one global tracer. In
total, we have 28 tracers (including the background) that sum to the total atmospheric
CO. Wherever we compare the model against data we sample the model at the time
and location of the measurement.
Figure 2.1: Source regions for the tagged CO simulation. Regions outlined in red denote fossil
fuel tagged tracers; regions outlined in green refer to biomass burning tagged tracers.
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2.2.3 Age of emission model calculation
To calculate Ā, we use the “tagged” CO simulation with the same resolution and
meteorology as well as the GFED-3 biomass burning emissions. The model is adapted
to instead emit an arbitrary constant amount to a day-specific tracer wherever there is
active burning during our study period (informed by GFED-3). Once emitted, the
tracer is left to disperse. We assume an atmospheric lifetime τ of 60 days for the
emitted tracers (as shown in chapter one), and therefore a constant reaction rate k.
If we assume that this lifetime is determined by oxidation by OH, as it is for CO,
it corresponds to an OH concentration of 1.9×106 molec cm−3. The age (A) of each
tracer is determined by the number of days since the start of the run minus the tracer
number (not concentration of the tracer). For example, after a 31-day model run, tracer
number 1 has an age of 30 days and tracer number 20 has an age of 11 days. At the end
of a 31 day simulation for July, say, we have 31 tracers, each containing the biomass
burning emissions from the corresponding day.
To account for older air being subject to more dispersion than younger air, we











which represents a weighted mean of the age of each tracer Ai(~x, t), where i denotes the
model day when a tracer was released at the surface. For example, the effective age of
emissions on day ten is the weighted mean of the tracers released from days 1 to 10.
Older emissions are given less of weighting in the mean calculation. The weighting
is determined by the amount of atmospheric dispersion and the chemical loss of the
tracers. Individual age tracers take account of atmospheric mixing LM,i(~x, t), which
is determined by the concentration of the arbitrary tracer after it has been dispersed
in the model. The value of the concentration for each tracer can be regarded as a
quantification of the dispersion of the plume in each model grid box. To determine
the chemical loss of tracer (LC,i(t) ), the tracer has an expected lifetime applied to it,
where LC,i(t) = exp−t/τ . More generally, we can extend this formulation to include
other sink terms such as dry and wet deposition. This method does not account for
the magnitude of CO emitted from any fire, regardless of its size.
For this paper, calculating Ā allows us to quantify the physical age of emissions
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intercepted during BORTAS-B, providing additional information to interpret the
chemical signature of the sampled air masses. It also allows us to determine whether
the air masses intercepted during BORTAS-B were representative of that summer and
of a similar period from preceding years. This method does not account for model
transport error.
We compare our Ā estimates against the associated photochemical ages of plumes
intercepted in BORTAS-B (Parrington et al., 2013). The photochemical age is the time
taken for a tracer to be photochemically removed from a biomass burning plume. It is
based on ratios of NMVOCs close to the emission source (here, determined by flight
B626 in the BORTAS-B campaign over Northwestern Ontario on 26 July 2011) and the
ratio of NMVOCs at the time of observations.
The photochemical age of an air parcel is directly proportional to the constant,
mean OH concentration integrated along its path < [OH]> from the point of emission















where ta denotes the photochemical lifetime of the air parcel due to OH, and < kA >
represents an average reaction rate constant for A with OH (in this case, taken
from Atkinson and Arey, 2003) with a constant temperature of 273 K. [A]E and [A]O
are the concentrations of an NMVOC at the the time of emission and observation,
respectively, used to determine ta.
Extending this approach by using the ratio of two NMVOCs with different
atmospheric lifetimes against oxidation by OH allows us to calculate the


















where [AE]/[BE] represents an emission factor that can be taken from independent
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measurements. Both equations rely on an accurate knowledge of OH to anchor
the calculation: halving the assumed OH concentration doubles the photochemical
lifetime and vice versa.
The photochemical loss of the NMOVCs for the photochemical age metric and
the LC,i(t) term in the Ā metric are the same as both are calculated using the same
assumption of OH. Both methods used to estimate age assume a mean value for OH
(via a prescribed lifetime for Ā) and a reaction rate constant that does not account for
changes in temperature and pressure along the path of the air parcel. These common
assumptions allow us to directly compare the results from the two methods and to
determine the extent of the photochemical retardation.
Photochemical age and Ā are equivalent if the photochemical environment is
determined solely by OH and we have perfect knowledge of this loss term. For
plumes with a photochemical age that is younger than Ā we can assume that the
associated photochemistry has been retarded (a slowing down of the chemical reaction
rates). For an arbitrary gas, retardation processes include gas-phase or heterogeneous
chemistry, or incoming solar radiation extinction via aerosol or clouds; for CO emitted
from pyrogenic processes it is most likely that associated aerosol optical depths are
the culprit for decreased OH. Plumes with a photochemical age that is older than Ā




2.3.1 Statistical analysis of BORTAS-B CO data
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Figure 2.2: Statistical comparison of model and observed CO from BORTAS-B. The
observations have been averaged over the 2◦× 2.5◦ model grid. Left-hand panel shows the
frequency distributions; right-hand panel show the frequency distribution of the model minus
observed CO residuals. Mean and median values are shown on each panel.
Figure 2.2 shows the model and observed CO frequency distributions. Observed
CO concentrations show a long tail of high concentrations with the highest of these
values not reproduced by the model, which is reflected by the mean and median
concentration values. The median model minus observed CO value is −0.1 ppb
showing that the model can be said to perform well when looking at the averages
as it reproduces the observations within a reasonable margin of error. However, we
find the model has a positive bias for observations ≤100 ppb and a negative bias
for observations > 300 ppb (n=135). The largest discrepancies between the model
and the observations generally occur at the largest values of CO. The 99th percentile
value for model and observed CO concentrations are 670 and 436 ppb, respectively.
The interquartile range for BORTAS-B CO concentration data is 87–133 ppb, which
is consistent with data from the NASA ARCTAS-B campaign (Arctic Research of the
Composition of the Troposphere from Aircraft and Satellites, Jacob et al., 2010). The
interquartile range for GEOS-Chem CO concentration data is 84–122 ppb, reflecting
the models tendency to underestimate high CO observations. The largest observed
CO concentrations during BORTAS-B are larger than those observed during ARCTAS-
B (Liang et al., 2011). Figure 2.3 shows that the relative model error [model minus
44
Chapter 2. Origin, Variability and Age of Biomass Burning Plumes
0 2 4 6 8






























Figure 2.3: Relative model error in the GEOS-Chem simulation of CO during BORTAS-B as
a function of altitude described by the box and whiskers approach. The red line and grey cross
denote the median and mean values, respectively.
observation]/model is typically within ± 0.5 but has a range of ± 1.0. The model
overestimates observed CO concentrations between the surface and 800 hPa, with the
largest discrepancy around 800 hPa. The large discrepancy seen at 800 hPa coincides
with the level at which most biomass burning plumes were intercepted during
BORTAS-B. As the overestimation of the model is below 800 hPa, it suggests this
reflects the outflow of CO from biomass burning and fossil fuels. The model generally
has more skill in reproducing the variability of observed CO during BORTAS-B below
600 hPa (Spearman’s rank correlation rs = 0.65) than above 600 hPa (rs = 0.19). In
this case we use Spearman’s rank correlation because it is a more appropriate metric
that can describe the model’s ability to reproduce qualitatively observed elevated
values (plumes) above a background but cannot necessarily capture the value of these
elevated values. The inability of the model to capture these elevated values may reflect
errors in emissions and/or atmospheric transport.
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2.3.2 Tagged CO model output
Table 2.1 shows the tagged model analysis sampled at the times and locations of the
BORTAS-B CO measurements. The largest source of CO and the largest source of CO
variability during BORTAS was biomass burning in NE USA and Canada, as expected,
as there was a large fire in Ontario during this campaign (Griffin et al., 2013). There
are also large but much less variable contributions from the background (air older
than JJA) and from the oxidation of methane and NMVOCs. CO produced by CH4
oxidation typically contributes around 30 % to global concentrations (Duncan et al.,
2007).
Figure 2.4 shows the mean JJA model contributions of total surface CO from
different geographically based sources 2008–2011, described using a horizontal
resolution of 2◦ latitude by 2.5◦ longitude. The contribution from biomass burning
over NW North America is broadly constant from year to year, although the
distribution of the fires varies substantially, with Alaska playing a dominant role only
in 2009 during our study period. The magnitude and the distribution of fossil fuel
emissions from NE North America (predominantly the NE USA) appear reasonably
consistent over the four years, with emissions generally travelling North East with
eventual outflow to the Atlantic Ocean close to Halifax, Nova Scotia. Similar to North
America, Siberian biomass burning has substantial spatial variability from year to
year, with its location playing a key role in determining its eventual impact on North
America and Europe. During 2010 the largest CO concentrations originated from East
Siberia and spread across the Northern Hemisphere. In contrast, during BORTAS-
B in 2011 most of the fire activity was further SW and had less of an impact over
eastern Canada. Fires from mid-Siberia had a larger influence on total CO during
2008–2009, with very little activity during 2010–2011. There is a consistently small
contribution to BORTAS observations from fossil fuel combustion from East Asia (not
shown), peaking at around 400 ppb over China but quickly dropping off to around
10 ppb by the time it has crossed the Pacific. Differences between our Fig. 2.4 and Fig. 9
from Palmer et al. (2013), also showing polar CO concentrations during BORTAS-B,
are due to different biomass burning inventories. Here, we use GFED-3 (see above)
and Palmer et al. (2013) used the Fire Locating and Modeling of Burning Emissions
inventory (Reid et al., 2009).
Figure 2.5 shows that biomass burning from NW North America is still a
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Table 2.1: Contribution of CO from geographical sources averaged over all BORTAS-B flights,
lumping all other contributions < 2 ppb into “Other”. “Background” refers to any residual CO
before the beginning of the BORTAS-B period.
Tracer source Mean SD
(ppb) (ppb)
NE USA and Canada biomass burning 55.4 134.6
East Asian fossil fuel 11.9 3.4
North East American fossil fuel 7.9 15.4
NW USA and Canada biomass burning 6.2 4.5
North West American fossil fuel 3.4 2.2
Mid-Siberia biomass burning 2.0 0.7
Other 7.9 4.2
Methane and NMVOCs 45.5 12.4
Background 10.7 2.3
dominant factor in the variability of total CO in the free troposphere. During 2010,
these fires contributed around 50 ppb of CO into the upper troposphere, causing
widespread pollution during July. Typically these emissions contribute about 10 ppb
of CO over Europe. Contributions from east Siberia and mid-Siberia appear to be
consistent over the 4 years except during 2010, when very little material is transported
into the free troposphere. In general, the magnitude and distribution of the fossil fuel
source is consistent across the 4 years, with weather systems lofting surface emissions
to the free troposphere.
The widespread and persistent source of CO (approximately 10 ppb) from Asian
anthropogenic sources over the Northern Hemisphere (not shown) agrees with the
ARCTAS-A study (Fisher et al., 2010) and ARCTAS-B (Bian et al., 2013). Relative to
ARCTAS-A, BORTAS-B generally shows a much larger contribution to the total CO
from boreal biomass burning, reflecting the timing of ARCTAS-A in April 2008 before
the beginning of the main fire season. For JJA 2008–2011 we find that boreal biomass
burning represents a significant contribution to the total surface CO over the Western
Arctic region defined as 50–90◦N, 170–40◦W, following Bian et al. (2013). Analysis of
ARCTAS-B data showed that boreal biomass burning contributed approximately 25 %
of CO in this region during July 2008 (Bian et al., 2013). We find that boreal biomass
burning contributes 25–45 % of the total CO for the defined Western Arctic region for
all years, peaking at > 90 % of the total CO over intense burning areas. During 2008
we find our results are broadly consistent with Bian et al. (2013) but at the lower end
of their range. The discrepancy between these results is likely due to using different
emission inventories, with Bian et al. (2013) using the Quick Fire Emissions Database.
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2.3.3 Effective physical age of air
Figure 2.6 shows the mean model statistics for Ā during July 2008–2011 at 95
and 50◦W, averaged over 45–60◦N, representing the approximate western and
eastern boundaries of the measurements sampled during BORTAS-B. We consider
four altitude bins, corresponding to the boundary layer (0–2 km), lower and mid
troposphere (2–4 and 4–6 km, respectively), and upper troposphere (> 6 km). At the
western boundary, emissions from 2008 have a median age of seven days, 2009 has a
median age of 10 days, and 2010 and 2011 have a median age of five days. We find
that the older age of emissions during 2009 is due to fewer fires along the western
boundary and consequently a larger influence from Alaska and further afield. Air
sampled at the eastern boundary is older, as expected with the exception of the upper
troposphere (> 6 km) which shows similar median ages from the western boundary
to the eastern boundary. We find that the median age distributions for our study
period at the eastern boundary were between 10 and 13 days, with a corresponding
interquartile range of 7–13 days at altitudes <2 km except for 2009, when there was
an older interquartile age range of 7–17 days. The difference in Ā between the two
boundaries decreases with increasing altitude; above 4 km, ages are indistinguishable
because air is more well-mixed and influenced by emissions outside the domain.
Emissions clearly get older as they move from the west towards the Atlantic, with
an increase in median age of approximately three days for all years except 2009, when
the age difference between the west and east boundaries is approximately one day
in the lower troposphere and insignificant at higher altitudes. We attribute this lack
of ageing in 2009 to fewer Canadian fires during July, as mentioned above. Boreal
biomass burning in 2009 started earlier in the year and was more prominent in Alaska
and Siberia. Emissions tend to be older at 50◦W at lower altitudes (not shown). This
may be a result of fresher emissions being lofted higher into the atmosphere as they
travel. Figure 2.6 also shows that the median value of Ā (six days) sampled during
BORTAS-B falls within the range of model emission ages at 95◦W, with the majority of
measurements taken at 65–40◦W. We find a similar observed median value of Ā for all
altitudes, which is typically lower than the model free troposphere. This bias towards
younger ages reflects the sampling strategy of BORTAS-B, which was to intercept fresh
biomass plumes.
Figure 2.7 shows an example of Ā on 20 July 2011, which is used as a case study in
other BORTAS studies (e.g. Griffin et al., 2013; Franklin et al., 2014). Figure 2.7a shows
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longitudinal and latitudinal cross-section views of emissions as they are transported
from the Thunder Bay region (50◦N, 88◦W). By the time the plume is observed on
20 July by ground-based observatories over Toronto (43.70◦N, 69.40◦W) (Griffin et al.,
2013) and Halifax (44.6◦N, 63.59◦W) (Franklin et al., 2014) the plume is approximately
5–7 days old, corresponding to an emission on 14–15 July. Figure 2.7b shows that the
transported air, intercepted at 63◦W, is composed of a young plume (4–5 days old)
surrounded by older air (7 days old) over 47–55◦N. Previous BORTAS-B studies have
used the NOAA HYbrid Single-Particle Lagrangian Integrated Trajectory (HYSPLIT)
model (Draxler and Hess, 1998), driven by meteorological reanalyses data from
the National Center for Environmental Prediction (NCEP) Global Data Assimilation
Program (GDAS) to interpret ground-based remote-sensing data collected during
BORTAS-B (Griffin et al., 2013; Franklin et al., 2014). We find that our Eulerian age of
emissions estimates are typically a day older than those determined by the HYSPLIT
model during 19–21 July 2011, when ground-based observations reported elevated
concentrations due to biomass burning (Gibson et al., 2013; Griffin et al., 2013; Franklin
et al., 2014).
Figure 2.8 shows that Ā averaged over all BORTAS-B flights is generally
consistent with the associated median photochemical age of 6 days, determined using
NMVOC ratios (Parrington et al., 2013). However, on individual days Ā is between
1 – 5 days older than the photochemical age. The photochemical ages have an
interquartile range of 3 to 13 days while Ā has an interquartile range of 5 to 9 days.
Splitting the data into individual flights reveals some substantial differences between
the photochemical ages and Ā. Figure 2.9 shows that Ā minus photochemical age (∆τ)
has distinct frequency distributions within and outwith plumes. Within plumes, the
distribution peaks at ∆τ = 2–4 days (median 1.8 days), while outwith plumes there
is a relatively flat distribution. We find no significant difference to our results if we
average the photochemical ages onto the model grid prior to the analysis. Figure 2.9
shows that high values of CO relate to ∆τ of 2–4 days, corresponding to a mean
(median) fractional difference of 0.44 (0.40); and a weaker relationship between ∆τ
outwith plumes, corresponding to a mean (median) fractional difference of 0.11 (0.10).
Figure 2.9 also shows that ∆τ increases with Ā within plumes (r2= 0.80) from close to
zero at 3–4 days to > 5 days for plumes older than 10 days. There is a much weaker
relationship between these two age variables outwith plumes (r2= 0.28). This shows
that within the plume, the difference between Ā and the photochemical age increases
as Ā increases meaning the photochemistry within the plume is being slowed relative
to outwith the plume. The older the plumes gets (with regards to Ā) the greater the
difference between Ā and the photochemical age which also shows the slowing of the
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photochemistry is occurring throughout the lifetime of the plume.
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Chapter 2. Origin, Variability and Age of Biomass Burning Plumes
Figure 2.6: Box and whiskers plot showing the mean physical age of emissions (Ā) for different
altitudes (<2 km, 2–4 km, 4–6 km, and > 6 km) at the longitudinal boundaries of the BORTAS-
B domain (45◦N–60◦ N, 95◦W–50◦W) during July 2008, 2009, 2010, 2011, and for the model
sampled along the BORTAS-B flights. Within the box, the upper, middle, and lower horizontal





Figure 2.7: Age of emissions on 20 July 2011 (a) 120–40◦W and 0–7 km, averaged over 45–
55◦N; and (b) 40–70◦N and 0–7 km at 63◦W, the same longitude as the Dalhousie University,
Halifax, NS, surface measurements (Palmer et al., 2013). Location of Dalhousie University is
shown by the black arrow.
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GEOS-Chem Physical Effective Age
Photochemical Age
Figure 2.8: Box and whiskers plot of the age of air observed during individual BORTAS-B
aircraft flights: photochemical age using BORTAS-B data (red) and effective age Ā using the
GEOS-Chem model (blue). The box and whiskers plots for all flights are shown in the two
right-hand columns. Within the box, the upper, middle, and lower horizontal bars denote
the first quartile, the median, and the third quartile. The full range of data is shown by the
whiskers.
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Figure 2.9: Left panel: frequency of effective age Ā minus photochemical age, ∆τ (days,
left axis), and CO concentration (ppb, right axis). The number of measurements n for
each classification is shown. Right panel: scatter plot of ∆τ and Ā. Red dots denote CO





We used the GEOS-Chem global atmospheric chemistry model to interpret observed
variations of CO taken during the BORTAS-B aircraft campaign over eastern Canada
in July-August 2011. We reported a median model minus observed CO difference
of −0.1 ppb, reflecting the long observed tail of elevated CO concentrations that are
not reproduced by the model. The model has a positive bias below observed values
of 100 ppb and a negative bias above 300 ppb. We found that the larger differences
between the model and the observations were in the mid troposphere, where we
found that pyrogenic CO peaked. The model has some skill at reproducing the mean
observed statistics in the lower troposphere (Spearman’s rank correlation rs = 0.65),
and less in the mid to upper troposphere (rs = 0.19). The difference in model skill at
different altitudes is likely due to (a) misdiagnosing subgrid-scale vertical mixing of
pyrogenic material lofted by surface heating due to fires, and (b) errors in biomass
burning emission inventories.
Using a linearly decomposed version of the model we found that most of the
observed variability in CO concentration during BORTAS-B was due to Canadian
biomass burning, as expected, with a smaller contribution from Siberian biomass
burning and NE North American fossil fuel combustion. We used the model to
put BORTAS-B into the wider temporal context of 2008–2011. We found that North
American biomass burning is broadly constant (45 % of total CO) over this period
although the spatial distribution of fires varies substantially. The variation of Siberian
biomass burning is more extreme, with large contributions to total CO over North
American during some years (2008–2009) and very little activity in other years (2010–
2011), reflecting the spatial extent and geographical position of the fires. Based on
our analysis of the source contributions to North American CO during the (limited)
four-year period, we conclude the source contributions observerd during BORTAS-B
(2011) was not anomalous as the relative contribution from different sources to total
CO remained consistent throughout the study period.
Previous work has shown that ozone production within biomass burning plumes
can be described using photochemical ageing (Parrington et al., 2013). In this
paper we describe a new Eulerian method to quantify the effective physical age of
emissions Ā, taking account of mixing and chemical decay of emitted air masses of
varying age. We found that during BORTAS-B, values of Ā for air masses intercepted
over Halifax, Nova Scotia are typically 4–11 days old but occasionally as young as
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two days, corresponding well to analysis of concurrent ground-based observations at
the Dalhousie ground station (DGS) in Halifax, NS (Gibson et al., 2013). We found
that our Eulerian age of emission estimates are typically a day older than those
determined by the the HYSPLIT model during 19–21 July 2011 when ground-based
observations reported elevated concentrations due to biomass burning (Gibson et
al., 2013; Griffin et al., 2013; Franklin et al., 2014). We attributed this difference in
age to our method accounting for older air masses that are not explicitly considered
by HYSPLIT. We compared the values of Ā calculated using our method to the
corresponding photochemical ages, using ratios of NMVOCs (Parrington et al., 2013),
and found that values of Ā are typically 1–5 days older. We found that the median
difference between the age measures in plumes (defined as CH3CN> 150 ppt) peaks
at 3–5 days, compared to a muted distribution for background CO concentrations,
corresponding to a chemical retardation of 50 %. This chemical retardation means the
chemical reaction rates within the plume have been slowed down when compared
to expected reaction rates in ambient conditions. This means that species do not get
destroyed as quickly as would be expected. The photochemistry in this case was 50%
slower than expected as the photochemical ages were approximately 50% lower than
the corresponding physical age of air. We also found that in plumes ∆τ increased with
physical age (r2= 0.80); this was much less pronounced outwith plumes (r2= 0.23).
Based on ∆τ within and outwith plumes and on a strong relationship between CO and,
for example, black carbon aerosol during BORTAS-B (r2> 0.70, Taylor et al., 2014), we
hypothesize that ∆τ variations provide evidence that pyrogenic aerosols slow down
the plume photochemistry for many days downwind of the point of burning.
Previous work has shown, using a photochemical model, that the observed
ozone tendency of Alaskan forest fire plumes observed over the North Atlantic
during 2004 was consistent with a reduced photolysis rate of approximately 20 %
that could be due to aerosol loading within/above these plumes (Real et al., 2007).
Our analysis of photochemical age versus Ā suggests a larger retardation to the
plume photochemistry. One important counter-argument to our analysis of ∆τ that
could reconcile Ā and photochemical ages is that the photochemical age could have
a negative bias. The method, described in detail by Parrington et al. (2013), relies on
variation of NMVOC ratios that have different chemical lifetimes against oxidation by
OH. As we discuss, the lifetime calculation is anchored by an assumption of a constant
OH concentration. The BORTAS-B data analysis assumed an OH concentration of
2× 106 molec cm−3 that was chosen to be representative of a northern mid-latitude
summertime OH concentration (Spivakovsky et al., 2000). Halving (doubling)
the assumed OH concentration would increase (decrease) the photochemical age.
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Although a halving or doubling of OH is unlikely, with a more realistic range at these
latitudes and altitudes being between 1 – 2.5 × 106 molec cm−3 (Lawrence et al., 2001),
this shows the sensitivity of photochemical age to the assumed OH concentration.
The photochemical age is linearly dependant on the OH concentration and therefore
having a constant OH assumption throughout the study period will reduce the
accuracy of the metric. For many flights the median value of Ā is substantially
higher than the photochemical age. As discussed in Yokelson et al. (2013), there are
inherent limitations to using photochemistry as a proxy for the age of emissions. The
photochemical age calculation also assumes a constant emission ratio of NMVOCs
from the fires, and a constant background concentration of the NMVOCs. Our method
also assumes constant OH concentrations, but it is much less sensitive to changes in
OH concentration. All values of Ā we report in our domain are well within the e-
folding lifetime set by OH, therefore diffusion is the dominant effect on Ā for our
timescale. By running our analysis with a doubled and halved lifetime of CO against
OH oxidation we find that values of Ā differ by less than one day.
Our method of calculating Ā does not consider the size of the fire or the amount
of CO that is emitted. While this will not affect the Ā calculation, it may complicate
the interpretation of data. If, for example, old, high-CO air masses mix with young,
low-CO air masses our method will assign more weight to the younger air mass and a
stronger attribution to the observed CO variability. We tried to minimize this issue
by using a fixed chemical decay, but some residual of this issue will unavoidably
remain. This weighting towards the younger air masses by factoring in dispersion and
chemical loss is necessary as older air will have been dispersed more and undergone
more chemistry. Without weighting the mean, when air masses mixed, the results
would be a mean of tracer age. For example, if 10 days worth of tracers mixed (from
day one to day ten) the mean would be five. This gives would result in the plume
becoming homogeneous and give no indication of where the younger emissions
had been transported to. Other measures of age inferred from Lagrangian back-
trajectories, say, will suffer from similar problems and in some circumstances will be
more problematic if the mixing of different air masses is not considered.
Accounting for biomass burning in regional air quality budgets downwind of
fires presents a number of challenges, not least related to the ability of models
to predict where plume chemistry will result in net production of O3. It is well
established that this production is a function of the pyrogenic emissions (themselves
a function of many environmental variables), the associated vertical mixing and
transport pathways, and the photochemical environment. Using BORTAS-B, we
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have only inferred that aerosols have slowed photochemical ageing of plumes; there
are insufficient data to characterize directly how the aerosols have affected the
photochemical environment within the plume as a function of time. Further studies
of similar pyrogenic plumes should include a full suite of aerosol and radiation
instruments in addition to gas-phase atmospheric chemistry instruments. More
frequent observations of NMOVCs as well as aerosols within biomass burning plumes
from emissions to dispersion would make this type of analysis more insightful.
NMVOC measurements would create a more robust estimate of photochemical age
and observations aerosol optical depth along with gas-phase species measurements
would lead to a quantitative figure of chemical retardation for a given aerosol
concentration. This kind of integrative analysis will become progressively more
important as we analyse more complex environments such as megacities, where
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CHAPTER3
Ozone Tendency in Biomass Burning
Plumes
ABSTRACT
Boreal biomass burning emits a significant quantity of pollutants and can cause net
formation of ozone (O3) downwind. The magnitude of this O3 formation is not well
understood and the impacts of the biomass burning emissions mixing with other
sources of pollutants are not well constrained. Using the GEOS-Chem atmospheric
chemistry model, the O3 chemistry within a biomass burning plume from a major
fire on 17 July 2011 in Ontario, Canada was examined. The model shows a mean
positive bias of ∼20 ppb in reproducing O3 mixing ratios over North America for July
2011 compared to ozonesondes, surface measurements and scientific flights from the
BORTAS campaign. Reducing NO emissions from lightning and fossil fuel by 50%
and 54%, respectively (following Travis et al. (2016)) reduced this bias to ∼10 ppb.
The cause of the remaining bias is uncertain. Using a novel technique with the GEOS-
Chem model, the centre of mass of the biomass burning plume was tracked and O3
concentrations and chemistry was extracted from the centre of the plume as it was
transported away from the fire. The biomass burning enhanced O3 concentrations
throughout the plume lifetime by between 1 – 20 ppb when compared with the same
plume path with no biomass burning in the model. Using different metrics, the plume
was characterised as being NOx-rich for the initial four days of transport from the fire.
This process allows the study of biomass burning emissions from both a Lagrangian
and Eulerian perspective. The sensitivity of the O3 chemistry to different emissions
was calculated and it was found that the O3 is initially most sensitive to NO emissions
from biomass burning and then to NO emissions from fossil fuels as it travels across
an urban area surrounding Quebec City. The O3 net production was found to initially
decrease with an increase in NO but increase further downwind.
Author Contributions: The thesis author performed the model runs, analysis
and writing. Jelte Mense assisted with designing the plume tracking method. The
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GEOS-Chem support team provided assistance with scaling the model emissions.
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3.1 Introduction
Boreal forest fires are known to emit large quantities of pollutants including carbon
monoxide (CO), nitrogen oxides (NOx; NOx = NO + NO2), volatile organic compounds
(VOCs) and particulate matter (Goode et al., 2000; Andreae and Merlet, 2001;
Koppmann et al., 2005; Akagi et al., 2011). These pollutants can have a strong influence
on air quality downwind of a fire through the production of ozone (O3) in the presence
of sunlight (Jaffe and Wigder, 2012, and references therein). Elevated concentrations
of tropospheric O3 is associated with health disorders (WHO, 2009) as well as having a
negative impact on vegetation (Fowler et al., 2009; Kumar and Imam, 2013), therefore
understanding what controls the concentration of O3 is of critical importance.
The chemistry that occurs within a biomass burning plume is influenced by
the initial emissions (e.g. Sillman et al., 1990), meteorological conditions (including
transport) (e.g. Jaffe et al., 2004), the interaction with chemical species from other
sources (biogenic, anthropogenic or lightning) (e.g. Bossioli et al., 2012) and the age of
the air mass (e.g. Parrington et al., 2013). The initial emissions are, in turn, influenced
by fuel moisture and type as well as the combustion efficiency of the fire. The
chemistry within a plume is highly sensitive to these factors which in turn affects
the magnitude of O3 production within the plume. By improving the understanding
of the chemical evolution of a smoke plume will improve air quality forecasts so that
effective regulations can be designed.
Measurements of O3 from forest fires have been undertaken for a long time (e.g.
Evans et al., 1974) and many studies show an increase in ozone production downwind
of the fire. Table 3.1 shows the ranges in O3 enhancement from biomass burning
emissions in ten different studies from 1992 – 2009. The enhancement in these studies
range from -25 – 60 ppb highlighting the differing impact biomass burning emissions
have on O3. Six of the ten studies show O3 enhancement, three studies do not show
significant ozone production in a biomass burning plume (Wofsy et al., 1992; Paris et
al., 2009; Alvarado et al., 2010) and one shows ozone depletions within a plume, such
as Verma et al. (2009).
Much of the variation seen in O3 production has been shown to be dependant on
the age of the emissions (Parrington et al., 2013) as this influences many of the different
processes within a plume. The variation can also be dependant on the availability of
sunlight, which is determined by meteorology and the aerosol optical depth (AOD)
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Study O3 Enhancement (ppb)
Wofsy et al. (1992) Insignificant
Galanter et al. (2000) 2 – 10
DeBell et al. (2004) 14 – 60
Honrath (2004) 10 – 25
Lapina et al. (2006) 9 – 10
Pfister et al. (2006) 11 – 15
Val Martín et al. (2006) 20 – 30
Paris et al. (2009) Insignificant
Alvarado et al. (2010) Insignificant
Verma et al. (2009) 0 – -25
Table 3.1: Range of O3 enhancement from boreal biomass burning in different studies.
(Alvarado et al., 2009; Jaffe and Wigder, 2012). The AOD can vary through the lifetime
of the plume due to secondary formation, chemical removal and deposition. The fuel
type and moisture content for boreal forest fires compared to tropical fires changes the
modified combustion efficiency (MCE) and the emission ratios which tends to lead to
a higher proportion of VOCs emitted over NO (Jaffe and Wigder, 2012). The cooler
air temperatures at higher latitudes can also increase the production of peroxyacetyl
nitrate (PAN) which can act as a reservoir species for NOx resulting in higher O3
concentrations downwind of the fire (e.g. Real et al., 2007; Fisher et al., 2010).
The production of O3 in biomass burning plumes is further complicated when the
plume interacts with other sources of emissions, such as anthropogenic and biogenic.
When pollutants from different sources interact, it can become a difficult task to
quantify which source has the largest impact on the production and loss of O3. It
is also difficult to determine if any changes in the chemistry or concentration of O3
would have occurred without the interactions (Bein et al., 2008; Singh et al., 2012).
Interaction between different sources of emissions can also change the photochemical
environment which in turn leads to further changes in chemistry, as shown in section
1.3.2 in Chapter One. A number of studies have shown O3 enhancement in biomass
burning plume due to the the interaction and mixing with other sources of NOx
of VOCs such as biogenics (e.g. Junquera et al., 2005; Bossioli et al., 2012) and
anthropogenic pollution (e.g. McKeen et al., 2002; Morris et al., 2006; Singh et al.,
2010).
The sensitivity of O3 production to NOx or VOCs can be characterised by the
NOx/VOC ratio. This common qualitative assessment for O3 chemistry results in the
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photochemical environment being regarded as NOx-saturated (and therefore VOC-
limited) or NOx-limited (and therefore VOC-saturated). Although this terminology
can lead to a mis-representation of the photochemical regime (Wennberg, 2013), it can
be useful in giving a guide to the expected chemistry following a change in emissions.
The term NOx-saturated here is used in regards to an environment that has a decrease
(or no change) in O3 with increasing NOx and the reverse holds true for NOx-limited.
This mis-representation can occur as the terms can be used as relative indicators in
studies and not absolute values and can also be used as umbrella terms for more
subtle transitioning photochemical states in the atmosphere. By solely referring to
a photochemical environment in these terms, valuable information on other species
(including the formation on secondary organic aerosol) may be lost (Wennberg, 2013).
Atmospheric chemical transport models (CTMs) can be used to quantify the
impact of individual emissions on O3 formation (see section 1.6 in Chapter One).
However, modelling O3 correctly can be challenging due to the complex chemistry
that relies heavily on the ratio of species emitted (Jaffe and Wigder, 2012). There
have been many modelling studies looking at O3 formation from biomass burning on
small temporal scales that show O3 formation is highly sensitive to emissions of VOCs
(Alvarado et al., 2009) and also aerosol optical depth (Trentmann, 2003). Modelling
studies of O3 formation during long-range transport of biomass burning emissions
show significant discrepancies when comparing to observations (Mason et al., 2006;
Cook et al., 2007).
This analysis aims to assess the viability of using new modelling techniques
for characterising O3 chemistry within a biomass burning plume and the role of
different emission sources on O3 production. For the analysis, emissions from a fire
in the GEOS-Chem chemical transport model are followed over a number of days
as it entered differing photochemical environments. A multi-day fire was chosen
during the BORTAS-B campaign period as there are O3 observations available from
ground stations, an intensive ozonesonde campaign and flights (Palmer et al., 2013).
By following the O3 within a biomass burning plume, an evaluation of the changes
in concentration and chemistry can be made as the plume ages and interacts with
other emission sources. Changes in O3 and the photochemical environment are also
evaluated from a Eulerian perspective as the plume moves through an area.
We describe the model, including the method for following the centre of a
biomass burning plume and our methods for characterising the plume in section 3.2.
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3.2 Data and methods
3.2.1 Observational Data
The GEOS-Chem model was evaluated against O3 measurements from the BORTAS-
B flight campaign, ground station measurements and ozonesondes during July 2011.
Figure 3.1 shows the ground station sites and ozonesonde launch sites across North
America used for this analysis, a map of the BORTAS-B measurement flights, along












Figure 3.1: Map of North America with the ozonesonde sites used for this analysis shown by
the red circles and the ground stations sites used shown by the blue rectangles.
Six ground sites across North America were used to provide surface O3
concentrations across the continent. Data from Trinidad Head, Weaverville, Boulder
and Moody was provided by the NOAA Earth Systems Research Laboratory-Global
Monitoring Division: Surface Ozone Program (McClure-Begley et al., 2014). O3
data from Aylesford and Lake Major was provided by Nova Scotia Environment Air
Quality Division (http://novascotia.ca/nse/airdata/). Daily means from each site
were taken from continuous UV photometric measurements (Williams et al., 2006).
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Ozonesonde data was provided as part of the BORTAS-B Intensive Sounding
Network during the 2011 campaign (Palmer et al., 2013) in collaboration with
Environment Canada (http://exp-studies.tor.ec.gc.ca/~bortas).
3.2.2 GEOS-Chem
The GEOS-Chem chemical transport model (www.geos-chem.org), version 9-02, was
used to create plume tracks from biomass burning emissions and to examine the
chemistry within the plume. The model has been described in Chapters One and Two
and details relevant to this study are included below.
The "tagged CO" (eg. section 2.2 in Chapter Two and Finch et al. (2014)) and full
chemistry simulations within the model are used. Both simulations of the model are
driven by GEOS-5 assimilated meteorological data from the NASA Global Modelling
and Assimilation Office (GMAO) Goddard Earth Observing System (GEOS). The
model evaluation was performed on a global 2◦ latitude by 2.5◦ longitude domain
with 47 levels. The model has an transport time step of 15 minutes and chemistry
time step of 30 minutes. All other model simulations reported, including the plume
tracking method, here use a nested version of GEOS-Chem over North America (10◦
N - 70◦ N, 140◦ W - 40◦ W) with boundary conditions from a global 2◦ latitude by
2.5◦ longitude. The nested region has a spatial resolution of 0.5◦ latitude by 0.667◦
longitude with 47 vertical levels. The model uses a transport time step of 10 minutes
and a chemistry time step of 20 minutes. All full chemistry simulations were initiated
with a nine month spin up period.
All simulations used the Global Fire Emissions Database (GFED-3), describing
biomass burning emissions (Giglio et al., 2010), which has a three-hour temporal
resolution. The full chemistry simulations also use biogenic emissions from the Model
of Emissions of Gases and Aerosol from Nature (MEGAN, Guenther et al. (2006)) and
fossil fuel emissions from the Emissions Database for Global Atmospheric Research
(EDGAR, Olivier et al. (1999)) which are replaced by the US Environmental Protection
Agency National Emissions Inventory (NEI) over North America.
3.2.2.1 Tracking Pyrogenic Plumes
The tagged CO version of the GEOS-Chem model was used to track biomass burning
emissions in a plume. The model was run from 14 - 25 July 2011 when there was a
large, multi-day fire in Ontario, Canada. The fire occurred at 53◦N, 97◦W and was
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ignited by lighting on 14 July and extinguished 6 days later by rainfall with the burn
area totalling 141 000 ha (Franklin et al., 2014). To ensure the CO was pyrogenic
and not from another source the model was initiated with an empty atmosphere and
then run with only biomass burning emissions. Each day of emission from the fire
is assigned a different tracer in the model, creating a different plume track for each
day. This method means emissions on different days have no influence over the
concentrations on other days. This method also prevents the largest concentration
of CO always being the centre of the fire. The latitude, longitude and altitude of the
grid box of the centre of mass for the CO plume was recorded until the track reaches
the boundary of the nested model area (described above). This method captures the
plume centre and the time-series of latitude, longitude and altitude of the centre of
mass of the plume is referred to here as the plume path. The full chemistry simulation
was then run and the plume path was used to extract the information of the chemistry
within a plume.
The plume emitted from the fire on 17 July was chosen as this was the peak of
emissions from a multi-day fire during the BORTAS-B campaign. We have confidence
the model reproduces the plume track accurately as the plume was detected at the
Dalhousie Ground Station (Griffin et al., 2013; Franklin et al., 2014; Gibson et al., 2015).
The path and altitude of the plume calculated by the plume tracking method is shown
against the date in figure 3.2.
This plume path was also chosen as it travels through regions of high biogenic
emissions as well as near regions of high anthropogenic emissions, in particular,
Montreal and Quebec City. The proximity of the plume path to these cities also
provides an opportunity to study the impact of anthropogenic emission on ozone
production in a biomass burning plume.
3.2.3 Ozone Production Efficiency
A useful metric in understanding the formation of O3 in an air mass is the Ozone
production efficiency (OPE). OPE has been used extensively to better quantify the
impact of emissions on O3 (e.g. Trainer et al., 1993; Olszyna et al., 1994; Ryerson et al.,
1998; Jenkin and Clemitshaw, 2000; Wild and Palmer, 2008; Parrington et al., 2013;
Kim et al., 2016) and is the defined by how many O3 molecules are produced per
molecule of NOx oxidised and removed from the system (e.g. through the formation
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Figure 3.2: A map (top) showing the path of the biomass burning plume emitted on the 17th
of July 2011 calculated with the plume tracking method and coloured by date over south east of
Canada. Montreal, Quebec City and Halifax are shown by the white dots. The altitude of the
plume is shown (bottom) as a function of date.
of HNO3 or nitrates). The rate of O3 production (PO3) is given by:
PO3 = (kHO2+NO[HO2]+ kRO2+NO[RO2])[NO] (3.1)
And the rate of NOx consumed (LNOx) is given by:
LNOx = (kOH+NO2 [OH]+ kMCO3+NO2 [MCO3])[NO2] (3.2)
Where MCO3 represents peroxyacetyl radical in GEOS-Chem, the most adunant
peroxy radical in the atmosphere which form nitrates such as PAN (Copan et al., 2015).






(kOH+NO2 [OH]+ kMCO3+NO2 [MCO3])[NO2]
(3.3)
This calculation only includes the major production and loss pathways of O3 and
therefore may have inaccuracies. O3 deposition is not included in this calculation
which could result in an underestimation of OPE, likewise, loss of soluble NOy, such
as nitric acid, is also not included and may bias the OPE too high Ryerson et al., 1998.
During the lifetime of NOx, it can be the catalyst for forming many molecules
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of O3 before it is removed from the system. The OPE is effectively a count of how
many molecules of O3 are produced by the NOx molecule before it is removed. In
a NOx-limited environment (such as a rural area), the OPE tends to be high (around
10) compared with a NOx rich environment. Kleinman et al. (2002),and references
therein, show that within a NOx rich environment, such as an urban plume, the OPE
tends to be around 1 – 6. Definitions of NOx-limited and NOx rich regimes as well as
explanations of the reactions involved are provided in section 1.3 in Chapter One.
For this study, the OPE was calculated at every hourly time step at the centre of
the plume for a standard run and a run with perturbed biomass burning emissions.
3.2.4 Sensitivity Analysis
The sensitivity of ozone to different emissions is a measure of how ozone production
and loss changes with a change in emissions. This helps in understanding which
emission sources have the most impact on the ozone concentration in the environment
being studied. To determine the sensitivity of the ozone production along the
plume path to different emission sources, biomass burning, anthropogenic and
biogenic isoprene emissions were perturbed individually within the model. NO and
VOC (including CO) emissions were perturbed separately from both the biomass
burning and anthropogenic emissions and isoprene was perturbed from the biogenic





Due to the non-linearity of ozone production to the emissions of NO and VOCs
(Lin et al., 1988), emissions were increased by 1% assuming this change would be
small enough to not change the photochemical regime of the plume (as described in
chapter one).
Figure 3.3 shows the areas where emissions where increased for each model
sensitivity run. The biomass burning was increased on the 17th of July over the fire
region and the anthropogenic emissions were increased on the 20th. Emissions of
biogenic isoprene were increased throughout the fire period (17th – 25th) along the
plume path.
Although there are limitations to this method, the analysis will provide key
information on which emissions are key to the formation of ozone at different stages
within the plumes lifetime. Further discussion of the limitations of this analysis is
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Figure 3.3: A map showing the areas where emissions were increased for different model runs.
The red hatching shows the area where the biomass burning emissions were increased, the blue
hatching shows the area of the anthropogenic emissions increase and the black boxes show the
regions where biogenic isoprene was increased.
provided in section 3.4.
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3.3 Results
3.3.1 Model Evaluation and Emission Scaling
3.3.1.1 Standard GEOS-Chem Model Run
The model shows a significant positive bias when compared to a number of O3
observations from different geographical regions across North America. Model
concentrations were taken from the nearest model grid square for all the observations.
Figure 3.4 shows a time series for the BORTAS period (July 2011) for mean daily
concentrations of O3 taken at the ground stations and mean daily O3 from GEOS-
Chem sampled at the time and location of the observations. The model shows
a positive bias of between approximately 10 – 20 ppb for all stations apart from
Aylesford where the model performs well for the first 21 days of July. Boulder shows
the largest discrepancy with an average bias in the model of approximately 40 ppb
through the month with Lake Major, Moody, and Weaverville showing approximately
20 ppb bias and Trinidad Head showing 10 ppb. As shown in the scatter plot in figure
3.5, there is a mean positive bias of O3 in the model of 18.5 ppb at the surface. The
model shows good skill in reproducing the variation of O3, with an r
2 value of 0.68,




























Day in July 2011
Figure 3.4: Ozone during July 2011 from ground station observations (grey) and a standard
GEOS-Chem model run (red).
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Figure 3.5: Scatter plot of ground station O3 against standard GEOS-Chem model run O3 for
July 2011 at coloured by site location.
Figure 3.6 shows the model bias for the ozonesondes at each site listed above.
Ozones were launched daily from all sites apart from Edmonton and Kelowna which
both have two sonde launches through the month. Although there is variation day to
day in all sites, there is a clear positive bias in the model throughout the month and
throughout the height of the atmosphere. Bratts Lake and Egbert show a larger bias of
between 18 – 24 ppb from the surface to approximately 1.5 km whereas the other sites
show a fairly even bias at all altitudes of between 6 – 18 ppb for Goose bay, Edmonton,
Kelowna, Sable Island and Yarmouth. Figure 3.7 shows the mean profile, along with
the standard deviation, at each site for the month along with a mean for all the launch
sites. These mean profiles clearly show the model bias at all altitudes with a mean
positive bias at the surface of 14 ppb which reduces with altitude until a bias of 5
ppb at ~7 km. Edmonton and Kelowna show the largest variation in O3 concentration
with altitude which is most likely due to the limited number of launches through the
month. Bratts Lake shows the highest range of bias from all the daily launch sites with
a bias of 31 ppb at the surface and approximately 5 ppb from 3 km upwards.
Figure 3.8 shows the model O3 against O3 from the BORTAS-B flight campaign
(12 – 31 July) averaged over the GEOS-Chem model grid. As with the station data and
the ozonesondes, there is a clear positive bias in the model. The mean model bias for
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Figure 3.6: Date and altitude contour plots showing the difference between ozonesondes and
a standard GEOS-Chem O3 model run for (from top left to bottom) Bratts Lake, Edmonton,
Egbert, Goose Bay, Kelowna, Sable Island and Yarmouth.
all flights is 19.4 ppb ranging from -19 ppb to 40 ppb. There model shows poor skill in
capturing the variation of O3 with an r
2 value of 0.27. The model and the observations
show higher O3 at higher altitude but there is no difference in the bias at different
altitudes.
The same analysis was performed for July 2010 for the ozonesonde and ground
station data to determine if the bias seen in 2011 was an anomalous result. The bias
remains the same for 2010 and 2011 for all datasets (not shown) suggesting that the
bias seen during July 2011 was not anomalous.
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Figure 3.7: O3 profiles from ozonesondes (blue) and GEOS-Chem (red) at (from top left to
bottom right) Bratts Lake, Edmonton, Egbert, Goose Bay, Kelowna, Sable Island, Yarmouth
and the mean for all stations. The error bars show one standard deviation.
The sensitivity of the ozone concentration to the initial condition in the model
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Figure 3.8: Scatter plot of BORTAS-B O3 against standard GEOS-Chem model run O3
coloured by altitude. The grey line shows 1:1 and the regression line in black.
was also tested with a 20 month spin up and was found to have no effect on the bias.
Previous studies have also shown an over-estimation of O3 in the Northern
Hemisphere in global atmospheric chemistry models (e.g. Stevenson et al., 2006; Lin
et al., 2008; Young et al., 2013; Parrish et al., 2014; Fiore et al., 2014; Travis et al.,
2016; Yan et al., 2016). Suggested sources for these model biases include emissions,
chemical mechanisms, meteorology (including deposition) and model resolution.
Small scale processes cannot be resolved in course resolution models and are therefore
parametrised. Due to the non-linear nature of O3 chemistry and the dependence on the
concentration of NOx, the accuracy of the model relies on the resolution of the model
(Sillman et al., 1990; Wild and Prather, 2006; Yan et al., 2016). Processes such boundary
layer turbulence can also have a large effect on O3 concentration yet are not resolved in
most models and can lead to biases through inaccurate dispersion of pollutants (Tong
et al., 2011). To address the biases seen in this study, emission reduction of NO from
lightning and anthropogenic sources was implemented following Travis et al. (2016)
as this study uses the same model and similar time period and geographical region.
3.3.1.2 Reduced Emissions GEOS-Chem Model Run
Due to the large positive bias in the model, emissions of NO from lightning and
anthropogenic sources were reduced following Travis et al. (2016). NO emissions
from lightning were reduced from 500 moles/flash to 250 moles/flash over the mid
latitudes. This reduction has been shown to be more realistic than the previous
estimate (e.g. Schumann and Huntrieser, 2007; Miyazaki et al., 2014; Pollack et al.,
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2016). The US National Emissions Inventory (NEI) emissions of NO were reduced by
53% which is shown to have better agreement with observations across North America
(e.g. Fujita et al., 2012; Anderson et al., 2014; Brioude et al., 2013). Table 3.2 shows the
reduction in O3 in GEOS-Chem from a standard simulation when reducing NO from
lightning and anthropogenic sources separately and together. The reduction in the
lightning and NEI emissions still leaves a significant positive bias in the model. The
model bias in O3 with reduced emissions when compared to the BORTAS, ground
station and ozonesonde measurements is now 12.82 ppb, 12.91 ppb and 2.46 ppb
respectively. The largest reduction in O3 when compared to the BORTAS and ground
station measurements is the reduction in NO from lightning, lowering the model bias
of O3 by 5.89 ppb and 3.87 ppb respectively whereas reducing the NEI NO caused the
largest reduction in the ozonesonde bias, reducing the bias by 3.80 ppb.
Model Run BORTAS -B Ground Station Ozonesondes
Standard 19.4 18.5 9.1
Reduced Lightning NO 13.5 14.6 6.4
Reduced NEI NO 14.6 16.8 5.3
Reduced Lightning & NEI NO 12.8 12.9 2.5
Table 3.2: Mean O3 difference (ppb) between observations from BORTAS-B, ground station
data and ozondesondes for July 2011 for a standard GEOS-Chem run, a run with reduced NO
emissions from lightning (500 mol/flash to 250 mol/ flash) , a run with a reduction in NEI NO
emissions by 53% and a run with both a reduction of lightning NO and NEI NO.
Figure 3.9 shows a comparison of the GEOS-Chem model with reduced emissions
against the same ground station observations shown in 3.4. The difference between
the modelled O3 and the observed ozone for Aylesford still shows good agreement
but all other stations still show a positive bias in the model of between 5 – 20 ppb. As
expected, the variation at each site has stayed the same within the model and all have
reduced by approximately 6 ppb with Boulder still showing the largest bias ( 20 ppb).
Figure 3.10 shows a scatter plot of the modelled O3 with the reduced emissions against
all the stations. The model still shows good skill at producing the relative magnitude
of O3 at the stations (r
2 = 0.66) and the regression line is a closer fit to the 1:1 line.
Figures 3.11 and 3.12 and the same as figures 3.6 and 3.7 respectively with the
emissions reductions applied. There is still a positive bias in the model for the
lower atmosphere (<2.5 km) at all launch sites except Edmonton which shows very
good agreement with the observations. There is now a small negative bias at higher
altitudes (4 – 7 km) between 0 – -3 ppb for all sites except Egbert and Bratts Lake.
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Day in July 2011
Figure 3.9: Same as figure 3.4 but with reduced lightning and NEI NO emissions.



































Figure 3.10: Same as figure 3.5 but with reduced lightning and NEI NO emissions.
The model simulation with a reduction in lightning emissions but not NEI emissions
showed that the lightning emissions had the largest impact at higher altitudes whereas
the NEI emissions had more of an impact on lower altitudes (not shown).
The model still shows poor skill (r2 = 0.25) in capturing the variability of O3
observed during the BORTAS flights with reduced emissions (as seen in figure 3.13).
The mean bias has reduced by 6.61 ppb to 12.82 ppb and the model shows general
agreement with the relative magnitude of O3 but there is still a large range in the
differences between the model and observations.
Further tests were carried out with individual reductions in model emissions
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Figure 3.11: Same as figure 3.6 but with reduced lightning and NEI NO emissions.
from biogenic and biomass burning sources as well as a reducing emissions from East
Asia and were found to have little effect on the overall bias.
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Figure 3.12: Same as figure 3.7 but with reduced lightning and NEI NO emissions.
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Figure 3.13: Same as figure 3.8 but with reduced lightning and NEI NO emissions.
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3.3.2 Plume Ozone - Lagrangian Perspective
Using the GEOS-Chem model, a number of metrics regarding the photochemical
environment and O3 concentration and chemistry were obtained along the plume path
described in section 3.2. Figure 3.14 shows the concentration of O3 at the centre of
the plume in the model starting on 17 July 2011 using the plume tracking method
described above. The figure also shows the same model plume path but with all
biomass burning emissions turned off. The difference between the two model runs,
and therefore the enhancement in O3 due to the fire, is displayed in the bottom panel.
By outputting individual reaction yields from the model, we can determine what
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Figure 3.14: O3 concentration along biomass burning plume path (top) for a standard run
(blue) and a run with no biomass burning along the same path (red). The difference between
the two runs is shown on the bottom plot.
The first 36 hours after emissions in the standard run show a destruction and
production cycle of O3 which is driven by sunlight. The first minima of ∼30 ppb
occurs at ∼ 7 am GMT (2 am local time) and and is followed by a peak in O3 of ∼60
ppb occurring at midday local time driven by the photolysis of NO2. There is another
minima of ∼25 ppb the following night-time chemistry. The minima in concentration
is due to the destruction of O3 through NO which is being constantly emitted from the
fire:
O3 +NO→ O2 +NO2 (3.5)
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The NO2 then reacts with another molecule of O3 to produce NO3:
O3 +NO2→ O2 +NO3 (3.6)
There is another peak in O3 on the 19th of ∼70 ppb and after this point the
enhancement stays between 0 – 10 ppb until the 22nd where the O3 enhancement
is < 2 ppb (as seen in figure 3.14).
The net production of O3 along the plume and the net production along the
same path without biomass burning emissions are shown in figure 3.15. There is
a large spike in net production of O3 during the first day of the plume, peaking at
∼ 1.5× 108 molec cm−3 s−1 at approximately 13:00 hours (GMT). This is followed by
two days of net production between 0.1 – 0.5 ×107 molec cm−3 s−1. There is small
amount of net destruction of O3 (∼−1×109 molec cm−3 s−1) between 12:00 and 20:00
hours (GMT) from the 20th onwards which matches the destruction rate seen with no
biomass burning suggesting that the enhancement of O3 seen beyond 20 July is due to
ozone being transported with the plume and not due to a net production of O3.
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Figure 3.15: Net O3 production along biomass burning plume path for a standard run (blue)
and a run with no biomass burning along the same path (red) from the 17th of July.
By looking at the ratio of:
HO2 +HO2→ H2O2 +O2 (3.7)
and
NO2 +OH+M→ HNO3 +M (3.8)
an indication of whether the plume is VOC- or NOx-limited can be determined (e.g.
Jacob et al., 1995; Xie et al., 2014; Feng et al., 2016). The role these two reactions play in
the production and loss of O3 and their relative importance in different photochemical
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environments is described in Chapter One. If reaction 3.7 is dominant over reaction
3.8 then the environment can be considered to be NOx-limited and vice-versa for NOx-
saturated (Sillman, 1995). The ratio of the yields from these two reactions within the
centre of the plume as it is transported away from the fire as well as the ratio with no
biomass burning are displayed in figure 3.16. This analysis clearly indicates that the
plume is NOx-saturated for the first three days and then the ratio changes after four
days (20 July) to indicate a NOx-limited environment. The ratio continues to increase
from 20 – 25 July (note the log scale) and matches the model run with no biomass
burning after 22 July.
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Figure 3.16: Ratio of yield from HO2 +HO2 and NO2 +OH along the plume path with a
standard run in blue and a run with no biomass burning in red. The 1:1 line is shown in black.
The OPE within the plume path for a standard model run and model run with
no biomass burning is shown in figure 3.17. There is a clear increase in the OPE for
the first five days after emissions with biomass burning when compared to a model
run without. The OPE within the plume for a standard model run peaks at around 5
during daylight hours which suggests the plume is NOx-saturated from the emissions
on 17 July to the 21 July. The OPE indicating a NOx-saturated environment on 20 and
21 July is contradictory to the ratio of reactions 3.7 and 3.8. As both the OPE and
the ratio of reactions 3.7 and 3.8 can only be used an indicators to characterise the
photochemical environment, and both methods indicate contradictory environments
on 20 and 21 July, the photochemical environment from these two methods cannot be
determined with confidence. From 22 to 25 July, the OPE peaks at between 10 – 15 and
both model runs match each other closely. This increase in OPE is due to the lofting of
the plume above the Atlantic Ocean into a NOx-limited environment.
Calculations of OPE and the ratio between reactions 3.7 and 3.8 were recalculated
with a 1% increase in emissions and are were found to have very little effect, indicating
that the photochemical regime (as described in chapter one) does not change. This
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Figure 3.17: OPE along the plume path for a standard run (blue) and a run with no biomass
burning (red).
gives robustness to the sensitivity analysis presented below.
Sensitivity analysis was performed along the the plume path to determine the
impact of different emission sources on O3 production and loss. The sensitivity of
production, loss and net production from biomass burning emissions are shown in
figure 3.18. This figure illustrates that the emissions from biomass burning have a
large effect on the production and loss of O3 within the first two days after emission.
The O3 production shows no sensitivity to VOC emissions and high sensitivity to NO
emissions. Both the production and the destruction of O3 increase with increasing NO
emissions for the first two days (with a very small increase on the third); however,
the O3 loss increases more than production on average for the first day. There is
large variability in the sensitivity of both production and loss of O3 to NO emissions
throughout the day. Both follow the same pattern of a peak at approximately 12:00
hours (GMT), followed by a relative reduction in sensitivity 2-3 hours later which
is subsequently followed by the highest sensitivity of the day at approximately 18:00
hours (GMT). The loss of O3 is shown to be slightly more sensitive to NO emissions for
the entire days apart from between 16:00 and 18:00 hours (GMT) where the production
larger than the loss, creating a net production of O3. The production and loss rates for
the second and third day after emission also show sensitivity to the NO from biomass
burning emissions. The sensitivity of the production and loss rates for the second day
are an order of magnitude smaller than the first day and the rates for the third day are
an order of magnitude small than the second. For both the second and third days after
emission the production increases more than the loss and therefore there is an increase
in net production of O3.
By extracting individual reaction yields from the model, it can be concluded that
the there is an increase in reaction 3.5, which leads to an increase in the removal of
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NO2 from the system via an increase (and therefore net reduction) in reaction 3.6 and:
NO2 +HO2→ HNO4 (3.9)
apart from during the period of net production of O3 (16:00 - 18:00 GMT) where there
is an increase in:
NO2 +hv
O2−−→ NO+O3 (3.10)
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Figure 3.18: Sensitivity of O3 production (top), loss (middle) and net production (bottom)
along the plume path to biomass burning emissions of NO (black) and VOCs (red).
The sensitivity of O3 production and loss to fossil fuel emissions over the urban
area is shown in figure 3.19. As the plume passes over the urban area, approximately
midday 20 July (GMT), the anthropogenic emissions are increased (see figure 3.3)
and the O3 production and loss rates decrease. This results is a decrease in the net
production of O3 on 20 July. As the plume is in a state of net destruction, the increase
in NO emissions is increasing the net O3 destruction. The sensitivity of the plume to
NO emissions from fossil fuel supports the argument that the plume is NOx-saturated
as it passes the urban area. The plume also shows sensitivity to NO from fossil fuels
from 21 – 25 July with an increase in net O3 production downwind of the urban area.
Extracting the individual reactions yields as the plume moves downwind of the urban
area (21 July onwards) reveal that yield for reaction 3.8 decreases as:
NO+HO2→ NO2 +OH (3.11)
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increases. This means that, although both O3 loss and production have increased, O3
loss is relatively lower than O3 production and therefore leads to a net production of
O3. The increase seen in the sensitivity and the changing reactions yields suggests
the plume becomes NOx limited from 21 July onwards. As with the biomass burning
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Figure 3.19: Sensitivity of O3 production (top), loss (middle) and net production (bottom)
along the plume path to fossil fuel emissions of NO (black) and VOCs (red) increased from the
20th July onwards.
The O3 production within the plume is also sensitive to biogenic isoprene
emissions, although by an order of magnitude less than biomass burning emissions,
as seen in figure 3.20. This figure shows a 1% increase in isoprene emissions from the
area defined in figure 3.3 for the period of the model run. The increase in emission
leads to an increase in production and loss for the first day and decreasing rates of
production and loss of O3 for the following three days; however, the decrease in loss
is larger than the decrease in production and therefore leads of an overall increase in
net production. This would indicate the plume is moderately VOC sensitive. This
sensitivity is an order of magnitude lower than the sensitivity of O3 production to NO
emission from biomass burning.
The sensitivity analysis from a Lagrangian perspective shows the plume is NOx-
rich for the first four days and is highly sensitive to NO emissions throughout its
lifetime.
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Figure 3.20: Sensitivity of O3 production (top), loss (middle) and net production (bottom)
along the plume path to biogenic emissions of isoprene.
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3.3.3 Plume Ozone - Eulerian Perspective
An Eulerian perspective was used in the model to determine if the plume is making
changes to the O3 chemistry or whether the plume is simply moving into an area of
differing chemistry. A mean of the domain 47.5◦ – 50◦ N at 71 – 73◦ E (covering an
area including Montreal and Quebec City) from 800m to 1.8 km is used for this study.
This domain is used as the plume, emitted on the 17th of July, passes through this area
on 20 July at approximately midnight (GMT) and leaves the area approximately 15:00
(GMT) on 21 July. All figures shown below, relating to the Eulerian analysis use this
domain and focus on the plume travelling through the area between midnight on 20
July and mid-afternoon on 21 July. Figure 3.21 shows the O3 concentration over the
domain between 17 – 25 July 2011 for a normal model run and a model run without
biomass burning. There is a clear enhancement of O3 of ∼6.5 ppb as the centre of the
plume comes through the domain during 20 July. The smaller enchantment of∼1 ppb
seen in the preceding two days before the centre of the plume arrives are likely to be
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Figure 3.21: Mean O3 concentration from 47.5
◦ – 50◦ N at 71 – 73◦ E from 800m to 1.8
km (top) for a standard run (blue) and a run with no biomass burning (red). The difference
between the two runs is shown on the bottom plot.
The domain is characterised by net destruction of O3 for the time period chosen,
as illustrated in figure 3.22. As the plume moves through the domain there is a
decrease in net destruction from ∼−0.40×107 molec cm−3 s−1 to∼−0.25×107 molec
cm−3 s−1. The following day shows an increase in net destruction with the biomass
burning emissions from ∼ −0.80× 107 molec cm−3 s−1 to ∼ −0.90× 107 molec cm−3
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s−1.
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Figure 3.22: Mean net O3 production in the Eulerian domain for a standard run (blue) and a
run with no biomass burning.
As with the Lagrangian perspective,
an indication of the dominant photochemical regime in the Eulerian domain can be
calculated using the ratio between reaction yields of 3.7 and 3.8 (figure 3.23) and the
OPE (figure 3.24). Both of these metrics show that the biomass burning emissions
make the domain more NOx-sensitive as the plume travels through the area between
20 July and 22 July with reduction from ∼20 to ∼8 in the reaction yield ratio and a
reduction from ∼12 to ∼5 for the OPE.
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Figure 3.23: Ratio of yield from HO2 +HO2 and NO2 +OH in the Eulerian domain with a
standard run in blue and a run with no biomass burning in red. The 1:1 line is shown in black.
The sensitivity of the O3 production and loss in the model domain is presented
in figures 3.25 to 3.27. The domain is sensitive to an increase in NO emissions from
biomass burning for two days before the centre of the plume comes through on 20
July. This would suggest that this is the leading edge of the plume which is being
transported faster than the centre calculated by the method described in section 3.2.
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Figure 3.24: OPE from an Eulerian perspective over the area 47.5◦ – 50◦ N at 71 – 73◦ E
from 800m to 1.8 km.
The domain also shows sensitivity to the emissions on 21 and 22 July, the two days
after the centre of the plume which could indicate the tail end of the plume moving
through the area. The domain shows an increase in production and loss of O3 from
18 – 22 July which results in an increase in net production for 18, 19 and 22 July. The
increase in O3 destruction for the centre of the plume and the following day (20 and
21 July) is more than the the production, creating a decrease in net production. This
suggest that the net O3 production as the plume travels through the area is NOx-
saturated which agrees with the Lagrangian perspective. The sensitivity of net O3
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Figure 3.25: Sensitivity of O3 production (top), loss (middle) and net production (bottom)to
biomass burning from an Eulerian perspective.
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The sensitivity of the O3 production and loss to changes in fossil fuel emissions is
shown in figure 3.26. An increase in NO from fossil fuel emissions on 20 July reduces
both the O3 production and loss for that day, with a larger reduction in production
creating a reduction in net O3 production. The domain is shown to be sensitive to NO
emissions on 20 July for the following five days with the production and loss yields
showing no clear trend of change. As with the previous sensitivity analyses, the VOC
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Figure 3.26: Sensitivity of O3 production (top), loss (middle) and net production (bottom) to
fossil fuel emissions from an Eulerian perspective.
The sensitivity of the O3 production and loss to changes in biogenic isoprene is
shown in figure 3.27. Both production and loss of O3 decrease with increasing isoprene
emissions with the largest reduction on 20 July when the biomass burning plume
moves through the area. The reduction in production is larger than the reduction in
loss and therefore there is a net O3 loss except for 20 July and the following two days
where the reverse it true and there is a net production. The changes in both production
and loss show a diurnal cycle coinciding with daylight, with the largest change seen at
approximately 6pm (GMT), which is approximately midday local time. This matches
the Lagrangian perspective but, like the Lagrangian perspective, the magnitude of the
sensitivity is small compared to the other sources of emissions.
The sensitivity analyses show that the O3 chemistry is highly sensitive to NO
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Figure 3.27: Sensitivity of O3 production (top), loss (middle) and net production (bottom) to
isoprene emissions from an Eulerian perspective.
rich. The chemistry also shows small sensitivity to VOC emissions but the magnitude
of these is much smaller than from NO emissions. The analyses do show that an
increase in VOCs leads to an increase in O3 production which also suggests the plume
is NOx rich.
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3.4 Discussion and Conclusions
This modelling study shows that the standard GEOS-Chem model has a significant
bias in O3 over North America of ∼20 ppb throughout the height of the model
troposphere for 2011. This study shows the bias has been reduced in the upper
troposphere to close to zero by reducing the NO emissions from lightning from 500
mol/flash to 250 mol/flash. The bias at the surface and the lower troposphere was
reduces to ∼10 ppb by reducing the NO emissions from the NEI anthropogenic
emission inventory over North America. Both of these reductions were consistent
with the reduction in the bias seen by Travis et al. (2016) and suggest the model should
be updated to have these reductions as standard. This also highlights the need for a
more robust estimate of NO emissions over North America.
The source of the remaining bias within the model in the lower troposphere is
uncertain. As the bias is consistent throughout the continent, is would be unlikely for
the bias to be caused by intercontinental emission transport or meteorology. Other
possible sources for this bias could be emission inventories used within the model as
well as the parameters used for the chemistry. Further model analysis is needed over
a longer time period to help diagnose this bias.
Although the model shows a positive bias in O3 over this region, it has also
been proven to be a useful tool for exploring the impact of biomass burning on
O3 chemistry and the impact of other emission sources mixing with the biomass
burning emissions. The plume tracking technique presented has proven to be a highly
useful tool for quantifying the changes seen in O3 as the emissions are transported.
The performance of the plume tracking method is reliant on specific circumstances
regarding the emissions. The method is limited in that it can only track one plume
at a time. If the plume were to split into multiple smaller plumes then the resulting
plume path would be situated at the centre of mass between all the plumes and has
a high probability of not capturing the centre of any plume. This would also occur if
there were multiple fires occurring at the same time in similar locations. To use this
current method of tracking plumes requires previous knowledge of a biomass burning
event that matches these criteria. As the plume tracking method only determines the
centre of the plume, it misses the edge effects of the plume including the leading
edge which will react first as it enters an area of different emissions. Evidence of
this can be seen in the Eulerian sensitivity analysis. The domain showed sensitivity to
increased biomass burning emissions from 17 July two days before the centre of the
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plume travelled through the area. This indicates that emissions from the fire from the
same day travelled at much faster speeds and will have changed the chemistry before
the centre of the plume arrived.
Although the limitations to the plume tracking method currently reduce its
applicability as a widely used diagnosis tool, there is large potential for this method
to be developed to take these issues into account and create an effective mechanism
for lagrangian analyses of biomass burning plumes and urban outflow.
The plume tracking method has been used to characterise a large fire on 17 July
2011 (during the BORTAS campaign) from both a Lagrangian perspective which has
be considered in conjunction with a Eulerian perspective to gain an understanding
of the changing chemistry as the emissions are transported away from the fire.
For the first two days following the emissions of biomass burning there is a clear
diurnal cycle in the O3 enhancement. This is driven by constant emissions of NO
from the fire destroying O3 at night and producing it again in sunlight. As the
emissions move away from the fire and the direct emissions of NO lessen, there is
a constant enhancement observed along the plume path of between 20 – 2 ppb. This
enhancement is also seen in the Eulerian perspective as the plume passes through.
The net O3 production is also calculated along the plume path, and as with the
total concentration, there is a production and destruction cycle driven by sunlight.
The plume shows a net production of O3 for the first three days after emissions and
a net destruction of O3 from day four onwards. This net destruction shows that the
enhancement of O3 from biomass burning seen along the plume path was not being
produced from 20 July onwards, it was instead being transported into the area. This
matches the Eulerian perspective which shows the domain had been an area of net O3
destruction before, during and after the plume moved through the area. The model
does not capture the observed production of O3 seen by Parrington et al. (2013) for the
same study period and the same fire. Parrington et al. (2013) shows an increase in net
O3 production within the plume over five days after emission from the fire whereas
the model only shows net production of O3 within the plume up to three days.
There are a number of potential reasons why this discrepancy between observational
data and the model exists including inaccurate modelling of the centre of the plume,
inaccurate emissions from the fire, misrepresentation of the meteorological influence
on the plume, an unsuitable chemistry scheme within the model or a combination
of all these factors. Further investigation is required into possible reasons for this
disparity.
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Using OPE and the ratio of reactions 3.7 and 3.8 the changes to the photochemical
environment were monitored as the plume travelled and aged. Although these
metrics cannot be used definitively to identify the chemistry within the plume, they
are a good indication of the general environment, especially at the extremes of NOx-
limited or saturated regimes. The analysis shows that within the first three days after
the fire the OPE is between 2 – 5 and the ratio of the reaction yields is below one.
Both of these indicate the plume is NOx-saturated as it leaves the biomass burning
region. The first day of the plume also shows a decrease in net O3 production with
increase NO emissions from biomass burning on the first day of emissions as well
an an increase in net production with an increase in biogenic isoprene. Both of these
agree with the OPE and yield ratio that the plume is NOx saturated.
As the plume reaches the urban area of Montreal and Quebec City on the fourth
day after emission, the photochemical regime starts to change. The OPE does not
change significantly when compared to the previous day but the reaction yield ratio of
reactions 3.7 and 3.8 shifts above one indicating the that reaction 3.7 is becoming more
dominant and therefore the environment is becoming NOx-limited. The sensitivity
analysis from both the Lagrangian and Eulerian perspectives still show that the O3
production is sensitive to NO emissions with an increase in NO emissions from either
biomass burning or fossil fuel leading to a decrease in the net production. This
would suggest that the plume is still NOx-saturated. These results from the sensitivity
analysis and the reaction yield ratio suggest that the plume is transitioning from a
NOx-saturated to a NOx-limited regime.
The sensitivity analysis also shows that emissions of NO from fossil fuels play
an important role in O3 production within the plume. Although the plume is already
undergoing net O3 destruction, the fossil fuel emissions are shown to increase this
destruction on 20 July even further. As the plume moves past the urban area, there
is a decrease in the destruction rates with an increase in NO from fossil fuels. This
shows that the fossil fuel emissions are slowing the destruction of O3 within the
plume. Downwind of the urban area however, the O3 destruction decreases with
the an increase in NO emissions. This shows that the biomass burning plume is
bringing VOCs into the area and the added emissions of NO from fossil increase the
production of O3 which decreases the net rate of destruction. This has significant
implications when considering air quality legislation and forecasts as there would be
less O3 enhancement from the fire if it were not for the fossil fuel emissions. There was
shown to be some sensitivity to biogenic emissions, however this was not as strong as
97
3.4 Discussion and Conclusions
the sensitivity to NO from fossil fuel and biomass burning. Biogenic emissions were
shown to create a small increase in O3 while the plume was NOx-saturated for the first
3 - 4 days. This is in line with previous studies by Junquera et al. (2005) and Bossioli
et al. (2012) who both show increased O3 from biomass burning when mixed with
biogenic emissions.
One significant factor in O3 production from biomass burning not encompassed
in the scope of this work is the impact of aerosols emitted from the fire. Biomass
burning emits a significant amount of particulate matter (Andreae and Merlet, 2001)
which can have a large impact on the amount of available UV for the photochemical
reactions (Duncan et al., 2003; Real et al., 2007). The impact of the lower UV
availability due to aerosols on O3 chemistry, however, is not clear as studies have
found both a decrease (Real et al., 2007) and an increase (Verma et al., 2009) in
O3 production with an increase aerosol optical depth. The analysis presented here
provides an interesting opportunity for further work investigating the sensitivity of O3
chemistry to directly emitted aerosols from biomass burning and fossil fuel emissions
as well as secondary aerosol formation.
Although the results presented here from this case study cannot be scaled to
represent larger or smaller fires and urban emissions to due to the non-linearity of O3
chemistry, it shows the potential impact that biomass burning outflow can have on an
urban area that is already polluted. Further understanding is needed of the evolution
of chemistry within boreal biomass burning plumes to improve air quality forecasts
and regulation. Future studies using the methods presented here can provide more
insight into the behaviour of O3 in biomass burning plumes in different environments.
Improvements in model skill, including an updated chemical mechanism and more
accurate emission inventories, will give significant gains to conclusions made using
these modelling techniques to quantify O3 chemistry in biomass burning plumes. An
updated chemical mechanism could provide further insight into the chemistry within
a plume by resolving individual reactions instead of lumping species together. Being
able to quantify the chemical pathways taken in the production and loss of O3 with
more precision will increase the understanding of O3 chemistry and the potential for
improvements with air quality forecasts. Improved chemistry mechanisms within
models will also lead to better quantification of photochemical environments with the
inclusion of more chemical reactions.
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CHAPTER4
Assessment of long-term global
Carbon Monoxide and attribution of
Carbon Monoxide variability over
the North Atlantic
ABSTRACT
Long-term satellite observations of carbon monoxide (CO) help our understanding
of tropospheric chemistry and the impact of different emission sources on air quality
across the globe. To evaluate natural variability in CO concentrations over the North
Atlantic, 15 years of MOPITT CO column observations were used along with modelled
CO from the GEOS-Chem global atmospheric chemistry model. The model shows
good skill (r2 = 0.69) in reproducing both surface observations at Mace Head, Ireland
(< 1% bias) and at the Pico Observatory in the Azores (r2 = 0.58) located in the free
troposphere, although has a negative bias of -9.5%. The model was evaluated against
the MOPITT overpass and shows a negative bias of between -8% and -24% over the
northern mid-latitudes with the largest bias seen in spring. The model has a large
positive bias (8% – 40%) over the Amazon, West Africa and Indonesia through all
seasons. Using Empirical Orthogonal Function (EOF) analysis on the deseasonalised
MOPITT and GEOS-Chem CO columns, the largest mode of variability seen in the
North Atlantic was found to be the emission from biomass burning in East Asia for
winter and spring, biomass burning from North America during summer and the
oxidation of methane during autumn.
Author Contributions: The model runs, analysis and writing for this chapter
was done by me. Anna Mackie provided the seasonal cycle for both the MOPITT
and GEOS-Chem column time series using the method shown in Mackie et al. (2016).
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I provided the model data and written description of GEOS-Chem for Mackie et al.
(2016).
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4.1 Introduction
Long-term atmospheric observations of carbon monoxide (CO) are vital in
understanding and quantifying changes in emissions and global atmospheric
chemistry. Observations over multiple decades allows us to better constrain emission
estimates and validate atmospheric chemistry models. CO affects the oxidising
capacity of the atmosphere by reacting with its primary sink, OH (Crutzen, 1973;
Logan et al., 1981). As well as being harmful to human health (Chen et al., 2007), CO
also contributes to the formation of ozone (O3) and therefore is an important species
to monitor in regards to air quality legislation (The Royal Society, 2008; IPCC, 2013).
Monitoring and understanding the concentration of CO over the North Atlantic, as
emissions from North America are transported in the westerly winds to Europe, will
help determine the atmospheric composition and air quality of Europe (Derwent et al.,
1998; Stohl et al., 2002; Monks et al., 2009).
The only source of CO over the North Atlantic is via the oxidation of other
chemicals (such as CH4). The extent to which the oxidation of CH4 effects the
variability of CO is seasonal as the available sunlight controls the concentration of OH
which is needed in the oxidation process. The remaining concentration and variability
in CO will therefore be effected by emissions from the surrounding regions of North
America, Europe and transport from Asia. As seen in Chapter Two, biomass burning
in North America and Siberia cause a large amount of variability with fossil fuel
emissions from North America and East Asia contributing varying yet more regular
amounts of CO. This chapter focuses on the the main source regions affecting the
North Atlantic. However, it also looks at the wider context and compares the model
with satellite data from globe. By analysing model and satellite data from across
the globe, the North Atlantic region can be put into context in terms of relative CO
concentration to other areas. Satellite and model comparisons across the globe will
also give confidence to the analysis over the North Atlantic region as well as being a
useful source of information for future studies.
Variability in CO concentrations over the North Atlantic are the result of
a combination of factors including changes in emissions sources, chemistry and
meteorology (including the availability of sunlight). Understanding the drivers of
the variability in CO over the North Atlantic will help to quantify the impact of CO
sources in North America on European air quality as well as the impact of large scale
meteorology. Observations and modelling studies show anthropogenic CO emissions
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from North America and Europe are decreasing (Duncan et al., 2007; Granier et al.,
2011; Mackie et al., 2016); however, emissions from biomass burning are expected
to increase with climate change (Westerling et al., 2006; Knorr et al., 2016b). Using
a chemical transport model along with satellite observations of CO, the impact that
individual sources, long range transport and large-scale meteorological patterns have
on CO can be determined. Biomass burning and anthropogenic emissions are the
dominant sources of CO over the North Atlantic, as shown in Chapter Two, however
there are also contributions from biomass burning in Siberia.
The transportation of pollutants across continents is of high importance as it
can change atmospheric composition downwind. This is of particular relevance to
air quality policy and control as reducing local emissions may not have a significant
impact on air quality due to pollutants being transported into the area (e.g. Forster
et al., 2001; Edwards, 2003; Liang et al., 2004; Guerova et al., 2006). The efficiency of
mass transport of pollutants across different scales, from city scale to intercontinental,
depends on the lifetime of the pollutant and the meteorological conditions. The
different scales of transport, from local to synoptic, are not independent and a small
scale transport regime (for instance convection from the boundary layer (BL) into the
free troposphere (FT)) could result in transport across hemispheres.
Intercontinental transport of CO can occur between 3 – 30 days after emission
(Stohl et al., 2002) and therefore is most relevant for species that have a chemical
lifetime around this range. With a lifetime of between 30-90 days (depending on OH
concentrations) (Novelli et al., 1992; Novelli et al., 1998), CO has a long enough lifetime
to allow it to enter the free troposphere and be transported across large distances.
Pollution from North America has been shown to impact air quality levels in Europe
with observational evidence for long range transport has strengthening through use
of remote sensing techniques (Li, 2002; Stohl et al., 2002; Akimoto, 2003; Heald et
al., 2003). The geographical location of the emissions has been shown to impact
the transport of pollutants across the Atlantic and therefore the region of impact
downwind. Anthropogenic pollution from eastern North America tends to be emitted
from warmer low-latitudes and travels towards higher, colder latitudes leading to a
lofting of the pollution (Monks et al., 2009). Biomass burning, however, tends to occur
at higher latitudes with similar temperatures to Europe allowing the emissions to stay
within the European BL (Monks et al., 2009).
Observing long range transport of pollutants across the North Atlantic can be
non-trivial as emissions can be well mixed with emissions from nearer sources or
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observation stations may not be ideally situated. The Mace Head observatory on
the west coast of Ireland and the Pico Observatory in the Azores (see figure 4.1) are
commonly used to observe long range transport across the North Atlantic as they are
both subject to "clean" inflow from the Atlantic. This inflow is considered "clean" as
there are no sources of emissions immediately upwind. Therefore these stations are
ideal for monitoring emissions that have been transported across the Atlantic. There is
a substantial amount of evidence of long range transport of pollutants to Mace Head
from North America (e.g. Forster et al., 2001; Li, 2002; Warneke et al., 2006; Lewis et
al., 2012) and from East Asia (e.g. Weiss-Penzias et al., 2007) as well as transport to
the Pico Observatory from emission sources across the globe (e.g. Pfister et al., 2006;
Palmer et al., 2013; Zhang et al., 2014). Using these two sites in this analysis will
contribute towards the wider body of research relating to transport of pollutants at
these two sites.
The major modes of and drivers of CO variability over the North Atlantic derived
from long-term observations from satellite and ground stations are presented here.
Combining modelling techniques and EOF analysis, the role of different emission
sources on the variability of CO is determined. The data and analysis methods are
described in section 4.2. The results of model evaluation against long-term ground
measurements and satellite observations, the quantification of the modes of variability
in CO over the North Atlantic and the role of the summertime NAO are presented in
section 4.3. The chapter concludes with a discussion of the results in section 4.4.
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4.2 Data and methods
4.2.1 Ground Stations
CO observations from Mace Head, Ireland and Pico Observatory, Azores were used
to evaluate the model and quantify the contribution of CO from different emission
sources at these points. The model was sampled daily over 15 years (April 2000 –
January 2015) at the location of the two ground stations. Figure 4.1 shows the location
of the two stations.
Mace Head
Pico Observatory
Figure 4.1: Map of the North Atlantic showing Mace Head and the Pico Observatory (red
circles).
Mace Head is part of the NOAA Global Monitoring network and is located at
53◦N and 10◦W at a height of 10 m asl. This location provides data from the North
Atlantic at surface level and can be used to analyse outflow from North America and
Europe in the boundary layer.
The Pico Observatory in the Azores located at 38◦N and 28◦W and 2225 m asl
(Honrath, 2004; Helmig et al., 2008). This station is located in the free troposphere
and therefore can be used to observe long range chemical transport in the Northern
Hemisphere (Zhang et al., 2014).
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4.2.2 MOPITT
The MOPITT instrument (Measurement of Pollution in the Troposphere) onboard
the Terra satellite provides long-term column observations of CO with almost global
coverage every three days and an exact repeat time of 16 days (Deeter, 2003;
Drummond et al., 2010). The satellite follows a sun-synchronous low-Earth orbit with
an equator crossing time of 10:30 am local time (Drummond et al., 2010). MOPITT
measures CO with gas-filtered correlation radiometers simultaneously observing a
near-infrared (NIR) band at 2.3 µm and a thermal-infrared (TIR) band at 4.7 µm. CO
retrievals are available in both NIR and TIR as well as multi-spectral (NIR + TIR)
(Drummond et al., 2010; Deeter et al., 2012). The TIR is considered to be the most stable
product and its most similar to CO retrievals from the TES (Tropospheric Emission
Spectrometer) satellite (Luo et al., 2007; Deeter et al., 2012).
MOPITT retrievals during cloudy conditions are difficult to interpret and
therefore not used. The MOPITT retrieval algorithm detects the proportion and type of
cloud covering during an overpass and discards any retrievals that are not considered
cloudless (Deeter et al., 2013). Due to high rates of cloud formation in the tropics,
the number of retrievals over this area is reduced and any comparisons made to the
satellite data over particularly cloudy regions should be taken with caution.
As with most passive remote sensing techniques, the MOPITT retrievals are
sensitive to non-uniform layers in the atmosphere and have retrieval resolution effects
that are defined by the vertical weighting of a measurement. To calculate the best
estimate CO columns from the satellite, the retrievals incorporate an a priori profile
and an averaging kernel matrix (Rodgers, 2000). The averaging kernels provide the
sensitivity of the retrieval to both the resolution weighting effects and the a priori
profile. The retrieval is calculated by:
xrtv = xa +(K)(xtrue− xa) (4.1)
where xrtv is the retrieval, xa is the a priori profile, K is the averaging kernel matrix
and xtrue is the "true" profile from the satellite (Deeter et al., 2010; Worden et al., 2010).
Each row of K defines the averaging kernels for one level of the profiles and each
element of that row defines the weighting of the "true" profile to each level of the
profile.
As the MOPITT retrieval depends on the averaging kernels and the a priori
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estimate, any comparison to other data (such as model output) requires the other
dataset to have the same dependencies (e.g. Drummond et al., 2010; Deeter et al.,
2013). Therefore to make a valid comparison, the a priori profile and averaging kernels
must be applied to the other dataset as shown in equation 4.2 (where xmdl is the profile
from a model is used as an example) (e.g. Deeter et al., 2016).
xrtv = xa +(K)(xmdl− xa) (4.2)
CO observations from the TIR band of MOPITT are available from April 2000 to
present. This analysis uses the daily level-2 daytime column from the version-6 TIR
product which includes the a priori column and the averaging kernels for each data
point. The averaging kernels vary from point to point as well as with time. The daily
column retrievals were re-gridded to 2◦ latitude by 2.5◦ longitude to match the GEOS-
Chem model grid and a monthly mean was calculated.
4.2.3 GEOS-Chem
The GEOS-Chem atmospheric chemistry model (www.geos-chem.org) was used to
interpret the MOPITT CO column data. A "tagged CO" simulation from version 9-01
of the model was used and has been extensively documented (e.g. Bey et al., 2001;
Duncan et al., 2007; Gonzi et al., 2011; Parrington et al., 2012; Finch et al., 2014) as
described in Chapter One. The model was run at 2◦ latitude by 2.5◦ longitude with
the same model parameters as described in Chapter 2. The tagged regions used for this
analysis are shown in figure 4.2. The same regions are used for fossil fuel emissions
(using EDGAR emissions) and biomass burning (using GFED-3 emissions). CO from
biofuel and the oxidation of CH4, isoprene, monoterpenes, methanol and acetone are
also tagged.
The model total column for each tracer was sampled at the MOPITT overpass
time of 10:30 am (local time) and only where a MOPITT retrieval was available. To
create a comparable product, the MOPITT averaging kernels were then applied to the
model output. The model was run time period was identical to the MOPITT retrievals,
from April 2000 – January 2015, for more direct comparison.
4.2.4 EOF Analysis
EOF (empirical orthogonal function) analysis can be used to extract individual modes
of variance in a dataset across spatial and temporal scales (e.g. Martin et al., 2000;
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Figure 4.2: Source regions for the tagged CO simulations. The regions shows North America
(a), South America (b), Europe and Russia (c), Africa (d), East Asia (e) and Oceania (f). The
same regions were used for both anthropogenic and biomass burning CO.
Hurrell and Deser, 2009; Folland et al., 2009; Hess and Mahowald, 2009). This method
used a 2-dimensional matrix, X , of time (e.g. a time-series of data) and location (e.g.
multiple data points across a spatial domain) (Wilks, 2006). Each matrix element, xn,p,
has a time, ti for i = 1, ...,n, and spatial, s j for j = 1, ..., p, component :
X =

x1,1 x1,2 · · · x1,p





xn,1 xn,2 · · · xn,p
 (4.3)
An anomaly matrix (X ′) must then be created by subtracting the mean of the
original matrix from each element (xt,s):
x′t,s = xt,s− X̄ (4.4)
The method can be used with a 3D matrix (two dimensions of space and one of
time) if the matrix is reshaped to a 2D array before the analysis and then reformed
back into it original shape. EOF analysis separates the data field into different EOFs,
each explaining a certain fraction of the total variance seen in the original data set
(Hannachi, 2004). The EOFs are found by computing the eigenvectors and eigenvalues
of the matrix. This analysis also produces the principle components (PCs) of the
original data, revealing the amplitude and phase of each EOF. The PCs can be used
in conjunction with the corresponding EOF to gain a physical interpretation of the
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data (e.g. a seasonal cycle). To compute the eigenvectors and eigenvalues (along with
the PCs), a covariance matrix (R) is calculated using the anomaly matrix (X ′) (Wilks,
2006):
R = X ′T X (4.5)
The eigenvalues and eigenvectors can then be calculated by:
RC =CΛ (4.6)
Where C is a matrix containing the eigenvectors of R which correspond to the
eigenvalues (Λ) (Bjornsson and Venegas, 1997).
The sign of the EOF corresponds to the amplitude of the PC (a strong positive
signal in the EOF will correspond to a peak in the PC), therefore, when comparing
two spatial loading patterns the PCs must be taken into account before conclusions
can be drawn. For example, a positive signal in the spatial pattern of one EOF and a
negative signal in another may have corresponding PCs that are 180◦ out of phase. The
product of the EOF and the PC would be the same for both spatial loading patterns
and therefore can be said to be similar to one another. EOFs presented here have been
scaled to the PC sign and therefore can be directly comparable.
EOF analysis can be used to investigate the leading causes of variability seen in
long term data sets; however there are some limitations to the method: 1) The method
is sensitive to the spatial domain and the time period used, therefore choice of domain
is critical, 2) Modes of variability and large features can be mixed between EOFs if
their eigenvalues are too similar and 3) patterns can arise in the EOF from noise
in the data (Bjornsson and Venegas, 1997). To overcome some of these limitations,
rotated EOFs (REOFs) can be used. REOFs rotate the initial EOF, the most common
rotation method is the varimax rotation with the main objective of making the larger
loadings larger and the smaller loadings smaller. Any patterns that appear in both the
EOF and REOF have stronger evidence they can be physically interpreted. The EOF
and REOF analyses presented here was processed using the EOF2 Python module
(Dawson, 2016).
Using the EOF analysis in conjunction with the tagged tracers from the model
highlights the modes of variability seen in the MOPITT data. If a spatial pattern in
the EOF matches the spatial pattern of a tracer then it provides evidence that the
source might be responsible for that observed mode of variability. As the model
is 3-dimensional, the CO column for all the tagged tracers has been split into a
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boundary layer column (0 – 2 km), a mid-troposphere column (2 – 6 km) and an upper
troposphere column (6 – 18 km). Using the split column will highlight which level of




4.3.1 Mace Head Ground Station
Figure 4.3 shows a time series of CO observations and GEOS-Chem modelled CO in
the model grid box containing Mace Head, Ireland, from April 2000 until January 2015
along with a scatter plot, a histogram of the two datasets and a mean monthly cycle.
The model agrees with the observations with an R2 value of 0.69. The seasonal cycle
of CO at this location is captured and with a normal distribution of residuals (not
shown). The monthly mean plot shows a peak in modelled CO during March of 161
ppb whereas the observations peak during April with a CO concentration of 157 ppb.
Both the model and observations have a CO minimum during July of 97 and 96 ppb
respectively. The model under predicts CO by between 1 – 10 ppb between March and
June and over predicts by between 2 – 10 ppb the rest of the year.
Figure 4.4 shows the mean contribution of CO in the model at Mace Head from
tagged sources in the model for each season from April 2000 – January 2015. The mean
concentration of CO is largest during the winter (DJF) at 148.8 ppb and a standard
deviation of 39.1 ppb. The annual mean minimum occurs during summer (JJA) with
a mean concentration of 101.1 ppb and a standard deviation of 16.6 ppb. CO from
the oxidation of methane remains a large and consistent source of around 30 ppb all
year round. The largest source of CO from combustion is from fossil fuels, however
this is highly variable between seasons, with the largest contribution during DJF and
MAM, and between emission regions. The largest fossil fuel source is from Europe
with mean CO during winter and spring between 33 – 35 ppb and a minimum during
summer of 12.6 ppb. There is a large standard deviation of fossil fuel CO from Europe,
this is likely due to the variability in meteorology at this location on the western most
point of Europe. The mean contribution of CO from North America stays between
10 – 20 ppb for the year, with a minimum in summer. The standard deviation from
this source is mostly constant all year round. CO emissions from East Asia during
winter and spring show a similar contribution to European fossil fuels. As with the
other fossil fuel emissions regions, the minimum (~18 ppb) is during the summer.
The standard deviation of CO from East Asian fossil fuels is small (~8 ppb) when
compared to the standard deviation of other sources indicating the contribution from
this source is more constant than other fossil fuel regions.
CO from biomass burning peaks during the summer in North America (9.2 ppb)
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Figure 4.3: a) Timeseries of CO mixing ratio at Mace Head with observations in pink
and GEOS-Chem in blue, b) Scatter plot of CO observed at Mace Head and GEOS-Chem
simulation, coloured by season, c) histogram of CO at Mace Head from observations (green)
and GEOS-Chem (blue) and d) the monthly mean CO for both Mace Head observations (pink)
and GEOS-Chem(blue).
and in autumn for Europe (8.5 ppb). The relatively large standard deviation shown
in the biomass burning contribution is due to the variability of location, strength and
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longevity of the fire as well as the transport due to meteorology (e.g. Werf et al., 2006).
There is very little contribution at this site at the surface from biomass burning in
East Asia. Other contributions (shown on the far right of figure 4.4) represents CO
from fossil fuel, biomass and biofuel combustion from the rest of the world as well as
oxidation of isoprene, monoterpenes, methanol and acetone.

















Figure 4.4: Mean concentration of CO in GEOS-Chem for winter (DJF), spring (MAM),
summer (JJA) and autumn (SON) at Mace Head with error bars showing one standard
deviation. Total CO is shown by the bars on the far left along with CO concentration from
fossil fuels (FF) and biomass burning (BB) from North America (NA), Europe (EU) and East
Asia (EA) along with methane and other sources on the far right.
4.3.2 Pico Observatory Ground Station
Figure 4.5 shows a time series of the CO concentration from observations (pink) and
the model (blue) along with a scatter plot, a histogram of the two datasets and a mean
monthly cycle. Although the Pico observatory has sporadic measurements of CO, the
model captures the seasonal cycle well but has a mean negative bias of ~11 ppb (9.5%)
and does not capture high CO events observed. The mean monthly cycle shows that
both the model and observations peak in March with a CO concentration of 121 and
136 ppb respectively. The model minimum is July with 77 ppb of CO whereas the
observations have a minimum during August of 84 ppb. The model under predicts
CO for the entire year by between 4 – 23 ppb with the largest discrepancy during
March and the smallest during August and September.
The mean contribution from each tagged source for each season at Pico
Observatory can be seen in figure 4.6. The peak CO concentrations occured during
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Figure 4.5: a ) Timeseries of CO mixing ratio at Pico Observatory from April 2000 – January
2015 with observations in pink and GEOS-Chem in blue, b) Scatter plot of CO observed at
the Pico Observatory and GEOS-Chem simulation, coloured by season, c) histogram of CO at
Pico Observatory from observations (green) and GEOS-Chem (blue) and d) the monthly mean
CO for both Pico observations (pink) and GEOS-Chem(blue).
winter and spring with a mean concentration of∼110 ppb. The minimum is during JJA
with a mean CO concentration ∼75 ppb. As with Mace Head, methane is a consistent
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source of approximately 30 ppb all year round with very little variation. CO from
East Asian fossil fuel is larger source of CO than at Mace Head with a contribution
during winter and spring of 26 ppb dropping to around 10 ppb during summer and
autumn. Due to the Pico Observatory being in the free troposphere, the air is well
mixed and therefore less variability is seen from all the emissions sources. The mean
contribution from fossil fuels in North America and Europe are similar, between 8
– 15 ppb throughout the year. Biomass burning from North America, Europe and
East Asia have a peak mean contribution at different times of the year. The peak CO
from East Asian biomass burning is during spring, the peak CO from North American
biomass burning is during summer and the peak CO from European biomass burning
is during autumn. All the biomass burning sources have a mean peak CO contribution
of approximately 5 ppb.




















Figure 4.6: Same as figure 4.4 except for the Pico Observatory. Note the y-axis is different to
figure 4.4.
4.3.3 Model and Satellite CO Column Evaluation
Figure 4.7 shows the monthly mean CO column over North America, Eurasia (Europe
and Siberia), South America and Asia from April 2000 – January 2015. The value
used is the mean value over the whole region (not weighted by latitude) over the
same time period for each region specified. The regions used are defined in section
4.2. The mean MOPITT CO column over North America (figure 4.7a) has a maximum
during MAM of ∼2.3 × 1018 molec cm−2 from 2000 – 2007 which drops to ∼2.0 × 1018
molec cm−2. The minimum CO observed by MOPITT is during July which remains at
approximately 1.7× 1018 molec cm−2. The GEOS-Chem mean column CO reproduces
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the maximum and the minimum during the correct months but has a negative bias
from 2000 – 2010 of ~0.2 × 1018 molec cm−2 during winter and > 0.1 × 1018 molec
cm−2 during summer. The model shows good skill in reproducing the MOPITT CO
columns over North America after 2010.
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Figure 4.7: Mean CO column of MOPITT (grey) and GEOS-Chem (red) from April 2000 to
January 2015 for North America (a), Eurasia (Europe and Siberia) (b), South America (c) and
Asia (d).
The mean CO columns from MOPITT and GEOS-Chem for Eurasia, shown
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in figure 4.7b, show a similar seasonal cycle to North America, with the seasonal
minimum and maximum falling in February and July respectively. The minimum
values seen in Eurasia are greater than those seen in North America at ∼1.8 ×
1018 molec cm−2, but has similar maximum values. The model has a negative bias
throughout the year between 0.1 – 0.2 × 1018 molec cm−2 from 2000 – 2010 and shows
good agreement during the winter after 2010. The model fails to reproduced the
secondary peak seen in the MOPITT data during the summer after 2010.
Figure 4.7c shows the mean CO column from MOPITT and GEOS-Chem for
South America. The model shows good agreement with the satellite data with a
February minimum of ~1.3 × 1018 molec/cm2 and a July maximum of ~1.7 × 1018
molec cm−2. The model shows a positive bias during the summer months after 2009
of ~0.2 × 1018 molec cm−2, this is likely to be caused by the GFED emission inventory
which repeats emissions from 2011 onwards.
Figure 4.7d shows the mean CO column from MOPITT and GEOS-Chem for Asia.
The seasonal cycle follows the same pattern as North America and Eurasia with a
minimum in July (~1.7 × 1018 molec cm−2) and maximum in February (~2.2 × 1018
molec cm−2). As with North America and Eurasia, there is a negative bias in the
model from 2000 – 2010 and then good agreement from 2010 onwards.
Figures 4.8 – 4.11 show the CO column seasonal means for MOPITT and GEOS-
Chem, the difference between the two and the percentage difference. During winter
(figure 4.8), the model performs well with a bias between ±8% for most of the globe.
The high positive bias in the model over the Amazon and Central Africa is 16% – 40%,
suggesting the tropical biomass burning emissions in the model are too high. The
model performs well in capturing the CO outflow from East Asia during this season.
The model CO column has a bias of between -8% and -16% compared to the MOPITT
retrieval over the Sahara. This bias over the sahara has been previously reported when
comparing to models, ground stations and other satellite products (Deeter et al., 2010;
De Laat et al., 2010; Hooghiemstra et al., 2012).
During spring (figure 4.9), the model shows a large negative bias in the northern
mid-latitudes (10◦N – 50◦N) of between 8% and 16% and up to 24% Northern Africa
and Mexico. This season shows the largest spatial extent of bias between MOPITT and
GEOS-Chem. The model overestimates the CO column in the Amazon and Indonesia
between 8% – 32%.
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Figure 4.8: Winter (DJF) average for MOPITT CO column (top left), GEOS-Chem CO
Column (top right), GEOS-Chem - MOPITT column (bottom left) and percentage difference
between GEOS-Chem and MOPITT (bottom right).
During the summer months the negative bias seen in GEOS-Chem in the northern
mid-latitudes through spring is reduced over the oceans, Europe and eastern USA to
between 0 – -8% (figure 4.10). There is still a high bias over the Sahara, Siberia, western
USA and eastern Canada (-8% and -24%). The larger negative bias in the boreal regions
could indicate an underestimation of biomass burning emissions in the model. There
is a very large positive bias over the Amazon (>40%) and a positive bias of between
16% and 32% for other SH biomass burning regions. The outflow of CO from the west
coast of South America also shows a bias of between 16% and 32%.
The NH bias is the smallest in the autumn to between 0 – -8% (figure 4.11). The
model shows a positive bias (8% – 24%) over major biomass burning regions in the SH
but with a negative bias (-8% – -24%) on the easterly outflow from South America and
Africa. There is also a large positive (8% – 24%) bias in East Asia and the Bangladesh
region.
The mean longitudinal model bias from 180◦W to 180◦E over time as a function
of latitude is shown in figure 4.12. The is a clear seasonality to the model bias with the
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Figure 4.9: Spring (MAM) average for MOPITT CO column (top left), GEOS-Chem CO
Column (top right). GEOS-Chem - MOPITT column (bottom left) and percentage difference
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Figure 4.10: Summer (JJA) average for MOPITT CO column (top left), GEOS-Chem CO
Column (top right). GEOS-Chem - MOPITT column (bottom left) and percentage difference
between GEOS-Chem and MOPITT (bottom right).
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Figure 4.11: Autumn (SON) average for MOPITT CO column (top left), GEOS-Chem CO
Column (top right). GEOS-Chem - MOPITT column (bottom left) and percentage difference
between GEOS-Chem and MOPITT (bottom right).
also shows the positive bias around the equator and also the appearance of a strong
positive bias (>18%) in the SH mid-latitudes from 2011 – 2015. This is most likely due
to the scaling used in the model for GFED3 biomass burning emission inventory where
the biomass burning is repeated from the year 2011 onwards. There is a reduction in
the bias in the NH mid-latitudes after 2010 with the bias staying below -18%. The data
gap seen between 2009 and 2010 in figure 4.12 is due to missing MOPITT overpass
data.
Monthly zonal mean bias are shown in figure 4.13. The boxes show 50% of the
data, the whiskers show 95% of the data, the black line shows the median bias and
the circle shows the mean bias. The model is in good agreement with MOPITT for
the southern polar region (66◦S – 90◦S; dark green box) and for the southern mid-
latitudes (24◦S – 66◦S; purple box) with the mean and median biases lying within
±5%. There is little spread within 95% of the data due to the homogeneity of CO below
24◦S. The model bias for the tropics (24◦S – 24◦N; red box) shows the largest variation
out of all the regions with high variability of CO throughout the year. The cause of
this high variability could be the results of a number of factors including inaccurate
biomass burning inventories within the model or less satellite retrievals in this region
compared to regions outside the tropics due to large amounts of cloud cover. The
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Figure 4.12: Mean model percentage bias (GEOS-Chem - MOPITT) from 180◦ west to 180◦
east for total CO column from April 2000 to January 2015 against latitude.
mean and median bias of the tropics lie within ±6% and show a seasonality with the
largest negative bias in April and the largest positive bias in August. The negative
bias during April seems to be largely influenced by large negative bias seen over the
Sahara, as seen in figure 4.9 and discussed earlier in this section. The positive bias in
August is largely influenced by the large positive bias in the Amazon basin (as seen in
figure 4.10). Biomass burning is the dominant source of CO in this region and therefore
inaccuracies in biomass burning inventories could explain the large biases seen here.
The northern mid-latitudes (24◦N – 66◦N; light green box) have a persistent negative
bias with means between -3 and -14% with the largest bias in May. 95% of the data for
this region lies between ±10% of the mean for all months. The northern polar region
(66◦N – 90◦N; blue box) has a smaller bias with the mean and median biases for all
months between ±2%.
Overall, the modelled CO column shows good agreement with the MOPITT
column with the model bias reducing throughout MOPITT’s lifetime. There is a larger
negative bias in the NH than the SH and a positive bias over the equator. The model
captures the summertime minimum and wintertime maximum in CO but displays
a large bias during spring suggesting it does not time the change in season correctly.
There is also a significant positive bias in the model of tropical biomass burning region
with indicates the GFED biomass burning inventory is overestimating the emissions
of CO from fires in this region. However, the model shows a negative bias in boreal
biomass burning regions indicating an underestimation of CO emissions from biomass
burning in the NH mid-latitudes.
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Figure 4.13: Mean monthly percentage model bias (GEOS-Chem - MOPITT) from 180◦ west
to 180◦ east for the South Pole (90◦S - 66◦S) (dark green), southern mid-latitudes (66◦S - 24◦S)
(purple), the tropics (24◦S - 24◦N) (red), northern mid-latitudes (24◦N - 66◦N) (light green)
and the North Pole (66◦N - 90◦N) (light blue). The boxes show 50% of the data, the whiskers
show 95% of the data, the solid black line show the median value and the dot shows the mean.
4.3.4 EOF Analysis
EOF analysis was performed on the CO column for the western Northern Hemisphere,
encompassing North America, the North Atlantic and Europe (170◦W – 20◦E, 20◦N –
70◦N). This domain shows an annual temporal cycle of CO which follows the seasons.
There is a maximum CO concentration in March and a minimum in July, as seen in
figure 4.7. This seasonal cycle was removed from the dataset as this mode of variability
would otherwise dominate the other modes. The seasonal cycle was determined using
a wavelet transform to spectrally decompose the CO time series (following Mackie
et al. (2016)). The analysis was performed on each season individually on both the
MOPITT data and the modelled CO to determine the dominant modes during each
period of the year. Varimax rotation was applied to all EOFs to determine the validity
of these EOFs and were found to have similar spatial loading patterns to the original
EOFS and modes of variability (not shown). A correlation between the EOF for
MOPITT and the EOF for GEOS-Chem is presented along with correlations comparing
the EOFs to each tagged tracer distribution. Only tracers showing high correlation to
the MOPITT EOFs are presented and discussed here. For full tables of the correlations
between all the tracers discussed and the EOFs for both MOPITT and GEOS-Chem at
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boundary layer (BL, < 2 km), mid-troposphere (MT, 2 – 6 km) and upper-troposphere
(UT, > 6km ) heights, please see the appendix. Correlations have been calculated by
flattening the 2-D arrays and calculating an r2 value. This provides a quantitative
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Figure 4.14: The four leading EOFs (top) for winter (DJF) for MOPITT (left) and GEOS-
Chem (right).
The four leading EOFs during winter for both MOPITT and GEOS-Chem are
presented in figure 4.14. All four EOFs for this season show a large amount of
similarity between MOPITT and GEOS-Chem. This demonstrates the model is
performing well in capturing the variability seen by the satellite.
• The first EOF shows very similar pattern in both the MOPITT data and the
GEOS-Chem data representing 54.2% and 56.0% of the variability, respectively.
The two EOFs have a high correlation with an r2 of 0.77. There is a large band of
positive signal between 30◦N and 50◦N. As seen in table 4.1, this spatial loading
patterns show correlations with East Asian biomass burning in both the upper
and middle troposphere and the oxidation of CH4 and South American biomass
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Table 4.1: Highest four R2 values CO tracers against EOF1 for DJF
Tracer MOPITT EOF
East Asian BB (UT) 0.38
CH4 (UT) 0.36
East Asian BB (MT) 0.35
S. American BB (UT) 0.34
Table 4.2: Highest four R2 values CO tracers against EOF2 for DJF
Tracer MOPITT EOF
S. American BB (UT) 0.41
East Asian FF (UT) 0.40
Isoprene (UT) 0.39
European FF (MT) 0.37
burning in the upper troposphere. The tracer pattern for East Asian BB is shown
in figure 4.15.
• The second EOF represents 4.5% and 4.8% of the variability of MOPITT and
GEOS-Chem, respectively. The two EOFs have an r2 value of 0.68. There is
a strong signal in both MOPITT and GEOS-Chem below Alaska. The second
MOPITT EOF has a stronger signal over the North Atlantic (~50◦N) which is
not captured by the model. Table 4.2 shows that there is correlations between
the spatial patterns seen in the second EOF to South American biomass burning,
East Asian fossil fuel and isoprene oxidation in the upper troposphere as well
as European fossil fuels in the mid troposphere.
• The third EOF represents 3.2% and 4.2% of the variability from MOPITT and
GEOS-Chem, respectively. The spatial patterns seen the EOFs do not match
well with an r2 of 0.06. Correlation tables with tracers have not been shown for
this EOF as there is no tracer with a high correlation.
• The fourth set of EOFs display some similarities in the spatial loading structure
with a band of positive signal over the mid North Atlantic (more so for the
model). However, they have a poor spatial correlation with an r2 of 0.08 This
EOF represents 3.0% and 3.8% of the variance in MOPITT and GEOS-Chem,
respectively. Although there are similarities to the structure of the first EOF,
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Figure 4.16: The four leading EOFs (top) for spring (MAM) for MOPITT (left) and GEOS-
Chem (right).
The four leading EOFs during spring (MAM) for both MOPITT and GEOS-Chem
are shown in Figure 4.16.
• The first EOF for MOPITT and GEOS-Chem represent 52.0% and 70.6% of the
total variance, respectively. The two EOFs correlation well with an r2 or 0.71.
This difference in percentage variance occurs in the same season with the largest
model bias. As with the winter EOFs, East Asian biomass burning at in the
upper and mid troposphere have the highest correlation with the EOF (see table
4.3) with the oxidation of methane and boundary layer East Asian biomass
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Table 4.3: Highest four R2 values CO tracers against EOF1 for MAM
Tracer MOPITT EOF
East Asian BB (MT) 0.55
East Asian BB (UT) 0.49
CH4 (UT) 0.39
East Asian BB (BL) 0.39
Table 4.4: Highest four R2 values CO tracers against EOF2 for MAM
Tracer MOPITT EOF
European FF (BL) 0.25
East Asian FF (UT) 0.21
S. American BB (UT) 0.21
East Asian FF (BL) 0.20
burning also showing high correlation. All four of these tracers are shown in
figure 4.17.
• The second EOF for MAM represents 7.8% and 5.4% of the variability for
MOPITT and GEOS-Chem, respectively. There is substantial difference in the
EOF spatial loading patterns between MOPITT and GEOS-Chem with an r2 of
0.12. GEOS-Chem has a strong signal below 30◦N and between 180◦W – 60◦W
that is not seen in the MOPITT data. Table 4.4 shows the highest correlations
between tracers and the second EOF with fossil fuel from Europe and East
Asia showing showing the highest correlation along with biomass burning from
South America.
• The third and fourth EOFs represent 4.4% and 3.0% of the variance for MOPITT,
respectively and 2.4% and 2.1% for GEOS-Chem, respectively. The third and
fourth EOFs have r2’s of 0.03 and 0.05 respectively. The signal in these EOFs are
noisy and there is no clear match with any model tracer. This variance are likely
to be due to noise in the CO time series.
Figure 4.18 shows the four leading EOFs during summer for both MOPITT and
GEOS-Chem.
• The first EOF represents 55.8% of the variability for MOPITT and 35.7% for
GEOS-Chem. The structure of the first MOPITT EOF is fairly homogeneous
whereas there is a strong negative signal over mid-Canada in the GEOS-Chem
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Figure 4.17: MAM mean column CO from mid-tropospheric East Asian biomass burning (a),
upper tropospheric East Asian biomass burning (b), oxidation of CH4 in the upper troposphere
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Figure 4.18: The four leading EOFs (top) for summer (JJA) for MOPITT (left) and GEOS-
Chem (right).
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Table 4.5: Highest four R2 values CO tracers against EOF1 for JJA
Tracer MOPITT EOF
N. American BB (UT) 0.27
CH4 (BL) 0.27
CH4 (UT) 0.24
N. American BB (MT) 0.22
GEOS-Chem EOF occurs over the boreal region whereas this cannot be seen in
the MOPITT EOF. Table 4.5 shows that biomass burning in from North America
and the oxidation of CH4 are the most correlated tracers with the MOPITT
EOF. The mean CO column for the upper troposphere for the North American
biomass burning tracer can be seen in figure 4.19 (a).
• The second EOF for both MOPITT and GEOS-Chem for JJA reveal a strong
signal over the biomass burning region with 12.7% and 16.8% of the variance
for MOPITT and GEOS-Chem respectively. They have an r2 value of 0.48. This
also corresponds with North American biomass burning CO in the upper and
mid-troposphere (as seen in table 4.6 and can be seen in figure 4.19 (b). The
oxidation of monoterpenes (figure 4.19 (c) and biomass burning from East Asia
also correlate highly this EOF.
• EOF 3 shows 4.0% and 8.1% of the variability in MOPITT and GEOS-Chem
respectively, however have an r2 of only 0.12. There is a positive signal in the
GEOS-Chem EOF around northern Mexico and southern USA which correlates
CO production from the oxidation of isoprene as shown in table 4.7 (figure 4.19
(d). Fossil fuel combustion from East Asia and North America also correlate
with this EOF.
• The fourth EOF shows 2.3% and 5.3% of the variance for MOPITT and GEOS-
Chem respectively with little correlation, showing an r2 between the two EOFs
of 0.01. There is also very little correlation between this EOF and any of the
tracers from the model.
Figure 4.20 shows the four leading EOFs during autumn for both MOPITT and
GEOS-Chem.
• The first EOF represents 62.5% and 61.8% of the variance seen in MOPITT and
GEOS-Chem, respectively. Although the percentage of variance explained is
similar between the two datasets, the spatial patterns seen in MOPTIT are not
well reproduced by the model with an r2 of 0.25. The first EOF for MOPITT
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Table 4.6: Highest four R2 values CO tracers against EOF2 for JJA
Tracer MOPITT EOF
N. American BB (MT) 0.70
Monoterpenes (MT) 0.68
N. American BB (UT) 0.68
East Asian BB (BL) 0.65
Table 4.7: Highest four R2 values CO tracers against EOF3 for JJA
Tracer MOPITT EOF
Isoprene (BL) 0.32
East Asian FF (UT) 0.31
East Asian FF (BL) 0.29
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Figure 4.19: JJA mean column CO from North America biomass burning in the upper
troposphere (a), and in the mid-troposphere (b), oxidation of monoterpenes in the mid-
troposphere (c) and oxidation from isoprene in the boundary layer (d).
shows a strong positive signal in the Pacific Ocean and the mid North Atlantic,
coming from the east coast of the USA. Although the model does show a strong
positive signal in the Pacific, there is not a strong signal over the mid North
Atlantic but is one over Canada. As seen in table 4.8, the oxidation of CH4 and
all levels through the atmosphere correlate well with this EOF suggesting this is
the driver of this mode of variability. The mean CO column from the oxidation
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Figure 4.20: The four leading EOFs (top) for autumn (SON) for MOPITT (left) and GEOS-
Chem (right).
of CH4 in the upper troposphere is shown in figure 4.21.
• The second EOF for GEOS-Chem (6.7% of the variance) does not reproduce
similar spatial patterns to the MOPITT EOF (8.1% of the variance) with an r2
of 0.38. Table 4.9 shows that the second EOF is correlated with biomass burning
from both South and North America as well as fossil fuel from Europe in the
upper troposphere.
• The third GEOS-Chem EOF (4.9%) does not reproduce similar spatial patterns as
the MOPITT EOF (3.4%) with a strong signal over northern Mexico and Souther
USA seen in GEOS-Chem but not with MOPITT. The r2 value for the two EOFs
is 0.17. Table 4.10 shows that fossil fuel emissions from East Asia at all levels are
correlated to this EOF.
• The fourth EOF for either MOPITT (2.2%) or GEOS-Chem (2.6%) and show
little correlation with an r2 of 0.01. The EOFs do not match any GEOS-Chem
tracer; however, the MOPITT EOF shows a strong signal over North America
which is indicative of anthropogenic CO and the GEOS-Chem EOF shows an
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S. American BB (UT) 0.20
Table 4.9: Highest four R2 values CO tracers against EOF2 for SON
Tracer MOPITT EOF
S. American BB (UT) 0.56
S. American BB (MT) 0.50
N. American BB (BL) 0.46
European FF (UT) 0.46
outflow from South America which could indicate transport of CO from below
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Figure 4.21: SON mean column CO from the oxidation of CH4 in the upper troposphere.
Table 4.10: Highest four R2 values CO tracers against EOF3 for SON
Tracer MOPITT EOF
Isoprene (BL) 0.32
East Asian FF (UT) 0.31
East Asian FF (BL) 0.29
N. American FF (UT) 0.29
130
Chapter 4. Variability of Carbon Monoxide over the North Atlantic
4.4 Summary and Discussion
A tagged tracer version of the GEOS-Chem global atmospheric chemistry model
was used to interpret CO observations from two ground stations and the MOPITT
satellite from April 2000 to January 2015. The model performs well in reproducing
the observed CO and the Mace Head ground station, capturing both the seasonal
variability and the magnitude of CO observed at this site. This analysis, along with
work by Mackie et al. (2016), shows the model has skill at reproducing surface CO
observations. The model has a negative bias of ∼11 ppb when reproducing CO
observations at the Pico Observatory suggesting that the model underestimates CO
in the free troposphere.
Using the individual tagged tracers in the model, the CO observed at both Mace
Head and the Pico Observatory is attributed to different sources during each season.
Both sites showed the seasonality expected in the NH with a minimum CO during
the summer and a peak during winter. CO from the oxidation of CH4 remains
constant throughout all seasons at both sites, contributing approximately 30 ppb
throughout the year. CO at Mace Head is heavily influenced by fossil fuel combustion
in Europe and the observed high variability from this source due to the changing wind
directions. CO from fossil fuel combustion in North America and East Asia exhibit
variability with the seasons and contribute between 15 – 30 ppb. Biomass burning
from North America has a mean contribution of ∼15 ppb during the summer, which
is comparable to fossil fuel combustion from North America during this season.
CO at the Pico Observatory showed less variability from all the sources when
compared with Mace Head owing to the CO becoming well mixed in the free
troposphere as it reaches Pico. The contribution from East Asian fossil fuel is higher at
Pico than Mace Head with a mean contribution of 20 ppb in the summer and 35 ppb
in the winter. This is an indication of much of the CO transported from East Asia is in
free troposphere. Although many previous studies have used the Pico Observatory to
measure the CO transported from boreal forest fires in North America (e.g. Lapina et
al., 2006; Pfister et al., 2006; Helmig et al., 2008), this study shows the contribution from
biomass burning from North America and Europe at Pico is approximately half of
what is seen at Mace Head. This location has been shown to be useful in determining
the impact of individual biomass burning events on air quality. Due to the infrequent
and sporadic nature of biomass burning events being observed at this station, analysis
of long term effects on CO variability from North America biomass burning will be
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limited as there is not enough data at this site.
Applying the MOPITT averaging kernels modelled to CO from GEOS-Chem
provided comparable products to help determine the skill of the model and interpret
MOPITT observations. Comparisons between the GEOS-Chem model and the
MOPITT column retrievals shows the model has a negative bias in the northern
mid-latitudes for all seasons with spring having the largest bias up to -32% in some
locations. The negative bias seen in this region is generally between -8% and -24%
and is comparable to other model and MOPITT comparisons (eg. Deeter et al. (2012)
and Strode et al. (2016)). The model showed a large positive bias over the Amazon,
West Africa and Indonesia, with a peak bias (>40%) over the Amazon during summer.
This bias could be due to an overestimation of biomass burning emissions from these
regions. However, these regions are typically cloudy and therefore MOPITT retrievals
over these areas are less frequent which could cause a sampling bias. It remains
unclear whether the bias seen between GEOS-Chem and MOPITT is due to errors in
the model or the satellite retrievals. Future work using surface level satellite retrieval
products and CO observations at a range of altitudes will help diagnose this issue.
Both the MOPITT observations and the GEOS-Chem model produced similar
EOFs for each season over North America, the North Atlantic and Europe. The high
skill of the model to reproduce the variability in the MOPITT CO in the EOF analysis
provides an opportunity to determine the main modes of variability of CO over the
region. Biomass burning emissions from East Asia in the upper troposphere correlate
well (r2 = 0.38) with the first mode of variability although this is not considered to
be the major biomass burning season (Streets et al., 2003). This analysis only shows
the variability in the emissions and not the total amount. Therefore this could be
leading the variability seen observed in the CO columns although it is not the highest
contributor to CO in the area. The oxidation of CH4 also correlated well (r
2 = 0.36) with
this spatial loading pattern and could also be the driver of variability. The second
mode of variability for winter shows a strong correlation (r2 = 0.41) with biomass
burning from South America. As with the first EOF, this could indicate that this
is the source which is controlling the second mode of variability even through it is
not contributing a large proportion of observed CO. The third and fourth EOFs do
not correlate well with any of the tracers from the model, this could be due to noise
created in the analysis or could be due to dominant weather patterns. More analysis
of prevailing weather could help in explaining these modes of variability.
As with winter, EOF analysis for the spring shows the first EOF correlates well
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(r2 = 0.55) with biomass burning from East Asia, however the model shows this
EOF explains 70% of the variance, whereas the MOPITT data the mode of variability
only explains 52% of the total variance. The difference between MOPITT and the
model occurs during the same season as the largest bias in total CO column. This
demonstrates that the model has difficulty in reproducing the correct CO MOPITT
columns during spring. The EOFs are not as well defined during this season and the
model shows different spatial loading patterns for the second, third and fourth EOFs
when compared with the MOPITT EOFs. The second EOF for MOPITT correlates (r2 =
0.25) to the emission from fossil fuels in Europe. The remaining EOFs do not show any
distinct features and cannot be attributed to individual tagged tracers from the model.
As hypothesised for the winter EOFs, the remaining variability is likely to be from
meteorological conditions such as storms which cannot be captured by EOF analysis.
North America biomass burning becomes the dominant mode of variability over
North America and the North Atlantic during the summer with the EOFs being
dominated by a strong biomass burning signal. The signal seen in all EOFs from
biomass burning in Canada is due to the variability of fire location year to year as well
as time of season the fires occur with the first and second EOFs correlating with North
American biomass burning with and r2 of 0.27 and 0.70 respectively. This variability
effectively creates different emission regions for biomass burning and therefore each
has a mode of variability. Another reason for the mixing of signals across the EOFs
is the sensitivity of the CO column to height of the biomass burning emissions. The
first EOF shows a biomass burning signal which matches the mid-troposphere column
and the second EOF correlates well with the boundary layer. There is also evidence
that the oxidation of monoterpenes and isoprene are starting to have and effect on the
observed variability with monoterpenes showing a high correlation (r2 = 0.68) with
the second EOF and the oxidation of isoprene showing a correlation of r2 = 0.32 with
the third EOF.
The first EOF for MOPITT during autumn correlates well with the CO from the
oxidation of CH4 at all layers of the troposphere (boundary layer r
2 = 0.50, mid-
troposphere r2 = 0.44 and upper troposphere r2 = 0.51). These high correlations give
confidence that CH4 is the main driver for the variability of CO seen through this
season. The second EOF for MOPITT correlates well with biomass burning from both
South America (r2 = 0.56) and North America (r2 = 0.46), which could indicate that the
later end of the biomass burning season is still having an effect on the CO variability.
There is also a correlation (r2 = 0.32) between the oxidation of isoprene and the third
EOF, showing that biogenic emissions are still having an effect in this season. As with
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winter and spring, the fourth EOF does not correlate well with any tracers and could
be due to meteorology or noise in the signal.
The EOF analysis reveals that amount of CO variance observed over the North
Atlantic is dominated by emissions rather than meteorology. With decreasing
anthropogenic CO emissions from North America and increasing emissions from East
Asian, the distribution would be expected to change. Studies have also shown an
increase in biomass burning with climate change that will have a further impact on
the CO concentration and variability across this region (Westerling et al., 2006; Knorr
et al., 2016b). These changes will have an impact on the magnitude of the season
cycle of CO and the distribution across the globe. How the variance will change as
emissions change is unclear and presents an interesting opportunity for further study.
The role of prevailing meteorology or changes to large scale transport systems such
as the North Atlantic Oscillation could also play a role in the variability and further
study into the role of these factors could expand on the work presented here.
By using the GEOS-Chem model, more information can be gained from the
MOPITT CO columns and ground station observations. Using the model allows for a
more robust estimate of the causes of variability observed. Reducing the bias between
GEOS-Chem and MOPITT will improve our understanding of the CO variability





This thesis has investigated the impact of boreal biomass burning in North America on
air quality. Both the short term impacts of biomass burning on carbon monoxide (CO)
and ozone (O3) as well as the longer term variability of CO across the North Atlantic.
Using observational data from the BORTAS field campaign in conjunction with the
GEOS-Chem atmospheric chemistry model, emissions from biomass burning in North
America were quantified and the impacts on air quality were assessed. This chapter
will discuss the main implications of the research undertaken and how the research
fits into a broader context along with limitations and uncertainties. This chapter, and
the thesis, will conclude with suggestions for further studies that would build on the
results presented here.
The chapter will summarise and discuss how the work presented in this thesis
has addressed the main aims that were presented in chapter one. Those aims were:
• How accurately does the global 3-D GEOS-Chem atmospheric chemistry
transport model reproduce observations of tropospheric gas-phase chemistry
in near-field and far-field airmasses influenced by boreal biomass burning?
• Can comparing the physical and chemical age of airmasses improve our
understanding of time-dependent tropospheric photochemistry in airmasses
influenced by biomass burning?
• What is the role of in situ ozone photochemistry in biomass burning plumes
on surface air quality as they interact with downwind urban photochemical
environments?
• How much of the observed variation in carbon monoxide over the Northern
hemisphere is due to boreal biomass burning?
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5.1 Review and Discussion of Main Aims
5.1.1 How accurately does
the GEOS-Chem atmospheric chemistry transport model
reproduce observations of tropospheric gas-phase chemistry
in near-field and far-field airmasses influenced by boreal
biomass burning?
The GEOS-Chem atmospheric chemistry model has been used extensively throughout
this thesis and has been shown to be a very useful tool in gaining understanding
into the role biomass burning plays on air quality. The model has been shown to be
highly adaptable for different analyses on different time scales, different resolutions
and different chemical species.
The GEOS-Chem model has been constantly evaluated throughout the thesis
against different types of atmospheric measurements and has shown varying
skill in reproducing the observations. The model performs well in reproducing
the observed CO from ground station measurements at Mace Head and Pico
Observatory monitoring stations as well as the BORTAS science flights and CO
column observations from the MOPITT satellite. This is consistent with previous
work on GEOS-Chem CO (e.g. Heald et al., 2003; Guerova et al., 2006; Chen et al.,
2009; Fisher et al., 2010; Mackie et al., 2016) that shows the model to have high skill
at reproducing observations across the globe. However, the variability seen in CO
observations from the the BORTAS flights is not fully captured within the model. This
highlights the sensitivity of the model to spatial and temporal resolution as sub-grid
scale processes are not captured with a model resolutions used (Philip et al., 2016).
Although the GEOS-Chem model was run at a nested resolution of 0.5◦ latitude by
0.667◦ longitude, the variability observed from the flights highlighted the need for
higher resolution models for analysis of this kind.
The "tagged-CO" version of the GEOS-Chem model (as described in chapter one)
provided an invaluable insight into the role of biomass burning on CO concentration.
It has been shown repeatedly to be a useful method for interpreting observations of
CO (e.g. Jones et al., 2003; Palmer et al., 2003; Palmer et al., 2006; Chen et al., 2009;
Feng et al., 2009) and this thesis presents a new application for the tagged CO model
simulation by using it to interpret Empirical Orthogonal Function (EOF) analysis of
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MOPITT observations (as seen in chapter four). Using the tagged-CO simulation in
this way has not been done previously but the work presented here illustrates the
capability of the model for this task.
Although the model compares well with CO observations, comparisons of
modelled O3 to observations from ground stations and ozonesondes across North
America as well as BORTAS flight data highlighted a large positive bias in GEOS-
Chem. This bias was reduced from ∼20 ppb to ∼10 ppb through the reduction of
lightning and anthropogenic NO emissions. Further model runs performed with
reduced emissions from Asia as well as North American biomass burning and
anthropogenic sources were found to have little effect on the bias seen in the model.
Although a bias in O3 from the GEOS-Chem model was seen in work by Travis et
al. (2016), the magnitude of the bias was smaller and further research is needed to
determine the cause of this discrepancy.
As well as reproducing observed emissions from biomass burning, the GEOS-
Chem model was used to track the centre of a biomass burning plume from a large
forest fire on 17 July 2011. This unique method of determining the centre of the
plume, described in chapter three, has demonstrated the adaptability of the model
and provided a new technique to examine outflow of pollution from a point source
in both a Lagrangian and Eulerian perspective. Using the Lagrangian perspective to
quantify O3 chemistry has been done before (e.g. Alvarado et al., 2009; Kim et al.,
2016), yet this type of analysis is usually restricted to less than one day. The plume
tracking method used in this thesis allows for plume analysis for longer periods of
time (> one week).
This thesis has frequently illustrated the skill and usefulness of atmospheric
chemistry modelling for reproducing and interpreting both near-field and far-field
observations of biomass burning emissions, however, there are limitations to the
methods presented here. One such limitation is that the tagged-CO model simulation
cannot be thoroughly tested through observations. Total CO can be measured
accurately and compared to the model but observing the impact of individual sources
of CO difficult through current observational methods. The use of positive matrix
factorisation (PMF) is possible for source attribution of observed species but can have
large associated errors and still requires numerous assumptions to be made regarding
fractionation of species (Shrivastava et al., 2007; Thornhill et al., 2010). Accurately
reproducing individual biomass burning plumes can also be problematic due to the
sensitivity of the model to factors such as emissions (Bian et al., 2013; Daskalakis et
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al., 2015), injection height (Hyer et al., 2007; Kahn et al., 2008) and model resolution
(Goodrick et al., 2013). Accurately modelling O3 is non-trivial and, as shown in
chapter three, can even be an issue for sophisticated atmospheric chemistry models.
There are a number of factors that will improve O3 modelling including further
studies on the interaction between different emissions sources, using more complex
and accurate chemical mechanisms and increasing the spatial resolution of the models
(The Royal Society, 2008).
5.1.2 Can comparing the physical and chemical age of airmasses
improve our understanding of time-dependent tropospheric
photochemistry in airmasses influenced by biomass burning?
It is well known that a significant factor on the concentration of different chemicals
within the biomass burning plume is the time since emission (widely referred to as the
age of the plume). This is of particular importance for the formation and destruction
of O3 (Jaffe and Wigder, 2012). This thesis presents a new way of determining the
age of emissions through modelling and makes comparisons to photochemical ageing
which has been widely used to determine the age of observed biomass burning plume
(e.g. Parrish et al., 2007; Parrington et al., 2013).
Two common ways of determining the age of emissions from biomass burning
are using back trajectory models (e.g. HYSPLIT (Draxler and Hess, 1998)) and
photochemical age calculations (described in chapter two). The new method shown in
chapter two uses the GEOS-Chem model to determine the physical age of emissions.
The method has been shown to have good agreement with the HYSPLIT back
trajectories presented in Gibson et al. (2015) which gives confidence to the validity
of the method.
An important finding with the physical age of air is the comparison to the
photochemical age calculations. The work in chapter two shows that the difference
between the physical and photochemical age can indicate the extent of slowing to the
photochemistry. It is well established that speed of photochemistry within a plume
will impact on the O3 chemistry. The analysis in this thesis shows a strong correlation
between a slowing of the photochemistry and the aerosol optical depth of the plume.
Combining this ageing method with observational studies measuring key chemical
constituents for O3 production and aerosols will help in quantifying the impact of
aerosols on chemistry within a plume.
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Another method for quantifying the changes in chemistry is by using the plume
tracking method described in chapter three. This allows for the monitoring of a single
air parcel over a period of time as it is transported away from the fire and therefore
provides an opportunity to quantify the evolving plume. Using this plume tracking
technique showed that the plume was producing O3 for the first three days after
emission and then became a net destroyer of O3. This does not agree with work by
Parrington et al. (2013) who observed O3 production over five days after emissions
for the same fire. The differences between the work shown here and Parrington et al.
(2013) cannot be fully resolved within the scope of this study. There are a number
of potential reasons for the differences seen between the two studies, one of which is
the model results are showing the centre of the plume whereas the observations were
taken throughout the plume profile. As the model shows the chemistry in the centre
of the plume, it cannot account for changes in chemistry at the leading or trailing edge
of the plume.
Sensitivity analysis of the O3 production and loss within the plume indicated
that the mixing of emissions from fossil fuel slowed down the destruction rate of O3
downwind from the Quebec City/Montreal area five days after emissions. This work
highlighted the importance of the age of emissions and how the chemistry within a
biomass burning plume can evolve as well as be influenced by other emission sources.
5.1.3 What is the role of in situ ozone photochemistry in biomass
burning plumes on surface air quality as they interact with
downwind urban photochemical environments?
As previously mentioned, chapter three of this thesis focused on the evolution of O3
within a biomass burning plume and specifically focused how emissions changed the
production and loss downwind from an emission source by using sensitivity analysis.
The analysis agreed with previous studies (e.g. McKeen et al., 2002; DeBell et al., 2004;
Lapina et al., 2006; Morris et al., 2006; Val Martín et al., 2006; Real et al., 2007) with
enhanced O3 concentrations downwind of a biomass burning event on 17 July 2011.
The analysis also showed the changing photochemical regime as the plume aged.
Close to the fire, the plume was calculated to be NOx-limited, with additional NO
emissions from the fire reducing the production of O3. Monitoring the plume from
a Lagrangian perspective revealed that the plume started to transition from being
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NOx-saturated into being NOx-limited after four days. This change in photochemical
regime coincided with the centre of the plume becoming a net O3 destroyer.
One key factor for O3 production in biomass burning emissions is the interaction
with other emission sources (Jaffe and Wigder, 2012). A sensitivity analysis was
performed on the biomass burning plume described above from both a Lagrangian
and Eulerian perspective. The aim of this analysis was to determine the role of
different emission sources on O3 production and loss. As expected, the largest
influence on O3 production near the fire was the fire itself. Biogenic emissions of
isoprene were shown to create a small net increase in O3 production while the plume
was NOx-saturated for the first 3 – 4 day. This supports previous work by Junquera
et al. (2005) and Bossioli et al. (2012) who report O3 enhancement in biomass burning
plumes when mixed with biogenic emissions.
Analysis of the interaction between the plume and fossil fuel emissions was
also presented in chapter three and demonstrated the complexity of the chemistry
involved. As the plume passed over the urban area of Quebec City and Montreal, the
model showed that the NO emissions from fossil fuels increased the net destruction
indicating that the plume was still NOx-limited. As the plume moved passed this
area in the following days, the NO emissions from fossil fuels increased in net
O3 production suggesting the photochemical regime in the plume had changed to
NOx-saturated. The plume, however, still showed net O3 destruction and therefore
the fossil fuel emissions had the effect of reducing the destruction. This work
demonstrates similarities to studies by McKeen et al. (2002), Morris et al. (2006), Singh
et al. (2012), and Ding et al. (2013) who show net increase in O3 from biomass burning
emissions when mixed with fossil fuel emissions.
As stated in the previous section of this discussion, the work in this thesis also
provides an example of the role of aerosol in changing the photochemistry in a plume
travels away from an emissions source. The impact on O3 from the slowing of the
photochemistry remains unclear and further research combining sensitivity analysis
of O3 production and loss with the role of aerosols will help give clarity to this
problem.
The complex processes and feedbacks relating to O3 chemistry mean that
modelling of this species is particularly difficult. O3 production occurring as a result of
sub-grid scale processes, such as the mixing of the boundary between a plume and the
surrounding air, are difficult to capture with current modelling techniques. A report
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by The Royal Society (2008) highlight small scale processes such as those found in
emission plumes are a key area of research for the future.
5.1.4 How much of the observed variation in carbon monoxide over
the Northern hemisphere is due to boreal biomass burning?
The tagged-CO simulation in the GEOS-Chem model has been used successfully in
this thesis to examine the contribution of biomass burning to the total concentration
and variability of CO across North America and the North Atlantic. The model
was used to interpret both long and short-term observations of CO from ground
stations, science flights and satellites. This type of model simulation has been used
and tested extensively and been shown to be a highly useful tool for interpretation of
measurements (Jones et al., 2003; Palmer et al., 2003; Palmer et al., 2006; Feng et al.,
2009; Fisher et al., 2010) and the model results presented in this thesis add to this body
of research.
During the BORTAS-B flight campaign, the model calculated that the largest
contribution to the total observed CO was from North American biomass burning at
∼45%. It also shows that emissions from the fires in this region had a fairly consistent
contribution to the total CO from 2008 – 2011. There was also a lesser contribution
to the total CO observed in the BORTAS flights from biomass burning in Siberia
although this was shown to have a more variable contribution year to year due to
the inconsistent locations of the fires.
The contribution of biomass burning to total observed CO was also modelled
for surface observations at Mace Head and the Pico Observatory. Although previous
research has looked at biomass burning emissions from North America at these two
sites (e.g. Forster et al., 2001; Helmig et al., 2008; Val Martin et al., 2010; Zhang et
al., 2014), these studies have generally only focused on one or two years of biomass
burning outflow. Analysis of biomass burning outflow from North America shown
in chapter four looks at the long-term contributions of different sources of CO at
these two sites. Although many studies show a strong biomass burning signal from
North America at the Pico Observatory, long-term analysis shows that the mean
contribution is small (∼5 ppb) during summer compared to Mace Head which had
a mean contribution of ∼10 ppb during summer. This indicates that although there
is strong evidence that the Pico Observatory experiences high CO events related to
biomass burning in North America, the mean contribution is lower than the more
northerly sea level site of Mace Head.
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As well as ground station data, long term analysis of CO observations from
the MOPITT satellite was performed from 2000 – 2011. Direct comparisons between
CO total column from MOPITT and GEOS-Chem over the globe were presented in
chapter four. Although this showed the total CO (not just the contribution from
biomass burning) clear differences between the satellite and the model were revealed
over biomass burning regions such as the Amazon, Central Africa and Canada.
This highlighted the need for more robust emission inventories for biomass burning
within models as well as greater understanding of combustion efficiencies in different
climates and of emission ratios for different fuel types.
As well as direct comparisons between MOPITT and GEOS-Chem, the tagged-
CO model simulation was used in conjunction with EOF analysis of both the modelled
and observed CO. EOF analysis (described in chapter four) is a widely used method in
meteorology, however, only a handful of previous studies have used EOF analysis for
atmospheric chemistry (e.g. Ludwig et al., 1995; Martin et al., 2000; Ryu and Jenkins,
2005; Jin et al., 2011). By comparing EOF analysis on MOPITT CO columns as well
as GEOS-Chem CO columns, interpretations of the observations can be made. Using
the tagged-CO model helped interpret the signals seen in the EOFs and gave more
validity to the method. EOFs were calculated for both the MOPITT CO columns and
the GEOS-Chem CO columns from 2000 – 2014 and showed that biomass burning
from North America is likely to be responsible for 55.8% of the variability seen in the
MOPITT column but only 35.7% in GEOS-Chem during summer. The difference in the
proportion of variance between MOPITT and GEOS-Chem further suggests that the
model may have some inaccuracies when reproducing biomass burning emissions.
It has been shown throughout this thesis that biomass burning in North America
contributes a significant amount to CO concentrations and variability, not only locally
but also on a continental scale. It has also been shown that there is a substantial
amount of variability of emissions from biomass burning, as well as the resultant
air quality, on both short-term and long-term time scales. This is an increasingly
important issue as a changing climate is predicted to increase variability in fire




This thesis has focused on four main aims (mentioned above) and has used a
combination of modelling and observational data to address them. However, this
work has brought to light more research questions that have the potential to expand
on the conclusions drawn here. The following sections identify areas where further
research would be beneficial in increasing our understanding of the role boreal
biomass burning plays on air quality.
5.2.1 Novel Observation methods for Biomass Burning Plumes
This thesis has shown the usefulness of atmospheric chemistry models, however the
models need to be validated and therefore observations are critical. More extensive
observations and monitoring of biomass burning emissions would be extremely
valuable in improving our understanding of plume chemistry. Observations are
needed from both near fire sources and downwind to be able to monitor the changes
to chemistry over time.
The sporadic nature of biomass burning emissions for both location and time
often means that they are not captured by current monitoring stations across the
globe. Increasing the density of stations monitoring biomass burning emissions would
vastly increase the amount of data to analyse. However, due to the nature of biomass
burning, static observation platforms may not prove useful. Moveable monitoring
sites where different emissions interact frequently (e.g. cities near biomass burning
regions) would also be useful in helping to determine the chemistry occurring when
emissions interact as well as gaining a more detailed view of chemistry and species
concentration at different plume ages.
One interesting branch of future research is the use of unmanned aerial vehicles
(UAVs) for atmospheric monitoring. Developments in making smaller, more accurate
air quality monitors will provide a unique opportunity with UAVs. UAVs with a suite
of instrumentation could be capable of entering an emission plume close to fire regions
that are too dangerous for human flight. There would also be potential to fly along
with a plume for a period of time to measure changes as well as have multiple UAVs
deployed at the same time to analyse different air parcels simultaneously. Collecting
more data that is unique in this way would result in greater understanding of plume
chemistry evolution which could be fed back into atmospheric chemistry models.
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5.2.2 Development of the Physical Age of Air Metric
The physical age of air calculation described in chapter two has the potential to be
used extensively for other studies of pollution from a point source. It has proven to be
a useful diagnosis tool for biomass burning photochemistry and in conjunction with
other modelling methods could be beneficial in understanding the role of ageing on
plume chemistry.
The physical age of air could be used for further biomass burning studies as
well as studying outflow from urban areas. The use of the physical age of air in
thesis demonstrated the link between ozone concentration and age but the method
could be applied to study the ageing process of many different pollutants such as the
secondary formation of aerosols in a plume. Refining the age calculation to be less
computationally expensive would also increase the usefulness and versatility of this
analysis.
Combining the age of air calculation, photochemical age calculation and the
Lagrangian plume tracking method would also give unique insights into plume
chemistry. As the plume is transported away from the fire, the diverging age estimates
would help quantify the rate at which the photochemistry is slowing. The difference
in the physical age of air calculation and the Lagrangian time series would also give an
indication to how quickly the centre of the plume is moving in relation to the leading
edge of the plume. The difference between the chemistry at the centre of the plume
and the leading edge could be an interesting area of research into the edge effects of
the plume.
5.2.3 The Impact of Future Emission Scenarios on Atmospheric
Composition
The emissions inventories used in modelling air quality have a large impact on the
resultant atmospheric composition. A number of different inventories were used in
this study which have varying accuracy and date ranges. The impact of the choice
of dataset is not covered in this thesis but would provide an interesting extension to
the work presented here. How these emissions are forecast to change in the future
and how that impacts the concentration and variability of CO, O3 and other species




The biomass burning emissions inventory used in this study (GFED3), repeats
the same emissions for years in which is has no data. Using a more up to date
inventory, including a wider range of years, will give a more accurate simulation
of how biomass burning emissions impact air quality down wind of a fire. As
discussed in chapter four, biomass burning emissions are set to increase in a changing
climate. An interesting avenue of research could be how these predicted emissions
will interact with the predicted emissions of anthropogenic sources as well as the
changing emissions from biogenic sources.
Anthropogenic emissions will change as cities, transport and technology all
change. If future changes in anthropogenic emissions also occur where there is
changes in biomass burning emissions then air quality could change dramatically.
This is also the case for biogenic emissions as land use changes and a changing climate
changes the type and volume of emissions from the biosphere. Modelling different
scenarios will better inform us on what changes to air quality should be expected.
Understanding how air quality will change in the future with a changing climate is of
up most importance to predicting and preparing for the impacts on health and crop
yields as well as having the potential to influence policy choice emission reduction.
5.2.4 The Impact of an Updated Chemical Mechanism on Modelled
Ozone Chemistry
An important factor in O3 modelling that has the potential to improve air quality
research dramatically is a more realistic chemical mechanism in models. Many
atmospheric chemistry models used a reduced chemical mechanism due to the
computational costs of the number of calculations required. Minor changes are
constantly being made to chemical reaction rates and different groupings of chemicals
are often changed which has been shown to make a large impact on the concentration
of various gases (e.g. Paulot et al., 2009). However, more research is needed on the
difference these changes make and what chemistry are models most sensitive to.
To perform this sort of analysis is time consuming and tedious but with improved
computing and model versatility, these sorts of analysis could become much more
efficient.
The Master Chemical Mechanism (MCM) (Saunders et al., 2003; Jenkin et al.,
2003) is arguably the most compressive chemical mechanism available for atmospheric
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chemistry models to date. However, the MCM is too computationally expensive
for most purposes and therefore restricted in its applications. As mentioned above,
improved computing power could lead to more models being able to use this
mechanism or a subset of it. An interesting application for this would be to use
the plume tracking method and monitor the changes in reaction yields in a biomass
burning plume as it aged.
A useful development currently under way is the next version of the GEOS-
Chem model (v11.01) which will have the ability to easily change the chemical
mechanism used for any model run. This will allow for sensitivity analysis to different
chemical parameters and give feedback on where resources should be focused in the
development of models. This will prove to be especially useful in providing better
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