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We study the eigenstates of open maps whose classical dynamics is pseudointegrable and for which the
corresponding closed quantum system has multifractal properties. Adapting the existing general framework
developed for open chaotic quantum maps, we specify the relationship between the eigenstates and the classical
structures, and quantify their multifractality at different scales. Based on this study, we conjecture that multi-
fractality is visible in such systems for sufficiently long-lived resonance states at scales smaller than the classical
structures. Our results can guide experimentalists in order to observe multifractal behavior in open systems.
PACS numbers: 05.45.Df, 05.45.Mt, 71.30.+h, 05.40.-a
I. INTRODUCTION
Multifractals are a generalization of the simpler, better
known fractals [1, 2]. Generically, a physical object or ob-
servable is multifractal when a single fractal dimension is not
enough to describe the patterns that repeat themselves at every
scale. Originally introduced to treat dissipation fluctuations in
fluid turbulence [3], it has proven a valuable tool to charac-
terize many classical complex phenomena and has recently
found application in the quantum realm as well. Notably, at
the critical point of certain quantum phase transitions, like the
metal-insulator transition of the celebrated Anderson model
[4], wave functions exhibit nontrivial fluctuations compatible
with a multifractal description [5]. Other noteworthy systems
in which multifractality is present are pseudointegrable sys-
tems [6–11], ground states of spin chains [12], systems with
a many-body localization transition [13–15], and the related
problem of random graphs with disorder [16–24].While much
progress has been made on the theoretical side [5–10, 25–37],
the possibility of observation in experiments has remained
difficult (with, however, some indirect characterizations [38–
41]), mainly due to the fact that in a real experimental set-
ting there are perturbations and imperfections that cannot be
completely controlled. One first attempt to solve this prob-
lem consisted in studying the extent to which the multifractal
character of a quantum state persists when the original system
is subjected to different types of modifications. This direc-
tion was pursued in detail in [42, 43], where it was shown that
there are two main scenarios: one where there is a character-
istic scale beyond which multifractality survives, and another
where multifractality is destroyed at all scales.
A related question to be considered is that measurement
schemes often involve opening the system in some way. It
then becomes important to determine how much of the origi-
nal structure of the closed system remains when it is opened.
First steps in this direction were taken in [10, 44, 45] by study-
ing the Wigner delay times and the multifractality of wave
packets.
Here we will consider quantum maps which are the quan-
tized counterparts of classical area-preserving maps [46].
They have been extensively exploited, due to their inherent
simplicity, to study generic quantum properties, particularly
of systems with chaotic classical dynamics. Open quantum
maps, in which the evolution is no longer unitary and reso-
nance eigenstates have a finite lifetime, are a natural extension
to be considered in a realistic set up. There has been much in-
terest and progress in determining the spectral as well as the
eigenstate properties of these systems in the chaotic case [47–
61] (see [62] for a more extensive list of references). As re-
gards the distribution of resonance eigenstates, it was found
in [52] that the weight of these on certain classical sets de-
termined by the classical escape dynamics is directly related
in the semiclassical limit to the norm of the corresponding
eigenvalues. Also, in [61] a relevant classical hierarchy of
structures was identified and a family of invariant measures
was explicitly constructed to explain the eigenstate distribu-
tion.
In this work we consider a family of quantum maps whose
classical dynamics is pseudointegrable [63]. This is reflected
in the spectrum, with intermediate level-spacing statistics, but
also in the eigenfunctions which are delocalized but multifrac-
tal [6–11]. Our objective is to describe the structure of eigen-
functions and reveal how multifractality is affected when the
map is opened. Using multifractal analysis along with results
from the existing semiclassical theory for resonance eigen-
states we show that the distribution of eigenstate components
is conditioned by a classical hierarchy of structures which, in
turn, affects their multifractality. In particular, we conjecture
that the original multifractal fingerprint will be observable
whenever these structures are large enough to accommodate it
and for resonances which are not too short-lived. We support
our conjecture using extensive numerical simulations. Addi-
tionally, since our multifractal analysis requires us to work
at fixed system size (and hence fixed effective Planck’s con-
stant), we are led to consider a way of modifying the existing
semiclassical theory in cases where the characteristic size of
the classical regions is comparable to h¯. We suggest that the
resulting adaptation could be valuable in general in situations
where one is forced to cope with finite-h¯ effects.
Our work is organized as follows. In Sec. II we outline the
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2methods used to measure multifractality and to describe open
quantum maps. In Sec. III we present the model and in Sec. IV
we provide the semiclassical theory for open quantum maps,
which we then use to state our conjecture concerning multi-
fractality of resonance eigenstates. To support it, we present
extensive numerical results in Sec. V 1. Finally, we summa-
rize and discuss our findings in Sec. VI.
II. METHODS
A. Moment scaling and multifractality
Consider a quantum state |ψ〉 belonging to a Hilbert space
of dimension N. Multifractality of |ψ〉 expanded over a cer-
tain basis as |ψ〉 = ∑N−1j=0 ψ j| j〉 can be computed by con-
sidering the measure defined by the norm-squared compo-
nents µ j = |ψ j|2 and its associated moments Pq = ∑ j µqj
(with q ∈ R). The scaling of Pq with N yields the multi-
fractal dimensions Dq. Alternatively, one may divide the sys-
tem (considered one-dimensional and of length N) into boxes
of length n, and define the coarse-grained measure µi(n) =
∑n(i+1)−1j=ni µ j and the corresponding coarse-grained moments
Pq(n) = ∑i µi(n)q. The multifractal (box-counting) dimen-
sions Dq are then defined [2] through the scaling
Pq(n)∼
( n
N
)−(q−1)Dq
, n/N→ 0 (1)
keeping N fixed and varying the box size n.
The exponents Dq allow us to assess the way in which a
state is distributed over the representation at hand. For ex-
tended states, Dq is a constant for all q with its value coincid-
ing with D0 (which is always equal to the dimension of the
support, here D0 = 1), whereas Dq>0 = 0 for localized states.
If one finds that Dq is a non-trivial function of q then the state
is multifractal.
In practice, since a given value of Dq as defined above de-
mands a stable enough behavior through many scales in order
to be numerically well defined, it is convenient to introduce a
local multifractal dimension
D˜q(n) =− 1q−1
log [Pq(n+1)/Pq(n)]
log [(n+1)/n]
, (2)
so as to have a refined notion of what is happening from
one scale to the next, helping thus determine if such scale-
invariance is present or not. This will be the quantity we use
to quantify multifractality in our system. More precisely, we
will be interested in ranges of n over which D˜q(n) does not
vary considerably, as this will indicate the range of scales over
which a given state has a self-similar structure.
B. Open maps
1. Quantum maps
We consider a quantum map U which is the quantum ver-
sion of some classical automorphism of the 2-torus T2, de-
noted M. The corresponding phase space is usually repre-
sented as a square with periodic boundary conditions. Upon
quantization, this periodicity yields a discrete Hilbert space
of dimension N with associated effective Planck constant
h = 1/N and semiclassical limit N→ ∞. Position and mo-
mentum eigenbases can be denoted as {|xi〉}N−1i=0 , {|pi〉}N−1i=0
with xi, pi ∈ {0,1/N, . . . ,(N−1)/N}. A quantum map on the
torus can then be expressed in either of these bases as an N×N
unitary matrix U .
2. Quantum opening
Quantum mechanically, the opening in phase space can be
achieved by means of a projection operator Π onto the open-
ing [62]. The projection operator may act before or after the
quantum map operator, or both (as in [49]). Here we choose
to define the quantum evolution operator for the open system
as
U˜ =U(1−Π) . (3)
The projection operator can be represented in a specific basis
{|ξi〉}N−1i=0 as
Π≡
bN`c−1
∑
i=0
|ξi〉〈ξi| , (4)
where `∈ (0,1) is a fixed number and bN`c denotes the integer
part of N`. The operator (1−Π) in (3) acts on a state |Ψ〉 =
∑ jΨ j|ξ j〉 by setting its components Ψi,0 ≤ i ≤ bN`c− 1, to
zero.
Since U˜ is not normal (U˜U˜† 6= U˜†U˜), it is necessary to
distinguish between left |Ψ−j 〉 and right |Ψ+j 〉 eigenstates of
the map, defined by U˜ |Ψ+j 〉= λ j|Ψ+j 〉 and 〈Ψ−j |U˜ = 〈Ψ−j |λ j.
As for the eigenvalues, they have the form λ j = eiE j e−Γ j/2
(with E j,Γ j real). Thus Γ j determines the spectral norm
exp(−Γ j/2) and the decay rate of the corresponding eigen-
state. States with |λ j| ' 0 at large N correspond to short-
lived states, which decay instantly upon iteration of U˜ . States
with non-vanishing eigenvalues at large N correspond to sta-
ble states. Among these last, states with |λ j| ' 1 correspond
to so-called supersharp resonances [64], and are suspected to
be generically tied to non-escaping periodic orbits [55, 65–
67]. We will see that, in our system, the presence of classical
periodic orbits which never reach the hole will indeed lead to
the existence of this type of states.
3. Classical opening
Classically, a region Ω= {(x, p) : 0≤ ξ ≤ ` ∈ [0,1]} (with
ξ either x or p) of phase space is defined as the opening by
ceasing to propagate all trajectories of the classical map M
which fall into it. Let Ωm = MmΩ be the iterates of the open-
ing Ω under the classical map. One can define the regions
3[52]
Rm+ = {z ∈Ω−m : z /∈Ω−n for 0≤ n< m}, R0+ =Ω , (5)
Rm− = {z ∈Ω+m : z /∈Ω+n for 1≤ n< m}, R1− =Ω1 . (6)
The set Rm+ is the set of points which escape after exactly m it-
erations of M, while Rm− is the set of points which escape after
exactly m iterations of M−1. The slight asymmetry between
definitions (5) and (6) reflects the asymmetry in the definition
(3) of U˜ (the projector acts before the map).
Under successive iterations of M, a given point either es-
capes after exactly m iterations or never escapes. If we denote
by K+ the forward-trapped set, that is, the set of points which
never escape in the future, then phase space can be partitioned
by K+ and the Rm+, according to the minimum time it takes for
points to reach the opening under iterations of M. In a similar
way one defines the backward-trapped set K− of points which
never escape in the past (under iterations of M−1), and one can
partition phase space by K− and the Rm−. The classical trapped
set K0 =K+
⋂
K− is the set of points which never escape in the
future or the past. The sets K+ and K− are generally fractals
whose dimensions serve to relate properties of the open sys-
tem with those of the original closed system (e.g. through the
Kantz-Grassberger relation [68]), as well as to provide links to
properties of the associated quantum map as in, for example,
the fractal Weyl law (FWL) [48, 49].
III. THE MODEL: INTERMEDIATE MAP
A. Definition
The model we study is obtained by quantization of a classi-
cal kicked system with discrete time dynamics on the 2-torus
generated by
H(x, p, t) = p2− γ{x}∑
n
δ (t−nT ) , (7)
where (x, p) is the phase space coordinate, {x} denotes the
fractional part of x and T is the time between successive kicks.
The classical evolution, integrated over one period T , is then
given by the map
pn+1 = pn+ γ
xn+1 = xn+2pn+1
(mod 1) , (8)
which can be seen to be a combination of a kick in p followed
by free motion in x. The quantization of (8) over one period
leads to a unitary evolution operator U acting on a Hilbert
space of dimension N = 1/2pi h¯ [6] which is given in momen-
tum representation by
Upp′ =
eiφp
N
1− e2piiNγ
1− e2pii(p′−p+Nγ)/N , (9)
with φp =−2pi p2/N. Although this choice of φp is the proper
one for the quantized map, one can instead take these phases
as being randomly distributed in [0,2pi] [7], allowing for the
possibility of constructing a random ensemble out of (9).
B. Properties
The properties of the classical map are tuned through the
parameter γ which can render the system either pseudoin-
tegrable or ergodic. Pseudointegrable systems are systems
where motion is restricted to N-dimensional surfaces for
N-degree of freedom systems but the surfaces are more com-
plicated (of higher genus) than for integrable systems [63].
More precisely, for rational γ = a/b the map (8) corresponds
to an interval-exchange transformation in which motion is re-
stricted to a union of b 1-tori {(x, p) : p = p0 + kγ}0≤k≤b−1.
On the other hand, for irrational γ the map becomes ergodic,
although still not mixing [6]. These properties are in turn re-
flected on the properties of the quantum system. For φp uni-
formly distributed in [0,2pi] and γ irrational, the statistics of
the eigenphases of U follow random matrix theory (RMT)
for either the Circular Orthogonal Ensemble or the Circular
Unitary Ensemble (depending, respectively, on whether the
symmetry constraint φp = φN−p is imposed or not), while the
eigenstates of U are extended in momentum space. On the
other hand, for rational γ = a/b the spectral statistics is inter-
mediate between Poisson and RMT [7, 69], and eigenstates
are multifractal in momentum representation. The multifrac-
tality of its eigenfunctions and evolved wavepackets have been
studied in [8–11]. In particular, it has been found that the
strength of this multifractality decreases for larger b (for in-
stance, the information dimension D1 behaves as 1−1/b).
C. Dynamical vs. random system
There is an important difference between the dynamical
map (9) with phases φp = −2pi p2/N and its random version
where the φp are taken as random variables uniformly dis-
tributed in [0,2pi]. For the dynamical system, the phases φp
are directly related to the kinetic energy operator, and the sys-
tem possesses a well defined classical limit. Semiclassical ap-
proximations will thus be in order. However, the main disad-
vantage is that a statistical treatment is then severely limited,
as no ensemble averaging is possible.
The random-phase model [7–9] provides the possibility to
have statistically significant results, and retains some impor-
tant features of the dynamical system. In particular, its multi-
fractal properties are known to be very similar to the ones of
the dynamical map for the closed system. Physically, it can
mimic an average over quasimomenta which is present in ex-
perimental results for such maps. On the other hand, as in
the random case there is no connection between the random
phases φp from a disorder realization at a given N to a real-
ization at another N, its behaviour might be expected to differ
from the dynamical case in the semiclassical limit.
Although our theoretical framework will in principle con-
cern only the case where the phases are the dynamical ones,
we will exploit the random-phase alternative as well, not only
to have a setting in which we can perform significant statis-
tics but also to probe a regime where there is no quantum-to-
classical crossover of the escape dynamics [49, 51], i.e. the
open system is always in the quantum regime (see Sect. V B).
4As we shall see, this allows us to factor out some of the clas-
sical structures which would otherwise overlay the quantum
multifractal behavior we are interested in. In particular, we
will see that the multifractal properties of the random open
map become increasingly different from those of the dynami-
cal open map as the latter tends to the semiclassical limit.
IV. SEMICLASSICAL STRUCTURE AND
MULTIFRACTALITY OF OPEN QUANTUM SYSTEMS:
THEORY
In this section, we first set out to describe the existing
framework which accounts for the semiclassical structure of
resonance eigenstates. We then formulate a conjecture which
allows us to predict at which scales we may expect multifrac-
tality to manifest itself in the open system.
A. Semiclassical structure
We first consider some general properties concerning the
semiclassical structure of the eigenstates of open maps such
as U˜ . We restrict ourselves to left eigenstates, the discussion
for the right eigenstates being largely similar, with only mi-
nor differences (at least to our ends) stemming from the fact
that U˜ has been defined asymmetrically, that is, with the com-
plementary projector (1−Π) acting only on the right. Our
discussion follows mainly reference [52].
Let |Ψ−j 〉 be a left eigenstate of U˜ with eigenvalue λ j. The
Husimi function of |Ψ−j 〉 is defined as the normalized Weyl
symbol of the density matrix ρ ≡ |Ψ−j 〉〈Ψ−j |,
H (z) =
1
〈z|z〉Tr(|z〉〈z|ρ) . (10)
Here the |z〉 ≡ |x, p〉 are coherent states of the harmonic oscil-
lator, periodized on the 2-torus (see Appendix A for a precise
definition). The Husimi functionH (z) provides a convenient
phase space representation of |Ψ−j 〉 at scales above ∼
√
h¯ (see
Eqs. (A1)–(A2)). In other words, the Husimi function (10) of
the eigenvector does not resolve structures at scales smaller
than ∼√h¯ = 1/√2piN.
Our starting point is the assumption that the iterated ac-
tion of the quantum propagator on a coherent state parallels
the classical evolution so long as the number m of iterates is
smaller than some characteristic time tE . The time tE is called
the Ehrenfest time and is defined in the context of open quan-
tum maps as the time it takes for a coherent state to stretch
to the size of the opening. In the semiclassical limit we have
tE → ∞, and the behavior of the open quantum map can be
retraced to that of the classical system. The opposite limiting
case tE → 1 marks a regime where the classical evolution be-
comes irrelevant and the escape dynamics is purely quantum.
The quantum-to-classical crossover regime corresponds to
a finite number of iterates m < tE [49, 51]. In this regime,
one can estimate how the Husimi function is distributed in
phase space. Following the ideas of [52], we now state two
properties describing the support of the Husimi function and
its relative weight on the classical structures described in the
previous section. We relegate their detailed derivation to Ap-
pendix B.
On the one hand, one can show that whenever λ j 6= 0 the
Husimi functionH (z) is such that
H (z)' 0 whenever z /∈ KtE+ =
( ⋃
0≤m<tE
Rm+
)c
, (11)
where c denotes the complement with respect to the torus. In
other words, this means thatH (z) is significant only for z ∈
KtE+ . This result holds only in the case where λ j 6= 0: for
|λ j| close to zero, strong leakage outside of KtE+ can occur.
The set KtE+ is the set of points which escape in more than tE
iterations of M, and can therefore be thought of as a finite-time
approximation to the forward-trapped set K+ = K+|tE→∞.
On the other hand, one can consider the relative weight of
the Husimi function of a given eigenstate on each of the Rm−.
It turns out that these weights can be related to the norm of the
associated eigenvalue through
〈Ψ−j |Πm−|Ψ−j 〉 ≈ |λ j|2(m−1)(1−|λ j|2) , (12)
for 1 ≤ m < tE , where Πm− is the quantum projector onto Rm−
(see (A11) for its definition). The two results (11) and (12)
tell us that semiclassically the Husimi function concentrates
on KtE+ , and that within this set its repartition over the classical
regions Rm− is given by (12).
In essence, these results are statements about the Husimi
function H (z) of a certain eigenstate on phase space cells z
of area h¯/2 belonging to a certain region Rm−. In this sense,
it is important to note that they will be valid only for those
z that are sufficiently far from the borders of the region Rm−
they belong to. In other words, it must be kept in mind that
(11) and (12) say little or nothing about points z that are suf-
ficiently close to the borders of a given region Rm− or, more
precisely, those z ∈ Rm− for which |〈w|z〉|2 with w /∈ Rm− is non-
negligible. In the semiclassical limit, the size of the coherent
states goes to zero and the contribution from the boundary be-
comes negligible. However, multifractal analysis for the open
system requires that we fix the system size N (and thus h¯) and
consider structures at various scales. Altogether, this means
that whenever the relevant classical regions have characteris-
tic sizes of the order of (the fixed) h¯, we may have to consider
possible ways of adapting the existing framework in order to
contemplate finite-h¯ effects and account for the eventual devi-
ations from the theory outlined above. The relevance of these
remarks will become evident when we come to the discussion
of our numerical results.
B. Multifractality of open quantum systems
The theory exposed above describes the left resonance
eigenfunctions as having a semiclassical structure governed
by the sets Rm− (m < tE ) and K
tE
+ . For open chaotic systems
5in the semiclassical limit, it is by now a fairly well estab-
lished idea that resonance eigenstates |Ψ±j 〉 should be in aver-
age, and modulo quantum fluctuations, uniformly distributed
over appropriate substructures partitioning K∓ [47, 52, 61]. It
would be interesting to draw a parallel between the case of
open chaotic systems and the case of open pseudointegrable
systems, in order to use the semiclassical structure theory of
the previous section to say something about the possibility of
multifractality for resonance eigenstates. Before attempting
to do so, however, there are some fundamental differences be-
tween the two settings which must be noted.
First, quantum fluctuations are important when discussing
the multifractal structure of eigenstates. Thus, we have to be
careful when we talk about average properties. In our case,
the wavefunction moments Pq are calculated for individual
wavefunctions and then averaged over, as opposed to, for in-
stance, averaging wavefunction components and then calcu-
lating the moments. This type of averaging would be akin
to that employed in [61] when discussing the semiclassical
structure of resonant eigenstates. There, the eigenstate Husimi
functions are averaged over a small decay rate window.
Second, quantum multifractality is not a property of a phase
space distribution; rather, it concerns the distribution of wave-
function components in a particular basis. In situations where
the classical structures are sufficiently intricate in phase space,
or rather badly oriented with respect to the basis where multi-
fractality can be seen, it may be difficult to observe the multi-
fractality of an eigenstate in such phase space regions.
Having commented on these differences, we argue that it
is nonetheless reasonable to expect that in the case of an
open pseudointegrable system for which the eigenstates of the
closed system are multifractal, resonance eigenstates should
display some multifractality when the set K∓ and the sets Rm−
allow for it. In light of this conjecture, the considerations of
the previous section on the Husimi functions allow us to make
a few general remarks concerning the possibility of multifrac-
tality for the left eigenstates |Ψ−j 〉. Using (12), we distinguish
between three regimes, depending on whether |λ j| is close to
1, close to 0 (but different from it) or intermediate between
the two.
In the case |λ j| ' 1, apart from supersharp resonance states
[64] concentrated on non-escaping periodic orbits, Eq. (12)
implies that states will have an almost vanishing weight on all
regions Rm− with m < tE and will thus concentrate on the set
KtE− defined as
KtE− =
( ⋃
1≤m<tE
Rm−
)c
. (13)
Together with (11) this implies that they will concentrate on
KtE0 ≡ KtE−
⋂
KtE+ , which at large tE goes to K0.
In the case where |λ j| is intermediate between 0 and 1,
states have their weight spread over many regions Rm−. More-
over, in virtue of (11), they will in fact be concentrated in the
intersections Rm−
⋂
KtE+ .
Finally, when |λ j| is slightly greater than 0, states should
be supported almost exclusively on R1−
⋂
KtE+ .
0
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m
FIG. 1: (Color online) Regions Rm− (top row, 1 ≤ m < tE ) and Rm+
(bottom row, 0 ≤ m < tE ) for the classical map opened in x with
` = 2−6 (left column), 2−2 (right column), and γ = 1/3. The color
scale indicates the number of iterates m. White regions include all
those regions Rm± corresponding to m ≥ tE (tE = 2 for ` = 2−6 and
tE = 28 for `= 2−2), i.e. the sets KtE− (top row) and K
tE
+ (bottom row)
whose intersection gives the trapped set KtE0 . As tE → ∞ the sets
KtE± tend in fact to (the same) horizontal connected sets of periodic
points which stay in the system forever, either under backward (top)
or forward (bottom) evolution.
Multifractality in each of these cases will depend on the na-
ture of the semiclassical structures (strongly dependent on tE )
and the scale at which one observes. In other words, we ex-
pect that the typical size of these structures will impose char-
acteristic scales below which multifractality could in principle
manifest.
C. Application to our model
For a chaotic map with classical Lyapunov exponent ν , a
wavepacket of size ∼ √h¯ reaches the size ` of the hole in a
time tE ∼ ln h¯/ν (or, equivalently, tE ∼ lnN). In our system,
the classical evolution of a point (x, p) under (8) is given by
(x, p) 7→t iterations (x′, p′)= (x+2pt+γ t(t+1), p+γ t) , (14)
so that a point (x+δx, p+δ p) will be mapped to a point (x′+
δx′, p′+δ p′) with δx′ = δx+2tδ p and δ p′ = δ p. Therefore
under time evolution an initial domain of linear size
√
h¯/2
around (x, p) does not stretch in the p direction but stretches as
(2t +1)
√
h¯/2 along the x direction. In particular, this means
that opening the map in the p direction gives an Ehrenfest
time tE → ∞, whereas for an opening in the x direction an
initial coherent state will stretch to the size ` of the opening in
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FIG. 2: (Color online) Spectral norms |λ j| (top) of the dynamical
map with γ = 1/3, opened in x with `= 2−6 (left) and 2−2 (right), for
various system sizes N = 27, ...,212 (light to dark). The scaling of the
number of resonances with norm above 0.5 is shown in the bottom
row for each case. Circles correspond to the data, while the line is the
linear fit (with the solid segment indicating the fitting range), whose
slope corresponds to d0/2.
a finite number of iterations
tE = d`
√
piN−1/2e , (15)
where we have used h¯ = 1/(2piN). In short, this means that
opening the dynamical quantum map in x or p yields the finite
tE > 1 and infinite tE regimes, respectively. As for the special
case tE = 1, it can be probed by using the random-phase map
opened in x (see Section V B below).
V. NUMERICAL RESULTS
1. Quantum states: semiclassical picture
We will now present the results of our numerical investiga-
tions for the map Eq. (9). We will consider two types of open-
ings defined by the choice of basis in the projector Eq. (4):
one in position (Sec. A and B) and the other in momentum
(Sec. C). We will illustrate our results for N = 212 and two
different opening sizes: a small opening ` = 2−6, for which
Eq. (15) yields an Ehrenfest time tE = 2, and a large opening
` = 2−2 with tE = 28. When opening in position, we need to
further make the distinction between the dynamical and ran-
dom versions of the map, as discussed in III C.
A. Opening in position for the dynamical map
Here we consider the case where the opening is in x and the
quantum map is (9) with dynamical phases φp = −2pi p2/N.
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FIG. 3: (Color online) Numerically calculated weights
〈Ψ−j |Πm−|Ψ−j 〉 of left eigenstates of the open dynamical map
on regions Rm− for m = 1,2 and 3 (blue, red, green; dark to light,
resp.). Dashed black lines correspond to the theoretical prediction
(12) for each of these corresponding regions (from top to bottom in
each panel). The map (with N = 212 and γ = 1/3) is opened in x
with ` = 2−6 (left) and ` = 2−2 (right). For ` = 2−6, the top panel
corresponds to the weights calculated on the original regions (i.e.
in the same way as for the large opening), while the bottom panel
corresponds to the weights on the broadened regions.
According to Eqs. (3)–(4), the open quantum map is defined
as
U˜ =U
N−1
∑
i=bN`c
|xi〉〈xi| . (16)
It is obtained in x representation by taking the Fourier trans-
form of (9) and setting the first bN`c columns to 0. We will be
interested in properties of its eigenvalues λ j and its left eigen-
states |Ψ−j 〉.
1. Classical properties
The classical structures described in the previous section
find clear illustration in the present setting. They are displayed
in Fig. 1. The shaded areas correspond to the regions Rm±. In
particular, in the top left panel the two stripes correspond to
the set R1− (which is the only one displayed since tE = 2 for
` = 2−6 and N = 212), while the set KtE− corresponds to the
white region and covers almost all phase space. By contrast,
in the top right panel for ` = 2−2 (where tE = 28) the set R1−
corresponds to the two darkest stripes, while KtE− is reduced to
6 thin and almost one-dimensional white regions. Similarly,
the set KtE+ corresponds to the white regions in the bottom row.
In the semiclassical limit tE → ∞, the sets KtE− and KtE+ be-
come equal, and both tend to the trapped set K0. For any `,
this set of trapped points lies within 2b horizontal segments,
as can be deduced from the analysis of the classical map (8).
Indeed, as mentioned above, after t iterations a point (x, p)
is mapped to (x+ 2t p+ γ t(t + 1), p+ tγ). It is then easy to
see that in the closed map any point with a momentum of the
form p = k/(2b) with 0 ≤ k ≤ 2b− 1 corresponds to a peri-
odic point, with a period determined by its position x. In the
open system, the trapped set K0 thus corresponds to periodic
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FIG. 4: (Color online) Husimi representation of four eigenstates of the dynamical map opened in x for ` = 2−6 (A) and ` = 2−2 (B). Super-
imposed on each panel are the classical regions R1−, R2− and R3− (blue, red, green; dark to light, resp.). The eigenvalue norm |λ | associated to
each eigenstate is displayed at the top of each panel.
points of the closed map whose trajectory never goes through
the opening.
2. Spectral properties
As discussed in section II B, we expect that multifractality
of eigenvectors of U˜ will be governed by the classical struc-
tures and by its eigenvalues λ j. In Fig. 2 we display the spec-
tral norms |λ j| ordered by increasing value of their modulus
(|λ j| ≤ |λ j+1|) as a function of the rescaled index j/N.
Some predictions can be made about the number of short-
lived or long-lived states. On the one hand, the number of
short-lived states (with eigenvalues ' 0) can be estimated
by counting the number of independent minimal wavepack-
ets whose escape time is smaller than the Ehrenfest time tE .
At the same time, the number of long-lived states can be esti-
mated by the fractal Weyl law (FWL) [48], a conjecture relat-
ing the asymptotics of the resonance distribution with the frac-
tal dimension d0 of K0. More specifically, the FWL states that
for an N-dimensional Hilbert space the number of resonances
λ such that |λ | > r grows as A(r)Nd0/2 where A(r) is some
function of r. In the case where the Ehrenfest time is finite, we
may expect that the FWL is governed by properties of the set
KtE0 . We check these predictions in the bottom row of Fig. 2.
For ` = 2−6 (tE = 2, left panel) we see that d0 ≈ 1.95 so that
these states are located on an almost two-dimensional support,
something which is consistent with Fig. 1 (left), where KtE0
covers almost all of phase space. As ` (and thus tE ) increases,
d0 gets closer to 1 (Fig. 2, bottom right), in accordance with
the fact that in this limit KtE0 approaches K0 (see Fig. 1, right),
becoming almost one-dimensional.
As explained in Section IV A, eigenvectors of the dynami-
cal map should be such that their Husimi function follows the
general results (11) and (12). According to (11), states should
concentrate on the set KtE+ , and within this region the weight of
the state on the sets Rm− should be given by Eq. (12). This pre-
diction is checked in Fig. 3 for the two openings `= 2−6 and
` = 2−2. At large opening (right column) the relative weight
in regions Rm− is quite accurately given by (12) for all val-
ues of |λ j| and m = 1,2,3. On the other hand, for the small
opening (left column, top panel) we see that the weights fall
significantly below the theoretical prediction. To understand
this behavior, we show in Fig. 4A the Husimi function of vari-
ous eigenstates and observe that, at least for the shortest-lived
states (top) the Husimi function seems to be concentrated pri-
marily on the Rm−. At the same time, these regions consist
of extremely thin stripes whose width turns out to be of order
∼√h¯ [70]. We thus expect that, even though the Husimi func-
tions are mainly on the Rm−, they have non-negligible weight
just outside the boundaries of these. In order to verify if this
picture is accurate, we calculate the relative weight of the
Husimi functions on the broadened version R˜m− of the origi-
nal regions, given by
R˜m− = {z ∈ T2 : d(z,z′)≤ 2
√
h¯/2 for all z′ ∈ R}, (17)
where d is the Euclidean distance; in other words, this broad-
ening amounts to a thickening of the original regions by two
Planck cells. The results are shown on the bottom left panel of
Fig. 3. We see that the missing weight reappears and a good
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FIG. 5: (Color online) Multifractal analysis for the dynamical map opened in x with ` = 2−6 (A) and ` = 2−2 (B). Top three rows (|λ j|
decreases from top to bottom): box-size (n) behavior of log〈P2(n)〉 (left panels) and D˜2(n) (right panels) for the left eigenstates of the open
map |Ψ j〉 (thin colored lines) and those of the closed map |Ψ(0)k 〉 (thick black line). For |Ψ
(0)
k 〉 the average is over the N available states,
whereas for |Ψ j〉 we average over all those states (out of the N) falling within a small norm range indicated by the color and shade of the
curve in the bottom left corner displaying the spectral norms |λ j|. The bottom right panel shows a few exemplifying states from each region in
momentum representation. Results correspond to system size N = 212 and γ = 1/3.
agreement with theory is attained, with appreciable deviations
only for m≥ tE = 2.
These results show how one may take into account im-
portant finite-h¯ effects when the possibility of going further
into the semiclassical limit is not an option. Eventually, of
course, if the relevant classical structures were to become
much smaller than h¯, the broadening procedure should not be
expected to hold ground.
3. Quantum states: multifractality
Multifractality of eigenstates of the open system can be an-
alyzed in the light of the description of the classical properties
of the dynamical map given in Section V A 1. In Fig. 5 we
show the results of the multifractal analysis. The spectrum is
divided into regions (given by the shaded areas in the spectrum
displayed at the bottom left corner of Fig. 5 for each opening),
over which we average in order to determine the multifractal
exponents associated with each region. We display results for
D˜q with q = 2, for the open (thin colored curves) as well as
for the closed map (thick black curve) in the top three rows of
Fig. 5. Similar results were obtained for other values of q (data
not shown). We observe the following behavior depending on
the value of |λ j|.
For |λ j| ' 1, states should be concentrated on KtE0 . For
small opening ` = 2−6 (small tE ), this set is a large part of
phase space (see Fig. 1). As seen in Fig. 4A (bottom left),
these states do not spread over the full available space. Fig. 5A
(top row) shows that most of these states are instead multi-
fractal on this support. On the other hand, for |λ j| extremely
close to 1, some states become localized on K0, consisting of
continuous families of periodic points (contrary to the general
chaotic case), and should remain so in the semiclassical limit.
An example is given at the bottom right panel in Fig. 4A.
Since the set K0 is one-dimensional in p, multifractality could
only manifest itself at scales below ∼ √h¯. However, these
eigenstates are found to be localized on 2b = 6 basis states
(see bottom right corner of Fig. 5A) and display no multifrac-
tality. However, Fig. 5A (top row) shows that in the regime
9|λ j| close to 1 most states are not of this type. For the large
opening `= 2−2 (large tE ), KtE0 is close to K0, and hence all the
long-lived states are of the extremely localized type (Figs. 4B
and 5B).
States with |λ j| intermediate between 0 and 1 concentrate
on Rm−
⋂
KtE+ . For ` = 2
−6, KtE+ covers most of phase space,
which means that states can, in principle, lie anywhere within
Rm−, mainly for small m. An example of such state is shown
in Fig. 4A (top right). The multifractal analysis of Fig. 5A
(middle row), shows that these states present some multifrac-
tality at the smallest scales (0≤ log2 n≤ 2). However, the fact
that these regions consist of oblique stripes whose projection
in the p direction is the entire interval [0,1], makes it difficult
to relate this multifractality to a given phase space structure.
For `= 2−2, KtE+ gets closer to K+ and despite the fact that the
Rm− are much larger than in the case `= 2−6, the intersections
Rm−
⋂
KtE+ are very small, especially in the p direction (where
multifractality is concerned). These features appear clearly in
Fig. 4B (top right). The corresponding multifractal analysis
of Fig. 5B shows that, in average, states in this regime do not
present any evident multifractal structure.
States with |λ j| ' 0 concentrate on R1−
⋂
KtE+ . For the small
opening (since KtE+ is almost all of phase space) this means
essentially all of R1−. Fig. 4A (top left) shows that this type
of state, although confined to R1−, does not spread over the
whole available space. For the large opening, the intersec-
tion R1−
⋂
KtE+ amounts to an almost zero-dimensional region
(compare white regions with darkest regions in bottom and
top right panels of Fig. 1), something which is reflected in
Fig. 4B (top left). Results of the multifractal analysis are dis-
played in Fig. 5. The behavior of D˜q for both opening lengths
with |λ j| ' 0 (bottom row) shows that there is no multifrac-
tality for either of these cases, not even at the smallest scales
corresponding to regions within R1−
⋂
KtE+ . In fact, the multi-
fractal analysis shows that they manifest instead a small scale
ergodicity there. We will encounter a similar type of behavior
as well when considering the case |λ j| ≈ 0 for the map opened
in p.
It is interesting to note that multifractality in our system
clearly depends on tE , and thus on h¯ (it is more visible for
small h¯), even though multifractality in the closed system is
manifested independently of h¯.
B. Opening in position for the random map
1. Spectral properties
We now turn to the case where the phases φp are taken
as random variables. In this case there is no longer an
underlying classical dynamics, although the system still re-
tains some features of the dynamical map. In (9), the dy-
namical phase φp corresponds to the free evolution operator
exp(−ipˆ2/h¯), which in the p representation is diagonal with
entries exp(−2ipi p2/N). This free evolution term corresponds
to the shift 2p along x in the classical map (8), which can be
obtained from integration of the Hamilton equation. One can
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FIG. 6: (Color online) Average spectral norms 〈|λ j|〉 of the random
map for γ = 1/3, opened in x with `= 2−6 (left), 2−2 (right) and for
various system sizes N = 27 (lightest gray), ...,212 (darkest gray). For
each N we diagonalize M = 217/N random-phase realizations. The
index j ∈ {1, ...,N} is defined by the ordering |λ j| ≤ |λ j+1|, and the
average 〈|λ j|〉 is taken over the M realizations at fixed j. The arrow
at the top of each plot marks the (rescaled) theoretical prediction `
for the size of the short-lived sector.
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FIG. 7: (Color online) Husimi representation H (x, p) of three left
eigenstates |Ψ−j 〉 of a particular realization of the open random map
with γ = 1/3, N = 212 and opened in x with ` = 2−6 (left column),
2−2 (right column).
rewrite this equation as x˙ = ∂ (−h¯φp)/∂ p (where φp depends
on h¯, so that the whole equation is classical). In the random
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FIG. 8: (Color online) Multifractal analysis for the random map opened in x with `= 2−6 (A) and `= 2−2 (B). Top three rows (|λ j| decreases
from top to bottom): box-size (n) behavior of log〈P2(n)〉 (left panels) and D˜2(n) (right panels) for the left eigenstates of the open map |Ψ j〉
(thin colored lines) and those of the closed map |Ψ(0)k 〉 (thick black line). For |Ψ
(0)
k 〉 the average is over the M×N available states, whereas
for |Ψ j〉 we average over all those states (out of the M×N) falling within a small norm range indicated by the color and shade of the curve
in the bottom left plot 〈|λ j|〉. The bottom right panel shows a few exemplifying states from each region in momentum representation. Results
correspond to M = 32 random realizations with N = 212 and γ = 1/3.
case, one may argue that this equation yields a classical evolu-
tion where x is randomly kicked in [0,1], while the evolution
in p remains as in the dynamical case. One way to check
the validity of this picture is to trace the short-time dynam-
ics of cells in a phase space coarse-grained by coherent states.
Computing the first iterates of a gaussian wavepacket under an
instance of the random map, we found (data not shown) that it
expands along x to the size of the system in only one iteration,
although an average over many first iterates (corresponding to
different random instances of the map) was necessary in order
to observe a completely uniform spread. The fact that an ini-
tial wave packet spreads to the size of the system in only one
iteration implies that we are always in the quantum regime,
i.e. tE = 1. Furthermore, this property is independent of N.
In Fig. 6 we display the average spectral norms 〈|λ j|〉.
Since tE = 1, the number of short-lived states 〈|λ j|〉 ' 0 cor-
responds to the number of wavepackets which escape imme-
diately, that is, wavepackets supported on the opening. There-
fore the size of the short-lived sector should simply be bN`c
(indicated by an arrow at the top of Fig. 6; note the rescaling
of the horizontal axis), which is in agreement with the form of
the spectrum. As regards the long-lived sector, we first note
that the set KtE0 |tE=1 is the entire phase space minus the open-
ing, and hence a two-dimensional set. The FWL then predicts
that the number of long-lived resonances should grow as∼ N.
This is precisely what is observed in Fig. 6, where points cor-
responding to different system sizes N fall on the same curve
after rescaling by N.
2. Quantum eigenstates and multifractality
We now turn to the eigenstates. Typical Husimi represen-
tations of long-lived eigenstates are shown in Fig. 7. The
spreading of the distribution in x over the complement of
the opening is a consequence of the instantaneous spreading
of wavepackets over the size of the system. This spreading
washes out the classical structures of the dynamical map as
they are now scattered in the x direction. The corresponding
tE = 1 is minimal, and therefore these systems represent an
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extreme case of the classical description. The wavefunctions
are strongly localized in p at large |λ j|, and as |λ j| decreases
they become increasingly spread over the whole interval.
The results of the multifractal analysis are gathered in
Fig. 8. In the case of small opening ` = 2−6 (Fig. 8A) we
see from the behavior of D˜2 that there is a transition, as |λ j|
decreases (top to bottom row), from states which are very lo-
calized and with a multifractality present at small scales to-
wards more extended states with multifractal structure at in-
termediate scales. This general picture is reasonably close to
the results for the dynamical map with the same opening, in
accordance with the fact that tE is of the same order in both
cases (tE = 1 and tE = 2, respectively).
For the larger opening ` = 2−2 (Fig. 8B), while the local-
ization of states for large |λ j| is more drastic (top row), the
states at smaller values of |λ j| (bottom row) present a clear
plateau for D˜2 over most of the scales, at a value which is
close to the one for the closed system. Contrary to the situ-
ation for ` = 2−6 case, here the presence of random phases
makes the system much more multifractal compared to the
dynamical map. This is consistent with the fact that tE for
`= 2−2 is much longer for the dynamical system than for the
random one. We see thus that the presence of random phases
completely changes this time scale, and is tantamount to the
system not being sensitive to any intricate classical structure.
The results presented show that those properties of the dy-
namical map which depend on the variations of tE with the
size of the opening, disappear for the random map. Instead,
we see that a clear multifractality is visible for both open-
ing sizes, with different behaviour with respect to |λ j|. Since
random phases can represent the average of quasimomenta
present in experimental implementations, this can be seen as a
positive sign for the observation of multifractality in realistic
open maps.
C. Opening in momentum
We now consider the case where the opening is in p. Ac-
cording to Eqs. (3)–(4), the open quantum map is defined as
U˜ =U
(
1−
bN`c−1
∑
p=0
|p〉〈p|
)
, (18)
which is realized in momentum representation by simply set-
ting the first bN`c rows of Upp′ to 0.
In this section, we consider, as in the previous studies, the
left eigenstates of the open map, and we work exclusively with
the random-phase version of (9). As mentioned above, the
dynamics in p is unaffected by the introduction of random
phases and therefore, when opening in p, this is solely for the
sake of improving our statistics, and the results to be discussed
follow closely those of the dynamical map opened in p with
only minor differences regarding the exact values of the Dq.
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FIG. 9: (Color online) Regions Rm− (m = 1,2,3 as blue, blue-green,
green, resp.) for the classical map with γ = 1/3, opened in p with
` = 2−6 (left panel) and 2−2 (right panel). As for the structures
corresponding to forward evolution, we simply have Ω = R0+ = R3−,
R1+ = R
2−, R2+ = R1− and K+ = K− = K0.
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FIG. 10: (Color online) Average spectral norms 〈|λ j|〉 of the random
map for γ = 1/3, opened in p with ` = 2−6 (top), 2−2 (bottom) and
for various system sizes N = 27 (lightest gray), ...,212 (darkest gray).
For each N we diagonalize M = 217/N random-phase realizations.
The index j ∈ {1, ...,N} is defined by the ordering |λ j| ≤ |λ j+1|, and
the average 〈|λ j|〉 is taken over the M realizations at fixed j. The red
arrow at the top of each plot marks the theoretical prediction `b for
the (rescaled) size of the short-lived sector.
1. Classical properties
For rational γ = 1/b, the 1/b periodicity of (8) in p im-
plies that opening it along this direction will yield a relatively
simple structure. The opening Ω and its classical preimages
are depicted in Fig. 9. Points either escape in the first or sec-
ond iteration or remain in the system forever. The unstable
zones (shaded regions) correpond to Ω= R0+ = R3−, R1+ = R2−,
R2+ = R
1−. Noting that Rm+ = R
m+1
− = Ø for m ≥ 3 and that tE
is infinite for our system, this gives KtE+ = K
tE− = K0, which is
the stable zone (white regions).
2. Spectral properties
This partioning of phase space, in turn, manifests itself
in the spectrum of U˜ , as can be observed in Fig. 10, where
we display the average spectral norms 〈|λ j|〉. Again, reso-
nances can be classified as being either short-lived (〈|λ j|〉 ' 0)
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FIG. 11: (Color online) Husimi representation of four eigenstates of the random map opened in p for `= 2−6 (A) and `= 2−2 (B). Superim-
posed on each panel are the classical regions R1−, R2− and R3− (blue, red, green; dark to light, resp.). The eigenvalue norm |λ | associated to
each eigenstate is shown at the top of each panel.
or long-lived (〈|λ j|〉 ' 1). Following again the analysis of
[49], one can estimate the number of short-lived quantum res-
onances by the (linear) size of the classical unstable region
(union of shaded regions in Fig. 9). Here, it is given by N`b
(where γ = a/b). This is in agreement with the form of the
spectrum (the arrow at the top of the plot in Fig. 10 corre-
sponds to the rescaled value `b), and we have checked as well
that this relation is satisfied for various other ` and γ , with
improved agreement as N→ ∞. The FWL is trivially verified
as the spectral density converges to a step function and K0 is
two-dimensional.
3. Quantum states: semiclassical picture and multifractality
Again, eigenvectors of the quantum map can be described
by their Husimi function, of which four examples are shown
in Fig. 11 for each opening. For the largest |λ j|, states are en-
tirely in KtE0 . Since the set R
m−
⋂
KtE+ is empty, as |λ j| becomes
smaller the states tend to settle at the frontier between Rm−
and KtE+ . Note that this is not inconsistent with the semiclas-
sical theory insofar as borders are implicitly excluded from
our analysis (see Appendix B). Finally, for very small |λ j|,
states spread over R1− (seen clearly in the top left panel of
Fig. 11B). Once more, even though Rm−
⋂
KtE+ is empty, this
does not contradict the theory, since Eq. (11) does not apply
for small enough |λ j| (see Eq. (B3) and the remark below it).
Our results for the multifractal behaviour are summarized
in Fig. 12 for ` = 2−6 and ` = 2−2. Fig. 11 shows that for
|λ j| ' 1 the wave functions are located in the set KtE+ = K0,
but not in an ergodic way. Instead, the states show multifractal
properties, at least at small scales. For small opening, the mul-
tifractality curves are very close to the ones of the closed sys-
tem, especially for large |λ j|. We have verified that the ones
of largest |λ j| have very strong overlap with certain eigenvec-
tors of the original closed system; they correspond to states of
the closed system already localized in the right regions. When
|λ j| decreases (but still close to one) the states are at the fron-
tier between Rm− and K
tE
+ , with a width ∼
√
h¯ ∼ 1/√N in p
(corresponding to the size of a coherent state), which corre-
sponds to log2 n ∼ log2
√
N = 6 in the top rows of Fig. 12.
As can be seen, there is clear multifractal behavior below this
scale.
The step-like spectral density makes the intermediate val-
ues of |λ j| not relevant. As for the very small values of |λ j|,
they correspond to states concentrated on R1− (see top left pan-
els of Fig. 12A and Fig. 12B). Our calculations reveal that they
are actually close to ergodic on this set and that they have no
multifractal properties (data not shown). Note that this resem-
bles the situation encountered when the dynamical map was
opened in x, where states with small |λ j| were found to be
ergodic within their associated classical structure. This may
be a general effect due to the vicinity of the huge degenerate
subspace which contaminates this type of state.
VI. CONCLUSION
We have explored the properties of open quantum maps
whose closed counterpart has multifractal properties. We fo-
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FIG. 12: (Color online) Multifractal analysis for the random map opened in p with `= 2−6 (A) and `= 2−2 (B). Top three rows (|λ j| decreases
from top to bottom): box-size (n) behavior of log〈P2(n)〉 (left panels) and D˜2(n) (right panels) for the left eigenstates of the open map |Ψ j〉
(thin colored lines) and those of the closed map |Ψ(0)k 〉 (thick black line). For |Ψ
(0)
k 〉 the average is over the M×N available states, whereas
for |Ψ j〉 we average over all those states (out of the M×N) falling within a small norm range indicated by the color and shade of the curve
in the bottom left plot 〈|λ j|〉. The bottom right panel shows a few exemplifying states from each region in momentum representation. Results
correspond to M = 32 random realizations with N = 212 and γ = 1/3.
cused on a specific pseudointegrable system, where multifrac-
tality is visible in momentum representation. The semiclassi-
cal description of resonance eigenstates has been shown to
follow the general theory of [50, 52–54, 56, 58–61], albeit
here suitably adapted for the treatment of systems where one
must work at finite h¯. The theory links the phase space distri-
bution of resonance eigenstates to a hierarchical structure aris-
ing from the classical partitioning of phase space determined
by the escape dynamics: states concentrate on Rm−
⋂
KtE+ , with
an increasing visiblity for larger m when the eigenvalue norm
|λ j| increases. For chaotic systems, the quantum states were
predicted to be ergodic in average at each hierarchical level.
A natural conjecture would be that for pseudointegrable sys-
tems, individual quantum states are multifractal at each hierar-
chical level whenever the classical structure has enough space
for it to be visible. Our results confirm that multifractality is
present for left eigenstates with large and intermediate values
of |λ j|whenever the classical structure is of this type. For very
small |λ j|, the semiclassical behaviour of the states is more in-
volved, with states entirely on R1− or on R1−
⋂
KtE+ depending
on the opening, and no visible multifractality. In this extreme
regime, it must be kept in mind that, not only does the general
semiclassical theory become inapplicable, but also that such
short-lived eigenstates are far from orthogonal and are very
close to the huge degenerate space at |λ j|= 0.
In general, our study shows that the observation of multi-
fractality will depend on |λ j|, which should not be too small,
and the Ehrenfest time tE , which should not be too large in or-
der to avoid the presence of too intricate a hierarchical struc-
ture in phase space becoming relevant for the quantum system.
As tE is controlled by both the opening size and h¯, these two
parameters should be chosen carefully to obtain resonance
eigenstates with multifractal properties. Note that for phase
space structures which are of relatively small sizes and com-
patible with the basis where multifractality manifests itself, it
can be seen only at small scales up to a scale given by the clas-
sical structure. Another interesting point is that as there is no
gap in the spectrum (contrary to the case of chaotic systems),
one can make the hierarchical structure less visible by increas-
ing |λ j| close to one. Finally, although we have confined our
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study to left eigenstates, we expect our conclusions to hold
for right eigenstates as well. As far as multifractality is con-
cerned, we have indeed verified that left and right eigenstates
corresponding to a given λ j have very similar behavior.
Our results extend and validate the semiclassical theory of
open quantum systems in the case of pseudointegrable sys-
tems, and also suggest that it is possible to observe multifrac-
tal behaviour in open quantum systems, e.g. in scattering ex-
periments, for different kinds of opening.
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Appendix A: Coherent States on T2
The coherent states |z〉 used to define the Husimi function
on the torus are coherent states of the harmonic oscillator
which are properly periodized as befits the torus structure of
the present context [71]. A coherent state of the harmonic os-
cillator centered at (X ,P) has the following expression in x
and p representation respectively:
ψ(X ,P)(x) =
(
1
pi h¯
) 1
4
e−
i
h¯
PX
2 e
i
h¯ Pxe−
1
2h¯ (x−X)2 (A1)
ψˆ(X ,P)(p) =
(
1
pi h¯
) 1
4
e
i
h¯
PX
2 e−
i
h¯ X pe−
1
2h¯ (p−P)2 . (A2)
In the position and momentum eigenbases {|x j〉}N−1j=0 and
{|p j〉}N−1j=0 with x j, p j ∈ {0,1/N, . . . ,(N − 1)/N} and h¯eff =
h¯ = 1/(2piN), a coherent state in T2 is given by
|X ,P〉=

∑N−1j=0 c j(X ,P)|x j〉
∑N−1j=0 d j(X ,P)|p j〉
(A3)
with coefficients given by
c j(X ,P) =
√
1
N ∑m∈Z
ψ(X ,P)(x j−m) (A4)
d j(X ,P) =
√
1
N ∑m∈Z
ψˆ(X ,P)(p j−m) . (A5)
Equation (A4) corresponds to Eq. (16.26) of [72] (with κ1,2 =
0, Z = i, a,b = 1 and after correction of a few misprints).
In terms of the elliptic theta function of the third kind [73],
ϑ3, defined as
ϑ3(x;τ) = ∑
n∈Z
τn
2
e2inx (|τ|< 1), (A6)
we can rewrite the coefficients as
c j(X ,P) =
(
2
N
) 1
4
e−i2piNP
(
X
2 − jN
)
e−piN
(
j
N−X
)2
ϑ3(r j;τ)
(A7)
with r j =−piNP−piNi( j/N−X) and τ = exp(−piN), and
d j(X ,P) =
(
2
N
) 1
4
ei2piNX
(
P
2− jN
)
e−piN
(
j
N−P
)2
ϑ3(s j;τ) (A8)
with s j = piNX − piNi(p j −P). The coherent states defined
above satisfy the following resolution of the identity∫
T2
dXdP
2pi h¯
|X ,P〉〈X ,P|= 1. (A9)
In our computations, coherent states are centered at points
(Xi,Pj) ∈ Γ, where Γ is a lattice covering the torus T2, con-
sisting of b√2/h¯+ 12c2 square cells of width √h¯/2 whose
position is fixed by the first cell centered at (
√
h¯/8,
√
h¯/8).
In Γ the resolution becomes
1
4pi ∑
(Xi,Pj)∈Γ
|Xi,Pj〉〈Xi,Pj|= 1˜ , (A10)
where 1˜ satisfies 1˜|φ〉= |φ〉 (up to corrections of order h¯) for
any |φ〉. A projector ΠR onto a region R ∈ T2 is defined as
[74, 75]
ΠR =
1
4pi ∑
(Xi,Pj)∈Γ
χR(Xi,Pj)|Xi,Pj〉〈Xi,Pj|, (A11)
where χR is the characteristic function of R:
χR(X ,P) =
{
1 , (X ,P) ∈ R
0 , (X ,P) /∈ R . (A12)
Appendix B: Relative weights on classical sets
We now derive in detail the results quoted in the introduc-
tion. We start from the exact relation
|λn|2m|〈Ψ−n |z〉|2 = |〈Ψ−n |U˜m|z〉|2, (B1)
where |z〉 is a coherent state centered at z = (X ,P). We have
U˜m|z〉=U(1−Π0) · · ·U(1−Π0)︸ ︷︷ ︸
m times
|z〉 , (B2)
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whereΠ0 =Π is the projector on the openingΩ. Points (X ,P)
starting in the opening will be eliminated by the first projec-
tion (1−Π0), and in the regime where m < tE only points
which have not escaped after m iterations will survive (B2).
Using (B1) we thus obtain that if |λn|> 0 then
|〈Ψ−n |z〉|2 concentrates on z ∈ KtE+ ≡
( ⋃
0≤m<tE
Rm+
)c
. (B3)
However, as seen from (B1) , for |λ j| ≈ 0 one may expect
|〈Ψ−n |z〉|2 to have non-negligible support on regions outside
of KtE+ .
Let A = UΠ0U†. From the definition R1− = MΩ we have
A ≈ Π1− as long as quantum dynamics follows the classical
one (and provided tE > 1). Using the fact that A = 1− U˜U˜†
we have 〈Ψ−n |A|Ψ−n 〉= 1−|λn|2, and thus
〈Ψ−n |Π1−|Ψ−n 〉 ≈ 1−|λn|2 . (B4)
In order to proceed further, we use the classical recursive re-
lation for the Rm− which reads R
m+1
− = M(Rm−\Ω). Together
with the definition of U˜ it implies that for 1≤m< tE we have
U˜m−1Π1−(U˜†)m−1 ≈ Πm−, with Πm− being the projector onto
Rm−. Inserting this into the identity
|λn|2(m−1)|〈Ψ−n |A|Ψ−n 〉|= |〈Ψ−n |U˜m−1A(U˜m−1)†|Ψ−n 〉|,
(B5)
we get
〈Ψ−n |Π−m |Ψ−n 〉 ≈ |λn|2(m−1)(1−|λn|2) ∀m : 1≤ m< tE .
(B6)
[1] B. B. Mandelbrot, The fractal geometry of nature, Vol. 2 (WH
freeman New York, 1982).
[2] K. Falconer, Fractal geometry: mathematical foundations and
applications (John Wiley & Sons, Chichester, 1990).
[3] B. B. Mandelbrot, J. Fluid Mech. 62, 331 (1974).
[4] P. W. Anderson, Phys. Rev. 109, 1492 (1958).
[5] F. Evers and A. D. Mirlin, Rev. Mod. Phys. 80, 1355 (2008).
[6] O. Giraud, J. Marklof, and S. O’Keefe, J. Phys. A: Math. Gen.
37, L303 (2004).
[7] E. Bogomolny and C. Schmit, Phys. Rev. Lett. 93, 254102
(2004).
[8] J. Martin, O. Giraud, and B. Georgeot, Phys. Rev. E 77, 035201
(2008).
[9] J. Martin, I. Garcı´a-Mata, O. Giraud, and B. Georgeot, Phys.
Rev. E 82, 046206 (2010).
[10] I. Garcı´a-Mata, J. Martin, O. Giraud, and B. Georgeot, Phys.
Rev. E 86, 056215 (2012).
[11] I. Garcı´a-Mata, O. Giraud, and B. Georgeot, Phys. Rev. A 79,
052321 (2009).
[12] Y. Y. Atas and E. Bogomolny, Phys. Rev. E 86, 021104 (2012).
[13] C. Monthus, J. Stat. Mech.: Theo. Exp. 2016, 073301 (2016).
[14] M. Serbyn, Z. Papic´, and D. A. Abanin, Phys. Rev. B 96,
104201 (2017).
[15] N. Mace´, F. Alet, and N. Laflorencie, arXiv preprint
arXiv:1812.10283 (2018).
[16] G. Biroli, A. Ribeiro-Teixeira, and M. Tarzia, arXiv preprint
arXiv:1211.7334 (2012).
[17] V. Kravtsov, I. Khaymovich, E. Cuevas, and M. Amini, New
Journal of Physics 17, 122002 (2015).
[18] K. S. Tikhonov and A. D. Mirlin, Phys. Rev. B 94, 184203
(2016).
[19] K. S. Tikhonov, A. D. Mirlin, and M. A. Skvortsov, Phys. Rev.
B 94, 220203(R) (2016).
[20] B. Altshuler, E. Cuevas, L. Ioffe, and V. Kravtsov, Phys. Rev.
letters 117, 156601 (2016).
[21] I. Garcı´a-Mata, O. Giraud, B. Georgeot, J. Martin, R. Duber-
trand, and G. Lemarie´, Phys. Rev. Lett. 118, 166801 (2017).
[22] V. E. Kravtsov, B. L. Altshuler, and L. B. Ioffe, Ann. Phys. 389,
148 (2018).
[23] G. Biroli and M. Tarzia, arXiv preprint arXiv:1810.07545
(2018).
[24] K. S. Tikhonov and A. D. Mirlin, arXiv preprint
arXiv:1903.07877 (2019).
[25] A. D. Mirlin, Phys. Rep. 326, 259 (2000).
[26] A. Rodriguez, L. J. Vasquez, and R. A. Ro¨mer, Phys. Rev. Lett.
102, 106406 (2009).
[27] A. Rodriguez, L. J. Vasquez, K. Slevin, and R. A. Ro¨mer, Phys.
Rev. B 84, 134209 (2011).
[28] A. D. Mirlin, Y. V. Fyodorov, F.-M. Dittes, J. Quezada, and
T. H. Seligman, Phys. Rev. E 54, 3221 (1996).
[29] J. A. Me´ndez-Bermu´dez, A. Alca´zar-Lo´pez, and I. Varga, EPL
(Europhysics Letters) 98, 37006 (2012).
[30] Y. V. Fyodorov, A. Ossipov, and A. Rodriguez, J. Stat. Mech.:
Theo. Exp. 2009, L12001 (2009).
[31] N. Meenakshisundaram and A. Lakshminarayan, Phys. Rev. E
71, 065303 (2005).
[32] J. N. Bandyopadhyay, J. Wang, and J. Gong, Phys. Rev. E 81,
066212 (2010).
[33] A. M. Garcı´a-Garcı´a and J. Wang, Phys. Rev. Lett. 94, 244102
(2005).
[34] E. B. Bogomolny, U. Gerland, and C. Schmit, Phys. Rev. E 59,
R1315 (1999).
[35] E. Bogomolny and O. Giraud, Phys. Rev. Lett. 106, 044101
(2011).
[36] E. Bogomolny and O. Giraud, Phys. Rev. E 84, 036212 (2011).
[37] E. Bogomolny and O. Giraud, Phys. Rev. E 85, 046208 (2012).
[38] A. Richardella, P. Roushan, S. Mack, B. Zhou, D. A. Huse,
D. D. Awschalom, and A. Yazdani, Science 327, 665 (2010).
[39] G. Lemarie´, H. Lignier, D. Delande, P. Szriftgiser, and J. C.
Garreau, Phys. Rev. Lett. 105, 090601 (2010).
[40] M. Lopez, J.-F. Cle´ment, G. Lemarie´, D. Delande, P. Szriftgiser,
and J. C. Garreau, New J. of Phys. 15, 065013 (2013).
[41] Y. Sagi, M. Brook, I. Almog, and N. Davidson, Phys. Rev. Lett.
108, 093002 (2012).
[42] R. Dubertrand, I. Garcı´a-Mata, B. Georgeot, O. Giraud,
G. Lemarie´, and J. Martin, Phys. Rev. Lett. 112, 234101 (2014).
[43] R. Dubertrand, I. Garcı´a-Mata, B. Georgeot, O. Giraud,
G. Lemarie´, and J. Martin, Phys. Rev. E 92, 032914 (2015).
16
[44] J. Mendez-Bermudez and T. Kottos, Phys. Rev. B 72, 064108
(2005).
[45] J. A. Me´ndez-Bermu´dez, A. Alcazar-Lo´pez, and I. Varga, Jour-
nal of Statistical Mechanics: Theory and Experiment 2014,
P11012 (2014).
[46] M. V. Berry, N. L. Balazs, M. Tabor, and A. Voros, Ann. Phys.
122, 26 (1979).
[47] G. Casati, G. Maspero, and D. L. Shepelyansky, Physica D:
Nonlinear Phenomena 131, 311 (1999).
[48] W. T. Lu, S. Sridhar, and M. Zworski, Phys. Rev. Lett. 91,
154101 (2003).
[49] H. Schomerus and J. Tworzydło, Phys. Rev. Lett. 93, 154102
(2004).
[50] S. Nonnenmacher and M. Zworski, J. Phys. A: Math. Gen. 38,
10683 (2005).
[51] H. Schomerus and P. Jacquod, Journal of Physics A: Mathemat-
ical and General 38, 10663 (2005).
[52] J. P. Keating, M. Novaes, S. D. Prado, and M. Sieber, Phys.
Rev. Lett. 97, 150406 (2006).
[53] S. Nonnenmacher and M. Rubin, Nonlinearity 20, 1387 (2007).
[54] D. L. Shepelyansky, Phys. Rev. E 77, 015202 (2008).
[55] M. Novaes, J. M. Pedrosa, D. Wisniacki, G. G. Carlo, and J. P.
Keating, Phys. Rev. E 80, 035202 (2009).
[56] M. Kopp and H. Schomerus, Phys. Rev. E 81, 026208 (2010).
[57] L. Ermann, G. G. Carlo, J. M. Pedrosa, and M. Saraceno, Phys.
Rev. E 85, 066204 (2012).
[58] E. G. Altmann, J. S. E. Portela, and T. Te´l, Rev. Mod. Phys. 85,
869 (2013).
[59] M. J. Ko¨rber, M. Michler, A. Ba¨cker, and R. Ketzmerick, Phys.
Rev. Lett. 111, 114102 (2013).
[60] M. Scho¨nwetter and E. G. Altmann, Phys. Rev. E 91, 012919
(2015).
[61] K. Clauß, M. J. Ko¨rber, A. Ba¨cker, and R. Ketzmerick, Phys.
Rev. Lett. 121, 074101 (2018).
[62] M. Novaes, J. Phys. A: Math. Theo. 46, 143001 (2013).
[63] P. Richens and M. Berry, Physica D: Nonlinear Phenomena 2,
495 (1981).
[64] M. Novaes, Phys. Rev. E 85, 036202 (2012).
[65] F. Borgonovi, I. Guarneri, and D. Shepelyansky, Phys. Rev. A
43, 4517 (1991).
[66] D. Wisniacki and G. G. Carlo, Phys. Rev. E 77, 045201 (2008).
[67] J. M. Pedrosa, D. Wisniacki, G. G. Carlo, and M. Novaes, Phys.
Rev. E 85, 036203 (2012).
[68] H. Kantz and P. Grassberger, Physica D: Nonlinear Phenomena
17, 75 (1985).
[69] E. Bogomolny, R. Dubertrand, and C. Schmit, Nonlinearity 22,
2101 (2009).
[70] Consider, for simplicity, R1−. The width of its stripes can be ob-
tained by first propagating the left and right edges of the open-
ing, given by x = 0 (mod 1) and x = ` (mod 1), resp. The first
forward images of these under the map (8) are given by the para-
metric equations p(x) = x/2 (mod 1) and p(x) = (x−`)/2 (mod
1), and the distance δ between them gives the sought width of
the stripes: δ = `/
√
5. On the other hand, with N = 212 we
have
√
h¯/2 = 1/
√
214pi so that we may express the width δ in
units of a Planck cell: δ√
h¯/2
= 27`
√
pi/5. For `= 2−6 this gives
δ√
h¯/2
≈ 1.59, i.e. the smallest characteristic size of R1− is of the
order of a Planck cell. For Rm−, this quantity decreases with m.
[71] A. Bouzouina and S. De Bie`vre, Comm. Math. Phys. 178, 83
(1996).
[72] J.-P. Gazeau, Coherent states in quantum physics (Wiley, 2009).
[73] M. Abramowitz and I. A. Stegun, Handbook of mathematical
functions, Vol. 55 (Courier Corporation, 1965).
[74] M. Saraceno and A. Voros, Physica D 79, 206 (1994).
[75] M. Saraceno and R. O. Vallejos, CHAOS 6, 193 (1996).
