Abstract-This paper describes the upper bound of the secondorder modes of linear state-space systems. With the help of the bounded-real Riccati equations and bilinear transformation, it is proved that the second-order modes of continuous-time or discrete-time systems are all bounded by the system gain. As an application of this theory, a new formula for evaluating minimum attainable value of coefficient sensitivity of digital filters is presented. This new formula shows the excellent performance of digital filters with minimum coefficient sensitivity structure.
I. INTRODUCTION
The second-order modes are defined as the positive square roots of the eigenvalues of the matrix product of the controllability and observability Gramians of linear state-space systems. They play crucial roles in signal processing theory and control theory as follows:
1) The second-order modes characterize the minimum attainable value of coefficient sensitivity [1] and roundoff noise [2] of digital filters.
2) The second-order modes determine the upper bound of the approximation error due to balanced model reduction [3] , [4] . In addition to the above-mentioned theoretical and practical importance, the second-order modes have interesting and important properties. For example, the second-order modes of digital filters are invariant under any frequency transformation [5] . This property is applied to the realization of variable digital filters with high performance [6] . This theory has also been discussed in the case of continuous-time systems and two-dimensional digital filters [7] , [8] .
In this paper, we reveal another property of the second-order modes of linear state-space systems; we prove that the values of the second-order modes of continuous-time or discretetime systems are all bounded by the system gain. As an application of this property, we formulate a new expression for the evaluation of minimum quantization effects in digital filters.
The organization of this paper is as follows. Section II gives a brief introduction of the continuous-time state-space systems, Gramians and second-order modes. Section III addresses the theory on bounded-real systems and power complementary systems, which is frequently used in our main discussion. In particular, the bounded-real Riccati equations play central roles in the derivation of our theory. Section IV presents our main result; the upper bound of the second-order modes is described. This section first gives the detailed proof of this upper bound for continuous-time systems, and then gives the proof for discrete-time systems with the help of bilinear transformation. Section V gives a new formula for evaluating minimum attainable value of coefficient sensitivity as an application of our theory. This formula shows the effectiveness and high performance of digital filters with minimum coefficient sensitivity structure. Section VI gives a numerical example in order to verify our theory. Section VII gives conclusion.
II. THE SECOND-ORDER MODES OF CONTINUOUS-TIME STATE-SPACE SYSTEMS
Consider the following state-space equations for a stable single-input/single-output continuous-time system of order N with the transfer function H(s):
where u(t), y(t) and x(t) are the scalar input, the scalar output and the state vector of size N × 1, and the matrices A, b, c and d are coefficient matrices with appropriate size. The block diagram of this system is given in Figure 1 . The system (A, b, c, d) is assumed to be a minimal realization of H(s), that is, the system (A, b, c, d) is controllable and observable. The coefficient matrices and the transfer function are related as
For the system (A, b, c, d), the solutions K and W of the following Lyapunov equations are called the controllability Gramian and the observability Gramian, respectively:
The Gramians K and W are symmetric and positive definite, that is,
is assumed to be stable, controllable and observable. Then, the eigenvalues θ [5] .
It should be noted that the Gramians depend on realization of the system, while the second-order modes depend only on the transfer function. In the literatures on control system theory, the second-order modes are also called Hankel singular values because the eigenvalues of KW are equal to the singular values of the Hankel operator of H(s).
III. BOUNDED-REAL SYSTEMS AND POWER COMPLEMENTARY SYSTEMS
This section introduces the well-known important theory on bounded-real systems and power complementary systems. This theory is frequently used in the derivation of our result.
A. Definition of Bounded-Real Systems and Power Complementary Systems

A linear system H(s) is called bounded-real if and only if
and a pair of bounded-real linear systems H(s) and H(s) is said to be power complementary if
For example, if H(s) is lowpass, then H(s) is highpass as illustrated in Figure 2. While if H(s) is bandstop, then H(s)
is bandpass.
B. Bounded-Real Riccati Equations
The bounded-real systems satisfy the so-called boundedreal Riccati equations. The following lemmas are well-known results relating bounded-real systems to the Riccati equations [9] , [10] .
Lemma 1: A state-space system (A, b, c, d) of H(s) with minimal realization is bounded real if and only if there exists P = P t > 0 such that
is a solution to the dual equation
We call Eqs. (8) and (9) the bounded-real Riccati equations. Note that solutions of the bounded-real Riccati equations yield a state-space representation of power complementary systems as follows.
Lemma 3: Given a stable bounded-real state-space system
−1 b with minimal realization, one of its power complementary systems H 1 (s) is described by
where w and l are given as
Considering the dual system, another power complementary system H 2 (s) can be obtained as
where
IV. THE UPPER BOUND OF THE SECOND-ORDER MODES This section presents our main result, that is, the upper bound of the second-order modes is described. Before showing this upper bound, it is necessary to prove the following theorem which relates the Gramians of power complementary systems to the bounded-real Riccati equations.
Theorem 1: Let K and W be the controllability and observability Gramians of a stable bounded-real system H(s) = d + c(sI − A) −1 b with minimal realization. Then, there exist matrices P , Q, W and K such that
where P and Q are positive definite solutions of Eqs. (8) Proof: Since H(s) is stable, a solution P = P t > 0 of Eq. (8) is represented as
where X and Y are given as the solutions of the following Lyapunov equations:
From Eqs. (5) and (18), it is obvious that X = W . Moreover, from Eqs. (11), (12) 
(20) Proof: From Theorem 1, it is easily seen that K ≤ Q and W ≤ P . Hence we have KW ≤ γ 2 I. This result shows θ i ≤ γ. If |H(jΩ)| = γ for all Ω, K and W are equal to Q and P , respectively, and therefore
These new theorems can be extended to discrete-time systems. That is, the following two theorems can be established. 
Then, there exist matrices
In the above equations, P d and Q d are given as positive definite solutions of the following discrete-time bounded-real Riccati equations
(30) Theorem 4: Let the second-order modes of
is bounded-real, then the second-order modes of the discrete-time system are all bounded by γ, that is,
(31) Proof: It is easy to prove the above two theorems with the help of the bilinear transformation s = α(z − 1)/(z + 1). For state-space systems, the bilinear transformation is represented as follows:
Since this transformation leaves solutions of Eqs. (4), (5), (8) and (9) In this section, a new formula for evaluating minimum attainable value of quantization errors of digital filters is presented as an application of Theorem 4.
As we stated in Section I, the second-order modes play crucial roles in minimization of quantization effects such as roundoff noise and coefficient sensitivity of digital filters since the second-order modes determine the minimum attainable value of quantization errors. For example, the coefficient sensitivity S of an N -th order digital filter H(z) is described by
and its minimum value S min (S of digital filters with minimum coefficient sensitivity structure) is characterized by the secondorder modes as follows [1] :
We are in a position to establish a new formula for the evaluation of digital filters with minimum coefficient sensitivity structure. Applying Theorem 4 to Eq. (37) gives the upper bound of S min as follows: This new formula shows the effectiveness of minimum coefficient sensitivity structure, especially in the case of narrowband digital filters. As is well known, the coefficient sensitivity of digital filters with direct form tends to be infinity as filter bandwidth approaches zero. On the other hand, we can see from Eq. (38) that the coefficient sensitivity of digital filters with minimum coefficient sensitivity structure is at most (Nγ + 1) 2 , where γ is generally equal to 1. This fact emphasizes that the minimum coefficient sensitivity structure has excellent noise performance and that it is very suitable to implementation of digital filters on finite wordlength signal processors.
The similar discussion can be made for the evaluation of minimum roundoff noise. Details are omitted here. 
Consequently, from Eqs. (42), (43) and (45) it is verified that P = W +W . In a similar way, Q = K+K can be confirmed. Hence Theorem 1 is verified to be valid. From Eqs. (41) and (42), the second-order modes of H(s) are obtained as follows:
Therefore, the validity of Theorem 2 is confirmed. Theorems 3 and 4 for discrete-time systems can be verified in a similar way.
VII. CONCLUSION This paper has revealed the upper bound of the secondorder modes of linear state-space systems by relating the Gramians of power complementary systems to solutions of the bounded-real Riccati equations. Moreover, this upper bound has given a new formula for evaluating minimum attainable value of coefficient sensitivity of digital filters and shown the excellent performance of digital filters with minimum coefficient sensitivity structure.
