We de ne a class of spaces H p , 0 < p < 1, of holomorphic functions on the tube, with a norm of Hardy-type:
Introduction
Let be an irreducible symmetric cone in R n , and let T = R n + i C n be the tube domain based on . As in the text 3], we shall denote r = rank , and G( ) the group of linear transformations of the cone.
In this paper we shall study a general family of spaces H p (T ), of holomorphic functions in T , and satisfying an integrability condition of Hardy-type: Research supported by the European Commission, within the TMR Network \Harmonic Analysis: 1998-2001". The author is indebted to Fulvio Ricci, for his constant advice during the completion of this work. We also thank D. B ekoll e, A. Bonami, E. Damek and M. Peloso for many enlightening conversations on this topic.
In this de nition we let 0 < p < 1, and be any positive measure in R n with the following two geometric assumptions:
1. is locally nite in R n , with Supp ; 2. is quasi-invariant (or homogeneous) with respect to a subgroup H of G( In this case, the \sup" in (1.1) plays no role by the monotonicity of the integrals (see 3.9 below). The properties of these two spaces have been widely studied, in particular those concerning to the existence of boundary values (see, e.g., Chapter III of 11], and 1] for the Bergman case).
Other choices of quasi-invariant measures lead to less-known holomorphic function spaces in the tube, which for p = 2 appear in the representation theory of the semisimple Lie group G(T ) (see 13] , 8], 9]). These spaces are \intermediate" between Bergman and Hardy, in the sense that share many di erent properties with each of them. Our goal in this paper is to provide a characterization of the boundary values of functions in H p (T ), in the same spirit as for the classical Hardy spaces. The di erence is that, in the general situation of H p (T ), the boundary values lie naturally on a \complex manifold": T = R n + iSupp C n ; rather than in the \distinguished boundary" R n + if0g. Before presenting precise statements of the theorems, we shall illustrate some more examples of the situation just described.
We look at the particular cone of positive{de nite symmetric 2 2{matrices: Consider now the following two functions on 3 :
1 (y) = y 1 and 2 (y) = y 1 y 2 ? y 2 3 ; y 2 3 ; which correspond to the principal minors of the associated matrix Y 2 . Then, j are positive, invariant with respect to N, and homogeneous with respect to A. In particular, the following family of measures in 3 are quasi-invariant with respect to the action of H: d ; (t) = c ; 3 (t) ? 1 (t) jF(x + i(y + t))j p dx d (t):
As we shall see below, these spaces can be characterized by a suitable Bergman integrability condition, when restricted to the topological boundary R 3 +i@ 3 . 
As before, there is a Wallach set C r which determines, from the family of distributions f g 2C r , those that are positive measures. In fact, the measures obtained by this procedure turn out to be all the quasi-invariant measures with respect to a certain subgroup H, acting simply transitively on (see 6], or 2.10 below). In this way, geometric properties of symmetric cones provide us with a common abstract setting for the study of the whole family of spaces H p (T ) in (1.1). We remark that, for p = 2, some of these spaces were already characterized in 8], by means of Fourier transform techniques. Here, dealing with general p, we shall use instead maximal functions and other analytic results from classical Hardy space theory in tube domains. To state our rst theorem, let us establish the notation: L p := L p (R n + iSupp ; dxd (t)) = L p (T ; dxd ): THEOREM 1.4 Let 0 < p < 1 and be a measure as above. Then, for every Observe that the function F (b) in the theorem is de ned in T , and therefore, is only a boundary value of F when the measure is singular (i.e., supported on @ ). In other words, the preceding theorem does not give new information for Bergman-type spaces: F (b) = F (see 1] for a di erent treatment of this case).
We also remark that, if we exclude the classical Hardy space (i.e., = 0 , for which T is purely real), the function F (b) exhibits a holomorphic behavior in the \complex part" of the manifold T = R n +i Supp C n . This is expressed in terms of the tangential Cauchy-Riemann equations in T : F (b) 2 CR(T 
is an isometric isomorphism of Banach spaces.
The assumption on in the second part of the theorem is made so that every G 2 A p (T ) has a holomorphic extension to the whole tube T . This occurs when the support of is \large enough" (e.g., when is homogeneous under G, see 8] Finally, we shall complement the previous results with a precise description of the support of each measure = , 2 . This is actually important to de ne a manifold structure on T , and obtain the CR equations. The next theorem collects all the geometric properties we shall use, generalizing those described above for = Sym + (2; R). THEOREM 1.7 There exists a partition of = 1 : : : s , with the following properties:
1. If 2 , there exists a unique j = j( ) such that: Supp = j and ( c j ) = 0:
2. The sets j are regular submanifolds of R n , and the measures smooth volume forms.
3. The sets j are orbits of H. Further, there is subgroup H j of H and a point t j 2 , such that j = H j t j . 4. Given 2 , then co (Supp ) = if and only if 1 6 = 0.
We point out that the preceding result is not completely new, since parts of it are contained in earlier works of Gindikin (see 6], 5]). However, for the sake of completeness we shall present here a more a ordable proof, using the modern notation in the text 3].
The paper will be structured as follows. In x2 we recall the basic notions of symmetric cones and quasi{invariant measures. In x3 we study the spaces H p (T ) and give a proof of Theorem 1.4, and other related results. In x4 we characterize the special case p = 2 with a Paley-Wiener-type theorem, obtaining as well reproducing formulas for the spaces H p (T ). In x5 we study the boundary of the cone, and give a proof of Theorem 1.7. Finally, x6 is devoted to the tangential CR equations in T , and the proof of Theorems 1.5 and 1.6. Some technical matters on Jordan algebras and symmetric cones are also postponed to the appendix.
Symmetric cones and homogeneous measures
We shall rst set some notation and recall well-known properties from the theory of symmetric cones. We refer the reader to the text 3] for proofs and further results.
Generalities about symmetric cones
In this section is an irreducible symmetric cone of rank r in R n . It is well-known that induces in V R n a structure of Euclidean Jordan algebra y , in which = fx 2 : x 2 V g. We denote by e the identity element in V and by (xjy) = tr(xy) the canonical inner product.
y The reader less familiar with Jordan algebras can look at example = Sym + (r; R). In this case, V = Sym(r; R), with the Jordan product de ned as x y = (xy + yx)=2, from the usual matrix multiplication xy.
Let G( ) be the group of transformations of , and G its identity component. Since the cone is homogeneous, the group G acts transitively on . To give a precise description of H we x a Jordan frame fc 1 ; : : : ; c r g in V . That is, a system of primitive idempotents with the properties: We de ne H as the subgroup of matrices h 2 G which are lower triangular with respect to Peirce decomposition of R n . That is, given a vector x = P i j x i;j 2 i j V i;j R n , we have: (hx k;`)i;j = 0; if (i; j) < (k;`); and (hx i;j ) i;j = i;j x i;j ; for some i;j > 0: (Here (i; j) < (k;`) denotes the lexicographic order.) Then, by Theorem VI.3.6 in 3], H acts simply transitively on . Further, one can write H = NA = AN, where N denotes the strict triangular subgroup of H (i.e., matrices with i;j = 1), and A the diagonal subgroup (i.e., (hx k;`)i;j = 0, if (k;`) 6 = (i; j), and also i;j = i j ).
A more explicit expression of all these groups can be given in terms of the endomorphisms of left-multiplication in the Jordan algebra V : and a = P r j=1 a j c j , z = P r k=j+1 z j;k are as above (see Proposition VI.3.7 of 3]).
In the particular case of = Sym + (r; R), (2.2) corresponds to the Gauss factorization of a triangular r r{matrix h. We point out that the theory just described provides two classical decompositions of the semisimple Lie group G: G = NAK and G = KAK.
Determinants and integrals
As in the text 3], we let (x) = det(x), x 2 V . Furthermore, we shall denote byAlso, for a = a 1 c 1 + : : : + a r c r we have k (P (a)x) = a 2 1 a 2 k k (x). In particular, 
The quasi-invariant measures
Recall from (1.3) the de nition of the measures s . As we pointed out, by analytic Let now be a positive measure in R n , locally nite, and with support contained in . Suppose also that is quasi-invariant with respect to the group H in x2:1.
That is, for every h 2 H there exists (h) 2 C so that
The group composition implies that is a character of H:
Therefore, by Lemma 2.4 there must exist s 2 C r such that (h) = s (he). The next proposition tells us that, modulo a constant, must be equal to s (see also 6]). and observes that ' (y) = e ?(yj ) ((yj )) is a Schwartz function in R n , for every 2 . Thus, using the condition Supp , we see that the integral:
converges absolutely, and moreover, the Fourier-Laplace transform: 
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We conclude this section with a simple lemma, valid for all measures, which will be useful later. The proof is an immediate consequence of the quasi-invariance of : The previous proposition tells us that the pointwise evaluation is a continuous linear functional in H p (T ). A standard argument, using convergence on compact sets, gives the following corollary.
COROLLARY 3.4 H p (T ) is a complete metric space.
A slight re nement in the proof of Proposition 3.2 provides a result which will be of crucial importance for us. PROPOSITION (0) jF(x + x 0 + i(y + t))j p dx 0 d (t)dy:
Integrating on x 2 R n we obtain
For a general y = he 2 , we apply the previous inequality to F h and obtain
c (Det h) The proof is an immediate consequence of Proposition 3.5 and the next general lemma on symmetric cones, whose proof we postpone to the appendix. A second corollary of Proposition 3.5 gives us the monotonicity of the integrals de ning the norm kFk H p . Recall that L p = L p (R n + i ; dxd (t) 
As a consequence we have that lim
for any decreasing sequence y n & 0 in (i.e., decreasing with respect to the partial order of the cone: y < y 0 i y 0 ? y 2 ). To establish the convergence of the limit within all the cone, it su ces to see that every sequence y n ! 0 in has a decreasing subsequence. 
The converse inequality is clear since for any y 0 2 0 we have kFk H p = lim
For simplicity, we have stated the previous theorem using the vertical (restricted) maximal function jF(x + iy)j; x 0 2 R n ; = ( 1 ; : : : ; n ); (3.14)
where (x 0 ) = n (x; y) 2 R 2n : jx j ? x 0 j j < j y j ; j = 1; : : : ; n o is a cartesian product of conical regions with apertures 1 ; : : : ; n > 0. Indeed, in the case of classical Hardy spaces it is known that
with equivalence of norms (see, e.g., Chapter III of 11]). Therefore, replacing F by F in the previous proof we obtain the following re nement of Theorem 3.11:
THEOREM 3.15 Let 0 be a proper subcone of and = ( 1 ; : : : ; n ) > 0. We have now all the tools to prove existence of boundary limits for functions in H p (T ). We state the result separately in a slightly di erent version of Theorem 1.4. F(x + i(y + t)) = F (b) (x 0 + it); a:e: x 0 + it 2 R n + iSupp : (3.17) PROOF:
By Theorem 3.15 we may nd a -null set E, so that for every t 2 Supp n E then F (x + it) < 1; a:e: x 2 R n :
Here F denotes the non-tangential maximal function restricted to a proper subcone 0 . Therefore, F t = F( + it) will be a holomorphic (hence harmonic) function in the smaller tube T 0 , and non-tangentially bounded in each variable at almost every x 2 R n . Thus, we can invoke the theorem of Calder on z (Theorem 3.24 in Chapter II of 11]) which asserts that F t has a non-tangential limit F (b) t in each set of variables at almost every x 2 R n .
Note that we cannot say in principle that F (b) t (x) is jointly measurable in (x; t) 2 R n + iSupp , and consequently, that the limit in (3.17) exists almost everywhere. To bridge this problem we de ne the measurable set
where the limits are in the same nontangential sense as in the statement of the theorem. Note that if we can show that A has dxd (t)-measure zero, then (after a parallel argument with =m F) we obtain the existence of non-tangential limits a:e:, and the measurability of the limit function F (b) . The L p -integrability will follow from the pointwise estimate: jF (b) j F .
z Calder on's Theorem is originally stated for harmonic functions in the tube R n + i (0; 1) n (i.e., in the cartesian product of upper half-planes). A appropriate change of variables makes it valid for tubes R n + i 0 , where 0 is any proper subcone of (see Chapter III of 11]).
Let us therefore show that meas (A) = 0. We shall denote A t = fx 2 R n : (x; t) 2 Ag; t 2 Supp :
These are Lebesgue measurable sets in R n and by Fubini's theorem
Therefore, it su ces to see that jA t j = 0 for t 2 Supp n E. But A t is contained in the set of points x 0 2 R n for which F t (x + iy) does not converge (non-tangentially) to F (b) t (x 0 ). By Caldero n's Theorem, this last set has Lebesgue measure zero, and therefore also jA t j = 0. This completes the proof of Theorem 3.16. 2
The following immediate corollary gives non-tangential restricted convergence in norm, a bit less of what was stated in Theorem 1.4. Taking an increasing sequence of proper subcones f j g 1 j=0 covering , we obtain that, except for t in a set E = 1 j=0 E( j ) of -measure zero, the following equality holds 
We now claim that F must belong to H p (T ). Indeed, using (3.21), the fact that y ! kF t ( + iy)k L p (R n ) is decreasing (in the partial order of the cone), and the Monotone Convergence Theorem we obtain
Since this holds for any arbitrary subcone the claim follows, completing the proof of the theorem.
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A corollary of the previous proof is the following \vector-valued" result:
COROLLARY 3. 
Our claim in (3.24) will be a consequence of the following lemma, which we prove in a more general setting in the appendix. x That G(z) is holomorphic and bounded follows directly from the de nition and an elementary estimation on (z) for complex z. We present these facts in some more detail in the appendix. 4 Reproducing kernels on H p (T ) In this section we give some reconstruction formulas from the boundary values of functions in H p (T ), p 1. These will obtained from positive kernels of PoissonSzeg} o type. Among its consequences, we shall prove unrestricted L p -convergence of F y to F (b) , as stated in Theorem 1.4. We start with the case p = 2, which has a simpler characterization in terms of a Paley-Wiener theorem.
A Characterization of H 2 (T )
In this section we shall assume that = s , for some xed s 2 . We also denote: To see that the isometry is surjective, we take an arbitrary f 2 L 2 s ( ), and show that the integral in (4.2) converges absolutely to a holomorphic function F(z) in T . This will su ce for our assertion, since exactly the same computations as above will give F 2 H 2 (T ).
To prove the absolute convergence of the integral, it is enough to look at z = ie. Now = 0 for any sequence y k ! 0 contained in . We conclude that the limit as y ! 0 (y 2 ) of the right hand side of (4.6) exists (in L 2 ), and converges to the right hand side of (4.5). On the other hand, by Theorem 1.4 the left hand side of (4.6) converges to F (b) (x + it), giving us the identity in (4.5) and completing the proof of the corollary. PROOF:
The isometry in Theorem 4.1 gives an abstract formula for the reproducing kernel of H 2 (T ):
.4 in 3]
). The nal expression for K in (4.8) follows by computing the integral above, which can be done explicitly using Lemma 2.6 (see also (7.7) in the appendix). 
Poisson-Szeg} o kernels in H p (T )
In this subsection we use well-known techniques to construct a positive kernel that reproduces functions in H p (T ), for every 1 p < 1. We let S (z; w) = jK (z; w)j 2 K (z; z) ; z 2 T ; w 2 R n +iSupp : (4.9) Then, the following properties are not di cult to verify:
(i) S (z; w) > 0, for all z 2 T ; w 2 R n +iSupp .
(ii) t (x ? u) P y (u) du; x + iy 2 T :
(4.14)
In particular, we can write
t (x)) P y (u) du: Thus, taking L p -norms in the above expression, we have that for every > 0
Now, using the continuity of the L p -norm and (iv) above, one can easily show (4.13) by an ("; )-argument. 2 5 The boundary of a symmetric cone
In this section we go back to the geometry of the cone. We prove in detail Theorem 1.7, and set the basis to study the tangential CR equations in the next section. We also provide an explicit expression for the measures , in terms of Gauss coordinates.
Let fc 1 ; : : : ; c r g be a xed Jordan frame in V , and H the triangular subgroup of G described in x2:1. We begin by describing the orbits of H on .
Since the group acts simply transitively on the cone, one can write = He as a single orbit. However, the action of H on the boundary is no longer transitive, and consequently, @ will consist of many disjoint orbits. In the next proposition we show that these are determined by the action on the following idempotents: That is, in the notation of (2.2), we can write every h 0 2 H 0 as: Next we de ne a di erentiable structure on each orbit M " := Hc " , for " 2 I. This is done by identifying M " with the homogeneous space H=H c" , where H c" = fh 2 H : hc " = c " g is the stabilizer of c " . Since H is Lie group acting analytically on R n , M " becomes a submanifold of R n (see, e.g., Theorem 2.9.7 of 12]). In fact, from the following proposition we see that M " is actually a regular submanifold of R n . The last statement of Theorem 1.7 follows immediately from the previous lemma. Indeed, if c " = c j 1 + : : : + c js , with 1 j 1 < : : : < j s r, then co (Hc " ) = (j 1 ) , which is the cone of squares associated with the Jordan algebra V (j 1 ) = j 1 j k r V j;k .
Thus, our claim follows from a fact we saw above: given s 2 , s 1 = 0 if and only if "(s) = (0; " 0 ), for some " 0 2 I 0 .
With the preceding propositions we have essentially completed the proof of Theorem 1.7. The fact that the measures s are smooth volume forms in M " is contained in the proofs presented above. Indeed, it follows from the parametrization of both, manifold and measure, in terms of the Gauss coordinates (see (5.9){(5.11)).
To conclude completely the proof of Theorem 1.7 it only remains to show that the orbits M " = Hc " can actually be written as M " = H " c " , for a Lie subgroup H " of H.
In view of Proposition 5.5, if c " = c j 1 + : : : + c js , we let H " be the set of h 2 H of the form: h = (j 1 ) (z j 1 ) (js) (z js ) P(a j 1 c j 1 + : : : + a js c js + (e ? c " )); Indeed, using V i;j V j;` V i;`( see Chapter IV of 3]), the lemma implies that P r k=i+1 g i;k P r =j+1 g j;`i s a Lie subalgebra of g, for every i < j. Thus, by the Baker-Campbell formula (see, e.g., Theorem 2.15.4 of 12]), the set f (i) (z) (j) (w) : z 2 r k=i+1 V i;k ; w 2 r =j+1 V j;`g is a closed subgroup of H. After iteration, and using (2.3), it follows that H " is also a closed subgroup of H. Note that the inverse of h 2 H " in (5.14) is given by h ?1 = P(a ?1 j 1 c j 1 + : : : + a ?1 js c js + (e ? c " )) (js) (?z js ) (j 1 ) (?z j 1 ):
The proof of Lemma 5.15 is elementary, and will be presented in the appendix.
6 The characterization of the spaces H p (T ) In this section we present a proof for the last two theorems of the paper: 1.5 and 1.6. This requires the use of results developed in previous sections, but also some new techniques involving CR{equations in complex manifolds. For the last part we shall follow the presentation in 8], where, as we pointed out, the spaces H 2 (T ) were already characterized.
The tangential Cauchy-Riemann equations
Throughout this subsection, M will be a regular submanifold of R n , and H a Lie group acting simply transitively on M. That is, there exists a xed t 0 2 M such that every x 2 M can be written uniquely as x = ht 0 , for some h 2 H. We suppose m = dim M > 0. A particular case of this situation are the orbits described in x5: M " = H " c " , for " 2 I n f0g. Consider the (real) manifold T M = R n + iM R n + iR n . We denote by T p (T M ) the tangent space of T M at p, and by T p (T M ) C its complexi cation. A tangential CR{vector eld in T M is a smooth vector eld Z: p 7 ! Z p 2 T p (T M ) C , which is antiholomorphic in C n R n + iR n . That is, A careful description of these equations related to manifolds of the form T M (and even more general Siegel domains) can be found in 8]. For completeness, we give a more explicit form here, in terms of the action of the group H.
Suppose fe 1 ; : : : ; e n g is a xed basis of R n , for which the tangent plane at t 0 of M is given by:
T t 0 (M) = span R fD e 1 jt 0 ; : : : ; D emjt 0 g; and where D v , v 2 R n n f0g, denotes the directional derivative vector eld:
Let fe 1 ; : : : ; e n ; ie 1 ; : : : ; ie n g be the corresponding basis of the complexi cation R n +iR n R 2n . Then, the tangent space of T M = R n +M at it 0 has the form: In this de nition (k;`) c (C n ) denotes the set of all smooth compactly supported (k;`)-forms in C n . That is, the exterior product of k forms of holomorphic type: dz 1 ; : : : ; dz n , and`forms of antiholomophic type: dz 1 ; : : : ; dz n , where dz j = dx j + idy j and dz j = dx j ? idy j :
Also, @ is the chain complex mapping (k;`) into (k;`+1) , and de ned on smooth functions as:
In our particular situation, (6.3) is equivalent to the simpler expression: 
n 2 Z R n e i(x+itj ) '( ) d ; x 2 R n ; (6.7) de ned in the Fourier-Plancherel sense for { a:e: t 2 M. Moreover, the correspon-
is an isometric isomorphism of Hilbert spaces.
Observe that this theorem, together with our results in x4, provides a characterization of the spaces H 2 (T ), at least when co (Supp ) = . To see this, suppose that = s and M = M " , for some xed s 2 n f0g and " = "(s) 2 I n f0g. For the converse, we shall distinguish two cases: p 2 and p 2, and indicate where the crucial hypothesis co (Supp ) = is used. The simplest one is the latter, which can be reduced to the case p = 2 from the following elementary lemma: LEMMA 6.16 Let 1 p < 1. Suppose F 2 H 2 (T ) and F (b) is its boundary limit. Then, F 2 H p (T ) if and only if F (b) 2 L p . PROOF:
Since F 2 H 2 (T ), we may reconstruct it from its boundary value using the classical Poisson-Szeg} o kernel (see (4.14)):
t (x ? u) P y (u) du; x + iy 2 T (except perhaps for t in a set of -measure 0). Then, taking L p -norms for each y 2 we obtain
from which the result follows.
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The proof of the second part of the theorem for p 2 is now a simple consequence of the case p = 2 in (6.9). Indeed, by Corollary 3.18 and the rst part of the theorem, the correspondence
is an isometry of Banach spaces. Also, by the case p = 2 and Lemma 6.16, every
is the boundary value of some F 2 H p (T ). Thus, the density result in Lemma 6.10 immediately implies surjectivity, establishing our claim. Observe that that in order to use the case p = 2, we are assuming co (Supp ) = .
Consider now the case 1 p 2. The simple argument used above cannot be applied now, because we do not know (a priori) a density result as in Lemma 6.10. We proceed instead with classical Hardy space theory, for which we need the following proposition: PROPOSITION 6 .17 Let 1 p < 1 and L p (R n ) = ff 2 L p (R n ) : Suppf g:
is an isometric isomorphism of Banach spaces. When 1 p 2, the inverse mapping is given by f 2 L p (R n ) 7 ?! F(z) = Z e i(zj )f ( ) d ; (6.18) where the integral converges absolutely for every z 2 T .
PROOF:
For p = 2 the result is well-known (see IX.4 in 3]). For general p the proof is a simple modi cation of the ideas presented here. Indeed, by the classical theory, the correspondence:
is an isometry of Banach spaces. By density of H 2 \ H p in H p , this mapping takes values into L p (R n ). To show surjectivity it su ces to see that L 2 \L p is dense in L p . When p < 2 one uses a standard approximation argument. Namely, given g 2 L p (R n ) and a smooth approximation of the identity f' " g, then lim "!0 kg ' " ?gk p = 0, while by Young's inequality we have g ' " 2 L 2 \ L p . When p > 2, one should approach instead with G (" )(g ' " ) , where G is a function as in the proof of Lemma 6.10 (note thatĝ is a tempered distribution now).
Finally, the equality in ( 
7 Appendix
We present here some general facts on symmetric cones that were used at di erent stages of the paper, but whose proofs were postponed for the reader's convenience.
As in x2, we use the notation and standard results from the text 3]. We begin with the proof of Lemma 3.8, whose idea will come again in subsequent lemmas. ; where now P k y, e k = c 1 + : : : + c k , and (k) j , j = 1; : : : ; k, are objects associated with the Jordan algebra V (k) of rank k.
2 We now brie y recall how to extend the de nition of j (z), j = 1; : : : ; r, to values of z in the complexi cation V + iV = V C . Since V C is a complex Jordan algebra (of the same rank as V ), there is a natural de nition of determinant: det V C (z). This extends the original determinant of V in the sense that (x) = det V C (x + i0), x 2 V .
In fact, det V C (z) can be obtained from (x) by just replacing the real coordinates of x 2 V by the complex coordinates of z 2 V + iV . Indeed, since the determinant is always a polynomial in the coordinates of the vector space (see Chapter II of 3]), if we write (x) = a 0 (X 1 ; : : : ; X n ) for x = (X 1 : : : ; X n ) 2 V R n , then we will have det V C (z) = a 0 (Z 1 ; : : : ; Z n ); for z = (Z 1 ; : : : ; Z n ) 2 V + iV C n :
Thus, with no further comment we shall write (z) = det V C (z), obtaining in this case a holomorphic function in z 2 V C C n (in fact, a homogeneous polynomial of degree r). Exactly the same reasoning applies to the principal minors j (z), which are now determinants of the Jordan algebras (V (j) ) C , j = 1; : : : ; r.
We are now interested in giving a sense to the generalized power s (z), s 2 C r , but only when z 2 + iV . The next lemma solves the problem of choosing an appropriate determination of the argument. LEMMA 7.3 Let x 2 V and y 2 . Then j (y + ix) 6 = 0 and j (y + ix) j?1 (y + ix) 2 + = f 2 C : <e > 0g; j = 1; : : : ; r: (7.4) PROOF: It su ces to show (7.4) for y = e. When j = 1 this is almost immediate:
1 (e + ix) = (e + ixjc 1 ) = 1 + i(xjc 1 ) 2 + : Suppose now j = r. On the one hand, every z 2 T is invertible in V C , and ?z ?1 2 T (see Theorem X. 1.1 in 3] ). In particular, 1 ((e + ix) ?1 ) r (e + ix) 6 = 0, for all x 2 V . Thus, we may extend the identity in (7.2) to the complex algebra V C : 1 ((e + ix) ?1 ) r (e + ix) = r?1 (e + ix); 8 x 2 V; and we obtain as well r?1 (e + ix) 6 = 0. Now, by the spectral theorem there is a Jordan frame fd 1 We now show some general estimates that were previously used in the paper. LEMMA 7.5 If x 2 V , y 2 and s 2 C r , then j s (y + ix)j <e s (y):
PROOF:
As usual, it su ces to prove that r (e + ix) r?1 (e + ix) 1; j = 1; r: (7.6) Using the same computations as in the proof of the previous lemma we see that (7.6) holds trivially for j = 1, while for j = r matters reduce to show j 1 ((e + ix) ?1 )j 1:
But using again the spectral decomposition of x this follows from j 1 ((e + ix) ? 
PROOF:
By using the invariance of s under H it su ces to show the lemma for y = e. where the last integral is nite (and equal to the constant above) i s j ? n r > (r ?j) d 2 , j = 1; : : : ; r. 2
We conclude the paper with the proof of Lemma 5.15. We recall from Chapter IV of 3] the multiplicative relation between di erent entries of the Peirce decomposition: V i;k V j;k V i;j and V i;k V j;`= f0g; if fi; kg \ fj;`g = ;: 
