In this paper, an efficient modified nonlinear conjugate gradient method for solving unconstrained optimization problems is proposed. An attractive property of the modified method is that the generated direction in each step is always descending without any line search. The global convergence result of the modified method is established under the general Wolfe line search condition. Numerical results show that the modified method is efficient and stationary by comparing with the wellknown Polak-Ribiére-Polyak method, CG-DESCENT method and DSP-CG method using the unconstrained optimization problems from More and Garbow (ACM Trans Math Softw 7, 17-41, 1981), so it can be widely used in scientific computation. Mathematics Subject Classification (2010) 90C26 · 65H10
Introduction
The conjugate gradient method comprises a class of unconstrained optimization algorithms which is characterized by low memory requirements and strong local or global convergence properties. The purpose of this paper is to study the global convergence properties and practical computational performance of a modified nonlinear conjugate gradient method for unconstrained optimization without restarts, and with appropriate conditions.
In this paper, we consider the unconstrained optimization problem:
where f : R n R is a real-valued, continuously differentiable function. When applied to the nonlinear problem (1.1), a nonlinear conjugate gradient method generates a sequence {x k }, k ≥ 1, starting from an initial guess x 1 R n , using the recurrence 2) where the positive step size a k is obtained by some line search, and the search direction d k is generated by the rule:
(1:3)
where g k = ▽f (x k ) and b k is a scalar. Well-known formulas for b k are called LiuStorey (LS) formula, Polak-Ribiére-Polyak (PRP) formula, and are given by respectively, where symbol || · || denotes the Euclidean norm and y k-1 = g k -g k-1 . Their corresponding methods generally specified as LS and PRP conjugate gradient methods. If f is a strictly convex quadratic function, the both methods are equivalent in the case that an exact line search is used. If f is non-convex, their behaviors may be distinctly different. In the past two decades, the convergence properties of LS and PRP methods have been intensively studied by many researchers (e.g., [1] [2] [3] [4] [5] ).
In practical computation, the PRP method, which is generally believed to be the most efficient conjugate gradient methods, and has got meticulous in recent years. One remarkable property of the method is that they essentially perform a restart if a bad direction occurs (see [6] ). However, Powell [7] constructed an example showed that the method can cycle infinitely without approaching any stationary point even if an exact line search is used. This counter-example also indicates that the method has a drawback that it is impossible to be convergent when the objective function is nonconvex. Therefore, during the past few years, much effort has been investigated to create new formulae for b k , which not only possesses global convergence for general functions but also is superior to original method from the computation point of view (see [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] ).
In this paper, we further study the conjugate gradient method for the solution of unconstrained optimization problems. Meanwhile, we focus our attention on the scalar for b k with [12] . We introduce a version of modified LS conjugate gradient method. An attractive property of the proposed method is that the generated directions are always descending. Besides, this property is independent of line search used and the convexity of objective function. Under the general Wolfe line search condition, we establish the global convergence of the proposed method. We also do some numerical experiments by using a large set of unconstrained optimization problems from [18] , which indicates the proposed method possesses better performances when compared with the classic PRP method, CG-DESCENT method and DSP-CG method. This paper is organized as follows. In section 2, we propose our algorithm, some assumptions on objective function and some lemmas. In section 3, global convergence analysis is provided with the general Wolfe line search condition. In the last section, we perform the numerical experiments by using a set of large problems, and do some numerical comparisons with PRP method, CG-DESCENT method and DSP-CG method.
Step 3: Let
Step 4: Generate d k+1 by (1.3) in which b k+1 is computed by
Step 5: Set k = k + 1, go to step 2.
In this paper, we prove the global convergence of the new algorithm under the following assumption.
Assumption (H):
} is bounded, where x 1 is the starting point.
(ii) In a neighborhood V of Ω, f is continuously differentiable and its gradient g is Lipschitz continuous, namely, there exists a constant L >0 such that
(2:4)
Obviously, from the Assumption (H) (i), there exists a positive constant ξ, so that
where ξ is the diameter of Ω. From Assumption (H) (ii), we also know that there exists a constantr > 0, such that
On some studies of the conjugate gradient methods, the sufficient descent condition
plays an important role. Unfortunately, this condition is hard to hold. However, the following lemma proves the sufficient descent property of Algorithm 2.1 independent of any line search and the convexity of objective function.
(2:9)
We apply the inequality
to the first term in (2.9) with
then we have
From the above inequality and (2.9), we have
From the above proof, we obtain that the conclusion (2.7) holds. □
Global convergence of the modified method
The conclusion of the following lemma, often called the Zoutendijk condition, is used to prove the global convergence of nonlinear conjugate gradient methods. It was originally given by Zoutendijk [19] under the Wolfe line searches. In the following lemma, we will prove the Zoutendijk condition under the general Wolfe line searches. 
Proof. From (2.2) and Assumption (H) (ii), we have
From (2.1) and the equality above, we get
From Assumption (H) (i), and combining this inequality, we have 
By (1.3), we have
Since the u k is unit vector, we have
From (3.1) and (3.2), we have
By (3.3), we have 
where
Liu
(3:5)
By (1.4), (2.3), (2.4)-(2.7) and (3.5), we have Proof. If g k = 0 for some k, we have the conclusion. In the following, we suppose that g k ≠ 0 for all k, then (3.2) holds, and we can obtain a contradiction.
We also define u i = d i ||d i || , then for any l, k Z + , and l > k, we have
By the triangle inequality, we have
(3:6) Let Δ be a positive integer, chosen large enough that
where ξ and r appear in Lemma 3.3. Since the conclusion of Lemma 3.2, there exits a k 0 large enough such that
, then by (3.7) and the Cauchy-Schwarz inequality, we have
Combining this inequality and (3.6), we have
Define S i = 2l 2 ||s i || 2 . By (1.3) and (2.6), for ∀l ≥ k 0 + 1, we have
From the inequality above, we have
By the inequality above, the product is defined to be one whenever the index range is vacuous. Let us consider a product of Δ consecutive S i , where k ≥ k 0 . Combining (2.5), (3.7) and (3.9), by the arithmetic-geometric mean inequality, we have
then the sum in (3.10) is bounded, independent of l. From Lemma 3.2 and (3.2), we have
which contradicts the result of the Theorem 3.1 that the bound for ||d l ||, independent of l > k 0 . Hence, lim inf k→+∞ ||g k || = 0.
□

Numerical results
In this section, we compare the modified conjugate gradient method, denoted VLS method, to the PRP method, CG-DESCENT (h = 0.01) method [12] and DSP-CG (C = 0.5) method [17] in the average performance and the CPU time performance under the general Wolfe line search where δ = 0.01, s 1 = s 2 = 0.1 and u = 0.5. The tested 78 problems come from [18] , and the termination condition of the experiments is ||g k || ≤ 10 -6 , or It-max >9999 where It-max denotes the maximal number of iterations. All codes were written in Mat lab 7.0 and run on a PC with 2.0 GHz CPU processor and 512 MB memory and Windows XP operation system. The numerical results of our tests are reported in Table 1 . The first column "N" represents the problem's index which corresponds to "N" in Table 2 . The detailed numerical results are listed in the form NI/NF/NG/CPU, where NI, NF, NG, CPU denote the number of iterations, function evaluations, gradient evaluations and the time of the CPU in seconds, respectively. "Dim" denotes the dimension of the test problem. If the limit of iteration was exceeded the run was stopped, this is indicated by NaN. In the Table 2 , "Problem" represents the problem's name in [18] . Firstly, in order to rank the average performance of all above conjugate gradient methods, one can compute the total number of function and gradient evaluation by the formula where l is some integer. According to the results on automatic differentiation [20, 21] , the value of l can be set to 5, i.e.
That is to say, one gradient evaluation is equivalent to five function evaluations if automatic differentiation is used.
By making used of (4.2), we compare the VLS method with DSP-CG method, PRP method and CG-DESCENT method as follows: for the ith problem, compute the total numbers of function evaluations and gradient evaluations required by the VLS method, DSP-CG method, PRP method and CG-DESCENT method by formula (4.2), and denote them by N total,i (VLS), N total,i (DSP-CG), N total,i (PRP) and N total,i (CG-DES-CENT), respectively. Then we calculate the ratio
If the i 0 th problem is not run by the method, we use a constant l = max{g i (method)|i S 1 } instead of γ i 0 (the method), where S 1 denotes the set of the test problems which can be run by the method. The geometric mean of these ratios for VLS method over all the test problems is defined by
where S denotes the set of the test problems, and |S| denotes the number of elements in S. One advantage of the above rule is that, the comparison is relative and hence does not be dominated by a few problems for which the method requires a great deal of function evaluations and gradient functions. According to the above rule, it is clear that g (VLS) = 1. The values of g (DSP-CG), g (PRP) and g (CG-DESCENT) are listed in Table 3 .
Secondly, we adopt the performance profiles by Dolan and Moré [22] to compare the VLS method to the DSP-CG method, PRP method and CG-DESCENT method in the CPU time performance (see Figure 1 ) In Figure 1 ,
That is, for each method, we plot the fraction P of problems for which the method is within a factor τ of the best time. The left side of the figure gives the percentage of the test problems for which a method is fastest; the right side gives the percentage of the test problems that were successfully solved by each of the methods. The top curve is the method that solved the most problems in a time that was within a factor τ of the best time. Since the top curve in Figure 1 corresponds to VLS method, this method is clearly fastest for this set for 78 test problems. In particular, the VLS method is fastest for about 60% of the test problems, and it ultimately solves 100% of the test problems.
From Table 3 and Figure 1 , it is clear that the VLS method performs better in the average performance and the CPU time performance, which implies that the proposed modified method is computationally efficient. 
