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Martin Radloff† and Rainer Schwabe‡
Abstract: In this paper we construct (locally) D-optimal designs for a wide
class of non-linear multiple regression models, when the design region is a k-di-
mensional ball. For this construction we make use of the concept of invariance
and equivariance in the context of optimal designs. As examples we consider
Poisson and negative binomial regression as well as proportional hazard models
with censoring. By generalisation we can extend these results to arbitrary
ellipsoids.
Key words and phrases: Censored data, D-optimality, generalized linear mod-
els, k-dimensional ball, multiple regression models, negative binomial regres-
sion, Poisson regression.
1 Introduction
To find an optimal design, that means to find an optimal setting of control variables,
of a special class of linear and non-linear models with respect to the D-criterion we
will use results for equivariance and invariance in Radloff and Schwabe (2016). So it is
possible to reduce this multidimensional problem to a one-dimensional marginal problem.
This marginal issue was investigated, for example in Konstantinou et al. (2014). The
corresponding result for the linear case is well-known, see, for example, in Pukelsheim
(1993, Section 15.12), and will be revisited in Section 3.
Schmidt and Schwabe (2017) considered the same class of models with k covariates, but
on a k-dimensional cuboid. They found a way to divide this problem into k marginal
sub-problems with only one covariate in the form like Konstantinou et al. (2014).
Our main result for non-linear models can be found in Section 4.
In Section 5 we will discuss some examples. In the case of Poisson regression we will get
a concrete formula to determine such an optimal design. In the case of negative binomial
regression and censoring data models some computational efforts are needed.
In the final Section 6 we have a short look at the generalisation to an ellipsoidal design
region.
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2 General Model Description, Information, and Design
In the following sections we want to focus on a class of (non-linear) multiple regression
models. Here every observation Y depends on a special setting of control variables,
a so-called design point x. Each design point x is in the design region X = Bk =
{x ∈ Rk : x21+ . . .+x2k ≤ 1}, the k-dimensional unit ball, k ∈ N. The regression function
f : X → Rk+1 is considered to be x 7→ (1, x1, . . . , xk)>, and the parameter vector
β = (β0, β1, . . . , βk)
> is unknown and lies in the parameter space B which is assumed to
be rotation invariant with respect to β1, . . . , βk. We will only consider B = Rk+1. And
therefore the linear predictor is
f(x)>β = β0 + β1x1 + . . .+ βkxk .
A second requirement is that the one-support-point (or elemental – as it is called, for
example, in Atkinson et al. (2014)) information matrix M(x,β) can be written in the
form
M (x,β) = λ
(
f(x)>β
)
f(x)f(x)>
with an intensity (or efficiency) function λ (see Fedorov (1972, Section 1.5)) which only
depends on the value of the linear predictor.
In generalised linear models (see McCulloch and Searle (2001)) or for example in censored
data models (see Schmidt and Schwabe (2017)) this prerequisite is fulfilled.
Now we want to find optimal designs on the the k-dimensional unit ball for those problems.
This will be done in the sense of D-optimality, which is the most popular criterion and
optimises the volume of the (asymptotic) confidence ellipsoid.
For that account we need the concept of information matrices. In our case the information
matrix of a (generalised) design ξ with independent observations is
M (ξ,β) =
∫
X
M (x,β) ξ(dx) =
∫
X
λ
(
f(x)>β
)
f(x)f(x)>ξ(dx) .
Here generalised design does not only mean design on a discrete set of design points. It
means an arbitrary probability measure on the design region, see, for example, Silvey
(1980, Section 3.1).
So we can define: A design ξ∗ with regular information matrixM(ξ∗,β) is called (locally)
D-optimal (at β) if det(M(ξ∗,β)) ≥ det(M (ξ,β)) holds for all possible probability
measures ξ on X .
Notation 1. While Sd−1, d ∈ {2, 3, 4, . . .}, describes the unit sphere, which is the surface
of a d-dimensional unit ball Bd, the symbol Sd−1(r) denotes the sphere with radius r,
which is the surface of the d-dimensional ball Bd(r) with radius r.
Introducing notations we have to mention Od the d-dimensional zero-vector, Od1×d2 the
(d1× d2)-dimensional zero-matrix, 1d the d-dimensional one-vector, Id the (d× d)-dimen-
sional identity matrix and id the identity function. 3
3 Linear Model
We first start with linear models which are well-investigated in the literature. Here the
intensity (or efficiency) function λ is constant 1 and does not depend on the parameter
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β. Hence, the information matrix and the D-optimal design is independent from β. In
Pukelsheim (1993, Section 15.12), for example, the following a little bit adapted result
can be found:
Theorem 1. In the linear case with regression function
f(x) = (1, x1, . . . , xk)
>
the vertices of an arbitrarily rotated k-dimensional regular simplex, whose vertices lie on
the surface of the design region Sk−1, constitutes a D-optimal design on the unit ball Bk.
The corresponding information matrix is the diagonal matrix
diag(1, 1
k
, . . . , 1
k
) .
Here “regular” means that all edges of the simplex have the same length.
Lemma 1. The (continuously) uniform design on Sk−1 has the same information matrix.
Proof. Let ξ be the uniform design (or better: uniform probability measure) on Sk−1.
We start with k ≥ 2. For all i ∈ {1, 2, . . . , k} let (X1, . . . , Xi, . . . , Xk) ∼ ξ. It fol-
lows (X1, . . . ,−Xi, . . . , Xk), (Xi, . . . , X1, . . . , Xk) ∼ ξ. So we have E(Xi) = E(−Xi) and
E(Xi) = 0 for all i. E(XiXj) = E((−Xi)Xj) and E(XiXj) = 0 for all i 6= j. It is
Var(X1) = Var(Xi). With E(Xi) = 0 we get E(X21 ) = E(X2i ) for all i. It is k E(X21 ) =
E(X21 ) + . . .+E(X
2
k) = E(X
2
1 + . . .+X
2
k) = E(1) = 1. Hence, E(X21 ) = . . . = E(X2k) =
1
k
.
So it is obvious
M (ξ) =
∫
Sk−1
(1, x1, . . . , xk)
>(1, x1, . . . , xk) ξ(dx) = diag(1, 1k , . . . ,
1
k
) .
For k = 1 the sphere S0 and the vertices of the simplex [−1, 1] are the same. So the
information matrices coincide.
Hence, the uniform design is also D-optimal.
4 Non-linear Models
In this section we want to develop our main results. Invariance and equivariance (see
Radloff and Schwabe (2016)) help to reduce the complexity of this endeavour.
Lemma 2. A (locally) D-optimal design is concentrated on the surface of X = Bk and
is equivariant with respect to rotations.
Remark 1. Equivariance in this context means: If the design or design region is rotated,
the parameter space must be rotated in a corresponding way. This corresponding rotation
is specified in the following proof. 3
Proof. Every information matrix of a design with an inner point as a support point can
be majorised (in the positive semidefinite sense) by an information matrix which is only
defined on the surface of the ball. Because of the strict convexity of the D-criterion we
only have to look at the surface.
In the context of rotational equivariance the statements in Radloff and Schwabe (2016)
3
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are specialised:
If g is a rotation (a special one-to-one-mapping) of the design regionX = Bk with rotation
matrix Rg, so that g(x) = Rgx, then there exists an orthogonal (k+1)× (k+1)-matrix
Qg with determinant 1, namely
Qg =
(
1 O>k
Ok Rg
)
,
such that f(g(x)) = Qgf(x). With the corresponding rotation g˜(β) = (Q
>
g )
−1β, which
is g˜(β) = Qgβ because of orthogonality, we have f(g(x))>g˜(β) = f(x)>β. And, if ξ is
a (locally) D-optimal design for β, then ξg := ξ ◦ g−1 is (locally) D-optimal for g˜(β).
Remark 2. If (β1, . . . , βk)> 6= Ok, there is a rotation g˜ such that g˜(β0, β1, . . . , βk)>
= (β0, β˜1, 0, . . . , 0) with β˜1 = ||(β1, . . . , βk)>|| > 0, where || · || is the (k-dimensional)
Euclidean norm. If (β1, . . . , βk)> = Ok, then no rotation is needed. So only the case
β ∈ B with
β1 ≥ 0, β2 = . . . = βk = 0 (4.1)
has to be considered. The search for a (locally) optimal design with an initial guess of
the parameter vector in the whole parameter space B reduces to only the length of this
vector. 3
The next results mostly need (4.1) and β1 > 0. The case β1 = 0 will be discussed at the
end of this section in Remark 6.
Lemma 3. For β satisfying (4.1) the D-criterion is invariant with respect to rotations
of x2, . . . , xk.
Proof. Analogously to Lemma 2, if g is a rotation of x2, . . . , xk, then there exists a
(k − 1)× (k − 1)-rotation matrix Rg, such that
Qg =
(
1
1
O
O Rg
)
is orthogonal with determinant 1 and f(g(x)) = Qgf(x). Hence, g˜(β) = Qgβ and for
all rotations g of x2, . . . , xk we have g˜(β) = β for all β in (4.1). And so in notation of
Radloff and Schwabe (2016) for all β satisfying (4.1) and rotations g of x2, . . . , xk we get
det[M(ξg,β)] = det[M (ξg, g˜(β))] = det[QgM (ξ,β)Q
>
g ] = det[M(ξ,β)] .
So we can find an optimal design within the class of invariant designs on the surface of the
ball. The concept of marginal and conditional designs (see Cook and Thibodeau (1980))
can be used.
Lemma 4. For β satisfying (4.1) the invariant designs (on the surface) with respect to
rotations of x2, . . . , xk are given by ξ1 ⊗ η, where ξ1 is a marginal design on [−1, 1] and
η is a Markov kernel (conditional design). For fixed x1 the kernel η(x1, ·) is the uniform
distribution on the surface of a (k − 1)-dimensional ball with radius
√
1− x21.
Remark 3. If x1 ∈ {−1, 1}, the (k − 1)-dimensional ball with the uniform distribution
is degenerated as a point. So it is only a one-point-measure. 3
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Proof. Each design / probability measure ξ on a k-dimensional Borel set (Rk,B(Rk)) =
(R × Rk−1,B(R) ⊗ B(Rk−1)) can be split into a marginal probability measure ξ1 on
(R,B(R)) with ξ1(A) = ξ(A × Rk−1) and a kernel η with source (R,B(R)) and target
(Rk−1,B(Rk−1)) (unique up to sets of measure zero), see, for example, Klenke (2014,
Section 8.3). Hence, ξ = ξ1 ⊗ η.
We only want to focus on designs on Sk−1. So the domains of these measures and kernels
can be restricted. We have ξ(Sk−1) = 1, ξ1([−1, 1]) = 1 and η(x1, Sk−2(
√
1− x21)) = 1 for
all x1 ∈ [−1, 1].
The design ξ should be invariant with respect to rotations of x2, . . . , xk. So for all
x1 ∈ [−1, 1] the probability measures η(x1, ·) have to be invariant, too. The group of all
rotations of x2, . . . , xk is a locally compact group, so that the Haar-probability-measure
is unique (see Halmos (1974, §60)). The uniform distribution on Sk−2(
√
1− x21) is such
an invariant measure. Hence, η(x1, ·) must be uniform.
Lemma 5. The information matrix for ξ1 ⊗ η in Lemma 4 is
M(ξ1 ⊗ η) =

∫
q dξ1
∫
q id dξ1∫
q id dξ1
∫
q id2 dξ1
O2×(k−1)
O(k−1)×2 1k−1
∫
q (1− id2) dξ1 Ik−1
 (4.2)
with q(x1) := λ(β0 + β1x1).
Proof. Let x˜ = (x2, . . . , xk). We have to determine
∫
Sk−1
q(x1)x
κ
i x
ν
j (ξ1 ⊗ η)(d(x1, x˜)) for
i, j ∈ {1, . . . , k} and κ, ν ∈ {0, 1}. Remembering that η(x1, ·) is uniformly distributed, we
use symmetry properties as in the proof of Lemma 1 to do the calculations.
To use the Kiefer-Wolfowitz Equivalence Theorem for D-optimality we need the structure
of the sensitivity function
ψ(x, ξ1 ⊗ η) = λ
(
f(x)>β
)
f(x)>M−1 (ξ1 ⊗ η)f(x) .
Lemma 6. For the invariant designs ξ1⊗η with respect to rotations of x2, . . . , xk in (4.1)
the sensitivity function ψ is invariant (constant on orbits) and has for x ∈ Sk−1 the form
ψ(x, ξ1 ⊗ η) = q(x1) · p1(x1) with x = (x1, . . . , xk)> (4.3)
where p1 is a polynomial of degree 2 in x1.
Proof. With D :=
∫
q dξ1
∫
q id2 dξ1 −
(∫
q id dξ1
)2 we get from Lemma 5
M−1(ξ1 ⊗ η) =

1
D
∫
q id2 dξ1 − 1D
∫
q id dξ1
− 1
D
∫
q id dξ1
1
D
∫
q dξ1
O2×(k−1)
O(k−1)×2 k−1∫ q (1−id2) dξ1 Ik−1

and with x22 + . . .+ x2k = 1− x21
ψ(x, ξ1⊗η) = q(x1)
[
1
D
(∫
q id2 dξ1 − 2x1
∫
q id dξ1 + x
2
1
∫
q dξ1
)
+
(k − 1)(1− x21)∫
q (1− id2) dξ1
]
.
If k = 1, the diagonal matrix part k−1∫
q (1−id2) dξ1 Ik−1 of the inverted information matrix
and the second summand (k−1)(1−x
2
1)∫
q (1−id2) dξ1 in the sensitivity function vanish.
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The intensity function is now assumed to satisfy the following four conditions (see Kon-
stantinou et al. (2014) or Schmidt and Schwabe (2017)):
(A1) λ is positive on R and twice continuously differentiable.
(A2) λ′ is positive on R.
(A3) The second derivative u′′ of u = 1
λ
is injective on R.
(A4) The function λ′
λ
is a non-increasing function.
Remark 4. In Konstantinou et al. (2014) or Schmidt and Schwabe (2017) the assumption
(A4) looks a little bit different. There the function λ
λ′ should be non-decreasing. But both
statements are equivalent if we postulate (A1) and (A2). 3
Lemma 7. If the intensity function λ satisfies the conditions (A1), (A2), (A3) and (A4),
then q as defined in Lemma 5 with β1 > 0 provides the same properties, respectively.
Example 1. In Poisson regression every observation Yi in xi is Poisson distributed with
E(Yi) = exp(f(xi)
>β). The (transformed) intensity function is qP.
A generalisation of the Poisson regression is the negative binomial regression (or Poisson-
gamma regression). Every observation Yi in xi is negative-binomially distributed with
E(Yi) = µi := exp(f(xi)
>β) and Var(Yi) = µi+ aµ2i for a fixed a ≥ 0. The (transformed)
intensity function is qNB.
Both regression models satisfy (A1), (A2), (A3) and (A4) for β1 > 0:
qP(x1) = exp(β0 + β1x1) qNB(x1) =
exp(β0 + β1x1)
1 + a exp(β0 + β1x1)
q′P(x1) = β1 exp(β0 + β1x1) q
′
NB(x1) =
β1 exp(β0 + β1x1)
(1 + a exp(β0 + β1x1))2
q′P(x1)
qP(x1)
= β1
q′NB(x1)
qNB(x1)
=
β1
1 + a exp(β0 + β1x1)
uP(x1) = exp(−β0 − β1x1) uNB(x1) = 1 + a exp(β0 + β1x1)
exp(β0 + β1x1)
u′′P(x1) = β
2
1 exp(−β0 − β1x1) u′′NB(x1) = β21 exp(−β0 − β1x1) 3
Lemma 8. In (4.1): If q satisfies (A1), (A2) and (A3), then the (locally) D-optimal
marginal design ξ∗1 is concentrated on exactly 2 points x∗11, x∗12.
Proof. By the Kiefer-Wolfowitz Equivalence Theorem for D-optimality we have to proof
k + 1 ≥ ψ(x, ξ1 ⊗ η) = q(x1) · p1(x1) for all x = (x1, . . . , xk)>.
This is equivalent to
p1(x1)
k + 1
≤ 1
q(x1)
. (4.4)
The proof then follows along the same lines as in Konstantinou et al. (2014) where they
discuss in the proof of Lemma 1 a similar inequality. This gives us the fact, that there
are at most 2 points.
Assume, that ξ1 has only 1 support point. So D in the proof of Lemma 6 would be 0
and the inverse of the information matrix and thus the polynomial p1 would not exist.
Contradiction. Hence, ξ1 has exactly 2 points.
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The next lemma characterises these 2 points and their weights, while x∗12 is specified in
Lemma 10.
Lemma 9. In the settings of Lemma 8 a potential (locally) D-optimal marginal design ξ1
has the weights
ξ∗1(x
∗
11) =
1
k + 1
, ξ∗1(x
∗
12) =
k
k + 1
(4.5)
where x∗11 = 1 and x∗12 ∈ [−1, 1), where x∗12 6= −1 for k ≥ 2.
Proof. With ξ∗1(x∗11) = α > 0 and ξ∗1(x∗12) = 1− α it is∫
q idκ dξ∗1 = q(x
∗
11)x
∗ κ
11 α + q(x
∗
12)x
∗ κ
12 (1− α) , κ ∈ {0, 1, 2} ,
and ∫
q dξ1
∫
q id2 dξ1 −
(∫
q id dξ1
)2
= q(x∗11)q(x
∗
12)(x
∗
11 − x∗12)2α(1− α) .
By using this and the formulas in the proof of Lemma 6 we can determine the polyno-
mial p1.
p1(x1) =
q(x∗11)(x
∗
11 − x1)2α + q(x∗12)(x∗12 − x1)2(1− α)
q(x∗11)q(x
∗
12)(x
∗
11 − x∗12)2α(1− α)
+
(k − 1)(1− x21)
q(x∗11)(1− x∗ 211 )α + q(x∗12)(1− x∗ 212 )(1− α)
Assume, that x∗11 = 1. If we can find α and x∗12 ∈ [−1, 1) so that ξ1 is a feasible (locally)
D-optimal marginal design, we are done. Here we have to notice that for k ≥ 2 it is
x∗12 6= −1, otherwise a 2-point-design ξ to estimate k + 1 parameters would exist.
If k = 1, the second summand in p1 as remarked in Lemma 6 is missing. So there is no
division by zero in the second summand.
We look back to the inequality (4.4) of the Equivalence Theorem p1(x1) ≤ k+1q(x1) . In
x1 = x
∗
11 (= 1) there should be equality of this inequality:
p1(1) =
1
q(1)α
!
=
k + 1
q(1)
So α = 1
k+1
and consequently 1− α = k
k+1
. With
p1(x
∗
12) =
1
q(x∗12)(1− α)
+
(k − 1)
q(x∗12)(1− α)
=
k + 1
q(x∗12)
there is equality of the inequality (4.4) in x1 = x∗12, too.
Remark 5. In anticipation of Theorem 2 the discretised design will consist of k + 1
equally weighted support points, where the uniform distribution in the x∗12-hyperplane is
substituted by k points analogously as in Theorem 1 while the information matrix leaves
unchanged. The weights in Lemma 9 allow this discretisation. 3
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Lemma 10. In the settings of Lemma 9 for k ≥ 2 : x∗12 ∈ (−1, 1) is solution of
q′(x∗12)
q(x∗12)
=
2 (1 + kx∗12)
k (1− x∗ 212 )
(4.6)
and for k = 1 : It is x∗12 = −1 or x∗12 ∈ [−1, 1) is solution of
q′(x∗12)
q(x∗12)
=
2
1− x∗12
. (4.7)
In any case, if additionally (A4) is satisfied, the solution x∗12 is unique.
Proof. With x∗11 = 1, ξ∗1(x∗11) =
1
k+1
, ξ∗1(x∗12) =
k
k+1
and the notation from Lemma 9 the
determinant of the information matrix for k ≥ 2 is
detM (ξ1⊗η) =
(∫
q dξ1
∫
q id2 dξ1 −
(∫
q id dξ1
)2)
·
(
1
k − 1
∫
q (1− id2) dξ1
)k−1
and
log detM (ξ1 ⊗ η) = log
(
q(1)q(x∗12)(1− x∗12)2 k(k+1)2
)
+ (k − 1) (log(q(x∗12)(1− x∗ 212 ) kk+1)− log(k − 1)) .
To optimise this we have to solve
0
!
=
d
dx∗12
log detM (ξ1⊗ η) = q
′(x∗12)
q(x∗12)
+
−2 (1− x∗12)
(1− x∗12)2
+(k− 1)
(
q′(x∗12)
q(x∗12)
+
−2x∗12
1− x∗ 212
)
.
With 1− x∗12 6= 0 and 1 + x∗12 6= 0 it simplifies to (4.6).
The right-hand side 2 (1+kx
∗
12)
k (1−x∗ 212 ) of (4.6) has poles in −1 and 1 and is strictly increasing on
(−1, 1) with a range of (−∞,∞). Because of (A1) and (A2) q′
q
is continuous on R. So
there must be an intersection. If q
′
q
is non-increasing (A4), the intersection is unique.
For k = 1 the third summand of log detM (ξ1 ⊗ η) disappears as mentioned. So we solve
d
dx∗12
log detM (ξ1 ⊗ η) = q
′(x∗12)
q(x∗12)
+
−2 (1− x∗12)
(1− x∗12)2
!
= 0 .
With 1 − x∗12 6= 0 it simplifies to (4.7). If (4.7) has no solution in [−1, 1), the maxi-
mum of log detM (ξ1 ⊗ η) is on the boundary. This is equivalent to the maximisation of
q(x∗12)(1− x∗12)2 on the boundary. x∗12 must be −1.
The right-hand side of (4.7), 2
1−x∗12 , is strictly increasing on [−1, 1) with values cover-
ing [1,∞). If q′(−1)
q(−1) < 1, there cannot be a solution of (4.7). So x
∗
12 is −1, unique.
If q
′(−1)
q(−1) ≥ 1 and (A4) is satisfied, the solution of (4.7) is unique.
Now we can discretise the found (generalised) design.
Theorem 2. There is a (locally) D-optimal design for the considered problem satisfying
β1 > 0, β2 = . . . = βk = 0, β0 ∈ R that has one support point in (1, 0, . . . , 0)> and
the other k support points are the vertices of an arbitrarily rotated, (k − 1)-dimensional
simplex which is maximally inscribed in the intersection of the k-dimensional unit ball and
a hyperplane with x1 = x∗12 in Lemma 10. The design is equally weighted with
1
k+1
.
8
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Proof. If k = 1, the (locally) D-optimal (generalised) design ξ∗ = ξ∗1 ⊗ η consists of
2 points with weights 1
2
. This is discrete.
Otherwise one explicit point is the pole s0 = (1, 0, . . . , 0)> with weight 1k+1 . So only the
uniform distribution on the orbit {x∗12} × Sk−2(
√
1− x∗ 212 ) must be discretised.
Being x˜ = (x2, . . . , xk) we consider the information matrix:
M(ξ∗) =
∫
Bd
λ(f(x)>β)f(x)f(x)>ξ∗(dx)
=
q(1)
k + 1
f(s0)f(s0)
> +
k q(x∗12)
k + 1
∫
Sk−2
(√
1−x∗ 212
)f
((
x∗12
x˜
))
f
((
x∗12
x˜
))>
η(x∗12, dx˜)
Now we want to scale this orbit to an unit sphere and look only at the last k − 1 com-
ponents. Let µ be the uniform distribution on the sphere Sk−2. Let f˜ be the (k − 1)-
dimensional analogue of f and
Q =
 1x∗12 O2×(k−1)
Ok−1
√
1− x∗ 212 Ik−1
 .
So we have f((x∗12, x˜>)>) = Qf˜(
≈
x) where
≈
x= 1√
1−x∗ 212
x˜ ∈ Sk−2 and
M(ξ∗) =
q(1)
k + 1
f(s0)f(s0)
> +
k q(x∗12)
k + 1
Q
∫
Sk−2
f˜(
≈
x)f˜(
≈
x)>µ(d
≈
x) Q>
Let s˜1, . . . , s˜k be the vertices of the (arbitrarily rotated) simplex in Theorem 1 in the
(k − 1)-dimensional issue and sκ =
√
1− x∗ 212 s˜κ, κ ∈ {1, . . . , k}, the scaled vertices.
Using Lemma 1 and Theorem 1 we get finally
M(ξ∗) =
1
k + 1
q(1)f(s0)f(s0)
> +
k
k + 1
q(x∗12)Q
1
k
k∑
κ=1
f˜(s˜κ) f˜(s˜κ)
> Q>
=
1
k + 1
[
q(1)f(s0)f(s0)
> +
k∑
κ=1
q(x∗12)f
((
x∗12
sκ
))
f
((
x∗12
sκ
))>]
.
This means that the constructed discrete design has the same information matrix as the
optimal (generalised) design. So it is D-optimal, too.
Now we want to have a short look at some remarks.
Remark 6. If β1 = 0 in (4.1), then in Lemma 3 the D-criterion is invariant with respect
to arbitrary rotations of x1, x2, . . . , xk. So we get as in Lemma 4 that the invariant design ξ
is a design with an uniform distribution on the entire sphere Sk−1. λ(f(x)>β) is constant
and the information matrix does not depend on it. As in Theorem 1 and Lemma 1 the
discretised design consists of the equally weighted vertices of a regular simplex inscribed
in that sphere. The orientation is arbitrary. 3
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Remark 7. If we want to determine an optimal design for a general β = (β0, β1, . . . , βk),
which does not satisfy (4.1), we have to rotate the design and parameter space, find a
(locally) D-optimal design and rotate it back. By using Theorem 2 and an applicable
representation of a (k − 1)-dimensional regular simplex the equally weighted support
points are β˜|β˜| , which is the point of the maximum value of the intensity function all over
the design region Bk, and the columns of
β˜
|β˜|1
>
k
(
x∗12 +
√
1− x∗ 212√
k − 1
)
+H
√
k√
k − 1
√
1− x∗ 212
where β˜ = (β1, . . . , βk). The second summand contains beside some scaling factor the
Householder matrix
H = Ik − 2
v>v
vv> and v =
β˜
|β˜| +
1√
k
(1, . . . , 1)>
which tilts the standard sub-simplex (1, 0, . . . , 0)>, (0, 1, . . . , 0)>, . . . , (0, 0, . . . , 1)> in the
correct angle (hyperplane). The first summand shifts this in the right distance to β˜|β˜| . 3
5 Examples
As shown in Example 1 the Poisson regression and the negative binomial regression satisfy
the conditions (A1) - (A4). In case of the Poisson regression we can find an explicit solution
for x∗12. Using Lemma 10 we have to solve
β1 =
2 (1 + kx∗12)
k (1− x∗ 212 )
for k ≥ 2 (5.1)
and get
x∗12 =
{
−1+
√
1− 2
k
β1+β21
β1
for β1 > 0
− 1
k
for β1 = 0 .
Note that this is right-continuous in β1 = 0. The case β1 = 0 is in line with Remark 6.
For k = 1, which means Poisson regression on the line segment [−1, 1], it is
x∗12 =
{
−1 for β1 ∈ [0, 1]
1− 2
β1
for β1 > 1
which is the same solution as in Russell et al. (2009) or in Schmidt and Schwabe (2017).
For k = 2, 3 or 4 and higher dimensions the graph of x∗12 in dependence on β1 ≥ 0 for fixed
k is strictly monotonically increasing and reaches 1 for β1 →∞. These graphs approaches
monotonically for k →∞ from below the limit
∞x∗12 =
−1 +
√
1 + β21
β1
for β1 > 0
and ∞x∗12 = 0 for β1 = 0. For an illustration of these issues see Figure 1.
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Figure 1: Dependence of x∗12 on β1 for the Poisson regression. The graphs for k = 2, k = 3
and k = 4 (from below) and the graph for k → ∞ (dashed) are plotted. The
β1-axis is transformed by β11+β1 .
Figure 2: Poisson regression on the 3-dimensional unit ball with initial β = (·, 1, 2, 2)
Using Remark 7 for the Poisson regression on the 3-dimensional unit ball with ini-
tial parameter β = (·, 1, 2, 2)> we get x∗12 ≈ 0.6095 and a (locally) D-optimal design
with 4 support points: (1
3
, 2
3
, 2
3
), (0.9506, 0.2195, 0.2195), (−0.1706, 0.9852, 0.0143) and
(−0.1706, 0.0143, 0.9852), see Figure 2. As implicitly written in the given parameter vec-
tor β the optimal design does not depend on the first component β0.
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In the case of negative binomial regression the solution of (4.6), in fact
β1
1 + a exp(β0 + β1x∗12)
=
2 (1 + kx∗12)
k (1− x∗ 212 )
for k ≥ 2, (5.2)
cannot be expressed explicitly. We plotted the graph only numerically, see Figure 3.
But by the Implicit Function Theorem we know that the β1-x∗12-graph is continuous and
differentiable on (0,∞). Additionally there is only one root in β1 = 2k (1 + a exp(β0)) and
the derivative of this graph on this root is positive. For β1 → 0 the graph approaches − 1k .
So x∗12 to the right of the root must be positive.
The other way round the x∗12-β1-graph can be expressed by the standard Lambert-W
function, the inverse function of x 7→ x exp(x):
− 1
x∗12
W
(
−2 a x
∗
12(1 + kx
∗
12)
k (1− x∗ 212 )
exp
(
β0 +
2x∗12(1 + kx
∗ 2
12 )
k (1− x∗ 212 )
))
+
2 (1 + kx∗12)
k (1− x∗ 212 )
Here one can see the reason of the behaviour of the actual β1-x∗12-graph. The main branch
of the Lambert-W function induces the shape to the left and the lower branch to the right
of the maximum of the curve.
In (5.2) it is obvious, that for a→ 0 we get the same graph equation (5.1) on β1 ∈ [0,∞)
as in Poisson regression. For a→∞ we get on β1 ∈ [0,∞) the constant x∗12 = − 1k .
For proportional hazards models Schmidt and Schwabe (2017) as well as Konstantinou
et al. (2014) considered particularly three cases of censoring which satisfy our four condi-
tions (A1) - (A4). First of all type I censoring for a fixed censoring time c has
qCI(x1) = 1− exp(−c exp(β0 + β1x1)) .
Then random censoring with on the intervall [0, c] uniformly distributed censoring times
has
qCU(x1) = 1− exp(−c exp(β0 + β1x1))− 1
c exp(β0 + β1x1)
.
For an illustration of both issues see Figure 4.
And finally random censoring with exponentially-λ-distributed censoring times has
qCE(x1) =
exp(β0 + β1x1)
exp(β0 + β1x1) + λ
which is similar to the negative binomial regression with a = 1
λ
.
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Figure 3: Dependence of x∗12 on β1 for the negative binomial regression. The graphs for
k = 2, k = 3 and k = 4 (from below) and the graph for k → ∞ (dashed) are
plotted with β0 = 0 and a = 2.
The β1-axis is transformed by β11+β1 .
Figure 4: Dependence of x∗12 on β1 for the type I censoring with censoring time c = 1 (left
plot) and for the random censoring with [0, 1]-uniformly distributed censoring
times (right plot). The graphs for k = 2, k = 3 and k = 4 (from below) and the
graph for k →∞ (dashed) are plotted with β0 = 0. The β1-axis is transformed
by β1
1+β1
.
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6 Summary
The developed (locally) D-optimal exact designs are applicable to a large class of non-
linear multiple regression problems, such as Poisson or negative binomial regression and
censoring models. The design region is the k-dimensional ball. By our opinion there is
a big amount of practical real-life problems for example in engineering or physics where
the phenomenon has to be examined and evaluated only in a ball-shaped neighbourhood
of its occurrence.
Not only the (unit) ball is a possible design region but also other regions which can be
linearly transformed by scaling and rotations into a ball can be treated by using the
equivariance results in Radloff and Schwabe (2016). Any k-dimensional ball with arbi-
trary radius or an ellipsoid are such solids.
The results are only valid for multiple regression. If there are interaction terms or
quadratic terms, support points inside the design region or more complicated designs
will occur.
In this paper we focused only on (local) D-optimality. There is a dependence on the
initial parameter vector. Other optimality criteria or especially (more) robust criteria,
like maximin, and their designs on the k-dimensional unit ball should be the object of
future research.
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