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Abstract
In this paper, we consider the existence of positive solutions for the singular fourth-order p-Laplacian
equation[
ϕp
(
u′′(t)
)]′′ = f (t, u(t)), 0 < t < 1,
with the four-point boundary conditions
u(0) = 0, u(1) = au(ξ), u′′(0) = 0, u′′(1) = bu′′(η),
where ϕp(t) = |t |p−2t , p > 1, 0 < ξ,η < 1, f ∈ C((0,1) × (0,+∞), [0,+∞)) may be singular at t = 0
and/or 1 and u = 0. By using the upper and lower solution method and fixed-point theorems, the existence
of positive solutions to the above the boundary value problem is obtained.
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In this paper, we will study the existence of positive solutions of the singular fourth-order
four-point boundary value problem with p-Laplacian operator⎧⎪⎨
⎪⎩
[
ϕp
(
u′′(t)
)]′′ = f (t, u(t)), 0 < t < 1,
u(0) = 0, u(1) = au(ξ),
u′′(0) = 0, u′′(1) = bu′′(η),
(1.1)
where ϕp(t) = |t |p−2t , p > 1, 0 < ξ,η < 1, 0 a, b < 1 and f ∈ C((0,1)× (0,+∞), [0,+∞))
may be singular at t = 0 and/or 1 and u = 0.
Boundary value problems for ordinary differential equations play a very important role in
both theory and applications. They are used to describe a large number of physical, biological
and chemical phenomena. Equation (1.1) occurs in beam theory, see [1,2], such as a beam with
small deformation; a beam of a material which satisfies a nonlinear power-like stress and strain
law; a beam with two-sided links which satisfies a nonlinear power-like elasticity law. All these
can be described by some fourth-order boundary value problems. For example, the work of Tim-
oshenko [3] on elasticity, the monograph by Soedel [4] on deformation of structure, and the work
of Dulácska [5] on the effects of soil settlement are rich sources of such applications. In addition,
the other works for beam equation, we refer the reader to [7–11] for details.
Recently, in the case where p = 2 and f has no singularities using upper and lower solution
method and fixed-point theorems, Chen et al. [7] established existence of positive solutions for
the fourth-order four-point boundary value problem⎧⎪⎨
⎪⎩
u(4)(t) = f (t, u(t)), 0 < t < 1,
u(0) = u(1) = 0,
au′′(ξ1) − bu′′′(ξ1) = 0, cu′′(ξ2) + du′′′(ξ2) = 0,
where f ∈ C([0,1]×[0,+∞), [0,+∞)) is nondecreasing relative to u and there exists a positive
constant μ < 1 such that
kμf (t, u) f (t,μu), for any 0 k  1.
Under Lidstone boundary conditions or others, by employing upper and lower solution method,
Ma et al. [9], Agarwal [12], Cabada [13], De Coster and Sanchez [14], Dunninger [15], Kor-
man [16], Sadyrbaev [17], and Schroder [18] consider an equation of the form
u(4)(t) = f (t, u).
The maximum principle of fourth-order linear equation plays a very important role in the proofs
in [7,9,12–18]. However, for p = 2, the differential operator [ϕp(u′′)]′′ is nonlinear; thus, the
Fredholm alternative and maximum principle cannot be applied as in [7,9,12–21]. In order to
overcome this difficulty, in this paper, we develop an upper and lower solution method for
BVP (1.1). It is valuable to point out that the nonlinearity f can be singular at t = 0,1 and
(or) u = 0 in this paper. By using the properties of the Green’s function, we establish a new exis-
tence criterion for the case where f (t, u) is decreasing in u by using the Schauder’s fixed-point
theorem under the completely different conditions from those in papers [7–18]. This is very inter-
esting because most results on this problem in the literature are under the assumption that f (t, u)
is increasing in u, such as [7,9], and the few without monotone assumptions are not applicable
to the cases discussed in this paper.
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In our discussion, the space
X = {u: u,ϕp(u′′) ∈ C2[0,1]}
will be the basic space to study BVP (1.1).
Definition 2.1. A function u is said to be a solution of the boundary value problem (1.1) if
u ∈ C2[0,1] satisfies ϕp(u′′) ∈ C2[0,1] and the BVP (1.1). In addition, u is said to be a positive
solution if u(t) > 0 for t ∈ (0,1) and u is solution of BVP (1.1).
Definition 2.2. Letting α ∈ X, we say α is a lower solution for the problem (1.1) if α satisfies[
ϕp
(
α′′(t)
)]′′  f (t, α(t)), for t ∈ [0,1],
α(0) 0, α(1) aα(ξ),
α′′(0) 0, α′′(1) bα′′(η).
Definition 2.3. Letting β ∈ X, we say β is an upper solution for the problem (1.1) if β satisfies[
ϕp
(
β ′′(t)
)]′′  f (t, β(t)), for t ∈ [0,1],
β(0) 0, β(1) aβ(ξ),
β ′′(0) 0, β ′′(1) bβ ′′(η).
Lemma 2.1. (See [6].) Let 0 < a < 1
ξ
, c  0, and d  0. If y ∈ C[0,1] and y  0, then the
following problem:
u′′(t) + y(t) = 0, t ∈ (0,1),
u(0) = c, u(1) − au(ξ) = d
has a unique solution u such that
u(t) 0, t ∈ [0,1].
Now let us consider the following linear boundary value problem:⎧⎪⎨
⎪⎩
[
ϕp
(
u′′(t)
)]′′ = y(t), 0 < t < 1,
u(0) = 0, u(1) = au(ξ),
u′′(0) = 0, u′′(1) = bu′′(η).
(2.1)
For BVP (2.1), we have the following lemma which is a direct conclusion of Lemma 2.1.
Lemma 2.2. Let 0 < ξ,η < 1, 0 a, b < 1. If y ∈ C[0,1] and y  0, then the BVP (2.1) has a
unique solution u(t) 0, t ∈ [0,1], such that
u(t) =
1∫
G(t, r)ϕ−1p
( 1∫
H(r, s)y(s) ds
)
dr, (2.2)0 0
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H(t, s) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
s ∈ [0, η]:
{
t
1−bη [(1 − s) − b(η − s)], t  s,
s
1−bη [(1 − t) − b(η − t)], s  t,
s ∈ [η,1]:
{ t
1−bη (1 − s), t  s,
1
1−bη [s(1 − t) + bη(t − s)], s  t,
(2.3)
and
G(t, s) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
s ∈ [0, ξ ]:
{
t
1−aξ [(1 − s) − a(ξ − s)], t  s,
s
1−aξ [(1 − t) − a(ξ − t)], s  t,
s ∈ [ξ,1]:
{ t
1−aξ (1 − s), t  s,
1
1−aξ [s(1 − t) + aξ(t − s)], s  t,
(2.4)
are the associated Green’s function for the problem (2.1).
Lemma 2.3. The associated Green’s function G(t, s) and H(t, s) have the following simple
properties:
(i) For any (t, s) ∈ [0,1] × [0,1], we have G(t, s)G(s, s),H(t, s)H(s, s).
(ii) For any t0 ∈ (0,1),
G(t, s)
G(t0, s)
 t (1 − t), ∀t, s ∈ (0,1). (2.5)
Proof. Part (i) is clear, and we will prove (ii). Let t0 ∈ (0,1) and t, s ∈ (0,1).
If s ∈ [0, ξ ], then
G(t, s)
G(t0, s)
=
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
t
t0
, t0, t  s
t[(1−aξ)−(1−a)s]
s[(1−aξ)−(1−a)t0] 
(1−aξ)−(1−a)s
(1−aξ)−(1−a)t0 t, s  t  t0
}
 t,
(1−aξ)−(1−a)t
(1−aξ)−(1−a)t0 
(1−aξ)−(1−a)t
(1−aξ) = 1 − (1−a)t(1−aξ) , s  t, t0
s[(1−t)−a(ξ−t)]
t0[(1−s)−a(ξ−s)] 
(1−aξ)−(1−a)t
(1−aξ)−(1−a)s = 1 − (1−a)t(1−aξ) , t0  s  t
}
 1 − t.
If s ∈ [ξ,1], then
G(t, s)
G(t0, s)
=
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
t
t0
, t0, t  s
t (1−s)
s(1−t0)+aξ(t0−s) 
t (1−s)
(1−t0)+(t0−s) = t, s  t  t0
}
 t,
s(1−t)+aξ(t−s)
s(1−t0)+aξ(t0−s) 
s(1−t)
s(1−t0)+as(t0−s) 
1−t
1−s , s  t, t0
s(1−t)+aξ(t−s)
t0(1−s) 
s(1−t)
t0(1−s) 
1−t
1−s , t0  s  t
}
 1 − t.
Thus, the above inequalities imply that (2.5) holds. 
3. Main results
Now we give and prove our main results.
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(H1) f (t, u) ∈ C[(0,1) × (0,+∞), [0,+∞)] and f (t, u) is nonincreasing relative to u.
(H2) For any constant λ > 0,
0 <
1∫
0
H(s, s)f
(
s, λs(1 − s))ds < +∞.
(H3) There exists a continuous function a(t) and some fixed positive number k such that a(t)
kt (1 − t), t ∈ [0,1], and
1∫
0
G(t, r)ϕ−1p
( 1∫
0
H(r, s)f
(
s, a(s)
)
ds
)
dr = b(t) a(t),
1∫
0
G(t, r)ϕ−1p
( 1∫
0
H(r, s)f
(
s, b(s)
)
ds
)
dr  a(t).
Then the boundary value problem (1.1) has at least one positive solution w which satisfies
w(t)mt(1 − t) for some m > 0.
Proof. Let
P = {u ∈ C[0,1]: there exists a positive number ku such that u(t) kut (1 − t),
t ∈ [0,1]}.
Clearly, t (1 − t) ∈ P , so P is nonempty. Now let us denote an operator T on X by
T u(t) =
1∫
0
G(t, r)ϕ−1p
( 1∫
0
H(r, s)f
(
s, u(s)
)
ds
)
dr, ∀u(s) ∈ P.
For any u ∈ P , by the definition of P , there exists a positive number ku such that u(t) 
kut (1 − t), t ∈ [0,1]. By (H1) and (H2), we have
1∫
0
H(r, s)f
(
s, u(s)
)
ds 
1∫
0
H(s, s)f
(
s, kus(1 − s)
)
ds < +∞.
Thus,
T u(t) =
1∫
0
G(t, r)ϕ−1p
( 1∫
0
H(r, s)f
(
s, u(s)
)
ds
)
dr

1∫
0
G(r, r)ϕ−1p
( 1∫
0
H(s, s)f
(
s, kus(1 − s)
)
ds
)
dr
=
1∫
0
G(r, r) drϕ−1p
( 1∫
0
H(s, s)f
(
s, kus(1 − s)
)
ds
)
< +∞. (3.1)
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Lemma 2.2 that
T u(t) =
1∫
0
G(t, r)
G(t0, r)
G(t0, r)ϕ
−1
p
( 1∫
0
H(r, s)f
(
s, u(s)
)
ds
)
dr
 t (1 − t)
1∫
0
G(t0, r)ϕ
−1
p
( 1∫
0
H(r, s)f
(
s, u(s)
)
ds
)
dr
= kT ut (1 − t), ∀t ∈ [0,1]. (3.2)
It follows from (3.1) and (3.2) that T is well defined and T (P ) ⊂ P .
In what follows, we determine upper and lower solutions of BVP (1.1). In fact, by direct
computations, we obtain[
ϕp
(
(T u)′′(t)
)]′′ = f (t, u(t)), t ∈ (0,1), (3.3)
and
T u(0) = 0, T u(1) = au(ξ), (T u)′′(0) = 0, (T u)′′(1) = b(T u)′′(η). (3.4)
Let b(t) = T a(t), then by (H3) and the fact that the operator T is noncreasing relative to u, we
have
a(t) T a(t) = b(t), b(t) = T a(t) T b(t), t ∈ [0,1]. (3.5)
Since a(t) ∈ P , from (3.2), we obtain T a(t), T b(t) ∈ P . Thus, by (3.3)–(3.5),[
ϕp
(
(T b)′′(t)
)]′′ − f (t, T b(t)) [ϕp((T b)′′(t))]′′ − f (t, b(t))= 0, (3.6)[
ϕp
(
(T a)′′(t)
)]′′ − f (t, T a(t)) [ϕp((T a)′′(t))]′′ − f (t, a(t))= 0. (3.7)
However (3.4) implies that T a(t), T b(t) ∈ X satisfy boundary conditions (1.1). Then, from
(3.5)–(3.7), α(t) = T b(t), β(t) = T a(t) are lower and upper solution of BVP (1.1), respectively.
Next we shall show that the boundary value problem⎧⎪⎨
⎪⎩
[
ϕp
(
u′′(t)
)]′′ = g(t, u(t)), 0 < t < 1,
u(0) = 0, u(1) = au(ξ),
u′′(0) = 0, u′′(1) = bu′′(η)
(3.8)
has a positive solution, where
g
(
t, u(t)
)=
⎧⎨
⎩
(t, α(t)) if u(t) < α(t),
f (t, u(t)) if α(t) u(t) β(t),
f (t, β(t)) if u(t) > β(t).
(3.9)
To see this, we consider the operator A : C[0,1] → C[0,1] defined as follows:
Au(t) =
1∫
0
G(t, r)ϕ−1p
( 1∫
0
H(r, s)g
(
s, u(s)
)
ds
)
dr.
It is well known that a fixed-point of the operator A is a solution of the boundary value prob-
lem (3.8).
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exists a positive number kα such that α(t) kαt (1 − t), t ∈ [0,1]. It follows from (H2) that
1∫
0
H(s, s)g
(
s,α(s)
)
ds 
1∫
0
H(s, s)f
(
s,α(s)
)
ds

1∫
0
H(s, s)f
(
s, kαs(1 − s)
)
ds
< +∞. (3.10)
Consequently, for any u(t) ∈ C[0,1], by (3.9)–(3.10), we have
Au(t) =
1∫
0
G(t, r)ϕ−1p
( 1∫
0
H(r, s)g
(
s, u(s)
)
ds
)
dr

1∫
0
G(r, r)ϕ−1p
( 1∫
0
H(s, s)g
(
s, u(s)
)
ds
)
dr

1∫
0
G(r, r) dr ϕ−1p
( 1∫
0
H(s, s)g
(
s,α(s)
)
ds
)
< +∞,
which implies that the operator A is uniformly bounded.
On the other hand, since G(t, s) is continuous on [0,1]× [0,1], it is uniformly continuous on
[0,1] × [0,1]. Thus, for fixed s ∈ [0,1] and for any ε > 0, there exists a constant δ > 0 such that
any t1, t2 ∈ [0,1] and |t1 − t2| δ,∣∣G(t1, s) − G(t2, s)∣∣< ε
ϕ−1p (
∫ 1
0 H(s, s)f (s, kαs(1 − s)) ds)
.
Furthermore, for all u(t) ∈ C[0,1],
∣∣Au(t1) − Au(t2)∣∣
1∫
0
∣∣G(t1, r) − G(t2, r)∣∣ϕ−1p
( 1∫
0
H(r, s)g
(
s, u(s)
)
ds
)
dr

1∫
0
∣∣G(t1, r) − G(t2, r)∣∣ϕ−1p
( 1∫
0
H(s, s)f
(
s,α(s)
)
ds
)
dr

1∫
0
∣∣G(t1, r) − G(t2, r)∣∣drϕ−1p
( 1∫
0
H(s, s)f
(
s, kαs(1 − s)
)
ds
)
< ε,
which implies that the operator A is equicontinuous. Thus, the Ascoli–Arzela theorem guarantees
A is a compact operator. By the Schauder’s fixed-point theorem, A has a fixed-point w, i.e.,
w = Aw. Consequently, the boundary value problem (3.8) has a solution.
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To see this, we only need to prove that α(t)w(t) β(t), t ∈ [0,1].
Since w is a solution of (3.8), this implies
w(0) = 0, w(1) = aw(ξ), w′′(0) = 0, w′′(1) = bw′′(η). (3.11)
In addition, since f (t, u) is nonincreasing in u, we have
f
(
t, β(t)
)
 g
(
t,w(t)
)
 f
(
t, α(t)
)
, t ∈ [0,1]. (3.12)
It follows from (3.5) and (H3) that
f
(
t, b(t)
)
 g
(
t,w(t)
)
 f
(
t, a(t)
)
, t ∈ [0,1]. (3.13)
Since a(t) ∈ P , by (3.3), we have[
ϕp
(
β ′′(t)
)]′′ = [ϕp((T a)′′(t))]′′ = f (t, a(t)), t ∈ [0,1].
These, together with (3.4), (3.5), (3.11)–(3.13), imply that[
ϕp
(
β ′′(t)
)]′′ − [ϕp(w′′(t))]′′ = f (t, a(t))− g(t,w(t)) 0, t ∈ [0,1],
(β − w)(0) = 0, (β − w)(1) = a(β − w)(ξ),
(β − w)′′(0) = 0, (β − w)′′(1) = b(β − w)′′(η). (3.14)
Setting z = ϕp(β ′′) − ϕp(w′′), z is twice differentiable in [0,1] and
z′′(t) 0, for t ∈ [0,1],
z(0) = ϕp
(
β ′′(0)
)− ϕp(w′′(0))= 0,
z(1) − ϕp(b)z(η) = ϕp
(
β ′′(1)
)− ϕp(w′′(1))− ϕp(bβ ′′(η))+ ϕp(bw′′(η))
= [ϕp(β ′′(1))− ϕp(bβ ′′(η))]− [ϕp(w′′(1))− ϕp(bw′′(η))]
= 0.
Thus, by Lemma 2.1, we know z(t)  0, t ∈ [0,1], which implies that ϕp(β ′′(t))  ϕp(w′′(t))
on [0,1]. Since ϕp is monotone increasing, we have
β ′′(t)w′′(t), for t ∈ [0,1],
i.e.,
(β − w)′′(t) 0, for t ∈ [0,1].
Combining Lemma 2.1 and (3.14), we have
w(t) β(t), for t ∈ [0,1].
In the similar way, we can obtain that w(t)  α(t) on [0,1]. Therefore, w(t) is a positive
solution of the boundary value problem (1.1). Furthermore, α(t) ∈ P implies that there exists a
positive constant m such that w(t)  α(t)  mt(1 − t), t ∈ [0,1]. Thus, we have finished the
proof of Theorem 3.1. 
If f (t, u) is nonsingular at u = 0, then for all u  0, f (t, u)  f (t,0), t ∈ (0,1). Thus, we
have the following theorem:
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(H2)′ For any μ > 0, assume f (t,μ) ≡ 0 and
0 <
1∫
0
H(s, s)f (s,0) ds < +∞.
Then the boundary value problem (1.1) has at least one positive solution w(t) which satisfies
w(t)mt(1 − t) for some m > 0.
In fact, in Theorem 3.1 the set P is replaced by
P1 =
{
u(t) ∈ E: u(t) 0, t ∈ [0,1]}
and let a(t) ≡ 0. Then (3.5)–(3.7) hold. The rest of proof is similar to those of Theorem 3.1.
If f (t, u) is nonsingular, then the conclusion of Theorem 3.1 can be strengthened, that is
Theorem 3.3. If f (t, u) : [0,1] × [0,+∞) → [0,+∞) is continuous, decreasing in u and
f (t, λ) ≡ 0, for any λ > 0, then the boundary value problem (1.1) has at least one positive
solution w(t), and there exists a constant m > 0 such that
w(t)mt(1 − t).
In order to illustrate the validity of our results, we give the following example.
Example 3.1. Consider the singular fourth-order four-point boundary value problem with p-
Laplacian operator⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
[
ϕp
(
u′′(t)
)]′′ = a0(t) + n∑
i=1
ai(t)u
−αi , 0 < t < 1,
u(0) = 0, u(1) = 1
3
u
(
3
4
)
,
u′′(0) = 0, u′′(1) = 1
4
u′′
(
1
2
)
,
(3.15)
where ϕp(t) = |t |p−2t , p > 1, and a0(t), ai(t) are nonnegative and continuous on (0,1), 0 <
αi < 1 (i = 1,2, . . . , n).
If
∑n
i=1 ai(t) ≡ 0 on [0,1], and
1∫
0
H(t, t)
(
a0(t) +
n∑
i=1
ai(t)t
−αi (1 − t)−αi
)
dt < +∞, (3.16)
then the fourth-order four-point boundary value problem (3.15) has a positive solution w(t) such
that w(t)mt(1 − t) for some m > 0.
Proof. Let f (t, u) = a0(t) +∑ni=1 ai(t)u−αi , t ∈ (0,1). It is easy to check that (H1)–(H2) in
Theorem 3.1 are satisfied under the condition (3.16).
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numbers r < 1. Since e(t) = t (1− t) ∈ P , by (3.2), we know T e ∈ P , T 2e ∈ P that implies there
exist positive numbers k, l such that T e ke, T 2e le. Take a positive number
r0 min
{
1, k, l1/(1−μ2)
}
.
Then,
T (r0e) T e ke r0e, T 2(r0e) rμ
2
0 T
2e rμ
2
0 le r0e.
If we take a(t) = r0t (1 − t), then the condition (H3) of Theorem 3.1 is satisfied. Consequently,
the above conclusion is guaranteed by Theorem 3.1. 
Remark 3.1. Example 3.1 not only implies that f (t, u) can be singular at t = 0,1 and u = 0, but
also indicates that there is a large number of functions that satisfy the conditions of Theorem 3.1.
In addition, the condition (H3) is also easy to check.
References
[1] F. Bernis, Compactness of the support in convex and non-convex fourth order elasticity problem, Nonlinear Anal. 6
(1982) 1221–1243.
[2] D.G. Zill, M.R. Cullen, Differential Equations with Boundary-Value Problems, fifth ed., Brooks/Cole, 2001.
[3] S.P. Timoshenko, Theory of Elastic Stability, McGraw–Hill, New York, 1961.
[4] W. Soedel, Vibrations of Shells and Plates, Dekker, New York, 1993.
[5] E. Dulácska, Soil settlement effects on building, in: Developments in Geotechnical Engineering, vol. 69, Elsevier,
Amsterdam, 1992.
[6] R.Y. Ma, Multiplicity of positive solutions for second-order three-point boundary value problems, Comput. Math.
Appl. 40 (2000) 193–204.
[7] S.H. Chen, W. Ni, C.P. Wang, Positive solution of order ordinary differential equation with four-point boundary
conditions, Appl. Math. Lett. 19 (2006) 161–168.
[8] J.R. Graef, C. Qian, B. Yang, A three point boundary value problem for nonlinear fourth order differential equations,
J. Math. Anal. Appl. 287 (2003) 217–233.
[9] R.Y. Ma, J.H. Zhang, S.M. Fu, The method of lower and upper solutions for fourth-order two-point boundary value
problems, J. Math. Anal. Appl. 215 (1997) 415–422.
[10] B. Liu, Positive solutions of fourth-order two point boundary value problem, Appl. Math. Comput. 148 (2004)
407–420.
[11] X.G. Zhang, L.S. Liu, Positive solutions of fourth-order nonlinear singular eigenvalue problems, J. Math. Anal.
Appl., in press.
[12] R. Agarwal, On fourth-order boundary value problems arising in beam analysis, Differential Integral Equations 2
(1989) 91–110.
[13] A. Cabada, The method of lower and upper solutions for second, third, fourth, and higher order boundary value
problems, J. Math. Anal. Appl. 185 (1994) 302–320.
[14] C. De Coster, L. Sanchez, Upper and lower solutions, Ambrosetti–Prodi problem and positive solutions for fourth
order O.D.E., Riv. Mat. Pura Appl. 14 (1994) 1129–1138.
[15] D. Dunninger, Existence of positive solutions for fourth-order nonlinear problems, Boll. Unione Mat. Ital. 7 (1987)
1129–1138.
[16] P. Korman, A maximum principle for fourth-order ordinary differential equations, Appl. Anal. 33 (1989) 267–273.
[17] F. Sadyrbaev, Two-point boundary value problem for fourth-order, Acta Univ. Latviensis 553 (1990) 84–91.
[18] J. Schroder, Fourth-order two-point boundary value problems; estimates by two side bounds, Nonlinear Anal. 8
(1984) 107–114.
[19] R.Y. Ma, H.Y. Wang, On the existence of positive solutions of fourth-order ordinary differential equations, Appl.
Anal. 59 (1995) 225–231.
[20] R.A. Usmani, A uniqueness theorem for a boundary value problem, Proc. Amer. Math. Soc. 77 (1979) 327–335.
[21] C.P. Gupta, Existence and uniqueness results for the bending of an elastic beam equation at resonance, J. Math.
Appl. Appl. 135 (1988) 208–225.
