Gráf elemzések lehetőségének vizsgálata in-memory adatbázisokban by Huzinecz, Erik
  
Gráf elemzések lehetőségének 
vizsgálata in-memory 
adatbázisokban 
  
Eötvös Lóránd Tudományegyetem 
Informatikai Kar 
Információs Rendszerek Tanszék 
Budapest, 2018 
Gombos Gergő 
tanársegéd 
Huzinecz Erik 
Programtervező Informatikus MSc 
 Tartalomjegyzék 
Köszönetnyilvánítás ....................................................................................................... 3 
Ábrajegyzék .................................................................................................................... 4 
Bevezetés ........................................................................................................................ 5 
Motiváció, kiválasztott téma ...................................................................................... 5 
Célkitűzés .................................................................................................................... 6 
Áttekintés ......................................................................................................................... 7 
Gráfadatbázisok .......................................................................................................... 7 
Mire használják? ..................................................................................................... 8 
Kik használják? ....................................................................................................... 8 
Kialakulása és elterjedése ..................................................................................... 9 
In-memory adatbázisok ............................................................................................. 9 
Merevlemezes tárolás összehasonlítása az in-memory tárolással .............. 12 
Adatbázis tartóssága rendszerleállás esetén ................................................... 12 
In-memory architektúra példa ............................................................................. 13 
Az in-memory alapú rendszerek gazdaságossági kérdései .......................... 14 
In-memory adatbázisok vizsgálata ............................................................................ 17 
Vizsgált adatbázis rendszerek ................................................................................ 17 
Neo4j ....................................................................................................................... 17 
Memgraph .............................................................................................................. 18 
HeliosJS ................................................................................................................. 18 
Adathalmaz kiválasztása ......................................................................................... 19 
Adathalmaz definiálása ........................................................................................... 19 
Adathalmazból létrehozott gráfadatbázis ............................................................. 20 
Adathalmazt feldolgozó script................................................................................. 23 
Neo4j ....................................................................................................................... 23 
Memgraph .............................................................................................................. 24 
HeliosJS ................................................................................................................. 24 
Futtatási eredmények .............................................................................................. 25 
Telepítés, használhatóság ...................................................................................... 26 
Mérés .......................................................................................................................... 26 
 Adatbázisok létrehozása és betöltése az adatbázis rendszerekbe .............. 27 
Lekérdezések mérése .......................................................................................... 29 
Mérések elemzése ................................................................................................ 33 
Kísérletek nagyobb adathalmazra...................................................................... 34 
Konklúzió ................................................................................................................ 34 
Előnyök és hátrányok összefoglalása ............................................................... 36 
Alkalmazási területek, példák ............................................................................. 36 
További kutatási irányok ............................................................................................. 38 
Memgraph .................................................................................................................. 38 
HeliosJS ..................................................................................................................... 38 
Neo4j .......................................................................................................................... 39 
Összefoglaló ................................................................................................................. 40 
Irodalomjegyzék ........................................................................................................... 42 
 
3 
Köszönetnyilvánítás 
Ezúton szeretnék köszönetet mondani témavezetőmnek, Gombos 
Gergőnek, aki lehetővé tette, hogy diplomamunkámban az In-memory 
adatbázisok elemzésével foglalkozzak és hogy szakértelmével, hasznos 
megjegyzéseivel segítette a munkámat.  
Köszönöm az Eötvös Lóránd Tudományegyetem Információs rendszerek 
tanszéken dolgozó oktatók munkáját, amivel sokat segítettek az informatikai 
készségeim fejlesztésében a tanulmányaim során. 
Köszönöm Sztupák Zsoltnak, hogy a munkáját felhasználhattam a méréseim 
során. 
Külön köszönettel tartozom a feleségemnek, aki folyamatosan támogatott és 
hasznos megjegyzésekkel segített a munkám során. 
  
4 
Ábrajegyzék 
1. ábra: In-memory adatbázis működése – tranzakciók tárolása ..................... 10 
2. ábra: Oracle In-memory architektúra működése .......................................... 14 
3. ábra: Választás adatbázis – Megyék, Települések és Szavazókörök .......... 20 
4. ábra: Választás adatbázis – Szavazókörök és szavazási „fej” csúcsok ....... 21 
5. ábra: Választás adatbázis – Egyéni és listás jelöltek ................................... 21 
6. ábra: Választás adatbázis – Országos Egyéni Választókerületek megyéhez 
kapcsolva ......................................................................................................... 22 
7. ábra: Választás adatbázis – Országos Egyéni Választókerületekhez kapcsolt 
egyéni jelöltek .................................................................................................. 22 
8. ábra: Mérés – Adathalmaz létrehozása és betöltése ................................... 27 
9. ábra: Mérés – Adatbázis rendszerek megnyitása ........................................ 28 
10. ábra: Mérés – Az 1. lekérdezés memóriahasználata ................................. 30 
11. ábra: Mérés – A 2. lekérdezés memóriahasználata ................................... 30 
12. ábra: Mérés – A 3. lekérdezés memóriahasználata ................................... 31 
13. ábra: Mérés – A 4. lekérdezés memóriahasználata ................................... 31 
14. ábra: Mérés – Az 5. lekérdezés memóriahasználata ................................. 31 
15. ábra: Mérés – A 6. lekérdezés memóriahasználata ................................... 31 
16. ábra: Mérés – A 7. lekérdezés memóriahasználata ................................... 32 
17. ábra: Mérés – A 8. lekérdezés memóriahasználata ................................... 32 
18. ábra: Mérés – Lekérdezések futásának ideje ............................................. 32 
5 
1. fejezet  
Bevezetés 
Ebben a fejezetben bemutatom részletesen, hogy miért ezt a kutatási témát 
választottam valamint, hogy mi motivált abban, hogy ezzel foglalkozzak és milyen 
célokat tűztem ki. 
Motiváció, kiválasztott téma 
Jelenleg a 2018-as évet írjuk, így bátran kijelenthetjük azt, hogy az 
információs rendszerek nagy része használ valamilyen adatbázis-kezelő 
rendszert. Ahogyan telik az idő, úgy a technika fejlődésével ezeknek az adatbázis 
rendszereknek egyre több és több adatot kell eltárolnia és kezelnie, hogy 
helytálljon az adatbázisok használói által felállított igények kielégítése céljából 
kialakult versenyben. Mivel egyre több adatot kell kezelnie, az adatbázis rendszer 
egy idő után lelassul. A relációs adatbázis rendszerek mellett egyre inkább 
elterjedtek a NOSQL rendszerek. Hátrányuk leginkább abból eredeztethető, hogy 
nem minden adatstruktúra tárolására alkalmazhatóak. 
A legtöbb relációs adatbázisban tárolt struktúra reprezentálható csúcsok és 
élek formájában. Az ilyen felépítésű adatbázisokat gráfadatbázisoknak is nevezi 
a szakirodalom, melyek használata korlátokhoz kötött és hátrányokkal is járhat. 
Munkám során bővebben kifejtem a különböző, általam választott 
gráfadatbázisok használatának feltételeit, előnyeit és tesztek lefuttatása után 
összehasonlítom az eredményeket, majd levonom a konklúziót. 
Manapság már bárki számára megvásárolható egy SSD-t tartalmazó 
szerver, melynek beszerzési és üzemeltetési költségei folyamatosan 
csökkennek. Az SSD-n futó gráfadatbázis lényegesen gyorsabb, mint egy normál 
HDD-n futó, hiszen tudjuk, hogy az elérése jóval megelőzi a fizikai lemezes 
utódjait.  Az olcsó SSD-k elterjedése mellett és a technológia fejlődés miatt egyre 
könnyebben juthatunk nagyobb memóriát tartalmazó szerverekhez is. Tudjuk, 
hogy a memória írási és olvasási sebessége meghaladja az SSD-k írási és 
olvasási sebességét. 
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Egy széles körben elterjedt, normál relációs adatbázis rendszer csak a 
műveletek végrehajtásához használja a fizikai vagy virtuális memóriát, leginkább 
a lemezt terheli az írással és az olvasással. Sok esetben a lemez miatt lassulnak 
le az adatbázis rendszerek, ami kiküszöbölhető az adatok részének vagy 
egészének a memóriában történő tárolásával. A lekérdezések futtatása is 
jelentősen felgyorsítható ezzel a megoldással. Az ilyen elven működő 
rendszereket in-memory adatbázisoknak nevezzük. 
A dolgozatomban gráfadatbázisokkal foglalkozom, melyek a fent említett in-
memory technológiát használják, összehasonlítom ezeket a hagyományos 
gráfadatbázissal. 
 
Célkitűzés 
Én és a témavezetőm azt a célt tűztük ki, hogy megértsük az in-memory 
adatbázisok működését, bemutassuk azok előnyeit és hátrányait. Továbbá 
bemutatjuk, hogy milyen területen lehetne a legjobban használni ezt a 
technológiát. 
Dolgozatom célja olyan információ gyűjtése, melyek segítenek alátámasztani 
azt a hipotézist, hogy a vizsgált technológia hasznos és korszerűnek számít 
napjainkban is, amit akár a mindennapi munkám során is alkalmazhatok. Ezen 
információkat a tesztek segítségével fogom megkapni. 
Az alapadatok meglehetősen aktuálisak, hiszen a 2018-as választással 
kapcsolatosak. Ezeket használtam adathalmazként az in-memory 
gráfadatbázisok vizsgálatához.  
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2. fejezet 
Áttekintés 
Gráfadatbázisok 
Gráfnak nevezzük a csúcsok és élek halmazát. Két csúcsot egy él köthet 
össze egy gráfban. Egy gráf tartalmazhat irányítatlan vagy irányított éleket. 
Gráfokkal sok mindent reprezentálhatunk, például egy ország térképét, ahol a 
gráf csúcsai a települések az élei pedig a településeket összekötő út.  
Mivel gráffal sok mindent tudunk reprezentálni, ezért számos rendszerben 
elterjedtek a gráf alapú sémák. Ezeket a sémákat egy relációs adatbázisba is 
betölthetjük, azonban nem lesz hatékony a tárolás és a lekérdezés is túl 
költséges az ilyen sémák esetében. Ezért kialakultak az egyre elterjedtebb 
gráfadatbázisok. Ahogy a nevéből is látszik, a gráfadatbázis olyan adatbázis 
rendszert jelent, ami gráfként kezeli a teljes sémát. Egy gráfadatbázisba betöltött 
gráf alapú sémának a tárolása sokkal hatékonyabban módosítható és 
lekérdezhető, mintha ugyan azt a sémát átalakítva relációs sémára egy relációs 
adatbázisba töltenénk be. Mint minden rendszernek, a gráfadatbázisoknak is 
megvannak az előnyei és a hátrányai. Fő hátránya az, hogy nehezen 
skálázható.  Ennek az oka az, hogy a kulcs-érték tárolókkal és a 
dokumentumtárolókkal szemen itt explicit kapcsolat van az egyes csomópontok 
között. A gráf adatmodellel tipikusan sok kapcsolattal rendelkező adathalmazokat 
reprezentálunk. Míg a kulcs-érték adatbázisoknál általában jó megoldás a kulcs 
alapján „szétszórni” a kulcs-érték párokat az egyes szerverek között, gráfok 
esetén már a szétosztás szempontja sem egyértelmű. Gráfbejárási műveletek 
esetén, ha az egyes csomópontok különböző szerverekhez tartoznak, hálózati 
kommunikációra van szükség, ami költséges. 
A gráfadatbázisok fő előnye az, hogy valóságosabban reprezentálható 
benne a modell, valamint az, hogy nagyon gyorsan lefutnak és eredménnyel 
szolgálnak bonyolult lekérdezések is, akár több százezer csúcs és él esetében 
is. 
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Bár nagyon sok valós szerkezet modellezhető természetes módon gráfokkal, 
pár évvel ezelőttig csak akadémiai és tudományos körökben alkalmaztak 
gráfadatbázisokat. A NoSQL adatbázis-kezelők között azonban reneszánszukat 
élik a gráf adatmodellt használó rendszerek. [1] 
Mire használják? 
A gráfadatbázisokat a következő felsorolásban szereplő területeken 
használják [2]: 
 Csalások, visszaélések felderítése 
 Mintakeresés 
 Valós idejű ajánlórendszerek 
 Összetett kódszótárak kezelése 
 Authorizáció 
 Hálózati infrastruktúra 
 Közösségi hálózat 
 Logisztikai rendszerek 
 Térinformatika 
 Elemzések, nyomozás, kutatás 
 
Kik használják? 
Néhány nagy cég ahol gráfadatbázisokat használnak [2]: 
 Google 
 LinkedIn 
 Facebook 
 eBay 
 HP 
 Adidas 
 PayPal 
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Kialakulása és elterjedése 
A relációs modell előtt az IBM mainframe a hierarchikus vagy hálózati 
adatmodellt használta. Vannak, akik azt állítják, hogy a hálózati adatmodell az 
1970-es években hasonló a jelenlegi gráf modellhez, viszont a hálózati modell 
nem egyezik az aktuális gráf modellel, mert akkor nem volt deklaratív lekérdező 
nyelv a hálózati modell számára. Tehát a fejlesztőknek tudniuk kellett, hogy az 
adatok fizikailag tárolódnak-e és a programok hozzáférnek-e az adatokhoz. 
1980-ban megjelent a relációs modell, amely olyan szintű adatfüggetlenséget 
biztosított, amely lehetővé tette a felhasználók számára az információkhoz való 
hozzáférést anélkül, hogy tudnák az adatbázis fizikai szerkezetét. Több év 
elteltével az IBM-ben feltalálták az SQL-t és évtizedek óta a relációs adatbázis 
szabványos lekérdező nyelve. Az 1990-es években a W3C-nek számos olyan 
ajánlása volt, mint az XML és az RDF, amik valójában gráfos adatmodellek. 
1998-ban megkezdődött a NoSQL-forradalom és több száz NoSQL adatbázis jött 
létre. 2000-ben megalapították a Neo Technologies nevű céget és elkezdték 
fejleszteni a Neo4j gráfadatbázist. Az adatbázis rendszerrel párhuzamosan 
kifejlesztették a Cypher-t, ami olyan fogalmakat kölcsönöz, mint a SPQRQL-ből 
származó gráfos minta. 
Jelenleg több adatbázishálózat is rendelkezésre áll a gráfadatbázisokhoz, 
beleértve a Neo4j, a DSE Graph-t (Datastax Enterprise Graph), az ArangoDB-t 
és az OrientDB-t. Valójában az ArangoDB és az OrientDB dokumentumtárak, de 
hozzátettek néhány gráfadatbázis funkcionalitást. A Datastax DSE gráfja a 
Titanon alapul és Cassandra-t használ háttértárolóként. A Neo4j tárolóhálózata 
fix méretű tömböket használ a gráfadatok tárolására valamint csúcsokat és éleket 
keres O(1) idő alatt. Ez a tömb szerkezetek nem indexelt alkalmazásával érhető 
el. A Neo4j azt állítja magáról, hogy a Neo4j egy natív gráfadatbázis és a többi 
nem az, mert a többi rendszer más tárolómotort használ. Vannak más 
gráfadatbázisok, amelyek támogatják az RDF gráf adatait, viszont ezek nem 
igazán népszerűek. [3] 
In-memory adatbázisok 
Az in-memory adatbázison olyan adatbázis rendszert értünk, amelynél az 
adatbázis elsődleges példánya a fizikai memóriában tárolódik el. Egy normál 
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relációs adatbázis rendszer a fizikai lemezen dolgozik főként, ami sokszor lassító 
tényező. A fizikai memóriák a leggyorsabb jelenleg piacon lévő lemeznél is 
gyorsabb elérést biztosítanak. Tehát, az in-memory adatbázis a teljes 
adatkészletet megőrzi a fizikai memóriában. Ez pontosan azt jelenti, hogy amikor 
lekérdezünk egy adatbázisból vagy adatokat szeretnénk frissíteni az 
adatbázisban, azt a memóriában hajtja végre, tehát nincs lemezművelet. Egy 
ilyen adatbázisra jó példa a Memchached. 
Adódik a kérdés, hogy ha a fizikai memóriában tárolja az adatokat, mi történik 
akkor, ha összeomlik az adatbázis vagy váratlanul újraindul a számítógép? A 
válasz egyszerű, az adatok elvesznek. Viszont kitaláltak erre egy trükköt, 
mégpedig azt, hogy amellett, hogy minden adatot eltárolunk a memóriában, 
készítsünk a lemezre egy tranzakciónaplót, amibe minden tranzakciót 
lemásolunk (1. ábra) 
 
1. ábra: In-memory adatbázis működése – tranzakciók tárolása1  
 
Az első dolog, amit észrevehetünk ennél a modellnél, hogy amellett, hogy az 
adatbázis tartósan megmaradt, a lekérdezések nem lassulnak, mert csak a fő 
                                                          
1 https://cdn-images-1.medium.com/max/800/1*LNUdLNc5YV_b7BNIssSZUw.png 
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memóriát érinti. De mi a helyzet adatfrissítés esetén? A frissítési műveleteket 
(vagy nevezzük tranzakciónak) nem csak a memóriában kell eltárolni, hanem a 
lemezen is. Erre azt találták ki, hogy append-only (hozzáfűzés) módon 
rögzítődnek a tranzakciók, ami még HDD-k esetében is nagyon gyors.   
Összefoglalva: 
 az in-memory adatbázisok nem használják a lemezt olyan műveletekre, 
amik nem módosítják az adatbázist 
 az in-memory adatbázisok a lemezt a lehető leggyorsabb módon 
használják a tranzakciók tárolására 
Bizonyos alkalmazások nem igénylik az adataik tartósságát: főként 
beágyazott rendszerekben jellemző, hogy a funkcionalitásához szükséges 
adatbázist működés közben építi fel (pl. IP routerek forgalomirányítási táblája) 
vagy induláskor letölti egy fejállomásról (pl. programajánló információs 
rendszerek). Az utóbbiak számára nem is a memóriában tárolt adatok gyorsabb 
elérése miatt csábító választás egy in-memory adatbázis.  
Legelterjedtebb in-memory adatbázis rendszerek: 
 Redis (kulcs-érték adatbázis rendszer) 
 VoltDb (relációs adatbázis rendszer) 
 SQLite (relációs adatbázis rendszer)  
 SAP HANA (relációs adatbázis rendszer) 
 techfort/LokiJS (JavaScript alapú relációs adatbázis rendszer) 
 1602/jugglingdb (Multi-database ORM for nodejs: redis, mongodb, mysql, 
sqlite3) 
 Memgraph (gráfadatbázis) 
Nagyméretű adatbázisoknál probléma lehet a fizikai memória mérete. Erre 
az a megoldás, hogy memória-rezidens módon tárolja az adatok egy részét. Ez 
azt jelenti, hogy azokat az adatokat tölti be a memóriába, amiről “tudja”, hogy 
elsődlegesen szüksége lesz. Viszont ilyen eseteknél is felvetődik a kérdés, hogy 
mégis mekkora az a méret, amit tárolni tudunk egy fix méretű memóriával 
rendelkező szerveren. [1] [4] 
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Merevlemezes tárolás összehasonlítása az in-memory tárolással 
Az on-disk adatbázis-rendszer optimalizálási célja meghaladja az in-memory 
adatbázis rendszerek optimalizálási céljait. A lemezen található adatbázis 
rendszer esetében a teljesítmény elsődleges terhelése az I/O fájl, ezért egy 
merevlemezes adatbázis-rendszer az I/O csökkentésére törekszik és ezzel 
csökkenti a memóriafelhasználást és a CPU-ciklusokat. Ez magába foglalja az 
extra memória használatát a gyorsítótárban és a CPU ciklusokat a gyorsítótár 
karbantartása érdekében. 
Az on-disk DBMS-ek is sok redundáns adatot tárolnak. Például a duplikált 
adatok indexes struktúrában vannak tárolva, hogy a lemezen lévő adatbázis-
rendszer lehetővé tegye a rekordok lekérését az indexből. A lemezterület olcsó, 
ezért az on-disk adatbázisrendszerek tervezői azzal a hipotézissel élnek, hogy a 
tárhely gyakorlatilag korlátlan. 
Az on-disk adatbázis rendszerekkel ellentétben, egy in-memory adatbázis 
rendszer nem okoz fájl I/O terhelést. A kezdetektől fogva egyszerűbbé tehető a 
memóriafelhasználás optimalizálása és a CPU-ciklusok csökkentése. Bár a 
memória ára folyamatosan csökken, a fejlesztők helyesen kezelik 
értékesebbnek, és mivel a memória megegyezik a memóriában tárolt 
adatbázisrendszer tárolóhelyével, az IMDS-eket úgy kell megtervezni, hogy a 
lehető legtöbbet hozhassák ki a memóriából. Egy in-memory adatbázist 
kifejezetten a teljesítmény növelés előnyére választanak ki, így a másodlagos 
tervezési cél mindig a felesleges CPU-ciklusok kiküszöbölésére szolgál. [5] 
Adatbázis tartóssága rendszerleállás esetén 
A legtöbb in-memory adatbázis rendszer olyan tulajdonságokat kínál, 
amelyek megnövelik a perzisztenciát, vagy képesek túlélni hardver- vagy 
szoftverkörnyezetüket. 
Az egyik fontos eszköz a tranzakciónaplózás, amelynél a memóriában tárolt 
adatbázis ("savepoints") periodikus pillanatfelvételei merevlemezre vannak írva. 
Ha a rendszer meghibásodik, és újra kell indítani, akkor az adatbázis 
"visszahúzódik" az utolsó befejezett tranzakcióhoz, vagy "továbblép", hogy 
befejezze a folyamatban lévő tranzakciókat, amikor a rendszer leállt. 
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Az in-memory adatbázisrendszerek tartósságot is biztosíthatnak az 
adatbázis egy vagy több másolatának fenntartásával. Ezzel a megoldással az 
adatbázis-replikációnak és a hibakeresési eljárásoknak köszönhetően a rendszer 
folytatja a készenléti adatbázis használatát. A "mester" és a replika adatbázisok 
több folyamattal vagy szálakkal is fenntarthatók ugyanazon hardverpéldányon 
belül. 
A nem-felejtő RAM vagy az NVRAM az in-memory adatbázis tartósításának 
másik eszköze. Az NVRAM-ok egy típusát, az úgynevezett akkumulátor-RAM-ot, 
egy akkumulátor biztosítja, hogy a memóriatartalom - beleértve az adatbázist is 
- még akkor is megmarad, ha egy eszköz ki van kapcsolva, vagy elveszíti az 
áramforrást. Az újabb NVRAM típusok, köztük a ferroelectric RAM (FeRAM), a 
magnetoresistive RAM (MRAM) és a phase change RAM (PRAM) célja az 
információ megőrzése az áram kikapcsolt állapotában. 
Az új hibrid adatbázis-rendszertechnika felváltva alkalmazza a lemezes 
tárolást, egy in-memory adatbázis tágabb kontextusában. Például a McObject 
hibrid eXtremeDB Fusion alkalmazásával az adatbázis-tervezésben csak 
bizonyos rekordtípusokat írnak a lemezre, míg az összes többit teljes egészében 
a memóriában kezelik. A lemezen futó funkciók, például a gyorsítótár-kezelés 
csak a lemezen tárolt rekordokra alkalmazható, minimalizálva ezeknek a 
tevékenységeknek a teljesítményét és a CPU-igényeket. [5] 
In-memory architektúra példa 
Az Oracle egyik In-Memory megoldása az, hogy kétformátumú architektúrát 
kínál, amely lehetővé teszi, hogy a táblákat egyszerre reprezentáljuk a 
memóriában, a hagyományos sorformátumban és egy új in-memory oszlop 
formátumban.  Az Oracle SQL Optimizer automatikusan átirányítja az analitikus 
lekérdezéseket az oszlopformátumra és az OLTP lekérdezéseket a 
sorformátumra. Az Oracle adatbázisa automatikusan fenntartja a teljes 
tranzakciós konzisztenciát a sor és az oszlopformátumok között, úgy, ahogyan 
fenntartja a táblák és indexek közötti konzisztenciát. Az új oszlop formátum egy 
tiszta memória formátum és nem tartós a lemezen, így nincsenek további tárolási 
költségek vagy szinkronizálási problémák. [6] 
A következő ábrán (2. ábra) látható az architektúra működése. 
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2. ábra: Oracle In-memory architektúra működése2 
Az in-memory alapú rendszerek gazdaságossági kérdései 
Az in-memory alapú rendszerek használata olyan szervezetek számára 
jelenthet üzleti értéket, amelyeknél az OLTP-rendszerekre kialakított analitikus 
lekérdezések gyakori futtatása performancia problémákat okoz, valamint más 
üzleti területek működtetése elől vesz el teljesítményt és kapacitást, de 
valamilyen okból kifolyólag nem kívánnak külön adattárházat üzemeltetni. Az 
OLTP és OLAP igények egy közös in-memory rendszerből való kiszolgálása 
további egyszerűsítést, és mind a hardver- és szoftverköltségek területén 
költségcsökkentést eredményezhet, amely összességében alacsonyabb TCO-t 
(Total Cost of Ownership) eredményezhet a rendszer teljes életciklusára vetítve. 
Egy további pénzügyi megtérüléssel kecsegtető terület lehet az olyan valós idejű 
elemzési adatigények kiszolgálása, amelyek adattárházzal nem oldhatók meg. 
Az üzleti jellegű lekérdezések sebességének növelése érdekében a vállalatok 
általában két külön megközelítésű adatbázist működtetnek az egyiket a 
tranzakciók-feldolgozására (OLTP), a másikat pedig az analitikus elemzések 
elvégzésére (OLAP). Az OLAP-rendszerekbe jellemzően csak valamilyen 
időközönként kerülnek a tranzakciós adatbázisból az adatok áttöltésre, jóllehet a 
vállalatok üzleti döntéseihez a legtöbb esetben a legfrissebb tényadatok is 
szükségesek. Az in-memory alapú rendszerek kifejezetten költséghatékony 
megoldást jelenthetnek az olyan agilis adatpiac kialakítást célzó projektek 
                                                          
2 http://www.oracle.com/ocom/groups/public/@otn/documents/digitalasset/2217180.png 
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esetében, ahol fontos a különböző rendszerekből származó adatok aktualitása, 
ezek valós idejű monitorozása és elemzése. Ezekben az esetekben 
természetesen szükség van a megfelelő ETL-folyamatok kiépítésére és a 
szükséges replikációs szerverek alkalmazására, amely további költségeket 
jelent.  
Mivel az említett alkalmazási területek hasznossági hatásainak 
eredményeképpen elsősorban a vállalati döntésekhez szükséges új vagy jobb 
információ állhat rendelkezésre, az ilyen jellegű beruházások megtérülésének 
vizsgálatához az információs értéknövekedés területét kellene segítségül hívni. 
Ezen megközelítés szerint minden információnak a beszerzése bizonyos 
költséggel jár együtt (jelen esetben egy in-memory alapokon működő informatikai 
rendszer bevezetése, fenntartása), valamint minden újabb információnak a 
birtoklása valamilyen előnyt jelenthet a döntéshozó számára. Az ilyen rendszerek 
TCO-ja nagyrészt a többi informatikai rendszerhez hasonló módon becsülhető. 
Azonban annak megállapítása, hogy a döntéshozó információkkal való ellátása 
kielégítő e, vagy bizonyos döntési folyamatokhoz további, vagy gyorsabban 
rendelkezésre álló információkra van-e szükség, speciális értékelési eljárásokat, 
modelleket igényel. A legtöbb ilyen modell alapjául a differencia eljárás szolgál. 
Ennek lényege, hogy az információérték a nyereség járulékos információk 
beszerzése utáni elvárt értékének és a nyereségnek az információ megszerzése 
nélküli elvárt értékének a különbsége [7]. Ezzel összhangban csak akkor 
gazdaságos az adott információ megszerzése, ha ez a különbség nagyobb, mint 
nulla. A differencia eljárás egy tökéletes információs rendszert tételez fel, ugyanis 
az összes lehetséges döntési alternatíva és döntési környezet ismerete mellett, 
még az összes várható döntési konzekvenciára és az egyes alternatívák 
hasznossági hatásának számszerűsített értékelésére is szükség van [8].  
A külföldi szakirodalmakban leírt speciális modelleknek (például: kvantitatív 
orientációjú alapmodell, lineáris parciális információ modell, információértékelés 
a minőségi jószágkritériumok figyelembevételével, információérték a 
sztochasztikus kvadratikus döntési problémánál, stb.) alapvető problémájuk az, 
hogy többnyire ismeretlenek, túl elméleti jellegűek, alkalmazásuk rendkívül 
magas szintű matematikai és statisztikai háttértudást igényel, továbbá az 
elemzések eredményei is csak durva becslést jelentenek. Ebből kifolyólag 
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ezeknek a módszereknek az in-memory alapú rendszerek gazdaságossági 
kérdéseinek területén való alkalmazhatósága erősen megkérdőjelezhető. [9] 
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3. fejezet 
In-memory adatbázisok vizsgálata 
Vizsgált adatbázis rendszerek 
Témavezetőmmel történő többszörös egyeztetés után sikerült 
megegyezésre jutni azzal kapcsolatban, hogy milyen adatbázis rendszereket 
vizsgálok meg. Döntésünk alapján a következő adatbázis rendszereket 
vizsgáltam: 
 Neo4j 
Azért döntöttünk a Neo4j mellett, mert szükség volt egy olyan nem in-
memory gráfadatbázis rendszerre, amihez tudjuk hasonlítani az in-
memory gráfadatbázis rendszereket és a Neo4j-t használtam a 
tanulmányaim során, így tudom, hogy eléggé elterjedt és a célnak 
tökéletesen megfelel 
 Memgraph 
A Memgraph a legelterjedtebb gráfadatbázis ami in-memory technológiát 
használ valamint pozitívum, hogy a neo4j-client-et használhatjuk arra, 
hogy lekérdezéseket futtassunk, ezáltal könnyen összehasonlítható lesz 
a Neo4j-el 
 HeliosJS 
A Memgraph és a Neo4j mellett szeretnék megvizsgálni egy más jellegű 
in-memory technológiát használó adatbázist is és a HeliosJS-re esett a 
választás, ami alapvetően más célra lett kifejlesztve, mint a Neo4j vagy a 
Memgraph, de ugyanúgy gráfadatbázis kezelő és in-memory technológiát 
használ 
Neo4j 
A Neo4j [10] egy széles körben elterjedt lemez alapú gráfadatbázis kezelő 
rendszer, amit a Neo4j Inc fejlesztett ki. Az első verziója 2010-ben került ki a 
piacra és jelenleg a 3. verziónál tart. A Neo4j a DB-Engine értékelések alapján a 
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legkedveltebb gráfadatbázis. A fejlesztők ACID-kompatibilis tranzakciós 
adatbázisként írják le natív gráf tárolásával és feldolgozásával. Lekérdezésekhez 
a Neo4j saját lekérdező nyelvét használhatjuk a Cypher-t. 
Aktuális verziószám: 3.3.5 
Memgraph 
Nagy teljesítményű, tranzakciós in-memory gráfadatbázis rendszer [11]. 
Lekérdezésekhez használhatjuk a Neo4j-nél is használt Cypher lekérdezés 
nyelvet, illetve a neo4j-client nevű programot. 
Főbb tulajdonságai: 
 memóriában futó ACID tranzakciók - Meglepő teljesítményt ér el a gráfos 
munkaterheléseknél, miközben érzékeny adatokkal dolgozik 
 tartós tárolás lemezen - Maximális rugalmasságot biztosít a konfigurálható 
tárolási élettartammal  
 magas szintű konkurenciakezelés az adathozzáférésnél - A többváltozatú 
konkurenciavezérlés és a zárolt adatszerkezetek kombinációja rendkívül 
gyors adatelérést és adatmanipulációt tesznek lehetővé 
 szabványos interfész - A Memgraph támogatja az openCypher-t 
Aktuális verziószám: 0.9.0 
HeliosJS 
A HeliosJS [12] egy in-memory adatbázis rendszer, amit modern 
böngészőkben való használatra terveztek. Non-blocking aszinkron architektúrát 
alkalmaz a Promiss-ok és a Web Workerek használatával, ezért csak olyan 
böngészőkben érhető el, amelyek támogatják a Web Workereket.  
Ez egy alacsony szintű adatbázis rendszer, könnyen betölthető a 
böngészőkbe. Az adatbázist json formátumban szükséges átadni számára. 
Verziószám: 0.2.0 
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Adathalmaz kiválasztása 
A konzulensemmel egyeztetve elsődlegesen megbeszéltük, hogy egy 
nagyobb publikus adathalmazzal fogom mérni az in-memory adtabázisokkal 
kapcsolatos eredményeket. Azonban főként olyan adathalmazt találtam, amiben 
csak kulcspárok vannak és nincsen semmilyen “beszélő” paraméter. Viszont 
közben egy 4 évenként megtörténő esemény következett, mégpedig a 2018-as 
magyarországi választások. Ez egy jó adathalmazt biztosított számomra a gráf 
elemzések vizsgálatára az egyes adatbázis rendszerekben.  
A Nemzeti Választási Iroda által, regisztráció után publikusan elérhető xml 
adathalmazt Sztupák Zsolt dolgozta fel és alakította át csv formátumba. Miután 
feldolgozta az adatokat, feltöltötte azt egy publikusan elérhető Github 
repositoryba [13]. Mivel jelenleg aktuális, ezért úgy gondoltam ennek az 
adathalmaznak egy részét használtam fel ahhoz, hogy megvizsgáljam az egyes 
adatbázis rendszereket. Azonban számomra nem szükséges a teljes adatbázis, 
ezért csak egy általam kiválasztott részét elemzem, amiből kiderülnek érdekes 
adatok a vizsgálat során. 
Adathalmaz definiálása 
A teljes választási adathalmazból a következő táblákat elemzem: 
 Megye: Magyarország megyéinek a listája 
 Település: a magyarországi települések listája, megyéhez kapcsolva 
 Szavazókör: a településenkénti szavazókörök 
 OEVK (Országgyűlési Egyéni Választókerületek): az Országgyűlési 
Egyéni Választókerületek, megyéhez kapcsolva 
 JelöltL: az Országos listák jelöltjei 
 JelöltE: az Egyéni jelöltek 
 SzavkorFej: a szavazóköri szavazási „fej” adatok 
 Szavazat: a szavazóköri szavazási fej adatokat összekapcsolja a JelöltL 
valamint a JelöltE táblákkal és megmutatja, hogy az egyéni jelöltre vagy 
Országos listás jelöltre hány szavazat érkezett 
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A munka elején értelmeznem kellett az adathalmazt, mivel ahhoz nem 
készült megfelelő leírás. Első körben betöltöttem egy MySQL adatbázis 
rendszerbe az adatokat, amire különböző lekérdezéseket futtattam. Miután több 
SQL lekérdezést eredményét megvizsgáltam, összehasonlítottam az adatokat 
valasztas.hu oldalon lévő publikus adatokkal, hogy bizonyosságot nyerjek a 
helyességükről. 
Adathalmazból létrehozott gráfadatbázis 
A véglegesen betöltött adatbázisban 37214 csúcs és 439976 él található. Az 
alábbi ábrákon bemutatom a gráf felépítését. 
A megyék és települések kapcsolata, valamint a településhez kapcsolt 
szavazókör csúcsok a 3. ábra láthatók. A kék színű csúcs jelöli a megyét, a piros 
a települést valamint a zöld a szavazóköröket. 
 
3. ábra: Választás adatbázis – Megyék, Települések és Szavazókörök 
A következő ábrán (4. ábra) látható az, hogy a szavazókörökhöz hogyan 
kapcsolódnak a szavazási „fej” csúcsok. A szavazási „fej” adatok sárgával 
láthatóak az ábrán. 
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4. ábra: Választás adatbázis – Szavazókörök és szavazási „fej” csúcsok 
A szavazási “fej” csúcsokhoz kapcsolt jelölt csúcsok, szavazat éleken 
keresztül az 5. ábra látható. Az ábrán a szürke csúcsok mutatják az egyéni 
jelölteket, a lila csúcsok pedig a listán szereplő jelölteket. 
 
5. ábra: Választás adatbázis – Egyéni és listás jelöltek 
A 6. ábra megmutatja a megyékhez kapcsolt Országgyűlési Egyéni 
Választókerület csúcsokat szürke színnel jelölve. 
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6. ábra: Választás adatbázis – Országos Egyéni Választókerületek megyéhez 
kapcsolva 
Az Országos egyéni választókerületekhez kapcsolt egyéni jelölt csúcsok a 7. 
ábra láthatók szürke színnel jelölve. 
 
7. ábra: Választás adatbázis – Országos Egyéni Választókerületekhez kapcsolt 
egyéni jelöltek 
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Adathalmazt feldolgozó script 
Az Adathalmaz kiválasztása c. fejezetben kiválasztott adathalmaz csv 
formátumban van, viszont ez a formátum nem megfelelő ahhoz, hogy 
beimportáljam az egyes adatbázis rendszerekbe és méréseket tudjak rajta 
végezni. Ezért készítettem egy scriptet, ami feldolgozza az adathalmazt és 
szabványos módon létrehozza a csúcsokat és az éleket a vizsgált adatbázis 
rendszerbe. 
A script Nodejs nyelven készült el és a teljes kutatási munkával együtt 
feltöltésre került egy nyilvánosan elérhető Github repositoryba [14]. Továbbá a 
repository összecsomagolva a mellékleten megtalálható CD-n is szerepel. 
A script végleges verziójában képes egy tömbben megadott definíció alapján 
bármilyen adathalmazt betölteni az adatbázis rendszerekbe, viszont elsődleges 
célomként a választási adatbázis feldolgozására összpontosítottam. 
A következőkben bemutatom, hogy milyen módszereket alkalmaztam az 
egyes adatbázis rendszerekre, illetve milyen problémákkal találkoztam a betöltés 
során. 
Neo4j 
Első körben egy olyan script elkészítését tűztem ki célomul, ami betölti a 
feldolgozott adathalmazt Neo4j adatbázis rendszerbe. Az első verzióban 
elkészült script végigment az egyes csúcsként definiált adathalmazon és 
egyesével betöltötte azokat a neo4j adatbázis rendszerbe. A csúcsokat 
összekötő élek esetében azonban egy idő után lassulást vettem észre. A script 
azon verziójában, ami már be tudja tölteni a pártok valamint az egyéni jelöltekre 
vonatkozó szavazatokat eléggé lassúnak bizonyult, ezért valamilyen gyorsabb 
megoldást kellett találnom. Első körben indexeket hoztam létre, ami ugyan 
segített, de még így is nagyon lassú volt a betöltés. Ekkor bukkantam rá a LOAD 
CSV függvényre, aminek segítségével könnyedén betölthetünk nagyobb 
adathalmazokat a Neo4j adatbázisunkba. Ehhez a scriptet át kellett alakítanom 
olyan formára, ami megfelelő csv-ket generál az adathalmazból, majd ezeket a 
csv-ket beimportálja a LOAD CSV függvénnyel. Ennek a futási ideje nagyjából 1 
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perc volt a teljes adathalmazra, míg a korábbi verzió órák alatt töltötte be az 
adatokat.  
A LOAD CSV futtatásához szükséges volt a Neo4j konfiguráció 
módosítására, mégpedig azért, hogy localhoston lévő fájlokat is be tudjunk tölteni 
#dbms.directories.import=import 
dbms.security.allow_csv_import_from_file_urls=true 
Memgraph 
A Neo4j betöltés mintájára létrehoztam a Memgraph adatbázisba betöltő 
scriptet. Azonban kiderült, hogy a Memgraph-nál nem használható a LOAD CSV 
függvény, így más megoldás után kellett néznem. Ekkor találtam rá a Memgraph-
hoz készült mg_import_csv nevű programra. A program futásához jelentősen át 
kellett alakítanom a scriptet, hogy olyan formára hozzam a csv-ket, amiket elvár 
a program. A scriptem a futás végén kiírja a képernyőre azt a parancsot, amit le 
kell futtatni a Memgraph snapshot létrehozásához. A parancs lefuttatása után 
létrejön a Memgraph snapshot könyvtárában egy fájl, amiben a Memgraph saját 
struktúrája szerint tárolja az adatbázist. A Memgraph service elindítása után ezt 
a snapshot-ot felhasználva tölti be pillanatok alatt az adatbázist a memóriába. 
Az adatbázis kezelő rendszer konfigurációs fájljában különböző érdekes 
beállítási lehetőséget találtam. Amellett, hogy beállíthatók az adatbázis elérésére 
vonatkozó adatok, megadhatók a tartósságra vonatkozó beállítások. Ezt a 
célrendszertől függően kell beállítanunk. Amennyiben nem szeretnénk tartósan 
tárolni az adatokat, egy beállítással kikapcsolható a tartósság. Továbbá 
megadható, hogy töltse-e be snapshot-ból az adatokat indulásnál valamint azt, 
hogy honnan. Érdekes beállítás még az is, hogy hány másodpercenként 
készítsen snapshot-ot és hány verziót tartson meg utólag.  
HeliosJS 
Miután megismerkedtem a HeliosJS-el, a korábbi feldolgozó scriptek egy 
részét felhasználva elkészítettem a scriptet, ami létrehozza az megfelelő 
struktúrájú adatbázist, amit betölthetek a HeliosJS-be. Ez esetben az adatokat 
egy nagy objektumban tároltam el, majd a futás végén az objektumot json 
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karakterlánccá alakítva bekerül egy json kiterjesztésű fájlba. Ez a json maga az 
adatbázis, amin a méréseket végeztem.  
A lekérdezések futtatásához készítettem egy böngészőből futtatható teszt 
html fájlt, valamint egy JavaScript fájlt, ami elvégzi a gráf betöltését és az egyes 
lekérdezések futtatását. A gráf betöltése után a JavaScript console-ba vagy a 
teszt html felületen található, általam fejlesztett parancsértelmezőbe írhatók a 
lekérdezések. 
Az egyes lekérdezéseket a javscript fájlba írtam bele, mivel nagy részüknél 
szükség volt iterációra és JavaScript szintű feldolgozásra is. Ez azért van, mert 
a HeliosJS lekérdező nyelvezete nem elég tág ahhoz, hogy az egyes, általam 
kitalált lekérdezési feladatoknak eleget tegyen. 
Futtatási eredmények 
Első körben definiálom azt, hogy milyen futtatási környezetben vizsgálom az 
egyes adatbázis rendszereket.  
Hardware konfiguráció:  
 Intel(R) Core(TM) i7-5500U CPU @ 2.40GHz, 1 processzormag 
 2 gb DDR3 (swap kikapcsolva) 
 10 gb SSD 
A tesztek készítéséhez az Oracle Virtualbox program segítségével készítek 
1-1 virtualizált környezetet a definiált hardware konfigurációval.  
Operációs rendszerek: 
 Ubuntu 16.04 Desktop 
 Ubuntu 16.04 Server 
A kutatás idejében ez a két Linux Ubuntu disztribúció volt a legfrissebb LTS 
kiadás. A Memgraph és Neo4j tesztekhez a Server verziót használom, azonban 
a HeliosJS tesztekhez a böngésző szükségessége miatt csak a Desktop verziót 
használom. 
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Főként azért választottam Linux disztribúciót, mert számomra a telepítésük 
sokkal egyszerűbb és gyorsabb, mivel mindennapi munkám és magánéletem 
során is Ubuntut illetve egyéb Linux disztribúciót használok. A vizsgált adatbázis 
rendszerek egyaránt futtathatók az Apple és a Microsoft ismert operációs 
rendszerein is. 
Telepítés, használhatóság 
Mivel jelenleg a piacon a Neo4j gráfadatbázist használják a legtöbben a 
gráfadatbázisok közül, ezért ennek a telepítése volt a legegyszerűbb, mert a 
dokumentációja is elég részletes, így könnyedén sikerült bekonfigurálni. A 
lekérdezések futtatásához egyaránt használható a neo4j-client és a böngészőből 
elérhető interfész is.  
Sajnos a Memgraph telepítésénél adódtak különböző dependencia gondok, 
ami miatt nem volt zökkenőmentes a telepítés. Még funkcionálisan is van hová 
fejlődnie, viszont amilyen funkciókat elérhetünk arra egy egyszerű és hasznos 
dokumentáció található a Memgraph hivatalos oldalán. Sajnos a fórumokon még 
nagyon minimálisan van jelen, tehát ha valamilyen telepítésből adódó probléma 
van, akkor azt nehézkes megoldani. A lekérdezések futtatásához a neo4j-client 
ajánlott. 
HeliosJS esetében másabb a lekérdezés szintaktika, valamint a tárolási és 
listázási mód is. Lehetőség szerint egy olyan böngészőben futtassuk, ami 
támogatja a web workerket [15]) mivel ez alapkövetelemény a HeliosJS-nél. 
Böngészőnket megnyitva a JavaScript console-t (vagy előre megírt JavaScript 
kódot) könnyedén használhatjuk az adatbázis kezelésére. Az adatok frissítése 
nehézkes, mivel ahhoz a json objektumot kell módosítani, ami a szerveren 
található. Erre esetleg egy ajaxos megoldást lehetne használni, viszont ez sok 
esetben eléggé lassú lehet. 
Mérés 
A kutatómunkám egyik legfontosabb része az adatbázisok gyorsaságának 
mérése. Főleg a futásidőre valamint a memória használatra készítek 
elemzéseket. Ehhez készítek egy olyan scriptet, aminek segítségével figyelem a 
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memóriahasználatot fájlba írva. Továbbá Neo4j-re és Memgraph-ra készítek egy-
egy scriptet, ami meghívja a lekérdezéseket és közben fájlokba rögzíti a 
memóriahasználatot valamint a futásidőket. A mérések eredményeiben %-osan 
szemléltetem a memóriahasználatot valamint másodpercben a futásidőt. 
Adatbázisok létrehozása és betöltése az adatbázis rendszerekbe 
Készítettem egy mérést arra vonatkozólag, hogy az általam készített script 
milyen memóriahasználat mellett dolgozza fel és konvertálja a megfelelő 
formátumba az adathalmazt, valamint a megfelelő formátum létrejötte után 
Memgraph és Neo4j adatbázis rendszerekbe mennyi idő alatt és milyen 
memóriahasználat mellett tölti be az adatbázist. 
A következő ábrán (8. ábra) bemutatom, hogy a script futása, ami feldolgozta 
az adathalmazt és megfelelő formára hozva betöltötte az egyes adatbázis 
rendszerekbe, milyen mértékben használta a memóriát. 
 
8. ábra: Mérés – Adathalmaz létrehozása és betöltése 
Neo4j és Memgraph esetében tartalmazza a betöltést is az ábra, viszont 
HeliosJS esetében csak az adatbázis létrehozásának a memória használatát 
mutatom be, mivel HeliosJS-nél valós időben töltődik be az adatbázis, tehát 
amikor böngészőben megnyitjuk az oldalt. Egyértelműen látszik, hogy a 
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Memgraph és a HeliosJS feldolgozó script terheli a legkevesebb ideig a 
memóriát. A Neo4j-be való betöltés kicsit hosszadalmasabb és nagyobb 
mértékben terheli a memóriát a LOAD CSV futtatása miatt. HeliosJS esetében 
csupán egy json fájlt hoz létre a script, az nem igazán okoz nagyobb 
memóriahasználatot, hiszen csak az adatok összegyűjtése majd fájlba írása 
történik. Ez nagyobb adathalmaz esetén lenne memóriaigényesebb művelet. 
Memgraph esetén pedig megfelelő formátumú csv fájlokat generál a script, majd 
egy parancsot ír ki a szabványos kimenetre, amit a scriptet futtató felhasználónak 
kell kiadnia rendszergazdai jogosultsággal, hogy létrejöjjön a snapshot. A 
grafikonon látszik nagyjából az 12 másodpercnél a parancs lefutásához használt 
memória. Látható, hogy minimálisan használta a memóriát a snapshot 
létrehozásához, ami töredéke a Neo4j-be való betöltés memóriahasználatának. 
A következő ábrán (9. ábra) bemutatom, hogy Neo4j és Memgraph esetében 
a service elindítása és futása mennyi memóriát vesz igénybe, HeliosJS esetén 
pedig az adatbázis betöltése.  
 
9. ábra: Mérés – Adatbázis rendszerek megnyitása 
 
Egyértelműen kiderül, hogy a Memgraph több memóriát használ fel az 
adatbázis kezelő szolgáltatás futtatáshoz és az adatok betöltéséhez, mint a 
Neo4j. A HeliosJS és a Memgraph esetében is nagyon hasonló mértékű végleges 
betöltési arány tapasztalható (alap futáshoz képest). Ez azért van, mert mind a 
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HeliosJS és mind a Memgraph láthatóan betölti az adatbázist teljes egészében 
a fizikai memóriába. Neo4j esetében a betöltés kevesebb memóriát használ fel 
és picivel lassabb is, mint a Memgraph esetében. 
Memgraph esetében egy ponton láthatóan megnő a memóriahasználat. 
Ezért teszteltem a működést olyan esetre, hogy csökkentettem a rendszer 
memóriáját 1 gigabájtra (természetesen a lapozófájl is ki volt kapcsolva), majd 
megpróbáltam elindítani a Memgraph adatbázis kezelő rendszert. Sajnos az 
indítás 1-2 másodperc után hibára futott. Az operációs rendszer nem engedte az 
adatbázist futtató szolgáltatásnak, hogy memóriát foglaljon le, mivel többet akart 
lefoglalni, mint amennyi az operációs rendszer által megengedett maximális limit. 
A nagyobb memóriahasználat azért van, mert a snapshot feldolgozása során is 
használ memóriát a szolgáltatás, tehát a végleges állapot és a többlet 
különbsége adja meg azt, hogy mennyi erőforrás szükséges a betöltéshez. 
Lekérdezések mérése 
Kutatómunkám célja, hogy megvizsgáljam az in-memory adatbázisokban a 
gráf elemzések hatékonyságát. 8 darab lekéredzést készítettem, amelyekkel 
megvizsgáltam az egyes adatbázis rendszereket. Ezeket egyenként futtatva 
mérést készítettem a memóriahasználatra valamint a futásidőre. 
Lekérdezések listája:  
1. Budapest III. kerületben melyik szavazókörben szavaztak a legtöbben? 
(10. ábra) 
2. Megyénként az érvénytelen szavazatok száma (listás és egyéni össze van 
számolva) (11. ábra) 
3. Megyénként az érvénytelen szavazatok aránya az érvényeshez képest 
(12. ábra) 
4. Legtöbb érvénytelen szavazat száma az érvényeshez képest melyik 
megyében volt? (13. ábra) 
5. Település és szavazókörönként az érvényes és érvénytelen szavazatok 
listája, valamint az érvénytelen szavazatok aránya az érvényes 
szavazatokhoz képest. Rendezve a legnagyobb érvénytelen arányhoz 
képest (14. ábra) 
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6. Településenként az érvényes és érvénytelen listás jelöltekre vonatkozó 
szavazatok száma, valamint az érvénytelenek aránya az érvényesekhez 
képest (15. ábra) 
7. Településenként melyik pártra szavaztak a legtöbben, és mennyi volt ez a 
szavazat? (16. ábra) 
8. Összes szavazat száma, ami a Fideszre érkezett (17. ábra) 
A lekérdezések futásának memóriahasználata a következő ábrákon látható. 
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11. ábra: Mérés – A 2. lekérdezés 
memóriahasználata 
0
5
10
15
20
25
30
35
40
45
50
0
,0
5
0
,1
5
0
,2
5
0
,3
5
0
,4
5
0
,5
5
0
,6
5
0
,7
5
0
,8
5
0
,9
5
1
,0
5
1
,1
5
M
em
ó
ri
ah
as
zn
ál
at
 (
%
)
Időrés (másodperc)
HeliosJs Memgraph Neo4j
10. ábra: Mérés – Az 1. lekérdezés 
memóriahasználata 
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12. ábra: Mérés – A 3. lekérdezés 
memóriahasználata 
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13. ábra: Mérés – A 4. lekérdezés 
memóriahasználata 
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15. ábra: Mérés – A 6. lekérdezés 
memóriahasználata 
0
10
20
30
40
50
60
0
,0
5
0
,2
0
,3
5
0
,5
0
,6
5
0
,8
0
,9
5
1
,1
1
,2
5
1
,4
1
,5
5
M
em
ó
ri
ah
as
zn
ál
at
 (
%
)
Időrés (másodperc)
HeliosJS Memgraph Neo4j
14. ábra: Mérés – Az 5. lekérdezés 
memóriahasználata 
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Amellett, hogy a memóriahasználatra készítettem méréseket, megmértem az 
egyes lekérdezések futásának idejét is (18. ábra). 
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16. ábra: Mérés – A 7. lekérdezés 
memóriahasználata 
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17. ábra: Mérés – A 8. lekérdezés 
memóriahasználata 
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18. ábra: Mérés – Lekérdezések futásának ideje 
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Mérések elemzése 
Az 1. lekérdezésnél (10. ábra) a Neo4j futásidőben és memóriahasználatban 
is eléggé alulmaradt. Láthatóan a Memgraph és a Neo4j minimálisan használja 
a memóriát és gyorsabban fut le. Ennél a lekérdezésnél használtam a toInt 
függvényt, ami átkonvertálja a megjelentek számát egész számmá, továbbá 
csúcsokat kötöttem össze, valamint a végén használok egy rendezést. Ezek 
egyértelműen gyorsabb működést produkáltak az in-memory adatbázisok 
esetében, azonban Neo4j esetén a lekérdezést újra futtatva már sokkal 
gyorsabb, nagyjából 0,2 másodperces futásra volt képes, mivel használ a 
lekérdezésekhez valamilyen gyorsítótárazási módszert. 
A 2-6 lekérdezések hasonló memóriahasználati eredménnyel zártak. 
Azonban ezeknél is kiderül, hogy a Memgraph sokkal gyorsabb a Neo4j-nél. A 
HeliosJS csak a Neo4j-t előzi meg futásidőben a 6. lekérdezés (15. ábra) 
esetében. Ez főként azért van így, mert a HeliosJS lekérdezés után JavaScript 
műveleteket kellett végrehajtani az adathalmazon, amivel elvégeztem azokat a 
feladatokat, amiket a lekérdező nyelvezet nem tudott megvalósítani. Sajnos a 
HeliosJS alap lekérdező nyelvezete korlátozott mivel nem lehetséges 
csoportképző illetve aggregációs lekérdezések írása.  Az ábrákon látszik, hogy a 
Neo4j terheli a legnagyobb mértékben a memóriát, ha arányaiban tekintünk a 
memóriahasználatra. A HeliosJS átlagosan 5-10%-ban, a Memgraph pedig 1-
2%ban több memóriát használ az alap memóriahasználathoz képest. 
A 7-8 lekérdezések (16. ábra, 17. ábra) esetében a HeliosJS-re nincs 
memóriahasználati és futásidő eredmény, ugyanis kiderült, hogy egy bizonyos 
élszám után korlátozottak a lekérdezési lehetőségek.  Ezeknél a lekérdezéseknél 
is győzedelmeskedik a Memgraph a Neo4j-vel szemben. A 7. lekérdezés (16. 
ábra) tartalmaz csoportképzést és aggregációt is, ami a Neo4j esetében 
érzékelhetően lassú futást eredményez. Az utolsó lekérdezésnél (17. ábra) 
szintén előfordul az aggregáció (sum) és a toInt függvény. Ebből az derül ki, hogy 
az in-memory adatbázisok hatékonyabban kezelik ezeket a lekérdezési 
műveleteket. 
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Kísérletek nagyobb adathalmazra 
A méréseim során megkíséreltem a működést nagyobb adathalmazokra. 
Ehhez minimálisan át kellett alakítanom a betöltő scriptet. A Stanford egyetem 
oldalán3 találtam meg Pennsylvania úthálózatának adathalmazát, ami 1,088,092 
csúcsot és 1,541,898 élt tartalmaz. Sajnos az adathalmaz csak kulcspárokat 
tartalmaz, ezért az érdekesebb lekérdezéseknél (például: Melyik településbe 
vezet a legtöbb út és melyikbe a legkevesebb) leellenőrizni sem tudtam az adatok 
helyességét.  
Az adathalmazt sikeresen betöltöttem Neo4j-be. Az adatok betöltése több 
memóriát használt, mint a választás adatbázis esetében és sokkal tovább is 
tartott (körülbelül 4-5 perc). A lekérdezések is észlelhetően lassabbak voltak, 
mert több csúcs és élt tartalmaz az adatbázis.  
Memgraph esetén főleg memóriaigény problémák voltak. Egy ilyen méretű 
adatbázisnál több giga memória volt szükséges az adatbázis rendszer 
futtatásához, azonban a lekérdezések gyorsabbak, mint Neo4j esetében. Egy 
adatbázis szerver esetében nem jelent gondot az a néhány gigabájt memória 
igény, mivel cserébe jelentős gyorsulást tapasztalhatunk. 
A HeliosJS-nél már a feldolgozó scriptnél is több probléma akadt. Többek 
között az, hogy a feldolgozáshoz nagyon sok memória szükséges (több mint 8 
gigabájt), valamint az, hogy a Nodejs hibába ütközött a túl nagy karakterlánc json 
fájlba írása során, ezért hosszas keresés után találtam egy másik megoldást rá, 
aminek segítségével lefutott a script és egy több száz megabájtos json fájlt 
generált. A legenerált fájlt megpróbáltam HeliosJS-el betölteni, de sajnos nem 
sikerült, ekkora adathalmazt nem tudott feldolgozni és csak percek után kaptam 
eredményt a hibáról. 
 
Konklúzió 
HeliosJS 
Eléggé korlátozott adatbázis rendszer, viszont kis adatbázisok tárolására 
tökéletesen megfelel. Nagyobb adatbázisok esetén a lekérdezések néhány 
                                                          
3 https://snap.stanford.edu/data/ 
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típusa korlátozott. Belefutottam abba a problémába, hogy a Szavazatokat 
szerettem volna lekérni, majd select függvénnyel az adatokat rendszerezni, 
viszont pontosan 63570 él fölött ez már nem működött. Kisebb adathalmazra 
érdemes alkalmazni ezt a tárolási módot. Az adatbázis frissítése is elég nagy 
gondot okozhat, ezért a HeliosJS-t leginkább kisebb, a háttérből változtatott 
adatok lekérdezésére érdemes használni.  
Egy elég nagy adathalmaz betöltésével is megpróbálkoztam, ami több mint 
1millió csúcsot és majdnem 2 millió élt tartalmaz. Az így generált json fájl több 
mint 500mb-t volt és a HeliosJS nem tudta betölteni.  
Korlátai a lekérdezések írásánál is megmutatkoznak, ugyanis csoportképző 
és aggregációt tartalmazó lekérdezéseket nem lehet írni, tehát utólagos iterációk 
szükségesek amennyiben aggregálni szeretnénk adatokat. 
Neo4j 
Nagyobb adatok tárolására is alkalmas adatbázis rendszer. Az adatbázis 
mérete független a fizikai memória méretétől, ezért nem kell attól tartani, hogy 
nagyobb adatbázis esetén elfogyna a memória. A lekérdezéseket is elég jól 
kezeli, viszont észrevehetőek a különbségek a Memgraph-hoz képest. Amiatt ez 
a legelterjedtebb gráfadatbázis rendszer, mert elsők között lépett be a piacra 
valamint folyamatosan fejlesztik. Többek között azért használják sokan, mert 
nagyon jó a dokumentáció hozzá, könnyen telepíthető az ismertebb operációs 
rendszerekre, valamint nagyon jó interfész van hozzá. A legtöbb ismert 
programozási nyelvhez van legalább egy driver, amivel tudunk kapcsolódni a 
Neo4j szerverhez. 
Memgraph 
Pozitív tapasztalatokkal zártam a Memgraph tesztelését. Egy nagyon gyors, 
megbízható adatbázis kezelő rendszer. A mérések alapján egyértelműen kiderül, 
hogy a Neo4j-től sokkal gyorsabb futásra képes. Az egyik legnagyobb hátránya, 
hogy minél nagyobb az adatbázis, annál nagyobb memória szükséges a 
futtatásához. Amennyiben a memória elkezd betelni, az operációs rendszer 
elkezd a swap-be dolgozni, ami lemezművelet, tehát a Memgraph-ot hasonló 
sebességűre hozza, mint a Neo4j. 
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A másik nagy hátránya, hogy még nem eléggé elterjedt, ezért a fejlesztése 
is lassabban halad, mint egy jóval elterjedtebb rendszernek. Ennek ellenére 
látom benne a jövőt és szívesen használnám saját vagy cégen belüli 
projekteknél. Természetesen nem mindegy, hogy mi a célrendszer, mert nem 
minden rendszernél optimális a használata.  
Előnyök és hátrányok összefoglalása 
Adatbázis 
rendszer 
Előnyök Hátrányok 
Neo4j  részletes dokumentáció   nagyobb gráfoknál lassulás 
tapasztalható 
Memgraph  gyors  körülményes lehet a 
telepítése, 
 rendszerleállásnál esetleges 
adatvesztés,  
 adatbázis méretétől függő 
memóriaigény 
HeliosJS  gyors 
 egyszerű szintaktika 
 csak böngészőből 
használható, ráadásul csak 
olyanból ahol van Web 
Worker támogatás, 
 korlátozott lekérdezések,  
 nagy adatbázisok kezelésére 
nem használható 
Alkalmazási területek, példák 
Szakmai véleményem szerint az általam vizsgált adatbázis rendszerek 
alkalmazási területei eltérnek egymástól. Főleg a HeliosJS emelkedik ki a 
korábban említett korlátai miatt. Én személy szerint a HeliosJS-t egy kliens oldali 
alkalmazásban tudnám elképzelni, valamilyen módon társítva az Angular 
keretrendszerrel. Például egy nagyobb pláza térképét tökéletesen el lehetne 
tárolni és kezelni, ahol a csúcsok az egyes boltokat reprezentálnák, az élek pedig 
a bolthoz vezető lehetséges utakat. Ezt egy mobil alkalmazásban viszonylag 
egyszerű módon meg lehet valósítani. 
A Neo4j-nek jelenleg is számos alkalmazási területe létezik. A fenti példánál 
maradva alkalmazható pláza helyett akár egy vagy több nagyváros térképének a 
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tárolására. Mivel a térképek ritkán változnak, ezért ez a példa alkalmazható 
Memgraph esetében is, ugyanis meg tudjuk becsülni előre, hogy mekkora fizikai 
memóriára van szükség a térkép tárolásához. Természetesen, ha egy kontinens 
térképét szeretnénk Memgraph-al kezelni, az már lehet, hogy túl nagy memóriát 
igényelne, így nem biztos, hogy megérné. 
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4. fejezet 
További kutatási irányok 
Ebben a fejezetben röviden bemutatom, hogy az egyes adatbázis 
rendszereknek milyen irányba lehetne fejlődni. Az in-memory technológia már 
bizonyítottan jó eredményeket mutatott néhány nagyobb rendszernél.  
Memgraph 
A Memgraph adatbázis rendszert folyamatosan fejlesztik, ez abból is látszik, 
hogy amikor a kutatást elkezdtem, akkor még csak a 0.9.0-ás verziónál járt, de 
mire a végéhez értem, már kijött a 0.10.0. Véleményem szerint idővel elkezdik 
nagyobb rendszerekben is alkalmazni és   újabb in-memory gráf alapú 
adatbázisokat fejlesztenek ki, amik versenyezni fognak egymással.  
Mindenképpen jó lenne, ha lehetne “hibrid”, memóriatakarékos módban 
használni az adatbázis rendszert. Típus alapján meghatározott csúcsok és élek, 
amiket a memóriába tölt, a többieket pedig a lemezen kezeli. Ez olyan esetben 
lenne hasznos, ahol a gráf egy részére jön statisztikailag a legtöbb lekérés a többi 
kevésbé használatos így fölösleges a memóriába tárolni. 
HeliosJS 
A HeliosJS-nek még van hová fejlődnie, viszont kisebb adathalmazra 
megfelelően alkalmazható. Véleményem szerint ki kellene alakítani egy olyan 
változatot a HeliosJS-ből, ami Nodejs-ben is tökéletesen alkalmazható, így egy 
“új” környezet felé nyitna, ezáltal jobban elterjedne és többen dolgoznának a 
fejlesztésén is. A lekérdezések módján mindenképpen lehetne fejleszteni és 
elmenni OpenCrypt irányba, amivel egységesen lehetne használni a Memgraph-
al és a Neo4j-el. 
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Neo4j 
Mint a kutatásból is kiderült, az in-memory technológia jó eredményeket 
mutatott így a jövőben a Neo4j-nek is jó lenne ebbe az irányba elmenni. Vannak 
már kezdeményezések, amik in-memory technológiát használnak, viszont nincs 
még stabilan használható verzió.   
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5. fejezet  
Összefoglaló 
A munkám első részében bemutattam, hogy mi motivált abban, hogy az in-
memory adatbázisokkal foglalkozzak és milyen célokat tűztem ki magam előtt. 
Ezt követően részletesebben foglalkoztam a gráfadatbázisokkal és az in-memory 
adatbázisokkal, bemutatva azok rövid történetét és irodalmi hátterét. Az in-
memory adatbázisok világa valóban hasznos és érdekes is. Lehetőségem volt 
megtapasztalni a Memgraph világát, kipróbálni a HeliosJS-t és bővíteni a 
tudásomat Neo4j kapcsán. A relációs adatbázis rendszerek világában az in-
memory technológia már kellően elterjedt ahhoz, hogy utat nyisson a 
gráfadatbázisok világába is.  
Az olvasó betekintést nyerhet abba, hogy egy relációs struktúrát hogyan 
lehet csúcsok és élek formájában gráfadatbázisban reprezentálni egy Nodejs-
ben írt script segítségével. Az általam készített script mindhárom adatbázis 
kezelő rendszerbe képes betölteni relációs formában tárolt adatbázist.  
Méréseket végeztem az egyes adatbázis rendszerekre, összehasonlítva 
azok memóriaigényét és futási idejét. Megmértem az általam készített 
adatbetöltő scripteknek a memóriahasználatát és így összehasonlítottam a 
vizsgált adatbázis rendszereket. További méréseket végeztem lekérdezési 
feladatok megoldására, ahol a lekérdezés sebességét és a memória használatát 
figyelve készítettem ábrákat az összehasonlításhoz. A méréseimből kiderült, 
hogy az in-memory adatbázisok nagyon gyorsnak bizonyultak, mint adatbetöltés, 
és mint lekérdezés szempontjából, azonban megvan az adatvesztéssel járó 
kockázat egy esetleges áramkimaradás esetén. Ezért arra jutottam, hogy mint a 
legtöbb technológiánál, itt is fontos, hogy mi a célrendszer amire in-memory 
adatbázis rendszert alkalmazunk. 
Amellett, hogy ezeket a méréseket elvégeztem, kicsit belemélyedtem 
adatbányászati szempontból a 2018-as Országgyűlési választás adatbázisába, 
ami sok érdekességet tartogatott számomra. Több lekérdezést futtattam az 
eredeti relációs adatbázisra majd azt követően az általam létrehozott gráfos 
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adatbázisra. Ezáltal bebizonyosodtam a gráfadatbázisban tárolt adatok 
helyességéről. 
Saját tapasztalatom és tanulmányaim során szerzett tudásom alapján az 
utolsó fejezetben a további kutatási irányokra mutattam rá. Itt főként azokat a 
dolgokat emeltem ki, amik véleményem szerint hiányoznak a vizsgált adatbázis 
rendszerekből. 
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