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Abstract
Semi-active suspensions based on magnetorheological (MR) dampers are receiving
significant attention specially for control of vibration isolation systems. The nonlinear
hysteretic behaviour of MR dampers can cause serious problems in controlled
systems such as instability and loss of robustness. Most of the developed controllers
determine the desired damping forces which should be produced by the MR damper.
Nevertheless, the MR damper behaviour can only be controlled in terms of the
applied current (or voltage). In addition to this, it is necessary to develop an adequate
inverse dynamic model in order to calculate the command current (or voltage) for
the MR damper to generate the desired forces as close as possible to the optimal
ones. Due to MR dampers are highly nonlinear devices, the inverse dynamics model
is difficult to obtain. In this paper, a novel inverse MR damper model based on a
network inversion to estimate the necessary current (or voltage) such as the desired
force is exerted by the MR damper is presented. The proposed inverse model is
validated carrying out experimental tests. In addition, a comparison of simulated tests
with other damper controllers is also presented. Results show the effectiveness of
the network inversion for inverse modeling of an MR damper, so that the proposed
inverse model can act as a damper controller to generate the command current (or
voltage) to track the desired damping force.
Keywords
Magnetorheological (MR) damper, semi-active damper, inverse model, neural
networks, network inversion
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Introduction
In last decades, magnetorheological (MR) dampers have gained special interest in
applications of vibration isolation of civil engineering, mechanical structures and
suspension systems Phu et al. (2016), El-Khoury et al. (2016), Ali and Ramaswamy
(2009) and Wang and Song (2012). An MR damper is a semi-active device that contains
a hydraulic fluid whose viscosity is controllable upon the application of an external
magnetization field. MR dampers contain suspensions of micron-size and magnetizable
particles in an oil-based fluid. In the presence of magnetic fields, these fluid particles
become aligned with the field, dramatically increasing the fluid viscosity an effective
damping. Along with their variable damping force, MR dampers have been shown
to have very low response times, fault-safe and low power-consumption Dyke et al.
(1996). Nevertheless, MR dampers are highly nonlinear devices whose dynamics are
characterized by a hysteretic force-velocity response which is not mathematically easy
to model. Hysteresis can cause serious problems in controlled systems such as instability
and loss of robustness. There xists a rich literature of direct models which attempt
predict the damping force of an MR damper and explain its hysteretic behavior. MR
damper models can be classified into two categories depending on the way the model is
obtained: parametric and non-parametric. Parametric models are most desirable, because
the parameters in the model have some physical meaning Choi and Han (2005), Gamota
and Filisko (1991), Stanway et al. (1987) and Wereley et al. (1998). Nevertheless,
the main drawback of these techniques is that to obtain each of these parameters, the
corresponding damping force must be measurable, and an adequate phenomenological
form of the model must be selected. This often requires high computational effort.
An alternative to parametric models is non-parametric ones which are able to model
response behavior accurately with considerable flexibility without the necessity that their
parameters have physical meaning. Most of these models are based on neural networks
Boada et al. (2011), Du et al. (2006), Smyth et al. (2002) and polynomial curve-fitting Li
et al. (2013), Metered et al. (2015).
Most of the developed controllers determine the desired damping forces which should
be produced by the MR damper. Nevertheless, the force exerted by the MR damper
cannot be commanded directly, the MR damper behaviour can only be controlled in
terms of the applied current (or voltage) Zareh et al. (2014) and Zapateiro et al. (2012).
In addition to this, it is necessary to develop an adequate inverse dynamic model (also
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called as damper controller) in order to calculate the command current (or voltage) for
the MR damper to generate the desired forces as close as possible to the optimal ones.
Due to the nonlinear characteristic of the MR dampers, its inverse dynamic model is
difficult to obtain. Some inverse dynamic models for MR dampers have been proposed.
Tsang et al. (2006) propose a simplified inverse dynamic model for both the Bingham
plasticity and the Bouc-Wen hysteresis models in order to calculate the optimal fluid
yield stress or input current. The effectiveness of the proposed model has been
demonstrated through numerical simulations. Nevertheless, the inverse models based on
parametric models need a priori knowledge of the nonlinear dynamics between variables
due to the coefficients of these models have a physical meaning. Choi et al. (2001)
propose a polynomial model, which can easily calculate the input current with
measurable velocity. The effectiveness of the proposed model was also shown by
comparing the measured results with the predicted ones at various operating conditions.
A main drawback of the polynomial models is that they requires many parameters to
predict the necessary current (or voltage) in order to generate the required control force
(Tudon-Martinez et al.(2015)). Neural networks (NN) have been effectively applied to
model complex systems due to their good learning capability. Zong et al. (2012) propose
an adaptive neuro-fuzzy inference system (ANFIS) inverse model to determine the input
current so as to gain the desired damping force. Simulation results demonstrate that the
desired force can be accurately tracked using the ANFIS technique. Wang and Liao
(2005), Metered et al.(2010), Xia (2003) and Chang and Zhou (2002) propose an inverse
dynamic MR damper model based on recurrent neural networks (RNN). In this type of
NN model, the modeling of forward dynamics is carried out adding time delays in the
input vector. However, this type of NN increases the architecture size and the
instrumentation cost of the control system. In addition, modeling of the forward
dynamics using recurrent NN requires two or mor  time delays of each input increasing
the computing time (Tudon-Martinez et al.(2012), Tudon-Martinez et al. (2015) and
Ekkachai et al. (2013)). For this reason, it is necessary to propose new inverse models
which provide good performance with a simpler architecture.
Inverse MR damper modeling can be considered as a problem to obtain an inverse
solution i.e. to estimate the cause (command current) from the result (desired force),
or derive the rule from the cause and result. As opposed to direct problem, the well-
posedness of the inverse problem, i.e. the uniqueness of the solution, is not always
guaranteed (Ogawa et al. (1998)).
Network inversion has been proposed as a method for solving practical inverse
problems such as the image reconstruction problem (Linden and Kindermann (1989)),
the inverse kinematics of a robot arm (Ogawa and Kanada (2010)) and so on (Owaga
(2009), Ogawa (2016), Jensen et al. (1999)) and its effectiveness has been shown. In
this paper, a novel inverse MR damper model based on modified network inversion to
estimate the necessary current such as the desired force is exerted by the MR damper is
proposed.
The paper is structured as follows. In Section 2 the inverse dynamic MR damper
model based on network inversion is presented. Then, in Section 3, the details of the
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Figure 1. Network inversion procedure.
experimental setup used during this work are discussed. In Section 4, results obtained are
shown and discussed. Finally, conclusions are presented in Section 5.
Proposed Inverse Dynamic Model by Network Inversion
The inversion of the neural network allows to find a set of input patterns to produce a
target output pattern (Saad and Wunsch (2007)). One of the first methods of network
inversion was proposed by Linden and Kindermann (1989). In this method, inverse
problem is solved by an iterative algorithm for inverting a trained multilayer neural
network. The network inversion method involves two phases as is depicted in Figure 1. In
the former, called forward training phase, the neural network is trained for adjusting the
weight values so that is approximated the forward mapping. In the latter, called inverse
estimation phase, the input of the neural network is updated for a pre-determined output
value and for the weights previously obtained in the forward training phase.
As oppose to the original method where the neural network has to estimate the inputs
which correspond to a given output, in the proposed inverse dynamic MR damper model
only one input, the current, has to be estimated. Figure 2 shows the modified method for
modeling the inverse dynamic of an MR damper.
Phase 1. Forward Training
In the forward training phase, a multilayer perceptron (MLP) neural network learns the
forward dynamics of the MR damper to model its nonlinear and hysteretic behaviour:
y = g(w, x) (1)
where x is the input vector, y is the output vector and g is the translation defined by the
interlayer weights, w, of the network. In the forward MR damper models, the inputs are
usually the piston displacement, velocity or acceleration, or any combination of them, and
the applied current. The output is always the force exerted by the MR damper (Bhowmik
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(a) Phase 1. Forward training
(b) Phase 2. Inverse estimation
Figure 2. Network inversion method.
(2011)). The selected inputs in the proposed model are the piston displacement, the
velocity, the acceleration and the applied current. Figure 2(a) shows the architecture of
the network used. The network has a single hidden layer with 30 neurons. The Levenberg-
Marquardt Backpropagation algorithm is used to learn the weights of the MLP neural
network looking for the minimum value of the error. The network training was performed
using the Matlab function trainlm.
(a) i-th hidden layer neuron
(b) output layer neuron
Figure 3. Neuron module.
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Figure 4. MR damper test machine.
Phase 2. Inverse Estimation
In the inverse estimation phase, the input (applied current) is corrected to minimize the
output error between the force estimated (forceestimated) by the MLP neural network,
previously trained in the phase 1, and the desired control force (forcereal). (Figure 2(b)).
By fixing the weights obtained in the forward training phase, the randomly initialized
applied current is iteratively updated from the provided remaining inputs (displacement,
velocity and acceleration) and output (desired force), based on the gradient method:
current(t+ 1) = current(t)− αinverse ·
∂E
∂current
(2)
where αinverse is the learning rate and E is the error defined as (Figure 2):
E =
1
2
(forcereal − forceestimated)
2 (3)
Considering E as a function of the inputs of all neurons receiving input from the input
current, the partial derivative of the error with respect to this input is calculated using the
chain rule:
∂E
∂current
=
∂E(nethidden1 ,...,nethiddenk)
∂current
=
k∑
i=1
∂E
∂nethiddeni
·
∂nethiddeni
∂current
(4)
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(a)
(b)
Figure 5. Experimental MR damper curves for an amplitude of the piston displacement of 15
mm and different levels of applied current at a frequency of excitation of: a) 2 Hz and b) 6 Hz
where nethiddeni is the weighted sum of the inputs of the network in the ith hidden layer
neuron. The weighted sum forms the input to the activation function fhiddeni . Here, a
hyperbolic tangent sigmoid function is used:
fhiddeni(z) =
2
1 + e−2z
− 1 (5)
For one neuron in the hidden layer:
∂E
∂nethiddeni
=
∂E
∂ohiddeni
·
∂ohiddeni
∂nethiddeni
(6)
where ohiddeni is the output of the ith hidden layer neuron that is calculated as follows
(Figure 3(a)):
ohiddeni = fhiddeni(nethiddeni) (7)
Partial derivatives are obtained from the following equations:
∂nethiddeni
∂current
= wi4 (8)
∂ohiddeni
∂nethiddeni
= (1− o2hiddeni) (9)
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∂E
∂ohiddeni
=
∂E(netoutput)
∂ohiddeni
= ∂E
∂netoutput
·
∂netoutput
∂ohiddeni
= ∂E
∂forceestimated
· ∂forceestimated
∂netoutput
·
∂netoutput
∂ohiddeni
(10)
wherewi4 is the weight from the input current to the ith hidden layer neuron and netoutpt
is the weighted sum of the outputs of the hidden layer in the output layer neuron as is
depicted in Figure 3(b). The activation function of the output layer neuron, foutput is
assumed to be linear, so that:
∂E
∂forceestimated
= (forceestimated − forcereal) (11)
∂forceestimated
∂netoutput
= 1 (12)
∂netoutput
∂ohiddeni
= wouti (13)
where wouti is the weight from the ith hidden layer neuron to the output layer neuron as
is depicted in Figure 3(b).
Put it all together, the error signal to the input current is calculated by:
∂E
∂current
= (forceestimated − forcereal)
·
k∑
i=1
(
wi4
(
1− o2hiddeni
)
wouti
) (14)
Experimental Results
Experimental Setup
In order to validate the proposed inverse dynamic MRmodel based on network inversion,
a collection of experimental data were obtained for a commercial MR damper. The
common way to determine the MR damper behaviour is to excite it with a sinusoidal
displacement in several test cases with different frequencies of excitation, piston
displacements and applied currents Kwok et al. (2007) and Xiaomin et al. (2009).
Experimental data are obtained from our laboratory with a damper test machine shown in
Figure 4. In the test machine, a hydraulic actuator is employed to drive the MR damper
from sinusoidal displacement cycles with amplitudes of 10, 15 and 20 mm in the 2-6 Hz
frequency range and under the application of a set of magnetizing currents (0-1.8A). The
experimental data set are shown in Table 1.
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Figure 6. Scheme of the inverse modeling for an MR damper with the proposed method
(network inversion).
Table 1. Experimental data set
applied
current
(A)
frequency of excitation (Hz)
2 3 4 5 6
amplitude of the piston displacement (mm)
0.0
10-15-20
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
The damper stroke was positioned at its center before the test was carried out to avoid
the extreme positions of the damper stroke. The damper test machine is equipped with
a displacement sensor to measure the displacement x of the MR damper piston and a
load cell to measure the output force. The signals x and force are sampled at the rate 0.5
kHz. Figure 5 shows a series of typical response curves for the MR damper for the tests
corresponding to an amplitude of the piston displacement of 15 mm and frequencies of
excitation of 2 and 6 Hz, respectively. As observed, in the range of small velocities the
force variation displays an important hysteretic behavior, while for large velocities the
force varies almost linearly with the velocity. These two distinct rheological regions over
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which dampers operate are known as the pre-yield and the post-yield regions Giuclea
et al. (2004). As the current increases, the force required to yield the fluid increases and
produces behavior associated with a plastic material in parallel with a viscous damper.
Note that the non-zero mean force produced by the MR damper is due to the accumulator.
Experimental results shows the variability of the MR damper response not only with the
applied current but also with the frequency of excitation and amplitude of the piston
displacement. In order to estimate the applied current from the inverse dynamic model,
it is necessary to know not only the displacement of the MR damper piston, but also
the velocity and acceleration. Although there are some prototypes for an integrated
relative velocity sensor Nehl et al. (1995), at present, the best option it is to estimate
both variables.
Damper velocity and acceleration estimation from sampled position
data by Kalman filter
The simplest solution to estimate the velocity and acceleration of the MR damper piston
from sampled position data is to use the finite difference (FD) method. The velocities and
accelerations are calculated through the following expressions Belanger (1992):
x˙k =
xk − xk−1
T
(15)
x¨k =
xk − 2xk−1 + xk−2
T 2
(16)
Then, the results are filtered using a low-pass filter. The main problem is that this method
does not achieve suitable results. The Kalman filter has been shown to be an adequate
candidate to estimate the velocity an acceleration from position data Puglisi et al. (2015).
This filter is a mathematical tool that is used for stochastic estimation from noisy sensor
measurements. The nonlinear system governed by the nonlinear stochastic difference
equations can be written as:
xk+1 = fk (xk,u) +wk (17)
yk = hk (xk,u) + vk (18)
where xk is the state vector, u is the input vector, wk is the process noise vector, yk is
the measurement vector and vk is the measurement noise vector.wk and vk are assumed
to be white, zero mean and uncorrelated:
wk ∼ N (0,Qk) (19)
vk ∼ N (0,Rk) (20)
where Q and R are the covariance matrices describing the second-order properties of
the state and measurement noise. For the particular case of velocity and acceleration
estimation from displacement data, the discrete-time system can be written as Puglisi
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et al. (2015):

 xk+1x˙k+1
x¨k+1

 =

 1 T T
2/
2
0 1 T
0 0 1



 xkx˙k
x¨k

+


T 3
/
6
T 2
/
2
T

 (21)
yk = xk + vk (22)
where T is the sample time period and the covariance matrices are:
Q = 200


T 5
/
20
T 4
/
8
T 3
/
6
T 4
/
8
T 3
/
6
T 2
/
2
T 3
/
6
T 2
/
2 T

 (23)
R =
0.12
1 + x˙k
(24)
The Kalman filter is summarized as the following recursive equations:
1. The prediction of the state given by:
x˜k|k−1 = Ax˜k−1|k−1 +Buk (25)
2. The predicted error covariance is computed as:
Pk|k−1 = APk−1|k−1A
T +Q (26)
3. The Kalman gain is calculated by:
Kx = Pk|k−1 +H
T
(
HPk|k−1H
T +R
)−1
(27)
4. The state estimation is updated with measurement yk:
x˜k|k = x˜k|k−1 +Kx
(
yk −Hx˜k|k−1
)
(28)
5. Finally, the error covariance is updated:
Pk|k = (I−KxH)Pk|k−1 (29)
Results and Discussion
The proposed inverse model of an MR damper based on network inversion method is
depicted in Figure 6. The network parameters are shown in Table 2. 12771 data are
used to train the network. Other different 1419 data are used to validate the proposed
model. The validation data have been taken randomly from the total of experimental data
obtained. The code has been entirely written in Matlab. In the forward training phase,
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(a) (b)
(c) (d)
(e)
Figure 7. Comparison between experimental (solid line) and estimated (dashed line)
responses obtained in the forward training phase for: a) and b) amplitude of a piston
displacement of 10 mm and frequency of excitation of 6 Hz, c) and d) amplitude of 20 mm and
frequency of excitation of 2 Hz, and e) validation data set.
the MLP neural network learns the forward relation between the inputs (displacement,
velocity, acceleration and applied current) and the output (force). Figure 7 compares
the force obtained by experimental test with those estimated by the proposed model
based on network inversion for different amplitudes and frequencies of excitation and for
validation data set. The examination of the figure reveals that the MLP neural network
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Table 2. Parameters for the network inversion.
Input layer neurons 4
Hidden layer neurons 30
Output layer neurons 1
Maximum number of training epochs 1000
Maximum number of estimation epochs 1000
Maximum training rate 0.001
Maximum estimation rate 0.001
model can predict the force exerted by the MR damper well so that it can be used for
direct modeling of MR dampers.
After the forward training phase, the applied current is estimated in the inverse
estimating phase so that the MR damper can exert the desirable damping force. The
applied current is iteratively updated due to the error between the real force and the
estimated one from the neural network. The current is initially set to random values and
the learned weights are fixed during the inverse estimation phase. Figure 8(a) shows
the comparison of the theoretical current values and the estimated ones by network
inversion for the validation data set. Figure 8(b) shows the obtained root-square errors.
As is depicted in this figure, only three out of 1419 data used for validation provide
an errors greater than 0.6 A. These outlier values correspond to an applied current of
0 A, frequency of excitation of 3 Hz and low velocities. Note that the validation data
have been chosen randomly from the complete set of experimental data and that these
validation data have not been used in the phase 1 for training of the neural network.
Besides, taking into account that the measured force at low frequencies shows greater
variability than at high frequencies (Figure 5), it makes the neural network does not fit
properly in these three values corresponding to the same test case. Even so, the value of
the root-mean-squared error is 0.09 A and that the proposed inverse model is capable of
commanding a damper to closely track a desired damping force signal. Figure 9 shows
the good tracking of the desired force and estimated one in the inverse estimating phase
for the proposed method. It is seen that the 95% of the validation data, data which have
not been used to train the neural network, obtain a values of the tracking error below 50
N. It is also observed that for low frequencies of excitation, the proposed model is not
able to capture the damping force behaviour at values close the peaks. Nevertheless, for
fr qu nci of xcitation of 6 Hz th propo d mod l track v ry w ll th d ir d on in
the whole range of values. This is because the measured force at low frequencies shows
greater variability than at high frequencies (Figure 5). Figures 9(b) and 9(d) show the
experimental and estimated current against time.
To test the effectiveness of the proposed method, results are compared with the results
obtained from an inverse model based on neural networks using supervised learning
(Figure 10). The network training was also performed using the Matlab function trainlm.
Figure 11(a) shows the comparison of the theoretical current values and the estimated
ones by supervised learning for the validation data set. Figure 11(b) show the obtained
root-square errors. The value of the root-mean-squared error is 0.20 A which is higher
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(a)
(b)
Figure 8. Comparison between theoretical current values and the estimated ones by the
proposed method (network inversion) for the validation data set.
than the proposed method. It is clearly seen that the accuracy of the proposed method
based on network inversion is better than the supervised learning method.
Validation and evaluation of MR damper controllers
In order to analyze the effectiveness of the proposed damper controller, a comparative
analysis is established with other damper controllers. Training and validation data are
generated by the modified Bouc-Wen damper model which is the most extensive model
for describing MR dampers’ behaviour. This model, proposed by Spencer et al. (1997), is
capable of predicting the response of an MR damper over a wide range of loading under
a constant or binary type of voltage. Bouc-Wen model is described by the following
equations (see figure 12):
f = c1 · y˙ + k1 · (x− x0) (30)
z˙ = −γ |x˙− y˙| z |z|
n−1
− β (x˙− y˙) |z|
n
+A(x˙− y˙) (31)
y˙ =
αz + c0x˙+ k0(x− y)
c0 − c1
(32)
α = αa + αbu (33)
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(a) (b)
(c) (d)
(e) (f)
Figure 9. Comparison between experimental (solid line) and estimated (dashed line) force
obtained in the inverse estimating phase phase for a) and b) amplitude of the piston
displacement of 10 mm, applied current of 0.2 A and frequency of excitation of 2 Hz, c) and d)
amplitude of the piston displacement of 20 mm, applied current of 1.0 A and frequency of
excitation of 6 Hz, and e) and f) validation data set.
c1 = c1a + c1bu (34)
c0 = c0a + c0bu (35)
u˙ = −η(u− v) (36)
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Figure 10. Neural network architecture for inverse modeling of an MR damper by supervised
learning.
(a)
(b)
Figure 11. Comparison between theoretical current values and the estimated ones by
supervised learning for the validation data set.
where x˙ is the piston velocity, x is the piston displacement, f is the force generated
by the MR damper, α is the Bouc-Wen model parameter related to the MR material
yield stress, k1 is the accumulator stiffness, c1 is the dash-pot damping coefficient, k0 is
present to control the stiffness at large velocities, c0 is the viscous damping observed at
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Table 3. Parameters for the Bouc-wen Model of MR damper RD-1005-1 ( Lai and Liao
(2002), Wang and Liao (2005)).
Parameter Value Parameter Value
c0a 784 N m
−1 αa 12441 Nm
−1
c0b 1803 NsV
−1m−1 αb 38430 NV
−1m−1
k0 3610 Nm
−1 γ 136320 m−2
c1a 14649 Nsm
−1 β 2059020 m−2
c1b 34622 NsV
−1m−1 A 58
k1 840 Nm
−1 n 2
x0 0.0245 m η 190 s
−1
larger velocities, z is the hysteretic deformation of the model, y is an internal dynamical
variable and A, β and γ are the Bouc-Wen model parameters. Table 6 shows the values
of these parameters corresponding to the RD-1005-1 MR damper, manufactured by
Lord Corporation. The 14 parameters have been identified using a constrained nonlinear
optimization algorithm from experimental data ( Lai and Liao (2002), Wang and Liao
(2005)).
Figure 12. Phenomenological model of MR damper (Spencer et al. (1997))
Data sets for training and validation
In order to train the proposed NN inverse model, it is necessary to provide an appropriate
data sequence. The training data must cover the majority of situations of practical
applications in which the MR damper can operate. The data set to be used to train the
NN were selected from Wang and Liao (2005) (Table 4). The displacement input is
produced using a Gaussian white noise signal and a low pass filter is used to obtain such
random signal in the frequency range of 0− 3 Hz. The voltage input consists of different
signals within different time intervals and the damping force is generated by the modified
Bouc-Wen model according to the displacement and voltage inputs. The Bouc-Wen MR
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Table 4. Definition of training data sets ( Wang and Liao (2005)).
Time interval Displacement Voltage Force
(s) (cm) (V) (N)
0-60
GWN1a
GWN2b+6
Produced by
Bouc-Wen
Model
60-70 12
70-80 6
80-90 0
90-100 6 sin(4pit+ 6)
a Gaussian white noise (frequency: 0-3 Hz; amplitude: ± 2.5 cm)
b Gaussian white noise (frequency: 0-4 Hz; amplitude: ± 6 V)
Table 5. Definition of validation data sets ( Wang and Liao (2005)).
Displacement Voltage Force Time span
Data set (cm) (V) (N) (s)
1 sin(2kpit)a 1.5 Produced by
Bouc-Wen
Model
6
2 GWNb 2+GWNb 6
3 GWNb 1.5 + 0.75 sin(2kpit)a 6
a k=1,2,3
b Gaussian white noise (frequency: 0-2 Hz; amplitude: ± 2 cm)
damper model was implemented in Simulink. The sampling interval was taken as 0.001
s. In order to validate the accuracy of the proposed inverse model, a validation data sets
are defined in Table 5. The obtained results are compared with other damper controllers
to prove the effectiveness of the proposed model.
Damper controllers
Three conventional types of damper controller (Heaviside function, continuous state
function and RNN) are considered and evaluated in comparison with the proposed inverse
model. The following subsections provide a description of each of damper controller.
Heaviside function damper controller In this method, the applied voltage is determined
according to the following equation Dyke et al. (1996):
v = VmaxH{(fd − fa)Fa} (37)
where fa is the damper force measures from a force sensor, fd is the desired force, Vmax
is the maximum voltage to the damper and H(·) is the Heaviside step function:
H(z) =
{
0 z < 0
1 z > 0
(38)
When the actual force generated by the MR damper is equal to the desired force, the
voltage applied to the damper is kept at its current value (Metered et al. (2015).)
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Continuous state function damper controller In this method, the algorithm for selecting
the applied voltage is stated as Sims et al. (1999):
v =


0, G (fd −Bfa) sgn (fa) < 0
G (fd −Bfa) sgn (fa) , 0 6 G (fd −Bfa) sgn (fa) 6 Vmax
Vmax, G (fd −Bfa) sgn (fa) > Vmax
(39)
where Vmax is the maximum voltage applied to the damper. The values of G and B are
0.021 and 1, respectively. These values were selected from Liao and Lai (2002).
RNN damper controller Wang and Liao (2005) and Metered et al. (2015) propose
an inverse damper controller based on recurrent neural networks (RNN) which is used
to predict the applied voltage that will produce the desired force. In the RNN model,
the output of the neural network, the command voltage, is delayed and fed back to its
input layer. The input of the NN model is also composed of the time-histories of the
displacement and the force output of the MR damper. In this work, the RNN has a single
hidden layer with 30 neurons. Figure 13 shows the scheme of the RNNmodel. The vector
of inputs to the net is given by:
p(k) =

 fd(k)x(k)
v(k)

 , fd(k) =
[
fd(k)
fd(k − 1)
]
, x(k) =
[
x(k)
x(k − 1)
]
,
v(k) =
[
v(k) v(k − 1) . . . v(k − 5)
] (40)
and the output of the net is v(k + 1).
The Levenberg-Marquardt Backpropagation algorithm is used to learn the weights
of the RNN looking for the minimum value of the error. The network training was
performed using the Matlab function trainlm.
Figure 13. RNN architecture for the inverse dynamic model
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Table 6. Error norms, Et, for damper controllers and validation data sets.
Validation data set
1 2 3
k=1 k=2 k=3 k=1 k=2 k=3
Heaviside 0.5622 0.5622 0.5622 0.3936 0.4372 0.5075 0.4523
CS 0.5588 0.5588 0.5588 0.4067 0.4790 0.4790 0.4912
RNN 0.0118 0.0113 0.0118 0.0095 0.0118 0.0108 0.0113
Supervised 0.1951 0.1951 0.1951 0.2124 0.4225 0.3728 0.2475
Proposed 0.0394 0.0394 0.0394 0.1335 0.1217 0.1954 0.1321
Results and Discussion
Figures 14, 15 and 16 show a comparison between the predicted and desired values of
voltage and force using the proposed NN inverse model and the three conventional types
of damper controller for validation set 1 with k = 3, validation set 2 and validation
set 3 with k = 1, respectively. Results show that the proposed inverse model has a
better performance than the heaviside and CS damper controllers. Nevertheless, the RNN
damper controller offers a superior tracking than the proposed inverse model, the results
obtained with the latter can be considered as adequated. The proposed model successfully
tracks the desired damper.
Proof of the effectiveness of the proposed model was performed by means of a
quantitative analysis that takes into consideration the error for the different accomplished
damper controllers. The following equation has been used to represent the norm error as
a function of time (Boada et al. (2011)):
Et =
εt
σf
(41)
where:
ε2t =
∫ T
0
(fd − fa)
2 (42)
σ2f =
∫ T
0
(fd − µf )
2 (43)
where fd represents the desired force, fa is the estimated force given by the damper
controller and µf is the mean value of the desired force during the period T.
Table 6 shows the norm error for the different damper controllers. In addition,
the results obtained for the damper controller based on supervised learning, which
architecture is shown in Figure 10, is also presented. Results reveal that the proposed
inverse model is capable of commanding a damper to closely track a desired damping
force signal.
Conclusions
In this paper, a novel inverse MR damper model based on network inversion is proposed.
The inverse MR damper model estimates the necessary current which has to be applied
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to the MR damper in order to exert the desired force. The network inversion implies
two phases. In both phases, a MLP neural network is used. The MLP neural network
is able to solve both the direct and the inverse MR damper modeling even though the
MR dampers exhibit a nonlinear and hysteretic response. The former of the two phases,
called inverse estimation phase, employs off-line learning. The network is trained for
adjusting the weight values so that is approximated the forward mapping. The latter,
called inverse estimation phase, employs on-line learning. In this phase, the current
is estimated from the neural network model learned in the previous phase. The neural
network only requires four data sets for the forward training phase and three ones for the
inverse estimating phase. These data can be easily measured using sensors (displacement
of the MR damper piston and the force exerted by the MR damper) or estimated using
Kalman Filter (damper velocity and acceleration). Results show the effectiveness of
the network inversion for inverse modeling of an MR damper and they reveal that the
proposed inverse model is capable of commanding a damper to closely track a desired
damping force signal.
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Figure 14. Comparison between conventional damper controller ((a-b) Heaviside, (c-d) CS,
(e-f) RNN, (g-h) with the proposed damper controller) for validation data set 1, k=3.
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Figure 15. Comparison between conventional damper controller ((a-b) Heaviside, (c-d) CS,
(e-f) RNN, (g-h) with the proposed damper controller) for validation data set 2.
Prepared using sagej.cls
    
For Peer Review
Boada et al. 27
(a)
    
