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Abstract Inspired by the methods of systematic deriva-
tion of image moment invariants, we design two funda-
mental differential operators to generate image differ-
ential invariants for the action of 2D Euclidean, similar-
ity and affine transformation groups. Each differential
invariant obtained by using the new method can be
expressed as a homogeneous polynomial of image par-
tial derivatives. When setting the degree of the poly-
nomial and the order of image partial derivatives are
less than or equal to 4, we generate all Euclidean differ-
ential invariants and discuss the independence of them
in detail. In the experimental part, we find the relation
between Euclidean differential invariants and Gaussian-
Hermite moment invariants when using the derivatives
of Gaussian to estimate image partial derivatives. Tex-
ture classification and image patch verification are car-
ried out on some synthetic and popular real databases.
We mainly evaluate the stability and discriminability of
Euclidean differential invariants and analyse the effects
of various factors on performance of them. The experi-
mental results validate image Euclidean differential in-
variants have better performance than some commonly
used local image features in most cases.
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Fig. 1: The relation between commonly used transfor-
mation groups
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1 Introduction
The geometric deformation of a planar object caused by
the change of viewpoints can be modeled with 2D Eu-
clidean, similarity, affine or projective transformation
group. The relation between these groups is shown in
Fig. 1. In order to correctly recognize planar objects, re-
searchers have designed many methods to extract image
invariant features for the action of various 2D transfor-
mation groups. Image moment invariants and differen-
tial invariants are two of them.
Image moments are integrals of an image with ba-
sis functions. Image moment invariants are formed by
taking algebraic combinations of image moments. Usu-
ally, they are used to describe global image structure. In
1962, Hu employed the theory of algebraic invariants to
generate seven image similarity moment invariants (Hu
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1962). Since then, many achievements have been made
in the theory of image moment invariants (Flusser and
Suk 1993; Li et al. 2017; Xu and Li 2008), and hun-
dreds of papers have been devoted to their application
in many fields (Heikkila¨ 2004; Karakasis et al. 2015). At
present, the research on them mainly focuses on three
aspects.
The first one is to construct image moment invari-
ants for the action of more complicated transforma-
tion groups. In 1993, Reiss (1991) and Flusser and Suk
(1993) independently proposed the method to derive
image affine moment invariants. Nearly thirty years later,
Li and Mo (2018) proved the existence of image pro-
jective moment invariants using finite combinations of
weighted moments, with relative projective differential
invariants as weight functions. The second one is to
define image moments using various orthogonal basis
functions, such as Zernike moments (Teague et al. 1980),
Fourier-Mellin moments (Sheng and Shen 1994), Tchebichef
moments (Mukundan et al. 2001) and Gauss
-ian-Hermite moments (Yang and Dai 2011; Yang et
al.2011). Due to the property of orthogonality, they are
widely used for image reconstruction. The third aspect
is to design the method of systematic derivation of im-
age moment invariants. In 2005, Suk and Flusser (2004)
presented a graph method for generating affine moment
invariants. Then, Xu and Li (2008) found some geomet-
ric primitives, such as distance, area and volume, can
be used to construct similarity and affine moment in-
variants. Recently, Li et al. (2017) proposed these geo-
metric primitives can be replaced with two fundamental
generating functions.
Image differential invariants can be expressed as the
functions of image partial derivatives. Unlike image mo-
ment invariants, they are widely used to describe lo-
cal image structures. In fact, before being applied in
computer vision and pattern recognition, the general
theory of differential invariants has been studied by
mathematicians for many years (Lie 1884). In the 19th
century, Cartan (1935) proposed that the method of
moving frames can be employed to generate differen-
tial invariants for the action of various transformation
groups. Olver et al. developed this method and obtained
some differential invariants in explicit forms (Calabi
et al.1998; Olver 1995; Olver et al. 1999; Olver 1999;
Olver 2015). Koenderink and Florack et al. discussed
image differential invariants in detail and proposed the
method to derive the complete and irreducible set of im-
age Euclidean differential invariants (Koenderink and
van Doorn 1987; Koenderink and van Doorn 1992; Salden
et al. 1992; Florack et al.1992; Florack et al.Florack et
al. (1993); Florack et al.1994;Ter Haar Romeny et al.
1994; Florack and Balmashnova 2008). However, it is
difficult to systematically generate differential invari-
ants using these methods. Recently, Li et al.(2017) found
the isomorphism between differential and moment in-
variants under affine transform, which means image
affine differential invariants can be derived from image
affine moment invariants by substituting moments by
partial derivatives of the same order.
Inspired by Li’s discovery and the methods of sys-
tematic derivation of image moment invariants, we first
design two fundamental differential operators in this
paper and apply them to generate image differential in-
variants for the action of 2D Euclidean, similarity and
affine transformation groups. Each invariant obtained
using the new method can be expressed as the homo-
geneous polynomial of image partial derivatives.
Then, when setting the degree of the homogeneous
polynomial and the order of image partial derivatives
are less than or equal to 4, we generate all Euclidean
differential invariants and obtain the linearly indepen-
dent set, irreducible set and functional independent set
of them. Although we don’t find the general method to
generate differential invariants for the action of more
complicated 2D transformation groups, some image pro-
jective and conformal differential invariants can be found
from these Euclidean ones.
Finally, we test the performance of image Euclidean
differential invariants in the experimental part. When
using the derivatives of Gaussian to estimate image par-
tial derivatives, we find the relation between Gaussian-
Hermite moment invariants and Euclidean differential
invariants. The classification experiments on eight syn-
thetic databases are carried out. Based on the results,
we discuss the effects of various factors on the per-
formance of Euclidean differential invariants in detail.
Also, we conduct image verification and texture classi-
fication experiments on popular real databases. Some
famous handcrafted image features are chosen for com-
parison, such as SIFT, LBP and so on. And the results
show that image differential invariants have better per-
formance than others in most cases.
2 Basic Concepts and Definitions
In this section, we introduce basic concepts and defini-
tions that we will use in the following sections.
2.1 Commonly Used Image Transformation Groups
As shown in Fig. 1, 2D Euclidean, similarity, affine
and projective transformations are commonly used im-
age deformation models. Suppose the image function
f(x, y) : Ω ⊂ N+ × N+ → R is transformed to h(u, v) :
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Ω
′ ⊂ N+ × N+ → R using a 2D transformation g.
(u, v) ∈ Ω′ is the corresponding point of (x, y) and
h(u, v) = f(x, y).
If g belongs to 2D Euclidean transformation group,
the relation between (u, v) and (x, y) is:(
u
v
)
=
(
cos θ − sin θ
− sin θ cos θ
)(
x
y
)
+
(
t1
t2
)
(1)
Ignoring the translation (t1, t2)
T , θ, the angle of rota-
tion, can completely determine the 2D Euclidean trans-
formation.
If g is a 2D similarity transformation, we have:(
u
v
)
=
(
s · cos θ −s · sin θ
−s · sin θ s · cos θ
)(
x
y
)
+
(
t1
t2
)
(2)
Note that the matrix in Eq.(2) is composed of 2D ro-
tation (Angle θ) and isotropic scaling (Scale factor s).
If g belongs to 2D affine transformation group, (u, v)
can be obtained by using:(
u
v
)
=
(
a b
c d
)(
x
y
)
+
(
t1
t2
)
(3)
where (ad− bc) 6= 0. Actually, the matrix in Eq.(3) can
be composed of 2D rotation, anisotropic scaling and
shear. Thus, g contains six independent parameters.
If g is a 2D projective transformation, we have:
u =
ax+ by + t1
px+ qy + r
v =
cx+ dy + t2
px+ qy + r
(4)
In this case, g is a nonlinear transformation and con-
tains eight independent parameters. If both p and q are
zeros, it becomes a 2D affine transformation. In fact,
it has been proven that 2D projective transformation
group can simulate all geometric deformations of a pla-
nar object caused by the change of viewpoints. When
the size of the object is much smaller than the distance
between itself and the camera, these deformations can
also be modeled by 2D affine transformation group.
2.2 Image Partial Derivatives and Local Jet
Suppose the image function f(x, y) is infinitely differ-
ential at the point (x0, y0) in its domain. The Taylor
series about (x, y) = (x0 +4x, y0 +4y) is the power
series:
f(x, y) =f(x0, y0) +
∂f
∂x
4x+ ∂f
∂y
4y + 1
2!
(∂2f
∂x2
4x2
+ 2
∂2f
∂x∂y
4x4y + ∂
2f
∂y2
4y2)+ 1
3!
(∂3f
∂x3
4x3
3
∂3f
∂x2∂y
4x24y + 3 ∂
3f
∂x∂y2
4x4y2
+
∂3f
∂y3
4y3)+ ...
(5)
where ∂
i+jf
∂xi∂yj denotes the (i+ j)th order partial deriva-
tive at (x0, y0). We can find f(x, y) in the neighborhood
of (x0, y0) can be described by its partial derivatives.
However, we can not calculate the exact value of
∂i+jf
∂xi∂yj at (x0, y0) because Ω, the domain of the image
function f(x, y), is a discrete set. But, given a scale
factor σ, we can estimate it by convolving f(x, y) with
(i + j)th order partial derivative of 2D Gaussian func-
tion:
Lij(x0, y0;σ) = f ~ σi+j · ∂
i+jG(x, y;σ)
∂xi∂yj
(6)
where ~ denotes convolution and G(x, y;σ) = 12piσ2
· e− (x−x0)
2+(y−y0)2
2σ2 . Based on this method, the local jet
of order N at the point (x0, y0) is defined by:
JN (x0, y0;σ) ={L10(x0, y0;σ), L01(x0, y0;σ), ...,
LN0(x0, y0;σ), ..., L0N (x0, y0;σ)}
(7)
When N → ∞, JN (x0, y0;σ) contains all information
of the image f(x, y) in the neighborhood of the point
(x0, y0).
2.3 Image Local Structure and Differential Invariant
Local structure is intrinsic property of an image. It will
be unchanged under various 2D transforms defined in
Sec.2.1. Suppose the image function f(x, y) is trans-
formed to h(u, v) using Eq.(1). We can find that
∂h
∂u
= cos θ · ∂f
∂x
+ sin θ · ∂f
∂y
∂h
∂v
= − sin θ · ∂f
∂x
+ cos θ · ∂f
∂y
.
(8)
Although the local structure in the neighborhood of
(x, y) is invariant under 2D Euclidean transform, par-
tial derivatives have changed. Thus, they can not repre-
sent image local structure. In order to solve this prob-
lem, image differential invariants are constructed based
on the partial derivatives of f(x, y).
Let DI be a function of image partial derivatives
and G be a 2D transformation group. Suppose f(x, y)
is transformed to h(u, v) using g ∈ G. DI is an image
differential invariant for the action of G iff:
∀g ∈ G : DI(h, ∂h
∂u
,
∂h
∂v
,
∂2h
∂u2
,
∂2h
∂u∂v
,
∂2h
∂v2
, ...)
= w(x, y; g) ·DI(f, ∂f
∂x
,
∂f
∂y
,
∂2f
∂x2
,
∂2f
∂x∂y
,
∂2f
∂y2
, ...)
(9)
When w(x, y; g) ≡ 1, DI is an absolute invariant, other-
wise it is a relative invariant. In this paper, we suppose
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DI is the homogeneous polynomial of image partial
derivatives. In fact, Florack et al. (1993) have proved
that all non-polynomial differential invariants can be
expressed as the functions of homogeneous polynomial
ones. The order of DI is, by definition, the maximum
order of partial derivative it depends upon. And its de-
gree is the highest degree of monomials in DI.
2.4 Image Geometric Moment Invariants
Geometric moment invariants are most well-known im-
age moment invariants. For the continuous function f(x, y)
: Ω ⊂ R×R→ R, the (i+j)th order geometric moment
is defined by:
µfij =
∫∫
Ω
xiyjf(x, y)dxdy (10)
where i, j ∈ {0, 1, 2, ...}. In order to achieve translation
invariance, the (i+j)th order central moment is defined
by:
ηfij =
∫∫
Ω
(x− x)i(y − y)jf(x, y)dxdy (11)
where x =
µf10
µf00
and y =
µf01
µf00
.
Geometric moment invariants for the action of 2D
transformation group G can be expressed as the func-
tions of central moments. Suppose f(x, y) is transformed
to h(u, v) using g ∈ G. GMI is a geometric moment in-
variant iff:
∀g ∈ G : GMI(ηh00, ηh10, ηh01, ηh20, ηh11, ηh02, ...)
= w(x, y; g) ·GMI(ηf00, ηf10, ηf01, ηf20, ηf11, ηf02, ...)
(12)
Similar to differential invariants defined in Sect.2.3, we
supposeGMI is the homogeneous polynomial of central
moments. The order and the degree of GMI are the
maximum order of central moments it depends upon
and the highest degree of individual terms in it. Also,
polynomial geometric moment invariants can be used
to construct non-polynomial ones.
Note that central moments and moment invariants
detailed above are defined in the continuous domain.
For the image function f(x, y) : Ω ⊂ N+ × N+ → R,
µfij and η
f
ij are defined by:
µfij =
y=M∑
y=1
x=N∑
x=1
xiyjf(x, y)
ηfij =
y=M∑
y=1
x=N∑
x=1
(x− x)i(y − y)jf(x, y)
(13)
2.5 Image Gaussian-Hermite Moment Invariants
Image Gaussian-Hermite moment invariants are a kind
of orthogonal moment invariants. For the continuous
function f(x, y) : Ω ⊂ R × R → R, the (i + j)th order
Gaussian-Hermite moment is defined by:
ξfij =
∫∫
Ω
Hˆi(x− x;σ)Hˆj(y − y;σ)f(x, y)dxdy (14)
The Gaussian-Hermite polynomial Hˆi(x;σ) is defined
by:
Hˆi(x;σ) =
1
(2ii!
√
piσ)1/2
e
−x2
2σ2 Hi(
x
σ
)
Hi(x) = (−1)iex2 d
ie−x
2
dxi
=
b i2 c∑
k=0
(−1)ii!
k!(i− 2k)! (2x)
i−2k
x =
µf10
µf00
and y =
µf01
µf00
(15)
In this paper, the definition of Gaussian-Hermite
moment invariants GHMI is similar to that of geo-
metric moment invariants. The only difference between
them is that GHMI are homogeneous polynomials of
Gaussian-Hermite moments. When the domain Ω ∈
N+ × N+, ξfij is defined by:
ξfij =
y=M∑
y=1
x=N∑
x=1
Hˆi(x− x;σ)Hˆj(y − y;σ)f(x, y) (16)
2.6 Independent Set of Image Differential Invariants
In this paper, we discuss three independent sets of im-
age differential invariants, including linearly indepen-
dent set, irreducible set and functional independent set.
Let S = {DI1, DI2, ..., DIN} be a set of differential
invariants for the action of the transformation group G.
Suppose the order of each invariant in S is less than or
equal to M . This means that DIi is the homogeneous
polynomial of M(M+3)2 partial derivatives, where i ∈
{1, 2, ..., N}.
S is a linearly independent set iff:
i=N∑
i=1
aiDIi = 0⇔ a1 = a2 = ... = aN = 0 (17)
S is an irreducible set iff:
∀DIi ∈ S, @P ⇒
DIi = P (DI1, DI2, ...DIi−1, DIi+1, ..., DIN )
(18)
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where P is a polynomial function of differential invari-
ants. Therefore, arbitrary differential invariants in the
irreducible set S can not be express as the polynomial
of other invariants.
If N ≤ M(M+3)2 , S is a functional independent set
iff the rank of Jaccobian matrix N × M(M+3)2 is equal
to N . Jac is defined by:
Jac =
∣∣∣∣∣∣∣∣∣∣∣∣∣
∂DI1
∂f10
∂DI1
∂f01
· · · ∂DI1∂f1(N−1)
∂DI1
∂f0N
∂DI2
∂f10
∂DI2
∂f01
· · · ∂DI2∂f1(N−1)
∂DI2
∂f0N
...
... · · · ... ...
∂DIN−1
∂f10
∂DIN−1
∂f01
· · · ∂DIN−1∂f1(N−1)
∂DIN−1
∂f0N
∂DIN
∂f10
∂DIN
∂f01
· · · ∂DIN∂f1(N−1)
∂DIN
∂f0N
∣∣∣∣∣∣∣∣∣∣∣∣∣
(19)
where fij =
∂i+jf
∂xi∂yj , i, j ∈ {0, 1, 2, ...} and 1 ≤ (i+ j) ≤
N . This definition of functional independence was pro-
posed by Brown (1935). Recently, Gong and Hao et al.
(2017) use it to derive the functional independent set of
shape-color moment invariants under affine transform.
3 Related Work
In this section, we first introduce some image differen-
tial invariants in explicit forms and how they are ap-
plied in the field of computer vision and pattern recog-
nition. Then, currently commonly used methods to gen-
erate image differential invariants and geometric mo-
ments invariants are described. As mentioned previ-
ously, Li et al. (2017) proposed the isomorphism be-
tween differential invariants and geometric moment in-
variants under affine transform. We will introduce this
discovery at the end of this section.
3.1 Commonly Used Image Differential Invariants
In Table. 1, we list five differential invariants which
have been widely used for image matching, classification
and retrieval (Schmid and Mohr 1997; Mikolajczyk and
Schmid 2005; Florack and Balmashnova 2008). Note
that they are all homogeneous polynomials of image
partial derivatives. DI1 ∼ DI5 are absolute Euclidean
differential invariants and relative similarity differen-
tial invariants. DI3 and DI4 are relative invariant for
the action of affine transformation group (Olver et al.
1999). Recently, Li and Mo et al. (2018) found DI4 is
also a relative projective differential invariant.
There are different geometric meanings for these dif-
ferential invariants. The Hessian matrix is built with
second order partial derivatives of the image function
f(x, y) and can be used to describe the local structure
Table 1: Five commonly used differential invariants.
No Expression
DI1 (
∂f
∂x
)2 + (∂f
∂y
)2
DI2
∂2f
∂x2
+ ∂
2f
∂y2
DI3
∂2f
∂x2
∂2f
∂y2
− ( ∂2f
∂x∂y
)2
DI4 (
∂f
∂x
)2 ∂
2f
∂y2
− 2∂f
∂x
∂f
∂y
∂2f
∂x∂y
+ (∂f
∂y
)2 ∂
2f
∂x2
DI5 (
∂f
∂y
)2 ∂
2f
∂x∂y
+ ∂f
∂x
∂f
∂y
∂2f
∂x2
− ∂f
∂x
∂f
∂y
∂2f
∂y2
−
(∂f
∂x
)2 ∂
2f
∂x∂y
of f(x, y) in the neighborhood of the point (x0, y0). It
is defined as:
H(x0, y0;σ) =
(
L20(x0, y0;σ) L11(x0, y0;σ)
L11(x0, y0;σ) L02(x0, y0;σ)
)
(20)
As stated in Sect.2.2, Lij(x0, y0;σ) is used to estimate
the value of ∂
i+jf
∂xi∂yj . Thus, the determinant and the trace
of the Hessian matrix are DI2 and DI3. Researchers
have found DI2 can be used to detect blob structures
or determine the characteristic scale for every inter-
est point in the image (Lindeberg 1994; Lindeberg and
Ga˚rding 1997; Mikolajczyk and Schmid 2001; Mikola-
jczyk and Schmid 2004; Mikolajczyk et al.2005). In ad-
dition, two eigenvalues of this matrix are:
λ1 =
1
2
(∂2f
∂x2
+
∂2f
∂y2
+
√
(
∂2f
∂x2
− ∂
2f
∂y2
)2 + (
∂2f
∂x∂y
)2
)
λ2 =
1
2
(∂2f
∂x2
+
∂2f
∂y2
−
√
(
∂2f
∂x2
− ∂
2f
∂y2
)2 + (
∂2f
∂x∂y
)2
)
(21)
We can find λ1 =
1
2 (DI2 +
√
(DI2)2 − 4DI3) and λ2 =
1
2 (DI2 −
√
(DI2)2 − 4DI3). Thus, they are two non-
polynomial differential invariants which can be expressed
as the functions of homogeneous polynomial ones.
In the classical theory of differential geometry, there
are two important concepts on the curved surface f(x, y),
the Gaussian curvature K(x, y) and the mean curvature
H(x, y):
K(x, y) =
∂2f
∂x2
∂2f
∂y2 − ( ∂
2f
∂x∂y )
2
(1 + (∂f∂x )
2 + (∂f∂y )
2)2
H(x, y) =
(1 + (∂f∂y )
2)∂
2f
∂x2 − 2∂f∂x ∂f∂y ∂
2f
∂x∂y + (1 + (
∂f
∂x )
2)∂
2f
∂y2
2(1 + (∂f∂x )
2 + (∂f∂y )
2)
3
2
(22)
They are invariant under 2D Euclidean transform. In
fact, K(x, y) = DI3(1+DI1)2 and H(x, y) =
DI2+DI4
2(1+DI1)
3
2
. In
addition, at a given point of the surface f(x, y), two
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principal curvatures are defined by κ1 = H+
√
H2 −K
and κ2 = H −
√
H2 −K. Based on them, Koenderink
and van Doorn (1992) constructed the shape index s
and the curvedness c to measure the image local shape:
s =
2
pi
actan
κ2 − κ1
κ2 + κ1
=
2
pi
actan
−(DI2 +DI4)√
(DI2 +DI4)2 − 4(1 +DI1)DI3
c =
√
κ21 + κ
2
2
2
=
√
(DI2 +DI4)2 − 2DI3(1 +DI1)
2(1 +DI1)3
(23)
In 1993, Freeman and Adelson (1990) designed steer-
able filters to calculate directional derivatives of the
image function f(x, y). The first and second directional
derivatives at an arbitrary orientation θ are defined by:
f1(θ) = cos θ
∂f
∂x
+ sin θ
∂f
∂y
f2(θ) = cos2 θ
∂2f
∂x2
+ 2 sin θ cos θ
∂2f
∂x∂y
+ sin2 θ
∂2f
∂y2
(24)
Zhang et al. (2013) have found that the minimum and
maximum values of f1(θ) and f2(θ) are invariant under
2D Euclidean transform:
f1min = 0, f
1
max = DI1, f
2
max = λ1, f
2
min = λ2 (25)
where λ1 and λ2 are defined by Eq.(21). Therefore,
they are also the functions of invariants in Table. 1.
Researchers have constructed many effective local de-
scriptors based on these non-polynomial differential in-
variants for image matching and texture classification
(Song et al.2017; Song et al.2018; Zhang et al.2013).
In the past ten years, Griffin have published many
papers concerned with the analysis of image local struc-
ture. In 2007, he proposed the norm of local jet of order
2 (Griffin 2007; Griffin 2019). The local jet has been
defined by Eq.(7). This norm was invariant under 2D
Euclidean transform and defined by:
||J2(x0, y0;σ)|| =((L210(x0, y0;σ) + L201(x0, y0;σ))
+
1
2
(L220(x0, y0;σ) + 2L
2
11(x0, y0;σ)
+ L202(x0, y0;σ)))
1
2
(26)
We find it can be expressed as:√
DI1 +
1
4
DI22 +
1
4
(DI22 − 4DI3) (27)
Then, Griffin and Lillholm (2010) studied the rela-
tion between the value of J2(x0, y0;σ) and the symme-
try of the image f(x, y) in the neighborhood of the point
(x0, y0). In Sect.2.3, we have pointed out that image
partial derivatives can not be used to describe intrinsic
property of f(x, y), such as symmetry. In order to solve
this problem, they proposed a new coordinate system
(l, b, a) based on the norm defined by Eq.(26). We find
that l, b and a are all non-polynomial differential in-
variants for the action of 2D Euclidean transformation
group and can be formed by:
l = actan
DI2√
4DI1 +DI22 − 4DI3
b = actan
√
DI22 − 4DI3
4DI1
a =
1
2
∣∣∣∣actan 2DI5DI1DI2 − 2DI4
∣∣∣∣
(28)
In 2010, Crosier and Griffin (2019) proposed the Ba-
sic Images Feature(BIF) for texture classification:
BIF =
(
2
√
L210(x0, y0;σ) + L
2
01(x0, y0;σ),
± (L20(x0, y0;σ) + L02(x0, y0;σ)),
1√
2
(
√
(L20(x0, y0;σ)− L02(x0, y0;σ))2 + 4L211(x0, y0;σ)
± (L20(x0, y0;σ) + L02(x0, y0;σ))),√
(L20(x0, y0;σ)− L02(x0, y0;σ))2 + 4L211(x0, y0;σ)
)
(29)
We can express BIF as:
BIF = (2
√
DI1,±(DI2), 1√
2
(
√
DI22 − 4DI3 ±DI2),√
DI22 − 4DI3)
(30)
In fact, this 6-dimensional vector includes image gradi-
ent magnitude, Laplacian, two eigenvalues of the Hes-
sian matrix and the difference between them.
There are many other applications for DI1 ∼ DI5.
For example, the curvature of a level curve multiplied
by the gradient magnitude can be expressed as −DI4DI1 .
DI4 can be used to detect corners in the image f(x, y)
because it corresponds to the second derivative in the
direction orthogonal to the gradient of f(x, y).
3.2 Commonly Used Methods of Generating Image
Differential Invariants
We can find that the order of arbitrary invariants in
Table. 1 is less than or equal to 2. This is because higher
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order differential invariants are hard to be generated.
Also, assigning proper geometrical meanings to them is
a problem.
In the past researchers commonly used the method
of moving frame to derive higher order differential in-
variants for the action of various transformation groups.
Cartan formulated the general definition of the method
of moving frame, as elaborated by Wely. But this method
was difficult and complicated. To address this problem,
Olver have published many papers and books to explain
how to use the method of moving frame more simply
and straightforwardly. For example, he proposed that
a complete system of image differential invariants for
the action of 2D equi-affine group was provided by its
invariant derivatives obtained by repeatedly applying
the invariant differential operators D1 and D2 (Olver
2015). The 2D equi-affine transformation g is defined
by Eq.(3), where (ac− bd) = 1. D1 and D2 was defined
by:
D1 =∂f
∂y
Dx − ∂f
∂x
Dy
D2 =(∂f
∂x
∂2f
∂y2
− ∂f
∂y
∂2f
∂x∂y
)Dx
+ (
∂f
∂y
∂2f
∂x2
− ∂f
∂x
∂2f
∂x∂y
)Dy
(31)
However, we find that all image differential invariants
generated by repeatedly applying D1 and D2 depend
upon the first partial derivatives, such as:
(D2, f) = (∂f
∂x
)2
∂2f
∂y2
− 2∂f
∂x
∂f
∂y
∂2f
∂x∂y
+ (
∂f
∂y
)2
∂2f
∂x2
(D1 ◦ D2, f) = (∂f
∂y
)3
∂3f
∂x3
+ 3(
∂f
∂x
)2
∂f
∂y
∂3f
∂x∂y2
− 3∂f
∂x
(
∂f
∂y
)2
∂3f
∂x2∂y
− (∂f
∂x
)3
∂3f
∂y3
(32)
where ◦ denotes the composition of differential opera-
tors. The derivation of differential invariants which are
independent of the first partial derivatives is very com-
plicated. For example, DI3 in Table. 1 is obtained by:
DI3 =
(D1 ◦ D2 ◦ D2, f)− (D2 ◦ D1 ◦ D2, f)
2(D1 ◦ D2, f) (33)
Florack et al. (1993) proposed a irreducible set of
image Euclidean differential invariants consisted of the
directional derivatives along the gradient direction w
and the direction v orthogonal to the gradient of the im-
age function f(x, y). These directional derivatives were
defined by:
∂f
∂v
= −β ∂f
∂x
+ α
∂f
∂y
∂f
∂w
= α
∂f
∂x
+ β
∂f
∂y
∂2f
∂v2
= −β(−β ∂
2f
∂x2
+ α
∂2f
∂x∂y
) + α(−β ∂
2f
∂x∂y
+ α
∂2f
∂y2
)
∂2f
∂v∂w
= −β(α∂
2f
∂x2
+ β
∂2f
∂x∂y
) + α(α
∂2f
∂x∂y
+ β
∂2f
∂y2
)
...
(34)
where α =
∂f
∂x√
( ∂f∂x )
2+( ∂f∂y )
2
and β =
∂f
∂y√
( ∂f∂x )
2+( ∂f∂y )
2
.
Using this method, Ter Haar Romeny et al. (1994)
derived the irreducible set when setting the order of
differential invariants to be less than or equal to 4:{
∂i+jf
∂vi∂wj
(
∂f
∂w
)i+j
}
i,j∈{0,1,2,3,4},0<(i+j)≤4
(35)
But similar to Olver’s method, all differential invariants
in this set depend upon the first partial derivatives, such
as:
∂2f
∂w2
(
∂f
∂w
)2 = (
∂f
∂x
)2
∂2f
∂x2
+ 2
∂f
∂x
∂f
∂y
∂2f
∂x∂y
+ (
∂f
∂y
)2
∂2f
∂y2
∂2f
∂w3
(
∂f
∂w
)3 = (
∂f
∂x
)3
∂3f
∂x3
+ 3(
∂f
∂x
)2
∂f
∂y
∂3f
∂x2∂y
+ 3
∂f
∂x
(
∂f
∂y
)2
∂3f
∂x∂y2
+ (
∂f
∂y
)3
∂3f
∂y3
(36)
To summarize, it is hard to generate a large num-
ber of differential invariants with general forms using
these existing methods. In this paper, we report a new
method which can overcome these limitations.
3.3 Two Generating Functions for Geometric Moment
Invariants
As mentioned previously, researchers have designed many
intuitive methods to generate image moment invariants.
Li et al. (2017) proposed that image geometric moment
invariants can be derived using dot product and cross
product of 2D points.
Suppose the image function f(x, y) : Ω ⊂ N+ ×
N+ → R is transformed to h(u, v) : Ω′ ⊂ N+×N+ → R
using the 2D transformation g. Let (ui, vi) and (uj , vj)∈
Ω
′
be corresponding points of (xi, yi) and (xj , yj)∈ Ω.
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The dot product and cross product of 2D points are
defined as:
fi,j =(xi − x, yi − y) · (xj − x, yj − y)T =
= (xi − x) · (xj − x) + (yi − y)(yj − y)
gi,j =
∣∣∣∣ xi − x yi − yxj − x yj − y
∣∣∣∣
= (xi − x) · (yj − y) + (xj − x)(yi − y)
(37)
Note that x =
µf10
µf00
and y =
µf01
µf00
. As stated in Sect.(2.4),
they are used to remove the effect of translation.
The relations between fi,j (gi,j) and f
′
i,j (g
′
i,j) are
listed in Table. 2, where f
′
i,j and g
′
i,j denote the dot
product and the cross product of (ui, vi) and (uj , vj).
Based on them, geometric moment invariants of the im-
age function f(x.y) can be generated by:
GMI(f) =
yn=M∑
yn=1
xn=N∑
xn=1
...
y1=M∑
y1=1
x1=N∑
x1=1
p=P∏
p=1
fip,jp
·
q=Q∏
q=1
gsq,tq ·
k=n∏
k=1
f(xk, yk)
(38)
where (x1, y1),(x2, y2),...,(xk, yk),...,(xn, yn)∈ Ω and ip
, jp, sq, tq∈ {1, 2, ..., n}. Each point (xk, yk) is used at
least once by fip,jp or gsq,tq in Eq.(38).
GMI(f) is an absolute moment invariant when g
belongs to 2D Euclidean transformation group. If g is
a 2D similarity transformation, GMI(h) = (s2)P+Q+n
· GMI(f). When P = 0, which implies only the cross
product gsq,tq is used, Eq.(38) generates an affine mo-
ment invariant. We can find that GMI(h) = (ad −
bc)Q|ad− bc|nGMI(f).
GMI(f) can be expressed as the homogeneous poly-
nomial of central moments defined by Eq.(13). For ex-
ample,
GMI(f) =
y1=M∑
y1=1
x1=N∑
x1=1
f1,1f(x1, y1)
=
y1=M∑
y1=1
x1=N∑
x1=1
((x1 − x)2 + (y1 − y)2)f(x1, y1)
= ηf20 + η
f
02
(39)
Thus, GMI(f) meets the definition of geometric mo-
ment invariants in Sect.2.4. The degree of the moment
invariant defined by Eq.(38) is n. If T (xk, yk) denotes
the number of times that (xk, yk) is used by fip,jp and
gsq,tq , the order of GMI(f) is max
k
T (xk, yk). It is equal
to the maximum order of central moments thatGMI(f)
depends upon.
The fundamental generating functions can also be
extended to generate 3D moment invariants of the func-
tion f(x, y, z) : Ω ⊂ N+ × N+ × N+ → R:
fi,j = (xi − x, yi − y, zi − z) · (xj − x, yj − y, zj − z)T
gi,j,k =
∣∣∣∣∣∣
xi − x yi − y zi − z
xj − x yj − y zj − z
xk − x yk − y zk − z
∣∣∣∣∣∣
(40)
where (xi, yi, zi),(xj , yj , zj),(xk, yk, zk)∈ Ω. x ,y and z
are calculated by using 3D central moments, for exam-
ple, x =
µf100
µf000
.
3.4 Isomorphism between Affine Differential and
Geometric Moment Invariants
Li et al. (2017) have found that affine differential in-
variants of the image function f(x, y) can be derived
by substituting central moment ηfij in affine geometric
moment invariants by image partial derivatives ∂
i+jf
∂xi∂yj .
Actually, under 2D affine transform, the steerabil-
ity of n order partial derivatives is the same as that of
n order central moments. Li et al. called this property
isomorphism between affine differential and moment in-
variants. For example, if the image function f(x, y) is
transformed to h(u, v) using the 2D affine transforma-
tion g defined by Eq.(3), we have:
ηh20
ηh11
ηh02
 =

a2 2ab b2
ac (ad+ bc) bd
c2 2cd d2


ηf20
ηf11
ηf02


∂2h
∂u2
∂2h
∂u∂v
∂2h
∂v2
 =

(a
′
)2 2a
′
b
′
(b
′
)2
a
′
c
′
(a
′
d
′
+ b
′
c
′
) b
′
d
′
(c
′
)2 2c
′
d
′
(d
′
)2


∂2f
∂x2
∂2f
∂x∂y
∂2f
∂y2

(41)
where(
a
′
b
′
c
′
d
′
)
=
((
a b
c d
)−1)T
= g
′
(42)
Obviously, g
′
is also a 2D affine transformation.
Therefore, we have:
GMI(h,
∂h
∂u
,
∂h
∂v
,
∂2h
∂u2
,
∂2h
∂u∂v
,
∂2h
∂v2
, ...)
= w(x, y, g
′
) ·GMI(f, ∂f
∂x
,
∂f
∂y
,
∂2f
∂x2
,
∂2f
∂x∂y
,
∂2f
∂y2
, ...)
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Table 2: The relations between fi,j (gi,j) and f
′
i,j (g
′
i,j) when g belongs to various transformation groups.
g Relation Relation
2D Euclidean Transformation
(Defined by Eq.(1))
f
′
i,j = fi,j g
′
i,j = gi,j
2D Similarity Transformation
(Defined by Eq.(2))
f
′
i,j = s
2 · fi,j g′i,j = s2 · gi,j
2D Affine Transformation
(Defined by Eq.(3))
/ g
′
i,j = (ad− bc) · gi,j
(43)
when:
GMI(ηh00, η
h
10, η
h
01, η
h
20, η
h
11, η
h
02...)
= w(x, y, g) ·GMI(ηf00, ηf10, ηf01, ηf20, ηf11, ηf02...)
(44)
Although Li et al. found the relation between image
differential invariants and geometric moment invariants
under 2D affine transform, the proof in their paper was
informal and imprecise.
4 A New Construction Method of Image
Differential Invariants
Inspired by Li’s discovery introduced in Sect.3.4 and
the methods of systematic derivation of geometric mo-
ment invariants, we find that two fundamental differen-
tial operators can be employed to systematically gen-
erate image Euclidean, similarity and affine differential
invariants. When setting the order and the degree to
be less than or equal to 4, all Euclidean differential in-
variants are generated by using the new method. Then,
we discuss the independence of them and obtain the
linearly independent set, irreducible set and functional
independent set. Although we don’t find the general
method to generate differential invariants for the action
of more complicated transformation groups, some pro-
jective and conformal differential invariants are found
from Euclidean ones. Finally, our method can also be
extended to generate 3D differential invariants.
4.1 Two Fundamental Differential Operators
Similar to two generating functions of geometric mo-
ment invariants introduced in Sect.3.3, we get the fol-
lowing definition.
Definition 1. Two fundamental differential operators
Fi,j and Gi,j are defined by:
Fi,j =
∂2
∂xi∂xj
+
∂2
∂yi∂yj
Gi,j =
∣∣∣∣∣ ∂∂xi ∂∂yi∂
∂xj
∂
∂yj
∣∣∣∣∣ = ∂2∂xi∂yj − ∂
2
∂xj∂yi
(45)
We find that they are absolute or relative invariant
under 2D Euclidean, similarity and affine transforms.
Theorem 1. Suppose (xi, yi) and (xj , yj) are trans-
formed to (ui, vi) and (uj , vj) using the 2D transforma-
tion g. The relations between Fi,j (Gi,j) and F
′
i,j (G
′
i,j)
are listed in Table. 3, when g belongs to various 2D
transformation groups. The differential operators F
′
i,j
and G
′
i,j are obtained by replacing xk and yk in Eq.(45)
with uk and vk, where k ∈ {i, j}.
Theorem 1 can be proved by using the chain’s rule
for the compound function. For example, when g is the
2D affine transformation defined by Eq.(3), we can get
its inverse transformation:
xk(uk, vk) =
duk − bvk
ad− bc +
bt2 − dt1
ad− bc
yk(uk, vk) =
avk − cuk
ad− bc +
ct1 − at2
ad− bc
(46)
where k ∈ {i, j}. Then, according to the chain’s rule,
we can find:
G
′
i,j =
∂2
∂ui∂vj
− ∂
2
∂uj∂vi
= (
∂2
∂xi∂xj
∂xi
∂ui
∂xj
∂vj
+
∂2
∂xi∂yj
∂xi
∂ui
∂yj
∂vj
+
∂2
∂xj∂yi
∂xj
∂vj
∂yi
∂ui
+
∂2
∂yi∂yj
∂yi
∂ui
∂yj
∂vj
)− ( ∂
2
∂xi∂xj
∂xi
∂vi
∂xj
∂uj
+
∂2
∂xj∂yi
∂xj
∂uj
∂yi
∂vi
+
∂2
∂xi∂yj
∂xi
∂vi
∂yj
∂uj
+
∂2
∂yi∂yj
∂yi
∂vi
∂yj
∂uj
) =
1
(ad− bc) ·Gi,j
(47)
It should be noted that ∂
2xk
∂u2k
= ∂
2xk
∂uk∂vk
=∂
2xk
∂v2k
=∂
2yk
∂u2k
=
∂2yk
∂uk∂vk
=∂
2yk
∂v2k
=0.
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Table 3: The relations between Fi,j (Gi,j) and F
′
i,j (G
′
i,j) when g belongs to various transformation groups.
g Relation Relation
2D Euclidean Transformation
(Defined by Eq.(1))
F
′
i,j = Fi,j G
′
i,j = Gi,j
2D Similarity Transformation
(Defined by Eq.(2))
F
′
i,j =
1
s2
· Fi,j G′i,j = 1s2 ·Gi,j
2D Affine Transformation
(Defined by Eq.(3))
/ G
′
i,j =
1
(ad−bc) ·Gi,j
4.2 The Construction of Image Differential Invariants
Based on two fundamental differential operators defined
by Eq.(45) and the relations listed in Table. 3, image
differential invariants for the action of 2D Euclidean,
similarity and affine transformation groups can be gen-
erated.
Definition 2. Suppose the image function f(x, y) :
Ω ⊂ N+×N+ → R has infinite order partial derivatives.
Let (xk, yk) ∈ Ω and k ∈ {1, 2, ..., n}. We construct a
function F by:
F = f(x1, y1) · ...f(xk, yk) · ... · f(xn, yn) (48)
Then, the differential invariant of F can be generated
by:
DI(F ) =(FiP ,jP ◦ ... ◦ Fip,jp ◦ ... ◦ Fi1,j1
◦GsQ,tQ ◦ ... ◦Gsq,tq ◦ ... ◦Gs1,t1 , F )
(49)
where ◦ denotes the composition of differential opera-
tors. Each point (xk, yk) is used at least once by Fip,jp
or Gsq,tq in Eq.(49).
Theorem 2. Suppose the image function f(x, y) : Ω ⊂
N+×N+ → R has infinite order partial derivatives. We
transform it to h(u, v) : Ω
′ ⊂ N+ × N+ → R using the
2D transformation g. Let (uk, vk) ∈ Ω′ be correspond-
ing points of (xk, yk) ∈ Ω, where k ∈ {1, 2, ..., n}. We
defined DI
′
(H) by:
DI
′
(H) =(F
′
iP ,jP ◦ ... ◦ F
′
ip,jp ◦ ... ◦ F
′
i1,j1
◦G′sQ,tQ ◦ ... ◦G
′
sq,tq ◦ ... ◦G
′
s1,t1 , H)
(50)
where
H = h(u1, v1) · ...h(uk, vk) · ... · h(un, vn) (51)
Then, we have
DI
′
(H) = DI(F ),when g is defined by Eq.(1)
DI
′
(H) =
DI(F )
s2(P+Q)
,when g is defined by Eq.(2)
DI
′
(H) =
DI(F )
(ad− bc)Q ,when P = 0 and g is defined
by Eq.(3)
(52)
We can prove Theorem 2 by using the relations in
Table. 3 and the linearity of fundamental differential
operators Fi,j and Gi,j . Obviously, DI(F ) is an abso-
lute Euclidean differential invariant. Also, it is relative
invariant under 2D similarity and affine transforms.
However, Eq.(49) generates differential invariants of
the function F (x1, ..., xn, y1, ..., yn) instead of the im-
age function f(x, y). This problem can be solved easily.
To solve this we first construct DI(F ) and then set
x1=x2=...=xn=x, y1=y2=...=yn=y. For example,
DI(F ) = (G1,2 ◦G1,2, f(x1, y1) · f(x2, y2))
= G1,2(G1,2(f(x1, y1) · f(x2, y2)))
=
∂2f
∂x21
∂2f
∂y22
− 2 ∂
2f
∂x1∂y1
∂2f
∂x2∂y2
+
∂2f
∂x22
∂2f
∂y21
(53)
By setting x1=x2=x and y1=y2=y, we obtain the dif-
ferential invariant of f(x, y):
DI(f) = 2
∂2f
∂x2
∂2f
∂y2
− 2 ∂
2f
∂x∂y
(54)
All image differential invariants constructed using
Eq.(49) are homogeneous polynomials of image partial
derivatives. As mentioned in Sect.2.3, researchers have
proved that non-polynomial differential invariants can
be expressed as the functions of these polynomial ones.
The degree of DI(f) is equal to n, the number of points
which are used by Fip,jp and Gsq,tq in Eq.(49). Actu-
ally, we can find that n decides the highest degree of
individual terms in DI(f). The order of DI(f) is the
most times that points are repeatedly used in Eq.(49).
Its value is also equal to the maximum order of partial
derivatives DI(f) depends upon.
4.3 Three Independent Sets of Image Differential
Invariants
The letters O and D are used to represent the order
and the degree of arbitrary differential invariants. When
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O,D ∈ {1, 2, 3, 4}, we construct all Euclidean differ-
ential invariants by using Eq.(49), and discuss the in-
dependence of them. The independent set DIsI(O,D) is
obtained where O,D ∈ {3, 4} and I ∈ {LI, IR, FI}.
Note that the order (degree) of any Euclidean differen-
tial invariants in DIsI(O,D) is less than or equal to O
(D). We have defined the linearly independence (LI),
irreducibility (IR) and functional independence (FI)
of image differential invariants in Sect.2.6. And the let-
ter I denotes the independence of invariants in the set
DIsI(O,D).
The construction formulas of 230 Euclidean differ-
ential invariants in DIsLI(4,4) are listed in Table. 4 and
Table. 5. In the following, we use DIn to represent the
invariant generated by using the nth formulas, where
n ∈ {1, 2, ..., 230}. Obviously, at most four different
points are employed by Fip,jp and Gsq,tq in each for-
mula, which ensures the degree of any invariants in
DIsLI(4,4) is less than or equal to 4. Also, we can find
any points appears at most four times in each formula.
Thus, the order of any invariants in the set is also less
than or equal to 4.
There are 134 invariants in DILI(4,4) which can be
expressed as the polynomial functions of others. These
polynomial relations are listed in Table. 6 and Table. 7.
This implied (230 − 134) = 96 Euclidean differential
invariants in the set DIIR(4,4).
In Table. 8, we acquire 12 independent sets of Eu-
clidean differential invariants by setting the different
values of O, D and I. The number of invariants in each
set is listed in Table. 9. When fixing the value of O
and increasing D from 3 to 4, we find the number of
invariants in the functional independent set does not
change. Thus, DIsFI3,4=DIs
FI
3,3 and DIs
FI
4,4=DIs
FI
4,3. In
addition, we can get 14 partial derivatives ∂∂
i+jf
∂xi∂yj when
i, j ∈ {0, 1, 2, 3, 4} and 1 ≤ (i+ j) ≤ 4. Thus, in theory,
there should be 14 differential invariants in DIsFI(4,D).
However, the number of invariants in the set DIsFI(4,3)
and DIsFI(4,4) is only 13. This finding was also reported
by Florack et al. (1993; 2008).
The explicit representations of all Euclidean differ-
ential invariants in DIsIR4,3 are presented in Table. 10
, where fij denotes
∂i+jf
∂xi∂yj . Obviously, they are all ho-
mogeneous polynomials of partial derivatives. And the
better part of them don’t depend upon the first partial
derivatives, such as DI1, DI2 and DI4. This indicates
that our method can generate more general differen-
tial invariants than the methods proposed by Olver and
Florack et al..
4.4 Image Differential Invariants for the Action of
Complicated Geometric Transformations
It should be noted that we don’t find the general method
to generate image differential invariants for the action
of complicated transformation groups, such as 2D pro-
jective transformation group defined by Eq.(4).
But we know that all projective differential invari-
ants are also invariant under 2D Euclidean transform,
which means they can be expressed as the functions of
Euclidean differential invariants generated by Eq.(49).
In fact, DI3, DI8, DI18, DI22, DI37, DI103, DI147 and
DI161 are relative affine differential invariants. Further-
more, Li and Mo et al. have proved that DI8 is also a
relative projective differential invariant. Zhang et al.
recently proposed that DI1DI2 is an absolute differential
invariant for 2D mobiu¨s transformations.
We have reason to believe that more image differ-
ential invariants which are invariant under complicated
2D transforms can be obtained, because our new method
can generate image Euclidean, similarity and affine dif-
ferential invariants quite easily.
4.5 The Construction of 3D Differential Invariants
The fundamental differential operators defined by Eq.(45)
can also be extended to generate 3D differential invari-
ants of the function f(x, y, z):
Fi,j,k =
∂2
∂xi∂xj
+
∂2
∂yi∂yj
+
∂2
∂zi∂zj
Gi,j,k =
∣∣∣∣∣∣∣∣
∂
∂xi
∂
∂yi
∂
∂zi
∂
∂xj
∂
∂yj
∂
∂zj
∂
∂xk
∂
∂yk
∂
∂zk
∣∣∣∣∣∣∣∣
=
∂3
∂xi∂yj∂zk
− ∂
3
∂xi∂yk∂zj
− ∂
3
∂xj∂yi∂zk
+
∂3
∂xj∂yk∂zi
+
∂3
∂xk∂yi∂zj
− ∂
3
∂xk∂yj∂zi
(55)
Suppose the function f(x, y, z) : Ω ⊂ N+ × N+ ×
N+ → R has infinite order partial derivatives. We trans-
form it to h(u, v, w) : Ω
′ ⊂ N+×N+×N+ → R using the
3D transformation g. (uk(xk, yk, zk), vk(xk, yk, zk), wk(
xk, yk, zk)) ∈ Ω′ is the corresponding point of (xk, yk, zk)
∈ Ω, where k ∈ {1, 2, ..., n}. We define the function
F = f(x1, y1, z1) · f(x2, y2.z2) · ... · f(xn, yn, zn). The
differential invariant of F is defined by:
DI(F ) =(FiP ,jP ,kP ◦ ... ◦ Fip,jp,kp ◦ ... ◦ Fi1,j1,k1
◦GrQ,sQ,tQ ◦ ... ◦Grq,sq,tq ◦ ... ◦Gr1,s1,t1 , F )
(56)
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Table 4: The construction formulas of Euclidean differential invariants in DILI(4,4).
No GF No GF No GF No GF
1 F1,1 2 F1,2 3 G1,2 ◦G1,2 4 F1,1 ◦ F1,1
5 F1,1 ◦ F2,2 6 F1,2 ◦ F1,3 7 F1,2 ◦ F3,4 8 G1,2 ◦G1,3
9 F1,1 ◦ F1,2 10 F1,1 ◦G1,2 11 F1,2 ◦G1,3 12 F1,1 ◦ F2,2 ◦ F3,3
13 F1,2 ◦ F1,2 ◦ F1,2 14 F1,2 ◦ F1,3 ◦ F1,4 15 F1,2 ◦ F1,3 ◦ F2,3 16 F1,2 ◦G1,2 ◦G1,2
17 F1,2 ◦G1,3 ◦G3,4 18 G1,2 ◦G1,3 ◦G1,4 19 F1,1 ◦ F2,2 ◦ F3,3 ◦ F4,4 20 F1,2 ◦ F1,2 ◦ F1,2 ◦ F1,2
21
F1,1 ◦ F2,3 ◦G1,2
◦G1,3 ◦G22,3 22
G1,2 ◦G1,2 ◦G1,3
◦G2,4 ◦G3,4 ◦G3,4 23 F1,1 ◦ F1,1 ◦ F2,2 24 F1,1 ◦ F1,1 ◦ F2,3
25 F1,1 ◦ F1,2 ◦ F1,2 26 F1,1 ◦ F1,2 ◦ F1,3 27 F1,1 ◦ F2,2 ◦ F3,4 28 F1,1 ◦ F2,3 ◦ F2,4
29 F1,2 ◦ F1,2 ◦ F1,3 30 F1,1 ◦ F1,2 ◦G1,2 31 F1,1 ◦ F1,2 ◦G1,3 32 F1,1 ◦ F2,3 ◦G2,4
33 F1,2 ◦ F1,2 ◦G1,3 34 F1,2 ◦ F1,3 ◦G1,4 35 F1,2 ◦G1,3 ◦G1,3 36 F1,2 ◦G1,3 ◦G1,4
37 G1,2 ◦G1,2 ◦G1,3 38 F1,1 ◦ F1,1 ◦ F2,2◦F2,2 39 F1,2 ◦ F1,2 ◦ F1,3 ◦ F1,3 40 F1,2 ◦ F1,2 ◦ F3,4 ◦ F3,4
41
F1,2 ◦ F1,3 ◦ F2,4
◦F3,4 42
F1,2 ◦ F3,4 ◦G1,3
◦G1,3 ◦G1,3 ◦G2,4 43
F1,2 ◦ F3,4 ◦G1,3
◦G1,3 ◦G1,3 ◦G2,4
◦G2,4 ◦G2,4
44
F1,1 ◦ F2,2 ◦G1,2
◦G1,2
45 F1,1 ◦ F1,2circF2,3 46 F1,1 ◦ F1,2 ◦G2,3 47 F1,1 ◦ F2,3 ◦ F2,3◦F2,3 48
F1,1 ◦ F2,3 ◦ F2,3
◦G1,2
49
F1,1 ◦ F1,2 ◦G2,3
◦G3,4 50
F1,1 ◦ F1,1 ◦ F2,2
◦F3,3 51
F1,1 ◦ F1,1 ◦ F2,3
◦F2,3 52
F1,1 ◦ F1,1 ◦ F2,3
◦F2,4
53
F1,2 ◦ F1,2 ◦ F1,3
◦F1,4 54
F1,2 ◦ F1,2 ◦ F1,3
◦F2,3 55
F1,1 ◦ F1,1 ◦G2,3
◦G2,4 56
F1,2 ◦ F1,2 ◦ F3,4
◦F3,4 ◦G1,3 ◦G2,4
57
F1,1 ◦ F1,1 ◦G2,3
◦G2,3 ◦G2,3 ◦G2,3 58
F1,1 ◦ F2,2 ◦G3,4
◦G3,4 ◦G3,4 ◦G3,4 59
F1,1 ◦ F1,2 ◦ F3,3
◦F3,4 60
F1,2 ◦ F1,2 ◦ F1,3
◦F3,4
61
F1,1 ◦ F1,2 ◦ F2,3
◦G2,4 62
F1,1 ◦ F2,3 ◦G1,2
◦G2,3 63
F1,2 ◦ F1,2 ◦ F1,2
◦F1,2 ◦ F3,4 64
F1,1 ◦ F1,1 ◦ F2,2
◦F2,2 ◦ F3,3 ◦ F3,3
65
F1,2 ◦ F1,2 ◦ F1,2
◦F3,4 ◦ F3,4 ◦ F3,4 66
F1,2 ◦ F1,2 ◦ F1,3
◦F1,3 ◦ F2,3 ◦ F2,3 67
F1,2 ◦ F1,2 ◦ F1,2
◦F1,2 ◦G3,4 ◦G3,4 68
F1,1 ◦ F2,2 ◦ F3,4 ◦G1,3
◦G1,4 ◦G3,4 ◦G3,4
69
F1,1 ◦ F1,2 ◦ F1,2
◦F3,3 70
F1,1 ◦ F1,2 ◦ F2,3
◦F2,3 71
F1,1 ◦ F1,2 ◦G2,3
◦G2,4 72 F1,1 ◦ F1,1 ◦ F2,2 ◦ F2,3
73
F1,1 ◦ F1,2 ◦ F1,3
◦F4,4 74
F1,1 ◦ F1,2 ◦ F2,2
◦F3,4 75
F1,1 ◦ F1,2 ◦ F3,3
◦F4,4 76
F1,1 ◦ F2,3 ◦ F2,3
◦F2,4
77
F1,1 ◦ F1,1 ◦ F2,2
◦G2,3 78
F1,1 ◦ F1,2 ◦ F1,2
◦G2,3 79
F1,1 ◦ F1,2 ◦ F2,3
◦G1,2 80
F1,1 ◦ F1,2 ◦ F3,3
◦G1,4
81
F1,2 ◦ F1,2 ◦ F1,3
◦G1,4 82
F1,2 ◦ F1,2 ◦ F3,4
◦G1,3 83
F1,1 ◦ F2,3 ◦G1,2
◦G1,2 84
F1,1 ◦ F1,1 ◦ F2,2
◦F2,2 ◦ F3,3
85
F1,1 ◦ F1,1 ◦ F2,2
◦F2,2 ◦ F3,4 86
F1,1 ◦ F1,1 ◦ F2,2
◦F3,3 ◦ F4,4 87
F1,1 ◦ F1,1 ◦ F2,3
◦F2,3 ◦ F2,3 88
F1,1 ◦ F1,1 ◦ F2,3
◦F2,4 ◦ F3,4
89
F1,2 ◦ F1,2 ◦ F1,3
◦F1,3 ◦ F2,3 90
F1,2 ◦ F1,2 ◦ F1,3
◦F3,4 ◦ F3,4 91
F1,1 ◦ F1,1 ◦ F2,3
◦G2,3 ◦G2,3 92
F1,1 ◦ F1,2 ◦ F2,3
◦G1,2 ◦G2,3
93
F1,1 ◦ F1,2 ◦ F2,3
◦G1,2 ◦G2,4 94
F1,1 ◦ F1,2 ◦ F2,3
◦G2,3 ◦G3,4 95
F1,1 ◦ F1,2 ◦ F3,3
◦G1,2 ◦G2,3 96
F1,1 ◦ F2,3 ◦ F2,3
◦G1,2 ◦G3,4
97
F1,1 ◦ F1,2 ◦ F1,2
◦F2,3 ◦ F3,3 ◦G2,3 98
F1,1 ◦ F1,2 ◦ F2,3
◦F2,3 ◦ F4,4 ◦G3,4 99
F1,1 ◦ F1,1 ◦ F2,2
◦F2,2 ◦G3,4 ◦G3,4 100
F1,2 ◦ F1,3 ◦ F2,4
◦F3,4 ◦G1,4 ◦G1,4
101
F1,1 ◦ F1,2 ◦ F3,4
◦G2,3 ◦G2,3 ◦G2,3 102
F1,1 ◦ F1,2 ◦G2,3
◦G2,3 ◦G2,3 ◦G3,4 103
G1,2 ◦G1,2 ◦G1,3
◦G1,4 ◦G2,3 ◦G2,4 104
F1,2 ◦ F1,2 ◦ F1,2 ◦G3,4
◦G3,4 ◦G3,4 ◦G3,4
105
F1,2 ◦ F1,3 ◦ F2,4 ◦G1,2
◦G3,4 ◦G3,4 ◦G3,4 106
F1,1 ◦ F1,2 ◦ F3,3
◦G2,3 107
F1,2 ◦ F1,2 ◦ F1,3
◦F2,3 ◦ F3,4 108
F1,2 ◦ F1,3 ◦ F1,4
◦F2,3 ◦ F2,4
109
F1,1 ◦ F1,2 ◦ F2,3
◦F3,4 ◦G2,4 110
F1,2 ◦ F1,3 ◦ F1,4
◦F2,3 ◦G1,4 111
F1,1 ◦ F1,2 ◦ F3,3
◦F3,4 ◦G2,4 ◦G2,4 112
F1,1 ◦ F1,2 ◦ F1,3
◦F2,4
113
F1,1 ◦ F2,2 ◦ F3,4
◦F3,4 ◦ F3,4 ◦ F3,4 114
F1,1 ◦ F1,1 ◦ F2,2
◦F2,2 ◦ F3,3 ◦ F3,3
◦F4,4 ◦ F4,4
115
F1,2 ◦ F1,2 ◦ F1,2
◦F1,2 ◦ F3,4 ◦ F3,4
◦F3,4 ◦ F3,4
116
F1,1 ◦ F1,2 ◦ F2,3
◦F2,3 ◦ F3,4 ◦ F4,4
◦G1,3 ◦G2,4
117
F1,2 ◦ F1,2 ◦ F1,2
◦F1,2 ◦G3,4 ◦G3,4
◦G3,4 ◦G3,4
118
F1,1 ◦ F1,2 ◦ F2,3
◦G3,4 119
F1,1 ◦ F2,2 ◦ F3,4
◦G1,3 120
F1,1 ◦ F2,2 ◦G1,3
◦G3,4
121
F1,1 ◦ F1,1 ◦ F2,2
◦F2,3 ◦ F2,3 122
F1,1 ◦ F1,1 ◦ F2,2
◦F2,3 ◦ F2,4 123
F1,1 ◦ F1,2 ◦ F1,2
◦F2,2 ◦ F3,3 124
F1,1 ◦ F1,2 ◦ F1,2
◦F2,2 ◦ F3,4
125
F1,1 ◦ F1,2 ◦ F1,2
◦F3,3 ◦ F4,4 126 F
2
1,1F2,2F2,3G2,3 127
F1,1F1,2F2,3F3,4
·G1,4 128
F1,1F 21,2F2,3F3,4
·G2,4
129
F1,1 ◦ F1,2 ◦ F2,3
◦F2,3 ◦ F4,4 ◦G1,2 130
F1,1 ◦ F1,2 ◦ F2,3
◦F2,3 ◦ F3,4 ◦ F4,4
◦G1,2 ◦G3,4
131
F1,1 ◦ F1,1 ◦ F2,2
◦F2,2 ◦G3,4 ◦G3,4
◦G3,4 ◦G3,4
132
F1,1 ◦ F1,1 ◦ F2,3
◦F2,3 ◦ F2,4
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Table 5: The construction formulas of Euclidean differential invariants in DILI(4,4). (Continued)
No GF No GF No GF No GF
133
F1,1 ◦ F1,2 ◦ F1,2
◦F3,4 ◦ F3,4 134
F1,1 ◦ F1,2 ◦ F2,2
◦F3,3 ◦ F4,4 135
F1,1 ◦ F1,2 ◦ F3,4
◦F3,4 ◦G1,2 136
F1,1 ◦ F1,1 ◦ F2,2
◦F2,2 ◦ F3,3 ◦ F4,4
137
F1,1 ◦ F1,1 ◦ F2,3
◦F2,3 ◦ F2,4 ◦ F2,4 138
F1,1 ◦ F1,1 ◦ F2,3
◦F2,4 ◦G3,4 ◦G3,4 139
F1,2 ◦ F1,2 ◦ F1,3
◦F1,4 ◦G2,3 ◦G3,4 140
F1,2 ◦ F1,2 ◦ F1,3
◦F3,4 ◦G1,4 ◦G2,3
141
F1,2 ◦ F1,2 ◦ F1,3
◦F3,4 ◦G2,3 ◦G2,3 142
F1,2 ◦ F1,2 ◦ F1,3
◦G2,3 ◦G2,3 ◦G3,4 143
F1,1 ◦ F1,1 ◦G2,3
◦G2,3 ◦G2,4 ◦G2,4 144
F1,1 ◦ F1,1 ◦G2,3
◦G2,3 ◦G2,4 ◦G3,4
145
F1,2 ◦ F1,2 ◦G1,3
◦G1,4 ◦G3,4 ◦G3,4 146
F1,2 ◦G1,3 ◦G1,3
◦G1,4 ◦G3,4 ◦G3,4 147
G1,2 ◦G1,2 ◦G1,3
◦G1,3 ◦G2,3 ◦G2,4 148
F1,1 ◦ F1,2 ◦ F1,3
◦F2,4 ◦G3,4 ◦G3,4
◦G3,4
149
F1,1 ◦ F1,1 ◦ F2,2
◦G3,4 ◦G3,4 ◦G3,4
◦G3,4
150
F1,1 ◦ F1,2 ◦ F1,2
◦G3,4 ◦G3,4 ◦G3,4
◦G3,4
151
F1,1 ◦ F1,2 ◦ F1,2
◦F2,3 ◦ F3,3 152
F1,1 ◦ F1,2 ◦ F2,3
◦F2,3 ◦ F4,4
153
F1,2 ◦ F1,2 ◦ F1,3
◦F2,4 ◦G1,4 154
F1,1 ◦ F2,3 ◦ F2,3
◦G1,4 ◦G2,4 155
F1,1 ◦ F2,3 ◦ F2,4
◦G1,3 ◦G2,4 156
F1,1 ◦ F1,2 ◦ F3,4
◦F3,4 ◦ F3,4 ◦ F3,4
157
F1,2 ◦ F1,2 ◦ F1,3
◦F1,3 ◦ F2,4 ◦ F3,4 158
F1,1 ◦ F2,3 ◦ F2,3
◦F2,3 ◦ F2,3 ◦G1,4 159
F1,2 ◦ F1,2 ◦ F1,3
◦F1,3 ◦G2,4 ◦G3,4 160
F1,2 ◦ F1,3 ◦G2,4
◦G2,4 ◦G3,4 ◦G3,4
161
G1,2 ◦G1,2 ◦G1,3
◦G1,3 ◦G2,4 ◦G3,4 162
F1,1 ◦ F1,1 ◦ F2,2
◦F2,2 ◦ F3,3 ◦ F3,3 ◦ F4,4 163
F1,1 ◦ F2,3 ◦ F2,3 ◦ F2,4
◦F2,4 ◦ F3,4 ◦ F3,4 164
F1,2 ◦ F1,2 ◦ F1,2
◦F1,2 ◦ F3,4 ◦ F3,4
◦F3,4
165
F1,2 ◦ F1,2 ◦ F1,2
◦F1,3 ◦ F3,4 ◦ F3,4
◦F3,4
166
F1,2 ◦ F1,2 ◦ F1,2
◦F1,2 ◦ F3,4 ◦G3,4
◦G3,4
167
F1,1 ◦ F1,2 ◦ F2,3
◦F3,4 ◦ F3,4 ◦G1,3 168
F1,1 ◦ F1,1 ◦ F2,2
◦F2,3 ◦ F3,4
169
F1,1 ◦ F1,1 ◦ F2,2
◦F2,3 ◦ F4,4 170
F1,1 ◦ F1,2 ◦ F1,2
◦F2,3 ◦ F3,4 171
F1,1 ◦ F1,2 ◦ F1,2
◦F2,3 ◦ F4,4 172
F1,1 ◦ F1,2 ◦ F1,2
◦F3,3 ◦ F3,4
173
F1,1 ◦ F1,2 ◦ F1,3
◦F2,4 ◦ F2,4 174
F1,1 ◦ F1,2 ◦ F2,3
◦F2,3 ◦ F2,4 175
F1,1 ◦ F1,1 ◦ F2,2
◦F2,3 ◦G3,4 176
F1,1 ◦ F1,1 ◦ F2,2
◦F3,3 ◦G2,4
177
F1,2 ◦ F1,2 ◦ F1,3
◦F3,4 ◦G1,2 178
F1,2 ◦ F1,2 ◦ F1,3
◦F3,4 ◦G1,3 179
F1,1 ◦ F1,2 ◦ F1,3
◦G2,4 ◦G2,4 180
F1,1 ◦ F1,1 ◦ F2,2
◦F2,2 ◦ F3,3 ◦ F3,4
181
F1,1 ◦ F1,1 ◦ F2,2
◦F3,4 ◦ F3,4 ◦ F3,4 182
F1,1 ◦ F1,1 ◦ F2,3
◦F2,3 ◦ F2,3 ◦ F2,4 183
F1,1 ◦ F1,2 ◦ F1,2
◦F3,4 ◦ F3,4 ◦ F3,4 184
F1,2 ◦ F1,2 ◦ F1,2
◦F1,3 ◦ F2,3 ◦ F3,4
185
F1,1 ◦ F1,1 ◦ F2,2
◦F2,2 ◦ F3,3 ◦G3,4 186
F1,1 ◦ F1,1 ◦ F2,2
◦F3,4 ◦ F3,4 ◦G2,3 187
F1,1 ◦ F1,1 ◦ F2,3
◦F2,3 ◦ F2,3 ◦G2,4 188
F1,1 ◦ F1,2 ◦ F1,2
◦F2,3 ◦ F3,4 ◦G2,3
189
F1,1 ◦ F1,2 ◦ F1,2
◦F3,3 ◦ F4,4 ◦G2,3 190
F1,1 ◦ F1,2 ◦ F1,2
◦F3,4 ◦ F3,4 ◦G2,3 191
F1,1 ◦ F1,2 ◦ F2,3
◦F2,3 ◦ F3,4 ◦G1,2 192
F1,1 ◦ F1,2 ◦ F3,4
◦F3,4 ◦ F3,4 ◦G1,2
193
F1,1 ◦ F2,3 ◦ F2,3
◦F2,4 ◦ F2,4 ◦G1,3 194
F1,2 ◦ F1,2 ◦ F1,2
◦F1,3 ◦ F2,3 ◦G3,4 195
F1,2 ◦ F1,2 ◦ F1,2
◦F3,4 ◦ F3,4 ◦G1,3 196
F1,1 ◦ F1,2 ◦ F1,2
◦F2,3 ◦G2,3 ◦G3,4
197
F1,1 ◦ F1,2 ◦ F2,3
◦F2,3 ◦G1,2 ◦G3,4 198
F1,2 ◦ F1,2 ◦ F1,2
◦G1,3 ◦G3,4 ◦G3,4 199
F1,2 ◦ F1,2 ◦ F1,3
◦G3,4 ◦G3,4 ◦G3,4 200
F1,2 ◦G1,3 ◦G1,3
◦G1,3 ◦G2,4 ◦G2,4
201
F1,1 ◦ F1,1 ◦ F2,2
◦F2,2 ◦ F3,4 ◦ F3,4
◦F3,4
202
F1,1 ◦ F1,2 ◦ F1,2
◦F2,3 ◦ F2,3 ◦ F4,4
◦G3,4
203
F1,1 ◦ F1,2 ◦ F1,2
◦F2,3 ◦ F3,3 ◦ F4,4
◦G2,3
204
F1,1 ◦ F1,2 ◦ F1,3
◦F2,3 ◦ F2,4 ◦ F2,4
◦G3,4
205
F1,1 ◦ F1,1 ◦ F2,2
◦F2,2 ◦ F3,4 ◦G3,4
◦G3,4
206
F1,1 ◦ F1,2 ◦ F1,2
◦F2,3 ◦ F4,4 ◦G2,3
◦G3,4
207
F1,1 ◦ F1,2 ◦ F2,3
◦F2,3 ◦ F4,4 ◦G1,2
◦G3,4
208
F1,2 ◦ F1,2 ◦ F1,3
◦F2,4 ◦ F3,4 ◦G1,4
◦G3,4
209
F1,2 ◦ F1,2 ◦ F1,2
◦G1,3 ◦G3,4 ◦G3,4
◦G3,4
210
F1,1 ◦ F1,2 ◦ F1,3
◦F2,3 ◦ F2,4 ◦G2,4 211
F1,1 ◦ F1,2 ◦ F1,2
◦F2,3 ◦ F3,4 ◦ F3,4
◦G2,3
212
F1,1 ◦ F1,2 ◦ F2,3
◦F2,3 ◦ F3,4 ◦ F3,4
◦G1,2
213
F1,2 ◦ F1,2 ◦ F1,2
◦F1,3 ◦G3,4 ◦G3,4
◦G3,4
214
F1,1 ◦ F1,1 ◦ F2,2
◦F2,3 ◦ F2,3 ◦ F3,4
◦F4,4 ◦G3,4
215
F1,1 ◦ F1,1 ◦ F2,3
◦F2,3 ◦ F2,4 ◦ F3,4 216
F1,2 ◦ F1,2 ◦ F1,3
◦F1,4 ◦ F3,4 ◦ F3,4
217
F1,2 ◦ F1,2 ◦ F1,2
◦F1,3 ◦ F3,4 ◦G3,4 218
F1,1 ◦ F1,2 ◦ F1,2
◦F2,3 ◦ F3,4 ◦ F3,4
◦G2,4
219
F1,1 ◦ F1,2 ◦ F2,3
◦F2,3 ◦ F3,4 ◦ F4,4
◦G1,2
220
F1,1 ◦ F1,2 ◦ F1,3
◦F2,4 ◦ F3,4 ◦G2,3
◦G2,3
221
F1,2 ◦ F1,2 ◦ F1,3
◦F1,4 ◦ F2,3 ◦G2,3
◦G3,4
222
F1,2 ◦ F1,2 ◦ F1,3
◦F2,4 ◦ F3,4 ◦G1,4
◦G2,3
223
F1,2 ◦ F1,2 ◦ F1,3
◦F3,4 ◦ F3,4 ◦G1,4
◦G2,3
224
F1,1 ◦ F1,1 ◦ F2,2
◦F2,3 ◦ F3,4 ◦G3,4
225
F1,1 ◦ F1,1 ◦ F2,2
◦F2,2 ◦ F3,3 ◦ F3,4
◦F3,4
226
F1,1 ◦ F1,2 ◦ F2,2
◦F3,4 ◦ F3,4 ◦ F3,4
◦G1,3
227
F1,1 ◦ F1,2 ◦ F3,4
◦F3,4 ◦ F3,4 ◦ F3,4
◦G1,2
228
F1,1 ◦ F1,2 ◦ F3,3
◦F3,4 ◦G1,4
229
F1,1 ◦ F1,2 ◦ F3,3
◦F4,4 ◦G1,3 230
F1,1 ◦ F1,2 ◦ F1,2
◦F2,3 ◦ F3,4 ◦ F3,4
◦G3,4
/ / / /
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Table 6: The polynomial relations of Euclidean differential invariants in DIsLI(4,4).
Polynomial Relation Polynomial Relation
DI5 = DI21 DI7 = DI
2
2
DI8 = DI1DI2 −DI6 DI12 = DI31
DI15 = DI31 − 32DI1DI3 DI17 = −12DI2DI3
DI19 = DI41 DI23 = DI1DI4
DI24 = DI2DI4 DI27 = DI21DI2
DI28 = DI1DI6 DI32 = DI1DI11
DI34 = DI2DI10 −DI18 DI35 = DI1DI9 −DI29
DI36 = DI2DI9 −DI14 DI37 = DI1DI10 −DI33
DI38 = DI24 DI40 = DI
2
3 +DI
2
1 (DI
2
1 − 2DI3)
DI41 = DI21 (DI
2
1 − 2DI3) + 12DI3 DI42 = 12DI3(2DI44 +DI20 −DI24 )
DI43 = 2DI44(DI44 −DI24 ) +DI20(2DI44 + 12DI20
−DI24 ) + 12DI44
DI47 = DI1DI13
DI49 = −12DI3DI9 DI50 = DI21DI4
DI51 = DI4DI5 −DI3DI4 DI52 = DI4DI6
DI55 = DI4(DI1DI2 −DI6) DI56 = DI216 −DI22
DI57 = DI4(DI20 + 2DI44 −DI24 ) DI58 = DI21 (2DI44 +DI20 −DI24 )
DI59 = DI29 DI63 = DI2DI20
DI64 = DI34 DI65 = DI
2
13
DI66 =
1
2
DI4(3DI20 −DI24 ) + 32DI21 DI67 = DI3DI20
DI68 = DI1DI21 DI69 = DI1DI25
DI70 =
1
2
DI1DI16 +DI54 DI72 = DI4DI9
DI73 = DI1DI26 DI74 = DI29 +DI
2
10
DI75 = DI21DI9 DI76 = DI1DI29
DI77 = DI4DI10 DI84 = DI24DI1
DI85 = DI24DI2 DI86 = DI
3
1DI4
DI87 = DI4DI13 DI88 = DI1DI4(DI21 − 32DI3)
DI91 = DI4DI16 DI94 = −12DI9DI16
DI99 = DI24DI3
DI100 =
1
4
DI21 (DI
2
4 −DI44 −DI20) + 14DI4(2DI1DI25
−DI4DI3 − 2DI39)−DI1DI92 − 12DI230
DI101 =
1
2
DI10(2DI44 +DI20 −DI24 ) DI102 = 12DI9(DI24 −DI20 − 2DI44)
DI103 =
1
4
DI21 (DI
2
4 −DI44 −DI20) + 14DI4(2DI1DI25
−DI4DI3 − 2DI39) +DI1DI92 − 12DI230
DI104 = DI13(2DI44 +DI20 −DI24 )
DI105 =
1
2
DI16(2DI44 −DI24 +DI20) DI107 = DI96 − 12DI9(DI16 − 2DI13)
DI108 = DI90 − 12DI3DI16 DI109 = −DI1(DI48 +DI106)
DI111 =
1
2
DI16(2DI13 + 3DI16)−DI22 DI112 = 12DI2DI25 + 12DI1DI26 − 12DI4(DI1DI2 −DI6)
DI113 = DI21DI20 DI114 = DI
4
4
DI115 = DI220 DI116 =
1
2
DI4DI21
DI117 = DI20(2DI44 +DI20 −DI24 ) DI120 = DI1(DI45 −DI1DI9)
DI121 = DI4DI25 DI122 = DI4DI26
DI123 = DI1(DI24 −DI44) DI124 = DI2(DI24 −DI44)
DI125 = DI21DI25 DI126 = DI4DI30
DI127 = DI30(DI21 − 12DI3) DI129 = DI1DI4DI30 −DI128
DI130 =
1
2
DI44(DI44 −DI24 +DI20) + 12DI4DI21 DI131 = DI24 (2DI44 +DI20 −DI24 )
DI132 = DI4DI29 DI133 = DI25(DI21 −DI3)
DI134 = DI21 (DI13 +DI16) DI135 = DI30(DI
2
1 −DI3)
DI136 = DI21DI
2
4 DI137 = DI4DI39
DI138 = DI4(
1
2
DI1DI16 −DI62) DI140 = DI139 + 12DI1(DI4DI16 − 2DI95)
DI143 = DI21 (DI
2
4 −DI44) +DI3(2DI44 −DI24 )
+DI4DI39 − 2DI225 − 2DI230
DI144 = DI4(DI62 +
1
2
DI1DI16)
DI145 = DI16DI25 + 2DI139 DI149 = DI1DI4(2DI44 +DI20 −DI24 )
DI150 = DI25(2DI44 +DI20 −DI24 ) DI152 = DI1(DI54 + 12DI1DI16)
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Table 7: The polynomial relations of Euclidean differential invariants in DIsLI(4,4). (Continued)
Polynomial Relation Polynomial Relation
DI155 = DI154 − 12DI3(DI13 +DI16) DI156 = DI9DI20
DI158 = DI10DI20 DI159 = DI1DI89 −DI157
DI161 = −DI160 +DI1(DI4DI16 +DI89 +DI4DI13 − 2DI151) DI162 = DI1DI34
DI163 =
1
2
DI1(3DI4DI20 + 3DI21 −DI34 ) DI164 = DI13DI20
DI166 = DI16DI20 DI168 = DI4DI45
DI169 = DI1DI4DI9 DI171 = DI1(DI4DI9 −DI83)
DI172 = DI9DI25 DI175 = DI4DI46
DI176 = DI1DI4DI10
DI179 = DI10DI30 +DI4(DI45 −DI29)
+DI1(DI4DI9 −DI83)− 2DI170
+DI173
DI180 = DI2( 4)DI9 DI181 = DI1DI4DI13
DI183 = DI13DI25 DI185 = DI24DI10
DI186 = DI4DI48 DI190 =
1
2
(DI16DI30 +DI4DI48 +DI189)
DI191 = DI4DI79 −DI188 DI192 = DI13DI30
DI194 =
1
2
(−DI142 −DI146 −DI188 +DI4(2DI78
+DI79) +DI10(DI20 −DI24 ))
DI197 = −DI141 +DI147 − 2DI184 +DI9DI20
+DI4(DI4DI9 − 2DI83)
DI201 = DI24DI13 DI203 = DI1DI97
DI205 = DI24DI16 DI207 = DI4DI95 −DI206
DI210 = DI25DI30 −DI167 DI212 = 2DI148 +DI211 −DI1DI97 −DI30DI44
DI214 = DI4DI97 DI215 = DI4DI54
DI221 =
1
4
DI1DI21 +
1
2
DI25(DI44 +DI20 −DI24 )
DI222 = −23DI209 +DI4(DI151 −DI89)
− 1
6
DI13(DI44 −DI20 +DI24 )
+ 1
2
DI16(DI44 − 2DI24 +DI20)
DI223 = −16DI13(2DI44 +DI20 −DI24 )
+DI16(DI44 −DI24 +DI20)−DI4DI89
+DI165 + 2DI208 − 43DI209
DI224 = −DI4(DI48 +DI106)
DI225 = DI24DI25 DI227 = DI20DI30
Each point (xk, yk, zk) is used at least one time by
Fip,jp,zp and G(rq, sq, tq).
In fact, we can find the relationDI(F ) = C·DI ′(H),
when g belongs to 3D Euclidean, similarity and affine
transformation group. The constant C is determined by
the parameters of g. DI
′
(H) is constructed by:
DI
′
(H) =(F
′
iP ,jP ,kP ◦ ... ◦ F
′
ip,jp,kp ◦ ... ◦ F
′
i1,j1,k1
◦G′rQ,sQ,tQ ◦ ... ◦G
′
rq,sq,tq ◦ ... ◦G
′
r1,s1,t1 , H)
(57)
where H = f(u1, v1, w1) ·f(u2, v2.w2) · ... ·f(un, vn, wn)
and:
F
′
i,j,k =
∂2
∂ui∂uj
+
∂2
∂vi∂vj
+
∂2
∂wi∂wj
G
′
i,j,k =
∂3
∂ui∂vj∂wk
− ∂
3
∂ui∂vk∂wj
− ∂
3
∂uj∂vi∂wk
+
∂3
∂uj∂vk∂wi
+
∂3
∂uk∂vi∂wj
− ∂
3
∂uk∂vj∂wi
(58)
Similar to the proof of the Theorem 2, this relation
can also be proved by using the chain’s rule for the
compound function and the linearity of differential op-
erators Fi,j,k and Gi,j,k. Based on DI(F ), DI(f), the
differential invariant of f(x, y), can be obtained by set-
ting x1 = x2 = ... = xn = x, y1 = y2 = ... = yn = y
and z1 = z2 = ... = zn = z.
5 Experiment and Discussions
In this section, we conduct some experiments to eval-
uate the performance of image Euclidean differential
invariants generated in Sect.4.3. First, when we use
the derivatives of 2D Gaussian function to estimate im-
age partial derivatives, the relation between Euclidean
differential invariants and Gaussian-Hermite moment
invariants is proposed. Then, the classification exper-
iments are carried out on eight synthetic databases.
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Table 8: Twelve independent sets of Euclidean differential invariants when setting different values of O,D, I.
(O,D) I=LI I=IR I=FI
(3, 3)
DI1 ∼ DI3, DI5, DI6, DI8 ∼ DI13
, DI15, DI16, DI29, DI33, DI35, DI37
, DI45 ∼ DI48, DI54, DI62, DI70, DI106
DI1 ∼ DI3, DI6, DI9 ∼ DI11,
DI13, DI16, DI29, DI33, DI45, DI46,
DI48, DI54, DI62, DI106
DI1 ∼ DI3, DI6, DI9,
DI10, DI13, DI29
(3, 4)
DI1 ∼ DI3, DI5 ∼ DI19, DI22, DI27
∼ DI29, DI32 ∼ DI37, DI40, DI41, DI45
∼ DI49, DI54, DI56, DI59 ∼ DI62, DI65
, DI70, DI71, DI74 ∼ DI76, DI82, DI90
, DI94, DI96, DI98, DI106 ∼ DI109, DI111
, DI118 ∼ DI120, DI134, DI152, DI154
, DI155
DI1 ∼ DI3, DI6, DI9 ∼ DI11
, DI13, DI14, DI16, DI18, DI22
, DI29, DI33, DI45, DI46, DI48
, DI54, DI60 ∼ DI62, DI71, DI82
, DI90, DI96, DI98, DI106, DI118
, DI119, DI154
DI1 ∼ DI3, DI6, DI9
, DI10, DI13, DI29
(4, 3)
DI1 ∼ DI6, DI8 ∼ DI13, DI15, DI16
, DI20, DI21, DI23 ∼ DI26, DI29 ∼ DI31
, DI33, DI37 ∼ DI39, DI44 ∼ DI48
DI50, DI51, DI54, DI57, DI62, DI64, DI66
DI69, DI70, DI72, DI77 ∼ DI79, DI83,
DI84, DI87, DI89, DI91, DI92, DI95, DI97
, DI106, DI121, DI123, DI126, DI151
DI1 ∼ DI4, DI6, DI9 ∼ DI11
, DI13, DI16, DI20, DI21, DI25,
DI26, DI29 ∼ DI31, DI33, DI39,
DI44 ∼ DI46, DI48, DI54, DI62
, DI78, DI79, DI83, DI89, DI92,
DI95, DI97, DI106, DI151
DI1 ∼ DI4, DI6, DI9
, DI10, DI13, DI20, DI21
, DI25, DI29, DI30
(4, 4) DI1 ∼ DI230
DI1 ∼ DI4, DI6, DI9 ∼ DI11
, DI13, DI14, DI16, DI18, DI20
∼ DI22, DI25, DI26, DI29 ∼ DI31
, DI33, DI39, DI44 ∼ DI46, DI48,
DI53, DI54, DI60 ∼ DI62, DI71,
DI78, DI80 ∼ DI83, DI89, DI90
, DI92, DI93, DI95 ∼ DI98, DI106
, DI110, DI118, DI119, DI128, DI139
, DI141, DI142, DI146 ∼ DI148,
DI151, DI153, DI154, DI157, DI160
, DI165, DI167, DI170, DI173, DI174
, DI177, DI178, DI182, DI184, DI187
∼ DI189, DI193, DI195, DI196, DI198
∼ DI200, DI202, DI204, DI206, DI208
, DI209, DI211, DI213, DI216 ∼
DI220, DI226, DI228 ∼ DI230
DI1 ∼ DI4, DI6, DI9
, DI10, DI13, DI20, DI21
, DI25, DI29, DI30
Table 9: The number of differential invariants in
DIsI(O,D) where O,D ∈ {3, 4} and I ∈ {LI, IR, FI}.
Set Number Set Number
DIsLI(4,4) 230 DIs
IR
(4,4) 96
DIsFI(4,4) 13 DIs
LI
(4,3) 59
DIsIR(4,3) 34 DIs
FI
(4,3) 13
DIsLI(3,4) 64 DIs
IR
(3,4) 30
DIsFI(3,4) 8 DIs
LI
(3,3) 25
DIsIR(3,3) 17 DIs
FI
(3,3) 8
Based on the results, we analyse the effect of various
factors on the performance of them in detail. Finally,
image patch verification and texture classification ex-
periments are performed on popular real databases. We
find that image differential invariants have better per-
formance than some famous handcrafted features in
most cases.
5.1 The Relation between Image Differential
Invariants and Gaussian-Hermite Moment Invariants
As mentioned in Sect.2.2, we have to use Eq.(6) to esti-
mate the numerical value of ∂
i+jf
∂xi∂yj at the point (x0, y0)
because the image f(x, y) : Ω ⊂ N+ × N+ → R is
a discrete function. We find the relation between the
derivatives of G(x, y;σ) = 12piσ2 e
− (x−x0)2+(y−y0)2
2σ2 and
Gaussian-Hermite polynomials Hˆi(x−x0;σ)Hˆj(y−y0;σ)
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Table 10: The explicit representations of Euclidean differential invariants in DIIR(4,3).
No Expression No Expression
DI1 f20 + f02 DI2 f40 + 2f22 + f04
DI3 f210 + f
2
01 DI4 2f02f20 − 2f11
DI6 f01f03 + f01f21 + f10f12 + f10f30 DI9 f01f12 + f01f30 − f10f03 − f10f21
DI10 f203 + 3f
2
12 + 3f
2
21 + f
2
30 DI11 2f03f21 − 2f212 + 2f12f30 − 2f221
DI13 f204 + 4f
2
13 + 6f
2
22 + 4f
2
31 + f
2
40 DI16 f02f04 + f02f22 + 2f11f13 + 2f11f31 + f20f22 + f20f40
DI20
f02f13 + f02f31 − f04f11 + f40f11 − f13f20
−f20f31 DI21
2f04f22 + 2f04f40 − 2f213 − 4f13f31 + 2f222 + 2f22f40
−2f231
DI25 f201f02 + 2f01f10f11 + f
2
10f20 DI26 f
2
01f11 − f01f02f10 + f01f10f20 − f210f11
DI29
4f04f22f40 − 4f04f231 − 4f213f40
+8f13f22f31 − 4f322
DI30
f201f04 + f
2
01f22 + 2f01f10f13 + 2f01f10f31 + f
2
10f22
+f210f40
DI31
f01f02f03 + 2f01f11f12 + f01f20f21
+f02f10f12 + 2f10f11f21 + f10f20f30
DI33
f201f13 + f
2
01f31 − f01f04f10 + f01f10f40 − f210f13
−f210f31
DI39
f01f02f12 + 2f01f11f21 + f01f20f30
−f02f03f10 − 2f10f11f12 − f10f20f21 DI44
f202f04 + 4f02f11f13 + 2f02f20f22 + 4f
2
11f22
+4f11f20f31 + f220f40
DI45
f01f02f03 + f01f02f21 + f01f11f12
+f01f11f30 + f03f10f11 + f10f11f21
+f10f12f20 + f10f20f30
DI46
f01f03f11 + f01f11f21 + f01f12f20 + f01f20f30
−f02f03f10 − f02f10f21 − f10f11f12 − f10f11f30
DI48
f02f03f30 − f02f12f21 − 2f03f11f21
−f03f20f30 + 2f11f212 + 2f11f12f30
−2f11f221 + f12f20f21
DI54
f02f203 + 2f02f
2
12 + f02f
2
21 + 2f03f11f12
+4f11f12f21 + 2f11f21f30 + f212f20 + 2f20f
2
21 + f20f
2
30
DI62
−f02f03f21 + f02f212 + f02f12f30 − f02f221
−2f03f11f30 + f03f20f21 + 2f11f12f21
−f212f20 − f12f20f30 + f20f221
DI78
f01f04f12 + f01f12f22 + 2f01f13f21 + 2f01f21f31
+f01f22f30 + f01f30f40 − f03f04f10 − f03f10f22
−2f10f12f13 − 2f10f12f31 − f10f21f22 − f10f21f40
DI79
f01f03f13 + f01f03f31 − f01f04f12 + f01f12f40
−f01f13f21 − f01f21f31 − f04f10f21
+f10f12f13 + f10f12f31 − f10f13f30
+f10f21f40
DI83
f01f03f22 + f01f03f40 + f01f04f21 − 2f01f12f13
−2f01f12f31 + f01f21f22 + f04f10f30 + f10f12f22
+f10f12f40 − 2f10f13f21 − 2f10f21f31 + f10f22f30
DI89
f203f04 + 4f03f12f13 + 2f03f21f22 + f04f
2
12
+4f212f22 + 4f12f13f21 + 4f12f21f31
+2f12f22f30 + 4f221f22 + f
2
21f40 + 4f21f30f31
+f230f40
DI92
−f02f04f22 + f02f213 + f02f22f40 − f02f231
−2f04f11f31 + f04f20f22 + 2f11f13f22 − 2f11f13f40
+2f11f22f31 − f213f20 − f20f22f40 + f20f231
DI95
−f03f04f21 − 2f03f13f30 + f03f21f40
−2f03f30f31 + f04f212 + f04f12f30 − f04f221
−f212f40 + 2f12f13f21 + 2f12f21f31
−f12f30f40 + f221f40
DI97
−f204f31 + 3f04f13f22 − f04f13f40 + 3f04f22f31
+f04f31f40 − 2f213 − 2f213f31 − 3f13f22f40 + 2f13f231
+f13f240 − 3f22f31 + 2f231
DI106
−f02f03f12 − f02f03f30 − f02f12f21
−f02f21f30 + f203f11 + 2f03f11f21 + f03f12f20
+f03f20f30 − f11f212 − 2f11f12f30 + f11f221
DI151
f203f04 + f
2
03f22 + f03f04f21 + 2f03f12f13
+2f03f12f31 + 2f03f21f22 + f03f21f40 + f04f212
+f04f12f30 + f212f22 + 4f12f13f21 + 4f12f21f31
+2f12f22f30 + f12f30f40 + 2f13f21f30 + f221f22
+f221f40 + 2f21f30f31 + f22f
2
30 + f
2
30f40
defined by Eq.(15) in Sect.2.5:
∂i+jG(x, y; σ√
2
)
∂xi∂yj
=
1
piσ2
(
−1
σ
)i+jHi(
x− x0
σ
)Hj(
y − y0
σ
)e−
(x−x0)2+(y−y0)2
σ2
=
1√
piσ
(2i+ji!j!)
1
2 (
−1
σ
)i+jHˆi(x− x0;σ)Hˆj(y − y0;σ)
· e (x−x0)
2+(y−y0)2
σ2
(59)
When setting x0=y0=33, σ = 12, i, j ∈ {0, 1, 2, 3, 4}
and 1 ≤ (i+j) ≤ 4, we can find the images of ∂
i+jG(x,y; σ√
2
)
∂xi∂yj
and Hˆi(x− x0;σ)Hˆj(y − y0;σ) are very similar, which
are shown in Fig. 2a and Fig. 2b. Note that the size of
each image is 65×65 and the coordinate origin is at the
upper left corner. In fact, the difference between them
is entirely caused by e−
(x−x20)+(y−y0)2
σ2 .
Therefore, we have reason to think that Lij(x0, y0;
σ√
2
)
and ξfij(x0, y0;σ) extract almost the same information
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(a) The images of
∂i+jG(x,y; σ√
2
)
∂xi∂yj
. (b) The images of Hˆi(x− x0;σ)Hˆj(y − y0;σ).
Fig. 2: The Relation between
∂i+jG(x,y; σ√
2
)
∂xi∂yj and Hˆi(x− x0;σ)Hˆj(y − y0;σ) when i, j ∈ N+, 1 ≤ (i+ j) ≤ 4.
about the image, where
Lij(x0, y0;
σ√
2
) = f ~A
∂i+jG(x, y; σ√
2
)
∂xi∂yj
= A
y=M∑
y=1
x=N∑
x=1
∂i+jG(x, y; σ√
2
)
∂xi∂yj
f
′
(x, y)
ξfij(x0, y0;σ) =
y=M∑
y=1
x=N∑
x=1
Hˆi(x− x0;σ)Hˆj(y − y0;σ)
· f(x, y)
(60)
where A is a constant and f(x, y) can be transformed
to f
′
(x, y) by horizontal and vertical flipping. In fact,
using the symmetry of
∂i+jG(x,y; σ√
2
)
∂xi∂yj , we have
Lij(x0, y0;
σ√
2
)
= (−1)i+jA
y=M∑
y=1
x=N∑
x=1
∂i+jG(x, y; σ√
2
)
∂xi∂yj
f(x, y)
= C
y=M∑
y=1
x=N∑
x=1
Hˆi(x− x0;σ)Hˆj(y − y0;σ)e−
(x−x20)+(y−y0)2
σ2
· f(x, y)
(61)
where C is also a constant. Thus, when σ is relatively
large,
Lij(x0, y0;
σ√
2
) ≈ ξfij(x0, y0;σ). (62)
Recently, Yang and Flusser et al. (2011; 2013) found
that the steerability of n order Gaussian-Hermite mo-
ments after 2D Euclidean transform is the same as
that of n order central moments, which means image
Gaussian-Hermite moment invariants can be generated
by replacing central moments ηfij in geometric moment
invariants with ξfij . As mentioned in Sect.2.5, Li et al.
also used this method to construct image differential
invariants. This indicates the isomorphism between dif-
ferential invariants and Gaussian-Hermite moment in-
variants under 2D Euclidean transform also exists.
Based on this property and Eq.(62), image Gaussian-
Hermite moment invariants can be regarded as differ-
ential invariants of discrete images when σ is large.
5.2 The Stability and Discriminability of Euclidean
Differential Invariants
In order to evaluate the performance of Euclidean dif-
ferential invariants, some synthesized databases are con-
structed. As shown in Fig. 3a, we select one image
f(x, y) from the USC-SIPI texture database (https://
sipi.usc.edu/database.php?volume=textures) and
change its size to 512 × 512. As stated above, the co-
ordinate system of (x, y) is located in the top left cor-
ner. Then, we choose 64 points (xk1 , yk2) in the do-
main of f(x, y) and crop the image patch fk1,k2(x, y)
in the 65 × 65 neighborhood of each point (xk1 , yk2),
where xk1=64(k1 − 1) + 33, yk2=64(k2 − 1) + 33 and
k1, k2 ∈ {1, 2, ..., 8}. These image patches are shown in
Fig. 3b. Finally, each patch fk1,k2(x, y) is transformed
to hik1,k2(u, v) using the intensity affine transformation
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(a) The Original image. (b) The image patch in the 65× 65 neighborhood of each point (xk1 , yk2).
Fig. 3: The process to construct the synthesized database 1.
hik1,k2(u, v) = a
i
k1,k2
fk1,k2(x, y)+b
i
k1,k2
and 2D rotation
Rik1,k2 , where a
i
k1,k2
, bik1,k2 and R
i
k1,k2
are generated
randomly, i ∈ {1, 2, ..., 60}. This yields 64 · 60=3840
images in the synthesized database 1.
In addition to intensity affine transform and 2D ro-
tation, we define five image transforms in Table. 11 to
simulate various noises. For each point (xk1 , yk2), we
translate it to (xik1 , y
i
k2
) = (xik1 + tx
i
k1,k2
, yik2 + ty
i
k1,k2
),
where i ∈ {1, 2, ..., 60}. The image patch f ik1,k2(x, y) in
65sik1,k2×65sik1,k2 neighborhood of (xik1 , yik2) is cropped,
where sik1,k2 is the scaling factor. Then, f
i
k1,k2
(x, y) is
transformed to hik1,k2(u, v) using other transforms in
Table. 11 and intensity affine transformation and 2D
rotation. The size of hik1,k2(u, v) is scaled to 65×65. We
use 3840 images generated by this process to form the
synthesized database 8. Note that all transformations
mentioned above are generated randomly. By using dif-
ferent combinations of image transforms, we construct
the synthesize database 2 (Rotation+Intensity Affine
Transform+Translation), the synthesize database 3 (Ro-
tation+Intensity Affine Transform+Translation+Scaling),
the synthesized database 4 (Rotation+Intensity Affine
Transform+Translation+Shear), the synthesize database
5 (Rotation+Intensity Affine Transform+Translation+
Gaussian Noise), the synthesize database 6 (Rotation+
Intensity Affine Transform+Intensity Power-Law Trans-
form) and the synthesize database 7 (All transforms ex-
cept the translation). Some example images in them are
shown in Fig. 4.
We carry out classification experiments on these
databases to evaluate the stability and discriminabil-
ity of Euclidean differential invariants. For the syn-
thesized database S (S ∈ {1, 2, ..., 8}), the first im-
age h1k1,k2(u, v) from each of 64 categories is used as
training data, and the rest 59 ones are used as testing
data. Twelve independent sets DIsI(O,D) constructed in
Table. 8 are employed as image features, where I ∈
{LI, IR, FI} andO,D ∈ {3, 4}. By convolving each im-
age patch with the derivatives of 2D Gaussian function,
we calculate numerical values of image partial deriva-
tives at the central point (33, 33). The size of convolu-
tion kernel ∂
i+jG(x,y;σ)
∂xi∂yj is also 65 × 65. The standard
deviation σ ∈ {2, 4, ..., 20}. It should be noted that
we standardize all image patches to zero mean and
unit variance before we calculate invariants for them.
This pre-processing operation can eliminate the effect
of intensity affine transform. The magnitudes of nu-
merical values of invariants in DIsI(O,D) are very dif-
ferent. Thus, the modified Chi-Square distance CSD
is used to measure the similarity between two features
X = (x1, x2, ..., xn) and Y = (y1, y2, ..., yn):
CSD(X,Y ) =
i=n∑
i=1
|xi − yi|
|xi|+ |yi| (63)
Note that 0 ≤ CSD(X,Y ) ≤ 1. We use a Nearest
Neighbor classifier based on the modified Chi-Square
distance to assign the class of the nearest model to each
test image patch.
The classification accuracies from using variousDIsI(O,D)
on each synthesized database is shown Fig. 5. We ob-
serve that as long as the value of σ is set appropri-
ately, each image feature can produce 100% accuracy
on the database 1. Actually, the images h1k1,k2(u, v)
and hik1,k2(u, v) in this database are in rotation rela-
tion when the pre-processing operation mentioned in
Sect.5.2 have been done. Thus, for any Euclidean differ-
ential invariantDI, we haveDI(h1k1,k2(u, v))=DI(h
i
k1,k2
(u, v))
in theory. This property is called stability of invariants.
In Fig. 6, the mean relative error (MRE) is employed
to test the stability of each Euclidean differential in-
variant DIn in the set DI
LI
(4,4). When we set the value
of the standard deviation σ and calculate DIn on the
database S, MRE is defined by:
MREσS(DIn) =(
1
64
k2=8∑
k2=1
k1=8∑
k1=1
i=60∑
i=2
|DIn(h1k1,k2)−DIn(hik1,k2)|
|DIn(h1k1,k2)|+ |DIn(hik1,k2)|
)× 100%
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Table 11: Five image transforms which are used to simulate various noises where k1, k2 ∈ {1, 2, ..., 8} and i ∈
{1, 2, ..., 60}.
Transform Definition Parameter
Translation (xik1 , y
i
k2
) = (xk1 + tx
i
k1,k2
, yk2 + ty
i
k1,k2
) txik1,k2 , ty
i
k1,k2
∈ [−10, 10]
Scaling fik1,k2(x, y) = fk1,k2(s
i
k1,k2
x, sik1,k2y) s
i
k1,k2
∈ [0.5, 1.5]
Shear hik1,k2(u, v) = f
i
k1,k2
(x+mxik1,k2y, y +my
i
k1,k2
x) mxik1,k2 ,my
i
k1,k2
∈ [0, 0.3]
Gaussian Noise hik1,k2(u, v) = f
i
k1,k2
(x, y) +Nik1,k2(x, y) σ
i
k1,k2
∈ [0.001, 0.005]
Intensity Power-Law Transform hik1,k2(u, v) = (f
i
k1,k2
(x, y))
αi
k1,k2 αik1,k2 ∈ [0.5, 2]
Fig. 4: Some example images in the synthesized database 1 ∼ 8.
(64)
where n ∈ {1, 2, ..., 230}, S ∈ {1, 2, ..., 8} and σ ∈
{2, 4, ..., 20}. Note that 0% ≤ MREσS(DIn) ≤ 100%.
The results show both MRE61(DIn) and MRE
8
1(DIn)
are less than 10% for any n. Thus, the numerical value
of DIn remains basically the same when the image is
transformed using 2D Euclidean transform. However,
their stability drops significantly when image patches
are disturbed by various transforms in Table. 11. It can
be observed that 40% ≤ MREσ2 (DIn) ≤ 90%, 40% ≤
MREσ3 (DIn) ≤ 75%, 20% ≤ MREσ4 (DIn) ≤ 60%,
10% ≤MREσ5 (DIn) ≤ 40% and 10% ≤MREσ6 (DIn) ≤
40% for most n and σ. This is because the local struc-
ture in f ik1,k2(x, y) has been changed. For example, the
image patch in 65×65 neighborhood of the point (xk1 , yk2)
must be different from that of the point (xk1+tx
i
k1,k2
, yk2+
tyik1,k2) when tx
i
k1,k2
and tyik1,k2 are relatively large. In
fact, the translation transform has the most serious im-
pact on the stability of DIn because the highest classi-
fication accuracy on the synthesized database 2 is only
14.86%. The difference in classification accuracy on the
database 7 and 8 also indicates this point. Compare to
geometric transforms (Translation, Scaling and Shear),
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Fig. 5: The classification accuracies on synthesized databases when various independent sets of Euclidean differ-
ential invariants are used as image features.
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intensity transforms (Intensity Power-Law Transform
and Gaussian Noise) have less influence on the stability
of Euclidean differential invariants. For example, when
setting σ = 12, the highest classification accuracy on
the synthesized database 5 and 6 is also 100%.
We also find the accuracy from using any DIsI(O,D)
on each database increases first and then declines as
σ gradually changes from 2 to 20. In most cases, the
highest accuracy is acquired by setting σ = 12. As
stated previously, the size of every convolution kernel is
also 65× 65. According to 3σ rule of thumb, we should
set σ = 656 ≈ 11 to ensure that nearly 100% values
of ∂
i+jG(x,y;σ)
∂xi∂yj lie within the 65 × 65 square neighbor-
hood of the point (33, 33). Another interesting observa-
tion is that the performance of DIsIR(O,D) is better than
DIsLI(O,D) and DIs
FI
(O,D), where O,D ∈ {3, 4}. This is
because the number of invariants in DIsFI(O,D) is too
small to distinguish image patches belonging to differ-
ent categories. And the invariants in DIsLI(O,D) which
can be expressed as the polynomials of others not only
do not extract new information about the image, but
introduce computational errors. In addition, the accu-
racy from using DIsI(4,D) is higher than that from us-
ing DIsI(3,D), where I ∈ {LI, IR, FI} and D ∈ {3, 4}.
This is due to the forth-order partial derivatives ex-
tracting more image information. However, DIsI(O,3)
performs better than DIsI(O,3), where I ∈ {LI, IR, FI}
and O ∈ {3, 4}. Actually, the higher the degree, the
more easily the numerical value of the differential in-
variant is disturbed by image transforms in Table. 11.
5.3 Image Patch Verification on the HPatches
Database
The HPatches database consists of 65×65 image patches
which are cropped from various image sequences and
organized into pairs (Balntas et al. 2017). An image
sequence include a reference image and 5 target im-
ages with varying real geometric and intensity trans-
forms. For image patch verification, image features are
employed to classify whether two patches in correspon-
dence (positive pairs) or not (negative pairs). In or-
der to increase the difficulty of this task, the patches
are disturbed by random generated easy (E), hard (H)
and tough (T) image transforms, including intensity
and geometric transforms. Some example patches in the
database are shown in Fig. 7. And negative pairs can
be formed by patches from the same image sequence
(Intra) and from different image sequences (Inter). Ac-
tually, the ones from the same image sequence are con-
sidered more challenging as the textures in different re-
gions of the image are often similar.
Image patch verification is carried out on 72 sub-
databases (E+Intral:12, E+Inter:12, H+Intral:12, H+
Inter:12, T+Intral:12, T+Inter:12), each containing 2×
105 positive pairs and 1 × 106 negative pairs. Similar
to the process described in Sect.5.2, DIsI(O,D) is cal-
culated at central point (33, 33) on each image patch
and used as image feature , where I ∈ {LI, IR, FI}
and O,D ∈ {3, 4}. We follow the standard evaluation
protocol provided by the authors and replace the Eu-
clidean distance with the modified Chi-Square distance
defined by Eq.(63) to measure the similarity between
two image patches. The mean average precision(mAP)
is employed to evaluate the performance of various im-
age features.
The experimental results are shown in Fig. 8. We
omitted the mAP from using DIsFI(4,4) and DIs
FI
(3,4) be-
cause DIsFI(4,4)=DIs
FI
(4,3) and DIs
FI
(3,4)=DIs
FI
(3,3). It can
be observed these results are consistent with the classifi-
cation experiments in Sect.5.2. For example, the mAP
from using DIsIR(4,3) is higher than others for any σ,
and most features achieve optimal performance when
setting σ = 12.
In addition to DIsI(O,D), seven famous handcrafted
features are chosen for benchmark, including SIFT (128d)
(David 2004), RootSIFT (128d) (Arandjelovic´ and Zis-
serman 2012), ORB (256d) (Rublee et al. 2011), BRIEF
(256d) (Calonder et al. 2012), BinBoost (256d) (Trzcin-
ski et al. 2014), J3 (9d) and J4 (14d). Note that JN
represents the local jet of order N . In order to increase
difficultly of verification, we conduct experiments on 12
(T+Intra) subdatabases. Only the highest mAP from
usingDIsI(O,D), J
3 and J4 is displayed when σ increases
from 2 to 20. As shown in Fig. 9, we find the perfor-
mance of DIsIR(4,3) is superior to almost all other image
features when image patches are deformed by tough
image transforms. It should be pointed out the state-
of-the-art approach, BinBoost, is constructed by using
a complicated learning framework and its dimension is
7 times that of DIsIR(4,3). Thus, the computational cost
of DIsI(O,D) is lower than that of BinBoost.
5.4 Texture Image Classification on the CUReT
Database
The experiments are designed to test the classification
of texture images. We use the CUReT database avail-
able at www.robots.ox.ac.uk/~vgg/research/texclass/
setup.html. This database contains 61 texture classes
with 92 images per class. The size of each image is
200 × 200. Forth-six images used as training data are
randomly selected from each of 61 classes, and the rest
images are used as testing data. Also, we use the pre-
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Fig. 6: The MRE of DIn in DIs
LI
(4,4) on the synthesized database 1 ∼ 8, when setting the standard deviation
σ ∈ {2, 4, ..., 20}.
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Fig. 7: Some example images in the HPatches database.
processing operation to normalize these images. On the
image f(x, y) : Ω ⊂ N+ × N+ → R, we calculate 9 im-
age features at each point (x0, y0) ∈ Ω. These features
are:
– LBPriu224,3 (26d)(Ojala et al. 2002): Twenty-four points
(xk0 , y
k
0 ) are sampled around a circle of radius 3 cen-
tred at (x0, y0), where k ∈ {1, 2, ..., 24}. The val-
ues of f(xk0 , y
k
0 ) and f(x0, y0) are used to construct
the rotation-invariant uniform pattern of the point
(x0, y0). A 26-dimensional histogram can be obtained
using the pattern on each point.
– BIF (1296d)(Crosier and Griffin 2010): As men-
tioned in Sect.3.1, BIF consists of six functions of
three Euclidean differential invariants DI1, DI2 and
DI3 defined in Table. 1. If the value of the ith func-
tion at (x0, y0) is larger than others, this point is
labelled as i where i ∈ {1, 2, ..., 6}. The derivatives
of 2D Gaussian function G(x, y;σ) are used to calcu-
late image partial derivatives. And a 4-dimensional
image feature can be obtained at each point (x, y) ∈
Ω when setting σ = 1, 2, 4, 8. This feature has a to-
tal of 64 = 1296 possible values. Thus, we can get a
1296-dimensional histogram on each image.
– LETRIST (413d)(Song et al. 2018): Similar to
BIF, three complicated functions of DI1, DI2 and
DI3 in Table. 1 are used to describe the local struc-
ture in the neighborhood of each point (x0, y0). The
values of image partial derivatives at (x0, y0) are
also obtained by convoluting the image with the
Gaussian derivative filters. The standard deviation
σ = 1, 2, 4. A 413-dimensional histogram can be
constructed based on the feature.
– VZ-MR8 (8d)(Varma and Zisserman 2005): This
method extracts image information in the neighbor-
hood of (x0, y0) using the MR8 filter bank and gen-
erates a 8-dimensional image feature at each point.
This feature is invariant under 6 special rotation
transformations.
– VZ-Joint (49d)(Varma and Zisserman 2009): The
image patch in the 7 × 7 square neighborhood of
(x0, y0) is used to describe local structure. This re-
sulting 49-dimensional feature is not invariant under
2D Euclidean transform.
– S-C (13d)(Schmid 2001): The responses of thirteen
filters which are circular symmetry are used to con-
struct the feature at each point (x0, y0).
– CMR (8d)(Zhang et al. 2013): Zhang et al. use
the maximum values of the first and second direc-
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Fig. 8: The mAP from using DIsI(O,D) on the HPatches database where I ∈ {LI, IR, FI} and O,D ∈ {3, 4}.
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Fig. 9: The mAP from using various image features on 12 (T+Intra) subdatabases.
tional derivatives defined by Eq.(25) in Sect.3.1 to
construct a 8-dimensional image feature at (x0, y0)
when setting σ = 1, 2, 4, 8. We have pointed out
that these maximum values can be expressed as the
functions of DI1, DI2 and DI3 in Table. 1.
– J2 (15d): The local jet of the order 2, J (x0, y0;σ), is
calculated at each point (x0, y0). When setting the
standard deviation σ = 1, 2, 4, 8, we can get a 20-
dimensional image feature at (x0, y0). Note that J
2
is also not invariant under 2D Euclidean transform.
– DIs (12d): Unlike BIF, LETRIST and CMR, we
use DI1, DI2 and DI3 defined in Table. 1 directly
to describe the image local structure in the neigh-
borhood of (x0, y0). Also, we estimate the numer-
ical values of image partial derivatives at (x0, y0)
by convoluting the image with the derivatives of
G(x, y;σ). A 12-dimensional image feature can be
acquired when the standard deviation σ is set to
1, 2, 4 and 8.
It should be noted that VZ-MR8, VZ-Joint, S-C,
CMR, J2 and DIs can only be used to extract the infor-
mation at each point (x0, y0) ∈ Ω. In order to describe
the overall information of f(x, y), we use the proce-
dure proposed by Varma and Zisserman to construct
histograms based on these features. First, thirteen im-
ages are chosen randomly for each texture. The image
features over all these images are clustered using K-
Means to produce 10 texton cluster centres per class.
Note that the Euclidean distance used in the standard
K-Means is replace with the modified Chi-Square dis-
tance when we calculate the cluster centres of DIs and
J2. Then, we get the texton dictionary which contains
10 · 61 = 610 textons. Finally, we use these textons to
label each point in the image f(x, y) and obtain the
610-dimensional histogram of texton frequencies.
The Nearest Neighbor classifier based on the Chi-
Square distance is used for classification. By repeating
the classification experiment with 100 different random
selections of training and test data, the mean accuracy
from using each feature along with the standard devi-
ation is shown in Table. 12. We find the performance
of LETRIST, BIF, CMR and DIs is better than that
from using others. As mentioned above, these image
feature are all constructed by using Euclidean differen-
tial invariants DI1, DI2 and DI3 in Table. 1. An in-
teresting observation is that the classification accuracy
from using DIs (97.92±0.71%) is higher than that using
CMR (97.67±0.64%). This seems to indicate that we do
not have to construct the complicated functions of DI1,
DI2 and DI3 when we use the texton-based approach
described above to construct image histograms.
Surprisingly, J2, which are not invariant under 2D
Euclidean transform, also performs very well (97.86 ±
0.60%). In fact, the CUReT database is not suitable
to evaluate the invariance of image features for the ac-
tion of 2D Euclidean transformation group, because im-
ages have no significant rotation. To address this we
transform each image in the CUReT database using
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Fig. 10: Some texture classes in the CUReT database and the rot-CUReT database.
a random generated rotation transformation. The rot-
CUReT database consist of these transformed images.
Some texture classes in the CUReT database and the
rot-CUReT database are shown in Fig. 10. We repeat
the experiment on the rot-CUReT database and get
the classification accuracy from using various image fea-
tures.
Obviously, the accuracy from using VZ-Joint and
J2 on the new database drops by more than 20%. We
find the classification accuracy from using DIs (97.14±
0.80%) is better than that using BIF (96.69 ± 0.62%)
and CMR (96.84 ± 0.77%). And the best performance
is achieved by using LETRIST (97.66 ± 0.65%), con-
sistent with the experimental results on the CUReT
database. This implied that we should pay attention
to directly constructing histograms based on image dif-
ferential invariants rather than using the texton dictio-
nary to generate them. Furthermore, it can be predicted
that we can get higher classification accuracy on these
databases by using more Euclidean differential invari-
ants.
6 Conclusion and Future Work
In this paper, we design two fundamental differential
operators to generate homogeneous polynomials of im-
age partial derivatives, which are absolute or relative in-
variant under 2D Euclidean, similarity and affine trans-
forms. They are called as image differential invariants.
When setting the degree of the polynomial and the or-
der of image partial derivatives are less than or equal to
4, we generate all Euclidean differential invariants and
derive various independent sets of them.
When using the derivatives of 2D Gaussian func-
tion to estimate image partial derivatives, we propose
the relation between Euclidean differential invariants
and Gaussian-Hermite moment invariants. Image clas-
sification and verification are carried out on some syn-
thesized and real image databases. Based on the exper-
imental results, we analyse the effect of various factors
on the performance of Euclidean differential invariants
in detail. Also, these differential invariants perform bet-
ter than commonly used handcrafted image features in
most cases.
In the future, we plan to analyse the geometric mean-
ing of higher order differential invariants and construct
effective image handcrafted features based on them. In
addition, the feature maps obtained by using Euclidean
differential invariants in DIIR(4,3) are shown in Fig. 8
when σ, the standard deviation of 2D Gaussian function
is set to 8. Obviously, they extract abundant informa-
tion about image local structure. We may be able to use
them as inputs of convolutional neural networks to im-
prove the accuracy of image classification and retrieval.
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