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A study of streamer discharge properties in the context of their appli-
cations in: large-gap arc breakdown, and plasma reforming of carbon-dioxide
is presented. The first part of this work focused on the characterization and
optimization of volume streamers for reforming applications in carbon dioxide.
In the second part of this work the dynamics of surface streamer discharges
were investigated, and their application as a non-intrusive fuse wire to break-
down a large-gap which ultimately results in an arc discharge. Both the non-
equilibrium surface streamer discharge and the subsequent arc discharge were
characterized by instantaneous broadband imaging, wide-band optical emis-
sion spectroscopy (OES), and voltage-current (VI) characteristics. In addition
to the diagnostics described above, instantaneous narrowband imaging and
a two-dimensional plasma fluid model were used to characterize the volume
streamer discharges in carbon dioxide.
vi
Instantaneous broadband imaging of the volume streamers in CO2 showed
that the spatial distribution of excited species in the streamer discharge was
dependent upon the voltage polarity. The streamer velocity (⇠700-1000 km/s)
and diameter (⇠ 100 µm) were also estimated from the broadband imaging.
Spectral bandpass filters were then coupled with a low-resolution survey spec-
trum (OES) to identify the spatial distribution and temporal evolution of
excited species. These narrowband instantaneous images that electronically
excited CO(B1⌃+ ! A1⇧) and O(5P) were produced in di↵erent polarity
streamers. The excited CO production was favored in di↵use negative stream-
ers, while excited O was produced in constricted positive streamers.
Plasma spectroscopy showed significant thermal non-equilibrium in the
discharge with a spatial average electron temperature of 0.6 eV, CO2 vibra-
tional temperature of ⇠ 3000 K, and a gas temperature of 670 K. Additionally,
the electron density was determined to be 1021 m-3, and the CO concentration
found to be 1023 m-3 which corresponds to a conversion e ciency of ⇠ 1-2%.
The experimental results were compared with a 2D axisymmetric plasma fluid
model with a finite rate chemistry including vibrational kinetics. The fluid
model and experiments showed good correlation between the streamer and
plasma properties. Modeling showed that conversion e ciency was depen-
dent on the pulsing frequency. The increase in CO conversion with pulsing is
attributed to the vibrational ladder climbing mechanism. Additionally, simu-
lations of multi-streamer arrays showed there is a characteristic packing factor
above which multiple streamer interactions can be neglected.
vii
In the surface streamer investigations, broadband imaging showed that
the surface streamer bridged a gap of a few cm in a few 100 ns. These streamers
(in argon) were characterized by an average electron temperature of 1.25 eV,
and electron density of 1019   1020 m-3 from a CR model and OES. The CR
model incorporated 42 energy levels of Ar and accounted for the dominant
population and depopulation mechanisms of the 2Pi (Paschen notation for Ar
I 4Pi) states. Additionally, OES of the discharge indicated gas heating (815
K), and partial local thermodynamic equilibrium, PLTE, of the Ar II 4P ions
with an excitation temperature 0.7 eV. This method reliably produced high-
purity thermal arcs in argon at voltages ⇠100 times lower than the Paschen
breakdown threshold, but with minor concentrations of methane, the surface
discharges were quenched preventing arc formation. The quenching of the
discharge was caused by electron energy losses to the low energy vibrational
levels in methane.
The thermal plasma was characterized by an electron temperature and
density of ⇠1 eV (estimated from the Boltzmann plot technique), and ⇠1023
m-3 (from Stark broadening of hydrogen lines), respectively. SEM images
showed that after several hundred firings, plasma damage of the quartz cham-
ber was confined to a depth of 3.3 µm, while minimal damage was observed on
a single-crystal sapphire test specimen. Energy dispersive x-ray spectroscopy,
EDXS, of the test specimen, showed deposition of a thin layer of carbon and
silicon. Molecular dynamics (MD) simulations confirmed experimental obser-
vations. MD showed that argon atoms with a temperature of ⇠1-3 eV pro-
viii
duced no surface ablation; it was only high energy atoms (>3 eV) which lead
to an ablation event. This was a result of the redistribution of the incident
atoms energy to multiple surface atoms.
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Chapter 1
Introduction
Non-equilibrium (cold) plasmas are increasingly used in the chemical
processing of gases for: fuel synthesis, exhaust treatment, plasma assisted com-
bustion, bio-fuels, plasma medicine, sterilization, plasma deposition, and etch-
ing. Typically, these discharges are operated at low pressure (⇠100’s mTorr)
constituting a uniform di↵use glow discharge. In recent years interest has in-
creased in understanding and developing of cold high pressure (atmospheric)
discharges.
These cold atmospheric pressure plasma discharges are characterized
by thermal non-equilibrium, where the electron, vibrational, rotational, and
translational temperatures can di↵er, some by orders of magnitude. The na-
ture of the non-equilibrium in these plasmas arises from preferential heating
of electrons. These mobile electrons gain high energies in the presence of an
electric field. Then through electron impact collisions the energy is e ciently
distributed into other degrees of freedom (vibration, excitation, and ioniza-
tion), while the bulk gas remains cold. If the electron energy distribution is
properly tailored, specific reaction pathways can be selected. To maintain a
non-equilibrium discharge, one must prevent plasma thermalization. This is
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achieved through rapid pulsing (of the order 10-100’s nanoseconds), high series
resistance, barrier discharges, or corona discharges.
There are several advantages of non-equilibrium discharges operating
at elevated pressures. For instance, a complex vacuum system is no longer
needed which makes the design of a gas reactor much simpler. Additionally,
the density of active species (⇠1022 m-3) is orders of magnitudes higher than
conventional glow discharges (⇠1018 m-3), and energy can be directly coupled
into specific channels rather than gas heating. At these pressures the plasma
length scales are reduced and usually smaller than the chamber dimensions.
This causes the plasma to form complex structures rather than a uniform
discharge.
For example, at high pressures and reduced electric fields constricted
plasma filaments are formed. These filaments are termed, streamers. Stream-
ers are a part of the thermal breakdown process which precede an arc or spark
as reviewed by [14]. It has been shown that streamers follow similarity laws. At
a given voltage and for decreasing pressures, the same structure and growth
will be observed for streamers, but the length and time scales of these fila-
ments will vary. This is evident from the variation of the streamer diameter
with pressure for atmospheric sprites [5]. When the pressure is 10 mTorr the
diameter is ⇠10 m, while at atmospheric pressures the diameters are ⇠100
µm [15].
In the work presented herein, we focus on high pressure non-equilibrium
streamer discharges to ignite large volume arc discharges (Chapter 8) and
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carbon dioxide splitting (Chapter 2-7). In the first part of this thesis the
optimization of nanosecond pulsed streamer discharges in carbon dioxide with
applications in reforming are presented. The second part of this work examines
the ability of surface tracking streamer discharges for igniting high purity large
gap arc discharges at atmospheric pressure. As part of this work, the high-
density arc discharges were also analyzed as well as thermal plasma material
interactions (Appendix A).
An outline for the thesis is as follows: an overview of plasmas and
streamer theory will be presented here, followed by Chapter 2-7 which dis-
cusses volume streamer discharges in carbon dioxide for reforming applica-
tions, Chapter 8 discusses surface streamer discharges as an electron seed
source for thermal plasma ignition. The thermal plasma material interac-
tions are described in Appendix A. The concluding statements and future
recommendations will be presented in Chapter 9.
1.1 The Plasma State
Over 99% of the observable universe exists in the plasma state, often
referred to as the fourth state of matter. It was Irving Langmuir who first used
the term plasma. He defined it as a region of quasi-neutral ionized gas which
consists of a soup of charged species: electrons and ions in equal proportions,
as well as neutrals, radicals, and excited species. It is these electrically charged
and chemically active species that make the plasma state a valuable resource
for industrial and laboratory applications. Plasmas can be broadly classified
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into two regimes: thermal, and non-thermal or non-equilibrium plasmas.
1.1.1 Equilibrium Plasmas
Thermal plasmas occur at high pressures. Figure 1.1 shows the varia-
tion of the bulk gas temperature and electron temperature as a function of the
pressure. At pressures above ⇠10 kPa, collisional energy transfer dominates
over radiative transfer and the system is said to be in local thermodynamic
equilibrium (LTE) [3, 16]. For a system in LTE, all species are defined by a
single temperature, the electron temperature [17]. These thermal plasmas are
characterized by temperatures of ⇠1-3 eV and plasma electron densities in
excess of 1021 m-3 [3]. The extremely high energy densities and high pressures
are key to activating important thermo-chemical processes within the plasma
discharge. For example, a thermal arc can nearly completely decompose the
gas medium into its atomic state with a high degree of ionization [4]. Thermal
plasmas have been implemented in a variety of applications such as: reforming
and conversion [4, 18], space propulsion [19, 20], plasma torches [21], electro-
thermal launchers [22], plasma pyrolysis [23],spark-plugs for combustion igni-
tion [24], and material processing [11, 24, 25]. They can also be inadvertent
byproducts of operation of devices such as electrical circuit breakers and faults
in switch-gears [26, 27].
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Figure 1.1: The variation of gas and electron temperatures in plasma as a function
of pressure [3]
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1.1.2 Non-Equilibrium Plasma
In contrast to thermal plasmas, non-equilibrium discharges are char-
acterized by two temperatures: the electron temperature, and the bulk gas
temperature, as indicated by Fig. 1.1 . These discharges easily occur at low
pressures where electrons gain significant energy from the applied field prior
to colliding with bulk background species [3, 28]. These low pressure or glow
discharges are commonly observed in neon lights, and are used extensively in
the microelectronics industry for etching and deposition processes [28]. Non-
equilibrium discharges can also be generated at atmospheric pressure by min-
imizing Joule heating and preventing thermalization.
There are several di↵erent types of atmospheric non-equilibrium dis-
charges including: corona [29], dielectric barrier discharge (DBD) [30], stream-
ers [31], and plasma jets [32]. These non-equilibrium discharges are weakly
ionized, with an ionization coe cient, ↵, less than ⇠1%. The electron number
densities range from 1015  1019 m-3 for coronal discharges [29] and 1019  1022
m-3 for streamers occurring in dielectric barrier discharges, DBDs, and plasma
jets [33–37]. Additionally, the average electron temperatures are generally ⇠1-
2 eV, while the bulk gas temperature is significantly lower, typically 300-2000
K. These non-equilibrium discharges have found recent applications across
many fields such as biomedical germicidal treatments [37–39], flow actua-
tion [40, 41], removal of volatile organic compounds (VOCs) [42], plasma as-
sisted combustion (PAC) [43], plasma reforming [44–47], and polymer surface
treatments [48] where high bulk gas temperatures are not desirable.
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1.2 Theory of Breakdown in Gaseous Insulators: The
Requirement for Fast IonizationWaves at High Pres-
sures
Under normal conditions gases are good insulators with a conductivity
of ⇠  C = 10 14 ⌦ 1m-1, compared to metal conductors with ⇠  M = 107
⌦ 1m-1 [49]. The non-zero conductivity arises due to permanent ionization
events such as the solar wind, natural radioactivity, and cosmic background
radiation. When an electric field is applied across two electrodes of certain
strength, which is dependent upon the gas composition and electrode geometry,
a transition occurs and the gas becomes a moderately good conductor. The
transition from an insulator to a conductor is termed electrical breakdown,
and the voltage that this occurs at, the breakdown potential.
In the early work of Paschen (1889) and Muller (1880) a simple ex-
periment was conceived to investigate the dependence of pressure and gap
distance on the breakdown voltage. Parallel plate electrodes were used pro-
viding a uniform electric field within the gap. The cathode surface was uni-
formly illuminated with UV radiation to generate a local source of electrons.
The breakdown potential was found experimentally to vary with the similar-
ity parameter, Pd, where P is the pressure of the discharge, and d is the gap
distance. This relation between the pressure-distance product and breakdown
voltage is known as Paschen’s law, and it is given by Eqn. 1.1 [50]:
VB =
BPd
lnAPd  ln[ln( 1  + 1)]
(1.1)
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Figure 1.2: Paschen curve for carbon dioxide, air, and hydrogen: breakdown voltage
as a function of pressure-distance [4].
Here, VB is the breakdown voltage, B is related to the excitation and
ionization energy, A is the saturation ionization at a particular reduced electric
field E/N , and   is the secondary emission coe cient for the electrode surface.
A and B are determined experimentally for a finite range of E/N . Figure 1.2
shows the breakdown voltage as a function of the pressure-distance for carbon
dioxide, hydrogen, and air, or the Paschen curve [4].
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The shape of the Paschen curve (Fig. 1.2) can be explained as follows.
At low pressure-distance products and consequently large mean free paths
(high Knudsen number Kn =  /L), a high voltage is necessary to increase
the chance of collisional-ionization processes (↵) and maintain the breakdown
condition. For higher pressure-distances the mean free path is small, and
higher electric fields are necessary to overcome collisional losses. Due to these
two competing processes a local minimum breakdown voltage exists.
In similar parallel plate experiments, Townsend investigated the break-
down processes which led to the derivation of Eqn. 1.1. These experiments
were conducted at low pressures (. 100 Torr) and voltages (. 2000 V) [50].
Townsend proposed that electrons in the presence of an electric field that
gained energy above the ionization potential of the atoms or molecules, would
lead to an exponential growth in the current, or an avalanche process. This
critical energy, is a function of the reduced electric field E/N , as it depends
on collisional losses as well. Maintaining a constant E/N (to maintain con-
stant mean energy of electrons to investigate the spatial growth of current or
the ionization processes), as the distance and voltage were increased, the cur-
rent grew at a rate faster then exponential. The increase in current growth is
attributed to secondary ionization processes such as secondary electron emis-
sion, photoionization, Penning ionization, or photoelectric e↵ect as described
by Eqn. 1.2:
I =
Ioe(↵d)
1  !↵ [e(↵d)   1]
and
!
↵
=
 
↵
+
 
↵
+   +
✏
↵
+
⌘
↵
(1.2)
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Where Io is the initial background electron current, ↵ is the Townsend
first ionization coe cient, and ! is the generalized Townsend secondary ion-
ization coe cient which accounts for all secondary ionization processes [50]:
electrons produced by positive ion drift in the field ( ), secondary electron
emission from ion impacts on the cathode ( ), number of photoelectrons emit-
ted from the surface due to photons ( ), cathode emission due to di↵usion of
excited species (✏ex, ✏m), and photoionization of the gas from energetic par-
ticles ⌘. Typically, the secondary electron emission from the cathode surface
is the dominant secondary ionization process for the “low” pressure-distance
products considered.
The breakdown potential described by Eqn. 1.1 is derived by setting
the denominator of Eqn. 1.2 to zero. This corresponds to infinite growth in
the discharge current and correspondingly a breakdown event: 1  + 1 = e
↵d.
The passage of a large current though would induce a space-charge which
invalidates Eqn. 1.2. Therefore, the above condition for breakdown should be
considered as a condition that, if met, leads to a self-sustained discharge in
which Io also tends to zero leading to a finite current. The breakdown voltage
should also be independent of the current so long as the current is limited
such that the space charge induced field is smaller than the applied field. This
self-sustained discharge is known as a Townsend (dark) discharge because the
currents are low and there is not significant radiation. Further increase in
current leads to a transition from a dark discharge to the well known glow
discharge, and an associated drop in the applied voltage.
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In the range of Pd . 200 Torr·cm the Townsend avalanche mechanism
can be quantitatively described by the observed characteristics of the break-
down processes in gases; but at higher pressures and Pd the mechanism is
no longer able to predict the experimental observations. These experimen-
tal deviations from the proposed Townsend mechanism can be summarized as
follows [50–53]:
1. The time required for the voltage to collapse (or the breakdown mech-
anism to manifest) in a uniform electric field with a 1 cm gap at atmo-
spheric pressure in air was found to be ⇠ 10 7s. These time scales are
far faster than the microsecond time scales necessary for ion movement
and secondary processes ( ) predicted by the Townsend mechanism. Ad-
ditionally, when the cathode was illuminated with various intensities of
radiation (photoelectric e↵ect) the increased background electron cur-
rent should lead to a decrease in the time lag, but at these Pd products
no change was observed.
2. The sparking potential for Pd > 200 Torr ·cm was found to be insen-
sitive to the cathode material which indicates that secondary electron
emission (SEE) processes are insignificant in the breakdown process.
Though the Townsend mechanism shows reduced sensitivity to   pro-
cesses at higher pressures, the breakdown potential still depended upon
the value of SEE (O(10%)). Additionally, experiments conducted at
these pressure-distances did not detect a measurable   coe cient, and
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in lightning and positive corona discharges there is clearly no influence
of the cathode material on the discharge. All these observations indicate
that the theories based on SEE processes are not applicable at high Pd.
3. The Townsend mechanism predicts a di↵use discharge, but observations
of sparks at high pressures showed thin filamentary discharges. This
observation can not be explained by the cumulative action of primary and
secondary ionization processes. Furthermore, discharges were observed
to be initiated mid gap between the two electrodes, rather than from the
anode or cathode.
These observations made it clear that a new breakdown theory for Pd
& 200 Torr· cm was needed. This new ionization process only required a single
avalanche process, which resulted in a fast ionization wave initiated by the high
electron density at the head of the avalanche. Furthermore, the process must
be independent of the cathode surface. Loeb and Meek [51] proposed a new
theory for the breakdown process at high pressure-distances, termed streamer
theory. Raether and Kohrmann [52] also proposed a similar mechanism to
streamer theory at the same time as Meek and Loeb, it was termed kanal
theory.
1.3 The Streamer Discharge
Non-equilibrium discharges in high-pressure gases are characterized by
highly constricted fast moving streamer channels that bridge the inter-electrode
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gap. These streamers are a source of charged species and active radicals at
low (nearly room) sensible temperatures, and are an enabling feature in many
engineering applications of these discharges. The electrons in these discharges
have very high temperatures (⇠10 eV) at the leading edge of the streamer
front and lower (⇠1 eV) temperatures in the main body of the streamer which
results in a unique environment for the processing of molecular gases.
The streamer theory was developed by Reather [36, 52], Meek [53], and
Loeb [51, 54, 55] in the early to mid 1900’s. Additionally, Raizer [14] presents
a good review of the subject. Early experiments at high pressures, Pd &
200 Torr· cm, indicated that Eqn. 1.2 did not correctly predict the observed
current characteristics. This indicated that the Townsend breakdown theory
which relied on secondary process was invalid for these conditions, and a new
breakdown mechanism was needed. The theory must show that the breakdown
can proceed from a single avalanche process as shown in current waveforms
from experiments. Loeb and Meek [54, 56], and simultaneously Raether and
Kohrmann [52], proposed the following breakdown mechanism:
1. There are no e↵ects of secondary electron emission from the cathode
surface on the breakdown voltage as is necessary in the Townsend mech-
anism. Any secondary emissions would lead to a similar avalanche and
the same mechanism. The pre-breakdown currents on a semi-log plot,
where I = Ioexp(↵d), are straight lines with respect to gap distance.
This is contrary to Eqn. 1.2 which leads to asymptotic growth near the
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breakdown voltage. Furthermore, this conforms to experimental obser-
vations and Paschen’s law (experimental) for high Pd.
2. The current growth I = Ioexp(↵d), corresponds to an electron avalanche.
This avalanche continues to grow until a critical value is reached, typi-
cally N ⇠ exp(↵d) = O(⇠ 109) m 3. At this critical density the space
charge is distorted significantly, and breakdown occurs. Meek’s criterion
for streamer formation states that a streamer will form when the radial
field about the positive space charge formed in the electron avalanche
attains a value of the order of the external applied field [53].
3. A high space charge is produced from electron impact ionization and
gives rise to a local electric field distortion. In the wake of the elec-
tron avalanche, the relatively immobile ions remain stationary. Around
these positive ions, a high localized field is produced. This high field
region is necessary to accelerate electrons forming secondary avalanches.
A plasma (quasi-neutral region) can then form from the secondary elec-
trons.
4. The generation of secondary electrons occurs through photoionization.
Therefore, generation of high-energy photons is necessary in the avalanche
for streamer propagation.
The proposed streamer mechanism accounts for the short breakdown
times at high Pd and thin filamentary channels. Additionally, streamers can
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Figure 1.3: Anode directed streamer propagation showing (a) the electron avalanche
process, and the propagation of the streamer by photoionization and secondary
avalanches (b) and (c) [5]
account for the observations of luminous tracks forming midway between elec-
trodes as well as anode and cathode directed streamers.
In general, a streamer is a filamentary plasma ionization wave which
forms at moderate to high pressures. A streamer consists of two main parts:
an energetic head with electron temperature of O(10 eV), and streamer col-
umn or tail with electron temperatures of O(1 eV). Two types of streamers
form depending on the propagation direction of the streamer head: a positive
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cathode directed or a negative anode directed streamer. The primary mecha-
nism for propagation of a positive streamer is through photoionization. The
photoionization process occurs as electrons are accelerated into the streamer
head where they ionize and excite species. These excited species release en-
ergetic photons which then further ionize the gas ahead of the streamer head
forming secondary avalanches. In cathode directed streamers, these secondary
electron avalanches are accelerated towards the positive streamer head and
generate new energetic photons. Though photoionization is required for ca-
thodic streamers, it is proposed that anode directed streamers do not require
photoionization to propagate. This is because the electron drift is in the direc-
tion of the streamer propagation. Therefore, the electrons can be accelerated
by the large negative electric field at the anodic streamer head and ionize the
medium ahead of the streamer forming additional secondary electrons.
Figure 1.3 shows an illustration of the propagation and evolution of an
anodic streamer discharge. The electron avalanche and space charge forma-
tion is shown in Fig. 1.3 (a). When the average energy gained by the electron
in the external field is greater than the ionization threshold an avalanche is
formed. The more mobile electrons move in the external applied field while
the ions remain in the wake. Once the radial field due to space charge accumu-
lation is of order the applied field (Meek’s Criterion) a self-sustained streamer
discharge is formed, Fig. 1.3 (b) and (c). The streamer propagates by ener-
getic photons that ionize the gas upstream of the streamer head, and forms
secondary avalanches. For a anodic directed streamer the electrons drift in the
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Figure 1.4: Cathode directed streamer at two di↵erent times with secondary
avalanches (a) and the (b) the electric field lines near the streamer head [6].
direction of the field. Therefore, the ion trail from secondary avalanche pro-
cesses merges with the primary electrons forming a quasi-neutral plasma. The
secondary electrons are accelerated by the field, and now form the streamer
head.
In a cathode directed streamer, the streamer begins from the anode and
has a positive space charge at the streamer head, Fig. 1.4. Photoionization
forms secondary electron avalanches. The secondary electrons drift towards
the positive space charge in the streamer head forming a quasi-neutral plasma
region. The immobile secondary ions form the new streamer head. Both
streamer mechanisms rely on photoionization from excited species generated in
the primary electron avalanche, but for cathodic streamers a second mechanism
is possible since the electrons drift with the field.
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1.4 Objectives
In the thesis presented we are specifically interested in non-equilibrium
high pressure streamer discharges for CO2 reforming, and as a seed electron
source for thermal plasma reactors. In non-equilibrium atmospheric plasma
reforming applications a dielectric barrier discharge (DBD) reactor is com-
monly used. During a single pulse cycle in a DBD reactor, a large multitude
of streamer discharges occur and are responsible for the discharge’s luminous
glow. In Chapters 2-7, we analyze a single pulsed streamer discharge in CO2,
investigating both negative and positive polarity pulses. In this work we seek
to understand how to optimize the streamer discharge for applications in DBD
reactors. In Chapter 8 we have analyzed streamer discharges and the e↵ects
of additive molecular gas species for igniting a thermal plasma for material
surface interactions (Appendix A). The main objectives from these works are
summarized below:
1. Volume streamers for carbon dioxide reforming:
To understand plasma chemical kinetic processes in streamer discharges,
and how to optimize these discharges for e cient splitting of carbon
dioxide. To this end a single streamer discharge was investigated through
experiments, and supported by high fidelity computational plasma fluid
modeling. Other works in carbon dioxide reforming reported in the lit-
erature have focused on macroscopic system e ciencies and processes,
such as zero-dimensional reaction kinetics model for DBD’s.
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Here we seek to understand how to optimize a single element of the
DBD reactor for the population of low lying vibrational states. If there
is su cient density of these low lying vibrational states, the vibrational
ladder climbing mechanism becomes e cient. This is important because
the ladder climbing dissociation mechanism is the most e cient dissocia-
tion mechanism in carbon dioxide. Developing an understanding of how
streamers operate in carbon dioxide can be extrapolated to the design
and optimization of atmospheric pressure reactors in other molecular
gases and mixtures.
2. Surface streamer discharges as a seed electron source for ther-
mal plasma generation:
The main objective of this work was to understand the dynamics of sur-
face tracking streamer discharges with specific applications in designing
a high purity pulsed thermal plasma source. Previous thermal sources
produced significant contamination of the thermal plasma plume due
to ablation of plasma facing components. The use of surface streamers
would prevent the need for ablative liners and fuse ignition wires. In
addition to understanding the surface streamer breakdown mechanism,
the e↵ects of pulsed high density thermal plasmas on plasma facing com-
ponents was investigated. These high density thermal plasmas are used
in a variety of applications ranging from space propulsion to plasma re-
forming. Any thermal plasma system has plasma facing components.
Over time these components degrade and erode which ultimately results
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in the system failure. Understanding these plasma material interactions
is paramount to design of thermal plasma systems and predicting the
lifetime of such devices.
1.5 Contributions
Streamer discharges in molecular gases have been investigated for two
applications: (1) CO2 reforming, and (2) ignition of thermal discharge. It was
found that the streamers low energy tail primarily excite vibrational modes
of molecular gases, while the streamer head is responsible for ionization and
dissociation reactions.
In (1) the excitation of the vibrational modes resulted in a secondary
dissociation mechanism which was utilized to increase the conversion of CO2.
In this work (1), pulsing of the streamer discharges populated the low lying
vibrational levels which led to vibrational exchange, and excitation of high
vibrational levels. These high vibrational levels then dissociate increasing the
conversion of CO2.
In (2) excitation of the vibrational levels prevented the surface streamer
discharge from bridging the inter-electrode gap. The decrease in conductivity
due to vibrational losses prevented the ignition of thermal discharges in argon-
methane mixtures.
1.5.1 Principal Findings:
Volume Streamers for Carbon Dioxide Reforming:
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1. A nanosecond high-voltage pulsed-power system was designed for gen-
eration of non-equilibrium streamer discharges for CO2 reforming appli-
cations. The system was capable of generating 40 kV pulses, with ⇠200
ns FWHM.
2. Narrow band (10 nm) instantaneous imaging of the volume stream-
ers in CO2 showed that the spatial distribution of excited species in
the streamer discharge was dependent upon the voltage polarity. The
streamer velocity (⇠700-1000 km/s) and diameter (⇠ 100 µm) were
also estimated from the broadband imaging. Spectral bandpass filters
were then coupled with a low-resolution survey spectrum (OES) to iden-
tify the spatial distribution and temporal evolution of excited species.
These instantaneous narrowband images showed that electronically ex-
cited CO(B1⌃+ ! A1⇧) and O(5P) were produced in di↵erent polarity
streamers. The excited CO production was favored in di↵use negative
streamers, while excited O was produced in constricted positive stream-
ers.
3. Plasma spectroscopy showed significant thermal non-equilibrium in the
discharge with an average electron temperature of 0.6 eV, CO2 vibra-
tional temperature of ⇠ 3000 K, and a gas temperature of 670 K. Addi-
tionally, the electron density was determined to be 1021 m-3, and the CO
concentration found to be 1023 m-3 which corresponds to a conversion
ratio of ⇠ 1-2%.
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4. A reduced chemical mechanism for streamers in CO2 which included vi-
brational kinetics was developed. It was determined that in a single
streamer pulse only the low lying vibrational levels were populated. The
CO conversion in a single streamer was limited to less than 0.01 %, but
with proper voltage pulsing the conversion was increased to a few per-
cent. The experimental results were compared with the 2D axisymmetric
plasma fluid model and showed good correlation between the streamer
and plasma properties. Modeling showed that conversion e ciency was
dependent on the pulsing frequency with a characteristics threshold fre-
quency. Additionally, there was a characteristic packing factor above
which multiple streamer interactions can be neglected.
Surface Streamers for Generation of a Thermal Plasma Source:
1. A novel pulsed, high density, large volume, thermal plasma system was
designed which limited impurities, and increased firing rate for plasma
material surface interactions. The plasma source relied upon a surface
tracking streamer breakdown mechanism. The surface streamers proved
to be able to ignite argon thermal discharges at voltages an order of
magnitude below the Paschen breakdown potential. It was shown that
the addition of small concentrations of molecular gases suppressed the
streamer discharge.
2. Plasma facing components in the pulsed thermal plasmas were investi-
gated with scanning electron microscopy and molecular dynamic simu-
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lations. Both modeling and experiments showed minimal e↵ects due to
thermal sputtering in argon plasmas.
1.6 Thesis Outline:
1. Chapter 1 provides a background of plasma discharges and theory of
breakdown at high pressures, after which a review of streamer discharge
applications is presented.
2. Chapters 2-7 start with a motivation for CO2 reforming and a literature
review of carbon dioxide reforming. The experimental and computa-
tional methods are then discussed followed by their respective results.
The section is then closed with a discussion of the parametric inves-
tigations and optimization strategies for CO2 reforming with streamer
discharges.
3. Chapter 8 discusses the use of surface streamers for thermal ignition. An
overview of the experimental setup is presented followed by the results
which cover the streamer dynamics in argon, plasma spectroscopy, and
the e↵ects of molecular additive gases.
4. Chapter 9 presents the major findings of these two works and recom-
mendations for future work.
5. Appendix A discusses the thermal plasma source, and thermal plasma
material interactions.
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Chapter 2
Volume streamer discharges for carbon
dioxide reforming
2.1 Motivation
In recent decades, the reduction of greenhouse gases has become a grow-
ing international concern as their anthropogenic production has led to global
climate change.1 The United Nations Convention on Climate Change and the
Intergovernmental Panel on Climate Change have made their principal objec-
tive to limit greenhouse gas production, and prevent global temperatures from
rising above 2  C. However, many models predict that with the current rate
of greenhouse gas production (1.5 ppm/year) the global warming limit will be
exceeded in the next 100 years. As CO2 accounts for 80% of all greenhouse
gases (produced primarily from fossil fuels), it is paramount to find an e cient
and economical technology that reduces the production of CO2.
Contemporary industrial applications for CO2 utilization have been lim-
ited. This is ultimately because the splitting of carbon dioxide is a highly
1Some of the following work has already been published in: Pachuilo MV, Levko D,
Raja LL, Varghese PL. Experimental and Numerical Investigations of a Pulsed Nanosecond
Streamer Discharge in CO2. In 55th AIAA Aerospace Sciences Meeting 2017 (p. 1968).
The author was the main contributer to this work. Dr. Raja and Dr. Varghese advised this
work and Dr. Levko helped in development of the chemical mechanism.
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endothermic reaction (5.5 eV/mol) normally requiring reactive catalysis and
high temperature processes. Fortunately, non-thermal plasmas of electrical
discharges present a viable alternative to conventional reforming technologies.
In these non-equilibrium discharges, electrical energy mainly heats the mobile
electrons to a few eV while the heavy ions and neutrals remain cold. There-
fore, little energy is wasted in gas heating, and the reaction kinetics is initiated
by electron impact processes such as dissociation, ionization and excitation of
electronic and vibrational states of primary species.
It was shown in the 1970s and 80s that the disparity between the elec-
tron and gas temperatures is ideal for dissociation kinetics in CO2 [57, 58]. In
these works, and as summarized by Fridman, the most e cient mechanism
for dissociation is through cumulative vibration-vibrational (VV) excitation
while minimizing the primary loss mechanism, vibration-translational (VT)
relaxation. Since non-equilibrium discharges have low gas temperatures, VT-
relaxation is minimized. Furthermore, the vibrational excitation cross-sections
for electron impact reactions are largest for low energy electrons (⇠1 eV) which
are characteristic of moderate to high pressure non-thermal discharges.
The conditions described above were realized in microwave discharges
[4]. However, in recent years the interest of researchers has shifted to dielec-
tric barrier discharges (DBD). A DBD consists of a multitude of streamers
which together constitute the observed luminescent glow. DBDs have been
extensively investigated for high-pressure plasma processes [35, 42, 59, 60] but
currently show low CO2 energy conversion e ciency when compared to alter-
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native non-thermal discharges such as microwave discharges. Though DBDs
have shown low conversion e ciency, they have several advantages compared
to other non-thermal discharges.
First, DBDs can be operated at atmospheric or higher pressures mak-
ing them valuable for industrial applications, whereas microwave discharges
require reduced pressures to be e cient. Additionally, at elevated pressures
the conversion rate increases for streamers due to the decrease of the reduced
electric field [61]. Finally, DBD reactors are simple to design and manufac-
ture, and have already shown industrial scalability in such areas as wastewater
treatment and ozone generation [35, 62]. Furthermore, it was shown in [47, 63]
that the e ciency increases with addition of a catalyst and a packed-bed DBD
reactor. These studies indicate the potential for e cient CO2 conversion uti-
lizing streamer processes, but have focused on macroscopic investigations.
Comprehensive numerical modeling of complex plasma processes is in-
dispensable. Modeling increases the understanding of plasma processes illumi-
nated by experiments, and provides a description of quantities that cannot be
directly measured. Furthermore, it supplies information of the dominant reac-
tion kinetics and the underlying fundamental mechanisms. Though modeling
is a powerful tool, special care must be taken when formulating the chemical
mechanism, as there is a trade o↵ between completeness and computational
feasibility. Much of the modeling work for CO2 splitting with DBD discharges
has been done by the PLASMANT research group which has relied upon a
zero-dimensional reaction kinetics models. [64–66] These models incorporate a
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comprehensive plasma chemistry of CO2 reforming which includes the detailed
vibrational kinetics of CO2. The use of 0D model is justified by the long resi-
dence time of the mixture in DBD reactors and because it is computationally
infeasible to model the complete physics and chemistry for a DBD reactor.
In our work, studies focus on single high-pressure nanosecond (ns)
pulsed streamer discharges. In the present work, streamer discharges in CO2
have been investigated both experimentally and computationally. The experi-
mental techniques and numerical fluid model will be discussed, followed by the
numerical model results which are compared with the experimental findings.
2.2 Literature Review of Carbon Dioxide
Current industrial uses of carbon dioxide are limited, with urea being
the primary industrial product. This is mainly due to to the following factors:
(1) CO2 is highly oxidized and thermodynamically stable, and requires highly
reactive catalysis or physical energy input for reactions to proceed (i.e. the
cost to split carbon dioxide), and (2) the cost of CO2 separation, purification,
and transportation. With the current rate of increase of 1.5 ppm/year of
atmospheric CO2, the overall carbon dioxide levels cannot be reduced with
current industrial uses. [67, 68] Recent technologies, such as plasma reforming,
have been developed to deal with the growing need for CO2 utilization and
reduction. Additionally, CO2 has gained recent interest for circuit breaker
arc-quenching as a replacement gas to SF6 which has ⇠ 20 times the global
warming impact as carbon dioxide. [69, 70] It is therefore necessary to have
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a detailed understanding of the plasma state of carbon dioxide for reforming
technologies, high-voltage circuits, and other potential industrial uses of CO2.
2.2.1 Why Non-Equilibrium Plasmas for CO2 Reforming?
Non-thermal and thermal plasmas each have their own advantages and
disadvantages. Thermal plasmas have high energy density and high gas tem-
peratures. Though these high gas temperatures are beneficial for some ap-
plications, thermal discharges have limited selectivity and are primary used
when complete pyrolysis of all species is desired or simply for thermal heat
sources. Contrary to thermal plasmas, non-equilibrium plasmas have high se-
lectivity and low gas temperatures. They preferentially couple the electrical
energy into electrons rather than into gas heating. These energetic electrons
then transfer their energy to bulk species through electron impact reactions.
By selectively energizing the electrons, energy can be preferentially pumped
into to the desired reaction pathways.
Both thermal and non-thermal discharges have been reported for car-
bon dioxide splitting. Thermal plasmas have a reported energy e ciency of
15% with a theoretical maximum of 43-48% [4, 71, 72]. The energy e ciency is
defined as ⌘ =  H/ECO where  H is the enthalpy for dissociation for CO2 (2.9
eV/mol), and ECO is the actual energy cost. These thermal sources act pri-
marily as a heater, maintaining the thermal equilibrium necessary for carbon
dioxide dissociation. There are two dominant issues which prevent e cient ref-
ormation of carbon dioxide in thermal plasmas: requirement for rapid quench-
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ing of the product stream, and equilibrium of states. Once carbon dioxide has
been split, rapid quenching of the products outside of the hot plasma zone is
necessary. If the quenching process occurs too slowly, then the reverse recom-
bination reaction takes place resulting in reformation of carbon dioxide. Even
in the case of absolute quenching of the products, thermal plasmas are limited
due to the law of equipartition of energy for a system in thermal equilibrium.
The law of equipartition of energy is defined as a state in thermal equilibrium
where energy is shared equally between all degrees of freedom. Hence, only a
portion of the energy of the system is used in dissociation and the rest is dis-
tributed into other states which do not contribute to the dissociation reaction
(gas heating).
To solve the above-mentioned issues, a non-equilibrium plasma is nec-
essary. Non-equilibrium discharges render quenching unnecessary as reverse
reaction rates (VT relaxation processes) are low at low gas temperatures. Ad-
ditionally, the selective nature of non-equilibrium discharges allows a way to
preferentially populate the relevant reaction pathways for dissociation.
In non-equilibrium discharges the temperatures of the system can be
characterized as follows: Tg  TR  TV  TEXT  Te. The translational
temperature (Tg) and rotational temperature (TR) are typically assumed in
thermodynamic equilibrium for moderate to high pressure discharges. This is
because the e↵ective lifetime of the excited state is much longer than the time
for thermalization of the rotational manifold [73].
Furthermore, the vibrational (TV ) , excitation (TEXT ), and electron
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temperatures (Te) are much greater than the gas temperature, TV ⇡ TEXT ⇡
Te >> Tg for electron temperatures larger than 12,000 K [74]. It is the non-
equilibrium of the molecular degrees of freedom, specifically the translational
and vibrational modes, that leads to an energy e ciency increase of up to 60%
when quasi-equilibrium is assumed for forward and reverse reactions [4]. This
e ciency increase occurs because direct endothermic reactions (CO2 splitting)
are primarily excited by molecular vibrations while reverse exothermic reac-
tions (recombination of CO2) are mainly activated by translational tempera-
ture which leads to a net production of CO [4].
2.2.2 Non-Equilibrium Plasma Reforming Technologies
As mentioned above, non-equilibrium discharges are preferable to ther-
mal plasmas for energy e cient conversion of CO2. One would speculate that
low pressure glow discharges would be more e cient at splitting than atmo-
spheric discharges because they are easier to maintain a stable thermal non-
equilibrium, and electronic impact reactions dominate. But it has been shown
that this direct electronic excitation has proven to be an ine cient means for
CO2 dissociation, as evidenced by the low conversion e ciencies of only 8% for
glow discharges [4]. A more e cient mechanism for CO2 splitting is through
vibrational-vibrational energy exchange. It is therefore desirable to have a
sustained discharge at moderate to high pressures such as: non-equilibrium
microwave discharges, DBDs, and other non-thermal discharges.
Microwave discharges have shown the most promise for an energy e -
30
cient means of CO2 conversion. The highest recorded e ciencies were reported
in the late 1970s and early 80s by Legasov and Asivov [4]. These discharges
were operated at moderate pressures ranging from 50-200 Torr, and at sub-
sonic or supersonic flow conditions. Under supersonic flow conditions Asivov
reported a 90% energy e ciency, while Legasov showed 80% e ciency for sub-
sonic conditions. These high e ciencies have yet to been reproduced, with
e ciencies of 55% reported in 2013 for similar conditions as Asivov [75]. For
industrial applications it is desirable to have a system which is simple and
can operate at atmospheric conditions, but when the pressure is increased to
atmospheric conditions the microwave discharge e ciency drops to 40% [4].
Furthermore, implementation of a microwave plasma system is more complex
than other non-thermal devices such as DBD reactors.
DBD reactors are easily designed and operate at atmospheric pressures.
These discharges have already shown industrial scalability in ozone production
for water purification plants, but have low energy and conversion e ciencies
for CO2 reforming process [76]. DBDs have reported e ciencies of only 2-
10% [63], but with the use of packed bed DBD reactors and catalysis the
e ciency can be improved as observed in the work of H. L. Chen et al [77]. In
2015 Bogaert’s group showed that with a packed bed DBD reactor the CO2
conversion e ciency reached 38% with an energy e ciency of 6.4% [78].
Mei et al. in 2014 studied the e↵ects of packing materials on CO2
conversion e ciency [79]. They found that a packed bed DBD with photo-
catalysis led to an increase in the conversion and energy e ciency. Bogaert’s
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et al. and Mei et al., believe that the main mechanism for conversion e ciency
enhancement from packed bed reactors is through an increase in the mean
electron energy [78, 79]. Additionally, Mei et al. suggested that the photo-
catalysis may have been activated by the increased electron energy leading to
additional electron hole pairs on the dielectric surface which would lead to an
increased e ciency [79].
In the works reported on DBD reactors, there is limited information
about the details of the streamer process. These authors ( [64, 78, 79]) have
focused on plasma reactor designs rather than the underlying streamer mech-
anism. The purpose of our work is to develop a detailed understanding of the
dynamics and chemical kinetics of a streamer discharge, a single element of the
DBD reactors, in CO2. A combined experimental and modeling approach is
implemented to understand the primary processes in the dissociation of CO2
by a streamer discharge.
2.2.3 CO2 Plasma Chemistry
Carbon dioxide is one of the simplest polyatomic molecules. In its
ground state CO2 is a linear triatomic molecule (D1,h point group with electric
quadrupole, because of electric dipole cancellation), with an ionization energy
of 13.777 eV, and a dissociation energy of 5.451 eV [10]. The decomposition
of CO2 is a highly endothermic reaction limited by the dissociation reaction:
CO2 ! CO+O  H = 5.451
eV
mol
(2.1)
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Figure 2.1: Vibrational modes of carbon dioxide [7].
The complete decomposition of CO2 occurs with the conversion of O
into O2 by recombination or reaction with another CO2 molecule.
The rotational and vibrational spectra of CO2 have been widely inves-
tigated, and incorporated into the HITRAN database. The rotational and
vibrational energy levels are mostly observed in the IR spectral region and are
expressed as:
E(v, J) = Gv +BvJ(J + 1) Dv[J(J + 1)]2 (2.2)
CO2 has four normal modes of vibration (3N   5, with N = number
of atoms), with the bending mode being doubly degenerate. Figure 2.1 shows
the three modes: symmetric stretching (v1), bending (v2), and antisymmetric
stretching (v3). The vibrational state is defined as v = (v1, v2, v3), and J is the
rotational quantum number. Gv, Bv, andDv are spectroscopic constants which
are given by Table 2.1. There are two additional features associated with the
CO2 spectra: (1) Fermi resonance and (2) a vibrational angular momentum
quantum number.
Fermi resonance occurs when two vibrational modes with nearly the
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v = (v1, v2, v3) Gv (cm 1) Bv (cm 1) Dv (10 7 cm 1)
000 0 0.3902 1.333
010 (l2 = 1) 667.4 0.3906 1.353
020((l2 = 1) 1285 0.3905 1.571
100 1388 0.3902 1.149
001 2349 0.3871 1.330
Table 2.1: Spectroscopic constants for carbon dioxide
same energy mix. The mixing causes an increase in the splitting of the
energy levels, and as a consequence of it the splitting of spectral lines and
equalization of the intensities of the two original lines. Fermi resonance usu-
ally occurs between the fundamental vibration and an overtone or combina-
tion. In CO2 the vibrational energy of the fundamental symmetric-stretching
mode (v1) is merely twice that of the v2-bending mode, so levels (v1, v2, v3)
and (v1   1, v2 + 2, v3 are very close together, resulting in Fermi resonance.
The double degeneracy of the bending mode leads to angular momentum
about the inter-nuclear axis, with angular momentum quantum number l2 =
v2, v2   2, ..., 1 or 0.
CO2 has two IR active modes: the v3-antisymmetric stretching mode
and the v2-bending mode , but is transparent in the visible and mid to near
ultraviolet regions. Carbon dioxide does exhibit photon absorption in the
vacuum ultraviolet (VUV) region, and radiation in the VUV can lead to photo-
ionization or photo-dissociation.
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2.2.4 Dissociation Kinetics of Carbon Dioxide in Non-Equilibrium
Discharges:
As stated previously, thermal plasmas simply act as heaters, which
shift the dissociation reaction to favor the production of CO. These thermal
discharges have several limitations as discussed, and low e ciencies. Hence,
non-thermal discharges are desired for energy e cient dissociation of CO2.
The advantage of non-equilibrium discharges lies in the ability to selectively
input energy into the most e cient reaction pathway for dissociation. It has
been shown that vibrational excitation by electron impact of ground state
molecules is the most e cient means of dissociation of CO2 [4, 57, 80].
1. Attachment E + CO2 CO + O- (E = 0 eV) DISSOCIATIVE ATTACHMENT
2. E↵ective E + CO2 E + CO2 (m/M = 0.0000124) EFFECTIVE CROSS-SECTION
3. Excitation E + CO2 E + CO2(0.083eV) (E = 0.083 eV) ASYMMETRIC VIBRATIONAL
4. Excitation E + CO2 E + CO2(0.167eV) (E = 0.167 eV) VIBRATIONAL EXCITATION
5. Excitation E + CO2 E + CO2(0.252eV) (E = 0.252 eV) VIBRATIONAL EXCITATION
6. Excitation E + CO2 E + CO2(0.291eV) (E = 0.291 eV) VIBRATIONAL EXCITATION
7. Excitation E + CO2 E + CO2(0.339eV) (E = 0.339 eV) VIBRATIONAL EXCITATION
8. Excitation E + CO2 E + CO2(0.422eV) (E = 0.422 eV) VIBRATIONAL EXCITATION
9. Excitation E + CO2 E + CO2(0.505eV) (E = 0.505 eV) EXCITATION
10. Excitation E + CO2 E + CO2*(10.5eV) (E = 10.5 eV) ELECTRONIC EXCITATION
11. Excitation E + CO2 E + CO2(2.5eV) (E = 2.5 eV) VIBRATIONAL EXCITATION
12. Excitation E + CO2 E + CO2*(7.0eV) (E = 7 eV) ELECTRONIC EXCITATION
13. Ionization E + CO2 E + E + CO2+ (E = 13.3 eV) TOTAL IONIZATION
Table 2.2: Cross-Sectional Data for CO2: Vibrational and electronic excitation,
dissociative attachment, and ionization. [1, 2]
Figure 2.2 shows the vibrational and electronic excitation, attachment,
and ionization cross-sections for electron impact processes in CO2 as a function
of electron energy (taken from Phelps and BOLSIG+). Table 2.2 provides an
overview of the reactions listed. At low electron energies, below ⇠7 eV the
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Figure 2.2: Cross-sectional data CO2 [1, 2]
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vibrational cross-sections are significant, while ionization and electronic exci-
tation thresholds are: 13.3 eV and 7 eV, respectively. Therefore, for DBDs (in
the streamer tail), and other non-equilibrium discharges with average electron
temperatures of 1-3 eV, a majority of the electron energy will be deposited
into low lying vibrational levels.
In endothermic reactions like the dissociation of CO2, the vibrational
energy exchange of the reactants (CO2) is the most e cient means of dis-
sociation. This is because when the highly excited vibrational states reach
the bond energy for dissociation, 5.5 eV for CO2, a vibrational-vibrational
non-adiabatic transition occurs. Through the VV quantum exchange only the
energy necessary to form CO and O in their respective ground states is re-
quired, whereas adiabatic vibrational excitation would require more than 7
eV to dissociate. For the adiabatic electronic vibrational dissociation mecha-
nism (spin conservation), CO is formed in the ground state while O is in an
electronically excited state. Therefore, adiabatic dissociation requires more
energy than the VV exchange process. In the case of direct electron impact
excitation for dissociation, an energy of more than 8 eV is required due to the
Frank-Condon (vertical transition) principle.
At high electron energies, the primary dissociation mechanism is through
direct electron impact leading to low lying electronic levels of CO2. If the elec-
tron energies are high enough a significant portion of the energy will go into
forming electronically excited CO. These conditions are usually met for low
pressure discharges with high reduced electric fields, and in the head of a
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streamer discharge which has electron temperature of O(10 eV). The energy
threshold for dissociation can be reduced by vibrational excitation, since the
energy threshold for dissociation is reduced.
The dominant loss mechanism for vibrational excited states is through
vibrational translational relaxation. For non-equilibrium plasmas, which are
operated at low temperatures, usually 300-1000 K, the VT relaxation process
is slow and mostly related to the symmetric vibrational mode. Therefore, for
a su ciently ionized plasma a non-equilibrium vibrational distribution will be
established with high population of high lying vibrational states (For example
Treandor distribution).
Streamer discharges present a complicated scenario for CO2 dissocia-
tion because they have two characteristic electron temperatures, 10 eV in the
head and 1-2 eV in the tail. Additionally these discharges are a transient
unsteady process. Therefore, the dissociation mechanism for streamers can
potentially progress through two methods: VV vibrational exchange, and di-
rect electron impacts. It will be shown that both processes are important for
streamer discharges with direct electron impact dissociation dominant for sin-
gle streamer discharges, and VV exchange arising in pulsed discharges due to
the population of low lying vibrational levels in the streamer tail.
To optimize these streamer discharges the EEDF should have an av-
erage electron temperature of around 1 eV. By setting the E/N such that an
electron temperature of ⇠ 1 eV is obtained, population of the asymmetric
stretch mode (v3) of CO2 is possible. The asymmetric mode has lower VT
38
(vibration-translational) loses compared to the symmetric mode, the largest
cross-section for e-V (electron impact vibrational excitation) processes, and
higher VV transfer cross-sections.
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Chapter 3
Experimental Setup
3.1 Experimental Methods
A synopsis of the experimental setup and methods are presented in this
section.1 An overview of the experimental setup is shown in Fig. 3.1, (A), and
an image of the reaction chamber in (B). The remainder of this section will
discuss the gas regulation system (1) and reaction chamber (3), the pulse power
system (2) and electrical diagnostics (5), and the imaging and spectroscopic
diagnostic techniques (4).
3.2 Reaction Chamber
The experimental framework consists of a high-voltage (HV) ns pulsed-
power circuit, and the reaction chamber. The reaction chamber is capable of
reaching temperatures of ⇠800 K with pressures ranging from ⇠5-500 kPa. In
the test presented the temperature was held fixed at 300 K and two pressures
were investigated: 115 and 200 kPa.
1Some of the following work has already been published in: Pachuilo MV, Levko D,
Raja LL, Varghese PL. Experimental and Numerical Investigations of a Pulsed Nanosecond
Streamer Discharge in CO2. In 55th AIAA Aerospace Sciences Meeting 2017 (p. 1968).
The author was the main contributer to this work. Dr. Raja and Dr. Varghese advised this
work.
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Figure 3.1: An overview of the experimental setup is shown in (A). The pressure
vessel with the electrodes is shown in (B). (1) indicates the gas regulation systems,
(2) the high-voltage pulsed power system, (3) pressure vessel, (4) PIMAX 4 and
SP2500 spectrometer, and (5) electrical diagnostics including the high-voltage Tek-
tronix P6015A and Pearson 6585 current monitor.
Figure 3.2: A schematic of the reaction chamber (B) and the electrode configuration
(A). The high-voltage electrode (1) is 3.81 mm from the macor dielectric surface
(3), and the ground electrode (2) is embedded behind 2 mm of macor dielectric.
The entire electrode configuration is sealed inside a stainless-steel pressure vessel or
reaction chamber. The reaction chamber is fitted with process gas inlet and exit.
Additionally, the chamber is monitored with a thermocouple and pressure gauge.
denotes the increments for each ruler in (B) 1 and 2.
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Figure 3.2 shows the reaction chamber (B) and the electrode configura-
tion (A). The reaction chamber is a cylindrical domain with a diameter of 76
mm and a depth of 30 mm. The chamber consists of a stainless-steel pressure
vessel with two quartz viewing windows, and eight 25.4 mm ports spaced 45
degrees around the perimeter. Five ports are used in the experiments: one for
the HV electrode (1 in Fig. 3.2), the ground electrode (2 in Fig. 3.2), the gas
inlet and exit, and a thermocouple, while the other three ports are plugged
and sealed.
A 2 mm thick and 25.4 mm diameter macor dielectric covers the ground
electrode (2 in Fig. 3.2). This prevents thermalization and spark-over of the
streamer discharge formed in the inter-electrode gap during a ns pulse. The
ground electrode is a sharpened stainless-steel rod with a 20 degree taper that
is held fixed within the chamber. A pin-vise secures the HV electrode (1 in
Fig. 3.2) which allows the inter-electrode distance to be adjusted. The HV
electrode is composed of stainless-steel with a diameter of 550 µm and a tip
radius of 0.6 µm. The HV electrode is insulated with a macor sleeve to prevent
breakdown to the pressure vessel.
High-purity gas cylinders provide the feed stock gas CO2, and additive
probing gases (argon, nitrogen, and hydrogen) used for plasma spectroscopy
diagnostics. The gases are regulated, metered and mixed prior to entering the
reaction chamber. If the discharge is to be heated the gas stream is passed
through a 3 kW air process heater. The temperature and pressure inside the
chamber are monitored, and a PID controller is used to maintain the desired
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experimental conditions.
After the gas has been processed by the plasma, it is passed through a
set of cooling coils (if the gas is heated) prior to being exhausted to the atmo-
sphere. If sub-atmospheric pressures are desired, the cooled exhaust stream is
then connected to a vacuum pump.
To ensure that each discharge pulse is independent of the previous, a
constant flow rate (V˙ ) is maintained throughout the chamber such that the
pulse period (freq. ⇠ 4   7 Hz) is greater than the flow residence time (⌧)
given by Eq. 3.1.
1
⌧
=
V˙
V
(3.1)
3.3 Pulsed Power Supply
The pulsed power system is presented in Fig. 3.3. A Spellman SL600
HV power supply charges the 2100 pF discharge capacitor to a positive HV
(12.5-40 kV). The minimum charge voltage (⇠12.5 kV) is determined by the
spark-gaps [(1) in Fig. 3.3] minimum ignition threshold, while the maximum
voltage is set by the capacitor, HV supply, and insulation.
The trigger electrode of the spark-gap is maintained at half the charge
voltage of the capacitor. This is accomplished with a simple voltage divider
[(1) in Fig. 3.3]. A 500 pF decoupling capacitor isolates the spark-gap trigger
electrode from the HV spark-gap trigger generator.
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Figure 3.3: A schematic (A) and photograph (B) of the pulsed power system used
for generating nanosecond high-voltage pulses. Here, a reverse dump pulsed power
design is implemented. A high-voltage power supply (3) charges the discharge ca-
pacitor. A spark-gap (1) is then triggered which results in a fast negative-polarity
high-voltage pulse. A pulse shape resistor (4) is used to tailor the primary pulse
width and decay time. The pulse then transits through a transmission delay line
(2) prior to reaching the discharge chamber. The pulse power system is kept in
a Faraday cage and isolation transformers are used to reduce the transmitted and
conducted electromagnetic interference.
44
The spark-gap is triggered with an automotive ignition module and a
step-up transformer. Once the spark-gap breaks down, the discharge capac-
itors positive HV terminal is shorted to ground. This causes the grounded
terminal of the discharge capacitor to drop rapidly to a negative voltage ap-
proximately equivalent to the charge voltage.
The primary negative HV pulse shape is determined by the RC time
constant [(4) in Fig. 3.3] of the discharge capacitor (2100 pF) and pulse shape
resistor (174 ⌦). From these quantities, the RC time constant is 190 ns.
Because of the short duration of the pulse as well as the jitter (typically of
order 100 µs) associated with triggering the spark-gap, the diagnostics could
not be sequenced using the BNC 555 delay generator.
To trigger the diagnostics, specifically the PI-MAX 4, which requires a
minimum of 29 ns before the intensifier can be gated on, a 30 m transmission
delay line is used. The delay line produces 152 ns of delay between the initial
pulse formation at the discharge capacitor and its arrival at the discharge
chamber.
A Rogowski coil is placed at the capacitor terminal upstream of the
discharge chamber to determine when the voltage pulse is initiated. A Ro-
gowski coil measures the rate of change of current (dIdt ) induced in a loop of
wire from an external magnetic field. Rogowski coils provide a fast response
to changes in current making them ideal for sensing pulsed systems. This
triggering scheme allowed the entire voltage pulse to be analyzed.
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3.4 Discharge Diagnostics
The discharge diagnostics include: current-voltage diagnostics and in-
stantaneous broadband imaging, instantaneous narrowband imaging, and spec-
troscopy. The electrical pulse characteristics are determined on the HV elec-
trode from a Tektronix P6015A HV probe and a Pearson 6585 current monitor
(Fig. 3.1). A second current monitor (Pearson 2877) is placed on the ground
electrode to monitor the transmitted current.
A PI-MAX 4 ICCD (intensified charge coupled device) camera is used
to image the discharge throughout the voltage pulse. A set of bandpass fil-
ters is used to isolate radiation from specific excited states to determine the
spatial distribution of these excited species. The PI-MAX was also coupled
with 500 mm triple grating spectrometer to determine plasma properties such
as: electron temperature and density, vibrational and gas temperature, and
conversion e ciency.
As discussed previously, the pulse power system operates in the high
frequency radio (RF) range at high powers (⇠500 kW). In this operational
regime electromagnetic inference (EMI) becomes an issue with the diagnostics,
and both radiated and conducted EMI was considered.
To reduce the radiated EMI, the pulsed power system is placed in a
Faraday cage [Fig. 3.3] and a coaxial HV transmission line is used to transmit
the wave to the discharge chamber. To reject common mode noise on the
AC lines, voltage isolation transformers are used for both the pulsed power
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system and the diagnostic power supplies. Though EMI mitigation strategies
have been implemented, when the system is operated at high powers radiated
transmission can be problematic and noise is coupled to instrumentation.
3.5 Instantaneous Broadband Imaging Diagnostics
A PI-MAX 4 1024i Intensified Charge Coupled Device (ICCD) (Fig.
3.1) is used to acquire time resolved images of the streamer discharges. An
intensified-CCD is required to temporally resolve streamer discharges which
have typical velocities of mm/ns at atmospheric pressure. In addition CO2
has little emission in the visible range of the detector [81].
Figure 3.4 shows the quantum e ciency curves for Generation II in-
tensifiers. The PI-MAX 4 used in this work is equipped with the SR GEN II
intensifier which corresponds to a usable wavelength range of 200-900 nm. The
CCD is a Kodak KAI-1003 interlaced with square pixels measuring 12.8µm.
The CCD is composed of a square pixel array, 1024x1024, pixels equipped with
the SR GEN II 18 mm intensifier tube. The PIMAX 4 is capable of gate times
down to 2.81 ns and a sustained repetition rate of 8 kHz with MCP gating.
3.6 Imaging Calibrations
Detector calibration is necessary to eliminate non-data elements from
the detector array such as the bias o↵set, bias pixel structure, dark noise,
uneven field illumination, and even dust. To calibrate the detector a set of 3
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Figure 3.4: Quantum E ciency curves for the PIMAX 4 Generation II intensifiers.
The PIMAX 4 1024i used in this work is equipped with SR GEN II Intensifier which
corresponds to a wavelength coverage of 200-900 nm. [8]
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calibration images must be taken for each experimental setup: a bias, dark or
thermal, and flat-field frame. From these calibration frames a set of master
frames can be made which are then used to calibrate the science data frames.
The bias frame is used to remove the inherent detector bias level applied
to each pixel element. All detectors have a set bias voltage to prevent the
detector from registering negative readout signals. To form the master bias
frame a set of 10 bias images is taken with the ICCD covered. The intensifier
gain is set to that of the test conditions (G = 90) and the integration time
is set to the cameras minimum gate width, 2.81 ns. These frames are then
median averaged to form a master bias frame.
The second calibration frame required is a dark or thermal frame. The
dark frame is used to measure the thermal noise accumulated during the ex-
posure and is a linear function of the integration time. A set of 10 dark frames
is taken with the ICCD covered at the experimental gain setting (90) and for
the integration time of the test (e.g. 10, 30, or 350 ns). A master dark frame
is computed by taking each of the ten dark frames for a given integration time
and subtracting the master bias. The dark frames are then divided by the
integration time and median averaged forming the master dark frame.
A dark frame can then be generated for any integration time by taking
the master dark frame and multiplying by the integration time. Alternatively,
a dark frame can be generated for each integration time by covering the ICCD
and exposing the ICCD to the same integration time as the test condition. This
method directly captures both the bias and dark current for each experimental
49
condition. To reduce the thermal noise of the detector the ICCD is cooled to
-23 C, resulting in < 2e /p/sec.
The last calibration frame is a flat-field image. A flat-field calibration
was done with a DH-2000 calibration source and an integrating sphere which
produced a Lambertian surface. The flat-field image is used to calibrate vary-
ing sensitivity of the detector, and any imperfections in the optical setup such
as dust particles which lead to uneven field illumination of the detector. The
flat-field images were taken at the experimental gain setting and with a uni-
form field illumination from a tungsten lamp source. The flat-field should be
exposed long enough to collect 35  50% of the full saturation level. A master
flat-field is constructed by subtraction of the master bias and a scaled master
dark frame.
A calibrated science image (C) is produced by subtracting the master
bias frame (B), and the scaled master dark frame (D) from the raw data image
stack (R). The raw image stack is then divided by the master flat-field image
(F). The resulting stack is then median averaged and multiplied by the image
average value of the flat-field (m), producing the final calibrated science image.
Equation 3.2 shows how a calibrated science frame is formed.
C =
R  (D +B) ⇤m
F   (D +B) (3.2)
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Figure 3.5: An image of the spectroscopy setup is shown with a modular 3.3 inch
3 port integrating sphere (1), iris (2), plano-convex focusing lens (4 and 5), the
SP2500 500 mm spectrometer coupled with the PIMAX 4 ICCD (3), order sorting
filter (6), and fiber bundle (7).
3.7 Spectroscopic Diagnostics
An overview of the spectroscopic diagnostics will be described in this
section including: the optical system, the spectrum splicing and wavelength
calibration procedure, and absolute spectral radiance calibration.
3.8 Observation System
The spectroscopy optical setup is shown in Fig. 3.5. The setup con-
sists of a 3.3 inch 3 port integrating sphere from Newport, (1). The integrating
sphere is coated with a highly reflective Polytetrafluoroethylene (PTFE) which
covers a wavelength range of 250-2500 nm with ⇠ 98% reflectivity. The in-
tegrating sphere is used for absolute spectral radiance calibrations discussed
later.
An iris (2) is used to determine the F-number of the optical system
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and the etendue for absolute spectral calibrations. A 500 mm SP2500 Prince-
ton Instruments triple grating spectrometer (3) equipped with 300, 1200, and
1800 g/mm gratings blazed at 500 nm is used to acquire the spectrum of the
streamer discharge. The spectrograph is also equipped with a variable en-
trance slit which can be varied from 10µm to 3mm, depending on the spectral
resolution needs. The SP2500 spectrometer has two exit planes, one is coupled
with the PIMAX 4 shown in Fig. 3.5, and the second port has a variable exit
slit where a PMT may be mounted. The second port is used here to back illu-
minate the optical pathway to determine the e↵ective F-number of the system
as well as for optical alignment and focusing. The SP2500 has an F/# = 6.5.
Two 75 mm diameter ( ) uncoated ultra-violet grade fused silica plano-
convex lenses (4 and 5) are used to acquire the emission from the plasma
discharge. These lenses have over 90% transmission over the 200-1200 nm
wavelength range. The first lens in the optical path (4), will be defined as the
objective lens. It has a focal length (fo) of 500 mm, and an F/# =
f
  = 6.67.
The second lens element in the optical path (5) will be defined as the imaging
lens. The imaging lens has a focal length (fi) of 200 mm, and an F/# = 2.67.
The two lens optical system is setup such that the plasma discharge is at the
focal length of the objective lens and hence the fiber bundle is at the focal
length of the imaging lens. The two lens system then magnifies the fiber
bundle (7) by a factor M = fo/fi = 2.5.
The fiber bundle (7) consist of 19, 200µm diameter fibers each with a
22.5µm thick cladding. The fiber bundle is arranged in a circular fashion on
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the imaging end, while the fibers are arranged in a single column to match
the SP2500 vertical entrance slit. These fibers are composed of fused silica
with a wavelength range of 190-1100 nm. At wavelengths > 550 nm order
sorting bandpass filters (6) are necessary. The bandpass filters serve to block
the second and third order spectrum of lines originating at lower wavelengths
(200-500 nm).
Equation 3.3 gives the location of the di↵raction grating maximum,
where m is the order,   is the wavelength, d is the inverse of the grating
spacing (mm/groove), and ✓ is the di↵raction angle.
m  = d sin(✓) (3.3)
It is evident from Eq. 3.3 that first order emission lines from 300-400
nm (typical of nitrogen second positive system, and CO Angstrom bands) will
appear in the emission spectrum taken at 600-800 nm. Therefore bandpass
filters have been used to filter out any higher order lines from the spectrum
for wavelengths greater than 550 nm.
The instrumental profile profile of the spectral system is determined
from two methods: (1) the response to a monochromatic HeNe laser source,
and (2) line radiation from low pressure gas discharge tubes. In the spec-
troscopy results presented the slit width is held fixed at 100µm, and two
gratings are used: 300 g/mm and 1800 g/mm.
The 300 g/mm grating is used to obtain a broadband spectrum cov-
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ering the entire range of the spectral observation system (250-900 nm). The
instrumental profile is estimated as a Gaussian profile with a full-width-half-
maximum (FWHM) of 0.8 nm for a 300 g/mm grating, 100µm slit, and 500
mm spectrometer. The 1800 g/mm grating is used for determining the rota-
tional temperature and for electron density broadening measurements. The
FWHM with the 1800 g/mm grating is 0.106 nm.
3.9 Splicing Procedure and Wavelength Calibration
The plasma radiation was collected over a range of 250-900 nm. To
acquire a spectrum covering such a wide spectral band with a ICCD array
detector several individual spectra must be taken at various grating angular
positions. These individual spectra are then spliced together to form a single
extended spectrum. This splicing procedure is necessary due to the limited
spatial dimensions of the array detector systems.
For example, a typical spectral coverage in these experiments taken
with a 500 mm spectrometer and using a 300 g/mm grating is ⇠ 80 nm, see
Fig. 3.7. It is therefore necessary to collect ⇠ 12 individual spectra at di↵erent
center wavelengths, ensuring to leave an overlap region so that adjacent spectra
can be fitted together. Prior to the 1D spectra being spliced together, the raw
(2D) ICCD images must be processed, wavelength calibrated, and binned to
form a 1D spectrum.
The raw ICCD spectral images are calibrated in much the same manner
as the instantaneous broadband images were, but with the addition of two
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images to account for the wavelength calibration and spectral sensitivity of the
detector. To calibrate the raw ICCD images a set of four images are taken: the
bias, dark, spectral intensity calibration, and wavelength calibration frames.
The spectral intensity calibration frame accounts for the spectral sensitivity
of the detector. This process will be described in the following section. It is
noted that the spectral intensity calibration frame is the spectral equivalent
to flat-fielding frame.
The bias and dark frames are the same as those described in the imaging
calibration section. The master bias and dark frames are computed for the
experimental conditions and subtracted from the set of raw ICCD spectral
images. For each experimental condition several frames are collected. Once
the frames are dark and bias subtracted the resulting images are then median
averaged to increase the signal-to-noise ratio. Instead of dividing by a flat-
field image in the 2D image, a 1D spectrum was first composed. Before the
1D image was formed an initial wavelength calibration was needed.
An initial wavelength calibration was done using a mercury-argon (Hg-
Ar) lamp, in LightField. LightField is a software package that accompanies
the PIMAX 4 and SP2500 spectrometer. The software interfaces with the
both PIMAX 4 and SP2500 spectrometer. To conduct the initial wavelength
calibration the Hg-Ar lamp source is imaged with the spectroscopic optical
system described above. The wavelengths of the strong emission lines are
loaded into the LightField software, and a function is generated which relates
the grating angular position and ICCD pixels to a known wavelength. The
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software automatically sweeps through various grating rotations to calibrate
the system. The calibration process than provides an estimate of the pixel to
wavelength conversion. To verify the wavelength calibration holds throughout
the splicing procedure raw ICCD images of the Hg-Ar Lamp are acquired.
To form a 1D spectrum the 2D ICCD image must be binned. For
the spectrometer system used here, the x pixel axis is the dispersion axis
(wavelength) while the y pixel axis corresponds to the spatial position along the
entrance slit. Therefore, to generate a 1D spectrum for the 2D ICCD image a
binning region must defined in the y-axis. Figure 3.6 shows a calibrated ICCD
image of the Hg-Ar lamp at a center wavelength of 700 nm. In Fig. 3.6 the 19
fibers composing the fiber bundle are visible. Each of these fibers corresponds
to a spatial location in the plasma domain. The highlighted rectangle region
corresponds to a circular region with a diameter of ⇠ 500µm located at the
electrode tip. This region was binned to form the 1D spectrum, Fig. 3.7. The
same binning region is used for all images and calibration frames.
Figure 3.7 shows the result of binning the 2D spectrum. The total
spectral coverage for a single frame taken with a 500 mm spectrometer and 300
g/mm grating is ⇠ 80nm. To cover the entire spectral range of the detector
(200-900 nm), 2D images are taken at center wavelengths from 250 to 850
nm in steps of 50 nm. This ensures su cient spectral overlap for splicing
each spectrum together. At each of these center wavelengths three images are
taken: raw science frame, Hg-Ar lamp, and DH2000 spectral radiance source.
For each 2D image a 1D spectrum is generated. Next these 1D spectra must
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Figure 3.6: A 2D ICCD image taken at a center wavelength of 700 nm of Hg-Ar
lamp with 300 g/mm grating and 500 mm spectrometer. The image is the result
of (dark+bias) subtraction and median averaging. The rectangle box indicates the
binning region.
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Figure 3.7: A 1D spectrum generated from binning Fig. 3.6. The center wavelength
is 700 nm with a spread of ⇠ 80 nm. A 500 mm spectrometer with 300 g/mm grating
were used to generate the spectrum.
be spliced together.
The splicing procedure takes several partial spectra and merges them
together to form a single spectrum. To splice the spectra together, one of
the spectra must be pinned with respect to wavelength. All other spectra
are then spliced together around the pinned spectrum. In this work, the UV
spectrum (or lowest wavelength) was pinned and the other spectra were aligned
in reference to this spectrum.
To align each spectrum in wavelength, the cross-correlation between
two adjacent spectra is determined. The maximum value of the cross-correlation
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Figure 3.8: A spliced spectrum of the detector response to the DH2000 Halogen
spectral radiance calibration source.
determines the amount needed to shift the adjacent signal to align it with the
pinned spectrum. Once all the spectra have been wavelength aligned with re-
spect to the pinned spectrum the spectra are spliced together according to [82].
To summarize, each partial spectrum is joined at the midpoint of the wave-
length overlap region. The intensity of the spectra are then shifted such that
continuity is maintained at the midpoint. Figure 3.8 shows a spliced spectrum
of the detector response to the DH2000 Halogen lamp output.
The last step in the splicing procedure is to determine the wavelength
calibration function between the measured spectra after the splicing procedure
and the known lines of the Hg-Ar calibration lamp. Figure 3.9 shows a plot of
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the measured wavelength to the known wavelength. The black circles indicate
the data points while the dotted black line is a linear least squares fit to the
data. The residuals (R) are calculated as R = fit  known.
The largest wavelength deviations of the splicing procedure occur below
650 nm, with a maximum deviation of 0.8 nm. In the NIR region there are
more lines present from the Hg-Ar source, and the splicing procedure performs
better with a maximum deviation of 0.25 nm. Therefore the wavelength
calibration will give wavelengths accurate to ±0.25 nm above 650 nm and
±0.8 nm from 300-650 nm. In addition the residuals show no systematic shift
associated with the splicing procedure. Therefore, a wavelength calibration is
necessary correctly identify the plasma line positions.
3.10 Absolute Spectral Radiance Calibration
The signal registered by the detector is given in arbitrary units [counts].
To determine the relative emission line intensities and estimate the popula-
tion densities of the upper excited states, the sensitivity of the detector as
a function of wavelength and the optical path must be accounted for. The
absolute calibration then converts the ADU [counts] to spectral radiance (L )
in [Wm-2sr-1nm-1].
Figure 3.10 shows a schematic of the spectroscopy setup. The abso-
lute calibration system consist of a calibration source (DH-2000-BAL) and
integrating sphere. An aperture is used to determine the collection numerical
aperture, and the order sorting filters prevent higher order lines. The inte-
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Figure 3.9: Wavelength calibration of a spliced spectrum of the detector response to
the Hg-Ar calibration source. (A) compares the measured wavelength after splicing to
the known wavelength. A linear trend is observed. (B) shows a plot of the residuals
(nm), indicating a maximum wavelength deviation of 0.8 nm.
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grating sphere is placed in the optical path of the spectroscopic observation
system such that the collection optics are completely filled by the calibration
source.
As discussed previously, the fiber bundle consists of 19 fibers in a cir-
cular array. Due to the stochastic nature of the streamer discharges not all
fibers are always illuminated during a discharge. Therefore, the fiber corre-
sponding to the electrode tip is chosen, because all streamers originate from
this location. This ensures that the collection optics are completely filled by
the plasma. Therefore, all plasma properties are estimated from the plasma
discharge localized at the electrode tip, as shown in Fig. 3.10.
Designing the spectroscopic system such that both the calibration and
plasma sources fill the entire collection optics provides a direct calibration for
absolute spectral radiance. If the plasma does not completely fill the collection
optics (or the source), then the solid angle of the plasma (source) must be
determined to calculate the absolute spectral radiance.
The plasma collection volume is determined from the collection optics
shown in Fig. 3.10. Each fiber is projected into the plasma domain by the
plano-convex lenses with the ratio of the focal lengths determining the mag-
nification factor (m = f2/f1 = 2.5). Using this magnification and the fiber
diameter (200µm) the plasma collection region corresponds to a circular cross-
section with a diameter of 500 µm. The plasma collection region is smaller
than the diameter of the electrode (550 µm), which ensures that the collection
optics are always filled by the plasma. This has been verified with instanta-
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Figure 3.10: A schematic overview of the absolute calibrated spectroscopy setup.
neous broadband imaging. The length of the plasma column is also determined
from the broadband images, and has a typical value of few hundred microns.
An Ocean Optics DH-2000-BAL NIST traceable spectral irradiance,
E  [Wm-2nm-1], calibration source was used to determine the spectral sensi-
tivity of the detector. The calibration source consist of two independent light
sources, a deuterium lamp and tungsten-halogen lamp. These two source have
a combined spectral coverage of 200-1000 nm. The DH-2000-BAL is coupled
with a modular integrating sphere with a highly reflective PTFE coating. The
integrating sphere provides a Lambert surface for absolute spectral radiance
measurements. The spectral radiance,L , is given by Eq. 3.4. Where ⇢ is the
spectral reflectance of the integrating sphere surface, and f is the ratio of open
ports to total sphere area (f =
P
(Ai)/As).
L  =
E 
⇡
⇢( )
1  ⇢( )(1  f) (3.4)
Figure 3.11 shows the spectral reflectivity of three common integrating
sphere surfaces. The integrating sphere used in this work is equipped with
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Figure 3.11: Spectral reflectance of three materials used in integrating spheres. A
Spectralon, or PTFE, 3.3 inch integrating sphere is used in this work. It is evident
that the spectral reflectance (⇢( )) is approximately constant for the PTFE with a
value of 0.98. [9]
PTFE, or Spectralon. The PTFE coated sphere produces a relatively uniform
response (⇢) over the range of wavelengths considered in this work (300-900
nm). To estimate the spectral radiance a constant value of ⇢ = 0.98 was used.
The area ratio is determined from the number of open ports (two), to the total
sphere area. The integrating sphere has an internal diameter of 8.4 cm, and
each port is 2.54 cm in diameter. From Eq. 3.4 it is observed that the spectral
radiance is related to the spectral irradiance by a constant factor.
Figure 3.12 shows the spectral radiance calibration as a function of
wavelength for the DH-2000-BAL. The deuterium lamp covers the ultraviolet
(UV) to near ultraviolet (NUV) spectral regions, while the tungsten-halogen
lamp covers from the upper region of the NUV band to the NIR. To determine
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Figure 3.12: Spectral radiance calibration curves of the DH-2000-BAL tungsten-
halogen and deuterium Lamps
the spectral sensitivity of the detector several partial spectra were acquired and
spliced together using the procedure described previously (see for example Fig.
3.8).
Spectra of the calibration system were taken for di↵erent integration
times to determine the spectral sensitivity and linearity of the detector and
compute the scale factor. The total integration time is defined by the gate
time multiplied by the number of on ICCD accumulations.
The gate time for all frames was held fixed at 5000 ms, and the number
of on ICCD accumulations was varied. Figure 3.13 shows the spectral sensitiv-
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Figure 3.13: Spectral sensitivity of the detector in counts as a function of wavelength
for the DH-2000-BAL tungsten-halogen lamp at various integration times
ity of the detector as a function of wavelength for the DH-2000-BAL halogen
lamp for various integration times. At wavelengths below 400 nm the halo-
gen source has a low intensity. Therefore, to resolve these lower wavelengths
longer integration times are needed. In the region below 350 nm no emission is
observed for the tungsten-halogen light source. Therefore to resolve the entire
spectral domain the deuterium lamp source was used.
Figure 3.14 shows both the tungsten-halogen and deuterium light sources
sensitivity normalized by the integration time as a function of wavelength. The
sensitivity curves align when they are normalized by the integration time. This
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Figure 3.14: Spectral sensitivity of the detector in counts/s as a function of wave-
length for the DH-2000-BAL tungsten-halogen and deuterium lamps. When normal-
ized by the integration time the curves overlap for both lamps showing the linearity
of the detector.
indicates the linearity of the detector over time.
A unique sensitivity curve for the spectrum was composed by splicing
the response to the halogen and deuterium curves together and requiring con-
tinuity at the midpoint of the overlap region. The scale factor is given by
the DH-2000-BAL spectral radiance calibration curve (Fig. 3.12) divided by
the spectral sensitivity of the detector (Fig. 3.14). Multiplication of the scale
factor with the observed plasma emission spectrum results in the absolute cali-
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Figure 3.15: Calibration factor as a function of wavelength for 500 mm spectrometer
with a 300 g/mm grating. The multiplication of the scale factor with the observed
emission spectra in (counts/s) converts to µWcm 2nm 1sr 1.
brated spectrum. Integrating each spectral line with a Gaussian profile results
in the absolute radiance from which the emission coe cient and population
densities can be determined. In the Boltzmann plotting technique only the
relative intensities are needed, and hence absolute calibration is not necessary.
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Chapter 4
Computational Plasma Fluid Model
A two-temperature, self-consistent, plasma fluid model with finite rate
chemistry is used to simulate a non-equilibrium streamer discharge in CO2.
An axisymmetric simulation domain congruent with the experimental config-
uration described in previous section is used. For full details of the model
see [39, 83, 84]. 1 In this domain, the governing equations for charged and
neutral species production/destruction and transport are solved, as well as
the self-consistent electrostatic field, and electron energy conservation equa-
tion. A chemical mechanism consisting of 59 species and 363 reactions between
them is adapted from Ref. [85]. The plasma governing equations, boundary
conditions, chemical mechanism, and geometric simulation configuration are
discussed in this section.
1Some of the following work has already been published in: Pachuilo MV, Levko D,
Raja LL, Varghese PL. Experimental and Numerical Investigations of a Pulsed Nanosecond
Streamer Discharge in CO2. In 55th AIAA Aerospace Sciences Meeting 2017 (p. 1968).
The author was the main contributer to this work. Dr. Raja and Dr. Varghese advised this
work and Dr. Levko helped in development of the chemical mechanism.
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4.1 Plasma Governing Equations
The individual species densities are determined from the continuity
equations:
@nk
@t
+ ~r.~ k = G˙k (k = 1, .., Kg, k 6= kb) (4.1)
Here, the species densities (nk) are solved for every species k, except
for a single dominant background species CO2. In Eqn. 4.1,  k is the species
flux, and G˙k is the source term for the net rate of production/destruction of
species k due to plasma chemical reactions. The gas chemistry source term is
determined from a mass-action kinetics formulation for the reaction rate.
The dominant background species density is calculated from the ideal
gas law:
p =
KgX
k
nkkBTk (4.2)
Here, kB is the Boltzmann constant and Tk is the species temperature which
is assumed the same for all heavy species (Tk = Tg). The total gas pressure is
assumed to be constant for the transience of the plasma. The partial species
pressures (Pk) are known for every species except the dominant background
species. Therefore the background species density can be calculated.
The species number flux ( k) is obtained using the drift-di↵usion ap-
proximation:
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~ k = nk~uk =  µknk ~r  Dk ~rnk (4.3)
Here, ~uk is the species velocity, µk is the species mobility, Dk is the species
di↵usion coe cient, and   is the electrostatic potential. The latter is obtained
from the Poisson equation:
r2  =   qe
✏0✏r
X
k
Zknk (4.4)
Here, qe is the elementary charge, ✏0 is the permittivity of free space,
✏r is the relative permittivity, and Zk is the charge number.
The electron energy is calculated from the electron energy conservation
equation:
@ee
@t
+ ~r.
h
(ee + Pe)~ue   e~rTe
i
= +qe e.~r   qe
X
i
[ Eei ri]
 3
2
kBne
2me
mkb
(Te   Tg)  ¯e,kb
(4.5)
The total electron energy ee is assumed to be equal to the mean electron
energy ee ⇡ 3/2kBTe, and the electron pressure Pe is determined from the
ideal gas law. Then, the electron energy conservation equation is solved for
the electron temperature.
The four terms on the left-hand side of Eqn. 4.5 are as follows from left
to right: unsteady, convective, pressure work, and heat conduction flux terms.
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On the right-hand side of Eqn. 4.5, the three source terms are: Joule heating,
inelastic collision loss term, and elastic collision loss term. The term  Eei is
the energy lost for an inelastic collision with reaction i, at a rate of progress
of ri. The remaining terms are the thermal conductivity of electrons e, and
the electron-neutrals momentum transfer collision frequency  ¯e,kb .
For the time scales associated with the streamer dynamics (⇠1-10 ns),
the gas dynamic response is assumed negligible. Consequently, the gas tem-
perature and the total gas pressure are assumed to be constant during the
simulation and set according to the corresponding experimental conditions.
For all test cases presented unless otherwise noted (parametric and optimiza-
tion investigations), the gas temperature was held fixed at 300 K while the
pressure was set to either 1 or 2 atmospheres.
To simulate the afterglow, and e↵ects of voltage pulsing a zero-dimensional
model is used. A zero-dimensional model is necessary to simulate longer time-
scales of the order microseconds. The 0D model neglects the spatial derivatives
found in the above equations. This is discussed in a section afterglow 5.4 and
in chapter 7 which discusses optimization.
4.2 Transport Properties
The transport properties must be specified for the governing equations.
The total collision frequencies  ¯e,kb between species k and the background
are used to compute the species di↵usion coe cients (Dk) and mobility (µk)
from an e↵ective momentum transfer collision cross-section ( ¯k), for all heavy
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species given as:
 ¯e,kb = nbg¯k ¯k (4.6)
Here, g¯k is the relative velocity between species k and CO2. The dif-
fusion and mobility coe cients are calculated from the e↵ective collision fre-
quency as:
Dk =
kBTk
mk ¯k
(4.7)
and mobility:
µk =
Zkqe
mk ¯k
(4.8)
The transport properties for ions and electrons are related to one an-
other through the Einsteins relation:
Dk
µk
=
kBTk
Zkqe
(4.9)
Therefore, knowing the mobility as a function of E/N allows the di↵u-
sion coe cient to be determined directly. The electron thermal conductivity
is defined as:
e =
5
2
kBDe
ne
(4.10)
The electron mobility is computed from the 0D Boltzmann equation solver
BOLSIG+ [1].
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4.3 Boundary Conditions
Here, the boundary conditions for the equations are provided. The
species flux boundary conditions are specified for all plasma equations. For
solid surfaces, the flux of electrons towards the wall with unit outward normal
(nˆs) is specified as:
~ e.nˆs =
1
4
ne
✓
8kBTe
⇡me
◆1/2
 
X
k
 k 
s+
k (4.11)
Here, it is assumed that the electrons near the wall are in thermal
equilibrium with temperature, Te. With this assumption, the thermal flux
to the surface is computed [first term on the right hand side of Eqn. 4.11].
The second term on the right hand side of Eqn. 4.11 is the outward flux of
secondary emitted electrons emitted from the surface into the plasma domain
due to heavy species impacting the wall. The secondary electron emission is
computed from the secondary electron emission coe cient ( =0.01) and the
wall flux ( s+k ) of ion species k.
The ion and neutral wall flux boundary conditions are, respectively:
~ i.nˆs =
1
4
ni
✓
8kBTg
⇡mi
◆1/2
  ni.max
⇣
0, µinˆs.~r 
⌘
(4.12)
and
~ n.nˆs =  
s+
n =
1
4
nn
✓
8kBTg
⇡mn
◆1/2
(4.13)
The second term in Eqn. 4.12 accounts for the mobility-limited flux for ions, or
drift flux due to the sheath potential. For a positive sheath (decreasing poten-
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tial towards the wall) and positive ions, the second term in is non-zero while for
negative ions it evaluates to zero. The model also includes surface chemistry so
the sign of the net flux is dependent on these surface reactions. Additionally,
Dirichlet boundary conditions can be imposed for fixed flux quantities, and
for symmetry boundary conditions, the fluxes normal to the boundary are set
to zero, i.e. RHS of equations are set to zero.
The electrostatic potential boundary conditions at solid electrode sur-
faces are specified by a Dirichlet boundary condition. For symmetry boundary
conditions, the normal potential gradient is set to zero. At dielectric surfaces,
charge trapping occurs which leads to a local surface charge induced electric
field. The surface charge density (⇢s) is determined from:
@⇢s
@t
= qe
X
k
Zk k.nˆs (4.14)
The flux of electron energy (~Qe) to a solid surface is calculated as
follows:
~Qe.nˆs = ese
 
1
4
ne
✓
8kBTe
⇡me
◆1/2!
  qe Eese
X
k
 k 
s+
k (4.15)
Every electron which impacts the wall is assumed to carry with it ese =
5/2kBTe units of energy, with a thermal flux
✓
1
4ne
⇣
8kBTe
⇡me
⌘1/2◆
. In Eq. 4.15,
 Eese is the energy of the secondary electron which enters the plasma domain
which is dependent upon the work function of the material and the energy of
the incident species.
75
4.4 Simulation Configuration
Figure 4.1 shows the mesh geometry and boundary conditions used in
our studies. The axisymmetric domain is used with an inter-electrode spacing
of 3.81 mm. The geometry is taken to be similar to that in the experimental
investigations. Near the HV electrode the mesh is refined to better resolve
large gradients present in the sheath regions. In Fig. 4.1, a magnified insert
is presented which shows the resolution of the mesh domain. In the dielectric
subdomain, a coarser mesh is used, as only the electrostatic potential equation
is solved in this subdomain. The mesh consists of ⇠160,000 cells in the plasma
subdomain, and 6,000 cells in the dielectric subdomain.
The dielectric constant (✏r) is assumed to be a constant of 5. This
value is estimated from the experimental dielectric constant of Macor (5.64)
measured at a frequency of 8.5 GHz, which is similar to the operational pulse
frequency observed in experiments. Electrode (D) in Fig. 4.1 is held at a fixed
ground potential. The HV electrode (C) has a diameter of 550 µm with a
radius of curvature of ⇠250 µm. A DC HV is applied to electrode (C). This
is done to reduce the computational time, as each experimental voltage pulse
last ⇠100s ns. To find the breakdown threshold for both positive and negative
polarities, a parametric study was conducted using DC voltages. Once, the
breakdown voltage is found the simulations are run until the streamer bridges
the inter-electrode gap.
The boundary conditions for each equation are described in Fig. 4.1.
In the plasma subdomain all equations are solved while in the dielectric sub-
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Figure 4.1: Pin-to-pin electrode discharge mesh geometry and boundary conditions.
The discharge gap is 3.81 mm and the high-voltage electrode (C) has a radius of 275
µm. A DC voltage is applied to (C), while (D), the ground electrode, is held fixed
at 0 volts. The simulation is axis-symmetric about (G) axis. The species continuity
equation, Poisson equation, and the electron and bulk energy equations are solved
in the plasma subdomain (A), while only Poisson equation is solved in the dielectric
subdomain (B).
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domain only the Poisson equation is solved. Symmetry boundary conditions
are used along the axis (G) for all equations. At the HV electrode surface
(C), fixed potential and solid surface fluxes are used. A constant secondary
electron emission coe cient of 0.01 is assumed at the electrode for all heavy
species. Furthermore, all surfaces [Fig 4.1. electrode (C) and dielectric (E)]
are modeled as quench surfaces where excited species and ions return to stable
ground state species, while electrons are absorbed.
4.5 CO2 Plasma Chemistry
The chemistry mechanism is an extension of the mechanisms found
in Ref. [47, 64, 85]. The primary aspects of the mechanism [47, 85] will be
summarized here.2 Table 4.1 provides a summary of all the species considered
in the model. The full mechanism consist of 82 species and 1725 reactions
between them.
The author’s main addition to the mechanism is the inclusion of elec-
tronic states for oxygen, and carbon monoxide. The mechanisms considers a
complex set of CO2 vibrational levels from the ground state all the way to the
dissociation energy of 5.5 eV. CO vibrational levels are also consider up to the
tenth level.
2Some of the following work has already been published in: Pachuilo MV, Levko D,
Raja LL, Varghese PL. Experimental and Numerical Investigations of a Pulsed Nanosecond
Streamer Discharge in CO2. In 55th AIAA Aerospace Sciences Meeting 2017 (p. 1968).
The author was the main contributer to this work. Dr. Raja and Dr. Varghese advised this
work and Dr. Levko helped in development of the chemical mechanism.
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The notation of the electronically excited states are as follows: CO2e1
(1⇡g), CO2e2 (
1 u); COe1 (A
3⇧), COe2 (A
03⌃+), COe3 (A
1⇧), COe4 (B
3⌃+),
COe5 (B
1⌃+), COe6 (C
1⌃+), COe7 (E
1⇧); O2e1 (sum a
1  and b1⌃), O2e2 (sum
of A3⌃, A
03 , and c1⌃), O2e3 (sum of B
3⌃ and higher triplet states); Oe1 (1D),
Oe2 (1S), Oe3 (3S), Oe4 (4S), Oe5 (3D), and Oe6 (8D). All data for the electron
impact reactions is taken from the LxCat database [1, 10].
Carbon dioxide has three vibrational modes: symmetric (v1) and asym-
metric stretching (v3), and bending (v2), where vi are the vibrational quantum
numbers. Since CO2 is a linear molecule the bending mode is doubly degener-
ate, and a fourth quantum number l2 = v2, v2 2, v2 4, ... is used to determine
the angular momentum about the principal axis.
The energy levels of CO2 are approximated by the anharmonic oscillator
Eq. 4.16 [85]. Where xij, xl2l2 , and !i are spectroscopic constants, and di =
(1, 2, 1) is the degeneracy of each vibrational mode.
ECO2
hc
=
X
i
!i(vi + di/2) +
X
j i
xij(vi + di/2)(vj + dj/2) + xl2l2l
2
2 (4.16)
To minimize the complexity of the reaction mechanism only the impor-
tant vibrational modes of CO2 are considered as outlined in Chapter 5 of [4].
The asymmetric mode is primarily responsible for e cient dissociation of car-
bon dioxide. This is because the asymmetric stretch mode has lower vibration
translational (VT) relaxation loses compared to the other two modes, it is ex-
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Neutrals and Radicals Ions Excited States
CO2, CO, C2O, C, C2 CO
+
2 , CO
+
4 , CO
+,
C2O
+
2 , C2O
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C2O
+
4 , C
+, C +2 ,
CO –3 , CO
–
4
CO2e1, CO2e2, CO2va,
CO2vb, CO2vc, CO2vd,
CO2v1... CO2v21,
COe1...COe7,
COv1... COv10
O2, O3, O O
– , O –2 , O
–
3 , O
–
4 O2e1, O2e1... O2e3,
O2v1... O2v3, Oe1... Oe7
Table 4.1: Summary of all species included in the model.
cited by low energy electrons (1-3 eV), and vibrational energy exchange (VV
relaxation) is faster than that of the symmetric or bending modes.
The fast VV relaxation can lead to e cient population of highly ex-
cited states which results in an e cient dissociation mechanism. Therefore the
model considers all asymmetric levels up to the dissociation energy, while only
the first four lower levels of the symmetric mode are considered. The symmet-
ric levels are denoted as CO2va, CO2vb, CO2vc, and CO2vd while asymmetric
levels are numbered from 1 to 21.
The CO vibrational energy levels are calculated by Eq. 4.17. Again,
!e, and xe are spectroscopic constants, and v is the vibrational quantum num-
ber. Only the first 10 vibrational excitations of CO are considered which
corresponds to a vibrational energy of 2.51 eV.
ECO
hc
= !e(v +
1
2
)  !exe(v + 1
2
)2 (4.17)
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The dominant population mechanism in plasma streamer discharges
is through electron impact reactions. The electron impact reaction rates are
determined from cross section data and an o↵-line Boltzmann Solver BOL-
SIG+ [1]. The reaction set for electrons, ions, neutrals, and electronically
excited species are taken from [47, 85] and the references therein.
The excited states share the same chemistry as their corresponding
ground state. Vibrationally excited states may experience a stimulated disso-
ciation (lowers the activation energy for dissociation), and electronically ex-
cited states have reduced activation energy for ionization. It is assumed that
the activation energy for dissociation is reduced by the same amount as the
vibrational excitation energy, similarly for electronically excited species and
the ionization threshold. In charge exchange reactions the rate constant (K)
of electronically excited species is scaled as K = Ko
⇣
Ei
Ee
⌘2
. Ko is the ground
state rate coe cient for the charge exchange, Ee is the excitation energy, and
Ei is the ionization energy.
Vibrationally excited species can react in three ways: vibrational trans-
lation relaxation (VT), vibrational vibrational (VV) relaxation between two
molecules in the same vibrational mode or VV’ relaxation between two dif-
ferent modes of vibration, and chemical reactions. The vibrational energy
exchange in molecular collisions (VT, VV, VV’) are taken from [85] and the
references therein.
For electron impact excitation of vibrational levels, only the low lying
levels have tabulated data. To determine the excitation of higher vibrational
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states the Fridman approximation is used to scale the cross sections [4, 85].
The Fridman approximation (Eq. 4.18) gives the scaled cross section  nm for
the electronic excitation of a vibrational state CO2n to CO2m. The cross sec-
tion is shifted in energy to account for the lowering of threshold energy. The
magnitude of the cross section is scaled by two parameters ↵ and  , which are
0.5 and 0 for CO2 [4]. Lastly, the Fridman-Macheret ↵ model is used to esti-
mate the rate coe cients for chemical reactions involving vibrationally excited
species and neutrals that results in the splitting of the vibrating molecule.
 nm(✏) = exp
✓ ↵(m  n  1)
1 +  n
◆
 01(✏+ E01   Enm) (4.18)
4.5.1 Model Validation and Reduction
The above mechanism was developed for 0D reaction kinetics model-
ing, and is not suited for 2D plasma fluid modeling for two reasons: (1) the
computational simulation time is not tractable, and (2) during the streamer
phase only the excitation reactions (electron impact) are dominant. There-
fore, a reduced subset of the chemical reactions described was used in the
plasma fluid modeling. These included electron impact reactions, neutral-ion
reactions, neutral-neutral reactions, and vibrational excitation for CO2 and
CO. The reduced mechanism consists of 59 species and 363 reactions between
them.
The reduced model contains all the same reactions for neutrals, ions,
electronic excitation, and vibrational energy exchange for CO2 and CO. To re-
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Figure 4.2: A Comparison between the full and reduced chemical mechanism, show-
ing the temporal evolution of the electron density.
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duce the computational time electronic species have been grouped into lumped
parameters. This decreases the number of reactions while still modeling the
electron energy losses.
The reduced model does not account for vibrational and electronic re-
actions of O, O2, nor multi-quantum vibrational exchange of CO2, and CO.
Additionally, the reduced model also does not consider vibrational and elec-
tronic scaling e↵ects on the reduction of chemical reaction energy thresholds
for ionization and dissociation. Due to the fast streamer time scales, a few ns,
chemical reactions are not expected to play a significant role in the plasma
chemical kinetics. Therefore, the dominant reaction pathways through elec-
tron collisions are maintained in the model as well as vibrational relaxation
pathways, specifically vibrational ladder climbing.
A 0D model with a constant power was used to compare the accuracy of
the reduced model kinetics to the full chemical mechanism adapted from [85].
Figures 4.2-4.4 show the temporal evolution of the electron density (Fig. 4.2),
density of the first asymmetric vibrational level of carbon dioxide (Fig. 4.3),
and the density first symmetric vibrational level of carbon dioxide (Fig. 4.3).
Figure 4.2 shows the evolution of the electron density. Both the full
and reduced mechanisms tend to steady state within one microsecond. The
electron densities between the two mechanisms are nominally the same, with
the full model predicting the electron density to within a factor of 1.2.
The electron density production is determined by ionizing reactions
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Figure 4.3: A comparison between the full and reduced chemical mechanism, showing
the temporal evolution of the first asymmetric vibrational excitation level of carbon
dioxide.
through electron impacts while the dominant electron quenching mechanisms
are through electron-ion recombination. Both the reduced and full chemical
mechanism maintain the same ionizing and recombination reactions. There-
fore, the electron kinetics are reproduced by the reduced mechanism.
The vibrational densities of CO2 for the first symmetric and asymmet-
ric states are given in Fig. 4.4 and 4.3, respectively. Both the reduced and
full mechanisms show similar transients with both tending to steady state at 1
µs. The full mechanism considers multi-quantum vibrational exchange, vibra-
tional reactions which share the same kinetics as the CO2 ground state, and
stimulated dissociation. The reduced mechanism only considers vibrational
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Table 4.2: Summary of all species included in the reduced model.
quenching reactions with the dominant background species and electronic ex-
citation of the low lying vibrational levels.
It is evident that multi-quantum vibrational exchange, and stimulated
dissociation do not play significant roles in replicating the vibrational excita-
tion kinetics for the timescales considered. In addition, the reactions of vibra-
tionally active states with other excited and non-background neutral species do
not contribute significantly to the population of the vibrational states. This
is mainly attributed to their low densities at these time scales. For longer
time scales such as simulation of reactors with millisecond residence times the
full mechanism is needed. At these times the the excited states will become
su ciently dense that their rate coe cients are no longer negligible [63, 85].
The reduced mechanism discussed above will be used in determining
the reaction kinetics for the streamer discharge in CO2, and pulsed discharges
up to 1 µs. Table 4.2 outlines the species used in the reduced model. The
reduced model considers vibrational energy relaxation (VV’, VV, VT) for CO2
and CO.
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Figure 4.4: A Comparison between the full and reduced chemical mechanism, show-
ing the temporal evolution of the first symmetric vibrational excitation level of carbon
dioxide.
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Chapter 5
Computational Results
The computational results are discussed here. The modeling consisted
of two main objectives: (1) comparison and validation with experimental re-
sults, and (2) parametric and optimization investigations. The first part of the
modeling section (Chapter 5) covers comparison and validation with the exper-
iments. This is then followed by the experimental results Chapter 6. Chapter
7 then covers the parametric investigations in pressure and temperature, and
optimization strategies including pulsing and multi-streamer interactions1.
5.1 E↵ects of Gas Pressure
Simulations for the gas pressure of 101.3 kPa and 202.6 kPa were per-
formed which is determined by the experimental conditions (see Chapter 6).
The voltage is held fixed at 20 kV for both pressures. Figures 5.1-5.3 show the
results of simulations obtained for both pressures.
It is known that the propagation of both cathode- and anode-directed
1Some of the following work has already been published in: Pachuilo MV, Levko D,
Raja LL, Varghese PL. Experimental and Numerical Investigations of a Pulsed Nanosecond
Streamer Discharge in CO2. In 55th AIAA Aerospace Sciences Meeting 2017 (p. 1968).
The author was the main contributer to this work. Dr. Raja and Dr. Varghese advised this
work and Dr. Levko helped in development of the chemical mechanism.
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Figure 5.1: Contour plots of the electron number density (in m-3) as the function of
gas pressure and voltage polarity: (a,c) 1 atm. at 0.6 ns, and (b,d) 2 atm. at 0.6
ns.
streamers is supported by the multiplication of electrons seeded in the cathode-
anode gap. Since the electrical conductivity of the streamer body is high, the
electric field in this part of the streamer is small (Fig. 5.2). Therefore, the elec-
tric field is mainly concentrated at the streamer head (Fig. 5.2) and is respon-
sible for the self-consistent streamer propagation. For the cathode-directed
streamer electrons seeded in front of the streamer head are accelerated toward
the streamer head, while for the anode-directed streamer these electrons are
accelerated from the streamer head toward the anode.
Figure 5.1 shows the contour plots of the electron density as a function
of pressure and voltage polarity. An increase in the gas pressure results in
the decrease in the streamer diameter at 0.6 ns for 1 atm. and 0.6 ns for 2
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atm.. This is explained by the requirement of higher breakdown electric field
at higher gas pressure. For the conditions of our studies, the gap voltage is
the same for both pressures. Therefore, in order to obtain higher electric field
strength at the streamer head at higher pressure, the streamer diameter must
decrease.
The streamer diameter is estimated from the full width at half maxi-
mum (FWHM) of the electron density profile at a distance of 400 µm from the
streamer head. Here, the streamer head is determined from the spatial dis-
tribution of the electron temperature, Te. At the streamer head, the electron
temperature is ⇠10 eV, while in the tail Te ⇠1 eV (Fig. 5.3). Based on the
definition of the streamer diameter, the anode-directed streamer diameter is
400 µm at 101.3 kPa [Fig. 5.1 (a)], and 200 µm at 202.6 kPa [Fig. 5.1 (b)].
The diameter of the cathode-directed streamer is 622 µm at 101.3 kPa [Fig.
5.1 (c)], and 510 µm at 202.6 kPa [Fig. 5.1 (d)].
The average electron density is determined for both pressures and po-
larities. It is estimated from the FWHM value of the electron density profile
taken at 400 µm from the streamer head. The anode-directed streamers have
an electron density which is an 1 order of magnitude lower than the cathode-
directed streamers for both pressures. This di↵erence is explained by di↵erent
mechanisms of streamer propagation and cannot be explained by the electron
temperature in the streamer tail (Fig. 5.3).
Indeed, Fig. 5.3 shows that at 101.3 kPa, Te is higher for the cathode-
directed streamer, while at 202.6 kPa it is higher for the anode-directed streamer.
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Figure 5.2: Electric field (in V/m) at the axis as the function of gas pressure and
voltage polarity: (a) 101. 3 kPa (0.6 ns), and (b) 202.6 kPa (0.6 ns). The blue
lines correspond to a cathode directed streamer, and black lines correspond to a
anode directed streamers. The cathode sheath region is also observed by the sharp
rise of the electric field at the electrode tip (0 mm) for the cathode-directed streamer
discharges.
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Figures 5.2 and 5.3 show comparable electric fields and electron tempera-
tures at the heads of both streamers. Therefore, it is concluded that the
ionization rates at the heads of both streamers are comparable. However,
the cathode-directed streamer consumes electrons being accelerated and gen-
erated at the streamer head while the anode-directed streamer pushes them
from the streamer. This explains higher electron density in the tail of the
cathode-directed streamer. Additionally, this indicates that at the considered
conditions electron density in the streamer tail is defined by the electrons be-
ing generated at the streamer head rather than the local tail parameters at
any given time.
Figure 5.1 shows the electron density contours as a function of pressure
and polarity. It is observed that the electron density increases as pressure
decreases for both voltage polarities. This is explained by the fact that the
increase in the gas pressure results in the increase in the electron energy losses
in inelastic collisions such as excitation of vibrational and electronic levels of
CO2. These processes have high rate coe cients at low electron temperature
and limit the electron energy gain which decreases the number of ionizing
reactions and hence electron density.
The streamer velocity is estimated for both pressures and polarities. It
is calculated using the position of the streamer head for a given integration
time. The position of the streamer head is determined from the electron
temperature profile. Figure 5.3 shows the highest electron temperature at
the streamer head. Then, taking the position of the head and the known
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Figure 5.3: Electron temperature (in eV) at the axis as the function of gas pressure
and voltage polarity: (a) 101. 3 kPa (0.6 ns), and (b) 202.6 kPa (0.6 ns). The
blue lines correspond to a cathode directed streamer, and black lines correspond to a
anode directed streamers.
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integration time the streamer velocity is calculated. The cathode-directed
streamer velocity is 3.5 and 12.8 mm/ns for 202.6 and 101.3 kPa, respectively.
Comparable velocities are obtained for the anodic streamers, namely, 5.3 and
17.0 mm/ns for 202.6 and 101.3 kPa, respectively. Both streamers propagate
faster for lower pressures, and anodic streamers are always faster than cathodic
ones.
5.2 E↵ects of Voltage and Polarity
In order to study the e↵ects of voltage and polarity, the gas pressure
was held constant at 202.6 kPa. Voltages of ±10,±12.5,±15, and ±20kV were
applied to the left electrode.
Figure 5.4 and 5.5 shows the electron density contours for the cathode-
and anode-directed streamers as the function of the DC voltage. It is con-
cluded from Fig. 5.4(a) that for ±10 kV a corona discharge is obtained. A
corona discharge is a low density plasma region which remains localized at
the electrode tip, this means that an initial avalanche never transits to the
streamer. This is explained by insu cient plasma density of a corona in order
to screen the applied voltage (ne ⇠1015 m-3, Te ⇠1 eV). This condition allowed
the breakdown voltage to be defined as the voltage at which the corona-to-
streamer transition occurs.
Figure 5.4(b) shows that for -12.5 kV, the corona is still observed. We
see that the electron density increases to the value ⇠ 1017 m-3 which is still
not enough to screen the applied voltage. At the same time, Fig. 5.5(b) shows
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Figure 5.4: Electron density (in m-3) contours for anode and cathode directed stream-
ers as a function of the DC voltage. A corona discharge is observed at voltages be-
low 15 kV for negative polarities, and voltages below 12.5 kV for positive polarities.
Coronas are characterized by a low electron density. The time (⌧) in the top corner
corresponds to the integration time for the electron density snap-shot presented.
Figure 5.5: Electron density (in m-3) contours for anode and cathode directed stream-
ers as a function of the DC voltage. Corona discharge are observed at voltages be-
low 15 kV for negative polarities, and voltages below 12.5 kV for positive polarities.
Coronas are characterized by a low electron density. The time (⌧) in the top corner
corresponds to the integration time for the electron density snap-shot presented.
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the streamer propagating from the anode to the cathode for 12.5 kV. Thus,
this voltage can be defined as the breakdown voltage for the cathode-directed
streamer. The cathode-directed streamer has the peak of electron density
⇠ 1020 m-3 in the streamer body, which is ⇠4 orders of magnitude greater
than that for corona. Figure 5.5(c) shows that at 15 kV a streamer is obtained
for both polarities. This voltage is used to define the anode-directed streamer
breakdown voltage.
The electron density and temperature for each voltage and polarity
are summarized in Table 5.1 and Figures 5.4, 5.5, 5.6, and 5.7. The electron
density is measured in the tail of the streamer. If a corona is present, the spa-
tially averaged density is used. When a streamer is present the peak electron
temperature along the axis of symmetry in the head and the average electron
temperature along the axis of symmetry in the tail are quoted. If a corona
is observed the electron temperature is defined at the peak electron density.
It is concluded that in the cathode-directed corona, the temperature varies
in the range ⇠1-10 eV. Comparing Fig. 5.6 and 5.7 with Fig. 5.4(a) that
the peak of Te for cathode-directed streamers corresponds to the peak of the
electron density. It is also observed that the peak electron temperature occurs
at the electrode tip regardless of voltage polarities (Fig. 5.6 and 5.7), but the
location of peak electron density depends upon the polarity.
An anode-directed corona tends to be more di↵use and o↵set from
the electrode. Again, peak electron temperature (⇠4 eV) is observed at the
cathode tip (Fig. 5.4 and 5.7), but it does not correspond to the peak electron
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Voltage (kV) ne (m-3) Te(eV) Head Te(eV) Tail
Anode-Directed
10 1.5⇥ 1015 4 (Corona)
12.5 3.8⇥ 1017 3-4 (Corona)
15 6.8⇥ 1018 7.7 3.0
20 9.2⇥ 1019 12.95 3.5
Cathode-Directed
10 2.5⇥ 1015 7.6 (Corona)
12.5 6.3⇥ 1020 9.5 0.34
15 1.6⇥ 1020 10.9 0.35
20 2.1⇥ 1021 11.45 0.98
Table 5.1: Electron temperature and density as a function of voltage and polarity.
All tests correspond to a pressure of 202.6 kPa.
Figure 5.6: Electron temperature (in eV ) contours for cathode-directed streamers as
a function of the DC voltage. Corona discharge are observed at voltages of 10 kV
(A). Streamers are observed for 12.5 kV (B), 15 kV (C) and 20 kV (D).
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Figure 5.7: Electron temperature (in eV ) contours for anode-directed streamers as
a function of the DC voltage. Corona discharge are observed at voltages of 10 kV
(A) and 12.5 kV (B). Streamers are observed for 15 kV (C) and 20 kV (D).
density. The peak electron density is observed to be o↵set from the electrode
[Figs. 5.4(a) and (b)].
The simulations have shown that the electron temperature in the streamer
head and tail vary significantly depending on the magnitude and polarity of the
voltage, as shown in Fig. 5.1 and 5.12 and Table 5.1. The electron temperature
in the cathodic streamer heads is ⇠9-12 eV, with a much lower value ⇠0.3-
1.0 eV in tail. Anodic streamers also show a wide variability in the streamer
temperature at the head (⇠7-13 eV). Additionally, the anodic streamer tail
is considerably hotter (⇠3-4 eV) compared to the cathodic streamer. The in-
crease of Te for increasing gap voltage is explained by the increasing electric
field in front of the streamer and in the streamer tail.
Figure 5.8 shows the streamer velocity (a) and diameter (b) as the func-
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Figure 5.8: The streamer velocity (A) and diameter (B) as a function of voltage and
polarity.
tion of the voltage magnitude and polarity. For the cathode-directed streamers
the velocity increases with voltage with values ranging from 200 km/s to 2200
km/s. Once the anodic streamer is formed the velocity is greater than that
of the cathodic one for the same voltage. Figure 5.4 and 5.5 shows that an
increase in the gap voltage leads to a decrease of the diameter of the anodic
streamer. As a consequence, the electric field at the head of the anode-directed
streamer increases. The opposite e↵ect is obtained for the cathode-directed
streamer (Fig. 5.4 and 5.5). The increase of the diameter and decrease in the
electric field leads to a slower increase in the velocity as a function of voltage.
As follows from the previous discussion, the electron temperature is
high at the streamer head and is small in the streamer tail (Fig. 5.6 and 5.7).
At the same time, the electron density is higher in the streamer body than at
the head (Fig. 5.4 and 5.5). Thus, it is concluded that the propagation of the
streamer head through the cathode-anode gap is accompanied by the electron
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impact ionization and dissociation of CO2. The primary reaction leading to
the plasma generation at the streamer head is (Fig. 5.10):
CO2 + e! CO+2 + 2e (5.1)
while the primary dissociation reaction is (Fig. 5.10):
CO2 + e! CO +O + e (5.2)
Both reactions have high energy thresholds (13.3 eV and 10.0 eV, re-
spectively) and are very e cient at the streamer head. This is due to the
high electron temperatures at the streamer head (O(10 eV)) (Fig. 5.6 and
5.7). The electrons generated in the streamer head are sustained by electrons
with Te ⇠1 eV in the streamer tail. The comparison between the calculated
rate coe cients of reactions 5.1 and 5.2 show that the former is the dominant
reaction for Te >4 eV, i.e. at the streamer head.
It is seen in Fig. 5.9 that in the streamer tail the dominant positive ion
species are C2O
+
4 . They are generated from CO
+
2 in the three-body reaction
5.3 where CO+2 is primarily produced in the streamer head as seen in Fig. 5.9
and 5.10:
CO+2 + CO2 + CO2 ! C2O+4 + CO2 (5.3)
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Figure 5.9: Contour plots of the density of positive ions CO+2 (A) and C2O
+
4 (B)
for a cathode-directed streamer discharge at 2 atm.
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The density of C2O
+
4 is ⇠2 orders of magnitude higher than the density
of CO+2 . Additionally, the generation of negative ions CO
 
3 and O
  is observed
in Fig. 5.11. Ions O  are mainly generated in the streamer tail in the electron
attachment reaction:
CO2 + e! CO +O  (5.4)
The rate coe cient of this reaction exceeds the rate coe cient of reac-
tion 5.1 for Te <4 eV, i.e. it is very e cient in the streamer tail. Ions CO
 
3
are generated from O  in reaction:
O  + CO2 + CO2 ! CO 3 + CO2 (5.5)
This reaction leads to two orders of magnitude larger density of CO 3
than the density of O . However, it is important to note that regardless of
the streamer polarity the density of negative ions is much smaller (1-2 orders
of magnitude) than the density of positive ions. Additionally, in both cathode
and anode directed streamers the dominant negative ion density (CO 3 ) is
comparable (1018 m-3) (compare Fig. 5.11 and 5.12), whereas the dominant
positive ion density (C2O
+
4 ) varies by an order of magnitude depending upon
the polarity: cathode-directed 1020 m-3, and anode-directed 1019 m-3 (compare
Fig. 5.9 and 5.12).
It is concluded that the streamer head is an ionizing plasma region
while the streamer tail is a recombining plasma region. The higher positive
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Figure 5.10: Contour plots of the production rate of CO (A), O (B), CO+2 (C) for
a cathode-directed streamer discharge at 2 atm.
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Figure 5.11: Contour plots of the density of CO 3 (A), and O  (B) for a cathode-
directed streamer discharge at 2 atm.
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Figure 5.12: Contour plots of the density of CO 3 (A), and O  (B) for a anode-
directed streamer discharge at 2 atm.
ion densities in the cathode-directed streamer are directly related to higher
electron densities which are attributed to the polarity of the streamer head.
Therefore, it is desirable to have a cathode-directed (positive) streamer for
the production of excited species (specifically vibrationally excited states) in
the streamer tail since these states are populated by direct electron impact
reactions by low energy electrons.
The simulation results have shown that on the nanosecond time scale
the density of vibrationally excited CO2 reaches ⇠1022   1023 m-3 (see Fig.
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Figure 5.13: Contour plots of the density of the first symmetric vibrationally excited
CO2 (in m-3) level for both streamers at the pressure of 101.3 kPa and 202.6 Pa.
5.13). The density of these excited species is two orders of magnitude larger
than the density of other excited species (e.g., O). This is explained by the
high values of the rate coe cients of vibrational excitation reactions in the
temperature range 1-3 eV. It is determined from Fig. 5.13 that the cathode-
directed streamer is more e cient for the generation of vibrationally excited
CO2. This is explained by more favorable electron temperature in the streamer
tail for this streamer, and the higher electron density (see Table 5.1 and Fig.
5.3, 5.4, and 5.5).
5.3 Vibrational Population Distribution and Conver-
sion E ciency
Figure 5.14 shows several contour plots of the low lying vibrational lev-
els for a positive (cathode-directed) streamer discharge at standard tempera-
ture and pressure. The first four degenerate symmetric stretch levels which
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Figure 5.14: Contour plots of the low lying vibrationally excited CO2 levels (in m-3)
in a cathode-directed streamer.
include the resonant bending levels are denoted as CO2a d where CO2va is the
(0, 1, 0) level, CO2vb is the sum of the (0, 2, 0) + (1, 0, 0) states, CO2vc is the
sum of the (0, 3, 0) + (1, 1, 0) states, and CO2vd is the sum of the (0, 4, 0) +
(1, 2, 0) + (2, 0 ,0) states. The first four asymmetric stretch levels indicated
by numbers (1-4) are also plotted in Fig. 5.14. The first four symmetric levels
(a-d) have vibrational excitation energies of 0.08, 0.17, 0.25, and 0.33 eV, and
the first four asymmetric levels have vibrational energies 0.29, 0.58, 0.86, and
1.14 eV.
During a single streamer discharge, the symmetric mode is preferen-
tially populated with the highest density occurring in the first symmetric vi-
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brational level. In addition, only the first three excited states of the asym-
metric stretch vibrational mode are populated by the streamer discharge. The
peak densities for all vibrational levels in both modes are observed near the
electrode tip which is characterized by high electron densities, and low (1-3
eV) plasma temperatures.
In the streamer head, where electron temperatures are high (⇠ 10 eV),
the vibrational populations are at a minimum. Therefore, the streamer tail
is the most e cient region for populating the low lying vibrational levels.
However, due to the transient nature of the streamer discharge and low density
of vibrational states, a multitude of streamers is necessary to have successful
vibrational pumping of the low lying vibrational states.
The asymmetric stretch vibrational temperature is estimated from the
population of the low lying vibrational levels. Assuming a Boltzmann distri-
bution of the excited states, the vibrational temperature (Tv) is determined
from the density ratio of the first two asymmetric vibrational levels, given by
Eq. 5.6 where N1 (0, 00, 1) and N2 (0, 00, 2).
Tv =   Ev
kB ln(
N2
N1
)
(5.6)
where the density of the vibrational states are given by Ni, and Ev is the vibra-
tional energy of the asymmetric stretch mode. The vibrational temperature is
estimated to be ⇠ 4900 K.
Figure 5.15 shows the CO, O, and O2 densities. The CO and O densities
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are two orders of magnitude lower than those of the vibrationally excited
states of CO2, while molecular oxygen is three orders of magnitude lower.
Additionally, the O2 distribution is localized with peak densities in the region
furthest from the streamer head. This indicates that the region near the
electrode is a recombination zone, while the streamer head is responsible for
ionizing and dissociation reactions.
Therefore, the primary mechanism for CO and O formation in the
streamer is due to direct electron impact dissociation in the head (refer to
Fig. 5.10), e + CO2! CO + O + e. This results in a low overall conversion
of CO2,
NCO
NCO2
= 0.01 %. To increase the conversion rate for streamer dis-
charges, the population of the low lying vibrational levels must be increased
so that vibrational ladder climbing is possible, CO2v1+CO2v1! CO2v2+CO2.
Vibrational ladder climbing is not possible for single streamer discharges, as
indicated by Fig. 5.14, but the presence of several streamers in a DBD reactor
will be able to populate the low lying vibrational levels and increase the total
conversion.
5.4 Afterglow
A streamer discharge is a fast transient ionization wave lasting approx-
imately 1-3 ns. At these time scales only electrons are capable of responding,
therefore the primary reaction kinetics in a streamer are attributed to electron
impact excitations. The relaxation processes in a streamer occur in the after-
glow at timescales of the order microseconds. To simulate at these timescales
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Figure 5.15: Contour plots of the CO, O and O2 densities (in m-3) for cathode-
directed streamer.
using a plasma fluid model is not feasible, so a 0D model was formulated by
neglecting the spatial terms in the plasma fluid model equations. The 0D
model is used to investigate the afterglow of the streamer discharge, and the
relaxation of the vibrational population distribution, Fig. 5.14.
To simulate the afterglow in the 0D model an external power source is
needed which replicates the energy deposited by a streamer discharge. The
external power term for the zero dimensional model is determined from the
2D plasma fluid model by measuring the temporal evolution of the electron
Joule heating at a fixed spatial location. The resulting pulse profile is fitted
and used as the input power for the 0D model. The 0D models is run for 1
atm. and 300 K.
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Figure 5.16: A 0D simulation of the afterglow of a streamer discharge showing the
population of the first five asymmetric vibrational levels of CO2 (in m-3). The top
solid line corresponds to the first asymmetric vibrational level, and bottom solid line
corresponds to the fifth vibrational level.
The resulting power pulse is a Gaussian profile with a FWHM of 0.1 ns
and a peak power density of 5x1012 Jm-3. In the first few nanoseconds after the
applied power pulse the electron temperature relaxes to the background gas
temperature, while the electron density decreases by an order of magnitude
in the first microsecond. Therefore, the afterglow is governed by the chemical
kinetics of the bulk excited species, and electron impact reactions which were
dominant in the streamer excitation phase play a minimal role.
Figure 5.16 shows the vibrational relaxation of the first five asymmetric
stretch levels of CO2. The first two vibrational levels are populated within
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the first 3 ns due to electron impact collisions during the streamer discharge
phase, after which they exhibit monotonic decay. The higher vibrational levels
(CO2v3-5) reach their peak density in the first 3 microseconds of the afterglow.
Furthermore, as the vibrational quantum number increases the density of the
state decreases, and the peak density is shifted further in time.
The monotonic decay (refer to Fig. 5.17) of the first two vibrational
levels and shift of the peak density of higher vibrational levels in time is ex-
plained by the vibrational ladder climbing mechanism, given by Eq. 5.7
CO2v1 + CO2v1 ! CO2v2 + CO2
CO2v2 + CO2v2 ! CO2v3 + CO2v1
CO2v3 + CO2v3 ! CO2v4 + CO2v2
. . .
(5.7)
for single quantum vibrational exchange. The first two vibrational levels CO2v1
and CO2v2 are populated directly by the streamer discharge, while the pop-
ulation of subsequent vibrational levels (vj) depends upon the density of the
adjacent lower vibrational level (vj 1) and the collision frequency. Hence, as
seen in Fig 5.17, as the first two vibrational populations are depopulated their
energy is transfered to higher vibrational levels resulting in an increase of the
adjacent upper vibrational level.
Though a single streamer does populate the low lying vibrational levels,
there isn’t su cient density of the first level for the high lying vibrational
states to be populated through VV relaxation. Additionally, there is no re-
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Figure 5.17: A 0D simulation of the afterglow of a streamer discharge showing the
population of the first four asymmetric vibrational levels of CO2 (in m-3), showing
the monotonic decay of the vibrationally excited states.
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population of the low lying levels from electron impact reactions. Therefore,
multiple streamers are necessary to pump higher vibrational states.
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Chapter 6
Experimental Results
In this section, the experimental results are presented and analyzed us-
ing the fluid model results presented in the previous section.1 The discharge
electrical properties were diagnosed with time resolved voltage and current
(V-I) measurements. These V-I measurements were correlated with instanta-
neous broadband images, and instantaneous narrowband images. The image
sequences showed the dynamical behavior and distribution of excited species as
a function of the electrical pulse characteristics. Optical emission spectroscopy
was conducted and the plasma properties determined: electron temperature
and density, vibrational temperature, rotational temperature, and conversion
percentage.
6.1 Electrical Discharge Characteristics
In the reverse dump configuration described earlier, a negative HV
pulse is generated once the spark-gap is triggered and breakdown occurs. This
1Some of the following work has already been published in: Pachuilo MV, Levko D,
Raja LL, Varghese PL. Experimental and Numerical Investigations of a Pulsed Nanosecond
Streamer Discharge in CO2. In 55th AIAA Aerospace Sciences Meeting 2017 (p. 1968).
The author was the main contributer to this work. Dr. Raja and Dr. Varghese advised this
work and Dr. Levko helped in development of the chemical mechanism.
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Figure 6.1: The voltage and current measured for the discharge voltage 38 kV. The
solid black line indicates the voltage measured across the discharge gap, and the solid
magenta line shows the total current measured on the ground electrode. Reflected
pulses are observed every ⇠300 ns.
negative HV pulse then travels down a ⇠30 m transmission delay line. The
delay line imparts ⇠150 ns worth of delay and expands the initial pulse shape
in time due to the line inductance (⇠60 µH). Figure 6.1 shows the V-I charac-
teristics as a function of time for a discharge voltage of 38 kV. The voltage is
measured across the chamber electrodes while the current is measured at the
ground electrode.
The initial voltage pulse can be estimated from discharge resistor (174
⌦) and capacitor (2100 pF) and given by the time constant ⌧ = RC, which
gives a decay time of ⇠365 ns. The rise time is determined from the induc-
tance of the reverse dump system once the spark-gap is triggered [see Fig.
3.3(a)]. These parameters determine the pulse V-I characteristics if there was
no delay line. In Fig. 6.1, several voltage pulse oscillations are observed. This
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circuit ringing occurs due to the transmission line inductance, as well as the
impedance mismatch once the voltage pulse reaches the discharge chamber.
The discharge chamber impedance prior to the plasma formation is
an open circuit with a characteristic capacitance, while the impedance of the
transmissions line is ⇠50 ⌦. When the HV pulse reaches the discharge cham-
ber, a portion of the RF wave is reflected down the transmission line leading
to the under-damped system response observed in Fig. 6.1. Furthermore,
the chamber e↵ective capacitor begins charging until the breakdown voltage
is reached and initially insulating gas begins to conduct.
At the breakdown voltage, a plasma is formed within the chamber
gap which alters the circuit impedance. The total current measured in Fig.
6.1 accounts for both the discharge current and the displacement current.
To define the discharge current, the system electrical parameters must be
determined without a discharge. From the di↵erences in the circuit impedance
when there is no discharge and when plasma is formed, the discharge current
can be estimated.
The voltage was measured across the electrode gap and the current was
measured on the grounded electrode [see Fig. 3.3(a)]. The current measured
at the grounded electrode accounts for the total discharge current (itot) which
is a combination of the displacement current (iDisp) and the discharge current
(iDis) as given by:
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itot = iDisp + iDis (6.1)
The displacement current arises due to the electrical impedance of the
system, namely, the stray capacitance. It does not indicate the current car-
ried by the streamer formed during the breakdown. In order to calculate the
discharge current, the displacement current is estimated as:
iDisp(t) =
R t
0 C(⌧)
dV
dt (t  ⌧)d⌧R t
0 d⌧
(6.2)
Here, C is the e↵ective capacitance of the system, and dVdt is the time
rate of the voltage change. Equation 6.2 is a convolution integral.
The electrical properties of the system used in Eq. 6.2 can be deter-
mined when the discharge current in Eq. 6.1 is set to zero. The measured
current is then equal to the displacement current and Eq. 6.2 can be eval-
uated by performing a Fourier transform of Eq. 6.2. The transfer function
C(!) is given as:
C(!) =
F [iDisp(t) = iTot]
F [dVdt (t)]
 t (6.3)
where ! is the frequency,  t is the integration time, and F indicates
the Fourier transform operator.
The transfer function was determined from a test case which minimized
the observed discharge. Figure 6.4 shows a set of instantaneous broadband
118
images taken at various voltage and pressure conditions (see discussion be-
low). When the chamber is pressurized to two atmospheres and charged to
the minimum voltage for the spark-gap to breakdown (12.5 kV) a low lumi-
nosity localized corona is observed at the HV electrode [see Figs. 6.4(c) and
(d)]. These conditions are used as the no discharge case to characterize the
electrical transfer function of the system.
Figure 6.1 shows the V-I waveforms for a single pulse. The pulse is
divided into two phases based on the type of streamer discharge, namely,
anode- or cathode-directed one. Anode- and cathode-directed streamers have
di↵erent dynamics and properties (see previous section). Since the streamer
always originates at the exposed electrode for all voltages above the breakdown
threshold (Fig. 5.1), the anode- and cathode-directed phases are defined based
upon the voltage of the exposed electrode.
Figure 6.2 shows the average voltage and current waveforms from 30
independent test cases for both negative [Figs. 6.2(a) and (b)] and positive
[Figs. 6.2(c) and (d)] polarities. The pressure is 101.3 kPa. In Fig. 6.2,
two discharge voltages are shown: 12.5 kV [(a) and (c)] and 38 kV [(b) and
(d)]. The solid black lines are the applied voltage, the solid blue line shows
the total discharge current, the dot-dashed red line indicates the displacement
current, and the dotted green line indicates the discharge current calculated
from the above relations. A positive current corresponds to positive electron
flow towards the ground electrode.
For the voltage of 12.5 kV [Figs. 6.2(a) and (c)], the total measured
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Figure 6.2: The voltage and current waveforms at charge voltages of (a,c) 12.5 kV
and (b,d) 38 kV. All waveforms are taken at 101.3 kPa. The solid black lines are the
measured voltage across the electrodes, and the solid blue lines are the total measured
current on the grounded electrode. The red dash lines are the displacement current
calculated from the systems electrical transfer function C(!), with no discharge, and
the time derivative of the applied voltage. The dotted green lines are the discharge
current which is calculated from the total measured current and the displacement
current. Each waveform is determined from the average of 30 independent test
trials. A positive current corresponds to electron flow to the ground electrode.
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current is determined predominantly by the displacement current. A non-
zero discharge current is registered in the negative cycle as the displacement
current deviates from the total measured current [see Fig. 6.2(a)]. The voltage
at which the displacement current begins to deviate from the total measured
current is defined as the corona onset voltage for the negative polarity. If
the voltage does not exceed this level the corona will never transition to a
streamer. The corona onset voltage is determined to be -10 kV for a pressure
of 101.3 kPa (Fig. 6.2(a)).
As the discharge voltage increases two discharges are possible: a streamer
or a corona with conductivity greater than the base case at 200 kPa. A
streamer will form once the corona has su cient space charge to shield the
applied field. For voltages below this condition, known as Meek’s criterion, a
corona will be observed. Therefore, to determine the type of discharge instan-
taneous broadband images must be correlated with the V-I characteristics.
The comparison between Figs. 6.2(a) and 6.4(B) (averaged) shows that
a low-luminosity corona discharge is observed, but the single transient image
Fig. 6.4(A) shows that a faint streamer discharge is observed. The averag-
ing of the images spatially integrates the discharge, and when low luminosity
streamers are present only the corona region at the electrode tip is imaged.
This is caused by the stochastic nature of the streamer discharge. Therefore,
at voltages near breakdown, the single frame images provide a better determi-
nation of the discharge state (Corona or Streamer).
In the negative cycle of the discharge Figs. 6.2(a) and 6.4(B), the
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Figure 6.3: The root-mean-square (RMS) current (left) and electron number den-
sity (right) as a function of the RMS voltage. Solid lines indicate RMS current
while dashed lines indicate electron density. Black lines are for the cathode-directed
streamers, and blue lines are for the anode-directed streamers. Circle markers indi-
cate two atmosphere tests while the diamonds are for one atmosphere tests.
filamentary structures observed in Fig. 6.4(A) will not form as these are
characteristic of cathode-directed streamers. Therefore the registered current
in Fig. 6.2(a) is attributed to the coronal glow at the electrode which has a
greater conductivity than the 200 kPa base case.
Figure 6.2(c) shows the first positive V-I characteristics for the voltage
of 12.5 kV [after the initial negative cycle shown Fig. 6.2(a)]. The current
waveforms indicate that there is no discharge formed during the cathode-
directed phase which implies that the voltage is below the cathode directed-
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streamer breakdown voltage. However, in Figure 6.4(a,1), a filamentary streamer
discharge is observed. These filamentary structures are associated with the
cathode-directed streamers, while a di↵use discharge occurs during the anode-
directed phase. Therefore, at these low voltages, the sensitivity and dynamic
range of the current measurements are not able to distinguish between the dis-
placement current and the current due to the cathode-directed streamer. The
shot averaged images seen in Fig. 6.4(b,1) show that the observed radiation
is in a small region near the electrode tip, typically characterized by a coronal
discharge.
The V-I characteristics at a discharge voltage of 38 kV are shown in
Figs. 6.2(b) and (d) for the anode- and cathode-directed phases, respectively.
A significant deviation between the displacement and total measured currents
is observed for both polarities. Furthermore, the discharge currents are an
order of magnitude greater than in the case of corona [Figs. 6.2(a) and (b)
from ⇠1 to 10 A). Figure 6.4(a,7) shows a instantaneous broadband image
integrated over the entire pulse (1500 ns) at the same conditions shown in
Figs. 6.2(b) and (d). The radiation is more intense than that at the lower
discharge voltage which corresponds to the increase in the discharge current.
Additionally, cathode-directed streamers are observed during the positive cycle
(filament structures).
The dissipated energy for each pulse is calculated by multiplying the
discharge current by the voltage and integrating over the entire pulse duration.
The deposited energy for the anode-directed streamers is found to vary signif-
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icantly for the two pressures investigated. At 101.3 kPa the energy is ⇠17.8
mJ, while at 202.6 kPa only ⇠ 12.9 mJ is coupled into the discharge. For the
cathode-directed streamers, the discharge energy is found to be independent
of the pressure, with the energy being ⇠4.0 mJ for both cases. Additionally,
as the voltage is decreased the coupled energy into the discharge is reduced for
the anode-directed streamers from ⇠ 17.8 to 1 mJ. The deposited energy for
the cathode-directed streamers showed minimal variation with voltage between
⇠1.0-4.0 mJ.
6.2 Estimating Streamer Velocity From V-I Character-
istics
The streamer velocity is estimated from the deviation of the discharge
current and the streamer current. The discharge current is divided into three
parts: (1) the streamer phase, (2) the current conduction and surface charging,
and (3) the quench phase. To determine the streamer current, an expression
is derived below for the alteration of the circuit impedance as the streamer
transits the inter-electrode gap. After the streamer has bridged the gap form-
ing a conduction pathway, the current increases and the dielectric surface is
charged. As the dielectric is charged the e↵ective electric field within the gap
is reduced. This reduction in the electric field causes the discharge to quench.
In this section an estimate for form of the streamer current is derived, and the
velocity estimated.
As the streamer transits across the cathode-anode gap, it alters the
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Figure 6.4: The e↵ects of pressure and voltage on the discharge spatial evolution.
Each image was taken with a camera gate time of 1500 ns for a inter-electrode
spacing of 3.81 mm. The red rectangle indicates the location of the dielectric surface
and the white point shows the location of the high-voltage electrode. The grid spacing
is 1 mm. Columns A and B correspond to atmospheric pressure. Column A images
are a single frame while column B are an average of 30 frames. Columns C and D
are for a pressure of 202.6 kPa. Where column C is a single frame and column D
consist of 30 frames averaged. Each row is for a di↵erent charge voltage as follows:
1-12.5 kV, 2-15 kV, 3-20 kV, 4-25 kV, 5-30 kV, 6-35 kV, 7-38 kV. The gain was
held fixed for each frame for all test conditions, and the same image post-processing
algorithms were used for each image. The dynamic range, brightness, and contrast
were optimized for each image. The spectral range of the ICCD covers from 250 nm
900 nm with a peak quantum e ciency at 520 nm.
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capacitance of the chamber. The time variation of the capacitance is estimated
as:
C(t) =
✏0✏rA
l
1
1  V tl
(6.4)
Here, the streamer is assumed to act as parallel plate capacitor with a
plate spacing that is a function of the streamer velocity (V ), and the gap spac-
ing (l). Additionally, A is the e↵ective area, and ✏r is the relative permitivitty
of the dielectric.
From the equations for the streamer capacitance and displacement cur-
rent, an expression for the variation of the streamer current is found as a
function of time. During the streamer transit time the voltage is assumed to
be linear. The streamer current is then given as:
istreamer =
✏o✏rA
l
dv
dt
1
1  V tl
(6.5)
Where, V is the velocity and it is assumed constant in the derivation, t is time,
and dvdt is the time rate of change of the voltage assumed constant. The Taylor
series expansion of Eq. 6.5 about zero gives:
istreamer ⇡ Ao
(
1 +
V
l
t+
✓
V
l
◆2
t2 + ...
)
(6.6)
In the initial streamer phase, the current is assumed to follow the form
of Eq. 6.6 with all the parameters in Eq. 6.5 are lumped into a single scaling
constant Ao.
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The streamer velocity is estimated assuming the streamer current fol-
lows a quadratic equation (Eq. 6.6). The streamer current is aligned with
the discharge current and a least squares fit is done over the first 2 ns of the
discharge. This time is selected based on the streamer velocities determined
from simulations and the gap distance. The velocity is determined from the
time it takes to bridge the inter-electrode gap and the inter-electrode distance.
The time to bridge the inter-electrode gap is determined from the time of the
initial current rise (t1) and the time determined from the deviation of the dis-
charge current and the streamer current (predicted by Eq. 6.6), t2. With the
known gap distance, l1, the streamer velocity is estimated as V =
l1
t2 t1 ⇠580
± 100 km/s at 2 atmospheres and discharge voltage of 38 kV.
6.3 Estimating Electron Density From V-I Character-
istics
The electron density can be estimated from the streamer current and
voltage characteristics. First the streamer current must be determined from
the discharge current, and the breakdown field strength from the applied volt-
age. Once these are known, broadband images were used to determine the
conduction area and streamer current density. The current density was then
used as an estimate for the electron density. This procedure is outlined here
and the results presented.
First, the root-mean-square (RMS) currents and voltages were calcu-
lated for each test condition. The RMS values represent averaged quantities
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Figure 6.5: Fig. 6.4(Continued). E↵ects of pressure and voltage on discharge spatial
evolution.
128
for each pulse and allow an average electron density to be estimated. The
electron density is computed as:
jDis =
iRMSDis
Aeff
= qeneµeE = qeneVd (6.7)
Here, E is the electric field, and je is the current density given by
the RMS discharge current iRMSDis and the e↵ective cross-sectional area Aeff of
the discharge. The e↵ective area is calculated based on the average streamer
diameter determined from broadband images shown in Fig. 6.4. The diameter
is assumed to be constant for both polarities but dependent on pressure.
The diameter at 101.3 kPa was determined to be 170 ± 32 µm while
at 202.6 kPa it was 123 ± 28 µm. Section 6.5 describes the procedure for
determining the streamer diameter. It could not be definitely concluded from
the experiments that an increase in the gas pressure leads to a decrease in
the streamer diameter due to the associated errors, but this result agrees with
the numerical modeling results presented in the previous section. This e↵ect is
explained by the increasing breakdown electric field for increasing gas pressure.
In order to obtain the higher electric fields for a given E, the streamer head
radius must decrease for higher pressures.
The drift velocity,Vd, is tabulated as a function of the reduced elec-
tric field E/N [86–89]. The reduced electric field for each test condition is
estimated based upon the RMS voltage (VRMS) and electrode diameter ( )as:
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E ⇡ VRMS
 
(6.8)
The reduced electric field is calculated based on the above electric field
and the background density. Figure 6.3 shows the RMS voltage and current,
and the calculated electron number density.
As in the numerical modeling, the breakdown voltage (VB) is defined
as the voltage when a corona-to-streamer transition occurs. At voltages below
VB, a small current is registered due to the presence of the corona. Cor-
relating instantaneous broadband images and the V   I characteristics, the
breakdown voltage is determined for both polarities. As shown in Fig. 6.3, the
cathode-directed streamer has a lower breakdown voltage (⇠7.5 kV) compared
to the anode-directed one (⇠17.5 kV) for both pressures. A similar trend was
obtained in the fluid modeling (see previous section, Fig. 5.4) and in Ref. [34].
Figure 6.3 shows that for a given RMS voltage, the cathodic streamer
electron density is greater than that of the anodic streamer which agrees with
the results of our fluid simulations. The electron density is in the range 0.5 
4.0⇥ 1019 m-3. At low voltages, the plasma density of both streamers for both
pressures tends to the same value. This lower limit corresponds to a corona
discharge, which remains localized around the high-voltage electrode.
For anodic streamers, the electron densities for all two atmosphere cases
are always below that of the one atmosphere cases. Furthermore, the deviation
between the densities for these two pressures increases with increasing voltages.
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For both pressure cases, the anode-directed streamer RMS current and electron
density tend to increase at decreasing rates as the RMS voltage is increased.
Cathodic streamers on the other hand, show an inversion of the elec-
tron density pressure dependencies at voltages above ⇠10 kV. That is, at low
voltages and high pressures (2 atm), cathodic streamers electron densities are
lower compared to low pressure tests (1 atm). As the voltage increases, the
deviations in electron densities decreases for the two pressures, until the two
curves intersect (at ⇠10 kV). After this point, the high pressure (2 atm) tests
electron density is greater than the low pressure (1 atm) cases. The cathode
directed streamers RMS current and electron density increase exponentially
with the RMS voltage for high pressures. The low pressure tests show that at
higher voltages the electron density begins to increase at decreasing rates.
6.4 Streamer Diameter and Branching as a Function of
Gas Pressure, Voltage, and Polarity
Figure 6.4 shows a set of instantaneous broadband images taken for
various voltages and pressures. Each image was taken with a 1500 ns gate
time, with an inter-electrode spacing of 3.81 mm. At 1500 ns integration
times, several positive and negative polarity voltage cycles are observed (Fig.
6.1). In each of the images, the red line indicates the location of the dielectric
surface. The white object is used to show the approximate location of the high-
voltage electrode. The columns correspond to the two pressures investigated:
(a) and (b) for 101.3 kPa and (c) and (d) for 202.6 kPa. The first columns for
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each pressure are a single image [(a) and (c)], while the second columns are
a set of 30 median averaged images. Each row designates the corresponding
discharge voltage at which each image was taken: 12.5, 15, 20, 25, 30, 35, and
38 kV.
The system electrical properties, C(!) were determined at the pressure
of 202.6 kPa and a discharge voltage of 12.5 kV. For these conditions, there
is a low emission observed near the high-voltage electrode which corresponds
to a corona discharge [Fig. 6.4(c,1)]. In the averaged set of images [Fig.
6.4(d,1)], no discharge is observed. This condition has been defined as the no
discharge case. Even though there is a small discharge observed in Fig 6.4(c,1),
the current and electron density associated with this discharge are assumed
negligible.
At atmospheric pressure and 12.5 kV, the discharge is registered in
both the single and integrated images [Fig. 6.4(a,1) and (b,1)]. In the single
frame, a low-luminosity constricted cathode-directed streamer which bridges
the inter-electrode gap is observed. The current measurements presented in
Fig. 6.2(c) did not register a current during this phase of the discharge. This
indicates that the anode-directed streamer at these low voltages did not have
su cient current to be registered with the instrumentation and calibration
used. Furthermore, the average set of images shows only a localized corona
discharge at the high-voltage electrode and no discharge on the dielectric sur-
face.
As the voltage is increased for both pressures investigated, more fila-
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mentary streamers are observed. Additionally, with the increase in voltage the
emission of each discharge is increased as well as the measured current. For a
constant background pressure and increased voltage more streamers are able
to be formed during a given pulse. At any given voltage, the higher-pressure
case has less numerous streamer discharges, with each being more emissive and
constricted than the lower pressure case. From this set of images the streamer
diameter, and branching angles are determined.
The streamer diameter is determined for each pressure and voltage
condition. A single frame with 1500 ns gate time is used to estimate the
streamer diameter for each set of conditions. When multiple streamer filaments
are present, all diameters are estimated and an average for that pressure-
voltage condition is used. The diameter is determined from the FWHM of the
measured intensity profile for each streamer element. Then for each pressure
all of the measured diameters for every voltage condition are averaged giving
two e↵ective diameters for each pressure condition. The diameters for the
pressures 101.3 and 202.6 kPa are 170 µm ± 32 and 120 µm ± 28, respectively.
At higher pressures the streamers diameter is reduced which agrees with the
results of our fluid modeling.
The number of branching streamers for a given voltage condition is
lower at higher pressures. Anodic streamers for these voltage-pressure condi-
tions tend to remain in a di↵use mode and do not exhibit branching. This indi-
cates that the reduced electric field is not high enough to support the branching
of anode-directed streamers. Conversely, the cathode-directed streamers are
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observed to show significant branching with multiple filamentary structures.
The branching angle is defined as the half angle between the two outer
most streamers. The branching angle is estimated for each pressure-voltage
condition. In Fig. 6.4 and 6.5 as the voltage is increased for both pressures
the branching angle increases. Furthermore, after a critical voltage is reached,
the branching angle tends to a constant value. At 38 kV and 101.3 kPa the
branching angle is determined to be ⇠ 45 , while at 202.6 kPa the branching
angle is ⇠ 25 . For a constant voltage, the high-pressure case is always ob-
served to have a lower branching angle than the low-pressure case. Plasma
fluid models can not predict branching, and particle in cell simulations are
needed.
6.5 Streamer Dynamics as a Function of Polarity: Anode-
Versus Cathode-Directed Streamers
Figure 6.6 shows the temporal evolution of the discharge through a
sequence of broadband images. These images show the radiation of excited
states emitting in the range of the CCD detector, 200-900 nm. Each image is
an average of 32 independent frames taken with a gate time of 100 ns. The
delay time, or location of each frame relative to the initiation of the voltage
pulse, was varied. This produces a pseudo sequence of images in time which
are used to analyze the evolution of the discharge with respect to the applied
voltage. Figure 6.7 shows the location of each camera integration window with
respect to the voltage pulse. All images were taken at the pressure of 202.6
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Figure 6.6: Instantaneous broadband images taken with a 100 ns gate time. 32
individual frames were averaged to produce each image. The pressure and discharge
voltage are 202.6 kPa and 38 kV, respectively. The delay time indicates the position
of the beginning of the 100 ns integration window. The point and red rectangle
indicate the relative location of the high-voltage electrode and the dielectric surface,
respectively. Frames 0-2 occur during a cathode-directed phase, and frames 4-6 occur
during an anode phase. Figure 6.7 shows each camera window throughout the voltage
pulse.
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Figure 6.7: The position of the camera integration window, dotted black line, with
respect to the applied voltage pulse, solid black line. The numbers correspond to the
delay times associated with the instantaneous broadband images in Figure 6.6.
kPa and the discharge voltage of 38 kV.
In Fig. 6.6, frames 0-2 correspond to the anode-directed phase. Ini-
tially in frame 0, no discharge is observed until a critical breakdown voltage is
reached. Then, the discharge bridges the inter-electrode gap (Fig. 6.6, frame
1) and a di↵use streamer discharge is observed. During this phase, a large
current is conducted through the gap and the dielectric surface is charged.
After the peak voltage is reached, the discharge quenches (Fig. 6.6, frame 2)
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leaving a wake region of excited species and electrons.
The dominant electronically excited species are O* and CO* (see nar-
rowband instantaneous imaging results results and Fig. 6.8). There are two
main mechanisms for their quenching, namely, the spontaneous emission and
the quenching due to collisions with the primary species, e.g. CO⇤ + CO2 !
CO + CO2. The typical value of the rate coe cient of the latter reaction is
⇠ 10 16   10 18 m3/s [90]. The Einstein coe cient of spontaneous emission
of O* is 107 s-1 [91], and at atmospheric-pressure conditions, the gas density
is ⇠ 1025 m-3. Therefore, the time scale for spontaneous emission is ⇠100
ns while the time scale for collisional quenching is ⇠10-100 ns. Hence, both
collisional and radiative processes must be considered in the quenching of ex-
cited species. Furthermore, it is concluded that any excited species produced
during the first negative cycle are not quenched prior to the next voltage pulse
(⌧pulse = 250 ns).
Figure 6.6 (frame 3) shows the generation of a secondary anode-directed
streamer. The primary streamer is quenched once the surface charge on the
dielectric is su cient to shield the applied field, and reduce the field strength
within the gap to a level below the breakdown threshold. At this point, the
excited species and electrons begin to recombine. A secondary streamer is
initiated once the plasma density in the gap left after the previous streamer
decreases to such value that the applied electric field starts penetrating inside
the plasma. The generation of this streamer at lower voltage can be explained
by the presence of electrons left after the previous streamer. These electrons
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act as the seed background for the secondary streamer.
As the gap voltage becomes positive, a filamentary cathode-directed
streamer bridges the inter-electrode gap (frame 4 in Fig. 6.6). The discharge
emission intensity increases as the peak positive voltage is reached (frame 5).
After the voltage drops below the positive breakdown voltage, the discharge
begins to quench (frame 6).
From Fig. 6.6, it is concluded that the pulse is described by two main
features: (1) a single primary anode-directed streamer is observed only at high
negative voltages, while (2) multiple cathode-directed streamers form at low
positive voltages with longer quench times. The anode-directed streamers have
larger diameter ⇠1-2 mm (frame 1, Fig. 6.6), while the cathode-directed ones
have diameters ⇠140 µm (frame 5). Furthermore, anodic streamers for these
voltage-pressure conditions tend to remain in a di↵use mode without exhibiting
branching. This indicates that the reduced electric field is not high enough
to support the branching of anode-directed streamers as discussed in [34].
Though, for these conditions, the cathode-directed streamers are observed to
show significant branching with multiple filamentary structures.
6.6 Instantaneous Narrowband Imaging: Excited Species
Spatial and Temporal Evolution as Function of Po-
larity
In this section, the temporal evolution and the spatial distribution of
the excited species densities are presented (see Fig. 6.8). Two bandpass filters
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are used to investigate the evolution of excited species during the voltage pulse.
The filters have a 10 nm FWHM and center wavelengths of 520 nm and 780
nm. Each of these wavelengths corresponds to a specific electronically excited
species (either CO* or O*). The 520 nm filter corresponds to the rovibronic
molecular transition of the CO Angstrom system:
CO(B1⌃+)! CO(A1⇧+) + h⌫ (6.9)
for (⌫
0
, ⌫
00
) = (0, 2), where 0 indicates upper vibrational state and 00 lower
vibrational state. The band head for these transitions is located at 518.217
nm. The wavelength of 780 nm corresponds to the transition:
O(5PJ)! O(5S0) + h⌫ (6.10)
for J = 1, 2, or 3. These lines are located at 777.194, 777.417, and 777.539
nm, respectively. Figure 6.8 shows the results for the two filters: (a) 520 nm
CO Angstrom band, and (b) 780 nm O(5P ) triplet. The images are composed
of 32 averaged frames with an integration time of 200 ns. The delay times for
each image is shown in the top left corner. These times correspond to the same
delay times used in Fig. 6.6 and shown in Fig. 6.7, but with an integration
window of 200 ns rather than 100 ns as shown.
Comparing Fig. 6.8(a) and (b) it is evident that certain excited species
are preferentially produced by di↵erent voltage polarities. The population
density of these excited states (nj) is directly proportional to the measured
intensity of light (Iji):
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Figure 6.8: Instantaneous narrowband imaging of the discharge evolution in time.
Each image consists of 32 averaged frames each with a 200 ns integration time. (A)
shows the narrowband imaging results for a bandpass filter with a 10 nm FWHM
centered at 520 nm. This spectral range is associated with a band of the CO Angstrom
system. (B) shows the narrowband imaging results for a bandpass filter with a 10
nm FWHM centered at 780 nm. This spectral range is associated with electronically
excited Oxygen (5P ).
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Iji / nj hc
 ji
Aji (6.11)
here Aji is the spontaneous emission transition probability, or Einstein coef-
ficient, and hc ji is the energy of the emitted photon from the transition from
upper state j to lower state i. Therefore, the filtered images in Fig. 6.8 indicate
the relative density distribution of electronically excited states.
Figure 6.8(a) (29 ns) shows that CO* is dominantly produced in the
first 200 ns of the voltage pulse. This time corresponds to the anode-directed
streamer. After this time, the CO* density decreases, with peak densities
observed in the cathode sheath at the high-voltage electrode [Fig. 6.8(a), 200
ns]. At longer times there is no generation of CO*.
Figure 6.8(b) shows the distribution of O* throughout the voltage pulse.
During the stage of the anode-directed streamer, a small emission region is
observed in the vicinity of the high-voltage cathode sheath only [Fig. 6.8(b),
29 ns]. These species rapidly quench as the voltage decreases [Fig. 6.8(b),
200 ns]. Once the voltage becomes positive, the cathode-directed streamer is
formed and the high-density region of excited oxygen is observed [Fig. 6.8(b),
400 ns] that bridges the inter-electrode gap. This streamer unlike the anode-
directed one generates O* in the entire cathode-anode gap. The discharge again
quenches during the negative voltage cycle [Fig. 6.8(b), 600 ns]. Emission is
observed when a second cathode-directed streamer emerges during the positive
voltage cycle [Fig. 6.8(b), 800 ns]. After this time, no further discharges are
observed as the pulse decays.
141
The mechanism of Ref. [85] does not contain any detailed kinetics of
CO* and O*. Therefore, only a qualitative explanation of the results shown
in Fig. 6.8 are presented. Excited species CO* and O* can be produced by
two mechanisms. Namely, they can be generated from CO2 by direct electron
impact dissociation, for example:
CO2 + e! CO⇤ +O + e (6.12)
or they can be generated through the excitation of CO and O. The first mech-
anism 6.12 is e cient at the streamer head and in the vicinity of the cathode
sheath where the electron temperature is high [energy threshold of reaction
(6.12) is ⇠21 eV]. The excitation of the ground states of CO and O can be
e cient only in the streamer tail and in the vicinity of the cathode sheath.
This is explained by the fact that the streamer head velocity is high and it
propagates a distance which is equal to the streamer head thickness during
⇠ 10 11s, i.e. the probability for electron to dissociate CO2 and then excite
one of the fragments is very low.
It is concluded from Fig. 6.8 that during the anode-directed streamer
stage, both CO* and O* are generated mainly in the vicinity of the cathode
sheath edge. The time of flight of ions through the sheath is estimated as
⇠10 ns which is much shorter than the delay time of each frame in Fig. 6.8.
When ions reach the cathode they induce the secondary electron emission.
Secondary emitted electrons gain high energy in the sheath and excite CO
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and O generated by the streamer and through reaction (6.12). The more
e cient generation of CO* in the rest of the cathode-anode gap is explained
by ⇠2 times larger excitation cross section of CO than O.
E cient generation of O* and ine cient generation of CO* by the
cathode-directed streamer seen in Fig. 6.8 at 400 ns can be explained as
follows. The streamer head generates only ground state CO and O because
Te is insu cient for reactions such as (6.12). Therefore, CO* and O* are
generated in the streamer tail by the excitation of CO and O. However, as
follows from Fig. 5.3 and Table 5.1, the electron temperature in the tail is
< 1eV. Such conditions are favorable for the excitation of the vibrational
levels of CO rather than electronic states. At the same time, O is an atomic
gas, and therefore there are no vibrational levels of these species. Hence, O is
either converted to O* or it participates in chemical reactions.
The absence of radiation in the frame corresponding to 600 ns (Fig.
6.8), i.e. anode-directed streamer, can be explained by the lower voltage along
the gap obtained at this time interval (see Fig. 6.1). At the same time, Fig.
6.1 shows comparable voltages at both intervals 400 ns and 800 ns at which
we obtained the cathode-directed streamer.
6.7 Optical Emission Spectroscopy (OES)
Optical emission spectroscopy (OES) of the streamer discharge was
conducted. A half meter spectrometer was used with a 100 µm slit. Two
gratings were used: 300 g/mm and 1800 g/mm. The 300 g/mm was used to
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analyze the entire spectral region (250-900 nm) while the 1800 g/mm was used
to resolve line broadening for electron density, and rotational line structure for
estimating the gas temperature.
Each emission spectrum was temporally integrated over the entire volt-
age pulse, 6 µs. During this duration multiple streamer discharges of both pos-
itive and negative polarity occur. The plasma properties therefore correspond
to average values taken with a pulse frequency of 4 MHz. To accumulate su -
cient signal, 500 on ICCD accumulations were required for each data frame. A
minimum of 5 data frames were taken and median averaged for each spectral
range.
Each voltage pulse had a repetition frequency was 4-7 Hz, with each
voltage pulse containing multiple streamers. The pulse frequency and flow rate
were set such that the chamber residence time was less than the pulsing period.
Therefore, each voltage pulse occurs in pure CO2. The plasma spectroscopy
setup was discussed in Chapter 3.
Figure 6.9 shows the emission spectrum of the plasma discharge in pure
CO2 in the range 350-850 nm. In this region the light is characterized by ro-
vibronic emission bands of diatomic molecules and atomic emission spectra.
From analysis of the ro-vibronic bands and atomic emission lines the plasma
properties are determined: gas temperature, vibrational temperature, electron
temperature and density, and species concentrations.
The molecular and atomic spectra were identified using Pearse and Gay-
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Figure 6.9: Spectrum in pure CO2. The dominant lines include CO Angstrom and
CO 3P band systems. In the NIR the atomic oxygen triplet (O(3p3P )) is observed
at 777 nm. The spectrum was captured with a 0.5 meter spectrometer using a 100
µm slit and a 300 g/mm grating.
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don [92], and Silva et al [93]. In the pure CO2 spectrum (Fig. 6.9) the emission
is mainly attributed to the CO Angstrom band system (B1⌃+ ! A1⇧) which
appears as a result of dissociation of CO2 in the optical wavelength range of
400-700 nm. In the NUV region (  <400 nm) the third positive system of
CO2 (b3⌃+ ! a3⇧) is observed. Other CO bands in the optical interval con-
sider such as the triplet, Herman, and Asundi band systems [92, 93] were not
observed. In the NIR region a single atomic oxygen line was observed at 777
nm corresponding to the 3p5P   3s5S transition. In addition to line radia-
tion a continuum is observed which is attributed to the chemiluminescence
recombination of CO and O (CO(X) +O(3P )! CO2(X1⌃+g ) + h⌫) [94].
The following sections will discuss the process for determining the
plasma properties: electron density and temperature, vibrational tempera-
ture, gas temperature, and CO concentration. The e↵ects of argon on the
discharge will be discussed as well as the vibrational distribution function for
CO2.
6.8 Electron Density
The plasma electron density is determined from the broadening of the
hydrogen Balmer   transition at 486.1 nm. This requires the addition of a
small amount of hydrogen to the plasma. Here 4% of hydrogen by mass is
premixed with CO2. This ensures that the hydrogen H  line is distinguish-
able from the background emission, and is not significant enough to greatly
influence the plasma kinetic processes.
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Broadening of a spectroscopic line consist of two main mechanisms:
pressure broadening and thermal broadening. Pressure broadening mecha-
nisms arise due to various collisional e↵ects including: Stark, Van der Waals,
and resonance broadening. Thermal broadening is caused by the Doppler ef-
fect, which is directly proportional to the temperature of the radiator. Griem’s
classic text on plasma spectroscopy provides a good review of line broadening
mechanism which will be summarized here [16]. In addition to the above broad-
ening mechanisms, natural broadening and instrumental broadening should be
considered.
1. Natural Broadening: Natural line broadening is a consequence of
the Heisenberg uncertainty principle associated with the finite lifetime
of the state connected by the transition. The lineshape due to natural
broadening is expressed by a Lorentzian profile with a Half-Width-Half-
Maximum (HWHM) given in Eq. 6.13, where Aij are the Einstein tran-
sition probabilities,  ul is the transition wavelength, and c is the speed of
light. Natural broadening is three orders of magnitude lower than other
broadening mechanisms, and is neglected in determining the broadening
of the H  line.
  Natural =
 ul
4⇡c
 X
n<u
Aun +
X
n<l
Aln
!
(6.13)
2. Instrumental Broadening: The instrumental broadening is esti-
mated from two light sources: a HeNe laser at 632 nm, and a low pressure
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hydrogen discharge tube. The instrumental broadening is a function of
the wavelength of the spectrometer. A HeNe laser was used to estimate
the instrumental profile, and provide a means for determining if the low
pressure gas discharge lamps, are at a su ciently low density that the
instrumental broadening profile dominates and all other line broaden-
ing mechanisms are negligible. Analyzing the HeNe source showed that
the instrumental profile was well approximated as a Gaussian profile.
Comparing the HeNe and hydrogen gas discharge tube showed that line
broadening of the hydrogen lines in the gas discharge tube can be ne-
glected. The instrumental profile was then estimated from fitting a Gaus-
sian profile to the H  emission line of the low pressure gas discharge tube
shown in Fig. 6.10. The instrumental profile Full-Width-Half-Maximum
(FWHM) is   Instrumental = 0.106 nm.
3. Resonance Broadening: Resonance broadening occurs due to colli-
sions of the radiator with like particles, in this case the collision between
two hydrogen atoms. The perturber’s initial state is connected to the
upper and lower state of the transition by a radiatively allowed transition
to either the upper or lower state of the radiator [95]. The resonance
broadening HWHM is calculate by Eq. 6.14. Where u, l and g are the
upper, lower, and ground states, respectively. gi are the degeneracies,
and fi are the oscillator strengths. All constants can be found from NIST
atomic database [96]. From Eq. 6.14 the resonance broadening HWHM
is determined to be 0.021 nm.
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Figure 6.10: Gaussian fit to the hydrogen gas discharge lamp, and the resulting
residuals from comparing the Gaussian fit to the raw data.
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4. van der Waals Broadening: van der Waals broadening is a type
of collisional broadening which accounts for the radiators interactions
with non resonant, or neutral perturbers. The interaction potential can
be described by a Van der Waals potential (V (R) = ~C6/R6), with
a Lorentzian lineshape. Where C6 is the Van der Waals interaction
constant for the collision partners [97]. The line HWHM is given by Eq.
6.15, with   in nm, T in K, the reduced mass (µ) in atomic mass units,
and the background number density (nb) in m-3.
  V an der Waals = 8.5⇥ 10 17 2pq ⇥ C
2
5
6
✓
T
µ
◆3/10
nb (6.15)
The van der Waals constant, C6, has units of m6s-1, and is usually tab-
ulated or can be estimated by Eq. 6.16. ↵d is the dipole polarizability
of the perturbers, and < R2i > is the mean-square radius of the i
th
level [97]. The van der Waals HWHM is then determined to be 0.0297
nm from evaluation of Eq. 6.15.
C6 =
e2
4⇡✏0~
↵d| < R2p  R2p > | (6.16)
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5. Doppler Broadening: Doppler or thermal broadening is due to the rel-
ative velocities of the radiators with respect to the observer. Radiators
moving towards the observer will generate a blue shift (or increase in fre-
quency), while those moving away from the observer lead to a red shift.
These blue and red shifts are relative to the emission line and result in a
Gaussian broadening profile that is dependent upon the thermal veloc-
ity of the radiator. Assuming a Maxwellian velocity distribution of the
radiating atom at a characteristic temperature T , the Doppler HWHM
is given by Eq. 6.17. T is estimated as the gas temperature which is
estimated from the rotational temperature as discussed in section 6.11.
The Doppler HWHM is determined to be 0.004 nm at a gas temperature
of 678 K.
  Doppler =
1
2
 u, l
r
8kbT ln 2
mhc2
(6.17)
6. Stark Broadening: Stark broadening is caused by the radiating atoms
Coulomb interaction with the ion field of the plasma. Both the electron
and ion fields contribute to the Stark e↵ect, but it is the electrons that
are dominant due to their higher velocities and hence higher collision
frequencies [95]. The lineshape for Stark broadening is well approximated
by a Lorentzian function except at the line center. Near the center of
the line electrostatic interactions with the ion field cause a dip in the line
profile. Calculations of the line profile have been tabulated by Gigosos
and Cardenoso for non-equilibrium plasma discharges as a function of
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the electron density [98, 99] and reduced mass. A fit of this data gives
the Stark Broadening FWHM (Eq. 6.18) for a non-equilibrium plasmas
in CO2, which is solely a function of the electron density in m-3.
  Stark = 4.8
 
Ne/10
23
 0.68116
(6.18)
To determine the electron density a high resolution spectrum of the
Balmer H  line was taken in a CO2 +H2(5%) discharge. The Balmer H  line
is a multiplet of seven lines resulting from the fine structure spin-orbit splitting
of the upper and lower levels [95]. The H  line can be approximated by a Voigt
profile if the HWHM for each line is greater than 0.005 nm [95]. This condition
is fulfilled for the conditions of the streamer discharge investigated here, and
the H  line is well approximated by a Voigt profile, Eq. 6.19.
V ( ;  ,  ) = D( ,  ) ⇤ L( ,  ) =
Z 1
 1
"
e
 y2
2 
 
p
2⇡
#
⇥

 
⇡( 2 + (   y)2)
 
dy
(6.19)
A Voigt distribution is a convolution of two distributions: a Gaussian
and a Lorentzian. The first term on the right hand side of Eq. 6.19 is the
Gaussian distribution, and the second term is the Lorentzian distribution.
Where  2 is the variance of the Gaussian distribution,   is the HWHM for the
Lorenz distribution. The FWHM for a Gaussian is a function of the variance
given as: FWHM = 2
p
2 ln 2 .
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Figure 6.11: Electron density estimated from broadening of the H  line. The dis-
charge was seeded with 4% hydrogen by mass. The Gaussian contribution is held
fixed and determined by the gas temperature and instrumentation function.
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A Voigt distribution has been fitted to the Balmer H  line for deter-
mining the electron density. The line profile and fit for the H  transition are
shown in Fig. 6.11. The fitted Voigt distribution is determined from a least-
squares minimization of the Voigt distribution, and the experimental data. For
fast evaluation of the convolution integral in Eq. 6.19, the Voigt distribution
is represented by the Faddevva function. Prior to solving the minimization
problem, the Gaussian contribution in Eq. 6.19 is determined. Therefore,
the minimization problem takes place in the 1D space defined by the Lorenz
HWHM  . The resulting Lorentz HWHM ( Min) is then used to determine
the electron density.
To determine the Gaussian contribution, the convolution of each Gaus-
sian broadening mechanism (Doppler and Instrumental) must be determined.
The convolution of any two Gaussian distribution produces a third Gaussian
distribution with a squared FWHM equal to the sum of the original FWHM’s
squared (FWHM2Convultion = FWHM
2
Doppler +FWHM
2
Instrumental). Similarly,
the Lorentzian contributions (Stark e↵ect, van der Waals, Resonance, and
Natural) must be convoluted together. The convolution of multiple Lorentz
distributions results in a Lorentz distribution with   =
P
i  i. The electron
density is then determined from the subtraction of the calculated values of
the Van der Waals, resonance, and natural broadening mechanisms from the
Lorenz HWHM determined the minimization problem. This subtraction gives
the HWHM due to Stark broadening,   Stark. With the Stark HWHM and
Eq. 6.18 the electron density is determined to be: 7.18⇥ 1020 m-3.
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6.9 Electron Temperature
To determine the electron temperature 5% argon is seeded into the
plasma discharge. The mean electron energy is determined from a Boltzmann
plot using the Argon atomic line emission. Figure 6.12 shows a spectrum of the
plasma discharge with argon. The spectrum is dominated by the CO Angstrom
band system, and the transition array from the excited 4p argon states. Ad-
ditionally, two atomic oxygen lines are observed at 777 nm (O(3p5P )) and
844 nm (3p3P ). For a detailed review of the Boltzmann plot technique see
Appendix A and Chapter 8.
The thermal limit for validity of the Boltzmann plot, is specified by a
principal quantum number (nth), which is a function of the electron density
and temperature [97]. For an electron density of 1022 m-3 and a tempera-
ture of ⇠1 eV, only states with the principal quantum number >4 are in
LTE. These estimates indicate that for the primary radiative transitions of
the streamer discharge, arising from the 3p54p ! 3p54s transitions, LTE and
PLTE assumptions are not completely valid for all transitions. Additionally,
since streamers are not spatially uniform nor steady, the thermal limit will be
further increased. Therefore, the excitation temperature defined determined
from the Boltzmann plot technique should be viewed suspect and will not be
equal to the electron temperature for all 4p transitions. This deviation from
the thermal limit is seen in Fig. 6.12 by the deviation between the line and
continuum radiation. This indicates that both collisional and radiative pro-
cesses are important for the argon 4p transitions. To better determine the
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Figure 6.12: Spectrum of a plasma streamer discharge in CO2 + 5% Ar. argon is
used to determine the electron temperature from the 4p transition array.
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electron temperature argon lines which are closest to the continuum are used
to determine the electron temperature.
Figure 6.13 shows the Boltzmann plot of 7 argon 4p lines which are
nearest to the continuum radiation field. The slope of the Boltzmann plot
determined from plotting the ln
⇣
✏ 
gA
⌘
to the excitation energy gives the char-
acteristic excitation temperature, where ✏ is the observed emission intensity,
g is the degeneracy of the transition, and A is the transition probability (Ein-
stein coe cient). The excitation temperature is defined as the temperature
which would produce the given distribution of states assuming a Boltzmann
distribution. For the argon 4p transitions, it is assumed that this temperature
is related to the electron temperature, which assumes that the electrons are
primarily responsible for producing the observed populations of the argon 4p
states. From the Boltzmann plot the excitation temperature is determined to
be TEXT = 0.46 ± .18 eV.
The electron temperature is then determined from the line to continuum
intensity ratio and the excitation temperature determined from the Boltzmann
plot technique as outlined in Sola et al. [100]. This method increases the
accuracy in determining the electron temperature for non-LTE systems, due
to the sensitivity in the ratio of line to continuum radiation to the electron and
excitation temperatures. The electron temperature is calculated for each line-
continuum ratio as given by Eq. 6.20 which is a function of only the electron
temperature. In Eq. 6.20   is in nm, G is the free-free Gaunt factor, ⇣ is the
free-bound continuum correction factor, E2 is the energy of the upper level,
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Figure 6.13: A Boltzmann plot of the argon 4p lines. The slope of the line determines
the excitation temperature.
158
Ei is the ionization energy,  Ei is the lowering of the ionization potential, Te
is the electron temperature, Ui is the partition function of the ion, ✏ is the
measured emission intensity of the continuum, and I is the integrated line
emission intensity. All the spectroscopic constants for argon are taken from
Sola et al. [100].
I( )
✏
= 2.0052 ⇤ 10 5A21g2
Ui
 
Te
e
Ei  Ei
kBTEXT
e
  E2kBTe
⇣
⇣
1  e  hc kBTe
⌘
+Ge
 hc
 kBTe
(6.20)
From Eq. 6.20, and the excitation temperature TEXT = 0.46 ± .18 eV,
the average electron temperature is determined to be Te =0.598 ± 0.018 eV.
6.10 Vibrational Temperature
To determine the vibrational temperature the plasma discharge was
seeded with a mixture of CO2 and 5% N2. The vibrational temperature for
CO2 was then determined from the vibrational distribution of the excited
N2(C) state, or second positive system (SPS) of nitrogen. Figure 6.14 shows
the spectrum of the plasma discharge seeded with 5% nitrogen. The discharge
is dominated by the nitrogen second positive system corresponding to the
C3⇧u ! B3⇧g ( ⌫ = ⌫ 0   ⌫ 00 =  1, 0, 1)
A Boltzmann plot of the N2 vibrational bands is shown in Fig. 6.15,
ln(✏ /A) vs ExcitationEnergy. The Einstein coe cient (A) for a ro-vibronic
transition is given by Eq. 6.21. For vibrational transitions the rotational inten-
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Figure 6.14: A spectrum of a CO2 + 5% N2 discharge. The vibrational temperature
is determined from the N2(C) state of the second positive system.
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sity strength (Honl-London factor) SJ 0J 00 is summed over all rotational tran-
sitions, and equals to one. qv0v00 is the Franck-Condon factor, and |Re(r¯v0v00)|2
is the squared electronic-vibrational transition matrix elements. The spectro-
scopic constants for the nitrogen system can be found in [101]. The vibrational
temperature for N2(C3⇧u)) was determined to be 4260 K.
An
00v00J 00
n0v0J 0 =
64⇡4
3h 3d
|Re(r¯v0v00)|2 qv0v00SJ 0J 00 (6.21)
To estimate the vibrational temperature of the asymmetric stretch
mode of CO2, the vibrational resonance between theN2(X, ⌫ = 1) and CO2(001)
is exploited. It is known that if the vibrational frequencies of two oscillators
are in near resonance the VV’ relaxation process between di↵erent molecules
is a dominant energy exchange process [93]. Since the vibrational energy
spacing level of CO2(v3) and N2(X, ⌫ = 1) are close relative their respec-
tive ground states, it is assumed that the vibrational states are in thermal
equilibrium, due to the energy exchange reaction: CO2(000) + N2(X, ⌫ =
1) ! CO2(v3) + N2(X, ⌫ = 0). To estimate the CO2 vibrational tempera-
ture the vibrational temperature of the ground electronic state N2(X) must
be determined.
In a streamer discharge there are always some electrons with energies
exceeding 11.18 eV which directly excite the nitrogen ground state N2(X) to
the electronically excited N2(C) state. The electronically excited vibrational
bands are assumed stationary on the time scales of the streamer discharge (few
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Figure 6.15: A Boltzmann plot of the second positive system of N2. The slope of the
line gives an estimate of the vibrational temperature of Nitrogen.
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ns) then the electronically excited and ground state vibrational distributions
are linked by the Franck-Condon matrix qv0v00 , [N2(C)] / qv0v00 [N2X] [100].
Inversion of the qv0v00 matrix multiplying by the population of [N2(C)] an ex-
pression for the vibrational temperature of the ground state was determined
by [102], given by Eq. 6.22. Eq. 6.22 is valid for 3000 K < Tv0(N2(C3⇧u))
< 8000 K. Evaluation of this expression with the vibrational temperature for
N2(C3⇧u) results in a vibrational temperature for N2(X1⌃+g ) and CO2(v3) of
Tv [CO2(v3)] = 3053 K.
Tv(N2(X
1⌃+g )) = 1775 + 175e
Tv0(N2(C3⇧u))
2143 (6.22)
6.11 Rotational and Gas Temperature
The gas temperature is a measure of the heavy species energy distri-
bution. In optical emission spectroscopy only excited species are observed.
Hence, to determine the gas temperature, the rotational temperature is mea-
sured and assumed to be equivalent to the gas temperature. This assumption
is valid so long as the relaxation time is less than the time of the pulsed dis-
charge. As discussed previously, the total pulse duration associated with OES
integrated measurements is 6 µs. The relaxation time for su cient number
of collisions for translational rotational equilibration can be estimated by Zrot
and the collision frequency for the discharge conditions. Zrot is the number
of collisions necessary for rotation-translational (RT) equilibrium, and is es-
timated to be ⇠ 7 for CO [93]. This Zrot corresponds to a ⌧RTrelaxation ⇠ 2
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Figure 6.16: Boltzmann plot of the rotational temperature of the rotational sub-band
CO(B)(v0 = 0)! CO(A)(v0 = 1).
ns. Therefore, the translational and rotational temperature for CO can be
considered in thermal equilibrium for the discharge conditions.
The emission intensity of a line is expressed by Eq. 6.23, with An
00v00J 00
n0v0J 0
given by Eq. 6.21.
Iem = N
hc
 
An
00v00J 00
n0v0J 0 (6.23)
Assuming that the rotational level populations follow a Boltzmann dis-
tribution the emission intensity in a rotational band is given by Eq. 6.24.
Iem =
C
QR
1
 4
SJ 0J 00e
 F (J0)hckBTrot (6.24)
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Here, C is a constant resulting from combining all fundamental constants and
non-dependent terms on J, QR is the rotational statistic sum, and F (J 0) is the
rotational energy term. A plot of the ln (Iem/SJ 0J 00) vs F(J’) will result in a
straight line (if the populations follow a Boltzmann distribution) with the slope
determined the rotational temperature. Figure 6.16 shows the Boltzmann plot
for the rotational sub-band CO(B)(v0 = 0)! CO(A)(v0 = 1). The rotational
temperature is estimated to be 678 ± 17 K.
It should be noted that even with the spectral resolution of the spec-
trometer, the rotational structure tends to be blurred due to the convolution
of the Gaussian slit function. A better estimate of the rotational tempera-
ture is achieved if a simulated spectrum is calculated for the rotational bands,
and convolved with the instrumental function. Bruggeman et al. provided
a nice review of gas temperature determination from rotational lines in non-
equilibrium plasmas [73]. In addition to OES, the rotational or gas tempera-
ture can be determined from line profiles (Doppler Broadening), or active diag-
nostics such as absorption techniques (cavity ring down spectroscopy (CRS),
laser induced fluorescence (LIF)), or scattering (Raleigh, Raman).
To verify the temperature estimate from the Boltzmann plot technique,
the method proposed by Silva et al. is used, as discussed in [103]. In this
work, several rotational spectra of the CO Angstrom system were simulated
for various gas temperatures. These simulated spectra were used to derive
a formula (given by Eq. 6.25) which related the intensity ratio (R) of two
rotational transitions (481.61, and 482.48 nm) to the gas temperature. The
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method is valid for temperature less than 3000 K. From Eq. 6.25, the gas
temperature is estimated at 630 ± 30 K. This agrees well with the Boltzmann
technique.
Tgas = 343 (0.36 + log(R))
 1 (6.25)
6.12 Actinometry: CO Concentration
The CO concentration is determined from the actinometry method [93].
The actinometry method uses an actinometer of known concentration to de-
termine the unknown concentration of the desired species. This is done by
taking the ratio of two emission lines, one from the actinometer and the sec-
ond from the species under investigation. Here, N2 is used as an actinometer
to determine the CO ground state concentration, and conversion e ciency of
the streamer discharge. N2 is chosen because the electronic excitation energy
of N2(C) = 11.05 eV is close to that of CO(B) = 10.78 eV. It is assumed that
due to the proximity of these energies the two states population distributions
will correlate as a result of having the same excitation energy [93].
In OES only the excited states are measured. Therefore, a model must
be used to correlated the observed electronically excited state populations to
the ground state populations. Usually a collisional-radiative model is used.
Collisional-radiative models account for electron excitations, collisional losses,
and radiative transfer to determine the observed state populations. Comparing
the observed spectrum to a simulated spectrum allows the plasma properties
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and species ground state densities to be determined. A simple approxima-
tion to full CR modeling is the corona model which results in an analytical
expression relating the observed intensity to the ground state population.
The corona model assumes that the dominant excitation process is
through electron collisions. These electronically excited states then decay only
through radiative transitions. Hence, the corona model assumes that the col-
lisional depopulation of excited states is negligible. With these assumptions a
rate balance equation is formed from the balance of electronic excitation rates
to upper level p and the sum of all radiative transitions from the excited state
as given by Eq. 6.26. [104]
n1nek
exc
e (Te) = n(p)
X
k
Apk (6.26)
Where n1 is the density of the ground state, ne is the electron density,
kexce is the excitation rate coe cient due to electron collisions, and n(p) is
the population of the upper state. Combining expression 6.26 with the Eq.
6.23 for the intensity of a spectral line the emission intensity under the corona
approximation is given by Eq. 6.27.
IX
⇤
em =
h⌫ijAjikexce neP
j<iAji
n1 (6.27)
The dependence on the electron density is eliminated by taking the
ratio of two lines with similar excitation energies. Dividing the CO(B)(v0 =
0) ! CO(A)(v00 = 1) emission intensity given by Eq. 6.27 by that of the
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actinometer N2(C)(v0 = 0) ! N2(B)(v00 = 2), the CO ground state density
can be estimated from Eq. 6.28 [93].
ICO
IN2
=
ACOji k
CO
e
P
AN2ji nCO
AN2ji k
N2
e
P
ACOji nN2
(6.28)
From Eq. 6.28 the CO density was determined to be: 2 ⇥ 1023 m-3. This
corresponds to a CO2 conversion of 0.83 %.
6.13 E↵ect of argon addition
Figure 6.17 shows the electronically excited atomic oxygen (O(3p5P ))
for both pure CO2 and with the addition of 5% argon. Comparison of the
absolute integrated intensity between the pure and 5% argon shows that the
addition of argon increases the absolute radiance of O(3p5P ) by a factor of ⇠
1.5. Assuming a coronal model, the increase in radiance is directly propor-
tional to the ground state density, the electron density, and the excitation rate
coe cient, Eq. 6.27. The rate coe cient is a function of the electron energy,
and if it is assumed that the addition of argon does not greatly alter the elec-
tron energy distribution function, then the intensity ratio for the two O(3p5P )
lines is related to the density of the ground state and electron density.
The increase in the upper state population could be attributed to either
an increase in the electron density or ground state oxygen. To determine which
e↵ect lead to the observed population increase of theO(3p5P ) excited state, the
density of the CO(B)(v0 = 0)! CO(A)(v00 = 1) transition is also analyzed.
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Figure 6.17: Comparison of a plasma discharge in pure CO2 (Black) and CO2 +
5% Ar (Blue), showing that the presence of argon increase the O(3p5P ) density.
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Figure 6.18: Comparison of a plasma discharge in CO2 (black), and CO2 + 5% Ar
(Blue), showing that the presence of argon alters the CO density.
Figure 6.18 shows the spectra for CO2 (Black) and CO2 + 5% Ar (Blue)
for the transition CO(B)(v0 = 0)! CO(A)(v00 = 1) which corresponds to the
transition used for determining the CO ground state population. Comparing
the peak line emission height of the two plasma discharges, it is evident that
the excited state population for the CO2 is 1.5 times smaller than with 5%
Ar, as observed with the O(3p5P ).
CO and O are produced through dissociation of CO2 in the streamer
head. It is expected that the O ground state populations will be directly
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proportional to the CO concentration for the time scales of the streamer (that
is recombination can be neglected), and equal for both discharges, CO2 and
5% argon. The CO and O concentrations will be similar for both discharges
if the production rates are similar, and the production rates will be of similar
order given that Te, ne, and nCO2 are similar.
To estimate the production rates the ionization energy and cross-sections
need to be compared. Since the ionization threshold for both CO2 and Ar are
close, 13.6 and 15.76, the streamer head temperature will be similar for both
discharges. Furthermore, the electron density production in the streamer head
for Te ⇠ 10eV will be nearly identical, as seen by the ionization cross-sections
for CO2 and Ar given in Fig. 6.19. Therefore, in the streamer head, which is
responsible for the production of CO and O ground states (see sec. 5, the elec-
tron dynamics and are not significantly altered by the presence of argon, and
the CO and O concentrations should be similar for both discharges. Therefore,
it is in the streamer tail where the production of electrons will be altered by
the addition of argon. The low energy electrons in the streamer tail will go
into vibrational excitation of CO2, and ionization of argon.
The observed increase in the O(3p5P ) density with the addition of ar-
gon is attributed to an increase in the electron density in the streamer tail.
Since argon is an atomic species, all the electron energy goes directly into elec-
tronic excitation or ionization rather than vibrational (rotational) excitation.
Hence, with the addition of argon fewer low energy electrons (Te = 0.6eV ) lose
their energy to excitation of vibrational levels, and result in more ionization
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Figure 6.19: Ionization cross-sections for argon (1) and carbon dioxide (2). [1, 2, 10]
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reactions. This results in an increase in the electron density. Future work
should look at the e↵ects of argon on the conversion e ciency, and vibrational
dynamics.
6.14 Vibrational Distribution
The vibrational distribution function for the asymmetric vibrational
stretch mode of CO2 is calculated assuming a Boltzmann distribution given
by Eq. 6.29 or the Treanor distribution given by Eq. 6.31. The Boltzmann
distribution assumes thermal equilibrium of the vibrational degrees of freedom
which produces a distribution of states given by Eq. 6.29. In non-thermal plas-
mas where Tv > To, the rate of vibrational excitation of higher lying vibrational
states is faster than vibrational-translational losses, that occur primarily from
v = 1. This thermal non-equilibrium produces a vibrational distribution that
deviates from the Boltzmann equilibrium distribution, and leads to popula-
tion of high lying vibrational states several orders of magnitude higher than
predicted by the Boltzmann distribution. Figure 6.20 shows a Boltzmann and
Treanor vibrational distribution. A vibrational temperature (T10) of 3058 K
and gas temperature (To) of 678 K are used, as determined previously from
spectroscopic measurements. The vibrational temperature is used to deter-
mine the Boltzmann distribution given by Eq. 6.29, where N1 and No are the
first vibrational and ground state densities.
N1
No
= e
 E1
T10 (6.29)
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In Eq. 6.29 the vibrational energy (E1) for the asymmetric mode is
given by Eq. 6.30.
ECO2
hc
=
X
i
!i(vi + di/2) +
X
j i
xij(vi + di/2)(vj + dj/2) + xl2l2l
2
2 (6.30)
Where !i, xij, and xl2l2 are spectroscopic constants determined by ex-
periment and di = (1, 2, 1) is the degeneracy of the vibrational modes [85].
The Boltzmann distribution (Eq. 6.29) produces a linear relationship with
respect to vibrational energy on a semi-log plot as seen in Fig. 6.20. The
Treanor distribution, Eq. 6.31 [4], has a quadratic term in the exponential
relationship with vibrational energy, Fig. 6.20.
f(⌫, T10, To) = B ⇥ exp
✓
 ~!⌫
T10
+
xe~!⌫2
To
◆
(6.31)
In Eq. 6.31, ⌫ is the vibrational quantum number, ~ is reduced Planck’s
constant, ! is frequency of the vibrational level, B is a scaling factor, and xe
is an anharmonic correction. ~!⌫ is the vibrational energy of a harmonic
oscillator with frequency ~!.
Figure 6.20 shows the vibrational distribution of the asymmetric vi-
brational mode for both a Boltzmann and Treanor distribution. At the vi-
brational temperature of 3053 K, only the low lying vibrational levels are
populated for a Boltzmann distribution. Analyzing the Treanor distribution
for the experimental gas and vibrational temperatures, it is observed that the
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Figure 6.20: The vibrational distribution function of the asymmetric vibrational
mode of CO2 assuming a Boltzmann and Treanor Distributions
non-equilibrium nature of the discharge leads to over-population of higher ly-
ing vibrational levels. Additionally, the Treanor and Boltzmann distributions
for low lying vibrational states (⌫3 < 4) have similar vibrational populations.
The Treanor distribution does not account for vibrational-translation
losses nor dissociation, and therefore is only an approximation to the actual
VDF. In Fig. 6.20 the actual vibrational distribution will deviate from the
Treanor distribution due to dissociation which results in depopulation of high
lying vibrational states. Furthermore, in a single streamer discharge there
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is not su cient time (ns) for vibrational-vibrational relaxation which takes
place over several hundred nanoseconds to a few microseconds, as discussed in
section 7.2. Therefore, for a single streamer discharge only the first low lying
vibrational levels are populated, while for pulsed discharges a Treanor “like”
distribution will be observed (see section 7.2).
Based on the pulsed nature of the experiment (pulsed 4 MHz for 6
µs) vibrational pumping is expected leading to the population of high lying
vibrational levels, and an increase in dissociation. This is confirmed by the
comparison of the dissociation estimated from experiments nco = 2⇥ 1023 m-3
and simulations nco = 1023 m-3, section 7.2.
It is concluded that: (1) for single streamers only the low lying vibra-
tional levels will be populated by electron impact reactions, (2) the Treanor
distribution can be used to approximate multi-streamer discharges VDF’s such
as with these experiments, and (3) the vibrational temperature can be deter-
mined from a Boltzmann plot of the low lying vibrational levels (⌫3 < 4) and
used to predict the vibrational distribution assuming a Treanor distribution.
Additionally, the higher lying vibrational levels reduced the energy barrier for
dissociation of CO2, and hence these levels tend to dissociate more easily which
will increase the CO2 conversion.
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Chapter 7
Parametric Investigations and Optimization
Strategies for CO2 Reforming
The streamer discharge was determined to have a conversion percentage
of NCONCO2
= 0.01 %. This low conversion percentage is due to the mechanism
of conversion in streamer discharges. In streamers the dominant dissociation
mechanism is through direct electron impact dissociation. The rate of this
reaction is directly proportional to the electron density, and at atmospheric
pressures non-equilibrium discharges (such as the streamer) are characterized
by low electron densities ne < 1023 m-3 with ionization fractions less than
a percent. These low densities, and the fact that streamers are constricted
transient discharges, limits their conversion e ciency. Therefore, to optimize
streamer discharges for dissociation, the population of low lying vibrational
levels must be optimized such that the vibrational ladder climbing mechanism
becomes e cient. In this section the e↵ects of gas pressure and temperature,
pulse frequency, and multiple streamers are analyzed.
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7.1 Parametric Investigation: Pressure and Tempera-
ture
To determine the optimum streamer discharge conditions for excitation
of low lying vibrational levels a parametric investigation was conducted. The
study considered four pressures ranging from 1 ⇥ 103 to 2 ⇥ 105 Pa. The
first asymmetric stretch vibrational level of CO2 is analyzed to determine the
optimal operating conditions. As discussed previously, the asymmetric stretch
mode has slower VT relaxation than the symmetric and bending mode, and
faster VV relaxation [4]. Therefore, population of the asymmetric stretch mode
will lead to a non-equilibrium Treanor “like” distribution of the vibrational
states resulting in dissociation, so long as To < Tv [4].
Figure 7.1 shows the ratio of the first asymmetric vibrational level den-
sity to the background CO2 density as a function of the background pressure.
Four pressures are investigated: (A) 1, (B) 10, (C) 100, and (D) 200 kPa. For
these simulations the gas temperature is held constant at 300 K. At low pres-
sures (A) a di↵use glow discharge is observed. As the pressure is increased the
discharge transitions from the glow state into a streamer (B-D). The glow dis-
charge is characterized by a lower fractional population of CO2(v3 = 1) when
compared to higher pressures (D). Therefore, to achieve the highest popula-
tion of vibrationally active states for streamer discharges, high pressures are
desired. This is in direct contrast to microwave discharges which have their
highest conversion e ciencies at sub atmospheric pressure [4, 57]. Experiments
showed a similar trend with an increase in pressure resulting in higher electron
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Figure 7.1: The ratio of the asymmetric vibrational density to the background CO2
as a function of the background pressure: (A) 1 ⇤ 103, (B) 1 ⇤ 104, (C) 1 ⇤ 105, and
(D) 2 ⇤ 105
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Figure 7.2: Vibrational equilibrium distribution as a function of temperature.
density, if the reduced electric field exceeds the breakdown threshold by ⇠ 1.5
times, as shown in Fig. 6.3.
An investigation on the e↵ects of temperature was also conducted from
300-1200 K. The plasma fluid model results showed little dependence of gas
temperature on the population of the first excited state of the asymmetric
vibrational mode. This is explained by analyzing the equilibrium vibrational
distribution function. Figure 7.2 shows the equilibrium vibrational distribu-
tion function for 300, 600, 900, 1200, and 5000 K. For those temperatures
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investigated with the plasma fluid model (300-1200 K), the vibrational popu-
lation of the first asymmetric level (v3 = 1) varied by only 5%. This variation
of 5% did not influence the streamer dynamics, nor population of the upper
vibrational levels. It was not until the temperature exceeded 5000 K that
significant populations with v3 > 1 were observed.
To show the e↵ects of vibrational relaxation as a function of the gas
temperature, a 0D model with the same chemical mechanism was used to
simulate the after-glow of the streamer discharges. To simulate the streamer
pulse the electron Joule heating of a streamer discharge was determined from
the 2D simulations, and was used as an external power source term for the 0D
simulations. Figure 7.3 shows the relaxation of the first asymmetric level of
CO2 in the after-glow of a streamer discharge. It is evident from Fig 7.3 that
for high gas temperatures the asymmetric vibrational mode relaxes quickly
due to VT exchange. Therefore, a low gas temperature is desired to maximize
the lifetime of excited vibrational levels in the streamer pulse. Then with
subsequent pulsing the population of these levels can be increased leading to
VV exchange (as discussed in section 7.2).
Though the vibrational population distribution established by the streamer
discharge showed minimal response to gas heating, in the after-glow stage it
is observed that the vibrational population distribution is reduced due to in-
creased VT relaxation at elevated temperatures. For example, Eq. 7.1 [4]
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Figure 7.3: 0D simulation of the after glow of a streamer discharge showing the
relaxation of the first asymmetric vibrational level (v3 = 1) of CO2 for three tem-
peratures: 300 (red), 600(black), and 1200 (blue).
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gives the rate coe cient for VT relaxation as a function of To.
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Evaluating Eq. 7.1 at the lower (300 K) and upper bounds (1200 K) of the
temperature range investigated gives a factor of 50 increase in the VT relax-
ation rate. These estimates compared with simulations (Fig. 7.3) confirmed
the fast relaxation at elevated gas temperatures.
To conclude, low temperatures and high pressures are desired to op-
timize streamer discharges. These conditions will minimize VT losses which
increase exponentially with gas temperature. Additionally, maintaining the
thermal non-equilibrium of the vibrational and translational degrees of free-
dom results in more e cient VV relaxation. This leads to an over population
of highly excited vibrational levels, known as the Treanor distribution. These
highly excited vibrational states ultimately result in dissociation through a
non-adiabatic transfer between CO2(1⌃+) ground state and the electronically
excited state CO2(1B2). The non-adiabatic transfer results in the most e -
cient dissociation mechanism requiring only the bond dissociation energy for
CO2, 5.5 eV, and acts as a secondary mechanism for dissociation in streamer
discharges.
7.2 E↵ects of Pulsing
A multitude of streamers are present in a dielectric barrier discharge
(DBD) reactor. In these DBD reactors several streamers process the gas stream
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prior to exiting the chamber. Figure 7.4 shows a cylindrical DBD reactor (A).
The gas enters the reactor from the right (1) and is processed as it transits
through the chamber volume (3). The exit plane of the DBD reactor (2) is
shown in (B) with the plasma ignited. The distinct glow discharge is observed
in (B) and constricted structures may be observed. When looking closely,
the plasma discharge observed in Fig. 7.4 (B) is a temporal integration of a
multitude of single streamer elements. It has been shown experimentally in [78]
that DBD reactors have a conversion e ciency of nearly 8%, which is three
orders of magnitude greater then a single streamer (0.01%). To analyze the
e↵ects of multiple streamers in the conversion of CO2 as well as the population
of low lying vibrational levels, a 0D reaction kinetics model is used.
The 0D model is formed by neglecting the spatial terms in the plasma
fluid model equations. To model the streamer a 2D axisymmetric model is
used to determine the Joule heating profile for a single streamer element. The
Joule heating profile is modeled as a square wave power source term in the
governing equations. The Joule heating pulse is characterized by a width of 0.1
ns and a peak power of 5⇥1012 Wm-3. Two pulse frequencies are investigated:
50 and 100 MHz. Figure 7.5 shows a Joule heating profile used for a pulse
frequency of 100 MHz. The Joule heating profile is given by a 100 MHz square
wave pulse with a on time of 0.1 ns.
In the timescales of the streamer discharge, the Joule heating is pri-
marily deposited into the mobile electrons. These electrons then redistribute
their energy through electron impact reactions with the background species
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Figure 7.4: A DBD reactor (A) with the flow from right to left. The gas inlet (1)
has two gas streams which are premixed prior to entering the discharge chamber (3).
The plasma discharge (B) is shown at the reactor exit plane (2).
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Figure 7.5: The Joule heating square pulse waveforms at 100 MHz and an on time
of 0.1 ns.
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Figure 7.6: The e↵ects of pulsing on the electron density. The 50 MHz case has
been shifted temporally by 0.04 µs to stagger the plots for clarity. The afterglow is
also shown in red, which has no pulsing.
resulting in population of excited species. But within 3 ns after the streamer
discharge the electron temperature relaxes to the background temperature
which results in a decrease in the rate coe cients for electron impact excita-
tion reactions. Hence, the chemical kinetics after the pulse are governed by
reactions with excited species and the background. To increase the conversion
of CO2 through the vibrational ladder climbing mechanism, a high density of
these excited species are necessary. Therefore, in order to increase the pop-
ulation of these excited levels, particularly the low lying vibrational levels, a
high density of electrons is required.
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To increase the electron density, pulsing is used. Figure 7.6 shows the
evolution of the electron density for two pulse frequencies: 50 and 100 MHz as
well as the afterglow state. In the afterglow (red) a monotonic decaying elec-
tron density is observed. When the pulse frequency is increased to 50 and 100
MHz the electron density increases by approximately two orders of magnitude.
The increase in the electron density as a function of frequency is related to
the quenching rate for electrons which is dependent on the collision frequency,
and therefore the pressure and temperature. The quenching rate for electrons
for the conditions of this study was found to be: 8 ⇤ 1021 (m 3/µs). Consider-
ing the typical electron densities observed in streamer discharges, 1018   1021
m-3, the electrons will be fully consumed within 1 µs. Therefore, the pulsing
frequency must be greater than 1 MHz to prevent complete electron quenching.
In Fig. 7.6, at higher pulse frequencies one sees a gain in electrons
from the initial streamer density (afterglow). Comparing the 50 and 100 MHz
cases shows that the electron production is a non-linear function of the pulse
frequency, with a clear upper limit dictated by electron energy loss reactions
(consider a DC discharge where production and consumption are balanced).
Figure 7.7 shows the CO density as a function of the pulse frequency.
In the afterglow (red) the CO density slowly decays while pulsing increases
the CO density with higher pulse frequencies showing an increase in the CO
density (50 vs 100 MHz). The CO concentration in the afterglow slowly de-
cays (for the timescales considered) for two reasons: (1) the electron density
is monotonically decreasing as seen in Fig. 7.6, and (2) the insu cient popu-
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Figure 7.7: CO density as a function of the pulse frequency. The 50 MHz case has
been shifted temporally by 0.04 µ s to stagger the plots for clarity. (1) corresponds to
the increase in electron density due to the second Joule heating pulse, (2) corresponds
to subsequent Joule heating pulses, and (3) shows the e↵ects of vibrational ladder
climbing. The red line indicates the non-pulsed afterglow state.
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Figure 7.8: Vibrational distribution in the afterglow. Only the first two vibrational
levels are populated.
lation of the first vibrational levels which are necessary for vibrational ladder
climbing.
Figure 7.8 shows the asymmetric vibrational distribution for all 21 levels
(v3) considered in this model for the afterglow. At the electron densities ob-
served (Fig. 7.6), only the first two vibrational levels are populated (Fig. 7.8).
This indicates that the dominant mechanism for CO dissociation is through
electron impact dissociation, and that there exist a minimum population of
the first asymmetric vibrational level before the ladder climbing mechanism
becomes significant.
For pulse frequencies of 50 and 100 MHz, three distinct features are
observed in the CO density (Fig 7.7): (1) a sharp discontinuity where the
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Figure 7.9: Vibrational distribution at 50 MHz. Vibrational ladder climbing can be
seen by the population of high vibrational levels. The plot is time shifted by 0.04µs
to maintain the same location as the previous plots.
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CO density increases by two orders of magnitude due to the second Joule
heating pulse, (2) subsequent increases due to additional Joule heating pulses,
and (3) increase due to the e↵ects of vibrational ladder climbing. The initial
Joule heating pulse increases the electron density (Fig. 7.6) by two orders
of magnitude. With the increase in the electron density the inelastic colli-
sional losses also increase by two orders of magnitude while the Joule heating
pulse remains constant. Therefore, in subsequent pulses the electron density
is limited to 1   2 ⇥ 1020 m-3 for these conditions. The CO density initially
follows the same trends as the electron density (1 and 2 in Fig. 7.7). This is
because the dominant reaction mechanism for CO production at these times
is through direct electron impact dissociation. For times greater than 0.2µs
for the 100 MHz case and 0.3µs for the 50 MHz case, a secondary mechanism
for CO production is observed. This secondary mechanism is attributed to
the vibrational ladder climbing mechanism, since the electron density remains
fixed (Fig. 7.6).
Figure 7.9 shows the vibrational distribution of the 21 asymmetric vi-
brational levels considered in the model for a pulse frequency of 50 MHz.
Several key features are observed in this plot:
1. The first three vibrational levels respond to the Joule heating pulse each
with a reduced magnitude. This is due to the scaling of the electron im-
pact cross-sections for vibrationally excited states, given by the Fridman
approximation, Eq. 4.18. The Fridman approximation shifts and scales
the cross-sections for vibrationally excited levels.
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2. For the critical electron density of ⇠ 1021 m-3 achieved by high pulse
frequencies (50 and 100 MHz), CO2v1 becomes su ciently populated that
vibrational ladder climbing occurs. This results in significant population
of the high vibrational levels, including CO2v21 which shows an increase
of over four orders of magnitude (see the insert in Fig. 7.9).
3. Each vibrational level is shifted in time. This is a consequence of the
collision frequency of the excited species and the finite time required for
vibrational ladder climbing mechanism to occur.
Therefore, from the above observations, the increase in CO density
observed in Fig. 7.7 (3) must be attributed to the dissociation of CO2 via the
ladder climbing mechanism.
Figure 7.10 shows the vibrational distribution function determined for
the 50 MHz pulsed streamer discharge at 0.8 µs, (red). A quasi-equilibrium is
observed in the streamer vibrational distribution function (VDF) within the
first microsecond of pulsing. The streamer vibrational distribution function
is compared with Boltzmann distributions at two di↵erent temperatures: the
gas temperature 300 K (solid black), and a vibrational temperature of 2000
K (dotted black). The Treanor distribution for the above defined gas and
vibrational temperatures is also plotted (blue).
In Fig. 7.10 the vibrational distribution for the pulsed streamer dis-
charge shows population of the high vibrational levels, and deviation from
both the Boltzmann and Treanor vibration distribution functions (VDF’s).
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Figure 7.10: Streamer vibrational distribution at 50 MHz (red) compared with a
Boltzmann distribution at 300 K (solid black) and 2000 K (dotted black), and a
Treanor Distribution (blue) with a gas 300 K, and vibrational temperature of 2000
K.
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The deviation from Boltzmann is expected due to the non-thermal nature of
the discharge. In the case studied a high power density and low gas tempera-
ture are used, but if the gas temperature (vibrational-translational relaxation)
is increased, and the power density lowered (vibrational excitation), then both
the Treanor distribution and the observed vibrational streamer distribution
will tend to the equilibrium Boltzmann distribution (Tv ! To).
The observed vibrational distribution also deviates from the Treanor
distribution. This is because the Treanor distribution is derived for the anhar-
monic oscillator without dissociation nor vibrational-translational losses [4, 64].
Dissociation leads to depopulation of the highly excited vibrational levels. This
is attributed to the decrease in the activation energy for dissociation reactions
of highly excited vibrational levels. The decrease in activation energy of these
levels increases the dissociation rate coe cients which leads to depopulation of
the high lying vibrational levels. Vibrational-translation relaxation is respon-
sible for vibrational energy losses, and without it the vibrational temperature
and VDF are over predicted.
7.3 Multi-Streamer Interactions
In the design of a DBD reactor the pulsing frequency (discussed previ-
ously) as well as the relative spatial spacing of the streamers must be consid-
ered. Here, the e↵ects of multiple streamers distributed spatially in a linear
array is analyzed to determine the optimal electrode spacing for a DBD re-
actor. To study these e↵ects, a reduced chemical mechanism consisting of a
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Figure 7.11: Electron density contours (m-3) for a three component plasma. A three
electrode linear array was investigated for electrode configurations with L/D’s of: 2
(A), 6 (B), 9 (C). A 9 element linear array was used with L/D of 7 (D).
three component plasma is used. The species used in the model are: CO2,
CO +2 , and electrons. The model does not seek to understand the chemical
kinetics of multiple streamer discharges which is anticipated to be the same as
that discussed in the previous sections, but rather it seeks to understand the
dynamics of interacting streamers. Additionally, by only considering a three
species plasma, the computational time is significantly reduced which allows
multiple 2D axisymmetric fluid models to be investigated.
Figure 7.11 shows the results of four simulations of a three component
CO2 plasma. The ratio of the electrode diameter to the inter-electrode spacing,
L/D, where L is the inter-electrode spacing and D is the electrode diameter,
was varied between L/D = 2 (A), 6 (B), 9 (C), and 7 (D). Additionally, in
A-C a linear array of three electrodes was investigated, while D consisted of 9
uniformly spaced electrodes.
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When L/D is small (A), the outer streamers suppress the inner streamer
preventing its growth. The suppression is caused by the electrostatic repulsion
between the streamers, and is a function of L/D. At these narrow spacings
of order L/D = 2, the streamers merge forming a leader channel. A leader
channel is a highly conductive region. In this conductive region the current
increases which results in significant Joule heating, and an increase in the gas
temperature [105, 106]. The increase in gas heating is not desirable for CO2
dissociation, since VT relaxation increases with gas temperature.
To prevent the streamers from merging, L/D is increased. As the dis-
tance between the streamer discharges is increased, the electrostatic repulsion
decreases, Fig. 7.11 (B-C). It is seen in Fig. 7.11 that at these applied field
and for L/D > 6 (B), the streamer suppression is insignificant. As seen in Fig.
7.11 (C), the inner streamer is shielded slightly by the outer streamers, but
the densities remain similar to the outer dominant streamers. Furthermore,
the streamers produce a relatively uniform high electron density region in the
volume of the domain with the outer dominant streamers propagating faster
than the electrostatically shielded inner streamers.
An L/D condition for non-interacting streamers was determined to be
L/D > 6 based on Fig. 7.11. The L/D ratio can be used to define a packing
factor for the streamer discharge. The packing factor, P , is defined as the
ratio of the streamer volume to the volume of the discharge region as given by
Eq. 7.2 [105].
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P =
l ⇥D
l ⇥D + l ⇥ L =
1
1 + LD
(7.2)
The packing factor determines the maximum density of non-interacting
streamer discharges possible for a DBD reactor. Figure 7.11 (C) shows an
array of 9 streamer discharges with a L/D = 7. This L/D corresponds to a
packing factor of P = 0.125, or 12.5 % of the discharge volume is occupied by
streamers. Therefore, to have non-interacting streamers a large portion of the
discharge volume remains unused. To increase the packing density the electric
field must be minimized.
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Chapter 8
Surface Streamers for Thermal Plasma
Ignition
1 A non-equilibrium atmospheric streamer discharge was investigated
as a means to seed a large gap arc breakdown as discussed in Appendix A.
The previous work focused on thermal plasma-material interactions. Many
of the applications for thermal discharges (and non-equilibrium) require rela-
tively large volumes to enhance process throughputs. The large volume also
means that the inter-electrode distances are large, with the concomitant prob-
lem of unrealistically high gas breakdown voltages, resulting from the Paschen
breakdown condition. For example, in atmospheric air the breakdown elec-
tric field is ⇠30 kV/cm, hence several 100 kV would be necessary for large
scale reactors. With the surface streamer ignition source described herein, arc
breakdown for a 10 cm inter-electrode gap at atmospheric pressure in argon
was demonstrated at voltages as low as 1.6 kV. For these gap distances, the
Paschen breakdown voltage was ⇠ 100 kV.
1This work has already been published in: M. V. Pachuilo, F. Stefani, R. D. Bengtson,
Dipti, R. Srivastava and L. L. Raja, ”Dynamics of Surface Streamer Plasmas at Atmospheric
Pressure: Mixtures of Argon and Methane,” in IEEE Transactions on Plasma Science, vol.
45, no. 7, pp. 1776-1787, July 2017. doi: 10.1109/TPS.2017.2711604. The author is the
main contributor of this work. Srivastava and Dipti conducted the CR modeling.
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In other pulsed thermal discharges of similar scale, a thin metal fuse
wire was used to short the electrodes. When the discharge was initiated, large
currents passed through the wire causing it to vaporize. The metal vapor
plasma then generated a conduction pathway at voltages below the Paschen
breakdown threshold [22, 107]. The approach described here, eliminates the
need for a fuse wire, and the associated problems of mechanically mounting
the wire for each breakdown event and the resulting metal contamination. Im-
portantly, the surface streamer approach generates a seed plasma in the same
gas medium as the arc, and allows for repetitive operation at high frequencies
for pulsed arc applications.
A systematic study of the mechanisms of a surface streamer discharge,
for ignition of a large-gap, low-voltage, pulsed arc discharge in argon-methane
mixtures is presented. An inert argon background gas has been chosen in order
to isolate the e↵ects of methane on the development of the surface streamer.
Several applications involving streamer discharges in methane, e.g. dry reform-
ing of methane for hydrogen production, provides the backdrop that motivate
the studies presented in this work.
The streamer was analyzed with instantaneous broadband imaging,
photodiode light intensity, and current-voltage measurements. The temporal
evolution of the discharge included a localized surface corona and a positive
surface streamer. The addition of small concentrations of methane suppressed
ionization. This inhibited surface streamer propagation and ultimately prevent
arc transition.
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The results of this work are summarized here:
1. The electron temperature was determined from time and spatially av-
eraged spectra and a collisional-radiative model. The electron tempera-
ture in argon was measured to be 1.25 eV for an electron density range
of 1019   1021 m 3.
2. Partial local thermodynamic equilibrium calculations showed that the
Ar II 4p states followed a Boltzmann distribution with an excitation
temperature of 0.7 eV.
3. The gas temperature was estimated at 815 K from a black-body distri-
bution.
4. The velocity of the surface streamer in argon was estimated at 100 km/s
with a diameter of 500 µm.
A full description of the work is found in [108].
8.1 Experimental Apparatus
Figure 8.1 shows an overview of the experimental setup. For these
studies which involve only the streamer phase, arc formation is prevented by
using a 500 pF capacitor in series with a large resistance of 100 M⌦ in the
main electrode power supply. The large resistance was used to current-limit
the discharge, and prevent arc formation. The capacitor allowed the system
to be charged to typical arc operating voltages while limiting the available
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Figure 8.1: Schematic of the experimental setup. High purity gas cylinders provide
feed gas for the plasma discharge. Each gas stream was monitored with a flow
meter prior to mixing and entering the chamber. The main electrodes were not
charged during the application of a negative high voltage pulse to the trigger electrode.
The discharge diagnostics included: voltage, current, light intensity, instantaneous
broadband imaging, and spectral irradiance measurements.
energy into the discharge. The high voltage trigger pulse was generated when
a 1 µF capacitor charged to 500 V was discharged into an 80:1 automotive
step-up transformer. An applied voltage across the main electrodes of 1-5
kV (characteristic arc charge voltages) had no significant e↵ect on the surface
streamer discharge dynamics. Hence, in the work presented here, discussion
will be limited to test cases where the main electrodes were grounded and only
the trigger electrode was pulsed.
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8.2 Streamer Discharge Characteristics in Argon
As the applied voltage pulse increases, no current nor light emission is
observed until a critical breakdown voltage (VB) is reached. At this voltage, a
sharp increase in light and current is registered. After this critical breakdown
voltage, a sharp decrease in the applied voltage (voltage unloading) occurs.
This initial event is defined as the primary discharge pulse. During a single
pulse transient, multiple current pulses and voltage unloading events are ob-
served. Each of these events are labeled as primary, secondary and tertiary
pulses. The secondary and tertiary pulses have significantly less light emission
and current. Therefore, the main focus will be on the primary pulse, as it is
most likely to lead to arc formation.
The primary pulse occurs at the lowest applied voltage which is de-
fined as the breakdown threshold, VB. The plasma breakdown potential,Vp,
is directly proportional to the applied breakdown voltage (VB) owing to the
presence of the quartz dielectric. Figure 8.2 shows the typical characteris-
tics for a primary discharge pulse in argon. It is important to note that the
photodiode response time is ⇠160 ns for the required gain setting to acquire
su cient signal to register the discharge. Therefore, the slow rise and decay
of the photodiode signal is related to this characteristic response time.
Initially, there is no current registered until the plasma breakdown volt-
age (Vp) is reached. The photodiode signal precedes the current by about 150
ns; this is caused by the slow response time of the photodiode and manually
shifting the signal. At the applied breakdown voltage (VB) of 17.4 kV, a sharp
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Figure 8.2: Typical argon voltage-current characteristics on the trigger electrode
and the photodiode signal measured for a primary streamer pulse. The dotted black
line indicates the voltage (P6015a), and the dark gray solid line specifies the current
waveform (Pearson 2877). The dashed light gray line indicates the scaled photodiode
signal with 20 dB gain and 1 MHz bandpass (⇠160 ns response time).
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increase in the current is observed with a peak current 4.6 A (ip). The primary
current pulse has a FWHM of 43 ns, while the voltage unloading lasts 120 ns.
The peak of the light intensity corresponds with the peak in the current pulse.
The location of the peak light emission is also confirmed by instantaneous
broadband images taken throughout the duration of the pulse.
After the current pulse, light emission is still observed. The slow de-
caying tail of the photodiode signal indicates that residual excited species
(typically associated with the Ar I 3p54s metastable state) remain, even after
the power deposition phase of the discharge. The power deposition phase is
defined as the time when the current is non-zero and the voltage trace exhibits
an unloading. This phase lasts 100 ns, while a luminous phase exists for 600
ns. The peak power and energy is calculated for the primary streamer pulse
and found to be: 81 kW and 8.1 mJ respectively. After the power deposition
phase, ringing persists in the current trace. This ringing is likely the result of
the inductance of the experimental apparatus.
8.3 Estimation of electron density from VI characteris-
tics
The electron number density is estimated from the conduction current
density of the primary pulse, as defined by:
jc = eneµeE (8.1)
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Here jc is the conduction current density, ne is the number density of
electrons, e is the elementary charge, µe is the mobility of electrons, and E is
the electric field. In Eqn. 8.1, it is assumed that the electrons are the main
current carrying species during the 100 ns pulse. To estimate the electron
number density, the conduction current density must be determined as well
as the electric field. First, an estimate of the current density through the
discharge is made by estimating the conduction current as well as conduction
area. The total measured current consist of three components: the probe
current, the discharge current (conduction current), and displacement current.
The probe current is determined from the resistance of the probe and voltage,
and is negligibly small (order of 1 mA). The displacement current is determined
by estimating the system capacitance without a discharge, Ceff , and the time
rate of change of the voltage (dVdt ) signal, given by:
jd = Ceff
dV
dt
(8.2)
The current density also requires estimation of the conduction area.
To estimate the conduction area an instantaneous broadband image of the
discharge was used. The e↵ective conduction area is estimated from Fig. 8.3
which shows a long exposure (300 µs) image of a typical discharge in argon.
The gas inlet which also serves as the anode of the chamber was located at
the right in the figure.
A constricted filamentary discharge forms at the right main electrode
and branches out into multiple filaments, which follow along the helically
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Figure 8.3: Long exposure image of the entire trigger electrode pulse (300 µs) in
argon. The main electrodes were grounded as the trigger electrode was pulsed neg-
atively. Gas flow is from the gas inlet at the right to the gas exit on the left. A
constricted streamer filament emerges from the gas inlet and propagates in the re-
gions of the helically wound trigger electrode until completely bridging the main
inter-electrode gap.
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wound trigger electrode. The peak light intensities are observed around the
embedded trigger wire, with more intense illumination at the top and bot-
tom of the chamber. These regions of peak intensity are due to the three-
dimensionality of the chamber and line of sight integration (2D) of the ICCD.
A less luminous, di↵use discharge exists along the dielectric surface between
the wraps of the trigger electrode.
In the vicinity of the right main electrode (gas inlet), the conduction
area of the constricted filament is estimated by assuming a uniform cylindrical
streamer with a 500 µm diameter. The diameter is estimated from averaging
a series of instantaneous broadband images taken during multiple primary
discharges. In the region where the streamer made contact with the left main
electrode (gas exit), the conduction area is estimated as an annulus, assuming
the same streamer diameter as above. Taking the circumference of the main
electrode and multiplying by the streamer diameter gives an estimate of the
second conduction area.
The electron number density is calculated using the current density, and
an estimate of the mobility and electric field. Previous experiments showed
that the mobility in argon was equal to 0.03 m
2
V s [109, 110], and a simple electro-
static simulation gave an estimate of 66 Td for the reduced electric field. With
these parameters and Eqn. 8.1, the electron number density is estimated to be
1.7 ⇥ 1019 m 3, which is in agreement with spectral measurements presented
in section 8.5. It is important to note that the electron density is sensitive
to the conduction area, and varied by orders of magnitude depending on the
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geometry assumed. For example, if we assume two streamers of equal diameter
(500 µm) at the inlet and exit, we get a density of order 1021m 3. Therefore,
the bound for the electron density estimates from the current density varies
between 1019   1021m 3.
To check the validity of these electron density measurements, we assume
that the plasma was in local thermodynamic equilibrium (LTE). In LTE, the
upper state populations follow a Boltzmann distribution, and the Saha equa-
tion (Eqn. 8.3) is used to estimate the upper limit of the electron density.
The electron temperature is assumed to be 1.25 eV, which is taken from the
collisional-radiative model presented later.
neni
no
=
2gi
goa3o
✓
kBTe
4⇡EH
◆3/2
exp
✓
  E0i
kBTe
◆
(8.3)
In Eqn. 8.3 ne, and ni are the number density of electrons and ions
respectively. The ion and electron number densities are assumed equal for a
quasi-neutral, singly ionized, argon plasma. no is the neutral number density.
gi and go are the degeneracy of singly ionized argon state and the neutral
state, while ao is Bohrs radius. EH is the ionization energy of hydrogen (13.6
eV), Te is the electron temperature, and kB is Boltzmanns constant. E0i is
the ionization energy for argon (15.76 eV). Using the necessary fundamental
constants, degeneracy of states, and ionization energies, the upper limit of the
electron density (assuming LTE) is found to be: nLTEe = 2.23⇥ 1023m 3. The
density estimates are below the LTE limit, and are in good agreement with
other authors for non-equilibrium atmospheric discharges in argon [109].
209
Figure 8.4: Time evolution of a surface streamer during the primary unloading
pulse. Each frame had a gate time of 200 ns. Each row of images corresponded
to an independent primary pulse. Frames 0-2 started prior to the unloading pulse.
Frame 2 and 3 were overlapped by 100 ns. Frames 3-5 cover before and after the
primary unloading. Frame 4 captured the peak of current pulse. Frames 6-8 were
taken after the primary pulse with frame 5 and 6 overlapping by 100 ns. The time
labels are for reference and do not correspond to times of Fig. 8.2.
8.4 Instantaneous Broadband Imaging of Surface Streamer
Instantaneous broadband intensified image sequences were taken through-
out the voltage pulse prior to and after the primary discharge. Fig. 8.4 shows
the discharge dynamics throughout the primary voltage pulse. Each row of
image sequences (0-2, 3-5, and 6-9) were taken from three independent tests.
Within each image sequence group, three exposures were acquired for a sin-
gle test case. All of the image sequences were taken with a 200 ns gate time
and aligned throughout the voltage pulse. Overlapping of camera integration
periods occurred for the independent tests due to jitter associated with the
triggering of the discharge.
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Initially, there is no light emission observed. At 400 ns prior to the
voltage unloading, a corona forms around the left trigger electrode (Fig. 8.4
image sequence 0). The photodiode does not have the sensitivity to resolve
the coronal discharge, and only registers emission during the streamer dis-
charge, and in the afterglow (Fig. 8.2). As the voltage increases towards
the breakdown threshold, a streamer channel forms (Fig. 8.4 image sequence
1). The streamer channel initiates at the main electrode (anode) and propa-
gates along the quartz dielectric (cathode) towards the initial localized coronal
region. The streamer follows the helically wrapped trigger electrode, and de-
posits charge along the surface as it progresses (Fig. 8.4 sequence 2). Once
the voltage unloading is reached, a sharp increase in luminosity is observed
(Fig. 8.4 sequence 3), and a secondary cathode directed streamer forms near
the gas inlet (right side). After the primary voltage unloading occurs, the two
cathode-directed streamers merge, bridging the main electrode gap (Fig. 8.4
sequence 4). Shortly after the main power deposition phase, the discharge
quickly dissipates (200 ns) leaving an afterglow of the primary streamer and
surface discharge regions (Fig. 8.4 sequence 5). At 400 ns after the main pulse,
a coronal discharge remains localized around the high voltage trigger electrode
(Fig. 8.4 sequence 6), and slowly decays until no light emission is observed
(Fig. 8.4 sequence 6-8).
An estimate of the streamer velocity and diameter were determined
from an average of several independent instantaneous broadband images. Each
image consisted of three image sequences, each separated by 200 ns. An aver-
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age of four independent tests were used to estimate the propagation velocity.
An estimate of the length of the surface discharge for each image sequence
was calculated from the number of pixels and a scale factor. Hence, knowing
the length and the time between each image sequence (200 ns), the velocity
for each test could be determined. When the streamer branched as it tracked
along the surface, the ionization front was used to estimate the propagation
velocity (Vp). Using this method, the velocity in argon is: 94 ± 44 km/s.
The large error associated with this measurement is due to the low spatial
resolution of the imaging setup.
The diameter of the streamer was estimated from a single instantaneous
broadband image integrated over the entire pulse duration. Since the streamer
tracks along the surface, the diameter was estimated from the volume streamer
formed at the gas inlet. The diameter was calculated from the number of pixels
across this filament and a scale factor. Using a scale factor of 290 µm per pixel,
the diameter ( , is estimated at 500± 290 µm. The large error in estimating
the diameter (and velocity) is due to the low spatial resolution of the imaging
setup, as evident in the scale factor.
The instantaneous broadband image sequences show that cathode di-
rected streamers emerge from both the main electrodes. The left streamer
preferentially tracks along the dielectric surface following the embedded trig-
ger wire, while the right streamer initializes in the low-density gas inlet region.
This streamer at the gas inlet will be defined as the main filament. In the in-
terior of the chamber, smaller streamer filaments branch out from the main
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filament. These smaller streamers then propagate towards the localized sur-
face discharge regions. Once the ionization pathway forms between the main
electrodes, an arc breakdown can be ignited.
8.5 Argon Spectroscopy
The thermodynamic properties of the streamer were estimated from
spatially and temporally averaged spectral measurements. The light emis-
sion was integrated over 1000 pulses to accumulate su cient light because of
the low emission of the discharge and resolution of the instrument. Hence,
each streamer pulse was assumed to be independent with similar structure
and emission characteristics. From the integrated light emission, estimates of
the average electron temperature and density were made. In determining the
thermodynamic properties, the light emission from the streamer was assumed
to dominate and coronal emissions neglected. This assumption can be jus-
tified since streamer electron number densities are ⇠1000 times greater than
coronal discharges. Fig. 8.5 shows the spectrum for an atmospheric argon
streamer in spectral irradiance vs wavelength. The relative spectral irradiance
was determined from a calibrated tungsten filament source which was NIST
certified.
The spectrum consisted of both line and continuum radiation. The line
radiation consisted of neutral argon and three singly ionized argon lines de-
noted as argon I and argon II, respectively. Continuum radiation was observed
in the NIR/IR region and in the NUV. The continuum radiation consisted of
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Figure 8.5: A time and spatially integrated argon spectra. Line radiation dominates
the spectrum with neutral (Ar I) 4p and 5p argon lines and argon singly ionized
lines (Ar II). The solid black line indicates the experimental spectrum. The solid
gray line is a black-body fit with a temperature of 815 K, and the dotted gray line is a
radiative recombination fit with a temperature of 0.7 eV and density of 2⇥1020m 3
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Bremsstrah-lung, and radiative recombination. Radiative recombination must
be considered for the region below 500 nm, while Bremsstrah-lung/absorption
radiation should be considered above 500 nm. The e↵ects of Bremsstrahlung
radiation have been neglected for the spectral region where radiative recombi-
nation dominates (<500 nm) [111].
The argon spectrum was then analyzed via two methods: equilibrium
thermodynamic considerations, and a more robust collisional-radiative (CR)
model coupled with the spectral measurements. Though streamer discharges
are highly transient and not in thermal equilibrium, an LTE approximation
still provides insight into the plasma parameters. In addition, the LTE as-
sumption can provide bounded estimates for the electron temperature and
density. LTE presumes that the plasma processes are collisionally dominated
and radiative transfer processes are negligible in determining the population
densities. Comparatively, a CR model solves the coupled rate and radiative
transition equations. The next sections will provide the details and results of
each method.
8.5.1 Local Thermodynamic Equilibrium Considerations
In order for complete thermodynamic equilibrium (TE) to exist, several
assumptions for the plasma must be made. First, the radiation field should
emit as a black-body following Planck’s radiation law. The energy/velocity
distribution for each species should follow a Maxwellian distribution, and the
population densities from upper state p to lower state q should be expressed by
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the Boltzmann distribution A.2. In normal laboratory plasmas, TE does not
exist due to radiation not being fully absorbed by the plasma. This radiation
leaking leads to a non-Planckian radiation field.
A more relaxed equilibrium condition known as LTE can then be formed
where the radiation field is allowed to deviate from a black-body distribution
but the population of states still follows from Boltzmann distribution Eqn.
A.2. Additionally, the ionization stages should be given by Saha’s equation
8.3. For these conditions to be valid, the plasma must be su ciently dense that
collisions dominant over radiative transfer. If these conditions are met, and
using the principle of detailed balance, the state of the system can to be com-
pletely specified by a single temperature. This temperature is typically defined
as the electron temperature, since electron impact reactions are the dominant
process for dense laboratory plasmas. Though the state of the system can
be defined by a single electron temperature, this does not require that two
kinetic temperatures of electrons and ions be the same [16]. Even in plasmas
where LTE is not fully realized, the upper levels near the ionization threshold
may still follow a Boltzmann distribution. This is because as the principal
quantum number increases, the collisional cross-sections increase while radia-
tive decay rates decrease. In such a case, the equilibrium conditions can be
applied to the upper levels, and a single electron temperature can be used to
characterize the state of the system, even though the lower lying states are not
thermalized. This is defined as Partial-LTE (PLTE), and is characterized by a
thermal limit for which states above a given principal quantum threshold are
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considered thermalized and states below non-thermal. Re-absorption of radia-
tion within the plasma can shift the thermal limit lower for LTE/PLTE, while
spatial inhomogeneity and transients can cause deviations from Maxwellian
velocity distributions, which increase the thermal limit [112].
In order to estimate the limits of LTE and PLTE, we assume that the
streamer has an average electron temperature of 1-2 eV and densities of 1019 
1022 m 3 in the quasi-neutral streamer tail. For these conditions, radiative
recombination dominates, and the thermal limit for LTE is 1023m 3from [97]:
ne[m
 3]  1020
✓
Ez(1)  Ez(g)
eV
◆5/2✓kBTe
eV
◆3
(8.4)
In Eqn. 8.4, Ez corresponds to the ionization energy (1) and ground
state energy (g) for an atom of ionization state z. The less limiting PLTE
thermal limit down to the 3p54s excited states, requires an electron density of
1022 m 3 [112]. The thermal limit can also be specified by a principal quantum
number (nth), which is a function of the electron density and temperature [97].
For an electron density of 1022 m 3 and a temperature of 1.25 eV, the principal
thermal quantum number is 4. These estimates indicate that for the primary
radiative transitions of the streamer discharge, arising from the 3p54p! 3p54s
transitions, LTE and PLTE are not completely valid for all transitions. Ad-
ditionally, since streamers are not spatially uniform nor steady, the thermal
limit will be further increased. Therefore, the excitation temperature defined
in Eqn. A.2, should be viewed as suspect and will not be equal to the elec-
tron temperature for all 4p transitions. The excitation temperature should
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be viewed as the temperature of an equivalent Boltzmann distribution which
would lead to the level populations in Fig. 8.5. Although the 4p transitions
will deviate from PLTE/LTE, we should expect the upper lying 5p states to
be thermalized.
The excitation temperatures of the various excited states were deter-
mined using the Boltzmann plot technique. The accuracy in determining the
excitation temperature is increased when the population energy between ex-
cited states is large, under the assumption that all populated states are in
equilibrium. The excitation temperature for transitions arising from both the
Ar I 4p and 5p excited states is 84 eV. Even though the separation between
the 4p and 5p population energies is relatively large, this excitation temper-
ature did not accurately represent the average electron temperature because
the 4p states are not thermalized. The deviation of the 4p transitions from
PLTE is explained by the fact that these transitions have a large photoioniza-
tion cross-section which is directly proportional to the radiative recombination
cross-section (as expressed by the Milne relation) [97, 113]. This indicates that
the plasma region associated with the underpopulated 4p states, with respect
to LTE condition, is a recombination zone [100].
The deviation from PLTE for the 4p states is also observed in Fig. 8.5,
as there is a large deviation between the line and continuum radiation indi-
cating that both collisional and radiative processes must be considered [112].
The Ar I 4p LTE temperature estimates had a large scatter which further indi-
cates that the LTE approach is not valid. Though, some of the 4p states may
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be thermalized, these transitions near the thermal limit, where radiation and
electron impact rates are of similar magnitudes, require a collision-radiative
model to predict the electron temperature and density. When considering only
the 5p transitions, the excitation temperature is 0.5 eV. These 5p transitions
are considered thermalized (n > nth), from both the line-continuum ratio (Fig.
8.5) and the thermal limit calculation. Therefore, the average electron tem-
perature for the discharge is estimated from the excitation temperature of the
5p transitions. It should be noted, that there are only two 5p transitions, and
a better estimate of the electron temperature is found when analyzing the 4p
ion lines. The five 4p ions produce a linear plot, with a R2 value of 0.98. This
indicates a good-fit, and that the 4p ions are in PLTE. Hence, the average elec-
tron temperature is better approximated by the ion excitation temperature:
Te ⇡ TEXT = 0.7eV . Since the ions may be considered in PLTE, coupling
the Saha-Eggert equation with the corona equation for ionization equilibrium,
an estimate of the electron number density is possible. Solving the equations
for multiple ion neutral line ratios the electron density is estimated to be
2⇥ 1020m 3.
Analysis of the continuum radiation field provides an estimate of the
gas temperature, and electron density from radiative recombination. In the
NUV to UV regions radiative recombination dominated, where the emission
coe cient is given by:
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Here ER and ↵ are the Rydberg energy and fine structure constant.
For wavelengths less than 500 nm, the absorption coe cient is negligible, and
the plasma is assumed to be optically thin. The electron density is determined
from minimization of the error between the radiative recombination fit (Eqn.
8.5) and the spectral curve for <500 nm. First, the emission coe cient (✏fb  ( ))
is converted to spectral irradiance by multiplying by the plasma diameter,
and then it is plotted against the spectral irradiance in Fig. 8.5. The emission
coe cient is calculated assuming that the electron temperature is 0.7 eV (from
PLTE), with a constant Biberman coe cient (⇠fb) of 1.8. With these values,
and the necessary constants, the electron density which minimizes the error
is: 2⇥ 1020m 3.
At wavelengths>500 nm, the absorption coe cient (inverse Bremsstrahlung)
is no longer negligible. At these longer wavelengths, the plasma becomes in-
creasingly optically thick, as the absorption coe cient scales as  3 [97]. At
these longer wavelengths, the emitted photon will be reabsorbed and emitted
several times prior to exiting the plasma. This causes the radiation field to
have a continuum component, and at long wavelengths a blackbody distribu-
tion will be realized. Fitting this continuum spectrum with Plancks radiation
law, gives an e↵ective black-body temperature, TB ⇠ 815K. This black-body
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temperature provides an estimate of the temperature of the bulk species (Tg)
in the discharge. The deviation from STP conditions (namely Tg,initial = 300
K), indicates that gas heating occurs in the streamer discharge. The bulk
temperature di↵ers from the electron temperature by an order of magnitude,
this is to be expected for non-equilibrium discharges.
8.5.2 Collisional Radiative Model
A set of strong lines arising from 3p54p ! 3p54s transition array of
neutral argon (Fig. 8.5) are used to determine the average electron tem-
perature. As described above these 4p transitions deviated from the PLTE
approximation. Therefore, in order to estimate the time averaged electron
temperature, we compare the experimental neutral spectra with a collisional
radiative model. In these low temperature plasmas, the dominant processes
of population and depopulation of excited states occurs through two primary
mechanisms: electron impact excitation, and de-excitation, and radiation from
the excited states. To investigate the rate balance of the emitting 3p54p states,
2pi in Paschens notation, we use a collisional-radiative (CR) model. The model
incorporates 42 energy levels of Ar and accounts for the dominant population
and depopulation mechanisms of the 2pi states. Atomic cross-sectional data is
calculated using a relativistic distorted wave approximation and fed into the
CR model. Details of the CR model can be found in the paper [114]. The
CR model is then solved for a range of number densities and temperatures to
calculate the population of fine-structure 2pi levels, and consequently emis-
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sion intensities are obtained as a function of ne and Te. The emission intensity
of any line Iji due to radiative transition from level j to i is expressed as a
function of the population density and is directly proportional the emission
coe cient, A.4. The population density, nj, is calculated as a function of elec-
tron density, ne, and electron temperature, Te. After normalizing intensities
(I) of the measured spectra, and the spectra calculated using the CR model,
a deviation parameter is calculated as:
Dev =
all linesX
x
 
Inormalizedx,expt   Inormalizedx,CRmodel
 2
(8.6)
The electron temperature for a given electron density is found from
minimization of this deviation parameter. The density is varied over a range
of 105, from 1018   1023 m 3. The time averaged electron temperatures for
these densities, are in the range of 1.2eV < Te < 3.5 eV . For a typical
streamer discharge, with number densities ranging from 1019   1020 m 3, the
electron temperature is 1.25± 0.3 eV when considering the 10 strongest argon
neutral lines.
Fig. 8.6 shows the deviation parameter as a function of temperature
for a number density of 6 ⇥ 1019 m 3. The black solid line with diamonds
considers 14 neutral line transitions in the CR model, while the gray dashed
line with circles considers only the 10 dominant neutral lines for comparison.
The minimum of the deviation parameter for the 10 dominant neutral lines
gives an electron temperature of 1.25 eV. When considering the 14 transi-
tions the temperature was found to have two minima at 1.25 eV and 2.5 eV,
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Figure 8.6: A plot of the deviation parameter, which compared the argon neutral
spectra with the simulated Collision-Radiative spectra as a function of electron tem-
perature at an electron number density of 6⇥1019m 3. The black line with diamonds
considered 14 argon neutral lines, and the red line with circles considered only the
10 dominant argon neutral lines. The deviation parameter was at a minimum at an
electron temperature of 1.25 eV. The symbol markers denote data points.
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Ne [m 3] Te(eV) Neutral Lines Te(eV) Dominant Lines
1⇥ 1019 2.5 2.5
5⇥ 1019 1.25 1.25
6⇥ 1019 1.25 1.25
7⇥ 1019 1.25 1.25
8⇥ 1019 1.25 1.25
9⇥ 1019 1.25 1.25
1⇥ 1020 1.25 1.25
2⇥ 1020 1.25 1.25
3⇥ 1020 1.25 1.25
4⇥ 1020 2.5 1.25
1⇥ 1021 2.5 1.25
Table 8.1: Electron number density and temperature from the CR model and mini-
mization of the deviation parameter. With all 14 neutral argon lines and 10 domi-
nant lines.
with the lowest minima at 1.25 eV. Table 8.1 summarizes the electron tem-
perature calculations which minimized the deviation parameter for number
densities,1019 1020m 3. Minimizing the deviation parameter over the electron
density space of the neutral spectra, gives an electron density of 6⇥ 1019m 3.
These values of electron temperature and density are in good agreement with
other authors for atmospheric argon streamer discharges [109].
8.6 E↵ects of Methane
The e↵ect of methane addition to argon on the streamer dynamics is
presented. It was observed previously that minor concentrations of methane
prevented reliable triggering of an arc discharge. This inability to ignite an arc
was attributed to the surface streamer seed electron source. In order to isolate
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the e↵ects of methane on the surface streamer dynamics the gas composition
was varied from   = 0  5%, where   is the methane to argon mass flow ratio
defined by the ratio of the measured volumetric flow rates and molar mass of
methane and argon.
The voltage, current, and integrated light intensity were observed as a
function of the methane concentration ( ), and correlated with instantaneous
broadband image sequences. Fig. 8.7 shows a typical waveform for a methane
concentration of 1.0%. With the addition of methane, the critical breakdown
voltage (VB), which was directly proportional to the plasma breakdown volt-
age (Vp), increases considerably from 18.9 to 25.4 kV. Additionally, the peak
current and surface charge decrease from 4.6 to 0.76 A, and 238 to 144 nC,
respectively. These trends indicate that energetic electrons lose energy to low
lying vibrational levels of methane which reduce the conductivity of the plasma
and increase the voltage breakdown threshold. Additionally, in Fig. 8.7, sev-
eral minor voltage unloadings are observed with a negative current, indicating
that electrons, or negative ions, are deposited on the surface. Finally, the
secondary discharge is weaker than those observed in argon discharges, and
both the primary and secondary discharges occur near the voltage limit of
the source, indicating that a higher voltage source is required to ignite higher
concentrations of methane.
Fig. 8.8 shows several instantaneous broadband image sequences inte-
grated over the entire pulse duration for four di↵erent methane concentrations:
0.0, 0.1, 1.0, and 5.0 %, which are designated as 01, 02, 03, and 04 respectively.
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Figure 8.7: Discharge characteristics for a methane to argon ratio of 1%, measured
on the trigger electrode for a single negative polarity pulse. The dotted black line
indicates the applied voltage measured by the Tektronix P6015a 75 MHz probe. The
dark gray dashed line indicates the scaled integrated light intensity measured with a
PDA36A photodiode with a gain of 20 dB and a bandwidth of 1 MHz. The solid
light gray line denotes the current measured by the Pearson 2877 current monitor.
Diamonds specify regions of voltage unloading and current deposition.
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In the pure argon case, a di↵use corona discharge is present along the heli-
cal trigger wire, and a constricted streamer forms that spans the entire gap.
As the methane concentration is increased, to only 0.1 %, the di↵use corona
is reduced, and the streamer becomes more constricted and filamentary. At
this low concentration, the streamer is still capable of su ciently bridging the
gap. At 1% methane, two separate streamers are observed. Both streamers
emerge from the main electrodes: the left discharge remains localized near
the main electrode while the right forms a constricted filament that branches
near the midpoint of the chamber towards the embedded trigger electrode. At
5% methane concentration, the discharge remains localized at the gas inlet.
In general, as the methane concentration is increased, the discharge becomes
more constricted and does not bridge the inter-electrode gap.
The instantaneous broadband images are correlated with the current-
voltage characteristics as a function of methane concentration. In Fig. 8.9,
the voltage and current for methane concentrations of 0.0, 1.0, 5.0, and 10.0%
are plotted. The arrows in Fig. 8.9 indicate the direction of positive time on
the VI plot for each pulse. Integration of the VI plot provides an estimate
of the power deposition into the chamber. As the concentration of methane
is increased the breakdown voltage increases, and the peak current decreases
exponentially with respect to voltage. The power deposited into chamber
decreases rapidly as the streamer channel quenches at higher concentrations.
At a concentration of 10% methane, no discharge is observed, and no power is
coupled into the chamber as indicated by the closed VI loop in Fig. 8.9. The
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Figure 8.8: Long exposure images of the entire electrode pulse (300 s) in argon and
methane mixtures. The main electrodes were grounded and the trigger electrode was
pulsed negatively. Gas flow was from the right to the left. The images show the
streamer dynamics for methane concentration ratios of 0.0, 0.1, 1.0, and 5.0 %
which correspond to the labels 01, 02, 03 and 04 respectively.
VI plot also provides an indication of the electron density, and conductivity of
the plasma. As seen by Eqn. 8.1, the number density is directly proportional
to the current density. The lower conductivity plasma also contributes to a
decrease in the surface charge deposition, and the reduced voltage rise needed
for a secondary discharge to occur.
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Figure 8.9: Voltage and Current traces as a function of methane concentration. The
black arrows indicate the direction of positive time. The dashed black line was for
pure argon, solid gray was for 1.0% methane, solid black was for 5.0% methane,
and the dashed gray line for 10.0% methane. As the methane concentration was
increased the power coupled into the discharge reduced, indicating quenching of the
surface streamer discharge.
229
Chapter 9
Conclusions and Recommendations
Streamer discharges in molecular gases have been investigated for two
applications: (1) CO2 reforming, and (2) ignition of thermal discharge. It was
found that the streamer’s low energy tail primarily excites vibrational modes
of molecular gases, while the streamer head is responsible for ionization and
dissociation reactions. In (1) the excitation of the vibrational modes resulted
in a secondary dissociation mechanism which was utilized to increase the con-
version of CO2. In this work pulsing of the streamer discharges populated the
low lying vibrational levels which lead to vibrational exchange, and excita-
tion of high vibrational levels. These high vibrational levels then dissociate
increasing the conversion of CO2. In (2) excitation of the vibrational modes
prevented the surface streamer discharge from bridging the inter-electrode gap.
The decrease in conductivity due to vibrational losses prevented the ignition
of a thermal discharges in argon-methane mixtures.
9.1 Volume Streamer Conclusions for CO2 Reforming
The objective of this work was to determine the dominant reaction
kinetics of non-equilibrium streamer discharges in CO2 and how to optimize
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these discharges for reforming applications. Two mechanisms were found to
be present in streamer discharges for CO2 dissociation: direct electron impact
dissociation, and vibrational ladder climbing.
The primary dissociation mechanism in streamer discharges was shown
to be direct electron impact dissociation which leads to low conversion e cien-
cies of 0.01% for a single streamer discharge. The reactions occur primarily in
the streamer head where the electron temperatures are order 10 eV and results
in low energetic e ciency. It was determined that to optimize the streamer
discharges for dissociation reactions, the low lying vibrational states must be
populated to su ciently high densities that vibrational ladder climbing is pos-
sible.
The low energy electrons in the streamer tail with energies of 1-2 eV
were observed to populate the first three asymmetric stretch vibrational levels.
In the afterglow of the streamer discharge these levels did not have su cient
populations for vibrational-vibrational (VV) relaxation. Pulsing was used to
increase the density of these levels. It was found that the population of the
vibrational levels was dependent upon the pulse frequency. At higher pulse
frequencies an increase in the electron density resulted in higher populations
of the first vibrational level which ultimately lead to VV exchange. The VV
relaxation produced a high density of upper level vibrational states which
increased the CO2 conversion rate.
In addition to the simulations, experiments were conducted and the re-
sults compared. The experiments and simulations showed good agreement in
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predicting the streamer trends including: streamer dynamics, properties, and
conversion. The experiments showed an average CO density of 1023 m-3 at a
pulse frequency of 4 MHz. At these frequencies simulations predicted a CO
density of 1018 m-3, but at higher pulse frequencies when VV exchange was
present the CO density tended to a value of 1023 m-3. Therefore, it is expected
that VV exchange occurs in the pulsed streamer discharge. Simulations and
experiments also showed that streamer properties such as the electron tem-
perature and density are dependent upon the polarity of the streamer, with
positive cathode-directed streamers producing the optimal conditions for pop-
ulation of CO2 vibrational levels.
The optimization of a streamer discharge for dissociation can
be summarized as follows:
1. High pressures are desired to produce a high initial density of vibra-
tionally excited CO2.
2. The gas temperature should be minimized so that VT relaxation is re-
duced, while maximizing VV exchange. This non-equilibrium between
the gas temperature and vibrational temperatures leads to population
of high lying vibrational levels. (Treanor Distribution)
3. High frequency pulsing results in an increase in the electron density and
population of low lying vibrational states. Maintaining the population
of these levels at su ciently high density results in VV exchange and
additional conversion of CO2 via the ladder climbing mechanism.
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4. Streamer spacing must be optimized such that the streamer interaction
is minimized and merging is prevented with a packing factor determined
from the reduced electric field.
9.1.1 Summary of key findings:
1. The computational model predicts velocities in the range of 100-1000
km/s while experiments determined the velocity to be 580 km/s. The
velocity is dependent upon the polarity and voltage. As the voltage is
increased the streamer velocity is increased for a given pressure. Addi-
tionally, the velocity of anode-directed streamers is greater than that of
cathode-directed streamers. This occurs for two reasons: (1) the anodic
streamers head radius is smaller which provides larger electric fields at
the streamer head, and (2) the electron drift for anodic streamers is in
the direction of the streamer propagation.
2. Numerical modeling and experiments showed that as the pressure is in-
creased the streamer diameter decreases. This is due to an increase in
the collision frequency and low energy inelastic collisional losses, such as
vibrational excitation. Both simulations and experiments showed that
the diameter of anode directed streamers is larger for all pressure con-
ditions compared to the cathode-directed. This polarity dependence is
again due to the streamer head. In anodic streamers a net negative space
charge exists at the streamer head, accelerating electrons away from the
head which leads to further ionization and increase in diameter.
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3. Experiments showed that the breakdown voltage for anode directed stream-
ers was higher than that of cathode directed, which was confirmed by
simulations. Due to the higher breakdown thresholds, no filamentary
branching was observed for negative streamers. In the cathode directed
cases, several branched streamers were observed. As the voltage in-
creased, or pressure decreased, the branching ratio (for cathodic stream-
ers) increased, as well as the half angle. The plasma fluid model cannot
show branching because a uniform background electron density is used
to seed the domain.
4. Simulations showed the plasma is electro-positive, with a dominant pos-
itive ion density approximately an order of magnitude greater than that
of the negative ions. The dominant positive ion C2O
+
4 is e ciently gen-
erated from three-body collisions in the streamer tail. Whereas the dom-
inant negative ion, O  is generated in electron impact dissociative at-
tachment.
5. The first asymmetric stretch vibrational level for CO2, was found to be
e ciently populated with densities of 1022  1023 m-3. Cathode-directed
streamers showed the most e cient population of the low lying vibra-
tional states during the streamer phase due to lower electron tempera-
tures (⇠ 1 eV) in the tail comparatively to anode-directed case (⇠ 3eV).
6. The streamer electron temperature and density were found to be func-
tions of pressure, voltage, and polarity. Hence, streamers can be opti-
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mized to produce an electron energy in the tail which e ciently couples
energy into the low lying vibrational levels. Then, in the case of a DBD
reactor, these low lying levels can transfer energy through VV reactions,
leading to secondary splitting mechanism for molecular species.
7. Simulations showed that the electron density for anode-directed stream-
ers are an order of magnitude lower than cathode-directed streamers,
while the electron temperature in the tail for the anode-directed is 2-
3 eV greater than the cathode-directed. These low electron temper-
atures are not e cient for ionization. Therefore, the streamer head,
with temperatures for both polarity streamers of ⇠10 eV, is responsible
for the large ionization rates, electron density in the tail, and streamer
self-propagation. The larger electron density in the cathode-directed
streamer is therefore attributed to the streamer head dynamics. The
main di↵erence between the two streamers is the space charge polarity
at the head. For cathodic streamers a positive space charge exists which
consumes electrons and increases the electron density in the tail. Com-
paratively, anodic streamers have a negatively charged head, and push
electrons in the direction of propagation. Experiments confirm that for
a given RMS voltage, cathode-directed streamers have a higher electron
density than the anode-directed ones. The higher electron densities in
positive streamers will directly translate to an increase in the CO2 vi-
brational levels, and high conversion e ciencies.
8. Experiments showed preferential excitation of electronically excited species,
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CO* and O*, depending on whether the streamer was cathodic or an-
odic. For anode-directed streamers, the peak CO* and O* densities were
localized in the sheath region, indicating that direct electron impact dis-
sociative excitation is the dominant reaction mechanism since the energy
threshold is ⇠ 20 eV. Additionally, in the anodic streamer, CO* is seen
to bridge the entire cathode-anode gap, while O* remains localized in
the sheath region. In cathode-directed streamers, CO* is quenched while
O* shows a density throughout the filamentary streamer structure. The
lack of CO* is attributed to low electron energy vibrational losses.
9. Plasma spectroscopy of the discharge indicated that a highly non-equilibrium
plasma is generated by streamer discharges. The average electron tem-
perature and density were found to be Te =0.6 eV, and ne= 1020 m-3,
with a vibrational temperature for CO2 of Tv= 3000 K, and a gas tem-
perature Tg=680 K. The CO density was estimated from actinometry to
be nCO =1023 m-3, which correlated well with the pulsed 0D simulations.
10. Simulations showed that single streamer elements populate the first three
vibrational levels, and in the after glow the density of these states is not
su cient for VV ladder climbing. Therefore, pulsing is used to increase
the CO2 excited vibrational state population which leads to VV relax-
ation and an increase in CO dissociation.
11. Simulations showed that there is a packing factor associated with the
minimum spacing between adjacent streamer discharges to prevent the
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formation of a leader channel and thermalization. This packing factor
results from the electrostatic repulsion of adjacent streamer discharges,
and results in a large volume of the discharge region being unoccupied.
9.2 Surface Streamer Conclusions
Atmospheric streamer dynamics were investigated for argon and methane
mixtures for ignition of a pulsed thermal arc device. All the streamer dis-
charges show a filamentary structure originating from a single filament with
roots localized at the main electrodes. The filaments exhibited splitting and
branching from the main core into the interior volume. The branching struc-
ture preferentially propagated into the localized coronal regions along the di-
electric surface which formed a surface tracking pathway in pure argon. At
methane concentrations above 1% the streamer remained constricted and lo-
calized near the main electrodes. Additionally, the coronal discharges were
quenched preventing further propagation of the streamer throughout the vol-
ume. The addition of methane reduced the ionization within the discharge
domain and prevented a conductive channel from forming between the inter-
electrode gaps which would lead to an arc breakdown. The reduced ionization
and increased breakdown voltages observed with minor additions of methane
can be explained by low energy inelastic vibrational levels, absorption, as well
as attachment processes. These processes are summarized below as well as a
summary of the argon discharge.
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9.2.1 Argon Discharge Summary
A surface tracking streamer discharge in argon was analyzed to de-
termine the mechanism for successful ignition of arc discharges in large gap
severely under-voltage conditions. The discharge was characterized by two
cathode-directed streamers that emerged from the anodic main electrodes and
traversed along the dielectric surface. Within a few hundred nanoseconds these
streamers merged, bridging the main electrode gap with a luminous conduct-
ing plasma. From the high-speed image sequences the propagation velocity
and diameter of the discharge were estimated: ⇠100 km/s and ⇠500 µm. The
electrical characteristics of the discharged provided estimates of the breakdown
threshold, VB, surface charge, and electron number density (ne⇠ 1020 m 3),
which was in agreement with the spectroscopic results.
The time and spatially averaged electron density and temperature were
estimated from a LTE/PLTE perspective and a collisional-radiative model. It
was found that the ions exhibited PLTE with an excitation temperature, TEXT
⇠0.7 eV, while the argon neutrals, specifically the 4p transition array did not.
The electron number density was estimated (ne⇠ 1020m 3) from Saha’s equa-
tion coupled with coronal equilibrium. The bulk temperature was determined
to be 815 K from fitting a black-body curve to the observed spectrum. The
CR model provided better predictions of the electron temperature and density
for the 4p transition array. It was determined that the average temperature of
the streamer was ⇠1.25 eV and a density of 6⇥ 1019 m 3. The PLTE, current
density, and CR methods all predicted the electron density to be 1019   1020
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m 3. While the PLTE ion excitation temperature under predicted the electron
temperature.
9.2.2 Argon-Methane Mixtures Summary
The reduced ionization and increase in breakdown voltage for methane
mixtures can be explained as follows. In pure argon there are no electron
attachment processes, while in methane, a weakly electronegative gas for the
low reduced applied electric fields considered here (66 Td), electron attachment
is not negligible [115–117]. Additionally, the e↵ective ionization coe cient is
a function of both the methane concentration and the reduced electric field.
Therefore, in order to maintain a constant e↵ective ionization coe cient, for
reduced electric fields below 120 Td, the voltage must be increased with the
addition of methane, as observed in Fig. 8.8 and 8.9 [116, 117]. Furthermore,
at these low reduced electric fields, and average electron temperatures (⇠1.25
eV), ionization occurs primarily through a two-step collisional process: initially
electron impacts form metastable and excited species which then ionize by
secondary collisions [118].
Methane also has four vibrational modes which have an activation
threshold range of 0.18-0.35 eV [119]. The vibrational modes absorb the elec-
tron energy and reduce ionization for low reduced electric fields and electron
energies. It is these low energy vibrational modes that were primarily responsi-
ble for reducing ionization and preventing the streamer from bridging the main
electrode gap. Lastly, methane has a relatively large absorption cross-section
239
which suppresses the photoionization mechanism [115, 120]. The reduction of
the photo-ionization coe cient decreases the region of ionizing radiation at
the streamer head necessary for secondary electron avalanches which facili-
tate positive streamer propagation. In Fig. 8.8 we see that as methane was
added, the localized coronal discharge within the interior of the domain was
suppressed, and ionization was only observed near the main electrodes. There-
fore, for an e cient ignition of an arc discharge in methane, one requires an
increased reduced electric field to overcome electron energy loss mechanisms
such as absorption, vibrational excitations, and attachment processes.
9.3 Recommendations for Future Work:
Streamer discharges have shown a wide array of applications from
biomedical germicidal treatment, plasma assisted combustion, and flow con-
trol. This wide array of applications is due to the versatility of the atmospheric
pressure streamer discharges. The main benefits of plasma streamers are their
ability to operate outside vacuum conditions, plasma chemistry in particu-
lar production of radical species, low cost, and controllability. In this thesis
presented, it is shown that two mechanisms for dissociation exist in pulsed
streamer discharges. (1) the direct electron impact dissociation which is inde-
pendent of pulsing, and (2) the low lying vibrational levels which are excited in
the streamer tail. Under certain pulsing conditions low lying vibrational lev-
els becomes su ciently populated that vibration-vibration exchange becomes
important. This VV exchange results in a secondary dissociation mechanism
240
due to vibrational ladder climbing.
9.3.1 Volume Streamers in CO2 for reforming
Experimental Recommendations
1. Development of a collisional-radiative (CR) model for CO2 to determine
the plasma properties, specifically electron temperature and density.
2. Tomography of the plasma discharge to determine the three dimension-
ality and branching ratio.
3. Laser spectroscopy to determine CO2 vibrational distribution to compare
with modeling results.
4. Design and test a DBD reactor to validate optimization techniques, and
investigate the e↵ects of gas mixtures for CO2 reforming.
Computational Recommendations
1. Develop a multi-dimensional simulation to replicate a DBD reactor with
detailed chemistry.
2. Develop a chemical mechanism for CO2 mixtures such as water and ar-
gon, and study the e↵ects of mixtures on conversion
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Appendix A
Thermal Plasma Source and Plasma Material
Interactions
1 A brief description of the work done by the author prior to non-
equilibrium streamers in carbon dioxide is presented. The author was apart of
a project interested in thermal plasma material surface interactions for various
applications including: space propulsion, rail-gun armatures, igniter for pulsed
electro-thermal launchers, and plasma pyrolysis. In this work, a low purity,
high power, thermal plasma source was designed and tested. The device relied
on non-equilibrium surface streamer discharges to form the initial ionization
source necessary for thermal arc breakdown. A description of the work will be
presented. [11, 108]
1This work was previously published in: Pachuilo, Michael V., Francis Stefani, Laxmi-
narayan L. Raja, Roger D. Bengtson, Graeme A. Henkelman, A. Cuneyt Tas, Waltraud M.
Kriven, and Kumar Sinha Suraj. ”Development of a Gas-Fed Plasma Source for Pulsed
High-Density Plasma/Material Interaction Studies.” IEEE Transactions on Plasma Science
42, no. 10 (2014): 3245-3252. The author was the primary contributer. Dr. Tas conducted
the SEM and EDXS work.
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A.1 Thermal Plasma Surface Interactions
A high purity gas-fed plasma source was developed to study plasma-
surface interactions. The device produced large volume thermal arcs charac-
terized by temperatures of Te = 1   2 eV and electron densities of ne =
1023 m 3. Typically, capillary arc devices expand the hot arc core which is
at pressures of ⇠10 MPa, to ambient atmospheric pressure. The plume of the
arc is then allowed to interact with the sample substrate. During this expan-
sion process the arc temperature drops significantly from ⇠1 eV to nearly 0.1
eV [22, 121]. This rapid expansion causes the discharge to deviate from ther-
mal equilibrium [122]. Furthermore, this drop in temperature causes several
plasma species to condense out, and inevitably deposit on the target substrate.
The device designed, produces large volume arcs which allowed samples to be
inserted directly into the plasma chamber.
Previous capillary designs [22], and in the authors early work, relied
upon an ablative liner and fuse ignition wire to generate the thermal plasma
source. These sources prevented multiple firings, and introduced containments
such as carbon soot and metal vapor which formed deposits on target sample
surfaces. These thick soot layers obscured material diagnostics (Scanning Elec-
tron Microscopy SEM). The device designed herein, alleviated these issues by
using a non-equilibrium plasma ignition source which was not directly coupled
to the thermal arc power supply. The new ignition source allowed thermal arc
breakdown at low voltages (⇠ 1   6 kV ) at Pd products which would oth-
erwise require 1000s kV (Paschen breakdown condition). Additionally, the
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thermal arc source could be operated at ”relatively” high firing rates, limited
only by the charge time of thermal pulsed power system.
A full description of the work is found in:
• Pachuilo, Michael V., Francis Stefani, Laxminarayan L. Raja, Roger D.
Bengtson, Graeme A. Henkelman, A. Cuneyt Tas, Waltraud M. Kriven,
and Kumar Sinha Suraj. ”Development of a Gas-Fed Plasma Source
for Pulsed High-Density Plasma/Material Interaction Studies.” IEEE
Transactions on Plasma Science 42, no. 10 (2014): 3245-3252.
A.2 Experimental Design
Figure A.1 shows a schematic of the experimental thermal plasma sys-
tem, and Fig. A.2 shows a detailed solid rendering of the plasma chamber.
The chamber consist of two concentric cylinders with an embedded copper
ignition wire. The cylinders are capped with two refractory electrodes from
which the thermal arc is supported. The helically wound ignition wire is used
to generate a non-equilibrium surface streamer discharge (explained in the fol-
lowing section). The surface streamer discharge acts as an fuse wire providing
the necessary conductivity to ignite a thermal discharge in the volume. The
thermal arc composition is controlled through the usage of high purity gas
cylinders.
The pulsed thermal arc discharge power supply consisted of 185 µF
electrolytic capacitors with a peak charge voltage of 3 kV. The system is
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Figure A.1: Schematic of the experimental setup [11]. The chamber is composed of
two concentric tubes (1) the inner, fused quartz tube, and (2) the outer polycarbonate
tube. Two annular electrodes (7) and (8) cap the ends of the tubes. A copper ignition
wire (9) is wrapped helically around the fused quartz tube. The volume between the
two concentric tubes is filled with mineral oil to prevent undesired breakdown to
surrounding from the ignition trigger electrode. The sample (6) can be placed in
the expanded plume or inside the chamber. (3-5) indicate the Rogowski coil, optical
emission spectroscopy, and photodiode diagnostics.
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Operating Conditions Low Typical High
Number of capacitors 2 4 8
Capacitance (µF ) 89 178 356
Charge voltage (kV) 1.6 3.2 5.0
Peak current (kA) 6 25 76
Plasma energy (J) 85 670 3100
Peak power (MW) 5 40 150
Pulse duration (µs) 40 70 140
Peak pressure (kPa) 200±50 1500±500 >4000
Table A.1: Range of operating conditions in 99.5% argon.
operated in a series-parallel configuration to increase the peak charge voltage
to 6 kV. A low inductance strip line (500 nH) was used to prevent ringing of
the power supply, and damage of the capacitors. Various configurations were
used, providing a range of operating conditions summarized in Table A.1.
The plasma temperature is ”relatively” insensitive to the capacitor en-
ergy, with temperatures of 1-2 eV. Altering the operating conditions, mainly
serves to change the RC time constant and the plasma material interaction
times. The limits of operation of the device are based on mechanical failure
of the quartz confining vessel at high powers. The lowest charge voltage is de-
termined by the surface streamer ignition source, and the ability to generate
a su ciently conductive channel which bridges the inter-electrode gap.
A.3 Optical Emission Spectroscopy of Thermal Discharge
Optical emission spectroscopy of a thermal discharge in Ar + 2% H2
was preformed, and the spectrum was time and spatially integrated. An Ocean
247
Figure A.2: Solid model of the reaction chamber [11]. The chamber is composed
of two concentric tubes the inner fused quartz tube, and the outer polycarbonate
tube. Two annular electrodes cap the ends of the tubes, and a copper ignition wire
is wrapped helically around the fused quartz tube.
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Optics HR2000+ spectrometer with a wavelength range of 200-1000 nm was
used to record the spectrum. The light emission from the plasma source was
dominated by lines of neutral argon (Ar I) and singly ionized argon (Ar II).
In addition, the presence of doubly ionized argon (Ar III) was detected in the
ultraviolet, singly ionized silicon (Si II), and hydrogen (H↵). Some discharges
showed additional excited silicon neutral lines. The presence of silicon in the
spectra indicated the ablation of the quartz chamber walls which was confirmed
by surface analysis. A small amount of Hydrogen (2%) was added to the argon
backing gas to estimate the electron density.
Figure A.3 shows the emission spectrum (A.3a) of the discharge, and
a table of the dominant lines and their respective spectroscopic data (A.3b).
The spectrum is dominated by line radiation. In the wavelength range of 700
to 1000 nm the spectrum is dominated by the Ar (4p-4s) transition array.
In the wavelength range of 400-700 nm, argon transitions from the upper
states 5d, 4d, 6s, and 7s decay to the 4p state. The plasma temperature was
estimated from these two spectral regions of electronically excited Argon using
the Boltzmann plot technique, as discussed below.
The Boltzmann plot technique is a relatively simple and widely used
technique for determining the temperature of a plasma from optical emission
spectroscopy. The technique requires that the plasma is in local thermody-
namic equilibrium (LTE). For this to be true the radiative losses must be much
less than the collisional excitations, that is the plasma must be collisional dom-
inate. At high pressures, LTE is usually a valid assumption. A limit of LTE
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(a) Emission Spectrum
(b) Emission Lines
Figure A.3: Thermal arc emission spectrum in the wavelength range 200-1000 nm
for Ar + 2%H2 at charge voltage 4 kV. [11]
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applicability can be determined by considering that radiative transition prob-
ability from the upper state j to the ground state, (Aj), occurs at much lower
rate than collisional excitation from i to j (Cij). Which gives the condition
that: Aj << Cij, where Cij = ne <  e⌫ >. ne is the electron density,  e is the
collision cross-section for electronic excitation, and ⌫ is the relative velocity.
The average of the cross-section and velocity <  e⌫ > is defined as the rate
coe cient. A plot can be constructed from the rate coe cient as a function of
temperature (functional expression A.1 or Bolsig) and the radiative transition
probability condition for LTE. From the plot the range of applicable tempera-
tures and densities for LTE, and hence the Boltzmann plot, to be valid can be
determined. Eqn. A.1 [97] shows an expression for the evaluation of the rate
coe cient. The first term is a set of constants where: ↵ is the fine structure
constant, c is the speed of light, ao is Bohr radius, and Ry is the Rydberg
constant. fij is the oscillator strength, and P
⇣
Eij
kBTe
⌘
is the Gaunt factor.
<  e⌫ >=
✓
16
r
⇡
3
↵c⇡a2o
◆
fij
✓
Ry
Eij
◆✓
Ry
kBTe
◆ 1
2
exp
✓
  Eij
kBTe
◆
P
✓
Eij
kBTe
◆
(A.1)
In [12], it was shown that in an Argon plasma comparing the Ar I
555.87 nm transition, that the LTE is valid for ne = 1023   1024 m 3 and
Te = 7000   10000K. Figure A.4 shows a plot of the valid LTE region. The
electron temperature is given in 10,000 K increments. It is evident that at
lower temperatures higher electron densities are required to maintain colli-
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sional dominated plasmas. As the temperature increases the electron density
restriction can be relaxed, since the collision frequency has increased.
Assuming that LTE is valid the Boltzmann plot method can be formu-
lated. Consider two energy levels Ei and Ej, where i and j refer to the upper
and lower energy states. For each energy level a state population or density
is given by Ni, for the lower, and Nj for the upper. In thermal equilibrium
the Boltzmann distribution can be used to establish a relation between the
density of states (apart of the same ionization state ie Zi = Zj) and and the
excitation temperature TEXT as:
Nj
Ni
=
gj
gi
exp
✓
 Ej   Ei
kBTEXT
◆
(A.2)
Summing over all states (Ni) where the total population density is
N = N
X
n
Nn
N
, produces the Boltzmann distribution for a given atomic state (j) as:
Nj
N
=
gj
Za(T )
exp
✓
  Ej
kBTEXT
◆
with Za(T ) =
X
n
gnexp
✓
  En
kBTEXT
◆
(A.3)
where gj is the statistical weight or degeneracy of state j, and Za(T ) is
the atomic or internal partition function [17]. When an excited atom in upper
state j decays to lower energy state i, the emission coe cient ✏ji of the spectral
line is then given as:
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Figure A.4: Validity of the Boltzmann Plot Technique [12]
✏ij =
hc
4⇡ ji
AjiNj (A.4)
Here,  ji is the transition wavelength of the spectral line from state
j to i, and Aji is transition probability or Einstein’s spontaneous emission
coe cient from a randomly orientated photon emission. Taking Eqn. A.3 and
Eqn. A.4 rearranging and taking the natural logarithm of both sides produces:
log
✓
✏ij ji
gjAji
◆
=   Ej
kBT
+ C1 (A.5)
C1 is a constant. A plot of Eqn. A.5 will produce a straight line if LTE
is valid, and from the slope of the line the temperature can be determined. If
optical density or absorption is significant for any given line, it would appear
as a significant deviation from the linear fit. In this work optical density
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Figure A.5: Boltzmann plot for an argon + 2%H2 plasma discharge. The tempera-
ture was determined to be 1.9 eV.
was not considered. Figure A.5 shows the Boltzmann plot for the dominant
lines shown in Fig. A.3a. The temperature was determined to be 1.9 eV. It
is important to note that the Boltzmann plot method is sensitive to the line
selection, optical density, energy between atomic states (EjandEi), and atomic
dataset accuracy. The value presented here is an estimate of the temperature
in the plasma arc core and is within the typical range expected for thermal
plasma discharges [24].
The electron density was estimated from Stark broadening of hydrogen,
H↵ line ( 656.3nm). Collisions between radiating atoms and surrounding par-
ticles leads to broadening of the spectral lines. Three collisional broadening
mechanism are classified as: (1) Stark, (2) Van der Waals, and (2) resonance
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broadening. Stark broadening or pressure broadening occurs due to the micro-
fields between charged species and the radiating atom. In the presence of this
external electric field, the electrons and nuclei will be pulled in opposite direc-
tions. The change in the electronic state causes the some electrons to be at
lower or higher energies and therefore broadening of spectral lines. Further-
more, the Stark e↵ect is responsible for splitting of degenerate states. Van
der Waals (2) broadening occurs from dipole interactions between an excited
state and the induced dipole of the ground state atom. Resonance broadening
(3) or self broadening, occurs between two identical species and is limited to
species in the lower or upper state with an electric dipole transition to the
ground state (resonance). (2) and (3) are small compared to Stark broadening
and have been neglected in the calculation of the electron density. The Stark
broadening for hydrogen is given by where ↵ is tabulated in [123]:
  S1
2
=
 
2.50⇥ 10 9 ↵1/2N1/2e (A.6)
Additionally to Stark broadening or more generally pressure broaden-
ing of spectral lines, other broadening mechanism must be considered and
deconvolved from the spectral line to determine the electron density. These
additional broadening mechanisms are: (1) thermal or Doppler broadening, (2)
natural line broadening, and (3)instrumentation broadening. Doppler broad-
ening is caused by the thermal motion of the the emitting particles. The line
profile is Gaussian given by:
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  D1
2
=
 
7.16⇥ 10 7   ✓ T
M
◆1/2
(A.7)
Where T is the temperature of the emitters in Kelvin, and M is the
atomic weight in a.m.u. For the H↵ line this corresponds to a FWHM of
0.05 nm at an electron temperature of 1 eV. Natural broadening is caused by
the uncertainty in the energy (Heisenberg) of the spontaneous emission and is
given by:
  N1
2
=
 2ji
2⇡c
Aji (A.8)
In the argon plasma consider natural broadening is negligibly small
(1⇥10 5nm). The instrument broadening is determined from a line source such
as low pressure gas discharge lamp (were one can assumes negligible broadening
of lines) or a coherent radiation source, HeNe laser. The broadening for the
HR2000+ is significant at 1.2 nm (determined from laser source). It should
be noted that the instrumentation profile is a function of wavelength.
The spectral line profile consist of both Gaussian (instrumentation and
Doppler broadening) and Lorentz (Stark) line profiles which can be expressed
by Voigt function. Since the spectral line is a convolution of these broadening
mechanism, to determine the Stark broadening the Gaussian contributions
must be deconvolved from the line profile. The Voigt line profile is given:
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Upon deconvolving the Gaussian component of the spectral line, the
Stark width can be determined and the number density of electrons calculated
from Eqn. A.6. The electron density was estimated to be ⇠ 1023 m 3. The
temperature and density measurements are within the expected bounds for
thermal plasma discharges. Additionally, comparing the values with Fig. A.4,
the LTE approximation is valid.
A.4 Thermal Discharge Temporal Evolution
High-speed imaging shows the thermal plasma evolution. The find-
ings are summarized: 1) the plasma discharge is constricted and does not
occupy the available chamber volume for large diameters and 2) multiple arcs
can form in large volumes, with a high degree of randomness to their shape.
Consequently, there is significant shot-to-shot variation in how the core of
the plasma interacts with samples in the reaction chamber. Reduction of the
chamber volume produces more uniform arcs.
Fig. A.6 shows high-speed image sequences for two separate shots of
the arc discharge. Fig. A.6 (a) shows a time evolution of the plasma arc
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discharge. The arc initially exhibits multiple branched filaments from the
anode (left) at 10 µs. The arc filaments attach and track along the surface
of the alumina sample-holder to the cathode. At 35 µs the arc filaments have
coalesced into a single di↵use arc discharge. Fig. A.6 (b) shows the time
evolution of another constricted arc filament bridging the inter-electrode gap
at 10 and 20 µs. There is minimal interaction with the sample holder. Initially,
the arc occupies a small localized volume. As the current and temperature
rises, the arc volume grows while retaining the initial geometric configuration.
These image sequences show that a large thermal arc discharge is formed within
the volume, but reduction of the chamber diameter is necessary to form a wall
stabilized arc which will inevitability cause increased surface erosion of the
quartz confining chamber. The randomness of the volume arc prevents direct
sample interaction, but for dielectric surfaces such as the alumina rod the arc
strongly interacts preferring to track along the surface.
The images show the high degree of randomness in the initial formation
and development of the arc filament. Once an arc is formed, the diameter in-
creases until the arc occupies approximately a quarter of the chamber volume.
Reduction of the chamber volume produces a more uniform discharge, as the
capillary wall stabilizes the arc [22, 24].
A.5 Thermal Plasma Material Interactions
The device has been used to study the interaction of thermal plasmas
with three test targets: silicon, alumina, and sapphire targets. The samples
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Figure A.6: High-speed imaging of the thermal arc discharge in argon. (a) Time
evolution of filamentary branching and surface tracking along the sample holder
at 10 µs, and growth of the filamentary arc at 35 µs. (b) Time evolution of the
constricted plasma arc filament that does not interact with the sample holder at 10
and 20 µs. [11]
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Figure A.7: Photomicrograph of silicon (a) and (b) sapphire showing deposits of
copper from early tests using brass electrodes. Similar samples tested with Elkonite
electrodes show no evidence of copper. [11]
were orientated orthogonal to the flow. Initial studies used a brass anode and
a steel cathode. In these studies, the samples became coated with copper from
the anode, as shown in Fig. A.7 . The deposition of copper on the surface was
undesirable for material analysis.
To decrease electrode material deposition on test samples, new elec-
trodes were fabricated from Elkonite 50W3, an infiltrated 10% copper and
90% tungsten contact material. The high-melting temperature of tungsten
prevents evaporation of electrode material when the arc is in contact with the
surface. Copper’s high thermal and electrical conductivity allow large currents
to easily flow and reduce local thermal loadings, while the tungsten provides
a support matrix preventing electrode erosion. The electrodes must be con-
ditioned prior to material testing to evaporate copper present in the surface
where arc roots traverse. About 50 shots were required to evaporate the cop-
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Figure A.8: Photomicrographs of (a) brass and (b) Elkonite electrodes after several
hundred tests. The brass shows gross removal of molten material while the Elkonite
surface is smooth with stochastic arc root spots. [11]
per from the surface leaving only the tungsten. Fig. A.8 compares the surface
of the brass and Elkonite anodes. The brass shows evidence of gross melt-
ing from the arc roots, whereas the Elkonite shows only small spots that are
presumably arc attachment spots on the Elkonite surface. After the electrode
conditioning, samples did not show any metallic depositions.
A second source of contamination was observed from the evaporation
and deposition of silicon on test target substrates. The test samples were in-
vestigated with Hitachi S-4700 high- resolution SEM equipped with an Oxford
Instruments EDXS microanalysis system. Fig. A.9 shows an SEM photograph
of a single-crystal sapphire sample after 15 exposures to the plasma. The sam-
ple was coated with a fine dusting of silicon particles with an average particle
size of 3040 nm. At the center of the photograph is an area where the silicon
deposits were mechanically removed, revealing the sapphire substrate. Com-
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Figure A.9: Surface of sapphire (single crystal) with silicon deposited onto the sam-
ple. The arrow indicates where scratching of the surface exposed the sapphire sub-
strate. (b) EDXS analysis of the sample confirming the presence of (I) carbon, (II)
oxygen, (III) aluminum, and (IV) silicon. [11]
parison of the exposed sapphire sample substrate with an unexposed sample
showed no changes. EDXS analysis of the sample, Fig. A.9, confirmed the
presence of a significant amount of silicon. Trace amounts of of carbon were
also detected. These set of images indicate that the pulsed thermal plasma
discharge has little e↵ect on plasma facing components, for 15 exposures.
Fig. A.10 shows a section of the quartz plasma chamber. The sample
was removed after 300 exposures to an argon plasma with a charge voltage
of 3.2 kV. The interior of the chamber closest to the gas inlet, anode, was
discolored and opaque. (left portion of quartz chamber Fig. A.10). Com-
paratively, no damage was observed at the gas outlet, cathode (right portion
quartz chamber Fig. A.10). SEM analysis of the damaged region showed the
surface to contain a number of spheroidal pores on the order of 1 µm in diam-
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eter, A.10. Taking a cleaved cross-section perpendicular to the plasma facing
surface allowed the depth of plasma interaction to be investigated. Analysis
of the cleaved cross-section, Fig. A.10, showed three distinct zones: (1) the
boundary between the una↵ected quartz and the reacted zone above, (2) a
vitrification zone, and (3) a highly porous zone.
From the SEM analysis it was determined that the damaged zone ex-
tended 3.23.4 µm into the inner surface of the quartz chamber. Whereas
cross-sections of the cathode side of the chamber did not show any damage.
Energy dispersive x-ray spectroscopy (EDXS) analysis of the quartz anode
region showed a significant silicon deficiency with respect to an unexposed
control. EDXS also confirmed the presence of minor concentrations of carbon
contamination. This carbon soot corresponds to the discoloration observed
in A.10. The presence of carbon is due to the o-rings present in the cham-
ber assembly. In order to prevent silicon deposition on target materials, the
plasma chamber must be replaced after 100 exposures. Additionally, analysis
of the chamber indicated that even after hundreds of exposures minimal sur-
face damage is observed for plasma facing materials. The anode region was
most damaged, because the arc initiated at the anode and was stabilized by the
quartz wall as evident in A.6. (This is likely due to the protrusion of the gas
inlet electrode and electric field enhancement.) The arc then separates from
the surface either tracking along the specimen holder, or forms a volume arc
terminating at the cathode with minimal interaction with the quartz surface.
263
Figure A.10: (a) Plasma quartz chamber after 300 exposures. Left: the damaged
portion of the fused quartz was at the anode, and the cathode end of the tube showed
no damage (a small ring of discoloration on the cathode side is on the exterior of the
tube, caused by the decomposition of an O-ring). (b) SEM analyses of the surface
near the anode showed an abundance of spheroidal holes. (c) SEM analysis of a
chipped edge at the anode, showed that the depth of the a↵ected zone is about 3.3
µm. [11]
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A.5.1 Molecular Dynamics
Molecular dynamic simulations of thermal argon plasmas on various
materials were investigated. The results indicated that the low energy atoms
mostly constitute surface reorganization and minimal surface ablation, char-
acterized only by the high energy tail. The results of this work are provided
in [13] and correlate well with experimental findings. In Fig. A.11 shows the
ablation yield versus plasma temperature. At low temperatures, characteristic
of thermal plasmas, the ablation yield is low. It isn’t until the kinetic energy
of the argon atom is 3-4 times the surface bond energy that an atom is ejected.
• Sharia, Onise, Je↵rey Holzgrafe, Nayoung Park, and Graeme Henkelman.
”Rare event molecular dynamics simulations of plasma induced surface
ablation.” The Journal of chemical physics 141, no. 7 (2014): 074706.
[13]
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Figure A.11: Molecular dynamic simulations of argon plasma. The ablation yield  
as function of argon kinetic energy [13].
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