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A mis padres y a mi hijo
La preocupacio´n por el hombre y su destino
siempre debe ser el intere´s primordial de todo
esfuerzo te´cnico. Nunca olvides esto entre tus
diagramas y ecuaciones.
Albert Einstein

Resumen
En este proyecto se estudia el feno´meno de sincronizacio´n en sistemas dina´micos cao´ticos
y co´mo se usa para enmascarar informacio´n, transmitirla por un canal ruidoso y revertir el
proceso sin ningu´n tipo de pe´rdida.
Se presentan modelaciones nume´ricas de la sincronizacio´n de sistemas cao´ticos, las condi-
ciones para una correcta sincronizacio´n y algunos ejemplos de sistemas cao´ticos que no se
puedes sincronizar.
Se aplica las caracter´ısticas de sincronizacio´n en sistemas cao´ticos para simular nume´rica-
mente el enmascaramiento de informacio´n y la transmisio´n y recuperacio´n de informacio´n.
La te´cnica de enmascaramiento es Chaotic Shift Keying (CSK) con los sistemas de Lorenz,
de Ro¨ssler y algunos sistemas de Sprott. Este tipo de modelacio´n estudia una posibilidad de
mejorar la seguridad en el env´ıo y manipulacio´n de informacio´n confidencial.
El software utilizado para las simulaciones es Matlab junto con la herramienta Simulink el
cual es un poderoso entorno de programacio´n visual que trabaja con diagramas de flujo.
Palabras clave: Sistemas cao´ticos, sincronizacio´n, ana´lisis nume´rico, esteganograf´ıa,
enmascaramiento.
Abstract
Chaos theory, like many other branches of mathematics and physics, has made important
scientific and technological progress of mankind. In this talk we present a direct application
of chaotic systems: Synchronization of chaotic systems governed by coupled sets of ordinary
differential equations. Our purpose is to use the phenomenon of chaos synchronization to
develop a system to transmit and safely recovery of secret messages. This new issue has
become an area of considerable development as can be deduced from the large number of
research groups dedicated to this purpose. Initially, this area began in the late twentieth
century, developing chaos synchronization by using the well-known Lorenz equations. In this
presentation, we will consider various coupled sets systems of ODEs which present chaos and
also allow safely transmission of confidential information.
Keywords: Chaos theory, Synchronization of chaotic systems, Lorenz equations, confi-
dential information
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1. INTRODUCCIO´N
“De las leyes ma´s simples nacen infinitas maravillas
que se repiten indefinidamente.”
BENOIT MANDELBROT(2010)
La teor´ıa del caos, como muchas otras ramas de la matema´tica y de la f´ısica, ha aportado
en las u´ltimas de´cadas a los avances cient´ıficos y tecnolo´gicos de la humanidad; la geometr´ıa
fractal describe la naturaleza y los feno´menos naturales de una manera mas exacta y aplicable
que la geometr´ıa tradicional [14], las ramificaciones de los vasos sangu´ıneos, las ramas de un
a´rbol, la estructura interna de los pulmones, los gra´ficos de datos del mercado de valores, y
muchos otros sistemas del mundo real tienen todos algo en comu´n: son todos auto-similares
considera´ndose as´ı estructuras fractales.
Una de las aplicaciones ma´s directas y que actualmente se realizan ma´s estudios es la apli-
cacio´n en el campo de la Inteligencia Artificial. El ejemplo de las hormigas se puede comparar
con una red neural fluida en la inteligencia artificial (IA). La fluidez en un sistema cao´tico se
manifiesta cuando las conexiones entre elementos cambian con el tiempo como consecuencia
de leyes determin´ısticas o por otras causas. Los sistemas cao´ticos tambie´n son utilizados en
ciencias econo´micas (predecir mercados financieros, modelar sistemas de produccio´n), y en
sistemas meteorolo´gicos, entre otros.
Los sistemas de ecuaciones diferenciales ordinarias no lineales, en algunos casos, presentan
comportamientos cao´ticos; esto se debe a que aunque son determin´ısticos (pues conocen las
ecuaciones, los para´metros y las condiciones iniciales que lo generan), son sistemas sensibles a
las condiciones iniciales; un pequen˜o cambio en estas condiciones generan que las trayectorias
evolucionen totalmente diferentes.
Una aplicacio´n de los sistemas cao´ticos es la sincronizacio´n [8][4][23]; significa que se par-
tiendo de dos sistemas, Maestro y Esclavo, este u´ltimo sufre algu´n tipo de modificacio´n
hacie´ndolo dependiente del sistema maestro, la sincronizacio´n se presenta cuando para gran-
des valores del tiempo ambos sistemas tienen comportamientos ide´nticos au´n sin importar
las condiciones iniciales que tengan dichos sistemas. Este feno´meno parecer´ıa ir en contra de
los fundamentos de los sistemas cao´ticos pues, como ya se menciono´, un cambio pequen˜o en
las condiciones iniciales generan soluciones divergentes, pero en la sincronizacio´n las solu-
ciones de los sistemas con condiciones iniciales diferentes convergen al punto de ser iguales,
teniendo en cuenta que el sistema esclavo depende de alguna manera del sistema maestro.
Los diferentes tipos de dependencia se estudiaran ma´s adelante [10].
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El objetivo principal de este proyecto es estudiar el feno´meno de sincronizacio´n para en-
mascarar informacio´n, transmitirla de manera segura y revertir el proceso sin pe´rdida de
informacio´n, puede presentar una semejanza con uno de los objetivos de las te´cnicas de cifra-
do (transmisio´n segura de datos confidenciales por un medio inseguro) pero otros objetivos
de las te´cnicas de cifrado [1] no se ven reflejados y por lo tanto en ningu´n momento la
informacio´n sera´ cifrada.
Se tiene como punto de partida el trabajo de grado de Arturo Arguelles “Transmisio´n
de informacio´n con sen˜ales cao´ticas” (2001) [2] en el cual se presenta la trasmisio´n de un
mensaje de voz. As´ı mismo se cuenta con diversos trabajos en donde tambie´n se utiliza
el sistema de ecuaciones no lineales de Lorenz como medio sincronizador y transmitiendo
informacio´n encriptada mediante este [19][23][22][24].
El primer cap´ıtulo es una introduccio´n general a la seguridad en la informacio´n en donde. Se
introducen conceptos fundamentales para el desarrollo del trabajo pues el enmascaramiento
de informacio´n se puede ver como un proceso estenogra´fico. En el segundo cap´ıtulo se estudia
la teor´ıa de los sistemas dina´micos y los sistemas cao´ticos enfatizando en las caracter´ısticas
fundamentales de estos y estudiando algunas de las condiciones necesarias para que un sistema
de ecuaciones ordinarias no lineales se comporte de manera cao´tica.
El tercer cap´ıtulo es quiza´s el ma´s importante y del que ya se ha hablado anteriormente, en
el se estudia el concepto de sincronizacio´n de dos sistemas cao´ticos y las diferentes te´cnicas
de sincronizacio´n que var´ıan segu´n la relacio´n del sistema esclavo con el sistema maestro. Se
presentara´n ejemplos de sistemas que son sincronizables en todo el dominio, otros en los que
son sincronizables pero no en todo el dominio y tambie´n se presentan sistemas cao´ticos que
no se pueden sincronizar.
Finalmente el cuarto cap´ıtulo se utilizara´ el feno´meno de la sincronizacio´n para enmascarar
datos. La informacio´n que se desea enmascarar es un co´digo nume´rico con validacio´n como
los son las tarjetas de cre´dito, las cuentas bancarias, las claves personales, los documentos
de identidad, entre otros, teniendo en cuenta que se codificaran primero en una sen˜al de
bits (ceros y unos). Todos estos co´digos hacen parte de la informacio´n personal y es por
este hecho que se busca mejorar la seguridad. Se escogio´ este me´todo de enmascaramiento
principalmente por que los sistemas cao´ticos presentan el feno´meno de sincronizacio´n y el
comportamiento impredecible de sus soluciones hace que estas sean complejas.
El proyecto de grado dejara´ proyecciones en el campo trabajado, pues casi cualquier tipo
de informacio´n digital (audio, texto, ima´genes, video) se puede codificar como co´digo binario
y el objetivo es poder enmascarar dicho co´digo. Al cursar mis estudios en la maestr´ıa de ma-
tema´tica aplicada considero pertinente el estudio de la teor´ıa del caos pues tiene importantes
aportes en la ciencia y en la tecnolog´ıa, en este caso, transmitir datos de manera segura y
es por esto que propongo aplicar los conceptos matema´ticos a la solucio´n de un problema
espec´ıfico.
En internet hay una amplia bibliograf´ıa al respecto del tema estudiado, importantes uni-
versidades e investigadores publican docenas de art´ıculos acordes al tema cada an˜o a los
cuales se puede acceder digitalmente, debido a esto la bibliograf´ıa utilizada en este proyecto
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se compone en gran parte de estos art´ıculos digitales, tambie´n se estudiaron algunas tesis
en las cuales se abordaron problemas similares a los que aqu´ı se estudian. Finalmente se
escogieron algunos libros para el estudio de los temas concernientes a los sistemas dina´micos,
la teor´ıa del caos y criptograf´ıa, dando as´ı un soporte matema´tico al proyecto.
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2. SEGURIDAD EN LA INFORMACIO´N
El presente cap´ıtulo presenta un estado de arte de tres disciplinas encargadas de la segu-
ridad en la informacio´n que a diario se transmite, ya sea por v´ıa electro´nica o por cualquier
otro medio. Estas disciplinas son la criptograf´ıa, el criptoana´lisis y la esteganograf´ıa que en
un principio pueden parecer te´rminos similares o quiza´s usarse sin el significado correcto,
pero en el fondo son completamente distintas, de esta manera se enfoca el trabajo de grado
y se tiene sustento y conocimiento espec´ıfico en el a´rea de trabajo que se esta´ abordando.
2.1. Criptograf´ıa
La palabra criptograf´ıa proviene del griego “kryptos” (que significa oculto) y “gra´phein”
(escribir), es decir, disciplina que busca te´cnicas y herramientas para escribir de forma es-
condida y cuyo fuerte esta´ en la imposibilidad de comprender el mensaje. Para lograr este fin
se necesita el estudio de algunas ramas de la matema´tica y de la informa´tica (Teor´ıa de la
Informacio´n, Teor´ıa de la Complejidad y Teor´ıa de Nu´meros), pues el manejo de informacio´n
masiva en tiempos modernos se hace a trave´s de medios electro´nicos.
El principio de la Criptograf´ıa es el siguiente: El sujeto A quiere mandar algu´n tipo de
informacio´n confidencial M, para esto aplica te´cnicas criptogra´ficas y as´ı cifra la informacio´n
N, esta viaja por un canal de comunicacio´n (seguro o inseguro) y despue´s el receptor B
descifra N y as´ı obtiene la informacio´n M.
De la mano existe el Criptoana´lisis; disciplina cuyo fin es interceptar la informacio´n cifrada
romper dicho cifrado y acceder a la informacio´n (descriptar), estas dos disciplinas no se deben
estudiar por separado y ambas integran una ciencia llamada Criptolog´ıa.
A lo largo de la historia estas dos disciplinas han jugado papeles fundamentales: enviar
informacio´n confidencial a los aliados sin que los enemigos la intercepten, interceptar y des-
criptar la informacio´n del enemigo para as´ı tomar ventaja ta´ctica, enviar mensajes secretos
prohibidos en las diferentes culturas. Los logros en estas ramas han desencadenado grandes
desenlaces histo´ricos. En un principio esta ciencia ten´ıa gran auge be´lico; se utilizaba para
robar las ta´cticas enemigas o para comunicar informacio´n entre las flotas y as´ı coordinar los
ataques, tambie´n se utilizaba para comunicaciones entre grupos rebeldes al margen de la ley.
Luego con la llegada de nuevas tecnolog´ıas y el aumento de informacio´n se hizo indispensa-
ble el uso de l´ıneas no siempre seguras y al enviar informacio´n “valiosa”se crearon esta´ndares
de cifrado y contrasen˜as permitiendo de esta manera que la informacio´n llegue a su destinata-
rio sin comprometerla. Pero al ser una ciencia de dos caras, tambie´n se ha avanzado y creado
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herramientas para comprometer la informacio´n o atacar el sistema de cifrado y romperlo y
as´ı obtener la informacio´n (que puede ser archivos de sonido, audio o texto, contrasen˜as de
cuentas bancarias, correos electro´nicos, etc.).
Por esta razo´n la criptolog´ıa ha crecido y cambiado permanentemente siempre al margen de
la evolucio´n histo´rica; se ha ido modificando y creando te´cnicas de cifrado desde el cifrado del
Cesar, que consiste en sustituir cada letra del mensaje por una letra situada x veces adelante,
hasta las actuales; cifrados asime´tricos con claves pu´blicas y privadas y firmas digitales que en
su conjunto permite el flujo de informacio´n de manera segura sin importar el medio. Adema´s,
actualmente se cuenta con software de libre distribucio´n y abierto a cualquiera que lo desee
para cifrar cualquier tipo de informacio´n.
2.1.1. Conceptos Ba´sicos
En primer lugar es necesario abordar algunas definiciones con las que se trabajara´ a lo
largo del cap´ıtulo.
Texto Claro: Se entiende por texto claro cualquier tipo de informacio´n que resul-
ta legible y comprensible, es cualquier informacio´n antes de ser cifrada o despue´s de
descifrarla.
Criptograma: Se denomina criptograma a cualquier informacio´n que se encuentre
cifrada, es decir que no es legible ni comprensible.
Cifrado y descifrado: Es el mecanismo de transformar el texto claro en un cripto-
grama, las te´cnicas de cifrado var´ıan de acuerdo a la tecnolog´ıa con la que se este´ tra-
bajando.
Clave: son datos privados/ pu´blicos que permiten cifrar y descifrar el texto claro, todas
las te´cnicas de cifrado necesitan de una clave privada o de las claves pu´blica y privada
a la vez.
Codificacio´n: Es el proceso de representar informacio´n de distintas formas las cuales
no necesariamente deber´ıan de estar cifradas.
Canal de Informacio´n: Es el medio por el cual viaja el criptograma, en general se
supone que este medio es inseguro y vulnerable a ataques.
Flujo de Informacio´n: Es la ruta que sigue la informacio´n, en general se tiene que:
Figura 2-1.: Flujo de la informacio´n
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Criptosistema: Un Criptosistema consta de cuatro componentes que son:
• Un conjunto finito llamado alfabeto con el cual se puede emitir el texto claro y el
criptograma, Por ejemplo si la informacio´n es una imagen esta primero se codifica
a co´digo binario para poder cifrarla, de esta manera el alfabeto a utilizar solo ser´ıa
el 0 y el 1.
• Un espacio finito llamado espacio de claves formado por todas las claves pu´blicas
o privadas utilizadas en el cifrado y en el descifrado.
• Un conjunto con los me´todos de cifrado que se utilizan para transformar el texto
claro en criptograma.
• Un conjunto con los me´todos de descifrado que se utilizan para transformar el
criptograma en texto claro de nuevo.
En la actualidad y gracias al uso de los ordenadores la mayor´ıa de los criptosistemas
son meramente informa´ticos ya que es por este medio por el cual se transmite la mayor
cantidad de informacio´n.
Figura 2-2.: Criptosistema
En el inicio de la criptograf´ıa el objetivo de cifrar los mensajes era solo mantener en secreto
cierta informacio´n valiosa (confidencialidad), este objetivo ha cambiado con el manejo de
nuevas tecnolog´ıas, algunos objetivos de los criptosistemas actuales son:
Confidencialidad: Dicho anteriormente, mantener en secreto cierta informacio´n va-
liosa
Deteccio´n de Intrusos: En los criptosistemas actuales hay te´cnicas para identificar
intrusos que quieran violar la seguridad del sistema y acceder a informacio´n no autori-
zada.
Autenticacio´n: Saber quie´n accede a cierta informacio´n y tener el control de accesos.
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Integridad: Saber si la informacio´n ha sido alterada o no
Firma Digital: Saber si la informacio´n enviada o recibida es de la persona correspon-
diente o si ha sido alterada.
Figura 2-3.: Me´todos Cla´sicos
2.2. Criptoana´lisis
La palabra criptoana´lisis proviene del griego “kryptos”(que significa oculto) y “analyein”(descartar),
a diferencia de la criptograf´ıa el criptoana´lisis tiene como objetivo estudiar me´todos y te´cni-
cas para obtener el sentido a la informacio´n cifrada, sin tener acceso a la clave que cifra. Al
igual que la criptograf´ıa, las te´cnicas y los me´todos han cambiado dra´sticamente adapta´ndose
a la complejidad criptogra´fica.
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Cuando se logra “descriptar”un texto cifrado abre una amplia gama de amenazas con la
informacio´n obtenida, no solo se tiene acceso a la informacio´n sino que esta se puede modificar,
interrumpir o, en casos peores, generar informacio´n falsa. Es por esto que la criptograf´ıa
siempre esta´ buscando mejorar el cifrado de la informacio´n. Actualmente la criptograf´ıa
cuenta con una serie de reglas para enviar informacio´n privada las cuales hacen muy complejo
el proceso de descriptar. Estas reglas se conocen como Reglas de Kerchoffs :
1. No debe existir ninguna forma eficiente de recuperar el texto original a partir del solo
texto cifrado
2. Todo sistema criptogra´fico debe estar compuesto por informacio´n pu´blica (parte de los
algoritmos que lo define) e informacio´n secreta (clave).
3. La eleccio´n de la clave debe ser fa´cil de recordar y de modificar.
4. El texto cifrado debe poderse enviar con los medios habituales de informacio´n.
5. La complejidad del proceso de recuperacio´n del texto original debe ser proporcional a
la importancia de la informacio´n protegida.
2.2.1. Caracterizacio´n de los ataques
Los ataques a un co´digo cifrado var´ıan en potencia y en capacidad de amenaza segu´n la
importancia de la informacio´n que esta´ cifrado. Generalmente se parte de supuestos sobre
cua´nto puede observarse o descubrirse sobre el sistema antes de realizar el ataque, en muchas
ocasiones el algoritmo general de cifrado es conocido y no siempre se necesita descriptar
todo el texto sino que en algunas ocasiones es conveniente solo atacar cierto texto, bajo este
supuesto, los ataques se pueden caracterizar:
Ataque con so´lo texto cifrado disponible: So´lo se tiene acceso a una coleccio´n de textos
cifrados o codificados.
Ataque con texto plano conocido: el atacante tiene un conjunto de textos cifrados de
los que conoce el correspondiente texto plano o descifrado.
Ataque con texto plano escogido (ataque con texto cifrado elegido): el atacante puede
obtener los textos cifrados (planos) correspondientes a un conjunto arbitrario de textos
planos (cifrados) de su propia eleccio´n.
Ataque adaptativo de texto plano escogido: como un ataque de texto plano escogido,
pero se puede elegir textos planos subsiguientes basa´ndose en la informacio´n obtenida
de los descifrados anteriormente. Similarmente, existe el ataque adaptativo de texto
cifrado escogido.
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Ataque de clave relacionada: como un ataque de texto plano escogido, pero se puede
obtener texto cifrado utilizando dos claves diferentes. Las claves son desconocidas, pero
la relacio´n entre ambas es conocida; por ejemplo, dos claves que difieren en un bit.
Estos tipos de ataque difieren evidentemente en la plausibilidad de que ocurran en la
pra´ctica. Aunque algunos son ma´s probables que otros, los cripto´grafos suelen adoptar un
enfoque conservador y asumir el peor caso imaginable cuando disen˜an algoritmos, razonando
que si un sistema es seguro incluso contra amenazas tan poco realistas, entonces deber´ıa
resistir tambie´n al criptoana´lisis en el mundo real.
2.2.2. Me´todos de criptoana´lisis
Como se dijo anteriormente, a medida que la criptograf´ıa ha evolucionado, los me´todos
para contrarrestarla tambie´n lo hacen, a continuacio´n se nombran algunos de los me´todos
ma´s conocidos que se han desarrollado a lo largo de la historia.
Ana´lisis de frecuencias : es el estudio de las frecuencias de las letras o grupos de letras
en un texto cifrado. Es un me´todo de apoyo para la ruptura de cifrados cla´sicos.
Me´todo Kasiski : Este me´todo es un ataque al cifrado de Vigene`re, consiste en determi-
nar la longitud de la clave en un cifrado Vigene`re, y se basa en la bu´squeda de palabras
repetidas en el texto cifrado.
I´ndice de coincidencia: Consiste en atacar cifrados de sustitucio´n polialfabe´tica con
claves perio´dicas. La idea se fundamenta en analizar la variacio´n de las frecuencias
relativas de cada letra, respecto a una distribucio´n uniforme. En un texto cifrado, no
se cuenta con informacio´n suficiente para hallar tal variacio´n. Sin embargo, se puede
obtener por medio del IC. Al hacerlo, sera´ posible aproximar el periodo de la clave.
Encontrado el periodo y conociendo el algoritmo de cifrado y el lenguaje se puede usar
el me´todo de Kasiski para encontrar la clave.
Ataque Man-in-the-middle: (MitM o intermediario) es un ataque en el que el enemigo
adquiere la capacidad de leer, insertar y modificar a voluntad, los mensajes entre dos
partes sin que ninguna de ellas conozca que el enlace entre ellos ha sido violado. El
atacante debe ser capaz de observar e interceptar mensajes entre las dos v´ıctimas. El
ataque MitM es particularmente significativo en el protocolo original de intercambio
de claves de Diffie-Hellman, cuando e´ste se emplea sin autenticacio´n.
Ataque de fuerza bruta: Forma de recuperar una clave probando todas las combinaciones
posibles hasta encontrar aquella que permite el acceso. Define al procedimiento por el
cual a partir del conocimiento del algoritmo de cifrado empleado y de un par texto
claro/texto cifrado, se realiza el cifrado (respectivamente, descifrado) de uno de los
miembros del par con cada una de las posibles combinaciones de clave, hasta obtener
el otro miembro del par. El esfuerzo requerido para que la bu´squeda sea exitosa con
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probabilidad mejor que la par sera´ 2n − 1 operaciones, donde n es la longitud de la
clave (tambie´n conocido como el espacio de claves).
Otros me´todos que se utilizan son:
Aproximacio´n estad´ıstica
Bu´squeda de invariantes
Ataques de diccionario
Descripcio´n equivalente
La criptograf´ıa y el criptoana´lisis siempre ira´n de la mano, siempre se necesitara´ asegurar
la informacio´n privada y siempre habra´ alguien que se beneficie al tomarla. Existen otras
maneras de mejorar la seguridad de la informacio´n, entre esas esta´ la esteganograf´ıa en la
cual el mensaje enviado no se modifica sino que se utiliza mensajes o informacio´n sin valor
para esconder la informacio´n importante.
2.3. Esteganograf´ıa
La palabra esteganograf´ıa proviene del griego “steganos”(que significa secreto) y “gra´phein”(escribir),
es decir, disciplina que busca te´cnicas para transmitir informacio´n en forma oculta.
La diferencia con la criptograf´ıa esta´ en que cuando se roba un mensaje cifrado se sabe
que tiene alguna informacio´n y se busca una llave para descriptarlo y poder obtenerla; mien-
tras que en la esteganograf´ıa se podr´ıa capturar todo el flujo del canal ruidoso y analizarlo
completamente sin tener la certeza de que halla o no un mensaje oculto. Por esta razo´n la
esteganograf´ıa no es algu´n tipo de criptograf´ıa; en ningu´n momento el mensaje se cifra o se
modifica de alguna manera, por el contrario, el mensaje viaja intacto y oculto para que pase
desapercibido.
Los comienzos de la esteganograf´ıa se remiten a la antigua Grecia con dos te´cnicas rudi-
mentarias, la primera fue escribir el mensaje en tablas y luego cubrir estas con cera para
hacerlas pasar como nuevas hasta que llegaran al receptor; la segunda era tatuar los mensa-
jes en la cabeza afeitada de algu´n esclavo y luego dejar crecer el cabello para as´ı enviar el
mensaje oculto.
Estas te´cnicas fueron mejorando y adapta´ndose a las nuevas culturas, con la evolucio´n de
la escritura se tienen registros del me´todo cifrado nulo en cual consta de escribir un texto
aparentemente inofensivo donde mediante algu´n mecanismo conocido por el receptor extrae
la informacio´n realmente importante (por ejemplo tomar la segunda letra de cada palabra),
estos me´todos son relativamente fa´ciles de utilizar cuando se conoce el mecanismo para
desenmascarar la informacio´n pero para ocultarla es necesario generar una gran cantidad de
ruido.
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En la segunda guerra mundial y en la guerra fr´ıa se uso la te´cnica de los micropuntos,
esta te´cnica se basa en esconder puntos minu´sculos en fotograf´ıas o papeles sin valor, tan
pequen˜os que para el ojo humano resultan invisibles pero que con los instrumentos adecuados
se pod´ıan detectar los patrones de los puntos para as´ı desenmascarar el mensaje.
2.3.1. Te´cnicas Actuales
Actualmente la esteganograf´ıa esta´ irremisiblemente ligada a los ordenadores, que le han
proporcionado el medio necesario para ser efectiva, y del que durante siglos no pudo dispo-
ner, as´ı mismo, esta´ ı´ntimamente ligada a la criptolog´ıa y a la criptograf´ıa. Hoy en d´ıa se
usan multitud de te´cnicas esteganogra´ficas, pero todas se basan en los mismos principios de
ocultacio´n de informacio´n.
El desarrollo de la informa´tica e Internet ha supuesto el marco perfecto para que la es-
teganograf´ıa alcance su mayor´ıa de edad. Los avances en computacio´n proporcionan medios
para calcular ra´pidamente los cambios necesarios en la ocultacio´n de un mensaje e Inter-
net proporciona los medios necesarios para transportar grandes cantidades de informacio´n a
cualquier punto del planeta.
La esteganograf´ıa actual se basa en esconder datos binarios en la maran˜a de bits que supone
un fichero. Los bits que componen el mensaje a ocultar se introducen (bien sea an˜adie´ndolos,
o realizando operaciones aritme´ticas con los originales) en el fichero ya existente, procurando
que el fichero resultante despue´s de realizar los cambios parezca el original.
¿Co´mo se logra que el fichero resultante no parezca haber sido modificado? Depende de
que´ tipo de fichero se modifique. Pra´cticamente cualquier tipo de fichero es bueno para ocultar
datos en su interior, pero hay algunos (ima´genes y sonido principalmente) que resultan ideales
para este cometido.
Sea cual sea el tipo de informacio´n se quiera enmascarar y sea cual sea el medio en el que
se quiera hacerlo, hay ciertas reglas ba´sicas:
Toda informacio´n debe ser primero convertida a binario. Si bien cualquier base nume´rica
es va´lida, la comodidad trabajando con binario es mucho mayor.
Nunca hay que permitir que un supuesto atacante obtenga el fichero original (anterior a
la modificacio´n), pues permitir´ıa, mediante comparacio´n, establecer pautas de cambios
en la informacio´n. Esto podr´ıa llevar en u´ltima instancia a desenmascarar el mensaje
oculto.
Las cabeceras de los ficheros no deben ser modificadas.
No transmitir la clave o algoritmo por un medio inseguro.
Aunque la esteganograf´ıa computacional cla´sica consiste en la modificacio´n binaria del
fichero que sirve de canal, existen ciertas te´cnicas para casos particulares de ficheros que
tambie´n son va´lidas. Un ejemplo de estas te´cnicas es la adicio´n de mensajes ocultos a los
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ficheros de sonido mediante superposicio´n de capas de sonidos que no resultan audibles para
el o´ıdo humano, pero que s´ı contienen informacio´n.
2.4. Aclaraciones finales
Actualmente la Criptograf´ıa y la Esteganograf´ıa son las herramientas que brindan segu-
ridad a la informacio´n secreta o personal que se transmite ya sea por internet, tele´fono o
cualquier otro medio. Siempre estara´ en evolucio´n debido al mejoramiento de la tecnolog´ıa
y tambie´n debido a los ataques maliciosos que buscan robar la informacio´n confidencial. En
este cap´ıtulo solo se hace una breve introduccio´n a estas disciplinas y se invita al lector a que
revise la bibliograf´ıa en caso que quiera profundizar en estos temas.
Los procesos propuestos en el proyecto son de tipo esteganogra´ficos porque la informacio´n
a transmitir no se modifica ni se encripta (el u´nico cambio que se realiza es codificarla en
co´digo binario). La informacio´n se esconde en una sen˜al cao´tica para as´ı enviarla por un canal
ruidoso en el cual sea imposible determinar que tipo de informacio´n se esta´ enviando para
posteriormente revertir el proceso y recuperarla.
Este co´digo binario se escondera´ en una sen˜al cao´tica la cual viajara por un canal inseguro
hasta el receptor en donde se comparara´ con una sen˜al ana´loga a la original y de esta manera
se recuperara´ el co´digo binario que al decodificar dara´ como resultado el mensaje original. Al
igual que en los me´todos esteganogra´ficos vistos en el cap´ıtulo para transmitir la informacio´n
deseada en necesario generar ruido que en este caso es la sen˜al cao´tica.
Por u´ltimo, en busca de mejorar la seguridad de la informacio´n a transmitir y como se
tiene la facilidad de trabajar con co´digo binario se puede pensar en la combinacio´n de ambos
procesos; el mensaje se cifra mediante algu´n me´todo el cual da como resultado un mensaje
binario y este se enmascara con la sen˜al cao´tica y se transmite, una vez llegue al receptor se
realiza primero la comparacio´n recuperando el mensaje cifrado y con la clave respectiva se
descifra dando como resultado el mensaje original. Con la ayuda de los computadores estos
procesos son relativamente ra´pidos y se pueden optimizar para trabajar en tiempo real.
Aqu´ı concluye el primer cap´ıtulo en el cual se plantea las bases del enmascaramiento de la
informacio´n, en el siguiente cap´ıtulo se estudiara´ algunos aspectos importantes de los sistemas
dina´micos porque es en un tipo especial de estos sistemas se escondera´ la informacio´n.
13
3. DINA´MICA NO LINEAL
En este cap´ıtulo se definen formalmente los elementos sobre los cuales se desarrolla la teor´ıa
de este proyecto, se precisan te´rminos tales como: sistema dina´mico, o´rbita, retrato de fase
y estabilidad.
Los sistemas dina´micos se remontan a Newton con los estudios de la meca´nica celeste y
a Henri Poincare´ con el estudio cualitativo de las ecuaciones diferenciales. Ma´s tarde, en el
siglo XX, se establece el a´rea de los sistemas dina´micos con los estudios de matema´ticos como
Lyapunov, S Smale y V. Arnold, entre otros.
3.1. Sistemas Dina´micos
La definicio´n de un sistema dina´mico se puede aproximar mediante el concepto de sistema
determinista, es decir, situaciones que dependen de una condicio´n inicial que varia con respec-
to a un para´metro (generalmente el tiempo) y a de acuerdo a leyes previamente establecidas,
esto implica que el conocimiento de la situacio´n en un momento dado da una clara historia
de su pasado y una proyeccio´n de su futuro. Al pensar en sistemas dina´micos se debe pensar
en el conjunto en el cual la condicio´n inicial var´ıa (Este conjunto se conoce como Espacio
estado) y en las leyes que determinan la evolucio´n de los estados con respecto al tiempo.
Formalmente se presentara´ la definicio´n de sistema dina´mico propuesta por Kuznetsov [11]
pero para ello es necesario definir los elementos que intervienen en este.
3.1.1. Espacio estado
El espacio estado es el conjunto X que contiene todas las posibles situaciones o estados
de cualquier condicio´n inicial. Adema´s, debido a las leyes del sistema, dado un x ∈ X todo
el pasado y todo el futuro de x tambie´n esta´ en X. Una caracter´ıstica importante de este
conjunto es que para poder comparar diferentes elementos es necesario definir una me´trica
que permita de alguna manera diferenciarlos. Generalmente esta me´trica responde a la nocio´n
de distancia entre dos elementos de X.
Usualmente el espacio estado corresponde a Rn, por lo tanto, los elementos son los vectores
x = (x1, x2, . . . , xn) y la me´trica es la norma euclidiana:
ρ(x, y) = ‖x− y‖ =
√√√√ n∑
i=1
(xi − yi)2, x, y ∈ Rn
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En este proyecto se trabajara´ con X = R3 en done dado x ∈ X la evolucio´n de este
sera´ una o´rbita en el espacio.
3.1.2. Tiempo
Dada alguna condicio´n inicial, la evolucio´n de e´sta significa un cambio de estado en el
sistema en un intervalo de tiempo Ω. Dependiendo como se escoja el tiempo se puede clasificar
los sistemas dina´micos en dos tipos, el continuo (Ω = R) y el discreto (Ω = Z). Los sistemas
dina´micos de tiempo discreto tienen aplicaciones en la ecolog´ıa y en la economı´a en donde
el, por ejemplo, conocimiento del estado en un an˜o espec´ıfico t determina el estado la an˜o
siguiente t + 1. Los sistemas dina´micos de tiempo continuo tienen grandes aplicaciones en
procesos qu´ımicos, f´ısicos y biolo´gicos entre otros. Debido a la naturaleza del proyecto se
trabajara´ con tiempo continuo en el sentido que (Ω ⊂ R), pero ya que se hara´n ca´lculos
nume´ricos para determinar la evolucio´n de los estados, el tiempo dependera´ del nu´mero de
divisiones de Ω, entre ma´s divisiones tenga mejor sera´ la aproximacio´n.
3.1.3. Operador de evolucio´n
Este es el principal componente del sistema dina´mico, es la ley de evolucio´n que determi-
na co´mo cambian los elementos del espacio estado dependiendo del tiempo. Una definicio´n
general de esta ley de evolucio´n se puede dar asumiendo que para un t ∈ Ω se tiene una
aplicacio´n φt:
φt : X 7→ X
Que transforma algu´n estado inicial x0 ∈ X en otro estado xt ∈ X
xt = φ
tx0
La aplicacio´n φt comu´nmente se conoce como el operador de evolucio´n del sistema dina´mico
el cual algunas veces se puede conocer expl´ıcitamente y en otras ocasiones se debe aproxi-
mar mediante ca´lculos nume´ricos. En sistemas dina´micos de tiempo continuo, la familia de
operadores φtt∈Ω es llamada flujo.
φ : Ω ⊆ R×Rn 7→ Rn
El flujo del sistema tiene dos propiedades fundamentales que definen el cara´cter determin´ıstico
del sistema, estas son:
1. φ(0, x) = x, ∀x ∈ X
2. φs+t = φs ◦ φt, ∀t, s ∈ R (3-1)
La primera propiedad implica que el sistema no va a cambiar su estado esponta´neamente y
la segunda implica el estado de evolucio´n del sistema en s+ t unidades de tiempo es el mismo
estado al aplicar primero s unidades y luego t unidades.
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3.1.4. Definicio´n de un sistema dina´mico
Un sistema dina´mico es una tripla {Ω, X, φt}, donde Ω es el conjunto del tiempo, X es
el espacio estado y φt : X 7→ X es una familia de operadores de evolucio´n parametrizados
por t ∈ Ω que satisface las propiedades de 3-1. Espec´ıficamente en este proyecto se tienen
que Ω ⊂ R (Dividido en intervalos), X = R3 y φt : Ω × R3 7→ R3 es una aplicacio´n que
se aproximara´ mediante ana´lisis nume´rico y no se podra´ hallar expl´ıcitamente. De aqu´ı en
adelante se estudiara´n elementos espec´ıficos a los sistemas dina´micos {Ω,R3, φt} y no de
manera general.
3.1.5. O´rbitas y retratos de fase
Una de las formas para estudiar los sistemas dina´micos es estudiando las propiedades
geome´tricas que este tiene, el objeto ba´sico geome´trico de un sistema dina´mico es la o´rbita,
la cual esta´ en el espacio estado, y el retrato fase esta´ compuesto por diferentes o´rbitas.
Dado x0 ∈ R3 una o´rbita es un subconjunto de R3
σ(x0) = {x ∈ R3 : x = φtx0,∀t ∈ Ω}
Ya que se trabaja con sistemas de tiempo continuo las o´rbitas de estos sistemas son curvas
vectoriales en el espacio R3 parametrizadas por t y orientadas en la direccio´n en donde este
crece.
Las o´rbitas tienen diferentes evoluciones que dependen del operador pero se pueden clasi-
ficar en cuatro clases:
σ(x0) tiende a un punto de equilibrio
σ(x0) tiende a una o´rbita perio´dica
σ(x0) escapa al infinito
σ(x0) queda atrapada en una regio´n compacta
Ya que el retrato de fase es el conjunto de o´rbitas para x ∈ R3, comu´nmente se suelen
escoger o´rbitas representativas del espacio estado con las cuales se puede dar una idea de co´mo
evoluciona el sistema dina´mico. Las o´rbitas se caracterizan bajo tres casos, las constantes
φ(t) = p, ∀t ∈ R, las o´rbitas perio´dicas ∃t > 0 mı´nimo tal que φ(t+ τ) = φ(t),∀t ∈ R, y las
o´rbitas aperio´dicas en donde las o´rbitas de las soluciones son abiertas.
Las o´rbitas constantes son aquellas que no var´ıan respecto al tiempo, esta´s se conocen
como puntos de equilibrios. x0 es un punto de equilibrio o punto singular si
φtx0 = x0 ∀t ∈ Ω
El estudio de las singularidades en muchos casos brinda una idea de co´mo son las o´rbitas
cercanas a estas y ayuda a hacer un bosquejo del retrato fase.
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Otro conjunto de importante estudio son los conjuntos invariantes, son aquellos que encie-
rran o´rbitas para todo el tiempo. Un conjunto invariante de un sistema dina´mico {Ω,R3, φt}
es un subconjunto S ⊂ R3 tal que si x0 ∈ S entonces φtx0 ∈ S, ∀t ∈ Ω
3.1.6. Ecuaciones diferenciales
La forma ma´s comu´n para definir un sistema dina´mico en tiempo continuo es por medio
de ecuaciones diferenciales y en este proyecto se trabaja con este tipo de sistemas. Como se
dijo anteriormente, el espacio estado es R3 con coordenadas x = (x1, x2, x3) y las leyes de
evolucio´n esta´n impl´ıcitamente dadas en te´rminos de las razones de cambio x˙ en funcio´n de
x. 
x˙1 = f1(x1, x2, x3)
x˙2 = f2(x1, x2, x3)
x˙3 = f3(x1, x2, x3)
que tambie´n se puede ver de forma vectorial:
x˙ = f(x)
Estos sistemas son conocidos como sistemas auto´nomos, pues f(x) solo depende de x ∈ R3
y no del tiempo.
Con la condicio´n de que la funcio´n
f : R3 → R3
sea de clase Cr, r ≥ 1 los sistemas dina´micos definen orbitas continuas y u´nicas. Pocas
veces esta´s o´rbitas se pueden expresar anal´ıticamente (por ejemplo cuando f es lineal) pero
la gran mayor´ıa de las veces se debe recurrir a herramientas nume´ricas para tener una idea
de la evolucio´n de la o´rbita. Al trabajar con aproximaciones de las o´rbitas resulta importante
garantizar la existencia de la solucio´n, pues algunas veces al hacer los ca´lculos nume´ricos pue-
den aparecer o´rbitas que en verdad no existen. La existencia y la unicidad de las condiciones
esta´n garantizadas por el siguiente teorema.
Teorema de la existencia y unicidad de las soluciones: Considere un sistema dina´mi-
co dado por las ecuaciones diferenciales ordinarias
x˙ = f(x), c ∈ R3
donde f : R3 → R3 es de clase Cr, r ≥ 1 en un subconjunto U ⊂ R3. Entonces existe una
u´nica funcio´n y = g(t, x0), g : R×R3 → R3 tal que para todo x0 ∈ U se cumple que:
1. g(0, x0) = x0
2. Existe un intervalo Ix0 = (ω−(x0), ω+(x0)) tal que para todo t ∈ Ix0
y(t) = g(t, x0) ∈ U
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y
y˙(t) = f(y(t))
En el proyecto, las soluciones se hallan con me´todos de integracio´n nume´ricas pues debido
a la no linealidad de los sistemas de ecuaciones y a la dimensio´n del espacio no se pueden
encontrar anal´ıticamente las soluciones. Las herramientas para dichos ca´lculos abordara´n en
el cap´ıtulo siguiente.
El teorema indica que para que la funcio´n exista y sea u´nica se necesita que el sistema
tenga por lo menos primeras derivadas continuas y una condicio´n inicial x0 ∈ U ⊂ R3, por lo
tanto, para cada x0 existe una u´nica solucio´n que depende de t ∈ Ix0 , este intervalo se conoce
como el intervalo maximal de la solucio´n.
Anteriormente se hablo´ de puntos de equilibrio, para los sistemas dina´micos, al trabajar
con sistemas de ecuaciones diferenciales se tiene que.
x0 es un punto de equilibrio si y solo si f(x0) = 0
y se puede clasificar en tres casos. Los atractores son aquellos que atraen a las orbitas
soluciones que esta´n cerca de ellos, los tipo fuente son aquellos que repelen a las o´rbitas
cercanas y los tipo silla son los que para algunas o´rbitas atrae y para otras repele.
Dada una ecuacio´n diferencial ordinaria, cuando f tiene un comportamiento no lineal y el
espacio fase tiene dimensio´n mayor o igual a tres el sistema dina´mico puede tener comporta-
miento cao´tico. A continuacio´n se presenta una de las definiciones que existen para sistema
cao´tico, esta es por medio de los coeficientes de Lyapunov.
3.2. Sistemas Cao´ticos
Los sistemas dina´micos esta´n regidos por un conjunto de funciones que determinan co´mo
evoluciona una condicio´n inicial. Para sistemas de dimensio´n mayor a tres, algunas veces,
cuando en el conjunto de funciones hay componentes no lineales, las soluciones de condiciones
iniciales muy cercanas son totalmente diferentes o se comportan de manera especial, cuando
esto ocurre el sistema se puede clasificar como cao´tico. Esta no es la u´nica clasificacio´n
sistemas cao´ticos pero es con la que se trabajara´ en este proyecto.
En un sistema que no tenga comportamiento cao´tico, dada una fuente, cualquier condicio´n
inicial cercana se alejara´ exponencialmente y un par de condiciones cercanas se alejara´n
exponencialmente entre s´ı. Despue´s de un tiempo, si la evolucio´n de las soluciones esta´n
acotadas acabara´n acerca´ndose exponencialmente a un atractor o a una o´rbita perio´dica
atractora.
Una o´rbita cao´tica es aquella que se comporta como si estuviera cerca de una fuente siem-
pre, estuviera acotada y nunca pudiera encontrar un atractor (o una o´rbita atractora), por lo
tanto, las o´rbitas de condiciones iniciales cercanas se alejara´n exponencialmente siempre. Esto
quiere decir que el sistema es sensible a las condiciones iniciales puesto que pequen˜as per-
turbaciones en e´stas producen o´rbitas solucio´n totalmente diferentes. Este comportamiento
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general para todos los elementos del espacio estado se puede caracterizar con los los expo-
nentes de Lyapunov.
Se definira´ el nu´mero de Lyapunov como la divergencia promedio por paso a lo largo de
la o´rbita. Dadas dos o´rbitas cercanas de un atractor, un tiempo inicial t0 y un radio de
separacio´n de estas o´rbitas d0, a lo largo del tiempo las trayectorias divergen de modo que
su separacio´n en el instante t satisface la ecuacio´n:
d(t) = d0e
λt
El para´metro λ es el exponente de Lyapunov y cuando este es positivo la trayectoria sera´ cao´ti-
ca. Por lo tanto un sistema cao´tico se define, en sentido de los coeficientes de Lyapunov, como
un sistema que tiene al menos un exponente de Lyapunov positivo.
El ca´lculo de un exponente de Lyapunov se hace de manera nume´rica. Dado un sistema
dina´mico
x˙ = f(x)
y una condicio´n inicial x0, el exponente de lyapunov esta dado por
λ(x0) = l´ım
n→∞
1
n
n−1∑
i=0
Ln|f ′(x∗i )| (3-2)
donde x∗n es la n-e´sima iteracio´n de la o´rbita.
En conclusio´n, algunos sistemas dina´micos no lineales presentan comportamiento cao´tico
es sentido de los coeficientes de Lyapunov, estos sistemas tienen la caracter´ıstica que son
sensibles a pequen˜as perturbaciones en las condiciones iniciales y por lo tanto las o´rbitas
divergen exponencialmente.
Para finalizar el cap´ıtulo, se presenta una lista de los sistemas cao´ticos con los que se
desarrollara´ el objetivo principal del proyecto de grado; por una parte esta´n sistemas cao´ticos
ampliamente estudiados y con importantes aplicaciones f´ısicas o biolo´gicas (El sistema de
Lorenz, el sistema de Ro¨ssler y el sistema de Rikitake) y por otro lado se trabajara´ con los
sistemas cao´ticos que propuso Sprott [26] los cuales son ma´s simples en sus componentes no
lineales y no tienen para´metros. Es claro que existen muchos ma´s sistemas cao´ticos dados
por investigaciones y aplicaciones en varias ramas pero se considera que con el estudio de los
aqu´ı propuestos se cumple con los objetivos de este trabajo .
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3.3. Coleccio´n de sistemas cao´ticos
Sistema Dina´mico Sistema Dina´mico Sistema Dina´mico
i
x˙ = y
y˙ = −x+ yz
z˙ = 1− y2
ii
x˙ = yz
y˙ = x− y
z˙ = 1− xy
iii
x˙ = yz
y˙ = x− y
z˙ = 1− x
iv
x˙ = −y
y˙ = x+ z
z˙ = xz + 3y2
v
x˙ = yz
y˙ = x2 − y
z˙ = 1− 4xy
vi
x˙ = y + z
y˙ = −x+ 0.5y
z˙ = x2 − z
vii
x˙ = 0.4x+ z
y˙ = xz − y
z˙ = −x+ y
viii
x˙ = −y + z2
y˙ = x+ 0.5y
z˙ = x− z
ix
x˙ = −0.2y
y˙ = x+ z
z˙ = x+ y2 − z
x
x˙ = 2z
y˙ = −2y + z
z˙ = −x+ y + y2
xi
x˙ = xy − z
y˙ = x− y
z˙ = x+ 0.3z
xii
x˙ = y + 3.9z
y˙ = 0.9x2 − y
z˙ = 1− x
xiii
x˙ = −z
y˙ = −x2 − y
z˙ = 1.7 + 1.7x+ y
xiv
x˙ = −2y
y˙ = x+ z2
z˙ = 1 + y − 2z
xv
x˙ = y
y˙ = x− z
z˙ = x+ xz
+2.7y
xvi
x˙ = 2.7y + z
y˙ = −x+ y2
z˙ = x+ y
xvii
x˙ = −z
y˙ = x− y
z˙ = 3.1x+ y2
+0.5z
xviii
x˙ = 0.9− y
y˙ = 0.4 + z
z˙ = xy − z
Tabla 3-1.: Sistemas cao´ticos de Sprott
Sistema Dina´mico para´metros
Lorenz
x˙ = σ(y − x)
y˙ = −xz + rx− y
z˙ = xy − bz
σ = 16
r = 45.6
b = 4
Ro¨ssler
x˙ = −(y + z)
y˙ = x+ ay
z˙ = b+ z(x− c)
a = 0.2
b = 0.2
c = 5
Rikitake
x˙ = −µx+ zy
y˙ = −µx+ x(z − a)
z˙ = 1− xy
µ = 2
a = 5
Tabla 3-2.: Sistemas dina´micos cao´ticos
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CAO´TICOS
En el cap´ıtulo anterior se estudiaron los sistemas dina´micos, espec´ıficamente aquellos que
presentan comportamiento cao´tico, la idea fundamental es utilizarlos para sincronizar y en-
mascarar una sen˜al de bits. En este cap´ıtulo se presentara´ los fundamentos ba´sicos de la
sincronizacio´n de los sistemas cao´ticos y en el cap´ıtulo siguiente se enmascarara´ y se recupe-
rara´ sen˜ales utilizando los diferentes tipos de sincronizacio´n vistos aqu´ı.
Para la simulacio´n de los resultados nume´ricos se utilizara´ el software Matlab junto con la
herramienta Simulink, la cual es un poderoso entorno de programacio´n visual que trabaja con
diagramas de flujo, el me´todo de integracio´n utilizado es ode45 con paso variable de ma´ximo
0.0005 y tolerancia relativa de error 10−4. Aunque es de esperar que con estos para´metros
las soluciones nume´ricas sera´n muy aproximadas a las reales pero debido a que se trabaja
con sistemas cao´ticos en algunos casos los resultados nume´ricos pueden ser muy diferentes
a las soluciones reales. Por esta razo´n se ha presentado previamente la teor´ıa matema´tica
que sustenta la sincronizacio´n y basado en estos resultados se procede a hacer experimentos
nume´ricos en donde se puede dar una idea visual de lo que se estudia teo´ricamente. La
integracio´n entre la teor´ıa y los me´todos nume´ricos sustentan este proyecto y los resultados
de este.
En los anexos se presentan algunos de los diagramas de flujos con los que se hicieron los
experimentos nume´ricos de sincronizacio´n y enmascaramiento de las sen˜ales.
La sincronizacio´n se considera como un acoplamiento en el cual dos sistemas cao´ticos
exhiben trayectorias en sus soluciones ide´nticas para grandes valores del tiempo [2][18], es
decir, en un tiempo t0 = 0 los sistemas parten de condiciones iniciales diferentes pero en algu´n
tiempo t1 las soluciones convergen y se vuelven ide´nticas, la idea de que dos comportamientos
cao´ticos impredecibles se funden en una u´nica conducta resulta sorprendente.
4.1. Fundamentos de la sincronizacio´n
En 1990. Louis M. Pecora y Thomas Carroll [22] demostraron que ciertos sistemas cao´ticos
poseen la propiedad de sincronizacio´n, particularmente se denomina auto-sincronizacio´n, pues
un sistema dina´mico se descompone en dos sub-sistemas: un sistema maestro y un sistema
esclavo, los cuales se acoplan por medio de alguna te´cnica.
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Considere el sistema dina´mico auto´nomo
x′ = f(x),

x′1 = f1(x1, x2, . . . , xn)
x′2 = f2(x1, x2, . . . , xn)
...
x′n = fn(x1, x2, . . . , xn)
(4-1)
donde x = (x1, x2, . . . , xn) ∈ Ω ⊆ Rn, con Ω abierto y f = (f1, f2, . . . , fn) : Ω → Rn una
funcio´n clase Cr, r ≥ 1.
Para descomponer el sistema sea v = (x1, x2, . . . , xm) parte del sistema maestro que se
va a acoplar con el sistema esclavo, u = (x1, x2, . . . , xk), parte del sistema maestro que no
interviene con el sistema esclavo y w = (x1, x2, . . . , xl) el sistema esclavo, tal que:
v′ = f(v), m-dimensio´n
u′ = g(u), k-dimensio´n
w′ = h(w), l-dimensio´n
(4-2)
donde n = m+ k + l. Es decir, la descomposicio´n del sistema dina´mico consta de tres fases,
la primera es para el sub-sistema maestro y son las sen˜ales de las que depende el sistema
esclavo (coordenadas maestras), la segunda es tambie´n para el sub-sistema maestro pero en
este caso estas no afectan al sistema esclavo, y la tercera fase es el sub-sistema esclavo.
Este tipo de sincronizacio´n se puede clasificar segu´n el comportamiento de los sub-sistemas,
la sincronizacio´n homoge´nea y la heteroge´nea. Refirie´ndose a la ecuacio´n 4-2, el primer tipo
es cuando la dimensio´n de u es la misma que la de w (m = k) y g(t, u) = h(t, w), si alguno
de las condiciones no se cumple entonces es una sincronizacio´n de tipo heteroge´nea.
4.1.1. Un sistema homoge´neo
A continuacio´n se presenta un ejemplo de un sistema homoge´neo basado en el sistema
de Lorenz, sistema desarrollado en 1960 por el sen˜or Edward Lorenz con el fin de modelar
los comportamientos clima´ticos, este sistema es una modificacio´n del original el cual estaba
compuesto de doce ecuaciones y se ha reducido a tal punto que el sistema maestro y el sistema
esclavo tienen cada uno solo tres ecuaciones:
x˙m = σ(ym − xm)
y˙m = −xmzm + rxm − ym Sistema maestro
z˙m = xmym − bzm
x˙e = σ(ye − xe)
y˙e = −xmze + rxm − ye Sistema esclavo
z˙e = xmye − bze
(4-3)
Para este caso, xm(t) se denomina coordenada sincronizante pues es la coordenada que se
sustituye en el sistema esclavo por xe(t) y por lo tanto el sistema esclavo es dependiente por
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Figura 4-1.: Sistema cao´tico de Lorenz con las condiciones x(0) = 0.1, y(0) = 1, z(0) = 0
medio de xm(t) del sistema maestro y esta fuerza a que el sistema esclavo se comporte de la
misma manera que sistema maestro.
Note que de aqu´ı en adelante las coordenadas de los sistemas estara´n diferenciadas por sus
sub´ındices; una m si pertenecen al sistema maestro y una e si pertenecen al sistema esclavo.
Si la evolucio´n de las o´rbitas solucio´n de xm(t) → xe(t), ym(t) → ye(t) y zm(t) → z(t)e
cuando t→∞, se dice que los sistemas esta´n sincronizados.
La figura 4-2 muestra la sincronizacio´n del sistema de Lorenz para las tres o´rbitas solucio´n
de la ecuacio´n 4-3, con para´metros σ = 16, r = 45.6 y b = 4 y condiciones iniciales:
xm(0) = 0.1 xe(0) = −15.9
ym(0) = 1 ye(0) = 5.5
zm(0) = −2.5 ze(0) = 15
Aqu´ı se observa el proceso de sincronizacio´n; las dos o´rbitas comienzan diferente pero a
medida que avanza el tiempo las o´rbita del sistema esclavo xe(t), ye(t) y ze(t) convergen a
las del sistema maestro xm(t), ym(t) y zm(t).
Otra manera de caracterizar la sincronizacio´n de un sistema es por medio del diagrama de
sincronizacio´n, en e´ste se grafica xm(t) con respecto a xe(t). Cuando ambos sistemas tienen
las mismas condiciones iniciales el diagrama generara´ una l´ınea recta pero cuando no se
parte de las mismas condiciones dicha recta tendra´ algunas perturbaciones debido a que la
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Figura 4-2.: Sincronizacio´n en el sistema de Lorenz para xm(t) y xe(t) (izquierda) y para las
coordenadas y(t) y z(t) (derecha). t = 4 seg.
sincronizacio´n no se produce desde un principio sino que ha tardado un poco, a partir de ese
momento la sincronizacio´n ya es perfecta. En caso de no haber sincronizacio´n la gra´fica se
asemejara´ a un ruido y no a una l´ınea recta. La figura 4-3 muestra cuando hay sincronizacio´n.
Figura 4-3.: Diagrama de sincronizacio´n para el sistema de Lorenz
4.1.2. Un Sistema Open-Plus-Closed-Loop
Este tipo de sincronizacio´n se puede clasificar como heteroge´nea. Sea el sistema dina´mico
x′(t) = f(x) de la ecuacio´n 4-1 descompuesto de la forma de la ecuacio´n 4-2 tal que la
dimensio´n de u es la misma que la de w, (m = k), pero g(t, u) 6= h(t, w) (es por esta razo´n
que es heteroge´nea). Para el estudio de este tipo de sincronizacio´n se ha escogido el trabajo
de Sprott [26] en el cual propone una coleccio´n de sistemas cao´ticos de mayor simpleza
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Figura 4-4.: Sistema 14 de Sprott con las condiciones x(0) = −4, y(0) = 1.5, z(0) = −12
que el de Lorenz, Ro¨ssler o Rikitake, pues la parte no lineal se presenta menos veces y en
algunos casos se utilizan menos para´metros. Lerescu, Constandache, Oancea y Grosu [12][13]
estudiaron estos sistemas y propusieron la sincronizacio´n OPCL para los sistemas de Sprott,
a continuacio´n se estudia un sistema de estos.

x˙m = −2ym
y˙m = xm + z
2
m Sistema maestro
z˙m = 1 + ym − 2zm
x˙e = −2ye
y˙e = xe + z
2
e + (p− 2zm)(ze − zm) Sistema esclavo
z˙e = 1 + ye − 2ze, p < 0
(4-4)
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Figura 4-5.: Sincronizacio´n en el sistema de Sproot 4-10 zm(t) y ze(t) (izquierda) y para las coor-
denadas x(t) y y(t) (derecha). t = 20 seg.
En este caso la coordenada maestra es z pero la forma de sincronizar es diferente pues
y˙m(t) 6= y˙e(t) y esto hace que g(t, u) 6= h(t, w) con u = (xm, ym, zm) y w = (xe, ye, ze). La
figura 4-5 da muestra de la sincronizacio´n de la o´rbita solucio´n de zm(t) y ze(t) con para´metro
p = −16 y las condiciones iniciales:
xm(0) = −4 xe(0) = 2.5
ym(0) = 1.5 ye(0) = 0.2
zm(0) = −12 ze(0) = 5
De nuevo, a medida que va creciendo t ze(t) converge a zm(t). Ma´s adelante veremos que este
sistema no es globalmente sincronizable, es decir, existen condiciones iniciales en las que las
soluciones del sistema esclavo y el sistema maestro no convergen.
4.2. Sincronizacio´n de un sistema cao´tico
En la seccio´n anterior se utilizo´ el sistema de Lorenz y uno de los sistemas de Sprott para
mostrar como el sistema maestro fuerza al sistema esclavo a que su solucio´n converja. La
sincronizacio´n significa entonces que los comportamientos de los sistemas maestro y esclavo
son ide´nticos para grandes intervalos, o lo que es lo mismo su diferencia se hace nula.
La construccio´n del sistema de diferencia es de bastante utilidad para estudiar cuando
un sistema se puede sincronizar y cuando no, pues si se hace un ana´lisis de estabilidad al
origen y este punto resulta un atractor para una vecindad a su alrededor se puede garantizar
la sincronizacio´n, es decir, cuando el origen sea una singularidad asinto´ticamente estable es
porque las soluciones de los dos sistemas convergen.
Se definira´ un sistema de diferencia de la siguiente manera. Sea v˙m = f(vm) es sistema
maestro y v˙e = g(ve) el sistema esclavo, entonces e˙ = v˙m − v˙e, ya que para el proyecto solo
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se estudian sistemas cao´ticos en R3, se tiene que:
x˙m = F1(xm, ym, zm)
y˙m = F2(xm, ym, zm)
z˙m = F3(xm, ym, zm)︸ ︷︷ ︸
x˙e = G1(xe, ye, ze)
y˙e = G2(xe, ye, ze)
z˙e = G3(xe, ye, ze)︸ ︷︷ ︸
e˙x = x˙m − x˙e
e˙y = y˙m − y˙e
e˙z = z˙m − z˙e︸ ︷︷ ︸
Sistema maestro Sistema esclavo Sistema de diferencia
(4-5)
Donde Fi y Gi depende de si los sistemas son homoge´neos o heteroge´neos.
Del sistema de diferencia se estudiara´ el sub-sistema conformado por las variables diferentes
a la maestra y si el origen de este sistema es asinto´ticamente estable, entonces entre los dos
sistemas existe sincronizacio´n.
Estudiando el sistema de Lorenz de la ecuacio´n 4-3, siendo x la variable maestra se tiene
que el sistema de diferencia esta´ dado por:
e˙x = σ(ey − ex)
e˙y = −x(t)ez − ey
e˙z = x(t)ey − bez
(4-6)
Y el sub-sistema esta´ conformado por las ecuaciones de e˙y y e˙z. Con el fin de verificar si
(ey, ez) = (0, 0) es un atractor para el sub-sistema se aplica el Teorema de Lyapunov, el cual
dice que si en el sistema se puede encontrar una funcio´n de Lyapunov en (0, 0), entonces este es
estable, y si la funcio´n de Lyapunov es estricta entonces dicha singularidad es asinto´ticamente
estable.
Para el sub-sistema de la ecuacio´n 4-6 se escoge la funcio´n de Lyapunov:
V (ey, ez) =
1
2
(e2y + e
2
z) (4-7)
Esta es una funcio´n de Lyapunov estricta pues se cumple que
1. V (0, 0) = 0 y V (ey, ez) > 0,∀(ey, ez) ∈ R2, (ey, ez) 6= (0, 0)
2. V˙ (ey, ez) = ∇V (ey, ez) ·
(
e˙y
e˙z
)
< 0,∀(ey, ez) ∈ R2, (ey, ez) 6= (0, 0), b > 1
Entonces, cuando b > 1, el sub-sistema de diferencias tiene un atractor, y las soluciones de
ey y ez decrecera´n ra´pidamente (exponencialmente) hacia cero.
Ahora se puede estudiar el comportamiento de ex cuando t→∞, para tal fin se utilizara´ la
funcio´n 4-6.
e˙x = σ(ey − ex), ey → 0
⇓
e˙x = σex
(4-8)
Entonces cuanto t→∞ de la ecuacio´n 4-8 se puede hallar la solucio´n anal´ıtica, la cual es
ex(t) = (xm(0)− xe(0))e−σt (4-9)
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Por lo tanto siempre que σ > 0 ex decrece exponencialmente hacia cero.
Hasta el momento solo se han tenido en cuenta dos condiciones σ > 0, b > 1, lo cual
significa que la convergencia de las soluciones al origen no importa de las condiciones iniciales
tenga el sistema de diferencia, esto u´ltimo significa que los sistemas maestro y esclavo son
sincronizables globalmente.
4.2.1. Condiciones para la sincronizacio´n
Cuando el sistema de diferencia tiende al origen como un punto asinto´ticamente estable
entonces los sistemas maestro y esclavo presentan sincronizacio´n, esto se puede generalizar
por medio de los coeficientes de Lyapunov los cuales indican la rata de crecimiento o decreci-
miento exponencial que tiene una solucio´n con respecto a la singularidad, por lo tanto si los
coeficientes de Lyapunov del sistema de diferencia son negativos la singularidad es asinto´ti-
camente estable y existe sincronizacio´n, pero si los coeficientes son positivos las soluciones se
separan exponencialmente y no habra´ sincronizacio´n.
En 1991 Pecora y Carroll [21] demostraron que el atractor de Lorenz presenta sincronizacio´n
cuando se utiliza a x(t) o a y(t) como coordenada maestra, pues los coeficientes de Lyapunov
del sistema de diferencia son negativos, pero cuando se utiliza a z(t) no hay sincronizacio´n
porque los coeficientes de Lyapunov son positivos. La tabla 4-1 muestra las conclusiones a
las que llegaron Pecora u Carroll.
Sistema Coordenada Sub-sistema Coeficientes
Cao´tico Sincronizante Esclavo de Lyapunov
Lorenz x (y, z) (−2.5,−2.5)
σ = 16, b = 4, r = 45.92 y (x, z) (−3.95,−16)
z (x, y) (7.89× 10−3,−17)
Tabla 4-1.: Condiciones de los coeficientes Lyapunov para las diferentes coordenadas sincronizan-
tes en el Sistema de Lorenz
El sistema de Sprott 4-10
x˙m = −2ym
y˙m = xm + z
2
m
z˙m = 1 + ym − 2zm
x˙e = −2ye
y˙e = xe + z
2
e + (p− 2zm)(ze − zm)
z˙e = 1 + ye − 2ze, p < 0
(4-10)
tiene como coordenada maestra a z(t), para la ecuacio´n de diferencia es mucho ma´s com-
plicado encontrar los coeficientes de Lyapunov, o una funcio´n estricta de Lyapunov, esto se
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debe a que el origen de este sistema no es globalmente asinto´ticamente estable porque existen
condiciones iniciales (ex(0), ey(0), ez(0)) las cuales no son atra´ıdas por el origen; para estas
condiciones iniciales no hay sincronizacio´n.
Dado el sistema 4-10 se tiene que es sistema de diferencia es:
e˙x = −2ey
e˙y = ex + e
2
z + pez
e˙z = ey − 2ez, p < 0
(4-11)
Escogiendo el para´metro p = −10 y las condiciones iniciales ex(0) = −20, ey(0) =
12, ez(0) = 10 la figura 4-6 (izquierda) muestra como las soluciones decrecen exponencial-
mente a cero, lo cual quiere decir que para estas condiciones el sistema es sincronizable. El
caso contrario se da con el mismo para´metro y las condiciones iniciales ex(0) = −20, ey(0) =
12, ez(0) = 11, (solo var´ıa ez(0) por una unidad), en la figura 4-6 (derecha) se ve como en
un pequen˜o intervalo de tiempo las soluciones crecen exponencialmente.
Figura 4-6.: Solucio´n del sistema 4-11 con p = −10, condiciones ex(0) = −20, ey(0) = 12, ez(0) =
10 y ez(0) = 11
Para demostrar que este sistema (y los otros sistemas de Sprott [26]) son sincronizables
para ciertos para´metros Lerescu, Constandache, Oancea y Grosu [12] se basaron en el trabajo
de Jackson y Grosu [9] quienes demostraron un nuevo me´todo de sincronizacio´n llamado the
Open-Plus-Closed-Loop (OPCL). El sistema OPCL modifica alguna o algunas ecuaciones del
sistema cao´tico sumando ecuaciones en las que intervienen una o varias coordenadas maestras
y uno o varios para´metros.
EL OPCL necesita un sistema maestro dado por
d
dt
u(t) = F (u(t)); u ∈ Rn (4-12)
Sea v(t) = (xe(t), ye(t), ze(t)), v(t) ∈ R3 el sistema esclavo esta determinado por:
d
dt
v(t) = F (v(t)) +D(v(t), u(t)) (4-13)
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donde
D(v(t), u(t)) = D1(u(t)) +D2(v(t), u(t)) (4-14)
D1(u(t)) =
du(t)
dt
− F (u(t)) (4-15)
D2(v(t), u(t)) =
(
H − δ
δt
F (u(t))
)
(v(t)− u(t)) (4-16)
El sistema esclavo tiene dos te´rminos: D1 es llamado open-loop y D2 close-loop. De aqu´ı viene
el nombre del me´todo de sincronizacio´n. H es una matriz constante de Hurwitz arbitraria, y
el co´mo se escoja esta matriz determina la simplicidad del sistema esclavo.
Sea e(t) = v(t) − u(t), la sincronizacio´n ocurre cuando v(t) → u(t), es decir cuando el
origen del sistema de diferencia es asinto´ticamente estable (e(t)→ 0).
Tomando una expansio´n en series de Taylor de F (v(t)) centrada en u(t) se tiene que:
F (v) = F (u) +
δ
δt
F (u)(v − u) + . . . (4-17)
Dado que e(t) = v(t)− u(t)
F (v) = F (u) +
δ
δt
F (u)(e) + . . . (4-18)
Por la ecuacio´n 4-13
dv
dt
−D(v, u) = dv
dt
+
δ
δt
F (u)(e) + . . . (4-19)
Y por las ecuaciones 4-20, 4-15, 4-16
dv
dt
− dv
dt
=
δ
δt
F (u)(e) +
(
du(t)
dt
− F (u(t))
)
+
(
H − δ)
δt
F (u)
)
(e) + . . . (4-20)
Como D1(u) = 0,
de
dt
=
dv
dt
− dv
dt
, y despreciando el resto de la serie de Taylor, se tiene que
de
dt
= He (4-21)
Donde se concluye que e(t) tiene el origen asinto´ticamente estable y por lo tanto el sistema
es sincronizable.
Cabe resaltar dos aspectos importantes. El primero es que la simplicidad del sistema esclavo
es determinada por H, entre ma´s simple sea esta matriz, ma´s simple sera´ el sistema. La
segunda es que como se utilizo´ una aproximacio´n lineal dada por la serie de Taylor para
comprobar el hecho de que el sistema diferencia es asinto´ticamente estable, se deduce que los
sistemas no siempre sera´n sincronizables sino solo para condiciones iniciales cercanas entre
s´ı. Para probar este hecho es necesario encontrar una funcio´n estricta de Lyapunov o que los
coeficientes de Lyapunov son negativos.
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Para entender co´mo funciona la sincronizacio´n OPCL se trabajara´ con uno de los sistemas
que propone Sprott (ecuacio´n 4-10):
x˙m = −2ym
y˙m = xm + z
2
m
z˙m = 1 + ym − 2zm
Se tiene que:
u(t) = (xm(t), ym(t), zm(t)), F (u(t)) =
 −2ymxm + z2m
1 + ym − 2zm
 , u(t) ∈ R3
D(v(t), u(t)) = D2(v(t), u(t)) =
(
H − δ
δt
F (u)
)
(v(t)− u(t))
porque D1(u(t)) = 0. Para este caso:
δ
δt
F (u) =
 0 −2 01 0 2zm(t)
0 1 −2
 (4-22)
Entonces se puede escoger
H =
 0 −2 01 0 p
0 1 −2
 (4-23)
y buscar la condicio´n de p para que los valores propios de H tengan parte real negativa. Para
este caso se tiene que p < 0. Entonces
d
dt
v(t) = F (v(t)) +
(
H − δ
δt
F (u(t))
)
(v(t)− u(t))
donde(
H − δ
δt
F (u(t))
)
(v(t)− u(t)) =
 0 −2 01 0 p
0 1 −2
−
 0 −2 01 0 2zm(t)
0 1 −2
 (v(t)− u(t))
=
 0 0 00 0 p− 2zm
0 0 0
 xe − xmye − ym
ze − zm

=
 0(p− 2zm)(ze − zm)
0

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y por esta razo´n el sistema esclavo es
x˙e = −2ye
y˙e = xe + z
2
e + (p− 2zm)(ze − zm)
z˙e = 1 + ye − 2ze, p < 0
Un caso especial del sistema OPCL es cuando la matriz H no tiene los valores propios
negativos, en este caso se puede demostrar que el sistema de diferencia tiene al origen como
un punto asinto´ticamente estable y por lo tanto los sistemas maestro y esclavo convergen.
Se escoge el sistema de Sprott dado por las ecuaciones:

x˙m = ym
y˙m = −xm + ymzm
z˙m = 1− y2m
(4-24)
Entonces, haciendo el proceso del me´todo OPCL se tiene que
u(t) = (xm(t), ym(t), zm(t)), F (u(t)) =
 ym(t)−xm(t) + ym(t)zm(t)
1− ym(t)2
 , u(t) ∈ R3
D(v(t), u(t)) = D2(v(t), u(t)) =
(
H − δ
δt
F (u)
)
(v(t)− u(t))
porque D1(u(t)) = 0. Para este caso:
δ
δt
F (u) =
 0 1 0−1 zm(t) ym(t)
0 2ym(t) 0
 (4-25)
se puede escoger
H =
 0 1 0−1 p 0
0 0 0
 (4-26)
y buscar la condicio´n de p para que los valores propios de H tengan parte real negativa. En
caso que no se pueda condicionar p entonces se introduce un nuevo para´metro.
La ecuacio´n caracter´ıstica de la ecuacio´n 4-26 es:
λ3 − pλ2 − λ = 0 (4-27)
Y en esta ecuacio´n se deduce que
λ = 0, λ =
p±√p2 − 4
2
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Ya que un valor propio es cero, se deber´ıa escoger otra H, pero resulta que, au´n teniendo
un valor propio nulo, con esta matriz se puede construir un sistema esclavo que sincronce.
Comenzando con las ecuaciones 4-13 y 4-16 se tiene que:
d
dt
v(t) = F (v(t)) +
(
H − δ
δt
F (u(t))
)
(v(t)− u(t))
donde(
H − δ
δt
F (u(t))
)
(v(t)− u(t)) =
 0 1 0−1 p 0
0 0 0
−
 0 1 0−1 zm(t) ym(t)
0 2ym(t) 0
 (v(t)− u(t))
=
 0 0 00 p− zm −ym
0 −2ym 0
 xe − xmye − ym
ze − zm

=
 0(p− zm)(ye − ym)− ym(ze − zm)
2ym(ye − ym)

Entonces
e˙x = ye − ym
e˙y = xe − xm + yeze − ymzm + pye − pym − zmye + zmym − ymze + ymzm
e˙z = −y2e + y2m + 2ymye − 2y2m
(4-28)
Simplificando el sistema dado por la ecuacio´n 4-28, el sistema diferencia queda:
e˙x = ey
e˙y = −ex + pey + eyez
e˙z = −e2y
(4-29)
Y este sistema tiene al origen como un punto globalmente asinto´ticamente estable. Escogiendo
la funcio´n de Lyapunov:
V (ex, ey, ez) =
1
2
(e2x + e
2
y + e
2
z) (4-30)
se cumple
1. V (0, 0) = 0 y V (ex, ey, ez) > 0,∀(ex, ey, ez) ∈ R3, (ex, ey, ez) 6= (0, 0, 0)
2. V˙ (ex, ey, ez) = pe
2
y, y V˙ (ex, ey, ez) < 0 si p < 0
En conclusio´n, si el sistema maestro es
x˙m = ym
y˙m = −xm + ymzm
z˙m = 1− y2m
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Entonces el sistema esclavo es
x˙e = ye
y˙e = −xe + yeze + (p− zm)(ye − ym)− ym(ze − zm)
z˙m = 1− y2e + 2ym(ye − ym)
(4-31)
Con p < 0 los sistemas son sincronizables (au´n escogiendo una matriz que no es de Hur-
witz). En este sistema se transmiten dos coordenadas maestras y(t) y z(t) y es sincronizable
para cualquier condicio´n inicial.
4.3. La no Sincronizacio´n de sistemas Cao´ticos
En la seccio´n anterior se estudio´ el sistema de Lorenz, (ecuacio´n 4-3) el cual sin importar
las condiciones iniciales siempre sera´ sincronizable con x(t) o y(t) como coordenada maestra,
as´ı mismo, cuando se intenta sincronizar z(t) como coordenada maestra el sistema no es sin-
cronizable (debido a que los coeficientes de Lyapunov del sistema de referencia son positivos).
El sistema Maestro - Esclavo que esta determinado por el sistema de ecuaciones 4-32
x˙m = σ(ym − xm)
y˙m = −xmzm + rxm − ym Sistema maestro
z˙m = xmym − bzm
x˙e = σ(ye − xe)
y˙e = −xezm + rxe − ye Sistema esclavo
z˙e = xeye − bze
(4-32)
La figura 4-7 muestra como las tres coordenadas no se sincronizan
Tambie´n se estudio´ la sincronizacio´n OPCL la cual permite encontrar un sistema esclavo a
partir de un sistema maestro pero el inconveniente de esta sincronizacio´n es que generalmente
este tipo de sistemas no es globalmente sincronizable, es decir, solo se puede sincronizar en
determinadas regiones de R3; el sistema de Sprott (ecuacio´n 4-10) depende de escoger de
manera correcta las condiciones iniciales para sincronizar y el sistema de Sprott (ecuaciones
4-24 4-31) presenta sincronizacio´n en todo R3.
La sincronizacio´n OPCL permite sincronizar cualquier sistema cao´tico y la sincronizacio´n
que propusieron Louis M. Pecora y Thomas Carroll [22] no sirve para cualquier sistema
cao´tico.
El sistema de Ro¨ssler es un ejemplo de la imposibilidad de sincronizarlo de manera ho-
moge´nea y la posibilidad de sincronizarlo con el me´todo OPCL, muestra que la estabilidad
y convergencia de las soluciones puede cambiar dra´sticamente. Este sistema esta´ dado por
x˙ = −(y + z)
y˙ = x+ ay
z˙ = b+ z(x− c)
(4-33)
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Figura 4-7.: La no sincronizacio´n del sistema de Lorenz
Pecora y Carroll [21] demostraron que en este sistema cao´tico ninguna de las coordenadas
puede sincronizar. Si se escoge z(t) como coordenada maestra, el sub-sistema (x(t), y(t)) es
lineal y los coeficientes de Lyapunov dependen del para´metro a > 0, λ1 ∼ λ2 ∼ a/2, por lo
tanto con z(t) los sistemas no sincronizan. Por otro lado, al escoger a x(t) el sub-sistema
(y(t), z(t)) siempre tendra´ coeficientes de Lyapunov positivos iguales a a siendo inestable
tambie´n. El caso de y(t) es ma´s complicado que los anteriores, Pecora y Carroll estudiaron
los valores t´ıpicos de los para´metros (a = b = 0.2) y c ∈ [3, 11] y mostraron que para estos
casos el sistema tambie´n es inestable.
Si se escoge a y(t) como coordenada maestra con los para´metros a = b = 0.2, c = 4.7, la
figura 4-9 muestra como inicialmente las soluciones intentan converger pero nunca lo hacen,
por lo tanto el sistema no es sincronizable.
Por otro lado el sistema de Ro¨sstel si presenta sincronizacio´n por el me´todo OPCL. Sea el
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Figura 4-8.: Sistema cao´tico de Ro¨ssler con las condiciones x(0) = −1, y(0) = 1, z(0) = 2 y
a = b = 0.2, c = 5
sistema dado por la ecuacio´n 4-33 con a = b = 0.2 y c = 5, se tiene que
δ
δt
F (u) =
 0 −1 −11 0.2 0
zm 0 xm − 5
 (4-34)
por o tanto se puede escoger H con solo un para´metro
H =
 0 −1 −11 0.2 0
p 0 −5
 (4-35)
La ecuacio´n caracter´ıstica de la ecuacio´n 4-35 es:
λ3 +
24
5
λ2 + pλ+ 5− p
5
= 0 (4-36)
La condiciones Routh-Hurwitz para que la ecuacio´n 4-36 tenga soluciones con parte real
negativa son
λ3 + a1λ
2 + a2λ+ a3 = 0, a1 > 0, a1a2 − a3 > 0, a3 > 0
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Figura 4-9.: Solucio´n del sistema de Ro¨ssler 4-33 con las condiciones x(0) = −1, y(0) = 1, z(0) = 2
y a = b = 0.2, c = 5
por lo tanto
a1 > 0 a1a2 − a3 > 0 a3 > 0
24
5
> 0
24
5
p−
(
5− 1
5
p
)
> 0 5− 1
5
p > 0
24
5
p+
1
5
p− 5 > 0 5 > 1
5
p
5p− 5 > 0 25 > p
p > 1 p < 25
p ∈ (1, 25)
(4-37)
Entonces para que haya sincronizacio´n es necesario que p ∈ (1, 25). Ahora para hallar el
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sistema esclavo correspondiente se tiene
d
dt
v(t) = F (v(t)) +
(
H − δ
δt
F (u(t))
)
(v(t)− u(t))
donde(
H − δ
δt
F (u(t))
)
(v(t)− u(t)) =
 0 −1 −101 0.2 0
p 0 −5
−
 0 −1 −11 0.2 0
zm 0 xm − 5
 (v(t)− u(t))
=
 0 0 00 0 0
p− zm 0 −xm
 xe − xmye − ym
ze − zm

=
 00
(p− zm)(xe − xm)− xm(ze − zm)

Entonces con el sistema de ecuaciones 4-33 como sistema maestro, el sistema esclavo es
x˙e = −(ye + ze)
y˙e = xm + aye
z˙e = b+ ze(xe − c) + (p− zm)(xe − xm)− xm(ze − zm)
(4-38)
Con p ∈ (1, 25), en este sistema se transmiten dos coordenadas maestras x(t) y z(t), lamenta-
blemente no se pudo encontrar una funcio´n estricta de Lyaponov en el sistema de diferencia
para probar si es sincronizable en todo R3. La figura 4-10 muestra la sincronizacio´n de los
sistemas con p = 2 y las condiciones iniciales
xm(0) = 5 xe(0) = −6
ym(0) = 1 ye(0) = −5
zm(0) = 1.7 ze(0) = 2.8
Lerescu, Constandache, Oancea y Grosu [12] en los sistemas que estudiaron de Sprott [26]
proponen sistemas sincronizables con dos o con las tres coordenadas maestras, para finalizar
este cap´ıtulo se estudia la sincronizacio´n de un sistema el cual tiene a las tres coordenadas
maestras y dos para´metros. El sistema esta´ dado por
x˙m = −ym
y˙m = xm + zm Sistema Maestro
z˙m = xmzm + 3y
2
m

x˙e = −ye
y˙e = xe + ze Sistema esclavo
z˙m = xeze + 3y
2
e + (p2 − zm)(xe − xm)− 6ym(ye − ym) + (p1 − xm)(ze − zm)
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Figura 4-10.: Sincronizacio´n del sistema de Ro¨ssler 4-33 y 4-38 con p = 2
(4-39)
Con p1 < 0, p1 < p2 y p2 < 0. Este sistema no se puede sincronizar para todo R
3 adema´s
en la figura 4-11 se ve que estos sistemas sincronizan para valores altos de tiempo y no como
los anteriores sistemas estudiados que lo hacen de manera ma´s ra´pida.
4.4. Conclusiones
La sincronizacio´n entre sistemas cao´ticos se da cuando las soluciones del sistema esclavo
convergen a las del sistema maestro. En este cap´ıtulo se estudio´ los diferentes me´todos para
sincronizar sistemas dina´micos cao´ticos; la sincronizacio´n Homoge´nea y la sincronizacio´n
OPCL.
Con el me´todo Homoge´neo se tiene que la sincronizacio´n es global y se necesita una coorde-
nada sincronizante. Con el me´todo OPCL la sincronizacio´n no siempre es global y en algunos
casos, dependiendo de la matriz H, se necesitan dos o las tres coordenadas sincronizantes.
El me´todo OPCL permite encontrar una gama de sistemas esclavos en cambio el me´todo
Homoge´neo solo tiene un sistema esclavo.
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Figura 4-11.: Sincronizacio´n del sistema de 4 de Sprott 4-39 con p1 = −14 y p2 = −22
La sincronizacio´n homoge´nea converge ma´s ra´pido que la OPCL.
El sistema de Lorenz y de Ro¨ssler tienen para´metros que intervienen en el sistema de
ecuaciones, los sistemas que propone Sprott son sistemas ma´s sencillos y sin para´metros.
Esto puede ser un beneficio en el momento de construir circuitos con los sistemas dina´micos
para transmitir la informacio´n.
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4.5. Chaotic Shift Keying (CSK)
El me´todo CSK es una segunda potencial manera de utilizar la sincronizacio´n para trans-
mitir informacio´n, en este me´todo utiliza solo sen˜ales binarias. La idea ba´sica es modular
algu´n para´metro del sistema maestro la cual depende del valor de la sen˜al a transmitir. En
el sistema esclavo el coeficiente de modulacio´n producira´ un error de sincronizacio´n entre la
sen˜al recibida y la sen˜al regenerada. Usando este error el mensaje puede ser recuperado.
Por lo tanto, este me´todo utiliza dos sistemas maestros que se diferencian por el cambio de
uno de los para´metros y un sistema esclavo que se acopla con los sistemas maestros. Utilizando
la misma coordenada sincronizante en ambos sistemas maestros la sen˜al que se transmite es
la combinacio´n de dichas coordenadas; la primera si el pulso es cero y la segunda cuando el
pulso es uno. Esto hace que la coordenada regenerada sea ide´ntica a la primera cuando el
pulso es cero y produzca un error cuando el pulso sea uno, finalmente al restar la coordenada
regenerada del sistema esclavo con la coordenada sincronizante del primer sistema maestro
la sen˜al resultante es muy cercana a cero cuando el pulso era cero y presentara´ un ruido
significativo cuando el pulso sea uno, estos ruidos permiten recuperar el pulso original.
El esquema de la figura 4-12 da una idea de la estructura de la te´cnica CSK cuando xm1(t)
es la coordenada sincronizante.
Figura 4-12.: Esquema Chaotic Shift Keying
Del emisor (la combinacio´n de los sistemas maestros, Sm1(x, y, z) y Sm2(x, y, z)) se escoge
la coordenada sincronizante xm1(t) y xm2(t) para cada instante de t si p(t) = 0 se transmite
xm1(t) y si p(t) = 1 se transmite xm2(t), entonces s(t) es el resultado de combinar las coorde-
nadas sincronizantes. Luego s(t) se acopla con el receptor (sistema esclavo) y genera a xe(t),
esta se resta con s(t); r(t) = xe(t)− s(t) es una sen˜al compuesta con una amplitud significa-
tivamente grande cuando p(t) = 1, en comparacio´n a la baja amplitud cuando p(t) = 0. pˆ(t)
es la sen˜al que resulta al detectar el ruido de r(t) y convertirlo en uno y el resto convertirlo
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en cero.
De nuevo, el primer sistema de prueba va a ser el de Lorenz dado por la ecuacio´n 4-3 con
los para´metros σ = 16, r = 45.6 y b = 4, se escoge a el para´metro b para que module la sen˜al
a transmitir s(t), por lo tanto b1 = 4 y b2 = 4.4 diferencia a los dos sistemas maestros:

x˙m1 = σ(ym1 − xm1) x˙m2 = σ(ym2 − xm2)
y˙m1 = −xm1zm1 + rxm1 − ym1 y˙m2 = −xm2zm2 + rxm2 − ym2
z˙m1 = xm1ym1 − 4zm1 z˙m2 = xm2ym2 − 4.4zm2
x˙e = σ(ye − xe)
y˙e = −xmze + rxm − ye
z˙e = xmye − 4ze
(4-40)
Las condiciones de los sistemas maestros y del sistema esclavo son:
xm1(0) = 0.1 xm2(0) = 0.1 xe(0) = −15.9
ym1(0) = 1 ym2(0) = 1 ye(0) = 5.5
zm1(0) = −2.5 zm2(0) = −2.5 ze(0) = 15
Para el primer experimento nume´rico se va a escoger un pulso con un periodo de 0.2 seg,
como la amplitud del pulso no influye ni en la transmisio´n ni en la sincronizacio´n ni en la
recuperacio´n entonces tendra´ un valor de 1. la figura 4-13 muestra el pulso y su espectro de
fourier.
Figura 4-13.: Pulso cuadrado p(t), amplitud 1, periodo 0.2 seg
Este pulso actu´a como condicional en los sistemas maestros, para t > 0, si p(t) = 1 entonces
se transmite xm1 , si no, se transmite xm2 y esta sen˜al (s(t)) es la que se va a acoplar con el
receptor, en la figura 4-14 se ve el resultado de la simulacio´n nume´rica de s(t).
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Figura 4-14.: Sen˜al a transmitir s(t)
A simple vista el enmascaramiento se ha hecho con e´xito, pues en s(t) no se ven saltos ni
perturbaciones que indiquen la presencia de informacio´n, como no se esta´ sumando el pulso,
las frecuencias preferenciales del pulso tampoco se vera´n en F[s(t)] y si este espectro tiene
alguna frecuencia preferencial no dara´ indicios de la informacio´n que se enmascaro, en la
figura 4-15 se presenta el espectro de s(t) cruzado con el de p(t).
Figura 4-15.: Espectros de frecuencias de s(t) y p(t)
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Una vez superado el proceso de enmascaramiento de la informacio´n s(t) se acopla en el
receptor y los sistemas se sincronizan generando a xe(t) y la diferencia de esta con s(t)
deber´ıa dar idea del pulso que se envio´, la figura 4-16 muestra los resultados de la simulacio´n
contrastado con el pulso original p(t).
Figura 4-16.: Con la sen˜al que se recupera r(t) = xe(t)−s(t) resulta imposible reconstruir el pulso
Se observa dos intervalos de tiempo de la sen˜al resultante y el pulso original, con el resultado
obtenido no es posible reconstruir el pulso porque no se puede diferenciar los ceros de los
unos, la simulacio´n nume´rica para todo el tiempo arroja el mismo resultado.
Esto se puede deber a dos razones la primera es a la sensibilidad del para´metro que se
escogio´ para modular pues es posible que al variarlo ma´s o menos se pueda reducir el ruido
generado en r(t) para as´ı identificar los ceros de los unos, la segunda razo´n puede ser porque
el periodo de p(t) es pequen˜o y entonces la sen˜al r(t) = s(t) − xe(t) no alcanza a nivelarse
en los ceros produciendo un ruido constante.
Se realizaron varias simulaciones nume´ricas conservando el periodo de 0.2 seg y variando
a b2 = 3, 3.2, 3.4, 3.6, 3.8, 4.2, 4.4, 4.6, 4.8, 5, en ninguno de los casos se logro´ generar una
sen˜al r(t) que de indicios del pulso enmascarado, por ahora estos resultados indican que el
para´metro no es el problema sino que puede ser el periodo del pulso.
Al ampliar el periodo los resultados de la simulacio´n nume´rica son satisfactorios; cuando
se env´ıa un pulso con un periodo mayor de 3 seg y con el para´metro b1 = 4 y b2 = 4.4 se
logra enmascarar a p(t) y recuperar una sen˜al r(t) que da una idea de co´mo fue el pulso que
se envio´. En la figura 4-17 se muestra la sen˜al recuperada cuando se env´ıa el pulso p(t) con
un periodo de 3.8 seg y se sincroniza con el para´metro b1 = 4 y b2 = 4.4,como los sistemas no
sincronizan inmediatamente se comenzara´ a transmitir el mensaje a los 5 segundos despue´s
de iniciados los sistemas.
44
4.5. Chaotic Shift Keying (CSK)
Figura 4-17.: r(t) = xe(t)− s(t)
Aqu´ı se observa que hay dos tipos de errores o ruidos, uno que es relativamente pequen˜o
y se debe a la transmisio´n de un cero, y uno mayor debido a la transmisio´n de un cero, para
visualizar mejor la sen˜al se puede multiplicar esta por s´ı misma como se ve en la figura 4-18
Figura 4-18.: Se observa claramente cuando se transmite un cero y cuando se transmite un uno
debido a los errores en r(t)
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El coeficiente de modulacio´n produce un error significante en la transmisio´n de un uno y
un error muy pequen˜o en la transmisio´n de un cero, en la figura 4-19 se contrasta a r(t)2 con
p(t), con los errores obtenidos en r(t) se puede realizar la deteccio´n sin ningu´n problema.
Figura 4-19.: r(t)2 y p(t)
Finalmente la forma de onda cuadrada se puede recuperar si se pasa a r(t)2 por un filtro
de pasa-bajos escogiendo los filtros de los niveles altos y bajos.
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4.6. Enmascarando datos privados
Una vez explicados los me´todos para sincronizar y para enmascarar se concluira´ el proyecto
estudiando co´mo se transmite informacio´n de manera segura. Como se dijo en la introduccio´n,
la informacio´n que se quiere enmascarar son co´digos nume´ricos confidenciales, bien puede ser
los nu´meros de una tarjeta de cre´dito, la clave de acceso a una cuenta bancaria o el nu´mero
de documento de identidad. Se propone con este estudio brindar mayor seguridad al manejo
de esta informacio´n puesto que en algunos casos puede llegar a ser de vital importancia para
el usuario y para la compan˜´ıa que preste los servicios.
En primer lugar, toda la informacio´n que se transmitira´ se codificara´ en co´digo binario y
este generara´ un pulso con un periodo determinado p(t). Se escoge el sistema de Lorenz para
sincronizar puesto que los sistemas de Sprott y la sincronizacio´n OPCL es ineficiente para
transmitir informacio´n.
La coordenada sincronizante sera´ xm(t) y el me´todo para enmascarar el pulso sera´ Chaotic
Shift Keying porque este me´todo trabaja espec´ıficamente con pulsos cuadrados brindando
una mayor facilidad al momento de enmascarar y desenmascarar la informacio´n. Por lo tanto
los sistemas maestros y esclavo son:
x˙m1 = σ(ym1 − xm1) x˙m2 = σ(ym2 − xm2)
y˙m1 = −xm1zm1 + rxm1 − ym1 y˙m2 = −xm2zm2 + rxm2 − ym2
z˙m1 = xm1ym1 − 4zm1 z˙m2 = xm2ym2 − 4.4zm2
x˙e = σ(ye − xe)
y˙e = −xmze + rxm − ye
z˙e = xmye − 4ze
(4-41)
Con con los para´metros σ = 16, r = 45.6 y las condiciones iniciales:
xm1(0) = 0.1 xm2(0) = 0.1 xe(0) = −15.9
ym1(0) = 1 ym2(0) = 1 ye(0) = 5.5
zm1(0) = −2.5 zm2(0) = −2.5 ze(0) = 15
Se debe escoger un periodo para el pulso que se genera del co´digo binario, y este debe
ser lo suficientemente grande para que no haya problema en la recuperacio´n de la sen˜al
r(t), pero a su vez no debe ser tan grande porque el tiempo de transmisio´n se aumentar´ıa
significativamente. Por ejemplo un pulso con un periodo de 6 seg y 20 d´ıgitos se demorar´ıa
aproximadamente 2 minutos en transmitir la informacio´n (10 d´ıgitos cada minuto). Como los
resultados encontrados en las simulaciones nume´ricas sugieren que el pulso tenga un periodo
mayor a 3 seg, se trabajara´ con un periodo de 3.5 segundos, es importante que el receptor
conozca el periodo con el que se env´ıa el pulso pues esto facilita la deteccio´n de la sen˜al.
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4.6.1. Tarjeta de cre´dito
Ya que una tarjeta de cre´dito tiene 16 d´ıgitos se escogera´ aleatoriamente un nu´mero
con estos d´ıgitos el cual se transmitira´. Suponiendo que la tarjeta tiene los d´ıgitos m(t) =
5514 6312 5552 0014, estos se codifican y generan un co´digo binario con 53 cifras.
Debido a que los sistemas maestro - esclavo no sincronizan inmediatamente se comenzara´ a
transmitir el mensaje a los 8 segundos despue´s de iniciados los sistemas, por lo tanto la
transmisio´n durar´ıa aproximadamente 190 segundos, en la figura 4-20 se observa a p(t)
generado por m(t).
Figura 4-20.: Sen˜al p(t) resultante al codificar los 16 d´ıgitos de la tarjeta de cre´dito, con un periodo
de 3.5 seg
La figura muestra como cada 3.5 seg se transmite un 1 o un 0 y en algunas ocasiones se
tienen varios 1 o 0.
s(t) es la sen˜al que resulta de la solucio´n de los sistemas maestros los cuales solo se dife-
rencian por el para´metro b (b = −4) si p(t) transmite un 0 y (b = −4.4) si p(t) transmite
un 1. Esta se acopla con el sistema esclavo como si fuera la coordenada x y los sistemas se
sincronizan.
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En la figura 4-21 se ve el diagrama de sincronizacio´n de s(t) con respecto a xe, la l´ınea
muestra un grosor debido al error de sincronizacio´n que se produce.
Figura 4-21.: Diagrama de sincronizacio´n del sistema de Lorenz por el me´todo CSK
Hay dos tipos de errores, uno es cuando se transmite un 0; el error sera´ muy pequen˜o, el
otro es cuando se transmite un 1; el error sera´ considerablemente mayor al primero.
Gracias a este error se puede generar r(t) = xe(t)− s(t) el cual se utiliza para detectar el
mensaje, la figura 4-22 muestra el cuadrado de la sen˜al generada por el error de sincroniza-
cio´n.
En la figura 4-22 se grafica el cuadrado del error pues as´ı se amplia el error que se produce
cuando se env´ıa un 1 y es ma´s fa´cil trabajar con el para recuperar el pulso. En general, se ve
como los errores dan una idea del pulso enviado y la deteccio´n es bastante fa´cil puesto que
se conoce el periodo y el paso alto y bajo.
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Figura 4-22.: r(t)2 error generado en la sincronizacio´n
Con r(t)2 se puede recuperar la sen˜al filtrando adecuadamente esta sen˜al. En la figura 4-23
se ve que la sen˜al recuperada es igual al pulso que se envio´, por lo tanto con esta sen˜al se
puede generar los 16 d´ıgitos que se transmitieron.
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Figura 4-23.: Deteccio´n y recuperacio´n de la sen˜al
Figura 4-24.: Sen˜al pˆ(t) resultante despue´s de filtrar
De esta manera, experimentalmente, un emisor enmascaro´ los d´ıgitos de una tarjeta de
cre´dito en una sen˜al cao´tica y los transmitio´ por un canal ruidoso hasta un receptor el cual
conociendo el sistema cao´tico y los para´metros que lo generaron puede desenmascarar la sen˜al
y recuperarla sin comprometer la informacio´n.
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En el desarrollo del proyecto de grado se fueron modificando algunos objetivos espec´ıficos
con el fin de cumplir con el objetivo principal; en un comienzo, algunos temas no se hab´ıan
considerado pero al final se incluyeron porque eran importantes para la sustentacio´n teo´rica
del objetivo. As´ı mismo, al ser este un tema en el que actualmente se producen numerosas
investigaciones el marco teo´rico de la sincronizacio´n de sistemas cao´ticos es bastante grande
por lo que se decidio´ acotarlo y estudiar solo dos casos espec´ıficos sin que esto afectara´ el
desarrollo del proyecto.
En de de´cadas pasadas la teor´ıa del caos solo era una rama interesante de estudio, ac-
tualmente esta brinda importantes herramientas en el desarrollo tecnolo´gico. Importantes
multinacionales y universidades inscriben patentes de investigacio´n de sistemas cao´ticos, lo
que da a pensar que ven una gran aplicabilidad de estos en la evolucio´n de sus empresas.
Existe una amplia gama de sistemas cao´ticos y quiza´s el ma´s utilizado sea el sistema de
Lorenz por la amplia bibliograf´ıa y reputacio´n que e´ste tiene, generalmente los sistemas cao´ti-
cos se formulan a partir de feno´menos f´ısicos o qu´ımicos y tienen una funcio´n espec´ıfica en la
rama de estudio, pero tambie´n existen sistemas cao´ticos cuya formulacio´n parte directamente
del comportamiento no lineal de las funciones y no tienen aplicabilidad alguna en el estudio
de feno´menos experimentales.
En este proyecto se trabaja con sistemas cao´ticos de dimensio´n tres, como el comporta-
miento cao´tico se da a partir de esta dimensio´n, se puede pensar en sistemas cao´ticos de
dimensiones mayores en donde sea posible transmitir informacio´n en varias de sus coordena-
das.
As´ı mismo, el estudio se baso´ solo en sistemas cao´ticos de tiempo continuo pero tambie´n
se puede estudiar sistemas cao´ticos en tiempo discreto e investigar los beneficios que supone
trabajar con estos sistemas, por ejemplo el trabajo computacional y la aproximacio´n de las
soluciones nume´ricas con las soluciones reales.
La mayor dificultad fue la experimentacio´n nume´rica, ya que se tiene que trabajar con una
discretizacio´n del tiempo y al disminuir los intervalos el trabajo computacional se incremen-
taba significativamente y los resultados nume´ricos quiza´s no sean semejantes a los reales. Se
opto por la aproximacio´n nume´rica Runge-Kutta pues tiene un buen orden de error pero no
se investigo´ si hab´ıan me´todos ma´s avanzados por el hecho de que en e´stos son necesarios
ma´s pasos para la iteracio´n haciendo que el trabajo computacional se incremente.
En un principio se programaron los algoritmos en el software Matlab para los experimen-
tos de sincronizacio´n y enmascaramiento pero en el transcurso del proyecto cambiaron estos
programas por el entorno de programacio´n visual Simulink pues ya tiene incorporados y opti-
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mizados los procesos necesarios para hallar los resultados nume´ricos con mejor aproximacio´n
que los algoritmos disen˜ados y con un tiempo de computo mucho menor.
Al formular el proyecto solo se ten´ıa pensado estudiar la sincronizacio´n de sistemas cao´ticos
de manera homoge´nea, pero al ir ampliando la bibliograf´ıa se investigo´ la sincronizacio´n
OPCL y las grandes ventajas que esta sincronizacio´n tiene. Lastimosamente para el objetivo
del proyecto esta sincronizacio´n es ineficiente y se volvio´ a la idea original. Estos dos tipos de
sincronizacio´n no son los u´nicos existentes y se deja un camino abierto a estudiar los otros
me´todos para sincronizar sistemas cao´ticos.
Un caso similar fue el que ocurrio´ al estudiar los me´todos de enmascaramiento, en un
principio se ten´ıa pensado solo trabajar con el me´todo “Chaos Masking (CM)”pero al ampliar
la bibliograf´ıa se investigo sobre los otros me´todos y se decidio´ estudiar el me´todo “Chaotic
Shift Keying (CSK)”el cual brindo mejores resultados.
Para llegar a las conclusiones de los cap´ıtulos tres y cuatro (y cumplir con el objetivo
principal) se hicieron muchos experimentos nume´ricos los cuales no se pusieron en este docu-
mento pues se considero´ pertinente solo poner algunos relevantes y no dar hojas y hojas de
resultados con todos los sistemas cao´ticos estudiados.
Un tema que no se abordo´ en el trabajo es la existencia de ataques a este tipo de estegano-
graf´ıa y hasta que punto brinda mayor seguridad, este estudio queda abierto y actualmente
hay investigaciones en curso al respecto. Ser´ıa interesante estudiar que´ tipo de sincronizacio´n
y que me´todo de enmascaramiento tiene ma´s resistencia a ataques de seguridad.
Adema´s del estudio de ataques a este me´todo de enmascaramiento el trabajo brinda ma´s
proyecciones de investigacio´n; una de ellas es estudiar diferentes tipos de modulacio´n, por
ejemplo en vez de modular con el para´metro b intentar modular con σ o r y estudiar su
sensibilidad. Tambie´n intentar sincronizar con otro sistema cao´tico, objetivo que aqu´ı no se
abordo´.
Finalmente, a manera personal uno de los aportes ma´s importantes del proyecto de grado
es la profundizacio´n de los temas que dieron sustento al objetivo principal; la estructura de
la maestr´ıa en matema´tica aplicada permitio´ que tomara´ asignaturas relacionadas con los
temas del trabajo que dieron v´ıa para solucionar inconvenientes que se presentaron en su
desarrollo. A lo largo de la maestr´ıa adquir´ı conocimientos y desarrolle´ herramientas que
permiten investigar y resolver problemas aplicados en varias disciplinas.
53
A. Entorno de programacio´n Simulink
Con el fin de optimizar los ana´lisis nume´ricos y reducir el margen de error de e´stos se
opto´ por trabajar con la herramienta que el software Matlab tiene integrada llamada Simulink.
A continuacio´n se presentan algunos diagramas de flujo utilizados en la elaboracio´n de este
proyecto.
Figura A-1.: Sistema cao´tico de Rikitake
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Figura A-2.: Un sistema cao´tico propuesto por Sprott
Figura A-3.: Sincronizacio´n OPCL con un sistema de Sprott
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A. Entorno de programacio´n Simulink
Figura A-4.: Sincronizacio´n OPCL con el sistema de Ro¨ssler
Figura A-5.: Sincronizacio´n con el sistema de Lorenz de un pulso cuadrado con el me´todo CM
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Figura A-6.: Sincronizacio´n con el sistema de Lorenz de un pulso con el me´todo CSK
Figura A-7.: Se intento sincronizar el sistema de Rikitake pero no fue posible
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