Novel types of spectral sensors using coded apertures may offer various advantages over conventional designs, especially the possibility of compressive measurements that could exceed the expected spatial, temporal or spectral resolution of the system. However, the nature of the measurement process imposes certain limitations, especially on the noise performance of the sensor. This paper considers a particular type of coded-aperture spectral imager and uses analytical and numerical modelling to compare its expected noise performance with conventional hyperspectral sensors. It is shown that conventional sensors may have an advantage in conditions where signal levels are high, such as bright light or slow scanning, but that coded-aperture sensors may be advantageous in low-signal conditions.
INTRODUCTION
Over the last decade developments such as the "coded aperture snapshot spectral imager" (CASSI) 1 concept and others 2, 3 , have stimulated interest in a category of sensors that combine coded apertures with conventional spectrographs to create a new kind of hyperspectral imager. Such sensors offer the potential to make compressive measurements and therefore exceed the performance that would normally be expected given their characteristics such as frame rate and numbers of spatial resolution elements. Such systems may be particularly useful for reducing size, weight and power requirements and could therefore make it easier to deploy spectral sensors on smaller platforms, including uninhabited vehicles. They may also offer other advantages, such as the facility to configure the measurement process to optimise for a particular characteristic (e.g. spectral, spatial or temporal resolution) using spatial light modulators and embedded software. However, the nature of the measurement process imposes constraints on other aspects of performance, particularly signal-to-noise ratio (SNR). These trade-offs have been shown to have significant impact on the utility of the resulting data for specific remote sensing tasks. 4, 5 This paper examines the circumstances under which a particular sensor of this type may be expected to provide a benefit over conventional systems. The analysis is carried out in terms of SNR. Like the CASSI system, which is designed for compressive sensing, the sensor analysed here collects multiplexed measurements, in the sense that each measurement is a linear combination of many elements of the signal. However, unlike the CASSI system, it is assumed that the sensor considered in this work is operated in a pushbroom mode in order to provide a complete (as opposed to compressive) measurement. An analytical expression for the SNR is derived and used to examine trends in performance, compared with a conventional non-multiplexed pushbroom hyperspectral sensor. Subsequently the SNR is assessed for model parameters intended to be representative of realistic systems. It is shown that conventional sensors usually have an advantage in conditions where signal levels are high, such as bright light or slow scanning, but that the coded-aperture sensor may be advantageous in low-signal conditions. This result is consistent with the conventional understanding of the multiplex advantage: the multiplexed sensors would be expected to be superior where the dominant noise source is independent of the signal level (which is the case in low-light), but multiplexing should be a disadvantage in brighter light where shot noise is more significant. 
SNR MODEL

Sensor architecture
The particular sensor configuration considered in this paper uses a conventional imaging spectrograph with the entrance slit replaced by a 2-dimensional coded aperture (sometimes described as a "single-disperser coded aperture snapshot spectral imag produces ima dispersed. N grating-based 2. It is assum detector array the coded ape the appropria Figure 3 . Left -one of the Hadamard matrices of size 8, derived from the quadratic residue construction which is assumed throughout this analysis. 6 Centre -the corresponding cyclic binary Hadamard matrix. Right -example aperture code for the type of sensor under consideration. Each column follows the pattern of a column (or row) of a cyclic binary Hadamard matrix, repeated cyclically to the appropriate length.
In order to acquire additional information about the signal the field of view of the sensor is scanned in the direction parallel with the spectral dispersion of the image, in the manner of a pushbroom imager. This technique has been demonstrated with the CASSI system using compressive sensing for signal recovery, and shown to improve performance compared with a single snapshot. 8 For the present analysis it is assumed that N image frames are captured, so that the signal recovery problem is completely determined. It is assumed that the rate of scanning is such that the image advances one pixel for each frame. In a practical system it would be necessary to register consecutive frames in order to aggregate the information they contain. Registration errors would result in degradation of performance, but this has not been considered in the present analysis.
SNR model
Consider a discrete representation of a hyperspectral data cube F of L spatial samples, M lines and N bands. This may be understood to consist of random variables representing the number of photoelectrons collected by the sensor due to each voxel of the data cube, in which case it could be represented as ∈ ℤ × × . However, in the sensor architecture described above there is no multiplexing between elements of the signal from different spatial samples, and the signal recovery method will not make use of information from other spatial samples, so we may restrict our analysis to the M×N matrix ∈ ℤ × without loss of generality.
Within a particular spatial sample, let , be a random variable representing the number of photoelectrons collected by detector element j in frame i. As described above, we assume there are N pixels per spatial sample, so = 1. . ; we consider N frames, so = 1. . ; and the scan rate is such that , = , . Let ℎ ∈ {0. .1} denote the transparency of the k th element of the aperture code. As described above, = 1. .2 − 1. In this case, 
With an aperture code constructed as described above, the matrix H takes the form of a cyclic binary Hadamard matrix.
The actual measurements recorded by the detector do not just include y; they also include contributions from dark current (d) and the effect of various noise sources that do not depend on the level of the signal (r). We may write the total number of electrons counted in an individual measurement as,
Here ~ (〈 〉), ~ (0, ) and it is understood that addition of a scalar to a vector implies the addition of that scalar to every individual element. The variable r should be understood as a convenient approximation for the effect of a variety of noise sources such as readout noise, quantization noise, etc. Let = ( − 〈 〉 − 〈 〉) represent our estimate of f, based on the measurement y tot . It can be seen from (1) and (2) that 〈 〉 = 〈 〉; however, Var( ) ≠ Var( ).
Let , denote the element of at row i and column j; let an asterisk denote every row or column of a matrix (so , * is the j th row of H); and the n th element of φ. Then,
The inverse binary Hadamard Matrix has the property that all of its elements have the same absolute value: , = ± . 6 This implies that ( , ) = ( ) and therefore (3) can be rearranged as,
The sum of any row or column in a binary Hadamard matrix of size N is ( + 1)/2 (i.e. ∑ , = ). Therefore,
This allows us to compute the SNR (i.e. 〈 〉/ Var( )). In (4) n denotes the waveband of the estimated signal, at least if we assume that we are observing a spatially homogenous target. As the right-hand side of (4) does not depend on n, it can be seen that the noise is independent of the wavelength, even when the signal level is wavelength-dependent. This is unlike a typical dispersive sensor. It is also worth noting that, since Var( ) depends more-or-less linearly on the signal level (in the form of ∑ 〈 〉 ), the SNR does not increase with increasing signal as with a conventional sensor (where the SNR depends on the square-root of signal level).
The expression corresponding to (4) for a conventional dispersive pushbroom HSI is Var( ) = + 〈 〉 + . However, in order to compare the two results, it is necessary to consider how signal levels would differ between the two in practical situations. Detector elements have a finite well depth, so it may be necessary to use different integration times for each system to avoid saturation. We can relate the signal for each case (in terms of number of photoelectrons) to a rate which is common for both cases: = Δ and = Δ where the superscript c denotes the conventional sensor, superscript m the multiplexed sensor and Δ is the integration time. Because the coded aperture sensor effectively has ( ) times as many slits as the conventional sensor, we may assume as a first approximation that the light levels at the detector will be greater by this factor. Thus when light is abundant we may assume that Δ = Δ . However, in other situations there may be a constraint on integration time, such as a required frame rate, that means detectors will not be saturated for either sensor. In this case, the integration times will be equal, and the dominant noise source may be the signal-independent term. Using the simplifying assumptions that ∑ 〈 〉 = 〈 〉 and 〈 〉 = 0 it can be seen that,
In other words, the conventional sensor is better than the multiplexed version by a factor of √ when light is abundant, but the multiplexed sensor is better by the same factor when light is scarce. This is consistent with the expectation that where the noise level is approximately independent of the signal multiplexing gives an advantage, but where shot noise is the dominant source of noise it is disadvantageous.
Estimating the integration time of the coded aperture sensor using the approximation ∑ 〈 〉 = will be reasonably inaccurate for many, if not all wavebands (i.e. values of n). Therefore, in the following section we make use of the observation that the total number of non-zero elements in any row of the sensing matrix is approximately ( ) , so the maximum value of any individual element of y is approximately the sum of all elements of f greater than the median of f.
Finally, it is also worth considering that, where the system is not limited by a constraint on integration time, so that light is abundant, it may be appropriate to average the results of multiple exposures in order to improve SNR.
ANALYSIS
In this section the results derived previously are used to estimate the SNR of hypothetical sensors employing realistic components. The particular scenario envisaged is a pushbroom system used for remote sensing from an aircraft. Three sensor configurations are considered: separate visible-near infrared (NIR) and shortwave infrared (SWIR) sensors using components representative of systems marketed for commercial use; and a combined visible to SWIR sensor using a single FPA and dual-angle blazed grating, more representative of systems available to government and research users (such as AVIRIS-NG or MaRS). Because SNR depends on the level of the input signal, a reference radiance curve must be used. It is therefore assumed that the sensor is observing a spatially-uniform lambertian surface with a constant (w.r.t. wavelength) spectral reflectance, illuminated by sunlight. The solar irradiance spectrum used was the "direct normal spectral irradiance" specified in ASTM G-173-03. 9 Absorption and scattering in the atmosphere between the surface and the sensor are neglected.
Some numerical parameters of the modelled sensors are shown in Table 1 . 
Visual representation of SNR
For both the conventional and multiplexed sensors SNR is a function of both wavelength and integration time. The relationship between the two SNRs is of the form = /√ + where a and b are independent of wavelength. For most situations this produces a somewhat linear relationship, becoming less linear as the overall magnitude of the difference becomes larger, as illustrated in Figure 4 . In the remainder of this paper SNRs are plotted as a function of integration time for one specific wavelength, chosen to be close to the peak: 650nm for the visible and visible-SWIR sensors and 1700nm for the SWIR sensor. However, the wavelength dependence should not be overlooked.
SNRs are plotted for frame rates ranging from 15Hz to a maximum of 340Hz. Considering a pushbroom sensor with an along-track sampling distance of 1m, this corresponds to platform speeds from approximately the cruise speed of a small fixed-wing commercial UAV to the speed of sound at sea level. Figure 5 shows SNR as a function of frame rate for both conventional and multiplexed sensors. The top-left plot demonstrates several features that are common across different sets of input parameters. The conventional sensor's SNR declines continuously with increasing frame rate; at lower frame rates, where the sensor is still photon-noise limited, SNR is approximately proportional to the inverse square root of the frame rate; at higher frame rates, where the noise 
Performance trends
Visible-S
The paramete blaze grating to a telescope Figure 6 
SWIR im
The sensor.
Illumination n angle is 60° f from zenith.
Visible-N
The choice o options availa system that is way as for th transmission Figure 8 . C Figure 8 show frame rate ran still dominate therefore a sy
SNR req
Work within targets in com will not be de targets will b atmospheric alarms due to
Compar
It is interestin architecture b sensing gener However, the to improve th used here. C produce spect g e e coded-aperture systems provide an advantage in low light conditions, or where there are constraints that require high frame rate. In a remote sensing context, such constraints are related to the speed of the platform, and may be derived from a requirement to survey a minimum area in a specified length of time.
However, it is important to note that under a wide range of conditions the multiplexed sensors display poorer SNR than the conventional forms, and even in circumstances where they are better, the SNR they achieve is poor compared with conventional sensors used under optimal conditions. This would limit their usefulness for sub-pixel target detection, although they may still be of use for finding full-pixel targets.
The results are consistent with expectations in that it is understood that the "multiplex advantage" is only actually an advantage when the dominant noise source is independent of the signal level. This is the case in low light or at fast frame rates, where the signal is low and the shot noise is correspondingly low; in brighter light shot noise dominates so the multiplexing effect of the sensor is detrimental not advantageous.
