In this paper, an improved hybrid algorithm combining particle swarm optimization (PSO) 
Introduction
In past decades, feedforward neural networks (FNN) have been widely used to pattern recognition and function approximation [1, 2] . Many algorithms are used to train the FNN, such as BP [1] , genetic algorithm (GA) [3] , simulating annealing algorithm (SA) [4] and particle swarm optimization (PSO) algorithm [5] . The BP algorithm achieves faster convergence speed around global minima, and the good convergence accuracy can be obtained. However, as a gradient-descent-based learning algorithm, BP converges very slowly and easily converges to local minima [1] . PSO is an evolutionary computation technique developed by Eberhart and Kennedy [6] , inspired by social behavior of bird flocking and fish schooling. PSO can solve a variety of difficult optimization problems and has shown a faster convergence rate than other evolutionary algorithms on some problems [7] . In recent years, particle swarm optimization has been used increasingly as an effective technique for search global minima [2, 8, 9] . Compared with GA [3, 8, 10] , PSO has some attractive characteristics. Firstly, PSO has memory, which the knowledge of good solutions is retained by all particles. In GA, previous knowledge of the problem is destroyed once the population changes. Secondly, PSO has constructive cooperation between particles, that is, particles in the swarm share their information [8, [11] [12] [13] . Finally, PSO is rapidly converging towards an optimum, easy to implement and free from the complex computation in genetic algorithm (e.g., coding/decoding, crossover and mutation) [8, 14] . Nevertheless, PSO is easy to lose its diversity, and converges very slowly around the global optimum, which is the phenomenon of the "premature convergence" [15] .
Several algorithms related to BP or PSO have been proposed to improve the performance of BP or PSO [16] [17] [18] [19] [20] . In literature [16] , the attractive and repulsive PSO (ARPSO) tried to overcome the problem of premature convergence. It uses a diversity measure that alternates between phases of attraction and repulsion to control the swarm. In literature [17] , a PSO introducing passive congregation (PSOPC) was proposed to improve the performance of standard PSO. Information could be transferred among individuals of the swarm by introducing passive congregation which was important biological force preserving swarm integrity. In literature [18] , the proposed method modified the trajectories (positions and velocities) of the particle based on the best positions visited earlier and other particles to avoid premature convergence. In literature [20] , a hybrid PSO-BP algorithm was used to train the parameters of FNN. At the beginning of training, the hybrid algorithm applied PSO to train the parameter of FNN, and then the algorithm diverted to BP algorithm to modify the global optimal weights. In these algorithms, they made use of the advantages of PSO or BP, but they did not overcome the shortages of both.
In this paper, an improved hybrid method is proposed to take advantages of PSO and BP as well as overcome their shortages. To begin with, the PSO algorithm is used to train the FNN. Then, when the diversity of swarm is below the predetermined value, the algorithm switches to the BP to update the global optimal weights produced by the PSO. On the meantime, the current particles and their best position (P b ) are disturbed by a random function to improve the diversity. The best position of all particles (P g ) is replaced by the weights obtained by the BP. Finally, the PSO algorithm with the new particle swarm is used to search the better global optimum. The above steps are executed circularly until the anticipated goal is achieved.
The rest of this paper is organized as follows. The PSO is discoursed in Section 2. The proposed algorithm is presented in Section 3. Experimental results are given in Section 4. Finally a concluding remark is included in Section 5.
Particle swarm optimization algorithm
In PSO, a point in the problem space is called a particle, which is initialized with a random position and search velocity. Each particle flies with a certain velocity and find the global best position after some iterations. At every iteration, a particle adjusts its velocity according to its best position (P b ) as well as the best position of its neighbors (P g ), and then computes a new position that the particle is to fly to. Supposing the dimension for a searching space is m and the total number of particles is n, the position of the ith particle can be expressed as X i =（x i1 , x i2 ,..., x im ） ; the best position of the ith particle being searching until now is denoted as P i =(p i1 , p i2 ,…,p im ); and the best position of the total particle swarm being searching until now is denoted as P g =(p g1 , p g2, …,p gm ); the velocity of the ith particle is represented as V i =（v i1 , v i2 ,…,v im ）. The original PSO is described as [6] :
where c1 and c2 are the acceleration constants; rand() is a random number between 0 and 1. In addition to the parameters c1 and c2, the implementation of the original algorithm also requires placing a limit on the velocity (v max ). The adaptive particle swarm optimization (APSO) algorithm is based on the original PSO algorithm, firstly proposed by Shi and Eberhart in 1998 [21] .The APSO can be described as follows:
where w(t) is a new inertial weight. The parameter w(t) reduces gradually as the iteration increases. The APSO algorithm is more effective, because the searching space reduces step by step nonlinearly.
The proposed algorithm
The BP algorithm has been widely used for FNN for several decades. The BP algorithm achieves faster convergence rate around global minima, and the good convergence accuracy can be obtained. However, since BP is a gradient-descent method, it converges slowly and is easy to converge to local minima in essence. In this paper, PSO algorithm is used to train FNN regarding the group of weights obtained by BP algorithm as global optimal particle, which is shown in Fig. 1(a) . By this means the proposed approach could overcome shortages of BP algorithm. On the other hand, the PSO algorithm has good global search ability, but it is easy to make the swarm lose its diversity to result in premature convergence. In this paper, when the diversity value of swarm is below the predetermined value, the random function is applied to disturb the swarm to improve the diversity. Then BP algorithm is used to train the global optimal weights obtained by PSO algorithm, which is shown in Fig.1 The detailed steps of the proposed algorithm which is referred as IPSO-BP are as follows: First, the PSO algorithm is used to train the FNN by setting each particle as the weights and thresholds of the network till the diversity value of the swarm is below the predetermined value. Second, BP algorithm is used to train the FNN whose initial weights are obtained by PSO. At the same time, the current particles and their best position (P b ) are disturbed by a random function in order to improve the diversity, and the new best position of all particles (P g ) is replaced by the weights obtained by the BP. Third, the PSO algorithm with new particles is used to train the FNN again. The above steps are executed circularly until the desired result is achieved. So the proposed algorithm can reduce the likelihood of the particles being trapped into local minima as well as improve the diversity of the particle swarm.
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Step one: train FNN with PSO
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Step three: random function used to detach the swarm and BP algorithm is used Moreover, three methods of improving the diversity of the swarm are discussed in the paper. In the first method, a random function is used to disturb the each particle only. As for the second method, the random function is used to disturb the best position (P b ) of each particle, and then each particle will use the disturbed (P b ) to update its position. The third method uses the random function to disturb the current each particle and its best position (P b ). On the meantime, the best position of all particles (P g ) is replaced by the weights obtained by BP. When the current swarm loses the diversity and converges to the global best position (P g ), the best position (P b ) of each particle will also close to the global position (P g ). Therefore, in the first and second methods, although the diversity of current swarm is improved, it will still be lost quickly because the best position (P g ) may not be changed or be changed slightly. In the third method, in addition to disturbing the current each particle and its P b , the best position (P g ) are changed as the optimum weights by BP, and thus the diversity of the swarm will be improved much more than those of in the former methods. So the third method is used in the proposed algorithm in the paper.
In the IPSO-BP, the dimension of the each particle is the sum of the number of weights and thresholds. The fitness function of each particle is denoted as follows:
where N is the total number of the training samples; Y ij is the expected output of the jth component for the ith sample; y ij is the actual output of the jth component for the ith sample; c is the number of output neurons. The IPSO-BP introduces the following function to describe the diversity of the swarm [22] : 
Experiment results
To demonstrate the improved convergence performance of the proposed algorithm, in this section we conduct two experiments which are function approximation and modeling the true boiling point curve of crude oil [23] . The proposed algorithm will be compared with BP, PSO and PSOPC [17] . Since a FNN with single nonlinear hidden layer is capable of forming an arbitrarily close approximation of any continuous nonlinear mapping [24] , our discussion is limited to such networks. The transfer functions of the neurons in all layers are selected as tangent sigmoid function. Each particle is a set of weights of FNN initialized at random in the range of [0, 1]. The inertial weight w is initialized as 1.5, and the acceleration constants, c1 and c2 both are 1.50. The maximal velocity is selected as 5.0 and the minimal one is -5.0.
Function approximation
In this experiment, we train the FNN to approximate the unimodal function Table 1 .
From Table 1 , it can be seen that the MSE, r e and  re of the IPSO-BP are less than those of other learning algorithms, which means that the IPSO-BP has better approximation accuracy with higher stability than other learning ones. Fig.3 shows the relations between the training error and the iteration number with four learning algorithms. It shows that although the PSO and PSOPC converge faster than the BP and IPSO-BP, they are trapped into local minima because of losing the diversity of the swarm. On the other hand, the BP algorithm does not converge over 10000 iterations, while other algorithms converge at only 2500 iterations. Only the IPSO-BP algorithm converges faster with higher approximation accuracy than other learning ones, which demonstrates that the proposed algorithm overcomes the shortages of the PSO and BP algorithms, that is, it can hold back the premature convergence of PSO algorithm as well as reduce the likelihood of being trapped into local minima of the error surface. 
Modeling the true boiling point curve of crude oil
In petrochemical industry, the true boiling point curve of crude oil reflects the composition of the distilled crude oil. To build a model that takes the mass percentage of distilled component as the independent variable and the distilled temperature as the dependent variable is an important problem in petrochemical industry [23] . In this paper, we use FNN to build nonparametric models to resolve this problem. In this subsection, the number of hidden neurons and the size of swarm are selected eight and 45 respectively.
Similarly, the MSE, r e and  re for modeling the true boiling point with four learning algorithms are shown in Table 2 . Fig.4 shows the relations between the training error and the iteration number with four learning algorithms. The same conclusions demonstrated in function approximation can also be drawn in this modeling problem that the proposed algorithm outperforms the other learning algorithms on convergence accuracy, rate and stability. 5 shows the relation between the number of hidden neurons and testing error for modeling the true boiling point curve of crude oil with four algorithms. From Fig.5 , the best choice of the hidden neurons number is eight. Moreover, as each fixed number of hidden neurons, the testing error of the proposed algorithm is always less than those of the other learning algorithms. Fig.6 shows the relation between the number of PSO and testing error for modeling the true boiling point curve of crude oil with PSO, PSOPC and the proposed algorithm. The most population size can be selected as 100, 60 and 70 for PSO, PSOPC and IPSO-BP, respectively. Similarly, as each fixed swarm size, the testing error of the proposed algorithm is nearly always less than those of the other learning algorithms. Fig.7 shows the relation between the diversity value of the swarm and iteration number for PSO, PSOPC and IPSO-BP. The diversity values of PSO and PSOPC decrease sharply and reach to zero at 600 iterations, while the one of IPSO-BP has a downward trend with zigzag shape as the iteration number increases. This shown that the swarms in the PSO and PSOPC lose their diversity quickly, while IPSO-BP can improve the diversity of the swarm to avoid the premature. Fig. 7 . The relation between the diversity value of the swarm and iteration number for modeling the true boiling point curve of crude oil with three algorithms Fig.8 shows the effects on improving the diversity of the swarm with the above three methods for modeling the true boiling point curve of crude oil. It can be seen that the third method does better in keeping the diversity of the swarm than other methods, because the training error obtained by the third method is less that those of other methods. The first method The second method The third method Fig. 8 . The effects on improving the diversity of particle swarm with three methods for modeling the true boiling point curve of crude oil
Conclusions
PSO has good global search ability, but the swarm loses its diversity easily. However, the gradient descent algorithm has good local search ability, but it is apt to be trapped into local minima. In this paper, a double search algorithm referred as IPSO-BP which combined PSO and BP reasonably was proposed to train FNN. Moreover, in IPSO-BP, when the diversity value of the swarm was below the predetermined value, an effective method which disturbed each particle, P b and P g simultaneously was proposed to improve the diversity of the swarm. The IPSO-BP could not only improve the diversity of the swarm but also reduce the likelihood of the particles being trapped into local minima on the error surface. Finally, the experimental results were given to verify the efficiency and effectiveness of the proposed algorithm. In future research works, we shall focus on how to apply this improved algorithm to solve more practical problems.
