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STABLY POSITIVE LYAPUNOV EXPONENTS FOR
SYMPLECTIC LINEAR COCYCLES OVER PARTIALLY
HYPERBOLIC DIFFEOMORPHISMS
MAURICIO POLETTI
Abstract. We consider Sp(2d,R) cocycles over two classes of partially
hyperbolic diffeomorphisms: having compact center leaves and time one
maps of Anosov flows. We prove that the Lyapunov exponents are non-
zero in an open and dense set in the Ho¨lder topology.
1. Introduction
Positiveness of Lyapunov exponents was widely studied in the past years,
some natural questions that are trying to be answered are:
• Positive Lyapunov exponent are common?
• What is the generic behaviour, positive exponents or zero exponents?
• Are positive exponents stable?
Avila [7] proved for several topologies, including Cr topology for r ≥ 0,
that there exists a dense, but not necessarily open or generic, set of cocycles
taking values in SL(2,R) with non zero Lyapunov exponents. This was
generalized to Sp(2d,R) cocycles by Xu [21].
A result stated by Man˜e´ and proved by Bochi [11] expose that the generic
behaviour in the C0 topology is not positiveness of Lyapunov exponents
unless you have a strong hyperbolicity: C0 generically SL(2,R) cocycles are
uniformly hyperbolic or have zero Lyapunov exponents.
In the case of more regular cocycles with some hyperbolic behaviour on
the base map and bunching condition on the fibers, the generic behavior
changes radically. Viana [16] proved that, when the base maps are non-
uniformly hyperbolic and the cocycle take values in the group SL(d,R),
the Lyapunov exponents are generically non-zero. This was generalized by
Bessa-Bochi-Cambrainha-Matheus-Varandas-Xu [10] for any non-compact
semi-simple Lie group (for example Sp(2d,R)).
These results were extended in the partially hyperbolic setting when the
map is volume preserving, accessible and the cocycle takes values in SL(d,R)
by Avila-Viana-Santamaria [4].
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Here we deal with Sp(2d,R) cocycles over a different class of partially
hyperbolic maps, not contained in the previous results: they are not volume
preserving neither accessible and also are not non-uniformly hyperbolic (it
has zero center Lyapunov exponent).
Specifically we deal with two types of maps, partially hyperbolic with
compact center leaves and time one maps of Anosov flows that preserves
measures with some product structure (for example SRB measures for an
Anosov flow). We prove that linear cocycles over this class of maps have
positive Lyapunov exponents in an open and dense set. We postpone the
precise statements for section 4.
We also discuss about continuity of the Lyapunov exponents for these
partially hyperbolic maps when the cocycle takes values in SL(2,R). Con-
tinuity of the Lyapunov exponents was proved for hyperbolic base maps in
[8].
An important technical tool in the proof of our main theorem is the
closedness of s and u-states for cocycles over partially hyperbolic maps. In
many works closedness of s or u-states has been proved and used for specific
cases ([8], [5], [4]). As we want to give a more general proof of this fact for
general partially hyperbolic maps without any extra conditions on invariant
measure of the base map and for smooth cocycles, that is an interesting
result on his own, we postpone this proof for the appendix.
1.1. Organization of the paper. In sections 2 and 3 we recall some defi-
nitions of linear cocycles, Lyapunov exponents, partial hyperbolicity and we
present the two classes of partially hyperbolic that we consider.
In section 4 we give the precise statements of our results, in section 5 and
6 we introduce some technical tools, and the concept of holonomy invariant
disintegrations.
We work separately with the disintegrations for partially hyperbolic maps
with center leaves in section 7 and for time one maps in 8. In Section 9 we
recall some technical results already known that we prove for completeness.
In section 10, section 11 and 12 we conclude the proofs of the theorems.
In the appendix A we give a proof of the closedness of s and u-states for
general partially hyperbolic maps.
Acknowledgements. Thanks to M. Viana for the orientation, E. Pujals,
C. Matheus and Disheng Xu for the discussions and useful ideas. L. Backes,
F. Lenarduzzi, K. Marin and A. Sanchez for the useful commentaries.
2. Linear Cocycles
Let G be a linear subgroup of GL(d,R), for some d ∈ N, the linear cocycle
defined by a measurable matrix-valued function A :M → G over an invert-
ible measurable map f : M → M is the (invertible) map FA : M × R
d →
M × Rd given by
FA (x, v) = (f(x), A(x)v) .
POSITIVE LYAPUNOV EXPONENTS 3
Its iterates are given by FnA (x, v) = (f
n(x), An(x)v) where
An(x) =


A(fn−1(x)) . . . A(f(x))A(x) if n > 0
Id if n = 0
A(fn(x))−1 . . . A(f−1(x))−1 if n < 0
Sometimes we denote this cocycle by (f,A).
Let µ be an f -invariant probability measure on M and suppose that
log ‖A‖ and log
∥∥A−1∥∥ are integrable. By Kingman’s sub-additive ergodic
theorem, see [18], the limits
λ+(A,µ, x) = lim
n→∞
1
n
log ‖An(x)‖ and
λ−(A,µ, x) = lim
n→∞
−
1
n
log
∥∥(An(x))−1∥∥.
exist for µ-almost every x ∈M . When there is no risk of ambiguity we write
just λ+(x) = λ+(A,µ, x).
By Oseledets [14], at µ-almost every point x ∈M there exist real numbers
λ+(x) = λ1(x) > · · · > λk(x) = λ
−(x) and a decomposition Rd = E1x⊕· · ·⊕
Ekx into vector subspaces such that
A(x)Eix = E
i
f(x) and λi(x) = lim
|n|→∞
1
n
log ‖An(x)v‖
for every non-zero v ∈ Eix and 1 ≤ i ≤ k.
Let Sp(2d,R) be the symplectic subgroup of GL(2d,R), this means that
there exists some non-degenerated skew-symmetric bilinear form ω : R2d ×
R2d → R preserved by the group action, i.e: for every v,w ∈ R2d, ω(Av,Aw) =
ω(v,w), in particular for dimension 2, SL(2,R) is a symplectic group for the
area form dx ∧ dy. Observe that any GL(2,R) cocycle defines a SL(2,R)
cocycle by taking Aˆ =
√
(1/detA)A, so positive exponent for Aˆ means
λ+(A) > λ−(A).
Define L(A,µ) =
∫
λ+ dµ, we say that A has positive exponent if L(A,µ) >
0. When µ is ergodic, as we are going to assume later, we have L(A,µ) =
λ+(x) for µ-almost every x ∈M .
3. Partial hyperbolicity
A diffeomorphism f : M → M of a compact Ck, k > 1, manifold M is
said to be partially hyperbolic if there exists a non-trivial splitting of the
tangent bundle
TM = Es ⊕ Ec ⊕ Eu
invariant under the derivative Df , a Riemannian metric ‖ · ‖ on M , and
positive continuous functions ν, νˆ, γ, γˆ with ν, νˆ < 1 and ν < γ < γˆ−1 < νˆ−1
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such that, for any unit vector v ∈ TpM ,
‖Df(p)v‖ < ν(p) if v ∈ Es(p),
γ(p) <‖Df(p)v‖ < γˆ(p)−1 if v ∈ Ec(p),
νˆ(p)−1 <‖Df(p)v‖ if v ∈ Eu(p).
All three sub-bundles Es, Ec, Eu are assumed to have positive dimension.
From now on, we takeM to be endowed with the distance dist :M×M → R
associated to such a Riemannian structure.
Suppose that f : M → M is a partially hyperbolic diffeomorphism. The
stable and unstable bundles Es and Eu are uniquely integrable and their
integral manifolds form two transverse continuous foliations Ws and Wu,
whose leaves are immersed sub-manifolds of the same class of differentiability
as f . These foliations are referred to as the strong-stable and strong-unstable
foliations. They are invariant under f , in the sense that
f(Ws(x)) =Ws(f(x)) and f(Wu(x)) =Wu(f(x)),
where Ws(x) and Ws(x) denote the leaves of Ws and Wu, respectively,
passing through any x ∈M .
A partially hyperbolic diffeomorphism f : M → M is called dynamically
coherent if there exist invariant foliations Wcs and Wcu with smooth leaves
tangent to Ec⊕Es and Ec⊕Eu, respectively. Intersecting the leaves ofWcs
and Wcu one obtains a center foliation Wc whose leaves are tangent to the
center sub-bundle Ec at every point.
3.1. Class A: Compact center leaves. The first class to be consider is
when the center leaves are compact manifolds.
Let M˜ = M/Wc be the quotient of M by the center foliation and π :
M → M˜ be the quotient map. We say that the center leaves form a fiber
bundle if for any Wc(x) ∈ M˜ there is a neighbourhood V ⊂ M˜ of Wc(x)
and a homeomorphism
hx : V ×W
c(x)→ π−1(V )
smooth along the verticals {d}×Wc(x) and mapping each vertical onto the
corresponding center leaf d.
Remark 3.1. If f is a volume preserving, partially hyperbolic, dynamically
coherent diffeomorphism in dimension 3 whose center foliation is absolutely
continuous and whose generic center leaves are circles, then, according to
Avila, Viana and Wilkinson [6], all center leaves are circles and they form a
fiber bundle up to a finite cover.
We define the center Lyapunov exponents of f :M →M as
λc(f)+(x) = lim
1
n
log
∥∥Dfn |Ec(x)∥∥
and
λc(f)−(x) = lim−
1
n
log
∥∥∥Dfn |Ec(x)−1∥∥∥.
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Again by the Oseledets theorem, this limits exist for µ-almost every
x ∈ M . We say that f : M → M has zero center Lyapunov exponent if
λc(f)+(x) = λc(f)−(x) = 0 for µ-almost every x ∈M .
Remark 3.2. When all the center Lyapunov exponents of f are non-zero,
the problem falls in the hypothesis of Viana [16]. In this work we deal with
the case of zero center Lyapunov exponents, where the previous techniques
fails.
The fiber bundle condition gives that the quotient M˜ =M/Wc is a topo-
logical manifold, and the induced map f˜ : M˜ → M˜ is a hyperbolic homeo-
morphism in the following sense:
Definition 3.3. Given any x˜ ∈ M˜ and ǫ > 0, we define the local stable and
unstable sets of x˜ with respect to f˜ by
W sǫ (x˜) :=
{
y˜ ∈ M˜ : distM˜ (f˜
n(x˜), f˜n(y˜)) ≤ ǫ, ∀n ≥ 0
}
,
W uǫ (x˜) :=
{
y˜ ∈ M˜ : dist
M˜
(f˜n(x˜), f˜n(y˜)) ≤ ǫ, ∀n ≤ 0
}
,
respectively. We say that a homeomorphism f˜ : M˜ → M˜ is hyperbolic
whenever there exist constants C, ǫ, τ > 0 and λ ∈ (0, 1) such that the
following conditions are satisfied:
• distM˜ (f˜
n(y1), f˜
n(y2)) ≤ Cλ
n distM˜ (y1, y2), ∀x˜ ∈ M˜ , ∀y1, y2 ∈
W sǫ (x), ∀n ≥ 0;
• distM˜ (f˜
−n(y1), f˜
−n(y2)) ≤ Cλ
n distM˜ (y1, y2), ∀x˜ ∈ M˜ , ∀y1, y2 ∈
W uǫ (x˜), ∀n ≥ 0;
• If distM˜ (x˜, y˜) ≤ τ , then W
s
ǫ (x˜) and W
u
ǫ (y˜) intersect in a unique
point which is denoted by [x˜, y˜] and depends continuously on x˜ and
y˜.
Let µ be an f -invariant ergodic measure, define µ˜ = π∗µ, we say that µ
has projective product structure if there exist measures µs on W sǫ (x˜) and µ
u
on W uǫ (x˜) such that locally µ˜ ∼ µ
s ×µu (see definition 6.2), we also assume
supp(µ˜) = M˜ .
From now on we refer to these partially hyperbolic maps as class A.
3.2. Class B: time one map of Anosov flows. The second class of
partially hyperbolic maps that we consider are the time one maps of Anosov
flows.
We say that a flow φt :M →M is an Anosov flow if there exists a splitting
TM = Es ⊕X ⊕ Eu,
where X(p) = d
dt
φt(p) |t=0, invariant under the derivative Dφt, where E
s is
contracted and Eu is expanded by the derivative of φt.
Let f : M → M be the time one map of a C2 Anosov flow (i.e: f = φ1).
This map is partially hyperbolic with center bundle Ec = X.
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In this particular case the center bundle Ec = X is integrable and C1
(observe that Wc(p) = φR(p)). The bundles E
c + Eu and Es + Ec are
integrable and absolutely continuous (See [1]). We call them center stable
Wcs and center unstable Wcu foliations.
We say that a measure µ is an SRB measure for the flow if the disinte-
gration of the measure along the center unstable leaves is in the Lebesgue
class along these sub-manifolds (for a more detaills see [1]). Observe that
we are asking for the measure to be invariant for the flow not just for the
time one map.
Recall that by the spectral decomposition theorem the non-wandering set
of the flow can be decomposed into basic sets Ω(φt) = ∆1 ∪ · · · ∪∆n, where
the ∆i are invariant and the restriction φt is transitive in these sets, in
particular the support of every ergodic measure is supported in one of these
sets.
Also these basic sets coincide with the closure of the homoclinic class of its
periodic points, as the support of an SRB measures is saturated by the center
unstable foliation this implies that supp(µ) = ∆i for some i ∈ {1, . . . , n},
moreover this set is an attractor. Conversely, every non trivial attractor of
an hyperbolic flow admits some SRB measure.
From now on we refer to these partially hyperbolic maps as class B.
4. Statements
Let us denote by Hα(M) the space of α-Ho¨lder continuous maps A :M →
Sp(2d,R) endowed with the α-Ho¨lder topology which is generated by norm
‖A‖α := sup
x∈M
‖A(x)‖+ sup
x 6=y
‖A(x)−A(y)‖
dist(x, y)α
.
A cocycle generated by an α-Ho¨lder function A :M → Sp(2d,R) is fiber-
bunched if there exists C3 > 0 and θ < 1 such that
(1) ‖An(x)‖
∥∥An(x)−1∥∥min{ν(x), νˆ(y)}nα ≤ C3θn
for every x ∈M and n ≥ 0.
Our first result, for partially hyperbolic maps of class A is
Theorem A. Let f :M →M be a partially hyperbolic with compact center
leaves that form a fiber bundle and let µ be an f -invariant ergodic measure
with zero center Lyapunov exponent and projective product structure. Then
the Lyapunov exponents relative to µ are non-zero in an open and dense
subset of the fiber-bunched cocycles of Hα(M).
The second result is an analogous for class B
Theorem B. Let f : M → M be a C2 time one map of an Anosov flow
and µ an SRB invariant measure for the flow, then L(A,µ) > 0 in an open
and dense subset of the fiber bunched cocycles of Hα(M).
These theorems will be consequence of:
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Theorem C. Let f :M →M be a partially hyperbolic map of classA or B.
Let A :M → Sp(2d,R) be a fiber bunched cocycle such that the restriction
to some periodic compact center leaf Wc(p), intersecting the support of µ,
of f has positive Lyapunov exponents. Then A is accumulated by open sets
of cocycles with positive Lyapunov exponents.
In the theorem above, for the restriction of the cocycle to the periodic
center leaf we take the natural invariant measure:
• given by the disintegration in center leaves for class A,
• the invariant measure equivalent to Lebesgue in the orbits of the
flow for class B,
this will be explained in more detail in section 6.
We also study sub-sets of continuity of the Lyapunov exponents for G =
SL(2,R).
Definition 4.1. Given an invertible measurable map g : N → N an
invariant measure η (not necessarily ergodic) and an integrable cocycle
A : N → SL(2,R) we say that A is a continuity point for the Lyapunov
exponents if for every {Ak}k converging to A we have that λ
+
Ak
: N → R
converges in measure to λ+A : N → R.
Observe that as Ak → A this implies that supk ‖Ak‖ is bounded and con-
sequently λ+Ak is also bounded. Thus, since we are dealing with probability
measures, convergence in measure is equivalent to convergence in L1η.
When the measure is ergodic this definition coincide with the classical
definition of continuity, namely L(Ak, µ) → L(A,µ) whenever Ak → A.
An interesting question is if in this context the Lyapunov exponents are
continuous.
In general this is not true. For example, take a volume preserving Anosov
diffeomorphism g : T2 → T2, θ ∈ R irrational and define
f : T3 → T3, f(x, y, t) = (g(x, y), t + θ),
this is a volume preserving partially hyperbolic diffeomorphism. By Wang-
You [20] there exist discontinuity points for the Lyapunov exponents for
monotonic cocycles in the smooth topology, let A : T1 → T1 be one of this
with t 7→ t + θ. Then it is easy to see that the cocycle Aˆ : T3 → SL(2,R),
Aˆ(x, y, t) = A(t) over f is a discontinuity point for the Lyapunov exponents.
With an additional condition in a center leave we can find open sets of
continuity.
Theorem D. Let f : M → M be a partially hyperbolic of class A or
B. Let A : M → SL(2,R) be a fiber bunched cocycle whose restriction
to some compact periodic center leaf, intersecting the support of µ, has
positive Lyapunov exponent and is a continuity point for the Lyapunov
exponents. Then A is accumulated by open sets restricted to which the
Lyapunov exponents vary continuously.
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An interesting question is whether these hypotheses are open or generic
in some topology.
Following Avila-Krikorian [2], given ǫ > 0, we say that a function f : I →
R is ǫ-monotonic if
|f(x)− f(y)|
|x− y|
> ǫ.
This definition extends to functions defined on S1 = R/Z and taking
values on S1 by considering the standard lift. We say that A : S1 →
SL(2,R), is ǫ-monotonic if for every w ∈ R2 \ {0} the function t 7→ A(t)·w‖A(t)·w‖
is ǫ-monotonic.
Avila-Krikorian proved in [2] that the Lyapunov exponents are continuous
functions of ǫ-monotonic cocycles. Moreover, the set of ǫ-monotonic cocycles
is an open subset of H1(S1).
Thus as corollary we have:
Theorem 4.2. Let f : M × S1 → M × S1 be a skew-product of the form
f(x, t) = (g(x), t + θ(x)), where g : M → M is an Anosov diffeomorphism
such that there exists a g-periodic point p ∈ M with θ(p) ∈ R \ Q, and let
µ be an f -invariant ergodic measure with projective product structure. Let
Hǫp ⊂ H
1(M × S1) be the open set of cocycles B :M × S1 → SL(2,R) such
that B(p, ·) : S1 → SL(2,R) is ǫ-monotonic. Then the Lyapunov exponents
vary continuously in an open and dense subset of Hǫp.
We also have an equivalent result for time one maps:
Theorem 4.3. Let f :M →M be the time one map of an Anosov flow and
µ an invariant SRB measure. Suppose there exists some periodic compact
center circle, S1p , in the in the support of µ with irrational rotation number.
Let Hǫp ⊂ H
1(M) be the open set of cocycles B : M → SL(2,R) such that
B |S1p : S
1 → SL(2,R) is ǫ-monotonic. Then the Lyapunov exponents vary
continuously in an open and dense subset of Hǫp.
For volume preserving and accessible partially hyperbolic maps Liang,
Marin and Yang [13], proved that there exists an open and dense set of
points of continuity for the Lyapunov exponents.
5. Invariant holonomies
At this section we introduce the key notion that we are going to use in
the proof of Theorem C, namely invariant holonomies.
Suppose that f :M →M is partially hyperbolic. The stable and unstable
foliations are, usually, not transversely smooth: the holonomy maps between
any pair of cross-sections are not even Lipschitz continuous, in general, al-
though they are always γ-Ho¨lder continuous for some γ > 0. Moreover, if f
is C2 then these foliations are absolutely continuous, in the following sense.
Let d = dimM and F be a continuous foliation of M with k-dimensional
smooth leaves, 0 < k < d. Let F(p) be the leaf through a point p ∈M and
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F(p,R) ⊂ F(p) be the neighbourhood of radius R > 0 around p, relative
to the distance defined by the Riemannian metric restricted to F(p). A
foliation box for F at p is the image of an embedding
Φ : F(p,R)× Rd−k →M
such that Φ(·, 0) = id, every Φ(·, y) is a diffeomorphism from F(p,R) to
some subset of a leaf of F (we call the image a horizontal slice), and these
diffeomorphisms vary continuously with y ∈ Rd−k. Foliation boxes exist
at every p ∈ M , by definition of continuous foliation with smooth leaves.
A cross-section to F is a smooth co-dimension-k disk inside a foliation box
that intersects each horizontal slice exactly once, transversely and with angle
uniformly bounded from zero.
Then, for any pair of cross-sections Σ and Σ′, there is a well defined holo-
nomy map Σ→ Σ′, assigning to each x ∈ Σ the unique point of intersection
of Σ′ with the horizontal slice through x. The foliation is absolutely con-
tinuous if all these homeomorphisms map zero Lebesgue measure sets to
zero Lebesgue measure sets. That holds, in particular, for the strong-stable
and strong-unstable foliations of partially hyperbolic C2 diffeomorphisms
and, in fact, the Jacobians of all holonomy maps are bounded by a uniform
constant.
If f :M →M is of class B, his center stable and center unstable foliations
are also absolutely continuous. If we take two center manifolds Wc(p) and
Wc(z) in the same strong stable manifold, from every point t ∈ Wc(p) we
can define the stable holonomy locally hsp,z : I ⊂ W
c(p) → Wc(z) and the
Jacobian of hsp,z vary continuously with the points p and z. Actually the
Jacobian is given by
(2) Jhsp,z = lim
n→∞
Jfnc (t)
Jfnc (h
s
p,z(t))
,
where Jfnc (t) = detDf
n |Ect (t). Analogously for the unstable holonomies.
When f is of class A, we can extend the stable and unstable holonomies
to be defined as a map from a entire center manifold to another:
Definition 5.1. Given x˜ ∈ M˜ and y˜ ∈ M˜ , such that y˜ ∈ W s(x˜), we can
define the stable holonomy hsx˜,y˜ :W
c(x˜)→Wc(y˜) as the map which assigns
to each t ∈ Wc(x˜) hsx˜,y˜(t) the first intersection between W
s(t) and Wc(y˜).
Analogously, for z˜ ∈W u(x˜) we define the unstable holonomy
hux˜,z˜ :W
c(x˜)→Wc(z˜)
changing stable by unstable manifolds.
5.1. linear holonomies. We say that A admits strong stable holonomies if
there exist, for every p and q ∈M with p ∈ Wsloc(q), linear transformations
Hs,Ap,q : R2d → R2d with the following properties:
(1) Hs,A
fj(p),fj(q)
= Aj(q) ◦Hs,Ap,q ◦ Aj(p)−1 for every j ≥ 1,
(2) Hs,Ap,p = id and, for w ∈ Ws(p), H
s,A
p,q = H
s,A
w,q ◦H
s,A
p,w ,
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(3) there exists some L > 0 (that does not depend on p, q) such that
‖Hs,Ap,q − id‖ ≤ L dist(p, q)α.
These linear transformations are called strong stable holonomies.
Analogously if p ∈ Wuloc(q) we have the strong unstable holonomies. When
there is no ambiguity we write Hsp,q instead of H
s,A
p,q .
Remark 5.2. The fiber bunched condition (1) implies the existence of the
strong stable and strong unstable holonomies (see [3]).
Let RP 2d−1 be the real projective space, i.e: the quotient space of R2d\{0}
by the equivalence relation v ∼ u if there exist c ∈ R\{0}, such that, v = cu.
Every invertible linear transformation B induce a projective transformation,
that we also denote by B,
B : RP 2d−1 → RP 2d−1 and B [v] = [B(v)] .
We also denote by F :M × RP 2d−1 →M × RP 2d−1 the induced projective
cocycle.
6. Measure disintegration
Given a measurable partition P of M , by Rokhlin disintegration theorem
(see [18]) there exists a family of measures {µP }P∈P such that for every
measurable set X ∈M
• P → µP (X) is measurable,
• µP (X) = 1 and
• µ(X) =
∫
M
µP (X)dµ˜(P ).
Moreover, such disintegrantion is essentially unique [15].
In general the partition by the invariant foliations is not measurable, to
overcome this problem we disintegrate our measure locally as we explain
now.
Denote by s, u and c the dimensions of Es, Eu and Ec respectively. We
call Cx ∈ M a foliated box centred in x ∈ M if there exists a continuous
function Φ : [−1, 1]d → C such that
• Φ(0) = x,
• for every y ∈ [−1, 1]d−c,
WcCx(Φ(y, 0)) := Φ(y, [−1, 1]
c) ⊂ Wc(Φ(y, 0)),
• for every y ∈ [−1, 1]u,
WcsCx(Φ(0s, y, 0)) := Φ([−1, 1]
s × {y} × [−1, 1]c) ⊂ Wcs(Φ(0s, y, 0c)),
• for every x ∈ [−1, 1]s,
WcuCx(Φ(x, 0u, 0)) := Φ({x} × [−1, 1]
u × [−1, 1]c) ⊂ Wcu(Φ(x, 0u, 0c)),
where 0i is the zero vector of R
i.
Given a foliated box Cx lets call Σx = Φ([−1, 1]
d−c × {0c}) and π : Cx →
Σx the natural projection given by π(Φ(xs, yu, zc)) = Φ(xs, yu, 0c), observe
that Σx has a product structure Σ
s × Σu given by Φ.
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Remark 6.1. When f is of class A, we can actually take Φ : [−1, 1]d−c ×
Wc(x)→ C, because the center foliation form a fiber bundle.
Also, in this case the partition by center leaves is a measurable partition,
so using Rokhlin disintegration we can define a family of measures x˜ 7→ µcx˜,
such that µcx˜ is concentrated in W
c(x˜) and
µ =
∫
µcx˜dµ˜(x˜).
Moreover, we are going to prove (see section 7) that x˜ → µcx˜ is continuous
and defined everywhere.
Definition 6.2. We say that µ has projective product structure if π∗µ | Cx
is absolutely continuous with a product measure µs × µu, where µ∗ is a
measure on Σ∗ for ∗ = s, u.
Remark 6.3. When f is the time one map of an Anosov flow, µ is an SRB
measure for the flow if and only if for every x the disintegration of µ | Cx
given by the partition {WcuCx(y)}y∈Cx gives measures absolutely continuous
with respect to the Lebesgue measure on Wcu(y).
Observe that in this case the partition in center manifolds (orbits of the
flow) is not measurable, but because the measure is invariant by the flow,
the local disintegration in the center leaves in a foliated box is actually
absolutely continuous with respect to Lebesgue.
If we have some periodic compact center leaf Wc(p) of period k, we have
a natural fk-invariant measure µcp supported in this leaf, for the class A is
just µcp˜ and for the class B is the absolutely continuous measure induced by
the flow.
6.1. Invariance principle. Let P : M × RP 2d−1 → M be the projection
to the first coordinate, P (x, v) = x, and let m be an F -invariant measure
on M × RP 2d−1 such that P∗m = µ. By Rokhlin [15] we can disintegrate
the measure m into {mx, x ∈M} with respect to the partition
P = {{p} × RP 2d−1, p ∈M},
A measure m that projects on µ is called:
(a) s-invariant if there exists a full µ-measure subsetM s ⊂M such that
mz = (H
s
y,z)∗my for every y, z ∈M
s in the same strong-stable leaf;
(b) u-invariant if there exists a full µ-measure subsetMu ⊂M such that
mz = (H
u
y,z)∗my for every y, z ∈ M
u in the same strong-unstable
leaf.
If both a and b are satisfied we say that m is su-invariant.
We recall the following result whose proof can be found in [4].
Theorem 6.4 (Invariance Principle). Let f : M → M be a C1 partially
hyperbolic diffeomorphism and A : M → G a linear cocycle defined over f .
If µ is an f -invariant measure, such that λ+(A,µ, x) = λ−(A,µ, x) = 0
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almost everywhere, then every FA-invariant measure m such that P∗m = µ
is su-invariant.
We say that a disintegration of m is u/c-invariant if, for every x and
y in the support of µ and in the same unstable manifold, µcx-almost every
t ∈ Wc(x) (Lebesgue almost every for class B),
Hut,h(t)∗
mt = mh(t) where h(t) =W
c(y) ∩Wu(t).
Analogously, we call a disintegration s/c-invariant changing unstable by
stable. We say that the disintegration is su/c-invariant if the disintegration
is both u/c and s/c-invariant. This property is going to play a major role
in our argument so we now prove that if m is su-invariant, then m admits
a disintegration su/c-invariant.
We separate the argument for each class of partially hyperbolic map that
we consider.
7. Disintegration for class A
In this section we deal with the disintegration of m when f is of class A,
as described in section 3.1.
We have two disintegrations, one of m with respect to P, as defined in
the previous section, and one of µ with respect to P˜ = {Wc(p˜), p˜ ∈ M˜}, as
explained in remark 6.1
We introduce a third disintegration {m˜x˜, x˜ ∈ M˜} with respect to the
partition Pˆ = {Wc(p)× RP 2d−1, p ∈M}.
It is easy to see that
m˜x˜ =
∫
mxdµ
c
x˜,
see [17, exercise 5.2.1].
Because π∗µ has local product structure and f has zero center Lya-
punov exponent, by the Invariance Principle for smooth cocycles([5, Proposi-
tion 4.8]), there exists a continuous disintegration {µcx˜} which is su-invariant
everywhere in the support of µ˜. This means that:
(a’) µcz˜ = (h
s
y˜,z˜)∗µ
c
y˜ for every y˜, z˜ ∈ M˜ in the same stable set,
(b’) µcz˜ = (h
u
y˜,z˜)∗µ
c
y˜ for every y˜, z˜ ∈ M˜ in the same unstable set.
Denote by
fx˜ :W
c(x˜)→Wc(f˜(x˜))
the restriction of f to Wc(x˜). By the f -invariance of µ we have that
fx˜∗µ
c
x˜ = µ
c
f˜(x˜)
for µ˜-almost every x˜ ∈ M˜ . From the continuity of the disintegration it
follows that, this relation is true for every x ∈ supp µ˜. So, for every f˜k-fixed
point p˜ ∈ M˜
fkp˜ ∗µ
c
p˜ = µ
c
p˜.
POSITIVE LYAPUNOV EXPONENTS 13
For y˜ ∈ W u(x˜) define the holonomy Hux˜,y˜ : W
c(x˜) × RP 2d−1 → Wc(y˜) ×
RP 2d−1 by
(3) Hux˜,y˜(t, v) =
(
hux˜,y˜(t),H
u
(x˜,t),(y˜,hu
x˜,y˜
(t))v
)
.
Proposition 7.1. If m is su-invariant then m admits a continuous disin-
tegration {m˜x˜, x˜ ∈ M˜} in supp(µ˜) with respect to Pˆ that is su/c-invariant.
Proof. We need to prove that for every x˜ ∈ supp(µ˜) and y˜ ∈ supp(µ˜) in the
same ∗-leaf, ∗ ∈ {s, u},
(H∗(x˜,x),(y˜,h∗x˜,y˜(x))
)∗mx = mh∗
x˜,y˜
(x) for µ
c
x˜-almost every x ∈ W
c
x˜.
Let us prove for ∗ = u, the case ∗ = s is analogous. Take x˜ ∈ M˜ and
y˜ ∈ M˜ in the same unstable leaf and such that µcx˜-almost every x ∈ W
c(x˜)
belongs to Mu and µcy˜-almost every y ∈ W
c(y˜) belongs to Mu. Then
(Hux˜,y˜)∗m˜x˜(B) =
∫
mx
(
Hux˜,y˜
−1(B)
)
dµcx˜(x),
Considering By = B ∩ {y} × RP
2d−1 we have
(4)
(Hux˜,y˜)∗m˜x˜(B) =
∫
mx
(
Hu(x˜,x),(y˜,hux˜,y˜(x))
−1(Bhu
x˜,y˜
(x)
)
dµcx˜(x)
=
∫
(Hu(x˜,x),(y˜,hu
x˜,y˜
(x)))∗mx
(
Bhux˜,y˜(x)
)
dµcx˜(x)
=
∫
mhux˜,y˜
(
Bhu
x˜,y˜
(x)
)
dµcx˜(x)
=
∫
my (By) d
(
hux˜,y˜∗µ
c
x˜
)
(y)
=
∫
my (By) d
(
µcy˜
)
(y) = m˜y˜(B)
proving that the disintegration {m˜x˜} is u-invariant. Analogously we can find
a total measure set such that m˜x˜ is s-invariant. Using [5, Proposition 4.8] we
conclude that m admits a disintegration continuous in supp(µ˜) with respect
to the partition Pˆ , which is s and u invariant. Now the continuity implies
that (4) is true for every x˜ ∈ supp(µ˜). Thus
(Hu(x˜,x),(y˜,hux˜,y˜(x))
)∗mx = mhu
x˜,y˜
(x) for µ
c
x˜-almost every x ∈ W
c
x˜.
for every x˜ ∈ supp(µ˜) and y˜ ∈ supp(µ˜) in the same unstable leaf (analogously
for the stable holonomies) as claimed. 
8. Disintegration for class B
This section is devoted to prove the existence of an su/c-invariant dis-
integration of m for the time one maps of Anosov flows, we prove a more
general version of this result.
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We say that a measure µ has a good product structure if it has projec-
tive product structure and also for every foliated box the disintegration in
center manifolds {WcCx(y)}y∈Cx is absolutely continuous with respect to the
Lebesgue measure.
Every SRB measure for the flow has a good projective product structure,
the absolute continuity in the center manifold is just because the measure is
invariant by the flow and the projective product structure is because of the
absolute continuity of the center stable foliation (see [19, Proposition 3.4]
for a proof of this fact).
Theorem 8.1. Let f : M → M be a C2 partially hyperbolic, dynamically
coherent diffeomorphism and µ an invariant measure with a good product
structure, then if m is an su-invariant measure then there exists a disinte-
gration that is su/c-invariant.
Proof. For any topological space N , we denote by M(N) the space of mea-
sures on N with the weak∗ topology.
There existM s andMu of total measure with s-invariance and u-invariance
respectively. Take M ′ =M s∩Mu, x ∈ supp(µ) and a foliated box Cx ⊂M ;
via a local chart we can write C = Σ×DcR where Σ is a transversal section
to the center foliation and DcR is a disc of radius R in a center manifold, let
π : Cx → Σ be the natural projection given by the center discs, observe that
the center stable and center unstable manifolds gives a product structure of
Σ = Σs × Σu and by hypothesis µΣ ∼ µ
s × µu.
By the absolute continuity of the center foliation and the continuity of
the Jacobians of the stable and unstable holonomies of f we have that the
disintegration Σ →M(DcR), x 7→ µ
c
x is of the form µ
c
x = ρµ
c where µc is
the Lebesgue measure in DcR and ρ is continuous.
We write x ∼s y for x, y ∈ Σ in the same center stable manifold, and
x ∼u y if they are in the same center unstable manifold. Take r > 0 smaller
than R such that for every x ∼s y, hsx,y : D
c
r → D
c
R is well defined.
Fix some xs ∈ Σs such that µu ({xs} × Σu ∩ π(M ′)) = 1 and fix some
xu ⊂ Σu such that µc(xs,xu)((x
s, xu) × DcR ∩ M
′) = 1, by the absolute
continuity in the center direction this implies that Lebesgue almost every
t ∈ (xs, xu)×DcR is in M
′; for simplicity denote x0 = (x
s, xu).
Take ǫ > 0 such that
Dcǫ ⊂
⋂
z∼uy∼sx0
huy,zh
s
x0,y
(Dcr).
Lets callmcx =
∫
Dcr
mtdµ
c
x(t). Fix x ∼
s y, for t ∈ Dcr lets call h(t) = h
s
x,y(t)
and define (Hsx,ym
c
x)h(t) = H
s
(x,t),(y,h(t))∗
mt. If mt is well defined for almost
every t ∈ Dcr then by the absolute continuity of the holonomies (H
s
x,ym
c
x)t′ is
defined for almost every t′ ∈ hsx,y(D
c
r). Analogously we can define (H
u
x,ym
c
x)t′
Now define a new disintegration of m in the box Σ×Dcǫ in the following
way: Fix the restriction of the original disintegration defined for almost
every (x0, t) ∈ {x0} × D
c
r, (in particular m
c
x0
is well defined) extend the
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disintegration to every y ∼u x0 and t
′ ∈ hux0,y(D
c
r) by (H
u
x0,y
mcx0)t′ . Lets
call this disintegration mcy, and then extend it for every z ∼
s y ∼u x0
by (Hsy,zm
c
y)t′′ for almost every t
′′ ∈ hsy,zh
u
x0,y
(Dcr). Now by definition of
ǫ this disintegration is well defined in Σ × Duǫ , and it coincides with the
original disintegration almost everywhere, lets denote this new disintegration
by t 7→ mst .
By construction this disintegration is s/c-invariant. We claim that this
new disintegration, with respect to the partition {x}×Dcǫ×RP
2d−1, defined
by
Σ→M(Dcr × RP
2d−1), mcsx =
∫
Dcr
mstdµ
c
x(t),
is continuous. Assuming this claim, we can define analogously, reducing ǫ
if necessary, a disintegration x 7→ mux that is u/c-invariant on Σ × RP
2d−1.
We have that mcsx = m
cu
x for Lebesgue almost every x ∈ Σ, then as both are
continuous we have the equality for every x ∈ Σ. Then by the uniqueness of
the Rokhlin disintegration, for every x ∈ Σ, mst = m
u
t for µ
c almost every
t ∈ Dcǫ . As this boxes cover supp(µ) we conclude the theorem.
We are left to prove the claim.
We will prove that x 7→ mcsx is uniformly continuous varying y ∼
s x and
z ∼u y. Fix some continuous ϕ : Dcǫ×RP
2d−1 → R and let yn → x, yn ∼
s x.∫
ϕ(t, v)dmcsyn =
∫
Dcǫ
∫
RP 2d−1
ϕ(t, v)dmsyn,t(v)dµ
c
yn
(t)
∫
ϕ(t, v)dmcsyn =
∫
Dcǫ
∫
RP 2d−1
ϕ(t, v)dHn,t∗m
s
x,hn(t)
(v)dµcyn(t),
where hn(t) = h
s
yn,x(t), and Hn,t = H
s
(x,hn(t)),(yn,t)
so we can write the inte-
gral as ∫
Dcǫ
∫
RP 2d−1
ϕ(t,Hn,tv)dm
s
x,hn(t)
(v)ρ(yn, t)dµ
c(t),
changing variables we have:∫
hn(Dcǫ)
∫
RP 2d−1
ϕ(h−1n (t),Hn,h−1n (t)v)dm
s
x,t(v)Jµch
−1
n (t)ρ(yn, h
−1
n (t))dµ
c(t),
where Jµch
−1
n is the Jacobian of h
−1
n with respect to the Lebesgue measure
µc. Hence using that h−1n → idWc(x), Jµch
−1
n → 1, Hn,t → idRP 2d−1 uni-
formly and the continuity of ρ and ϕ, we conclude that
∫
ϕ(t, v)dmcsyn →∫
ϕ(t, v)dmcsy .
For zn ∼
u x, such that zn → x, we take zn ∼
s yn ∼
u x0 and x ∼
s x′ ∼u x0
(see figure 1), by construction yn → x
′, yn ∼
u x′ ∼u x0 and we have u-
invariance onW u(x0) so using the same arguments as before, changing stable
by unstable ∫
ϕ(t, v)dmcsyn →
∫
ϕ(t, v)dmcsx′ .
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s
u
x
o
x'
yn
x
zn
Figure 1. definition of zn and x
′.
Now observe that∫
ϕ(t, v)dmcszn =
∫
Dcǫ
∫
RP 2d−1
ϕ(t, v)dHsn,t∗m
s
yn,hsn(t)
(v)dµczn(t),
where hsn = h
s
yn,zn and H
s
n,t = H
s
(yn,hsn(t)),(zn,t)
are such that hsn → h
s
x′,x and
Hsn,t → H
s
(x′,hs(t)),(x,t).
Therefore, using the same calculations as before, it follows that
∫
ϕ(t, v)dmcszn →∫
ϕ(t, v)dmcsx .
This proves the claim and concludes the proof. 
9. Some technical results
We can characterize the cocycles accumulated by cocycles with zero ex-
ponents, and also, in the SL(2,R) case, the discontinuity points for the
Lyapunov exponents using the next proposition:
Proposition 9.1. If A ∈ Hα(M) is accumulated by cocycles with zero
Lyapunov exponents, then there exists some FA-invariant measure m, su-
invariant, that projects to µ. Also, if the cocycles takes values in SL(2,R)
and A is a discontinuity point for the Lyapunov exponents, then every FA-
invariant measure m that projects to µ is also su-invariant
Proof. Take (Ak)k∈N converging to A such that L(Ak, µ) = 0. Takemk to be
FAk -invariant measures projecting to µ, then by the invariance principle [5],
this measures are su-invariant. Take a subsequence such that mk converges
to some m, by theorem A.1 this measure is su-invariant.
For the second part, lets suppose that an SL(2,R) cocycle A is a dis-
continuity point for the Lyapunov exponents. We have that L(A,µ) > 0,
otherwise A is a continuity point, then by [9, Proposition 3.1] the conditional
measures of every F -invariant measure m are of the form mx = aδEux +bδEsx ,
with a + b = 1, so we can write m = amu + bms where mu and ms are
measures projecting in µ with disintegration mux = δEux and m
s
x = δEsx .
The invariance of Eux by unstable holonomies gives that m
u is u-invariant,
analogously ms is s-invariant.
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If A is a discontinuity point then there exist (Ak)k∈N converging to A
such that L(Ak, µ) does not converge to L(A,µ). Taking
ΨAk :M × RP
1 → R and ΨAk(x, v) =
‖Ak(x)v‖
‖v‖
and muk the u-invariant measure projecting in µ as before (but for Ak) if
L(Ak, µ) > 0 or any u-invariant measure if L(Ak, µ) = 0, we have that∫
ΨAkdm
u
k = L(Ak, µ)
does not converge to
L(A,µ) =
∫
ΨAdm
u,
taking a subsequence we can suppose thatmuk converges to somem = am
u+
bms with b 6= 0, then we have that m is u-invariant, so ms = b−1(m− amu)
is also u-invariant, hence every a′mu + b′ms is u-invariant.
As λ+(A) = −λ−(A) the proof of s-invariance follows analogously. 
9.1. Symplectic transvections. The results of this section can be found
in the thesis of Cambrainha [12], for completeness we rewrite the statements
and the proofs.
A linear map τ : R2d → R2d is called a transvection if there are a hy-
perplane H ⊂ R2d and a vector v ∈ H such that the restriction τ |H is the
identity on H and for any vector u ∈ R2d, τ(u) − u is a multiple of v, say
τ(u)− u = λ(u)v where λ is a linear functional of Rm such that H ⊂ ker λ.
For later use, let us recall the following characterization of symplectic
transvections of (R2d, ω). If τ ∈ Sp(2d,R) is a transvection of the form
τ(u) = u+ λ(u)v, then
ω(u, u′) = ω(τ(u), τ(u′))
= ω(u+ λ(u).v, u′ + λ(u′).v)
= ω(u, u′)− λ(u)ω(u′, v) + λ(u′)ω(u, v).
Hence, λ(u)ω(u′, v) = λ(u′)ω(u, v) for every u, u′ ∈ R2d. Taking u′ such
that ω(u′, v) = 1 and denoting a = λ(u′), we get the general formula for a
symplectic transvection:
τ(v) = τv,a(u) = u+ a · ω(u, v) · v
Of course, every transformation of this form is a symplectic transvection
(fixing the hyperplane (Rv)⊥).
Lemma 9.2. Let (E,ω) be a 2d-dimensional symplectic vector space and let
V and W be subspaces of E with complementary dimensions (i.e., dim(V )+
dim(W ) = 2d). Suppose that V ∩W has dimension k > 0. Then, there exist
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k symplectic transvections σ1, . . . , σk arbitrarily close to the identity such
that
(σ1 . . . σk)(V ) ∩W = {0}
Proof. We proceed by induction on k = dim(V ∩W ). Let m = dim(V ), so
that k ≤ min{m, 2d −m}.
If k = 1, then we can choose basis of V and W such that
V = span{v1, v2, ..., vm} and W = span{v1, w2, ..., w2d−m}
Note that V0 = V + W and V1 = (Rv1)
⊥ are hyperplanes of E. Take
u0 /∈ V0 ∪ V1 and ε > 0. Denote by σ : E → E the symplectic transvection
associated to u0 and ε:
σ(u) = u+ εω(u, u0)u0 for every u ∈ E.
By definition, the symplectic transvection σ becomes arbitrarily close to the
identity as close to the identity by taking ε > 0. Moreover, we claim that
σ(V ) ∩W = {0}. Indeed, take any v ∈ σ(V ) ∩W , say
(5)
m∑
i=1
αi σ(vi) = v = β1v1 +
2d−m∑
i=2
βiwi
for some numbers α1, . . . , αm and β1, . . . , β2d−m. If we write σ(vi) = vi +
Kiu0 with Ki = εω(vi, u0), this equality implies that
(6) (α1 − β1)v1 +
m∑
i=2
αivi −
2d−m∑
i=2
βiwi +
(
m∑
i=1
αiKi
)
u0 = 0.
Since u0 /∈ V0, the set {v1, ..., vm, w2, ..., w2d−m, u0} is a basis of E. Thus,
all coefficients in (6) are zero:

α1 = β1
αi = 0, i = 2, ...,m
βi = 0, i = 2, ..., 2d −m
m∑
i=1
αiKi = 0
From the second and the fourth equations above, we deduce that α1K1 = 0,
i.e., εα1 ω(v1, u0) = 0. Since u0 /∈ V1 means that ω(v1, u0) 6= 0, it follows
that α1 = 0 and, a fortiori, v = 0. This proves our claim, so that the first
step of the induction argument is complete.
Let us now perform the general step of the induction. Suppose now that
the lemma is true for k− 1, and let V ∩W = span{v1, . . . , vk}. In this case,
we can find basis for V and W such that
V = span{v1, v2, . . . , vk, vk+1, . . . , vm} and
W = span{v1, . . . , vk, wk+1, . . . , w2d−m}.
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Observe that V0 = V +W and V1 = (span{v1, ..., vk})
⊥ are co-dimension
k subspaces of E. Fix u0 /∈ V0 ∪ V1, ε > 0 and consider the symplectic
transvection
σk(u) := u+ εω(u, u0)u0, .
Any element v ∈ σk(V ) ∩W can be written in a similar way to (5). From
this, we have that:
(7)
k∑
i=1
(αi − βi)vi +
m∑
i=k+1
αivi −
2d−m∑
i=k+1
βiwi +
(
m∑
i=1
αiKi
)
u0 = 0
Since our choice u0 /∈ V0 implies that the vectors {v1, ..., vm, wk+1, ..., w2d−m, u0}
are linearly independent, one has:

αi = βi, i = 1, . . . , k
αi = 0, i = k + 1, . . . ,m
βi = 0, i = k + 1, . . . , 2d−m
m∑
i=1
αiKi = 0
The second and fourth equations imply that
k∑
i=1
αiKi = 0, i.e., ω
(
k∑
i=1
αivi, u0
)
=
0. Therefore:
(σkA)(V ) ∩W =
{
v =
k∑
i=1
αi vi
∣∣∣∣∣ ω
(
k∑
i=1
αivi, u0
)
= 0
}
Because u0 /∈ V1, we deduce that (σkA)(V )∩W is a (k−1)-dimensional sub-
space. By induction hypothesis, there are σ1, . . . , σk−1 symplectic transvec-
tions arbitrarily close to the identity such that
(σ1 . . . σk−1σkA)(V ) ∩W = {0}
This completes the proof of the lemma. 
The conclusion of the previous lemma is an open condition: B(V )∩W =
{0} for every B sufficiently close to the symplectic automorphism σ provided
by this lemma. By recursively using this fact and the previous lemma, we
deduce that:
Corollary 9.3. Let (E,ω) be a 2d-dimensional symplectic vector space and
let {(Vj ,Wj) : 1 ≤ j ≤ m} be a finite collection of pairs subspaces of E with
complementary dimensions (i.e., dim(Vj) + dim(Wj) = 2d for all 1 ≤ j ≤
m). Then, there exists a symplectic automorphism σ arbitrarily close to the
identity such that
σ(Vj) ∩Wj = {0} ∀ j = 1, . . . ,m
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10. Proof of Theorem C
Observe that for classA, π−1 of the f˜ -periodic points are f -periodic center
leaves, so the hyperbolicity of f˜ implies the existence of periodic compact
center leaves. For class B it is well know that every non-trivial basic set has
a dense set of periodic orbits for the flow, then this are fixed compact center
leaves (actually circles) for the time one map.
To simplify notation let us assume that there exists a f˜ -fixed point p˜, i.e:
f˜(p˜) = p˜ (since all the arguments and results are not affected by taking an
iterate).
Fix this compact center leaf K =Wc(p), so f : K → K has an invariant
measure µcK .
Now we are going to define h : K → K that is a composition of stable
and unstable holonomies.
10.1. Class A. First we define this map for f of class A.
t
hu(t)
h(t)
Wu
Ws
Wuu(t)
W
ss (
h(
t)
)
Wc(p) Wc(z)
Figure 2. definition h :Wc(p)→Wc(p) for class A.
Fix the periodic point p˜ ∈ M˜ and z˜ ∈ M˜ a homoclinic point for p˜, i.e:
z˜ ∈W s(p˜)∩W u(p˜), let us call K =Wc(p˜). Define h : K → K (see figure 2)
by
h = hsz˜,p˜ ◦ h
u
p˜,z˜,
and let HAt : R
2d → R2d
HAt = H
s
(z˜,hup˜,z˜(t)),(p˜,h(t))
Hu
(p˜,t),(z˜,hup˜,z˜(t))
.
Then if m is an su-state, by proposition 7.1, we have that HAt ∗mt = mh(t)
for µcp˜-almost every t ∈ K.
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10.2. Class B. Now we define h and H for f of class B.
Observe that the restriction of f to one of this compact leaves, Wc(p),
is a rotation in R/TZ where T is the period p by the flow. So after a C1
change of coordinates we can suppose that fp = f |Wc(p)= r 1
T
where
r 1
T
: R/Z→ R/Z, t 7→ t+
1
T
.
The restriction of the cocycle to Wc(p) is a cocycle over a rotation with
Lebesgue µcp as invariant measure.
Fix a flow periodic point p ∈ supp(µ), lets take z ∈ Wcs(p) ∩ Wcu(p),
by invariance of the center stable and center unstable manifolds φt(z) ∈
Wcs(p) ∩ Wcu(p) for every t ∈ R. Observe also that the orbit of z is non
recurrent.
t
hu(t)
h(t)
Wcu
Wcs
Wuu(t)
Wss(h(t))
Wc(p) Wc(z)
Figure 3. definition h :Wc(p)→Wc(p) for class B.
Suppose that actually z ∈W u(p) and define h(p) =Wc(p) ∩W s(z), now
for t ∈ [1, T ] define h(φt(p)) := φt(h(p)) and observe that by the invariance
of the stable and unstable manifolds φt(h(p)) ∈ W
c(φt(p)) ∩W
s(φt(z)) and
φt(z) ∈W
u(φt(p)).
So h is a composition of stable and unstable holonomies. Also in the circle
coordinates, identifying p with 0,
h : R/Z→ R/Z, t 7→ t+ ω,
where ω is such that φω(p) = h(p). In particular h also preserves the
Lebesgue measure µcp in the circle coordinates.
Call hup,z :W
c(p)−{p} → Wc(z) the map given by t 7→ φt(z), by the same
reasoning as before this map is given by an unstable holonomy, if there is
no risk of ambiguity we just write hu = hup,z. This map is not well defined
in 0 because φT (z) 6= z.
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Observe that as the center stable and center unstable are dense in supp(µ)
we can find points z1, . . . , zd as before such that any pair zi, zj, with i 6= j,
are in different orbits of the flow. Hence, we can define maps h1, . . . , hd with
the properties above.
10.3. Weakly pinching. Now we return to the proof of Theorem C. Fix
once for all some periodic compact center leaf K =Wc(p), take A |K : K →
Sp(2d,R), this defines a linear cocycle over fp˜ with invariant measure µK ,
observe that µK is also h-invariant. Let λ
1
µK
(t) ≥ · · · ≥ λkµK (t) be the
Lyapunov exponents of this cocycle.
We say that A ∈ Hα(M) is Weakly pinching if L(A |K , µK) > 0.
Lemma 10.1. For every A weakly pinching there exists A′ ∈ Hα(M), ar-
bitrary close to A with that A |K= A
′ |K , such that A
′ does not admit any
su-invariant measure.
Proof. Lets call the Lyapunov exponents of (fp, A
′
p) relative to µK by λ
1
c , . . . , λ
k
c .
By the positivity of the integrated Lyapunov exponents there exists i such
that λic(t) > λ
i+1
c (t) for some 1 ≤ i ≤ 2d, as we have finite possibilities
of i we can take some µK positive measure set I ⊂ K such that, for every
t ∈ I, there exists an invariant decomposition R2d = V +t +V
−
t with constant
dimensions such that the smaller Lyapunov exponent in V +t is larger than
the largest Lyapunov exponent in V −t . Assume, without loose of generality,
that dim(V −) ≥ dim(V +).
We can also assume, reducing I if necessary, that this decomposition
varies continuously in I. As h preserves the measure µK we can find an
iterate j such that hj(I) ∩ I has positive measure, take j to be the smaller
integer with this property.
Suppose that A′ admits some su-invariant measure, by Theorem 8.1 we
can take the disintegration to be su/c-invariant. By [9, Proposition 3.1] we
have that, for every t ∈ I, mt = m
+
t + m
−
t where supp(m
+
t ) ⊂ V
+
t and
supp(m−t ) ⊂ V
−
t . Taking t
′ ∈ I density point of hj(I) ∩ I we can find a
neighbourhood N ⊂ K of t′ such that the sets hup,z(h
i(N)) ⊂ Wc(z), i =
0, . . . , j − 1 are disjoint.
Let HA
′
t be the composition of the unstable linear holonomy from t to the
point hu(t) and the stable linear holonomy from hu(t) to h(t).
The su/c-invariance implies that mhj(t) = (H
j
t )∗mt for µ
c
p-almost every
point. This implies that
supp(mhj(t)) ⊂ (V
+
hj(t)
∪ V −
hj(t)
) ∩ (Hjt V
+
t ∪H
j
t V
−
t ).
Fix a neighbourhood N of hu(t′) that does not contain fn(hu(t′)) for
n 6= 0, making a small perturbation we find Aˆ : M → Sp(2d,R) such that
Aˆ(x) = A′(x) outside N . We have that
HAˆ,jt′ = H
A′,j−1
h(t′) ◦H
s,A′
hu(t′),h(t′) ◦ σ ◦H
u,A′
t′,hu(t′).
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Then lemma 9.2 we can find σ arbitrarily close to the identity such that
V −
hj(t′)
∩Hjt′V
+
t′ = {0}, V
−
hj(t′)
∩Hjt′V
+
t′ = {0} and V
+
hj(t′)
∩Hjt′V
+
t′ = {0}. So
supp(mhj(t′)) ⊂ V
′
hj(t′) = V
−
hj(t)
∩Hjt′V
−
t′
using lemma 9.2 again we can make dimV ′ < dimV −. As t′ and hj(t′) are
density points of a set where the V + and V − varies continuously then there
exists a positive measure subset of t ∈ I such that
supp(mhj(t)) ⊂ V
′
hj(t) and dimV
′ < dimV −.
t'
h(t')
Wc(p) Wc(z)
Eut'
HEst'
Esh(t')
Euh(t')
HEut'
Figure 4. perturbation of H
If Aˆ still admits some m su-invariant, we can repeat the argument taking
a different homoclinic point z1, . . . , zd (i.e the orbit of zi is not in the orbit
of zj for i 6= j) with V
′ instead of V − such that the new perturbation
does not affect the cocycle in the orbit of z. Inductively, if the perturbed
cocycles always admit some su-invariant measure, we can do this with less
than d-point zi to get that supp(mt) = ∅, for t in a positive measure set, a
contradiction.
Then we can find A′′ arbitrarily close to A does not admit any su-invariant
measure.

Now we can prove Theorem C.
Proof of Theorem C. By Lemma 10.1 there exists A′, arbitrary close to A,
weakly pinching that does not admit any su-invariant measure, by the in-
variance principle (theorem 6.4) A′ has positive exponent and also by Propo-
sition 9.1 A′ is not accumulated by cocycles with zero exponents, then it is
stably non-uniformly hyperbolic. 
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11. Proof of Theorem A and B
We need the following Proposition:
Proposition 11.1. Let f : M → M and µ be of class A or B, then there
exist a dense set of Hα(M) weakly pinching.
Proof. To prove Proposition 11.1 let us recall some results.
We say that an f -invariant measure µ is non-periodic if for every k ∈ Z
fk |supp µ is not the identity map. By Xu [21] in a very general topology
(including the Hα(M) topology) there exists a dense set of cocycles with
L(A,µ) > 0. So if there exist some compact periodic center leaf Wc(p) such
that such that µcp is non-periodic we are done.
If we are not in the previous case we can do the following: first we need
periodic points of arbitrarily large period,
• for class A: We are assuming that for every f˜ -periodic point p˜ ∈ M˜ ,
there exist k(p˜) such that f
k(p˜)
p˜ |supp µcp˜= id. As f˜ is an hyperbolic
homeomorphism there exist periodic points of arbitrary large period,
then as k(p˜) is at least the period of p˜ we have arbitrary large k(p˜),
• for class B: If for every periodic point p ∈ supp(µ), the invariant
measure is periodic this means that 1
Tp
is rational. Tp can be taken
arbitrarily large, so we have rational rotations with arbitrarily large
period.
Observe also that in the periodic case the Lyapunov exponents at a point
t ∈ Wc(p) are the logarithm of the eigenvalues of Ak(t), where k is the
period, lets call the L(A(t)) the logarithm of the largest eigenvalue of Ak(t).
Now, taking
Aθ =
(
cos(θ) idd sin(θ) idd
− sin(θ) idd cos(θ) idd
)
A,
for a generic A we have that for an n-periodic point there exists an O( 1
n
)
dense set of θ ∈ [0, 2π] with L(Aθ(t)) > 0 (see [21, Lemma 3.4]), so taking
Wc(p) such that k is very large we can take θ small such that Aθ is close to
A. So we have at least one point t ∈ Wc(p), in the support of µcp, such that
Ak has positive eigenvalues, then as all the points in Wc(p) have period k,
by continuity of the eigenvalues there exists an open set, containing t, with
positive eigenvalues, then as this set has positive µcp measure we have that
L(A |Wc(p), µ
c
p) > 0, as we wanted.

Now we can prove Theorem A and B
Proof. Take any A ∈ Hα(M), by Proposition 11.1 arbitrarily close to A
there exists Aˆ ∈ Hα(M) weakly pinching, now by Theorem C there exists
an open set with positive Lyapunov exponents arbitrarily close to A, then
A is accumulated by open sets with positive Lyapunov exponents. 
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12. Proof of Theorem D
In SL(2,R) we have that, if λ+(t) > 0, R2 = E+t + E
−
t . Lets convention
that, if λ+(t) = 0, R2 = E+t = E
−
t . We say that A isWeakly twisting if there
exists K˜ ⊂ K with µK(K˜) > 0 and j ∈ N such that (H
A
t )
j
(
{E+t , E
−
t }
)
∩
{E+
hj(t)
, E−
hj(t)
} = ∅. By the same arguments of Lemma 10.1 it is clear that
weakly twisting implies that A does not admit any su-invariant measure.
To prove Theorem D we need the next lemma, whose proof is in [9].
Lemma 12.1. Let Hα(M) be the space of α-Ho¨lder linear cocycles over a
dynamical system g : M →M and let µ be an ergodic g-invariant measure.
If A is a continuity point for L(·, µ) : Hα(M) → R with L(A,µ) > 0, then
the Oseledets spaces are continuous in measure. This means that if Ak → A
then, for every ǫ > 0, µ
(
{t ∈ K, such that ∠
(
Eu,Akt , E
u,A
t
)
> ǫ}
)
→ 0,
where ∠ (V,W ) is the angle between V and W .
We prove the same result for non ergodic measures:
Lemma 12.2. Assume that A : K → SL(2,R) is non-uniformly hyperbolic
and a continuity point for Lyapunov exponents, then it is a continuity point,
in measure, for the Oseledets decomposition.
Proof. Take an ergodic decomposition of µK , {µE , E ∈ E}, where E is the
partition given by the ergodic decomposition. Observe that if t ∈ E then
λ+A(t) = λ
+
A(E).
Suppose by contradiction that there exist δ > 0 and An → A such that
µK{t ∈ K,∠(E
∗,An
t , E
∗,A
t ) > δ} > δ for ∗ = − or +. Here we use the
convention that if dim(E) 6= dim(F ), ∠(E,F ) = π. Take a subsequence
of λ+Ank
that converges for µK-almost everywhere to λ
+
A. This implies that
λ+Ank
(E) → λ+A(E) for almost every E ∈ E , by lemma 12.1 applied to every
ergodic component we have that µE{t ∈ K,∠(E
∗,Ank
t , E
∗,A
t ) > δ} → 0, for
almost every E ∈ E . Then, by dominated convergence
µK{t ∈ K,∠(E
∗,Ank
t , E
∗,A
t ) > δ} =
∫
µE{t ∈ K,∠(E
∗,Ank
t , E
∗,A
t ) > δ} dµK
converges to zero. This contradiction proves the Lemma.

Lemma 12.3. Let A :M → SL(2,R) be weakly twisting and weakly pinch-
ing, and suppose that A |K : K → SL(2,R) is a continuity point for the
Lyapunov exponents. Then it is stable weakly twisting.
Proof. Let K ′ ⊂ K be the set of t such that λ(A |K , µK , t) > 0. Reducing
K˜ ⊂ K ′ given by the weakly twisting definition if necessary, we can assume
that there exists ǫ > 0 such that
min
a,b∈{+,−}
∠
(
(HAt )
jEat , E
b
hj(t)
)
> ǫ
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for every t ∈ K˜. Take c > 0 such that µK(K˜) > 2c > 0 and take 0 <
δ < ǫ6 such that ∠
(
(HAt )V, (H
A
t )W
)
< ǫ6 for every V,W ∈ RP
2d−1 with
∠ (V,W ) < δ.
Now, by the continuity of the Oseledets spaces given by Lemma 12.2,
for every B ∈ Hα(M) sufficiently close to A there exists Kˆ ⊂ K ′ with
µK(Kˆ) > µK(K
′)− c3 such that ∠
(
E∗,Bt , E
∗,A
t
)
< δ, ∗ ∈ {+,−}.
Moreover, since in Hα(M), A 7→ HAt varies continuously with respect to
A, we have that for B sufficiently close to A
∠
(
HBt E
∗,B
t ,H
A
t E
∗,B
t
)
<
ǫ
6
.
So, takingK ′′ = Kˆ∩K˜ we have that µK(K
′′) > 2c3 and µK(h
j(K ′′)∩Kˆ) > c3 .
Therefore for every t ∈ h−j
(
hj(K ′′) ∩ Kˆ
)
we have
∠
(
(HBt )
jE∗,Bt , (H
A
t )
jE∗,At
)
<
ǫ
3
and ∠
(
E∗,B
hj(t)
, E∗,A
hj(t)
)
<
ǫ
3
.
Consequently,
min
a,b∈{+,−}
∠
(
(HBt )
jEa,Bt , E
b,B
hj(t)
)
>
ǫ
3
.

Now we can prove Theorem D.
Proof of Theorem D. By Lemma 10.1 there exists Aˆ, arbitrary close to A,
with the weakly twisting and weakly pinching property, such that A |K=
Aˆ |K . By Lemma 12.3 Aˆ is stable weakly twisting then, by Proposition 9.1,
Aˆ is a continuity point for the Lyapunov exponents. 
Proof of Theorem 4.2. Take the periodic point p ∈M (for simplicity assume
that it is fixed) and consider K = {p} × S1. Let rθ(p) : S
1 → S1 be the
irrational rotation t 7→ t+ θ(p).
By the unique ergodicity of the irrational rotation µK is the Lebesgue
measure on S1. So by hypothesis
(
rθ(p), B(p, ·)
)
is a ǫ-monotonic quasi-
periodic cocycle. Also, by [7], we can find B˜ arbitrarily close to B such that
L(B˜(p, ·), µK) > 0. Using [2, Theorem 3.8] we have that
(
Rθ(p), B˜(p, ·)
)
is
a continuity point for the Lyapunov exponents. Then (f, B˜) falls into the
hypotheses of Theorem D. Hence for every (f,B) ∈ Hǫp there exists an open
subset of Hǫp arbitrarily close to B of continuity points for the Lyapunov
exponents. 
The proof of Theorem 4.3 is analogous.
Appendix A. closedness of s and u-states
In the study of Lyapunov exponents of linear cocycles over hyperbolic
or partially hyperbolic maps one of the principal tools to prove positivity,
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simplicity or continuity is to analyze the invariant measures of the cocycle
that projects to some fixed invariant measure in the base.
With some conditions that allow the existence of linear stable and unsta-
ble holonomies, having zero exponents (in some cases also discontinuity) can
be caracterized by some rigidity condition in the invariant measures of the
cocycles, this is known as the Invariance Principle (see [5]). This rigidity
condition says that the measures must be s and u-states, this means that
the disintegration is invariant by the holonomies (see section A.1 for the
precise definition).
In many works closedness of s or u-states has been proved and used for
specific cases ([8], [5], [4]). The purpose of this appendix is to give a more
general proof of this fact for general partially hyperbolic maps without any
extra conditions on invariant measure of the base map.
The precise statement of the main result is given in theorem A.1.
A.1. Smooth cocycles. Let E be a compact manifold, and let F :M×E →
M × E be a smooth cocycle over f , this means that if P : M × E → M is
the natural projection to the first coordinate P ◦ F = f ◦ P and x 7→ Fx is
Ho¨lder continuous to the topology of Cr diffeomorphisms.
We say that F admits stable holonomies if for every x, y ∈ M , x ∼s y,
there exists Hsx,y : E → E with the following properties:
• x ∼s y ∼s z, Hsx,z = H
s
y,z ◦H
s
x,y and H
s
x,x = id,
• Fy ◦H
s
x,y = H
s
f(x),f(y) ◦ Fx,
• (x, y, ξ) → Hsx,y(ξ) is continuous where (x, y) varies in the set of
points x ∼s y,
• there exist C > 0 and γ > 0 such that Hsx,y is (C, γ) Ho¨lder for every
x ∼s y.
Analogously we say that F admits unstable holonomies if for every x ∼u y
there exist Hux,y with the same properties changing stable by unstable.
From now on fix f and vary the cocycles F projecting to f in a topology
such that x, y, F 7→ Hs,Fx,y varies continuously.
Fix some f -invariant probability measure µ, as E is compact there al-
ways exists some F -invariant probability measure m that projects to µ. By
Rokhlin disintegration theorem, we can disintegrate m with respect to the
partition given by the fibers {x} × E , so we have x 7→ mx defined almost
everywhere.
We say that an F -invariant measure that projects to µ is an s-state if
there exists a total measure subset M ′ ⊂ M such that for every x, y ∈ M ′,
x ∼s y, Hsx,y∗mx = my. Analogously, we say that a measure is an u-state
is the same is true changing stable by unstable manifolds. We call m an
su-state if it is booth s and u-state.
We want to prove that
Theorem A.1. If mk are s-states for Fk, that projects to µ such that Fk →
F and mk → m in the weak∗ topology then m is an s-state.
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By [4, theorem 4.1] if a cocycle F has all his Lyapunov exponents equal
to zero, then the F -invariant measure m is an su-state. As a corollary we
have
Corollary A.2. If F does not admit any su-state, then there exists a neigh-
borhood of F with non-zero exponents.
A.2. Proof. First we need to recall the Markov construction of [4]: Given
any point x ∈ supp(µ) we can find some section Σ transverse to the stable
foliation, some N > 0, R > 0, 0 < δ < R2 and a measurable family {S(z), z ∈
Σ} such that
• Ws(z, δ) ⊂ S(z) ⊂ Ws(z,R) for all z ∈ Σ,
• for all l ≥ 1, z, ζ ∈ Σ, if f lN(S(z))∩S(ζ) 6= ∅ then f lN(S(z)) ⊂ S(ζ).
As taking an iterate will not affect our argument we suppose that N = 1.
For each z ∈ Σ, let r(z) be the largest integer such that f j(S(z)) does not
intersect any S(w) for all w ∈ Σ, 0 < j ≤ r(z). Now let B0 be the σ-algebra
of sets E ⊂ M such that for every z and j as before, either E contains
f j(S(z)) or is disjoint from it. A B0-mensurable function, is a function that
is constant on the sets f j(S(z)), 0 ≤ j ≤ r(z).
For every k ∈ N, let Hk : M × E → M × E be defined by (x, ξ) →
(x,Hkx(ξ)) where
(8) Hkx =
{
Hs,k
x,fj(z)
if x ∈ f j(S(z)) for some z ∈ Σ
id otherwise
where Hs,kx,z is the stable holonomy of Fk.
Now as in [4] we can change our cocycle by F˜k = HkFk(Hk)
−1, this is
called a deformation cocycle of Fk, such that x 7→ F˜kx is B0 measurable.
Let mk be an Fk-invariant measure, define m˜
k = Hk∗m
k, this measure is
F˜k-invariant. Observe that m
k being an s-state implies that x 7→ mkx is B0
measurable. Moreover, mk is an s-state if and only if this is true for every
z ∈ M and Σ ∋ z transversal to the stable foliation (this is explained in
more detail in [4, Section 4.4]).
Lemma A.3. Let φ : M × E → R be a measurable bounded function such
that v 7→ φ(x, v) continuous, then
∫
φdmk →
∫
φdm.
Proof. Fix ε > 0 and take a compact set K ⊂M such that µ(K) > 1− ε‖φ‖
and φ is continuous in K×E , take φ′ :M ×E → R be a continuous function
such that φ(x, v) = φ′(x, v) for every x ∈ K, v ∈ E and ‖φ′‖ ≤ ‖φ‖.
Now take k sufficiently large such that
∣∣∫ φ′dmk − ∫ φ′dm∣∣ < ǫ, then∣∣∣∣
∫
φdmk −
∫
φdm
∣∣∣∣ ≤
∣∣∣∣
∫
φ′dmk −
∫
φ′dm
∣∣∣∣+ 2ε.
So for k sufficiently large this is less than 3ε, concluding the proof. 
Lemma A.4. If mk → m then m˜k → m˜ = H∗m.
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Proof. Let ϕ :M × E → R be a continuous function, then∫
ϕdm˜k =
∫
ϕ ◦ Hkdm
k,
ϕ◦H is measurable but v 7→ ϕ◦H(x, v) is continuous for every x ∈M , then
by lemma A.3 we have that
(9)
∫
ϕ ◦ Hdmk →
∫
ϕdm˜.
Fix some ǫ > 0 and take δ > 0 such that dist(a, b) < δ implies that
|ϕ(a)− ϕ(b)| < ǫ. Now, the uniform convergence of the holonomies implies
that for k sufficiently large
(10) dist(Hk(x, v),H(x, v)) < δ.
Observe that∣∣∣∣
∫
ϕ ◦ Hkdm
k −
∫
ϕdm˜
∣∣∣∣ ≤
∣∣∣∣
∫
ϕ ◦ Hkdm
k −
∫
ϕ ◦ Hdmk
∣∣∣∣+
∣∣∣∣
∫
ϕ ◦ Hdmk −
∫
ϕdm˜
∣∣∣∣
then by (9) and (10) we have that for k sufficiently large∣∣∣∣
∫
ϕ ◦ Hkdm
k −
∫
ϕdm˜
∣∣∣∣ < 2ε.

So we are left to prove that m˜k → m˜ implies that x 7→ m˜x is also B0
measurable.
Let B0 be a σ-algebra, let µ be a measure in M . Assume that we have
some measures m˜k in M ×E converging in the weak∗ topology to m˜ and let
P :M × E →M be the natural projection, also assume that P∗m˜
k = µ.
The next lemma is a corollary of lemma A.3.
Lemma A.5. Let φ : M → R be a measurable function and ϕ : E → R
continuous, then
∫
φ× ϕdm˜k →
∫
φ× ϕdm˜.
Suppose that x 7→ m˜kx is B0 measurable, this is true if and only if for every
continuous function ϕ : E → R, x 7→
∫
ϕdm˜kx is B0 measurable.
First we need the next lemma
Lemma A.6. Let φk be a sequence of function in L
2(µ) that is B0 measur-
able such that φk converges weakly to φ, then φ is B0 measurable.
Proof. First observe that the space of B0 measurable functions is closed and
convex in L2(µ), lets call this space by H ⊂ L2(µ). Suppose that φ /∈ H then
by Hahn-Banach there exist some ρ ∈ L2(µ) such that
∫
ρξdµ = 0 for every
ξ ∈ H and
∫
ρφdµ > 0. A contradiction because
∫
ρφkdµ→
∫
ρφdµ 
Now to conclude the proof of theorem A.1 we prove:
Proposition A.7. x 7→
∫
ϕdm˜x is B0 measurable.
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Proof. Take φk(x) =
∫
ϕdm˜kx, this function bounded then it is in L
2(µ). For
any function ρ ∈ L2(µ) we have that∫
ρφkdµ =
∫
ρ(x)
∫
ϕ(v)dm˜kx(v)dµ =
∫
ρ× ϕdm˜k
So by lemma A.5 we have that∫
ρφkdµ→
∫
ρφdµ,
where φ(x) =
∫
ϕdm˜x. By hypothesis φk is B0 measurable, then by lemma A.6
φ is B0 measurable. 
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