Upper tail method
This method was proposed by Mojena (1977) and is an important cluster number decision procedure for hierarchical clustering using statistical stopping rules. These rules utilizes N − 1 items in the distribution of the criterion (α) by calculating the mean and standard deviation of the sample. Only the distance is considered as a criterion; the values of the criterion can range from α 1 , i.e., one cluster, to α N −1 . The stopping rule proceeds to define a 'significant' α as one that lies in the upper tail of the distribution satisfying
where α j represents the value of the criterion at stage j, k is the standard deviation, andᾱ and s α are the mean and unbiased standard deviation of the α distribution, respectively. In Mojena (1977) , k was varied from 2 to 4, which corresponded to datasets that included between 60 and 120 items. In this case, we chose k = 2. Davies and Bouldin (1979) and Jain and Dubes (1988) and proposed a cluster separation measure that minimizes the intra-cluster distance, while maximizing the inter-cluster distance. The cluster separation measure ρ(k) is defined as
Jain-Dubes method
where
is the ith vector in cluster j, and n j is the number of vectors in cluster j. Thus, η ij is the intra-cluster distance of cluster j, while ξ ij is the inter-cluster distance of clusters i and j. k is set using Sturges' rule, that is, 2 ≤ k ≤ 1 + log 2 n. n is the number of data points. In this case, k = {2, 3, 4, 5, 6}, and the value that gives the lowest value of ρ(k) is chosen.
Results
The results for the two methods are shown in Figure A and Tables A and B. The upper tail method revealed that a 'significant' α is j = 3. However, as shown in Table A , the value of α j corresponding to j = 4 was equivalent to j = 3. The result of the Jain-Dubes method showed that the minimum value of ρ(k) was 0.501, which corresponded to five clusters. The "best" choice of cluster number depended on the method. Figure B shows the partitions corresponding to three to five clusters. Taken together, we chose four clusters as the "better" choice of cluster number. In other words, four clusters are relatively appropriate for our data. 
