Abstract: Sharing communities are changing the way audio clips are obtained in several areas, ranging from music to game design. The motivations for people to record and upload sounds to these sites are likely to be related to social factors. In this paper, we describe several networks that can be extracted from user activities in these systems. We propose the notion of creativity as an objective for this kind of community, and how some indicators of creativity can be extracted. We investigate the relationship between the network properties and the creative outcome indicators through an empirical analysis of data from Freesound.org, a widely used website for sharing audio clips.
Introduction
Audio clips are building blocks for many creative processes. From computer games, interactive media and user interfaces to music and film, it is very common to use audio clips, either tailored for the occasion or conveniently provided as libraries by some publisher. Even if coming from a library, these sounds can be manipulated at will to suit a creative purpose.
Unsurprisingly, internet is becoming the dominant distribution medium for such files. Perhaps, overshadowed by the transformation of the music industry, the market of sound libraries has faced similar issues and became intermingled with personal file sharing, to the extent that the licensing conditions for royalty-free sounds inherited from the pre-internet era have been questioned (Lessig, 2008) .
Users are now able to organise and share sound clips produced by themselves through the web, usually in a less organised manner than the traditional editorial processes of library publishers. A growing number of sites offer royalty-free sounds under a variety of licenses, often for free. Perhaps more interestingly, some of them are organised so that users can contribute sounds as well as download them. This process is very similar to more common activities such as sharing text, images or videos, but it is less known to the general public. Unlike most multimedia files shared through websites, sound clips are not simply enjoyed online, but downloaded and used as building blocks for the mentioned creative processes. Thus, the process of sharing sound clips is associated with a certain cultural and economic value, similar to other community-driven resources such as Wikipedia.
With the generalisation of content management systems and the focus on user-generated media that characterised the Web 2.0, many websites have appeared that allow people to share sound clips online. Some examples are Freesound (http:// freesound.org) or Looperman (http://looperman.com). Soundsnap (http://soundsnap.com) has followed a similar trend looking for user contributions, but trying a revenue sharing business model. Other sites, such as Indaba (http://indabamusic.com), Soundcloud (http://soundcloud.com), or ccmixter (http://ccmixter.org) have incorporated similar functionality to support their music-related functionality. One typically essential feature in these systems is the forum. In the forum, it is common to see requests for specific recordings, as well as discussions about different techniques, licensing issues and so on.
Audio clip sharing websites offer an interesting example of a collective process that produces a value that goes beyond individuals. The motivations that lead people to record and upload sounds for free are clearly related to social factors. In this paper, we propose a formal analysis of the elements that compose audio clip sharing systems that enables us to better understand this process. The notion of creativity, as a concept that involves both 'innovation' and 'relevance', can serve as a measure of the success of this process. We hypothesise that the analysis of the different user networks extracted from the information systems can give an insight on how this collective creative process unfolds, and test these ideas analysing data from Freesound.org, one of the most popular audio clip sharing sites. The rest of this paper is organised as follows. In Section 2, we introduce the notion of collective creativity and describe the general hypothesis that it is influenced by the interconnections between users of the system. In Section 3, we characterise audio clip sharing systems and the networks of users that can be extracted from them. In Section 4, we present an analysis of Freesound.org. We discuss our findings in Section 5.
Collective creativity and small world networks

Creativity and audio clip sharing
Creativity is usually defined as the human ability to 'create' things that are new and have some sort of relevance. Beyond this definition there is generally little agreement. A general trend is to consider at least two levels (personal and historical creativity) at which novelty and relevance are evaluated. Personal creativity refers to ideas that are new and interesting to their author, while historical creativity refers to ideas or products that are considered innovative by a larger audience (Boden, 2003) . While the traditional discourse focuses on individuals and their mental processes, a certain trend has stressed the social dimension of creativity (Csikszentmihalyi and Wolfe, 2000; Montuori and Purser, 1995) .
The notion of creativity can help understanding the build-up of a collective audio clip database. This is quite clear in the case of a very focused and at the same time open community like Freesound.org. Most users are interested in downloading sound files. Only a few consider uploading their own. For these users, the game consists in uploading something interesting and new. If the database contains already lots of bass drum sounds, uploading a new one may not seem necessary or especially rewarding. Thus, the process seems to become an exploration of the specific affordance and limits of sharing sound samples, and the site ends up containing a wide diversity of sounds. In this context, creativity can be thought as an attribute of an artefact, in this case an audio recording. Since the creative community of people who record and upload sounds is surrounded by a much larger number of people who only downloads (a typical situation for internet content) the creativity of the sounds, as judged by this larger audience, can be used as a measure of success of the community.
Small world networks
Graph theory in general, and complex networks theory in particular, has received a growing attention from the scientific community in the last decade. Graphs are simple mathematical objects, composed by a collection of vertices (also called nodes), pairwise connected by edges (links). These simple models can be used to represent many problems of practical interest, and help unveiling non-trivial patterns of connections between the elements of any kind of real or virtual systems. Some examples span from biological (Sporns et al., 2004; Tong et al., 2004) , social (Barabási et al., 2002) , up to technological networks (Guimerà et al., 2005) .
Small world networks were formally defined by Watts and Strogatz (1998) who characterised them as a crossover between a regular lattice and a random graph. Their model captured a property of many real world networks, where the average distance between any two nodes tends to be as low as in a random graph, while the clustering coefficient (defined as the average of fraction of nodes that are connected among all neighbours of two given nodes) is much higher.
The hypothesis of creativity in small worlds
A common hypothesis is that small world network structures favour creativity and innovation (Cowan and Jonard, 2003) . This idea has been tested empirically in different domains: (Verspagen and Duysters, 2004; Uzzi and Spiro, 2005; Fleming et al., 2007) .
The general assumption when judging the small world structure is that short path lengths benefit innovation by allowing the flow of information. The effects of high clustering are less obvious. Clustering is generally associated with the flow of redundant information, but also to grouping of similar agents which may improve collaboration (Cowan and Jonard, 2003) . Uzzi and Spiro (2005) consider both short path lengths and clustering to impact creativity following a U-shape, in the sense that both properties are beneficial up to a certain point, from which they become detrimental due to uniformisation. Here, clustering is associated to the formation of conventions, and hence more related to the relevance than to the innovation component of creativity. On the other hand, Fleming et al. (2007) found no significant effect of clustering, and discussed the potential detrimental effects of clustering on innovation. A similar trend is observed for the interaction between high clustering and short path length, which is only shown to have an impact when clustering is relevant.
These ideas are not necessarily applicable to information networks. Internet applications such as our object of study, allow much faster flows of information, but at the same time, relationships established online are typically considered weaker than real world social ties (Cummings et al., 2002) . In the specific case of audio clip sharing sites, there are no explicit social networks. Still there are many ties that can be defined among users that reflect the relationships and information flow between them. Our main research question is which of these networks, if any, are useful to predict creativity, and how the measures that define small networks exert an impact upon it. This information should help understanding the dynamics of audio clip sharing systems and improve their design.
Audio clip sharing systems
General structure
The three main entities that are stored in repositories of audio clips are audio files, users, and textual descriptions of audio files. Most sites use free tags as textual descriptions of the audio content. This structure is very similar, although not equal, to general tagging systems, which are traditionally studied as tripartite hyper-graphs (Mika, 2005) . In tagging systems, an annotation is seen as a link between a user, a resource and a label. From this representation, several networks can be extracted, for example between users on the basis of their shared resources or on the basis of shared tags. Audio clip sharing sites are different in that users normally describe the files they create and not those of other users. For example in Freesound, tags are mainly generated as part of the file uploading process and, while it is possible for any user to tag sounds, 99% of the tags are assigned by the author of a sound. A possible explanation may be that, while in tagging sites such as delicio.us or music radios like last.fm users act as active receivers of information and their main activity is consuming and describing that information, in audio clip sharing there is a more practical motivation in using these files (i.e., the creation of music or audiovisual content) and less in directly enjoying them online. A number of implicit networks can be extracted from this activity by considering users as nodes. Following the idea that the community motivates and influences users in their contributions, we hypothesise that these networks contain valuable information in order to understand the dynamics of audio clip file sharing.
Implicit networks
Downloads network
We define the download network of an audio clip sharing site as a graph where each node is a user and each edge represents a file that has been downloaded between two users. A user may download many files from the same other user, and thus the network is a multi-graph. This network can be seen as an analogy to directed citation networks (White et al., 2004) . However, for consistency with the rest of networks and with most of the small world literature, we convert this graph to an undirected one. In this case, downloads between two users in both directions become a number of undirected edges that represent the strength of the similarity between both users.
Semantic network
The semantic network of users of an audio clip sharing site can be derived from the concepts they employ to describe their sounds. In this case, nodes are also users, but edges represent the similarity between two users based on their tags. Thus, if we represent a user with the vector v i = v i0 …v in where v ij is the number of files that the user i has annotated with tag j, the adjacency matrix can be defined using cosine similarity:
This network can also be seen as a multi-graph by considering a minimum weight unit (Newman, 2004 ) so that similarity is expressed in integer values.
Shared interest network
Another network can be extracted by counting the number of sounds that two users have downloaded in common. This type of co-occurrence tie can be thought of as an analogy to tagging systems (Mika, 2005) . A user is represented by a sparse vector that represents the sounds she or he has downloaded. We define this as the shared interest network by computing cosine distances between these vectors.
Forum network
Yet another way to represent the community can be made using the activity in the Forum. Forums are a common addition to online community sites for sharing content. We follow standard practice by linking users that have participated in the same threads. Hence again cosine similarity can be used using the vector of threads.
Network properties
Several properties can be used to characterise the described networks, which are commonly used for small world networks. We now describe some of the properties that can be related to creativity measures.
Density
The density of a network measures the number of links with respect to the amount of possible links given by the number of nodes. Thus, it is simply defined as:
where m d is the mean degree and n the number of nodes. Thus, density reflects the level of activity in the network, regardless of the number of nodes.
Assortativity
Assortative mixing refers to the tendency of nodes to connect to similar nodes, which can be measured by different criteria (Newman, 2003) . One common measure is degree correlation, this is, the Pearson correlation of node degrees. In weighted networks, another possible measure is strength correlation, where strength is the sum of the weights of the edges connected to a node.
Efficiency
The traditional small world network model defines that the average shortest path length is similar to the random graph. The average shortest path length measures the minimum number of edges that join any two nodes in the network,
is the length of the shortest path between nodes v i and v j . The problem with this property is that when the network includes disconnected components, the distance between disconnected nodes is theoretically infinite. A solution is to compute efficiency, defined as the average of the inverse of the shortest path lengths:
When no path exists between two nodes, the efficiency is simply zero. Efficiency obviously grows with the number of edges of a network. In order to determine the significance of a certain efficiency value, it must be compared to an equivalent random graph. This graph is usually built according to the Erdős-Rnyi (ER) model, which randomly wires a specified number of nodes given a probability p. Following the standard practice (Humphries and Gurney, 2008) with the average shortest path length, we compute the ratio of efficiency with that of the random graph: 
Clustering coefficient
In the original model by Watts and Strogatz, the clustering coefficient was computed as the average fraction of neighbours of a vertex that are connected between them. This is now usually known as the local clustering coefficient. For undirected graphs this is defined as:
where k i is the degree of node i, and E i counts the number of edges between the nodes connected to node i. The clustering of the network is then computed as the average of the local clustering for all nodes. Like in the case of efficiency, we compute the ratio CC r with the equivalent ER graph.
Small world coefficient
Clustering and average path length are usually combined to give a measure of 'small-worldness', defined as the quotient of .
CC SPL
Here, we follow the convention but using efficiency, so we define the small world coefficient as:
Modularity
Modularity evaluates a given partition of the network by counting the number of links between nodes in the same partition compared to the number of links that would naturally exist due to their degree. Here, we consider modularity of an undirected multi-graph, which can be used for the two described networks. Given the adjacency matrix A of a graph where A ij is the number of links between nodes i and j, modularity is defined as:
where m is the total number of edges in the network, and δ(v i v j ) is a function that returns 1 if the group of node i and node j are the same and 0 otherwise.
Given this definition, many algorithms have been described for partitioning a network by directly optimising modularity. One established method was proposed in Blondel et al. (2008) that works for undirected weighted networks (multi-graphs) and is currently used in a number of network analysis packages. The algorithm works as follows: each node in the network is initially assigned its own community. Then each iteration is divided in two phases. In the first one, each node is moved to its neighbouring community that produces the highest modularity. In the second phase, communities are aggregated into nodes. The iterations continue until no further gain in modularity is obtained. This process typically produces a dendrogram that allows the network to be analysed as a hierarchy of communities.
Network dynamics
One problem with traditional social network analysis is that a single network only captures a given model in a world of changing social ties. In the case of audio clip sharing sites, the network can change significantly over time as new users register and upload more files, while other users stop visiting the site. In order to capture the interactions of active users, we consider a dynamic approach where we extract the networks using only information about events happening in a given time period. In the case of the downloads network, this sample will include users that have uploaded sounds but not logged in that time frame. For the rest of networks, only active users appear as nodes in the network. This contrasts with previous analysis of these networks where we have statically considered the networks accumulated up to a certain point in time (Roma and Herrera, 2010) . For the purposes of this paper, our experiments with 'accumulated' networks (where all past events are considered at each sample) yielded similar results at much higher computational cost, but the extracted measures suffered from high multi-collinearity, which made them unfeasible for regression analysis.
Creativity measures
As described, the concept of creativity can be helpful in understanding online behaviour in online audio clip sharing. This notion is commonly considered to be composed of a novelty aspect and a relevance aspect. These properties can be attributed to creative artefacts in the context of a given community. One sound can be more novel and/or relevant for the community regardless of who has uploaded it, and the same individuals can be more or less creative depending on the moment and the community who judges their creations. For accounting the novelty component, in the next section we consider an automatic approach that objectively describes the originality of a given sound. Since no user is assumed to have listened to all of the database, it would be difficult for anyone to judge the originality of a sound for the whole community. With respect to the relevance of a sound, we use feedback measures provided by the community.
Novelty measure
The issue of determining the novelty of a document has been considered in text retrieval (Tsai, 2010) . A simple approach to document level assessment of novelty is to simply consider the distance to the closest neighbour of a document. We adapt this measure to the audio domain by using standard Mel frequency cepstrum coefficients (MFCC). MFCCs are widely used in audio retrieval as generic descriptors of the sound spectrum shape, being a compact way to formally describe different timbre sensations corresponding to different sounds (Rabiner and Juang, 1993) . They are extracted by mapping the audio spectrum to the perceptually-inspired Mel scale. The cepstral coefficients are obtained by computing the discrete cosine transform over the log of the Mel-filtered spectrum. This gives 13 coefficients that are extracted over a moving window of 20 ms with an overlap of 11 ms and averaged over time. A sound is then represented by a vector of 26 features that represent the mean and variance of the MFCCs. This allows us to compute the originality of a sound in a dataset as the distance to its closest neighbour. In order to obtain a novelty value for a given time frame, we use a KD-tree data structure (Bentley, 1975) , where we add all sounds of the first time frame.
For each subsequent time frame, we average the distance of each sound introduced in that time frame with the closest one in the tree. This average gives us an estimate of the amount of novel information introduced in the database for that period. After all sounds in a given time frame have been processed, they are added to the tree and the next time frame is processed.
Relevance measures
A common feature in web applications is to allow users to participate at least in the form of comments and ratings. Depending on the sites, some of these functionalities may be available. On the other hand, an objective measure of the success of a sound is the number of times it has been downloaded. In the case of comments and ratings, the situation may vary. In our test case, comments and ratings are sparse and always very positive, so their mere presence is always an indicator of the value of a sound. Thus, we use three measures: number of downloads, number of comments and number of ratings as indicators of the relevance of a clip to the community. Since the number of people who download, comment or rate sounds is much larger (by a factor of 500) than that of the users who upload sounds we can consider these measures as measures of the success of the community of uploaders among their audience. The value for a given time frame is obtained in the following way: for the sounds that are added in that time frame, we consider the number of downloads, comments and ratings that the sound gets during its life since then until the last date of the analysis. Since the probability of getting feedback and downloads increases with the age of a sound, we normalise these values by the number of days that the sound has been in the database. We then average for all sounds in the time frame to obtain an indicator of the creative performance of the community for that month.
Analysis of Freesound.org
In order to analyse the properties of the different networks and their effect on the creativity measures, we computed all the described properties for the data in Freesound.org, one of the most popular audio clip sharing communities, over a period of 66 months, from April 2005 to October 2010. Table 1 shows the mean and standard deviations of the different properties of the networks. All of the described networks exhibit similar characteristics. With a few exceptions, they have negative assortativity in both degree and strength, which is a common characteristic of information networks. Also with one exception (the shared interest network) they have high modularity, above the empirical threshold of 0.3 commonly considered to indicate the presence of modular structure (Newman and Girvan, 2004) . The clustering coefficient ratios show that the networks tend to be much more clustered than the equivalent random graph, while the efficiencies are similar to random graphs, and so the efficiency ratios revolve around 1. Hence, the small world coefficients (the product of efficiency and clustering) generally follow the clustering coefficient. This reflects that the measured networks follow the small world network model. We now analyse how these variables are related to the creativity measures described above through regression analysis. Since the evolution of small world coefficient is strongly tied to the clustering coefficient, and it does not make sense to include it in the same models as its factors, we omit this property from further analysis. Notes: Degree correlation (dc), strength correlation (sc), modularity (m), clustering coefficient ratio (cc), efficiency ratio (ef), small world coefficient (swc), and density (den).
Regression analysis
In order to test the influence of the small world properties of all four networks on the creativity measures we performed ordinary least squares regression analysis with the described variables for each of the networks. Our aim is to understand to which extent the properties of each network can model the creative outcome of the community. In order to account for potential causal relationships, we introduce a lag of one time period between the predictors and the dependent variables. For each model, we checked the variance inflation factor (VIF) to ensure that there are no collinearity problems. All of the VIF values were below 10, which is the usually recommended threshold (Hair et al., 2010) with the single exception of modularity in the shared interest network which went up to 10.8. Tables 2-5 show the main regression data for predicting either novelty, downloads, ratings or comments, using the four different networks we have studied (downloads, semantic, shared interest and forum). For each dependent variable, the coefficients of the predictors are listed. Sign indicates the direction of the relationship (direct or inverse) and high absolute values indicate that the factor is relevant to predict that target variable. Statistical significance is indicated with the usual asterisk coding (see caption for details). The bottom cell presents the determination coefficient (R 2 ) which indicates the predictive accuracy of each regression function. Notes: *p < 0.5, **p < 0.1, ***p < 0.01 Notes: *p < 0.5, **p < 0.1, ***p < 0.01 Notes: *p < 0.5, **p < 0.1, ***p < 0.01
Discussion
The results show similar patterns with respect to the accuracy of the models, as measured by R 2 . Novelty can be predicted with better accuracy in most of the networks. This seems more understandable if one takes into account that novelty is calculated using information from the same time period (except for the introduced lag) than the predictors. The rest of variables count the numbers of downloads, ratings and comments that sounds have received over time, which is a rough indicator of their quality but can obviously be influenced by a number of external factors. On the other hand, network density appears to be a generally dominant factor.
Novelty
The downloads network shows the highest accuracy with respect to the novelty variable, explaining almost 85% of its variance. The most important factor in this model is network density. This indicates that a higher number of downloading interactions between users may have a positive effect on innovation. However, in the case of novelty, there is no reason to think that such potential causality would not go in the opposite direction. On the other hand, degree correlation has a negative impact, which could indicate that interactions among different users (in terms of degree) are positively related to novelty. This tendency is reinforced in those of the other networks that best predict novelty. In the semantic network model, the strength correlation appears also as a negative significant factor. Modularity and clustering coefficient appear as small positive contributions in the semantic and shared networks. On the contrary, the effect of clustering of forum posts seems to be negative. In summary, novelty of uploaded sounds seems to be positively correlated with high connectivity, in some cases with a small bias towards clustering, and disassortative mixing.
Relevance
With respect to the relevance measures, the semantic network seems to have the greatest predictive power, followed by networks based on downloads (downloads and shared interest). For example almost 50% of the variance in the average number of downloads of a sound can be explained by the semantic network properties. In all of the networks, strength correlation appears along with density as an important positive factor. Also noticeable are the significant correlations of modularity and clustering in the downloads network. In contrast, degree correlation has a significant negative contribution in the semantic and also in the forum networks. This seems to point towards connectivity among active users (who should have higher strength regardless of the degree) as a factor for the relevance measures. Particularly in the semantic network, strength reflects the level of agreement of a user with other users in the tags that they use for the sounds. This describes an important connection between the people who upload sounds, which will affect the findability of sounds in the database. In contrast, efficiency (i.e., the harmonic mean of the average shortest path length) in the semantic network has a negative effect, which could mean that connecting remote users, who could be interested in different topics, with respect to text descriptions, is not beneficial. In conclusion, relevance seems to be also very related to network density in general and slightly with local density. Moreover, the agreement between users when describing sounds, reflected by strength correlation and density of the semantic network, seems to be among the most important factors for predicting relevance.
Relation to the small world hypotheses
While the studied networks have shown to follow the small world network model, our results show some differences with respect to the hypotheses reviewed in Section 2.3. The referenced works all analyse physical networks, which may follow different rules than networks mediated by information technology. In real world social networks, connections between distant clusters seem more difficult to achieve and therefore more valuable for diffusing information. In contrast, in internet-based communities, finding different people is very usual. In these communities, the difficulty lies in finding people with similar interests among the variety. In the context of the Freesound community this seems a reasonable explanation, since the site poses no restrictions or biases with respect to the kinds of sounds that can be uploaded, which results in a melting pot of many different cultures. Given network density as a general factor for the creative outcome, it would seem that local density and clustering, as reflected by the clustering coefficient ratio and modularity, are to be preferred to short path lengths. Our study also points towards the importance of assortative mixing, which is not usually covered in the small world creativity literature. An interesting pattern in the analysed data is that, while degree correlation (i.e., assortative mixing among nodes of similar number of connections to different users) is negatively correlated to creativity measures, strength correlation (which better reflects the level of activity of users in valued networks) is positively correlated to them.
Conclusions
It is often difficult to define the goals of a community-based system, where each user may have different motivations. This makes it difficult to design and develop software for community usage. For the case of audio clip sharing, we have proposed a set of indicators of the creative outcome of the active community (users who create, or record, and upload sounds) using data from the larger community of information consumers. We have hypothesised that these measures partly depend on the dynamics of the community, which can be measured using the different networks of interactions in a given time frame. Our results show that part of the variance of these measures can in fact be explained by network measures. The proposed method, as well as the results of our empirical study, can be used to improve the design and functionalities of audio clip sharing sites. In this sense, it seems that features that try to maximise the density of the different networks, i.e., by facilitating actions that connect users, would impact on the quality and novelty of sounds that are uploaded. Similarly features that promoting connectivity among most active users, which would reflect on strength correlation, and features that promote clustering of users with similar interests are to be preferred.
As future work, the relationship between assortative mixing and creativity could be further explored using other measures of similarity between users (beyond degree and strength), such as similarities between the sounds they download. Another possibility is analysing the outcomes of individuals or smaller communities and their relationship to their network positions and centralities.
