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Abstract
Let  be a nonperiodic semigroup variety satisfying the nontrivial identity Zn = W , where
Zn is the nth element of the so-called Zimin’s sequence Z1 = u1,Zn+1 = Znun+1Zn (n =
1,2, . . .) of unavoidable words. It is shown that every finitely generated (f.g.) semigroup S ∈ 
has subexponential growth and every uniformly recurrent infinite word which is geodesic and
lexicographically reduced relative to S is periodic. Furthermore, the length of the period is bounded
above by a constant which depends only on the number n and on the number of generators of S. The
first of these results gives a positive answer to the problem posed by M. Sapir. Some applications
including examples of f.g. relatively free semigroups having intermediate growth and maximal
(equals 1) superdimension are considered.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
This paper is a continuation of the author’s paper [12]. Here we discuss the connections
between the growth of semigroups satisfying a given system of identities and unavoidable
words arising from some natural problems of the theory of formal languages [6,8] and
playing an important role in modern algebra.
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Λ+ and Ξ+ be free semigroups over the alphabets Λ and Ξ , respectively. We say that W
avoids U if there is no homomorphism h of the free semigroups
h :Λ+→Ξ+
such that h(U) is a factor of W . The word U is called avoidable if there are arbitrarily long
words that avoid U over some fixed finite alphabet.
The complete description of unavoidable words was obtained by D. Bean, A. Ehren-
feucht, and G. McNulty [1] and independently by A. Zimin [15]. In the article [15] the
sequence
Z1 ≡ u1, Zn+1 ≡Znun+1Zn (n= 1,2, . . .)
of terms over the alphabet
Ξ = {u1, u2, . . . , un, . . .}
is considered and it is proved that the term U over some alphabet Λ is unavoidable if and
only if there is a homomorphism h as above such that h(U) is a subterm of the term Zn
for some number n. A. Zimin also showed [16] how this description can be applied to
Burnside-type problems for semigroup varieties.
The results of [1,15,16] were significantly developed further by M. Sapir [9,10] who
found the solution of Burnside-type problems for nonperiodic and some other semigroup
varieties.
Let  be a nonperiodic (i.e., containing a free monogenic semigroup) variety of
semigroups defined by a system of identities over n variables. It is proved in [9] that
every semigroup S ∈  satisfies a nontrivial identity whose left-hand side is the term
Zn+1 if and only if all periodic semigroups in  are locally finite. The results of [9] and
E. Zelmanov’s solution [13] of restricted Burnside problems for groups have been used
in [10] to describe all finitely based semigroup varieties in which the restricted Burnside
problem has a positive solution.
A powerful result showing the application of unavoidable words to Burnside-type
problems in group theory was obtained by E. Zelmanov [14]. For more results in this
direction, see the survey [6].
Connections between growth and avoidable words have been studied by K.A. Baker,
G.F. McNulty, and W. Taylor in [2]. In particular, investigating the problem of the growth
rate for words over a fixed alphabet that avoid a certain term, they found a very nontrivial
example of a relatively free semigroup having polynomial growth.
Our main goal is to give a proof of the conjecture showing the connection between
Burnside-type problems and growth for semigroup varieties. This conjecture was posed
by M. Sapir during a joint discussion after the author’s talk at the NATO Conference
“Semigroups, Formal Languages, and Groups” (York, 1993).
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variety with a nontrivial identity of the type
Zn =W. (1.1)
Then every finitely generated semigroup in  has subexponential growth.
Now we formulate one of our main results. (It was also announced in [11].)
Theorem 1.1. M. Sapir’s conjecture is true.
We note that the proof of this conjecture uses a method for constructing f.g. semigroups
of subexponential growth given in [12] and some ideas from M. Sapir’s papers [9,10] (also
see [6]), where for the first time the connections between symbolic dynamical systems
and Burnside-type problems were explored. These connections are based on the notion of
a uniformly recurrent word.
An infinite word ω is called uniformly recurrent if for every finite subwordU of ω there
exists a number Nw(U) such that every subword of ω of length Nw(U) contains U as
subword.
Proposition 1.1 (H. Furstenberg [5], see [9] for details). For every infinite word ω there
exists a uniformly recurrent word ω such that every finite subword of ω is a subword of ω.
Proposition 1.2 (M. Sapir [9]). Let ω be a uniformly recurrent infinite word over a finite
alphabet. Then for any natural number k the hyperword ω contains a finite subword which
is equal to Uk modulo the identity (1.1). Furthermore, the length of the word U does not
depend on k and depends only on the choice of ω.
Let U be a word over some alphabet; then the length of U is denoted by l(U). We shall
also use the sign ≡ to designate the graphical equality of words.
Let S be a semigroup with a finite set X of generators and let X+ be the free semigroup
overX. Clearly, we may represent the elements of S using the words ofX+. Let us consider
the lexicographic order  in X+.
The word U ∈ X+ is called shortlex reduced [11] (geodesic and lexicographically
reduced) relative to a semigroup S if for any word V ∈ X+ such that U = V in S, we
have l(U)  l(V ) and if l(U) = l(V ) then U  V in X+. An infinite word ω is called
shortlex reduced relative to S if any finite subword of ω is such.
One of the main steps in the proof of M. Sapir’s conjecture is the proof of Theorem 2.1,
which is equivalent (see Lemma 2.1) to the following complement of Proposition 1.2.
Theorem 1.2. Let  be a nonperiodic semigroup variety satisfying the identity (1.1) and
let S ∈  be a f.g. semigroup. Then every infinite word which is uniformly recurrent and
shortlex reduced relative to S is periodic and the length of this period is bounded above
by some constant depending only on n and on the number of generators of S .
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say that P is an isoterm relative to Σ if any identity P =Q which is a consequence of Σ
is trivial, i.e., P ≡Q. An infinite word ω is called the isoterm relative to Σ if any finite
subword of ω is such.
A word which does not contain subwords of the type E2 is called square-free.
We note the following statement due to M. Sapir that plays (together with Proposi-
tion 1.2) a key role in his solution of Burnside-type problems for nonperiodic and some
other semigroup varieties.
Proposition 1.3 (M. Sapir [9]). Let  be a nonperiodic semigroup variety defined by
a system of identities Σ depending on n variables. If an identity of type Zn+1 =W does
not hold in , then there is a square-free infinite word over a finite alphabet which is an
isoterm relative to Σ .
Combining Proposition 1.3 and Theorem 1.2, we obtain the following.
Corollary 1.1. Let  be a nonperiodic semigroup variety defined by a system of identities
depending on n variables. Then the following conditions are equivalent:
(a) A nontrivial identity of type Zn+1 =W holds in .
(b) For every f.g. semigroup S ∈ , every infinite word which is uniformly recurrent and
shortlex reduced relative to S is periodic, and the length of the period is bounded
above by some constant depending on n and the number of generators of S .
This paper is divided into three parts.
In Section 2, we give the proof of Theorem 1.2 using some properties of unavoidable
words.
In Section 3, we obtain some hierarchy of the words over a finite alphabet which
are shortlex reduced relative to a f.g. semigroup satisfying the identity (1.1). We show
(Theorem 3.1) that every f.g. semigroup with the identity (1.1) is representable as a union
of a specified sequence of its “shortlex reduced” subsets having subexponential growth
and we prove (Theorem 3.2) that this sequence is always finite. This completes the proof
of Theorem 1.1.
In Section 4, we show how to use unavoidable words for constructing a variety for
which every f.g. noncyclic relatively free semigroup has intermediate growth and we give
examples of relatively free semigroups of intermediate growth with superdimension 1.
2. Periodic constants of nonperiodic semigroup varieties
Let
A= {a1, a2, . . . , ar}
be a finite alphabet.
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3 variables n, r,m such that every word over the alphabet A of length greater than
f (n,m, r) is equal modulo the identity (1.1) to some product tsmv, where t , s, and v
are words (t and v may be empty).
We are interested in some development of this result.
Let S be a semigroup with the same set A of generators and let η be a fixed natural
number.
Definition 2.1. We say that S satisfies the η-property if the following condition holds:
For any natural number α there exists a number L = L(α) such that any word U over
the alphabetA which is shortlex reduced relative to S and l(U) > L can be represented
in the form
U ≡U1,αT αU2,α, (2.1)
where l(T ) η.
We note that by virtue of a result of G. Bergman [3], every f.g. semigroup of linear
growth satisfies the η-property for some number η.
Lemma 2.1. The following conditions are equivalent:
(a) The semigroup S satisfies the η-property.
(b) Every infinite word which is uniformly recurrent and shortlex reduced relative to S is
periodic and the length of its period is less than or equal to η.
Proof. Let us prove the implication (a)→ (b).
Let S satisfy the η-property and ∆ be a uniformly recurrent infinite word which is
shortlex reduced relative to S. Then there is a word U such that l(U) η and ∆ contains
the occurrences of the words
U,U2, . . . ,Uk, . . . .
Since the word ∆ is uniformly recurrent, any finite subword V of ∆ is a subword of Uk
for some sufficiently large number k =N∆(V ).
Let us show that the implication (b) → (a) holds.
Suppose that S satisfies the condition (b) and it does not satisfy the condition (a). The
standard arguments show that there exists a natural number k and an infinite word which
is shortlex reduced relative to S and does not contain subwords of the type Uk , where
l(U) η. Then by Proposition 1.1, there exists a uniformly recurrent infinite word which
is also shortlex reduced and it does not contain subwords of the same type. This contradicts
the condition (b).
Lemma 2.1 is proved. ✷
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Suppose that there exists a number η = η(r) such that every r-generated semigroup
S ∈  satisfies the η-property. In this case we say that η is a periodic constant of the
variety  with respect to the number r .
The following theorem is a generalization of Proposition 2.1.
Theorem 2.1. Let  be a nonperiodic semigroup variety satisfying the nontrivial identity
(1.1) in n variables and let S be an r-generated semigroup which belongs to . Then S
satisfies the η-property for some natural number η which depends only on n and r . The
constant η can be effectively found.
Proof. Let
Ξ={u1, u2, . . . , un, . . .} (2.2)
be a countable alphabet and let  be a lexicographic order on the free semigroup Ξ+
(where u1 ≺ u2 ≺ · · · ≺ un ≺ · · ·). Let M be the maximal common prefix of the words
Zn ≡Zn(u1, u2, . . . , un)
and W . Then
Zn ≡MN1, W ≡MW1, (2.3)
where M , N1, W1 are some terms over the alphabet (2.2) such that N1 and W1 begin with
different letters.
It suffices to consider only the following four cases:
(1) N1 begins with the letter u1 and W begins with some letter ui (i > 1);
(2) N1 begins with the letter ui (i > 1) and W begins with the letter u1;
(3) N1 begins with the letter ui and W begins with some letter up (2 i < p);
(4) N1 begins with the letter up and W begins with some letter ui (2 i < p).
Cases (1) and (2). Clearly (see [15]),
u1Zn(u2u1, u3u1, . . . , un+1u1)≡Zn+1(u1, . . . , un,un+1).
Hence, the nontrivial identity
Zn+1 = u1W(u2u1, u3u1, . . . , un+1u1)
is a consequence of the original identity (1.1). It is obvious that both of the terms Zn+1 and
u1W(u2u1, u3u1, . . . , un+1u1) do not contain u21 as a subword and the maximal common
prefix of these terms ends with the letter u1. Thus, these cases can be replaced by cases (3)
and (4).
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N1 ≡ uiK, W1 ≡ upL (p = i + j). (2.4)
Thus, we have Zn ≡MuiK , W ≡MupL, and the equality (1.1) can be represented in
the form
Zn ≡MuiK =Mui+jL≡W. (2.5)
In addition, by the definition of the term Zn, we have that Zn ≡ Zn−1unZn−1.
Definition 2.2. The marked prefix Zn−1 of the term Zn is called its left side and, dually,
the marked occurrence of the suffix Zn−1 of the term Zn is called the right side of Zn.
Let n1, n2 be natural numbers such that 1 n1, n2 < n. We denote by
Un1,n,n2
the subterm of the term Zn which begins on the left side of Zn with the first occurrence
from the left of the letter un1 and ends on the right side with the first occurrence from the
left of the letter un2 .
For instance,
U2,3,1 ≡ u2u1u3u1, U1,3,2 ≡ u1u2u1u3u1u2,
U2,4,3 ≡ u2u1u3u1u2u1u4u1u2u1u3.
The following statement follows immediately from the structure of the term Zn and the
fact that l(Zk)= 2k − 1 for k = 1,2, . . . .
Proposition 2.2. Let i,m be natural numbers such that m  i and let G ≡ G1umG2 be
a subterm of the term Zn containing a variable um. If, in addition, l(G1), l(G2) 2i−1−1,
then G1 ends with Zi−1 and G2 begins with Zi−1. In particular, for any natural numbers
n1 and n2 such that i < n1, n2 < n, the equality of the following type holds:
Zn ≡EuiZi−1Un1,n,n2Zi−1uiY. (2.6)
Let H be the suffix of the term Zi+j−1 of length 2i+j−1 − 2i−1 − 1. It is easy to see
that
Zi+j−1 ≡Zi−1uiH. (2.7)
By Proposition 2.2, the term Zi−1 is the prefix and simultaneously the suffix of H . Clearly,
the terms Zi+j and Zi+j+1 can be represented in the forms:
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Zi+j+1 ≡Zi+j ui+j+1Zi+j
≡Zi−1uiHui+jZi−1uiHui+j+1Zi−1uiHui+jZi−1uiH. (2.9)
Put
ui ≡Ui+j,i+j+2,i+j
≡ ui+jZi+j−1ui+j+1Zi+j−1ui+jZi+j−1ui+j+2Zi+j−1ui+j . (2.10)
Then, by virtue of (2.7) and (2.9), the term (2.10) can also be represented in the form
ui ≡ ui+jZi−1uiHui+j+1Zi−1uiHui+jZi−1uiHui+j+2Zi−1uiHui+j . (2.11)
We shall need the following terms which are subterms of the term ui (see (2.11)).
Put
T ≡ uiHui+j+1Zi−1uiHui+jZi−1, (2.12)
T1 ≡ uiHui+j+1Zi−1uiH, (2.13)
B ≡ ui+jZi−1uiHui+j+2Zi−1uiHui+j , (2.14)
B1 ≡ uiHui+j+2Zi−1uiHui+j .
Clearly,
T1B ≡ T B1 (2.15)
and
T ≡ T1ui+jZi−1. (2.16)
Now, it is evident that
Zi+j+1 ≡ (Zi−1uiHui+jZi−1)(T1ui+jZi−1)uiH ≡ (Zi−1uiHui+jZi−1)T uiH.
Combining (2.11) and (2.12)–(2.15), we obtain that the graphical equalities
ui ≡ ui+jZi−1T1B (2.17)
and
ui ≡ ui+jZi−1T B1 (2.18)
hold simultaneously. In addition, we have the graphical equalities
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≡Zi−1uiH
(
ui+jZi−1
(
T1(ui+jZi−1uiHui+j+2Zi−1uiHui+j )
))
Zi−1T uiH
≡Zi−1uiH(ui+jZi−1T1B)Zi−1T uiH ≡Zi−1uiHuiZi−1T uiH. (2.19)
Since Zi−1 is a suffix of the term H , we have H ≡ H˜Zi−1 for some term H˜ . Now, using
(2.17) and the right-hand side of (2.19), we obtain
Zi+j+2 ≡Zi−1uiH˜ (Zi−1uiZi−1T )uiH.
In particular, we get the following lemma.
Lemma 2.2. Let ui and T be terms defined by the graphical equalities (2.10) and (2.12),
respectively, and let
Γi ≡Zi−1uiZi−1T . (2.20)
Then Γi is a subterm of the term Zi+j+2.
Let, as in [9],
Z∞ ≡ u1u2u1u3u1u2u1u4u1u2u1 . . . (2.21)
be an infinite word defined by Zimin’s sequence {Zn}. For any natural number n, the initial
segment of length 2n − 1 of the hyperword Z∞ is the term Zn.
Since the term Z∞ contains infinitely many different occurrences of any fixed finite
subterm, using Lemma 2.2, we obtain that for any natural number i the term Z∞ contains
infinitely many occurrences of the subterm Zi−1uiZi−1T . In particular, we obtain that
there exists a term Φ such that Z∞ contains a subterm of the type
D ≡Zi−1uiZi−1TΦZi−1uiZi−1T . (2.22)
Let Ξ be an infinite alphabet (2.2). We define two sequences
{uk} (2.23)
and
{Zk} (2.24)
of terms over the alphabet Ξ , inductively by the following rules:
(1) Put
uk ≡ uk, Zk ≡Zk (k = 1,2, . . . , i − 1). (2.25)
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see (2.17), (2.18)). Now put
Zi ≡Zi−1uiZi−1. (2.26)
(3) Put ui+1 ≡ TΦ (where T and Φ are the terms from the graphical equalities (2.12)
and (2.22), respectively).
We also introduce the sequence of terms {Φk}.
Put Φ1 ≡Φ .
Suppose that the terms u1, u2, . . . , ui+δ and Φ1,Φ2, . . . ,Φδ have been defined so that
they are subterms of the term Z∞ (2.21),
ui+δ ≡ TΦδ
and Z∞ contains the subterm
Γδ ≡Zi+δ−1ui+δZi+δ−1T ≡Zi+δT . (2.27)
Then the term Z∞ contains infinitely many different occurrences of the subterm (2.27).
In particular, there exists a word Φδ+1 whose length can be arbitrarily large and such that
Z∞ contains a subword of the type
Γδ+1 ≡Zi+δT Φδ+1Zi+δT .
Now put
ui+δ+1 ≡ TΦδ+1
and Zi+δ+1 ≡ Zi+δui+δ+1Zi+δ . Clearly, both ui+δ+1and Zi+δ+1 are subwords of the
hyperword Z∞.
Remark 2.1. Let
λ : N∪ {0}→ N, (2.28)
be a monotone increasing mapping. It is easy to see that we may choose the term TΦ ≡
ui+1 in the right-hand side of (2.22) so that it contains more than λ(0) nonoverlapping
occurrences of the term ui . It follows also from our method that the sequence of words
{Φδ}
can be chosen so that the word Φδ+1 can be represented in the form
Φδ+1 ≡A1TΦδA2TΦδA3TΦδ . . .Aλ(δ)T ΦδAλ(δ)+1. (2.29)
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term Φδ . In particular, for any endomorphism φ of the free semigroup Ξ+ over the
alphabet (2.2),
l(φ(Φδ+1))
l(φ(T Φδ))
> λ(δ).
Since
l(φ(ui+δ+1))
l(φ(ui+δ))
= l(φ(T Φδ+1))
l(φ(T Φδ))
,
taking into account (2.29), we obtain that the inequality
l(φ(ui+δ+1))
l(φ(ui+δ))
> λ(δ) (2.30)
holds for δ = 0,1,2, . . . .
As above, let T and T1 be terms from (2.12) and (2.13), respectively.
Also, put (compare with (2.16))
R ≡ ui+jZi−1T1. (2.31)
It follows from the graphical equality (2.17) that ui ≡ RB . Thus, R is the prefix of the
term ui .
Using an obvious induction, we obtain the following theorem.
Theorem 2.2. The infinite sequences of the terms (2.23) and (2.24) over the alphabet Ξ
(2.2) satisfy the conditions
Z1 ≡ u1, Zq+1 ≡Zquq+1Zq (q = 1,2, . . .) (2.32)
and the following properties:
(a) The terms ui+δ (δ = 1,2, . . .) have the prefix T (2.12) with initial letter ui .
(b) The term ui is defined by (2.10) and has the prefix R (2.31).
(c) Let
Z∞ ≡ u1u2u1u3u1u2u1u4u1u2u1 . . . (2.33)
be a result of the simultaneous substitution of the terms u1, u2, . . . , uk, . . . into the term
Z∞ (2.21) in place of the letters u1, u2, . . . , uk, . . . , respectively. Then the hyperword
Z∞ is a terminal segment of the hyperword Z∞. In particular, in the sequences (2.23),
(2.24) the words uk , Zk are unavoidable for k = 1,2, . . . .
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construct the sequences (2.23) and (2.24) such that for any endomorphism φ of the
free semigroup Ξ+, the inequality (2.30) takes place.
As above, let W be the right-hand side of the identity (1.1) and let W ≡ W(u1, u2,
. . . , un) be the result of a simultaneous substitution of the terms u1, u2, . . . , un into the
term W in place of the letters u1, u2, u3, . . . , un, respectively . The following statement is
obvious.
Proposition 2.3. Every semigroup S belonging to the variety  satisfies the identity
Zn =W .
Remark 2.2. It follows from the graphical equalities (2.5) that
Zn ≡MuiK, W ≡Mui+jL (2.34)
for some terms K and L over the alphabet (2.2). Thus, in view of statement (b) of
Theorem 2.2, the term Zn begins with the term Mui+jZi−1T1 ≡ MR, and combining
statement (a) of Theorem 2.2 and the graphical equalities (2.34), we obtain that the term
W begins with the subterm MT1ui+jZi−1 ≡MT .
Remark 2.3. Let k ∈ N and Y be a subterm of the term Z∞ such that l(Y ) > 3 · 2k . It is
easy to see that Y contains the subterm Zk . In particular, if in (2.28) λ(δ) > 3 · 2i+δ (δ =
1,2, . . .), then for any natural number d = i + δ the term Zd contains a subterm Zd . The
same arguments show that for any monotone increasing function λ(δ) (2.28) which can
be used for the construction of the terms uk (2.23) and Zk (2.24), there exists another
monotone increasing function
f : N→ N
such that every subterm of the term Z∞ having length f (d) contains the subterm Zd
(d = 1,2, . . .).
Definition 2.3. The sequence
{Zd} (2.35)
is called strictly concerted if for any natural number d , the term Zd contains at least one
occurrence of the term Zd .
Taking into account Remark 2.3, we may assume without loss of generality that the
sequence (2.35) is always strictly concerted.
As above, let S be a semigroup in the variety  with a finite set A of generators.
Again, let Ξ be the alphabet (2.2) and let T and R be terms over Ξ defined by the
graphical equalities (2.12) and, respectively, (2.31).
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term Z∞ having length d contains at least one occurrence of the subterm Zn. Then for any
homomorphism
ϕ :Ξ+ →A+
such that the word ϕ(Zd) is shortlex reduced relative to S , the following relation holds:
ϕ(R) ϕ(T ). (2.36)
Proof. As we assumed above, the sequence (2.35) is strictly concerted. At the same time,
Zd contains the subterm Zn. Therefore, the term Zd also contains the subterm Zn and the
equality of the type
ϕ(Zd)≡D1ϕ(Zn)Q
holds in S . Thus, by Proposition 2.3, the equality
ϕ(Zd)=D1ϕ(W)Q≡U
also holds in S . In view of the graphical equalities (2.5) and (2.34),
U ≡D1ϕ(Mui+jL)Q.
By Remark 2.2, the term ϕ(Zn) has the prefix ϕ(MR) and the term U has the prefix
D1ϕ(MT )≡D1ϕ(MT1ui+jZi−1)≡D2.
In addition, the term ϕ(Zd) has the prefix
D1ϕ(MR)≡D1ϕ(Mui+jZi−1T1)≡D3.
Since the word ϕ(Zd) is shortlex reduced relative to the semigroup S , we have that
ϕ(Zd)U and, taking into account the fact that l(D2)= l(D3), we obtain
D3 D2.
Now a simple comparison of the terms D2 and D3 shows that
ϕ(R)≡ ϕ(ui+jZi−1T1) ϕ(T1ui+jZi−1)≡ ϕ(T ).
Lemma 2.3 is proved. ✷
Let us introduce two new sequences of terms,
{uk} and
{
Zk
}
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Ξ = {u1, u2, u3, . . . , un, . . .},
using the analogous rules that have been used in the constructions of the sequences {uk}
(2.23) and {Zk} (2.24) of the terms over the alphabet Ξ (2.2).
Let B be a term over the alphabet (2.2) and let B be a result of a simultaneous
substitution of the terms u1, u2, . . . , un, . . . into the term B in place of the letters
u1, u2, . . . , un, . . . , respectively. It follows from Theorem 2.2 that the term ui begins with
ui+j and the terms ui+δ (δ = 1,2, . . .) have the common prefix T . In view of the graphical
equality (2.12), the term T has the prefix ui . Thus, all terms ui+δ (δ = 1,2, . . .) have the
same common prefix ui .
Reformulating Theorem 2.2, we obtain that the hyperword
Z∞ ≡Z1Z2Z1Z3Z1Z2Z1Z4Z1Z2Z1Z3Z1Z2Z1Z5 . . .
is the end of the hyperword Z∞ (2.33) and so Z∞ is the end of the hyperword Z∞. In
particular, the words Zk are unavoidable (for k = 1,2, . . .). As above, we may assume
without loss of generality that for any natural number d the term Zd contains the
subterm Zd .
The following lemma (and its proof) is similar to Lemma 2.3 and its proof.
Lemma 2.4. Let d be a sufficiently large natural number such that every subword of the
hyperword Z∞ having length greater than d contains a subword Zn. Suppose that
φ :Ξ+ →A+
is a homomorphism such that the word φ(Zd) is shortlex reduced relative to the semi-
group S . Then
φ(R) φ(T ). (2.37)
Lemma 2.5. As above, let d be a natural number, φ :Ξ+ →A+ a homomorphism, such
that the conditions of the preceding lemma hold. Then
φ(R)≡ φ(T ). (2.38)
Proof. It follows from the graphical equality (2.12) that the word φ(T ) begins with the
subword φ(ui). The graphical equality (2.31) shows that the word φ(R) has the prefix
φ(ui+j ). Applying Theorem 2.2, we obtain that the term φ(ui) has the prefix φ(R) and
φ(ui+j ) begins with the subterm φ(T ). Therefore, φ(R) is a prefix of φ(T ) and φ(T ) is
a prefix of φ(R).
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φ(R). On the other hand, in view of Lemma 2.3, φ(R)  φ(T ). This shows that the
required equality (2.38) takes place.
Lemma 2.5 is proved. ✷
Let d be a sufficiently large natural number satisfying the condition of Lemma 2.4.
Since the word Zn is unavoidable, we may choose the number d so that any word U over
the alphabet A whose length is greater than d must contain the value φ(Zn) of the term
Zn for some homomorphism φ :Ξ+ → A+. Applying Lemma 2.5, we obtain that if U
is shortlex reduced relative to the semigroup S , then the graphical equality (2.38) holds,
and taking into account the graphical equalities (2.31), (2.12), and (2.16), we may rewrite
(2.38) in the form
φ(R)≡ φ(ui+jZi−1)φ(T1)≡ φ(T1)φ(ui+jZi−1)≡ φ(T ).
This yields that the elements
h≡ φ(T1) and g ≡ φ(ui+j )φ(Zi−1)
commute in the absolutely free semigroupA+ over the alphabet A. Thus, we have
g ≡Eα0, h≡Eβ0,
where α0, β0 ∈ N and
β0
α0
= l(h)
l(g)
= l(φ(T1))
l(φ(ui+j )φ(Zi−1))
.
Again, we shall need the sequences (2.23), (2.24) from the formulation of Theorem 2.2.
Arguments as above show that the following statement takes place.
Lemma 2.6. There is a natural number d0 satisfying the following property:
For any word U over an alphabetA which is shortlex reduced relative to the semigroup
S and l(U) > d0, there exists a homomorphism φ :Ξ+ →A+ such that the word
φ(R)≡ φ(T 1)φ(ui+jZi−1)≡ φ(ui+jZi−1)φ(T 1)≡ φ(T ) (2.39)
is a subword of U . In particular, the terms φ(R),φ(T 1), and φ(ui+jZi−1) are some
powers of the same word in the alphabetA.
Lemma 2.7. Let α be a natural number. Let us assume that the function λ(δ) (2.28), used
in the construction of the term Z∞ (2.33) and the formulation of Theorem 2.2, satisfies the
inequality
λ(δ) > 2α (δ = 1,2, . . .). (2.40)
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semigroup S and the length of U is sufficiently large. Then there exists a word E˜ ∈A+,
a homomorphism φ :Ξ+ →A+, and natural numbers α1 and θ such that
(a) φ(R) is a subword of U ;
(b) φ(ui+jZi−1)≡ (E˜)α1 ;
(c) φ(R)≡ φ(T )≡ (E˜)θ ;
(d) θ > α1α.
Proof. Indeed, by Lemma 2.6 there exists a homomorphism φ :Ξ+ → A+, a word
E˜ ∈A+, and natural numbers α1, β1 such that the graphical equalities φ(T 1)≡ (E˜)β1 and
φ(ui+jZi−1)≡ (E˜)α1 hold. It follows from (2.13) that the term T 1 contains the subterm
ui+j+1. Now, combining the inequalities (2.30) and (2.40), we obtain
β1
α1
= l(φ(T 1))
l(φ(ui+jZi−1))
>
l(φ(ui+j+1))
2φ(ui+j )
>
λ(j)
2
>
2α
2
= α. (2.41)
It follows from (2.39) that
φ(R)≡ (E˜)α1(E˜)β1 ≡ (E˜)α1+β1 ≡ φ(T ).
Put θ = α1 + β1. Using (2.41), we obtain that θ > α1(1+ α) > α1α.
Lemma 2.7 is proved. ✷
Again, letA be a finite alphabet. We shall need the following property of the words over
A which has been used by Zimin [14] and Sapir [9,10].
Proposition 2.4. There exists a sequence
{Lm} (2.42)
of natural numbers which can be effectively found and satisfies the following condition:
For any natural number m and for any word Q ∈ A+ with l(Q)  Lm, there is an
endomorphism ψQ of the semigroup A+ such that ψQ(Zm) is a subword of Q and, in
addition,
l
(
ψQ(Zi)
)
 Li (i = 1,2, . . . ,m− 1).
Let us complete the proof of Theorem 2.1 for case (3).
Let ψQ be an endomorphism of the free semigroupA+ considered in the formulation of
Proposition 2.4. We say that ψQ is a special endomorphism defined by the sequence {Lm}
and a word Q.
Let α be an arbitrary natural number. Put in (2.28)
λ(δ) > 2α (δ = 1, 2, . . .).
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let L= Ld0 + 1.
Let us assume that Q ∈ A+ and l(Q) > L. Then by Proposition 2.4, there exists
a special endomorphism φ of the semigroupA+ such that the word Q contains a subword
φ(Zd0). Suppose now that Q is shortlex reduced relative to the semigroup S . Since the
length of the term Zd0 is greater than d0, in view of Lemma 2.7, the word φ(Zd0) contains
the subwords φ(R)≡ (E˜)θ and φ(ui+jZi−1)≡ (E˜)α1 , where
θ > α1α.
It follows from the graphical equality (2.19) that ui+jZi−1 and T are subterms of the
term Zi+j+2. In particular, ui+jZi−1 is a subterm of the term Zi+j+2.
Let q =max{k: uk occurs in the term ui+j+2}. Then the term Zq contains the subterm
Zi+j+2. Put
η= Lq,
where Lq is the q th element of the sequence (2.42). Since Zi+j+2 is a subterm of the term
Z∞ and φ is a special endomorphism, we obtain that
l
(
φ(ui+jZi−1)
)
< lφ
(
(Zq)
)
<Lq = η.
Taking into account that E˜ is a subword of the word φ(ui+jZi−1), we obtain
l
(
(E˜)
)
< η.
At the same time,
l
(
φ(R)
)= l((E˜)θ ) (where θ > α).
Thus, for any given number α, there is a number L satisfying the following property:
Any word Q over the alphabetA such thatQ is shortlex reduced relative to a semigroup
S and l(Q) > L contains a subword (E˜)α where l(E˜) < η. This shows that a semigroup
S satisfies the η-property.
Case (3) is considered.
It follows from Proposition 2.4 and the equality η = Lq that the constant η can be
effectively found.
Case (4). We have now that in the graphical equalities (2.3),
p = i + j
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Zn(u1, u2, . . . , un)≡MupN1 ≡Mui+jN1 =MuiW1 ≡W(u1, u2, . . . , un). (2.43)
Let u1, u2, . . . , un be terms that have been defined in case (3) (see Theorem 2.2). Clearly,
the semigroup S satisfies the identity
Zn ≡Zn(u1, u2, . . . , un)=W(u1, u2, . . . , un)≡W.
In view of (2.34) this identity has the form
Zn ≡Mui+jN1 =MuiN1 ≡W.
According to our construction (Theorem 2.2), the term ui+j begins with the variable ui
and the term ui begins with the letter ui+j . It follows also from Theorem 2.2 that Zn is a
subword of the hyperword Z∞. In particular, there is a natural number k such that Zn is
a subword of the term Zk . Then
Zk ≡QZn (Q ∈A+)
and the identity
Zk =QW
satisfying the conditions of the previous case (3) holds in S . This yields that S satisfies the
η-property.
Case (4) is considered.
Theorem 2.1 is proved. ✷
Clearly, combining Theorem 2.1 and Lemma 2.1, we immediately obtain the statement
of Theorem 1.2.
3. Rank and level of shortlex reduced words
Again, let
A= {a1, a2, . . . , ar}
be a finite alphabet. Also, let T be an arbitrary word over the alphabet A and
(T )∞ = T T T . . .
be a hyperword whose initial segment of length kl(T ) is graphically equal to T k for
k = 1,2, . . . .
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represented in the formK ≡A1T αA2 (l(A1), l(A2) < l(T ), α > 0). We say that the words
A1 and A2 are the pieces of K . The word T α is called the integral part of K . The word T is
said to be primitive if T cannot be represented in the form Rα , where α > 1. The following
statement is well-known.
Proposition 3.1. Let T be a primitive word. Then the pieces and integral part of every
finite subword of the hyperword (T )∞ are defined uniquely.
As above let A+ be the free semigroup over the alphabet A and let H ⊆ A+. The
function gH :H → N such that gH (m) = card{U ∈ H : L(U)  m} is called the growth
function of the subset H . The growth of the function gH is called the growth of H .
Let J be a subset of A+ which is closed under taking subwords. Also, let J˜ = {Pδ :
P ∈ J (δ = 1,2, . . .)} and let C(J˜ ) be the set of all subwords of all words from J˜ .
Lemma 3.1. Let gJ (m) and gC(J˜ )(m) be the growth functions of the sets J and J ,
respectively. Then
gC(J˜ )(m) < 3m
4(gJ (m))2. (3.1)
Proof. Let U ∈ J˜ , m a natural number, and U ∈ J˜ a word such that
l(U)=m.
If U ∈ J , then the number of different possibilities for the choice of U is less than or
equal to gJ (m). Now, let us assume that U ∈ J˜ \J . Then U is a subword of some word
Pδ (P ∈ J , δ > 1). It suffices to consider two cases:
(1) l(P )m;
(2) l(P ) > m.
We note that in both cases U is a subword of the hyperword (P )∞ . Without loss of
generality we may assume that P is a primitive word.
Case (1). Clearly, the word U begins and ends with some suffix and, respectively, prefix
of the word P . In view of Proposition 3.1, the pieces and the integral part define the word
U uniquely. On the other hand, since l(P ) m, the word P contains at most m different
initial and at most m different terminal segments. Thus, for every fixed integral part we
have less than or equal to m2 different possibilities for the choice of U . Since the set J
contains less than or equal to gJ (m) different elements of length  m, and δ  m, the
integral part of U may be chosen by less than or equal to mgJ (m) ways. Thus, the word U
may be chosen in m2 ·mgJ (m)=m3gJ (m) ways.
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in one of the following forms:
(a) U ≡ P1, (b) U ≡ P2, (c) U ≡ P1P2,
where P1 and P2 are the terminal and initial segments of the word P , respectively. Since
the set J is closed under taking subwords, we get that P1,P2 ∈ J . Since l(U)=m , we
have that l(P1), l(P2)m . Therefore, the number of all possibilities for the choice of U
is less than or equal to 2gJ (m)+ (gJ (m))2.
Let us complete the proof of our lemma. As above let U ∈ J˜ and l(U)=m. It follows
from the consideration of cases (1) and (2) that the number of different possibilities for the
choice of the word U is always less than or equal to m3gJ (m)+ 2(gJ (m))2. Thus,
gJ˜ (m)
m∑
i=1
m3gJ (m)+ 2
(
gJ (m)
)2
< 3
(
gJ (m)
2) m∑
i=1
m3 < 3m4
(
gJ (m)
)2
.
Lemma 3.1 is proved. ✷
Again, let, as in the previous sections,  be a nonperiodic variety and let S ∈ . We
note that for our goals it suffices to consider the case when S is an r-generated -free
semigroup with a set A of free generators. By Theorem 2.1, there exists a constant η and
the function
f : N→ N
such that for any natural number α, any word U ∈A+ which is shortlex reduced relative
to S and satisfies the condition
l(U) > f (α)
can be represented in the form U1T αU2, where l(T ) < η.
Remark 3.1. Let K ⊆A+ be the set of all words of length  η that are shortlex reduced
relative to S . Since K is a finite set, in view of Theorem 2.1 there exists an integer α
satisfying the following property: if T ∈ K and T α is shortlex reduced relative to S , then
for any integer γ > α the word T γ is also shortlex reduced relative to S .
We need a series of new definitions.
Definition 3.1. Let us fix an integer α satisfying the property which has just been described
in Remark 3.1. Let
M= {T1, T2, . . . , Tµ}
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than or equal to α are shortlex reduced relative to the semigroup S . Put
Mα =
{
(T1)
α, (T2)
α, . . . , (Tµ)
α
}
.
We say that Mα is the 0-basic set and each element (Ti)α ∈Mα is called a basic word of
rank 0.
Since the alphabet A consists of r letters, we have that
card(M)= card(Mα) < rη+1. (3.2)
Definition 3.2. Let P ∈ A+ and also let the word P be shortlex reduced relative to the
semigroup S . We say that P is a word of level 0 if for any subword U of P the graphical
equality of the type
U ≡ (Ti)αD(Ti)α (3.3)
(where, as above, (Ti)α is a basic word of rank 0) holds if and only if DTi ≡ TiD. Since
Ti is a primitive word, the graphical equality (3.3) takes place if and only if U is a power
of Ti .
Definition 3.3. As above, let P ∈ A+ be a word which is shortlex reduced relative to
a semigroup S . The word P is called a basic word of rank 1 if the following conditions
hold:
(a) P ≡ (Ti)αD(Ti)α where Ti ∈M and the words Ti and D do not commute in the free
semigroupA+.
(b) The level of every proper subword of the word P is equal to 0.
Now let us define level and rank for arbitrary shortlex reduced words by induction:
Definition 3.4. Let k (k > 1) be a natural number. Also, suppose that the notions of basic
word of rank  k and word of level  k have been defined so that every basic word P of
rank i (1 i  k) can be represented in the form
P ≡ P1DP1 (D ∈A+), (3.4)
where the word P1 is basic of rank i − 1 and the level of each proper subword of P is less
than i .
A word P ∈A+ that is shortlex reduced relative to the semigroup S is said to be basic
of rank (k + 1) if the following conditions hold:
(a) P can be represented in the form (3.4), where now P1 is a basic word of rank k. In
particular,
P1 ≡ P2D1P2 (D1 ∈A+), (3.5)
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(b) The words P2D and P2D1 do not commute in the free semigroupA+.
(c) The level of each proper subword of the word P is less than or equal to k.
Again, let P ∈A+ be a word which is shortlex reduced relative to the semigroup S .
Definition 3.5. Let k > 1. We say that the level of P is equal to k + 1 if the following
conditions hold:
(i) P has a subword which is basic of rank k + 1.
(ii) If P contains a subword of type VH1V , where V ≡ V1HV1 is a basic word of rank
k + 1, and V1 is basic of rank k, then the words V1H and V1H1 commute in the free
semigroupA+, and thus P is a subword of the word (V1H)∞.
For any nonnegative integer k, let Bk be the set of all basic words of rank k and let Lk
be the set of all words whose level is less than or equal to k.
Theorem 3.1. The growth of the set Lk is subexponential for k = 0,1,2, . . . .
Proof. As above, let η be a periodic constant of the variety  with respect to the number
r of generators of the -free semigroup S . Also, let P ∈Lk .
Let us assume that the level of the word P is equal to zero. Also, let L be a number such
that every shortlex reduced word over the alphabet A with length >L contains a subword
from the set Mα (see Definition 3.1) of all basic words of rank 0.
First, note that if the word P does not contain basic subwords of level 0, then by
Theorem 2.1, l(P ) < L. Clearly, the set of all words of such type is finite.
Let us assume now that P ∈ L0 and l(P ) > L. Let M be the set of primitive words
introduced in Definition 3.1. Then P can be represented in the form
P ≡X1
(
Ti1
)ξ1X2(Ti2)ξ2 . . .Xγ (Tiγ )ξγ Xγ+1, (3.6)
where all of the numbers i1, i2, . . . , iγ are distinct, Tip ∈ M (p = 1,2, . . . , γ ) and
l(X1), l(X2), . . . , l(Xγ )  L. It follows from (3.2) that in the representation (3.6),
γ  card(M) rη+1. Let L0(m)= {U ∈ L0: l(U)m}. Then
card
(L0(m))< (rL+1)γmγ < r(L+1)rηmrη
and we have:
Lemma 3.2. The growth [L0(m)] of the set L0 of all words of level 0 is less than or equal
to [mrη+1].
Let us continue the proof of Theorem 3.1.
Suppose that k > 0 and P ∈Lk .
Let X be any fixed prefix of the word P . Then P ≡XV , where V ∈A+. The word V
obtained from P by deleting the prefix X will be denoted by P \X.
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R1 is a basic word of rank k and the word U is nonempty.
Now we shall introduce the notions of left k-representation of P and its main
components.
There are two possible cases:
(1) P does not contain any occurrences of k-words;
(2) P contains at least one occurrence of some k-word.
Case (1). Let C0 be the first occurrence from the left of a basic word of rank k in P . Then
P can be represented in the form P ≡ Y0C0P1 where Y0 does not contain any occurrences
of basic words of rank k. Thus, the level of Y0 is less than k. By the same reason, the
word P1 ≡ P \ Y0C0 can be represented in the form P1 ≡ Y1C1P2, where C1 is the first
occurrence from the left (if any) of a basic word of rank k in P1, and so on. Since P ∈ Lk
we obtain that P contains the basic subwords of rank k, say,
C0,C1,C2, . . . ,Cµ (3.7)
such that P is representable in the form
P ≡ Y0C0Y1C1 . . .YµCµYµ+1, (3.8)
where the level of each word Yi (i = 0,1, . . . ,µ+1) is less than k. Taking into account the
fact that P does not contain any occurrences of k-words, we have that on the right-hand
side of (3.8) all basic subwords Ci (i = 0,1,2, . . . ,µ) are different.
The representation (3.8) will be called the left k-representation of P . The words (3.7)
are called the main components of P .
Case (2). Let B be the first (from the left) occurrence of a k-word in P . Then we can
represent P in the form
P ≡XBY,
where XB is a minimal prefix of P containing the occurrences of k-words. Thus,
B ≡ B̂1CB̂1,
where B̂1 is a basic word of rank k. This yields that
B̂1 ≡ B˜DB˜,
where B˜ is a basic word of rank (k − 1). Obviously, B̂1 is a subword of the word (B˜D)∞.
Let χP (B) be a maximal prefix of the word
P \X ≡ BY ≡ B˜DB˜CB˜DB˜Y
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the closure of the fixed occurrence B in the word P .
Also, put B0 ≡ B and X0 ≡ X. Let P0 ≡ XχP (B) and let P1 ≡ P \ P0. Then P ≡
X0χP0(B)P1. Clearly, if the word P1 contains an occurrence of some k-word, say, B1, we
may represent P1 in the form P1 ≡ X1χP1(B1)P2 and so on. Continuing this process, we
obtain the representation of the word P in the form
P ≡X0χP0(B0)X1χP1(B1)X2χP2(B2) . . .XqχPq(Bq)Xq+1 (3.9)
satisfying the following conditions:
(a) The words X0,X1,X2, . . . ,Xq,Xq+1 on the right-hand side of (3.9) do not contain
any occurrences of k-words.
(b) Each of the words B0, B1, . . . ,Bq is basic of rank k.
(c) Each of the words χPj (Bj ) (j = 0,1,2, . . . , q) is a subword of a word of type
(B˜jDj )∞, where the word B˜jDj B˜j is a basic word of rank k and B˜j is a basic word
of rank (k − 1).
Since the wordsX0,X1,X2, . . . ,Xq,Xq+1 on the right-hand side of (3.9) do not contain
any occurrences of k-words, we may apply to them the results of the consideration of
case (2). Therefore, on the right-hand side of (3.9),
Xj ≡ Yj0Cj0Yj1Cj1 . . .Yjν(j)Cjν(j)Yjν(j)+1 (j = 1,2, . . . , q + 1),
where the level of each word Yjδ (j = 0,1, . . . , q + 1, δ = 0,1, . . . , v(j) + 1) is strongly
less than k and Cjδ (j = 0,1, . . . , q , δ = 0,1, . . . , ν(j)) are some different basic words of
rank k.
We will say (as in case (1)) that (3.9) is the left k-representation of the word P . The
subwords χPj (Bj ) (j = 0,1,2, . . . , q) from the right-hand side of (3.9) are called the main
components of the representation (3.9).
Lemma 3.3. As above, let P be a word of level k that is shortlex reduced relative to a semi-
group S . Then the number of identical main components in the left k-representation of P
is never greater than 2.
Proof. Suppose that the word P does not contain any occurrences of k-words. Then in the
left k-representation (3.8) of P all main components are different. Hence, the statement of
our lemma is true.
Let us prove the lemma for the case when P contains at least one occurrence of some
k-word.
Indeed, suppose the contrary and on the right-hand side of the left k-representation (3.9),
let
χPi (Bi)≡ χPj (Bj ) (3.10)
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in the form
P ≡ P ′χPi (Bi)QχPJ (Bj )P ′′ ≡ P ′χPi (Bi)QχPi (Bj )P ′′,
where, taking into account the condition j − i > 1, the word Q is nonempty.
Since χPi (Bi)≡ P (B˜iDiB˜i )Q for some words P and Q, we may rewrite the graphical
equality (3.10) in the form
P ≡ P ′P (B˜iDiB˜i)QQP (B˜iDiB˜i)QP ′′,
where (B˜iDiB˜i ) is a basic word of rank k and the word QQP is nonempty. Since the
level of P is equal to k, we get that the words B˜iDi and B˜iQQP commute and so
(B˜iDiB˜i )QQP(B˜iDiB˜i) is a subword of the word (B˜iDi)∞. Thus, the closure of the
first fixed occurrence of the subword Bi in the word Pi strictly contains χPi (Bi).
The contradiction we obtained shows that the graphical equality (3.10) does not hold.
Therefore, among the words χPi (Bi)χ , χPi+1(Bi+1)χ , χPj (Bj ) there are at least two that
are not identical.
Lemma 3.3 is proved. ✷
Let d be a natural number. As above, let Ld−1 be the set of all possible words of level
 d − 1. Clearly, Ld−1 is closed under taking subwords. Let
∞⋃
i=1
(Ld−1)i = L˜(d−1)
be the set of all possible powers of all words from Ld−1 and let C(L˜(d−1)) be the set of
subwords from all words from L˜(d−1).
Also, letQd be the set of all possible subwords of infinite words of type (BD)∞, where
B , D ∈A+, B is a nonfixed basic word of rank d , and the word P ≡ BDB has level d .
Clearly, in this case B ≡ B1D1B1, where B1 is a basic word of rank d − 1 and D1 is
nonempty. Then P ≡ B1D1B1DB1D1B1 and since the level of P is equal to d we have
that the words B1D1 and B1D commute and P is a subword of the word (B1D1)∞. At the
same time, (B1D1) is a proper subword of B and since the word B is basic of rank d , we
have that the level of B1D1 is strictly less than d . Thus P ∈ L˜(d−1). This shows that
Qd ⊆ C
(L˜(d−1))
and in view of Lemma 3.1, we obtain the following.
Lemma 3.4. The set Qd has subexponential growth if and only if the set Ld−1 has
subexponential growth.
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be the set of all words P that are shortlex reduced relative to a semigroup S and can be
represented in the form
P = h1u1h2u2 . . .hquqhq+1, (3.11)
where hj ∈H (j = 2,3, . . . , r), uj ∈K (j = 1,2, . . . , r), h1, hq+1 ∈H 1, and in the right-
hand side of equality (3.11) the finite sequence
u1, u2, . . . , uq
does not contain p+ 1 identical elements.
We shall need the following proposition.
Proposition 3.2 [12, Lemma 4.2]. Let sets H and K have subexponential growth. Then for
any natural number p, the growth of the set Ap(H,K) is also less than exponential.
As above, let Bd be the set of all basic words of rank d and Ld be the set of all words
of level  d .
Lemma 3.5. For any natural number d ,
Ld ⊆A1(Ld−1,Bd)∪A2(Ld−1,Qd). (3.12)
Proof. Let P ∈ Ld be a word which is shortlex reduced relative to the semigroup S .
Let us also assume that P does not contain any occurrences of d-words. Then
our investigation above shows that P can be represented in the form (3.8), where
Y0, Y1, . . . , Yµ,Yµ+1 ∈ Ld−1 ∪{1} and C0,C1, . . . ,Cµ are different basic words of rank d .
Thus P ∈A1(Ld−1,Bd).
Suppose now that P contains occurrences of some d-words. Then the left d-represen-
tation of P has type (3.9). It is easy to see that all main components of this representation
belong to the set Qd . Using Lemma 3.3, we obtain that P ∈A2(Ld−1,Qd ).
Therefore, in both cases
P ∈A1(Ld−1,Bd)∪A2(Ld−1,Qd)
and we obtain the required inclusion (3.12).
Lemma 3.5 is proved. ✷
Lemma 3.6. For any natural number d ,
Bd ⊆ALd−1A. (3.13)
In particular, the set Bd has subexponential growth if and only if so does the set Ld−1.
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terminal letters of B , respectively. Then we may represent B in the form
B ≡ aiCaj (C ∈A+),
where the level of the word C is strictly less than d . This shows that the inclusion (3.12)
takes place.
Lemma 3.6 is proved. ✷
Let us complete the proof of Theorem 3.1.
Combining Lemma 3.5 and Proposition 3.2, we obtain that if the sets Ld−1,Bd , andQd
have subexponential growth, then the set Ld also has subexponential growth. It follows
from Lemmas 3.4 and 3.6 that subexponential growth of the setLd−1 yields subexponential
growth of the sets Qd and Bd . Thus, subexponential growth of the set Ld−1 yields
subexponential growth of the set Ld . Since, by Lemma 3.2, the growth of the set L0
is polynomial, we can easily prove the statement of our theorem using induction on the
number d . ✷
Theorem 3.2. As above, let  be a nonperiodic variety defined by the identity (1.1) and
let S ∈ be a semigroup with a finite set A of generators. Then there exists a number ζ
such that the level of each word P ∈ A which is shortlex reduced relative to S does not
exceed ζ .
Proof. We need the following definition.
Definition 3.7. The sequence
B0,B1, . . . ,Bk, . . . (3.14)
of basic words over the alphabet A is called a τ -sequence if the rank of the word Bi is
strictly less than the rank of the word Bi+1 for i = 0,1,2, . . . .
The following lemma shows the connections between basic words and Zimin’s words.
It follows immediately from Definitions 3.3, 3.4 of basic words and can be proved by an
obvious induction.
Lemma 3.7. The word B ∈ P is basic of rank d if and only if there exist words
A0,A1, . . . ,Ad ∈A+ such that A0 is a basic word of rank 0,
B ≡Zd+1(A0,A1, . . . ,Ad) (3.15)
and the finite sequence of words
Bq ≡Zq+1(A0,A1, . . . ,Aq) (q = 1,2, . . . , d) (3.16)
is a τ -sequence.
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Proof. Suppose the contrary and let (3.14) be an infinite sequence of basic words in the
semigroup S .
As in the proof of Theorem 2.1, it suffices to consider the case when the identity (1.1)
has the form (2.5) with the “key” variables ui and ui+j .
By our assumption and Lemma 3.7, we obtain that there is an infinite sequence
A0,A1, . . . ,Aq, . . . (3.17)
of elements of S such that the sequence of words
Bq ≡Zq+1(A0,A1, . . . ,Aq) (q = 1,2, . . .) (3.18)
is a τ -sequence. We note that the sequence (3.18) defines an infinite word
∆=A0A1A0A2A0A1A0A3A0A1A0A2A0A1A0A4 . . .
such that every finite subword of ∆ is shortlex reduced relative to the semigroup S.
Since each word Bq is basic and Bq+2 ≡ BqAq+1BqAq+2BqAq+1Bq , using Defini-
tion 3.5, we obtain that for any natural number q the words BqAq+1 and BqAq+2 do not
commute in the semigroupA+.
Let {uk} be a sequence of terms over the countable alphabet Ξ = {u1, u2, . . .} of
variables constructed in Section 2. By Theorem 2.2, we may choose the sequence {uk} so
that for any strictly monotone increasing function λ :N → N and for any endomorphism
φ of the free semigroup Ξ+, the following inequality takes place:
l(ui+δ+1)
l(ui+δ)
> λ(δ) (δ = 0,1,2, . . .).
Now, based on the method considered in Section 2, we are going to construct the
sequence {uk} satisfying the specified conditions.
Let the terms u1, u2, . . .ui have been defined so that uk ≡ uk for k = 1,2, . . . , i− 1 and
the term ui depends on the variables {u1, u2, . . . , ut ). Clearly, without loss of generality,
we may assume that
t > η,
where η is a periodic constant of the variety  with respect to the number of generators
of S . Let us choose the terms ui+δ so that
l(ui+1) > 2t+4l(ui) (3.19)
and
l(ui+δ+1) > 2ξδ+4l(ui+δ), (3.20)
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term ui+j depend on the variables, say, {u1, u2, . . . , up}. In view of (3.19), we get
p > t.
Since ui+j is a subterm of the term Z∞, we have that ui+j is a subterm of the term Zp.
Since the term ui+j+1 is a subterm of the term Z∞, by the inequalities (3.19), (3.20), and
Remark 2.3, we obtain that ui+j+1 contains the variables
xu1, u2, . . . , up,up+1, up+2, up+3, up+4.
This yields that ui+j+1contains a subterm
Zp+2 ≡Zpup+1Zpup+2Zpup+1Zp.
In particular, ui+j+1contains a subterm
Zt+2 ≡Ztut+1Ztut+2Ztut+1Zt.
Let φ be a homomorphism of the free semigroup Ξ+ into the semigroup A+such that
φ(x)=A0, φ(uk)=Ak (k = 1,2, . . .).
As above, let R,T ,T1,R, T , T 1 be terms introduced in Section 2 (see the graphical
equalities (2.12), (2.13), (2.31), (2.32)). Since every finite subword of the hyperword ∆
is shortlex reduced relative to the semigroup S , by Lemma 2.6, φ(R) ≡ φ(T ) and there
is a word Ê ∈ A+ such that φ(ui+jZi−1) ≡ (Ê)θ1 , φ(T 1) ≡ (Ê)θ2 for some natural
numbers θ1, θ2. Since ui+j and ui+j+1 are subwords of the words ui+jZi−1 and T 1, we
obtain that φ(ui+j ) and φ(ui+j+1) are subwords of the word (Ê)∞. As we have noted
already, the term ui+j+1 contains a subterm Zt+2. Thus, the term
φ(Ztut+1Ztut+2Zt)≡ φ(Zt )φ(ut+1)φ(Zt )φ(ut+2)φ(Zt ) (3.21)
is a subterm of the term (Ê)∞. It follows from the proof of Theorem 2.1 that l(Ê) < η. On
the other hand, in view of t > η, we have that l(φ(Zt )) > η. By virtue of Proposition 3.1,
this yields that in the right-hand side of (3.21) the words φ(Zt )φ(ut+1) and φ(Zt)φ(ut+2)
commute in the free semigroupA+. Hence, in the sequence (3.17) the word
φ(Zt+2)≡Zt+2(A0,A1, . . . ,At+2)
cannot be basic.
Lemma 3.8 is proved. ✷
Let us complete the proof of Theorem 3.2.
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bounded above by some constant ζ . Therefore, the level of each shortlex reduced word in
S does not exceed ζ . ✷
Now Theorem 1.1 is a simple combination of Theorems 3.1 and 3.2.
This completes the proof of M. Sapir’s conjecture.
4. Applications
Here we consider some corollaries following from Theorem 1.1 and the author’s
paper [12]. We show how to construct an example of a semigroup variety in which every
noncyclic f.g. relatively free semigroup has intermediate growth (Proposition 4.1). We also
find the first example of a relatively free f.g. semigroup which has intermediate growth and
superdimension 1 (Theorem 4.1) and a similar example of a semigroup which is nilpotent
in the sense of Malcev [6] (Theorem 4.2).
Let Z′n be a term obtained from the term Zn by changing its prefix of the length 2 from
x1x2 to x2x1. Also let Àn be a variety of semigroups defined by the identity
Zn =Z′n. (4.1)
Proposition 4.1. If n > 2 then every noncyclic Àn-free semigroup has intermediate growth.
Proof. Indeed, by Theorem 1.1, every f.g. semigroup belonging to the variety Àn has
subexponential growth. Let Tn(r) be an Àn-free semigroup with r (r > 1) free generators.
Let, as in [12, Section 5],
α1 < α2 < · · ·< αk < · · ·
be an arbitrary increasing sequence of positive integers such that
αj+2 > αj + αj+1, j = 1,2, . . . .
Also let
ω≡
k∏
j=1
(
xαj yαj
)
be the infinite word over the alphabet {x, y} associated with the sequence {αk}. It is easy
to see that every finite subword of ω is an isoterm relative to the semigroup Tn(r). Thus,
by [12, Theorem 5.1], the growth of the semigroup Tn(r) is larger than polynomial.
Proposition 4.1 is proved. ✷
Let S be a finitely generated semigroup and gS(m) a growth function of S.
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lim
m→∞
log2(log2 gS(m))
log2m
=DIMS
is called the superdimension of the semigroup S. Clearly, 0DIMS  1. This notion was
introduced by W. Borho and H. Kraft in [4].
Theorem 4.1. Let n and r be natural numbers such that n 5 and r  6. Then the growth
of the Àn-free semigroup Tn(r) is larger than or equal to [em/(ln2 m)]. In particular, the
superdimension of the semigroup Tn(r) equals 1.
Proof. Indeed, let k be a natural number and let Sk be the symmetric group on the kth
element set.
Let
σ =
(
1 2 . . . k − 1 k
i1 i2 . . . ik−1 ik
)
∈ Sk.
Put
Qσ ≡
(
xi1yi1zi1 t i1
)
u1
(
xi2yi2zi2 t i2
)
u1 . . .
(
xik−1yik−1zik−1 t ik−1
)
u1
(
xik yik zik t ik
)
. (4.2)
Clearly,
l(Qσ )= (k − 1)+ 4k(k + 1)2 = k(2k + 3)− 1. (4.3)
Now let Sk! be the symmetric group on the set Sk . Every element h ∈ Sk! can be represented
in the form
h=
(
1 2 . . . (k!)!
σ1 σ2 . . . σk!
)
(σj ∈ Sk, j = 1,2, . . . , k!).
Define the term V (k)h by the rule
V
(k)
h ≡Qσ1u2Qσ2u2 . . .Qσk!−1u2Qσk! . (4.4)
Also, let
Ω(k) ≡ {V (k)h : h ∈ Sk!}.
Then
card
(
Ω(k)
)= card(Sk!)= (k!)!. (4.5)
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l
(
Vh
(k)
)= k! k(2k+ 3)− 1. (4.6)
Lemma 4.1. Let n, r  6. Then any term V (k)h ∈ Ω(k) is an isoterm relative to the
semigroup Tn(r).
Proof. Let
X ={x1, x2, . . .} and B ={x, y, z, t, u1, u2}
be a countable and a six-letters alphabet, respectively. Also, let φ be any homomorphism
φ :X+ → B+.
We will show that if φ(Z6) or φ(Z6)′ is a subterm of V (k)h then
φ(Z6)≡ φ
(
Z′6
)
. (4.7)
Clearly, if φ(Z2)≡ φ(x1x2x1) is a subterm of V (k)h , then either φ(x1),φ(x2) are some
powers of the same letter from B or the term φ(x1x2x1) contains occurrences of the
variables x , y , z, t , and one of the variables u1 or u2.
In the first case, φ(x1)≡ φ(x2) and we immediately obtain the equality (4.7).
Let us consider the second case. Clearly, every word V over the alphabet B can be
represented in the form
V ≡ (vj1)α1(vj2)α2 . . . (vjq )αq ,
where vj1 , vj2 , . . . , vjq ∈ B and vjγ = vjγ+1 for γ = 1,2, . . . , q − 1.
The number q is called the height of V .
Since the word V (k)h does not have subwords of type CDC with height smaller than 6,
the height of the word φ(Z2) is greater than 5. Since the term Z4 contains 4 different
occurrences of the term Z2, the term φ(Z4) contains at least 4 different occurrences of the
term φ(Z2). On the other hand, it is easy to see that every subterm of V (k)h containing 4
different occurrences of the word whose height is greater than 5 contains a subterm of the
type
R(k)pq ≡Qσpu2Qσq ,
whereQσp , Qσq are words of type (4.2). It follows easily from the graphical representation
(4.4) that V (k)h does not contain two different occurrences of the word R(k)pq . Now, taking
into account that both of the terms φ(Z6), φ(Z6)′ contain at least two different occurrences
of the term φ(Z4), we obtain that if the terms φ(Z6),φ(Z′6) are subterms of the term V
(k)
h
then there is a letter g ∈ B such that φ(x1) ≡ φ(x2) ≡ gα (α ∈ N). This shows that if
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an isoterm relative to the semigroup T6(r) for r  6.
Since for any n > 6, Z6 is a subterm of the terms Zn and Z′n, we obtain that for these
values of n and r  6 the term V (k)h is an isoterm relative to the semigroup Tn(r).
Lemma 4.1 is proved. ✷
Lemma 4.2. Let
Ω(k)m =
{
V
(k)
h : V
(k)
h ∈Ω(k) and l
(
V
(k)
h
)
m
}
.
Then for all sufficiently large numbers m,
card
(
Ω(k)m
)
> em/(3(lnm)
2). (4.8)
Proof. Let
δm =max
{
k: l
(
V
(k)
h
)
m
}
. (4.9)
In view of (4.6) this means that
δm =max
{
k: k! k(2k+ 3)m+ 1}. (4.10)
Let γ be a real number and [γ ] denote the integral part of γ . Now put
k˜ =
[
1
2
lnm
]
.
Then
k˜! k˜(2k˜+ 3) >
[
1
2
lnm
]
! 1
4
(lnm)2.
Using Stirling’s formula, we obtain that for all sufficiently large values of m,
k˜! k˜(2k˜ + 3) > 1
4
(lnm)2
(
1
6
lnm
) 1
3 lnm
> e
1
4 (ln lnm·) lnm =m 14 ln lnm.
In particular, we have that
k˜! k˜(2k˜ + 3) > 2m.
Thus, in view of the equality (4.10), δm < k˜ and the inequality
δm <
1
(lnm) (4.11)2
L.M. Shneerson / Journal of Algebra 271 (2004) 482–517 515holds for all sufficiently large numbers m. On the other hand, by formula (4.10),
(δm + 1)!(δm+ 1)
(
2(δm + 1)+ 3
)= (δm)!(δm + 1)(δm + 1)(2δm + 5) > m. (4.12)
Hence,
δm!> m
(δm + 1)2(2δm + 5)
and using (4.11), we immediately obtain that
δm!> m
(lnm)3
.
Taking into account formula (4.5), we obtain that for all sufficiently large numbers m the
following inequalities hold:
card
(
Ω(δm)m
)
>
[
m
(lnm)3
]
!>
(
m/(2(lnm)3)
e
)m/(2(lnm)3)
> em/(3(lnm)
2). (4.13)
Lemma 4.2 is proved. ✷
Let us complete the proof of our theorem. By Lemma 4.1, different words of the set
Ω
(δm)
m correspond to different elements of the semigroup Tn(r). Thus, inequality (4.13)
yields that gTn(r)(m) > em/(3(lnm)
2) and the growth of the semigroup Tn(r) is larger than
or equal to [em/((lnm)2)].
Theorem 4.1 is proved. ✷
In 1957 A.I. Malcev [7] introduced the sequence semigroup identities {Xn = Yn} where
X0 ≡ x,Y0 ≡ Y , and Xk+1 ≡ Xkuk+1Yk,Y ≡ Ykuk+1Xk and proved that the variety of
all nilpotent groups of class  n can be defined by the identity Xn ≡ Yn. The semigroup
satisfying the last identity is called a nilpotent of class n in the sense of Malcev.
Now we shall use the terms (4.2) and (4.4) introduced in the process of the proof of
Theorem 4.1 to give an example of a f.g. nilpotent semigroup with intermediate growth
and superdimension 1.
Theorem 4.2. Let r, n > 6. Then there exists an r-generated semigroup Π satisfying the
following properties:
(a) Π is nilpotent of class n in the sense of Malcev;
(b) Π has intermediate growth which is larger than or equal to [em/((lnm)2)].
Proof. Let Mn be the variety of all nilpotent semigroups of class n in the sense of Malcev.
Also, let Mn(r) be an Mn-free semigroup of rank r . The following statement follows
easily from the proof of Lemma 4.1.
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an isoterm relative to the semigroup Mn(r).
Let F be the absolutely free semigroup over the alphabet
{x, y, z, t, u1, u2}.
For any natural number m, let us fix a number δ = δ(m) satisfying (4.10). Let
Ω =
∞⋃
i=1
Ω(δm)m . (4.14)
Now let C(Ω) be the set of all subwords of all words from the set Ω . Then
J =F \C(Ω)
is an ideal of the semigroup F . Also let
Π =F \J
be the Rees factor semigroup with respect to the ideal J . Let W,V ∈F and W = V in Π .
Then either W,V ∈ J and W = V = 0 in Π or V ≡W . It follows from Lemma 4.3 and
formula (4.14) that Π ∈Mn and the growth function gΠ(m) satisfies the inequality
gΠ(m) cardΩ(δm)m .
Now, using the inequality (4.13), we obtain that the growth of the semigroup Π is larger
than or equal to [em/(ln2 m)].
Theorem 4.2 is proved. ✷
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