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a b s t r a c t
Theproblemof boundeddistance decoding of arbitrary linear codes
using Gröbner bases is addressed. A new method is proposed,
which is based on reducing an initial decoding problem to solving
a certain system of polynomial equations over a finite field. The
peculiarity of this system is that, when we want to decode up to
half the minimum distance, it has a unique solution even over
the algebraic closure of the considered finite field, although field
equations are not added. The equations in the system have degree
at most 2. As our experiments suggest, our method is much faster
than the one of Fitzgerald–Lax. It is also shownvia experiments that
the proposed approach in some range of parameters is superior to
the generic syndrome decoding.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In this paperwe consider bounded distance decoding of arbitrary linear codes using Gröbner bases.
In recent years a lot of attention has been devoted to this question for cyclic codes which form a
particular subclass of linear codes. In this paper we consider a method for decoding arbitrary linear
codes. The reader is assumed to be familiar with the basics of error-correcting codes and Gröbner
bases theory. Introduction material can be taken for instance from Berlekamp (1968), Peterson and
Weldon (1977), Cox et al. (1997) and Greuel and Pfister (2002), respectively.
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Quite a lot of methods exist for decoding cyclic codes and the literature on this topic is vast.
We just mention Arimoto (1961), Berlekamp (1968), Gorenstein and Zierler (1961), Massey (1969),
Peterson (1960), Peterson and Weldon (1977) and Sugiyama et al. (1975). All these methods are of
polynomial complexity and efficient in practice, but do not correct up to the true error-correcting
capacity. Techniques using the theory of Gröbner baseswere addressed to remedy this problem. These
methods can be roughly divided into the following categories:
- Unknown syndromes: Berlekamp (1968, pp. 231–240), Tzeng et al. (1971), Hartmann (1972) and
Hartmann and Tzeng (1974);
- Newton identities: Augot et al. (1990, 1992, 2007, 2002) and Chen et al. (1994c);
- Power sums: Cooper (1990, 1991, 1993), Chen et al. (1994a,c,b), Loustaunau and York (1997),
Carboara and Mora (2002) and Orsini and Sala (2005).
For arbitrary linear codes some generalizations are known, e.g. Fitzgerald (1996), Fitzgerald and Lax
(1998), Borges-Quintana et al. (2006, 2005, 2007), Giorgetti and Sala (in press) and Orsini and Sala
(2007). Our method is a generalization of the first one of unknown syndromes for arbitrary linear
codes.
Finding a Gröbner bases has complexity that is doubly exponential in the number of variables, and
it is still exponential in the case of a finite number of solutions. Some experiments have been done
but it is difficult to estimate the complexity of the decoding algorithms that use Gröbner bases. The
existing decoding algorithms of arbitrary linear codes all have complexities that are exponential in
the code length, see Barg (1998). The problem turns out to be even harder, as decoding algorithms
remain exponential even if one allows unbounded preprocessing, see Bruck and Naor (1990). So far
no asymptotic results of decoding algorithms with Gröbner bases are known that are better than the
complexity of the existing general decoding algorithms. We continued research in this direction in
Bulygin and Pelikkan (in preparation).
Notations: A field is denoted by F and its algebraic closure by F¯. The finite field with q elements is
denoted by Fq. If I is an ideal in the polynomial ring F[X1, . . . Xn] over F, then a zero or a solution of I
is a point x ∈ F¯n such that f (x) = 0 for all f ∈ I . Variables are denoted by capital letters such as X, Y
and U , and specific values by x, y and u, respectively. The vectors are denoted in bold, e.g. u, v. The
zero set of I is the set of all solutions of I in F¯n and is denoted by Z(I). If I is an ideal in Fq[X1, . . . , Xn],
then the set of solutions of I over Fq is denoted by Zq(I), and the ideal I + 〈Xqi − Xi, i = 1, . . . , n〉 is
denoted by Iq. So Zq(I) = Z(I) ∩ Fnq = Z(Iq).
2. Syndrome decoding with Gröbner bases
In this section we give a formulation of the well-known syndrome decoding in terms of ideals and
solutions of the corresponding systems.Moreover, some results of this section (e.g. Lemma 9) are later
used in Section 4, where we look closely on the structure of ideals that we need in our construction
for decoding.
Let C be a linear code over Fq of length n, dimension k and minimum distance d. The parameters
of C are denoted by [n, k, d] and its redundancy by r = n − k. The (true) error-correcting capacity
b(d−1)/2c of the code is denoted by e. Choose a parity-checkmatrixH of C . Leth1, . . . ,hr be the rows
of H .
Remark 1. Let C˜ = FqmC be the code over Fqm that is generated by C . Then C is the restriction of C˜ to
Fnq , that is C = Fnq ∩ C˜ . And H is also a parity-check matrix of C˜ , since the rank of H does not change
under the extension from Fq to Fqm . Furthermore C and C˜ have the same minimum distance, since
this is equal to the minimum number of dependent columns of H , and this does not change under an
extension of scalars.
Definition 2. The (known) syndrome s(H, y) of a word y with respect to H is the column vector
s(H, y) = HyT. It has entries si(H, y) = hi · y for i = 1, . . . , n − k. The abbreviations s(y) and
si(y) are used for s(H, y) and si(H, y), respectively.
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Remark 3. Let y = c + e be a received word with c ∈ C the codeword that was sent and e the error
vector. Then hi · c = 0 for all i = 1, . . . , r . So the syndromes of y and e with respect to H are equal
and known:
si(y) := hi · y = hi · e = si(e).
Let h′1, . . . ,h′n be the n columns of H . If furthermore the support of e is equal to {i1, . . . , it}, then
s(y) = s(e) = ei1h′i1 + · · · + eith′it .
Therefore, if the distance of a received word to the code is t , then the syndrome vector of the received
word is a linear combination of t columns of H . By syndrome decoding we mean an algorithm that
finds such a linear combination. One way to accomplish this is to go though all possible t-subsets of
{1, . . . , n} and see by linear algebra whether a linear combination of the corresponding columns of H
gives the syndrome vector. The complexity is therefore O(
(n
t
)
(n− k)t2).
Finding the minimum distance is similar, since we take the syndrome equal to the zero vector, so
we try to find the smallest number of columns of H that are linearly dependent.
Definition 4. Let y ∈ Fnq and let d(y, C) be the distance of y to C . A nearest codeword of y to C is an
element c ∈ C such that d(y, c) = d(y, C). LetL(y, C) be the list of nearest codewords of y to C .
Proposition 5. Let C˜ = FqmC. If y ∈ Fnq , then d(y, C) = d(y, C˜) andL(y, C) = L(y, C˜).
Proof. (1) Now d(y, C) ≥ d(y, C˜), since C ⊆ C˜ . There are d(y, C˜) columns of H such that an
Fqm-linear combination of these columns is equal to s(H, y). But y and H have entries in Fq. Hence
d(y, C) ≤ d(y, C˜). Therefore equality holds.
(2) NowL(y, C) ⊆ L(y, C˜) by (1). Conversely, let c ∈ L(y, C˜) and t = d(y, C˜). Let e = y− c. Let
I = {i1, . . . , it} be the support of e that is the set of nonzero coordinates of e. LetHI be the submatrix of
H consisting of the columns hi1 , . . . , hit . Let s = HyT. Then s is a linear combination of the columns of
HI . So HI and the extended matrix [HI |s] have the same rank. This rank is t , otherwise we would have
a proper subset I ′ of I such that HI ′ and HI have the same rank. But this would give an e′ with support
I ′ of weight t ′ < t and He′T = s. This gives c′ ∈ C˜ with y = c′ + e′. So d(y, C˜) ≤ t ′ < t , a contraction.
Hence HI and the extended matrix [HI |s] have the same rank t . So HIxT = s has a unique solution
x = (ei1 , . . . , eit )with entries in Fq. Hence and c = y− e ∈ Fnq ∩ C˜ = C . Therefore c ∈ L(y, C). 
Definition 6. Let hi(E) be the linear function in Fq[E1, . . . , En] defined by
hi(E) =
n∑
j=1
hijEj.
Let E(y) be the ideal in Fq[E1, . . . , En] generated by the elements hi(E)− si(y) for all i = 1, . . . , n− k.
Let J(t, n) be the ideal in Fq[E1, . . . , En] defined by
J(t, n) =
⋂
1≤j1<···<jn−t≤n
〈Ej1 , . . . , Ejn−t 〉.
Let E(t, y) be the ideal generated by E(y) and J(t, n).
Lemma 7. (1) e is a solution of E(y) if and only if y = c+ e for some positive integer m and c ∈ FqmC.
(2) e is a solution of J(t, n) if and only ifwt(e) ≤ t.
(3) Let t = d(y, C). Then E(w, y) has no solution for allw < t. And e is a solution of E(t, y) if and only if
y = c+ e for some c ∈ C andwt(e) = t.
Proof. (1) If y = c+ e for some c ∈ FqmC , then e is a solution of E(y) by Remarks 1 and 3.
Conversely, if e is a solution of E(y), then s(y) = s(e) and e ∈ Fnqm for some positive integer m. So
s(y− e) = 0. Hence c = y− e is a codeword of FqmC and y = c+ e.
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(2) If wt(e) ≤ t , then the support of e is contained in {k1, . . . , kt} for some k. Let {j1, . . . , jn−t} be
the complement of this support. Then e is a solution of the ideal 〈Ej1 , . . . , Ejn−t 〉. So e is an element of
the zero set Z(〈Ej1 , . . . , Ejn−t 〉). Hence e is an element of the zero set⋃
1≤j1<···<jn−t≤n
Z(〈Ej1 , . . . , Ejn−t 〉) = Z
(
∩
1≤j1<···<jn−t≤n
〈Ej1 , . . . , Ejn−t 〉
)
= Z(J(t, n)).
So e is a solution of J(t, n)
The converse is proved similarly and is left to the reader.
(3) Is a direct consequence of (1) and (2) and Proposition 5. 
Theorem 8. Let H be a parity-check matrix of the code C. Let y be a received word. Let t be the smallest
positive integer such that E(t, y) has a solution.
(1) Then the solutions e of E(t, y) correspond one-to-one to c inL(y, C).
(2) If e is a solution of E(t, y) such that wt(e) ≤ (d(C) − 1)/2, then wt(e) = t and e is the unique
solution.
Proof. (1) is a direct consequence of Lemma 7(3).
(2) is a consequence of (1) and the well-known fact that y has a unique nearest codeword in case
d(y, C) ≤ (d− 1)/2. 
Lemma 9. Let
I(t, n) = 〈Ei1 · · · Eit+1 |1 ≤ i1 < · · · < it+1 ≤ n〉.
Then I(t, n) = J(t, n).
Proof. Let Ei1 · · · Eit+1 be a generator of the ideal I(t, n) and let j be an increasing (n− t)-tuple. Then{i1, . . . , it+1} and {j1, . . . , jn−t} are subsets of {1, . . . , n} consisting of t + 1 and n − t elements,
respectively. Hence their intersection is not empty, that is ir = js for some r and s. Hence
Ei1 · · · Eit+1 ∈ 〈Ejs〉 ⊆ 〈Ej1 , . . . , Ejn−t 〉.
Hence it is proved that I(t, n) ⊆ J(t, n).
Now consider J(t, n)/I(t, n). Let f be a polynomial in J(t, n). Modulo I(t, n)we may assume that
f =
∑
i=(i1,...,it ),1≤i1<···<it≤n
fiE
αi1
i1
· · · Eαitit .
with fi ∈ Fq andαi are nonnegative integers,which depend on i. For every iwith 1 ≤ i1 < · · · < it ≤ n
there exists exactly one j such that 1 ≤ j1 < · · · < jn−t ≤ n and {j1, . . . , jn−t} is the complement of
{i1, . . . , it} in {1, . . . , n}. Now f ∈ J(t, n). So f ∈ 〈Ej1 , . . . , Ejn−t 〉. This is only possible if fi = 0 since
the sets of variables {Ei1 , . . . , Eit } and {Ej1 , . . . , Ejn−t } are disjoint. So fi = 0 for every such i. Hence
f = 0. Therefore J(t, n) ⊆ I(t, n). 
Remark 10. The ideal J(t, n) is generated by
( n
t+1
)
monomials of degree t + 1, and thus E(t, y) is
generated by n− k linear functions and ( nt+1)monomials of degree t + 1.
Example 11. Wenowprovide a small example explaining Theorem8. Consider a one error-correcting
Hamming code with parameters [7, 4, 3] over F2. Let y = (1, 0, 1, 0, 1, 1, 1) be a received word. Let
a parity-check matrix be
H =
(1 1 0 1 1 0 0
1 0 1 1 0 1 0
1 1 1 0 0 0 1
)
.
The ideal E(1, y) is generated by the linear polynomials E1+ E2+ E4+ E5, E1+ E3+ E4+ E6+ 1, E1+
E2 + E3 + E7 + 1 and the binomials EiEj, 1 ≤ i < j ≤ 7. Now E(1, y) has (0, 0, 1, 0, 0, 0, 0) as the
unique solution in the algebraic closure. Moreover, the same situation takes place when we consider
a code with the parity-check matrix H over F8. In particular, one does not need to add field equations
in order to avoid spurious solutions.
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3. Matrix in MDS form
In this section we introduce the notions of an MDS basis and an unknown syndrome and the
corresponding matrix. We establish some properties of the matrix of unknown syndromes.
Let b1, . . . , bn be a basis of Fn. Now B is the n× nmatrix with b1, . . . , bn as rows.
Definition 12. The (unknown) syndrome u(B, e) of a word e with respect to B is the column vector
u(B, e) = BeT. It has entries ui(B, e) = bi · e for i = 1, . . . , n.
Remark 13. The matrix B is invertible, since its rank is n. The syndrome u(B, e) determines the error
vector e uniquely, since
B−1u(B, e) = B−1BeT = eT.
So the idea is based on finding the unknown syndrome of an error vector with respect to some specific
basis B. Then finding the error vector is trivial.
The abbreviations u(e) and ui(e) are used for u(B, e) and ui(B, e), respectively. We have a linear
automorphism β of F¯n, defined by β(e) = eBT with inverse map γ . This induces an isomorphism of
rings
β∗ : F[U1, . . . ,Un] −→ F[E1, . . . , En],
defined by
β∗(Ui) =
n∑
j=1
bijEj
and its inverse γ ∗, defined by
γ ∗(Ei) =
n∑
j=1
cijUj,
where the cij are the entries of B−1.
Definition 14. Define the coordinatewise star product of two vectors x, y ∈ Fn by x ∗ y =
(x1y1, . . . , xnyn). Then bi ∗ bj is a linear combination of the basis vectors b1, . . . , bn, that is there
are constants µijl ∈ F such that
bi ∗ bj =
n∑
l=1
µ
ij
l bl.
The elements µijl ∈ F are called the structure constants of the basis b1, . . . , bn. See Kostrikin and
Shafarevich (1990)
Definition 15. Define the n×nmatrix of (unknown) syndromesU(e) of aword e by uij(e) = (bi∗bj)·e.
Remark 16. The relation between the entries of the matrix U(e) and the vector u(e) of unknown
syndromes is given by
uij(e) =
n∑
l=1
µ
ij
l ul(e).
Proposition 17. The rank ofU(e) is equal to the weight of e.
Proof. See Høholdt et al. (1998, Lemma 4.7). See also Proposition 25. 
Remark 18. So there arewt(e)+1 columns ofU(e) that are dependent and everyw-tuple of columns
ofU(e) is independent if w ≤ wt(e). We will look at the smallest t such that the first t + 1 columns
are dependent. For an arbitrary matrix B we have to go through all the w-tuples of columns ofU(e)
withw ≤ wt(e)+1 to find such a dependency. This is not very efficient. There is a more efficient way
with the help of a B in special form.
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Definition 19. Let b1, . . . , bn be a basis of Fn. Let Bs be the s × n matrix with b1, . . . , bs as rows, so
B = Bn. We say that b1, . . . , bn is an orderedMDS basis and B anMDSmatrix if all the s× s submatrices
of Bs have rank s for all s = 1, . . . , n. Let Cs be the code with Bs as parity-check matrix.
Remark 20. Let B be an MDS matrix. Then Cs is an MDS code for all s. This motivates the name in the
previous definition.
Definition 21. Let F = Fq. Suppose n ≤ q. Let x = (x1, . . . , xn) be an n-tuple of pairwise distinct
elements in F. Define
bi = (xi−11 , . . . , xi−1n ).
Then b1, . . . , bn is called an ordered Vandermonde basis and the corresponding matrix is denoted by
B(x) and called a Vandermonde matrix.
In particular, if α ∈ F∗ is an element of order n and xj = αj−1 for all j, then b1, . . . , bn is called an
ordered Reed–Solomon (RS) basis and the corresponding matrix is called a RS matrix and denoted by
B(α).
Remark 22. If b1, . . . , bn is a Vandermonde basis of Fn, then it is anMDS basis. Note that an RSmatrix
is symmetric.
For a finite field and general n there is a positive integerm such that n ≤ qm. The above construction
gives a Vandermonde basis b1, . . . , bn of Fnqm over Fqm such that
uij(e) = ui+j−1(e) if i+ j ≤ n+ 1.
In case n and q are relatively prime, then n divides qm − 1 for some m, and we can take an element
α ∈ F∗qm of order n and xj = αj−1 for i = 1, . . . , n as for cyclic codes. In that case uij(e) = ui+j−1(e)
for all i, jmodulo n.
Remark 23. Let C˜ = FqmC be the code over Fqm that is generated by C . Then C is the restriction of C˜
to Fnq , that is C = Fnq ∩ C˜ . Furthermore C and C˜ have the same minimum distance by Remark 1.
For any prime p and positive integer M there is an algorithm of polynomial computing time
(p logM)O(1) that computes an irreducible polynomial of degree m = M + o(M) over Fp. See
Shparlinski (1993, 1999). Hence for a given field Fq, the complexity of finding an extension Fqm such
that qm ≥ n, is polynomial in n.
Thus the code C˜ can be efficiently realized for a given C .
Definition 24. LetM be a matrix with entrymij in row i and column j. ThenMv is the submatrix ofM
consisting of the first v columns, andMuv is the u× v submatrix ofM given by
Muv =

m11 m12 . . . m1v
m21 m22 . . . m2v
...
...
. . .
...
mu1 mu2 . . . muv
 .
Proposition 25. Suppose that B is an MDS matrix. Letw = wt(e). Then
rank(Unv(e)) = min{v,w}.
Proof. We have that
uij(e) = (bi ∗ bj) · e =
n∑
l=1
bilelbjl.
Hence
Unv(e) = BD(e)BTv,
where D(e) is the diagonal matrix with e on the diagonal. This triple product implies that
rank(Unv(e)) ≤ min{v,w}, since rank(B) = n, rank(Bv) = v and rank(D(e)) = w.
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Wemay assume without loss of generality that the nonzero entries of e are at the beginning, since
B stays an MDS matrix after a permutation of its columns. So the nonzero entries are e1, . . . , ew . Let
e′ = (e1, . . . , ew). Then BD(e)BTv has BwD(e′)BTvw as a submatrix. Now D(e′) is invertible, since all the
coordinates of e′ are nonzero. Hence BwD(e)BTv has the same rank as BwBTvw . Now Bww is invertible,
since B is an MDS matrix. Hence BwBTvw has the same rank as B
T
vw . But rank(Bvw) = min{v,w}, again
since B is MDS. Therefore rank(Unv(e)) ≥ min{v,w}. 
4. Determinantal variety of syndromes
In the previous section it is shown that Unv(e) has rank v if v ≤ wt(e), and its rank is wt(e) if
v > wt(e). We see that the first moment of stabilization of the rank of Unv(e) yields the weight
of e. We would like to be able to find this moment. For this we change all the entries of Unv(e) to
variables and search for linear dependence of columns, see Definitions 26 and 39. The corresponding
results are developed in this section. It turns out that the study of the corresponding ideal also gives
an opportunity to find a vector of unknown syndromes u.
Definition 26. Let B be an MDS matrix with structure constants µijl . Define the linear functions Uij in
the variables U1, . . . ,Un by
Uij =
n∑
l=1
µ
ij
l Ul.
LetU be the n× nmatrix with entries Uij.
Remark 27. If Ui = ui(e) for all i, then Uij = uij(e) for all i, j. So the matrix above exactly reflects the
idea stated at the beginning of this section.
Definition 28. Let b′1, . . . , b′n be the columns of B. Let i = (i1, . . . , it)with 1 ≤ i1 < · · · < it ≤ n. Let
L(i) be the linear subspace of the vector space F¯n generated by b′i1 , . . . , b
′
it . That is
L(i) = {x1b′i1 + · · · + xtb′it | x1, . . . , xt ∈ F¯}.
Let I(i) be the defining ideal of L(i) in F[U1, . . . ,Un]. That is
I(i) = {f (U) ∈ F[U1, . . . ,Un] | f (u) = 0 for all u ∈ L(i)}.
Lemma 29. Letk be a t-tuple of increasing entries and let {j1, . . . , jn−t} be the complement of {k1, . . . , kt}
in {1, . . . , n}. Then L(k) has dimension t and the ideal I(k) is a radical ideal generated by the n− t linear
functions γ ∗(Ej1), . . . , γ
∗(Ejn−t ) in the variables U1, . . . ,Un.
Proof. The dimension of L(k) follows formDefinition 28 and the fact that b′1, . . . , b′n are independent.
Now u = u(e) = BeT = e1b′1 + · · · + enb′n. Furthermore wt(e) ≤ t if and only if the support
of e is contained in {k1, . . . , kt} for some k with 1 ≤ k1 < · · · < kt ≤ n. Let β and γ be the
maps of Remark 13. Then u ∈ I(k) if and only if e = γ (u) and ej1 = · · · = ejn−t = 0. So
β∗(I(k)) = 〈Ej1 , . . . , Ejn−t 〉 is a radical ideal. Hence the ideal I(k) is also radical and generated by the
n − t linear functions γ ∗(Ej1), . . . , γ ∗(Ejn−t ) in the variables U1, . . . ,Un, since β∗ is an isomorphism
with inverse γ ∗. 
Remark 30. If i = (i1, . . . , it), j = (j1, . . . , iu) and k = (k1, . . . , kv) consist of increasing entries such
that {i1, . . . , it} ∩ {j1, . . . , iu} = {k1, . . . , kv}, then L(i) ∩ L(j) = L(k). This fact is left to the reader to
check.
Definition 31. LetV be an l×mmatrixwith entries inF[U1, . . . ,Un]. Let I(t,V)be the ideal generated
by the determinants of all (t+ 1)× (t+ 1) submatrices ofVl,t+1. Let Z(t,V) be the zero set of I(t,V)
in F¯n.
Remark 32. The ideal I(t,V) is invariant under elementary row operations and elementary column
operations on the first t + 1 columns. In particular I(t,V) = I(t, SV) if V is an l×mmatrix and S is
an invertible l× lmatrix. See Bruns and Vetter (1988).
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Remark 33. Let u ∈ F¯n. The rank of Vl,t+1 at u is at most t if and only if u ∈ Z(t,V). See Bruns and
Vetter (1988).
Theorem 34. The variety Z(t,U) is the union of the
(n
t
)
irreducible components L(k) with 1 ≤ k1 <
· · · < kt ≤ n. Furthermore I(t,U) is a radical ideal with
I(t,U) =
⋂
1≤k1<···<kt≤n
I(k).
Proof. Let u ∈ F¯n and Ui = ui for all i. Then u = u(e) for some e ∈ F¯n by Remark 13. Hence
Uij = uij(e) by Remark 27. Now u ∈ Z(t,U) if and only if rank(Un,t+1(e)) ≤ t . But rank(Un,t+1(e))
is equal to min{t + 1,wt(e)} by Proposition 25. Hence u ∈ Z(t,U) if and only if wt(e) ≤ t . Now
u = u(e) = BeT = e1b′1 + · · · + enb′n. Furthermore wt(e) ≤ t if and only if the support of e is
contained in {k1, . . . , kt} for some k with 1 ≤ k1 < · · · < kt ≤ n. Therefore u ∈ Z(t,U) if and
only if u ∈ L(k) for some t-tuple k with increasing entries by Lemma 29. Note that a linear space is
irreducible. Hence Z(t,U) is the union of the
(n
t
)
irreducible components L(k).
Let D(E) be the diagonal matrix with the variables E1, . . . , En on the diagonal. Then the
componentwise application of β∗ to the entries ofU yields
β∗(U) = BD(E)BT,
because
β∗(Uij) = β∗
(
n∑
l=1
µ
ij
l Ul
)
=
n∑
l=1
n∑
l′=1
µ
ij
l bll′El′ =
n∑
l′=1
bil′bjl′El′ ,
since bi ∗ bj =∑nl=1 µijl bl.
Remark 32 yields
I(t,U) = I(t,Un,t+1) = I(t, B−1Un,t+1).
Now β∗(Un,t+1) = BD(E)BTt+1. So β∗(B−1Un,t+1) = D(E)BTt+1. Let i be an (t + 1)-tuple with
1 ≤ i1 < · · · < it+1 ≤ n. Then the (t + 1) × (t + 1)minor of β∗(B−1Un,t+1) consisting of the rows
indexed by i is up to a nonzero scalar equal to Ei1 · · · Eit+1 , since all the (t + 1)× (t + 1) submatrices
of Bt+1 have rank t + 1. Therefore β∗(I(t,U)) is generated by all (t + 1)-fold products Ei1 · · · Eit+1 . So
β∗(I(t,U)) =
⋂
1≤j1<···<jn−t≤n
〈Ej1 , . . . , Ejn−t 〉
by Lemma 9. The inverse of the map β∗ is γ ∗ by Remark 13. Hence
I(t,U) =
⋂
1≤j1<···<jn−t≤n
〈γ ∗(Ej1), . . . , γ ∗(Ejn−t )〉 =
⋂
1≤k1<···<kt≤n
I(k)
by Lemma 29. Therefore I(t,U) is radical, since it is an intersection of radical ideals. 
Remark 35. The ideal I(t,U) is equal to γ ∗(I(t, n)) and is generated by
( n
t+1
)
homogeneous
polynomials of degree t + 1. See also Lemma 9 and Remark 10.
Remark 36. (1) For definitions and properties of determinantal ideals, rings and varieties we refer
to the early work of Room (1938) and the more recent books (Bruns and Vetter, 1988; Eisenbud,
1995). Determinantal rings are Cohen–Macaulay by Eagon andHochster, see Eisenbud (1995, Theorem
18.18). Consequently determinantal ideals are unmixed (Eisenbud, 1995, Corollary 18.14), that is all
associated primes are minimal and have the same codimension, in particular there are no embedded
primes (Eisenbud, 1995, Section 3.1).
(2) In the case of Theorem 34 the ideal I(t,U) is generated by the t + 1 minors of a the n× (t + 1)
matrix Un,t+1 Hence the codimension of its zero set Z(t,U) is at most n − (t + 1) − 1. But all
components of Z(t,U) have in fact codimension n − t . Hence I(t,U) is a determinantal ideal and
therefore Cohen–Macaulay and unmixed. The associated primes of I(t,U) are minimal and have the
same codimension n− t . The minimal primes are the ideals I(k).
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(3) The (t+1)× (t+1)minors of a generic matrixm×nmatrix X form a reduced Gröbner basis of
the ideal generated by these minors, with respect to a certain lexicographic term order. See Sturmfels
(1990). We think that a similar statement holds for I(t,U) and leave this as an open question.
(4) The case that the matrixU is ‘‘Hankel’’, ‘‘Toeplitz’’ or ‘‘Catalecticant’’, that is where the entries
ofU are constant along diagonals: Uij = Ui+j−1, is treated in Eisenbud (1988).
Proposition 37. If t < n, then the singular locus of Z(t,U) is Z(t − 1,U).
Proof. For the notion of singular and regular point we refer to Eisenbud (1995, Section 16.6). Every
component L(i) of Z(t,U) is nonsingular, since it is a linear subspace. Hence the singular locus of
Z(t,U) is the union of all the intersections of two distinct components. If i = (i1, . . . , it) and
j = (j1, . . . , it) consist of increasing entries, such that {i1, . . . , it} ∩ {j1, . . . , it} = {k1, . . . , kv} with
k = (k1, . . . , kv), then L(i) ∩ L(j) = L(k) by Remark 30. If moreover i 6= j, then v ≤ t − 1 and
L(i) ∩ L(j) ⊆ Z(t − 1,U).
Conversely, let L(k) be a component of Z(t − 1,U) with k = (k1, . . . , kt−1). Then {i1, . . . , it} ∩
{j1, . . . , it} = {k1, . . . , kt−1} for some i = (i1, . . . , it) and j = (j1, . . . , it), since t < n. Hence
L(k) = L(i) ∩ L(j) is in the singular locus of Z(t,U). 
Example 38. Let α be an element of F∗4 of order 3. Let B be the RS matrix with rows b1 = (1, 1, 1),
b2 = (1, α, α2) and b3 = (1, α2, α). The matrixU is of the form (cf. Remark 22)(U1 U2 U3
U2 U3 U1
U3 U1 U2
)
.
If t = 0, then Z(0,U) consists of the origin and indeed
I(0,U) = 〈U1,U2,U3〉.
For t = 1 we have that Z(1,U) is the union of the lines L(1), L(2) and L(3) through the origin with
directions b′1, b
′
2 and b
′
3, respectively, given by the columns of B. And
I(1,U) = 〈U22 − U1U3,U21 − U2U3,U23 − U1U2〉.
In case t = 2 we have that Z(2,U) is the union of the planes L(1, 2), L(1, 3) and L(2, 3), where
L(i, j) is the plane through the origin generated by b′i and b
′
j . The corresponding ideals are I(1, 2) =
〈U1+αU2+α2U3〉, I(1, 3) = 〈U1+α2U2+αU3〉 and I(2, 3) = 〈U1+U2+U3〉, respectively. Furthermore
I(2,U) = 〈U31 + U32 + U33 + U1U2U3〉.
Indeed we have that
I(2,U) = I(1, 2) ∩ I(1, 3) ∩ I(2, 3),
since
U31 + U32 + U33 + U1U2U3 = (U1 + αU2 + α2U3)(U1 + α2U2 + αU3)(U1 + U2 + U3).
Definition 39. The ideal I(t,U, V ) in the ringFq[U1, . . . ,Un, V1, . . . , Vt ] is generated by the elements
t∑
j=1
UijVj − Uit+1 for i = 1, . . . , n.
Let Z(t,U, V ) be the zero set of I(t,U, V ) over F¯q.
Remark 40. For every u there is a unique e such that u = u(e) by Remark 13. By evaluatingU at u(e)
we see that (u, v) is an element of Z(t,U, V )) for some v if and only if the (t + 1)th column ofU(e)
is a linear combination of the first t columns ofU(e).
Lemma 41. Let u = u(e). If u ∈ Z(t,U), then there is a t ′ ≤ t and a v such that (u, v) ∈ Z(t ′,U, V ).
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Proof. Suppose u ∈ Z(t,U). Then rank(Un,t+1(e)) ≤ t by Remark 33. So the first t + 1 columns of
U(e) are linearly dependent. Hence there is a t ′ ≤ t such that the (t ′+1)th column ofU(e) is a linear
combination of the first t ′ columns ofU(e). Therefore (u, v) is an element of Z(t ′,U, V ) for some v,
by Remark 40. 
Proposition 42.
I(t,U) ⊆ I(t,U, V ).
Proof. Let Rt be the factor ring F[U1, . . . ,Un, V1, . . . , Vt ]/I(t,U, V ). Then the following equations
hold in the ring Rt
t∑
l=1
UilVl − Uit+1 = 0 for all i = 1, . . . , n.
Let∆l be the determinant of the t × t submatrix ofUt,t+1 obtained by deleting the lth column. Then
∆t+1Vl = (−1)t+l∆l for all l = 1, . . . , t,
by Cramer’s rule, which holds in this form for a system of linear equations with entries in any
commutative ring with unit element (Lang, 1993, XIII, Section 4). Now det(Ut+1,t+1) is a generating
element of I(t,U) and the cofactor expansion this determinant along the last row is
det(Ut+1,t+1) =
t∑
l=1
Ut+1,l(−1)t+1+l∆l + Ut+1,t+1∆t+1
which is equal to
t∑
l=1
−Ut+1,l∆t+1Vl + Ut+1,t+1∆t+1 = −∆t+1
(
t∑
l=1
Ut+1,lVl − Ut+1,t+1
)
= 0
in Rt . Hence det(Ut+1,t+1) ∈ I(t,U, V ).
This holds similarly for any (t + 1)× (t + 1)minor ofUn,t+1. 
Example 43. This is a continuation of Example 38. Suppose that (u, v) is a solution of the following
system of equations.{U1V1 + U2V2 = U3
U2V1 + U3V2 = U1
U3V1 + U1V2 = U2
(0) If u ∈ Z(0,U), then u = 0. In this case v is free to choose and the component of Z(t,U, V ) above
Z(0,U) is the set {0} × F¯2, where F = F4.
(1) If u ∈ Z(1,U) \ Z(0,U), then ui 6= 0 and u2i = ui−1ui+1 for all i where the indices are counted
modulo 3. Gaussian elimination of the extendedmatrix associated with the system of equations gives(u1 u2 u3
u2 u3 u1
u3 u1 u2
)
∼
1 u2/u1 u3/u10 (u1u3 − u22)/u1 (u21 − u2u3)/u1
0 (u21 − u2u3)/u1 (u1u2 − u23)/u1
 .
The last two rows are in fact zero. Hence v1 = (u3 − u2v2)/u1, where v2 is free to choose.
(2) Now suppose that u ∈ Z(2,U) \ Z(1,U). Let di = u2i − ui−1ui+1 and d = u1d1 + u2d2 + u3d3.
Then d = 0 and di 6= 0 for some i. Suppose for instance that d2 6= 0. Then Gaussian elimination yields(u1 u2 u3
u2 u3 u1
u3 u1 u2
)
∼
(1 0 −d3/d2
0 1 −d1/d2
0 0 d/d2
)
.
The element in the right lower corner is d/d2 = 0. Hence the unique solution for v is given by
v1 = −d3/d2 and v2 = −d1/d2.
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5. Decoding up to half the minimum distance
Without loss of generality we may assume, after a finite extension of the finite field Fq, that n ≤ q.
Let b1, . . . , bn be a basis of Fnq . From now on we assume that the corresponding matrix B is an MDS
matrix.
Let C be an Fq-linear code with parameters [n, k, d]. Choose an r × n parity-check matrix H of
C with r = n − k. The row hi of H is a linear combination of the basis b1, . . . , bn, that is there are
constants aij ∈ Fq such that
hi =
n∑
j=1
aijbj.
In other words H = ABwhere A is the r × nmatrix with entries aij.
Remark 44. Let y = c + e be a received word with c ∈ C a codeword and e an error vector. The
syndromes of y and e with respect to H are equal and known as noted in Remark 3 and they can be
expressed in the unknown syndromes of ewith respect to B:
si(y) = si(e) =
n∑
j=1
aijuj(e),
since hi =∑nj=1 aijbj and bj · e = uj(e).
Definition 45. The ideal J(y) in the ring Fq[U1, . . . ,Un] is generated by the elements
n∑
l=1
ajlUl − sj(y) for j = 1, . . . , r.
Let J(t, y) be the ideal in Fq[U1, . . . ,Un, V1, . . . , Vt ] generated by J(y) and I(t,U, V ) from
Definition 39.
Remark 46. The ideal J(t, y) is generated by n − k linear functions and n quadratic polynomials. In
principle, we can also express some n − k variables, say Uk+1, . . . ,Un, via k others, say U1, . . . ,Uk,
using the parity-check matrix H , and then substitute in the quadratic part. In this way we obtain an
ideal generated by n quadratic polynomials in k+ t variables.
Lemma 47. If y = c+ e for some c ∈ C andwt(e) = t, then there is a v such that (u(e), v) is a solution
of J(t, y).
Proof. Let y = c + e for some c ∈ C and u = u(e). Then u is a solution of J(y) by Remark 44. If we
evaluateU at u(e)we see that rank(Unv(e)) = min{v,wt(e)} by Proposition 25. Let wt(e) = t . Then
rank(Unv) = v if v < t and rank(Unv) = t if v ≥ t . So the (t + 1)th column of Un,t+1 is a linear
combination of the first t columns ofU. Hence there is a v such that (u, v) is a solution of I(t,U, V ),
by Remark 40. Hence (u, v) is a solution of J(t, y). 
Lemma 48. Let (u, v) be a solution of J(t, y). Then there is a unique e of weight at most t such that
u = u(e), furthermore y = c+ e for some c in FqmC.
Proof. Let (u, v) be a solution of J(t, y). Then there is a unique e such that u = u(e) by Remark 13.
The element u in Fnqm is a solution of J(y). Hence si(y) =
∑n
j=1 aijuj(e) for all i. But si(e) =∑n
j=1 aijuj(e) for all i, and u = u(e). So s(y− e) = 0. Hence there is a c in FqmC such that y = c+ e.
Now (u, v) is a solution of I(t,U, V ). Hence the (t + 1)th column ofU(e) is a linear combination
of the first t columns ofU(e), by Remark 40. Therefore rank(Un,t+1(e)) ≤ t . But rank(Un,t+1(e)) =
min{t + 1,wt(e)} by Proposition 25. Hence wt(e) ≤ t . 
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Lemma 49. If (u, v) and (u,w) are distinct solutions of J(t, y), then there is a solution (u, z) of J(t ′, y)
for some t ′ with t ′ < t. If furthermore t ′ = 0, then y in FqmC for some m.
Proof. Let (u, v) and (u,w) be distinct solutions of J(t, y). Then u is a solution of J(y) and (u, v) and
(u,w) are solutions of I(t,U, V ). There is a unique e such that u = u(e). Hence
t∑
j=1
uijvj = ui,t+1 and
t∑
j=1
uijwj = ui,t+1 for all i.
So
t∑
j=1
uij(vj − wj) = 0 for all i,
and v − w 6= 0, since v 6= w. Hence the first t columns of the matrix U(e) are linearly dependent.
Therefore there is a t ′ < t such that column t ′ + 1 is a linear combination of the first t ′ columns. In
other words there is a solution (u, z) of J(t ′, y) by Remark 40.
If t ′ = 0, then u = u(e) for a unique e and y = c + e for some c in FqmC and wt(e) ≤ 0, by
Lemma 48. Hence y in FqmC for somem. 
Theorem 50. Let B be an MDS matrix with structure constants µijl and linear functions Uij. Let H be a
parity-check matrix of the code C. Let A be the matrix such that H = AB. Let y = c + e be a received
word with c ∈ C the codeword sent and e the error vector. Suppose that wt(e) is not zero and at most
(d(C) − 1)/2. Let t be the smallest positive integer such that J(t, y) has a solution (u, v) over F¯q. Then
wt(e) = t and the solution is unique satisfying u = u(e).
Proof. (1) There is a solution (u(e), v) of J(wt(e), y) by Lemma 47.
(2) Suppose that t is the smallest positive integer such that J(t, y) has a solution over F¯q. Then
t ≤ wt(e) by (1).
Suppose that (u˜, v˜) is a solution. Then there is a unique e˜ ∈ Fnqm for somem such that u˜ = u(e˜). Let
C˜ = FqmC . Then y = c˜+e˜ for some c˜ ∈ C˜ andwt(e˜) ≤ t by Lemma48. Now s(e˜) = s(y) = s(e). Hence
e˜− e is a codeword of C˜ . Now C and C˜ have the sameminimum distance by Remark 1. By assumption
we have that wt(e) ≤ (d(C˜) − 1)/2. The minimality of t implies wt(e˜) ≤ t ≤ wt(e). Hence e˜ − e is
a codeword C˜ of weight strictly smaller than d(C˜). So e˜ = e. Therefore, for every solution (u˜, v˜) we
have u˜ = u(e). Thus we have proved that the u-part is unique.
Now suppose that (u, v) and (u,w) are distinct solutions of J(t, y). Then there is a solution (u, z)
of J(t ′, y) for some 1 ≤ t ′ < t by Lemma 49, since y is not a codeword. This contradicts theminimality
of t . Hence the solution is unique. 
Theorem 51. Let y = c + e be a received word with c ∈ C the codeword sent and e the error vector.
Suppose that wt(e) is not zero and at most (d(C) − 1)/2. Let t be the smallest positive integer such that
J(t, y) has a solution. Then the solution is unique and the reduced Gröbner basis G for the ideal J(t, y)with
respect to any monomial ordering is
Ui − ui(e), i = 1, . . . , n,
Vj − vj, j = 1, . . . , t,
where (u(e), v) is the unique solution.
Proof. There is a unique solution (u, v) with u = u(e) and wt(e) = t , by Theorem 50. So (u, v) ∈
Z(t,U, V ). Hence u ∈ Z(t,U) by Proposition 42. So there is a k with 1 ≤ k1 < · · · < kt ≤ n such
that u ∈ L(k) by Theorem 34. If there is another such k′ with u ∈ L(k′), then u ∈ Z(t − 1,U), by
Proposition 37. Hence there is a t ′ < t and a v′ such that (u, v′) ∈ Z(t ′,U, V ), by Lemma 41. But this
contradicts the minimality of t . So u is not an element of Z(t − 1,U) and the k is unique. Hence
L(k) ∩ Z(J(y)) = {u}.
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In otherwords Z(J(y)) is a linear affine space, Z(t,U) is a union of linear spaces, and Z(J(y)) intersects
exactly one of the components of Z(t,U). The intersection of these linear spaces is transversal, since
the intersection consists of exactly one point. Hence J(y) + I(t,U) is equal to the maximal ideal
〈U1 − u1, . . . ,Un − un〉. The Vj satisfy linear equations in the Uij which after evaluation at uij become
constants. The solution for the Vj is unique and equal to vj. Gaussian elimination gives that Vj − vj is
an element of J(t, y). 
Remark 52. We note that in Augot et al. (2007) the authors also prove the uniqueness result for
cyclic codes. Still they did not succeed in proving that their unique solution has multiplicity one. Our
Theorem 51 states exactly this for arbitrary linear codes.
So we have that the system J(t, y), for t = wt(e), has a unique simple solution (u, v). It is
known from Theorem 50 that, u = u(e), the unknown syndrome of e, which lies in Fnq . But then
via substitution of u to the system J(t, y) it is not hard to see that v is also from Fnq .
We are now ready to formulate the algorithm for decoding. In the algorithm it is assumed that the
number of errors occurred does not exceed the error-correcting capacity of the code as in Theorems 50
and 51.
Algorithm 53. We proceed as follows.
(1) Set i = 1.
(2) Find the reducedGröbner basisGof the ideal J(i, y)with respect to anyordering chosen in advance.
(3) If G = {1}, then i := i+ 1 and go to (2).
(4) G is of the form {Uj−uj, Vl−vl}1≤j≤n,1≤l≤i. Form a vector u = (u1, . . . , un) of unknown syndromes
of y.
(5) Compute eT = B−1u.
(6) Return c := y− e.
Example 54. Consider the ternary Golay code of length 11 and dimension 6. The code is cyclic with
defining set {1} and complete defining set {1, 3, 4, 5, 9}. So the BCH bound implies that the minimum
distance is at least 4, but it is in fact 5. So the code is 2 error-correcting. But the decoding algorithms
by Peterson and Berlekamp–Massey correct only 1 error. Now m = 5 is the smallest degree of an
extension such that F∗3m has an element α of order 11. The corresponding RS matrix is given by B =
(α(i−1)(j−1)|1 ≤ i, j ≤ 11). Let H be the parity-check matrix over F243 that consists of the rows bi for i
in the complete defining set. The matrix of syndromesU has entries Uij = Ui+j−1, where the indices
i, j are takenmodulo n. For a received word ywe have that the syndromes si = y(αi) =∑11j=1 yjαi(j−1)
for i = 1, 3, 4, 5, 9 are known. Hence the ideal J(y) is generated by the elements Ui − si, for i in
the complete defining set. If there are no errors, then s1 = 0. If there is one error, then s221 = 1
Now suppose that the received word has 2 errors. Then s2421 = 1 and s221 6= 1. The quadratic
equations
2∑
j=1
Ui+j−1Vj = Ui+2 for i = 1, . . . , n
from J(t, y) become for i = 3, 4{
s3V1 + s4V2 = s5
s4V1 + s5V2 = U6.
Now s3 = s31, s4 = s811 and s5 = s271 . Hence ∆ = s3s5 − s24 = s301 (1 − s1321 ) 6= 0. So V1 and V2 can be
expressed as linear functions in U6.{
V1 = (s25 − s4U6)/∆
V2 = (s3U6 − s4s5)/∆.
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The remaining equations give that Ui is a polynomial in U6 of degree i− 5 for i > 6. In fact the Ui, V1
and V2 are polynomials in s1. See Higgs and Humphreys (1993).
Remark 55. In the cryptosystem of McEliece (1978) or Niederreiter (1986) a generator matrix or
parity-check matrix is scrambled by permuting the coordinate positions and is used as the public
key. For instance let H1 be a ternary parity-check matrix of the ternary Golay code. Let S be an
invertible 5 × 11 matrix and P a 11 × 11 permutation matrix. Then H2 = SH1P is the public key.
It is assumed that H2 looks like a random chosen matrix for an eavesdropper. Only those decoding
algorithms can be used for his attack that have arbitrary codes as input. If our method would be used,
then B2 is an 11 × 11 MDS matrix over F27 since this is the smallest extension of F3 for which such
a matrix exists. The parity-check matrix H2 and the matrix B2 do not match so nicely anymore. We
could use the linear equations in J(y) to eliminate 5 variables. Than we are left with 11 quadratic
equations in the 8 variables U1, . . . ,U6 and V1, V2, and in general there are no linear equations among
them.
6. Simulations and experimental results
All computations in this section are undertaken on AMD Opteron Processor 242 (1.6 MHz), 8 GB
RAM under Linux. The computations of Gröbner bases are realized in SINGULAR 3-0-3 (Greuel et al.,
2007). The command used is std.
6.1. Random binary codes
Here we present some results on decoding with the use of Theorem 50 for binary random
codes. First we determine the minimum distance of a random code with the method from Bulygin
and Pelikkan (in preparation) and then perform decoding of some given number of received
words. We use degree reverse lexicographic order for decoding. The number of errors that occur
in these received words equals the error capacity of the code. The results are given in the
following table, with the columns: the parameters of the code, the error-correcting capacity, time to
compute the minimum distance, total time to decode with Gröbner bases, the number of received
words, and the average time to decode with Gröbner bases, respectively. The time is provided in
seconds.
Code Err. cap. Mindist. GB dec. No. of rec. Average
[25, 11, 4] 1 2.99 1.10 300 0.0037
[25, 11, 5] 2 21.58 2.89 300 0.0096
[25, 8, 5] 2 0.99 1.84 300 0.0061
[25, 8, 6] 2 3.38 1.79 300 0.0060
[25, 8, 7] 3 12.26 6.94 300 0.0231
[31, 15] 2 – 10.76 300 0.0359
[31, 15] 3 – 11.19 10 1.119
We only cite the time needed for GB computations in the decoding. They are responsible for
approximately 90% of the overall decoding time. The rest is spent on auxiliary operations and
manipulations. The bar ‘‘-’’ means that a computation took more than 1000 s. and we were not
able to actually compute the minimum distance in a short time, so we have just assumed the error
capacity.
We are able to correct even more errors in larger codes. The following table shows timings for
random binary [120, 10], [120, 20], [120, 30] and [150, 10] codes, where 1means one second or less.
We also present here timing for MAGMA (Computational Algebra Group, 2005) in order to show that
our approach actually does not depend on the concrete Gröbner basis algorithm. As the behavior of
decoding seems to be more or less the same for all error-vectors of the given weight, we have used
only 1 received word. In the table below, for every code the left column corresponds to SINGULAR and
the right column to MAGMA.
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No. of err. [120, 40] [120, 30] [120, 20] [120, 10] [150, 10]
2 1 1 1 1 1 1 1 1 1 1
3 22 7 1 1 1 1 1 1 1 1
4 172 64 5 14 1 1 1 1 1 1
5 804 228 31 36 1 1 1 1 1 1
6 – – 98 63 3 9 1 1 2 1
7 – – 471 144 7 15 1 1 2 1
8 – – – – 17 25 1 1 2 1
9 – – – – 43 38 1 1 2 1
10 – – – – 109 51 1 1 2 1
11 – – – – 392 84 1 1 3 1
12 – – – – – 630 2 8 3 1
13 – – – – – – 2 9 4 1
14 – – – – – – 3 11 4 1
15 – – – – – – 7 13 5 20
16 – – – – – – 10 16 5 22
17 – – – – – – 22 19 8 26
18 – – – – – – 38 23 8 30
19 – – – – – – 72 28 16 38
20 – – – – – – 183 33 27 43
21 – – – – – – 265 48 43 50
22 – – – – – – 362 64 69 59
23 – – – – – – 688 723 128 69
24 – – – – – – – – 261 82
25 – – – – – – – – 575 93
Remark 56. (1) For a method for speeding up the above computations see Bulygin and Pelikkan (in
preparation).
(2) Also note that here we consider a situation, when we actually know the number of errors
occurred, which is not very realistic. In practice one has to compute the Gröbner bases for all the
systems J(i, y) for all i = 1, . . . , t − 1. In Bulygin and Pelikkan (in preparation) we show that actually
the computation of the Gröbner basis of the last system J(t, y) dominates or at least is comparable
with all the previous work that has to be done.
Now let us compare our method with the FL method (Fitzgerald and Lax, 1998). Note that this
method exists in both online and offline versions, see Fitzgerald and Lax (1998) Section 2 and 3
respectively. Our method is an online one, i.e. we compute a Gröbner basis for every received word.
Therefore we do the comparison with the online version of the FL. We will try to follow the same
pattern of codes as in our experiments. First, let us take a look at ‘‘small’’ codes.
Code Err. cap. GB dec. No. of rec. Average
[25, 11] 1 0.32 300 0.0011
[25, 11] 2 14.48 300 0.0483
[25, 8] 2 6.03 300 0.0201
[25, 8] 3 4.68 1 4.68
[31, 15] 2 11.46 100 0.1146
[31, 15] 3 112.14 1 112.14
So, we see that except for the case of [25, 11] code with 1 error, our method wins, sometimes
substantially (cf. [25, 8], [31, 15]with 2 errors, and in particular [31, 15]with 3 errors).
The difference is even more striking when working with [120, 10], [120, 20], [120, 30] and
[150, 10] codes.
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No. of err. [120, 30] [120, 20] [120, 10] [150, 10]
2 5 2 1 2
3 3996 2263 1544 804
These simulations indicate that when dealing with random (binary) codes the FL method
(Fitzgerald and Lax, 1998), has problems starting already at 3 errors.
Remark 57. On some comparisons for Hermitian codes see Bulygin and Pelikkan (in preparation).
Consult the latter reference also for comparisons with the method of Augot et. al. for cyclic codes.
6.2. Remarks
Remark 58. We note that the rate of a code is a determining factor for complexity. Indeed, we have a
system with n + t variables and n + r equations. It was noticed by researchers that overdetermined
systems of algebraic equations in general are easier to solve (cf. e.g. Bardet et al. (2003) and Shamir
et al. (2000)). So if, for given n, we increase redundancy r , or reduce the number of errors t we want
to correct, the system becomes more overdetermined, which positively reflects on complexity. We
could see on the above tables, how decrease in dimension caused better performance of the system.
Let us now make some remarks on the ‘‘classical’’ syndrome decoding. One version of syndrome
decoding is implemented for example inGAP computer algebra system (GAPGroup, 2006). There coset
leaders (c.l.) are explicitly computed and stored in a table for the further decoding, see Joyner (2007),
Sections 4.10-1 and 4.10-9. So, the major part of the time is spent during the first decoding (when the
table is precomputed), whereas further it takes almost no time. Also here the method is independent
on t . We have the following (for binary random codes):
Code [25, 11] [25, 8] [31, 15]
Time for c.l. computation, s 1.8 15.5 8.0
Already for a randombinary code [35, 15]GAP is not able to performdecoding and returns an error.
Similar performance was shown by MAGMA computer algebra system (Computational Algebra
Group, 2005). We were unable to handle syndrome decoding over GF(2), when a redundancy n − k
exceeded 20. So aswe see, the syndrome decoding can be effective only in case of small values of n−k,
whereas our method provides a better flexibility with respect to these parameters.
7. Conclusions and final remarks
In this paper we proposed the new method for decoding arbitrary linear codes. This method
is based on reducing an initial decoding problem to solving some system of polynomial equations
over a finite field. Although, during the entire paper we had in mind Gröbner bases based approach
for solving such system, other methods could be possible: further work will be undertaken in this
direction. The peculiarity of our system is that it has a unique solution even over the algebraic closure
of the finite field we are working with, although we have not added field equations. The equations
in our system have degree at most 2, which is a certain plus. Nevertheless, high density of equations
provides obstacles, when working with large parameters.
Here we briefly mention that the above method can also be adapted for finding the minimum
distance and nearest codeword decoding. Another interesting issue to consider is to look at the offline
decoding, where syndromes enter as variables, rather than concrete values. For some details on all the
above see Bulygin and Pelikkan (in preparation).
We have compared ourmethodwith other existingmethods. Although, ourmethod is slower, than
e.g. the method based onWaring function designed specifically for cyclic codes (Augot et al., 2007), it
is much faster, than the online version of the method of Fitzgerald–Lax for arbitrary linear codes. We
have also shown that our approach in some range of parameters is superior to the generic syndrome
decoding via precomputation of a table with coset leaders.
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As future work we see applications of the described method to cryptanalysing schemes based on
error-correcting codes. The question of generic decoding and closed formulas also deserves further
attention.
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