Abstract. To satisfy various needs and priorities of different users and applications, Wireless LANs are currently evolving to support service differentiation. Work is in progress to define a standard enhanced version of the IEEE 802.11 Distributed Coordination Function (DCF), capable of supporting QoS for multimedia traffic at the MAC layer. This paper focuses onto one of the building blocks of this enhancement, i.e., differentiating the minimum contention window size according to the priority of different traffic categories. The novel contribution is the analysis of the optimal operation point where the maximum throughput can be achieved. The second contribution is the proposal of simple adaptive schemes which can lead the system to operate under the optimal operation point and, at the same time, achieve the target service differentiation between different traffic flows. Results obtained in the paper are relevant for both theoretical research and implementations of real systems.
Introduction
To provide seamless multimedia services to nomadic users and to use the spectrum in an efficient way, the "wireless mobile Internet" based on the 802.11 protocol has to provide suitable levels of Quality of Service [1] - [3] . The starting point of the paper is the IEEE 802.11 Distributed Coordination Function (DCF) standard [4] , which is compatible with the current best-effort service model of the Internet, see [5] - [11] for seminal works on related models and simulations.
In order to support different QoS requirements for various types of service, a possibility is to support differentiation at the IEEE 802.11 MAC layer, as proposed in [12] - [15] . In these papers, service differentiation is achieved by assigning different minimum contention windows, different inter-frame spacing, or different maximum frame lengths to different types of traffic flows. In [16] , both the Enhanced Distributed Coordination Function (EDCF) and the Hybrid Coordination Function (HCF), defined in the IEEE 802.11e draft, are extensively evaluated through simulation. In [17] , the performance of the IEEE 802.11 MAC protocol with service differentiation is analyzed. However, the model is complex, which makes it difficult * This work is supported by the project of WILMA funded by Provincia Autonoma di Trento (www.wilmaproject.org) to obtain deeper insight into the system performance. In [18] , we propose a simple analysis model to compute the throughput in a WLAN with Enhanced IEEE 802.11 DCF. Some more practical adaptive schemes are proposed to make the system cope with the dynamic traffic. In [19] , a scheme to dynamically tune the IEEE 802.11 protocol parameters has been proposed to achieve maximum throughput. However, multiple service types are not considered. In [20] , an adaptive EDCF scheme is proposed. The method uses the idea of slowly decreasing the contention window size to improve the system utilization. Service differentiation is also considered but without a rigorous analysis model to achieve maximum throughput and target service differentiation at the same time. The problem of fairly sharing channel resources is considered for example in [21] - [22] for the case of non-fully connected or ad-hoc networks. Achieving efficient utilization and weighted fairness for a fully connected network is considered in [23] , where a simplified uniform backoff scheme is assumed.
In the paper, we consider the more complex standard backoff scheme with the aim of minimizing changes of the existing and widely adopted protocol.
IEEE 802.11 DCF: Basic Principles and Enhancements
The basic 802.11 MAC protocol, the Distributed Coordination Function (DCF), works as listen-before-talk scheme based on Carrier Sense Multiple Access (CSMA), with a Collision Avoidance (CA) mechanism to avoid collisions that can be anticipated if terminals are aware of the duration of ongoing transmissions ("virtual carrier sense"). When the MAC receives a request to transmit a frame, a check is made of the physical and virtual carrier sense mechanisms. If the medium is not in use for an interval of DIFS, the MAC may begin transmission of the frame. If the medium is in use during the DIFS interval, the MAC selects a backoff time and increments the retry counter. The backoff time is randomly and uniformly chosen in the range ) 1 , 0 ( − W , W being the contention window. The MAC decrements the backoff value each time the medium are detected to be idle for an interval of one slot time. The terminal starts transmitting a packet when the backoff value reaches zero. When a station transmits a packet, it must receive an ACK frame from the receiver after SIFS (plus the propagation delay) or it will consider the transmission as failed. If a failure happens, the station reschedules the packet transmission according to the given backoff rules. At the first transmission attempt, W is set equal to a value min
CW
called minimum contention window. After each unsuccessful transmission, W is doubled, up to a maximum value min max 2 CW CW m ⋅ = . The basic DCF method is not appropriate for handling multimedia traffic requiring guarantees about throughput and delay. Because of this weakness, task group E of the IEEE 802.11 working group is currently working on an enhanced version of the standard called IEEE 802.11e. The goal of the extension is to provide a distributed access mechanism capable of service differentiation [24] - [25] . In the interest of conciseness, we are interested in gaining insight into one of the building block used to achieve differentiation, i.e. differentiating the minimum contention window sizes according to the priority of each traffic category.
System Modeling
We assume that the channel conditions are ideal (i.e., no hidden terminals and capture) and that the system operates in saturation: a fixed number of traffic flows always have a packet available for transmission. . The Markov chain for type-i traffic flows are shown in Fig.1 . All details about the analysis can be found in [10] , [18] and [29] .
Throughput Analysis
, be the stationary distribution of the chain. It is easy to find that
i τ is defined as the probability that a station carrying type-i traffic transmits in a randomly chosen slot time. We have
With the above probabilities defined, we can express packet collision probabilities i p as:
After combining equations (2) and (3) 
The normalized system throughputs S can be expressed as: 
where
Moreover, from equation (3), we can easily derive , we have the following approximation based on equation (2) ( ) ( )
From equations (4), (5) and (10), we finally have
3 Maximum Throughput Analysis
We are interested in maximizing throughput, while at the same time ensuring service differentiation, and the hypothesis in this section is that differentiation is achieved by allocating bandwidth to the individual traffic flow to satisfy a given target ratio (5) has one and only one optimal operation point ) (
where the maximum throughput is achieved.
Proof:
From equation (5), we have 
are constants larger than zero. To determine the optimal operation point, we study the function:
The optimal solution * χ satisfies the following equation: . Of course the optimal solution varies with the variation of the differentiation constant α . Therefore, we denote the optimal solution as ) ( * 1 α τ . By using equation (14) , the optimal operation point can be obtained by using a numerical method. However, in order to obtain a much deeper insight into the system performance, it is useful to derive more meaningful and concise approximations of the exact formulas. From equations (12) and (14), we have
It can be seen that, if 1 n 
<< α τ
, than the optimal operation point can be approximated as
, the corresponding achieved maximum throughput can be approximated as First, if we neglect the case that three or more packets collide with each other at the same time, we have (23) is actually the same as equation (27) in [10] . By referring to equation (28) in [10] , equation (16) , then equation (24) can be further approximated as equation (17) . 
sufficiently large so that the optimal operation point ) ,... 
Validation of Approximations
In this section, we validate the approximated results obtained in the former section by using a numerical method. The parameters for the system are summarized in Table 1 , based on IEEE 802.11b.
In the first example, we compare the exact optimal operation points * 1 τ numerically obtained from equation (5) with the approximated optimal operation (16) . In the example, we set other parameters as: After verifying the accuracy of the estimation for the optimal operation point, we illustrate the accuracy of the evaluated maximum throughput by using the estimated optimal operation point. In order to obtain the exact maximum throughput and its evaluated value, we substitute exact optimal operational point and its corresponding approximated one into equation (5) respectively. The comparison results are given in Table 2 . From the Table, it can be seen that the estimated maximum throughput ap S max_ accord with the corresponding theoretical value max S very well. Moreover, in the Table, we show the evaluated maximum throughput obtained from equation (17) . It can be regarded as the limiting value for the maximum throughput when ∞ → 1 n .
An Adaptive Scheme to Achieve Maximum Throughput and Service Differentiation
For the implementation of real-world systems, in addition to the existence of an optimal operation point, one is interested in methods to reach the point and to maintain a dynamic system close to the optimal point. In the following part, we present two schemes for this purpose. 
Basic Adaptive Scheme
Based on equation (11) , to achieve a certain target service differentiation is a smoothing factor, which determines the convergence speed of the scheme.
We simulated the above scheme to verify its performance. In the simulation, it is assumed that 10 1 = n , 20 2 = n are known. In this case, no central controller is needed. Parameter α is set as 0.2. The frame lengths of both traffic types are equal.
Both traffic flows begin their minimum contention window size from 512. Table 3 shows the comparison between the theoretical maximum throughput max S and the actual throughput S and the service differentiation 2 1 s s achieved by using the basic adaptive scheme. It can be seen that the proposed adaptive scheme can achieve the maximum throughput and at the same time the target service differentiation performance. In the basic adaptive scheme, it is assumed that 1 n , 2 n and α are known (hence 1 E and 2 E . However, extensive simulations show that the sensitivity of the achieved throughput to changes of 1 E is small, when the differentiation parameter α is fixed. To some extent, the system can achieve optimal performance by using the basic adaptive scheme even the actual number of traffic flows are different from the assumed ones. This is because the throughput function in equation (5) is very smooth with the variation of 1 τ . However, for large deviations of 1 E from the assumed value, the achieved throughput deteriorates.
A Centralized Adaptive Scheme
A centralized version of the adaptive scheme uses a central controller (CC) is proposed in this section. Let us note that a centralized network control can be assumed in a hot spot scenario, with the need of identifying users, accounting and billing, managing and supporting QoS, possibly also through pricing and call admission control (CAC) [27] . In our scheme, the CC itself carries traffic flows for transmission (we assume of type-1) and, in addition, it serves as a coordinator to guarantee that the centralized knowledge can be used to achieve the maximum throughput and target service differentiation even in a dynamic context, when the number of active mobile stations changes. The functions of a CC in the improved scheme can be explained as follows: It detects the value of 1 E and 2 E at run time. If the detected value of 1 E and 2 E are sufficiently far from the current estimates, the CC broadcasts the new estimates. In order to maintain the target service differentiation between different traffic flows, the CC also broadcasts the target differentiation ratio. After receiving the new values, all mobile terminals in the current basic service set (BSS) modify their memorized values of 1 E and 2 E and use the adaptive scheme described previously.
To keep track of the number of active mobile stations, the CC monitors the traffic and evaluates the real-time values of 1 E and 2 E as follows. In the case that ) during the past 1 ≥ E too often, which proves to be unnecessary according to the former discussions about the sensitivities of achieved throughput to the number of traffic flows. Therefore, parameters γ and t k should be carefully chosen to improve the performance of the system and to minimize the control overhead.
The performance of the improved scheme is verified by simulation. In the simulation, a station carrying type-1 traffic flow serves as the CC. γ and t k are set to be 0.5 and 10, respectively. If the CC decides to broadcast new values for 1 E and 2 E , it generates a special management frame and gains access to the channel by using the highest medium access priority (PIFS) to ensure the new values can be received as soon as possible. Table 4 shows the performance of the centralized adaptive scheme. We can see that the achieved throughput S is now close to the corresponding maximum throughput max S for all the cases, which is caused by the ability to adapt to dynamically 
Conclusions
In this paper, we use a model of a wireless LAN based on the standard IEEE 802.11 MAC with a simple extension for service differentiation and derive approximations to get simpler but more meaningful relationships among the different parameters. We successfully derive the best operation point where the maximum throughput can be achieved and demonstrate its uniqueness. In addition we propose simple rules to decide if the system works under the optimal state. The other contribution of the paper is the proposal of two adaptive schemes (one distributed and the other one centralized) to lead and maintain the system close to the optimal operation point while at the same time guaranteeing target service differentiation between different traffic types.
