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Abstract
In 4 spacetime dimensions there is a well known proof that for any asymptotically flat, stationary,
and axisymmetric vacuum solution of Einstein’s equation there exists a “t-φ” reflection isometry
that reverses the direction of the timelike Killing vector field and the direction of the axial Killing
vector field. However, this proof does not generalize to higher spacetime dimensions. Here we
consider asymptotically flat, stationary, and axisymmetric (i.e., having one or more commuting
rotational isometries) black hole spacetimes in vacuum general relativity in d ≥ 4 spacetime di-
mensions such that the action of the isometry group is trivial. (Here “trivial” means that if the
“axes”—i.e., the points where the axial Killing fields are linearly dependent—are removed, the
action of the isometry group is that of a trivial principal fiber bundle. This excludes actions like
that found in the Sorkin monopole.) We prove that there exists a “t-φ” reflection isometry that
reverses the direction of the timelike Killing vector field and the direction of each axial Killing
vector field. The proof relies in an essential way on the first law of black hole mechanics.
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2I. INTRODUCTION
A d-dimensional spacetime, (M, gab), is said to be stationary and axisymmetric if its
isometry group contains the group
G ≡ R× U(1)× · · · × U(1)︸ ︷︷ ︸
n times
, (1)
where action of G onM is such that the orbits of the R-factor are timelike in a suitable region
of spacetime (stationarity) and the orbits of each U(1) factor are spacelike (axisymmetry).
Equivalently, a stationary-axisymmetric spacetime is one in which there exist Killing vector
fields ta, φΛ
a for Λ = 1, . . . , n that mutually commute, are linearly independent (as Killing
fields, but not necessarily as vectors at each point), and are such that the orbits of ta are
timelike and the orbits of each φΛ
a are spacelike and closed.
For stationary and axisymmetric spacetimes in 4 spacetime dimensions with one axial
Killing field, φa, there is a well known result, due to Papapetrou [1] and Carter [2] (see, e.g.,
section 7.1 of [3]) that if gab satisfies the vacuum Einstein equation and φ
a vanishes at a point,
then the timelike Killing field, ta, and the axial Killing field, φa, are 2-surface orthogonal,
i.e., the 2-planes orthogonal to ta and φa are integrable. This 2-surface orthogonality allows
one to introduce local coordinates (t, φ, x2, x3) adapted to the Killing fields so that the
metric components are independent of (t, φ) and take a “block diagonal” form with respect
to (t, φ) and (x2, x3). It is then easily seen that the (local) diffeomorphism (t, φ)→ (−t,−φ),
(x2, x3) → (x2, x3) is an isometry. Thus, in 4 spacetime dimensions, every stationary and
axisymmetric solution of the vacuum Einstein equation such that φa vanishes at a point
possesses a “(t-φ)-reflection isometry,” at least locally. In particular, this result holds for
all asymptotically flat, stationary, and axisymmetric solutions, since φa must vanish on a
“rotation axis” in the asymptotically flat region.
However, the standard proof of the surface orthogonality of ta and φa is highly dependent
on the spacetime dimension being 4. To see this, we note that in d spacetime dimensions,
the Frobenius conditions for the local existence of (d − 2)-dimensional surfaces orthogonal
3to both ta and φa can be expressed as
φ[atb∇ctd] = 0 (2)
t[aφb∇cφd] = 0 . (3)
However, only in 4 dimensions can the first of these equations be written as the scalar
equation
φaωa = 0 , (4)
where
ωa ≡ ǫabcdtb∇ctd (5)
is the “twist” of ta. The second equation, of course, can be similarly expressed. To show
that (4) holds, we use the identity
∇b (φaωa) = £φ ωb − 2φa∇[aωb] . (6)
The first term on the right side of this equation vanishes since φa is a Killing field that
commutes with ta. The second term on the right side can be shown to be proportional
to the Ricci tensor, and it therefore vanishes by Einstein’s equation. Consequently, in
4-dimensions, we obtain ∇b(φaωa) = 0. But, by hypothesis, φa vanishes at a point, so (4)—
and equivalently (2)—holds. Similarly, in 4-dimensions, (3) holds, thus proving the desired
result.
To see why this proof fails in higher dimensions, consider a 5-dimensional spacetime, but
still with just two Killing vector fields ta and φa. The first Frobenius condition (2) is now
φaωae = 0 , (7)
where
ωae ≡ ǫaebcdtb∇ctd . (8)
We again have the identity
d (ιφω) = £φω − ιφdω , (9)
where we have now switched to differential forms notation and ιφ denotes the contraction of
4φa into the first index of a differential form. It is again true that £φω = 0 and dω = 0, which
implies that d(ιφω) = 0. However, the condition d(ιφω) = 0 together with the vanishing of
ιφω at a point (or even, e.g., its vanishing on a higher dimensional surface) does not imply
that ιφω = 0, since this quantity is now a one-form, not a scalar, and there are plenty of
nonvanishing closed one-forms that vanish at a point. Thus, in 5 dimensions with one axial
Killing vector field, the proof fails. A direct analog of the proof does work in 5 spacetime
dimensions with 2 commuting axial Killing vector fields, and more generally in d spacetime
dimensions with d− 3 commuting axial Killing vector fields [4]. But for asymptotically flat
spacetimes in d > 5 dimensions, one cannot have d−3 independent commuting rotations, so
in the asymptotically flat case, the above proof or its direct analog works for no cases other
than d = 4 with one axial Killing vector field and d = 5 with two axial Killing vector fields.
The purpose of this paper is to provide a completely different proof of the surface or-
thogonality and corresponding reflection symmetry for stationary and axisymmetric vacuum
spacetimes. Our proof will hold in arbitrary dimensions with an arbitrary number of com-
muting axial Killing vector fields. However, our proof will require us to impose the following
restrictions that are not needed in the 4-dimensional proof: (i) We consider only asymptot-
ically flat, black hole spacetimes. (ii) We require the action of the isometry group G on M
to be trivial in the sense that M \A = O×G for some manifold O, where A denotes the set
of points (“axes”) where the Killing fields are linearly dependent. Thus, our generalization
to higher dimensions of the proof of the existence of a reflection isometry comes at the price
of imposing some additional hypotheses.
Our proof parallels the key idea of the proof of Theorem 3.1 of [5] and can be summarized
as follows: We start with a maximal (i.e., zero trace of the extrinsic curvature) hypersurface,
Σ, that is asymptotically flat and terminates at the bifurcation surface of the black hole
horizon. (Such a hypersurface exists by the results of [6].) We show that the axial Killing
fields must be tangent to Σ. A “t-φ” reflection isometry about Σ will exist if and only if (a)
the induced metric, hij , of Σ is such that there exists a reflection isometry iΣ : Σ→ Σ that
reverses the directions of the axial Killing fields and (b) the extrinsic curvature, Kij, of Σ
reverses sign under the action of iΣ. If these conditions hold, then the desired “t-φ” reflection
isometry is obtained by mapping a point p lying at proper time τ along a normal geodesic
starting at s ∈ Σ to the point q lying at proper time −τ along a normal geodesic starting
at iΣ(s). Condition (a) is locally equivalent to the Frobenius conditions holding for the
5axial Killing fields on Σ, which, in turn, is equivalent to the vanishing of a curvature 2-form
constructed from the axial Killing fields. Condition (b) is equivalent to the vanishing of the
“polar part” of the extrinsic curvature. To show that these quantities vanish, we construct
a perturbation which scales up the curvature 2-form and scales up the “polar part” of the
extrinsic curvature. The trivial action of G (assumption (ii) above) is used here to globally
construct the desired perturbation and to ensure that this perturbation is smooth on Σ.
This perturbation satisfies the linearized momentum constraints, but it fails to satisfy the
linearized Hamiltonian constraint. We therefore adjust the perturbation with a linearized
conformal transformation so that all of the Einstein constraint equations are satisfied. The
resulting perturbation can then be easily seen to have δA = δJΛ = 0, where A is the area of
the horizon and JΛ is the ADM angular momentum associated with axial Killing vector field
φΛ
i. Hence, by the first law of black hole mechanics, the change in ADM mass, δM , is zero.
However, we also prove that δM = 0 only if the curvature 2-form and the polar part of Kij
vanish. Consequently, we locally obtain the desired reflection isometry. This construction
can then be made global using the simply connectedness of the black hole exterior.
In section II, we spell out our assumptions about the spacetime and the stationary and
axisymmetric symmetries. In section III, we explain how the spatial hypersurface Σ (with
the axes removed) may be viewed as a principal fiber bundle with group U(1)× · · · ×U(1).
Although our assumptions require this bundle to be trivial, it is very useful to introduce the
fiber bundle language to explain how the axial Killing fields (together with the structure
obtained from the spatial metric, hij) give rise to a connection on this bundle and to introduce
the curvature of this connection. In section IV, we write the constraint equations as equations
on the “manifold of orbits,” i.e., the base space of this fiber bundle. In section V, we
construct the perturbation that will be used in our proof. In section VI, we state and prove
our reflection isometry theorem. Finally, we briefly mention some possible generalizations
of our results in section VII. In Appendix A, we derive the axis regularity conditions that
follow from the smoothness of the metric under our assumption of trivial group action.
Our index notational conventions are as follows. Lower case Latin indices from the early
alphabet (a, b, c, . . . ) will denote abstract spacetime indices, whereas lower case Latin indices
from mid-alphabet (i, j, k, . . . ) will denote abstract spatial indices. However, we will not
distinguish notationally between spatial tensors on a hypersurface Σ and their projection to
the manifold of Killing orbits, O. Lower case Greek indices (µ, ν, . . . ) will denote coordinate
6labels, components, or basis elements. Upper case Greek indices (Λ,Γ, . . . ) will be used
to enumerate the axial Killing fields φΛ
a and corresponding quantities, such as the angular
momenta, JΛ, and the angular coordinates, ϕ
Λ. Upper case Latin indices will be used to
denote tensors over the abstract Lie algebra, V, of the group of symmetries. Thus, φAa
denotes the collection of Killing fields {φΛa} when viewed as a vector field on spacetime that
is valued in the dual of V.
II. ASSUMPTIONS
Let (M, gab) be a d-dimensional spacetime. As defined in section I, a stationary, axisym-
metric spacetime is one in which the isometry group contains a subgroup of the form (1),
where the orbits of the R-factor are timelike in a suitable region of spacetime (stationarity)
and the orbits of each U(1) factor are spacelike (axisymmetry). Let ta, φΛ
a for Λ = 1, . . . , n
denote the corresponding Killing fields. For reasons that will become clear when we give our
proof, the results of this paper will apply only to stationary and axisymmetric spacetimes
such that the action of G is trivial in the following sense: Let A denote the set of points
at which the orbits of G fail to be (n + 1)-dimensional; equivalently, A is the set of points
at which the Killing fields ta, φΛ
a fail to be linearly independent. Let M˜ = M \ A. Since
a non-zero Killing field that vanishes at a point cannot have vanishing derivative at that
point, it follows immediately that M˜ is an open, dense subset of M , so, in particular, M˜
itself is a manifold. We say that the action of G on M is trivial if M˜ can be written in the
form M˜ = O × G, where O is a (d − n − 1)-dimensional manifold, such that the action of
the isometry group G on M˜ is given by ψg′(p, g) = (p, g
′g), where p ∈ O and g, g′ ∈ G. We
refer to O as the manifold of orbits of G.
There are two distinct ways by which the assumption of a trivial action of G could fail.
The first is that, even though by construction the Killing fields are linearly independent at
each point of M˜ , there could exist a discrete subgroup of G that has fixed points on M˜ ; see,
e.g., [7] for examples. This would give the “manifold of orbits” the structure of an orbifold
rather than a manifold.
The second way our assumption of a trivial G action could fail is for M˜ to fail to be of the
form O×G. In the language of fiber bundles (see section III), M˜ would be a principal fiber
bundle with structure group G, but it would not be a trivial bundle. This type of behavior
7is displayed in the Sorkin monopole [8, 9]. An even simpler example is given by the metric1
ds2 = −dt2 +
(
1 +
xz + yw
1 + r4
)
[dx2 + dy2 + dz2 + dw2] , (10)
where r2 = x2 + y2 + z2 + w2. This metric is asymptotically flat and has Killing fields
ta = (∂/∂t)a and
φa = x
(
∂
∂y
)a
− y
(
∂
∂x
)a
+ z
(
∂
∂w
)a
− w
(
∂
∂z
)a
, (11)
which can be seen to be a sum of rotations in the x-y and z-w planes. This axial Killing
field φa vanishes only at the origin x = y = z = w = 0, so M˜ = R× (R4 − {0}) = R2 × S3.
Thus, M˜ is simply connected, whereas any manifold of the form O×G with G = R×U(1)
cannot be simply connected, so M˜ cannot be of the form O ×G.
We see no obvious reason why the action of G for a stationary, axisymmetric black hole
in 5 or higher dimensions could not be as in the above example. Thus, our assumption of a
trivial action of G appears to be a genuine restriction.
Let (t, ϕΛ) be the natural coordinates on G—so −∞ < t < ∞ and each ϕΛ is periodic
with period 2π—with group multiplication corresponding to addition. Let xµ denote (local)
coordinates on O. Our assumption of a trivial action of G on M implies that on M˜ we
can globally choose coordinates (t, ϕΛ) and (locally) choose coordinates xµ so that on M˜ the
metric, gab, takes the form
ds2 = −αdt2 + 2βΛdtdϕΛ + ΦΛΓdϕΛdϕΓ + 2Bµdtdxµ + 2AΛµdϕΛdxµ + λµνdxµdxν , (12)
where the metric components (α, βΛ,ΦΛΓ, Bµ, AΛµ, λµν) do not depend upon (t, ϕ
Λ). In these
coordinates, the Killing fields are ta = (∂/∂t)a and φΛ
a = (∂/∂ϕΛ)a. The coordinates (t, ϕΛ)
on M˜ are unique up to t → t + f(xµ), ϕΛ → ϕΛ + fΛ(xµ). The diffeomorphism defined by
(t, ϕΛ, xµ)→ (−t,−ϕΛ, xµ) will be an isometry of the metric (12) if and only Bµ = AΛµ = 0.
Thus, one way of formulating our main goal is to show that we can set Bµ = AΛµ = 0 by
making use of the coordinate freedom in (t, ϕΛ).
The above coordinates break down at the “axes,” A, where the Killing fields become
linearly dependent. In Appendix A, we show that under the assumption of a trivial action of
1 This metric, of course, is not a solution to Einstein’s equation.
8G, the following axis regularity conditions hold: Coordinates (t, ϕΛ) for the metric form (12)
can be chosen on M˜ so that (i) On any t = const, ϕΛ = const surface, the metric λµνdx
µdxν
smoothly extends toA. (ii) The scalar fields ΦΛΓβΓ and one-form fields ΦΛΓAΓµdxµ smoothly
extend toM , where ΦΛΓ denotes the inverse of ΦΛΓ = φΛ
aφΓa. (iii) The one-form field Bµdx
µ
and the tensor field ΦΛΓdϕ
ΛdϕΓ + λµνdx
µdxν smoothly extend to M .
In addition to our above assumption on the nature of the group action, we require that
(M, gab) be an asymptotically flat, vacuum
2 solution of Einstein’s equation that contains a
strongly asymptotically predictable black hole with a non-degenerate horizon. As is well
known, the rigidity theorem [10, 11] implies that the event horizon of a stationary black
hole with a non-degenerate horizon must be a Killing horizon. Since the surface gravity, κ,
of the event horizon is nonvanishing, the event horizon is (a portion of) a bifurcate Killing
horizon. The rigidity theorem further states that the Killing field, ka, that is normal to the
horizon takes the form
ka = ta +
∑
Λ
ΩΛφΛ
a , (13)
where each φΛ
a is an axial Killing field and these axial Killing fields mutually commute
with each other and with ta. The coefficient ΩΛ defines the angular velocity of the horizon
with respect to the Killing field φΛ
a. We note that an arbitrary, smooth, asymptotically flat
perturbation of (M, gab) satisfies the first law of black hole mechanics
δM =
1
8π
κδA+
∑
Λ
ΩΛδJΛ , (14)
where M is the ADM mass, A is the area of the event horizon, and JΛ are the ADM angular
momenta. This relation will play a crucial role in our proof. An additional fact that we
will need in our proof is that, by the topological censorship theorem [12, 13], the domain of
outer communications is simply connected.
The first key result that we shall use is the existence [6] of an asymptotically flat Cauchy
surface Σ for the domain of outer communications that terminates at the bifurcation surface,
B, and is maximal in the sense that Kii = 0, where Kij denotes the extrinsic curvature of Σ.
Furthermore, ta is transverse to Σ, so by acting on Σ with the time translation isometries,
we obtain a foliation, Σt, of maximal Cauchy surfaces. Note that the results of [6] assumed
2 For simplicity, we restrict consideration to vacuum general relativity in this paper, but as discussed in
section VII, significant generalizations should be possible.
9d = 4 spacetime dimensions, but their proofs do not, in fact, depend upon the number of
dimensions.
We claim now that any axial Killing field φΛ
a must be tangent to each Σt. To prove this,
let na denote the unit normal to Σt, and let
NΛ = −φΛana (15)
be the “lapse function” associated with φΛ
a. Since φΛ
a is a Killing field, the surface Σ′t
obtained by displacing Σt along φΛ
a must also be maximal. Therefore, NΛ must satisfy (see
[14])
−DaDaNΛ +KabKabNΛ = 0 (16)
with the conditions NΛ → 0 at infinity (since φΛa must become asymptotically tangent to
Σt) and NΛ = 0 at B (since B must be mapped into itself by any isometry, so φΛa must be
tangent to B). It follows immediately [15, 16] that NΛ = 0, as we desired to show.
Since ta is transverse to Σ and all φΛ
a are tangent to Σt, it is clear that t
a is linearly
independent of φΛ
a in the domain of outer communications. Furthermore, we may use t as a
time coordinate in a coordinate system on M˜ of the type (12). This justifies the assumptions
concerning ta and t that are made in Appendix A.
As explained in section I, our strategy is to find a map iΣ : Σ→ Σ such that i∗Σ(hij) = hij,
i∗Σ(φΛ
i) = −φΛi, and i∗Σ(Kij) = −Kij , where hij is the induced metric on Σ, and Kij is the
extrinsic curvature of Σ. It should be noted that, since we are now viewing the axial Killing
fields as vector fields on Σ rather than M , we have denoted them as φΛ
i rather than φΛ
a.
Given such an iΣ, the desired “t-φ” reflection isometry, i, is obtained by mapping a point
p lying at proper time τ along a normal geodesic starting at s ∈ Σ to the point q lying at
proper time −τ along a normal geodesic starting at iΣ(s). Since i maps the initial data,
(hij , Kij), on Σ into itself, by uniqueness of Cauchy evolution, i is an isometry.
The induced spatial metric, hij, on Σ takes the form
ds2 = ΦΛΓdϕ
ΛdϕΓ + 2AΛµdϕ
Λdxµ + λµνdx
µdxν . (17)
It will possess a reflection isometry, iΣ, of the form (ϕ
Λ, xµ)→ (−ϕΛ, xµ) if and only if AΛµ
can be set to zero after redefinitions of the form ϕΛ → ϕΛ+ fΛ(xµ). The resulting isometry
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iΣ will map φΛ
i → −φΛi and it will leave invariant every axisymmetric vector field that is
orthogonal to all φΛ
i.
We can uniquely decompose any tensor field T ij...kl... on Σ into its parts parallel and
perpendicular to φΛ
i. For example, any vector field W i, on Σ can be uniquely written as
W i = wi +WΛφΛ
i , (18)
with wi orthogonal to each φΛ
i. Note that the quantities WΛ are scalar fields on Σ. The
extrinsic curvature can be decomposed as
Kij = kij +K
ΛΓφΛiφΓj + 2KΛ(iφ|Λ|j) , (19)
where kijφΛ
i = 0 and KΛiφΓi = 0. For any axisymmetric tensor field T ij...kl... on Σ we define
its polar part to be the terms in such a decomposition that contain an even number of φΛ
i,
and we define its axial part to be the terms that contain an odd number of φΛ
i. Thus, for
an axisymmetric vector field W i, we call wi its “polar part” and WΛφΛ
i its “axial part”.
For the extrinsic curvature, Kij , the first two terms in (19) are its polar part whereas the
last term is its axial part. The extrinsic curvature will reverse sign under iΣ if and only if
its polar part vanishes.
Thus, the existence of a (t-φ)-reflection isometry will be proven if we can show that AΛµ
can be set to zero and that the polar part of Kij vanishes. Before proceeding to show this, it
is useful to reformulate this question more geometrically, using the notion of fiber bundles.
III. FIBER BUNDLE STRUCTURE
As shown in the previous section, the axial Killing fields are tangent to the maximal
hypersurface Σ, and the Killing field ta is transverse to Σ. Thus, when restricted to Σ, the
spacetime isometry group G reduces to
GΣ = [U(1)]
n . (20)
The trivial action of G on M implies that GΣ has a correspondingly trivial action on Σ.
Specifically, Σ˜ ≡ M˜ ∩ Σ is an open, dense subset of Σ that has the structure Σ˜ = O ×GΣ,
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where O is the manifold of orbits of G (see the first paragraph of section II above). This
trivial action of GΣ gives Σ˜ the structure of a trivial principal fiber bundle with fiber group
GΣ and base space O. Although there is no necessity for introducing fiber bundle machinery
to describe structures on a cross-product space, it is very convenient to do so in order to
describe in an invariant, geometrical manner the various quantities that arise. It is also
useful to do so in order to draw parallels with calculations in Yang-Mills theory, and allow
generalizations (not undertaken here) to nontrivial actions of GΣ. The constructions below
may be viewed as a generalization of [17, 18] to the case of n commuting axial Killing vector
fields, but specialized to the Riemannian signature of hij .
Let V denote the Lie algebra of GΣ. Then V is an n-dimensional vector space with
trivial Lie bracket. We denote elements of V using an upper case Latin upper index, e.g.,
vA ∈ V. There is a natural, one-to-one correspondence between V and Killing fields on
Σ˜. Consequently, the tangent space to the “fibers” (i.e., the orbits of GΣ) at each point
q ∈ Σ˜ are thereby naturally isomorphic to V. Our original collection of axial Killing fields
φΛ
i, Λ = 1, . . . , n, may therefore be viewed as being associated with a particular basis, vΛ
A,
Λ = 1, . . . , n, of the Lie algebra V. It is therefore natural to view the axial Killing fields
as comprising a single object, φA
i, i.e., a vector field on Σ˜ that is valued in the dual space
to the Lie algebra V. The Killing field φΛi may then be recovered by contraction with the
basis vector vΛ
A, i.e.,
φΛ
i = vΛ
AφA
i . (21)
We will be interested in the tensor fields on Σ˜ that are axisymmetric in the sense of having
vanishing Lie derivative with respect to φA
i; such tensor fields are called equivariant in the
fiber bundle terminology. Clearly, any tensor field on Σ˜ that is constructed from hij and
φA
i will be axisymmetric. Any axisymmetric tensor field T ij...kl... on Σ˜ that is orthogonal to
φA
i in all of its (spatial) indices can be projected to the base space O. Our strategy is to do
this projection and formulate all relations as relations holding on O. We will not make any
notational distinction between an axisymmetric tensor field T ij...kl... on Σ˜ that is orthogonal
to φA
i and its projection to O, i.e., we will also denote its projection to O by T ij...kl....
Two important examples of tensor fields on O that are obtained by projection in this
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manner are as follows. First, let
ΦAB ≡ hijφAiφBj . (22)
Clearly ΦAB is axisymmetric and, since it is a scalar quantity (valued in the space of tensors
of type (0, 2) over V), it is well defined on O. Indeed, since hij is positive definite, it follows
that ΦAB yields a positive definite metric on V (which, of course, depends upon the point
p ∈ O). The components, ΦΛΣ, of ΦAB have already appeared in the metric form (17).
Second, let
µij = hij − ΦABφAiφBj , (23)
where ΦAB is the inverse metric of ΦAB and we have lowered the spatial index of φA
i using
hij . It follows immediately that µij = µji and that µij is axisymmetric. It also is easily
verified that µijφA
i = 0, so µij projects to O, where it defines a Riemannian metric on O.
The components, µµν , of µij are related to the quantities appearing in (17) by
µµν = λµν − ΦΛΓAΛµAΓν . (24)
Now, consider the quantity
φAi = Φ
ABhijφB
j (25)
obtained from the Killing fields φA
i by raising the Lie algebra index with ΦAB and lowering
the spatial index with hij . Then, obviously, φ
A
i is a Lie-algebra-valued one-form on Σ˜.
Furthermore, this one-form satisfies,
φAiφB
i = ΦAChijφC
jφB
i = ΦACΦCB = δ
A
B . (26)
It follows that φAi maps an arbitrary “vertical vector” v
i—i.e., a vector vi that is tangent
to the fibers and thus can be written as a linear combination of φΛ
i—into the corresponding
vector vA in the Lie algebra V. By definition, a connection is an equivariant Lie algebra
valued one-form with this property. Thus, φAi defines a connection on the principal fiber
bundle Σ˜.
We now use the assumed trivial action of GΣ to encode the information contained in φ
A
i
as a field AAi on O. Choose a cross-section, S, of Σ˜. Then all of the nontrivial information
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contained in φAi is contained in the pullback of φ
A
i to S. Let AAi denote the equivariant
(i.e., axisymmetric) one-form field on Σ˜ whose pullback to S agrees with the pullback of
φAi to S and is such that AAiφBi = 0. The quantities AΛµ appearing in (17) are just the
components of AAi = ΦABA
B
i. As shown in Appendix A, a cross-section S can be chosen
so that AAi smoothly extends to Σ, and we assume that such a choice of cross-section has
been made. Finally, since AAiφB
i = 0, we may view AAi as a V-valued one-form field on
O. However, unlike ΦAB and µij, the quantity AAi is “gauge dependent” in that it depends
upon a choice of cross-section S.
From the above, we see that all of the information contained in the coordinate components
(17) of an axisymmetric Riemannian metric, hij , on Σ˜ is encoded in the following 3 objects:
(1) a scalar field ΦAB on O valued in Riemannian metrics on V; (2) a Riemannian metric µij
on O; and (3) a V-valued one-form field AAi on O. Conversely, if one specifies the Killing
fields φA
i on Σ˜ and the cross-section S, then any choice of a field ΦAB on O that is valued
in Riemannian metrics on V, a Riemannian metric µij on O, and a one-form field AAi on O
uniquely determines an axisymmetric Riemannian metric hij on Σ˜.
The the curvature 2-form of φAi is defined by
FAij = Diφ
A
j −DjφAi (27)
where Di denotes the metric compatible derivative operator on Σ˜. Of course, the antisym-
metrized derivative of a differential form is independent of the choice of derivative operator,
so we may write the definition of FAij in differential forms notation as
F A = dφA . (28)
As is well known, the curvature FA is “horizontal,” i.e. it is orthogonal to the Killing fields
φA
i, and thus may be projected to O. To see this, we note the the general formula for the
Lie derivative of a differential form yields
ιφAF
B = £φAφ
B − d(ιφAφB) , (29)
where ιφA denotes the contraction of φA
i into the first index of a differential form. The
first term on the right side vanishes by axisymmetry, and the second term vanishes because
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φA
iφBi = δ
B
A, which has vanishing derivative. Thus, φA
iFBij = 0, as we desired to show.
Finally, we note that we also have
F A = dAA . (30)
To show this, we note that the pullbacks of both sides to S agree, since “d” commutes with
pullbacks. However, we have just shown that the left side is orthogonal to φA
i and a similar
calculation shows that the right side is also orthogonal to φA
i. Thus, (30) holds. Note that
since, by the axis regularity conditions, AAi can be smoothly extended to Σ, it follows that
FAij also can be smoothly extended to Σ and (30) holds everywhere on Σ.
The Frobenius condition for (local) surface orthogonality of the span of the Killing fields
{φΛi} (i.e., surface orthogonality of the fibers) is that there exist one-forms wABi such that
dφA = φB ∧wBA . (31)
On the other hand, we have
dφA = d(ΦABφ
B) = ΦABF
B + (dΦAB) ∧ φB . (32)
Since F B is horizontal, we see that the necessary and sufficient condition for (local) surface
orthogonality is simply FB = 0.
It is useful to define the derivative operator, Di, on O associated with µij as follows: If
T i1i2...j1j2... is a tensor field on Σ˜ that projects to O, define
DkT i1i2...j1j2... =
(
µi1 l1µ
i2
l2
· · · ) (µj1m1µj2m2 · · · )µknDnT l1l2...m1m2... . (33)
This relationship between the derivative operator of µij and the derivative operator of hij
can be straightforwardly used to calculate the Riemann curvature of µij, denoted Rijkl, in
terms of the curvature of hij , denoted
3 Rijkl, and derivatives of the axial Killing vector fields.
This calculation is performed in [17], and the result is
Rijkl = µ[ipµj]qµ[krµl]s
(
Rpqrs + 2Φ
AB
[
(DpφAq)(DrφBs) + (DpφAr)(DqφBs)
])
. (34)
3 Normally, one would use (d−1)Rijkl to denote the Riemann curvature of hij , and reserve the symbol Rabcd
for the Riemann curvature of the spacetime metric, gab. However we will not have occasion here to use
the curvature of gab, so we will drop the (d− 1) superscript on the curvature of hab.
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By performing the necessary contractions, one finds the scalar curvature of µij to be given
by
R = µikµjlRijkl + 3ΦABµijµkl(DiφAk)(DjφBl) . (35)
This equation will be useful in writing the constraint equations as equations on O, which
we do in the next section.
IV. THE CONSTRAINTS
In this section, we rewrite the Einstein constraint equations on Σ for axisymmetric initial
data (hij, Kij), as equations on the manifold of orbits O in terms of ΦAB, µij, FAij, and
the axial and polar parts of the extrinsic curvature. Since Kii = 0 on Σ, the constraint
equations are
DiKij = 0 (36)
R −KijKij = 0 . (37)
We will now write these equations entirely in terms of the above tensor fields on O. To do
so, we will make frequent use of (32), which, since φA
i are Killing fields, can be written in
the form
DiφAj =
1
2
ΦABF
B
ij − ΦBCφC[iDj]ΦAB . (38)
Contracting both sides with φD
i yields another useful identity,
φD
iDiφAj = −1
2
DjΦAD . (39)
First, we perform the polar-axial decomposition ofKij via (19). SinceKij is axisymmetric,
it immediately follows that kij , K
AB, and KAi can be projected to tensor fields on O (of
symmetric tensor, scalar, and dual-vector type, respectively).
The momentum constraint, (36), can be decomposed by projecting its free index either
along φA
i or orthogonal to φA
i. Doing the former, we obtain as the “axial part” of the
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momentum constraint
0 = φA
jDiKij = D
i
(
φA
jKij
)
= DiKAi , (40)
where Killing’s equation was used in the second equality, and the decomposition (19) together
with the axisymmetry of KA
B was used in the third equality. Writing DiKAi = hijDjKAi,
substituting for hij from (23), and using the definition of Di, the axial part of the momentum
constraint becomes
0 = DiKAi + ΦBCφBiφCjDjKAi = DiKAi − ΦBCKAiφCjDjφBi . (41)
On the other hand, from (39) we have
ΦBCφC
jDjφB
i = −1
2
ΦBCDiΦBC = − 1√
Φ
Di
√
Φ , (42)
where Φ denotes the determinant4 of ΦAB. Putting this all together, we find that the axial
part of the momentum constraint is
1√
Φ
Di
(√
ΦKAi
)
= 0 . (43)
The polar part of the momentum constraint is
0 = µj
kDiKik = µj
kDikik + µj
kKABφAiD
iφBk + µj
kKAiDiφAk + µjkφAiDiKAk . (44)
Performing manipulations similar to those used in the derivation of (43) above, we find that
the first term on the right side takes the form
µj
kDikik =
1√
Φ
Di
(√
Φ kij
)
. (45)
Using the axisymmetry of KAi, the fourth term on the right side of (44) can be written as
µjkφA
iDiKAk = µjkKAiDiφAk . (46)
4 To define the determinant of ΦAB, we must choose an arbitrary fixed (i.e., x-independent) nonvanish-
ing antisymmetric tensor ǫA1...An on the Lie algebra V . A different choice of ǫA1...An will rescale the
determinant by a constant factor, which will cancel out in all of our formulas.
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We may now use (38) to eliminate the derivatives of φA
i in the last three terms of (44),
which can then be combined with (45) to yield
1√
Φ
Di
(√
Φ kij
)
− 1
2
KABDjΦAB +KAiFAij = 0 . (47)
Finally, we turn our attention to the Hamiltonian constraint, (37). The scalar curvature
of hij can be written
R = hikhjlRijkl = µ
ikµjlRijkl +
(
2µjl + ΦCDφC
jφD
l
)
ΦABφA
iφB
kRijkl . (48)
By (35) and (38), the first term on the right side is
µikµjlRijkl = R− 3ΦABµijµkl(DiφAk)(DjφBl) = R− 3
4
FAijFA
ij . (49)
To calculate the remaining terms in (48), we eliminate Rijkl using the relation
DjDkφAl = φA
iRijkl , (50)
which is satisfied by any Killing vector field. We then have
φB
kφA
iRijkl = φB
kDjDkφAl = Dj
(
φB
kDkφAl
)− (DjφBk) (DkφAl)
= −1
2
DjDlΦAB −
(
DjφB
k
)
(DkφAl) ,
(51)
where (39) was used in the second line. Contracting (51) with 2µjlΦAB and eliminating
derivatives of φA
i with (38), we obtain
2µjlΦABφA
iφB
kRijkl = −ΦABD2ΦAB + 1
2
FAijFA
ij +
1
2
ΦACΦBD(DiΦAB)(DiΦCD) . (52)
On the other hand, contracting (51) with ΦCDφC
jφD
l, we obtain
ΦCDφC
jφD
lΦABφA
iφB
kRijkl =
1
4
(
ΦACΦBD − ΦABΦCD) (DiΦAB) (DiΦCD) . (53)
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Putting (49), (52), and (53) together, we obtain our final result for the scalar curvature,
R = R− 1
4
FAijFA
ij − ΦABD2ΦAB + 1
4
(
3ΦACΦBD − ΦABΦCD) (DiΦAB) (DiΦCD) . (54)
Since we have
KijKij = k
ijkij +K
ABKAB + 2KAiKAi , (55)
the Hamiltonian constraint equation, (37), takes the form
R− ΦABD2ΦAB + 1
4
(
3ΦACΦBD − ΦABΦCD) (DiΦAB) (DiΦCD)
− 2KAiKAi −
[
1
4
FAijFA
ij + kijkij +K
ABKAB
]
= 0 .
(56)
Equations (43), (47), and (56) express the constraint equations entirely in terms of the
desired variables, which are well defined on O. These equations therefore may be interpreted
equally well as equations holding on the manifold Σ˜ (with indices raised and lowered with
hij and hij) or as equations holding on the manifold O (with indices raised and lowered with
µij and µij). For our purposes, it will be most useful to view them as equations holding on
O.
V. CONSTRUCTION OF A CONFORMALLY MODIFIED SCALING PERTUR-
BATION
In this section, we will construct a linearized perturbation off of a stationary and ax-
isymmetric black hole spacetime that will be used in the proof of the theorem of the next
section. The perturbation will be the sum of a perturbation that scales up FAij and the
polar parts of Kij plus a perturbation that conformally modifies hij and Kij . We will also
establish some key properties of this perturbation.
Let (hij , Kij) be initial data on a maximal slice Σ for a stationary and axisymmetric,
asymptotically flat, black hole solution to the vacuum Einstein equation, with trivial action
of the stationary-axisymmetric symmetry group G. Let AAi be as defined in the paragraph
following (26). Consider the perturbation (δ1hij , δ1Kij) to the initial data on Σ given by
δ1hij = 2φA(iA
A
j) ; δ1KAi = 0 , δ1kij = kij , δ1KAB = KAB , (57)
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where KAi, kij, and KAB were defined by the decomposition (19). Note that in addi-
tion to the contributions from δ1kij and δ1K
AB, δ1Kij will get contributions from δ1φAi =
δ1(hijφA
j) = (δ1hij)φA
j = AAi in (19). In terms of the variables introduced in section III,
the metric perturbation defined by (57) satisfies
δ1ΦAB = δ1µij = 0 , δ1A
A
i = A
A
i . (58)
Note that both δ1hij and δ1Kij extend smoothly to the axes A, i.e., they define smooth
perturbations on Σ.
We have chosen the perturbation (57) so that δ1hij is purely axial and δ1Kij is purely polar
(see the end of section II). In terms of the variables appearing in the constraint equations
given in the previous section (viewed as equations holding on tensors on the manifold of
orbits), this perturbation scales up FAij and the polar parts, kij and K
AB, of the extrinsic
curvature, but it leaves the quantities ΦAB, µij, Di, and KAi unchanged. By inspection,
the perturbation (57) satisfies the linearization of the momentum constraints (43) and (47).
However, it fails to satisfy the linearization of the Hamiltonian constraint (56). Indeed, we
obtain
δ1
(
R−KijKij
)
= −1
2
FAijFA
ij − 2kijkij − 2KABKAB . (59)
To rectify this, we add the linearized conformal transformation
δ2hij = ψhij
δ2K
ij = −
(
d+ 1
2
)
ψKij .
(60)
Since Kii = 0, this perturbation can be seen to satisfy the linearized momentum constraint
for any choice of ψ by the following calculation:
δ2
(
DiK
ij
)
= Diδ2K
ij +Kk(ihj)l (Diδ2hkl +Dkδ2hil −Dlδ2hik)
= −
(
d+ 1
2
)
KijDiψ +K
k(ihj)l (hklDiψ + hilDkψ − hikDlψ)
= −
(
d+ 1
2
)
KijDiψ +K
ijDiψ +
1
2
(d− 1)KijDiψ
= 0 .
(61)
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On the other hand, the linearized conformal perturbation fails to satisfy the linearized
Hamiltonian constraint. We have
δ2
(
R−KijKij
)
= −hijD2δ2hij +DiDjδ2hij − Rijδ2hij − 2Kijδ2Kij − 2KijKjkδ2hik
= −(d− 1)D2ψ +D2ψ − Rψ + (d+ 1)KijKijψ − 2KijKijψ
= (d− 2) (−D2ψ +KijKijψ) ,
(62)
where the background constraint, R = KijK
ij , was used.
Now define Q by
Q ≡ 1
2
FAijFA
ij + 2kijkij + 2K
ABKAB . (63)
Clearly, we have Q ≥ 0. Let ψ to be the solution to
−D2ψ +KijKijψ = Q
d− 2 (64)
with boundary conditions ψ = 0 at the bifurcation surface B and ψ → 0 at infinity. By
standard arguments [15, 16] there exists a unique solution to (64) satisfying these boundary
conditions. It follows immediately that the perturbation
δhij = δ1hij + δ2hij , δKij = δ1Kij + δ2Kij (65)
satisfies the linearized momentum and Hamiltonian constraints. This is the perturbation of
interest, which we will use in the proof of the theorem of the next section. We have the
following lemma on some key properties of this perturbation.
Lemma. The perturbation (65) (see (57), (60), and (64)) satisfies δA = 0 and δJA = 0,
where A denotes the area of the bifurcation surface B, and JA is the ADM angular momen-
tum. Furthermore, if Q 6= 0, then δM > 0, where M is the ADM mass.
Proof: Since δ1hij is purely axial, we have δ1A = 0. Since ψ|B = 0, we have δ2A = 0.
Hence, we have δA = 0.
The ADM angular momentum JA is given by
JA =
1
8π
∫
S∞
KijφA
irj , (66)
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where rj denotes the outward pointing normal of a sphere, S∞, with radius taken to infinity.
Only the axial part of extrinsic curvature contributes to this integral, so we may write (see
(19))
JA =
1
8π
∫
S∞
2KB(iφ|B|j)φAirj = 1
8π
∫
S∞
KBjΦABrj = 1
8π
∫
S∞
KAjrj . (67)
We have δ1KAj = 0, and δ1rj = −riABiφBj is orthogonal to KAj, so δ1JA = 0. On the other
hand, since ψ → 0 at infinity, we have δ2JA = 0. Hence, we obtain δJA = 0, as we desired
to show.
The perturbed ADM mass is given by
δM =
1
16π
∫
S∞
rihjk (Dkδhij −Diδhjk) . (68)
Since δ1hij is purely axial, we have δ1M = 0. On the other hand, substitution of δ2hij = ψhij
in (68) yields
δ2M = − 1
16π
(d− 2)
∫
S∞
riDiψ . (69)
To evaluate this, let ξ be the solution to
−D2ξ +KabKabξ = 0 , (70)
with boundary conditions ξ = 0 at B and ξ → 1 at infinity; a unique solution exists by
standard arguments5 [15, 16]. By the strong maximum principle (see, e.g., [19]), we have
ξ > 0 everywhere on Σ \ B. By (64) and (70), we have
Di (ξDiψ − ψDiξ) = − ξQ
d− 2 . (71)
Integrating this equation over Σ using the boundary conditions imposed on ψ and ξ at
spatial infinity and at B yields
∫
S∞
riDiψ = −
∫
Σ
ξQ
d− 2 . (72)
5 Note that by choosing a smooth function f such that f = 1 in a neighborhood of infinity and f = 0 at B,
the problem at hand can be converted to that of solving the inhomogeneous equation −D2χ+KabKabχ =
F with standard boundary conditions χ = 0 at B and χ→ 0 at infinity, where F = D2f −KabKabf .
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Thus, we obtain
δM =
1
16π
∫
Σ
ξQ . (73)
Since Q ≥ 0, if Q 6= 0 anywhere on Σ, we have δM > 0, as we desired to show.
VI. EXISTENCE OF A REFLECTION ISOMETRY
We now have all of the ingredients in place to state and prove the main result of this
paper:
Theorem. Let (M, gab) be a d-dimensional solution to Einstein’s equation in vacuum rep-
resenting an asymptotically flat, strongly asymptotically predictable, stationary and axisym-
metric black hole with a non-degenerate horizon. Suppose that the action of the stationary-
axisymmetric isometry group G is trivial, as defined in the first paragraph of section II. Then
there exists an isometry i : M → M that reverses the direction of the timelike Killing field
ta and axial Killing fields φA
a (i.e., i∗ta = −ta and i∗φAa = −φAa) and leaves invariant a
(d−n−1)-dimensional surface S that is orthogonal to ta and φAa. In particular, the metric
may be put in a “block diagonal” form.
Proof: Let Σ be a maximal (Kii = 0) Cauchy surface and consider the perturbation
(δhij , δKij) constructed in the previous section. This perturbation satisfies δA = δJA = 0.
Hence, by the first law of black hole mechanics (14), we have δM = 0. By the lemma of the
previous section, we therefore have Q = 0, where Q was defined by (63). Consequently, the
polar parts, kij and KAB, of the extrinsic curvature vanish and we have
FAij = 0 . (74)
However, FAij = (dA
A)ij, and, as noted in section III, the axis regularity conditions implied
by the trivial action of G (see appendix A) ensure that this relation holds everywhere on
Σ, not just on Σ˜. By the topological censorship theorem, Σ is simply connected, so there
exists a smooth V-valued function χA such that AAi = DiχA. Hence, we can set AAi = 0
by choosing a new cross-section S by displacing the original cross-section by −χΛ along
the orbit of each φΛ
i. Equivalently, in terms of the coordinates used in (17), we redefine
ϕΛ → ϕΛ + χΛ and thus set AΓµ = 0. This shows that hij possesses the desired reflection
23
symmetry under ϕΛ → −ϕΛ. As shown at the end of section II above, the vanishing of the
polar part of Kij then proves the existence of the desired (t-φ)-reflection isometry.
Remarks:
• If the action of G were such that M˜ corresponded to a nontrivial principal bundle,
then the curvature, FAij must be nonvanishing, and one would not be able to find a
(d − n − 1)-dimensional surface S that is orthogonal to ta and φAa. Hence, a “(t-φ)-
reflection” isometry having the properties stated in the theorem cannot exist when the
action of G corresponds to a nontrivial principal bundle.
• It is interesting to see why our proof breaks down when G corresponds to a nontrivial
bundle. The assumption of a trivial action of G was used in the proof to give a
global definition of AAi on Σ. This allowed us to define the metric perturbation (57),
which has the effect of scaling up FAij. However, if the action of G corresponded to a
nontrivial fiber bundle structure on Σ˜, then FAij would contain a magnetic monopole
when viewed as a tensor field on the manifold of orbits O. Since magnetic monopole
charge is “quantized,” there cannot exist a perturbation that scales FAij. In this way,
the assumption of a trivial action of G was essential to our proof.
• If the horizon is non-rotating, i.e., if ΩΛ = 0 for all Λ, then δJΛ does not contribute to
the first law (14). Instead of choosing the perturbation (57), we may choose δ′1hij = 0,
δ′1Kij = Kij and then modify this perturbation by a conformal perturbation so as to
satisfy all of the constraints. A repetition of the argument used in the proof of the
above theorem then shows that Kij = 0 and, thus, t
a is hypersurface orthogonal—
i.e., the spacetime is static—without the need to assume trivial action of G. This is
precisely the staticity theorem of Sudarsky and Wald [5]. If, in addition, we assume
that the action of G is trivial, then our theorem above also proves that the axial
symmetries by themselves (i.e., without inclusion of the time translations) are surface
orthogonal.
• More generally, suppose there is a subgroup, G′ ⊂ G, that includes the stationary
isometries and all axial Killing fields with non-zero horizon rotation, i.e., suppose that
the horizon Killing field lies in the span of the Killing fields of G′. Suppose further
that G′ also has trivial action. Then our theorem also holds with G replaced by G′.
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Hence, we obtain an additional reflection isometry i′. The isometry i ◦ i′ maps the
Killing fields in G′ to themselves, but reflects a complementary subspace of Killing
fields in G. The Killing fields in this complementary subspace must be everywhere
orthogonal to ta and the axial Killing fields in G′. The previous remark is a special
case of this remark in the case of a non-rotating black hole, where we can choose G′
to be the time translations.
• It is worth noting that all of the known (to us) exact black hole vacuum solutions
in higher dimensions can be seen to obey the theorem. Specifically, the Myers-Perry
[20] solutions in d-dimensions (which are stationary and axisymmetric with
⌊
d−1
2
⌋
commuting axial Killing fields) and the doubly-spinning black ring solution [21] in
d = 5 dimensions are (t-φ)-reflection symmetric. (Of course, the d = 5 case with two
axial Killing fields is also covered by the direct analog of the proof of Papapetrou and
Carter, as discussed in section I.) Furthermore, the Myers-Perry [20] solutions when
one or more of the axial Killing fields have zero horizon rotation and the singly-spinning
black ring [22] possess an additional reflection symmetry of the “non-spinning” axial
Killing field, in accord with the previous remark.
VII. GENERALIZATIONS
Our analysis in this paper has been restricted to asymptotically flat black holes that
satisfy the vacuum Einstein equation. We conclude by making some remarks on possible
generalizations of our results.
Einstein’s equation entered our analysis in an essential6 way in the following places: (1)
the validity of the first law of black hole mechanics (14); (2) the fact that the linearized
momentum constraints can be solved by a scaling transformation of the form (57); (3) the
fact that the linearized momentum constraints hold for the conformal perturbation (60); (4)
the fact that for the conformal perturbation (60), the linearized Hamiltonian constraint (62)
can be solved for a given source.
Property (1) is a very general feature of diffeomorphism covariant theories of gravity [23].
In particular, it will hold for Einstein’s equation with a cosmological constant and it will
6 There are some additional places where Einstein’s equation was used, such as for obtaining uniqueness of a
maximal foliation (although Einstein’s equation is not needed for its existence), for topological censorship,
and for the specific formulas for ADM mass and angular momentum, but these uses do not appear as
essential to the proof as the ones listed.
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hold if any matter sources derived from a Lagrangian are added. However, the addition of
matter sources may result in the presence of additional terms in the first law of black hole
mechanics associated with matter field charges.
Property (2) will hold for Einstein’s equation with a cosmological constant. It also will
hold in many instances for Einstein’s equation with matter sources, provided that the scaling
transformation also suitably scales the axial part of the matter configuration variables and
polar part of the matter momentum variables. In particular, it will hold for Maxwell fields
and, more generally, for Yang-Mills fields. However, the scaling of the polar part of the
electric field, Ea, will scale the electric charge, which—on account of the charge term in the
first law of black hole mechanics—will invalidate the proof of our theorem. Nevertheless,
in the case of Maxwell fields—but not in the case of Yang-Mills fields—one can reverse the
roles of Ea and the vector potential Aa as done in [5] in order to prove the theorem.
Property (3) will hold for Einstein’s equation with a cosmological constant. It will also
hold in many instances for Einstein’s equation with matter sources, provided that the con-
formal scaling for the matter configuration and momentum variables are chosen so that the
contribution to the momentum constraint from the matter fields,
√
hnahbcTab, is unchanged
under the conformal perturbation. In particular, it will hold for Maxwell and Yang-Mills
fields.
Property (4) will hold for Einstein’s equation with a negative cosmological constant, as
including a cosmological constant Λ introduces the term −2Λψ/(d − 2) to the left hand
side of (64). It will also hold in many instances for Einstein’s equation for matter sources,
provided that certain energy properties hold7. In particular, it will hold for Maxwell and
Yang-Mills fields.
Thus, our results should generalize straightforwardly to the Einstein-Maxwell case and
to black holes in asymptotically AdS spacetimes. It is likely that additional generalizations
can be made.
7 For example, Einstein’s equation coupled to a Klein-Gordon scalar field satisfies properties (2) and (3),
but is guaranteed to satisfy property (4) only if the mass of the Klein-Gordon field is non-positive, as the
potential energy contributes to equation (64) with the same sign as the cosmological constant term.
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Appendix A: Axis Regularity Conditions
In this Appendix, we derive the regularity conditions that must hold on the axes, A,
under the assumption that the isometry group G = R× [U(1)]n acts trivially. As explained
in section II, we are interested in the case where ta is linearly independent of φΛ
a (and thus,
in particular, is nonvanishing) in the region of interest in M and the coordinate t can be
chosen so that the hypersurfaces of constant t are spacelike and axisymmetric (i.e., φΛ
a are
tangent to these surfaces); we therefore assume that these conditions hold. We consider the
behavior of φΛ
a on one of these (d − 1)-dimensional t = constant hypersurfaces, Σ, in a
neighborhood of an axis point p ∈ A, i.e., p is a point of Σ at which the axial Killing fields
become linearly dependent. We choose a new basis of axial Killing fields (if necessary) so
that m of the Killing fields vanish at p while the other (n − m) Killing fields are linearly
independent at p.
First, for simplicity, consider the case m = 1, and let φi be the Killing field that vanishes
at p. Consider the linear map on the tangent space to Σ at p given by
Lij ≡ Diφj
∣∣
p
. (A1)
Since Diφj is antisymmetric by Killing’s equation, it follows that the linear map iL
i
j is self-
adjoint, and can therefore be diagonalized by an orthonormal basis of (complex) eigenvectors
with real eigenvalues. These eigenvectors come in complex conjugate pairs, i.e., if Z i is an
eigenvector with nonzero eigenvalue λ, then Z¯ i is an eigenvector with eigenvalue −λ. Thus,
we can write
iLij =
r∑
α=1
λα
(
Zα
iZ¯αj − Z¯ iα Zαj
)
, (A2)
where each λα in this expansion is nonzero. Note that at least one term must occur in
this sum, since if both φi and its derivative vanished at p, then φi would vanish identically.
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Thus, we have r ≥ 1. On the other hand, we have r ≤ ⌊d−1
2
⌋
, since we cannot have more
than
⌊
d−1
2
⌋
pairs of orthogonal vectors on a (d − 1)-dimensional space. In particular, we
automatically have r = 1 in d = 4 spacetime dimensions.
We now show that if more than one term occurs—i.e., if r > 1—then the orbits of φi
near p are homotopic to a point, and thus the group action cannot be trivial. Writing
Zα
i =
1√
2
(
xα
i + iyα
i
)
, (A3)
where x1
i, y1
i, . . . , xr
i, yr
i are real orthonormal vectors in the tangent space to Σ at p, we
obtain
Lij =
r∑
α=1
λα (yα ∧ xα)ij . (A4)
Thus, in the tangent space to Σ at p, Lij can be recognized as the generator of simultaneous
rotations in the 2-planes spanned by (xα
i, yα
i). We can choose Euclidean coordinates
(
x1, y1, . . . , xr, yr, z1, . . . , z(d−1−2r)
)
(A5)
on the tangent space to Σ at p such that
xα
i =
(
∂
∂xα
)i
, yα
i =
(
∂
∂yα
)i
, (A6)
and promote these to Riemann normal coordinates on Σ in a neighborhood, U , of p. Within
U , the Killing field φi vanishes precisely on the surface x1 = y1 = · · · = xr = yr = 0. If U is
chosen to be sufficiently small, no other Killing field can vanish in U . Thus, there exists a
neighborhood, U , of p such that U ∩ Σ˜ has the topology of R(d−1) with a plane of dimension
(d−1)−2r removed. If r > 1, then U∩Σ˜ is simply connected, so the Killing orbits of φi near
p are homotopic to a point, contradicting our assumption of trivial [U(1)]n action. Thus we
must have r = 1. Note that the Sorkin monopole (or the metric of eq. (10)) corresponds to
the case r = 2 in d = 5 dimensions.
Thus, we have shown that a necessary condition for a trivial group action is that Lij =
Diφj|p be a simple bivector, Lij = λ (y ∧ x)ij. We now derive axis regularity conditions in
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this case. First, we rescale φi if necessary via φi → φi/λ so that
Lij = (y ∧ x)ij . (A7)
The action of the Killing field φi on the tangent space at p is simply to perform a rotation
in the xi-yi plane, leaving invariant any vector zµ
i that is orthogonal to xi and yi. It follows
that in the Riemannian normal coordinates (x, y, zµ) constructed above, the Killing field φi
takes the form
φi = x
(
∂
∂y
)i
− y
(
∂
∂x
)i
. (A8)
Define the polar coordinates ϕ and ρ in the Riemannian normal coordinate neighborhood U
by
tanϕ = y/x , ρ2 = x2 + y2 . (A9)
Now extend the coordinates (ϕ, ρ, zµ) off of Σ by Killing transport along ta. Then, in the
coordinates (t, ϕ, xµ) with xµ = {ρ, zν}, the metric will take the form (12). If we translate the
smoothness of the components of the metric in the coordinates (t, x, y, zµ) into corresponding
conditions on the metric components in the coordinates (t, φ, xµ) as one approaches the axis
ρ = 0, one obtains the following conditions: (i) On any t = const, φ = const surface, the
metric λµν smoothly extends to ρ = 0. (ii) On M , the scalar field β/Φ and one-form field
Aµdx
µ/Φ smoothly extend to ρ = 0, where Φ = φiφi. (iii) On M , the one-form field Bµdx
µ
and the tensor field Φdφ2 + λµνdx
µdxν smoothly extend8 to ρ = 0.
The general case where 1 ≤ m ≤ n can be analyzed similarly. Suppose that φΛi for
Λ = 1, . . . , m vanish at p. Let
LΛ
i
j ≡ DiφΛj
∣∣
p
. (A10)
Since φΛ
i for Λ = 1, . . . , m are linearly independent as Killing fields, the linear maps LΛ
i
j,
on the tangent space to Σ at p must be linearly independent. Since the φΛ
i commute, the
linear maps LΛ
i
j must commute because
0 = Dj [φΛ, φΣ]
i
∣∣∣
p
= Dj
(
φΛ
kDkφ
i
Σ − φΣkDkφiΛ
)∣∣
p
=
(
(DjφΛ
k)(Dkφ
i
Σ)− (DjφΣk)(DkφiΛ)
)∣∣
p
= [LΣ, LΛ]
i
j .
(A11)
8 Note that neither of the individual tensor fields Φdφ2 and λµνdx
µdxν extend smoothly to ρ = 0 on Σ
(although λµνdx
µdxν extends smoothly to ρ = 0 when restricted to any t, φ = const surface).
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Thus, the collection of linear maps iLΛ
i
j for Λ = 1, . . . , m are self-adjoint and commuting,
so they can be simultaneously diagonalized by an orthonormal basis of complex eigenvectors
with real eigenvalues, again coming in complex conjugate pairs. In parallel with (A2), we
have
iLΛ
i
j =
r∑
α=1
λΛα
(
Zα
iZ¯αj − Z¯ iα Zαj
)
, (A12)
where the linear independence of the collection LΛ
i
j requires that λΛα be an m × r (real)
matrix with linearly independent rows. In particular, we have r ≥ m, so that now m ≤ r ≤⌊
d−1
2
⌋
. Again, we may write
Zα
i =
1√
2
(
xα
i + iyα
i
)
, (A13)
where x1
i, y1
i, . . . , xr
i, yr
i are real orthonormal vectors in the tangent space to Σ at p. We
obtain
LΛij =
r∑
α=1
λΛα (yα ∧ xα)ij . (A14)
Consider, first, the case r > m. Then there exists at least one Killing field φi in the
collection whose derivative, Lij , at p is not a simple bivector, and such that no linear
combination of the other Killing fields in the collection can be added to φi so as to make its
derivative at p be a simple bivector. By arguments similar to the above case where m = 1,
one can then show that the orbits of φi in a neighborhood of p are homotopic to a point.
Thus, for a trivial group action, the case r > m cannot occur.
In the case r = m, we can find a basis of φΛ
i where each LΛij is a simple bivector (i.e., we
can diagonalize λΛα). Furthermore, we can rescale the Killing fields so that each bivector
has unit coefficient, i.e., we have
LΛij = (yΛ ∧ xΛ)ij , (A15)
where it is understood that no sum over Λ is taken. In Riemannian normal coordinates
(xΛ, yΛ, zµ) associated with the orthonormal basis (xΛ
i, yΛ
i, zµ
i), the Killing fields φΛ
i take
the form
φΛ
i = xΛ
(
∂
∂yΛ
)i
− yΛ
(
∂
∂xΛ
)i
, (A16)
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where, again, no sum over Λ is taken. We can again define polar coordinates
tanφΛ = yΛ/xΛ ,
(
ρΛ
)2
=
(
xΛ
)2
+
(
yΛ
)2
, (A17)
so as to put the metric in the form (12). The smoothness of the metric components in the
coordinates (t, xΛ, yΛ, zµ) then imply the axis regularity conditions stated in section II.
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