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ABSTRACT
Despite the advances in technology, the traditional standard of practice of
measuring velocities in open channels relies on the historically proven
methodology that was primarily focused on accurately determining the
discharge of streams and rivers. The traditional standard of practice relies
on time-averaged stationary measurements and transect measurements
(performed for cross sections roughly perpendicular to the flow) to describe
complex hydraulic processes.
This research seeks to understand a longitudinal acoustic Doppler current
profiler (ADCP) measurement approach as an alternative to the present
ADCP measurement practice (collecting stationary measurements or
measurements along transects). The growing need for precisely interpolated
velocities at all points throughout a river reach necessitates a more spatially
diverse approach to data collection.
The author explores the hypothesis that longitudinal measurements can
predict velocities for a river reach scale more effectively than collecting
stationary measurements or measurements along transects. More precise
velocity mapping for river reaches could have a direct impact on
engineering topics such as determining areas of scour and deposition,
estimating habitat suitability, calculating dispersion of pollutants,
calibrating 2D and 3D hydrodynamic models, and more.
The following research objectives increase the understanding of the
longitudinal measurement approach in three specific areas: determining
depth-averaged velocity for locations in a river reach, extending velocity
interpolation to vertical velocity profiles, and utilizing the interpolated
velocities to estimate bed shear stress for a river reach.
The first research objective focusing on exploring depth-averaged velocity
for locations in a river reach presents interpolated transect and longitudinal
velocities and compares them to the known transect and stationary data.
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The two main variables explored to compare the data collection methods
were data density and data collection effort. Data density was determined
by theoretical transect spacings, which correspond to the standard practice
of interpolating between transect measurements to determine
depth-averaged velocities for an entire river reach. The transect spacing
was defined in terms of dimensionless RiverWidths to allow the results
from this research to be scaled to rivers of different sizes. For each data
density (denoted in RiverWidths) that was investigated, the data
collection effort time was determined for the transect and longitudinal data
collection methods. It was very important to ensure equivalent
measurement time (defined in this research as data collection effort time)
and effort for all comparisons to present an accurate comparison of the
stationary, transect, and longitudinal data collection methods.
The results from this research objective indicate that the longitudinal
interpolated velocities match the known data and mimic the cross section
velocity trend better than the interpolated transect depth-averaged
velocities. In addition, the interpolated longitudinal velocities were
analyzed to determine an optimal data density. The following
recommendations were developed to guide data collection efforts for
transect and longitudinal ADCP data to reduce the average absolute
relative error when interpolating depth averaged velocities.
1. The relationship between RiverWidth and the absolute relative error
implies an increase in error of 1% to 2% per RiverWidth for the
interpolated longitudinal depth-averaged velocities, and an increase in
error of 2.5% to 5% per RiverWidth for the interpolated transect
depth-averaged velocities.
2. The absolute relative error for interpolating longitudinal velocities is
the same as for interpolating between transects when the longitudinal
measurement passes are the same distance apart as the transects.
3. An increase in the average absolute relative error from 0.1% to 0.4%
per meter spacing between longitudinal measurement passes was
observed for the Pecatonica and St. Joseph rivers.
The second research objective explores using transect and longitudinal
ACDP measurements to interpolate velocities throughout the water
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column. Both dimensionless depth layers (which favor interpolating in
layers that utilize velocities in similar positions in the water column) and
elevation-difference defined depth (horizontal layering) were explored to test
the effect of channel shape on velocity interpolation.
In general, the difference between velocities interpolated using
dimensionless depth versus elevation defined depth was less significant than
the difference between interpolated velocities developed using the
longitudinal data collection technique as opposed to the transect data
collection method. The following observations provide guidance for using
transect and longitudinal ACDP measurements to interpolate velocities
throughout the water column.
1. The longitudinal measurement technique is a better alternative to
interpolation between transect measurements for describing velocities
at various depths and locations in a river reach.
2. The dimensionless depth layering approach is marginally better than
layering by elevation difference (horizontal) for river reaches with
significant bathymetric variation.
The final research objective presents potential hydraulic applications for
the depth-averaged velocities and vertical velocity profiles. Many hydraulic
applications including: determining habitat suitability, characterizing
secondary flow, estimating dispersion, determining bed shear stress, and
others may benefit from ADCP data collection utilizing the longitudinal
method along with the stationary and transect-focused methodology.
This research objective focused on using the dimensionless depth velocity
profiles developed by the previous research objective to estimate the bed
shear stress. Bed shear stress is an important hydraulic parameter that
affects deposition and scour, which directly impact navigation (among other
things) in open channel flow. The following information can be gleaned
from the bed shear stress estimates developed using the interpolated
dimensionless depth longitudinal vertical velocity profiles.
1. Areas where the bed shear stress estimates were small were consistent
with the low moving-bed velocities determined for the studied rivers.
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2. There is significant error in the bed shear stress estimates in areas
with complex bathymetry, which is consistent with the increased error
observed in the vertical velocity profiles.
3. The error in the bed shear stress estimates suggests that longitudinal
ADCP measurements should be used with caution in areas of complex
bathymetry.
Overall, this research concludes that the longitudinal data collection
approach is very useful for generating depth-averaged velocities and vertical
velocity profiles, and has significant value as an important tool for a
hydrologist’s toolbox to better solve complex open channel flow problems.
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CHAPTER 1
INTRODUCTION
1.1 Background and Motivation
One of the grand challenges facing hydrologists is to understand the spatial
variability and complexity of in-stream processes. Historically, most
hydrologic measurements have been spatially sparse, with data providing
detailed description of a small number of points or cross sections of a
stream. The history of hydrometry clearly shows that the measurement of
streamflow is the driving force leading to much of the current practice of
hydrometry. The value of a time series record of streamflow for a variety of
scientific and engineering questions has been recognized for decades
(Kolupaila, 1961).
However, determining a time series of discharges is not a trivial task
because of the time required to make an accurate measurement of the
volumetric flow rate or discharge. What has been done for over a century is
to make concurrent measurements of the discharge and water surface
elevation (stage) at a fixed location and use the measurements to develop a
graphical or mathematical relation between the stage and discharge. This
relation is called the rating curve. Because a variety of in-stream processes
can alter the stage-discharge relation (Herschy, 2009; Kennedy, 1984;
Schmidt & Yen, 2008), measurements must continue to be made routinely
to evaluate the uncertainty in the rating and to update the rating as
indicated by the data. Furthermore, decades of experience and research
have shown that the selection of the measurement cross section plays a
crucial role in the uncertainty of the discharge record. A measurement
section perpendicular to the flow in a straight, uniform reach is desired to
reduce errors in the measurement. In addition, a measurement section that
is narrow (resulting in higher velocities) and uniform (minimizing secondary
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currents) reduces the uncertainties in the measurements (Herschy, 2009;
Rantz, 1982). As a result, the sections that are best suited to provide the
most accurate measurement of discharge often are not representative of the
adjacent reaches of the stream.
Over the years, interest in other in-stream processes resulted in the
measurement of additional parameters. Because the streamflow is the
primary factor affecting the transport and dispersion of constituents carried
by the flow and interactions with the stream bank, it was logical to
co-locate the measurements of other constituents and processes at the
streamflow monitoring stations. Hence, many hydrometric measurements
are measured along cross sections, even when advances in instrumentation
may allow alternative measurement and analysis approaches.
The end result of these factors is that hydrometric data tend to provide
detailed information obtained from many repeated measurements at a small
number of locations, which often are not representative of the reach.
However, in order to understand the fluxes, transformation, and stores of
flow and constituents carried by the flow, data are needed over the entire
reach being studied. Because such data are rarely available, hydrologists
rely on interpolation schemes or other numerical models to fill in the gaps
and provide estimates of the behavior between sampling locations.
1.1.1 Historical Literature
Decades of experience and research have shown that the selection of the
measurement cross section plays a crucial role in the uncertainty of the
discharge record (Herschy, 2009). A measurement section perpendicular to
the flow in a straight, uniform reach is desired to reduce errors in the
measurement. Furthermore, a measurement section that is narrow
(resulting in higher velocities) and geomorphologically uniform (minimizing
secondary currents) reduces the uncertainties in measurements. Similarly,
the duration of the velocity measurements strongly influences the
uncertainty in the measurements. Although common practice for making
static velocity measurements is to measure for 40 s, Herschy (2009)
recommends a minimum time of 60 s and measuring for at least 3 min when
the velocity is subject to short-term variations or pulsations.
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To perform velocity-area measurement of discharge, velocities are
measured at one or more points on each of 20 to 30 (the number varies
based on the river size) verticals spaced across a cross-section of a channel.
Time-averaged velocities from each point are used to estimate the
depth-averaged velocity, which is then used with linear numerical
integration to determine the discharge. If velocities are desired at verticals
other than the measurement verticals, they are determined by interpolation
between verticals, thereby introducing uncertainty into the velocity
estimation.
1.1.2 Acoustic Doppler Current Profilers
Acoustic Doppler current profilers (ADCPs) simultaneously measure the
depth and velocity of the water relative to the instrument. ADCPs (such as
the Sontek M9 or the TRDI Rio Grande) use sound pulses from four or five
beams at known angles (typically 20 to 25 degrees from the vertical) with
respect to the base of the instrument. By measuring the frequency shift
from the returning sound waves and combining the information with the
known orientation, speed, and direction of the instrument (using internal
compass, gyroscope, and velocimeter), the ADCP is able to determine the
direction and location of each sound beam and the component of water
velocity in the beam direction within the beam area.
All of the instruments contained within the ADCP (compass, gyroscope,
velocimeter, etc.) rely on a benchmark location to reference. That location
is determined differently using bottom-tracking or global positioning system
(GPS), specifically the generalized gradient approximation (GGA) or vector
track and speed over ground (VTG), modes of ADCP operation.
Bottom-tracking assumes a fixed stream bed and uses long-range pulses
returning from the bed and a known starting location to serve as the
reference. This is the preferred data collection when no moving bed is
detected (Mueller, Wagner, Rehmel, Oberg, & Rainville, 2013). Moving-bed
conditions cause location error in the bottom-tracking location reference,
because the bed is not stationary compared to the reference frame of world
coordinates. GPS can provide better location for the ADCP instrument
when moving-bed conditions are present. GGA-GPS is a location reference
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that utilizes differential correction, but issues arise near bridges, buildings,
or dense vegetation cover (Mueller et al., 2013). VTG-GPS determines
GPS-calculated velocities that do not require differential correction, but are
susceptible to error in areas with poor or intermittent satellite coverage
(Mueller et al., 2013).
By knowing the component of water velocity in the direction of each
beam and the orientation of the beams, and by assuming that all the beams
are measuring the same “parcel” of water, the ADCP can determine 3D
velocity components. This assumption is referred to as “beam
homogeneity” or “flow homogeneity” in the literature (Mueller et al., 2007).
By subdividing the return signal based on the time between transmission of
the pulse and reception of the returned echoes (in a process called
“range-gating” (Gartner & Ganju, 2007)) the 3D velocity vectors can be
determined at different distances from the instrument. Coupling these data
with the orientation of the instrument at the moment the measurement was
made allows mapping the 3D velocities to an East-North-Up coordinate
system.
It is important to note the limitations and inability of the ADCP to
discern water velocities very close to the bed and close to the instrument
itself (referred to as the blanking distance). Within the optimal
measurement zone, ADCPs are able to discern water velocities at different
depths (called cells) within the water column. One complete set of
measurements (called an ensemble) consists of a set of velocities measured
at cells starting from the bottom of the blanking distance to the region of
side lobe interference (shown in Fig. 1.1 from Simpson, 2001) near the bed.
The blanking distance recommended by the USGS used for this study was
16 cm, which is consistent with a 1 MHz pulse coherent instrument platform
(Mueller, 2015). The M9 instruments normal mode of operation utilizes
smart pulse unless the instrument detects slow moving, shallow sections,
which may cause it to switch to pulse coherent. The pulse coherent
blanking distance was utilized to cover the potential data collection modes.
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 Figure 1.1: Typical Instrument Configuration and Data for ADCP Measurement.
The top layer includes the blanking distance and transducer depth. The bottom
layer is the region of side lobe interference (Simpson, 2001).
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1.1.3 Moving-Boat Measurements
The development of ADCPs facilitated the adoption of moving-boat
methods in which the instrument is slowly moved across the stream,
making numerous, closely spaced measurements along the transect.
Because the boat and water velocities are measured simultaneously, the
discharge for any measurement along the transect is the vector cross
product of the boat and water velocities times the depth (Gordon, 1989).
At the end of a transect, the total discharge through the transect section is
the sum of the discharges measured along the transect. Despite the ability
of these instruments to measure along any arbitrary path, analyses of the
uncertainty in the measurements indicated that the measurement precision
was improved and the directional bias decreased by making multiple repeat
measurements along a single transect that is roughly perpendicular to the
flow (Mueller et al., 2013; Oberg & Mueller, 2007).
Discharge measurement protocols specify averaging multiple repeat
measurements along a transect and examining the variance of these
measurements to quantify the precision (Mueller et al., 2013). Repeat
measurements are recommended because ACDP measurements of a vertical
are fast compared to the time for large-scale turbulence structures to pass
(C. M. Garcia, Tarrab, Oberg, Szupiany, & Cantero, 2012).
It is possible that the fast measuring time results in measurements at any
vertical that are not representative of the time-averaged velocity in the
vertical because of turbulent fluctuations. Gonzalez-Castro, Ansar, and
Kellman (2002) described the relationship between discharge measured with
a fixed ADCP versus discharge measured using multiple repeat
measurements along a transect. Oberg and Mueller (2007) did a similar
discharge comparison analysis using laboratory measurements and then
performed an extensive field validation, which demonstrated that
measurement duration is more important than the number of transects for
reducing the uncertainty of the ADCP streamflow measurements.
For some open channel flow studies (such as geomorphologic or habitat
suitability or shear stress studies), discharge may not be the primary
parameter of concern for river reach surveys. However, the data collection
schemes still often consist of repeated measurements at a series of
pre-defined cross sections, resulting in high-density data along a set of
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widely-spaced cross sections. In order to understand the spatially varied
hydraulic behavior of flow in a reach, and also the fluxes and mixing of
constituents carried by the flow, data are needed over the entire reach being
studied.
Combining satellite positioning with ADCPs (as described above)
provides the opportunity to collect data, for conditions that are
approximately steady, independent of any fixed transects. Each vertical
measured by the ADCP contains the coordinates of that measurement,
along with the 3D boat and water velocities referenced to world
coordinates. This means that the velocity field can be measured for any set
of paths or points spanning a river reach and the data can then be
post-processed to estimate the depth, velocity, and other hydraulic
parameters at any location in a reach based on the nearby measurements.
1.2 Rationale
Many hydraulic parameters, such as velocity, vary spatially within a river
reach. Because the spatial variability needs to be determined, models are
utilized to estimate velocities based on the information that is known.
Hydraulic parameters such as discharge, habitat suitability indices,
dispersion, and shear stress, are generally modeled using 2D models. The
velocities and stage are used as input parameters to the model, and the St.
Venant equations and calibration parameters (such as roughness) provide
model results of the hydraulic parameters of interest for a river reach.
Because ADCP data collection generally consists of transect or stationary
measurements, model validation occurs at places along a reach where
transect data are available.
Longitudinal measurements are taken along paths that are approximately
parallel to the riverbanks. These measurements provide some spatial
coverage throughout the entire reach in lieu of denser measurements at
discrete transect locations. Using appropriate interpolation techniques, it is
hypothesized that longitudinal measurements can be combined to provide a
better description of velocity throughout a river reach for certain hydraulic
applications.
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1.3 Literature Describing the Use of Different Types of
ADCP Measurements
This research seeks to understand the longitudinal ADCP measurement
technique as compared with time-averaged stationary and transect ADCP
measurements. The following research has explored each of the
aforementioned measurement techniques.
1.3.1 Comparing Transect and Stationary Measurements
The following researchers have contributed to the examination and
comparison of moving-boat (transect) and stationary measurements to
determine mean velocity and velocity profiles for open channel flow. Muste,
Yu, and Spasojevic (2004), Muste, Yu, Pratt, and Abraham (2004), and
Szupiany, Amsler, Best, and Parsons (2007) examined velocity profiles from
moving-boat and stationary measurements.
Muste, Yu, and Spasojevic (2004) provide a discussion of the effects of
turbulence on moving-boat (transect) measurements as compared to
stationary measurements. Guerrero and Lamberti (2011) determined the
time scale of turbulence in the Po River and used that and an average boat
velocity to develop a moving spatial window to perform a spatial average
on the data. Petrie (2013) examined stationary and transect measurements
and suggested a hybrid approach to estimate hydraulic parameters. While
not explicitly stated in these papers, the results indicate the potential of
substituting a spatial average for the temporal averaging recommended by
Muste, Yu, and Spasojevic (2004) and Stone and Hotchkiss (2007).
1.3.2 Atypical Transect Measurement Collection
As described above transect measurements are typically collected along
cross sections roughly perpendicular to the flow. Orienting measurement
passes perpendicular to the flow provides the most precise estimate of
discharge through a cross section. Other orientations of ADCP
measurement passes are increasingly being used by researchers.
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Dinehart and Burau (2005b) used repeated ADCP measurements over a
serpentine survey path to determine the bathymetry and velocity and
explore the tidal effects of a 300 m reach of the Sacramento River. Rennie
and Church (2010) performed zig-zag transects on the Fraser River to
determine the depth-averaged velocity, shear velocity, and apparent bed
load velocity. Williams et al. (2013) used zig-zag transect velocities
measured for a braided river to compare to a theoretical hydraulic flow
model. Flener et al. (2015) collected data along zig-zag transects with extra
measurement coverage to describe the 3D flow velocity of the Pulmanki
River in Finland. Their research is particularly interesting because they
were concerned with spatial data coverage as opposed to strict adherence to
a measurement path.
1.3.3 Longitudinal Measurement Collection
Other public and private entities are collecting longitudinal measurements
in addition to the traditional stationary and transect measurements. Jack
“Trey” Grubbs of Suwannee River Water Management District provided
data on the Santa Fe River, and Jackie van Bosch of the Water and
Sanitation Department of the Republic of South Africa provided data on
the Wilge River for this research, collected using the longitudinal data
collection methodology. WaterCube (2015) is a private firm that routinely
collects longitudinal data as part of hydraulic analysis. In addition, the
USGS collected longitudinal and transect measurements on the Mississippi
River during November 2010 and April 2011 (Jackson, 2017). These
measurements serve as examples of the functionality for the Velocity
Mapping Toolbox (VMT) described in Parsons et al. (2013). It should be
noted that the data mentioned above are not presented in this document,
but investigations into these datasets informed the primary data collection
efforts described below.
1.4 Case Study Areas
Two primary datasets are used in this research: (1) data were collected on
the Pecatonica River in Freeport, Illinois and (2) data were collected on the
9
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Figure 1.2: Pecatonica River Study Reach (UTM coordinates are shown).
St. Joseph River in Berrien Springs, Michigan.
These rivers feature varied geometry and bathymetry including
meanders, narrower and deeper sections, some deposition and debris, and
other typical river topological features. Figs. 1.2 and 1.3 illustrate an aerial
view and some overall details of the study area reaches. The aerial
photographs and maps were provided courtesy of the Environmental
Systems Research Institute (ESRI, 2017).
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Figure 1.3: St. Joseph River Study Reach (UTM coordinates are shown).
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1.5 Data Collection and Processing
The following three types of ADCP data were collected simultaneously
throughout the measurement period.
• Stationary ADCP Data: Stationary data were collected by anchoring
the instrument at various points near transect locations. A minimum
time of 10 min (time estimate chosen using guidance from Muste, Yu,
Pratt, & Abraham, 2004 to account for flow fluctuations and
turbulence) was used for the measurements.
• Transect ADCP Data: Transect data were collected along cross
sections oriented approximately perpendicular to the flow direction
spaced throughout the reach. The locations of the transects were
chosen to adequately capture important hydraulic features of the
rivers. Additionally, the distance between transects and ease of access
for measurement factored into the location selection. For the purpose
of this research, data from one transect refers to all measurement
passes taken at the transect location. At least four measurement
passes representing a minimum of 720 s (following USGS guidance
Mueller et al., 2013) were collected at each transect location.
• Longitudinal ADCP Data: Longitudinal data were collected for the
study area by completing multiple upstream and downstream passes
parallel to the river banks. A variety of cross stream positions in the
river were chosen for the longitudinal measurement passes.
Figs. 1.4 and 1.5 show the boat tracks for the stationary, transect, and
longitudinal data during the measurement period. Table 1.1 gives some
basic details regarding the study reaches.
1.5.1 Primary Data Collection Methodology
The primary goal of this research was to effectively quantify the difference
between the longitudinal and transect data. Stationary data were used as
an estimate of the truth for comparison between the others. To ensure a
period of near-steady flow conditions, it was decided that multiple ADCPs
would be used to collect the different types of data concurrently.
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Figure 1.4: Pecatonica Measurement Paths: Blue indicates longitudinal, red
indicates transect, and yellow indicates stationary (UTM coordinates and river
stations are also shown).
Table 1.1: General River Reach Characteristics
Characteristic Pecatonica St. Joseph
River River
Date 7.21.2017 7.23.2017
Discharge (m3/s) 90 85
Mean Width (m) 40 90
Reach Length (m) 280 550
Maximum Depth (m) 9 3
Maximum Depth-Averaged Velocity (m/s) 1.5 2
Mean Depth-Averaged Velocity (m/s) 0.75 1
Number of Transects 11 8
Number of Longitudinal Passes 25 30
13
!!
!
!
!
!
!
!
!
!
!
50
550500450400
350
300
250
200
150
100
 Source: Esri, DigitalGlobe, GeoEye, Earthstar Geographics,CNES/Airbus DS, USDA, USGS, AeroGRID, IGN, and the GIS UserCommunity
555000
555000
555200
555200
555400
555400
464
500
0
464
500
0
464
520
0
464
520
0
Flow Direction
Transect 1
Transect 4
Transect 2
Transect 3
Transect 5
Transect 6
Transect 7 Transect 8
Figure 1.5: St. Joseph Measurement Paths: Blue indicates longitudinal, red
indicates transect, and yellow indicates stationary (UTM coordinates and river
stations are also shown).
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To capture a period of constant flow conditions, all of the data were
collected in a relatively short (8 h for the Pecatonica and 5 h for the St.
Joseph) period on July 21 and July 23, 2017. USGS Gage No. 05435500,
located in the middle of the Pecatonica reach, reported a stage difference of
6 cm and discharge difference of 4.81 cumecs during the measurement
period. The official data collection at the Berrien Springs Dam located 1
km upstream of the St. Joseph collection reach reported a stage difference
of 6 cm. The variability in discharge, determined by analyzing the transect
data, was approximately 9 cumecs during the measurement period.
Table 1.1 lists the average width of both rivers during the measurement
period. Assuming the width to be relatively constant, a conservative
estimate of the change in cross sectional area for each river during the
period is calculated in Eq. 1.1.
∆Area = Width×∆Depth. (1.1)
The change in area for the Pecatonica River was 2.4 m2 and the change
for the St. Joseph River was 5.4 m2. Combining the relationship for
discharge and change in area (presented in Eq. 1.2), it follows that over the
measurement period, the approximate change in velocity for the Pecatonica
River was 0.03 m/s and that for the St. Joseph River was 0.03 m/s. Both
of the calculated changes in velocity are significantly less than the standard
deviation of the time-averaged stationary measurements (presented in
Table 1.2).
∆V elocity = (
∆Discharge+MeanDischarge
∆Area+MeanArea
)−MeanV elocity (1.2)
where the MeanArea, determined from the bathymetry collected by the
ADCPs, was 115 m2 (near the USGS Gauge location) for the Pecatonica
River and 80 m2 (near Transect 5) for the St. Joseph River. The
MeanDischarge is listed in Table 1.1, and the MeanV elocity is
determined by dividing the MeanDischarge by the MeanArea.
In addition, it is important to consider that the transect data collected at
each individual transect were collected within a 15 to 30 min period (with
travel and setup time between transects). The most upstream transect was
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collected at the beginning of the measurement day, and the data collection
progressively moved to the most downstream transect at the end of the
measurement day. Conversely, the longitudinal measurements were
collected for the entire river reach throughout the 8 h (for the Pecatonica)
or 5 h (for the St. Joseph) data collection day. Therefore, the 6 cm change
in stage (over the course of the measurement day) affects the longitudinal
measurements more than the much smaller stage fluctuations that occur in
the 15 to 30 min data collection window for each of the individual transect
measurements.
The drawback to collecting the data concurrently was the need to use
multiple ADCP instruments. To minimize the impact of differences
between the instruments, a compass calibration was performed together for
all instruments at the beginning of the measurement day. All of the
instruments passed the calibration test each day (compass error less than 2
degrees, as recommended by the manufacturer).
Compass errors tend to be significant during measurement passes in
which the boat and instrument quickly change direction. Longitudinal
passes, by design, go with the flow, thereby preventing abrupt rotation of
the instrument. The overall compass error is also reduced by using four
ADCPs, because the errors in each instrument are statistically independent.
To help mitigate the possible impacts of instrument bias, no specific
instrument was assigned to a specific measurement type during the
measurement period. By using different instruments for different
measurement types, the impacts of any possible instrument bias were
minimized.
1.5.2 Sampling Details
All M9 instruments collected data at a sampling frequency of
approximately one sample per second using differential GPS. The bin size
for each measurement pass was allowed to vary approximately between 5
cm and 20 cm. All instruments used to collect transect and longitudinal
data were mounted on the stern of kayaks using identical custom-designed
ADCP mounts. The stationary measurement ADCP was deployed on a
Sontek HydroBoard held in place by an anchor on the stream bed. Fig. 1.6
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shows pictures of the kayak and HydroBoard-mounted ADCPs used for the
data collection.
The measurement procedure for the longitudinal measurements was to
have the data collector float down the river with the current (paddling
minimally to remain parallel to the river banks). The upstream
measurements were performed by the data collector holding on to the port
or starboard side of a motorboat (near the bow to avoid wake effects from
the motor).
An intentional effort to maintain boat velocities equivalent to or less than
the water velocities was made to minimize measurement disturbance from
excessive padding or the motor boat. This was accomplished during
downstream passes by having the data collector float with the current.
Boat velocities for upstream passes were monitored by the motor boat
captain to keep them as close to the downstream passes as possible.
The transect measurements were performed using a kayak by pointing
the kayak mostly upstream and paddling between two marked points on
both river banks (the marked points were chosen using areal imagery and
staked out prior to data collection). By paddling just harder than the
current, the data collector ensured the boat velocity for these
measurements was similar to the water velocity. The maximum boat and
water velocities for the Pecatonica and St. Joseph rivers were
approximately 1.5 and 2.0 m/s, respectively, and the average velocities were
0.75 and 1 m/s, respectively for each river.
1.5.3 Data Pre-Processing
The raw ADCP data from each instrument were pre-processed to eliminate
outliers and further reduce any systemic differences caused by using
multiple instruments. As part of the pre-processing step, data with boat
velocity greater than 2.5 m/s, few GPS satellites (fewer than four), or poor
GPS quality were discarded from the analysis. The ADCP data met the
DGPS position standards or better, implying position errors less than 1 m.
In addition, the ship track locations were plotted to check for and remove
outliers.
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Figure 1.6: Pictures of the Kayak Stern-Mounted and HydroBoard-Mounted
ADCPs
1.5.4 Moving-Bed Methodology
According to Mueller et al. (2013), a moving-bed test must be performed
during measurement events to ensure that the correct location and velocity
reference (either bottom-track, GGA-GPS, or VTG-GPS) is used to account
for potential error caused by sediment transport near the bed. Mueller et
al. (2013) states, “A moving-bed test consists of a valid loop moving-bed
test or a stationary moving-bed test. The stationary moving-bed test must
be made at the location in the measurement section expected to have the
highest potential for a moving bed”(p. 53). The moving-bed velocity can
be estimated by analyzing the bottom tracking change in location over the
measurement time period for stationary measurements. Following this
guidance, the moving-bed velocities are presented in Table 1.2 below, along
with a percentage error for each stationary measurement location.
The mean moving-bed velocities presented in Table 1.2 were less than the
standard deviation of the stationary velocity data, which suggests that the
effect from moving-bed bias is less than the effect of other sources of error.
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Table 1.2: Moving-Bed Velocity Estimation for Stationary Measurements
Transect Distance Bottom Tracking Calculated Percentage
Number from River Mean Standard Distance Traveled Measurement Moving Bed Error
Centerline Velocity Deviation Upstream Duration Velocity
(m) (m/s) (m/s) (m) (s) (m/s)
Pecatonica River
4 5 0.712 0.052 2.62 1,500 0.002 0.25%
5 3 0.987 0.047 3.79 1,812 0.002 0.21%
5 12 0.752 0.051 2.99 1,583 0.002 0.25%
7 −2 0.617 0.086 3.48 2,169 0.002 0.26%
7 0 0.676 0.080 3.83 1,476 0.003 0.38%
7 1 0.686 0.077 5.09 1,776 0.003 0.42%
8 3 0.727 0.088 4.39 1,403 0.003 0.43%
Absolute Minimum 0.047 0.002 0.21%
Absolute Maximum 0.088 0.003 0.43%
Average 0.073 0.002 0.31%
St. Joseph River
5 −19 0.943 0.063 10.18 1,601 0.006 0.67%
5 2 1.142 0.058 0.64 1,645 0.000 0.03%
7 −20 0.875 0.077 7.08 1,584 0.004 0.51%
7 3 1.002 0.065 0.60 1,657 0.000 0.04%
Absolute Minimum 0.058 0.000 0.03%
Absolute Maximum 0.077 0.006 0.67%
Average 0.066 0.003 0.31%
In addition, the variability of the estimated moving-bed velocity is 0.1 cm/s
among the Pecatonica River stationary measurement locations and 0.6
cm/s among the St. Joseph River stationary measurement locations. This
variability is less than the average standard deviation, 7.3 cm/s for the
Pecatonica River and 6.6 cm/s for the St. Joseph River, of the mean
velocities, which suggests that the moving-bed conditions are spatially
consistent in the middle of the river reaches.
The area where the moving-bed tests were performed (and stationary
measurements collected) represents the most hydraulically and
bathymetrically complex part of the study reaches. Strong flow, eddy
currents, and a scour hole (for the Pecatonica River) were noted in the
areas where these moving-bed tests were performed. It is surprising that
moving beds were not significantly detected in these areas. However, as
stated in Mueller et al. (2013), moving-bed conditions may be present or
not present during different flow conditions observed on a river reach.
Mueller et al. (2013) suggests a moving-bed correction be applied to
velocities to prevent an underestimation of discharge. This USGS guidance
suggests that errors greater than 1% indicate that moving bed should be
considered. The errors for the stationary measurements presented in
Table 1.2 are considerably less than 1%. It is important to note this
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guidance is not perfectly applicable to this research, because the overall
purpose of this research is to compare stationary, transect, and longitudinal
measurement techniques, and not to calculate precise discharge for these
rivers.
Another option for mitigating for moving-bed conditions discussed in
Mueller et al. (2013) was to use the GGA-GPS location of subsequent
ensembles to calculate a GPS-referenced velocity. Although adding GPS
helps mitigate for moving-bed conditions, it does introduce location errors.
As stated before, DGPS was available for the data collected for this study,
which provides approximately 0.5 m precision. VTG-GPS is also an option.
While plotting the GGA versus VTG locations (VTG location determined
from an initial reference location) of the data, it was determined that the
VTG measurement tracks did not fit the known path of the river (as
verified by analyzing areal photographs).
Considering the factors in choosing the best velocity reference for these
datasets, the analysis presented in Table 1.2, and plotting the data
compared with areal photographs, it was determined that the potential
moving-bed bias from using bottom-tracking as the velocity reference was
less than the potential error introduced by GGA-GPS or VTG-GPS for
calculating the velocity. Thus, the bottom-track velocity serves as the
velocity reference for the data described in this research. GGA-GPS serves
as the best location reference.
The effect of moving-bed on longitudinal measurements is an interesting
and relevant topic to consider for rivers where moving bed is discovered.
There are published correction techniques for stationary and transect
measurements (such as the loop method Mueller et al., 2013) that cannot
be directly applied to longitudinal measurements, given that moving-bed
bias tends to follow the streamwise direction (as do longitudinal
measurement tracks). This research suggests that when deciding which
location and velocity reference is best for a dataset, a comprehensive
analysis be performed by comparing bottom-tracking, GGA-GPS, and
VTG-GPS against all known information (e.g., survey benchmarks, areal
imagery, and stationary velocity measurements).
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1.6 Purpose, Scope, and Research Hypotheses
This research aims to use the ADCP data detailed in previous sections to
understand the longitudinal ADCP measurement technique and compare
the accuracy and precision of using ADCPs to measure in longitudinal
paths in lieu of transect or time-averaged stationary measurements. More
precise velocity mapping for river reaches could have a direct impact for
engineering topics such as determining areas of scour and deposition,
estimating habitat suitability, calculating dispersion of pollutants,
calibrating 2D and 3D hydrodynamic models, and more. The research
objectives presented below will explore the use of the longitudinal
measurement technique to estimate velocities throughout a river reach.
Objective 1: Understanding depth-averaged velocities
interpolated from longitudinal measurements
The following hypotheses will be tested for Objective 1:
1. Interpolating velocities at specified locations is done more precisely by
interpolating longitudinal ADCP data in lieu of interpolating between
transect data taken upstream and downstream of the specified
location.
2. At certain data densities, the difference between interpolated transect
and longitudinal velocities is negligible.
3. An optimal data density can be determined based on the hydraulic
application being investigated.
Objective 2: Extend the longitudinal ADCP data exploration
to develop vertical velocity profiles
The following hypotheses will be tested for Objective 2:
1. Defining dimensionless depth layers for interpolation is more precise
than interpolating in horizontal depth layers for developing vertical
velocity profiles.
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2. Interpolating longitudinal data is more precise than interpolating
upstream and downstream transect data to create vertical velocity
profiles for river reaches.
Objective 3: Utilizing longitudinal measurements to explore the
spatial distribution of bed shear stress in a river reach
The following hypotheses will be tested for Objective 3:
1. Bed shear stress maps can be developed using longitudinal ADCP
data.
2. The uncertainty of the bed shear stress maps can be determined.
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CHAPTER 2
UNDERSTANDING DEPTH-AVERAGED
VELOCITY MAPS DEVELOPED FROM
LONGITUDINAL MEASUREMENTS
Longitudinal measurements are collected along paths that are
approximately parallel to the riverbanks. These measurements provide
some spatial coverage throughout the entire reach in lieu of denser
measurements at discrete transect locations. It is hypothesized that
longitudinal measurements can be combined to provide a better description
of depth-averaged velocity throughout a river reach than can be obtained
using data collected along multiple parallel transects. Depth-averaged
velocity is an important component for estimating hydraulic parameters
such as habitat suitability indices, and dispersion.
Mueller et al. (2013) suggest that the vertical velocity profile be
evaluated to determine an appropriate method to estimate velocities near
the surface and bed (unmeasured zones). For this research objective, a
power law approach was deemed sufficient to extrapolate velocities within
the unmeasured zones for each ensemble collected. The depth-averaged
velocity was calculated by integrating the velocity over the depth and
dividing by the flow depth (per guidance provided by Rhoads &
Kenworthy, 1998), including the extrapolated values within the unmeasured
zones. It was deemed essential for the purpose of comparing data collection
methods that screening criteria and extrapolation methods (power law) to
determine depth-averaged velocities remain consistent. The full velocity
profile is explored in Chapter 3.
2.1 Objectives & Hypotheses
The objective of this portion of the research is to examine the following
hypotheses:
1. Interpolating velocities at specified locations is done more precisely by
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interpolating longitudinal ADCP data in lieu of interpolating between
transect data taken upstream and downstream of the specified
location.
2. At certain data densities, the difference between interpolated transect
and longitudinal velocities is negligible.
3. An optimal data density can be determined based on the hydraulic
application being investigated.
2.2 Analysis
2.2.1 Spatial Average for Turbulence
As noted above, moving-boat ADCP measurements utilize greater spatial
coverage of velocity data in lieu of static velocity measurements averaged
over time. Using a box car or weighted spatial averaging technique to
reduce the effect of turbulent structures and flow disturbances is
documented in the literature. Tsubaki, Kawahara, Muto, and Fujita (2012)
utilized a depth-wise and temporal moving-average procedure as a
pre-processing step for ADCP data. Guerrero and Lamberti (2011) detail a
methodology that employs the normalized data mean and averaging time to
reduce the effect of turbulence on ADCP velocity data.
The turbulence structure observed by analyzing the stationary
measurement data has a characteristic period (defined as the time-averaged
velocity within five percent of the 10-min mean) of approximately 25 to 50
s for the Pecatonica River and 50 to 75 s for the St. Joseph River. The
average boat and water velocity for the measurements on the Pecatonica
River was approximately 0.75 m/s and the St. Joseph River average boat
and water velocity was approximately 1 m/s.
Following the guidance presented in Guerrero and Lamberti (2011), the
turbulence period and average boat/water velocity were combined to
determine a spatial averaging window of 25 m for the Pecatonica River data
and 50 m for the St. Joseph River data. The spatial averaging window was
utilized to perform a boxcar average on data collected within a moving 25
m (Pecatonica River) and 50 m (St. Joseph River) averaging window. It is
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important to note that both the spatially averaged data and raw data were
analyzed to investigate the impact of this smoothing step in creating the
interpolated velocity maps.
The averaging step in processing the data did not have a significant
impact (the averaged and non-averaged values were similar within one
standard deviation of the data) on the depth-averaged velocity results for
these rivers. Tsubaki et al. (2012) also noted that the averaging step did
not change the analysis significantly.
2.2.2 Interpolation Method
As mentioned above, ADCP data are typically collected at stationary
points (along transects) or at transects spaced throughout a river reach.
Interpolation methods need to be utilized to estimate the velocity at points
located between transects to develop a complete velocity map.
Literature describing the combination of atypical transect paths was
published by Dinehart and Burau (2005b) concerning measurements on the
Sacramento River. This study showed the limitation of interpolating
velocities and back-scatter intensity onto an orthogonal grid using a
triangular scheme to describe sediment transport. Andes and Cox (2017)
performed a comprehensive analysis comparing different interpolation
methods and their ability to accurately predict hydraulic features and
bathymetry. The best two methods suggested in their research were
rectilinear inverse distance weighting (IDW) and ordinary kriging (OK).
Tsubaki et al. (2012) employs an IDW method to interpolate
depth-averaged velocities. Jamieson, Rennie, Jacobson, and Townsend
(2011) and Rennie and Church (2010) suggest the use of kriging methods to
predict sediment flux and flow. Vennell and Beatson (2009) proposed using
a divergence-free radial basis function (RBF) interpolator to consider the
velocity vector as a whole, rather than interpolating velocity components
separately. Vennell and Beatson found that the divergence-free interpolator
has significant advantages for interpolating sparse data.
To maintain consistency with the literature listed above, the IDW, OK,
and RBF interpolation methods were explored for this research. OK
effectively accounts for the anisotropic nature of hydraulic structures and
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channel shape. Therefore, it was deemed superior to IDW. The DACE
toolbox (Lophaven, Nielsen, & Sondergaard, 2002) was utilized as the
preferred OK software. The toolbox has an optimization routine (for the
correlation parameters) that accounts for the anisotropic nature of
streamflow. Both UTM and streamwise coordinate systems were tested
using the OK toolbox. The optimization routine allowed the data to
determine the effect and direction of anisotropy, such that the results from
both the northing and easting simulation and streamwise coordinate
simulations were identical. RBF was investigated but did not produce
interpolation results consistent with OK and IDW.
In addition to interpolation methods, various grid sizes were investigated
to determine an appropriate resolution of the interpolated velocity maps.
Flener et al. (2015) mentions testing 1 to 4 m grid sizes on their similar
interpolation of ADCP data. They determined the optimal grid size to be
one of similar magnitude as the data collection effort but not smaller than
what allowed the simulations to be “computationally manageable” (Flener
et al.).
The effect of adjusting the grid size was consistent, regardless of what
measurement type was analyzed. Strictly speaking, larger or smaller grid
sizes did not favor longitudinal or transect interpolations when compared to
the other method; therefore, the grid size choice was based on
computational time and interpolation resolution. For the Pecatonica
reaches, grid sizes of 1 and 2 m were utilized, and for the St. Joseph River
reaches, grid sizes of 1 to 5 m were deemed the best choice for optimizing
the interpolation resolution while keeping the computational time
reasonable.
2.2.3 Data Density Literature
As mentioned before, numerical models are an important tool used to
simulate open channel flow for a given channel bathymetry. These
numerical models are often calibrated and validated using ADCP data
(transect or stationary). Transect data density (which determines model
resolution) can be described by the distance between transects. If transects
are evenly spaced with smaller distance between them, then there are more
26
data to validate numerical models (increasing the model resolution) than
evenly spaced transects with larger distance between them.
Early literature guidance regarding transect spacing was presented in
Samuels (1990), which recommends that the maximum distance between
transects should be no greater than 10 to 20 times the bankfull width for
the development and calibration of one-dimensional hydraulic models.
Simonson, Lyons, and Kanehl (1994) provided guidance regarding the
transect spacing required to quantify a fish habitat. According to Simonson
et al.,
The optimal number of transects varied with stream width;
approximately 13 transects, spaced every three mean stream
widths (MSW), were required on narrow streams (less than 5 m
wide), and approximately 20 transects, spaced every two MSWs,
were needed on wider streams (5 to 35 m wide). Spacing
transects in terms of MSW yields equal sample sizes regardless
of stream width, is easier to apply than random spacing, and is
logistically more reasonable than spacing transects at regular
intervals without regard for stream width. (p. 607)
The concept of using a dimensionless approach (similar to the MSW
presented in Simonson et al., 1994) appears in bathymetric-focused
literature regarding transect spacing. Legleiter, Kyriakidis, McDonald, and
Nelson (2011) examined the effect of uncertain bed topography on 2D flow
characteristics using 48 transects spaced approximately 0.22 dimensionless
MSW apart. Legleiter et al. conclude the following:
Uncertain topographic boundary conditions alone can thus lead
to model solutions that are potentially highly uncertain, and
uncertainties related to model structure and parameterization
could further exacerbate the inherent uncertainty associated
with flow model predictions. (p. 22)
Glenn, Tonina, Morehead, Fiedler, and Benjankar (2016) conclude that
the accuracy of bathymetric data derived by interpolating between transects
is not significantly dependent on the transect location or interpolation
method, but is highly correlated to transect spacing. They suggest that
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transects spaced further apart than three times the average bankfull width
significantly decrease the accuracy in interpolated bathymetric information.
Calibrating hydraulic models with various transect spacing is specifically
addressed in the following literature. Lane, Bradbrook, Richards, Biron,
and Roy (2000) developed 3D hydraulic modes for three different river data
sets (transect measurements) to investigate how model validation could be
performed with ADCP data. This model development exercise determined
that 3D flow structure could reasonably be described using a theoretically
modeled solution to the Navier–Stokes equations. Clifford et al. (2010) used
stationary instruments with a very dense measurement spacing (1 to 2 m
apart) to compare results from a 3D hydraulic model designed to predict
the “spatio–temporal dynamics of flow behavior”(p. 1033). Williams et al.
(2013) suggest that
However, assessing the predictions of numerical models based
upon flow observations at transects that are longitudinally
spaced at distances of more than one anabranch width can
produce observational data that do not incorporate spatially
varying flow features, particularly those at diﬄuences and
confluences where flow character changes relatively rapidly in
the streamwise direction. (pp. 5184–5185)
Other transect spacings are discussed based on the different hydraulic
application being described. Rheaume, Hubbell, Rachol, Simard, and Fuller
(2004) utilize dimensionless river width spacings of 1 to 4 to gather data
“to determine the volume, character, and size distribution of sediments in
the Otsego City impoundment” (p. 3) Gaeuman and Jacobson (2005) state
the following regarding ADCP transect spacing for different hydraulic
applications:
Transect spacing varies according to the spatial scale of the
habitat being mapped. For reach-scale mapping, transects may
be spaced as much as 100 meters apart (about 1/4 channel
width in the Lower Missouri River). Mapping at this scale is
generally intended to broadly quantify the availability of
different habitat types within a reach. A transect spacing of
about 10 meters (1/40 channel width for the Lower Missouri
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River) is typical for meso-scale habitat assessment, such as
mapping the depth and velocity fields over a single channel bar
or in a single eddy. Micro-scale habitat assessment consists of
mapping features on the scale of individual bedforms, and
requires a transect spacing of less than 5 meters. Transect
spacing for habitat assessment in most streams would clearly be
much smaller than those used on the Lower Missouri River,
which is among the largest rivers in the nation. (p. 3)
Rennie and Church (2010) chose a transect spacing of 0.25 channel
widths when mapping depth-averaged water velocity on a large river (5.5
km reach and 500 m wide). Jamieson et al. (2011) examined data collected
at different transect spacing specifically to describe complex hydraulic
behavior over a wing dike. They suggested that averaging data from
multiple distinct transects may provide a better spatial representation than
averaging from repeat measurements of the same transect.
2.2.4 Data Density Definition
Following the guidance from the literature, transect spacing (and data
density in general) was defined for this research using the dimensionless
distance (RiverWidth), as shown in Eq. 2.1.
RiverWidth =
Distance
MeanWidthofRiver
. (2.1)
The MeanWidthofRiver is given in Table 1.1 and represents the mean
bankfull width of the river during the measurement period. Utilizing the
dimensionless distance RiverWidth provides a method for comparing rivers
of different sizes that is consistent with the literature detailed above.
Table 2.1 gives the river station details and number of ensembles for the
transects measured on the Pecatonica and St. Joseph rivers. To test the
effect of transect spacing, different combinations of transect data (transect
data combination listed in Table 2.1) were used to develop interpolated
velocity maps at another transect location (transect being interpolated
listed in Table 2.1). The data collected at each transect location were then
used as validation for the interpolated velocity maps. The approximate
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Table 2.1: Transect Spacing Details
Transect Pecatonica River St. Joseph River
Number River Station Number of Ensembles River Station Number of Ensembles
(m) Per Transect (m) Per Transect
1 36 795 34 903
2 90 834 96 611
3 110 996 180 636
4 128 882 252 674
5 142 1,606 341 1,492
6 158 644 420 822
7 175 1,749 473 455
8 191 476 541 432
9 216 433 - -
10 255 555 - -
11 280 782 - -
Transect Data Transect Approximate Pecatonica Approximate St. Joseph
Combination Being Transect Spacing Transect Spacing
for Interpolation Interpolated (RiverWidth) (RiverWidth)
3,5 4 0.75 1.75
4,6 5 0.75 1.75
5,7 6 0.75 -
6,8 7 0.75 -
2,6 4 2 3
3,7 5 1.75 3.5
4,9 7 2.25 -
1,7 4 - 5
2,10 7 4 -
1,11 6 6 -
RiverWidth spacing was calculated for the different transect combinations
in Table 2.1.
The measurement frequency for all instruments was approximately 1 Hz,
and thus converting the number of ensembles into the measurement time
can be accomplished by dividing the number of samples by the
measurement frequency. The average number of ensembles per transect
measurement for both rivers was approximately 720 (which corresponds to
720 s, the minimum collection time suggested by Mueller et al., 2013). As
mentioned previously, one transect measurement refers to all data collected
at each transect location. Individual measurement passes (e.g., a
measurement path from the left bank to the right bank) is referred to as a
measurement pass in this research. To calculate the data collection effort
for each transect, it is important to consider the 720 s of measurement time,
travel time to each transect location, and setup time to ensure transect
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Table 2.2: Required Data Collection Effort Time for a Particular Transect
Spacing
Transect Pecatonica River St. Joseph River
Spacing Transect Required Data Collection Transect Required Data Collection
(River Spacing Number of Effort Spacing Number of Effort
Width) (m) Transects Time (min) (m) Transects Time (min)
0.25 10 28 890 23 24 760
0.5 20 14 440 45 12 380
0.75 30 9 285 70 7 255
1 40 7 225 90 6 190
1.25 50 6 190 113 5 160
1.5 60 5 160 135 5 160
1.75 70 4 130 160 4 130
2 80 4 130 180 4 130
2.5 100 3 95 225 3 95
3 120 3 95 270 3 95
3.5 140 2 60 315 2 60
4 160 2 60 360 2 60
5 200 2 60 450 2 60
6 240 2 60 540 2 60
locations are accurate. It was estimated that each transect required
approximately 20 min per transect for travel and setup. That implies that
each transect required approximately 1,900 s in total data collection effort.
The 1,900 s of data collection effort can be multiplied by the number of
transects required to achieve a certain RiverWidth spacing (or data
density) for a river reach. Table 2.2 details the required number of
transects and time needed to achieve a particular transect spacing for the
280 m Pecatonica and 550 m St. Joseph River reaches, assuming that 1,900
s of data collection effort is required per transect. The transect spacing in
RiverWidths is referred to throughout the remainder of this dissertation as
a dimensionless measure of data density.
2.2.5 Comparing Data Collection Effort
Data collection effort time as defined above can be used to compare the
longitudinal measurement technique with the transect technique. Table 2.2
estimates the measurement time required to achieve a desired transect
spacing (data density), acknowledging that as RiverWidth increases, the
resolution of the interpolated velocity maps decreases. In general, both
transect and longitudinal data require equal amounts of effort to process;
therefore, data collection effort time is an appropriate quantity to ensure an
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equivalent comparison between the data collection methods.
As stated in Table 1.1, 25 longitudinal measurement passes of varying
length and time were performed on the Pecatonica River reach, and 30
passes were performed on the St. Joseph River. To compare the
longitudinal results with transect results, a quantity of longitudinal data
needed to be selected that was equivalent to the required data effort
collection time listed for various RiverWidths in Table 2.2. To determine
the longitudinal data collection effort time, the number of ensembles in a
measurement pass (defined as one upstream or downstream measurement of
the river reach) was divided by the collection frequency (one ensemble per
second). Little additional setup time is necessary for longitudinal passes if
upstream and downstream passes are utilized.
Including the entire set of longitudinal passes for either river represents a
data collection effort time that is greater than the smallest transect spacing
listed in Table 2.2. Therefore, longitudinal data collection passes were
selected at random until a dataset was developed that corresponded to a
desired data collection effort time that was equivalent to those listed for
transects in Table 2.2. This random selection process was performed five
times, generating five different longitudinal interpolated velocity maps (at a
particular data density) for analysis. The results from all five interpolated
longitudinal velocity maps are presented in subsequent sections for
comparison to the transect interpolated velocities.
2.3 Results
2.3.1 Interpolated Velocity Plots
Interpolated velocity plots were developed for the transect combinations
listed in Table 2.1, which correspond to a particular data density given in
RiverWidths. Interpolated plots were also developed using randomly
selected longitudinal datasets (as described above) with data density
equivalent to the transect interpolated velocity plots.
Figs. 2.1 and 2.2 show examples of the interpolated velocity plots. The
full set of plots for all data densities listed in Table 2.1 is presented in
Appendix A. There are five interpolated longitudinal velocity plots
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(corresponding to each randomly developed dataset mentioned above) for
each data density. It is clear from these figures that there are significant
differences between the interpolated transect and longitudinal
depth-averaged velocities.
In general, the interpolated transect plots in Figs. A.1 to A.6 show
significantly less variation in velocity for all RiverWidths than the
interpolated longitudinal plots. This observation suggests that interpolating
velocities between upstream and downstream transects tends to produce an
average velocity plot as opposed to plots describing the spatial velocity
variation. In addition, the spatial velocity definition also decreases for all
interpolated plots as the RiverWidth increases. This decrease in variation
illustrates that as data density decreases (RiverWidth increases), the plot
resolution decreases and the interpolated velocities tend toward a constant
velocity value for all interpolation points within a river reach.
The interpolated longitudinal plots shown in Figs. A.1 to A.6 illustrate
velocity variation patterns that tend to follow the streamwise direction of
the rivers. This observation is consistent with manner in which longitudinal
data are collected in paths that are parallel to the river banks (in the
streamwise direction). It is notable that all five interpolated longitudinal
datasets produce different velocity plots. The variability and uncertainty
illustrated between each of the longitudinal plots are further explored in
subsequent sections of this dissertation.
2.3.2 Interpolated Velocity Comparison to Transect Data
To develop a quantitative understanding of the precision of the interpolated
plots presented in the previous section, the interpolated depth-averaged
velocities must be compared to known velocities. Figs. 2.3 and 2.4 show the
transect velocity data (individual measurement passes were interpolated to
the transect location) and the interpolated transect and longitudinal
velocities for different data densities (in RiverWidths). Appendix B
contains the full set of comparison plots for Pecatonica Transects 4–7 and
St. Joseph Transects 4 and 5. All plots are oriented in the downstream
direction. The standard deviation is also given for the transect data to
facilitate comparison with the interpolated velocities. In addition, the
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Figure 2.1: Interpolated Velocity Plots for Pecatonica Transect 6, River Station
150 to 170 (m): Transect location is labeled with a solid black line, plot colors
represent the magnitude of the downstream velocity component, black arrows
represent the velocity vectors, and the river stations are labeled on the river
centerline.
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Figure 2.2: Interpolated Velocity Plots for St. Joseph Transect 5, River Station
330 to 350 (m): Transect location is labeled with a solid black line, plot colors
represent the magnitude of the downstream velocity component, black arrows
represent the velocity vectors, and the river stations are labeled on the river
centerline.
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ADCP bathymetric data are given to help give context to the hydraulics of
the cross section being analyzed. There are five interpolated longitudinal
velocity lines (corresponding to each randomly developed dataset
mentioned above) for each data density.
Both the interpolated streamwise longitudinal and transect velocities
shown in Fig. 2.3 have significant error when compared to the transect data
for Pecatonica Transect 6. However, the interpolated longitudinal velocities
more closely mimic the cross section velocity trend (low velocities near the
banks and a maximum velocity of approximately 0.8 m/s in the center of
the channel). The interpolated transect streamwise velocities do not show
significant variation across the cross section.
For the St. Joseph Transect 5 comparison (Fig. 2.4), the interpolated
longitudinal velocities more closely match the transect data, often within
one standard deviation of the transect data. Conversely, the interpolated
transect velocities underestimate the velocity measured at the transect
location. As expected, the error between the interpolated velocities and the
transect data increases as the data density decreases (RiverWidth
increases).
The cross-stream velocity plots (Figs. 2.3 and 2.4) illustrate that there
are no significant transverse velocity patterns at these transect locations.
The cross-stream velocity components are small, making a clear comparison
between the interpolated longitudinal and transect velocities and transect
data difficult.
2.3.3 Comparison to Time-Averaged Stationary
Measurements
Another way to quantitatively assess the interpolated transect and
interpolated longitudinal depth-averaged velocities was to compare them to
time-averaged stationary velocities collected at locations on Transects 5 and
7 for the Pecatonica River and Transect 5 on the St. Joseph River. Fig. 2.5
presents an interpolated velocity comparison graphed on each cross section
(all plots are oriented in the downstream direction), and Tables 2.3, 2.4,
and 2.5 present statistics to compare each stationary measurement point to
the interpolated velocities developed using transect and longitudinal data.
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Figure 2.3: Comparison Plots Between Interpolated Velocities and Transect Data
for Pecatonica Transect 6. The plots are oriented looking downstream and the
water surface is located at Depth = 0.
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Figure 2.4: Comparison Plots Between Interpolated Velocities and Transect Data
for St. Joseph Transect 5. The plots are oriented looking downstream and the
water surface is located at Depth = 0.
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In Tables 2.3, 2.4, and 2.5, the relative error was calculated using Eq. 2.2,
and the time-averaged velocity determined at each stationary point is
assumed to be the true velocity value. The total velocity magnitude is used
for comparison in this Section, representing a two-norm vector comparison.
There are five interpolated longitudinal velocity lines (corresponding to
each randomly developed dataset mentioned above) for each data density.
RelativeError =
InterpolatedV elocity − TrueV elocity
TrueV elocity
(2.2)
Fig. 2.5 illustrates that the Pecatonica longitudinal interpolated
velocities generally match the time-averaged stationary velocities plus or
minus one standard deviation. In addition, the longitudinal values mimic
the cross section velocity trend recorded by the stationary data.
Conversely, the interpolated transect velocities for the Pecatonica River do
not fall within one standard deviation of the time-averaged stationary
velocities, do not match the cross section velocity trend, and consistently
underestimated the depth-averaged velocity.
For the St. Joseph River, the interpolated transect relative error is
similar to the longitudinal error. The interpolated longitudinal velocities
tend to overestimate the stationary velocity, whereas the interpolated
transect velocities underestimate the stationary velocity.
2.4 Discussion
2.4.1 Longitudinal Velocity Uncertainty
The bootstrap approach to randomly sampling longitudinal measurement
data to generate multiple datasets for interpolation creates the ability to
quantify the uncertainty for the longitudinal interpolated velocity plots
(Efron & Tibshirani, 1993). Figs. 2.6 and 2.7 illustrate the standard
deviation (of the interpolated longitudinal downstream component of
velocity at each grid point) among the randomly chosen longitudinal
datasets.
As seen in the interpolated velocity maps (Fig. 2.6), the highest standard
deviations for the longitudinal interpolation exist at Pecatonica Transects 6
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Figure 2.5: Interpolated Velocity Comparison (Plots oriented in the Downstream
Direction) with Stationary Measurements.
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Table 2.3: Pecatonica River Transect 5 Comparison Between Stationary
Velocities (Magnitude) and Interpolated Transect and Interpolated Longitudinal
Velocities
Offset Measured From River Centerline (m) 3 12
Time-Averaged Stationary Velocity (m/s) 0.99 0.75
Standard Deviation Stationary Velocity (m/s) 0.05 0.05
Interpolated Transect (0.75 RiverWidths) Velocity (m/s) 0.59 0.53
Interpolated Transect (0.75 RiverWidths) Relative Error −40.4% −29.6%
Interpolated Transect (1.75 RiverWidths) Velocity (m/s) 0.44 0.41
Interpolated Transect (1.75 RiverWidths) Relative Error −55.6% −45.8%
Interpolated Longitudinal Dataset 1 (0.75 RiverWidths) Velocity (m/s) 1.04 0.78
Interpolated Longitudinal Dataset 1 (0.75 RiverWidths) Relative Error 5.0% 3.1%
Interpolated Longitudinal Dataset 2 (0.75 RiverWidths) Velocity (m/s) 1.05 0.82
Interpolated Longitudinal Dataset 2 (0.75 RiverWidths) Relative Error 6.4% 8.2%
Interpolated Longitudinal Dataset 3 (0.75 RiverWidths) Velocity (m/s) 1.06 0.78
Interpolated Longitudinal Dataset 3 (0.75 RiverWidths) Relative Error 7.1% 3.8%
Interpolated Longitudinal Dataset 4 (0.75 RiverWidths) Velocity (m/s) 1.07 0.78
Interpolated Longitudinal Dataset 4 (0.75 RiverWidths) Relative Error 8.2% 3.6%
Interpolated Longitudinal Dataset 5 (0.75 RiverWidths) Velocity (m/s) 1.03 0.77
Interpolated Longitudinal Dataset 5 (0.75 RiverWidths) Relative Error 4.8% 2.3%
Interpolated Longitudinal Dataset 1 (1.75 RiverWidths) Velocity (m/s) 1.04 0.78
Interpolated Longitudinal Dataset 1 (1.75 RiverWidths) Relative Error 5.0% 3.1%
Interpolated Longitudinal Dataset 2 (1.75 RiverWidths) Velocity (m/s) 1.05 0.78
Interpolated Longitudinal Dataset 2 (1.75 RiverWidths) Relative Error 6.9% 3.9%
Interpolated Longitudinal Dataset 3 (1.75 RiverWidths) Velocity (m/s) 0.94 0.79
Interpolated Longitudinal Dataset 3 (1.75 RiverWidths) Relative Error −4.7% 4.8%
Interpolated Longitudinal Dataset 4 (1.75 RiverWidths) Velocity (m/s) 1.04 0.86
Interpolated Longitudinal Dataset 4 (1.75 RiverWidths) Relative Error 5.4% 14.7%
Interpolated Longitudinal Dataset 5 (1.75 RiverWidths) Velocity (m/s) 0.88 0.79
Interpolated Longitudinal Dataset 5 (1.75 RiverWidths) Relative Error −10.3% 4.2%
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Table 2.4: Pecatonica River Transect 7 Comparison Between Stationary
Velocities (Magnitude) and Interpolated Transect and Interpolated Longitudinal
Velocities
Offset Measured From River Centerline (m) −2 0 1 7
Time-Averaged Stationary Velocity (m/s) 0.60 0.67 0.68 0.75
Standard Deviation Stationary Velocity (m/s) 0.09 0.08 0.08 0.07
Interpolated Transect (0.75 RiverWidths) Velocity (m/s) 0.30 0.30 0.32 0.47
Interpolated Transect (0.75 RiverWidths) Relative Error −49.7% −54.8% −53.2% −37.2%
Interpolated Transect (2.25 RiverWidths) Velocity (m/s) 0.54 0.55 0.54 0.78
Interpolated Transect (2.25 RiverWidths) Relative Error −10.9% −18.7% −20.4% 4.8%
Interpolated Transect (4 RiverWidths) Velocity (m/s) 0.52 0.53 0.53 0.53
Interpolated Transect (4 RiverWidths) Relative Error −14.3% −21.4% −22.4% −28.7%
Interpolated Longitudinal Dataset 1 (0.75 RiverWidths) Velocity (m/s) 0.64 0.80 0.77 0.77
Interpolated Longitudinal Dataset 1 (0.75 RiverWidths) Relative Error 6.1% 19.2% 13.3% 2.7%
Interpolated Longitudinal Dataset 2 (0.75 RiverWidths) Velocity (m/s) 0.65 0.81 0.75 0.79
Interpolated Longitudinal Dataset 2 (0.75 RiverWidths) Relative Error 7.6% 21.2% 10.5% 5.7%
Interpolated Longitudinal Dataset 3 (0.75 RiverWidths) Velocity (m/s) 0.63 0.74 0.73 0.78
Interpolated Longitudinal Dataset 3 (0.75 RiverWidths) Relative Error 4.2% 9.7% 7.6% 3.7%
Interpolated Longitudinal Dataset 4 (0.75 RiverWidths) Velocity (m/s) 0.64 0.73 0.74 0.77
Interpolated Longitudinal Dataset 4 (0.75 RiverWidths) Relative Error 6.4% 9.0% 8.8% 3.4%
Interpolated Longitudinal Dataset 5 (0.75 RiverWidths) Velocity (m/s) 0.77 0.73 0.74 0.80
Interpolated Longitudinal Dataset 5 (0.75 RiverWidths) Relative Error 27.2% 9.3% 8.0% 7.1%
Interpolated Longitudinal Dataset 1 (2.25 RiverWidths) Velocity (m/s) 0.60 0.71 0.72 0.72
Interpolated Longitudinal Dataset 1 (2.25 RiverWidths) Relative Error −1.3% 5.9% 5.8% −3.8%
Interpolated Longitudinal Dataset 2 (2.25 RiverWidths) Velocity (m/s) 0.67 0.73 0.74 0.67
Interpolated Longitudinal Dataset 2 (2.25 RiverWidths) Relative Error 10.1% 9.4% 8.6% −11.1%
Interpolated Longitudinal Dataset 3 (2.25 RiverWidths) Velocity (m/s) 0.70 0.76 0.73 0.71
Interpolated Longitudinal Dataset 3 (2.25 RiverWidths) Relative Error 16.5% 14.0% 7.1% −4.8%
Interpolated Longitudinal Dataset 4 (2.25 RiverWidths) Velocity (m/s) 0.71 0.70 0.73 0.73
Interpolated Longitudinal Dataset 4 (2.25 RiverWidths) Relative Error 16.8% 3.9% 6.7% −2.9%
Interpolated Longitudinal Dataset 5 (2.25 RiverWidths) Velocity (m/s) 0.66 0.55 0.59 0.79
Interpolated Longitudinal Dataset 5 (2.25 RiverWidths) Relative Error 9.9% −17.8% −12.7% 5.9%
Interpolated Longitudinal Dataset 1 (4 RiverWidths) Velocity (m/s) 0.22 0.80 0.81 0.84
Interpolated Longitudinal Dataset 1 (4 RiverWidths) Relative Error −62.9% 20.2% 19.0% 11.8%
Interpolated Longitudinal Dataset 2 (4 RiverWidths) Velocity (m/s) 0.67 0.59 0.63 0.63
Interpolated Longitudinal Dataset 2 (4 RiverWidths) Relative Error 9.9% −11.8% −7.1% −15.7%
Interpolated Longitudinal Dataset 3 (4 RiverWidths) Velocity (m/s) 0.51 0.53 0.50 0.80
Interpolated Longitudinal Dataset 3 (4 RiverWidths) Relative Error −15.6% −20.3% −26.0% 7.5%
Interpolated Longitudinal Dataset 4 (4 RiverWidths) Velocity (m/s) 0.69 0.74 0.73 0.74
Interpolated Longitudinal Dataset 4 (4 RiverWidths) Relative Error 13.9% 10.3% 7.9% −0.6%
Interpolated Longitudinal Dataset 5 (4 RiverWidths) Velocity (m/s) 0.58 0.68 0.71 0.73
Interpolated Longitudinal Dataset 5 (4 RiverWidths) Relative Error −4.7% 2.0% 4.2% −2.2%
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Table 2.5: St. Joseph River Transect 5 Comparison Between Stationary Velocities
(Magnitude) and Interpolated Transect and Interpolated Longitudinal Velocities
Offset Measured From River Centerline (m) −19 2
Time-Averaged Stationary Velocity (m/s) 0.94 1.14
Standard Deviation Stationary Velocity (m/s) 0.06 0.06
Interpolated Transect (1.75 RiverWidths) Velocity (m/s) 0.94 0.89
Interpolated Transect (1.75 RiverWidths) Relative Error −17.6% −5.0%
Interpolated Transect (3.5 RiverWidths) Velocity (m/s) 0.91 0.80
Interpolated Transect (3.5 RiverWidths) Relative Error −20.2% −15.3%
Interpolated Longitudinal Dataset 1 (1.75 RiverWidths) Velocity (m/s) 1.02 1.37
Interpolated Longitudinal Dataset 1 (1.75 RiverWidths) Relative Error −10.4% 45.3%
Interpolated Longitudinal Dataset 2 (1.75 RiverWidths) Velocity (m/s) 1.05 1.31
Interpolated Longitudinal Dataset 2 (1.75 RiverWidths) Relative Error −7.4% 39.3%
Interpolated Longitudinal Dataset 3 (1.75 RiverWidths) Velocity (m/s) 0.96 1.23
Interpolated Longitudinal Dataset 3 (1.75 RiverWidths) Relative Error −15.7% 30.7%
Interpolated Longitudinal Dataset 4 (1.75 RiverWidths) Velocity (m/s) 1.04 1.26
Interpolated Longitudinal Dataset 4 (1.75 RiverWidths) Relative Error −8.8% 34.0%
Interpolated Longitudinal Dataset 5 (1.75 RiverWidths) Velocity (m/s) 0.88 1.22
Interpolated Longitudinal Dataset 5 (1.75 RiverWidths) Relative Error −22.6% 29.4%
Interpolated Longitudinal Dataset 1 (3.5 RiverWidths) Velocity (m/s) 1.18 1.26
Interpolated Longitudinal Dataset 1 (3.5 RiverWidths) Relative Error 3.9% 34.3%
Interpolated Longitudinal Dataset 2 (3.5 RiverWidths) Velocity (m/s) 1.18 1.24
Interpolated Longitudinal Dataset 2 (3.5 RiverWidths) Relative Error 3.5% 32.1%
Interpolated Longitudinal Dataset 3 (3.5 RiverWidths) Velocity (m/s) 1.15 1.16
Interpolated Longitudinal Dataset 3 (3.5 River Widths) Relative Error 0.7% 23.7%
Interpolated Longitudinal Dataset 4 (3.5 RiverWidths) Velocity (m/s) 1.01 1.28
Interpolated Longitudinal Dataset 4 (3.5 RiverWidths) Relative Error −11.0% 36.4%
Interpolated Longitudinal Dataset 5 (3.5 RiverWidths) Velocity (m/s) 1.03 1.20
Interpolated Longitudinal Dataset 5 (3.5 RiverWidths) Relative Error −9.7% 27.4%
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Figure 2.6: Interpolated Standard Deviation Plots for the Pecatonica River:
Transect location is labeled with a solid black line, plot colors represent the
magnitude of the standard deviation of the downstream velocity component, and
the river stations are labeled on the river centerline.
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Figure 2.7: Interpolated Standard Deviation Plots for the St. Joseph River:
Transect location is labeled with a solid black line, plot colors represent the
magnitude of the standard deviation of the downstream velocity component, and
the river stations are labeled on the river centerline.
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and 7 in an area of flow re-circulation (near the left bank). This high
degree of uncertainty could be due to a lack of data in the region of
re-circulation and/or the inability of the longitudinal interpolation method
to accurately describe this complex hydraulic feature. Fig. 1.4 provides
evidence that the left bank areas of Transects 6 and 7 only contained one or
two measurement passes, which was not sufficient to describe the
depth-averaged velocities in this area.
In general, the standard deviations shown in Fig. 2.7 for the St. Joseph
River illustrate very low variability among the chosen longitudinal data.
The figure illustrates that the uncertainty does increase when the
RiverWidth spacing increases (corresponding to decrease in data density).
2.4.2 Optimal Data Density for Data Collection
In order to determine the optimal data density for a data collection effort,
it is necessary to determine the precision required for the hydraulic
application in question. As mentioned above, more data was collected on
the Pecatonica and St. Joseph River reaches for the purpose of this
research than would typically be collected for reaches this size for most
hydraulic applications (e.g., determining depth-averaged velocities for a
reach). To compare the effect of data density on the relative error of the
depth-averaged velocities, depth-averaged velocities and bathymetry were
interpolated for River Stations 100 to 250 m for the Pecatonica River (using
a 2 m grid resolution) and 100 to 500 m for the St. Joseph River (using a 5
m grid resolution) using all of the data collected (both transect and
longitudinal ADCP data). The plots in Figs. 2.8, 2.9, 2.10, and 2.11
represent the most accurate interpolated depth-averaged velocities and
depths that can be developed from the ADCP data collected.
The depth-averaged velocities shown in Figs. 2.8 and 2.9 serve as the
baseline to compare subsets of the longitudinal and transect data to
investigate the effect of data density on the precision of depth-averaged
velocities in these river reaches. The relative error maps shown below were
calculated using the velocities from Figs. 2.8 and 2.9 as the true velocity (in
this case, the true velocity serves as the most accurate set of velocities for
these reaches for the purpose of this comparison).
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Table 2.6: Data Density Investigation Using Transect and Longitudinal Data
Subsets
Data Pecatonica River St. Joseph River
Density Transect Longitudinal Data Subset Transect Longitudinal Data Subset
(River Spacing Measurement Name Spacing Measurement Name
Width) (m) Spacing (m) (m) Spacing (m)
0.5 20 2 PEC050 - 5 STJ050
0.75 30 3 PEC075 70 7.5 STJ075
1 - 4 PEC100 90 10 STJ100
1.5 60 6 PEC150 - 13 STJ150
3 - 10 PEC300 - 25 STJ300
4 - 20 PEC400 - 45 STJ400
Table 2.6 details the theoretical RiverWidth spacing as defined in
Eq. 2.1 and the approximate distance between transects or longitudinal
measurement passes for interpolated transect and longitudinal data subsets
investigated to determine how the relative error is affected by the data
density. There are blank spaces in the table where no data subset could be
generated to satisfy the spacing and data collection effort time definitions
described in Section 2.2.4 and 2.2.5.
Figs. 2.12 and 2.13 illustrate the relative error for the Pecatonica River
datasets listed in Table 2.6. Figs. 2.14 and 2.15 illustrate the relative error
for the St. Joseph River datasets. As described above, RiverWidth was
defined to determine an equivalent comparison between the transect and
longitudinal datasets with respect to data collection effort time. Figs. 2.12
through 2.15 show that using longitudinal ADCP measurements to generate
reachwise estimates of depth-averaged velocity produces less relative error
than interpolating between transects for all RiverWidths.
In addition, these plots illustrate how the relative error increases as
RiverWidth increases. Table 2.7 gives the average absolute relative error
for all points within the reach for each data set shown in Figs. 2.12
through 2.15. The average absolute relative error values given in Table 2.7
and Fig. 2.16 shows the following: there is a clear relation between
decreasing data density and declining precision; the relation is site
dependent, the more complex Pecatonica River always shows poorer
precision than the better behaved St. Joseph River at the same density;
and the interpolated longitudinal velocities always have better precision
than interpolated transect depth-averaged velocities at the same data
density RiverWidth. A linear trendline has been fit to the data for the
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Figure 2.8: Pecatonica River Station 100 to 250 (m): Depth-Averaged Velocities
(m/s) Interpolated Using All ADCP Data Collected During the Data Collection
Event.
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Figure 2.9: St. Joseph River Station 100 to 500 (m): Depth-Averaged Velocities
(m/s) Interpolated Using All ADCP Data Collected During the Data Collection
Event.
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Figure 2.10: Pecatonica River Station 100 to 250 (m): Depth (m) Interpolated
Using All ADCP Data Collected During the Data Collection Event.
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Table 2.7: Average Total Reach Relative Error for Transect and Longitudinal
Data Subsets
Data Pecatonica River St. Joseph River
Density Data Transect Longitudinal Data Transect Longitudinal
(River Subset Relative Relative Subset Relative Relative
Width) Name Error (%) Error (%) Name Error (%) Error (%)
0.5 PEC050 21.0% 14.6% STJ050 - 4.0%
0.75 PEC075 22.7% 15.5% STJ075 16.7% 8.6%
1 PEC100 - 15.4% STJ100 17.4% 10.3%
1.5 PEC150 26.8% 16.4% STJ150 - 11.2%
3 PEC300 - 20.3% STJ300 12.7%
4 PEC400 - 20.2% STJ400 - 13.3%
purpose of describing the general trend of increasing error with increasing
RiverWidth. Overall, the relationship between RiverWidth and relative
error implies an increase in error of 1% to 2% per RiverWidth for the
interpolated longitudinal depth-averaged velocities, and an increase in error
of 2.5% to 5% per RiverWidth for the interpolated transect depth-averaged
velocities.
Another important observation can be made using Figs. 2.12 and 2.13.
As listed in Table 2.6, the approximate distance (20 m) between
measurement passes is the same for the interpolated longitudinal dataset
PEC 400 and the interpolated transect dataset PEC 050. This implies the
same spatial distribution of data used for interpolation for the bottommost
right plot in Fig. 2.12 and the uppermost left plot in Fig. 2.13. These two
plots show approximately the same level of relative error (in different places
on the plot, but overall the same error). The average reach absolute relative
error for the interpolated longitudinal dataset PEC 400 and interpolated
transect dataset PEC 050 are 20.2% and 21.0%, respectively. This implies
that interpolating between transects and longitudinal measurement passes
produces the same accuracy if the distances between ADCP measurement
passes are similar.
Fig. 2.17 shows a comparison between the average reach absolute relative
error and the distance between measurement passes (similar to Fig. 2.16,
but comparing the distance between measurement passes instead of
RiverWidth). The trend relationship for this comparison is not as clear,
owing to some variability in the average absolute relative error values.
Multiple regressions were tested, and a linear trendline provided the best fit
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Figure 2.12: Pecatonica River Relative Error Plots for Interpolated Longitudinal
Depth-Averaged Velocities for Data Subsets Listed in Table 2.6.
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Figure 2.13: Pecatonica River Relative Error Plots for Interpolated Transect
Depth-Averaged Velocities for Data Subsets Listed in Table 2.6.
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Figure 2.14: St. Joseph River Relative Error Plots for Interpolated Longitudinal
Depth-Averaged Velocities for Data Subsets Listed in Table 2.6.
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Figure 2.15: St. Joseph River Relative Error Plots for Interpolated Transect
Depth Averaged Velocities for Data Subsets Listed in Table 2.6.
and least complexity. The trendline for the Pecatonica and St. Joseph
rivers suggests a 0.1% to 0.4% increase in the average absolute relative
error per meter spacing between longitudinal measurement passes.
2.5 Conclusion
Research Objective 1 builds upon established methods for using ADCPs to
determine depth-averaged velocity by including longitudinal measurements.
It has been shown that time-averaged stationary measurements reduce the
velocity uncertainty at a particular location, but are not appropriate for
estimating velocities at a river reach scale. Transect measurements are the
standard practice for determining velocities over a cross section area.
Performing repeat transect measurements reduces the temporal uncertainty
and direction bias; however, the distance between transects is a significant
factor when interpolating velocities between transect locations to determine
a river-reach scale velocity map.
Longitudinal measurements provide less velocity information than
transect measurements at an individual cross section, but can be used to
more effectively interpolate velocities for an entire river reach. This
research objective analyzed ADCP data that were collected concurrently
using stationary, transect, and longitudinal collection methods to determine
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Figure 2.16: Plots of Absolute Relative Error Vs. RiverWidth for Data Subsets
listed in Table 2.6.
57
Figure 2.17: Plots of Absolute Relative Error Vs. Distance Between ADCP
Measurement Passes for Data Subsets listed in Table 2.6.
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which method can be used to most effectively develop a velocity map for a
river reach.
The two main variables explored to compare the data collection methods
were data density and data collection effort. Various theoretical transect
spacings denoted in RiverWidth units were used to create interpolated
velocity plots for the Pecatonica and St. Joseph rivers. Randomly selected
longitudinal data that represented an equivalent data collection effort were
also used to develop interpolated longitudinal depth-averaged velocities.
Interpolated transect and longitudinal depth-averaged velocities were
compared to the known transect and stationary data. The longitudinal
interpolated velocities match the known data and mimic the cross section
velocity trend better than the interpolated transect depth-averaged
velocities.
In addition, the interpolated longitudinal velocities were analyzed to
determine an optimal data density. All of the ADCP data were used to
interpolate a reach-scale depth-averaged velocity map to serve as a baseline
for comparing different data densities. Subsets of transect and longitudinal
ADCP data representing different RiverWidths and measurement pass
spacing were used to interpolate depth-averaged velocities for the
Pecatonica and St. Joseph River reaches. These data subsets were
compared against the baseline reach-scale depth-averaged velocities to
determine a relationship between absolute relative error and data density.
2.5.1 Recommendations
The following recommendations were developed to guide data collection
efforts for transect and longitudinal ADCP data to reduce the average
absolute relative error when interpolating depth-averaged velocities.
1. The relationship between RiverWidth and absolute relative error
implies an increase in error of 1% to 2% per RiverWidth for the
interpolated longitudinal depth-averaged velocities, and an increase in
error of 2.5% to 5% per RiverWidth for the interpolated transect
depth-averaged velocities.
2. The absolute relative error for interpolating longitudinal velocities is
the same as that for interpolating between transects when the
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longitudinal measurement passes are the same distance apart as the
transects.
3. An increase in average absolute relative error from 0.1% to 0.4% per
meter spacing between longitudinal measurement passes was observed
for the Pecatonica and St. Joseph rivers.
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CHAPTER 3
EXTEND THE LONGITUDINAL ADCP
DATA EXPLORATION TO DEVELOP
VERTICAL VELOCITY PROFILES
Depth-averaged velocity is useful for estimating certain hydraulic
parameters (such as dispersion or habitat suitability), but others such as
shear stress are highly dependent on the vertical velocity profile. In order
to estimate a parameter such as shear stress (which will be discussed in the
subsequent chapter) the analysis performed in the previous chapter must be
expanded to provide a velocity distribution in the vertical direction at each
interpolation location.
One essential aspect of expanding the velocity analysis to characterize a
complete velocity profile is determining how to define the depth layers to
most accurately describe the hydraulic nature of the channel. This research
objective will explore a dimensionless scheme for defining depth layers and
compare it to elevation-defined (or horizontal) depth layers, in addition to
comparing data collection methods (longitudinal and transects).
3.1 Objectives & Hypotheses
The objective of this portion of the research is to examine the following
hypotheses:
1. Defining dimensionless depth layers for interpolation is more precise
than interpolating in horizontal depth layers for developing vertical
velocity profiles.
2. Interpolating longitudinal data is more precise than interpolating
upstream and downstream transect data to create vertical velocity
profiles for river reaches.
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3.2 Defining Depth Layers
3.2.1 Elevation-Defined (Horizontal) Depth Layers
The ADCP velocity vectors determined in each cell during an ensemble
measurement give the northing, easting, and vertical components of
velocity. In order to interpolate the velocity vector in an unknown location,
velocities within a specified search radius at similar depths (or depth range
defined by the ADCP cell depths) can be combined using IDW, OK, or
other appropriate interpolation techniques. This method for interpolating
velocities at any location within a river reach divides the reach into
horizontal (or elevation-defined) layers.
The horizontal layering approach has been used by several researchers.
Dinehart and Burau (2005b) used a uniform cubic grid configuration to
interpolate velocities in three dimensions. Czuba et al. (2011) also
combined ensembles in a horizontal fashion. The horizontal layering
approach and interpolation technique is built into currently available
hydraulic software. The USGS Parsons et al. (2013) has provided
functionality in the VMT platform to compute a mean velocity field from
multiple measurement passes at the same cross section in a reach by
horizontally projecting velocities to a mean cross section location. Kim,
Muste, and Merwade (2015) has developed an ArcGIS platform (ArcRiver)
that allows users to interpolate velocities to an orthogonal grid. WaterCube
(2015) has also independently produced software that breaks a river into
layers based on elevation and performs interpolation based on nearby
velocities located at the same elevation as the point of concern.
3.2.2 Channel Shapes Effect on Velocity Interpolation
Using horizontal layers for interpolation is an appropriate method for wide,
regularly shaped channels, and it is also easy to implement using cell
depths recorded by the ADCP. However, it is known that the channel shape
plays an important role in defining the velocity distribution throughout a
river. Fig. 3.1 from Chow (1959) illustrates typical velocity distributions for
different channel shapes. It illustrates the theoretical role that the bed and
banks can play on how velocity is distributed throughout the cross section.
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Figure 3.1: Velocity Distributions in Different Channel Sections (Chow 1959).
The following researchers among others have studied the effect of channel
characteristics on velocity distribution. Rhoads, Schwartz, and Porter
(2003) explored the effect of stream geomorphology on 3D hydraulics as it
pertains to habitat suitability for Midwest fish. Frothingham and Rhoads
(2003) discuss the 3D flow structure in an asymmetrical meander loop and
how it relates to the pool-riﬄe structure of the channel bottom. Rennie and
Church (2010) studied the spatial distribution of depth-averaged water
velocity and shear for a large gravel bed river. Because of the significant
effect of channel shape on velocity, it is reasonable to hypothesize that
ADCP data collected in similar positions within the water column may be
more accurately used for interpolation than data collected at similar
elevation.
3.2.3 Predicting Velocity Distributions Using Entropy Theory
The following literature builds on Chow (1959) to explore how best to
predict the velocity distribution based on normal and irregular channel
characteristics. Chiu (1989) and Chiu and Tung (2002) used entropy
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concepts to determine a probabilistic approach to predicting the velocity
distribution in a stream. The velocity distribution relationship utilized in
their research related a dimensionless depth (nondimensionalized using
bathymetry) and velocity (nondimensionalized using the known maximum
velocity for a location). Marini, De Martino, Fontana, Fiorentino, and Singh
(2010) detail a thorough approach to modeling a 2D velocity distribution
using the Shannon entropy theory. The main entropy parameter used in
their research to determine velocity distribution is based on a dimensionless
depth (nondimensionalized using bathymetry) defined coordinate system.
Although the research presented herein does not apply entropy-based
velocity distributions, it does apply the fundamental principal that the
dimensionless distance from the bed is a critical parameter for describing
the variation in velocity. In this chapter, an underlying form to the
variability is not assumed; an interpolation is simply performed that
considers this parameter with the more common horizontal interpolation.
In Chapter 4, the variability with distance from the bed is again considered,
assuming that the theoretical logarithmic law bed shear stress relation is
valid.
3.2.4 Defining Dimensionless Depth Layers
Both the fluid mechanics (logarithmic law, power law) and entropy
formulations for velocity distribution consider a dimensionless distance from
the wall. These theories simply use different mathematical functions of this
distance. Utilizing these theories as guidance, an alternative to defining
depth layers according to elevation (horizontal layers) is defining layers
based on a nondimensional depth, as described in Eq. 3.1. This equation
mathematically defines the layers in terms of the general position within
the water column:
zˆ =
z
D
; (3.1)
where zˆ is the dimensionless depth, z is the height above the stream bed,
and D is the depth.
Fig. 3.2 illustrates cross section velocity results (from the Pecatonica
River) interpolated using dimensionless depth and elevation defined
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Figure 3.2: Example Cross Sections Interpolated Using Dimensionless and
Elevation-Difference Defined (Horizontal) Depth Laying Schemes. Depth layer
boundaries are shown with a solid black line.
(horizontal) depth layers. Both methodologies are compared in subsequent
sections of this chapter.
3.3 Analysis
3.3.1 Vertical Velocity Profiles
In order to determine a depth-averaged velocity, as was analyzed in the
previous chapter, an ensemble of velocities is averaged together. To
estimate a complete velocity profile, velocities collected within the cells of
an ensemble are used to plot the velocity and depth as shown in Fig. 3.3
(Oberg, 2011). Fig. 3.3 from Oberg illustrates a vertical velocity profile
developed for discharge, but cross-stream vertical velocity profiles can also
be studied. It should be noted that the locations of the profile that lie
within the blanking distance and side lobe interference area must be
estimated using a statistical fit. Mueller et al. (2013) suggests that each
individual profile be analyzed to determine the most appropriate
mathematical fit. Power law fits (as used in the previous chapter) often
most appropriately represent the vertical velocity profile.
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 Figure 3.3: Mathematical Fits for Velocity Profiles (Oberg, 2011).
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3.3.2 Interpolation Methodology
The methodology described in Chapter 1 and Chapter 2 form the basis to
explore this research objective.
For elevation defined depth layers, OK interpolation was performed using
a spatial grid size of 1 m (for the north-east plane) for the Pecatonica and
St. Joseph River reaches being studied. The depth layers were defined by
an elevation difference from the water surface. Each raw ADCP velocity
vector was assigned to the appropriate layer based on cell depth. OK
interpolation was performed for all depth layers at all grid locations within
a river reach using the ADCP data within a circular spatial search area
applied at each layer depth.
To interpret using a dimensionless depth layer scheme, the raw ADCP
data were split into dimensionless depth layers using the vertical beam
depth at each ensemble as the D described in Eq. 3.1. Dimensionless depth
layer one was closest to the bed, and the higher numbered layers were closer
to the water surface. Each grid point location for a river reach was
separated into dimensionless depth layers using the OK interpolated
bathymetry generated from the depth-averaged analysis in Chapter 2.
Finally, OK interpolation was performed for each dimensionless depth layer
at all grid locations within a river reach using the ADCP data within a
circular spatial search area.
In addition to determining depth-layering schemes, performing a spatial
average to account for turbulence was investigated. However, the averaging
procedure was not deemed appropriate for this research objective, owing to
its tendency to average velocity across different cell depths (note that for
depth-averaged velocity, cell depth is irrelevant). The averaging step was
also discarded because of the insignificant impact that the procedure made
on the results from Objective 1.
3.3.3 Data Density and Collection Effort
The data density parameters and data collection effort time calculated in
Chapter 2 are utilized in the vertical velocity profile results and discussion
for this research objective. The same transect interpolation, longitudinal
pass selection, and validation comparisons performed in Chapter 2 provide
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Table 3.1: Transect Data Combinations and Data Density for Vertical Velocity
Profile Analysis
Transect Transect Data Approximate Pecatonica Approximate St. Joseph
Being Combination Transect Spacing Transect Spacing
Interpolated for Interpolation (RiverWidths) (RiverWidths)
5 4,6 0.75 1.75
5 3,7 1.75 3.5
7 6,8 0.75 -
7 4,9 2.25 -
a consistent approach to apply to the vertical velocity profile analysis.
RiverWidths again are used as a measure of data density.
Performing OK interpolation for all dimensionless depth or elevation
defined layers greatly increased the computational effort compared to
Research Objective 1 (especially when large ADCP datasets were used for
interpolation). To account for the increased effort, one to two randomly
chosen (as described in Chapter 2) longitudinal datasets were used to
compare to the transect interpolated data instead of the five longitudinal
datasets presented in Objective 1.
Pecatonica Transects 5 and 7 and St. Joseph Transect 5 locations were
the primary focus for the vertical velocity profile generation, because they
are near the majority of stationary measurement locations, which serve as
true time-averaged velocity measurements. In addition, the variation in
bathymetry and presence of a scour hole near Pecatonica Transect 7 made
it an interesting location to analyze. Table 3.1 shows the transect data that
were interpolated and the data density (in RiverWidths) that were
analyzed.
3.4 Results
3.4.1 Determining True Velocity for Comparison
The results presented in Chapter 2 use ADCP transect data (transect
passes collected at a transect location) and time-averaged stationary ADCP
data to serve as the true velocity when evaluating the interpolated
longitudinal and transect depth-averaged velocities. A similar approach will
be taken in this chapter; however, the task of splitting the data into depth
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layers must be addressed.
Time-averaged stationary data serve as true velocities at particular
locations in a river reach. To utilize these data as true velocity
measurements, the data were assumed to be measured at the river station
and offset closest to the center of the data cloud. Each individual ensemble
was separated into dimensionless depth or elevation defined depth layers.
The velocities located (for the entire data cloud) in the same depth layer
were averaged together to develop a time-averaged velocity for each layer.
The USGS suggests that a similar process be performed with individual
transect moving-boat tracks by orthogonally projecting the velocities to a
cross section line and then averaging multiple boat tracks together for each
cell depth (Parsons et al., 2013). Fig. 3.4 from Parsons et al. (2013)
illustrates the process built into the VMT mapping software that describes
orthogonally projecting individual moving-boat tracks onto a cross section
line.
Individual transect measurement passes contain some variation in spatial
location (even when using methods such as a tag line to minimize the boat
drift from the intended cross section). The variation in measurement path
location necessitated exploration of using OK interpolation to combine
individual moving-boat passes in lieu of the projection method described by
the USGS.
To investigate the impact of using OK interpolation to combine
individual transect passes versus projecting the velocity data to the cross
section line, Fig. 3.5 presents cross section velocity plots for Pecatonica
Transects 5 and 7 and St. Joseph Transect 5, derived in horizontal layers
using both spatial combination approaches.
Fig. 3.5 illustrates the significant difference between projecting the
velocities onto the cross section line and using OK interpolation. One
important observation is the white spots or missing velocities for the
projected plots. In missing velocity cases, no velocities were projected from
the four moving-boat transect measurements onto that location and depth
on the cross section.
Because the OK interpolation is more consistent to the overall
interpolation approach of this research, it was used to combine individual
transect measurement passes and determine the “true” transect velocities
at a transect location. In addition to using OK interpolation to interpolate
69
 Figure 3.4: VMT Cross Section (Transect) Combination Process (Parsons et al.,
2013).
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spatially, each individual ensemble was divided into dimensionless depth or
elevation defined depth layers, as described in the previous analysis section.
By using OK interpolation to combine individual transect passes
(spatially and into dimensionless or elevation defined depth layers), the
transect velocities deemed as “ADCP transect data” below are interpolated
from individual moving-boat measurements collected at the transect
location. The transect data referred to below are distinctly different from
the interpolated transect velocities, which are interpolated using transect
data upstream and downstream of the interpolation location.
3.4.2 Cross Section Velocity Plots
The cross section velocity plots shown in Appendix C were developed for
Pecatonica Transects 5 (Figs. C.1 and C.3) and 7 (Figs. C.5 and C.7) and
St. Joseph Transect 5 (Figs. C.9 and C.11) locations to compare the
transect data (as described above) at each location with velocities
interpolated from transect and longitudinal data at various data densities
(given in RiverWidths). Relative error plots defined by Eq. 2.2 are also
presented to compare dimensionless depth layers and depth layers defined
by a 0.25 or 0.5 m elevation difference (Figs. C.2, C.4, C.6, C.8, C.10,
and C.12). For the purpose of developing the relative error and
measurement difference plots, the true velocity (as described in Eq. 2.2) is
the transect ADCP data (individual measurement passes combined using
OK interpolation as described above) at the transect location. Figs. 3.6
and 3.7 are examples of the cross section velocity plots and relative error
plots for Pecatonica River Transect 7, as presented in Appendix C.
The number of layers and size of layers were chosen to keep the
dimensionless depth bins similar in size to the elevation-difference defined
depth bins. The Pecatonica River was split into 12 dimensionless depth
layers. The average river depth near Transects 5 and 7 was 6 m; therefore,
each dimensionless depth bin is roughly 0.5 m in size (in areas where the
depth is 6 m). Similarly, the average depth of the St. Joseph River was 1.5
m near Transect 5. Six dimensionless depth layers were interpolated,
corresponding to an elevation-difference of 0.25 m for the elevation defined
depth layers. The interpolation resolution in the vertical (depth) is finer
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Figure 3.5: Pecatonica River and St. Joseph River Elevation Defined Layer Plots
for 0.75 RiverWidths Comparing Individual Transect Pass Combination
Methods. The colors represent the downstream velocity, the depth layers are
shown with a black dashed line, and the cross stream velocity vectors are shown
in black.
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than the 1 m grid size chosen for northing and easting defined plane to
highlight potential differences between the interpolation schemes. The
effect of depth layer size was investigated, with the details presented in the
discussion section below.
The dimensionless depth plots in Appendix C (see Figs. C.5 and C.7)
illustrate more velocity variation near the bed. Defining depth layers by
0.25 or 0.5 m elevation differences prevented velocities from being
interpolated close to the bed, because no ADCP data were available at the
particular elevation. In addition, the velocity variation for the elevation
defined depth layers decreased near the bed.
In general, the difference between velocities interpolated using
dimensionless depth versus elevation defined depth was less significant than
the difference between interpolated velocities developed using the
longitudinal data collection technique as opposed to the transect data
collection method. Observations from the velocity plots in Appendix C
(Figs. C.1 through C.12) mirror those discussed in Chapter 2 for
depth-averaged velocity. Interpolating between transect data does not
provide precise velocity estimates at most depths when compared to
transect data collected at the transect location. The interpolated
longitudinal plots show significantly less error (and mimic the velocity
variation in the river reach) when compared to transect data. As the data
density decreased (value of RiverWidth parameter increased), the velocities
interpolated from both the transect and longitudinal measurements became
more uniform, masking the vertical and lateral variability in the velocities.
3.4.3 Vertical Velocity Profiles at Stationary Measurement
Locations
To further compare the dimensionless depth layers to the elevation defined
depth layers, as well as compare the measurement techniques, vertical
velocity profiles were developed at the time-averaged stationary locations.
Appendix D (Figs. D.1 through D.8) presents interpolated velocity profiles
for the longitudinal and transect methods for comparison to the
time-averaged stationary measurement velocity profiles. Vertical velocity
profiles utilizing dimensionless depth and elevation defined depth layers
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Figure 3.6: Pecatonica River Transect 7 Dimensionless Depth versus Elevation
Defined Layer Comparison for 0.75 RiverWidths. The colors represent the
downstream velocity, the depth layers are shown with a black dashed line, and
the cross-stream velocity vectors are shown in black.
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Figure 3.7: Pecatonica River Transect 7: Relative Error Comparison for
Dimensionless Depth versus Elevation Defined Layers for 0.75 RiverWidths. The
depth layers for the true velocities are shown with a gray dashed line.
were created, as well as profiles utilizing different data densities. Fig. 3.8
gives an example of the vertical velocity profiles in Appendix D.
Observations made in the previous section from the cross section velocity
plots are confirmed by the velocity profiles. Interpolating between transect
data does not provide precise velocity estimates (within one standard
deviation of the stationary data) at most depths when compared to the
stationary data. The interpolated longitudinal profiles show significantly
less error when compared to the stationary data (see Figs. D.1 and D.2). In
addition, the error increased for all the interpolated velocity plots as the
data density decreased (RiverWidth increased).
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Figure 3.8: Pecatonica River Transect 7, River Station (m) 173, (Distance from
Centerline) Offset (m) −2: Velocity Profiles for Stationary Data and Interpolated
Transect and Longitudinal Streamwise Velocities.
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3.5 Discussion
3.5.1 Error for Elevation-Difference Defined Depth Layers
Near the Bed
The Pecatonica River has significant variation in bathymetry near the
locations of Transects 4 through 8. Fig. 3.9 illustrates the bathymetry for
the river reach that contains Transects 3 through 9. The bathymetric
variation in this area contributes to the significant error and the inability of
the elevation-difference defined depth layers to interpolate velocities near
the bed. Fig 3.10 illustrates (denoted with a red circle) areas in the 0.5 m
difference defined depth layer plots, where no velocities were available to
interpolate near the bed at a data density of 0.75 RiverWidths (the
highest data density investigated in this research). Conversely, the
dimensionless depth defined layer plots show interpolated velocities (with
relative error approximately less than 20%) up to the side lobe interference
area near the bed.
This observation describes one advantage of dimensionless over
elevation-difference defined depth layers. Dimensionless defined depth
layers inherently interpolate using data found in similar positions in the
water column (e.g., close to the bed or the surface). The elevation
difference interpolation scheme is unable to capture areas close to the bed
in cases where dunes or scour causes elevation to vary within the area of
interpolation.
3.5.2 Comparing Interpolation Error for the St. Joseph River
Unlike the Pecatonica River, the St. Joseph River has much more uniform
and shallow bathymetry. Owing to the “well-behaved” nature of this river,
the differences between the interpolated dimensionless and
elevation-difference defined depth layers are much less significant than the
results from the Pecatonica River. Fig. 3.11 illustrates that the relative
error for both types of depth interpolations is also similar.
In addition, different layer sizes were investigated for the dimensionless
and elevation-difference defined depth layers. No significant relative error
differences were detected for the St. Joseph River by altering the layer size
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Figure 3.10: Pecatonica River Transect 7 Dimensionless Depth versus Elevation
Defined Layer Comparison for 0.75 RiverWidths. The colors represent the
downstream velocity and relative error, the depth layers are shown with a black
dashed line, and the cross stream velocity vectors are shown in black. The area
of concern is labeled with a red circle.
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Figure 3.11: St. Joseph River Transect 5: Relative Error and Velocity Difference
Comparison for Dimensionless Depth versus Elevation Defined Layers for 1.75
RiverWidths. The depth layers for the true velocities are shown with a gray
dashed line.
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(depth interpolation resolution). Therefore, it can be concluded that both
interpolation schemes (dimensionless and elevation-difference defined depth
layers) are equally precise for rivers without significant bathymetric
variation.
3.5.3 Comparing Error and Uncertainty Between Depth
Layering and Data Collection Approaches
Specific observations of the advantages and drawbacks of both the
dimensionless and elevation-difference defined depth layers have been
described in the previous sections. Figs. 3.12 and 3.13 compare the relative
error, calculated using the interpolated transect and longitudinal velocities
and the stationary data serving as the true velocity, for all velocities
interpolated at the stationary measurement locations (for various data
densities given in RiverWidths). Figs. 3.14 and 3.15 illustrate a similar
comparison as Figs. 3.12 and 3.13 comparing uncertainty (quantified using
standard deviation) at the stationary measurement locations. The
uncertainty for stationary data is the standard deviation of the velocities in
each depth layer (either dimensionless depth layer or elevation defined
layer), and the uncertainty (standard deviation) for the interpolated
transect and longitudinal velocities was determined using the estimated OK
variance. The vertical axis of the histograms is shown in terms of the
percentage of velocities for each interpolation (or stationary measurement)
given the data type (transect or longitudinal) and data density (given in
RiverWidths), because each interpolation did not necessarily generate the
same number of velocities.
In general, both the dimensionless and elevation-difference defined depth
interpolation approaches generated most interpolated velocities exhibiting
less than 20% (positive or negative) error for both rivers. The overall
conclusion (in terms of relative error) illustrated by aggregating all of the
interpolated velocities into the cumulative distribution functions (CDFs) is
that both approaches to developing depth layers for interpolation are
similar in terms of accuracy when compared to the time-averaged
stationary measurements.
The CDFs presented in this section show substantially more error for
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Figure 3.12: Pecatonica River Cumulative Distribution of Relative Error
Comparison of Interpolated Velocities and Stationary Data (RW represents
RiverWidths).
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Figure 3.13: St. Joseph River Cumulative Distribution of Relative Error
Comparison of Interpolated Velocities and Stationary Data (RW represents
RiverWidths).
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Figure 3.14: Pecatonica River Cumulative Distribution of Standard Deviation
Comparison of Interpolated Velocities and Stationary Data (RW represents
RiverWidths).
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 Figure 3.15: St. Joseph River Cumulative Distribution of Standard Deviation
Comparison of Interpolated Velocities and Stationary Data (RW represents
RiverWidths).
85
interpolated transect velocities as opposed to interpolated longitudinal
velocities. For the Pecatonica River, much of the interpolated transect
velocities exhibit relative error greater in magnitude than 40%. In addition,
the majority of interpolated transect velocities under-predict the
time-averaged stationary velocity. This suggests interpolating between
transects tends to bias the velocity characterization low for the studied
rivers. Another observation from the CDFs is that the error tends to
increase as expected as the data density decreases (RiverWidth increases)
for the interpolated longitudinal velocities.
In addition to showing the standard deviation for the interpolated
downstream velocities, Figs. 3.14 and 3.15 also show the standard deviation
of the stationary data. The Pecatonica River stationary data standard
deviations range from 0.1 to 0.3 m/s and the St. Joseph values range from
0 to 0.2 m/s. Similar to the relative error observations described above, the
uncertainty exhibited between the dimensionless and elevation-difference
defined depth layers is similar for both rivers.
The interpolated longitudinal velocity standard deviations are generally
within 0.1 m/s of the highest standard deviation shown for the stationary
data. Conversely, the majority of the interpolated transect velocities are
greater than 0.4 m/s for the Pecatonica River and 0.2 m/s for the St.
Joseph River, which is significantly greater than the maximum standard
deviation for the time-averaged stationary measurements. The standard
deviation comparison detailed in the CDFs confirms that the interpolated
transect velocities have higher uncertainty for both rivers than the
interpolated longitudinal velocities.
3.6 Conclusion
Research Objective 2 explores using transect and longitudinal ADCP
measurements to interpolate velocities throughout the water column. Both
dimensionless depth layers (which favor interpolating in layers that utilize
velocities in similar positions in the water column) and elevation-difference
defined (horizontal layering) were explored to test the effect of channel
shape on velocity interpolation. One important aspect of this research
objective was to develop vertical velocity profiles and quantify the
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uncertainty of using interpolated transect and longitudinal techniques to
develop velocities at any depth and location in a river reach.
Appendices C and D contain the interpolated cross section and vertical
velocity profile plots developed for this objective for Pecatonica River
Transects 5 and 7 and St. Joseph River Transect 5. In general, the
difference between velocities interpolated using dimensionless depth versus
elevation defined depth was less significant than the difference between
interpolated velocities developed using the longitudinal data collection
technique as opposed to the transect data collection method.
The issue of what constitutes the true velocity for each depth layering
method was discussed for stationary and transect data. This research found
it more appropriate to use OK interpolation consistently for each depth
layer (for both the dimensionless and elevation defined layering approaches)
and spatially to combine individual moving-boat tracks at a transect
location to define TrueV elocity (as mentioned in Eq. 2.2) transect data at
the transect location. Stationary data was assumed to be measured at the
center of the data cloud and the velocities in each layer (for both depth
layering approaches) were averaged to determine the true velocity at the
center of each depth layer.
It was determined through additional analysis that separating the
interpolated depth layers according to dimensionless depth was more
advantageous in areas of significant bathymetric variation. Both
dimensionless depth and elevation-difference (horizontal) depth layers are
equally precise in river reaches with more uniform bathymetry. The research
objective did determine that interpolated transect velocities exhibited
significantly higher relative error and uncertainty than interpolated
longitudinal velocities, when compared to time-averaged stationary data.
3.6.1 Observation Summary
The following observations provide guidance for using transect and
longitudinal ADCP measurements to interpolate velocities throughout the
water column.
1. The longitudinal measurement technique is a better alternative to
interpolation between transect measurements for describing velocities
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at various depths and locations in a river reach
2. The dimensionless depth layering approach is marginally better than
layering by elevation difference (horizontal) for river reaches with
significant bathymetric variation.
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CHAPTER 4
UTILIZING LONGITUDINAL
MEASUREMENTS TO EXPLORE THE
SPATIAL DISTRIBUTION OF BED SHEAR
STRESS IN A RIVER REACH
The previous chapters have described how understanding longitudinal
measurement data can provide an enhanced velocity interpolation (for both
depth-averaged velocities and profiles giving the velocity distribution in the
vertical direction) for points within a river reach. This chapter discusses
utilizing the different measurement approaches to understand the spatial
distribution of other parameters of concern in a reach.
4.1 Hydraulic Applications for Longitudinal ADCP
Data
When choosing the best approach to interpolate velocities or velocity
profiles at points in a river reach, it is important to consider the hydraulic
application of the interpolated velocities. The hydraulic question that is
being explored may dictate which data collection technique will provide
interpolated velocities at a precision that is appropriate for that question.
Below is a discussion of literature exploring well studied hydraulic
phenomena and the ADCP measurement technique that might best be used
to estimate key hydraulic parameters.
4.1.1 Habitat Suitability
Wilkes, Maddock, Visser, and Acreman (2013) reported that flow forces are
the dominant factors influencing the processes of dispersal, reproduction,
habitat use, resource acquisition, competition and predation in river
ecosystems. They reported velocity, bed shear, shear velocity, Reynolds
number, Froude number, and boundary layer thickness as key parameters
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with demonstrated flow biota links.
Brown and Pasternack (2009) used Shields stress and habitat-suitability
indices based on depth and velocity (DHSI and VHSI) to quantify the
habitat impacts of different stream restoration alternatives. They merged
the habitat-suitability indices into a generalized habitat-suitability index
(GHSI). Computation of DHSI requires the depth at each point, and VHSI
requires the depth-averaged velocity at each point. Brown and Pasternack
used a numerical model to simulate these.
Research Objectives 1 and 2 have shown that longitudinal ADCP
measurements can be used to interpolate depth-averaged velocities
throughout a river reach. Using the depth-averaged velocities interpolated
in Objective 1 of this research, it is possible to use longitudinal ADCP data
to calculate the GHSI of river reaches.
4.1.2 Secondary Flow Characteristics
Another approach to determining habitat suitability focuses on detailed
flow characteristics. Murphy and Jackson (2013) performed a thorough
study of the habitat suitability for Asian Carp spawning in four tributaries
of the Great Lakes (including the St. Joseph River). They determined the
following:
Unfortunately, a suitable spawning river cannot simply be
defined in terms of river length or any single characteristic.
Rather, what determines if a river is suitable for spawning is a
complex relation between the hydraulic and water-quality
characteristics of a river and the egg development stages of a
particular species. (p. 2)
The development of a 3D egg transport model was an important
component of determining suitable flow characteristics for Asian Carp
spawning in this research. Blettler et al. (2016) also details the linkage
between complex streamflow structures (e.g., re-circulation zones, scour
holes, etc.) on invertebrate ecological habitat.
The studies mentioned above, and others, suggest that the complex 3D
flow structure is important for hydraulic study. The following researchers
have investigated the importance of using transect ADCP measurements to
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characterize secondary flow characteristics. Dinehart and Burau (2005a)
were some of the first researchers to study the secondary flow influence on
suspended sediment by analyzing the acoustic backscatter recorded by the
ADCP. Czuba et al. (2011) used a similar approach to investigate sediment
transport on the St. Clair River in Michigan, utilizing 18 evenly spaced
transect measurements. Engel and Rhoads (2016) used ADCP transect
measurements to determine 3D flow structure on a small creek (Sugar
Creek) in Illinois. Konsoer et al. (2016) provide a specialized look at 3D
flow in large elongated meander loops again using evenly spaced transects
throughout two meanders on the Wabash River in Illinois. The literature
suggests that secondary flow structures are better described using ADCP
measurements collected along transects.
4.1.3 Pollutant Transport and Dispersion
Dispersion is a hydraulic parameter that describes the mixing of a substance
in rivers. The parameter is very important for water quality applications
when tracking pollutant plumes from the pollutant source downstream to
other portions of the river (e.g., to potable water supply intake areas).
There is a variety of different empirical methods that have been proposed
to estimate dispersion as a function of channel bathymetry, depth-averaged
velocity, and shear velocity. The EPA suggest that the dispersion coefficient
should be approximated using Fischer, List, Koh, Imberger, and Brooks
(1979). Rutherford (1994) continued Fischer’s work, developing a method
to approximate the cross-channel dispersion coefficient as a function of
channel bathymetry and cross section mean shear velocity.
Seo and Baek (2004) and Bolge (1997) suggest using a vertical velocity
(cross-stream component) profile to help predict transverse dispersion
coefficients. Carr and Rehmann (2007) discuss using ADCP data to develop
dimensionless velocity (transverse plot of downstream velocity component)
profiles to predict dispersion.
The literature mentioned above focused on utilizing ADCP transect
measurement for analysis. As discussed in Chapters 2 and 3, longitudinal
ADCP measurements can be utilized to produce depth-averaged velocities
and vertical velocity profiles for a river reach. It is possible that the
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longitudinal methodology is a useful tool for predicting dispersion.
4.1.4 Shear Stress Estimation
Another hydraulic application deals with estimating shear stress in
navigable waterways. According to the United States Army Corps of
Engineers, USACE, 2016, $1.4 billion was spent on engineering activities to
keep waterways navigable in 2015. Many models and other tools are used
to help USACE target the critical areas for their efforts. Being able to
interpolate velocities at any point on a river reach (especially near the bed)
using longitudinal ADCP data could inform engineering decisions.
The shear stress (τ) is a measure of the tractive force from the friction
from moving water along the bed of the channel. The basis for stable
channel design is that the flow-induced tractive force should not exceed the
permissible or critical shear stress of the bed material. The calculation of
the shear stress at the channel bed is necessary for many engineering,
geomorphological, and habitat studies. The subsequent chapters in this
research investigate using longitudinal ADCP measurements to estimate
the bed shear stress.
4.2 Objectives & Hypotheses
As described above, determining the distribution of velocities throughout a
reach have many potential applications. More general applications are also
discussed in Banjavcic, Sloat, Bird, and Schmidt (2015). This chapter will
focus on one potential parameter that is of significant importance in river
science and engineering design: calculation of maps of shear stress near the
stream bed.
The objective of this portion of the research is to examine the following
hypotheses:
1. Bed shear stress maps can be developed using longitudinal ADCP
data.
2. The uncertainty of the bed shear stress maps can be determined.
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4.3 Determining Bed Shear Stress
There has been significant research describing the methodology for
calculating bed shear stress. According to the governing equations of fluid
motion and the theory of Law of the Wall, the shear at the bed is directly
proportional to the velocity gradient normal to the bed, as shown in Eq. 4.1:
τb = µ
du
dη
|η=0 (4.1)
where: u is the velocity, η is the direction normal to the wall, and µ is the
dynamic viscosity of the fluid (M. H. Garcia, 2008).
Because of the challenges of measuring the bed shear, what is commonly
done is to calculate the mean shear for the cross section as shown in Eq. 4.2:
τb = γRSf (4.2)
where: γ is the specific weight of the fluid, R is the hydraulic radius of the
flow R = A/P , Sf is the friction slope of the flow, A is the cross sectional
area of the flow, and P is the wetted perimeter of the flow. Furthermore,
the bed slope is typically used to estimate the friction slope, assuming a
steady, uniform flow condition, and R = H for rivers that are wide
compared to the flow depth (M. H. Garcia, 2008). It follows that Eq. 4.2
becomes Eq. 4.3:
τb = γHS (4.3)
While Eq. 4.1 is a theoretically correct definition of bed shear, it is
generally not useful for determining bed shear because it requires the
velocity gradient immediately above the stream bed. However, the
instruments available cannot measure immediately adjacent to the bed
because of side lobe interference, as described in previous chapters. To
account for the limitation of ADCPs discussed above, Sime, Ferguson, and
Church (2007) states that there are three general approaches for estimating
bed shear stress: “turbulence statistics, a quadratic stress assumption, or
the logarithmic law of the wall” (p. 3).
The goal of this research objective is to estimate the spatial distribution
of bed shear stress using the interpolated longitudinal velocities developed
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in Chapters 2 and 3. The spatial nature of estimating bed shear stress on a
river reach scale makes the prospect of calculating Reynold’s stress for
every point in a river reach infeasible.
Using the quadratic stress method of estimating bed shear stress is
described by Kostaschuk, Villard, and Best (2004) with their estimates of
bed shear stress over dunes on the Fraser River. This study compares using
the quadratic stress and logarithmic law of the wall method for calculating
bed shear stress as it relates to the inherent shape and sediment
characteristics of dunes. For the Pecatonica and St. Joseph rivers, no
sediment information was obtained, nor were dunes detected in the ADCP
bathymetry data.
Szupiany et al. (2007) and Szupiany, Amsler, Parsons, and Best (2009)
used a method developed by Parsons et al. (2004) that fits a linear
regression between the velocity at different depths and the logarithm of the
depth, as shown in Eq. 4.4:
u(η) = C1 ln η + C0 (4.4)
This allows estimation of the bed shear, as shown in Eq. 4.5:
τb = ρf (u∗)2 (4.5)
where ρf is the density of the fluid and u∗ is the shear velocity, which is
determined from the slope of the regression between the velocity and the
logarithm of the depth u∗ = κ ∗ C1 shown in Eq. 4.4, and κ is the von
Karmen constant (κ ≈ 0.41).
In addition, Murphy and Jackson (2013) calculated bed shear stress in
the following ways to mitigate for areas where methods produced
unreasonable results: (1) the stationary ADCP profiles were averaged and
fit using a logarithmic profile to estimate the shear velocity at each cross
section; (2) moving-boat ADCP profiles were referenced to the bed,
normalized by the water column depth, averaged over 120-s intervals to
remove noise, and fit with a logarithmic velocity profile; and (3) the
Manning–Strickler power law was utilized. Similar to Murphy and Jackson,
both stationary and moving-boat measurements were used to estimate bed
shear stress utilizing the logarithmic law of the wall method below.
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4.3.1 Utilizing Logarithmic Law of the Wall Method for
Calculating Bed Shear Stress
Previous studies for estimating bed shear stress have focused on localized
areas of river reaches and utilized transect measurements to provide the
velocity profile information to apply the logarithmic law of the wall
approach. Sime et al. (2007) used ADCP transect data to estimate bed
shear stress for the large, gravel bed, Fraser River in Canada. Szupiany et
al. (2007) used acoustic Doppler profiler (ADP) stationary and transect
data from the Rio Parana River in Argentina to characterize hydraulic
properties including bed shear stress. Holmes and Garcia (2008) suggested
the use of dimensionless depth vertical velocity profiles for estimating bed
shear stress. Parsons et al. (2012) used ADCP data to study bed shear
stress (among other hydraulic parameters) for a channel bifurcation area of
a large river.
One bed shear stress study that did use longitudinal instrument passes
was that by Claude et al. (2014). However, the longitudinal passes were
performed for collecting high-resolution bathymetry with a multibeam echo
sounder. The ADCP measurement passes performed during the study were
still along transects. Petrie and Diplas (2016) compared bed shear stress
estimates (utilizing the logarithmic law of the wall approach) developed
from moving-boat ADCP vertical velocity profiles to stationary ADCP
vertical velocity profiles. They determined that turbulence and instrument
error significantly affected bed shear stress estimates developed from
individual ensembles collected during moving-boat measurements. The
estimates of bed shear stress for a river reach presented below by applying
the logarithmic law of the wall method to interpolated longitudinal ADCP
data is unique among the existing literature.
4.3.2 Natural Versus Gravity Coordinate Systems
Another important consideration involving estimating bed shear stress is
the coordinate system orientation. Yen (1975) thoroughly explored the
theoretical effect coordinate systems have on the St. Venant equations. He
postulated that there can be non-negligible velocity differences based on
whether a natural coordinate system versus a gravity defined coordinate
95
system is utilized. Fig. 4.1 from Yen illustrates the coordinate orientation
for natural versus gravity-defined coordinate systems. Yen concluded that
for non-rectangular prismatic channels, natural coordinate systems are
preferred to gravity-oriented coordinate systems. It is important to consider
whether the coordinate system significantly affects the bed shear stress
estimates for this research objective.
Unfortunately, contrary to the conclusions drawn by Yen (1975), the
gravity-defined coordinate system is much easier to apply directly to ADCP
measurements. The location of the ADCP is determined by GPS and
bottom-tracking (referencing a known location), and the orientation of the
instrument relative to vertical is known from compass and gyroscope
measurements (usually referred to as pitch and roll). However, converting
between coordinate systems could be primarily a mathematical exercise if
accurate bed slope information is known to be able to define the direction
perpendicular to the bed.
The interpolated velocities used to determine bed shear stress for this
research objective are interpolated on a 1 m grid in depth layers between
0.25 and 0.5 m (approximately the size of the dimensionless depth layers).
Pecatonica River Transect 5 has bed depths between 3 and 4 m, Pecatonica
River Transect 7 has depths between 4 and 8 m, and the St. Joseph River
Transect 5 has depths between 1 and 1.5 m.
The bed slopes interpolated for Pecatonica Transect 5 range between 0
and 0.44 m/m (the stream depth interpolation resolution is also 1 m).
When the bed slope is 0, the natural and gravity-oriented coordinate
systems are the same. Fig. 4.2 illustrates how a natural coordinate system
would differ from the gravity-oriented coordinate system for a bed slope of
0.44 m/m. For the steepest bed slope (0.44 m/m) estimated at Pecatonica
Transect 5, the natural coordinate system orientation would only change
two of the interpolation grids (outside of the blanking zone). It reasonable
to assume that the velocities found in the adjacent interpolation grids are
similar, owing to the nature of the OK interpolation method that was
employed to estimate all of the velocities in each depth layer. Therefore,
without a more precise interpolation resolution, the differences between the
natural and gravity-oriented coordinate system are insignificant for
Pecatonica Transect 5.
St. Joseph Transect 5 has smaller estimated slopes ranging from 0 to
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NATURAL COORDINATES WITH DEPTH MEASURED  
NORMAL TO CHANNEL BED 
Where x = is the streamwise direction, g represents gravity, q 
and U represent cross section plane, y is perpendicular to the 
bed, and Zb is the elevation of the bed. 
GRAVITY – ORIENTED COORDINATES WITH 
DEPTH MEASURED VERTICALLY 
Where x = is the streamwise horizontal direction, g represents 
gravity, and Θ is the bed slope. 
Figure 4.1: Yen (1975) Description of Natural Versus Gravity-Oriented
Coordinate Systems.
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Figure 4.2: Natural Coordinate System Applied to Pecatonica Transect 5.
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0.13 m/m; thus, the difference between potential coordinate systems is
negligible. Pecatonica Transect 7, as mentioned before, has significant bed
variation. A scour hole or area of localized deep depths is present near the
transect location, and the estimated slopes in this area reach a maximum of
1.4 m/m. In addition, the bed shear stress values estimated near scour hole
are not very precise, as shown in subsequent sections.
It is important to note that the literature presented in previous sections
of this chapter generally use courser spatial resolution than the 1 m grid
presented in this section and used for the results below. In addition, many
studies have high-resolution bathymetry data to better understand the bed
characteristics. Overall, the data and interpolation presented in this
research has limitations that prevent investigation of a natural coordinate
system as described by Yen (1975). This is an area where further study is
needed.
4.4 Analysis
For the following analysis, bed shear stress serves as the hydraulic
parameter utilized to demonstrate the longitudinal ADCP method’s
application to engineering decision making. In Objective 2, it was
determined that the dimensionless depth methodology for developing
velocity profiles was more advantageous than the elevation-difference
defined depth layering technique. Therefore, this research objective will
utilize dimensionless depth layers in determining bed shear stress.
4.4.1 Regression Fit for Velocity Profiles
As stated in Eq. 4.4, shear velocity (and subsequently bed shear stress) can
be estimated by fitting a logarithmic relationship between the distance from
the bed and the downstream velocity component. The interpolated vertical
velocity profiles developed for Objective 2 (shown in Appendix D) serve as
the basis for developing bed shear stress estimates for the Pecatonica and
St. Joseph River reaches.
In order to use the velocity profiles in the form similar to the plots
presented in Appendix D, the logarithmic equation presented in Eq. 4.4 was
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re-arranged as shown in Eq. 4.6:
η = a ∗ exp(bu) (4.6)
where η is the distance from the bed, u is the downstream velocity, b is the
slope of the regression, and a is the bed roughness coefficient. It should be
noted that the dimensionless depths were transformed to measure η in m
using the interpolated depth at each grid point.
From Eq. 4.6, the bed shear stress can be calculated as shown in Eq. 4.7:
τb = ρf (
κ
b
)2 (4.7)
where ρf is the density of the fluid, b is the slope of the regression, and κ is
the von Karmen constant (κ ≈ 0.41).
4.4.2 Bootstrap for Exponential Fit
As shown in Fig. 1.1, ADCPs are unable to measure velocity within the
blanking distance near the instrument and the side lobe interference area
near the bed. The extent of the error from these regions varies based on the
topology of the river. Quickly changing river bathymetry also contributes
to interpolation error, as illustrated in the vertical velocity plots from
Appendix D.
To reduce the effect of ADCP limitations and interpolation velocity error
on the bed shear stress estimate, a bootstrap analysis was performed on
each vertical velocity profile Efron and Tibshirani (1993). Regressions were
performed on a randomly chosen set of velocities from each profile to
generate the best exponential fit (based on the highest R-squared value).
The dimensionless depth defined layer profiles (interpolated at each grid
point) from Appendix D provide up to 12 velocities for estimation for the
Pecatonica River and up to six velocities for the St. Joseph River. Efron
and Tibshirani (1993) suggest that little data needs to be eliminated from
the data population to effectively employ the bootstrap technique. In order
to generate 10 to 15 unique regressions, two velocities were eliminated from
the available profile velocities. This implies that approximately 83% of the
interpolated velocities in each profile were used to generate regressions for
the Pecatonica River and 65% of the data were used for the St. Joseph
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River. Eliminating just one velocity from the profile for the St. Joseph
River was also explored, but the R-squared values were lower than when
two velocities were eliminated for each regression. The bootstrap method
also enabled the standard deviation for the bed shear stress to be
determined from the multiple regressions for each vertical velocity profile.
4.4.3 Increased Error of interpolated Velocities Near the Bed
and the Surface
Observations from the vertical velocity plots in Appendix D suggest the
greatest amount of relative error generally occurs in the dimensionless
depth layers closest to the surface and the bed. This observation stems
from the ADCPs inability to measure velocities near the instrument
(blanking distance) and the stream bed (area of side lobe inference). To try
to mitigate the effects of the instrument limitations, the Pecatonica River
bed shear stress was estimated (using the methodology described above)
after the velocities closest to the bed and surface were eliminated. Fig. 4.3
illustrates an example of exponential vertical velocity profile fits with the
top and bottom dimensionless layer velocities excluded and included. In
Fig. 4.3, the vertical velocity profiles near Pecatonica Transect 5 show that
the top and bottom layer velocity errors were so severe that the exponential
fit curves the wrong direction when these velocities were included in the
statistical fit.
For most cases, eliminating the top and bottom layer improved the bed
shear stress estimate, which was observed using the profiles presented later
and quantified by lower R-squared values. In addition, eliminating the top
and bottom dimensionless layers reduced the amount of data for the
bootstrap to approximately 65%, which was the optimal amount
determined for the St. Joseph River.
A similar elimination technique was not performed on the St. Joseph
River due its shallow nature, which limited the number of dimensionless
depth layer velocities that could be used to develop the exponential
regression. In general, using 65% (roughly two thirds) of the vertical
velocity data produced the optimal bed shear stress estimates.
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Figure 4.3: Pecatonica River Transect 5, River Station (m) 145, (Distance from
Centerline) Offset (m) 3: Velocity Profiles Comparing Exponential Fit With and
Without Top and Bottom Dimensionless Depth Layer Velocities.
4.5 Results
4.5.1 Statistical Fits for Vertical Velocity Profiles
Appendix E (Figs. E.1 through E.4) shows the vertical velocity profiles
from Appendix D with the exponential fit displayed along with equations
and R-squared values. The locations of these vertical velocity profiles
correspond to the stationary measurement locations, and the interpolated
transect and longitudinal profiles are shown along with the time-averaged
stationary data profiles.
As mentioned above, R-squared is a useful statistic for determining the
accuracy of shear stress estimates for the studied river reaches, because the
exponential (or logarithmic) relationship between shear velocity and
distance from the bed is known from theoretical studies by Szupiany et al.
(2007) and others. Therefore, R-squared is an appropriate measure of how
precisely the theoretical relationship describes the variability in the vertical
velocity profiles. Table 4.1 summarizes the R-squared values for the
exponential profile fits for the stationary data and interpolated transect and
longitudinal velocities determined at the stationary measurement locations
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Table 4.1: Comparison of R-Squared Values for Exponential Fits (Utilizing 65%
of Profile Velocities) to Vertical Velocity Profiles at Stationary Measurement
Locations (*Note that N/A is listed in the table when the best exponential fit
produced an unreasonable roughness height and negative slope)
Transect Stationary Interpolated Interpolated Longitudinal
Information Data Transect Dataset 1 Dataset 2
Transect River Cross Section R-squared R-squared R-squared R-squared
Number Station (m) Offset (m) (%) (%) (%) (%)
Pecatonica River
RiverWidth = 0.75
5 145 3 N/A* 63% N/A* -
5 145 12 N/A* 50% 85% -
7 167 7 87% 72% 49% -
7 173 −2 67% 66% 40% -
7 176 0 98% 67% 65% -
7 178 1 95% 57% 49% -
RiverWidth = 1.75
5 145 3 N/A* 33% 74% 33%
5 145 12 N/A* 14% 89% 61%
RiverWidth = 2.25
7 167 7 87% 74% 93% 74%
7 173 −2 67% 74% 9% 17%
7 176 0 98% 74% 61% 58%
7 178 1 95% 74% 16% 55%
St. Joseph River
RiverWidth = 1.75
5 343 2 98% 99% 99% 97%
5 344 −19 100% 98% 99% 100%
RiverWidth = 3.5
5 343 2 98% 100% 100% 100%
5 344 −19 100% 100% 100% 100%
(and shown in Appendix E).
It is also important to acknowledge the limitations of using R-squared
alone for determining bed shear stress accuracy. Some of the best (highest
R-squared values for the bootstrap regressions) exponential fits curved the
wrong direction (with a negative regression slope) compared to the
expected. Fig. 4.4 is an example of one of the profiles from Appendix E
(Fig. E.1) for Pecatonica River Transect 5. This figure shows that even the
time-averaged stationary data had enough variability in the velocities to
produce a best-fit exponential profile with a negative slope. The
observation that the stationary data produces a negative slope suggests
that the 1 m grid resolution may be too fine to describe a larger scale
process such as bed shear stress.
For the Pecatonica River, the interpolated transect R-squared values do
not show much variation, which agrees with the conclusions drawn from
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Figure 4.4: Pecatonica River Transect 5, River Station (m) 145: Exponential Fits
for Velocity Profiles for Stationary Data and Interpolated Transect and
Longitudinal Streamwise Velocities.
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Chapters 2 and 3, noting that interpolation between transects does not
precisely capture the velocity variation in the Pecatonica River reaches.
The interpolated longitudinal R-squared values in Table 4.1 are lower than
both the interpolated transect and stationary R-squared values. However,
most of the best-fit R-squared values presented in the table are greater than
50%, suggesting that more than half of the velocity variance is captured by
the exponential fit for the interpolated longitudinal measurements.
It was noted in previous chapters that the St. Joseph River has a more
uniform bathymetry. This may imply that the bed shear stress is also more
uniform or “well-behaved.” According to Table 4.1, the R-squared values
are nearly 100% for all the interpolated and stationary data.
4.6 Discussion
4.6.1 Examining Bed Shear Estimates
As described above, 65% of available velocities in each vertical were used to
fit the exponential relationship for the Pecatonica and St. Joseph rivers.
The bed shear stress estimates were determined near Pecatonica Transects
5 (River Station 130 to 150 m) and 7 (River Station 165 to 185 m) and St.
Joseph Transect 5 (River Station 330 to 350 m). An overall plot of the
R-square values for the 20 m river reaches centered around Pecatonica
River Transects 5 and 7 and St. Joseph River Transect 7 is presented in
Figs. 4.5, 4.6, and 4.7 utilizing the interpolated longitudinal velocity profile
fits.
Most of the Pecatonica River Transect 7 plot shows R-squared values
between 70% and 90%. However, the left bank portions of the R-square
plot for Transect 5 show R-squared values of 50% or less. As discussed in
previous chapters, there are known complex bathymetric features and
hydraulic flow conditions near these transects. The results for
depth-averaged velocity (presented in Chapter 2) and the vertical velocity
profiles (presented in Chapter 3) illustrate increased velocity error near the
Transect 5 and 7 locations. Therefore, it is reasonable to expect the bed
shear stress R-squared values to be low near this section of the river. Unlike
Pecatonica River Transect 7, 98% of the St. Joseph River R-squared values
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are above 90%, suggesting that the predicted bed shear stress values for the
St. Joseph River are reasonable.
Another important measure of precision, standard deviation, was
calculated using the different regressions from the boot strap method
described above. Figs. 4.8, 4.9, and 4.10 show plots similar to the
R-squared plots in Figs. 4.5, 4.6, and 4.7, but with standard deviation of
bed shear stress. The mean bed shear stresses are also shown for reference.
Locations where high standard deviation values are shown on these plots
correlate to areas of low R-squared values shown on the previous plots.
This is another indication that the bed shear stress estimates in the areas of
low R-squared and high standard deviation are not very reasonable.
4.6.2 Reach-Scale Estimates of Bed Shear Stress
After analyzing the vertical velocity profiles in Appendix E (Figs. E.1
through E.4) and the river reach plots of R-squared (Figs. 4.5, 4.6, and 4.7)
and standard deviation (Figs. 4.8, 4.9, and 4.10), it is important to
determine appropriate screening criteria to limit the error found in the
exponential fit (negative slopes and poor roughness estimates described
above), which directly contributes to high uncertainty and error in the bed
shear stress estimates.
To limit the error in the exponential fits and final bed shear stress
estimates, a minimum slope of zero (used to eliminate exponential profiles
curved the wrong direction), and R-squared value of 90% were used as
screening criteria for the final results presented below. The 90% criterion
was chosen to be consistent with the 90% R-squared criterion noted in
Petrie and Diplas (2016). Figs. 4.11, 4.12, and 4.13 present bed shear stress
estimates (developed using the longitudinal interpolated vertical velocity
profiles) for the river reaches centered around Pecatonica Transects 5 and 7
and St. Joseph Transect 5 using the screening criteria listed above.
The St. Joseph bed shear stress plot presented in Fig. 4.13 presents a
more complete picture of the bed shear stress for the river reach centered
on Transect 5. The shear stress estimated from the interpolated
longitudinal velocities is relatively uniform throughout the reach, which is
consistent with the bathymetric characteristics of this reach. The low bed
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Figure 4.5: R-Squared Values (in Percent) for Exponential Fit to Estimate Bed
Shear Stress for Pecatonica Transect 5: River Stations (m) 130 to 150. The
transect location is shown with a solid black line, river stations are labeled on the
centerline, and the flow direction is shown.
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Figure 4.6: R-Squared Values (in Percent) for Exponential Fit to Estimate Bed
Shear Stress for Pecatonica Transect 7: River Stations (m) 165 to 185. The
transect location is shown with a solid black line, river stations are labeled on the
centerline, and the flow direction is shown.
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Figure 4.7: R-Squared Values (in Percent) for Exponential Fit to Estimate Bed
Shear Stress for St. Joseph Transect 5: River Stations (m) 330 to 350. The
transect location is shown with a solid black line, river stations are labeled on the
centerline, and the flow direction is shown.
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Figure 4.8: Standard Deviation of Bed Shear Stress (kg/(m s2)) for Pecatonica
Transect 5: River Stations (m) 130 to 150. The transect location is shown with a
solid black line, river stations are labeled on the centerline, and the flow direction
is shown.
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Figure 4.9: Standard Deviation of Bed Shear Stress (kg/(m s2)) for Pecatonica
Transect 7: River Stations (m) 165 to 185. The transect location is shown with a
solid black line, river stations are labeled on the centerline, and the flow direction
is shown.
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Figure 4.10: Standard Deviation of Bed Shear Stress (kg/(m s2)) for St. Joseph
Transect 5: River Stations (m) 330 to 350. The transect location is shown with a
solid black line, river stations are labeled on the centerline, and the flow direction
is shown.
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shear stress estimates shown in Fig. 4.13 were consistent with the very
small moving-bed velocity estimated in Section 1.5.4 and indicate low
potential for scour and moving-bed conditions.
Figs. 4.11 and 4.12 illustrate the limitations of developing a bed shear
stress map that meets the screening criteria for the Pecatonica River. Per
personal conversation with Professor James Best, he suggested that
multiple profiles be smoothed together to create bed shear stress estimates
for a reach (Personal interview, January 25, 2018).
To test this approach of creating a coarser bed shear stress map for a
longer river reach, the longitudinal velocities interpolated at each
dimensionless depth layer were boxcar-averaged (for a 20 m area) and the
shear stress was again estimated utilizing the logarithmic law of the wall
and the methodology described above. Fig. 4.14 illustrates a reach-scale
map of Pecatonica River Station (m) 120 to 185 of bed shear stress at an
interpolated spatial resolution of 20 m. Three plots of bed shear stress
developed from using R-squared screening criteria of 90%, 75%, and 50%
are shown in Fig. 4.14.
Unfortunately, averaging multiple interpolated longitudinal vertical
velocity profiles to produce a coarser bed shear stress map did not produce
a complete estimate of bed shear stress when using an R-squared screening
criterion of 90% (as suggested by Petrie & Diplas, 2016). Using a lower
R-squared threshold does produce bed shear stress estimates for the entire
river reach, as shown in Fig. 4.14. The following information can be gleaned
from the 50% R-square plot in Fig. 4.14: (1) Bed shear stress is low from
River Station 120 to 160, which is consistent with the low moving-bed
velocities discussed in Section 1.5.4. (2) There is significant error in the bed
shear stress estimates between River Stations 160 and 185, which is
consistent with the increased error observed in the vertical velocity profiles
(which corresponds to a scour hole shown in Fig. 3.9). (3) Longitudinal
ADCP measurements should not be used to estimate bed shear stress
between River Stations 160 and 185.
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Figure 4.11: Bed Shear Stress (kg/(m s2)) for Pecatonica Transect 5: River
Stations (m) 130 to 150. The transect location is shown with a solid black line,
river stations are labeled on the centerline, and the flow direction is shown.
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Figure 4.12: Bed Shear Stress (kg/(m s2)) for Pecatonica Transect 7: River
Stations (m) 165 to 185. The transect location is shown with a solid black line,
river stations are labeled on the centerline, and the flow direction is shown.
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Figure 4.13: Bed Shear Stress (kg/(m s2)) for St. Joseph Transect 5: River
Stations (m) 330 to 350. The transect location is shown with a solid black line,
river stations are labeled on the centerline, and the flow direction is shown.
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Figure 4.14: Bed Shear Stress (kg/(m s2)) for Pecatonica River Stations (m) 120
to 185. River stations are labeled in black on the centerline and the flow
direction is shown.
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4.7 Conclusion
Chapters 2 and 3 illustrated the advantages and limitations of using
longitudinal ADCP measurements to interpolate depth-averaged velocities
and vertical velocity profiles for a river reach. This chapter presents
potential hydraulic applications for the depth-averaged velocities and
vertical velocity profiles. Many hydraulic applications, including
determining habitat suitability, characterizing secondary flow, estimating
dispersion, determining bed shear stress, and others may benefit from
ADCP data collection utilizing the longitudinal method along with the
stationary and transect focused methodologies.
This research objective focused on using the dimensionless depth velocity
profiles developed in Chapter 3 to estimate bed shear stress for the river
reaches being studied. Bed shear stress is an important hydraulic
parameter that affects deposition and scour, which directly impacts
navigation (among other things) in open channel flow.
For this objective, the vertical velocity profiles developed in Chapter 3 at
each stationary location were used to fit exponential curves. A bootstrap
approach to developing the exponential fits was useful to limit the velocity
error impact on the bed shear stress estimates and determine a standard
deviation for the estimates. It was discovered that the top and bottom
dimensionless depth layers disproportionally contributed to the velocity
error of the profile, owing to limitations of the ADCP instrument.
Eliminating these layers (when enough velocities were present in the profile)
helped to determine a better estimate of bed shear stress. In addition, a
natural coordinate system (detailed by Yen, 1975) was investigated, but it
was determined that the Pecatonica and St. Joseph River data were not
robust enough to draw conclusions about coordinate system differences.
The goodness of fit for the exponential relationship was tested by
comparing the R-squared values for the interpolated transect and
longitudinal profiles, along with the stationary data at the stationary data
locations. The interpolated transect velocity profiles did not highlight the
velocity variation present in the Pecatonica River near Transect 7 (similar
to observations made in Chapter 2 with the depth-averaged velocity and
Chapter 3 with the vertical velocity profiles). The interpolated longitudinal
profile fits did not always produce R-squared values over 50%, implying
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that over half of the velocity variation was not described by the exponential
relationship.
By further exploring the precision and uncertainty of the interpolated
longitudinal shear stress estimates, a screening criterion consistent with
Petrie and Diplas (2016) was developed to ensure that 90% of the velocity
variation was described by the exponential fit (90% R-squared value or
greater) and fits with negative slopes were discarded. The screening criteria
illustrated definite limitations to estimating bed shear stress effectively in
areas of complex bathymetry even when applying a coarser resolution to
the analysis. Further study is needed to determine predictive relations for
what specific hydraulic and bathymetric condition causes the approach
presented in this chapter to break down. In addition, more research is
needed to examine suitability of this methodology for conditions such as
dunes, bars, etc.
4.7.1 Guidance
The following information can be gleaned from the bed shear stress
estimates developed using the interpolated dimensionless depth longitudinal
vertical velocity profiles.
1. Areas where the bed shear stress estimates were small were consistent
with the low moving-bed velocities determined for the studied rivers.
2. There is significant error in the bed shear stress estimates in areas
with complex bathymetry, which is consistent with the increased error
observed in the vertical velocity profiles.
3. The error in the bed shear stress estimates suggests that longitudinal
ADCP measurements should be used with caution in areas of complex
bathymetry.
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CHAPTER 5
SUMMARY & CONCLUSIONS
Over the past century, hydrologists have gone to great lengths to develop
technologies and methodologies to accurately estimate important hydraulic
properties of open channel flow. Historically, stage and discharge were the
focus of most approaches to determining the hydraulic nature of streams
and rivers. As technology has progressed, new instruments, such as
ADCPs, have given hydrologists the ability to explore new ways to detail
in-stream processes in addition to stage and discharge. The ability to track
pollutants, determine deposition and scour, and estimate the habitat
suitability of streams and rivers are just some examples of the possibilities
that technologies such as ADCPs have enabled over the past few decades.
Despite the advances in technology, the traditional standard of practice
of measuring velocities in open channels relies on the historically proven
methodology that was primarily focused on accurately determining the
discharge for streams and rivers. The traditional standard of practice relies
on time-averaged stationary measurements and transect measurements
(performed for cross sections roughly perpendicular to the flow) to describe
complex hydraulic processes.
It has been shown that time-averaged stationary measurements reduce
the velocity uncertainty at a particular location, but are not appropriate for
estimating velocities at a river-reach scale. Transect measurements are the
standard practice for determining velocities over a cross sectional area.
Performing repeat transect measurements reduces the temporal uncertainty
and directional bias; however, the distance between transects is a significant
factor when interpolating velocities between transect locations to determine
a river-reach scale velocity map.
This research has explored longitudinal measurements, where the
measurement path is roughly parallel to the stream centerline, providing
information in the streamwise (or flow) direction. Longitudinal
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measurements provide less velocity information than transect measurements
at an individual cross section, but can be used to more effectively
interpolate velocities for an entire river reach. This research analyzed
ADCP data that were collected concurrently using stationary, transect, and
longitudinal collection methods to determine the strengths and limitations
of each method.
The following research objectives and hypotheses were explored with the
goal of accurately developing a complete velocity map for a river reach
using longitudinal ADCP measurements.
Objective 1: Understanding depth-averaged velocities
interpolated from longitudinal measurements
The following hypotheses were tested for Objective 1:
1. Interpolating velocities at specified locations is done more precisely by
interpolating longitudinal ADCP data in lieu of interpolating between
transect data taken upstream and downstream of the specified
location.
2. At certain data densities, the difference between interpolated transect
and longitudinal velocities is negligible.
3. An optimal data density can be determined based on the hydraulic
application being investigated.
Objective 2: Extend the longitudinal ADCP data exploration
to develop vertical velocity profiles
The following hypotheses were tested for Objective 2:
1. Defining dimensionless depth layers for interpolation is more precise
than interpolating in horizontal depth layers for developing vertical
velocity profiles.
2. Interpolating longitudinal data is more precise than interpolating
upstream and downstream transect data to create vertical velocity
profiles for river reaches.
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Objective 3: Utilizing longitudinal measurements to explore the
spatial distribution of bed shear stress in a river reach
The following hypotheses were tested for Objective 3:
1. Bed shear stress maps can be developed using longitudinal ADCP
data.
2. The uncertainty of the bed shear stress maps can be determined.
5.1 Research Objective 1
Research Objective 1 explores applying the longitudinal measurement
technique to interpolate precise estimates of depth-averaged velocity for a
river reach. Chapter 2 presents the detailed methodology for using ADCP
data to interpolate to any point in a river reach. Multiple interpolation
methods, NN, IDW, and OK, were investigated in addition to different data
resolution (grid) sizes.
Aside from methodology details, the two main variables explored to
compare the data collection methods were data density and data collection
effort. Data density was determined by theoretical transect spacings, which
correspond to the standard practice of interpolating between transect
measurements to determine the depth-averaged velocities for an entire river
reach. The transect spacing was defined in dimensionless RiverWidths to
allow the results from this research to be scaled to rivers of different sizes.
For each data density (denoted in RiverWidths) that was investigated, the
data collection effort time was determined for the transect and longitudinal
data collection methods. It was very important to ensure equivalent
measurement time (defined in this research as data collection effort time)
and effort for all comparisons to achieve an accurate comparison of the
stationary, transect, and longitudinal data collection methods.
The results section in Chapter 2 presents interpolated transect and
longitudinal velocities and compares them to the known transect and
stationary data. The longitudinal interpolated velocities match the known
data and mimic the cross section velocity trend better than the
interpolated transect depth-averaged velocities.
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In addition, the interpolated longitudinal velocities were analyzed to
determine an optimal data density. All of the ADCP data were used to
interpolate a reach scale depth-averaged velocity map to serve as a baseline
for comparing different data densities. Subsets of transect and longitudinal
ADCP data representing different RiverWidths and measurement pass
spacing were used to interpolate depth-averaged velocities for the
Pecatonica and St. Joseph River reaches. These data subsets were
compared against the baseline reach scale depth-averaged velocities to
determine a relationship between the absolute relative error and data
density.
The following recommendations were developed to guide data collection
efforts for transect and longitudinal ADCP data to reduce the average
absolute relative error when interpolating depth-averaged velocities.
1. The relationship between RiverWidth and absolute relative error
implies an increase in error of 1% to 2% per RiverWidth for the
interpolated longitudinal depth-averaged velocities, and an increase in
error of 2.5% to 5% per RiverWidth for the interpolated transect
depth-averaged velocities.
2. The absolute relative error for interpolating longitudinal velocities is
the same as that for interpolating between transects when the
longitudinal measurement passes are the same distance apart as the
transects.
3. An increase in the average absolute relative error from 0.1% to 0.4%
per meter spacing between longitudinal measurement passes was
observed for the Pecatonica and St. Joseph rivers.
5.2 Research Objective 2
Research Objective 2 explores using transect and longitudinal ADCP
measurements to interpolate velocities throughout the water column. Both
dimensionless depth layers (which favor interpolating in layers that utilize
velocities in similar positions in the water column) and elevation-difference
defined (horizontal) layering were explored to test the effect of channel
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shape on velocity interpolation. One important aspect of this research
objective was to develop vertical velocity profiles and quantify the
uncertainty of using interpolated transect and longitudinal techniques to
determine velocities at any depth and location in a river reach.
Appendices C and D contain the interpolated cross section and vertical
velocity profile plots developed for this objective for Pecatonica River
Transects 5 and 7 and St. Joseph River Transect 5. In general, the
difference between velocities interpolated using dimensionless depth versus
elevation defined depth was less significant than the difference between
interpolated velocities developed using the longitudinal data collection
technique as opposed to the transect data collection method.
The issue of what constitutes the true velocity for each depth layering
method was discussed for stationary and transect data. This research found
it more appropriate to use OK interpolation consistently for each depth
layer (for both the dimensionless and elevation defined layering approaches)
and spatially to combine individual moving-boat tracks at a transect
location to define TrueV elocity (as mentioned in Eq. 2.2) transect data at
the transect location. Stationary data was assumed to be measured at the
center of the data cloud and the velocities in each layer (for both depth
layering approaches) were averaged to determine the true velocity at the
center of each depth layer.
It was determined through additional analysis that separating the
interpolated depth layers according to dimensionless depth was more
advantageous in areas of significant bathymetric variation. Both
dimensionless depth and elevation-difference (horizontal) depth layers are
equally precise in river reaches with more uniform bathymetry. The research
objective did determine that interpolated transect velocities exhibited
significantly higher relative error and uncertainty than interpolated
longitudinal velocities, when compared to time-averaged stationary data.
The following observations provide guidance for using transect and
longitudinal ADCP measurements to interpolate velocities throughout the
water column.
1. The longitudinal measurement technique is a better alternative to
interpolation between transect measurements for describing velocities
at various depths and locations in a river reach
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2. The dimensionless depth layering approach is marginally better than
layering by elevation difference (horizontal) for river reaches with
significant bathymetric variation.
5.3 Research Objective 3
Chapters 2 and 3 illustrated the advantages and limitations of using
longitudinal ADCP measurements to interpolate depth-averaged velocities
and vertical velocity profiles for a river reach. This research objective
presents potential hydraulic applications for the depth-averaged velocities
and vertical velocity profiles. Many hydraulic applications, including
determining habitat suitability, characterizing secondary flow, estimating
dispersion, determining bed shear stress, and others may benefit from
ADCP data collection utilizing the longitudinal method along with the
stationary and transect focused methodologies.
This research objective focused on using the dimensionless depth velocity
profiles developed in Chapter 3 to estimate bed shear stress for the river
reaches being studied. Bed shear stress is an important hydraulic
parameter that affects deposition and scour, which directly impacts
navigation (among other things) in open channel flow.
For this objective, the vertical velocity profiles developed in Chapter 3 at
each stationary location were used to fit exponential curves. A bootstrap
approach to developing the exponential fits was useful to limit the velocity
error impact on the bed shear stress estimates and determine a standard
deviation for the estimates. It was discovered that the top and bottom
dimensionless depth layers disproportionally contributed to the velocity
error of the profile, owing to limitations of the ADCP instrument.
Eliminating these layers (when enough velocities were present in the profile)
helped to determine a better estimate of bed shear stress. In addition, a
natural coordinate system (detailed by Yen, 1975) was investigated, but it
was determined that the Pecatonica and St. Joseph River data were not
robust enough to draw conclusions about coordinate system differences.
The goodness of fit for the exponential relationship was tested by
comparing the R-squared values for the interpolated transect and
longitudinal profiles, along with the stationary data at the stationary data
125
locations. The interpolated transect velocity profiles did not highlight the
velocity variation present in the Pecatonica River near Transect 7 (similar
to observations made in Chapter 2 with the depth-averaged velocity and
Chapter 3 with the vertical velocity profiles). The interpolated longitudinal
profile fits did not always produce R-squared values over 50%, implying
that over half of the velocity variation was not described by the exponential
relationship.
By further exploring the precision and uncertainty of the interpolated
longitudinal shear stress estimates, a screening criterion consistent with
Petrie and Diplas (2016) was developed to ensure that 90% of the velocity
variation was described by the exponential fit (90% R-squared value or
greater) and fits with negative slopes were discarded. The screening criteria
illustrated definite limitations to estimating bed shear stress effectively in
areas of complex bathymetry even when applying a coarser resolution to
the analysis. Further study is needed to determine predictive relations for
what specific hydraulic and bathymetric condition causes the approach
presented in this chapter to break down. In addition, more research is
needed to examine suitability of this methodology for conditions such as
dunes, bars, etc.
The following information can be gleaned from the bed shear stress
estimates developed using the interpolated dimensionless depth longitudinal
vertical velocity profiles.
1. Areas where the bed shear stress estimates were small were consistent
with the low moving-bed velocities determined for the studied rivers.
2. There is significant error in the bed shear stress estimates in areas
with complex bathymetry, which is consistent with the increased error
observed in the vertical velocity profiles.
3. The error in the bed shear stress estimates suggests that longitudinal
ADCP measurements should be used with caution in areas of complex
bathymetry.
126
5.4 Areas of Further Study
This research illustrates the usefulness of using ADCPs to measure
velocities in the streamwise (longitudinal) direction in lieu of or in addition
to traditional transect oriented measurements. In particular, the
interpolated longitudinal depth-averaged velocities and vertical velocity
profiles developed at each spatial location capture velocity variation better
than velocities interpolated between transects for specific RiverWidths.
The longitudinal and transect measurement techniques produce similar
interpolation when the distance between individual measurement passes is
the same.
This research only scratches the surface of exploration into longitudinal
ADCP measurements. Additional questions such as the following need to
be investigated to better understand the various hydraulic applications for
this measurement technique.
• Can longitudinal measurements be used to determine discharge or
secondary flow characteristics (hydraulic parameters more easily
described by transect measurements)?
• Could longitudinal ADCP measurements of a sufficient precision be
collected that would allow the identification of gaining/loosing
reaches?
• Which measurement type is appropriate for other hydraulic
applications, such as habitat suitability determination or dispersion
estimation?
• How best can longitudinal measurements be used to calibrate 2D and
3D flow models?
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APPENDIX A
INTERPOLATED DEPTH-AVERAGED
VELOCITY PLOTS
This appendix contains the depth-averaged interpolated velocity plots
discussed in Chapter 2 and listed in Table 2.1 for the Pecatonica and St.
Joseph rivers.
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Figure A.1: Interpolated Velocity Plots for Pecatonica Transect 4, River Station
120 to 140 (m): Transect location is labeled with a solid black line, plot colors
represent the magnitude of the downstream velocity component, black arrows
represent the velocity vectors, and the river stations are labeled on the river
centerline.
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Figure A.2: Interpolated Velocity Plots for Pecatonica Transect 5, River Station
130 to 150 (m): Transect location is labeled with a solid black line, plot colors
represent the magnitude of the downstream velocity component, black arrows
represent the velocity vectors, and the river stations are labeled on the river
centerline.
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Figure A.3: Interpolated Velocity Plots for Pecatonica Transect 6, River Station
150 to 170 (m): Transect location is labeled with a solid black line, plot colors
represent the magnitude of the downstream velocity component, black arrows
represent the velocity vectors, and the river stations are labeled on the river
centerline.
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Figure A.4: Interpolated Velocity Plots for Pecatonica Transect 7, River Station
165 to 185 (m): Transect location is labeled with a solid black line, plot colors
represent the magnitude of the downstream velocity component, black arrows
represent the velocity vectors, and the river stations are labeled on the river
centerline.
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Figure A.4: Figure Continued.
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Figure A.5: Interpolated Velocity Plots for St. Joseph Transect 4, River Station
240 to 260 (m): Transect location is labeled with a solid black line, plot colors
represent the magnitude of the downstream velocity component, black arrows
represent the velocity vectors, and the river stations are labeled on the river
centerline.
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Figure A.5: Figure Continued.
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Figure A.6: Interpolated Velocity Plots for St. Joseph Transect 5, River Station
330 to 350 (m): Transect location is labeled with a solid black line, plot colors
represent the magnitude of the downstream velocity component, black arrows
represent the velocity vectors, and the river stations are labeled on the river
centerline.
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APPENDIX B
INTERPOLATED VELOCITY
COMPARISON TO TRANSECT DATA
PLOTS
This appendix contains all of the comparison plots between the
interpolated velocities and transect data, as discussed in Chapter 2.
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Figure B.1: Comparison Plots Between Interpolated Velocities and Transect
Data for Pecatonica Transect 4. The plots are oriented looking downstream and
the water surface is located at Depth = 0.
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Figure B.2: Comparison Plots Between Interpolated Velocities and Transect
Data for Pecatonica Transect 5. The plots are oriented looking downstream and
the water surface is located at Depth = 0.
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Figure B.3: Comparison Plots Between Interpolated Velocities and Transect
Data for Pecatonica Transect 6. The plots are oriented looking downstream and
the water surface is located at Depth = 0.
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Figure B.4: Comparison Plots Between Interpolated Velocities and Transect
Data for Pecatonica Transect 7. The plots are oriented looking downstream and
the water surface is located at Depth = 0.
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Figure B.5: Comparison Plots Between Interpolated Velocities and Transect
Data for St. Joseph Transect 4. The plots are oriented looking downstream and
the water surface is located at Depth = 0.
149
  
 
 
ST JOSEPH TRANSECT 5 
   
  
 
Base Transect
Standard Deviation Base Transect
Interpolated Transect
Interpolated Mean Longitudinal
River Bottom Cross Section
   
   
 
Cross Section Distance (meters)
-40 -30 -20 -10 0 10 20 30
Ve
lo
ci
ty
 (m
/s
)
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
River Width = 1.75 Streamwise Velocity
D
ep
th
 (m
et
er
s)
-2
0
Cross Section Distance (meters)
-40 -30 -20 -10 0 10 20 30
Ve
lo
ci
ty
 (m
/s
)
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
River Width = 1.75 Cross Stream Velocity
D
ep
th
 (m
et
er
s)
-2
0
Cross Section Distance (meters)
-40 -30 -20 -10 0 10 20 30
Ve
lo
ci
ty
 (m
/s
)
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
River Width = 3.5 Streamwise Velocity
D
ep
th
 (m
et
er
s)
-2
0
Cross Section Distance (meters)
-40 -30 -20 -10 0 10 20 30
Ve
lo
ci
ty
 (m
/s
)
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
River Width = 3.5 Cross Stream Velocity
D
ep
th
 (m
et
er
s)
-2
0
Figure B.6: Comparison Plots Between Interpolated Velocities and Transect
Data for St. Joseph Transect 5. The plots are oriented looking downstream and
the water surface is located at Depth = 0.
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APPENDIX C
CROSS SECTION VELOCITY PLOTS FOR
COMPARING DIMENSIONLESS DEPTHS
AND ELEVATION DEFINED DEPTH
LAYERS
This appendix contains the cross section velocity plots for comparing
dimensionless depths and elevation defined depth layers for the interpolated
velocities and transect data, as discussed in Chapter 3. It also contains
plots of the relative error and velocity difference for both dimensionless
depths and elevation defined depth layers
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Figure C.1: Pecatonica River Transect 5 Dimensionless Depth versus Elevation
Defined Layer Comparison for 0.75 RiverWidths. The colors represent the
downstream velocity, the depth layers are shown with a black dashed line, and
the cross stream velocity vectors are shown in black.
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Figure C.2: Pecatonica River Transect 5: Relative Error Comparison for
Dimensionless Depth versus Elevation Defined Layers for 0.75 RiverWidths. The
depth layers for the true velocities are shown with a gray dashed line.
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Figure C.3: Pecatonica River Transect 5 Dimensionless Depth versus Elevation
Defined Layer Comparison for 1.75 RiverWidths. The colors represent the
downstream velocity, the depth layers are shown with a black dashed line, and
the cross stream velocity vectors are shown in black.
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Figure C.4: Pecatonica River Transect 5: Relative Error Comparison for
Dimensionless Depth versus Elevation Defined Layers for 1.75 RiverWidths. The
depth layers for the true velocities are shown with a gray dashed line.
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Figure C.5: Pecatonica River Transect 7 Dimensionless Depth versus Elevation
Defined Layer Comparison for 0.75 RiverWidths. The colors represent the
downstream velocity, the depth layers are shown with a black dashed line, and
the cross stream velocity vectors are shown in black.
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Figure C.6: Pecatonica River Transect 7: Relative Error Comparison for
Dimensionless Depth versus Elevation Defined Layers for 0.75 RiverWidths. The
depth layers for the true velocities are shown with a gray dashed line.
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Figure C.7: Pecatonica River Transect 7 Dimensionless Depth versus Elevation
Defined Layer Comparison for 2.25 RiverWidths. The colors represent the
downstream velocity, the depth layers are shown with a black dashed line, and
the cross stream velocity vectors are shown in black.
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Figure C.8: Pecatonica River Transect 7: Relative Error Comparison for
Dimensionless Depth versus Elevation Defined Layers for 2.25 RiverWidths. The
depth layers for the true velocities are shown with a gray dashed line.
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Figure C.9: St. Joseph River Transect 5 Dimensionless Depth versus Elevation
Defined Layer Comparison for 1.75 RiverWidths. The colors represent the
downstream velocity, the depth layers are shown with a black dashed line, and
the cross stream velocity vectors are shown in black.
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Figure C.10: St. Joseph River Transect 5: Relative Error Comparison for
Dimensionless Depth versus Elevation Defined Layers for 1.75 RiverWidths. The
depth layers for the true velocities are shown with a gray dashed line.
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Figure C.11: St. Joseph River Transect 5 Dimensionless Depth versus Elevation
Defined Layer Comparison for 3.5 RiverWidths. The colors represent the
downstream velocity, the depth layers are shown with a black dashed line, and
the cross stream velocity vectors are shown in black.
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Figure C.12: St. Joseph River Transect 5: Relative Error Comparison for
Dimensionless Depth versus Elevation Defined Layers for 3.5 RiverWidths. The
depth layers for the true velocities are shown with a gray dashed line.
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APPENDIX D
VERTICAL VELOCITY PROFILES
This appendix presents the interpolated velocity profiles for longitudinal
and transect data for comparison to the time-averaged stationary
measurement velocity profiles, as discussed in Chapter 3. Vertical velocity
profiles utilizing dimensionless depth and elevation defined depth layers
were created as well as profiles utilizing different data densities. In
addition, tables of the vertical velocity profile results are presented below.
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Figure D.1: Pecatonica River Transect 5, River Station (m) 145, (Distance from
Centerline) Offset (m) 3: Velocity Profiles for Stationary Data and Interpolated
Transect and Longitudinal Streamwise Velocities.
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Figure D.2: Pecatonica River Transect 5, River Station (m) 145, (Distance from
Centerline) Offset (m) 12: Velocity Profiles for Stationary Data and Interpolated
Transect and Longitudinal Streamwise Velocities.
166
  
PECATONICA TRANSECT 7 
RIVER STATION: 167 OFFSET: 7 
DIMENSIONLESS DEPTH LAYERS 
DIFFERENCE (M/S) 
DEPTH LAYERS DEFINED BY 0.5 M ELEVATION  
DIFFERENCE (M/S) 
 
RIVER WIDTH = 0.75 
RIVER WIDTH = 2.25 
  
 
     
     
     
    
    
Interpolated Transect
Interpolated Longitudinal
Interpolated Longitudinal
Stationary Data
Streamwise Velocity (m/s)
-0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1 1.2 1.4
De
pt
h 
(m
)
-9
-8
-7
-6
-5
-4
-3
-2
-1
0
TRAN interpolated river bottom = -4.89
LONG interpolated river bottom = -7.20 STA river bottom = -7.07
    
Streamwise Velocity (m/s)
-0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1 1.2 1.4
De
pt
h 
(m
)
-9
-8
-7
-6
-5
-4
-3
-2
-1
0
TRAN interpolated river bottom = -4.89
LONG interpolated river bottom = -7.20 STA river bottom = -7.07
    
Streamwise Velocity (m/s)
-0.5 0 0.5 1 1.5
De
pt
h 
(m
)
-9
-8
-7
-6
-5
-4
-3
-2
-1
0
TRAN interpolated river bottom = -4.06
LONG interpolated river bottom = -6.82
LONG interpolated river bottom = -7.28
STA river bottom = -7.07
    
Streamwise Velocity (m/s)
-0.5 0 0.5 1 1.5
De
pt
h 
(m
)
-9
-8
-7
-6
-5
-4
-3
-2
-1
0
TRAN interpolated river bottom = -4.06
LONG interpolated river bottom = -6.82
LONG interpolated river bottom = -7.28
STA river bottom = -7.07
    
Figure D.3: Pecatonica River Transect 7, River Station (m) 167, (Distance from
Centerline) Offset (m) 7: Velocity Profiles for Stationary Data and Interpolated
Transect and Longitudinal Streamwise Velocities.
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Figure D.4: Pecatonica River Transect 7, River Station (m) 173, (Distance from
Centerline) Offset (m) −2: Velocity Profiles for Stationary Data and Interpolated
Transect and Longitudinal Streamwise Velocities.
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Figure D.5: Pecatonica River Transect 7, River Station (m) 176, (Distance from
Centerline) Offset (m) 0: Velocity Profiles for Stationary Data and Interpolated
Transect and Longitudinal Streamwise Velocities.
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Figure D.6: Pecatonica River Transect 7, River Station (m) 178, (Distance from
Centerline) Offset (m) 1: Velocity Profiles for Stationary Data and Interpolated
Transect and Longitudinal Streamwise Velocities.
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Figure D.7: St. Joseph River Transect 5, River Station (m) 343, (Distance from
Centerline) Offset (m) 2: Velocity Profiles for Stationary Data and Interpolated
Transect and Longitudinal Streamwise Velocities.
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Figure D.8: St. Joseph River Transect 5, River Station (m) 344, (Distance from
Centerline) Offset (m) −19: Velocity Profiles for Stationary Data and
Interpolated Transect and Longitudinal Streamwise Velocities.
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Table D.1: Pecatonica River Station 145 Offset 3 Comparison Between
Stationary Data and Interpolated Transect and Interpolated Longitudinal
Downstream Velocity Profiles Utilizing Dimensionless Depth Defined Layers (Std
is Standard Deviation and Error is Relative Error)
Layer Stationary Interpolated Interpolated Longitudinal
Starting Data Transect Dataset 1 Dataset 2
At Water Velocity Std Velocity Error Std Velocity Error Std Velocity Error Std
Surface (m/s) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s)
RiverWidth = 0.75
1 - - −0.019 - - 0.940 - 0.089 - - -
2 0.995 0.105 0.595 −40.2% 0.471 0.976 −1.9% 0.302 - - -
3 1.008 0.104 0.605 −40.0% 0.485 0.889 −11.9% 0.300 - - -
4 1.024 0.105 0.640 −37.5% 0.435 0.893 −12.8% 0.305 - - -
5 1.034 0.103 0.646 −37.5% 0.435 0.845 −18.3% 0.297 - - -
6 1.039 0.103 0.634 −39.0% 0.344 0.925 −11.0% 0.268 - - -
7 1.041 0.107 0.628 −39.7% 0.472 1.067 2.4% 0.292 - - -
8 1.030 0.108 0.606 −41.2% 0.372 1.155 12.1% 0.253 - - -
9 1.014 0.109 0.592 −41.6% 0.363 0.988 −2.6% 0.269 - - -
10 0.981 0.116 0.551 −43.8% 0.377 0.946 −3.6% 0.232 - - -
11 - - 0.435 - 0.314 0.967 - 0.208 - - -
12 - - 0.248 - 0.178 0.647 - 0.053 - - -
Average - 0.107 -40.1% 0.386 - −5.3% 0.239 - - -
RiverWidth = 1.75
1 - - −0.198 - 0.118 0.561 - 0.334 0.840 - 0.060
2 0.995 0.105 0.374 −62.4% 0.424 0.937 −5.8% 0.328 1.031 3.6% 0.213
3 1.008 0.104 0.396 −60.7% 0.672 0.865 −14.3% 0.268 1.022 1.3% 0.187
4 1.024 0.105 0.443 −56.7% 0.589 0.904 −11.7% 0.307 1.086 6.1% 0.198
5 1.034 0.103 0.460 −55.5% 0.549 0.977 −5.5% 0.349 1.232 19.2% 0.228
6 1.039 0.103 0.459 −55.8% 0.498 0.980 −5.7% 0.263 1.119 7.7% 0.178
7 1.041 0.107 0.431 −58.6% 0.562 0.869 −16.6% 0.298 1.185 13.8% 0.209
8 1.030 0.108 0.402 −61.0% 0.551 0.833 −19.2% 0.313 1.148 11.5% 0.216
9 1.014 0.109 0.386 −62.0% 0.522 0.761 −25.0% 0.313 1.069 5.4% 0.230
10 0.981 0.116 0.414 −57.8% 0.379 0.785 −19.9% 0.216 0.903 −8.0% 0.185
11 - - 0.350 - 0.347 0.715 - 0.190 0.885 - 0.143
12 - - - - - 0.632 - 0.116 0.638 - 0.036
Average - 0.107 - −58.9% 0.474 - −13.7% 0.274 - 6.7% 0.173
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Table D.2: Pecatonica River Station 145 Offset 3 Comparison Between
Stationary Data and Interpolated Transect and Interpolated Longitudinal
Downstream Velocity Profiles Utilizing 0.5 m Elevation-Difference Depth Defined
Layers (Std is Standard Deviation and Error is Relative Error)
Distance Stationary Interpolated Interpolated Longitudinal
From Water Data Transect Dataset 1 Dataset 2
Surface Velocity Std Velocity Error Std Velocity Error Std Velocity Error Std
(m) (m/s) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s)
RiverWidth = 0.75
0.5 - - 0.291 - 0.322 1.061 - 0.217 - - -
1 1.007 0.105 0.591 −41.3% 0.466 0.925 −8.2% 0.290 - - -
1.5 1.031 0.104 0.626 −39.2% 0.397 0.858 −16.8% 0.301 - - -
2 1.040 0.104 0.651 −37.4% 0.425 0.955 −8.2% 0.307 - - -
2.5 1.031 0.107 0.639 −38.0% 0.423 1.161 12.6% 0.291 - - -
3 0.996 0.114 0.633 −36.5% 0.459 0.946 −5.0% 0.267 - - -
3.5 - - 0.627 - 0.448 0.846 - 0.294 - - -
4 - - 0.651 - 0.274 - - - - - -
4.5 - - 0.540 - 0.261 - - - - - -
5 - - - - - - - - - - -
Average - 0.107 - −38.5% 0.386 - −5.1% 0.281 - - -
RiverWidth = 1.75
0.5 - - 0.054 - 0.235 1.051 - 0.255 1.042 - 0.140
1 1.007 0.105 0.359 −64.4% 0.534 0.931 −7.6% 0.312 1.011 0.4% 0.223
1.5 1.031 0.104 0.413 −60.0% 0.542 0.976 −5.3% 0.273 1.186 15.0% 0.205
2 1.040 0.104 0.435 −58.2% 0.528 0.928 −10.7% 0.298 1.147 10.3% 0.222
2.5 1.031 0.107 0.471 −54.3% 0.505 0.811 −21.4% 0.308 1.147 11.3% 0.221
3 0.996 0.114 0.548 −45.0% 0.473 0.762 −23.5% 0.231 0.922 −7.5% 0.215
3.5 - - 0.588 - 0.436 0.774 - 0.257 0.921 - 0.215
4 - - 0.588 - 0.313 - - - - - -
4.5 - - 0.575 - 0.297 - - - - - -
5 - - 0.607 - 0.238 - - - - - -
Average - 0.107 - −56.4% 0.410 - −13.7% 0.276 - 5.9% 0.206
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Table D.3: Pecatonica River Station 145 Offset 12 Comparison Between
Stationary Data and Interpolated Transect and Interpolated Longitudinal
Downstream Velocity Profiles Utilizing Dimensionless Depth Defined Layers (Std
is Standard Deviation and Error is Relative Error)
Layer Stationary Interpolated Interpolated Longitudinal
Starting Data Transect Dataset 1 Dataset 2
At Water Velocity Std Velocity Error Std Velocity Error Std Velocity Error Std
Surface (m/s) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s)
RiverWidth = 0.75
1 - - −0.019 - - 0.945 - 0.091 - - -
2 0.734 0.116 0.595 −18.9% 0.471 0.742 1.2% 0.396 - - -
3 0.765 0.116 0.605 −21.0% 0.485 0.739 −3.4% 0.353 - - -
4 0.778 0.108 0.640 −17.8% 0.435 0.779 0.1% 0.359 - - -
5 0.800 0.111 0.646 −19.3% 0.435 0.752 −6.0% 0.412 - - -
6 0.805 0.109 0.634 −21.2% 0.344 0.743 −7.7% 0.348 - - -
7 0.804 0.111 0.628 −21.9% 0.472 0.722 −10.2% 0.324 - - -
8 0.787 0.115 0.606 −23.0% 0.372 0.674 −14.3% 0.360 - - -
9 0.766 0.112 0.592 −22.7% 0.363 0.668 −12.8% 0.341 - - -
10 0.741 0.112 0.551 −25.6% 0.377 0.624 −15.8% 0.432 - - -
11 - - 0.435 - 0.314 0.597 - 0.305 - - -
12 - - 0.248 - 0.178 0.647 - 0.053 - - -
Average - 0.112 - −21.3% 0.386 - −7.7% 0.315 - - -
RiverWidth = 1.75
1 - - −0.198 - 0.118 0.565 - 0.334 0.840 - 0.060
2 0.734 0.116 0.374 −49.1% 0.424 0.821 11.8% 0.328 0.703 −4.2% 0.381
3 0.765 0.116 0.396 −48.3% 0.672 0.758 −0.9% 0.288 0.727 −5.0% 0.487
4 0.778 0.108 0.443 −43.1% 0.589 0.755 −2.9% 0.314 0.570 −26.7% 0.471
5 0.800 0.111 0.460 −42.5% 0.549 0.753 −5.9% 0.299 0.800 0.0% 0.382
6 0.805 0.109 0.459 −42.9% 0.498 0.789 −2.0% 0.279 0.697 −13.4% 0.488
7 0.804 0.111 0.431 −46.3% 0.562 0.745 −7.4% 0.309 0.743 −7.6% 0.348
8 0.787 0.115 0.402 −48.9% 0.551 0.671 −14.7% 0.324 0.786 −0.2% 0.306
9 0.766 0.112 0.386 −49.7% 0.522 0.662 −13.5% 0.261 0.654 −14.7% 0.323
10 0.741 0.112 0.414 −44.1% 0.379 0.599 −19.1% 0.230 0.486 −34.4% 0.461
11 - - 0.350 - 0.347 0.606 - 0.190 0.508 - 0.328
12 - - - - - 0.632 - 0.116 0.638 - 0.036
Average - 0.112 - −46.1% 0.474 - −6.1% 0.273 - −11.8% 0.339
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Table D.4: Pecatonica River Station 145 Offset 12 Comparison Between
Stationary Data and Interpolated Transect and Interpolated Longitudinal
Downstream Velocity Profiles Utilizing 0.5 m Elevation-Difference Depth Defined
Layers (Std is Standard Deviation and Error is Relative Error)
Distance Stationary Interpolated Interpolated Longitudinal
From Water Data Transect Dataset 1 Dataset 2
Surface Velocity Std Velocity Error Std Velocity Error Std Velocity Error Std
(m) (m/s) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s)
RiverWidth = 0.75
0.5 - - 0.291 - 0.322 0.748 - 0.320 - - -
1 0.760 0.115 0.591 −22.2% 0.466 0.736 −3.2% 0.400 - - -
1.5 0.800 0.111 0.626 −21.7% 0.397 0.754 −5.8% 0.356 - - -
2 0.803 0.111 0.651 −18.8% 0.425 0.740 −7.8% 0.360 - - -
2.5 0.776 0.114 0.639 −17.6% 0.423 0.676 −12.9% 0.355 - - -
3 0.745 0.113 0.633 −15.1% 0.459 0.675 −9.4% 0.361 - - -
3.5 - - 0.627 - 0.448 - - - - - -
4 - - 0.651 - 0.274 - - - - - -
4.5 - - 0.540 - 0.261 - - - - - -
5 - - - - - - - - - - -
Average - 0.113 - −19.1% 0.386 - −7.8% 0.359 - - -
RiverWidth = 1.75
0.5 - - 0.054 - 0.235 0.792 - 0.238 0.659 - 0.347
1 0.760 0.115 0.359 −52.7% 0.534 0.815 7.3% 0.323 0.653 −14.0% 0.371
1.5 0.800 0.111 0.413 −48.4% 0.542 0.757 −5.4% 0.285 0.733 −8.4% 0.343
2 0.803 0.111 0.435 −45.8% 0.528 0.777 −3.3% 0.305 0.758 −5.6% 0.372
2.5 0.776 0.114 0.471 −39.2% 0.505 0.698 −10.1% 0.319 0.756 −2.6% 0.369
3 0.745 0.113 0.548 −26.5% 0.473 0.650 −12.8% 0.252 0.718 −3.7% 0.369
3.5 - - 0.588 - 0.436 - - - 0.759 - 0.291
4 - - 0.588 - 0.313 - - - 0.708 - 0.211
4.5 - - 0.575 - 0.297 - - - 0.678 - 0.171
5 - - 0.607 - 0.238 - - - - -
Average - 0.113 - −42.5% 0.410 - −4.9% 0.287 - −6.9% 0.316
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Table D.5: Pecatonica River Station 167 Offset 7 Comparison Between
Stationary Data and Interpolated Transect and Interpolated Longitudinal
Downstream Velocity Profiles Utilizing Dimensionless Depth Defined Layers (Std
is Standard Deviation and Error is Relative Error)
Layer Stationary Interpolated Interpolated Longitudinal
Starting Data Transect Dataset 1 Dataset 2
At Water Velocity Std Velocity Error Std Velocity Error Std Velocity Error Std
Surface (m/s) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s)
RiverWidth = 0.75
1 - - -0.024 - 0.085 0.773 - 0.235 - - -
2 0.810 0.189 0.421 −48.0% 0.493 0.765 −5.5% 0.151 - - -
3 0.847 0.177 0.399 −52.8% 0.491 0.997 17.8% 0.141 - - -
4 0.854 0.171 0.428 −49.8% 0.462 0.696 −18.5% 0.140 - - -
5 0.845 0.178 0.436 −48.4% 0.495 0.726 −14.1% 0.138 - - -
6 0.835 0.175 0.433 −48.1% 0.522 0.608 −27.2% 0.138 - - -
7 0.804 0.177 0.435 −45.9% 0.515 0.836 4.0% 0.142 - - -
8 0.728 0.184 0.423 −41.9% 0.526 0.731 0.4% 0.132 - - -
9 0.627 0.191 0.413 −34.1% 0.475 0.794 26.6% 0.150 - - -
10 - - 0.399 - 0.575 0.477 - 0.198 - - -
11 - - 0.064 - 0.284 0.461 - 0.337 - - -
12 - - -0.111 - 0.081 0.551 - 0.132 - - -
Average - 0.180 - −46.1% 0.417 - −2.1% 0.170 - - -
RiverWidth = 2.25
1 - - - - - 0.582 - 0.206 0.653 - 0.324
2 0.810 0.189 0.622 −23.2% 0.336 0.701 −13.4% 0.365 0.673 −16.8% 0.336
3 0.847 0.177 0.616 −27.2% 0.245 0.709 −16.3% 0.351 0.845 −0.2% 0.329
4 0.854 0.171 0.645 −24.5% 0.239 0.737 −13.7% 0.363 0.690 −19.2% 0.331
5 0.845 0.178 0.662 −21.7% 0.269 0.679 −19.7% 0.379 0.706 −16.5% 0.340
6 0.835 0.175 0.658 −21.3% 0.249 0.744 −10.9% 0.382 0.770 −7.8% 0.304
7 0.804 0.177 0.649 −19.4% 0.273 0.657 −18.4% 0.326 0.680 −15.5% 0.304
8 0.728 0.184 0.640 −12.0% 0.257 0.637 −12.5% 0.346 0.745 2.3% 0.308
9 0.627 0.191 0.628 0.0% 0.232 0.549 −12.5% 0.322 0.655 4.4% 0.327
10 - - 0.605 - 0.214 0.550 - 0.249 0.589 - 0.293
11 - - 0.511 - 0.272 0.573 - 0.311 0.611 - 0.183
12 - - 0.294 - 0.326 0.649 - 0.000 0.640 - 0.116
Average - 0.180 - −18.7% 0.265 - −14.7% 0.300 - -8.7% 0.291
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Table D.6: Pecatonica River Station 167 Offset 7 Comparison Between
Stationary Data and Interpolated Transect and Interpolated Longitudinal
Downstream Velocity Profiles Utilizing 0.5 m Elevation-Difference Depth Defined
Layers (Std is Standard Deviation and Error is Relative Error)
Distance Stationary Interpolated Interpolated Longitudinal
At Water Data Transect Dataset 1 Dataset 2
Surface Velocity Std Velocity Error Std Velocity Error Std Velocity Error Std
(m) (m/s) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s)
RiverWidth = 0.75
0.5 - - −0.098 - 0.173 0.732 - 0.275 - - -
1 0.810 0.189 0.367 −54.7% 0.485 0.778 −3.9% 0.148 - - -
1.5 0.842 0.179 0.413 −50.9% 0.501 0.838 −0.4% 0.139 - - -
2 0.851 0.175 0.442 −48.1% 0.546 1.002 17.7% 0.140 - - -
2.5 0.854 0.171 0.498 −41.7% 0.529 0.772 −9.6% 0.139 - - -
3 0.845 0.178 0.522 −38.2% 0.503 0.775 −8.4% 0.147 - - -
3.5 0.835 0.175 0.525 −37.1% 0.507 0.580 −30.6% 0.179 - - -
4 0.804 0.177 0.601 −25.3% 0.289 0.789 −1.9% 0.217 - - -
4.5 0.758 0.182 0.617 −18.5% 0.260 0.765 0.9% 0.231 - - -
5 0.690 0.179 0.724 5.0% 0.211 0.659 −4.4% 0.232 - - -
5.5 0.608 0.189 - - - 0.590 −2.9% 0.230 - - -
6 - - - - - 0.540 - 0.202 - - -
6.5 - - - - - 0.435 - 0.159 - - -
7 - - - - - - - - - - -
Average - 0.179 - −34.4% 0.401 - −4.4% 0.188 - - -
RiverWidth = 2.25
0.5 - - 0.385 - 0.325 0.522 - 0.303 0.667 - 0.317
1 0.810 0.189 0.607 −25.0% 0.229 0.701 −13.5% 0.363 0.692 −14.5% 0.338
1.5 0.842 0.179 0.644 −23.5% 0.253 0.717 −14.8% 0.361 0.847 0.6% 0.329
2 0.851 0.175 0.662 −22.3% 0.264 0.692 −18.7% 0.369 0.724 −15.0% 0.340
2.5 0.854 0.171 0.618 −27.6% 0.316 0.686 −19.6% 0.359 0.646 −24.4% 0.347
3 0.845 0.178 0.663 −21.6% 0.255 0.683 −19.2% 0.331 0.700 −17.1% 0.334
3.5 0.835 0.175 0.663 −20.6% 0.214 0.720 −13.7% 0.353 0.716 −14.3% 0.310
4 0.804 0.177 0.693 −13.8% 0.153 0.665 −17.4% 0.288 0.692 −14.0% 0.315
4.5 0.758 0.182 - - - 0.612 −19.2% 0.283 0.651 −14.0% 0.284
5 0.690 0.179 - - - 0.614 −11.0% 0.326 0.663 −3.8% 0.234
5.5 0.608 0.189 - - - 0.496 −18.5% 0.239 0.660 8.5% 0.192
6 - - - - - 0.398 - 0.188 0.579 - 0.170
6.5 - - - - - 0.440 - 0.126 0.446 - 0.134
7 - - - - - - - - - - -
Average - 0.179 - −22.1% 0.251 - −16.6% 0.299 - −10.8% 0.280
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Table D.7: Pecatonica River Station 173 Offset −2 Comparison Between
Stationary Data and Interpolated Transect and Interpolated Longitudinal
Downstream Velocity Profiles Utilizing Dimensionless Depth Defined Layers (Std
is Standard Deviation and Error is Relative Error)
Layer Stationary Interpolated Interpolated Longitudinal
Starting Data Transect Dataset 1 Dataset 2
From Water Velocity Std Velocity Error Std Velocity Error Std Velocity Error Std
Surface (m/s) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s)
RiverWidth = 0.75
1 - - −0.024 - 0.085 0.736 - 0.223 - - -
2 0.591 0.225 0.421 −28.7% 0.493 0.509 −13.9% 0.199 - - -
3 0.693 0.214 0.399 −42.4% 0.491 0.614 −11.4% 0.186 - - -
4 0.737 0.203 0.428 −41.9% 0.462 0.800 8.5% 0.186 - - -
5 0.760 0.195 0.436 −42.6% 0.495 0.771 1.5% 0.187 - - -
6 0.735 0.193 0.433 −41.1% 0.522 0.768 4.4% 0.185 - - -
7 0.672 0.206 0.435 −35.2% 0.515 0.794 18.3% 0.188 - - -
8 0.593 0.217 0.423 −28.7% 0.526 0.508 −14.3% 0.177 - - -
9 0.466 0.225 0.414 −11.2% 0.475 0.576 23.7% 0.191 - - -
10 0.357 0.228 0.322 −9.7% 0.604 0.470 31.5% 0.156 - - -
11 - - 0.064 - 0.284 0.494 - 0.400 - - -
12 - - −0.111 - 0.081 0.473 - 0.218 - - -
Average - 0.212 - −31.3% 0.419 - 5.4% 0.208 - - -
RiverWidth = 2.25
1 - - - - - 0.582 - 0.206 0.538 - 0.302
2 0.591 0.225 0.622 5.2% 0.336 0.616 4.3% 0.363 0.609 3.2% 0.361
3 0.693 0.214 0.616 −11.0% 0.245 0.494 −28.8% 0.336 0.610 −12.0% 0.390
4 0.737 0.203 0.645 −12.5% 0.239 0.540 −26.7% 0.349 0.664 −10.0% 0.403
5 0.760 0.195 0.661 −13.0% 0.269 0.616 −18.9% 0.360 0.620 −18.5% 0.408
6 0.735 0.193 0.657 −10.6% 0.249 0.668 −9.1% 0.318 0.653 −11.2% 0.397
7 0.672 0.206 0.649 −3.4% 0.273 0.631 −6.0% 0.322 0.608 −9.5% 0.390
8 0.593 0.217 0.640 7.9% 0.257 0.705 18.8% 0.326 0.629 6.1% 0.388
9 0.466 0.225 0.627 34.8% 0.232 0.583 25.1% 0.328 0.563 21.0% 0.418
10 0.357 0.228 0.605 69.6% 0.214 0.362 1.5% 0.256 0.618 73.1% 0.334
11 - - 0.511 - 0.272 0.531 - 0.333 0.626 - 0.184
12 - - 0.294 - 0.326 0.648 - 0.000 0.602 - 0.106
Average - 0.212 - 7.4% 0.265 - −4.4% 0.291 - 4.7% 0.340
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Table D.8: Pecatonica River Station 173 Offset −2 Comparison Between
Stationary Data and Interpolated Transect and Interpolated Longitudinal
Downstream Velocity Profiles Utilizing 0.5 m Elevation-Difference Depth Defined
Layers (Std is Standard Deviation and Error is Relative Error)
Distance Stationary Interpolated Interpolated Longitudinal
At Water Data Transect Dataset 1 Dataset 2
Surface Velocity Std Velocity Error Std Velocity Error Std Velocity Error Std
(m) (m/s) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s)
RiverWidth = 0.75
0.5 - - −0.098 - 0.173 0.575 - 0.374 - - -
1 0.549 0.219 0.367 −33.1% 0.485 0.510 −7.2% 0.196 - - -
1.5 0.632 0.224 0.413 −34.6% 0.501 0.722 14.2% 0.187 - - -
2 0.693 0.214 0.442 −36.2% 0.546 0.536 −22.6% 0.187 - - -
2.5 0.737 0.203 0.498 −32.4% 0.529 0.793 7.6% 0.184 - - -
3 0.761 0.197 0.522 −31.4% 0.503 0.788 3.6% 0.196 - - -
3.5 0.753 0.189 0.526 −30.2% 0.507 0.858 14.0% 0.202 - - -
4 0.722 0.194 0.601 −16.7% 0.289 0.605 −16.2% 0.230 - - -
4.5 0.672 0.206 0.617 −8.1% 0.260 0.716 6.6% 0.225 - - -
5 0.593 0.217 0.724 22.1% 0.211 0.627 5.7% 0.229 - - -
5.5 0.504 0.220 - - - 0.581 15.3% 0.230 - - -
6 0.425 0.223 - - - 0.540 27.0% 0.202 - - -
6.5 0.335 0.228 - - - 0.454 35.6% 0.159 - - -
7 - - - - - - - - - - -
Average - 0.211 - −22.3% 0.401 - 7.0% 0.215 - - -
RiverWidth = 2.25
0.5 - - 0.385 - 0.325 0.531 - 0.306 0.644 - 0.304
1 0.549 0.219 0.607 10.5% 0.229 0.623 13.3% 0.360 0.585 6.5% 0.412
1.5 0.632 0.224 0.644 1.9% 0.253 0.510 −19.4% 0.347 0.623 −1.5% 0.384
2 0.693 0.214 0.662 −4.5% 0.264 0.695 0.3% 0.351 0.642 −7.4% 0.396
2.5 0.737 0.203 0.618 −16.1% 0.316 0.544 −26.2% 0.321 0.615 −16.6% 0.405
3 0.761 0.197 0.663 −12.9% 0.255 0.560 −26.4% 0.334 0.645 −15.2% 0.424
3.5 0.753 0.189 0.663 −12.0% 0.214 0.656 −12.8% 0.352 0.658 −12.6% 0.314
4 0.722 0.194 0.693 −3.9% 0.153 0.656 −9.1% 0.289 0.645 −10.6% 0.308
4.5 0.672 0.206 - - - 0.620 −7.7% 0.284 0.655 −2.5% 0.276
5 0.593 0.217 - - - 0.618 4.2% 0.326 0.663 11.8% 0.234
5.5 0.504 0.220 - - - 0.496 −1.7% 0.239 0.674 33.7% 0.192
6 0.425 0.223 - - - 0.398 −6.4% 0.188 0.598 40.7% 0.170
6.5 0.335 0.228 - - - 0.440 31.5% 0.126 0.446 33.3% 0.134
7 - - - - - - - - - - -
Average - 0.211 - −5.3% 0.251 - −5.0% 0.294 - 5.0% 0.304
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Table D.9: Pecatonica River Station 176 Offset 0 Comparison Between
Stationary Data and Interpolated Transect and Interpolated Longitudinal
Downstream Velocity Profiles Utilizing Dimensionless Depth Defined Layers (Std
is Standard Deviation and Error is Relative Error)
Layer Stationary Interpolated Interpolated Longitudinal
Starting Data Transect Dataset 1 Dataset 2
At Water Velocity Std Velocity Error Std Velocity Error Std Velocity Error Std
Surface (m/s) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s)
RiverWidth = 0.75
1 - - −0.024 - 0.085 0.704 - 0.211 - - -
2 0.754 0.213 0.421 −44.2% 0.493 0.856 13.6% 0.294 - - -
3 0.815 0.201 0.399 −51.0% 0.491 0.869 6.6% 0.273 - - -
4 0.838 0.187 0.428 −48.9% 0.462 0.940 12.1% 0.269 - - -
5 0.819 0.189 0.436 −46.7% 0.495 0.994 21.3% 0.278 - - -
6 0.777 0.188 0.433 −44.2% 0.522 1.030 32.7% 0.255 - - -
7 0.682 0.203 0.435 −36.2% 0.515 1.050 53.9% 0.275 - - -
8 0.611 0.212 0.423 −30.7% 0.526 0.831 36.2% 0.242 - - -
9 0.512 0.224 0.414 −19.2% 0.475 0.496 −3.1% 0.255 - - -
10 0.435 0.220 0.320 −26.3% 0.600 0.468 7.7% 0.289 - - -
11 - - 0.123 - 0.284 0.488 - 0.367 - - -
12 - - −0.111 - 0.081 0.462 - 0.213 - - -
Average - 0.204 - −38.6% 0.419 - 20.1% 0.269 - - -
RiverWidth = 2.25
1 - - - - - 0.582 - 0.206 0.565 - 0.312
2 0.754 0.213 0.622 −17.5% 0.336 0.826 9.6% 0.187 0.624 −17.2% 0.348
3 0.815 0.201 0.616 −24.3% 0.245 0.881 8.1% 0.151 0.697 −14.5% 0.390
4 0.838 0.187 0.645 −23.1% 0.239 0.715 −14.7% 0.173 0.759 −9.5% 0.402
5 0.819 0.189 0.661 −19.2% 0.269 0.890 8.6% 0.162 0.714 −12.8% 0.418
6 0.777 0.188 0.658 −15.3% 0.249 0.966 24.4% 0.147 0.743 −4.3% 0.374
7 0.682 0.203 0.649 −4.9% 0.273 0.982 44.0% 0.152 0.725 6.4% 0.388
8 0.611 0.212 0.640 4.9% 0.257 0.412 −32.5% 0.155 0.658 7.8% 0.382
9 0.512 0.224 0.628 22.6% 0.232 0.385 −24.7% 0.204 0.490 −4.2% 0.384
10 0.435 0.220 0.605 39.3% 0.214 0.339 −22.1% 0.165 0.439 1.0% 0.336
11 - - 0.511 - 0.272 0.523 - 0.340 0.636 - 0.174
12 - - 0.294 - 0.326 0.615 - 0.039 0.601 - 0.106
Average - 0.204 - −4.2% 0.265 - 0.1% 0.173 - −5.3% 0.334
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Table D.10: Pecatonica River Station 176 Offset 0 Comparison Between
Stationary Data and Interpolated Transect and Interpolated Longitudinal
Downstream Velocity Profiles Utilizing 0.5 m Elevation-Difference Depth Defined
Layers (Std is Standard Deviation and Error is Relative Error)
Distance Stationary Interpolated Interpolated Longitudinal
From Water Data Transect Dataset 1 Dataset 2
Surface Velocity Std Velocity Error Std Velocity Error Std Velocity Error Std
(m) (m/s) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s)
RiverWidth = 0.75
0.5 - - -0.098 - 0.173 0.601 - 0.385 - - -
1 0.727 0.213 0.367 −49.5% 0.485 0.883 21.4% 0.290 - - -
1.5 0.780 0.211 0.413 −47.0% 0.501 0.841 7.8% 0.259 - - -
2 0.815 0.201 0.442 −45.7% 0.546 0.909 11.5% 0.257 - - -
2.5 0.836 0.188 0.498 −40.4% 0.529 0.925 10.6% 0.268 - - -
3 0.823 0.187 0.522 −36.5% 0.503 1.015 23.4% 0.272 - - -
3.5 0.815 0.188 0.526 −35.5% 0.507 0.892 9.5% 0.253 - - -
4 0.762 0.188 0.601 −21.1% 0.289 0.887 16.4% 0.281 - - -
4.5 0.692 0.200 0.617 −10.8% 0.260 0.768 11.0% 0.227 - - -
5 0.636 0.209 0.724 13.9% 0.211 0.639 0.5% 0.233 - - -
5.5 0.563 0.213 - - - 0.580 3.0% 0.230 - - -
6 0.485 0.222 - - - 0.540 11.3% 0.202 - - -
6.5 0.405 0.216 - - - 0.454 12.1% 0.159 - - -
7 - - - - - - - - - - -
Average - 0.203 - −30.3% 0.401 - 11.5% 0.255 - - -
RiverWidth = 2.25
0.5 - - 0.385 - 0.325 0.624 - 0.357 0.615 - 0.263
1 0.727 0.213 0.607 −16.6% 0.229 0.844 16.1% 0.181 0.658 −9.6% 0.406
1.5 0.780 0.211 0.644 −17.5% 0.253 0.933 19.5% 0.172 0.705 −9.7% 0.384
2 0.815 0.201 0.662 −18.8% 0.264 0.839 2.9% 0.163 0.668 −18.0% 0.395
2.5 0.836 0.188 0.618 −26.1% 0.316 0.714 −14.5% 0.158 0.725 −13.3% 0.406
3 0.823 0.187 0.663 −19.4% 0.255 0.939 14.1% 0.165 0.744 −9.5% 0.421
3.5 0.815 0.188 0.663 −18.7% 0.214 0.881 8.1% 0.194 0.686 −15.8% 0.313
4 0.762 0.188 0.693 −9.0% 0.153 0.952 25.0% 0.197 0.647 −15.1% 0.305
4.5 0.692 0.200 - - - 0.933 34.8% 0.173 0.657 −5.1% 0.275
5 0.636 0.209 - - - 0.412 −35.1% 0.240 0.663 4.4% 0.234
5.5 0.563 0.213 - - - 0.472 −16.2% 0.239 0.682 21.1% 0.192
6 0.485 0.222 - - - 0.395 −18.6% 0.188 0.606 24.9% 0.170
6.5 0.405 0.216 - - - 0.440 8.7% 0.126 0.446 10.2% 0.134
7 - - - - - - - - - - -
Average - 0.203 - −18.0% 0.251 - 3.7% 0.196 - −2.9% 0.300
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Table D.11: Pecatonica River Station 178 Offset 1 Comparison Between
Stationary Data and Interpolated Transect and Interpolated Longitudinal
Downstream Velocity Profiles Utilizing Dimensionless Depth Defined Layers (Std
is Standard Deviation and Error is Relative Error)
Layer Stationary Interpolated Interpolated Longitudinal
Starting Data Transect Dataset 1 Dataset 2
At Water Velocity Std Velocity Error Std Velocity Error Std Velocity Error Std
Surface (m/s) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s)
RiverWidth = 0.75
1 - - −0.024 - 0.085 0.711 - 0.209 - - -
2 0.738 0.208 0.421 −43.0% 0.493 0.646 −12.5% 0.363 - - -
3 0.809 0.186 0.399 −50.6% 0.491 0.722 −10.7% 0.339 - - -
4 0.820 0.184 0.428 −47.7% 0.462 0.705 −14.1% 0.334 - - -
5 0.822 0.188 0.436 −46.9% 0.495 0.796 −3.2% 0.348 - - -
6 0.782 0.191 0.433 −44.6% 0.522 0.822 5.1% 0.322 - - -
7 0.725 0.199 0.435 −40.0% 0.515 0.786 8.4% 0.339 - - -
8 0.642 0.206 0.423 −34.1% 0.526 0.828 28.9% 0.305 - - -
9 0.547 0.207 0.414 −24.4% 0.475 0.624 14.1% 0.311 - - -
10 0.460 0.208 0.314 −31.7% 0.593 0.461 0.2% 0.289 - - -
11 - - 0.193 - 0.284 0.524 - 0.403 - - -
12 - - −0.111 - 0.081 0.456 - 0.206 - - -
Average - 0.198 - −40.4% 0.419 - 1.8% 0.314 - - -
RiverWidth = 2.25
1 - - - - - 0.582 - 0.206 0.559 - 0.306
2 0.738 0.208 0.622 −15.8% 0.336 0.587 −20.5% 0.316 0.640 −13.3% 0.336
3 0.809 0.186 0.616 −23.8% 0.245 0.824 1.9% 0.277 0.758 −6.4% 0.353
4 0.820 0.184 0.645 −21.4% 0.239 0.717 −12.6% 0.297 0.904 10.2% 0.355
5 0.822 0.188 0.661 −19.5% 0.269 0.760 −7.6% 0.296 0.805 −2.0% 0.369
6 0.782 0.191 0.658 −15.9% 0.249 0.959 22.7% 0.262 0.753 −3.7% 0.330
7 0.725 0.199 0.649 −10.5% 0.273 1.079 48.8% 0.266 0.848 16.9% 0.326
8 0.642 0.206 0.640 −0.3% 0.257 1.134 76.6% 0.271 0.657 2.3% 0.324
9 0.547 0.207 0.628 14.7% 0.232 0.722 32.0% 0.311 0.501 −8.3% 0.307
10 0.460 0.208 0.605 31.5% 0.214 0.468 1.7% 0.242 0.522 13.4% 0.321
11 - - 0.511 - 0.272 0.450 - 0.292 0.645 - 0.172
12 - - 0.294 - 0.326 0.615 - 0.039 0.601 - 0.106
Average - 0.198 - −6.8% 0.265 - 15.9% 0.256 - 1.0% 0.300
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Table D.12: Pecatonica River Station 178 Offset 1 Comparison Between
Stationary Data and Interpolated Transect and Interpolated Longitudinal
Downstream Velocity Profiles Utilizing 0.5 m Elevation-Difference Depth Defined
Layers (Std is Standard Deviation and Error is Relative Error)
Distance Stationary Interpolated Interpolated Longitudinal
From Water Data Transect Dataset 1 Dataset 2
Surface Velocity Std Velocity Error Std Velocity Error Std Velocity Error Std
(m) (m/s) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s)
RiverWidth = 0.75
0.5 - - −0.098 - 0.173 0.577 - 0.409 - - -
1 0.706 0.211 0.367 −48.0% 0.485 0.645 −8.6% 0.361 - - -
1.5 0.771 0.200 0.413 −46.4% 0.501 0.731 −5.2% 0.327 - - -
2 0.809 0.186 0.442 −45.3% 0.546 0.761 −6.0% 0.325 - - -
2.5 0.820 0.184 0.498 −39.2% 0.529 0.743 −9.4% 0.332 - - -
3 0.833 0.186 0.522 −37.3% 0.503 0.832 −0.1% 0.340 - - -
3.5 0.810 0.191 0.526 −35.1% 0.507 0.910 12.3% 0.305 - - -
4 0.783 0.191 0.601 −23.2% 0.289 0.706 −9.9% 0.287 - - -
4.5 0.725 0.200 0.617 −14.8% 0.260 0.674 −7.1% 0.226 - - -
5 0.667 0.199 0.724 8.5% 0.211 0.639 −4.3% 0.233 - - -
5.5 0.589 0.207 - - - 0.583 −1.1% 0.230 - - -
6 0.526 0.206 - - - 0.540 2.6% 0.202 - - -
6.5 0.460 0.208 - - - 0.454 −1.4% 0.159 - - -
7 - - - - - - - - - - -
Average - 0.197 - −31.2% 0.401 - −3.2% 0.287 - - -
RiverWidth = 2.25
0.5 - - 0.385 - 0.325 0.588 - 0.378 0.618 - 0.264
1 0.706 0.211 0.607 −14.0% 0.229 0.586 −17.0% 0.308 0.636 −9.9% 0.345
1.5 0.771 0.200 0.644 −16.4% 0.253 0.699 −9.3% 0.297 0.749 −2.8% 0.339
2 0.809 0.186 0.662 −18.2% 0.264 0.929 14.8% 0.290 0.784 −3.1% 0.356
2.5 0.820 0.184 0.618 −24.6% 0.316 0.724 −11.7% 0.272 0.873 6.4% 0.373
3 0.833 0.186 0.663 −20.4% 0.255 0.749 −10.0% 0.283 0.765 −8.2% 0.371
3.5 0.810 0.191 0.663 −18.2% 0.214 1.051 29.7% 0.318 0.744 −8.2% 0.312
4 0.783 0.191 0.693 −11.4% 0.153 0.702 −10.4% 0.274 0.726 −7.3% 0.304
4.5 0.725 0.200 - - - 0.798 10.0% 0.258 0.660 −9.0% 0.275
5 0.667 0.199 - - - 0.646 −3.3% 0.320 0.663 −0.6% 0.234
5.5 0.589 0.207 - - - 0.496 −15.9% 0.239 0.688 16.7% 0.192
6 0.526 0.206 - - - 0.397 −24.7% 0.188 0.607 15.3% 0.170
6.5 0.460 0.208 - - - 0.440 −4.4% 0.126 0.446 −3.0% 0.134
7 - - - - - - - - - - -
Average - 0.197 - −17.6% 0.251 - −4.3% 0.273 - −1.1% 0.282
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Table D.13: St. Joseph River Station 343 Offset 2 Comparison Between
Stationary Data and Interpolated Transect and Interpolated Longitudinal
Downstream Velocity Profiles Utilizing Dimensionless Depth Defined Layers (Std
is Standard Deviation and Error is Relative Error)
Layer Stationary Interpolated Interpolated Longitudinal
Starting Data Transect Dataset 1 Dataset 2
At Water Velocity Std Velocity Error Std Velocity Error Std Velocity Error Std
Surface (m/s) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s)
RiverWidth = 1.75
1 - - 0.846 - 0.350 1.165 - 0.069 1.010 - 0.205
2 1.202 0.088 0.977 −18.7% 0.259 1.390 15.6% 0.204 1.452 20.7% 0.217
3 1.203 0.092 0.923 −23.3% 0.307 1.331 10.7% 0.179 1.343 11.7% 0.181
4 1.162 0.101 0.829 −28.7% 0.300 1.182 1.7% 0.191 1.199 3.2% 0.195
5 1.100 0.123 0.753 −31.5% 0.296 1.012 −7.9% 0.201 0.995 −9.5% 0.202
6 1.141 0.137 0.631 −44.7% 0.326 0.997 −12.6% 0.243 0.905 −20.6% 0.294
Average - 0.108 - −29.4% 0.306 - 1.5% 0.181 - 1.1% 0.216
RiverWidth = 3.5
1 - - - - - 0.966 - 0.143 1.134 - 0.114
2 1.202 0.088 1.017 −15.4% 0.297 1.149 −4.4% 0.266 1.075 −10.6% 0.239
3 1.203 0.092 0.983 −18.3% 0.271 1.119 −7.0% 0.220 1.031 −14.3% 0.240
4 1.162 0.101 0.940 −19.1% 0.296 1.071 −7.9% 0.225 0.979 −15.8% 0.249
5 1.100 0.123 0.857 −22.1% 0.265 0.980 −10.9% 0.236 0.873 −20.6% 0.274
6 1.141 0.137 0.742 −35.0% 0.230 0.756 −33.8% 0.211 0.907 −20.5% 0.253
Average - 0.108 - −22.0% 0.272 - −12.8% 0.217 - −16.3% 0.228
Table D.14: St. Joseph River Station 343 Offset 2 Comparison Between
Stationary Data and Interpolated Transect and Interpolated Longitudinal
Downstream Velocity Profiles Utilizing 0.25 m Elevation-Difference Depth
Defined Layers (Std is Standard Deviation and Error is Relative Error)
Distance Stationary Interpolated Interpolated Longitudinal
From Water Data Transect Dataset 1 Dataset 2
Surface Velocity Std Velocity Error Std Velocity Error Std Velocity Error Std
(m) (m/s) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s)
RiverWidth = 1.75
0.25 - - - - - - - - - - -
0.5 1.211 0.087 0.932 −23.1% 0.311 1.398 15.4% 0.236 1.442 19.0% 0.233
0.75 1.211 0.088 0.913 −24.7% 0.312 1.362 12.5% 0.171 1.391 14.9% 0.167
1 1.169 0.098 0.859 −26.5% 0.288 1.196 2.3% 0.195 1.213 3.7% 0.205
1.25 1.107 0.109 0.817 −26.2% 0.288 1.066 −3.7% 0.192 1.042 −5.8% 0.218
1.5 - - 0.811 - 0.255 0.970 - 0.209 0.965 - 0.204
1.75 - - - - - - - - - - -
2 - - - - - - - - - - -
Average - 0.095 - −25.1% 0.291 - 6.6% 0.201 - 8.0% 0.205
RiverWidth = 3.5
00.25 - - - - - - - - - - -
0.5 1.211 0.087 1.009 −16.7% 0.315 1.153 −4.8% 0.283 1.053 −13.1% 0.279
0.75 1.211 0.088 0.978 −19.2% 0.266 1.124 −7.2% 0.199 1.055 −12.9% 0.236
1 1.169 0.098 0.949 −18.8% 0.332 1.070 −8.5% 0.230 1.010 −13.6% 0.255
1.25 1.107 0.109 0.890 −19.5% 0.246 1.000 −9.7% 0.216 0.923 −16.6% 0.273
1.5 - - 0.853 - 0.268 0.853 - 0.207 0.888 - 0.296
1.75 - - - - - - - - 0.850 - 0.285
2 - - - - - - - - 0.885 - 0.382
Average - 0.095 - −18.6% 0.285 - −7.6% 0.227 - −14.0% 0.287
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Table D.15: St. Joseph River Station 344 Offset 19 Comparison Between
Stationary Data and Interpolated Transect and Interpolated Longitudinal
Downstream Velocity Profiles Utilizing Dimensionless Depth Defined Layers (Std
is Standard Deviation and Error is Relative Error)
Layer Stationary Interpolated Interpolated Longitudinal
Starting Data Transect Dataset 1 Dataset 2
At Water Velocity Std Velocity Error Std Velocity Error Std Velocity Error Std
Surface (m/s) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s)
RiverWidth = 1.75
1 - - 0.846 - 0.350 1.165 - 0.069 1.008 - 0.200
2 1.009 0.077 0.977 −3.2% 0.259 1.168 15.8% 0.234 1.105 9.5% 0.257
3 1.003 0.081 0.923 −8.0% 0.307 1.138 13.5% 0.206 1.067 6.4% 0.247
4 0.971 0.094 0.829 −14.6% 0.300 1.077 10.9% 0.221 1.004 3.4% 0.254
5 0.875 0.118 0.753 −13.9% 0.296 0.990 13.1% 0.232 0.930 6.3% 0.259
6 0.788 0.118 0.631 −19.9% 0.326 0.945 19.9% 0.249 0.858 8.9% 0.312
Average - 0.098 - −11.9% 0.306 - 14.6% 0.202 - 6.9% 0.255
RiverWidth = 3.5
1 - - - - - 0.958 - 0.140 1.129 - 0.116
2 1.009 0.077 1.017 0.7% 0.297 1.151 14.0% 0.265 1.074 6.4% 0.238
3 1.003 0.081 0.983 −2.0% 0.271 1.110 10.6% 0.220 1.027 2.4% 0.241
4 0.971 0.094 0.940 −3.1% 0.296 1.072 10.5% 0.224 0.979 0.8% 0.252
5 0.875 0.118 0.857 −2.1% 0.265 0.975 11.4% 0.237 0.875 0.0% 0.274
6 0.788 0.118 0.742 −5.9% 0.230 0.871 10.6% 0.211 0.893 13.3% 0.253
Average - 0.098 - −2.5% 0.272 - 11.4% 0.216 - 4.6% 0.229
Table D.16: St. Joseph River Station 344 Offset 19 Comparison Between
Stationary Data and Interpolated Transect and Interpolated Longitudinal
Downstream Velocity Profiles Utilizing 0.25 m Elevation-Difference Depth
Defined Layers (Std is Standard Deviation and Error is Relative Error)
Distance Stationary Interpolated Interpolated Longitudinal
From Water Data Transect Dataset 1 Dataset 2
Surface Velocity Std Velocity Error Std Velocity Error Std Velocity Error Std
(m) (m/s) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s) (m/s) (%) (m/s)
RiverWidth = 1.75
0.25 - - - - - - - - - - -
0.5 1.010 0.077 0.931 −7.8% 0.311 1.168 15.7% 0.270 1.101 9.1% 0.272
0.75 1.000 0.082 0.879 −12.0% 0.288 1.137 13.8% 0.197 1.063 6.4% 0.238
1 0.965 0.097 0.815 −15.5% 0.275 1.091 13.1% 0.225 1.018 5.5% 0.244
1.25 0.859 0.119 - - - 1.009 17.4% 0.220 0.962 11.9% 0.260
1.5 0.650 0.202 - - - 0.938 44.2% 0.227 0.877 34.8% 0.261
1.75 - - - - - - - - 0.819 - 0.253
2 - - - - - - - - 0.806 - 0.235
Average - 0.115 - −11.8% 0.291 - 20.8% 0.228 - 13.5% 0.252
RiverWidth = 3.5
0.25 - - - - - - - - - - -
0.5 1.010 0.077 1.008 −0.1% 0.315 1.154 14.3% 0.282 1.051 4.1% 0.279
0.75 1.000 0.082 0.966 −3.3% 0.270 1.117 11.7% 0.199 1.051 5.1% 0.237
1 0.965 0.097 0.876 −9.2% 0.237 1.071 11.0% 0.229 1.011 4.8% 0.255
1.25 0.859 0.119 - - - 1.001 16.4% 0.216 0.917 6.7% 0.273
1.5 0.650 0.202 - - - 0.850 30.7% 0.207 0.886 36.2% 0.296
1.75 - - - - - - - - - - -
2 - - - - - - - - - - -
Average - 0.115 - −4.2% 0.274 - 16.8% 0.227 - 11.4% 0.268
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APPENDIX E
EXPONENTIAL VERTICAL VELOCITY
PROFILE FITS
This appendix presents the exponential profile fits for the interpolated
velocity profiles for longitudinal and transect data and time-averaged
stationary measurement velocity profiles, as discussed in Chapter 4.
Vertical velocity profiles utilizing dimensionless depth and generated at
different data densities are presented in this appendix.
187
 
PECATONICA TRANSECT 5 
PROFILE FITS USING 65% OF VELOCITIES IN PROFILE 
RIVER STATION: 145 M 
DISTANCE FROM CENTERLINE OFFSET: 3 M 
RIVER STATION: 145 M 
DISTANCE FROM CENTERLINE OFFSET: 12 M 
 RIVER WIDTH = 0.75 
RIVER WIDTH = 1.75 
Figure E.1: Pecatonica River Transect 5, River Station (m) 145: Exponential
Fits for Velocity Profiles for Stationary Data and Interpolated Transect and
Longitudinal Streamwise Velocities.
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PECATONICA TRANSECT 7 
PROFILE FITS USING 65% OF VELOCITIES IN PROFILE 
RIVER STATION: 167 M 
DISTANCE FROM CENTERLINE OFFSET: 7 M 
RIVER STATION: 173 M 
DISTANCE FROM CENTERLINE OFFSET: -2 M 
 RIVER WIDTH = 0.75 
RIVER WIDTH = 2.25 
Figure E.2: Pecatonica River Transect 7, River Stations (m) 165–175:
Exponential Fits for Velocity Profiles for Stationary Data and Interpolated
Transect and Longitudinal Streamwise Velocities.
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PECATONICA TRANSECT 7 
PROFILE FITS USING 65% OF VELOCITIES IN PROFILE 
RIVER STATION: 176 M 
DISTANCE FROM CENTERLINE OFFSET: 0 M 
RIVER STATION: 178 M 
DISTANCE FROM CENTERLINE OFFSET: 1 M 
 RIVER WIDTH = 0.75 
RIVER WIDTH = 2.25 
Figure E.3: Pecatonica River Transect 7, River Stations (m) 175–180:
Exponential Fits for Velocity Profiles for Stationary Data and Interpolated
Transect and Longitudinal Streamwise Velocities.
190
  
ST JOSEPH TRANSECT 5 
PROFILE FITS USING 65% OF VELOCITIES IN PROFILE 
RIVER STATION: 343 M 
DISTANCE FROM CENTERLINE OFFSET: 2 M 
RIVER STATION: 344 M 
DISTANCE FROM CENTERLINE OFFSET: -19 M 
 RIVER WIDTH = 1.75 
RIVER WIDTH = 3.5 
Figure E.4: St. Joseph River Transect 5, River Stations (m) 343–344:
Exponential Fits for Velocity Profiles for Stationary Data and Interpolated
Transect and Longitudinal Streamwise Velocities.
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