The entropy model has attached a good deal of attention in transportation analysis, urban and regional planning as well as in other areas. This paper shows the equivalance of entropy maximization models to geometric programs. To provide a better understanding of this entropy based transportation model they are analyzed by geometric programming. Dual mathematical programs and algorithms are also obtained and are supported by an illustrative example.
INTRODUCTION
Entropy models are emerging as valuable tools in the study of various social and engineering problems of spatial interaction. In the study of transportation problems or more precisely spatial interaction problems the researcher is often confronted with phenomena, which are a pairing of two locations. These pairing may be, for example, home and business location for a worker, home and school location for a student, home and shopping center locations for a housewife, warehouse and retail shops for a 44 company, origin and destination of a central business district of a transport system etc. In general while we may have some idea about the number of people who live, work, go to school or shop in various locations it is very difficult to acquire information on the pairing of locations caused by the various social transactions. Since there are many such pairing compatible with the generally available data it makes sense to choose the most probable set of pairings. This is the 'Principle of Insufficient Reason' of Laplace and the resulting problem is the maximization of entropy with respect to the available information or data.
Wilson, Webber [17] , [18] pioneered in the use of entropy models in the study of spatial interaction. Entropy models are commonly used to find the most probable numbers of pairings x ij between locations i and j given the numbers O i of origins in location i and D j , of destination in location j, for all locations. In equation form:
The corresponding entropy, which we want to maximize is:
where X= ∑∑
In addition to the O i and D j we know the cost of a transaction i to j, c ij . We also add this information to the model in the form of the cost equation:
where C * is a fitting parameter to be chosen according to the needs by the model maker.
For our purpose, we replace equation ( . Combining these conditions the X ij we seek are the solution of the following problem 
Problem-I:
Replacing (5), (6), (7), (8) and adding (9) the flexible entropy model is:
Problem-II:
In fact, instead of replacing both the equalities (5) and (6) by inequalities a more appropriate model might be to replace only one set of equalities by inequalities since the model is symmetric with respect to these sets of equations. Let us replace the first set (5) by inequalities. This will give us the following problem: Now when the quantities O i , D j , τ ij are known to us, Problem-III seems to be the best model to handle. To forecast the effects of initial interaction there is no reason to assume that homes O i or jobs D j will be fully occupied. This should be left to the model to determine. The model to be here is Problem-II. Again to study the effect of a factory starting up or a new housing development on a community Problem-III is suitable for application.
Problem-III:
We will use the theory of geometric programming to analyse these three entropy problems. Duffin, Peterson and Zener [4] , Braighter and Philips [2] developed geometric programming to solve a class of problems called Posynomial problems. In the following section we shall represent a brief description of the theory of geometric programming.
DISCUSSION OF GEOMETRIC PROGRAMMING
In this section we present an analysis of posynomial programs using the theory of geometric programming. A usual posynomial program has the mathematical form:
Problem-IV:
Minimize 
ANALYSIS OF THE ENTROPY MODELS
To apply geometric programming to the entropy models it is first necessary to apply the Stirling approximation 
Problem-II takes the form:
Problem-VII: 
Now we are in a position to determine the geometric programming dual to the entropy models. In fact the dual of Problem-VI is:
Problem-IX:
Minimize
The dual of Problem-VII is:
Problem-X:
1 0 ∑∑ is the a priori probability of a trip going from i to j. The dual problems IX, X and XI seek maximum likelihood estimators of the a posteriori probabilities of a trip going from i to j with the additional information of the O i and D j . Therefore to solve the original entropy problems I, II and III we look at the optimality condition (14) between problems VI, VII, VIII and IX, X, XI. We can easily see that the problems VI and IX and problems VIII, XI are related at the optimality by the relation
whereas Problems VII, X is joined by
We can use (18) in (5) and (6) which gives us the following relationship in the u j 's and v i 's
Also using (18) in (12) and (13) gives us the following relationships
For the problems VIII and X we combine (19) with (10) and (11) to generate the following relationships
If the inequalities (12) are equalities at the optimum for the problem-III, the relationships reduce to those for the problem-VI and problem-IX. At the other extreme if all inequalities hold strictly at the optimum, then To determine the solutions for the entropy models in general we must concentrated to algorithm which is easier to work with the u j 's and v i 's rather than the X ij 's and to use equations (18),(19) to determine X ij 's from the knowledge of u j 's and v i 's. The primal problem has only one constraint and through duality its Lagrange multiplier is found. Thus the primal problem is equivalent to an unconstrained optimization problem.
Algorithm I: To solve Problem-I we may use the following algorithm
Step-1: Set n = 0 and
Step-2: Set n to n+1 and
Step-3:
Step-4: Test of feasibility- is less then a predetermined tolerance for all i, then go to step-5 otherwise go to step-6.
Step-5: Test of optimality: is less than a predetermined tolerance, stop. Otherwise go to step-6.
Step-6: Set n to n+1 and Step-2: Set n to n+1 and are less than a predetermined tolerance then go to step-5 otherwise go to step-6.
Step-6: Cheek the optimality: Otherwise go to step-2. The algorithm for the solution of other entropy problem discussed in this paper is similar. Now we are in a position to prove the convergence for the algorithm to solve the entropy problem. Let us prove the convergence to solve the entropy problem. Let us prove the convergence to solve the Problem-X. The proofs of the convergence for the other are similar.
The Lagrangian of the logarithm of Problem-X is
The partial derivative of the Lagrangian is 
NUMERICAL RESULTS
To illustrate the preceding any models (take model-I) consider the example 
