T he central problem being addressed in plantwide monitoring, optimisation and control design problems is how to maximise the generated business-wide economic value from the operation of the plant 12 . This covers a wide range of technical sub-problems such as minimising the amount of downtime due to faults by condition monitoring and fault prediction and selecting the control loops and designing the parameters in order to maximise the operational efficiency 14 . Similar statements can be made about a wide range of engineering design problems where there exists multiple objectives which must be simultaneously optimised and trade-offs analysed in order to produce a "best" configuration 11, 13 . This abstract view means that a wide range of engineering design problems spanning the electrical, mechanical, chemical and biotechnology industries can be regarded as optimisation problems, where the aim is to adapt a set of parameters in order to optimise and trade-off various objectives. In recent years, there has been a shift from independently and subjectively solving many design sub-problems to more objective, global, optimisation-based approaches, where it is necessary to balance or trade-off the various objectives 3, 4 .
. This covers a wide range of technical sub-problems such as minimising the amount of downtime due to faults by condition monitoring and fault prediction and selecting the control loops and designing the parameters in order to maximise the operational efficiency 14 . Similar statements can be made about a wide range of engineering design problems where there exists multiple objectives which must be simultaneously optimised and trade-offs analysed in order to produce a "best" configuration 11, 13 . This abstract view means that a wide range of engineering design problems spanning the electrical, mechanical, chemical and biotechnology industries can be regarded as optimisation problems, where the aim is to adapt a set of parameters in order to optimise and trade-off various objectives. In recent years, there has been a shift from independently and subjectively solving many design sub-problems to more objective, global, optimisation-based approaches, where it is necessary to balance or trade-off the various objectives 3, 4 .
Optimisation algorithms are generally regarded as automatic, iterative procedures which attempt to estimate the parameters that minimise a given objective. Prior knowledge about the problem is specified by choosing the set of parameters to be estimated, the objective to be minimised and the set of constraints which involve both parameters and objectives that represent the space of feasible solutions. In practice, prior knowledge about the space of interesting solutions is difficult to specify and this is iteratively modified by the designer interacting with the calculated solution and problem structure. In addition, the single objective often aggregates multiple criteria which must be combined using their relative sensitivities. Being able to understand and rank different optimal solutions is the key part of a multi-objective view of design processes 3, 4 . This paper reviews how multi-objective optimisation approaches can be used for engineering design problems. A general plantwide optimisation problem is introduced in section 1.1 where the form of the design parameters, system objectives and constraints are discussed. Section 2 introduces and reviews relevant multiobjective optimisation theory. A key part concentrates on how preference information is both articulated and elicited during the design process, from a multi-objective viewpoint. Two classes of multi-objective algorithms are described and contrasted: global, population-based evolutionary approaches and local, point-based approaches. These algorithms support different approaches, where the latter is used to iteratively evolve an existing design, whereas the former performs a global search and is better for understanding the space of optimal feasible solutions and their relative tradeoffs. Finally, two multi-objective design problems are described in section 3.
Plant-Wide Optimisation Framework
The central objective in plant-wide engineering design problems is how to maximise the generated business-wide economic value from the operation of the plant. This scenario covers a wide range of technical sub-problems such as minimising the amount of downtime due to faults by condition monitoring and fault prediction and selecting the control loops and designing the parameters in order to maximise the operational efficiency. Inevitably, there will exist trade-offs between minimising costs while making sure the plant operates safely and efficiently. Making decisions about the design of plant-wide systems therefore requires the decision maker to understand both the space of optimal feasible solutions and the potential trade-offs between the different criteria.
Consider the plant wide problem of product quality regulation. The design problem's boundary is determined by the overall hierarchical or decentralised strategy being adopted. It is nearly necessary to assume some form system decomposition into independent subsystems, although it is desirable to make this process as explicit and as well-posed as possible. Typical objectives that must be improved Multi-objective optimisation for process design and control
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Control Systems Centre School of Electrical and Electronic Engineering University of Manchester include financial and control energy costs, set-point errors, dynamic response and disturbance rejection measures. These are represented as elements of the objective vector f. Basic system constraints include feedback stability as well as min/max constraints on the state and control signals. The objectives depend on the control, output and disturbance variables u, y and d, respectively. The multiobjective problem being solved is to select both the control signal, u, and the structure of the controller C, given knowledge about the plant, disturbances, constraints etc. The dynamical behaviour of the system is represented as dynamic constraints which must be solved at each iteration of the optimisation process. It is now possible to represent this as an optimisation problem: This is obviously a potentially complex and general representation about using plant-wide optimisation for controller design. In section 3.2, a relatively simple example is described where these algorithms are applied to the problem of robust, simple controller selection where an aim is minimise the number of control loops.
Multi-Objective Design
Multi-objective optimisation is a branch of optimisation theory that deals with design problems where there are multiple criteria that must be simultaneously reasoned about. In this section, the basic multi-objective optimisation framework is described and the role of preference information during the design cycle is discussed. This leads to the concepts of dominance and multi-objective optimality which underpin different multi-objective design algorithms. In particular, two approaches are compared and contrasted: evolutionary algorithms which are used for global multi-objective optimisation and directed algorithms which maximise the local improvement at each step of the design procedure.
Defining the Multi-Objective Design Problem
Multi-objective optimisation is also known as multi-criteria, multiperformance or vector optimisation 3, 4, 6 . Like standard single objective optimisation, it is assumed that a vector of decision parameters exist 1 2 ( , ,..., )
, however there are a vector of objectives 1 2 ( ) ( ( ) , ( ) , . . . , ( ) )
which depend on the parameters. Each objective has an associated goal such as minimising or maximising the objective or trying to achieve a particular target value. Without loss of generality, the general multi-objective optimisation problem can be formulated as:
where g and h are vectors of inequality and equality constraints, respectively. Many design problems involve a complex set of constraints on both the parameters and the objectives. In fact, design often is an iterative process where constraints are relaxed and may become objectives and objectives may become hard constraints in order to reduce the space of feasible solutions. In it has been assumed that each objective should be simultaneously minimised. If the original goal was to maximise the objective, it can be inverted by multiplying it by -1. Similarly, if the goal is to achieve a particular target value, the distance to that goal value can be minimised.
Usually, there is not a clear prior distinction between representing measures as constraints or objectives. For instance, a certain settling time may be required for a regulatory control system, and this could be stated either as a constraint where the actual settling time is less than some maximum value or as an objective. Until more information is known about the space of feasible solutions, (accumulated during the design process) specifying either the maximum settling time or preference information about how the objectives' relative sensitivities is very difficult.
Incorporating Preference Information in Design
The incorporation of preference information in the design cycle is often a crucial part of product development 7 . Such preference information can be used to:
1. Rank potential solutions by specifying prior preference weights which are used to scalarise the multi-objective optimisation problem, section 2.3.1. 2. Rank iterative updates during the design process so that designs evolve towards a product with desirable characteristics, section 2.3.3. 3. Rank different solutions after feasible, optimal solutions has been generated, section 2.3.2.
As illustrated in Figure 1 , the amount of prior preference information that is assumed and the amount of preference information that is gained during the design cycle. As already noted, eliciting preference information both during the design cycle in order to understand which improvements are feasible and at the end of the design cycle to set limits (constraints) on objectives in order to concentrate the design resources in interesting sub regions is important.
Dominance & Pareto Optimality
The main difference between multi-objective and single objective optimisation is that the multiple objectives, as described in , induce a partial ordering on the parameters. There will, in general, be multiple optimal solutions to as no preference information has been supplied to rank the different objectives. These solutions represent different "best" trade-offs between the objectives that provide the designer with important information about the feasible, relative sensitivities. Arguably, this is the main strength of the multiobjective approach as such preference/sensitivity information about the objectives is often difficult to articulate either before or during a design process and often can only be reasoned about once a set of example solutions has been obtained.
The concept of multi-objective dominance plays a central role in both the idea of multi-objective optimality. A solution x 1 is said to dominate x 2 when:
where the vector inequality is considered component wise so that
. Dominance means that the new design is better, or no worse than, the previous design with respect to all the objectives. Dominance creates a set of "quadrants" in objective space which are centred on the point being compared, as illustrated in Figure 2 . Each quadrant shows the space where designs dominate (descent) or are dominated by (ascent) the current point. The space of points that cannot be ranked using dominance are labelled diversity as they represent points where some objectives are reduced but others are increased.
Figure 2 An illustration of dominance in objective space where f(x1) dominates f(x2). Each quadrant is labelled by the effect that a change in objective will have on f(x2), i.e. an increase {+} or a decrease {-}.
A point is Pareto (multi-objective) optimal if there does not exist another point that dominates it. This means that the corresponding descent quadrant in objective space must be empty. Other Pareto optimal points will occur in the quadrants labelled diversity because while one objective has decreased, the other objective has increased so it is not possible to rank these solutions without extra preference information.
A point is locally Pareto optimal if the point is Pareto optimal within a local region around the point. Obviously, global design/ optimisation is a complex problem and in many cases, it may only be possible to give guarantees about local Pareto optimality. While the basic concept Pareto optimality is related to dominance, when the objectives are differentiable, local Pareto optimality can be related to the local objectives' gradients.
The set of Pareto optimal points can be visualised as a front, as illustrated in Figure 3 when there just exists two objectives. However, this concept does not easily generalise when there exists three or more objectives. Visualisation techniques such as spider plots or parallel plots 7 are widely used to try and understand how relationships and feasible trade-offs between the objectives along the Pareto front. This preference information is extracted from the solution set and reasoned about by the expert before ranking the different solutions. As already noted, the parameter/objective space spanned by the feasible, optimal set is often difficult to understand prior to starting the design process. Figure 3 The Pareto front is the set of multi-objective optimal solutions that jointly minimise the two objectives.
Optimisation Algorithms
Multi-objective optimisation algorithms are based on iterating one or more points which represent designs towards the Pareto front. Each point represents a potential parameter/objective pair and as such represents a particular trade-off between the objectives. This section provides an overview of three different techniques for performing multi-objective optimisation: combining the multiobjectives into a single one using prior preference information, global evolutionary methods where preference is used to rank the final set of designs and local, iterative methods where preference information is used during the design process to evolve suitable designs.
Multi-Objective Scalarisation
A simple and widely used algorithm for performing multi-objective optimisation is to simply combine the objectives, using prior
preference information obtained from experts. The simplest method is to weight ( This can then be solved using conventional single objective optimisation algorithms. While this method is very simple, it does require the expert to articulate prior preference information in the form of the weights without necessarily fully understanding which designs are feasible and their relative trade-offs. Many other similar scalarisation schemes have been proposed, which address other short comings of this basic method such as convexity assumptions. In addition, sometimes the weights are sampled in order to produce a set of optimal solutions with different sensitivities.
Evolutionary Algorithms
In recent years, there has been a lot of interest in using evolutionary computing methods for multi-objective optimisation 3, 4, 6 . This is for two main reasons: 1. The evolutionary methods are inherently population-based which is used to provide a sampled approximation of the Pareto optimal set. 2. Evolutionary approaches are typically derivative free and can be applied to a wide range of mixed, discrete and non-convex optimisation problems.
Evolutionary computing methods are typically computationally intensive and the final population of points is used to provide preference information about the relative trade-offs that are possible between the objectives. At each iteration, the population of points are updated so that they converge towards the Pareto front and diversify along it so that the points both span and uniformly sample the optimal set, Figure 4 . The methods used to generate the new population of points are based on evolutionary metaphors such as crossover where two solutions are combined ("bred") in order to generate a new solution and mutation where a point is randomly perturbed in order to generate the new point. This generates a new set of points from which the best subset must be selected, which is a non-trivial process. Typically, if a point is dominated (worse with respect to all criteria) or lies close to another point, it will not be retained in the final set. Similarly, if points lie at the extremes of the multi-dimensional Pareto set/front, they will be retained. These evolutionary methods make few assumptions about the nature of the objectives and as such have been applied to a wide range of engineering problems with a considerable degree of success 1, 3, 5, 8 . They fall in the class of global optimisation algorithms as they don't assume that the objectives convex. However, this can sometimes cause slow convergence and the choice of the relatively large number of parameters associated with the algorithms is often difficult to reliably determine.
Local Directed Algorithms
As the name suggests, local, directed multi-objective optimisation algorithms use local models of the objectives to provide knowledge about how to search the decision space in the local region. These local models could be simple locally linear or quadratic models or they could correspond to global models such as neural networks 1, 2 . Such models may exist prior to performing the optimisation process, although in practice such domain knowledge is severely limited and often the models are iteratively estimated using information gained during the optimisation process. This iterative process of modelling and optimisation also provides natural breakpoints for providing preference information to the designer about the space of feasible solutions that can be search during the next iteration.
At each iteration, the aim is to update a design so that it evolves towards a value with desirable trade-offs sensitivities. Each update is calculated to maximally reduce the objectives
Each local model contains information about the local parameter to objective mapping, for instance for locally linear models
where g is the local gradient. The limiting case of attempting to maximally reduce each objective is that each objective is reduced equally. This assumes that the objectives are defined on a common scale, however preference information can be incorporated at each iteration by requiring each objective to be reduced by at least a ratio specified by the designer. This allows a design to evolve with desirable characteristics where the objectives' trade-offs are interactively specified by the designer.
While this method has some parallels with weighted scalarisation methods, it should be noted that the min/max scalarisation method does not suffer from the same convergence problems when the Pareto front is concave, because the local models are dynamically combined.
Applications
In this section, two simple, but informative multi-objective design problems are described. Neither example dwells on the actual multi-objective algorithm, rather the aim is to describe why a multiobjective approach was desirable and how additional knowledge and insights are gained.
Paper Machine Design
Pulp and paper making processes are examples of large, complex, energy intensive systems and their design, optimisation and operational monitoring offer many challenges and opportunities for empirical techniques.
In [5] , the authors consider the problem of designing a paper machine headbox using a multi-objective approach. A headbox occurs at the wet end of a paper machine and it aims to distribute the fibre suspension in an even layer across the width of the paper machine. The slice channel occurs at the end of the headbox and it determines the paper's basis weight and fibre orientation, both of which influence the strength and appearance. As the produced paper shrinks more at the edges than in the middle after drying, the optimal slice opening profile should not be constant in order to produce a final even basis weight profile. The fibre orientation angle should also be as small as possible to minimise paper curling.
The goal of the design process was to design the slice channel's lip. The lip was modeled as a Besier curve b(x) which is parameterised by the design variables x. In this example, x was 10 dimensional as there were 10 control points to the Besier curve. Also, only certain lip profiles are possible so there exists a set of feasibility constraints on x. Best or optimal in this case is measured by the difference from:
• the desired basis weight profile • the fibre orientation profile where, in both cases, the errors are aggregated across the paper's width. In practice, these objectives cannot be simultaneously optimised, hence a multi-objective approach is useful for understanding both the space of feasible designs and the relative basis weight and fibre orientation trade-offs.
A variety of multi-objective optimisation algorithms were compared in solving this problem. It should be noted that the objectives are continuous functions of the design parameters so both local and global approaches can be used. In [5] , both a evolutionary approach using genetic algorithms (a modified non-dominated sorting GA) and a sampled, scalarised quasi Newton method were implemented and compared. As this is a small problem (ten parameters and two objectives), both the Pareto set and Pareto front will be one dimensional curves in parameter and objective space, respectively, hence this can be easily be approximated by a relatively small population of points. As the objectives were relatively convex, the evolutionary computing approach was both slower and less accurate than the sampled, scalarised quasi-Newton method.
The computed lip profiles showed that the best design for optimising the fibre orientation was a constant value which had ~2% maximum error on the basis weight profile. The best basis weight design had a maximum 10 degree error on the field orientation angle. The selected compromise had a 1% maximum basis weight error and a maximum field orientation angle error of 4 degrees.
Control Structure Selection
In any multivariable control system, every additional loop means increased operation, maintenance, commissioning, safety certification and other costs. Control system design can therefore be seen as a multi-objective design problem where structure selection and signal control design are both of importance 9 .
Normal control design problems are based on minimising/improving some performance based objective function subject to various state and control constraints across the space of stabilising controllers. By parameterising the control structure, it is also possible to incorporate it into the design problem. One measure of control structure simplicity would be to count the number of active connections. While this is both simple and easily calculated, it results in a mixed integer optimisation problem where global optimisation methods have to be employed. For some problems, a convex re-formation is appropriate where the parameter count is approximated by the sum of the parameters' magnitudes. This can be shown to have similar properties to the parameter count measure, in the sense that the performance has to be significantly improved before a loop connection is made (parameter becomes non-zero). However, it has the advantage that the resulting objective becomes convex. There are many ways to measuring the performance of the control system. Both convex 9 and non-convex 8, 10 objectives can be used which also incorporate robustness measures.
The control structure selection problem therefore tries to balance the performance and complexity objectives. When the performance function is quadratic, it can be shown that the complete set of optimal controllers can be directly calculated as the Pareto set is piecewise linear. Each knot in the piecewise linear set can be directly calculated using a simple linear programming algorithm. For more general cases when the performance function is not quadratic, the optimal set will have to be approximated using a population-based multi-objective optimisation algorithm.
This technique was applied to a three input, three output multivariable control problem 9 . As the complete range of parameterised controllers is calculated by the Pareto optimal set, from the very simplest to a full multivariable controller, it is possible to examine the effect of closing an extra loop and to make a business judgment about whether there is sufficient economic justification. Alternatively, a design can selected that avoids undesirable controller configurations which are particularly sensitive to changes in the specifications. A key part of this procedure is use of visualisation tools to understand the tradeoffs in the optimal set of controller designs.
While these two examples have concentrated on specific aspects of structure and control design, an important aim of current work is to scale up the techniques. This will ensure that structure determine and parameter estimation problems can be handled jointly, although it should be noted that this will, in general, increase the size of both the parameter and objective space, it will also require more knowledge about the space of feasible solutions and more effective optimisation techniques for efficiently searching the space and most importantly, it will require a much greater degree of interaction with the human designer for determining preference information and for interactively adapting the optimisation problem's structure.
Conclusions
The aim of this paper has been to introduce the main concepts of multi-objective optimisation and describe how they can be applied to generic design, control and optimisation problems. It has been argued that a key idea in the multi-objective approach is the ability to elicit information about the relative trade-offs that occur between the objectives within the space of feasible solutions and this knowledge can be used either to change the structure of the design problem (changing constraints and objectives) or to alter the set of parameters and objectives. Two multi-objective optimisation algorithms were also described: a computationally intensive, global approach that searches the space of non-dominated solutions and uses a population of points to approximate the optimal set and an iterative, local approach that investigates the feasibility of performing desirable objective trade-offs during the optimisation process to evolve a single design. While very different in flavour, both techniques allow the designer to understand and control the trade-offs between the various objectives in the final, selected design. Two small, but illustrative examples, were used to emphasise these points.
