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We prove that the number of zeros of the s-wave Jost function (defined for poten- 
tials of the foil yr” exp( -Q-o), y#O, [>O, p> -2 and CI > 1) is infinite. The 
asymptotic density and distribution of the zeros are given. Furthermore we find 
that the number of (two-body) dilation-analytic resonances, associated with V(r) = 
)v’ exp( -[r2), IyI 1 (2/n”‘) c312, iS infinite. t:l 1986 Academic Press, Inc 
INTRODUCTION 
The starting point of this paper is a method based on the theory of entire 
analytic functions and asymptotic analysis (Laplace’s method), applied in 
[2] ([3]) to compactly supported potentials. In [Z] it is proved that the 
number of zeros of the s-wave Jost function associated with multiplicative, 
radial, compactly supported potentials is infinite. Furthermore, the 
asymptotic distribution of the zeros is proved (non-rigorously) to be along 
some logarithmic path (compare with [S, (12.102) p. 3621). We adopt the 
method in [2] and prove the existence of an infinite number of zeros of the 
s-wave Jost function for our class of potentials ( V(r) = yr” exp( -[r’), y # 0, 
[ > 0, p > - 2 and cx > 1 ), and we find the asymptotic distribution and den- 
sity of the zeros (the Jost function is entire analytic in this case, too). It is 
pointed out that the analysis in our case is more complicated than in [2]. 
In fact, it is very essential in our case that the potentials are analytic 
functions of the described form. For instance, if we perturb a potential of 
our class with a compactly supported potential, then we are not at all able 
to find the asymptotic distribution of the zeros (and we do not expect a 
simple answer!). However, also in that case we have settled the question of 
infinitely many zeros of the Jost function. The (reasonable, and in [2] 
postulated) statement of the existence of infinitely many zeros of the Jost 
function for potentials vanishing faster than any exponential is proved very 
generally (Lemma 8). 
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Our results seem quite reasonable in view of known facts about the 
limiting cases “a= co” and “CI = 1. ” “CI = co” is treated in [2] (summarized 
above). In [l] it is proved that the Jost function associated with the 
Yukawa potential ye- ’ exp( -<r) (“a = 1”) has an analytic continuation 
from the upper half-plane of the k-plane with a logarithmic cut along the 
half-line {k 1 ik > c/2}. 0 ur results indicate (as to be expected) singular 
behaviour as c( -+ 1 + 
As a corollary to one of our results concerning the asymptotic dis- 
tribution of the zeros of the Jost function we find an example of a two-body 
rc/4-dilation-analytic potential with an infinite number of dilation-analytic 
resonances. Our example is V(r) = yr exp( - cr’), Iyi > (2/n’;*) i”‘. Exam- 
ples of this kind seem to us to be rare in the mathematical literature. For 
an idea to construct such examples we refer to [4, Sect. 7, Remark 31 
(Bargmann potentials). We also mention that in the many-body problem, 
dilation-analytic resonances are easy to construct (see [4, Sect. 21) and 
occur very frequently. In the two-body problem this is not the case. 
SYMBOLS AND DEFINITIONS 
Concerning the definition of dilation-analytic operators and resonances 
we refer to [l&12]. 
We consider two functions f and g defined on a sector in the complex 
plane. As z + co, g(z) is keeping away from zero. We write, 
f(z)lg(z) + 1 for z-+co, 
f(z) - g(z) for z-co; 
f(z)/&) + 0 for z-co, 
f(z) = 4g(z)) for z-co; 
( f(z)/g(z)l is bounded for z-+co, 
f(z) = %+)) for z-+co; 
for some sequence { cn}; and all n 3 1 
f(z)/g(z) = co + ‘. . + c, ~ ,( l/z)” i + R,(z), 
where R,(z) = O(zPn) for z+co, 
f(z) -g(z) f cnz-n for z -+ co. 
?I=0 
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Let V be a multiplicative, radial and real potential V, satisfying 
(a) SF dr(r/(l + r)) I V(r)1 < ~0, and 
(b) for all K> 0, V(r) = O(exp( - Kr)) for Y + co. 
The s-wave Jost function f,(k) [S, p. 3411 is defined for any complex 
number k to be equal to the value al r =0 of the s-wave Jost solution 
f(k, r). This function is given by f(k, r) = C,“=,f,(k, r), where 
f,(k, Y) = eikr 
. . . 
We abbreviate f,(k, 0) (n 3 0) as f,(k); and f,(k) is given by f,(k) = 
f,(k) +I-,&). 
For rx > 1 and 0 GE 6 (7c/2)(1- l/cr) we define the half-line P’* and the 
sectors S,, S: by 
and 
By resonances associated with the potentials V(r) = yr” exp( - {ra) we shall 
understand the zeros in the open lower half-plane of the k-plane of the 
entire function fJ. 
Let H = H, + V be the n/2@-dilation-analytic Schrijdinger operator 
acting on L2(R3) and given by H,= -d and V(r) = y@exp( -[r”). By 
s-wave dilation-analytic resonances of H we shall understand the dilation- 
analytic resonances associated with the restriction of H to the subspace of 
radially symmetric functions in L*( R3). 
1. THE MAIN THEOREM 
Our main results concerning resonances for Schrodinger operators with 
potentials of the form J’(r) = yra exp( - if), y # 0, [ > 0, fl> -2 and tl > 1, 
are as follows: 
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THEOREM 1. Part 1. The number of resonances is infinite, and the num- 
ber in every compact set of the k-plane is finite. 
Part 2. The resonances are asymptotic to 9+ in the following sense: 
For every E satisfying (7t/2)( 1 - l/a) 2 s > 0, the number of resonances in 
S, v S: is finite. 
Furthermore, tf -2 < p < - 1, the number of resonances in Sb is finite, 
Part 3. Setting n(r) equal to the number qf zeros (counted with mul- 
tiplicity) of fJ in {z 1 Iz/ <r}, we have 
n(r)= O(rl;" Lixf) for r + rxj 
and 
n(r) #o(r”” ‘!‘)) for r + co. 
Part 4. If 1~) > (2/7c”‘) [3i2, fi = 1 and CL= 2, then the number of 
resonances in S, is finite. 
Part 5. Considering H= H, + V acting on L2([w3) and given by 
H, = -A and V(r) = yr exp( -cr’), lyI > (2/7~“~) c3j2, we have that the num- 
ber of s-wave dilation-analytic resonances of H is infinite. 
The s-wave dilation-analytic resonances (in k-plane) are asymptotic at 
infinity to Y+ = {k # 0 / Arg k = --n/4} in the following sense: 
For all R > 0 and E > 0 satisfying 7114 > E > 0, the number of resonances 
outside {k#O 1 (kl >R and -n/4<Argk< -7cJ4t.s) isfinite. 
Remark 1. Considering the potential V(r) =yr exp( -[r2), )yI > 
(2/7c”2) 13/2, and kOE {k#O 1 -n/4<Argk<O} such that f,(k,)=O, we 
can show that k0 is an s-wave dilation-analytic resonance of the above 
operator H. We refer to [4, Sect. 7, Remark 31. In a similar way, given k, 
an s-wave dilation-analytic resonance of H, then f,(k,) = 0. Part 5 is easily 
proved from the above facts, Parts 1, 2, and 4, and finally the equation 
f,(k) = fJ( -k) [S, (12.32a) p. 3421. 
Remark 2. To prove Parts l-4, it is enough to verify them in the case 
5 = 1. Setting cz = [, this easily follows from the scaling f(k, r) + ,f(k/c, cr) 
of the Jost solution f(k, r) in the case [ = 1. 
Remark 3. We believe that (a) and (b) below are true. 
(a) The results, Parts 4 and 5, are false if the inequality Iy( > 
(2/71i’*) [3’2 is changed for Iy\ < (2/7~I’~) c3”. 
(b) The resonances in Part 5 (Part 4) are asymptotic (in some 
reasonable sense) to the branch of a hyperbola given by 
k, >O, k,<O and 
where k=k,+ikz. 
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If instead of fJ we consider the function fs, then (a) and (b) are precise 
results. 
Remark 4. We find Part 5 interesting because the example shows that 
a general theorem (see [ 12, Lemma 1, (5)]) stating non-existence of 
dilation-analytic resonances at infinity (in a certain sense) cannot be 
improved in the sense that the resonances are confined to a compact set. 
Remark 5. It is not difficult to generalize the above results, Parts l-3, 
to cover angular momenta 12 1 and to find that the results, Parts 1-3, are 
also true in this case. In fact we can use the asymptotic computations given 
in the proofs below (I = 0). This is so because the Riccati-Hankel functions 
Wj’)(kr) [S, p. 38, (2.60)], used to define the Jost function for higher 
angular momenta [S, p. 373, (12.142)], are of the form P((kr)-‘)e”‘, 
where P is a polynomial (P E 1 if I= 0). 
To prove Theorem 1 it is enough to verify Parts l-4 in the case [ = 1 (cf. 
Remarks 1 and 2). We shall prove Parts l-3 (c = 1) and sketch a proof of 
Part 4 (< = 1). 
We proceed in the following way: In Section 2 some theorems are 
presented; in Section 3 a proof of Part 1 is given; in Section 4 a proof of 
Part 2 is given; in Section 5 a proof of Part 3 is given; in Section 6 
improvements of Part 2 are discussed; and in Section 7 a proof (sketch of) 
of Part 4 is given. 
2. SOME THEOREMS 
THEOREM 2 [6, p. 1211. We consider a domain T and a path [a, b19 in 
the complex plane (we allow b = 00). The interior of [a, b],, i.e., (a, b)9, is 
assumed to be contained in T. Furthermore we consider two functions p and 
q, both assumed analytic in T. Integrating along [a, b],p, Theorem 2 states 
the asymptotic behauiour ofZ(z) : = Ji e-zp(r) q(t) dt when z -+ CX, in a way to 
be speclyied below. We make the following assumptions: 
(a) In the neighbourhood of a, the functions p(t) and q(t) can be 
expanded in convergent series of the form 
p(t) = p(a) + f p.Jt - a)“+p, q(t)= f qs(t-a)‘+‘~‘, 
S=O s=O 
where p. # 0, p is real and positive, and Re A> 0. When p and 1 are not 
integers, then-setting w  = lim arg(t - a) for t + co along (a, b),-the 
branches of (t - u)~ and (t - a)” are determined by the relations 
(t-a)p=jt-u[peifiW, (t-a)“- It-allei’m, 
as t -+ a along (a, b),, and by continuity elsewhere on [a, blp. 
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(b) z ranges along a ray or over an annular sector given by 19, < 9 < 8, 
and IzI 3 Z, where fI : = Arg z, 0, - 0, < n, and Z > 0. Z(z) converges at b 
absolutely and untformly with respect to z. 
(c) Re{e”p(t)-e”p(a)} is positive when t E (a, b)+, and is bounded 
away from zero uniformly with respect to 8 as t + b along (a, b)y. 
The statement of Theorem 2. For some sequence (a,, a,, a2,...,), 
in the sector given by 8, < 8 = arg z < 8,. r is the gamma function and 
z(~~‘)‘~ = exp{ (s + l)/p(log 1zI + id)}. Furthermore, we can find aO, a, ,... . 
Specifying p$” below, a, is given by a0 = q&t 3 p$p) ~ ‘. If we set o equal to 
lim arg( t - a) for t + a along (a, b),, the branch of pt’” is defined by 
requiring the inequality (arg p0 + 0 + ~CO( < $7~ to be satisfied. 
Remark. We shall mainly use Theorem 2 in the case p = 1 and 
[a, bl, = I% $1. 
THEOREM 3 [6, p 1271. Notation and basic assumptions are as above- 
only we allow a (as well as b) to be infinite. 
Assumption (a) is unchanged except that a in Assumption (a) is exchanged 
for t, below. Assumptions (b) and (c) are changedfor: 
(b) For some to E (a, b)g, p’( to) = 0 and p”(to) # 0. Furthermore 1, = 1. 
(c) z ranges along a ray or over an annular sector given by 8, d 8 d t& 
and IzI > Z, where 8 : = Arg z, 8, - 0, < 71, and Z > 0. Z(z) converges at a 
and b absolutely and uniformly with respect to z. 
(d) Re(e”p(t)-e”p(t,)} is positive on (a. b),Y, except at t,, and is 
bounded away from zero uniformly with respect to 8 as t -+ a or b along 
(a, bb 
The Statement of Theorem 3. For some sequence (a,, az, a,,...) 
in the sector given by 0, < 8 = arg z < 02. zJ+ ‘I2 = exp{ (s + +)(log JzI + 8)). 
Furthermore, we can find a,, a2, a4 ,... . a, is given by a,= q,/(2p”)‘/2, 
where p” = p”(&) and the branch of (2~“)“’ is specified below. Setting w  
equal to lim arg(t - to) for t -+ t, along (to, b),, the branch of (2~“)“’ is 
defined by requiring the inequality 1 arg p” + 8 + 2~1 < $c to be satisfied. 
Remark. We shall mainly use Theorem 3 in the case (a, b),V = (4, a). 
The following definition and theorems (Theorems 46) are taken from 
[S] and concern some entire analytic function jY 
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DEFINITION. We set 
Mr)=suP{If(z)l I IzI=+ 
p = lim sup 
log log M( r ) 
T’cc log r ’ 
r = lim sup r -p log M(r), 
r-00 
and we call p the order (of f ) and T the type (of f ), 
THEOREM 4 [8, 2.9.21. If the order is finite and not integer, then f has 
an infinite number of zeros. 
DEFINITION. Denoting by rn the modulus of zero number n (we consider 
the zeros z # 0 arranged in some order, and counted with multiplicity), we 
let /? (if /? exists) be equal to the smallest positive integer such that 
C,“= l rip < co. We define the genus p of the set of zeros to be equal to 
j?- 1. 
DEFINITION. By Weierstrass’ primary factors E(u, p) we mean for u 
complex and p the genus 
E(u,O)=l-24 if p = 0, 
E(u,p)=(l-u)exp u+iz4’+ ... 
i 
+$# 
I 
if p > 0. 
By the canonical product we mean P(z) = nF= I E(z/z,, p), where z is 
complex and z, is zero number n. 
THEOREM 5 [8, 2.7.11. Suppose the order p of f is finite and f(z) = 
c,z”’ + c, + , z”’ + ’ + . . . . where c, # 0; then 
f(z) = z”eQ’“‘P(z), 
where Q(z) is a polynomial of degree q < p and P(z) is the canonical product 
(because p < 00, the genus p exists). 
DEFINITION. By n(r) we mean the number of zeros (counted with mul- 
tiplicity) in {z 1 IzI <r}. 
409/117il-II 
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THEOREM 6 [S, 2.9.5-J. Suppose p < co and non-integral and z satisfies 
OCZCCO. Then 
n(r)=O(rP) for r--r cc 
and 
n(r) # o(rp) for r-+00. 
3. PROOF OF PART 1 
First we prove some lemmas. 
Lemma 7. Suppose that f is an entire analytic function and that the 
order p is finite. Assume moreover that f(t) + 1 for t + +oo and that f is 
not identically equal to 1. Then the number of zeros off is infinite. 
Proof: We suppose that the number of zeros is finite and find a con- 
tradiction. 
Because the genus p = 0, we have according to Theorem 5 for some 
m,n>Oand(ifn>l)somek, ,..., k,, 
f(k)=k”eQik’(l-$)-(I-$), 
where Q(k) is a polynomial of degree q < p. 
Clearly, the statement f(t) + 1 for t + +cc is equivalent to the 
statement 
(-l)“L 
I-I:=, k 
tntmeQ(‘) + 1 for t+ +co. 
For some c, , 
(-1)” l ~ = e”l ) 
FIl=, ki 
and hence t”tmecl+Qcf) -+ 1 for t -+ +co. We now conclude that for some c2 
(n + m) log t + c2 + Q(t) + 0 for t-+ +co, 
and from this we find 
(n+m)=O and Q(t)= -cz. 
That is, f(k) is equal to the constant 1, a contradiction. 
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LEMMA 8. We consider a real, multiplicative and radial potential V, not 
identically zero. If moreover 
(a) jh r 1 V(r)1 dr < co, and 
(b) for some C,,C,>O and all K>l, r>l, IV(r)l<exp(C,K”*) 
exp( - rK), 
then the number of zeros of the s-wave Jost function f,(k) in the open lower 
half-plane is infinite. 
Proof We consider the Jost solution f(k, r) = ET=0 f,(k, r), where 
f,(k, r) = erkr 
. . . . . . . . 
f,(k, r) = -i Jrn dr’ sin(k(r - r’)) V(r’) f,- ,(k, r’), n> 1. 
I 
We shall estimate Ix,“=, f,(k, r)l. 
For some constant C independent of k, r and r’ (r’ 3 r), 
< ce’“l”‘- r) 
(3.1) 
where v = Im k. 
Using (3.1) we easily find for n > 2 (r, _ Z : = r, if n = 2) 
If,,(k, r)l Q C”e-‘“I’ 
s 
cc: dr, r’ 
1 + IN rI I V(r,)l ... , 
X I m dr,-, ‘n-l 1 + WI rmpl 
I V(r,- ,)I Irn dr, :;‘$L;‘i I V(r,)l. ‘n-2 ‘n-1 ” 
Because 
s ccdr rn ‘n-1 n 1 + Ikl r,, e21ufrn 1 V(r,)l 6 /Om dr, 1 +iL, e2’y’rn ) V(r,)l, r n 
we conclude for n 2 2 that 
f,(k, r) < Cne-‘“I’ fom dr, 1 +z, r 
n 
) V(r,)Je21vlrn & 
X m dr, r’ 
1 + Ikl rl IV(rlN > 
n-1 
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Hence 
i.C,l,(k, r)i d Ce-I”’ Jr dr’ I Vr’)l e2’“lr’ 1 +Tk, r, 
Cc dr’ r’ 
1 + Ikl r’ Mr.)l)- l}. 
Setting r = 0 we conclude that for all k 
dC s O” dr 0 
r 
I V(r)1 e2’“lr ____ 
1+ Ikl r I VrIl) - l}. (3.2) 
We now estimate fB(k). 
f,(k) is given by 
f,(k) = 1 --k jr dr’ sin(k(O - r’)) V(r’) eikr’ = 1 +& 1: dr(e2ik’- 1) V(r). 
(3.3) 
Using (3.1) and (3.3) we now easily find for some C independent of k 
that 
IfAk)l 6 C jam dr & l V(r)/ e21”lr. (3.4) 
From (3.2) and (3.4) we conclude that for some C independent of k 
IfAk)l 6 C jam dr & 1 V(r)1 e2iklr. (3.5) 
We now prove that the order of p of f,(k) is finite. 
From Assumptions (a), (b) and (3.5) we have 
IfAk)l < C jIm dr r I V(r)1 e21ktr + C i,’ dr r I V(r)1 e21klr 
<c s O” dr re Cl(2lkl + I)c2e-r(21kl + l)e21klr I + C ji dr r 1 V(r)/ e21ki 
< f-ec’w + If2 m . s dr recr + Ce21k’ ’ dr r I V(r)l. 1 s 0 
Hence, p < max{ C2, l}. 
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To prove that the number of zeros of f,(k) is finite, it now suffices to 
prove (according to Lemma 7) 
(1) fJ(t) + 1 for t + +a~, and 
(2) f,(k) f 1. 
Concerning (1) we refer to [S, (12.25), p. 340)]. Result (2) is easily 
proved using [9, Theorem II]. 
To finish the proof of Lemma 8, we remark that the number of zeros in 
{k ( Im k >-0} is finite [S, (12.25), p. 3401. 
Lemma 8 is proved. 
We now use Lemma 8 to prove the result Part 1. We verify Assumption 
(b): 
For all K > 1 and all I > 1 
(for a, b, p and q positive numbers, ab < (l/p) ap + (l/q) by if l/p + l/q = 1) 
< IyI rBepr exp l/(1 ~ I/a)KI/(l ~ I/d exp{ +.K}, (3.6) 
From (3.6) we immediately find that Assumption (b) is true for poten- 
tials of our class. Hence, Part 1 is proved. 
Remark. Instead of Lemma 8 we can use Lemmas 7 and 9 (Lemma 9 is 
stated below) to prove Part 1. 
Alternatively we can proceed in the following way: If p = l/( 1 - l/a) 
(Lemma 9) is non-integral, then Part 1 is an immediate consequence of 
Theorem 4. If p = l/( 1 - l/a) is integral, we use Theorem 4 and the proof 
of Part 3. 
Remark. The potentials considered in [2] (compactly supported poten- 
tials) satisfy the assumptions in Lemma 8. Hence Lemma 8 provides the 
existence of an infinite number of zeros of fJ for potentials of our class as 
well as for compactly supported potentials. 
To be used in the proof of Part 3, we have 
LEMMA 9. The order p and the type z of fJ are given by 
1 2 p = 
1 - l/U’ 
7= 0 - I/(’ - l/a) (a _ 1 ). 
a 
Prooj We prove that p < l/( 1 - l/a). 
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From (3.5) we get for all k 
Comparing with (3.6), 2 (kl Y < (l/a) P + (1 - l/cr)(2 Ikl)‘l(‘- lla), and 
hence for all k 
<C lyl jm drr 
~+le-(l~l’a”‘e’l~ll”“21k’)‘~~‘~“~~ 
0 
From (3.7) we conclude that p < l/( 1 - l/a). 
We now prove that p > l/( 1 - l/a). 
We consider f,(k) = 1 + (y/2ik) j: dr(e2”’ - 1) rpe -“, when ik is positiue. 
Introducing y and 5 given by 
2ik = oly”- ‘, 
Y” = t, 
(3.8) 
we let t = r/y be a new variable of integration, and we get 
yB+’ a. 
fdk) = 1 + y yg- 1 (eaya’ - 1) tfle-vu’” dt. (3.9) 
0 
The right-hand side is equal to a + b + c, where 
and 
For some constant C independent of k (ik positive) we have the follow- 
ing estimates: 
Ial = O(max{ 1, y”+‘/2ik}) for ik+ +a. (3.10) 
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We remark that the minimum of ta - at on [0, t] is equal to (4)” - af, and 
hence-using Theorem 2 (A = p = 1 t-we get 
b=O Yp+l+u Fexp{ -[((ir--t)}) for ik-+ sco. (3.11) 
The asymptotic behaviour of the term c as ik -+ +CC is now determined. 
Setting p(t) = C-at + a- 1, we have that the minimum of p(t) on 
[t, co) is equal to 0 (p(l)=O) and that c = (y/2ik) ys+ ‘e*(‘- ‘) 
SG tPe -JJ”~(‘) dt. Using Theorem 3, we consequently find 
Y B+l c N- e”“- 1) 
ikl ‘I2 ’ 
m 
(2a(a - 1))“’ 
for ik + +CXI. (3.12) 
We compare (3.12) with the estimates (3.10) and (3.11) and conclude 
f,(k)-$ e 5(x- 1) Ym) 
(2a(a - l))“* 
for ik+ $-co. (3.13) 
We shall now estimate the right-hand side of (3.2) for ik positive. 
By changing the variable of integration (t = r/y, where y and 5 are given 
by (3.8)) we find 
s 
m dr 1 V(r)/ e2’“lr r 
0 
-=y’+’ 1~1 jam dt 1 +;‘kl yt t~e-i(‘“par)=d+e, 
1+ Ikl r 
where 
d= yP+l JyI j1’2 dt 1 +yil ~,t tbe-‘ct”par’ 
0 
and 
e= yb+’ IyI jlz dt 1 +;‘kl yt tBeC5(‘“-z’! 
As we found (3.1 l), we easily find the estimate 
d=O(Texp{-<((:I-z)}) for ik+ +co. (3.14) 
Because e< (yB”/lkl) IyJ jG2 dt tBe-ecru-‘l), we conclude from (3.12) 
that the following estimate holds: 
e=O 
)#+I 
Jkl etca-‘) 
> 
for ik+ +co. (3.15) 
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Equations (3.14), (3.15), and the fact that {exp(Cj,” dr r/(1 + lkl r) 
1 V(r)]) - l} + 0 for ik + +co now provide the estimate 
I,,%/,(k)l=~(~e(l.~“) for ik+ +oo. (3.16) 
From (3.13) and (3.16) we immediately find the asymptotic behaviour of 
f,(k) for ik + +cc. The result is 
fX+$ e 5(a- 1) Ym) (2lx(a - 1))“’ 
for ik+ +a~. (3.17) 
Equation (3.17) makes sure that p b l/(1 - l/a) (5 = ((2/a) (kl)“(‘-““)). 
p = l/( 1 - l/cl) is now proved. 
From (3.7) and (3.17) we find 
0 
2 I/(‘~ ‘/a) (a _ 1) 
- G2< 1-L 2’/(‘-‘/“), 
a ( 1 a 
However, the estimate (3.7) can be improved in the following way. We 
change the variable of integration on the right-hand side of (3.5) (t = r/y, 
where y = ((2/m) lkl) 1’(a- “), and then we use Theorem 3 as we did to find 
(3.12). The improved estimate is then 
IfJk)[ =O(yD+‘exp{(a-1) l~~““-‘l”}) for k-r co. (3.18) 
Equation (3.18) shows that z<(2/a)““-““)(o!- l), and we have now 
proved z = (2/a) ‘/(’ - ‘/‘)(a - 1). Lemma 9 is proved. 
Remark. In [2] it is remarked that the order p of the Jost function fJ 
for potentials of the form V(r)=exp(-r”“) is given by 
p = max{ 1, (l/2 + 3/2s) 1. According to Lemma 9, this is a false statement. 
4. PROOF OF PART 2 
We proceed in the following way: 
A: For every E satisfying (7c/2)(1 - l/a) 2 E>O the number of 
resonances in S, is finite. 
B: For every E satisfying (z/2)( 1 - l/a) >E >O the number of 
resonances in S: is finite. 
C: If - 2 < p < - 1, then the number of resonances in Sb is finite. 
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In the sections A, B and C we prove that for every E satisfying 
(7r/2)( 1 - l/a) 3 & > 0 
(a) f,(k) is keeping away from zero, and 
(b) CF=2 f,(k)/&(k) + 0, for k --+ 00 in S,, Sk and SO, respectively. 
A. In what follows an arbitrary E satisfying (n/2)( 1 - l/u) 3 E > 0 is 
fixed. 
At first we find the asymptotic behaviour of f,(k) for k + cc in S,: 
It is convenient to introduce (compare with (3.8)) for k E S, the variables 
2jk I/CM- 1) 
y= - 
( ) 
3 
a 
r= F 1/(1-l/%) 
( ) 
(4.1) 
(=Y”L 
where the principal branch of the logarithm is used to define the powers. 
The map k -+ 5 is one-to-one from So onto {z 1 Re z 2 O}. If only 
k E S, c S, are considered, then for some D independent of k, 
141<DRe[. (4.2) 
We now extend (3.9) analytically from ik positive to k E S, and get for 
kES, 
f,(k) = 1 +& yp+’ p (e’-“lr- 1) tBePv”‘” dt. (4.3) 
By a computation very analogous to that which from (3.9) leads to 
(3.13) we find from (4.3) (k+ 00 in S, instead of ik+ +a) 
/,&I-$ e &(a ~ 1) y 
r(t) 
(2a(!x - 1))“2 
for k-+cc in S,. 
Hence, using (4.1), 
(B + 1 ~ r/2)/(1 - 1) 
(ik) 
(8+2--(3/2b)/(~-i) 
(a- f)(ik)‘l(‘-‘ia) (4.4) 
for k+co in S,. 
From (4.4) we find that fB(k) is keeping away from zero for k -+ 03 in 
SE. 
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For the purpose of improving the inequality (3.2) we consider the 
functions h,(k, r) : = f,(k, r) eemikr (n > 0). From 
Uk 0) = fn(k) (n>O) 
h,(k, r) = 1 
. . . . . . 
where gk( rl , r) : = 1 - e2ik(r1-rr), we find for n > 1 and all k, 
f.(k)=(-&)n lorn dr, Jr, dr2...jry, drngAr,fO)gAr2yr,) 
n 
(45) 
... gk(r,, r, ,) Vr,) Vr2)... W,). 
For kES, and t,, t2 satisfying 0 < t, 6 t2, 
H&t,, t,) = (eaS(t2-‘1)- 1) yt{ePr’I 
H&t,, tl) is defined by 
For ik positive we now make the change of variables (rl,..., r,) + 
(t 1 ?..., t,) = (r Jy,..., r-,/y) on the right-hand side of (4.5) and get 
n (yp+‘)” 1; dt, j-, dtc .I,;, dt,H,(t,, 0) z-f&t,, t,) 
n 
...ffE(tn, tn-1). (4.6) 
Equation (4.6) is extended analytically from ik positive to k E S,. The 
result is for k E S, 
f,(k)=(&)" (yfi”)” lorn dt, j-m dt,... j= dt,H,(t,,O)H,(t,, t,) 
11 I”- I 
. ..ff.(t,, t,-,I. (4.7) 
We now estimate If,Jk)l (f,,(k) on the form (4.7)): 
Some D independent of k E S, is chosen such that [cl < D Re [ (compare 
with (4.2)). 
For some constant C independent of ke S, and 06 t,-, d ti, 
(H&t,, ti-l)l (na i> 1 and to. . = 0) is now estimated in the following way 
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Furthermore 
Defining FR,&t2, t,), for kES, and t,, t, satisfying 06 t, <t2, by 
we now find from (4.7), (4.8) and (4.9) that for k E S, and n > 1 
D(p+ l)‘da(Re [)‘8+ lb/r, 
dtn F&t, > 0) FRe&t2, tl) 
“‘F~e<(tn> tn-1). (4.10) 
For the purpose of estimating the right-hand side of (4.10) it is con- 
venient for k E S, to introduce the positive variables ik’, 5’ and y’ by the 
equations 
y’ = (2ik’/a)‘/(’ -a) 
Re l = 5’ = (2&‘/a)‘l(‘~ ‘I*). 
(4.11) 
Moreover, the following definition is convenient: 
Gik,(r2, rl) := 
rg+l 
1 + 2ik’r, 
e2ik’(rl - q), -rT (4.12) 
Hereafter we make the change of variables (t, ,..., t,) -+ (r 1 ,..., r,) = 
(t,(Re [)l”,..., t,(Re 5)“‘) in the right-hand side of (4.10) and, using (4.11) 
and (4.12), (4.10) is rewritten as 
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Because the factor cz(Re 5)’ ~ ‘Ia is equal to 2ik’ and 2ik’/2 (k( 6 1, we get for 
all k E S, and 
Estimate (4.13) implies (K as above) that for all k E S, 
(4.14) 
The inequality (4.14) represents the improvement of inequality (3.2) that 
we are looking for. 
Comparing (4.14) with (3.2) we now conclude from (3.16), that 
i~,~~(k)i=o(~e”(~~‘)) for k-cc in S,. (4.15) 
Because 
and 
(8+2-WbM-I)< 1 1, /?+2+>0 
<D-(8+2-(3/2)a)/z ? p+2-+<o, 
the following estimate is true. 
Y 
18+le5’b1) 
&‘(‘I/2 (ik)(B+2-(3/2)a)/(;1-‘)ei(“-‘)=0(1) for k-t 00 in S,. (4.16) 
Using (4.16), we easily find from (4.4) and (4.15) that 
c, f,(k)/f&) -, 0 for k -, ~0 in SE. 
Hence we have now proved that the number of resonances in S, is finite. 
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Remark. It is clear from the proof above that the inequality (4.14) is 
necessary (the inequality (3.2) is not useful). Comparing with [2] 
(“a = co”) the above proof is complicated ((3.2) is enough in the case 
“a = co”) basically because only in the case “CY = co” do we have 
ev{ IIm kl ‘/(’ ~ ‘ja)) = 0 (exp{ (ik)“” ~ ‘/x)}) for k + ex) in S,. 
B. In what follows an arbitrary E, satisfying (n/2)( 1 - I/cl) 3 F > 0 and 
i$?c7 3 E, is fixed. 
We shall prove that C,“=, 1 fn(k)/ -+ 0 for k + cc in Si. 
fn(k) (n B 1) is considered on the form (4.5), and h,(k, r) (n 2 0) given by 
h,(k, r) = 1 
where g,(z,, z) for z,, z complex is defined to be equal to 1 -- e2ik(Z’PZ), is 
considered, too. 
For [E {z#O) -adArgz<OJ, where a := n/2@-&, we define a path 
y(i) in Diagram 1. 
1 
DIAGRAM 1 
We define y(O) to be equal to (z#O / Arg z= -a} u (0). y(O) is con- 
sidered as a path from zero to infinity. 
It is now our aim for ik negative and n 3 1 to prove (V(z) = yz” 
exp( -za)) that 
~..gk(zmz,-,) VZl) Wz)..' Vz,). 
(4.17) 
First we prove by induction the statements (a) and (b) below; ik fixed 
negative, C _ (T:= {z#OI - adArgzdO}u (0) and nZ0. 
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(a) h,(k, r) has an analytic extension from r positive to [ E C, (that 
is a continuous extension to C _ n , which in the interior of C, is analytic) 
given by 
x . ..&&n. z,-,I Vz,) VW... V(z,), n> 1 
.- .- 1, n = 0. 
(b) j,(k, [) in a bounded function in c E C mo. 
Clearly j,(k, [) above is well defined. We point out the following estimate 
of the factors 1 gk(zi, zi- ,)I (n 2 i > 1 and zO : = [): 
For some C independent of zi and zi-, 
C 14 kit 
I&(Z,, zi-,)I 6 1 + ,k, ,zi, (4.18) 
Now we suppose (a) and (b) are true for n - 1 (n b 1). We have to prove 
(a) and (b) in the case n. 
Using (4.18) it is easy for c E C, to prove that 
WI (4.19) 
(C given at (4.18)). 
Hence (easily from (4.19)), (b) is true in the case n. 
For [ positive, j,(k, [) = h,(k, [). 
To prove that j,(k, 0 is continuous in [ E C (r, we most conveniently use 
(further details are omitted) 
(1) j,(k 0 = -(Wk) sy(5j dz, g,(z, 9 0 V(z,)jn- ,(k z,), 
(2) Cauchy’s theorem (applied to the right-hand side of (l)), 
(3) the assumptions of induction (applied to j, _ ,(k, z1 ) in the 
equation (l)), and 
(4) (4.18) (applied to g,(z,, [) in the equation (1)). 
To prove that j,(k, 0 is analytic in the interior of C,, we proceed in a 
similar way (( 1 t(4)). We omit the details. 
Hence, (a) is true in the case n. 
We now prove (4.17) from the statement (a) and from the fact that 
L(k) = Uk 0): 
RESONANCES OF SCHRdDINGER OPERATORS 173 
For n> 1, 
x ... k&(Z,, z,- I) ml) Vz,)... Vz,). 
Equation (4.17) is proved. 
Now we extend (4.17) analytically from ik negative to 
ikET-, := z+ol n>Argz>o+Eor 
2 
-rc<Argz<c-E 
2 
Y 
and we get for ike T-, and n3 1 
x . ..&!.dz,, z,-1 1 VZl) w-z)... Wn). . (4.20) 
Estimate (4.18) and equation (4.20) imply easily-for ik E T ~6, it 2 1 and 
C independent of ik E T-.-the estimate 
If,(k)1 <$( jyco, Id4 IzI I WI)“. 1 + lkzl 
Hence for ik E Tp ,, and C as above, 
I4 $&- IVz)I (4.21) 
From (4.21) we immediately find that C,“=, I L(k)1 + 0 for ik + cc in 
T-,. 
Because for all n > 0 and all k, 
./-n(k) =fn(-6 (4.22) 
(easily proved by induction), (4.21) also implies that 
n;, Ifn(k)l -+ 0 for ik-*m in To, 
where 
. 
174 ERIK SKIBSTED 
Thus c,“=, 1 f,(k)1 + 0 for ik + cc in T, u T-, = is: (that is, for k + ~0 
in SL). 
Hence the statement “for every E satisfying (7r/2)( 1 - l/a) 2 E > 0, the 
number of resonances in Sk is finite” is proved. 
Remark. The above statement is an almost immediate consequence of a 
general theorem (see [ 12, Lemma 1, (5)]) stating non-existence of dilation- 
analytic resonances at infinity. However, this theorem is of no use in prov- 
ing the next result (C). 
C. If -2</?< -1, then jYcO) ldzl (lzl/(l + lkzl)) IV(z)1 <co, 
where y(O) : = {z # 0 I Arg z = -n/2a} u (0). Using this meaning of y(O) 
the proof in Section B is repeated. That is, we find and use the estimate 
(4.21) in the case y(O) as above. Now (4.21) is true for ikE TPniz, = 
{z#O ( n>Argz>rr/2u+rc/2 or -rr<Argz<n/2c(-n/2}. In the same 
way as before we conclude from (4.21) that C,“=, 1 f,(k)1 + 0 for k -+ co in 
Remark. It is clear that the above proof holds for any multiplicative, 
radial potential V(r), analytic in a sector and with boundary value V(z) on 
the edge y(O) of the sector, satisfying 
s u(O) ldzl& IVZ~I < 03. 
In [13] the result “the resonances are confined to a compact set” is 
generalized to dilation-analytic potentials with multiplicative short-range 
boundary values on the edge of the dilation-strip. 
5. PROOF OF PART 3 
We use Theorem 6 and Lemma 9. 
If the order p = l/(1 - l/a) of fJ is non-integral, then Part 3 is an 
immediate consequence of Theorem 6 and Lemma 9. 
If p = l/( 1 - l/a) is an integer, we proceed in the following way: 
Introducing the integer m : = 2p, the function F, given for all k by 
F(k”) = fJ( - ike dW~)-‘J). fJ( _ ikei(2n/m)’ 1). . . fJ( _ iked2n/m)(“- I)), 
is considered. We remark that F is well defined and analytic, and that the 
order of F, denoted by pF, satisfies pF < p/m = f. 
We now prove that pFb p/m. 
From the proof of Part 2, the asymptotic behaviour of the factors 
RESONANCES OF SCHRijDINGER OPERATORS 175 
fJ( _ jQ(Wm)i ) (0 <j 6 m - 1) for k -+ + cc is given by (compare with 
Diagram 2 below) 
fJ( _ jkei(Wm).O) N 
n’/2 2 w+l-a/2)/(a-l) 
0 
- 
(2c4a - 1))1’2 c1 
k(B+2~(3/2b)/(or-l) 
for k-+ +a, (5.1) 
and for j satisfying 1 < j < m - 1 
j-( - jke’WW) + 1 for k+ +a. (5.2) 
DIAGRAM 2. 24 1 - l/a) = m = 8 
Using (5.1) and (5.2), we easily find that 
1% log IW’Y 
logk -‘p 
for k+ +a. 
Hence 
log log IW’7 --) P,m 
log k” 
for k-r +a, 
and we conclude that pFa p/m. 
Thus, pF= pjm = + is proved. (5.3) 
409.;117:1-12 
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Letting rF and z denote the type of F and fJ, respectively, it is easy from 
(5.1), (5.2) and Lemma 9 to prove 
O<z<z.<mz<co. (5.4) 
Furthermore, setting nF(r) and n(r) equal to the number of zeros in 
{z 1 lzl Gr} of F and fJ, respectively, then 
nF(rm) = mn(r). (5.5) 
We now use (5.3), (5.4), (5.5) and Theorem 6 (Theorem 6 applied to F), 
and we conclude that Part 3 is also true in the case p = l/( 1 - l/a) equal to 
an integer. 
Remark. In the case “a = cc,” it is proved in [2] that the linear density 
n(r)/r + U/Z for r -+ co, where a is the smallest radius beyond which the 
potential vanishes identically (compare with [S, p. 3621). 
6. IMPROVEMENTS OF PART 2 
To improve Part 2 (confinement of resonances at infinity) we meet two 
problems: 
PROBLEM A. Can we compute fB(k) as k + co in 
(4 So? 
(b) SO? 
PROBLEM B. Connected with Problem A, how do we estimate 
IC,“=,fn(k)l as k-r co in 
(a) So? 
(b) Sk?. 
As in the proof of Part 2, it is our aim to prove (if possible) that f,(k) is 
keeping away from zero as k + cc in So or S& (Problem A), and thereafter 
that CFZz f,(k)/fs(k) + 0 for k + cc in the above sector--S, or Sb 
(Problem B). 
Only in the case - 2 < /I < -1 we have solved Problem A((b)) and 
Problem B( (b)). 
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PROBLEM A. Generally we are not able to solve Problem A. However, 
in the case tl= 2, 3,4,... we succeed. The result of [7] is: 
If a = 2, 3,4 ,..., then 
i 
m 
e 
0 
-ra+2ikrdr=; {1+0(h)} 
(6.1) 
for k+co in {klRe(ik)>O}. 
In the case /I = 0 and a = 2, 3, 4 ,..., we immediately find from (3.3) and 
(6.1) the asymptotic behaviour of &(k) for k + co in {k 1 Re(ik) B O}. 
It is not difficult to generalize the proof in [7] to the asymptotic 
behaviour of jz e- p + ‘jkrrS dr, a = 2, 3,4 ,... and /I > - 1 (we make use of 
Theorems 2 and 3). The result is: 
If /I > - 1 and a = 2, 3,4 ,..., then 
e - ra f Zikr,J d,. 
= &/3+2 -ni8 nB+l){l+O(~)j 
@ 2 (B+I-d*M-1’ 
+ (2a(a - 1))“’ 0 Cc . (ik) 
(8+2-(3/2)aV(a-l) 
“(I-““(a_l)(ik)I/(I-l/a) 
(6.2) 
for k + co in {k I Re(ik) > 0). 
As above the asymptotic behaviour of f,(k) (/?> -1, a = 2,3,...) for 
k + GO in {k 1 Re(ik) >O} is an immediate consequence of (3.3) and (6.2). 
Because we shall use (6.2) (/I = 1 and a = 2) in the proof of Part 4, we 
now give a proof (very simple) of (6.2) in the case /I = 1 and a = 2 (more 
precisely, a modified result): 
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For kE {k’ ( Re(ik’) aO}, 
I 
cc e ~ r2 f Zikr,. d,, 
0 
~ rze2ikr dr 
=f+ik 1 
co 
e2ikre ~ r2 d,. (integration by parts) 
cc 
ep(rpik)2 d,.- a e2ikre-r’ d,. , 
-cc s -cc 
The term jZ”oo epCr-ik)2 dr is equal to rc ‘I2 because if ik is positive this is , 
certainly true; hence by analytic extension the statement is true for all 
kE {k’ 1 Re(ik’)aO}. 
Using Theorem 2 it is not difficult to find the asymptotic behaviour 
I 
0 
e2ikr -r2 
e 
-cc 
dr=&{l+O(i)} for k+cc 
in {k’ / Re(ik’) > O}. 
Thus we find that 
I 
m 1 
e ~ r2 f Zikr,. d,. = _ + ik e(ik)271 l/2 
0 2 -A {1+0(i)}) (6.3) 
for k -+ co in (k’ 1 Re(ik’) b O}. 
From (3.3) and (6.3) we conclude that 
for k+ cc in {k’ 1 Re(ik’)>O}. 
PROBLEM B. In the case /I > -1 and a = 2, 3,4 ,..., we believe that 
Problem B (Problem A is solved) is very difficult to solve. Only in the case 
/I = 1, a = 2 and 1 yI > 2/n ‘I2 are we successful: 
From (6.4), f,(k) - 1 + y(7~‘/~/2) eCikj2 for k + cc in So, and thus fB(k) is 
keeping away from zero as k -+ cc in So. Problem B is now to prove that 
.z2 f,,(k)/e(ik)2 + 0 for k -+ a3 in So. (6.5) 
As we shall see in the proof of Part 4, it is a complicated task to prove 
(6.5). 
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7. PROOF (SKETCH OF)OF PART 4 
We introduce the annular sector T given by T= {z # 0 1 IzI > 1 and 
n/4 > Arg z 2 7114 -z/IO). 
Because of (4.22) and the proof of Part 2(A), (6.5) is true if we can prove 
that 
n%fn@Ye'ik'i +O for y= ik + co in T. (7.1) 
A procedure very similar to that in the proof of Part 2(B) (we make use 
of the expression (4.7)) provides the following expression of f,(k) for 
y=ikETand ~122: 
fn(k) = ~“JI,(k to = Oh 
where 
x .” s &Je2.& _ l)(e2Y2(12- (1) _ ) ntn-1) 
(7.2) 
r(r) (i = to, t, ,..., t,- 1 ) is the path given in Diagram 3. 
DIAGRAM 3 
Our claim now is that for some positive constants K, and KZ, indepen- 
dent of n, YJk, to) satisfies the estimate 
sup sup Iyn(k, to) k”-‘/e(ik)2j <K,2”(3K,)“-‘. 
ike T IOE~(O) 
(7.3) 
Using the claim (7.3), we prove (7.1): 
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For ike T such that Ikl> 6lylK,, 
.z2 /, Wie”*“l 
= nz, ly”Jl,(k, to = O)/e’ik’21 
6 2 WI sup I~,@, ~oYe(ik)* 
n=2 toe UO) 
WG 
=2 IYI K, - 
I I 
1 
k 1 - I6yKJkl 
Hence, because 
1 
1 - IWMI 
-0 
for ik + co in T, (7.1) follows. 
To prove (7.3) it is convenient to write the factor (e2y2’1 - 1) 
(e 2Y2(~2--l)_l)...(e2Y2(~.--1.-l)_1 ) in the right-hand side of (7.2) as a sum of 
2” terms each one of the form + l-I;= I e~(i)*v2’Z, where sj(i) (1 <j < 2”, 
16 i< n) takes the value 0, 1 or - 1. We identify the sequence S, = 
tsj( l I,.*., sj(n)) with the expression 
Now (7.3) follows if we can prove that 
sup sup sup ISA,kn-‘/e(lk)*l 6 K1(3K2)“-‘, 
l<j<2”rkeTtOer(O) 
(7.4) 
for some K, and K, independent of n. 
In [14], (7.4) is proved by induction on n. We shall not give this very 
voluminous proof, but only give the start of induction (n = 2) and later 
very briefly discuss the induction step. 
The start of induction utilizes as the rest of the proof of (7.4) two “tools”: 
(1) integration by parts, and 
(2) for all K>l 
27 ;~;,oy~oo) lKp’““, !*,,o, dtlep”2@‘rfp2t1s1) #I < co, (7.5) 
where P, and P2 are certain polynomials (independent of y). 
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In the case n = 2, estimates of 
lp- “Y I,,, dt, ,-Y*(mt:-21,+1) P,(t1) - 
P2(fl) ’ 
m=l or2 
and 
are sufficient (as to be seen below). 
We now “verify” (7.4) in the case n = 2: 
T2(k, to) ik/ecikj2 = a + b + c + d, 
where 
a = ($’ y  lrc,, dtl i,,, dt, tlt2e-y2’~e~y2’~e-Y2, 
b= -(;)2y Jrcrnl dt, !rc,,j dt, tlt2e2y2r~~-y2’~e-y2~~e-~2, 
c = (t)’ y jr,., dt, I,,,,, dt, tl t2e2y2r2e-Y2’~e~y2’~e-Y2 
and 
d= -($)2y jrf,, dt, Jrt,,, dt, tlt2e~2~2’~e2~2’~e-~2~~e~~~2~~e-~2, 
Because a = (f)’ (l/y) e-2Y2’ke-Y2 we find that 
sup sup [al < 00. 
ya T roEr(0) 
Concerning b and c, we have 
b= -M3y j- dt, f,e2Y2r~e-2~2r:e-~2 
UfO) 
and 
c = (i)’ ye -Y2f~ f dt, t, e2?r2e -Y’& -Y* 
r(ro) 
- (4)’ y /rt,, dt, tze2y’2e-2yr~e-y2. 
(7.6) 
(7.7) 
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To transform 
in a convenient way, we exchange cY*(~:+*‘~) for 
1 d 
-y22(t, + 1) dt, e 
-y+; + 2) 
and perform an integration by parts with respect to the variable t,. The 
result is that d=(l)+(2)+(3), where 
-y2(4 + 210) 
s 
dt, t2e-Y2+ I)*, r(to) 
(7.8) 
‘y j,,, dt, ,--“2(r:+2f1) -$ (5) it,, dt, t2e--‘+-‘)* 
and 
d&&e - ,*2tge - $* 
By performing another integration by parts, we easily find that 
SUPyETSUPIOEr(0) l(3)l < cfJ. 
Because of (7.6), (7.7) and the estimate 
sup sup [XI< 00, where x = 6, c, (1) or (2), 
.“ETroEr(o) 
if we can prove that 
sup sup Y 
YE 7- IOE I-(O) I j 
r(ro, dt, tle-‘2(‘1-‘)z < co 
and 
(7.9) 
(7.10) 
We insert here that it is quite natural to consider (7.9) (that is, “H = 1”) 
as the start of induction instead of n = 2. 
Remarking that (7.10) is proved in a similar way, we only give the proof 
of (7.9): 
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First we introduce the path T(t,,) - 1 = {z 1 z + 1 E r( t,)} and we find 
that 
Y s 
dr, tp*(‘1-‘)*= y dt (t + 1) e -“*‘*. r(ro) j 
r(Q) - 1 
If Re to > 1, we consequently lind for some positive constants ci, c2 and 
c3 independent of y E T and to E Z(O) satisfying Re to > 1, that 
I j Y dt (t+ l)e-y2r2 fYk7) - 1 
d(t2y2) eccy’)* + 
I lj 
d( ty ) e -(ytY 
n4l) ~ 1 
dx2 ecc2x2 -I- c3 
s 
om dxe-“2”2< co. (7.11) 
Because of (7.1 I), it suffices to prove that 
1 j 
0 
sup sup Y dt ep-“2’2(t + 1) < co. 
.VET.YE[-l,O] r 
(7.12) 
To prove (7.12) we introduce z, and the paths y2(x) and y,(x) in 
Diagram 4. 
DIAGRAM 4 
Using Cauchy’s theorem, 
Y j~dte-y2f2(t+l)=yj dt (t + 1) e-y2t2 + Y I 
dt (t + 1) e -y2r2. 
Y2(X) n(x) 
IYS r,(xj dt (t + 1) edy2’*1 is estimated as above ((7.11)). 
Concerning I Y Sr2(x) dt (t + 1) e-y2’2I we remark that we can assume 
IXYI ’ 1 (Irz(x)l=; 1x1). 
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For all y E T and XE [ - 1, 0] satisfying (xy( > 1, we consider 
1 < _ (e -Y24 _ e 
2Y 
Because of the above estimates, we now have handled 
l-4 y2~x~df (t+ l)e-Y2’2/, and (7.12)-and hence (7.4) in the case n=2-is 
proved. 
To see how the induction step works we consider the example 
in the case sj( 1) = 1, s,(2) = -1: 
For g2(fZ) suitably defined 
sA, = dt, e-y2(rf-211)tl 1 dt, t2e-y2(r~+2r2)g2(f2). r(,,) 
We now exchange e-v2Cri + 2’2) for 
1 d 
-y22(t2+ 1) dt, e 
-y20; + 2f2) 
and perform an integration by parts w.r.t. the variable t,. The result is that 
sA, = (1) -I- (2) + (3) (cf. (7.8)). We consider 
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By another integration by parts w.r.t. the variable t2 
e -y2cr: + 212) _ 1 d - 
(2)=(2, 1)+(2,2)+(2,3) (similarly, (l)=(l, 1)+(1,2)+(1,3) and 
(3) = (391) + (3,2) + (3,311. 
The term (2,2) is given by 
(2, 2) = (4)’ (+), s,,, dt, e-Y2(t:-2f1)t, 
Setting H(t,, v) equal to 
the assumption of induction (n - 2) is now used as follows: 
l(2, 2)y”-‘/ey21 
<H(to,J’)&(3&)“-3. (7.13) 
From (7.13) we find that K2 must satisfy 
sup sup H(t,,y)<~. 
yETtOEr(0) 
(7.14) 
(Remark that we have estimated only one of the above 32 terms that turn 
up after 1 + 3 integrations by parts.) 
To handle some of the other 32- 1 terms (precisely, (1, 3), (2, 3), (3, l), 
(3, 2) and (3, 3)) we cannot immediately use the assumption of induction, 
and we proceed performing integrations by parts. After at most (n - 1) 
operations (for instance, (1,3, .,...), n - 1 entries) on each term, either the 
assumption of induction or (7.5) is used: the assumption of induction as 
above ((7.13)) and (7.5) in a way very similar to the above proof of (7.4) in 
the case n = 2 (we remark that (7.5) is utilized together with Fubini’s 
theorem). 
The proof of (7.4) is complicated because of the great number of 
integrations by parts (in a certain sense endless). However, a systematic 
study of fractions of polynomials such as 
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etc., provides that the number of inequalities K, and K, must satisfy (cf. 
(7.14)) is, in principle, finite and hence we actually can choose K, and K2 
to make (7.4) true. 
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