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We present a momentum-resolved study of strong field multiple ionization of ionic targets. Using
a deconvolution method we are able to reconstruct the electron momenta from the ion momentum
distributions after multiple ionization up to four sequential ionization steps. This technique allows
an accurate determination of the saturation intensity as well as of the electron release times during
the laser pulse. The measured results are discussed in comparison to typically used models of
over-the-barrier ionization and tunnel ionization.
Atoms exposed to super-intense laser pulses can be ion-
ized to high charge states. In the optical regime, the ion-
ization probability depends highly nonlinear on the field
strength. Therefore, for a pulsed field, ionization is con-
centrated in a narrow intensity and a correspondingly
narrow time interval for each ionization step: There is
virtually no ionization at lower intensity because of negli-
gible ionization rate and no ionization at higher intensity
because all atoms or ions of the respective charge state
are already ionized. Accordingly, the intensity where ion-
ization peaks is an important quantity for many research
areas of intense laser matter interaction. In the liter-
ature, different definitions and names are used for the
characterization for this or related phenomena (e.g. ap-
pearance intensity) [1, 2]. We will use the term saturation
intensity for this quantity. This is of particular interest,
e.g. in laser plasma physics, where correct modeling of
ionization over a large number of charge states, which
determines the spatio-temporal plasma density, is essen-
tial [3].
The accurate determination of the saturation inten-
sity is an important problem for modeling strong-field
laser matter interaction. Difficulties exist on both on
the experimental and the theoretical side. For the lat-
ter, a frequently used approach for the estimation of
the saturation intensity is the over-the-barrier ionization
(OBI) [1], i.e. the intensity where the Coulomb barrier
is lowered below the ground state. Another approach is
based on the tunneling rate, i.e. the theories of Perelo-
mov, Popov and Terentev (PPT) [4] or Ammosov, Delone
and Krainov (ADK) [5]. Both approaches have inher-
ent problems: For OBI, the entire concept is controver-
sial [6, 7], for tunneling it is known that the approxima-
tions required to derive the respective formulas are not
valid at the intensities typical for saturation with fem-
tosecond pulses [8–10]. Experimentally the problem has
been investigated by measuring the intensity dependence
of the charge resolved ion yield [11, 12], thereby the reli-
able determination of the intensity is the major problem.
A meaningful verification of the predictive power of one
or the other theoretical model is non-trivial, since the
actual field strength at which a specific ionization event
occurred is, in general not accessible experimentally.
In this article, we communicate an experiment and
method of data evaluation that enables an in situ in-
tensity measurement of the saturation intensity for ions
of various charge states simultaneously. A dense beam
of Ne+ ions is ionized up to charge state 5 by an ellip-
tically polarized laser field and the full 3D momentum
of the ionized particles is measured. The interpretation
is analogous to the so-called attoclock technique [13–15]:
the vast majority of ionization events takes place at times
t0 when the laser field is at the major axis positions of
the polarization ellipse. A photoelectron released at t0
will subsequently acquire a drift momentum p = eA(t0),
i.e. the momentum distribution of the photoelectrons is
given by the laser field’s vector potential A at the instant
of ionization and thus can be used to determine the in-
tensity at this time. Errors due to the approximations
used to derive p = eA(t0) are small for |p| [16](≈1.5%
for the first ionization step and even less for the higher
charge states), in particular for the conditions of small
Keldysh parameters encountered here. The challenge is
rather to determine the photoelectrons’ momenta when
several electrons are emitted within a few femtoseconds.
In the experiment, the beam of Ne+ ions is produced in
a hollow-cathode discharge duoplasmatron ion source [17]
and accelerated to an energy of 8 keV. Intensities of up
to about 1017 W/cm
2
are achieved in the interaction re-
gion using 10-mJ, 35-fs pulses at a repetition rate of
1 kHz from a commercial tabletop Ti:Sapphire laser sys-
tem. The ellipticity, ε, is adjusted by a quarter-wave
plate. The three-dimensional momentum distributions
are reconstructed from the time and position informa-
tion recorded for each ion by a delay-line detector [18].
The ion momentum distributions measured for differ-
ent ellipticities in the polarization plane of the laser for
the cases of single, double, triple and quadruple ioniza-
tion of Ne+ are shown in Fig. 1. For single ionization
with linear polarization one observes a two dimensional
Gaussian distribution with its maximum at zero momen-
tum. As expected, the width of the distribution is larger
in polarization direction than perpendicular to it. For
increasing ellipticities, the single maximum of the distri-
bution splits into two along the minor axis of the po-
larization ellipse (x axis). At even higher ellipticity, the
two peaks become less distinct until a ring with almost
constant count rate in tangential direction is obtained for
nearly circular polarization. Due to momentum conser-
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2FIG. 1. (color online). Measured ion momentum distributions in the polarization plane for different ellipticities (columns) from
linear to nearly circular polarization for single, double, triple and quadruple ionization (rows) of Ne+ ions. The momentum
distributions of each column are recorded simultaneously. The major polarization axis is parallel to the y axis. Note, a.u.
denotes atomic units. The scale is different for the different rows. In each panel it is the same for px and py. The peak intensity
of the laser pulse is ≈ 1017 W/cm2. Due to small count rates in the quadruple ionization only three ellipticities were measured
with significant statistics.
vation, the momentum distributions of ions and electrons
are just mirror images of each other for single ionization.
It is well known that these observations can be under-
stood qualitatively and even quantitatively by the so-
called simple-man’s model (SMM) [19]. Conservation
of canonical momentum immediately yields the already
cited relation p = eA(t0). The shape of the momentum
distribution follows the geometry of the vector poten-
tial while the ionization probability, i.e. the count rate,
follows the instantaneous electric field strength [20, 21].
Therefore, the radial size of the distributions is related
to the vector potential at the instant of ionization. Con-
versely, if the pulse shape is known, the radius can be
used to determine the ionization time. This is referred to
as the hour-hand of the attoclock. The angular offset of
the centroid of the distribution with respect to the mi-
nor polarization axis is known as the minute-hand [13].
It plays no role in this work.
In order to quantify the observations and to subse-
quently enable the determination of photoelectrons’ mo-
menta for each ionization step, we fit a two-dimensional
Gaussian distribution, F , in polar coordinates pr and pφ
corrected for ellipticity [22] to the data:
Fsingle(pr, pφ) :=
1
pr
e−(
pr−pr0
∆pr
)
2
· e−
(
pφ−pφ0
∆pφ
)2
. (1)
Note that Fsingle represents a two-dimensional fit func-
tion, where pr0 is the mean radial momentum, and pφ0 is
the angular rotation offset of the single ionization distri-
butions measured along the vector potential of the ioniz-
ing laser field. The factor 1/pr accounts for the volume
element in polar coordinates. The widths of the momen-
tum distributions along the ellipticity-corrected coordi-
nates are described by ∆pr and ∆pφ. The function fits
very well and enables a concise parametrization of the
the measured data with four quantities (see Fig.2).
The second row of Fig. 1 shows the Ne3+ momentum
distributions, i.e. the result of double ionization of Ne+.
3FIG. 2. (color online) Single ionization fit function: a) fit
result for measured ion momentum with  =0.74 (see Fig. 1)
, b) difference of measurement and fit result, c) projection of
data on radial coordinate pr with fit, d) projection of data on
on angular coordinate pφ with fit.
For sequential multiple ionization, the resulting momen-
tum of the ion core is the sum of the momenta gained
from each of the ionization steps, i.e. it is the convolu-
tion of several single ionization steps [13, 23]. For dou-
ble ionization, the two photoelectrons can be emitted in
the same or in opposite directions such that four peaks
emerge. If both electrons are emitted at the similar inten-
sity, the magnitude of their momentum will be similar.
Then, the two inner peaks will overlap at zero momen-
tum such that only three peaks are visible, see e.g. Fig. 1
b).
The third and forth row of Fig. 1 show the results of
triple and quadruple ionization, i.e. the distributions of
Ne4+ and Ne5+. Similar to double ionization, the mo-
mentum distribution exhibits a multiple peak structure.
According to the explanation above, an eight- and 16-
peak structure is expected due to the different combi-
nations of emission directions for the emitted electrons.
Again, the number of observable peaks will depend on the
difference of the photoelectron momenta corresponding
to subsequent ionization steps. In general, this difference
will be the larger, the larger the difference of the ioniza-
tion potentials for subsequent charge states are, i.e. the
larger the differences of the intensities at which the ion-
ization events take place. For Ne5+, the visibility of the
peaks is strongly affected by the small number of events.
In order to evaluate the effects of subsequent ioniza-
tion steps on the final ion momentum, coincidence de-
tection of ion and emitted electrons has been used, see
e.g. [24, 25]. However, efficient detection of more than
two emitted electrons per laser shot is very challenging.
Therefore, we propose and utilize an alternative scheme
based on the idea that the final ion momentum is the
convolution of the momentum distributions of all ejected
FIG. 3. (color online) a) Measured ion distribution of Ne3+
for ( =0.74) b) Simulated momentum distribution using the
parameters obtained from fitting Fdouble to the measured dis-
tribution c) Simulated momentum distribution for Fsingle1,
i.e. the distribution of the first emitted electron, using the fit
result d) Simulated momentum distribution for Fsingle2, i.e.
the distribution of the second emitted electron, using the fit
result, e) Difference of simulated and measured momentum
distribution (See Fig. 1). Statistically, the result cannot be
distinguished from noise. f) projection of data on px with fit.
electrons. For double ionization, e.g., the first ionization
step from Ne1+ to Ne2+ would be described by a distribu-
tion Fsingle,1 and the second ionization step from Ne
2+ to
Ne3+ by Fsingle,2, each parameterized by the four quan-
tities found in eq. (1). The resulting distribution for the
sequential double ionization Fdouble will be the convolu-
tion Fdouble = Fsingle,1 ∗ Fsingle,2.
Accordingly, a function of the form of Fdouble is fitted
to the measured Ne3+ momentum distributions. This
procedure yields the set of parameters defined in equa-
tion (1) for each individual ionization step. The success
of the approach is demonstrated in Fig. 3 for the exam-
ple of double ionization of Ne+ with  =0.74 as shown in
Fig. 1. The procedure was also tested with momentum
distributions generated by Monte-Carlo simulation. We
found that the fit results for p1→2r0 and p
2→3
r0 deviate less
than 1% from the simulation values in the case of double
ionization. This increases for more ionization steps to
not larger than 7% in the case of quadruple ionization,
see Fig. 3b).
4Thus, the deconvolution procedure yields precise pr0
values for every ionization step (see table I). We label the
individual ionization steps from charge state n to charge
state n+ 1 with tuples nk, where k is the charge state in
which the ion will eventually end up. For example, ’25’
corresponds to the distribution for ionization of Ne2+ to
Ne3+ for ions that will subsequently further ionized to
Ne5+.
FIG. 4. (color online). a) The radial electron momentum pr0
along with its FWHM ∆pr0 are depicted in vertical direction.
The time of ionization can be obtained by projection on the
envelope of the vector potential in the respective focal volume.
b) pr0 as function of the charge state n of the respective in-
dividual ionization event for the different final charge states
k. The solid circles show measured values, where the color
refers to the charge state k in which the ion eventually ends
up. For visual convenience, the data points are displaced in
horizontal direction. Open circles and rectangles are the re-
sults of ADK calculations, where focal volume averaging has
been taken into account (peak intensity in the simulation is
1.1 · 1017 W/cm2). The open circles show the result of the
simulation, where an equal distribution among the available
m quantum numbers has been assumed. The rectangles en-
close the range given by the two extremal distributions of the
m quantum number. The black and the grey data points re-
fer to the radial momenta following from the formula for the
OBI for m=0 and m=1. The red open squares (right scale)
represent the trend of Keldysh parameter.
For the intensities available in the experiment, Ne+
can be ionized up to Ne5+. Accordingly, for Ne+ the ion-
ization processes ’12’, ’13’, ’14’, and ’15’ exist, each with
a value for pr0 (as well as the other three parameters).
For the further discussion, it is important to realize that
for each but the last (n = k − 1) ionization step, pr0
corresponds to the respective saturation intensity due to
the highly nonlinear dependence of ionization on inten-
sity. This can be confirmed experimentally by studying
the intensity dependence of pr0: when the saturation in-
tensity is reached, pr0 will stay constant. Process ’12’,
e.g., will take place only in the outer regions of the laser
focus, while ’15’ is only possible in its center.
 Transition Final pr0 [a.u.] Ipr0 [W/cm
2]
0.74 1→2 2 6.703±0.05 (5.1±0.07)·1015
0.74 1→2 3 7.67±0.15 (6.7±0.3)·1015
0.74 1→2 4 8.05±0.4 (7.4±0.7)·1015
0.74 1→2 5 8.18±0.6 (7.6±0.9)·1015
0.74 2→3 3 11.88±0.15 (1.61±0.04)·1016
0.74 2→3 4 13.45±0.5 (2.06±0.15)·1016
0.74 2→3 5 13.53±0.8 (2.09±0.24)·1016
0.74 3→4 4 17.96±0.5 (3.68±0.20)·1016
0.74 3→4 5 19.87±1.1 (4.50±0.48)·1016
0.74 4→5 5 24.3±1.6 (6.73±0.85)·1016
TABLE I. Fit parameters and the associated intensities from
the results of the deconvolution method presented in Fig. 3.
The ellipticity was fixed to the experimentally measured
value.
For a well-characterized laser pulse pr0(nk) can be used
to determine the space of time, t0±∆t0, during which the
respective ionization process took place. This is depicted
in Fig. 4a) for the pulse duration of 36 fs used in the
experiment. In Fig. 4b) the various values for pr0(nk)
are plotted as a function of the respective charge state n
(solid circles).
Fig. 4 shows that the same ionization step n → n + 1
results in a slightly different momentum pr0 depending
on the final charge state k. We observe the consistent
trend that events with equal n occur at the higher inten-
sities the larger k. This can be explained by inspection of
Fig. 4a). For higher peak intensities – which are reached
closer to the focus – ionization of low charge states shift
towards the beginning of the laser pulse. For the present
conditions, this implies ionization on a steeper pulse slope
and thus a higher saturation intensity. The fact that the
deconvolution procedure is accurate enough to detect the
dependence of the saturation intensity on the pulse en-
velope is remarkable.
Next, we compare our measured results with predic-
tions of the frequently used model that ionization satu-
rates when the wavepacket can pass the Coulomb poten-
tial over the barrier (OBI), i.e. when the peak intensity
is greater than IOBI. In a one-dimensional model, this in-
tensity is given by I1DOBI = E
4
IP/(16Z
2) [1]. From Fig. 4b)
it is obvious that the OBI formula calculated in 1D pre-
dicts considerably too low ionization intensities (see black
curve in 4b)).
Better quantitative agreement can be obtained with
classical Monte Carlo simulations when the ionization
5rate is given by the ADK formula. Averaging over the
3D focal intensity distribution and all possible carrier en-
velope phases is taken into account, while the influence
of the Coulomb potential is neglected. The ionization
rate and therefore the result for the predicted momentum
depends on the absolute value of the m quantum num-
ber. Corresponding results for pr0 are plotted in Fig. 4b)
(open circles) assuming an equal distribution of the possi-
ble m-states [22]. In addition the limiting cases for the m
number distribution are marked by the rectangles. The
upper limit of the momentum corresponds to the min-
imum number of electrons with |m| = 0 and the lower
limit to the case of maximum number in |m| = 0.
The ADK based simulation with averaged m quantum
number underestimates the final radial momentum sys-
tematically, which may be explained by the well-known
fact that the ADK rate is too high for the conditions of
this experiment [9]. Nevertheless the limit of the low-
est ionization rate corresponding to the case with mini-
mum number of electrons with |m| = 0 results in a broad
possible momentum range, which includes the measured
momenta. For comparison in Fig.4b) (grey line) the mod-
ification of the OBI for |m|=1 is shown [6]. For a correct
modeling of the ionization steps the production of coher-
ent electron wavepackets inside the remaining ion has to
be considered in each ionization process [26–28], as the
time-dependent orientation of the electron holes in the
the valence shell will influence the ionization rate of sub-
sequent ionization events in a complex way. Therefore,
for modeling plasma dynamics, no simple formulae are
reliable, which suggests that measured data should be
used for accurate calculations.
In conclusion, multiple ionization up to quadruple ion-
ization of Ne1+-ions by elliptically polarized laser pulses
was investigated. We introduce a method to deconvolve
the measured momentum distribution of multiply ion-
ized ions and extract the saturation intensities from the
ion momenta for each single ionization step in the multi-
ple sequential ionization process. Thereby, removing the
typically large experimental uncertainties in the inten-
sity determination, this enables us to track the averaged
ionization times of all charge states created in the laser
focus. The method is sensitive enough to detect the de-
pendence of the saturation intensity on the slope of the
pulse. The theoretical model that resulted in the best
agreement with the experimental data is based on the
ADK rate. The method can also be applied to other
wavelengths as long as γ remains small. Longer wave-
length, in particular, will increase accuracy. For few-
cycle pulses, the influence of the carrier-envelope phase
needs to be taken into account. Another option is the
extension to higher intensities by using ion beams with
higher initial charge state. Thus, the method can be used
to verify the modeling of the ionization dynamics, which
is the basis of all strong-field laser matter interaction, for
example in plasma physics.
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