In network models of spiking neurons, the coupled impact of network structure and synaptic parameters on activity propagation is still an open problem. For spiking networks with hierarchical modular topology, we show that slow spike-train fluctuations emerge due to the increase of either the global synaptic strength parameter or the network hierarchical level, while the network size remains constant. Through an information-theoretical approach we show that information propagation of activity among adjacent modules is enhanced as the number of modules increases until an optimal value is reached and then decreases. This suggests that there is an optimal interplay between hierarchical level and synaptic strengths for information propagation among modules, but we also found that information transfer measured from the spike-trains differs from this one indicating that modular organization restructures information communicated in the mesoscopic level. By examining the increase of synaptic strengths and number of modules we find that the network behavior changes following different mechanisms: (1) increase of autocorrelations among individual neurons, and (2) increase of cross-correlations among pairs of neurons, respectively. The latter being better for information propagation. Our results have important implications and suggest roles that link topological features and synaptic levels to the transmission of information in cortical networks.
Introduction
Neural activity fluctuations are ubiquitous in the brain. There is ample evidence that cortical neurons generate and receive temporally fluctuating rhythmic and non-rhythmic signals that relate to behavior [1, 2, 3, 4, 5] . In particular, slow voltage fluctuations that emerge in single neurons can upscale to influence network behavior with possible consequences to learning processes like working memory [6, 7, 8, 9, 10] . This problem is attractive from a theoretical point of view, and has received attention from the computational neuroscience community [11, 12] .
The question of how fluctuations are generated in single neuron and network models has been studied with different approaches. In a classic study of a random network model composed of leaky integrate-and-fire (LIF) neurons [13] , the interplay between relative inhibitory synaptic strength and external input can lead to different dynamic activity regimes ranging from the asynchronous irregular (AI) state, with uniform population firing rate and irregular single neuron spikes, to the synchronous regular (SR) state, where both the population and the single neuron rate oscillate. The same network can display the so-called heterogeneous AI state where individual neurons fire irregularly with intermittent bursts [12] . Using a self-consistent scheme that captures the spectral properties of network firing in terms of a single neuron, it has been shown that heterogeneous AI bursts can emerge from slow fluctuations in single neuron firing [14, 15] . Nevertheless, few works have tackled the problems of how slow fluctuations emerge in a network composed of fast elements like neurons [14] and how these fluctuations influence information processing in the network [16, 17] .
The cerebral cortex has a non-random anatomical structure [18, 19, 20, 21] and displays activity fluctuations at the level of both individual neurons and neural populations. Many computational models have studied activity patterns that emerge from networks with non-random topologies inspired on cortical anatomy [26, 28, 27, 25, 29, 30] . Spontaneous neural firing that appear in simulations of these models can display slow fluctuations. However, a mechanistic explanation of the coupling between network topology and activity fluctuations is still missing.
In this paper we explore how topology and synaptic strength can work together to generate and enhance slow activity fluctuations in a spiking network model. We study networks with hierarchical modular topologies and find parameter ranges for which slow fluctuations emerge. These fluctua-tions can appear and be enhanced in two different ways: (i) by increasing the synaptic strength; and (ii) by increasing the number of modules via the increase of the hierarchical level. Interestingly, while mechanism (i) causes the build up of slow fluctuations in individual neurons, mechanism (ii) causes slow fluctuations by increasing single-neuron spike-train cross-correlations. Thus, although similar effects can appear through increases in both synaptic strength and network hierarchical level, the underlying mechanisms are different.
Moreover, using information-theoretical measures we show that the slow fluctuations enhance activity propagation in hierarchical modular networks. In particular, we analyze information transmission between single neurons and between modules, and show that the latter is not straightforwardly predictable from the former, disclosing the complexity behind communication dynamics in such networks.
The remainder of this paper is structured as follows. In Section 2 we introduce the neuron and network models used in our simulations, and the spike-train correlation and information-theoretical methods used to characterize results. Section 3 shows the results for networks with varying synaptic strengths and hierarchical levels analyzed via the methods described in Section 2. Finally, in Section 4 we discuss our results and possible implications of them.
Methods

Neuron Model
We use the LIF model [31] :
where v j is the membrane potential of neuron j, R is the membrane resistance and τ m is the membrane time constant in ms. The synaptic currents arriving at neuron j are represented by I j,loc , which defines "local" inputs, and the I j,ext term represents the external input received by neuron j. This model is coupled to a fire-and-reset rule so that when the voltage reaches the threshold v th , a spike is considered to be emitted by neuron j and the voltage is reset to the reset potential v r . We also consider a refractory period after a spike of duration τ ref for which the neuron is unable to respond. Upon arrival of an excitatory input to neuron j, RI j,loc is incremented by J (in mV) and upon arrival of an inhibitory input it is incremented by −gJ, where g is the relative synaptic inhibition strength parameter. Synaptic communication has a delay of τ D , which is the same for all neuron pairs. The single neuron and network parameters are shown in Table 1 . 
PARAMETERS
Network
The hierarchical modular (HM) networks used here are constructed as described below [28, 29, 30] . We start with a random network of N = 2 17 = 131, 072 neurons connected with connectivity = 0.01. The parameter is the probability of a synaptic connection between any pair of neurons in the network. The ratio of excitatory to inhibitory neurons is 4:1. This network has only one module and will be called a network of hierarchical level H=0. Networks of higher hierarchical levels are generated by the following algorithm:
1. Randomly divide each module of the network into two modules of equal size; Figure 1 : Examples of hierarchical modular networks of different hierarchical levels. Upper row: Schematic representation of the network for H = 0, 2 and 3. In the figures, only networks with N = 2 11 and exclusively excitatory neurons were used for ease of visualization and to highlight the intermodular connections. Bottom row: Adjacency matrices for networks with N = 2 13 neurons (excitatory and inhibitory in the 4:1 ratio) and the same H levels as in the top row. Each dot represents a connection from a presynaptic neuron to a postsynaptic neuron. Blue dots represent excitatory neurons and red dots represent inhibitory neurons.
2. With probability R ex/in , replace each intermodular connection i → j by a new connection between i and k where k is a randomly chosen neuron from the same module as i; 3. Recursively apply steps 1 and 2 to build networks of higher (H=2,3. . .) hierarchical levels. A network with hierarchical level H has 2 H modules.
The rebating probabilities have values R ex = 0.9 and R in = 1, so that the intermodular connections are exclusively excitatory. Some examples of HM networks are shown in Fig. 1 . They allow a visualization of the hierarchical structure of the network: as H increases, the number of modules increase and modules are encapsulated in groups of modules. Connections between modules that are "topologically" closer are denser than between more topologically distant ones. Inhibitory connections occur strictly within modules (are "local") while excitatory connections can be both local and long-range.
Simulation protocol
We study HM networks with hierarchical level H in the range [0, 9] , where H = 0 corresponds to a network with Erdős-Rényi topology (see above). For each H level, the network is submitted to the same stimulation protocol, aimed at simulating spontaneous activity in the network. The stimulation protocol consists of applying a constant external input RI ext = 30 mV to all neurons of the network for the simulation time T = 2 sec.
For each H level, the above stimulation protocol was repeated for coupling strengths J in the range [0,1] with increments of 0.05. The value of g was fixed at 5 for all simulations. The network activity in each simulation was characterized by the statistical measures described below.
Statistics
The spike train of neuron j is given by the sum of delta functions:
where t f i is the time of the ith spike of neuron j. From the spike train, one can obtain the firing rate of neuron j over a time interval
The network time-dependent firing rate (activity) is defined as
where the time window is fixed at ∆t = 1 ms. For simplicity, below we will denote this time-dependent firing rate by r(t). The power spectrum of x j (t) is defined as:
where T is the simulation time andx j (f ) is the Fourier transform of the jth spike-train given byx j (f ) =
In general we consider the averaged spike-train power spectrum over a number K of neuronsS
To evaluate the spike trains long-term variability we use the Fano factor (F F ), where
and n is the spike count defined as n = T 0
x(t)dt for a given time window T . A large value of F F indicates an enhancement of slow fluctuations. In our simulations, we extract F F fromS xx (f ) since both are related by lim
we also extract the firing-rate by the relationship lim f →∞S xx (f ) = ν (cf. [34] ). For spike-trains we compute the autocorrelation function
which in our work is always an average over K = 10, 000 randomly chosen neurons and normalized by c xx (0). Similarly, the cross-correlation function c xy (τ ) is computed by taking K = 10, 000 randomly chosen pairs of spiketrains x(t) and y(t). Following [35, 14] , we also extract the correlation time τ c fromS xx (f ) by means of the Parseval theorem applied to the integral over the squared and normalized correlation function
whereĉ(τ ) denotes the continuous part of the spike trains correlation function as we use herê
To measure information flow in the network we make use of the well known Transfer Entropy (T E) [36] . This quantity measures how much the predictability of the spike train x(t) is improved if we have knowledge about the present state of spike train y(t) [37] (for simplicity we will denote the spike-trains at a given time t by x t and y t ).
Given that the measure is asymmetric it also gives a directional sense, i.e. whether information is flowing from x to y or vice-versa.
Here we use a version of T E called delayed transfer entropy [38] , which is given by
Equation 10 refers to the situation when a presynaptic neuron y sends signals to a postsynaptic neuron x. In this case, T E y→x (d) is obtained by taking four spike-trains: y t , x t , the spike train of the receiving neuron shifted by a delay d (x t+d ), and the spike train of the receiving neuron shifted by delay d + 1 (x t+d+1 ). From these spike-trains, we determine the probability p(y t ), the joint probabilities p(y t+1 , y t ), p(x t , y t ), and p(x t+1+d , x t+d , y t ), which are used to calculate T E y→x (d). In Eq. 10, the summation is taken over the set of all possible combinations of symbols for the spike-trains.
Since the value of the spike-train in each time step is either 0 (for silence) and 1 (for a spike), for the joint probabilities p(x t , y t ) we have 2 2 = 4 combinations, and for p(x t+1+d , x t+d , y t ) we have 2 3 = 8 combinations. In Fig. 2 we summarize the procedure to measure T E y→x explained above. In Fig. 2 (a) the spike-trains were made in such a way that whereas T E y→x is maximum for d = 2, T E x→y is maximum for d = 3. To illustrate that T E is maximized when the delay is equal to the time delay of the connection between two neurons and that this measure is asymmetric (T E y→x = T E x→y ), in Fig. 2 (c) we plot T E y→x and T E x→y for a simple network of two coupled neurons. The system was artificially set up so that x fires two time steps after y and y fires three time steps after x. The delay for which T E is maximum can be interpreted not only as the time that information takes to go from y to x but also as the time delay of a possible functional connection between the pair of neurons [42] . In fact, many studies use this approach to determine and retrieve the connectivity map of a network [39] .
In the network, T E is taken by selecting K = 10, 000 randomly chosen pairs of neurons. For each pair, T E was measured within the range d ∈ [200; 300] bins which is reasonable considering the spiking delay communication τ D and the time expected to observe an action potential rise. In the end, we extracted the averaged T E,
where T E j is the transfer entropy for the jth pair. Then we apply a delay d in one of them to determine the joint probability distributions p(x t , y t ) (indicated by the green arrow), p(x t+1+d , x t+d , y t ) (indicated by the red arrow), and p(y t+1 , y t ) (indicated by the blue arrow). Next we estimate the transfer entropy by inserting these distributions into Eq. 10. (c) Example plots of T E y→x and T E x→y for a simple system of two coupled neurons (shown in the inset) with x → y connection delay δ x→y = 2 and y → x connection delay δ y→x = 3. The respective T Es are maximized when the measure delay d is the same as the corresponding connection delay.
To estimate information flow at the macroscopic level, we also use the transfer entropy but taken from the activity r(t) of the different modules. For each hierarchical level H, we take adjacent modules and compute the mean T E between them as T E (H) =
, where T E i→i+1 is given by Eq. 10 with d = 0. The main reason for a zero delay is that here we are taking adjacent modules and their activity is sampled with ∆t = 1 ms (see Eq. 3). Since the activity of a module is continuous we used a kernel estimator to evaluate the joint probabilities [36] . The quantity T E (H) will be referred here as "macroscopic" T E.
To evaluate statistical dependency among modules, we extract the mutual information [39] among adjacent modules using the same procedure described above for T E (H) . The mutual information is given by:
For a given hierarchical level, the mean mutual information over a number of modules is given by M I (H) = We also consider here the trivariate mutual information, which is defined in terms of the activities of three modules as
As above, for a given hierarchical level H the mean value of this quantity is indicated by M I (H) (x; y; z) . We analyze how information is segregated in the network in terms of the measure
which compares the mutual information among pairs of the same modules with the trivariate mutual information. If Γ > 0 there is redundant information, i.e. some information is repeated in different modules. If Γ < 0 there is synergy [41, 42, 43] . All neuron and network models, statistical and information theoretical analyses were implemented by self-developed Python routines. Network visualization was made with the help of the Python package NetworkX.
Results
3.
1. Slow fluctuations emerge in networks with both Erdős-Rényi and HM topologies As described in Methods, for each hierarchical level H we ran simulations of the network with coupling strength J in the range [0, 0.05, 0.1, . . . 1] (in millivolts) and g = 5. In Fig. 3 we show the raster plots and corresponding firing rates for three H values (H = 0, which corresponds to Erdős-Rényi topology; H = 7; and H = 9) and two J values (J = 0.2 mV and J = 0.8 mV).
The network with Erdős-Rényi topology (H = 0) can have two types of asynchronous activity. In the case of J = 0.2 mV, neurons fire irregularly and no synchronous behavior is observed. In addition, the population firing rate is low (the average r(t) value is 17.6 ± 5.6 Hz, where the ± sign means standard deviation) and homogeneous. As the synaptic strength increases to J = 0.8 mV, the activity changes to a more heterogeneous behavior where single-neurons tend to fire in intercalated bursts separated by short time Figure 3 : Raster plot and activity plot of the network for selected values of J and H. For visibility, raster plots show spike times for a sample of only 2560 neurons but the activity plots refer to all neurons in the network. Each column corresponds to a hierarchical level (from left to right: H = 0, H = 7, H = 9), and each row corresponds to a synaptic strength (upper row: J = 0.2 mV; bottom row: J = 0.8 mV). In the cases of modular networks (H = 7 and H = 9), spikes of neurons in the same module are indicated by the same color (black or gray), which alternate from one module to another to ease visualization. Although modules in the network with H = 9 have smaller number of neurons than modules in the network with H = 7, the same number of neurons per module was chosen for the cases of H = 7 and H = 9 to allow a comparison.
windows and the network firing rate displays a less homogeneous behavior with some irregular fluctuations. The firing rate also increases (the average value of r(t) is 53.1 ± 12.5 Hz). An evidence of the fluctuations that appear when J is increased is the growth of the standard deviation of r(t), which more than doubles.
In the second and third column of Fig. 3 we compare activity dynamics in hierarchical levels H = 7 and H = 9 as well as different values of J (from top to bottom J = 0.2 mV and J = 0.8 mV). In both levels of hierarchy, a marked neuronal and network dynamics appears as J increases following the same transition observed in the Erdős-Rényi topology (H = 0). Interestingly, one can observe that the firing rate has a drastic change in both directions of increasing J and H, note for instance the panel for (H = 7, J = 0.2 mV) with an averaged population firing rate of 30.2 ± 7.7 Hz and compare with the panels in the bottom (H = 7, J = 0.8 mV) and in the right (H = 9, J = 0.2 mV) where the averaged population firing rate jumps to 102.9 ± 15.4 Hz and 129.3±12.1 Hz, respectively. In addition to that, as H increases modules begin to act more individually as can be noted by different spike patterns observed in each module. This later observation is well depicted in the panel of (H = 9, J = 0.8 mV) where modules are firing rather individually and the global firing rate is high, on average 187.8 ± 16.6 Hz. In the following, we will argue that both HM networks and high synaptic efficacy J have advantages on information transmission due to the build up of slow fluctuations that emerge in these setups.
In Fig. 4 we present extended statistics to show that there are similarities in increasing either J or H. Comparisons of the spike-train power spectra in Figs. 4(a,b) with varying J and H show that a similar effect of build up of slow fluctuations emerge upon increasing of these parameters. However, the effect is more pronounced for J than H, e.g. for fixed H = 0 note that changing J = 0.2 mV to J = 0.8 mV the slow fluctuations (identified by initial values of the spectrum) increase by 2 orders of magnitude, whereas for fixed J = 0.2 mV changing H from 0 to 9 slow fluctuations increase these values by 1 order of magnitude. Overall, the spectral characteristics are similar to cortical neurons [40] .
In Figs. 4(c-e) we present the dependency of the firing rate ν, Fano factor F F and correlation time τ c with J where the different curves correspond to different H (colors correspond to the same values of H as in Fig. 4(a) ). Similar results for J and H = 0 were presented in [15] where a similar network to ours was discussed. Here we see that while J increases (in Figs. 4(c-e) ), F F (indicative of long-term variability) also increases pointing to the buildup of slow fluctuations. The ν and τ c are non-monotonic for low H typically H < 7 where they present a minimum value marking a transition from the two asynchronous behaviors (compare raster plots in Fig. 3 ). For H > 7 the ν and τ c have a marked change, both curves become monotonic and the transition point disappears: only an increase of ν and τ c is observed as J increases. The sets of Figs. 4(c-e) depict different characteristics. Increase of H produce undoubtedly slow fluctuations. However, different from J which enhance slow fluctuations until some saturation value, the increase of hierarchy does enhance slow fluctuations but the saturation value gets lower if hierarchy is increased at high hierarchical level, i.e. too much hierarchy hinders slow fluctuations: observe that for high J and high H, the higher the H the lower the F F .
So far, we have shown that it is possible to achieve slow fluctuations both by increasing J or by increasing the hierarchical level. To characterize information flow in the network, in Fig. 4 , we show that for networks with low hierarchical level (H ≤ 7), T E increases for J 0.4 mV, i.e., the regime where the network starts to exhibit slow fluctuations. Furthermore, as H increases, values of T E increase until we reach H = 8 which seems to behave as a transition point. In this exact point, the shape of the T E curve becomes more linear and all values in the curve are bigger than the ones observed for H < 8. For H = 9, T E exhibits even higher values independently of J. These results are in accordance with what has been reported elsewhere [12, 17] on the enhancement of information propagation in networks embedded in slow fluctuations regime. We propose that, as H increases the modules start to act as a functional unit. This effect is largely enhanced when high J and H are combined. By acting as a modular functional unit, it is easier for information to be transmitted throughout the network. Note for example in Fig. 3 that networks with high J and H have modules acting at very differently.
Effects of J and H on single neurons spike-train's autocorrelation and cross-correlation
We decided to investigate the spike-trains autocorrelation and the crosscorrelation in order to clarify the individual properties of neurons upon build up of slow fluctuations as reported above. In Fig. 5 we present the obtained c xx (τ ) and c xy (τ ) for different values of H and J (see caption in the figure). Note that discussing the properties of the autocorrelation function reflects directly on observations of the power spectrum, this happens because the power spectrum and autocorrelation function are connected by the WienerKhinchin theoremS xx (f ) = ∞ −∞ c xx (τ )e −2πif t dτ . Figure 5 demonstrates that although the increase of J increases spiketrain autocorrelation, its effect on the cross-correlation is not straightforward. For low values of H, J has apparent very little effect on the cross-correlation function. This indicates that at these parameters, an increasing on the synaptic efficacy J affects mainly the single-neuron behavior which is in line with the idea that the network activity is still asynchronous.
Next, at values of high H, J can affect cross-correlations. Observe that in the c xy (τ ) plot for high H an exponential decay starting at c xy (0) takes place indicating that a more complex pattern emerges at population level which was not present at H = 0. In addition, at high H the effect of J is slightly less pronounced at c xx (τ ) than it is in c xy (τ ).
These results indicate that without a hierarchical and modular topology, the build up of slow fluctuations affects mainly the single-neuron behavior but there is nearly no population communication present. However, when the hierarchical and modular topology is introduced, the build up of slow fluctuations also emerge but different from H = 0, a population communi-cation takes place. The latter is indeed more advantageous for information propagation as indicated in our last section. But why does spike-train's cross-correlation increases with the hierarchical level? To understand that we have derived equations to investigate how the for the number of connections is rewired. In our derivation we will not make any distinction among excitatory/inhibitory connections keeping everything in general terms.
Let's start with the network where H = 0, we note that the expected number of connections in a neuron that comes from inside the module n (H=0) in = N , where the superscript indicates the hierarchical level H = 0.
In the next step, when H = 1, the algorithm tells that one should divide the network and rewire its connections, this means that the expected number of connections in the divided module will be half of the previous plus half of what the probabilistic rewiring (which, by simplicity, will be denoted by R) of connections provided, i.e.
In Eq. 15 we only show the average number of connections to a neuron that comes from inside the same module, but we can also calculate the remaining connections that come from outside the module which is
Note that we can re-write Eq. 16 for any hierarchical level H > 0 because the remaining outside connections will always be the expected number of connections inside minus what was rewired:
For the 2nd hierarchical level, we follow the same procedure and obtain the expression for n (H=2) in , but now outside connections are also rewired:
For hierarchical levels H +1 > 2, we recursively apply the above equations and obtained the expression
In summary, Eq. 19 gives the expected number of connections to a neuron that come from its own module at the hierarchical level H +1 > 2, and Eq. 17 gives the respective connections that come from outside the module at any H > 0.
The set of Eqs. 15 -19 can elucidate why cross-correlations increase with in a module as H increases. By dividing the expected number of connections inside a module by the number of neurons in the module we can obtain a rough approximation of the connectivity inside the module ( in ). In Fig. 6(a) we show how the value of in changes according to the hierarchical level H, observe the clear exponential growth. More surprisingly, this plot also gives us a hint that indeed cross-correlations play a major role in shaping slow fluctuations in the hierarchical and modular network: as in exponentially increases so does the cross-correlations. In fact, it is expected that a random rewiring of connections would lead to their exponential growth.
In spite of that, to make really sure that cross-correlations are responsible for increasing slow-fluctuations, we simulated small networks with N = 2 14 and H = 0 while varying the value of . This latter experiment has the purpose of checking how slow fluctuations build up upon increasing connectivity as it happens along with the increasing of H. In Fig. 6(b) we present the spike-train power spectra of such experiment where one can see that in fact slow fluctuations start to build up as increases (note the initial values on the left side of the power spectra).
Propagation and processing and information flow in HM networks
Given the fact that a hierarchical and modular topology has an increased graph complexity, and observing that slow fluctuations can be achieved as well by the increase of J and , what could be the differences in communication and processing related with the use of such an intricate topology? This section focus on addressing this question and compares the single-neuron with the hierarchical and modular structure.
First, we recall Fig. 4(f) , where we have observed that increasing H causes an enhancement in information flow calculated by selecting a randomly chosen number of pairs of neurons, which can be interpreted as an increase in the "usefulness" of a given spike train in predicting the future behavior of a second one. Here, to contrast communication in micro-(single neurons) and macroscopic (modules activity) levels, we evaluated information flow among modules activity T E (H) as explained in the Methods section. In Fig. 7(a) we can observe that the communication between modules is indeed very different from the one observed in Fig. 4(f) . A most compelling difference is the change in behavior for low H where a non-monotonic curve is observed with a maximum close to J = 0.2 mV which decays for higher values of J. For high H this behavior is somewhat mirrored, see for instance that for H = 7 the maximum in H = 5 became a minimum and that the curve starts to grow after J 0.2 mV. As H increases even further, the through (peak for low H) vanishes and only a monotonic behavior remains.
Despite these differences, similarities are still found. Clearly there is transition which changes the behavior of the T E (H) curves with both H and J dependencies. In the case of H, one can observe that above and below H = 7 there are two contrasting behaviors similar to Fig. 4(f) . In addition, the build up of slow fluctuations created by an increase of J also has an evident role in shaping the curves which may differ if the network is constructed with low or high H. Overall, the results in Fig. 7(a) express that a modular communication clearly takes place in the HMNs and that this communication is influenced by a microscopic parameter such as the synaptic strength J, although the single-neuron communication does not necessarily reflect what takes place in the modular communication as is depicted by Fig. 7(a) .
The inset in Fig. 7(a) where we show the same data for each H in a boxplot presents an interesting information. We see that at H = 6 the T E (H) is maximum and little distributed. This indicates that at H = 6 the communication is robust independently of J.
In the following, we remind the reader our discussion above where we argued that the higher the H the more individually modules become in the network, i.e. they start to work as functional units. To test this idea we computed the mutual information among modules which can be interpreted as a measure of statistical dependency [39] . We present these results in Fig. 7 where one can see that as H increases M I (H) decreases indicating that the modules are acting more independently. Coupled with that, we see here how the synaptic efficacy J also plays a role in raising statistical dependency among modules, in cases of high hierarchy we see that for every configuration the higher the J the more dependent the modules become. The latter is similar to low H but a transition point takes place. These observations again suggest that the microscopic parameter J associated with the slow fluctuations make the modules more dependent. Thus, we suggest that in our model slow fluctuation may endow modular statistical dependency.
In the following, we will analyze if the HM network contains sinergy or redundancy by means of Eq. 14. This analysis is displayed in Fig. 7(c) where we show the averaged Γ over the groups of every three adjacent modules. This measure shows that our HMN have redundant information. We see that increasing J facilitates the emergence of redundant information, nevertheless we see that increasing H removes redundancy.
Discussion
An interesting question in computational neuroscience has been the investigation of different dynamics achieved by networks composed of spiking neurons [13, 44, 28, 45] and in particular the ones that enhance information processing such as networks embedded in slow fluctuations [27, 12, 14] . Structural characteristics and how they interact with the dynamics are also of great interest [46, 47] and, in this regard, a hierarchical and modular topology faithfully represents generic characteristics of a cortical network [18, 20, 29] . In this work, we have constructed large-scale networks populated by spiking neurons with increasing levels of hierarchy which we extracted information theory grounded measures. In addition, we investigated how the synaptic efficacy affects the slow fluctuations build up in these networks. Our goal was to analyze how the interplay of intrinsic neuronal parameters and topological features influences activity propagation.
We started with a comparison of spiking activity characteristics between networks with Erdős-Rényi and HM topologies. The activities of the two network topologies were characterized in terms of their variation with the synaptic strength. Preliminaries in this comparison can be related to works elsewhere [12, 14, 15] related to AI states. In AI, neurons are firing without apparent correlation, an increase of J creates a second type of AI activity which is characterized by a build up of slow fluctuations [14, 15] . This sec-ond AI, level of the single neurons, cells in this latter regime have a rather heterogeneous firing pattern with bursts of spikes intercalated with periods of silence.
Our main finding is that the hierarchical and modular topology creates an effect of slow fluctuations, similar to the one created by an increase of synaptic efficacy, which in turn shapes information propagation and processing through those modules. Previous studies have shown that hierarchical and modular networks are advantageous in the sense of activity sustainment [29] and can present critical behaviors [28] that are connected to optimal transmissions [48] , here we see that modularity may also create optimal transmission. In particular, this does not necessarily happens due to high magnitude of information transfer, but may happen at a transition point in the level of hierarchical organization which endows a robust communication independently of synaptic strength.
In the work of Ostojic [12] , augmentation of the synaptic strength creates a new type of asynchronous irregular activity which was argued by the author as a regime that favors information processing capability. Notwithstanding, in another work it was built an iterative scheme [49] where only a single neuron is simulated over several generations whereby its input is statistically computed from the previous generation and this work was able to capture the very same statistics as in the network of Ostojic [15] . Our analysis of spiketrains' autocorrelation and cross-correlation functions are in accordance with the latter because they indicate no cross-correlation (population behavior) build up as the synaptic efficacy grows, i.e. the regime of Ostojic [12] seems to be rich in the neuronal level but not in the network level. In this way, our results show that an information propagation is unfavorable in such a network where neurons are statistically equal.
On the contrary, in our simulations when hierarchical and modular architecture was increased, despite the similarities on build up of slow fluctuations that were found to an increase of the synaptic coupling, the spike-trains' cross-correlation function also increased. Recent studies have been putting forward the influence of correlations in neurons [50, 51, 52] . Here, our transfer entropy measure shows an undoubtedly increase in the information propagation of single-neurons at high hierarchical levels which we showed to be related to the raise of cross-correlations through their rewiring process.
As one of the objectives of our work was to understand the topological benefits for a hierarchical and modular structure, we compared the transfer entropy taken from pairs of single-neurons' spike-train and among modules.
At high hierarchical levels, we observed a marked difference in orders of magnitude indicating that a communication over modules is preferred than through single-neurons. In like manner, networks with higher hierarchical and modular structure seem to optimized the communication through the population mechanisms. Surely, a signal sent from a population will be noted whereas a signal sent from a single neuron may be subjected to noise and other disturbances on its way.
In addition to that, we also saw that as hierarchy is increased modules start to act more individually, as demonstrated by the mutual information extracted among modules. In fact, it has been suggested elsewhere that activity in modular networks provides functional segregation and integration [53, 28] which is certainly an advantage. To test this idea we evaluated the multivariate mutual information which demonstrated that information is redundant in the hierarchical and modular networks. Our analysis showed that the higher the number of modules the less redundancy is found. Notably, redundancy can be either seen as an advantage, so that information is robustly maintained, or as a disadvantage in the sense that modules do not possess unique information.
Overall, we believe that our work captures with simple network modeling, computational, and theoretical analyzes important properties for its communication and processing. We put forward a crucial understanding of how slow fluctuations build up in networks through individual and population mechanisms. Our study can be well applied to future research focusing on the discernment of how cortical networks optimize information processing and propagation. 
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