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TOWARDS TRANSVERSE TORIC GEOMETRY
HIROAKI ISHIDA
Abstract. We study certain foliated complex manifolds that behave similarly to
complete nonsingular toric varieties. We classify them by combinatorial objects
that we call marked fans. We describe the basic cohomology algebras of them in
terms of corresponding marked fans. We also study the basic Dolbeault cohomology
algebras of them.
1. Introduction
A toric variety is a normal algebraic variety over the complex numbers C with an
effective action of an algebraic torus having an open dense orbit. On the other hand,
a fan is a collection of cones in a real vector space with the origin as vertex satisfying
certain conditions. A fundamental theorem in toric geometry states that the category
of toric varieties is equivalent to the category of rational fans.
In this paper, we study certain foliated manifolds that behave similarly to com-
plete nonsingular toric varieties. As a combinatorial counterpart to such a foliated
manifold, we introduce the notion of marked fan. A marked fan is a fan in a finite
dimensional vector space equipped with information of generators of 1-cones.
The main concerns in this paper are the followings.
(1) A compact connected manifold M equipped with a maximal action of a com-
pact torus G.
(2) The canonical foliation F on a compact connected complex manifold M .
We say that an effective action of a compact torus G on a smooth connected mani-
fold M is maximal if there exists a point x ∈M such that dimG+dimGx = dimM ,
where Gx denotes the isotropy subgroup at x ∈M of G. All compact connected com-
plex manifolds equipped with maximal actions of comact tori are completely classified
in [12]. There are rich examples of such manifolds. One can see that compact com-
plex tori, complete nonsingular toric varieties, Hopf manifolds and Calabi-Eckmann
manifolds admit maximal actions of compact tori. More interesting examples are
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LVM manifolds, LVMB manifolds and moment-angle manifolds with complex struc-
tures. LVM manifolds are non-Ka¨hler compact complex manifolds, constructed in
[16] and the acronyms stand for Lo´pez de Medrano-Verjovsky [15] and Meersseman.
LVMB manifolds are generalizations of LVM manifolds, constructed by Bosio in [4].
LVMB manifolds are obtained as the quotients of complements of coordinate sub-
space arrangements in projective spaces CP n by free, proper, and holomorphic Cm-
actions. They are naturally equipped with actions of compact tori which are maximal.
Moment-angle manifolds are topological manifolds equipped with actions of compact
tori, and constructed from simplicial complexes. In [18] and [19], it is shown that
even dimensional moment-angle manifolds coming from star-shaped spheres carry
invariant complex structures.
The canonical foliation F on a complex manifold M is a holomorphic foliation
generated by a local free action of a certain subgroup H ′ of the group Aut(M) of
all biholomorphisms on M . For more precise, let g be the Lie algebra of a maximal
compact torus G of Aut(M) and J the complex structure of Aut(M). The Lie
subalgebra h′ := g∩Jg is a complex subalgebra. One can see that the corresponding
Lie group H ′ := exp(h′) ⊂ Aut(M) acts on M local freely and does not depend
on the choice of the maximal compact torus G. Each leaf of the canonical foliation
F is an H ′-orbit and vice versa. The canonical foliations on LVMB manifolds have
been studied in [2] from a different viewpoint. In [2], under some assumptions, it
has been shown that the basic betti numbers of an LVMB manifold with respect to
the canonical foliation coincides with the h-vector of a certain simplicial sphere. It
also has been shown that the basic cohomology algebras of certain LVMB manifolds
are generated by degree 2 elements, as well as the cohomology algebras of complete
nonsingular toric varieties.
If the action of a compact torus G on a compact connected complex manifold M is
maximal and preserves the complex structure onM , then the torus G can be regarded
as a maximal torus of the group Aut(M) of all biholomorphisms of M .
Example 1.1 (Complete nonsingular toric varieties). Let M be a complete nonsin-
gular toric variety of complex dimension n. Let GC be the algebraic torus of complex
dimension n acting on M . Let G be the maximal compact torus of GC. G is a
maximal compact torus of Aut(M). Since the action of GC is effective, we have that
h′ = g∩Jg = {0}. Therefore, every leaf of the canonical foliation F on M is a point.
The leaf space M/F is a complete nonsingular toric variety M itself.
Example 1.2 (Compact complex tori). Let Γ be a lattice of Cn. Let G be the
compact complex torus torus Cn/Γ of real dimension 2n. Let M = G. We define
the action of G on M is given as the group operation. Then the action of G on M
is maximal and preserves the complex structure. For a fundamental vector field Xv
on M generated by an element v ∈ Cn, we have that JXv is the fundamental vector
field X√−1v. Therefore we have h
′ = g ∩ Jg = g. Thus the canonical foliation F on
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M has exactly one leaf M . The leaf space M/F is a point and it can be regarded as
the toric variety of dimension 0.
Example 1.3 (Hopf surfaces). Let α1, α2 ∈ C such that 1 < |α1| ≤ |α2|. Define an
action of Z on C2 \ {0} to be k · (z1, z2) := (αk1z1, αk2z2) for k ∈ Z, (z1, z2) ∈ C2 \ {0}.
The quotient manifold M := C2 \ {0}/Z is a complex manifold that is diffeomorphic
to S3 × S1. We equip the action of (R/Z)3 =: G on M as follows. Let α˜1, α˜2 ∈ C
such that e2π
√−1α˜i = αi for i = 1, 2. We define an action of R3 on M by
(t1, t2, s) · [z1, z2] := [e2π
√−1(t1+α˜1s)z1, e2π
√−1(t2+α˜2s)z2]
for (t1, t2, s) ∈ R3 and [z1, z2] ∈ M , where [z1, z2] denotes the equivalence class of
(z1, z2) ∈ C2 \ {0}. The action of R3 above on M preserves the complex structure
on M and it has the global stabilizers Z3. Thus the action of R3 descends to an
action of the compact torus G that preserves the complex structure on M . One
can see that the orbit through [1, 0] has dimension 2. Thus, the action of G on M
is maximal. By definition of h′, we have that h′ ⊂ g = R3 has the basis vectors
v1 = (Re(α˜1),Re(α˜2),−1) and v2 = (Im(α˜1), Im(α˜2), 0). On the other hand, h′ =
{v ∈ R3 | v · (v1 × v2) = 0}. Thus h′ is a Lie algebra of a subtorus of G if and only
if the fractions of entries of v1 × v2 are rational. One can see that the fractions of
entries of v1 × v2 are rational if and only if there exist positive integers n1, n2 such
that αn11 = α
n2
2 . In other words, if there are no positive integers n1, n2 such that
αn11 = α
n2
2 , then the canonical foliation F on M has a leaf that is not closed. The leaf
space M/F is not Hausdorff unless αn11 = α
n2
2 for some positive integers n1 and n2.
There are 3 main results in this paper. The first main result states that complex
manifolds with maximal torus actions (up to an equivalence relation which is slightly
stronger than the notion of transversally equivalence on foliated manifolds) can be
described by the corresponding marked fans. The second main result states that the
basic cohomology with respect to the canonical foliation of a complex manifold with a
maximal torus action admits the same formula as complete nonsingular toric varieties.
To show this, we introduce the basic forgetful map forB : H
∗
G(M) → H∗B(M), where
H∗G(M) denotes the equivariant cohomology of the G-manifold M . We will see that
forB is surjective and describe the kernel of forB. The third main result states that the
basic Dolbeault cohomology group Hp,qB (M) of our space concentrates to the center.
Namely, we will see that Hp,qB (M) = 0 if p 6= q. To see this complex geometric result,
we use Minkowsky sum of polytopes and localization of equivariant coholomogies.
This paper is organized as follows. Section 2 is preliminaries. In Subsection 2.1, we
review the canonical foliations. In Subsection 2.2, we briefly review the equivalence
of categories between C1 and C2, where C1 is the category of complex manifolds with
maximal torus actions, and C2 is the combinatorial counter part of C1. In Section 3, we
study the notion of transverse equivalence in C1. In Section 4, we introduce marked
fans and show the first main result. Section 5 is preliminaries for the second and
third main results. In Subsection 5.1, we review the complex structure of a tubular
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neighborhood of a minimal orbit. In Subsection 5.2, we briefly review transverse
Ka¨hler forms and moment maps. In Section 6, we study the additive structure of the
basic cohomology and the relation between the basic cohomology and the equivariant
cohomology through the basic forgetful map. In Section 7, we show the second main
result. We describe the basic cohomology algebra in terms of the corresponding
marked fan. In Section 8, we show the third main result.
2. Preliminaries 1
2.1. Canonical foliations. LetM be a compact connected complex manifold and G
a maximal compact torus of the group Aut(M) of all automorphisms on M . Aut(M)
is a complex Lie group and its Lie algebra can be identified with the vector space
X(M) of all holomorphic vector fields on M (see [3] for detail). Denote by g the Lie
algebra of G and by J the complex structure on M . Put gC := g ⊗R C and denote
by v +
√−1v′ instead of v ⊗ 1 + v′ ⊗ √−1 for v, v′ ∈ g for short. We define the
C-subspace h of gC by
(2.1) h := {v +√−1v′ ∈ gC | Xv + JXv′ = 0},
where Xv denotes the fundamental vector field generated by v ∈ g. Let p : gC → g be
the first projection (g⊗ 1)⊕ (g⊗√−1)→ g. We think of g as a real Lie subalgebra
of X(M) via v 7→ Xv. Then, p(h) is a commutative subalgebra of X(M) invariant
under J because p(h) = g ∩ Jg. For v ∈ p(h) and x ∈ M , we denote by (Xv)x the
value of the fundamental vector field Xv at x ∈M .
Proposition 2.1. For v ∈ p(h) and x ∈ M , (Xv)x = 0 if and only if Xv = 0.
Proof. Suppose that (Xv)x = 0. Let ϕs be the partial flow of Xv at time s and
ψt the partial flow of JXv at time t. Denote by T the closure of the complex Lie
group H ′ := {ϕsψt | s, t ∈ R}. Since p(h) ⊆ g, we have that T is a subtorus of
G. Since the action of H ′ fixes x ∈ M , the action of T also fixes x ∈ M . We
consider the isotropy representation TxM of T . Since T is compact, we have that
TxM is a unitary representation of T . In particular, TxM is a unitary representation
of H ′. Since H ′ is a complex Lie group and the action of H ′ on M is holomorphic,
we have that TxM is a holomorphic representation of H
′. For a connected complex
Lie group, any holomorphic unitary representation is trivial. Therefore TxM is a
trivial representation of H ′. Since T is a closure of H ′, we have that TxM is a trivial
representation of T . This together with the connectedness of M yields that T -fixes
all y ∈ M by slice theorem. Since T is a subtorus of Aut(M), the action of T on M
is effective. Therefore T is the trivial subgroup of Aut(M). Hence H ′ is trivial. Thus
we have that if (Xv)x = 0 for v ∈ p(h) then Xv = 0. This shows the “if” part. The
“only if” part is obvious. The proposition is proved. 
Proposition 2.2. The followings hold.
(1) Elements in p(h) centralize X(M).
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(2) p(h) does not depend on the choice of a maximal compact torus G of Aut(M).
Proof. Let expG : g → G denote the exponential map. We define the subgroup H ′
of G by H ′ := expG(p(h)). Since G is compact, X(M) is a unitary representation of
G. In particular, X(M) is a unitary representation of H ′. Since H ′ is a holomorphic
subgroup of Aut(M), we have that X(M) is a holomorphic representation of H ′.
Therefore X(M) is a trivial representation of H ′, showing Part (1).
Let G′ be another maximal compact torus of Aut(M) and g′ the Lie algebra of g′.
As before, we think of g and g′ as real Lie subalgebras of X(M). Since Aut(M) is
a Lie group, there exists g ∈ Aut(M) such that gGg−1 = G′ (see [11, Chapter XV,
Section 3]). In particular we have Adg(g) = g
′. Since Adg is C-linear, we have that
J(Adg(g)) = Adg(Jg). Since p(h) = g ∩ Jg, we have that Adg(p(h)) = p′(h′), where
p′ : g′C → g′ denotes the projection. On the other hand, by (1), we have that Adg
is the identity on p(h). Therefore p(h) does not depend on the choice of G, proving
Part (2). 
By Proposition 2.1, we have a holomorphic foliation F on M whose leaves are
generated by p(h). The definition of F is intrinsic by Proposition 2.2. We call F the
canonical foliation on M .
2.2. Complex manifolds with maximal torus actions. In this subsection, we
briefly recall the classification of complex manifolds with maximal torus actions given
in [12] for reader’s convenience. Let M be a connected smooth manifold equipped
with an effective action of a compact torus G. We say that the G-action on M is
maximal if there exists a point x ∈ M such that dimG + dimGx = dimM . If the
action of G on M is maximal, then we can think of G as a maximal compact torus
of the group of diffeomorphisms on M (see [12, Lemma 2.2]).
Let C1 denote the class that consists of all triples (M,G, y) satisfying the followings.
(1) M is a compact connected complex manifold.
(2) G is a compact torus acting on M . The G-action on M is maximal and
preserves the complex structure onM . In particular, G is a maximal compact
torus of Aut(M).
(3) y ∈M satisfies that Gy = {1}.
For (M1, G1, y1), (M2, G2, y2) ∈ C1, the hom-set HomC1((M1, G1, y1), (M2, G2, y2)) is
defined to be the set of pairs (f, α) satisfying the followings.
(1) α : G1 → G2 is a smooth homomorphism.
(2) f is an α-equivariant holomorphic map. Namely, for all x ∈ M1 and all
g ∈ G1, we have f(g · x) = α(g) · f(x).
(3) f(y1) = y2.
Then the class C1 and the hom-sets HomC1(−,−) form a category.
As a combinatorial counterpart of C1, we consider the followings. Let C2 denote
the class that consists of triples (∆, h, G) satisfying the followings.
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(1) G is a compact torus.
(2) Let g be the Lie algebra of G and expG : g → G the exponential map. We
think of ker expG ⊂ g a lattice of g. Then, ∆ is a nonsingular fan in g with
respect to the lattice ker expG.
(3) As before, we denote by gC = g ⊗R C and decompose gC as gC = (g ⊗ 1) ⊕
(g⊗√−1). Let p : (g⊗ 1)⊕ (g⊗√−1)→ g be the first projection. Then the
restriction p|h : h→ g of p to h is injective.
(4) Let q : g→ g/p(h) be the quotient map. Then
q(∆) := {q(σ) ⊂ g/p(h) | σ ∈ ∆}
is a complete fan and the map ∆→ q(∆) given by σ 7→ q(σ) is bijective.
For (∆1, h1, G1), (∆2, h2, G2) ∈ C2, the hom-set HomC2((∆1, h1, G1), (∆2, h2, G2)) is
defined to be the set of all smooth homomorphism α : G1 → G2 satisfying the fol-
lowings.
(1) Let g1 and g2 denote the Lie algebras of G1 and G2, respectively. The differ-
ential dα : g1 → g2 induces a morphism of fans ∆1 and ∆2. Namely, for any
σ1 ∈ ∆1, there exists σ2 ∈ ∆2 such that dα(σ1) ⊂ σ2.
(2) The linear map dαC := dα⊗ idC : gC1 → gC2 satisfies that dαC(h1) ⊂ h2.
Then the class C2 and the hom-sets HomC2(−,−) form a category.
To (M,G, y) ∈ C1, we can assign (∆, h, G) =: F1(M,G, y) ∈ C2 as follows. A
characteristic submanifold of M is a complex codimension 1 connected component of
the fixed point set by the action restricted to a 1-dimensional subtorus of G. If there
is no characteristic submanifold (in this case, the action of G on M is free and simply
transitive), then ∆ is the fan that consists of the 0-dimensional cone {0} in g only. Let
M1, . . . ,Mk be characteristic submanifolds of M . Let Gi denote the 1-dimensional
subtorus of G that fixes Mi pointwise. Since the codimension of Mi is 1, the normal
bundle TM |Mi/TMi is a complex line bundle on Mi. For any x ∈ Mi, the normal
space (TM |Mi/TMi)x is a representation of Gi. Since Gi fixes Mi pointwise and
the action is effective, we have that (TM |Mi/TMi)x is a faithful Gi-representation.
We denote by µi : Gi → S1 the character of the representation (TM |Mi/TMi)x of
Gi. Since µi is a faithful representation, there exists the inverse λi : S
1 → Gi of
µi. Since each Gi is a subtorus of G, we obtain an element λi ∈ Hom(S1, G) for
each i. We identify Hom(S1, G) with ker expG as follows. First, we have a smooth
isomorphism ψ : R/Z → S1 given by [t] → e2π
√−1t for [t] ∈ R/Z. For γ ∈ ker expG,
we have a smooth homomorphism λγ : R/Z → G given by [t] 7→ expG(tγ). The
composition λγ ◦ ψ−1 is an element in Hom(S1, G) and we have an isomorphism
ker expG → Hom(S1, G) given by γ 7→ λγ ◦ ψ−1. Through this isomorphism, we
identify Hom(S1, G) with ker expG. As a result, we have elements λ1, . . . , λk ∈ g.
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The fan ∆ is given by
∆ :=
{
pos(λi | i ∈ I) |
⋂
i∈I
Mi 6= ∅, I ⊂ {1, . . . , k}
}
,
where pos(λi | i ∈ I) denotes the cone spanned by λi, i ∈ I. h is given as (2.1). Then
one can see that (∆, h, G) = F1(M,G, y) ∈ C2. For (M1, G1, y1), (M2, G2, y2) ∈ C1
and a morphism (f, α) ∈ HomC1((M1, G1, y1), (M2, G2, y2)), one can see that α =:
F1(f, α) ∈ HomC2(F1(M1, G1, y1),F2(M2, G2, y2)). As a result, we have a covariant
functor F1 : C1 → C2.
Conversely, we construct an object (M,G, y) =: F2(∆, h, G) in C1 from (∆, h, G) ∈
C2 as follows. Let X(∆) denote the toric variety associated with ∆ and GC the com-
plexification of the compact torus G. Let expGC : g
C → GC denote the exponential
map. The quotient M of X(∆) by H := expGC(h) ⊂ GC is a compact complex
manifold and the action of G on X(∆) descends to the maximal action on X(∆)/H .
Let π : X(∆) → M be the quotient map. Then we put y := π(1GC), where 1GC is
the unit of GC ⊂ X(∆). Let (∆1, h1, G1), (∆2, h2, G2) ∈ C2. For a morphism α ∈
Hom((∆1, h1, G1), (∆2, h2, G2)), since dα is a morphism of fans ∆1 and ∆2, we have
an α-equivariant holomorphic map (toric morphism) ϕα : X(∆1)→ X(∆2) such that
ϕα(1GC1 ) = 1GC2 . ϕα descends to an α-equivariant holomorphic map fα : X(∆1)/H1 →
X(∆2)/H2. Namely, (fα, α) =: F2(α) ∈ Hom(F2(∆1, h1, G1),F2(∆2, h2, G2)). As a
result, we have a covariant functor F2 : C2 → C1.
It has been shown that the functors F1 and F2 are (weak) inverses to each other.
In particular, C1 and C2 are equivalent as categories.
3. Transversally equivalence
Let (M1, F1) and (M2, F2) be smooth manifolds with foliations F1 on M1 and F2
on M2. We say that (M1, F1) and (M2, F2) are transversally equivalent if there exist
a foliated manifold (M0, F0) and a surjective submersion fi : M0 → Mi for i = 1, 2
such that
(1) f−1i (xi) is connected for all xi ∈Mi and
(2) the preimage of every leaf of Fi by fi is a leaf of F0
(see [17, Definition 2.1] for detail). The notion of transversally equivalence is an
equivalence relation on foliated manifolds. We restrict our attention to the category
C1 and canonical foliations.
Definition 3.1. Let (M1, G1, y1), (M2, G2, y2) ∈ C1. We say that (M1, G1, y1) and
(M2, G2, y2) are equivalent if there exist (M0, G0, y0) ∈ C1 and morphisms (fi, αi) ∈
HomC1((M0, G0, y0), (Mi, Gi, yi)) for i = 1, 2 satisfying the followings.
(1) kerαi is connected.
(2) fi : M0 →Mi is a principal kerαi-bundle.
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We remark that (Mi, Gi, yi) and (M0, G0, y0) are also equivalent in Definition 3.1.
Definition 3.1 determines an equivalence relation on C1.
Proposition 3.2. Let (M,G, y), (M0, G0, y0) ∈ C1. Let F and F0 be the canonical
foliation on M and M0, respectively. Let a morphism
(f, α) ∈ HomC1((M0, G0, y0), (M,G, y))
satisfy the followings.
(1) kerα is connected.
(2) f : M0 → M is a principal kerα-bundle.
Then,
(1) f−1(x) is connected for all x ∈M and
(2) the preimage of every leaf of F by f is a leaf of F0.
Before the proof of Proposition 3.2, we recall the following:
Theorem 3.3 ([12, Theorem 11.1]). Let (M,G, y), (M0, G0, y0) ∈ C1. Let (∆, h, G) :=
F1(M,G, y) and (∆0, h0, G0) := F1(M0, G0, y0). Let
(f, α) ∈ HomC1((M,G, y), (M0, G0, y0)).
Let ∆(1) and ∆
(1)
0 denote the set of 1-cones in ∆ and ∆0, respectively. Then, f : M →
M0 is a principal kerα-bundle if and only if α is surjective and dα : g→ g0 induces
a one-to-one correspondence from the primitive generators of 1-cones in ∆ to the
primitive generators of 1-cones in ∆′.
proof of Proposition 3.2. Since kerα is connected and f : M0 → M is a principal
kerα-bundle, we have that f−1(x) is connected for all x ∈M .
Let p0 : g
C
0 → g0 and p : gC → g be the projections. Let q0 : g0 → g0/p0(h0) and
q : g→ g/p(h) be the quotient maps. Since dαC(h0) ⊂ h and p◦dαC = dα◦p0, we have
dα(p0(h0)) ⊂ p(h). Thus dα : g0 → g induces a linear map dα : g0/p0(h0)→ g/p(h).
We show that dα is an isomorphism. Since α is surjective, so is dα. Since dα
is surjective, so is dα. Let v ∈ g0/p0(h0) be a nonzero element. Since q0(∆0) is
complete, we have that there exists σ ∈ ∆0 such that v ∈ q0(σ). Let v ∈ σ such that
q0(v) = v. Let λ1, . . . , λk be the primitive generators of σ. Since σ is nonsingular,
λ1, . . . , λk are linearly independent. Therefore there uniquely exist c1, . . . , ck ∈ R such
that v =
∑
j cjλj and one of c1, . . . , ck is nonzero. By Theorem 3.3, each dα(λj) is a
primitive generator of 1-cone in ∆. Since dα induces a morphism of fans ∆0 and ∆,
dα(σ) should be a cone in ∆ and dα(λ1), . . . , dα(λk) are primitive generators of dα(σ).
Therefore dα(v) =
∑
j cjdα(λj) is nonzero, because dα(λ1), . . . , dα(λk) are linearly
independent and one of c1, . . . , ck is nonzero. Thus dα(v) ∈ dα(σ)\{0}. Since q gives
a one-to-one correspondence between ∆ and q(∆), it follows from dα(v) ∈ dα(σ)\{0}
that q ◦ dα(v) 6= 0. It turns out that dα(v) 6= 0. Therefore dα is injective.
We show that dα−1(p(h)) = p0(h0). Since dα(p0(h0)) ⊂ p(h), we have dα−1(p(h)) ⊃
p0(h0). To show the opposite inclusion, let v ∈ dα−1(p(h)). Then dα(v) ∈ p(h). Thus
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q ◦ dα(v) = 0. On the other hand, we have q ◦ dα(v) = dα ◦ q0(v). Therefore
dα ◦ q0(v) = 0. Since dα is injective, we have q0(v) = 0. This yields that v ∈ p0(h0).
Therefore dα−1(p(h)) = p0(h0).
Let L be a leaf of F . Since each leaf of F is an orbit with respect to the action
of G restricted to expG(p(h)) =: H
′, we have L = H ′ · x for some x ∈ L. Since
f : M0 → M is a principal kerα-bundle, there exits x0 ∈ M0 such that f(x0) = x.
The leaf through x0 is the orbit of the action of G0 restricted to expG0(p0(h0)) =: H
′
0.
We show that f−1(L) = H ′0 ·x0. Let x′0 ∈ H ′0 ·x0. Then there exists h′0 ∈ H ′0 such that
x′0 = h
′
0 ·x0. Since f is α-equivariant, we have f(x′0) = α(h′0) ·f(x0) = α(h′0) ·x. Since
dα−1(p(h)) = p0(h0), we have α(h′0) ∈ H ′ and hence f(x′0) ∈ L. Thus we have the
inclusion f−1(L) ⊃ H ′0 · x0. To show the opposite inclusion, let x′′0 ∈ f−1(L). Then
f(x′′0) ∈ L. Thus there exists h′ ∈ H ′ such that x = h′ ·f(x′′0). Since kerα is connected
and dα−1(p(h)) = p0(h0), there exists h˜′0 ∈ H ′0 such that α(h˜′0) = h′. Then we have
f(h˜′0 · x′′0) = h · f(x′′0) = x = f(x0). Since f is a principal kerα-bundle, there exists
k ∈ kerα such that x0 = k ·(h˜′0 ·x′′0). Since kerα is connected and dα−1(p(h)) = p0(h0),
we have kerα ⊂ H ′0. Therefore k · h˜′0 ∈ H ′0. Since x0 = k · (h˜′0 · x′′0) = (k · h˜′0) · x′′0, we
have x′′0 = (k · h˜′0)−1 · x0 ∈ H ′0 · x0. Therefore f−1(L) = H ′0 · x0. It turns out that the
preimage of every leaf of F by f is a leaf of F0. The theorem is proved. 
Theorem 3.4. Let (M1, G1, y1), (M2, G2, y2) ∈ C1. Let F1 and F2 be the canonical
foliation on M1 and M2, respectively. If (M1, G1, y1) and (M2, G2, y2) are equivalent,
then (M1, F1) and (M2, F2) are transversally equivalent.
Proof. It follows from Proposition 3.2 immediately. 
4. The fundamental theorems
Definition 4.1. A marked fan is a quadruple (V˜ , Γ˜, ∆˜, λ˜) satisfying the followings.
(1) V˜ is a finite dimensional R-vector space.
(2) Γ˜ is a finitely generated subgroup of V˜ that spans V˜ linearly.
(3) ∆˜ is a fan and each cone in ∆˜ is generated by finite elements in Γ˜.
(4) Let ∆˜(1) denote the set of all 1-cones in ∆˜. λ˜ is a function λ˜ : ∆˜(1) → Γ˜ such
that λ˜(ρ) is a generator of ρ for 1-cone ρ ∈ ∆˜.
Moreover if the fan ∆˜ is simplicial, we say that the marked fan (V˜ , Γ˜, ∆˜, λ˜) is sim-
plicial. If ∆˜ is complete, we say that the marked fan (V˜ , Γ˜, ∆˜, λ˜) is complete. We
denote by C˜2 the class that consists of complete simplicial marked fans.
Definition 4.2. We say that marked fans (V˜1, Γ˜1, ∆˜1, λ˜1) and (V˜2, Γ˜2, ∆˜2, λ˜2) are iso-
morphic if there exists a linear isomorphism ϕ : V˜1 → V˜2 that satisfies the followings.
(1) ϕ(Γ˜1) = Γ˜2.
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(2) ϕ induces an isomorphism of fans ∆˜1 and ∆˜2. Namely, ϕ(σ˜1) ∈ ∆˜2 for all
σ˜1 ∈ ∆˜1 and the map ∆˜1 → ∆˜2 given by σ˜1 7→ ϕ(σ˜1) is bijective. We denote
the bijection ∆˜1 → ∆˜2 by the same symbol ϕ.
(3) λ˜2 ◦ ϕ|∆˜(1)1 = ϕ ◦ λ˜1.
To each (M,G, y) ∈ C1, we can assign a complete simplicial marked fan (V˜ , Γ˜, ∆˜, λ˜) ∈
C˜2 as follows: Let (∆, h, G) := F1(M,G, y). As before, we denote by p : gC → g the
projection and q : g→ g/p(h) the quotient map. For each 1-cone ρ ∈ ∆(1), we denote
by λ(ρ) ∈ ker expG the primitive generator of ρ. Under this notation,
(1) V˜ := g/p(h).
(2) Γ˜ := q(ker expG).
(3) ∆˜ := q(∆).
(4) λ˜(q(ρ)) := q(λ(ρ)) for ρ ∈ ∆(1).
We denote by F˜1 : C1 → C˜2 the assignment above. Theorems 4.3 and 4.4 below tell
us that F˜1 gives an interpretation between C1 and C˜2.
Theorem 4.3. Let (M1, G1, y1), (M2, G2, y2) ∈ C1. Then, (M1, G1, y1) and (M2, G2, y2)
are equivalent if and only if F˜1(M1, G1, y1) and F˜1(M2, G2, y2) are isomorphic.
Theorem 4.4. F˜1 is essentially surjective. Namely, for any (V˜ , Γ˜, ∆˜, λ˜) ∈ C˜2, there
exists (M,G, y) ∈ C1 such that (V˜ , Γ˜, ∆˜, λ˜) and F˜1(M,G, y) are isomorphic.
Proof of Theorem 4.3. Suppose that (M1, G1, y1), (M2, G2, y2) ∈ C1 are equivalent.
Then there exist (M0, G0, y0) ∈ C1 and (fi, αi) ∈ HomC1((M0, G0, y0), (Mi, Gi, yi)) for
i = 1, 2 such that
(1) kerαi is connected and
(2) fi : M0 →Mi is a principal kerαi-bundle.
We show that F˜1(M0, G0, y0) and F˜1(Mi, Gi, yi) are isomorphic.
For j = 0, 1, 2, let (∆j , hj, Gj) := F1(Mj , Gj, yj). Let pj : gCj → gj be the projec-
tion, qj : gj → gj/pj(hj) the quotient map and expGj : gj → Gj the exponential map.
We have that dαi : g0/p0(h0)→ gi/pi(hi) is an isomorphism (see the proof of Proposi-
tion 3.2). By Theorem 3.3, we have that αi is surjective. Since kerαi is connected and
αi is surjective, we have dαi(ker expG0) = ker expGi . Since qi ◦ dαi = dαi ◦ q0, we have
dαi(q0(ker expG0)) = qi(ker expGi). Let σ0 ∈ ∆0. Since dαi induces a morphism of
fans ∆0 and ∆i and one-to-one correspondence between primitive generators by Theo-
rem 3.3, we have dαi(σ0) ∈ ∆i and dαi induces a bijection ∆0 → ∆i via σ0 7→ dαi(σ0).
Since qj : gj → gj/pj(hj) induces a bijection ∆j → qj(∆j) via σj 7→ qj(σj), we have
dαi : g0/p0(h0) → gi/pi(hi) induces a bijection q0(∆0) → qi(∆i). For ρj ∈ ∆(1)j ,
we denote by λj(ρj) the primitive generator of ρj . Since dαi induces a one-to-one
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correspondence between primitive generators, we have
(4.1) dαi(λ0(ρ0)) = λi(dαi(ρ0))
for ρ0 ∈ ∆(1)0 . Applying qi to the left hand side of (4.1), we have qi(dαi(λ0(ρ0))) =
dαi(q0(λ0(ρ0))). Thus we have
(4.2) dαi(q0(λ0(ρ0))) = qi(λi(dαi(ρ0))).
Let λ˜j : qj(∆j)
(1) → qj(ker expGj ) be the map given by λ˜j(qj(ρj)) = qj(λj(ρj)) for
ρj ∈ ∆(1)j . By (4.2), we have
dαi ◦ λ˜0(q0(ρ0)) = λ˜i(qi(dαi(ρ0))) = λ˜i(dαi(q0(ρ0))),
that is, dαi◦λ˜0 = λ˜i◦dαi. Therefore F˜1(M0, G0, y0) and F˜1(Mi, Gi, yi) are isomorphic.
Conversely, suppose that F˜1(M1, G1, y1) and F˜1(M2, G2, y2) are isomorphic. Then
there exists a linear isomorphism ϕ : g1/p1(h1)→ g2/p2(h2) satisfying the followings.
(1) ϕ(q1(ker expG1)) = q2(ker expG2).
(2) ϕ induces an isomorphism of fans q1(∆1)→ q2(∆2).
(3) λ˜2 ◦ ϕ|q1(∆1)(1) = ϕ ◦ λ˜1.
We construct (∆0, h0, G0) ∈ C2 and apply Theorem 3.3 in order to show that (M1, G1, y1)
and (M2, G2, y2) are equivalent. Define
Γ0 := {(γ1, γ2) ∈ ker expG1 × ker expG2 | ϕ(q1(γ1)) = q2(γ2)}
and denote by g0 the linear hull of Γ0 in g1 × g2. Let expG1×G2 : g1 × g2 → G1 ×G2
be the exponential map. Then G0 := expG1×G2(g0) is a subtorus of G1 × G2 and Γ0
coincides with the kernel of the exponential map expG0 : g0 → G0. For each σ1 ∈ ∆1,
there uniquely exists σ2 ∈ ∆2 such that ϕ(q1(σ1)) = q2(σ2). We denote such σ2 by
Φ(σ1) for σ1 ∈ ∆1. Then, for each ρ1 ∈ ∆(1)1 , the element λ0(ρ1) := (λ1(ρ1), λ2(Φ(ρ1)))
is a primitive element in Γ0. Suppose that a cone σ1 ∈ ∆1 is the Minkowsky sum
σ1 = ρ1,1+· · ·+ρ1,k of 1-cones ρ1,1, . . . , ρ1,k ∈ ∆(1)1 . Then we denote by Ψ(σ1) the cone
in g0 spanned by λ0(ρ1,1), . . . , λ0(ρ1,k). Under this notation, we have a nonsingular
fan ∆0 := {Ψ(σ1) ⊂ g0 | σ1 ∈ ∆1}. Let αi : G0 → Gi be the projection G1×G2 → Gi
restricted to G0 ⊂ G1×G2 for i = 1, 2. Then α1 : G0 → G1 and α2 : G0 → G2 induce
morphisms dα1 : ∆0 → ∆1 and dα2 : ∆0 → ∆2 of fan. In addition, these morphisms
of fan induce bijections between cones in fans. Moreover, dαi : g0 → gi induces a
one to one correspondence from the primitive generators of 1-cones in ∆0 and the
primitive generators of 1-cones in ∆i.
Define
h0 := {(v1, v2) ∈ h1 × h2 | (p1(v1), p2(v2)) ∈ g0}.
Then h0 is a C-subspace of g
C
0 ⊂ gC1 × gC2 . Moreover, the restriction p0|h0 of the
projection p0 : g
C
0 → g0 is injective because p1|h1 and p2|h2 both are injective. Since
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qi and dαi both are surjective, we have that qi ◦ dαi : g0 → gi/pi(hi) is surjective for
i = 1, 2. We claim that
(4.3) ker q1 ◦ dα1 = ker q2 ◦ dα2 = p0(h0).
Since q2 ◦ dα2 = ϕ ◦ q1 ◦ dα1 and ϕ is an isomorphism, we have that the first equality
of (4.3) holds. For the second equality of (4.3), let (γ1, γ2) ∈ ker q2 ◦ dα2. Then we
have q2(γ2) = 0 and γ2 ∈ p2(h2). Since q2 ◦ dα2 = ϕ ◦ q1 ◦ dα1, we have f ◦ q1(γ1) = 0.
Since ϕ is an isomorphism, we have q1(γ1) = 0. Thus we have γ1 ∈ p1(h1). Therefore
(γ1, γ2) ∈ p0(h0). Therefore ker q2 ◦ dα2 ⊂ p0(h0). Conversely, let (γ1, γ2) ∈ p0(h0).
Then q2 ◦ dα2(γ1, γ2) = q2(γ2). Since γ2 ∈ p2(h2), we have q2(γ2) = 0. Therefore
(γ1, γ2) ∈ ker q2 ◦ dα2, showing the opposite inclusion ker q2 ◦ dα2 ⊃ p0(h0).
Let q0 : g0 → g0/p0(h0) be the quotient map. Since dα1 : g0 → g1 satisfies that
ker q1 ◦ dα1 = p0(h0), dα1 induces an isomorphism dα1 : g0/p0(h0) → g1/p1(h1) such
that dα1 ◦ q0 = q1 ◦ dα1. Since the maps ∆0 → ∆1 given by σ0 7→ dα1(σ0) and
∆1 → q1(∆1) given by σ1 7→ q1(σ1) are bijective, we have that the composition
∆0 → q1(∆1) given by σ0 7→ q1 ◦ dα1(σ0) is bijective. Since q0 = dα1−1 ◦ q1 ◦ dα1 and
dα1
−1
is an isomorphism, we have that
q0(∆0) = {q0(σ0) | σ0 ∈ ∆0}
is a complete fan in g0/p0(h0) and the map ∆0 → q0(∆0) given by σ0 7→ q0(σ0) is
bijective. Therefore we have (∆0, h0, G0) ∈ C2.
Since h0 ⊂ h1 × h2 ⊂ gC1 × gC2 and dαCi is nothing but the restriction of the
projection gC1 × gC2 → gCi to gC0 , we have dαCi (h0) ⊂ hi. Thus we have αi ∈
HomC2((∆0, h0, G0), (∆i, hi, Gi)). Since αi is surjective and dαi : g0 → gi induces
a one-to-one correspondence from the primitive generator of 1-cones in ∆0 to the
primitive generators of 1-cones in ∆i, there exist (M0, G0, y0) ∈ C1 and αi-equivariant
holomorphic map fi : M0 → M1 such that fi(y0) = yi and fi is a kerαi-principal
bundle by Theorem 3.3 and by the equivalence of categories C1 and C2.
It remains to show that kerαi is connected for i = 1, 2. Since αi : G0 → Gi is sur-
jective, we have that kerαi is connected if and only if dαi(ker expG0) = ker expGi. Re-
mark that ker expG0 = Γ0. Let γ1 ∈ ker expG1. Since ϕ(q1(ker expG1)) = q2(ker expG2),
there exists γ2 ∈ ker expG2 such that q2(γ2) = ϕ ◦ q1(γ1). Then we have (γ1, γ2) ∈
Γ0, showing that dαi(ker expG0) = ker expG1. The same argument works for that
dαi(ker expG0) = ker expG2 , and we have that kerαi is connected. The theorem is
proved. 
Proof of Theorem 4.4. Let (V˜ , Γ˜, ∆˜, λ˜) ∈ C˜2. Let ρ˜1, . . . , ρ˜m be all 1-dimensional
cones in ∆˜. Let K be the abstract simplicial complex given by
K := {{i1, . . . , ik} ⊂ {1, . . . , m} | ρi1 + · · ·+ ρik ∈ ∆˜}.
For j = 1, . . . , m, put γ˜j := λ˜(ρj). Suppose that dim V˜ = N1. Since Γ˜ is finitely gener-
ated, there exist a positive integerN2 and γ˜m+1, . . . , γ˜N2 ∈ Γ˜ such that γ˜1, . . . , γ˜m, γ˜m+1, . . . , γ˜N2
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generates Γ˜, m ≤ N2 and N2−N1 is nonnegative even integer. For j = 1, . . . , N2, let
ej denote the j-th standard basis vector of R
N2. The collection of cones
∆ := {R≥0ei1 + · · ·+ R≥0eik | {i1, . . . , ik} ∈ K}
is a nonsingular fan with respect to the lattice ZN2 .
Let ψ : RN2 → V˜ be the linear map given by ψ(ej) = γ˜j for j = 1, . . . , N2. Then the
map ∆ → ∆˜ given by σ 7→ ψ(σ) is bijective. Since γ˜1, . . . , γ˜m generates Γ˜, we have
that ψ is surjective. Put N3 := (N2−N1)/2 = dimkerψ/2. Let b1, . . . , bN3 , b′1, . . . , b′N3
be basis vectors of kerψ. Let h be the C-subspace of (RN2)C = CN2 spanned by
b1 +
√−1b′1, . . . , bN3 +
√−1b′N3 . Let p : (RN2)C = CN2 → RN2 be the projection. We
claim that the restriction p|h is injective. Suppose that
(4.4) p
(
N3∑
j=1
αj(bj +
√−1b′j)
)
= 0, αj ∈ C.
Let αj = aj +
√−1a′j , aj , a′j ∈ R. Then (4.4) yields that
∑N3
j=1 ajbj − a′jb′j = 0. Since
b1, . . . , bN3 , b
′
1, . . . , bN3 are basis vectors of kerψ, we have αj = 0 for all j. Therefore
p|h is injective.
Since p(bj +
√−1b′j) = bj and p(−
√−1(bj +
√−1b′j)) = b′j , we have p(h) ⊂ kerψ.
On the other hand, p(v+
√−1v′) is a linear combination of b1, . . . , bN3 , b′1, . . . , b′N3 for
v +
√−1v′ ∈ h. Therefore we have p(h) = kerψ. Let q : RN2 → RN2/p(h). Then ψ
induces the linear isomorphism ψ : RN2/p(h) → V˜ such that ψ ◦ q = ψ. Therefore
q(∆) = ψ
−1
(∆˜) is a complete fan and the map ∆ → q(∆) given by σ 7→ q(σ) is
bijective. Thus we have (∆, h,RN2/ZN2) ∈ C2. F2(∆, h,RN2/ZN2) ∈ C1 is what we
wanted, proving the theorem. 
5. Preliminaries 2
5.1. Structures around minimal orbits. LetM be a connected manifold equipped
with an effective action of G. Since the action of G on M is effective, we have
dimGx + dimG ≤ dimM for any x. This inequality is equivalent to the inequality
(5.1) dimG · x ≥ 2 dimG− dimM.
We say that a G-orbit G · x is minimal if the equality of (5.1) holds. Then, the
effective action of G is maximal if and only if there exists a minimal orbit G · x.
Lemma 5.1 ([12, Lemma 2.3]). Let M be a connected manifold equipped with a
maximal action of a compact torus G. Let G · x be a minimal orbit. Then the
followings hold.
(1) The isotropy subgroup Gx of G at x is connected.
(2) G·x is a connected component of the fixed point set of the action of G restricted
to Gx on M .
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(3) Each minimal orbit is isolated. In particular, there are finitely many minimal
orbits if M is compact.
Until the end of this subsection, let (M,G, y) ∈ C1 and let G ·x be a minimal orbit.
By Lemma 5.1 (2), we have that G ·x is a connected component of the fixed point set
of the action of G restricted to Gx onM . This together with the assumption that the
G-action on M preserves the complex structure implies that G · x is a holomorphic
submanifold of M . Let GC be the complexification of G. Since M is compact and
the action of G preserves the complex structure J on M , we have the holomorphic
GC-action on M . The global stabilizers form a holomorphic closed subgroup
H := {g ∈ GC | g · x′ = x′ for all x′ ∈M}
of GC. The Lie algebra of H is nothing but h given by (2.1). By definition, we have
an effective holomorphic action of the quotient group GC/H on M . We denote by
GM the quotient group GC/H .
Lemma 5.2 ([12, Lemma 4.6 and Equation (4.4)]). The followings hold.
(1) There exists an open dense GC-orbit in M . In particular, we have dimH =
2dimG− dimM = dimG · x.
(2) We have the decomposition gC = g⊕√−1gx ⊕ h.
Since G · x is a holomorphic submanifold of M , we have that the vector field
JXv tangents to G · x for all v ∈ g, where Xv denotes the fundamental vector field
generated by v ∈ g. Thus G · x is invariant under the action of GM . Since G acts on
G · x transitively, GM also acts on G · x transitively. Therefore we have that G · x is
biholomorphic to the homogeneous space GM/(GM)x.
Lemma 5.3 ([12, Lemma 4.8]). Let gx be the Lie algebra of Gx and (g
M)x the Lie
algebra of the isotropy subgroup (GM)x of G
M . The natural map (gx)
C →֒ gC/h
induces an isomorphism (Gx)
C → (GM)x.
The normal space TxM/Tx(G · x) is a faithful representation space of (Gx)C. Thus
there exist α1, . . . , αk ∈ Hom((Gx)C,C∗) such that
TxM/Tx(G · x) ∼= Cα1 ⊕ · · · ⊕ Cαk
as (Gx)
C-representations, where Cα denotes the complex 1-dimensional representa-
tion of the weight α ∈ Hom((Gx)C,C∗). Since dim TxM/Tx(G · x) = dim(Gx)C and
TxM/Tx(G · x) is faithful, we have that α1, . . . , αk form a basis of Hom((Gx)C,C∗).
Proposition 5.4 ([12, Proposition 4.9]). There uniquely exists a minimal GM -invariant
open neighborhood N(G · x) ⊂M of G · x that is GM -equivariantly biholomorphic to
GM ×(Gx)C
k⊕
i=1
Cαi.
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5.2. Transverse Ka¨hler structures. Let M be a smooth manifold. A presymplec-
tic form is a closed 2-form onM . Let F be a smooth foliation onM . A presymplectic
form ω is said to be transverse symplectic with respect to F if the kernel of ω coin-
cides with the subbundle TF of TM that consists of vectors tangent to leaves of F .
Suppose that a torus G acts on M smoothly and a transverse symplectic form ω with
respect to F is G-invariant. Then, the Cartan formula tells us that the 1-form iXvω
is a closed 1-form, where Xv denotes the fundamental vector field generated by an
element v of the Lie algebra g of G and iXvω denotes the interior product. A moment
map Φ: M → g∗ is a map satisfying that dhv = −iXvω, where hv : M → R is a
function given by hv(x) = 〈Φ(x), v〉 for all x ∈M and v ∈ g.
Suppose thatM is a complex manifold and F is a holomorphic foliation onM . Let
J be the complex structure on M . A transverse Ka¨hler form ω on M with respect
to F is a closed 2 -form that satisfies the followings.
(1) ω(JX, JY ) = ω(X, Y ) for all X, Y ∈ TxM .
(2) ω(X, JX) ≥ 0 for all X ∈ TxM . The equality holds if and only if X ∈ TxF .
By definition, a transverse Ka¨hler form ω with respect to F is a transverse symplectic
form with respect to F . The canonical foliation relates the existence of a transverse
Ka¨hler form that has a moment map, see [13, Proposition 4.2].
Until the end of this subsection, let (M,G, y) ∈ C1 and let F be the canonical
foliation on M . Let (∆, h, G) := F1(M,G, y) ∈ C2. As before, let p : gC → g be the
projection and q : g→ g/p(h) the quotient map.
Theorem 5.5 ([13, Theorems 2.7, 4.3 and 5.8 and Proposition 4.1]). The followings
hold.
(1) Let ω be a G-invariant transverse Ka¨hler form with respect to F . Then there
exists a moment map Φ: M → g∗. Moreover, there exist α ∈ g∗ and a smooth
map Φ˜ : M → (g/p(h))∗ such that Φ = q∗ ◦ Φ˜ + α.
(2) Let Φ˜ be as (1). Let Z1, . . . , Zl be the connected components of the set of
common critical points of hv for all v ∈ g. Then Φ˜(Zj) is a point cj for
j = 1, . . . , l and Φ˜(M) is a convex hull of c1, . . . , cN . The fan q(∆) is an inner
normal fan of the polytope Φ˜(M).
(3) If q(∆) is polytopal, then there exists a G-invariant transverse Ka¨hler form
with respect to F .
(4) For a transverse Ka¨hler form ω with respect to F , the average
∫
g∈G g
∗ωdg is
a G-invariant transverse Ka¨hler form with respect to F .
In particular, there exists a transverse Ka¨hler form with respect to F if and only if
q(∆) is polytopal.
In Section 8, we will see how we construct a transverse Ka¨hler form with respect
to F from a polytopal fan q(∆).
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Let ω be a G-invariant transverse Ka¨hler form with respect to F and Φ˜ as above.
We shall describe the set Z := Z1 ⊔ · · · ⊔ ZN of common critical points of hv for all
v ∈ g. Since dhv = −iXvω and the kernel of ω coincides with TF , we have that x ∈ Z
if and only if (Xv)x ∈ TxF for all v ∈ g. Namely, we have
Z = {x ∈M | (Xv)x ∈ TxF for all v ∈ g}.
Therefore Z does not depend on ω and Φ˜.
Proposition 5.6. Z is the union of all minimal orbits. Each connected component
of Z is a minimal orbit. Conversely, each minimal orbit is a connected component of
Z.
Proof. Let x ∈ Z and v ∈ g. Since (Xv)x ∈ TxF , there uniquely exists v′ ∈ p(h)
such that (Xv)x = (Xv′)x. Then we have (Xv−v′)x = (Xv)x − (Xv′)x = 0. Therefore
v − v′ ∈ gx. Thus we have the decomposition g = gx ⊕ p(h). Therefore we have
dimG · x = dim g − dim gx = dim p(h). Since p|h is injective, we have dimG · x =
dimH = 2dimG − dimM by Lemma 5.2 (1). Namely, G · x is a minimal orbit.
Therefore Z is contained in the union of minimal orbits. Conversely, if G · x is a
minimal orbit, then dimG− dimGx = dimG · x = 2dimG− dimM . By Lemma 5.2
(1), we have 2 dimG − dimM = dimH . Thus we have dimG − dimGx = dimH .
Since p|h is injective and dimG−dimGx = dimH , we have dim p(h)+dim gx = dim g.
This together with gx ∩ p(h) = {0} yields that g = gx ⊕ p(h). Therefore we have
(Xv)x ∈ TxF for any v. This shows that x ∈ Z. Therefore Z is the union of all
minimal orbits.
By Lemma 5.1 (3), each minimal orbit is isolated. Therefore each connected com-
ponent of Z is a minimal orbit and vice versa. The proposition is proved. 
Lemma 5.7 ([13, Lemma 2.2]). Let v ∈ g. Let x ∈ M be a critical point of hv. Let
α1, . . . , αk ∈ Hom(Gx, S1) be the nonzero weights of the Gx-representation TxM . The
followings hold.
(1) hv is nondegenerate. Namely, each component of the critical set is a sub-
manifold and the second derivative is a nondegenerate quadric form in the
transverse direction.
(2) There exist vx ∈ gx and v′ ∈ p(h) such that v = vx + v′. The index of hv at x
is twice as many as the number of αi such that 〈dαi, vx〉 < 0.
Lemma 5.8. Let G · x be a minimal orbit. Then there exists v ∈ g such that G · x is
a critical submanifold and hv attains the minimum on G · x.
Proof. Let G · x be a minimal orbit. Let α1, . . . , αk ∈ Hom(Gx, S1) be the nonzero
weights of TxM . It follows from Lemma 5.1 (2) that the codimension of G ·x is equal
to 2k. Thus we have that α1, . . . , αk form a Z-basis of Hom(Gx, S
1); otherwise, the
action of G is not effective. We identify Hom(S1, Gx) with ker expGx ⊂ gx as before.
Let v1, . . . , vk ∈ gx be the dual basis of α1, . . . , αk. Put v := v1 + · · · + vk. Since
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〈dαi, v〉 = 1 > 0 for all i, we have that G · x is a critical submanifold and the index
of hv on G · x is 0. Therefore hv attains a local minimum on G · x. Put c := hv(x).
By Lemma 5.7, all indices of hv are even. Thus we have that h
−1
v (c) is connected.
Therefore hv attains the global minimum on G · x, as required. 
Proposition 5.9. Let Z1, . . . , ZN be minimal orbits. Each image Φ˜(Zj) of Zj by
Φ˜ : M → (g/p(h))∗ is a vertex of Φ˜(M) and Φ˜(Zi) 6= Φ˜(Zj) if i 6= j.
Proof. Let Zj be a minimal orbit. By Proposition 5.6, we have that Zj is a connected
component of the set of common critical points of hv. By Theorem 5.5 (2), we have
that Φ˜(Zj) is a point cj . By Lemma 5.8, there exists v ∈ g such that Zj is a critical
submanifold and hv attains the minimum on Zj. Let c ∈ R be the minimum value of
hv. Since
(5.2) hv(x) = 〈Φ(x), v〉 = 〈q∗ ◦ Φ˜(x) + α, v〉 = 〈Φ˜(x), q(v)〉+ 〈α, v〉
and hv attains the minimum c on Zj, we have that the half space
{y ∈ (g/p(h))∗ | 〈y, q(v)〉+ 〈α, v〉 ≥ c} ⊃ Φ˜(M)
and
{y ∈ (g/p(h))∗ | 〈y, q(v)〉+ 〈α, v〉 = c} ∩ Φ˜(M) = Φ˜(Zj).
Therefore Φ˜(Zj) is a vertex of Φ˜(M).
Let Zi be another minimal orbit. Suppose that Φ˜(Zi) = Φ˜(Zj). Then, by (5.2),
we have hv(Zi) = hv(Zj). Since h
−1
v (c) = Zj, we have Zi = Zj. It turns out that
Φ˜(Zi) 6= Φ˜(Zj) if i 6= j. The proposition is proved. 
Lemma 5.10. There exists v ∈ g that satisfies the followings.
(1) The set of critical points of hv coincides with Z = Z1 ⊔ · · · ⊔ Zl.
(2) hv(Zi) 6= hv(Zj) if i 6= j.
Proof. By Proposition 5.9, the subset
Hi,j := {v ∈ g | 〈Φ˜(Zi)− Φ˜(Zj), v〉 = 0}
is a hyperplane for 1 ≤ i < j ≤ l. By Proposition 5.6, we have that gx ⊕ p(h) = g if
and only if x ∈ Z. Since M is compact, the set {gx | x ∈M} is finite. Thus the set
A := g \
( ⋃
1≤i<j≤N
Hi,j ∪
⋃
x/∈Z
(gx ⊕ p(h))
)
is not empty. Any element v ∈ A satisfies the conditions (1) and (2), proving the
lemma. 
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6. Basic cohomology and equivariant cohomology
Let M be a smooth manifold equipped with an effective action of a compact
torus G. Let a subspace h′ ⊂ g generate a smooth foliation F on M . Namely,
H ′ := expG(h
′) acts on M local freely and each leaf of F is an H ′-orbit. Since G is
commutative, TF is a G-invariant subbundle of TM .
We denote by Ω∗(M) the DGA (differential graded algebra) that consists of all
differential forms on M . Since G acts on M smoothly, we have that Ω∗(M) is a
G-representation space. We denote by Ω∗(M)G the sub-DGA of all G-invariant dif-
ferential forms. We denote by H∗(M) the cohomology H∗(Ω∗(M)) of Ω∗(M).
Let α ∈ Ω∗(M). We say that α is basic if α satisfies that iXvα = 0 and LXvα = 0 for
all v ∈ h′, where LXvα denotes the Lie derivative of α by Xv. We denote by Ω∗B(M)
the set of all basic forms. By definition, Ω∗B(M) becomes a sub-DGA of Ω
∗(M).
Namely, the differential of a basic form is basic. Since the G-action commutes with
the H ′-action, Ω∗B(M) is a sub-representation of Ω
∗(M). We denote by Ω∗B(M)
G the
sub-DGA of all G-invariant basic forms onM . We denote by H∗B(M) the cohomology
H∗(Ω∗B(M)) of Ω
∗
B(M) and call it the basic cohomology of M for F .
Lemma 6.1. Let M,G, h′, F be as above. Then the followings hold.
(1) H∗(M) is isomorphic to H∗(Ω∗(M)G).
(2) H∗B(M) is isomorphic to H
∗(Ω∗B(M)
G).
Proof. In case when h′ = {0}, any differential form is basic. Therefore it suffices to
show Part (2).
First, we show that the inclusion Ω∗B(M)
G →֒ Ω∗B(M) induces an injective homo-
morphism H∗(Ω∗B(M)
G)→ H∗B(M)G. Let I : Ω∗B(M)→ Ω∗B(M)G be the linear map
given by
I(α) :=
∫
g∈G
g∗αdg, α ∈ Ω∗B(M),
where dg denotes the normalized Haar measure on G. Then the composition of the
inclusion Ω∗B(M)
G →֒ Ω∗B(M) with I is the identity. Thus, the composition induces
an cohomology isomorphism H∗(Ω∗B(M)
G)→ H∗(Ω∗B(M)G). Therefore the inclusion
Ω∗B(M)
G →֒ Ω∗B(M) induces an injective homomorphism H∗(Ω∗B(M)G)→ H∗B(M).
We show that the induced homomorphism H∗(Ω∗B(M)
G) → H∗B(M) is surjective.
Let [α] ∈ H∗B(M) be a cohomology class represented by a closed basic form α ∈
Ω∗B(M). Let γ1, . . . , γn be basis vectors of ker expG. Define
D :=
{
v =
n∑
i=1
aiγi | 0 ≤ ai < 1
}
.
TOWARDS TRANSVERSE TORIC GEOMETRY 19
Then the exponential map restricted to D gives a bijection expG |D : D → G. For
v ∈ D and t ∈ R, we define gt := expG(tv) ∈ G and
θg1 :=
∫ 1
0
g∗t (iXvα)dt ∈ Ω∗B(M).
We claim that dθg1 = g
∗
1α− α. Since
lim
h→0
g∗t+hα− g∗tα
h
= LXvg
∗
tα
= iXvdg
∗
tα + diXvg
∗
tα
= diXvg
∗
tα
= dg∗t iXvα,
we have
dθg1 = d
∫ 1
0
g∗t iXvαdt
=
∫ 1
0
dg∗t iXvαdt
= g∗1α− g∗0α
= g∗1α− α.
Therefore ∫
g1∈G
g∗1α− αdg =
∫
g1∈G
dθg1dg
= d
∫
g1∈G
θg1dg.
On the other hand, ∫
g1∈G
g∗1α− αdg = I(α)− α.
Therefore I(α) and α determine the same cohomology class in H∗B(M). This to-
gether with I(α) ∈ Ω∗B(M)G yields that the induced homomorphism H∗(Ω∗B(M)G)→
H∗B(M) is surjective, proving the lemma. 
The Cartan model of the equivariant de Rham complex is given by
Ω∗G(M) := (S
∗(g∗)⊗ Ω∗(M))G
where S∗(g∗) denotes the symmetric tensor algebra of g∗. The degree of elements in
g∗ is 2 and the degree of an element in Ω∗(M) is as usual. An element in Ω∗G(M)
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can be think of a G-equivariant Ω∗(M)-valued polynomial function on g. Since G is
abelian, we have that S∗(g∗) is a trivial G-representation. Thus we have
Ω∗G(M) := (S
∗(g∗)⊗ Ω∗(M))G
= S∗(g∗)⊗ Ω∗(M)G.
Namely, an element in Ω∗G(M) is a Ω
∗(M)G-valued polynomial function on g. The
differential dG : Ω
∗
G(M)→ Ω∗G(M) is given by
(dGα)(v) := d(α(v))− iXvα(v)
for α ∈ Ω∗G(M) and v ∈ g. The cohomology of the DGA (Ω∗G(M), dG) is called
the equivariant cohomology of M and denoted by H∗G(M). H
∗
G(M) is not only an
R-algebra but also an S∗(g∗)-algebra.
Lemma 6.2 ([14, Lemma 4.4 and Proposition 4.6]). Suppose that M is paracompact.
The followings hold.
(1) There exists a h′-valued G-invariant 1-form θ on M such that iXvθ = v for
all v ∈ h′.
(2) Let v1, . . . , vk be basis vectors of h
′. Write
θ =
k∑
i=1
θi ⊗ vi, θi ∈ Ω1(M)G.
Let W be the subspace of Ω1(M)G spanned by θ1, . . . , θk. Then we have the
decomposition
Ω∗(M)G = Ω∗B(M)
G ⊗
∧
W.
Suppose that M is paracompact and let W be as in Lemma 6.2. Then we have the
decomposition
(6.1) Ω∗G(M) = S
∗(g∗)⊗ Ω∗B(M)G ⊗
∧
W.
Since h′ ⊂ g′, we have that the inclusion induces the surjective homomorphism
S∗(g∗) → S∗(h′∗). We think of elements in S∗(h′∗)⊗ Ω∗B(M)G ⊗
∧
W as Ω∗B(M)
G ⊗∧
W -valued polynomial functions on h′. For short, we denote S∗(h′∗) ⊗ Ω∗B(M)G ⊗∧
W by Ω∗h′(M). Let
dh′ : Ω
∗
h′(M)→ Ω∗h′(M)
be the linear map given by
dh′α(u
′) = d(α(u′))− iXu′ (α(u′)), α ∈ Ωh′(M), u′ ∈ h′.
Then d′2h = 0. Let x1, . . . , xk denote the dual basis vectors of the basis vectors
v1, . . . , vk of h
′. Then dh′ is represented as
dh′β = dβ −
k∑
i=1
xi ⊗ iXviβ
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for β ∈ Ω∗B(M)G and dh′ is a homomorphism of S∗(h′∗)-algebra. We define an R-
algebra homomorphism
f : Ω∗h′(M)→ Ω∗B(M)G
given by
f(xi ⊗ 1⊗ 1) = dθi, f(1⊗ β ⊗ 1) = β, f(1⊗ 1⊗ wi) = 0
for i = 1, . . . , k and β ∈ Ω∗B(M)G.
Lemma 6.3. The map f : Ω∗h′(M)→ Ω∗B(M)G above is a DGA homomorphism.
Proof. We need to show that d ◦ f = f ◦ dh′. Let n1, . . . nk be nonnegative integers
and β ∈ Ω∗B(M)G. Then
xn11 . . . x
nk
k ⊗ β ⊗ θj1 ∧ · · · ∧ θjm ∈ S∗(h′∗)⊗ Ω∗B(M)G ⊗
∧
W.
By definition of f , we have
d ◦ f(xn11 . . . xnkk ⊗ β ⊗ θj1 ∧ · · · ∧ θjm) = d(β ∧ dθn11 ∧ · · · ∧ dθnkk )
= dβ ∧ dθn11 ∧ · · · ∧ dθnkk .
On the other hand,
dh′(x
n1
1 . . . x
nk
k ⊗ β ⊗ θj1 ∧ · · · ∧ θjm)
=xn11 . . . x
nk
k ⊗ dβ ⊗ θj1 ∧ · · · ∧ θjm
+
m∑
i=1
xn11 . . . x
nk
k ⊗ (−1)deg β+i−1β ∧ dθji ⊗ θj1 ∧ · · · ∧ θ̂ji ∧ · · · ∧ θjm
−
m∑
i=1
xji · xn11 . . . xnkk ⊗ (−1)deg β+i−1β ⊗ θj1 ∧ · · · ∧ θ̂ji ∧ · · · ∧ θjm.
(6.2)
Therefore we have
f ◦ dh′(xn11 . . . xnkk ⊗ β ⊗ θj1 ∧ · · · ∧ θjm) = dβ ∧ dθn11 ∧ · · · ∧ dθnkk .
These computations show d ◦ f = f ◦ dh′, as required. 
f is the Cartan operator. Namely, the following holds:
Theorem 6.4 ([10, Chapter 5]). f induces an isomorphism
H∗(Ω∗h′(M), dh′)→ H∗(Ω∗B(M)G, dB) ∼= H∗B(M).
As a conclusion, we have a DGA homomorphism Ω∗G(M) → Ω∗B(M)G given by
α 7→ f(α|h′). We denote by forB : H∗G(M) → H∗B(M) the induced homomorphism
and call it the basic forgetful map.
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Remark 6.5. One can construct the basic forgetful map forB : H
∗
G(M) → H∗B(M)
via the equivariant basic cohomology introduced in [9]. To prevent confusing, by
Ω∗(M,F ) we mean the basic complex Ω∗B(M) and by H
∗(M,F ) we mean the basic
cohomology H∗B(M) for a moment. Let g
′ be a complement of h′ in g. Then we have
a transverse action of g′ on the foliated manifold (M,F ). The cohomology H∗g′(M,F )
of the DGA Ω∗g′(M,F ) = (S
∗(g′∗) ⊗ Ω∗(M,F ))g′ is the g′-equivariant F -basic coho-
mology. One can see that H∗G(M) is isomorphic to H
∗
g′(M,F ) (see [9, Example 4.3]).
The basic forgetful map is the composition of the isomorphism H∗G(M) ∼= H∗g′(M,F )
with the natural map H∗g′(M,F ) → H∗(M,F ). We note that equivariant basic co-
homology has been constructed for not only abelian but also arbitrary transverse
actions. See [9] for details.
6.1. Local computations. Let G be a compact torus and G′ a subtorus of G. Let h′
be a complement of g′ in g, that is, h′ is a linear subspace of g such that g′ ⊕ h′ = g.
Let Y be a smooth manifold equipped with an action of G′. We define the right
G′-action on G× Y by
(g, y) · g′ := (gg′, g′−1 · y)
for (g, y) ∈ G× Y and g′ ∈ G. We define the left G-action on G× Y by
g˜ · (g, y) := (g˜g, y)
for (g, y) ∈ G× Y and g˜ ∈ G. Then the left G-action on G× Y descends to the left
G-action on the quotient manifold G×G′ Y . Since g = g′ ⊕ h′, we have a foliation F
on G×G′ Y whose leaves are generated by h′. We denote by Ω∗B(G×G′ Y ) the basic
complex with respect to F .
We denote
• by XLv the fundamental vector field on G×Y generated by v ∈ g with respect
to the left G-action,
• by XRv′ the fundamental vector field on G×Y generated by v′ ∈ g′ with respect
to the right G′-action,
• by XGv the fundamental vector field on G generated by v ∈ g and
• by XYv′ the fundamental vector field on Y generated by v′ ∈ g.
Let ω ∈ Ω∗(G×Y ). We say that ω is right g′-basic if iXR
v′
ω = 0 and LXR
v′
ω = 0 for all
v′ ∈ g′. We say that ω is left h′-basic if iXL
u′
ω = 0 and LXL
u′
ω = 0 for all u′ ∈ h′. Let
pG : G×Y → G and pY : G×Y → Y be the projections. Since pG and pY both have
global sections, the pull-back maps p∗G and p
∗
Y are injective. For a differential form
α ∈ Ω∗(G) and β ∈ Ω∗(Y ), we have p∗G(α) ∧ p∗Y (β) ∈ Ω∗(G × Y ) and such elements
generates Ω∗(G× Y ). Let α ∈ Ω∗(G) and β ∈ Ω∗(Y ). Then we have
iXLv (p
∗
G(α) ∧ p∗Y (β)) = p∗G(iXGv α) ∧ p∗Y (β)
for v ∈ g and
iXR
v′
(p∗G(α) ∧ p∗Y (β)) = p∗G(iXG
v′
α) ∧ p∗Y (β) + (−1)deg αp∗G(α) ∧ p∗Y (i−XY
v′
β)
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for v′ ∈ g′.
Lemma 6.6. Let G,G′, h′, Y be as above. Then there exists an isomorphism η : Ω∗B(G×G′
Y )G → Ω∗(Y )G′ such that η ◦ iXv = iXY
v′
◦ η for v = v′ + u′, v′ ∈ g′, u′ ∈ h′.
Proof. Let ω′ ∈ Ω∗B(G ×G′ Y )G. Let π : G × Y → G ×G′ Y be the quotient map.
Then the pull-back π∗(ω′) ∈ Ω∗(G×Y ) is G-invariant, right g′-basic and left h′-basic
form. Conversely, such a differential form on G×Y descends to a differential form in
Ω∗B(G×G′ Y )G. These correspondence gives an isomorphism between Ω∗B(G×G′ Y )G
and
A∗ :=
{
ω ∈ Ω∗(G× Y )G | ω is left h′-basic and right g′-basic} .
Let ω ∈ A∗. Suppose that
ω =
k∑
i=1
p∗G(αi) ∧ p∗Y (βi), αi ∈ Ω∗(G), βi ∈ Ω∗(Y ).
Since ω is G-invariant, by averaging with the G-action, we may assume that all
αi ∈ Ω∗(G) is G-invariant. Since Ω∗(G)G ∼=
∧
g∗ and the pull-back maps are injective,
we have that A∗ is isomorphic to
{ω ∈
∧
g∗ ⊗ Ω∗(Y ) | ω is left h′-basic and right g′-basic}.
But being left h′-basic implies that this DGA is isomorphic to
{ω ∈
∧
(g/h′)∗ ⊗ Ω∗(Y ) | ω is right g′-basic}.
Since g′ ⊕ h′ = g, we have
{ω ∈
∧
(g/h′)∗ ⊗ Ω∗(Y ) | ω is right g′-basic} ∼= Ω∗(Y )G′.
Thus we obtain the isomorphism η : Ω∗B(G×G′ Y )G → Ω∗(Y )G′. It follows from the
construction of η that η ◦ iXv = iXY
v′
◦ η for v = v′ + u′, v′ ∈ g′, u′ ∈ h′. The lemma is
proved. 
Lemma 6.7. Let G,G′, h′, Y be as above. We think of S∗((g/h′)∗) as a subalgebra of
S∗(g∗) via the dual of the quotient map g → g/h′. We identify g′∗ with (g/h′)∗ via
the decomposition g = g′ ⊕ h′. Then the followings hold.
(1) H∗B(G×G′ Y ) is isomorphic to H∗(Y ) as R-algebras.
(2) H∗G(G×G′ Y ) is isomorphic to H∗G′(Y ) as S∗((g/h′)∗)-algebras.
Proof. Part (1) follows from Lemmas 6.1 and 6.6 immediately.
We show Part (2). Let π : G ×G′ Y → G/G′ be the projection induced by the
first projection G × Y → G. π is a G-equivariant map. Since H ′ acts on G/G′
transitively and local freely, there exists a h′-valued G-invariant 1-form θ on G/G′
such that iX′vθ = v for all v ∈ h′, where X ′v denotes the fundamental vector field on
G/G′ generated by v. Since π is G-equivariant, we have that the pull-back π∗θ is a h′-
valued G-invariant 1-form on G×G′ Y such that iXvπ∗θ = v. Thus we have a Cartan
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operator f : S∗(g′)⊗Ω∗h′(G×G′Y )→ S∗(g′)⊗Ω∗B(G×G′Y ) that induces a cohomology
isomorphism. By Lemma 6.6 and facts Ω∗G(G ×G′ Y ) = S∗(g′∗) ⊗ Ω∗h′(G×G′ Y ) and
Ω∗G′(Y ) = S(g
′∗) ⊗ Ω∗(Y )G′, we have that H∗G(G×G′ Y ) is isomorphic to H∗G′(Y ) as
S∗((g/h′)∗)-algebras, as required. 
6.2. Global computations. Until the end of this subsection, let (M,G, y) ∈ C1.
Let F be the canonical foliation on M . Let (∆, h, G) = F1(M,G, y) ∈ C2. We denote
by p : gC → g the projection, h′ := p(h) and q : g → g/h′ the quotient map. We
assume that q(∆) is polytopal. In particular, M admits a transverse Ka¨hler form
with respect to F .
By Theorem 5.5, there exist a G-invariant transverse Ka¨hler form ω and a smooth
function hv : M → R such that dhv = −iXvω for any v ∈ g. By Proposition 5.6 and
Lemma 5.10, there exists v ∈ g such that the set of critical points of hv coincides
with the union Z of minimal orbits of M . Let Z1, . . . , Zl be the minimal orbits of M .
By renumbering them if necessary, we may assume that
hv(Z1) < hv(Z2) < · · · < hv(Zl).
Throughout this subsection, we fix such v ∈ g.
By Proposition 5.4, there uniquely exists a GM -invariant open neighborhood Uj of
Zj that is G
M -equivariantly biholomorphic to
GM ×GCj
k⊕
i=1
Cαj,i
where Gj denotes the isotropy subgroup of G at a point x in Zj and αj,1, . . . , αj,k ∈
Hom(GCj ,C
∗) are the weights of the GCj -representation TxM/TxZj. We define
U∗j :=
{
∅ for j = 1,⋃j−1
i=1 Ui ∩ Uj for j = 2, . . . , l.
Let J be the complex structure on M . We denote by γt the partial flow of JXv.
For x ∈ M , consider the set
Wx :=
⋂
t0∈R
{γt(x) | t ≥ t0}.
Lemma 6.8. For any x ∈ M , the set Wx is a nonempty subset of a minimal orbit
in M .
Proof. Let (ti)i=1,... be a monotonic increasing sequence of real numbers diverges to
∞. Since M is compact, the sequence (γti(x))i=1,... has a subsequence that converges
to a point in M . This shows that Wx is not empty.
Let f : M → R be a function defined by f = ω(Xv, JXv). Since
LJXvhv = iJXvdhv = iJXv(−iXvω) = ω(−Xv, JXv) ≤ 0,
TOWARDS TRANSVERSE TORIC GEOMETRY 25
the function R → R given by t 7→ hv(γt(x)) is monotone decreasing. Since M is
compact, we have that hv is bounded. Therefore we have
lim
t→∞
d
dt
hv(γt(x)) = 0.
Suppose that the sequence (γti(x))i=1,... converges to a point x0 ∈ M . Since f is
continuous, we have limi→∞ f(γti(x)) = f(x0). On the other hand, we have
lim
i→∞
f(γti(x)) = lim
t→∞
f(γt(x)) = lim
t→∞
d
dt
hv(γt(x)) = 0.
Therefore we have f(x0) = 0. Since f(x
′) = 0 if and only if (Xv)x′ ∈ Tx′F for x′ ∈ M ,
we have x0 ∈ Zj for some j. On the other hand, limt→∞ hv(γt(x)) = hv(x0) = hv(Zj).
Since limt→∞ hv(γt(x)) does not depend on the sequence (γti(x))i=1,... and hv(Zi) 6=
hv(Zj) if i 6= j, we have Wx ⊂ Zj. The lemma is proved. 
Lemma 6.9. Let x ∈M . For j = 1, . . . , l, the followings hold.
(1) If Wx ⊂ Zj, then x ∈ Uj.
(2) If x ∈ Uj, then Wx ⊂
⋃
i≤j Zi.
Proof. Suppose that Wx ⊂ Zj. Since Uj is a neighborhood of Zj , we have that there
exists t ∈ R such that γt(x) ∈ Uj. Since Uj is GM -invariant, we have x ∈ Uj , proving
(1).
Suppose that j = l. Since Z = Z1⊔ · · ·⊔Zl, we have Wx ⊂
⋃
i≤j Zi by Lemma 6.8.
For j = 1, . . . , l − 1, we define
Vj := {x′ ∈ Uj | |hv(x′)− hv(Zj)| < hv(Zj+1)− hv(Zj)}.
Vj is an open neighborhood of Zj . Since Vj ⊂ Uj and Uj is the minimal GM -invariant
neighborhood of Zj, we have
Uj =
⋃
g∈GM
g · Vj.
Suppose that x ∈ Uj. Then we have that there exists g ∈ GM such that g · x ∈ Vj.
Thus we have |hv(g · x) − hv(Zj)| < hv(Zj+1) − hv(Zj). In particular, we have
hv(g · x) < hv(Zj+1). Since γt is GM -equivariant, we have g ·Wx = Wg·x. Since each
minimal orbit is GM -invariant, we have that Wx and g ·Wx is contained in the same
minimal orbit. Therefore we have
hv(Wx) = lim
t→∞
hv(γt(x)) = lim
t→∞
hv(γt(g · x)) ≤ hv(g · x) < hv(Zj+1)
because t 7→ hv(γt(x)) is monotone decreasing. It turns out that Wx ⊂
⋃
i≤j Zi,
proving (2). 
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Lemma 6.10. Let vj ∈ gj and v′ ∈ h′ such that v = vj + v′. Then, U∗j is GM -
equivariantly biholomorphic to GM ×GCj Yj, where
Yj =
⊕
〈dαj,i,vj〉≤0
Cαj ,i ×
 ⊕
〈dαj,i,vj〉>0
Cαj,i
 \ {0}
 ⊂ k⊕
i=1
Cαj,i .
Proof. Let x ∈ Uj . By Lemma 6.9 (2), we have Wx ⊂
⋃
i≤j Zi. If Wx ⊂
⋃
i<j Zi, then
x ∈ ⋃i<j Ui by Lemma 6.9 (1). Therefore we have
U∗j = Uj \ {x ∈ Uj |Wx ⊂ Zj}.
Let φ : Uj → GM×GCj
⊕k
i=1Cαj,i be a G
M -equivariant biholomoprhism. Suppose that
[g, w1, . . . , wk] = φ(x). Then we have
φ(γt(x)) = [expGM (tJv)g, w1, . . . , wk]
= [expGM (tJv
′)g, et〈dαj,1,vj〉w1, . . . , et〈dαj,k ,vj〉wk].
Since φ(Zj) is represented as {[g, w1, . . . , wk] | w1 = · · · = wk = 0}, we have that
Wx ⊂ Zj if and only if et〈dαj,1 ,vj〉w1, . . . , et〈dαj,k ,vj〉wk converge to 0 as t reaches ∞.
It turns out that Wx ⊂ Zj if and only if wi = 0 for 〈dαj,i, vj〉 > 0, proving the
lemma. 
Now we are in a position to compute the basic betti numbers. A similar result can
be found in [2, Theorem 3.1] for certain LVMB manifolds.
Proposition 6.11. The followings hold.
(1) HoddB
(⋃
i≤j Ui
)
= 0 for all j = 1, . . . , l.
(2) dimH2dB (M) coincides with the number of critical submanifolds whose co-index
is 2d, where co-index is defined to be the index of −hv.
Remark 6.12. (1) By the Poincare´ duality of the basic cohomology and Proposi-
tion 6.11 (2), we have that the number of critical submanifolds whose co-index
is 2d coincides with the number of critical submanifolds whose index is 2d.
(2) The basic cohomologies of critical submanifolds Z1, . . . , Zl of hv are trivial.
Proposition 6.11 means that the basic Morse-Bott function hv is perfect.
(3) In case when closed leaves of F are Z1, . . . , Zl only, we can apply [9, Theorem
6.4] to (M,F ) and we obtain Proposition 6.11 (2) immediately. However, not
every M satisfies this condition.
(4) Proposition 6.11 follows from the Morse inequality for the basic cohomology
shown in [1] immediately. We will give an elementary proof of Proposition
6.11 below by using Mayer-Vietoris.
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Proof of Proposition 6.11. By Mayer-Vietoris, we have a long exact sequence
· · · → HqB
(⋃
i≤j
Ui
)
→ HqB
( ⋃
i≤j−1
Ui
)
⊕HqB (Uj)→ HqB(U∗j )→ · · · .
By Lemma 6.7, we have HqB(Uj) = 0 and
Hq−1B (U
∗
j )→ HqB
(⋃
i≤j
Ui
)
→ HqB
(⋃
i<j
Ui
)
→ HqB(U∗j )
is exact for q ≥ 1. By Lemmas 6.7 and 6.10, we have
HqB(U
∗
j )
∼=
{
R if q = 0 or the co-index of Zj is q + 1,
0 otherwise.
Thus we have HqB
(⋃
i≤j Ui
) ∼= HqB (⋃i≤j−1 Ui) unless q and q+1 are not the co-index
on Zj. If q is the co-index of Zj , then we have an exact sequence
(6.3) Hq−1
( ⋃
i≤j−1
Ui
)
→ R→ Hq
(⋃
i≤j
Ui
)
→ Hq
( ⋃
i≤j−1
Ui
)
→ 0.
We show that Hodd
(⋃
i≤j Ui
)
= 0 by induction on j. If j = 1, then H2d−1(U1) = 0
for any d ∈ N. Suppose that Hodd
(⋃
i≤j−1Ui
)
= 0. Since H2d−1B
(⋃
i≤j Ui
) ∼=
H2d−1B
(⋃
i≤j−1Ui
)
unless 2d− 1 and 2d are not the co-index on Zj and all co-indices
are even, we have H2d−1
(⋃
i≤j Ui
)
= 0 for d ∈ N except the case when 2d is the
co-index on Zj. If 2d is the co-index on Zj, by (6.3) and induction hypothesis we
have H2d−1
(⋃
i≤j Ui
)
= 0, showing (1).
By (6.3), we have a short exact sequence
0→ R→ H2d
(⋃
i≤j
Ui
)
→ H2d
( ⋃
i≤j−1
Ui
)
→ 0.
if 2d is the co-index of Zj. Therefore we have that dimH
2d
B (M) coincides with the
number of critical submanifolds whose co-index is 2d, showing (2). 
Let g′ ⊂ g be a complement of h′ in g. Then the decomposition g = g′ ⊕ h′
induces a decomposition S∗(g∗) = S∗(g′∗) ⊗ S∗(h′∗). This allows us to think of
elements in Ω∗G(M) as Ω
∗
h′(M)-valued polynomial functions on g
′. Namely, we have
the decomposition Ω∗G(M) = S
∗(g′∗)⊗ Ω∗h′(M). This gives us to define the following
double complex structure. For p, q ∈ Z, we set
Cp,q := Sp(g′∗)⊗ Ωq−ph′ (M)
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so that Ω∗G(M) =
⊕
p,q∈ZC
p,q. Define d : Cp,q → Cp,q+1 by d := 1⊗dh′ and δ : Cp,q →
Cp+1,q by
((δα)(v′))(u′) = −iXv′+u′ ((α(v′))(u′))
for α ∈ Ω∗G(M) and v′ ∈ g′ and u′ ∈ h′. Here, α is regarded as an Ω∗h′(M)-valued
polynomial functions on g′. Then we have dG = d+ δ and d2 = δ2 = dδ + δd = 0.
Proposition 6.13. The E1 term of the spectral sequence of the double complex
(
⊕
Cp,q, d, δ) is
E1 = S
∗(g′∗)⊗H∗(Ω∗h′(M), dh′).
More explicitly,
Ep,q1 = S
p(g′∗)⊗Hq−p(Ω∗h′(M), dh′).
Proof. This follows from the definition of d immediately. 
Proposition 6.14. The spectral sequence of the double complex (
⊕
Cp,q, d, δ) col-
lapses at the E1 term.
Proof. By Theorem 6.4, we have that H∗(Ω∗h′(M), dh′) is isomorphic to H
∗
B(M). By
Proposition 6.11, we have HoddB (M) = 0. It turns out that E
p,q
1 = 0 when p + q is
odd. Therefore the spectral sequence of (
⊕
Cp,q, d, δ) collapses at the E1 term. 
As a conclusion, we have the following:
Theorem 6.15. H∗G(M) is isomorphic to S
∗(g′∗)⊗H∗(Ω∗h′(M), dh′) as S∗(g′∗)-modules.
Remark 6.16. The assertion of Theorem 6.15 is equivalent to that the transverse
action of g′ on (M,F ) is equivariantly formal in the sense of [9].
Theorem 6.15 yields that the DGA homomorphism Ω∗G(M) → Ω∗h′(M) given by
α 7→ α(0) induces a surjective homomorphism H∗G(M) → H∗(Ω∗h′(M), dh′) and its
kernel is the ideal generated by elements in S2(g′∗) = g′∗. Since the Cartan op-
erator f : Ω∗h′(M) → Ω∗B(M) given as Lemma 6.3 above induces an isomorphism
H∗(Ω∗h′(M), dh′)→ H∗B(M), we have the following.
Theorem 6.17. We think of elements in Ω∗G(M) as Ω
∗(M)G-valued polynomial func-
tions on g. Then, the map Ω∗G(M)→ Ω∗B(M) given by
α 7→ f(α|h′) for α ∈ Ω∗G(M)
induces a surjective homomorphism forB : H
∗
G(M) → H∗B(M). The kernel of forB is
generated by elements in q∗((g/h′)∗) ⊂ g∗ = S2(g∗).
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6.3. Localization to minimal orbits. We use the same notations as the last sub-
section.
Proposition 6.18. Let ιj :
⋃
i≤j Zi →
⋃
i≤j Ui be the inclusion. Then the induced
homomorphism
ι∗j : H
∗
G
(⋃
i≤j
Ui
)
→ H∗G
(⋃
i≤j
Zi
)
=
⊕
i≤j
H∗G(Zi)
is injective.
Proof. It is obvious that H0G
(⋃
i≤j Ui
)
→ H0G
(⋃
i≤j Zi
)
is injective. Let q > 0.
Induction on j. By Proposition 5.4 and Lemma 6.7, we have HqG(U1)
∼= HqG(Z1).
Suppose that the proposition holds for j − 1. By Mayer-Vietoris sequences of equi-
variant cohomologies, we have a commutative diagram
Hq−1G (U
∗
j )
//

HqG(
⋃
i≤j Ui) //
ι∗j

HqG(
⋃
i≤j−1Ui)⊕HqG(Uj) //

HqG(U
∗
j )

Hq−1G (∅) // HqG(
⋃
i≤j Zi) // H
q
G(
⋃
i≤j−1Zj)⊕HqG(Zj) // HqG(∅)
whose horizontal lines are exact. Since q > 0, we have that Hq−1G (∅) and HqG(∅)
vanish. Thus it is enough to show that HoddG (
⋃
i≤j Ui) = 0 and H
odd
G (U
∗
j ) = 0. By
Lemmas 6.7, 6.10 and [5, Corollary 2.18], we have HoddG (U
∗
j ) = 0. We show that
HoddG (
⋃
i≤j Ui) = 0 by induction on j. Since H
∗
G(U1)
∼= H∗G(Z1) ∼= S∗((g/h′)∗), we
have HoddG (U1) = 0. Suppose that H
2d+1
G (
⋃
i≤j−1Ui) = 0 for all nonnegative integer
d. By Mayer-Vietoris, we have an exact sequence
(6.4) H2dG
( ⋃
i≤j−1
Ui
)
⊕H2dG (Uj)→ H2dG (U∗j )→ H2d+1G
(⋃
i≤j
Ui
)
→ 0.
Since the inclusion U∗j → Uj induces a surjective map H∗G(Uj) → H∗G(U∗j ), we have
that the first arrow H2dG
(⋃
i≤j−1Ui
)
⊕ H2dG (Uj) → H2dG (U∗j ) in (6.4) is surjective.
Therefore we have that the second arrow H2dG (U
∗
j ) → H2d+1G
(⋃
i≤j Ui
)
in (6.4) is 0.
Therefore H2d+1G
(⋃
i≤j Ui
)
= 0, as required. 
Corollary 6.19. Let ι : Z → M be the inclusion. Then the induced homomorphism
ι∗ : H∗G(M)→ H∗G(Z) is injective.
Proof. It follows from Proposition 6.18 immediately. 
We shall see the degree 2 part of ι∗ for later use. Since
Ω2G(M) = S
0(g∗)⊗ Ω2(M)G ⊕ S2(g∗)⊗ Ω0(M)G
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and S2(g∗) = g∗, we have that every element in Ω2G(M) can be written as 1⊗β+Ψ for
some β ∈ Ω2(M)G and G-invariant smooth map Ψ: M → g∗. Let Zj be a connected
component of Z and κj : Zj →M the inclusion.
Lemma 6.20. Let 1⊗ β +Ψ ∈ Ω2G(M). If β is basic with respect to F , then Ψ|Zj is
constant and
κ∗j(1⊗ β +Ψ) = Ψ(Zj)⊗ 1.
Proof. Since Zj is a connected component of Z, we have that Zj is a minimal orbit
by Proposition 5.6. Thus β|Zj = 0 and Ψ|Zj is constant. 
7. The Danilov-Jurkiewicz type formula
Let (M,G, y) ∈ C1. Let F be the canonical foliation of M . Let (∆, h, G) =
F1(M,G, y) ∈ C2. As before, we denote by p : gC → g the projection and by q : g→
g/p(h) the quotient map. Let (V˜ , Γ˜, ∆˜, λ˜) = F˜1(M,G, y) ∈ C˜2. The purpose of
this subsection is to describe the basic cohomology H∗B(M) explicitly in terms of the
corresponding marked fan (V˜ , Γ˜, ∆˜, λ˜).
Suppose that ∆ hasm 1-cones ρ1, . . . , ρm. LetK be the abstract simplicial complex
given by
K := {{i1, . . . , ik} ⊂ {1, . . . , m} | ρi1 + · · ·+ ρik ∈ ∆}.
K is the underlying simplicial complex of ∆. Let λ(ρi) be the primitive generator of
ρi for i = 1, . . . , m. We take a positive integer N ∈ N and a linear map ϕ : RN → g
such that ϕ(ei) = λ(ρi) for i = 1, . . . , m, where ei denotes the standard basis vector
of RN , ϕ(ZN ) = ker expG and dim kerϕ is even. These assumptions imply that
ϕ : RN → g induces a surjective homomorphism α : RN/ZN → G whose kernel is an
even dimensional subtorus. Put g0 = R
N and G0 = R
N/ZN . The collection of cones
∆0 := {R≥0ei1 + · · ·+ R≥0eik | {i1, . . . , ik} ∈ K}
is a nonsingular fan in g0 with respect to the lattice ker expG0 = Z
N . K is also the
underlying simplicial complex of ∆0. Let v1, . . . , vl be C-basis vectors of h. Then,
p(v1), . . . , p(vl), p(−
√−1v1), . . . , p(−
√−1vl) are R-basis vectors of p(h). Since ϕ is
surjective, there exist bj , b
′
j ∈ g0 such that ϕ(bj) = p(vj), ϕ(b′j) = p(−
√−1vj) for
j = 1, . . . , l. Let c1, . . . , cl′, c
′
1, . . . , c
′
l′ be R-basis vectors of kerϕ. Let h0 be the C-
subspace of CN spanned by b1+
√−1b′1, . . . , bl+
√−1b′l, c1+
√−1c′1, . . . , cl′+
√−1c′l′.
Then by definition, we have (∆0, h0, G0) ∈ C2 and α ∈ HomC2((∆0, h0, G0), (∆, h, G)).
Let (M0, G0, y0) = F2(∆0, h0, G0).
Lemma 7.1. There exists f : M0 → M satisfying the followings.
(0) (f, α) ∈ HomC1((M0, G0, y0), (M,G, y)).
(1) kerα is connected.
(2) f : M0 → M is a principal kerα-bundle.
In particular, (M,G, y) and (M0, G0, y0) are equivalent, see Definition 3.1.
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Proof. It follows from Theorem 3.3 and the definition of (∆0, h0, G0) immediately. 
M0 is the quotient space X(∆0)/H0 of the toric variety X(∆0) by the action of
H0 = expGC0 (h0). By definition of ∆0, the toric variety X(∆0) is the complement of
the coordinate subspace arrangement
X(∆0) = C
N \
⋃
I /∈K
LI ,
where
LI = {(z1, . . . , zN) ∈ CN | zi = 0 for all i ∈ I}.
The action of G0 = (S
1)N on CN is given by coordinatewise multiplication. Let
x1, . . . , xN be the dual basis vectors of e1, . . . , eN ∈ g0. Then
H∗G0(C
N) ∼= S∗(g∗0) = R[x1, . . . , xN ].
By [5, Corollary 2.18] and [6, Theorem 4.8 and Remark 4.10], we have that the inclu-
sion X(∆0)→ CN induces a surjective homomorphism R[x1, . . . , xN ]→ H∗G0(X(∆0))
and the kernel I is the Stanley-Reisner ideal I = 〈xi1 . . . xik | {i1, . . . , ik} /∈ K〉. In
particular, H∗G0(X(∆0))
∼= R[x1, . . . , xN ]/I.
Since H0 is contractible and the action of H0 on X(∆0) is free, we have H
∗
G0
(M0) ∼=
H∗G0(X(∆0)). To describe H
∗
B(M0), we shall see the image of (g0/p0(h0))
∗ by the dual
of the quotient map q0 : g0 → g0/p0(h0), where p0 : gC0 → g0 denotes the projection.
Let x˜ ∈ (g0/p0(h0))∗. Then
(7.1) q∗0(x˜) =
N∑
i=1
〈q∗0(x˜), ei〉xi =
N∑
i=1
〈x˜, q0(ei)〉xi.
Proposition 7.2. Let (M0, G0, y0) ∈ C1 be as above. Let (V˜0, Γ˜0, ∆˜0, λ˜0) = F˜1(M0, G0, y0) ∈
C˜2 be the corresponding marked fan. Let ρ˜1, . . . , ρ˜m be 1-cones of ∆˜0. Suppose that
M0 is transverse Ka¨hler with respect to the canonical foliation F0 on M0. Then we
have an isomorphism
H∗B(M0) ∼= R[x1, . . . , xm]/I ′ + J ′,
where the degree of xi is 2 for i = 1, . . . , m, I ′ is the Stanley-Reisner ideal of the
underlying simplicial complex of ∆˜0, that is,
I ′ = 〈xi1 . . . xik | ρ˜i1 + · · ·+ ρ˜ik /∈ ∆˜0〉
and
J ′ =
〈
m∑
i=1
〈
x˜, λ˜0(ρ˜i)
〉
xi | x˜ ∈ V˜ ∗0
〉
.
Proof. By Theorem 6.17, there exists a surjective homomorphism
forB : H
∗
G(M0)
∼= R[x1, . . . , xN ]/I → H∗B(M0)
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whose kernel is generated by elements in the image of (g0/p0(h0))
∗ by the dual of the
quotient map q0 : g0 → g0/p0(h0), where I denotes the Stanley-Reisner ideal. By
(7.1), we have that ker forB is the image of the ideal
J =
〈
N∑
i=1
〈x˜, q0(ei)〉 xi | x˜ ∈ V˜ ∗0
〉
.
By renumbering, we may assume that ρ˜i = q0(R≥0ei) for i = 1, . . . , m without
loss of generality. Then, the underlying simplicial complex K of ∆ is also the one
of ∆˜0. More precisely, {i1, . . . , ik} ∈ K if and only if 1 ≤ ij ≤ m for all j and
ρ˜i1+· · ·+ρ˜ik ∈ ∆˜0. Since singletons {m+1}, . . . , {N} /∈ K, we have xm+1, . . . , xN ∈ I.
The images of I and J by the quotient map
R[x1, . . . , xN ]→ R[x1, . . . , xN ]/〈xm+1, . . . , xN〉 = R[x1, . . . , xm]
are nothing but I ′ and J ′, respectively. The proposition is proved. 
The following formula is well known as the theorem of Danilov and Jurkiewicz in
case of complete nonsingular toric varieties.
Theorem 7.3. Let (M,G, y) ∈ C1. Let (V˜ , Γ˜, ∆˜, λ˜) = F˜1(M,G, y) ∈ C˜2. Let
ρ˜1, . . . , ρ˜m be 1-cones of ∆˜. Suppose that M is transverse Ka¨hler with respect to
the canonical foliation F on M . Then we have an isomorphism
H∗B(M) ∼= R[x1, . . . , xm]/I ′ + J ′,
where I ′ is the Stanley-Reisner ideal of the underlying simplicial complex of ∆˜, that
is,
I ′ = 〈xi1 . . . xik | ρ˜i1 + · · ·+ ρ˜ik /∈ ∆˜〉
and
J ′ =
〈
m∑
i=1
〈
x˜, λ˜(ρ˜i)
〉
xi | x˜ ∈ V˜ ∗
〉
.
Proof. Let (M0, G0, y0) ∈ C1 be as above. By Lemma 7.1, we have that (M,G, y) and
(M0, G0, y0) are equivalent. Let F and F0 be the canonical foliations on M and M0,
respectively. By Theorem 3.4, we have that (M,F ) and (M0, F0) are transversally
equivalent. Thus we have an isomorphism H∗B(M0)→ H∗B(M).
It follows from Theorem 4.3 that F˜1(M,G, y) and F˜1(M0, G0, y0) are isomorphic.
This together with Proposition 7.2 yields that H∗B(M0) and H
∗
B(M) have the same
description. 
Corollary 7.4. Let (M,G, y) ∈ C1. Let F be the canonical foliation on M . Suppose
that M is transverse Ka¨hler with respect to F . Then, the basic cohomology algebra
H∗B(M) is generated by degree 2 elements.
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8. Basic Dolbeault cohomology
Let (M,G, y) ∈ C1. Let F be the canonical foliation on M . The canonical foliation
F on a compact connected complex manifold M is homologically orientable (see
[14, Proposition 4.8]). Suppose that M is transverse Ka¨hler with respect to F . Then
we have the Hodge decomposition
HrB(M)⊗ C =
⊕
p+q=r
Hp,qB (M)
(see [7] for detail). The purpose of this section is to show the following.
Theorem 8.1. Let (M,G, y) ∈ C1. Let F be the canonical foliation on M . Suppose
that M is transverse Ka¨hler with respect to F . Then,
Hp,qB (M) =
{
0 if p 6= q,
H2pB (M)⊗ C if p = q.
Remark 8.2. (1) Theorem 8.1 can be proved by applying [8, Theorem 7.5] with
a small modification. We will show Theorem 8.1 by a totally different ar-
gument. We will show that H∗B(M) is generated by transverse Ka¨hler forms
with respect to F . Remark that a transverse Ka¨hler form is a closed positive
(1, 1)-form and basic with respect to F .
(2) For toric Sasaki manifolds, a result similar to Theorem 8.1 has been shown,
see [8, Corollary 8.4].
We use the same notation as Section 7. Let (M0, G0, y0) ∈ C1 and (∆0, h0, G0) ∈ C2
be as in Section 7. We assume that M0 admits a transverse Ka¨hler form with respect
to the canonical foliation F0 ofM0. Let (V˜0, Γ˜0, ∆˜0, λ˜0) = F˜1(M0, G0, y0) ∈ C˜2. As be-
fore, we denote by p0 : g
C
0 → g0 the projection and by q0 : g0 → g0/p0(h0) the quotient
map. ∆0 has m 1-cones ρ1 = R≥0e1, . . . , ρm = R≥0em, where e1, . . . , em, em+1, . . . , eN
denote the standard basis vectors of RN = g0. Thus ∆˜0 = q0(∆0) has m 1-cones
ρ˜1 = q0(ρ1), . . . , ρ˜m = q0(ρm). Then we have λ˜0(ρ˜i) = q0(ei). For short, we put
µi := q0(ei) for i = 1, . . . , N . For b ∈ R, we define
Hi,b := {x˜ ∈ V˜ ∗0 | 〈x˜, µi〉 ≥ b}.
If µi 6= 0, then Hi,b is a half space whose inner normal vector is µi. If µi = 0, then
Hi,b =
{
V˜ ∗0 if b ≤ 0,
∅ if b > 0.
It follows from Theorem 5.5 that ∆˜0 is polytopal. Let P ⊂ V˜0 = g0/p0(h0) be an
inner normal polytope of ∆0. Then there uniquely exist b1, . . . , bm ∈ R such that
P =
⋂m
i=1Hi,bi.
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Let ǫ > 0. We take bm+1, . . . , bN ∈ R so that P ⊂ Hj,bj+ǫ ⊂ Hj,bj for j =
m+ 1, . . . , N . Then we have an embedding Ψ: P → g∗0 = (RN)∗ given by
(8.1) Ψ(x˜) =
N∑
i=1
(〈x˜, µi〉 − bi)xi for x˜ ∈ P ,
where x1, . . . , xN denote the dual basis vectors of e1, . . . , eN . In other words, Ψ =
q∗0−
∑N
i=1 bixi. By definition of b1, . . . , bN , the coefficients 〈x˜, µi〉−bi are nonnegative.
Let h′0 := p0(h0), H
′
0 := expG0(h
′
0) and r0 : h
′
0 → g0 the inclusion. Then we have that
r∗0 ◦Ψ: V˜ ∗ → h′0∗ is constant and r∗0 ◦Ψ(x˜) = −
∑N
i=1 bir
∗
0(xi). Let ωst be the Ka¨hler
form on CN given by
ωst = −
√−1
2π
N∑
i=1
dzi ∧ dzi.
Then, a moment map Φst : C
N → g∗0 = (RN)∗ is given by
Φst(z) =
N∑
i=1
|zi|2xi for z = (z1, . . . , zN) ∈ CN .
A moment map Φ
H′0
st : C
N → h′0∗ with respect to the action restricted to H ′0 is given
by composing Φst with the surjective map r
∗
0 : g
∗
0 → h′∗0 induced by the inclusion
r0 : h
′
0 → g0.
For short, we denote
Zb1,...,bN := (ΦH
′
0
st )
−1
(
r∗0
(
−
N∑
i=1
bixi
))
.
Lemma 8.3. The followings hold.
(1) Φst(Zb1,...,bN ) = Ψ(P ).
(2) Zb1,...,bN is compact.
(3) The element r∗0(−
∑N
i=1 bixi) is a regular value of Φ
H′0
st .
In particular, Zb1,...,bN is a compact smooth manifold equipped with an action of G0.
Proof. Let (z1, . . . , zN ) ∈ CN be a point in Zb1,...,bN . Let e′1, . . . , e′k be basis vectors of
h′0. Since
〈ΦH′st (z1, . . . , zN), e′j〉 = 〈Φst(z1, . . . , zN), r0(e′j)〉,
we have
(8.2)
N∑
i=1
(|zi|2 + bi)〈xi, e′j〉 = 0
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for all j = 1, . . . , k. It follows from (8.2) that the element
∑N
i=1(|zi|2 + bi)xi ∈ ker r∗0.
Thus there uniquely exists x˜ ∈ V˜ ∗0 such that
q∗0(x˜) =
N∑
i=1
(|zi|2 + bi)xi.
By pairing with ei, we have
(8.3) 〈x˜, µi〉 = |zi|2 + bi
for all i = 1, . . . , N . Thus we have 〈x˜, µi〉 ≥ bi for all i. It turns out that x˜ ∈ P .
Conversely, if x˜ ∈ P , then we have that
(
√
〈x˜, µ1〉 − b1, . . . ,
√
〈x˜, µN〉 − bN ) ∈ Zb1,...,bN .
Thus we have Φst(Zb1,...,bN ) = Ψ(P ), where Ψ: P → (RN )∗ is the embedding given
by (8.1). Thus Zb1,...,bN is a bounded subset of CN . Since Zb1,...,bN is closed, we have
that Zb1,...,bN is compact, proving Part (1) and Part (2).
Now we show Part (3). Let ξi and ηi be the real and imaginary part of zi, respec-
tively. By (8.2), it is enough to show that the matrix
(8.4)
2ξ1〈x1, e′1〉 2η1〈x1, e′1〉 · · · 2ξN〈xN , e′1〉 2ηN〈xN , e′1〉... ... ... ...
2ξ1〈x1, e′k〉 2η1〈x1, e′k〉 · · · 2ξN〈xN , e′k〉 2ηN〈xN , e′k〉

has rank k for some basis vectors e′1, . . . , e
′
k. Since P is a normal polytope of the
simplicial fan ∆˜0, we have that P is a simple polytope of dimension N − k. We
denote by Fi the facet of P given by
Fi := P ∩ {x˜ ∈ V˜ ∗0 | 〈x˜, µi〉 = bi}
for i = 1, . . . , m. Define
Ix˜ := {i ∈ {1, . . . , m} | x˜ ∈ Fi}.
Since P is simple, we have |Ix˜| ≤ N − k. By renumbering, we may assume that
Ix˜ = {1, . . . , N − k′} for some k′ ≥ k and F1 ∩ · · · ∩ FN−k′ ∩ FN−k′+1 · · · ∩ FN−k 6= ∅
without loss of generality. Then we have |zj |2 > 0 for j = N − k′+1, . . . , N by (8.3).
In particular, either ξj or ηj are nonzero for j = N−k+1, . . . , N . Thus, if the matrix
(8.5)
〈xN−k+1, e′1〉 . . . 〈xN , e′1〉... . . . ...
〈xN−k+1, e′k〉 . . . 〈xN , e′k〉

is full-rank for some basis vectors e′1, . . . , e
′
k, then the matrix (8.4) has rank k. Since
F1 ∩ · · · ∩ FN−k′ ∩ FN−k′+1 · · · ∩ FN−k 6= ∅, we have that µ1 = q0(e1), . . . , µN−k =
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q0(eN−k) are basis vectors of V˜0. Let x˜1, . . . , x˜N−k ∈ V˜ ∗0 be the dual basis vectors of
µ1, . . . , µN−k. Then
(8.6) q∗0(x˜i) =
N∑
j=1
〈q∗0(x˜i), ej〉xj = xi +
N∑
j=N−k+1
〈q∗0(x˜i), ej〉xj
for i = 1, . . . , N − k. We claim that r∗0(xN−k+1), . . . , r∗0(xN) are linearly independent.
Suppose that
N∑
j=N−k+1
cjr
∗
0(xj) = 0, cj ∈ R.
Then
∑N
j=N−k+1 cjxj ∈ ker r∗0. Therefore
∑N
j=N−k+1 cjxj is a linear combination of
q∗0(x˜1), . . . , q
∗
0(x˜N−k). By (8.6), we have
∑N
j=N−k+1 cjxj = 0. Thus we have cj = 0
for all j = N − k + 1, . . . , N . Thus r∗0(xN−k+1), . . . , r∗0(xN) are linearly independent.
By dimensional reason, we have that r∗0(xN−k+1), . . . , r
∗
0(xN) form a basis of h
′
0
∗. If
e′1, . . . , e
′
k are the dual basis vectors of r
∗
0(xN−k+1), . . . , r
∗
0(xN ), then the matrix (8.5)
is the identity matrix, proving Part (3). The lemma is proved. 
Lemma 8.4. Let z ∈ Zb1,...,bN . The followings hold.
(1) The H0-orbit H0 · z ⊂ CN through z intersect with Zb1,...,bN at z transversely.
(2) Zb1,...,bN ∩H0 · z = {z}.
Proof. For v ∈ g0, we denote by hv : CN → R the function given by hv(z) = 〈Φst(z), v〉
for z ∈ CN . Let z ∈ Zb1,...,bN . By definition of Zb1,...,bN , we have
TzZb1,...,bN = {Y ∈ TzCN | dhv(Y ) = 0 for all v ∈ h′0}
= {Y ∈ TzCN | ωst(Xv, Y ) = 0 for all v ∈ h′0}.
Let u+
√−1v ∈ h0, where u, v ∈ h′0. Then, we have
ωst(Xv, Xu+
√−1v) = ωst(Xv, JXv) ≥ 0
and the equality holds if and only if v = 0. Since the restriction of p0 : g
C
0 → g0 to
h0 is injective, we have ωst(Xv, Xu+
√−1v) > 0 unless u +
√−1v = 0. Thus we have
TzZb1,...,bN ∩ Tz(H0 · z) = {0}, proving Part (1).
Suppose that g·z ∈ Zb1,...,bN for some g ∈ H0. Then there exists u+
√−1v ∈ h0 such
that expGC0 (u+
√−1v) = g. Let γt denote the partial flow of Xu+√−1v = Xu + JXv.
Since
LXu+JXvhv = iXu+JXvdhv
= iXu+JXv(−iXvωst)
= ωst(−Xv, Xu + JXv)
= −ωst(Xv, JXv) ≤ 0,
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we have that the function R → R given by t 7→ hv(γt(v)) is strictly monotone
decreasing unless v = 0. Thus we have
〈ΦH′0st (z), v〉 = hv(z) ≥ hv(γ1(z)) = hv(g · z) = 〈ΦH
′
0
st (g · z), v〉
and the equality holds if and only if v = 0. Since g·z ∈ Zb1,...,bN , we have 〈ΦH
′
0
st (z), v〉 =
〈ΦH′0st (g·z), v〉. Thus we have v = 0. This together with the injectivity of the restriction
of p0 : g
C
0 → g0 to h0 implies that u+
√−1v = 0 and hence g is the unit of H0. This
shows that Zb1,...,bN ∩H0 · z = {z}, proving Part (2). The lemma is proved. 
Lemma 8.5. The followings hold.
(1) Zb1,...,bN ⊂ X(∆0).
(2) Let ϕ : Zb1,...,bN → M0 = X(∆0)/H0 be the smooth map induced by the inclu-
sion Zb1,...,bN →֒ X(∆0). Then ϕ is injective and a local diffeomorphism.
Proof. Let z = (z1, . . . , zN) ∈ Zb1,...,bN . By Lemma 8.3 (1), we have that there exists
x˜ ∈ P such that 〈x˜, µi〉 = |zi|2 + bi for i = 1, . . . , N . Put
Iz = {i ∈ {1, . . . , N} | zi = 0}.
Then i ∈ Iz if and only if 〈x˜, µi〉−bi = 0. It turns out that x˜ ∈
⋂
i∈Iz Fi. Let K be the
underlying simplicial complex of ∆0. Since P is a normal polytope of the simplicial
fan ∆˜0, we have that I ∈ K if and only if
⋂
i∈I Fi 6= ∅. Thus we have Iz ∈ K. Since
X(∆0) = C
N \
⋃
I /∈K
LI ,
where
LI := {(z1, . . . , zn) ∈ CN | zi = 0 for all i ∈ I},
we have z /∈ ⋃I /∈K LI because Iz ∈ K. This shows Part (1).
Let z ∈ Zb1,...,bN . We denote by [z] ∈M0 = X(∆0)/H0 the H0-orbit through z. The
differential dϕz : TzZb1,...,bn → T[z]M0 is the composition of the inclusion TzZb1,...,bn →
TzX(∆0) and the quotient map TzX(∆0) → TzX(∆0)/Tz(H0 · z) = T[z]M0. This
together with Lemma 8.4 (1) yields that dϕz is an isomorphism. By inverse function
theorem, we have that ϕ is a local diffeomorphism. It follows from Lemma 8.4 (2)
that ϕ is injective, proving Part (2). The lemma is proved. 
Corollary 8.6. Let ϕ : Zb1,...,bN → M0 = X(∆0)/H0 be the smooth map induced by
the inclusion Zb1,...,bN →֒ X(∆0). ϕ is a G0-equivariant diffeomorphism.
Proof. Since Zb1,...,bN is a G0-invariant subset of X(∆0), we have that ϕ is G0-
equivariant. By Lemma 8.5 (2), we have that ϕ is an injective local diffeomor-
phism. Therefore ϕ is a diffeomorphism onto the open subset ϕ(Zb1,...,bN ) ⊂ M0. By
Lemma 8.3 (2), we have that ϕ(Zb1,...,bN ) is closed. Since M0 is connected, we have
that an open and closed subset of M0 is ∅ or M0. Since ϕ(Zb1,...,bN ) is open and
closed in M0, we have ϕ(Zb1,...,bN ) = M0. This shows that ϕ is surjective and hence
ϕ : Zb1,...,bN →M0 is a G0-equivariant diffeomorphism. The corollary is proved. 
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Now we are in a position to construct a transverse Ka¨hler form onM0 with respect
to the canonical foliation F0 via the diffeomorphism ϕ : Zb1,...,bN → M0. We denote
by ωst|Zb1,...,bN the restriction of ωst to the submanifold Zb1,...,bN ⊂ X(∆0) ⊂ CN .
We denote by ωb1,...,bN the pull-back (ϕ
−1)∗ωst|Zb1,...,bN of ωst|Zb1,...,bN by ϕ−1 : M0 →Zb1,...,bN . By definition, ωb1,...,bN is a closed 2-form on M0.
Lemma 8.7. ωb1,...,bN is a transverse Ka¨hler form on M0 with respect to F0.
Proof. Let z ∈ Zb1,...,bN . Since
TzZb1,...,bN = {Y ∈ TzX(∆0) | ωst(Xv, Y ) = 0 for all v ∈ h′0},
the kernel of ωst|Zb1,...,bN at z coincides with Tz(H ′0 · z). Since ϕ is a G0-equivariant
diffeomorphism, we have that ωb1,...,bN is a transverse symplectic form on M0 with
respect to the canonical foliation F0.
Let π : X(∆0)→M0 be the quotient map. Let Jst and J0 be the complex structure
on X(∆0) and M0, respectively. Since π is holomorphic, we have dπz ◦ Jst = J0 ◦ dπz.
Let Tz(H
′
0 · z)⊥ be the orthogonal complement of Tz(H ′0 · z) in TzZb1,...,bN with respect
to the inner product ωst(−, Jst−). Then we have that
Tz(H
′
0 · z)⊥ = {Y ∈ TzX(∆0) | ωst(Xv, Y ) = ωst(Xv, JstY ) = 0 for all v ∈ h′0}
and hence Tz(H
′
0 · z)⊥ is closed under Jst. Let X⊥, Y ⊥ ∈ Tz(H ′0 · z)⊥ and X, Y ∈
Tz(H
′
0 · z). Since dϕz(Tz(H ′0 · z)) = Tϕ(z)F0 and Tϕ(z)F0 is closed under J0, we have
ωb1,...,bN (J0(dϕz(X
⊥ +X)), J0(dϕz(Y ⊥ + Y )))
=ωb1,...,bN (J0(dϕz(X
⊥)), J0(dϕz(Y
⊥))).
(8.7)
Since dϕz coincides with the restriction of dπz to TzZb1,...,bN , we have
ωb1,...,bN (J0dϕz(X
⊥), J0dϕz(Y ⊥))
=ωb1,...,bN (J0dπz(X
⊥), J0dπz(Y ⊥))
=ωb1,...,bN (dπz(JstX
⊥), dπz(JstY ⊥))
=ωb1,...,bN (dϕz(JstX
⊥), dϕz(JstY ⊥))
=ωst(JstX
⊥, JstY ⊥)
=ωst(X
⊥, Y ⊥)
=ωb1,...,bN (dϕz(X
⊥), dϕz(Y
⊥)).
This together with (8.7) yields that ωb1,...,bn(J0X0, J0Y0) = ωb1,...,bn(X0, Y0) for any
X0, Y0 ∈ Tϕ(z)M0. Namely, ωb1,...,bn is of type (1, 1).
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The positivity of ωb1,...,bn can be shown by the same argument. More precisely, we
have
ωb1,...,bN (dϕz(X
⊥ +X), J0(dϕz(X
⊥ +X)))
=ωb1,...,bN (dϕz(X
⊥), J0(dϕz(X⊥)))
=ωb1,...,bN (dϕz(X
⊥), J0(dπz(X⊥)))
=ωb1,...,bN (dϕz(X
⊥), dπz(JstX⊥))
=ωb1,...,bN (dϕz(X
⊥), dϕz(JstX⊥))
=ωst(X
⊥, JstX⊥) ≥ 0.
Thus ωb1,...,bN (X0, J0X0) ≥ 0 for any X0 ∈ Tϕ(z)M0. The lemma is proved. 
Lemma 8.8. The composition Φb1,...,bN := Φst ◦ ϕ−1 : M0 → g∗0 is a moment map of
M0 with respect to the transverse symplectic form ωb1,...,bN . The image Φb1,...,bN (M0)
coincides with Ψ(P ).
Proof. Let v ∈ g0. We show that dhv = −iXvωb1,...,bN , where hv : M0 → R is given
by hv(x) = 〈Φb1,...,bN (x), v〉. Since ϕ∗hv = 〈ϕ∗Φst, v〉, by taking differential we have
dϕ∗hv = ϕ∗(−iXvωst|Zb1,...,bN ). Since dϕ∗hv = ϕ∗(dhv) and ϕ is a G0-equivariant
diffeomorphism, we have dhv = −iXvωb1,...,bN . Therefore Φb1,...,bN is a moment map.
By definition, we have Φb1,...,bN (M0) = Φst(Zb1,...,bN ). This together with Lemma
8.3 (1) yields that Φb1,...,bN (M0) = Ψ(P ), proving the lemma. 
By Lemma 8.8 and Ψ(P ) = q∗0(P )−
∑N
i=1 bixi, we have an induced moment map
Φ˜b1,...,bN : M0 → V˜ ∗0 that satisfies
q∗0 ◦ Φ˜b1,...,bN −
N∑
i=1
bixi = Φb1,...,bN .
The image Φ˜b1,...,bN (M0) coincides with P and q
∗
0 ◦ Φ˜b1,...,bN : M0 → g∗0 is also a mo-
ment map. We say that (b1, . . . , bN) ∈ RN is admissible if (b1, . . . , bN) satisfies the
followings.
(1) Pb1,...,bm :=
⋂m
i=1Hi,bi is a normal polytope of ∆˜0. In particular,
P ∩ {x˜ ∈ V ∗0 | 〈x˜, µi〉 = bi}
is a facet of P for i = 1, . . . , m.
(2) There exists ǫ > 0 such that Pb1,...,bN ⊂ Hi,bi+ǫ ⊂ Hi,bi for i = m+ 1, . . . , N .
The set of all admissible elements in RN is nonempty and open in RN . For each
admissible element (b1, . . . , bN), we have a dG0-closed class ω
G0
b1,...,bN
:= 1 ⊗ ωb1,...,bN −
q∗0 ◦ Φb1,...,bN ∈ S0(g∗0)⊗ Ω2B(M)G0 ⊕ S2(g∗0)⊗ Ω0B(M)G0 .
We will see the relation between the basic cohomology class [ωb1,...,bN ] ∈ H2B(M0)
and the equivariant cohomology class [ωG0b1,...,bN ] ∈ H2G0(M0) via the localization map.
We need the following lemma.
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Lemma 8.9. Let Z1, . . . , Zl be minimal orbits of M0. Let (b1, . . . , bN ), (b
′
1, . . . , b
′
N) ∈
RN be admissible. For i = 1, . . . , m, we define facets
Fi := Pb1,...,bm ∩ {x˜ ∈ V˜ ∗0 | 〈x˜, µi〉 = bi},
F ′i := Pb′1,...,b′m ∩ {x˜′ ∈ V˜ ∗0 | 〈x˜′, µi〉 = b′i}
of Pb1,...,bm, Pb′1,...,b′m, respectively. Then, Φ˜b1,...,bm(Zj) ∈ Fi if and only if Φ˜b′1,...,b′m(Zj) ∈
F ′i .
Proof. Let ϕ : Zb1,...,bN → M0 and ϕ′ : Zb′1,...,b′N → M0 be the G0-equivariant diffeo-
morphisms induced by the inclusions. Let z = (z1, . . . , zN) ∈ ϕ−1(Zj). Put
Iz := {i ∈ {1, . . . , m} | zi = 0}.
Then the isotropy subgroup of G0 at z is
{(g1, . . . , gN) ∈ (S1)N = G0 | gi = 1 for i /∈ Iz}.
Since (ϕ′)−1 ◦ ϕ : Zb1,...,bN → Zb′1,...,b′N is a G0-equivariant diffeomorphism, we have
Iz = Iz′, where z
′ = (ϕ′)−1 ◦ ϕ(z). Let Ψ: Pb1,...,bm → g∗0 be the embedding given by
Ψ(x˜) =
N∑
i=1
(〈x˜, µi〉 − bi)xi for x˜ ∈ Pb1,...,bN .
By Lemma 8.8, there exists x˜ ∈ Pb1,...,bN such that
Ψ(x˜) = Φb1,...,bN (Zj) = Φst ◦ ϕ−1(Zj).
Thus we have that 〈x˜, µi〉 = bi if and only if i ∈ Iz. Since q∗0◦Φ˜b1,...,bN (Zj)−
∑m
i=1 bixi =
Φb1,...,bN (Zj) = Ψ(x˜), we have q
∗
0 ◦ Φ˜b1,...,bN (Zj) =
∑N
i=1〈x˜, µi〉xi. It turns out that
Φ˜b1,...,bN (Zj) = x˜. Since 〈x˜, µi〉 = bi if and only if i ∈ Iz, we have that Φ˜b1,...,bN (Zj) ∈ Fi
if and only if i ∈ Iz. By the same argument, we also have that Φ˜b′1,...,b′N (Zj) ∈ F ′i
if and only if i ∈ Iz′. Since Iz = I ′z, we have that Φ˜b1,...,bm(Zj) ∈ Fi if and only if
Φ˜b′1,...,b′m(Zj) ∈ F ′i , as required. 
Lemma 8.10. Let (b1, . . . , bN), (b
′
1, . . . , b
′
N) ∈ RN be admissible. Then, [ωb1,...,bN ] =
[ωb′1,...,b′N ] if and only if there exists y˜ ∈ V˜ ∗0 such that Pb1,...,bm = Pb′1,...,b′m + y˜.
Proof. Suppose that [ωb1,...,bN ] = [ωb′1,...,b′N ]. Then we have forB([ω
G0
b1,...,bN
]) = forB([ω
G0
b′1,...,b
′
N
]).
By Theorem 6.17, we have that there exists an element y˜ ∈ V˜ ∗0 such that [ωG0b1,...,bN ] =
[ωG0b′1,...,b′N
] + [q∗0(y˜)].
Let Z1, . . . , Zl be minimal orbits. By Lemma 6.20, we have
[q∗0 ◦ Φ˜b1,...,bN (Zj)] = [q∗0 ◦ Φ˜b′1,...,b′N (Zj)] + [q∗0(y˜)].
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By Lemma 6.7 (2), we have that H2G0(Zj) is isomorphic to q
∗
0(V˜
∗
0 ). Thus we have
Φ˜b1,...,bN (Zj) = Φ˜b′1,...,b′N (Zj) + y˜
for all j. By Theorem 5.5 (2), we have Pb1,...,bm = Pb′1,...,b′m + y˜.
Now we show the converse. Suppose that there exists y˜ ∈ V˜ ∗0 such that Pb1,...,bm =
Pb′1,...,b′m+y˜. By Proposition 5.9 and Lemma 8.9, we have Φ˜b1,...,bN (Zj) = Φ˜b′1,...,b′N (Zj)+
y˜ for all j. By Corollary 6.19 and Lemma 6.20, we have [ωG0b1,...,bN ] = [ω
G0
b′1,...,b
′
N
]+[q∗0(y˜)].
Since forB([q
∗
0(y˜)]) = 0, forB([ω
G0
b1,...,bN
]) = [ωb1,...,bN ] and forB([ω
G0
b′1,...,b
′
N
]) = [ωb′1,...,b′N ],
we have [ωb1,...,bN ] = [ωb′1,...,b′N ], proving the lemma. 
Lemma 8.11. Let (b1, . . . , bm), (b
′
1, . . . , b
′
m) ∈ Rm. Assume that Pb1,...,bm and Pb′1,...,b′m
are inner normal polytopes of ∆˜0. Let y˜ ∈ V˜ ∗0 . Then, Pb1,...,bm = Pb′1,...,b′m + y˜ if and
only if 〈y˜, µi〉 = bi − b′i for i = 1, . . . , m.
Proof. Let x˜ ∈ V ∗0 . Put x˜′ := x˜− y˜. Then we have
〈x˜, µi〉 ≥ bi ⇐⇒ 〈x˜′ + y˜, µi〉 ≥ bi
⇐⇒ 〈x˜′, µi〉 ≥ bi − 〈y˜, µi〉
for i = 1, . . . , m. Thus, if 〈y˜, µi〉 = bi− b′i for all i = 1, . . . , m, then the condition that
x˜ ∈ Pb1,...,bm is equivalent to the condition that x˜′ ∈ Pb′1,...,b′m.
Suppose that Pb1,...,bm = Pb′1,...,b′m + y˜. As before, for i = 1, . . . , m, we define
Fi := Pb1,...,bm ∩ {x˜ ∈ V ∗0 | 〈x˜, µi〉 = bi},
F ′i := Pb′1,...,b′m ∩ {x˜′ ∈ V ∗0 | 〈x˜′, µi〉 = b′i}.
Since Pb1,...,bm and Pb′1,...,b′m are inner normal polytopes of ∆˜0, we have that Fi and F
′
i
both are nonempty facets. Since Pb1,...,bm = Pb′1,...,b′m + y˜, we have Fi = F
′
i + y˜. Let
x˜ ∈ Fi. Then we have x˜′ := x˜− y˜ ∈ F ′i . On the other hand,
〈x˜, µi〉 = bi ⇐⇒ 〈x˜′ + y˜, µi〉 = bi
⇐⇒ 〈x˜′, µi〉 = bi − 〈y˜, µi〉.
This together with the fact that x˜′ := x˜− y˜ ∈ F ′i yields that bi−〈y˜, µi〉 = b′i. Namely,
we have that if Pb1,...,bm = Pb′1,...,b′m + y˜, then 〈y˜, µi〉 = bi − b′i for i = 1, . . . , m. The
lemma is proved. 
Lemma 8.12. The followings hold.
(1) Let (b1, . . . , bN ), (b
′
1, . . . , b
′
N) ∈ RN be admissible. Then (b1 + b′1, . . . , bN + b′N)
is admissible, Pb1,...,bm + Pb′1,...,b′m = Pb1+b′1,...,bN+b′N and [ωb1,...,bN ] + [ωb′1,...,b′N ] =
[ωb1+b′1,...,bN+b′N ].
(2) Let (b1, . . . , bN ) ∈ RN be admissible and r a positive real number. Then
(rb1, . . . , rbN ) is admissible, rPb1,...,bN = Prb1,...,rbN and r[ωb1,...,bN ] = [ωrb1,...,rbN ].
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Proof. For (1), let (b1, . . . , bN), (b
′
1, . . . , b
′
N) ∈ RN be admissible. Let x˜ ∈ Pb1,...,bm
and x˜′ ∈ Pb′1,...,b′m . Since Pb1,...,bm =
⋂m
i=1Hi,bi and Pb′1,...,b′m =
⋂m
i=1Hi,b′i, we have〈x˜, µi〉 ≤ bi and 〈x˜′, µi〉 ≤ b′i for i = 1, . . . , m. Therefore we have 〈x˜+ x˜′, µi〉 ≤ bi+ b′i.
This shows that Pb1,...,bm + Pb′1,...,b′m ⊂ Pb1+b′1,...,bm+b′m . For µ ∈ V˜0, we denote by
Fµ, F
′
µ, F
′′
µ the maximal faces of Pb1,...,bm , Pb′1,...,b′m , Pb1,...,bm + Pb′1,...,b′m whose inner
normal vector is µ. Let x˜′′ ∈ F ′′µ . Then there exist x˜ ∈ Pb1,...,bm and x˜′ ∈ Pb′1,...,b′m
such that x˜′′ = x˜ + x˜′. By definition of F ′′µ , we have 〈y˜′′, µ〉 ≤ 〈x˜′′, µ〉 for any
y˜′′ ∈ Pb1,...,bm+Pb′1,...,b′m. Suppose that x˜ /∈ Fµ. Then for y˜ ∈ Fµ we have 〈x˜, µ〉 < 〈y˜, µ〉.
Thus we have 〈x˜′′, µ〉 < 〈y˜ + x˜′, µ〉. This contradicts to that 〈y˜′′, µ〉 ≤ 〈x˜′′, µ〉 for any
y˜′′ ∈ Pb1,...,bm + Pb′1,...,b′m. Therefore we have x˜ ∈ Fµ. Using the same argument, we
also have that x˜′ ∈ F ′µ. As a conclusion, we have F ′′µ = Fµ + F ′µ. Since Pb1,...,bm and
Pb′1,...,b′m are inner normal polytopes of ∆˜0, Fµ and F
′
µ have the same inner normal
cone. Thus we have that Fµ, F
′
µ and F
′′
µ have the same inner normal cone. Suppose
that F ′′µ is a facet. Then Fµ is also a facet of Pb1,...,bN . Therefore µ coincides with one
of µ1, . . . , µm up to positive scalar multiplication. Put µ = µi, i = 1, . . . , m. Since
F ′′µi = Fµi + F
′
µi
, we have
F ′′µi = (Pb1,...,bm + Pb′1,...,b′m) ∩ {x˜′′ | 〈x˜′′, µi〉 = bi + b′′i }.
Since F ′′µ1 , . . . , F
′′
µm are all facets of Pb1,...,bm + Pb′1,...,b′m , we have
Pb1,...,bm + Pb′1,...,b′m =
m⋂
i=1
Hi,bi+b′i = Pb1+b′1,...,bm+b′m .
This together with the fact that F ′′µ and Fµ have the same inner normal cone yields
that Pb1+b′1,...,bm+b′m is an inner normal polytope of ∆˜0. Since (b1, . . . , bN) is admissible,
there exists ǫ > 0 such that 〈x˜, µi〉 ≥ bi+ ǫ for any x˜ ∈ Pb1,...,bm and i = m+1, . . . , N .
Since (b′1, . . . , b
′
N ) is admissible, there exists ǫ
′ > 0 such that 〈x˜′, µi〉 ≥ b′i + ǫ′ for any
x˜′ ∈ Pb′1,...,b′m and i = m+1, . . . , N . Thus we have 〈x˜+ x˜′, µi〉 ≥ bi+ b′i+ ǫ+ ǫ′ for any
x˜ + x˜′ ∈ Pb1,...,bm + Pb′1,...,b′m and i = m + 1, . . . , N . This together with the fact that
Pb1,...,bm + Pb′1,...,b′m = Pb1+b′1,...,bm+b′m yields that (b1 + b
′
1, . . . , bN + b
′
N ) is admissible.
Let Z1, . . . , Zl be minimal orbits of M0. By Lemma 6.20, we have
κ∗j([ω
G0
b1,...,bN
]) = [q∗0 ◦ Φ˜b1,...,bN (Zj)],
κ∗j([ω
G0
b′1,...,b
′
N
]) = [q∗0 ◦ Φ˜b′1,...,b′N (Zj)],
κ∗j ([ω
G0
b1+b′1,...,bN+b
′
N
]) = [q∗0 ◦ Φ˜b1+b′1,...,bN+b′N (Zj)].
On the other hand, since Pb1,...,bm + Pb′1,...,b′m = Pb1+b′1,...,bm+b′m and
Φ˜b1,...,bN (M0) = Pb1,...,bm,
Φ˜b′1,...,b′N (M0) = Pb′1,...,b′m,
Φ˜b1+b′1,...,bN+b′N (M0) = Pb1+b′1,...,bm+b′m ,
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we have κ∗j ([ω
G0
b1,...,bN
])+κ∗j ([ω
G0
b′1,...,b
′
N
]) = κ∗j ([ω
G0
b1+b′1,...,bN+b
′
N
]) by Lemma 8.9. By Corol-
lary 6.19 we have [ωG0b1,...,bN ] + [ω
G0
b′1,...,b
′
N
] = [ωG0b1+b′1,...,bN+b′N
]. Applying the basic forget-
ful map forB : H
∗
G0
(M0) → H∗B(M0) to the above, we have [ωb1,...,bN ] + [ωb′1,...,b′N ] =
[ωb1+b′1,...,bN+b′N ], proving Part (1).
For (2), let (b1, . . . , bN) ∈ RN be admissible and r a real positive number. Let i =
1, . . . , N . Since 〈x˜, µi〉 ≥ bi if and only if 〈rx˜, µi〉 ≥ rbi, we have that (rb1, . . . , rbN)
is admissible and rPb1,...,bm = Prb1,...,rbm. By Lemma 6.20, we have κ
∗
j([ω
G0
rb1,...,rbN
]) =
[q∗0 ◦ Φ˜rb1,...,rbN (Zj)]. By Lemma 8.9 and the fact that rPb1,...,bm = Prb1,...,rbm, we
have κ∗j ([ω
G0
rb1,...,rbn
]) = rκ∗j ([ω
G0
b1,...,bn
]). Thus by Corollary 6.19 we have [ωG0rb1,...,rbn] =
r[ωG0b1,...,bn ]. Applying the basic forgetful map forB : H
∗
G0
(M0) → H∗B(M0), we have
r[ωb1,...,bN ] = [ωrb1,...,rbN ], proving Part (2). The lemma is proved. 
Proposition 8.13. Let M0 be as above. Then we have
Hp,qB (M0) =
{
0 if p 6= q,
H2pB (M0)⊗ C if p = q.
Proof. By Corollary 7.4, it is enough to show that H1,1B (M0) = H
2
B(M0) ⊗ C. We
show that H2B(M0) is generated by basic (1, 1)-forms. Let b = (b1, . . . , bN) ∈ RN be
admissible. Since the set of all admissible elements in RN is nonempty and open, we
have that for i = 1, . . . , m there exists ǫi > 0 such that b+ ǫiei is admissible, where ei
denotes the ith standard basis vector of RN . For short, we denote by Pb the polytope
Pb1,...,bm. We define the basic (1, 1)-form τi on M0 by
τi :=
1
ǫi
(ωb+ǫiei − ωb)
for i = 1, . . . , m. We define a linear map L : Rm → H2B(M0) by
L(a1, . . . , am) :=
m∑
i=1
ai[τi], (a1, . . . , am) ∈ Rm.
Let (a1, . . . , am) ∈ kerL. We set
I+ := {i | ai > 0}, I− := {i | ai < 0}.
Then we have ∑
i∈I+
ai[τi] =
∑
i∈I−
−ai[τi].
By definition of τi, we have
(8.8)
∑
i∈I+
ai
ǫi
[ωb+ǫiei] +
∑
i∈I−
−ai
ǫi
[ωb] =
∑
i∈I+
ai
ǫi
[ωb] +
∑
i∈I−
−ai
ǫi
[ωb+ǫiei].
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All coefficients in (8.8) are nonnegative. By Lemma 8.12, we have that
b′ :=
∑
i∈I+
ai
ǫi
(b+ ǫiei) +
∑
i∈I−
−ai
ǫi
b
and
b′′ :=
∑
i∈I+
ai
ǫi
b+
∑
i∈I−
−ai
ǫi
(b+ ǫiei)
both are admissible. By Lemma 8.12 and (8.8), we have [ωb′] = [ωb′′]. By Lemma 8.10,
there exists y˜ ∈ V ∗0 such that Pb′ = Pb′′ + y˜. By Lemma 8.11, we have 〈y˜, µi〉 = b′i− b′′i
for i = 1, . . . , m, where b′i ∈ R and b′′i ∈ R are the ith entries of b′ ∈ RN and b′′ ∈ RN ,
respectively. On the other hand, we have
b′ − b′′ =
∑
i∈I+
aiei +
∑
i∈I−
aiei =
m∑
i=1
aiei.
Therefore we have ai = 〈y˜, µi〉 for i = 1, . . . , m. Thus we have
kerL ⊂ {(a1, . . . , am) |∃ y˜ ∈ V˜ ∗0 s.t.∀i, 〈y˜, µi〉 = ai}.
Since dim V˜ ∗0 = N−k, we have dim kerL ≤ N−k. Thus we have dim imL ≥ m−k+
N . On the other hand, it follows from Proposition 7.2 that dimH2B(M0) = m−k+N .
Thus L : Rm → H2B(M0) is surjective. Since each element of imL is represented by a
difference of 2 positive (1, 1)-forms, we have thatH2B(M0) is generated by (1, 1)-forms,
as required. 
Proof of Theorem 8.1. By Lemma 7.1, there exists an α-equivariant holomorphic map
f : M0 →M such that
(1) kerα is connected and
(2) f : M0 → M is a principal kerα-bundle.
By Proposition 3.2, f induces an isomorphism f ∗ : H∗B(M) → H∗B(M0) of basic co-
homologies. Since f is holomorphic, we have that f ∗ preserves the basic Hodge
structures. This together with Proposition 8.13 yields that
Hp,qB (M) =
{
0 if p 6= q,
H2pB (M)⊗ C if p = q,
as required. 
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