To control for multiscale effects in networks, one can transform the matrix of (in general) weighted, directed internodal flows to bistochastic (doubly-stochastic) form, using the iterative proportional fitting (Sinkhorn-Knopp) procedure, which alternatively scales row and column sums to all equal 1. The dominant entries in the bistochasticized table can then be employed for network reduction, using strong component hierarchical clustering. We illustrate various facets of this well- (1) it requires far fewer links to complete a strongly-connected network backbone; and (2) it "belittles" small flows and nodes less-a principal desideratum of SBV-in the sense that the correlations of the nonzero raw flows are considerably weaker with the corresponding bistochastized links than with the significance levels yielded by the disparity filter. Further, the disparity filter, in general, relies upon a somewhat arbitrary choice of either AND or OR rules, while the bistochastic filter does not. Additional comparative studies-as called for by SBV-of these two filtering procedures, in particular as regards their topological properties, should be of considerable interest. Relatedly, in its many geographic applications, the two-stage procedure has-with rare exceptions-clustered contiguous areas, often reconstructing traditional regions (islands, for example), even though no contiguity constraints, at all, are imposed beforehand.
I. INTRODUCTION
the modern quest for a code of nature" [44] . We, then, posted papers in which we sought to bring the interesting properties and many applications of the two-stage algorithm to the attention of network analysts [11, 45] . Most significantly, we have had a letter published [46] , commenting on the recent SBV paper [1] , elaborated upon above, to which SBV have responded [47] . The issues arising in this interchange form the basis for much of this study.
C. Outline of study and findings
In the present study, we illustrate-in a new, recently conducted analysis-the use and properties of the two-stage algorithm, employing the large-scale example of migration between the more than three thousand county-level units of the United States (sec. II) (cf. [48, 49] for analyses of U. S. intercounty flows of dollar bills, using the exceptional "Where's George?" database). In a discussion section (sec. III) we further comment on issues arising in the exchange of letters with SBV and its pertinence to network analysis, conduct analyses of a similar nature to theirs, for comparative purposes (as called for by SBV in [47] ), and outline previous results obtained using the two-stage algorithm. In sec. IV, we present a summary of our findings here.
Our principal finding of a comparative nature is that the bistochastic filter appears, in the example at hand, to outperform the disparity filter in, at least, two significant features: (1) the number (25, 329) of bistochastic links needed to generate a strongly-connected backbone is far fewer than the number (lying somewhere within the range 80,204 to 83,692) required by the disparity filter (using the OR rule, preferred "because it ensures that small nodes in terms of strength are not belittle [d] " [1, p. S3]); and (2) the correlation of the logarithms of the 735,531 nonzero migration flows with the corresponding logarithms of bistochasticized values is considerably weaker than with the significance levels yielded by the disparity filter (the same form of conclusion holding without taking the logarithms, with all the pertinent correlations, however, being somewhat weaker in nature)-thus, "belittling" small flows less, a principal desideratum of SBV.
II. TWO-STAGE ANALYSIS OF U. S. INTERCOUNTY MIGRATION TABLE A. Matrix of Intercounty Flows
Based upon a question as to responders ' 1995 [12] . A referee, however, has asserted that "According to UNESCO the variations existing between countries indicate that there are no objective definitions of migration". This may, in part, reflect difficulties, arbitrariness in aggregating data into administrative units for the purpose of table compilation. For a very comprehensive multi-author review entitled: "Cross-National Comparison of Internal Migration: Issues and Measures", see [50] .)
In Fig. 1 , we show a matrix plot of this (raw data) table. (In the absence of any further relevant information, we set to zero the diagonal entries-which conceptually might correspond either to the number of people who actually moved within the county or who simply stayed within it (cf. [51] ).) In the principal, admininstrative sorting of the rows/columns of the table, the fifty states are ordered alphabetically, while, secondarily, within the states, their constituent counties are ordered also alphabetically.
We immediately discern a clear clustering along the diagonal in Fig. 1 , indicative of the obvious proposition that migrants have a proclivity to move intrastate-wise, both for simple distance and state loyalty/ties/allegiance considerations. However, the alphabetical ordering by states is certainly highly fortuitous in character, and we observe relatively heavy migration far removed from the diagonal (say for the physically contiguous, but alphabetically nonproximate pairs [California, Oregon] and [Lousiana, Texas] .) (Historically, the design and layout of counties differ considerably-somewhat unfortunately from a geographic-theoretic point of view-between states, and we note that Texas has the most counties, 254, and appears as a large square far down the diagonal in Fig. 1 , while the state of Georgia, with the second most counties, 159, is also apparent near the upper left corner. In these and subsequent matrix plots, zero values are displayed as white, with negative values tending to In Fig. 2 , we jointly plot the county number (1 to 3,107) in the administrative order employed in the two previous figures, along with the out-degrees and the in-degrees (that is, the number of counties receiving and sending migrants to and from a specific county), and in Fig. 3 , we analogously employ the total in-and out-migrants for each county. Counties vary widely in their number of in-and out-migrants (Fig. 3) . To control for this (marginal/multiscale) effect, one may biproportionally/iteratively adjust the row and column sums (the "Sinkhorn-Knopp algorithm" [52] ) so that all 6, 214 = 2 × 3, 107 such sums converge to be equal (say to 1). (This algorithm provides the basis of a measurealternative to the PageRank employed by Google-of web page significance [52] .) In Fig. 4 , we show the 3, 107 × 3, 107 intercounty migration table after such a bistochasticization (double-standardization). Clearly, the underlying definition/delimitation of blocks has been heightened by this transformation. The purpose of the scaling is to remove overall effects of size (which certainly may be of interest in themselves [ Fig. 3]) , and focus on the usually more intricate relative, interaction effects. Nevertheless, the cross-product ratios (relative odds),
, measures of association, are left invariant in the process. Additionally, interestingly, the entries of the doubly-stochastic table provide maximum entropy estimates of the original flows, given the constraints on the row and column sums [21, 22] . So, this corresponds to an idealized situation in which all counties were constrained to emit and receive the same numbers of migrants.
Eigenanalyses of bistochastic table
The dominant left and right eigenvectors (corresponding to the eigenvalue 1) of the doubly-standardized table are simply uniform vectors. The subdominant (left and right) eigenvectors (corresponding to a real eigenvalue of 0.906253) are of interest [53] . (The correlation between these two eigenvectors is high, 0.971197. The third largest eigenvalue is The dominant feature of Fig. 7 is that the counties now listed at the beginning in the reordering-and, in general, the last to be absorbed in the agglomerative clustering processare "cosmopolitan" or "hub-like". They tend to receive and send migrants across the nation, while those nearer to the end in the reordering tend to be more provincial or limited in their breadth of interactions [56] . (A prototypical example of a hub-like internal migration area is Paris [56, 61] . In analytically parallel studies of interjournal citations [57, 62, 63] , one might anticipate that the broad journals, Science, Nature and the Proceedings of the National Academy of Sciences might fulfill analogous roles.) This appears to be an interesting feature of the two-stage algorithm specific to it.
Ultrametric fit and residuals
The ultrametric fit to this reordered bistochasticized table provided by the strong component hierarchical clustering [12, 32, 38, 39, [55] [56] [57] [58] [59] [60] is given in Fig. 8 , and the residuals (predominantly negative) from the hierarchical fit in Fig. 9 . (These latter two figures, both in their own ways, further reflect this cosmopolitan-provincial dichotomy between the U. S.
counties.)
Use of the DirectAgglomerate command of Mathematica
In Fig. 10 we display the bistochastic form of the 1995-2000 U. S. intercounty migration We also applied the same command to the transpose of the dissimilarity matrix, and obtained somewhat differing results [ Fig. 11] .) The correlation between the orderings in Fig. 10 and 
III. DISCUSSION AND FURTHER ANALYSES
Much earlier [41, 60] than this current paper, we had also studied (but without the aid of the more recently-developed computerized matrix plots used above) bistochasticized forms of the 1965-70 U. S. intercounty migration table with strong component hierarchical clustering [12, 32, 38, 39, [55] [56] [57] [58] [59] [60] , both with zero and non-zero (corresponding to intracounty movements) diagonal entries. Counties with large physical areas tend to absorb more of their own migrants, and thus exhibit larger diagonal bistochasticized entries and smaller off-diagonal entries in the non-zero-diagonal analysis, making them link at weaker levels in the dendrogram generated in the zero-diagonal analysis (cf. [51] ).
Journals with high self-citations would be expected to behave analogously in journal citation-matrix analyses [57, 62, 64] . (In the application of our two-stage bistochasticization 
A. Comparisons of bistochastic and disparity filters
In their response [47] capable of producing a hierarchy of nodes, so direct comparisons should be possible [65] .
Additionally, we can choose to take as an obvious candidate-initially, at least-for the multiscale backbone, the 25,329 links used in our intercounty migration two-stage analysis to In the spirit of the analysis of SBV [1] , and in response to their call [47] for further testing, we present Fig. 12 . On the vertical axis-as a measure of total explanation-we plot the cu- Employing the OR rule on the migration links with a significance level of α = 0.01, the number of flows (edges) passing the test was 32,294 and the number of strong components in the associated candidate multiscale backbone was 67, with the backbone having 59.0179% of the total edge weights (that is, the total number of migrants-47,240,477-recorded in the raw data table), a "respectable" percentage. There was one giant component with 3,040 counties (cf. [66, 67] ), 65 isolated counties and one pair, Lipscomb and Ochiltree Counties, Texas (previously encountered with the two-stage algorithm). Again, the isolated (singleton) counties (none with in-or out-degree exceeding 115) were inland ones, not particularly In these regards, it would also seem natural to investigate exploiting the notion of a "random doubly-stochastic matrix" [70, 71] . (Potentially useful then would be the seminal result of Birkhoff that any n × n doubly-stochastic matrix can be written as a convex combination of at most n 2 permutation matrices-those with a single 1 in each row and column, and zeros elsewhere.)
Properties of bistochastic matrices
Let us further make the general observations that powers of bistochastic matrices are also bistochastic, and that mathematical physicists have been interested in developing conditions that indicate when a bistochastic matrix is also unistochastic [16, [71] [72] [73] . (This is the case if the ij-bistochastic entry is the square of the absolute value of the ij-entry of a unitary matrix.) It would be interesting to investigate whether or not unistochasticity is of value in the modeling of network flows.) An efficient algorithm-considered as a nonlinear dynamical system-to generate random bistochastic matrices has recently been presented [17] (cf. [70, 71] ). (Gudder has quite recently developed the concept of a bistochastic transition effect matrix [74] .)
Cosmopolitan/provincial dichotomy
Although, by no means, have we yet systematically compared the clustering structures produced by the bistochastic and disparity filter approaches in our 1995-2000 migration analysis, the two methods do seem to yield rather different (but still largely contiguous) results (regions). One distinguishing, highly attractive feature of the bistochastic approach has been its ability to contrast "cosmopolitan" (hub-like or centralized) units from "provincial/local" ones. We are not aware of any comparable feature with the disparity filter.
Geographic subdivisions (or groups of subdivisions) that enter into the bulk of the dendrograms produced by the two-stage procedure at the weakest levels are those with the broadest ties. These are "cosmopolitan", hub-like areas, a prototypical example being the In a 1989 monograph, Gawryszewski [35, 86] attempts to regionalize-presenting numerous dendrograms-the voivodships (provinces) of Poland on the basis of (total, rural-to-urban, and urban-to-urban) internal migration in the 1952-83 period, using the two-stage algorithm.
It should be noted that it is rare that the two-stage methodology yields a migration region composed of two or more noncontiguous subregions-even though no contiguity information, of course, is explicitly present in the flow table nor provided to the algorithm (cf. [28, 87] 
26]) .

IV. SUMMARY
As a final commentary, let us contrast the bistochastic and disparity filters in the following manner: in the bistochastic approach, the network flow matrix is converted into a single bistochastic (doubly-stochastic) matrix, while in the disparity approach of SBV, in the general asymmetric case, the network flow matrix is converted into two stochastic matrices (row sums being normalized to 1, or column sums). Both approaches, then, use these associated matrices for the construction of network backbones. In the bistochastic approach, the entries of the associated matrix are themselves employed as linkage values, while in the disparity approach, the matrix entries are mapped to significance levels, which 
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). Analyses involving either or both procedures should make explicit whether the presence of zero flows is considered to be due to structural or sampling considerations.)
The observation reported above that far fewer links (25,329 vs. more than 80,203 (cf.
[ Fig. 14]) ) are needed to construct a strongly connected network backbone in the bistochas- 
