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Abstract
Using the Sz.-Nagy–Foias functional model it was shown in [L. Kérchy, Injection of unilateral shifts
into contractions with non-vanishing unitary asymptotes, Acta Sci. Math. (Szeged) 61 (1995) 443–476]
that under certain conditions on a contraction T the natural embedding of a Hardy space of vector-valued
functions into the corresponding L2 space can be factored into the product of two transformations, inter-
twining T with a unilateral shift and with an absolutely continuous unitary operator, respectively. The norm
estimates in the Factorization Theorem of this paper are sharpened to their best possible form by essential
improvements in the proof. As a consequence we obtain that if the residual set of a contraction covers the
whole unit circle then those invariant subspaces, where the restriction is similar to the unilateral shift with
a similarity constant arbitrarily close to 1, span the whole space. Furthermore, the hyperinvariant subspace
problem for asymptotically non-vanishing contractions is reduced to these special circumstances.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
One of the greatest achievements of the Sz.-Nagy–Foias theory of Hilbert space contractions
is the functional model constructed in the completely non-unitary case. We use this model op-
erator to prove a factorization theorem for asymptotically non-vanishing, absolutely continuous
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282 L. Kérchy / Journal of Functional Analysis 246 (2007) 281–301contractions. Namely, it is shown that if the spectral-multiplicity function of the unitary asymp-
tote of the contraction T is at least n(∈ N ∪ {ℵ0}) on the Borel set γ ⊂ T, then the natural
embedding J :f → χγ f of the Hardy space H 2(Gn) over the n-dimensional Hilbert space Gn
into the function space χγL2(Gn) can be factored into the product J = ZY , where Y intertwines
the unilateral shift Sn on H 2(Gn) with T , and Z intertwines T with the unitary operator Mn,γ of
multiplication by the independent variable on χγL2(Gn). Furthermore, the norms of the linear
transformations Y and Z can be arbitrarily close to 1. This statement is sharpening of the main
result in [14], where the norm conditions on Y and Z were weaker. This sharpening requires
essential improvements in the proof given in [14].
In Section 2 we give a brief summary of the unitary asymptotes of contractions, with their
representation in the functional model. The Factorization Theorem is formulated in Section 3.
The first step in its proof is the construction of a vector-sequence in the space K of the minimal
unitary dilation, which is pointwise orthonormal, and which is transformed by a canonical inter-
twiner to a sequence which is also pointwise orthonormal. This is carried out in Section 4 relying
on the connection of the defect fields. The results of Section 5 make possible to approximate the
previous vectors in K by vectors in the space K+ of the minimal isometric dilation. The proof of
the Factorization Theorem is completed in Section 6.
It turns out in Section 7 that the ranges of the possible intertwiners Y span the whole space H
of the contraction T . In the particular case n = ℵ0 even the ranges of two intertwiners Y and Ŷ
span H. As a consequence we obtain that if the unitary asymptote of T is of infinite spectral-
multiplicity on the whole circle T, then we can find two invariant subspaces of T which span
the whole space H, and where the restrictions of T are similar to the infinite-dimensional uni-
lateral shift; furthermore, the similarity constants can be chosen arbitrarily close to 1. Thus in
this case we have a lot of information on the structure of T , in particular, T has plenty of invari-
ant subspaces. It can be surprising that the hyperinvariant subspace problem for asymptotically
non-vanishing contractions can be reduced to this particular situation, as shown in Section 8.
This statement is related to a result of H. Bercovici, C. Foias and C. Pearcy, achieved together
with collaborators in a sequence of four recent papers [6], [8], [7] and [3]. Their theorem states
that the hyperinvariant subspace problem for general operators on separable Hilbert spaces can
be reduced to the special case, when T and its adjoint are asymptotically vanishing contractions
with spectral radius 1, and with (left essential) spectrum coinciding with an annulus (having
also some other good properties). (Furthermore, all possible hyperinvariant subspace lattices are
represented in that special class.) The theory of dual algebras tells us that T has plenty of invariant
subspaces in this case too (see [2]).
The Banach space of the bounded linear transformations from the Hilbert space A to the
Hilbert space B will be denoted by L(A,B). The C∗-algebra of bounded linear operators acting
on A is denoted by L(A) = L(A,A). All Hilbert spaces considered in this paper are complex and
separable.
2. Unitary asymptotes
Let T be a contraction acting on the Hilbert space H (that is T ∈ L(H) and ‖T ‖  1).
For every x ∈ H, the decreasing sequence {‖T nx‖}n is convergent. Hence, by the polar iden-
tity the sequence {〈T nx,T ny〉}n is also convergent (x, y ∈ H). The functional wT (x, y) :=
limn〈T nx,T ny〉 is linear in x, conjugate linear in y, and bounded by 1. Thus, there exists
a unique operator AT on H such that 〈AT x,y〉 = wT (x, y) holds for all x, y ∈ H. Since
wT (x, x)  0 (x ∈ H), it follows that 0  AT  I . Furthermore, the relation wT (T x,T y) =
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transformation X+T :H → K+T := (A1/2T H)−, x → A1/2T x, we obtain that there exists a unique
isometry VT on the space K+T such that X
+
T T = VT X+T . The isometry VT is called the isometric
asymptote of the contraction T . It is clear that the canonical intertwining transformation X+T has
dense range. Let WT denote the minimal unitary extension of VT acting on the Hilbert space KT ,
determined uniquely up to isomorphism (see [19, Section I.2]). The operator WT is the unitary
asymptote of the contraction T . The transformation XT :H→ KT , x → X+T x intertwines T with
WT : XT T = WT XT . Furthermore,
‖XT h‖2 =
∥∥X+T h∥∥2 = ∥∥A1/2T h∥∥2 = 〈AT h,h〉 = limn ∥∥T nh∥∥2
is true, for every h ∈H. Thus, the nullspace kerXT coincides with the set of vectors whose orbits
converge to zero under the action of T . The contraction T is called asymptotically non-vanishing
if kerXT =H.
The pair (XT ,WT ) has an important universal property. For an operator A acting on a
space A and an operator B acting on a space B, the intertwining set I(A,B) consists of the
(bounded linear) transformations Y :A→B satisfying the equation YA = BY . The commutant
of A is defined by {A}′ := I(A,A). Now, it is true that for any unitary operator G acting on a
Hilbert space G, and for any transformation Y ∈ I(T ,G), there exists a unique transformation
Z ∈ I(WT ,G) such that Y = ZXT . Furthermore, the commutants and spectra of T and WT are
closely related. For these properties and their extension to larger classes of operators we refer to
[13] and [15]. (See also [1, Chapter XII] for the study of isometric asymptotes, called isometric
extensions there.)
The unitary asymptote of the contraction T can be identified with the ∗-residual part of its
minimal unitary dilation U acting on the Hilbert space K. We recall from [19, Chapter II] that
the subspace L= ((U −T )H)− is wandering, and the orthogonal sum M(L) :=⊕∞k=−∞ UkL is
reducing for U . The ∗-residual part R∗T is the restriction of U to its reducing subspace R∗T :=
K  M(L). Let us consider the transformation X̂T :H → R∗T , h → P∗h, where P∗ denotes
the orthogonal projection in K onto the subspace R∗T . Since R∗T X̂T = X̂T T and ‖X̂T h‖ =
limn ‖T nh‖ (h ∈H) hold by [19, Section II.3], it can be easily verified that the pair (X̂T ,R∗T ) is
equivalent to (XT ,WT ), that is there exists a unitary transformation Z ∈ I(WT ,R∗T ) such that
X̂T = ZXT .
The unitary asymptote has a particularly useful representation in the Sz.-Nagy–Foias func-
tional model of completely non-unitary (c.n.u.) contractions. We recall the construction of the
model operator given in [19, Chapter VI]. Let E,E∗ be (separable) Hilbert spaces, and let
{E,E∗,Θ(λ)} be a purely contractive analytic function defined on the open unit disc D. It is
known that the radial limit Θ(ζ) = limr→1−0 Θ(rζ ) exists in the strong operator topology for
almost every ζ on the unit circle T. Hence Θ can be considered also as a measurable function
defined almost everywhere on T, and taking values in L(E,E∗). We can extend Θ to the whole
circle T defining its value by 0 on the exceptional set of measure zero. The defect operator-
functions associated with Θ are defined by
Δ(ζ) := (I −Θ(ζ)∗Θ(ζ))1/2 and Δ∗(ζ ) := (I −Θ(ζ)Θ(ζ )∗)1/2 (ζ ∈ T).
Let us consider the spaces L2(E), L2(E∗) of vector-valued functions, defined with respect to the
normalized Lebesgue measure m on T, and the Hardy subspaces H 2(E), H 2(E∗). Setting
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(
ΔL2(E)
)−
, K+ := H 2(E∗)⊕
(
ΔL2(E)
)−
,
G := {Θu⊕Δu: u ∈ L2(E)}, G+ := {Θu⊕Δu: u ∈ H 2(E)},
the model space H = H(Θ) is given by H := K+ G+. Let U× denote the operator of multi-
plication by ζ on L2(E∗)⊕L2(E). The subspaces K,G are reducing for U×, while K+,G+ are
invariant for U×. The model operator T = S(Θ) is defined by T := P+U+|H, where P+ denotes
the orthogonal projection onto H in K+, U+ := U×|K+ is the minimal isometric dilation of T ,
while U := U×|K is the minimal unitary dilation of T .
Let us consider the restriction R˜∗T of U× to the reducing subspace R˜∗T := (Δ∗L2(E∗))−,
and the transformation X˜T ∈ I(T , R˜∗T ) defined by
X˜T (u⊕ v) := −Δ∗u+Θv (u⊕ v ∈H).
Since multiplication by the unitary operator-valued function
F(ζ ) =
[−Δ∗(ζ ) Θ(ζ )
Θ(ζ )∗ Δ(ζ)
]
∈ L(E∗ ⊕E) (ζ ∈ T)
transfers the subspace R∗T into R˜∗T , we obtain that the pair (X˜T , R˜∗T ) is equivalent to the
pair (X̂T ,R∗T ), and so to the pair (XT ,WT ). (See [12] for details.) The great advantage of
this representation of the unitary asymptote lies in the fact that the intertwining mapping X˜T is
multiplication by an operator-valued function.
3. Factorization Theorem
Let T be an absolutely continuous (a.c.) contraction on the Hilbert space H, that is we assume
that the (spectral measure of the) unitary component of T is a.c. with respect to the normal-
ized Lebesgue measure m on the unit circle T. The minimal unitary dilation U of T is a.c. by
[19, Theorem II.6.4]. It follows that the ∗-residual part R∗T is also a.c., and then so is the uni-
tary asymptote WT of T . The a.c. unitary operator WT on the (separable) Hilbert space KT is
uniquely determined—up to unitary equivalence—by its spectral-multiplicity function (see e.g.
[4, Section IX.10]), which we will call the asymptotic spectral-multiplicity function of the con-
traction T , and denote by μT . We recall that μT is a measurable function defined on the unit
circle T, and taking values in the set N ∪ {0,ℵ0} of countable cardinals. It is determined by the
decreasing sequence of Borel sets:
ρT,n :=
{
ζ ∈ T: μT (ζ ) n
} (
n ∈ N ∪ {ℵ0}
)
.
The set ρT := ρT,1 is the support of the spectral measure of WT and is called the residual set of
the a.c. contraction T . For its role in the study of T we refer to [17].
The Factorization Theorem establishes intertwining relations between the contraction T and
unilateral shifts, exploiting the fine structure of WT encoded in the spectral-multiplicity func-
tion μT .
For any cardinal number 1  n  ℵ0, let Gn be a fixed Hilbert space of dimension n. Let
us consider the Hilbert space L2(Gn) of vector-valued functions. The σ -algebra of Borel sub-
sets of T will be denoted by BT. For any α ∈ BT, M˜n,α is the multiplication by χ(ζ ) = ζ
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multiplicity function nχα . (Here and in the sequel χω stands for the characteristic function of the
set ω.)
It is known that the Hardy space H 2(Gn) of analytic vector-valued functions, defined on D,
can be identified with the subspace L2+(Gn) of L2(Gn), consisting of the functions with zero
Fourier coefficients of negative indices (see [19, Section V.1]). Let Sn be the multiplication by
χ(ζ ) = ζ on H 2(Gn); Sn is clearly a unilateral shift of multiplicity n. For any α ∈ BT, let us
consider the natural embedding
J˜n,α :H
2(Gn) → L2(Gn,α), f → χαf,
of H 2(Gn) into L2(Gn,α). If m(α) = 0 then L2(Gn,α) and J˜n,α reduce to zero. If m(α) > 0
then J˜n,α is one-to-one, ‖J˜n,α‖ = 1, and J˜n,αSn = M˜n,αJ˜n,α . (See [9, Chapter 4] and [19, Chap-
ter III].)
For the sake of brevity, we introduce the notation
MT,n := M˜n,ρT,n and JT,n := J˜n,ρT ,n (1 n ℵ0)
in connection with the a.c. contraction T . The Factorization Theorem states that JT,n can be
factored into the product of two mappings intertwining Sn and MT,n with T , with a control on
the norms of the intertwiners.
Theorem 1. Let T be an a.c. contraction on the Hilbert space H. For every cardinal number
1 n ℵ0, and for every ε > 0, there exist transformations Y ∈ I(Sn, T ) and Z ∈ I(T ,MT,n)
satisfying the conditions:
(i) ZY = JT,n, and
(ii) ‖Y‖ < 1 + ε, ‖Z‖ < 1 + ε.
Notice that if m(ρT,n) = 0 then JT,n = 0, and so the transformations Y = 0 and Z = 0
evidently possess the required properties. The statement of the previous theorem becomes non-
trivial when m(ρT,n) > 0.
4. Defect fields
The core of the proof of the Factorization Theorem (Theorem 1) is its verification in the
functional model. So let us give a purely contractive analytic function {E,E∗,Θ(λ)}, and let
us consider the model operator T = S(Θ) ∈ L(H= H(Θ)) constructed at the end of Section 2.
Since WT is unitarily equivalent to R˜∗T , we obtain that the asymptotic spectral-multiplicity func-
tion μT of T coincides with the function rankΔ∗(ζ ) (ζ ∈ T). Thus
ρT,n =
{
ζ ∈ T: rankΔ∗(ζ ) n
}
holds for every 1 n ℵ0.
First we want to show that there exists a sequence {ui ⊕vi}0i<n in the dilation spaceK, which
is pointwise orthonormal on the set ρT,n, and whose transformed sequence {−Δ∗ui +Θvi}0i<n
in R˜∗T is also pointwise orthonormal on ρT,n. (We remind the reader of the special form of the
intertwining mapping X˜T .) In order to do so we have to make a closer look at the defect functions.
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A ∈ L(G,G∗) is the positive contraction defined by DA := (I − A∗A)1/2 ∈ L(G). The closure
of its range is the defect space DA of A. Let DA∗ and DA∗ be the analogous objects connected
with the adjoint A∗. It is easy to check that A∗DA∗ = DAA∗.
For any ζ ∈ T, let Δ(ζ) and D(ζ ) be the defect operator and the defect space of Θ(ζ), re-
spectively. Let Δ∗(ζ ) and D∗(ζ ) stand for the analogous objects connected with the adjoint
transformation Θ(ζ)∗. All these operator fields and subspace fields are measurable; see [14, Sec-
tion 2]. Notice that the direct integrals ∫ ⊕
ω
(D∗(ζ ) ⊕D(ζ )) dm(ζ ) and
∫ ⊕
ω
D∗(ζ ) dm(ζ ) can be
viewed as subspaces in the space K of the minimal unitary dilation U , and in R˜∗T , respectively.
The following statement is an improvement of [14, Corollary 1]. (Its version formulated in
the more general setting considered in [14] can be proved in a similar way. We note that only the
pointwise orthogonality of the system {ki}i below was shown in [14].)
Proposition 2. For every cardinal number 1  n  ℵ0, there exist sequences {ui}0i<n and
{vi}0i<n of measurable vector fields in ∏ζ∈ρT,n D∗(ζ ) and ∏ζ∈ρT,n D(ζ ), respectively, such
that
(i) {ui(ζ ) ⊕ vi(ζ )}0i<n forms an orthonormal system in D∗(ζ ) ⊕D(ζ ) for every ζ ∈ ρT,n,
and
(ii) {ki(ζ ) := −Δ∗(ζ )ui(ζ ) + Θ(ζ)vi(ζ )}0i<n is also an orthonormal system in D∗(ζ ) for
every ζ ∈ ρT,n.
Proof. Let F :T → L(E∗ ⊕ E) be the unitary operator-valued, measurable function introduced
in Section 2. The equation Θ(ζ)∗Δ∗(ζ ) = Δ(ζ)Θ(ζ )∗ yields F(ζ )D∗(ζ ) ⊂ D∗(ζ ) ⊕ D(ζ )
(ζ ∈ T). Let us consider the isometry-valued, measurable transformation field F0(ζ ) :D∗(ζ ) →
D∗(ζ )⊕D(ζ ) defined by F0(ζ )w := F(ζ )w = −Δ∗(ζ )w ⊕Θ(ζ)∗w (ζ ∈ T, w ∈D∗(ζ )). It is
easy to see that the adjoint transformation field F0(ζ )∗ :D∗(ζ ) ⊕D(ζ ) →D∗(ζ ) is defined by
F0(ζ )∗(u⊕ v) = −Δ∗(ζ )u+Θ(ζ)v.
Since dimD∗(ζ ) n holds for every ζ ∈ ρT,n, we can give measurable vector fields {ki}0i<n
in
∏
ζ∈ρT,n D∗(ζ ) so that {ki(ζ )}0i<n forms an orthonormal system for each ζ ∈ ρT,n (see [5,
Chapter II.1]). Then the measurable vector fields {ui}0i<n and {vi}0i<n, defined by
ui(ζ )⊕ vi(ζ ) := F0(ζ )ki(ζ ) (0 i < n, ζ ∈ ρT,n),
satisfy all the required conditions. 
5. Approximation by analytic functions
The vector functions (or vector fields) {ui ⊕ vi}i provided by Proposition 2 are contained in
the space K of the minimal unitary dilation. We want to approximate them with functions from
the space K+ of the minimal isometric dilation U+. Hence we have to approximate measurable
vector-valued functions by analytic ones. For any u, uˆ ∈ L2(E∗) the measurable function [u, uˆ]
is defined by [u, uˆ](ζ ) := 〈u(ζ ), uˆ(ζ )〉 (ζ ∈ T). The norm-function of u ∈ L2(E∗) is denoted
by [u], that is [u](ζ ) := ‖u(ζ )‖ (ζ ∈ T). We recall from [14, Lemma 7] that if u ∈ L2(E∗) is a
unimodular function, that is [u] ≡ 1, then for every 0 < η < 1 there exists a function u# ∈ H 2(E∗)
such that [u#] ≡ 1 and ∣∣[u#, u]∣∣ η. For the approximating purposes, mentioned above, we need
the following lemma.
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norm-function [u⊕ v] ≡ 1. Then, for every 0 < η < 1, there exist a function u# ∈ H 2(E∗) and a
measurable complex function ψ on T such that
[
u# ⊕ψv]≡ 1 and ∣∣[u# ⊕ψv,u⊕ v]∣∣ η.
Proof. Let us give an arbitrary 0 < η < 1, and let us choose positive numbers η1 and ε satisfying
the conditions
η < η21 < η1 < 1 and
(
η21 − 2ε
)
(1 + 2ε)−1 > η. (1)
Let us consider the decomposition T = β1 ∪ β2, where
β1 :=
{
ζ ∈ T: ∥∥u(ζ )∥∥ η1} and β2 := T \ β1.
Given any e∗ ∈ E∗ with ‖e∗‖ = 1, the function u1 ∈ L2(E∗) is defined by
u1(ζ ) :=
{
u(ζ )/‖u(ζ )‖ if ζ ∈ β1,
e∗ if ζ ∈ β2. (2)
Since [u1] ≡ 1, by [14, Lemma 7] there exists a function u#1 ∈ H 2(E∗) such that
η1 
∣∣[u#1, u1]∣∣ [u#1]≡ 1. (3)
Let us give a positive η2 so that η1 < η2 < 1. Applying [14, Lemma 7] for u⊕ v, we obtain a
function u#2 ⊕ v#2 ∈ H 2(E∗ ⊕E) ≡ H 2(E∗)⊕H 2(E) with the properties
η2 
∣∣[u#2 ⊕ v#2, u⊕ v]∣∣ [u#2 ⊕ v#2]≡ 1. (4)
For every ζ ∈ β2, we have
∥∥v(ζ )∥∥= (1 − ∥∥u(ζ )∥∥2)1/2  (1 − η21)1/2 > 0. (5)
Let us consider the decomposition
v#2(ζ ) = ψ2(ζ )v(ζ )+w(ζ ), where w(ζ ) ⊥ v(ζ ) (ζ ∈ β2). (6)
It is clear that the function
ψ2(ζ ) =
∥∥v(ζ )∥∥−2〈v#2(ζ ), v(ζ )〉 (ζ ∈ β2) (7)
is measurable. We want to show that the norm of w(ζ ) is as small as we wish if η2 is sufficiently
close to 1.
In view of (4) and applying the Cauchy–Schwarz inequality we infer that
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∣∣〈u#2(ζ )⊕ v#2(ζ ), u(ζ )⊕ v(ζ )〉∣∣ ∣∣〈u#2(ζ ), u(ζ )〉∣∣+ ∣∣〈v#2(ζ ), v(ζ )〉∣∣

∥∥u#2(ζ )∥∥∥∥u(ζ )∥∥+ ∥∥v#2(ζ )∥∥∥∥v(ζ )∥∥=: κ(ζ )

(∥∥u#2(ζ )∥∥2 + ∥∥v#2(ζ )∥∥2)1/2(∥∥u(ζ )∥∥2 + ∥∥v(ζ )∥∥2)1/2 = 1 (8)
holds for every ζ ∈ T. Taking the decomposition of the ordered pairs(∥∥u#2(ζ )∥∥,∥∥v#2(ζ )∥∥)= κ(ζ )(∥∥u(ζ )∥∥,∥∥v(ζ )∥∥)+ (a(ζ ), b(ζ )),
we obtain that ∣∣b(ζ )∣∣2  ∥∥(a(ζ ), b(ζ ))∥∥2 = 1 − κ(ζ )2  1 − η22,
whence ∥∥v#2(ζ )∥∥= κ(ζ )∥∥v(ζ )∥∥+ b(ζ ) η2∥∥v(ζ )∥∥− (1 − η22)1/2 (ζ ∈ T)
follows. Applying (5) we conclude that
∥∥v#2(ζ )∥∥ η2(1 − η21)1/2 − (1 − η22)1/2 (9)
is true for every ζ ∈ β2. Let us assume that η2 is so close to 1 that
η2
(
1 − η21
)1/2 − (1 − η22)1/2 > 0 (10)
is fulfilled. One can easily derive from (8) that∥∥v#2(ζ )∥∥∥∥v(ζ )∥∥− ∣∣〈v#2(ζ ), v(ζ )〉∣∣ 1 − η2 (ζ ∈ T).
It follows by (5)–(7) and (9) that
∥∥ψ2(ζ )v(ζ )∥∥= ∣∣〈v#2(ζ ), v(ζ )/∥∥v(ζ )∥∥〉∣∣ ∥∥v#2(ζ )∥∥− (1 − η2)(1 − η21)−1/2
 η2
(
1 − η21
)1/2 − (1 − η22)1/2 − (1 − η2)(1 − η21)−1/2 (11)
holds for every ζ ∈ β2. Choosing η2 sufficiently close to 1 we can ensure that
η2
(
1 − η21
)1/2 − (1 − η22)1/2 − (1 − η2)(1 − η21)−1/2 > 0. (12)
Applying (6), (11) and (12) we obtain
∥∥v#2(ζ )−ψ2(ζ )v(ζ )∥∥2 = ∥∥v#2(ζ )∥∥2 − ∥∥ψ2(ζ )v(ζ )∥∥2

∥∥v#2(ζ )∥∥2 − (∥∥v#2(ζ )∥∥− (1 − η2)(1 − η21)−1/2)2
 2
∥∥v#2(ζ )∥∥(1 − η2)(1 − η21)−1/2
 2(1 − η2)
(
1 − η21
)−1/2
(ζ ∈ β2). (13)
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and
2(1 − η2)
(
1 − η21
)−1/2
< ε2, (14)
we conclude by (13) that
∥∥v#2(ζ )−ψ2(ζ )v(ζ )∥∥< ε (15)
holds for every ζ ∈ β2.
Let us give ϕ1, ϕ2 ∈ H∞ with absolute value
|ϕ1| = χβ1 + εχβ2, |ϕ2| = εχβ1 + χβ2 , (16)
and let us introduce the functions
u˜ := ϕ1u#1 + ϕ2u#2 ∈ H 2(E∗) and ψ˜(ζ ) :=
{
0 for ζ ∈ β1,
ϕ2(ζ )ψ2(ζ ) for ζ ∈ β2.
For every ζ ∈ β1, we have
u˜(ζ )⊕ ψ˜(ζ )v(ζ ) = (ϕ1(ζ )u#1(ζ )+ ϕ2(ζ )u#2(ζ ))⊕ 0,
and so
1 − ε  ∥∥u˜(ζ )⊕ ψ˜(ζ )v(ζ )∥∥ 1 + ε (ζ ∈ β1) (17)
readily follows by (3), (4) and (16). Furthermore,
∣∣〈˜u(ζ )⊕ ψ˜(ζ )v(ζ ), u(ζ )⊕ v(ζ )〉∣∣= ∣∣ϕ1(ζ )〈u#1(ζ ),∥∥u(ζ )∥∥u1(ζ )〉+ ϕ2(ζ )〈u#2(ζ ), u(ζ )〉∣∣
 η21 − ε (ζ ∈ β1) (18)
is clearly true by (2)–(4) and (16). On the other hand, for every ζ ∈ β2, we have
u˜(ζ )⊕ ψ˜(ζ )v(ζ ) = (ϕ1(ζ )u#1(ζ )⊕ 0)+ ϕ2(ζ )(u#2(ζ )⊕ v#2(ζ ))
+ (0 ⊕ ϕ2(ζ )(ψ2(ζ )v(ζ )− v#2(ζ ))).
Hence, applying (15) together with (3), (4) and (16), one can easily verify that
1 − 2ε  ∥∥u˜(ζ )⊕ ψ˜(ζ )v(ζ )∥∥ 1 + 2ε (ζ ∈ β2) (19)
and
∣∣〈˜u(ζ )⊕ ψ˜(ζ )v(ζ ), u(ζ )⊕ v(ζ )〉∣∣ η2 − 2ε  η21 − 2ε (ζ ∈ β2). (20)
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function ϕ ∈ H∞ with the property
|ϕ| = [˜u⊕ ψ˜v].
Defining u# ∈ H 2(E∗) and the measurable function ψ by
u# := ϕ−1u˜ and ψ := ϕ−1ψ˜,
the equation [u# ⊕ ψv] ≡ 1 is clearly fulfilled. Finally, the relations (17)–(20) and (1) readily
imply that
∣∣〈u#(ζ )⊕ψ(ζ )v(ζ ), u(ζ )⊕ v(ζ )〉∣∣ (η21 − 2ε)∣∣ϕ(ζ )∣∣−1  (η21 − 2ε)(1 + 2ε)−1  η
is true for every ζ ∈ T. Thus the proof is complete. 
Since we shall work with vectors approximating an orthonormal system, we need a statement
which describes how perturbation of an isometry on elements of an orthonormal basis affects
the norm and the lower bound of the operator. Such a statement is the content of the following
lemma taken from [14].
Lemma 4. Let 1  n  ℵ0 be a cardinal number, let {gi}0i<n be an orthonormal basis in the
Hilbert space Gn, and let {fi}0i<n be an orthonormal system in a Hilbert space F. Let us give
constants 0 < δ < c < 1 and a sequence {δi}0i<n of positive numbers satisfying the condition∑
0i<n δ
2
i  δ2. For any 0 i < n, let f #i ∈ F be a vector of the form
f #i = cifi + si , where c |ci | 1 and ‖si‖ δi .
Then there exists a uniquely determined transformation A ∈ L(Gn,F) such that Agi = f #i holds,for every 0 i < n. Furthermore, for this transformation A we have
c − δ Λ(A) ‖A‖ 1 + δ.
We remind the reader that the lower bound Λ(A) of A is defined by Λ(A) := inf{‖Ax‖:
x ∈Gn, ‖x‖ = 1}.
6. Proof and supplement
Now we are ready to prove Theorem 1 for the model operator T = S(Θ).
Proposition 5. The statement of Theorem 1 is true for the c.n.u. contraction T = S(Θ).
Proof. Let us fix a cardinal number 1 n ℵ0, and let us assume that m(ρT,n) > 0. Recall that
ρT,n = {ζ ∈ T: rankΔ∗(ζ ) n}. For simplicity, we shall use the notation γ := ρT,n. Let us give
an arbitrary ε > 0.
Let {ui}0i<n and {vi}0i<n be measurable vector-valued functions obtained by applying
Proposition 2. We extend these functions to the whole circle T in the following way. Given any
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0  i < n. It is clear that ui ⊕ vi ∈ K for every 0  i < n. Furthermore, {ui(ζ ) ⊕ vi(ζ )}0i<n
forms an orthonormal system for every ζ ∈ T, and{
ki(ζ ) := −Δ∗(ζ )ui(ζ )+Θ(ζ)vi(ζ )
}
0i<n ⊂D∗(ζ ) (21)
is also an orthonormal system for every ζ ∈ γ .
Let us give constants 0 < δ < c < 1 and a sequence {δi}0i<n of positive numbers with the
property
∑
0i<n δ
2
i  δ2. Applying Lemma 3 we obtain that, for every 0  i < n, there exist
u#i ∈ H 2(E∗) and a measurable complex function ψi on T such that
ηi 
∣∣[u#i ⊕ψivi, ui ⊕ vi]∣∣ [u#i ⊕ψivi]≡ 1 (22)
holds with ηi := max(c, (1 − δ2i )1/2). Then u#i ⊕ ψivi ∈ K+ is clearly true for every 0 i < n.
In view of (22), these functions can be written in the form
u#i (ζ )⊕ψi(ζ )vi(ζ ) = ci(ζ )
(
ui(ζ )⊕ vi(ζ )
)+ (ri(ζ )⊕ si(ζ )), (23)
where
c ηi 
∣∣ci(ζ )∣∣ 1 (ζ ∈ T, 0 i < n) (24)
and ∥∥ri(ζ )⊕ si(ζ )∥∥2 = 1 − ∣∣ci(ζ )∣∣2  1 − η2i  δ2i (ζ ∈ T, 0 i < n). (25)
Let us fix an orthonormal basis {gi}0i<n in Gn. Given any ζ ∈ T, in virtue of (23)–(25),
Lemma 4 implies the existence of a uniquely determined transformation Φ(ζ) ∈ L(Gn,E∗ ⊕E)
satisfying the condition
Φ(ζ)gi = u#i (ζ )⊕ψi(ζ )vi(ζ ) for every 0 i < n;
furthermore,
c − δ Λ(Φ(ζ)) ∥∥Φ(ζ)∥∥ 1 + δ. (26)
We shall write χTgi for the constant function in H 2(Gn) with value gi . Since Φ(χTgi) =
u#i ⊕ψivi is a measurable vector-valued function for every 0 i < n, it follows that the bounded
transformation-valued function Φ is measurable (see [5, Section II.2.1]). The transformation
M(Φ) of multiplication by Φ maps L2(Gn) into K, and clearly M(Φ)H 2(Gn) ⊂ K+. Let us
consider the restriction
Y+ := M(Φ)
∣∣H 2(Gn) ∈ L(H 2(Gn),K+).
It is evident that
Y+Sn = U+Y+ and Y+(χTgi) = u#i ⊕ψivi (0 i < n). (27)
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the orthogonal projection onto H in K+. We know from [19, Theorem I.4.1] that
P˜+U+ = T P˜+. (28)
Now the transformation Y ∈ L(H 2(Gn),H) is defined by
Y := P˜+Y+. (29)
The relations (27)–(29) result in that
YSn = T Y. (30)
Furthermore, in view of (26) we obtain that
‖Y‖ ‖Y+‖ ‖Φ‖∞  1 + δ. (31)
Let us consider the vector-valued functions
hi := Y(χTgi) ∈H and k#i := X˜T hi ∈ R˜∗T (0 i < n). (32)
Let R˜∗+ be the reducing subspace of R˜∗T generated by the vectors {χγ k#i }0i<n, and let us
consider the restriction R˜∗+ := R˜∗T |R˜∗+. Let Q˜+ ∈ L(R˜∗T , R˜∗+) stand for the transformation
defined by Q˜+x := Q+x (x ∈ R˜∗T ), where Q+ is the orthogonal projection onto R˜∗+ in R˜∗T .
Then clearly
Q˜+R˜∗T = R˜∗+Q˜+ and Q˜+k#i = χγ k#i (0 i < n). (33)
Introducing the transformation X˜+ :K+ → R˜∗T defined by
X˜+(u⊕ v) := −Δ∗u+Θv (u⊕ v ∈ K+),
we can see from the equation ΘΔ = Δ∗Θ that ker X˜+ ⊃G+. Consequently
k#i = X˜T P˜+
(
u#i ⊕ψivi
)= X˜+(u#i ⊕ψivi)= −Δ∗u#i +Θ(ψivi) (0 i < n). (34)
We infer by (21) and (23) that for any 0 i < n the function k#i is of the following form on the
set γ :
k#i (ζ ) = ci(ζ )ki(ζ )+ yi(ζ ), where yi(ζ ) := −Δ∗(ζ )ri(ζ )+Θ(ζ)si(ζ ) (ζ ∈ γ ). (35)
Recalling that the operator F(ζ ) in Section 2 is an isometry, it follows by (25) that
∥∥yi(ζ )∥∥ ∥∥ri(ζ )⊕ si(ζ )∥∥ δi (ζ ∈ γ, 0 i < n). (36)
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(35), (36) and (24) that, for any ζ ∈ γ , there exists a (unique) transformation Ψ (ζ ) ∈ L(Gn,E∗)
such that
Ψ (ζ )gi = k#i (ζ ) for every 0 i < n; (37)
furthermore,
c − δ Λ(Ψ (ζ )) ∥∥Ψ (ζ )∥∥ 1 + δ. (38)
For any ζ ∈ T \ γ let us set Ψ (ζ ) := 0 ∈ L(Gn,E∗). It can be easily verified, as before for Φ ,
that the bounded function Ψ is measurable. The transformation M(Ψ ) of multiplication by Ψ
maps L2(Gn, γ ) into R˜∗+; let us consider the mapping
Z+ := M(Ψ )
∣∣ L2(Gn, γ ) ∈ L(L2(Gn, γ ), R˜∗+).
It is evident that
Z+(χγ gi) = χγ k#i for every 0 i < n. (39)
We infer by (38) that
c − δ Λ(Z+) ‖Z+‖ 1 + δ. (40)
Since Z+ has dense range by (39), we obtain that Z+ is invertible, and so (40) yields∥∥Z−1+ ∥∥ (c − δ)−1. (41)
Taking into account that MT,n = M˜n,γ , we can see that
Z+MT,n = R˜∗+Z+. (42)
Now, the transformation Z ∈ L(H,L2(Gn, γ )) is defined by
Z := Z−1+ Q˜+X˜T . (43)
The intertwining relations X˜T T = R˜∗T X˜T , (33) and (42) yield that
ZT = MT,nZ. (44)
Taking into account that the mappings Q˜+ and X˜T are contractions, it follows from (41) that
‖Z‖ (c − δ)−1. (45)
Choosing the constants δ and c sufficiently close to 0 and 1, respectively, it can be achieved
that 1 + δ < 1 + ε and (c − δ)−1 < 1 + ε hold. Hence, by the inequalities (31) and (45) we
conclude that
‖Y‖ < 1 + ε and ‖Z‖ < 1 + ε. (46)
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ZY(χTgi) = Zhi = Z−1+ Q˜+X˜T hi = Z−1+ Q˜+k#i = Z−1+ χγ k#i
= χγ gi = J˜n,γ (χTgi) = JT,n(χTgi). (47)
Since ZY and JT,n intertwine Sn with MT,n, equalities (47) imply
ZY = JT,n. (48)
The relations (46) and (48) show that the mappings Y and Z possess all the required proper-
ties. 
Now we complete the proof of the main result.
Proof of Theorem 1. Let T be an a.c. contraction on the Hilbert space H. Let us give a cardinal
number 1 n ℵ0 and a positive ε.
The contraction T can be decomposed into the orthogonal sum T = Tu ⊕ Tc , where Tu is
an a.c. unitary operator and Tc is a c.n.u. contraction. It is known (see e.g. [4, Section IX.10])
that Tu = WTu is unitarily equivalent to the orthogonal sum
⊕
k∈N Mαk , where αk := ρTu,k and
Mαk = M˜1,αk (k ∈ N). Let Qu ∈ I(
⊕
k∈N Mαk ,Tu) be a unitary transformation; then
Q˜ := Qu ⊕ I ∈ I
((⊕
k∈N
Mαk
)
⊕ Tc, Tu ⊕ Tc
)
is also unitary. Given an arbitrary 0 < c < 1, for every k ∈ N, let ϑk ∈ H∞ be an outer function
with absolute value |ϑk| = cχαk + χT\αk , and let us consider the c.n.u. contraction Tk = S(ϑk).
By [19, Theorem IX.1.2] there exists an affinity Qk ∈ I(Tk,Mαk ) satisfying the conditions
1 = ‖Qk‖
∥∥Q−1k ∥∥ c−1 (k ∈ N).
The c.n.u. contraction T˜ := (⊕k∈N Tk) ⊕ Tc is unitarily equivalent to a model operator T ′ =
S(Θ) by [19, Theorem VI.2.3], let Q′ ∈ I(T ′, T˜ ) be a unitary transformation. Then the affinity
Q := Q˜
((⊕
k∈N
Qk
)
⊕ I
)
Q′
has the properties
QT ′ = TQ and 1 = ‖Q‖ ∥∥Q−1∥∥ c−1. (49)
Clearly, μTk = χαk holds for every k ∈ N, and so the asymptotic spectral-multiplicity functions
of the contractions T and T ′ coincide: μT = μT ′ . Therefore
MT,n = MT ′,n and JT,n = JT ′,n. (50)
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I(T ′,MT ′,n) satisfying the conditions
Z′Y ′ = JT ′,n and ‖Y ′‖ < 1 + δ, ‖Z′‖ < 1 + δ. (51)
Then Y := QY ′ ∈ I(Sn, T ), Z := Z′Q−1 ∈ I(T ,MT,n), and we conclude by (49)–(51) that
ZY = Z′Y ′ = JT ′,n = JT,n
and
‖Y‖ < 1 + δ, ‖Z‖ < (1 + δ)c−1.
Choosing δ and c sufficiently close to 0 and 1, respectively, we can ensure that 1 + δ < 1 + ε and
(1 + δ)c−1 < 1 + ε. The proof is complete. 
We supplement the statement of Theorem 1 by showing that every factorization of any em-
bedding J˜n,α through intertwining mappings with the contraction T is necessarily attached to the
set ρT,n.
Proposition 6. Let T be an a.c. contraction on the Hilbert space H. Let us give a cardinal num-
ber 1 n ℵ0 and a Borel set α on the unit circle T. If there exist transformations Y ∈ I(Sn, T )
and Z ∈ I(T , M˜n,α) with the property ZY = J˜n,α , then α is a.e. contained in ρT,n, that is
m(α \ ρT,n) = 0.
Proof. By the universal property of (XT ,WT ) there exists a unique transformation
L ∈ I(WT , M˜n,α) such that Z = LXT . Since WT and M˜n,α are unitaries it follows that
L ∈ I(W ∗T , M˜∗n,α) is also true. Hence the subspace K1 := kerL is reducing for WT , that is
WT = W0 ⊕ W1 in the decomposition KT = K0 ⊕ K1. Taking into account that LKT ⊃ ZH ⊃
J˜n,αH
2(Gn) and that (LKT )− reduces M˜n,α , we infer that L has dense range. Considering
the polar decomposition L = VL|L| of L, one can easily check that the unitary transformation
V0 := VL|K0 ∈ L(K0,L2(Gn,α)) intertwines W0 with M˜n,α (see the proof of [19, Proposi-
tion II.3.4]).
Let us assume that W1 is unitarily equivalent to the model operator
⊕
k∈N Mβk , where {βk}k∈N
is a decreasing sequence of Borel subsets of T. Then it is easy to verify the following unitary
equivalence relations:
WT  M˜n,α ⊕
(⊕
k∈N
Mβk
)

⊕
k∈N
Mαk ,
where the decreasing sequence {αk}k∈N ⊂ BT is defined by
αk := α ∪ βk for all k ∈ N
if n = ℵ0, while in the case n < ℵ0 we have
αk :=
{
α ∪ βk for 1 k  n,
βk ∪ (βk−n ∩ α) for n < k.
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7. Shift-type invariant subspaces
If T is an a.c. contraction then, for any 1 n ℵ0 and ε > 0, let Y(T ,n, ε) stand for the set
of those mappings Y ∈ I(Sn, T ) which satisfy the conditions
ZY = JT,n, ‖Y‖ < 1 + ε, ‖Z‖ < 1 + ε
with an appropriate Z ∈ I(T ,MT,n) (depending on Y ). We know that JT,n is one-to-one, and
then so is every Y ∈ Y(T ,n, ε), whenever m(ρT,n) > 0. The following proposition states that the
ranges of the transformations in Y(T ,n, ε) together span the whole space of T . (Though a mod-
ified version of this section is contained in [14], we present here a more streamlined discussion
for the sake of completeness.)
Proposition 7. Let T be an a.c. contraction on the Hilbert space H, and let us assume that
m(ρT,n) > 0 holds for a cardinal number 1 n ℵ0.
(a) For every ε > 0 we have
∨{
YH 2(Gn): Y ∈ Y(T ,n, ε)
}=H.
(b) If n = ℵ0 then, for every ε > 0, there exist Y, Ŷ ∈ Y(T ,n, ε) such that
YH 2(Gn)∨ ŶH 2(Gn) =H.
Proof. It is sufficient to verify the statement for the model operator T = S(Θ). (See the analo-
gous reduction in the proof of Theorem 1.)
For every 0 i < n, setting an arbitrary vector e∗i ∈ E∗ with ‖e∗i‖
√
2/2, a vector-valued
function vi ∈ (ΔL2(E))− with [vi] 
√
2/2, a non-negative integer ki and an integer li , let us
consider the vectors
uˆi := χki e∗i ∈ H 2(E∗) and vˆi := χli vi ∈
(
ΔL2(E)
)−
,
where χ(ζ ) = ζ (ζ ∈ T). It is clear that uˆi ⊕ vˆi ∈ K+ and [uˆi ⊕ vˆi] 1 (0 i < n).
Fixing a positive ε, let us give the constants 0 < δ < c < 1 and the sequences {δi}0i<n,
{ηi}0i<n as in the proof of Proposition 5. For every 0 i < n, one can choose positive numbers
η̂i and εi so that
ηi < η̂i < 1 and ηi < (1 − εi )̂ηi − εi .
Let {u#i ⊕ψivi}0i<n ⊂ K+ be a sequence satisfying the condition
(ηi <) η̂i 
∣∣[u#i ⊕ψivi, ui ⊕ vi]∣∣ [u#i ⊕ψivi]≡ 1 (0 i < n)
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(1 − εi)
(
u#i ⊕ψivi
)+ εi(uˆi ⊕ vˆi )] 1
and
ηi < (1 − εi )̂ηi − εi 
∣∣[(1 − εi)(u#i ⊕ψivi)+ εi(uˆi ⊕ vˆi ), ui ⊕ vi]∣∣ 1,
we infer that
(1 − εi)
(
u#i (ζ )⊕ψi(ζ )vi(ζ )
)+ εi(uˆi (ζ )⊕ vˆi (ζ ))
= cˆi (ζ )
(
ui(ζ )⊕ vi(ζ )
)+ (rˆi (ζ )⊕ sˆi (ζ ))
holds for every ζ ∈ T and 0 i < n, where
c ηi  |cˆi (ζ )| 1 and
∥∥rˆi (ζ )⊕ sˆi (ζ )∥∥ (1 − η2i )1/2  δi .
We note that the relations (22)–(25) are also valid. The procedure described in the proof of
Proposition 5 yields transformations Y and Ŷ in Y(T ,n, ε) such that
Y(χTgi) = P+
(
u#i ⊕ψivi
)
and
Ŷ (χTgi) = (1 − εi)P+
(
u#i ⊕ψivi
)+ εiP+(uˆi ⊕ vˆi )
are true for every 0 i < n. Thus
Ŷ (χTgi)− (1 − εi)Y (χTgi) = εiP+(uˆi ⊕ vˆi ) (0 i < n).
If n = ℵ0 then we can choose the sequence {uˆi ⊕ vˆi}0i<n to be total in K+, and so (b) is
obviously fulfilled. If n < ℵ0 then a sequence of finite sequences{{
uˆ
(k)
i ⊕ vˆ(k)i
}
0i<n: k ∈ N
}
can be chosen to be total in K+. Denoting by Ŷk (k ∈ N) the resulting transformations in
Y(T ,n, ε), we obtain that the subspaces {YH 2(Gn) ∨ ŶkH 2(Gn)}k∈N together span the whole
space H, which proves (a). 
If ρT,n coincides with the whole circle T, or more precisely, if m(ρT,n) = 1 (= m(T)) then
the embedding JT,n is an isometry, and so the conditions
ZY = JT,n, ‖Y‖ < 1 + ε, ‖Z‖ < 1 + ε
imply that
Λ(Y) > (1 + ε)−1.
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affinity Y0 ∈ I(Sn, T |YH 2(Gn)), defined by Y0g := Yg, is close to unitary if ε is small. For
an a.c. contraction T , for any 1  n  ℵ0 and ε > 0, Lat(T ,n, ε) stands for the set of those
invariant subspaces M of T , where the restriction T |M is similar to Sn, and the similarity can
be implemented by an affinity Q ∈ I(Sn, T |M) with the properties
(1 + ε)−1 <Λ(Q) ‖Q‖ < 1 + ε.
We have seen that
{
YH 2(Gn): Y ∈ Y(T ,n, ε)
}⊂ Lat(T ,n, ε) (52)
provided m(ρT,n) = 1. In view of Proposition 7 and (52) we obtain the following statement.
Theorem 8. Let T be an a.c. contraction on the Hilbert space H, and let us assume that
m(ρT,n) = 1 holds for a cardinal number 1 n ℵ0.
(a) For every ε > 0, the subspaces in Lat(T ,n, ε) span the whole space H:
∨
Lat(T ,n, ε) =H.
(b) If n = ℵ0 then, for every ε > 0, there exist two subspaces M,M̂ ∈ Lat(T ,n, ε) such that
M∨ M̂=H.
8. Hyperinvariant subspace problem
We recall that the hyperinvariant subspace lattice HlatA of an operator A ∈ L(A) consists
of those subspaces which are invariant for every operator in the commutant {A}′ of A. The
hyperinvariant subspace problem asks whether every Hilbert space operator A ∈ L(A), which is
not scalar multiple of the identity, has a proper hyperinvariant subspace, that is HlatA = {{0},A}
holds. The positive answer is known only under additional assumptions, for example, in the class
of normal operators because of the Spectral Theorem, or in the class of compact operators by the
celebrated Lomonosov theorem (see e.g. [4, Section VI.4]). Existence of proper hyperinvariant
subspaces was proved in [16] under an orbit condition for asymptotically non-vanishing operators
of regular norm-sequence.
Let T be an arbitrary asymptotically non-vanishing contraction on the Hilbert space H. It is
known that T can be decomposed into the orthogonal sum T = Ta ⊕ Us of an a.c. contraction
Ta and a singular unitary operator Us . Taking into account that the minimal unitary dilation
of Ta is a.c., we infer by the Lifting theorem (see [19, Theorem II.2.3]) that the intertwining
sets I(Ta,Us) and I(Us, Ta) consist only of the zero transformation. Hence the commutant of T
splits into the direct sum of the commutants of Ta and Us : {T }′ = {Ta}′ ⊕ {Us}′, and then the
same is true for the hyperinvariant subspace lattices too: HlatT = HlatTa ⊕HlatUs . Thus, in the
quest for proper hyperinvariant subspaces we may assume that the asymptotically non-vanishing
contraction T is absolutely continuous.
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there exists a point ζ0 ∈ T which is of full density for ρT . Replacing T by ζ 0T , we may as-
sume that ζ0 = 1. (We recall that limn→∞ m(En ∩ ρT )/m(En) = 1 holds whenever the sequence
{En}∞n=1 ⊂ BT shrinks to 1 nicely, see [18, Chapter 8].) Let us consider the singular inner function
ϑ ∈ H∞ defined by
ϑ(λ) = exp[(λ+ 1)/(λ− 1)] (λ ∈ D),
and let us form the operator A := ϑ(T ). We know from [19, Section III.2] that A is also an
a.c. contraction. Furthermore, by [17, Theorem 14] the residual set of A is ρA = ϑ(ρT ). The
following lemma ensures us that ρA essentially covers the whole circle T.
Lemma 9. If the point 1 ∈ T is of full density for the set α ∈ BT, then m(ϑ(α)) = 1.
Proof. Notice that ϑ is analytic on C \ {1} and
ϑ
(
eit
)= exp[−i cot(t/2)], t ∈ (0,2π).
For any integer n ∈ Z, let tn ∈ (0,2π) be defined by cot(tn/2) = 1+n · 2π . It is clear that T \ {1}
is the union of the disjoint arcs ωn := {eit : tn+1 < t  tn} (n ∈ Z), and that ϑn := ϑ |ωn :ωn → T
is a continuous bijection for every n ∈ Z. So the set ϑ(α) =⋃n∈Z ϑn(α ∩ωn) is measurable.
Let us consider the complement γ = T\ϑ(α) and the Borel sets βn = ϑ−1n (γ ) (n ∈ N). Taking
into account that for any (0 <)tn+1 < s1 < s2  tn(< t0 = π/2) the inequality
cot(s1/2)− cot(s2/2) = (sin s∗)−2(s2/2 − s1/2) 8t−2n+1(s2 − s1)
is valid, we can easily infer that
m(βn)
(
m(γ )/8
)
t2n+1 (n ∈ N). (53)
Since the arcs ω˜n :=⋃∞k=n ωk = {eit : 0 < t  tn} (n ∈ N) shrink to 1 nicely,
lim
n→∞
m(ω˜n ∩ α)
m(ω˜n)
= 1 (54)
must hold by the assumption. On the other hand, in view of (53) we have
m(ω˜n ∩ α)
m(ω˜n)
= 1
m(ω˜n)
∞∑
k=n
m(ωk ∩ α) 1 − 1
m(ω˜n)
∞∑
k=n
m(βk)
 1 − m(γ )
2tn
∞∑
k=n+1
t2k (n ∈ N). (55)
Starting from the inequalities 1/(2s) cot s  2/s (s ∈ (0,π/4)), one can easily derive that
1/(8n) tn  1/n (n ∈ N). (56)
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m(ω˜n ∩ α)
m(ω˜n)
 1 − m(γ )
128
· n
∞∑
k=n+1
k−2  1 − m(γ )
128
n
n+ 1 (n ∈ N). (57)
Tending n to infinity in (57), we conclude that m(γ ) 0, that is m(γ ) = 0. 
Thus Lemma 9 yields that m(ρA) = 1. For every r ∈ (0,1), we set ϑr(λ) := ϑ(rλ) (λ ∈ D).
Since ϑr(T ) is the norm-limit of polynomials of T , and ϑr(T ) converges to ϑ(T ) in the strong
operator topology as r tends to 1, we obtain that every operator commuting with T will commute
with A = ϑ(T ) as well. Therefore {T }′ ⊂ {A}′, whence
HlatT ⊃ HlatA
follows. Let us form the inflation B = A(ℵ0) of A acting on the orthogonal sum H(ℵ0) of infinitely
many copies of H. Clearly, B is an a.c. contraction with m(ρB,ℵ0) = 1. Furthermore, it can be
easily verified that
HlatB = {M(ℵ0): M ∈ HlatA}.
Thus HlatT contains a sublattice which is isomorphic to HlatB , and so we have arrived at the
following reduction theorem.
Theorem 10. If every absolutely continuous contraction B with m(ρB,ℵ0) = 1 has a proper
hyperinvariant subspace, then so does every asymptotically non-vanishing (non-scalar) contrac-
tion T too.
We note that the subspace kerXT of vectors with vanishing orbits is clearly hyperinvariant for
the asymptotically non-vanishing contraction T on H. Hence we may assume that kerXT , and
kerXT ∗ as well, are trivial subspaces. Since kerXT =H we obtain that kerXT = {0}, and so T is
a C1·-contraction according to the classification in [19, Section II.4]. If kerXT ∗ = {0} holds true
also, that is when T is a C11-contraction, then a subset of HlatT is isomorphic to HlatWT by
[19, Propositions II.3.5 and II.5.1]. (For a more complete description of the hyperinvariant sub-
space lattices of C11-contractions we refer to [19, Section VII.5], [10,13].) Thus we may assume
that kerXT ∗ = H, and so T is a C10-contraction. Then A = ϑ(T ) is also a C10-contraction (see
[11, Lemma 5]), and so is B = A(ℵ0) too. Therefore, we can concentrate on C10-contractions.
Corollary 11. If every C10-contraction B with m(ρB,ℵ0) = 1 has a non-trivial hyperinvariant
subspace, then so does every asymptotically non-vanishing (non-scalar) contraction T too.
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