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Abstract
We compute the smooth Poisson cohomology of the linear Poisson
structure associated with the Lie algebra sl2(R).
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1 Introduction
Let M be a smooth manifold. The space of C∞-multi-vector fields on M :
X•(M) := Γ(∧•TM)
carries a natural extension of the Lie bracket, called the Schouten-Nijenhuis
bracket (see e.g. [LGPV13]), which makes X•(M) into a graded Lie algebra:
[·, ·] : Xp+1(M)× Xq+1(M) → Xp+q+1(M).
A Poisson structure on M is a bivector field pi ∈ X2(M) satisfying
[pi, pi] = 0.
By the graded Jacobi identity, this equation is equivalent to
d2pi = 0, where dpi := [pi, ·] : X•(M)→ X•+1(M).
The cohomology of the resulting chain complex
(X•(M),dpi),
is called the Poisson cohomology of (M,pi), and was introduced by Lich-
nerowicz [Lic77]. The Poisson cohomology groups, denoted by
H•(M,pi),
encode infinitesimal information about the Poisson structure. In low de-
grees they have the following interpretations: H0(M,pi) consists of so-called
Casimir functions, which are the “smooth functions” on the leaf-space;
H1(M,pi) plays the role of the Lie algebra of the “Lie group” of outer au-
tomorphisms of the Poisson manifold, H2(M,pi) is the “tangent space” to
the Poisson-moduli-space, or the space of infinitesimal deformations of the
Poisson structure, and in H3(M,pi) we can find obstructions to extending
infinitesimal deformations to actual deformations. However, these interpre-
tations are mostly of a heuristic or formal nature, since there are no general
results asserting them, and their validity is poorly understood.
Poisson cohomology is hard to compute due to the lack of general meth-
ods. The existing techniques are specialized to certain classes of Poisson
structures, which we briefly outline below
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• Mildly degenerate Poisson structures. As noticed already in [Lic77],
for symplectic structures (i.e. non-degenerate Poisson) the Poisson
complex is isomorphic to the de Rham complex, and so it computes
the usual (real) cohomology of the manifold; this is also the only case
when the Poisson differential is elliptic. Similar techniques apply also
to Poisson structures which are almost everywhere non-degenerate and
have “mild” singularities. For these one can use singular de Rham
forms. This was first worked out in dimension 2: for linear singulari-
ties in [Rad02], for quadratic singularities in [Nak97], and for general
singularities in [Mon02], and in general dimension: for log-symplectic
structures in [MOT14, GMP14, Lan16a] and for higher order singu-
larities in [Lan16b].
• Regular Poisson structures have a non-singular symplectic foliation,
which induces a filtration on the Poisson complex; the first pages of
the resulting spectral sequence are described in terms of foliated co-
homology [Vai90]. For simple foliations, this technique can be used to
obtain explicit results as in [Xu92], or as in [Gam02] where the Poisson
cohomology of the regular part of certain duals of low-dimensional Lie
algebras is calculated.
• Compact-type. For the linear Poisson structure on the dual of a com-
pact semi-simple Lie algebra, Conn showed that the Poisson cohomol-
ogy vanishes in first and second degree, and he used this in the proof
of the linearization theorem [Con85]. The full Poisson cohomology as-
sociated to compact Lie algebras was calculated in [GW92]. The proof
therein uses averaging over the fibers of a source compact Lie groupoid.
This technique has been extended to “compact-type” Poisson mani-
folds, already in [Xu92] for simple, regular foliations, and more recently
in [CFMT19] for Poisson manifolds which admit a source-proper Lie
groupoid integrating them.
• Other categories. There are several calculations of Poisson cohomol-
ogy in categories different from C∞, such as: formal, analytic, holo-
morphic, or algebraic Poisson cohomology. We will not discuss these
results here, because the techniques involved are usually quite different
and rarely of use in the C∞-setting.
In this paper we calculate the Poisson cohomology of the linear Poisson
structure on the dual of the Lie algebra sl2(R) (see Theorem 2.2):
(sl∗2(R), pi).
Our interest in calculating this cohomology originates in our study of the lo-
cal structures of “generic Poisson structures” in odd-dimension, which trans-
versely to the singular leaves are linearly approximated by sl∗2(R) or so∗3(R);
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the second case being well understood [Con85]. There are several other rea-
sons to consider specifically this example. First, sl2(R) does not fit into any
of the classes above for which techniques are known, and therefore its calcula-
tion requires some new insights and ideas. Secondly, semisimple Lie algebra
have been considered many times in the Poisson framework, especially in re-
lation to the problem of linearization [Wei83, Con84, Con85, Wei87, GW92].
Finally, the Poisson cohomology of (sl∗2(R), pi) has a representation theoretic
flavor, as it is isomorphic to the Chevalley-Eilenberg cohomology of sl2(R)
with coefficients in the infinite-dimensional representation C∞(sl∗2(R)).
As we will see in Section 3, all classes in H•(sl∗2(R), pi) have a clear ge-
ometric meaning, and therefore the construction of representatives is quite
intuitive. The difficult part, which will occupy most of the paper, is prov-
ing that the elements we construct cover all cohomology classes. This is
also reflected in the literature, as, in one way or another, representatives
for all classes have appeared in various contexts. In [Wei83, Prop 6.3],
Weinstein constructed a non-analytic deformation of (sl∗2(R), pi) which is
non-linearizable. In fact, by our main result, all infinitesimal deformations
in H2(sl∗2(R), pi) are obtained by a similar procedure. Also with the aim of
constructing deformations of semi-simple Lie algebras, the results in [Wei87]
and in [DZ05, Thm 4.3.9] yield non-trivial classes in H1(sl∗2(R), pi), and to
some extend, these classes have appeared also in [Nak91]. Let us mention
also that the Poisson cohomology of the regular part of sl∗2(R) was considered
in [Gam02], where it is proven to be infinite dimensional.
The formal and polynomial Poisson cohomology of sl2(R) can be cal-
culated using standard representation theory (see e.g. [LGPV13, Pic06,
Nak91]), and, most likely, the analytic Poisson cohomology can be deduced
using methods from [Con84].
The paper is structured as follows. In Section 2 we state our main result,
and build representatives for all Poisson cohomology classes. In Section 3 we
discuss the algebra of Casimir functions, we calculate the induced Schouten-
Nijenhuis bracket in cohomology, we construct groups of outer automor-
phisms and deformations, and we study the action of outer-automorphisms
on deformations. In Section 4, by using the formal Poisson cohomology,
we reduce the problem to that of calculating flat Poisson cohomology. In
Section 5 we introduce the flat foliated complex, which, as in the regular
case, can be used to compute flat Poisson cohomology. In Section 6 we cal-
culate the flat foliated cohomology. For this, we construct a retraction of
the foliation to a subset, which represents the “cohomological skeleton” of
the foliation, and show that the retraction is a homotopy equivalence. The
retraction is built as the infinite flow of a vector field; the analysis of the
flow of this vector field is left for Section 7.
Summarizing the main steps of the proof, we extract a general strategy
for calculating Poisson cohomology (a version of this scheme was used in
[Gin96] for a specific 2-dimensional Poisson structure):
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1. Calculate the formal Poisson cohomology at the singularity of the fo-
liation, and reduce the problem to calculating the cohomology of the
“flat Poisson complex”;
2. Treat this subcomplex as it came from a regular Poisson structure,
and reduce the problem to calculating flat foliated cohomology;
3. For calculating (flat) foliated cohomology, try to build a contraction
to a “cohomological skeleton”.
In future work, we will attempt to use this strategy for other Poisson
structures. In particular, we will continue the study of the Poisson coho-
mology associated to other semi-simple Lie algebras.
2 The main result
To state the results we identify sl∗2(R) with R3 in such a way that the linear
Poisson structure is given by
pi := x∂y ∧ ∂z + y∂z ∧ ∂x − z∂x ∧ ∂y
The symplectic foliation of pi can be described with using the following
basic Casimir function, which will be used throughout the paper:
f(x, y, z) := x2 + y2 − z2. (1)
Figure 1: The level sets
of f
The symplectic leaves are the following families of
submanifolds: the one-sheeted hyperboloids
Sλ := f
−1(λ), λ > 0;
the two sheets of the hyperboloids
S±λ := f
−1(λ) ∩ {±z > 0}, λ < 0;
and the cone f−1(0) decomposes into three leaves;
S±0 := f
−1(0) ∩ {±z > 0}, S0 := {0}.
The leaf-space, denoted by Y, is obtained by
identifying points belonging to the same leaf, and
taking the quotient topology. The regular part of Y:
Yreg := Y \{S0}
is a smooth 1-dimensional non-Hausdorff manifold. Its smooth structure is
determined by the quotient map being a submersion. Explicitly, a smooth
atlas is given by: {
(U+, ϕ+), (U−, ϕ−)
}
U± =
{
S±λ | λ ≤ 0
} ∪ {Sλ | λ > 0} ⊂ Yreg,
ϕ± : U± ∼−→ R, S±λ 7→ λ, Sλ 7→ λ.
5
Figure 2: Yreg
This atlas allows us to identify Yreg with
two copies of R glued along (0,∞):
Yreg ' Runionsq(0,∞)R .
The algebra of smooth functions on Yreg is
C∞(Yreg) = {(h1, h2) ∈ C∞(R)× C∞(R) | h1|(0,∞) = h2|(0,∞)}.
The 0-th Poisson cohomology group consists of smooth function constant
along the symplectic leaves, also called Casimir functions, denoted by:
Cas(sl∗2(R)) := H0(sl∗2(R), pi).
In Subsection 3.1, we will prove the following:
Proposition 2.1. The algebra of Casimir functions is isomorphic to the
algebra of smooth functions on the regular part of the leaf-space:
C∞(Yreg) ' Cas(sl∗2(R)), (2)
and the isomorphism is given:
h = (h1, h2) 7→ h˜,
h˜(x, y, z) :=
{
h1(f(x, y, z)), z ≥ 0
h2(f(x, y, z)), z < 0
.
Denote the singular cone, its “outside” and its “inside”, respectively, by
Z := {f = 0}, O := {f > 0}, I := {f < 0}.
We introduce two Poisson vector fields T and N on O ∪ I:
T |O := ∂z + z
x2 + y2
(x∂x + y∂y), T |I := 0,
N |O := 1
2(x2 + y2)
(x∂x + y∂y), N |I := 1
2(y2 − z2)(y∂y + z∂z).
These formulas come from the special coordinate systems:
on O : θ = tan−1
(y
x
)
, w = z, f = x2 + y2 − z2, (3)
on I : ξ = tanh−1
(y
z
)
, v = x, f = x2 + y2 − z2, (4)
in which:
pi|O = ∂θ ∧ ∂w, T |O = ∂w, N |O = ∂f , (5)
pi|I = ∂ξ ∧ ∂v, T |I = 0, N |I = ∂f . (6)
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We will use the collection of flat Casimir functions:
Cflat =
{
χ ∈ Cas(sl∗2(R)) | η vanishes flatly at 0
}
.
Proposition 2.1 implies that any χ ∈ Cflat vanishes flatly along the entire
cone Z (see Subsection 3.1). Since the singularities of T and N along Z are
given by rational functions, if follows that, for all χ ∈ Cflat,
χT, χN,
extend to smooth vector fields on R3 that vanish flatly on Z. We will also
use the collection of Casimir functions with support outside of the cone:
Cout =
{
η ∈ Cas(sl∗2(R)) | supp(η) ⊂ O
}
.
We state now the main result of the paper:
Theorem 2.2. The Poisson cohomology of (sl∗2(R), pi) is given by:
• Every class in H1(sl∗2(R), pi) can be represented as
χN + ηT
for unique functions χ ∈ Cflat and η ∈ Cout.
• Every class in H2(sl∗2(R), pi) can be represented as
ηN ∧ T
for a unique function η ∈ Cout.
• For the third Poisson cohomology group we have
H3(sl∗2(R), pi) ' R[[f ]] ∂x ∧ ∂y ∧ ∂z,
where R[[f ]] denotes the ring of formal power series in f .
3 Geometric interpretation
In this section we prove Proposition 2.1 and we explore the geometric mean-
ing of our calculation of the Poisson cohomology of (sl∗2(R), pi). In particu-
lar, we calculate the Schouten-Nijenhuis bracket in cohomology, we describe
groups of Poisson-diffeomorphisms “integrating” the first Poisson cohomol-
ogy Lie algebra, we build deformations corresponding to the second Poisson
cohomology, and describe some identifications between the deformations.
The entire discussion leaves many open questions, which hopefully will be
answered in the future.
3.1 The algebra of Casimir functions
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Figure 3: γ1 and
γ2 intersecting
the level sets of f
in the y-z-plane
We begin with
Proof of Proposition 2.1. First, we show that the map
is indeed defined, i.e. for any h = (h1, h2) ∈ C∞(Yreg),
the function h˜ is indeed smooth. By subtracting h2 ◦ f
from h˜, we may assume that h2 = 0. So let h1 ∈ C∞(R),
with h1|(0,∞) = 0, and note that:
h˜(x, y, z) =
{
h1(f(x, y, z)), z ≥ 0
0, z < 0
.
On z ≥ 0, h1(f(x, y, z)) is smooth and it vanishes on f ≥ 0; in particular it
vanishes flatly on the plane z = 0. Therefore its extension by 0 on z < 0 is
a smooth function on R3.
Next, we show that any Casimir function comes from an element in
C∞(Yreg). For this, we define two straight lines γ1, γ2 : R→ sl∗2(R):
γ1(t) =
1
2
(
0,−t− 1, 1− t), γ2(t) = −γ1(t). (7)
Both lines are transverse to the leaves of the foliation and satisfy:
f ◦ γ1(t) = t, f ◦ γ2(t) = t. (8)
Both lines cut leaves at most once; their intersections are indicated below:
S0 Sλ, λ > 0 S
−
λ , λ ≤ 0 S+λ , λ ≤ 0
γ1 7 3 7 3
γ2 7 3 3 7
Consider a Casimir function g ∈ Cas(sl∗2(R)), and denote by
h1 := g ◦ γ1 ∈ C∞(R), h2 := g ◦ γ2 ∈ C∞(R).
Since for t > 0, γ1(t), γ2(t) ∈ St, it follows that h1(t) = h2(t), and so
h = (h1, h2) ∈ C∞(Yreg).
We have that g = h˜. This follows because both are Casimir functions, their
compositions with the γ1 and γ2, respectively, yield the same result, and the
two lines cut all regular leaves.
Next, let us note that under the isomorphism (2), we have that
Cflat ' C∞0 (Yreg),
where C∞0 (Yreg) consists of pairs (h1, h2) ∈ C∞(Yreg) with the property that
h1 and h2 vanish flatly at their 0s, respectively. This follows by comparing
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the Taylor series at 0 of h1(t
2) = h˜(t, 0, 0); and similarly for h2. Hence
Casimirs which vanish flatly at the origin, actually vanish flatly along Z.
Note also that, under the isomorphism (2), we have that
Cout ' C∞→ (Yreg),
where C∞→ (Yreg) consists of pairs (h1, h2) ∈ C∞(Yreg) satisfyng: h1 = h2
and supp(h1) ⊂ [0,∞).
3.2 The Schouten-Nijenhuis bracket
The Schouten-Nijenhuis bracket on multi-vector fields descends to a bracket
on Poisson cohomology, which can be easily calculated for (sl∗2(R), pi).
First, note that T is tangent to the symplectic foliation, therefore
LT (g) = 0, for all g ∈ Cas(sl∗2(R)).
This implies that
gT := {ηT | η ∈ Cout}
is an abelian subalgebra.
Next, note that N is transverse to the symplectic foliation on R3 \Z,
with
LN (f |R3\Z) = 1.
Moreover, for g ∈ Cas(sl∗2(R)) we have that LN (g) extends to a smooth
Casimir on R3. This follows because locally N = ∂f , and so if g corresponds
to the pair h = (h1, h2) ∈ C∞(Yreg), then LN (g) corresponds to the pair
∂th = (∂th1, ∂th2) ∈ C∞(Yreg). Thus, although N is only smooth on the set
R3 \Z, its Lie derivative LN induces a derivation of the algebra of Casimir
functions, denoted by
∂f : Cas(sl
∗
2(R))→ Cas(sl∗2(R)),
which corresponds under the isomorphism (2) to ∂t. We obtain that
gN := {χN | χ ∈ Cflat}
is a Lie subalgebra, which is isomorphic to the Lie algebra of vector fields
on Yreg which are flat at the origin(s):
(gN , [·, ·]) ' (X10(Yreg), [·, ·]). (9)
In the coordinates (5), it is obvious that on O ∪ I
[N,T ] = 0.
Using the Leibniz rule, this allows us to calculate other brackets, for example:
[χN, ηN ∧ T ] = (χ∂f (η)− η∂f (χ))N ∧ T. (10)
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Remark 3.1. It is somehow surprising that the representatives we found for
Poisson cohomology in degree ≤ 2 are closed under the Schouten-Nijenhuis
bracket.
Since all 3-vector fields that are flat at 0 are trivial in cohomology, we
obtain the following:
Corollary 3.2. The bracket induced from the Schouten-Nijenhuis bracket
on Poisson cohomology
[·, ·] : Hp(sl∗2(R), pi)×Hq(sl∗2(R), pi) → Hp+q−1(sl∗2(R), pi)
is non-zero only for p + q ≤ 3, and in these degrees it is determined by the
Leibniz identity and the following relations:
[N, g] = ∂f (g), [T, g] = 0, [N,T ] = 0,
for all g ∈ Cas(sl∗2(R)).
In particular, note that gN and gT span a Lie subalgebra, which is a
semi-direct product gT o gN , because:
[χN, ηT ] = χ∂f (η)T.
3.3 Poisson-diffeomorphisms
Denote the Lie algebra of Poisson vector fields by:
poiss := {X ∈ X(sl∗2(R)) | LX pi = 0},
and the ideal of Hamiltonian vector fields by:
ham := {Xh := pi](dh) | h ∈ C∞(sl∗2(R))}.
The quotient Lie algebra is the first Poisson cohomology:
H1(sl∗2(R), pi) = poiss/ham ' gT o gN .
Note that poiss has a 3-term filtration by ideals:
0 E ham E hamo gT E (hamo gT )o gN = poiss,
and hamo gT consists of the Poisson vector fields tangent to the foliation.
Next, we describe groups corresponding to these Lie algebras. It would
be interesting to understand to what extend these groups are smooth or
integrate the Lie algebras. Denote the Poisson-diffeomorphism group by
Poiss := {ϕ ∈ Diff(sl∗2(R)), ϕ∗(pi) = pi},
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and the (normal) Hamiltonian subgroup by:
Ham E Poiss.
The group Ham consists of diffeomorphisms ϕ that can be connected to the
identity by a smooth family of diffeomorphisms
{ϕt}t∈[0,1], ϕ0 = id, ϕ1 = ϕ
that is generated by a smooth family of Hamiltonians {ht ∈ C∞(sl∗2(R))}t∈[0,1]:
ϕ′t = Xht ◦ ϕt, Xht = pi](dht).
Next, we associate to gT an abelian group:
GT :=
{
exp(ηT ) := time-one flow of ηT | η ∈ Cout}.
To see that the vector fields ηT are indeed complete, and that GT is indeed
an abelian group, we use the coordinates from (5) (θ, w, f) ∈ S1×R×(0,∞)
on O = {f > 0}, in which:
pi|O = ∂θ ∧ ∂w, T |O = ∂w.
Then the flow of ηT , with η = h ◦ f ∈ Cout, and supp(h) ⊂ [0,∞), is
exp(tηT )(θ, w, f) = (θ, w + t h(f), f),
in particular, it is defined for all t ∈ R. Because it vanishes on I, ηT is
complete. Note that the flow preserves the leaves. The leaves in O are sent
by the chart symplectomorphically to the cotangent bundle of the circle:
Sλ ' T ∗S1.
Under this identification, exp(ηT ) acts by translation with h(λ) d θ ∈ Ω1(S1).
By the formula for the flow, the exponential is a group isomorphism:
exp : gT
∼−→ GT , exp(η1T + η2T ) = exp(η1T ) ◦ exp(η2T ).
The subgroup corresponding to hamo gT is the semi-direct product:
HamoGT .
It would be interesting to know whether Ham o GT can be characterized
geometrically by the following property:
Question 3.1. Does a Poisson diffeomorphism that sends each leaf to itself
belong to HamoGT ?
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Recall that gN is isomorphic to the Lie algebra of vector fields on Yreg
that are flat at the origin(s) (9). Next, we build a group GN corresponding
to gN , which will be isomorphic to the group of diffeomorphisms of Yreg
which are flat at the origin(s). First consider the group
Diff00(Yreg) ⊂ Diff(Yreg)
consisting of pairs (φ1, φ2) of diffeomorphisms of R which fix the origin up
to infinite jet (i.e. φi − idR vanishes flatly at 0), and such that φ1|(0,∞) =
φ2|(0,∞). For φ = (φ1, φ2) ∈ Diff00(Yreg), we build an element φ˜ ∈ GN . In
the chart (3) on O, define:
φ˜(θ, w, f) = (θ, w, φ1(f)) = (θ, w, φ2(f)),
in the chart (4) on I ∩ {z > 0}, define:
φ˜(ξ, v, f) = (ξ, v, φ1(f)),
and in the chart (4) on I ∩ {z < 0}, define:
φ˜(ξ, v, f) = (ξ, v, φ2(f)).
Note that these three expressions extend to Z = {f = 0} as the identity
map, and they coincide along Z with the identity up to infinite jet. Therefore
φ˜ is indeed smooth (one can also transform φ˜ to usual coordinates to check
this). The local expression of pi in the charts (5) and (6), implies that φ˜ is
a Poisson diffeomorphism. Let G0N be the collection of all φ˜ ∈ Poiss, with
φ ∈ Diff00(Yreg). Since φ˜ induces φ on the regular leaf-space, we have that:
G0N ' Diff00(Yreg).
τ
Figure 4: τ acting on Y
Next, consider the reflection:
τ : R3 → R3
(x, y, z) 7→ (x,−y,−z),
and note that τ is a Poisson involution, i.e.
τ∗(pi) = pi, τ2 = id,
and it interchanges the leaves S+λ and S
−
λ , λ ≤ 0. We denote also by
τ the diffeomorphism induced on Yreg. Note that τ normalizes G0N and
Diff00(Yreg), and in fact:
τ · φ˜ · τ = ˜τ · φ · τ , τ · (φ1, φ2) · τ = (φ2, φ1).
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Therefore the following groups are isomorphic:
GN := G
0
N ∪ G0N · τ,
Diff0(Yreg) := Diff00(Yreg) ∪ Diff00(Yreg) · τ.
Note that GN normalizes GT :
exp(ηT ) · φ˜ = φ˜ · exp(φ˜∗(η)T ),
exp(ηT ) · τ = τ · exp(−ηT ),
where φ˜∗(η) = φ˜∗h, for η = h˜.
We obtain the group GT oGN , which in principle is the group of outer-
automorphisms of the Poisson manifold. It would be interesting to know
whether this is a correct interpretation:
Question 3.2. Is the natural map GToGN → Poiss/Ham an isomorphism?
Equivalently, is it true that:
Poiss = HamoGT oGN?
3.4 Deformations
The second Poisson cohomology has the heuristic interpretation of being the
“tangent space” to the Poisson-moduli space. In our case, by Theorem 2.2,
every class in H2(sl∗2(R), pi) has a unique representative of the form
ηN ∧ T, with η ∈ Cout.
Since the Schouten bracket is trivial on these elements, it follows that
piη := pi + ηN ∧ T, with η ∈ Cout
is a Poisson structure. In other words, infinitesimal deformations are unob-
structed. Note that these are precisely the deformations of pi constructed by
Weinstein in [Wei83, Prop 6.3] to show that sl2(R) is smoothly degenerate.
The Poisson structure piη differs from pi only on O = {f > 0}. Using the co-
ordinates (θ, w, f) from (3) on O and writing η = h◦f , with supph ⊂ [0,∞),
we have that:
piη|O =
(
∂θ + h ◦ f ∂f
) ∧ ∂w.
Note that the leaves of piη are perturbations of the cylinders Sλ. In order
to understand their shape, note that the leaves of piη cut the plane z = 0 in
the flow lines of the Hamiltonian vector field of −z:
−pi]η(d z)|z=0 = (∂θ + h ◦ f ∂f )
∣∣
z=0
= ∂θ +
h(r2)
2r2
r∂r
= (x∂y − y∂x) + u(x2 + y2) (x∂x + y∂y) ,
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where u(t) := h(t)/(2t) is smooth and vanishes flatly at t = 0. The shape
of the flow lines depends on the behaviour of u; for example, if u(r2) = 0,
then the circle of radius r is an orbit; if u(t) < 0 for t ∈ (0, r2), then the
flow lines in the disk of radius r spiral towards the origin.
It would be interesting to know if all deformations are of this type:
Question 3.3. Is every Poisson structure near pi isomorphic to piη for some
η ∈ Cout?
There are options in how to formulate this question precisely: for ex-
ample, one can consider deformations on a small ball around 0, or one can
consider global Poisson structures which are close with respect to the Whit-
ney (open-open) C∞-topology. A related problem is:
Question 3.4. Is every Poisson structure with isotropy Lie algebra sl2(R)
at a zero isomorphic to piη, for some η ∈ Cout?
Further, we note that different functions η ∈ Cout can yield isomorphic
Poisson structures piη. Infinitesimally, this phenomenon arises because the
Schouten-Nijenhuis bracket bracket in cohomology is non-trivial (see (10))
in degrees (1, 2) 7→ 2, and this operation encodes the infinitesimal action
of outer-automorphisms on deformations. In fact, only elements χN ∈ gN ,
with χ ∈ Cout act non-trivially. Via the isomorphism (9), this subalgebra
corresponds to the following subalgebra of vector fields on Yreg:
X1→(R) =
{
h∂t | h|(−∞,0] = 0
} ⊂ X10(Yreg),
with corresponding subgroup:
Diff→(R) =
{
φ ∈ Diff(R) | φ|(−∞,0] = id
} ⊂ Diff0(Yreg),
where in both cases we use the diagonal inclusion. The action of φ˜, with
φ ∈ Diff→(R), on piη, with η = h ◦ f , is given by:
φ˜∗(piη) = piη′ , η′ =
h ◦ φ
φ′
◦ f ∈ Cout.
Note also that τ acts non-trivially:
τ∗(piη) = pi−η.
It would be interesting to know whether these are all identifications:
Question 3.5. For i = 1, 2, consider hi ∈ C∞(R), with supp(hi) ⊂ [0,∞),
and let ηi := hi ◦ f . If the Poisson structures piη1 and piη2 are isomorphic,
does there exist φ ∈ Diff→(R) such that
h2 =
h1 ◦ φ
φ′
or h2 = −h1 ◦ φ
φ′
?
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These formulas come from the adjoint action of Diff→(R). Namely, if
φ ∈ Diff→(R) and h∂t ∈ X1→(R), then
φ∗(h∂t) =
h ◦ φ
φ′
∂t.
Thus, we obtain a bijection:
H2(sl∗2(R), pi)/GN '
(
X1→(R)/Diff→(R)
)
/{±1},
where the right hand-side can be thought of as adjoint orbits of Diff→(R),
up to ±1. Assuming that the answers to the last two questions are positive,
this space is a model for the Poisson-moduli space around pi.
3.5 The Koszul-Brylinski double complex
Dual to the Poisson complex of a Poisson manifold (M,pi), Koszul [Kos84]
introduced a differential on differential forms:
δpi := ιpi ◦ d−d ◦ιpi : Ω•(M)→ Ω•−1(M), δ2pi = 0,
which yields the Poisson homology groups: H•(M,pi). Moreover, one has
d ◦δpi + δpi ◦ d = 0,
and therefore we have a bidifferential complex (Ω•(M),d, δpi). In [Bry88],
Brylinski gave a more explicit formula of δpi and studied this complex in
more detail. Moreover, by [Xu99] and [ELW99], for an oriented, unimodular
Poisson manifold, the contraction with an ham-invariant volume form µ gives
an isomorphism between the Poisson cohomology complex and the Poisson
homology complex:
µ[ : (Xk(M),dpi)
∼−→ (Ωm−k(M), δpi).
For (sl∗2(R), pi) the standard volume form µ = dx∧ d y ∧ d z is invariant.
Applying contraction with µ on the representatives for Poisson cohomology
from Theorem 2.2 we obtain:
H3(sl
∗
2(R), pi) ' Cas(sl∗2(R)) · µ,
H2(sl
∗
2(R), pi) ' Cout · d f ∧ d θ ⊕ Cflat · ω,
H1(sl
∗
2(R), pi) ' Cout · d θ,
H0(sl
∗
2(R), pi) ' R[[f ]],
where ω := µ[(N) is a closed extension to R3 \Z of the leaf-wise symplectic
form. Using this, we calculate the de Rham cohomology of the Poisson
homology:
Corollary 3.3. We have that:
HkDR(H•(sl
∗
2(R), pi),d) '
{
R[[f ]], k = 0, or k = 3;
0, k = 1, or k = 2.
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4 Formal Poisson cohomology of sl∗2(R)
We begin this section by introducing flat and formal Poisson cohomology.
For the linear Poisson structure on the dual of a Lie algebra, we identify these
cohomologies with the Chevalley-Eilenberg cohomology of the Lie algebra
with coefficients in certain representations. Then we specialize to semi-
simple Lie algebras, for which, using standard results from Lie theory, we
calculate the formal Poisson cohomology (Proposition 4.3); and explicitly,
for sl2(R). An important consequence (Corollary 4.5) is that, for semi-simple
Lie algebras, the calculation of Poisson cohomology can be reduced to that
of flat Poisson cohomology.
4.1 Flat and formal Poisson cohomology
Let (M,pi) be a Poisson manifold. Its Poisson cohomology H•(M,pi) is the
cohomology of the chain complex:
(X•(M), dpi := [pi, ·]).
For p ∈M , let X•p(M) denote the set of multivector fields that are flat at p.
Since X•p(M) is a Lie ideal in X•(M), it is also a subcomplex with respect
to dpi. The cohomology of this complex, denoted H
•
p (M,pi), will be called
the flat Poisson cohomology at p.
By Borel’s Lemma on the existence of smooth functions with a prescribed
Taylor series, we have the following identification for the quotient:
X•(M)/X•p(M) ' ∧•TpM ⊗ R[[T ∗pM ]],
where R[[T ∗pM ]] denotes the algebra of formal power series of functions at
p. Thus, we obtain a short exact sequence of complexes
0→ (X•p(M), dpi)→ (X•(M),dpi)
j∞p−→ (∧•TpM ⊗ R[[T ∗pM ]], dj∞p pi)→ 0,
where j∞p is the infinite jet map. The cohomology of the quotient complex,
denoted by H•F,p(M,pi), will be called the formal Poisson cohomology at p.
The short exact sequence induces a long exact sequence in cohomology:
. . .
j∞p→ Hq−1F,p (M,pi)
∂→ Hqp(M,pi)→ Hq(M,pi)
j∞p→ HqF,p(M,pi)
∂→ . . . . (11)
4.2 Poisson cohomology of linear Poisson structures
A Poisson structure on a vector space is called linear if the set of linear
functions is closed under the Poisson bracket. Such Poisson structures are
in one-to-one correspondence with Lie algebra structures on the dual vector
space. Namely, let (g, [·, ·]) be a real, finite-dimensional Lie algebra. The
associated linear Poisson structure pi on g∗ is determined by the condition
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that the map l : g→ C∞(g∗), which identifies g with (g∗)∗, is a Lie algebra
homomorphism:
{lX , lY } = l[X,Y ],
where {·, ·} is the Poisson bracket on C∞(g∗) corresponding to pi. In particu-
lar, C∞(g∗) becomes a g-representation, with X ·f := {lX , f}. Moreover, the
Poisson complex of (g∗, pi) is isomorphic to the Chevalley-Eilenberg complex
of g with coefficients in C∞(g∗) [LGPV13, Prop 7.14]
(X•(g∗), dpi) ' (∧•g∗ ⊗ C∞(g∗),dEC). (12)
This identification allows for the use of techniques from Lie theory in the
calculation of Poisson cohomology, as we will do in the sequel.
Suppose that R is a representation of g, and denote by Rg ⊂ R the set of
g-invariant elements. Since Rg is a trivial subrepresentation, we can identify
Hq(g)⊗Rg ' Hq(g, Rg).
Moreover, the inclusion ι : Rg ↪→ R induces a map in cohomology:
ι∗ : Hq(g)⊗Rg → Hq(g, R). (13)
For q = 0 this map is always an isomorphism: Rg ' H0(g, R). In general,
ι∗ need not be injective nor surjective. However, by [HS53, Thm 13], if g
is semisimple and R is finite-dimensional, then (13) is an isomorphism for
all q ≥ 0. The same conclusion holds also in the following more general
situation, which we will use in the next subsection:
Lemma 4.1. Let g be a semisimple Lie algebra. Let R =
∏
α∈ARα be a
direct product of finite-dimensional g-representations. Then the map in (13)
is an isomorphism for all q ≥ 0.
Proof. Since g is finite-dimensional, the Chevalley-Eilenberg complex of R
is canonically isomorphic to the direct product of complexes:
(∧• g⊗R,dEC) '
∏
α∈A
(∧• g⊗Rα,dEC), (14)
which yields an isomorphism in cohomology H•(g, R) ' ∏α∈AH•(g, Rα).
Moreover, under the isomorphism (14), the subcomplexes of invariant ele-
ments are in one-to-one correspondence:
(∧• g⊗Rg, dEC) '
∏
α∈A
(∧• g⊗Rgα, dEC),
and therefore H•(g) ⊗ Rg ' ∏α∈AH•(g) ⊗ Rgα. This identifies the map ι∗
for R with the direct product of the maps ια∗ for Rα:
ι∗ '
∏
α∈A
ια∗ :
∏
α∈A
H•(g)⊗Rgα →
∏
α∈A
H•(g, Rα).
Since g is semisimple and all Rα’s are finite-dimensional, each ια∗ is an
isomorphism [HS53, Thm 13], and therefore so is their product ι∗.
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We are interested in the representation R = C∞(g∗), whose space of
invariants are the Casimir functions:
H0(g∗, pi) = Cas(g∗) = C∞(g∗)g.
If g is semisimple, then the map (13) for R = C∞(g∗) is an isomorphism
for all q ≥ 0 if and only if the Lie algebra is compact. Namely, by the
construction in [Wei87], for all non-compact semisimple Lie algebra it fails
at q = 1. For compact Lie algebras, this was proven in [GW92, Thm 3.2],
and so, by (12), we have that:
Hq(g∗, pi) = Hq(g, C∞(g∗)) ' Hq(g)⊗ Cas(g∗).
4.3 Formal Poisson cohomology of linear Poisson structures
Under the isomorphism (12), the subcomplex of multivector fields on g∗
that are flat at 0 corresponds to the Eilenberg-Chevalley complex of g with
coefficients in the subrepresentation C∞0 (g∗) ⊂ C∞(g∗) consisting of smooth
functions that are flat at zero:
X•0(g
∗) ' ∧•g∗ ⊗ C∞0 (g∗).
Therefore, the quotient complex is naturally identified with
∧• g∗⊗R[[g]],
where R[[g]] = C∞(g∗)/C∞0 (g∗) is the ring of formal power series of functions
on g∗. Thus, the formal Poisson cohomology at 0 ∈ g∗, which for simplicity
we denote by H•F (g
∗, pi), is naturally isomorphic to the cohomology of g with
coefficients in the representation R[[g]]
H•F (g
∗) ' H•(g,R[[g]]).
As a representation, R[[g]] is isomorphic to the product of the symmetric
powers of the adjoint representation:
R[[g]] '
∏
k≥0
Sk(g).
Thus Lemma 4.1 implies:
Proposition 4.2. For the formal Poisson cohomology at 0 of a semisimple
Lie algebra g we have that:
H•F (g
∗, pi) ' H•(g)⊗ CasF (g∗),
where CasF (g
∗) = R[[g]]g is the set of formal Casimir functions.
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On the other hand, the space of formal Casimir functions is well-understood:
Proposition 4.3. Let (g∗, pi) be the linear Poisson structure associated to
a semisimple Lie algebra g. Then there exist n = dim g−max rank(pi) alge-
braically independent homogeneous polynomials f1, . . . , fn such that
CasF (g
∗) = R[[f1, . . . , fn]] ⊂ R[[g]],
where R[[f1, . . . , fn]] denotes formal power series in the polynomials fi.
Proof. [Dix96, Thm 7.3.8] gives such polynomials f1, . . . , fn which gener-
ate the algebra of g-invariant polynomials R[g]g. Clearly R[[f1, . . . , fn]] ⊂
CasF (g
∗). For the other inclusion, let g ∈ CasF (g∗). Let gk ∈ Sk(g)
denote the homogeneous component of degree k of g. Since gk ∈ S(g)g
and the fi’s are algebraically independent, there is a unique polynomial
pk ∈ R[x1, . . . , xn] such that gk = pk(f1, . . . , fn). Note that each monomial
of pk has total degree at least k/D, where D := max degree(fi). There-
fore, p =
∑
k≥0 pk represents an element in R[[x1, . . . , xn]], which satisfies
g = p(f1, . . . , fn).
The invariant polynomials on sl∗2(R) are generated by the function f
from (1). We conclude:
Corollary 4.4. The formal Poisson cohomology of sl∗2(R) at 0 is given by
H0F (sl
∗
2(R), pi) = R[[f ]], H1F (sl∗2(R), pi) = 0,
H2F (sl
∗
2(R), pi) = 0, H3F (sl∗2(R), pi) = R[[f ]]⊗ ∂x ∧ ∂y ∧ ∂z.
Proof. By the previous propositions H•F (sl
∗
2(R), pi) = H•(sl2(R)) ⊗ R[[f ]].
Clearly H0(sl2(R)) = R, and it is easy to see that H3(sl2(R)) = R ∂x∧∂y∧∂z.
In degrees 1 and 2, the conclusion follows by the Whitehead lemma, which
states that for a semisimple Lie algebra g, H1(g) = 0 and H2(g) = 0.
The previous propositions reduce the calculation of Poisson cohomology
of a semisimple Lie algebra to that of flat Poisson cohomology at 0:
Corollary 4.5. For a semi-simple Lie algebra g, the Poisson cohomology
of (g∗, pi) fits into the short exact sequence
0→ H•0 (g∗, pi)→ H•(g∗, pi)
j∞0→ H•F (g∗, pi)→ 0.
Proof. Using the long exact sequence (11), it suffices to show that j∞0 is
surjective in cohomology. By Proposition 4.2, every element in H•F (g
∗, pi)
has a representative of the form w =
∑
i ωi ⊗ gi, where ωi ∈ ∧• g are
closed elements, and gi ∈ CasF (g∗). By Proposition 4.3 we can write
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gi = hi(f1, . . . , fn), for some hi ∈ R[[x1, . . . , xn]]. By Borel’s lemma, there
are smooth functions hi ∈ C∞(Rn) such that j∞0 hi = hi. Therefore
w =
∑
i
ωi ⊗ hi(f1, . . . , fn) ∈ ∧• g⊗C∞(g∗) ' X•(g∗)
is a closed element satisfying j∞0 w = w.
Remark 4.6. The versions of Propositions 4.2 and 4.3 with polynomials
instead of formal power series are also valid (see [LGPV13] and [Dix96,
Thm 7.3.8]). We expect these results to hold also for the algebra of analytic
functions Cω(g∗), with a possible proof using the techniques from [Con84].
5 Flat Poisson cohomology of sl∗2(R)
The Poisson manifold sl∗2(R)\{0} is regular, of corank one, and unimodular.
Such Poisson structures can be described in terms of foliated cohomology
[Vai90, Gam02]. We will explain this in the first two subsections. In the
third subsection, we introduce the flat foliated cohomology of sl∗2(R), which
we use in the last subsection to calculate the flat Poisson cohomology. This,
together with Corollaries 4.4 and 4.5, complete the description of the Poisson
cohomology sl∗2(R) from Theorem 2.2. The calculation of the flat foliated
cohomology will be left for Sections 6 and 7, and is the most technically
involved part of the paper.
5.1 Foliated cohomology
We will follow [Oso15, Chp 1]. For a regular foliation F ⊂ TM on a manifold
M , we denote the complex of foliated forms by
(Ω•(F),dF );
i.e. Ω•(F) := Γ(∧•F∗) consists of smooth families of differential forms on
the leaves of F , and dF is the leafwise de Rham differential. The result-
ing cohomology is called the foliated cohomology of F , and is denoted by
H•(F). The normal bundle to F , denoted by ν := TM/F , carries the
Bott-connection
∇ : Γ(F)× Γ(ν)→ Γ(ν), ∇X(V ) := [X,V ],
which, via the usual Koszul-type formula, induces a differential on ν-valued
forms (Ω•(F , ν),d∇), which yields the cohomology of F with values in ν,
denoted H•(F , ν). Similarly, the dual connection on ν∗ gives rise to the
complex (Ω•(F , ν∗), d∇), with cohomology groups H•(F , ν∗).
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Assume now that F has codimension one. Then we have the short exact
sequence of complexes:
0→ (Ω•−1(F , ν∗), d∇)→ (Ω•(M),d) r→ (Ω•(F), dF )→ 0, (15)
where r is the restriction map, and an element η in the kernel of r is canon-
ically identified with the element u(η) ∈ Ω•−1(F , ν∗), defined by:
〈u(η), V 〉 = r(iV η), V ∈ ν.
Assume in addition that ν∗ is orientable, and let ϕ ∈ Γ(ν∗) ⊂ Ω1(M) be a
defining 1-form for F , i.e. ϕ is nowhere zero and F = ker(ϕ). Then ker(r)
is the differential ideal generated by ϕ
(ϕ ∧ Ω•−1(M), d) (16)
The foliation is called unimodular, if there exists a defining one-form ϕ
which is closed: dϕ = 0. Such a one-form is parallel for the dual of the
Bott-connection, and it induces an isomorphism of complexes:
(Ω•(F),dF ) ∼−→ (Ω•(F , ν∗), d∇), η 7→ ϕ⊗ η.
Similarly, the dual of ϕ gives a parallel section of ν, and we obtain an
isomorphism of complexes:
(Ω•(F , ν),d∇) ∼−→ (Ω•(F),dF ), η 7→ 〈ϕ, η〉.
5.2 Cohomology of codimension one symplectic foliations
Let (M,pi) be a regular Poisson manifold of corank one, and denote its
symplectic foliation by (F , ω), where F = pi](T ∗M) and ω ∈ Ω2(F) is the
leafwise symplectic structure. The Poisson complex of pi fits into a short
exact sequence:
0→ (Ω•(F), dF ) j−→ (X•(M),dpi) p−→ (Ω•−1(F , ν), d∇)→ 0. (17)
Regarding the Poisson complex as the de Rham complex of the Lie algebroid
T ∗M , the map j is obtained by pulling back Lie algebroid forms via the Lie
algebroid map pi] : T ∗M → F ; explicitly,
j(η) = (−pi])(η),
where we denoted by
(−pi]) : ∧•F∗ ∼−→ ∧•F
the isomorphism induced by −pi]. For the cokernel, we have the canonical
isomorphism ∧•TM/∧•F ' ν⊗∧•−1F ; and the map p is obtained by using
the isomorphism
(−ωb) = (−pi])−1 : ∧•F ∼−→ ∧•F∗ .
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Explicitly,
〈α, p(w)〉 := (−ωb)(iαw), α ∈ ν∗,
where we note that, iαw ∈ ∧k−1F . Therefore there is a long exact sequence
. . .
∂−→ Hk(F) j−→ Hk(M,pi) p−→ Hk−1(F , ν) ∂−→ Hk+1(F)→ . . . (18)
The boundary morphism ∂ is up to a sign given by the cup-product with
the class dν [ω] ∈ H2(F , ν∗), where dν : H•(F) → H•(F , ν∗) is the bound-
ary map of the long exact sequence associated to (15). This class has the
geometric interpretation of being the transverse variation of the leafwise
symplectic form.
Assume now that F is coorientable and unimodular, and let ϕ be a closed
defining one-form. Then ϕ gives flat trivializations of the bundles ν and ν∗,
and the cohomology of F with trivial coefficients and with coefficients in
these bundles can all be calculated using the subcomplex (16) of the de
Rham complex, which will be useful in our situation. Thus (17) can be
rewritten as the short exact sequence:
0→ (ϕ ∧ Ω•(M), d) jϕ−→ (X•(M), dpi) pϕ−→ (ϕ ∧ Ω•−1(M), d)→ 0. (19)
Unravelling the identifications made above, the maps jϕ and pϕ can be made
explicitly. Namely, let V be a vector field on M such that iV ϕ = 1, and let
ω˜ ∈ Ω2(M) be the unique extension of ω such that iV ω˜ = 0. Then
jϕ = (−pi]) ◦ iV , pϕ = eϕ ◦ (−ω˜b) ◦ iϕ,
where eϕ(−) = ϕ ∧ (−) is the exterior product with ϕ. Even though it was
convenient to use V (and ω˜) to write these formulas, the maps jϕ and pϕ
are independent of this choice. However, V allows us to build dual maps:
0← ϕ ∧ Ω•(M) pV←−− X•(M) jV←− ϕ ∧ Ω•−1(M)← 0,
with
pV = eϕ ◦ (−ω˜b), jV = eV ◦ (−pi]) ◦ iV , (20)
which satisfy the homotopy relations:
pV ◦ jV = 0, pV ◦ jϕ = Id, pϕ ◦ jV = Id, Id = jV ◦ pϕ + jϕ ◦ pV . (21)
It can be checked that the maps pV and jV are chain morphisms precisely
when V is a Poisson vector field, which is also equivalent ω˜ being closed; in
this case the pair (ϕ, ω˜) is a cosymplectic structure on M . In general, we
can write d ω˜ = ϕ ∧ ξ, where ξ = iV d ω˜. Even though we will not use this
later, let us remark that the boundary map for the long exact sequence in
cohomology induced by (19) is given up to sign by the chain map:
eξ : (ϕ ∧ Ω•−1(M),d)→ (ϕ ∧ Ω•+1(M), d), η 7→ ξ ∧ η.
22
5.3 A short exact sequence for the flat Poisson complex
If we remove the origin from the Poisson manifold (sl∗2(R), pi), we obtain
a codimension one symplectic foliation (F , ω) which is unimodular with
defining one-form d f . Therefore, the techniques from the previous section
can be used to describe its cohomology. Consider the vector field on R3 \{0}
V :=
1
2(x2 + y2 + z2)
(x∂x + y∂y − z∂z),
and note that d f(V ) = 1. The unique extension ω˜ of the leafwise symplectic
structure satisfying iV ω˜ = 0 is given by
ω˜ := − 1
x2 + y2 + z2
(x d y ∧ d z + y d z ∧ dx− z dx ∧ d y).
Therefore, the Poisson complex of (sl∗2(R)\{0}, pi) fits into the short exact
sequence (19), with ϕ = d f . However, since the singularities of V and ω˜
are of finite order, we can apply the same reasoning and obtain a similar
short exact sequence for the flat Poisson cohomology. Denote by Ω•0(R3) the
space of differential forms on R3 which are flat at zero. The following holds:
Proposition 5.1. The flat Poisson complex of sl∗2(R) fits into the short
exact sequence:
0→ (d f ∧ Ω•0(R3),d)
jd f−−→ (X•0(sl∗2(R)), dpi)
pd f−−→ (d f ∧ Ω•−10 (R3), d)→ 0,
where jd f = (−pi]) ◦ iV and pd f = ed f ◦ (−ω˜b) ◦ id f .
Proof. First, note that iV is indeed well-defined: if η is a flat form at 0,
then iV η extends smoothly at zero and is also flat. The same applies also to
the map ω˜b, hence the maps jd f and pd f are well-defined. They are chain
maps because they satisfy this condition away from 0. In order to show that
the sequence is exact, note that also the maps pV and jV defined in (20)
induce maps on flat forms/multi-vector fields. Relations (21) (which still
hold, because they hold away from the origin) imply that the sequence in
the statement is indeed exact.
We call the cohomology of the complex
(d f ∧ Ω•0(R3),d) (22)
the flat foliated cohomology, and denote it by
H•0 (F , ν∗).
Consider the angular one-form on R3 \{x = y = 0} by
d θ =
1
x2 + y2
(−y dx+ x d y).
The proof of the following result will occupy Sections 6 and 7:
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Theorem 5.2. Cohomology classes in Hk0 (F , ν∗) have unique representa-
tives of the form:
• for k = 0
χd f, where χ ∈ Cflat,
• for k = 1
η d f ∧ d θ, where η ∈ Cout,
• and for k ≥ 2, Hk0 (F , ν∗) = 0.
5.4 Higher Poisson cohomology groups
In this subsection we finish the proof of Theorem 2.2.
Since H20 (F , ν∗) = 0, the long exact sequence in cohomology induced by
the short exact sequence in Proposition 5.1 yields:
In degree 0: jd f induces an isomorphism:
H00 (F , ν∗) ' Cflat.
This isomorphism is simply jd f (χd f) = χ.
In degree 1: jd f and pd f induce a short exact sequence:
0→ H10 (F , ν∗)→ H10 (sl∗2(R), pi)→ H00 (F , ν∗)→ 0, (23)
The map jd f acts on the representatives of H
1
0 (F , ν∗) as follows:
jd f (η d f ∧ d θ) = −ηpi](d θ), where η ∈ Cout.
Since T |O = pi](d θ)|O, the image of jd f consists of all the elements
[ηT ], with η ∈ Cout.
One other hand, since LN f = 1, note that
pd f (χN) = χd f, for all χ ∈ Cflat.
Therefore the set consisting of classes of the form [χN ] is sent by pd f onto
H0(F , ν∗). Exactness of the sequence (23) and Theorem 5.2, imply that
elements in H10 (sl
∗
2(R), pi) can be uniquely represented as
ηT + χN,
with η ∈ Cout and χ ∈ Cflat. By Corollaries 4.4 and 4.5,
H1(sl∗2(R), pi) = H10 (sl∗2(R), pi);
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thus we obtain the description of H1(sl∗2(R), pi) from Theorem 2.2.
In degree 2: pd f induces an isomorphism:
H20 (sl
∗
2(R), pi) ' H10 (F , ν∗).
We note that, for all η ∈ Cout,
pd f (ηN ∧ T ) = −η d f ∧ d θ.
Hence, reasoning as in the previous case, we obtain the description of the
second Poisson cohomology group H2(sl∗2(R), pi) from Theorem 2.2.
In degree 3: we have that:
H30 (sl
∗
2(R), pi) = 0.
By using again Corollaries 4.4 and 4.5, we obtain the description from The-
orem 2.2 of H3(sl∗2(R), pi).
6 Flat foliated cohomology
In this section we reduce the proof of Theorem 5.2 to two technical results,
which will be proven in Section 7.
6.1 Averaging over S1
In order to compute the flat foliated cohomology, it will be more convenient
to work with S1-invariant forms, where we consider the natural action of S1
on R3 by rotations around the z-axis. Since f is S1-invariant, and 0 is fixed
by the action, the invariant part of (22) forms a subcomplex, denoted:
(C •, d) := (d f ∧ Ω•0(R3)S
1
, d).
Note that averaging operator
Av : (d f ∧ Ω•0(R3),d)→ (C •,d),
Av(α) =
1
2pi
∫ 2pi
0
(
eiθ
)∗
α d θ,
is a chain map and a projection onto C •.
Lemma 6.1. The map Av induces an isomorphism in cohomology.
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Proof. Let ∂θ = x∂y − y∂x be the rotational vector field generating the
S1-action. Then, for all α ∈ d f ∧ Ω•0(R3),
(eiθ)∗α− α =
∫ θ
0
d
d t
(eit)∗α d t =
∫ θ
0
L∂θ(eit)∗α d t (24)
= d
∫ θ
0
i∂θ(e
it)∗α d t+
∫ θ
0
i∂θ(e
it)∗ dα d t.
Integrating this equation from 0 to 2pi, we obtain
Av(α)− α = d ◦h(α) + h ◦ d(α), (25)
where h denotes the homotopy operator:
h : d f ∧ Ω•0(R3)→ d f ∧ Ω•−10 (R3),
h(α) =
1
2pi
∫ 2pi
0
d θ
∫ θ
0
i∂θ(e
it)∗α d t =
1
2pi
∫ 2pi
0
(2pi − t)i∂θ(eit)∗α d t.
The homotopy relation (25) implies the statement.
6.2 Retraction to the “cohomological skeleton”
In order to calculate the cohomology of C •, we use a retraction onto the set
X := {x = y = 0} ∪ {z = 0}
along the leaves of the foliation. We think about X as a “cohomological
skeleton” of the singular foliation. The leaves in I are diffeomorphic to R2
and X intersects them exactly in one point, and the leaves O are diffeomor-
phic to S1 × R, and X intersects these in one circle. On the other hand, X
does not intersect the two leaves in the cone, but, as we will see, these will
not contribute to the flat cohomology. Define the retraction as follows:
pX(x, y, z) :=

(xr
√
f, yr
√
f, 0) on O
(0, 0, 0) on Z
(0, 0, sign(z)
√−f) on I
(26)
Note that pX preserves R3 \Z, and it satisfies:
pX(R3) = X, and pX |X = idX .
Also, note that pX is continuous on R3, it is smooth on R3 \Z, but it is not
smooth on Z. However, since we are working with forms that are flat at 0,
the following holds:
Lemma 6.2. For every α ∈ Ω•0(R3), the form p∗X(α)|R3 \Z extends to a
smooth form on R3, which satisfies p∗X(α) ∈ Ω•0(R3).
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The proof of this result is given at the end of Subsection 6.3.
We have that p∗X is S
1-equivariant, it commutes with d and with ed f ;
these properties hold, because they are closed and they hold on R3 \Z.
Therefore, p∗X induces a chain map:
p∗X : (C
•, d)→ (C •, d).
In the next subsection, we will show that this is an isomorphism in coho-
mology, more precisely:
Proposition 6.3. There are linear maps
h : C • → C •−1
which satisfy the homotopy relation:
p∗X(α)− α = d ◦h(α) + h ◦ d(α).
Hence, p∗X(C
•) has the same cohomology as C •. However:
Lemma 6.4. For all α ∈ C •, we have that
d p∗X(α) = 0.
Proof. Let α ∈ C k. On I, we have that
d p∗X(α)|I = p∗X(dα|{0}×R) = 0,
because dα is at least a 2-form. Similarly, if k > 0, also on O we have that:
d p∗X(α)|O = p∗X(dα|R2×{0}) = 0.
For k = 0, write α = χd f . Note that f |R2×0 = r2. Since χ is S1-invariant,
we can write χ|R2×{0} = h(r2), for some flat function h; hence α|R2×{0} =
h(r2) d r2, and so dα|R2×{0}=0.
We are ready now to prove Theorem 5.2.
Proof of Theorem 5.2. By Lemma 6.1 and Proposition 6.3, the subcomplex
p∗X(C
•) computes H•0 (F , ν∗). By Lemma 6.4, the differential on this sub-
complex is trivial, and so every class inH•0 (F , ν∗) has a unique representative
in p∗X(C
•). Thus it suffices to determine the image of p∗X .
In degree 0: this follows from Proposition 5.1.
In degree 1: let α ∈ C 1. As in the proof of Lemma 6.4, we have that
p∗X(α)|I = 0. Note that d f ∧ d θ|R2×{0} = 2 dx ∧ d y, therefore we can
write uniquely α|R2×{0} = g d f ∧ d θ|R2×{0}, and since α is S1-invariant
and flat at 0, we can further decompose g = h(r2), where h ∈ C∞(R) with
supph ⊂ [0,∞). Thus, for η = h ◦ f ∈ Cout, we obtain:
p∗X(α) = η d f ∧ d θ.
In degree 2: as in the proof of Lemma 6.4, p∗X(α) = 0 for any α ∈ C 2.
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6.3 Homotopy operators
Figure 5: Flow of W along the
leaves to the “cohomological
skeleton”
In order to construct the homotopy oper-
ators from Proposition 6.3, we build a fo-
liated homotopy between the identity map
and the retraction pX . We will do this using
the flow of the vector field:
W =− r2zpi](d θ) = −r2z∂z − z2r∂r (27)
=− z2x∂x − z2y∂y − (x2 + y2)z∂z
where r =
√
x2 + y2. Note that W has the
following properties:
• W vanishes precisely on X,
• W is tangent to the foliation:
LW f = 0,
• W is S1-invariant,
• LW (θ) = d θ(W ) = 0,
• LW (R2) = −4r2z2 ≤ 0,
where R2 = r2 + z2.
In particular iW preserves C
•. The last property implies that the flow lines
starting in a point inside the closed ball Bn(0) are trapped inside that ball;
hence the flow is defined for all positive time, and will be denoted by:
φ : [0,∞)× R3 → R3
(t, x, y, z) 7→ φt(x, y, z).
The above properties of W imply that:
• φt fixes X;
• φ∗t (f) = f ;
• φt is S1-equivariant;
• φ∗t (d θ) = d θ.
In particular, φ∗t preserves the complex (C
•,d). By a similar calculation as
(24), for all α ∈ C •, we have that
φ∗t (α)− α = d ◦ht(α) + ht ◦ d(α), (28)
where
ht : C
• → C •−1, ht(α) =
∫ t
0
iWφ
∗
s(α) d s.
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In order to prove Proposition 6.3 we will take the limit as t→∞ in (28). In
the following subsection we will give explicit formulas for φt, which imply
the point-wise limit:
lim
t→∞φt(x, y, z) = pX(x, y, z), ∀ (x, y, z) ∈ R
3 . (29)
The following results are much more involved, and their proofs will occupy
the last section of the paper:
Lemma 6.5. On R3 \Z, we have that
lim
t→∞φt = pX
with respect to the compact-open C∞-topology.
Lemma 6.6. For any α ∈ Ω•0(R3), the following limit exists:
h(α) := lim
t→∞ht(α) ∈ Ω
•−1
0 (R
3), (30)
with respect to the compact-open C∞-topology.
Recall that the existence of a limit with respect to the compact-open C∞-
topology means that all partial derivatives converge uniformly on compact
subsets; more details are given in the following section.
The results above suffice to complete our proofs:
Proofs of Lemma 6.2 and Proposition 6.3. Since the limit (30) is uniform
on compact subsets with respect to all Ck-topologies, h satisfies
dh(α) = lim
t→∞ dht(α).
From (28), we obtain that for any α ∈ Ω•0(R3)
lim
t→∞φ
∗
t (α) = α+ d ◦h(α) + h ◦ d(α)
holds for the compact-open C∞-topology. On the other hand, on R3 \Z,
limt→∞ φt = pX , and since this limit is also with respect to the compact-
open C∞-topology, we have that
lim
t→∞φ
∗
t (α)|R3 \Z = p∗X(α)|R3 \Z .
Therefore, p∗X(α)|R3 \Z extends to a smooth form on R3. This implies Lemma
6.2 and the equation:
p∗X(α)− α = d ◦h(α) + h ◦ d(α).
Finally, since ht is S
1-equivariant and commutes with ed f , and these con-
ditions are closed, we have that h(C •) ⊂ C •−1. Thus, the above relation
holds on C •, and so we obtain also Proposition 6.3.
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6.4 Explicit formula for the flow
Recall that in cylindrical coordinates W = −(r2z∂z + z2r∂r). Therefore, its
flow φt(r, θ, z) = (rt, θt, zt) satisfies
r′t = −rtz2t , θ′t = 0, z′t = −ztr2t .
As remarked before, θt = θ. The above system is equivalent to
(r2t )
′ = −2r2t z2t , (z2t )′ = −2r2t z2t .
Note that (r2t − z2t )′ = 0, hence, as remarked before, f = r2 − z2 is constant
along the flow lines. Therefore, the system above is equivalent to a single
ODE in R2t = r
2
t + z
2
t . Solving this ODE, we obtain the explicit formulas:
rt = r
√
r2 − z2
r2 − z2e−2t(r2−z2) =
r√
1 + tz2κ(tf)
, (31)
zt = z
√
z2 − r2
z2 − r2e2t(r2−z2) =
z√
1 + tr2κ(−tf) ,
where we have denoted by κ the following smooth function:
κ : R → R≥0
x 7→ ∫ 20 e−sx d s = 1−e−2xx
These formulas give the point-wise limit limt→∞ φt = pX claimed in (29):
lim
t→∞(rt, zt) =
{
(
√
f, 0) if 0 ≤ f
(0, sign(z)
√−f) if f ≤ 0 .
In Cartesian coordinates, we obtain:
Lemma 6.7. For t ≥ 0, the flow φt(x, y, z) = (xt, yt, zt) of W is given by
xt =
x√
1 + tz2κ(tf)
,
yt =
y√
1 + tz2κ(tf)
, (32)
zt =
z√
1 + tr2κ(−tf) .
7 The analysis
In this last section we prove Lemmas 6.5 and 6.6.
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7.1 Partial derivatives, Leibniz rule, chain rule
Denote the partial derivative corresponding to a multi-index
a = (a1, . . . , an) ∈ Nn by Da := 1
a1!
∂a1x1 . . .
1
an!
∂anxn .
We will often use the general Leibniz rule:
Da(f1 · . . . · fk) =
∑
a1+...+ak=a
Da
1
(f1) · . . . ·Dak(fk),
for f1, . . . , fk ∈ C∞(Rn), and the general chain rule:
Da(g(f1, . . . , fk)) =
∑
1≤|b|≤|a|
Db(g)(f1, . . . , fk)
∑′ k∏
i=1
bi∏
j=1
Da
ij
(fi),
where b = (b1, . . . , bk) and
∑′ is the sum over all non-trivial decompositions
a =
k∑
i=1
bi∑
j=1
aij , a, aij ∈ Nn .
7.2 Limits of families of smooth functions
We discuss some standard facts about the existence of limits of families of
smooth functions.
Let U ⊂ Rn be an open set. For a compact subset K ⊂ U , we define the
corresponding Ck-semi-norm on C∞(U,Rm) as:
‖F‖Kk :=
∑
|a|≤k
sup
x∈K
|DaF (x)| ,
where |a| = a1 + . . .+ an. The semi-norms{ ‖·‖Kk | k ≥ 0, K ⊂ U},
endow C∞(U,Rm) with the structure of a Fre´chet space, and the resulting
topology is called the compact-open C∞-topology.
Consider a family Ft ∈ C∞(U,Rm), defined for t ≥ t0. Assume that, for
each compact K ⊂ U and each k ≥ 0, we find a function
lKk : [t0,∞)→ [0,∞),
such that
∀ s ≥ t : ‖Fs − Ft‖Kk ≤ lKk (t) and limt→∞ l
K
k (t) = 0.
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Then, since C∞(U,Rm) is a Fre´chet space, the limit t→∞ exists:
F∞ := lim
t→∞Ft ∈ C
∞(U,Rm).
So all partial derivatives of Ft convergence uniformly on all compact subsets
to those of F∞.
Assume further that Ft is smooth also in t. Writing
Da(Ft − Fs) =
∫ t
s
Da(F ′h) dh,
we obtain that
‖Fs − Ft‖Kk ≤
∫ t
s
‖F ′h‖Kk dh.
So, if we find a function
bKk : [t0,∞)→ [0,∞),
such that
∀ t ≥ t0 : ‖F ′t‖Kk ≤ bKk (t) and
∫ ∞
t0
bKk (t) d t <∞, (33)
then we can conclude that limt→∞ Ft exists. We will use this criterion in
the following subsections.
7.3 Polynomial-type estimates
In the following subsections, we will prove several inequalities, and in or-
der to keep track of what is essential, we discuss here the nature of these
estimates. The following two families of functions play a key role:
gt, gt : R3 → (0, 1], t ∈ [0,∞),
gt :=
1√
1 + tz2κ(tf)
, gt :=
1√
1 + tr2κ(−tf) .
These functions appeared in the explicit formula for the flow φt = (xt, yt, zt)
xt = xgt, yt = ygt, rt = rgt zt = zgt.
Note that they satisfy the following property:
gt = gte
tf , (34)
As discussed in the previous subsection, given a smooth family Ft ∈
C∞(R3), t ≥ 0, in order to show that limt→∞ Ft exists, we need to estimate
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the partial derivatives of F ′t . We will find bounds which are polynomials in
the variables R, t, gt and gt, and obtain inequalities of the form:
|DaF ′t | ≤ C
∑
Rd tk gpt g
q
t , ∀ (x, y, z) ∈ R3, t ≥ 0, (35)
where C > 0 is a constant, R =
√
x2 + y2 + z2, and the sum is over a finite
set of degrees (d, k, p, q). Which degrees actually appear in this sum will
play a crucial role. Namely, note first that, by (34), gt is rapidly decreasing
on I and gt is rapidly decreasing on O. So, for p > 0 and q > 0, R
d tk gpt g
q
t
goes rapidly to zero away from Z. However, higher exponents d, p and q are
needed to obtain estimates as in (33) also along Z. For this we will use the
following:
Lemma 7.1. For p > 0 and q > 0 there is C = C(p, q) such that:
gpt g
q
t ≤ CR−(p+q)t−
p+q
2 ,
for all t > 0 and all (x, y, z) 6= 0 ∈ R3.
Proof. First we prove that, for 0 ≤  ≤ 1, 0 ≤ s, 0 ≤ v, the following holds:

1 + vκ(s)
e−2s ≤ 1
1 + 2(v + s)
. (36)
This is equivalent to
l(v, s) := (s+ v(1− e−2s))e2s − s(1 + 2(v + s)) ≥ 0.
Since l is linear in v, we need to check that l(0, s) ≥ 0 and ∂vl(0, s) ≥ 0:
l(0, s) = s
(
e2s − (1 + 2s))
≥ s(1 + 2s− (1 + 2s))
= s(1− ) ≥ 0,
∂vl(0, s) = (1− e−2s)e2s − 2s
= e2s − e−2(1−)s − 2s
≥ e2s − 1− 2s ≥ 0.
Next, we prove the statement in the case 0 ≤ |z| ≤ r, the other case
follows similarly. Using (34), we write:
gpt g
q
t = g
p+q
t e
−tqf =
(
g2t e
−t 2q
p+q
f
) p+q
2
.
By applying (36) with s := t(r2 − z2), v := tz2 and  := qp+q , we obtain:
g2t e
−t 2q
p+q
f
=
e−2s
1 + vκ(s)
≤ −1 1
1 + 2(s+ v)
=
p+ q
q
1
1 + 2tr2
,
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and so:
gpt g
q
t ≤
(
p+ q
q
) p+q
2
(1 + 2tr2)−
p+q
2 .
Using that tR2 ≤ (1+2tr2) we obtain the inequality from the statement.
For the estimates that will follow, we introduce polynomials σk,l defined
for k ∈ N and l ∈ Z as the sum of all monomials tjRd with
d− 2j = l and 0 ≤ j ≤ k,
or, in a closed formula:
σk,l =
∑
m≤j≤k
tjR2j+l, m := max
(
0,−l/2),
and we set σk,l = 0 if m > k and σ0,0 = 1.
By comparing terms, the following is immediate:
σk,l σk′,l′ ≤ Cσk+k′,l+l′ , (37)
for some constant C = C(k, k′, l, l′). In particular:
Rdσk,l = σ0,dσk,l ≤ σk,l+d.
We will use these inequalities later on.
7.4 Estimates for gt and gt
Here we will evaluate the partial derivatives of gt and gt. Let
g(u, v) :=
1√
1 + vκ(u− v) , u, v ≥ 0.
First, we prove an intermediate result about the function g.
Lemma 7.2. For every a ∈ N2 there exists C = C(a) such that:
|Dag(u, v)| ≤ Cg(u, v), ∀ u, v ≥ 0. (38)
Proof. Consider the function:
ι(u, v) := 1 + vκ(u− v).
First note that
|κ(k)(x)| =
∫ 2
0
ske−xs d s ≤ 2kκ(x).
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Using this, that κ(s) ≤ 2 for 0 ≤ s, and the Leibniz rule, one finds for any
b ∈ N2 a constant C = C(b) > 0 such that, for all 0 ≤ v ≤ u:
|Db(ι(u, v))| ≤ Cι(u, v).
Next, using that(
x−
1
2
)(k)
= ckx
−k− 1
2 , ck = (−1)k 2k − 1
2
· 2k − 3
2
· . . . · 1
2
,
and the chain rule, we obtain the following estimate for 0 ≤ v ≤ u:
|Daι− 12 | = |
∑
1≤k≤|a|
ckι
−k− 1
2
∑
a1+···+ak=a
Da
1
(ι) . . . Da
k
(ι)| ≤ Cι− 12 .
Since g = ι−
1
2 , we obtain (38) on the domain 0 ≤ v ≤ u. In order to prove
the estimate also for 0 ≤ u ≤ v, consider the function g(u, v) := g(v, u).
Clearly, g satisfies the version of inequality (38) for 0 ≤ u ≤ v. Note the
following relation (which is equivalent to (34)):
g(u, v) = ev−ug(u, v).
Using this, we obtain (38) also for 0 ≤ u ≤ v:
|Da(g(u, v))| = |
∑
a1+a2=a
Da
1
(ev−u)Da
2
(g(u, v))|
≤ Cev−ug(u, v) = Cg(u, v).
We provide now estimates for the partial derivatives of gt and gt.
Lemma 7.3. For a ∈ N3, with |a| = k, there is C = C(a) such that
|Dagt| ≤ Cσk,−kgt, and |Dagt| ≤ Cσk,−kgt.
Proof. We have that gt = g(tr
2, tz2). Therefore, by the chain rule:
|Dagt| = |
∑
1≤|b|≤|a|
Db(g)(tr2, tz2)
∑′
Πb1i=1D
a1i(tr2)Πb2i=1D
a2i(tz2)|,
where b = (b1, b2) and the sum
∑′ is over all decompositions
a = a11 + · · ·+ a1b1 + a21 + · · ·+ a2b2 ,
with aji ∈ N3 and 1 ≤ |aji|. Note that |aji| ≤ 2 since otherwise Da1i(tr2)
and Da
2i
(tz2) are zero, respectively. Hence we have
bj ≤
bj∑
i=1
|aji| ≤ 2bj ,
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and therefore |b| ≤ k ≤ 2|b|, which means k2 ≤ |b| ≤ k. Moreover,
|Da1i(tr2)| ≤ 2tR2−|a1i|
and similarly for tz2. Thus we obtain the estimate:
|Πb1i=1Da
1i
(tr2)Πb2i=1D
a2i(tz2)| ≤ Ct|b|R2|b|−k.
Using now the previous lemma, we the first inequality:
|Dagt| ≤ C
∑
k/2≤j≤k
tjR2j−kgt = Cσk,−kgt.
The statement for gt is proven similarly.
7.5 Estimates on the flow (proof of Lemma 6.5)
Next, we estimate the partial derivatives of the flow:
Lemma 7.4. For a ∈ N3, with k = |a|, there is C = C(a) such that:
|Daxt| ≤ Cσk,1−kgt, |Dayt| ≤ Cσk,1−kgt, |Dazt| ≤ Cσk,1−kgt.
Proof. Recall that xt = xgt. Therefore:
Da(xt) = xD
a(gt) +D
b(gt),
where b = a − (1, 0, 0) and Db = 0 if b /∈ N3. Using that |x| ≤ R and (37),
we obtain
|Daxt| ≤ C
(
Rσk,−k + σk−1,1−k
)
gt ≤ Cσk,1−kgt.
The other two estimates are proven in the same way.
We are now ready to show convergence of the flow away from Z:
Proof of Lemma 6.5. It suffices to consider compact sets of the form:
Kn := Bn(0) ∩ {|f | ≥ }.
By the discussion in Subsection 7.2 we need to bound the partial derivatives
of φ′t :=
d
d sφs|s=t on Kn by a positive integrable function. Since φt is the
flow of W = −z2x∂x − z2y∂y − (x2 + y2)z∂z, we have that
x′t = −z2t xt,
y′t = −z2t yt,
z′t = −(x2t + y2t )zt.
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Note that, for R ≤ n and 1 ≤ t, there is C = C(n, i, l) such that
σi,l ≤ Cti.
Therefore, using the Leibniz identity and Lemma 7.4, we find for any a ∈ N3
a constant C = C(a) such that, for t ≥ 1, the following hold on Bn(0)
|Dax′t| ≤ C tk gt g2t ,
|Day′t| ≤ C tk gt g2t ,
|Daz′t| ≤ C tk g2t gt.
Next, note that (34) and gt ≤ 1 give:
gtgt = e
−tfg2t ≤ e−ft,
and similarly, by exchanging their role, we obtain:
gtgt = e
tfg2t ≤ eft.
Thus, the following estimate holds:
gtgt ≤ e−t|f |.
Therefore, we obtain for t ≥ 1:
‖φ′t‖K

n
k ≤ C tk e−t.
Since the right hand side is integrable, the conclusion follows.
7.6 Estimates for the pull-back (proof of Lemma 6.6)
We will prove all estimates on the closed ball of radius n ≥ 1, denoted:
K := Bn(0)
First, we estimate the pullback under φt of flat forms. Flatness will be
used to increase the degrees of R, gt and gt in our estimates.
Lemma 7.5. For every d ∈ N and a ∈ N3 with |a| = k, there is a constant
C = C(d, a) such that, for any flat form α ∈ Ωi0(K), and any t ≥ 0:
|Da(φ∗tα)| ≤ C‖α‖Kk+d σk+i,d (gt + gt)k+d+i,
holds on K.
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Proof. Step 1: we first prove the estimate for k = i = 0, i.e. for a function
χ ∈ C∞0 (K), and for a = (0, 0, 0). If also d = 0, the estimate is obvious,
since σ0,0 = 1. So let d > 0. Since χ is flat at 0, the Taylor formula with
integral remainder gives:
χ(v) =
∑
|b|=d
vb
∫ 1
0
d(1− s)d−1(Dbχ)(sv) d s,
where for v = (x, y, z) and b = (b1, b2, b3) we denoted v
b = xb1yb2zb3 . Thus:
φ∗t (χ)(v) =
∑
|b|=d
(φt(v))
b
∫ 1
0
d(1− s)d−1(Dbχ)(sφt(v)) d s.
Since φt(v) = (xgt, ygt, zgt), we have that
|(φt(v))b| ≤ Rdgb1+b2t gb3t ≤ Rd(gt + gt)d.
On the other hand, since sφt(v) ∈ K, we have that:∣∣∣ ∫ 1
0
d(1− s)d−1(Dbχ)(sφt(v)) d s
∣∣∣ ≤ C‖χ‖Kd .
Using these inequalities and σ0,d = R
d we obtain the estimate in this case.
Step 2: we prove now the estimate for a flat function χ, and a ∈ N3 with
|a| = k ≥ 1. We use the chain rule to write:
Da(χ ◦ φt) =
∑
1≤|b|≤k
Db(χ) ◦ φt
∑′ b1∏
j=1
Da
1j
(xt)
b2∏
j=1
Da
2j
(yt)
b3∏
j=1
Da
3j
(zt),
where b = (b1, b2, b3) and
∑′ is the sum over all non-trivial decompositions:
a =
3∑
i=1
bi∑
j=1
aij .
Since Db(χ) is flat at zero, we apply Step 1 with d← k − |b|+ d:
|Db(χ) ◦ φt| ≤ C‖χ‖Kk+d σ0,k−|b|+d(gt + gt)k−|b|+d.
Next, by applying Lemma 7.4 and (37), we obtain:
∣∣ b1∏
j=1
Da
1j
(xt)
b2∏
j=1
Da
2j
(yt)
b3∏
j=1
Da
3j
(zt)
∣∣ ≤ Cσk,|b|−kgb1+b2t gb3t
≤ Cσk,|b|−k(gt + gt)|b|.
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Using again (37), we obtain the estimate in this case.
Step 3: let α ∈ Ωi0(K), i ≥ 1, and a ∈ N3. Note that the coefficients of
φ∗t (α) are sums of elements of the form
χ ◦ φt ·M(φt),
where χ ∈ C∞0 (K) is a coefficient of α and M(φt) denotes the determinant
of a minor of rank i of the Jacobian matrix of φt. By the Leibniz rule:
Da(χ ◦ φt ·M(φt)) =
∑
b+c=a
Db(χ ◦ φt)Dc(M(φt)).
For the first term, we apply Step 2 with d← k − |b|+ d = |c|+ d:
|Db(χ ◦ φt)| ≤ C‖α‖Kk+dσ|b|,|c|+d(gt + gt)k+d.
Note that M(φt) is a homogeneous polynomial of degree i in the first or-
der partial derivatives of xt, yt and zt. By Lemma 7.4 each such partial
derivatives satisfies: ∣∣∣De(∂ut
∂v
)∣∣∣ ≤ Cσ|e|+1,−|e|(gt + gt),
where ut ∈ {xt, yt, zt} and v ∈ {x, y, z}. Therefore, by applying the Leibniz
rule and (37), we obtain:
|DcM(φt)| ≤ Cσ|c|+i,−|c|(gt + gt)i.
These inequalities imply now the estimates from the statement.
Finally, we prove estimates for the derivative of the homotopy operator:
Lemma 7.6. For every d ∈ N and a ∈ N3 with |a| = k, there is a constant
C = C(d, a) such that, for any flat form α ∈ Ωi0(K), and all t ≥ 0:
|Da(h′t(α))| ≤ C‖α‖Kk+d σk+i−1,d+3 gt gt (gt + gt)k+d+i,
holds on K.
Proof. Recall that
h′t(α) = iWφ
∗
t (α) = φ
∗
t (iWα) =
3∑
j=1
ujt φ
∗
t (αj),
where
u1t = −xtz2t , u2t = −ytz2t , u3t = −(x2t + y2t )zt
and
α1 = i∂xα, α2 = i∂yα, α3 = i∂zα.
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First we apply the Leibniz rule:
Da(ujt φ
∗
t (αj)) =
∑
b+c=a
Db(ujt )D
c(φ∗t (αj)).
By using Lemma 7.4, the Leibniz rule and (37), we obtain:
|Dbujt | ≤ Cσ|b|,3−|b| gt gt (gt + gt).
By applying Lemma 7.5 with d← d+ |b|, we obtain:
|Dc(φ∗t (αj))| ≤ C‖α‖Kk+d σ|c|+i−1,d+|b| (gt + gt)k+d+i−1.
These inequalities imply now the estimates from the statement.
Finally, we obtain:
Proof of Lemma 6.6. Let α ∈ Ωi0(R3) and a ∈ N3, with |a| = k. Lemma 7.6
with d = k + i− 1 gives the following on K:
|Da(h′t(α))| ≤ C‖α‖K2k+i−1 σk+i−1,k+i+2 gt gt (gt + gt)2(k+i)−1
= C‖α‖K2k+i−1 σd,d+3 gt gt (gt + gt)2d+1.
Using the definition of the polynomials σk,l, that gt + gt ≤ 2, and Lemma
7.1, we evaluate the last term for t > 0:
σd,d+3 gt gt (gt + gt)
2d+1 ≤ C
d∑
j=0
tjR2j+d+3gt gt (gt + gt)
2j+1 ≤ CRdt− 32 .
Since Rd ≤ nd, we obtain that there exists C = C(n, k) such that for t > 0:
‖h′t(α)‖Kk ≤ C‖α‖K2k+i−1t−
3
2 .
Thus (33) holds, and therefore limt→∞ ht(α) exists with respect to the
compact-open C∞-topology.
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