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Introduction
Il est devenu classique d’e´tudier les objets de nature arithme´tique en leur associant une
fonction L, de´finie au moyen d’un produit eule´rien encodant leurs proprie´te´s “locales”. On espe`re
alors relier la fonction L a` des quantite´s “globales”, c’est-a`-dire ge´ome´triques. L’exemple le plus
simple, et le premier historiquement, est donne´ par la fonction zeˆta de Riemann [9], qui permet
une e´tude fine des nombres premiers. Conside´rons maintenant une courbe elliptique E de´finie
sur Q, donne´e par une e´quation de Weierstraß
E : y2 = x3 + ax+ b (a, b ∈ Z).
Hasse et Weil ont de´fini la fonction L associe´e a` E de la manie`re suivante. Pour tout nombre
premier p, notons Ep la re´duction modulo p d’une e´quation de Weierstraß minimale en p pour
E [70, §VII.1]. Posons ap = p+ 1− CardEp(Fp) et
Lp(E,X) =
{
(1− apX + pX2)−1 si Ep est une courbe elliptique sur Fp,
(1− apX)−1 sinon.
La fonction L associe´e a` E est alors de´finie par
L(E, s) =
∏
p premier
Lp(E, p−s)
(
<(s) > 3
2
)
.
La convergence du produit infini ci-dessus pour <(s) > 32 de´coule de la majoration |ap| ≤ 2
√
p,
de´montre´e par Hasse dans les anne´es 1930. La fonction L(E, s) s’e´crit sous forme de se´rie de
Dirichlet
L(E, s) =
∞∑
n=1
an
ns
(
<(s) > 3
2
)
.
Nous e´tudions dans cette the`se la valeur spe´ciale L(E, 2). Pour tout caracte`re de Dirichlet
χ : ( ZmZ)
∗ → C∗, la se´rie L de E tordue par χ est de´finie par
L(E,χ, s) =
∞∑
n=1
an χ(n)
ns
(
<(s) > 3
2
)
,
ou` par convention χ(n) = 0 lorsque (n,m) > 1. Nous savons maintenant, graˆce a` un the´ore`me
profond duˆ a` Breuil, Conrad, Diamond, Taylor et Wiles [78, 74, 17], que les fonctions L(E, s) et
L(E,χ, s) admettent des prolongements holomorphes au plan complexe. Notons N le conducteur
de E [71, §IV.10-11], et w(E) l’oppose´ du signe de l’e´quation fonctionnelle satisfaite par L(E, s).
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0.1. De´termination de L(E, 2) par les L(E,χ, 1), avec χ caracte`re de Dirichlet de
niveau divisant N
Soit H = {z ∈ C, =(z) > 0} le demi-plan de Poincare´, muni de l’action homographique du
groupe SL2(Z). Pour tout couple (u, v) ∈ ( ZNZ)2, posons
E∗u,v(z) = lim
s→1
<(s)>1
( ∑
m≡u (N)
n≡v (N)
(m,n) 6=(0,0)
=(z)s
|mz + n|2s −
pi
N2(s− 1)
)
(z ∈ H). (1)
Pour tous a, b ∈ ZNZ , de´finissons une forme diffe´rentielle η(a, b) sur H par
η(a, b) = E∗0,a · (∂ − ∂)E∗0,b − E∗0,b · (∂ − ∂)E∗0,a. (2)
Pour χ : ( ZNZ)
∗ → C∗ caracte`re de Dirichlet modulo N , posons
ηχ =
∑
a∈( Z
NZ
)∗
∑
b∈( Z
NZ
)∗
χ(a)χ(b) η(a, b). (3)
La somme de Gauß de χ est de´finie par τ(χ) =
∑N−1
a=0 χ(a) e
2piia/N . Pour z0, z1 ∈ H, on note
∫ z1
z0
l’inte´grale le long d’une ge´ode´sique de H reliant z0 a` z1. Pour v ∈ Z, posons gv =
(
0 −1
1 v
)
∈
SL2(Z). Enfin, notons ρ = epii/3 ∈ H.
The´ore`me 1. Supposons N = p premier. Pour tout caracte`re de Dirichlet χ modulo p, pair et
non trivial, nous avons la formule
L(E, 2)L(E,χ, 1) =
pw(E) τ(χ)
8pii(p− 1)
∑
χ′
cχ,χ′L(E,χ′, 1) (4)
ou` la somme est e´tendue aux caracte`res χ′ modulo p, pairs et non triviaux, et les coefficients
cχ,χ′ sont donne´s par
cχ,χ′ = τ(χ′)
p−1∑
v=1
χ′(v)
∫ gvρ2
gvρ
ηχ. (5)
Remarques. 1. La de´monstration du the´ore`me 1 s’inspire de la me´thode de Rankin-Selberg,
de´ja` utilise´e par Be˘ılinson. Elle utilise donc la modularite´ des courbes elliptiques sur Q.
2. Les coefficients cχ,χ′ ne de´pendent que de χ, χ′ et p (et pas de E).
3. L’hypothe`se N premier n’est pas essentielle. Pour N quelconque, on peut obtenir une
formule analogue a` (4) en utilisant le the´ore`me A de l’appendice (p. 144).
4. De meˆme, on peut remplacer E par une forme parabolique primitive de poids 2.
5. Nous de´montrons qu’il existe un caracte`re χmodulo p, pair et non trivial, tel que L(E,χ, 1)
est non nul (cf. de´monstration du lemme 99). La valeur spe´ciale L(E, 2) se de´duit donc
des L(E,χ, 1), ou` χ parcourt les caracte`res pairs et non triviaux modulo p.
Voici une me´thode alternative permettant de de´duire L(E, 2) de la formule pre´ce´dente.
Conside´rons la se´rie de Dirichlet
L(E ⊗ E, s) =
∞∑
n=1
a2n
ns
(<(s) > 2).
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Elle admet un prolongement me´romorphe au plan complexe [19] dont le re´sidu en s = 2 est non
nul (cf. appendice §5, p. 154).
The´ore`me 2. Supposons N = p premier. Nous avons la formule
L(E, 2) =
p3w(E)
8(p+ 1)(p− 1)3 pi2
∑
χ,χ′ λχ,χ′L(E,χ, 1)L(E,χ
′, 1)
Ress=2 L(E ⊗ E, s) (6)
ou` la somme est e´tendue aux caracte`res χ (resp. χ′) modulo p, pairs et non triviaux (resp.
impairs), et les coefficients λχ,χ′ sont donne´s par
λχ,χ′ =
∑
χ′′
τ(χ′′)
τ(χ′χ′′)
cχ′′,χ (7)
la dernie`re somme portant sur les caracte`res χ′′ pairs non triviaux modulo p, les nombres cχ′′,χ
e´tant donne´s par (5).
Remarque. D’apre`s le the´ore`me D de l’appendice (p. 154), le re´sidu en s = 2 de L(E ⊗ E, s)
est combinaison biline´aire des L(E,χ, 1)L(E,χ′, 1). La valeur spe´ciale L(E, 2) se de´duit donc
me´caniquement de w(E) et des L(E,χ, 1), ou` χ parcourt les caracte`res de Dirichlet non triviaux
modulo p. Explicitement
L(E, 2) =
p2 i w(E)
8(p− 1)pi2
∑
χ,χ′ λχ,χ′L(E,χ, 1)L(E,χ
′, 1)∑
χ,χ′ τ(χχ′)L(E,χ, 1)L(E,χ′, 1)
(8)
ou` les sommes portent sur les caracte`res χ (resp. χ′) modulo p, pairs et non triviaux (resp.
impairs).
0.2. Ge´ne´ralisation au cadre modulaire
Le the´ore`me 1 admet un analogue naturel dans le cadre modulaire. Soit donc f une forme
parabolique primitive (i. e. propre pour l’alge`bre de Hecke, nouvelle et normalise´e) de poids 2
pour Γ1(N), de caracte`re ψ.
La transforme´e de Fourier d’un caracte`re de Dirichlet χ : ( ZNZ)
∗ → C∗ est de´finie par
χ̂(b) =
∑N−1
a=0 χ(a)e
−2piiab/N , b ∈ ZNZ . Posons
η(1, χ̂) =
∑
b∈ Z
NZ
χ̂(b) η(1, b). (9)
Notons EN l’ensemble des e´le´ments d’ordre N du groupe additif ( ZNZ)
2. Pour tout x ∈ EN ,
choisissons une matrice gx =
(
a b
c d
)
∈ SL2(Z) telle que (c, d) ∈ x. Les formes diffe´rentielles
(2) e´tant invariantes sous l’action du groupe Γ1(N), on ve´rifie que l’inte´grale
∫ gxρ2
gxρ
η(1, χ̂) ne
de´pend que de x. Pour tout x ∈ EN , le symbole de Manin ξf (x) est de´fini par
ξf (x) = −i
∫ gx∞
gx0
f(z)dz. (10)
Pour x = (u, v) ∈ EN , posons xc = (−u, v) et ξ±f (x) = 12
(
ξf (x) ± ξf (xc)
)
. Le the´ore`me 1 se
de´duit du the´ore`me 3 suivant.
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The´ore`me 3. Pour tout caracte`re de Dirichlet χ modulo N , pair et distinct de ψ, nous avons
L(f, 2)L(f, χ, 1) =
N i
4
∑
x∈EN
(∫ gxρ2
gxρ
η(1, χ̂)
)
ξ+f (x). (11)
Remarque. Le 1-cycle
∑
x∈EN ξ
+
f (x) {gxρ, gxρ2} est ferme´ (lemme 111).
Appliquons le the´ore`me 3 a` la forme primitive f associe´e a` E. Nous montrons qu’il existe un
caracte`re χ modulo N , pair et non trivial, tel que L(f, χ, 1) est non nul (cf. de´monstration du
lemme 99). Nous en tirons le re´sultat suivant.
Corollaire. Pour toute courbe elliptique E sur Q, de conducteur N , la valeur spe´ciale L(E, 2)
est combinaison line´aire a` coefficients rationnels des quantite´s 1pii
∫ gxρ2
gxρ
η(1, b), ou` x et b par-
courent respectivement EN et ZNZ .
0.3. La the´orie de Be˘ılinson
Rappelons les re´sultats de Be˘ılinson [5, 6]. Notons X1(N) la courbe modulaire sur Q associe´e
au sous-groupe de congruence
Γ1(N) =
{(a b
c d
)
∈ SL2(Z),
(
a b
c d
)
≡
(
1 ∗
0 1
)
(mod N)
}
.
Soit f une forme parabolique primitive de poids 2 pour Γ1(N). Be˘ılinson donne une formule pour
L(f, 2)L(f, χ, 1) ou` χ est un caracte`re de Dirichlet pair quelconque, en termes du re´gulateur d’un
e´le´ment du groupe de K-the´orie alge´brique K(2)2 (X1(N
′)), ou` N ′ est un entier divisible par N
(essentiellement N ′ = N ·m2 si χ est de niveau m). Il choisit χ de telle sorte que L(f, χ, 1) 6= 0.
Lorsque f est associe´e a` E, il suit une formule pour L(E, 2)L(E,χ, 1) en termes du re´gulateur
de l’e´le´ment de K(2)2 (E) obtenu graˆce a` la trace K
(2)
2 (X1(N
′))→ K(2)2 (X1(N))→ K(2)2 (E).
La me´thode de Be˘ılinson souffre de deux impre´cisions :
– le choix de du caracte`re χ, et donc de l’entier N ′, n’est pas pre´cise´ ;
– la parame´trisation modulaire X1(N)→ E n’est pas explicite. Il en va donc de meˆme de la
trace K(2)2 (X1(N))→ K(2)2 (E).
Nous reprenons la me´thode de Be˘ılinson et montrons qu’il est possible de choisir N ′ = N
et χ parmi les caracte`res de niveau divisant N . Notons Q(X1(N)) le corps des fonctions de
X1(N). La localisation (3.86) identifie le groupe de K-the´orie alge´brique K2(X1(N))⊗Q a` un
sous-espace du groupe de K-the´orie de Milnor K2(Q(X1(N)))⊗Q. Par de´finition, le re´gulateur
de Be˘ılinson est la restriction a` ce sous-espace de l’application
rN : K2(Q(X1(N)))⊗Q→ HomC(S2(Γ1(N)),C) (12)
{u, v} 7→
(
f 7→
∫
X1(N)(C)
log|u| · ωf ∧ ∂ log|v|
)
,
ou` nous avons note´ ωf = 2piif(z)dz. Le re´gulateur s’e´tend par C-line´arite´ a` K2(X1(N)) ⊗ C.
Pour tout caracte`re de Dirichlet χ modulo N , pair et non trivial, nous de´finissons une unite´
modulaire uχ ∈ O∗(Y1(N))⊗C ve´rifiant
log|uχ| = 1
pi
∑
a∈( Z
NZ
)∗
χ(a)E∗0,a. (13)
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Proposition. Pour tous caracte`res χ, χ′ modulo N , pairs et non triviaux, l’e´le´ment {uχ, uχ′}
appartient a` K2(X1(N))⊗C ⊂ K2(Q(X1(N)))⊗C.
En explicitant la me´thode de Be˘ılinson, nous sommes parvenus au re´sultat suivant. Notons
ϕ la fonction indicatrice d’Euler.
The´ore`me 4. Soit f une forme parabolique primitive de poids 2 pour Γ1(N), de caracte`re ψ.
Pour tout caracte`re de Dirichlet χ modulo N , pair, distinct de ψ et primitif, nous avons
L(f, 2)L(f, χ, 1) =
Npii
ϕ(N)
τ(χ)
〈
rN
({uψχ, uχ}), f〉. (14)
Remarques. 1. L’hypothe`se χ primitif n’est pas essentielle. On a une formule analogue sans
cette hypothe`se. De meˆme, on peut prendre χ de niveau m divisant N (avec m 6= 1).
2. D’apre`s les re´sultats de l’appendice (corollaire 2, p. 145), il existe un caracte`re pair χ
modulo N tel que L(f, χ, 1) 6= 0.
0.4. Une question de Schappacher et Scholl
Notons {O∗(Y1(N)),O∗(Y1(N))} le sous-groupe deK2(Q(X1(N))) engendre´ par les symboles
{u, v}, u, v ∈ O∗(Y1(N)), et posons
KN = {O∗(Y1(N)),O∗(Y1(N))} ∩K2(X1(N))⊗Q. (15)
La question suivante a e´te´ souleve´e par Schappacher et Scholl [62, 1.1.3] : l’espace vectoriel
re´el VN de l’application re´gulateur (12) est-il engendre´ par rN (KN ) ? Pour le sous-groupe de
congruence Γ1(p), p premier, nous montrons le the´ore`me suivant.
The´ore`me 5. Pour tout nombre premier p, l’espace vectoriel re´el Vp est engendre´ par rp(Kp).
Remarque. L’analogue de ce re´sultat pour Γ0(p) est faux [62, 1.1.3 (i)].
0.5. Rappels sur la conjecture de Zagier pour L(E, 2)
La valeur spe´ciale L(E, 2), ou` E une courbe elliptique de´finie sur Q, a fait l’objet de travaux
de Bloch [12] ante´rieurs a` Be˘ılinson. Bloch a de´fini le dilogarithme elliptique DE par la formule
tre`s e´le´gante suivante
DE([x]) =
∞∑
n=−∞
D(xqn)
(
[x] ∈ E(C) ∼= C∗/qZ), (16)
avec q ∈ C∗, |q| < 1, et ou` D est la fonction de Bloch-Wigner, version univalue´e de la fonction
dilogarithme Li2. On obtient ainsi une fonction continue DE : E(C) → R, bien de´finie au
signe pre`s1. Dans le cas ou` E est a` multiplication complexe, Bloch a montre´ comment exprimer
L(E, 2) comme combinaison line´aire de valeurs de DE . La ge´ne´ralisation de cet e´nonce´ a` toute
courbe elliptique est connu sous le nom de conjecture de Zagier pour L(E, 2) [32, 76, 81]. Les
re´sultats de Bloch et Be˘ılinson entraˆınent l’existence d’un nombre rationnel c ∈ Q∗, de points
P1, . . . , Pk ∈ E(Q) ⊂ E(C) et d’entiers n1, . . . , nk ∈ Z tels que
L(E, 2) = c pi
k∑
j=1
nj DE(Pj). (17)
1Ce signe de´pend du choix d’une orientation de E(R).
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Graˆce a` une e´tude approfondie du groupe K2(E), Goncharov et Levin [32] ont montre´ que le
diviseur
∑k
j=1 nj [Pj ] de (17) satisfait trois proprie´te´s simples. Fait remarquable, ces conditions
suffisent conjecturalement a` assurer la proportionnalite´ du dilogarithme elliptique avec L(E, 2).
Nous renvoyons e´galement a` [60, 81, 48].
Nombre d’identite´s nume´riques ont e´te´ de´couvertes par Bloch et Grayson [13], Grayson et
Schappacher (voir la the`se de Rolshausen [59]), Cohen et Zagier (non publie´), et sont d’ailleurs
a` l’origine de la formulation de la conjecture. Il existe meˆme une famille infinie a` un parame`tre
de telles identite´s [59, 60]. Cependant, la de´monstration de ces identite´s est inaccessible dans la
plupart des cas.
0.6. Une ge´ne´ralisation du dilogarithme elliptique aux jacobiennes
La complexite´ de la parame´trisation modulaire X1(N)→ E sugge`re de reformuler la conjec-
ture de Zagier au niveau de la jacobienne J1(N) de X1(N). Cela ne´cessite de de´finir une fonction
approprie´e sur J1(N), jouant le roˆle du dilogarithme elliptique DE . Nous de´finissons une telle
fonction pour toute jacobienne.
Soient X une surface de Riemann compacte de genre g ≥ 1, et J la jacobienne de X. Soit
Θ ⊂ J un diviseur theˆta. Conside´rons la fonction log‖θ‖ : J −Θ→ R de´finie dans [15, p. 196].
Notons ωΘ ∈ Ω1,1(J) la forme diffe´rentielle duale de Poincare´ de Θ. Nous de´finissons
RJ : J → HomC(Ω1,0(J),C) (18)
x 7→
(
ω 7→ 1
(g − 1)!
∫
u∈J
log‖θ(u)‖ · ∂u log‖θ(u− x)‖ ∧ ωg−1Θ,u ∧ ωu
)
.
La fonction RJ ne de´pend pas des choix de Θ et θ.
Notons RX : X ×X → HomC(Ω1,0(X),C) la fonction de´finie par Goncharov a` l’aide de la
fonction de Green de X (nous rappelons la de´finition de RX dans le premier chapitre). Pour
tous points x, y ∈ X, notons x− y ∈ J la classe du diviseur [x]− [y] de degre´ 0 sur X.
The´ore`me 6. Il existe une fonction continue ΦX : X → HomC(Ω1,0(X),C), telle que nous
ayons, via l’identification canonique Ω1,0(X) ∼= Ω1,0(J)
RJ(x− y) = RX(x, y) + ΦX(x)− ΦX(y) (x, y ∈ X). (19)
Appliquons ce re´sultat au cas ou` X = X1(N)(C) et J = J1(N)(C). L’alge`bre de Hecke
T ⊂ EndC(S2(Γ1(N))) est le sous-anneau engendre´ par les ope´rateurs de Hecke Tn, n ≥ 1 et les
ope´rateurs diamants 〈d〉, d ∈ ( ZNZ)∗. Posons
L(T, s) =
∞∑
n=1
Tn ⊗ 1
ns
L(T, χ, s) =
∞∑
n=1
Tn ⊗ χ(n)
ns
(
χ : (
Z
mZ
)∗ → C∗).
Ces fonctions, a` valeurs dans T⊗C, admettent un prolongement holomorphe au plan complexe.
Pour ψ caracte`re de Dirichlet (pair) modulo N , notons Tψ la composante ψ-isotypique de T⊗C
pour l’action des ope´rateurs diamants. Notons L(Tψ, s) et L(Tψ, χ, s) les projections des se´ries
pre´ce´dentes sur Tψ.
Nous avons un isomorphisme T⊗C ∼= HomC(S2(Γ1(N)),C) donne´ par T 7→
(
f 7→ a1(Tf)
)
.
Nous pouvons donc conside´rer RJ1(N) = RJ1(N)(C) comme une fonction a` valeurs dans T ⊗C.
Pour tout λ ∈ ( ZNZ)∗, notons Pλ = 〈λ〉∞ ∈ X1(N)(C), ou` ∞ est la pointe infinie de X1(N)(C).
Les the´ore`mes 4 et 6 entraˆınent le re´sultat suivant.
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The´ore`me 7. Soit ψ un caracte`re de Dirichlet pair modulo N . Pour tout caracte`re de Dirichlet
χ modulo N , pair, primitif et distinct de ψ, nous avons
L(Tψ, 2)L(Tψ, χ, 1) = Cψ,χ
∑
λ,µ∈( Z
NZ
)∗/±1
ψχ(λ)χ(µ)RJ1(N)(Pλ − Pµ) (20)
ou` la constante Cψ,χ est donne´e par
Cψ,χ =
Npii
ϕ(N)
· L(ψχ, 2) τ(χ)L(χ, 2)
pi4
. (21)
Remarque. En particulier, le produit L(Tψ, 2)L(Tψ, χ, 1) est combinaison line´aire (explicite) de
valeurs de la fonction RJ1(N) en des points Q-rationnels du sous-groupe cuspidal de J1(N).
En appliquant le the´ore`me 7 au cas N = 11, nous obtenons le re´sultat suivant.
The´ore`me 8. Soit E la courbe elliptique donne´e par l’e´quation y2+ y = x3− x2, et P = (0, 0),
point d’ordre 5 de E(Q). Orientons E(R) dans le sens des y croissants. Soit χ un caracte`re de
Dirichlet modulo 11, pair et non trivial. Posons ζ = χ(3) ∈ µ5. Nous avons la formule
L(E, 2) =
22 · 5 · pi
112
· 1 + 3(ζ + ζ)
ζ − ζ
∑
a∈Z/5Z
ζaDE(aP ). (22)
Nous de´duisons du the´ore`me 8 la preuve d’une identite´ conjecture´e par Bloch et Grayson
[13].
Corollaire. En conservant les hypothe`ses du the´ore`me 8, nous avons
L(E, 2) =
10
11
· pi ·DE(P ) et DE(2P ) = 32DE(P ). (23)
La seconde des identite´s (23), appele´e relation exotique, a e´te´ de´montre´e re´cemment par
Bertin [10].
Le succe`s de la me´thode dans ce cas repose sur deux faits :
– la courbe elliptique E n’est autre que X1(11) ;
– le sous-groupe de E(Q) engendre´ par le point P est constitue´ de pointes.
Remarque. La me´thode semble e´galement s’appliquer aux courbes elliptiques X1(14) et X1(15).
Ne´anmoins, comment montrer la relation conjecture´e par Bloch et Grayson pour la courbe
X0(11), isoge`ne a` X1(11) ?
0.7. Plan
L’exposition de cette the`se suit la de´marche suivante. Le premier chapitre est essentiellement
un chapitre de rappels sur la fonction dilogarithme de´finie par Goncharov dans le cas d’une
surface de Riemann compacte. Apre`s en avoir rappele´ la de´finition (section 1.1), nous montrons
qu’elle ge´ne´ralise le dilogarithme elliptique de´fini par Bloch (section 1.2). Nous e´tudions les
proprie´te´s diffe´rentielles de cette fonction (section 1.3) ainsi que son comportement vis-a`-vis des
morphismes finis (section 1.4).
Le deuxie`me chapitre se place au niveau d’une jacobienne J . Nous commenc¸ons par construire
des e´le´ments dans le K2 de J a` partir de points de torsion de la courbe (section 2.1). Nous
de´finissons ensuite une fonction RJ sur J (section 2.2). Dans la section 2.3, nous montrons le
the´ore`me 6 qui relie RJ a` la fonction dilogarithme du premier chapitre. Nous e´tudions e´galement
le comportement de RJ vis-a`-vis de certains automorphismes (section 2.4). En vue de justifier
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l’introduction de cette fonction, nous calculons le re´gulateur de Be˘ılinson des e´le´ments construits
a` la section 2.1, en termes de RJ (sections 2.5 et 2.6).
Le chapitre final est consacre´ a` l’explicitation de tous ces objets dans le cas modulaire, en
tirant notamment profit de la me´thode utilise´e par Be˘ılinson. Nous rappelons la de´finition et les
proprie´te´s des se´ries d’Eisenstein en suivant l’exposition de Siegel (section 3.1). Nous exprimons
ensuite une inte´grale de type Rankin-Selberg en termes de valeurs spe´ciales de fonctions L
(section 3.2). Ce calcul est a` la base de tous les re´sultats pre´sente´s dans cette introduction,
the´ore`me 6 excepte´. Apre`s des rappels sur les unite´s modulaires (section 3.3), nous pre´sentons
une version explicite du the´ore`me de Be˘ılinson (section 3.4). Nous montrons en particulier les
the´ore`mes 4, 5 et 7. Le calcul de l’inte´grale de Rankin-Selberg admet e´galement le the´ore`me
3 comme conse´quence (section 3.5). Nous spe´cialisons ensuite aux courbes elliptiques (section
3.6), et montrons les the´ore`mes 1 et 2. Nous traitons en de´tail l’exemple des courbes modulaires
X1(11) et X1(13), de genres respectifs 1 et 2 (sections 3.7 et 3.8). Nous montrons en particulier
le the´ore`me 8. Enfin, nous indiquons les applications de ces re´sultats vers la mesure de Mahler,
en prenant l’exemple de la courbe X1(11) (section 3.9).
Chapitre 1
Dilogarithme sur une surface de
Riemann compacte
Soit X une surface de Riemann compacte connexe non vide, de genre g ≥ 1. La de´finition
d’un dilogarithme explicite pour X est un proble`me important, lie´ en particulier aux conjectures
de Be˘ılinson sur les valeurs spe´ciales de fonctions L associe´es aux courbes projectives lisses sur
Q. Une telle de´finition est particulie`rement inte´ressante car elle permet e´galement d’envisager
la formulation d’un analogue de la conjecture de Zagier pour ces meˆmes valeurs spe´ciales.
La fonction RX introduite dans ce chapitre a e´te´ de´finie par Goncharov [31, Def. 9.1, p. 390],
qui la note G1,2. D’autre part, cette meˆme fonction a e´te´ utilise´e implicitement par Deninger et
Wingberg [24, §1]. Le point de vue que nous adoptons ici n’est donc pas essentiellement nouveau.
En revanche, la proprie´te´ diffe´rentielle (1.69) et le comportement vis-a`-vis des morphismes finis
(1.118) n’avaient a` notre connaissance pas encore e´te´ e´crits.
Notons Ω1,0(X) l’espace vectoriel complexe des 1-formes diffe´rentielles holomorphes sur X.
Pour toute forme diffe´rentielle ω ∈ Ω1,0(X), nous allons construire une fonction continue
Rω : X ×X → C, (1.1)
de classe C∞ hors de la diagonale de X ×X. La fonction Rω de´pend line´airement de ω, donnant
lieu a` une fonction RX , de´finie sur X ×X et a` valeurs dans le dual de Ω1,0(X). Nous montrons
que la fonction RX permet d’expliciter une application re´gulateur
rX : K2(C(X))→ HomC(Ω1,0(X),C), (1.2)
ou` C(X) de´signe le corps des fonctions me´romorphes sur X. Dans la section 1.2, nous nous
plac¸ons dans le cas ou` X est une courbe elliptique et montrons que la fonction RX permet
de retrouver le dilogarithme elliptique de´fini par Bloch (proposition 26). Nous retournons en-
suite au cas ge´ne´ral. Dans la section 1.3, nous montrons que la fonction Rω satisfait une pro-
prie´te´ diffe´rentielle par rapport a` chacune de ses variables (the´ore`me 29), et que cette proprie´te´
diffe´rentielle la caracte´rise (the´ore`me 33). Enfin, dans la section 1.4, nous e´tudions le comporte-
ment de la fonction RX vis-a`-vis des morphismes finis.
1.1 De´finition de la fonction RX, selon Goncharov
Une forme volume sur X est une 2-forme diffe´rentielle re´elle de classe C∞ sur X, partout
non nulle et d’inte´grale 1 [41, II, §1], [40, p. 329].
15
16 Chapitre 1. Dilogarithme sur une surface de Riemann compacte
Il existe une forme volume canonique sur X. Nous en donnons maintenant la de´finition.
Conside´rons le produit scalaire hermitien
(α, β) := i
∫
X
α ∧ β (α, β ∈ Ω1,0(X)) (1.3)
sur l’espace vectoriel complexe Ω1,0(X). Soit (ωj)1≤j≤g une base orthonormale pour le produit
scalaire (1.3). La forme diffe´rentielle
volX =
i
g
g∑
j=1
ωj ∧ ωj (1.4)
est une forme volume sur X qui ne de´pend pas du choix de la base orthonormale (ωj)1≤j≤g.
Cette forme volume provient naturellement d’un diviseur theˆta sur la jacobienne de X.
Nous notons Div(X) le groupe des diviseurs sur X, c’est-a`-dire le groupe abe´lien libre de
base X. Pour tout diviseur l ∈ Div(X), nous noterons (l) ⊂ X son support et deg l ∈ Z son
degre´, i. e.
(l) = {x ∈ X, ordx(l) 6= 0}, (1.5)
deg l =
∑
x∈(l)
ordx(l). (1.6)
Nous rappelons maintenant la de´finition de la fonction de Green associe´e a` X. Cette fonction
classique joue le roˆle de hauteur archime´dienne en the´orie d’Arakelov. Nous renvoyons a` [41,
Chap. II] pour les de´tails ou de´monstrations omis ici. Notons
∆X = {(x, x) | x ∈ X} ⊂ X ×X (1.7)
la diagonale de X ×X.
Proposition 9 (Arakelov [2]). Il existe une unique fonction
GX : X ×X −∆X → R, (1.8)
appele´e fonction de Green associe´e a` X, de classe C∞ et ve´rifiant les trois conditions suivantes.
1. Pour tout x ∈ X, nous avons
∂y∂yGX(x, y) = pii volX (y ∈ X − {x}). (1.9)
2. Pour tout x ∈ X et pour toute coordonne´e locale holomorphe z(y) au point x ve´rifiant
z(x) = 0, la fonction
y 7→ GX(x, y)− log|z(y)|, (1.10)
de´finie sur un voisinage e´pointe´ de x dans X, s’e´tend en une fonction de classe C∞ sur
un voisinage de x dans X.
3. Pour tout x ∈ X, nous avons ∫
y∈X
GX(x, y) · volX = 0. (1.11)
1.1. De´finition de la fonction RX , selon Goncharov 17
De´monstration. L’existence de GX est de´montre´e par Arakelov dans [2, §1–2]. Coleman en a
e´galement donne´ une preuve [41, II, §4]. L’unicite´ de GX re´sulte quant a` elle facilement des
proprie´te´s 1, 2 et 3.
Nous mentionnons maintenant, sans de´monstration, quelques proprie´te´s supple´mentaires de
la fonction de Green.
4. La fonction GX est syme´trique : nous avons
GX(x, y) = GX(y, x) (x, y ∈ X, x 6= y). (1.12)
5. La fonction GX a une singularite´ logarithmique le long de ∆X . Cela signifie que pour tout
x0 ∈ X et pour toute coordonne´e locale holomorphe z(x) au point x0, la fonction
(x, y) 7→ GX(x, y)− log|z(x)− z(y)| (1.13)
s’e´tend en une fonction de classe C∞ sur un voisinage de (x0, x0) dans X ×X.
6. Pour toute fonction me´romorphe f ∈ C(X)∗, il existe une constante Cf ∈ R telle que
log|f(y)| = Cf +
∑
x∈(f)
ordx(f) ·GX(x, y) (y ∈ X − (f)), (1.14)
ou` (f) de´signe l’ensemble des ze´ros et des poˆles de f , et ordx(f) ∈ Z de´signe l’ordre
d’annulation de f en x ∈ X. Nous avons en outre
Cf =
∫
X
log|f | · volX . (1.15)
7. En utilisant le langage des courants, nous pouvons condenser les proprie´te´s 1 et 2 de la
fonction GX en une seule e´quation : pour tout x ∈ X, nous avons
1
pii
∂∂GX(x, ·) = volX −δx, (1.16)
ou` δx de´signe le courant d’e´valuation en x.
8. De manie`re encore plus intrinse`que, la fonction GX est l’unique distribution sur X × X
satisfaisant l’e´quation diffe´rentielle
1
pii
∂∂GX = p∗ volX +q∗ volX −ΩX − δ∆X (1.17)
et normalise´e par la condition∫
X×X
GX · p∗ volX ∧q∗ volX = 0, (1.18)
ou` les applications p, q : X × X → X sont les deux projections naturelles, la forme
diffe´rentielle ΩX ∈ Ω1,1(X ×X) est de´finie par
ΩX = i
g∑
j=1
(p∗ωj ∧ q∗ωj + q∗ωj ∧ p∗ωj) (1.19)
pour toute base orthonormale (ωj)1≤j≤g de Ω1,0(X) muni du produit scalaire (1.3), et δ∆X
de´signe le courant d’inte´gration le long de ∆X .
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Remarque 10. Dans la proposition 9, il est possible de remplacer volX par une forme volume
quelconque vol′X sur X. La fonction G′X ainsi obtenue est lie´e a` GX . Nous renvoyons a` l’article
d’Arakelov [2, Prop. 3.2, p. 1177] pour une version pre´cise de ce lien.
Nous allons maintenant de´finir la fonction Rω. Choisissons donc une forme diffe´rentielle
ω ∈ Ω1,0(X).
De´finition 11. Soit Rω la fonction de´finie par
Rω : X ×X → C
(x, y) 7→
∫
z∈X
GX(x, z) · ωz ∧ ∂zGX(y, z). (1.20)
La convergence absolue de l’inte´grale (1.20) re´sulte de la proprie´te´ 2 (p. 16) applique´e aux
fonctions GX(x, ·) et GX(y, ·).
Proposition 12. La fonction Rω est antisyme´trique :
Rω(y, x) = −Rω(x, y) (x, y ∈ X). (1.21)
De´monstration. Soient x, y ∈ X. Nous avons
Rω(x, y) +Rω(y, x) =
∫
z∈X
ωz ∧
(
GX(x, z)∂zGX(y, z) +GX(y, z)∂zGX(x, z)
)
=
∫
z∈X
ωz ∧ ∂z
(
GX(x, z)GX(y, z)
)
=
∫
z∈X
d
(
GX(x, z)GX(y, z)ωz
)
= 0,
d’apre`s la formule de Stokes et car la forme diffe´rentielle GX(x, z)GX(y, z)ωz croˆıt au plus comme
le carre´ du logarithme en z = x et z = y.
Corollaire 13. La fonction Rω est nulle sur ∆X .
La de´finition (1.20) de la fonction Rω est visiblement line´aire en ω. Il est utile de rassembler
toutes ces informations en introduisant une fonction RX a` valeurs dans le dual de Ω1,0(X).
De´finition 14. Soit RX la fonction de´finie par
RX : X ×X → HomC(Ω1,0(X),C)
(x, y) 7→ (ω 7→ Rω(x, y)). (1.22)
La de´finition (1.20) de la fonction Rω n’est peut-eˆtre pas tre`s parlante. Elle trouve sa justi-
fication et son inte´reˆt dans l’explicitation d’une application re´gulateur
rX : K2(C(X))→ HomC(Ω1,0(X),C). (1.23)
Rappelons la de´finition du groupe de K-the´orie de Milnor K2(F ) associe´ a` un corps F .
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Notation. Soit F un corps. Nous notons K2(F ) le groupe abe´lien de´fini par
K2(F ) =
F ∗ ⊗ F ∗〈
x⊗ (1− x) | x ∈ F − {0, 1}〉 . (1.24)
Pour tous x, y ∈ F ∗, nous appelons symbole de Milnor associe´ a` x et y, et nous notons {x, y},
la classe de x⊗ y dans K2(F ).
Lemme 15. Pour toute fonction me´romorphe f ∈ C(X) − {0, 1} et toute forme diffe´rentielle
holomorphe ω ∈ Ω1,0(X), nous avons∫
X
log|f | · ω ∧ ∂ log|1− f | = 0. (1.25)
De´monstration. Notons D la fonction de Bloch-Wigner [79]. Un calcul explicite donne
log|f | · ω ∧ ∂ log|1− f | = i
2
d
(
(D ◦ f + i log|f | log|1− f |)ω
)
. (1.26)
Le lemme de´coule donc de la formule de Stokes.
De´finition 16. L’application re´gulateur rX associe´e a` X est de´finie par
rX : K2(C(X))→ HomC(Ω1,0(X),C)
{f, g} 7→
(
ω 7→
∫
X
log|f | · ω ∧ ∂ log|g|
)
. (1.27)
Cette application est bien de´finie d’apre`s (1.25). Nous pouvons maintenant faire le lien entre
l’application re´gulateur rX et la fonction RX .
Proposition 17. Pour toutes fonctions me´romorphes f, g ∈ C(X)∗, nous avons l’e´galite´
rX({f, g}) =
∑
x∈(f)
∑
y∈(g)
ordx(f) ordy(g)RX(x, y), (1.28)
ou` nous utilisons les notations de (1.14). Autrement dit, nous avons pour tout ω ∈ Ω1,0(X)∫
X
log|f | · ω ∧ ∂ log|g| =
∑
x∈(f)
∑
y∈(g)
ordx(f) ordy(g)Rω(x, y). (1.29)
De´monstration. Il suffit de de´montrer (1.29). Pour cela, nous utilisons l’e´galite´ (1.14) applique´e
a` f et g, ainsi que le calcul∫
X
Cf · ω ∧ ∂ log|g| = −Cf
∫
X
d (log|g| · ω) = 0
utilisant la formule de Stokes. La de´finition de Rω permet de conclure.
Remarques. 1. L’application re´gulateur rX de´finie en (1.27) est essentiellement le re´gulateur
de Bloch et Be˘ılinson [5]. Supposons que X est l’ensemble des points complexes d’une
courbe projective lisse XQ de´finie sur Q, et notons Q(X) le corps des fonctions ra-
tionnelles de XQ. Conside´rons le re´gulateur de Be˘ılinson de´fini sur le groupe de K-
the´orie de Quillen K(2)2 (XQ). La localisation en K-the´orie alge´brique induit une inclusion
K
(2)
2 (XQ) ↪→ K2(Q(X))⊗Q, d’ou` apre`s extension des scalaires un morphisme
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ηX : K
(2)
2 (XQ)→ K2(C(X))⊗Q.
La composition de ηX et rX ⊗Q donne, a` un facteur pre`s, le re´gulateur de Be˘ılinson.
2. L’antisyme´trie de la fonction Rω se traduit alge´briquement par l’e´galite´ bien connue dans
K2(C(X))
{g, f} = −{f, g} (f, g ∈ C(X)∗). (1.30)
3. La proposition 1.23 jointe a` la relation de Steinberg {f, 1 − f} = 0 entraˆıne la relation
suivante pour la fonction RX∑
x∈(f)
∑
y∈(1−f)
ordx(f) ordy(1− f)RX(x, y) = 0, (1.31)
valable pour toute fonction me´romorphe f ∈ C(X)− {0, 1}.
4. Le cas ou` X est une courbe modulaire nous inte´ressera particulie`rement au chapitre 3. Soit
H le demi-plan de Poincare´ et Γ un sous-groupe discret de PSL2(R), de covolume fini dans
H [15, p. 92]. Notons Y = Γ\H et X la comple´tion de Y , qui est une surface de Riemann
compacte, connexe. La forme diffe´rentielle de´finie sur H
dµ =
dx ∧ dy
y2
= −2i · ∂∂ log y (x+ iy ∈ H) (1.32)
induit une 2-forme re´elle sur Y , partout non nulle et d’inte´grale finie. Peut-on de´finir
la fonction RX en utilisant la forme dµ plutoˆt que volX ? Dans cette direction, Gross a
construit une fonction de Green sur Y utilisant la forme dµ [33, §9]. Le passage de Y a` X
est rendu de´licat par le fait que dµ ne s’e´tend pas a` X.
1.2 Cas d’une courbe elliptique, selon Bloch
Dans cette section seulement, nous faisons l’hypothe`se que X est une courbe elliptique (sur
C), c’est-a`-dire g = 1 et X est muni d’un point distingue´ 0 ∈ X. Nous noterons X = E,
GX = GE et RX = RE . Nous allons voir que la fonction RE permet de retrouver le dilogarithme
elliptique sur E, de´fini par Bloch. Nous remarquons enfin que l’inte´reˆt de la fonction RE re´side
dans son caracte`re intrinse`que.
Proposition 18. Les fonctions GE et RE sont invariantes par translation : pour tout a ∈ E,
nous avons les e´galite´s
GE(x+ a, y + a) = GE(x, y) (x, y ∈ E, x 6= y) ; (1.33)
RE(x+ a, y + a) = RE(x, y) (x, y ∈ E). (1.34)
De´monstration. Fixons x ∈ E et a ∈ E. Par de´finition de GE , nous avons
∂y∂yGE(x+ a, y) = pii(volE −δx+a).
Notons
ta : E → E
y 7→ y + a
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la translation par a dans E. Nous avons t∗a volE = volE et t∗aδx+a = δx, d’ou` nous de´duisons
∂y∂yGE(x+ a, y + a) = pii(volE −δx) = ∂y∂yGE(x, y).
Puisque toute distribution harmonique sur E est constante, nous en de´duisons l’existence d’une
constante Cx,a ∈ R telle que
GE(x+ a, y + a) = GE(x, y) + Cx,a (y ∈ E, y 6= x). (1.35)
En multipliant chacun des membres de (1.35) par volE , en inte´grant sur E et en utilisant la
proprie´te´ 3 de GE (p. 16), nous obtenons Cx,a = 0, d’ou` (1.33). Soient maintenant x, y, a ∈ E.
Nous avons
Rω(x+ a, y + a) =
∫
u∈E
GE(x+ a, u)ωu ∧ ∂uGE(y + a, u)
=
∫
u∈E
GE(x, u− a)ωu ∧ ∂uGE(y, u− a)
=
∫
u∈E
t∗−a
(
GE(x, u)ωu ∧ ∂uGE(y, u)
)
=
∫
u∈E
GE(x, u)ωu ∧ ∂uGE(y, u)
= Rω(x, y),
ou` au cours du calcul nous avons utilise´ le fait que la forme diffe´rentielle ω est invariante par
translation. Cela ache`ve de de´montrer la proposition.
Une conse´quence de la proposition 18 est que les fonctions GE et RE sont essentiellement
des fonctions d’une variable sur la courbe elliptique E. Rappelons maintenant la de´finition du
dilogarithme elliptique, due a` Bloch [12]. Choisissons un isomorphisme
η : E
∼=−→ C
Z+ τZ
, (1.36)
avec τ ∈ C ve´rifiant =(τ) > 0. Composons η avec l’application z 7→ exp(2piiz). Nous obtenons
un isomorphisme de groupes
E ∼= C∗/qZ, (1.37)
ou` nous avons pose´ q = exp(2piiτ).
De´finition 19. Le dilogarithme elliptique DE,η associe´ a` E et η est la fonction de´finie par
DE,η : E → R
[x] 7→
∞∑
n=−∞
D(xqn), (1.38)
ou` nous avons utilise´ l’identification (1.37).
La se´rie (1.38) de´finissant DE,η, vue comme se´rie de fonctions de la variable x ∈ C∗, converge
uniforme´ment sur tout compact. La fonction DE,η est de classe C∞ sur E − {0}, et continue en
0. Elle ve´rifie les relations suivantes, dites relations de distribution
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DE,η(nP ) = n
∑
Q∈E[n]
DE,η(P +Q) (P ∈ E, n ∈ Z, n 6= 0), (1.39)
ou` E[n] de´signe le groupe des points de n-torsion de E. En particulier, la fonction DE,η est
impaire.
Remarque 20. La fonction DE,η de´pend du choix de l’isomorphisme η. Lorsque la courbe el-
liptique E est de´finie sur R, il existe un dilogarithme elliptique DE bien de´fini au signe pre`s.
Pour voir cela, choisissons une orientation1 de E(R). Notons H+1 (E(C),Z) le sous-groupe de
H1(E(C),Z) constitue´ des e´le´ments invariants par la conjugaison complexe agissant sur E(C).
C’est un groupe abe´lien libre de rang 1. L’orientation de E(R) induit un ge´ne´rateur canonique
γ1 de H+1 (E(C),Z). Soit γ2 un e´le´ment de H1(E(C),Z) tel que (γ1, γ2) forme une base directe
de H1(E(C),Z) pour le produit d’intersection2. Nous posons alors
τ =
∫
γ2
ω∫
γ1
ω
∈ H et η : P 7→
[∫ P
0 ω∫
γ1
ω
]
, (1.40)
ou` ω de´signe une forme diffe´rentielle holomorphe non nulle quelconque sur E(C). Le nombre
q = exp(2piiτ) est un nombre re´el non nul. Il ve´rifie −1 < q < 1 et ne de´pend que de E. Nous
ve´rifions que la fonction
DE = DE,η : E(C)→ R (1.41)
ne de´pend que du choix de l’orientation de E(R) ; changer cette orientation revient a` changer le
signe de la fonction DE . Nous avons encore les relations de distribution
DE(nP ) = n
∑
Q∈E[n]
DE(P +Q) (P ∈ E(C), n ∈ Z, n 6= 0), (1.42)
Les fonctions GE , RE et DE,η sont de´finies respectivement sur E ×E −∆E , E ×E et E. Il
est naturel et inte´ressant de chercher leurs de´veloppements en se´ries de Fourier. D’une part, cela
nous permettra d’e´tablir le lien entre le dilogarithme elliptique DE,η et la fonction RE (voir la
proposition 26). D’autre part, cela nous mettra sur la voie de la proprie´te´ diffe´rentielle satisfaite
par la fonction Rω (voir la proposition 28).
Il est commode et naturel d’indexer les de´veloppements de Fourier des fonctions de´finies sur
E par le groupe d’homologie H1(E,Z). Rappelons que l’application d’Abel-Jacobi
H1(E,Z)→ HomC(Ω1,0(E),C)
λ 7→
(
ω 7→
∫
λ
ω
)
(1.43)
induit un isomorphisme d’espaces vectoriels re´els
H1(E,R) ∼= HomC(Ω1,0(E),C). (1.44)
On a alors un isomorphisme
1En ge´ne´ral, si E est donne´e par l’e´quation de Weierstraß y2 + a1xy + a3y = x
3 + a2x
2 + a4x + a6, on peut
orienter E(R) dans le sens des y croissants, mais un tel choix de´pend du choix de l’e´quation. . .
2L’orientation canonique de C induit via η une orientation canonique de E(C), qui de´termine a` son tour le
signe du produit d’intersection sur H1(E(C),Z).
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E
∼=−→ H1(E,R/Z) (1.45)
P 7→
[
ω 7→
∫ P
0
ω
]
.
Notons 〈·, ·〉 le produit d’intersection sur H1(E,Z), a` valeurs dans Z (son signe est de´termine´
par l’orientation canonique de E). Il induit une application biline´aire
〈·, ·〉 : H1(E,Z)⊗Z H1(E,R/Z)→ R/Z. (1.46)
Notation. Pour tout λ ∈ H1(E,Z), notons χλ : E → C∗ le caracte`re de E de´fini par
χλ(P ) = exp
(
2pii 〈λ, P 〉) (P ∈ E), (1.47)
ou` nous avons utilise´ l’identification (1.45).
Puisque le produit d’intersection est une forme biline´aire non de´ge´ne´re´e sur H1(E,Z), les
caracte`res χλ forment une base de Fourier de E, lorsque λ parcourt H1(E,Z).
L’isomorphisme η en (1.36) induit un isomorphisme
η : H1(E,Z)
∼=−→ Z+ τZ ⊂ C. (1.48)
The´ore`me 21 (Bloch, [12]). Le de´veloppement de Fourier du dilogarithme elliptique DE,η est
donne´ par
DE,η(P ) =
i=(τ)2
pi
∑′
λ∈H1(E,Z)
=(η(λ))
|η(λ)|4 χλ(P ) (1.49)
= −=(τ)
2
pi
<
( ∑′
λ∈H1(E,Z)
χλ(P )
η(λ)2η(λ)
)
(P ∈ E), (1.50)
ou` le symbole
∑′
indique que la somme porte sur les λ 6= 0.
Ce type de se´rie est connu classiquement sous le nom de se´rie d’Eisenstein-Kronecker. Le
the´ore`me 21 est essentiellement de´montre´ dans [12]. Expliquons brie`vement comment comple´ter
la de´monstration. Notons ([1], [τ ]) la base de H1(E,Z) de´duite de l’isomorphisme (1.48). Fixons
un entier C ≥ 1 et un point de C-torsion P ∈ E. La fonction
f : Z2 → R (1.51)
(m,n) 7→ =(χm[1]+n[τ ](P ))
est impaire, et C-pe´riodique en chacune de ses variables. Utilisons le the´ore`me [12, Thm. 10.2.1,
p. 77] avec cette fonction f . En utilisant le lemme [12, Lem. 10.2.2, p. 77] et en prenant la
partie imaginaire, nous obtenons apre`s calculs l’identite´ (1.50) au point P . L’e´galite´ (1.50) est
donc vraie pour tous les points de torsion de E ; par continuite´, elle est vraie pour tout point de E.
Notons que l’expression (1.50) du de´veloppement de Fourier de DE,η le´gitime l’introduction
d’une fonction JE,η de´finie en remplac¸ant < par = dans (1.50). Cette dernie`re fonction est lie´e
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a` la fonction Jq de Bloch [12, (8.1.4), p. 62] ; elle co¨ıncide avec l’oppose´e de la fonction J(q;x)
de´finie par Zagier [79, p. 616].
Le produit d’intersection sur H1(E,Z) s’e´tend par C-biline´arite´ en une forme C-biline´aire
alterne´e sur H1(E,C). Conside´rons la de´composition de Hodge H1(E,C) = H−1,0⊕H0,−1. Pour
un e´le´ment λ ∈ H1(E,C), notons λ−1,0 et λ0,−1 ses composantes via cette de´composition.
Notation. Pour λ ∈ H1(E,Z), nous de´finissons
‖λ‖ = (2pii 〈λ0,−1, λ−1,0〉) 12 . (1.52)
Pour montrer que l’expression (1.52) a bien un sens, nous allons la calculer en termes de η(λ)
et τ . Rappelons que l’isomorphisme (1.48) induit une base de H1(E,Z) que nous notons ([1], [τ ]).
Nous la conside´rerons e´galement comme une base de l’espace vectoriel complexe H1(E,C). Un
calcul simple montre que
λ−1,0 = η(λ)
( −τ
τ − τ · [1] +
1
τ − τ · [τ ]
)
,
λ0,−1 = η(λ)
(
τ
τ − τ · [1] +
−1
τ − τ · [τ ]
)
.
Nous en de´duisons
2pii
〈
λ0,−1, λ−1,0
〉
=
pi
=(τ) |η(λ)|
2 ≥ 0,
ce qui justifie la de´finition (1.52).
Nous allons maintenant exprimer la fonction de Green GE au moyen d’une se´rie d’Eisenstein-
Kronecker.
Proposition 22. La distribution sur E de´finie par la se´rie de Fourier∑′
λ∈H1(E,Z)
χλ
‖λ‖2 (1.53)
est de classe C∞ sur E − {0}. Pour tous points P,Q ∈ E avec P 6= Q, nous avons
GE(P,Q) = −12
∑′
λ∈H1(E,Z)
χλ(P −Q)
‖λ‖2 . (1.54)
De´monstration. Nous allons utiliser la caracte´risation de la fonction GE par les proprie´te´s 3 et
7 (pp. 16 et 17). Des calculs sans difficulte´ montrent que
∂χλ =
pi
=(τ)η(λ) · χλ · η
∗dz, (1.55)
∂χλ = − pi=(τ)η(λ) · χλ · η
∗dz, (1.56)
‖λ‖2 = pi=(τ) |η(λ)|
2, (1.57)
volE =
i
2=(τ) · η
∗(dz ∧ dz). (1.58)
Nous en de´duisons
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∂∂
(∑′
λ
χλ
‖λ‖2
)
=
∑′
λ
=(τ)
pi|η(λ)|2 ·
−pi2|η(λ)|2
=(τ)2 · χλ · η
∗(dz ∧ dz)
=
−pi
=(τ)
(∑′
λ
χλ
)
2=(τ)
i
· volE
= 2pii(δ0 − volE),
ou` δ0 de´signe le courant d’inte´gration en 0 sur E et ve´rifie( ∑
λ∈H1(E,Z)
χλ
)
volE = δ0. (1.59)
D’apre`s la proprie´te´ 7 (p. 17) applique´e a` GE et puisque toute distribution harmonique sur E
est constante, il existe une constante C ∈ C telle que
GE(0, ·) = C − 12
∑′
λ∈H1(E,Z)
χλ
‖λ‖2 . (1.60)
D’apre`s la proprie´te´ 3 (p. 16) applique´e a` GE et puisque
∫
E χλ volE = 0 pour λ 6= 0, il vient
C = 0. Nous remarquons enfin que
GE(P,Q) = GE(P −Q, 0) = GE(0, P −Q),
ce qui permet de conclure.
Remarque 23. Le recours aux distributions dans la proposition 22 s’explique par le fait que la
se´rie intervenant dans le membre de droite de (1.54) n’est pas absolument convergente. Il est
possible de contourner ce proble`me en utilisant des proce´de´s de sommation duˆs a` Eisenstein et
Kronecker [75].
La fonction RE s’exprime elle aussi au moyen d’une se´rie d’Eisenstein-Kronecker.
Proposition 24. Pour tous points P,Q ∈ E, nous avons
RE(P,Q) =
pii
2
∑′
λ∈H1(E,Z)
χλ(P −Q)
‖λ‖4 · [λ], (1.61)
ou` nous notons [λ] l’image de λ ∈ H1(E,Z) par l’application d’Abel-Jacobi (1.43).
De´monstration. Posons ω = η∗dz. Puisque l’espace vectoriel Ω1,0(E) est de dimension 1, il suffit
de ve´rifier l’e´galite´ obtenue a` partir de (1.61) en appliquant ω. Notons que
[λ](ω) =
∫
λ
ω =
∫
λ
η∗dz =
∫
η∗λ
dz = η(λ),
de sorte que nous sommes ramene´s a` de´montrer l’e´galite´
Rω(P,Q) =
pii
2
∑′
λ∈H1(E,Z)
χλ(P −Q)
‖λ‖4 · η(λ). (1.62)
Cela re´sulte d’un calcul sans difficulte´ combinant la de´finition de Rω et la proposition 22.
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Rω(P,Q) =
∫
t∈E
GE(P, t)ωt ∧ ∂tGE(Q, t)
=
1
4
∫
t∈E
∑′
λ
∑′
µ
χλ(P − t)
‖λ‖2 (η
∗dz)t ∧ ∂t
(
χµ(Q− t)
‖µ‖2
)
=
1
4
∫
E
∑′
λ
∑′
µ
χλ(P )χµ(Q)
‖λ‖2‖µ‖2 χ−λ · η
∗dz ∧ ∂χ−µ
=
pi
4=(τ)
∫
E
∑′
λ
∑′
µ
χλ(P )χµ(Q)
‖λ‖2‖µ‖2 η(µ) · χ−λ−µ · η
∗(dz ∧ dz).
En intervertissant les signes
∑
et
∫
, il vient
Rω(P,Q) =
pi
4=(τ) ·
2=(τ)
i
∑′
λ
∑′
µ
χλ(P )χµ(Q)
‖λ‖2‖µ‖2 η(µ)
∫
E
χ−λ−µ volE
= −pii
2
∑′
λ
∑′
µ
χλ(P )χµ(Q)
‖λ‖2‖µ‖2 η(µ)δ−λ−µ,0
= −pii
2
∑′
λ
χλ(P )χ−λ(Q)
‖λ‖2‖−λ‖2 η(−λ)
=
pii
2
∑′
λ
χλ(P −Q)
‖λ‖4 η(λ),
ou` δ de´signe le symbole de Kronecker.
Remarque 25. La se´rie intervenant dans (1.61) est normalement convergente en tant que se´rie
de fonctions sur E × E. En conse´quence, la fonction RE est continue sur E × E.
Proposition 26. Soit E une courbe elliptique sur C munie d’un isomorphisme η : E
∼=−→ C/(Z+
τZ). Le dilogarithme elliptique DE,η s’exprime en fonction de RE au moyen de la formule
DE,η(P ) = 2 · =(Rω(P, 0)) (P ∈ E), (1.63)
ou` nous avons pose´ ω = η∗dz. En particulier, supposons la courbe elliptique E de´finie sur R, et
prenons l’isomorphisme η de´fini en (1.40). Alors nous avons
Rω(P,Q) =
i
2
DE(P −Q) (P,Q ∈ E(R)), (1.64)
et ω = η∗dz ∈ Ω1,0(E(C)) est l’unique forme diffe´rentielle ve´rifiant ∫E0(R) ω = 1, ou` E0(R) est
la composante neutre de E(R).
De´monstration. Nous allons utiliser l’identite´ (1.62) obtenue au cours de la de´monstration de la
proposition 24. Un calcul sans difficulte´ nous donne
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2 · =(Rω(P, 0)) = 2 · =
(
pii
2
∑′
λ∈H1(E,Z)
χλ(P )
‖λ‖4 · η(λ)
)
= pi · =(τ)
2
pi2
<
( ∑′
λ∈H1(E,Z)
χλ(P )
|η(λ)|4 · η(λ)
)
=
=(τ)2
pi
<
( ∑′
λ∈H1(E,Z)
χλ(P )
η(λ)η(λ)
2
)
=
=(τ)2
pi
<
( ∑′
λ∈H1(E,Z)
χλ(P )
η(λ)2η(λ)
)
=
=(τ)2
pi
<
( ∑′
λ∈H1(E,Z)
χ−λ(P )
η(λ)2η(λ)
)
= −=(τ)
2
pi
<
( ∑′
λ∈H1(E,Z)
χλ(P )
η(λ)2η(λ)
)
= DE,η(P ).
Supposons E de´finie sur R et soient P,Q ∈ E(R). Notons c : E(C) → E(C) la conjugaison
complexe. Elle correspond a` la conjugaison complexe usuelle sur C/(Z+ τZ) via l’isomorphisme
η. Nous avons donc c∗ω = ω. Un calcul simple utilisant la de´finition de GE montre que
GE(P, c(t)) = GE(P, t) (t ∈ E(C), t 6= P ). (1.65)
D’apre`s la de´finition (1.20) de Rω, nous obtenons
Rω(P,Q) =
∫
t∈E(C)
GE(P, t) · ω ∧ ∂tGE(Q, t)
= −
∫
u∈E(C)
GE(P, c(u)) · c∗ω ∧ ∂uGE(Q, c(u))
= −
∫
u∈E(C)
GE(P, u) · c∗ω ∧ ∂uGE(Q, u).
Le signe − apparaˆıt car le changement de variables t = c(u) renverse l’orientation. Puisque c∗ω =
ω, il vient Rω(P,Q) = −Rω(P,Q), c’est-a`-dire Rω(P,Q) ∈ iR. L’invariance par translation
Rω(P,Q) = Rω(P −Q, 0) et (1.63) permettent alors d’en de´duire (1.64). Enfin, nous avons∫
E0(R)
ω =
∫
E0(R)
η∗dz =
∫
η∗E0(R)
dz = 1,
puisque η∗E0(R) co¨ıncide avec la classe du segment [0, 1] ⊂ C, oriente´ dans le sens positif.
Remarque 27. Nous pouvons de´duire de la formule (1.63) la de´pendance de la fonction DE,η en
l’isomorphisme η.
Nous pouvons maintenant faire l’observation suivante. Elle m’a permis de pressentir le
the´ore`me 29.
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Proposition 28. Pour toute forme diffe´rentielle ω ∈ Ω1,0(E), nous avons la proprie´te´ diffe´ren-
tielle suivante sur E − {0}
∂Rω(·, 0) = −pii GE(·, 0) ω. (1.66)
De´monstration. Par line´arite´, il suffit de de´montrer (1.66) pour ω = η∗dz. Nous avons vu au
cours de la de´monstration de la proposition 24 que
Rω(P,Q) =
pii
2
∑′
λ∈H1(E,Z)
χλ(P −Q)
‖λ‖4 · η(λ). (1.67)
Un calcul de la meˆme veine que les de´monstrations pre´ce´dentes donne
∂Rω(·, 0) = pii2 ∂
(∑′
λ
χλ
‖λ‖4 · η(λ)
)
=
pii
2
∑′
λ
η(λ)
‖λ‖4 · ∂χλ
=
pii
2
∑′
λ
η(λ)
‖λ‖4 ·
pi
=(τ) · η(λ) · χλ · ω
=
pii
2
(∑′
λ
χλ
‖λ‖2
)
· ω d’apre`s (1.57)
= −pii GE(·, 0) ω.
La signification et la porte´e de l’identite´ (1.66) sont les suivantes. La fonction GE est l’ana-
logue elliptique du logarithme univalue´ log|z|. Nous avons vu e´galement dans la proposition 24
le lien entre la fonction Rω et le dilogarithme elliptique. Nous pouvons alors conside´rer la pro-
prie´te´ diffe´rentielle (1.66) comme l’analogue de la relation suivante, satisfaite par la fonction de
Bloch-Wigner D
∂
∂z
D(z) =
i
2
(
log|z|
1− z +
log|1− z|
z
)
(z ∈ C− {0, 1}). (1.68)
1.3 Proprie´te´ diffe´rentielle et caracte´risation
Nous retournons maintenant au cas ge´ne´ral :X est une surface de Riemann compacte connexe
non vide, de genre g ≥ 1. Le but de cette section est d’e´tablir le re´sultat suivant.
The´ore`me 29. Fixons une forme diffe´rentielle ω ∈ Ω1,0(X) et un point x ∈ X. La fonction
y 7→ Rω(x, y) est de classe C∞ sur X − {x} et satisfait la proprie´te´ diffe´rentielle
∂yRω(x, y) = pii
(
GX(x, y) · ωy − αy
)
(y ∈ X − {x}), (1.69)
ou` la forme diffe´rentielle α ∈ Ω1,0(X) (qui de´pend de ω et x) est de´termine´e de manie`re unique
par la condition ∫
X
α ∧ β =
∫
y∈X
GX(x, y) · ωy ∧ βy (β ∈ Ω1,0(X)). (1.70)
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De´monstration. L’ide´e directrice est de de´river la quantite´ Rω(x, y) par rapport a` y sous le signe
inte´grale. La difficulte´ provient de la singularite´ de l’inte´grand au point y. Fixons une forme
diffe´rentielle ω ∈ Ω1,0(X) et des points x, y0 ∈ X avec x 6= y0. Nous allons e´tudier la fonction
y 7→ Rω(x, y) au voisinage de y0. Pour cela, introduisons une coordonne´e locale holomorphe u(y)
au point y0, de telle sorte que u(y0) = 0. Pour  > 0, posons
D = {y ∈ X; |u(y)| < }, (1.71)
X = X −D. (1.72)
Nous raisonnerons toujours en supposant  suffisamment petit. De´finissons des fonctions R1 et
R2 sur D par
R1(y) =
∫
z∈X
GX(x, z) · ωz ∧ ∂zGX(y, z) (y ∈ D), (1.73)
R2(y) =
∫
z∈D
GX(x, z) · ωz ∧ ∂zGX(y, z) (y ∈ D). (1.74)
Nous avons Rω(x, y) = R1(y) +R2(y) pour y ∈ D.
La seule singularite´ de l’inte´grand de´finissant R1(y) se trouve en z = x, et cette singularite´
est inde´pendante de y. La fonction GX e´tant de classe C∞ sur X ×X −∆X , nous en de´duisons
que la fonction R1 est de classe C∞ sur D avec
∂yR1(y) =
∫
z∈X
GX(x, z) · ωz ∧ ∂z∂yGX(y, z) (y ∈ D). (1.75)
Choisissons une base orthonormale (ωj)1≤j≤g de Ω1,0(X) pour le produit scalaire (1.3). D’apre`s
la proprie´te´ 8 (p. 17) de la fonction GX , nous avons l’expression
∂z∂yGX(y, z) = −∂y∂zGX(y, z)
= −pi
g∑
j=1
ωj,y ∧ ωj,z
= pi
g∑
j=1
ωj,z ∧ ωj,y. (1.76)
Nous en de´duisons
∂yR1(y) = pi
g∑
j=1
(∫
X
GX(x, ·) · ω ∧ ωj
)
ωj,y (y ∈ D). (1.77)
La seule singularite´ de l’inte´grand de´finissant R2(y) se trouve en z = y. Elle de´pend de y,
mais peut eˆtre controˆle´e graˆce a` la proprie´te´ 5 (p. 17) de la fonction GX . Cette proprie´te´ assure
l’existence d’une fonction φ : D ×D → R de classe C∞ telle que
GX(y, z) = log|u(y)− u(z)|+ φ(y, z) (y, z ∈ D). (1.78)
Notons u(z) = u(z) pour z ∈ D. Nous avons
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∂z log|u(y)− u(z)| = 12
du(z)
u(z)− u(y) (y, z ∈ D). (1.79)
Nous pouvons donc e´crire R2(y) = R3(y) +R4(y), avec
R3(y) =
1
2
∫
z∈D
GX(x, z) · ωz ∧ du(z)
u(z)− u(y) (y ∈ D) (1.80)
R4(y) =
∫
z∈D
GX(x, z) · ωz ∧ ∂zφ(y, z) (y ∈ D). (1.81)
Nous de´duisons du lemme de Poincare´ pour l’ope´rateur ∂ que la fonction R3 est de classe C∞
sur D, avec
∂yR3(y) = 2pii · 12GX(x, y) · ωy = piiGX(x, y) · ωy (y ∈ D). (1.82)
La fonction R4 est de classe C∞ sur D et
∂yR4(y) =
∫
z∈D
GX(x, z) · ωz ∧ ∂z∂yφ(y, z) (y ∈ D). (1.83)
Si nous faisons la somme des expressions (1.77), (1.82) et (1.83), nous obtenons
∂yRω(x, y) =piiGX(x, y) · ωy + pi
g∑
j=1
(∫
X
GX(x, ·) · ω ∧ ωj
)
ωj,y
+
∫
z∈D
GX(x, z) · ωz ∧ ∂z∂yφ(y, z) (y ∈ D), (1.84)
E´valuons maintenant la forme diffe´rentielle (1.84) en y = y0, et faisons tendre  vers 0. La
fonction φ e´tant de classe C∞ sur D×D et la mesure de D tendant vers 0 lorsque  tend vers
0, nous avons (∫
z∈D
GX(x, z) · ωz ∧ ∂z∂yφ(y, z)
)
y=y0
−→
→0
0.
Nous en de´duisons
∂yRω(x, y) = pii
(
GX(x, y) · ωy − αy
)
(y ∈ X − {x}),
ou` α ∈ Ω1,0(X) est la forme diffe´rentielle de´finie par
α = i
g∑
j=1
(∫
X
GX(x, ·) · ω ∧ ωj
)
ωj . (1.85)
Il nous reste a` montrer que α ve´rifie la proprie´te´ (1.70). Il suffit de montrer cette dernie`re
proprie´te´ pour β = ωk avec 1 ≤ k ≤ g. Nous avons
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∫
X
α ∧ ωk = i
g∑
j=1
(∫
X
GX(x, ·) · ω ∧ ωj
)∫
X
ωj ∧ ωk
= i
(∫
X
GX(x, ·) · ω ∧ ωk
)
· (−i)
=
∫
X
GX(x, ·) · ω ∧ ωk.
Cela ache`ve de de´montrer le the´ore`me 29.
Remarque 30. Le fait que la forme diffe´rentielle α introduite en (1.85) ve´rifie la proprie´te´ (1.70)
re´sulte e´galement du calcul suivant utilisant la formule de Stokes
∫
X
α ∧ β =
∫
y∈X
GX(x, y)ωy ∧ βy −
1
pii
∫
y∈X
∂yRω(x, y) ∧ βy (1.86)
=
∫
y∈X
GX(x, y)ωy ∧ βy −
1
pii
∫
X
d
(
Rω(x, ·) · β
)
=
∫
y∈X
GX(x, y)ωy ∧ βy (β ∈ Ω1,0(X)).
Il est utile d’introduire une notation pour la forme diffe´rentielle α apparaissant dans la
proprie´te´ diffe´rentielle (1.69).
De´finition 31. Soit S ⊂ X un ensemble fini et η une forme diffe´rentielle C∞ complexe de type
(1, 0) sur X−S telle que pour tout x ∈ S, la forme diffe´rentielle η croisse au plus logarithmique-
ment au point x. Nous appelons projection holomorphe de η, et nous notons pihol (η), la forme
diffe´rentielle holomorphe pihol (η) sur X caracte´rise´e par la proprie´te´∫
X
pihol (η) ∧ β =
∫
X
η ∧ β (β ∈ Ω1,0(X)). (1.87)
La proprie´te´ diffe´rentielle (1.69) se re´e´crit alors de la manie`re suivante
∂Rω(x, ·) = pii
(
GX(x, ·) ω − pihol (GX(x, ·) ω)
)
(x ∈ X), (1.88)
l’e´galite´ e´tant valable sur X − {x}. Puisque la fonction Rω est antisyme´trique (proposition 12),
nous obtenons facilement l’expression de ∂Rω(·, y).
∂Rω(·, y) = −∂Rω(y, ·)
= −pii(GX(y, ·) · ω − pihol (GX(y, ·) · ω))
= −pii(GX(·, y) · ω − pihol (GX(·, y) · ω)) (y ∈ X). (1.89)
Il n’est en fait pas tre`s difficile de montrer que la fonction RX est de classe C∞ hors de la
diagonale de X.
Proposition 32. La fonction RX : X × X → HomC(Ω1,0(X),C) est de classe C∞ sur X ×
X − ∆X .
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De´monstration. Il suffit bien suˆr de fixer une forme diffe´rentielle ω ∈ Ω1,0(X) et de montrer le
re´sultat pour Rω. Soient x0 6= y0 des points de X, et conside´rons la fonction Rω au voisinage de
(x0, y0). Introduisons des coordonne´es locales en x0 et y0 :
x = x(u) y = y(v) (|u|, |v| ≤ ),
avec x(0) = x0 et y(0) = y0. Nous supposons  suffisamment petit pour que
D(x0, ) = {x(u), |u| ≤ } et D(y0, ) = {y(v), |v| ≤ }
soient disjoints. Notons alors
X = X −
(
D(x0, ) ∪D(y0, )
)
.
Nous avons
Rω(x(u), y(v)) = R1(u, v) +R2(u, v) +R3(u, v) (|u|, |v| ≤ )
avec
R1(u, v) =
∫
z∈D(x0,)
GX(x(u), z) · ωz ∧ ∂zGX(y(v), z)
R2(u, v) =
∫
z∈D(y0,)
GX(x(u), z) · ωz ∧ ∂zGX(y(v), z)
R3(u, v) =
∫
z∈X
GX(x(u), z) · ωz ∧ ∂zGX(y(v), z).
D’apre`s les the´ore`mes de re´gularite´ des inte´grales a` parame`tres, la fonction R3 est de classe C∞
sur le domaine |u|, |v| < . Conside´rons maintenant la fonction R1 (le cas de la fonction R2
se traite de la meˆme fac¸on). La variable d’inte´gration s’e´crit z = x(t) avec |t| ≤ . Graˆce a` la
proprie´te´ 5 de la proposition 9, nous avons
GX(x(u), x(t)) = log|u− t|+ φ1(u, t) (|u|, |t| ≤ ) (u 6= t),
la fonction φ1 e´tant de classe C∞ sur le domaine |u|, |t| ≤ . Par conse´quent
R1(u, v) =
∫
|t|≤
log|u− t| · φ2(v, t)dt ∧ dt+
∫
|t|≤
φ1(u, t) · φ2(v, t)dt ∧ dt, (1.90)
ou` φ2 est une fonction de classe C∞ sur le domaine |v|, |t| ≤ . D’apre`s les the´ore`mes de re´gularite´
des inte´grales a` parame`tres, le second terme de (1.90) est une fonction de classe C∞ sur le do-
maine |u|, |v| ≤ .
Occupons-nous maintenant du premier terme. Pour tout z0 ∈ C et r > 0, nous noterons
B(z0, r) (resp. B(z0, r)) la boule ouverte (resp. ferme´e) de centre z0 et de rayon r dans C.
Fixons |u0| <  et choisissons δ > 0 tel que B(u0, 2δ) ⊂ B(0, ). Soit ψ : C→ R une fonction de
classe C∞ ve´rifiant
ψ = 1 sur B(u0, δ) ψ = 0 en dehors de B(u0, 2δ).
En e´crivant 1 = ψ + (1− ψ), le premier terme de (1.90) s’e´crit devient
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∫
|t−u0|≤2δ
log|u− t| · φ2(v, t)ψ(t)dt ∧ dt (1.91)
+
∫
|t|≤
|t−u0|>δ
log|u− t| · φ2(v, t)(1− ψ(t))dt ∧ dt. (1.92)
La fonction φ3 : (v, t) 7→ φ2(v, t)ψ(t) s’e´tend en une fonction de classe C∞ sur B(0, ) × C.
L’inte´grale (1.91) s’e´crit alors
∫
|t−u0|≤2δ
log|u− t| · φ2(v, t)ψ(t)dt ∧ dt =
∫
t∈C
log|u− t| · φ3(v, t)dt ∧ dt
=
∫
t∈C
log|t| · φ3(v, u− t)dt ∧ dt.
Remarquons que |t| ≥ 2 entraˆıne φ3(v, u − t) = 0. En posant t = reiθ, la dernie`re inte´grale
s’e´crit
−2i
∫ 2
0
∫ 2pi
0
r log r · φ3(v, u− reiθ)dr ∧ dθ,
et de´finit une fonction C∞ sur le domaine |u|, |v| ≤ . Enfin, l’inte´grale (1.92) est une fonction
de classe C∞ sur le domaine (u, v) ∈ B(u0, δ) × B(0, ). La fonction R1 est donc de classe C∞
sur B(u0, δ)×B(0, ). En conclusion, la fonction R1 est de classe C∞ sur B(0, )×B(0, ), et la
fonction Rω est de classe C∞ sur X ×X −∆X .
Nous montrons maintenant que la proprie´te´ diffe´rentielle (1.88) caracte´rise la fonction Rω.
The´ore`me 33. Fixons une forme diffe´rentielle ω ∈ Ω1,0(X). La fonction Rω : X × X → C
est l’unique fonction continue sur X × X, nulle sur ∆X et ve´rifiant, pour tout x ∈ X fixe´, la
proprie´te´ diffe´rentielle
∂Rω(x, ·) = pii
(
GX(x, ·) ω − pihol (GX(x, ·) ω)
)
sur X − {x},
ou` pihol de´signe la projection holomorphe (de´finition 31).
De´monstration. Montrons la continuite´ de Rω. D’apre`s la proposition 32, il suffit de le faire en
tout point de la diagonale ∆X . Soit donc x0 ∈ X et x = x(u) une coordonne´e locale au voisinage
de x0. Pour η > 0 suffisamment petit, rappelons la notation
D(x0, η) = {x(u), |u| ≤ η},
et posons Xη = X −D(x0, η). Nous voulons montrer que pour tout  > 0, il existe η > 0 tel que
|u|, |v| ≤ η entraˆıne |Rω(x(u), x(v))| ≤ .
Pour α > 0 suffisamment petit, nous pouvons e´crire
Rω(x(u), x(v)) = R1(u, v) +R2(u, v) (|u|, |v| ≤ α),
avec
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R1(u, v) =
∫
z∈D(x0,α)
GX(x(u), z) · ωz ∧ ∂zGX(x(v), z) (1.93)
R2(u, v) =
∫
z∈Xα
GX(x(u), z) · ωz ∧ ∂zGX(x(v), z). (1.94)
Pour traiter l’inte´grale (1.93), nous e´crivons
GX(x(u), x(t)) = log|u− t|+ φ1(u, t) (|u|, |t| ≤ α) (u 6= t), (1.95)
la fonction φ1 e´tant de classe C∞ sur le domaine |u|, |t| ≤ α. Posant φ2 = ∂φ1/∂t, nous en
de´duisons
R1(u, v) =
∫
|t|≤α
(
log|u− t|+ φ1(u, t)
)( −1
2(v − t) + φ2(v, t)
)
φ3(t)dt ∧ dt, (1.96)
la fonction φ3 e´tant de classe C∞ sur le domaine |t| ≤ α. Nous allons trouver α > 0 tel que
|R1(u, v)| ≤ 2 pour tout |u|, |v| ≤ α. L’inte´grale (1.96) s’e´crit comme somme de quatre termes.
Les fonctions φ1, φ2 et φ3 e´tant borne´es sur leurs domaines de de´finition respectifs, il suffit de
conside´rer les quantite´s
I1(u) =
∫
|t|≤α
∣∣log|u− t| · dt ∧ dt∣∣ (|u| ≤ α)
I2(v) =
∫
|t|≤α
∣∣∣dt ∧ dt
v − t
∣∣∣ (|v| ≤ α)
I3(u, v) =
∫
|t|≤α
∣∣∣ log|u− t| · dt ∧ dt
v − t
∣∣∣ (|u|, |v| ≤ α),
et de montrer qu’elles tendent vers 0 lorsque α tend vers 0, uniforme´ment en u et v. Nous allons
traiter le cas de I3(u, v), les cas de I1(u) et I2(v) e´tant plus simples. Par changement de variables,
nous avons
I3(u, v) =
∫
t∈B(u,α)
∣∣∣ log|t| · dt ∧ dt
t+ v − u
∣∣∣ ≤ ∫
|t|≤2α
∣∣∣ log|t| · dt ∧ dt
t− x
∣∣∣,
ou` x = u− v ve´rifie |x| ≤ 2α. Il suffit donc de conside´rer l’inte´grale
I ′3(x) =
∫
|t|≤α
∣∣∣ log|t| · dt ∧ dt
t− x
∣∣∣ (|x| ≤ α),
et de montrer qu’elle tend vers 0 lorsque α tend vers 0, uniforme´ment en x. Pour cela, nous
e´crivons
I ′3(x) =
∫
|t|≤min(α,2|x|)
∣∣∣ log|t| · dt ∧ dt
t− x
∣∣∣+ ∫
2|x|≤|t|≤α
∣∣∣ log|t| · dt ∧ dt
t− x
∣∣∣.
La fonction r 7→ r|log r| e´tant croissante sur l’intervalle ]0, 1e ], nous avons
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∫
|t|≤min(α,2|x|)
∣∣∣ log|t| · dt ∧ dt
t− x
∣∣∣ ≤ 2∣∣x log 2|x|∣∣ ∫
|t|≤min(α,2|x|)
∣∣∣ dt ∧ dt
t(t− x)
∣∣∣
≤ 2∣∣log 2|x|∣∣ ∫
|t|≤min(α,2|x|)
∣∣∣( 1
t− x −
1
t
) · dt ∧ dt∣∣∣
≤ 4∣∣log 2|x|∣∣ ∫
|t|≤3|x|
∣∣∣dt ∧ dt
t
∣∣∣.
Cette dernie`re inte´grale se calcule graˆce aux coordonne´es polaires, et donne lieu a` la majoration∫
|t|≤min(α,2|x|)
∣∣∣ log|t| · dt ∧ dt
t− x
∣∣∣ ≤ 48pi∣∣x log 2|x|∣∣ (|x| ≤ α). (1.97)
Pour traiter la seconde inte´grale, nous remarquons que |t| ≥ 2|x| entraˆıne |t− x| ≥ |t|2 , d’ou`
∫
2|x|≤|t|≤α
∣∣∣ log|t| · dt ∧ dt
t− x
∣∣∣ ≤ 2∫
2|x|≤|t|≤α
∣∣∣ log|t| · dt ∧ dt
t
∣∣∣
≤ 8pi
∫ α
0
|log r|dr (|x| ≤ α). (1.98)
D’apre`s (1.97) et (1.98), la quantite´ I ′3(x) tend vers 0 lorsque α tend vers 0, uniforme´ment pour
|x| ≤ α. Par suite, il existe α0 > 0 tel que pour tout choix de α ∈]0, α0] et tout |u|, |v| ≤ α, nous
ayons |R1(u, v)| ≤ 2 pour tout |u|, |v| ≤ α. Conside´rons maintenant l’inte´grale R2(u, v) (1.94).
La fonction R2 est continue sur le domaine |u|, |v| < α. Or
R2(0, 0) =
∫
z∈Xα
GX(x0, z) · ωz ∧ ∂zGX(x0, z)
= −1
2
∫
z∈Xα
d
(
GX(x0, z)2 · ωz
)
=
1
2
∫
∂D(x0,α)
GX(x0, z)2 · ωz.
En utilisant (1.95), il vient
R2(0, 0) =
1
2
∫
|t|=α
(
log|t|+ φ1(0, t)
)2 · φ3(t)dt
=
1
2
∫
|t|=α
(
logα+ φ1(0, t)
)2 · φ3(t)dt.
Les fonctions φ1 et φ3 e´tant continues en 0, il est facile de voir que cette dernie`re quantite´ tend
vers 0 lorsque α tend vers 0. Il existe donc α ∈]0, α0] tel que |R2(0, 0)| ≤ 4 . Pour ce choix de
α, la continuite´ de la fonction R2 implique l’existence d’un η ∈]0, α] tel que |R2(u, v)| ≤ 2 pour
tout |u|, |v| ≤ η. Nous avons finalement
|Rω(x(u), x(v))| ≤  (|u|, |v| ≤ η),
ce qui ache`ve de montrer la continuite´ de la fonction Rω.
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Montrons finalement l’unicite´ de Rω. Soit R′ω : X ×X → C une autre fonction ve´rifiant les
proprie´te´s de l’e´nonce´. Fixons x0 ∈ X et conside´rons la fonction
ψ : y ∈ X 7→ R′ω(x0, y)−Rω(x0, y).
La fonction ψ est continue sur X et de classe C∞ sur X − {x0}. De plus, elle ve´rifie ∂ψ = 0 sur
X − {x0}. Par suite, la fonction ψ est antiholomorphe sur X, donc constante. Mais ψ(x0) = 0,
d’ou` ψ = 0. Ceci e´tant valable pour tout point x0, nous avons R′ω = Rω.
Remarque 34. Dans la de´monstration du the´ore`me 33, nous n’avons en re´alite´ utilise´ que la
continuite´ et le caracte`re C∞ par rapport a` la seconde variable de la fonction Rω.
1.4 Comportement vis-a`-vis des morphismes finis
Le dilogarithme elliptique ve´rifie les relations de distribution (1.39). Il est naturel de chercher
leur analogue dans le cadre de la fonction RX .
Soit E une courbe elliptique sur C. Fixons un entier n ∈ Z − {0} et notons φ : E → E
l’isoge´nie donne´e par la multiplication par n. La relation (1.39) peut se re´crire sous la forme
DE,η(P ) = nDE,η(φ∗P ) (P ∈ E), (1.99)
ou` φ∗P est le diviseur sur E de´fini par
φ∗P =
∑
Q∈E
φ(Q)=P
[Q], (1.100)
et ou` nous avons convenu de de´finir le dilogarithme elliptique d’un diviseur (ici φ∗P ) par line´arite´.
Lorsque la courbe elliptique E est de´finie sur R, nous obtenons en particulier
DE(P ) = nDE(φ∗P ) (P ∈ E(C)). (1.101)
Remarquons e´galement que la multiplication par n intervenant dans (1.99) et (1.101) n’est
autre que le morphisme φ∗ induit par φ sur H1(E(C),R). Le lien (1.63) entre les fonctions DE,η
et Rω semble donc indiquer le point de vue suivant. Donnons-nous un morphisme fini
φ : X → Y (1.102)
entre deux surfaces de Riemann compactes connexes. Par image re´ciproque, φ induit une appli-
cation injective
φ∗ : Ω1,0(Y )→ Ω1,0(X). (1.103)
Notons gX (resp. gY ) le genre de X (resp. Y ). Nous supposerons dans tout le reste de la section
que gY ≥ 1, de sorte que nous avons e´galement gX ≥ 1.
Nous e´tendons la de´finition de la fonction de Green GX aux diviseurs sur X en posant
GX(l,m) =
∑
x∈(l)
∑
y∈(m)
ordx(l) ordy(m)GX(x, y) (1.104)
pour tous diviseurs l,m ∈ Div(X) tels que (l) ∩ (m) = ∅. Le morphisme fini φ induit par image
re´ciproque une application
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φ∗ : Div(Y )→ Div(X). (1.105)
Dans un premier temps, comparons les fonctions de Green GX et GY . Une telle comparaison
est sans doute connue, mais je n’ai pas trouve´ de re´fe´rence.
Proposition 35. Il existe une unique fonction Φ : X → R de classe C∞ ve´rifiant les conditions
1
pii
∂∂Φ = φ∗ volY −(deg φ) volX et
∫
X
ΦvolX = 0. (1.106)
Pour tout x ∈ X et y ∈ Y tels que φ(x) 6= y, nous avons alors
GX(x, φ∗y) = GY (φ(x), y) + Φ(x) +
Φ(φ∗y)
deg φ
+ C, (1.107)
ou` nous avons convenu de de´finir Φ(φ∗y) par line´arite´, et avons pose´
C =
i
pi deg φ
∫
X
Φ∂∂Φ ≤ 0. (1.108)
Supposons de plus que gX = gY . Alors Φ = 0, de sorte que pour tout x ∈ X et y ∈ Y tels que
φ(x) 6= y, nous avons
GX(x, φ∗y) = GY (φ(x), y). (1.109)
De´monstration. D’apre`s [15, Prop. C.5.1, p. 147] et le calcul∫
X
(φ∗ volY −(deg φ) volX) = (deg φ)
(∫
Y
volY
)
− deg φ = 0,
il existe une fonction Φ : X → C de classe C∞ ve´rifiant la premie`re condition de (1.106). D’apre`s
[15, Prop. C.5.1, p. 147], la seconde condition de (1.106) de´termine Φ de manie`re unique. En
appliquant la conjugaison complexe aux identite´s (1.106), il n’est pas difficile de voir que Φ = Φ,
donc que Φ est a` valeurs re´elles.
Plac¸ons-nous dans le cas particulier gX = gY , et montrons que Φ = 0. Pour des raisons de
dimension, l’application (1.103) est un isomorphisme. Soit (ωj)1≤j≤gY une base orthonormale de
Ω1,0(Y ) pour le produit scalaire (1.3). Le calcul
i
∫
X
φ∗ωj ∧ φ∗ωk = i(deg φ)
∫
Y
ωj ∧ ωk = (deg φ)δj,k
montre que la famille (φ∗ωj/
√
deg φ)1≤j≤gY constitue une base orthonormale de Ω
1,0(X) pour
le produit scalaire (1.3). Par suite, la forme volume sur X est donne´e par
volX =
i
gX
gY∑
j=1
φ∗ωj ∧ φ∗ωj
deg φ
=
φ∗ volY
deg φ
. (1.110)
D’apre`s la caracte´risation (1.106) de Φ, il suit Φ = 0.
Fixons maintenant un point y de Y . Conside´rons la fonction ψy de classe C∞ de´finie par
ψy : X − (φ∗y)→ R
x 7→ GX(x, φ∗y)−GY (φ(x), y).
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En utilisant la proprie´te´ (1.13) applique´e aux fonctions de Green GX et GY , nous voyons que la
fonction ψ se prolonge en une fonction de classe C∞
ψ˜y : X → R.
D’apre`s les proprie´te´s (1.9) et (1.11) applique´es a` GX et GY , nous avons sur X − (φ∗y)
1
pii
∂∂ψy = −(deg φ∗y) volX −φ∗(− volY )
= φ∗ volY −(deg φ) volX . (1.111)
D’apre`s (1.106) et (1.111), il existe une constante A(y) ∈ R telle que
ψ˜y(x) = Φ(x) +A(y) (x ∈ X). (1.112)
Conside´rons un point z de Y distinct de y. Utilisons (1.112) avec le diviseur x = φ∗z. En
convenant de de´finir par line´arite´ les quantite´s qui suivent, nous obtenons
GX(φ∗z, φ∗y) = (deg φ)GY (z, y) + Φ(φ∗z) + (deg φ)A(y).
En utilisant la syme´trie (1.13) des fonctions de Green, nous en de´duisons que la quantite´ Φ(φ∗z)+
(deg φ)A(y) est syme´trique en y et z. Il existe par conse´quent une constante absolue C ∈ R telle
que
A(y) =
Φ(φ∗y)
deg φ
+ C (y ∈ Y ),
ce qui montre (1.107).
De´terminons enfin la constante C. Conside´rons volX (resp. volY ) comme une forme diffe´ren-
tielle sur X × Y au moyen de la premie`re (resp. seconde) projection. Multiplions chacun des
membres de (1.107) par volX ∧ volY et inte´grons sur X × Y . Nous obtenons
C =
∫
X×Y
GX(x, φ∗y) volX ∧ volY −
∫
X×Y
GY (φ(x), y) volX ∧ volY
−
∫
X×Y
Φ(x) volX ∧ volY −
∫
X×Y
Φ(φ∗y)
deg φ
volX ∧ volY .
Puisque les inte´grales des formes diffe´rentielles conside´re´es sont absolument convergentes, nous
pouvons utiliser le the´ore`me de Fubini. Graˆce a` la proprie´te´ (1.10) des fonctions de Green et a`
la seconde condition de (1.106), il en de´coule
C = − 1
deg φ
∫
y∈Y
Φ(φ∗y) volY (1.113)
= − 1
deg φ
∫
X
Φ · φ∗ volY
= − 1
piideg φ
∫
X
Φ ∂∂Φ−
∫
X
Φ · volX
=
i
pi deg φ
∫
X
Φ ∂∂Φ,
en utilisant (1.106). Le fait que C ≤ 0 est de´montre´ dans [15, p. 148]. Cela ache`ve de de´montrer
la proposition 35.
1.4. Comportement vis-a`-vis des morphismes finis 39
Cherchons maintenant a` comparer les fonctions RX et RY . Nous convenons d’e´tendre la
de´finition de la fonction RX aux diviseurs sur X ×X, de la meˆme manie`re qu’en (1.104).
Proposition 36. Pour toute forme diffe´rentielle ωY ∈ Ω1,0(Y ) et tout diviseur m de degre´ 0
sur Y , il existe une constante C(ωY ,m) ∈ C telle que
Rφ∗ωY (x, φ
∗m) = RωY (φ(x),m) + C(ωY ,m) (x ∈ X). (1.114)
Supposons de plus que gX = gY . Alors l’e´galite´ (1.114) est valable pour tout diviseur m sur Y ,
et nous avons C(ωY ,m) = 0.
De´monstration. Conside´rons une forme diffe´rentielle ωY ∈ Ω1,0(Y ) et un diviseur m de degre´ 0
sur Y . Pour de´montrer (1.114), nous allons utiliser la caracte´risation diffe´rentielle des fonctions
RωX et RωY . Posons ωX = φ
∗ωY . Utilisons e´galement la fonction Φ de´finie a` la proposition 35.
D’apre`s cette proposition et le fait que m est de degre´ 0, nous avons
1
pii
∂RωX (·, φ∗m) =GX(·, φ∗m)ωX − pihol (GX(·, φ∗m)ωX)
=
(
GY (φ(·),m) + Φ(φ
∗m)
deg φ
)
ωX
− pihol
((
GY (φ(·),m) + Φ(φ
∗m)
deg φ
)
ωX
)
=φ∗GY (·,m)ωX − pihol (φ∗GY (·,m)ωX) .
D’autre part, nous avons
1
pii
∂RωY (φ(·),m) = φ∗(
1
pii
∂RωY (·,m))
= φ∗
(
GY (·,m)ωY − pihol (GY (·,m)ωY )
)
= φ∗GY (·,m)ωX − φ∗ pihol (GY (·,m)ωY ) .
Conside´rons la fonction continue
ψ : X → C
x 7→ RωX (x, φ∗m)−RωY (φ(x),m).
La fonction ψ est de classe C∞ sur X− (φ∗m). D’apre`s les calculs pre´ce´dents, il existe une forme
diffe´rentielle holomorphe α ∈ Ω1,0(X) telle que
∂ψ = α|X−(φ∗m).
Pour toute forme diffe´rentielle β ∈ Ω1,0(X), nous avons
∫
X
α ∧ β =
∫
X−(φ∗m)
∂ψ ∧ β (1.115)
=
∫
X−(φ∗m)
d(ψβ)
= 0
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d’apre`s la formule de Stokes, et puisque ψ est continue sur X. Puisque (1.115) est vrai pour
toute forme diffe´rentielle β, nous en de´duisons α = 0. La fonction ψ e´tant anti-holomorphe sur
X − (φ∗m) et continue sur X, elle est ne´cessairement constante sur X, d’ou` (1.114).
Supposons maintenant que gX = gY , et conside´rons un diviseur quelconque m sur Y . En
utilisant l’e´galite´ (1.109) fournie par la proposition 35, on se convainc que le raisonnement ci-
dessus permet encore de montrer (1.114). Il nous reste donc a` montrer C(ωY ,m) = 0. Multiplions
les deux membres de l’e´galite´ (1.114) par volX et inte´grons sur X. D’apre`s (1.110), nous avons
C(ωY ,m) =
∫
X
RωX (·, φ∗m) volX −
1
deg φ
∫
X
φ∗RωY (·,m) φ∗ volY
=
∫
X
RωX (·, φ∗m) volX −
∫
Y
RωY (·,m) volY .
Pour tout z ∈ Y , posons
Ψ(z) =
∫
y∈Y
RωY (y, z) volY . (1.116)
Il nous suffit de montrer Ψ = 0. Par de´finition de RωY , nous avons
Ψ(z) =
∫
y∈Y
(∫
t∈Y
GY (y, t)ωY,t ∧ ∂tGY (z, t)
)
volY,y
=
∫
t∈Y
(∫
y∈Y
GY (y, t) volY,y
)
ωY,t ∧ ∂tGY (z, t)
d’apre`s le the´ore`me de Fubini, qui s’applique car la forme diffe´rentielle en question est inte´grable
sur Y × Y . D’apre`s la proprie´te´ (1.11) applique´e a` GY , nous concluons Ψ = 0. Nous avons donc
bien C(ωY ,m) = 0.
La proposition 36 admet la conse´quence agre´able suivante pour les fonctions RX et RY . Par
dualite´, le morphisme φ∗ de (1.103) induit un morphisme
φ∗ : HomC(Ω1,0(X),C)→ HomC(Ω1,0(Y ),C). (1.117)
Corollaire 37. Soit l (resp. m) un diviseur de degre´ 0 sur X (resp. Y ). Nous avons
φ∗RX(l, φ∗m) = RY (φ∗l,m). (1.118)
Supposons de plus que gX = gY . Alors l’e´galite´ (1.118) est valable pour tous les diviseurs l (resp.
m) sur X (resp. Y ).
Remarque 38. La formule (1.118) peut eˆtre interpre´te´e comme un analogue, pour les fonctions
RX et RY , de la formule de projection en K-the´orie alge´brique.
D’apre`s le the´ore`me de Hurwitz [34, Cor. 2.4, p. 301] et l’hypothe`se gY ≥ 1, la condition
gX = gY est re´alise´e si et seulement si φ est un isomorphisme ou gX = gY = 1. Dans ce dernier
cas, le morphisme φ est une isoge´nie entre courbes elliptiques. Nous de´taillons ces deux cas dans
les deux corollaires qui suivent.
Corollaire 39. Soit σ : X → X un automorphisme de X. Pour toute forme diffe´rentielle
ω ∈ Ω1,0(X), nous avons
Rσ∗ω(x, y) = Rω(σ(x), σ(y)) (x, y ∈ X). (1.119)
1.5. Questions et perspectives 41
De´monstration. Il suffit d’appliquer la proposition 36 avec X = Y , φ = σ, ωY = ω et m =
[σ(y)].
Corollaire 40. Soit φ : E → E′ une isoge´nie entre deux courbes elliptiques de´finies sur C. Nous
avons alors
RE′(φ(P ), 0) = φ∗
∑
Q∈Kerφ
RE(P +Q, 0) (P ∈ E). (1.120)
En particulier, lorsque E = E′ et φ est la multiplication par n ∈ Z− {0}, nous obtenons
RE(nP, 0) = n
∑
Q∈E[n]
RE(P +Q, 0) (P ∈ E), (1.121)
ou` E[n] de´signe le groupe des points de n-torsion de E.
De´monstration. Utilisons le corollaire 37 avec X = E, Y = E′, l = [P ] et m = [0]. Il vient
RE′(φ(P ), 0) = φ∗
∑
Q∈Kerφ
RE(P,Q).
D’apre`s la proposition 18, nous avons RE(P,Q) = RE(P −Q, 0), ce qui montre (1.120). Lorsque
E = E′ et φ est la multiplication par n ∈ Z−{0}, les morphismes φ∗ en (1.103) et φ∗ en (1.117)
ne sont autres que la multiplication par n, ce qui permet de conclure.
Notons que le corollaire 40 joint a` la proposition 26 permettent de rede´montrer les relations
de distribution pour le dilogarithme elliptique DE .
1.5 Questions et perspectives
Nous concluons ce chapitre en proposant plusieurs pistes de recherche pouvant prolonger
notre e´tude de la fonction Rω.
Les relations de Steinberg (1.31) et les relations issues des morphismes finis (1.118) peuvent
eˆtre vues comme des e´quations fonctionnelles pour la fonction RX . En existe-t-il d’autres ?
La proposition 35 permet de de´crire le comportement des fonctions de Green vis-a`-vis des
correspondances. Plus pre´cise´ment, elle entraˆıne le re´sultat suivant (comparer avec [33, (2.6), p.
329]).
Proposition 41. Soit T une correspondance entre deux surfaces de Riemann compactes con-
nexes X et Y de genre ≥ 1, de´finie par le diagramme
Z
p
 


 q
?
??
??
??
X oo
T //_______ Y,
ou` Z est une surface de Riemann compacte connexe, et p et q sont des morphismes finis. Posons
T∗ = q∗ ◦ p∗ : Div(X)→ Div(Y ) et T ∗ = p∗ ◦ q∗ : Div(Y )→ Div(X).
Pour tous diviseurs l et m, respectivement sur X et Y , de degre´ 0 et ve´rifiant (p∗l)∩ (q∗m) = ∅,
nous avons l’e´galite´
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GX(l, T ∗m) = GY (T∗l,m). (1.122)
Peut-on obtenir un e´nonce´ similaire pour la fonction Rω ?
Soit X une courbe projective lisse de´finie sur Q, ge´ome´triquement connexe et de genre
g ≥ 1. Notons X(C) la surface de Riemann des points complexes de X. Les conjectures de
Be˘ılinson [5, 52] pre´disent que la valeur spe´ciale L(H1(X), 2) s’exprime en termes du re´gulateur
de Be˘ılinson vu comme morphisme K(2)2 (X)→ HomC(Ω(1,0)(X(C)),C). D’apre`s la proposition
17, les valeurs prises par ce morphisme sont combinaisons Q-line´aires de valeurs de la fonc-
tion RX(C). Peut-on pre´dire quelle(s) combinaison(s) line´aire(s) prendre dans l’expression de
L(H1(X), 2) ? Il serait inte´ressant d’e´crire une version (conjecturale) pre´cise de ce lien, a` la
lumie`re du cas elliptique, qui est traite´ dans [32] et [76].
La fonction RX a-t-elle droit au titre de dilogarithme associe´ a` X ? Cette question en appa-
rence na¨ıve peut en re´alite´ se formuler pre´cise´ment. Pour toute surface de Riemann compacte X
et tout point-base x0 ∈ X, il est possible de de´finir un polylogarithme associe´ au couple (X,x0).
Cet objet appartient a` la cate´gorie des variations de structures de Hodge sur X − {x0}. Nous
renvoyons a` [8] pour une de´finition. Dans quelle mesure la fonction RX permet-elle de construire
une partie du polylogarithme mentionne´ ci-dessus ?
Chapitre 2
Extension a` la jacobienne
Soit X une surface de Riemann compacte connexe non vide, de genre g ≥ 1. Dans le premier
chapitre, nous avons introduit une fonction dilogarithme
RX : X ×X → V := HomC(Ω1,0(X),C). (2.1)
Notons J = JacX la jacobienne de X ; c’est une varie´te´ abe´lienne complexe de dimension g.
Nous disposons d’une application
X ×X → J (2.2)
(x, y) 7→ x− y
ou` x − y ∈ J de´signe la classe du diviseur [x] − [y] de degre´ 0 sur X. L’application (2.2) ne
de´pend pas du choix d’un point-base de X. Une question se pose naturellement : est-il possible
de prolonger la fonction RX a` J ? Nous allons voir qu’une tel prolongement est effectivement
possible, dans le sens suivant.
The´ore`me 6. Il existe une fonction RJ : J → V et une fonction continue ΦX : X → V telles
que
RJ(x− y) = RX(x, y) + ΦX(x)− ΦX(y) (x, y ∈ X). (2.3)
Remarque 42. Dans le cas ou` X est une courbe elliptique E, nous avons un isomorphisme
canonique E ∼= J (prendre y = 0 dans (2.2)). Le the´ore`me re´sulte alors imme´diatement de la
proposition 24 : nous pouvons prendre ΦE = 0 et RJ donne´e par (1.61). En fait, nous verrons que
la de´monstration du the´ore`me 6 fournit pre´cise´ment ces fonctions ΦE et RJ (voir la remarque
55). Dans le cas elliptique, la fonction RJ de´finie de manie`re ge´ne´rale a` la section 2.2 co¨ıncide
donc avec le dilogarithme elliptique :
RJ(P −Q) = RE(P,Q) (P,Q ∈ E). (2.4)
Expliquons brie`vement l’ide´e ayant donne´ naissance a` la fonction RJ . Commenc¸ons par
conside´rer une courbe elliptique E de´finie sur C. Bloch [12] a construit des e´le´ments dans le
groupe de K-the´orie alge´brique K2(E)⊗Q a` partir des points de torsion de E. Plus pre´cise´ment,
il associe a` tout point de torsion P ∈ E un e´le´ment γP ∈ K2(E) ⊗Q. Un aspect important de
cette construction est que le re´gulateur de l’e´le´ment γP est essentiellement donne´ par le dilo-
garithme elliptique DE e´value´ en P . L’ensemble des points de torsion e´tant dense dans E, la
fonction continue DE : E → R est caracte´rise´e par la collection des re´gulateurs associe´s aux
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e´lements γP . Nous nous sommes inspire´s de cette remarque pour construire la fonction RJ , dans
le cas ou` J est la jacobienne d’une surface de Riemann compacte X. Nous commenc¸ons par
construire des e´le´ments dans le groupe K(2)2 (J) a` partir des points de X qui sont de torsion dans
J . La de´termination de l’image de ces e´le´ments par le re´gulateur de Be˘ılinson nous ame`ne alors
a` une de´finition naturelle pour RJ .
Voici maintenant le plan du chapitre. Dans la premie`re section, nous conside´rons une courbe
X projective lisse de´finie sur Q, et nous construisons des e´le´ments dans le groupe K(2)2 (J) =
H2M(J,Q(2)) associe´ a` la jacobienne J de X. L’inte´reˆt arithme´tique de ces e´le´ments apparaˆıtra
dans le chapitre 3. Dans les sections 2.2 a` 2.4, nous supposons que X est une surface de Riemann
compacte ; J est donc une varie´te´ abe´lienne complexe. Dans la section 2.2, nous introduisons une
nouvelle fonction RJ , de´finie sur J et a` valeurs dans un espace vectoriel complexe de dimension
finie. Dans la section 2.3, nous e´tablissons un lien entre cette fonction et la fonction RX du
premier chapitre. Ce lien utilise de fac¸on essentielle la description de J en termes de la puissance
syme´trique g-ie`me de X, ou` g est le genre de X. Dans la section 2.4, nous indiquons quelques
proprie´te´s supple´mentaires de la fonction RJ . Dans la section 2.6, nous supposons a` nouveau
que X est une courbe projective lisse de´finie sur Q, et nous calculons le re´gulateur de Be˘ılinson
des e´le´ments construits dans la premie`re section, au moyen de la fonction RJ . Nous terminons le
chapitre en mentionnant brie`vement deux axes de recherche qui nous semblent importants. Le
premier concerne la ge´ne´ralisation e´ventuelle de la construction pre´ce´dente aux points de torsion
de J , voire d’une varie´te´ abe´lienne. Le second soule`ve la question de l’existence d’un lien entre
la fonction RJ et les polylogarithmes abe´liens de´finis par Wildeshaus [77].
2.1 Construction d’e´le´ments dans le K2 d’une jacobienne J
Soit X une courbe projective, lisse, de´finie sur Q, et ge´ome´triquement connexe1. Nous sup-
posons que le genre g de X est ≥ 1. Soit J = Pic0X la jacobienne de X ; c’est une varie´te´
abe´lienne de´finie sur Q, de dimension g.
Nous allons nous inte´resser au groupe de K-the´orie de Quillen K(2)2 (J), de´fini comme sous-
espace propre de K2(J) ⊗ Q pour les ope´rations d’Adams [65, §3]. D’apre`s les conjectures de
Be˘ılinson, ce groupe est relie´ a` la valeur spe´ciale L(J, 2) = L(H1(X), 2), ce qui justifie une e´tude
particulie`re de ce groupe. Notons Q(J) le corps des fonctions rationnelles de J . La localisation
en K-the´orie alge´brique permet d’e´crire une suite exacte [52, (7.4), p. 23]
0 // K(2)2 (J)
η // K2(Q(J))⊗Q ∂ //
⊕
V⊂J Q(V )
∗ ⊗Q , (2.5)
ou` la somme directe porte sur les hypersurfaces irre´ductibles V de J (points de codimension 1
du sche´ma J). L’application ∂ =
⊕
∂V , appele´e symbole mode´re´, est de´finie par
∂V {F,G} = (−1)ordV (F ) ordV (G)
(F ordV (G)
GordV (F )
)∣∣∣
V
(
F,G ∈ Q(J)∗). (2.6)
Nous supposons que X posse`de un point Q-rationnel x0 ∈ X(Q). Nous notons i = ix0 : X ↪→ J
1La construction qui suit e´tant de nature ge´ome´trique, il serait plus naturel de conside´rer une courbe de´finie
sur C. Compte tenu des applications arithme´tiques (notamment le calcul du re´gulateur de Be˘ılinson), nous avons
cependant pre´fe´re´ nous placer sur le corps des rationnels.
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l’immersion ferme´e associe´e2, de´finie sur les points Q-rationnels par
i : X(Q)→ J(Q) (2.7)
x 7→ [x− x0].
Nous conside´rerons souvent (2.7) comme une inclusion. Notons Jtors l’ensemble des points de
torsion de J(Q), et posons Xtors = X(Q)∩Jtors. L’ensemble Xtors contient x0 et est muni d’une
action du groupe de Galois Gal(Q/Q). Lorsque le genre g de X est ≥ 2, l’ensemble Xtors est fini,
d’apre`s la conjecture de Manin-Mumford, de´montre´e par Raynaud [54]. Dans le cas ou` X est
une courbe modulaire (comple´te´e) et x0 une pointe rationnelle de X, l’ensemble Xtors contient
l’ensemble des pointes, d’apre`s le the´ore`me de Manin-Drinfel′d [28, 29]. En nous inspirant d’une
construction de Bloch [24, Thm 5.1], nous allons construire des e´le´ments dans K(2)2 (J) a` partir
de diviseurs Q-rationnels supporte´s dans Xtors (proposition 44).
Notons IX le groupe des diviseurs (a` coefficients entiers) sur Xtors, de degre´ 0 et invariants
sous l’action de Gal(Q/Q). Notons Θ ⊂ J le diviseur theˆta, de´fini comme l’image de la compo-
sition
Xg−1 i×···×i−−−−→ Jg−1
P
−→ J. (2.8)
Pour tout a ∈ J(Q), notons ta : x 7→ x + a la translation par a dans J(Q), et posons Θa =
Θ+ a ⊂ J(Q).
Lemme 43. Pour tout diviseur l ∈ IX , il existe une fonction rationnelle F ∈ Q(J)∗ ⊗Q telle
que
divF =
∑
x∈(l)
ordx(l)Θx. (2.9)
De´monstration. Conside´rons le diviseur de Weil
D =
∑
x∈(l)
ordx(l)Θx.
Puisque l est Q-rationnel, D de´finit bien un diviseur de Weil de J . Nous allons montrer qu’il
existe un entier N ≥ 1 tel que N · D soit un diviseur principal. Nous avons une identification
canonique [49, Thm 6.6]
J(Q)
∼=−→ Pic0(JQ) (2.10)
a 7→ [Θa −Θ],
ou` JQ de´signe l’extension des scalaires de J a` Q. Puisque le support de l est inclus dans Xtors,
il existe un entier N ≥ 1 tel que
N
∑
x∈(l)
ordx(l) · x = 0
dans J(Q). L’application (2.10) e´tant un homomorphisme de groupes, nous en de´duisons que
N · D est un diviseur principal, soit N · D = divF0 avec F0 ∈ Q(J)∗. La fonction rationnelle
F = F0 ⊗ 1N re´pond alors a` la question.
2Plus ge´ne´ralement, il suffit de se donner un diviseur Q-rationnel de degre´ 1 sur X.
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Proposition 44. Soient l,m ∈ IX des diviseurs et F,G ∈ Q(J)∗⊗Q des fonctions rationnelles
associe´es respectivement a` l et m par le proce´de´ du lemme 43. Soit M ⊂ Jtors un sous-groupe
fini, de´fini sur Q, contenant les supports des diviseurs l et m. Alors
γ =
1
CardM
∑
a∈M
t∗a{F,G} (2.11)
de´finit un e´le´ment de K(2)2 (J) qui ne de´pend pas du choix de F et G.
Remarques 45. 1. Dans le cas d’une varie´te´ abe´lienne A qui est la puissance d’une courbe
elliptique, l’ide´e de conside´rer la moyenne relative a` un sous-groupe fini de A est pre´sente
dans la construction par Be˘ılinson du symbole d’Eisenstein [6]. On pourra e´galement se
re´fe´rer a` [22, Sect. 8], [48, 1.3.1, p. 215], [61, 5, p. 309], [63] et [64].
2. Dokchitser, de Jeu et Zagier [27] ont construit des e´le´ments dans le K2 d’une courbe a`
partir de points de torsion de cette courbe. Il serait inte´ressant de comparer les deux
constructions.
De´monstration. Notons L le corps engendre´ par les points deM . Soit JL l’extension des scalaires
de J a` L, et L(J) le corps des fonctions rationnelles de JL. Nous avons un diagramme commutatif
0 // K(2)2 (JL)
// K2(L(J))⊗Q
∂JL //
⊕
V⊂JL K1(L(V ))⊗Q
0 // K(2)2 (J)
//
OO
K2(Q(J))⊗Q ∂J //
OO
⊕
V⊂J K1(Q(V ))⊗Q.
α
OO
(2.12)
Les translations ta, a ∈M sont de´finies sur L. Posons
γL :=
1
CardM
∑
a∈M
t∗a{F,G} ∈ K2(L(J))⊗Q.
Le sous-groupeM e´tant de´fini sur Q, l’e´le´ment γL est invariant sous l’action du groupe de Galois
Gal(L(J)/Q(J)) = Gal(L/Q). D’apre`s [37, The´ore`me 2.2 (a)] applique´ a` l’extension L(J)/Q(J),
l’application naturelle
K2(Q(J))⊗Q→
(
K2(L(J))⊗Q
)Gal(L/Q)
est un isomorphisme, donc γL de´finit un e´le´ment γ de K2(Q(J)) ⊗Q. L’application α du dia-
gramme (2.12) est injective. Pour montrer que γ de´finit un e´le´ment de K(2)2 (J), il suffit donc de
montrer que ∂JL(γL) = 1. Par de´finition de F et G, on a ∂V γL = 1 pour toute hypersurface V
de JL distincte des Θa, a ∈ M . D’autre part, puisque γL est invariant par les translations ta,
a ∈M , nous avons
∂ΘγL = t∗a
(
∂ΘaγL
)
(a ∈M). (2.13)
Pour montrer ∂JLγL = 1, il suffit donc de montrer ∂ΘγL = 1, c’est-a`-dire∏
a∈M
t∗a
(
∂Θa{F,G}
)
= 1. (2.14)
Posons S = (l) ∪ (m) ⊂ M . Nous avons ∂Θa{F,G} = 1 pour a /∈ S. Nous sommes finalement
ramene´s a` montrer
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H :=
∏
z∈S
t∗z
(
∂Θz{F,G}
)
= 1. (2.15)
Lorsque g = 1, l’e´galite´ (2.15) n’est autre que la loi de re´ciprocite´ de Weil [68, Chap III, Prop
6] applique´e au symbole {F,G}. Supposons maintenant g ≥ 2. Par de´finition, nous avons
∂Θz{F,G} = (−1)ordz(l) ordz(m)
(F ordz(m)
Gordz(l)
)∣∣∣
Θz
(z ∈ S), (2.16)
d’ou` nous de´duisons
div ∂Θz{F,G} =
(
ordz(m)
∑
x∈(l)
ordx(l)Θx − ordz(l)
∑
y∈(m)
ordy(m)Θy
)
∩Θz.
En appliquant t∗z, puis en prenant le produit sur z ∈ S, nous obtenons
divH =
∑
z∈S
∑
x∈S
(
ordz(m) ordx(l)− ordz(l) ordx(m)
) ·Θx−z ∩Θ
=
∑
z,x∈S
z 6=x
(
ordz(m) ordx(l)− ordz(l) ordx(m)
) ·Θx−z ∩Θ.
Remarquons que pour z 6= x, l’intersection Θx−z ∩Θ de´finit bien un diviseur de Weil de Θ. Soit
ω ∈ Ω1(X) une forme diffe´rentielle alge´brique non nulle, de diviseur
divω =
2g−2∑
j=1
[xj ]
(
xj ∈ X(Q)
)
, (2.17)
et de´finissons
κ =
2g−2∑
j=1
i(xj) ∈ J(Q). (2.18)
Le point κ ne de´pend pas du choix de ω. Notons W l’image de la composition
Xg−2 i×···×i−−−−→ Jg−2
P
−→ J, (2.19)
et posons W ′ = κ−W . Pour tout a ∈ J(Q), notons Wa = ta(W ) et W ′a = ta(W ′). D’apre`s [50,
Lemma, p. 76] ou [11, Chap. 11, Prop. 9.1], nous avons
Θx−z ∩Θ =Wx +W ′−z
(
x, z ∈ X(Q), x 6= z). (2.20)
Nous pouvons alors finir le calcul du diviseur de H
divH =
∑
z,x∈S
z 6=x
(
ordz(m) ordx(l)− ordz(l) ordx(m)
) · (Wx +W ′−z)
=
∑
z∈S
∑
x∈S
(
ordz(m) ordx(l)− ordz(l) ordx(m)
) · (Wx +W ′−z)
= 0,
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puisque les diviseurs l et m sont de degre´ 0. En conse´quence, la fonction H est constante. Nous
allons montrer qu’elle vaut 1 en l’e´valuant en un point de Θ bien choisi. Soit e ∈ Θ(Q), arbitraire
pour l’instant. D’apre`s [11, Thm 11.2.4], nous avons
Θ = κ−Θ. (2.21)
Posons e′ = κ− e ∈ Θ(Q), et e´crivons
e′ = z1 + z2 + · · ·+ zg−1
(
zi ∈ X(Q)
)
. (2.22)
Pour e n’appartenant pas a` un ferme´ de codimension 1 dans Θ(Q), nous avons
X(Q) 6⊂ Θx−e (x ∈ S). (2.23)
Faisant cette hypothe`se sur e, le the´ore`me de Riemann [15, Thm III.5.1] donne alors
i∗Θx−e = [x] +
g−1∑
i=1
[zi] (x ∈ S). (2.24)
Les fonctions f = (t∗eF )|X et g = (t∗eG)|X sont donc bien de´finies dans Q(X)∗ ⊗Q. Le diviseur
de f vaut
div f = i∗ div t∗eF = i
∗ ∑
x∈(l)
ordx(l)Θx−e =
∑
x∈(l)
ordx(l) · [x].
Nous voyons donc que div f = l ; de meˆme div g = m. Supposons encore que pour tout z ∈ S,
le point e n’appartient pas au support de la fonction rationnelle t∗z
(
∂Θz{F,G}
)
. Nous pouvons
alors e´valuer H en e par
H(e) =
∏
z∈S
(−1)ordz(l) ordz(m)
((t∗zF )ordz(m)
(t∗zG)ordz(l)
)
(e)
=
∏
z∈S
(−1)ordz(l) ordz(m)
((t∗eF )ordz(m)
(t∗eG)ordz(l)
)
(z)
=
∏
z∈S
(−1)ordz(l) ordz(m)
(fordz(m)
gordz(l)
)
(z)
=
∏
z∈S
∂z{f, g}
= 1
d’apre`s la loi de re´ciprocite´ de Weil applique´e au symbole {f, g}. Ainsi H = 1 et γ de´finit un
e´lement de K(2)2 (J). Montrons que γ ne de´pend pas du choix de F (le raisonnement est le meˆme
pour G). Remplac¸ons F par F ′ = λF , avec λ ∈ Q∗ ⊗Q. Alors γ est change´ en
γ′ = γ +
1
CardM
∑
a∈M
t∗a{λ,G}
= γ +
1
CardM
{
λ,
∏
a∈M
t∗aG
}
.
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Par de´finition de G, nous avons
div
∏
a∈M
t∗aG =
∑
a∈M
∑
y∈(m)
ordy(m)Θy−a = 0.
Donc γ est modifie´ par un e´le´ment de K2(Q)⊗Q ⊂ K(2)2 (J). Le groupe K2(Q) e´tant de torsion
[73], nous en de´duisons γ′ = γ dans K(2)2 (J).
Dans la section 2.6, nous calculerons le re´gulateur de Be˘ılinson de γ. Ce calcul nous ame`ne
a` la conjecture suivante, concernant la de´pendance de γ en le sous-groupe M ⊂ Jtors.
Conjecture 46. L’e´le´ment γ ne de´pend pas du choix du sous-groupe M .
La conjecture 46 est entraˆıne´e par la conjecture suivante.
Conjecture 47. Soit A une varie´te´ abe´lienne sur un corps de nombres et a un point rationnel
de A. La translation ta : A→ A induit l’identite´ sur K(2)2 (A).
Remarque 48. Dans le cas d’une courbe elliptique, les conjectures 46 et 47 de´coulent de re´sultats
non triviaux de Goncharov et Levin [32, Prop 3.10]. Indiquons que dans le cas ge´ne´ral, la conjec-
ture 47 semble eˆtre conse´quence de l’injectivite´ (non de´montre´e) du re´gulateur de Be˘ılinson.
2.2 De´finition de la fonction RJ
Soit X une surface de Riemann compacte connexe, de genre g ≥ 1. La jacobienne J de X est
un tore complexe de dimension g, donne´ par le conoyau de l’application (injective) d’Abel-Jacobi
H1(X,Z)→ HomC(Ω1,0(X),C) (2.25)
λ 7→
(
ω 7→
∫
λ
ω
)
.
Choisissons une base symplectique B de H1(X,Z). Elle induit [15, III.1.2, p. 183] une matrice
de pe´riodes Ω ∈ Hg et un isomorphisme
J ∼= C
g
Zg +ΩZg
. (2.26)
La fonction theˆta (relative a` B) est par de´finition [15, (III.4.1), p. 192]
θ : Cg → C (2.27)
z 7→
∑
n∈Zg
epii
tn·Ω·n+2piitn·z.
En suivant [15, p. 192], posons Y = =(Ω)−1 et
‖θ(z)‖ = |θ(z)| · e−pit=(z)·Y ·=(z) (z ∈ Cg). (2.28)
L’expression (2.28) ne de´pend que de la classe de z modulo Zg+ΩZg, et de´finit donc une fonction
‖θ‖ : J → R a` valeurs positives, qui de´pend a priori de B.
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De´finition 49. La fonction RJ associe´e a` J est de´finie par
RJ : J → HomC(Ωg,g−1(J),C)
x 7→
(
α 7→
∫
u∈J
log‖θ(u)‖ · ∂u log‖θ(u− x)‖ ∧ αu
)
. (2.29)
Montrons que la fonction RJ est bien de´finie et ne de´pend pas du choix de la base sym-
plectique B. Le lieu des ze´ros de la fonction holomorphe θ est invariant par translation par les
e´le´ments de Zg +ΩZg, et de´finit donc une hypersurface irre´ductible Θ0 ⊂ J . La fonction log‖θ‖
est de classe C∞ sur J −Θ0 et a une singularite´ logarithmique le long de Θ0. Nous en de´duisons
que l’inte´grale (2.29) converge absolument. Soit maintenant B′ une autre base symplectique de
H1(X,Z). Notons θ′ la fonction theˆta relative a` B′, et R′J la fonction de´finie au moyen de θ
′.
D’apre`s la formule de transformation pour les fonctions theˆta [11, 8.6.1], il existe un point de
2-torsion a ∈ J [2] et une constante C ∈ R tels que
log‖θ′(z)‖ = log‖θ(z − a)‖+ C (z ∈ J). (2.30)
Notons ta : u 7→ u+ a la translation par a dans J . Nous avons
〈R′J(x), α〉 =
∫
u∈J
(
log‖θ(u− a)‖+ C) · ∂u log‖θ(u− x− a)‖ ∧ αu
=
∫
u∈J
log‖θ(u)‖ · ∂u log‖θ(u− x)‖ ∧ t∗aαu
+
∫
u∈J
d
(
C log‖θ(u− x− a)‖αu
)
= 〈RJ(x), α〉
puisque α est invariante par translation, et d’apre`s la formule de Stokes. Ainsi R′J = RJ , ce qui
montre l’inde´pendance de RJ vis-a`-vis du choix de B.
Remarque 50. La de´finition ci-dessus vaut en fait pour toute varie´te´ abe´lienne complexe A
principalement polarise´e. En effet, la polarisation principale de A induit une forme biline´aire
alterne´e sur H1(A,Z). Le choix d’une base symplectique de H1(A,Z) pour cette forme alterne´e
induit alors une fonction θ sur le reveˆtement universel de A. Il est alors possible de montrer que
la de´finition (2.29) ne de´pend pas du choix de la base symplectique, et donne donc lieu a` une
fonction RA bien de´finie sur A, a` valeurs dans HomC(Ωd,d−1(A),C), ou` d est la dimension de A.
En vue de comparer les fonctions RX et RJ (voir la section suivante), nous avons besoin de
conside´rer RJ comme une fonction a` valeurs dans l’espace vectoriel complexe HomC(Ω1,0(X),C).
Pour cela, il suffit de de´finir un isomorphisme entre Ω1,0(X) et Ωg,g−1(J). Comme en (2.7), le
choix d’un point-base x0 ∈ X induit une immersion ferme´e i : X ↪→ J . L’application
i∗ : Ω1,0(J)
∼=−→ Ω1,0(X) (2.31)
est un isomorphisme qui ne de´pend pas du choix de x0, ce qui nous permet d’identifier les espaces
Ω1,0(X) et Ω1,0(J). Soit ωΘ0 ∈ Ω1,1(J) la forme diffe´rentielle duale de Poincare´ de l’hypersurface
Θ0, de´finie par la proprie´te´∫
J
ωΘ0 ∧ β =
∫
Θ0
β (β ∈ Ωg−1,g−1(J)). (2.32)
La forme diffe´rentielle ωΘ0 ne de´pend pas du choix de B. La formule de Stokes permet en fait
de montrer
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ωΘ0 = i
g∑
j=1
ωj ∧ ωj . (2.33)
Remarquons au passage l’identite´ i∗ωΘ0 = g volX , qui fournit une interpre´tation de la forme
volume volX .
Notation. Nous convenons d’identifier Ω1,0(X) et Ωg,g−1(J) au moyen de l’isomorphisme
Ω1,0(X)
∼=−→ Ωg,g−1(J) (2.34)
ω 7→ 1
(g − 1)! · ω
g−1
Θ0
∧ ω.
Nous notons encore RJ : J → HomC(Ω1,0(X),C) la fonction qui en re´sulte.
2.3 Lien entre les fonctions RJ et RX
Le but de cette section est d’e´tablir un lien entre la fonction RJ et la fonction dilogarithme
RX , lorsque J est la jacobienne de X. Dans un premier temps, nous relions les fonctions log‖θ‖ et
GX (la premie`re joue le roˆle de fonction de Green pour l’hypersurface Θ0). Ce lien est classique,
voir par exemple [40, Chap. 13, Thm 5.2]. Dans un second temps, nous relions les fonctions RJ
et RX , en utilisant la description de J en termes de la puissance syme´trique g-ie`me de X.
Pour les besoins de la de´monstration, nous fixons une base symplectique B de H1(X,Z)
pour le produit d’intersection, ce qui induit une fonction θ sur le reveˆtement universel de J , une
hypersurface Θ0 ⊂ J de´finie comme le lieu des ze´ros de θ, et une fonction log‖θ‖ : J−Θ0 → R de
classe C∞, de´finie graˆce a` (2.28). Nous choisissons e´galement une base orthonormale (ω1, . . . , ωg)
de Ω1,0(X) ∼= Ω1,0(J) pour le produit scalaire hermitien (1.3).
Lemme 51. Sur J −Θ0, nous avons l’e´galite´
∂∂ log‖θ‖ = −pi
g∑
j=1
ωj ∧ ωj . (2.35)
De´monstration. Nous conservons la notation (2.26). Notons (z1, . . . , zg) les coordonne´es sur Cg.
Soit Θ˜0 l’image re´ciproque de Θ0 dans Cg. Puisque la fonction z 7→ log|θ(z)| est harmonique sur
Cg − Θ˜0, et d’apre`s la de´finition (2.28) de ‖θ‖, nous avons sur J −Θ0
∂∂ log‖θ(z)‖ = ∂∂(−pit=(z) · Y · =(z))
= −pi
g∑
k,l=1
Yk,l · ∂∂
(zk − zk
2i
· zl − zl
2i
)
=
pi
4
g∑
k,l=1
Yk,l · ∂∂(zkzl − zkzl − zkzl + zkzl)
=
pi
4
g∑
k,l=1
Yk,l · (−dzk ∧ dzl − dzl ∧ dzk)
= −pi
2
g∑
k,l=1
Yk,l · dzk ∧ dzl,
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la dernie`re e´galite´ re´sultant du fait que la matrice Y est syme´trique. Soit A = (ak,m)1≤k,m≤g ∈
Mg(C) la matrice de´finie par
dzk =
g∑
m=1
ak,mωm (1 ≤ k ≤ g). (2.36)
Notons que la matrice A est inversible. Nous avons alors
(dzk, dzl) =
g∑
m,n=1
ak,mal,n(ωm, ωn) =
g∑
m=1
ak,mal,m = (AtA)k,l (1 ≤ k, l ≤ g).
E´crivons maintenant B = (a1, . . . , ag, b1, . . . , bg). Notons δ le symbole de Kronecker. D’apre`s [15,
A.2.5], nous avons e´galement
(dzk, dzl) = i
∫
X
dzk ∧ dzl
= i
g∑
j=1
∫
aj
dzk ·
∫
bj
dzl −
∫
aj
dzl ·
∫
bj
dzk
= i
g∑
j=1
δj,k · Ωl,j − Ωk,j · δj,l
= 2 · =(Ω)k,l,
la dernie`re e´galite´ re´sultant du fait que Ω est syme´trique. Par identification, nous avons AtA =
2Y −1, d’ou` tA = 2A−1Y −1 et tAY A = 2Ig. Nous avons enfin
−pi
2
g∑
k,l=1
Yk,l · dzk ∧ dzl = −pi2
g∑
k,l=1
Yk,l
g∑
m,n=1
ak,mal,n · ωm ∧ ωn
= −pi
2
g∑
m,n=1
(tAY A)m,n · ωm ∧ ωn
= −pi
g∑
m,n=1
δm,n · ωm ∧ ωn,
ce qui montre bien ∂∂ log‖θ‖ = −pi∑gj=1 ωj ∧ ωj sur J −Θ0.
La proposition suivante e´tablit le lien entre la fonction log‖θ‖ et la fonction de Green sur X.
Nous remarquons que cette proposition ne fait pas re´fe´rence a` un point-base particulier de X.
Proposition 52. Soit e ∈ Θ0 tel que la fonction
(x, y) ∈ X ×X 7→ ‖θ(e+ x− y)‖ (2.37)
n’est pas identiquement nulle. Alors il existe des (g−1)-uplets (x1, . . . , xg−1) et (y1, . . . , yg−1) de
points de X, bien de´termine´s a` permutation pre`s, et une constante Ce ∈ R, tels que nous ayons
log‖θ(e+ x− y)‖ = GX(x, y) +
g−1∑
i=1
GX(x, xi) +
g−1∑
j=1
GX(y, yj) + Ce, (2.38)
pour tout couple (x, y) ∈ X ×X ve´rifiant x 6= y, x 6= xi et y 6= yj.
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De´monstration. Le premier roˆle revient a` l’ensemble
Fe = {(x, y) ∈ X ×X | ‖θ(e+ x− y)‖ = 0}, (2.39)
qui est un ferme´ alge´brique strict de X ×X. Nous choisissons un point-base x0 ∈ X et notons
i : X ↪→ J l’immersion ferme´e associe´e (prendre y = x0 dans (2.2)). Nous verrons i comme une
inclusion. Pour tout a ∈ J , notons Θa = Θ0 + a ⊂ J le translate´ de Θ0 par a. Rappelons le
the´ore`me de Riemann [15, Thm III.5.1] : il existe ∆ ∈ J tel que
Θ∆ = Θ0 +∆ =
{
z1 + · · ·+ zg−1 ∈ J | z1, . . . , zg−1 ∈ X
}
. (2.40)
Le point ∆ de´pend de la base symplectique B et du point-base x0. Prendre comme point-base
x′0 ∈ X revient a` changer ∆ en
∆′ = ∆− (g − 1)(x′0 − x0). (2.41)
L’identite´ (2.40) entraˆıne l’existence d’un (g − 1)-uplet (y1, . . . , yg−1) de points de X tel que
e+∆ = y1 + · · ·+ yg−1. (2.42)
Par parite´ de Θ0, nous avons −e ∈ Θ0, d’ou` l’existence d’un (g − 1)-uplet (x1, . . . , xg−1) de
points de X tel que
−e+∆ = x1 + · · ·+ xg−1. (2.43)
D’apre`s [51, Chap. II, Lemma 3.4], chacun de ces (g−1)-uplets est bien de´termine´ a` permutation
pre`s, et l’identite´ (2.41) montre qu’ils ne de´pendent pas du point-base x0. Toujours d’apre`s [51,
Chap. II, Lemma 3.4], nous avons la description suivante de Fe :
‖θ(e+ x− y)‖ = 0 ⇔

x = y
ou x ∈ {x1, . . . , xg−1}
ou y ∈ {y1, . . . , yg−1}.
(2.44)
Fixons maintenant y ∈ X avec y 6∈ {y1, . . . , yg−1}. Par hypothe`se sur y, la courbe X n’est pas
incluse dans Θy−e. Toujours d’apre`s le the´ore`me de Riemann [15, Thm III.5.1], l’image re´ciproque
par i de l’hypersurface Θy−e est donne´e par le diviseur
i∗Θy−e = [y] +
g−1∑
i=1
[xi]. (2.45)
En conse´quence, la fonction φy de´finie par
φy(x) = log‖θ(e+ x− y)‖ −GX(x, y)−
g−1∑
i=1
GX(x, xi) (2.46)
s’e´tend en une fonction de classe C∞ sur X : cela re´sulte de la proprie´te´ (1.10) de la fonction de
Green GX . Montrons que φy est constante sur X. De´finissons
te−y : J → J (2.47)
a 7→ a+ e− y.
D’apre`s (1.9) et le lemme 51, nous avons
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∂∂ φy =
(
∂∂ i∗t∗e−y log‖θ‖
)− piig volX
=
(
i∗t∗e−y∂∂ log‖θ‖
)− piig volX
= −pi · i∗t∗e−y
( g∑
j=1
ωj ∧ ωj
)
− piig volX
= −pi
g∑
j=1
ωj ∧ ωj − piig volX
= 0,
la dernie`re e´galite´ re´sultant de la de´finition (1.4) de volX . Donc φy est constante (re´elle) sur X.
De´terminons cette constante. Par parite´ de θ, nous avons
‖θ(e+ x− y)‖ = ‖θ(−e+ y − x)‖ (x, y ∈ X).
En utilisant ce que nous avons de´ja` de´montre´, il existe, pour tout x ∈ X − {x1, . . . , xg−1}, une
constante ψx ∈ R telle que
log‖θ(e+ x− y)‖ = GX(y, x) +
g−1∑
j=1
GX(y, yj) + ψx (2.48)
pour tout y ∈ X tel que y 6∈ {x, y1, . . . , yg−1}. La conjonction des e´quations (2.46) et (2.48)
entraˆıne aise´ment l’e´galite´ de´sire´e, pour tout (x, y) 6∈ Fe.
Remarque 53. L’ensemble
F = {e ∈ Θ0 | (2.37) est identiquement nulle} (2.49)
est un ferme´ alge´brique strict de Θ0 (cela re´sulte du fait que J = Θ0 + X), ce qui assure que
la proposition pre´ce´dente est non vide. Il serait inte´ressant de pre´ciser la de´pendance de la
constante Ce de la formule (2.38), en le point e ∈ Θ0 − F .
Nous sommes maintenant en mesure d’e´tablir le lien entre les fonctions RJ et RX . Rappe-
lons que nous conside´rons RJ comme une fonction a` valeurs dans HomC(Ω1,0(X),C), graˆce a`
l’isomorphisme (2.34).
De´monstration du the´ore`me 6. De´finissons la fonction ΦX par
ΦX : X → HomC(Ω1,0(X),C) (2.50)
x 7→
(
ω 7→ −i
g∑
j=1
∫
z∈X
Rωj (x, z) · ω ∧ ωj
)
,
et notons Φω = 〈ΦX , ω〉 pour ω ∈ Ω1,0(X). On ve´rifie que ΦX ne de´pend pas du choix de la base
orthonormale (ωk)1≤k≤g. Les fonctions Rωj e´tant continues sur la varie´te´ compacte X × X, la
fonction ΦX est continue sur X. Nous allons montrer que la fonction RJ satisfait (2.3). Il suffit
de tester cette e´galite´ sur chacune des formes diffe´rentielles ωk, 1 ≤ k ≤ g. Notons Sg le groupe
syme´trique d’ordre g. De (2.33), nous de´duisons
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ωg−1Θ0 = i
g−1 ∑
τ∈Sg
(ωτ(1) ∧ ωτ(1)) ∧ · · · ∧ (ωτ(g−1) ∧ ωτ(g−1))
= ig−1(g − 1)!
g∑
k=1
g∧
j=1
j 6=k
ωj ∧ ωj .
L’image αk de ωk par l’isomorphisme (2.34) est donc donne´e par
αk = ig−1 · (ω1 ∧ ω1) ∧
k−ie`me facteur
↓· · · ∧ ωk ∧ · · · ∧ (ωg ∧ ωg) ∈ Ωg,g−1(J). (2.51)
En utilisant la de´finition (2.29), il s’agit donc de montrer
〈RJ(x− y), αk〉 = Rωk(x, y) + Φωk(x)− Φωk(y) (x, y ∈ X). (2.52)
L’ide´e-cle´ est d’utiliser la description de J en termes de la puissance syme´trique g-ie`me de X.
Fixons un point-base x0 ∈ X. Nous verrons X incluse dans J au moyen de ce point-base. Le
morphisme
ψ : Xg → J (2.53)
(z1, . . . , zg) 7→ z1 + · · ·+ zg
est fini, de degre´ (g!). Soit ∆ ∈ J tel que (2.40) soit ve´rifie´. Nous avons
〈RJ(x− y), αk〉 =
∫
u∈J
log‖θ(u)‖ · ∂u log‖θ(u− x+ y)‖ ∧ αk
=
∫
u∈J
log‖θ(u−∆− y)‖ · ∂u log‖θ(u−∆− x)‖ ∧ αk
puisque le changement de variables u 7→ u−∆− y laisse invariante la forme diffe´rentielle αk. En
utilisant le changement de variables ψ, nous obtenons
〈RJ(x− y), αk〉 = 1
g!
∫
Xg
log‖θ(z1 + · · ·+ zg −∆− y)‖ · ∂ log‖θ(z1 + · · ·+ zg −∆− x)‖ ∧ ψ∗αk,
ou` l’inte´grale porte sur les variables (z1, . . . , zg) ∈ Xg. Nous allons maintenant calculer ψ∗αk.
Pour tout 1 ≤ l ≤ g, notons pl : Xg → X la projection sur le l-e`me facteur. Puisque
ψ∗ωj =
g∑
l=1
p∗l ωj (1 ≤ j ≤ g), (2.54)
nous en de´duisons
ψ∗αk =
∑
σ∈Sg
∑
τ∈Sg
ασ,τ , (2.55)
ou` nous avons pose´
ασ,τ = ig−1 · (p∗σ(1)ω1 ∧ p∗τ(1)ω1) ∧
k−ie`me facteur
↓
· · · ∧ p∗σ(k)ωk ∧ · · · ∧ (p∗σ(g)ωg ∧ p∗τ(g)ωg). (2.56)
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Posons
Iσ,τ =
∫
Xg
log‖θ(z1 + · · ·+ zg −∆− y)‖ · ∂ log‖θ(z1 + · · ·+ zg −∆− x)‖ ∧ ασ,τ . (2.57)
Remarquons que dans l’inte´grale (2.57), nous pouvons remplacer le symbole ∂ par une de´rive´e
partielle par rapport a` la variable zτ(k). Dans la suite, nous poserons pour abre´ger
e =
g∑
l=1
l 6=τ(k)
zl −∆ ∈ Θ0, (2.58)
z = zτ(k) ∈ X, (2.59)
de sorte que Iσ,τ s’e´crit
Iσ,τ =
∫
Xg
log‖θ(e+ z − y)‖ · ∂z log‖θ(e+ z − x)‖ ∧ ασ,τ . (2.60)
Nous reconnaissons ici des quantite´s similaires a` celle qui intervient dans le membre de gauche de
(2.38). L’ensemble des (z1, . . . , zg) ∈ Xg tels que e ve´rifie les hypothe`ses de la proposition 52 est
un ouvert Zariski non vide de Xg. Nous pouvons sans danger remplacer (2.60) par l’inte´grale sur
cet ouvert, et appliquer la proposition en question a` l’inte´grand. Dans la suite, nous supposerons
donc toujours que e ve´rifie les hypothe`ses de la proposition 52. Nous noterons z′1(e), . . . , z′g−1(e)
les points de X, bien de´termine´s a` permutation pre`s, tels que
−e+∆ =
g−1∑
j=1
z′j(e). (2.61)
D’apre`s la formule (2.38), nous pouvons e´crire
log‖θ(e+ z − y)‖ = GX(z, y) +
g−1∑
j=1
GX(z, z′j(e)) +
g∑
l=1
l 6=τ(k)
GX(y, zl) + Ce (2.62)
et ∂z log‖θ(e+ z − x)‖ = ∂zGX(z, x) + ∂z
(g−1∑
j=1
GX(z, z′j(e))
)
. (2.63)
L’inte´grale Iσ,τ se de´veloppe alors comme une somme de 8 termes. Quatre d’entre eux dispa-
raissent graˆce a` la formule de Stokes :
∫
Xg
(
g∑
l=1
l 6=τ(k)
GX(y, zl) + Ce
)
· ∂z log‖θ(e+ z − x)‖ ∧ ασ,τ
=
∫
Xg
d
((
g∑
l=1
l 6=τ(k)
GX(y, zl) + Ce
)
· log‖θ(e+ z − x)‖ · ασ,τ
)
= 0,
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puisque la forme diffe´rentielle ασ,τ est “sature´e” en les variables zl, l 6= τ(k). D’autre part, pour
1 ≤ j1, j2 ≤ g − 1, la formule de Stokes montre que la quantite´∫
Xg
GX(z, z′j1(e)) · ∂zGX(z, z′j2(e)) ∧ ασ,τ
est antisyme´trique en j1 et j2. Donc∫
Xg
(g−1∑
j=1
GX(z, z′j(e))
)
· ∂z
(g−1∑
j=1
GX(z, z′j(e))
)
∧ ασ,τ = 0.
Il reste donc
Iσ,τ =
∫
Xg
GX(z, y) · ∂zGX(z, x) ∧ ασ,τ
+
∫
Xg
g−1∑
j=1
GX(z, z′j(e)) · ∂zGX(z, x) ∧ ασ,τ
+
∫
Xg
GX(z, y) · ∂z
(g−1∑
j=1
GX(z, z′j(e))
)
∧ ασ,τ . (2.64)
Posons
Rσ,τ (x, y) =
∫
Xg
GX(z, y) · ∂zGX(z, x) ∧ ασ,τ (x, y ∈ X) (2.65)
Φσ,τ (x) =
∫
Xg
g−1∑
j=1
GX(z, z′j(e)) · ∂zGX(z, x) ∧ ασ,τ (x ∈ X). (2.66)
D’apre`s la formule de Stokes, le troisie`me terme de la somme (2.64) est e´gal a` −Φσ,τ (y). Nous
avons donc
〈RJ(x− y), αk〉 = 1
g!
∑
σ∈Sg
∑
τ∈Sg
(
Rσ,τ (x, y) + Φσ,τ (x)− Φσ,τ (y)
)
. (2.67)
Maintenant, occupons-nous de l’inte´grale Rσ,τ . Puisque cette inte´grale est a` variables se´pare´es,
elle se calcule aise´ment graˆce au the´ore`me de Fubini. Nous pouvons l’e´crire comme un produit de
g inte´grales e´tendues a` X. Par orthogonalite´ des ωj , nous voyons imme´diatement que Rσ,τ = 0
lorsque σ 6= τ . Lorsque σ = τ , nous pouvons e´crire
Rσ,σ(x, y) =
(∫
z∈X
GX(z, y) · ∂zGX(z, x) ∧ ωk
)
· ig−1
g∏
j=1
j 6=k
∫
X
ωj ∧ ωj .
D’apre`s (1.20) et (1.21), et puisque i
∫
X ωj ∧ ωj = 1, nous obtenons finalement
Rσ,σ(x, y) = Rωk(x, y) (x, y ∈ X).
Il nous reste maintenant a` calculer Φσ,τ , ce qui est sensiblement plus technique. Par permutation
des variables dans l’inte´grale (2.66), nous voyons que Φσ,τ = Φσ0σ,σ0τ pour tout σ0 ∈ Sg. Cela
implique l’identite´
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1
g!
∑
σ∈Sg
∑
τ∈Sg
Φσ,τ =
1
(g − 1)!
∑
σ∈Sg
∑
τ∈Sg
τ(k)=g
Φσ,τ . (2.68)
Conside´rons le morphisme
ρ : Xg → Θ0 ×X (2.69)
(z1, . . . , zg) 7→ (e, z) =
(
g−1∑
l=1
zl −∆, zg
)
et le morphisme ρ′ de´fini par le diagramme commutatif
Xg
ρ //
ρ′ ##G
GG
GG
GG
GG
G Θ0 ×X
− id× id

(e, z)
_

Θ0 ×X (−e, z).
(2.70)
Ces deux morphismes sont finis, de degre´ (g−1)! . Notons pr1 : Θ0×X → Θ0 et pr2 : Θ0×X → X
les deux projections naturelles. Toute forme diffe´rentielle Ω sur J induit par restriction une forme
diffe´rentielle sur Θ0, que nous notons encore Ω.
Lemme 54. La forme diffe´rentielle νk sur Θ0 ×X de´finie par
νk = pr∗1
(
g∧
l=1
l 6=k
ωl ∧ ωl
)
∧ pr∗2 ωk −
g∑
j=1
j 6=k
pr∗1
(
ωk ∧ ωj ∧
g∧
l=1
l 6=j,k
ωl ∧ ωl
)
∧ pr∗2 ωj (2.71)
ve´rifie
ρ∗νk =
1
ig−1
∑
σ∈Sg
∑
τ∈Sg
τ(k)=g
ασ,τ . (2.72)
De´monstration. Pour toute forme diffe´rentielle ω ∈ Ω1,0(X) = Ω1,0(J), nous avons les formules
ρ∗ pr∗1 ω =
g−1∑
l=1
p∗l ω (2.73)
ρ∗ pr∗2 ω = p
∗
gω. (2.74)
Nous en de´duisons par exemple
ρ∗ pr∗1
(
g∧
l=1
l 6=k
ωl ∧ ωl
)
=
∑
σ
∑
τ
g∧
l=1
l 6=k
p∗σ(l)ωl ∧ p∗τ(l)ωl,
ou` σ et τ parcourent les applications injectives de {1, . . . , k̂, . . . , g} dans {1, . . . , g−1}, c’est-a`-dire
les permutations de Sg ve´rifiant σ(k) = τ(k) = g. Nous trouvons ainsi que l’image re´ciproque
par ρ du premier terme de (2.71) vaut
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1
ig−1
∑
σ∈Sg
σ(k)=g
∑
τ∈Sg
τ(k)=g
ασ,τ . (2.75)
En proce´dant de la meˆme manie`re, nous voyons que l’image re´ciproque par ρ du second terme
de (2.71) est
−
g∑
j=1
j 6=k
∑
σ∈Sg
σ(j)=g
∑
τ∈Sg
τ(k)=g
p∗σ(k)ωk ∧ p∗τ(j)ωj ∧
(
g∧
l=1
l 6=j,k
p∗σ(l)ωl ∧ p∗τ(l)ωl
)
∧ p∗gωj
=
g∑
j=1
j 6=k
∑
σ∈Sg
σ(j)=g
∑
τ∈Sg
τ(k)=g
p∗σ(j)ωj ∧ p∗τ(j)ωj ∧
(
g∧
l=1
l 6=j,k
p∗σ(l)ωl ∧ p∗τ(l)ωl
)
∧ p∗σ(k)ωk
=
1
ig−1
g∑
j=1
j 6=k
∑
σ∈Sg
σ(j)=g
∑
τ∈Sg
τ(k)=g
ασ,τ . (2.76)
En additionnant (2.75) et (2.76), nous trouvons (2.72).
Suite de la de´monstration du the´ore`me 6. D’apre`s l’identite´ (2.68), nous avons
1
g!
∑
σ∈Sg
∑
τ∈Sg
Φσ,τ (x) =
1
(g − 1)!
∫
Xg
g−1∑
j=1
GX(z, z′j(e)) · ∂zGX(z, x) ∧
∑
σ∈Sg
∑
τ∈Sg
τ(k)=g
ασ,τ .
Puisque dans cette dernie`re inte´grale (e, z) = ρ(z1, . . . , zg), nous pouvons utiliser le changement
de variables ρ et, graˆce au lemme 54, e´crire
1
g!
∑
σ∈Sg
∑
τ∈Sg
Φσ,τ (x) = ig−1
∫
(e,z)∈Θ0×X
g−1∑
j=1
GX(z, z′j(e)) · ∂zGX(z, x) ∧ νk.
Utilisons maintenant le changement de variables ρ′. Nous avons
(ρ′)∗νk = ρ∗ (− id× id)∗νk. (2.77)
Mais νk est combinaison line´aire de termes de la forme pr∗1Ω ∧ pr∗2 ω, avec Ω ∈ Ωg−1,g−1(J) et
ω ∈ Ω1,0(X), et nous avons (− id)∗Ω = Ω, puisque le degre´ de la forme diffe´rentielle Ω vaut
2g − 2. Par conse´quent (ρ′)∗νk = ρ∗νk. Enfin, en utilisant des notations e´videntes, nous avons
(z′1(−e), . . . , z′g−1(−e)) = (z1, . . . , zg−1),
ce qui permet d’e´crire
1
g!
∑
σ∈Sg
∑
τ∈Sg
Φσ,τ (x) =
ig−1
(g − 1)!
∫
Xg
g−1∑
l=1
GX(zg, zl) · ∂zgGX(zg, x) ∧
∑
σ∈Sg
∑
τ∈Sg
τ(k)=g
ασ,τ . (2.78)
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L’inte´grale (2.78) peut maintenant se simplifier graˆce au the´ore`me de Fubini, pourvu que nous
fassions attention a` l’ordre des termes. Posons
Ψ(l)σ,τ (x) =
∫
Xg
GX(zg, zl) · ∂zgGX(zg, x) ∧ ασ,τ (1 ≤ l ≤ g − 1). (2.79)
D’apre`s le the´ore`me de Fubini et la proprie´te´ d’orthogonalite´ des ωi, nous voyons que Ψ
(l)
σ,τ = 0 a`
moins que σ−1 et τ−1 co¨ıncident sur l’ensemble {1, . . . , l̂, . . . , g−1}. Pour τ fixe´, il y a exactement
deux e´le´ments σ qui ve´rifient cette condition, a` savoir σ = τ et σ = t ◦ τ , ou` t de´signe la
transposition e´changeant l et g. Posons j = τ−1(l). Lorsque σ = τ , nous avons
Ψ(l)τ,τ (x) =
∫
Xg
GX(zg, zl)∂zgGX(zg, x) ∧ (ωk)zg ∧
g∧
m=1
m6=k
p∗τ(l)(ωl ∧ ωl)
=
1
ig−2
∫
z∈X
Rωk(x, z) · ωj ∧ ωj . (2.80)
Lorsque σ = t ◦ τ , nous avons
Ψ(l)t◦τ,τ (x) =
∫
Xg
GX(zg, zl)∂zgGX(zg, x) ∧ (ωk)zl ∧ (ωj)zg ∧ (ωj)zl ∧
g∧
m=1
m6=j,k
p∗τ(m)(ωm ∧ ωm),
d’ou` nous de´duisons
Ψ(l)t◦τ,τ (x) =
1
ig−2
∫
z∈X
Rωj (z, x) · ωk ∧ ωj . (2.81)
En sommant (2.80) sur l et τ , nous obtenons (rappelons que j = τ−1(l))
g−1∑
l=1
∑
τ∈Sg
τ(k)=g
Ψ(l)τ,τ (x) =
1
ig−2
∑
τ∈Sg
τ(k)=g
g−1∑
l=1
∫
z∈X
Rωk(x, z) · ωτ−1(l) ∧ ωτ−1(l)
=
(g − 1)!
ig−2
g∑
j=1
j 6=k
∫
z∈X
Rωk(x, z) · ωj ∧ ωj .
Par de´finition de volX , nous avons
∑
j 6=k ωj ∧ ωj = −ig volX −ωk ∧ ωk. Au cours de la de´mons-
tration de la proposition 36, nous avons montre´ que∫
z∈X
Rω(x, z) · volX = 0 (ω ∈ Ω1,0(X), x ∈ X). (2.82)
Il en re´sulte finalement
g−1∑
l=1
∑
τ∈Sg
τ(k)=g
Ψ(l)τ,τ (x) = −
(g − 1)!
ig−2
∫
z∈X
Rωk(x, z) · ωk ∧ ωk. (2.83)
En sommant (2.81) sur l et τ , nous obtenons d’autre part
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g−1∑
l=1
∑
τ∈Sg
τ(k)=g
Ψ(l)t◦τ,τ (x) =
1
ig−2
∑
τ∈Sg
τ(k)=g
g−1∑
l=1
∫
z∈X
Rωτ−1(l)(z, x) · ωk ∧ ωτ−1(l)
= −(g − 1)!
ig−2
g∑
j=1
j 6=k
∫
z∈X
Rωj (x, z) · ωk ∧ ωj . (2.84)
En reportant (2.83) et (2.84) dans (2.78), il vient
1
g!
∑
σ∈Sg
∑
τ∈Sg
Φσ,τ (x) =
ig−1
(g − 1)!
g−1∑
l=1
∑
τ∈Sg
τ(k)=g
Ψ(l)τ,τ (x) + Ψ
(l)
t◦τ,τ (x)
= −i
g∑
j=1
∫
z∈X
Rωj (x, z) · ωk ∧ ωj
= Φωk(x).
En revenant a` (2.67), nous avons donc finalement
〈RJ(x− y), αk〉 = Rωk(x, y) + Φωk(x)− Φωk(y),
ce qui montre (2.52).
Remarque 55. Dans le cas ou` X = E est une courbe elliptique, l’identite´ (2.82) montre que
ΦE = 0. Par suite, la fonction RJ co¨ıncide avec le dilogarithme elliptique :
RJ(P −Q) = RE(P,Q) (P,Q ∈ E), (2.85)
en utilisant l’identification E ∼= J . L’identite´ (2.85) re´sulte e´galement assez directement de la
de´finition des fonctions RJ et RE .
Remarque 56. Les fonctions RJ et ΦX ci-dessus ne de´pendent d’aucun choix. Ne´anmoins, il n’est
pas clair que l’identite´ (2.3) de´termine les fonctions RJ et ΦX de manie`re unique : par exemple
(2.3) reste ve´rifie´e lorsque l’on ajoute une constante a` ΦX . Supposons d’abord que X = E est une
courbe elliptique. Donnons-nous des fonctions RJ et ΦE ve´rifiant (2.3). Cette dernie`re identite´
implique formellement
ΦE(x− y)− ΦE(0) = RJ(x− y − 0)−RE(x− y, 0)
= RJ(x− y)−RE(x, y)
= RE(x, y) + ΦE(x)− ΦE(y)−RE(x, y)
=
(
ΦE(x)− ΦE(0)
)− (ΦE(y)− ΦE(0)) (x, y ∈ E).
Donc ΦE−ΦE(0) est un homomorphisme de groupes. Puisque ΦE est continue, on a ΦE−ΦE(0) =
0, donc ΦE est constante. Par suite, la fonction RJ est donne´e par (2.85). Nous voyons donc
que (2.3) de´termine RJ de manie`re unique, et ΦE a` une constante pre`s. Supposons maintenant
que X est de genre 2. L’application (2.2) e´tant surjective, l’identite´ (2.3) entraˆıne formellement
l’imparite´ de RJ . Mais elle ne semble pas de´terminer RJ de manie`re unique. Dans ce cas, ainsi
que dans le cas ge´ne´ral, il serait inte´ressant de chercher a` caracte´riser les fonctions RJ et ΦX
par des proprie´te´s supple´mentaires.
62 Chapitre 2. Extension a` la jacobienne
Remarque 57. Il serait inte´ressant de de´finir l’analogue de la fonction RJ pour les fonctions Ga,b
de´finies par Goncharov [31, Def 9.1, p. 390]. La fonction RJ correspond au cas de la fonction
G1,2.
2.4 Proprie´te´s de la fonction RJ
Nous nous plac¸ons dans le meˆme cadre que les deux sections pre´ce´dentes.
Proposition 58. La fonction RJ est impaire, c’est-a`-dire
〈RJ(−x), α〉 = −〈RJ(x), α〉 (x ∈ J, α ∈ Ωg,g−1(J)). (2.86)
De´monstration. Cela re´sulte du calcul suivant :
〈RJ(−x), α〉 =
∫
u∈J
log‖θ(u)‖ · ∂u log‖θ(u+ x)‖ ∧ αu
=
∫
u∈J
log‖θ(−u)‖ · ∂u log‖θ(−u+ x)‖ ∧ (−1)∗αu
= −
∫
u∈J
log‖θ(u)‖ · ∂u log‖θ(u− x)‖ ∧ αu
= −〈RJ(x), α〉,
par parite´ de la fonction θ et d’apre`s (−1)∗α = −α. Noter qu’il est e´galement possible de
de´montrer (2.86) en utilisant la formule de Stokes et en faisant un calcul analogue a` (1.21).
Soit maintenant σ : X → X un automorphisme (holomorphe) deX. Il induit, par fonctorialite´
d’Albanese, un automorphisme σJ de J , de´fini par
σJ : J → J (2.87)[∑
i
ni · xi
] 7→ [∑
i
ni · σ(xi)
]
.
Proposition 59. Nous avons la formule
〈RJ(σJ(x)), α〉 = 〈RJ(x), σ∗Jα〉
(
x ∈ J, α ∈ Ωg,g−1(J)). (2.88)
De´monstration. Nous reprenons les notations de la section 2.2. Soit Θ0 ⊂ J l’hypersurface
induite par le lieu des ze´ros de la fonction θ. Fixant un point-base x0 ∈ X et utilisant (2.40),
nous voyons que
σJ(Θ0) + σJ(∆) =
{
σ(z1) + · · ·+ σ(zg−1)− (g − 1)σ(x0) | z1, . . . , zg−1 ∈ X
}
.
Puisque σ est une bijection de X, nous voyons que σJ(Θ0) co¨ıncide avec un translate´ de Θ0, et
il en va de meˆme de σ−1J (Θ0). Il existe donc a ∈ J tel que
H := σ−1J (Θ0) = Θ−a = Θ0 − a. (2.89)
Notons ta : x 7→ x+ a la translation par a dans J et conside´rons la fonction
φ = log‖θ ◦ σJ‖ − log‖θ ◦ ta‖ (2.90)
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de´finie et de classe C∞ sur J − H. En conside´rant une coordonne´e locale holomorphe λ pour
l’hypersurface H, nous voyons que log‖θ ◦ σJ‖ et log‖θ ◦ ta‖ s’e´crivent toutes deux localement
comme la somme de log|λ| et d’une fonction C∞. En conse´quence φ se prolonge en une fonction
de classe C∞ sur J . En appliquant le lemme 51, nous obtenons sur J −H
∂∂φ = −pi
g∑
j=1
σ∗J(ωj ∧ ωj)− t∗a(ωj ∧ ωj),
ou` nous rappelons que (ωj)1≤j≤g est une base de l’espace Ω1,0(X) identifie´ a` Ω1,0(J). Par inva-
riance par translation, nous avons t∗a(ωj ∧ ωj) = ωj ∧ ωj . D’autre part, le calcul
σ(x)− x0 =
(
σ(x)− σ(x0)
)
+
(
σ(x0)− x0
)
= σJ(x− x0) +
(
σ(x0)− x0
)
(x ∈ X)
montre que i◦σ = t◦σJ ◦ i, ou` t est une translation de J . Par conse´quent σ∗ i∗ = i∗ σ∗J t∗ = i∗ σ∗J
sur l’espace des formes diffe´rentielles holomorphes, ce qui permet d’e´crire σ∗Jωj = σ
∗ωj . Or, la
famille (σ∗ωj)1≤j≤g est encore une base orthonormale de Ω1,0(X). Par inde´pendance de la forme
volume (1.4) vis-a`-vis du choix de la base orthonormale, il vient
g∑
j=1
σ∗(ωj ∧ ωj) =
g∑
j=1
ωj ∧ ωj ,
et par suite ∂∂φ = 0 sur J . Donc φ = C est constante (re´elle) sur J .
Soit maintenant x ∈ J et α ∈ Ωg,g−1(J). Il vient
〈RJ
(
σJ(x)
)
, α〉 =
∫
u∈J
log‖θ(u)‖ · ∂u log‖θ(u− σJ(x))‖ ∧ αu
=
∫
u∈J
log‖θ ◦ σJ(u)‖ · ∂u log‖θ ◦ σJ(u− x)‖ ∧ (σ∗Jα)u
=
∫
u∈J
(
C + log‖θ ◦ ta(u)‖
) · ∂u log‖θ ◦ ta(u− x)‖ ∧ (σ∗Jα)u.
La constante C disparaˆıt graˆce a` la formule de Stokes. Le changement de variables ta dans
l’inte´grale permet alors d’obtenir la formule de´sire´e.
Remarque 60. Une question naturelle est de savoir si (2.88) reste vrai pour un automorphisme
σJ de J ne provenant pas ne´cessairement de X. En fait, la de´monstration de (2.88) n’utilise que
le fait qu’il existe a ∈ J tel que la fonction φ de´finie par (2.90) soit constante. On peut montrer
que cette hypothe`se e´quivaut au fait que σJ(Θ0) soit un translate´ de Θ0. Dans ce cas, σJ laisse
invariante la forme
∑g
j=1 ωj ∧ ωj . Cette hypothe`se me semble assez restrictive.
2.5 Rappels sur la cohomologie de Deligne
Soit A une varie´te´ abe´lienne de´finie sur Q, de dimension d ≥ 1. Conside´rons le re´gulateur de
Be˘ılinson
rA : K
(2)
2 (A)→ H2D(AR,R(2)), (2.91)
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tel qu’il est de´fini par exemple dans [65, p. 30] et [52, (5.4) et (7.1)]. Notre but est de calculer
explicitement (en un sens que nous allons bientoˆt pre´ciser) l’application re´gulateur (2.91). Nous
noterons AR (resp. AC) l’extension des scalaires de A a`R (resp.C). Nous noteronsQ(A) etC(A)
les corps des fonctions rationnelles respectifs de A et AC. Nous avons une inclusion naturelle
Q(A) ⊂ C(A). Le groupe de K-the´orie de Quillen K(2)2 (A) est de´crit par la suite exacte [52,
(7.4), p. 23]
0→ K(2)2 (A)
η∗−→ K2(Q(A))⊗Q ∂−→
⊕
V⊂A
Q(V )∗ ⊗Q, (2.92)
ou` la somme directe porte sur les hypersurfaces irre´ductibles V de A, Q(V ) de´signe le corps des
fonctions de V , et ∂ = (∂V )V⊂A est de´fini par
∂V : K2(Q(A))→ Q(V )∗ (2.93)
{F,G} 7→ (−1)ordV (F ) ordV (G)
(F ordV (G)
GordV (F )
)∣∣∣
V
.
Nous allons donner une formule explicite pour rA, dans le sens suivant : nous allons de´finir une
application explicite r̂A sur K2(Q(A))⊗Q, et montrer que la composition de cette application
avec l’application η∗ de (2.92) co¨ıncide avec le re´gulateur de Be˘ılinson rA.
Commenc¸ons par de´crire explicitement l’espace d’arrive´e H2D(AR,R(2)) de l’application
re´gulateur, en terme de la cohomologie singulie`re de A(C). Le lemme suivant se de´duit de
[65, (*), p. 9].
Lemme 61. Les groupes de cohomologie de Deligne H2D(AC,R(2)) et H
2
D(AR,R(2)) sont de´crits
par le diagramme commutatif
H2D(AC,R(2))
∼= // H1(A(C),R(1))
H2D(AR,R(2))
?
OO
∼= // H1(A(C),R(1))−
?
OO
(2.94)
ou` les lignes sont des isomorphismes. Dans ce diagramme, nous avons pose´ R(1) = 2piiR ⊂ C,
et (·)− de´signe le sous-espace des e´le´ments anti-invariants par le morphisme c∗ induit par la
conjugaison complexe c : A(C)→ A(C).
De´monstration. La suite exacte en bas de [65, p. 8] s’e´crit
0→ F 2H1DR(AC)→ H1(A(C),R(1))→ H2D(AC,R(2))→ 0, (2.95)
ou` H1DR(AC) de´signe la cohomologie de de Rham alge´brique de AC. Pour toute varie´te´ projective
lisse X de´finie sur C, la cohomologie de de Rham alge´brique de X et sa filtration sont donne´es
par
H iDR(X) ∼= H i(X(C),C) (0 ≤ i ≤ 2 dimCX), (2.96)
F p0H iDR(X) ∼=
⊕
p+q=i
p≥p0
Hp,q(X(C),C) (p0 ∈ Z). (2.97)
Il est donc clair que F 2H1DR(AC) = 0, ce qui montre le premier isomorphisme du diagramme
(2.94). D’apre`s [65, p. 8], le groupe de cohomologie de Deligne H2D(AR,R(2)) se de´finit comme
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le sous-espace de H2D(AC,R(2)) fixe´ par la “conjugaison de de Rham”. Cette conjugaison cor-
respond a` l’involution [ω] 7→ [c∗ω] = −[c∗ω] sur H1(A(C),R(1)). L’espace des invariants sous
cette involution est pre´cise´ment H1(A(C),R(1))−, d’ou` le second isomorphisme du diagramme
(2.94).
Introduisons maintenant une notation. L’espace des formes diffe´rentielles complexes inva-
riantes par translation de type (d, d − 1) sur A(C) sera note´ Ωd,d−1(A(C)). C’est un espace
vectoriel complexe de dimension d muni d’une involution anti-line´aire
σ : Ωd,d−1(A(C))→ Ωd,d−1(A(C)) (2.98)
α 7→ c∗α,
ou` c : A(C) → A(C) de´signe la conjugaison complexe. Nous noterons Ωd,d−1R (A(C)) le sous-
espace de Ωd,d−1(A(C)) fixe´ par σ (notation non standard). C’est un espace vectoriel re´el de
dimension d, et l’inclusion induit un isomorphisme canonique
Ωd,d−1R (A(C))⊗R C ∼= Ωd,d−1(A(C)). (2.99)
Lemme 62. Nous avons un isomorphisme
H1(A(C),R(1))→ HomC(Ωd,d−1(A(C)),C) (2.100)
[ω] 7→
(
α 7→
∫
A(C)
ω ∧ α
)
.
Via cet isomorphisme, le sous-espace H1(A(C),R(1))− s’identifie a`
HomR(Ω
d,d−1
R (A(C)),R(d)) ⊂ HomC(Ωd,d−1(A(C)),C), (2.101)
ou` la dernie`re inclusion est induite par l’isomorphisme (2.99).
De´monstration. Nous ve´rifions sans peine que l’application (2.100) est bien de´finie ; montrons
que c’est un isomorphisme. Les espaces de de´part et d’arrive´e ayant meˆme dimension re´elle 2d,
il est suffisant de montrer l’injectivite´. Soit [ω] ∈ H1(A(C),R(1)) un e´le´ment ve´rifiant∫
A(C)
ω ∧ α = 0 (α ∈ Ωd,d−1(A(C))). (2.102)
La de´composition de Hodge
H2d−1(A(C),C) = Ωd,d−1(A(C))⊕ Ωd,d−1(A(C)) (2.103)
et le fait que ω = −ω montrent que (2.102) reste valable pour tout α ∈ H2d−1(A(C),C). Graˆce
au the´ore`me de dualite´ de Poincare´ a` coefficients complexes, applique´ a` la varie´te´ compacte
A(C), nous en de´duisons ω = 0. L’application (2.100) est donc un isomorphisme.
Soit a` pre´sent ω une forme diffe´rentielle ferme´e sur A(C) avec [ω] ∈ H1(A(C),R(1))−. Soit
e´galement α ∈ Ωd,d−1R (A(C)). Nous avons
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∫
A(C)
ω ∧ α =
∫
A(C)
ω ∧ α = −
∫
A(C)
ω ∧ c∗α
= −(−1)d
∫
A(C)
c∗ω ∧ α = (−1)d
∫
A(C)
ω ∧ α, (2.104)
ce qui montre que (2.100) induit une application injective
H1(A(C),R(1))− → HomR(Ωd,d−1R (A(C)),R(d)). (2.105)
Puisque les deux espaces ci-dessus ont meˆme dimension re´elle d, cette application est un isomor-
phisme.
Nous de´duisons des lemmes 61 et 62 les identifications
H2D(AC,R(2))
∼= // HomC(Ωd,d−1(A(C)),C)
H2D(AR,R(2))
∼= //?

OO
HomR(Ω
d,d−1
R (A(C)),R(d))
?
OO
(2.106)
Nous allons les utiliser pour prolonger le re´gulateur de Be˘ılinson rA.
De´finition 63. Pour toutes fonctions rationnelles F,G ∈ C(A)∗, notons η(F,G) la forme
diffe´rentielle de´finie par
η(F,G) = log|F | · (∂ − ∂) log|G| − log|G| · (∂ − ∂) log|F |. (2.107)
Remarque 64. La de´finition de η(F,G) est directement issue de la formule pour le cup-produit
en cohomologie de Deligne [52, (7.3.2), p. 23]. La forme diffe´rentielle η(F,G) est un repre´sentant
privile´gie´ du cup-produit des classes des fonctions F et G.
La forme diffe´rentielle η(F,G) est de´finie sur l’ouvert U = A(C)−S, ou` S est la re´union des
hypersurfaces intervenant dans les diviseurs de F et G. Remarquons que
η(F,G) = −η(F,G). (2.108)
D’autre part, si c : U → U de´signe la conjugaison complexe, nous avons c∗F , c∗G ∈ C(A)∗ et
c∗η(F,G) = −η(c∗F , c∗G). (2.109)
Enfin, nous avons
dη(F,G) =
1
2
(
dlogF ∧ dlogG− dlogF ∧ dlogG) = pi1(dlogF ∧ dlogG), (2.110)
en posant pi1(ω) = 12(ω − ω) pour toute forme forme diffe´rentielle ω. Lorsque d = 1, la forme
diffe´rentielle η(F,G) est ferme´e ; lorsque d > 1, ce n’est pas le cas en ge´ne´ral.
De´finition 65. Soit r̂AC l’application de´finie par
r̂AC : K2(C(A))→ H2D(AC,R(2))
{F,G} 7→
(
α 7→
∫
A(C)
η(F,G) ∧ α
)
, (2.111)
ou` nous utilisons l’identification H2D(AC,R(2)) ∼= HomC(Ωd,d−1(A(C)),C) de (2.106).
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Montrons que l’application r̂AC est bien de´finie. Puisque les fonctions log|F | et log|G| sont
a` croissance logarithmique le long des supports des diviseurs de F et G, l’inte´grale (2.111)
de´finissant r̂A converge absolument. La forme diffe´rentielle η(F,G), et donc l’inte´grale (2.111),
sont clairement biline´aires en F,G ∈ C(A)∗. Pour justifier la de´finition 65, il reste a` montrer
que l’inte´grale (2.111) annule les relations de Steinberg. Soit F ∈ C(A) une fonction rationnelle,
avec F 6= 0, 1. Un petit calcul montre que
η(F, 1− F ) = i d(D ◦ F ), (2.112)
ou` D est la fonction de Bloch-Wigner. Il en de´coule
∫
A(C)
η(F, 1− F ) ∧ α = i
∫
A(C)
d
(
(D ◦ F ) α) = 0 (α ∈ Ωd,d−1(A(C))), (2.113)
d’apre`s la formule de Stokes, ce qui ache`ve de montrer que r̂AC est bien de´finie.
Notons la proprie´te´ suivante d’invariance par translation : pour toutes fonctions rationnelles
F,G ∈ C(A)∗ et tout a ∈ A(C), nous avons
r̂AC({t∗aF, t∗aG}) = r̂AC({F,G}). (2.114)
Proposition 66. L’application r̂AC de´finie en (2.111) induit une application
r̂A : K2(Q(A))→ H2D(AR,R(2)). (2.115)
De´monstration. Rappelons que l’inclusion naturelle Q(A) ⊂ C(A) induit un homomorphisme
K2(Q(A))→ K2(C(A)). Conside´rons des fonctions rationnelles F,G ∈ Q(A)∗. Puisque c∗F = F
et c∗G = G, nous avons d’apre`s (2.108) et (2.109) l’identite´ c∗η(F,G) = η(F,G). Un calcul
similaire a` (2.104) montre que∫
A(C)
η(F,G) ∧ α ∈ R(d) (α ∈ Ωd,d−1R (A(C))). (2.116)
L’e´le´ment r̂A({F,G}) appartient donc bien a` H2D(AR,R(2)).
Si nous tensorisons l’application r̂A en (2.115) par Q, nous obtenons l’application suivante,
que nous notons encore r̂A :
r̂A : K2(Q(A))⊗Q→ H2D(AR,R(2)). (2.117)
Proposition 67. Le re´gulateur de Be˘ılinson rA de (2.91) s’obtient comme la compose´e
K
(2)
2 (A)
η∗−→ K2(Q(A))⊗Q brA−→ H2D(AR,R(2)). (2.118)
De´monstration. Soit γ ∈ K(2)2 (A). En utilisant l’identification (2.94), e´crivons rA(γ) = [ω], ou` ω
est une 1-forme diffe´rentielle ferme´e sur A(C) (nous pouvons supposer que ω est invariante par
translation). Nous avons donc
rA(γ) =
(
α 7→
∫
A(C)
ω ∧ α
)
(2.119)
en utilisant l’identification (2.106).
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D’autre part, e´crivons η∗γ = 1N
∑
i{Fi, Gi} avec Fi, Gi ∈ Q(A)∗ et N ≥ 1. Soit U l’ouvert
comple´mentaire dans A de la re´union des supports des fonctions Fi et Gi. Notons j : U ↪→ A
l’inclusion. Nous avons un diagramme commutatif
H2D(AR,R(2))
j∗ // H2D(UR,R(2))
K
(2)
2 (A)
rA
OO
j∗ //
η∗
44K
(2)
2 (U)
rU
OO
η∗U // K2(Q(A))⊗Q,
(2.120)
ou` rU de´signe le re´gulateur de Be˘ılinson associe´ a` U , tel qu’il est de´fini dans [52, (7.1), p. 21]
par exemple. La commutativite´ du carre´ du diagramme (2.120) exprime la compatibilite´ du
re´gulateur aux images re´ciproques [30, Section 2]. Graˆce au cup-produit en cohomologie moti-
vique, nous pouvons former l’e´le´ment γU = 1N
∑
i{Fi, Gi} ∈ K(2)2 (U). Il ve´rifie η∗UγU = η∗γ. Or,
l’application η∗U est injective, pour la meˆme raison qu’en (2.5). Nous avons donc γU = j
∗γ. Par
commutativite´ du diagramme, il vient alors j∗rA(γ) = rU (γU ).
Nous avons maintenant besoin d’une description du groupe de cohomologie de Deligne
H2D(UR,R(2)) similaire a` (2.94). Notons C∞(U(C),R(1))− l’espace des fonctions φ de classe
C∞ sur A(C), a` valeurs dans R(1), et satisfaisant φ ◦ c = −φ, ou` c : U(C) → U(C) de´signe
la conjugaison complexe. Notons encore A1(U(C))− l’espace des 1-formes diffe´rentielles re´elles
ν sur U(C) ve´rifiant c∗ν = −ν. Notons enfin Ω2log(U(C)) l’espace des 2-formes diffe´rentielles
complexes ferme´es sur U(C) qui sont a` croissance logarithmique le long de A(C) − U(C) [21].
L’identification suivante se trouve dans [52, (7.3.1)].
H2D(UR,R(2))
∼=−→
{
ν ∈ A1(U(C))− ⊗R R(1)| dν ∈ pi1
(
Ω2log(U(C))
)}
d
(C∞(U(C),R(1))−) , (2.121)
Puisque le re´gulateur de Be˘ılinson est compatible aux cup-produits [52, p. 23], et d’apre`s la
formule du cup-produit en cohomologie de Deligne [52, (7.3.2), p. 23], nous avons
rU (γU ) =
1
N
∑
i
[η(Fi, Gi)]. (2.122)
Nous avons montre´ j∗[ω] = rU (γU ). L’application j∗ : H2D(AR,R(2))→ H2D(UR,R(2)) du haut
du diagramme (2.120) est donne´e, via les identifications (2.94) et (2.121), par la restriction des
formes diffe´rentielles. Il existe donc une fonction φ ∈ C∞(U(C))− ⊗RR(1) telle que nous ayons
ω|U(C) =
1
N
∑
i
η(Fi, Gi) + dφ. (2.123)
En particulier, la forme diffe´rentielle
∑
i η(Fi, Gi) est ferme´e sur U(C). La fonction φ s’e´crit
partout localement comme une primitive de la forme diffe´rentielle ferme´e ω − 1N
∑
i η(Fi, Gi),
qui est a` croissance logarithmique le long de A(C) − U(C). Il en re´sulte que φ croˆıt au plus
logarithmiquement le long de A(C)−U(C). Un calcul utilisant la formule de Stokes donne, pour
toute forme diffe´rentielle α ∈ Ωd,d−1R (A(C)),
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∫
A(C)
ω ∧ α = 1
N
∑
i
∫
U(C)
η(Fi, Gi) ∧ α+
∫
U(C)
dφ ∧ α
=
1
N
∑
i
r̂A
({Fi, Gi})(α) + ∫
U(C)
d(φα)
= r̂A(η∗γ)(α).
En conse´quence rA(γ) = r̂A(η∗γ).
Question. Soit U un ouvert Zariski non vide de A et jU : U ↪→ A l’inclusion. Conside´rons le
morphisme
j∗U : H
2
D(AR,R(2))→ H2D(UR,R(2)).
Est-il possible de construire un projecteur
pU : H2D(UR,R(2))→ H2D(AR,R(2)), (2.124)
c’est-a`-dire un morphisme “naturel” ve´rifiant pU ◦ j∗U = id ? L’application r̂A de´finie en (2.115)
pourrait alors, de manie`re plus conceptuelle, eˆtre de´finie par la formule
r̂A = lim−→
U⊂A
pU ◦ rU , (2.125)
ou` la limite inductive porterait sur les ouverts Zariski non vides U de A.
2.6 Calcul du re´gulateur de Be˘ılinson
Nous retournons maintenant au cadre pre´sente´ au de´but de la section 2.1 (p. 44), et calculons
le re´gulateur de Be˘ılinson de l’e´le´ment γ construit dans la proposition 44. Graˆce a` l’identification
(2.106), le re´gulateur de Be˘ılinson s’e´crit
rJ : K
(2)
2 (J)→ HomC(Ωg,g−1(J(C)),C). (2.126)
The´ore`me 68. Soient l, m ∈ IX des diviseurs et M ⊂ Jtors un sous-groupe fini, de´fini sur Q,
contenant les supports de l et m. Notons γ ∈ K(2)2 (J) l’e´le´ment associe´ a` l, m et M , obtenu
dans la proposition 44. Nous avons
rJ(γ) = 2
∑
x∈(l)
∑
y∈(m)
ordx(l) ordy(m)RJ(x− y), (2.127)
ou` nous notons x− y ∈ Jtors la classe du diviseur [x]− [y].
De´monstration. Graˆce aux propositions 66 et 67, ainsi qu’a` l’invariance par translation (2.114),
le re´gulateur de Be˘ılinson de γ est donne´ par
rJ(γ) =
(
α ∈ Ωg,g−1(J(C)) 7→
∫
J(C)
η(F,G) ∧ α
)
. (2.128)
Nous allons maintenant exprimer η(F,G) en termes de le fonction log‖θ‖. Reprenons les notations
de la section 2.3. Le lieu des ze´ros de ‖θ‖ est note´ Θ0, et il existe ∆ ∈ J(C) tel que Θ0 +∆ soit
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le diviseur theˆta donne´ par (2.8). Soit S la re´union des hypersurfaces Θx, x ∈ (l). Conside´rons
la fonction φF , de classe C∞ sur J(C)− S, de´finie par
φF (u) = log|F (u)| −
∑
x∈(l)
ordx(l) · log‖θ(u−∆− x)‖ (u ∈ J(C)− S). (2.129)
Puisque la fonction log‖θ‖ est a` singularite´ logarithmique le long de Θ0, la fonction φF s’e´tend
en une fonction de classe C∞ sur J(C). De plus, le lemme 51 entraˆıne l’identite´ suivante sur
J(C)− S
∂∂φF = pi
∑
x∈(l)
ordx(l)
g∑
j=1
ωj ∧ ωj = 0, (2.130)
puisque le diviseur l est de degre´ 0. Donc φF est constante sur J(C) : il existe une constante CF
telle que
log|F (u)| = CF +
∑
x∈(l)
ordx(l) · log‖θ(u−∆− x)‖ (u /∈ S). (2.131)
De meˆme, il existe une constante CG telle que
log|G(u)| = CG +
∑
y∈(m)
ordy(m) · log‖θ(u−∆− y)‖
(
u /∈ Θy, y ∈ (m)
)
. (2.132)
Soit α ∈ Ωg,g−1(J(C)). Nous avons
η(F,G) ∧ α = (− log|F | · ∂ log|G|+ log|G| · ∂ log|F |) ∧ α
= − log|F | · d(log|G| · α)+ log|G| · d(log|F | · α)
= −2 log|F | · d(log|G| · α)+ d(log|F | · log|G| · α),
d’ou` nous de´duisons ∫
J(C)
η(F,G) ∧ α = −2
∫
J(C)
log|F | · ∂ log|G| ∧ α.
Remplac¸ons log|F | et log|G| par leurs expressions (2.131) et (2.132). D’apre`s la formule de Stokes∫
J(C) ∂ log|G| ∧ α = 0, et il vient∫
J(C)
η(F,G) ∧ α = −2
∑
x∈(l)
∑
y∈(m)
ordx(l) ordy(m)·∫
u∈J(C)
log‖θ(u−∆− x)‖ · ∂u log‖θ(u−∆− y)‖ ∧ αu.
En effectuant le changement de variables u′ = u−∆− x dans l’inte´grale, il vient facilement
∫
J(C)
η(F,G) ∧ α = −2
∑
x∈(l)
∑
y∈(m)
ordx(l) ordy(m)RJ(y − x)
= 2
∑
x∈(l)
∑
y∈(m)
ordx(l) ordy(m)RJ(x− y)
d’apre`s la proposition 58. Le re´sultat de´coule alors de (2.128).
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Conclusion. La fonction RJ calcule donc le re´gulateur de Be˘ılinson de certains e´le´ments du
groupe de cohomologie motivique K(2)2 (J) = H
2
M(J,Q(2)), ce qui justifie son introduction.
Les conjectures de Be˘ılinson pre´disent que la valeur spe´ciale L(J, 2) s’exprime a` l’aide de ce
re´gulateur. Le the´ore`me 113 donne un exemple explicite de lien entre L(J, 2) et RJ , pour J =
J1(13).
Remarque 69. Nous pouvons maintenant donner un argument heuristique permettant de mieux
comprendre la fonction RJ . Cette dernie`re est de´finie graˆce a` une inte´grale qui n’est autre qu’une
moyenne sur le groupe compact J(C). Cette moyenne est un analogue continu de la moyenne
discre`te (2.11) qui a permis de construire des e´le´ments dans la cohomologie motivique de J . Il
est utile de penser a` ces ope´rations de moyenne comme a` des projections, respectivement vers
H2D(JR,R(2)) et K
(2)
2 (J).
2.7 Questions et perspectives
Plac¸ons-nous dans le cadre de la section 2.1. La formulation des conjectures de Be˘ılinson pour
la valeur spe´ciale L(J, 2) ne´cessite l’introduction d’un sous-espace entier K(2)2 (J)Z ⊂ K(2)2 (J),
de´fini a` l’aide d’un mode`le entier convenable de J , cf. [52]. Admettant l’existence d’un tel sous-
espace, a` quelle(s) condition(s) les e´le´ments construits dans la proposition 44 sont-ils entiers ?
Il serait inte´ressant de ge´ne´raliser la construction (2.11) au cas d’une varie´te´ abe´lienne quel-
conque. Soit A une varie´te´ abe´lienne de dimension d ≥ 1, de´finie sur Q, et N ≥ 1 un entier.
Notons A[N ] le groupe des points de N -torsion de A(Q). Conside´rons le morphisme (abstrait)
pN =
1
N2d
∑
a∈A[N ]
t∗a, (2.133)
En faisant agir pN sur les groupes K
(2)
2 (A) et K2(Q(A)) ⊗ Q, nous obtenons un diagramme
commutatif
0 // K(2)2 (A)
η∗ //
p′N

K2(Q(A))⊗Q
p′′N

0 // K(2)2 (A)
η∗ // K2(Q(A))⊗Q.
(2.134)
La conjecture 47 entraˆıne que p′N est l’identite´. En revanche, l’application p
′′
N n’est pas injective,
comme le montrent des conside´rations de symbole mode´re´. Il semble donc inte´ressant de trouver
des combinaisons line´aires de symboles de Milnor
γ =
∑
i
{Fi, Gi}
(
Fi, Gi ∈ Q(A)∗
)
, (2.135)
telles que p′′N (γ) appartienne a` l’image de η
∗. Nous avons vu dans la section 2.1 que de tels
symboles existent dans le cas d’une jacobienne3. En ge´ne´ral, nous n’avons pas re´ussi a` construire
de tels symboles, qui seraient l’analogue des symboles d’Eisenstein dans le cas elliptique. Enfin,
il serait tre`s inte´ressant d’utiliser le morphisme pN pour e´tudier d’autres groupes de cohomologie
motivique associe´s a` A. Cela ne´cessiterait d’e´crire des suites exactes de localisation en K-the´orie
alge´brique et de de´montrer des lois de re´ciprocite´ pour les homomorphismes de bord associe´s.
3Il faut e´galement supposer que la courbe posse`de suffisamment de points de torsion.
72 Chapitre 2. Extension a` la jacobienne
Il est tentant de relier la fonction RJ au polylogarithme abe´lien associe´ a` J . L’existence et
la formulation d’un tel lien ne sont cependant pas claires. Be˘ılinson et Levin [7] ont de´fini les
faisceaux logarithme et polylogarithme dans le cas d’une courbe elliptique. Wildeshaus [77] a
e´tendu ces de´finitions au cas d’une varie´te´ abe´lienne ; en particulier, le polylogarithme abe´lien
est de´fini comme extension de faisceaux. D’autre part, Levin [43] a de´fini des “courants poly-
logarithmiques” sur les varie´te´s abe´liennes complexes polarise´es. Le lien entre les approches de
Wildeshaus et Levin est e´tudie´ dans la the`se de D. Blottie`re [14]. Enfin, Kings [38] a construit
des e´le´ments dans la cohomologie motivique des sche´mas abe´liens, dont les re´alisations e´tale et
de Hodge sont les e´le´ments de´finis par Wildeshaus. Il est a` noter que le polylogarithme abe´lien
vit dans un groupe d’extensions Ext2g−1, avec g = dim J [38, 3.1]. Le the´ore`me 68 indique quant
a` lui que la fonction RJ calcule la re´alisation de certains e´le´ments de H2M(J,Q(2)). Or, le groupe
de cohomologie de Deligne H2D(JC,R(2)) s’interpre`te comme un groupe d’extensions Ext
1 dans
la cate´gorie MHR des R-structures de Hodge mixtes [52, (3.4.1) et (7.1)], groupe de nature a
priori diffe´rente de Ext2g−1 pour g > 1 4. Pour e´tablir un lien e´ventuel entre la fonction RJ et le
polylogarithme abe´lien, une possibilite´ serait de mettre en lumie`re un the´ore`me de dualite´ entre
les groupes d’extensions mentionne´s ci-dessus. Un autre point de de´part serait de chercher les
proprie´te´s diffe´rentielles de la fonction RJ .
4Notons e´galement que pour g > 1, nous avons Ext2g−1 = 0 dans MHR [52, (2.4)].
Chapitre 3
Calculs explicites dans le cas
modulaire
3.1 Formulaire pour les se´ries d’Eisenstein
Dans cette section, nous suivons de pre`s l’exposition remarquable de Siegel [69, pp. 1–73].
Le lecteur pourra y trouver les de´monstrations que nous avons omises.
Soit N un entier ≥ 1. Le groupe SL2(Z) et les sous-groupes
Γ0(N) =
{(
a b
c d
)
∈ SL2(Z) | c ≡ 0 (mod N)
}
et (3.1)
Γ1(N) =
{(
a b
c d
)
∈ SL2(Z) | c ≡ 0 (mod N), a ≡ d ≡ 1 (mod N)
}
, (3.2)
ope`rent sur le demi-plan de Poincare´ H = {z ∈ C | =(z) > 0} par homographies :(
a b
c d
)
· z = az + b
cz + d
((
a b
c d
)
∈ SL2(Z), z ∈ H
)
. (3.3)
Nous allons de´finir, au moyen de se´ries d’Eisenstein, des fonctions analytiques-re´elles sur H,
invariantes sous l’action de Γ1(N) ou d’un sous-groupe conjugue´ dans SL2(Z). Pour tout z ∈ H,
nous noterons y = =(z). Pour (u, v) ∈ ( ZNZ)2, de´finissons
E(u,v)(z, s) =
∑′
m≡u (N)
n≡v (N)
ys
|mz + n|2s (z ∈ H, <(s) > 1), (3.4)
ou` le symbole
∑′
indique que la somme est e´tendue aux (m,n) ∈ Z2, (m,n) 6= (0, 0). Nous allons
aussi de´finir certaines combinaisons line´aires des se´ries E(u,v). Pour (a, b) ∈ ( ZNZ)2, de´finissons
ζa,b(z, s) =
∑′
(m,n)∈Z2
e
2pii
N
(ma+nb) · ys
|mz + n|2s (z ∈ H, <(s) > 1). (3.5)
Les fonctions ζa,b(z, s) sont un cas tre`s particulier de fonctions zeˆta d’Epstein. Remarquons
l’identite´
ζa,b(z, s) =
∑
(u,v)∈( Z
NZ
)2
e
2pii
N
(au+bv)E(u,v)(z, s), (3.6)
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ainsi que la formule de transforme´e de Fourier inverse
E(u,v)(z, s) =
1
N2
∑
(a,b)∈( Z
NZ
)2
e−
2pii
N
(au+bv)ζa,b(z, s). (3.7)
Pour (a, b) ∈ ( ZNZ)2 et z ∈ H fixe´, la fonction s 7→ ζa,b(z, s) admet un prolongement me´romorphe
au plan complexe [69, Thm 3, p. 69]. Lorsque (a, b) = (0, 0), le prolongement a un unique poˆle en
s = 1, ce poˆle est simple et son re´sidu (inde´pendant de z !) est e´gal a` pi. Lorsque (a, b) 6= (0, 0),
le prolongement est holomorphe sur C. Nous de´finissons pour z ∈ H
ζ∗a,b(z) =
{
lims→1
(
ζa,b(z, s)− pis−1
)
si (a, b) = (0, 0),
ζa,b(z, 1) si (a, b) 6= (0, 0).
(3.8)
Nous de´duisons des affirmations pre´ce´dentes le prolongement me´romorphe des fonctions s 7→
E(u,v)(z, s) au plan complexe, avec un unique poˆle en s = 1, simple et de re´sidu e´gal a` piN2 . En
accord avec la notation (3.8), nous de´finissons
E∗x(z) = lim
s→1
(
Ex(z, s)− pi
N2(s− 1)
) (
x ∈ (Z/NZ)2, z ∈ H). (3.9)
Passons maintenant aux deux formules-limite de Kronecker. Ces formules donnent une expression
de ζ∗0,0(z) (resp. ζ∗a,b(z) avec (a, b) 6= (0, 0)). La premie`re formule-limite de Kronecker [69, Thm
1, p. 17] s’e´crit
ζ∗0,0(z) = 2pi
(
γ − log 2− log√y − 2 log|η(z)|) (z ∈ H), (3.10)
ou` γ de´signe la constante d’Euler et
η(z) = e
piiz
12
∞∏
n=1
(1− e2piinz) (z ∈ H). (3.11)
La deuxie`me formule-limite de Kronecker [69, Thm 2, p. 40] s’e´crit de la fac¸on suivante. Soit
(a, b) ∈ ( ZNZ)2 avec (a, b) 6= (0, 0). Choisissons un couple de repre´sentants (a˜, b˜) de (a, b) dans
Z2. Alors
ζ∗a,b(z) =
2pi2b˜2
N2
y − 2pi log
∣∣∣∣ϑ( a˜− b˜zN , z
)∣∣∣∣, (3.12)
ou` nous avons pose´, pour w ∈ C et z ∈ H :
ϑ(w, z) = e
piiz
6 (epiiw − e−piiw)
∞∏
n=1
(1− e2pii(w+nz))(1− e−2pii(w−nz)). (3.13)
Les se´ries Ex ve´rifient la proprie´te´ de modularite´ suivante
Ex(gz, s) = Exg(z, s)
(
x ∈ (Z/NZ)2, g ∈ SL2(Z), z ∈ H, <(s) > 1
)
, (3.14)
ou` xg ∈ ( ZNZ)2 de´signe le produit du vecteur ligne x par la matrice g. Nous en de´duisons
E∗x(gz) = E
∗
xg(z)
(
x ∈ (Z/NZ)2, g ∈ SL2(Z), z ∈ H). (3.15)
En particulier, pour tout x ∈ ( ZNZ)2, la fonction z 7→ E∗x(z) est invariante par la transformation
z 7→ z+N , et admet donc un de´veloppement de Fourier (non holomorphe) en la variable e 2piizN . Il
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en va donc de meˆme des fonctions ζ∗a,b, dont le de´veloppement de Fourier se de´duit des formules-
limite de Kronecker. Posons q = e2piiz et q
1
N = e
2piiz
N pour z ∈ H. Pour tout entier r ≥ 1, notons
σ(r) la somme des diviseurs positifs de r. Nous avons alors
ζ∗0,0(z) =
pi2y
3
− pi log y + 2pi
(
γ − log 2 +
∞∑
r=1
σ(r)
r
(qr + qr)
)
. (3.16)
E´crivons ensuite le de´veloppement de Fourier de ζ∗a,0, avec a ∈ ZNZ , a 6= 0. Notons ζN = e
2pii
N .
Nous avons alors
ζ∗a,0(z) =
pi2y
3
− 2pi log|1− ζaN |+ pi
∞∑
r=1
(∑
k | r
ζkaN + ζ
−ka
N
k
)
(qr + qr). (3.17)
E´crivons enfin le de´veloppement de Fourier de ζ∗a,b, avec a ∈ ZNZ et b ∈ ZNZ , b 6= 0. Notons
B2(X) = X2−X+ 16 le deuxie`me polynoˆme de Bernoulli, et de´finissons une fonction 1-pe´riodique
B2 sur R par
B2(x) = B2(x− bxc) (x ∈ R), (3.18)
ou` bxc de´signe le plus grand entier ≤ x. Alors la quantite´ B2( b˜N ) ne de´pend pas du repre´sentant
b˜ de b dans Z, et nous avons
ζ∗a,b(z) = 2pi
2B2
( b˜
N
)
y + pi
∞∑
r=1
αr · q rN + αr · q rN , (3.19)
ou` les coefficients αr sont donne´s par la formule
αr =
∑
k | r
r
k
≡b (N)
ζ−kaN
k
+
∑
k | r
r
k
≡−b (N)
ζkaN
k
(r ≥ 1). (3.20)
Notons EN ⊂ ( ZNZ)2 l’ensemble des e´le´ments d’ordre N du groupe additif ( ZNZ)2. Nous avons
une bijection
Γ1(N)\SL2(Z)
∼=−→ EN (3.21)[(
a b
c d
)]
7→ (c, d) mod N.
Pour tout x ∈ EN , notons gx ∈ SL2(Z) un repre´sentant de l’image re´ciproque de x par la
bijection (3.21). Il est alors facile de voir que la fonction E∗x, de´finie sur H, est invariante
sous l’action du groupe g−1x Γ1(N)gx. Lorsque x = (u, v) 6∈ EN , notons d = (u, v,N) > 1 et
x′ = (ud ,
v
d) ∈ (Z/Nd Z)2. Alors x′ ∈ ENd et E
∗
x = d
−2E∗x′ . En particulier, la fonction E
∗
x sur H
est invariante sous l’action d’un sous-groupe conjugue´ de Γ1(Nd ) dans SL2(Z) ; elle est a fortiori
invariante sous l’action d’un sous-groupe conjugue´ de Γ1(N).
Le comportement des se´ries d’Eisenstein E∗x vis-a`-vis de la conjugaison complexe est le sui-
vant. Notons c : z 7→ −z la conjugaison complexe sur H. Pour tout x = (u, v) ∈ ( ZNZ)2, notons
xc = (−u, v). Nous avons alors
E∗x
(
c(z)
)
= E∗xc(z)
(
x ∈ (Z/NZ)2, z ∈ H). (3.22)
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De´finition 70. Pour toute fonction f : ZNZ → C, nous de´finissons les se´ries d’Eisenstein Ef et
E∗f par
Ef (z, s) =
∑
v∈ Z
NZ
f(v) E(0,v)(z, s) (3.23)
E∗f (z) =
∑
v∈ Z
NZ
f(v) E∗(0,v)(z). (3.24)
Remarquons que les notations Ef et E∗f sont en accord avec le proce´de´ (3.9). L’application
f 7→ E∗f est C-line´aire. Remarquons que (3.22) entraˆıne
E∗f
(
c(z)
)
= E∗f (z) (z ∈ H). (3.25)
La transforme´e de Fourier f̂ : ZNZ → C de f est de´finie par
f̂(b) =
∑
v∈ Z
NZ
f(v) · e− 2piibvN (b ∈ Z
NZ
). (3.26)
Rappelons que f et f̂ induisent des fonctions N -pe´riodiques de Z dans C. Le de´veloppement de
Fourier de E∗f se calcule aise´ment a` l’aide des formules (3.16), (3.17) et (3.19).
Proposition 71. Soit f : ZNZ → C une fonction de somme nulle. La se´rie d’Eisenstein E∗f
admet le de´veloppement de Fourier
E∗f (z) =
(∑′
n∈Z
f(n)
n2
)
y +
pi
N2
∞∑
r=1
1
r
(∑
k | r
k
(
f̂(k) + f̂(−k)))(qr + qr). (3.27)
De´monstration. Puisque f est de somme nulle, nous avons f̂(0) = 0. Soit z ∈ H. Nous avons
E∗f (z) =
∑
v∈ Z
NZ
f(v) E∗(0,v)(z)
=
∑
v∈ Z
NZ
f(v)
1
N2
∑
(a,b)∈( Z
NZ
)2
e−
2piibv
N ζ∗a,b(z)
=
1
N2
∑
b∈ Z
NZ
f̂(b)
( ∑
a∈ Z
NZ
ζ∗a,b(z)
)
.
Nous de´duisons de (3.19) que pour b ∈ ZNZ , b 6= 0, nous avons∑
a∈ Z
NZ
ζ∗a,b(z) = 2pi
2NB2(
b˜
N
) · y + pi
∞∑
r=1
1
r
( ∑
k | r
k≡b (N)
k +
∑
k | r
k≡−b (N)
k
)
(qr + qr).
Il en re´sulte
E∗f (z) =
2pi2
N
( ∑
b∈ Z
NZ
f̂(b)B2(
b˜
N
)
)
· y + pi
N2
∞∑
r=1
1
r
(∑
k | r
k(f̂(k) + f̂(−k))
)
(qr + qr).
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La fonction B2 est donne´e par la se´rie de Fourier suivante, qui converge normalement sur R [18,
(1.56), p. 14]
B2(x) =
1
2pi2
∑
n∈Z
n6=0
e2piinx
n2
(x ∈ R).
Nous en de´duisons aise´ment
∑
b∈ Z
NZ
f̂(b)B2(
b˜
N
) =
N
pi2
∑′
n∈Z
f(n)
n2
,
ce qui ache`ve de montrer (3.27).
Il est amusant de constater que le de´veloppement de Fourier de E∗f fait intervenir naturel-
lement la transforme´e de Fourier de f . Typiquement, nous utiliserons la se´rie d’Eisenstein E∗f
dans le cas ou` f est un caracte`re de Dirichlet modulo N , ou la transforme´e de Fourier d’un tel
caracte`re.
3.2 Calcul d’une inte´grale par la me´thode de Rankin-Selberg
Soit N un entier ≥ 1. Notons S2(Γ1(N)) l’espace des formes paraboliques de poids 2 pour
le groupe Γ1(N). Il s’identifie canoniquement a` l’espace des formes diffe´rentielles holomorphes
sur X1(N)(C), au moyen de l’application f 7→ ωf := 2piif(z)dz. Cette section a pour but de
calculer l’inte´grale ∫
X1(N)(C)
E∗χ · ωf ∧ ∂E∗bχ′ , (3.28)
ou` f est une forme primitive de poids 2 pour Γ1(N), et χ (resp. χ′) est un caracte`re de Dirichlet
pair modulo N (resp. modulo un diviseurM de N). D’apre`s la section pre´ce´dente, les se´ries d’Ei-
senstein E∗χ et E∗bχ′ sont des fonctions sur H respectivement invariantes sous l’action de Γ1(N)
et Γ1(M), et donnent donc lieu a` des fonctions sur Y1(N)(C). Nous obtenons une expression
exacte pour (3.28) en termes de valeurs spe´ciales de la fonction L de f (e´ventuellement tordue).
Signalons que Scholl [66, Thm 4.6.3] a e´galement obtenu une formule exacte pour une inte´grale
analogue, en utilisant le langage ade´lique. Je n’ai pas encore pu comparer les deux re´sultats.
La fonction L (ou se´rie L) d’une forme parabolique f(z) =
∑
n≥1 ane
2piinz, z ∈ H est de´finie
comme la se´rie de Dirichlet
L(f, s) =
∞∑
n=1
an
ns
(
<(s) > 3
2
)
. (3.29)
Elle admet un prolongement holomorphe au plan complexe. La fonction L de f tordue par un
caracte`re de Dirichlet χ arbitraire
L(f, χ, s) =
∞∑
n=1
anχ(n)
ns
(
<(s) > 3
2
)
(3.30)
posse`de la meˆme proprie´te´.
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The´ore`me 72. Sous les hypothe`ses pre´ce´dentes, notons ψ le caracte`re de f et χ′N le caracte`re
modulo N induit par χ′. Nous avons∫
X1(N)(C)
E∗χ · ωf ∧ ∂E∗bχ′ =
{
−ipiϕ(N)M · L(f, 2)L(f, χ′, 1) si ψ = χχ′N ,
0 sinon.
(3.31)
Il est inte´ressant de reformuler le the´ore`me pre´ce´dent en utilisant l’alge`bre de Hecke et
la forme modulaire universelle. Cette de´marche m’a conduit a` une formule plus agre´able et
naturelle. Rappelons que l’alge`bre de Hecke T ⊂ EndC S2(Γ1(N)) est le sous-anneau engendre´
par tous les ope´rateurs de Hecke Tn, n ≥ 1 et les ope´rateurs diamants 〈d〉, d ∈ ( ZNZ)∗. Nous
avons un isomorphisme canonique [47, Lemma 9]
T⊗C ∼=−→ HomC(S2(Γ1(N)),C)
T 7→ (f 7→ a1(Tf)), (3.32)
ou` a1(·) de´signe le premier coefficient de Fourier d’une forme modulaire. La fonction L (e´ventuel-
lement tordue) de l’alge`bre de Hecke est de´finie par
L(T, s) =
∞∑
n=1
Tn ⊗ 1
ns
L(T, χ, s) =
∞∑
n=1
Tn ⊗ χ(n)
ns
(
<(s) > 3
2
)
. (3.33)
Elle est a` valeurs dans T ⊗ C et admet un prolongement holomorphe au plan complexe. Elle
s’interpre`te comme la fonction L de la forme modulaire universelle [47]
Ω = 2pii
∞∑
n=1
Tn · e2piinzdz ∈ S2(Γ1(N))⊗T. (3.34)
Pour tout caracte`re de Dirichlet ψ modulo N , notons Tψ la composante ψ-isotypique de T⊗C
Tψ = {T ∈ T⊗C | ∀d ∈ (Z/NZ)∗, T ◦ 〈d〉 = ψ(d) · T} . (3.35)
Nous avons une de´composition canonique de T⊗C en produit de sous-alge`bres
T⊗C ∼=
∏
ψ
Tψ, (3.36)
le produit e´tant e´tendu aux caracte`res de Dirichlet ψ pairs modulo N . Les projections de L(T, s)
et L(T, χ, s) sur Tψ seront note´es respectivement L(Tψ, s) et L(Tψ, χ, s).
Nous de´montrerons le re´sultat suivant, qui comprend le the´ore`me 72 comme cas particulier
(appliquer une forme primitive f ∈ S2(Γ1(N))).
The´ore`me 73. Soient χ un caracte`re de Dirichlet pair modulo N et χ′ un caracte`re de Dirichlet
pair modulo un diviseur M de N . Posons ψ = χχ′N . Nous avons alors∫
X1(N)(C)
E∗χ · Ω ∧ ∂E∗bχ′ = −ipiϕ(N)M · L(Tψ, 2)L(Tψ, χ′, 1). (3.37)
Faisons maintenant la somme de (3.37) sur les caracte`res χ pairs modulo N . La se´rie d’Ei-
senstein E∗χ e´tant nulle lorsque χ est impair, nous avons∑
χ pair
E∗χ =
∑
χ
E∗χ = ϕ(N) · E∗(0,1),
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ou` E∗(0,1) est la se´rie d’Eisenstein associe´e a` (0, 1) ∈ EN . Sommer le membre de gauche de (3.37)
sur χ e´quivaut a` sommer le membre de droite sur ψ, ce qui conduit a` la forme suivante de notre
re´sultat.
The´ore`me 74. Soit M un diviseur de N et χ un caracte`re de Dirichlet pair modulo M . Nous
avons l’identite´ ∫
X1(N)(C)
E∗(0,1) · Ω ∧ ∂E∗bχ = − piiM · L(T, 2)L(T, χ, 1), (3.38)
ou` E∗(0,1) est la se´rie d’Eisenstein associe´e a` (0, 1) ∈ EN .
Remarque 75. L’identite´ (3.38) est plus intrinse`que que (3.37). Curieusement, il semble que nous
soyons oblige´s de passer par le the´ore`me 73 pour de´montrer le the´ore`me 74. Une de´monstration
plus directe serait la bienvenue.
Remarque 76. Il n’y a pas de raison a priori de se limiter a` la torsion par un caracte`re dans
(3.38) : il est possible de tordre la fonction L par n’importe quelle application α : ZMZ → C ;
d’ailleurs la formule (3.38) est line´aire en l’application χ. Il est raisonnable d’espe´rer que (3.38)
reste valable pour toute application α paire, mais nous n’avons pas de de´monstration. Il serait
inte´ressant d’envisager une version (et une de´monstration) du the´ore`me de Be˘ılinson dans le cas
ou` la fonction L de f est tordue par un caracte`re additif.
De´monstration du the´ore`me 73. La de´monstration consiste en deux grandes e´tapes. La premie`re
e´tape, de nature globale, utilise la me´thode de Rankin-Selberg et exprime l’inte´grale en termes
d’une convolution de se´ries de Dirichlet (formule (3.45)). Pour une introduction a` la me´thode de
Rankin-Selberg, voir [80, 3. B]. La seconde e´tape, de nature locale, exprime la se´rie de Dirichlet
pre´ce´dente comme un produit eule´rien (lemme 77). Il est a` noter que jusqu’au bout du calcul,
nous tiendrons compte des facteurs locaux aux mauvaises places, c’est-a`-dire aux nombres pre-
miers divisant N .
Notons I le membre de gauche de (3.37). Montrons que I appartient a` Tψ. Soit d ∈ ( ZNZ)∗.
Si nous effectuons le changement de variables z → 〈d〉z dans l’inte´grale I, nous obtenons graˆce
a` (3.74) et (3.75)
I = χ(d)χ′N (d)
∫
X1(N)(C)
E∗χ · 〈d〉∗Ω ∧ ∂E∗bχ′ ,
ou` 〈d〉∗Ω de´signe l’image re´ciproque de la forme diffe´rentielle Ω par l’automorphisme 〈d〉. L’iso-
morphisme (3.32) e´tant compatible a` l’action des ope´rateurs diamants, nous avons 〈d〉∗Ω =
Ω⊗〈d〉, ou` a` droite 〈d〉 agit par multiplication sur le facteur T du produit tensoriel. Il en re´sulte
I ◦ 〈d〉 = χ(d)χ′N (d) I = ψ(d) I (d ∈ (Z/NZ)∗),
c’est-a`-dire exactement I ∈ Tψ. Pour obtenir la composante de caracte`re ψ de l’inte´grale I, il
suffit de remplacer Ω par sa composante de caracte`re ψ
Ωψ ∈ S2(Γ1(N))⊗C Tψ, (3.39)
ce que nous ferons de´sormais. Remarquons que 〈d〉∗Ωψ = ψ(d) · Ωψ, d ∈ ( ZNZ)∗, c’est-a`-dire
Ωψ ∈ S2(Γ1(N), ψ)⊗C Tψ, ou` S2(Γ1(N), ψ) de´signe le sous-espace des formes de caracte`re ψ.
Pour calculer I, nous pouvons conside´rer l’inte´grale e´tendue au domaine Γ1(N)\H. Pour
utiliser la me´thode de Rankin-Selberg, nous allons remplacer E∗χ par une somme indexe´e par
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Γ∞\Γ0(N), ou` nous rappelons que Γ∞ est le sous-groupe de SL2(Z) engendre´ par les matrices(−1 0
0 −1
)
et T =
(
1 1
0 1
)
. La fonction E∗χ est de´finie en appliquant le proce´de´ (3.9) a` la
fonction Eχ. Remarquons que le re´sidu en s = 1 de la fonction s 7→ Eχ(z, s) est inde´pendant de
z ∈ H. Or ∫
Y1(N)(C)
Ωψ ∧ ∂E∗bχ′ =
∫
Y1(N)(C)
d
(−E∗bχ′ · Ωψ) = 0,
d’apre`s la formule de Stokes et le fait que la fonction E∗bχ′ est a` croissance mode´re´e aux pointes.
Dans l’inte´grale I, nous pouvons donc remplacer E∗χ par Eχ(·, s), puis faire s = 1 :
I =
(
I(s)
)
s=1
=
(∫
Y1(N)(C)
Eχ(·, s) · Ωψ ∧ ∂E∗bχ′
)
s=1
.
Le caracte`re analytique de la fonction I(s) pour s 6= 1, et la possibilite´ d’intervertir le signe ∫ et
l’ope´ration (·)s=1, re´sultent du fait qu’en chaque pointe de X1(N)(C), la fonction z 7→ Eχ(z, s)
posse`de un de´veloppement de Fourier convergeant uniforme´ment sur tout compact par rapport
a` s. Maintenant, nous avons
Eχ(z, s) =
∑
v∈( Z
NZ
)∗
χ(v) E(0,v)(z, s) =
∑
m≡0 (N)
(n,N)=1
χ(n) ys
|mz + n|2s .
Nous pouvons re´crire cette somme en distinguant les valeurs du p.g.c.d. d = (m,n), qui est ≥ 1
et premier a` N . Nous obtenons
Eχ(z, s) =
∑
d≥1
(d,N)=1
∑
m≡0 (N)
(n,N)=1
(m,n)=d
χ(n) ys
|mz + n|2s
=
∑
d≥1
(d,N)=1
∑
(µ,ν)=1
dµ≡0 (N)
(dν,N)=1
χ(d)
d2s
· χ(ν) y
s
|µz + ν|2s
= L(χ, 2s)
∑
(µ,ν)=1
µ≡0 (N)
(ν,N)=1
χ(ν) ys
|µz + ν|2s .
Or nous avons une bijection
Γ∞\Γ0(N)
∼=−→ {(µ, ν) = 1 |µ ≡ 0 (N)}/± 1[(
a b
c d
)]
7→ [(c, d)].
Puisque −1 agit sans point fixe sur l’ensemble des couples (µ, ν) ci-dessus, il vient
Eχ(z, s) = 2L(χ, 2s)
∑
γ∈Γ∞\Γ0(N)
χ(γ) =(γz)s,
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ou` nous avons pose´ χ(γ) = χ(d) pour γ =
(
a b
c d
)
∈ Γ0(N). Pour z ∈ H, notons z = x + iy et
posons
Ωψ ∧ ∂E∗bχ′ = F (z) · dx ∧ dyy2 , (3.40)
avec F : H → Tψ de classe C∞. La forme diffe´rentielle Ωψ ∧ ∂E∗bχ′ est de caracte`re χ = ψχ′N ,
tandis que dx ∧ dy/y2 est invariante sous l’action de SL2(R). Nous avons donc
F (γz) = χ(γ)F (z) (γ ∈ Γ0(N), z ∈ H). (3.41)
Nous en de´duisons
I(s) = 2L(χ, 2s)
∫
Γ1(N)\H
∑
γ∈Γ∞\Γ0(N)
χ(γ) =(γz)s · F (z) · dx ∧ dy
y2
= 2L(χ, 2s)
∫
Γ1(N)\H
∑
γ∈Γ∞\Γ0(N)
=(γz)s · F (γz) · dx ∧ dy
y2
.
L’espace S2(Γ1(N)) e´tant trivial pour N = 1 ou 2, nous pouvons supposer N ≥ 3 ; par suite le
morphisme Γ1(N)\H → Γ0(N)\H est fini, de degre´ ϕ(N)/2. Par conse´quent
I(s) = ϕ(N)L(χ, 2s)
∫
Γ0(N)\H
∑
γ∈Γ∞\Γ0(N)
=(γz)s · F (γz) · dx ∧ dy
y2
= ϕ(N)L(χ, 2s)
∫
Γ∞\H
=(z)s · F (z) · dx ∧ dy
y2
.
La dernie`re e´galite´ est le point-cle´ de la me´thode de Rankin-Selberg.
De´veloppons maintenant F en se´rie de Fourier
F (x+ iy) =
∑
m∈Z
F̂m(y) e2piimx (x+ iy ∈ H). (3.42)
Un calcul simple utilisant la de´finition de Ωψ et E∗bχ′ , ainsi que le de´veloppement de Fourier
(3.27), donne
F̂0(y) = −16pi
3i
M
y2
∞∑
n=1
cn e
−4piny (y > 0), (3.43)
avec cn = Tψn ·
∑
k |n
kχ′(k) ∈ Tψ (n ≥ 1), (3.44)
ou` nous notons Tψn l’image de Tn dans Tψ pour tout n ≥ 1. Noter que dans l’unique cas M = 1,
la formule (3.27) ne s’applique pas a` f = χ̂′, mais (3.16) permet quand meˆme de mener le calcul,
aboutissant au meˆme re´sultat.
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I(s) = ϕ(N)L(χ, 2s)
∫ 1
0
∫ ∞
0
ys
∑
m∈Z
F̂m(y) e2piimx · dx ∧ dy
y2
= ϕ(N)L(χ, 2s)
∫ ∞
0
ys F̂0(y)
dy
y2
= −16pi
3iϕ(N)
M
L(χ, 2s)
∞∑
n=1
cn
∫ ∞
0
yse−4piny dy.
Puisque
∫∞
0 y
se−4piny dy = Γ(s+1)
(4pin)s+1
, nous obtenons
I(s) = −16pi
3iϕ(N)
M
· Γ(s+ 1)
(4pi)s+1
L(χ, 2s)
∞∑
n=1
cn
ns+1
, (3.45)
les coefficients cn e´tant donne´s par (3.44). Nous voici arrive´s au terme de la premie`re e´tape du
calcul.
Lemme 77 (Une convolution de se´ries de Dirichlet). Soient ψ un caracte`re de Dirichlet modulo
N et χ1, χ2 des caracte`res de Dirichlet arbitraires. Posons
σχ1,χ2(n) =
∑
d |n
dχ1(d)χ2
(n
d
)
(n ≥ 1). (3.46)
Nous avons alors pour s ∈ C, <(s) > 52 :
∞∑
n=1
Tψn ·
σχ1,χ2(n)
ns
=
L(Tψ, χ2, s) · L(Tψ, χ1, s− 1)
L(ψχ1χ2, 2s− 2) , (3.47)
ou` nous avons pose´ L(ψχ1χ2, s) =
∑∞
n=1
ψ(n)χ1(n)χ2(n)
ns .
De´monstration. Nous avons les estimations Tn = O(n
1
2
+) et σχ1,χ2(n) = O(n
1+) pour tout
 > 0, ce qui montre la convergence absolue de la se´rie du membre de gauche de (3.47) pour
<(s) > 52 . La fonction arithme´tique σχ1,χ2 est convolution de deux fonctions multiplicatives. Elle
est donc faiblement multiplicative i. e. ve´rifie
σχ1,χ2(mn) = σχ1,χ2(m)σχ1,χ2(n)
(
(m,n) = 1
)
.
Il en va de meˆme de la fonction n 7→ Tψn · 1ns . Il suit que le membre de gauche de (3.47) admet
l’expression en produit eule´rien
∏
p premier
( ∞∑
a=0
Tψpa ·
σχ1,χ2(p
a)
pas
)
. (3.48)
D’autre part, nous avons formellement
Lp(Tψ, X) :=
∞∑
a=0
Tψpa ·Xa =
1
1− Tψp ·X + pψ(p) ·X2
∈ Tψ[[X]], (3.49)
ou` 1 de´signe l’e´le´ment unite´ de Tψ. Nous pouvons calculer σχ1,χ2(p
a) graˆce a` la multiplicativite´
de χ1 et χ2. Nous trouvons
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σχ1,χ2(p
a) =

χ2(p)a+1−(pχ1(p))a+1
χ2(p)−pχ1(p) si χ1(p) 6= 0 ou χ2(p) 6= 0 ;
1 si χ1(p) = χ2(p) = 0 et a = 0 ;
0 si χ1(p) = χ2(p) = 0 et a ≥ 1.
Il en re´sulte que, pour p premier tel que χ1(p) 6= 0 ou χ2(p) 6= 0, le facteur local en p du produit
eule´rien (3.48) est donne´ par
χ2(p)
χ2(p)− pχ1(p) ·
1
1− Tψp · χ2(p)p−s + ψ(p)χ2(p)2p1−2s
− pχ1(p)
χ2(p)− pχ1(p) ·
1
1− Tψp · χ1(p)p1−s + ψ(p)χ1(p)2p3−2s
,
soit apre`s simplifications
(1− ψ(p)χ1(p)χ2(p) · p2−2s) · Lp(Tψ, χ2(p)p−s) · Lp(Tψ, χ1(p)p1−s), (3.50)
et ce dernier re´sultat est encore valable lorsque χ1(p) = χ2(p) = 0. Pour tout caracte`re de
Dirichlet µ, nous avons
∏
p premier
Lp(Tψ, µ(p)p−s) = L(Tψ, µ, s)
(
<(s) > 3
2
)
. (3.51)
En prenant le produit sur tous les nombres premiers a` partir de l’expression (3.50), nous obtenons
le re´sultat souhaite´.
Suite et fin de la de´monstration du the´ore`me 73. Reprenons l’e´galite´ (3.45). Utilisons le lemme
77 avec χ1 = χ′ (de niveau M) et χ2 = 1 (de niveau 1). Il vient
I(s) = −16pi
3iϕ(N)
M
· Γ(s+ 1)
(4pi)s+1
L(χ, 2s)
L(Tψ, s+ 1) · L(Tψ, χ′, s)
L(ψχ′, 2s)
= −16pi
3iϕ(N)
M
· Γ(s+ 1)
(4pi)s+1
L(Tψ, s+ 1) · L(Tψ, χ′, s),
puisque L(ψχ′, s) = L(ψχ′N , s) = L(χ, s). La fonction
s 7→ N s/2(2pi)−sΓ(s)L(T, s)
admettant un prolongement holomorphe au plan complexe, il en va de meˆme de la fonction
s 7→ I(s). En e´valuant en s = 1, il vient finalement
I = I(1) = −piiϕ(N)
M
· L(Tψ, 2)L(Tψ, χ′, 1).
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3.3 Rappels sur les unite´s modulaires
Dans cette section, nous faisons le lien entre les se´ries d’Eisenstein de´finies a` la section 3.1
et certaines unite´s modulaires. Ces re´sultats sont bien connus [39], mais il nous est utile de les
rappeler pour fixer les notations.
L’ensemble quotient
Y1(N)(C) = Γ1(N)\H (3.52)
peut eˆtre muni d’une structure de surface de Riemann (non compacte), appele´e courbe modulaire
ouverte. L’ensemble quotient
X1(N)(C) = Γ1(N)\(H unionsqP1(Q)), (3.53)
obtenu a` partir de Y1(N)(C) en rajoutant l’ensemble
PN = Γ1(N)\P1(Q), (3.54)
peut eˆtre muni d’une structure de surface de Riemann compacte, appele´e courbe modulaire
comple´te´e. L’ensemble PN est appele´ ensemble des pointes de X1(N)(C). La pointe infinie est
par de´finition la classe de ∞ ∈ P1(Q) ; elle est encore note´e ∞. Notons Γ∞ le sous-groupe
de SL2(Z) engendre´ par les matrices T =
(
1 1
0 1
)
et
(−1 0
0 −1
)
. Le groupe Γ∞ ope`re par
multiplication a` droite sur SL2(Z) et sur EN , et nous avons
SL2(Z)/Γ∞
∼=−→ P1(Q)[(
a b
c d
)]
7→ a
c
. (3.55)
Nous en de´duisons la suite de bijections
PN ∼= Γ1(N)\P1(Q) ∼= Γ1(N)\SL2(Z)/Γ∞ ∼= EN/Γ∞. (3.56)
En particulier, l’ensemble PN est fini. Pour tout (u, v) ∈ EN , nous notons [u, v] la classe de (u, v)
dans PN = EN/Γ∞. Nous avons donc ∞ = [0, 1].
Lemme 78. Pour toute application f : ZNZ → C de somme nulle, la se´rie d’Eisenstein E∗f
induit une fonction Y1(N)(C)→ C de classe C∞, qui ve´rifie ∂∂E∗f = 0.
De´monstration. D’apre`s (3.15), la fonction E∗f : H → C est invariante sous l’action de Γ1(N),
donc induit une fonction sur Y1(N)(C). Montrons que cette fonction est de classe C∞. L’identite´
(3.27) nous permet d’e´crire E∗f = E1 +E2, ou` E1 (resp. E2) est une fonction holomorphe (resp.
antiholomorphe) sur H. Notons pi : H → Y1(N)(C) la projection naturelle. Soit z0 ∈ H. D’apre`s
[15, Ex. i), p. 75], nous pouvons trouver une coordonne´e locale holomorphe u (resp. v) au point
z0 ∈ H (resp. pi(z0) ∈ Y1(N)(C)), de telle sorte que la fonction pi soit donne´e au voisinage de
z0 par v = pi(u) = un, ou` n est un entier ≥ 1 (l’indice de ramification de pi en z0). Dans ces
coordonne´es, nous avons donc
E∗f (v) = E1(u) + E2(u). (3.57)
Soit ζn = e
2pii
n . D’apre`s l’e´quation (3.57), nous avons E1(uζn) + E2(uζn) = E1(u) + E2(u). Par
conse´quent, la fonction
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u 7→ E1(uζn)− E1(u) = E2(uζn)− E2(u)
est holomorphe et antiholomorphe, donc constante au voisinage de 0. Cette constante vaut
E1(0) − E1(0) = 0, d’ou` E1(uζn) = E1(u) et E2(uζn) = E2(u). Donc E1 (resp. E2) induit une
fonction holomorphe (resp. antiholomorphe) de v. D’apre`s (3.57), la fonction E∗f est de classe
C∞ sur un voisinage de pi(z0) dans Y1(N)(C) ; de plus, elle ve´rifie ∂∂E∗f = 0 sur ce voisinage. Le
re´sultat e´tant vrai localement, il est vrai sur Y1(N)(C).
Nous notons C(X1(N)) le corps des fonctions me´romorphes de la surface de Riemann com-
pacte X1(N)(C). Les e´le´ments de C(X1(N)) sont appele´s fonctions modulaires pour Γ1(N).
Par de´finition, le groupe O∗(Y1(N)(C)) des unite´s modulaires est le sous-groupe de C(X1(N))∗
forme´ des fonctions u dont le diviseur est a` support dans PN , c’est-a`-dire ve´rifiant (u) ⊂ PN .
Notons Div(PN ) (resp. Div0(PN )) le groupe des diviseurs (resp. diviseurs de degre´ 0) sur PN .
Le diviseur d’une unite´ modulaire u ∈ O∗(Y1(N)(C)) ve´rifie div u ∈ Div0(PN ). Le the´ore`me de
Manin-Drinfel′d [28, 29] e´nonce que l’application naturelle
div⊗Q : O∗(Y1(N)(C))⊗Q→ Div0(PN )⊗Q (3.58)
est surjective. Nous en de´duisons la suite exacte
0→ C∗ ⊗C→ O∗(Y1(N)(C))⊗C→ Div0(PN )⊗C→ 0 (3.59)
ou` la fle`che de gauche est de´duite de l’inclusion naturelle C ⊂ C(X1(N)). Toute unite´ modulaire
u ∈ O∗(Y1(N)(C)) induit une fonction holomorphe u : H → C invariante par la transformation
z 7→ z + 1 et admettant donc un de´veloppement de Fourier de la forme
u(z) =
∞∑
n=n0
anq
n (z ∈ H, q = e2piiz) (3.60)
avec n0 ∈ Z et an0 6= 0. Nous de´finissons alors
û(∞) = an0 . (3.61)
L’application u 7→ û(∞) est un homomorphisme de groupes de O∗(Y1(N)(C)) vers C∗ qui, apre`s
tensorisation par C, scinde la suite exacte (3.59). Toute unite´ modulaire u ∈ O∗(Y1(N)(C))
induit une fonction log|u| : H → R, invariante sous l’action de Γ1(N). L’application u 7→ log|u|
est un homomorphisme de groupes et s’e´tend par line´arite´ a` O∗(Y1(N)(C)) ⊗ C : pour tout
u ∈ O∗(Y1(N)(C)) ⊗ C, nous disposons donc d’une fonction log|u| : H → C, invariante sous
l’action de Γ1(N). Enfin, nous e´tendons par line´arite´ les de´finitions de div u et ordP (u), P ∈ PN ,
au cas ou` u ∈ O∗(Y1(N)(C))⊗C.
Proposition 79. Soit f : ZNZ → C une fonction de somme nulle. Il existe une unique unite´
modulaire uf ∈ O∗(Y1(N)(C))⊗C ve´rifiant
log|uf | = 1
pi
· E∗f et ûf (∞) = 1 ∈ C∗ ⊗C. (3.62)
Le diviseur de uf peut se de´crire de la manie`re suivante : pour toute pointe P = [u, v] ∈ PN ,
avec (u, v) ∈ EN , nous avons
ordP (uf ) = − 1
N · (u,N)
∑
(a,b)∈( Z
NZ
)2
f̂(au+ bv) ·B2( b˜
N
). (3.63)
De plus, l’application f 7→ uf ainsi de´finie est C-line´aire.
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De´monstration. Soit P = [u, v] ∈ PN une pointe et g =
(
α β
γ δ
)
∈ SL2(Z) un repre´sentant de P
via la bijection (3.56). Nous avons donc γ ≡ u (mod N) et δ ≡ v (mod N). Soit z ∈ H. D’apre`s
(3.15), nous avons
E∗f (gz) =
∑
w∈ Z
NZ
f(w) E∗(0,w)(gz)
=
∑
w∈ Z
NZ
f(w) E∗(uw,vw)(z)
=
∑
w∈ Z
NZ
f(w)
1
N2
∑
(a,b)∈( Z
NZ
)2
e−
2pii
N
(auw+bvw) · ζ∗a,b(z)
=
1
N2
∑
(a,b)∈( Z
NZ
)2
f̂(au+ bv) · ζ∗a,b(z).
Puisque f̂(0) = 0, nous pouvons omettre le terme (a, b) = (0, 0) dans la somme pre´ce´dente.
D’apre`s les de´veloppements de Fourier (3.17) et (3.19), nous voyons que E∗f (gz) admet un
de´veloppement de Fourier de la forme
E∗f (gz) = Kf,P · y + α0 +
∞∑
r=1
αrq
r
N + βrq
r
N , (3.64)
avec Kf,P , αr, βr ∈ C. La constante Kf,P est donne´e par
Kf,P =
2pi2
N2
∑
(a,b)∈( Z
NZ
)2
f̂(au+ bv) ·B2( b˜
N
) (3.65)
(cette expression ne de´pend que de la classe de (u, v) dans PN ). Rappelons qu’un parame`tre
local en la pointe P ∈ PN est donne´ par
qP = q
(u,N)
N = e
2pii(u,N)
N
z. (3.66)
Soit GX1(N)(C) la fonction de Green de´finie dans le premier chapitre. Notons pi : H → Y1(N)(C)
la surjection naturelle. D’apre`s (1.10) et (3.66), nous avons l’estimation
GX1(N)(C)(P, pi(gz)) = log|qP |+Oy→∞(1)
= −2pi(u,N)
N
· y +Oy→∞(1) (z ∈ H). (3.67)
De´finissons une fonction φ sur Y1(N)(C) par
φ = E∗f +
N
2pi
∑
P∈PN
Kf,P
(u,N)
·GX1(N)(C)(P, ·). (3.68)
D’apre`s le lemme 78, la fonction φ est de classe C∞. D’apre`s (3.64) et (3.67), la fonction φ s’e´tend
en une fonction de classe C∞ sur X1(N)(C). Nous avons sur Y1(N)(C) (et donc sur X1(N)(C))
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∂∂φ = ∂∂E∗f +
N
2pi
∑
P∈PN
Kf,P
(u,N)
· pii volX1(N)(C)
=
N
2pi
∑
P∈PN
Kf,P
(u,N)
· pii volX1(N)(C) .
D’apre`s la formule de Stokes
∫
X1(N)(C)
∂∂φ =
∫
X1(N)(C)
d(∂φ) = 0. D’autre part
∫
volX1(N)(C) =
1, d’ou` nous de´duisons ∑
P∈PN
Kf,P
(u,N)
= 0. (3.69)
Il en re´sulte ∂∂φ = 0, c’est-a`-dire que φ est constante sur X1(N)(C). D’apre`s (3.69) et la suite
exacte scinde´e (3.59), il existe une unique unite´ modulaire uf ∈ O∗(Y1(N)(C))⊗C telle que
div uf = − N2pi2
∑
P∈PN
Kf,P
(u,N)
· [P ] et ûf (∞) = 1 ∈ C∗ ⊗C. (3.70)
D’apre`s (1.14), il existe une constante C ∈ C telle que
log|uf | = C − N2pi2
∑
P∈PN
Kf,P
(u,N)
·GX1(N)(C)(P, ·). (3.71)
Nous de´duisons de (3.68) et (3.71) l’existence d’une constante C ′ ∈ C telle que
log|uf | = C ′ +
E∗f
pi
.
Pour de´terminer la constante C ′, nous conside´rons les de´veloppements de Fourier des deux
membres de l’e´galite´ pre´ce´dente. D’apre`s la de´finition (3.61) de ûf (∞), le terme constant du
de´veloppement de Fourier de log|uf | vaut log|ûf (∞)|, c’est-a`-dire 0. Or, le terme constant du
de´veloppement de Fourier (3.27) de E∗f est nul ; nous avons donc C
′ = 0. L’identite´ (3.63) re´sulte
de la de´finition de uf . D’apre`s cette meˆme identite´, l’application f 7→ div uf est C-line´aire. Or,
uf n’est autre que l’image de div uf par l’application line´aire
Div0(PN )⊗C→ O∗(Y1(N)(C))⊗C
scindant la suite exacte (3.59). Donc f 7→ uf est C-line´aire.
Nous appliquons maintenant la proposition 79 dans le cas ou` f est un caracte`re de Dirichlet,
ou sa transforme´e de Fourier. Pour tout d ∈ ( ZNZ)∗, notons 〈d〉 ∈ SL2(Z) un repre´sentant de
l’image re´ciproque de (0, d) par la bijection (3.21) ; un tel e´le´ment est appele´ ope´rateur diamant.
Ces derniers induisent une action du groupe ( ZNZ)
∗/± 1 sur PN , par la re`gle
〈d〉 · [u, v] = [du, dv] (d ∈ (Z/NZ)∗, (u, v) ∈ EN). (3.72)
Pour tout v ∈ ( ZNZ)∗/± 1, nous notons Pv = [0, v] = 〈v〉 · ∞. Nous obtenons ainsi une bijection
naturelle entre ( ZNZ)
∗/± 1 et l’orbite de la pointe infinie sous l’action des ope´rateurs diamants.
Par de´finition, l’involution d’Atkin-Lehner WN de X1(N)(C) est induite par l’involution
z 7→ − 1Nz de H.
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Soit χ un caracte`re de Dirichlet modulo N , c’est-a`-dire un homomorphisme de groupes
χ : ( ZNZ)
∗ → C∗. Rappelons que χ s’e´tend (par 0) en une application ZNZ → C, que nous notons
encore χ. La somme de Gauß τ(χ) de χ est de´finie par
τ(χ) =
∑
v∈ Z
NZ
χ(v) · e 2piivN . (3.73)
Nous disposons de se´ries d’Eisenstein E∗χ et E∗bχ. Remarquons les relations
E∗χ(〈d〉 · z) = χ(d)E∗χ(z) ; (3.74)
E∗bχ(〈d〉 · z) = χ(d)E∗bχ(z) (d ∈ (Z/NZ)∗, z ∈ H). (3.75)
Lorsque χ (resp. χ̂) ve´rifie les hypothe`ses de la proposition 79, nous en de´duisons une unite´
modulaire uχ (resp. ubχ). Dans la proposition suivante, nous obtenons explicitement le diviseur
de uχ et ubχ.
Proposition 80. Soit χ un caracte`re de Dirichlet modulo N , pair et non trivial i. e. ve´rifiant
χ(−1) = 1 et χ 6= 1. Alors uχ est de´finie et nous avons
div uχ = −L(χ, 2)
pi2
∑
v∈(Z/NZ)∗/±1
χ(v) · Pv. (3.76)
Soit χ un caracte`re de Dirichlet pair modulo N > 1. Alors ubχ est de´finie. Notons Nχ le conduc-
teur de χ et, pour tout entier d ≥ 1 ve´rifiant Nχ | d |N , notons χd le caracte`re modulo d induit
par χ. Pour toute pointe P = [u, v] ∈ PN , avec (u, v) ∈ EN , posons d = (u,N) ; nous avons
alors
ordP (ubχ) =
{
0 si Nχ - d ;
−ϕ(N)/Nϕ(d)/d χd(vd)
∑
β∈(Z/dZ)∗ B2(
β˜
d )χd(β) si Nχ | d,
(3.77)
ou` vd ∈ (Z/dZ)∗ de´signe l’image de v modulo d. Lorsque de plus χ est primitif i. e. Nχ = N ,
nous avons div ubχ = τ(χ) · div uχ.
De´monstration. Supposons d’abord χ pair et non trivial. La fonction χ : ZNZ → C est paire, et
de somme nulle puisque le caracte`re est non trivial. Calculons ordP (uχ) pour P = [u, v] ∈ PN .
Nous avons
ordP (uχ) = − 1
N · (u,N)
∑
(a,b)∈( Z
NZ
)2
χ̂(au+ bv) ·B2( b˜
N
)
= − 1
N · (u,N)
∑
(a,b)∈( Z
NZ
)2
∑
w∈( Z
NZ
)∗
χ(w)e−
2pii(au+bv)w
N ·B2( b˜
N
).
Or nous avons
∑
a∈ Z
NZ
e−
2piiauw
N = 0 si u 6= 0. Il en re´sulte ordP (uχ) = 0 si u 6= 0. Supposons
maintenant u = 0, c’est-a`-dire P = [0, v] avec v ∈ ( ZNZ)∗. Nous obtenons
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ordP (uχ) = − 1
N
∑
b∈ Z
NZ
∑
w∈( Z
NZ
)∗
χ(w)e−
2piibvw
N ·B2( b˜
N
)
= − 1
N
∑
b∈ Z
NZ
χ̂(bv) ·B2( b˜
N
)
= −χ(v)L(χ, 2)
pi2
,
comme dans la de´monstration de la proposition 71. Il en re´sulte (3.76). Passons a` la deuxie`me
partie de la proposition. Soit χ un caracte`re de Dirichlet pair modulo N > 1, de conducteur Nχ.
Puisque ̂̂χ = N · χ et d’apre`s l’hypothe`se N > 1, la fonction χ̂ : ZNZ → C est paire et de somme
nulle. Il vient e´galement
ordP (ubχ) = − 1(u,N)
∑
(a,b)∈( Z
NZ
)2
χ(au+ bv) ·B2( b˜
N
)
= − 1
(u,N)
∑
w∈( Z
NZ
)∗
χ(w)
∑
(a,b)∈( Z
NZ
)2
au+bv=w
B2(
b˜
N
)
= − 1
(u,N)
∑
w∈( Z
NZ
)∗
χ(w)
∑
(a,b)∈( Z
NZ
)2
aw−1u+bw−1v=1
B2(
b˜
N
).
Nous allons maintenant calculer la somme
S(u, v) =
∑
(a,b)∈( Z
NZ
)2
au+bv=1
B2(
b˜
N
)
(
(u, v) ∈ EN
)
(3.78)
En posant d = (u,N), nous avons S(u, v) = S(d, v). Soient a0, b0 ∈ ZNZ tels que a0d + b0v = 1,
ce qui est possible. La solution ge´ne´rale de l’e´quation ad+ bv = 1, a, b ∈ ZNZ s’e´crit{
a = a0 − kv ;
b = b0 + kd , k ∈ ZNZ .
Par conse´quent
S(d, v) =
N−1∑
k=0
B2
( b˜0 + kd
N
)
= d
N/d−1∑
k=0
B2
( b˜0/d+ k
N/d
)
.
La fonction B2 satisfait la relation de distribution [18, (**), p. 22]
B2(x) = r
r−1∑
k=0
B2
(x+ k
r
)
(x ∈ R, r ≥ 1). (3.79)
Nous en de´duisons
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S(d, v) =
d2
N
B2(
b˜0
d
),
ou` b˜0 ∈ Z est un entier quelconque ve´rifiant b˜0v ≡ 1 (mod d). Alors
ordP (ubχ) = −1
d
∑
w∈( Z
NZ
)∗
χ(w) S(d,w−1v)
= − d
N
∑
w∈( Z
NZ
)∗
χ(w) B2(
w˜b˜0
d
),
ou` w˜ de´signe un repre´sentant quelconque de w dans Z. Par conse´quent
ordP (ubχ) = − d
N
∑
β∈(Z/dZ)∗
( ∑
w∈( Z
NZ
)∗
w≡β (d)
χ(w)
)
B2(
β˜b˜0
d
), (3.80)
ou` β˜ de´signe un repre´sentant quelconque de β dans Z. Nous distinguons maintenant deux cas.
Si Nχ - d, c’est-a`-dire χ ne se factorise pas par (Z/dZ)∗, la somme inte´rieure de (3.80) est nulle,
donc ordP (ubχ) = 0. Si Nχ | d, notons χd le caracte`re modulo d induit par χ, alors la somme
inte´rieure de (3.80) vaut ϕ(N)ϕ(d) χd(β), d’ou`
ordP (ubχ) = −ϕ(N)/N
ϕ(d)/d
∑
β∈(Z/dZ)∗
χd(β) B2(
β˜b˜0
d
)
= −ϕ(N)/N
ϕ(d)/d
∑
β′∈(Z/dZ)∗
χd(β′vd) B2(
β˜′
d
),
graˆce au changement de variables β = β′vd, ce qui montre (3.77). Lorsque χ est primitif (et
pair), l’e´galite´ χ̂ = τ(χ) · χ est classique. L’application f 7→ div uf e´tant C-line´aire, nous en
de´duisons div ubχ = τ(χ) · div uχ.
3.4 Version explicite du the´ore`me de Be˘ılinson
Nous utilisons les calculs de la section 3.2 pour obtenir une version explicite du the´ore`me de
Be˘ılinson sur les courbes modulaires. Rappelons que l’application re´gulateur (1.27)
rN = rX1(N)(C) : K2(C(X1(N)))⊗C→ HomC(S2(Γ1(N)),C) (3.81)
est de´finie par
〈
rN
({u, v}), f〉 = ∫
X1(N)(C)
log|u| · ωf ∧ ∂ log|v|, (3.82)
pour toutes fonctions rationnelles u, v ∈ C(X1(N))∗ ⊗ C et toute forme parabolique f ∈
S2(Γ1(N)), avec la notation ωf = 2piif(z)dz.
Le the´ore`me suivant est une version explicite du the´ore`me de Be˘ılinson sur les courbes mo-
dulaires [5, 62].
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The´ore`me 81. Soit f une forme parabolique primitive de poids 2 pour Γ1(N), de caracte`re ψ.
Soient χ un caracte`re de Dirichlet pair modulo N et χ′ un caracte`re de Dirichlet pair modulo
un diviseur M de N . Supposons χ non trivial et M > 1. Notons α : Y1(N)(C)→ Y1(M)(C) le
morphisme de de´ge´ne´rescence induit par l’identite´ sur H, et χ′N le caracte`re modulo N induit
par χ′. Nous avons alors
〈
rN
({uχ, α∗u bχ′}), f〉 =
{
ϕ(N)
Mpii · L(f, 2)L(f, χ′, 1) si ψ = χχ′N ,
0 sinon.
(3.83)
Remarques. 1. Les hypothe`ses χ non trivial et M > 1 assurent respectivement que les unite´s
modulaires uχ et u bχ′ sont bien de´finies (proposition 80).
2. Le facteur de proportionnalite´ liant re´gulateur et produit de valeurs spe´ciales est totalement
explicite.
De´monstration. Nous avons
〈
rN
({uχ, α∗u bχ′}), f〉 = ∫
X1(N)(C)
log|uχ| · ωf ∧ ∂ log|α∗u bχ′ |
=
1
pi2
∫
X1(N)(C)
E∗χ · ωf ∧ ∂E∗bχ′ .
Le re´sultat suit alors du the´ore`me 72.
Corollaire (The´ore`me 4). Soit f une forme parabolique primitive de poids 2 pour Γ1(N), de
caracte`re ψ. Pour tout caracte`re de Dirichlet χ modulo N , pair, distinct de ψ et primitif, nous
avons
L(f, 2)L(f, χ, 1) =
Npii
ϕ(N)
τ(χ)
〈
rN
({uψχ, uχ}), f〉. (3.84)
De´monstration. On utilise le the´ore`me pre´ce´dent avec M = N . Le caracte`re χ e´tant primitif,
nous avons χ̂ = τ(χ)χ, d’ou` ubχ = uχ ⊗ τ(χ). Par hypothe`se, le caracte`re ψχ est non trivial. Il
suit
L(f, 2)L(f, χ, 1) =
Npii
ϕ(N)
〈
rN
({uψχ, ubχ}), f〉
=
Npii
ϕ(N)
τ(χ)
〈
rN
({uψχ, uχ}), f〉.
Remarque 82. Sans l’hypothe`se χ primitif, nous n’avons pas trouve´ de formule satisfaisante pour〈
rN
({uψχ, uχ}), f〉. La formule recherche´e fait-elle intervenir L(f, χ̂, 1) ?
Les courbes modulaires Y1(N)(C) et X1(N)(C) admettent des mode`les sur Q [25, II. 8.],
note´s Y1(N) et X1(N). Nous adoptons la convention [25, Variant 9.3.6], graˆce a` laquelle la pointe
infinie de X1(N) est de´finie sur Q (un tel mode`le est parfois note´ Xµ(N)). La courbe X1(N)
est projective, lisse et ge´ome´triquement irre´ductible [25, Thm 9.3.7]. La courbe Y1(N) peut eˆtre
vue comme un ouvert affine de X1(N). Notons Q(X1(N)) le corps des fonctions rationnelles de
X1(N). Par extension des scalaires, nous avons une inclusion naturelle Q(X1(N)) ⊂ C(X1(N)).
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Lemme 83. La composition
K2(Q(X1(N)))→ K2(C(X1(N))) rN−−→ T⊗C (3.85)
est a` valeurs dans T⊗R(1) = T⊗ 2piiR.
De´monstration. Soient f, g ∈ Q(X1(N))∗ des fonctions rationnelles. L’image du symbole {f, g} ∈
K2(Q(X1(N))) par la composition (3.85) est donne´e par
rN
({f, g}) = ∫
X1(N)(C)
log|f | · Ω ∧ ∂ log|g| ∈ T⊗C,
ou` Ω est la forme modulaire universelle (3.34). Notons c : X1(N)(C)→ X1(N)(C) la conjugaison
complexe, induite par l’involution z 7→ −z sur H. Notons · la conjugaison complexe sur les
coefficients de T⊗C. Nous avons
rN
({f, g}) = ∫
X1(N)(C)
log|f | · Ω ∧ ∂ log|g|
= −
∫
X1(N)(C)
log|c∗f | · c∗Ω ∧ ∂ log|c∗g|
= −
∫
X1(N)(C)
log|f | · c∗Ω ∧ ∂ log|g|,
puisque c∗f = f et c∗g = g. D’autre part, l’expression (3.34) de Ω entraˆıne
c∗Ω = −2pii
∞∑
n=1
Tn · e−2piinzd(−z) = Ω.
Par conse´quent rN
({f, g}) = −rN({f, g}), c’est-a`-dire rN({f, g}) ∈ T⊗R(1).
Nous nous inte´ressons au groupe de K-the´orie de Quillen K2(X1(N)) associe´ a` la courbe
X1(N). Il est possible de donner une description de ce groupe (au moins apre`s tensorisation par
Q) en termes de symboles de Milnor. La localisation en K-the´orie alge´brique permet d’e´crire
une suite exacte
0→ K2(X1(N))⊗Q η
∗
−→ K2(Q(X1(N)))⊗Q ∂−→
⊕
P∈X1(N)(Q)
Q∗ ⊗Q, (3.86)
ou` l’application η∗ est la restriction au point ge´ne´rique de X1(N), et l’application ∂ est de´finie
comme suit. Nous avons ∂ = (∂P ⊗ id)P∈X1(N)(Q) et, pour tout P ∈ X1(N)(Q), l’application
∂P , appele´e symbole mode´re´ en P , est de´finie par
∂P : K2(Q(X1(N)))→ Q∗
{f, g} 7→ (−1)ordP (f) ordP (g)
(fordP (g)
gordP (f)
)
(P ). (3.87)
En composant l’application η∗ de (3.86) et l’application (3.85), nous obtenons le re´gulateur de
Be˘ılinson, note´ encore rN
rN : K2(X1(N))⊗Q→ T⊗R(1). (3.88)
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Soit X1(N)Z un mode`le propre et re´gulier de X1(N) sur Z (un tel mode`le existe d’apre`s la
re´solution des singularite´s [1, 44, 3]). De´finissons un sous-groupe K2(X1(N))Z de K2(X1(N))
par
K2(X1(N))Z = Im
(
K2(X1(N)Z)→ K2(X1(N))
)
. (3.89)
D’apre`s [65, Remark p. 13], ce sous-groupe ne de´pend pas du choix du mode`le (propre et re´gulier)
X1(N)Z. L’inclusion K2(X1(N))Z ⊂ K2(X1(N)) identifie alors K2(X1(N))Z ⊗ Q a` un sous-
espace vectoriel de K2(X1(N))⊗Q. Le re´gulateur de Be˘ılinson s’e´crit finalement
rN : K2(X1(N))Z ⊗Q→ T⊗R(1). (3.90)
Notons {O∗(Y1(N)),O∗(Y1(N))} l’image de l’application biline´aire alterne´e
O∗(Y1(N))⊗ 2 → K2(Q(X1(N)))⊗Q (3.91)
u⊗ v 7→ {u, v} ⊗ 1,
et de´finissons via la suite exacte (3.86)
KN = {O∗(Y1(N)),O∗(Y1(N))} ∩Ker ∂ ⊂ K2(X1(N))⊗Q. (3.92)
De manie`re informelle, KN est forme´ des e´le´ments de K2(X1(N))⊗Q que l’on peut construire
a` partir des unite´s modulaires de la courbe X1(N). Notons VN = T⊗R(1) l’espace d’arrive´e de
l’application re´gulateur (3.88). Schappacher et Scholl ont souleve´ le proble`me suivant [62, 1.1.3].
Proble`me. Le groupe rN (KN ) engendre-t-il l’espace vectoriel re´el VN ?
Remarques 84. 1. Ce proble`me admet un analogue naturel pour tout sous-groupe de con-
gruence Γ ⊂ SL2(Z) tel que la courbe modulaire associe´e a` Γ soit de´finie sur Q.
2. Schappacher et Scholl ont de´montre´ [62, 1.1.2 (iii)] que KN ⊂ K2(X1(N))Z ⊗Q.
Schappacher et Scholl ont remarque´ que le proble`me ci-dessus admet une re´ponse ne´gative
dans le cas du sous-groupe de congruence Γ0(p), ou` p est un nombre premier tel que le genre
de X0(p) est non nul, c’est-a`-dire p = 11 ou p ≥ 17, cf. [62, 1.1.3 (i)]. Pour un sous-groupe de
congruence donne´, la me´thode de Be˘ılinson permet (en the´orie) de calculer l’image par l’applica-
tion re´gulateur des symboles associe´s aux unite´s modulaires ; le proble`me ci-dessus rele`ve alors
d’un simple calcul de de´terminant. Ainsi, pour les sous-groupes de congruence Γ0(20) et Γ0(27),
la re´ponse est positive [62, 1.1.3 (ii)]. Nous de´montrerons le re´sultat ge´ne´ral suivant, annonce´
dans l’introduction.
The´ore`me 5. Pour tout nombre premier p, l’espace vectoriel re´el Vp est engendre´ par rp(Kp).
La re´ponse au proble`me propose´ ci-dessus est donc diffe´rente pour les sous-groupes de
congruence Γ = Γ0(N) et Γ = Γ1(N). La me´thode de Be˘ılinson semble mieux adapte´e a` la
courbe modulaire X1(N). Nous avons e´galement constate´ ce phe´nome`ne lors de l’application
des re´sultats de Be˘ılinson a` la conjecture de Zagier explicite pour les courbes elliptiques. Par
exemple, nous n’avons pas d’e´quivalent du the´ore`me 8, qui concerne la courbe elliptique X1(11),
pour la courbe elliptiqueX0(11). Il semble inte´ressant de rapprocher ces observations des travaux
de Stevens sur les parame´trisations modulaires. Dans [72], Stevens conjecture que pour toute
courbe elliptique E de´finie sur Q, de conducteur N , il existe une parame´trisation X1(N) → E
telle que la constante de Manin associe´e soit e´gale a` 1. De plus, il montre que dans toute classe
d’isoge´nie de courbes elliptiques de´finies sur Q (de conducteur N), il existe une unique courbe
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parame´tre´e par X1(N) de manie`re optimale. Cette courbe, appele´e courbe optimale, est conjec-
turalement la courbe dont la hauteur de Faltings est minimale. Nos re´sultats semblent donc
eux aussi indiquer qu’il est plus naturel de parame´trer une courbe elliptique E par la courbe
modulaire X1(N). L’exemple des courbes modulaires X1(11) et X1(13), que nous e´tudions en
de´tail dans les sections 3.7 et 3.8, est particulie`rement instructif.
Le groupe Aut(C/Q) agit sur les ensembles Y1(N)(C) et X1(N)(C), et donc sur l’ensemble
des pointes PN . D’apre`s [62, 3.0.2], nous pouvons de´crire explicitement cette action. Pour tout
σ ∈ Aut(C/Q), de´finissons (σ) ∈ ( ZNZ)∗ par l’e´galite´ σ(ζN ) = ζ
(σ)
N , avec ζN = e
2pii
N . Alors
Aut(C/Q) agit sur PN par la re`gle
[u, v]σ = [(σ)−1u, v]
(
(u, v) ∈ EN , σ ∈ Aut(C/Q)
)
, (3.93)
ou` nous avons utilise´ l’identification (3.56). En particulier, la conjugaison complexe c envoie
[u, v] sur [−u, v]. Remarquon qu’avec cette convention, la pointe infinie (et plus ge´ne´ralement
les pointes Pv, v ∈ (Z/NZ)∗/ ± 1) est bien de´finie sur Q. Le groupe O∗(Y1(N)) des unite´s de
Y1(N) est de fac¸on naturelle un sous-groupe de O∗(Y1(N)(C)), le groupe des unite´s modulaires
pour Γ1(N).
Notation. Soient u ∈ O∗(Y1(N)(C)) ⊗C et K,L deux sous-corps de C. Nous dirons que u est
de´finie sur K et a` coefficients dans L lorsque
u ∈ O∗(Y1(N)K)⊗ L ⊂ O∗(Y1(N)(C))⊗C.
ou` Y1(N)K de´signe l’extension des scalaires a` K.
Lemme 85. Pour toute fonction f : ZNZ → C de somme nulle, l’unite´ modulaire uf est de´finie
sur Q et a` coefficients dans Q(f̂), le corps engendre´ par les valeurs de f̂ .
De´monstration. Posons L = Q(f̂). Notons Div0Q PN le sous-groupe de Div
0 PN forme´ des divi-
seurs qui sont de´finis sur Q. Nous avons un diagramme commutatif
0 // Q∗ ⊗ L //

O∗(Y1(N))⊗ L //

Div0Q PN ⊗ L //

0
0 // C∗ ⊗ L // O∗(Y1(N)(C))⊗ L // Div0 PN ⊗ L // 0,
ou` les fle`ches verticales sont injectives et les lignes sont exactes (l’exactitude a` droite de la
ligne du haut re´sulte du the´ore`me Hilbert 90). L’application u ∈ O∗(Y1(N)(C)) 7→ û(∞) ∈ C∗
scinde la suite exacte du bas du diagramme. Lorsque u ∈ O∗(Y1(N)), nous avons û(∞) ∈ Q∗,
puisque le de´veloppement de Fourier (3.60) de u est a` coefficients rationnels. L’application
u ∈ O∗(Y1(N)) 7→ û(∞) ∈ Q∗ scinde la suite exacte du haut du diagramme, de manie`re
compatible a` la scission de celle du bas.
D’apre`s (3.63), nous avons ordP (uf ) ∈ L pour toute pointe P ∈ PN . Soit σ ∈ Aut(C/Q). Le
changement de variables a = (σ)a′ dans la formule (3.63) montre que
ordPσ(uf ) = ordP (uf ) (P ∈ PN , σ ∈ Aut(C/Q)).
En conse´quence D = div uf ∈ Div0Q PN ⊗ L, et uf n’est autre que l’image de D par l’une des
deux compositions du diagramme commutatif
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Div0Q PN ⊗ L //

O∗(Y1(N))⊗ L

Div0 PN ⊗ L // O∗(Y1(N)(C))⊗ L.
Par suite, nous avons uf ∈ O∗(Y1(N))⊗ L.
Nous allons maintenant chercher a` former des e´le´ments dans K2(X1(N)) ⊗ Q a` partir des
symboles de Milnor {uf , ug}, ou` uf , ug sont les unite´s modulaires de´finies pre´ce´demment (pro-
position 79). Nous avons la proposition suivante.
Proposition 86. Soient f, g : ZNZ → C deux fonctions de somme nulle et a` support dans
( ZNZ)
∗. Notons L le sous-corps de C engendre´ par les valeurs de f̂ et ĝ. Alors l’e´le´ment {uf , ug}
appartient a` K2(X1(N))⊗ L.
En particulier, pour toutes unite´s modulaires u, v ∈ O∗(Y1(N))⊗Q a` support dans les pointes
Pw, w ∈ ( ZNZ)∗ et ve´rifiant û(∞) = v̂(∞) = 1, l’e´le´ment {u, v} appartient a` K2(X1(N))⊗Q.
De´monstration. Conside´rons la suite exacte (3.86) tensorise´e par L. Nous avons
uf , ug ∈ O∗(Y1(N))⊗ L ⊂ Q(X1(N))∗ ⊗ L
et le symbole {uf , ug} de´finit a priori un e´le´ment de K2(Q(X1(N))) ⊗ L. Il s’agit donc de
montrer que son image par ∂ est triviale. Par hypothe`se, f et g sont combinaisons line´aires a`
coefficients dans L de caracte`res de Dirichlet non triviaux modulo N . Puisque (f, g) 7→ {uf , ug}
est biline´aire, il suffit de montrer le re´sultat pour f = χ et g = χ′, avec χ et χ′ caracte`res non
triviaux modulo N . Puisque uχ = 1 pour un caracte`re χ impair, nous pouvons supposer que χ
et χ′ sont pairs. Soit d ∈ ( ZNZ)∗. La proposition 3.76 montre que
div〈d〉∗uχ = 〈d〉∗ div uχ = χ(d) · div uχ = div
(
uχ ⊗ χ(d)
)
.
D’apre`s la suite exacte
0 // Q∗ ⊗ L // O∗(Y1(N))⊗ L // Div0Q PN ⊗ L // 0 ,
il existe une unique constante Cd ∈ Q∗ ⊗ L telle que
〈d〉∗uχ = Cd ·
(
uχ ⊗ χ(d)
)
,
ou` nous utilisons la notation multiplicative pour le groupe O∗(Y1(N))⊗L. L’application d 7→ Cd
est alors un homomorphisme de groupes, qui part d’un groupe fini et arrive dans un Q-espace
vectoriel. Il en re´sulte Cd = 1 et 〈d〉∗uχ = uχ ⊗ χ(d) pour tout d ∈ ( ZNZ)∗. De meˆme pour
uχ′ . Puisque uχ et uχ′ sont a` support dans les pointes Pw, w ∈ ( ZNZ)∗, il suffit de montrer
∂Pw{uχ, uχ′} = 1 pour tout w. Or
∂Pw{uχ, uχ′} = ∂∞{〈w〉∗uχ, 〈w〉∗uχ′} =
(
∂∞{uχ, uχ′}
)⊗ χχ′(w).
Il suffit donc de montrer que ∂∞{uχ, uχ′} = 1. Pour des unite´s modulaires u, v ∈ O∗(Y1(N)(C)),
nous avons
∂∞{u, v} = (−1)ord∞(u) ord∞(v) û(∞)
ord∞(v)
v̂(∞)ord∞(u) .
D’apre`s la de´finition (3.62) de uf , nous avons
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ûχ(∞) = ûχ′(∞) = 1⊗ 0 ∈ Q∗ ⊗ L.
Il en re´sulte ∂∞{uχ, uχ′} = 1, comme annonce´. Pour finir, soient u, v ∈ O∗(Y1(N))⊗Q des unite´s
modulaires ve´rifiant les hypothe`ses de la seconde partie du the´ore`me. En utilisant (3.76) et le
fait que L(χ, 2) 6= 0, il n’est pas difficile de voir que les diviseurs de u et v sont combinaisons
line´aires a` coefficients complexes des diviseurs div uχ, ou` χ parcourt les caracte`res pairs non
triviaux modulo N . Il existe donc des constantes C,C ′ ∈ C∗ ⊗C et cχ, c′χ ∈ C telles que
u = C ·
∏
χ
uχ ⊗ cχ et v = C ′ ·
∏
χ
uχ ⊗ c′χ.
Puisque û(∞) = v̂(∞) = ûχ(∞) = 1, il vient C = C ′ = 1. La premie`re partie de la de´monstration
entraˆıne alors
∂{u, v} = 1 dans
⊕
P∈X1(N)(C)
C∗ ⊗C.
L’application naturelle C∗⊗Q→ C∗⊗C e´tant injective, le symbole {u, v} appartient au noyau
de ∂ dans la suite exacte (3.86), et de´finit donc un e´le´ment de K2(X1(N))⊗Q.
Remarque 87. Lorsque f ou g n’est pas a` support dans ( ZNZ)
∗, tous les symboles mode´re´s de
{uf , ug} ne semblent pas ne´cessairement triviaux. Soit P ∈ PN et γ ∈ SL2(Z) un repre´sentant
de P via la bijection (3.56). Notons αP (f) (resp. αP (g)) le terme constant du de´veloppement de
Fourier de E∗f (γz) (resp. E
∗
g (γz)). Nous avons alors
log|∂P {uf , ug}| = 1
pi
(
ordP (ug)αP (f)− ordP (uf )αP (g)
) ∈ R · L ⊂ C.
Graˆce au formulaire sur les se´ries d’Eisenstein et a` la formule (3.63), il est possible d’obtenir
une formule comple`tement explicite pour log|∂P {uf , ug}|. Cette dernie`re quantite´ ne semble
pas toujours nulle. Une manie`re de reme´dier a` cela serait d’ajouter a` {uf , ug} des “symboles
constants” (voir la remarque a` la fin de cette section).
Nous avons enfin besoin des symboles de Manin, dont nous rappelons ici brie`vement la
de´finition [45]. Pour tous points α, β ∈ P1(Q), notons {α, β} la ge´ode´sique du demi-plan de
Poincare´ reliant α a` β. Pour tout x ∈ EN (c’est-a`-dire x = (u, v) avec u, v ∈ ZNZ engendrant
Z
NZ comme groupe additif), choisissons une matrice gx =
(
a b
c d
)
∈ SL2(Z) ve´rifiant (c, d) ∈ x.
On de´finit un cycle relatif ξ(x) ∈ H1(X1(N)(C), PN ,C), ou` PN est l’ensemble des pointes de
X1(N)(C), par
ξ(x) = {gx0, gx∞} (x ∈ EN ). (3.94)
On ve´rifie que ξ(x) ne de´pend pas du choix de la matrice gx.
De´monstration du the´ore`me 5. Soit p un nombre premier. Pour tout α ∈ (Z/pZ)∗, notons uα ∈
O∗(Y1(p))⊗Q l’unique unite´ modulaire ve´rifiant
div uα = Pα − P1 ûα(∞) = 1, (3.95)
ce qui est possible d’apre`s le the´ore`me de Manin-Drinfel′d [28, 29]. D’apre`s la proposition 86,
nous avons
{uα, uβ} ∈ K2(X1(p))⊗Q
(
α, β ∈ (Z/pZ)∗).
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Nous allons de´montrer que les rp({uα, uβ}) engendrent l’espace d’arrive´e Vp. Notons V ⊂ Vp =
T⊗R(1) l’espace engendre´ par les rp
({uα, uβ}). Soient χ, χ′ deux caracte`res pairs non triviaux
modulo p. Par line´arite´ et d’apre`s (3.76), nous avons la formule suivante dans T⊗C
rp
({uχ, uχ′}) = L(χ, 2)L(χ′, 2)
pi4
∑
α,β∈(Z/pZ)∗/±1
χ(α)χ′(β)rp
({uα, uβ}) ∈ V ⊗C.
Il suffit donc de montrer que les e´le´ments rp
({uχ, uχ′}) engendrent T⊗C comme espace vectoriel
complexe. Remarquons que tous les caracte`res non triviaux modulo p sont primitifs, et que les
formes primitives de poids 2 pour Γ1(p) constituent une base de S2(Γ1(p)). D’apre`s le the´ore`me
81 et le corollaire 3.4, nous avons
rp
({uχ, uχ′}) = p− 1
ppii · τ(χ′) · L(T
χχ′ , 2)L(Tχχ
′
, χ′, 1) ∈ Tχχ′ .
Fixons maintenant un caracte`re pair ψ modulo p. Remarquons que L(Tψ, 2) est inversible dans
Tψ : pour chaque forme primitive f , on a L(f, 2) 6= 0. D’apre`s ce qui pre´ce`de, il suffit de mon-
trer que les L(Tψ, χ, 1), avec χ caracte`re pair modulo p, et χ 6= 1, ψ, engendrent Tψ comme es-
pace vectoriel complexe. Nous noterons H+1 (X1(p)(C), ψ) la composante ψ-isotypique du groupe
d’homologie H+1 (X1(p)(C),C), ou` H
+
1 indique le sous-espace des invariants pour la conjugaison
complexe agissant sur X1(p)(C). Nous disposons d’isomorphismes
Tψ ∼= HomC(S2(Γ1(p), ψ),C) ∼= H+1 (X1(p)(C), ψ), (3.96)
le premier isomorphisme e´tant induit par (3.32) et le second donne´ par l’inte´gration. Le groupe
d’homologie (3.96) admet une pre´sentation en termes des symboles de Manin [45]. Nous allons
exprimer l’image de L(Tψ, χ, 1) par l’isomorphisme (3.96) comme combinaison line´aire explicite
de tels symboles. C’est un calcul classique [45, Thm 3.9 et 4.2.b)]. Nous trouvons que L(T, χ, 1)
est donne´ par l’inte´gration le long du cyle (relatif)
θχ = −τ(χ)
p
∑
v∈(Z/pZ)∗
χ(v) {v
p
,∞} (3.97)
Rappelons que l’involution d’Atkin-Lehner Wp de X1(p)(C) est induite par z 7→ − 1pz sur H.
Nous avons Wp{vp ,∞} = ξ(1, v), d’ou`
θχ = −τ(χ)
p
Wpξ(1, χ) avec ξ(1, χ) :=
∑
v∈(Z/pZ)∗
χ(v) ξ(1, v). (3.98)
Pour tout cycle c, nous noterons cψ sa projection sur la composante ψ-isotypique. Il suit de
(3.98) que l’e´le´ment L(Tψ, χ, 1) est donne´ par l’inte´gration le long du cycle (a priori relatif)
θψχ = −
τ(χ)
p
Wp
(
ξ(1, χ)ψ
)
. (3.99)
Nous allons montrer que les cycles θψχ , χ 6= 1, ψ sont ferme´s et engendrent H+1 (X1(p)(C), ψ)
comme espace vectoriel complexe. Notons 1p le caracte`re trivial modulo p. D’apre`s (3.99), il
suffit de montrer que les cycles ξ(1, χ)ψ, χ 6= 1p, ψ engendrent H+1 (X1(p)(C), ψ). L’ensemble des
pointes de X1(p)(C) est donne´ par
Pv = [0, v] Qv = [v, 0]
(
v ∈ (Z/pZ)∗/± 1). (3.100)
Conside´rons la projection naturelle
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piψ : H1(X1(p)(C),ptes,C)→ H1(X1(p)(C),ptes, ψ)
ξ(x) 7→ ξ(x)ψ = 1
p− 1
∑
λ∈(Z/pZ)∗
ψ(λ)ξ(λx).
Manin [45, 1.6] a de´montre´ que les ξ(x), x ∈ Ep engendrent l’espace de de´part de piψ. En
conse´quence, l’espace d’arrive´e de piψ est engendre´ par les cycles
ξ(x)ψ
(
x = (0, 1), x = (1, v), v ∈ Z/pZ).
Nous avons ξ(1, 0)ψ = −ξ(0, 1)ψ, et le bord des cycles ξ(x)ψ est donne´ par
∂ξ(0, 1)ψ =
1
p− 1
∑
λ∈(Z/pZ)∗
ψ(λ)
(
Pλ −Qλ
)
∂ξ(1, v)ψ =
1− ψ(v)
p− 1
∑
λ∈(Z/pZ)∗
ψ(λ)Qλ (v ∈ (Z/pZ)∗). (3.101)
L’espace H1(X1(p)(C), ψ) est donc contenu dans le sous-espace engendre´ par les cycles ξ(1, v)ψ,
v ∈ (Z/pZ)∗. Par suite, l’espace H+1 (X1(p)(C), ψ) est contenu dans le sous-espace engendre´ par
les ξ(1, v)ψ + ξ(1,−v)ψ, v ∈ (Z/pZ)∗. Or, nous avons la formule
ξ(1, χ)ψ =
∑
v∈(Z/pZ)∗
χ(v) ξ(1, v)ψ.
Par transforme´e de Fourier inverse, l’espaceH+1 (X1(p)(C), ψ) est contenu dans le sous-espace en-
gendre´ par les ξ(1, χ)ψ, ou` χ parcourt les caracte`res pairs modulo p. D’autre part, nous disposons
de la premie`re relation de Manin ξ(u, v) = −ξ(v,−u), ce qui permet d’e´crire
ξ(1, 1p)ψ =
1
p− 1
∑
v∈(Z/pZ)∗
∑
λ∈(Z/pZ)∗
ψ(λ)ξ(λ, λv)
= − 1
p− 1
∑
v∈(Z/pZ)∗
∑
λ∈(Z/pZ)∗
ψ(λ)ξ(λv,−λ)
= − 1
p− 1
∑
w∈(Z/pZ)∗
∑
µ∈(Z/pZ)∗
ψ(µw)ξ(µ, µw) = −ξ(1, ψ)ψ.
Nous devons maintenant distinguer deux cas. Si ψ = 1p, alors ξ(1, 1p)ψ = 0 ; par conse´quent
H+1 (X1(p)(C), 1p) est contenu dans l’espace engendre´ par les ξ(1, χ)
ψ, χ 6= 1p. Les cycles ξ(1, χ)ψ
e´tant de bord nul d’apre`s (3.101), nous obtenons le re´sultat. Supposons maintenant ψ 6= 1p. Nous
savons que H+1 (X1(p)(C), ψ) est contenu dans l’espace engendre´ par les ξ(1, χ)
ψ, χ 6= ψ. Mais
le calcul du bord de ces cycles donne
∂ξ(1, χ)ψ =
{∑
λ∈(Z/pZ)∗ ψ(λ)Qλ si χ = 1p
0 si χ 6= 1p, ψ.
Par conse´quentH+1 (X1(p)(C), ψ) est l’espace engendre´ par les cycles ξ(1, χ)
ψ, avec χ 6= 1p, ψ.
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Nous pre´sentons maintenant un argument heuristique concernant l’extension e´ventuelle du
the´ore`me 5 a` tout niveau N . Le rang ρ1(N) du Z-module libre O∗(Y1(N))/Q∗ est donne´ par
ρ1(N) =
⌊
N
2
⌋
(N ≥ 1).
Appelons symboles constants les e´le´ments de la forme {λ, u} avec λ ∈ Q∗ et u ∈ O∗(Y1(N)). En
utilisant le caracte`re alterne´ de (3.91) et en e´tudiant le symbole mode´re´ des symboles constants,
il est possible de montrer que KN est un Z-module libre, avec
rgKN ≤ ρ1(N)(ρ1(N)− 1)2 ∼N→∞
N2
8
. (3.102)
D’autre part [25, Ex 9.1.6] montre que l’espace vectoriel re´el VN est de dimension g1(N) ≤ 1+N224 .
Le rapport asymptotique e´gal a` 3 entre les deux quantite´s pre´ce´dentes constitue un indice favo-
rable a` la validite´ du the´ore`me 5 pour tout entier N . Le meˆme argument de dimension, applique´
dans le cas du sous-groupe de congruence Γ0(N), permet a` l’inverse, pour beaucoup de valeurs
de N , de re´pondre ne´gativement a` la question de Schappacher et Scholl.
Question. La dimension de l’espace d’arrive´e du re´gulateur, jointe a` l’injectivite´ conjecturale
de ce dernier, imposent des relations sur les symboles {u, v}, u, v ∈ O∗(Y1(N)). Est-il possible
d’expliciter ces relations ?
Nous reformulons enfin le the´ore`me 4 au niveau de la jacobienne J1(N) de X1(N), en sui-
vant la de´marche propose´e dans la section 0.6 de l’introduction. Rappelons que nous pouvons
conside´rer RJ1(N) = RJ1(N)(C) comme une fonction a` valeurs dans T⊗C.
The´ore`me 7. Soit ψ un caracte`re de Dirichlet pair modulo N . Pour tout caracte`re de Dirichlet
χ modulo N , pair, primitif et distinct de ψ, nous avons
L(Tψ, 2)L(Tψ, χ, 1) = Cψ,χ
∑
λ,µ∈( Z
NZ
)∗/±1
ψχ(λ)χ(µ)RJ1(N)(Pλ − Pµ) (3.103)
ou` la constante Cψ,χ est donne´e par
Cψ,χ =
Npii
ϕ(N)
· L(ψχ, 2) τ(χ)L(χ, 2)
pi4
. (3.104)
Remarque. En particulier, le produit L(Tψ, 2)L(Tψ, χ, 1) est combinaison line´aire (explicite) de
valeurs de la fonction RJ1(N) en des points Q-rationnels du sous-groupe cuspidal de J1(N).
De´monstration. Il s’agit d’utiliser le the´ore`me 4. Puisque nous voulons un re´sultat portant sur
toute l’alge`bre de Hecke Tψ, nous devons reprendre les ingre´dients de la de´monstration de ce
the´ore`me. D’apre`s le the´ore`me 73, nous avons
L(Tψ, 2)L(Tψ, χ, 1) = − N
piiϕ(N)
∫
X1(N)(C)
E∗ψχ · Ω ∧ ∂E∗bχ.
Puisque χ est primitif, nous avons E∗bχ = τ(χ)E∗χ. D’apre`s la proposition 79, il vient
L(Tψ, 2)L(Tψ, χ, 1) =
Npii
ϕ(N)
· τ(χ)
∫
X1(N)(C)
log|uψχ| · Ω ∧ ∂ log|uχ|.
Graˆce a` (1.28) et (3.76), nous en de´duisons
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L(Tψ, 2)L(Tψ, χ, 1) = Cψ,χ
∑
λ,µ∈( Z
NZ
)∗/±1
ψχ(λ)χ(µ)RX1(N)(Pλ, Pµ).
Par hypothe`se ψχ et χ, vus comme diviseurs sur ZNZ , sont de degre´ 0. En partant de l’identite´
donne´e par le the´ore`me 5, il suit formellement
∑
λ,µ∈( Z
NZ
)∗/±1
ψχ(λ)χ(µ)RX1(N)(Pλ, Pµ)
=
∑
λ,µ∈( Z
NZ
)∗/±1
ψχ(λ)χ(µ)
(
RJ1(N)(Pλ − Pµ)− ΦX1(N)(Pλ) + ΦX1(N)(Pµ)
)
=
∑
λ,µ∈( Z
NZ
)∗/±1
ψχ(λ)χ(µ)RJ1(N)(Pλ − Pµ)
ce qui ache`ve de montrer (3.103).
3.5 Une formule en termes de cycles
Le but de cette section est de montrer le the´ore`me 3 de l’introduction. Nous commenc¸ons
par rappeler des re´sultats bien connus sur la forme diffe´rentielle η(f, g) associe´e a` deux fonctions
me´romorphes f et g d’une surface de Riemann compacte X [56].
Soit donc X une surface de Riemann compacte, connexe, non vide, et f, g ∈ C(X)∗ deux
fonctions me´romorphes non nulles. Posons [56]
η(f, g) = log|f |d arg g − log|g|d arg f (3.105)
= −i log|f |(∂ − ∂) log|g|+ i log|g|(∂ − ∂) log|f |.
Rappelons les proprie´te´s de cette forme diffe´rentielle. C’est une 1-forme re´elle, de´finie et de classe
C∞ sur le comple´mentaire des supports de f et g dans X. Elle est ferme´e, et se comporte de
manie`re biline´aire et alterne´e en f, g. De plus, elle est “exacte sur les relations de Steinberg” :
nous avons
η(f, 1− f) = d(D ◦ f) (f ∈ C(X), f 6= 0, 1), (3.106)
ou` D est la fonction de Bloch-Wigner. E´tudions maintenant le comportement de la forme
diffe´rentielle η(f, g) au voisinage d’un point P ∈ X appartenant a` la re´union S des supports
des fonctions f et g. Soit u une coordonne´e locale en P . Pour toute fonction h ∈ C(X)∗, nous
pouvons e´crire
h(u) ∼ ĥ(P )uordP (h) (u→ 0, u 6= 0). (3.107)
Il suit
log|h(u)| = ordP (h) log|u|+ log|ĥ(P )|+ ou→0(1)
Il vient de meˆme
d arg h(u) = ordP (h)d arg u+ ou→0(1) du+ ou→0(1) du.
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Nous en tirons
η(f, g) =
(
ordP (g) log|f̂(P )| − ordP (f) log|ĝ(P )|
)
d arg u
+ ou→0(log|u|) du+ ou→0(log|u|) du
= log|∂P {f, g}|d arg u+ ou→0(log|u|) du+ ou→0(log|u|) du, (3.108)
la dernie`re e´galite´ re´sultant de la de´finition du symbole mode´re´ en P . Voici les conse´quences
de cette estimation. Posons Y = X − S. La quantite´ ∫γ η(f, g), ou` γ est un chemin non
ne´cessairement ferme´ de Y , est bien de´finie et ne de´pend que de la classe d’homotopie de γ.
D’apre`s l’estimation (3.108), l’inte´grale
∫
γ η(f, g) converge absolument lorsque γ est un chemin
de classe C1 dans X, a` de´rive´e non nulle aux points de S. D’apre`s cette meˆme e´galite´, l’inte´grale
de η(f, g) sur un lacet γP oriente´ positivement autour d’un point P ∈ S, est donne´e par∫
γP
η(f, g) = 2pi log|∂P {f, g}| (3.109)
(comparer avec [56, Lemma p. 12]). Enfin, graˆce a` la formule de Stokes, le re´gulateur associe´
aux fonctions rationnelles f, g et a` la forme diffe´rentielle ω ∈ Ω1,0(X) s’exprime facilement en
termes de la forme diffe´rentielle η(f, g) :
〈rX({f, g}), ω〉 = − i2
∫
X
ω ∧ η(f, g). (3.110)
Remarquons que par line´arite´, toutes les de´finitions et re´sultats ci-dessus s’e´tendent au cas ou`
f, g ∈ C(X)∗ ⊗C. Nous nous inte´resserons par la suite au cas ou` X est une courbe modulaire
et f, g sont des unite´s modulaires. Nous disposons par exemple des unite´s modulaires de la
proposition 79. Ne´anmoins, nous avons besoin d’e´tendre le´ge`rement la de´finition de η aux se´ries
d’Eisenstein ne provenant pas d’unite´s modulaires. Cela justifie la de´finition suivante. Nous
identifierons les fonctions ZNZ → C aux diviseurs sur ZNZ .
De´finition 88. Soient l,m deux diviseurs sur ZNZ , la forme diffe´rentielle η(l,m) sur H est
de´finie par
η(l,m) = E∗l · (∂ − ∂)E∗m − E∗m · (∂ − ∂)E∗l . (3.111)
Les se´ries d’Eisenstein E∗l et E
∗
m e´tant modulaires pour le groupe Γ1(N), la forme diffe´rentielle
η(l,m) est invariante sous l’action de ce groupe, de´finissant ainsi une forme diffe´rentielle de
Y1(N)(C). Dans le cas ou` l et m sont des diviseurs de degre´ 0, la proposition 79 et la de´finition
(3.105) montrent que
η(l,m) = pi2i · η(ul, um). (3.112)
Dans ce cas, la forme diffe´rentielle η(l,m) est donc ferme´e. Ce n’est pas le cas en ge´ne´ral, comme
le montre le lemme suivant.
Lemme 89. La diffe´rentielle de la forme η(l,m) est donne´e par
dη(l,m) =
pii
N2
E∗D(l,m) ·
dx ∧ dy
y2
(3.113)
ou` D(l,m) est le diviseur (de degre´ 0) de´fini par
D(l,m) = (degm)l − (deg l)m. (3.114)
102 Chapitre 3. Calculs explicites dans le cas modulaire
De´monstration. Nous avons
dη(l,m) = (∂ + ∂)E∗l ∧ (∂ − ∂)E∗m − (∂ + ∂)E∗m ∧ (∂ − ∂)E∗l
+ E∗l · (−2∂∂E∗m) + E∗m · (2∂∂E∗l )
= −2E∗l · ∂∂E∗m + 2E∗m · ∂∂E∗l .
Par de´finition de E∗l , nous avons
E∗l =
1
N2
∑
v∈ Z
NZ
ordv(l)
∑
a,b∈ Z
NZ
e−
2piibv
N ζ∗a,b.
La conside´ration des de´veloppements de Fourier (3.16), (3.17) et (3.19) ame`ne a` la formule
suivante pour ∂∂E∗l
∂∂E∗l =
1
N2
∑
v∈ Z
NZ
ordv(l) · ∂∂ζ∗0,0
= − pi
N2
(deg l) · ∂∂ log y
= − pii
2N2
(deg l) · dx ∧ dy
y2
,
la dernie`re e´galite´ provenant de (1.32). Le re´sultat suit.
Remarquons que l’inte´grale (3.28) peut s’exprimer a` l’aide de la forme diffe´rentielle η(l,m).
C’est un cas particulier du lemme suivant.
Lemme 90. Pour toute forme parabolique f de poids 2 pour Γ1(N), et tous diviseurs l,m sur
Z
NZ , nous avons ∫
X1(N)(C)
E∗l · ωf ∧ ∂E∗m = −
1
2
∫
X1(N)(C)
ωf ∧ η(l,m). (3.115)
De´monstration. Par de´finition de η(l,m), nous avons∫
X1(N)(C)
ωf ∧ η(l,m) =
∫
X1(N)(C)
−E∗l · ωf ∧ ∂E∗m + E∗m · ωf ∧ ∂E∗l .
Or, une inte´gration par parties et la formule de Stokes donnent∫
X1(N)(C)
E∗m · ωf ∧ ∂E∗l = −
∫
X1(N)(C)
E∗l · ωf ∧ ∂E∗m,
puisque la forme diffe´rentielle E∗l E
∗
m · ωf est a` croissance mode´re´e aux pointes.
La forme diffe´rentielle η(l,m) n’e´tant pas ne´cessairement ferme´e, nous avons besoin de
pre´ciser la notation suivante.
Notation. Pour tous points α, β ∈ H ∪ P1(Q), nous convenons que l’inte´grale ∫ βα η(l,m) est
calcule´e le long d’une ge´ode´sique de H reliant α a` β.
Lorsque α ou β appartient a` P1(Q), la convergence absolue de l’inte´grale re´sulte de (3.15),
(3.16), (3.17) et (3.19).
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Notation. Pour toute forme parabolique f ∈ S2(Γ1(N)), nous poserons
ξf (x) = − 12pi
∫
ξ(x)
ωf = −i
∫ gx∞
gx0
f(z)dz (x ∈ EN ). (3.116)
Pour x = (u, v) ∈ EN , posons xc = (−u, v) et ξ±f (x) = 12
(
ξf (x) ± ξf (xc)
)
. Posons ρ = e
pii
3 .
Puisque η(l,m) est invariante sous l’action du groupe Γ1(N) et que ce groupe pre´serve les
ge´ode´siques de H, l’inte´grale ∫ gxρ2gxρ η(l,m) ne de´pend que de x. Pour tout g ∈ SL2(Z) et toute
forme diffe´rentielle η sur H, posons η | g = g∗η. Notons σ et τ les matrices suivantes de SL2(Z)
σ =
(
0 −1
1 0
)
et τ =
(
0 −1
1 −1
)
.
De´finition 91. Pour tous diviseurs l et m sur ZNZ , de´finissons un cycle relatif c(l,m) sur
X1(N)(C) par
c(l,m) =
1
4
∑
x∈EN
(∫ gxρ2
gxρ
η(l,m)
)
ξ(x). (3.117)
Le cycle c(l,m) de´finit un e´le´ment deH1(X1(N)(C), PN ,C), ou` PN est l’ensemble des pointes
de X1(N)(C). Lorsque l et m sont de degre´ 0, le bord du cycle c(l,m) posse`de une expression
agre´able en termes du symbole mode´re´ associe´ aux unite´s modulaires ul et um, comme le montre
la proposition suivante.
Proposition 92. Pour tous diviseurs l et m de degre´ 0 sur ZNZ , le bord du cycle c(l,m) est
donne´ par
∂c(l,m) = −2pi3i
∑
P∈PN
log|∂P {ul, um}| · [P ], (3.118)
ou` ∂P de´signe le symbole mode´re´ en P .
De´monstration. Nous avons
∂c(l,m) =
1
4
∑
x∈EN
(∫ ρ2
ρ
η(l,m) | gx
)(
[gx∞]− [gx0]
)
.
Mais [gx0] = [gxσ∞], d’ou`
∂c(l,m) =
1
4
∑
x∈EN
(∫ ρ2
ρ
η(l,m) | gx −
∫ ρ2
ρ
η(l,m) | gxσ−1
)
[gx∞].
Par changement de variable,∫ ρ2
ρ
η(l,m) | gxσ−1 = −
∫ ρ2
ρ
η(l,m) | gx,
il vient donc
∂c(l,m) =
1
2
∑
x∈EN
(∫ ρ2
ρ
η(l,m) | gx
)
[gx∞]
=
∑
x∈EN/±1
(∫ ρ2
ρ
η(l,m) | gx
)
[gx∞].
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Pour toute pointe P ∈ PN ∼= EN/ ± Γ∞, notons E˜P l’ensemble des pre´images de P par la
surjection naturelle EN/ ± 1 → EN/ ± Γ∞. Par de´finition, la largeur lP de la pointe P est le
cardinal de E˜P . La matrice T agit sur E˜P par multiplication a` droite ; cette action est transitive,
cyclique d’ordre lP . Nous pouvons e´crire
∂c(l,m) =
∑
P∈PN
( ∑
x∈ eEP
∫ ρ2
ρ
η(l,m) | gx
)
[P ].
Fixons P ∈ PN . Il s’agit de calculer l’inte´grale de η(l,m) sur le cycle (a priori relatif) γP de
Y1(N)(C) de´fini par
γP =
∑
x∈ eEP
{gxρ, gxρ2}.
Fixons x0 ∈ E˜P . D’apre`s ρ = Tρ2, nous avons
γP =
lP−1∑
k=0
{gx0TkTρ2, gx0Tkρ2}
=
lP−1∑
k=0
{gx0T k+1ρ2, gx0T kρ2}
= {gx0T lP ρ2, gx0ρ2}. (3.119)
Puisque gx0T
lP g−1x0 ∈ ±Γ1(N), nous voyons de´ja` que γP est un cycle ferme´ de Y1(N)(C), autre-
ment dit γP ∈ H1(Y1(N)(C),Z). Pour la meˆme raison, nous pouvons remplacer ρ2 par n’importe
quel point de H dans (3.119). Par conse´quent, γP n’est autre qu’un lacet oriente´ ne´gativement
autour de P ∈ X1(N)(C). D’apre`s (3.112) et (3.109), nous avons alors∫
γP
η(l,m) = pi2i
∫
γP
η(ul, um) = −2pi3i log|∂P {ul, um}|,
d’ou` nous de´duisons (3.118).
Le the´ore`me qui suit est inspire´ du the´ore`me C de l’appendice (p. 152), duˆ a` Merel, qui
exprime le produit scalaire de Petersson de deux formes paraboliques en fonction de leurs pe´riodes
de Manin. La de´monstration suit largement celle du the´ore`me C.
Notons F le domaine fondamental standard du demi-plan de Poincare´ :
F = {z ∈ H ; |<(z)| ≤ 1
2
et |z| ≥ 1}. (3.120)
The´ore`me 93. Soient f une forme parabolique de poids 2 pour Γ1(N) et l,m deux diviseurs
sur ZNZ . Posons
Fx(z) =
∫ z
∞
ωf | gx (x ∈ EN , z ∈ H). (3.121)
Nous avons alors∫
X1(N)(C)
ωf ∧ η(l,m) =
∫
c(l,m)
ωf −
∫
F
∑
x∈EN/±1
Fx · d
(
η(l,m) | gx
)
. (3.122)
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Lorsque l et m sont de degre´ 0, nous avons en particulier∫
X1(N)(C)
ωf ∧ η(l,m) =
∫
c(l,m)
ωf = −pi2
∑
x∈EN
(∫ gxρ2
gxρ
η(l,m)
)
ξf (x). (3.123)
Remarque 94. Nous n’avons pas re´ussi a` nous de´barasser du second terme de (3.122), ce qui nous
obligera a` faire des hypothe`ses sur les caracte`res de Dirichlet par la suite. Notons cependant que
ce terme de´sagre´able ne de´pend que de f et du diviseur D(l,m). Nous ne savons pas si la formule
(3.123) est valable pour tous diviseurs l et m.
De´monstration. Nous avons
∫
X1(N)(C)
ωf ∧ η(l,m) =
∑
x∈EN/±1
∫
gxF
ωf ∧ η(l,m)
=
∑
x∈EN/±1
∫
F
(
ωf ∧ η(l,m)
) | gx.
Or, nous avons
d
(
Fx · η(l,m) | gx
)
= dFx ∧ η(l,m) | gx + Fx · d
(
η(l,m) | gx
)
=
(
ωf ∧ η(l,m)
) | gx + Fx · d(η(l,m) | gx).
D’apre`s la formule de Stokes, nous avons donc∫
F
(
ωf ∧ η(l,m)
) | gx = ∫
∂F
Fx · η(l,m) | gx −
∫
F
Fx · d
(
η(l,m) | gx
)
.
Le bord du domaine F est le triangle ge´ode´sique de sommets ρ2, ρ et ∞, oriente´ dans cet ordre.
Puisque la forme f est parabolique, la fonction Fx est a` de´croissance exponentielle en ∞ ; par
ailleurs, la forme diffe´rentielle η(l,m) | gx est a` croissance mode´re´e en ∞. Cela nous permet
d’e´crire ∫
∂F
Fx · η(l,m) | gx =
(∫ ρ
ρ2
+
∫ ∞
ρ
+
∫ ρ2
∞
)
Fx · η(l,m) | gx.
Nous e´crirons
∑
x pour signifier la somme sur les x ∈ EN/± 1. Nous allons de´montrer que∑
x
(∫ ∞
ρ
+
∫ ρ2
∞
)
Fx · η(l,m) | gx = 0.
La matrice T =
(
1 1
0 1
)
∈ SL2(Z) fixe ∞ et envoie ρ2 sur ρ. Par changement de variable, nous
obtenons ∫ ∞
ρ
Fx · η(l,m) | gx =
∫ ∞
ρ2
Fx | T · η(l,m) | gxT .
Par ailleurs, nous avons
Fx(Tz) =
∫ Tz
∞
ωf | gx =
∫ z
∞
ωf | gxT = FxT (z) (x ∈ EN/± 1, z ∈ H).
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En sommant sur les x, il vient donc
∑
x
∫ ∞
ρ
Fx · η(l,m) | gx =
∑
x
∫ ∞
ρ2
FxT · η(l,m) | gxT
=
∑
x
∫ ∞
ρ2
Fx · η(l,m) | gx,
ce qui montre la simplification annonce´e. Utilisons maintenant la matrice σ =
(
0 −1
1 0
)
∈
SL2(Z), qui e´change ρ et ρ2. Par changement de variables, nous obtenons∫ ρ
ρ2
Fx · η(l,m) | gx =
∫ ρ2
ρ
Fx | σ · η(l,m) | gxσ.
Par ailleurs, puisque σ e´change 0 et ∞, nous avons
Fx(σz) =
∫ σz
∞
ωf | gx =
∫ z
0
ωf | gxσ =
∫ ∞
0
ωf | gxσ + Fxσ(z) = Fxσ(z) + 2piξf (x),
la quantite´ ξf (x) e´tant inde´pendante de z. En remplac¸ant dans l’inte´grale pre´ce´dente, il vient
∫ ρ
ρ2
Fx · η(l,m) | gx =
∫ ρ2
ρ
Fxσ · η(l,m) | gxσ + 2piξf (x)
∫ ρ2
ρ
η(l,m) | gxσ
En sommant sur les x, nous obtenons
∑
x
∫ ρ
ρ2
Fx · η(l,m) | gx = 12
∑
x
∫ ρ
ρ2
Fx · η(l,m) | gx +
∫ ρ
ρ2
Fxσ · η(l,m) | gxσ
=
1
2
∑
x
2piξf (x)
∫ ρ2
ρ
η(l,m) | gxσ
= −pi
∑
x
ξf (x)
∫ ρ2
ρ
η(l,m) | gx.
Nous obtenons donc au final∫
X1(N)(C)
ωf ∧ η(l,m) =
∫
c(l,m)
ωf −
∫
F
∑
x∈EN/±1
Fx · d
(
η(l,m) | gx
)
.
Lorsque l et m sont de degre´ 0, le lemme 89 montre que la forme diffe´rentielle η(l,m) est ferme´e,
ce qui entraˆıne (3.123).
Notons 1 le diviseur sur ZNZ valant 1 en 1¯ ∈ ZNZ et 0 ailleurs.
Corollaire (The´ore`me 3). Soit f une forme parabolique primitive de poids 2 pour Γ1(N), de
caracte`re ψ. Pour tout caracte`re de Dirichlet χ modulo N , pair et distinct de ψ, nous avons
L(f, 2)L(f, χ, 1) =
N i
4
∑
x∈EN
(∫ gxρ2
gxρ
η(1, χ̂)
)
ξ+f (x). (3.124)
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De´monstration du the´ore`me 3. D’apre`s le the´ore`me 72 et le lemme 90, nous avons
L(f, 2)L(f, χ, 1) = − N
piiϕ(N)
∫
X1(N)(C)
E∗ψχ · ωf ∧ ∂E∗bχ
=
N
2piiϕ(N)
∫
X1(N)(C)
ωf ∧ η(ψχ, χ̂).
Appliquons maintenant le the´ore`me 93. Par hypothe`se sur χ, le diviseur ψχ est de degre´ 0. Il en
va de meˆme pour le diviseur χ̂, puisque N > 1 par hypothe`se sur f . Nous en de´duisons
L(f, 2)L(f, χ, 1) =
N
2piiϕ(N)
∫
c(ψχ,bχ) ωf . (3.125)
Soit maintenant  un caracte`re de Dirichlet pair modulo N , avec  6= ψχ. Nous allons utiliser
des arguments de caracte`re pour montrer∫
c(,bχ) ωf = 0.
Fixons d ∈ ( ZNZ)∗. De (3.74) et (3.75), nous tirons
〈d〉∗η(, χ̂) = χ(d) η(, χ̂).
D’autre part, puisque f est de caracte`re ψ, nous avons
ξf (dx) = ψ(d) ξf (x) (x ∈ EN ).
Il suit
∫
c(,bχ) ωf = −
pi
2
∑
x∈EN
(∫ gxρ2
gxρ
η(, χ̂)
)
ξf (x)
= −pi
2
∑
x∈EN
(∫ gdxρ2
gdxρ
η(, χ̂)
)
ξf (dx).
Puisque 〈d〉 pre´serve les ge´ode´siques de H, nous de´duisons
∫
c(,bχ) ωf = −
pi
2
∑
x∈EN
(∫ gxρ2
gxρ
〈d〉∗η(, χ̂)
)
ξf (dx)
= −pi
2
∑
x∈EN
(∫ gxρ2
gxρ
χ(d) η(, χ̂)
)
ψ(d) ξf (x)
= χψ(d) ·
∫
c(,bχ) ωf .
D’ou`
∫
c(,bχ) ωf = 0. Prenons maintenant la somme sur tous les caracte`res pairs  modulo N .
Nous obtenons
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L(f, 2)L(f, χ, 1) =
N
2piiϕ(N)
∑

∫
c(,bχ) ωf
=
N
2piiϕ(N)
∫
c(
P
 ,bχ) ωf .
Remarquons que E∗l est nulle lorsque l :
Z
NZ → C est une fonction impaire. Il en va donc de
meˆme pour η(l,m) et c(l,m) lorsque l est impaire. Dans la somme ci-dessus, nous pouvons donc
faire parcourir a`  tous les caracte`res de Dirichlet modulo N . La somme de tous les caracte`res
de Dirichlet modulo N donnant ϕ(N) · 1, nous obtenons
L(f, 2)L(f, χ, 1) =
N
2pii
∫
c(1,bχ) ωf .
En remplac¸ant c(1, χ̂) par sa de´finition, il vient
L(f, 2)L(f, χ, 1) =
N i
4
∑
x∈EN
(∫ gxρ2
gxρ
η(1, χ̂)
)
ξf (x). (3.126)
En vue de faire apparaˆıtre ξ+f (x) dans l’e´quation pre´ce´dente, utilisons le changement de variable
x 7→ xc. Pour tous diviseurs l, m, nous avons
∫ gxcρ2
gxcρ
η(l,m) =
∫ c(gxρ)
c(gxρ2)
η(l,m)
= −
∫ gxρ2
gxρ
c∗η(l,m).
D’apre`s (3.25), les se´ries d’Eisenstein E∗l ve´rifient c
∗E∗l = E
∗
l , il suit
c∗η(l,m) = c∗E∗l · (∂ − ∂)c∗E∗m − c∗E∗m · (∂ − ∂)c∗E∗m = −η(l,m).
En prenant la demi-somme a` partir de (3.126), il vient donc
L(f, 2)L(f, χ, 1) =
N i
4
∑
x∈EN
(∫ gxρ2
gxρ
η(1, χ̂)
)
ξ+f (x)
c’est-a`-dire (3.124).
Remarque 95. Au cours de la de´monstration du the´ore`me 3, nous avons obtenu l’expression
L(f, 2)L(f, χ, 1) =
N
2piiϕ(N)
∫
c(ψχ,bχ) ωf .
Dans la pratique, cette expression est peut-eˆtre plus avantageuse que (3.124), puisque la de´finition
du cycle c(ψχ, χ̂) fait intervenir la forme diffe´rentielle η(ψχ, χ̂), qui est ferme´e. Faisons l’hy-
pothe`se supple´mentaire χ primitif. Le diviseur χ̂ est donc a` support dans ( ZNZ)
∗. Les propositions
86 et 92 entraˆınent alors que le cycle c(ψχ, χ̂) est ferme´.
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Remarque 96. Il serait agre´able de s’affranchir de l’hypothe`se sur χ dans le the´ore`me 3. La
formule (3.124) nous semble suffisamment naturelle pour eˆtre vraie pour tout caracte`re χ, voire
pour toute application paire de Z/NZ dans C, mais nous n’avons pas de de´monstration. Nous
remarquons e´galement que dans le cas χ = ψ, l’e´quation fonctionnelle donne une expression de
L(f, ψ, 1) en termes de L(f, 1N , 1), ou` 1N de´signe le caracte`re trivial modulo N . Cela conduit a`
une expression pour L(f, 2)L(f, ψ, 1), au moins dans le cas ψ 6= 1N .
Question. Soit f une forme primitive de poids 2 pour Γ1(N). Existe-t-il une formule pour
L(f, 2)L(f, 1) analogue a` (3.124) ?
3.6 Application aux courbes elliptiques
Nous de´taillons maintenant les conse´quences de la formule de la section pre´ce´dente pour les
courbes elliptiques. Nous montrons en particulier le re´sultat suivant.
The´ore`me 97. Soit N ≥ 1 un entier. Pour toute courbe elliptique E de´finie sur Q, de conduc-
teur N , la valeur spe´ciale L(E, 2) est combinaison line´aire a` coefficients rationnels des quantite´s
1
pii
∫ gxρ2
gxρ
η(1, a), (3.127)
ou` x et a parcourent respectivement EN et ZNZ .
Il est tout a` fait frappant de remarquer que L(E, 2) est combinaison line´aire d’un nombre fini
de quantite´s purement analytiques et de´pendant exclusivement du conducteur de E. On peut
rapprocher ce re´sultat de la conjecture de Zagier pour L(E, 2), de´montre´e par Goncharov et
Levin [32], qui exprime L(E, 2) comme combinaison line´aire a` coefficients rationnels de valeurs
de la fonction dilogarithme elliptique en des points alge´briques de E. Il serait inte´ressant de
pousser plus avant cette analogie.
De´monstration. Soit E une courbe elliptique de´finie surQ, de conducteur N . D’apre`s les travaux
de Breuil, Conrad, Diamond, Taylor et Wiles [78, 74, 17], il existe une forme primitive f ∈
S2(Γ0(N)) telle que L(E, s) = L(f, s). D’apre`s le the´ore`me 3, nous avons pour tout caracte`re χ
modulo N , pair et non trivial
L(f, 2)L(f, χ, 1) =
N i
4
∑
x∈EN
(∫ gxρ2
gxρ
η(1, χ̂)
)
ξ+f (x). (3.128)
L’ide´e naturelle consiste a` diviser (3.128) par la pe´riode re´elle de E. Notons Ω+E cette pe´riode
re´elle, de´finie comme la valeur absolue de l’inte´grale d’une forme diffe´rentielle de Ne´ron de E
le long d’un ge´ne´rateur de H+1 (E(C),Z). D’apre`s le the´ore`me de Manin-Drinfel
′d [28, 29], nous
avons
ξ+f (x) ∈ Q ·
Ω+E
2pi
(x ∈ EN ). (3.129)
Soit α une application de ZNZ dans C. Notons L(f, α, s) la se´rie L de f tordue par α. Un calcul
classique montre que
L(f, α, 1) = − 1
N
∑
a∈ Z
NZ
α̂(a)
∫ ∞
a/N
ωf . (3.130)
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Cela montre en particulier que L(f, χ, 1) ∈ Q(χ̂) ·Ω+E pour χ caracte`re pair modulo N , ou` Q(χ̂)
est le corps engendre´ par les valeurs de χ̂. Nous souhaitons re´duire ce corps des coefficients a` Q.
Notons V le sous-C-espace vectoriel de C[ ZNZ ] engendre´ par les caracte`res de Dirichlet modulo
N , pairs et non triviaux. Soit V̂ l’image de V par la transforme´e de Fourier ; c’est aussi le sous-
espace engendre´ par les χ̂, avec χ pair et non trivial modulo N . Pour toute application m de
Z
NZ dans C, posons ∫ ∞
m/N
ωf =
∑
a∈ Z
NZ
m(a)
∫ ∞
a/N
ωf . (3.131)
Par line´arite´, l’identite´ (3.128) entraˆıne visiblement
L(f, 2)
∫ ∞
m/N
ωf = −N
2 i
4
∑
x∈EN
(∫ gxρ2
gxρ
η(1,m)
)
ξ+f (x) (m ∈ V̂ ). (3.132)
Les deux lemmes suivants montrent qu’il existe toujours m ∈ V̂ ∩Q[ ZNZ ] tel que
∫∞
m/N ωf 6= 0,
ce qui entraˆıne le the´ore`me.
Lemme 98. L’espace V̂Q = V̂ ∩Q[ ZNZ ] est une Q-structure de V̂ .
Lemme 99. Il existe m ∈ V̂ tel que ∫∞m/N ωf 6= 0.
De´monstration du lemme 98. Il s’agit de montrer que V̂Q engendre V̂ comme espace vectoriel
complexe. Notons W le sous-espace de C[ ZNZ ] forme´ des applications paires et a` support dans
( ZNZ)
∗. L’espace V n’est autre que l’hyperplan de W forme´ des applications de somme nulle.
L’espace W admet le syste`me de ge´ne´rateurs suivants
fa = [a] + [−a] (a ∈ ( Z
NZ
)∗).
Nous avons
f̂a(n) = e−
2piian
N + e
2piian
N (a ∈ ( Z
NZ
)∗, n ∈ Z
NZ
).
Notons Q(µN ) le corps cyclotomique engendre´ par ζN = e
2pii
N . Nous identifions ( ZNZ)
∗ au groupe
de Galois G = Gal(Q(µN )/Q), au moyen de a 7→ σa, ou` σa ∈ G est de´fini par σa(ζN ) = ζaN . Soit
Q(µN )0 le sous-espace de Q(µN ) forme´ des e´le´ments de trace nulle. Soit (e1, . . . er) une base de
Q(µN )0 sur Q. Nous avons alors∑
σ∈G
σ(ei)f̂σ(n) = tr
(
ei(ζnN + ζ
−n
N )
)
(1 ≤ i ≤ r, n ∈ Z
NZ
).
Les e´le´ments
gi =
∑
σ∈G
σ(ei)fσ (1 ≤ i ≤ r)
appartiennent a` V puisque ei ∈ Q(µN )0, et le calcul pre´ce´dent entraˆıne
ĝi ∈ V̂Q (1 ≤ i ≤ r)
Montrons que ces e´le´ments engendrent V̂ comme espace vectoriel complexe. Posant
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e0 = 1 et g0 =
∑
σ∈G
fσ,
il est classique de montrer que les gi, 0 ≤ i ≤ r engendrent W . Par suite, les ĝi, 0 ≤ i ≤ r
engendrent Ŵ . Puisque V̂ est un hyperplan de Ŵ , un argument de dimension montre que les
ĝi, 1 ≤ i ≤ r engendrent V̂ .
De´monstration du lemme 99. Il suffit de montrer qu’il existe un caracte`re de Dirichlet χN mo-
dulo N , pair et non trivial, tel que L(f, χN , 1) 6= 0. Supposons le contraire. D’apre`s le corollaire
2 de l’appendice (p. 145), il existe un caracte`re χ pair et primitif, de conducteur divisant N , tel
que L(f⊗χ, 1) 6= 0. Notons χN le caracte`re modulo N induit par χ. La non-nullite´ de L(f⊗χ, 1)
e´quivaut a` celle de L(f, χ, 1), elle meˆme e´quivalente a` celle de L(f, χN , 1). Donc χN est e´gal au
caracte`re trivial 1N . De plus, pour tout caracte`re χ pair et primitif de conducteur divisant N ,
nous avons Λ(f ⊗ χ, 1) = 0 si χ est non trivial. Dans le the´ore`me A de l’appendice (p. 144), la
somme donnant ξ+f (u, v) est donc re´duite au terme χ = 1, ce qui admet la conse´quente suivante
ξ+f (λu, v) = ξ
+
f (u, λv) = ξ
+
f (u, v) (λ ∈ (
Z
NZ
)∗). (3.133)
Remarquons e´galement que ξ+f (u, v) est la partie re´elle de ξf (u, v). Nous allons utiliser l’ope´rateur
de Hecke T2. D’apre`s [47, Thm 2], nous avons
T2ξ(u, v) = ξ(2u, v) + ξ(u, 2v) + ξ(2u, u+ v) + ξ(u+ v, 2v)
(
(u, v) ∈ EN
)
, (3.134)
ou` par convention ξ(u′, v′) = 0 lorsque (u′, v′) /∈ EN . Nous allons maintenant distinguer les cas
suivant la valuation de N au nombre premier 2.
Premier cas : N impair. Utilisant (3.134) avec (u, v) = (0, 1), nous trouvons
T2ξ(0, 1) = ξ(0, 1) + ξ(0, 2) + ξ(0, 1) + ξ(1, 2).
En appliquant cette e´galite´ a` f et en prenant la partie re´elle, il vient
a2(f)ξ+f (0, 1) = 3ξ
+
f (0, 1) + ξ
+
f (1, 2) = 3ξ
+
f (0, 1) + ξ
+
f (1, 1)
d’apre`s (3.133). Les relations de Manin sur les symboles modulaires donnent ξ(1, 1) =
ξ(1, 0) + ξ(0, 1) = 0. Par suite
(a2(f)− 3)ξ+f (0, 1) = 0.
Par les bornes de Hasse et Weil a2(f) − 3 6= 0, d’ou` une contradiction avec l’hypothe`se
L(f, 1) 6= 0.
Deuxie`me cas : N = 2N ′ avec N ′ impair. Utilisant (3.134) avec (u, v) = (2t, 1 − 2t) ∈ EN ,
t ∈ Z/N ′Z, il vient
T2ξ(2t, 1− 2t) = ξ(4t, 1− 2t) + ξ(2t, 2− 4t) + ξ(4t, 1) + ξ(1, 2− 4t)
= ξ(4t, 1− 2t) + ξ(4t, 1) + ξ(1, 2− 4t)
car (2t, 2− 4t) /∈ EN . En appliquant a` f et en prenant la partie re´elle, nous de´duisons
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a2(f)ξ+f (2t, 1− 2t) = ξ+f (4t, 1− 2t) + ξ+f (4t, 1) + ξ+f (1, 2− 4t)
= ξ+f (2t, 1− 2t) + ξ+f (2t, 1) + ξ+f (1, 2− 4t)
car (4t,N) = (2t,N). Avec t = 0, nous obtenons
ξ+f (1, 2) = (a2(f)− 2)ξ+f (0, 1) 6= 0.
Avec t = 1, nous avons e´galement
a2(f)ξ+f (2,−1) = ξ+f (2,−1) + ξ+f (2, 1) + ξ+f (1,−2) = ξ+f (2,−1),
d’apre`s la premie`re relation de Manin. Comme ξ+f (2,−1) = −ξ+f (1, 2) 6= 0, il vient a2(f) =
1. Pour tout t, nous obtenons donc
ξ+f (2t, 1) + ξ
+
f (1, 2− 4t) = 0
Nous avons alors successivement
ξ+f (1, 2t) = −ξ+f (2t, 1) = ξ+f (1, 2− 4t) = ξ+f (1, 4t− 2)
= ξ+f (1, 2− 4(1− t)) = −ξ+f (2(1− t), 1) = ξ+f (1, 2− 2t)
= ξ+f (1, 2t− 2) (t ∈ Z/N ′Z).
D’ou` ξ+f (1, 2t) = ξ
+
f (1, 0) pour tout t. Notons w(f) = ±1 la valeur propre de f pour
l’involution d’Atkin-Lehner WN . Pour tout a ∈ ZNZ , nous avons
ξf (1, a) = −w(f)2pi
∫
WN ξ(1,a)
ωf = −w(f)2pi
∫ ∞
a/N
ωf . (3.135)
Notons 1N ′ le caracte`re trivial modulo N ′. D’apre`s (3.130) et (3.135), nous avons
L(f, 1N ′ , 1) = − 1
N ′
∑
a∈Z/N ′Z
1̂N ′(a)
∫ ∞
a/N ′
ωf
=
2piw(f)
N ′
∑
a∈Z/N ′Z
1̂N ′(a)ξf (1, 2a)
=
2piw(f)
N ′
∑
a∈Z/N ′Z
1̂N ′(a)ξ+f (1, 2a)
= −w(f)
N ′
( ∑
a∈Z/N ′Z
1̂N ′(a)
)
ξ+f (1, 0).
Puisque N ′ > 1, la somme inte´rieure est nulle, ce qui contredit l’hypothe`se L(f, 1) 6= 0.
Troisie`me cas : N = 4N ′ avec N ′ entier. La courbe elliptique E a donc re´duction additive
en 2, d’ou` a2(f) = 0. En utilisant (3.134) avec (u, v) = (0, 1), nous trouvons
ξ+f (1, 2) = 2ξf (1, 0). (3.136)
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D’autre part, avec (u, v) = (1, 2) et en utilisant les relations de Manin, nous obtenons
0 = ξ+f (1, 4) + ξ
+
f (2, 3) + ξ
+
f (3, 4)
= ξ+f (1, 4) + ξ
+
f (2, 1) + ξ
+
f (1, 3) + ξ
+
f (3, 1) + ξ
+
f (1, 4)
= 2ξ+f (1, 4)− ξ+f (1, 2),
d’ou`
ξ+f (1, 4) = ξf (1, 0). (3.137)
D’apre`s (3.130) et (3.135), nous avons
ξf (1, 0) =
w(f)
2pi
L(f, 1). (3.138)
Pour tout k diviseur de N , notons k le diviseur suivant sur ZNZ
k =
∑
λ∈(Z/N
k
Z)∗
[kλ].
Nous avons ̂̂k = Nk, d’ou`
L(f, ̂k, 1) = −
∫ ∞
k/N
ωf = 2piw(f)ξf (1, k) = 2piw(f)ξ+f (1, k).
Graˆce a` (3.133), nous en de´duisons
L(f, ̂k, 1) = 2piw(f)ϕ(N/k)ξ+f (1, k). (3.139)
L’application ̂k est Nk -pe´riodique et invariante sous l’action de (Z/
N
k Z)
∗. Pour la de´ter-
miner, il suffit donc de calculer ̂k(d) pour d | Nk , et nous avons
̂k(d) =
∑
λ∈(Z/N
k
Z)∗
e−
2piikλd
N = trQ(µN/k)/Q(e
2piikd
N )
=
ϕ(N/k)
ϕ(N/(kd))
trQ(µN/(kd))/Q(ζN/(kd)) =
ϕ(N/k)
ϕ(N/(kd))
µ(N/(kd)),
ou` µ est la fonction de Mo¨bius [35, Chap 2, §2], puisque pour tout entier n ≥ 1, le polynoˆme
cyclotomique d’ordre n de´bute par les termes Φn = Xϕ(n)−µ(n)Xϕ(n)−1+ · · · . Nous avons
alors
L(f, ̂k, s) =
∞∑
n=1
an(f)̂k(n)
ns
=
∑
d | N
k
∞∑
n=1
(n,N
k
)=d
an(f)̂k(n)
ns
=
∑
d | N
k
̂k(d)
∞∑
n=1
(n,N
k
)=d
an(f)
ns
=
∑
d | N
k
̂k(d)
∞∑
n=1
adn(f) · 1 N
kd
(n)
(dn)s
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ou` nous avons note´ 1 N
kd
le caracte`re trivial modulo Nkd . La fonction 1 Nkd
est comple`tement
multiplicative. En de´composant dn en facteurs premiers, on est ramene´s a` calculer la somme
suivante, pour p premier divisant N et a ≥ 0
∞∑
b=0
apa+b(f) · 1 N
kd
(p)b
p(a+b)s
=
(ap(f)
ps
)a ∞∑
b=0
(ap(f) · 1 N
kd
(p)
ps
)b
=
(ap(f)
ps
)a 1
1− ap(f) · 1 N
kd
(p) · p−s .
Nous en de´duisons
L(f, ̂k, s) =
∑
d | N
k
̂k(d) ·
(∏
p | N
(ap(f)
ps
)vp(d)) · L(f, 1 N
kd
, s)
=
∑
d | N
k
̂k(d) · ad(f)
ds
· L(f, 1 N
kd
, s).
Il suit
L(f, ̂k, 1) = ϕ(N/k)
∑
d | N
k
µ(Nkd)
ϕ(Nkd)
· ad(f)
d
· L(f, 1 N
kd
, 1).
La quantite´ L(f, 1 N
kd
, 1) s’obtient a` partir de L(f, 1) en supprimant les facteurs d’Euler aux
nombres premiers p divisant Nkd . Posons
R(n) =
∏
p | n
Lp(f, p−1)−1 6= 0 (n ≥ 1)
ou` Lp(f, p−s) est le facteur local en p de L(f, s) (voir l’appendice p. 143), de telle sorte
que
L(f, 1n, 1) = R(n)L(f, 1) (n ≥ 1).
Lorsque p divise N , nous avons R(p) = 1− ap(f)p . Il vient finalement
L(f, ̂k, 1) = ϕ(N/k)F (N/k)L(f, 1) (3.140)
avec la notation
F (n) =
∑
d | n
ad(f)
d
· µ(n/d)R(n/d)
ϕ(n/d)
(n ≥ 1).
Appliquons tous ces calculs a` k = 2 et k = 4. Des e´galite´s (3.136) a` (3.140), nous de´duisons
(par hypothe`se L(f, 1) 6= 0)
F (N/2) = 2 et F (N/4) = 1.
La fonction F est faiblement multiplicative puisqu’elle est convolution de telles fonctions.
Nous voyons sans difficulte´ que F (2a) = 0 pour a ≥ 2. Puisque F (2N ′) 6= 0, nous en
de´duisons que N ′ est impair. La proprie´te´ de F entraˆıne alors F (2N ′) = F (2)F (N ′), d’ou`
F (2) = 2, or la de´finition de F donne F (2) = µ(2)R(2)/ϕ(2) = −1, d’ou` la contradiction.
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Le the´ore`me 97 se trouve donc de´montre´.
Remarques. 1. Le caracte`re inexplicite des appartenances 2piξ+f (x) ∈ Q · Ω+E et L(f, χ, 1) ∈
Q(χ̂) · Ω+E rend difficile, dans un cadre ge´ne´ral, l’explicitation de la combinaison line´aire
donnant L(E, 2) en termes des quantite´s (3.127). Pour une courbe elliptique donne´e, en
revanche, des calculs utilisant les symboles modulaires permettent d’expliciter cette com-
binaison line´aire.
2. Que peut-on dire des de´nominateurs des coefficients de la combinaison line´aire intervenant
dans le the´ore`me 97 ?
3. Il est peut-eˆtre possible d’ame´liorer la nature des nombres (3.127) intervenant dans l’e´nonce´
du the´ore`me 97. Par exemple, le lemme 89 entraˆıne que pour a 6= 1, la forme diffe´rentielle
η(1, a) n’est pas ferme´e. Le the´ore`me reste-t-il vrai en conside´rant, par exemple, les quan-
tite´s
1
pii
∫
γ
η(l,m), (3.141)
ou` γ parcourt les chemins ferme´s de Y1(N)(C), et l, m parcourent les diviseurs de degre´ 0
sur ZNZ ?
4. Une re´ponse positive a` la question pre´ce´dente aurait la conse´quence inte´ressante suivante.
Pour des diviseurs l, m de degre´ 0 sur ZNZ , la forme diffe´rentielle η(l,m) est ferme´e sur
Y1(N)(C), donc admet une primitive Fl,m sur H. Soit γ ∈ H1(Y1(N)(C),Z) et γ˜ ∈ Γ1(N)
tel que γ soit la classe d’un chemin reliant z0 a` γ˜z0 dans H, avec z0 ∈ H. Nous avons alors∫
γ
η(l,m) =
∫ eγz0
z0
dFl,m = Fl,m(γ˜z0)− Fl,m(z0).
En particulier, la valeur spe´ciale L(E, 2) serait combinaison line´aire a` coefficients rationnels
de valeurs des fonctions Fl,m, en des points de H que l’on peut choisir dans la meˆme orbite
sous l’action de Γ1(N).
Nous spe´cialisons encore les re´sultats pre´ce´dents aux courbes elliptiques de niveau premier,
et montrons les the´ore`mes 1 et 2 de l’introduction. Soit donc E une courbe elliptique sur Q,
de conducteur p premier. Rappelons que nous notons w(E) l’oppose´ du signe de l’e´quation
fonctionnelle de L(E, s). Pour v ∈ Z, posons gv =
(
0 −1
1 v
)
∈ SL2(Z). Pour χ caracte`re de
Dirichlet modulo p, posons
ηχ = η(χ, χ) =
∑
a∈( Z
pZ
)∗
∑
b∈( Z
pZ
)∗
χ(a)χ(b) η(a, b).
The´ore`me 1. Pour tout caracte`re de Dirichlet χ modulo p, pair et non trivial, nous avons la
formule
L(E, 2)L(E,χ, 1) =
pw(E) τ(χ)
8pii(p− 1)
∑
χ′
cχ,χ′L(E,χ′, 1) (3.142)
ou` la somme est e´tendue aux caracte`res χ′ modulo p, pairs et non triviaux, et les coefficients
cχ,χ′ sont donne´s par
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cχ,χ′ = τ(χ′)
p−1∑
v=1
χ′(v)
∫ gvρ2
gvρ
ηχ. (3.143)
De´monstration. Notons f ∈ S2(Γ0(p)) la forme primitive associe´e a` E. Soit χ un caracte`re de
Dirichlet modulo p, pair et non trivial. Au cours de la de´monstration du the´ore`me 3, nous avons
obtenu l’expression suivante
L(f, 2)L(f, χ, 1) =
p
2pii(p− 1)
∫
c(χ,bχ) ωf .
Puisque χ est primitif, on a χ̂ = τ(χ)χ. Par de´finition de c(χ, χ) il vient alors
L(f, 2)L(f, χ, 1) =
p i τ(χ)
4(p− 1)
∑
x∈Ep
(∫ gxρ2
gxρ
η(χ, χ)
)
ξf (x).
Les quantite´s
∫ gxρ2
gxρ
ηχ et ξ+f (x) (x ∈ Ep) sont invariantes par x 7→ αx, α ∈ ( ZpZ)∗. Il suit
L(f, 2)L(f, χ, 1) =
p i τ(χ)
4
∑
x∈P1( Z
pZ
)
(∫ gxρ2
gxρ
ηχ
)
ξ+f (x).
Soit x =∞ = 10 . Nous pouvons prendre gx =
(
0 −1
1 0
)
. Remarquons que ηχ est ferme´e (lemme
89) et invariante par T . Il suit∫ gxρ2
gxρ
ηχ =
∫ σρ2
σρ
ηχ =
∫ Tρ2
ρ2
ηχ =
∫ T∞
∞
ηχ = 0.
De meˆme, pour x = 0 on a
∫ gxρ2
gxρ
ηχ = 0. Il reste
L(f, 2)L(f, χ, 1) =
p i τ(χ)
4
∑
x∈( Z
pZ
)∗
(∫ gxρ2
gxρ
ηχ
)
ξf (x). (3.144)
La formule suivante, obtenue au cours (p. 155) de la de´monstration du the´ore`me D de l’appendice,
nous sera utile
ξf (x) =
w(E)
p− 1
∑
χ6=1p
τ(χ)
p
χ(x)Λ(f ⊗ χ, 1) (x ∈ ( Z
pZ
)∗),
la somme portant sur les caracte`res non triviaux modulo p. Pour χ modulo p et non trivial, la
forme primitive f ⊗ χ est de niveau p2, avec ap(f ⊗ χ) = 0 [4]. On a donc
Λ(f ⊗ χ, 1) = p
2pi
L(f ⊗ χ, 1) = p
2pi
L(f, χ, 1).
On en de´duit
ξf (x) =
w(E)
2pi (p− 1)
∑
χ6=1p
τ(χ)χ(x)L(f, χ, 1) (x ∈ ( Z
pZ
)∗). (3.145)
En reportant (3.145) dans (3.144), il vient
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L(f, 2)L(f, χ, 1) = −pw(E) τ(χ)
8pii(p− 1)
∑
x∈( Z
pZ
)∗
(∫ gxρ2
gxρ
ηχ
) ∑
χ′ 6=1p
τ(χ′)χ′(x)L(f, χ′, 1).
ou` la seconde somme porte sur les caracte`res χ′ non triviaux modulo p. Posons
cχ,χ′ = −τ(χ′)
∑
x∈( Z
pZ
)∗
χ′(x)
(∫ gxρ2
gxρ
ηχ
)
(χ′ 6= 1p),
de sorte que
L(f, 2)L(f, χ, 1) =
pw(E) τ(χ)
8pii(p− 1)
∑
χ′ 6=1p
cχ,χ′L(f, χ′, 1).
Il reste a` montrer que cχ,χ′ est nul pour χ′ impair, et donne´ par (3.143) lorsque χ′ est pair (non
trivial). En effectuant le changement de variable x 7→ −x dans la somme de´finissant cχ,χ′ , il
vient
cχ,χ′ = −τ(χ′)
∑
x∈( Z
pZ
)∗
χ′(−x)
(∫ g−xρ2
g−xρ
ηχ
)
= −χ′(−1)τ(χ′)
∑
x∈( Z
pZ
)∗
χ′(x)
(∫ c(gxρ)
c(gxρ2)
ηχ
)
= −χ′(−1)τ(χ′)
∑
x∈( Z
pZ
)∗
χ′(x)
(∫ gxρ
gxρ2
c∗ηχ
)
= χ′(−1)cχ,χ′
puisque c∗ηχ = −ηχ (cf. de´monstration du the´ore`me 3). Donc cχ,χ′ = 0 pour χ′ impair. Supposons
enfin χ′ pair non trivial modulo p, et fixons 1 ≤ v ≤ p − 1. Pour x = [v] ∈ ( ZpZ)∗ nous pouvons
prendre gx =
(
1 0
v 1
)
= g−vσ, d’ou`
cχ,χ′ = −τ(χ′)
p−1∑
v=1
χ′(v)
∫ g−vσρ2
g−vσρ
ηχ = τ(χ′)
p−1∑
v=1
χ′(v)
∫ g−vρ2
g−vρ
ηχ.
Puisque g−v ∈ Γ1(p) · gp−v, nous avons
∫ g−vρ2
g−vρ ηχ =
∫ gp−vρ2
gp−vρ ηχ. Le changement de variables
v 7→ p− v donne alors
cχ,χ′ = τ(χ′)
p−1∑
v=1
χ′(v)
∫ gvρ2
gvρ
ηχ
c’est-a`-dire (3.143).
Conside´rons maintenant la se´rie de Dirichlet
L(E ⊗ E, s) =
∞∑
n=1
a2n
ns
(<(s) > 2).
Elle admet un prolongement me´romorphe au plan complexe [19] dont le re´sidu en s = 2 est non
nul (cf. appendice, p.154).
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The´ore`me 2. Nous avons la formule
L(E, 2) =
p3w(E)
8(p+ 1)(p− 1)3 pi2
∑
χ,χ′ λχ,χ′L(E,χ, 1)L(E,χ
′, 1)
Ress=2 L(E ⊗ E, s) (3.146)
ou` la somme est e´tendue aux caracte`res χ (resp. χ′) modulo p, pairs et non triviaux (resp.
impairs), et les coefficients λχ,χ′ sont donne´s par
λχ,χ′ =
∑
χ′′
τ(χ′′)
τ(χ′χ′′)
cχ′′,χ (3.147)
la dernie`re somme portant sur les caracte`res χ′′ pairs non triviaux modulo p, les nombres cχ′′,χ
e´tant donne´s par (3.143).
De´monstration. Notons encore f ∈ S2(Γ0(p)) la forme primitive associe´e a` E. Le the´ore`me D
de l’appendice (p. 154) exprime Ress=2 L(E ⊗ E, s) en termes des valeurs Λ(f ⊗ χ, 1). Joint a`
l’identite´ Λ(f ⊗ χ, 1) = p2piL(f, χ, 1) pour χ caracte`re non trivial modulo p, il entraˆıne
Ress=2 L(E ⊗ E, s) = p
2 i
(p+ 1)(p− 1)2 pi
∑
χ,χ′
L(E,χ, 1)L(E,χ′, 1)
τ(χχ′)
(3.148)
ou` la somme est e´tendue aux caracte`res χ (resp. χ′) modulo p, pairs et non triviaux (resp.
impairs). L’ide´e consiste maintenant a` multiplier (3.142) par L(E,χ′, 1) pour tout caracte`re χ′
impair modulo p, puis a` prendre une combinaison biline´aire approprie´e sur χ et χ′, de manie`re
a` faire apparaˆıtre Ress=2 L(E ⊗ E, s). Fixons χ (resp. χ′) modulo p, pair et non trivial (resp.
impair). Nous avons
L(E, 2)L(E,χ, 1)L(E,χ′, 1) =
pw(E) τ(χ)
8pii(p− 1)
∑
χ′′
cχ,χ′′L(E,χ′′, 1)L(E,χ′, 1)
ou` la somme est e´tendue aux caracte`res χ′′ pairs non triviaux modulo p. En prenant la combi-
naison biline´aire sur χ et χ′ indique´e par (3.148), il vient
L(E, 2) Ress=2 L(E ⊗ E, s) = p
3w(E)
8(p+ 1)(p− 1)3 pi2
∑
χ′′,χ′
(∑
χ
τ(χ)
τ(χχ′)
cχ,χ′′
)
L(E,χ′′, 1)L(E,χ′, 1),
d’ou` la formule (3.146).
Question. Peut-on simplifier l’expression de λχ,χ′ ?
Remarque 100. En remplac¸ant Ress=2 L(E ⊗E, s) par son expression (3.148), il suit la formule
L(E, 2) =
p2 i w(E)
8(p− 1)pi2
∑
χ,χ′ λχ,χ′L(E,χ, 1)L(E,χ
′, 1)∑
χ,χ′ τ(χχ′)L(E,χ, 1)L(E,χ′, 1)
(3.149)
En particulier, la valeur spe´ciale L(E, 2) se de´duit me´caniquement des quantite´s L(E,χ, 1), ou`
χ parcourt les caracte`res de Dirichlet non triviaux modulo p, ce qui justifie la remarque de
l’introduction.
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3.7 Exemple en genre 1
Nous de´montrons dans cette section le re´sultat suivant, annonce´ dans l’introduction.
The´ore`me 8. Soit E la courbe elliptique donne´e par l’e´quation y2+ y = x3− x2, et P = (0, 0),
point d’ordre 5 de E(Q). Orientons E(R) dans le sens des y croissants. Soit χ un caracte`re de
Dirichlet modulo 11, pair et non trivial. Posons ζ = χ(3) ∈ µ5. Nous avons la formule
L(E, 2) =
22 · 5 · pi
112
· 1 + 3(ζ + ζ)
ζ − ζ
∑
a∈Z/5Z
ζaDE(aP ). (3.150)
Nous de´duisons du the´ore`me 8 la preuve d’une identite´ conjecture´e par Bloch et Grayson
[13].
Corollaire 101. En conservant les hypothe`ses du the´ore`me 8, nous avons
L(E, 2) =
10
11
· pi ·DE(P ) et DE(2P ) = 32DE(P ). (3.151)
La seconde des identite´s (3.151), appele´e relation exotique, a e´te´ de´montre´e re´cemment par
Bertin [10].
De´monstration du the´ore`me 8. La courbe elliptique E ci-dessus n’est autre que la courbe mo-
dulaire X1(11). Notons f l’unique forme primitive de poids 2 pour Γ1(11) et ωf = 2piif(z)dz
la forme diffe´rentielle associe´e. Nous choisissons l’isomorphisme entre X1(11) et E de telle sorte
que la pointe infinie s’envoie vers 0 et ωf s’identifie a` la forme diffe´rentielle dx/(2y + 1). Nous
avons alors
Ω+f :=
∫
E(R)
ωf > 0
d’apre`s le choix d’orientation de E(R). O. Lecacheux m’a indique´ comment trouver les coor-
donne´es (x, y) des pointes Pv pour v ∈ (Z/11Z)∗/± 1. Ces pointes sont rationnelles et ont pour
coordonne´es
P1 =∞ P2 = (1, 0) P3 = (0,−1) P4 = (0, 0) P5 = (1,−1). (3.152)
Le groupe de Mordell-Weil E(Q) est cyclique d’ordre 5, engendre´ par P = P4 [20]. Paralle`lement,
le groupe (Z/11Z)∗/ ± 1 est cyclique d’ordre 5, engendre´ par la classe de 4, et nous pouvons
ve´rifier la formule
P4a = a · P (a ∈ Z/5Z), (3.153)
Cette formule re´sulte du fait que chaque ope´rateur diamant est ne´cessairement une translation
rationnelle de la courbe elliptique E.
Utilisons le the´ore`me 7 avec ψ = 1 et le caracte`re primitif χ. Puisque J1(11) s’identifie
canoniquement a` X1(11), il vient
L(f, 2)L(f, χ, 1) = C1,χ
∑
λ,µ∈( Z
11Z
)∗/±1
χ(λ)χ(µ)
〈
RJ1(11)(Pλ − Pµ), ωf
〉
= C1,χ
∑
a,b∈ Z
5Z
χ(4)aχ(4)b
〈
RJ1(11)
(
(a− b)P ), ωf〉.
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Puisque χ(4) = χ(3) = ζ, il suit
L(f, 2)L(f, χ, 1) = 5C1,χ
∑
a∈ Z
5Z
ζa 〈RJ1(11)(aP ), ωf 〉.
On a ωf = Ω+f · η∗dz en utilisant les notations de la remarque 20. D’autre part P ∈ E(R).
D’apre`s (2.4) et (1.64), nous en de´duisons
〈RJ1(11)(aP ), ωf 〉 = Rωf (aP, 0) = Ω+f Rη∗dz(aP, 0) =
iΩ+f
2
DE(aP ).
Il vient donc
L(f, 2)L(f, χ, 1) =
5iΩ+f
2
C1,χ
∑
a∈ Z
5Z
ζaDE(aP ). (3.154)
Des calculs utilisant les symboles modulaires pour Γ0(11) montrent que
L(f, χ, 1) = ± α
5τ(χ)
· Ω+f avec α = ζ − ζ + 2(ζ2 − ζ
2).
Le signe dans cette dernie`re e´galite´ est de´termine´ en e´valuant nume´riquement L(f, χ, 1), par
exemple graˆce au package ComputeL [26] e´crit pour le logiciel Pari (nous ne connaissons pas
d’autre me´thode). Nous trouvons le signe moins. D’autre part, le calcul explicite de C1,χ donne
C1,χ =
11pii τ(χ)
10
L(χ, 2)L(χ, 2)
pi4
=
11pii τ(χ)
10
( 2
11
)4
(7− ζ − ζ).
En reportant ces expressions dans (3.154), il vient
L(f, 2) = −5τ(χ)
α
· 5i
2
· 11piiτ(χ)
10
( 2
11
)4
(7− ζ − ζ)
∑
a∈ Z
5Z
ζaDE(aP )
=
22 · 5 · pi
112
· 7− ζ − ζ
α
∑
a∈ Z
5Z
ζaDE(aP )
puisque τ(χ)τ(χ) = 11. Posons η = ζ + ζ ∈ Q(1+
√
5
2 ). Nous avons η
2 = 1− η d’ou`
7− ζ − ζ
α
=
7− η
(ζ − ζ)(1 + 2η) =
1 + 3η
ζ − ζ .
Puisque L(E, 2) = L(f, 2) on obtient (3.150).
De´monstration du corollaire 101. Posons η = ζ + ζ comme dans la de´monstration du the´ore`me
8. D’apre`s (1.42), nous avons DE(4P ) = −DE(P ), DE(3P ) = −DE(2P ) et DE(0) = 0. De
(3.150) nous de´duisons
L(E, 2) =
22 · 5 · pi
112
· 7− η
ζ − ζ
(
(ζ − ζ)DE(P ) + (ζ2 − ζ2)DE(2P )
)
=
22 · 5 · pi
112
· (7− η)(DE(P ) + ηDE(2P )). (3.155)
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Cette identite´ est valable pour tout ζ racine primitive 5-ie`me de l’unite´. Soit σ ∈ Gal(Q(µ5)/Q)
l’automorphisme de´fini par σ(ζ) = ζ2 (noter que la de´finition de σ est inde´pendante de ζ).
Puisque (3.155) reste vraie si l’on remplace η par σ(η) = −η − 1, il vient e´galement
L(E, 2) =
22 · 5 · pi
112
· (8 + η)(DE(P )− (1 + η)DE(2P )). (3.156)
En e´liminant η des e´quations (3.155) et (3.156), nous obtenons
L(E, 2) =
2 · 5 · pi
112
· (−DE(P ) + 8DE(2P )). (3.157)
D’autre part, en e´crivant l’e´galite´ des membres de droite de (3.155) et (3.156), il vient
(7− η)(DE(P ) + ηDE(2P )) = (8 + η)(DE(P )− (1 + η)DE(2P ))
ce qui montre, apre`s simplifications, la seconde des identite´s (3.151). En reportant cette dernie`re
dans (3.157), nous obtenons la premie`re identite´.
Remarque 102. Un aspect inte´ressant est que l’on voit assez clairement au cours du calcul d’ou`
viennent les facteurs premiers 5 et 11 de l’identite´ (3.151). Le nombre premier 11 est le niveau
de f (donc aussi le conducteur de E), tandis que le nombre premier 5 est l’ordre du groupe
(Z/11Z)∗/± 1 (qui est isomorphe au groupe de Mordell-Weil de E).
Remarque 103. La courbe X1(N) est de genre 1 pour deux autres valeurs de N , a` savoir N = 14
et N = 15. Les me´thodes utilise´es ici devraient s’adapter sans difficulte´ a` ces cas-la`.
3.8 Exemple en genre 2
Nous conside´rons ici la courbe X1(13), qui est de genre 2. Nous proposons deux formules
pour L(f, 2), ou` f est une forme primitive de poids 2 pour Γ1(13). La premie`re formule utilise
les re´sultats de la section 3.5 et fait intervenir l’inte´grale de la forme diffe´rentielle η(x, y) as-
socie´e aux fonctions x et y relatives a` un mode`le convenable de X1(13). Nous avons constate´ que
l’utilisation de l’e´quation fonctionnelle (L′(f, 0) au lieu de L(f, 2)) ame`ne a` une formule plus
naturelle. La seconde formule utilise la the´orie de´veloppe´e au chapitre 2, et exprime L(f, 2) en
termes de la fonction RJ1(13)(C), e´value´e aux points rationnels de J1(13).
Un mode`le plan de X1(13) a e´te´ de´termine´ par Lecacheux [42, pp. 55-57]. Nous noterons
Pv = [0, v] pour v ∈ (Z/13Z)∗/±1, les pointes de X1(13)(C) situe´es au-dessus de la pointe infinie
de X0(13)(C). Soit W13 l’involution d’Atkin-Lehner de X1(13). Les pointes Pv sont rationnelles
sur Q, et nous notons a1 a2 . . . a6 le diviseur
∑6
i=1 aiPi (attention, ces notations diffe`rent de
[42] par l’application de W13). Dans l’article cite´ pre´ce´demment, l’e´quation suivante est donne´e
pour X1(13)
H2h(h− 1) +H(−h3 + h2 + 2h− 1)− h2 + h = 0. (3.158)
Posant x = h|W13 et y = H |W13, les fonctions rationnelles x et y sont de´finies surQ et a` support
dans les pointes Pv. En appliquant W13 a` (3.158), nous trouvons que X1(13) est birationnelle a`
la courbe plane de meˆme e´quation, soit en coordonne´es projectives
y2x(x− z) + y(−x3 + x2z + 2xz2 − z3)− xz2(x− z) = 0. (3.159)
Noter que la courbe de´finie par (3.159) est singulie`re. Le point de coordonne´es projectives (0 :
1 : 0) est un point double ordinaire et la courbe X1(13) s’identifie a` la de´singularise´e de (3.159)
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en ce point. Dans la carte y = 1, les directions tangentes au point (0 : 1 : 0) sont donne´es par
x = z et x = 0. Pour la seconde direction, on a x ∼ −z2 au voisinage de (x, z) = (0, 0). Les
diviseurs des fonctions x et y sont donne´s par
div x = 0 1 1 −1 0 −1
div y = 1 −1 1 1 −1 −1. (3.160)
Nous en de´duisons les coordonne´es projectives des pointes Pv :
P1 = (1 : 0 : 1) P2 = (0 : 1 : 0)x=0 P3 = (0 : 0 : 1)
P4 = (1 : 0 : 0) P5 = (0 : 1 : 0)x=z P6 = (1 : 1 : 0). (3.161)
Proposition 104. L’e´le´ment {x, y} ⊗ 1 appartient a` K2(X1(13))⊗Q.
Nous donnons deux de´monstrations de ce re´sultat.
De´monstration directe. Nous avons a priori {x, y} ∈ K2(Q(X1(13))). D’apre`s la suite exacte
(3.86), il suffit de montrer la trivialite´ des symboles mode´re´s de {x, y} aux pointes Pv, 1 ≤ v ≤ 6.
Cela se fait directement graˆce a` (3.160) et (3.161), et nous ne de´taillons pas les calculs.
De´monstration utilisant les re´sultats de ce chapitre. Cette me´thode est plus inte´ressante car sus-
ceptible de ge´ne´ralisation. Les fonctions x et y sont des unite´s modulaires pour Γ1(13), a` support
dans les pointes Pv, v ∈ (Z/13Z)∗/ ± 1. La proposition re´sultera donc de la proposition 86, a`
condition de montrer les e´galite´s x̂(∞) = ŷ(∞) = 1, ou` nous utilisons la notation (3.61). Il
s’agit donc d’e´tudier le comportement des unite´s modulaires x et y au voisinage de la pointe
infinie P1. Pour l’unite´ modulaire x, l’e´galite´ propose´e est imme´diate puisque x(P1) = 1. L’unite´
modulaire y posse`de en revanche un ze´ro simple en la pointe P1, d’apre`s (3.160), ce qui nous
oblige a` calculer le de´veloppement de Fourier de y en cette pointe. Notons q = e2piiz, z ∈ H
la variable modulaire. En utilisant [42, pp. 56-57], on exprime y en termes de la fonction ℘ de
Weierstraß, puis on calcule le de´veloppement de Fourier en q graˆce a` [71, I.6.2a], ce qui donne
y(q) = −q +O(q2).
Nous avons donc ŷ(P1) = −1. D’apre`s la proposition 86, nous avons {x, y2} ∈ K2(X1(13))⊗Q.
Il en va donc de meˆme de {x, y} = {x, y2} ⊗ 12 .
Remarque 105. D’apre`s les re´sultats de Schappacher et Scholl [62, 7.3.1], nous avons meˆme
{x, y} ∈ K2(X1(13))Z ⊗Q.
Le groupe (Z/13Z)∗/ ± 1 est cyclique d’ordre 6, engendre´ par la classe de 2. La donne´e
d’un caracte`re de Dirichlet χ pair modulo 13 e´quivaut a` celle d’une racine sixie`me de l’unite´
χ(2) ∈ µ6. Nous poserons ζ6 = e 2pii6 et noterons  le caracte`re de Dirichlet pair modulo 13 de´fini
par (2) = ζ6. Les caracte`res de Dirichlet pairs modulo 13 sont 1, , 2, 3, 2 et  ; ils sont d’ordres
respectifs 1, 6, 3, 2, 3 et 6. L’espace S2(Γ1(13)) est de dimension 2 sur C, une base e´tant donne´e
par les formes primitives f et f, de caracte`res respectifs  et . Nous allons maintenant calculer
le re´gulateur (3.81) de l’e´le´ment {x, y}. Posons
r =
〈
r13
({x, y}), ωf〉 et r = 〈r13({x, y}), ωf〉. (3.162)
The´ore`me 106. Nous avons
r =
13
√
13
4pii
(1 + ζ6) · L(f, 2)L(f, 2, 1) et r = −r. (3.163)
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Pour de´montrer ce the´ore`me, nous utiliserons le lemme suivant.
Lemme 107. Dans O∗(Y1(13))⊗O∗(Y1(13))⊗C, nous avons l’identite´
x⊗ y = −13
2
√
13
24 · 3
(
(1 + ζ6)(u b2 ⊗ u3) + (2− ζ6)(u b2 ⊗ u3)). (3.164)
De´monstration. Le principe est simple : de´composer les diviseurs (3.160) de x et y comme
combinaisons line´aires de caracte`res de Dirichlet, puis appliquer la proposition 79. Nous avons
donc besoin de calculer L(χ, 2)/pi2 pour χ caracte`re modulo 13, pair et non trivial. Posons [18,
(1.81)]
B2,χ = 13
∑
a∈ Z
13Z
χ(a)B2
( a˜
13
)
(χ 6= 1).
L’e´quation fonctionnelle [18, (3.87)] pour L(χ, s) et l’expression [18, (1.80)] donnent alors
L(χ, 2)
pi2
= −2τ(χ)
132
L(χ,−1) = τ(χ)
132
B2,χ =
B2,χ
13τ(χ)
(χ 6= 1), (3.165)
compte tenu de τ(χ)τ(χ) = 13. Graˆce a` la proposition 79, nous avons
div u3 = −
L(3, 2)
pi2
· ( 1 −1 1 1 −1 −1 ) = −4
√
13
132
div y.
En conside´rant u3 et y comme des e´le´ments de O∗(Y1(13))⊗C, nous avons û3(∞) = ŷ(∞) = 1
(voir la de´monstration de la proposition 104), d’ou`
y ⊗ 1 = u3 ⊗−
13
√
13
4
. (3.166)
Le diviseur de x e´tant de degre´ 0 et invariant par l’ope´rateur diamant 〈5〉, il est combinaison
line´aire de div u2 et div u2 . Nous trouvons explicitement
div x =
1− 2ζ6
3
( div u2
L(2, 2)/pi2
− div u2
L(2, 2)/pi2
)
=
13
12
(
(2− ζ6)τ(2) div u2 + (1 + ζ6)τ(2) div u2
)
.
D’apre`s la proposition 80, nous avons u b2 = u2 ⊗ τ(2) et u b2 = u2 ⊗ τ(2), d’ou`
div x =
13
12
(
(2− ζ6) div u b2 + (1 + ζ6) div u b2).
De x̂(∞) = 1, nous de´duisons comme pre´ce´demment
x⊗ 1 = 13
12
(
u b2 ⊗ (1 + ζ6) + u b2 ⊗ (2− ζ6)). (3.167)
Le lemme re´sulte alors de (3.166) et (3.167).
De´monstration du the´ore`me 106. D’apre`s le lemme pre´ce´dent, nous avons
r = −13
2
√
13
24 · 3
〈
r13
(
(1 + ζ6){u b2 , u3}+ (2− ζ6){u b2 , u3}), ωf〉
=
132
√
13
24 · 3
〈
r13
(
(1 + ζ6){u3 , u b2}+ (2− ζ6){u3 , u b2}), ωf〉.
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Utilisons le the´ore`me 81 avec N = 13, f = f, χ = 3 et χ′ = 2 ou 2. Pour des raisons de
caracte`re, le terme correspondant a` χ′ = 2 disparaˆıt. Il vient
r =
132
√
13
24 · 3 (1 + ζ6) ·
12
13pii
· L(f, 2)L(f, 2, 1)
=
13
√
13
4pii
(1 + ζ6) · L(f, 2)L(f, 2, 1).
L’identite´ r = −r re´sulte d’un calcul analogue a` celui effectue´ au cours de la de´monstration du
lemme 83.
Nous allons maintenant donner une expression de L′(f, 0) en termes d’inte´grale de la forme
diffe´rentielle η(x, y) associe´e aux fonctions x et y. Noter que l’e´quation fonctionnelle de L(f, s)
permet d’exprimer L(f, 2) en termes de L′(f, 0). Nous avons une suite exacte
0→ Z→ DivP13 → H1(Y1(13)(C),Z)→ H1(X1(13)(C),Z)→ 0, (3.168)
ou` nous rappelons que DivP13 de´signe le groupe des diviseurs sur P13. L’application DivP13 →
H1(Y1(13)(C),Z) envoie une pointe P ∈ P13 vers un lacet γP autour du point P , oriente´ dans
le sens trigonome´trique. D’apre`s (3.109) et la proposition 104, nous avons∫
γP
η(x, y) = 0 (P ∈ P13). (3.169)
L’inte´gration de la forme diffe´rentielle η(x, y) induit donc une application de H1(X1(13)(C),Z)
vers C, qui s’e´tend par line´arite´ en un morphisme∫
η(x, y) : H1(X1(13)(C),C)→ C. (3.170)
Noter que ce morphisme est nul surH+1 (X1(13)(C),C), d’apre`s la proprie´te´ c
∗η(x, y) = −η(x, y).
De´finition 108. Pour tout caracte`re de Dirichlet ψ pair modulo 13, posons
H±(ψ) =
{
γ ∈ H±1 (X1(13)(C),C), 〈d〉∗γ = ψ(d)γ ∀d ∈ (Z/13Z)∗
}
. (3.171)
Lemme 109. Pour tout caracte`re ψ ∈ {, }, l’espace vectoriel complexe H±(ψ) est de dimension
1. Des ge´ne´rateurs de H+() et H−() sont donne´s respectivement par
γ+ = 2(1− 2ζ6)ξ(1, 2) + ξ(1, 3) + ξ(1,−3) (3.172)
γ− = ξ(1, 3)
 − ξ(1,−3). (3.173)
Des ge´ne´rateurs de H+() et H−() sont donne´s respectivement par
γ+ = γ
+
 = 2(2ζ6 − 1)ξ(1, 2) + ξ(1, 3) + ξ(1,−3) (3.174)
γ− = γ
−
 = ξ(1, 3) − ξ(1,−3). (3.175)
De´monstration. L’inte´gration induit un accouplement parfait
H±(ψ)× S2(Γ1(13), ψ)→ C.
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L’espace S2(Γ1(13), ψ) e´tant de dimension 1 pour ψ =  ou , il en va de meˆme pour H±(ψ). Au
cours de la de´monstration du the´ore`me 5 (p. 98), nous avons vu que l’espace H+() est engendre´
par les cycles ξχ, χ 6= 1,  de´finis en (3.97). Nous pouvons calculer ξ3 graˆce a` [55, Lemme 5]
ξ3 = 2(1− 2ζ6)ξ(1, 2) + ξ(1, 3) + ξ(1,−3),
ce qui montre en outre ξ3 6= 0. Nous pouvons donc choisir γ+ = ξ3 . Passons a` l’espace H−().
L’e´le´ment γ− est anti-invariant par la conjugaison complexe, et de caracte`re . D’apre`s (3.101),
son bord est nul, d’ou` γ− ∈ H−(). A` nouveau [55, Lemme 5] montre que γ− 6= 0. Enfin, les
ge´ne´rateurs de H+() et H−() sont obtenus en remarquant que la conjugaison complexe sur les
coefficients γ 7→ γ de´finit un isomorphisme de H±() vers H±().
La proprie´te´ η(x, y) = η(x, y) entraˆıne que le morphisme (3.170) est caracte´rise´ par sa valeur
en γ− . Pour re´sumer, nous avons∫
γ+
η(x, y) =
∫
γ+
η(x, y) = 0 et
∫
γ−
η(x, y) =
∫
γ−
η(x, y). (3.176)
The´ore`me 110. Nous avons l’identite´∫
γ−
η(x, y) = 4piζ6L′(f, 0), (3.177)
ou` L′(f, 0) de´signe la de´rive´e de L(f, s) en s = 0.
De´monstration. D’apre`s le lemme 107, nous avons
η(x, y) =
132
√
13
24 · 3
(
(1 + ζ6)η(u3 , u b2) + (2− ζ6)η(u3 , u b2)).
D’apre`s (3.74) et (3.75), la forme diffe´rentielle η(u3 , u b2) (resp. η(u3 , u b2)) est de caracte`re 
(resp. ). Il vient donc ∫
γ−
η(x, y) =
132
√
13
24 · 3 (1 + ζ6)
∫
γ−
η(u3 , u b2). (3.178)
Utilisons le the´ore`me 3 avec la forme primitive f = f et le caracte`re χ = 2. Au cours (3.125)
de la de´monstration de ce the´ore`me, nous avons obtenu
L(f, 2)L(f, 2, 1) =
13
24pii
∫
c(3, b2) ωf
=
13i
24
∑
x∈E13/±1
(∫ gxρ2
gxρ
η(3, ̂2)
)
ξf(x)
= −13pi
2
24
∑
x∈E13/±1
(∫ gxρ2
gxρ
η(u3 , u b2)
)
ξf(x)
= −13pi
2
24
∫
a
η(u3 , u b2),
ou` nous avons note´ a le cycle relatif suivant de Y1(13)(C)
a =
∑
x∈E13/±1
ξf(x) {gxρ, gxρ2}. (3.179)
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Rappelons que la conjugaison complexe envoie x = (u, v) ∈ E13 sur xc = (−u, v). Un calcul
simple montre que
c∗a =
∑
x∈E13/±1
ξf(x) {gxcρ2, gxcρ}
= −
∑
x∈E13/±1
ξf(x
c) {gxρ, gxρ2}.
De´finissant b = (a − c∗a)/2, nous avons alors
b =
∑
x∈E13/±1
ξ+f(x) {gxρ, gxρ2}.
Puisque c∗η(u3 , u b2) = −η(u3 , u b2), nous en tirons
L(f, 2)L(f, 2, 1) = −13pi
2
24
∫
−c∗a
η(u3 , u b2) = −13pi
2
24
∫
b
η(u3 , u b2). (3.180)
Remarquons que le cycle b est de caracte`re , et anti-invariant par la conjugaison complexe c∗.
A` l’aide du lemme suivant, nous allons maintenant montrer que le cycle b est ferme´ et l’exprimer
explicitement en termes de γ− . Rappelons que les matrices σ, τ ∈ SL2(Z) sont de´finies par
σ =
(
0 −1
1 0
)
et τ =
(
0 −1
1 −1
)
.
Lemme 111. Soit γ un cycle relatif de Y1(N)(C) de la forme
γ =
∑
x∈EN
αx {gxρ, gxρ2} (3.181)
avec les relations
αx + αxσ = 0 et αx + αxτ + αxτ2 = 0 (x ∈ EN ). (3.182)
Alors γ est ferme´ et posse`de l’expression suivante en termes de symboles de Manin
γ = −1
3
∑
x∈EN
(αx + 2αxτ ) ξ(x). (3.183)
De´monstration du lemme. Le bord de γ est donne´ par
∂γ =
∑
x∈EN
αx
(
[gxρ2]− [gxρ]
)
=
∑
x∈EN
αx
(
[gxσρ]− [gxρ]
)
=
∑
x∈EN
αxσ [gxρ]−
∑
x∈EN
αx[gxρ]
= −2
∑
x∈EN
αx [gxρ].
Puisque la matrice τ fixe ρ, nous obtenons
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∂γ = −2
∑
x∈EN
αx · 13
(
[gxρ] + [gxτρ] + [gxτ2ρ]
)
= −2
3
∑
x∈EN
(αx + αxτ + αxτ2)[gxρ] = 0.
D’autre part, nous avons
γ =
∑
x∈EN
αx
({gxρ, gx∞}+ {gx∞, gxρ2})
=
∑
x∈EN
αx{gxρ, gx∞}+
∑
x∈EN
αx{gxσ0, gxσρ}
=
∑
x∈EN
αx{gxρ, gx∞}−
∑
x∈EN
αx{gx0, gxρ},
d’apre`s αx + αxσ = 0. En e´crivant {gx0, gxρ} = ξ(x) + {gx∞, gxρ}, il suit
γ = 2
∑
x∈EN
αx{gxρ, gx∞}−
∑
x∈EN
αxξ(x).
En utilisant la matrice τ , il vient
γ =
2
3
∑
x∈EN
αx{gxρ, gx∞}+ αxτ{gxτρ, gxτ∞}+ αxτ2{gxτ2ρ, gxτ2∞}
−
∑
x∈EN
αxξ(x)
=
2
3
∑
x∈EN
αx{gxρ, gx∞}+ αxτ{gxρ, gx0}+ αxτ2{gxρ, gx1}
−
∑
x∈EN
αxξ(x).
On fait alors apparaˆıtre (αx + αxτ + αxτ2){gxρ, gx∞} ce qui donne
γ =
2
3
∑
x∈EN
αxτ{gx∞, gx0}+ αxτ2{gx∞, gx1} −
∑
x∈EN
αxξ(x).
L’identite´ {gx∞, gx1} = {gxτ20, gxτ2∞} donne finalement
γ =
2
3
∑
x∈EN
−αxτξ(x) + 23
∑
x∈EN/±1
αxξ(x)−
∑
x∈EN
αxξ(x)
= −1
3
∑
x∈EN
(αx + 2αxτ ) ξ(x).
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Les quantite´s ξ+f(x) =
(
ξf(x) + ξf(x)
)
ve´rifient les relations de Manin, ce qui permet
d’appliquer le lemme pre´ce´dent au cycle b. Nous obtenons
b = −13
∑
x∈E13/±1
(
ξ+f(x) + 2ξ
+
f
(xτ)
)
ξ(x).
Cette somme comporte 84 termes et il n’est donc pas commode de l’e´valuer. Pour re´duire le
nombre de termes a` 14, nous fixons x0 ∈ E13/± 1 et calculons
∑
λ∈(Z/13Z)∗/±1
(
ξ+f(λx0) + 2ξ
+
f
(λx0τ)
)
ξ(λx0)
=
∑
λ∈(Z/13Z)∗/±1
(
ξ+f(x0) + 2ξ
+
f
(x0τ)
) · (λ) 〈λ〉∗ξ(x0)
= 6
(
ξ+f(x0) + 2ξ
+
f
(x0τ)
) · ξ(x0).
Notons E0 ⊂ E13/± 1 l’ensemble des couples (0, 1) et (1, v), v ∈ Z/13Z. Nous obtenons
b = −2
∑
x0∈E0
(
ξ+f(x0) + 2ξ
+
f
(x0τ)
) · ξ(x0).
Un calcul simple montre que les termes correspondant a` x0 = (0, 1) et x0 = (1, 0) sont oppose´s
l’un de l’autre1. D’ou`
b = −2
∑
v∈(Z/13Z)∗
(
ξ+f(1, v) + 2ξ
+
f
(v,−v − 1)) · ξ(1, v)
= −2
∑
v∈(Z/13Z)∗
(
ξ+f(1, v) + 2(v)ξ
+
f
(1, 1 +
1
v
)
) · ξ(1, v).
Or [55, Lemme 5] permet d’exprimer ξ+f(1, w), w 6= 0 en fonction de ξ+f(1, 2) et ξ+f(1, 3). Nous
avons la relation ξ+f(1,−w) = ξ+f(1, w) et
ξ+f(1, 1) = 0 ξ
+
f
(1, 4) = (1− ζ6)ξ+f(1, 3)
ξ+f(1, 5) = (ζ6 − 1)
(
ξ+f(1, 2)− ξ+f(1, 3)
)
ξ+f(1, 6) = (ζ6 − 1)ξ+f(1, 2).
D’autre part graˆce a` [55, Lemme 5], les cycles ξ(1, v), v ∈ (Z/13Z)∗ s’expriment comme combi-
naisons line´aires de ξ(1, 2), ξ(1, 3) et ξ(1,−3). Il en va donc de meˆme de b. Mais nous savons
que b est multiple de γ− = ξ(1, 3)
 − ξ(1,−3). Il suffit donc de calculer le coefficient devant
ξ(1, 3), ce qui conduit a` l’identite´
b =
(
6ξ+f(1, 2) + (4ζ6 − 2)ξ+f(1, 3)
)(
ξ(1, 3) − ξ(1,−3)). (3.184)
Dans le premier facteur du produit (3.184), nous reconnaissons l’inte´grale de − 12piωf le long du
cycle (2ζ6 − 1)γ+ . Nous obtenons finalement
b = (2ζ6 − 1)
(
− 1
2pi
∫
γ+
ωf
)
γ− . (3.185)
1Cela re´sulte aussi de conside´rations de bord, compte tenu de (3.101).
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En remplac¸ant dans (3.180), il vient
L(f, 2)L(f, 2, 1) =
13pi
48
(2ζ6 − 1)
(∫
γ+
ωf
)∫
γ−
η(u3 , u b2). (3.186)
Le caracte`re 2 e´tant primitif, nous avons [45, Thm 4.2.b)]
L(f, 2, 1) = −τ(
2)
13
∑
a∈(Z/13Z)∗
2(a)
∫ ∞
ea/13 ωf , (3.187)
ou` a˜ de´signe un repre´sentant de a dans Z. En e´crivant le symbole modulaire intervenant dans
l’inte´grale (3.187) en termes de symboles de Manin, nous obtenons∑
a∈(Z/13Z)∗
2(a)
{ a˜
13
,∞
}
= (ζ6 − 1)γ+ .
En remplac¸ant dans (3.186) puis en divisant par la pe´riode de ωf (que l’on sait eˆtre non nulle),
nous obtenons
L(f, 2) · −τ(
2)
13
(ζ6 − 1) = 13pi48 (2ζ6 − 1)
∫
γ−
η(u3 , u b2),
d’ou` l’e´galite´ ∫
γ−
η(u3 , u b2) = − 16132pi (1 + ζ6) · τ(2) · L(f, 2).
En remplac¸ant dans (3.178), nous obtenons finalement∫
γ−
η(x, y) = −
√
13
pi
ζ6 · τ(2) · L(f, 2). (3.188)
Cette formule se simplifie si l’on utilise l’e´quation fonctionnelle de L(f, s). Notons w(f) ∈ C la
pseudo-valeur propre de f pour W13. Elle est de´finie par l’identite´
f |W13 = w(f) f. (3.189)
Le treizie`me coefficient de Fourier de f vaut a13(f) = −3ζ6 − 1. D’apre`s [4, Thm 2.1], nous
avons
w(f) =
3ζ6 − 4
13
· τ(). (3.190)
Les proprie´te´s des sommes de Gauß et de Jacobi permettent d’exprimer τ(2) en fonction de
τ(). Graˆce a` [35, §8.3, Thm 1 (d)], nous avons
τ()τ(2) =
( ∑
a∈Z/13Z
(a) 2(1− a)
)
τ(3) = (4ζ6 − 3)τ(3).
Or d’apre`s [35, §6.4, Thm 1], nous avons τ(3) = √13, ce qui conduit a`
τ(2) =
(4ζ6 − 3)
√
13
τ()
. (3.191)
Posons
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Λ(f, s) = 13s/2(2pi)−sΓ(s)L(f, s) (f ∈ S2(Γ1(13))).
L’e´quation fonctionnelle pour L(f, s) s’e´crit [58, Prop 18]
Λ(f, s) = −w(f)Λ(f, s).
Un calcul classique montre alors
L(f, 2) =
4pi2
132
(4− 3ζ6)τ()L′(f, 0), (3.192)
En reportant dans (3.188) et en utilisant (3.191), nous trouvons au final∫
γ−
η(x, y) = 4pi(1− ζ6)L′(f, 0).
En appliquant la conjugaison complexe a` cette identite´, nous trouvons (3.177).
Remarque 112. Il est possible de de´duire du the´ore`me 110 le calcul de l’inte´grale
∫
γ η(x, y),
ou` γ est un e´le´ment de H−1 (X1(13)(C),Z). Par un argument galoisien, il est facile de voir
que
∫
γ η(x, y) s’exprime en termes de L
′(f, 0), ou` f ∈ S2(Γ1(13)) est une forme parabolique a`
coefficients rationnels.
Nous allons maintenant utiliser la the´orie du chapitre 2 pour exprimer le re´gulateur (3.163).
Nous conside´rons X1(13)(C) incluse dans J1(13)(C) au moyen de l’immersion ferme´e i associe´e
a` la pointe infinie de X1(13)(C). Nous notons P = i(P2) ∈ J1(13)(Q) l’image de la pointe P2
par cette immersion ferme´e. Le point P est d’ordre 19 et engendre J1(13)(Q) [46].
Nous pouvons conside´rer RJ1(13) = RJ1(13)(C) comme une fonction a` valeurs dans T ⊗C ∼=
HomC(S2(Γ1(13)),C). Pour ψ =  ou , posons Rψ = 〈RJ1(13), fψ〉. De´finissons des pe´riodes
re´elles pour f et f par
Ω+ψ =
∫
γ+ψ
ωfψ (ψ ∈ {, }). (3.193)
D’apre`s le lemme 107, Ω+ψ est non nul, et nous ve´rifions la formule Ω
+
 = Ω
+
 . Pour ψ =  ou ,
de´finissons encore une fonction re´duite R′ψ = Rψ/Ω
+
ψ .
The´ore`me 113. Nous avons les identite´s
L(f, 2) =
8piiτ()
132
(2 + 3ζ6)
(
R′(2P )− 2R′(P )
)
(3.194)
=
8piiτ()
132
(1− 4ζ6)
(
R′(P ) +R
′
(2P ) + (2ζ6 − 1)R′(4P )
)
. (3.195)
Remarque 114. Dans ces identite´s, il est curieux que les normes des e´le´ments 2 + 3ζ6 et 1− 4ζ6
soient respectivement 19 et 13.
De´monstration. Les ope´rateurs diamants 〈d〉, d ∈ (Z/13Z)∗/± 1 induisent des automorphismes
de J1(13), par fonctorialite´ d’Albanese (2.87). Pour connaˆıtre leur action sur J1(13)(Q), il suffit
de de´terminer l’action du diamant 〈2〉 sur le point P . Posons 〈2〉P = aP avec a ∈ Z19Z . Noter
que 〈5〉 = 〈2〉3 est l’involution hyperelliptique de X1(13), puisque le quotient de X1(13) par le
sous-groupe engendre´ par 〈5〉 est de genre 0. Nous avons donc a3 ≡ −1 (mod 19), soit
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(a+ 1)(a2 − a+ 1) ≡ 0 (mod 19).
La congruence a ≡ −1 (mod 19) entraˆıne P4 − P2 = −(P2 − P1), soit P4 − P2 = P1 − P2, ce
qui est absurde puisque P4 6= P1. Donc a2 ≡ a − 1 (mod 19). En appliquant successivement
l’ope´rateur 〈2〉, nous trouvons alors
P4 − P1 = (a+ 1)P P5 − P1 = 2aP
P3 − P1 = (2a− 1)P P6 − P1 = (a− 1)P. (3.196)
D’apre`s [53, p. 224], le diviseur 0 0 0 3 1 − 4 est principal, ce qui fournit la relation(
3(a+ 1) + 2a− 4(a− 1))P = 0.
Nous en de´duisons a ≡ −7 (mod 19), soit 〈2〉P = −7P . Les orbites de l’action des diamants sur
J1(13)(Q) sont donc donne´es par
{0} {±P,±7P,±8P} {±2P,±3P,±5P} {±4P,±6P,±9P}.
En appliquant la proposition 59 avec la forme diffe´rentielle ω = ωf , nous trouvons
R
(〈d〉x) = (d)R(x) (d ∈ (Z/13Z)∗/± 1, x ∈ J1(13)(C)). (3.197)
Pour d = 5, la formule (3.197) redonne l’imparite´ de R. Pour de´terminer la fonction R sur
J1(13)(Q), il suffit donc de connaˆıtre R(P ), R(2P ) et R(4P ). Les autres valeurs de R s’ob-
tiennent graˆce a` l’imparite´ de R et la table suivante
R(7P ) = −ζ6R(P ) R(8P ) = (1− ζ6)R(P )
R(3P ) = (ζ6 − 1)R(2P ) R(5P ) = ζ6R(2P )
R(6P ) = (ζ6 − 1)R(4P ) R(9P ) = −ζ6R(4P ). (3.198)
Soit maintenant χ un caracte`re de Dirichlet modulo 13, pair et distinct de 1 et . Utilisons le
the´ore`me 7 avec N = 13, ψ =  et le caracte`re χ, qui est bien primitif et distinct de . Il vient
L(T, 2)L(T, χ, 1) = C,χ
∑
λ,µ∈( Z
13Z
)∗/±1
χ(λ)χ(µ)RJ1(13)(Pλ − Pµ)
soit en appliquant a` f
L(f, 2)L(f, χ, 1) = C,χ
∑
λ,µ∈( Z
13Z
)∗/±1
χ(λ)χ(µ)R(Pλ − Pµ). (3.199)
Graˆce a` (3.197) et a` l’imparite´ de R, il vient
∑
λ,µ∈( Z
13Z
)∗/±1
χ(λ)χ(µ)R
(〈λ〉(P1 − Pµ/λ))
=
∑
λ,µ∈( Z
13Z
)∗/±1
χ(λ)χ(µ)R(P1 − Pµ/λ)
= −6
∑
λ∈( Z
13Z
)∗/±1
χ(λ)R(Pλ − P1).
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Pour tout caracte`re χ pair modulo 13, posons
S(χ) =
∑
λ∈(Z/13Z)∗/±1
χ(λ)R(Pλ − P1). (3.200)
L’e´galite´ (3.199) peut donc s’e´crire
L(f, 2)L(f, χ, 1) = −6C,χ S(χ) (χ 6= 1, ). (3.201)
Le changement de variable λ 7→ 1/λ dans (3.200) permet de constater que S(χ) = −S(χ).
Posons ζ = χ(2) ∈ µ6. Graˆce a` (3.196) et (3.198), nous trouvons explicitement
S(χ) =
(
ζ + ζ(ζ6 − 1)
)
R(P ) + ζ3ζ6R(2P ) +
(
ζ2 + ζ2(1− ζ6)
)
R(4P ).
En particulier, nous avonsS(1)S(2)
S(3)
 =
 ζ6 ζ6 2− ζ6−2ζ6 ζ6 0
−ζ6 −ζ6 2− ζ6
 R(P )R(2P )
R(4P )
 . (3.202)
L’explicitation de S() = −S(1), S() = −S(2) et S() = −S(3) ne livre pas d’information
supple´mentaire sur la fonction R : la matrice permettant d’exprimer ces quantite´s en fonction
de R(P ), R(2P ) et R(4P ) est l’oppose´e de la matrice (3.202).
Calculons maintenant le produit L(χ, 2)L(χ, 2)/pi4 apparaissant dans la constante C,χ, en
utilisant les formules (3.165) et [35, §8.3, Thm 1 (d)]
L(χ, 2)L(χ, 2)
pi4
=
τ(χ)τ(χ)
134
B2,χB2,χ
=
( ∑
a∈ Z
13Z
χ(a)χ(1− a)
)τ()
134
B2,χB2,χ (χ 6= 1, ).
En menant les calculs explicitement, nous trouvons pour χ 6= 1, 
L(χ, 2)L(χ, 2)
pi4
=
4τ()
3 · 135
(
(504− 101ζ − 119ζ2 − 19ζ2 − 157ζ)
+ (−274 + 157ζ + 138ζ2 − 119ζ2 + 56ζ)ζ6
)
.
De la meˆme manie`re qu’en (3.187), nous avons
L(f, χ, 1) = −τ(χ)13
∑
a∈(Z/13Z)∗
χ(a)
∫ ∞
ea/13 ωf .
Notons θ(χ) le symbole modulaire suivant sur X1(13)(C)
θ(χ) =
∑
a∈(Z/13Z)∗/±1
χ(a)
{ a˜
13
,∞
}
, (3.203)
et θ(χ) la projection de θ(χ) sur la composante -isotypique. Lorsque χ 6= 1, , le cycle θ(χ)
est ferme´, et nous trouvons explicitement
θ(χ) = (ζ2 + ζ3 + ζ2 − ζ2ζ6) · γ+ (χ 6= 1, ). (3.204)
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Il vient donc
L(f, χ, 1)
τ(χ)
= − 1
13
(ζ2 + ζ3 + ζ2 − ζ2ζ6) · Ω+ (χ 6= 1, ). (3.205)
Injectons tous les calculs pre´ce´dents dans la formule (3.201). Pour χ = 2, nous obtenons (3.194),
tandis que pour χ = 3, nous trouvons (3.195). Notons que les caracte`res χ =  et χ = 2 donnent
respectivement les meˆmes e´galite´s (3.194) et (3.195), ce qui de´coule des proprie´te´s de syme´trie
vues pre´ce´demment.
Remarque 115. Il serait bon de ve´rifier nume´riquement les identite´s (3.194) et (3.195), ne serait-
ce que pour confirmer ces calculs. Cela ne´cessite de trouver un moyen de calcul efficace de la
fonction R′. Il serait alors extreˆmement inte´ressant de chercher nume´riquement d’autres relations
entre la valeur spe´ciale L(f, 2) et la fonction R′. Par exemple, chacune des valeurs R′(P ), R′(2P )
et R′(4P ) est-elle proportionnelle a` L(f, 2) ?
Remarque 116. Il est inte´ressant de chercher une version du the´ore`me 113 line´aire en la forme
modulaire f ∈ S2(Γ1(13)). Nous proposons pour cela une me´thode. Notons L(2) la forme line´aire
f 7→ L(f, 2) sur S2(Γ1(13)). Soit R : J1(13)(C) → HomC(S2(Γ1(13)),C) la fonction de´finie de
manie`re unique par
〈R(x), f〉 = τ()R′(x) et 〈R(x), f〉 = −τ()R′(x) (x ∈ J1(13)(C)).
Nous de´duisons de (3.194) et (3.198)
L(f, 2) =
8piiτ()
132
(−4R′(P ) + 5R′(2P ) + 3R′(3P ) + 6R′(7P )).
Puisque L(f, 2) = L(f, 2) et R′ = R′ ◦ c, nous obtenons alors
L(2) =
8pii
132
(−4R(P ) + 5R(2P ) + 3R(3P ) + 6R(7P )). (3.206)
Remarquons que le diviseur −4[P ] + 5[2P ] + 3[3P ] + 6[7P ] est de somme nulle dans J1(13)(Q).
De meˆme, (3.195) me`ne a`
L(2) =
8pii
132
(
R(P )− 3R(2P )− 4R(3P ) + 5R(4P )− 2R(6P ) + 4R(7P )), (3.207)
et le diviseur [P ] − 3[2P ] − 4[3P ] + 5[4P ] − 2[6P ] + 4[7P ] est de somme nulle dans J1(13)(Q).
Revenant a` l’e´galite´ (3.206), nous remarquons que chacun des diviseurs −4[P ]+6[7P ] et 5[2P ]+
3[3P ] est de somme nulle. Nous sommes donc tente´s de conjecturer que chacune des quantite´s
−4R(P ) + 6R(7P ) et 5R(2P ) + 3R(3P ) est proportionnelle a` L(2). Voici encore quelques ques-
tions. Est-il possible de trouver une de´finition plus intrinse`que pour la fonction R ? D’autre part,
une formule de type (3.206) a-t-elle lieu dans J1(N), pour tout entier N ?
Remarque 117. La courbe X1(N) est de genre 2 pour deux autres valeurs de N , a` savoir N = 16
et N = 18. Le the´ore`me 113 devrait pouvoir s’adapter a` ces cas-la`.
3.9 Vers la mesure de Mahler
Notons E = X1(11) la courbe elliptique de conducteur 11 conside´re´e dans la section 3.7.
D’apre`s les observations et travaux de Smyth, Boyd, Deninger, Rodriguez-Villegas, Bertin. . .,
la valeur spe´ciale L(E, 2) semble eˆtre lie´e nume´riquement a` la mesure de Mahler de certains
polynoˆmes en deux variables, par exemple [16, (1-25)]
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m
(
(X + Y + 1)(X + 1)(Y + 1) +XY
) ?= 7 · 11
4pi2
L(E, 2), (3.208)
ou` pour un polynoˆme P (X,Y ) ∈ C[X,Y ], P 6= 0, m(P ) de´signe la mesure de Mahler logarith-
mique de P , de´finie par
m(P ) =
∫ 1
0
∫ 1
0
log|P (e2piiu, e2piiv)|du dv. (3.209)
Nous de´montrons maintenant le re´sultat suivant.
The´ore`me 118. L’identite´ (3.208) est vraie.
La preuve de ce the´ore`me repose sur des re´sultats et travaux de Deninger [23], Rodriguez-
Villegas [57] et Bertin [10]. L’ingre´dient final est la formule explicite pour L(E, 2) obtenue a` la
section 3.7. Nous renvoyons a` l’article de Boyd [16] pour une introduction a` la mesure de Mahler
ainsi qu’a` son lien avec les valeurs spe´ciales de fonctions L.
De´monstration. Dans l’article [10], Bertin a calcule´ la mesure de Mahler (3.208) en termes d’un
re´gulateur sur la courbe elliptique E. Dans la remarque finale de op. cit., Bertin montre que la
relation (3.208) de´coule de l’e´galite´ conjecturale suivante
|r({x, y})| ?= 11
4pi2
L(E, 2), (3.210)
ou` le re´gulateur r
({x, y}) est de´fini par [56, 57]
r
({x, y}) = 1
2pi
∫
γ
η(x, y) =
1
2pi
∫
γ
log|x|d arg y − log|y|d arg x, (3.211)
et γ est un chemin ferme´ quelconque de E(C) ne passant pas par les ze´ros et poˆles de x et y,
et engendrant2 le sous-groupe H−1 (E(C),Z) forme´ des cycles anti-invariants par la conjugaison
complexe agissant sur E(C). Graˆce a` (3.151), la preuve de (3.210) se rame`ne a` celle de l’identite´
|r({x, y})| ?= 5
2pi
DE(P ).
Or, cette dernie`re e´galite´ re´sulte de [10, Th. 6 et Cor. 6.1].
Remarque 119. En utilisant [10, Th. 5], nous obtenons e´galement l’identite´ suivante, conjecture´e
par Boyd [16, (1-24)]
m
(
Y 2 + (X2 + 2X − 1)Y +X3) = 5 · 11
4pi2
L(E, 2). (3.212)
3.10 Questions et perspectives
Soit A une varie´te´ abe´lienne de type GL2 de´finie sur Q, et L(A, s) la fonction L associe´e a`
A. Conjecturalement, il existe un entier N ≥ 1 tel que la varie´te´ abe´lienne A soit quotient (ou
facteur, a` isoge´nie pre`s) de la jacobienne J1(N) de la courbe modulaire X1(N). Supposant cela
pour A, il semble que l’association des chapitres 2 et 3 permette de montrer une version faible de
la conjecture de Be˘ılinson concernant la valeur spe´ciale L(A, 2). Plus pre´cise´ment, conside´rons
le re´gulateur de Be˘ılinson
2Le groupe H−1 (E(C),Z) posse´dant deux ge´ne´rateurs, le nombre r
`{x, y}´ est de´fini au signe pre`s. Puisque
l’identite´ (3.208) relie deux nombres positifs, cette ambigu¨ıte´ de signe ne pose pas proble`me.
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rA : K
(2)
2 (A)→ VR = H1(A(C),R(1))− (3.213)
(voir la section 2.6). L’espace VQ = H1(A(C),Q(1))− est une Q-structure de VR. La forme
faible de la conjecture de Be˘ılinson pour L(A, 2) pre´dit l’existence d’un sous-Q-espace vectoriel
PA ⊂ K(2)2 (A) tel que l’image rA(PA) soit uneQ-structure de VR, et tel que les deuxQ-structures
ainsi de´finies soient relie´es par
det
VQ
rA(PA) ∼Q∗ L(g)(A, 0) ∼Q∗ pi−2gL(A, 2) (g = dimA),
ou` nous avons e´crit ∼Q∗ pour indiquer l’e´galite´ a` un facteur rationnel non nul pre`s3. Les re´sultats
des chapitres 2 et 3, joints a` la fonctorialite´ du re´gulateur de Be˘ılinson pour le morphisme
A→ J1(N), entraˆınent la conjecture faible e´nonce´e ci-dessus. Nous n’avons pas aborde´ la ques-
tion de l’inte´gralite´ des e´le´ments construits dans le groupe K(2)2 (A). Pour cette dernie`re question,
il nous semble inte´ressant d’envisager la condition d’inte´gralite´ a` l’aide du mode`le de Ne´ron de
A. Dans le cas d’une courbe elliptique, cela a e´te´ fait par Schappacher et Scholl [63, 64], voir
e´galement [76, §1.4]. Dans le cas ge´ne´ral, la de´finition usuelle du groupe K(2)2 (A)Z fait intervenir
un mode`le propre et plat de A sur Z. Un tel mode`le a l’avantage d’exister, mais la de´finition de
K
(2)
2 (A)Z qui en re´sulte a le de´savantage de de´pendre du choix du mode`le [36].
Enfin, nous pensons et espe´rons que les me´thodes pre´sente´es dans les sections 3.7 a` 3.9 auront
des applications a` la de´termination exacte d’autres mesures de Mahler. On peut se re´fe´rer a` [16]
pour une liste impressionnante d’identite´s conjecturales reliant mesures de Mahler et valeurs
spe´ciales de fonctions L de courbes elliptiques.
3La forme forte de la conjecture pre´dit que l’on peut prendre PA = K(2)2 (A)Z, un groupe qui reste cependant
a` de´finir (a` ma connaissance).
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Appendice :
Symboles de Manin et valeurs de fonctions L
Lo¨ıc Merel
Ce texte est un comple´ment a` la the`se de F. Brunault, qui fait usage des the´ore`mes A, C et D ci-dessous
et de leurs corollaires. Nous espe´rons donner un compte-rendu plus complet, incluant une ge´ne´ralisation du
the´ore`me A qui ne se limite pas au poids 2, et qui tire avantage du langage ade´lique dans une publication
ulte´rieure.
1. L’interpre´tation arithme´tique des symboles de Manin
1.a. Soit N un entier > 0. Soit f une forme modulaire primitive (c’est-a`-dire propre pour l’alge`bre de Hecke,
nouvelle et normalise´e) de poids k = 2 pour le groupe de congruence Γ1(N).
Pour tout entier m ≥ 1, on note Σm le support de m dans l’ensemble des nombres premiers. Soit χ un
caracte`re de Dirichlet de conducteur a` support dans ΣN . Notons f ⊗ χ la forme primitive dont le p-ie`me
coefficient de Fourier est ap(f)χ(p) (p nombre premier ne divisant pas N). Notons Nχ le niveau de f ⊗ χ.
Notons L(f ⊗ χ, s) la fonction L de f ⊗ χ. Elle admet un de´veloppement en se´rie de Dirichlet ∑∞n=1 an(f ⊗
χ)/ns et en produit eulerien
∏
p Lp(f ⊗χ, p−s), ou` Lp(f ⊗χ,X) = 1/(1− ap(f ⊗χ)X + ap,p(f ⊗χ)pk−1X2)
(p nombre premier) ; on comple`te ce produit pour former Λ(f ⊗χ, s) = (2pi)−sΓ(s)Ns/2χ L(f ⊗χ, s). On pose
ap = ap(f) et ap,p = ap,p(f). Notons ψ le caracte`re de nebentypus de f ; il ve´rifie ψ(p) = ap,p(f) (p nombre
premier ne divisant pas N). On pose f¯ = f ⊗ ψ¯, et on a an(f¯) = a¯n(f) (n entier ≥ 1).
Lorsque T+ et T− sont des ensembles finis de nombres premiers, on prive Λ(f⊗χ, s) de certains facteurs
d’Euler en posant
Λ[T
+,T−](f ⊗ χ, s) = Λ(f ⊗ χ, s)/(
∏
p∈T+
Lp(f ⊗ χ, p−s)
∏
p∈T−
Lp(f¯ ⊗ χ¯, ps−k)).
Lorsque R+ et R− sont des sous-ensembles de T+ et T− respectivement, on pose
Λ[
T+
R+
, T
−
R− ](f ⊗ χ, s) = Λ[T+,T−](f ⊗ χ, s)
∏
p∈R+
Lp(f ⊗ χ, p−s)
Lp(f ⊗ χ, p−s−1)
∏
p∈R−
Lp(f¯ ⊗ χ¯, ps−k)
Lp(f¯ ⊗ χ¯, ps−k+1)
.
Nous dirons que les nombres premiers p qui ve´rifient vp(N) = 1 et ψ non ramifie´ en p sont spe´ciaux pour f
(ils correspondent aux repre´sentation spe´ciales de GL2(Qp)). Notons Σf l’ensemble des nombres premiers
spe´ciaux pour f . Le cas qui nous inte´ressera est le cas ou` R+ et R− sont compose´s de nombres premiers
spe´ciaux pour f .
Soit S un sous-ensemble de ΣN . Posons S¯ = ΣN − S. Pour M nombre entier ≥ 1 a` support dans ΣN ,
posons M = MSMS¯ ou` MS et MS¯ sont a` supports dans S et S¯ respectivement. On pose S(M) = ΣM ∩ S
et S¯(M) = ΣM ∩ S¯. On note wS(f¯ ⊗ χ) la pseudo-valeur propre de f¯ ⊗ χ pour l’ope´rateur d’Atkin-Lehner
associe´ a` S (voir [A-L] ou la mise au point de la section 2.b.). On note de plus w(f ⊗ χ) = wΣN (f ⊗ χ) ; on
a Λ[T
+,T−](f ⊗ χ, s) = −w(f ⊗ χ)Λ[T−,T+](f¯ ⊗ χ¯, k− s). Pour α caracte`re de niveau a` support dans ΣN , on
convient de de´composer α sous la forme α = αSαS¯ , ou` αS et αS¯ sont des caracte`res de Dirichlet de niveaux
a` supports dans S et S¯ respectivement.
Soit (u, v) ∈ (Z/NZ)2. Notons N ′ l’ordre de uv dans Z/NZ. Pour p ∈ ΣN et χ caracte`re de Dirichlet
primitif de conducteur mχ divisant N , notons Qp,f,χ(X) la fraction rationnelle suivante : Qp,f,χ(X) =
(a¯pp1−k/2)vp(N
′/mχ) sauf si ap = 0, vp(N ′) = 1 et vp(mχ) = 0, auquel cas on a Qp,f,χ(X) = −χ¯(p)X−1. Cet
objet de´sagre´able de´pend de p, ap, χ(p), vp(mχ), k et vp(N ′) ; c’est donc un objet local.
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1.b. Les notations qui pre´ce`dent sont valables meˆme lorsque k > 2. Supposons, jusqu’a` la fin de cette
section, que k = 2.
On pose ξf (u, v) = 0 si (u, v) n’est pas d’ordre N dans le groupe additif (Z/NZ)2. Sinon on conside`re
une matrice g =
(
a b
c d
)
∈ SL2(Z) telle que (c, d) ∈ (u, v) et on pose
ξf (u, v) = −i
∫ g∞
g0
f(z)dz,
ou` l’inte´grale est prise le long d’un chemin continu du demi-plan de Poincare´. On dispose donc de
ξf : (Z/NZ)2 −→ C.
L’application f 7→ ξf est injective. On peut meˆme eˆtre plus pre´cis. Si on pose ξ+f (u, v) = (ξf (u, v) +
ξf (−u, v))/2 et ξ−f (u, v) = (ξf (u, v)− ξf (−u, v))/2. Les applications f 7→ ξ+f et f 7→ ξ−f sont injectives [M].
Notre nous proposons de donner un sens a` ξf en terme des invariants arithme´tiques de f . Supposons
(u, v) d’ordre N . Pour cela nous calculons la transforme´e de Fourier multiplicative de cette fonction. En
effet, on identifie (Z/NZ) a` ∪d|N (Z/dZ)∗ (par w 7→ wN ′w/N (mod N ′w), ou` N ′w est l’ordre de w dans
(Z/NZ)). Soit S un sous-ensemble de ΣN contenant le support de u mais disjoint du support de v. Posons
S¯ = ΣN − S. Les entiers N ′S et N ′¯S expriment les composantes associe´es a` u et v via cette identification ; les
entiers NS/N ′S et NS¯/N
′¯
S
ne de´pendent pas du choix de S. Toute fonction ξ : (Z/NZ)2 → C s’e´crit sous la
forme ξ(u, v) =
∑
α,β cα,βα(N
′¯
S
v/NS¯)β(N ′Su/NS), ou` cα,β de´pend seulement de ξ, α, β et N
′ et ou` α et β
parcourent les caracte`res de Dirichlet primitifs de niveau divisant N ′. L’inte´reˆt du the´ore`me A re´side dans
une telle e´criture pour ξ = ξf , qui met en e´vidence le sens arithme´tique des coefficients cα,β .
Pour ω caracte`re de Dirichlet, notons τ ′(ω) la somme de Gauss etmω le conducteur du caracte`re primitif
associe´ a` ω. Notons φ la fonction indicatrice d’Euler.
The´ore`me A. — On a
ξf (u, v) =
w(f)
φ(N ′)
∑
χ
χS¯(mχ,S)(ψ¯Sχ¯S)(mψ¯χ¯,S¯)χS(−1)
τ ′(χS)τ ′(ψ¯S¯χ¯S¯)√
Nχ
(
∏
p∈S(N ′)
Qp,f,χ¯(1))(
∏
p∈S¯(N ′)
Qp,f,χψ(1))
(ψ¯S¯χ¯
2
S¯)(Nχ,S)(ψ¯χ¯)(
N ′¯
S
v
NS¯
)χ(
N ′Su
NS
)wS(f ⊗ χ)Λ
[
Σ
N′−S(mχ)
(S(N′)−S(mχ))∩Σf
,
Σ
N′−S¯(mψ¯χ¯)
(S¯(N′)−S¯(m
ψ¯χ¯
))∩Σf
]
(f ⊗ χ, 1),
ou` χ parcourt les caracte`res de Dirichlet primitifs tels que mχ,Smψχ,S¯ |N ′.
On de´duit du the´ore`me A une formule analogue pour ξ+f (resp. ξ
−
f ) qui fait disparaˆıtre les termes faisant
intervenir les expressions Λ(f ⊗ χ, 1) pour χ impair (resp. pair).
Corollaire . — La forme modulaire f primitive de poids 2 pour Γ1(N) est caracte´rise´e par les donne´es
suivantes, ou` on fait parcourir a` χ les caracte`res de Dirichlet pairs (resp. impairs) de conducteur divisant
N :
(i) le caracte`re de f ,
(ii) les niveaux des formes primitives f ⊗ χ,
(iii) les pseudo-valeurs propres wS(f ⊗ χ),
(iv) les facteurs d’Euler Lp(f ⊗ χ, s), pour p ∈ ΣN et
(v) les nombres Λ(f ⊗ χ, 1).
On peut voir la fonction ξf comme une fac¸on commode de comprimer les donne´es (i), (ii), (iii), (iv) et
(v). Il re´sulte du the´ore`me A un e´nonce´ de the´orie analytique des nombres.
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Corollaire 2. — Il existe un caracte`re de Dirichlet primitif χ, qu’on peut choisir pair ou impair, de
conducteur divisant N et tel que L(f ⊗ χ, 1) 6= 0.
2. Formulaire pre´liminaire
Cette section consiste en des mises au points concernant des questions essentiellement de´ja` connues.
Elles concernent en 2.a. la suppression des facteurs d’Euler des fonctions L, en 2.b. les ope´rateurs d’Atkin-
Lehner, en 2.c. et 2.d. la torsion des formes modulaires par des caracte`res non ne´cessairement primitifs, en
2.e. la translation des formes modulaires par des nombres rationnels.
2.a. On note GL2(Q)+ le sous-groupe de GL2(Q) forme´ par les matrices de de´terminant > 0. On pose,
pour
(
A B
C D
)
∈ GL2(Q)+, et F forme primitive de poids k et de niveau M :
F
|
(
A B
C D
)(z) = (AD −BC)k/2
(Cz +D)k
F (
Az +B
Cz +D
).
Cette ope´ration s’e´tendC-line´airement a`C[GL2(Q)+] ; elle se factorise parC[PGL2(Q)+]. Gardons a` l’esprit
la formule suivante
(2pi)−sΓ(s)L(F, s) =
∫ ∞
0
F (iy)ys
d y
y
.
On a, pour h =
(
A 0
0 D
)
∈ GL2(Q)+,
∫ ∞
0
F|h(iy)ys
d y
y
= (
A
D
)k/2−s
∫ ∞
0
F (iy)ys
d y
y
= (
A
D
)k/2−s(2pi)−sΓ(s)L(F, s).
Soient T+ et T− deux ensembles de nombres premiers. On pose
F [T
+,T−] = F
|
∏
p∈T+ Lp(F,p
−k/2
(
p 0
0 1
)
)−1
∏
p∈T− Lp(F¯ ,p
−k/2
(
1 0
0 p
)
)−1
,
de telle sorte que∫ ∞
0
F [T
+,T−](iy)ys
d y
y
=
(2pi)−sΓ(s)L(F, s)∏
p∈T+ Lp(F, p−s)
∏
p∈T− Lp(F¯ , ps−k)
=M−s/2Λ[T
+,T−](F, s).
On pose, lorsque R+ et R− sont des sous-ensembles de T+ et T− respectivement,
F [
T+
R+
, T
−
R− ] = F [T
+−R+,T−−R−]
|
∏
p∈R+ Lp(F,p
1−k/2
(
p 0
0 1
)
)−1
∏
p∈R− Lp(F¯ ,p
1−k/2
(
1 0
0 p
)
)−1
si bien que ∫ ∞
0
F [
T+
R+
, T
−
R− ](iy)ys
d y
y
=M−s/2Λ[
T+
R+
, T
−
R− ](F, s).
2.b. Mettons au point les normalisations pour les ope´rateurs d’Atkin-Lehner. Notons ψ′ le caracte`re de
nebentypus de F . Notons M ′ le conducteur de ψ′. Supposons que M soit a` support dans ΣN . Soit S un
sous-ensemble de ΣM . Notons S¯ = ΣM − S. Posons M = MSMS¯ et M ′ = M ′SM ′¯S et ψ′ = ψ′Sψ ′¯S . Soit(
A B
C D
)
∈ M2(Z) telle que MS |A, MS |D, M |C, MS¯ |B, AD − BC = MS , A ≡ MS (mod M ′) et B ≡ 1
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(mod M ′S) ; on pose alors, comme Atkin et Li dans [Atkin-Li], WSF = F
|
(
A B
C D
) et il existe un nombre
complexe wS(F ) de module 1 tel queWSF = wS(F )F⊗ψ¯′S . Lorsque
(
A B
C D
)
∈ M2(Z) avecMS |A,MS |D,
M |C, MS¯ |B et AD −BC =MS , on a de plus [A-L]
F
|
(
A B
C D
) = ψ′S(B)ψ ′¯S(A/MS)WSF.
Lorsque M |NN ′, M ′|N et lorsque
(
A B
C D
)
∈ M2(Z) ve´rifie les conditions NSN ′S |A, NSN ′S |D, NN ′|C,
NS¯N
′¯
S
|B et AD −BC = NSN ′S , on a
F
|
(
A B
C D
) = wS(F )ψ¯′S(B)ψ¯ ′¯S(A/(NSN ′S))F
|
(
NSN
′
S/MS 0
0 1
).
Lorsque S est e´gal au support de M , on pose wS(F ) = w(F ).
On a de plus [A-L, proposition 1.1],
wS(F )wS(F ⊗ ψ¯′S) = ψ′S(−1)ψ¯ ′¯S(MS).
Mentionnons enfin la formule, pour S1 et S2 deux sous-ensembles disjoints de ΣM ,
WS2(WS1F ) = ψ
′
S2(MS1)WS1∪S2F.
Cela permet de ramener le calcul de wS(F ) aux cas ou` S est un singleton.
Ajoutons la formule suivante. Soit p un nombre premier tel que ap(F ) 6= 0 (c’est le cas si et seulement
si vp(M) = vp(mψ) ou si vp(M) ≤ 1). On a
w{p}(F ) =
pvp(N)(k/2−1)τ(ψ′S)
ap(F )vp(N)
ou` τ(ψ′S) est la somme de Gauss du caracte`re (non ne´cessairement primitif) ψ
′
S . Si p est spe´cial pour F , on
a ap(F )a¯p(F ) = pk−2.
2.c. Revenons maintenant sur la torsion des formes modulaires par des caracte`res. Soit α un caracte`re de
Dirichlet de niveau m, de caracte`re de Dirichlet primitif associe´ ω, lui-meˆme de conducteur mω. Notons f¯α
la forme modulaire (non ne´cessairement primitive) donne´e par le de´veloppement
f¯α(z) =
∞∑
n=1
a¯nα(n)qn.
Elle est lie´e a` la forme primitive f¯ ⊗ ω par la formule
f¯α = (f¯ ⊗ ω)[Σm,∅].
Posons de plus
Sαf¯ =
∑
amodm
α¯(a)f¯
|
(
1 a/m
0 1
).
On a, lorsque α est primitif (et donc e´gal a` ω),
Sω f¯ = τ(ω¯)f¯ω.
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Soit p un nombre premier divisant m/mω. Notons β le caracte`re de Dirichlet de niveau m/p qui co¨ıncide
avec α sur les entiers premiers a` p. On a
Sαf¯ = a¯pp1−k/2(Sβ f¯)
|
(
p 0
0 1
) − β¯(p)Sβ f¯ .
Posons, dans C[X], Rp(X) = (a¯pp1−k/2X)vp(m/mω)−1(a¯pp1−k/2X − ω¯(p)). Par une application re´pe´te´e de la
formule ci-dessus, on obtient
Sαf¯ = τ(ω¯)(f¯ω)
|
∏
p
Rp(
(
p 0
0 1
)
)
,
ou` le produit porte sur les nombres premiers divisant m/mω.
Il est ne´cessaire maintenant de distinguer plusieurs cas. Si vp(m/mω) = 0, on a Rp = 1. Si vp(m/mω) =
1 et ap = 0, on a Rp = 0. Si vp(m/mω) > 1 et ap = 0, on a Rp = −ω¯(p).
Or on a, lorsque ap 6= 0 et p|N non spe´cial pour f¯ , apa¯p = pk−1 et donc, lorsque de plus p|m on a, dans
C[PGL2(Q)+],
Rp(
(
p 0
0 1
)
) = (a¯pp1−k/2
(
p 0
0 1
)
)vp(m/mω)(1− ω¯(p)app−k/2
(
1 0
0 p
)
).
Cette dernie`re formule est encore valable lorsque ap = 0 et vp(m) > 1.
Lorsque p|(m/mω) et p est spe´cial pour f¯ , on a apa¯p = pk−2 (et donc ap 6= 0). On a donc
Rp(
(
p 0
0 1
)
) = (a¯pp1−k/2
(
p 0
0 1
)
)vp(m/mω)(1− ω¯(p)app1−k/2
(
1 0
0 p
)
).
Lorsque ap = 0, vp(m) = 1 et vp(mω) = 0, on a
Rp(
(
p 0
0 1
)
) = −ω¯(p).
On a donc
Sαf¯ = τ(ω¯)(f¯ ⊗ ω)
[Σm,
Σm/mω
Σm/mω∩Σf
]
|
∏
p
Pp(
(
p 0
0 1
)
)
,
ou` le monoˆme Pp(X) vaut (a¯pp1−k/2X)vp(m/mω) sauf si ap = 0, vp(m) = 1 et vp(mχ) = 0, auquel cas on a
Pp(
(
p 0
0 1
)
) = −ω¯(p).
2.d. Reprenons la situation laisse´e en 2.c en nous plac¸ant dans le cas ou` N ′ = m est un diviseur de N .
Lemme . — Soit p un nombre premier tel que p|mω et p|(N ′/mω). On a
(f¯ ⊗ ω)[∅,p]
|Pp(
(
p 0
0 1
)
)
= (f¯ ⊗ ω)
|Pp(
(
p 0
0 1
)
)
.
De´monstration. — Il suffit de montrer que Pp = 0 ou que ap(f¯ ⊗ ω) = 0 = ap,p(f¯ ⊗ ω). Supposons Pp 6= 0.
Si ap = 0, on a vp(mω) = 0 et vp(N ′) = 1, ce qui entraˆıne ap(f¯ ⊗ ω) = 0 = ap,p(f¯ ⊗ ω). Restreignons
maintenant notre attention au cas ou` ap 6= 0. Rappelons d’abord que cela entraˆıne que le conducteur de
ψ a pour valuation p-adique vp(N) (ce qui entraˆıne ap,p(f¯ ⊗ ω) = 0) ou que vp(N) = 1. Les hypothe`ses
excluent le cas vp(N) = 1. On a de plus ap(f¯ ⊗ ω) 6= 0 si et seulement si ω est de conducteur premier a` p
(impossible par hypothe`se) ou ψ¯/ω est de conducteur premier a` p ; ce dernier cas est impossible, en effet on
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a p|(N ′/mω), et donc p|(N/mω) et les valuations p-adiques des conducteurs de ψ et ψ¯/ω sont e´gales et donc
non nulles. On a bien ap(f¯ ⊗ ω) = 0.
On a donc
Sαf¯ = τ(ω¯)(f¯ ⊗ ω)
[ΣN′ ,
Σ
N′−Σmω
(Σ
N′−Σmω)∩Σf
]
|
∏
p
Pp(
(
p 0
0 1
)
)
,
2.e. Soit n ∈ Z. Re´crivons la forme modulaire f¯
|
(
1 n/N
0 1
) comme combinaison line´aire de F(
d 0
0 1
) ou` d
parcourt les diviseurs de N et ou` F parcourt les formes primitives de niveau divisant N2/d. Nous ne savons
pas si un pareil calcul a de´ja` e´te´ re´dige´. Notons n′ le nombre entier et N ′ le diviseur > 0 de N qui ve´rifient
n′/N ′ = n/N . On a, par inversion de Fourier,
f¯
|
(
1 n′/N ′
0 1
) =∑
α
α(n′)
φ(N ′)
Sαf¯ ,
ou` α parcourt les caracte`res de Dirichlet de niveau N ′. En combinant avec la formule trouve´e en 2.d., on
obtient
f¯
|
(
1 n/N
0 1
) =∑
ω
ω(n′)
φ(N ′)
τ(ω¯)(f¯ ⊗ ω)
[ΣN′ ,
Σ
N′−Σmω
(Σ
N′−Σmω)∩Σf
]
|
∏
p
Pp(
(
p 0
0 1
)
)
ou` ω parcourt les caracte`res de Dirichlet primitifs de conducteur mω divisant N ′, le produit portant sur les
nombres premiers divisant N ′/mω.
3. La de´monstration du the´ore`me A
Soit g =
(
a b
c d
)
∈ SL2(Z) telle que la classe modulo N de (c, d) soit e´gale a` (u, v).
On peut comprendre notre de´marche ainsi. La fonction f|g est une forme modulaire pour le groupe
de congruence Γ(N), si bien que la fonction f
|g
(
N 0
0 1
) est modulaire pour le groupe de congruence
Γ1(N) ∩ Γ0(N2). Cette dernie`re forme modulaire s’e´crit donc comme combinaison line´aire de fonctions
du type F
|
(
d 0
0 1
), ou` F parcourt les formes primitives de niveau M divisant N2 et d les entiers divisant
N2/M . Nous allons montrer que les formes primitives qui interviennent dans cette e´criture sont de la forme
f ⊗χ, ou` χ parcourt les caracte`res de Dirichlet de niveau divisant N et donner explicitement les coefficients
de cette combinaison line´aire.
Lorsque k = 2, on a ξf (u, v) =
∫∞
0
f|g(iy) dy. Lorsque, de plus, s = 1 et h est une matrice diagonale de
PGL2(Q)+, et χ est un caracte`re de Dirichlet de conducteur divisant N , on a∫ ∞
0
(f ⊗ χ)|h(iy)d y = 12piL(f ⊗ χ, 1) =
1√
Nχ
Λ(f ⊗ χ, 1).
C’est pourquoi le the´ore`me A se de´duit de la proposition B suivante, par inte´gration de chaque membre de
l’e´galite´ ci-dessous le long de la ge´ode´sique reliant 0 a` ∞ dans le demi-plan de Poincare´.
Remarquons que la proposition B permet de de´montrer des analogues du the´ore`me A pour les formes
modulaires de poids 6= 2.
Proposition B. — On a
f|g =
w(f)
φ(N ′)
∑
χ
χS¯(mχ,S)(ψ¯Sχ¯S)(mψχ,S¯)(ψSχS)(−1)τ ′(χS)τ ′(ψ¯S¯χ¯S¯)(ψ¯χ¯)(
N ′¯
S
v
NS¯
)χ(
N ′Su
NS
)(ψ¯S¯χ¯
2
S¯)(Nχ,S)
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wS(f ⊗ χ)(f ⊗ χ)
[
Σ
N′−S(mχ)
(S(N′)−S(mχ))∩Σf
,
Σ
N′−S¯(mψ¯χ¯)
(S¯(N′)−S¯(m
ψ¯χ¯
))∩Σf
]
|
( N ′
S¯
Nχ,SNS¯mψχ,S¯
0
0 N
′
S
NSmχ¯,S
)∏
p∈S(N′)Qp,f,χ¯(
(
1 0
0 p
)
)
∏
p∈S¯(N′)Qp,f,χψ(
(
p 0
0 1
)
)
,
ou` χ parcourt les caracte`res de Dirichlet primitifs tel que mχ,Smψχ,S¯ |N ′.
De´monstration. — Conside´rons
(
A B
C D
)
∈ M2(Z) telle que NSN ′S |A, NSN ′S |D, NN ′|C, NS¯N ′¯S |B,
AD−BC = NSN ′S , A ≡ uN ′S (mod NS¯) et B ≡ v/NS¯ (mod NS). Soit k ∈ Z tel que n ≡ uv (mod NS¯)
et n ≡ −uv (mod NS). Notre point de de´part re´side dans l’identite´
Γ1(N)g = Γ1(N)
(
0 −1
N 0
)(
1 n/N
0 1
)(
A B
C D
)(
NN ′S 0
0 NS
)−1
,
que le lecteur ve´rifiera graˆce au lemme chinois. Comme w(f)f¯ = f
|
(
0 1
−N 0
), on a la formule
f|g = w(f)f¯
|
(
1 n/N
0 1
)(
A B
C D
)(
NN ′S 0
0 NS
)−1 ,
et donc, d’apre`s la formule trouve´e en 2.e.,
f|g = w(f)
∑
ω
ω(n′)
φ(N ′)
τ(ω¯)(f¯ ⊗ ω)
[ΣN′ ,
Σ
N′−Σmω
(Σ
N′−Σmω)∩Σf
]
|
∏
p
Pp(
(
p 0
0 1
)
)
(
A B
C D
)(
NN ′S 0
0 NS
)−1
ou` ω parcourt les caracte`res de Dirichlet primitifs de conducteur mω divisant N ′, le produit portant sur les
nombres premiers divisant N ′. Appliquons les formules de 2.b. a` F = f¯ ⊗ ω ; on a M = Nω, ψ′ = ψ¯ω2 et
F ⊗ ψ¯′S = f¯ ⊗ ωψSω¯2S = f¯ ⊗ ψSω¯SωS¯ = f ⊗ ψ¯S¯ω¯SωS¯ .
Soit p ∈ ΣN . Soit r un entier ≥ 0. On a
(f¯ ⊗ ω)
|
(
pr 0
0 1
)(
A B
C D
) = (f¯ ⊗ ω)
|
(
prA B
C D/pr
)(
1 0
0 pr
)
si p ∈ S et
(f¯ ⊗ ω)
|
(
pr 0
0 1
)(
A B
C D
) = (f¯ ⊗ ω)
|
(
A prB
C/pr D
)(
pr 0
0 1
)
si p ∈ S¯. On a de plus les formules
(f¯ ⊗ ω)
|
(
prA B
C D/pr
) = (ψSω¯2S)(B)(ψS¯ω¯2S¯)(prA/(NSN ′S))wS(f¯ ⊗ ω)(f¯ ⊗ ωS¯ω¯SψS)
|
(
NSN
′
S/Nω¯,S 0
0 1
)
lorsque pr|(NSN ′S/Nω,S) et
(f¯ ⊗ ω)
|
(
A prB
C/pr D
) = (ψSω¯2S)(prB)(ψS¯ω¯2S¯)(A/(NSN ′S))wS(f¯ ⊗ ω)(f¯ ⊗ ωS¯ω¯SψS)
|
(
NSN
′
S/Nω¯,S 0
0 1
)
lorsque pr|(NS¯N ′¯S/Nω,S¯). Soit P ∈ C[X]. On a alors (f¯ ⊗ ω)
|P (
(
p 0
0 1
)
)
(
A B
C D
) =
(ψSω¯2S)(B)(ψS¯ω¯
2
S¯)(A/(NSN
′
S))wS(f¯ ⊗ ω)(f¯ ⊗ ωS¯ω¯SψS)
|P ((ψS¯ω¯2S¯)(p)
(
1 0
0 p
)
)
(
NSN
′
S/Nω¯,S 0
0 1
).
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si p ∈ S et P de degre´ ≤ vp(NSN ′S/Nω,S) et on a (f¯ ⊗ ω)
|P (
(
p 0
0 1
)
)
(
A B
C D
) =
(ψSω¯2S)(B)(ψS¯ω¯
2
S¯)(A/(NSN
′
S))wS(f¯ ⊗ ω)(f¯ ⊗ ωS¯ω¯SψS)
|P ((ψSω¯2S)(p)
(
p 0
0 1
)
)
(
NSN
′
S/Nω¯,S 0
0 1
).
si p ∈ S¯ et P de degre´ ≤ vp(NS¯N ′¯S/Nω,S¯).
On en de´duit que
(f¯ ⊗ ω)[{p},∅]
|
(
A B
C D
) = (ψSω¯2S)(B)(ψS¯ω¯2S¯)(A/(NSN ′S))wS(f¯ ⊗ ω)(f¯ ⊗ ωS¯ω¯SψS)[∅,{p}]
|
(
NSN
′
S/Nω¯,S 0
0 1
)
si et p ∈ S et
(f¯ ⊗ ω)[{p},∅]|
(
A B
C D
)
= (ψSω¯2S)(B)(ψS¯ω¯
2
S¯)(A/(NSN
′
S))wS(f¯ ⊗ ω)(f¯ ⊗ ωS¯ω¯SψS)[{p},∅]
|
(
NSN
′
S/Nω¯,S 0
0 1
)
si p ∈ S¯. Un calcul analogue donne les formules
(f¯ ⊗ ω)[∅,{p}]
|
(
A B
C D
) = (ψSω¯2S)(B)(ψS¯ω¯2S¯)(A/(NSN ′S))wS(f¯ ⊗ ω)(f¯ ⊗ ωS¯ω¯SψS)[{p},∅]
|
(
NSN
′
S/Nω¯,S 0
0 1
)
si et p ∈ S et
(f¯ ⊗ ω)[∅,{p}]|
(
A B
C D
)
= (ψSω¯2S)(B)(ψS¯ω¯
2
S¯)(A/(NSN
′
S))wS(f¯ ⊗ ω)(f¯ ⊗ ωS¯ω¯SψS)[∅,{p}]
|
(
NSN
′
S/Nω¯,S 0
0 1
)
si p ∈ S¯.
Dans les quatre formules qui pre´ce`dent, on peut remplacer, partout ou` il intervient, le symbole {p} par
{p}
{p}∩Σf .
Remarquons qu’on a, dans C(X), Qp,f,ω(X) = X−vp(N
′/mχ)Pp(X). On a
∏
p∈S(N ′)
Pp((ψS¯ω¯
2
S¯)(p)
(
1 0
0 p
)
)
∏
p∈S¯(N ′)
Pp((ψSω¯2S)(p)
(
p 0
0 1
)
) = (ψS¯ω¯
2
S¯)(N
′
S/mω,S)(ψSω¯
2
S)(N
′¯
S/mω,S¯)
(
N ′¯
S
/mω,S 0
0 N ′S/mω,S¯
) ∏
p∈S(N ′)
Qp,f,ω((ψS¯ω¯
2
S¯)(p)
(
1 0
0 p
)
)
∏
p∈S¯(N ′)
Qp,f,ω((ψSω¯2S)(p)
(
p 0
0 1
)
).
Revenons a` notre calcul principal. On a
(f¯ ⊗ ω)
[ΣN′ ,
Σ
N′−Σmω
(Σ
N′−Σmω)∩Σf
]
|
∏
p
Pp(
(
p 0
0 1
)
)
(
A B
C D
)(
NN ′S 0
0 NS
)−1 = (ψSω¯2S)(N ′¯SB/mω,S¯)(ψS¯ω¯2S¯)(A/(NSmω,S)wS(f¯ ⊗ ω)
(f¯ ⊗ ωS¯ω¯SψS)
[
Σ
N′−S(mχ)
(S(N′)−S(mχ))∩Σf
,
Σ
N′−S¯(mψ¯χ¯)
(S¯(N′)−S¯(m
ψ¯χ¯
))∩Σf
]
|
( N ′
S¯
Nω¯,SNS¯mω,S¯
0
0 N
′
S
NSmω,S
)∏
p∈S(N′)Qp,f,ω((ψS¯ω¯
2
S¯
)(p)
(
1 0
0 p
)
)
∏
p∈S¯(N′)Qp,f,ω((ψSω¯
2
S
)(p)
(
p 0
0 1
)
)
.
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Par ailleurs, on a (ψSω¯2S)(N
′¯
S
B) = (ψSω¯2S)(N
′¯
S
v/NS¯), (ψS¯ω¯2S¯)(A/NS) = (ψS¯ω¯
2
S¯
)(uN ′S/NS) et ω(n
′) =
ω(nN ′/N) = ωS(nN ′/N)ωS¯(nN ′/N) = ωS(−uvN ′/N)ωS¯(uvN ′/N) et donc
ω(n′) = ωS(−1)ω(uN ′S/NS)ω(vN ′¯S/NS¯).
On a donc la simplification
ω(n′)(ψSω¯2S)(N
′¯
SB)(ψS¯ω¯
2
S¯)(A/NS) = ωS(−1)ψSω¯SωS¯(N ′¯Sv/NS¯)ψS¯ω¯S¯ωS(N ′Su/NS).
De plus on a
Qp,f,ω((ψS¯ω¯
2
S¯)(p)
(
1 0
0 p
)
) = Qp,f,ω¯S¯ωSψS¯ (
(
1 0
0 p
)
)
si p ∈ S et
Qp,f,ω((ψSω¯2S)(p)
(
p 0
0 1
)
) = Qp,f,ωS¯ω¯SψS (
(
p 0
0 1
)
)
si p ∈ S¯.
En combinant ces formules, on obtient
f|g =
w(f)
φ(N ′)
∑
ω
τ(ω¯)ωS(−1)(ψSω¯SωS¯)(
N ′¯
S
v
NS¯
)(ψS¯ω¯S¯ωS)(
N ′Su
NS
)wS(f¯ ⊗ ω)(ψ¯S¯ω2S¯)(mω,S)(ψ¯Sω2S)(mω,S¯)
(f¯ ⊗ ωS¯ω¯SψS)
[
Σ
N′−S(mχ)
(S(N′)−S(mχ))∩Σf
,
Σ
N′−S¯(mψ¯χ¯)
(S¯(N′)−S¯(mψ¯χ¯))∩Σf
]
|
( N ′
S¯
Nω¯,SNS¯mω,S¯
0
0 N
′
S
NSmω,S
)∏
p∈S(N′)Qp,f,ω¯S¯ωSψS¯ (
(
1 0
0 p
)
)
∏
p∈S¯(N′)Qp,f,ωS¯ω¯SψS (
(
p 0
0 1
)
)
,
ou` ω parcourt les caracte`res de Dirichlet primitifs de conducteur divisant N ′. Simplifions encore cette
formule.
On a la relation entre sommes de Gauss
τ(ω¯) = ω¯S(mω¯,S¯)ω¯S¯(mω¯,S)τ(ω¯S)τ(ω¯S¯).
Cela donne
τ(ω¯)(ψ¯S¯ω
2
S¯)(mω,S)(ψ¯Sω
2
S)(mω,S¯) = τ(ω¯S)τ(ω¯S¯)(ψ¯S¯ωS¯)(mω,S)(ψ¯SωS)(mω,S¯).
Re´crivons notre formule en notant χ le caracte`re de Dirichlet primitif associe´ a` ωS¯ω¯Sψ¯S¯ . On a donc
χS = ω¯S et χS¯ = ωS¯ψ¯S¯ , S(mω) = S(mχ), S¯(mω) = S¯(mψχ), Nω¯,S = Nχ,S et ωS(−1) = χS(−1).
On obtient
f|g =
w(f)
φ(N ′)
∑
χ
τ ′(χS)τ ′(ψ¯S¯χ¯S¯)χS(−1)(ψ¯χ¯)(
N ′¯
S
v
NS¯
)χ(
N ′Su
NS
)wS(f ⊗ ψ¯Sχ¯SχS¯)χS¯(mχ,S)(ψ¯Sχ¯S)(mψχ,S¯)
(f ⊗ χ)
[
Σ
N′−S(mχ)
(S(N′)−S(mχ))∩Σf
,
Σ
N′−S¯(mψ¯χ¯)
(S¯(N′)−S¯(m
ψ¯χ¯
))∩Σf
]
|
( N ′
S¯
Nχ,SNS¯mψχ,S¯
0
0 N
′
S
NSmχ¯,S
)∏
p∈S(N′)Qp,f,χ¯(
(
1 0
0 p
)
)
∏
p∈S¯(N′)Qp,f,χψ(
(
p 0
0 1
)
)
,
ou` χ parcourt les caracte`res de Dirichlet primitifs de conducteur divisant N ′. Appliquons la relation reliant
wS(F ) et wS(F ⊗ ψ¯′S) (voir 2.b), pour F = f ⊗ χ (et donc ψ′ = ψχ2). On obtient
wS(f ⊗ χ)wS(f ⊗ ψ¯Sχ¯SχS¯) = ψS(−1)(ψ¯S¯χ¯2S¯)(Nχ,S).
Cela permet de substituer wS(f ⊗ ψ¯Sχ¯SχS¯) pour obtenir la proposition B.
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4. Le produit scalaire de Petersson
Soit Γ un sous-groupe d’indice fini de SL2(Z) contenant la matrice
(−1 −0
0 −1
)
. Soient f1 et f2 deux
formes modulaires paraboliques de poids 2 pour Γ. Rappelons que le produit scalaire de Petersson de f1 et
f2 est donne´ par la formule :
< f1, f2 >=
1
[SL2(Z) : Γ]
∫
DΓ
f1(z)f2(z)dx dy,
ou` DΓ est un domaine fondamental pour Γ dans le demi-plan de Poincare´ H. Posons τ =
(
0 −1
1 −1
)
et
σ =
(
0 0
1 −1
)
. Posons de plus ρ = e2ipi/3 ∈ H. Soit R un syste`me de repre´sentants de Γ\SL2(Z).
The´ore`me C. — On a
< f1, f2 >=
1
2i[SL2(Z) : Γ]
∑
g∈R
∫ g∞
g0
f1(z) dz
∫ gρ
gi
f2(z) dz,
et
< f1, f2 >=
−i
12[SL2(Z) : Γ]
∑
g∈R
∫ gτ∞
gτ0
f1(z) dz
∫ g∞
g0
f2(z) dz −
∫ g∞
g0
f1(z) dz
∫ gτ∞
gτ0
f2(z) dz.
De´monstration. — Posons ω1 = f1(z) dz et ω2 = f2(z) dz. Pour g dans SL2(Z), posons ωi|g = fi|g dz
(i ∈ {1, 2}). Conside´rons le domaine fondamental D0 pour SL2(Z) constitue´ par le triangle hyperbolique de
sommets ∞, 0 et ρ. On a
< f1, f2 >=
1
2i[SL2(Z) : Γ]
∫
DΓ
ω1 ∧ ω2 = 12i[SL2(Z) : Γ]
∑
g∈R
∫
D0
ω1|g ∧ ω2|g.
Posons Fg(z) =
∫ z
ρ
f2|g(u) du. On a df1|gFg(z) dz = ω1 ∧ ω2. Cela donne, par la formule de Stokes,
2i[SL2(Z) : Γ] < f1, f2 >=
∑
g∈R
∫
∂D0
f1|gFg(z) dz
=
∑
g∈R
∫ 0
∞
f1|gFg(z) dz +
∫ ρ
0
f1|gFg(z) +
∫ ρ
0
f1|gFg(z).
Utilisons que σ est d’ordre 2 dans PSL2(Z) et qu’on a τρ = ρ et τ∞ = 0. Cela donne
2i[SL2(Z) : Γ] < f1, f2 >=
1
2
∑
g∈R
∫ 0
∞
f1|gFg(z) dz +
∫ 0
∞
f1|gσFgσ(z) dz +
∑
g∈R
∫ ρ
∞
f1|gFg(z) dz +
∫ i
ρ
nftyf1|gτFgτ (z) dz.
Utilisons la relation Fgh(hz) =
∫ z
h−1ρ f2|g(u) du. On obtient
2i[SL2(Z) : Γ] < f1, f2 >=
1
2
∑
g∈R
∫ 0
∞
ω1|g
∫ ρ
σρ
ω2|g +
∫ ∞
ρ
ω1|gτ
∫ ρ
τ2ρ
ω2|g.
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Le dernier terme est nul. De´composons le deuxie`me facteur du premier terme. On a
2i[SL2(Z) : Γ] < f1, f2 >=
1
2
∑
g∈R
∫ ∞
0
ω1|g(
∫ σi
σρ
ω2|g +
∫ ρ
σi
ω2|g).
Comme σi = i, et comme
∫∞
0
ω1|g(
∫ σi
σρ
ω2|g) =
∫∞
0
ω1|gσ(
∫ ρ
i
ω2|gσ), on a la premie`re formule du the´ore`me.
De´montrons maintenant la deuxie`me formule. On a
2i[SL2(Z) : Γ] < f1, f2 >=
∑
g∈R
∫ ∞
0
ω1|g
∫ ∞
i
ω2|g −
∫ ∞
0
ω1|g
∫ ∞
ρ
ω2|g.
Calculons se´pare´ment les deux se´ries de termes. On a
∑
g∈R
∫ ∞
0
ω1|g
∫ ∞
i
ω2|g =
1
2
∑
g∈R
∫ ∞
0
ω1|g
∫ ∞
i
ω2|g +
∫ ∞
0
ω1|gσ
∫ ∞
i
ω2|gσ,
et comme σ∞ = 0, ∑
g∈R
∫ ∞
0
ω1|g
∫ ∞
i
ω2|g =
1
2
∑
g∈R
∫ ∞
0
ω1|g
∫ ∞
0
ω2|g.
Par ailleurs, on a∫ ∞
0
ω1|g
∫ ∞
ρ
ω2|g =
1
3
∑
g∈R
∫ ∞
0
ω1|g
∫ ∞
ρ
ω2|g +
∫ ∞
0
ω1|gτ
∫ ∞
ρ
ω2|gτ +
∫ ∞
0
ω1|gτ2
∫ ∞
ρ
ω2|gτ2 .
Remarquons qu’on a
∫∞
0
ω1|g +
∫∞
0
ω1|gτ +
∫∞
0
ω1|gτ2 = 0. C’est pourquoi on a∫ ∞
0
ω1|g
∫ ∞
ρ
ω2|g =
1
3
∑
g∈R
∫ ∞
0
ω1|gτ (
∫ ∞
ρ
ω2|gτ −
∫ ∞
ρ
ω2|g) +
∫ ∞
0
ω1|gτ2(
∫ ∞
ρ
ω2|gτ2 −
∫ ∞
ρ
ω2|g).
Comme (
∫∞
ρ
ω2|gτ−
∫∞
ρ
ω2|g) = −
∫∞
0
ω2|g et comme
∫∞
ρ
ω2|gτ2−
∫∞
ρ
ω2|g =
∫∞
0
ω2|gτ2 , on obtient, en posant
λi(g) =
∫∞
0
ωi (i ∈ {1, 2}), ∫ ∞
0
ω1|g
∫ ρ
i
ω2|g =
1
2
∑
g∈R
λ1(g)λ2(g) +
1
3
∑
g∈R
λ1(gτ)λ2(g)− 13
∑
g∈R
λ1(gτ)λ2(g) =
1
6
∑
g∈R
λ1(g)λ2(g) +
1
3
∑
g∈R
λ1(gτ)λ2(g).
En utilisant la relation λ1(g) + λ1(gτ) + λ1(gτ2) = 0, on obtient finalement∫ ∞
0
ω1|g
∫ ρ
i
ω2|g =
1
6
∑
g∈R
λ1(gτ)λ2(g)− 16
∑
g∈R
λ1(gτ)λ2(gτ2).
Cela ache`ve la de´monstration.
Corollaire . — Supposons qu’on ait Γ = Γ1(N), on a
< f1, f2 >=
i
12[SL2(Z) : Γ1(N)]
∑
(u,v)∈(Z/NZ)2
ξf1(v,−u− v)ξf2(u, v)− ξf1(u, v)ξf2(v,−u− v).
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De´monstration. — C’est une application directe de la deuxie`me formule du the´ore`me C, en tenant compte
de la formule (i ∈ {1, 2})
ξfi(u, v) = −i
∫ g∞
g0
fi(z) dz,
ou` g =
(
a b
c d
)
∈ SL2(Z) ve´rifie (c, d) ∈ (u, v).
5. La fonction L du carre´ tensoriel de f
Supposons la forme modulaire f de caracte`re de nebentypus trivial et de niveau N premier. Conside´rons
la se´rie de Dirichlet
L(f ⊗ f, s) =
∞∑
n=1
a2n
ns
.
Elle admet un prolongement me´romorphe au plan complexe, avec un poˆle simple en s = 2 et on a [P,S] (notre
normalisation pour le produit scalaire de Petersson est en rapport pi/3 = vol(SL2(Z)\H) avec celle de [S])
Ress=2L(f ⊗ f, s) = 12pi < f, f > .
The´ore`me D. — On a
Ress=2L(f ⊗ f, s) = 2pii(N + 1)(N − 1)2
∑
χ,χ′,χχ′(−1)=−1
Λ(f ⊗ χ′, 1)Λ(f ⊗ χ, 1)
τ(χχ′)
,
ou` χ et χ′ parcourent les caracte`res de Dirichlet primitifs de conducteur N tels que χχ′ soit impair.
De´monstration. — Partons de la formule donne´e dans le corollaire du the´ore`me C. On a, puisque N est
premier, [SL2(Z) : Γ1(N)] = N2 − 1 et donc
< f, f >=
i
12(N2 − 1)
∑
(u,v)∈(Z/NZ)2
ξf (v,−u− v)ξf (u, v)− ξf (u, v)ξf (v,−u− v).
Venons-en a` la fonction ξf . Puisque le nebentypus de f est trivial, la fonction ξf est homoge`ne. C’est
pourquoi on pose, pour u/v ∈ P1(Z/NZ) = Z/NZ ∪ {∞},
ξf (u/v) = ξf (u, v).
Cela permet d’e´crire
< f, f >=
i
12(N + 1)
∑
x∈P1(Z/NZ)
ξf (− 1
x+ 1
)ξf (x)− ξf (x)ξf (− 1
x+ 1
).
Utilisons la relation de Manin ξf (x) + ξf (−1/x) = 0 (x ∈ P1(Z/NZ)). On obtient
< f, f >=
i
12(N + 1)
∑
x∈P1(Z/NZ)
ξf (x)ξf (x+ 1)− ξf (x+ 1)ξf (x).
Le terme correspondant a` x =∞ est nul dans la somme qui pre´ce`de. Par application des relations de Manin,
on a les relations ξf (1/0) + ξf (0/1) = 0 et ξf (1/0) + ξf (0/1) + ξf (−1/1) = 0. On en de´duit ξf (−1) = 0 et
ξf (1) = 0. C’est pourquoi on a e´galement la nullite´ des termes correspondant a` x = 0 et x = −1. On a donc,
si on ne conserve que les termes correspondant a` x 6= 0, x 6= 1 et x 6=∞ et si on change de plus x en −x,
< f, f >=
i
12(N + 1)
∑
x∈(Z/NZ)∗−{1}
ξf (−x)ξf (1− x)− ξf (1− x)ξf (−x).
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Comme N est premier, rendons plus explicite le the´ore`me A. On a, pour x ∈ (Z/NZ)∗, N ′ = N et on
peut choisir S = ∅ et S¯ = {N}. Le terme associe´ au caracte`re χ dans la formule du the´ore`me A est nul
lorsque χ = 1, car N est spe´cial pour f et on a que Λ[
{N}
∅ ,
{N}
{N} ](f, 1) est multiple de (1− aN )Λ(f, 1) qui est
nul (en effet aN = −w(f) et Λ(f, 1) = 0 si w(f) 6= −1). Lorsque χ est non trivial, le terme associe´ a` χ se
simplifie car on a χS = 1, Qp,f,χ = 1, Nχ = N2, Lp(f ⊗ χ,X) = 1. On obtient, pour x ∈ Z/NZ∗,
ξf (x) =
w(f)
N − 1
∑
χ6=1
τ(χ¯)
N
χ(x)Λ(f ⊗ χ, 1)
ou` la somme porte sur les caracte`res de Dirichlet primitifs de conducteur N .
Comme f est de nebentypus trivial, on a
Λ(f ⊗ χ, 1) = Λ(f ⊗ χ¯, 1).
On en de´duit, en utilisant que |w(f)| = 1,
< f, f >=
i
12(N + 1)(N − 1)2N2
∑
x∈(Z/NZ)∗−{1}
∑
χ,χ′
τ(χ¯)τ(χ¯′)Λ(f ⊗ χ, 1)Λ(f ⊗ χ¯′, 1))F (χ, χ′),
ou`
F (χ, χ′) =
∑
x∈(Z/NZ)∗−{1}
(χ(−x)χ¯′(1− x)− χ(1− x)χ¯′(−x)).
Changeons χ′ en χ¯′ dans la somme. On obtient, en tenant compte de l’e´galite´ τ(χ′) = χ′(−1)τ(χ¯′),
< f, f >=
i
12(N + 1)(N − 1)2N2
∑
χ,χ′
τ(χ¯)τ(χ¯′)χ′(−1)Λ(f ⊗ χ′, 1)Λ(f ⊗ χ, 1)F (χ, χ¯′)
Cette somme est antissyme´trique (resp. syme´trique) en χ et χ′ lorsque χ′(−1) = χ(−1) (resp. χ′(−1) =
−χ(−1)). C’est pourquoi on a
< f, f >=
i
6(N + 1)(N − 1)2N2
∑
χ,χ′,χχ′(−1)=−1
τ(χ¯)τ(χ¯′)χ′(−1)Λ(f ⊗ χ′, 1))Λ(f ⊗ χ, 1))E(χ, χ′).
ou` E(χ, χ′) =
∑
x∈(Z/NZ)∗−{1} χ(−x)χ′(1− x). On reconnaˆıt dans cette dernie`re expression une somme de
Jacobi donne´e par la formule
E(χ, χ′) = χ(−1)τ(χ)τ(χ
′)
τ(χχ′)
.
On obtient donc, en tenant compte de l’imparite´ de χχ′,
< f, f >=
i
6(N + 1)(N − 1)2N2
∑
χ,χ′,χχ′(−1)=−1
τ(χ)τ(χ′)τ(χ¯)τ(χ¯′)
τ(χχ′)
Λ(f ⊗ χ′, 1))Λ(f ⊗ χ, 1))
Utilisons les identite´s τ(χ)τ(χ¯) = χ(−1)N = −χ′(−1)N = −τ(χ′)τ(χ¯′). On obtient
< f, f >=
i
6(N + 1)(N − 1)2
∑
χ,χ′,χχ′(−1)=−1
Λ(f ⊗ χ′, 1)Λ(f ⊗ χ, 1)
τ(χχ′)
.
Cela donne la formule annonce´e lorsque l’on combine avec l’identite´ rappele´e avant l’e´nonce´ du the´ore`me D.
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