Modelling small bodies gravitational potential for autonomous proximity operations. by Turconi, Andrea
Modelling Small Bodies
Gravitational Potential
for Autonomous
Proximity Operations
by
Andrea Turconi
Thesis submitted in fulfilment of the requirement
for the degree of Doctor of Philosophy
Marie-Curie Initial Training Network PITN-GA-2011-289240
AstroNet-II : The Astrodynamics Network
Surrey Space Centre
Faculty of Engineering and Physical Sciences
University of Surrey
Guildford, Surrey, GU2 7XH, UK
c© Andrea Turconi 2017
ii
Abstract
Maintaining missions in proximity of small bodies involves extensive orbit
determination and ground station time due to the current ground-in-the-loop
approach. The prospect of having multiple concurrent missions around different
targets requires the development of concepts and capabilities for autonomous
proximity operations. Developments in on-board navigation by landmark maps
paved the way for autonomous guidance at asteroids. The missing elements for
achieving this goal are gravity models, simple enough to be easily used by the
spacecraft to steer itself around the asteroid, and guidance laws that rely on
such inherently simple models. In this research, we identify a class of models
that can represent some characteristics of the dynamical environment around
small bodies with sufficient accuracy to enable autonomous guidance. We
found that sets of three point masses are suitable to represent the rotational
equilibrium points generated by the balance of gravity and centrifugal accel-
eration in the body-fixed frame. The equilibrium point at the lowest Jacobi
energy can be viewed as the energy-gateway to the surface. Information of the
location and energy of this point can then be used by a control law to comply
with a condition of stability against impact for orbital trajectories. In this
thesis, we show an optimisation process for the derivation of three-point mass
models from higher order ones and compare the profile of the Zero-Velocity
curves between the two models. We define an autonomous guidance law for
achieving body fixed hovering in proximity of the asteroid while ensuring that
no impact will occur with the small body during the manoeuvre. Finally,
we discuss the performance of this approach by comparing it with another
autonomous guidance law present in literature and we suggest possible future
developments.
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Chapter 1
Introduction
Space missions to asteroids present several challenges due to the physical
properties and rotation periods of these small bodies and to the dynamical
environment that arises in their vicinity. Each asteroid has a unique irregular
shape and generates a non-uniform gravitational potential which, to be accur-
ately represented, requires a detailed mathematical model. For this reason
each mission venturing in the proximity of small bodies needs to be carefully
followed from the ground: its trajectory has to be regularly propagated in order
to make sure that orbit instabilities won’t place the spacecraft in a collision
course with the object.
In order to support multiple missions to asteroids at the same time, the
spacecraft will be required to perform autonomous guidance, navigation and
control relying on an on-board gravitational model.
This research explores approximate models of the gravitational potential
that can be used on-board by autonomous guidance laws. These control laws
will have to take advantage of the characteristics of the dynamics that such
simplified models are still able to represent correctly.
This chapter outlines the context of asteroid exploration and presents the
motivation of the research. An overview of the problem describes the current
approach used for asteroids missions and gives the case for greater spacecraft
autonomy. Finally, the novel approach proposed in the thesis is presented
identifying aims and objectives of the research and its novelties.
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1.1 Asteroids: The Next Destination
Asteroids are the remaining building blocks from the process that transformed
the protoplanetary cloud surrounding the early Sun into the planets of the
Solar System. Not all the material that was present in the original dust disc
could coalesce into larger bodies. In particular, the region of space under the
influence of Jupiter’s gravity was subjected to disturbances that prevented the
formation of another planet between Mars and the gas giant. As constituents
of what we can easily depict as a "missing planet", the small bodies in the
Asteroid Belt have kept a record of the evolution of the Solar System. For
this reason, their composition, their orbits and their dynamics represent an
unparalleled source of information to planetary scientists, astrophysicists and
mathematicians specialised in celestial mechanics.
Asteroids have been discovered at the beginning of the 19th century with
the first detection of the dwarf planet Ceres by the Italian mathematician
and astronomer Fr. Giuseppe Piazzi. He was responsible of the newly built
astronomical observatory in Palermo when he observed a new faint star in
the constellation of Taurus throughout the whole month of January 1801. [1]
The confirmation process of the existence of the new "star-like" object (hence
the word "asteroid") involved the greatest astronomers of the time. In these
circumstances, the contributions by a young Carl Friedrich Gauss, then twenty-
four, resulted in a method that it is now recognised as the foundation of the
discipline of Orbit Determination. [2]
After that first discovery, many more small bodies were observed in the
region between Mars and Jupiter that soon acquired the name of Asteroid
Belt. Jupiter’s gravitational force continues to play a big role in shaping and
modifying the orbits of many objects in the Asteroid Belt and its gravita-
tional interaction with the Sun gives a great example of the dynamics arising
from Three Body Problem. The presence of Trojans and Greek asteroids in
proximity of the stable equilibrium points of the Sun-Jupiter system confirms
wonderfully the mathematical description given by Lagrange and Euler of one
of the favourite problems of astrodynamics [3].
Sometimes gravitational perturbations or collision events create the con-
ditions for the ejection of belt asteroids towards the inner Solar System. Ex-
amples of this are the moons of Mars, Phobos and Deimos, which are nothing
but asteroids being captured in stable orbits around the planet. However, after
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their departure from the Asteroid Belt, most of the wanderers end up in closer
orbits around the Sun.
Among these bodies we are mostly interested in those closer to our planet;
they are called Near Earth Objects (NEO). Based on the characteristics of
their orbits some of these bodies pose a risk of collision with the Earth at some
point in the future, which is the main reason for the asteroids’ fame among the
general public. Depending on the mass and relative velocity of the incoming
object an impact with the Earth could cause from local to regional devastation
as it was shown to the world by the effects of the 1908 Tunguska event [4]
and more recently by the Chelyabinsk meteor in February 2013 [5]. Impacts
of much larger objects like the one thought to have caused the extinction of
the dinosaurs have a lower probability to occur but are still possible in the
future. Thanks to extensive survey programs we constantly discover and keep
track of thousands of NEOs. This is the absolute precondition for even start
devising possible solutions for mitigating the impact risk, but it is only asteroid
exploration that can provide us with the techniques for modifying their orbits
and therefore acquiring the capability of protecting the planet once a future
collision will be detected.
Another important motivation for the growing interest around minor plan-
ets is that they represent deposits of raw materials already in orbit. Asteroids
are especially rich in rare metals and carry their share of the Solar Systems
water ice. From the vision of a future space-faring human civilization expand-
ing into our planetary neighbourhood, the interest in collecting and processing
these raw materials directly on orbit has already evolved into long-term plans
for some governments and private companies.
After having sent probes to explore all the major planets it is clear why
the small bodies of the Solar System are the emerging destination for robotic
space exploration. The first missions to asteroids have been carried out at the
turn of the century and many more are being designed and launched towards
new interesting targets and some of these will also start testing deflection
techniques.
.
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1.2 Motivation
The prospect of having multiple space missions around various asteroids at the
same time poses fundamental challenges to the current mission architecture
and demands greater capabilities in on-board navigation and autonomous
guidance and control. The feasibility of autonomous interplanetary navigation
has been already proven, along with autonomous guidance for hyper-velocity
impacts and the final legs of landing or touch-and-go manoeuvres. However,
proximity operations in the vicinity of small bodies are still performed with a
ground-in-the-loop approach. This implies that extensive use of ground station
time is required to carry out the mission with a substantial impact on the
overall cost and on the number of concurrent missions that can be supported.
Moreover, with all the knowledge about the orbital dynamics of the spacecraft
being on the ground, all the operations always rely on preplanned commands
and mission profiles are constrained by communications delays.
The technology for on-board navigation in the vicinity of asteroids is already
available. Thanks to optical navigation techniques it is possible to provide
the spacecraft with on-board knowledge of its relative position and velocity
with respect to a target body. However, this capability requires most of the
computational resources available on typical on-board computers rated for deep
space, implying that the guidance and control components of an autonomous
solution could not take advantage of complex models or elaborate control
techniques.
In such a scenario what is missing are simplified on-board models of the
non-uniform gravitational potential of irregular bodies. From high-resolution
images and the initialisation of the autonomous navigation task, a detailed
shape model of the asteroid will be available on the ground and it could be
used to derive a suitable approximate model for on-board guidance. This
strategy would imply a novel mission concept involving the generation of the
approximate model from higher accuracy data and novel control laws which can
take advantage of the few strong points of the simple models in representing the
gravitational potential. Developing these tools will be a step towards missions
to asteroids with enhanced autonomous capabilities. This will be beneficial in
terms of lower impact of operations costs on the mission budget and will permit
to deploy more spacecraft to different targets by freeing valuable contact time
on the Deep Space Network.
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1.3 Problem Overview
By analysing more in detail what is the current approach of space missions
to asteroids it will become clear how asteroid exploration can benefit from
increased autonomous capabilities on the spacecraft. In presence of a simplified
gravity model to be uploaded on the spacecraft to enable autonomous GNC the
concept of operations will change significantly eliminating the need of regular
ground-based orbit determination campaigns and constant monitoring.
1.3.1 Missions to asteroids: the current approach
Since the first flyby of 951 Gaspra, performed by the Galileo probe in 1991, a
few asteroid missions have been carried out by the main space agencies (see
Section 2.6). In the last two decades many milestones for asteroid exploration
have been achieved such as placing spacecraft into stable orbits, landing on
asteroids and comets surfaces [6] [7] and even getting dust samples back to
the Earth [8].
Even if each of those missions has been unique on its own, all of them
had to cope with the same basic challenges. The fundamental problem is how
to steer the spacecraft in the perturbed dynamical environment that is found
in the vicinity of small bodies. As a matter of fact, the irregular shape of
asteroids creates a gravitational field dominated by perturbations in which the
spacecraft generally moves along non-closed and often unstable trajectories.
In order to guide the spacecraft around the asteroid, elementary character-
istics of the small body need to be determined: shape, mass distribution, spin
direction and rate. For few bigger asteroids and under favourable conditions,
it is possible to estimate the mass from the ground thanks to analysis of per-
turbations in the orbital motion; for most of the bodies albedo and light-curve
analysis give information about the spin axis and the rotation period (see
Section 2.2.1) and, in case of close encounters with the Earth, radar imaging
provides detailed information of the asteroid shape and physical characteristics
(see 2.2.2). However, most of the times, those key properties are either poorly
estimated or their accuracy has to be somehow improved in order to carry out
the mission successfully.
Much of the detailed characterisation work is therefore based on in-situ
observations. The asteroid’s mass is estimated thanks to flybys taking place
before orbit insertion. Imaging the asteroid under various lighting conditions
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permits the construction of a shape model and to determine the rotation rate
and axis (Section 2.3.1). Knowing the mass and the shape volume, an estimate
of the density can be derived. Using the resulting model of a spinning shape
with constant density, trajectory analysis for the next phases of the mission can
be performed. Further gravitational perturbations detected later in the mission
will reveal density inhomogeneities that can be mapped to refine the model.
Throughout the mission, better representations of the gravitational potential
yield more accurate predictions of the spacecraft trajectory and enable ground
controllers to safely guide the satellite to lower altitudes above the surface (see
Section 2.4).
All these steps of characterisation actually rely on the measurement of
relative position and velocity between the spacecraft and the asteroid. These
measurements are the result of Range-Doppler campaigns accomplished using
the antennas of the Deep Space Network (DSN) (see Section 2.2.3). These
data are combined with images sent by the spacecraft and the models of the
asteroid all reside on the ground.
With the current approach, the satellite has no knowledge of the dynamical
environment in which it is immersed and therefore it simply executes, at
prescribed times, manoeuvring commands previously prepared by controllers
on the ground. Given the communication delay caused by the distance between
the spacecraft and the Earth, everything has to be carefully planned in advance
and constantly monitored.
Because of all these issues, it is common that, after the rendezvous with
the asteroid, the first few weeks of operations are focused just on the creation
of more accurate models of the gravitational potential as they are required for
proceeding with lower orbits. At this stage of the mission, a large amount of
ground station time is allocated for determining the position of the spacecraft
relative to the asteroid.
Figure 1.1 shows a representation of the trajectory of the NEAR-Shoemaker
mission after the rendezvous with asteroid 433 Eros [9] with a clear indication
of the amount of time that was spent in a large orbit while characterizing the
body. At a later stage, lower orbits were made possible and following orbit
determination campaigns where used for the refinement of the gravitational
model.
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Figure 1.1: NEAR Mission Operative Orbits [9]
1.3.2 Spacecraft autonomy
An evolution of the current operation scenario of missions to small bodies
will involve greater autonomy. Improved on-board functions are the natural
response to the increasing number and complexity of space missions. The first
driving factor for the development of autonomous capabilities on spacecraft
was the need of a fast response to circumstances that can happen during the
mission while the probe is not in direct contact with the ground station. In
interplanetary missions, delays render some tasks impossible to be performed
with the ground in the loop.
The extent of autonomy that can be implemented on the spacecraft has
to consider the computational resources available and the contribution of any
additional function to the complexity of the overall flight software architecture.
A major trade-off on the development of autonomous capabilities on a given
mission is between the increase of software complexity and verification costs
and savings in the long run in terms of less operations time needed to support
the mission [10]. As an example, the total cost of the NEAR-Shoemaker mission
was about $224 million of which $124.9 million for spacecraft development,
$44.6 million for launch support and orbit determination and $54.6 million for
mission operations [11].
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1.3.3 Autonomous GNC at asteroids: the proposed ap-
proach
To enable autonomous guidance in the proximity of asteroids it is required a
model of the gravitational potential that can be used on-board. The limited
computational resources available on the spacecraft suggest that the state
of the art gravity models used in the ground-in-the-loop approach are too
detailed and not suitable for this task. Therefore we have to choose a class of
approximate models of the gravitational potential that, although not globally
accurate, can still represent well some dynamical characteristics that can be
exploited by the autonomous guidance laws. A comparison between the current
concept of operations for small bodies missions and the proposed autonomous
operations scenario is outlined in Figure 1.2.
The initial characterisation phase is still to be performed with ground
intervention. Orbit determination and imaging during the flybys before the
initial orbits are still required for the determination of the mass, shape and
spin rate of the asteroid. From these data, the usual constant density shape
model is assembled, but in the proposed mission concept it is used to generate
the approximate model that is then uploaded on-board. At the same time, the
initial ground support provides the needed information for the initialisation of
the optical navigation. After this stage it is possible to activate the autonomous
GNC strategy for the subsequent phases of the mission relying on the on-board
navigation and gravity model.
1.4 Aim and Objectives
This research looks at ways of steering a satellite in the vicinity of irregularly
shaped small bodies in a uniform rotation, without the need of a sophisticated
gravitational model.
The objectives of the research are:
• to analyse the key characteristics of the dynamical environment around
asteroids that can be exploited by autonomous GNC solutions
• to identify a suitable approximated model for the gravitational potential
of small bodies which is defined by a small set of parameters and that
could be used on-board for enabling autonomous guidance
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Figure 1.2: Current and proposed concept of operations for asteroid missions.
By uploading an approximate model autonomous operations are enabled
• to study the creation of the proposed approximate model using the wealth
of data available before and during the mission, especially in the form
of more detailed models of the asteroid
• to devise a control strategy for guiding an orbiter in the vicinity of
the asteroid taking advantage of the properties of the dynamics and its
conserved quantities
• to test the proposed autonomous system by propagating the spacecraft
orbit with the higher accuracy model, while using the proposed approx-
imate model in the on-board guidance law
1.5 Research Novelties
The novelties of this research reside in the following key points:
• the identification of a class of models suitable for on-board guidance and
representing relevant characteristics of the dynamical environment
• the methodology to create the approximate model, from more accurate
descriptions of the asteroid
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• the development of an autonomous guidance law which exploits the
characteristics of the on-board model of the gravitational potential
1.6 Publications
• A.Turconi, P. Palmer and M. Roberts. Efficient Modelling of Small
Bodies Gravitational Potential for Autonomous Proximity Operations,
Astrodynamics Network: AstroNet-II, Vol. 44, Astrophysics and Space
Science Proceedings, pp 257-272, Springer, 2016
• A.Turconi, P. Palmer and M. Roberts. Simple Gravitational Models
and Control Laws for Autonomous Operations in Proximity of Uniformly
Rotating Asteroids, 2015 AIAA Astrodynamics Specialist Conference,
Vail, August 2015
• A.Turconi, P. Palmer and M. Roberts. Simple Gravitational Models
and Control Laws for Autonomous Operations in Proximity of Uniformly
Rotating Asteroids, 2015 IAA Planetary Defense Conference, Frascati,
April 2015
• A. Turconi, P. Palmer and M. Roberts. Efficient Modelling of Small
Bodies Gravitational Potential for Autonomous Approach, Astrodynam-
ics Symposium of the 67th International Astronautical Congress, Toronto,
October 2014
• A. Turconi, P. Palmer and M. Roberts. Efficient Modelling of Small
Bodies Gravitational Potential for Autonomous Operations ICNPAA
2014 - Mathematical Problems in Engineering, Aerospace and Sciences,
Narvik, July 2014
• A. Turconi, P. Palmer and M. Roberts. Autonomous Guidance and
Control in the Proximity of Asteroids Using a Simple Model of the
Gravitational Potential. 2nd IAA Conference on Dynamics and Control
of Space Systems (DYCOSS), Rome, March 2014
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1.7 Training Schools
The progress of this research has also been presented at the AstroNet-II training
schools and meetings in front of relevant experts in various disciplines of
astrodynamics.
• First AstroNet-II Training School - Astrodynamics of Natural and Ar-
tificial Satellites: from Regular to Chaotic Motion, UniversitÃă "Tor
Vergata", Rome, January 2013
• Second AstroNet-II Training School - Advanced Aspects of Spacecraft
Control and Mission Design, University of Strathclyde, Glasgow, June
2013
• AstroNet-II Mid-Term Meeting, University of Surrey, Guildford, Decem-
ber 2013
• Third AstroNet-II Training School and Asteroid Workshop, University
of Zielona-Gora, Zielona-Gora, 2014
• Fourth AstroNet-II Training School - Astrodynamics of Natural and Ar-
tificial Satellites: from Regular to Chaotic Motion
In particular, during the Third AstroNet School in Zielona-Gora (Poland)
I had the opportunity to organise the Asteroid Workshop with the following
program:
• Remote Lecture by Prof. Makoto Yoshikawa "Design and proximity
operations of the Hayabusa and Hayabusa2 missions"
• Lecture by Eric Jurado "The Rosetta Mission: Arrival at Comet 67P,
Operational Orbits and Delivery of Strategy for the Philae Lander"
• Asteroid Rendezvous and Landing Exercise
1.8 Thesis Outline
Chapter 2 presents a literature review on the background topics informing
the research aim and objectives.
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Chapter 3 analyses the dynamics around uniformly rotating asteroids and
the characteristics that can be exploited by an approximate on-board model
and a related guidance law.
Chapter 4 presents the proposed approximate model of the gravitational
potential for on-board use and details the approach for creating such model
from more detailed ones.
Chapter 5 describes a guidance law for achieving body-fixed hovering around
the asteroid from a circular orbit while preventing any possible crash during
the manoeuvre.
Chapter 6 compares the proposed control law with a relevant alternative
found in literature.
Chapter 7 discusses the conclusions of the work and outlines possible future
developments.
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Chapter 2
Background
The previous chapter has mentioned many important aspects that need to be
considered while dealing with the problem of autonomous GNC in proximity
of asteroids. This chapter covers a review of the literature on all the relevant
subjects.
An overview of asteroids characteristics in terms of orbit and their physical
and dynamical properties is followed by two sections showing how these data
can be measured from the ground and from a spacecraft in proximity of a
small body.
A core background section then covers the models of the gravitational
potential and identifies their strength and weaknesses. The importance of the
computational effort required by the various models becomes apparent in the
following section discussing spacecraft limitations.
After a review of space missions to asteroids the chapter summary collects
all the useful information and related choices that justified and shaped the
investigation described in the following chapters of the thesis.
2.1 Asteroids characteristics
In the following subsections we will discuss how asteroids are classified in
various groups based on their orbits around the Sun, their masses and densities
and their rotational dynamics.
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2.1.1 Asteroid Orbits
Asteroids are divided in various families differing from each other by the
characteristics of their orbital elements.
The main distinction is determined by their placement in various regions
of the Solar System. The highest number of asteroids orbit the Sun in the
region of the Asteroid Belt between Mars and Jupiter at distances from 2 AU
to 3.5 AU.
Beyond the asteroid belt, a significant number of objects are trapped in
the stable Lagrange points generated by the combined gravitational pull of
the planet Jupiter and the Sun. The asteroids about Jupiter-Sun L4 are called
Greeks while the ones nearby L5 are called Trojans. They are named, with
few exceptions, after Trojan and Greek heroes from the Iliad.
Between Jupiter and Neptune, objects called Centaurs are present; they
are thought to have a very low density and be so rich in water ice that if moved
closer to the Sun they may become comets.
The most interesting families though are the subgroups of the asteroid
orbiting in the Inner Solar System especially the ones with orbits closer to
the one of the Earth. These objects are called Near-Earth Asteroids have a
perihelion not larger than 1.3 AU.
In this class of asteroids are included those that could potentially impact
the Earth but at the same time, among these objects, there are also the best
candidates as targets for asteroid missions. Some of them have indeed orbital
characteristics such that the DeltaV required to reach them can be even lower
than the one needed for getting to the Moon.
In Table 2.1 adapted from the NASA NEO groups web page [12] are
described those orbital families.
Since Near Earth Asteroids share similar semi-major axis dimension with
respect to Earth’s orbit, and sometimes they approach our planet closer than
the Moon, is not uncommon that the DeltaV needed for reaching some of these
objects is not excessively high.
JPL scientist Dr. Lance Benner maintains an updated list of NEA DeltaV
requirements. At the time of writing 3066 asteroids are cheaper to reach than
the Moon and 4219 than Mars [13].
DeltaV for reaching the moon from Low Earth Orbit is 6 km/s while
for heading to Mars is 6.3 km/s, this means that all the NEAs below these
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Group Name Description Orbital
Elements
NECs Near-Earth Comets q < 1.3 AU,
P<200 years
NEAs Near-Earth Asteroids q < 1.3 AU
Atiras NEAs whose orbits are contained
entirely with the orbit of the
Earth (named after asteroid
163693 Atira)
a<1.0 AU,
Q<0.983 AU
Atens Earth-crossing NEAs with
semi-major axes smaller than
Earth’s (named after asteroid
2062 Aten)
a<1.0 AU,
Q>0.983 AU
Apollos Earth-crossing NEAs with
semi-major axes larger than
Earth’s (named after asteroid
1862 Apollo)
a>1.0 AU,
q<1.017 AU
Amors Earth-approaching NEAs with
orbits exterior to Earth’s but
interior to Mars’ (named after
asteroid 1221 Amor)
a>1.0 AU,
1.017<q<1.3
AU
PHAs Potentially Hazardous Asteriods:
NEAs whose Minimum Orbit
Intersection Distance (MOID)
with the Earth is 0.05 AU or less
and whose absolute magnitude
(H) is 22.0 or brighter
MOID<=0.05
AU,
H<=22.0
Table 2.1: Near Earth Asteroids Groups where a is the semi-major axis, q is
the perihelion distance, Q is the aphelion and P is the orbital period [12]
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3066 NEAs with DV < DV Moon
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Mars DV = 6.3 km/s
Figure 2.1: deltaV from LEO to closest NEAs compared to the Moon and
Mars (plot generated using data from [13])
thresholds are more accessible than the Moon and Mars respectively. In figure
2.1 DeltaV is computed as the one required for target an orbit with perihelion
equal to 1AU and aphelion equal to asteroid’s aphelion. The capture at the
asteroids is not considered because the manoeuvre required to enter in orbit
about asteroids is negligible.
2.1.2 Masses, Shapes and Densities
As of 2002, two hundred years after the discovery of minor planets, it was pos-
sible to determine the masses of just 24 asteroids although orbital parameters
were known for thousands of them [14]. In 2010, just eight years later, the
number has doubled reaching 59, according to the list maintained by Baer [15].
To carry out from the Earth mass estimations of small bodies, the only
way is to evaluate the effects of their perturbations on other objects thanks
to observations. This can be done just for the biggest asteroids since the
influences of the smaller ones are practically impossible to detect. The most
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accurate mass estimations are obtained thanks to spacecraft flybys.
Other important characteristics of asteroids to be determined are their
shape and dimensions. With ground observations we have a few options to
solve this problem. As explained in [14], historically the first determinations
were based on albedo and absolute magnitudes. Later, with the availability
of more accurate telescopes, interferometry and star occultations became the
best methods to determine asteroids shapes and dimensions. Nowadays, along
with occultations, inversion of light-curves [16] and radar time-delay Doppler
observations [17] are used. The radar technique can be used successfully only
for asteroids that come sufficiently close to the Earth. For this reason, every
close encounter with a Near Earth Object is always a valuable opportunity for
obtaining a mass estimate and a shape model.
From orbits about asteroids, shapes are obtained with extreme detail thanks
to imaging and laser altimeter data, coupled with the knowledge of the orbit
of the spacecraft which is known thanks to Doppler and range-tracking [18].
With a shape model of the asteroid also its volume is known. Combining this
with the mass estimate, bulk density can be obtained. Table 2.2 shows of the
range of the possible values for asteroid density.
Density [ g
cm3 ] Asteroid Type Example
1.3 porous conglomerates of ice and dust 253 Mathilde
2 average asteroid density value, typical
of "stony" asteroids
433 Eros
3 carbonaceous asteroids 10 Hygiea
4 to 5 for metallic asteroids 16 Psyche
Table 2.2: Typical Asteroid densities [19]
Density and shape can give an idea of the periods of orbit around small
bodies. Knowing the volume Vs of the shape model, it is possible to compute
the asteroid’s mean radius R, which is the radius of a sphere of equal volume:
R =
(3Vs
4pi
)1/3
(2.1)
The computation of the orbital period about a sphere that has a radius
equal to the mean radius of the asteroid and also the same density, enables
the estimation of orbital periods for orbits at various semi-major axes a. This
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shows how the orbit period T about a body, when expressed in terms of body
radii R is independent of the body size and only a function of its density ρ
[20].
T =
√
3pi
Gρ
(
a
R
)3/2
(2.2)
2.1.3 Asteroid Rotation Rates
The majority of the asteroids are in a stable rotation about the axis of their
maximum moment of inertia. It is well known that this is the minimum energy
rotation state for a spinning body. In the asteroids case, there is dissipation
coming from the cohesion and tidal forces caused by complex rotations [21].
Figure 2.2: Size-spin period distribution for asteroids. The smaller bodies are
almost all in the NEO population with the larger bodies almost all in the Main
Belt population. The dashed lines are the expected relaxation times for asteroids
in non-principal-axis rotation, where My = 106years and By = 109years [22]
Asteroids usually rotate with periods of some hours. Rotation rates are
determined from measurement of light-curve variation, radar imaging and
high-resolution imaging from visiting spacecraft [23].
Figure 2.2 plots asteroids rotation rates versus their diameters. It is in-
teresting to note that, at a period of about 2.4 hours, the plot shows a limit.
Shorter periods seem inhibited for asteroids greater than 0.5 km in diameter.
The explanation for this phenomenon is that the majority of asteroids are
actually rubble piles and their material is not kept together by some cohesive
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bond but only by gravity itself. The consequence is that they cannot with-
stand high tensile stress and, if they are forced to rotate faster than this limit,
they will eventually split into binary asteroids. The presence of many binary
asteroids close to the rubble pile barrier is a hint that this phenomenon is
likely to occur.
2.2 Ground observations
Asteroid shapes and rotation states can be determined from the ground by
analysing lightcurves and radar reflections. Thanks to the presence of a space-
craft orbiting a small body, more detailed measurements of its gravity can
be obtained with range-Doppler orbit determination campaigns. These meth-
ods are presented in the following sections to set one end of the comparison
between what it is done on the ground and what can be achieved on-board
while orbiting the asteroid.
2.2.1 Lightcurve Analysis
Estimates of sizes and rotations of asteroids can be accomplished by ground
observations studying the variation of the albedo of these small bodies. [23]
Because of their irregular shape, the way they reflect sunlight over time is
unique and its signature enables astronomers to derive the rotation rates and
even the spin axis orientations with an accuracy up to ±5 deg [24]. This
approach has been successfully applied also on binary asteroids. [25]
From photometric data it was also possible to derive simple shape models
[16]. The Database of Asteroid Models from Inversion Techniques (DAMIT) is
maintained since 2008. Here three-dimensional models of asteroids, computed
using inversion techniques [26], are available.
The Knitted Occultation, Adaptive-optics, and Lightcurve Analysis (KO-
ALA) is a method for asteroid shape determination via ground observation
that yields very accurate results. This is possible thanks to the combination
of lightcurve inversion data and multiple stellar occultation observations. This
approach has been validated on asteroid 21 Lutetia thanks to the flyby by the
Rosetta mission in 2010 [27] as shown in Figures 2.3 and 2.4.
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Figure 2.3: Lutetia 3D shape
model from [28]. Regions im-
aged by Rosetta’s OSIRIS cam-
era are displayed in grey. The
part of the model that is based
on ground data only (lightcurve
inversion and adaptive optics) is
coloured in blue [27]
Figure 2.4: Comparison of 21
Lutetia shape model between the
pre-flyby KOALA model and the
model derived by Rosetta’s
OSIRIS observations. In the red
areas, the KOALA model radii
are larger than the Rosetta
model. The areas in grey show
where the Rosetta model’s radii
are greater than the KOALA
ones. The mixed red and grey
pattern is not obvious and shows
good agreement between the two
models even if the predominance
of red indicated the overall lower
sensitivity to concavities of the
KOALA model. [27]
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2.2.2 RADAR Imaging
Asteroids can also be studied with radio-telescopes, especially when they come
closer to our planet. Using the biggest radio-telescopes on Earth such as
Arecibo, Goldstone and recently the Chinese FAST, RADAR images have
been obtained of nearly 200 asteroids.
The distribution of echo power in time delay gives range measurements
while the Doppler frequency gives the line of sight velocity. In this way two-
dimensional images can be constructed and, if adequately combined, they can
be used to generate shape models and estimates of rotation rate and spin axis.
[29].
Examples of close encounters with the Earth that resulted in very accurate
models of the asteroid are the Earth flybys by 4769 Castalia in 1989 [17] and
by 4179 Toutatis in 1992 [30].
2.2.3 Radio science at asteroids
If the same techniques used on the radio signal received during radar imaging or
asteroids are applied to the carrier signal of spacecraft orbiting in the vicinity of
a small body, they can give measurements of range and radial velocity relative
to the ground-station.
By coupling these data with knowledge of the position and velocity of the
asteroid they can be used to measure the effect of the asteroid gravity on
the trajectory of the satellite. By these measurements is possible to derive
important information about the mass of the asteroid and its distribution [9].
Future improvement of the Deep Space Network and the shift of telecom-
munication satellite towards higher bands will result in better accuracies for
the Doppler measurements. Range measurements will benefit of some improve-
ments as well. Typical accuracies of range measurements are tens of metres
while the order of magnitude of range rate accuracy is 1 mm/s .
The introduction of the Deep Space Atomic Clock (DSAC), with an ac-
curacy of 1 nanosecond over 10 days, will provide the on-board capability of
forming precise one-way radiometric tracking data, using the DSN in uplink.
The results will improve accuracy with respect to the current two-way data
obtained on the ground. In comparison, one-way navigation delivers more
data (doubling the amount to a user),is more accurate and enables future
autonomous radio navigation.
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With this new development also the operations concept will change since
one antenna will be used to provide the radio beacon to multiple DSAC-enabled
spacecraft. The time freed from the multiple ranging campaigns will be used
to get more data downlink resulting in the capability of supporting multiple
missions at the same time [31, 32, 33].
2.3 On-board measurements
The previous section has shown how having spacecraft in orbit around small
bodies enables radio-science observations from the ground and how a paradigm-
shift in the near future may result in autonomous on-board navigation by the
same means. From an orbital vantage point around an asteroid, high-resolution
images are the best informative data that can be collected on-board for the
reconstruction of the shape and rotation of a small body and for relative
navigation. Since the NEAR-Shoemaker mission these data were used up to
the point of identifying landmarks on the surface of the asteroid in order to
determine its shape and rotation with unprecedented accuracy [18].
2.3.1 Optical Navigation
Navigation with imaging data has been demonstrated by the AutoNav system
in the Deep Space 1 mission [34]. Its evolutions have been able to provide
sufficient accuracy to impact as planned comet Temple-1 during the Deep
Impact Mission. In the AutoNav approach for autonomous interplanetary
navigation and targeting, the data used is extracted from images which show
beacon asteroids and their position is used for navigation [35].
In the case of proximity operations, the images acquired by the on-board
camera will be filled by portions of the body surface. Without any other
reference available, it is needed to set landmark features for navigation. This
task is accomplished by an additional component called the OBIRON (On-
Board Image Registration and Optical Navigation).
The first phase for the use of this image registration software is to build
a detailed shape model of the asteroid using stereo photoclinometry. This
implies that we have to image all the surface multiple times under at least
three different lighting conditions [36]. The initial surface model needs a priori
data of the spacecraft’s position and orientation. Therefore, during this initial
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phase, navigation has to be provided from the ground. Luckily though, the
process is then iterative since while navigating using the already registered
landmarks the OBIRON task is able to register new references refining and
updating the model.
2.3.2 LIDAR measurements
LIDAR (LIght Detection And Ranging) has been successfully used for build-
ing accurate shape models and for aiding the semi-autonomous landing of
Hayabusa with accuracies in position of tens of meters. [37]
It is also possible to combine optical navigation measurements and LIDAR
ranging to obtain more accurate results. High precision in determining shape
and characteristics of asteroid Itokawa has been achieved by the Hayabusa
mission combining images and landmarks with LIDAR measurements [38].
In [39] it is shown the combination of optical navigation and LIDAR with
worst case uncertainties of±11 m in position and±0.7 mm/s in velocity. These
assumptions will be taken into account while setting the noise on relative
position and velocity in our simulations.
2.4 Modelling the gravitational potential
This section contains a review of models of the gravitational potential with
their benefits and limitations. This description of the state of the art gravity
models informs the choice of a class of models suitable to be used on-board
for autonomous guidance.
2.4.1 Spherical Harmonics and developments
The standard tool used for modelling inhomogeneous gravitational potential
are spherical harmonics.[40] These are more suitable to model nearly spherical
bodies but they have been used on irregular elongated bodies as well. Usually,
expansions of 24 degree and order are needed in order to match the irregular
features of the gravitational potentials of asteroids [18].
Spherical harmonics theory originates from the solution of the Laplace
equation by separation of variables in spherical coordinates [41]. Let (x, y, z)
be the coordinates of a Body-Centred-Body-Fixed (BCBF) reference frame.
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r is the radius, δ is the latitude and λ is the longitude. They are defined
according to Equation 2.3
r =
√
x2 + y2 + z2 ; sin δ = z
r
; tanλ = y
x
(2.3)
The solution using these variables is shown in Equation 2.4
U(r, δ, λ) = µ
r
∞∑
l=0
l∑
m=0
Plm sin δ [Clm cos(mλ) + Slm sin(mλ)] (2.4)
where µ = GM is the gravitational parameter of the body, ro is the nor-
malizing radius (usually either the maximum or the mean radius of the body),
Plm are the associated Legendre functions, Clm and Slm are the gravity field
harmonic coefficients. Legendre Functions have the property to be orthogonal
between themselves. This is the key fact that enables the construction of
a series expansions because the orthogonality relations permit to derive the
gravity coefficients Clm and Slm for a given mass distribution.
The reason why spherical harmonics are more suitable to describe small
deviations from a spherical shape is because in fact they model the distribution
of mass inside a sphere circumscribing the body. . This becomes a problem
in the case of irregular bodies since the series will converge to the true grav-
ity field only outside the circumscribing sphere. Expansions of high degrees
and high orders are needed to model the non-uniform potentials of asteroid
with complex shapes but regardless of the expansions the region between the
irregular body and the circumscribing sphere will be always left without any
usable approximation of the potential.
To address the problem, recently, spherical harmonics have been coupled
with internal expansion of the potential in series of spherical Bessel functions.
This permits to describe with a similar approach the gravitational potential
also inside the circumscribing sphere [42]. This approach, however, doubles the
number of coefficients needed to represent the model and requires the solution
of two expansions to model both the exterior and the interior fields.
2.4.2 MacCullagh’s Formula
The spherical harmonics coefficients and the mass distribution properties are
related. For example the first coefficient is always C00 = 1. First degree and
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(a) (b) (c)
Figure 2.5: Comparison of the gravitational potential for asteroid 433 Eros
using the polyhedral model (a), spherical harmonics (b) and spherical harmonics
combined with spherical Bessel functions (c) [42]
order coefficients have to be equal to zero if the body-fixed frame centre is in
the centre of mass of the body: C11 = S11 = C10 = 0.
If we truncate the expansions to the second order the MacCullagh’s formula
is derived. It is expressed only in terms of the principal moments of inertia of
the body as shown in 2.5 where G the constant of gravitation, r is the distance
from the centre of mass, (x, y, z) are the coordinate of the body fixed frame
(so aligned along the principal axis of inertia)
U(r) = µ
r
+ G2R3
[
(A+B + C)− 3
R2
(
Ax2 +By2 + Cz2
)]
(2.5)
The MacCullagh’s formula potential is symmetric by construction and
related to the Triaxial Ellipsoid representation, following.
2.4.3 Triaxial Ellipsoids
Another simple yet powerful model for elongated bodies is the triaxial ellipsoid.
The analysis of trajectories lying in the equatorial plane of rotating triaxial
ellipsoids have shown the presence of chaotic motion regions and the existence
of stable orbits [43] [44]
An analysis of equilibrium points in the rotating frame has been completed
and has demonstrated that long-axis equilibrium points are saddle points and
as such they have one pair of stable and unstable manifold lying outside the
Zero-velocity curves and the other pair completely enclose in the Zero-Velocity
curves at the energy level of the equilibrium point [45] [46].
As it was possible to do with the MacCullagh’s formula, the regularity in
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the shape of the triaxial ellipsoid is related to specific values of the spherical
harmonics coefficients. In particular it matches the second degree terms and
all the coefficients of the form C2l,2m with l,m = 0, 1, 2, .... The potential given
by a triaxial ellipsoid is as well symmetric by construction and therefore shares
the limitations of the MacCullagh’s formula.
2.4.4 Polyhedral models
When it became important to model in a very accurate way also the surface of
asteroids, a polyhedron model was developed. It is built using as vertices known
points from ranging measurements that are then connected to form either
square or triangular facets. Triangular facets polyhedra are the most common
ones. The vertices are connected to the centre of mass of the asteroids forming
slim pyramids whose individual contributions to the gravitational potential
are computed [47]. In this way, not only it is possible to represent the surface
of the body but also to approximate its inhomogeneous gravitational field in
a way conceptually mode elementary than with the spherical harmonics. The
potential of the polyhedron model is smooth, provided that a sufficiently large
number of elements is used. Polyhedral shapes are constructed using data in
two lists: an ordered list of all the vertices expressed as vectors in the BCBF
frame, a second list of vertex number triplets that define the triangular facets.
From Euler’s formula there is a simple relation between the number of faces
f for a triangular faces polyhedron and the number of vertices v and edges e:
f = 2(v − 2) (2.6)
e = 3(v − 2) (2.7)
Therefore, in order define a polyhedron with f triangular facets 3v =
3(f/2 + 2) real numbers and 3f integers are needed. In order to compute the
gravitational potential of this object, further quantities have to be prepared
using the normals to each face and edge. These results in one 3-by-3 matrix
Ff for each face and one similar matrix Ee for each edge of the polyhedron.
Therefore additional 9f and 9e double precision numbers need to be stored.
From a position in space relative to the polyhedron barycentre the com-
putation of the gravitational potential is performed thanks to the following
equations. For the given ri , rj , rk representing the vectors from the field
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point to each vertex i, j, k of a given face, ωf denotes the non-dimensional
signed solid angle covered by that triangular facet as seen from the field point.
ωf = 2arctan
ri · rj × rk
rirjrk + ri(rj · rk) + rj(rk · ri) + rk(ri · rj) (2.8)
The corresponding element along the edges arises from the logarithmic
distribution of mass. In this case, ri and rj are the norms of the vectors from
the field point to the two vertices of the edge taken into account, and eij is
the edge length
Le = ln
ri + rj + eij
ri + rj − eij (2.9)
These quantities have to be computed for each element or the series along
the polyhedron faces and edges and then combined with the result of the
multiplication of matrices Ff and Ee with vectors from the field point to any
of the vertices of the current faces and edge.
Equations 2.10 and 2.11 show the complete forms of the series used to
compute the value of the potential and its gradient: the gravitational force.
U(r) = 12Gρ
∑
e∈edges
re · Ee · re · Le − 12Gρ
∑
f∈faces
rf · Ff · rf · ωf (2.10)
∇U(r) = −Gρ ∑
e∈edges
Ee · re · Le +Gρ
∑
f∈faces
Ff · rf · ωf (2.11)
where G is the gravitational constant and ρ is the asteroid’s density.
A large number of elements are required for an accurate representation of
asteroid increasing the computational needs for the generation of the potential
and for the propagation of orbits around the body since the contribution to
the potential by each element has to be evaluated and then summed to the
others. Augmentations to improve the model and its computation have been
developed but its use remains suitable only for gravitational models built on
the ground [48].
2.4.5 Mascon models
The concept of modelling the potential of asteroids with a high number of
point masses have been investigated and even used for missions like Hayabusa
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(a) (b)
Figure 2.6: Shape models of Asteroid 1998ML14, (a) fine model (16320 faces)
(b) coarse model (1020 faces) [48]
[20]. However, filling the volume of the asteroid with many tiny spheres is less
efficient than with the pyramids of the polyhedron modelling because between
the spherical elements the will always be empty spaces.
Collections of small spheres are used for the simulation of rubble pile
asteroids letting the spheres free to move and relocate under their mutual
gravity [49]. Although the use of a high number of point masses doesn’t give a
solution of the same quality as the same number of polyhedra, it is still possible
to use a low number of masses to model the gravitational potential trying to
replicate the body elongation and its non-symmetric mass distribution. The
general form of the potential of a set of mascons is described by Equation 2.12
where G is the constant of gravitation, mi are the value of the point masses,
xi and yi are the positions of the masses in the rotating BCBF frame.
U(r) =
n∑
i=1
µi
|r− ri| (2.12)
∇U(r) =

n∑
i=1
µi (x− xi)
|r− ri|3
n∑
i=1
µi (y − yi)
|r− ri|3
n∑
i=1
µi (z − zi)
|r− ri|3
(2.13)
Models of asteroids using 3 or 4 cotangent spheres of constant density have
been studied. It has been shown how various arrangements of the masses
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influence the position and stability of equilibrium points. Moreover, good
results in terms of position and behaviour of the equilibrium points have been
achieved even by simply manually placing the spheres in order to cover the
largest area on the equatorial section of the asteroid as shown in Figure 2.7
[50].
Previous work shows the possibilities given by such a model but doesn’t
provide a well-defined algorithm to choose masses and positions of the spheres.
Additionally, a constant density, equal to the one estimated for the asteroid,
is was assigned to the spheres, even if the spheres model had more or less
volume than the modelled asteroid. This resulted in a different total mass
between the body and the model. These issues suggest there is much room for
improvement in the creation of a simple model of irregular bodies using small
sets of point masses.
Figure 2.7: Manual placement of spheres aided by the skeleton lines computed
for the equatorial section of the asteroid [50]
2.5 Spacecraft Limitations
The most important constraints on any complex operation to be performed on-
board the spacecraft are the limited resources of the satellite. Each probe is a
tightly tailored machine that is designed to fulfil the mission requirements with
the minimum amount of resources possible. The mission objectives, duration
and orbit and the characteristics of the payload are the main drivers of the
sizing process in terms of mass and power.
Payload mass requirements impact on the design of every component on the
spacecraft and on the amount of fuel that is possible to carry. The fuel quantity
influences directly the mission lifetime because without fuel any control of the
trajectory becomes impossible. Any control strategy, in order to be feasible,
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shall take into account the limits in maximum thrust achieved by typical
propulsion systems and shall have an overall delta-V cost of at most the
same order of magnitude of the orbital control budgets of current missions
to asteroids. Usually, the fuel takes from 33% to 50% of the launch mass of
the spacecraft, therefore an efficient control strategy that saves fuel increases
mission lifetime.
Table 2.3 gives an idea of the amount of fuel usually carried by asteroid
mission probes with respect to the total mass of the spacecraft by showing dry
and wet masses and fuel percentage [51].
Spacecraft Wet Mass [kg] Dry Mass [kg] Fuel Mass [%]
DS-1 486.3 373.7 30.13
NEAR 800 487.7 64.04
Hayabusa 530 415 27.71
OSIRIS-REx 2110 1245 41.71
Table 2.3: Dry and Wet masses of asteroid missions
Power limits affect the equipment units and will dictate which and how
many of them can be operated at the same time. The units fall in these
categories: science payload, sensors, actuators, computers and RF equipment.
The autonomous guidance task requires to use, at the same time, a variety
of sensors and actuators and will need a suitable share of the computational
resources of the on-board computer. Power constraints on the spacecraft also
set boundaries for time and power spent for telecommunication.
When it comes to satellite components another major factor of being in
space becomes relevant: the radiation environment. Because of the level and
different kind of radiation present in space, all the electronics components
have to be designed specifically for working in space. The denser they are
in their construction the more they are vulnerable to radiation. Memories,
micro-controllers and CPUs are affected by radiation and, even if they can
be available at low cost off-the-shelf, they need to be significantly redesigned
to work properly beyond Low Earth Orbit. Each redesign, production and
quality testing of a specific component implies development and production
cost of orders of magnitude greater than the ones for consumer electronics.
This is why, in terms of complexity, speeds and memory capacity, radiation
tolerant components are always many generations behind.
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Heritage CPUs used for the most successful interplanetary exploration and
asteroid mission feature very low clock speeds. The NEAR spacecraft featured
an RTX2010 with a speed of 12 MHz [52]. Current missions such as Dawn
use the 33 MHz IBM RAD6000 CPU which was the de-facto NASA standard
from the time of Mars Pathfinder to the Mars Exploration Rovers Spirit and
Opportunity. Rosetta used Modern CPU designs include LEON3 dual core
RISC at 400 MHz [53] and the RAD750 single core POWERPC at 200 MHz
[54].
2.6 Review of asteroid exploration
Asteroid exploration is a relatively recent endeavour. After the grand-tour
of the Solar System started in the 1970s and the cometary missions of 1980s,
asteroids have been studied from a close vantage point only from the 1990s. At
first they were just targets of opportunity while a probe was en-route to more
distant planets. We have to wait the year 2000 to see a mission specifically
designed for the exploration of asteroids.
At the time of writing, only 3 missions have studied asteroids on a regular
basis orbiting around them and two are coasting towards their targets. Given
the increasing interest for the exploration of the small worlds of our solar
system, plans are unfolding for more missions to come with more and more
ambitious objectives.
2.6.1 Galileo (NASA/ESA)
The first mission to venture close to an asteroid was Galileo that performed
two asteroid flybys while cruising towards Jupiter (Figure 2.8) [55]. The first
asteroid to be imaged in high-resolution was 951 Gaspra in October 1991.
Then in August 1993, it was the turn of asteroid 243 Ida [56]. Later, during
the processing of the images taken at Ida, there was a remarkable finding: the
asteroid has a moon. The first binary asteroid was discovered [57] and Ida’s
moon was named Dactyl and received the codename 243 Ida I.
2.6.2 Deep Space 1 (NASA)
In 1999 the probe Deep Space 1 performed automatically a flyby of 9969
Braille thanks to its AutoNav system [59]. The asteroid was targeted from
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Figure 2.8: Galileo mission traject-
ory [55] Figure 2.9: Ida and Dactyl [58]
long distance and the small correction manoeuvres needed for the flyby were
computed and executed on-board [34]. An improved version of the same
navigation system has been used, in 2005, by the impactor module of the
probe Deep Impact, for the targeting of comet 9P/Tempel 1 [60]. Deep Space
1 visited also comet 19P/Borrelly in 2001.
2.6.3 NEAR-Shoemaker (NASA)
A significant milestone in asteroid exploration was the NEAR (Near Earth
Asteroids Rendezvous) mission launched in February 1996. In 1997 it flew
past asteroid 253 Mathilde [61] and in February 2000 it accomplished the
first key objective of its mission performing the first orbit about an asteroid
circling 433 Eros. The spacecraft spent more than a year in orbit about Eros
at different altitudes to enable a variety of scientific experiments and enabling
the accurate determination of the asteroid characteristics. [62] Thanks to
data from this mission we have high-resolution images of Eros under many
illumination conditions that were used for the creation of a shape model for
the asteroid. Further measurements performed from the ground about the
perturbations affecting the motion of the probe, led to the determination of
Eros mass distribution and gravitational field. Thanks to the mass estimate
and the volume of the shape model it was also possible to compute the bulk
density of the asteroid [9]. The boldest achievement of this mission though came
at its very end: the spacecraft using only ground-in-the-loop and preplanned
commands was crash-landed on the surface of the asteroid from where it could
communicate with the Earth for some days via its low-gain antenna.[6].
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Figure 2.10: NEAR descent traject-
ory [55]
Figure 2.11: Artist impression on
NEAR Shoemaker on Eros’ surface
2.6.4 Stardust (NASA)
The primary goal of the Stardust mission was to collect samples of a comet
and return them to Earth for laboratory analysis. [63] En-route to Comet
81P/Wild 2 the Stardust spacecraft flew past asteroid 5535 Annefrank in 2002.
The spacecraft performed the flyby at very high speed reaching a minimum
distance of 3100 km from the asteroid. Nevertheless, this was enough to derive
an estimate of the shape using albedo techniques on images taken during the
encounter. No rotation estimate could be performed during the flyby because
of the short time available. This fact agreed with ground observations which
estimated a very slow rotation period of the body [64].
2.6.5 Hayabusa (JAXA)
The second most remarkable asteroid mission to date is certainly Muses-
C/Hayabusa. Launched in 2003, arrived at its target, asteroid 25143 Itokawa 2
years later. The Japanese mission was the first asteroid sample-return mission
ever attempted. Its target was a very small Near Earth Asteroid with a rubble-
pile structure. Small-scale surface topography [37], shape model and mass were
determined thanks to high-resolution imaging and LIDAR sensing [65]. The
spacecraft actually didn’t achieve a proper orbit about the asteroid because
of the extremely weak gravitational pull of the small body. The spacecraft,
subjected to a non-negligible Solar Radiation Pressure disturbance force used
a hovering approach by means of actively controlling its thrusters to keep the
desired position with respect to Itokawa. [66] Despite various problems during
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the mission, the spacecraft was able to complete two touch-and-go landings
on the asteroid collecting dust particles in its return capsule [8].
Figure 2.12: Hayabusa descent trajectory during second touching-down at-
tempt [8]
Figure 2.13: Iconic picture of Hayabusa’s shadow during close approach [8]
When the spacecraft was recovered from failure it started an adventurous
journey home relying only on the bare minimum actuators. The landing
capsule made its way to the Earth and was recovered after its landing in
the Woomera region in Australia. Even if the planned sample could not be
collected, the dust particles retrieved marked the first successful sample return
from an asteroid.
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2.6.6 Dawn (NASA)
The Dawn mission headed to the biggest asteroids in the asteroid belt. The
spacecraft visited asteroid Vesta between 2011 and 2012 and at the time of
writing it has been around asteroid Ceres for more than one year being the
first mission orbiting two different asteroids [67]. Such a mission has been
possible thanks to the spacecraft powerful and efficient ion propulsion. Dawn
observations at Vesta have been used to characterise the asteroid and to create
maps with unprecedented detail (Figure 2.14). Recent discoveries of the nature
of surface features on Ceres and of its internal structure are improving our
knowledge of the formation of the Solar System. An implementation of the
OBIRON system has been used with Dawn imaging data for ground navigation
[68].
Figure 2.14: Topographic map of
Vesta as generated by the Hubble
Space Telescope (top) and the Dawn
spacecraft (bottom) [69]
Figure 2.15: View or the Occator
Crater region on Ceres home of the
brighter areas suggesting the presence
of a layer of water ice under the sur-
face [70]
2.6.7 Rosetta (ESA)
Launched in March 2004 has completed the flyby of asteroid 2867 Steins in 2008
[71] and 21 Lutetia in 2010 [72] [27] determining their mass thanks to radio
science analysis of the perturbation exerted by those bodies on the trajectory
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of the spacecraft. Moreover, Rosetta images were used to create shape models
of the asteroids as shown in 2.3. These model are although incomplete because
of the high relative speed and the illumination conditions during the flybys.
At the end of a ten-year journey involving a long phase of deep hibernation,
the spacecraft finally reached Comet 67P/Churyumov-Gerasimenko in August
2014. The very first images of the comet shown a very strange shape that
surprised the scientists as much as the public. The campaign of characterisation
of the comet for determining its mass and shape model was performed in
preliminary triangular orbits which were a combination of successive flybys as
shown in Figure 2.16. When the model on the ground became accurate enough,
it was possible to venture to circular orbits (Figure 2.18) at low altitude. These
were used to map the surface in high-resolution.
The operational shape model of the comet has been derived on the ground
from images of the comet. A picture of 67P and the 3D model in the same
orientation are compared in Figure 2.17.
In November 2014 the lander Philae was deployed from the orbiter in a
ballistic trajectory and landed on the comet surface. Despite some failures that
prevented a stable landing Philae performed more than 48 hours of science
experiments on the surface before its battery power ran out.
Shortly after finding the resting location of the lander Philae (Figure 2.19),
in September 2016 the Rosetta spacecraft concluded the mission by crash-
landing on the comet at low speed and providing data and pictures during its
descent to the surface.
Figure 2.16: Rosetta pyramid orbits with distance pyramid orbits [7]
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Figure 2.17: Comparison between a picture from the OSIRIS camera the
operational 3D model of Comet 67P [7]
Figure 2.18: Rosetta’s global map-
ping and close observation orbits
between 29km and 19km radius [7]
Figure 2.19: Close-up of the Philae
lander, imaged by Rosetta’s OSIRIS
narrow-angle camera on 2 September
2016 from a distance of 2.7 km [73]
2.6.8 Hayabusa2 (JAXA)
The successor to the first Hayabusa mission has launched in December 2014 [74]
[75] directed towards asteroid 162173 Ryugu. The rendezvous with the target
is planned for June 2018 with proximity operations lasting until December
2019. The return to Earth of the sample capsule is planned for December 2020.
The spacecraft will not only sample the asteroid, it will also release the small
lander MASCOT designed by the DLR and will deliver an impactor to the
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Figure 2.20: Timeline of the descent manoeuvre of Hayabusa2 highlighting
the Ground-Control-Position control phase with the ground in the loop up to
40m altitude [76]
asteroid that will enable scientific measurements on the ejecta.
The descent phase will be controlled from the ground until Hayabusa2
hovers at 40m altitude over the surface . Afterwards, a model predictive control
strategy based on the actuation required to follow the prescribed trajectory,
will be implemented. In the final stage of the trajectory the spacecraft will be
synching its position with the rotation of the asteroid in order to perform the
sampling manoeuvre as shown in Figure 2.20 [76].
2.6.9 OSIRIS-REx (NASA)
In 2016 NASA launched the OSIRIS-REx (Origins Spectral Interpretation Re-
source Identification Security Regolith EXplorer) mission that will rendezvous
with asteroid (101955)Bennu in 2018-2021 and will return samples to Earth in
2023 [77]. This sample return mission is made possible by the regular encoun-
ters of this asteroid with the Earth. The similarity of its orbit with the one of
the Earth is responsible for an increasing collision probability by the end of
the 22nd century. As with Hayabusa2 autonomous GNC is implemented in the
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Figure 2.21: Timeline of the Touch-And-Go (TAG) manoeuvre planned for
OSIRIS-REx sample collection on asteroid Bennu [79]
final phase of the Touch-And-Go-Sample-Acquisition-Manoeuvre (TAGSAM),
The approach will be performed after two rehearsals attempts of the transfer
from orbit to the checkpoint at 55m above the surface set for the start of the
automatic descent [78].
2.7 Summary
This chapter has reviewed all the literature on subjects relevant to the research
problem. In particular, it has shown important common features between as-
teroids, especially about their rotational dynamics with the predominance of
a constant and stable spin around the largest principal axis of inertia. There-
fore, the following chapter will discuss the characteristics of irregular bodies in
uniform rotation knowing that they represent the majority of the small bodies
population.
In Section 2.3 it became clear that on-board optical navigation can be
assumed as an input to the problem of autonomous guidance. Therefore, in
this work, we consider that an optical navigation package is available on the
spacecraft providing on-board knowledge of its relative position and velocity
with respect to the barycentre of the asteroid.
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The set of landmarks vectors produced by on-board navigation package
like JPL’s OBIRON is de-facto already an accurate model of the shape of the
asteroid. Considering the high degree of complexity of such shapes represent-
ations, it is impractical to use polyhedron models directly on-board for the
computation of the gravitational potential, especially on a spacecraft which
is already performing such an intensive task as optical navigation. However,
thanks to this detailed shape model, it shall be possible to derive, on the
ground, an approximate model that is simple enough to be used on-board once
its few parameters are uploaded to the spacecraft.
In Section 2.4.5 the spheres model has been shown to have promising
performance in modelling non-symmetrical gravitational potential by using
a small number of parameters. The usage of spheres with the same density
of the asteroid and a condition of tangency between them, seen in previous
works, can be viewed just as the addition of further constraints on the model
parameters. When we remove those mutual position constraints and we col-
lapse the masses in the centre of the spheres, we obtain a Three-Point-Mass
model with 3 mascons. in case the masses are constrained on the equatorial
plane, this model is defined by just 9 parameters while an extension to 3D
requires also the Z-coordinates of the masses bringing the parameters to 12.
This numbers of parameters are negligible with respect to the many terms
needed by spherical harmonics and the thousands of vertices and faces of the
polyhedral models. At the same time, the point-mass elements are the simplest
possible gravitational attractors. In case of spherical harmonics, harmonics
with Bessel functions and even more with polyhedral models, even the basic
elements of each representation technique require non-trivial computations and
implementations that become cumbersome once performed for many elements
on the on-board computer.
40
Chapter 3
Orbital Dynamics Around
Asteroids in Uniform Rotation
The analysis of the literature has shown how the navigation component of an
autonomous GNC concept is already available on-board in the form of optical
navigation via landmark maps. This stresses the need for a simplified model
of the gravitational potential that can be easily used on-board by related
control laws. A look more in depth at the characteristics of models of the
gravitational potential has revealed promising results from representations
of the asteroid’s mass distribution by a limited set of point masses. These
class of models has the potential of being used on-board but it would be
valuable only in case it is suitable to represent some relevant characteristics of
the dynamical environment around the asteroid. Therefore in this chapter we
proceed analysing the main aspects of the dynamical environment around small
bodies in order to identify the suitable characteristics to be represented by the
approximate model and then exploited by an autonomous control strategy.
3.1 Asteroid Rotation and Equilibrium Points
The irregular shape of asteroids creates an inhomogeneous gravitational field
in which the spacecraft generally moves along non-closed and unstable traject-
ories. In order to guide a spacecraft in the vicinity of an asteroid, elementary
characteristics of the small body need to be determined: shape [16, 27, 17],
mass [14] and spin rate [80].
The majority of asteroids are in a stable rotation about the axis of their
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Figure 3.1: Body Centred Body Fixed (BCBF) reference frame. x, y and z
are principal axis of inertia and ω is a uniform rotation vector in the same
direction of z. r and r˙ represent position and velocity of the spacecraft relative
to the asteroid while aG, aCF, aCO are the gravitational, centrifugal and Coriolis
accelerations.
biggest moment of inertia with periods of some hours. Fast rotators and
tumbling asteroids exist, but, as highlighted in Section 2.1.3, they are not
predominant.
A reference frame, fixed with respect to the asteroid, is used to describe
the motion of the spacecraft relative to the rotating body. In such a reference
frame the gravitational potential will not vary with time.
Position, velocity and acceleration in the BCBF frame are represented by
r, r˙, r¨, ω is the rotation rate vector and U the gravitational potential of the
asteroid which is time invariant in the BCBF rotating frame and therefore
depends only on the position r.
If we define a principal axis reference frame x, y, z such that the principal
moments of inertia will be Izz > Iyy > Ixx, it will be convenient to place the
z-axis of the reference frame in the direction of the constant angular velocity
vector ω, as shown in Figure 3.1.
In such a non-inertial frame we can write the expression of the acceleration
by taking into account the fictitious terms of the accelerations due to the
rotating frame. We can do so by simply writing the Lagrangian in the rotating
frame by substituting the expression of the velocity in the rotating frame in
the Kinetic Energy part.
Lrot = m2 |r˙+ ω × r|
2 + U(r) (3.1)
We can get rid of the mass m by dividing both sides for it and obtaining
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the Lagrangian, kinetic energy and potential U defined per unit mass.
Lrot = 12 |r˙|
2 + r˙ (ω × r) + 12 |ω × r|
2 + U(r) (3.2)
Deriving the Lagrangian according to the Euler-Lagrange equations we
obtain the equation of motion of a massless particle in the non-inertial frame
co-rotating with the asteroid:
d
dt
(
∂L
∂r˙
)
− ∂L
∂r = 0 (3.3)
r¨+ ω˙ × r+ 2ω × r˙+ ω × (ω × r)−∇U = 0 (3.4)

r¨ = aEuler + aCoriolis + aCentrifugal + aGravity
aEuler = −ω˙ × r
aCoriolis = −2ω × r˙
aCentrifugal = −ω × (ω × r)
aGravity = ∇U
(3.5)
According to the characteristics of the majority of asteroids, we can assume
that the rotation rate is constant, therefore the Euler acceleration vanishes:
ω˙ = 0.
As shown in Figure 3.1 the centrifugal acceleration points always in the ra-
dial direction, the Coriolis acceleration is always perpendicular to the velocity
vector imparting to it a clockwise rotation, and finally the gravitational accel-
eration is in general not directed radially due to the non-uniform gravitational
potential.
There are equilibrium points when for initial velocity r˙ equal to zero, the
relative acceleration r¨ is also zero. In those points, in fact, the Coriolis term
will be zero as well because of the null velocity and therefore these are the
points where the local gravitational pull balances the centrifugal force.
aGravity = −aCentrifugal (3.6)
Since the centrifugal acceleration is always parallel to the equatorial plane
these equilibrium points belong to that plane as well and they are fixed in the
BCBF frame in the same way as the Lagrange Points in the synodic frame of
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Figure 3.2: Example of trajectories converging to and departing from a periodic
orbit around one of the two collinear equilibrium points of a triaxial ellipsoid
[50].
the Three Body Problem [40].
Uniformly rotating asteroids have generally 4 equilibrium points placed
roughly along the short and long axes of the body and lying in the equatorial
plane. Like the Lagrange points, the asteroid’s equilibrium points can have
various dynamical behaviours depending on the sign of the second derivatives
of the gravitational potential evaluated there [20].
In particular, unstable equilibrium points are interesting because in their
neighbourhood we can find periodic orbits and manifolds. Those orbits can
be classified in two families which form tubes connected to the originating
periodic orbits. One family asymptotically approaches the periodic orbit and
is called “stable manifold”. The other family asymptotically departs from the
periodic orbit and is called “unstable manifold” [81].
The orbits forming the manifolds have the same energy of their parent
periodic orbit and therefore they are natural trajectories converging to it
or departing from it (Figure 3.2). With the knowledge of the equilibrium
points position and their stability, it is possible to place the spacecraft in orbit
about those locations and eventually to exploit the manifolds for manoeuvres
requiring virtually no delta-V cost [82].
3.1.1 Equations of Motion
Since the asteroid is in uniform rotation around z, we can write ω = [0, 0, ω].
With ω = const the Euler acceleration vanishes and the acceleration in the
rotating frame is only due to Gravity aG , Coriolis acceleration aCO and
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Centrifugal aCF as in Equation 3.7. r¨ = aG + aCO + aCFr¨ = ∇U − 2ω × r˙− ω × (ω × r) (3.7)
If we properly expand the terms of the equation of motion we can derive
the conditions for the identification of the equilibrium points of the system.
By writing Equation 3.7 by components we can find the equations of motion
in cartesian and polar coordinates in the equatorial plane: Equations 3.8 and
3.9 
x¨ = ∂U
∂x
+ 2ωy˙ + ω2x
y¨ = ∂U
∂y
− 2ωx˙+ ω2y
(3.8)

r¨ = ∂U
∂r
+ 2ωrθ˙ + ω2r
rθ¨ = 1
r
∂U
∂θ
− 2ωr˙
(3.9)
By setting the velocity and the total acceleration to zero we can find
the condition which defines the equilibrium points in cartesian and polar
coordinates, Equations 3.10 and 3.11.

−ω2x = ∂U
∂x
−ω2y = ∂U
∂y
(3.10)

−ω2r = ∂U
∂r
0 = ∂U
∂θ
(3.11)
The expression in polar coordinates shows that at the location of the
equilibrium points the tangential component of the gravitational force shall be
zero by itself since it cannot be balanced by the centrifugal acceleration which
is always radial.
In this work, we compute the positions of the equilibrium points by solving
numerically the system of non-linear equations in cartesian coordinates shown
in Equation 3.10. The process is repeated four times to identify the two long
axis and the two short axis equilibrium points. The initial guesses X0 are
located on the x and y principal axes of inertia at a distance equal to the radius
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of a synchronous orbit around a point mass with total mass of the asteroid, as
shown in Table 3.1
rsync = 3
√
GM
ω2
(3.12)
Equilibrium point x0 y0
EQ 1 rsync 0
EQ 2 −rsync 0
EQ 3 0 rsync
EQ 4 0 −rsync
Table 3.1: Initial guesses for the numerical computation of the equilibrium
points starting from the vicinity of long and short axis points at rsync distance
3.2 The Jacobi Energy Integral
One of the biggest challenges in performing proximity operations is that, in
general, low orbits about small bodies are unstable and lead either to impact
the asteroid or to escape its sphere of influence and then drift in deep space.
As it happens in the three-body problem, in presence of a uniformly rotating
gravitational potential, a constant of motion exists in the rotating frame in
which the Gravitational Potential is time-invariant. Such a conserved quantity
is called Jacobi Integral of Motion or, more simply, Jacobi Energy. It is
computed as shown in Equation 3.13 by adding the centrifugal potential to
the expression of the total mechanical energy:
J(r, r˙) = 12 |r˙|
2 − U(r)− 12 |ω × r|
2 (3.13)
where J is the Jacobi Energy, r˙ is the velocity vector in the body-fixed
frame, U is the gravitational potential, ω is the angular rate of the small body
and r is the position vector in the body-fixed frame.
The natural motion will always keep J constant so if the Kinetic Energy is
imposed to be zero, as in Equation 3.14, at any given level of Jacobi Energy
it will be possible to visualize the so-called Zero-velocity curves.
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These lines as shown in Figure 3.3 will indicate the permitted and forbidden
regions of motion at any energy level.
J0(r) = U(r)− 12 |ω × r|
2 (3.14)
−50 −40 −30 −20 −10 0 10 20 30 40 50
−40
−30
−20
−10
0
10
20
30
40
x [km]
y 
[km
]
Figure 3.3: Zero-velocity curves of the 3-spheres model of 433 Eros. The
(+) marks identify the positions of the equilibrium points while the black line
highlights the Zero Velocity Curve at the energy level of the lowest equilibrium
point
We can obtain a clearer visualisation of the evolution of these limiting
curves at greater values of Jacobi energy, thanks to a 3D plot associating
to the x and y positions in the equatorial plane the values of J0 on the z
axis. From Figure 3.4 becomes apparent that for levels of the Jacobi energy
below the one of the lowest equilibrium point, any trajectory will be prevented
from falling onto the asteroid since the envelope of the Zero-Velocity curves
constrains the motion to move further away from the surface the lower the
energy level.
Conversely, at increasing energies from the one of the equilibrium point, the
barrier opens enabling trajectories inside the synchronous radius and towards
the surface of the asteroid. For this reason, we can see the long-axis equilibrium
points as the energy gateways to the asteroid surface.
The energy level of the least energetic long-axis equilibrium point is the
limit between trajectories that can only circle the asteroid and trajectories
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Figure 3.4: Envelope of the Zero-velocity curves on the equatorial plane of the 3-
spheres model of 433 Eros. Along the Z-axis the value of the Zero-velocity Jacobi
Energy J0 is plotted. The (*) marks identify the positions of the equilibrium
points while the black line highlights the Zero Velocity Curve at the energy level
for the condition of stability against impact.
that, at some point, may crash into it. In Equation 3.16 we set the Jacobi
energy of the lowest collinear point as a threshold value, J∗: below this energy
limit, the spacecraft will never impact the asteroid [20].
J∗ = min(Jeq) (3.15)
J(r, r˙) ≤ J∗ (3.16)
3.3 Zero-Velocity Surfaces in 3D space
The result of the existence of a non-impact condition has been derived on the
equatorial plane, therefore we may suspect that its validity holds only for low-
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inclination orbits and that the Zero-Velocity curve barrier in three dimensions
may actually open, leaving free access to the surface around the poles. If this
assumption was true then a trajectory at a given energy lower than J∗ could
still crash on the asteroid after a dramatic change of orbit inclination.
In the previous 3D plot we used the Z-axis to show different levels of energy.
Now we get back to 3D space and we fix the energy level. In this way, we
are able to plot the corresponding Zero-Velocity Surface in three dimensions.
Plotting the surface at the energy of the non-impact condition and cutting a
view from the equatorial plane towards positive z (Figure 3.5), we obtain a
complex surface in which two main elements can be easily recognized. On the
equatorial plane, we identify the same shapes of the inner and outer boundaries
highlighted as black lines in the previous plots (Figure 3.3 and 3.4. What it is
new is the evolution along Z. Figure 3.5 evidences that the outer boundary
extends indefinitely along Z; therefore the condition of stability against impact
is valid even in three dimensions.
The inner volume enclosed by the surface is instead limited and surrounds
the asteroid as the inner portion of the Zero-Velocity curves on the equatorial
plane bound the maximum altitude reachable from the surface by all the
trajectories at the considered energy level.
Successive plots of the Zero-Velocity Surface at various energy levels de-
scribe the evolution of possible trajectories around the asteroid. Figure 3.6
reveals how a passage towards the surface of the asteroid opens at the location
of the least-energetic equilibrium point and how the surface evolves at greater
energies:
(a) the energy is below the level of the first equilibrium point; the permitted
region for the motion lies only outside the cylindrical boundary enclosing
the small body
(b) at the non-impact condition energy J∗ the outer surface touches the least-
energetic equilibrium point and still encloses completely the asteroid
surface
(c) at energies greater than the non-impact condition, a gateway to the
surface opens and some trajectories may now crash into the asteroid
(d) the energy of the first of the short-axis equilibrium points is reached; the
surface touches at the location of the equilibrium point but it is about
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Figure 3.5: Zero-velocity surface in 3D space for a nondimensionalised 3-spheres
model at the energy level of the lowest equilibrium point. In the cutaway, it is
highlighted the internal volume which at this energy is part of the permitted
zone as well as all the space outside the outer cylinder.
to divide into two main sides still connected in the vicinity of the other
short-axis point
(e) the surface touches at the location of the equilibrium point at the highest
energy level
(f) the two ‘bowls’ finally separate enabling higher-inclination orbits at
increasingly larger radii
3.4 Summary
In this chapter, we have described the main characteristics of the dynamics
around bodies of irregular shape in a uniform rotation. The presence of
rotational equilibrium points and the existence of an integral of motion such
as the Jacobi Energy create a condition to the energy level of trajectories that
can be exploited to prevent a collision. In particular, the limit for stability
against impact coincides with the value of the Zero-Velocity Jacobi Integral
J0 at the location of the least-energetic long-axis equilibrium.
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(a) (b)
(c) (d)
(e) (f)
Figure 3.6: Zero-velocity surfaces in 3D space for a nondimensionalised three-
point mass model at increasing energy levels. They indicate clearly the opening
of a gateway to the asteroid surface at the location of the least-energetic equi-
librium point for energies greater than J∗, the condition of stability against
impact.
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We have shown that the non-impact condition, which has been derived on
the equatorial plane, is still valid for the out-of-plane motion. Highly inclined
and polar orbits are permitted only at energies far above the one ensuring
stability against a collision with the surface.
In the following chapters, we will present how from these key aspects of
the dynamics we can devise a strategy for generating an approximate model
of the small body and a related control law.
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Chapter 4
Approximate Model of the
Gravitational Potential
Given the characteristics of the dynamics around asteroids in a uniform rota-
tion, as described in Chapter 3, we decided to look for the simplest models that
can represent non-symmetrical configurations of four rotational equilibrium
points. The final aim is to obtain also a good approximation of the Jacobi En-
ergy at those locations. This chapter describes the chosen model and presents
a methodology for its generation from more accurate representations of the
asteroid through the solution of an optimisation problem.
4.1 Comparison of computational requirements
Listing all the variables and the operations needed by mascons models (Equa-
tions 2.12, 2.13) and polyhedral models (Equations 2.8, 2.9, 2.10, 2.11) it is
possible to compute and visualise their requirements in terms of memory and
computational power for increasingly accurate representations of the gravita-
tional potential.
4.1.1 Data Requirements
Table 4.1 lists the data requirement for the representation of a mascon gravity
model where n is the number of the masses in the model:
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Parameter Data Type Size
Mascon 3D coordinates double 3n× 4 Bytes
Mascon Masses double n× 4 Bytes
Total mascons Bytes 16n
Table 4.1: Mascon Model Data Storage Requirement
Summing up all the sizes of the parameters we obtain:
DataMascon (n) = (3n+ n)× 4 Bytes
= 16nBytes
(4.1)
In the same way Table 4.2 shows the data requirement for the representation
of a polyhedral gravity model where f , v and e are the number of faces, vertices
and edges of the model:
Parameter Data Type Size
Vertices 3D coordinates double 3v × 4 Bytes
Faces (vertices triples) uint16 3f × 2 Bytes
Edges (vertices pairs) uint16 2v × 2 Bytes
Faces dyads 3× 3 double 9f × 4 Bytes
Edges dyads 3× 3 double 9e× 4 Bytes
Total poly Bytes 108f + 24
Table 4.2: Polyhedron Model Data Storage Requirement
In case of the polyhedron, the basic elements are pyramids with triangular
faces as base and vertex in the barycentre of the small body. By rearranging
Euler formulas for polyhedra with triangular facets from Equations 2.6 and
2.7 the number of vertices and edges can be written as a function of the faces:
f = Nelements
v = f2 + 2
e = 3(v − 2) = 32f
(4.2)
Summing up all the sizes of the parameters and then substituting the
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inverted Euler formulas we obtain:
DataPolyhedron (f) = (3v + 9f + 9e)× 4 Bytes + (3f + 2e) 2× Bytes
= (108f + 24) Bytes
(4.3)
Since only two-point masses underline symmetries which are uncommon
in the shapes of asteroids, we can consider as the simplest non-trivial mascon
model for our purpose a set of 3 point-masses. Based on the previous analysis,
for such model 48 Bytes are needed to represent with double precision the 3
coordinates and 1 mass value of a 3D mascon model of 3 masses. For each
additional mascon, 16 Bytes need to be stored.
On the other hand the simplest tetrahedron model with 4 faces requires 426
Bytes of data to be stored, but in a similar way as discussed for the number
of mascons, it should also be noted that the smallest meaningful polyhedron
model for a representation of the asteroid gravitational potential cannot be a
single tetrahedron but it would rather require a number of faces an order of
magnitude bigger. If we then compare the data requirement for a polyhedron
of 40 faces, the number of Bytes to store the model will rise to 4, 344 Bytes,
90.5 times greater than the 3mascon model
Figure 4.1 shows the envelope of the data required by mascons and poly-
hedral model with increasing number of elements. The limit on the X-axis of
104 elements represents what it is currently used for operational gravity models
on the ground. The data storage requirement for the polyhedral model is 6.75
times the one of a mascon model with the same number of elements.
4.1.2 Number of Operations
Similarly to the analysis of data storage requirements, the number of operations
to be performed at each evaluation of the gravitational potential and the
gravitational force can be computed. The numbes of basic floating point
operations considered for common operations and expressions found in the
equations of the polyhedral model are listed in Table 4.3.
In this analysis arithmetic operations are obviously regarded as elementary
floating-point operations but we assumed as such also roots, powers, logarithms
and trigonometric functions. Although many of these operations are included in
the instruction set of many CPUs this assumption may not always be accurate.
However, this approach is still valid for our analysis since the effect would be
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Figure 4.1: Comparison of the amount of data needed at runtime for the
computation of the gravitational potential and force of mascon and polyhedral
models with the same number of elements
of slightly underestimating the computational burden of the polyhedral model.
In case point-mass models are confirmed, as intuition suggests, to be less
computationally intensive than polyhedral ones their case will be reinforced
by a comparison against the best-case implementation of polyhedral models.
By counting all the operations from the expression of the gravitational
potential and force equations shown in sections 2.4.5 and 2.4.4 according to
the criteria of Table 4.3 the following figures are obtained:
From the results in Table 4.4 the number of operations needed by the two
smallest non-trivial instances of the models can be derived as it was done for
their data requirement earlier.
The plots in Figure 4.2 and 4.3 show the number of operations required for
the evaluation of mascons and polyhedral models with increasing number of
elements. The limit on the X-axis of 104 elements represents what it is currently
used for operational gravity models on the ground. The computational burden
for the polyhedral model is 15.15 times larger for the Potential and 7.2 times
larger for the Force when compared to a mascon model of the same size.
The accuracy achievable by the polyhedral models justify these costs in
presence of large computational power available on the ground. With the cur-
rent ground-in-the-loop approach it makes sense that the dynamics is modelled
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Figure 4.2: Comparison of the number of operations needed for a single eval-
uation of the gravitational potential with a mascon and a polyhedral model
with the same number of elements
Figure 4.3: Comparison of the number of operations needed for a single eval-
uation of the gravitational force with a mascon and a polyhedral model with
the same number of elements
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Operation or Expression No. Basic Operations
Multiplication [3× 3] [3× 1] 15
Dot Product [3× 1] · [3× 1] 5
Cross Product [3× 1]× [3× 1] 10
Norm [3× 1] 6
Equation 2.9 Le 25
Equation 2.8 ωf 59
Table 4.3: Number of basic operations in expressions used in gravitational
potential equations
Physical Quantity Mascon FLOPS Poly FLOPS
Potential: U (r) 10n 3 + 3032 f
Force: ∇U (r) 20n 9 + 2882 f
Table 4.4: Number of basic operations for evaluations of Potential and Force
with mascon models with n point masses and polyhedral models with f faces
as accurately as possible in order to exploit the presence of periodic orbits
and fully analyse the stability of the equilibrium points. These tasks, unfortu-
nately, cannot be currently performed on-board where computational power
is a scarce resource.
Having on-board the capability of representing meaningful characteristics
of the dynamics even with an approximate model has many applications: from
enabling autonomous guidance towards special locations, like the equilibrium
points or other points along the zero velocity curves, to serve as a backup option
for additional safety in missions which are still using the current ground-in-
the-loop concept of operations.
4.2 Three point mass models
As presented in the background chapter (Section 2.4) MacCullagh’s Formula,
Triaxial Ellipsoids and Two Point Mass Dumbbells are all symmetrical models
and therefore their rotational equilibrium points can only be aligned with their
X and Y principal axes of inertia.
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By simply adding a third point mass to a dumbbell model the condition
for equilibrium points to be aligned with the principal axes can be broken.
This is the reason why the model with three cotangent spheres is able to
represent various configurations of the equilibrium points of the asteroid as
seen in [50]. The requirement for the three spheres to be cotangent was derived
from the methodology used for the construction of that model. A topological
skeletonisation algorithm was used to outline the median contour of the shape
along which the spheres were placed by extending their radii to reach the shape
boundaries. The overall objective was to occupy the largest cross-sectional area
of the equatorial projection. The fact that it wasn’t devised a rigorous approach
for the spheres placement was justified since the analysis simply intended to
show how such models can give a good representation of the potential outside
the circumscribing sphere [42]. In fact, the three spheres can just collapse into
point masses and in that case, the spheres tangency condition becomes a limit
on the mutual position of the three mascons based on their relative mass.
Since the objective of our approximate model deals with the achievement
of specific requirements on equilibrium points positions and their energies, we
need instead to set up a well-defined methodology to create the approximate
models from higher accuracy ones. We started by eliminating any a priori
constraint on the mutual position of the masses. Therefore our choice for
the approximate model falls back to a set of three-point masses lying in the
equatorial plane leaving the determination of their positions and masses to an
optimisation process based on the data from the truth model.
The three point mass model is defined by a set of 9 parameters: the values
of the masses mi and their xi and yi coordinates on the equatorial plane:
m1,m2,m3, x1, x2, x3, y1, y2, y3 (4.4)
The fundamental requirement for any gravitational model is to match the
total mass of the object. For this reason, we intrinsically include this condition
in the parameters by redefining m3 as the difference between the total mass
of the truth model and the other two:
m3 ≡M − (m1 +m2) (4.5)
The actual vector of parameters of the model then becomes:
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P = [M,m1,m2, x1, x2, x3, y1, y2, y3] (4.6)
Introducing the gravitational parameters of Equation 4.7 we write the
expression of the gravitational potential and of the force for the 3mascon
model (Equations 4.8 and 4.9)
µ = GM ; µi = Gmi (4.7)
U˜(r,P) = µ1|r− r1| +
µ2
|r− r2| +
µ3
|r− r3| (4.8)
∇U˜(r,P) =

µ1 (x− x1)
|r− r1|3 +
µ2 (x− x2)
|r− r2|3 +
µ3 (x− x3)
|r− r3|3
µ1 (y − y1)
|r− r1|3 +
µ2 (y − y2)
|r− r2|3 +
µ3 (y − y3)
|r− r3|3
µ1z
|r− r1|3 +
µ2z
|r− r2|3 +
µ3z
|r− r3|3
(4.9)
where the r is the spacecraft position vector [x, y, z] in BCBF reference
frame and r1, r2, r3 are the position vectors [xi, yi] of the 3 point masses in
the same coordinate system.
4.3 Methodology for the generation of 3mas-
con models
For the derivation of the 3mascon approximation of a truth- model of the
gravitational potential we need the following input from the detailed model:
• the total mass of the asteroid M
• the rotation rate of the asteroid ω = [0, 0, ω]
• the four positions of the true equilibrium points
[
xieq, y
i
eq
]
with i = 1 · · · 4
• the true value of the gravitational potential at the location of the least-
energetic equilibrium point U∗e
• the semi-major aE and semi-minor bE axes of the circumscribing ellipsoid
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In all the following equations we will indicate with a tilde (∼) the variables
related to the approximate model with the exception of the 3mascon model
parameters defined in Equation 4.4 and 4.6. All the other symbols without
any accent will refer to the truth model.
The first condition we set is that the magnitude of the force computed
with the approximate model at the locations of the truth model’s equilibrium
points shall be zero:

∂U˜
∂x
∣∣∣∣∣
(xieq ,yieq)
+ ω2 · xieq = 0
∂U˜
∂y
∣∣∣∣∣
(xieq ,yieq)
+ ω2 · yieq = 0
(4.10)
for each of the 4 i-th equilibrium points, resulting in 8 non-linear equations.
Moreover, to model correctly the centre of mass we want the simple model
to match the first mass moments of the truth model:
m1x1 +m2x2 + [M − (m1 +m2)]x3 = xCoM ·M (4.11)
m1y1 +m2y2 + [M − (m1 +m2)] y3 = yCoM ·M (4.12)
where the coordinates of the centre of mass of the truth model are xCoM = 0
and yCoM = 0 since we work in the reference frame of the principal axes of
inertia.
At first, we tried to solve the system of 8 non-linear equations composed
of the 8 equations for the equilibrium points, overlooking the ones about the
centre of mass. This approach, however, has shown poor performance and
many convergence issues.
We then rewrote the problem as an optimisation one by combining the
squares of the residuals of the equations of interest in a single scalar objective
function J as shown in Equation 4.13
J (P) = geqx + geqy + gmx + gmy (4.13)
where:
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geqx(P) =
4∑
i=1
 ∂U˜
∂x
∣∣∣∣∣
(xieq ,yieq)
+ ω2 · xieq
2 (4.14)
geqy(P) =
4∑
i=1
 ∂U˜
∂y
∣∣∣∣∣
(xieq ,yieq)
+ ω2 · yieq
2 (4.15)
gmx(P) = [m1x1 +m2x2 + [M − (m1 +m2)]x3]2 (4.16)
gmy(P) = [m1y1 +m2y2 + [M − (m1 +m2)] y3]2 (4.17)
(4.18)
The optimisation problem was then set as finding the minimum of the
Figure of Merit J under the constraints shown in Equation 4.19
minJ (P) :

0.1M ≤ (m1,m2) ≤M
−aE ≤ xi ≤ aE
−bE ≤ yi ≤ bE
(4.19)
where P = [M,m1,m2, xi, yi] are the parameters of the approximate model,
aE and bE are the semi-major and semi-minor axis of the ellipsoid circumscrib-
ing the truth model of the asteroid.
Since the masses coordinates and their mass values may, in general, be
of different orders of magnitude the equations have been nondimensionalised
according to characteristic length, mass and time shown in Equation 4.20.
lˆ = rsync ; mˆ = M ; tˆ =
1
ω
(4.20)
Thanks to this nondimensionalisation the total mass M , rotation rate ω
and synchronous radius rsync (see Equation 3.12 have been set to 1. Applying
the nondimensionalisation to the gravitational constant in presence of typical
asteroids dimensions and rotation rates we obtain a value close to 1 as well.
The initial conditions of the optimisation are set as follows:
• the three point mass values are set to be 13 of the total mass
• the x coordinates are randomly chosen in the interval [−aE,+aE]
• the y coordinates are randomly chosen in the interval [−bE,+bE]
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These sets of initial conditions are agnostic about the shape of the asteroid
and successive runs of the same optimisation problems have reached the same
3-point-mass result. This doesn’t rule out the possible existence of degenerate
solutions for specific truth models at specific values of the random initial
guesses. However, the proof of the existence and identification of general
expressions of initial conditions that are guaranteed never to lead to degenerate
solutions is out of the scope of this work.
4.3.1 Optimisation test case
Verification on three point masses truth models
The immediate test for the verification of the optimisation process is to use
as truth model a three-point mass model and look at the accuracy in the
determination of values and position of the masses from the optimisation. We
considered the symmetrical spheres model of Eros presented in [50] collapsed
to a 3mascon model with the nondimensionalised truth values (Xi , Yi , Mi)
shown in Table 4.5. After the optimisation the parameters (xi , yi , mi) are
obtained as shown in Table 4.6.
1 2 3
Xi 0.759673708129789 −8.260621302716474e-18 −0.759673708129789
Yi −0.095910769289755 0.083401829327528 −0.095910769289755
Mi 0.232559870222887 0.534880259554226 0.232559870222887
Table 4.5: Eros three point mass truth model
1 2 3
xi −0.759673992375868 −6.2436910165861534e-07 0.759673295473998
yi −0.095910769289755 0.083401829327528 −0.095910769289755
mi 0.232559504136517 0.534880125860976 0.232560370002507
Table 4.6: Eros 3mascon model as a result of the optimisation process
Since the initial values for the position of the masses are randomly selected
it can happen that the order of the masses is different from the truth model.
In this example, we can see that the mascon 1 of the truth model is actually
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mascon 3 in the approximated model. By ordering the simple model mascons
according to the ones of the truth model we can show the error in mass values
and positions (Table 4.7).
1 2 3
Xi − xi 0.412655790982264e-06 0.624369101650355e-06 0.284246079229611e-06
Yi − yi −0.952581744456671e-07 −0.163875459591178e-07 0.677191351744488e-07
Mi −mi −0.499779620161123e-06 0.133693249804168e-06 0.366086370218177e-06
Table 4.7: Eros 3mascon model as a result of the optimisation process
The Function Tolerance on the figure of merit was set to 10-9 while the
Step Tolerance was set to the default value of 10-10 and the Constraint
Tolerance to the default value of 10-6; the previous run converged with the
following iteration statistics:
Iterations F-count J (P) First-order
Optimality
Norm of Step
40 378 2.894689e-15 3.037e-08 2.747e-08
Optimization stopped because the relative changes in all elements of P are less than
the Step Tolerance, and the relative maximum constraint violation, 0.000000e+00,
is less than the Constraint Tolerance.
Table 4.8: Convergence Statistics the three point masses test
Matching ten point masses truth models
Although in a real scenario the input data to the optimisation algorithm it
is likely to be provided by complex polyhedral models of the asteroid, for
experimenting with the proposed optimisation strategy we simply need a truth
model more complex than the 3mascon. For this reason sets of 10 point masses
are used as detailed models in this work.
We used 433 Eros physical properties of total mass, angular rate and
circumscribing ellipsoid (see Table 4.9)
To give an idea of the results obtained from the solution of the optimisation
problem from higher accuracy models, the following model of 10 equal point
masses was created according to the parameters (Mi , Xi , Yi) shown in
Equation 4.21.
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Figure 4.4: Comparison between the zero-velocity contours at the energy J∗
between the Eros three-point mass truth model (black and circles) and the
approximate one (blue and crosses) as result of the optimisation
433 Eros
M 6.6871015 kg
Trot 5.267 hours
ω 3.31410−4 rad/s
aE 17.825 km
bE 8.418 km
rsync 15.958 km
Table 4.9: Asteroid Eros Dynamical Characteristics
Xi = [0.6472, 0.2828,−0.0816,−0.3549,−0.8104,
0.7099, 0.4366,−0.1100,−0.3834,−0.3360] · aE
Yi = [−0.3153,−0.2389,−0.1625,−0.1052,−0.0098,
0.2105, 0.2678, 0.3824, 0.4397,−0.4685] · bE
Mi = 0.1 ·M
(4.21)
The results from the optimisation problem described in Equation 4.19 are
summarised in tables 4.10 and 4.11.
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1 2 3
xi −0.012963117683365 −0.815081836692201 0.774474095313831
yi 0.001397686238862 −0.012444833020649 0.157592684549162
mi 0.810310815921512 0.100000072192112 0.089689111886376
Table 4.10: Eros 3mascon model as a result of the optimisation process
Iterations F-count J (P) First-order
Optimality
Norm of Step
63 586 1.607389e-03 5.120e-10 5.055e-10
Optimization completed: The relative first-order optimality measure, 5.120000e-10,
is less than Optimality Tolerance = 1.000000e-09, and the relative maximum
constraint violation, 0.000000e+00, is less than Constraint Tolerance.
Table 4.11: Convergence Statistics the three point masses test
4.3.2 Matching the Jacobi Energy at the non-impact
condition
With the new model, we computed the new positions of the equilibrium points
and the value of the gravitational potential at their locations. Since the po-
tential is defined up to a constant term we determined the correction constant
Uoffset such that the value of the potential of the equilibrium point at the lowest
energy U∗ is the same between the truth model and the approximation.
Uoffset = U∗ − U˜∗ (4.22)
U˜new (r) = U˜ (r) + Uoffset (4.23)
Without this last precaution, we could not really hope to represent well the
level of potential energy with the approximate model since the optimisation
is based on the residual forces at the location of the equilibrium points and
doesn’t take into account the value of the potential energy there.
In Figures 4.5 to 4.8 we compare the truth and approximate model described
in Equation 4.21 and Table 4.10 before and after the application of Uoffset
showing how the Zero-Velocity Curves of the 3mascon model become more
similar to the truth model both globally in the ZVC envelope and especially
closer to the least-energetic equilibrium point.
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In all the model comparison figures of this work, the following notation
is used: the positions of the point masses for both models are highlighted
by circles (truth) and plus markers (3mascon approximation). The blue line
shows the Zero-Velocity Curve profile of the approximate model while the
black line highlights the same contour computed for the truth model. In blue
"x" and black "*" we identify the position of the equilibrium points for the two
models.
4.3.3 Locally improved 3mascon model
After having found the position and the values of the masses of the 3mascon
model it is also possible to apply a further tuning in order to match exactly
the position of any given equilibrium point. As a result of this process, the
accuracy of the approximate model will shift closer to the equilibrium point
fitted analytically while some accuracy is lost elsewhere. This result is obtained
by the recomputing the values of the masses thanks to the solution of the
following system of equations. This set of equations is linear in the masses if
we keep fixed the coordinates xi and yi resulting from the optimisation.

1 1 1
xe − x1
|re − r1|3
xe − x2
|re − r2|3
xe − x3
|re − r3|3
ye − y1
|re − r1|3
ye − y2
|re − r2|3
ye − y3
|re − r3|3


m1
m2
m3

=

M
ω2xe
G
ω2ye
G

(4.24)
In the following plots, we compare the errors in the envelope of the Zero
Velocity Curves and the error of the Radial and Tangential components of
the gravity between the simple model with or without recomputation of the
masses. As we expected we gain accuracy in both energy and force estimates
in the region of the fitted equilibrium point and we lose some of it globally.
The tangential acceleration relative error is always large globally because of
the small magnitude of this component of the gravity, therefore we also plot in
Figure 4.15 and 4.16 the actual order of magnitude of this component which
shows how the recomputation of the masses changes shape to the two balancing
regions along the short axis.
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Figure 4.5: Comparison between the
zero-velocity contours at the energy
J∗ between truth and approximate
model as result of the optimisation
and without Uoffset correction
Figure 4.6: Comparison between the
zero-velocity contours at the energy
J∗ between truth and approximate
model as result of the optimisation
and with Uoffset correction
Figure 4.7: Logarithm of Relative
Error of envelope of the Zero-Velocity
Curves without Uoffset correction
Figure 4.8: Logarithm of Relative
Error of envelope of the Zero-Velocity
Curves with Uoffset correction
Figure 4.9: Logarithm of Relative
Error of envelope of the Zero-Velocity
Curves without masses recomputa-
tion
Figure 4.10: Logarithm of Relative
Error of envelope of the Zero-Velocity
Curves with masses recomputation
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Figure 4.11: Logarithm of Relat-
ive Error of the radial acceleration
without masses recomputation
Figure 4.12: Logarithm of Relative
Error of the radial acceleration with
masses recomputation
Figure 4.13: Logarithm of Relative
Error of the tangential acceleration
without masses recomputation
Figure 4.14: Logarithm of Relative
Error of the tangential acceleration
with masses recomputation
Figure 4.15: Magnitude of the tan-
gential acceleration without masses
recomputation
Figure 4.16: Magnitude of the tan-
gential acceleration with masses re-
computation
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4.4 Pool of Random Models and Montecarlo
Analysis
In order to test the optimisation process, we generated 2000 random truth
models using uniformly distributed pseudo-random numbers: the 10 point
masses of each model have been placed on the equatorial plane in a rectangle
whose dimensions corresponded to Eros’ aspect ration parameters a = 34.4
km and b = 11.2 km.
This constrained the x and y coordinates of the masses in the intervals
[−aE,+aE] and [−bE,+bE] respectively. The value of the 10 point masses
have been randomly generated as well and then rescaled so that their sum
matched Eros total mass. After the creation of each model, the centre of mass
was computed and the coordinates of the 10 point masses were converted to a
principal axis reference frame.
For each of the truth models the positions of the rotational equilibrium
points have been computed as they serve as the input for the optimisation
process that generated an approximate model for each of the 2000 truth models.
The results of the optimisations are shown in terms of residual acceleration
at the location of the 3mascon models equilibrium points (Figure 4.17) and
as the position errors of the equilibrium point of the approximate model with
respect to the truth one.
The covariance matrices have been computed for each distribution of the
equilibrium point position and their residual forces and the related ellipses
corresponding to a 95% confidence intervals are shown on the scatter plots
accordingly.
The equilibrium points numbering agrees with the convention used in Table
3.1 with Equilibrium points 1 and 2 along the long axis around +x and −x and
equilibrium points 3 and 4 along the short axis towards +y and −y respectively.
The results show that the equilibrium point position is approximated more
accurately in the radial direction. This is due to the small magnitude of the
tangential components of the gravity, this lets the optimisation converge even
if the tangential position is not matched as perfectly as the radial one.
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Figure 4.17: Residual Accelerations at the location of the 3mascon models
equilibrium points. In black covariance ellipses for 95% confidence interval are
shown.
-2 -1 0 1 2
eq1 x
error
 [km]
-2
-1
0
1
2
e
q1
 y
e
rr
o
r
 
[km
]
-2 -1 0 1 2
eq2 x
error
 [km]
-2
-1
0
1
2
e
q2
 y
e
rr
o
r
 
[km
]
-2 -1 0 1 2
eq3 x
error
 [km]
-2
-1
0
1
2
e
q3
 y
e
rr
o
r
 
[km
]
-2 -1 0 1 2
eq4 x
error
 [km]
-2
-1
0
1
2
e
q4
 y
e
rr
o
r
 
[km
]
Simple Model Eq. Points Position Errors
Figure 4.18: Error in position between the equilibrium points of the approx-
imate models and the ones of the truth models. In magenta covariance ellipses
for 95% confidence interval are shown.
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4.5 Summary
This chapter presented a comparison of the computational effort in terms
of data and basic operations between state-of-the-art polyhedral models and
mascon models. Following this analysis is made the case for the 3mascon model
and the methodology for the creation of such model from higher accuracy one
is described. The methodology is then tested successfully on the trivial case
of identifying correctly a three-point masses model: the position and values of
the masses have been matched within the accuracy of the optimiser.
The optimisation was later applied to a 10 point mass truth-model and
the results were discussed in terms of the modelled position of the equilibrium
points and representation of the gravitational potential. A local improvement
for the model has been obtained by solving a linear system in the values of
the masses in order to match exactly the target equilibrium point which has
been identified in Chapter 3 as the key characteristics of dynamics to exploit
the non-impact condition.
In order to test the optimisation a set of random truth models have been
generated to be reduced to 3-mascon models with the same procedure. The
initial guesses of each run have been randomly selected and results from these
random model runs have shown the stability of the optimisation with respect
to both the initial guess and the truth model to optimise. The results from the
3mascon model optimisation have shown accuracy in modelling the residual
acceleration at the location of the 3mascon equilibrium points up to ±0.1m/s2
at 95% confidence level. The optimisation process also identifies 3mascon
models capable of representing the small body equilibrium points with an
accuracy of up to ±0.5km in the radial direction and ±1km in the tangential
direction both at 95% confidence level.
In conclusion the 3mascon models and the proposed method for their
generation from higher-accuracy representation of the asteroid have proven to
be a viable solution to implement an on-board knowledge of key characteristics
of the gravitational potential such as positions and energies of the rotational
equilibrium points.
However these are by definition local features of the potential. Although
3mascon models can still reconstruct the global shape and energy level of
the zero-velocity curves which are useful for the non-impact condition, they
cannot provide an accurate representation of the potential. For this reason,
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the proposed approximate models are not suitable to study periodic orbits
or maintaining the spacecraft on such trajectories. Also, orbital stability
analysis around the small body is a task precluded to approximate models
along with the study of frozen orbits or conventional orbital determination as
these tasks all require globally accurate representations of the gravitational
potential. Even in presence of on-board models of the gravity that enable
autonomous guidance, high-accuracy models, such as spherical harmonics and
polyhedral, would be still needed to plan orbit insertions and design more
complex mission scenarios exploiting the high computational power available
on the ground.
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Chapter 5
Autonomous Guidance with the
3mascon model
In the previous chapter, we have shown how to derive three-point mass models
from higher order ones and how this class of approximate models of the gravit-
ational potential is able to represent asymmetrical configurations of rotational
equilibrium points. By adding the potential constant Uoffset we also made sure
to match exactly the potential energy of the equilibrium point at the lowest
Jacobi Energy which is also the limit energy to comply with the non-impact
condition. The on-board knowledge of this limit energy enables the spacecraft
to steer itself around the asteroid ensuring that the mission won’t be lost in
a crash with the surface even if the manoeuvres or nominal operations are
interrupted by safe mode events or equipment failure.
5.1 Identification of suitable initial conditions
The idea for the proposed control law is to take advantage of the non-impact
condition for negotiating the spacecraft from a lower level of the Jacobi Energy
to the energy of a target point on the Zero-Velocity Curves. In this way, the
aim is to achieve body-fixed hovering above the asteroid. The maximum energy
level allowed for this strategy to comply the non-impact condition is the one
of the least-energetic equilibrium point. Being an equilibrium point, where
the gravitational and centrifugal accelerations balance, this is also the location
where body-fixed-hovering has the lowest DeltaV cost, while the Zero-Velocity
Curves keep bounding the surface of the asteroid.
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This means that we have to set properly the initial conditions (r0,v0) in
order to start autonomous operations at an energy level which is lower than
the one of the least energetic equilibrium point.
J (r0,v0) < J∗
with J(r0,v0) =
1
2 |v0|
2 − U(r0)− 12 |ω × r0|
2
and J∗ ≡ min (Jeq)
(5.1)
As shown in Equation 5.1 the potential and centrifugal parts of the Jacobi
Energy depend only on the position in the rotating frame while the Kinetic
Energy part is only affected by the velocity. In previous chapters, we have
shown the envelope of the Zero-Velocity Curves which was created by the
computation of the Jacobi Energy at each location in the equatorial plane
with the magnitude of the velocity set to zero. In order to visualise the energy
levels imposed by the initial conditions we are now analysing, we can compute
the same envelope for other magnitudes of the initial velocity. In this way,
we can then see how the initial conditions’ energy levels compare with the
non-impact energy limit.
5.1.1 Zero-velocity in the rotating frame
By setting zero-velocity in the rotating frame we are simply plotting again
the envelope of the Zero-Velocity Curves on the equatorial plane. With zero-
velocity in the rotating frame as initial condition, we are then considering the
spacecraft to be in body-fixed hovering at each location r0 around the asteroid.
|v0| = 0 (5.2)
Therefore, at all the locations outside the contour at the energy level
J∗, these spacecraft states comply with the limit for stability against impact
identified by the reference plane in Figure 5.1.
5.1.2 Zero-velocity in the inertial frame
If the spacecraft is set instead to be still in inertial space this implies a relative
velocity in the rotating frame which is proportional to the distance from the
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Figure 5.1: Envelope of the Zero-Velocity curves of the 3mascon model of 433
Eros. All the points correspond to the Jacobi energy level for body-fixed hovering
at each (x, y) location on the equatorial plane. The horizontal plane shows the
energy limit of the condition for stability against impact for comparison.
Figure 5.2: Envelope of the Jacobi Energies level around a 3mascon model
of 433 Eros for inertial hovering at each (x, y) location on the equatorial plane.
The horizontal plane show the energy level of the limit of the condition for
stability against impact for comparison.
centre:
|v0| = |ω × r0| (5.3)
The associated energies, and thus velocities, to this inertial hovering at any
location r0 on the equatorial plane, are always higher than the non-impact
condition limit as shown in Figure 5.2. Therefore these states cannot be
starting conditions for our autonomous guidance because they cannot guarantee
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that the spacecraft won’t impact with the asteroid at any point in the future.
5.1.3 Direct circular orbits
Direct orbits are trajectories whose angular momentum is in the same direction
of the asteroid’s rotation. For this reason, the magnitude of the spacecraft’s
velocity in the body-fixed frame is the difference between the circular orbit
velocity (here computed with a point mass assumption) and the velocity due
to the rotation of the reference frame (Equation 5.4).
|v0| =
√
GM
|r0| − |ω × r0| (5.4)
Figure 5.3: Envelope of the Jacobi Energies level around a 3mascon model
of 433 Eros for direct circular orbits at each (x, y) location on the equatorial
plane. The horizontal plane shows the energy level of the limit of the condition
for stability against impact for comparison
It is clear from Figure 5.3 that these orbits are suitable starting points at
energies below the limit J∗. Since the spacecraft needs to be in a stable orbit
around the asteroid in the initial phases of the mission and it is still controlled
from the ground, we are choosing these circular direct orbits as the starting
point for our simulations. The aim of our control law will be to achieve body
fixed hovering at an energy lower or equal to J∗.
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5.1.4 Retrograde circular orbits
Retrograde orbits have their angular momentum in the opposite direction with
respect to the asteroid’s rotation. Therefore the magnitude of their circular
orbit velocity in the inertial frame now sums up with the component induced by
the rotating frame. The results are energies even beyond the ones reached with
inertial hovering as shown in Figure 5.4. As a result, we cannot use retrograde
orbits for initiating the proposed autonomous guidance taking advantage of
the non-impact condition energy level.
|v0| =
√
GM
|r0| + |ω × r0| (5.5)
Figure 5.4: Envelope of the Jacobi Energies level around a 3mascon model of
433 Eros for retrograde circular orbits at each (x, y) location on the equatorial
plane. The horizontal plane show the energy level of the limit of the condition
for stability against impact for comparison
5.2 Reaching the target energy level
In the previous section, we have shown how the points below the reference
horizontal surface can be used as initial conditions for our control strategy of
achieving body-fixed hovering at the location of the least-energetic equilibrium
point. The condition is satisfied only when the spacecraft starts from body-
fixed hovering in other locations or it is in direct orbit around the asteroid.
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Thus the parking orbit before switching on autonomous guidance is considered
to be a direct circular orbit around the asteroid.
5.2.1 Definition of the Jacobi Energy Control Law
The first objective of our controller is to change the spacecraft’s state in order
to increase its energy until it reaches the one of the target equilibrium point.
Since the target energy is also the limit for the non-impact condition it is
paramount that the control law doesn’t place the spacecraft on trajectories at
energies higher than J∗ throughout the manoeuvre.
Asymptotically stable control laws can be derived thanks to Lyapunov
functions. These are scalar functions used to study the stability of systems
of differential equations. The importance of Lyapunov functions in non-linear
control theory relies on the fact that it is possible to use them to derive non-
linear control laws with guaranteed stability and with the property of leading
the system to approach the equilibrium without overshoot.
In this case, we are interested in a controller that always approaches the
target level of the Jacobi energy from a lower value while converging to the
lowest energy equilibrium point and therefore always respecting the non-impact
condition.
The candidate Lyapunov function shall be positive definite and the de-
rivative shall always be negative for values other than zero. Equation 5.6
summarises those conditions:
V : Rn → R ; V (0) = 0 ; V (J) > 0 ; V˙ (J 6= J∗) < 0 (5.6)
We have chosen the Lyapunov function in Equation 5.7
V = 12(J
∗ − J)2 (5.7)
with J Jacobi Energy and J∗ target Jacobi Energy such that J∗ = min(Jeq).
By taking the derivative of this Lyapunov function and substituting the 2D
dynamics according to Equation 3.8:
V˙ = − (J∗ − J) dJ
dt
(5.8)
In order to expand the derivative of the Lyapunov function we rewrite
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Equation 3.8 including the control accelerations x¨J and y¨J

x¨ = x¨J +
∂U
∂x
+ 2ωy˙ + ω2x
y¨ = y¨J +
∂U
∂y
− 2ωx˙+ ω2y
(5.9)
In 2D the expression of the Jacobi Energy is:
J = 12
(
x˙2 + y˙2
)
− U(x, y)− 12ω
2
(
x2 + y2
)
(5.10)
and the derivative with respect to time is:
dJ
dt
= x˙x¨+ y˙y¨ −∇U · v− ω2 (xx˙+ yy˙)
= x˙
(
x¨− ∂U
∂x
x− ω2x
)
+ y˙
(
y¨ − ∂U
∂y
y − ω2y
) (5.11)
Substituting x¨ and y¨ from Equation 5.9 the derivative of J becomes:
dJ
dt
= x˙
(
x¨J +
∂U
∂x
+ 2ωy˙ + ω2x− ∂U
∂x
x− ω2x
)
+
y˙
(
y¨J +
∂U
∂y
− 2ωx˙+ ω2y − ∂U
∂y
y − ω2y
)
= x˙ · x¨J + y˙ · y¨J
= v · aJ
(5.12)
Equation 5.12 tells us that the energy will change only because of the
component of the control acceleration that modifies the magnitude of the
velocity. In fact, if there is no component of the control acceleration which is
parallel to the velocity, the Jacobi energy J will be conserved.
In order to ensure that the derivative of the Lyapunov function will always
be negative, we need to choose an appropriate value for the control acceleration.
A first straightforward candidate is the expression shown in Equation 5.13
aJ = kJ (J∗ − J) v|v| (5.13)
where kJ is an adjustable positive gain and aJ is the control acceleration
parallel to the velocity vector and controlling the Jacobi Energy.
To get the dimensions consistent with the ones of an acceleration we will set
kJ as a non-linear gain inversely proportional to the distance from the target
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point. This will also ensure that we increase the control action as we approach
the target in order to cope with the magnitude of the velocity becoming smaller
as we get closer to the Zero-Velocity Curves:
aJ =
1
|r2|+ ∆r2 (J
∗ − J) v|v| (5.14)
where |r2| is the distance from the instantaneous position of the spacecraft
and the target equilibrium point and ∆r2 is a minimum distance from the
target position.
This control law will ensure that the derivative of the Lyapunov function
will be always negative for J 6= J∗ and zero for J = J∗:
V˙ = − (J∗ − J)v · aJ
= − (J∗ − J)v ·
[
1
|r2|+ ∆r2 (J
∗ − J) v|v|
]
= − (J∗ − J)2 |v|
[
1
|r2|+ ∆r2
]
≤ 0
(5.15)
The final result from Equation 5.15 shows that the derivative of the Lya-
punov function is only negative semi-definite rather than negative definite as
it would be required by the Lyapunov Theorem for global asymptotic stabil-
ity. This is still acceptable in accordance with La Salle’s invariance principle
which provides a criterion for local asymptotic stability in case of negative
semi-definite derivative of the Lyapunov function. In order to comply with the
requirements for the validity of La Salle’s result the only trajectory for which
V˙ = 0 is verified shall be the trivial trajectory x (t) = 0 for t ≥ 0.
The proposed Lyapunov function (Equation 5.7) and associate controller
function (Equation 5.13) both comply with La Salle’s requirements since in
case of V = 0 and V˙ = 0 the control action aJ is also identically zero. In
such case, the Jacobi Energy cannot vary being intrinsically conserved by the
natural dynamics. Thus the only possible trajectory for the energy in these
circumstances is to stay at the target level J∗ without overshooting or drifting
away. This means that the chosen Lyapunov function is locally asymptotically
stable.
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5.2.2 Result of Jacobi Energy Control
An example of the result obtained with this Lyapunov control law is shown
in the following figures. The trajectory of the spacecraft doesn’t converge
to the target equilibrium point since we are now controlling only the energy
level. However, the spacecraft gets closer to the asteroid since the increasing
magnitude of the velocity for targeting the energy J∗ results in a larger Coriolis
force with respect to the one in the starting orbit. As soon as the energy level
is matched by the Lyapunov controller there is no further control action and
the spacecraft remains in a free motion around the asteroid at the energy level
of the non-impact condition. This means that no collision with the asteroid is
possible and that the spacecraft can, at most, "bounce back" once it reaches
the Zero-Velocity Curves.
The expected behaviour is confirmed by numerical simulation, in the fol-
lowing figures we show the trajectories of the spacecraft controlled with the
proposed Lyapunov controller. We always propagate the equations of motion
using the truth model with ten point masses while, for comparison, we imple-
ment the proposed control law with both the truth model (Figure 5.5) and the
3mascon one (Figure 5.6).
Figure 5.5: Spacecraft Trajectory
with the Jacobi Energy level Lya-
punov control. Propagation model =
truth, Control model = truth
Figure 5.6: Spacecraft Trajectory
with the Jacobi Energy level Lya-
punov control. Propagation model =
truth, Control model = 3mascon
In Figure 5.7 to 5.10 it is shown how the value of J quickly approaches the
target level as expected. From that moment onwards the spacecraft is moving
with constant energy at the level of the equilibrium point and the control law
is inactive because the difference in energy has become zero. In order to have
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an indication of the vicinity of the trajectory to the Zero-Velocity Curves, we
plot also the equivalent zero-velocity Jacobi energy J0 defined as the Jacobi
Energy minus its Kinetic Energy part 5.16. In this way when the two energies
J and J0 are the same, their plot lines touch as the spacecraft touches the
Zero-Velocity curves.
J0(r,v) = −U(r)− 12 |ω × r|
2 (5.16)
In those plots, we also compare the Jacobi Energy Lyapunov control law
using the truth model or the approximate 3mascon one and in presence of typ-
ical noise on the relative position and relative velocity as a result of an optical
navigation package like JPL’s OBIRON combined with LIDAR measurements
as outlined in Section 2.3.2. Gaussian noise of ±11 m for each component of
the position and ±0.7 mm/s for each component of the velocity is applied to
the true values and fed into the controller that uses these data for the com-
putation of all the derived quantities. In this way, we simulate uncertainties
both in the data and in the model as it will happen in a real scenario.
Figure 5.7: Jacobi Energy level Lya-
punov control. Propagation model =
truth, Control model = truth
Figure 5.8: Jacobi Energy level Lya-
punov control. Propagation model =
truth, Control model = 3mascon
5.3 Controlling Towards the Equilibrium Point
It has been shown how a Lyapunov control law is able to bring the spacecraft
to the correct energy level. However, the final aim of our guidance is, in fact,
to steer the spacecraft towards the location of the equilibrium point. In order
to do so, we need to add another term to the control acceleration, a term that
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Figure 5.9: Jacobi Energy level Lya-
punov control. Propagation model =
truth, Control model = truth. With
typical r and v noise from onboard
navigation.
Figure 5.10: Jacobi Energy level
Lyapunov control. Propagation
model = truth, Control model = 3mas-
con. With typical r and v noise from
on-board navigation.
shall incorporate the information of the position of the equilibrium point and
of its direction relative to the spacecraft.
With this additional component of the control acceleration, we don’t want
to affect the energy in order not to spoil the convergence properties of the
Lyapunov control of J . This implies that the new acceleration a⊥ has to be
always normal to the instantaneous velocity so that the derivative of the Jacobi
Energy is always zero as in Equation 5.17
dJ
dt
= a⊥ · v = 0 (5.17)
5.3.1 Steering law in two dimensions
Since we want to negotiate the spacecraft towards the target equilibrium point
we will use the angle δ as an indication of the separation between the velocity
vector and the direction of the target, as seen by the spacecraft. The geometry
of the angle δ is described in Figure 5.11.
For the computation of δ we used the position of the target point relative to
the spacecraft r2 and the two directions alongside this vector eˆr2 and normal
(transverse) to it eˆt2 as shown by Equations 5.18 to 5.20
r2 = r∗ − r (5.18)
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Figure 5.11: Geometry of the control acceleration a⊥ normal to the velocity for
the two case of δ > 0 (a) and δ < 0 (b). The desired acceleration can be either
in the direction of the Coriolis acceleration or in its opposite direction. In case
of positive δ, a⊥ is helped by the Coriolis in order to obtain the desired control
action, while in the example with negative δ, the normal control acceleration
has to compensate the opposing Coriolis term to obtain the intended actuation.
eˆr2 =
r2
|r2|
eˆt2 = eˆz × eˆr2
(5.19)
δ = atan2 (v · eˆt2 , v · eˆr2) (5.20)
For this component a⊥ of the control acceleration which is in charge of
rotating the velocity vector towards the target, the idea was to design a
controller proportional to the angle δ as described by a⊥DESIRED in Equation
5.21.
a⊥DESIRED = k⊥ · δ · aCO|aCO|
a⊥DESIRED =
|v|2
|r2|+ ∆r2 · δ ·
aCO
|aCO|
(5.21)
As for the Jacobi energy control law a non-linear gain k⊥ is chosen in
order to match the dimensions of the accelerations and to reflect the intended
behaviour of the control. In this case, we want to make sure that the normal
control law is effective in rotating the velocity vector (hence the proportionality
by its magnitude) and at the same time we need the effect to be inversely
proportional to the distance to the target. We prefer an approach similar to
the natural trajectory which spirals into the equilibrium point so that we can
exploit the natural rotation of the velocity caused by the Coriolis acceleration.
Once in the vicinity of the target, we can accept to fully counteract the natural
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dynamics in order to finally reach the target.
In the direction normal to the velocity the Coriolis acceleration is always
present which, in case of counter-clockwise rotation of the asteroid, continu-
ously imparts a clockwise rotation to the velocity in the rotating frame. It is
sensible to take this into account since, for δ > 0, aCO is the same direction
of a⊥DESIRED while for δ < 0 it happens to be in the opposite one. Thinking
of the desired behaviour as the result of the combined effect of the control
acceleration a⊥ and the Coriolis acceleration aCO, we will write Equation 5.22
and subsequently find the expression of the control acceleration including the
compensation for the Coriolis force as in Equation 5.23.
a⊥DESIRED = aCO + a⊥ (5.22)
a⊥ =
|v|2
|r2|+ ∆r2 · δ ·
aCO
|aCO| − aCO (5.23)
5.3.2 Steering law out-of-plane
In general, the initial orbit of the spacecraft may be non-equatorial or its
inclination could be changed by out-of-plane disturbances during the approach;
we then extended the steering control law to three-dimensions in order to ensure
that the spacecraft is also brought on the plane of the equilibrium point.
The definition of the angle δ has to be generalised for the three-dimensional
case. This is reflected by a new expression for the computation of the transverse
unit vector eˆt2 relative to the target direction while keeping the same expression
for δ:
eˆt2 = (eˆr2 × eˆv)× eˆr2 (5.24)
δ = atan2 (v · eˆt2 , v · eˆr2) (5.25)
The perpendicular direction to the velocity is then no more identified by
the unit vector of the Coriolis acceleration since we now need to take into
account also the z component of r2. A redefinition of this normal direction to
the velocity is shown in Equation 5.26 and it falls back to the Coriolis direction
in case we are on the equatorial plane.
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e⊥ = ev × (er2 × ev) (5.26)
In this way if the current position of the spacecraft is above the z coordinate
of the target the e⊥ direction will have a downward component towards the
plane. Conversely, if the spacecraft has to gain z in order to reach the target
the new normal direction will reflect this need by pointing upwards.
We then proceeded by adapting the compensation of the Coriolis force
as we did in the planar case. Since the desired control acceleration is now
along the newly defined direction we need to compensate the projection of the
Coriolis acceleration on e⊥.
If compensating the Coriolis acceleration is the most obvious thing to do
in order to obtain the desired control behaviour, it is also true that, in general,
also the other contributions to the natural acceleration may have components
in the direction of the normal control acceleration and therefore they are
already helping in achieving the desired control action.
As a result, we included in the control law also the compensation of the
projections of the gravitational and centrifugal accelerations along e⊥ obtaining
Equation 5.27.
aCOMP = (−aCO − aG − aCF ) · e⊥ (5.27)
Finally, the steering component of the control law in its general form is
given by Equation 5.28.
a⊥ =
|v|2
|r2|+ ∆r2 · δ · e⊥ + aCOMP (5.28)
This control is applicable to the out-of-plane case and collapses to a planar
control law once the spacecraft trajectory lies in the same plane of the target
point.
5.4 Guidance and Control Test Case
Using the three-dimensional form of both the equations of motion and the
formulation of the control law, numerical simulations have been then carried
out thanks to a dynamical model in MATLAB Simulink. This software package
allowed us to quickly add to the model Gaussian noises representing the typical
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uncertainties in position and velocity expected from an optical navigation
package: ±11m in position and 0.7mm/s in velocity.
The propagation is performed around the 10 point mass truth model while
the control uses the approximate 3 point mass gravity model as derived from
the optimisation discussed in Chapter 4.
5.4.1 Starting from an equatorial direct orbit
The initial conditions for the following in-plane simulation are the same of the
run we used to show the behaviour of the Jacobi energy part of the controller
in Section 5.2. The simulation is initiated from a prograde equatorial circular
orbit around the asteroid with a radius of 8 · rsync = 127.76 km which is at
a lower energy level than the equilibrium point as shown in Section 5.1. We
start the simulation when the spacecraft is on the +x axis, having a phase of
about −pi with respect to the target in the rotating frame. By never exceeding
the Jacobi energy set-point throughout the manoeuvre we ensure that the
trajectory is always stable against impact with the asteroid while the steering
part of the control law directs the spacecraft towards the target location.
In Figure 5.12 we show the trajectory under the control law coupling the
energy term parallel to the velocity aJ and the steering part a⊥ normal to it.
In Figure 5.13 the Jacobi energy J approaches the target value while the
spacecraft also get closer to the Zero-Velocity curves and ultimately to the
target equilibrium point as shown by the J0 line getting closer to J and J∗ as
well. The trajectory touches the Zero-Velocity curves a first time at 0.8T and
after that ‘bounce’ finally homes in on the target point.
The order of magnitude of the distance |r2| is plotted in Figure 5.14 and
decreases steadily until it oscillates between 30 and 100 m from the target.
The factor ∆r2 in the denominator of the non-linear control gains kJ and k⊥
was set to 20 m in order to limit the control acceleration in the immediate
vicinity of the target position where the direction of the velocity becomes
less meaningful because of its very small magnitude. Also the angle δ loses
significance because of the negligible magnitude of the velocity towards the
Zero-Velocity curves and it is overwhelmed by noise (Figure 5.17).
Plots of the magnitude of the two components of the control acceleration
(Figure 5.15) and the associated DeltaV (Figure 5.16) reveal that the steer-
ing part of the control law is largely responsible for the overall cost of the
89
5.4. Guidance and Control Test Case
Figure 5.12: Spacecraft Trajectory with the complete control law. Propagation
model = truth, Control model = 3mascon. With typical r and v noise from
on-board navigation.
Figure 5.13: Real and GNC gener-
ated Jacobi Energy levels along the
trajectory.
Figure 5.14: Real and GNC gener-
ated logarithm of the distance to tar-
get.
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Figure 5.15: Magnitude of the two
components of the control accelera-
tion parallel and normal to the velo-
city.
Figure 5.16: DeltaV of the control
law and its components.
Figure 5.17: Angle δ between the
instantaneous velocity vector and the
target direction.
Figure 5.18: Comparison between
the magnitude of the control acceler-
ation and the natural one.
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manoeuvre. In particular, the final phase of the manoeuvre has a substantial
impact on the DeltaV because the control acceleration has to compensate
completely the Coriolis acceleration and it is then comparable to the natural
acceleration as shown in Figure 5.18.
Figure 5.19: Spacecraft Trajectory with the complete control law in the (x, y)
plane. Propagation model = truth, Control model = 3mascon. With typical r
and v noise from on-board navigation.
5.4.2 Three dimensional case
In order to test the complete control law with out-of-plane initial conditions,
we added to the previous planar scenario of Section 5.4.1 a starting offset of
20 km in z.
The same set of plots are provided with the addition of the view of the
trajectory from the -x and -y directions of the rotating frame (Figure 5.20) in
order to clearly visualise the trajectory in three dimensions.
The proposed guidance law, taking advantage of the approximate model
for computing the quantities needed by the control strategy, is still able to
bring the spacecraft to the target equilibrium point with a DeltaV cost of the
same order of magnitude of the planar case. In this scenario, we see again that
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Figure 5.20: Spacecraft Trajectory with the complete control law in the (x, z)
and (y, z) planes. Propagation model = truth, Control model = 3mascon. With
typical r and v noise from on-board navigation.
the largest values of the control acceleration are due to the steering part when
it has to counteract completely the natural dynamics (Figure 5.23 and 5.24).
5.5 Effect of the initial conditions
We have shown in the previous section results for both the planar control law
and its modification for out-of-plane initial conditions. In order to analyse the
sensitivity of the control law with respect to initial conditions, a comprehensive
set of simulations has been performed. The results are shown in the following
figures 5.31 to 5.30, in each of them the trajectory has been propagated using
the truth model while the control used the proposed 3-mascon model. For each
pair of plots we show 5 starting radii in multiples of the asteroid’s synchronous
radius which is very close to the distance of the equilibrium point from the
barycentre.
Each figure collects trajectories starting at a specific phase offset with
respect to the target equilibrium point.
The simulations show that the proposed control law is able to negotiate
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Figure 5.21: Real and GNC gener-
ated Jacobi Energy levels along the
trajectory.
Figure 5.22: Logarithm of the dis-
tance to target, real and GNC gener-
ated.
Figure 5.23: Magnitude of the two
components of the control accelera-
tion parallel and normal to the velo-
city.
Figure 5.24: DeltaV of the control
law and its components.
Figure 5.25: Angle δ between the
instantaneous velocity vector and the
target direction.
Figure 5.26: Comparison between
the magnitude of the control acceler-
ation and the natural one.
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Figure 5.27: Trajectories for various
radii at −1.75pi initial phase of from
the equilibrium point
Figure 5.28: DeltaV costs for various
radii at −1.75pi initial phase of from
the equilibrium point
Figure 5.29: Trajectories for various
radii at 0.00pi initial phase of from the
equilibrium point
Figure 5.30: DeltaV costs for various
radii at 0.00pi initial phase of from the
equilibrium point
the spacecraft to the target equilibrium point from all the analysed initial
conditions. However, as shown in figures 5.28 and 5.30, the steering part of
the control acceleration performs poorly when the initial conditions are too
close to the phase angle of the target equilibrium point resulting in much
higher deltaV cost.
In Figures 5.27 and 5.28 we can see that all the trajectories reach the zero-
velocity boundary before converging to the target. This is a good example of
the underlying idea of the novel control law which maintains the energy at a
level that prevents any possible crash with the surface of the asteroid.
On the zero-velocity curve the control acceleration expression vanishes to
zero, therefore all the trajectories will leave those points simply under the
effect of the natural acceleration. Starting at zero velocity implies also that
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the Coriolis term of the natural dynamics will be similarly zero which brings
the direction of the initial natural acceleration close to radial: the natural
acceleration will be in fact the difference between the centrifugal force (always
directed along the radial) and the gravity pull of the small body (close to
radial up to perturbations in the direction due to the irregular shape). In
other words, the locations of those "stops" at the zero-velocity curves affect
the direction of the velocity when leaving the curve.
For the two inner trajectories of Figure 5.27 such stops at the zero-velocity
curve happen at a phase less than pi measured in the clockwise direction from
the target. With this geometry, the steering law compensates completely
the natural dynamics causing the trajectories to reverse in order to reach
the equilibrium point along counter-clockwise arcs. As shown in Figure 5.28,
the deltaV costs of such manoeuvres are an order of magnitude higher than
approaches that don’t reverse the direction of motion: more than 200m/s
compared to 50 to 70m/s.
For specific cases another behaviour appears when the trajectory follow
much closer the zero-velocity curves profile instead of presenting a clear counter-
clockwise arc towards the target (Figure 5.31 and 5.33). In those conditions the
control law will act with an almost constant acceleration until the spacecraft
reaches the target, so the deltaV will rise linearly with an almost constant
slope (Figure 5.32 and 5.34). For the case at 0.25pi we have a comparison
of the deltaV of all the main families of trajectories in a single pair of plots.
Large counter-clockwise arcs and trajectories close to the zero-velocity curves
share deltaV costs above 100m/s while shorter reverse arcs resulting by smaller
overshoots show deltaV lower than 50m/s.
The best performances are achieved for phase offsets between −pi2 and
−32pi. Direction reversals are still present in case of overshoots in phase with
respect to the equilibrium point, these become smaller the larger the initial
phase offsets are (Figures 5.35 , 5.37 , 5.39 and 5.41). In all these cases
the approaches require deltaV costs between 15 and 40m/s with lower costs
associated to smaller initial radiuses (Figures 5.36 , 5.38 , 5.40 and 5.42).
5.6 Summary
This chapter presented the rationale for a guidance law which takes advantage
of the strengths of the proposed 3-mascon approximate model. The control
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Figure 5.31: Trajectories for various
radii at −0.25pi initial phase of from
the equilibrium point
Figure 5.32: DeltaV costs for various
radii at −0.25pi initial phase of from
the equilibrium point
Figure 5.33: Trajectories for various
radii at −0.50pi initial phase of from
the equilibrium point
Figure 5.34: DeltaV costs for various
radii at −0.50pi initial phase of from
the equilibrium point
Figure 5.35: Trajectories for various
radii at −0.75pi initial phase of from
the equilibrium point
Figure 5.36: DeltaV costs for various
radii at −0.75pi initial phase of from
the equilibrium point
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Figure 5.37: Trajectories for various
radii at −1.00pi initial phase of from
the equilibrium point
Figure 5.38: DeltaV costs for various
radii at −1.00pi initial phase of from
the equilibrium point
Figure 5.39: Trajectories for various
radii at −1.25pi initial phase of from
the equilibrium point
Figure 5.40: DeltaV costs for various
radii at −1.25pi initial phase of from
the equilibrium point
Figure 5.41: Trajectories for various
radii at −1.50pi initial phase of from
the equilibrium point
Figure 5.42: DeltaV costs for various
radii at −1.50pi initial phase of from
the equilibrium point
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law was derived and tested in the 2-dimensional case before being extended
in 3-D allowing for out-of-plane initial conditions due to direct orbit around
the asteroid with a non-zero inclination. The main feature of this control
law is the compliance with the limit condition for stability against impact.
If the spacecraft loses control in any phase of the manoeuvre by dynamical
constraints bound to the Jacobi energy is prevented to enter the region inside
the zero velocity curves.
Analysing the performance of the control with respect to various initial
conditions has shown global convergence although the deltaV cost is up to 10
times bigger for initial conditions with a phase offset too close to the target.
In the next chapter the proposed control law will be compared with the ideal
impulsive manoeuvre and with a similar continuous thrust control law that can
be used as well for on-board autonomous guidance in presence of knowledge of
relative position and velocity in the asteroid body-fixed non-inertial reference
frame.
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Chapter 6
Performance of the
Autonomous Guidance Law
The previous chapters discussed a concept for autonomous guidance that takes
advantage of the proposed 3mascon model . This approximate model of the
gravitational potential has the strength of representing well the location and
energies of the equilibrium points around asteroids in a uniform rotation. After
describing the methodology for the generation of the approximate model of
the gravitational potential we presented a continuous thrust guidance law in
two components:
• the component of the control parallel to the instantaneous velocity
vector control the Jacobi energy of the spacecraft trajectory approaching
the level of the equilibrium point from a lower energy
• the component normal to the instantaneous velocity vector by definition
doesn’t change the orbital energy of the spacecraft but takes care of
steering the velocity vector towards the target
The results presented show that such a control law is able to guide the
spacecraft to the energy level and to the location of the target equilibrium
point. In this Chapter we compare the performance of the proposed control
law with the ideal case of a single impulsive deltaV manoeuvre and to another
continuous thrust control law present in literature that is able as well to
take advantage of the 3mascon gravity model and it is simple enough to be
considered for autonomous guidance scenarios.
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6.1 Optimal impulsive case with a single ∆V
Setting the same initial conditions of the initial simulations of Chapter 5 with
a phase of about −pi with respect to the target, we analysed as a limit case a
single impulsive manoeuvre performed at the initial time t = t0. This kind of
manoeuvre instantaneously brings the orbital energy to the one of the target
equilibrium point. The magnitude of the velocity after the impulse is then
given by the target Jacobi energy as in Equations 6.1 and 6.2, computed for
with the gravitational potential of the truth model and of the approximate
one respectively.
∣∣∣vTnew∣∣∣ =
√
2
(
J∗ · U (r0) + 12 |ω × r0|
2
)
(6.1)
∣∣∣vAnew∣∣∣ =
√
2
(
J∗ · U˜ (r0) + Uoffset + 12 |ω × r0|
2
)
(6.2)
In order to find the optimal deltaV for this kind of manoeuvre to deliver
the spacecraft in the vicinity of the target point, we set up an optimisation
problem minimising the distance to the target achieved at any point of the
trajectory, as shown by the definition of the figure of merit D (θ) in Equation
6.3 where θ is the angle between the velocity after the manoeuvre vnew and
the initial velocity v0.
D (θ) = min |r (t)− r∗| (6.3)
We propagated the orbits with the truth and approximated models of the
asteroid for a simulation time Tprop = 4T (where T is the rotation period of
the asteroid). The results of the optimisation process are provided in Table
6.1 while the resulting trajectories are shown in Figures 6.1 to 6.3.
These results show that for the given initial conditions there is a single
deltaV transfer, complying with the non-crashing condition J(t) ≤ J∗, which is
able to bring the spacecraft in the region of the target equilibrium point. The
manoeuvre computed with the truth model is very close to the one resulting
from the optimisation process relying on the approximate model. By compar-
ing the trajectories in Figures 6.1 to 6.3 propagated with the truth model (in
black) and with the 3mascon approximation (in blue) we can confirm that the
3mascon model gives a reasonably good representation of the dynamics also
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Result Truth Model 3mascon
θ [deg] −3.9752 −3.9987
∆v
[
m
s
]
[−2.8582,−0.7090, 0] [−2.8750,−0.7064, 0]
|∆v|
[
m
s
]
2.9448 2.9605
minD [km] 0.7647 0.7095
Table 6.1: Optimal single deltaV manoeuvre towards the target equilibrium
point; θ is the angle of the optimal velocities vTnew and vAnew for the propaga-
tion with the truth and approximate models which bring the trajectory to the
minimum distances minDT and minDA.
for this kind of transfers.
We also expected that an optimal impulsive manoeuvre would cost much
less than the continuous one performed by our proposed control law. However,
it is interesting to see that from the initial condition location r0 and within
the time constraints tmax ≤ 4T there is no possible single deltaV manoeuvre
that brings the spacecraft directly to the target point at an energy not greater
than the one of the equilibrium point.
A possible development could be the solution of a two boundary value
problem (TBVP) finding the optimal departure and arrival deltaV. However,
this strategy will imply that the coasting arc would be at an energy level higher
than J∗. The spacecraft would then be en-route to the equilibrium point with
enough energy to crash into the asteroid and the second deltaV would be a
braking manoeuvre lowering the energy level to the target one, right at the
arrival time and location.
In view of autonomous operations, such an approach would require per-
forming the solution of the TBVP on-board with an higher computational cost
than the proposed guidance law. Moreover, it would be dangerous to perform
transfers at higher energies because safe mode events or failures could prevent
the second manoeuvre to occur. Errors in relative position and velocity could
also result in an arrival manoeuvre which closes the Zero-Velocity curves while
the spacecraft is inside the boundary.
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Figure 6.1: Optimal trajectories for a single impulse deltaV manoeuvre com-
puted with the truth model (black) and the 3mascon one (blue). After the
closest approach to the target point the difference between the two trajectory
increases.
Figure 6.2: Detailed view of the op-
timal trajectories for a single impulse
deltaV manoeuvre computed with the
truth model (black) and the 3mascon
one (blue).
Figure 6.3: Closest approach to the
target equilibrium point for the a
single impulse deltaV optimal traject-
ories computed with the truth model
(black) and the 3mascon one (blue).
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6.2 The ZEM/ZEV Control Law
If the ideal impulsive manoeuvre discussed in the previous section puts into
perspective the performance, the assumptions and the characteristics of our
guidance law, a more relevant comparison for our control would be another
algorithm with continuous thrust and simple enough to be used for autonomous
guidance around asteroids.
The ZEM/ZEV control law is the only control law found in literature that
could be used on-board to achieve the same goal which is the objective of the
novel control law. Moreover, information about the gravitational potential
can be incorporated in the ZEM/ZEV expressions which implies that 3mascon
model can be included in the ZEM/ZEV algorithm. This produces an en-
hanced version of the ZEM/ZEV algorithm that takes advantage of the same
gravitational model used in the proposed control law thus enabling a compar-
ison of the performance which is affected only by the different strategies and
control law designs.
The ZEM/ZEV guidance algorithm proposed by Hawkins, Guo and Wie
is derived from the expressions of the Zero-Effort-Miss (ZEM) distance and
the Zero-Effort-Velocity (ZEV) that describe the error of the predicted final
position and velocity if the control is stopped at the current time t. In their
paper ‘ZEM/ZEV Feedback Guidance Application to Fuel-Efficient Orbital
Maneuvers Around an Irregular-Shaped Asteroid’ [83] they derive the following
controller which is function of the Time-To-Go tgo = tf − t (Equation: 6.4).
aCTRL =
6[rf − (r+ tgov)]
t2go
−2(vf − v)
tgo
+
+6
∫ tf
t (τ − t)g(τ)dτ
t2go
− 4
∫ tf
t g(τ)dτ
tgo
(6.4)
Given the expressions of the Zero-Effort-Miss and of the Zero-Effort-Velocity
in Equations 6.5 and 6.6, the control law can be rewritten in the more compact
form of Equation 6.7. The ZEM component takes care of guiding towards the
final position while the ZEV part is responsible for the arrival at the required
final velocity.
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ZEM = rf −
[
r+ tgov+
∫ tgo
t
(tf − τ)g(τ)dτ
]
(6.5)
ZEV = vf −
[
v+
∫ tf
t
g(τ)dτ
]
(6.6)
aCTRL =
6
t2go
ZEM+ 2
tgo
ZEV (6.7)
When in the control law the non-linear terms are compensated as function
of the position g(r) instead of being predicted as function of time g(τ) we fall
back to a form previously derived by Battin in his book [84] (Equation 6.8).
aCTRL =
6[rf − (r+ tgov)]
t2go
− 2(vf − v)
tgo
− g(r) (6.8)
By compensating not only the gravity but all the environmental accelera-
tions as functions of the state [r,v] and setting the final velocity to zero, we
obtain the expression of the complete control law presented as ZEM/ZEV-g
(Equation 6.9)
aCTRL =
6
t2go
(rf − r) + 4
tgo
v+ GM|r3| r+ 2ω × v+ ω × (ω × r) (6.9)
It has to be noted that the compensation of the gravity in this control law
originally takes into account only a single point mass approximation of the
asteroid. In our comparison below we have already extended the ZEM/ZEV
control law with the use of the more accurate 3mascon model. Another im-
portant difference with our Jacobi and steering control law is that in the case
of ZEM/ZEV the natural dynamics is compensated completely while in the
novel guidance law we compensate only the projections along the direction of
the steering acceleration. This, along with the Lyapunov function approach for
the energy term, is the key feature of the proposed control law which enables
to finely control the energy of the trajectory at the cost of a more difficult
steering concept. The benefit of the novel control law, aside of any perform-
ance comparison, is clearly to guarantee the compliance with the non-impact
condition throughout the manoeuvre and especially in case of any failures
causing loss of control.
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6.3 Guidance Law Comparison
The ZEM/ZEV algorithm has the limitation for the initial condition to start
with a maximum phase delay of −pi. Therefore we applied the same initial
conditions of the simulations shown in Chapter 5 and set as time of flight the
same time of convergence 2T that we achieve with the 3mascon Jacobi and
steering control law. However, the deltaV of the ZEM/ZEV control of the
order of 600m/s and the approach direction was from an angle which resulted
in a collision with the asteroid before reaching the target.
The same initial conditions were then considered combined with the setting
of a shorter time of flight of 0.5T . In this way it was possible to obtain a lower
deltaV (Figure 6.5) but the approach direction was still an issue, as shown in
Figure 6.4.
Figure 6.4: Spacecraft Trajectory in
the (x, y) plane under the ZEM/ZEV-
g fully compensated control with typ-
ical r and v noise from on-board nav-
igation.
Figure 6.5: deltaV of the ZEM/ZEV
control law. By limiting the time of
flight to 0.5T the deltaV reduced to
around 130m/s
For this reason, we changed the initial conditions for this comparison to a
phase of about −pi2 from the target equilibrium point while keeping the lower
time of flight of 0.5T for the ZEM/ZEV control law. All the relevant results
for the two controlled trajectories are shown in the following figures which
are paired: on the left column the results for the ZEM/ZEV control and on
the right-hand side the ones related to our control law. Both trajectories
reach the target equilibrium point but the ZEM/ZEV one does so by changing
dramatically its Jacobi Energy going also above the limit that inhibits the
possibility of collisions with the asteroid (Figures 6.10 and 6.11). This approach
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Figure 6.6: Spacecraft Trajectory in
the (x, y) plane using the ZEM/ZEV-
g fully compensated control with typ-
ical r and v noise from on-board nav-
igation.
Figure 6.7: Spacecraft Trajectory in
the (x, y) plane using the proposed
control law with typical r and v noise
from on-board navigation.
Figure 6.8: Spacecraft Trajectory in
the (x, z) and (y, z) plane using the
ZEM/ZEV-g fully compensated con-
trol with typical r and v noise from
on-board navigation.
Figure 6.9: Spacecraft Trajectory in
the (x, z) and (y, z) plane using the
proposed control law with typical r
and v noise from on-board navigation.
to the target from an higher energy with respect to the non-impact condition
limit is a remarkable disadvantage with respect to our proposed Jacobi Energy
and steering control law.
As shown in Figures 6.14 and 6.15, the magnitude of the ZEM/ZEV control
acceleration is constantly larger than the one of the proposed control law. This
is due mainly because of the constant and full compensation of the natural
dynamics which the ZEM/ZEV algorithm needs in order to implement the
portion of the control derived from the optimisation. Figures 6.16 and 6.17
present a comparison between the magnitude of the control accelerations of
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Figure 6.10: Real and GNC-
generated Jacobi Energy levels along
the trajectory.
Figure 6.11: Real and GNC-
generated Jacobi Energy levels along
the trajectory.
Figure 6.12: Logarithm of the dis-
tance to target, real and GNC-
generated.
Figure 6.13: Logarithm of the dis-
tance to target, real and GNC-
generated.
Figure 6.14: Magnitude of the con-
trol acceleration of the ZEM/ZEV
guidance law.
Figure 6.15: Magnitude of the two
control accelerations parallel and nor-
mal to the velocity.
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Figure 6.16: Comparison between
the magnitude of the control accelera-
tion and the natural one, ZEM/ZEV
control.
Figure 6.17: Comparison between
the magnitude of the control acceler-
ation and the natural one, proposed
control law.
Figure 6.18: DeltaV of the
ZEM/ZEV control law
Figure 6.19: DeltaV of the proposed
control law and its components.
Figure 6.20: Angle δ between the
instantaneous velocity vector and the
target direction, ZEM/ZEV control.
Figure 6.21: Angle δ between the
instantaneous velocity vector and the
target direction.
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the two guidance laws compared with the local acceleration due to the full
natural dynamics.
The ZEM/ZEV control acceleration not only reacts with the full constant
compensation of the natural dynamics but also flies the spacecraft in a tra-
jectory where the natural acceleration to compensate is consistently around
15mm/s2.
Conversely the proposed control law compensates only the projection of
the natural acceleration normal to the instantaneous velocity when this is not
in the direction of the desired control action. It also flies the spacecraft in
regions where this component of the acceleration is limited, about 5mm/s2,
one-third of the ZEM/ZEV one.
These differences reflect on the deltaV required to complete the manoeuvre
with each control law. The ZEM/ZEV control needs 105m/s2 to perform
the approach to the target while the proposed control uses only 61m/s2, a
significant saving in terms of fuel consumption.
On the other hand, the angle δ between the velocity and the direction of
the target is far smoother for the ZEM/ZEV control law. Once the cost of
compensating the natural dynamics is paid in terms of deltaV the ZEM/ZEV
follows a smoother and more direct trajectory to the target equilibrium point.
The steering part of our control law is instead able to reach the target only
after hitting once the zero velocity curves as a result of a phase overshoot with
respect to the target location. (Figures 6.20 and 6.21).
6.4 Summary
This chapter has presented a comparison between the proposed control law and
other alternatives in order to provide an assessment of the performance. The
first comparison was against the optimal single impulse manoeuvre from the
same initial orbit taken into account for the novel control law. In order to find
the lowest possible impulse for such a manoeuvre, an optimisation problem
has been solved using both the truth model and the approximate one. The
results summarised in Table 6.1 have shown that the 3mascon model, although
not globally accurate, gives similar result to the truth model.
The optimal impulse to reach the equilibrium point requires a deltaV of
about 3m/s, this is an order of magnitude less than what is required by the
proposed control law. A worse performance of autonomous guidance with
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respect to the optimal impulsive case is expected since the on-board strategy
doesn’t use any optimisation or propagation of the trajectory to find the best
deltaV.
Knowing what is lost in terms of performance with respect to the ideal
impulsive manoeuvre is interesting, however it is more useful to compare the
proposed control with another control algorithm that can be used for on-board
guidance. The ZEM/ZEV control has been described and its single point mass
gravity compensation has been improved using the 3mascon model. In this
way the comparison with the proposed control became even more relevant.
The proposed control not only had the advantage of intrinsically protect
the approach trajectory against any possible impact with the asteroid but it
is also more efficient requiring 42% less fuel.
The novel control law, although performing badly for bad initial conditions,
has in principle no constraint in terms of initial phase offset with respect to the
target while the ZEM/ZEV control has a maximum offset of −pi for the start
position. Another benefit of the novel control law is that it doesn’t need the
desired time of flight as an input but only the instantaneous relative velocity
and relative radius to the centre of the small body expressed in the body-fixed
reference frame.
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7.1 Summary of the research
Starting from a review of the current approach followed for mission to aster-
oids, a gap has been identified in the requirements for achieving on-board
autonomous guidance. These missing elements are an approximate model of
the gravitational potential and an associated guidance law that would exploit
the strong points of such a model.
From the analysis of the dynamical environment about uniformly rotating
asteroids in Chapter 3, it became clear that the rotational equilibrium points
are one of the key features that could be represented accurately by an approx-
imate model of the gravitational potential. Therefore we proposed the use
of a 3mascon model because a set of 3 point masses is the minimum number
required for breaking the symmetries and be able to model equilibrium points
that are not exactly aligned with the short and long axes of the asteroids’
ellipsoidal shapes.
Given the availability from high-resolution images of the target body in the
early phases of the approach, a high-definition shape model is usually available
on the ground and, with the assumption of constant density, becomes a detailed
gravitational model (although computationally expensive). A procedure has
been proposed for the derivation of 3mascon models that can be used on-
board from the high-accuracy ones available on the ground. In Chapter 4 we
described an optimisation process for the creation of 3mascon model and then
compared the profile of the Zero-Velocity curves of the two models at the level
of the equilibrium point at the lowest energy. This energy boundary can be
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exploited to ensure stability against impact of spacecraft trajectories making
use of the 3mascon model along with relative position and velocity information
from optical navigation. Further verifications have been performed between
the truth model and the approximate one on the location of the equilibrium
points and their residual accelerations.
Assuming to have an on-board state-of-the-art autonomous optical naviga-
tion system, we devised a control law made of two independent components,
parallel and normal to the instantaneous velocity vector. The parallel compon-
ent takes care of the magnitude of the velocity and matches the arrival Jacobi
Energy level without any overshoot thanks to a Lyapunov function design.
The steering law instead is in charge of rotating the velocity vector without
changing its magnitude and therefore without affecting the energy part of the
controller. We have shown the use of the proposed approximate model and
control strategy for a transfer from a lower energy prograde orbit around the
asteroid to the lowest energy equilibrium point. Finally, we compared the
performance of the proposed control law with the ideal case of a single impulse
DeltaV and with a similar continuous thrust guidance law found in literature.
7.2 Assessment of objectives
In Chapter 3 we addressed the first objective of analysing the key character-
istics of the dynamical environment around asteroids that can be exploited
by autonomous GNC solutions. Coupling that analysis with the literature
review in the background chapter, we identified sets of three point masses as a
suitable class of approximated models for the gravitational potential of small
bodies.They are defined by a small set of parameters and could be easily used
on-board for enabling autonomous guidance.
Chapter 4 presented an optimisation process for the creation of the approx-
imate models using higher accuracy data by matching the gravitational force
at the location of the truth model equilibrium points.
In Chapter 5 we exploited the Jacobi Energy and the useful characteristics
of the 3mascon approximation in representing the dynamical environment to
devise a control strategy for guiding a spacecraft in the vicinity of the asteroid.
From a prograde orbit around the asteroid, we steered the satellite to the
collinear equilibrium point at the lowest energy level. In our strategy, we
have been able to ensure by construction the stability against impact with the
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asteroid throughout the whole manoeuvre.
Finally in Chapter 6 the novel control law using the 3mascon model de-
veloped earlier has been compared with the ZEM/ZEV control algorithm: a
relevant alternative for the implementation of autonomous guidance in the
vicinity of asteroids.
7.3 Conclusions and future work
Extending the result of Section 4.1 which compared the computational burden
of mascon and polyhedral model of the same size, a further comparison can now
be made between the proposed 3mascon model and the smallest meaningful
polyhedral model that we set at 40 faces. This is one order of magnitude larger
than the single tetrahedron model and gives an estimate of what it is required
in term of faces of a polyhedron to represent, in an extremely coarse way, the
irregular shape of an asteroid.
If we compare these two models in terms of data storage requirement and
basic operations for one evaluation of the gravitational potential and force, we
obtain the result in Table 7.1 which shows the gains in term of computation
complexity and storage requirements by using the proposed 3mascon model.
These figures can be viewed as the most pessimistic since the typical number
of faces for a coarse polyhedral model is of the order of 103.
Quantity 3mascon n = 3 Poly f = 40 Ratio Poly3mascon
Potential: U (r) 30 6063 202.1
Force: ∇U (r) 60 5769 96.15
Data Size [Bytes] 48 4344 90.5
Table 7.1: Number of basic operations for evaluations of Potential and Force
with mascon models with 3 point masses and polyhedral models with 40 faces
The optimisation problem set up for the generation of the 3mascon model
from higher accuracy ones has shown convergence being subjected to random
initial conditions. The statistical results from the Montecarlo simulation have
shown an accuracy for the identification of the position of the equilibrium
points of ±0.5km in the radial direction, ±1km in the tangential direction
with 95%5 confidence.
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The residual acceleration at the locations of the equilibrium points of the
approximate models have been within ±0.01mm/s2 with a 95% confidence.
In terms of performance of the control law the novel methodology for the
creation of the 3mascon model and the proposed Jacobi + Steering control
law have shown an improvement of 42% in terms of deltaV cost and safety of
autonomous operations in proximity of asteroids with respect to the concepts
currently present in literature.
The discussion in Chapter 5.5 on initial conditions in terms of angular
phase with respect to the target point shows clearly that, although the control
law is robust with respect to the initial conditions, the requirements in terms of
deltaV doubles in case of poor choice of the initial angle. The best performance
was achieved with a phase offset of −3/2pi and increases with different initial
radii. The deltaV cost for this best initial condition in terms of phase still
varied with the radius of the initial circular prograde orbit. Starting the
manoeuvre from at 4 times the synchronous radius of the asteroid requires
a deltaV of 16m/s as opposed to 30m/s for an approach from an orbit at 8
synchronous radii.
The expense in case of the degenerate case (when the approach manoeuvre
is triggered directly above or just after the angle of the target equilibrium
point) can reach 10 times of what is required when the autonomous control
starts at the most convenient angle.
On the other hand, comparing the proposed control law with the ZEM/ZEV
control, modified to take advantage of the 3mascon model as well, highlights
the need of half the deltaV for the same initial conditions as shown in Figures
6.18 and 6.19.
Even if the proposed control law shows better performance with respect
to the ZEM/ZEV algorithm, the comparison with the optimal single impulse
deltaV suggests that there is still room for improvement while maintaining the
same strategy of complying with the condition of stability against impact.
Finally, by analysing where the largest contribution to deltaV expenditure
resides for the proposed control law, we found that the biggest control demand
comes from the steering component. With the non-linear gains that we selected
for both the components of the control acceleration we tried to compensate the
fact that, throughout the trajectory, the target direction is always set towards
the location of the equilibrium point regardless of the instantaneous offset in
phase.
116
7.3. Conclusions and future work
Compensating the natural dynamics is initially helping the spacecraft to
steer towards the target but later in the approach, the control action is then
forced to counteract the same natural forces to maintain the required direction
once it is achieved. This makes impossible to perform an approach spanning
multiple orbits around the asteroid, which can be much closer to the optimal
solution with a single impulse as the analysis in Section 6.1 has revealed.
Further developments are possible in order to improve the guidance, espe-
cially trying to add to the steering law the dependency from the relative phase
with respect to the target point. In this way, an approach across multiple
orbits in the rotating frame may be enabled which will likely improve the
deltaV performance for the autonomous approach.
A natural development for the generation of the 3mascon approximate
models would be instead to set as truth models the state-of-the-art constant-
density polyhedra in place of the 10 point-mass truth models used in this
work. Polyhedral models are also likely to be the source of the most accurate
gravitational potential and shape information that would be available in real
mission scenarios as a result of the initial characterisation phase of the asteroid.
While the optimisation strategy and the control approach won’t change with the
use of these detailed models, higher quality results will be obtained. Moreover,
approximate models could be generated for real targets performing, at least
in simulation, the exact scenario we proposed for autonomous guidance and
that was described in the proposed concept of operations (Figure 1.2) for
autonomous guidance.
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