The discrete network design problem (DNDP) under construction cost uncertainties deals with the selection of the links to be added to the existing road network, so that the given demand can be satisfied. It is assumed that the cost of each potential link construction follows a certain stochastic distribution. In this paper, a bi-level stochastic programming model for DNDP is proposed, in which the upper-level model is a chance constrain model with the objective function of minimizing the total travel costs in the network; the lower-level model is a user equilibrium model. A genetic algorithm is designed to solve the model in an efficient way. A comprehensive computational experiment is conducted to illustrate the correctness and efficiency of the model and the algorithm proposed in this paper. The result shows that the uncertain model is more flexible and practical than the deterministic one.
Introduction
The objective of network design problem (NDP) is to optimize a given transportation system by expending capacity of existing links or adding new links. The NDP has been posed in three forms: the discrete network design problem (DNDP) dealing with adding new links to an existing road network, the continuous network design problem (CNDP) dealing with the optimal capacity expansion of existing links, and the mixed network design problem (MNDP) dealing with the problem containing both of the DNDP and the CNDP (Patriksson, 1994; Ukkusuri, 2007) .
The previous researches assumed that traffic demand and road costs are deterministic. The NDP under demand uncertainties described with robust theory or stochastic programming theory has been proposed in recent years. In this paper, we introduce random variables which obey certain probability distributions to represent road costs, and describe DNDP under road construction cost uncertainties with the chance constrain model. In Chen (2001) , traffic demands are assumed as random variables which obey certain distributions, and the stochastic demands are generated with simulation method. The revenue and the BOT road construction costs were obtained by solving a bi-level programming model for every stochastic demand. Then the optimal charge and probability distribution of traffic capacity were got. The solution showed that profit function was characterized as that the more the revenue was, the higher the risk would be. In Chen (2003) , a mean-variance model with uncertain BOT road demand, which can decide the optimal charge and traffic capacity, was built. In his model, variance was viewed as risk. Two objectives were considered at the same time. One was to maximize average profit. The other was to minimize variance of average profit. Then a stochastic bi-level multi-objective model was built. The conclusions in Chen (2006) and Chen (2007) were extension of the conclusion in Chen(2003) . Based on meanvariance model framework and multi-objective genetic algorithm, they analyzed capacity choice and pricing strategy with BOT road in different operating conditions. Based on stochastic bi-level programming theory and mean bi-level programming theory, a discrete network design model under O-D demand uncertainties was built in Lu (2011) . Then an algorithm based on Monte Carlo simulation and genetic algorithm was proposed to solve the model effectively.
Notations and problem descriptions

Notations
The parameters and variables used to build the mathematical models are: 
Problem descriptions
The DNDP can be viewed as a leader-follower game, in which the transportation planning manager is the leader, and the users who can choose the path freely are followers. The transportation planning manager can not control, but can influence the users path-choosing behavior. The users make their decision to minimize their travel cost. This interaction game can be expressed with the bi-level programming problem as follows:
The bi-level programming model contains two sub-models (U0) and (L0). (U0) describes upper-level leader or policy problem and (L0) represents the lower-level follower or user s behavioral problem. The u and G are the decision vectors and the constraint set of the decision vectors of upper-level decision-makers or system managers respectively. F is the objective function of upper-level. x and g are the decision vectors and the constraint set of the decision vectors of lower-level decision-maker, f is the objective function of the lowerlevel.
The traditional DNDP, which is assumed that the demands and road construction costs are given and fixed, deals with the selection of the links to be added to the existing road network, so that the given demand can be satisfied, the total cost can be minimized, and the sum of construct costs do not exceed the total budget. In the DNDP, the upper-level problem is to make an optimal decision about adding new links to minimize the total cost in the range of total investment budget formulated by the government. The lower-level problem is a user equilibrium assignment problem which describe users path-choosing behavior. And the objective function of lower-level is to minimize the user travel cost.
In practice, road construction costs in NDP imply the potential uncertainties due to the characteristics of the transportation network construction and transportation network participants. The uncertainties could result in that the traditional deterministic NDP yields the infeasible solution. As the example in Gao (2005) , the discrete network with only one O-D pair (1-12) is shown in Fig.1 . The O-D demand is assumed to be 20. There are a total of six candidate links that can be constructed, and they are numbered in Fig.1 Fig.1 . The parameters of the new links are given in Table 1 : The results with different budgets are shown as (1, 0, 0, 0, 0, 0) 7 20
(1, 0, 1, 0, 0, 0) 14 30
(1, 0, 0, 0, 0, 1) 25 40
(1, 0, 0, 1, 0, 1) 40 50
(1, 0, 1, 1, 0, 1) 47 60
(1, 0, 1, 1, 1, 1) 58 70
(1, 1, 1, 1, 1, 1) 70
As seen from the results above, when the investment budget is 40 or 70, the cost of road construction equal to the investment budget. In fact, the costs of the road construction are random variables, which may result in that road construction costs beyond investment budget and the traffic target is failed to be reached. Based on analysis above, an idea about representing road construction costs with random variables is proposed in this paper. This paper is organized as follows: In Section 3, a discrete transportation network design model with stochastic road construction costs is introduced. The genetic algorithm is proposed and used to solve the examples in Section 4 and Section 5 respectively. Conclusion and prospection was proposed in the last section.
DNDP under road construction cost uncertainties
In this paper, a bi-level programming model is built to describe the DNDP with randomized road construction costs. The upper-level of the model is a system optimal model (SO), and can be expressed as [U]:
The lower-level problem represents a user equilibrium assignment (UE), and it can be expressed as [L] , that is: c is the mean of construction cost of road a and the second part is a random variable. In the [L] , the users at the lowerlevel are assumed to follow the user-equilibrium principle of Wardrop under the given network. Constraint (5) ensures that total flow on all of paths from r to s is rs q . Constraint (6) ensures that flow of every path is positive. Constraint (8) ensures that the flow on link a not exceeds its capacity and if link a is not built then the flow on link a is zero.
Solve the chance constrain model
There are two methods to solve a chance constrain model. One is to transfer the uncertain model into a deterministic one. The other is called stochastic quasi-subgradient method proposed by Ermoliev et al.. They solved stochastic programming model with probabilistic method strictly instead of transforming it into a deterministic model. The uncertain model proposed in this paper can be changed into a deterministic one as long as the distribution functions of the random variables are known. An uncertain model can be transformed into a deterministic one by integrating or Monte Carlo method (Wang, 1984; Liu, 1998) . Some common probability distributions are discussed as follows: 
Normal distribution
where ) (x is a cumulative distribution of standard normal. After checking the standard normal distribution function table of value, the constraint (2) can be transformed into: Now the uncertain constraint is changed into a deterministic one. 
Uniform distribution
Now the uncertain constraint is changed into a deterministic one.
0-1 distribution
, then constraint (2) is equivalent to both of following condition (21) and (22) Now the uncertain constraint is changed into a deterministic one. More distributions can be discussed in the similar way.
Genetic algorithm
Introduction to genetic algorithm
Genetic algorithm is a method to simulate the progress of natural evolution to find an optimal solution. In genetic algorithm, a chromosome is an array or a string of data. It is used as a code representing a solution of optimization problem, but may not as a real solution. The progress of genetic algorithm is shown as follows: firstly, many individual solutions are generated randomly to form an initial population. Then the ability of every chromosome to adapt to certain conditions is evaluated by an evaluation function (fitness function) and it is regarded as a criterion in genetic operators. Then a proportion of the existing population is selected to breed a new generation during each generation. Individual solutions are selected through a fitness-based process, where better solutions (as measured by the fitness function) are typically more likely to be selected. The next are crossover and mutation.These processes ultimately result in that chromosomes are different from these in the initial generation, which ensure that the solution of genetic algorithm will be a global optimum. Thus a new generation is generated. Then do the same things like selection, crossover and mutation for the individuals of the new generation. The optimal solution will be found until a certain criterion is satisfied (Zhou, 2002; Liu, 1998) .
5.1.1.Transform solutions into chromosomes
(if link a is built, then 1 a u and otherwise 0 a u ). For example, U=(1, 1, 0, 0, 1, 0, 1, 0, 1) means that there are 9 potential links, and the first, second, fifth, seventh and ninth will be built.
5.1.2.Selection operator
This paper adopts fitness proportional method combined with the method of best individual storage.
5.1.3.Crossover operator
Divide all the individuals into U2=(1, 1, 1, 0) at the third gene.
Mutation operator
Each gene of every individual is modified with probability m P m . Mutation of a gene is to change it into its allelic gene, that is 0 changes into 1 and 1 changes into 0. For example, U=(1, 1, 0, 0, 1, 0, 1, 0, 1) , after the second and eighth genes mutating, it turns into U= (1, 0, 0, 0, 1, 0, 1, 1, 1) . (See Fig 3) The genetic algorithm is summarized as follows:
Step 0: Many individual solutions are generated randomly to form an initial population. Let n=0;
Step 1: Calculate fitness of every chromosome. And save the best chromosome;
Step 2: Selection;
Step 3: Perform crossover and mutation for the n th generation. Calculate the fitness of every chromosome, replace the worst chromosome with the chromosome saved before, and save the best so far;
Step 4: If the termination criterion is met, then terminate. Otherwise, set n=n+1. Return to Step 2.
Fitness values in
Step 1 and Step 2 are got by solving the UE model for every chromosome. Frank-Wolfe method is used to solve UE model, in which CPLEX is used to get search direction, and an improved golden section method (Yuan, 1997 ) is used to get search pace. Calculate the upper-level objective function based on flows got from UE model. Set the fitness of a chromosome equal to the reciprocal of the upper-level objective function value. In Step 4, termination criterion can be based on the number of iteration or of fitness. The second criterion is adopted to stop the algorithm in this paper (Zhou, 2002; Liu, 1998) .
Performance of genetic algorithm
In order to prove the performance of genetic algorithm, the example used in Gao (2005) is solved with genetic algorithm. For every budget, the solution solved with genetic algorithm is the same as the solution got in Gao (2005) , and the upper-level objective function values are shown in Table 3: Table 3 . Objective function values got with GBD method (Gao, 2005) From the result in Table 3 , performance of genetic algorithm can be certified.
Solve the uncertain model with GA
Here the random variables are assumed to obey standard normal distributions independently. The model is solved with the GA above, and the result is shown in Table 4 : 
B=10
100000(7) 100000(7) 100000(7) 100000(7) 100000(7) 100000 ( As is it shown in Table 4 , the solution of the uncertain model with 5 . 0 is the same as the solution of the deterministic model. The greater the is, the greater the difference between two solutions will be. In fact, the uncertain constraint can be transformed into a deterministic one, that is: 0 is equal to the condition of fixed road costs, probability that a solution got from the deterministic model will be excluded by the uncertain model is 5 . 0 . Generally, these excluded solutions are infeasible in actually.
Conclusion and prospection
The previous researches on DNDP are based on deterministic road construction costs. In fact, road construction costs are uncertain because of many factors. In this paper, we introduce random variables to represent road construction costs, build a bi-level programming model based on stochastic programming theory, and solve the model with improved genetic algorithm. The uncertain model proposed in this paper can decrease the probability that road cost beyond budget effectively, and get reasonable budget decision. Genetic algorithm used in this paper can help us get a global optimal solution, but it costs much time. In the future, the model with both of uncertain traffic demand and uncertain road construction costs and an more effective algorithm will be studied.
