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Abstract—This paper investigates the design of self-triggered
controllers for networked control systems (NCSs), where the
dynamics of the plant is unknown apriori. To deal with the
unknown transition dynamics, we employ the Gaussian process
(GP) regression in order to learn the dynamics of the plant. To de-
sign the self-triggered controller, we formulate an optimal control
problem, such that the optimal pair of the inter-communication
time step and control input can be determined based on the
GP dynamics of the plant. Moreover, we provide an overall
implementation algorithm that jointly learns the dynamics of the
plant and the self-triggered controller based on a reinforcement
learning framework. Finally, a numerical simulation illustrates
the effectiveness of the proposed approach.
Index Terms—Event-triggered/self-triggered control, Optimal
control, Gaussian process regression.
I. INTRODUCTION
In networked control systems (NCSs), sensors, actua-
tors, and controllers reside in multiple areas linked by
wired/wireless communication network. Due to the progress
in communication technology and many practical advantages
such as a low-cost maintenance and flexibility for mod-
ifications, NCSs have been developed in a wide variety
of applications, including manufacturing plants, autonomous
robots/vehicles, traffic networks, to name a few [1]. In recent
years, event-triggered and self-triggered control have been
attracted much attention and are known to be useful strategies
for the NCSs [2]. This is due to the fact that, it leads to
the potential saving of resources that are present in NCSs,
such as a limited battery capacity or a limited communication
bandwidth, by transmitting sensor measurements over the
communication network only when it is needed. So far, various
event/self-triggered controllers have been proposed in the
literature, see, e.g., [3] for survey papers. Early works consider
designing event/self-triggered control based on input-to-state
stability (ISS) or L2-gain performance [4]–[6]. More recently,
event-triggered control has been formulated as the hybrid
dynamical systems [7], [8]. In addition, some approaches to
combine event/self-triggered control and optimal control have
been also provided in recent years [9]–[17].
In the aforecited event-triggered and self-triggered control
framework, it is generally assumed that the transition dynam-
ics, which represents the underlying model of the plant, is
known apriori. This implies that, when the event/self-triggered
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controllers are applied to the real world (actual) control sys-
tems, the resulting performance is heavily dependent on how
the system model is accurate with respect to the true dynamics.
However, it may be the case in practice when an accurate
model of the plant is hard to obtain based on the first principles
from physics, due to the fact that the dynamics is complex and
highly nonlinear. Examples include mechanical systems [18],
autonomous vehicles [19], power consumption of multi-story
buildings [20], periodic errors in astrophotography systems
[21], to name a few.
Motivated by the above, in this paper we investigate the
design of a novel self-triggered controller for NCSs, where the
dynamics of the plant is assumed to be unknown apriori. To
this end, we make use of the Gaussian process (GP) regression
[22] in order to learn the dynamics of the plant. The use of GP
offers many benefits, such as the ability to incorporate prior
knowledge about the model (e.g., smoothness, periodicity)
by selecting suitable kernel functions, as well as the ability
to provide uncertainty of the model for prediction values.
To design the self-triggered controller, we first formulate an
infinite horizon optimal control problem, such that both the
cost for control performance and the communication cost can
be taken into account. We then provide an approach to solving
the optimal control problem, from which both the optimal
inter-communication time step and the control input for each
state can be determined based on the GP dynamics of the
plant. In particular, a moment matching technique is employed
to approximate predictive distribution of states under constant
control inputs. Finally, we provide an overall implementation
algorithm that jointly learns the dynamics of the plant, learns
the self-triggered controller, and executes the self-triggered
controller in a reinforcement learning framework.
Our approach is related to several techniques that have been
provided in the literature. Using the GP in control community
has been attracted much attention in recent years [18]–[21],
[23]–[26]. In particular, our approach is related to the ones
based on optimal control framework, see, e.g., [19]–[21], [24]–
[26]. For example, in [19], the authors have utilized the GP
model to learn the dynamics of the plant, and they have
formulated a model predictive control (MPC), in which the
optimal control problem is solved for each time step based on
the knowledge about the dynamics learned by the GP. In con-
trast to these previous methods, we provide an approach that
jointly learns the dynamics of the plant and the self-triggered
controller, aiming at reducing the number of communication
time steps for NCSs. As previously mentioned and will be
clearer in later sections, this is achieved by formulating a
value iteration algorithm, such that the optimal pair of the
ar
X
iv
:1
90
9.
00
17
8v
1 
 [e
es
s.S
Y]
  3
1 A
ug
 20
19
2control input and the inter-communication time steps can be
determined for each state based on the GP dynamics of the
plant. With regard to the event/self-triggered control, some
model-free or model-based approaches with unknown transi-
tion dynamics have been proposed [27]–[33]. For example, in
[28], the authors have proposed a deep reinforcement learning
framework to design the event-triggered control. In contrast to
these previous approaches, we make use of the GP model to
learn the dynamics of the plant as well as the self-triggered
controller.
Notation. Throughout the paper, we make use of the
following notations. Let N, N≥0, N>0, Na:b be the set of
integers, non-negative integers, positive integers, and the set
of integers in the interval [a, b], respectively. Let R, R≥0,
R>0 be the set of reals, non-negative reals and positive reals,
respectively. For a square matrix Q, we use Q  0 to
denote that Q is positive definite. Let diag(a1, a2, . . . , aN )
be the diagonal matrix whose (diagonal) elements are given
by a1, . . . , aN ∈ R. Moreover, let Blkdiag(A1, A2, . . . , AN )
be the block diagonal matrix that consists of a set of matrices
A1, . . . , AN .
II. PRELIMINARIES OF GAUSSIAN PROCESS REGRESSION
In this section, we provide some basic concepts and useful
properties of the Gaussian process (GP) regression. Consider
a nonlinear function h : Rn → R expressed as
y = h(x) + ε, (1)
where x ∈ Rn is the input, y ∈ R is the output, and ε ∼
N (0, σ2ε) is the Gaussian distributed white noise. In the GP
regression, we assume that the function h follows the GP. That
is, for every set of a finite (or possibly infinite) number of
inputs xi ∈ Rn, i = 1, . . . , N , the joint probability of the
corresponding set of outputs y = [y1, y2, . . . , yN ]T follows the
multivariate Gaussian distribution, i.e., y ∼ N (0,K), where
K ∈ RN×N is the covariance matrix. In the GP regression,
it is assumed that the covariance matrix is characterized by
Kij = k(xi,xj), where Kij is the (i, j)-component of K and
k : Rn × Rn → R≥0 is the positive definite kernel function.
In this paper, we assume that the kernel function k is given
by the squared exponential covariance function:
k(xi,xj) = α
2 exp
(
−1
2
(xi − xj)TΛ−1(xi − xj)
)
, (2)
where Λ = diag
(
λ21, . . . , λ
2
N
)
and {α, λ1, . . . λN} are the
hyper-parameters. For a given set of input-output training data
D = {xn, yn}Nn=1, the predictive distribution of the output
for a new test input x follows the Gaussian distribution, i.e.,
p(y|x,D) = N (µ(x), σ(x)). Here the mean and the variance
are given by
µ(x) = kT∗ (x)(K + σ
2
εI)
−1y, (3)
σ(x) = k(x,x)− kT∗ (x)(K + σ2εI)−1k∗(x), (4)
where y = [y1, y2, . . . , yN ]T and
k∗(x) = [k(x,x1), . . . , k(x,xN )]
T
. (5)
Plant
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Fig. 1. Networked Control System.
Suitable selections of the hyper-parameters {α, λ1, . . . λN} are
given by evidence maximization, see, e.g., [22]. For simplicity
of presentation, we write h ∼ GP if the function h follows
the GP.
III. PROBLEM STATEMENT
A. Dynamics
We consider a networked control system (NCS) illustrated
in Fig. 1. As shown in the figure, the controller and the learning
agent are connected to the plant over the communication
network. Roughly speaking, the learning agent is responsible
for learning the dynamics of the plant as well as the optimal
control and communication policies. On the other hand, the
controller is responsible for transmitting the control inputs to
operate the plant based on the control and communication
policies derived by the learning agent. This implementation
will be formally given later in this paper. Throughout the
paper, we assume that the communication network is ideal;
it induces neither packet dropouts nor any network delays.
The dynamics of the plant is given by the following non-
linear systems:
xk+1 = f(xk,uk), uk ∈ U, (6)
for all k ∈ N≥0, where xk ∈ Rnx is the state, uk ∈ Rnu
is the control input, U ⊂ Rnu is the set of control inputs,
and f : Rnx × Rnu → Rnx is the transition dynamics that is
assumed to be unknown apriori. While the transition dynamics
is unknown, it is assumed here that the equilibrium point is
known; without loss of generality, we assume that the origin
has the equilibrium point, i.e., 0 = f(0,0). The control goal
is to stabilize the system towards the origin.
Since f is unknown apriori, we consider that each com-
ponent of the unknown function, i.e., fi, i ∈ N1:nx (f =
[f1, f2, . . . , fnx ]
T) is modeled by the GP. That is, fi is learned
from the input-output training data Di = {X,yi}, where
X =
[[
x∗0
u∗0
]
,
[
x∗1
u∗1
]
, . . . ,
[
x∗N−1
u∗N−1
]]
, (7)
yi = [x
∗
i,1, x
∗
i,2, . . . , x
∗
i,N ]
T. (8)
In (7) and (8), N ∈ N>0 denotes the number of training data
points, [x∗n
T,u∗n
T], n ∈ N1:N are the training inputs following
the dynamics (6) (i.e., x∗n+1 = f(x
∗
n,u
∗
n), n ∈ N0:N−1), and
x∗i,n, i ∈ N1:nx is the i-th element of x∗n as the set of training
outputs. We denote by ki(·, ·), Ki and {αi, λi,1, . . . , λi,N} the
kernel function, covariance matrix and the hyper-parameters
for the GP model of fi, respectively. Moreover, we denote
by µi(x,u), σi(x,u) the mean and the covariance for the
3GP model of fi with an arbitrary test input x˜ = [xT,uT]T,
respectively, i.e.,
µi(x,u) = k
T
∗,i(x˜)(Ki + σ
2
εI)
−1yi, (9)
σi(x,u) = ki(x˜, x˜)− kT∗,i(x˜)(Ki + σ2εI)−1k∗,i(x˜), (10)
where k∗,i(x) = [ki(x,x1), . . . , ki(x,xN )]
T. That is, letting
f̂i be the GP model of fi, we have
f̂i(x,u) ∼ N (µi(x,u), σi(x,u)) . (11)
Then, the overall GP model for f = [f1, f2, . . . , fnx ]
T is given
by
f̂(x,u) ∼ N (µ(x,u),Σ(x,u)) , (12)
where f̂ = [f̂1, f̂2, . . . , f̂nx ]
T and
µ(x,u) = [µ1(x,u), . . . , µnx(x,u)]
T
, (13)
Σ(x,u) = diag (σ1(x,u), . . . , σnx(x,u)) . (14)
B. Overview of the self-triggered controller
Let us now define the control and communication policies.
First, let ki, i = 0, 1, 2, . . . with k0 = 0 and ki+1 > ki,
∀i ∈ N≥0 be the communication time steps when the plant
transmits the state xki to the controller. In addition, let mi ∈
N>0, i ∈ N≥0 be the corresponding inter-communication time
steps, i.e., mi = ki+1 − ki, ∀i ∈ N≥0. In this paper, we
implement a self-triggered controller [2], aiming at reducing
the number of communication time steps between the plant and
the controller. That is, we aim at designing the (deterministic)
policies pi = {piinp, picom}, where
• piinp : Rnx → Rnu is the control policy, which is
a mapping from the state to the corresponding control
input;
• picom : Rnx → N1:M is the communication policy, which
is the mapping from the state to the corresponding inter-
communication time steps.
Here, M ∈ N>0 denotes the maximum inter-communication
time step, which means that inter-communication time step
does not exceed M . This parameter is a user-defined parameter
and is chosen apriori in order to formulate the optimal control
problem. The basic procedure of the self-triggered controller
is summarized as follows: for each ki, i ∈ N≥0,
[Step 1] the plant measures the state xki and transmits xki to
the controller;
[Step 2] the controller computes the control input and the
inter-communication time steps as uki = piinp(xki)
and mi = picom(xki);
[Step 3] the controller transmits {uki ,mi} to the plant, and
the plant applies uki constantly until the next com-
munication time, i.e., uk = uki , ∀k ∈ Nki,ki+1−1,
where ki+1 = ki +mi;
C. Cost function to be minimized
In this paper, we consider the following infinite-horizon cost
function to be minimized:
Jpi(xki) =
∞∑
`=i+1
Epixk`
[
C1(xk`) + γC2(m`)
]
, (15)
where Epix[·] denotes the expectation with respect to x, C1 :
Rnx → R≥0 represents the stage cost for the state, C2 :
N1:M → R≥0 represents the communication cost that aims
to penalize the inter-communication time steps, and γ > 0 is
the weight associated to the communication cost. We assume
that the cost for the state is characterized by polynomials or
exponential functions. For example, exponential type of the
cost function is given by
C1(xk`) = 1− exp
{
−1
2
xTk`Qxk`
}
, (16)
where Q  0 is a given positive definite matrix. Moreover,
polynomial cost functions include quadratic type:
C1(xk`) = x
T
k`
Qxk` . (17)
As will be clearer, the above characterizations will allow us to
provide analytical computations of the integrals with respect
to the Gaussian probability distribution.
The communication cost is characterized as follows:
C2(m`) = M −m`. (18)
Recall that M is the maximum inter-communication time
steps, i.e., m` ≤ M,∀` ∈ N. Hence, the total cost function
defined in (15) aims at taking the cost of the control perfor-
mance and the communication into account, and the parameter
γ regulates the trade-off between them.
As will be formalized in later sections, we design the op-
timal control and communication policies pi = {piinp, picom},
such that (15) is minimized. Note that, since the function f is
unknown apriori and is learned by the GP, we will make use
of the GP model f̂ (see (12)) in order to derive the optimal
solution; for details, see Section V.
IV. APPROXIMATING MULTIPLE-AHEAD PREDICTIONS
UNDER CONSTANT CONTROL SIGNALS
Suppose that, for given GP model f̂ and a pair (xk,u) ∈
Rnx × U , we aim at computing the predictive distribu-
tion of the states with the constant control input u, i.e.,
p(xk+1|xk,u), p(xk+2|xk,u), . . ., where xk+m, m ∈ N>0
represent the state from xk by applying u constantly for m
time steps. In this paper, we employ a moment matching tech-
nique [34] in order to approximate the predictive distributions
by the Gaussian distribution. Since the functions fi, i ∈ N1:nx
are modeled by the GP, the predictive distribution of the
state for k + 1 is given by p(xk+1|xk,u) = N (µk+1,Σk+1),
where µk+1 = µ(xk,u), Σk+1 = Σ(xk,u) with
µ(xk,u) = [µ1(xk,u), . . . , µnx(xk,u)]
T (19)
Σ(xk,u) = diag (σ1(xk,u), . . . , σnx(xk,u)) . (20)
Here, µi(·), σi(·) (i ∈ N1:nx ) are given by (9) and (10),
respectively. Now, suppose that we would like to compute
the distribution of the predictive state for general k + m,
m = 2, 3, . . .. To this end, suppose that the predictive distri-
bution of xk+`, ` ∈ N1:m−1 is approximated by the Gaussian,
i.e., p(xk+`|xk,u) ≈ N (µk+`,Σk+`). Then, the predictive
4distribution for k + `+ 1 can be derived as follows:
p(xk+`+1|xk,u)
=
∫
p(x˜k+`|xk,u)p(xk+`+1|x˜k+`,xk,u)dx˜k+`,
=
∫
p(x˜k+`|xk,u)p(xk+`+1|x˜k+`)dx˜k+`, (21)
where we let x˜k+` = [xTk+`,u
T
k+`]
T and uk+` denotes the con-
trol input applied at k+`. Since the analytical computation of
the integral in (21) cannot be given, we compute the mean and
the covariance of the right hand side of (21) and approximate
p(xk+`+1|xk,u) by the Gaussian distribution. The integral in
(21) involves the joint distribution p(x˜k+`|xk,u), which is
further computed as
p(x˜k+`|xk,u) = p(xk+`,uk+`|xk,u)
= p(xk+`|xk,u)p(uk+`|u,xk+`)
Since u is applied constantly, it follows that uk+` = u, i.e.,
p(uk+`|u,xk+`) = p(uk+`|u) = Dirac(uk+` − u), where
Dirac(·) denotes the Dirac delta function. Hence, (21) leads
to
p(xk+`+1|xk,u)
=
∫
p(xk+`|xk,u)p(uk+`|u)p(xk+`+1|x˜k+`)dx˜k+`
=
∫
p(xk+`|xk,u)p(xk+`+1|xk+`,u)dxk+`, (22)
where p(xk+`|xk,u) ≈ N (µk+`,Σk+`). Moreover, using
the GP model in (12), we have p(xk+`+1|xk+`,u) ≈
p(f̂(xk+`,u)|xk+`,u) = N (µ(xk+`,u),Σ(xk+`,u)), where
µ(xk+`,u) = [µ1(xk+`,u), . . . , µnx(xk+`,u)]
T
,
Σ(xk+`,u) = diag (σ1(xk+`,u), . . . , σnx(xk+`,u)) .
In the above, µi(·) and σi(·) (i ∈ N1:nx ) are computed
according to (9) and (10), respectively.
Based on the above, let us compute the mean and the
covariance of the right hand side of (22). From (22), the mean
of p(xk+`+1|xk,u) is given by
µk+`+1 = Exk+`
[
Exk+`+1 [xk+`+1|xk+`,u]
]
= Exk+` [µ(xk+`,u)]
=
∫
p(xk+`|xk,u)µ(xk+`,u)dxk+`
=
∫
N (µk+`,Σk+`)µ(xk+`,u)dxk+`. (23)
The integral in (23) can be computed analytically and is
given by µi,k+`+1 = βTi ηi, where µi,k+`+1 denotes the
i-th component of µk+`+1, βi = (Ki + σ
2
εI)
−1yi and
ηi = [ηi,1, ηi,2, . . . , ηi,N ] with
ηi,n = α
2
i
∣∣∣(Λi)−1Σ˜k+` + I∣∣∣−1/2
× exp
(
−1
2
(µ˜k+` − x˜∗n)T(Λi + Σ˜k+`)−1(µ˜k+` − x˜∗n)
)
,
for all i ∈ N1:nx , n ∈ N1:N . In the above, we let
µ˜k+` = [µ
T
k+`,u
T]T, x˜∗n = [x
∗
n
T,u∗n
T]T (recall that x∗n,
u∗n are the n-th training input defined in (7)), and Σ˜k+` =
Blkdiag (Σk+`,0nu×nu) with 0nu×nu being the nu × nu
zero matrix. The covariance matrix Σk+`+1 can be obtained
by considering diagonal elements σi,k+`+1 and off-diagonal
elements σij,k+`+1, i 6= j (see, e.g., [34]). The diagonal
elements are given by
σi,k+`+1 = Exk+`
[
Varxk+`+1 [xi,k+`+1|xk+`,u]
]
+ Varxk+`
[
Exk+`+1 [xi,k+`+1|xk+`,u]
]
= Exk+`
[
Varxk+`+1 [xi,k+`+1|xk+`,u]
]
+ Exk+`
[
E2xk+`+1 [xi,k+`+1|xk+`,u]
]
− µ2i,k+`+1
= βTi Liβi + α
2
i − Tr
(
(Ki + σ
2
εI)
−1Li
)
+ σ2ε − µ2i,k+`+1, (24)
where Varx[·] is the variance with respect to x, Li is the
N ×N matrix, whose (p, q)-component (denoted as Li,pq) is
given by
Li,pq = |Ri|−1/2 ki(x˜∗p, µ˜k+`)ki(x˜∗q , µ˜k+`)
× exp
(
2Λ−2i (x˜
∗
pq)
T
(Σ˜
−1
k+` + 2Λ
−1
i )
−1x˜∗pq
)
,
where x˜∗pq =
1
2 (x˜
∗
p + x˜
∗
q)− µ˜k+`, Ri = 2Λ−1i Σ˜k+` + I . The
off-diagonal elements are given by
σij,k+`+1 = β
T
i Lijβj − µi,k+`+1µj,k+m+1, (25)
where Lij is the N × N matrix, whose (p, q)-component
(denoted as Lij,pq) is given by
Lij,pq = |Rij |−1/2 ki(x˜∗p, µ˜k+`)kj(x˜∗q , µ˜k+`)
× exp
(
−1
2
(
x˜∗pq,ij
)T (
Λ−1i + Λ
−1
j + Σ˜
−1
k+`
)−1
x˜∗pq,ij
)
,
where Rij = (Λ−1i + Λ
−1
j )Σ˜k+` + I and
x˜∗pq,ij = Λ
−1
i (x˜
∗
p − µ˜k+`) + Λ−1j (x˜∗q − µ˜k+`). (26)
Based on the above, we can approximate p(xk+`+1|xk,u) by
the Gaussian distribution as
p(xk+`+1|xk,u) ≈ N (µk+`+1,Σk+`+1). (27)
Hence, by recursively applying the above procedure for all
` = 1, . . . ,m− 1, we can approximate p(xk+m|xk,u) by the
Gaussian distribution.
V. APPROXIMATE VALUE ITERATION
In this section, we provide an approach to deriving the
optimal self-triggered controller that minimizes (15), provided
the GP model of the transition dynamics (12) is given. Let
J∗(xki) = minpi J
pi(xki). From (15), the corresponding
Bellman equation is given by
J∗(xki)
= min
uki ,mi
{
Exki+1
[
C(xki+1 ,mi+1) + J
∗(xki+1)
]}
, (28)
where C(x,m) = C1(x) + γC2(m). Since the state space
Rnx and the input space U for the dynamics in (6) are both
infinite, deriving an explicit solution to (28) is in general
5intractable. Thus, we derive an approximated solution to (28)
by employing a finite number of representative points in
the state space and the input space, which are denoted as
xR,1,xR,2, . . . ,xR,NX ∈ Rnx and uR,1,uR,2, . . . ,uR,NU ∈
U , respectively, with NX and NU being the number of repre-
sentative points. For simplicity of presentation, we let XR =
{xR,0,xR,1, . . . ,xR,NX}, UR = {uR,1,uR,2, . . . ,uR,NU }.
The optimal cost function (denoted as Ĵ∗) and the optimal
control policy (denoted as pi∗inp) are then approximated by the
exponential Radial Basis Functions (RBFs):
Ĵ∗(x) =
NX∑
n=1
wJ,n exp
(
− 1
2σ2J
‖x− xR,n‖2
)
, (29)
pi∗inp(x) =
NX∑
n=1
wu,n exp
(
− 1
2σ2u
‖x− xR,n‖2
)
, (30)
where {wJ,n}NXn=1, {wu,n}NXn=1 are the weights and σJ , σu
are the width of the RBFs for Ĵ∗ and pi∗inp, respectively,
which are the hyper-parameters to be designed and will be
updated during the algorithm. Moreover, the optimal commu-
nication policy is approximated by pi∗com(x) = Jpi′com(x)K,
where JaK denotes the closest positive integer to a (i.e.,JaK = arg minj{|a− j| : j ∈ N>0} ) and
pi′com(x) =
NX∑
n=1
wc,n exp
(
− 1
2σ2c
‖x− xR,n‖2
)
. (31)
Here, {wc,n}NXn=1 and σc are the hyper-parameters to be
updated.
The iterative procedure to solve (28) follows the so-called
value iteration [35], which is summarized in Algorithm 1. As
shown in the algorithm, for each x ∈ XR, we compute
D(x,u,m) for all u ∈ UR and m ∈ N1:M , which are
specifically defined as
D(x,u,m) = Exm
[
C1(xm) + γC2(m
′) + Ĵ∗(xm)
]
=
∫
p(xm|x,u)C1(xm)dxm (33)
+ γ
∫
p(xm|x,u)C2(m′)dxm (34)
+
∫
p(xm|x,u)Ĵ∗(xm)dxm (35)
where xm is the state that is reached from x by applying u
constantly for m time steps, m′ is the inter-communication
time steps determined for the state xm, i.e., m′ = pi∗com(xm).
As shown in (33)–(35), it is required to compute the dis-
tribution p(xm|x,u), as well as the three expected values
(integrals) with respect to this distribution. In what follows,
we provide a detailed way of computing these three terms.
(Computation of p(xm|x,u)): The term p(xm|x,u) is the
predictive distribution of the state from x by applying u
constantly for m time steps, which can be indeed approx-
imated by the moment matching technique as discussed in
Section IV. That is, we can approximate the distribution as
p(xm|x,u) ≈ N (µm,Σm), where µm and Σm denote the
mean and the covariance of p(xm|x,u) that are computed by
Algorithm 1 Approximate value iteration to derive the self-
triggered controller
1: Initialize the hyper-parameters to represent pi∗com, pi
∗
inp and
Ĵ∗;
2: for Iteration = 1 : Nite do
3: for all x ∈XR do
4: D∗(x)←∞;
5: for all (u,m) ∈ UR × N1:M do
6: Compute D(x,u,m) as follows:
D(x,u,m)
←− Exm
[
C1(xm) + γC2(m
′) + Ĵ∗(xm)
]
;
7: if D(x,u,m) < D∗(x) then
8: D∗(x)← D(x,u,m);
9: u∗(x)← u;
10: m∗(x)← m;
11: end if
12: end for
13: end for
14: Update the hyper-parameters to represent pi′com, pi
∗
inp
and Ĵ∗ by using the new training data:
{xR,n, D∗(xR,n)}NXn=1 , {xR,n,u∗(xR,n)}NXn=1 ,
{xR,n,m∗(xR,n)}NXn=1 ; (32)
15: end for
following the technique described in Section IV.
(Computation of (33)): Using the Gaussian approximation
of p(xm|x,u), the first term (33) is given by∫
p(xm|x,u)C1(xm)dxm
≈
∫
N (µm,Σm)C1(xm)dxm. (36)
Since we assume that C1 is characterized by polynomials or
exponential, we can analytically compute the integral in (36).
For example, if C1 is given by (16), the integral in (36) further
leads to∫
N (µm,Σm)C1(xm)dxm
= 1−
∫
N (µm,Σm) exp
{
−1
2
xTmQxm
}
dxm
= 1− δ(µm,Σm)
where δ(·) is given by δ(µm,Σm) = |I + ΣmQ|−
1
2
exp
(− 12µmQ(I + ΣmQ)−1µm).
(Computation of (34)): The second term (34) can be com-
6puted as∫
p(xm|x,u)C2(m′)dxm
=
∫
p(xm|x,u)(M − pi∗com(xm))dxm
= M −
∫
p(xm|x,u)pi∗com(xm)dxm. (37)
which requires to compute
∫
p(xm|x,u)pi∗com(xm)dxm. Us-
ing (31), we approximate this term as follows:∫
p(xm|x,u)pi∗com(xm)dxm
≈
∫
p(xm|x,u)pi′com(xm)dxm
=
NX∑
n=1
wc,nδc,n(µm,Σm) (38)
where δc,s(·) is given by δc,s(µm,Σm) = |I + σ−2c Σm|−
1
2
exp
(
− 12σ2c (µm − xR,n)
T(I + Σmσ
−2
c )
−1(µm − xR,n)
)
.
(Computation of (35)): The third integral (35) can be
approximated in a similar manner to the computation of (34).
From (29) and using p(xm|x,u) ≈ N (µm,Σm), we have∫
p(xm|x,u)Ĵ∗(xm)dxm =
NX∑
n=1
wJ,nδJ,n(µm,Σm), (39)
where δJ,n(·) is given by δJ,n(µm,Σm) = |I + σ−2J Σm|
exp
(
− 1
2σ2J
(µm − xR,n)T(I + Σmσ−2J )−1(µm − xR,n)
)
.
As shown in the algorithm (line 3–line 10), for each x ∈XR
we pick the smallest value among D(x,u,m), u ∈ UR,
m ∈ N1:M , as well as the corresponding pair of the control
input and inter-communication time steps, which we denote
by D∗(x), u∗(x), and m∗(x), respectively. Consequently, we
obtain {D∗(xR,n),u∗(xR,n),m∗(xR,n)}NXn=1, and these are
used as the new training data to update the hyper-parameters of
Ĵ∗, pi∗inp, pi
′
com in (29), (30), (31). For example, Ĵ
∗ is updated
by using the training data {xR,n, D∗(xR,n)}NXn=1, where xR,n,
n ∈ N1:NX are the training inputs and D∗(xR,n), n ∈ N1:NX
are the training outputs.
VI. IMPLEMENTATION
In this section, we provide an overall implementation al-
gorithm that jointly learns the dynamics of the plant, learns
the self-triggered controller, and executes the self-triggered
controller based on a reinforcement learning framework.
The overall algorithm is summarized in Algorithm 2. Since
we assume that the learning agent has no knowledge about
the dynamics of the plant, we set the communication pol-
icy as pi∗com(x) ← 1, ∀x ∈ Rnx (i.e., communication is
given at every time step), so that the learning agent can
efficiently collect the training data and learn the dynamics of
the plant at the initial phase. For each episode, we implement
the following two parts; execution/exploration phase, and
learning phase. During the execution/exploration phase, the
Algorithm 2 Overall reinforcement learning algorithm.
Input: xinit (initial state), Nepi (number of episodes), ε ∈
[0, 1) (threshold for the greedy policy);
Output: pi∗inp, pi∗com (approximated optimal control and com-
munication policies);
1: Initialize the hyper-parameters to represent pi∗inp, and set
pi∗com(x)← 1, ∀x ∈ Rnx ;
2: X← {}, ∀i ∈ N1:nx ;
3: yi ← {}, ∀i ∈ N1:nx ;
4: Di ← {X,yi}, ∀i ∈ N1:nx (initialize the training data);
5: for Episode = 1 : Nepi do
6: `← 0;
7: k` ← 0;
8: xk` = xinit;
9: The plant transmits xk` to the controller;
10: [Execution/Exploration phase]
11: for ` = 0 : Nmax − 1 do
12: Sample r ∼ Uniform[0, 1];
13: if r < ε then
14: m` ← 1;
15: Select uk` randomly from U ;
16: else
17: uk` ← pi∗inp(xk`);
18: m` ← pi∗com(xk`);
19: end if
20: end for
21: k`+1 ← k` +m`;
22: The controller transmits {uk` ,m`} to the plant;
23: The plant applies uk` constantly for m` time steps and
transmit xk`+1 to the controller;
24: if m` = 1 then
25: X← {X ∪ [xTk` ,uTk` ]T};
26: yi ← {yi ∪ xk`+1,i}, ∀i ∈ N1:nx ;
27: Di ← {Di ∪ {X,yi}};
28: end if
29: [Learning phase]
30: The learning agent learns the GP model of the plant by
using the new training data D = {Di}nxi=1;
31: The learning agent executes Algorithm 1 to update the
(approximated) optimal policies pi∗inp, pi
∗
com;
32: end for
controller implements the self-triggered controller in an ε-
greedy fashion. In the algorithm, Uniform(0, 1) (line 12) is
a function that generates a random real number from the
interval [0, 1] according to the uniform distribution. That is,
with the probability ε, a random control input with the one
step inter-communication time step is sampled, and, otherwise,
the computed optimal control and communication policies are
chosen to be executed. Here, the one step inter-communication
time step is chosen (with the probability ε) so that the learning
agent is able to utilize the consecutive states (i.e., xk` , xk`+1
with k`+1 = k` + 1) to update the GP model of f . In the
learning phase, the learning agent utilizes the new training
data D to update the GP model of the plant, and compute the
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(a) State trajectories.
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Fig. 2. Simulation results by applying Algorithm 2. Fig. 2(a) illustrates the
state trajectories by applying Algorithm 2 after Episode = 1 (red dotted) and
50 (blue solid). Fig. 2(b) illustrates the corresponding inter-communication
time steps (Episode = 100).
(approximated) optimal control and communication policies
according to Algorithm 1.
VII. SIMULATION RESULTS
In this section, we illustrate the effectiveness of the proposed
approach through a simulation example. The simulation was
conducted on Matlab 2016a under Windows 10, Intel(R)
Core(TM) i7 4.20 GHz, 32 GB RAM. As a simulation exam-
ple, we consider a control problem of an inverted pendulum,
whose dynamics is governed by
x1,k+1 = x1,k + ∆x2,k
x2,k+1 = x2,k + ∆(sinx1,k − x2,k + uk),
where x1,k and x2,k with xk = [x1,k;x2,k] are the states that
represent the angular position and the velocity of the mass,
uk ∈ R is the control input, and ∆ = 0.2 denotes the sampling
time interval. It is assumed that U = [−1.5, 1.5] and the
initial state is given by xinit = [x1,0;x2,0] = [1.0; 0.2]. The
maximum inter-communication time step is M = 10, and the
representative points for the state space to solve (28) is selected
by the grid points in the set X = [−1.6, 1.6]×[−1.6, 1.6] with
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Fig. 3. State trajectories from random initial states by applying the derived
self-triggered controller.
the interval 0.4, i.e., XR = [X]0.4. The representative points
for the input space is given by UR = [U ]0.3. We use the
exponential type for the stage cost in (16) with Q = I2, and
we set γ = 0 for the cost function in (15).
Fig. 2(a) illustrates the trajectories of the states by applying
the self-triggered controller obtained by Algorithm 2 with
Episode = 1 (red dotted) and 100 (blue solid). The figures
illustrate that, while the state diverges at the initial learning
phase, it is indeed stabilized towards the origin as the num-
ber of episode increases. The computed inter-communication
time steps corresponding to the simulation result in Fig. 2(a)
(Episode = 100) are illustrated in Fig. 2(b), which shows
that the communication is given aperiodically according to
the derived self-triggered controller. Note that, even for the
case γ = 0, communication reduction can be potentially
achieved by minimizing (15). This is due to the fact that
the total cost in (15) is defined by summing the stage costs
only for the communication time steps, i.e., the cost will be
accumulated only when the communication is given. Hence,
reducing the number of communication leads to the reduction
of the total cost, and, therefore, minimizing (15) leads to the
communication reduction even for the case γ = 0.
To indicate the robustness of the derived self-triggered
controller, we also illustrate in Fig. 3 several trajectories from
different initial states around xinit. The figure illustrates that
the states are indeed stabilized to the origin regardless of the
deviation of the initial states.
To analyze the effect of γ, we illustrate in Fig. 4(a) and
Fig. 4(b) the resulting state trajectories under different selec-
tions of γ (γ = 0.01, 0.02, 0.05), and the corresponding inter-
communication time steps, respectively. Here, Algorithm 2 has
been implemented for each γ with 100 episodes (Nepi = 100).
From Fig. 4(b), it is shown that larger inter-communication
time steps are more likely to be selected as γ is selected
larger. This is due to the fact that, by selecting larger γ, it will
penalize more for the communication cost. Note that, for the
case γ = 0.05, the resulting state trajectory converges farther
from the origin than for the other cases (while it achieves
8(a) State trajectories with γ = 0, 0.01, 0.05.
(b) Inter-communication time steps with γ = 0, 0.01, 0.05.
Fig. 4. Simulation results with different selections of γ (γ = 0, 0.01, 0.05).
larger inter-communication time steps), which may be due to
the fact that achieving large inter-communication time steps is
too emphasized.
Finally, to analyze the effect of the maximum inter-
communication time steps, we illustrate in Table I the number
of communication time steps over the time interval k ∈ [0, 40]
with different selection of M , as well as the corresponding
total execution time [s] after completing 100 episodes. From
the table, we can achieve a more communication reduction
by increasing the parameter M , while, on the other hand,
it requires a heavier computation load for the algorithm to
be terminated. The increase of the execution time is due to
the derivation of D(x,u,m) in Algorithm 1; the number of
evaluations to compute D(x,u,m) increases as M increases.
Hence, it is shown that there exists a tradeoff between the
communication load for NCSs and the computation load of
Algorithm 2, and such tradeoff can be regulated by tuning M .
VIII. CONCLUSION AND FUTURE WORK
In this paper, we investigate the self-triggered controller
for NCSs with the unknown transition dynamics. To this
end, we use the GP to learn the dynamics of the plant. We
TABLE I
THE NUMBER OF COMMUNICATION TIME STEPS AND THE TOTAL
EXECUTION TIME.
M 1 5 10
Communication instances 40 16 14
Execution time [s] 1730 9520 19440
first formulate an optimal control problem, such that both
the cost for the control performance and the communication
cost can be taken into account. Then, we illustrate that the
optimal control problem can be solved via a value iteration
algorithm, in which the optimal pair of the control input
and the inter-communication time steps can be determined
based on the GP model of the plant. Then, we provide
overall reinforcement learning algorithm that jointly learns
the dynamics and execution of the self-triggered controller
implemented by the controller and the learning agent. Finally,
a numerical simulation is given to illustrate the effectiveness
of the proposed approach.
When solving the value iteration algorithm (Algorithm 1),
for each representative point of the state, input, and the inter-
communication time step (x,u,m) ∈ XR × UR × N1:M ,
the corresponding value of D(x,u,m) needs to be computed.
Since the number of representative points to precisely ap-
proximate the optimal solution needs to be larger as the state
(input) dimension increases, the computational complexity of
Algorithm 1 should be higher as nx (nu) increases. Hence,
future work involves improving the computational complexity
of the algorithm in order to accommodate high-order systems.
Moreover, future work involves analyzing some theoretical
issues (e.g., stability of the closed loop system, convergence
property of the value iteration algorithm, etc.) for the GP dy-
namics of the plant. Finally, extending the proposed framework
to the case when network uncertainties, such as random packet
dropouts or network delays, should be investigated for our
future research.
REFERENCES
[1] J. P. Hespanha, P. Naghshtabrizi, and Y. Xu, “A survey of recent results
in networked control systems,” Proceedings of the IEEE, vol. 95, no. 1,
pp. 138–162, 2007.
[2] W. P. M. H. Heemels, K. H. Johansson, and P. Tabuada, “An introduction
to event-triggered and self-triggered control,” in Proceedings of the 51st
IEEE Conference on Decision and Control (IEEE CDC), 2012, pp.
3270–3285.
[3] C. Peng and F. Li, “A survey on recent advances in event-triggered
communication and control,” Information Sciences, vol. 457, pp. 113–
125, 2018.
[4] X. Wang and M. D. Lemmon, “Self-triggered feedback control systems
with finite L2 gain stability,” IEEE Transactions on Automatic Control,
vol. 54, no. 3, pp. 452–467, 2009.
[5] M. C. F. Donkers and W. P. M. H. Heemels, “Output-based event-
triggered control with guaranteed L∞ gain and decentralized event-
triggering,” IEEE Transactions on Automatic Control, vol. 57, no. 6, pp.
1362–1376, 2011.
[6] M. Mazo Jr., A. Anta, and P. Tabuada, “An iss self-triggered implemen-
tation of linear controllers,” Automatica, vol. 46, no. 8, pp. 1310–1314,
2010.
[7] V. S. Dolk, D. P. Borgers, and W. P. M. H. Heemels, “Output-based
and decentralized dynamic event-triggered control with guaranteed Lp-
gain performance and zeno-freeness,” IEEE Transactions on Automatic
Control, vol. 62, no. 1, pp. 34–49, 2016.
9[8] W. P. M. H. Heemels, M. C. F. Donkers, and A. R. Teel, “Periodic event-
triggered control for linear systems,” IEEE Transactions on Automatic
Control, vol. 58, no. 4, pp. 847–861, 2013.
[9] A. Eqtami, D. V. Dimarogonas, and K. J. Kyriakopoulos, “Event-
triggered control for discrete time systems,” ser. Proceedings of Amer-
ican Control Conference (ACC), 2010, pp. 4719–4724.
[10] K. Hashimoto, S. Adachi, and D. V. Dimarogonas, “Self-triggered
model predictive control for nonlinear input-affine dynamical systems
via adaptive control samples selection,” IEEE Transactions on Automatic
Control, vol. 62, no. 1, pp. 177–189, 2017.
[11] ——, “Event-triggered intermittent sampling for nonlinear model pre-
dictive control,” Automatica, vol. 81, pp. 148–155, 2017.
[12] K. G. Vamvoudakis, A. Mojoodi, and H. Ferraz, “Event-triggered op-
timal tracking control of nonlinear systems,” The International Journal
of Robust and Nonlinear Control, vol. 27, no. 4, pp. 598–619, 2017.
[13] A. Heydari, “Optimal triggering of networked control systems,” IEEE
Transactions on Neural Networks and Learning Systems, vol. 29, no. 7,
pp. 3011–3021, 2018.
[14] Y. C. Sun and G. H. Yang, “Robust event-triggered model predictive
control for cyber-physical systems under denial-of-service attacks,” The
International Journal of Robust and Nonlinear Control, vol. 29, no. 14,
pp. 4797–4811, 2019.
[15] D. Tolic, R. Fierro, and S. Ferrari, “Optimal self-triggering for nonlinear
systems via approximate dynamic programming,” ser. Proceedings of
2012 IEEE International Conference on Control Applications, 2012, pp.
879–884.
[16] C. Liu, H. Li, Y. Shi, and D. Xu, “Co-design of event trigger and
feedback policy in robust model predictive control,” IEEE Transactions
on Automatic Control, 2019(to appear).
[17] C. Liu, J. Gao, H. Li, and D. Xu, “Aperiodic robust model predictive
control for constrained continuous-time nonlinear systems: An event-
triggered approach,” IEEE Transactions on Cybernetics, vol. 4, no. 5,
pp. 1397–1405, 2018.
[18] T. Beckers, D. Kulic, and S. Hirche, “Stable gaussian process based
tracking control of euler-lagrange systems,” Automatica, vol. 103, pp.
390–397, 2019.
[19] M. N. Z. L. Hewing, A. Liniger, “Cautious nmpc with gaussian process
dynamics for autonomous miniature race cars,” ser. Proceedings of 2018
European Control Conference (ECC 2018), 2018.
[20] A. Jain, T. X. Nghiem, M. Morari, and R. Mangharam, “Learning and
control using gaussian processes: towards bridging machine learning and
controls for physical systems,” ser. Proceedings of the 9th ACM/IEEE
International Conference on Cyber-Physical Systems (ICCPS 2018),
2018.
[21] E. D. Klenske, M. N. Zeilinger, B. Scholkopf, and P. Hennig, “Gaussian
process-based predictive control for periodic error correction,” IEEE
Transactions on Control Systems Technology, vol. 24, no. 1, pp. 390–
397, 2019.
[22] C. F. Rasmussen and C. K. I. Williams, Gaussian Processes for Machine
Learning, The MIT Press, 2006.
[23] J. Umlauft, L. Pohler, and S. Hirche, “An uncertainty-based control
lyapunov approach for control-affine systems modeled by gaussian
process,” IEEE Control Systems Letters, vol. 2, no. 3, pp. 483–488,
2018.
[24] J. Kocijan, R. M. Smith, C. E. Rasmmussen, and A. Girard, “Gaussian
process model predictive control,” ser. Proceedings of the 2004 Ameri-
can Control Conference, 2004.
[25] M. P. Deisenroth, D. Fox, and C. E. Rasmussen, “Gaussian processes
for data-efficient learning in robotics and control,” IEEE Transactions on
Pattern Analysis and Machine Intelligence, vol. 37, no. 2, pp. 408–423,
2015.
[26] J. Umlauft, T. Beckers, and S. Hirche, “Scenario-based optimal control
for gaussian process state space models,” ser. Proceedings of 2018
European Control Conference (ECC 2018), 2018.
[27] K. G. Vamvoudakis and H. Ferraz, “Model-free event-triggered control
algorithm for continuous-time linear systems with optimal performance,”
Automatica, vol. 87, pp. 412–420, 2018.
[28] D. Baumann, J.-J. Zhu, G. Martius, and S. Trimpe, “Deep reinforcement
learning for event-triggered control,” ser. Proceedings of 57th IEEE
Conference on Decision and Control (IEEE CDC), 2018, pp. 943–950.
[29] X. Zhong, Z. Ni, H. He, X. Xu, and D. Zhao, “Event-triggered
reinforcement learning approach for unknown nonlinear continuous-time
system,” ser. Proceedings of 2014 International Joint Conference on
Neural Networks, 2014.
[30] D. Baumann, F. Solowjow, K. H. Johansson, and S. Trimpe, “Event-
triggered pulse control with model learning (if necessary),” ser. Pro-
ceedings of 2019 American Control Conference (ACC 2019), 2019, pp.
792–797.
[31] J. Beuchert, F. Solowjow, J. Raisch, S. Trinpe, and T. Seel, “Hierarchical
event-triggered learning for cyclically excited systems with application
to wireless sensor networks,” IEEE Control Systems Letters, vol. 4, no. 1,
pp. 103–108, 2019.
[32] K. E. A˚rzen, “A simple event-based pid controller,” ser. Proceedings of
14th IFAC World Congress, 1999.
[33] X. Yang and H. He, “Adaptive critic designs for event-triggered robust-
control of nonlinear systems with unknowndynamics,” IEEE Transac-
tions on Cybernetics, vol. 49, no. 6, pp. 2255–2267, 2018.
[34] M. P. Deisenroth, D. Fox, and C. E. Rasmussen, “Gaussian processes
for data-efficient learning in robotics and control,” IEEE Transactions on
Pattern Analysis and Machine Intelligence, vol. 37, no. 2, pp. 408–423,
2013.
[35] D. P. Bertsekas, Dynamic Programming and Optimal Control, Athena
Scientific, Belmont, MA, 1996.
