We study exact stationary properties of the one-dimensional Kardar-Parisi-Zhang (KPZ) equation by using the replica approach. The stationary state for the KPZ equation is realized by setting the initial condition the two-sided Brownian motion (BM) with respect to the space variable. Developing techniques for dealing with this initial condition in the replica analysis, we elucidate some exact nature of the height fluctuation for the KPZ equation. In particular, we obtain an explicit representation of the probability distribution of the height in terms of the Fredholm determinants. Furthermore from this expression, we also get the exact expression of the space-time two-point correlation function.
Introduction
Surface growth phenomena have attracted much attention in both science and technology, which involve fundamental understanding of the roughness of the surface and applications to the design of new materials. Being typical nonlinear and nonequilibrium phenomena, they have been one of the main topics in nonequilibrium statistical physics. In 1986, Kardar, Parisi and Zhang proposed a prototypical equation which describes surface growth with local interaction [1] . Its one-dimensional version reads ∂h(x, t) ∂t = λ 2 ∂h(x, t) ∂x
Here h(x, t) represents the height of the surface at position x ∈ R and time t ≥ 0. The first term represents the effect of nonlinearity and the second one describes the smoothing effect of the surface. η(x, t) represents randomness described by the Gaussian white noise with covariance, η(x, t)η(x ′ , t ′ ) = δ(x − x ′ )δ(t − t ′ ). (1.2) information but also the important physical findings. Thus it is of great importance to develop the exact approach in such a way that it can be applied to other interesting situations. In particular, a most challenging problem would be an application of the exact solution to the analysis on the space-time correlation in the case of the stationary situation, which is the main subject of this paper. For this purpose, the replica method is suitable. The replica method has been established as a powerful tool for disordered systems in statistical mechanics. The application to the KPZ equation was first proposed in [29] and refined in [28, 30, 31] . It utilizes a connection between the Nth moment of the exponential height (N replica partition function) and the dynamics of one-dimensional N particle Bose gas system with attractive interaction which can be solved by the Bethe ansatz [32, 33] . Using the exact knowledge to the N replica partition function obtained by the Bethe ansatz technique, we analyze the generating function of the N replica partition function. Although it is in fact a divergent sum, a resummation technique developed in [28, 30, 31] allows us to find Fredholm determinant representation of the generating function from which the exact height distribution is readily obtained. The method is so powerful that not merely the same expression was rederived for the narrow wedge initial condition [28, 30, 31] , but one can generalize it to the case of other initial conditions, such as the flat [34, 35] and half-Brownian motion [36] initial condition. The multi-point distributions have also been studied [37, 38, 36] though it includes a decoupling assumption. Furthermore the idea of finding the Fredholm determinant structure of moment generating function has become the basis of the study on the Macdonald process [39] , which is a larger class of integrable stochastic process including the KPZ equation, a directed polymer model [40] , etc. and deals with the rigorous version of the replica analysis. For more recent developments, see [41, 42] . In this paper, we consider the stationary situation of the KPZ equation by the replica method. It is known that the stationary state is given by the Brownian motion (BM) [43] with respect to the position (x) axis i.e., the stationary state is realized when we prepare the initial height difference h(x, 0) − h(0, 0) as the two-sided Brownian motion. Since the system is translational invariant, one can set without loss of generality the initial height a the origin to be zero, i.e., h(0, 0) = 0. Then the initial condition considered in this paper is given by λ 2ν h(x, 0) = αB − (−x), x < 0, αB + (x), x > 0, (1.3) where α = (2ν) −3/2 λD 1/2 and B ± (x) are two independent standard BMs with expectation E[B(x)] = 0 and covariance Cov[B(x)B(y)] = min{x, y}. For this initial condition we consider the height distribution function Prob (h(x, t) ≤ s) (1.4) and obtain its explicit expression in terms of the Fredholm determinant. From this expression, we also obtain the stationary two point correlation function, (h(x, t) − h(x, t) ) 2 , 5) which is one of the most fundamental quantities which detects the space-time correlation in statistical mechanical systems. Note that (1.5) describes the correlation between h(x, t) and h(0, 0) although h(0, 0) does not appear in this expression since we set h(0, 0) = 0 as explained above. We also show that in the long-time limit, scaled forms of these functions (1.4) and (1.5) converge to the ones obtained in [7] and [44, 45, 46, 47] respectively. A part of these result in this paper was already reported in [48] . The purpose of this paper is to provide complete descriptions of our results including their derivations. The paper is organized as follows. In Sec. 2, we will give precise definitions of the quantities discussed in this paper and our results. In Sec. 3 , the details of the replica analysis will be explained. In Sec. 4, we will obtain the exact solution for the generating function of the replica partition function and the height distribution function for the twosided Brownian motion initial condition with drifts. By taking the zero drift limit, our final goal, the height distribution for the stationary state, is accomplished, which will be explained in Sec. 5. The long-time limit will be taken in Sec. 6. The last section will be devoted to the conclusion.
Model and main results

Height distribution function
Two-sided Brownian motion initial condition with drifts
One of the goals in this paper is to obtain an exact expression for the distribution of the height (1.4) with the two-sided Brownian motion initial condition (1.3). For this purpose, it is convenient as a first step to consider a slightly more generalized initial condition where we add the drift terms to (1.3),
where v ± indicate the strengths of the drifts. Fig. 1 depicts this generalized initial condition (2.1). At first we set the drifts to be positive so that one can take an average over the Brownian motion initial condition (see (3.15) below). Afterwards, the condition for the drifts will be relaxed gradually as our analysis goes on (see (3.35) and (4.21)). In Sec. 5, we finally take the limit v ± → 0 which corresponds to the stationary situation. The macroscopic shape of the height h(x, t) for large t is obtained by solving (1.1) where only the nonlinear term is taken into account and other terms (the diffusion and noise terms) are ignored. For the initial condition (2.1), it becomes
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Figure 1: Two-sided Brownian motion initial condition with drifts v ± where α is given below (1.3). We are interested in the fluctuation property near the origin x = 0 around this macroscopic profile. From the KPZ scaling, one expects that the fluctuation of the height scales like O(t 1/3 ) and nontrivial correlations are seen in the x direction with scale O(t 2/3 ) when t is large. Let us define a parameter γ t which scales as O(t 1/3 ) and a rescaled space coordinate X by
We can introduce the scaled height H t (X) by
Here the term −γ t X 2 in RHS comes from the parabolic profile (the middle equation) in (2.2). Let us define the probability distribution of H t (X),
In order to get an exact expression for this quantity, we now introduce the generalized heighth(x, t) defined byh 6) where the initial height of the overall surface χ is set to be a random variable such that e χ obeys the inverse gamma distribution with parameter v + + v − , i.e. the probability density function of e χ is given by
Although this definition (2.6) may look artificial, we will find that it has more tractable mathematical structure compared with h(x, t) itself (see Proposition 1 below and Sec. 4.2). We also define the probability distributionF v + ,v − ,t (s; X) in a similar way to (2.5)
(2.8)
are summarized as follows.
Proposition 1
(2.9)
Here g γt (u; X) is expressed as a difference of two Fredholm determinants,
where P u is a projection operator on (u, ∞), and
12) 13) and the deformed Airy function Ai
Here Γ zp represents the contour from −∞ to ∞ and, along the way, passing below the pole
We obtained this result by the replica method. The details of this approach and the derivation of Proposition 1 will be explained in Secs. 3 and 4. In (2.9), the factor
comes from the Laplace transform of the pdf of e χ and is defined by the Taylor expansion. This equation represents the relation between F v + ,v − ,t (s; X) and F v + ,v − ,t (s; X), which will be discussed particularly in Sec. 4.2.
Note that the distribution function (2.10) is expressed as the convolution of the Gumbel distribution and the Fredholm determinants. Such a mathematical structure is common to the cases of the narrow wedge initial condition i.e. h(x, 0) = −|x|/δ, δ → 0 [18, 19, 20, 21] and the half Brownian motion initial condition, i.e. h(x, 0) is BM for x > 0 while the narrow wedge for x < 0 [25, 36] . (This is the reason why we introduce the generalized height (2.6).) Moreover, (2.10) can be regarded as a generalization of the probability distributions for the narrow wedge and half-BM initial conditions: Noticing the relations
where
we easily find the function (2.10) becomes that for the narrow wedge case as both v + and v − go to infinity and that for the half Brownian motion case as v − (v + ) goes to infinity (0).
Stationary limit
Here we consider the stationary limit where both drifts v ± in (2.1) go to 0. When we take this limit for the expression (2.9), we notice that the Gamma function factor Γ(v + + v − ) in (2.9) becomes divergent while the factorF v + ,v − ,t (s) vanishes since the term χ in (2.6) diverges. Thus we have to analyze carefully the limiting behavior of each factor, which will be discussed in Sec. 5. We obtain the following result: Let us introduce the scaled drifts ω ± = v ± /γ t and consider the quantity F w,t (s) defined by F w,t (s; X) = lim
Note that the situation ω + + ω − = 0 corresponds to the case of flat macroscopic profile (see Fig. 1 and (2.2)) and the parameter w determines the slope of the surface. The case w = 0 corresponds to the initial condition (1.3). In terms of the functions
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F w,t (s; X) is written as follows.
Theorem 2
Here ν w,t (u; X) and ν (δ) w,t (u; X) are given by 
where the functions A Although in the limit b → −a, the first term in (2.26) becomes divergent, we find the second term compensates for the divergence and obtain the following expression for (2.26),
where γ is Euler's constant and
are the first and second term in (2.20) . The expression in Theorem 2 is suitable for numerical evaluations of the distribution function. By contrast Proposition 1 is not because we need precise estimations for both the divergence of the Gamma function factor and the convergence of the factorF v + ,v − ,t (s; X) to zero in the stationary limit. Fig. 2 shows the pictures of the probability density function for w = X = 0. These are obtained by discretizing simply the Fredholm determinants in (2.23) and (2.24), which is sufficient for our purpose of getting those pictures. A more elaborate approximation technique for a Fredholm determinant has been developed recently in [49, 50, 51] . For accurate estimations of statistical quantities of our height distributions, this technique would be useful.
The distribution function obtained in this paper appears not merely in the KPZ equation but also in some time regime in various stochastic models [24, 27, 28] . One typical example is the asymmetric simple exclusion process (ASEP). The ASEP is a stochastic many-particle system where each particle hops to the right (left) neighboring site with rate q (p) but it cannot hop to the occupied sites, which leads to the exclusion effect. Now we consider the ASEP on the one dimensional lattice Z and assume that at t = 0, particles obey the two-sided Bernoulli initial condition with density 1/2, where a particle occupy each site with probability 1/2. Note that such a Bernoulli product measure is a stationary state of the ASEP. Let N(x, t) be the (integrated) particle current i.e. difference between the numbers of the particles which pass from the site x to the site x + 1 and from the site x + 1 to the site x up to time t.
In [24] , it was shown that
where ǫ := q − p is the difference between the right (q) and the left (p) hopping rates. The function h1 2 ,1,1 (x, t) is the (Cole-Hopf) solution to the KPZ equation with parameters ν = 1/2, λ = 1, D = 1 and with the initial condition given in (2.1) with v + = v − = 0. This relation indicates that the height of the KPZ equation well approximates the current in the ASEP with the asymmetry q − p being small, which is called the weakly ASEP (WASEP). Moreover it has been known recently that the KPZ equation also describes the dynamics of many other weakly driven growth processes in some time regime [27, 28] . The dots in Fig. 2 represent the Monte Carlo simulation for the particle current fluctuation √ ǫ 2N(0, ǫ −2 t) + tǫ −3/2 /2 for the WASEP with the two-sided Bernoulli initial condition mentioned above.
Long-time limit
We can also obtain the long-time limit of the height distribution function. We define F w (s; X) as lim t→∞ F w,t (s; X) and obtain the following result.
where ν w (s; X) := lim t→∞ ν w,t (s; X) has the following expression. 
Note that det (1 − A) in (2.32) is nothing but the GUE Tracy-Widom distribution. The expression for L a,−a corresponding to (2.28) is given by
a,s (x)) represents the first (second) term in (2.36), i.e.
This function F w (s) has already appeared as a limiting distribution for other stochastic processes such as the PNG model [7] and the TASEP [46] in stationary situation. This implies that F w (s; X) appears commonly in the stationary subclass in the KPZ universality. Our result above is a representation which does not include any resolvent kernel such as (1 − A) −1 (x, y) thus it is convenient for numerical calculation. In Fig. 2 , we also depicted the picture for the long-time limit using (2.22) .
The derivation of the above theorem will be provided in Sec. 6.
The two-point correlation functions
The two-point function of the height is defined as
Considering the scaling property (2.4), we also introduce the scaling form
where we put the overall factor 2 −4/3 and the factor 2 1/3 in the argument of C(x, t) following the convention in [45] .
Moreover the two-point function of the slope of the height ∂ x h(0, 0)∂ x h(x, t) is also an important quantity since the height slope ∂ x h(x, t) corresponds to the particle density in the interacting particle processes such as the ASEP. It has been pointed out in [45] that this is expressed as the second derivative of C(x, t),
Thus we are also interested in the second derivative of the scaling function g ′′ t (y). Noting that (2.39) is just the variance of h(x, t), we readily obtain the following result for g t (y):
where F w,t (s; X) is given in (2.22). where η x,t is the occupation variable. i.e. if the site x is occupied (empty) at time t, η x,t = 1 (0) and WASEP means the averaging over both two-sided Bernoulli initial configuration and WASEP dynamics. , λ = D = 1, are related as
where α is defined below (1.3), for details see [36] . Thus in the following we concentrate on the height h1 2 ,1,1 (x, t) and omit the indices 1 2 , 1, 1. Applying the Cole-Hopf transformation,
which is called the stochastic heat equation. Now we would like to remark on the regularization of the KPZ equation. The KPZ equation (1.1) is in fact not well-defined due to the interplay between the nonlinear term and the singular property of the noise in (1.1). The typical regularization is to interpret (3.3) as Itô type and to define the regularized KPZ equation by the inverse Cole-Hopf transformation of (3.3) . This is called the ColeHopf solution of the KPZ equation [24] . For more detailed discussion, see [36] . Recently a new way of regularization without using the Cole-Hopf transformation (3.2) was proposed in [52] .
Eq. (3.3) can be interpreted as a problem of directed polymer in random media. Applying the Feynman path integral representation and taking the average with respect to η, we see the problem becomes that of the delta function Bose gas with attractive interaction, 4) in terms of which the replica partition function Z N (x, t) can be written as
Here x| represents the state with all N particles being at the position x and the |Φ the initial state of the δ-function Bose gas. This is an important property of the replica approach to the KPZ equation [28, 29, 30] . The integrability of the Hamiltonian (3.4) allows us to calculate exactly the replica partition function. One can perform the average over the initial distribution given by the two-sided Brownian motion and the dependence of |Φ on x 1 , . . . , x N can be explicitly calculated as follows. First let us assume
where denotes the averaging over BMs B ± (x) (2.1) and in the last equality we used the property of BM, B(x)B(y) = min(x, y). Since we are considering a Boson system, we symmetrize the function with respect to x 1 , . . . , x N to have
Here S N denotes the set of permutations of order N, Θ(x) is the step function and we set x P (0) = 0. The eigenvalues and eigenfunctions of the δ-Bose gas can be constructed by using the Bethe ansatz [32, 33] (see also [30] ). Let |Ψ z and E z be the eigenstate and its eigenvalue of H N ,
By the Bethe ansatz, the eigenstate is given as
where C z is the normalization constant, for which a formula is given in (3.11) below. For the δ-Bose gas with attractive interaction, the quasimomenta z j (1 ≤ j ≤ N), which label the state, are in general complex numbers. z j (1 ≤ j ≤ N) are divided into M groups where 1 ≤ M ≤ N. The αth group consists of n α quasimomenta z ′ j s which share the common real part q α . Note that M α=1 n α = N. The quasimomenta in each group line up with regular intervals with unit length along the imaginary direction. Using q α and
where 1 ≤ α ≤ M and 1 ≤ r α ≤ n α . The normalization constant C z in (3.9), which is taken to be a positive real number, and the eigenvalue E z are given by [30] 
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The completeness of these states has been proved in [53, 54, 55] . The replica partition function Z N (x, t) (3.5) can be written as
Expanding the propagator x|e −H N t |y 1 , · · · , y N by the Bethe eigenstates of the δ-Bose gas (3.9), we have
Now we want to perform the integrations over y j , (1 ≤ j ≤ N) in this equation, Using (3.7) and noticing the symmetry of the eigenfunction (3.9), Ψ z |y P (1) , · · · , y P (N ) = Ψ z |y 1 , · · · , y N , we find that RHS of (3.14) is represented as
Here we find the necessity of the drift terms in (2.1). Note that due to the factors exp(− 1 2
(2l − 2j + 1)y j ) and exp( (2(N − l − k) + 1) we could not perform the integrations over y k , k = 1, · · · , N prior to those over q α , α = 1, · · · , M if we did not introduce the drifts v ± . Now we perform the integrations of y j (1 ≤ j ≤ N) by assuming that the drifts are positively large enough, which is the main reason why we introduced the drifts. Eq. (3.14) can now be expressed as
Here x|Ψ z is given by (3.9) with x 1 = · · · = x N = x and Ψ z |Φ is computed as
Here we assume that
For example if we set v ± > N/2+max α n α /2, the above conditions are satisfied.
Combinatorial identities
For further analysis of the integrand in (3.16), we need two combinatorial identities for x|Ψ z and Ψ z |Φ . The first one is for x|Ψ z . One has
for any complex variables w j (1 ≤ j ≤ N) and f (j, k). This identity was derived as Lemma 1 in [37] . The next one for the term Ψ z |Φ is Lemma 5 For any complex numbers w j (1 ≤ j ≤ N) and a,
Proof First we note that a similar identity, 20) which is the special case v − → −∞, v + → 0 of the above (3.19), was already proved in [36] . By using this identity for both terms with v + and v − on LHS, one can rewrite LHS of (3.19) as
where S = {j 1 , · · · , j n , k 1 , · · · , k N −n }. At this point we multiply both sides by Hence what we want to show is
Here we prove this by noting that both sides can be considered as a polynomial in a and b and arguing by induction that the coefficients (which are polynomials of {w 1 , . . . , w N }) for each b n a m in both sides are the same. First we observe that LHS is anti-symmetric with respect to {w 1 , . . . , w N }. Hence the coefficient b n a m is also anti-symmetric with respect to {w 1 , . . . , w N }. Then all we should check is the numerical coefficients of terms
For instance when N = 2, the equality we want to show reads
We compare the coefficients of 1, a, b, ba, b 2 . For example for that for b, we see the coefficient of w 1 w 2 2 is zero; for ab, we see the coefficient of w 2 is one. To consider general N, we introduce a graphical representation. Each graph corresponds to each term in LHS of (3.22). First we put n numbers {j 1 , . . . , j n } to the left and N − n numbers {k 1 , . . . , k N −n } to the right. They are the vertices in a graph. Next if the term contains a factor from w i − w j we draw a line joining i and j (edge); we also put circle on i if the term contains w i and j if w j . In addition, if the term contains a factor coming from the last two products in LHS of (3.22), we encircle the number; hence we encircle all j i 's. Finally by considering how each term can appear, we can put the sign to each graph. Because of the antisymmetry with respect to {w 1 , · · · , w N }, we need to list up only the graphs with c N > · · · > c 1 ≥ 0. The example of these graphs for N = 2, 3 are given in Figs. 4 (a) and (b) respectively. By looking at these graphs, one can confirm that there are several graphs which give non-zero contributions and all others give zero.
For showing the identity for general N, we use an induction. Suppose that we already showed the identity for N by using the graphical representation. It consists of the several graphs corresponding to RHS of the identity (see e.g. the columns "b 3 ", "b 2 a" and "ba 2 " in Fig. 4 (b) ), where the corresponding coefficient is
up to sign, and all other graphs being grouped to vanish. Next we want to prove the identity for N + 1. First notice that every graph which appears for N + 1 is obtained by adding the vertex N + 1 to some graph for N. If it is from a graph which can be grouped to vanish at N, then the term at N + 1 can also be grouped to vanish. On the other hand, by adding N + 1 to a graph corresponding to RHS of the identity at N, only four possible types of graphs at N + 1 corresponding to the coefficient Using the identities (3.18) and (3.19) to (3.9) and (3.17) respectively, we get
(3.26)
Thus using these relations and (3.11), we find that the factor x|Ψ z Ψ z |Φ in (3.16) becomes
We want to rewrite this equation in terms of q α and n α in (3.10). For the last factor of this equation, we easily find
From (3.11) and (3.25), we know the remaining factors in (3.27) is represented by | 0|Ψ z | 2 . For this quantity, the following result was obtained in Appendix B in [30] , 
(b) Figure 4 : Graphical representations for the coefficient of each term in LHS of (3.22) . (a) and (b) represents the case N = 2 and N = 3 respectively. In (c), we depict the possible four types of graph at N − 1 which comes from the graph at N corresponding to RHS of (3.22).
From (3.27)-(3.29), we get
We can further deform (3.30) to an expression in terms of a determinant by using the Cauchy's determinant formula,
and a few basic properties of determinant. We find 32) where in the last equality, we used a simple fact det(a
and the notation 
.
(3.35)
Here we would like to discuss the condition on the drifts v ± . In the above equation, we notice that the condition v ± > N/2+max α n α /2 discussed below (3.17) ensures that all the poles q = −i(v − +(n j /2−r) and q = i(v + −(n j /2−r) with r = 0, 1, · · · , n j in the integrand
j K x (n j , q; ω j , ω k ) lie on the lower and upper half plane respectively. Thus we can relax the condition to v ± > max α n α /2, where the above property of the poles is retained.
Generating function and height distribution 4.1 Generating function
Now we define the generating function G γt (s; X) as
where in the last equality, we used (2.4). Substituting (3.35) into this equation, we get
Shifting
In the previous studies for the narrow-wedge [30, 28] and half Brownian motion initial condition [36] , the generating functions corresponding to (4.2) were already described by the Fredholm determinant, which is an important achievement in the replica analyses. Unfortunately, however, this is not the case in (4.2) due to the factor N j=1 (v + + v − − j). In order to resolve this problem, we introducedh(x, t) in (2.6). Here we discuss some general properties of two random variables h andh related as
where χ is also a random variable independent of h. Note that at this stage, h andh are just two random variables and do not have a specific meaning such as height. In addition, right now we do not assume a specific distribution for χ. Let us define
and alsoZ,M (ξ),F (s) in the same way as (4.4) except that h is replaced byh. We find that the following relation holds 6) and noticing the fact
we also see
where g(y) = e yχ . In (2.6), we chose χ as the random variable such that e χ obey the inverse gamma distribution with parameter v + + v − . The probability density function of the inverse gamma random variable is
where θ > 0 is a parameter and the function g(ξ) in this case is given by
In particular, we notice that if we set
Generating function for the generalized height
We defineZ(x, t) andG γt (s; X) as (3.2) and (4.1) respectively with h(x, t) replaced bỹ h(x, t). From the relation (4.5) and (4.9) with θ = v + + v − , we see that Z N (x, t) is related to Z N (x, t) as
HenceG γt (s; X) is calculated as
Note that this generating function does not include the term
. In this case, we find the Fredholm determinant expression, In the following, we provide another representation with the kernel using the deformed Airy functions Ai Γ Γ (a, b, c, d) defined in (2.14). We use the following two relations, Lemma 6 (a) We set q ∈ R and m, n ≥ 0. When a, b > n/2, we have
with Γ p defined in (2.17) below.
(b) For a, b, x ∈ R and w ≥ 0, we have
where Ai Γ (a, b, c) and Ai Γ (a, b, c) are defined by (2.18) and (2.17) respectively.
As will be discussed in Sec. 7, these relations (4.15) and (4.17) play a crucial role in the replica analysis. These are two-parameters (a, b) generalization of the ones used in the previous studies of half-Brownian motion [36] and the narrow wedge [28, 30] initial data: As either a or b goes to infinity in (4.15) and (4.17), they reproduce Lemma 6 (a) and (b) in [36] respectively. On the other hand, in the case where both a and b go to infinity, they converge to the ones appeared in [28, 30] . equation, we change the variable z on RHS to y 2 = z − imn and get 1 2π
By applying the change of variables p = (z 1 − z 2 )/2 2/3 and z = (z 1 + z 2 )/2 2/3 , we obtain the desired expression.
Applying (a) of the lemma with a = v − +X/γ t , b = v + −X/γ t and m = γ t /2 2/3 to (4.14), one has
So far we have imposed the condition for the drifts v + − X, v − + X > n/2 (see (4.13) and (4.14)). At this point, since RHS of (4.15) is well-defined for all a, b ∈ R, we can relax it to the region such that the generalized height (2.6) under consideration is welldefined, i.e. v + + v − > 0. Changing the variables q, ω j and y 1 to p = 2 1/3 γ t q, ξ j = 2γ where in the second equality we applied (2) of Lemma 6 to this equation
n−1 e −γtn(s−y) in the first equality become divergent for s − y < 0, the last expression e γty /(e γty + e γts ) in the second equality is well-defined in arbitrary s − y ∈ R. As we will comment in Sec. 7, this divergence originates from the ill-defined nature of the generating function and this kind of analytic continuation has been necessary for the previous studies on the replica analyses [28, 30] . Using (4.22), we eventually obtainG
(4.23)
Proofs of Proposition 1
Eq. (2.9) follows immediately from (4.7) and (4.9). For the derivation of (2.10), we use a formula given in [28, 37, 36] which transform the generating functionG γt (s; X) into the height distributionF v + ,v − ,t (s; X) (2.5). By using the Fredholm determinant (4.23), F γt (s; X) can be expressed as follows [28, 37] .
is the kernel (4.22) in which the term e −s is replaced by −e u ± iǫ with ǫ > 0 being infinitesimal. Using (4.22) , and the relation 1/(x ± iǫ) = P(1/x) ∓ iπδ(x), where P denotes the Cauchy principal value, we can easily find K ± X in (4.25) is represented as
Substituting this expression to (4.25) and using basic properties of determinant, we eventually arrive at the expression (2.11) in Proposition 1.
Stationary limit
In this section, we provide the proof of Theorem 2, which represents the exact height distribution in the stationary limit (2.19) . This is obtained by rewriting the representation in Proposition 1 in a more suitable form for taking this limit.
We first focus on the part det 1 − P u (B Γ γt − P Γ Ai )P u in (2.11). Introducing the scaled drifts ω ± as v ± = ω ± /γ t , one finds that it is written as
where C (δ) t (y) is defined after (2.27). Thus it is expressed by a product of integral kernels
By using the relation of the Fredholm determinant det
where the kernel X 2 X 1 is expressed as
Noticing the relation
we can further rewrite it as
where B a,b,u (x) is represented as
and we find this can be rewritten as (2.20).
Thus we have
a,b are defined in Theorem 3 and ρ A (δ) (x, y) := (1 − A (δ) ) −1 (x, y). We can also rewrite the other term, det 1 − P u B Γ γt P u in (2.11) in the completely parallel way. We have
Using these forms (5.9) and (5.10), we finally obtain the desired expression (2.22),
w,t (u; X)).
Here ν w,t (u; X) and ν (δ) w,t (u; X) are given by (2.22) . In the last equality, we used the fact
,t (s; X) = 0, which follows from the divergence of the term χ in (2.6) in the stationary limit ω + + ω − → 0.
Finally we derive the representation in (2.28). By using B
a,b,u and B
Thus it is enough to show that in the limit b → −a, the first two terms of this equation converge to −2γ/γ t + u − a 2 − 1 in (2.28) since the convergences for the remaining terms are obvious. Using the formula
for 0 < Re(y) < γ t , we can further rewrite the term
for 0 < Re(a + b) < γ t . Considering the following properties, 15) for x → 0 with γ being Euler's constant, we easily find
We notice that although the function L a,b (u) should be valid for 0 < a+b corresponding to the condition for the drifts v ± discussed below (4.21), the more strict condition 0 < a + b < γ t is necessary for (5.12) in order to apply the relation (5.13) to (5.14) and other terms in (5.14), 18) where c (c 1 , c 2 ) satisfies the conditions b < c < b + γ t and 0 < a + c < γ t (a < c 1 < a + γ t , b < c 2 < b + γ t and 0 < c 1 + c 2 < γ t ). An advantage of this expression is that we can take the limit b → −a for L a,b (u) as in (5.16). Moreover RHSs of (5.14), (5.17) and (5.18) are analytic also for a+b < 0 and thus so is L a,b (u) (5.12). Noting the relations (2.9)-(2.11) and considering RHS of (2.11) is represented by using (5.9) and (5.10), we find
is analytic also for the case v + + v − < 0. In the case γ t ≤ a + b, on the other hand, another expression for B a,b,u (x)
wherec 1 andc 2 satisfy the conditionsc 1 < a,c 2 < b and 0 <c 1 +c 2 < γ t .
Long-time limit
Here we give a proof of Theorem 3. Noticing the limiting behavior
we find the long-time limit of Theorem 2 becomes
where ν w (s; X) is defined by (2.32) and ν
Here A (δ) and D For this purpose, we focus on the expression in Proposition 1 and show that (2.9) has two equivalent forms corresponding to LHS and RHS of (6.4) in the simultaneous stationary and long-time limit (see (6.16 ) and (6.20) below). First, taking the long-time limit in (2.9) with v ± = ω ± /γ t , we have
where g(u; X) is defined as the long time limit of g γt (u; X) (2.11) with v ± = ω ± /γ t and has the expression as follows, 
Next taking the stationary limit (ω − → −ω + , ω + = w) of F ω + ,ω − (s; X) (6.5), we have lim
where we used the fact limω − →−ω + ω + =wF ω + ,ω − (x, X) = 0 as in (5.11). Now we notice that RHS of (6.10) can be rewritten in two ways. First, we use the results (5.9) and (5.10) in the previous section for the expression of g(s; X) (6.6) . By taking the long-time limit for (5.9) and (5.10), we see
where ω + ,ω − (s; X) in (6.11) is defined in the same way as (6.13) with P 0 replaced by Thus from (6.6), (6.12) and (6.11), we find that RHS of (6.10) is rewritten as As a result we find g(s; X) (6.6) is expressed as g(s; X) = d ds det(1 − P s B +− P s ) = (ω + + ω − ) d ds ν ω + ,ω − (s; X) (6.19) where in the second equality, we used (6.12). Hence using (6.15) we obtain the second expression for RHS of (6.10), At the end of this section, we briefly comment the equivalence between our representation in Theorem 3 and the one obtained in the studies of the PNG model [7] . From (6.5) and the first equality in (6.19), we have the following expression we find that this expression is equivalent to the one in Theorem 5.1 in [56] , which is the limiting height distribution function in the PNG model with external sources. The relation between (6.21) and the expression in [7] was also discussed in Proposition 5.2 in [56] . This ensures that our result in Theorem 3 is equivalent to the representation in [7] in terms of the solution to the Painlevé II equation.
Conclusion
In this paper we have considered the one-dimensional KPZ equation (1.1) in the stationary situation, which corresponds to the growth from the two-sided Brownian motion initial condition (1.3). Combining the Bethe ansatz results of the one-dimensional attractive δ-Bose gas with some techniques developed in this paper, such as the combinatorial identity and the shifting procedure, we have obtained the compact representation of the probability distribution of the height. Moreover the variance of this distribution provides the exact solution of the two-point correlation function. This function is a most fundamental quantity in statistical physics characterizing the space-time correlation and even if we focus only on the KPZ equation, it has been discussed by various approaches [57, 58, 59, 60] . Our exact solution in this paper should help us understand the nontrivial space-time correlation for the KPZ equation and universality in a deeper way. An important point for getting these exact results is to find out the Fredholm determinant structure for the generating function (4.23). However as pointed out in the introduction, the generating function is in fact a divergent sum. This can be confirmed by noticing from (3.12) that the ground state energy of the N-particle δ-function attractive Bose gas is proportional to −N 3 and thus the N replica partition function Z N (x, t) (3.5) is proportional to e N 3 . We avoid this difficulty in the following way: Using Lemma 6 (a), we rewrite e N 3 in terms of e N and then we take a partial sum with respect to N in (4.22) . (Note that some kind of analytic continuation was used in this equation.) Although the method involves some tricky procedures, we can say that our final results are fairly persuasive because of the following reasons.
1. The rigorous version of the replica analysis has been recently studied in a certain interacting particle process called the q-TASEP of which an appropriate continuum limit provides the KPZ equation [39, 42] .
2. As explained in Sec. 2, our result in Proposition 1 includes the exact solutions with narrow wedge [18, 19, 20, 21, 28, 30, 31] and half BM [25, 36] initial data as special cases. For both cases, the rigorous analyses by using the ASEP [18, 19, 20, 21, 25] has been done and the equivalence between these results and the ones by the replica method [28, 30, 31, 36] has been confirmed.
3. In LHS of (4.17), the new gamma function factor appears in addition to the factor e m 3 n 3 /3 , which is the origin of the divergence of the generating function in the case of narrow wedge initial data. However from the asymptotic property of the gamma function, we easily find the gamma function factor does not cause a singular behavior especially for large n. Thus the divergence of the generating function comes only from the factor e m 3 n 3 /3 , which is the same situation as the narrow wedge initial data. Moreover as explained in (4.17), Lemma 6(a), which plays a crucial role in the replica analysis, is a natural extension of the cases for the narrow wedge and half BM initial data.
To understand the regularization procedure in the replica analysis more deeply is an interesting future problem. We expect that the findings in the replica approach to the KPZ equation should lead to the promotion of understanding the replica method in general disordered system.
