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Radially symmetric analytic solutions of the heat and mass transfer equations governing
convection in the Earth’s ﬂuid core are found in terms of deviations from the adiabatic ref-
erence state. We demonstrate that an increase of the convective velocity leads to a
decrease of the light constituent mass fraction and speciﬁc entropy. Where ﬂuid is ris-
ing/descending, convective motions decrease/increase the mass fraction and entropy at
the inner core boundary (ICB). The inﬂuence of convective motions on the thermal ﬂuxes
at the core mantle boundary is studied. On the basis of exact solutions we demonstrate that
the liquid is supercooled near the ICB. An important point is that an increase in the convec-
tive velocity directed to the ICB increases the constitutional supercooling. We show that
the anelastic model (AM) can be used only at small supercoolings near the ICB. The most
probable solidiﬁcation scenario ‘‘constitutional supercooling and morphological instabil-
ity’’ should be described by a mushy layer theory near the ICB and by the AM in the rest
region of the ﬂuid outer core. On the basis of dendritic theory and selection mechanisms
of crystal growth the dendrite tip radius and interdendritic spacing in the mushy layer
at the ICB are determined in the presence of convection.
 2013 Elsevier Inc. All rights reserved.1. Introduction
It is noteworthy that the Earth’s solid core slowly grows as the heavy constituent in the ﬂuid outer core solidiﬁes onto it.
This process is connected with the release of latent heat leading to the thermal buoyancy that drives convection in the outer
core [1]. The ﬂuid outer core (FOC) can be considered as a binary alloy of iron and some lighter constituent, whose precise
chemical composition is unknown. This limitation, to one light constituent, almost certainly oversimpliﬁes a complicated
core chemistry, but it sufﬁces since it models a process that is vital to core dynamics, namely gravitational stirring by
compositional convection [2]. The realease of light constituent and its displacement by the growing solid phase near the in-
ner core boundary (ICB) would provide a source of compositional buoyancy [3]. Fluid motions within the outer core are inﬂu-
enced by Lorentz, Coriolis and buoyancy forces each of which suppresses possible turbulence [4]. Therefore, convective
motions in the outer core can be considered as not turbulent in the ﬁrst approximation. It is possible that these motions
consist of narrow upwellings and broad downwellings [5]. Such ﬂuid ﬂows (10 km per year [6]) near the surface of Earth’s
outer core are sufﬁcient to sustain Earth’s magnetic ﬁeld by means of a mechanism of the geodynamo.
One of the simplest models to calculating the Earth’s core dynamics is the Boussinesq approximation. However, the de-
tailed numerical calculations carried out by Glatzmaier and Roberts [7] show that this approach is far from real applications
to planets. For this reason, this model was replaced by a more realistic representation of the thermodynamics and convection
within the framework of the anelastic approximation. Several particular solutions obtained in [8,9] demonstrate that this
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[10–15]) is based on the assumption that ﬂuid ﬂow velocities are small compared with acoustic velocities. This approach is a
good approximation for the Earth’s outer core dynamics because acoustic velocities are seven orders of magnitude greater
than ﬂuid ﬂow velocities. However, the AM does not take into account the constitutional supercooling near the ICB.
The full system of equations governing convective heat and mass transfer in the Earth’s outer core and the geodynamo
represents a highly nonlinear system of differential and integral equations (see, among others, [2]). An attempt to ﬁnd an
exact spherically symmetric analytic solution of this problem is presented by Starchenko and Kotel’nikova [16]. Further their
solution was corrected in [17]. However, this approach does not consider the formation of a mushy layer near the ICB [18]
and convective motions in the FOC representing narrow upwellings and broad downwellings in the vicinity of the phase
transition domain [5,19]. The theory under consideration generalizes the AM and the theories of constitutional supercooling
and mushy layer formation near the ICB. Our approach demonstrates that the frontal AM with convection leads to the orig-
ination of constitutional supercooling in the vicinity of the ICB and, consequently, to the formation of a mushy layer. The
Article is organized as follows. A statement of the problem together with analytical solution in the convective approximation
is given in Sections 2 and 3. Section 4 deals with the constitutional supercooling appearing near the ICB within the frame-
work of the anelastic approximation. The main parameters of dendrites in the mushy layer in the presence of convection are
found in Section 5. Finally, Section 6 gives a summary of our conclusions.
2. The governing equations
The theory of convective heat and mass transfer in the FOC may be conveniently formulated in terms of deviations from a
reference state. One of the best models describing this state is the Preliminary Reference Earth Model generally known as
‘‘PREM’’ [20]. This model treats the core as an adiabatic, hydrostatic and spherically-symmetric body (the forces acting on
the FOC do not signiﬁcantly disturb the hydrostatic state). This reference state is maintained by a vigorous convective mo-
tions in the FOC. On this basis, the speciﬁc entropy S and the mass fraction of light constituent n are independent of spatial
variables in the reference state. Since these values depend only on time t, we haverS ¼ rn ¼ 0:
The rest time-dependent physical parameters (the density q, temperature T , gravitational acceleration g, chemical potential
l and pressure p) describing the reference state are functions of the spherical radius r, where r ¼ 0 at the planet center.
The density of the Earth’s core q varies from the core mantle boundary (CMB) to the ICB by approximately 20% [21]. These
variations lead to the corresponding variations in the adiabatic temperature, gravitational acceleration and chemical poten-
tial. Therefore, let us express its spatial variations as the two-parameter polynomial [8]q ¼ c1ð1 c2r2Þ: ð1Þ
Here the parameters c1 and c2 can be determined in terms of the known radii rICB and rCMB, where the corresponding densities
qICB and qCMB are set to PREM values (all physical parameters chosen in accordance with PREM values are listed in Table 1).
The result isc1 ¼
qICB
1 c2r2ICB
; c2 ¼
qICB  qCMB
qICBr2CMB  qCMBr2ICB
:The reference state temperature T (adiabatic) and conductive heat ﬂux q have the form (hereafter, the prime denotes a
radial derivative)T ¼ T ICB
q
qICB
 c
; q ¼ cpjT q d
T
dr
¼ cpjT qT 0: ð2ÞNow integrating the gravitational equationðr2gÞ0 ¼ 4pGqr2;
we get the gravitational acceleration gðrÞ and potential UgpðrÞg ¼ U0gp ¼
c3
r2
þ 4pGc1 r3
c2r3
5
 
; ð3Þwhere c3 is determined by the reference state gravitational acceleration at the ICB in the form (gICB ¼ GmSIC=r2ICB; G is the
gravitational constant)c3 ¼ r2ICB gICB  4pGc1
rICB
3
 c2r
3
ICB
5
  
:The chemical potential l of the reference state can be expressed by means of the gravitational potential Ugp [2,8] asl ¼ c UgpðrÞ  UgpðrCMBÞ
 
; ð4Þ
where c ¼ 0:6 and l has been set to zero at the CMB [8].
Table 1
Parameters used for calculations.
Density, qICB 12166 kg m3
Density, qCMB 9903 kg m3
Density, qSIC 12764 kg m
3
Speciﬁc thermal ﬂux, qS 1:4  102 Wm2
Temperature, T ICB 5300 K
Radius, rICB 1222  103 m
Radius, rCMB 3480  103 m
Mass, mSIC 9:839  1022 kg
Light constituent diffusivity, jn 2 m2 s1
Entropy diffusivity, jS 2 m2 s1
Temperature diffusivity, jT 5  106 m2 s1
Grüneisen parameter, c 1.35
Light constituent jump, Dn 0.065
Entropy jump, DS 190 J kg1 K1
Freezing number, fn 70
Freezing number, fS 33
Rate of light constituent change, _n 5  1020 s1
Rate of entropy production, _S 1016 W kg1 K1
Speciﬁc heat, cp 840 J kg1 K1
Temperature gradient, Gl 10:9  104 K
Temperature gradient, Gs 1:7  104 K
Thermal conductivity, kl 63 J m
1 K1 s1
Thermal conductivity, ks 79 J m
1 K1 s1
Latent heat, LV 6:84  109 J m3
Partition coefﬁcient, k 0.25
Slope of the liquidus, mP 9  109 K Pa1
Acceleration of gravity, g 4.4 m s2
Concentration of light element in outer core, C1 0.01
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Z r
rICB
qgdr;where pðr ¼ rICBÞ corresponds to the PREM value.
Let us describe convective motions in the Earth’s outer core as a perturbation of the reference state in the form
Sþ S; nþ n; pþ p; V (variables without the bar designate these perturbations). The governing equations for perturbations
in a frame of reference rotating at constant angular velocity X have the form [2,16]rðqVÞ ¼ 0; ð5Þ
@V
@t
þ ðVrÞV þ 2X V ¼ rp
q
þ jVr2V þ Aer ; ð6Þ
rðjnqrnÞ ¼ q @n
@t
þ ðVrÞnþ _n
 
; ð7Þ
rðjSqTrSÞ ¼ qT @S
@t
þ ðVrÞSþ _S
 
þ 1
r2
r2q
 0  jnql0n0; ð8Þwhere X ¼ Xez; _n ¼ dn=dt; _S ¼ dS=dt; A ¼ ST 0  nl0; er and ez are the unit vectors of the spherical coordinate system. The
aforementioned anelastic equations describe mass conservation (5), momentum conservation (6), composition (7) and heat
(8). Here A is the radial acceleration caused by the Archimedean force responsible for the convection rate. The negative heat
ﬂux ðr2qÞ0=r2 in expression (8) represents the deviation from the adiabatic speciﬁc radiation heat determined as
q ¼ jTcpqT 0. The cooling term qT _S compensates this outﬂow and maintains the reference state. Small viscosity terms in
(8) are neglected. In the case of convection, the viscosity jV and diffusivities of light constituent (jn) and entropy (jS) are
expressed in terms of turbulent tensors. These transfer coefﬁcients can be estimated close to 2 m2/s [2,22] whereas the
temperature diffusivity is of the order of 106 m2/s [21].
The growth rate of the local inner core radius R is determined by means of the freezing numbers of light constituent fn and
speciﬁc entropy fS as
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@t
¼ rICB fScp
@S
@t
þ fn @n
@t
 
: ð9ÞThe crystallization process at the ICB leads to the corresponding boundary conditions for n and S. The growth rate of the inner
core radius is proportional to the local ﬂuxes of light constituent and entropy at the ICB [2]@R
@t
¼ jSqICB
DSqSIC
S0
 
ICB ¼ 
jnqICB
DnqSIC
n0ð ÞICB; r ¼ rICB; ð10Þwhere the jumps of entropy DS and light constituent Dn on passing the phase transition boundary are given in Table 1.
The ﬂux of light constituent should be absent on the CMB whereas the ﬂux of entropy is expressed in terms of the speciﬁc
thermal ﬂux qS on the CMB, i.e.n0 ¼ 0; S0 ¼  qS
jST qCMB
; r ¼ rCMB: ð11ÞThe nonadiabatic thermal ﬂux q q is the difference between the total thermal ﬂux q and the ﬂux q caused by the thermal
conductivity at the CMB. The total thermal ﬂux coming from the Earth’s core is unknown. Therefore, even the sign of the
mean value q q designated by qS is also unknown (qS ¼ 102 W/m2 in accordance with estimates given by Glatzmaier
and Roberts [9]).
3. Spherically symmetric solution with convection
Let us seek for a spherically symmetric solution of convective Eqs. (5)–(8) depending only on r. In this case, Eqs. (5), (7)
and (8) becomer2qVr
 0 ¼ 0; ð12Þ
jn
r2q
r2qn0r
 0 ¼ _nr þ _nþ Vrn0r ; ð13Þ
jS
r2qT
r2qTS0r
 0 ¼ _Sr þ _Sþ VrS0r þ 1r2qT r2q
 0  jnT l0n0r ; ð14Þ
where _nr ¼ @nr=@t; _Sr ¼ @Sr=@t; nr and Sr designate the radially symmetric solutions. Eq. (6) is required for the determination
of pressure perturbations p.
Expressions (9) and (10) give the following boundary conditions at r ¼ rICB
jSqICB
DSqSICrICB
S0r ¼
jnqICB
DnqSICrICB
n0r ¼
fS
cp
_Sr þ fn _nr: ð15ÞThe boundary conditions for Sr and nr at r ¼ rCMB follow from expressions (11).
Integration of Eq. (12) givesVr ¼ c0r2qðrÞ ; ð16Þwhere c0 is a constant.
The spherically symmetric solution is the best approximation of equations governing convection in Earth’s core in those
regions of the FOC where ﬂuid is rising or descending (see, among others, Fig. 2 in Ref. [9]). Therefore, introducing the mean
velocity in the upwelling (downwelling) convective plumeU ¼ 1
rCMB  rICB
Z rCMB
rICB
VrðrÞdr;we ﬁnd the constant of integrationc0 ¼ UðrCMB  rICBÞ
Z rCMB
rICB
dr
r2qðrÞ
 1
:Seeking the mass fraction of light constituent and the speciﬁc entropy as a sum of functions nr ¼ nr1ðrÞ þ nr2ðtÞ and
Sr ¼ Sr1ðrÞ þ Sr2ðtÞ (here nr1; Sr1 and nr2; Sr2 represent arbitrary functions of r and t respectively) and taking into account
expressions (11) and (16), we come to the spherically symmetric solution of convective Eqs. (13) and (14)nr ¼ nCMB þ
A
jn
Z r
rCMB
I1ðrÞdr
r2q
; ð17Þ
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Z r
rCMB
BI2 þ I3  r2CMBqS=f2
jSr2qT
dr; ð18ÞwhereI1ðrÞ ¼ f11 ðrÞ
Z r
rCMB
r2qðrÞf1ðrÞdr; I2ðrÞ ¼ f12 ðrÞ
Z r
rCMB
r2qðrÞTðrÞf2ðrÞdr;
I3ðrÞ ¼ f12 ðrÞ
Z r
rCMB
HðrÞr2qðrÞTðrÞf2ðrÞdr;
HðrÞ ¼ 1
r2qT
r2q
 0  jnT l0n0r ;
f1ðrÞ ¼ exp 
Z r
rCMB
Vrdr=jn
 
; f 2ðrÞ ¼ exp 
Z r
rCMB
Vrdr=jS
 
:Substituting solutions (17) and (18) into the boundary conditions (15), we come to the following expressions for A and BA ¼ I2ðrICBÞ½
_Sþ ðcp=fSÞfn _n þ I4ðrICBÞ  qSr2CMB=f2ðrICBÞ
I5ðrICBÞ þ DSI1ðrICBÞTðrICBÞ=DnM
;
M ¼ cpI2ðrICBÞ
fS
I1ðrICBÞ
Dnr3ICBqSIC
 fn
 
; B ¼ _Sþ cp
fS
fn _nþ AcpfS
I1ðrICBÞ
Dnr3ICBqSIC
 fn
 
;
I4ðrÞ ¼ f12 ðrÞ
Z r
rCMB
r2q
 0
f2ðrÞdr; I5ðrÞ ¼ f12 ðrÞ
Z r
rCMB
l0I1ðrÞf2ðrÞdr:The boundary values nCMB and SCMB follow from the FOC integrals [8]Z
FOC
qðrÞnrdV ¼ 4p
Z rCMB
rICB
qðrÞnrr2dr ¼ 0;
Z
FOC
qðrÞSrdV ¼ 4p
Z rCMB
rICB
qðrÞSrr2dr ¼ 0:After integration, we havenCMB ¼
A
jn
Z rCMB
rICB
I1ðrÞFðrÞdr
r2qðrÞFðrCMBÞ ; FðrÞ ¼
r3  r3ICB
3
 c2ðr
5  r5ICBÞ
5
;
SCMB ¼
Z rCMB
rICB
BI2ðrÞ þ I3ðrÞ  r2CMBqS=f2ðrÞ
jSr2qðrÞTðrÞ
FðrÞ
FðrCMBÞdr:Now pressure perturbations p can be easily found by integration of Eq. (6). Note that expressions (17) and (18) are indepen-
dent of time if _n; _S; nCMB; SCMB and qS are constants [2,8,9,16,17].
Let us especially emphasize that expression (16) represents an approximation of the ﬂuid velocity in the FOC except those
regions where horizontal ﬂows become comparable with vertical ﬂows. Although we do not consider the hydrodynamics in
these boundary layers, expressions (17) and (18) lead to an adequate physical behavior of obtained solutions near the CMB.
This is due to the fact that the light constituent mass fraction nr and the speciﬁc entropy Sr are dependent on Vr only by
means of functions f1ðrÞ and f2ðrÞ representing vanishing integrals at r ¼ rCMB. This result follows from equations (13) and
(14) integrated in the case of arbitrary function VrðrÞ.
Analytical distributions (17) and (18) describe the convective solution of spherically symmetric problem as well as the
case of a motionless ﬂuid (U ¼ 0).
Figs. 1 and 2 show the spherically symmetric parts of n and S (physical parameters used for calculations (see Table 1) cor-
respond to previous studies [8,9,16]). An increase in the convective velocity U leads to a decrease of perturbations of the light
constituent mass fraction and speciﬁc entropy. In the absence of convective motions (U ¼ 0) the mass fraction nr increases at
the ICB due to the impurity displacement by the growing solid phase. Where ﬂuid is rising (U > 0), convective motions de-
crease this function at the ICB and where ﬂuid is descending (U < 0), nr increases near the ICB due to the impurity ﬂux from
the FOC. The same inﬂuence of convection on perturbations of the speciﬁc entropy Sr is illustrated in Fig. 2. Note that the
spherically symmetric solution shown in Figs. 1 and 2 differs from the numerical magnetohydrodynamic (MHD) simulations
[8,9] by only several times despite the fact that the energy of the magnetic ﬁeld in these papers, which we neglected, was
several orders of magnitude greater than the energy of the velocity ﬁeld. Therefore, the solution under consideration should
Fig. 1. The radial distribution of the spherically symmetric perturbations nr (relative to the reference state) of the light constituent mass fraction for
different mean velocities U ¼ 106 m/s (1), U ¼ 0 m/s (2), U ¼ 106 m/s (3).
Fig. 2. The radial distribution of the spherically symmetric perturbations Sr (relative to the reference state) of the speciﬁc entropy for different mean
velocities U ¼ 106 m/s (1), U ¼ 0 m/s (2), U ¼ 106 m/s (3).
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sented by Anufriev and Cupal [22]: they have shown that the characteristic amplitude of the magnetic ﬁeld relates more
to the axisymmetrical part of the MHD equations. Therefore, the present analytical distributions can also be used as test
solutions for numerical calculations of the full MHD equations.
Let us now express the growth rate of the solid inner core (SIC) from the boundary conditions (10). Substitution nr from
(17) into (10) gives_R ¼  AI1ðrICBÞ
DnqSICr2ICB
: ð19ÞFig. 3 shows that an increase of the mean ﬂuid velocity U leads to a decrease of the speciﬁc thermal ﬂux qS at a critical
point qS ¼ qC responsible for the positive growth rate _R > 0 at qS > qC (qC ¼ qS at _R ¼ 0). In other words, the growth condition
_R > 0 is not satisﬁed when q > q qC . When the total thermal ﬂux q is greater than qþ qC , the present diffusion solution with
convection can itself describe the growth process at the ICB. Let us especially note that the critical ﬂux qC < 0 for all values of
the ﬂuid velocity U illustrated in Fig. 3. Considering that the upper limit of the absolute value jUj is 104 m/s [4], we conclude
that qC < 0 for all possible convective ﬂows in the FOC. What this means is the total heat ﬂux q is greater than the adiabatic
ﬂux q when qS > 0 and qC þ q < q < q when qC < qS < 0. It is easy to see that the case of descending ﬂuid (at a high velocity
 104 m/s) will most likely be described by the inequality q > q. The opposite case when ﬂuid is rising (at a high velocity
 104 m/s) corresponds to sufﬁciently small rates _R due to small values of the constitutional supercooling near the ICB. Note
that the growth rate _R is practically linear function of the speciﬁc thermal ﬂux qS for different ﬂuid velocities. Let us also
emphasize that the growth rate _R increases with decreasing U < 0. This is caused by the light constituent ﬂux directed to
the ICB, which increases the constitutional supercooling near the SIC. This conclusion is in agreement with the morphological
stability analysis of the ICB [18], where two possible solidiﬁcation scenarios have been found: ‘‘constitutional supercooling
and morphological stability’’ and ‘‘constitutional supercooling and morphological instability’’ corresponding to the slurry
and mushy layer theories [18,23–26]. If the total heat ﬂux at the ICB is larger than the adiabatic heat ﬂux near the ICB
and the total heat ﬂux near the CMB is less than the adiabatic heat ﬂux there [21] then a point at which these ﬂuxes coincide
moves to the CMB with decreasing the convective velocity U  104 m/s (qC ! 0, Fig. 3).
An important point is that the growth rate of the inner core is greater in a descending part (Fig. 3). This is because that this
part of the ICB becomes colder due to a cold convective ﬂuid ﬂux going to the ICB from the FOC. Those parts of the ICB where
Fig. 3. The growth rate of the SIC boundary as a function of the speciﬁc thermal ﬂux for different mean velocities U ¼ 104 m/s (1), U ¼ 106 m/s (2),
U ¼ 0 m/s (3), U ¼ 106 m/s (4), U ¼ 104 m/s (5); line 1 is above zero. Region _R < 0 is shown only to demonstrate the inﬂuence of qS and U on the
growth rate.
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culated on the basis of the locally planar model is smaller than the rate in descending regions. This difference is the reason of
morphological instability and dendritic growth in the supercooled regions corresponding to those parts of the ICBwhere a cold
ﬂuid descends. This physical bevavior is similar to solidiﬁcation processes met in crystal growth and metallurgy [19,27–29].
4. Constitutional supercooling and the anelastic approximation
Let us assume that the impurity is initially distributed uniformly in the FOC in the vicinity of the ICB, whereas the tem-
perature gradients are such that the solidiﬁcation front moves at constant velocity V and temperature of the melt is higher
than the phase transition temperature. As the partition coefﬁcient k equal to the ratio of concentration in the solid and liquid
phase to both sides of the crystallization front is smaller than unity, the movement of the phase interface will be accompa-
nied by displacement of the impurity by the front and its removal into the melt by the diffusion and convection mechanisms.
As a result, the impurity will be accumulated directly upstream of the front. This will increase the temperature of phase tran-
sition in the melt with increasing distance from the phase interface. The phase transition temperature at the front itself drops
according to the phase diagram. These mechanisms lead to some steady distribution of the impurity, phase transition tem-
perature Tp and of the temperature in the melt T. If the temperature gradient GL in the melt at the front is lower than or equal
to the gradient G of the phase transition temperature, then a supercooled region will form upstream of the front.
In the case under consideration the phase transition temperature depends on both the solute concentration (mass frac-
tion of light constituent N ¼ nþ n) and the pressure P ¼ pþ p. Designating the liquidus (mC) and Clapeyron (mP) slopes as
mC ¼ ð@Tp=@NÞP < 0 and mP ¼ ð@Tp=@PÞN > 0, we get the supercooling criterion at the ICBGL 6 G ¼ mPGP þmCGC ; ð20Þ
where GP and GC stand for the pressure and concentration gradients.
It is known from thermodynamics that the entropy differential in the FOC can be written in the form [2,21]dðSþ SÞ ¼ cp
T
dT  a
q
dP þ h
n
T
dN;where a is the coefﬁcient of thermal expansion and hn is the heat of reaction.
Dividing this equation by dr and taking into account that rS ¼ rn ¼ 0 in the reference state, we come to the following
expressions at the phase transition interface (ICB)gL ¼ a
T ICB
cpqICB
gP ¼ mPgP; ð21Þ
gL mPgP mCgn ¼
T ICB
cp
gS < 0; ð22Þwhere mC ¼ hn=cp and all gradients are presented in the form of reference values (barred variables) and perturbations as
rT ¼ GL ¼ gL þ gL; rP ¼ GP ¼ gP þ gP ; rN ¼ GC ¼ rnþ gn; rS ¼ gS:Expression (21) shows that inequality (20) becomes equality, i.e. that the adiabatic reference state describes the frontal
solidiﬁcation scenario with minimum supercooling. Substituting expression (21) into (20), we rewrite the condition of con-
stitutional supercooling for perturbations in the form
Fig. 4. The relative concentration gradient at the ICB vs. the mean ﬂuid velocity.
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Inequality (23) is always true in the case of spherically symmetric solutions because T ICBgS=cp ¼ T ICBS0r=cp < 0 at the ICB
(see expression (22) and Fig. 2). In other words, the well-known anelastic frontal model under consideration demonstrates
that the liquid is always supercooled near the ICB even in the non-convecting case. An important point is that an increase in
the convective velocity directed to the ICB increases the constitutional supercooling in accordance with analytical solutions
shown in Figs. 2 and 4. The reason is that the impurity concentration near the ICB undergoes only a small rise due to its ﬂux
from the FOC to the ICB transferred by a cold ﬂuid when U < 0. In the opposite case U > 0, in regions where ﬂuid rises it is
hotter because these convective zones represent the channels of heat removal from the ICB to the FOC.
As the melt near the ICB is always supercooled there are two possible solidiﬁcation scenarios: ‘‘constitutional supercool-
ing and morphological stability’’ and ‘‘constitutional supercooling and morphological instability’’ [18]. These regimes are
completely determined by convective motions at the ICB. The ﬁrst case is described by the planar solidiﬁcation front or
the slurry layer model, whereas the second case corresponds to the formation of a mushy layer ﬁlled by dendrite structures
[18]. In accordance with estimates presented by Fearn et al. [30] this dendrite region in which phase transition takes place
may extend throughout the FOC.
It is signiﬁcant that only the ﬁrst of these scenarios can be described by means of the AM at small supercoolings. When
supercooling is large enough the AM approach with corresponding boundary conditions cannot be used in the ICB region.
This approach should be modiﬁed to take into account possible mushy layer effects near the ICB. In other words, the most
probable scenario ‘‘constitutional supercooling and morphological instability’’ should be described by a mushy layer theory
[18,19,23,24,31] near the ICB and by the AM theory [2,21] in the rest region of the FOC with new boundary conditions im-
posed at the mushy layer – FOC interface. Such model is needed to improve the geodynamo simulations [8,9].
Note that the theoretical analysis [32] shows that solidiﬁcation process at the ICB most likely proceeds by formation of a
mushy layer because of the difﬁculty to supply enough nuclei to feed a slurry layer. The slurry layer solidiﬁcation scenario
requires a sufﬁciently large supercooling at the ICB to initiate the nucleation process. If this is really the case, one can use the
theoretical approach developed previously [18,26,32,33]. Below we consider the growth of dendritic structures in the mushy
layer near the ICB developing at small supercoolings.5. Dendritic growth near the ICB
Let us now estimate the main parameters of this supercooled (mushy) layer in the presence of convection. Its thickness
highly dependent on the velocity of convection is a few hundred of meters [18]. This layer is ﬁlled with dendrites and similar
structures which determine the mushy layer permeability. In its turn, the permeability is a necessary parameter to study the
hydrodynamics in porous media. It is known that the mushy layer permeability is roughly proportional to the square of the
primary dendrite spacing k1 [34]. In the case of stationary state and axisymmetric dendrite tip, we have [35]k1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pq
að@u=@rÞICB
s
; ð24Þwhere q is the dendrite tip radius,u is the solid fraction, a ¼ 1 and a  0:86 for a cubic and hexagonal dendritic array respec-
tively. Let us now calculate q and u in the presence of convection.
One of the theoretically and practically important problems consists in obtaining stable crystallization mode of the grow-
ing dendrite. After establishing robust stable conditions for the dendritic tip growing into a one-component stagnant liquid
[36–39], these were extended to the one-component dendritic growth under forced ﬂow [40,41], to the binary dendritic
growth in a stagnant media [42] and to the binary dendritic growth under forced ﬂow [43,44]. The main predictions of these
theories are (i) that the crystal shape remains parabolic near the tip of the dendrite, (ii) that the product q2V ¼ const (V
9376 D.V. Alexandrov, A.P. Malygin / Applied Mathematical Modelling 37 (2013) 9368–9378stands for the growth velocity), which is known to be valid for dendritic growth without ﬂow remains true in the presence of
an external ﬂow, and (iii) that q2V does not depend on the transverse component of the ﬂow and increases linearly with the
longitudinal component Vr of the ﬂow as [43]Fig. 5.
(solid li
Physicaq2V ¼ 2d0D
r
1þ vd0
D
Vr
 
ð25Þfor different concentrations of impurity of the order of 102 typical for the ICB conditions. Here d0 is the capillary length, D is
the chemical diffusion coefﬁcient, r and v are two numerical constants, estimated as 0.032 and 5300 [43]. Contrary to the
purely diffusive expression for the dendrite tip radius [35], expression (25) takes into account the inﬂuence of convection.
Taking into consideration that jVr j is less than 104 m/s [4], V ranges from 6  1012 m/s to 2  1011 m/s [35], D ¼ 109 m2/s
and d0  109 to 1010 m, we obtain that the dendrite tip radius varies twofold from 0.5 mm to 1 mm. These estimates are
in good agreement with q 1 mm found in Ref. [35] for a stagnant ﬂuid.
Let us now express the derivative of the solid fraction with respect to r entering in Eq. (24). To do this would require the
heat balance condition at the ICBksGs  LV ð1uICBÞV ¼ kslðuICBÞ
dT
dr
¼ kslðuICBÞGl; ð26Þthe temperature gradient dT=dr in the mushy layer known from the phase diagramdT
dr
¼ mC dCdr þmPGP ð27Þand the Scheil expression [45] connecting the impurity concentration C and the solid fraction u in the phase transition
domainCðuÞ ¼ C1ð1uÞk1; ð28Þ
where kslðuICBÞ ¼ klð1uICBÞ þ ksuICB; ks and kl are the thermal conductivities in the solid and liquid phases, uICB is the solid
fraction u at the ICB, LV is the latent heat, Gs is the temperature gradient in the inner core, GP is the pressure gradient in the
outer core near the ICB, mC and mP are the concentration and pressure liquidus slopes, C1 is the impurity concentration in
the liquid far from the ICB and k is the partition coefﬁcient. Eq. (28) shows that the solid fraction at the boundary between
the mushy layer and the FOC turns to zero. Combining expressions (26)–(28) we havedu
dr
 
ICB
¼ ksGs  LVVð1uICBÞ  kslðuICBÞmPGP
kslðuICBÞmCC1ð1 kÞð1uICBÞk2
; ð29Þwhere GP ¼ qICBg and uICB can be found in terms of the temperature gradient Gl in the outer core at the ICBuICB ¼
ksGs  klGl  LVV
ðks  klÞGl  LVV :Note that the solid fraction proﬁle in the mushy layer uðrÞ is found in Ref. [18] in terms of its inverse function. We refer the
reader to this paper for further discussion.
Now substitution of expressions (25) and (29) into (24) completely determines the interdendritic spacing in the mushy
layer. Fig. 5 shows that increasing the ﬂuid velocity near the ICB increases k1. However, the liquidus slope has a more sig-
niﬁcant inﬂuence on this parameter: k1 ranges from 3 m to 40 m. If the value mC  104 K is more probable than
mC  102 K [32] then the interdendriting spacing at the ICB is of the order of 30–40 m in the presence of convection. ThisInterdendritic spacing k1 as a function of the ﬂuid velocity Vr in the mushy layer near the ICB for different solidiﬁcation rates V ¼ 0:9  1011 m/s
ne) and V ¼ 1:2  1011 m/s (dashed line) and liquidus slopesmc ¼ 102 K (scale of values on the left) andmc ¼ 104 K (scale of values on the right).
l parameters used for calculations are listed in Table 1, a ¼ 0:86.
D.V. Alexandrov, A.P. Malygin / Applied Mathematical Modelling 37 (2013) 9368–9378 9377value is three/four times larger than the corresponding value found in [35] on the basis of approximate estimates of
ð@u=@rÞICB for a stagnant ﬂuid and it is signiﬁcantly smaller than estimate of a few hundred meters obtained on the basis
of scaling laws in Ref. [46].
6. Conclusion
It is likely that the mushy layer near the ICB has a very similar structure as in the case of binary alloy solidiﬁcation process
[19]: this layer represents broad areas where ﬂuid is descending from the FOC divided by narrow areas called by chimneys
where ﬂuid is rising. In those regions where ﬂuid rises, its ﬂux dissolves the dendrites and forms a chimney in the mushy
layer. Most parts of regions where ﬂuid is descending have a radial symmetry and consequently they can be described by
means of the radially symmetric approach under consideration. This theory is in agreement with the linear morphological
stability analysis in the presence of convection recently developed in Ref. [18]: the instability domain exists for Vr < 0 where
ﬂuid is descending. The physical reason of morphological instability is that the ICB is supercooled where Vr < 0. This con-
clusion follows from the AM equations under consideration and from the stability analysis [18]. Most likely these unstable
regions of the ICB represent mushy layers ﬁlled by growing dendrites whose main parameters are found in the present study
in the case of a forced ﬂow.
Let us now summarize in conclusion the main steps and aspects of the theory under consideration.
(i) The radially symmetric solutions for perturbations of the anelastic equations [2,21] are found analytically in the pres-
ence of convection. These solutions probably represent the sources of MHD convection in the FOC.
(ii) The growth rate of the SIC boundary is theoretically found as a function of the speciﬁc thermal ﬂux and mean ﬂuid
velocity. This rate is nearly liner function of the speciﬁc thermal ﬂux for different ﬂuid velocities. The regions of
the SIC where ﬂuid is descending/rising correspond to large/small growth rates. As this takes place, the growth rate
of the SIC increases with increasing the absolute value of the descending ﬂuid velocity due to the effect of increased
constitutional supercooling near the ICB.
(iii) Under these conditions our solutions show that the descending ﬂuid is always supercooled near the ICB. These super-
cooled regions of unstable growth of the SIC represent mushy layers most likely ﬁlled by growing dendrites. What this
means is the AM approach, generally speaking, is valid only at small supercoolings near the ICB where the SIC bound-
ary represents the solidiﬁcation front. The most probable scenario at the unstable SIC boundary where supercooled
ﬂuid is descending should be described by a mushy layer theory in the vicinity of the ICB and by the AM in the rest
region of the FOC.
(iv) The main parameters characterizing dendritic growth near the ICB are determined in the presence of convective ﬂow.
The dendrite tip radius varies from 0.5 mm to 1 mmwhen the growth rate ranges from 6  1012 m/s to 2  1011 m/
s. The interdendritic spacing therewith becomes of the order of 30–40 m in the presence of convection.
(v) Possible arrangement of the mushy layer at the ICB is predicted. It represents broad regions where ﬂuid is descending
to the SIC divided by narrow chimneys where ﬂuid is rising. The mushy layers with dendrites therewith are located in
the ﬁrst regions, whereas the second ones represent the chimneys where ﬂuid dissolves dendrites and where the SIC
boundary remains locally planar [47,48].
Thus, a better model of heat and mass transfer equations and boundary conditions at the ICB including the AM aproxi-
mation and the convective mushy layer theory with chimney formation is needed to describe the evolution of the ICB
and the magnetohydrodynamics in the FOC more precisely.
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