Abstract-Systems should be self-predicting. They should continuously monitor themselves and provide quantitative answers to What...if questions about hypothetical workload or resource changes. Self-prediction would significantly simplify administrators' decision making, such as acquisition planning and performance tuning, by reducing the detailed workload and internal system knowledge required. This paper describes and evaluates support for self-prediction in a cluster-based storage system and its application to Whart..if questions about data distribution selection.
I. INTRODUCTION
Storage administration is a difficult and expensive task [1] , [2] , [3] . One major portion of this task involves making decisions about such things as acquisitions, component configurations, assignment of datasets/workloads to components, and performance problem resolutions. For many of these decisions, the most complex aspect is understanding the performance consequences of any given decision. 1 These consequences usually depend on workload specifics (e.g., the interleaved I/O patterns of the applications) and storage system internals.
Traditionally, administrators use two tools when making such decisions: their expertise and system overprovisioning [4] . Most administrators work with a collection of rules-of-thumb learned and developed over their years of experience. Combined with whatever understanding of application and storage system specifics are available to them, they apply these rules-of-thumb to planning challenges. For example, one administrator might apply the rule "if average queueing delays are greater than 10 ms, then spread data/work over more disks" to resolve a perceived performance problem. Since human-utilized rules-of-thumb are rarely precise, overprovisioning is used to reduce the need for detailed decisions.
For example, one common historical rule-of-thumb called for ensuring that disk utilization stayed below 30% (i.e., always have three times the necessary disk throughput available). Both tools are expensive, expertise because it requires specialization and over-provisioning because it wastes hardware and human 2 resources. Further, sufficient expertise becomes increasingly difficult to achieve as storage systems and applications grow in complexity.
iNon-performance issues, such as cost and reliability, are also involved.
But these usually require much less understanding of the inner workings of systerm components and applications.
2The additional hardware must be configured and maintained.
We believe that systems must provide better assistance to administrators. Systems should be self-predicting, able to provide quantitative answers to administrators' performance questions involved with their planning. With appropriate builtin monitoring and modeling tools, we believe that systems can answer What...if questions about potential changes. For example, "What would be the performance of workload X if its data were moved from device A to device B?". With answers to such What...if questions, administrators could make informed decisions with much less expertise. Further, iterating over Wh.at.. if questions (e.g., one for each possible option) enables a search-based approach to automating, or at least guiding, planning and tuning decisions. This paper describes support for self-prediction in a clusterbased storage system and its application to What...if questions about data distribution choices. The data distribation for a dataset describes how it is encoded (e.g., replication vs. erasure coding) and assigned to storage-nodes within the cluster. No single data distribution choice is best for all data [5] , and cluster-based storage systems will support a variety of choices just like disk array systems (RAID 5, RAID 0+ 1, etc.).
The data distribution used for a given dataset has a large impact on its performance, availability, and confidentiality. Self-prediction assists with understanding the performance impact of any given data distribution.
Of course, the performance for a data distribution is a complex function of I/O workload and storage-node characteristics. Selecting the right encoding requires knowledge of the access patterns and the bottleneck resources. For example, small random writes often interact poorly with erasure coding, but large streaming writes benefit from the reduced network bandwidth relative to replication. Data placement requires similar knowledge plus information about how workloads will interact when sharing storage-nodes. For example, two workloads that benefit from large caches may experience dramatic performance decreases if assigned to the same storage-node.
Answering What...if questions about data distribution choices requires accounting for all such effects.
Self-prediction has two primary building blocks: monitoring and modeling. The monitoring must be detailed so that perworkload, per-resource demands and latencies can be quantified. Aggregate performance counters typically exposed by systems are insufficient for this purpose. Our system uses end-to-end instrumentation in the form of traces of "activity records" that mark steps reached in the processing of any given request. Those [5] , [6] , [7] . The storage-node reliability and performance, data is strategically distributed to enable access parallelism and reliability in the face of node failures. A data distribution is an algorithm for encoding the data to meet availability and confidentiality needs and choosing the set of storage-nodes to host the data.
There is no single data distribution that is best for all data. The data distribution choice has major impact on three crucial system metrics: availability, confidentiality and performance. The data a bank stores, for example, has different availability goals than the data of an online retailer [8] , and thus may require a different encoding. The online retailer may have a stricter confidentiality goal than an email provider and thus may require encryption. The online retailer may have more stringent performance requirements than the bank, and may require that response times be kept below a threshold.
B. Data encoding
A data encoding specifies the degree of redundancy with which a piece of data is encoded, the manner in which redundancy is achieved, and whether or not the data is encrypted. Availability requirements dictate the degree of data redundancy. Redundancy is achieved by replicating or erasure coding the data [9] , [10] . Most erasure coding schemes can be characterized by the parameters (n,n). An m-of-n scheme encodes data into n fragments such that reading any of them reconstructs the original data. Confidentiality requirements dictate whether or not encryption is employed. Encryption is performed prior to encoding (and decryption is performed after decoding). [11] , [12] .
Because of this large trade-off space and the dependence on workload characteristics, it is very difficult for an administrator to know a priori the effects of an encoding change -hence the need for system self-prediction. This paper shows that a system can answer high-level performance questions related to throughput and latency by answering sub-questions of the form "What would be the CPU/network/storage demand of workload A, if data is encoded using scheme E?". Figure 1 .
Below, we explain some of the terminology used.
Clients: Clients of the system store and access data. Data may have different availability, confidentiality and performance goals. Clients use the PASIS consistency protocols to read and write data [12] , [13] . Clients include an Ursa Minor library that encodes data and implements the PASIS protocols. Illustrated in Figure 1 are two clients. The first is writing data using a 3-of-5 encoding scheme (thus having to write to 5 storage-nodes). The second is reading the data from 3 of the 5 storage-nodes [14] . The next section summarizes key features of the ATI used to make informed data distribution decisions.
B. Activity tracking infrastructure (ATI)
The ATI is responsible for tracking the performance of every client request along its execution path. The such posting causes minimal impact on foreground performance. Table II Each computer runs a single ATI instance. An ATI instance is responsible for presenting any process running on that computer with APIs for posting and querying activity records.
For querying flexibility, ATI records are stored in relational databases (Activity DBs). Activity records posted to an ATI instance are periodically sent to Activity DBs. Activity DBs run on the same infrastructure computers with the rest of the system. The DBs store the records in relational tables and answer queries on those records. Storing activity records in a database permits efficient execution of queries.
Activity DBs are queried by internal resource-specific What...ifmodules using the common SQL language. For example, to get a disk I/O trace for a certain storage-node, one could query the Activity DB that keeps records for that storagenode's disk activity records. Activity records are effectively a super-set of performance counters. Any performance counter value of interest can be extracted by querying the DBs. Both pi and DDISK need to be predicted for a hypothetical data distribution. Both depend heavily oun the interaction among the node's buffer cache size and eviction policy and disks at each node, as explained in Sections 111-C.6 and 111-C.7 respectively. They also depend on workload access patterns (e.g., sequential or random).
3) Response time predictionri We predict response time Ri by transforming our throughput predictions above using Little's law [16] client i if that request is part of a random/sequential, read/write stream?". Figure 6 illustrates the accuracy of the disk module. Figure 7 . The high-level performance question that this experiment answers is "What is the peak throughput client A can get ifits workload's encoding changes from 3-way replication to 3-way replication with encryption (or the other Predicting peak throughput for CPU-bound workloads.
SSIOBENCHMARK is used to measure throughput for different read:write ratios. Fig. 8 . Predicting peak throughput for network-bound workloads.
SSIO BENCHMARK is used to measure throughput for different read:write ratios. 40 when using encryption, the client's CPU is the bottleneck resource. Third, although the CPU cost of encoding is higher than that of decoding for the encoding with encryption, the throughput increases slightly as the read percentage increases. This is because writes are sent to three machines, thus requiring more network bandwidth than reads. As described in Section 111-C.4, the higher the network bandwidth required, the higher the CPU demand needed for TCP processing. Figure 8 . The high-level performance question that this experiment answers is "What is the peak throughput client A can get if its workload's encoding changes from 3-way replication to a 3-of-5 erasure coding scheme (or the other way around)?". A 3-of-5 schemiae is more storage efficient than 3-way replication, while tolerating the same number of storage-node crashes (two). The prediction accuracy for the 3-of-5 scheme is less than that of the 3-way replication. We believe this arises from a TCP inflow problem, as has been observed in similar systems [20] . When reading under the 3-of-5 encoding, three storage-nodes are contacted to retrieve the data. The storage-nodes simultaneously reply to the client, causing packets to be dropped at the network switch. That leads to TCP retransmissions. We plan to incorporate this loss in throughput due to TCP retransmissions in our network module in the future.
A trend worth noting is that, for a mostly-write workload, the 3-of-5 encoding performs best, since the workloads are network bound. The amount of "extra" data that needs to be transmitted to tolerate two crashes is three times more than the data that needs to be transmitted when no crashes are tolerated, for the 3-way replication, however, the 3-of-5 scheme only transmits times more data. Hence, the network demand is less for that scheme. Figure 11 illustrates the prediction accuracy for a client that is using the 3-of-5 scheme and is network-bound. After the request pipeline fills up (N1* = 3) the throughput peaks, [24] . The DB2 advisor provides similar functionality [25] . The Resource Advisor answers What... if questions related to changing the database buffer size [26] .
Data distribution selection: Categorization of encoding schemes and their trade-offs can be found in [9] , [10] , [11] , [12] , [27] . We extend such work by providing a predictive framework, within the system, for choosing the right encoding based on observed system conditions and workload characteristics. AutoRAID [28] [15] , [29] , [30] , [31] [39] , [40] to make coarse-grained performance predictions in black-box systems.
VI. DISCUSSION
There are several improvements that can be made to our What if modules First as discussed throughout this paper they make use of simple simulation or analytical models. We opted for simple models that account for first-order effects. There is room for improvement, especially for the disk models. Second, the cost of re-distribution is not included in the models currently. It is desirable for the Automation Agents to predict the time it will take to re-distribute the data or to take as input an upper bound on how long re-distribution is allowed to take. Third, our modules currently deal only with closed-loop workloads. An important extension of this work is to predict the response time of open-loop workloads [41] . In practice, it is difficult to determine, from within the system, whether a client's workload is open-or closed-loop (or a hybrid).
An assumption in designing the ATI for Ursa Minor is that machines will only run our code and the underlying operating system. The only modification we had to make outside our code-base was a small change in the Linux OS to allow for posting of context switch records (in Windows there is already built-in support for this [15] ). It will be valuable to make predictions about off-the-shelf components, like databases, which are closed source, that store data in Ursa Minor. We expect that the accounting for the resources such components use will be coarse-grained compared to the ATI instrumentation built into Ursa Minor and so will lead to less accurate predictions.
There 
