Regular maps and principal congruence subgroups of Hecke groups  by Ivrissimtzis, Ioannis & Singerman, David
European Journal of Combinatorics 26 (2005) 437–456
www.elsevier.com/locate/ejc
Regular maps and principal congruence subgroups
of Hecke groups
Ioannis Ivrissimtzisa, David Singermanb
aMPI-Informatik, Stuhlsatzenhausweg 81, Saarbru¨cken 66123, Germany
bFaculty of Mathematical Studies, University of Southampton, SO171BJ, UK
Received 28 February 2003; accepted 28 January 2004
Available online 7 June 2004
Abstract
Regular q-valent maps correspond to normal subgroups of the triangle group (2, q,∞). This
group has a representation as the Hecke group Hq which is generated by z → −1z and z → −1z+λq ,
where λq := 2 cos πq . We investigate the regular maps corresponding to the principal congruence
subgroups of Hq . Those of low index give many interesting regular maps.
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1. Introduction
The purpose of this paper is to relate Hecke groups to regular maps on surfaces. We
start by recalling the definitions of these concepts. By a Hecke group we mean a discrete
subgroup of PSL(2, R) generated by R, S, where R(z) = − 1z and S(z) = z +λ. Hecke [5]
showed that this is discrete if and only if λ = 2 cos πq or λ > 2. In the first case we
have R2 = (RS)q = 1. This group is denoted by H q and is isomorphic to the free
product C2 ∗ Cq . The best known example is when q = 3, and H 3 is the modular group
Γ = PSL(2, Z).
A map on a surface X is an embedding of a graph G into X with the property that the
components of X −G are simply connected. We can then regard each of these components
as polygonal cells. Thus a map will have vertices and edges (from the graph) and faces
(from the polygonal cells). An automorphism of the map is an orientation-preserving
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Fig. 1. The Farey tessellation.
homeomorphism of the surface that preserves the embedded graph and we regard two such
homeomorphisms to be identical if they have the same effect on the embedded graph G .
The map is called regular if its automorphism group is transitive on the directed edges
of the map. All the faces of a regular map will have the same valency (e.g. all faces of
an icosahedron have valency 3, all faces of a cube have valency 4, etc.). Now from the
Hecke group H q we can construct a universal q-gonal map Mˆq . For example, Mˆ3 is the
well-known Farey graph (see Fig. 1), and for the general definition of Mˆq see Section 6.3.
Now let I be an ideal of Z[λq], and let H q(I ) be the corresponding principal congruence
subgroup (see Section 6.2). In this paper we study the mapsMq/H q(I ), showing that they
form well-known examples of regular maps and that they have a nice arithmetic structure.
In Sections 2–5 of this paper we study triangular maps using principal congruence
subgroups of the modular group. From Section 6, we study maps with q-gonal faces (for
q > 3) using the Hecke groups H q .
2. Congruence subgroups
We start with the classical case q = 3 and then H 3 = Γ (the modular group), namely
the group SL2(Z)/{±I}, which acts on
Hˆ = H ∪ Q ∪ {∞} by
(
a b
c d
)
∧ z = az + b
cz + d .
As usual, we denote an element of Γ as a 2 × 2 matrix
(
a b
c d
)
remembering to identify
any such matrix with its negative. The modular group is often denoted by PSL(2, Z). The
principal congruence subgroup of level n is
Γ (n) =
{(
a b
c d
)
≡ ±
(
1 0
0 1
)
mod n
}
and any subgroup Λ of Γ containing Γ (n) is called a congruence subgroup of level n. The
most important of these is
Γ0(n) =
{(
a b
c d
)
≡ ±
( ∗ ∗
0 ∗
)
mod n
}
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and
Γ1(n) =
{(
a b
c d
)
≡ ±
(
1 ∗
0 1
)
mod n
}
.
2.1. Relations between these subgroups
We have
(a) Γ (n)  Γ ,
(b) Γ1(n)  Γ0(n).
Statement (a) is obvious. To prove (b), we let U(n) denote the group of units modulo n
and consider the homomorphism θ : Γ0(n) → U(n)/{±1} defined by
θ
(
a b
cn d
)
= ±d.
The kernel of θ is Γ1(n). For simplicity, we now assume that n > 2. Then from (b) above,
we obtain
|Γ1(n) : Γ0(n)| = φ(n)/2.
Also there is a homomorphism χ : Γ1(n) → Zn defined by
χ
(
±
(
an + 1 b
cn dn + 1
))
→ b(mod n)
whose kernel is Γ (n) which shows that
|Γ1(n) : Γ (n)| = n. (2.1)
Also, it is well known that
|Γ : Γ0(n)| = n
∏
p|n
(
1 + 1
p
)
(2.2)
which is equivalent to
|Γ : Γ (n)| = n
3
2
∏
p|n
(
1 − 1
p2
)
. (2.3)
We outline a proof of (2.3) at the end of Section 3.1. The formulae for n = 2 are
Γ1(2) = Γ0(2), |Γ : Γ0(2)| = 3, and |Γ0(2) : Γ (2)| = 2, so that |Γ : Γ (2)| = 6.
3. The principal congruence mapsM3(n)
The universal triangular map Mˆ3 pictured in Fig. 1 has as its vertices the set Q ∪ {∞},
where ∞ = 10 , and two vertices ac and bd are joined by an edge if ad − bc = ±1. We note
the following facts about the tessellation Mˆ3:
(a) There is a triangle with vertices 10 , 11 , 01 ; this is called the principal triangle.
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(b) The group Γ acts as a group of automorphisms of Mˆ3.
(c) There is a triangle with vertices a
c
,
a+b
c+d ,
b
d .
Thus Mˆ3 is a triangulation of Hˆ. In [13] it is shown that every triangular map is a quotient
of Mˆ3, in the sense that given a triangular map T on an orientable surface X , there is a
subgroup M of Γ such that Hˆ/M is conformally equivalent to X and Hˆ/M = T . Also any
subgroup L of Γ gives rise to a triangular map Mˆ3/L on the surface Hˆ/L.
Definition. We letM3(n) be the triangular map Mˆ3/Γ (n).
We callM3(n) a principal congruence map or PC-map.
3.1. The vertices ofM3(n)
By definition, the vertices of Mˆ3 are the cusps of Γ (namely Q ∪ {∞}). The vertices
of M3(n) are the images of these cusps under the natural projection p : Hˆ → Hˆ/Γ (n),
namely Q ∪ {∞}/Γ (n).
Writing Qˆ = Q ∪ {∞}, then as Γ (n)  Γ we find a transitive action of Γ on Qˆ/Γ (n)
by A[x]Γ (n) = [Ax]Γ (n) (A ∈ Γ ), where x ∈ Qˆ and [x]Γ (n) denotes the Γ (n)-orbit of x .
As Γ (n) acts trivially, we have an action of the quotient group Γ/Γ (n) on the vertex set
Qˆ/Γ (n).
We let S∞ be the stabilizer of ∞ in Γ , namely the group generated by
(
1 1
0 1
)
. A basic
result that we later generalize for Hecke groups is the following.
Lemma 3.1. Γ1(n) = S∞Γ (n).
Proof. As S∞(n) ≤ Γ1(n), and Γ (n) ≤ Γ1(n), S∞(n)Γ (n) ≤ Γ1(n). To prove the reverse
inclusion, let(
a b
c d
)
∈ Γ1(n).
We can write(
a b
c d
)
=
(
1 b
0 1
)(
a − bc b − bd
c d
)
showing that every element of Γ1(n) is a product of an element of S∞ and an element of
Γ (n).
Lemma 3.2. The stabilizer of [∞]Γ (n) is isomorphic to Γ1(n)/Γ (n).
Proof. We find the set of all A ∈ Γ such that [A∞]Γ (n) = [∞]Γ (n). This is
{A ∈ Γ | there exists C ∈ Γ (n) with A∞ = C∞}.
This is equivalent to C−1 A ∈ S∞ and so the result follows by Lemma 3.1. (Note that
S∞Γ (n) = Γ (n)S∞ as Γ (n)  Γ .)
By the orbit-stabilizer theorem we deduce
Theorem 3.3. There exists a one-to-one correspondence between the left cosets of Γ1(n)
in Γ and the vertices ofM3(n).
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(A straightforward calculation shows that two matrices
(
a1 b1
c1 d1
)
and
(
a2 b2
c2 d2
)
determine
the same left coset of Γ1(n) in Γ if and only if
(
a2
c2
)
≡ ±
(
a1
c1
)
mod n.)
It is convenient to write the vertices as row vectors. From the above description, a vertex
may be written as (a, c), where (a, c, n) = 1. We identify (a, c) with (−a,−c). Thus the
cusp set is
{(a, c) | a, c ∈ Zn, (a, c, n) = 1)}/ ∼
where (a, c) ∼ (n−a, n−c). (Thus ∼ is an equivalence relation with two elements in each
equivalence class if n > 2, and one if n = 2.) Thus the vertices can be given “coordinates”
of the form (a, c), where we now regard a and c as being elements of Zn . We still use the
equivalence relation ∼ on Zn .
Examples. The cusps of Γ (4)(=the vertices ofM3(4)) are
(1, 0), (1, 1), (2, 1), (3, 1), (1, 2), (0, 1).
The cusps of Γ (5) (=the vertices ofM3(5)) are
(1, 0), (1, 1), (2, 1), (3, 1), (4, 1), (0, 2), (1, 2), (2, 2), (3, 2), (4, 2), (2, 0), (0, 1).
Using our description of the vertices as cusps of M3(n) it is easy to show, using
elementary combinatorial techniques, that the number of vertices is given by
|Γ : Γ (n)| = n
2
2
∏
p|n
(
1 − 1
p2
)
and then using (2.1) we can deduce (2.3).
3.2. The edges and triangles ofM3(n)
The edges and triangular faces ofM (n) are the projections of the edge and triangles of
the universal triangulation Mˆ3. Thus if (a, b) and (c, d) are two vertices of M3(n) then
they are joined by an edge if ad−bc ≡ 1 mod n, and a+cb+d and a−cb−d are the vertices forming
triangular faces with (a, b) and (c, d).
3.3. The darts ofM3(n)
By definition, a dart of a map is a directed edge. Thus, if a vertex v has valency k, then at
v there are k darts. In the case of the congruence mapsM3(n), they arise from the normal
subgroups Γ (n) of the triangle group Γ , and so by general results (see, e.g., [7]) M3(n)
are regular maps, which means that their automorphism group is transitive on the darts.
We want to find the stabilizer of a dart. Choose the dart from [0]Γ (n) to [∞]Γ (n). If
A ∈ Γ lies in the stabilizer of [∞]Γ (n) then by Lemma 3.1, A ∈ Γ1(n). As [0]Γ (n) is also
fixed, then A ∈ Γ (n). As Γ (n)Γ , the left cosets of Γ (n) in Γ are equal to the right cosets
of Γ (n) in Γ and
Theorem 3.4. The darts of M3(n) are in one-to-one correspondence with the cosets of
Γ (n) in Γ .
442 I. Ivrissimtzis, D. Singerman / European Journal of Combinatorics 26 (2005) 437–456
3.4. The axes ofM3(n) and Γ0(n)
We first give a general definition of an axis. Let (G,Ω) be a transitive permutation
group, consisting of a group G acting transitively on a set Ω . We say that a, b ∈ Ω are
equivalent, and write a ∼ b, if Ga = Gb. The equivalence classes are called axes.
Lemma 3.5. The stabilizer of the axis containing a is isomorphic to N/Ga, where N is
the normalizer of Ga in G.
Proof. If n ∈ N , then nGan−1 = Ga ; but nGan−1 is the stabilizer of Gn(a) and thus
a ∼ n(a). Thus n stabilizes the axis of a. Also, if Gb = Ga , then by transitivity, there
exists m ∈ G such that m(a) = b, and reversing the above argument gives m ∈ N . Now
if t ∈ N has a trivial action on the axis of [a] then ta = a, that is t ∈ Ga , and thus the
only element of N/Ga to have a trivial action on the axis of [a] is the identity. Thus the
stabilizer of [a] is N/Ga .
We will need the following result.
Lemma 3.6. The normalizer of Γ1(n) is Γ0(n), if n = 4. The normalizer of Γ1(4) is Γ0(2).
Proof. Let n > 4. We know from Section 3.1 that Γ1(n)  Γ0(n). Suppose that
A =
(
a b
c d
)
is an element of the normalizer of Γ1(n). Then
A
(
1 1
0 1
)
A−1 ∈ Γ1(n)
and hence(
1 − ac ∗
−c2 1 + ac
)
≡ ±
(
1 ∗
0 1
)
mod n.
As n > 4, we must take the + sign so that c2 ≡ ac ≡ 0 mod n. We show that
(a, n) = 1. Otherwise, we can find a prime p such that p | a and p | n. Then p | c2 and
so p | c. As A is a unimodular matrix, (a, c) = 1 so that no such prime p can exist, and so
(a, n) = 1. We now see that n | c so that A ∈ Γ0(n) as required. The cases n = 2, 3, 4 are
similar. (Note that Γ0(4) = Γ1(4).)
Corollary 3.7. The stabilizer of the axis containing [∞]Γ (n) is Γ0(n)/Γ1(n), if n = 4. If
n = 4, the stabilizer is Γ0(2)/Γ1(4).
Corollary 3.8. The number of fixed points of [x]Γ (n) → [x + 1]Γ (n) is φ(n)/2, if n = 4.
The number of fixed points of [x]Γ (4) → [x + 1]Γ (4) is 2.
Theorem 3.9. The axes ofM3(n) are in one-to-one correspondence with the left cosets of
Γ0(n) in Γ .
Proof. We take the special case that G = Γ/Γ (n), and Ω = the vertices of M3(n)
which, by Theorem 3.3, is in one-to-one correspondence with the cosets of Γ1(n) in Γ .
By Lemmas 3.1 and 3.5, the stabilizer of the axis containing [∞]Γ (n) is Γ0(n)/Γ1(n) and
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so the axes are in one-to-one correspondence with ||Γ : Γ1(n)| : (Γ0(n)/Γ1(n))|, that is
with |Γ : Γ0(n)|.
We can easily find the axes explicitly. The axis of [x]Γ (n) → [x + 1]Γ (n) consists of
the points (r, 0),
(
(r, n) = 1, 1 ≤ r ≤ φ(n)2
)
(remembering that (r, 0) should be written as
a column vector) and then by applying the element Γ (n)
(
a b
c d
)
we see that the general
axis consists of points (ar, cr),
(
(r, n) = 1, 1 ≤ r ≤ φ(n)2
)
.
4. Examples
Here, we picture some of the mapsM3(n) for small values of n. These lie on the surface
U /Γ (n), and their vertices lie at the cusps ofM3(n). For this reason it is useful to recall
the formulae for the genus g(n) and the number of cusps π(n) of U /Γ (n). (For example,
see [2].) We have
g(2) = 0
while for n > 2
g(n) = 1 + n
2(n − 6)
24
∏
p|n
(
1 − 1
n2
)
. (4.1)
Also
π(2) = 3
while for n > 2
π(n) = n
2
2
∏
p|n
(
1 − 1
n2
)
(4.2)
where in both formulae we take the product over all positive prime divisors of n.
We can give each vertex of M3(n) a “coordinate” (x, y) where x, y ∈ Z/(n). The
vertex (x, y) is defined as the projection of xy in the Farey graph so that the vertex
(x, y) is joined by an edge to the vertex (u, v) if and only if xv − yu ≡ 1 mod n. For
example, if n = 2 there are three vertices (1, 0), (0, 1), (1, 1), (the projections of ∞, 0, 1).
Any two vertices are joined by an edge and soM3(2) is a triangle. For n = 3, 4, 5 we obtain
a tetrahedron, octahedron, and icosahedron, respectively (see Fig. 2). Thus all the regular
triangular maps on the sphere are PC-maps. (Later, when we consider Hecke groups,
we shall extend our definition of PC-map and show that all regular maps on the sphere
are PC.)
From (4.1) we deduce that g(n) = 0 if and only if 2 ≤ n ≤ 5, and that g(6) = 1 and
g(7) = 3. It is easy to find the corresponding regular maps. By (2.3), |Γ : Γ (6)| = 72, so
that Mˆ3/Γ (6) has 36 vertices. The triangular regular maps on the torus are classified in [1,
Section 8.4]. They have the form {6, 3}b,c, where b, c are non-negative integers, and this
map has 3(b2 +bc + c2) edges. Thus b = c = 2, and so Mˆ3/Γ (6) = {6, 3}2,2 (see Fig. 3).
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Fig. 2. Left: M3(3): tetrahedron. Middle: M3(4): octahedron. Right: M3(5): icosahedron.
Fig. 3. Left: M3(6): {3, 6}2,2. Right: M3(7): {3, 7}8 on Klein’s surface of genus 3.
For n = 7, g(7) = 3 and by (2.3), |Γ : Γ (7)| = 168. The only map of genus 3 with
168 automorphisms (which is 84(g − 1), the maximal possible number) is Klein’s map of
genus 3. Thus Mˆ3/Γ (7) is Klein’s map (see Fig. 3).
5. Petrie polygons
A Petrie polygon is sometimes referred to as a zigzag path V1, V2, V3 · · · through a map
where the Vi are vertices of the map. More precisely, follow the edge from V1 to V2. At
V2 we take the first left (that is, move clockwise until we reach the next edge). At V3, we
take the first right (that is, move anticlockwise until we reach the next edge), etc. In a finite
regular map we will we will come back to V1 after a certain number of steps, this number
being called the Petrie length of the map. We aim to find the Petrie length of M3(n).
Consider a Petrie polygon W1, W2 · · · of the universal triangular map Mˆ3. By transitivity,
we may assume W1 = 10 , W2 = 01 . Then taking the first left, W3 = 11 , and taking the first
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right W4 = 12 . In general, applying a modular transformation ±
(
a b
c d
)
to ∞, 0, 1 we find
that three consecutive vertices of the Petrie polygon are a
c
,
b
d ,
a+b
c+d , that is the third vertex
is the Farey median of the previous two. Thus the Petrie polygon is 10 ,
0
1 ,
1
1 ,
1
2 ,
2
3 ,
3
5 · · ·. If
we define the Fibonacci sequence by f0 = 1, f1 = 0, fm+1 = fm + fm−1 for m ≥ 1 then
the kth vertex of the above Petrie polygon is fk−1fk .
We shall call the least positive integer m − 1 with the property that fm−1 ≡ ±1 mod n,
fm ≡ 0 mod n, the semi-period σ(n) of the Fibonacci sequence mod n. (The period of the
Fibonacci sequence mod n is the least positive integer m > 1 such that fm−1 ≡ 1 mod n,
fm ≡ 0 mod n.)
Examples. The Fibonacci sequence mod 5 is
0, 1, 1, 2, 3, 0, 3, 3, 1, 4, 0 · · ·
so that σ(5) = 10. The Fibonacci sequence mod 7 is
0, 1, 1, 2, 3, 5, 1, 6, 0 · · ·
so that σ(7) = 8. The following theorem is obvious.
Theorem 5.1. The Petrie length ofM3(n) is σ(n).
Alternatively (following [1, Section 8.6]), let
A =
(
0 1
1 0
)
, B =
(−1 1
0 1
)
, C =
(−1 0
0 1
)
and then
(ABC)r =
( fr fr+1
fr+1 fr+2
)
.
Thus
(ABC)σ(n) = (ABC)m−1 =
( fm−1 fm
fm fm+1
)
= ±I mod n.
Thus the Petrie length of the PC-map M3(n) is σ(n). Note that as the quotient surfaces
corresponding to Γ (n) are orientable, σ(n) is always even.
Now let X = AB , Y = BC; then X and Y generate Γ and X3 = (XY )2 = 1, with
Y being parabolic. Also (ABC)2 = ABC B B ABC = XY −1 X−1Y , so that the quotient
group PSL(2, Zn) has a partial presentation of the form
〈X, Y | X3 = Y n = (XY )2 = (XY −1 X−1Y )σ(n)/2 = · · · = 1〉.
In some cases this is a complete presentation, for example when n = 7.
Note. We shall easily see that the vertices of the Petrie polygon in the universal map Mˆ3,
starting from 0 are the convergents of the continued fraction
[0, 1, 1, 1 · · ·].
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This remark is important because it generalizes nicely to the Hecke group case which we
consider in Section 11. As ABC =
(
0 1
1 1
)
we see that ABC acts on the real line by x →
1
x+1 and so maps
fk−1
fk to
fk
fk+1 . This maps the Petrie polygon one step along itself. We find
that the vertices of the Petrie polygon starting from 0 are given by the convergents of the
continued fraction [0, 1, 1, 1 · · ·] (using the notation of [4, Section 10.1]). Thus the vertices
of this universal Petrie polygon converge to −1+
√
5
2 , one of the values of the golden ratio.
6. Hecke groups
We have been studying PC-maps using the modular group. In particular we have shown
how to represent the vertices of the maps using integer coordinates. All the maps that have
occurred have been triangular. In order to study regular maps with faces of other sizes we
shall use Hecke groups. Hecke studied the two-generator groups generated by R and S,
where R, S are the Mo¨bius transformations R(z) = −1/z, and S(z) = z + λ. It is useful
to let T = RS, and then T (z) = −1/(z + λ). Hecke showed that these groups are discrete
if and only if either (i) λ = λq := 2 cos π/q , or (ii) λ ≥ 2. We shall only be interested in
case (i) and so we let H q be the group generated by R and S where λ = λq . It is known
that a presentation for H q is
〈R, T | R2 = T q = I 〉
and so H q ≡ C2 ∗ Cq .
We have the following table of the values of λq for small q .
q 3 4 5 6
λq 1
√
2 1+
√
5
2
√
3
Our aim is to generalize our results about PC-maps and congruence subgroups to non-
triangular PC-maps and congruence subgroups of the simpler Hecke groups.
6.1. The elements of H q
The modular group Γ = H 3 is particularly easy to study as it is generated by
R(z) = −1/z, and S(z) = z + 1. For the other Hecke groups H q , R(z) = −1/z,
and S(z) = z + λq generate a subgroup of infinite index in PSL(2, Z[λq ]. In fact,
the matrices of H q are not known for q > 6. For q = 4 or 6, the situation is quite
straightforward. We have λ4 =
√
2 and λ6 =
√
3. We only consider the case q = 4, the
case q = 6 being completely analogous. It is well known and easy to see that the matrices
of H 4 are of two types:
(a)
(
a b
√
2
c
√
2 d
)
, and (b)
(
a
√
2 b
c d
√
2
)
, (6.1)
where in both cases the determinant is equal to 1. The elements of type (a) form a subgroup
of index 2 in H 4. We call the elements of type (a) even and the elements of type (b) odd.
For a description of the elements of H 5 see [10].
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Fig. 4. The pentagonal Hecke–Farey tessellation.
6.2. Congruence subgroups of H q
Let I be an ideal of Z[λq ]. We define
PSL(2, Z[λq ], I ) =
{(
a b
c d
)
∈ PSL(2, Z[λq , ]) | a − 1, b, c, d − 1 ∈ I
}
and we define PSL1(2, Z[λq , ]) and PSL0(2, Z[λq , ]) similarly, by just requiring that
a − 1, c, d − 1 ∈ I and c ∈ I , respectively. Finally, we define
H q(I ) = PSL(2, Z[λq ], I ) ∩ H q
with analogous definitions of H q1 (I ) and H
q
0 (I ) and clearly
H q(I ) ≤ H q1 (I ) ≤ H q0 (I ) ≤ H q
H q(I ) is called a principal congruence subgroup of H q .
6.3. PC-maps
We now generalize the concept of a PC-map to the Hecke group H q . We first want to
construct the universal map Mq . The edges of Mq are the images of the imaginary axis
under Hq . The vertices are the Hq images of ∞, and the darts are the H q images of the
directed edge along the imaginary axis from 0 to ∞. See Fig. 4 for the picture of Mˆ5.
Definition. A PC-map is a map of the form Mˆq/Hq(I ), where I is an ideal of Z[λq ].
We now want to generalize the results of Section 2 for the Hecke groups H 4 and H 6.
Again, we only deal with the case q = 4, the case q = 6 being analogous. As before we let
S∞ be the stabilizer of ∞ in H 4. Thus S∞ is the cyclic group generated by z → z +
√
2.
Our generalization of Lemma 3.1 is
Lemma 6.1. Let I be an ideal of Z [λ4]. Then
H 41 (I ) = S∞H 4(I ).
Proof. As in Lemma 3.1, we show that
S∞H 4(I ) ≤ H 41 (I ).
448 I. Ivrissimtzis, D. Singerman / European Journal of Combinatorics 26 (2005) 437–456
To prove the reverse inclusion we distinguish between the even and odd elements of H 4(I ).
Let (
a
√
2b√
2c d
)
∈ H 41 (I )
be an even element of H 41 (I ). Then(
a
√
2b√
2c d
)
=
(
1
√
2b
0 1
)(
a − 2bc √2(b − bd)√
2c d
)
and the right hand side lies in S∞H 4(I ). We now consider an odd element of H 4(I ), say
A =
(√
2a b
c
√
2d
)
.
We need to find k ∈ Z, B ∈ H 4(I ) such that
A =
(
1 k
√
2
0 1
)
B.
Then
B =
(√
2(a − kc) b − 2kd
c
√
2d
)
.
Thus we only need to find k ∈ Z such that b − 2kd ∈ I . Let i be a generator of I ∩ Z. As
c ∈ I ∩ Z, c is a multiple of i and as 2ad − bc = 1 it follows that (i, 2d) = 1. Thus there
exists δ ∈ Z such that 2dδ ≡ 1 mod I . Now let k = δb. Then
b − 2kd = b − 2bδd = b(1 − 2δd) ≡ 0 mod i
and so b − 2kd ∈ I as required.
The condition in the definition of PC-map that H q(I ) be torsion-free is not much of a
restriction as the following result demonstrates.
Theorem 6.2. (i) The only proper principal congruence subgroup of H 4 containing
torsion is H 4(
√
2).
(ii) The only proper principal congruence subgroups of H 6 containing torsion are
H 6(1 + √3) and H 6(√3).
(iii) If p is a prime then any proper principal congruence subgroup of H p is torsion-free.
(iv) For any integer m, there are only finitely many ideals I such that H m(I ) contains
torsion.
Proof. H q is generated by R(z) = −1/z, S(z) = z + λq , obeying only the relations
R2 = (RS)q = 1. As above, we write T = RS. Then, as H q is a Fuchsian group, the only
elements of finite order are conjugates of R, or conjugates of powers of T . If a principal
congruence subgroup H q(I ) contains an element of finite order, then as H q(I ) is normal,
it must contain R or a power of T . If it contains R = ±
(
0 1
−1 0
)
, then R ≡ 12 mod I
(where 12 is the identity matrix). Thus 1 ∈ I , and so I = Z[λq ], and H q(I ) = H q .
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(i) R /∈ H 4(I ), so that if H 4(I ) contains torsion then T ∈ H 4(I ), or T 2 ∈ H 4(I ).
Now T = ±
(
0 −1
1
√
2
)
. As above, T ∈ H 4(I ) implies that 1 ∈ I , so that I = Z[√2] and
H 4(I ) = H 4. On the other hand T 2 =
(
−1 −√2√
2 1
)
∈ H 4(√2), so that H 4(√2) is the
only principal congruence subgroup of H 4 that contains torsion.
(ii) In H 6, T = ±
(
0 −1
1
√
3
)
and T 2 is an element of order 3 in H 6(
√
3), while T 3 is
an element of order 2 in H 6(1 +√3). These are the only elements of finite order in proper
principal congruence subgroups of H 6.
(iii) If p is prime then if H p has a principal congruence subgroup N containing an
element of finite order, then T ∈ N , which we have seen is not true for proper principal
congruence subgroups.
(iv) The powers of T are of the form ±
(
a b
c d
)
and because the only units of Z[λq ]
are ±1, we find that c = 0 implies that T is a parabolic element fixing ∞ and so
has infinite order. Thus if T ∈ H q(I ) has finite order then c ∈ I and c = 0. Then
Norm(I ) < Norm(c) and so there are only finitely many possibilities for Norm I and
hence for I [14], (Theorem 5.12).
This means that most principal congruence subgroups of a Hecke group H q are torsion-
free. In terms of maps, this implies that the corresponding quotient map has q-gonal faces.
7. PC-maps coming fromH 4 and H 6
For simplicity, we shall first deal with ideals in Z[√2] of the form I = (n), where n is
a rational integer; we shall briefly mention the general case (where I = (x + y√2) later.
So we consider the maps are of the form M4(n). First we look at Mˆ4. We know that ∞
and 0 are vertices of Mˆ4. It is convenient to write ∞ = 10√2 and 0 =
0
√
2
1 . If we apply
an even transformation of H 4, we find that the orbit of ∞ consists of points of the form
a
c
√
2
where a is odd and (a, c) = 1 while the orbit of 0 consists of points of the form a
√
2
c
where c is odd and (a, c) = 1. We call points of the first type even vertices and points of
the second type odd vertices. Even elements of H 4 preserve the set of even vertices and of
odd vertices. Odd elements of H 4 interchange the sets of even and odd vertices. As ∞ is an
even vertex and 0 is an odd vertex, and the edges of Mˆ4 are images under H 4 of the edge
joining ∞ to 0, the edges of Mˆ4 join even and odd vertices, giving the bipartite structure
on Mˆ4. In fact, a
c
√
2
is joined to b
√
2
d if and only if ad − 2bc = ±1. By Theorem 6.2(i),
as long as I = (√2), the faces of Mˆ4 are all quadrilaterals, being images under H 4 of the
quadrilateral with vertices ∞, 0, 1√
2
,
√
2
1 .
Because of Lemma 6.1 which is a generalization of Lemma 3.1, many of the algebraic
results that hold for the modular group will go through for the Hecke groups H 4 and H 6.
In particular we have
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Lemma 7.1. The stabilizer of [∞]H4(I ) is isomorphic to H 41 (I )/H 4(I ).
The proof is just an extension of the proof of Lemma 3.2. Theorem 3.3 also extends.
Theorem 7.2. There exists a one-to-one correspondence between the left cosets of H 41 (I )
in H 4(I ) and the vertices of H 4(I ).
To describe the vertices we use
Theorem 7.3. Two transformations represented by matrices A1 =
(
a1 b1
c1 d1
)
and A2 =(
a2 b2
c2 d2
)
determine the same left coset of H 41 (n) in H 4(n) if and only if
(
a1
c1
)
≡
±
(
a2
c2
)
mod n.
Proof. A1 and A2 determine the same left coset if and only if A−12 A1 ∈ H 41 and this is if
and only if(
a1d2 − b2c1 d2b1 − b2d1
−a1c2 + a2c1 −b1c2 + a2d1
)
∈ H 41 (I ).
This is equivalent to
a1d2 − b2c1 ≡ ±1 mod I (1)
−b1c2 + a2d1 ≡ ±1 mod I (2)
−a1c2 + a2c1 ≡ 0 mod I. (3)
Now
(a1d2 − b2c1)c2 = a1c2d2 − b2c1c2 = (1 + b2c2)c1 − b2c1c2 = c1.
Hence from (1),
c2 ≡ ±c1 mod I.
Similarly,
(a1d2 − b2c1)a2 = a1 + b2(a1c2 − c1a2) ≡ a1 mod I,
by (3). Hence from (1),
a2 ≡ ±a1 mod I,
and the theorem is proved.
8. The vertices, edges, and faces ofM4(n)
This has vertices with coordinates (a, c
√
2), where if n is even, a is odd, and (a
√
2, c),
where if n is even, c is odd. Here, a, c ∈ Zn ; compare Section 3.1.
Examples.
(1) The vertices ofM4(2). The vertices have coordinates (1, 1
√
2), (0, 1
√
2), (1
√
2, 1),
(0
√
2, 1).
(2) The vertices of M4(3). Their coordinates are (0, 1
√
2), (1, 0
√
2), (1, 1
√
2),
(1, 2
√
2), (1
√
2, 0), (0
√
2, 1), (1
√
2, 1), (2
√
2, 1) (remember the equivalence
relation ∼!).
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The edges and faces of M4(n). Because of the induced bipartite structure, edges must
join even and odd vertices. (a,√2c) is joined by an edge to (b√2, d) if and only if
ad − 2bc ≡ ±1 mod n. As the principal face of Mˆ4 has vertices ∞, 0, 1√2 ,
√
2
1 , the faces
of Mˆ4(n) are the images of this principal face under the transformations of H4, namely
under even transformations a
c
√
2
,
b
√
2
d ,
a+2b
(c+d)√2 ,
(a+b)√2
2c+d and under odd transformations we
get the same class of quadrilaterals with a different cyclic order for the vertices.
9. The darts and axes ofM4(n) andM6(n)
The result about the darts ofM3(n) given in Section 3.3 is quite general and will extend
to all Hecke groups and all PC-maps. The results about PC-maps given in Section 3.4 are
special. Here we show that they go through with little change for the cases q = 4 and
q = 6. As before, the result depends on knowledge of the normalizer of H q1 in H q .
Theorem 9.1. Let I be an ideal of Z[λq ], for q = 4 or 6. Then if I 4 and λq I , the
normalizer of H q1 (I ) in H q is H q0 (I ).
Proof. Let ±
(
a b
c d
)
be an element of the normalizer of H q1 . Then
(
a b
c d
)(
1 λq
0 1
)(
a b
c d
)−1
=
(
1 − acλq ∗
−c2λq 1 + acλq
)
∈ H q1 (I ).
Thus either
(a) I | c2λq , I | 2 − acλq , I | 2 + acλq , or
(b) I | c2λq , I | acλq .
In (a), we have I | 4, which we are excluding from our hypotheses. Suppose that (b) holds.
From ad − bc = 1, we have (a, c) = 1, and we now show that (I, (a)) = 1. For if P is a
prime ideal such that P|I, P|(a), then as λq I , P | c2 so that P | c. As P | c, P | a, P | 1
and so (I, (a)) = 1. As I | ac, we get I | c and so(
a b
c d
)
∈ H q0 (I )
as required. On the other hand, as in Section 2.1 we see that H q1 (I )  H q0 (I ) and the proof
is complete.
As λ4 =
√
2 and λ6 =
√
3, we have the following corollary concerning the PC-maps
M4(n) andM6(n).
Corollary 9.2. If n is odd then the axes ofM4(n) are in one-to-one correspondence with
the left cosets of H 40 (n) in H 4. If n is not divisible by 3 then the axes of M6(n) are in
one-to-one correspondence with the left cosets of H 60 (n) in H 6.
Proof. By the theorem, the normalizer of H 41 (n) in H
4 is H 40 (n), and the normalizer of
H 61 (n) in H
6 is H 60 (n). The proof now follows that of Theorem 3.9.
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Also as in Section 3.4, we can determine the axes. All points ofM4 the form (ar, rc
√
2),
(r, n) = 1, lie on the same axis, as do all points of the form (ar√2, cr), (r, n) = 1 with a
similar result aboutM6(n).
10. The genus and cusp numbers ofM4 ,M6
According to [9], the index of H 2k(n) in H 2k (for k = 2 or 3) is given by
µk(n) =


n3
∏
p|n
(
1 − 1p2
)
, (n, k) = 1(
1 − 1k
)
n3
∏
p|n,p =k
(
1 − 1p2
)
, (n, k) = k.
We can now compute the genus ofM2k(n). For simplicity, we omit the few cases where
H 2k(n) has torsion given in Theorem 6.2. As the order of the parabolic generator T modulo
H 2k(n) is n we can “fill in” the punctures and then we get a normal torsion-free subgroup N
of the triangle group (2, 2k, n) of the same genus. Thus by the Riemann–Hurwitz formula
its genus is given by
2g − 2 = µk(n)
(
1 − 1
2
− 1
2k
− 1
n
)
.
Standard results in the algebra of Fuchsian groups (for example, see [6, Corollary 6.10.8]
for the modular group) show that the cusp number is given by µ2k/n. Alternatively, we can
use Section 3 to find the number of cusps (which are the vertices of the map) and use this
to find the index and the genus.
Examples. (1) M4(4). Here k = 2, n = 4. Thus g = 1 and the cusp number
(=number of vertices) is 8. From [1, Section 8.3] or [7, Section 7] we deduce that
M4(4) = {4, 4}2,2.
(2)M4(5). By the above results µ4(5) = 120, so the genus ofM4(5) is 4 and the cusp
number is 120/5 = 24. The underlying Riemann surface is the Riemann surface of Bring’s
curve. This curve is given by the complete intersection
5∑
i=1
xi = 0
5∑
i=1
x2i = 0
5∑
i=1
x3i = 0 (10.1)
in four-dimensional projective space P4, and B is known to have genus 4 and from (10.1)
we see that it admits S5 as an automorphism group. (See [15], for a nice account of this
surface.)
(3)M6(3). As in example 1 we findM6(3) = {6, 3}1,1 (see Fig. 5).
11. Petrie polygons forMq(n)
To deal with the Petrie polygons, we just need to generalize Section 4 to the Hecke
group H q . We will use the matrix approach and we now replace the matrices A, B , C by
A1 =
(
0 1
1 0
)
, B1 =
(−1 λ
0 1
)
, C1 =
(−1 0
0 1
)
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Fig. 5. Left: M4(3): cube. Right: M6(3): {6, 3}1,1.
and then
A1 B1C1 =
(
0 1
1 λ
)
which represents the transformation on the real line
x → 1
x + λ
and then we find that the vertices of the Petrie polygon beginning with ∞, 0, λ are (omitting
∞) given by the convergents to the continued fraction [0, λ, λ, λ · · ·].
Example.M4(5). As q = 4, λ =
√
2, and so the vertices of the Petrie polygon, beginning
with 0, are (from the continued fraction)
0,
1√
2
,
√
2
3
,
3
4
√
2
,
4
√
2
11
,
11
15
√
2
,
15
√
2
41
.
(These points can also be computed from the powers of
(
0 1
1
√
2
)
.)
The final vertex is 0 mod 5, so we have Petrie length 6. (This is known to be true for the
regular map of type (4, 5) underlying Bring’s surface.)
12. Examples
In Figs. 5 and 6 we give examples of maps of typeMq(n) for q = 4 and q = 6. Fig. 6
gives the map on Bring’s curve which has vertices.
13. The case q = 5
We have been studying the regular maps whose faces are triangles, quadrilaterals, or
hexagons that we obtain from congruence subgroups of H 3, H 4, or H 6. These groups
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Fig. 6. M4(5): {4, 5}6 in Bring’s curve of genus 4.
are the only Hecke groups commensurable with the modular group, and thus they are
arithmetic. The Hecke group H 5 is non-arithmetic and it is not that easy to determine
which elements of PSL(2, Z[λ5]) belong to H 5 (although some interesting work has been
done about this group, e.g. [8, 10]). However, we can identify the regular pentagonal maps
corresponding to the principal congruence subgroups of low index.
(1) I = (2). In fact this case works for any q . We show that Mq(2) is a q-gon on
the sphere. First of all, the automorphism group of Mq(2) is H q/H q(2) = 〈r, s |
r2 = s2 = (rs)2 = 1〉 ∼= Dq . In the action of H q on the H q(2)-cosets, R is
a product of q 2-cycles, S is also a product of q 2-cycles, and RS is a product
of two q-cycles. By [12] the signature of H q(2) is of the form (g;∞q) and by
the Riemann–Hurwitz formula, g = 0. Thus Mq(2) is a planar map with Dq as
its automorphism group and so must be a q-gon. The coordinates of the vertices
can be found by applying the powers of T (z) = −1z+λq to (1, 0) which represents∞. For example, when q = 5 we find that the regular pentagon has vertices with
coordinates (1, 0), (0, 1), (1, λ5), (λ5, λ5), (λ5, 1). (Remember that we are working
mod 2.)
(2) From now on, we restrict ourselves to the case q = 5. We show that M5(3) is
a dodecahedron. The automorphism group of M5(3) is H 5/H 5(3) which has a
presentation
〈r, s | r2 = s5 = (rs)3 = 1〉 ∼= A5.
Again, by [12], we find that there are 60/3 = 20 cusps and no elliptic generators. By
the Riemann–Hurwitz formula the genus is 0. Thus M5(3) is a planar regular map
with pentagonal faces, 20 vertices, and automorphism group A5, and so it must be a
dodecahedron. We picture it, together with its coordinates, in Fig. 7.
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Fig. 7. Left: M5(3): dodecahedron. Right: M2+λ(5): Kepler’s great dodecahedron.
(3) M5(2 + λ). By the results of [8], H 5(2 + λ) has index 60 in H 5. As the norm
of 2 + λ is equal to 5, it follows that 5 is the least rational integer in the ideal
(2 + λ) so that H 5/H 5(2 + λ) is a smooth homomorphic image of the (2, 5, 5)
triangle group (where smooth means that the kernel has no elliptic elements). By the
Riemann–Hurwitz formula the kernel is a genus 4 surface group. ThusM5(2 + λ) is
a regular map of genus 4 of type {4, 5} and so by it must be the great dodecahedron.
(See [1, Chapter 8], [15].) See Fig. 7.
(d)M5(4). Let R = ±
(
0 −1
1 0
)
and S = ±
(
1 λ5
0 1
)
be generators of H 5. A computation
shows that S(RS2)3 RS ≡ I mod 4. Thus the group H 5/H 5(4) is a homomorphic image
of the group with presentation
〈r, s | r2 = s4 = (rs)5 = s(rs2)3rs = 1〉.
This latter group in turn is isomorphic to
〈u, v | u4 = v5 = (uv)2 = (u−1v)4 = 1〉
under the isomorphism r → uv and s → u.
By [3] this group is the automorphism group of a regular map of type {4, 5} on a surface
of genus 4 whose order is 160. Thus H 5/H 5(4) has order dividing 160 and, being an
image of the (2, 4, 5) triangle group, it has order 40(g −1). It is also a smooth image of the
(2, 4, 5) triangle group and so is the automorphism group of a regular map of type {4, 5}.
By [1, 11], no such regular map exists for g = 2, 3, and so there is no (2, 4, 5) group of
orders 40 and 80. Thus H 5/H 5(4) has order 160 and so M5(4) is a regular map of genus
4 whose automorphism group has order 160.
14. A table of the smaller PC-maps
We list the smaller PC-maps and their underlying Riemann surface.
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Principal congruence map Map Riemann surface
M3(3) Tetrahedron Riemann sphere
M3(4) Octahedron Riemann sphere
M3(5) Icosahedron Riemann sphere
M3(6) {3, 6}1,1 Hexagonal torus
M3(7) Klein’s genus 3 map Klein’s quartic
M4(3) Cube Riemann sphere
M4(4) {4, 4}2,2 Square torus
M4(5) {4, 5}6 Bring’s curve of genus 4
M5(2 + λ5) Great dodecahedron Bring’s curve
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