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1. INTRODUCTION
Boundary value problems on the half-line arise quite naturally in the
study of radially symmetric solutions of nonlinear elliptic equations and
w x w x w xmodels of gas pressure in a semi-infinite porous medium; see 1 ] 5 , 12 ,
for example. In general, these problems are singular in some sense. Up to
now, most known results in this area concern only bounded solutions; see
w x w x4, 5 . In 4 , Granas et al. studied the existence of bounded solutions of the
following problem:
y0 t s f t , y t , y9 t , t g 0, ` , 1.1 .  .  .  .  . .
where f is continuous. They gave conditions of the Bernstein type to
guarantee the existence of positive solutions and a number of other
results.
w xIn 12 , Bobisud discussed bounded solutions of the problem
2 ty9 t .
y0 t q s 0 y 0 s 1 y a G 0, y ` s 1, 1.2 .  .  .  .1r2y
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and the more general one,
y0 t s f t , y t , y9 t y 0 s 0, y ` s a ) 0. 1.3 .  .  .  .  .  . .
His conditions include some L and L integrability restrictions withm s
  . X . w x.respect to t and y see condition H H of 12 , and local Lipschitz8 5
restrictions in y, y9. By applying the local uniqueness of initial value
problems, a priori estimates and standard Arzela]Ascoli methods, he
obtained some existence principles of bounded solutions. Evidently, these
integrability restrictions can only be applied to weak singular problems.
w x  .Recently Chen and Zhang 1 discussed problem 1.1 in the singular
case. Their main methods are modified upper and lower solution tech-
niques. Therefore, they assumed the preexistence of upper and lower
w xsolutions. As applications, the authors in 1 studied the existence of
bounded and unbounded solutions of the following problem in detail:
x0 t q f t , x t s 0, 1.4 .  .  . .
with boundary conditions of one of the following two types:
x 0 s r G 0, x ` s const., 1.5 .  .  .
x 0 s r G 0, x ` s l G 0. 1.6 .  .  .
To obtain upper and lower solutions, they imposed the conditions
c m f t , x F f t , cx F clf t , x , 0 - c F N .  .  .
1.7 .
clf t , x F f t , cx F c m f t , x , c G M .  .  .
where 0 F l F m - 1, 0 - N F 1 F M.
In this paper, we will present some existence results for a class of
impulsive boundary value problems with nonhomogeneous boundary data
  . ..on the half-line see 2.1 2.2 . By applying fixed-point theorems on cones,
we obtain the existence of positive bounded and unbounded solutions. The
main results are Theorem 2.1 and Theorem 5.1. The conditions imposed
w x w xhere are weaker than 1 , and more general than 4, 5, 12 . They can be
applied to more general nonlinearities; see Section 6, for example. Our
methods are integral equations, approximate solutions, a priori bounds,
and modified Arzela techniques.Â
One of the features of our results is that it permits the presence of
impulses, in fact, a countable number of impulses. This is interesting, since
all of the published results concern only a finite number of impulses; see
w x6, 7 . An effective method of treating such problems is Lemma 4.1,
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w xdeveloped in 9 . The results can be applied to strong singular problems;
see Section 6, for example. And we do not use the kind of restrictive
 .conditions that appear in 1.7 .
The structure of this paper is as follows. Section 2 states the formulation
of the problem and the result of bounded solutions. Section 3 is devoted to
an approximate problem. By a standard technique of integral equations we
obtained approximate solutions, which will be used to obtain solutions of
 .  . w x 1 .2.1 and 2.2 . Section 4 presents the C 0, 1 and C 0, 1 estimates of the
approximate solutions and the proof of Theorem 2.1. Section 5 deals with
the existence of unbounded solutions. To do this, we construct a convex set
P , and obtain solutions in D P . The argument basically follows ther r ) 0 r
line of the proof of Theorem 2.1. But the a priori bounds are much more
difficult to prove. We achieved this by Lemmas 5.4]5.7. Finally, in Section
6 we give some examples.
2. EXISTENCE OF BOUNDED SOLUTIONS
Consider the following problem:
Lx t q f t , x t , Hx t , Sx t s 0, t g 0, ` _ V .  .  .  .  .  .  .  . .
2.1 .
<D x s Ix s , s g V .  .s
a x 0 y b lim p t x9 t s a g x ` q d lim p t x9 t s b , 2.2 .  .  .  .  .  .  .
tª0 tª`
 . .   ..  .  .. w . 1 .  .where Lx t s 1rp t p t x9 t 9, p g C 0, ` l C 0, ` , p t ) 0 for
 . w q q 1 1 qx q  .t g 0, ` , and f g C R = R = R = R , R , R s 0, ` . The operators
H and S are given by
`t
Hx t s k t , s x s ds, Sx t s k t , s x s ds, .  .  .  .  .  .  .  .H H 1
0 0
ww . w . w .xwhere k, k g C 0, ` = 0, ` , 0, ` , and1
`
k t , s ds is bounded on 0, ` . .H
0 2.3 .
1< <k t , s F k s g L 0, ` , t g 0, ` . .  .  .  .1 2
 .Let V ; 0, ` be a closed bounded set that is at most countable, and
<D x s lim x s q « y x s y « . 2.4 .  .  .s
«ª0q
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 w . 1Denote X s x : x is a function from 0, ` to R , continuous at t g
w .0, ` _ V, left continuous at t g V, and right-hand limit at t g V
4  .exist. . Clearly, X is a locally convex space with seminorms r x sn
<  . <   .sup x t . Denote the normal cone of X by P s x g X : x t G 0,t gw0, nx
w .4   . 4 qt g 0, ` . Write P s x g P : r x F r, ;n G 1 . Let I: P ª l be anr n
q 1 . q  1 .operator, where l is the normal cone of l V , i.e., l s x : x g l V ,
 . 4x s G 0 for s g V . Let a , b , g , d G 0 with bg q ad q ag ) 0, and
a, b g R1. The following conditions will be assumed in this paper:
dt1 2 2- ` if a q a ) 0,H p t .0
2.5 .
` dt
2 2- ` if g q b ) 0H p t .1
 . t  .  . `  . 2Denote t t s H 1rp t dt, t t s H 1rp t dt, r s bg q ad q0 0 ` t
`  .ag H 1rp t dt, and r ) 0. Define0
1 1
u t s d q gt t , ¨ t s b q at t . 2.6 .  .  .  .  .` 0r r
Then g ¨ q a u ' r. Let
u t ¨ s p s , 0 F s F t - ` .  .  .
G t , s s 2.7 .  . ¨ t u s p s , 0 F t F s - ` .  .  .
1 1
e t s bat t q agt t q ad q bb . 2.8 .  .  .  .  .0 `2 2r r
Write
 .  .  .1 u t s t t when b ) 0, d s 0;`
 .  .  .2 u t s t t when b s 0, d ) 0;0
 .  .  . w .  .  . w .3 u t s t t for t g 0, 1 , and u t s t t for t g 1, ` when0 `
b s 0, d s 0;
 .  .  .4 u t s 1 q t t when b ) 0, d ) 0, g ) 0, a s 0;`
 .  .  .5 u t s 1 q t t when b ) 0, d ) 0, a ) 0, g s 0;0
 .  .  . w .  .  . w .6 u t s 1 q t t for t g 0, 1 , and u t s 1 q t t for t g 1, `0 `
when b , d , a , d ) 0. Denote
<D px9 s lim p s q « x9 s q « y p s y « x9 s y « 2.9 .  .  .  .  .  .s
«ª0q
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Now we will list the conditions used in this paper:
 .  .  .  . w q qx w q 1H f t, x, y, z F c t f x, y, z , c g C R , R , f g C R = R1
1 qx `  .  .  .= R , R , and H u s p s c s ds - `.0
 .  .  .  .H u s p s is bounded for s g 0, n , ;n ) 1.2
 .  .  .H lim f x, y, z r x q y q z s 0.3 xqyqz ª`
 . w .  . w .  .H ;h ) 0, 'm s m g C 0, ` , m t G 0 for t g 0, ` and m t4 h
 .  .  .  xk 0 with f t, x, y, z G m t for t g 0, ` , x, y, z g 0, h . Moreover,
`  .  .  .H u s p s m s ds - `, and0
` `b ag 1 1
u s p s m s ds q ds q ad q bb G 0 .  .  .  .H H2 2r p sr r .0 0
2.10 .
` `d ba 1 1
¨ s p s m s ds q ds q ad q bb G 0. .  .  .  .H H2 2r p sr r .0 0
 .H The operator I is compact, bounded, and continuous from P5 r
to lq for any r ) 0.
 .H6
5 5Ix
5 5 < <lim s 0, where x s sup x t . .
5 5x5 5xgD P , x ª` w .r 0, `r G 1
Remark. Note that when a, b G 0, for example, when the boundary
 .data are homogeneous, condition 2.10 is trivial.
 .  .  .  .THEOREM 2.1. Suppose H ] H hold. Then problem 2.1 , 2.2 has at1 6
 .  .least one bounded solution x g P with x t ) 0 for t g 0, ` .
Remark. Note that the boundary data are nonhomogeneous, which is
w ximportant in the study of problems on the half-line; see 1, 4, 12, 13 , for
example.
3. PRELIMINARIES
Throughout Sections 3 and 4, we will assume that the hypotheses of
Theorem 2.1 hold. We will use the same C, C , C , . . . to denote generic1 2
 .  .positive constants, and the same C « , C « , s , . . . to denote positive
constants dependent on their variables, even if they may be different at
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different places. Let N be the set of natural numbers and n g N. Let
1
f t , x , y , z s f t , max x , , y , z . 3.1 .  .n  5 /n
Consider the following approximate problem:
Lx t q f t , x t , Hx t , Sx t s 0, t g 0, ` _ V .  .  .  .  .  .  .  . .n
3.2 .
<D x s Ix s , s g V .  .s
 .with boundary conditions 2.2 . For x g P, write
`
A x t s G t , s f s, x s , Hx s , Sx s ds 3.3 .  .  .  .  .  .  .  .  . .Hn n
0
Ix s .  .
Bx t s d q gt t . 3.4 .  .  .  . . ` d q gt s .` .sg 0, t lV
 .  .Here we understand the sum in 3.4 to be zero when 0, t l V is empty.
Denote
 4  4t s sup t : t g V , t s inf t : t g V , 3.5 .
w xand introduce the following condition 7 :
g Ix s .  .
<D px9 s y , s g V . 3.6 .  .s
d q gt s .`
LEMMA 3.1. Let x g P , r ) 0 and x s e q A x q Bx, then x is a solu-r n
 .  .  .tion of 3.2 and 2.2 . Moreo¨er, x satisfies condition 2.6 .
Proof. First we know the following estimate holds:
G t , s F Cu s p s , t , s g 0, ` . 3.7 .  .  .  .  .
 .  .  .  .In fact, G t, s F u s ¨ s p s . Then by the definition of u , we know that
 .  .  .u s ¨ s F Cu s . Let n g N be fixed. Then for x g P , A x is wellr n
 .defined from H . Denote y s A x. Thus it is straightforward to show1 1 n
w .  w x .  .that y g C 0, ` . See 8 for similar reasoning. For t g 0, ` _ V by1
direct computation, we have
g tXyp t y t s ¨ s p s f s, x s , Hx s , Sx s ds .  .  .  .  .  .  .  .  . .H1 nr 0
`a
y u s p s f s, x s , Hx s , Sx s ds. .  .  .  .  .  .  . .H nr t
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w x 1 .By Lemma 3.1 9 , we know y g C 0, ` . Hence y satisfies1 1
Ly t q f t , x t , Hx t , Sx t s 0, t g 0, ` _ V .  .  .  .  .  .  .  . .1 n
3.8 .
X <D py s 0, s g V . s1
and
a y 0 y b lim p t yX t s 0 .  .  .1 1
tª0
3.9 .
Xg y ` q d lim p t y t s 0 y is bounded on 0, ` . .  .  . .1 1 1
tª`
Let y s Bx; then y g P, and by direct computation we have2 2
y Ly t s 0, t g 0, ` _ V .  .  .2
3.10 .g Ix s .  .
X< <D y s Ix s , D py s y , s g V .  .  .s s2 2 d q gt s .`
a y 0 y b lim p t yX t s 0 .  .  .2 2
tª0
3.11 .
Xg y ` q d lim p t y t s 0 y is bounded on 0, ` . .  .  . .2 2 2
tª`
Evidently e satisfies
y Le t s 0, t g 0, ` .  .  .
e g C 0, ` , pe9 g C 0, `. .
a e 0 y b lim p t e9 t s a .  .  .
tª0
3.12 .
g e ` q d lim p t e9 t s b e t is bounded on 0, ` . .  .  .  . .
tª`
Combining the above equations yields the required result. Q.E.D.
LEMMA 3.2. For fixed n g N, let Jx s e q A x q Bx. Then J maps Pn r
into P and is compact and continuous, where P, P ha¨e induced topologyr
from X.
 .Proof. Let x g P , and let m be determined by H withr 4
f t , x t , Hx t , Sx t G m t for t g 0, ` . .  .  .  .  .  .  . .n
Take y s e q A x q Bx. Then,n
`
y t G e t q G t , s m s ds, t g 0, ` . .  .  .  .  .H
0
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 .  . `  .  .  .Write k t s e t q H G t, s m s ds; then condition 2.10 yields0
y Lk t s m t , t g 0, ` .  .  .  .
3.13 .
k 0 G 0, k ` G 0, k g C 0, ` . .  . .
w x  .Hence from the standard technique of 10 we know that k t G 0 for
 .t g 0, ` . Consequently, T maps P into P. Clearly, B is continuous fromr
 . w x qH . Also from 8 , we know that A is continuous. Now if Ix ª x in l ,5 n j 0
by writing
x s .0
z t s d q gt t , .  . . ` d q gt s .` .sg 0, t lV
then we have Bx ª z in P. Thus B is compact. Finally, let y s A x. Thenj n
w .  .clearly, y g C 0, ` . For t g 0, ` _ V, we have
g t
yp t y9 t s ¨ s p s f s, x s , Hx s , Sx s ds .  .  .  .  .  .  .  .  . .H nr 0
`a
y u s p s f s, x s , Hx s , Sx s ds. .  .  .  .  .  .  . .H nr t
w x 1 .By 9 we know that y g C 0, ` . Let n be fixed; we have a constant C
such that
`C t
< <y9 t F g ¨ s p s c s ds q a u s p s c s ds . .  .  .  .  .  .  .H H /r p t . 0 t
Write
`1 t
p t s g ¨ s p s c s ds q a u s p s c s ds . .  .  .  .  .  .  .H H /p t . 0 t
1 .We will show that p g L 0, ` , which will yield the compactness of A .n
 .  .  ..  .First if b ) 0, d s 0, then u s t , u t s 1rr d q gt t , ¨ t s0 `
 .  .arr t t . Thus0
` `
p t dt s g t s ¨ s p s c s ds .  .  .  .  .H H `
0 0
`
q a t s u s p s c s ds .  .  .  .H 0
0
`
F C u s p s c s ds - `. .  .  .H
0
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Next if b ) 0, d s 0, or b s d s 0, then it is similar to show that
`  .H p t ds - `. In the case of b ) 0, d ) 0, by using the definition of u0
we can show that the same inequality holds. Q.E.D.
 . .LEMMA 3.3. For fixed n g N, problem 2.2 1.2 has at least one solution
 .x g P. Moreo¨er, x satisfies condition 2.6 .
 . . . .Proof. Let n be fixed; then for x g P by H H H H , we haver 1 3 5 6
< <A x t F C C « q « Cr .  .  . .n
< < 5 5Bx t F C Ix F C « r q C « . .  .  . .
< . . <  .Thus Jx t F C « q « Cr. Choose r ) 0 such that J maps P into P .r r
w xThen by Theorem 10.1 of 11 , the result follows. Q.E.D.
4. PROOF OF THEOREM 2.1
In this section we will give the necessary estimates of the approximate
solutions, and the proof of Theorem 2.1. Assume without loss of generality
 .  .that the solutions x of problem 3.2 , 2.2 satisfyn
1
inf x t F for n g N. 4.0 .  .n n .tg 0, `
w xFirst we will need the following lemma 9 to treat the infinite impulsive
problems.
w x w x w x  .  .LEMMA 4.1 9 . Let t#, t* ; t, t and x be a solution of 3.2 , 2.2 and
 .  .  x3.6 . Let inf x t s s ) 0. Then for s g t#, t* the following esti-t gw t#, t*x
mates hold:
< < 5 5p s x9 s " 0 y p t# x9 t# q 0 F « C x q C « , s , t#, t* 4.1 .  .  .  .  .  .
< < < < 5 5x s y x t# F C p t# x9 t# q 0 q C« x q C « , s , t#, t* 4.2 .  .  .  .  .  .
 .where « g 0, ` .
w xNext we will present C 0, 1 estimates of the approximate solutions.
 .LEMMA 4.2. Suppose 4.0 holds. Then there exists a constant R indepen-
<  . <  .  .dent of n such that sup x t F R for all of the solutions of 3.2 , 2.2 ,w0, `. n
 .3.6 .
 . w .Proof. Note that x t is bounded on 0, ` . Since the proof is essen-n
w xtially the same as Lemma 3.3 of 9 , the details are omitted.
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w .  .  .LEMMA 4.3. There exists x# g C 0, ` such that x# t ) 0 for t g 0, `
 .  .  . .  .  .and x t , e t q A x t G x# t , t g 0, ` , where x is any solution ofn
 .  .3.2 , 2.2 determined by Lemma 3.3.
Proof. Let R be determined by Lemma 4.2, and h s MR M is a
.  .suitable constant in H and m s m . Define4 h
`
x# t s e t q G t , s m s ds. .  .  .  .H
0
 . .  .  .  .Then y Lx# t s m t G 0. Let x be a solution of 3.2 , 2.2 . Then
 .x s e q A x q Bx G x q A x G x#. Clearly, by condition 2.10 we haven n
 .  .  .  .x# 0 , x# ` G 0. Thus x# t ) 0, t g 0, ` . Q.E.D.
1 .Now we begin to consider the C 0, 1 estimates. Assume that the
 .hypotheses of Theorem 2.1 hold. Suppose f x, y, z G 1 without loss of
generality. Let
f x , y , z .
F x , y , z s .
x
w xj u s sup F x , y , z : x g u , M ; y , z g 0, M , 4 .  . 
  ..   ..  . ..where M is sufficiently large such that T x t , T e t , T A x t ,n
 . ..  .  .  .T Bx t are well defined for all of the solutions of 3.2 , 2.2 , 3.6 ,
where T is determined by
u 1
T u s d¨ . 4.3 .  .H
j ¨ .0
1 .LEMMA 4.4. There exists p g L 0, ` independent of n such that for any
 .  .  .solution x of 3.2 , 2.2 determined by Lemma 3.3 , the following estimate
holds:
d
T x t y Bx t F p t , t g 0, ` _ V . 4.4 .  .  .  .  .  . .
dt
 .  .  . .Proof. Let x be a solution. Write y t s x t y Bx t ; then y s e q
 .  .  .A x. By 3.8 , 3.9 , 3.12 and the proof of Lemma 3.1, we haven
Ly t q f t , x t , Hx t , Sx t s 0, t g 0, ` _ V .  .  .  .  .  .  .  . .n
4.5 .
1y g C 0, ` l C 0, `.  .
and
a y 0 y b lim p t y9 t s a .  .  .
tª0
4.6 .
g y ` q d lim p t y9 t s b y t is bounded on 0, ` . .  .  .  . .
tª`
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 .  . 5 5 <  . <By Lemma 4.3 we know that y t G x* t , thus y s max y t Gw0, `.
5 5 5 5x* s const.) 0. Without loss of generality, we can assume that y s
 .  .  .  .  x  .y 0 ) 0. Then by 4.6 , lim p t y9 t g y`, 0 , hence y9 t F 0 fort ª 0
 .  .  .t g 0, ` . If a s 0, then a s 0, b ) 0, lim p t y9 t s 0, g ) 0. Ift ª 0
d s 0, then u s t ; if d ) 0, then u s 1 q t . Note that j decreases; thus` `
 .by Lemma 4.1 and integration on 0, ` , we obtain
t
0 F yp t y9 t F C j x s p s c s ds .  .  .  .  . .H
0
t
F Cj y t p s c s ds. .  .  . .H
0
 .  .Let z s T y ; then for t g 0, ` we have
1 t
0 F yz9 t F C p s c s ds. .  .  .Hp t . 0
 .   .. t  .  . `  .Let p t s C 1rp t H p s c s ds. Then H p t ds - `.0 0
`  .If a ) 0, b ) 0, d s 0, then u s t and H 1rp - `, y9 t F 0 for` 0
 .t g 0, ` . Thus we have
C t 10 F yz9 t F 1 q p s c s ds g L 0, ` . .  .  .  .H /p t . 0
If a ) 0, b ) 0, d ) 0, g ) 0, a s 0, then u s 1 q t and the proof is as`
the above. If a ) 0, b s 0, d ) 0, then u s t . When b s 0, we have0
 . `g / 0 by 4.6 . Hence H 1rp - ` in this case. Moreover,0
1 1
< <lim p t y9 t s b y g y ` F b q g R , 4.7 .  .  .  . . .
d dtª`
 .by Lemma 4.3. Hence for t g 0, ` we have
C C
0 F yz9 t F yCy9 t F y lim p s y9 s F . Q.E.D. .  .  .  .
p t p tsª` .  .
Proof of Theorem 2.1. Let x be determined by Lemma 3.3, and letn
 .4.0 hold. Otherwise, x will be a required solution. Note that x s e qn n
y q Bx , y s A x . By Lemma 4.3 and the proof of Lemma 3.1, we known n n n n
 . 1 .  .that T e q y g C 0, ` ; hence T e q y has a convergent subsequencen n
 .in X. Thus we can assume that y converges to y g X. By condition Hn 5
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we can also assume Ix ª x 0. Letn
x 0 s .
00x t s d q gt t ; .  . . 1 d q gt s .1 .sg 0, t lV
5 00 5 5 0 5then Bx y x F C Ix y Ix ª 0. Consequently, x ª x in P. Byn n n
 . X  .Lemma 4.2, x is bounded. By Lemma 4.4, p 1 y 1 is bounded; hence wen
X .  .can assume without loss of generality that p 1 y 1 ª y as n goes ton
 .  .infinity. Taking t g 0, ` and integrating 3.8 yield
sdtt tXyy t q y 1 q p 1 y 1 s ds pf . .  .  .  .H H Hn n n np t .1 1 1
w x  .For t g 0, m , by condition 2.3 we have
t
r Hx y Hx F r x y x k t , s ds F Cr x y x , .  .  .  .Hm n m n m n
0
 .hence lim r Hx y Hx s 0. Take j g N. Thennª` m n
`j
r Sx y Sx F r x y x k s ds q R k s ds .  .  .  .H Hm n j n 2 2
0 j
`
F Cr x y x q R k s ds .  .Hj n 2
0
 .Thus lim r Sx y Sx s 0. By letting n ª `, we obtainnª` m n
Ly t q f t , x t , Hx t , Sx t s 0, t g 0, ` _ V .  .  .  .  .  .  .  . .
1y g C 0, ` l C 0, ` ..  .
4.8 .
w xIf bd s 0, then by 8 we know that
a y 0 y b lim p t y9 t s 0 g y ` q d lim p t y9 t s 0. 4.9 .  .  .  .  .  .  .
tª0 tª`
 .Suppose b , d ) 0. Let m be determined by H ; then4
` `bd
y t G G t , s p s m s ds G p s m s ds ) 0. .  .  .  .  .  .H Hn 2r0 0
w x  .By the technique of 8 we know that y satisfies 4.9 . Let x s e q y q Bx.
Thus x is the required solution by Lemma 3.1. Q.E.D.
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5. EXISTENCE OF UNBOUNDED SOLUTIONS
In this section, we will consider the existence of unbounded solutions.
 .For simplicity, we only consider 2.1 , with the following boundary condi-
tions:
x 0 y b lim p t x9 t s a lim p t x9 t s b ) 0. 5.1 .  .  .  .  .  .
tª0 tª`
 .Instead of 2.5 , assume
`dt dt1
- `, s `. 5.2 .H Hp t p t .  .0 1
Let t , u, ¨ , e, u , G, X, P be as in Section 2. Since the solutions are0
unbounded in general, we need to work in another convex set. Denote
  .   ..  .4  .P s x g P : x t F r 1 q u t , t g 0, ` , r ) 0. Instead of 2.3 , we as-r
sume
`
< <k t , s ds is bounded on 0, ` k t , s F k s , . .  .  .H 1 2
0
t , s g 0, ` , 5.3 .  .
`
k s 1 q u s ds - `. .  . .H 2
0
 X .  .  .  . w q qx w q qx  .H f t, x, y, z F c t f x , c g C R , R , f g C R , R , f x1
 .  . 1  .  .  .is decreasing on 0, 1 and increasing on 1, ` , and H u s p s c s ds - `,0
`  .  .   ..H p s c s f ru s ds - `, ; r ) 0.1
 X .  . `  .  .   ..H lim f x rx s 0, lim 1rr H p s c s f ru s ds s 0.3 x ª` r ª` 1
 X . w .  . w .  .H 'm g C 0, ` , m t G 0 for t g 0, ` and m t k 0 with4
 .  .  . `  .  .f t, x, y, z G m t for t, x, y, z g 0, ` . Moreover, H p s m s ds - ` and0
`
b p s m s ds q a q bb G 0. 5.4 .  .  .H
0
 X . 5 5H lim sup Ix rr s 0.6 r ª` x g Pr
 X .  .  X .  X .  .  X .THEOREM 5.1. Suppose H , H , H , H , H , H hold. Then1 2 3 4 5 6
 .  .  .problem 2.1 , 5.1 has at least one solution x g P with x t ) 0 for
 .t g 0, ` .
Remark. In general, the solutions determined by Theorem 5.1 are
unbounded.
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Next we proceed to prove Theorem 5.1. Throughout this section, we will
assume that the hypotheses of Theorem 5.1 hold. Let A , B be as inn
Section 3. First, as in Lemma 3.1, we have the following lemma.
LEMMA 5.1. Let x g P , r ) 0 and x s e q A x q Bx; then x is ar n
 .  .  .solution of 3.2 and 5.1 . Moreo¨er, x satisfies condition 3.6 .
LEMMA 5.2. For fixed n g N, let Jx s e q A x q Bx. Then J maps Pn r
into P and is compact and continuous.
 .  .  .Proof. Let x g P , and let m be determined by H . Write k t s e tr 4
`  .  .  .  .  .q H G t, s m s ds; then k t G e t ª `. Thus condition 5.4 yields0
y Lk t s m t , t g 0, ` .  .  .  .
k 0 G 0, k ` s q`, k g C 0, ` . .  . .
 .  .Hence k t G 0 for t g 0, ` . Consequently, T maps P into P.r
Next we prove that A is continuous. Let x g P be fixed. Let x s ª xn r
 . w xbe a net in P . Take « g 0, 1 , j ) 1r« , j g N. Then for t g « , 1r« wer
have
< s < sHx t y Hx t F Cr x y x ª 0 .  .  .  .  .j
< s <Sx t y Sx t .  .  .  .
`d
s< <F k s x s y x s ds q 2 r k s 1 q u s ds .  .  .  .  . .H H2 2
0 d
ª 0.
w xLet m g N, t g 0, m . Then
< s <A x y A x t . .n n
«
F C ¨pcH
0
` `1 1
sq ¨ t pcf max , x q ¨ t pcf max , x .  .H H 5  5 /  /n n1r« 1r«
1r«
s s s< <q ¨ s p s f s, x , Hx , Sx y f s, x , Hx , Sx ds .  .  .  .H n n
«
m
s s s< <q ¨ s p s f s, x , Hx , Sx y f s, x , Hx , Sx ds .  .  .  .H n n
«
« ` `
F C u pc q C¨ t pc q 2¨ t pcf 2 ru s .  .  . .H H H
0 1r« 1r«
1r«qm
s s s< <q ¨ s p s f s, x , Hx , Sx y f s, x , Hx , Sx ds. .  .  .  .H n n
«
Thus A is continuous.n
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 .Finally, we need to show that cl A P is compact. Let y s A x. Thenn r n
w .  .clearly, y g C 0, ` . Let t g 0, 1 ; then
` 1t 1
y t F ¨pf q ¨ t pf q ¨ t pcf max , x .  .  .H H Hn n  5 /n0 t 1
`1
F C q C u pc q 1 q u t pcf 2 ru . .  . .H H
0 1
 .For t g 1, ` , a similar estimate holds. Thus we obtain
y t F C 1 q u t , t g 0, ` , 5.5 .  .  .  . .0
 .where C is dependent only on n. For t g 0, ` , we have0
`
p t y9 t s p s f s, x s , Hx s , Sx s ds. .  .  .  .  .  .  .  . .H n
t
 .Let t g 0, 1 ; then
` 11
p t y9 t F C pc q pcf max , x .  . H H  5 /nt 1
`C C1
< <y9 t F pc q 1 q pcf 2C u .  .H H 0 /p t p t .  .t 1
C C1 1F pc q g L 0, 1 . .Hp t p t .  .t
 .  .  .If t g 1, ` , then y9 t F Crp t , which yields the compactness of A .n
Q.E.D.
 .  .LEMMA 5.3. For fixed n g N, problem 3.2 , 5.1 has at least one
 .solution x g D P . Moreo¨er, x satisfies condition 3.6 .h) 0 h
Proof. Let n be fixed and x g D P ; then by the proof of Lemmah) 0 h
5.2 we know that J: P ª D P . Next we use C to denote a constantr h) 0 h
 .  .   ..independent of x, and r s r x s sup x t r 1 q u t . First we havet g 0, `.
< <e t q Bx t F C 1 q u t q C « q « r 5.6 .  .  .  .  .  . .
1
f x F C « q « x , x G . .  .
n
 .Let y s A x, t g 0, 1 ; then1 n
`1 11
y t F C u pcf max , x q ¨ t pcf max , x .  .H H1  5  5 /  /n n0 1
`
F C « q C« r q b 1 q u t C q pcf 2 ru . .  .  . . H /1
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 .   . .If t g 1, ` , then note that ¨ t is increasing
`1 t
y t F C ¨pf q ¨ t pf q ¨ t pf .  .  .H H H1 n n n
0 1 t
`
F C « q C« r q b 1 q u t C q pcf 2 ru . .  .  . . H /1
By the definition of r, we know that
`
r F C « q C« r q C 1 q pcf 2 ru . .  .H /1
 .  .Thus condition H yields r s r x is bounded. Choose r ) 0 such that J6
maps P into P . Then the result follows. Q.E.D.r r
The following are the variations of Lemmas 4.1 and 4.2.
w x w x  .  .LEMMA 5.4. Let t#, t* ; t, t and x be a solution of 3.2 , 5.1 , and
 .  .  x3.6 . Let inf x t s s ) 0. Then for s g t#, t* , the following esti-t gw t#, t*x
mates hold:
< <p s x9 s " 0 y p t# x9 t# q 0 F « Cr q C « , s , t#, t* 5.7 .  .  .  .  .  .
< < < <x s y x t# F C p t# x9 t# q 0 q C« r q C « , s , t#, t* , 5.8 .  .  .  .  .  .
 .  .  .   ..where « g 0, 1 , r s r x s sup x t r 1 q u t .t g 0, `.
w .  .  .LEMMA 5.5. There exists x# g C 0, ` such that x# t ) 0 for t g 0, `
 .  .  . .  .  .  .and x t , e t q A x t G x# t , t g 0, ` , x# t ª ` as t ª `, where xn
 . .is any solution of 3.2 5.1 .
w xNow we proceed to pro¨e an essential lemma of the C 0, 1 estimate.
 .LEMMA 5.6. Suppose 4.0 holds. Then there exists a constant R indepen-
 .  .  .  .dent of n such that r s r x F R for all the solutions of 3.2 , 5.1 , 3.6 .
 .  .Proof. First let b ) 0. Then by 5.1 , 3.6 we know that px9 is decreas-
ing. Thus
1 1
b F p t x9 t F x 0 y a F 1 y a . 5.9 .  .  .  .  .
b b
 .  .  . .  .Consequently, for t g 0, t we have x t F 1 q 1rb 1 y a t t . Hence0
 .  .Lemma 5.1 and 5.8 and 5.9 yield
x t F C « q C« r 1 q t t , t g 0, ` . .  .  .  . .  .0
 .By definition, we have r F C « q C« r, which yields the result.
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Now suppose b s 0. In this case we need only consider the case of
 .  .  .  .a s 0 because of condition 4.0 . Define ­ x s p t x9 t .
 .   ..Claim I. 'C ) 0 independent of x such that x t F C 1 q ­ x .
 .  .In fact, assume x t ) 1 without loss of generality. By 5.9 x is
 .  .  .increasing. Take t g 0, t with x t s 1. Then for t g t , t ,1 1 1
t
p t x9 t y ­ x F C « q « x t pc .  .  .  .  . .H
t
t
x t y 1 F C­ x q C « q « x t t pc . .  . .  . .H 0
0
 .Claim II. There exists C ) 0 such that for t g 0, ` ,
x t F C 1 q ­ x q C « q C« r q ­ x t t . 5.10 .  .  .  .  .  . . 0
 .In fact, Claim I and Lemmas 5.4, 5.5 yield that 5.10 is true for
 x  .  .t g 0, t . By the mean value theorem there exists t9 g 0, t with x9 t9 s
 .   ..x 1 F r 1 q u 1 . Hence
­ x F Cr . 5.11 .  .
 .  .  .  .If t ) t, then p t x9 t F ­ x . Thus integration yields 5.10 .
 .Now we come back to the main line of the proof. Let t g t, ` . Then by
 .  .5.1 , 5.7 we have
`
p t x9 t y b F C q pcf 2 ru 5.12 .  .  .  .H
t
`
­ x F C « q « r q pcf 2 ru . 5.13 .  .  .  .H
1
 .By 5.10 we have
`
x t F C « q C« r q C pcf 2 ru 1 q t t .  .  .  . .H 0 /1
`
r F C « q C« r q C pcf 2 ru . 5.14 .  .  .H
1
 .Hence r s r x is bounded. Q.E.D.
 .  .Now let F x s f x rx, and T , j be as in Section 4. To complete the
proof of Theorem 5.1, we need only the next lemma.
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1 . 1 .LEMMA 5.7. There exists p g L 0, t , p g L t, ` independent of n,1 2
 .  .such that for any solution x of 3.2 , 5.1 the following estimates hold:
d
T x t y Bx t F p t , t g 0, t , b s a s 0 5.15 .  .  .  .  . . . 1dt
d
x y Bx t F p t , t g t , ` , b s a s 0 5.16 .  .  .  . . . 2dt
1
< < w xx9 t F R q 1 y a , b ) 0. 5.17 .  .
b p t .
 .  .  . .Proof. Let x be a solution, and b s a s 0. Write y t s x t y Bx t ;
 .then for t g 0, t we have
t
0 F p t y9 t F ­ x q Cj y t p s c s ds. .  .  .  .  .  . .H
0
 .  .Let z s T y ; then for t g 0, t we have
1 Ct
0 F z9 t F C p s c s ds q . .  .  .Hp t p t .  .0
 .If t g t, ` , then integration yields
`
p t y9 t y b F pf F C. Q.E.D. .  . H n
t
6. EXAMPLES AND REMARKS
In this section, we will give several examples and remarks illustrating
Theorems 2.1 and 5.1.
EXAMPLE 6.1. Consider the following problem:
nt ny1 yc q yrx0 t q x9 t q 1 q t x q x .  .  .  .n1 q t
s 0 t g 0, ` , t / t , k s 1, 2, . . . . k 6.1 .
<D x s I x t , k s 1, 2, . . . . .ts t k kk
ny1lim 1 q t x t s ya, x ` s b , .  .  .
tª0
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ww . w xxwhere 1 - n, 2 - c, 0 - q - 1, 0 - r - `, b G 0, I g C 0, ` , 0, M ,k k
k s 1, 2, . . . ; M G 0, ` M - `; 0 - t - t - ??? - t - ??? - t andk ks1 k 2 3 k 1
 .lim t s t . Then problem 6.1 has at least one positive solution x g Pk ª` k 1
 .  .with x t ) 0 for t g 0, 1 , provided that the following condition is satis-
fied:
 .rr rqqc r q q a . q q q b G 0. 6.2 .c  /2 n y 1 q c y 2 c y 1 2n y 2r .  .  .
Remark 6.2. By the proof of Theorem 2.1, it is clear that when
w . w . 1 1 w .xf g C 0, ` = 0, ` = R = R , 0, ` , Theorem 2.1 is still true without
 .condition H .4
EXAMPLE 6.3. Consider the following problem:
Lx t q f t , x t s 0, t g 0, ` .  .  .  . .
x 0 s r G 0, . 6.3 .
lim p t x9 t s 0 x t is bounded on 0, ` , .  .  . .
tª`
 . .   ..  .  .. w . 1 .  .where Lx t s 1rp t p t x9 t 9, p g C 0, ` l C 0, ` , p t ) 0 for
 . w q q qx 1   ..  .t g 0, ` , and f g C R = R , R , H 1rp t dt - `. Then problem 6.30
has a positive solution provided that the following conditions are satisfied:
 .  .  .  . w q qx `  .  .  .E f t, x F c t f x , c , f g C R , R , and H t s p s c s ds1 0 0
- `.
 .  .  .  .E t s p s is bounded for s g 0, n , ;n ) 1.2 0
 .  .E lim f x rx s 0.3 x ª`
 . w .  . w .  .E ;h ) 0, 'm s m g C 0, ` , m t G 0 for t g 0, ` and m t k4 h
 .  .  .  x0 with f t, x G m t for t g 0, ` , x g 0, h .
 .Remark 6.4. By the proof of Theorem 2.1 we know that x ` exists.
 .  .Note that the conditions of Example 6.3 are more general than 3.2 , 3.3
w x w xof 1 . See 4 for other results.
EXAMPLE 6.5. Consider the next problem:
x0 q c t xya q x b s 0, t g 0, ` .  .  .
6.4 .
x 0 s r G 0, x9 ` s l ) 0, x g C 0, ` , .  . .
w .  .x  .where c g C 0, ` , 0, ` , 0 - b - 1, a ) 0. Then problem 6.4 has at
least one unbounded solution, provided that
`1
btc t ds - `, t c t dt - `. 6.5 .  .  .H H
0 1
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wRemark 6.6. Clearly, the result of this example cannot be derived by 1,
x  .4 . By 6.5 we know that the singularity can be strong.
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