Abstract. We consider solving three-dimensional electromagnetic problems in parameter regimes where the quasi-static approximation applies and the permeability, permittivity, and conductivity may vary significantly. The difficulties encountered include handling solution discontinuities across interfaces and accelerating convergence of traditional iterative methods for the solution of the linear systems of algebraic equations that arise when discretizing Maxwell's equations in the frequency domain.
1. Introduction. The need for calculating fast, accurate solutions of threedimensional electromagnetic equations arises in many important application areas including, among others, geophysical surveys and medical imaging [34, 40, 3] . Consequently, a lot of effort has recently been invested in finding appropriate numerical algorithms. However, while it is widely agreed that electromagnetic phenomena are generally governed by Maxwell's equations, the choice of numerical techniques to solve these equations depends on parameter ranges and various other restrictive assumptions, and as such is to a significant degree application-dependent [24, 40, 3] .
The present article is motivated by remote sensing inverse problems, e.g., in geophysics, where one seeks to recover material properties-especially conductivity-in an isotropic but heterogeneous body, based on measurements of electric and magnetic fields on or near the earth's surface. The forward model, on which we concentrate here, consists of Maxwell's equations in the frequency domain over a frequency range which excludes high frequencies. Assuming a time-dependence e −ıωt , these equations are written as
∇ · (µH) = 0, (1.1d) where µ is the magnetic permeability, σ is the conductivity, is the electrical permittivity,
s is a known source current density, and ρ is the (unknown) volume density of free charges. In our work we assume that the physical properties µ > 0, > 0, and σ ≥ 0 can vary with position, and µ ω 2 L 2 1, where L is a typical length scale (cf. [43] ). The electric field E and the magnetic field H are the unknowns, with the charge density defined by (1.1c) . Note that as long as ω = 0, (1.1d) is redundant and can be viewed as an invariant of the system, obtained by taking the ∇· of (1.1a). The system (1.1) is defined over a three-dimensional spatial domain Ω. In principle, the domain Ω is unbounded (i.e., Ω = R 3 ), but, in practice, a bounded subdomain of R 3 is used for numerical approximations. In this paper we have used the boundary conditions (BCs) A number of difficulties arises when attempting to find numerical solutions for this three-dimensional PDE system. These difficulties include handling regions of (almost) vanishing conductivity, handling different resolutions in different parts of the spatial domain, handling the multiple scale lengths over which the physical properties can vary, and handling regions of highly varying conductivity, magnetic permeability, or electrical permittivity, where jumps in solution properties across interfaces may occur.
On the other hand, the nature of the data (e.g., measurements of the electric and/or magnetic fields at the surface of the earth) is such that one cannot hope to recover to a very fine detail the structure of the conductivity σ or the permeability µ. We therefore envision, in accordance with the inverse problem of interest, a possibly nonuniform tensor product grid covering the domain Ω, where σ and µ are assumed to be smooth or even constant inside each grid cell, but they may have significant jump discontinuities that can occur anywhere in Ω across cell interfaces. The source J s is, however, assumed not to have jumps across interfaces. The relative geometric simplicity resulting from this modeling assumption is key in obtaining highly efficient solvers for the forward problem.
Denoting quantities on different sides of an interface by subscripts 1 and 2, it can be easily shown [41] that across an interface
These conditions imply that neither E nor H are continuous in the normal direction when σ and µ have a jump discontinuity across a cell face, and likewise, σE and µH are not necessarily continuous in tangential directions. Care must therefore be exercised when numerical methods are employed which utilize these variables if they are to be defined where they are double-valued.
By far the most popular discretization for Maxwell's equations is Yee's method [46] (see discussions and extensions in [40, 30, 21] ). This method employs a staggered grid, necessitating only short, centered first differences to discretize (1.1a) and (1.1b). In the more usual application of this method, the electric field components are envisioned on discrete equations, obtaining a staggered discretization for the second order PDE in E,
Related methods include the finite integration technique and certain mixed finite element methods [44, 6, 29, 16] . Although these methods are often presented in the context of time-domain Maxwell's equations, the issues arising when applying an implicit time-discretization (a suitable technique under our model assumptions) are somewhat similar to the ones we are faced with here.
The popularity of Yee's method is due in part to its conservation properties and other ways in which the discrete system mimics the continuous system [21, 17, 6, 5] . However, iterative methods to solve the discrete system may converge slowly in low frequencies, due to the presence of the nontrivial null space of the curl operator, and additional difficulties arise when highly discontinuous coefficients are present [34, 28, 38, 19] . There are two major reasons for these difficulties. First, the conductivity can essentially vanish (for example, in the air, which forms part of Ω); from an analytic perspective, the specific subset of Maxwell's equations used typically forms an almost-singular system in regions of almost-vanishing σ. Even in regions where the conductivity is not close to vanishing, the resulting differential operator is strongly coupled and not strongly elliptic [7, 2] . Second, in cases of large jump discontinuities, care must be taken to handle H and J = σE carefully, since these are located, as in Figure 1 , where they are potentially discontinuous.
In [2] , we addressed the often slow convergence of iterative methods when used for the equations resulting from the discretization of (1.5) by applying a Helmholtz decomposition first, obtaining a potential formulation with a Coulomb gauge condition. This change of variables (used also in [4, 13, 26, 32] , among many others) splits the electric field into components in the active and the null spaces of the curl operator. A further reformulation, reminiscent of the pressure-Poisson equation for the incompressible Navier-Stokes equations [15, 37] , yields a system of strongly elliptic, weakly coupled PDEs for which more standard preconditioned Krylov space methods are directly applicable.
In [17] , we further addressed possible significant jumps in the conductivity while µ is assumed constant by employing a finite volume discretization on a staggered grid, akin to Yee's method with the locations of E-and H-components exchanged, as in Figure 2 . The normal components of E are now double-valued, but this is taken care Fig. 2 . A staggered discretization of E and H in three dimensions: E-components are on the faces, and H-components are on the edges.
of in an elegant way by the Helmholtz decomposition of E and by introducing the (generalized) current
into the equations. The curl operators in (1.5) are replaced by the vector Laplacian according to the vector identity
for sufficiently smooth vector functions (not E).
In this paper we generalize our approach from [2, 17] to the case where the magnetic permeability µ may be highly discontinuous as well. This is a realistic case of interest in geophysical applications, although usually the jump in conductivity dominates the jump in permeability. Now the roles of E and H are essentially dual, and it is possible to apply a Helmholtz decomposition to either E or H, keeping the other unknown vector function intact. We choose to decompose the electric field E, referring to Figure 2 for the locations of the H-unknowns in the ensuing discretization. The major departure from our previous work is in the fact that the identity (1.7) does not directly extend for the operator ∇ × (µ −1 ∇× ) appearing in (1.5). We can, however, stabilize this operator by subtracting grad(µ −1 ∇· ) (see, e.g., [24] ), and this forms the basis for our proposed method. In cases of constant magnetic permeability or electric conductivity the formulation can be reduced to our previous formulation in [17] or a variant thereof.
Our approach to dealing with possible discontinuities can be viewed as using a set of variables which are continuous across cell faces and another set which are continuous along cell edges. The introduction of such unknowns is strongly connected to mixed finite elements which are used for highly discontinuous problems [8, 9, 19] .
The paper is laid out as follows. In section 2, we reformulate Maxwell's equations in a way which enables us to extend our methods. The resulting system is amenable to discretization using a finite volume technique described in section 3.
The extension and generalization of our approach from [2] through [17] to the present article is not without a price. This price is an added complication in the sparsity structure of the resulting discrete system and a corresponding added cost in the iterative solution of such systems. We briefly describe the application of Krylov space methods to solve the system of algebraic equations in section 4. We use BICGSTAB (see, e.g., [35] ) together with one of two preconditioners: an incomplete block LU decomposition (which is a powerful preconditioner in the case of diagonally dominant linear systems) and SSOR. The system's diagonal dominance is a direct consequence of our analytic formulation.
We present the results of numerical experiments in section 5 and compare results obtained using our method with those obtained using a more traditional Yee discretization. If the source is not divergence-free, as is the case for electric (but not magnetic) sources, then our method is better by more than two orders of magnitude. The method works well also for a case where the problem coefficients vary rapidly. We conclude with a short summary and further remarks.
Reformulation of Maxwell's equations.
Maxwell's equations (1.1a) and (1.1b) can be viewed as flux balance equations, i.e., each term describes the flux which arises from a different physical consideration, and the equations are driven by the conservation of fluxes. (In fact, this was how they were originally developed [27] .) Therefore, in both (1.1a) and (1.1b) we have a flux term which should be balanced. In (1.1b) the generalized current density J defined in (1.6) is balanced with the source and the flux which arise from magnetic fields, and in (1.1a) the magnetic flux
is balanced with the flux which arises from electric fields. In our context these fluxes are well defined on cell faces, but they may be multivalued at cell edges. Furthermore, the leading differential operator in (1.5), say, has a nontrivial null space. Rather than devising iterative methods which directly take this into account (as, e.g., in [3, 19, 39, 33] ), we transform the equations before discretization.
We decompose E into its components in the active space and in the null space of the curl operator:
We could decompose H instead in a similar way, but we would not decompose both.
Here we have chosen to concentrate on the decomposition of E. Substituting (2.2) into Maxwell's equations, we obtain
Note that across an interface between distinct conducting media we have, in addition to (1.4),
where ρ s in (2.5c) is an electric surface charge density. These conditions and the differential equations (1.1) imply that while J ·n is continuous, E ·n is not. Moreover, grad φ inherits the discontinuity of E · n, while A is continuous, and both ∇ · A and ∇ × A are bounded (cf. [14] ).
In [17] we had the relation ∇ × ∇ × A = −∇ 2 A holding. However, when µ varies, the identity (1.7) does not extend directly, and we must deal with the null space of ∇ × A in a different way.
Let us define the Sobolev spaces
equipped with the usual norm (see, e.g., [14] )
3 -norms are used on the right-hand side of (2.6b)), and
(see, e.g., [24] ), where the usual notation for inner product in
We may therefore stabilize (2.4a) by subtracting a term which by (2.4b) vanishes:
obtaining a strongly elliptic operator for A, provided A ∈ W 0 (Ω). The latter condition is guaranteed by the choice (2.10b) together with (2.10a), as elaborated below.
A similar stabilization (or penalty) approach was studied with mixed success in [11, 24] . However, our experience and thus our recommendation are more positive because of the discretization we utilize. We elaborate further upon this point in the next section.
Using (2.3c), we can write (2.3b) as
This may be advantageous in the case of discontinuous µ, similarly to the mixed formulation used for the simple div-grad system ∇ · (σ grad φ) = q in [8, 31, 9, 12] and elsewhere.
Our final step in the reformulation is to replace, as in [17] , the gauge condition (2.3c) on A by an indirect one, obtained upon taking ∇· of (2.8a) and simplifying using (2.8b) and (2.3c). This achieves only a weak coupling in the resulting PDE system. We note that the replacing of the gauge condition (2.3c) is similar to the pressure-Poisson equation in computational fluid dynamics [37, 15] . The complete system, to be discretized in the next section, can now be written as
In order to complete the specification of this system, we must add appropriate BCs. First, we note that the original BC (1.3) can be written as
An additional BC on the normal components of A is required for the Helmholtz decomposition (2.2) to be unique. Here we choose (corresponding to (2.6c))
This, together with (2.2), determines A for a given E.
Moreover, since (2.9d) was obtained by taking the ∇· of (2.9a), additional BCs are required on either ∂φ/∂n or φ. For this we note that the original BC (1.3) together with the PDE (1.1b) imply also
The latter relation (2.10c), together with (2.10b), implies ∂φ ∂n = 0 at the boundary.
2,3
The above conditions determine φ up to a constant. We pin this constant down arbitrarily, e.g., by requiring
Finally, we note that (2.10c), together with (2.9a) and (1.3), imply, in turn, that ∂ψ ∂n = 0 at the boundary. Since (2.9a) and (2.9d) imply that
we obtain ψ ≡ 0, and thus we retrieve (2.3c) by pinning ψ down to 0 at one additional point. From this and (2.10a) it then follows that A ∈ W 0 (Ω) (see (2.6c)). The system (2.9) subject to the BCs (2.10) and ψ pinned at one point is now well-posed.
3. Deriving a discretization. As in [17] , we employ a finite volume technique on a staggered grid, where J and A are located at the cell's faces, H is at the cell's edges, and φ and ψ are located at the cell's center. Correspondingly, the discretizations of (2.9d) and (2.9c) are centered at cell centers, those of (2.9e) and (2.9a) are centered at cell faces, and that of (2.9b) is centered at cell edges. The variables distribution over the grid cell is summarized in Table 1 . Table 1 Summary of the discrete grid functions. Each scalar field is approximated by the grid functions at points slightly staggered in each cell e i,j,k of the grid.
T over a grid cell e i,j,k , we integrate at first over the cell using the Gauss divergence theorem
and then we use midpoint quadrature on each face to evaluate each component of the surface integrals appearing on the right-hand side above. Thus, define
and express the discretization of (2.9d) and (2.9c) on each grid cell as
where µ i,j,k = µ(x i , y j , z k ). Note that we are not assuming a uniform grid: each cell may have different widths in each direction. The BCs (2.10) are used at the end points of (3.2).
Next, consider the discretization at cell faces. Following [17] , we define the harmonic average of σ between neighboring cells in the x-direction by
where h
If σ is assumed constant over each cell, this integral evaluates to
Then, the resulting approximation for the x-component of (2.9e) is (see [17] )
Next, we discretize (2.9a) as in [46] . Writing the x-component of these equations,
where we denote J s = (s x , s y , s z ) T , a discretization centered at the center of the cell's x-face results in
Similar expressions to those in (3.3c) and (3.4) can be derived in the y-and zdirections. The BCs (1.3) are used to close (3.4). Using (3.3c), we can eliminate J from (3.2a) and obtain a discrete equation in which the dominant terms all involve φ. The resulting stencil for φ has seven points. We also apply the obvious quadrature for the single condition (2.10d).
Finally, we discretize the edge-centered (2.9b). Consider, say, the x-component of (2.9b), written as
Integrating this equation over the surface of a rectangle with corners
the expression on the left-hand side is integrated using the Gauss curl theorem, and µ on the right-hand side is averaged over the rectangular area to obtain a value on the edge. We do not divide through by µ before this integration because we wish to integrate the magnetic flux, which is potentially less smooth around an edge than the magnetic field. This yields
If µ is assumed to be constant over each cell, this integral evaluates to
Then, the resulting approximation for the x-component of (2.9b) is
Using (3.2b) as well as (3.5c) and similar expressions derived in the y-and z-directions, we substitute for H and ψ in (3.4) and obtain a discrete system of equations for A. The resulting stencil for A has 19 points and the same structure as for the discretization of the operator
The difference between this discretization and a direct discretization of the latter is that µ at the interface is naturally defined as an arithmetic average and not a harmonic average. The discretization described above can be viewed as a careful extension of Yee's method, suitable for discontinuous coefficients and amenable to fast iterative solution methods. It is centered, conservative, and second order accurate. Note that throughout we have used a consistent, compact discretization of the operators ∇· , ∇× , and grad. We can denote the corresponding discrete operators by ∇ h · , ∇ h × , and grad h and immediately obtain the following identities (cf. [38, 23, 22, 20] ):
These are, of course, analogues of vector calculus identities which hold for sufficiently differentiable vector functions. The BCs (2.10) are discretized using these discrete operators as well.
Next, note that upon applying ∇ h · to (3.4) and using (3.6b) and (3.2a), we obtain
Moreover, from (3.4) and (2.10c), the discrete normal derivative of ψ vanishes at the boundaries as well. Setting ψ to 0 arbitrarily at one point,
then determines that ψ ≡ 0 throughout the domain (as a grid function). We obtain another conservation property of our scheme, namely, a discrete divergence-free A:
Recall the stabilizing term added in (2.7). For the exact solution this term obviously vanishes. Now, (3.7) assures us that the corresponding discretized term vanishes as well (justifying use of the term "stabilization," rather than "penalty"). This is not the case for the nodal finite element method which was considered in [24, 11] . For an approximate solution that does not satisfy (3.7), the stabilization term may grow in size when µ varies over a few orders of magnitude, or else ∇ h · A grows undesirably in an attempt to keep µ −1 ∇ h · A approximately constant across an interface [24] . The particular way we average across discontinuities, namely, arithmetic averaging of µ at cell edges and harmonic averaging of σ at cell faces, can be important. The averaging can be viewed as a careful approximation of the constitutive relationship for discontinuous coefficients (see, e.g., [36, 38, 1] and many others). To show that, we look first at the relationĴ x = σE x across a face whose normal direction is x. This flux flows in series, and therefore an approximate σ that represents the bulk property of the flow through the volume is given by the harmonic average (corresponding to an arithmetic average of the resistivities). Next, we look at the relation
where µ is an edge variable and B x is the flux through four cells which share that edge. Here the flow is in parallel, which implies that we need to approximate µ on the edge by an arithmetic average.
Note also that if we use the more common implementation of Yee's method (i.e., H on the cell's faces and E on the cell's edges), then the roles of σ and µ interchange and we need to average µ harmonically and σ arithmetically (see also [1] ).
4. Solution of the discrete system. After the elimination of H, ψ, and J from the discrete equations, we obtain a large, sparse system for the grid functions corresponding to A and φ:
is the result of the discretization of the operator ∇ × µ −1 ∇ × − grad µ −1 ∇· , C corresponds to the discretization of the operator ∇× , D likewise corresponds to the discretization of the operator ∇· , the diagonal matrix S results from the discretization of the operator σ(·), M and M c similarly arise from the operator µ −1 (·) at cell edges and at cell centers, respectively, and H 2 = DSD T represents the discretization of ∇ · ( σ grad(·)). In regions of constant µ the matrix H 1 simplifies into a discretization of the vector Laplacian. The blocks are weakly coupled through interfaces in µ. A typical sparsity structure of H 1 for variable µ, as contrasted with constant µ, is displayed in Figure 3 . The structure of the obtained system is similar to that in [17] , although the main block diagonal is somewhat less pleasant.
Note that as long as the frequency is low enough that the diffusion number satisfies
(where h is the maximum grid spacing), the matrix is dominated by the diagonal blocks. This allows us to develop a block preconditioner good for low frequencies ω based on the truncated ILU (ILU(t)) decomposition of the major blocks [35] . Thus, we approximate K by the block diagonal matrix
and then use ILU(t) to obtain a sparse approximate decomposition of the matrix K. This decomposition is used as a preconditioner for the Krylov solver. Note that, although K is complex, the approximationK is real, and therefore we need to apply the ILU decomposition only to two real matrices, which saves memory.
The block approximation (4.2) makes sense for our discretization but not for the direct staggered grid discretization of (1.1). Thus, the reformulation and subsequent discretization of Maxwell's equations allow us to easily obtain a good block preconditioner in a modular manner, while the discretization of (1.1) does not.
Numerical examples.
In this section we present numerical results using our method with standard Krylov-type methods and preconditioners for solving the resulting discrete systems. We vary the type of source used, the size of jumps in the coefficients σ and µ, the preconditioner, and the grid size.
We have verified second order convergence of the method and compared our results to those from another code in [17, 18] . Here our goal is to demonstrate the efficacy of our proposed method for variable µ.
In the tables below, "iterations" denotes the number of BICGSTAB iterations needed for achieving a relative accuracy of 10 −7 , "operations" denotes the number of giga-flops required, the SSOR parameter (when used) equals 1, and the ILU threshold (when used) equals 10 −2 . The latter threshold is such that in our current Matlab implementation iterations involving these two preconditioners cost roughly the same.
5.1. Example set 1. We derive the following set of experiments. Let the air's permeability be µ 0 = 4π · 10 −7 H/m and its permittivity be 0 = 8.85 · 10
We assume a cube of constant conductivity σ c and permeability µ c embedded in an otherwise homogeneous earth with conductivity σ e = 10 −3 S/m and permeability µ e = µ 0 ; see Figure 4 . In a typical geophysical application, the conductivity may range over four orders of magnitude and more, whereas the permeability rarely changes over more than one order of magnitude. Therefore, we experiment with conductivity σ c ranging from 10 −2 S/m to 10 3 S/m and permeability µ c ranging from µ 0 to 1000µ 0 . Fig. 4 . The setting of our first numerical experiment. A cube of conductivity σc and permeability µc is embedded inside a homogeneous earth with conductivity σe and permeability µe. Also, in the air σ = −ıω 0 and µ = µ 0 .
We experiment with two different sources: (i) a magnetic source (a plane wave), and (ii) an electric dipole source in the x direction centered at (0, 0, 0). The fact that the first source is magnetic implies that it is divergence-free. This source lies entirely in the active space of the curl operator. In contrast, the electric source is not divergence-free.
Both sources are assumed to oscillate with different frequencies ranging from 1 to 10
6 Hz. The solution is obtained, unless otherwise noted, on a nonuniform tensor grid (see Figure 4 ) consisting of 32 3 cells. There are 95232 (complex) E unknowns corresponding to this grid and 128000 (complex) A, φ unknowns. We then solve the system using the method described in the previous section.
5.1.1. Example 1a. In order to be able to compare the resulting linear algebra solver with that corresponding to Yee's method, we discretize the system
using the staggered grid depicted in Figure 2 , i.e., where J is on the cell's faces, which is similar to the discretization in [28] . This yields the discrete system (C T M C − ıωS)e =b for the unknown vector e corresponding to grid values of J / σ, where the matrices C, M , and S are defined in section 4 andb depends on the source. In order to solve this system as well as ours, we use BICGSTAB and an SSOR preconditioner. The comparison between the methods for the case σ c = 10 3 σ e , µ c = 100µ 0 , and different frequencies is summarized in Table 2 . Table 2 Iteration counts and computational effort for our method (A, φ) and the traditional implementation of Yee's method (applied to E, or J) for example set 1 using both an electric source and a magnetic source. Table 2 shows that our method converges in a moderate number of iterations for both sources, despite the presence of significant jumps in µ and σ. On the other hand, the more traditional discretization performs poorly for the electric source and comparably to our method for the magnetic source. Slow convergence of the direct staggered discretization of Maxwell's equations in the case of an electric source will happen also when E is defined on the grid's edges.
These results clearly show an advantage of our formulation over the original Yee formulation, even for a simple preconditioning, especially for electric sources and in low frequencies. In such circumstances, the discretized first term on the left-hand side of (5.1) strongly dominates the other term, and the residual in the course of the BICGSTAB iteration has a nontrivial component in the null space of that operator; hence its reduction is very slow. The magnetic source, on the other hand, yields a special situation where, so long as the discrete divergence and the roundoff error are relatively small, the residual component in the null space of the leading term operator is also small; hence the number of iterations using the traditional method is not much larger than when using our method.
Example 1b.
Next, we test the effect of discontinuities on our method. We use the electric source and record the number of BICGSTAB iterations needed for our method to converge for various values ofμ = µ c /µ e andσ = σ c /σ e , when using block ILU(t) preconditioning as described in the previous section. The results are summarized in Table 3 .
Note that large jump discontinuities in σ do not significantly affect the rate of convergence of the iterative linear system solver for our method, but large jump discontinuities in µ have a decisive effect. Results in a similar spirit were reported in [19] regarding the effect of discontinuities in µ on a specialized multigrid method for an edge-element discretization. However, even for large discontinuities in µ the number of iterations reported in Table 3 remains relatively small compared with similar experiments reported in [34] (for constant µ) and [10] . We attribute the increase in the number of iterations as the jump in µ increases in size to a corresponding degradation in the condition number of K in (4.1). This degradation, however, does not depend strongly on grid size, as we verify next.
Example 1c.
In the next experiment, we use the cube model with the electric source to evaluate the influence of the grid on the number of iterations. We fix ω = 10 2 and test our method on a case with a modest coefficient jumpμ = 10 and on a case with a large jumpμ = 10 3 . A set of uniform grids in the interval [−1, 1] 3 is considered. For each grid we record the resulting number of iterations using both the SSOR and the block ILU preconditioners. The results of this experiment are gathered in Table 4 . We observe that the number of iterations increases as the number of unknowns increases. The increase appears to be roughly proportional to the number of unknowns to the power 1/3. The growth in number of iterations as a function of grid size is also roughly similar for both preconditioners, although the block ILU requires fewer iterations (about 1/4 forμ = 1000) for each grid. However, ILU requires more memory than SSOR, which may prohibit its use for very large problems. The increase rate is also similar, as expected, for both values ofμ. The rate of increase in number of iterations asμ increases appears essentially independent of the grid size. Practically, however, this increase is substantial and may be hard to cope with for (perhaps unrealistically) large values ofμ using the present techniques.
Example 2.
In our next experiment we consider a more complicated earth structure. We employ a random model, which is used by practitioners in order to simulate stochastic earth models [25] . Two distinct value sets (σ 1 , µ 1 ), (σ 2 , µ 2 ) and a probability P are assumed for the conductivities and permeabilities: for each cell, the probability of having values σ 1 , µ 1 is P , and the probability of having values σ 2 , µ 2 is 1 − P . This can be a particularly difficult model to work with, as the conductivity and permeability may jump anywhere from one cell to the next, not necessarily just across a well-defined manifold. A cross-section of such a model is plotted in Figure 5 . We then carry out experiments as before for frequencies ranging from 0 to 10 6 Hz. We use the random model with different conductivities, permeabilities, and frequencies and the electric source, with P = 0.5 on the domain [−1, 1] 3 (in km). We employ a uniform grid of size 44 3 and use both the block ILU and the SSOR preconditioners. The results of this experiment in terms of iteration counts are summarized in Table 5 . The results show that our solution method is effective even for highly varying conductivity. As before, the method deteriorates when very large variations in µ are present.
We can also see from Table 5 that the block ILU preconditioner works very well for low frequencies, but it is not very effective for high frequencies. It is easy to check that in all cases where the block ILU preconditioner fails to achieve convergence (denoted "nc," meaning failure to achieve a residual of 10 −7 in 800 iterations) the maximum grid spacing h satisfies ωµσ h
1. In such a case the discretization of the leading terms of the differential operator no longer yields the dominant blocks in the matrix equations (4.1), and therefore our block ILU preconditioner fails. Thus, for high frequency and high conductivity we require more grid points in order for this preconditioner to be effective. This is also consistent with the physics, as the skin The project that has motivated us is electromagnetic inverse problems in geophysical prospecting [42] . Solving the forward problem, i.e., Maxwell's equations as in the present article, is a major bottleneck for the data inversion methods-indeed, it may have to be carried out dozens, if not hundreds, of times for each data inversion. Thus, extremely fast solvers of the problem discussed in our paper are needed. Based on the algorithm described here an implementation has been carried out which solves realistic instances of this forward problem in less than two minutes on a single-processor PC, enabling derivation of realistic algorithms at low cost for the inverse problem.
