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In this short note, we propose a simple model reduction approach, which satisfies a subset of the first-
order optimality conditions for the frequency-limited H2- model reduction problem of the bilinear sys-
tem. We also derive first-order optimality conditions for the time-limited H2- model reduction problem
of the bilinear system. Then we propose a similar model reduction approach to satisfy a subset of the
first-order optimality conditions for the time-limited H2- model reduction problem. We give the detailed
proofs of our results.
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1. Preliminaries
Consider a bilinear control system Σ with the following state and output equations
Σ :


x˙(t) = Ax(t)+
m
∑
k=1
Nkx(t)uk(t)+Bu(t)
y(t) =Cx(t)
(1.1)
where A ∈ Rn×n, Nk ∈ R
n×n, B ∈ Rn×m, and C ∈ Rp×n. x(t), u(t), y(t) are states, control inputs, and
outputs, respectively.
1.1 Important Properties of the Bilinear Control System
If the initial conditions are zero, i.e., x(0) = 0, the output y(t) can be written as the Volterra series, i.e.,
y(t) =
+∞
∑
i=1
∫ t
0
∫ t
t1
· · ·
∫ t
ti−1
m
∑
k1,k2,··· ,ki
h
(k1,k2,··· ,ki)
i (t1, t2, · · · , ti)uk1(t − ti)uk2(t − ti−1)dt1 · · ·dti (1.2)
where
h
(k1,k2,··· ,ki)
i (t1, t2, · · · , ti) =Ce
AtiNk1e
Ati−1Nk2 · · ·Nki−1e
At1bki (1.3)
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and bki is the k
th
i column of B (Zhang and Lam, 2002). The i
th transfer function of Σ can be obtained by
taking multivariate Laplace transform of (1.2), i.e.,
H
(k1,k2,··· ,ki)
i (s1,s2, · · · ,si) =C(siI−A)
−1Nk1e
Ati−1Nk2 · · ·Nki−1(s1I−A)
−1bki . (1.4)
The controllability gramian P (Zhang and Lam, 2002) of (1.1) is defined as
P =
∞
∑
i=1
∫ ∞
0
· · ·
∫ ∞
0
PiP
T
i dt1 · · ·dti (1.5)
where
P1 = e
At1B, Pi = e
Ati
[
N1Pi−1 · · · NmPi−1
]
, i = 2,3,4, · · · . (1.6)
The time-limited controllability gramian Pτ (Shaker and Tahavori, 2014) of (1.1) for the time interval
[0,τ] sec is defined as
Pτ =
∞
∑
i=1
∫ τ
0
· · ·
∫ τ
0
PiP
T
i dt1 · · ·dti. (1.7)
The frequency-limited controllability gramian Pω (Shaker and Tahavori, 2013) of (1.1) for the frequency
interval [0,ω ] rad/sec is defined as
Pω =
∞
∑
i=1
1
(2pi)i
∫ ω
−ω
· · ·
∫ ω
−ω
P¯iP¯
T
i dν1 · · ·dνi (1.8)
where
P¯1 = ( jν1I−A)
−1B, P¯i = ( jνiI−A)
−1
[
N1P¯i−1 · · · NmP¯i−1
]
, i = 2,3,4, · · · . (1.9)
Similarly, the observability gramian Q (Zhang and Lam, 2002) of (1.1) is defined as
Q =
∞
∑
i=1
∫ ∞
0
· · ·
∫ ∞
0
QTi Qidt1 · · ·dti (1.10)
where
Q1 =Ce
At1 , Qi =
[
NT1 Q
T
i−1 · · · N
T
mQ
T
i−1
]T
eAti , i = 2,3,4, · · · . (1.11)
The time-limited observability gramian Qτ (Shaker and Tahavori, 2014) of (1.1) for the time interval
[0,τ] sec is defined as
Qτ =
∞
∑
i=1
∫ τ
0
· · ·
∫ τ
0
QTi Qidt1 · · ·dti. (1.12)
The frequency-limited controllability gramian Qω (Shaker and Tahavori, 2013) of (1.1) for the fre-
quency interval [0,ω ] rad/sec is defined as
Qω =
∞
∑
i=1
1
(2pi)i
∫ ω
−ω
· · ·
∫ ω
−ω
Q¯Ti Q¯idν1 · · ·dνi (1.13)
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where
Q¯1 =C( jν1I−A)
−1
, Q¯i =
[
NT1 Q¯
T
i−1 · · · N
T
mQ¯
T
i−1
]T
( jνiI−A)
−1
, i = 2,3,4, · · · . (1.14)
P and Q solve the following generalized Lyapunov equations
AP+PAT +
m
∑
k=1
NkPN
T
k +BB
T = 0 (1.15)
AT Q+QA+
m
∑
k=1
NTk QNk +C
TC = 0. (1.16)
Similarly, Pτ and Qτ solve the following generalized Lyapunov equations
APτ +PτA
T +
m
∑
k=1
(NkPτN
T
k − e
AτNkPτN
T
k e
AT τ )+BBT − eAτBBT eA
T τ = 0 (1.17)
AT Qτ +QτA+
m
∑
k=1
(NTk Qτ Nk − e
AT τ NTk Qτ Nke
Aτ)+CTC− eA
T τCTCeAτ = 0. (1.18)
Pω and Qω solve the following generalized Lyapunov equations
APω +PωA
T +
m
∑
k=1
(Fω [A]NkPωN
T
k +NkPωN
T
k Fω [A]
T )+Fω [A]BB
T +BBT Fω [A]
T = 0 (1.19)
AT Qω +QωA+
m
∑
k=1
(Fω [A]
T NTk QωNk +N
T
k Qω NkFω [A])+Fω[A]
TCTC+CTCFω [A] = 0 (1.20)
where Fω [A] =
1
2pi
∫ ω
−ω( jνI−A)
−1dν = Real( j
pi
ln(−A− jωI)).
The H2-norm of Σ (Breiten and Benner, 2012) is defined as the following
||Σ ||H2 =
√√√√√√√
trace
( ∞
∑
i=1
∫ ∞
0
· · ·
∫ ∞
0
m
∑
k1,··· ,ki=1
h
(k1,k2,··· ,ki)
i (t1, t2, · · · , ti)
×
(
h
(k1,k2,··· ,ki)
i (t1, t2, · · · , ti)
)T
dt1 · · ·dti
)
=
√
trace(CPCT )
=
√√√√√√√
trace
( ∞
∑
i=1
∫ ∞
0
· · ·
∫ ∞
0
m
∑
k1,··· ,ki=1
(
h
(k1,k2,··· ,ki)
i (t1, t2, · · · , ti)
)T
× h
(k1,k2,··· ,ki)
i (t1, t2, · · · , ti)dt1 · · ·dti
)
=
√
trace(BT QB).
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The frequency-limitedH2-norm (Xu and Jiang, 2017), i.e, H2,ω -norm, of Σ within the frequency inter-
val [0,ω ] is defined as the following
||Σ ||H2,ω =
√√√√√√√
trace
( ∞
∑
i=1
1
(2pi)i
∫ ω
−ω
· · ·
∫ ω
−ω
m
∑
k1,··· ,ki=1
H
(k1,k2,··· ,ki)
i ( jν1, jν2, · · · , jνi)
×
(
H
(k1,k2,··· ,ki)
i ( jν1, jν2, · · · , jνi)
)∗
dν1 · · ·dνi
)
=
√
trace(CPωCT )
=
√√√√√√√
trace
( ∞
∑
i=1
1
(2pi)i
∫ ω
−ω
· · ·
∫ ω
−ω
m
∑
k1,··· ,ki=1
(
H
(k1,k2,··· ,ki)
i ( jν1, jν2, · · · , jνi)
)∗
×H
(k1,k2,··· ,ki)
i ( jν1, jν2, · · · , jνi)dν1 · · ·dνi
)
=
√
trace(BT Qω B)
where
[
·
]∗
represents Hermitian.
1.2 Problem Statement
The MOR problem under consideration is to obtain a ROM Σ˜ of Σ such that Σ˜ accurately mimics Σ
when used as a surrogate. Let Σ˜ is represented by the following state and output equations
Σ˜ :


˙˜x(t) = A˜x˜(t)+
m
∑
k=1
N˜k x˜(t)uk(t)+ B˜u(t)
y˜(t) = C˜x˜(t)
(1.21)
where A˜ ∈ Rr×r, N˜k ∈ R
r×r, B˜ ∈Rr×m, and C˜ ∈Rp×r such that r << n.
The quality of the approximation of Σ which Σ˜ offers determines the problem statement of the MOR
process. This is determined by using various norms for the error expression Σe = Σ − Σ˜ . Σe has the
following state-space realization for the given realizations of Σ and Σ˜ according to (1.1) and (1.21),
respectively, i.e.,
Σe :


x˙e(t) = Aexe(t)+
m
∑
k=1
Nekxe(t)uk(t)+Beu(t)
ye(t) =Cexe(t)
(1.22)
where
Ae =
[
A 0
0 A˜
]
, Nek =
[
Nk 0
0 N˜k
]
, Be =
[
B
B˜
]
, Ce =
[
C −C˜
]
. (1.23)
TheH2-MOR problem is to find a ROM of order r which ensures that ||Σe||
2
H2
is small, i.e., min
Σ˜
order=r
||Σe||
2
H2
.
In some practical situations, it is desirable to ensure the Σ˜ accurately approximates Σ within a desired
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frequency interval [0,ω ] rad/sec. The H2,ω -norm is generally used to quantify the approximation ac-
curacy in this scenario (Xu and Jiang, 2017). The H2,ω -MOR problem is to find a ROM of order r
which ensures that ||Σe||
2
H2,ω
is small, i.e., min
Σ˜
order=r
||Σe||
2
H2,ω
. Similarly, it is often desirable the approx-
imation accuracy is good within desired time interval [0,τ] sec. We will formulate the definition of
time-limited H2-norm, i.e., H2,τ -norm, in the next section to quantify the quality of approximation in
this scenario. TheH2,τ -MOR problem is to find a ROM of order r which ensures that ||Σe||
2
H2,τ
is small,
i.e., min
Σ˜
order=r
||Σe||
2
H2,τ
.
1.3 H2-optimal MOR (Zhang and Lam, 2002; Breiten and Benner, 2012)
The squared H2-norm of Σe is given by ||Σe||
2
H2
= trace(CePeC
T
e ) = trace(B
T
e QeBe) where Pe and Qe
are the controllability and observability gramians of Σe, respectively. Pe and Qe solve the following
generalized Lyapunov equations
AePe +PeA
T
e +
m
∑
k=1
NekPeN
T
ek +BeB
T
e = 0 (1.24)
ATe Qe +QeAe +
m
∑
k=1
NTekQeNek +C
T
e Ce = 0. (1.25)
Pe and Qe can be partitioned accordingly to (1.23) as the following
Pe =
[
P Pˆ
PˆT P˜
]
and Qe =
[
Q Qˆ
QˆT Q˜
]
(1.26)
where P˜, Pˆ, Q˜, and Qˆ solve the following generalized matrix equations
A˜P˜+ P˜A˜T +
m
∑
k=1
N˜kP˜N˜
T
k + B˜B˜
T = 0, (1.27)
APˆ+ PˆA˜T +
m
∑
k=1
NkPˆN˜
T
k +BB˜
T = 0, (1.28)
A˜T Q˜+ Q˜A˜+
m
∑
k=1
N˜Tk Q˜N˜k + C˜
TC˜ = 0, (1.29)
AT Qˆ+ QˆA˜+
m
∑
k=1
NTk QˆN˜k −C
TC˜ = 0. (1.30)
P˜ and Q˜ are the controllability and observability gramians of Σ˜ , respectively. Accordingly, the squared
H2-norm of Σe can be expressed as the following
||Σe||
2
H2
= trace(CPCT − 2CPˆC˜T + C˜P˜C˜T ) = trace(BT QB+ 2BTQˆB˜+ B˜T Q˜B˜).
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The first-order optimality conditions for the H2-optimal MOR are given by
QˆT Pˆ+ Q˜P˜ = 0, (1.31)
m
∑
k=1
QˆT NkPˆ+ Q˜N˜kP˜ = 0, (1.32)
QˆT B+ Q˜B˜ = 0, (1.33)
CPˆ− C˜P˜ = 0. (1.34)
It is shown in (Breiten and Benner, 2012) that Σ˜ satisfies the optimality conditions (1.31)-(1.34) if the
algorithm 1.1 converges.
ALGORITHM 1.1
Input: Original system : (A,Nk,B,C) and initial guess: (A¯, N¯k, B¯,C¯)
Output: ROM: (A˜, N˜k, B˜,C˜).
(i) while(not converged) do
(ii) Compute AV +VA¯T +∑mk=1 NkVN¯
T
k +BB¯
T = 0.
(iii) Compute ATW +WA¯+∑mk=1 N
T
k WN¯k −C
TC¯ = 0.
(iv) V = orth(V), W = orth(W), W =W (V TW )−1.
(v) A¯ =W T AV , N¯k =W
T NkV , B¯ =W
T B, C¯ =CV .
(vi) end while
(vii) A˜ = A¯, N˜k = N¯k, B˜ = B¯, C˜ = C¯.
1.4 H2,ω -optimal MOR (Xu and Jiang, 2017)
The squaredH2,ω -normof Σe for the frequency interval [0,ω ] rad/sec is given by ||Σe||
2
H2,ω
= trace(CePe,ωC
T
e )=
trace(BTe Qe,ω Be) where Pe,ω and Qe,ω are the controllability and observability gramians of Σe, respec-
tively. Pe,ω and Qe,ω solve the following generalized Lyapunov equations
AePe,ω +Pe,ωA
T
e +
m
∑
k=1
(
Fω [Ae]NekPe,ω N
T
ek +NekPe,ω N
T
ekFω [Ae]
T
)
+Fω [Ae]BeB
T
e +BeB
T
e Fω [Ae]
T = 0
ATe Qe,ω +Qe,ωAe +
m
∑
k=1
(
Fω [Ae]
T NTekQe,ω Nek +N
T
ekQe,ω NekFω [Ae]
)
+Fω [Ae]
TCTe Ce +C
T
e CeFω [Ae] = 0.
Pe,ω and Qe,ω can be partitioned accordingly to (1.23) as the following
Pe,ω =
[
Pω Pˆω
PˆTω P˜ω
]
and Qe,ω =
[
Qω Qˆω
QˆTω Q˜ω
]
(1.35)
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where P˜ω , Pˆω , Q˜ω , and Qˆω solve the following generalized matrix equations
A˜P˜ω + P˜ω A˜
T +
m
∑
k=1
(
Fω [A˜]N˜kP˜ω N˜
T
k + N˜kP˜ωN˜
T
k Fω [A˜]
)
+Fω [A˜]B˜B˜
T + B˜B˜T Fω [A˜]
T = 0, (1.36)
APˆω + Pˆω A˜
T +
m
∑
k=1
(
Fω [A]NkPˆω N˜
T
k +NkPˆω N˜
T
k Fω [A˜]
T
)
+Fω [A]BB˜
T +BB˜T Fω [A˜]
T = 0, (1.37)
A˜T Q˜ω + Q˜ω A˜+
m
∑
k=1
(
Fω [A˜]
T N˜Tk Q˜ω N˜k + N˜
T
k Q˜ω N˜kFω [A˜]
)
+Fω[A˜]
TC˜TC˜+ C˜TC˜Fω [A˜] = 0, (1.38)
AT Qˆω + Qˆω A˜+
m
∑
k=1
(
Fω [A]
T NTk Qˆω N˜k +N
T
k Qˆω N˜kFω [A˜]
)
−Fω[A]
TCTC˜−CTC˜Fω [A˜] = 0. (1.39)
P˜ω and Q˜ω are the frequency-limited controllability and frequency-limited observability gramians of Σ˜ ,
respectively. Accordingly, the squared H2,ω -norm of Σe can be expressed as the following
||Σe||
2
H2,ω
= trace(CPωC
T − 2CPˆωC˜
T + C˜P˜ωC˜
T ) = trace(BT QωB+ 2B
T Qˆω B˜+ B˜
T Q˜ω B˜).
Let Rω and Sω solve the following generalized Sylvester equations
AT Rω +Rω A˜+
m
∑
k=1
NTk Fω [A]
T Rω N˜k +
m
∑
k=1
NTk RωFω [A˜]N˜k −C
TC˜ = 0 (1.40)
A˜T Sω + Sω A˜+
m
∑
k=1
N˜Tk SωFω [A˜]N˜k +
m
∑
k=1
N˜Tk Fω [A˜]
T Sω N˜k + C˜
TC˜ = 0. (1.41)
Let us define S1, S2, and Wˆi as
S1 =
m
∑
k=1
N˜kP˜ωN˜
T
k Sω + B˜B˜
T Sω (1.42)
S2 =
m
∑
k=1
N˜kPˆ
T
ω N
T
k Rω + B˜B˜
T Rω (1.43)
Wˆi = Real
[ j
pi
L
(
− A˜− jωI,Si
)]
(1.44)
where L(·, ·) represents the Freche´t derivative of the matrix logarithm. Then the first-order optimality
conditions for the H2,ω -optimal MOR are given by
RTω Pˆω + Sω P˜ω = Wˆ
T
1 +Wˆ
T
2 , (1.45)
m
∑
k=1
(
RTωFω [A]+Fω [A˜]
T RTω
)
NkPˆω +
(
Fω [A˜]
T Sω + SωFω [A˜]
)
N˜kP˜ω = 0, (1.46)
QˆTωB+ Q˜ω B˜ = 0, (1.47)
CPˆω − C˜P˜ω = 0. (1.48)
In (Xu and Jiang, 2017), an iterative algorithm, i.e., the algorithm 1.2, is presented that tends to generate
a ROM, which approximately satisfies the optimality conditions (1.45)-(1.48).
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ALGORITHM 1.2
Input: Original system : (A,Nk,B,C); initial guess: (A¯, N¯k, B¯,C¯); desired frequency interval: [0,ω ].
Output: ROM: (A˜, N˜k, B˜,C˜).
(i) while(not converged) do
(ii) Compute AVω +Vω A¯
T +∑mk=1(Fω [A]NkVω N¯
T
k +NkVω N¯
T
k Fω [A¯]
T )+Fω [A]BB¯
T +BB¯T Fω [A¯]
T = 0.
(iii) Compute ATWω +Wω A¯+∑
m
k=1(Fω [A]
T NTk Wω N¯k +N
T
k Wω N¯kFω [A¯])−Fω[A]C
TC¯−CTC¯Fω [A¯] = 0.
(iv) V = orth(Vω), W = orth(Wω), W =W (V
TW )−1.
(v) A¯ =W T AV , N¯k =W
T NkV , B¯ =W
T B, C¯ =CV .
(vi) end while
(vii) A˜ = A¯, N˜k = N¯k, B˜ = B¯, C˜ = C¯.
2. Main Work
2.1 H2,ω -pseudo-optimal MOR
Let P¯ω be the frequency-limited controllability gramian and Q¯ω be the frequency-limited observability
gramian of the initial guess (A¯, N¯k, B¯,C¯). Then P¯ω and Q¯ω solve the following generalized Lyapunov
equations
A¯P¯ω + P¯ω A¯
T +
m
∑
k=1
(
Fω [A¯]N¯kP¯ω N¯
T
k + N¯kP¯ω N¯
T
k Fω [A¯]
T
)
+Fω [A¯]B¯B¯
T + B¯B¯T Fω [A¯]
T = 0 (2.1)
A¯T Q¯ω + Q¯ω A¯+
m
∑
k=1
(
Fω [A¯]
T N¯Tk Q¯ω N¯k + N¯
T
k Q¯ω N¯kFω [A¯]
)
+Fω [A¯]
TC¯TC¯+ C¯TC¯Fω [A¯] = 0. (2.2)
It can readily be verified by inspection that the optimality condition (1.47) can be enforced in a single-
run if Σ˜ is computed as the following
A˜ = A¯, N˜k = N¯k, B˜ =−Q¯
−1
ω W
T
ω B, C˜ = C¯. (2.3)
We basically generalize the ideas of the following references (Wolf, 2014; Varona et al., 2017; Zulfiqar et al.,
2020), which consider the linear systems. We now discuss some of the properties of this ROM. It can
be readily noted that when Σ˜ satisfies the optimality condition (1.47), the following holds
||Σe||
2
H2,ω
= trace(BT QωB− B˜
T Q¯ω B˜) = trace(B
T QωB−B
TWωQ¯
−1
ω W
T
ω B) = ||Σ ||
2
H2,ω
−||Σ˜ ||2H2,ω .
ThusWωQ¯
−1
ω W
T
ω is an approximation of Qω . Similarly, the optimality condition (1.48) can be enforced
in a single-run if Σ˜ is computed as the following
A˜ = A¯, N˜k = N¯k, B˜ = B¯, C˜ =CVω P¯
−1
ω . (2.4)
Again, it can readily be noted that when Σ˜ satisfies the optimality condition (1.48), the following holds
||Σe||
2
H2,ω
= trace(CPωC
T − C˜P¯ωC˜
T ) = trace(CPωC
T −CVω P¯
−1
ω V
T
ω C
T ) = ||Σ ||2H2,ω −||Σ˜ ||
2
H2,ω
.
Thus Vω P¯
−1
ω V
T
ω is an approximation of Pω .
Note that the ROM generated by algorithm 1.2 does not satisfy any of the optimality conditions
(1.45)-(1.48) even it converges. We now present an algorithm that generates a ROM, which satisfies
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both the optimality conditions (1.47) and (1.48) upon convergence. The pseudo-code of our algorithm
is given below in the algorithm 2.1. There are two loops in the algorithm 2.1. The steps (iii)-(v) of the
inner loop selects B¯ to enforce the optimality condition (1.47). The steps (vi)-(viii) selects C¯ to enforce
the optimality condition (1.48). Thus the inner loop enforces (1.47) and (1.48) upon convergence. The
outer loop updates all the state-space matrices of the ROM.
ALGORITHM 2.1
Input: Original system : (A,Nk,B,C); initial guess: (A¯, N¯k, B¯,C¯); desired frequency interval: [0,ω ].
Output: ROM: (A˜, N˜k, B˜,C˜).
(i) while(not converged) do % Start outer loop
(ii) while(not converged) do % Start inner loop
(iii) Compute Q¯ω from the equation (2.2).
(iv) Compute ATWω +Wω A¯+∑
m
k=1(Fω [A]
T NTk Wω N¯k +N
T
k Wω N¯kFω [A¯])−Fω [A]C
TC¯−CTC¯Fω [A¯] = 0.
(v) B¯ =−Q¯−1ω W
T
ω B % Enforces the optimality condition (1.47).
(vi) Compute P¯ω from the equation (2.1).
(vii) Compute AVω +VωA¯
T +∑mk=1(Fω [A]NkVωN¯
T
k +NkVω N¯
T
k Fω [A¯]
T )+Fω [A]BB¯
T +BB¯T Fω [A¯]
T = 0.
(viii) C¯ =CVω P¯
−1
ω % Enforces the optimality condition (1.48).
(ix) end while % End inner loop
(x) V =Vω P¯
−1
ω , W =−WωQ¯
−1
ω , W =W (V
TW )−1.
(xi) A¯ =W T AV , N¯k =W
T NkV , B¯ =W
T B, C¯ =CV .
(xii) end while % End outer loop
(xiii) A˜ = A¯, N˜k = N¯k, B˜ = B¯, C˜ = C¯.
REMARK 2.1 The algorithm 2.1 also provides the approximations of Pω and Qω upon convergence,
i.e., VP¯ωV
T and WQ¯ωW
T , respectively. These approximations can be used to perfume an approximate
frequency-limited balanced truncation (Shaker and Tahavori, 2013).
2.2 H2,τ -optimal MOR
We first provide the definition of a new norm, i.e., time-limited H2 norm.
DEFINITION 2.1 The time-limited H2-norm, i.e., H2,τ -norm, of a bilinear system Σ with a Huwirtz
A-matrix for the time interval [0,τ] is defined as
||Σ ||H2,τ =
√√√√√√√
trace
( ∞
∑
i=1
∫ τ
0
· · ·
∫ τ
0
m
∑
k1,··· ,ki=1
h
(k1,k2,··· ,ki)
i (t1, t2, · · · , ti)
×
(
h
(k1,k2,··· ,ki)
i (t1, t2, · · · , ti)
)T
dt1 · · ·dti
)
=
√√√√√√√
trace
( ∞
∑
i=1
∫ τ
0
· · ·
∫ τ
0
m
∑
k1,··· ,ki=1
(
h
(k1,k2,··· ,ki)
i (t1, t2, · · · , ti)
)T
× h
(k1,k2,··· ,ki)
i (t1, t2, · · · , ti)dt1 · · ·dti
)
It can be readily noted that when Nk = 0 for k = 1,2, · · · ,m, the H2,τ -norm becomes equal to the
time-limited H2-norm definition for the linear systems given in (Goyal and Redmann, 2019). For the
linear case, the H2,τ -norm is related to the time-limited controllability and time-limited observability
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Gramians (Goyal and Redmann, 2019). We will now show that a similar relation holds for the bilinear
systems as well.
THEOREM 2.1 If Pτ or Qτ exists, the H2,τ -norm of Σ can be expressed in terms of Pτ or Qτ as the
following
||Σ ||H2,τ =
√
trace(CPτCT ) =
√
trace(BT Qτ B). (2.5)
Proof: Considering the duality of Pτ and Qτ , we restrict ourselves in proving that ||Σ ||H2,τ =√
trace(CPτCT ) and ||Σ ||H2,τ =
√
trace(BT Qτ B) can be proved by duality. Let us define Hi and Pi,τ as
the following
Hi =
∫ τ
0
· · ·
∫ τ
0
m
∑
k1,··· ,ki=1
h
(k1,k2,··· ,ki)
i (t1, t2, · · · , ti)
(
h
(k1,k2,··· ,ki)
i (t1, t2, · · · , ti)
)T
dt1 · · ·dti, (2.6)
Pi,τ =
∫ τ
0
· · ·
∫ τ
0
PiP
T
i dt1 · · ·dti. (2.7)
Then, clearly ||Σ ||H2,τ =
√
trace(∑∞i=1Hi) and Pτ = ∑
∞
i=1 Pi,τ . Now
H1 =
∫ τ
0
m
∑
k1=1
CeAt1bk1b
T
k1
eA
T t1CT dt1. (2.8)
Since ∑
m
ki=1
bkib
T
ki
= BBT ,
H1 =
∫ τ
0
CeAt1BBT eA
T t1CT dt1 =CP1,τC
T
. (2.9)
Similarly,
H2 =
∫ τ
0
∫ τ
0
m
∑
k1,k2=1
CeAt2Nk1e
At1bk2b
T
k2
eA
T t1NTk1e
At2CT dt1dt2
=
∫ τ
0
∫ τ
0
m
∑
k1=1
CeAt2Nk1P1P
T
1 N
T
k1
eA
T t2CT dt1dt2
=
∫ τ
0
∫ τ
0
CeAt2P2P
T
2 C
T dt1dt2 =CP2,τC
T
.
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On the similar lines, Hi can be defined for i = 2,3, · · · as the following
Hi =
∫ τ
0
· · ·
∫ τ
0
m
∑
k1,··· ,ki=1
CeAti · · ·eAt1bkib
T
ki
eA
T t1 · · ·eA
T tiCT dt1 · · ·dti
=
∫ τ
0
· · ·
∫ τ
0
m
∑
k1,··· ,ki−1=1
CeAti Nk1 · · ·Nki−2e
At2Nki−1P1P
T
1 N
T
ki−1
eA
T t2 · · ·NTk1e
AT tiCT dt1 · · ·dti
=
∫ τ
0
· · ·
∫ τ
0
m
∑
k1,··· ,ki−2=1
CeAti Nk1 · · ·Nki−3e
At3Nki−2P2P
T
2 N
T
ki−2
eA
T t3 · · ·NTk1e
AT tiCT dt1 · · ·dti
=
∫ τ
0
· · ·
∫ τ
0
m
∑
k1=1
CeAtiNk1Pi−1P
T
i−1N
T
k1
eA
T tiCT dt1 · · ·dti
=
∫ τ
0
· · ·
∫ τ
0
CPiP
T
i C
T dt1 · · ·dti =CPi,τC
T
.
Then ||Σ ||H2,τ =
√
trace(∑∞i=1 Hi) =
√
trace(∑∞i=1CPi,τC
T ) =
√
trace(CPτCT ). This completes the
proof.
The squared H2,τ -norm of Σe is given by
||Σe||
2
H2,τ
= trace(CPe,τC
T ) = trace(BT Qe,τ B)
where Pe,τ and Qe,τ solve the following generalized Lyapunov equations
AePe,τ +Pe,τA
T
e +
m
∑
k=1
(
NekPe,τ N
T
ek − e
Aeτ NekPe,τ N
T
eke
ATe τ
)
+BeB
T
e − e
Aeτ BeB
T
e e
ATe τ = 0
ATe Qe,τ +Qe,τAe +
m
∑
k=1
(
NTekQe,τ Nek − e
ATe τ NTekQe,τ Neke
Aeτ
)
+CTe Ce − e
ATe τCTe Cee
Aeτ = 0.
Pe,τ , Qe,τ , and e
Aeτ can be partitioned accordingly to (1.23) as the following
Pe,τ =
[
Pτ Pˆτ
PˆTτ P˜τ
]
, Qe,τ =
[
Qτ Qˆτ
QˆTτ Q˜τ
]
, and eAeτ =
[
eAτ 0
0 eA˜τ
]
where P˜τ , Pˆτ , Q˜τ , and Qˆτ solve the following generalized matrix equations
A˜P˜τ + P˜τA˜
T +
m
∑
k=1
(
N˜kP˜τ N˜
T
k − e
A˜τ N˜kP˜τ N˜
T
k e
A˜T τ
)
+ B˜B˜T − eA˜τ B˜B˜T eA˜
T τ = 0, (2.10)
APˆτ + PˆτA˜
T +
m
∑
k=1
(
NkPˆτ N˜
T
k − e
AτNkPˆτ N˜
T
k e
A˜T τ
)
+BB˜T − eAτBB˜T eA˜
T τ = 0, (2.11)
A˜T Q˜τ + Q˜τ A˜+
m
∑
k=1
(
N˜Tk Q˜τ N˜k − e
A˜T τ N˜Tk Q˜τ N˜ke
A˜τ
)
+ C˜TC˜− eA˜
T τC˜TC˜eA˜τ = 0, (2.12)
AT Qˆτ + Qˆτ A˜+
m
∑
k=1
(
NTk Qˆτ N˜k − e
AT τ NTk Qˆτ N˜ke
A˜τ
)
−CTC˜+ eA
T τCTC˜eA˜τ = 0. (2.13)
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P˜τ and Q˜τ are the time-limited controllability and time-limited observability gramians of Σ˜ , respectively.
Accordingly, the squared H2,τ -norm of Σe can be expressed as the following
||Σe||
2
H2,τ
= trace(CPτC
T − 2CPˆτC˜
T + C˜P˜τC˜
T ) = trace(BT Qτ B+ 2B
TQˆτ B˜+ B˜
T Q˜τ B˜).
THEOREM 2.2 Let A and A˜ are Hurwitz, and Pτ , P˜τ , Qτ , and Q˜τ exist. Let Rτ and Sτ solve the following
generalized matrix equations
AT Rτ +Rτ A˜+
m
∑
k=1
(
NTk Rτ N˜k −N
T
k e
AT τ Rτ e
A˜τ N˜k
)
−CTC˜ = 0 (2.14)
A˜T Sτ + Sτ A˜+
m
∑
k=1
(
N˜Tk Sτ N˜k − N˜
T
k e
A˜T τ Sτe
A˜τ N˜k
)
+ C˜TC˜ = 0. (2.15)
Then the partial derivatives of the cost function J(A˜, N˜k, B˜,C˜) = ||Σe||
2
H2,τ
with respect to A˜, N˜k, B˜, and
C˜ are given by
∂
∂ A˜
(
J(A˜, N˜k, B˜,C˜)
)
= trace
(
2(RTτ Pˆτ + Sτ P˜τ −Wτ)
)
∂
∂ N˜k
(
J(A˜, N˜k, B˜,C˜)
)
= trace
(
2
m
∑
k=1
(RTτ NkPˆτ + SτN˜kP˜τ −Yτ
))
∂
∂ B˜
(
J(A˜, N˜k, B˜,C˜)
)
= trace
(
2(QˆTτ B+ Q˜τB˜)
)
∂
∂C˜
(
J(A˜, N˜k, B˜,C˜)
)
= trace
(
− 2(CPˆτ − C˜P˜τ)
)
where
Wτ = τ(R
T
τ e
AτBB˜T eA˜
T τ + Sτe
A˜τ B˜B˜T eA˜
T τ)+
m
∑
k=1
(RTτ e
AτNkPˆτ N˜
T
k e
A˜T τ + Sτe
A˜τ N˜kP˜τ N˜
T
k e
A˜T τ)
Yτ = e
A˜T τ RTτ e
Aτ NkPˆτ + e
A˜T τ Sτ e
A˜τ N˜kP˜τ .
Proof: Let us denote the partial derivatives of P˜τ and Pˆτ with respect to A˜ as X1 and X2, respectively.
It can be noticed by taking the partial derivative of the equations (2.10) and (2.11) with respect to A˜ that
X1 and X2 satisfy the following generalized matrix equation
A˜X1+X1A˜
T +
m
∑
k=1
(
N˜kX1N˜
T
k − e
A˜τ N˜kX1N˜
T
k e
A˜T τ
)
=−2P˜τ + 2τ
(
eA˜τ B˜B˜T eA˜
T τ +
m
∑
k=1
eA˜τ N˜kP˜τN˜
T
k e
A˜T τ
)
AX2+X2A˜
T +
m
∑
k=1
(
NkX2N˜
T
k − e
AτNkX2N˜
T
k e
A˜T τ
)
=−Pˆτ + τ
(
eAτBB˜T eA˜
T τ +
m
∑
k=1
eAτ NkPˆτN˜
T
k e
A˜T τ
)
.
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Then the partial derivative of J(A˜, N˜k, B˜,C˜) with respect to A˜ is given by
∂
∂ A˜
(
J(A˜, N˜k, B˜,C˜)
)
=
∂
∂ A˜
(
trace(CPτC
T − 2CPˆτC˜
T + C˜P˜τC˜
T )
)
=
∂
∂ A˜
(
trace(−2C˜TCPˆτ)+ trace(C˜
TC˜P˜τ)
)
= trace(−2C˜TCX2)+ trace(C˜
TC˜X1)
= trace
(
− 2
(
RTτ A+ A˜
T RTτ +
m
∑
k=1
(N˜Tk R
T
τ Nk − N˜
T
k e
A˜T τ RTτ e
Aτ Nk)
)
X2
)
− trace
((
A˜T Sτ + Sτ A˜+
m
∑
k=1
(N˜Tk Sτ N˜k − N˜
T
k e
A˜T τ Sτe
A˜τ N˜k)
)
X1
)
= trace
(
− 2RTτ
(
AX2+X2A˜
T +
m
∑
k=1
(NkX2N˜
T
k − e
AτNkX2N˜
T
k e
A˜T τ)
))
− trace
(
Sτ
(
A˜X1+X1A˜
T +
m
∑
k=1
(N˜kX1N˜
T
k − e
A˜τ N˜kX1N˜
T
k e
A˜T τ)
))
= trace
(
2RTτ Pˆτ + 2SτP˜τ − 2τ(R
T
τ e
Aτ BB˜T eA˜
T τ + Sτe
A˜τ B˜B˜T eA˜
T τ)
− 2
m
∑
k=1
(RTτ e
Aτ NkPˆτ N˜
T
k e
A˜T τ + Sτe
A˜τ N˜kP˜τN˜
T
k e
A˜T τ )
)
.
Let us denote the partial derivatives of P˜τ and Pˆτ with respect to N˜k as Y1 and Y2, respectively. It can be
noticed by taking the partial derivative of the equations (2.10) and (2.11) with respect to N˜k that Y1 and
Y2 satisfy the following matrix equations
A˜Y1+Y1A˜
T +
m
∑
k=1
(N˜kY1N˜
T
k − e
A˜τ N˜kY1N˜
T
k e
A˜T τ ) =−
m
∑
k=1
(P˜τN˜
T
k + N˜kP˜τ − e
A˜τ P˜τ N˜
T
k e
A˜T τ − eA˜τ N˜kP˜τe
A˜T τ)
AY2+Y2A˜
T +
m
∑
k=1
(NkY2N˜
T
k − e
AτNkY2N˜
T
k e
A˜T τ ) =−
m
∑
k=1
(NkPˆτ − e
AτNkPˆτ e
A˜T τ ).
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Then the partial derivative of J(A˜, N˜k, B˜,C˜) with respect to N˜k is given by
∂
∂ N˜k
(
J(A˜, N˜k, B˜,C˜)
)
=
∂
∂ N˜k
(
trace(CPτC
T − 2CPˆτC˜
T + C˜P˜τC˜
T )
)
=
∂
∂ N˜k
(
trace(−2C˜TCPˆτ)+ trace(C˜
TC˜P˜τ)
)
= trace(−2C˜TCY2)+ trace(C˜
TC˜Y1)
= trace
(
− 2
(
RTτ A+ A˜
T RTτ +
m
∑
k=1
(N˜Tk R
T
τ Nk − N˜
T
k e
A˜T τ RTτ e
AτNk)
)
Y2
)
− trace
((
A˜T Sτ + Sτ A˜+
m
∑
k=1
(N˜Tk Sτ N˜k − N˜
T
k e
A˜T τ Sτ e
A˜τ N˜k)
)
Y1
)
= trace
(
− 2RTτ
(
AY2+Y2A˜
T +
m
∑
k=1
(NkY2N˜
T
k − e
AτNkY2N˜
T
k e
A˜T τ)
))
− trace
(
Sτ
(
Y1A˜
T + A˜Y1+
m
∑
k=1
(N˜kY1N˜
T
k − e
A˜τ N˜kY1N˜
T
k e
A˜T τ)
))
= trace
(
2RTτ
( m
∑
k=1
(NkPˆτ − e
AτNkPˆτe
A˜T τ)
))
+ trace
(
2Sτ
( m
∑
k=1
(N˜kP˜τ − e
A˜τ N˜kP˜τe
A˜T τ)
))
= trace
(
2
m
∑
k=1
(RTτ NkPˆτ − e
A˜T τ RTτ e
AτNkPˆτ + SτN˜kP˜τ − e
A˜T τ Sτe
A˜τ N˜kP˜τ
))
The partial derivative of J(A˜, N˜k, B˜,C˜) with respect to B˜ is given by
∂
∂ B˜
(
J(A˜, N˜k, B˜,C˜)
)
=
∂
∂ B˜
(
trace(BT Qτ B+ 2B
T Qˆτ B˜+ B˜
T Q˜τ B˜)
)
=
∂
∂ B˜
(
trace(2BT Qˆτ B˜+ B˜
T Q˜τ B˜)
)
= trace
(
2(QˆTτ B+ Q˜τB˜)
)
.
The partial derivative of J(A˜, N˜k, B˜,C˜) with respect to C˜ is given by
∂
∂C˜
(
J(A˜, N˜k, B˜,C˜)
)
=
∂
∂C˜
(
trace(CPτC
T − 2CPˆτC˜
T + C˜P˜τC˜
T )
)
=
∂
∂C˜
(
trace(−2CPˆτC˜
T + C˜P˜τC˜
T )
)
= trace
(
− 2(CPˆτ − C˜P˜τ)
)
.
This completes the proof.
The first-order optimality conditions for the local optimum of ||Σe||
2
H2,τ
can then be defined as the
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following
RTτ Pˆτ + Sτ P˜τ =Wτ , (2.16)
m
∑
k=1
(RTτ NkPˆτ + SτN˜kP˜τ) =
m
∑
k=1
Yτ , (2.17)
QˆTτ B+ Q˜τB˜ = 0, (2.18)
CPˆτ − C˜P˜τ = 0. (2.19)
Next we present an algorithm (similar to its frequency domain counterpart, i.e., the algorithm (1.2)) that
tends to generate a ROM, which approximately satisfies the optimality conditions (2.16)-(2.19).
ALGORITHM 2.2
Input: Original system : (A,Nk,B,C); initial guess: (A¯, N¯k, B¯,C¯); desired time interval: [0,τ].
Output: ROM: (A˜, N˜k, B˜,C˜).
(i) while(not converged) do
(ii) Compute AVτ +Vτ A¯
T +∑mk=1(NkVτ N¯
T
k − e
AτNkVτ N¯
T
k e
A¯T τ)+BB¯T − eAτBB¯T eA¯
T τ = 0.
(iii) Compute ATWτ +Wτ A¯+∑
m
k=1(N
T
k Wτ N¯k − e
AT τ NTk Wτ N¯ke
A¯τ )−CTC¯+ eA
T τCTC¯eA¯τ = 0.
(iv) V = orth(Vτ), W = orth(Wτ), W =W (V
TW )−1.
(v) A¯ =W T AV , N¯k =W
T NkV , B¯ =W
T B, C¯ =CV .
(vi) end while
(vii) A˜ = A¯, N˜k = N¯k, B˜ = B¯, C˜ = C¯.
2.3 H2,τ -pseudo-optimal MOR
Let P¯τ be the time-limited controllability gramian and Q¯τ be the time-limited observability gramian of
the initial guess (A¯, N¯k, B¯,C¯). Then P¯τ and Q¯τ solve the following generalized Lyapunov equations
A¯P¯τ + P¯τA¯
T +
m
∑
k=1
(
N¯kP¯τ N¯
T
k − e
A¯τ N¯kP¯τ N¯
T
k e
A¯T τ
)
+ B¯B¯T − eA¯τ B¯B¯T eA¯
T τ = 0 (2.20)
A¯T Q¯τ + Q¯τ A¯+
m
∑
k=1
(
N¯Tk Q¯τ N¯k − e
A¯T τ N¯Tk Q¯τ N¯ke
A¯τ
)
+ C¯TC¯− eA¯
T τC¯TC¯eA¯τ = 0. (2.21)
It can readily be verified by inspection that the optimality condition (2.18) can be enforced in a single-
run if Σ˜ is computed as the following
A˜ = A¯, N˜k = N¯k, B˜ =−Q¯
−1
τ W
T
τ B, C˜ = C¯. (2.22)
We basically generalize the ideas of the following references (Wolf, 2014; Varona et al., 2017; Zulfiqar et al.,
2019), which consider the linear systems. We now discuss some of the properties of this ROM. It can
be readily noted that when Σ˜ satisfies the optimality condition (2.18), the following holds
||Σe||
2
H2,τ
= trace(BT Qτ B− B˜
T Q¯τ B˜) = trace(B
T Qτ B−B
TWτ Q¯
−1
τ W
T
τ B) = ||Σ ||
2
H2,τ
−||Σ˜ ||2H2,τ .
Thus Wτ Q¯
−1
τ W
T
τ is an approximation of Qτ . Similarly, the optimality condition (2.19) can be enforced
in a single-run if Σ˜ is computed as the following
A˜ = A¯, N˜k = N¯k, B˜ = B¯, C˜ =CVτ P¯
−1
τ . (2.23)
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Again, it can readily be noted that when Σ˜ satisfies the optimality condition (2.19), the following holds
||Σe||
2
H2,τ
= trace(CPτC
T − C˜P¯τC˜
T ) = trace(CPτC
T −CVτ P¯
−1
τ V
T
τ C
T ) = ||Σ ||2H2,τ −||Σ˜ ||
2
H2,τ
.
Thus Vτ P¯
−1
τ V
T
τ is an approximation of Pτ .
Note that the ROM generated by algorithm 2.2 does not satisfy any of the optimality conditions
(2.16)-(2.19) even it converges. We now present an algorithm that generates a ROM, which satisfies
both the optimality conditions (2.18) and (2.19) upon convergence. The pseudo-code of our algorithm
is given below in algorithm 2.3. There are two loops in the algorithm 2.3. The steps (iii)-(v) of the
inner loop selects B¯ to enforce the optimality condition (2.18). The steps (vi)-(viii) selects C¯ to enforce
the optimality condition (2.19). Thus the inner loop enforces (2.18) and (2.19) upon convergence. The
outer loop updates all the state-space matrices of the ROM.
ALGORITHM 2.3
Input: Original system : (A,Nk,B,C); initial guess: (A¯, N¯k, B¯,C¯); desired frequency interval: [0,τ].
Output: ROM: (A˜, N˜k, B˜,C˜).
(i) while(not converged) do % Start outer loop
(ii) while(not converged) do % Start inner loop
(iii) Compute Q¯τ from the equation (2.21).
(iv) Compute ATWτ +Wτ A¯+∑
m
k=1(N
T
k Wτ N¯k − e
AT τ NTk Wτ N¯ke
A¯τ )−CTC¯+ eA
T τCTC¯eA¯τ = 0.
(v) B¯ =−Q¯−1τ W
T
τ B % Enforces the optimality condition (2.18).
(vi) Compute P¯τ from the equation (2.20).
(vii) Compute AVτ +Vτ A¯
T +∑mk=1(NkVτ N¯
T
k − eAτNkVτN¯
T
k e
A¯T τ )+BB¯T − eAτBB¯T eA¯
T τ = 0.
(viii) C¯ =CVτ P¯
−1
τ % Enforces the optimality condition (2.19).
(ix) end while % End inner loop
(x) V =Vτ P¯
−1
τ , W =−Wτ Q¯
−1
τ , W =W (V
TW )−1.
(xi) A¯ =W T AV , N¯k =W
T NkV , B¯ =W
T B, C¯ =CV .
(xii) end while % End outer loop
(xiii) A˜ = A¯, N˜k = N¯k, B˜ = B¯, C˜ = C¯.
REMARK 2.2 The algorithm 2.1 also provides the approximations of Pτ and Qτ upon convergence,
i.e., VP¯τV
T and WQ¯τW
T , respectively. These approximations can be used to perfume an approximate
time-limited balanced truncation (Shaker and Tahavori, 2014).
3. Conclusion
In this short note, we propose iteration-free algorithms which generate ROMs that satisfy a subset of
the first-order optimality conditions for the frequency- and time-limited MOR problems. We also pro-
pose an iterative algorithm for time-limited MOR problem which approximately satisfies the first-order
optimality conditions.
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