The robust self-tuning regulator of a class of linear systems, which can be described by the input-output Auto-Regressive Moving Average with exogenous (ARMAX) mathematical model with unknown and time-varying parameters, at bounded external disturbances is developed. A scheme of polynomial approximation has been applied to approximate the unknown and time-varying parameters of systems. The modified recursive extended least squares RELS estimation algorithm with a relative dead zone is proposed and applied to estimate the unknown and time-varying parameters intervening in the ARMAX mathematical model. The formulation of the explicit schemes of self-tuning regulation problem is resolved by using the minimum variance output or the generalized minimum variance output. The obtained control law, which is an optimal solution of minimizing a correspondent criterion, permit to reduce the effect of noise upon the output of system. An example of numerical simulation illustrates the effectiveness of the explicit schemes of self-tuning regulator and presents the performances by using the modified recursive extended least squares estimation algorithm with a relative dead zone in a step of the parametric estimation of a linear time-varying systems.
INTRODUCTION
A necessary stage of technologic and scientific domains (physical, chemistry, biology, economy, etc.) is the formulation of mathematical models wchich can be described the dynamic systems. The modeling permits to formalize the behavior of the dynamic systems, where we can understand, control or improve the functioning of the analyzed systems. Besides, the key in automatic control is the elaboration of dynamic system model. A procedure of estimation, which has been treated and detailed, consists to research an adequate mathematical model for any system by experimental data and available knowledge (see [9] , [17] and [20] ). The gotten mathematical model can be used, in the aim, of surveillance and diagnosis or for the control of the dynamic systems.
The parametric estimation of the linear dynamic systems, which can be described by input-output mathematical models with unknown and time-varying parameters, has been developed. Different types of recursive estimation algorithms, basing upon techniques of least squares, are treated and developed for resolving this problem (see [3] , [8] , [10] , [11] , [14] , [15] , [18] , [23] ).
In the literature, a schema of polynomial approximation has been proposed to track the time-varying parameters of systems ( [4] , [5] , [12] , [16] , [19] , [21] , [22] ). Applying this polynomial approximation to approximate time-varying parameters of system, a relative dead zone has been determined. In this way, a recursive estimation algorithm is used to estimate the parameters of linear dynamic system, which can be described by an input-output ARX mathematical model with unknown and time-varying parameters. This corresponds to a modified recursive least squares estimation algorithm RLS with a relative dead zone A modified estimation algorithm RLS with dead zone, which is developed in the literature [5] , doesn't permit to estimate time-varying parameters intervening in an ARMAX mathematical model, which is due to presence of immeasurable values. For this, we propose to develop a modified recursive extended lest squares estimation algorithm RELS with a relative dead zone.
The self-tuning control approach has been developed and applied to several systems [1] . Three problems of control was been an object of much research, using different schemes of self-tuning control (tracking, regulation, tracking and regulation conjointly). In the literature the algorithms developed of self-tuning regulator have been based on the recursive extended least squares method to estimate the parameters of systems. For more details on the analysis and the development of the different problems of self-tuning control, see [2] , [12] and [13] . In this paper, we interest by solving the problem of regulation of linear systems, which can be described by the input-output ARMAX mathematical
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Volume 41-No.11, March 2012 45 models with unknown and time-varying parameters, and with bounded external disturbances. Then, basing on the modified recursive extended least squares with a relative dead zone method to develop the algorithm of self-tuning regulator. An explicit scheme of minimum variance self-tuning regulator is developed. The remainder of this paper is organized as follows: Section 2 treats the systems which can be described by the input-output ARMAX mathematical models with unknown and timevarying parameters with bounded external disturbances basing on a scheme of polynomial approximation to approximate the parameters of system. Then, a relative dead zone is obtained. In section 3, the problem of parametric estimation of the considered systems is solved using a proposed modified recursive extended least squares estimation algorithm with a relative dead zone. In section 4, the problem of regulation is studied by using an explicit scheme of minimum variance self-tuning regulator. An explicit scheme of generalized minimum variance self-tuning is developed. In section 5, a numerical simulation example illustrates the effectiveness of the control law and shown the performances of the modified recursive extended least squares estimation algorithm with a relative dead zone in a step of system parameter estimation. The last section 6, conclusions are formulated.
MATHEMATICAL MODELS
In this paper, we interest by a parametric estimation of dynamic systems, which can be described by input-output, linear, monovariable stochastic mathematical models with unknown time-varying parameters. As the noise acting on the dynamic system is an independent random variable with zero means and constant variance.
Considering the class of linear dynamic systems with timevarying parameters, which can be described the following input-output ARMAX mathematical model:
where ) (k u , ) (k y and ) (k e represent, respectively, the input, the output and the noise of the system at the discretetime, d represents the time-delay of the system, and
are, which are defined by:
where a n , b n and c n are the orders of the polynomials
Noting that the parameters intervening in the polynomials ) , The system presented by (1) can be described by:
are respectively the vector of the parameters and the vector of the observations, they are defined by:
and
Basing upon the procedure of polynomial approximation treated in references [5] , [16] and [21] , we can applied a limited development of a function around zero to define this function in this point. For this reason, we can used a variable k  ; when if
Then, we have the following representation, respectively, of the polynomials )
we define the approximate parameters vector by:
when
and 
The parameters vector is defined as follow: 
Equations (15) and (16) can be described again as to follow:
with
Combining (19) and (20) in (14), we obtain:
Then, the parameters vector is defined by:
The dynamic system given by (5) can be represented by the following expression:
Hypothesis a: an upper bound  of
is known [5] .
is a bounded and an upper bound 0 m of ) (k e is known [5] .
Basing on the hypothesis a and b, the upper bound
The precedent function will be used to give a relative dead zone in the recursive adaptive algorithm.
PARAMETER ESTIMATION
The parametric estimation of the stochastic dynamic system with time-varying parameters, which is defined by (29), can be made using a modified estimation algorithm RLS with relative dead zone were [5] :
are chosen arbitrarily by the user, see [5] .
But, the using of this algorithm (33) can be lead to a failure. 
can be solved this problem.
By equation (29), the a priori prediction error is given by:
where
is determined by the modified recursive extended least squares algorithm RELS with relative dead zone, which is defined by:
when:
International
SELF-TUNING REGULATOR
In this section, we study the problem of robust self-tuning regulator for stochastic linear systems with time-varying parameters. This problem can be solved using the minimum variance approach or the generalized minimum variance approach with explicit schemes.
The system described by (1) can be defined by: 
The polynomials )
and 1 1
Minimum variance self-tuning regulation
Formulation of the regulation problem of the considered systems, which are described by ARMAX mathematical model (1), can be formalized by the minimization the following criterion:
where E denotes the expectation and
introduces in (41) can be defined by:
Now, we can replace ) (k e introduces in (41) by (46), we obtain:
which can be described as:
The criterion to be minimized becomes:
We can obtain:
Then, the optimal control law ) (k u which minimizes the criterion (45) is defined by:
The explicit schemes of minimum variance self-tuning regulator can be unrolling considering the three following steps:
Step 1: estimation of parameters intervening in the ARMAX mathematical model (1) (or (29)) using the modified estimation algorithm RELS with relative dead zone given by the set of equation (38). One obtained the polynomials )
Step 2: determination of the polynomials )
by resolving the following polynomial equation:
Step 3: calculate the control law ) (k u by the following equation:
Noting that if we have 0 ) (
Generalized minimum variance selftuning regulation
Now, we develop the control law which permit to reduce the effect of noise upon the out-put of system, and to limit the control signal amplitude to a desired value. The generalized minimum variance self-tuning regulator can be developed by minimizing the following criterion:
where E denotes the expectation and  is a weighting factor given by the user. Then, the optimal control law ) (k u which minimizes the criterion (45) is defined by:
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where the polynomial )
Which can be defined as
The explicit schemes of generalized minimum variance selftuning regulator can be unrolling considering the three following steps:
Step 1: estimation of parameters intervening in the ARMAX mathematical model (1) (or (29)) using the modified estimation algorithm RELS with relative dead zone given by the set of equation (38);
Step 
we uses a numerical example, which permits to compare performances of the algorithm of minimum variance output self-tuning regulation basing on the modified recursive extended least squares estimation algorithm with a relative dead zone and the algorithm of minimum variance self-tuning regulation basing on the recursive extended least squares estimation algorithm with exponential forgetting factor treated in the literature( [3] , [8] , [10] , [11] , [12] , [14] , [15] [18], [23] ), to demonstrate the robustness of the minimum variance output self tuning regulator basing on the modified RELS estimation algorithm.
The RELS estimation algorithm with exponential forgetting factor is given by:
is defined by (36) and
, is an exponential forgetting factor, which can be defined by the following equation:
NUMERICAL EXAMPLE
In this section, we study the problem of self-tuning regulator for a linear stochastic system, which can be described by discreet time input-output mathematical model ARMAX with unknown time-varying parameters. In this case, we will use an explicit scheme of self-tuning regulation with minimum variance. The noise acting on the system is a sequence of independent random variables with zero mean and constant variance.
The consider system can be described by the following mathematical model ARMAX:
In the mathematical model ARMAX (65), the sequences { ) (k e } is a white noise with zero means and constant variances. We suppose that the parameters of the system are unknown and the order and delay are known exactly.
The developed explicit self-tuning regulator with the modified RELS estimation algorithm with a relative dead zone is used to regulate the considered system. The parameters of this model are supposed to be unknown and time-varying, which are chosen as:
The parameter vector is defined by:
The number of data was 300.
The control law ) (k u is computed on the basis upon the minimization of the following criteria:
The steps of computing the control law ) (k u of self-tuning regulator in the minimum variance self-tuning regulation algorithm are based on the modified recursive extended least squares estimation algorithm with a relative dead zone are listed in the following:
Steps 1: Calculate the estimated parameters intervening in the ARMAX mathematical model (65) using the modified RELS estimation algorithm with a relative dead zone given by the set of equation (38) . In this step we take: 
The estimated parameter ) ( 1 k â is given by:
where k  has been defined in [5] . 
is calculated using equation (56), where:
Step 3: calculate the control law ) (k u by the equation (57), where:
If we have 0 ) (
, then we take 01 0 ) (
The control law of the minimum variance self-tuning regulator, which basing on the modified RELS estimation algorithm with a relative dead zone, and the output of system are shown in Fig. 1 . The control law of the minimum variance self-tuning regulator, which basing on the RELS estimation algorithm with an exponential forgetting factor given by (64), and the output of system are shown in Fig. 2 . Fig. 3 , when the black line represent the real value, the blue line represent the estimated parameter by applying the modified RELS estimation algorithm with a relative dead zone and the red line represent the estimated parameter by applying the RELS estimation algorithm with an exponential forgetting factor. In Fig. 4 we showed the estimated parameter ) ( 1 k ĉ and the variance of prediction error.
It is observed and shown in Fig. 3 that the proposed modified RELS estimation algorithm with a relative dead zone converge and ensures that the estimated parameter follow the time-varying parameter than the estimated parameter by the RELS estimation algorithm with an exponential forgetting factor.
The control law of the minimum variance self-tuning regulator, which basing on modified RELS estimation algorithm with a relative dead zone, permits to eliminate the noise effect on the system and to remedy the transient regime effect.
We conclude that the robustness of the minimum variance self-tuning regulator is ensured basing on the modified RELS estimation algorithm with a relative dead zone. This example shows the performances of the developed schemes of the minimum variance self-tuning regulation. 
CONCLUSION
The problem of the parametric estimation of the linear dynamic systems, which can be described by input-output ARMAX mathematical models with unknown and timevarying parameters, has been landed in this paper. A schema of polynomial approximation was applied to approximate time-varying parameters. This approach permits to determine the relative dead zone. The modified recursive least squares estimation algorithm RLS with dead zone cannot estimate parameters of systems. Then, a modified recursive extended least squares estimation algorithm RELS with a relative dead zone has been proposed and developed to solve this problem.
The problem of the explicit schemes of robust self-tuning regulator of linear dynamic systems with time-varying parameters is developed. This problem was solved by using the minimum variance output or the generalized minimum variance approach basing on the modified recursive extended least squares estimation algorithm with a relative dead zone.
A Numerical simulation example has been studied. A comparative study, between the explicit schemes algorithm of self-tuning regulator basing on the RELS estimation algorithm with an exponential forgetting factor and the explicit schemes algorithm of self-tuning regulator basing on the modified RELS estimation algorithm with a relative dead zone, shows the effectiveness of the developed control law. This show the performances and the robustness of the explicit schemes of minimum variance self-tuning regulator basing on the proposed modified RELS estimation algorithm with a relative dead zone.
