The inhomogeneous electron Boltzmann equation is solved for an Ar-Hg positive column direct current glow discharge with properties similar to the standard fluorescent lamp. The inhomogeneity arises from the ambipolar potential and requires the inclusion of the spatial gradient term in the Boltzmann equation. The electron kinetics is coupled to a collisional-radiative equilibrium model for various states of Ar and Hg subject to a reaction set with electron and heavy particle collisions. The axial electric field and space-charge potential are solved self-consistently. The calculated electron distribution function satisfies neither the local nor nonlocal approaches, but rather is found to be a function of both the electron energy and radial position. The radial dependence produces an energy flow from one part of the discharge to another, which results in nonuniform ultraviolet radiative power. Results are given for global properties of the discharge such as power per unit length and axial electric field, as well as spatially averaged quantities ͑densities, electron and gas temperatures, and emission powers͒ as a function of the wall temperature and the current. Extensive comparisons are presented with experimental data and previous homogeneous Boltzmann models of the discharge. The optimum current and fill pressures are determined and the general trends of varying the input parameters are established. There is general agreement between the present model and data, except that the calculated average electron density is larger than the measured values.
I. INTRODUCTION
There have been numerous theoretical studies of the Ar-Hg low pressure, positive column discharge applicable to the conventional fluorescent lamp. Since inelastic collisions by electrons are the primary source for excitation and ionization, and elastic collisions with heavy particles determine the electron mobility and the gas heating, the electron energy distribution function ͑EEDF͒ plays a central role in any model of the fluorescent lamp. While early models assumed a Maxwellian [1] [2] [3] or a multi-Maxwellian 4 -6 distribution function for the electrons, the state of the art theoretical approach is to calculate the EEDF from the electron Boltzmann equation. The most comprehensive study of the Ar-Hg column discharge is that of Winkler, Wilhelm, and Winkler in a series of articles during the 1980s. [7] [8] [9] [10] In their solution of the Boltzmann equation the EEDF is a function of the electron kinetic energy and excited state populations are determined from a collisional-radiative equilibrium ͑CRE͒ model, including an effective radiative transition probability to describe trapping in the resonance lines. The plasma properties and radiation yield were investigated at different discharge conditions and compared with experimental data. Subsequently, Yousfi et al. 11 noted that Winkler's models did not include Ar-Hg and Hg-Hg metastable-metastable collisions, which are important ionization mechanisms in Hg rare-gas discharges. Their work concentrated on the EEDF and presented comparisons with other models and data, but did not couple the electron kinetics with excited state kinetics to analyze the radiation output. Zissis et al. 12 carried out this latter task with the additional metastable reactions by combining an approximate solution for the Boltzmann equation with a CRE model for the excited states. Milenin and Timofeev 13 developed an analytic solution to the Boltzmann equation subject to numerous simplifications. Lister and Coe 14 also used an analytic approximation and examined the discharge properties as a function of current. Recently, interest in modeling the fluorescent lamp has been revived due to the introduction of electrodeless systems. [15] [16] [17] In all of the above models the discharge is treated as a homogeneous plasma, meaning that the spatial gradient term in the Boltzmann equation is neglected and the resultant EEDF ͑f ͒ depends only upon the electron kinetic energy ͑u͒. This ''local approach,'' which is referred to here as a zerodimensional ͑0D͒ Boltzmann model because of the absence of spatial variation, is valid for column discharges at high gas pressures wherein the electron energy relaxation length is much smaller than the characteristic plasma size. At pressures below 300 mTorr, the energy relaxation length for the electrons can be larger than the plasma size, and the socalled ''nonlocal approach'' for an inhomogeneous plasma is valid. Here, the distribution function is a function of the total electron energy, ⑀ϭuϪe o V(r), where V(r) is the radial plasma potential arising from ambipolar diffusion to the bulb wall and e o is the elementary charge. With the appropriate transformations and spatial averaging, the Boltzmann equation in the nonlocal approach can be treated as an ordinary differential equation in the independent variable ⑀. 18 -20 How-ever, in the pressure range of a few Torr, Schmidt et al. 21 have shown that the inclusion of the spatial gradient term in the Boltzmann equation for the electron kinetics is required to accurately model radial space-charge confinement. Ambipolar diffusion produces a radial polarization field which, near the enclosing wall, can be significantly greater than the applied, axial field. 22 The distribution function in this case becomes a function of the radius as well as the kinetic energy and is determined from a partial differential equation. Density and temperature gradients in this one-dimensional ͑1D͒ description drive electron energy fluxes in the radial direction.
The properties of a Hg-Ar positive column discharge with similar characteristics to the classical fluorescent lamp ͑3 Torr Ar buffer gas pressure, 400 mA current, and 1.8 cm radius tube͒ place it in the intermediate domain. The pressure of this inhomogeneous plasma discharge is too low to ignore the spatial gradient term in the Boltzmann equation ͑f is not just a function of u͒, and too high to be treated accurately by the nonlocal approach ͑f is not just a function of ⑀͒. Thus, the appropriate treatment for the standard fluorescent lamp would be a fully 1D Boltzmann solution for the EEDF wherein the complete dependence of the EEDF is accounted for, f ϭ f (r,u). Fundamental work has been described in the literature on the 1D Boltzmann model, [21] [22] [23] [24] [25] [26] [27] [28] [29] but none has addressed its application to the mixed composition found in a fluorescent lamp.
The first objective of the present article is to outline a 1D Boltzmann model for the lamp ͑Sec. II͒. This includes a specific discussion regarding the boundary condition for the 1D Boltzmann equation at the wall boundary of the bulb. Essential to the model is a detailed description of the extended reaction set and cross sections ͑Sec. III͒. Such an explicit listing is absent from the above references on Boltzmann analyses of Ar-Hg discharges. The second objective is to examine the local versus nonlocal character of the Ar-Hg column discharge based on our solutions to the 1D Boltzmann equation ͑Sec. IV͒. In Sec. IV we also present an extensive comparison of the results with experimental data and previous models where available. As these earlier models employed 0D Boltzmann solutions, the comparison is limited to global properties or spatially averaged densities, temperatures, and emission powers. Such a discussion contains our third objective, namely, a first order validation of the present 1D Boltzmann model. The final section is a summary of the article and a discussion of follow-on work regarding the spatial variations.
II. MODEL RELATIONS
The steady state, spatially inhomogeneous electron Boltzmann equation for the electron velocity distribution function f (r,v) can be compactly written as
In Eq. ͑1͒ e o is the elementary charge and m e is the mass of an electron. The terms on the right-hand side delineate collisional processes: C e,e el represents Coulomb collisions among electrons; C e,␣ el are electron elastic collisions with neutral or ionic species ␣; C ᐉ,␣ inel refer to excitations or deexcitations to level ᐉ or ionizations of species ␣; and C ␣,␤ pen are Penning ionization collisions of species ␣ and ␤. For the plasma in a dc driven column discharge we take the electric field to be EϭE r (r)ê r ϩE z ê z , where E z is the uniform, applied axial field and E r (r) is due to the radial space charge. The twoterm expansion of the velocity distribution is taken as a function of the radial coordinate r and the kinetic energy u ϭm e v 2 /2:
The sum in the square brackets is the kinetic energy distribution function. Substituting Eq. ͑2͒ into Eq. ͑1͒ and transforming the distribution function from a dependence on r and u to a dependence on r and the total energy ⑀ϭuϪe o V(r), where V(r)ϭϪ͐ 0 r E r (rЈ)drЈ is the radial space-charge potential, leads to an elliptic partial differential equation for the isotropic component of the total energy distribution function, f o (r,⑀). The anisotropic distribution components f 1r (r,⑀) and f 1z (r,⑀) are therein found to be given by separate first order differential equations acting upon f o . Details of the derivation can be found in Uhrlandt and Winkler 25 or Alves et al. 26 The term EEDF refers here to either f o (r,u) or
The elliptic partial differential equation for the isotropic component f o requires boundary conditions along the boundaries of the computational domain. Along the axis the radial gradient of f o must vanish by symmetry, and at large kinetic energies lim ⑀→ϱ f o (r,⑀)ϭ0 by physical reasons. At zero kinetic energy one imposes
This is equivalent to the vanishing of the inner product of the electric field with the anisotropic components of the distribution function. This constraint is found during the derivation of the elliptic equation for f o . 25 The boundary condition at the bulb radius (r w ) is problematical and we return to it after introducing the remaining model equations.
In addition to the components of the EEDF, f o , f 1r , and f 1z , the unknowns are the electron density n e (r), the axial and radial electron fluxes j r,z (r), the species densities n ␣ (r), the ambipolar electric field E r (r), the gas ͑heavy particle͒ temperature T g (r), and the uniform applied field E z . The subscript ␣ refers to the ground, excited, and ionic states of Hg and Ar, which are all considered separate species. The electron density is given by the isotropic component of the EEDF, n e (r)ϭ͐ 0
du, while the current fluxes are determined from the anisotropic components,
The electron power balance relation is obtained from Eq. ͑1͒ by multiplying through with the electron kinetic energy and integrating over energy. After some manipulation the relation can be written as
The radial electron energy flux, j er , has the same formula as in Eq. ͑3͒ except that the integrand is multiplied by the kinetic energy u. Ϫe o E z j z is the Joule heating arising from the applied field, and Ϫe o E r j r is a radial cooling term due to electron radial flux. The third, fourth, and fifth terms on the right-hand side represent volumetric power losses due to elastic collisions, excitation, and ionization, respectively. The last term represents the electron heating carried by the liberated electron in Penning ionization. The ambipolar field is calculated from the ion diffusion equation
͑5͒
where i is the Hg ϩ or Ar ϩ mobility and R ion is the sum of the volumetric collisional ionization rates from ground or excited states. The mobilities and rates are presented in the next section. The only loss of ions considered is that of wall recombination. From Poisson's equation ͚ i n i (r)ϭn e (r) ϩ(⑀ o /e o )(‫ץ‬E r /‫ץ‬r), where ⑀ o is the plasma dielectric constant. At the axis the boundary condition is E r (rϭ0)ϭ0. The excited state densities of Hg and Ar follow the equation
where R ␣ is the creation rate for species ␣ and ␣ is its destruction frequency. Diffusive loss to the bulb wall is accounted only for the metastable states through the diffusion coefficient D ␣ , otherwise D ␣ ϭ0. At the axis dn ␣ /dr vanishes and we have taken n ␣ (rϭr w )ϭ0. The energy equation for the gas temperature is
͑7͒
Here, g is the gas thermal conductivity, and P elas is the power transferred to the gas through elastic collisions with electrons. The boundary temperature for the gas at the bulb wall is T w ϭT g (rϭr w ). Four parameters are used to specify a model calculation: the Ar buffer gas pressure (p Ar o ) at the filling temperature (T o ), the partial pressure of Hg at the wall (p Hg w ), the axial current ͑I͒, and the discharge column radius (r w ). Since the Ar line density is fixed once the bulb is filled and sealed and the pressure is assumed to be radially uniform, one has for the Ar pressure in the discharge, for the radial gradient of f o at rϭr w , which is related to f 1r (r w ,⑀). The approach is to compensate the total electron production in the plasma with the electron current to the wall. They state that the details of a plasma-wall interaction model are complex but, in practice, find that the solutions for the EEDF in the plasma are not sensitive to reasonable choices of g (u) . To complete the problem definition, Uhrlandt and Winkler either specify the value of the applied field from experimental measurements 24, 25 or calculate it from a plasma-wall interaction model. 27 On the other hand, Alves et al. 26 use an analysis of the electron loss cone to derive an explicit relation between f o (r w ,⑀) and f 1r (r w ,⑀), which involves the potential drop across the collisionless boundary layer at the wall. In their approach this potential drop as well as the functional form for the potential in the plasma V(r) are specified while E z is determined as an eigenvalue of the numerical problem. In the present work we seek a selfconsistent solution for both the ambipolar radial field and the applied axial field. We have adopted the relation proposed by Uhrlandt and Winkler for ‫ץ‬ f o /‫ץ‬r at the wall, but rather than adopting E z from experiments or assuming a functional form for V(r), we specify the value of the ambipolar potential at the wall, V w ϭV(r w ) and employ an iterative approach to determine the axial electric field. After the Boltzmann equation is solved for a chosen E z , the ionization rate R ion is calculated. The latter depends on E z through the EEDF. Equation ͑5͒ provides a solution for E r (r) which can be integrated to obtain V(r w ). If V(r w ) is greater than the specified V w , then repeating the sequence with a lower choice of E z results in a smaller ionization rate and, hence, a smaller V(r w ). Convergence is accepted with a tolerance of 10 Ϫ3 . The absolute value of wall potential is typically found to be between the first excitation potential I x and the ionization potential I i . 21,24 -28 A recent study of Uhrland further showed that the wall potential is independent of the discharge current and weakly dependent upon gas pressure and tube radius. 28 We have assigned a value of Ϫ5 V throughout this article. Hartig and Kushner 23 calculate a smaller value of V w between Ϫ2 and Ϫ3.5 V in a He-Hg plasma under similar conditions. We note from our study that the variation of the wall potential within reasonable limits ͑between I x and I i ) has a negligible effect on the axial sustaining field E z and alters the electron kinetics only very close to the bulb wall.
The numerical procedure starts with initialization of the plasma parameters, namely, the EEDF, species densities, gas temperature, axial and ambipolar electric fields, and ambipolar potential. The partial differential equation for f 0 is solved iteratively using the succesive over-relaxation ͑SOR͒ Method. The other plasma parameters are simultaneously updated every 10-30 iterations ͑update of the plasma parameters on each iteration may double the computation time͒. Equation ͑5͒ is solved for E r by multiplying both sides by r followed by numerical integration of the right-hand-side rR ion and division by the term in front of the ambipolar field:
Further integration of E r (r) yields the ambipolar potential V(r). The species densities are calculated one at a time in a consecutive order. First, the continuity equation for each ion specie, an equation similar to Eq. ͑5͒, is solved. The total ion density is calculated from the Poisson equation and the density of each ion is renormalized to match it. The latter is particularly important for suppressing numerical instabilities arising close to the wall where the ion densities n i in the denominator of the equation for E r become small. Equation ͑6͒ for the metastable state densities is solved as an ordinary differential equation, using the conventional tridiagonal algorithm. Then, the Ar and Hg ground state densities are calculated. Finally, the gas thermal balance Eq. ͑7͒ is solved and the Ar pressure is calculated from Eq. ͑8͒. The update of the plasma parameters continues with calculation of the radial and axial current fluxes in Eq. ͑3͒. The radial current flux at the wall j r (r w ) is needed to normalize the function g(u), 24, 25 related to the boundary condition of f 0 at the wall. The discharge current, calculated by integration of the axial flux j z (r) over the discharge cross section, is compared with the input current I. If the calculated current does not match the input one within the prescribed limits, the whole EEDF is renormalized. The renormalization of the EEDF is justified by the fact that Iϳ j z ϳn e ϳ f 0 . Finally, the axial electric field E z is updated as explained in the former paragraph. The updates, particularly that of E z , are carefully controlled to ensure simultaneous convergence of f 0 , T g , and the other plasma parameters. Convergence occurs, typically, within several thousand iterations.
III. ATOMIC DATA
Five Ar species are considered in the kinetic model. Besides the neutral and ion ground states, the two metastable states Ar(4s 3 P 0 ) and Ar(4s 3 P 2 ) are lumped together as an effective species denoted as Ar(m). The triplet and singlet resonance states, Ar(4s 3 P 1 ) and Ar(4s 1 P 1 ), are also lumped as one effective species Ar(r). The fifth Ar species represents the ten 4p states. For Hg we carry nine species: the neutral and ion ground states and seven excited states. Of the latter, six are individual while the triplet Hg(6 3 D 1,2,3 ) states are lumped as one effective state. A summary of the species is given in Table I .
The momentum transfer cross section of Ar has been taken from the work of Frost and Phelps. 31 For electron impact excitation and ionization out of the Ar ground state we use the cross sections from recent work on electron beam stopping. 32 The excitation cross section to Ar(m) is a sum of the excitation cross sections to Ar(4s 3 P 0 ) and Ar(4s 3 P 2 ). Ar(r) excitation is a similar sum of the cross sections to Ar(4s 3 P 1 ) and Ar(4s 1 P 1 ). The cross section to the Ar(4p) species is a sum of all cross sections to the ten p states of Ar. The electron impact excitation cross sections from either Ar(m) or Ar(r) to Ar(4p) is taken as one half of the total cross section from Ar(4s) states to Ar(4p) states plotted by Hyman. 33 The ionization cross sections out of the Ar excited states is from Ref. 34 . The transitions from the metastable states to the resonance states due to electron impact and the diffusion of the effective metastable state are from Ref. 35 .
The elastic scattering of electrons and Hg atoms has been analyzed in recent articles of England and Elford 36 and Wijesundera. 37 We use the momentum transfer cross section derived by England and Elford, which is plotted in Fig. 1͑a͒ . Electron impact excitation cross sections out of the ground state of Hg (6 1 S 0 ) have been measured or calculated by many authors since the early 1930s. 1, [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] We use the set of cross sections for electron impact excitation to Hg(6 3 P 0 ), Hg(6 3 P 1 ), Hg(6 3 P 2 ), and Hg(6 1 P 1 ) compiled by Rockwood 38 and complement them with cross sections to the Hg(7 3 S 1 ), Hg(7 1 S 0 ), and Hg(6 3 D 1,2,3 ) states measured by Anderson et al. 41 ͑see Fig. 1͒ . The cross section to the Hg(6 3 P 1 ) state has been multiplied by a factor 0.6 because experiments 39, 43, 46, 47 point out a smaller value at the maximum than Rockwood's. Another reason to reduce this cross section is to better match well-known experimental data, such as power per unit length and power emitted as UV radiation. For electron impact excitation of optically allowed transitions between Hg excited states we use the Drawin's formula. 51 The oscillator strengths have been calculated from the transition probabilities. There are few available cross sections for electron impact excitation of the forbidden P-state 1 Superelastic electron collisions leading to deexcitation are included as cross sections and determined from the principle of detailed balance.
The ionization cross section from the Hg ground state is taken from Rockwood. 38 The ionization cross sections from the excited states of Hg have been calculated using the formula of Vriens and Smeets. 54 The cross sections derived with the Vriens analytical formula are in excellent agreement with the cross sections plotted by Hyman. 34 All cross sections, except for elastic scattering and electron impact excitation out of the ground state, are fit with analytical functions ͑see [61] [62] [63] [64] and diffusion of ions 65 and metastables, 66 are summarized in Tables IV and V . We reduced slightly Vriens et al. rate coefficient for chemiionization just as other authors did to match their model predictions with experimental data. 11, 12, [67] [68] [69] To account for the radiation trapping we use the concept of effective lifetimes. The ϭ254 nm resonance line is strongly reabsorbed and the escape probability is of order of 10 Ϫ2 . The effective transition probability of ϭ254 nm in pure Hg and in Ar-Hg plasma has been measured by Wani, 53 Dakin, 70 van der Weijer and Cremers, 71 Uvarov and Fabrikant, 72 and calculated by Sarroukh et al. 73 It should be noted that in pure Hg the effective transition probability is twice larger compared to that in Ar-Hg. The same approach has been applied to the other resonance line, 185 nm, which is also reabsorbed. 53, 64, 74, 75 In the general case, the effective transition probability can be estimated using the formulas of Igarashi et al. 76 for a mixture of gases or the analytical formulas derived by Curry and Lawler. 77, 78 The pressure broadening due to Ar atoms is accounted for through the parameter ␥ ϭvn Ar /2, where is the interaction cross section, v is the relative velocity, and n Ar is the argon density. 79 To match experimental results for the effective transition probability quoted above, we set ␥ϭ1.7ϫ10 Ϫ11 n Ar .
IV. RESULTS AND DISCUSSION

A. Radial properties in an inhomogeneous column discharge
We first examine the radial structure of the electrons in an inhomogeneous Ar-Hg dc positive column plasma. The chosen conditions for the discharge in this subsection are characteristic of mercury fluorescent lamps: p Hg Fig. 2͑a͒ , where the EEDF per electron f o (r,u)/n e (r) at various normalized positions r/r w is plotted. In the limiting case of a homogeneous plasma with a truly local EEDF, all the curves would coincide. From Fig. 2͑a͒ it is immediately obvious that the EEDF cannot be considered as local, particularly close to the bulb wall. The EEDF versus total energy is shown in Fig. 2͑b͒ as a function of the normalized radial positions. In the extreme case of a nonlocal EEDF the distribution would only be a function of the total energy ⑀. 18 -20 The calculated f o (r,⑀) deviates little from this limiting case, being position dependent only for total energy ⑀Ͼ7 eV. An explanation can be given based on the following consideration. For kinetic energies uϽ5 eV the energy relaxation length is larger than the column radius, while for kinetic energies uϾ5 eV the energy relaxation length is smaller than the radius. Thus, the EEDF in the inelastic energy region is not truly nonlocal. From Fig.  2 we conclude that for discharge conditions typical for operation of the mercury fluorescent lamp the EEDF is neither local nor non-local and only a 1D solution of the electron Boltzmann equation provides accurate results. Previous authors [7] [8] [9] [10] [11] [12] [13] considered the EEDF local and used 0D Boltzmann codes, while we find that the EEDF is much closer to the nonlocal one.
The power balance of the Hg lamp is of major importance for understanding the conversion of electrical power to UV radiation. Figure 3a plots the radial variation of the UV emission and the power absorption of electrons, which is the Joule heating, Ϫe o j z (r)E z . Near the column axis all the local power deposited in the plasma as Joule heating is converted into UV radiation. The conversion efficacy, if calculated locally, is ϳ90%. On the other hand, near the column wall less than one half of the local Joule heating is converted into radiation. This feature is related to the electron power balance shown in Fig. 3͑b͒ . Near the axis, the local Joule heating is actually less than the power dissipated in electron impact excitation. The deficit is balanced by a substantial electron power flow from the outer parts of the discharge, which caries energy towards the axis (ٌ•j r Ͻ0). The flow arises from the gradient of the isotropic component of the EEDF f 1r (r,⑀)ϳ‫ץ‬ f o (r,⑀)/‫ץ‬r, and accounts for ϳ40% of the Joule heating at the axis. Such a power flow has not been accounted for in previous models of a Hg lamp and further demonstrates that 0D Boltzmann codes fail to accurately describe the detailed spatial structure of the discharge.
Further comparison with 0D models can be examined by considering the spatial average of each term presented in Fig.  3͑b͒ . Among the power losses denoted in Eq. ͑4͒, excitation accounts for ϳ74% and the elastic collision channel is ϳ25% of the total power loss. The other power loss, ionization, is negligible ͑0.4%͒. The Penning ionization actually leads to heating of the electrons, but accounts for less than 0.1% of the Joule heating. The most prominent difference between 0D and 1D Boltzmann models is the absence of both the negative resistive heating term, Ϫe o j r (r)E r (r) Ͻ0, and the current divergence term, ٌ•j r . The sum of the spatially averaged power losses due to negative resistive heating and current divergence accounts for less than 1% of the Joule heating. This explains the success of previous 0D Boltzmann models by Winkler et al. 7 in matching the spatially averaged power balance. The small averaged value for the contribution of ٌ•j r to the electron power balance results from its change in sign over the column radius. Figure 3͑b͒ shows that the local values of ٌ•j r are significant, particularly in the core of the plasma column. The averaged value of the negative resistive heating term is small because the ambipolar flux j r (r) is always much smaller than the axial flux j z (r).
B. Averaged plasma properties versus the Hg pressure
We now turn to the validation of our inhomogeneous model by comparing results with experimental data 2,80-88 as well as with previous 0D Boltzmann codes. [7] [8] [9] 12 The next set of figures presents the power per unit length, the electron temperature and density, the UV radiation output, and the populations of excited Hg states as a function of the wall temperature, T w . For the computations we have fixed the discharge current at Iϭ400 mA, the filling temperature Ar pressure at p Ar o ϭ3 Torr, and the column radius at r w ϭ1.8 cm. As noted above, the Hg pressure p Hg w is a unique function of the cold spot temperature, which is taken as the wall temperature in our model. To permit a comparison of the results with 0D models and to conveniently display the variation over a large range in parameter space, we present here average values of the above quantities. Specifically, the plotted results from the 1D model represent volume weighted spatial averages. Some of the spatially resolved experimental data 81, 87, 88 are averaged in the same way as noted in the figure captions.
The power per unit length ͗P joule ͘ versus the wall temperature is shown in Fig. 4 . For a wide range of mercury vapor pressures ͑two orders of magnitude͒, the model predictions are in excellent agreement with experiment. For low T w the isotropic component of the EEDF f 0 (r,u) is close to Maxwellian. The elevated tail of the distribution function facilitates excitation and ionization and the discharge is sustained at an electric field E z Ϸ0.8 V/cm, which corresponds to ͗P joule ͘Ϸ0.32 W/cm. As T w increases the EEDF gradually deviates from Maxwellian, causing reduction of the ionization rate. In order to compensate for this ionization rate reduction, the electric field, and power per unit length increase, passing through a maximum at T w Ϸ30°C, which corresponds to p Hg w Ϸ3 mTorr. For higher T w , the Hg ionization rate is facilitated by the increase of the Hg density and by chemi-ionization processes, thus causing the sustaining field and the power per unit length to decrease. The sustaining field E z ϭ͗ P joule ͘/I is proportional to the power per unit length since the discharge current I is constant, and E z has the same behavior with respect to T w as the power per unit length ͗P joule ͘.
The average electron temperature ͗T e ͘ and electron density ͗n e ͘ versus wall temperature are plotted in Fig. 5 , respectively. ͗T e ͘ decreases with increasing p Hg w since the higher abundance of Hg permits a smaller mean electron energy to maintain the ionization. As seen from Fig. 5 , the electron density passes through a minimum with respect to T w . The dependence of ͗n e ͘ vs T w is just the opposite to the dependence of E z vs T w ͑and ͗P joule ͘ vs T w ). At low T w the somewhat lower electron mobility compared to its value at a high T w makes the dependence of ͗n e ͘ on T w more pronounced. The 1D model predictions for ͗n e ͘ follow the dependence observed in experiment, but both ours and the Winkler et al. models predict electron density 1.5 times higher compared to both Verweij's 80,81 and the Kenty et al. 86 experi- ments. At constant discharge current the electron density ͗n e ͘ϳE z Ϫ1 e Ϫ1 depends only on the sustaining field E z and electron mobility e . The calculated sustaining field is accurate to within 3% since the power per unit length is calculated with comparable or better accuracy ͑see Fig. 4͒ . Hence, the discrepancy between computed and measured ͗n e ͘ cannot be attributed to the sustaining field and the only factor which might cause the lack of agreement between theory and experiment is the electron mobility.
The electron mobility depends on the EEDF and the argon momentum transfer cross section. The EEDF is accurately calculated, which is confirmed by the close agreement of ͗T e ͘ between both ours and the Winkler et al. models and experiment ͓Fig. 5͑a͔͒. To further clarify the impact of the argon momentum transfer cross section, we compared results using different cross sections. We selected cross sections with prominent differences in the energy interval 0.3Ͻu Ͻ3 eV, which contributes most to the electron mobility. For example, the largest cross sections in this energy interval 89, 90 yield an averaged electron density ͗n e ͘ϭ3.25ϫ10 11 , while the cross section used in the present work, 31 which is one of the smallest, yields ͗n e ͘ϭ3.06ϫ10
11
. Based on these results we estimate that the impact of the argon momentum transfer cross section on the averaged electron density is only 6%. The influence of the mercury momentum transfer cross is even smaller and we can rule out the momentum transfer cross sections of both argon and mercury as reasons for the observed discrepancy. Thus, the reason for the overestimation of ͗n e ͘ by both models remains unknown.
The spatially averaged UV emission and conversion efficacy are plotted in Fig. 6 . The UV output attains a maximum near a wall temperature of ϳ40°C. This maximum is a result of an interplay of three factors: number density of mercury atoms, which is a monotonic function of T w ; excitation rate; and trapping of the resonance radiation. The latter has been analyzed by Zissis et al. 12 If T w is low, there are too few Hg atoms to be excited and the UV output is low. If p Hg w is higher than the vapor pressure at ϳ40°C, then the power absorption decreases according to Fig. 4 , which limits the UV output. In addition, the enhanced trapping of UV radiation by the increased Hg density makes the collisional destruction of the Hg(6 3 P 1 ) resonance state more probable than the radiative emission. 12 The conversion efficacy UV , i.e., the fraction of Joule heating converted into UV radiation, remains fairly constant for p Hg w Ͼ3 mTorr. Accounting for both factors, output power and radiation efficacy, we conclude that the optimum wall temperature and Hg pressure are 40-42°C and 6 -8 mTorr, respectively. As with the power deposition per unit length, we find good agreement between model calculations and experiment.
The spatially averaged populations of the Hg(6 3 P 0 ), Hg(6 3 P 1 ), Hg(6increase in the populations of the metastable states Hg(6 3 P 0 ) and Hg(6 3 P 2 ). On the other hand, the population of the Hg(6 3 P 1 ) resonance state increases by about two orders of magnitude. In our 1D model, the variation of the singlet resonance state Hg(6 1 P 1 ) lies between these two extremes. The populations of the Hg excited states have a direct relation to the creation-loss balance of electrons. Electrons are created predominantly from the Hg excited states both by electron impact ionization and by chemi-ionization. The metastable state Hg(6 3 P 2 ) contributes most to the ionization and its population is very sensitive with respect to the electron creation-loss balance. The sublinear increase of the metastables is associated with the sublinear increase of the ionization rate. For large Hg densities the associative ionization reaction ͓Hg(6 3 P 2 )ϩHg(6 3 P 2 )→HgϩHg ϩ ϩe͔ is the dominant ionization mechanism, which leads to saturation of the metastable state density. The different behavior of the triplet resonance state Hg(6 3 P 1 ) stems from the fact that it is radiatively coupled to the ground state. An increase of the Hg density increases both the electron impact excitation rate to this state and trapping of the resonance radiation. As a consequence, the population of the Hg(6 3 P 1 ) state increases sharply with the Hg density. At low Hg density the population of the Hg(6 1 P 1 ) state follows the same trend as the other resonance state due to the radiation trapping effect, while for large Hg density the effective lifetime is constant and the population of the Hg(6 1 P 1 ) state follows the trend of the Hg(6 3 P 2 ) metastable state because of their coupling through electron collisions.
Our model can also be compared with two other models. 9 . ͑a͒ Calculated ͑line͒ and measured ͑symbols͒ axial electric field and ͑b͒ power per unit length versus discharge current. The discharge conditions are the same as in Fig. 8.   FIG. 10 . ͑a͒ Calculated and measured ͑symbols͒ UV radiation output and ͑b͒ fraction of Joule heating converted into UV radiation vs discharge current. The discharge conditions are the same as in Fig. 8 .
C. Averaged plasma properties versus current
So far, we investigated the plasma properties by varying the Hg pressure. A similar investigation is performed for the variation of the discharge current. In the next set of figures the Ar filling pressure and the Hg wall pressure are kept constant at 3 Torr and 7.5 mTorr, respectively, while the discharge current is varied from 0.1 to 1 A. The column radius remains at 1.8 cm. The average electron temperature and density versus discharge current are plotted in Fig. 8 . The electron temperature for Iϭ1 A is approximately 25% less than the electron temperature at 0.1 A, reflecting the fact that at higher electron density the discharge can be sustained with a lower electron temperature and electric field. The higher electron density leads to a Maxwellian-like EEDF, which raises the distribution tail and enhances the ionization rate. As expected, the electron density increases linearly with the discharge current. The overestimation of the electron density is comparable with the overestimation discussed in the previous section ͑Fig. 5͒.
The axial electric field decreases by a factor of two as the discharge current increases from 0.1 to 1 A ͓Fig. 9͑a͔͒. Hence, the power per unit length, which is a product of the discharge current and the axial electric field, increases sublinearly, e.g., ͗P joule ͘ϳI
. This is confirmed experimentally as evidenced from Fig. 9͑b͒ . The UV radiation output and efficacy versus discharge current are plotted in Fig. 10 . The UV radiation output increases with the discharge current in the same way as the Joule heating, causing the radiation efficacy to remain fairly constant. The model predicts radiation efficacy of ϳ65%, lower than the Winkler et al. calculations, and closer to the experimental data. 84 The model correctly predicts the UV radiation output for both ϭ254 nm and ϭ185 nm resonance lines.
The populations of Hg excited states versus discharge current are plotted in Fig. 11 . The metastable state densities are weakly dependent on the current, which is in agreement with the experimental observations by Koedam and Kruithof. 83 The populations of the radiative states increase with the discharge current. For the Hg(6 3 P 1 ) state the increase is sublinear, for the Hg(6 1 P 1 ) state it is linear, and for higher Hg excited states the increase is stronger than linear. The latter is clearly due to the stepwise character of the excitation processes and the trend in our results is supported by Koedam and Kruithof's measurements. They also observe a sublinear increase of radiated power from the resonance lines and a nonlinear increase of intensities of spectral lines originating from the Hg(7 3 S 1 ), Hg(7 1 S 0 ), and Hg(6 3 D 1,2,3 ) states. 84 A comparison of power radiated per unit column length at T w ϭ40°C is given in Table VI. It is expected that an increase of the discharge current leads to gas heating and an increase in the gas temperature. Figure 12 displays the computed and measured temperature difference between the axis and the tube wall. The wall temperature is kept constant at T w ϭ315 K. At high current the gas temperature at the axis can exceed 400 K, which leads to spatial redistribution of the atom densities of both Ar and Hg. This is confirmed by the experimental results of Kreher 82 who measured the gas temperature at the axis and plots the radial dependence of the Ar and Hg ground state densities.
We finally present the dependence of the power per unit length and radiation efficacy versus the Ar filling pressure in Fig. 13 . The variation of the power, displayed in the top figure, shows the typical features observed in other positive column discharges: a decrease with increasing pressure, a minimum, and then an increase. The minimum is at p Ar o ϳ1 Torr. The radiation efficacy at ϭ254 nm ( 254 ), at ϭ185 nm ( 185 ), and the total efficacy ϭ 254 ϩ 185 are plotted in Fig. 13͑b͒ . The efficacy at ϭ254 nm passes through a maximum at p Ar o ϳ0.7 Torr, while the efficacy of the other resonance line decreases with pressure. The optimum total efficacy is actually between 0.3 and 1 Torr, below the typical filling buffer gas pressure of p Ar o ϭ3 Torr. At very low Ar pressure the excitation flux goes predominantly to the Hg(6 3 P 2 ) metastable state ͑due to its large cross section͒ and the electron impact deexcitation rate from the metastable triplet state to the resonance triplet state is smaller, due to the lower electron density. In addition, more metastable atoms are lost in diffusion. Overall, at very low Ar pressures ͑below 0.3 Torr͒ the total excitation rate to the triplet resonance state is smaller than at higher pressures and the radiation efficacy is low. As the buffer gas pressure increases the radiation efficacy improves, mostly due to reduced diffusion of the metastables to the tube wall. But high Ar pressures are detrimental for the radiation efficacy because a significant fraction of the power goes for useless elastic scattering with Ar atoms. Even for the typical filling buffer gas pressure of p Ar o ϭ3 Torr, a quarter of the power goes for elastic scattering. The power loss in elastic collisions drives the optimum buffer gas pressure down to pressures of order of 1 Torr. Unlike the dependence of the efficacy versus Hg wall temperature or discharge current, its dependence on Ar pressure is sensitive. At optimal conditions the efficacy is Ϸ80%, while at the typical filling pressure it is only Ϸ65%. 
V. SUMMARY
A 1D, steady state model for a low-pressure Ar-Hg plasma has been developed and used to study a positive column discharge with similar properties to the conventional mercury fluorescent lamp. The model consists of the Boltzmann equation for the EEDF including the spatial gradient term self-consistently coupled to a collisional-radiative equilibrium description of 5 Ar and 11 Hg species, as well as the gas thermal balance equation and an equation for the ambipolar potential. An explicit accounting of the electron and heavy particle reactions, particularly those involving Hg, has been presented and the effect of radiation trapping on the resonant level populations was treated with effective lifetimes.
The inclusion of the spatial gradient term in the electron Boltzmann equation enabled the accurate treatment of the electron energy transport and the radial space-charge confinement. Among the radial properties of the discharge we examined the spatial variations of the EEDF, UV radiation, and power balance. The results of Fig. 2 show that the EEDF is neither local ͑function of electron kinetic energy only͒ nor follows the so-called nonlocal approach ͑function of the total electron energy͒. Rather, the EEDF varies with both the kinetic energy and the radius. As a result of the nonlinearity, there is an inward energy flow in the discharge core and a outward flow near the column wall as represented by a nonzero current divergence ٌ•j r ͑Fig. 3͒. On the other hand, the volume weighted average of the current divergence is negligible, which explains how a 0D Boltzmann model ͑no spatial gradient term͒ can match global properties from experimental data.
To validate the present 1D model, we presented extensive comparisons with experimental data and previous models. As such models were based on 0D Boltzmann solutions, the comparison focused on spatially averaged properties. The properties included power deposition ͑Fig. 4͒, electron density and temperature ͑Fig. 5͒, UV power emission ͑Fig. 6͒, and Hg excited state densities ͑Fig. 7͒ as a function of the wall temperature T w . A similar comparison was made as a function of the current I ͑Figs. 8 -11͒. In general, the present results agree with the experimental data, though there is a some difference at high wall temperatures in the predicted populations of Hg excited states among the models. The UV efficacy displays a maximum as a function of wall temperature ͑ϳ50°C from Fig. 6͒ , current ͑ϳ0.2 A from Fig. 10͒ , and Ar filling pressure ͑ϳ0.7 Torr from Fig. 13͒ . These values are close to the experimental results and we note that commercial fluorescent lamps are filled at 3 Torr Ar pressure to enhance electrode lifetime at a sacrifice of efficiency. For the standard lamp conditions ͑3 Torr Ar, 6.4 mTorr Hg, 400 mA, and 1.8 cm radius͒ the 1D model shows good agreement with experimental measurements of specific UV and visible emission line intensities ͑Table VI͒. The most significant disagreement appears for the spatially averaged electron density which is calculated to be ϳ1.5 times the measured values at fixed current and varying T w ͑Fig. 5͒, and shows a growing divergence in the opposite case ͑Fig. with alternative momentum transfer cross-section data were not able to significantly reduce the disagreement. This discrepancy remains an unsolved problem in the simulation of mercury fluorescent lamps for models which determine the electron density directly from the Boltzmann equation. Future exploration of the Ar-Hg column discharge will address details of the radial plasma properties and, in particular, excited states densities and UV radiation. Radially resolved experimental results show rather flat profiles of the Hg triplet states densities over the column radius, which are different than the general assumption of a Bessel profile. 70, 87, 88, 91 A complete model would self-consistently couple the electron kinetics, the excited state population kinetics, and the radiative transfer equation including nonlocal photopumping.
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