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Abstract—Semantic similarity between the terms is the main 
phase in information retrieval and information integration, 
which requires semantic content matching. Semantic similarity 
function is important in psychology, artificial intelligence and 
cognitive science. The problem of integrating various sources is 
the matching between ontological concepts. In this paper, we 
proposed to develop this method by analyzing the semantic 
similarity between the modeled taxonomical knowledge and 
features in different ontology. This paper contains a review on 
semantic similarity and multiple ontology that focuses on the 
feature-based approach. Besides that, we proposed a method, 
namely a semantic similarity that overcomes the limitation of 
different features of terms compared. As a result, we are able to 
develop a better method that improves the accuracy of the 
similarity measurement. 
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Semantic similarity can be defined solely based on the joint 
probability distribution of the concepts involved [1]. Besides 
that, semantic similarity also can be defined as the closeness 
of two concepts, based on the likeliness of their meaning, 
which means that both theory state that the semantic 
similarity acts as a mechanism for comparing an object.  
By referring to Batet [2], semantic similarity in recent years 
has been widely used in obtaining the similarities between 
concepts or between terms, where it is important to support 
information extraction [3] such as semantic annotation [4] 
and ontology learning [5]. In addition, semantic similarity is 
also importantant in information retrieval [6-8] and 
information integration [6]. Information retrieval tasks 
improve the performance of current search engines [9] while 
information integration uses semantic similarity to discover 
concepts between entities belonging to different ontologies 
[6, 10]. 
Recently, the similarity approach is not limited to single 
ontology only. Currently, a similar approach also is used in 
multiple ontologies. Multiple ontology is a method to 
compare concepts from different ontologies, such as Wordnet 
and MeSH.  Nevertheless, most of these similarity 
approaches could not measure the semantic similarity 
between concepts in multiple ontologies. This is due to 
different background of ontology in allowing the source of  
integration. Integration of multiple sources of the ontology in 
different ontology backgrounds will affect the accuracy 
similarity concept. This is because each ontology has its own 
structure and feature. Previous research has emphasized on 
the different structures of the ontology, but they do not give 
attention on the future when in a different background 
situation. 
We proposed similarity approach that overcomes the 
limitation of different features of concept. This is due to the 
fact that each ontology has its own structure and feature. ExT-
TvX is an extended method from Petrakis et. al [11] where 
this method has two phases TvX-1 and TvX-2. As a result, 
our method is better as it can improve the accurancy of the 
similarity. In our method, we have two contributions: Firstly, 
our method does not leave other features athough we use max 
value. Secondly, we use the way of “single ontology” 
approach to solve the problem of different features of each 
concept. 
In the next section, we described in detail the works that 
have been done in semantic similarity. 
 
II. RELATED WORK 
 
Nowadays with the mushrooming of information sources 
on the web, there is a need to develop measurements that 
computes similarity among concepts in different ontologies 
[12, 6]. Multiple ontology similarity measurement will match 
the terms from different ontology. Multiple ontology often 
needs hybrid or feature based approach because the 
information content based and the structure based approach 
cannot be compared directly in different ontologies [12].  
 
(i) Structure based approach  
Path length approach is based on an ontology’s 
structure, in which the ontological primary 
relationship is connected through is-a type relation. 
Thus, this similarity calculates the shortest path while 
the degree of similarity is determined based on path 
length. There are various measurements for path length 
approach, which have been used by [13] and [11]. 
Meanwhile, the depth relative approach considers the 
connecting edges of two concepts in structure 
ontology. It computes the depth from root to the target 
concept.  
(ii) Feature based approach  
This approach considers terms that are represented as 
collections of feature and the specific differentiating 
feature of each concept.  
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In this study, we concentrated on feature based approaches. 
Feature based approach is a more general approach. It is 
potentially used in multiple ontology because the concept of 
two different ontologies has a different structure. This is due 
to the fact that the structure between diverse ontologies 
cannot be compared directly [11, 12, 14]. 
Works in feature based approach are Rodriguez and 
Egenhofer [15] and X-similarity [11]. Rodriguez and 
Egenhofer [15] developed the method to represent terms as a 
collection of feature and their similarity as a feature matching 
process. Equation (1) from Rodriguez and Egenhofer uses X 
and Y that correspond to sets of a and b, where |X∩Y| is an 
intersect set function and |X-Y| denotes the relative 
complement of Y in X. They use similarity to determines 
similar entity by using matching process that are classified 
into parts of synonym sets (𝑆𝑝), semantic neighborhoods (𝑆𝑓)   
and attributes (𝑆𝑎). To compute the synonym set, semantic 
neighborhood and feature matching, Equation (1) as shown 
below is used where ap and bq is the entity class of ontologies 










𝑑𝑒𝑝𝑡ℎ (𝑎𝑝) +  𝑑𝑒𝑝𝑡ℎ (𝑏𝑞)
,  
 
 𝑖𝑓 𝑑𝑒𝑝𝑡ℎ(𝑎𝑝) ≤  𝑑𝑒𝑝𝑡ℎ (𝑏𝑞) 
or: 
𝛼(𝑎𝑝, 𝑏𝑞) = 1 −
𝑑𝑒𝑝𝑡ℎ (𝑎𝑝)
𝑑𝑒𝑝𝑡ℎ (𝑎𝑝) +  𝑑𝑒𝑝𝑡ℎ (𝑏𝑞)
,  
 
𝑖𝑓 𝑑𝑒𝑝𝑡ℎ(𝑎𝑝) > 𝑑𝑒𝑝𝑡ℎ (𝑏𝑞) 
 
To combine the information gained from similarity 
distinguishing feature, synonym sets and semantic 
neighborhoods, their similarity is defined by the amount sum 
of the weights of each component as shown in Equation (2). 
The functions synonym sets (Sw), feature (Su) and semantic 
neighborhoods (Sn) are similarity between entity classes a of 
ontology p and b of ontology q and Ww, Wu and Wn is the 
weight  each specification component. 
 
𝑆(𝑎𝑝, 𝑏𝑞) = 𝑊𝑤 . 𝑆𝑤(𝑎
𝑝, 𝑏𝑞) + 𝑊𝑢. 𝑆𝑢(𝑎
𝑝, 𝑏𝑞)
+ 𝑊𝑛 . 𝑆𝑛(𝑎
𝑝, 𝑏𝑞)     
(2) 
 
for 𝑊𝑤 , 𝑊𝑢, 𝑊𝑛 ≥ 0                     
 
X-Similarity, developed by Petrakis et. al [11] is a novel 
multiple ontology similarity method. X-similarity depends on 
similarity between synsets (synonym) and description sets. 
Rodriguez and time according to Petrakis et. al [11]  
similarity multiple ontology should not consider ontology 
structure information. Due to this, Petrakis et al. [11] 
proposed replacing Equation (1) with Equation (3) below 
with a simple set of similarity, where A and B denote synset 







They also proposed Equation (4), where the sets of 
similarities are computed per relationship type, such as is-A 
and part-Of , where i denotes relationship type. 
 





The above idea is combined into a single formula as shown 




                                     1      𝑖𝑓 𝑆𝑠𝑦𝑛𝑠𝑒𝑡𝑠 (𝑎, 𝑏) > 0




Feature based approach has tried to solve the limitation of 
structure based approach concerning the fact that taxonomical 
links in an ontology does not necessarily represent uniform 
distances [16]. However, this approach also has its 
disadvantages, where it depends too much on the information 
provided. Table 1 below describes briefly the pros and cons 
of each method in feature based approach. 
 
Table 1  
Method feature based for multiple ontology 
 





Take into account 
semantic 
neighborhoods in 
the calculation of 
similarity. 
Incomplete part for 
calculation will 
cause low accuracy. 
Parameter γ using 







Does not be 








feature is because 
the maximum value 




III. EXT-TVX: A MATCHING APPROACH TO SIMILARITY 
ASSESSMENT 
 
The process of extended TvX (Ext-TvX) is illustrated in the 
block diagram in Figure 1. This process is divided into two 
phases. TvX-1 is the calculation of similarity level 1, while 




Figure 1: The process of Extended TvX 
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A. TvX-1: Similarity Calculation Level 1 
In TvX-1, we have two calculation steps for similarity. In 
the first step, the process begins by calculating the similarity 
concepts (𝑆𝑐(𝑎, 𝑏)) and second step is the calculation of 
synonym (𝑆𝑠(𝑎, 𝑏)).  The two concepts being compared are 
concept a (renal failure) and concept b (kidney disease), 
belonging respectively to ontology. The similarity concept 








The concepts will be extracting a set of token, by dividing 
a string of punctuation and separation, blank spaces and 
uppercase changes. Similarity concept (𝑆𝑐(𝑎, 𝑏)) involves an 
intersection between concept a and b (𝐼𝑛𝑡|𝑎, 𝑏|) and 
maximum tokenization (max(|𝑎|, |𝑏|)). Examples of the 
calculation are as follows, which are based on Table 2. 
  
Table 2   
Example for concepts compared 
 
 Concept Token 
Concept a Renal failure 2 







𝐼𝑛𝑡|𝑎, 𝑏| = {Ø} 
 
max(|𝑎|, |𝑏|) = {2} 
 










There are two situations: 1) If the value of Sc(a,b) = 1, the 
value will be brought to the next phase (TvX-2), 2) If the 
value of 𝑆𝑐(𝑎, 𝑏)< 1, the second step in this phase will be 
continued. The second step in this phase is the calculated 
synonym (𝑆𝑠(𝑎, 𝑏)) of each concept. In this step, each 
concept contains two kinds of conditions: The first condition 
has a synonym concept, while the second condition does not 
have a synonym. In the first condition, the calculation of the 
similarity of synonym (𝑆𝑠(𝑎, 𝑏)) will be executed, while the 
second condition will be continued in the next phase (TvX-
2). 
Using the same example, the synonym for renal failure is 
kidney failure and synonyms for kidney disease are renal 
failure and kidney failure, as stated in Table 3 below: 
 
Table 3  
Example for concepts and synonym  
 
 Concept Synonym/s 
Concept a Renal failure kidney failure 
Concept b Kidney disease renal failure, kidney failure 
 
Similarity synonym 𝑆𝑠(𝑎, 𝑏)  involves intersection between 
concept a and b (𝐼𝑛𝑡|𝑎, 𝑏|) and union (𝑈𝑛|𝑎, 𝑏|). The 









= 0.5 (7) 
 
if: 𝑆𝑠(𝑎, 𝑏) > 0 = 1 
𝐼𝑛𝑡|a, b|: {kidney failure} 
𝑈𝑛|a, b|: {renal failure, kidney failure} 
 
Get the maximum value between the similarity concept and 
the similarity of synonym (max {Sc,Ss}). According to the 
concepts of a (Renal failure) and concept b (Kidney Disease) 
the value of similarity TvX-1 is max{Sc,Ss} = 1. The value 
will be brought to the next phase (TvX-2). 
 
B. TvX-2: Similarity Calculation Level 2 
The process in the second phase starts with the calculation 
of the similarity (TvX-2) for features such as excessive 
hyponym, hypernym, meronym, holonym.  Referring to the 
problems of multiple ontology in different backgrounds, 
different features of each concept will affect the accuracy. 
Therefore, this phase will use the concept of “single 
ontology” to solve this problem. As shown in Figure 2, the 
similarities between Rf of ontology 1 (O1) and Kf of ontology 
2 (O2) can be seen by looking at the concept of Rf at ontology 
2 (O2). Assuming that, Rf is similar to Kd, feature in Kd is 
compared to feature in Kf. 
 
 
Figure 2: Illustration of connecting two ontologies 
 
This feature is computed using Tversky method [18] as the 
basis for calculation. The function of α and  β in Tversky 
method follow α + β = 1 for instance, if  α = 0.2, β = 0.8.  This 
will cause the similarity result to have more than one value. 
In this method, we use dynamic function 𝑊𝑎 and 𝑊𝑏 where it 
depends on the value of  comp B and comp A, which means 
if comp B > comp A, the parameters must be 𝑊𝑎= 0.1 and 
𝑊𝑏=0.9 and  if comp B < comp A the parameters must be 
𝑊𝑎= 0.9 and 𝑊𝑏=0.1 to obtain the optimum value of 





𝐼𝑛𝑡|𝑎, 𝑏| +  𝑊𝑎|𝑐𝑜𝑚𝑝 𝐵| + 𝑊𝑏|𝑐𝑜𝑚𝑝 𝐴|
 (8) 
 
According to the concept in Table 4, we extract all features 
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Table 4   
Example of concepts and feature 
 
 Concept Features 
Concept a Renal failure kidney failure, urologic diseases, 
kidney diseases 
Concept b Kidney disease kidney failure, renal failure, 
disease or syndrome, renal 
insufficiency, male urogenital 
diseases, urologic diseases, kidney 
diseases 
 
The calculation of features is as follows: 
 
𝐼𝑛𝑡|𝑎, 𝑏|:{kidney failure, urologic diseases and  
kidney diseases}  
comp B:   {Ø} 
comp A:  {renal failure, disease or syndrome, renal  
   insufficiency, male urogenital diseases} 














|3| +  0.9|0| + 0.1|4|
=  
3
3 +  0 + 0.4
= 0.882 
 
To combine the information gained from the similarity 
calculation of concept, synonym and feature, we suggest the 





[𝑚𝑎𝑥(𝑆𝑐 , 𝑆𝑠) + 𝑆𝑓] (9) 
The final similarity 𝑆(𝑎, 𝑏) for concept a (renal failure) and 
concept b (kidney disease) is (1+0.882) / 2 = 0.941. Using this 
similarity we will define a value similarity for that concept. 
 
IV. EXPERIMENT AND RESULT 
 
A. Dataset 
Datasets used in these experiments are the domain of 
biomedical datasets.  We used a set of 30 concept pairs. The 
dataset used in this evaluation are Wordnet [20] and Mesh 
[21] . Wordnet dataset describes more than 100,000 general 
concepts, which are structured of Wordnet in ontological 
form. The Medical Subject Headings (MeSH) [21] contains 
medical biological terms defined by US National Library of 
Medicine, which are structured in ontological way as well. In 
MeSH, there are 16 basic categories with more than 22,000 
concepts. 
We used Wordnet 2.0 as the first ontology, while Mesh as 
the secondary ontology. The Wordnet database was 
downloaded from http://wordnet.princeton.edu and the 
MeSH database was downloaded 
http://www.nlm.nih.gov/mesh/meshhome .html. This dataset 
has become synonymous in the study of semantic similarity, 
as previous researcher David Sanchez et al.[19] also used this 
dataset in their work. 
 
B. Experimental Results 
In this research, we used 30 concept pairs of biomedical 
terms to evaluate our proposed method, X-similarity method 
[11] and Rodriguez and Egenhofer method [15]. 
Unfortunately, according to Petrakis [11] standard evaluation 
benchmarks for multiple ontology method have not been 
proposed. Works that have been done before this are 
substantially different ontologies, such as Wordnet and 
MeSH. Results are compared according to similarity ratings 
provided by human experts. 
 
Table 5 



















Renal failure Kidney failure 1 1 0 Headache Migraine 0.37 0.042 0 





0.75 0.47 0 
Hyperkalemia Hyperlipidemia 0.5 0.182 0 Hepatitis B Hepatitis C 0.65 0.42 0.016 









0.44 0.047 0.005 Measles Rubeola 1 1 0.245 
Urinary tract 
infection 
Pyelonephritis 0.25 0.03 0.01 Malnutrition 
Nutritional 
deficiency 
1 1 0.143 
Iron deficiency 
anemia 
Sickle cell anemia 0.629 0.14 0.011 Varicella 
Chicken 
pox 
1 1 0.247 
Psychology Cognitive science 0.4 0.25 0.008 
Down 
syndrome 
Trisomy 21 1 1 0.146 
Adenovirus Rotavirus 0.25 0.16 0.018      
 
Analyzing the results shown in Table 5, there is a slight 
increase of accuracy similarity compared to the previous 
method. From these 30 concept pairs, 12 concept pairs 
showed an increase in accuracy similarity in comparison to 
the X-similarity method, while 5 concept pairs maintained the 
same result. Our proposed method achieves 23% better than 
X-similarity method. This is due to the use of dynamic 
function 𝑊𝑎, 𝑊𝑏 and the calculation features in TvX-2: The 
calculation of Similarity level 2. Ext-TvX does not leave 
other features, although the value of similarity concepts and 
synonym are equal to 1. This is important due to the factor of 
a second calculation is needed to ensure that the concept is 
similar. 
Based on Table 6, the correlation result for our method has 
improved in 0.5% from X-similarity and improved 14% 
correction compared with Rodriguez methods. This shows 
that our proposed method succeeded in increasing the 
accuracy of similarity. 
 
 
Extended TvX: A New Method Feature Based Semantic Similarity for Multiple Ontology 
 e-ISSN: 2289-8131   Vol. 9 No. 2-3 43 
Table 6  
Correlation of similarity approach on feature-based method for multiple 
ontology 
 
Method Method Type Correlation 
Rodriguez Feature-based 0.552 
X-similarity Feature-based 0.687 
Ext-TvX Feature-based 0.692 
 
V. CONCLUSION AND FUTURE WORK 
 
This paper described the basic of semantic similarity 
measure and a brief introduction about the importance of the 
use of semantic similarity in various fields. We also described 
in more detail about the method in the feature based approach, 
which is believed to be the most appropriate approach used to 
find the similarity between terms in multiple ontology. The 
feature based approach has the potential in increasing 
efficiency and accuracy similarity between multiple ontology 
without using structural information. Besides, we also 
described the proposed calculation(Ext-TvX), where this 
proposed multi-tier calculation of similarity is to ensure 
similarity of concepts. Results showed that our proposed 
method have improved than previous method. We used 
correlation (Pearson) coefficient to evaluate the 
improvement. In the future, we will make the prediction for 
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