We prove global C 0,α -estimates for harmonic maps from Finsler manifolds into regular balls of Riemannian target manifolds generalizing results of Giaquinta, Hildebrandt, and Hildebrandt, Jost and Widman from Riemannian to Finsler domains. As consequences we obtain a Liouville theorem for entire harmonic maps on simple Finsler manifolds, and an existence theorem for harmonic maps from Finsler manifolds into regular balls of a Riemannian target. 
Introduction
Let is called a Randers space.
In the present paper we study harmonic mappings U : (M , F ) → (N , h) from a Finsler manifold (M , F ) into an n-dimensional Riemannian target manifold N n with metric h and with ∂N = ∅. What does it mean for U to be harmonic? While it is common knowledge how to measure the differential dU of U in the Riemannian target by means of the metric h, it is not at all obvious how to integrate the most evident choice of energy density e(U )(x, y) := . . , n, on N ; h ij are the coefficients of the Riemannian metric h, and (g αβ ) denotes the inverse matrix of (g αβ ). In fact, the fundamental tensor g αβ does not establish a well-defined Riemannian metric on M since it depends not only on x ∈ M but also on y ∈ T x M . In other words, on each tangent space T x M , x ∈ M , one has a whole m-dimensional continuum of possible choices of inner products formally written as g αβ (x, y) dx α ⊗ dx β for y ∈ T x M \ {0}.
We are going to describe in Section 2 how to overcome this conceptual problem by incorporating the "reference directions" (x, [y]) := {(x, ty): t > 0} as base points for larger vector bundles sitting over the sphere bundle SM = {(x, [y]): (x, y) ∈ T M \ {0}}. The resulting general integration formula (Proposition 2.2) yields in particular the integral energy E(U ) whose critical points are harmonic mappings. It turns out that for scalar mappings E(U ) is proportional to the Rayleigh quotients studied by Bao, Lackey [1] in connection with eigenvalue problems on Finsler manifolds. For mappings into Riemannian manifolds E(U ) coincides with Mo's variant [23] of energy. Mo established a formula for the first variation of the energy, and proved among other things that the identity map from a locally Minkowskian manifold to the same manifold with a flat Riemannian metric is harmonic. Shen and Zhang [29] generalized Mo's work to Finsler target manifolds, derived the first and second variation formulae, proved non-existence of non-constant stable harmonic maps between Finsler manifolds, and provided with the identity map an example of a harmonic map defined on a flat Riemannian manifold with a Finsler target thus reversing Mo's setting.
In contrast to these investigations focused on geometric properties of harmonic maps whose existence and smoothness is generally assumed, Tachikawa [31] has studied the variational problem for harmonic maps into Finsler spaces, starting from Centore's [4] formula for the energy density, which can be regarded as a special case of Jost's [18] [19] [20] general setting of harmonic maps between metric spaces. In particular, Tachikawa [31] has shown a partial regularity result for energy minimizing and therefore harmonic maps from R m into a Finsler target manifold for m = 3, 4. More recently, Souza, Spruck, and Tenenblat [30] proved Bernstein theorems and the removability of singularities for minimal graphs in particular Randers spaces (cf. , where
is an upper bound on the sectional curvature K N of N within B L (Q). It is well-known that on simply connected manifolds N with K N 0 all geodesic balls are regular, and that for N := S n all geodesic balls contained in an open hemisphere are regular. If N is compact, connected, and oriented with an even dimension n and 0 < K N κ, then all geodesic balls of radius L < π 2 √ κ are regular, whereas for simply connected manifolds of arbitrary dimension with sectional curvature pinched between κ/4 and κ any geodesic ball with radius less than π 2 √ κ is regular; see e.g. [11, pp. 229, 230, 254] .
Introducing also the lower curvature bound 
, with constants 0 < λ μ < +∞.
Theorem 1.2 (Liouville Theorem). Suppose that (M , F ) is a simple Finsler manifold and that (N , h) is a complete Riemannian manifold with
Extending the Hölder estimates to the boundary, and combining them with well-known gradient estimates and linear theory we obtain 
, n = m 7, and M a Riemannian manifold, such that Φ cannot be extended to a harmonic map of int(M ) into N ; see [15, Sec. 2] .
The proof of Theorem 1.1, which will be carried out in detail in Section 3, consists of a local energy estimate and a subtle iteration procedure based on the observation that |u| 2 is a subsolution of an appropriate linear elliptic equation. We learnt about this approach from M. Pingen's work [26, 27] , who utilized ideas of Caffarelli [3] and M. Meier [22] to study not only harmonic maps between Riemannian manifolds, but also parabolic systems and singular elliptic systems. With this elegant method we can completely avoid the use of mollified Green's functions in contrast to [9] , or [5, 6] .
In Section 4 we sketch the ideas how to extend the Hölder estimates to the boundary. For the gradient estimate we refer to the Campanato method described in [9, Sec. 7] , again avoiding any arguments based on Green's functions. Once having established these estimates, the higher order estimates in Theorem 1.3 follow from standard linear theory, see e.g. [10] . Finally, Corollary 1.4 can be proved in the same way as the corresponding existence theorem in [12] . Therefore, details will be left to the reader. In addition, more detailed but straightforward computations regarding the transformation behavior of several geometric quantities introduced in Section 2 were suppressed here to shorten the presentation; they can be found in the extended preprint version [32] of this article. respectively.
Basic concepts from Finsler geometry and preliminary results

Fundamental tensor and Cartan tensor
g pq = ∂x
The Sasaki metric
Let π * T M be the pull-back of T M and likewise, π * T * M be the pull-back of the co-tangent bundle T * M under π . That is, e.g., one works with the bundle π * T M :
The vector bundles π * T M and π * T * M have two globally defined sections, namely the distinguished section
and the Hilbert form
(Here, with a slight abuse of notation, ∂ ∂x α and dx α are regarded as sections of π * T M and π * T * M , respectively.) The homogeneity condition (H) implies that and ω are naturally dual to each other, i.e., ω( ) = 1, and one obtains (see [32, p. 9 
where (g αβ ) denotes the inverse matrix of (g αβ ). The introduction of the formal Christoffel symbols As an important consequence we deduce from (2.1) and (2.7) that 
where we have used in the last equation that F = 1 on I . Hence, we can think of SM ⊂ T M \ 0 as being an oriented (2m − 1)-dimensional submanifold of T M \ 0 to which the above objects pull back. In particular, the Sasaki metric induces a Riemannian metric G SM with a volume form dV SM on SM . dV SM will be of particular importance in the definition of harmonic mappings from Finsler manifolds.
Orthonormal frames
For later purposes let us write down some of the preceding formulas in orthonormal frames: Let {e σ } be an oriented local g-orthonormal frame for π * T M (i.e. g(e σ , e τ ) = δ σ τ ), such that e m = is the distinguished section defined in (2.2). Let {ω σ } be the dual frame for π * T * M such that ω m = ω is the Hilbert form (2. 9) where the positive sign is due to the specific orientation of the frame. We can now introduce local G-orthonormal bases {ê σ ,ê m+σ } for T (T M \ 0) and {ω σ , ω m+σ } for T * (T M \ 0) which are dual to each other:
and
In these frames, the Sasaki metric takes the form G = δ σ τ ω σ ⊗ ω τ + δ σ τ ω m+σ ⊗ ω m+τ and its volume form on T M \ 0 is given by
Since F is horizontally constant by (2.8), and v m α = F y α , one easily verifies the relation ω 2m = d(log F ). Thus, ω 2m vanishes on the indicatrix bundle I , which means thatê 2m is a unit normal to I andê 1 , . . . ,ê 2m−1 are tangential. Note thatê 2m coincides with the above defined normal vector field ν. In particular, we may specify the orientation of I such that {ê 1 , . . . ,ê 2m−1 } is positively oriented. It follows that dV SM is given by dV SM 
In other words, dV SM can be obtained by plugging ν into the last slot of dV T M \0 , i.e.,
for all vector fields X 1 , . . . , X 2m−1 tangential to SM ⊂ T M \ 0.
The volume dV SM in local coordinates
For local computations, in particular for the derivation of the Euler-Lagrange equations for weakly harmonic mappings, we need to derive an expression for the volume element dV SM in local coordinates. From (2.12), (2.9), and (2.10) we infer the relation 
for any positive definite symmetric matrix (g αβ (x)). Hence, if the Finsler structure is Riemannian, i.e., F 2 (x, y) = g αβ (x)y α y β , then we have the relation
for all integrable functions f : M → R with support in Ω and trivial extension to SM .
Interior regularity of harmonic mappings
The energy functional (u) .
smooth mapping from the m-dimensional Finsler manifold (M , F ) into an n-dimensional Riemannian manifold (N , h). Following [23,29], we define an energy density e(U )
Here, u is the local representation of U with respect to coordinates (x α ) and (u i ) on M and N , respectively, and h ij are the coefficients of the Riemannian target metric h. Moreover, we extend our summation convention: Repeated Latin indices are automatically summed from 1 to n. The energy E(U ) is then given by
Here, integration is with respect to the Sasaki metric on SM . We also need the localized energies E Ω (U ) := E(U |Ω) for the restriction of U to an open subset Ω ⊂ M . In particular, for mappings between Riemannian manifolds the above definition of energy coincides with the usual one by virtue of our observation (2.20), i.e., E(U ) = (N , h) . We say that U is (weakly) harmonic on M , if it is (weakly) harmonic on Ω for all Ω M .
The weak Euler-Lagrange equation
Let χ : Ω → R m be a local coordinate chart of M and put D := χ(Ω). In view of the preceding discussion, in particular (3.1), (3.2) and Proposition 2.2, the energy E is locally given by the quadratic functional E Ω (U ) = 
Jacobi field estimates
According to Jost [17] , any two points P 1 , P 2 of a regular ball B L (Q) can be connected by a geodesic completely contained in B L (Q). This geodesic is shortest among all curves joining P 1 and P 2 within B L (Q). Moreover, it contains no pair of conjugate points. In particular, around each point P ∈ B L (Q) one may introduce a normal coordinate chart ψ : B L (Q) → R n . Denote by (v i ) = (v 1 , . . . , v n ) the corresponding coordinates. Then P has coordinates (0, . . . , 0) and, if P ∈ B L (Q) has coordinates v, then dist(P , P ) = |v| < π √ κ . Moreover, the following estimates hold for the metric and the Christoffel symbols; see e.g. [15, Section 5]:
for all ζ ∈ R n . Here, the functions a σ and b σ are defined as follows:
As a consequence of (3.5) and (3.6) we obtain for every positive semi-definite matrix 
Subsolutions of elliptic equations and a local energy estimate
Let ψ : B L (Q) → R n be a normal coordinate chart around some point P ∈ B L (Q). We denote by v = (v 1 , . . . , v n ) the representation of U with respect to ψ and χ , i.e., v := ψ • U • χ −1 and we abbreviate ∂ α = ∂ ∂x α . The weak EulerLagrange equation then takes the form 10) and hence by approximation for all ϕ ∈ W 1,2
a κ |v| E(v) P(v).
(3.11) 
Lemma 3.1 (Subsolution & local energy estimate). 4 Let v be the representation of U with respect to normal coordinates around P ∈ B L (Q). Then
(3.14)
Then one has w ≡ 0, and according to [10, Thm. 8 
To estimate the left-hand side from below we choose ϕ := w in (3.15) and obtain from (3.4)
On the other hand, we infer from (3.15) and (3.4) by means of Hölder's inequality
which together with (3.17) yields for any non-negative ϕ ∈ W 1,2
To estimate the right-hand side we choose ϕ to be the function 5 19) which leads to an explicit lower bound for the left-hand side of (3.16) depending only on m, λ * , μ * , but not on R.
Hence, we find a constant
On the other hand, a quantitative version of Stampacchia's maximum principle (see [13, Lemma 2.1]) yields a constant
where we used ellipticity (3.4) and the fact that z 0 to obtain the inequality on the left. On the other hand, using (3.13) together with (3.11) and the fact that
). Applying this to η := w 2 in combination with (3.20) , (3.22) , (3.21) , and (3.14) we arrive at
z dx (3.14) 
As a starting point for our iteration argument we will use (cf. [22, p. 5])
∩∂G w with a constant δ 0 ∈ (0, 1) depending only on m, λ * , μ * , and γ .
Proof. (i)
We can assume that w ≡ 0, and apply Moser's weak Harnack inequality [10, Thm. 8.18 ] to the non-
w ,
(ii) Moser's weak Harnack inequality [10, Thm. 8.26] applied to the non-negative supersolution
The second term on the left-hand side is non-negative and the first is bounded from below by γ l m (sup B 4R (x 0 )∩G w − sup B 4R (x 0 )∩∂G w), which gives the desired result for δ 0 := γ l m (C + γ l m ) −1 ∈ (0, 1). 2
Iteration procedure
As before suppose that B 4R (x 0 ) ⊂ B 4d . Choose J ∈ N so large that
and set
with a constant K = K(ω, L) 1 yet to be specified. Define l to be the smallest integer such that (1 − δ 0 ) l < ε 2 for δ 0 as in Lemma 3.2, and put s := 4 −l .
Claim 1. If v is the representation of U with respect to normal coordinates around
25)
Proof. We have 0
, and therefore by (3.4), (3.8) , and part (ii) of Lemma 3.1 applied to 26) which implies by the Poincaré inequality
Choosing the integer p := [ C ε 4 s mJ ] + 1 we find i 0 ∈ {1, . . . , p} such that
Thus our choice of p implies
corresponds to kū R 0 /J under normal coordinates around Q, and let v (k) be the representation of U with respect to normal coordinates around
Proof. Clearly, the claim holds for k = 0 and we suppose now that it has been shown up to k − 1, k 1. Then we estimate on
In particular we have
by (3.23). Thus we can apply part (i) of Lemma 3.1 and obtain
where
we can deduce by our choice of l the estimate sup
Observe that by (3.9)
which by virtue of Young's inequality leads to
If we use (3.27) to estimate the first term in (3.28), and (3.29) for the second term in (3.28), then we obtain in combination with (3.25) 
where we also used that by
Hence, if we specify
, we arrive at
This proves Claim 2. 2
In particular we obtain the estimate
. In view of (3.9) this leads to the following estimate for the oscillation of u:
.
Proof of Theorem 1.1. In view of the preceding discussion there exists an integer
Let u be the representation of U with respect to normal coordinates around U • χ −1 (x 0 ), and define
Using (3.9) and (3.31) we find on
Thus (3.26) in the proof of Claim 1 for v := u and with r i replaced by ρ/4 yields
Next, let P ∈ B L (Q) be the point which corresponds toū ρ/4 under exp Q , and let v be the representation of U with respect to normal coordinates around P . Then, again by (3.9) and (3.31) 
for some ρ * ∈ [sρ, ρ/4], 0 < ρ R (compare with the proof of Claim 2 above). Using (3.34) and the Poincaré inequality one can show
With |u| L, (3.4) and (3.8) one has
for all x ∈ B R (x 0 ). Replacing u by u (also with |u | L by (3.32)) one obtains the analogous estimate for |∇u | 2 and thus by the invariance of the energy density e(U ) (see (3.1)) under change of coordinates
Together with (3.33) this can be used in (3.36) to infer
since s 1/4. We note that (3.9), (3.34), and (3.32) also imply Thus we can choose J ∈ N so large that Here, l is the smallest integer such that 6) where δ 0 is the constant in part (ii) of Lemma 3.2. We prove this claim by induction. (4.5) is valid for k = 0. Assuming (4.5) for all indices less or equal to k − 1 we estimate
Our induction hypothesis, on the other hand, implies for x ∈ S R k−1 (x 0 )
In addition, we have by definition of L k and ξ k , (4.7), and (4.4)
