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Povzetek 
Pri robotskem varjenju s sistemom MOTOSense sledimo 4 značilnim točkam laserske 
linije čelnega preseka. Uporabili smo čelni presek spoja valjastega varjenca s tipom 
utora V. Da lahko sledimo značilnim točkam linije, moramo razpoznati geometrijo 
utora, ki ima trapezno obliko.  
 
Z dosedanjim načinom razpoznave značilnih točk dobimo le zgornji dve točki. Ti točki 
dobimo z algoritmom odvoda po osi 𝑦 in iskanjem najkrajših razdalj od središčnice do 
vsake točke linije. Pogosto je spoj varjenca tudi predhodno točkovno zvarjen in ima 
nedefinirano pripravo spoja zvara, kar otežuje razpoznavo značilnih točk.  
 
Ker želimo razpoznati vse značilne točke, smo razpoznavo in analizo naredili z 
algoritmom odvoda po osi 𝑥 in diagonalnima filtroma ter algoritmom naleganja 
polinomov. Pri tem smo uporabili programske knjižnice, ki so podprte za programski 
jezik Python. S 1. algoritmom smo iskali prelome linije v želenem delu slike in jih 
preverjali z diagonalnima filtroma. Z 2. algoritmom smo spreminjajoče dele linije 
definirali z naleganjem polinomov 1. reda.  
 
Pri razpoznavi značilnih točk je bil uspešnejši 2. algoritem, saj je zagotavljal 
razpoznavo točk z manjšimi absolutnimi napakami. 2. algoritem je bil natančnejši in 
zanesljivejši od 1. algoritma in dosedanjega načina razpoznave. Pri 1. algoritmu so bile 
značilne točke zamaknjene navzdol oziroma navzgor.  
 
xviii Povzetek 
 
Kljub uspešni razpoznavi bi bilo treba 2. algoritem še nadgraditi in preskusiti na širši 
množici slik, da bi lahko zagotovili robustnost delovanja. Možnost izpopolnitve 
razpoznave značilnih točk se razbere tudi iz geometrijskih preslikav in poravnav oblik. 
 
Ključne besede: značilne točke, strojni vid, kamera, MOTOSense, varjenje, robot 
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Abstract 
Using the MOTOSense system, robotic welding is guided by 4 characteristic points on 
the front section of the laser line. A cross section of the joint was used with a V groove 
joint on a cylindrical workpiece. The geometry of the groove needs to be identified 
enabling guidance relative to the characteristic points, which have a trapezoidal shape.  
 
The current method of characteristic point identification yields only the upper two 
points. The remaining points are obtained by derivative algorithms along the 𝑦 axis 
and searching for the shortest distance from the centre line to each point on the line. 
The welding joint is often tack welded in advance and has an undefined weld joint, 
which makes identification of the characteristic points difficult.  
 
In order to identify and analyse all characteristic points, a derivative algorithm along 
the 𝑥 axis with a diagonal filter and a polynomial fitting algorithm was used. Software 
libraries supported by the Python programming language were used. The first 
algorithm searched for line breaks in the desired part of the image, which were then 
cross-referenced with a diagonal filter. The second algorithm, however, defined the 
changing parts of the line using first order polynomial fitting algorithms.  
 
The second algorithm returned better results as it enabled the characteristic points to 
be identified with smaller absolute errors. Furthermore, greater precision and 
reliability was observed with the second algorithm over the first algorithm as well as 
the current method of identification. Identified characteristic points using the first 
algorithm were offset above or below the desired point.  
 
  
Despite successful identification, the second algorithm needs to be further developed 
and tested on a wider set of images to ensure robust operation. There is potential for 
improvement in the identification of characteristic points by geometric mapping and 
alignment forms. 
 
Key words: characteristic points, machine vision, camera, MOTOSense, welding. 
robot 
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1 Uvod 
1.1 Opis področja 
Pri procesih varjenja se toplota nakopiči v varjenec, saj se toplota ne more hitro 
razširiti. Rezultati so morebitna preoblikovanja (deformacije) varjenca, ki lahko 
postane neuporaben [1]. V nekaterih procesih varjenja zato kovinske dele varjenca 
točkovno zvarimo, da varjenec med procesom ostane nepremičen in nedeformiran [2]. 
Dobimo točnejše in natančnejše zvare, varjenje pa poteka z manj odstopanji. V 
sedanjem času se varjenje izvaja z robotskimi manipulatorji (z roboti), saj so roboti 
znani po svoji točnosti in natančnosti, njihove trajektorije pa so ponovljive. Pri 
robotskih aplikacijah brez kamere robot naučeno vari kovini po točno določeni 
trajektoriji, postavitev kovin je natančno določena [2]. Varilni robotski program 
oziroma trajektorijo sprogramira robotski operater. 
 
 
Slika 1: Robotsko varjenje s sistemom MOTOSense [3] 
2 Uvod 
 
 
 
Ko varjenju z robotom dodamo še kamero, ki razpoznava obliko zanimanja, ki ji robot 
sledi, se lahko kmalu pojavijo še dodatna odstopanja v trajektoriji. Kamera na vrhu 
nadgrajuje robota s strojnim vidom. Robot na podlagi oblike zanimanja načrta 
trajektorijo za namen vodenja robota. Obliko zanimanja pridobi iz zajete slike iz 
kamere, ta slika pa poleg oblike vsebuje razne šume zaradi odbojev in nepravilnosti 
kovine. Primer vodenja robota s kamero predstavlja sistem MOTOSense (Slika 1, 
Slika 2), ta sistem želimo izboljšati. Sistem s skenirno napravo in kamero na vrhu 
robota omogoča varilni aplikaciji adaptivni popravek premika robota med varjenjem 
[4]. Slikovna obdelava videa iz kamere poteka v programskem okolju LabVIEW, ki 
omogoča blokovno programiranje [4, 5].  
1.2 Problematika, opis problematike 
Varilna robotska aplikacija s sistemom MOTOSense omogoča vodenje robota na 
osnovi strojnega vida [4]. Sistem MOTOSense sestavljajo (Slika 2): 
 
 robot, 
 robotski krmilnik,  
 robotski programski vmesnik, ki se imenuje teachbox,  
 skenirna naprava s kamero (slikovni modul MOTOSense),  
 prikazovalnik in uporabniški vmesnik MOTOSense,  
 varilna pištola,  
 varilni izvor.  
 
Robot sledi obliki zanimanja, ki jo predstavljajo 4 značilne točke laserske linije z 
znano geometrijo. Laserska linija predstavlja čelni presek spoja na valjastem varjencu 
s tipom utora V, ki daje trapezno geometrijo. Sistem MOTOSense načrta trajektorijo 
glede na pozicijo trapezne geometrije na zajeti sliki kamere. Ta predstavlja spoj 
treh kovin (Slika 6), ki tvorijo varjenec (Slika 3).  
 
Velikokrat so kovine predhodno točkovno zvarjene, da je postavitev kovin na delovno 
podlago lažja in nepremična. To pa predstavlja težavo pri razpoznavi značilnih točk 
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linije, saj pokvari trapezno obliko spoja na zajeti sliki. Slika je tako šumna, posledično 
iz nje težje ali celo napačno razpoznamo značilne točke. Točke težje razpoznamo tudi 
zaradi nedefiniranih priprav spoja zvara, ki pačijo trapezno geometrijo na zajeti sliki. 
 
 
Slika 2: Zgradba sistema MOTOSense 
 
Če značilne točke linije napačno razpoznamo ali izgubimo, se tako povečajo 
odstopanja in napake pri načrtovanju trajektorije. V magistrskem delu smo se zato 
ukvarjali z razpoznavanjem oziroma naleganjem znane geometrije na varjenec. S 
pomočjo strojnega vida definiramo značilne točke, ki predstavljajo oglišča utora 
trapezne geometrije na zajeti sliki, oziroma točke, na katerih se ravna laserska linija 
prelomi. Varjenci predstavljajo sestavne dele nosilnih kovinskih konstrukcij 
gradbenega žerjava Liebherr (Slika 4).  
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Slika 3: Kovinske konstrukcije gradbenega žerjava kot valjasti varjenci [6] 
 
 
Slika 4: Kovinska konstrukcija gradbenega žerjava [7] 
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1.3 Cilji  
Želimo raziskati trenutno stanje na področju strojnega vida in pri tem uporabiti 
programsko okolje Spyder ter programski jezik Python. Python želimo preizkusiti, ker 
je dinamičen, objektno orientiran in hkrati večnamenski programski jezik, ki je 
zasnovan tako, da je hiter, učinkovit ter da uveljavi jasno in enotno sintakso oziroma 
strukturo stavkov. Namen magistrskega dela je najti ustrezno rešitev razpoznave 
značilnih točk na zajetih slikah čelnega preseka varjenca in podati točen ter natančen 
podatek, kje se nahajajo. Možne rešitve bi preizkusili s knjižnicami OpenCV, SciPy in 
NumPy, katerih algoritme bi analizirali ter opredelili glede na njihovo uporabnost. 
Rešitve želimo načrtati s tema dvema različnima postopkoma: 
 
1. z razpoznavo značilnih točk z algoritmom odvoda 1. reda po osi 𝑥 in 
diagonalnima filtroma, 
2. z razpoznavo značilnih točk z algoritmom naleganja polinomov 1. reda 
na linijo čelnega preseka varjenca.  
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2 Dosedanji način razpoznave znane geometrije 
V magistrskem delu želimo poiskati obliko linije oziroma značilne točke linije čelnega 
preseka spoja na valjastem varjencu tipa, katerega geometrija spominja na trapez. S to 
geometrijo bi tako pozicionirali oziroma določili želeno lego varilne pištole v prostoru. 
Spoj tipa V predstavlja sočelni stik dveh kovin, katerih robova sta pobrana pod kotom. 
V čelnem prerezu tvorita utor v obliki črke V (Slika 5) [8]. Za namen razpoznave je 
najprej treba definirati značilne točke, ki predstavljajo oglišča linije trapezne 
geometrije. Na tej liniji se izvaja pozicioniranje prvega zvara, izbirno pa tudi nadaljnjih 
zvarov (večplastno varjenje). 
 
 
Slika 5: Enojni utor tipa V 
2.1 Splošen opis delovanja algoritma 
Dosedanji algoritem za razpoznavo značilnih točk linije deluje v dveh korakih: grobo 
in fino iskanje značilnih točk. Izvaja se v programskem okolju LabVIEW. Algoritem 
vrača pozicijo zgornjih dveh značilnih točk (Slika 6 – točka 2 in točka 5) ter razdaljo 
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med njima. Značilna točka linije predstavlja mesto, na katerem se ravna linija prelomi 
oziroma na katerem je presečišče dveh premic. Spodnjih značilnih točk algoritem ne 
razpozna, saj ni možno zagotoviti dovolj robustne razpoznave zaradi nedefinirane 
priprave spoja zvara oziroma poznejše izbire podložnega obroča (Slika 6 – spodnja 
ploščica), zračnosti med soležnima pločevinama in podlogo. Razlog za slabšo 
razpoznavo so tudi točkovni zvari, ki so prisotni na spodnjih značilnih točkah (Slika 6 
– točka 3 in točka 4). 
 
 
Slika 6: Skica enojnega utora tipa V 
2.2 Razpoznava značilnih točk linije čelnega preseka spoja 
Iz zajete slike opazovane laserske linije čelnega preseka varjenca najprej izluščimo 
profil oziroma niz slikovnih točk, ki predstavlja najdeno linijo (Slika 7). Upoštevati je 
treba, da širino laserske linije predstavlja več slikovnih točk oziroma sestavnih delov. 
Parazitske odboje, ki se pojavljajo zaradi odbojev laserske svetlobe znotraj čelnega 
preseka varjenca, je treba pri iskanju linije izločiti. Odboje izločamo z nastavitvami 
parametrov skenirne naprave. Parametri skenirne naprave so: 
 
 širina laserske linije,  
 dolžina najdenih odsekov (segmentov), 
 dopustni preskoki med odseki v horizontalni osi 𝑥 in vertikalni osi 𝑦 slike.  
 
Z dopustnimi preskoki iščemo čim bolj zvezno linijo. Možne značilne točke linije 
iščemo v posameznem stolpcu slike v smeri osi 𝑦 z algoritmom odvajanja. 
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Slika 7: Laserska linija čelnega preseka s smerema koordinatnih osi 
2.2.1 Iskanje središčnice zvarnega spoja  
Algoritem najprej poišče prvo značilno točko z leve strani (Slika 8 – modra pika) in 
drugo značilno točko z desne strani (Slika 8 – zelena pika) najdene linije na zajeti sliki 
(Slika 8). Predhodno izvajamo še filtriranje slike za manjše odprtine in interpolacijo 
slike za večje odprtine med odseki oziroma deli linije. Pri tem je bila intenziteta 
laserske linije pod nastavljenim pragom ali pa je bila zaradi odbojev izločena. Tako 
zapolnimo morebitne hipne preskoke linije in razpoznavamo prehod med dvema 
ravnima linijama. Na liniji nato odsekovno izvajamo algoritem linearne aproksimacije 
z oknom, kjer ima izhod vrednost 𝑁. Izhod predstavlja presečišče premice z vertikalno 
osjo. Okno aproksimacije se sekvenčno pomika v horizontalni smeri slike za 
eno vrednost slikovnega elementa naprej. Število vseh vrednosti je enako številu 
slikovnih elementov v horizontalni smeri slike. Število slikovnih elementov v 
horizontalni smeri slike je 659, v vertikalni smeri pa 494. Nove vrednosti slikovnih 
elementov na sliki odvajamo in nato poiščemo prvo vrednost, ki prekorači minimalno 
vrednost odvoda. Postopek je enak tudi za drugo značilno točko, vendar pri drugi 
značilni točki iščemo vrednosti, ki prekoračijo maksimalno vrednost odvoda. 
 
Zaradi morebitnega neostrega oziroma topega odreza pločevine je rob pogosto 
zaobljen, zato se najdena značilna točka pogosto zamakne. Podatek o zgornjih dveh 
značilnih točkah (Slika 8 – modra in zelena točka) sta grobo najdeni točki, iz katerih 
izračunamo srednjo vrednost oziroma središčnico čelnega preseka spoja (Slika 8 – 
rdeča pika, Slika 6 – točka TP).  
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2.2.2 Določitev značilnih točk linije 
Dobljeno točko središčnice premaknemo v nasprotni smeri vertikalne osi na zajeti sliki 
in ji tako dodelimo novo pozicijo, in sicer manjšo koordinato 𝑦. Smer vertikalne osi je 
prikazana na sliki 7 – os 𝑦. Koordinata po horizontalni osi ostane enaka. Izračunamo 
razdaljo od nove točke središčnice do vsake točke linije. Točka z najkrajšo razdaljo na 
levi strani horizontalne osi, to je del linije, ki se spušča (𝑋 <  𝑋𝑠), predstavlja 
prvo značilno točko. Točka z najkrajšo razdaljo na desni strani horizontalne osi, to je 
del linije, ki se dviguje (𝑋 >  𝑋𝑠), pa predstavlja drugo značilno točko.  
2.3 Ocena delovanja in robustnosti 
Delovanje algoritma je bilo med preizkušanjem na varjencih ustrezno. Z dodatnim 
filtriranjem rezultatov na zaporednih meritvah čelnih presekov linije izločimo vse 
možnosti za napake.  
 
Razvoj robotskega varjenja s sistemom MOTOSense poteka v smeri samodejnega 
izračunavanja števila zvarov in količine zapolnitve pri večplastnem varjenju. Za ta 
Slika 8: Laserska linija čelnega preseka s središčnico (rdeča pika) in razpoznano desno 
značilno točko (modra točka) ter levo značilno točko (zelena točka) 
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namen potrebujemo dodatne podatke za izračun preseka utora oziroma širino spodnje 
odprtine (Slika 6 – širina med točko 3 in točko 4). Dodatne podatke bi uporabili za 
prilagajanje varilnih parametrov, saj je zvar tipa V običajno najpomembnejši zvar v 
strukturi. Pomembno je zanesljivo (robustno) poiskati tudi spodnje značilne točke 
linije in tako v celoti okarakterizirati čelni presek spoja.  
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3 Orodja za izboljšanje prepoznave 
3.1 Zasnova rešitve 
Za okarakteriziranje spoja smo preučili te algoritme strojnega vida: 
 
 morfološke operacije, 
 Gaussovo glajenje in medianino glajenje, 
 odvod 1. reda s Sobelovim operatorjem, 
 Cannyjev detektor robov, 
 linijsko Houghovo transformacijo, 
 prileganje krivulje. 
 
Algoritmi morfoloških operacij in Gaussovo glajenje ter medianino glajenje so 
uporabljeni za filtriranje in zmanjševanje šuma ter napak na zajetih slikah laserske 
linije. Preostali algoritmi služijo za razpoznavo linije ali značilnih točk linije. Preizkus 
algoritmov in analizo dobljenih rezultatov smo opravili v programskem okolju Spyder 
s programskim jezikom Python. Vsi algoritmi so za svoje delovanje potrebovali zajete 
slike laserske linije čelnega preseka varjenca, ki so lahko bile predhodno slikovno 
obdelane. Te slike poimenujemo vhodne slike. Skeniranje slik je potekalo s sistemom 
MOTOSense (Slika 2). Varjenec je bil pritrjen na pozicioner. 
3.1.1 Pričakovani problemi 
Vhodne slike oziroma zajete slike laserske linije čelnega preseka varjenca imajo 
sivinski oziroma črno-beli barvni kanal. Ker je površina varjenca groba, prekrita z 
manjšimi nepravilnostmi, se pri skeniranju na slike vnaša dodaten šum tipa sol/poper. 
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Ravno tako so na slikah prisotni parazitski odboji, ki smo jih omenili v poglavju 2.2. 
Odboji, ki se pojavijo tudi pri nečisti površini kovine, predstavljajo dodatno motnjo 
pri razpoznavi značilnih točk. Dodatno težavo pri razpoznavi pa vnašajo tudi točkovni 
zvari na spoju kovin, ki kvarijo oziroma zaobljajo obliko laserske linije pri spodnjih 
značilnih točkah. Vhodne slike, in sicer slike čelnega preseka spoja laserske linije 
(Slika 9 – Slika 19, Slika 28 – Slika 57), so razmazane, saj so izrezane ter 5-kratno 
povečane, ločljivost izvorne slike pa ni velika, saj znaša 0,085 slikovnega 
elementa/mm, pri 5-kratno povečanih slikah pa znaša 0,42 slikovnega elementa/mm. 
Pri tem velikost prvotne slike znaša 659 slikovnih elementov x 494 slikovnih 
elementov. 
3.1.2 Pristopi k problemom 
Šum tipa sol/poper smo reševali s filtriranjem, in sicer z algoritmoma medianinega 
glajenja ter Gaussovega glajenja. Pri tem smo predvideli, da se bo bolj izrazila linija 
čelnega preseka spoja s čim manj šuma in z manjšimi nepravilnostmi. Problem 
odbojev laserske svetlobe smo reševali z algoritmom morfoloških operacij in 
algoritmom maskiranja slike. Pri maskiranju slike smo »izrezali« del vhodne slike, ki 
je pomemben pri razpoznavi točk. Slike zaobljenih linij smo razpoznavali tako, da smo 
določili zgornjo in spodnjo mejo laserske linije. Zgornja meja pri vseh nemaskiranih 
slikah predstavlja precejšen del linije, ki je raven. Spodnjo mejo smo dobili iz 
maskirane slike z mediano vseh koordinat linije po osi 𝑦, ki predstavlja spodnji ravni 
del linije, ki je del utora. Tako smo omejili prileganje premice po osi 𝑦. Razpoznavo 
nadaljujemo na ta dva načina: 
 
1. z algoritmom odvoda 1. reda po osi 𝑥 in diagonalnima filtroma, ki iščeta 
maksimalno podobnost po sliki, 
2. z algoritmom naleganja polinomov 1. reda, ki mu definiramo okvirne 
minimalne in maksimalne vrednosti parametrov polinoma.  
3.2 Uporabljeni algoritmi 
3.2.1 Morfološke operacije 
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Za odstranjevanje šuma, zapolnitev manjkajočih delov slike in poudarjanje linije zajete 
vhodne slike (Slika 9) smo uporabili algoritem morfološke operacije iz programske 
knjižnice OpenCV. 
 
Algoritem morfološke operacije je osnovan na matematičnih zasnovah teorije množic 
– unije in preseka. Za vhodne parametre pri tem algoritmu potrebujemo vhodno sliko 
(Slika 9), ki ji želimo zapolniti manjkajoče dele, filter oziroma okno, ki odloča o naravi 
operacije in tip morfološke operacije. Filter predstavlja kvadratna matrika, katere 
velikosti so običajno 3 x 3, 5 x 5 oziroma 7 x 7. Ta filter je definiran kot enotna 
matrika ali simetrično utežena matrika. Algoritem morfološke operacije se uporablja 
tudi pri razpoznavi robov in razgradnji slik. Sestavljajo ga 4 tipi operacij: erozija ali 
krčenje, dilacija ali rast, odpiranje in zapiranje [9, 10]. 
 
Erozija ali krčenje odstrani robove predmeta v ospredju. Tako se debelina in velikost 
predmeta v ospredju zmanjšata oziroma se zmanjša belo območje na sliki (Slika 10). 
Erozija je analogna preseku v teoriji množic. Z njim odstranjujemo manjše bele šume. 
Dilacija ali rast deluje obratno kakor erozija. Povečuje bela območja na sliki ali 
velikost predmeta v ospredju (Slika 11). Dilacija je analogna uniji v teoriji množic. 
Največkrat se dilacija uporablja po operaciji erozije, saj erozija pri odstranjevanju 
šuma skrči predmet, dilacija pa predmet ponovno razširi. Temu zaporedju operacij 
pravimo odpiranje, končni rezultat take operacije pa je predstavljen na sliki 12. Kadar 
želimo zapolniti prazna mesta na določenem predmetu, uporabimo obratni potek 
operacij kot pri odpiranju – ta obratni potek se imenuje zapiranje. Najprej uporabimo 
operacijo dilacije, da predmet razširimo in zapolnimo prazna mesta, nato operacijo 
erozije, da predmet skrčimo na prvotno velikost [9, 11]. Končni rezultat operacije 
zapiranja je prikazan na sliki 13. 
 
 
 
 
 
 
Slika 9: Vhodna slika 
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Slika 10: Vhodna slika po operaciji erozije 
Slika 11: Vhodna slika po operaciji dilacije 
Slika 12: Vhodna slika po operaciji odpiranja 
Slika 13: Vhodna slika po operaciji zapiranja 
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3.2.2 Gaussovo glajenje in medianino glajenje 
Za glajenje vhodnih slik, in sicer slik laserske linije, smo uporabili dve vrsti 
algoritmov: medianino glajenje in Gaussovo glajenje iz programske knjižnice 
OpenCV. Glajenje predstavlja konvolucijo med sliko, ki jo želimo zgladiti, in filtrom. 
Filter ima pri glajenju enako vlogo kot pri morfoloških operacijah. Lastnost filtrov je, 
da vzamejo vrednosti večjega števila slikovnih elementov vhodne slike 𝐼(𝑢, 𝑣), da 
določijo vrednost enega slikovnega elementa izhodne slike 𝐼′(𝑢, 𝑣) [9, 12]. 
 
Pri algoritmu medianinega glajenja izvajamo glajenje z medianinim filtrom, ki 
spada v vrsto nelinearnih filtrov. Filter je nelinearni, saj se za vsak slikovni element na 
vhodni sliki tvori novi filter. Nelinearni filter je razmeroma dober filter. Filter deluje 
po tem matematičnem načelu:  
𝐼′(𝑢, 𝑣) ← 𝑚𝑒𝑑𝑖𝑎𝑛{𝐼(𝑢 + 𝑖, 𝑣 + 𝑗)|(𝑖, 𝑗) ∈ 𝑅},   (1) 
 
pri čemer vrednost vsakega slikovnega elementa 𝐼(𝑢, 𝑣) iz vhodne slike nadomesti z 
mediano vrednosti slikovnih elementov v območju filtra 𝐼(𝑖, 𝑗), pri čemer je (𝑖, 𝑗) ∈ 𝑅 
[12, 13]. Nova vrednost slikovnega elementa na mestu (𝑢, 𝑣) znaša 𝐼′(𝑢, 𝑣). Pri 
delovanju algoritma medianinega glajenja moramo definirati vhodno sliko (Slika 9) in 
velikost medianinega filtra.  
 
Pri algoritmu Gaussovega glajenja izvajamo glajenje z Gaussovim filtrom, ki spada 
v vrsto linearnih filtrov. Pri linearnih filtrih slikovni elementi iz vhodne slike ne 
vplivajo na delovanje filtra. Pri algoritmu je treba definirati vhodno sliko (Slika 9), 
velikost filtra, in sicer število slikovnih elementov v smeri 𝑥 in smeri 𝑦, ter standardno 
deviacijo Gaussove porazdelitve 𝜎. Filter je zgrajen po tem matematičnem zapisu:  
𝐺(𝑥, 𝑦) =
1
2𝜋𝜎2
𝑒
−
𝑥2 + 𝑦2
2𝜎2 ,    (2) 
 
pri čemer so 𝑥 in 𝑦 razdalji oziroma velikosti filtra v obeh straneh ter 𝜎 standardna 
deviacija Gaussove porazdelitve. Algoritem je primeren za odstranjevanje Gaussovega 
šuma in zmanjševanje podrobnosti na slikah [12, 13]. 
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Rezultat medianinega glajenja oziroma Gaussovega glajenja je zglajena vhodna slika 
(Slika 14, Slika 15). Z glajenjem odstranimo manjše nepravilnosti ob liniji čelnega 
preseka in povezujemo manjše prekinitve linij, ki se pojavljajo ob prehajanju [12].  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.2.3 Odvod 1. reda s Sobelovim operatorjem 
Odvod 1. reda po osi 𝑥 in osi 𝑦 predstavlja algoritem Sobel oziroma Sobelov operator 
iz programske knjižnice OpenCV. Predstavlja ga tudi algoritem Prewittovega 
operatorja, vendar tega v magistrskem delu ne uporabljamo. Sobelov operator se 
uporablja za poudarjanje oziroma iskanje robov. Z matematičnega stališča se izvaja 
konvolucija med vhodno sliko in Sobelovim filtrom (enačba 3 oziroma enačba 4), 
odvisno, v kateri smeri vhodne slike želimo odvajati. Odvajamo lahko po osi 𝑥, osi 𝑦 
ali po obeh oseh. Algoritmu definiramo vhodne parametre, kot so vhodna slika (Slika 
9), globina izhodne slike, vrsta odvoda po osi 𝑥, vrsta odvoda po osi 𝑦 in velikost 
Sobelovega filtra. Za vrsto odvoda se največkrat uporablja odvod 1. reda, za velikost 
filtra pa 3 𝑥 3. Z globino izhodne slike definiramo, kakšen naj bo tip zapisa slikovnih 
Slika 14: Vhodna slika po algoritmu medianinega glajenja 
Slika 15: Vhodna slika po algoritmu Gaussovega glajenja 
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elementov na izhodni sliki [9]. Tip zapisa, ki ga najpogosteje uporabljamo, je 
nepredznačeno 8-bitno število. 
 
Algoritem glede na podane podatke ustvari Sobelov filter, namenjena za odvajanje po 
osi 𝑥: 
𝐻𝑥 = ⌊
−1 0 +1
−2 0 +2
−1 0 +1
⌋     (3) 
ali za odvajanje po osi 𝑦: 
𝐻𝑦 = ⌊
−1 −2 −1
0 0 0
+1 +2 +1
⌋,    (4) 
 
pri čemer 𝐻𝑥 predstavlja Sobelov filter po osi 𝑥, 𝐻𝑦 pa predstavlja Sobelov filter po 
osi 𝑦 [14]. Oba filtra sta velikosti 3 𝑥 3 in z odvodom 1. reda. Odvod vhodne slike s 
filtroma je izračunan s konvolucijo: 
 
     𝐺𝑥 = 𝐻𝑥 ∗ 𝐼,     (5) 
     𝐺𝑦 = 𝐻𝑦 ∗ 𝐼,     (6) 
 
pri čemer 𝐺𝑥 predstavlja odvod vhodne slike 𝐼 po osi 𝑥, 𝐺𝑦 pa odvod vhodne slike 𝐼 
po osi 𝑦 [14]. Oba odvoda sta enake velikosti, kot je vhodna slika. Algoritem je zgrajen 
tudi iz Gaussovega glajenja in operacije diferenciacije, zato je odpornejši na šum [9]. 
Primer odvajane slike predstavlja slika 16.  
 
 
 
 
 
 
 
 
 
 
Slika 16: Odvod vhodne slike po osi x 1. reda 
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3.2.4 Cannyjev detektor robov 
Cannyjev detektor robov je algoritem, s katerim dobimo robove iz različnih 
slikovnih objektov na vhodni sliki. Pri naši obdelavi vhodne slike smo ta algoritem 
vzeli iz programske knjižnice OpenCV. Za svoje delovanje Cannyjev detektor robov 
potrebuje vhodne podatke, kot so vhodna slika (Slika 9), nižji prag 𝑚𝑖𝑛𝑉𝑎𝑙 in višji 
prag 𝑚𝑎𝑥𝑉𝑎𝑙. Algoritem je sestavljen iz več zaporednih algoritmov. Ti so [12]: 
 
1. glajenje vhodne slike z Gaussovim filtrom, 
2. izračun velikosti in smeri gradienta vhodne slike, 
3. odstranjevanje nemaksimalnih vrednosti, 
4. dvojno upragovljenje in povezovanje robov s pragom 𝑚𝑖𝑛𝑉𝑎𝑙 in pragom 
𝑚𝑎𝑥𝑉𝑎𝑙. 
 
Pri Gaussovem glajenju odstranjujemo večje šume, ki se imenujejo Gaussovi šumi, 
zmanjšamo pa tudi podrobnosti na sliki, da na njej ostanejo le večji in izrazitejši 
objekti. Velikost in smer gradienta dobimo z dvema odvajanima slikama zglajene 
vhodne slike – 𝐺𝑥 in 𝐺𝑦. Odvod slike dobimo z algoritmom Sobelovega operatorja, ki 
je opisan v poglavju 3.2.3. V obeh primerih odvajanih slik se uporabi odvod 1. reda po 
obeh oseh. Gradient dobimo s tema enačbama: 
 
𝐺𝐴𝑏𝑠 = √𝐺𝑥2 + 𝐺𝑦2,      (7) 
𝐺𝑃ℎ𝑖 = tan
−1 (
𝐺𝑥
𝐺𝑦
),     (8) 
 
pri čemer 𝐺𝐴𝑏𝑠 predstavlja velikost gradienta, 𝐺𝑃ℎ𝑖 pa smer gradienta.  
 
Ko pridobimo velikost in smer gradienta, iz vhodnih slik odstranimo nemaksimalne 
vrednosti, in sicer tako, da odstranimo oziroma spremenimo vrednosti neželenih 
slikovnih elementov, ki ne predstavljajo robov. Pri vsakem slikovnem elementu 
preverimo njegovo vrednost ter ali je v njegovi okolici lokalni maksimum v smeri 
gradienta. Če je v smeri gradienta, vrednost ohranimo, sicer priredimo glede na 
okolico. Tako stanjšamo robove [12, 15]. 
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Z zadnjim algoritmom izluščimo močnejše in šibkejše robove z uporabo dvojnih 
pragov – 𝑚𝑎𝑥𝑉𝑎𝑙 in 𝑚𝑖𝑛𝑉𝑎𝑙 – ter izluščene robove med seboj smiselno povežemo. 
Z višjim pragom 𝑚𝑎𝑥𝑉𝑎𝑙 pri vsakem slikovnem elementu preverimo, ali je njegova 
vrednost večja ali enaka pragu 𝑚𝑎𝑥𝑉𝑎𝑙. Kadar je njegova vrednost večja ali enaka 
pragu 𝑚𝑎𝑥𝑉𝑎𝑙, definiramo kot močnejši rob. Z nižjim pragom 𝑚𝑖𝑛𝑉𝑎𝑙 pa preverimo, 
ali je vrednost slikovnega elementa večja ali enaka pragu 𝑚𝑖𝑛𝑉𝑎𝑙 in hkrati manjša od 
višjega praga 𝑚𝑎𝑥𝑉𝑎𝑙. Če to drži, ga definiramo kot šibkejši rob. Nato preverjamo vse 
šibkejše robove, če kateri izmed njih meji na močnejše robove. Če meji, ga definiramo 
kot močnejši rob. Preverjanje ponavljamo toliko časa, dokler se šibkejši robovi še 
spreminjajo v močnejše. Ko se robovi ne spreminjajo več, se celotni algoritem 
Cannyjevega detektorja robov konča [15, 16], rezultat izvedenega algoritma pa 
predstavlja izhodna slika z razpoznanimi robovi (Slika 17).  
 
 
 
 
 
 
 
 
3.2.5 Linijska Houghova transformacija 
Algoritem Houghove transformacije se deli na algoritem linijske Houghove 
transformacije (angl. Hough Lines) in na algoritem krožne Houghove 
transformacije (angl. Hough Circles). Oba algoritma iščeta robove, natančneje 
rečeno premice oziroma kroge na vhodni sliki, ki se prilegajo točkam slike [17]. V 
magistrskem delu smo iskali ravne linije oziroma premice, zato opišemo algoritem 
linijske Houghove transformacije iz programske knjižnice OpenCV.  
 
Algoritem za svoje delovanje potrebuje te vhodne parametre [18]: 
 
Slika 17: Vhodna slika po izvedbi algoritma Cannyjevega detektorja robov 
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 upragovljeno sliko (Slika 17), 
 korak pravokotne razdalje Δ𝜌,  
 korak kota Δ𝜃, 
 prag akumulatorja, ki določa, kolikšna naj bo najmanjša vrednost zadetkov 
premice za izpis.  
 
 
 
 
 
 
 
 
 
Algoritem obravnava premice v obliki polarnih koordinat: 
𝜌 = 𝑥 cos 𝜃 + 𝑦 sin 𝜃,    (9) 
pri čemer je 𝜌 pravokotna razdalja od izhodišča koordinatnega sistema slike (Slika 18) 
do premice oziroma roba v točki (𝑥, 𝑦), 𝜃 ponazarja kot med pravokotno premico ter 
horizontalno osjo slike v smeri urinega kazalca [9, 17]. Parameter 𝑥 in parameter 𝑦 
ponazarjata koordinati slikovnega elementa. Pri algoritmu linijske Houghove 
transformacije iščemo vrednosti parametrov 𝜌 in 𝜃, ki ju dobimo s temi postopki [9]: 
 
1. Najprej diskretiziramo parameter 𝜌 in parameter 𝜃 po korakih Δ𝜌 ter Δ𝜃. 
2. Preštejemo število belih robnih točk upragovljene vhodne slike na koordinatah 
(𝑋,𝑌), ki zadostijo enačbi (9) – kot da bi čez upragovljeno sliko potegnili 
premico, katere kot in dolžina se spreminjata po korakih Δ𝜌 in Δ𝜃.  
3. Število belih točk na premici, glede na aktualna parametra 𝜌 in 𝜃, ustrezno 
zapišemo v 2D-akumulator kvantiziranih vrednosti (𝜌,𝜃) – 2D-akumulator 
predstavlja svoj koordinatni prostor (𝜌,𝜃) (Slika 18 – desni graf), v katerega se 
zapisujejo vrednosti sorazmerno z enačbo (9). 
4. Točke od 1 do 3 ponavljamo za vse kvantizirane parametre 𝜌 𝜖 [𝜌𝑚𝑖𝑛, 𝜌𝑚𝑎𝑥  ] 
po korakih za Δ𝜌 in 𝜃 𝜖 [𝜃𝑚𝑖𝑛, 𝜃𝑚𝑎𝑥] po korakih za Δ𝜃. V primeru algoritma 
Slika 18: Primer pretvorbe iz koordinatnega sistema slike v Houghov koordinatni sistem 
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znaša 𝜃𝑚𝑖𝑛 = 0° in 𝜃𝑚𝑎𝑥 = 180°. 𝜌𝑚𝑎𝑥 določimo tako, da pri vsakem 𝜃 
izračunamo maksimalno razdaljo in jo definiramo kot 𝜌𝑚𝑎𝑥, najmanjša 
razdalja pa znaša 𝜌𝑚𝑖𝑛 = 0. 
5. Poiščemo maksimume 2D-akumulatorja glede na podani prag akumulatorja – 
poiščemo tiste maksimume, ki imajo več oziroma enako število stičišč krivulj 
glede na prag.  
3.2.6 Naleganje polinomov 
Pri raztresenih podatkih, katerih oblika spominja na znano geometrijo, iščemo tako 
krivuljo, ki bi se podatkom najbolje nalegala [19]. Princip iskanja take krivulje 
imenujemo naleganje polinomov oziroma matematična regresija, ki s polinomi in 
metodo najmanjših kvadratov nalega polinom (Slika 19) [19].  
 
Uporabili smo algoritem naleganja polinoma (angl. curve fit), ki se nahaja znotraj 
Pythonove knjižnice SciPy, v paketu SciPy Optimization. Z njim smo definirali 
določene odseke linije čelnega preseka kot premice oziroma polinome 1. reda (Slika 
19). Algoritem za svoje delovanje potrebuje te parametre [20]: 
 
 matematično definicijo polinoma (enačba 11),  
 koordinate odseka linije 𝑥𝑖 in koordinate odseka linije 𝑦𝑖,  
 minimalne in maksimalne vrednosti parametrov polinoma. 
 
Algoritem naleganja polinoma uporablja metodo Levenberg-Marquardtovega 
algoritma za iskanje najmanjših kvadratov med delom linije ter naleganim polinomom.  
 
Levenberg-Marquardtov algoritem (LMA) je uporabljen v raznih programskih 
aplikacijah za reševanje splošnih problemov, povezanih z naleganjem polinomov [21]. 
Deluje tako, da išče samo lokalni minimum, ki pa ni nujno globalni. Algoritem 
interpolira med Gauss-Newtonovim algoritmom (GNA) in metodo padanja gradienta 
[22]. V primerjavi z Gauss-Newtonovim algoritmom je robustnejši in hkrati 
počasnejši. S koordinatami (xi, yi) iz niza 𝑁 izmerjenih podatkov, ki predstavljajo 
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odsek linije, je ocena maksimalne podobnosti modela ?⃑? = (𝑎0, 𝑎1, … , 𝑎𝑀), pri čemer 
je 𝑀 red polinoma, dobljena z zmanjševanjem srednje kvadratne napake 𝜒2 [21]: 
𝜒2(?⃑?) = ∑ (𝑦𝑖 − 𝑓(𝑥𝑖 , ?⃑?))
2𝑁
𝑖=1 .                     (10) 
Srednja kvadratna napaka 𝜒2 ponazarja vsoto kvadratne razlike med vsemi 
𝑁-koordinatami 𝑦𝑖 in vsemi 𝑁-izračunanimi vrednostmi iz funkcije 𝑓(𝑥𝑖, ?⃑?). Ta 
funkcija vzame za vhodna parametra koordinato 𝑥𝑖 in model ?⃑?, z matematičnim 
opisom pa naj bi čim bolje ponazarjala koordinate 𝑦𝑖. Pri zgradbi funkcije 𝑓(𝑥𝑖, ?⃑?) se 
domneva, da so podatki 𝑦𝑖 odvisni od podatkov 𝑥𝑖 [19–21]. Funkcijo predstavlja 
polinom, ki je zgrajen kot: 
f(xi, a⃑)=aMxi
M+…+a1xi
1+a0.            (11)  
 
 
 
 
 
 
 
 
3.3 Opis predvidenih, preizkušenih in uporabljenih orodij 
3.3.1 Programska oprema in orodja 
3.3.1.1 Spyder 
Programska oprema Spyder je znanstveno raziskovalno okolje Pythona (angl. 
Scientific PYthon Development EnviRonment). Spyder je močno interakcijsko okolje 
za programski jezik Python z naprednim urejanjem, interaktivnim preizkušanjem, 
odpravljanjem napak in introspektivnimi lastnostmi. Zaradi podpore IPythona in 
znanih knjižnic Pythona, kot so NumPy (linearna algebra), SciPy (obdelava signalov 
in slik) ter matplotlib (interaktivno 2D-/3D-načrtovanje slik oziroma izrisovanje slik), 
omogoča tudi numerično računsko okolje [23].  
 
 
 
 
 
 
 
 
 
 
 
 
Slika 19: Primer vhodne slike z naleganima polinomoma 1. reda 
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3.3.1.2 OpenCV 
OpenCV je programska knjižnica, ki je osnovana na algoritmih strojnega vida. Podprta 
je za programske jezike, kot so C, C++, Javascript in Python [24]. Iz programske 
knjižnice OpenCV smo uporabili algoritme, kot so: 
 
 morfološke operacije oziroma filtriranja,  
 glajenje z Gaussovim filtrom in medianinim filtrom,  
 Cannyjev algoritem iskanja robov,  
 slikovni gradient po osi 𝑥, 
 Houghova transformacija za iskanje linij. 
 
3.3.1.3 NumPy 
Temeljna programska knjižnica za znanstveno preračunavanje v programskem jeziku 
Python je NumPy. S knjižnico lahko definiramo večdimenzionalne nize podatkov 
(angl. multi-dimensional arrays) in z njimi povezane hitre matematične funkcije. 
Omogoča preproste rutine za linearno algebro, hitro Fourierjevo transformacijo in 
natančen naključni generator števil. Vsebuje orodja za integracijo C/C++ in kode 
Fortran [24, 25]. 
3.3.1.4 SciPy 
SciPy je temeljna knjižnica programskega jezika Python. Vsebuje zbirko 
matematičnih algoritmov in funkcij. Zagotavlja programske ukaze na visoki ravni 
(angl. high-level commands), ki so namenjeni za manipulacijo in vizualizacijo 
podatkov. Dodatna prednost uporabe knjižnice SciPy je, da omogoča razvijanje 
zapletenih programov in specializiranih aplikacij [27].  
 
SciPy Optimize je paket programske knjižnice SciPy. Vsebuje največkrat uporabljene 
algoritme oziroma funkcije in rutine za optimizacijo, in sicer [28]: 
 
 neomejeno in omejeno minimizacijo več spremenljivih skalarnih funkcij z 
uporabo različnih algoritmov (na primer Nelder-Meadovo metodo, 
konjugirani Newtonov gradient), 
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 globalno optimizacijske rutine, 
 algoritme za minimizacijo s pomočjo najmanjših kvadratov in naleganja 
polinomov (poglavje 3.2.6), 
 funkcije za minimizacijo skalarnih univerzalnih spremenljivk (angl. Scalar 
univariate functions minimizers), 
 funkcije za iskanje korenov polinomov, 
 razreševanje sistemov enačb z več spremenljivkami z uporabo različnih 
algoritmov, kot so hibridni algoritem Powell, Levenberg-Marquardtov 
algoritem, ter široko obsežne metode, kot je Newton-Krylova metoda.  
3.3.2 Strojna oprema 
3.3.2.1 Robotski manipulator 
Pri skeniranju varjencev smo uporabili 6-osni serijski robotski manipulator – robot 
Yaskawa, model MOTOMAN MA1440, tip YR-MA1440/MH12-A00 (Slika 20). 
Namenjen je predvsem aplikacijam robotskega varjenja [29]. Na robotskem 
manipulatorju sta bili pritrjeni varilna pištola in skenirna naprava s kamero. S skenirno 
napravo smo zajeli površino varjenca, ki se je vrtel na pozicionerju.  
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 Slika 20: Robotski manipulator skupaj s pozicionerjem serije DK 
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Robotski manipulator je težak 130 kg. Njegova nosilnost znaša 6 kg, kar je dovolj za 
skenirno napravo s kamero, varilno pištolo in za povezne pakete varilnega aparata. Ti 
paketi tehtajo od 3 kg do 4 kg. Natančnost ponovitve oziroma odstopanje pri polni 
obremenitvi znaša ± 0,08 mm. Horizontalni doseg glede na vrh robotskega 
manipulatorja znaša 1.440 mm, vertikalni doseg 2.511 mm, najvišja hitrost pa 
1.300 mm/s [29]. Manipulator je priključen na robotski krmilnik DX200 (Slika 21). 
Ta krmilnik je osnovan na operacijskem sistemu Windows® CE. Krmilnik omogoča 
priklop do 8 robotov oziroma 72 zunanjih osi. Upravljanje robotskega manipulatorja 
je preko učne enote (angl. Teachbox; Slika 21 – Teachbox je obešen na krmilniku) 
[30].  
 
 
 
 
 
 
 
 
 
 
 
 
 
3.3.2.2 Pozicioner 
Varjenec smo ob nastopu skeniranja zavrteli okoli svoje osi, zato smo uporabili 2-osni 
pozicioner (Slika 22) serije DK (Slika 23). Ta pozicioner predstavlja 3-segmentno 
napravo z dvema rotacijskima osema. 1. rotacijska os omogoča nagib oziroma rotacijo 
za ± 90°. Prestavno razmerje reduktorja znaša 1 178⁄ , maksimalna vrtilna hitrost 
motorja znaša 4.000 /min, pri tem se os vrti z 22,47 /min. Čas pospeševanja znaša 
0,5 s. 2. rotacijska os omogoča zavoj oziroma rotacijo za ± 360°. Razmerje reduktorja 
znaša 1 147,5⁄ , maksimalna vrtilna hitrost znaša 4.000 /min, pri tem se os vrti z 
27,12 /min. Čas pospeševanja znaša 0,4 s [31].  
Slika 21: Robotski krmilnik DX200 z učno enoto [29] 
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3.3.2.3 Varilni sistem Fronius 
Varilni sistem predstavljajo dva varilna izvora Fronius tipa MagicWave 2500 Job G/F 
(Slika 24 – A), uporabniški vmesnik Fronius (Slika 24 – B) in varilna pištola (Slika 
25). Varilni izvor MagicWave se uporablja pri TIG- in MMA-varjenju. Varilni sistem 
je v celoti digitaliziran – od napajanja, varilne pištole, oddaljene krmilne enote, 
Slika 22: Pozicioner z varjencem 
Slika 23: Pozicioner serije DK v CAD-modelu 
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robotskih vmesnikov do računalniških orodij [32]. Digitalni signalni procesor 
uravnava (regulira) in krmili varilni proces. Sistem vsebuje tudi TAC-funkcijo, ki 
omogoča hitrejše točkovno varjenje. Varilni izvor se lahko prilagodi enostavnejšemu 
pa tudi zahtevnejšemu varjenju. Ima več programov varjenja, ki se med seboj 
razlikujejo po tipu kovine in njeni debelini. Razlikujejo se tudi po uporabljenem 
varilnem plinu, električnem toku skozi konstantno ali hitrostno spremenljivo varjenje 
pa tudi po debelini varilne žice [32]. Dva varilna izvora omogočata sinhronizacijo 
oblokov [31, 32].  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Slika 24: Varilni izvor (A) z uporabniškim vmesnikom (B) 
Slika 25: Varilna pištola s skenirno napravo 
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3.3.2.4 Skenirna naprava s kamero 
Skenirna naprava s kamero (Slika 27) deluje po načelu laserske triangulacije (Slika 
26). Kovino, ki jo skeniramo, se osvetli z laserskim žarkom, ki po kovini potuje 
linijsko [4, 34]. Kamera zajame svetlobo, ki se odbije od kovine. Nato se analizira 
odboj z namenom določitve razdalje med senzorjem in osvetljeno površino. Ta 
postopek imenujemo triangulacijski algoritem [4]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Slika 26: Laserska triangulacija 
Slika 27: Skenirna naprava pri skeniranju linije čelnega preseka varjenca 
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4 Razpoznava značilnih točk linije 
Za razpoznavo značilnih točk linije čelnega preseka spoja smo najprej poskenirali 
varjence. Na razpolago smo imeli 6 varjencev različnih velikosti. 3 varjence smo 
uporabili za razpoznavo in analizo. Njihove velikosti so zbrane v tabeli 2. 
 
Tabela 2: Izmerjene velikosti varjencev 
Varjenec Razdalja čelnega preseka 
spoja 
Premer varjenca Debelina 
varjenca 
(mm) 
Vertikalna 
dolžina 
varjenca 
(mm) 
spodnja 
(mm) 
zgornja 
(mm) 
globina 
(mm) 
notranji 
(mm) 
zunanji 
(mm) 
1 2,50 10,32 9,00 84,14 102,07 8,55 400,00 
2 2,50 11,32 12,50 145,38 170,39 10,58 400,00 
3 4,00 12,23 12,30 145,66 170,25 10,59 400,00 
 
Pri skeniranju 1. varjenca smo dobili bazo 1.056 zajetih slik, pri 2. varjencu bazo 
557 slik, pri 3. varjencu pa 3. bazo s 560 slikami. Varjenci so bili narejeni iz kovin 
legiranega jekla. 
 
Razpoznavo značilnih točk linije smo najprej opravili z algoritmom odvoda 1. reda po 
osi 𝑥 in diagonalnima filtroma. Razpoznavo smo izboljšali z algoritmom naleganja 
polinomov 1. reda. Preizkusili smo tudi algoritem linijske Houghove transformacije, a 
se ni obnesel. Razlog je, da kljub filtriranju slik ne moremo odstraniti nepravilnosti 
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(anomalij) na zajetih slikah. Te nepravilnosti vplivajo na zaznavanje linij, saj linije 
tako niso zvezne. 
4.1 Razpoznava z odvodom in diagonalnima filtroma  
4.1.1 Splošen opis 
Značilne točke linije na slikah, ki predstavljajo čelni presek spoja varjenca, smo 
razpoznali v programskem okolju Spyder s programskim jezikom Python. Pri tem smo 
uporabili algoritem odvoda 1. reda po osi 𝑥 iz programske knjižnice OpenCV in 
diagonalna filtra, katerih struktura spominja na levo in desno diagonalo. Za vhodne 
slike smo vzeli vse 3 baze slik varjencev iz tabele 2.  
4.1.2 Izvedeni algoritmi 
V dodatku A se nahaja programska koda zasnovanega algoritma za razpoznavo 
značilnih točk z odvodom in diagonalnima filtroma. Za svoje delovanje programska 
koda potrebuje te vhodne parametre: 
 
 vhodno sliko, 
 številsko vrednost oziroma prag, ki določuje linijo, 
 številsko vrednost oziroma prag, ki določuje rast ali padec linije, 
 masko, 
 besedni niz (angl. string) z vrednostjo »true« ali »default«. 
 
Za nazorno prikazovanje sprememb po izvedbi posameznih algoritmov so slike v 
nadaljevanju opisovanja in delovanja programske kode za razpoznavo z odvodom in 
diagonalnima filtroma maskirane (Slika 29 – celotna slika, Slika 28 – maskirana slika). 
Glede na vrednost maske smo izrezali del slike in ga za namen ovrednotenja izvedenih 
algoritmov prikazali namesto celotne slike. Iz vhodne slike (Slika 29) najprej 
pridobimo podatke, kje se linija nahaja, in sicer koordinate točk linije (𝑥𝑖 , 𝑦𝑖), pri čemer 
𝑖 predstavlja vsako točko linije od 0 do 𝑁 po osi 𝑥 in osi 𝑦. S pridobljenimi točkami 
linije določimo skrajno zgornjo in spodnjo koordinato po osi 𝑦 (zgornjo in spodnjo 
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mejo). Izračunamo jih z mediano vseh točk linije po osi 𝑦. Z mejama tudi popravimo 
vrednosti maske. 
 
Nato izvedemo filtriranje vhodne slike z algoritmom morfoloških operacij (dilacijo in 
erozijo; Slika 30, Slika 32) ter algoritmoma medianinega glajenja in Gaussovega 
glajenja (Slika 31, Slika 33). Tako zmanjšamo vpliv šuma in nepravilnosti pri 
razpoznavi značilnih točk linije. 
 
 
Slika 28: Maskirana vhodna slika 
 
 
Slika 29: Vhodna slika s koordinatnim sistemom slike 
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Slika 30: 1. korak filtriranja maskirane vhodne slike z morfološko operacijo dilacije 
 
 
Slika 31: 2. korak filtriranja maskirane vhodne slike z medianinim glajenjem 
 
 
Slika 32: 3. korak filtriranja maskirane vhodne slike z morfološko operacijo erozije 
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Slika 33: 4. korak filtriranja vhodne slike z Gaussovim glajenjem 
 
Nad filtrirano vhodno sliko izvedemo še algoritem Cannyjevega detektorja robov, ki 
mu nastavimo višji prag pri vrednosti slikovnih elementov 150, nižji prag pa pri 
vrednosti 40 (poglavje 3.2.4). Dobimo sliko z dvema izrazitima vzporednima linijama 
(Slika 34), katerih prostor zapolnimo z izvedbo morfološke operacije zapiranja (Slika 
35). 
 
 
Slika 34: Izvedba algoritma Cannyjevega detektorja robov na filtrirani vhodni sliki, pri čemer 
dobimo upragovljeno sliko 
 
 
Slika 35: Zapolnitev upragovljene slike (Slika 34) z algoritmom morfoloških operacij zapiranja 
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Nazadnje izvedemo algoritem odvoda 1. reda po osi 𝑥 s Sobelovim operatorjem. 
Dobimo odvajano sliko (Slika 36), na kateri so prisotni tisti deli linije, pri katerih se 
oblika linije spreminja po osi 𝑥. Dobimo padajoči in naraščajoči del linije, ki je vsak 
zase zvezen, z manjšimi nepravilnostmi. Oba dela linije sta zaradi odvoda zamaknjena 
po osi 𝑦. Robove horizontalnega, padajočega in naraščajočega dela linije predstavljajo 
značilne točke oziroma točke, na katerih se linija lomi.  
 
 
Slika 36: Odvajana slika 
 
Za razpoznavo teh robov smo uporabili diagonalna filtra velikosti 9 𝑥 9. Filtra sta 
zgrajena tako: 
 
     kernelLevi=
[
 
 
 
 
 
 
 
 
0,79 0,64 0,50 0,36 0,22 0,09 0,01 0,00 0,00
1,22 1,08 0,94 0,79 0,63 0,48 0,34 0,22 0,12
1,66 1,52 1,38 1,22 1,07 0,91 0,77 0,63 0,49
1,76 1,83 1,80 1,66 1,51 1,35 1,21 1,07 0,93
1,35 1,51 1,65 1,78 1,83 1,78 1,65 1,51 1,37
0,91 1,07 1,22 1,38 1,52 1,66 1,78 1,83 1,74
0,48 0,63 0,79 0,94 1,08 1,24 1,39 1,55 1,69
0,06 0,19 0,35 0,50 0,64 0,80 0,95 1,11 1,25
0,00 0,00 0,01 0,08 0,21 0,36 0,52 0,67 0,81]
 
 
 
 
 
 
 
 
   (12) 
 
  kernelDesni=
[
 
 
 
 
 
 
 
 
0,00 0,00 0,01 0,09 0,22 0,36 0,50 0,64 0,79
0,12 0,22 0,34 0,48 0,63 0,79 0,94 1,08 1,22
0,49 0,63 0,77 0,91 1,07 1,22 1,38 1,52 1,66
0,93 1,07 1,21 1,35 1,51 1,66 1,80 1,83 1,76
1,37 1,51 1,65 1,78 1,83 1,78 1,65 1,51 1,35
1,74 1,83 1,78 1,66 1,52 1,38 1,22 1,07 0,91
1,69 1,55 1,39 1,24 1,08 0,94 0,79 0,63 0,48
1,25 1,11 0,95 0,80 0,64 0,50 0,35 0,19 0,06
0,81 0,67 0,52 0,36 0,21 0,08 0,01 0,00 0,00]
 
 
 
 
 
 
 
 
   (13) 
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Diagonalni filter 𝑘𝑒𝑟𝑛𝑒𝑙𝐿𝑒𝑣𝑖 (enačba 12) je namenjen razpoznavanju prvih dveh 
značilnih točk padajočega dela linije, zato ima največje vrednosti navzdol po 
diagonali. Diagonalni filter 𝑘𝑒𝑟𝑛𝑒𝑙𝐷𝑒𝑠𝑛𝑖 (enačba 13) pa je namenjen razpoznavanju 3. 
in 4. značilne točke naraščajočega dela linije, zato ima največje vrednosti navzgor po 
diagonali. Algoritem ima tudi možnost samodejnega izračuna diagonalnih filtrov za 
posamezno sliko, katerega programska koda se nahaja v dodatku A. Tako omogoča 
prilagoditev diagonalnih filtrov glede na velikosti čelnega preseka spoja varjenca. 
Samodejni izračun diagonalnih filtrov omogočimo z besednim nizom z ukazom 
»true«, vrednosti v enačbah (enačba 12, enačba 13) pa se privzamejo, če je ukaz 
»default«.  
 
Sliko, ki je filtrirana, upragovljena in odvajana, maskiramo s pomočjo maske. Pri tem 
se znebimo morebitnih nepravilnosti na odvajani sliki in zajamemo področje spoja 
oziroma padajoči ter naraščajoči del linije. Maskirano sliko razdelimo na polovico po 
osi 𝑥 glede na središče maskirane slike (Slika 37 – leva polovica maskirane slike; Slika 
38 – desna polovica maskirane slike). Za razpoznavo 1. in 2. značilne točke vzamemo 
levo polovico maskirane slike. Preverjamo vse vrednosti slikovnih elementov leve 
polovice slike. Pri tem se omejimo med zgornjo in spodnjo mejo linije, saj se značilni 
točki nahajata na tem območju. Če je vrednost aktualnega slikovnega elementa enaka 
ali večja od praga, ki določuje linijo, preverjamo še sosednje slikovne elemente. 
Preverjanje razvrstimo v ti dve okni: 
  
 zgornje levo okno (Slika 37 – temno moder okvir), velikosti 9 𝑥 9, z 
območjem 8 sosednjih slikovnih elementov navzgor in levo, z aktualnim 
slikovnim elementom na spodnjem desnem robu (Slika 37 – rdeča pika), 
 spodnje desno okno (Slika 37 – svetlo moder okvir), velikosti 9 𝑥 9, z 
območjem 8 sosednjih slikovnih elementov navzdol in desno, z aktualnim 
slikovnim elementom na zgornjem levem robu (Slika 37 – rdeča pika). 
 
Obe okni sta enakih velikosti kot filter 𝑘𝑒𝑟𝑛𝑒𝑙𝐿𝑒𝑣𝑖. Z njima zajamemo vse slikovne 
elemente, ki predstavljajo padec linije. Z vsakim oknom posebej izvedemo množenje 
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istoležnih členov s filtrom 𝑘𝑒𝑟𝑛𝑒𝑙𝐿𝑒𝑣𝑖 in seštejemo produkte vsakega okna posebej. 
Vsoti produkta normiramo glede na nepredznačni 8-bitni zapis zajete vhodne slike, in 
sicer med 0 in 255. Dobljeni normirani vsoti nato primerjamo z 2. pragom, ki 
določuje rast ali padec linije. Če je katerakoli izmed vsot večja od 2. praga, je 
aktualni slikovni element del padajočega dela linije, zato njegovi koordinati (𝑥, 𝑦) 
zapišemo v niz podatkov – točk padajoče linije. 1. značilno točko dobimo s 
povprečenjem pozicij vseh začetnih členov niza, katerih razlika koordinate 𝑦 in 
zgornje meje linije je manjša od 10 % globine čelnega preseka spoja (Tabela 2). 2. 
značilno točko dobimo s povprečenjem pozicij vseh končnih členov niza, katerih 
razlika koordinate 𝑦 in spodnje meje linije je manjša od 10 % globine čelnega preseka 
spoja (Tabela 2). 
 
 
Slika 37: Leva polovica maskirane slike z zgornjim levim oknom (temno modrim) in spodnjim 
desnim oknom (svetlo modrim); rdeča pika nakazuje aktualni slikovni element 
 
Enako smo naredili pri razpoznavi 3. in 4. značilne točke. Iskali smo koordinate točk 
(𝑥𝑖 , 𝑦𝑖) naraščajoče linije na desni polovici maskirane slike. Pri množenju istoležnih 
členov smo uporabili filter 𝑘𝑒𝑟𝑛𝑒𝑙𝐷𝑒𝑠𝑛𝑖 in ti dve okni: 
 
 spodnje levo okno (Slika 38 – temno zelen okvir), velikosti 9 𝑥 9, z 
območjem 8 sosednjih slikovnih elementov navzdol in levo, z aktualnim 
slikovnim elementom na spodnjem desnem robu (Slika 38 – rdeča pika), 
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 zgornje desno okno (Slika 38 – svetlo zelen okvir); velikosti 9 𝑥 9, z 
območjem 8 sosednjih slikovnih elementov navzgor in desno, z aktualnim 
slikovnim elementom na zgornjem levem robu (Slika 38 – rdeča pika). 
 
Ravno tako smo dobili dve normirani vsoti produkta, ki smo ju primerjali z drugim 
pragom, ki določuje rast ali padec linije. Če katera izmed vsot presega ta prag, 
koordinate aktualnega slikovnega elementa (𝑥𝑖 , 𝑦𝑖) zapišemo v niz podatkov, in sicer 
točk naraščajoče linije. 3. značilno točko dobimo s povprečenjem koordinat (𝑥𝑖 , 𝑦𝑖) 
vseh začetnih členov niza, katerih razlika koordinate 𝑦 in spodnje meje linije je manjša 
od 10 % globine čelnega preseka spoja (Tabela 2). 4. značilno točko dobimo s 
povprečenjem koordinat (𝑥𝑖 , 𝑦𝑖) vseh končnih členov niza, katerih razlika koordinate 𝑦 
in zgornje meje linije je manjša od 10 % globine čelnega preseka spoja (Tabela 2). 
 
   
Slika 38: Desna polovica maskirane slike s spodnjim levim oknom (temno zelenim) in zgornjim 
desnim oknom (svetlo zelenim); rdeča pika nakazuje aktualni slikovni element 
 
4.1.3 Rezultati 
Na slikah z razpoznanimi značilnimi točkami linije (Slika 39, Slika 40, Slika 41) 
opazimo, da so točke zamaknjene zaradi (slikovnega) odvoda 1. reda po osi 𝑥. Kljub 
temu so v večini primerov bile značilne točke razpoznane točno, saj so se nahajale 
blizu prelomov linije čelnega preseka varjenca z okvirno absolutno napako 0,40 mm. 
Absolutne napake, ki predstavljajo odstopanje izmerjene vrednosti od povprečne 
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vrednosti, so predstavljene v tabelah (Tabela 3, Tabela 4, Tabela 5). Absolutno napako 
smo izračunali po tem matematičnem izrazu: 
𝛥𝑎 =  𝑎𝑖 − ?̅?,                       (14) 
pri čemer 𝛥𝑎 predstavlja absolutno napako aktualne značilne točke (𝑥𝑖, 𝑦𝑖), 𝑎𝑖 
predstavlja koordinato 𝑥𝑖 ali 𝑦𝑖 aktualne značilne točke, ?̅? pa povprečno vrednost ?̅? ali 
?̅? vseh značilnih točk.  
 
 
Slika 39: Maskirana slika čelnega preseka varjenca iz 1. baze slik z razpoznanimi značilnimi 
točkami, dobljenimi z algoritmom odvoda 1. reda in diagonalnima filtroma 
 
 
Slika 40: Maskirana slika čelnega preseka varjenca iz 2. baze slik z razpoznanimi značilnimi 
točkami, dobljenimi z algoritmom odvoda 1. reda in diagonalnima filtroma 
 
 
Slika 41: Maskirana slika čelnega preseka varjenca iz 3. baze slik z razpoznanimi značilnimi 
točkami, dobljenimi z algoritmom odvoda 1. reda in diagonalnima filtroma 
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4.1.3.1 Rezultati razpoznave značilnih točk pri 1. bazi vhodnih slik 
Tabela 3: Absolutne napake značilnih točk 1. baze vhodnih slik pri razpoznavi z algoritmom odvoda 
1. reda in diagonalnima filtroma 
 Osi Povprečna 
absolutna 
napaka (mm) 
Največja 
absolutna 
napaka (mm) 
Najmanjša 
absolutna 
napaka (mm) 
Mediana 
absolutnih 
napak (mm) 
1. značilna 
točka 
𝑥 0,18 2,39 0,02 0,18 
𝑦 0,07 0,71 0,03 0,05 
2. značilna 
točka 
𝑥 0,30 1,46 0,02 0,23 
𝑦 0,14 0,84 0,01 0,10 
3. značilna 
točka 
𝑥 0,34 1,55 0,03 0,31 
𝑦 0,12 0,66 0,02 0,11 
4. značilna 
točka 
𝑥 0,23 1,11 0,006 0,25 
𝑦 0,56 0,26 0,005 0,08 
 
Absolutne napake značilnih točk iz 1. baze vhodnih slik pri razpoznavi z odvodom in 
diagonalnima filtroma so zbrane v tabeli 3. Povprečne absolutne napake znašajo med 
0,07 mm in 0,56 mm. Največje absolutne napake so od 0,26 mm do 2,39 mm, pri 
čemer se največja napaka nahaja pri 1. značilni točki po osi 𝑥. Najmanjši absolutni 
napaki sta pri 4. značilni točki po osi 𝑥 in osi 𝑦 ter znašata 0,006 mm in 0,005 mm. Pri 
ostalih značilnih točkah se vrednosti najmanjših absolutnih napak nahajajo med 
0,01 mm in 0,03 mm. Mediana vseh absolutnih napak znaša od 0,05 mm do 0,31 mm.  
 
4.1.3.2 Rezultati razpoznave značilnih točk pri 2. bazi vhodnih slik 
Povprečne absolutne napake značilnih točk iz 2. baze vhodnih slik znašajo med 
0,12 mm in 0,42 mm (Tabela 4). Največja absolutna napaka znaša 3,17 mm in se 
nahaja pri 3. značilni točki po osi 𝑥. Pri ostalih značilnih točkah so največje absolutne 
napake med 0,33 mm in 1,43 mm po obeh oseh. Najmanjše absolutne napake znašajo 
od 0,004 mm do 0,04 mm, pri čemer je najmanjša napaka pri 1. značilni točki po osi 𝑥. 
Mediana vseh absolutnih napak znaša od 0,09 mm do 0,41 mm. 
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Tabela 4: Absolutne napake značilnih točk 2. baze vhodnih slik pri razpoznavi z algoritmom 
odvoda 1. reda in diagonalnima filtroma 
 Osi Povprečna 
absolutna 
napaka (mm) 
Največja 
absolutna 
napaka (mm) 
Najmanjša 
absolutna 
napaka (mm) 
Mediana 
absolutnih 
napak (mm) 
1. značilna 
točka 
𝑥 0,20 0,73 0,03 0,14 
𝑦 0,12 0,33 0,004 0,09 
2. značilna 
točka 
𝑥 0,38 1,43 0,007 0,35 
𝑦 0,21 0,78 0,02 0,19 
3. značilna 
točka 
𝑥 0,42 3,17 0,04 0,30 
𝑦 0,20 1,16 0,03 0,19 
4. značilna 
točka 
𝑥 0,41 1,20 0,01 0,41 
𝑦 0,15 0,41 0,01 0,16 
 
4.1.3.3 Rezultati razpoznave značilnih točk pri 3. bazi vhodnih slik 
Tabela 5: Absolutne napake značilnih točk 3. baze vhodnih slik pri razpoznavi z algoritmom odvoda 
1. reda in diagonalnima filtroma 
 Osi Povprečna 
absolutna 
napaka (mm) 
Največja 
absolutna 
napaka (mm) 
Najmanjša 
absolutna 
napaka (mm) 
Mediana 
absolutnih 
napak (mm) 
1. značilna 
točka 
𝑥 0,24 0,96 0,03 0,20 
𝑦 0,15 0,68 0,004 0,17 
2. značilna 
točka 
𝑥 0,35 1,84 0,03 0,23 
𝑦 0,17 1,87 0,01 0,16 
3. značilna 
točka 
𝑥 0,68 1,72 0,02 0,65 
𝑦 0,18 0,71 0,03 0,14 
4. značilna 
točka 
𝑥 0,89 2,12 0,005 0,93 
𝑦 0,13 0,40 0,02 0,11 
 
Pri razpoznanih značilnih točkah iz 3. baze vhodnih slik znašajo povprečne vrednosti 
absolutnih napak med 0,13 mm in 0,89 mm (Tabela 5). Največje absolutne napake so 
od 0,40 mm do 1,84 mm, največja med njimi pa znaša 2,12 mm pri 4. značilni točki 
po osi 𝑥. Najmanjši napaki sta pri 1. in 4. značilni točki po osi 𝑥 z vrednostma 
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0,004 mm in 0,005 mm. Pri ostalih značilnih točkah so vrednosti najmanjših 
absolutnih napak med 0,01 mm in 0,03 mm. Mediana vseh absolutnih napak znaša od 
0,11 mm do 0,65 mm. 
4.2 Razpoznava z naleganjem polinomov  
4.2.1 Splošen opis 
Po razpoznavi značilnih točk z algoritmom odvoda 1. reda in diagonalnima filtroma 
smo točke razpoznavali še z algoritmom naleganja polinoma. Razpoznavo smo 
opravili s programskim jezikom Python v programskem okolju Spyder. Algoritem 
naleganja polinoma se nahaja v programski knjižnici SciPy Optimize. Pri tem smo 
uporabili polinom 1. reda, ki predstavlja premico. Za preizkušanje in ovrednotenje 
rezultatov smo uporabili tudi polinome višjih redov. Za vhodne slike smo vzeli vse 
baze slik varjencev, omenjenih v začetku poglavja 4. 
4.2.2 Izvedeni algoritmi 
V dodatku B se nahaja programska koda zasnovanega algoritma za razpoznavo 
značilnih točk z algoritmom naleganja polinoma 1. reda. Za njegovo delovanje smo 
definirali te vhodne parametre: 
 
 vhodna slika, 
 maska, 
 resolucija slike (slikovni element mm⁄ ), 
 želena maksimalna srednja kvadratna napaka (mm2). 
 
Iz vhodne slike (Slika 29) pridobimo koordinate točk linije po osi 𝑥 in osi 𝑦. Iz 
dobljenih koordinat točk določimo zgornjo in spodnjo mejo linije po osi 𝑦. Pri tem 
popravimo pozicijo maske na sliki glede na zgornjo in spodnjo mejo. Zaradi šuma in 
nepravilnosti, ki so na sliki in vplivajo na razpoznavo značilnih točk, izvedemo 
filtriranje vhodne slike. Za filtriranje uporabimo algoritem morfoloških operacij (Slika 
30 – dilacija, Slika 32 – erozija) in algoritma medianinega glajenja (Slika 31) ter 
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Gaussovega glajenja (Slika 33). Dobimo filtrirano sliko, iz katere ponovno določimo 
koordinate točk linije (𝑥𝑖, 𝑦𝑖) na sliki, da dobimo natančnejše podatke o legi linije. Z 
zgornjo, spodnjo mejo in masko določimo in razdelimo točke linije na točke 
padajočega dela linije ter na točke naraščajočega dela linije. Določimo naleganje 
polinoma 1. reda po teh korakih: 
 
1. Za matematični opis padajočega dela linije s polinomom uporabimo 
algoritem naleganja polinoma. Temu algoritmu definiramo enačbo polinoma 
1. reda, koordinate točk (𝑥𝑖, 𝑦𝑖) padajočega dela linije in okvirne minimalne 
ter maksimalne vrednosti parametrov polinoma. Pri premici sta to naklon in 
začetna vrednost. Enako postopamo pri matematičnem opisu naraščajočega 
dela linije.  
2. Dobimo parametre dveh polinomov. Parametre vstavimo v enačbo polinoma 
1. reda – posebej za naraščajoči del, posebej za padajoči del linije. Z 
dobljenima polinomoma in koordinatami točk 𝑥𝑖 obeh delov linije 
izračunamo nove koordinate 𝑦𝑖_𝑖𝑧𝑟𝑎č𝑢𝑛𝑎𝑛𝑖. Te koordinate omejimo med 
zgornjo in spodnjo mejo. Graf naleganja polinomov 1. reda prikazuje slika 
42, pri čemer je glede na vhodno sliko (Slika 29) koordinatni sistem obrnjen 
za 180° po osi 𝑦. Na grafu (Slika 42) je zato prikazan padajoči del linije kot 
naraščajoči in obratno. Enako velja za sliko 48. 
3. Med dejanskimi vrednostmi koordinat (𝑦𝑖) padajočega dela linije iz vhodne 
slike in izračunanimi vrednostmi koordinat (𝑦𝑖_𝑖𝑧𝑟𝑎č𝑢𝑛𝑎𝑛𝑖) padajočega dela 
linije smo določili srednjo kvadratno napako vsake točke linije (𝑥𝑖 , 𝑦𝑖) po tej 
enačbi: 
𝑚𝑠𝑒 =  
1
𝑁
∑ (𝑦𝑖 − 𝑦𝑖_𝑖𝑧𝑟𝑎č𝑢𝑛𝑎𝑛𝑖)
𝑁
𝑖=1 ,             (15) 
pri čemer 𝑁 predstavlja število vseh točk (𝑥𝑖 , 𝑦𝑖), ki predstavljajo lego 
padajočega dela (Slika 43). Enako smo ravnali pri izračunu srednje kvadratne 
napake za naraščajoči del linije (Slika 44). 
4. Vsako dejansko točko (𝑥𝑖, 𝑦𝑖) padajočega dela linije, katere srednja 
kvadratna napaka je bila večja od želene maksimalne srednja kvadratne 
napake, smo izbrisali iz niza točk padajočega dela. Enako smo naredili pri 
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dejanskih točkah naraščajočega dela linije. Za lažje odločanje smo preko 
podatka o resoluciji slike izrazili srednjo kvadratno napako v mm2. 
5. Ponovili smo koraka 1 in 2, pri čemer smo pri 2. koraku namesto vseh 
koordinat 𝑦𝑖-točk padajočega dela linije vzeli le zgornjo in spodnjo mejo. 
Dobili smo prvi 2 značilni točki linije (Slika 45 – levi modri piki). Namesto 
vseh koordinat 𝑦𝑖-točk naraščajočega dela linije smo vzeli spodnjo in zgornjo 
mejo ter dobili 3. in 4. značilno točko linije (Slika 45 – desni zeleni piki).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Slika 42: Graf poteka linije in naleganih polinomov 1. reda za padajoči in naraščajoči del v odvisnosti 
od slikovnih elementov po osi x 
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Slika 43: Graf poteka srednje kvadratne napake padajočega dela linije v odvisnosti od slikovnih 
elementov po osi x 
Slika 44: Graf poteka srednje kvadratne napake naraščajočega dela linije v odvisnosti od slikovnih 
elementov po osi x 
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4.2.3 Rezultati 
Algoritem naleganja polinoma je natančno razpoznal značilne točke iz vseh baz 
vhodnih slik. Značilne točke na sliki 45, sliki 46 in sliki 47 predstavljajo modre ter 
zelene pike oziroma točke. Te točke na spodnjih slikah se nahajajo blizu prelomov 
linije z okvirno absolutno napako 0,10 mm (absolutna napaka je predstavljena v 
poglavju 4.1.3 z enačbo 14). 
 
Za ovrednotenje točk, ki ustrezajo liniji, v algoritmu naleganja polinoma uporabljamo 
srednjo kvadratno napako. Za končno ovrednotenje značilnih točk linije pa absolutno 
napako, saj je za raziskavo magistrskega dela pomembnejše odstopanje v mm kot mm2. 
 
 
Slika 45: Maskirana slika čelnega preseka varjenca iz 1. baze slik z razpoznanimi značilnimi 
točkami – modri in zeleni piki 
 
 
Slika 46: Maskirana slika čelnega preseka varjenca iz 2. baze slik z razpoznanimi značilnimi 
točkami – modri in zeleni piki 
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Slika 47: Maskirana slika čelnega preseka varjenca iz 3. baze slik z razpoznanimi značilnimi 
točkami – modri in zeleni piki 
 
Pri uporabi algoritma naleganja polinoma z višjimi redi so bila odstopanja razpoznanih 
značilnih točk večja kot pri polinomih 1. reda (Slika 48). Odstopanja so se z večanjem 
reda polinoma povečevala, zato se za nadaljnjo razpoznavo z naleganjem polinoma 
višjega reda nismo odločili.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4.2.3.1 Rezultati razpoznave značilnih točk pri 1. bazi vhodnih 
slik 
Pri 1. bazi vhodnih slik glede na tabelo 6 znašajo povprečne absolutne napake 
razpoznanih značilnih točk linije od 0,06 mm do 0,24 mm. Največji absolutni napaki 
Slika 48: Graf poteka linije in naleganih polinomov 1. in 2. reda za padajoči in naraščajoči del v odvisnosti 
od slikovnih elementov po osi x 
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znašata 0,81 mm in 0,70 mm. Prva absolutna napaka se nahaja pri 3. značilni točki po 
osi 𝑥, druga absolutna napaka pa pri 2. značilni točki po osi 𝑥. Pri ostalih značilnih 
točkah so bile največje absolutne napake manjše od 0,45 mm. Najmanjše absolutne 
napake se nahajajo med 0,004 mm in 0,04 mm. Najpogostejše vrednosti oziroma 
mediana vseh absolutnih napak znaša od 0,07 mm do 0,20 mm. Iz tabele 6 lahko 
razberemo, da sta se najbolje razpoznali 1. in 4. značilna točka, saj imata manjše 
absolutne napake v primerjavi z 2. in 3. značilno točko. 
 
Tabela 6: Absolutne napake razpoznanih značilnih točk 1. baze vhodnih slik pri razpoznavi z naleganjem 
polinoma 1. reda 
 Osi Povprečna 
absolutna 
napaka (mm) 
Največja 
absolutna 
napaka (mm) 
Najmanjša 
absolutna 
napaka (mm) 
Mediana 
absolutnih 
napak (mm) 
1. značilna 
točka 
𝑥 0,10 0,42 0,004 0,09 
𝑦 0,06 0,18 0,01 0,07 
2. značilna 
točka 
𝑥 0,20 0,70 0,02 0,15 
𝑦 0,11 0,38 0,04 0,13 
3. značilna 
točka 
𝑥 0,24 0,81 0,03 0,20 
𝑦 0,11 0,38 0,04 0,13 
4. značilna 
točka 
𝑥 0,17 0,44 0,02 0,15 
𝑦 0,06 0,18 0,01 0,07 
 
 
4.2.3.2 Rezultati razpoznave značilnih točk pri 2. bazi vhodnih 
slik 
Absolutne napake razpoznavnih značilnih točk 2. baze vhodnih slik so zbrane v 
tabeli 7. Povprečne absolutne napake znašajo med 0,14 mm in 0,38 mm. V primerjavi 
s 1. bazo so te absolutne napake malo višje. Največje absolutne napake se nahajajo od 
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0,24 mm do 0,73 mm, največja med njimi pa znaša 1,40 mm pri 3. značilni točki po 
osi 𝑥. Najmanjše absolutne napake se nahajajo med 0,04 mm in 0,01 mm, tudi od 
0,0002 mm pri 2. značilni točki. Mediana vseh absolutnih napak znaša od 0,15 mm do 
0,30 mm. 
 
Tabela 7: Absolutne napake razpoznanih značilnih točk 2. baze vhodnih slik pri razpoznavi z naleganjem 
polinoma 1. reda 
 Osi Povprečna 
absolutna 
napaka (mm) 
Največja 
absolutna 
napaka (mm) 
Najmanjša 
absolutna 
napaka (mm) 
Mediana 
absolutnih 
napak (mm) 
1. značilna 
točka 
𝑥 0,22 0,73 0,03 0,23 
𝑦 0,14 0,24 0,01 0,16 
2. značilna 
točka 
𝑥 0,28 0,93 0,0002 0,25 
𝑦 0,17 0,36 0,02 0,15 
3. značilna 
točka 
𝑥 0,38 1,40 0,04 0,30 
𝑦 0,17 0,36 0,02 0,15 
4. značilna 
točka 
𝑥 0,34 0,92 0,01 0,27 
𝑦 0,14 0,24 0,01 0,16 
 
 
4.2.3.3 Rezultati razpoznave značilnih točk pri 3. bazi vhodnih 
slik 
Povprečne absolutne napake razpoznanih značilnih točk 3. baze vhodnih slik znašajo 
med 0,12 mm in 0,88 mm (Tabela 8). Največji absolutni napaki znašata 1,99 mm in 
1,64 mm. Največji absolutni napaki se nahajata pri 3. in 4. značilni točki po osi 𝑥. Pri 
ostalih značilnih točkah so bile največje absolutne napake od 0,42 mm do 1,12 mm. 
Najmanjše absolutne napake so znašale od 0,002 mm do 0,04 mm, pri čemer se 
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najmanjši absolutni napaki nahajata pri 2. in 3. značilni točki po osi 𝑦. Mediana vseh 
absolutnih napak znaša od 0,07 mm do 0,20 mm. 
 
Tabela 8: Absolutne napake razpoznanih značilnih točk 3. baze vhodnih slik pri razpoznavi z naleganjem 
polinoma 1. reda 
 Osi Povprečna 
absolutna 
napaka (mm) 
Največja 
absolutna 
napaka (mm) 
Najmanjša 
absolutna 
napaka (mm) 
Mediana 
absolutnih 
napak (mm) 
1. značilna 
točka 
𝑥 0,18 0,47 0,04 0,21 
𝑦 0,12 0,17 0,003 0,17 
2. značilna 
točka 
𝑥 0,29 1,12 0,01 0,24 
𝑦 0,15 0,42 0,002 0,17 
3. značilna 
točka 
𝑥 0,77 1,99 0,04 0,72 
𝑦 0,15 0,42 0,002 0,17 
4. značilna 
točka 
𝑥 0,88 1,64 0,03 0,90 
𝑦 0,12 0,17 0,003 0,17 
 
4.3  Primerjava uporabljenih metod in razprava 
V tabeli 9, tabeli 10 in tabeli 11 so predstavljene absolutne napake meritev značilnih 
točk linije pri prvotnem načinu razpoznave, ki je opisan v poglavju 2. Največja 
absolutna napaka v primeru vseh baz vhodnih slik je znašala od 0,26 mm do 16,67 mm 
(Slika 50 – primer razpoznane točke z največjo absolutno napako), najmanjša pa od 
0,0002 mm do 7,37 mm. Povprečna absolutna napaka je znašala od 0,05 mm do 
4,38 mm. Te vrednosti dajejo velik raztros k meritvam, zaradi česar meritve niso točne, 
čeprav so natančne, kar lahko razberemo iz mediane absolutnih napak. Natančne so 
zato, ker pravilno razpoznane značilne točke resnično ležijo na prelomu linije. Če bi 
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bile meritve točne, bi pomenilo, da vse razpoznane točke ležijo v manjšem radiju (manj 
kot 2 mm) okoli prelomov in ne izven njih, zaradi tega pravimo, da imamo raztros 
meritev. Algoritem zagotavlja razpoznavo le zgornjih značilnih točk, ne pa tudi 
spodnjih značilnih točk (Slika 49).  
 
 
 Tabela 9: Absolutne napake razpoznanih značilnih točk 1. baze vhodnih slik pri prvotni razpoznavi 
 Osi Povprečna 
absolutna 
napaka (mm) 
Največja 
absolutna 
napaka (mm) 
Najmanjša 
absolutna 
napaka (mm) 
Mediana 
absolutnih 
napak (mm) 
1. značilna 
točka 
𝑥 0,17 5,93 0,004 0,08 
𝑦 0,05 0,26 0,0002 0,03 
4. značilna 
točka 
𝑥 2,33 6,21 0,14 1,42 
𝑦 0,12 0,89 0,0003 0,09 
 
 
Tabela 10: Absolutne napake razpoznanih značilnih točk 2. baze vhodnih slik pri prvotni razpoznavi 
 Osi Povprečna 
absolutna 
napaka (mm) 
Največja 
absolutna 
napaka (mm) 
Najmanjša 
absolutna 
napaka (mm) 
Mediana 
absolutnih 
napak (mm) 
1. značilna 
točka 
𝑥 0,22 0,98 0,03 0,20 
𝑦 0,18 16,67 6,90 0,12 
4. značilna 
točka 
𝑥 0,30 9,45 0,04 0,21 
𝑦 0,27 16,55 7,37 0,18 
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Tabela 11: Absolutne napake razpoznanih značilnih točk 3. baze vhodnih slik pri prvotni razpoznavi 
 Osi Povprečna 
absolutna 
napaka (mm) 
Največja 
absolutna 
napaka (mm) 
Najmanjša 
absolutna 
napaka (mm) 
Mediana 
absolutnih 
napak (mm) 
1. značilna 
točka 
𝑥 0,30 4,84 0,01 0,18 
𝑦 0,21 16,41 0,004 0,15 
4. značilna 
točka 
𝑥 4,38 6,58 0,20 4,35 
𝑦 0,29 16,33 0,008 0,17 
 
Zaradi razpoznave vseh značilnih točk smo značilne točke najprej razpoznavali z 
algoritmom odvoda 1. reda in diagonalnima filtroma. Rezultati meritev absolutnih 
napak razpoznanih značilnih točk, ki so opisani v poglavjih 4.1.3.1, 4.1.3.2 in 4.1.3.3, 
nakazujejo točne meritve (Slika 51), vendar manj natančne. Razlog je, da točke ležijo 
sorazmerno skupaj, vendar ne na prelomu linije, kar lahko vidimo na sliki 52. Zaradi 
potreb po natančnejši razpoznavi, zaradi zahtev varjenja, smo preizkusili še algoritem 
naleganja polinoma.  
 
Pri algoritmu naleganja polinoma linijo spoja čelnega preseka varjenca postavimo na 
graf, pri čemer pozicijo (𝑥𝑖, 𝑦𝑖) vsakega slikovnega elementa linije (𝑖 ∈ {0, 𝑁}) 
predstavimo kot koordinato 𝑦𝑖 v odvisnosti od koordinate 𝑥𝑖. Vrednost slikovnega 
elementa na liniji za algoritem naleganja polinoma ni pomembna, saj iščemo pozicijo 
značilnih točk. Algoritem naleganja polinoma je v primerjavi z algoritmom odvoda 
1. reda in diagonalnima filtroma (Slika 51, Slika 52) ter prvotnim algoritmom (Slika 
49, Slika 50) natančnejši in točnejši pri razpoznavi značilnih točk linije, saj razpoznane 
točke resnično ležijo na prelomih linije (Slika 53, Slika 54). To vidimo iz tabele 6, 
tabele 7, tabele 8, ki predstavljajo meritve absolutnih napak z algoritmom naleganja 
polinomov, pri katerih absolutne napake znašajo pod največjo absolutno napako 
1,99 mm oziroma v povprečju okoli 0,23 mm. Iz tabele 3, tabele 4, tabele 5, ki 
predstavljajo meritve absolutnih napak z algoritmom odvoda 1. reda in diagonalnih 
filtrov, ugotovimo, da znaša največja absolutna napaka 3,17 mm oziroma v povprečju 
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okoli 0,29 mm, kar je 5-krat manj glede na največjo absolutno napako pri prejšnji 
metodi (16,67 mm). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Slika 49: Uspešna razpoznava značilnih točk s prvotnim algoritmom 
Slika 50: Neuspešna razpoznava značilne točke (zelena pika) s prvotnim 
algoritmom 
Slika 51: Uspešna razpoznava značilne točke z algoritmom odvoda in 
diagonalnima filtroma 
Slika 52: Manj uspešna razpoznava 2. značilne točke (2. modra pika z leve 
proti desni) z algoritmom odvoda in diagonalnima filtroma 
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Dodatno primerjavo razpoznave vseh algoritmov (algoritma razpoznave z odvodom 1. 
reda in diagonalnima filtroma, algoritma razpoznave z naleganjem polinoma) smo 
opravili še na isti sliki linije čelnega preseka spoja. Sliko linije čelnega preseka spoja 
smo vzeli iz 3. baze vhodnih slik, in sicer kot 358. zapovrstjo. Slika 55 predstavlja 
razpoznane značilne točke z algoritmom naleganja polinoma. Slika 56 predstavlja 
razpoznane značilne točke z algoritmom odvoda in diagonalnima filtroma. Slika 57 pa 
predstavlja razpoznani značilni točki s prvotnim algoritmom. Če vidno primerjamo 
zgornji značilni točki na vseh treh slikah, vidimo, da je največja napaka pri 4. značilni 
točki po osi 𝑥 na sliki 57. Absolutna napaka znaša 4,18 mm, na sliki 56 znaša 0,63 mm, 
na sliki 55 pa le 0,16 mm. Ostale absolutne napake so zbrane v tabeli 12. 
 
 
 
 
 
 
 
 
Slika 53: Uspešna razpoznava značilne točke z algoritmom naleganja 
polinomov 
Slika 54: Manj uspešna razpoznava 2. in 3. značilne točke (modra in zelena 
pika spodaj) z algoritmom naleganja polinomov 
Slika 55: Razpoznane značilne točke z algoritmom naleganja polinoma na 358. 
sliki 1. baze vhodnih slik 
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Tabela 12: Primerjava absolutnih napak razpoznanih značilnih točk z različnimi algoritmi na 358. sliki 3. 
baze vhodnih slik 
 Osi Absolutna napaka (mm) 
pri algoritmu 
prvotne 
razpoznave 
pri algoritmu 
odvoda in 
diagonalnih 
filtrih 
pri algoritmu 
naleganja 
polinoma 
1. značilna točka 𝑥 0,24 0,39 0,04 
𝑦 0,18 0,25 0,17 
2. značilna točka 𝑥  0,23 0,16 
𝑦  0,18 0,17 
3. značilna točka 𝑥  0,65 0,55 
𝑦  0,20 0,17 
4. značilna točka 𝑥 4,18 0,63 0,16 
𝑦 0,01 0,19 0,17 
 
Slika 56: Razpoznane značilne točke z algoritmom odvoda in diagonalnima 
filtroma na 358. sliki 1. baze vhodnih slik 
Slika 57: Razpoznane značilne točke s prvotnim algoritmom na 358. sliki 1. 
baze vhodnih slik 
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Menimo, da je bil pri razpoznavi značilnih točk najuporabnejši algoritem naleganja 
polinomov. S tem algoritmom smo dosegli manjše absolutne napake meritev 
razpoznanih značilnih točk. Največja absolutna napaka je znašala 1,99 mm, prisotna 
je bila samo pri 3. bazi slik, kjer spodnja razdalja utora znaša 4,00 mm. To pomeni, da 
je bila kljub veliki napaki značilna točka razpoznana blizu dejanske značilne točke. 
 
Izboljšava bi bila možna z algoritmom afine aproksimacijske poravnave, ki uporablja 
metodo iterativno najbližje točke. Ta algoritem uvrščamo med geometrijske preslikave 
in poravnave, deluje pa po principu transformacijskih matrik. Algoritem z nizom točk 
referenčnega objekta in metode iterativno najbližje točke išče take parametre 
poravnave na objekt (parametre premika, rotacije, faktorje skaliranja in striga), da je 
njuna razlika najmanjša [12]. Tako bi se lahko razpoznane značilne točke s pomočjo 
parametrov poravnave le preslikale glede na objekt na sliki. Za ta algoritem bi 
potrebovali več časa za preizkušanje in analizo v primerih presvetlitve in odbojev od 
kovine.  
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5 Zaključek 
Obstaja zelo veliko načinov za razpoznavo značilnih točk linije na čelnem preseku 
spoja na varjencu (končni produkt je predstavljen na sliki 58). Osredotočili smo se le 
na razpoznavo značilnih točk linije z algoritmom odvoda 1. reda po osi 𝑥 in 
diagonalnima filtroma ter z algoritmom naleganja polinoma. Pri razpoznavi z 
algoritmom odvoda in diagonalnima filtroma pridobimo pozicije oziroma koordinate 
vseh 4 značilnih točk v primerjavi s prvotnim algoritmom (poglavje 2). Koordinate 
značilnih točk so točne, vendar ne dovolj natančne, saj povprečni raztros meritev 
absolutnih napak značilnih točk znaša od 0,05 mm do 0,65 mm. Ker postopek varjenja 
zahteva natančnejše koordinate točk, smo opravili razpoznavo značilnih točk še z 
naleganjem polinoma. Z naleganjem polinoma smo tudi dosegli uspešnejšo – točno in 
natančno – razpoznavo vseh značilnih točk, s skoraj 2-krat manjšim raztrosom meritev 
(povprečno od 0,07 mm do 0,30 mm). Največja absolutna napaka razpoznave v vseh 
bazah vhodnih slik je pri algoritmu naleganja polinoma znašala manj kot 2 mm.  
 
Da bi zmanjšali največjo absolutno napako (1,99 mm), bi morali še dodatno zmanjšati 
vplive šuma, presvetlitev in nepravilnosti na razpoznavo, ki so predstavljali težavo. 
Nepravilnosti so se pojavile zaradi grobe površine varjenca, ki je bila prekrita z 
manjšimi nepravilnostmi in/ali točkovnimi zvari na spoju; te nepravilnosti so pri 
skeniranju varjenca vnašale šum in presvetlitve na sliko. Težavo smo razreševali s 
filtriranjem zajetih slik. Z uporabo algoritmov morfoloških operacij smo v grobem 
zmanjšali odstopanja od linije, z Gaussovim glajenjem in medianinim glajenjem pa 
smo zgladili linijo utora na zajetih slikah. Imeli smo tudi težavo z nedefinirano 
pripravo spoja zvara, saj je bila širina utora različna pri posameznem varjencu in zato 
nismo mogli zagotoviti dovolj robustne razpoznave. Če bi bila širina utora definirana 
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in pri vseh enaka, bi tako lahko imeli merilo, s pomočjo katerega bi razpoznavali in 
preverjali točnost ter natančnost značilnih točk. 
 
Možnost izpopolnitve razpoznave značilnih točk linije je veliko. Izboljšava bi lahko 
bila, da bi algoritem naleganja polinomov preizkusili z nefiltriranimi točkami in 
omejitvijo parametrov polinoma. Druga izboljšava je tudi v geometrijskih preslikavah 
in poravnavah oblik, z algoritmom afine aproksimacijske poravnave. Algoritem deluje 
po principu transformacijskih matrik, ki z nizom točk referenčnega objekta in metode 
iterativno najbližje točke išče take parametre poravnave na objekt, da je njuna razlika 
najmanjša [12]. Tako bi se lahko razpoznane značilne točke s pomočjo parametrov 
poravnave le preslikale glede na objekt na sliki. Predvideno težavo bi ponovno 
predstavljali točkovni zvari in presvetlitve, saj bi popačili objekt in bi vplivali na 
parametre preslikave, zato bi bilo treba več časa preizkušati in analizirati ter primerjati 
algoritem afine aproksimacijske poravnave z ostalimi izvedenimi algoritmi 
razpoznave. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Slika 58: Zavarjena kovinska konstrukcija žerjava 
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A Programska koda pri razpoznavi z algoritmom 
odvoda 1. reda in diagonalnima filtroma v jeziku 
Python 
 
"""      UPORABLJENE KNJIŽNICE        """ 
 
import PIL.Image as im 
import numpy as np 
import matplotlib.pyplot as plt 
 
from os import listdir 
from os.path import isfile, join 
 
import cv2  
 
#XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX 
 
"""            ALGORITEM         """ 
 
 
def getRisingFallingEdge(iImage, iThresh, powerField, iMask, 
KernelCompute): 
    """  
    Funkcija getRisingFallingEdge išče značilne točke trapezne 
    geometrije s 1. opisanim algoritmom tj. z algoritmom odvoda 
    1. reda po osi x in diagonalnima filtroma.  
 
    Vhodni parametri so: 
    iImage – vhodna slika zajete laserske linije trapezne geomtrije 
    iThresh – številska vrednost oziroma prag, ki določuje linijo 
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    powerField – številska vrednost oziroma prag, ki določuje rast 
    ali padec linije 
    iMask – maska vhodne slike 
    KernelCompute – besedni niz (angl. string) z vrednostjo ''true'' 
    (izvedemo avtomatsko računanje filtrov kernel_Levi in 
    kernel_Desni) ali ''default'' (privzamemo konstantne vrednosti za 
    filtra kernel_Levi in kernel_Desni) 
 
    Izhodna parametra: 
    Corners – razpoznane značilne točke 
    iMask – nova maska za naslednje vhodne slike 
 
    Pripravila: Jožica Piškur 
    """ 
    """ Poiščemo linijo ter zgornjo mejo """ 
    ptsLine = [] 
    Y,X = iImage.shape 
     
    for x in range(X): 
        idY = np.where(iImage[:,x]==np.max(iImage[:,x])) 
        idY=np.ceil(np.mean(idY)) 
        idY = int(idY) 
        ptsLine.append(idY)     
    edgeUpper = int(np.median(ptsLine)) 
     
 
    " Razberemo koordinate maske " 
    xL, yL = iMask[0] 
    xD, yD = iMask[1] 
     
 
    " ALi se zgornja meja nahaja znotraj maske? Če ne, popravimo y 
postavitev maske" 
    dx, dy = xD-xL, yD-yL 
    if not(edgeUpper > yL and edgeUpper < yD): 
         
        yL = edgeUpper - dy/3 
        yD = edgeUpper + dy/3*2 + dy%3 
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    iCenterX = (xL+xD)/2         
    iMask = [[xL, yL],[xD, yD]] 
     
 
    """     FILTRIRANJE     """ 
    kernel3 = np.ones((3,3),np.float) 
    kernel5 = np.ones((5,5),np.float) 
    kernel7 = np.ones((7,7),np.float) 
    dilate1 = cv2.morphologyEx(iImage, cv2.MORPH_DILATE, kernel5) 
    filter2_1 = cv2.GaussianBlur(dilate1.astype('uint8'), (3,3),2) 
    filter2_2 = cv2.medianBlur(filter2_1 ,7) 
    erode3 = cv2.morphologyEx(filter2_2, cv2.MORPH_ERODE, kernel3) 
    filter4_1 = cv2.GaussianBlur(erode3.astype('uint8'),(5,5), 2) 
    filter4_2 = cv2.medianBlur(filter4_1, 7) 
    filter4_3 = cv2.GaussianBlur(filter4_2,(3,3),2) 
    erode5 = cv2.morphologyEx(filter4_3, cv2.MORPH_ERODE, kernel7) 
    filter6 = cv2.GaussianBlur(erode5.astype('uint8'),(3,3), 2) 
    edges7 = cv2.Canny(filter6,40,150)                          
    close8 = cv2.morphologyEx(edges7, cv2.MORPH_CLOSE, kernel5) 
 
 
    """     GRADIENT PO X_SU     """ 
    imgSobelX=cv2.Sobel(close8.astype('float'),cv2.CV_8U,1,0, 
ksize=5) 
     
     
    """   AUTOMATSKO RAČUNANJE DIAGONALNIH FILTROV """ 
    if KernelCompute == 'true': 
        kernelsL = [] 
        kernelsR = [] 
        sumL = [] 
        sumR = [] 
         
        kernelAuto = np.ones((9,9)).astype('float') 
        dyK, dxK = kernelAuto.shape 
        dyK = int(dyK) 
        dxK = int(dxK) 
         
        sobelXShort = imgSobelX[yL:yD, xL:xD].astype('float') 
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        for y in range(dyK/2, int(sobelXShort.shape[0]) - dyK/2): 
            for x in range(dxK/2, int(sobelXShort.shape[1]) - dxK/2): 
                if sobelXShort[y,x]>=iThresh: 
                    temp = sobelXShort[y-dyK/2:y+dyK/2+1,  
   x-dxK/2:x+dxK/2+1]*kernelAuto  
                    temp = temp/np.max(temp) 
                    if x < iCenterX-xL: 
                        kernelsL.append(temp) 
                        sumL.append(np.sum(temp)) 
                    else: 
                        kernelsR.append(temp) 
                        sumR.append(np.sum(temp)) 
         
        iThrL = np.max(sumL)-5.0   
        iThrR = np.max(sumR)-5.0 
        idxL = np.where(sumL >= iThrL)[0] 
        idxR = np.where(sumR >= iThrR)[0] 
         
        kernelL = 0 
        kernelLL = [] 
        for L in range(len(idxL)): 
            kernelL = kernelL + kernelsL[idxL[L]] 
kernelLL.append(kernelsL[idxL[L]]) 
utezL=float(len(np.where(kernelL!=0)[0]))/float(np.sum   
(kernelL)) 
        kernelLeft = utezL*kernelL 
         
        kernelR = 0 
        kernelRR = [] 
        for R in range(len(idxR)): 
            kernelR = kernelR + kernelsR[idxR[R]] 
      kernelRR.append(kernelsR[idxR[R]])                      
  utezR=float(len(np.where(kernelR!=0)[0]))/float(np.sum  
(kernelR)) 
        kernelRight = utezR*kernelR 
                 
    else: 
        kernelLeft = np.array( 
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[[0.785, 0.644, 0.502, 0.361, 0.219, 0.090, 0.013, 0.000, 0.000], 
 [1.223, 1.082, 0.940, 0.785, 0.631, 0.476, 0.335, 0.219, 0.116], 
 [1.661, 1.519, 1.378, 1.223, 1.069, 0.914, 0.773, 0.631, 0.489], 
 [1.764, 1.828, 1.803, 1.661, 1.507, 1.352, 1.210, 1.069, 0.927], 
 [1.352, 1.507, 1.648, 1.777, 1.828, 1.777, 1.648, 1.507, 1.365], 
 [0.914, 1.069, 1.223, 1.378, 1.519, 1.661, 1.777, 1.828, 1.738], 
 [0.476, 0.631, 0.785, 0.940, 1.082, 1.236, 1.391, 1.545, 1.687], 
 [0.064, 0.193, 0.348, 0.502, 0.644, 0.798, 0.953, 1.107, 1.249], 
 [0.000, 0.000, 0.013, 0.077, 0.206, 0.361, 0.515, 0.670, 0.811]], 
np.float) 
     
        kernelRight = kernelLeft[:,::-1] 
 
 """ Iskanje slikovnih elementov, ki predstavljajo linijo """  
    tempL=[] 
    tempD=[] 
 
    for x in range(xL,xD+1): 
        for y in range(yL,yD+1): 
            if ((y-edgeUpper > -15) and imgSobelX[y,x] >= iThresh ): 
             
                """ normirana vsota aktualnih oknov z L filtrom """ 
                uL = np.sum(imgSobelX[y-8:y+1,x-8:x+1]*kernelLeft) 
                uL = uL/np.sum(kernelLeft) 
             
                uD = np.sum(imgSobelX[y:y+9,x:x+9]*kernelLeft) 
                uD = uD/np.sum(kernelLeft) 
                 
                """ normirana vsota aktualnih oknov z D filtrom """ 
                vL = np.sum(imgSobelX[y:y+9,x-8:x+1]*kernelRight) 
                vL = vL/np.sum(kernelRight) 
                 
                vD = np.sum(imgSobelX[y-8:y+1,x:x+9]*kernelRight) 
                vD = vD/np.sum(kernelRight) 
                 
                """ Ali je večje od praga, ki določuje linijo? """ 
                if uL > powerField or uD > powerField or vD > 
powerField or vD > powerField: 
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                    if (x < iCenterX and ((uL > powerField and vL < 
powerField and vD < powerField) or (uD > powerField and vL < powerField 
and vD < powerField))): 
                        tempL.append([y,x]) 
                    elif (x > iCenterX and ((vL > powerField and uL < 
powerField and uD < powerField) or (vD > powerField and uL < powerField 
and uD < powerField))): 
                        tempD.append([y,x]) 
                    elif (uL > powerField and uD > powerField and vL 
> powerField and vD > powerField): 
                        u = uL + uD 
                        v = vL + vD 
                        if u > v and x < iCenterX: 
                            tempL.append([y,x]) 
                        else: 
                            tempD.append([y,x]) 
     
 
    " koordinate/pozicije značilnih točk " 
     
    y1, x1 = [tempL[0][0]], [tempL[0][1]] 
    for i in range(1,len(tempL)): 
        if tempL[i][0]-tempL[0][0] <= 2: 
            y1.append(tempL[i][0]) 
        if tempL[i][1]-tempL[0][1] <= 3: 
            x1.append(tempL[i][1]) 
    y1 = int(round(np.sum(y1)/float(len(y1)))) 
    x1 = int(round(np.sum(x1)/float(len(x1)))) 
         
    y2, x2 = [tempL[-1][0]], [tempL[-1][0]] 
    for i in reversed(range(len(tempL)-1)): 
        if tempL[-1][0]-tempL[i][0] <= 2: 
            y2.append(tempL[i][0]) 
        if tempL[-1][1]-tempL[i][1] <= 3: 
            x2.append(tempL[i][1]) 
    y2 = int(round(np.sum(y2)/float(len(y2)))) 
    x2 = int(round(np.sum(x2)/float(len(x2)))) 
     
    y3, x3 = [tempD[0][0]], [tempD[0][1]] 
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    for i in range(1,len(tempD)): 
        if tempD[0][0]-tempD[i][0] <= 2: 
            y3.append(tempD[i][0]) 
        if tempD[i][1]-tempD[0][1] <= 3: 
            x3.append(tempD[i][1]) 
    y3 = int(round(np.sum(y3)/float(len(y3)))) 
    x3 = int(round(np.sum(x3)/float(len(x3)))) 
         
    y4, x4 = [tempD[-1][0]], [tempD[-1][1]] 
    for i in reversed(range(len(tempD)-1)): 
        if tempD[i][0]-tempD[-1][0] <= 2: 
            y4.append(tempD[i][0]) 
        if tempD[-1][1]-tempD[i][1] <= 3: 
            x4.append(tempD[i][1]) 
    y4 = int(round(np.sum(y4)/float(len(y4)))) 
    x4 = int(round(np.sum(x4)/float(len(x4)))) 
             
    Corners = [[y1,x1],[y2,x2],[y3,x3],[y4,x4]]          
 
    return Corners, iMask 
#XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX 
 
"""       RAZPOZNAVA ZNAČILNIH TOČK        """ 
 
 
#path = 'C:/Users/piskuj/Desktop/faks/MAGISTRSKA/Kos 3 (2,5 
mm)/Skeni1' 
#path = 'C:/Users/piskuj/Desktop/faks/MAGISTRSKA/Kos 4 (2,5)/Skeni1' 
path = 'C:/Users/piskuj/Desktop/faks/MAGISTRSKA/Kos 6 (4 mm)/sken1' 
 
 
iMask = [[250,280],[410,330]]  
powerField = 150.0 
#powerField = 250.0 
iThresh = 250.0 
 
onlyfiles = [ f for f in listdir(path) if isfile(join(path,f)) ] 
images = np.empty(len(onlyfiles), dtype=tuple) 
Corners = np.empty(len(onlyfiles), dtype=tuple) 
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a = np.empty(len(onlyfiles), dtype=tuple) 
b = np.empty(len(onlyfiles), dtype=tuple) 
k = 0 
for n in range(0, len(onlyfiles)): 
    images[n] = cv2.imread( join(path,onlyfiles[n]),0 ).astype(float) 
    a[n] = n 
    b[n] = np.sum(images[n])/np.size(images[n]) 
    """ Začetne slike, ki ne vsebujejo linije, odstranimo """ 
    if np.sum(images[n])/np.size(images[n]) > 2.0: 
        Corners[n], iMask = getRisingFallingEdge(images[n], iThresh, 
powerField, iMask, 'false') 
    else: 
        k = n 
     
     
""" Da odstranimo začetne prazne nize, ki so ostali zaradi slik brez 
linij """ 
MyCorners = [] 
MyImages = [] 
for i in range(len(Corners)): 
    if np.size(Corners[i]) > 1: 
        if len(MyCorners) == 0: 
            MyCorners = [Corners[i]] 
            MyImages = [images[i]] 
        else: 
            MyCorners.append(Corners[i]) 
            MyImages.append(images[i]) 
 
Corners = MyCorners 
 
 
#XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX 
 
"""      MERITVE         """ 
 
 
""" Povprečna vrednost """ 
dx1, dy1, dx2, dy2, dx3, dy3, dx4, dy4 = [], [], [], [], [], [], [], 
[] 
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dist = 0 
 
for i in range(len(Corners)): 
    dy1.append(float(Corners[i][0][0])) 
    dx1.append(float(Corners[i][0][1])) 
    dy2.append(float(Corners[i][1][0])) 
    dx2.append(float(Corners[i][1][1])) 
    dy3.append(float(Corners[i][2][0])) 
    dx3.append(float(Corners[i][2][1])) 
    dy4.append(float(Corners[i][3][0])) 
    dx4.append(float(Corners[i][3][1])) 
 
 
N = float(len(MyCorners)) 
 
dy1, dx1, dy2, dx2, dy3, dx3, dy4, dx4 = np.mean(dy1), np.mean(dx1), 
np.mean(dy2), np.mean(dx2), np.mean(dy3), np.mean(dx3), np.mean(dy4), 
np.mean(dx4) 
 
 
     
""" ODKLON """ 
ddx1, ddy1, ddx2, ddy2, ddx3, ddy3, ddx4, ddy4 = [], [], [], [], [], 
[], [], [] 
 
for i in range(len(Corners)): 
    ddy1.append(abs(Corners[i][0][0]-dy1)/dy1) 
    ddx1.append(abs(Corners[i][0][1]-dx1)/dx1) 
    ddy2.append(abs(Corners[i][1][0]-dy2)/dy2) 
    ddx2.append(abs(Corners[i][1][1]-dx2)/dx2) 
    ddy3.append(abs(Corners[i][2][0]-dy3)/dy3) 
    ddx3.append(abs(Corners[i][2][1]-dx3)/dx3) 
    ddy4.append(abs(Corners[i][3][0]-dy4)/dy4) 
    ddx4.append(abs(Corners[i][3][1]-dx4)/dx4)  
 
ddy1M, ddx1M = np.mean(ddy1), np.mean(ddx1) 
ddy2M, ddx2M = np.mean(ddy2), np.mean(ddx2) 
ddy3M, ddx3M = np.mean(ddy3), np.mean(ddx3) 
ddy4M, ddx4M = np.mean(ddy4), np.mean(ddx4)  
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ddy1Mmax, ddx1Mmax = np.max(ddy1), np.max(ddx1) 
ddy2Mmax, ddx2Mmax = np.max(ddy2), np.max(ddx2) 
ddy3Mmax, ddx3Mmax = np.max(ddy3), np.max(ddx3) 
ddy4Mmax, ddx4Mmax = np.max(ddy4), np.max(ddx4)   
 
ddy1Mmin, ddx1Mmin = np.min(ddy1), np.min(ddx1) 
ddy2Mmin, ddx2Mmin = np.min(ddy2), np.min(ddx2) 
ddy3Mmin, ddx3Mmin = np.min(ddy3), np.min(ddx3) 
ddy4Mmin, ddx4Mmin = np.min(ddy4), np.min(ddx4)  
 
 
 
""" ABSOLUTNE RAZLIKE """ 
rdx1, rdy1, rdx2, rdy2, rdx3, rdy3, rdx4, rdy4 = [], [], [], [], [], 
[], [], [] 
 
for i in range(len(Corners)): 
    rdy1.append(abs(Corners[i][0][0]-dy1)) 
    rdx1.append(abs(Corners[i][0][1]-dx1)) 
    rdy2.append(abs(Corners[i][1][0]-dy2)) 
    rdx2.append(abs(Corners[i][1][1]-dx2)) 
    rdy3.append(abs(Corners[i][2][0]-dy3)) 
    rdx3.append(abs(Corners[i][2][1]-dx3)) 
    rdy4.append(abs(Corners[i][3][0]-dy4)) 
    rdx4.append(abs(Corners[i][3][1]-dx4)) 
     
rdy1M, rdx1M = np.mean(rdy1), np.mean(rdx1) 
rdy2M, rdx2M = np.mean(rdy2), np.mean(rdx2) 
rdy3M, rdx3M = np.mean(rdy3), np.mean(rdx3) 
rdy4M, rdx4M = np.mean(rdy4), np.mean(rdx4)  
 
rdy1Mmax, rdx1Mmax = np.max(rdy1), np.max(rdx1) 
rdy2Mmax, rdx2Mmax = np.max(rdy2), np.max(rdx2) 
rdy3Mmax, rdx3Mmax = np.max(rdy3), np.max(rdx3) 
rdy4Mmax, rdx4Mmax = np.max(rdy4), np.max(rdx4)   
 
rdy1Mmin, rdx1Mmin = np.min(rdy1), np.min(rdx1) 
rdy2Mmin, rdx2Mmin = np.min(rdy2), np.min(rdx2) 
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rdy3Mmin, rdx3Mmin = np.min(rdy3), np.min(rdx3) 
rdy4Mmin, rdx4Mmin = np.min(rdy4), np.min(rdx4)  
 
 
#   IZPIS 
print('povprečne vrednosti značilnih točk, koordinate y:', dy1, dy2, 
dy3, dy4) 
print('povprečne vrednosti značilnih točk, koordinate x:', dx1, dx2, 
dx3, dx4)   
 
 
""" ŠIRINA V mm za KOS 6 """ 
width = 4.0  #48pix 
w_pix = 48 
width2 = 12.23 # 142 pix 
w_pix2 = 142 
 
 
" GLOBINA V mm " 
depth = 12.30 
pixmmY = 16/depth 
""" RESOLUCIJA """ 
res1 = width/w_pix 
res2 = width2/w_pix2 
mmpix = np.mean([res1, res2]) 
 
 
#   IZPIS 
print('razlika v mm dx1', rdx1M*mmpix, rdx1Mmax*mmpix, 
rdx1Mmin*mmpix, np.median(rdx1)*mmpix) 
print('razlika v mm dy1', rdy1M*mmpix, rdy1Mmax*mmpix, 
rdy1Mmin*mmpix, np.median(rdy1)*mmpix)  
print('razlika v mm dx2', rdx2M*mmpix, rdx2Mmax*mmpix, 
rdx2Mmin*mmpix, np.median(rdx2)*mmpix) 
print('razlika v mm dy2', rdy2M*mmpix, rdy2Mmax*mmpix, 
rdy2Mmin*mmpix, np.median(rdy2)*mmpix) 
print('razlika v mm dx3', rdx3M*mmpix, rdx3Mmax*mmpix, 
rdx3Mmin*mmpix, np.median(rdx3)*mmpix) 
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print('razlika v mm dy3', rdy3M*mmpix, rdy3Mmax*mmpix, 
rdy3Mmin*mmpix, np.median(rdy3)*mmpix) 
print('razlika v mm dx4', rdx4M*mmpix, rdx4Mmax*mmpix, 
rdx4Mmin*mmpix, np.median(rdx4)*mmpix) 
print('razlika v mm dy4', rdy4M*mmpix, rdy4Mmax*mmpix, 
rdy4Mmin*mmpix, np.median(rdy4)*mmpix) 
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B Programska koda pri razpoznavi z algoritmom 
naleganja polinomov v jeziku Python 
 
"""      UPORABLJENE KNJIŽNICE        """ 
 
import PIL.Image as im 
import numpy as np 
import matplotlib.pyplot as plt 
 
from os import listdir 
from os.path import isfile, join 
 
import cv2  
 
 
#XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX 
 
"""     ALGORITEM              """ 
 
 
def getRisingFallingEdge(iImage, iMask, pixelMM, depth, width, MSE = 
2.0): 
    """  
    Funkcija getRisingFallingEdge išče značilne točke trapezne 
    geometrije z 2. opisanim algoritmom tj. z algoritmom naleganja 
    polinoma.  
 
    Vhodni parametri so: 
    iImage – vhodna slika zajete laserske linije trapezne geomtrije 
    iMask – maska vhodne slike 
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    pixelMM – resolucija slike (slikovnih elementov/mm) 
    depth – globina utora v mm 
    width – širina spodnjega dela utora v slikovnih elementih 
    MSE – dovoljena največja srednja kvadratna napaka, tj. 2,0 mm 
 
    Izhodni parametri: 
    Corners – razpoznane značilne točke 
    iMask – nova maska za naslednje vhodne slike 
    MSE1 – srednja kvadratna napaka padajočega dela linije po osi y 
    MSE2 – srednja kvadratna napaka naraščajočega dela linije po osi y 
    ptsLine – koordinate (x_i,y_i) laserske linije 
    coeff – parametri naleganih polinomov padajočega in naraščajočega 
    dela linije 
     
 
    Pripravila: Jožica Piškur 
    """ 
 
    " Razberemo koordinate maske " 
    xL, yL = iMask[0] 
    xD, yD = iMask[1] 
    " Dimenzije maske " 
    dx, dy = xD-xL, yD-yL 
     
    """ Poiščemo linijo ter zgornjo mejo """ 
    ptsLine = [] 
    Y,X = iImage.shape 
    for x in range(X): 
        idY = np.where(iImage[:,x]==np.max(iImage[:,x])) 
        idY=np.ceil(np.mean(idY)) 
        idY = int(idY) 
        ptsLine.append(idY)     
    edgeUpper = int(np.median(ptsLine)) 
     
     
    " ALi se zgornja meja nahaja znotraj maske? Če ne, popravimo y 
postavitev maske" 
    if not(edgeUpper > yL and edgeUpper < yD): 
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        yL = edgeUpper - dy/3 
        yD = edgeUpper + dy/3*2 + dy%3 
     
    iCenterX = (xL+xD)/2         
    iMask = [[xL, yL],[xD, yD]] 
     
  
    """     FILTRIRANJE     """ 
    kernel3 = np.ones((3,3),np.float) 
    kernel5 = np.ones((5,5),np.float) 
    kernel7 = np.ones((7,7),np.float) 
      
    dilate1 = cv2.morphologyEx(iImage, cv2.MORPH_DILATE, kernel5) 
    filter2_1 = cv2.GaussianBlur(dilate1.astype('uint8'), (3,3),2) 
    filter2_2 = cv2.medianBlur(filter2_1 ,7) 
    erode3 = cv2.morphologyEx(filter2_2, cv2.MORPH_ERODE, kernel3) 
    filter4_1 = cv2.GaussianBlur(erode3.astype('uint8'),(5,5), 2) 
    filter4_2 = cv2.medianBlur(filter4_1, 7) 
    filter4_3 = cv2.GaussianBlur(filter4_2,(3,3),2) 
    erode5 = cv2.morphologyEx(filter4_3, cv2.MORPH_ERODE, kernel7) 
    filter6 = cv2.GaussianBlur(erode5.astype('uint8'),(3,3), 2) 
     
    " Ponovno iskanje linije " 
    ptsLine = [] 
    iImage = filter6 
    for x in range(X): 
        iImage[0:edgeUpper-dy/3,x]=np.zeros_like(iImage[0:edgeUpper 
- dy/3,x]) 
        idY = np.where(iImage[:,x]==np.max(iImage[:,x])) 
        idY=np.ceil(np.mean(idY)) 
        idY = int(idY) 
        ptsLine.append(idY)     
     
    " Iskanje spodnje meje linije " 
    ptsL = [] 
    ptsLx = [] 
    for i in range(X): 
        if ptsLine[i] > edgeUpper + dy/3/2: 
            ptsL.append(ptsLine[i]) 
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            ptsLx.append(i) 
    edgeLower = int(np.median(ptsL)) 
     
     
    " Iskanje naklona 1 in 2 " 
    ptsY1 = [] 
    ptsX1 = [] 
    ptsY2 = [] 
    ptsX2 = [] 
    for x in range(X): 
        if ptsLine[x] > edgeUpper + 3 and ptsLine[x] < edgeLower - 3: 
            y = float(ptsLine[x]) 
            if x < iCenterX: 
                ptsY1.append(y) 
                ptsX1.append(x) 
            else: 
                ptsY2.append(y) 
                ptsX2.append(x) 
                 
             
    " FUNKCIJA POLINOMA " 
    def polinom1(x,a,b): 
        return a*x + b 
     
    def polinom2(x,a,b,c): 
        return a*x**2 + b*x + c 
     
    def polinom3(x,a,b,c, d): 
        return a*x**3 + b*x**2 + c*x + d 
     
     
    "KOEFICIENTI PREMIC " 
    A1, B1 = np.polyfit(ptsY1, ptsX1, 1, rcond=None, full=False, 
w=None, cov=False)   
    A2, B2 = np.polyfit(ptsY2, ptsX2, 1, rcond=None, full=False, 
w=None, cov=False) 
 
     
    " Kvadrirana srednja napaka - mean square error " 
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    pixelMM_Y = abs(edgeUpper - edgeLower)/depth 
    pixelMM_X = 48.0/width 
    ptsY1_fixed = [] 
    ptsX1_fixed = [] 
    Err1_mm = [] 
     
    for y in range(len(ptsY1)): 
        mse1 = ((ptsX1[y]-polinom1(ptsY1[y], A1, B1)))**2 
        mse1_mm = ((ptsX1[y]-polinom1(ptsY1[y], A1, 
B1))/pixelMM_X)**2 
        Err1_mm.append(mse1_mm) 
        if mse1_mm < MSE: 
            ptsY1_fixed.append(ptsY1[y]) 
            ptsX1_fixed.append(ptsX1[y]) 
     
 
    ptsY2_fixed = [] 
    ptsX2_fixed = [] 
    Err2_mm = [] 
     
    for y in range(len(ptsY2)): 
        mse2 = ((ptsX2[y]-polinom1(ptsY2[y], A2, B2)))**2 
        mse2_mm=((ptsX2[y]-polinom1(ptsY2[y], A2, B2))/pixelMM_X)**2 
        Err2_mm.append(mse2_mm) 
        if mse2_mm < MSE: 
            ptsY2_fixed.append(ptsY2[y]) 
            ptsX2_fixed.append(ptsX2[y]) 
     
     
    "KOEFICIENTI PREMIC "    
    popt1, pcov1 = curve_fit(polinom1, np.array(ptsY1_fixed), 
np.array(ptsX1_fixed), bounds=([2.0, -600.], [3.0, -400.])) # popt1 = 
k1,n1 
    popt2, pcov2 = curve_fit(polinom1, np.array(ptsY2_fixed), 
np.array(ptsX2_fixed), bounds=([-3.0, 1000.], [-2.0, 1300.])) # popt2 
= k2,n2 
     
    A1, B1 = popt1 
    A2, B2 = popt2 
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    Y1 = edgeUpper 
    X1 = polinom1(Y1, A1, B1) 
    Y2 = edgeLower 
    X2 = polinom1(Y2, A1, B1) 
    Y3 = Y2 
    X3 = polinom1(Y3, A2, B2) 
    Y4 = Y1 
    X4 = polinom1(Y4, A2, B2) 
     
    " Kvadrirana srednja napaka - mean square error " 
    Err1_mm = []     
    for y in range(len(ptsY1_fixed)): 
        mse1 = ((ptsX1_fixed[y]-polinom1(ptsY1_fixed[y], A1, B1)))**2 
        mse1_mm = ((ptsX1_fixed[y]-polinom1(ptsY1_fixed[y], A1, 
B1))/pixelMM_X)**2 
        Err1_mm.append(mse1_mm) 
    MSE1 = np.mean(Err1_mm) 
     
    Err2_mm = [] 
    for y in range(len(ptsY2_fixed)): 
        mse2 = ((ptsX2_fixed[y]-polinom1(ptsY2_fixed[y], A2, B2)))**2 
        mse2_mm = ((ptsX2_fixed[y]-polinom1(ptsY2_fixed[y], A2, 
B2))/pixelMM_X)**2 
        Err2_mm.append(mse2_mm) 
    MSE2 = np.mean(Err2_mm) 
     
" Zapis značilnih točk "    
Corners=[[int(Y1),int(X1)],[int(Y2),int(X2)],[int(Y3),int(X3)]
,[int(Y4),int(X4)]]          
     
    return Corners, iMask, MSE1, MSE2, ptsLine, coeff 
 
 
#XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX 
 
"""       RAZPOZNAVA ZNAČILNIH TOČK        """ 
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#path = 'C:/Users/piskuj/Desktop/faks/MAGISTRSKA/Kos 3 (2,5 
mm)/Skeni1' 
#path = 'C:/Users/piskuj/Desktop/faks/MAGISTRSKA/Kos 4 (2,5)/Skeni1' 
path = 'C:/Users/piskuj/Desktop/faks/MAGISTRSKA/Kos 6 (4 mm)/sken1' 
 
 
iMask = [[250,280],[400,330]]  
 
 
onlyfiles = [ f for f in listdir(path) if isfile(join(path,f)) ] 
images = np.empty(len(onlyfiles), dtype=tuple) 
Corners = np.empty(len(onlyfiles), dtype=tuple) 
a = np.empty(len(onlyfiles), dtype=tuple) 
b = np.empty(len(onlyfiles), dtype=tuple) 
k = 0 
 
err1 = np.zeros(len(onlyfiles)) 
err2 = np.zeros(len(onlyfiles)) 
 
" RESOLUCIJA " 
" širši del " 
mm = 12.23 
pix = 389-251 
pixmm1 = pix/mm  # po X-su 
 
" ožji del " 
mm2 = 4.0 
pix2 = 339-300 
pixmm2 = pix2/mm2 
 
pixmm = (pixmm1+pixmm2)/2 
 
" GLOBINA V mm " 
depth = 12.30 
pixmmY = 16/depth 
 
" ŠIRINA V mm " 
width = 4.0  
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w_pix = 48 
width2 = 12.23 
w_pix2 = 142 
 
 
" Željeno odstopanje od linije fitanih premic v mm " 
MSE = 0.3 # mm 
 
PTSLINE = [] 
COEFF = [] 
 
for n in range(0, len(onlyfiles)): 
    images[n] = cv2.imread( join(path,onlyfiles[n]),0 ).astype(float) 
    a[n] = n 
    b[n] = np.sum(images[n])/np.size(images[n]) 
    if np.max(images[n]) > 50.0: 
        Corners[n], iMask, err1[n], err2[n], ptsLL, coeff = 
getRisingFallingEdge(images[n], iMask, pixmm, depth, width, MSE) 
        PTSLINE.append(ptsLL) 
        COEFF.append(coeff) 
    else: 
        k = n 
         
""" Da odstranimo začetne prazne nize, ki so ostali zaradi slik brez 
linij """ 
MyCorners = [] 
for i in range(len(Corners)): 
    if np.size(Corners[i]) > 1: 
        MyCorners.append(Corners[i]) 
 
 
#XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX 
 
 
"""          MERITVE          """  
  
 
""" ŠIRINA V mm """ 
width = 4.0  #48pix 
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w_pix = 48 
width2 = 12.23 # 142 pix 
w_pix2 = 142 
" GLOBINA V mm " 
depth = 12.30 
pixmmY = 16/depth 
""" RESOLUCIJA """ 
res1 = width/w_pix 
res2 = width2/w_pix2 
 
""" POVPREČNA VREDNOST """ 
dx1, dy1, dx2, dy2, dx3, dy3, dx4, dy4 = 0, 0, 0, 0, 0, 0, 0, 0 
for i in range(len(MyCorners)): 
    dy1 = dy1 + float(MyCorners[i][0][0]) 
    dx1 = dx1 + float(MyCorners[i][0][1]) 
    dy2 = dy2 + float(MyCorners[i][1][0]) 
    dx2 = dx2 + float(MyCorners[i][1][1]) 
    dy3 = dy3 + float(MyCorners[i][2][0]) 
    dx3 = dx3 + float(MyCorners[i][2][1]) 
    dy4 = dy4 + float(MyCorners[i][3][0]) 
    dx4 = dx4 + float(MyCorners[i][3][1]) 
 
N = float(len(MyCorners)) 
 
dy1, dx1, dy2, dx2, dy3, dx3, dy4, dx4 = dy1/N, dx1/N, dy2/N, dx2/N, 
dy3/N, dx3/N, dy4/N, dx4/N 
 
""" ABSOLUTNE NAPAKE """ 
rdx1, rdy1, rdx2, rdy2, rdx3, rdy3, rdx4, rdy4 = [], [], [], [], [], 
[], [], [] 
 
for i in range(len(MyCorners)): 
    rdy1.append(abs(MyCorners[i][0][0]-dy1)) 
    rdx1.append(abs(MyCorners[i][0][1]-dx1)) 
    rdy2.append(abs(MyCorners[i][1][0]-dy2)) 
    rdx2.append(abs(MyCorners[i][1][1]-dx2)) 
    rdy3.append(abs(MyCorners[i][2][0]-dy3)) 
    rdx3.append(abs(MyCorners[i][2][1]-dx3)) 
    rdy4.append(abs(MyCorners[i][3][0]-dy4)) 
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    rdx4.append(abs(MyCorners[i][3][1]-dx4)) 
     
rdy1M, rdx1M = np.mean(rdy1), np.mean(rdx1) 
rdy2M, rdx2M = np.mean(rdy2), np.mean(rdx2) 
rdy3M, rdx3M = np.mean(rdy3), np.mean(rdx3) 
rdy4M, rdx4M = np.mean(rdy4), np.mean(rdx4)  
 
rdy1Mmax, rdx1Mmax = np.max(rdy1), np.max(rdx1) 
rdy2Mmax, rdx2Mmax = np.max(rdy2), np.max(rdx2) 
rdy3Mmax, rdx3Mmax = np.max(rdy3), np.max(rdx3) 
rdy4Mmax, rdx4Mmax = np.max(rdy4), np.max(rdx4)   
 
rdy1Mmin, rdx1Mmin = np.min(rdy1), np.min(rdx1) 
rdy2Mmin, rdx2Mmin = np.min(rdy2), np.min(rdx2) 
rdy3Mmin, rdx3Mmin = np.min(rdy3), np.min(rdx3) 
rdy4Mmin, rdx4Mmin = np.min(rdy4), np.min(rdx4)  
 
rdy1Mmed, rdx1Mmed = np.median(rdy1), np.median(rdx1) 
rdy2Mmed, rdx2Mmed = np.median(rdy2), np.median(rdx2) 
rdy3Mmed, rdx3Mmed = np.median(rdy3), np.median(rdx3) 
rdy4Mmed, rdx4Mmed = np.median(rdy4), np.median(rdx4)  
 
 
dx14M, dx23M = np.mean(dx14), np.mean(dx23) 
dy12M, dy43M = np.mean(dy12), np.mean(dy43) 
 
dx14Mmax, dx23Mmax = np.max(dx14), np.max(dx23) 
dy12Mmax, dy43Mmax = np.max(dy12), np.max(dy43)  
 
dx14Mmin, dx23Mmin = np.min(dx14), np.min(dx23) 
dy12Mmin, dy43Mmin = np.min(dy12), np.min(dy43) 
 
 
"""   IZPIS    """ 
print('y-oni:', dy1, dy2, dy3, dy4) 
print('x-oni:', dx1, dx2, dx3, dx4)   
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print('razlika v mm dx1', rdx1M*np.mean([res1, res2]), 
rdx1Mmax*np.mean([res1, res2]), rdx1Mmin*np.mean([res1, res2]), 
rdx1Mmed*np.mean([res1, res2])) 
 
print('razlika v mm dy1', rdy1M*np.mean([res1, res2]), 
rdy1Mmax*np.mean([res1, res2]), rdy1Mmin*np.mean([res1, res2]), 
rdy1Mmed*np.mean([res1, res2]))  
 
print('razlika v mm dx2', rdx2M*np.mean([res1, res2]), 
rdx2Mmax*np.mean([res1, res2]), rdx2Mmin*np.mean([res1, res2]), 
rdx2Mmed*np.mean([res1, res2])) 
 
print('razlika v mm dy2', rdy2M*np.mean([res1, res2]), 
rdy2Mmax*np.mean([res1, res2]), rdy2Mmin*np.mean([res1, res2]), 
rdy2Mmed*np.mean([res1, res2])) 
 
print('razlika v mm dx3', rdx3M*np.mean([res1, res2]), 
rdx3Mmax*np.mean([res1, res2]), rdx3Mmin*np.mean([res1, res2]), 
rdx3Mmed*np.mean([res1, res2])) 
 
print('razlika v mm dy3', rdy3M*np.mean([res1, res2]), 
rdy3Mmax*np.mean([res1, res2]), rdy3Mmin*np.mean([res1, res2]), 
rdy3Mmed*np.mean([res1, res2])) 
 
print('razlika v mm dx4', rdx4M*np.mean([res1, res2]), 
rdx4Mmax*np.mean([res1, res2]), rdx4Mmin*np.mean([res1, res2]), 
rdx4Mmed*np.mean([res1, res2])) 
 
print('razlika v mm dy4', rdy4M*np.mean([res1, res2]), 
rdy4Mmax*np.mean([res1, res2]), rdy4Mmin*np.mean([res1, res2]), 
rdy4Mmed*np.mean([res1, res2])) 
