INTRODUCTION
The U.S. Department of Energy (DOE) and its predecessor agencies are responsible for nuclear weapons research and development as part of the national defense program. These activities include underground nuclear testing, and a small number of such tests have been conducted at sites distant from the Nevada Test Site (NTS). An NTS site-wide Environmental Impact Statement (EIS) is being prepared in 1995 and includes the two offsite test areas in Nevada: the Shoal site and the Central Nevada Test Area. At the time of these tests, evaluations of project safety and predictions of groundwater transport of contaminants were made, and the tests were deemed safe to the public (Hazelton-Nuclear Science, 1965) . These early evaluations were not considered sufficient for the EIS, so DOE decided to perform a new exposure assessment for the Shoal site. A separate evaluation of the Central Nevada Test Area was also performed and is reported by Pohlmann et al. (1995) .
The Shoal site is in west-central Nevada in the Sand Springs Range, approximately 50 km southeast of Fallon and several kilometers south of US Highway 50. The Shoal event was part of Project Shade of the Vela Uniform Program, and was conducted to aid in the detection of nuclear detonations in active earthquake areas. The device had a yield of 12 kilotons and was detonated approximately 365 m below ground surface on October 26,1963 (U.S. Atomic Energy Commission, 1964).
The basic scenario evaluated for this exposure assessment is transport of tritium from the Shoal underground nuclear test by groundwater to a receptor well where an individual drinks the contaminated water for 70 years, centered around the time of peak tritium concentration. This scenario is entirely hypothetical because, as of 1995, there are no known occurrences of humans drinking water downgradient from the test. Four specific scenarios are analyzed because of uncertainty in flowpath direction. Two of these presume that wells are drilled at the boundary of the current DOE land withdrawal and are then used for drinking water supply. Wells do not currently exist at these locations and thus the resultant risks do not apply to any current populations; however, there are no controls to prevent such wells from being drilled in the future. The two other scenarios consider transport to the first existing wells along possible flowpaths. These wells are currently used only seasonally to water cattle, and as such, these risks also do not apply to current populations.
This assessment strives to be as accurate as possible, but the lack of data requires that significant assumptions be made about some critical parameters. Measured values were used whenever possible, but given the lack of data, calculations were performed for ranges of certain parameters. The assessment can be made more realistic with the acquisition of additional site data.
METHODOLOGY
The three-dimensional reality through which a contaminant migrates in the subsurface environment is complicated by geologic heterogeneity and tortuous connected flowpaths. In the face of incomplete data and insufficient resources, the three-dimensional reality has to be simplified and conceptualized for a particular exposure assessment. The Environmental Protection Agency (EPA) has recently promulgated a new set of exposure-assessment guidelines to replace the previous ( 1986) version (EPA, 1992a) . The guidelines explicitly consider the need to estimate the distribution of exposures and discuss the need to incorporate uncertainty analysis into exposure assessment, which is also consistent with the most recent National Research Council (NRC) recommendations on exposure assessment (NRC, 1994) . The EPA guidelines do not recommend specific models, but suggest that models match the objectives of the particular exposure assessment being conducted.
The technical and scheduling requirements of the EIS and scarcity of site data were inconsistent with a comprehensive exposure assessment, employing three-dimensional fate and transport modeling with characterization of geologic heterogeneity and spatial variability. Instead, a screening tool approach outlined in Daniels et al. (1993) , Andricevic et al. (1994) , and Andricevic and Cvetkovic (1995) was used. The employed modeling approach follows the EPA guidelines and incorporates real physical phenomena, such as instantaneous andor slow release from the source, advection, dispersion, sorption, mass transfer, and possible uncertainty in the model parameters. The output is the expected concentration profile as a function of time (e.g., concentration breakthrough curves) at the compliance point downgradient from the source as well as the uncertainty around the expected concentration resulting from the natural geologic heterogeneity in general and from the spatially variable groundwater velocity in particular. The total exposure and corresponding uncertainty within the selected time interval (e.g., 70-year lifetime) is readily obtained from the model output and when multiplied with estimated intake and risk factors provides an estimate for individual human health risk presented by drinking groundwater downgradient from the source. The method can be considered in two distinct steps, described below: calculation of the expected tritium concentration profile and its standard deviation, and calculation of the health risk and its standard deviation.
Calculation of the Expected 'Ititium Concentration Profile
The solute flux method is described in detail by Andricevic and Cvetkovic (1995) , while important elements of the approach can also be found in Daniels et al. (1993) and Andricevic et al. (1994) . The following summary is derived from these sources, but the reader is directed to these references for a detailed treatment of the method.
The contaminant migration process is described in the solute flux method through the Lagrangian concept of motion following a particle on the pore scale. In the absence of direct information on groundwater velocities near Shoal, the mean velocity, g, is calculated using Darcy's law:
where is the mean hydraulic conductivity, 7 is the mean hydraulic gradient, and Zis the mean effective porosity. Hydrogeologic parameters such as K and n can be highly variable as a result of geologic heterogeneity. Numerous studies of the spatial variability of hydraulic conductivity have concluded that it is generally log-normally distributed (Freeze and Cherry, 1979; Hoeksema and Kitanidis, 1985) . Thus, the natural logs of hydraulic conductivity data can be described by a normal distribution with a mean and variance o 2~. The variance represents the variability of K in space and may range from near zero for homogeneous deposits to five, or higher, for extremely variable porous media (Hoeksema and Kitanidis, 1985) . Because it is distributed in space, Kusually has some degree of spatial correlation. The negative exponential function is often used to describe the K correlation structure because it is found to correspond to log K data and is easy to use (Hoeksema and Kitanidis, 1985) . The correlation length of K, h, represents the distance at which correlation between data points ceases. The higher the value of h, the greater the spatial continuity of K , When the log-normal distribution and the negative exponential covariance function are assumed, the heterogeneous, isotropic hydraulic conductivity field can be statistically characterized by three parameters: pm, 021fi, and h.
If the parameters on the righthand side of the Darcy equation are log-normally distributed, then so is nand the estimate of the mean velocity is phu = p l a + pld -pinn. The variance of the estimated mean U, a2hu, can be calculated as the sum of the variances of the other parameters, if sufficient data are available. 021,u is referred to here as the estimation error in U and represents the magnitude of uncertainty in the estimate of Ucontributed by the estimation errors of K, J, andn. The magnitude of the uncertainty in the mean velocity, 021nu, will depend on the number of measurements used to estimate the parameters in the Darcy equation. In the case of independent measurements, 02hu = a2,/iy, where 02, is the variance in the velocity field and N is the number of measurements. For spatially correlated measurements, 02, is scaled by N1[l+@N-1)], where p i s an averaged spatial correlation between data points.
The solute flux method evaluates movement of a solute from the source to a plane perpendicular to the direction of flow. Aquifer heterogeneity is included and represented by the variance of log-hydraulic conductivity,o21,K and the hydraulic conductivity integral scale, A. The combination of the spatial variability of aquifer properties and the uncertainty in the estimates of these properties causes the solute flux to be a random function described by a probability density function (pdf). The mean and variance of the solute flux are converted to the flux-averaged concentration needed for the risk calculations by dividing by the groundwater flux, Q. The first two moments of the flux-averaged concentration are important in determining the total risk level. The larger the magnitude of variance in the flux-averaged concentrations, the larger the maximum potential risk.
Calculation of the Human Health Risk
Details of the human health risk calculations can be found in Daniels et al. (1993) and are summarized in Andricevic et al. (1994) . The following summary is derived from those sources and the reader is referred to Daniels et al. (1993) for a detailed treatment of the method.
Once the groundwater transport of tritium has been calculated, the potential excess-cancer risk for an individual consuming the contaminated groundwater can be calculated. It is assumed that groundwater at one of the four compliance points considered here is the only source of drinking water for an individual. This would require drilling new wells for two of the scenarios. Exposure of the individual is assumed to begin at birth and continue without interruption over a 70-year lifespan. The 70-year period is centered around the time of maximum annual tritium activity. The individual's committed effective dose is calculated by summing over the exposure period the products of the annual estimate of the activity (concentration) of tritium in the water as determined by the model (in units of pCi/l), the age-related annual intake of tap water, and the age-specific dose-conversion factor for each year of a 70-year lifespan.
Water intake is based on age-specific tapwater intake for both sexes and broad age categories for the western region of the U.S., quantified by Ershow and Cantor (1989) . The rate of tapwater intake is assumed to be a lognormally distributed variable and the characteristics of the distribution have been described by Daniels et al. (1993) . Exposure by other pathways (e.g., absorption through the skin while bathing) is not considered, and should not contribute substantially to the internal dose.
The individual's lifetime estimate of internal radiation dose is based on the dosimetric formalisms described in the International Commission on Radiological Protection (ICRP) Publication 60 (ICRP, 1991) . A dose-conversion factor is used to calculate the lifetime dose from the individual's intake of tritium. To calculate the age-dependent committed effective dose per unit intake of radioactivity, each organ-specific committed equivalent dose in a given age category appearing in ICRP 56 (1990) was multiplied by its respective revised tissue-weighting factor from ICFW 60 and the products for that age category were summed. The age-category specific committed effective doses were considered to apply to each year of life identified for that age category. These annual age-specific committed effective doses are the dose-conversion factors used for estimating the lifetime dose for tritium in groundwater and agree with those calculated by Jain et al. (1992) using an analogous procedure. A tabulated summary of the factors used can be found in Daniels et al. (1993) . A distribution for dose was calculated in a manner similar to that described by Daniels et al. (1993) using the distributions for activity, intake, and dose-conversion factors.
ICRP Publication 60 (ICRP, 1991), using data from numerous studies including the BEIR V report (National Research Council, 1990) , computed a nominal risk value of 5 x per Sievert of lifetime Committed effective dose for the probability of induced fatal cancer in a population of all ages following chronic low-dose exposure. This value was used by Daniels et al. (1993) , and is used here. Additionally, this value is considered to be the geometric mean of a lognormally distributed variable with the characteristics of this distribution as described by Daniels et al. (1993) . The geometric mean of the maximum potential excess lifetime risk of cancer mortality is computed as the product of the geometric mean of the total committed effective dose and the geometric mean of the risk factor. The method for deriving the geometric standard deviation for this distribution is described by Daniels et al. (1993) . This procedure is used to derive the 90 percent confidence intervals reported here for the individual excess cancer risk.
HYDROGEOLOGIC SETTING
The Shod event was conducted within the granitic uplift of the Sand Springs Range ( Figure  1) . The highland area around ground zero is a regional groundwater recharge area, with regional discharge occurring both in the analyzed hydrologic data in the Shoal area and concluded that a groundwater divide may exist northwest of the event and that the main component of lateral movement of groundwater near the shot point is southeast toward Fairview Valley. Cohen and Everett (1963) and Glancy and Katzer (1975) also identify a groundwater divide just west of the Shoal site, apparently based on a topographic divide. Though the hydraulic data suggest flow to the east from the site, hydrochemical parameters suggest flow to the west (University of Nevada, 1965) , and available data are not sufficient to rule out either the east or west pathway (Chapman et al., 1994) .
At the Shoal site itself, groundwater occurs within fractured, predominantly fresh, granite.
Hydraulic tests conducted at the time of the Shoal event concluded that there was a range of conditions in the granite, depending on fracture geometry relative to the wells, but that overall, the transmissive capacity was low. In general, groundwater occurs about 290 m below ground surface in the immediate vicinity of the nuclear test, though a few high altitude springs discharging from perched zones in the granite can be found to the south. In the adjacent valleys, groundwater occurs in alluvial material eroded from the highland areas and hydraulic testing indicated much higher transmissivities. Granitic bedrock is relatively near the surface beneath a veneer of alluvium to the west of the Sand Springs Range and hydrologic data are available from one well completed in the bedrock in that area. Farther to the west, and in Fairview Valley to the east, bedrock occurs at greater depths and is not penetrated by wells. Discharge of water originating in the Sand Springs Range occurs at springs and by evapotranspiration along the edge of the salt pan in Fourmile Flat. Data from a well completed in the alluvium between the Range and the salt pan suggest that a counterflow of dense, saline water may be moving back toward the Range from the playa, driven by buoyancy forces, with fresh water moving from the Sand Springs Range confined to a thin lens at the top of the saturated zone (Chapman et al., 1994) . The alluvium is much thicker in Fairview Valley and groundwater occurs in at least three separate aquifers separated by clay aquitards. No discharge to the surface occurs in Fairview Valley; rather, groundwater moves northward to discharge areas in Dixie Valley.
The only wells in the Sand Springs Range itself are associated with mining operations to the south of the Shoal site. Groundwater is used in both of the adjacent valleys for stock watering, primarily on a seasonal basis. Though there is a well at an apparent abandoned homestead in Fourmile Flat (Wightman Well) and there is a well at the location of a former store (known as Frenchman Station) in Fairview Valley, groundwater in the area is not currently used for private domestic supply.
DATA
The specific conceptual model evaluated in this exposure assessment is that of groundwater flow transporting tritium from the Shoal test through fractured granite to hypothetical receptor locations downgradient. By virtue of describing the solute flux through the Lagrangian concept of motion (following a particle on the Darcy scale), the analytical solution is actually independent of the transport medium, relying simply on the assigned transport properties. The only assumption required is that the particle trajectory not deviate significantly from the mean flow direction. This assumption is imbedded in the first-order approximation used to derive the arrival time moments of the moving plume (see Dagan et al., 1992) . The method allows for matrix diffusion and sorption (equilibrium or non-equilibrium), but in the absence of evidence that either process is significant, they were not included in the calculations. The solute flux crossing acontrol plane at a given distance is calculated, and in all cases it was assumed that a well was located along that plane. The receptors are assumed to be single wells providing domestic supply, similar to current rural use in the area. The parameters used for the transport calculations are discussed in detail below. In some cases, lack of data requires that significant assumptions be made regarding the appropriate input values. Parametric uncertainty in all of the hydraulic properties is included through uncertainty in the estimate of the mean velocity.
Source Term
The tritium source term used for all scenarios is 3.0 x 1OI6 pCi. This is based upon the value given in Table 1 of Hazelton-Nuclear Science Corp. (HNS) (1965, page 26) and is equivalent to an initial tritium concentration of 7.2 x lo8 pCi/l in the chimney water. Their estimate is based on a calculation of tritium produced by neutron activation of lithium-4 and a conservative estimate of the amount of lithium in the Sand Springs granite. The amount of lithium assumed by HNS (250 ppm) is ten times the concentration measured during site characterization activities. Fission-produced tritium was not considered in their total because it was small relative to the total neutron activation production of tritium.
Discharge Mixing Area
The cross-sectional area of the chimney created by the nuclear test, 5600 m2, was used as the discharge mixing area, and was the same for all scenarios. The discharge mixing area is the cross-sectional size of the contaminant plume as it passes the control plane. It is used in conjunction with the average velocity and porosity to derive the quantity of contaminated groundwater passing the plane, and thus convert the mass flux of contaminant into the concentration value needed for the health risk calculation. It is reasonable to maintain a constant source cross-sectional area during transport because the source size is small relative to the travel path lengths considered (1 100 to 4000 m, discussed in a later section) and small relative to the scale of geologic heterogeneity.
The value of 5600 m2 is the area of a cylinder with a diameter of 52 m and a height of 108 m, the approximate chimney dimensions based on post-shot information contained in HNS (1965, page 22-23) . Geophysical measurements in the post-shot hole drilled after the test indicated a cavity of 26 m and achimney height of 108.5 m. The force of a nuclear explosion can drive radioactivity some distance from the actual cavity through fractures, in a process referred to as prompt injection. There is evidence of prompt injection from the Shoal test from a drill hole located 135.5 m southeast of ground zero that was completely offset at a depth of 345 m, suggesting that lateral fractures extended this distance, and small amounts of radioactivity were found in air below a plug in the same hole. HNS (1965) concludes that "The inference from these data is that the radioactive fracturing radius is at least 135.5 meters (5.2 times the cavity radius).", but goes on to note that the distribution of radionuclides in the geologic medium may not be spherical and the data from the one drill hole may not be representative of the average fracturing radius. Given that the vast majority of radionuclide mass remains within the chimney, the fracturing radius was neglected for determining the source size. Confining the source to the smaller chimney size is a conservative assumption because this restricts the discharge mixing area, allowing less dilution of the radionuclide mass crossing the control plane.
Distance to Control Plane
The analytic method calculates the total solute flux crossing acontrol plane at a given distance, and in all cases it was assumed that a single domestic supply well was located along that plane. Four scenarios were considered in the transport analysis (Figure 2 ) and have the following flowpath lengths: Scenario 1 -1100 m; Scenario 2 -4000 m; Scenario 3 -2200 m; and Scenario 4 -3400 m.
Each of these lengths is the map distance from ground zero to an assumed receptor location, neglecting any vertical components of flow. In the Shoal hydrologic environment, such vertical flow components are likely to be significant as hydraulic head measurements in the Sand Springs Range decrease with depth, suggesting predominantly downward rather than lateral flow as characteristic of groundwater in a recharge area (Nevada Bureau of Mines et al., 1965) . The resulting arcing flowpaths would have longer lengths than those assumed in these calculations.
The probable location of a groundwater divide somewhere near the source requires that both eastward and westward flowpaths be considered. Scenarios 1 and 2 are eastward flowpaths and Scenarios 3 and 4 are westward (northwest) flowpaths. Two different types of receptors were considered for each of these basic flowpath directions. Scenarios 1 and 3 consider transport to the boundary of the DOE land withdrawal. There are currently no wells located at or near this land boundary, but without any direct control beyond the four-square-mile area, future water use at these locations cannot be eliminated from consideration. The distance to the control plane for Scenario 1 is the distance due east from the source to the land withdrawal boundary. Scenario 2 evaluates eastward flow to the first current point of use in that direction, well HS-1. This well was drilled by the Atomic Energy Commission (AEC) for site characterization and water supply during Project Shoal activities and is currently used by a local rancher for seasonal stock watering. The actual distance from the source to HS-1 is 5900 m, but the final 1900 m of that is transport through alluvial material (assuming the subsurface granite/alluvium contact corresponds to the surface contact, as suggested by Plate 3 in Nevada Bureau of Mines et aE., 1965). Because the analytic method employed requires a single value for mean velocity, and the hydraulic conductivity of the alluvium is much higher than that of the granite (and thus transport through the alluvium accounts for much less of the travel time), transport to the eastern point of use is approximated by transport to the inferred granite boundary at 4000 m. This is a conservative assumption because it shortens the flowpath length.
Scenario 3 covers the distance from the source to the western boundary. Estimating from topography, groundwater flow in this direction is more likely to be northwesterly rather than due west, but the flowpath length does not differ significantly. Scenario 4 considers transport from the source to the first current water-use point west of the Shoal site, well H-3. This well was drilled by in the report and the transport distance used in the calculations. As described in the text, flux is actually calculated crossing a plane at the given distance. The distance to HS-1 reflects the length of the flowpath through the granite rather than the full distance to the well, as discussed in the text. The diagram is not drawn to scale.
the AEC into the granite beneath a veneer of alluvium and is currently used by a local rancher for stock watering.
Correlation Scale
The correlation scale used for each scenario is as follows: Scenario 1 -110 m, Scenario 2 -400 m, Scenario 3 -220 m, and Scenario 4 -340 m. The correlation scale (also known as the integral scale) is the distance over which two measurements of hydraulic conductivity tend to become uncorrelated. A large value suggests a system with a high degree of spatial correlation and has the net effect of extending the path length of higher conductivity conduits. The very limited information on hydraulic properties at Shoal was not sufficient to estimate the correlation scale along the various pathways. Hoeksema and Kitanidis (1985) report a range for correlation scales of transmissivity in consolidated rock aquifers of 1400 to 44,700 m (mean of 17,400 m), but these values refer to aquifer-wide properties and it has been shown that the Correlation scale increases systematically with increasing overall scale (Gelhar, 1993) . Analysis of correlation and overall scales for a number of well-characterized sites revealed a predictable relationship of the correlation scales being approximately ten percent of the overall scale (Figure 3) (Gelhar, 1993, p.293) . This relationship was applied to the Shoal transport scenarios so that the correlation scale used was 1/10 of the flowpath length. Figure 3. Correlation scales of hydraulic conductivity or transmissivity versus overall scale, as presented by Gelhar (1993) . The excellent relationship is the basis for assigning a correlation scale of 10 percent to the flowpath length in this report.
Effective porosity
An effective porosity of one percent (0.01) was assumed for the fractured granite. No data were available for either total or effective porosity from the unit. The total porosity of fractured rocks can vary widely, with a range of 0.2 to 0.01 reported from laboratory experiments of fractured rocks in hydrothermal systems (Norton and Knapp, 1977) . A range of 0 to 0.1 has been reported in general hydrogeologic texts for the total porosity of fractured crystalline rocks (Freeze and Cherry, 1979; Domenico and Schwartz, 1990) . The effective porosity is generally a small fraction of the total porosity. Measurements on two granites and a quartz diorite ranged from 0.05 to 0.00004 (Norton and Knapp, 1977 , reported as "flow porosities" on their Table 1 ). Similarly, Freeze and Cherry (1979) state that effective porosity "...is normally very small. Values in the order of 1-0.001%, or 10-2-10-5 expressed as a fraction, are not unusual" (Freeze and Cherry, 1979, page 408) . Two deep wells in northern Illinois found open fractures in granite even at great depth (up to 1600 m), with porosity ranging from 0.0142 to 0.0215 (Fetter, 1994) . The value of 0.01 used here was selected in concert with the mean hydraulic conductivity to produce a reasonable mean velocity (discussed below). The effective porosity is used with the velocity and cross-sectional area to determine the groundwater discharge across the control plane, which in turn is used to convert the contaminant flux into concentrations. The porosity is also used in the calculation of velocity, with a smaller effective porosity resulting in larger groundwater velocities. The uncertainty in effective porosity is incorporated in the overall uncertainty in mean velocity, discussed in a later section.
Mean Groundwater Velocity
The mean groundwater velocity used for eastward flow in the fractured granite (Scenarios 1 and 2) is 2.7 d y r . The mean velocity used for westward flow in the granite is 5 rdyr. The difference between the two estimates is due to different hydraulic gradients in the two directions and is consistent with the difference in topographic gradient between the eastward and westward approaches to the range. For comparison, the velocity in the alluvium in Fairview Valley (east side of the Sand Springs Range) is estimated to be 99 m/yr and the velocity in the alluvium of Fourmile Flat (west side) is estimated to be 141 d y r . In the absence of direct measurements of flow velocities, the velocities were calculated as described below.
Mean Groundwater Velocity Eas twar d i n t he F ract u red Gr anite
The mean velocity calculated for eastward flow through the granite, 2.7 d y r , results from equation (l), using a hydraulic conductivity of 5 x d s , a hydraulic gradient of 0.017, and an effective porosity of 0.01. The choice of porosity is discussed in an earlier section. The hydraulic conductivity is based on four measurements of transmissivity in the granite, estimates of contributing thickness for those transmissivities, and data on similar materials. The workers that performed the hydraulic tests for the three wells located within 1.6 km of the test site (wells PM-1, PM-3, and USBM #1) express no confidence in the interpretation of the results because of the many differences between conditions in the granite and the idealized conditions under which the testing theory was developed. Regardless, using the transmissivities reported by the Nevada Bureau of Mines et al. (1963 , and using a range of thickness derived by interpreting thickness of fractured intervals from geologic and geophysical logs of the wells, yields a range in hydraulic conductivity of 4.7 x d s . Data from a pump test performed in well H-3, completed in weathered granite beneath the western alluvial fan, results in an estimate of 6.1 x d s , assuming the entire saturated thickness of the well (46 m) contributed water to the test. Based on evidence derived during testing near the site, the Nevada Bureau of Mines et al. (1965, page 271) believe the transmissivity beneath the range to be less than that measured at H-3 and summarize their findings as the granite near the site having a transmissivity less than 200 gpd/ft (reported units; 3 x m2/s). Freeze and Cherry (1979, page 409) report that a hydraulic conductivity of m/s could represent conditions in a slightly fractured granite. 5 x d s was selected as consistent with the field data and literature values, and in keeping with the conclusions of the hydrogeologists responsible for the hydraulic testing that the transmissive capacity of the granite was very low. The uncertainty in mean hydraulic conductivity is incorporated in the overall uncertainty in mean velocity. This uncertainty, as well as spatial variability in the hydraulic conductivity field, is discussed below.
The hydraulic gradient of 0.017 is the estimated gradient from the test area to well HS-1 in Fairview Valley. A water table elevation of 1300 m above mean sea level (amsl) was selected as representative of natural conditions in the vicinity of the test. This is based on measurements of 1300 m amsl at hole ECH-D and PM-1. Higher water levels (up to 1355 m amsl) were measured in other wells near the test, but problems with loss of drilling fluid into the formation suggest that natural water levels in the area were impacted by drilling activities (Nevada Bureau of Mines et al., 1965) . A water level of 1202 m amsl was used for well HS-1 and represents the static water level reported by the Nevada Bureau of Mines et al. (1965) . It is assumed that the receptor is served by a single domestic supply well that causes no discernible impact on the gradient. Scenarios involving larger production wells would require assuming steeper gradients. As with porosity and hydraulic conductivity, uncertainty in the mean hydraulic gradient is incorporated in uncertainty in the mean velocity.
Mean Groundw ater Velocitv West ward in the Fractu red Granite
The mean velocity calculated for westward flow through the granite is 5 d y r and results from equation (l), using a hydraulic conductivity of 5 x lo-* d s , a hydraulic gradient of 0.032, and an effective porosity of 0.01. The choice of porosity and hydraulic conductivity are both discussed above. The hydraulic gradient is that from the test area to well H-3. As in the case of eastward flow, a water table elevation of 1300 m amsl was selected as representative of natural conditions in the vicinity of the test. A water level of 1 190 m amsl was used for well H-3, and is the static water level reported by the Nevada Bureau of Mines et al. (1965) . Again, there is assumed to be no impact on the gradient by the receptor well.
Spatial Variability in Hydraulic Conductivity
Values of 0.3, 0.6, and 1.2 were used for the variance in the natural log of hydraulic conductivity (InK). Though a mean value of hydraulic conductivity is used to obtain the mean velocity, it is known that hydraulic conductivity varies through space due to geologic variability. The variability in K creates flowpaths with both higher and lower mean velocities than those calculated using the mean K, and results in spreading of a contaminant plume along the direction of flow. The spreading is noted at the control plane as early arrivals in advance of the bulk of the contaminant mass, and a "tail" of trailing arrivals behind the bulk of the mass. The early arrivals caused by spatial variability in hydraulic conductivity are particularly important when considering transport of a decaying solute such as tritium because the mass of contaminant decreases with time. A large variance allows more variation in K about the mean value and thus results in a distribution of velocities that can include much faster flowpaths than the mean. A lower variance restricts the spreading about the mean.
The hydraulic conductivity data from the Shoal site were not sufficient to perform the geostatistical analysis necessary to estimate the spatial variability in 1nK. The lowest value used, 0.3, was derived from the literature (Hoeksema and Kitanidis, 1985) and is the median value for structured variance of transmissivity found in a survey of data from consolidated rock aquifers. Hoeksema and Kitandis recommend using the median value because extreme cases tended to skew the mean away from the typical value. Though over 200 measurements were used by Hoeksema and Kitanidis (1985) , data from a wide variety of consolidated rocks were used (e.g., sandstone, basalt, carbonate), none of which may adequately represent a fractured granite. The sensitivity of the calculations to the 1nK variance was examined using values two and four times the estimated median value (0.6 and 1.2, respectively).
Mean Velocity Estimation Error
The estimation error in mean velocity accounts for uncertainty in the assigned mean velocity value due to uncertainties in mean effective porosity, mean hydraulic conductivity, and mean hydraulic gradient. The lack of data did not allow calculation of these uncertainties at the Shoal site.
Instead, three values were assigned for the uncertainty in mean velocity: zero, 20, and 40 percent of the mean velocity. The estimation error of zero represents the hypothetical case where there is no uncertainty in the estimate of mean velocity. The estimation error values of 20 and 40 percent are arbitrary values chosen out of convenience to study the sensitivity of the results to a range in estimation error. The estimation error represents one standard deviation in the distribution of error about the mean velocity. If it is assumed that the error is normally distributed, then the mean value +/-two standard deviations incorporates 95 percent of the distribution. To illustrate, an estimation error of 40 percent of the mean velocity of 5 m/yr (Scenarios 3 and 4) corresponds to a standard deviation of 2 m/yr. The range of estimation error represented by the mean +/-two standard deviations is then 1 to 9 m/yr. It is important to stress that this is uncertainty in the mean velocity. The range of velocities in the flow field is incorporated through the spatial variability in hydraulic conductivity and would be expected to be much larger than the range of the mean.
The estimation error in mean velocity, like variance in lnK, results in spreading of the contaminant plume in the direction of flow, and for the same reason: consideration of both slower and faster travel times distributed about the mean. Unlike the 1nK variance, this distribution of velocities is not a result of natural geologic heterogeneity; rather it is a result of our imperfect knowledge of the natural system. Even in a well-characterized aquifer, uncertainty remains about the groundwater velocity field because data must be extrapolated from one well to another. This uncertainty can be estimated from the non-correlated variability in velocity (which is usually primarily a result of uncertainty in hydraulic conductivity). In the case of Shoal, the extreme lack of data creates a situation of great uncertainty about the mean velocity and not enough data to estimate that uncertainty. This was handled by evaluating the importance of uncertainty through a sensitivity analysis that included zero, 20 and 40 percent. Both the variance in hydraulic conductivity and uncertainty in velocity can be determined by field measurements and the uncertainty can be reduced during that process.
Tritium Haif-Life
A half-life of 12.4 years was used for the decay rate of tritium in the calculations. The decay behavior is important to the resultant solute flux because that portion of the mass traveling at slower velocities is removed by decay before reaching the control plane. This results in the elimination of long travel times from the risk calculation and a comparative emphasis on the portion of the mass subject to early arrival.
RESULTS
Of the four transport pathways considered, Scenario 1, flow to the eastern site boundary, experiences the earliest passage of the peak tritium concentration, and the highest concentrations (Figure 4) . Using the base case parameters (variance in InK of 0.3 and no uncertainty in mean velocity), the peak concentration of 280 pCi/l passes the eastern boundary 206 years after the nuclear test. Peak concentrations under Scenario 3 (to the western boundary) arrive almost one half-life later, at 2 16 years, and are lower (57 pCi/l) as a result of decay and spreading along the longer flowpath. The peak arrival at the first existing western well (H-3) occurs next, at 278 years, at a concentration of 0.1 pCi/l. The combination of longest flowpath and slower mean velocity delays the peak arrival at the first existing eastern well, HS-1, until 410 years after the test, at an undetectable concentration of 3 x 10-8 pci/l.
If a higher correlated variance in the hydraulic conductivity field is assumed, the peak concentrations rise dramatically and arrive earlier (Figure 5 ). Considering Scenario 1, peak concentrations increase from 280 pCi/l when a21,~ is assumed to be 0.3, to 4700 pCi/l when a21,g is doubled to 0.6, and to 85,000 pCi/l when o 2 l n~ is 1.2. The effect of including a wider range in hydraulic conductivity is magnified by radioactive decay because the portion traveling along the more rapid flowpaths arrives not only earlier, but at higher concentration due to the shorter decay time. Including uncertainty in mean velocity in the calculations also increases peak concentrations while shortening the arrival time of that peak ( Figure 6 ). Again considering Scenario 1, a 20 percent uncertainty in mean velocity raises the peak concentration to 2600 pCi/l, and 40 percent uncertainty raises it to 83,000 pCi/l. The earliest arrival times and highest concentrations are calculated for each scenario using a combination of high uncertainty in mean velocity (40 percent) and large spatial variability in the hydraulic conductivity field (1.2) (Figure 4) . With those parameters, Scenario 1 has a peak concentration of 720,000 pCi/l arriving 71 years after the test.
The standard deviation for the solute flux is at least an order of magnitude larger than the estimated mean flux (Figure 4) . This is partially due to spatial variability in the velocity field and uncertainty in the estimate of mean velocity (incorporating uncertainty in the mean effective porosity, mean hydraulic conductivity, and mean hydraulic gradient), and partially due to the evaluation method which represents the upper bound by not accounting for pore-scale dispersion. As noted by Andricevic and Cvetkovic (1995) , the peak value of the standard deviation is shifted toward the origin relative to the mean solute flux curve because the uncertainty is greatest when the solute flux is changing rapidly. The magnitude of the solute flux standard deviation is an important factor in calculating the uncertainty in the risk evaluation.
The human health risks associated with the various scenarios also vary tremendously depending on the values of variance in hydraulic conductivity and uncertainty in mean velocity ( Table 1) . The 90 percent risk confidence interval is picked between the five and 95 percent risk levels on the cumulative risk function (Figure 7) . The 90 percent excess-cancer-mortality-risk confidence intervals for the initial case (a21fi of 0.3 and no uncertainty) of each scenario are all below the goal for excess risk from exposure to contaminants in environmental media established by the U.S. Environmental Protection Agency (US. EPA, 1990) . However, including greater variance in hydraulic conductivity and uncertainty in mean velocity raises many of the for each scenario are shown: the case of 02h~=0.3 with no uncertainty in mean velocity (scenarios la, 2a, 3a, and 4a on Table l), and the case of 021a=1.2 with 40% uncertainty in mean velocity (scenarios lf, 2f, 3f, and 4f on Table 1 ). The earliest breakthrough and highest concentration between all the scenarios occurs with scenario 1, while scenario 2 has the lowest concentration. time, years Figure 6 . Sensitivity of tritium breakthrough curves to the uncertainty assumed for the mean velocity in Scenario 1 (S,cenarios la, lb, and IC on Table 1 ). Increasing the uncertainty from zero to 40 percent shortens the arrival time and dramatically increases the peak concentration. The sensitivity to uncertainty in mean velocity for the other scenarios can be found in the appendix.
calculations above the goal, particularly when the control plane is considered to be the site boundary. The highest risks are associated with the case of high spatial variability (1.2) combined with high uncertainty (40 percent), which causes risk in excess of at the 95 percent upper confidence level for every scenario except Scenario 2. None of the sensitivity runs for flow to HS-1 (Scenario 2) resulted in risk above but for well H-3 (Scenario 4), Cases 4c and 4f, with 40 percent uncertainty in mean velocity and 0 2 h~ of 0.3 and 1.2, and Case 4e, with zero uncertainty and a 0 2 h~ of 1.2, gave risks exceeding
and 2 x respectively).
at the 95 percent upper confidence limit (2 x
DISCUSSION
The large range in health risk values computed for groundwater transport of tritium from the Shoal site is a result of lack of hydrogeologic knowledge about the site. The data uncertainty is discussed in the description of each parameter earlier in the report; but the impact of these uncertainties on the calculated risks warrants additional discussion here.
Within each scenario, there is great variation in the risks reported in Table 1 . This variation is a direct result of the range of values considered for spatial variability in the hydraulic conductivity field and uncertainty in mean velocity. Both of these parameters can be determined from field Figure 7. Probability distribution function for the excess-cancer-mortality risk calculated for Scenario 1 when the spatial variability, 021*, is 0.3, and there is no uncertainty assumed for the mean groundwater velocity (Scenario la on Table 1 ). The 90 percent confidence intervals reported in Table 1 are derived from the five and 95 percent probability levels, as shown. measurements so that the range of each could be significantly reduced with additional site data. The value of uncertainty in mean velocity can actually be reduced, and theoretically eliminated, as more velocity data are developed, reducing calculated spreading of the tritium plume. Traditionally, uncertainty in calculated groundwater velocities results primarily from uncertainty in the value of hydraulic conductivity, because hydraulic conductivity usually ranges over more orders of magnitude than plausible values of either the hydraulic gradient or effective porosity. In the case of Shoal, however, uncertainty in effective porosity also contributes significantly to the overall uncertainty in velocity because effective porosity in fractured rocks is poorly known and estimates range over orders of magnitude. In addition, very steep gradients were reported close to the site and, though assumed here to be due to drilling activities, need to be investigated further. Spatial variability in hydraulic conductivity is based on geologic heterogeneity, and as such cannot be eliminated nor necessarily reduced with new data, but determining a value based on site data rather than values reported in the literature will reduce the range in risk that results from the factor of four variation considered in our calculations (0.3 to 1.2). It is worth noting that water samples are collected annually from HS-1 and H-3 and analyzed for tritium as part of the Long-Term Hydrologic Monitoring Program (U.S. EPA, 1992b). Though no tritium has been detected at either well, the monitoring data cannot be used to eliminate the parameter combinations resulting in rapid flow because the contaminant plume is small in size and could easily miss either well if not directly on the flowpath.
Though not addressed through sensitivity analysis, there are additional factors important to interpreting the health risks from hydrologic transport at Shoal. These are the correlation scale, discharge mixing area, and source term. As site hydrologic data are acquired to address the velocity uncertainty and spatial variability, data will also be available to calculate the correlation scale for the site. Though the approach taken in this work of using 0.1 of the domain is well supported by existing literature (Gelhar, 1993) , the calculations are sensitive to this parameter and a value based on site data is needed. The discharge mixing area is another critical factor for the health risk calculation because it is used to convert the mass of contaminant to the concentration used as an input dose. Using the size of the test cavity is conservative and it is not plausible to consider any smaller area, but larger mixing areas are entirely possible and, if justified based on site data, would reduce calculated concentrations and thus risks. Finally, the calculation of the tritium source term performed by Hazleton-Nuclear Science (1965) included a conservative factor of ten in the amount of lithium in the granite. If better calculations of the tritium source become available, ideally supported by measurements after the test, the risks should be recalculated. Additionally, other radionuclides are present in the source and may need to be considered.
CONCLUSIONS
This exposure assessment, while unable to narrowly constrain the human health risk presented by groundwater transport from the Shoal underground nuclear test, presents a range of possible excess-cancer-mortality risk that could exist at four different points around the site. These points correspond to the boundary of the land under DOE control (where no wells currently exist) and the closest existing well, in both the east and west directions because the location of the site with respect to a groundwater divide is unknown. The range in excess risk is within the EPA goal for excess risk due to environmental contaminants ( at the closest existing well east of the site, HS-1, but exceeds the EPA goal for cases of high spatial variability in hydraulic transport properties and/or high uncertainty in mean velocity for the remaining three scenarios. Calculations considering less spatial variability and/or less uncertainty result in agreement with the EPA goal for all of the scenarios.
The range in risk values can be reduced with the addition of data from the site; most importantly, by determination of the direction of groundwater flow from the nuclear cavity and measurements of groundwater velocity and its spatial statistical properties (variance and correlation scale). Without more confidence in these factors, the exposure assessment reported here should be considered preliminary in nature and most useful for guiding site characterization efforts and establishing relative risk compared to other offsite underground nuclear testing locations. 
