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Neurons	   are	   constantly	   integrating	   information	   from	   external	   and	   internal	   sources,	  
causing	  them	  to	  spike	  at	  particular	  times.	  	  The	  exact	  timing	  of	  spikes	  is	  determined	  by	  a	  neuron's	  
intrinsic	   properties,	   as	   well	   as	   the	   interplay	   between	   local	   excitatory	   and	   inhibitory	   inputs.	  
Although	   inhibitory	   interneurons	  have	  been	  extensively	   studied,	   their	   contribution	   to	  neuronal	  
integration	   and	   spike	   timing	   remains	   poorly	   understood.	   	   To	   elucidate	   the	   functional	   role	   of	  
GABAergic	   interneurons	   during	   cortical	   activity,	   we	   combined	   molecular	   identification	   of	  
interneurons,	  two	  photon	  imaging	  and	  electrophysiological	  recordings	  in	  mouse	  thalamocortical	  
slices.	  In	  this	  preparation,	  cortical	  UP	  states,	  a	  network	  state	  characterized	  by	  prolonged	  periods	  
of	  depolarization	  and	  synchronized	  spiking,	  can	  be	  evoked	  by	  thalamic	  stimulation	  and	  can	  also	  
occur	  spontaneously.	  	  
To	  assay	  the	  role	  of	  inhibition,	  we	  first	  characterized	  the	  firing	  properties	  of	  Parvalbumin	  
(PV)	   and	   Somatostatin	   (SOM)	   interneurons	   during	   UP	   states	   activity,	   and	   found	   a	   higher	  
probability	  and	  rate	  of	  spiking	  in	  these	  two	  subtypes	  compared	  to	  excitatory	  cells.	  These	  subtypes	  
did	  not	  display	  differential	  timing	  of	  activation	  during	  the	  evoked	  response.	  Furthermore,	  calcium	  
imaging	   showed	   low	   correlations	   among	   PV	   and	   SOM	   interneurons,	   indicating	   that	   neurons	  
sharing	   these	   neurochemical	   markers	   do	   not	   coordinate	   their	   firing.	   Intracellular	   recordings	  




synchronous	   spiking	   than	   excitatory	   cells,	   suggesting	   that	   this	   coupling	   may	   not	   function	   to	  
synchronize	   the	   activity	   of	   interneurons	   on	   fast	   time	   scales.	   After	   characterizing	   inhibitory	  
interneuron	  outputs,	  we	  next	  studied	  the	  timing	  and	  correlation	  of	   inhibitory	   inputs,	  which	  we	  
isolated	   from	   excitatory	   inputs	   by	   voltage	   clamping	   at	   the	   reversal	   for	   excitation	   (0mV)	   or	  
inhibition	  (-­‐70mV).	  In	  both	  thalamically	  triggered	  and	  spontaneous	  activations,	  IPSCs	  between	  cell	  
pairs	   were	   remarkably	   well	   correlated,	   with	   correlation	   coefficients	   reaching	   over	   .9	   in	   some	  
cases.	   	   This	   high	  degree	  of	   correlation	  has	  previously	   been	  assumed	   to	  be	  due	   to	   interneuron	  
synchrony,	   but	   our	   population	   imaging	   and	   paired	   recordings	   did	   not	   support	   this	   view.	   In	  
addition,	   we	   found	   that	   the	   connection	   rate	   between	   interneurons	   is	   very	   high	   (~80%),	   and	  
quantal	  analysis	  revealed	  that	  each	  IPSC	  recorded	  in	  neighboring	  cells	  during	  an	  UP	  state	  could	  be	  
due	   to	   a	   single	   presynaptic	   interneuron.	   Therefore,	   we	   explain	   the	   high	   IPSCs	   correlations	   in	  
nearby	  pyramidal	  cells	  are	  emerging	  from	  the	  common	  input	  from	  individual	  interneurons,	  rather	  
than	  from	  synchronization	  of	  interneuron	  activity	  across	  the	  population.	  	  
In	  a	  final	  set	  of	  experiments,	  we	  found	  that	  a	  partial	  pharmacological	  block	  of	  inhibitory	  
signaling	  increased	  EPSC	  correlations.	  Our	  data	  support	  a	  model	   in	  which	  inhibitory	  neurons	  do	  
not	   fire	   in	   a	   correlated	   fashion	  but	   have	   strong,	   dense	   connections	   to	   pyramidal	   neurons	   that	  
serve	  to	  prevent	  local	  excitatory	  synchrony	  during	  UP	  states.	  This	  would	  mean	  that	  inhibition	  may	  
not,	  as	  previously	  thought,	  serve	  to	  synchronize	  the	  firing	  of	  excitatory	  cells,	  but	  have	  precisely	  
the	  opposite	  effect,	  decorrelating	  their	  activity	  by	  breaking	  down	  their	  coordinated	  firing.	  This	  is	  
consistent	   with	   the	   hypothesis	   that	   pyramidal	   cells	   are	   carrying	   out	   an	   essentially	   integrative	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  Preface	  	  
	  
When	   I	   was	   younger	   (and	   admittedly	   a	   little	   bit	   to	   this	   day),	   I	   didn’t	   understand	   how	  
people	  could	  want	  to	  be	  anything	  but	  scientists.	  	  Science	  is	  the	  study	  of	  the	  world	  around	  us,	  and	  
who	  wouldn’t	  want	  to	  spend	  their	  lives	  understanding	  how	  the	  world	  works?	  	  	  
The	  overall	  goal	  of	  science,	  to	  explain	  the	  origin	  of	  the	  universe	  and	  the	  rules	  that	  govern	  
it,	   represents	   the	  most	  challenging	  and	  complex	   task	  of	  human	   intellectual	  pursuit.	   	  One	  could	  
argue	  that	  in	  order	  to	  approach	  this	  undertaking,	  it	  makes	  sense	  to	  proceed	  chronologically	  in	  the	  
order	   in	   which	   life	   itself	   was	   established,	   beginning	   with	   properties	   of	   our	   solar	   system,	   and	  
ending	  with	  our	  biology.	   	  But	  how	  we	  perceive	  our	  world	  depends	  on	   the	  very	   tool	  we	  use	   to	  
decipher	  it,	  our	  brains.	  For	  me,	  at	  the	  heart	  of	  all	  scientific	  knowledge	  is	  the	  question	  of	  how	  our	  
brains	  reconstruct	  reality,	  and	  this	  is	  why	  I	  chose	  to	  focus	  on	  the	  field	  of	  neuroscience.	  	  
The	  brain	   is	  composed	  of	  millions	  of	   individual	  cells,	  or	  neurons.	  These	  cells	  contain	  the	  
same	  genetic	  makeup	  as	  the	  cells	  in	  the	  rest	  of	  our	  body,	  yet	  individually	  and	  in	  combination	  they	  
possess	  the	  extraordinary	  properties	  that	  allow	  us	  to	  think	  and	  feel.	  Therefore,	  the	  hope	  and	  the	  
challenge	   before	   us	   is	   to	   gain	   some	   fundamental	   insight	   into	   how	   neural	   cells	   perform	   these	  
remarkable	   feats	   of	   function.	   	   How	   do	   neurons,	   biological	   structures	   made	   of	   organic	   and	  
inorganic	  molecules	  and	  proteins,	  give	  rise	  to	  thoughts,	  sensations,	  feelings	  and	  actions?	  	  
While	  there	  exists	  a	  number	  of	  ways	  to	  approach	  these	  questions,	  for	  the	  past	  five	  years	  I	  
have	   chosen	   to	   study	   the	   cortical	  microcircuit.	   The	   cortex	   is	   the	   outermost	   part	   of	   the	   brain,	  




thought,	  language,	  and	  consciousness.	  A	  microcircuit	  is	  a	  collection	  of	  neurons	  within	  the	  cortex	  
that	   together	  carry	  out	  a	  particular	   function.	  By	  concentrating	  on	   just	  a	   few	  hundred	  cells	  at	  a	  
time	  in	  a	  local	  region,	  we	  are	  using	  a	  reductionist	  approach	  to	  determine	  a	  fundamental	  feature	  
of	  brain	  function-­‐	  processing	  of	  information.	  What	  can	  the	  activity	  of	  neurons	  tell	  us	  about	  how	  
they	   encode	   information?	   What	   is	   the	   function	   of	   particular	   neurons	   within	   the	   cortical	  
microcircuit?	   These	   two	   questions	   form	   the	   basis	   of	  my	   dissertation.	   I	   describe	  my	  work	  with	  
caution	  and	  humility,	  based	  on	  my	  appreciation	  of	  the	  complexity	  of	  the	  brain	  and	  my	  recognition	  




Chapter	  1-­‐	  Introduction	  
	  
Studying	  the	  brain	  at	  the	  circuit	  level	  
In	  attempting	  to	  bridge	  the	  gap	  between	  individual	  neurons	  and	  whole	  brain	  function,	  it	  is	  
useful	  to	  consider	  the	  various	  levels	  of	  complexity	  that	  build	  on	  each	  other	  in	  the	  brain.	  The	  state	  
of	  neuroscience,	  viewed	  at	  a	  macro-­‐level,	   shows	  a	  hierarchy	  of	   complexity	   from	  the	  molecular	  
functions	   within	   synaptic	   junctions	   (and	   associated	   glial	   cells)	   through	   the	   workings	   of	   whole	  
neurons,	   through	   circuits	   of	   neuronal	   assemblies,	   all	   the	   way	   up	   to	   the	   functioning	   of	   whole	  
brains	  comprised	  of	  intercommunicating	  modular	  regions.	  One	  could	  make	  the	  argument	  that	  in	  
order	   to	   fully	   understand	   information	   processing	   at	   any	   one	   of	   these	   levels,	   you	   must	   first	  
understand	  completely	  each	  preceding	  level	  of	  organization.	  However,	  it	  has	  been	  demonstrated	  
in	  many	  examples	  of	  human	  study	  that	  an	  understanding	  of	  the	  details	  at	  the	  lower	  levels	  is	  not	  
necessary	   to	   describe	   higher	   levels;	   humanity	   was	   able	   to	   learn	   about	   chemistry	   even	   while	  
treating	  it	  as	  a	  separate	  field	  from	  physics,	  in	  spite	  of	  the	  fact	  that	  physics	  underlies	  all	  chemical	  
phenomena.	   Similarly,	   biology	   may	   be	   studied	   without	   understanding	   all	   of	   its	   chemical	  
underpinnings.	  Therefore,	  a	  given	  phenomenon	  can	  be	  considered	  to	  be	  an	  emergent	  property	  of	  
its	  underlying	  processes,	  and	  understanding	  the	  details	  of	  these	  processes	  may	  not	  be	  necessary	  
for	  studying	  the	  phenomenon	  itself.	  	  
Due	  to	  many	  layers	  of	  complexity	  in	  the	  brain,	  it	  is	  a	  daunting	  task	  for	  a	  neuroscientist	  to	  
decide	  where	  to	  focus	  his/her	  efforts.	  While	  some	  of	  us	  focus	  on	  work	  at	  the	  level	  of	  just	  one	  or	  a	  
few	  neurons,	  others	  work	  on	  interpreting	  signals	  from	  entire	  brain	  areas,	  while	  still	  others	  work	  




how	   the	   brain	   functions,	   the	   body	   of	   work	   described	   in	   this	   doctoral	   thesis	   is	   aimed	   at	   the	  
intermediate	  level	  between	  the	  single	  neuron	  and	  the	  behaving	  organism—the	  neural	  circuit.	  	  
Neurons	   receive	   input	   from	   other	   neurons	   and	   integrate	   these	   inputs	   depending	   on	   a	  
variety	  of	  membrane	   and	   channel	   based	  properties	   (Lorente	  de	  No	  and	  Condouris,	   1959;	  Rall,	  
1959;	  Yuste	  and	  Tank,	  1996)	  which	  can	  vary	  greatly	  depending	  on	  the	  neuron	  type	  (see	  section	  on	  
neuronal	   subtypes	   below).	   If	   the	   sum	   of	   these	   inputs	   is	   large	   enough,	   the	   neuron	   will	   reach	  
threshold	  and	  fire	  an	  action	  potential,	  which	  will	  result	  in	  an	  input	  in	  the	  next	  downstream	  set	  of	  
“postsynaptic”	   neurons	   (Adrian,	   1914;	   Brock	   et	   al.,	   1952;	   Coombs	   et	   al.,	   1955;	   Diamon	   and	  
Yasargil,	   1969).	   This	   recursive	   process	   forms	   the	   basis	   of	   mental	   functions	   such	   as	   thought,	  
perception	  and	  consciousness,	  and	  represents	   the	  biological	  underpinning	  of	   the	  mind	  (Kandel,	  
2006).	  	  Although	  we	  now	  understand	  this	  basic	  method	  of	  communication	  between	  cells,	  we	  still	  
do	  not	  know	  how	  groups	  of	  neurons	  work	  together	  to	  accomplish	  relatively	  simple	  tasks,	  such	  as	  
grasping	  for	  a	  cup,	  let	  alone	  complex	  abstract	  thoughts.	  Such	  tasks	  are	  unlikely	  to	  be	  the	  sum	  of	  
individual	   neurons,	   but	   rather	   a	   collective,	   or	   emergent	   property	   of	   neuronal	   and	   synaptic	  
integration.	  	  
Surprisingly,	  our	  knowledge	  of	  the	  brain	  at	  the	  circuit	  level	  is	  quite	  scant.	  We	  have	  a	  good	  
underpinning	  of	  its	  neuroanatomy	  of	  the	  brain	  at	  both	  the	  macro	  and	  micro	  levels.	  Thanks	  to	  the	  
field	  of	  neuropsychology,	  which	  attempts	  to	  identify	  the	  area	  of	  the	  brain	  important	  for	  particular	  
cognitive	  tasks,	  we	  have	  made	  some	  macroanatomical	  correlates	  of	  brain	  function	  (Adrian,	  1941;	  
Brodmann,	   1999;	   Felleman	   and	   Van	   Essen,	   1991;	   Kwong	   et	   al.,	   1992;	   Marshall	   et	   al.,	   1937;	  
Penfield	   and	   Rasmussen,	   1950).	   	   In	   addition	   we	   have	   some	   comprehension	   of	   the	   critical	  




and	  integration	  (Brock	  et	  al.,	  1952;	  Coombs	  et	  al.,	  1955;	  Diamon	  and	  Yasargil,	  1969),	  albeit	  with	  
many	   holes.	   However,	   we	   have	   remarkably	   little	   knowledge	   regarding	   how	   the	   coordinated	  
activity	   of	  many	   neurons	   leads	   to	  macro	   level	   brain	   function.	   Arguably,	  we	   know	  more	   about	  
higher	  order	  phenomena	  such	  as	  psychology	  and	  behavior	   than	  we	  know	  about	  the	   integrated	  
properties	  of	  neuronal	  ensembles	  that	  underlie	  these	  functions.	  	  
For	   all	   the	   reasons	   outlined	   above,	   it	   is	   crucial	   that	   we	   use	   the	   tools	   made	   available	  
recently,	  many	  of	  which	  have	  been	  fully	  or	  partially	  developed	  in	  the	  Yuste	  lab,	  where	  I	  have	  done	  
my	  research	  for	  this	  thesis,	  to	  study	  the	  properties	  of	  neuronal	  circuits.	  This	  dissertation	  focuses	  
on	   understanding	   properties	   of	   neurons	   when	   they	   are	   activated	   (fire	   action	   potentials)	   in	   a	  
coordinated	  manner.	  	  
	  	  
The	  cortex:	  from	  structure	  to	  function	  
The	   neocortex,	   or	  more	   simply	   “cortex”	   is	   the	   outermost	   wrapping	   of	   the	   brain.	   	   It	   is	  
composed	  of	  billions	  of	   neurons,	  which	  make	   trillions	  of	   connections	   like	   a	   complex	  web.	   This	  
area	  of	  the	  brain	  is	  important	  for	  most	  complex	  tasks	  and	  thoughts	  (Damasio,	  1994;	  Weinberger	  
et	  al.,	  1986)	  which	  is	  why	  it	  is	  an	  intriguing,	  albeit	  sometimes	  frustrating,	  structure	  to	  study.	  One	  
clear	  organizing	  principle	  that	  emerged	  in	  the	  19th	  century	  is	  that	  different	  areas	  of	  the	  brain	  are	  
dedicated	   to	   processing	   diverse	   streams	   of	   information	   (Broca,	   1861).	  Within	   these	   areas,	   the	  
picture	   can	   be	   more	   refined.	   In	   somatosensory	   cortex,	   for	   example,	   the	   location	   of	   cells	  
corresponds	   to	   the	   part	   of	   the	   body	   from	   which	   they	   receive	   sensory	   inputs	   (Adrian,	   1941);	  
adjacent	  parts	  of	  the	  body	  are	  represented	  by	  nearby	  cells,	  creating	  a	  full	  map	  of	  the	  body	  on	  the	  




Large	  progress	  was	  made	  in	  understanding	  the	  finer	  structure	  of	  the	  cortex	  in	  the	  1950s	  
and	  1960s	  by	  David	  Hubel	  and	  Torsten	  Wiesel.	  Their	  studies	  in	  cat	  visual	  cortex	  with	  single	  unit	  
recordings	   revealed	   that	  neurons	   respond	   to	   specific	   visual	   cues,	   in	  particular	   the	   location	  and	  
orientation	  of	  lines	  in	  specific	  portions	  of	  the	  visual	  field	  (Hubel	  and	  Wiesel,	  1959).	  Perhaps	  the	  
most	  significant	  part	  of	  their	  contribution	  was	  that	  neurons	  within	  a	  particular	  “column”	  of	  cortex	  
(defined	  as	  a	  cylindrical	  group	  of	  cells	  extending	  through	  all	  the	  6	  layers	  or	  cortex)	  responded	  to	  
similar	  stimuli.	  Their	  work,	  together	  with	  Mountcastle	  and	  Lorente’s	  previous	  studies,	  therefore	  
proposed	   the	  cortical	   column	  as	  a	   structural	  and	  computational	  unit	  of	   the	  brain,	  an	   idea	   that	  
continues	  to	  be	  highly	  influential	  among	  neuroscientists	  studying	  structure/function	  relationships	  
in	  cortex.	  1 
In	   the	  1980s	  Gilbert	   and	  Wiesel	  were	   able	   to	   lay	  out	   a	   scheme	   for	   the	   general	   flow	  of	  
information	   through	   a	   cortical	   column	   (Gilbert	   and	   Wiesel,	   1983):	   input	   to	   the	   cortex	   from	  
thalamus	  enters	  layer	  IV	  (Gilbert	  and	  Wiesel,	  1983),	  flows	  to	  layers	  II	  and	  III	  (Beierlein	  et	  al.,	  2003;	  
Petersen	  et	   al.,	   2003a;	   Shepherd	  et	   al.,	   2003)	   and	   from	   there	   is	   sent	   to	   layer	  V	   (Staiger	   et	   al.,	  
2000).	  In	  this	  model,	   layer	  connectivity	  occurs	  within	  a	  single	  cortical	  column,	  providing	  a	  three	  
dimensional	   framework	   of	   layers	   and	   columns	   fundamental	   to	   cortical	   function.	   Each	   column	  
essentially	   operates	   as	   an	   independent	   processing	   unit,	   performing	   computations	   on	   different	  
aspects	  of	  incoming	  data	  (Mountcastle,	  1978).	    
                                                
1 Although this work has laid the foundation for many subsequent studies relating cortical 
structure to function, it is not clear how generally applicable the organization into columns is 








The	  general	  organizing	  principals	  established	  in	  the	  visual	  system	  have	  been	  shown	  to	  be	  
true	  in	  another	  sensory	  cortical	  regions,	  the	  rodent	  whisker	  somatosensory	  cortex.	   
This	   area	   has	   been	   referred	   to	   as	   the	   “glomerular”	   (Lorente	   de	  No,	   1922b)	   or	   "barrel	   cortex"	  
(Woolsey	   and	   Van	   der	   Loos,	   1970)	   because	   of	   its	   clear	   columnar	   organization	   in	   which	   each	  
"barrel"	   (easily	   distinguished	   after	   cytochrome	   oxidase	   staining),	   receives	   and	   processes	   data	  
primarily	   from	  one	  whisker	   (Welker,	  1976).	  	   The	   fundamental	  map	  of	   cortical	   information	   flow	  
laid	  out	  by	  Gilbert	  and	  Wiesel	  has	  held	  up	  in	  this	  system	  (Feldmeyer	  et	  al.,	  2002;	  Land	  et	  al.,	  1995;	  
Lubke	   and	   Feldmeyer,	   2007;	   Reyes	   and	   Sakmann,	   1999).	   This	   system,	   which	   has	   proven	   very	  
useful	   for	   cortical	   neuroscientists,	   was	   used	   to	   perform	   all	   the	   experiments	   described	   in	   this	  
thesis.	  
 
Cell	  Types	  in	  Cortex:	  many	  structures	  without	  a	  function	  	  	  
Beyond	  the	  macro	  structure	  of	  the	  cortex,	  electrophysiological	  and	  morphological	  studies	  
of	  individual	  cells	  have	  revealed	  another	  level	  of	  organization	  in	  the	  cortex:	  cellular	  classes	  (Gupta	  
et	  al.,	  2000;	  Lorente	  de	  No,	  1922b;	  McCormick	  et	  al.,	  1985;	  Ramón	  y	  Cajal	  et	  al.,	  1988).	   	   In	  all	  
cortical	  areas	  in	  mammals,	  there	  exist	  two	  broad	  subclasses:	  1)	  excitatory	  pyramidal,	  or	  principal	  
cells	   and	   2)	   a	   variety	   of	   inhibitory	   interneurons.	   (Gupta	   et	   al.,	   2000;	   Lorente	   de	   No,	   1922b;	  
McCormick	   et	   al.,	   1985;	   Ramón	   y	   Cajal	   et	   al.,	   1988).	   These	   cell	   types	   have	   been	   studied	   and	  
classified	   based	   on	   their	   morphologies,	   cellular	   and	   molecular	   characteristics,	   and	   intrinsic	  
membrane	  properties.	  More	  recently,	  much	  attention	  has	  been	  given	  to	  their	  relative	  abundance	  
in	  cortical	  layers,	  and	  to	  establishing	  their	  specific	  connectivity	  schemes	  within	  and	  across	  layers	  




1922b;	   McCormick	   et	   al.,	   1985;	   Ramón	   y	   Cajal	   et	   al.,	   1988;	   Yoshimura	   and	   Callaway,	   2005;	  
Yoshimura	  et	  al.,	  2005)	  .	  
What	   is	   missing,	   though,	   is	   how	   cell	   types	   contribute	   to	   the	   function	   within	   this	  
microcircuitry.	   What	   we	   do	   know	   is	   that	   most	   principal	   neurons	   within	   the	   central	   nervous	  
system	   are	   “excitatory”,	   that	   is	   they	  mainly	   use	   the	   neurotransmitter	   glutamate	   to	  make	   the	  
propagation	  of	  signals	  more	  likely	  in	  their	  downstream	  targets.	  Inhibitory	  cells,	  on	  the	  other	  hand,	  
use	   the	   neurotransmitter	   GABA	   to	   shunt	   excitatory	   inputs	   in	   their	   downstream	   cells,	   making	  
signal	  propagation	  less	  likely.	  However,	  beyond	  the	  most	  rudimentary	  textbook	  description	  that	  
excitatory	  neurons	  excite	   their	  downstream	  postsynaptic	  partners,	  while	   inhibitory	  cells	  do	   the	  
opposite,	   we	   know	   surprisingly	   little	   about	   what	   role	   these	   cell	   types	   play	   in	   information	  
processing.	   Inhibitory	   interneurons	  are	  especially	  daunting,	  since	  they	  are	  an	  extremely	  diverse	  
group.	  The	  ability	  to	  probe	  the	  activity	  of	  these	  cell	  types	  within	  local	  circuits	  may	  be	  the	  best	  way	  
to	  begin	  to	  untangle	  their	  function.	  	  	  
	  
Inhibition	  in	  neocortex	   	  
Understanding	   the	   structure-­‐function	   relationships	   of	   inhibitory	   interneurons	   and	  
GABAergic	   circuits	   represents	  one	  of	   the	  major	   challenges	   in	   contemporary	  neuroscience.	  One	  
reason	   for	   this	   is	   that,	   until	   recently,	   studies	   of	   interneurons	   have	   lagged	   behind	   those	   of	  
excitatory	  principal	  neurons.	   This	   is	  due	   in	  part	  due	   to	   the	   fact	   that	   glutamatergic	  neurons	   far	  
outnumber	   interneurons,	  making	   them	  easier	   targets	   for	   investigation.	  Due	   to	  new	   techniques	  




vitro	   (Stuart	   et	   al.,	   1993)	   and	   in	   vivo	   (Monyer	   and	  Markram,	   2004),	   an	   astonishing	   amount	   of	  
variability	  within	  the	  interneuron	  population	  has	  been	  revealed.	  
Inhibitory	  interneurons,	  which	  comprise	  10-­‐20%	  of	  all	  cortical	  neurons,	  display	  enormous	  
diversity	   in	   their	   anatomical,	   physiological,	   molecular,	   and	   synaptic	   properties	   (Freund	   and	  
Buzsaki,	  1996;	  Gupta	  et	  al.,	  2000;	  Kawaguchi	  et	  al.,	  1997;	  Lorente	  de	  No,	  1922a).	  Although	  some	  
attempts	  have	  been	  made,	  classification	  of	  interneurons	  based	  on	  these	  features	  continues	  to	  be	  
a	  major	  issue	  in	  interneuron	  research	  (Ascoli	  et	  al.,	  2008;	  Markram	  et	  al.,	  2004).	  The	  functional	  
implications	   of	   these	   classification	   schemes	   are	   even	   harder	   to	   elucidate,	   but	   one	   major	  
classification	  rule	  has	  been	  observed	  thus	  far:	  interneurons	  that	  target	  different	  compartments	  of	  
their	  postsynaptic	  targets	  have	  discrete	  effects	  on	  their	  downstream	  partners	  (Buhl	  et	  al.,	  1994;	  
Miles	   et	   al.,	   1996;	   Somogyi	   et	   al.,	   1998).	   For	   example,	   interneurons	   targeting	   the	   perisomatic	  
region	  are	  thought	  to	  control	  the	  output	  of	  downstream	  targets	  (Cobb	  et	  al.,	  1995;	  Freund	  and	  
Katona,	  2007).	  In	  sensory	  systems,	  it	  has	  been	  shown	  that	  fast	  spiking	  interneurons,	  which	  target	  
peri-­‐somatic	  regions,	  are	  instrumental	  for	  determining	  the	  spike	  timing	  of	  their	  excitatory	  targets.	  
This	   ‘feedforward	   inhibition’	   results	   from	  powerful	   and	   fast	   thalamic	   synapses	  onto	  GABAergic	  
cells,	  and	   functions	   to	  narrow	  the	  amount	  of	   time	  over	  which	  downstream	  excitatory	  cells	  can	  
produce	  action	  potentials	   (Mountcastle	  and	  Powell,	   1959;	  Pouille	  and	  Scanziani,	  2001).	  On	   the	  
other	  hand,	  interneurons	  that	  innervate	  pyramidal	  cell	  dendrites	  are	  responsible	  for	  the	  control	  
of	  the	  efficacy	  and	  plasticity	  of	  inputs	  from	  sources	  that	  terminate	  in	  the	  same	  dendritic	  domain	  
(Buhl	   et	   al.,	   1994;	   Freund	   and	   Katona,	   2007).	   Dendritic	   inhibition	   may	   also	   control	   the	  
communication	   between	   dendrites	   and	   soma	   by	   shunting	   co-­‐aligned	   excitatory	   inputs	   and	  




belonging	   to	   a	   subtype	   of	   dendritic	   targeting	   interneurons	   have	   been	   shown	   to	   be	   reliably	  
recruited	  with	  activity	  of	  just	  one	  or	  a	  few	  upstream	  pyramidal	  cells	  in	  layers	  and	  are	  thought	  to	  
be	   important	   for	   ‘feedback	   inhibition’	   (Kapfer	  et	  al.,	  2007;	  Kozloski	  et	  al.,	  2001;	  Silberberg	  and	  
Markram,	  2007).	  
In	  spite	  of	  decades	  of	   investigations,	   it	   is	  still	  unknown	  exactly	  what	   inhibition	  does	   in	  
the	   cortex,	   and	   it	   is	   unclear	   how	   the	   differential	   effect	   of	   interneuron	   subclasses	   on	  
postsynaptic	   targets	   translates	   to	   their	   function	   within	   neural	   circuits.	   Traditionally,	   the	  
function	   of	   GABAergic	   interneurons	   has	   been	   described	   as	   simply	   providing	   balance	   to	  
excitation	   in	  order	   to	  prevent	  overactivity.	  While	   this	   is	  undoubtedly	   true,	   it	   is	  now	  apparent	  
that	   the	   picture	   is	  much	  more	   complex.	   A	   flurry	   of	   recent	  work	   has	   provided	   evidence	   that	  
inhibitory	  interneurons	  shape	  the	  activity	  of	  and	  control	  the	  precise	  timing	  of	  entire	  groups	  of	  
principal	  cells	   (Cobb	  et	  al.,	  1995;	  Monyer	  and	  Markram,	  2004).	   In	  cortex,	  network	  oscillations	  
represent	  the	  collective	  activity	  of	  large	  neuronal	  populations,	  vary	  in	  frequency	  depending	  on	  
the	  behavioural	  state	  of	  the	  animal,	  and	  are	  considered	  to	  be	  important	  for	  a	  variety	  of	  higher	  
cognitive	   functions	   (Buzsaki	   and	   Draguhn,	   2004;	   Duzel	   et	   al.,	   2010;	   Klausberger	   et	   al.,	   2003;	  
Lisman	  and	  Buzsaki,	  2008).	  An	  increasing	  body	  of	  work	  provides	  evidence	  in	  support	  a	  central	  
role	   for	   interneurons	   in	   generating	   these	   phenomena	   (Blatow	   et	   al.,	   2003;	   Buzsaki	   and	  
Draguhn,	  2004;	  Cobb	  et	  al.,	  1995;	  Freund	  and	  Katona,	  2007;	  Howard	  et	  al.,	  2005;	  Klausberger	  et	  
al.,	   2003;	   Mann	   and	   Paulsen,	   2005;	   Mann	   et	   al.,	   2005;	   Somogyi	   and	   Klausberger,	   2005;	  
Whittington	   and	   Traub,	   2003).	   Recently,	   however,	   this	   view	   has	   been	   challenged	   by	   work	  




activity,	   can	   become	   rapidly	   and	   strong	   desynchronized	   in	   response	   to	   synaptic	   inputs,	   and	  
impart	  this	  desynchronization	  onto	  the	  local	  network	  (Vervaeke	  et	  al.,	  2010).	  	  
While	   these	   studies	   are	   compelling	   and	   informative,	   they	   leave	   a	   large	   gap	   in	   our	  
understanding	   of	   the	   function	   of	   interneurons.	   They	   have	   demonstrated	   the	   effect	   of	  
interneurons	   at	   individual	   synapses,	   and	   at	   the	  other	   end	  of	   the	   spectrum,	   shown	  a	   role	   for	  
them	   in	   oscillations	   of	   large	   ensembles.	   However,	   we	   still	   do	   not	   know	   what	   GABAergic	  
interneurons	  do	   in	   local	   cortical	   circuits.	  We	  don’t	   even	   know	   if	   interneurons	  belonging	   to	   a	  
specific	  subclass	  have	  activity	  that	  is	  more	  similar	  to	  one	  another	  than	  to	  other	  cells.	  If	  they	  did,	  
it	   would	   suggest	   they	   could	   have	   similar	   response	   properties	   to	   stimuli,	   and	   carry	   out	   their	  
function	   in	   a	   coordinated	   manner.	   We	   also	   do	   not	   know	   what	   role	   interneurons	   have	   in	  
sculpting	  the	  response	  of	  principal	  neurons	  during	  ongoing	  cortical	  activity.	  Finally,	  it	  is	  unclear	  
whether	  different	  types	  of	  interneurons	  have	  differential	  roles	  in	  determining	  distinct	  dynamics	  
of	   the	   circuit	   response.	   These	   are	   the	   fundamental	   questions	   forming	   the	   basis	   of	   and	  
inspiration	  of	  my	  research.	  	  
	  
Neurochemical	  markers	  of	  interneurons	  
Over	   the	   past	   15	   years,	   techniques	   to	   genetically	   label	   particular	   neuronal	   populations	  
have	  facilitated	  the	  study	  of	   interneurons.	   Inhibitory	   interneurons	  release	  the	  neurotransmitter	  
GABA,	   which	   is	   synthesized	   via	   a	   pathway	   involving	   the	   enzyme	   glutamic	   acid	   decarboxylase	  
(GAD).	   This	   has	   been	   utilized	   in	   the	   creation	   of	   transgenic	  mouse	   lines	   in	  which	   expression	   of	  




promoter	   (Tamamaki	   et	   al.,	   2003),	   allowing	   fluorescence-­‐aided	   identification	   of	   GABAergic	  
interneurons.	  
Since	   interneurons	   are	   far	   from	  homogeneous	   in	   their	   function,	  GAD67	   is	   not	   ideal	   for	  
studying	   a	   particular	   class	   of	   interneurons.	   Fortunately,	   a	   number	   of	   neurochemical	   markers,	  
including	   parvalbumin	   and	   somatostatin,	   are	   preferentially	   expressed	   in	   relatively	   discrete	  
interneuron	  populations.	  
	  Interneurons	  that	  express	  parvalbumin	  (PV)	  have	  a	  predilection	  for	  synapsing	  on	  proximal	  
portions	  of	  their	  target	  cell	   (Kosaka	  et	  al.,	  1987).	  These	  neurons	  can	  be	  further	  subdivided	   into	  
those	  forming	  a	  basket-­‐like	  plexus	  around	  the	  soma	  and	  proximal	  dendrites	  of	  principal	  neurons	  
and	   those	   forming	   a	   row	   of	   boutons	   running	   alongside	   the	   axon	   initial	   segment	   of	   principal	  
neurons	   (Freund	   and	   Buzsaki,	   1996),	   These	   two	   cell	   types	   have	   been	   named	   ‘basket’	   and	  
‘chandelier	  or	  axo-­‐axonic’	  cells,	  respectively,	  although	  some	  exceptions	  exist	  in	  cortex	  (Blatow	  et	  
al.,	  2003).	   	  Neurons	  containing	  PV	  are	  by	   far	   the	  most	  numerous	  accounting	   for	  approximately	  
40%	  of	  all	  GABAergic	  interneurons	  in	  mouse	  neocortex	  (Xu	  et	  al.,	  2010).	  
Somatostatin	   (SOM),	   on	   the	   other	   hand,	   is	   a	   neuropeptide	   that	   is	   expressed	   in	  
interneurons	   that	   show	   broader	   heterogeneity	   than	   parvalbumin	   positive	   cells.	   It	   is	   generally	  
agreed	   that	   somatostain	   positive	   interneurons	   target	   the	   distal	   dendrites	   of	   their	   postsynaptic	  
partners	  (Katona	  et	  al.,	  1999;	  Kawaguchi	  and	  Kondo,	  2002),	  but	  in	  somatosensory	  cortices,	  these	  
neurons	   can	   target	   peri-­‐somatic	   regions	   as	   well	   (Markram	   et	   al.,	   2004).	   Recent	   work	   has	  
identified	  three	  groups	  of	  SOM	  interneurons,	  based	  on	  their	  anatomy	  and	  physiology.	  The	  most	  




which	   have	   ascending	   axons	   that	   branch	   in	   layer	   1	   (McGarry	   et	   al.,	   2010).	   About	   30%	   of	  
interneurons	  in	  the	  brain	  express	  SOM	  (Rudy	  et	  al.,	  2011).	  
	  Fortunately,	   due	   to	   the	   presence	   of	   these	   PV	   and	   SOM	  molecular	  markers,	   transgenic	  
mouse	   lines	   in	  which	  PV	  or	  SOM	  interneurons	  are	   labelled	  with	  green	  fluorescent	  protein	  have	  
been	  made	   (Chattopadhyaya,	   2004;	  Oliva	   et	   al.,	   2000).	   These	   two	  mouse	   lines	   have	   aided	   the	  
study	  of	  interneurons	  belonging	  to	  these	  subtypes,	  and	  enabled	  the	  work	  presented	  in	  this	  thesis.	  	  	  	  
   
	  
Cortical	  UP	  states	  
In	  order	  to	  study	  the	  role	  of	  cortical	  interneurons,	  it	  is	  necessary	  to	  study	  them	  during	  an	  
active	  circuit,	  that	  is	  one	  where	  neurons	  are	  either	  spontaneously	  firing	  action	  potentials	  or	  fire	  
them	   in	  response	  to	  a	  stimulus.	  Cortical	  UP	  states	  are	  defined	  as	   the	  coordinated	  activation	  of	  
large	  groups	  of	  cells	  lasting	  anywhere	  from	  a	  few	  hundred	  milliseconds	  to	  seconds,	  depending	  on	  
the	  species	  and	  preparation	  in	  which	  they	  are	  observed.	  UP	  states	  were	  first	  described	  in	  1981,	  
when	  they	  were	  noted	  in	  intracellular	  recordings	  in	  the	  basal	  ganglia	  in	  vivo	  (Wilson	  and	  Groves,	  
1981),	  but	  had	  never	  been	  observed	  to	  occur	  coincidently	  with	  any	  sort	  of	  patterned	  multicellular	  
activations.	  	  UP	  states	  are	  depolarized	  periods	  during	  which	  action	  potentials	  occur	  and	  in	  which	  
in	  vivo	  systematically	  and	  semi-­‐regularly	  alternate	  with	  "DOWN	  states"	  during	  which	  neurons	  are	  
relatively	   hyperpolarized	   and	   do	   not	   generate	   action	   potentials.	   They	   are	   most	   frequently	  
observed	  to	  occur	  in	  cortical	  neurons	  under	  anesthesia	  (Wilson	  and	  Kawaguchi,	  1996)	  and	  during	  
slow	  wave	  sleep	   (Steriade	  et	  al.,	  2001).	  Furthermore,	   it	  appears	   that	  UP	  states	  originate	   in	   the	  
neocortex	  and	  drive	  either	  UP	  states	  or	  related	  activity	  in	  other	  parts	  of	  the	  forebrain	  including	  




2001)	   and	  hippocampus	   (Hahn	  et	   al.,	   2006,	   2007;	   Isomura	  et	   al.,	   2006).	   	   It	   is	   conceivable	   that	  
cortical	  UP	  states	  entrain	  all	  of	  the	  forebrain	  to	  the	  rhythm	  of	  the	  cortex	  itself	  during	  slow	  wave	  
sleep.	   	  Indeed,	   recent	   work	   indicates	   that	   UP	   states	   can	   be	   coordinated	   across	   larger	   cortical	  
territories	  (Hahn	  et	  al.,	  2007)	  	  and	  it	  has	  even	  been	  suggested	  that	  they	  represent	  the	  substrate	  
for	  the	  “resting	  state”	  activity	  in	  fMRI	  (Fox	  et	  al.,	  2007).	  
During	  UP	  states,	  the	  spatial	  distributions	  and	  temporal	  activation	  patterns	  of	  the	  coactive	  
neurons	   have	   some	   degree	   of	   repeatability	   from	   event	   to	   event,	   suggesting	   the	   potential	  
importance	   of	   these	   activations	   (MacLean	   et	   al.,	   2005).	  When	   neurons	   are	   patch	   clamped	   for	  
intracellular	   recording	  of	   their	  membrane	  potentials,	  plateau-­‐like	  depolarizations	  are	  observed,	  
lasting	  approximately	  2	  seconds,	  during	  which	  action	  potentials	  may	  be	  fired	  (Cossart	  et	  al.,	  2003;	  
MacLean	  et	  al.,	  2005).	  Based	  on	  the	  fact	  that	  the	  multi-­‐neuronal	  activations	  observed	  during	  UP	  
states	  are	  synchronous	  and	  appear	  to	  occur	  among	  specific	  groups	  of	  neurons,	  they	  appear	  to	  be	  
the	  sorts	  of	  coactive	  cortical	  neuronal	  ensembles	   that	  could	  be	  particularly	   informative	  of	  how	  
inhibitory	  cells	  may	  function	  within	  cortical	  circuits.	  	  Thus,	  UP	  states	  are	  the	  substrate	  upon	  which	  
the	   studies	   in	   this	   thesis	   are	   based	   upon.	   	   For	   the	   remainder	   of	   this	   dissertation	   cortical	  
coactivations	   occurring	   during	   UP	   states	   will	   be	   referred	   to	   either	   simply	   as	   “activations”	   or	  






Chapter	  2-­‐	  Materials	  and	  Methods	  
	  
Slice	  preparation	  	  	  
Thalamocortical	   slices,	  400	  µm	  thick,	  were	  prepared	   from	  postnatal	  day	  13	  (P13)	   to	  P18	  
from	   GIN	   (Oliva	   et	   al.,	   2000)	   or	   G42	   (Chattopadhyaya,	   2004)	   	   transgenic	   mice,	   as	   previously	  
described	   (MacLean	   et	   al.,	   2005).	   Slices	  were	   cut	  with	   a	   vibratome	   (VT1200S;	   Leica,	   Nussloch,	  
Germany	  or	  Microm	  650V,	  ThermoFisher	  Scientific,	  Kalamazoo,	  Michigan)	  in	  ice-­‐cold	  oxygenated	  
modified	  ACSF	  that	  included	  0.5	  mM	  CaCl2	  and	  3.5	  mM	  MgSO4,	  in	  which	  NaCl	  was	  replaced	  by	  an	  
equimolar	  concentration	  of	  sucrose.	  	  Experiments	  were	  performed	  with	  ACSF	  containing	  (in	  mM)	  
123	   NaCl,	   3	   KCl,	   26	   NaHCO3,	   1	   NaH2PO4,	   2	   CaCl2,	   2	   MgSO4	   and	   10	   dextrose,	   which	   was	  
continuously	  aerated	  with	  95%	  O2,	  5%	  CO2.	   	  All	  experiments	  were	  performed	  in	  the	  absence	  of	  
any	   ionic	   or	   pharmacological	   manipulations	   (with	   the	   exception	   of	   GABAzine	   in	   100-­‐200nm	  




Thalamocortical	   projection	   neurons	   were	   activated	   using	   bipolar	   platinum-­‐iridium	  
electrodes	   (#CE2C55,	   Frederick	   Haer	   Co.,	   Bowdoinham,	  ME)	   placed	   in	   the	   ventrobasal	   nucleus	  
(VB)	  of	  the	  thalamus.	  Stimuli	  were	  200	  µs	  in	  duration,	  20-­‐100	  µA	  in	  amplitude	  and	  were	  applied	  




generator	  coupled	  to	  a	   Iso-­‐flex	  stimulator	  (AMPI,	  Jerusalem,	   Israel).	   	  For	  each	  slice	  the	  minimal	  
pulse	   amplitude	  necessary	   to	   evoke	   recurrent	   activity	  was	   used	  which	   allowed	  us	   to	  minimize	  
potential	   activation	   of	   corticothalamic	   neurons	   (Agmon	   and	   Connors,	   1991;	   Ferster	   and	  
Lindstrom,	   1985).	   	   Recordings	  were	  made	   at	   either	   37º	  C	  or	   at	   room	   temperature	   and	   results	  
were	   pooled	   since	   no	   differences	   were	   observed	   between	   data	   collected	   at	   these	   two	  
temperatures.	   	  Calcium	   imaging	  of	  populations	  of	  neurons	   (Yuste	  and	  Katz,	  1991)	  was	  used	   to	  
identify	  online	  responding	  cells	   in	   layer	  4	  and	  these	  neurons	  were	  then	  targeted	  for	  whole-­‐cell	  
recording.	  Whole-­‐cell	   current-­‐clamp	   recordings	  Multiclamp	  700B	   amplifiers	   (Axon	   Instruments,	  
Foster	  City,	  CA)	  were	  made	  from	  neurons	   in	   layer	  4	  using	  4-­‐6	  MΩ	  micropipettes,	  filled	  (in	  mM):	  
130	  K-­‐methylsulfate,	   2	  MgCl2,	   0.6	  EGTA,	   10	  HEPES,	   4	  ATP-­‐Mg,	   and	   0.3	  GTP-­‐Tris,	   pH	   7.2
	  (290-­‐
295	  mOsm).	  	  	  To	  characterize	  neurons,	  500-­‐1000ms	  depolarizing	  DC	  current	  injections	  were	  given	  
to	   each	   cell	   and	   resultant	   action	   potential	   firing	   patterns	   were	   analyzed,	   following	   the	   Petilla	  
convention	  nomenclature	  (Ascoli	  et	  al.,	  2008).	  	  	  
	  
Morphological	  processing	  
Neurons	   were	   filled	   with	   biocytin	   by	   diffusion	   from	   the	   intrapipette	   solution	   during	  
recordings,	  with	  electrodes	  containing	  0.4	  g/100ml	  biocytin	  in	  addition	  to	  the	  solution	  described	  
above.	   	   At	   the	   end	   of	   each	   recording,	   slices	   were	   fixed	   overnight	   in	   4%	   paraformaldehyde.	  
Thereafter,	  slices	  were	  rinsed	  several	  times	  in	  0.12	  M	  phosphate	  buffer	  saline	  (PB).	  	  Slices	  were	  
then	  transferred	   to	  30%	  sucrose	   in	  15	  mL	  of	  0.12M	  PB	   for	  at	   least	  2	  hours	  and	  as	   long	  as	  one	  
week.	   	   Slices	  were	   then	   frozen	   in	  an	  embedding	  medium.	   	  After	   freezing,	   slices	  were	   rinsed	   in	  




agitation	  and	  rinsed	  in	  0.12M	  PB	  once	  for	  15	  minutes.	  	  After	  two	  other	  washes	  in	  0.02M	  KPBS,	  the	  
slices	  were	  incubated	  overnight	  under	  agitation	  in	  1%	  Avidin-­‐Biotin	  Complex	  (ABC	  Kit	  Standard,	  
Vector	   Laboratories)	   prepared	   in	   0.3%	   Triton	   X-­‐100.	   After	   three	   rinses	   in	   phosphate	   buffer,	  
biocytin	   was	   revealed	   by	   diaminobenzidine.	   	   After	   two	   final	   rinses	   in	   phosphate	   buffer,	   slices	  
were	  mounted	  onto	  slides.	  	  The	  neurons	  were	  reconstructed	  with	  Neurolucida	  (Micro	  Bright	  Field	  
Inc.,	  USA).	  	  
	  
UP	  state	  detection	  
UP	   states	  were	   detected	   automatically	   (based	   on	   an	   algorithm	  written	   by	   BO	  Watson)	  
from	  whole	  cell	  current	  clamp	  traces	  based	  on	  fulfillment	  of	  the	  following	  minimum	  criteria:	  at	  
least	   500	   ms	   of	   depolarization	   of	   3	   mV	   or	   more	   and	   at	   least	   3	   action	   potentials	   during	   this	  
depolarization.	  	  If	  the	  neuron	  did	  not	  fire	  action	  potentials,	  a	  continuous	  depolarization	  of	  5	  mV	  
for	   a	  minimum	   of	   500	  ms	   was	   required.	   	   This	   allowed	   us	   to	   detect	   all	   UP	   states	   despite	   the	  
variability	   of	   membrane	   behavior	   exhibited	   by	   different	   neurons.	   	  Simultaneous	   patch	   clamp	  
recordings	  confirmed	  that	   these	  criteria	  allowed	   for	   the	   reliable	  detection	  of	  network	  UP	  state	  
events	  which	  occurred	  simultaneously	  in	  simultaneously	  recorded	  cells.	  	  Further,	  after	  automatic	  
detection,	  all	  events	  meeting	  these	  requirements	  were	  reviewed	  by	  the	  experimenter	  and	  could	  
be	  rejected	  at	  that	  point.	  	  Durations	  and	  amplitudes	  for	  verified	  UP	  states	  were	  quantified	  based	  
on	  automatically	  detected	  UP	  state	  start	  times	  and	  stop	  times.	  	  Action	  potentials	  were	  detected	  






Calcium	  indicator	  bulk	  loading	  and	  imaging	  
Slices	   were	   bulk	   loaded	   with	   Fura	   2-­‐AM	   for	   visualization	   of	   action	   potential-­‐related	  
activity	   in	  neuronal	   somata.	   	  Slices	  were	  placed	  onto	   the	  bottom	  of	  a	  small	  Petri	  dish	   (35	  x	  10	  
mm)	   filled	   with	   a	   vortexed	  mixture	   of	   2	   ml	   ACSF,	   an	   aliquot	   of	   50	   μg	   Fura	   2-­‐AM	   (Molecular	  
Probes),	  15	  μl	  DMSO	  and	  2	  μl	  Pluronic	  F-­‐127	  (Molecular	  Probes).	   	  A	  cover	  was	  placed	  over	  the	  
petri	  dish	  and	  it	  was	  incubated	  in	  the	  dark	  at	  35–37	  °C	  and	  oxygenated	  by	  puffed	  CO2/O2	  gas	  for	  
~25	  minutes.	   	   In	   order	   to	   locate	   regions	   in	   the	   cortex	   connected	   to	   the	   area	   of	   thalamus	  we	  
stimulated,	  we	   first	   imaged	  at	   low	  (4X)	  magnification.	   	  Barrels	  were	   identified	   in	  bright	   field	  as	  
repeating	  ‘hollow	  rectangles’,	  corresponding	  to	  regions	  of	  high	  cell	  density,	  occurring	  in	  layer	  4,	  
as	  confirmed	  with	  cytochrome	  oxidase	  staining	  (e.g	  (Feldmeyer	  et	  al.,	  1999).	   	  The	  region	  in	  the	  
barrel	   fields	  which	  responded	  earliest	   to	  stimulation	  was	  then	  chosen	  for	  higher	  cell	   resolution	  
imaging	  and	  patch	  clamping.	  	  	  
Changes	  in	  intracellular	  free	  Ca2+	  were	  visualized	  with	  a	  ‘fat’	  20x	  (NA,	  0.95)	  Olympus	  Plan	  
FL	  objective	  with	  an	  upright	  fluorescence	  microscope	  (Olympus	  BX50WI;	  Olympus	  Optical,	  Tokyo,	  
Japan)	  using	  a	  Ti:sapphire	  laser	  (Chameleon	  Ultra	  II,	  Coherent,	  >3	  W,	  140	  fs	  pulses,	  80	  MHz	  
repetition	  rate)	  tuned	  to	  either	  790	  (fura-­‐1	  AM	  imaging)	  or	  900nm	  (GFP	  imaging).	  	  A	  
Hamamatsu	  C9100-­‐12	  (Bridgewater,	  NJ)	  camera	  and	  Micro-­‐Manager	  (Vale	  Lab,	  UCSF	  )	  and	  Image	  
J	  software	  (a	  public	  domain,	  Java-­‐based	  image	  processing	  program	  developed	  at	  the	  National	  




neurons.	  	  Frames	  were	  acquired	  at	  15-­‐15.67ms/frame.	  	  Binning	  was	  performed	  such	  that	  images	  
were	  256x256	  pixels.	  	  Files	  were	  saved	  as	  multipage	  tiffstacks.	  	  
First,	  a	  slow	  raster	  scan	  was	  performed	  at	  a	  low	  frame	  rate	  (1Hz)	  to	  identify	  cell	  bodies.	  In	  
G42	  and	  GIN	  transgenic	  knockin	  mice,	  the	  GABAergic	  GFP	  labeled	  interneurons	  were	  excited	  at	  
900nm.	  Subsequently,	  the	  same	  field	  was	  imaged	  at	  790nm	  to	  visualize	  loaded	  cell	  bodies.	  After	  
these	  imaged	  were	  acquired	  with	  the	  camera,	  neurons	  were	  targeted	  for	  imaging	  on	  their	  cell	  
bodies,	  using	  a	  spatial	  light	  modulator	  (SLM).	  We	  use	  a	  model	  1080P	  phase	  SLM	  from	  Holoeye	  
(Berlin,	  Germany),	  which	  has	  a	  resolution	  of	  1920	  ×	  1080	  pixels,	  and	  an	  8-­‐bit	  phase	  
quantization,	  with	  a	  60-­‐Hz	  refresh	  rate.	  Patterns	  were	  generated	  with	  software	  from	  Holoeye.	  
In	  our	  microscope,	  collimated	  light	  from	  our	  laser	  passes	  through	  an	  optional	  Pockels	  cell,	  
which	  regulates	  total	  power,	  and	  after	  beam	  reshaping	  and	  resizing,	  hits	  the	  reflective	  SLM.	  A	  
system	  of	  lenses	  relays	  the	  image	  of	  the	  SLM	  surface	  to	  the	  back	  aperture	  of	  the	  main	  
microscope	  objective.	  Some	  small	  fraction	  (<25%)	  of	  the	  incoming	  light	  remains	  undiffracted	  –	  
this	  is	  the	  “zero-­‐order”	  beam.	  We	  used	  an	  “on-­‐center”	  configuration	  wherein	  the	  non-­‐
diffracted	  beam	  is	  present	  in	  the	  FOV,	  and	  we	  employ	  a	  small	  beam-­‐stop	  to	  remove	  it.	  	  
	  
Image	  analysis	  
To	  detect	  calcium	  signals	  from	  imaged	  cells,	  loaded	  neurons	  were	  automatically	  identified	  
using	  a	  custom	  written	  Image	  J	  	  plug-­‐in	  (TA	  Machado)	  on	  the	  raw	  image	  of	  the	  slice,	  and	  then	  the	  
fluorescence	  of	  these	  cells	  was	  measured	  as	  a	  function	  of	  time.	  All	  remaining	  image	  processing	  




Fluorescence	  traces	  were	  then	  preprocessed.	  Because	  some	  slow	  drift	  was	  sometimes	  
present	  in	  the	  traces,	  each	  trace	  was	  Fourier	  transformed,	  and	  all	  frequencies	  <0.5	  Hz	  were	  set	  to	  
zero	  (0.5	  Hz	  was	  chosen	  by	  eye);	  the	  resulting	  fluorescence	  trace	  was	  then	  normalized	  to	  be	  
between	  zero	  and	  one.	  	  Taking	  advantage	  of	  the	  high	  temporal	  resolution	  of	  our	  data,	  we	  
employed	  a	  fast	  nonnegative	  deconvolution	  algorithm	  (Vogelstein	  et	  al.,	  2010)	  to	  infer	  the	  
approximately	  most	  likely	  spike	  train	  underlying	  our	  fluorescence	  data.	  Briefly,	  the	  algorithm	  uses	  
a	  model	  that	  assumes	  somatic	  fluorescence	  arising	  from	  the	  calcium	  indicator	  is	  the	  convolution	  
of	  the	  neuron's	  spike	  train	  and	  an	  exponentially	  decaying	  kernel.	  Noise	  is	  assumed	  to	  be	  gaussian,	  
and	  the	  spike	  train	  is	  assumed	  to	  be	  poisson.	  Given	  this	  model,	  and	  assuming	  the	  poisson	  spike	  
train	  can	  be	  well	  approximated	  as	  an	  exponential,	  a	  convex	  objective	  function	  can	  be	  derived.	  
The	  objective	  function	  was	  numerically	  optimized	  given	  a	  nonnegativity	  constraint	  on	  the	  spike	  
train	  implemented	  using	  a	  barrier	  term.	  Parameters	  were	  manually	  determined	  and	  not	  
estimated	  from	  the	  data.	  Once	  we	  ran	  the	  deconvolution	  algorithm	  on	  all	  contours	  with	  at	  least	  a	  
5%	  ΔF/F	  within	  one	  movie	  we	  stored	  them	  in	  a	  matrix.	  Finally,	  we	  correlated	  the	  vectors,	  each	  
representing	  the	  estimated	  spike	  train	  from	  a	  single	  contour,	  using	  the	  MATLAB	  built	  in	  function	  
CORRCOEF,	  which	  calculated	  correlations	  according	  to	  the	  following	  standard	  formula	  for	  






Chapter	  3	  -­‐	  Characterization	  of	  Inhibitory	  Subtypes	  
	  
Introduction	  
Understanding	  the	  order	  and	  variability	  in	  neocortical	  inhibitory	  circuits	  is	  one	  of	  the	  most	  
provocative	  challenges	  in	  circuit	  neuroscience.	  The	  neocortex	  has	  several	  subtypes	  of	   inhibitory	  
interneurons,	   all	   of	   which	   have	   diverse	   morphological,	   physiological	   molecular	   and	   synaptic	  
properties	  (Gupta	  et	  al.,	  2000;	  Markram	  et	  al.,	  2004).	  Although	  most	  agree	  that	  the	  diversity	  of	  
neurons	  within	   this	   group	   confer	  differential	   roles	  within	   the	   circuit,	   the	   tremendous	   variation	  
makes	   functional	   classification	  extremely	  difficult.	   	   In	   fact,	   to	  date,	   there	   is	  no	  consensus	  as	   to	  
how	  many	   interneuronal	   subtypes	   exist,	   and	   it	   remains	   a	   current	   topic	   of	   active	   investigation	  
(Ascoli	  et	  al.,	  2008).	  	   	  
Despite	  these	  difficulties,	  there	  are	  a	  few	  well	  agreed-­‐upon	  criteria	  for	  distinguishing	  one	  
class	  of	  interneurons	  from	  another.	  	  	  GABAergic	  synapses	  cover	  most	  of	  the	  membrane	  surface	  of	  
pyramidal	   neurons,	   from	   the	   distal	   dendritic	   shafts	   to	   the	   cell	   bodies	   and	   the	   axon	   initial	  
segments.	   	   The	   synapses	   in	   the	   different	   domains	   of	   pyramidal	   cells	   are	   formed	   from	  
interneurons	  of	  distinct	  cell	  types,	  and	  therefore	  the	  postsynaptic	  targeting	  of	  interneurons	  (i.e.	  
dendritic	  targeting	  versus	  perisomatic	  targeting)	  is	  commonly	  used	  to	  differentiate	  them	  (Karube	  
et	  al.,	  2004;	  Kawaguchi	  and	  Kubota,	  1997).	  Even	  within	  this	  basic	  classification	  scheme,	  it	  remains	  
a	  challenge	  to	  understand	  whether	  interneurons	  targeting	  different	  compartments	  play	  different	  
functional	   roles	  within	   the	  neocortical	  circuit,	  and	  how	  their	   firing	  may	  relate	   to	   the	  activity	  of	  




A	  starting	  point	  for	  studying	  inhibitory	  and	  excitatory	  neuronal	  functions	  is	  to	  characterize	  
the	   firing	   of	   these	   cells	   during	   activated	   states.	   To	   do	   this	   we	   used	   a	   thalamocortical	   slice	  
preparation,	   in	   which	   the	   connections	   between	   the	   thalamus	   and	   somatosensory	   cortex	   are	  
preserved.	  Stimulation	  of	   the	   thalamus	  results	   in	  a	   robust	   response	   in	  cortex,	  pushing	   the	  vast	  
majority	   of	   cells	   in	   the	   associated	   somatosensory	   cortex	   to	   depolarized	  membrane	   potentials,	  
and	   increasing	   their	   likelihood	   to	   fire	   action	   potentials.	   	   These	   UP	   states,	   or	   “ensemble	  
activations”	   involve	   multiple	   cells	   types,	   providing	   a	   good	   substrate	   for	   comparing	   neuronal	  
activity	   patterns	   among	   different	   subclasses.	   By	   understanding	   the	   activity	   of	   cell	   types	   under	  
these	  conditions,	  we	  may	  be	  able	  to	  begin	  garner	  insights	  into	  their	  function	  within	  the	  cortical	  
circuit.	  	  
In	  the	  experiments	  we	  performed	  for	  this	  study,	  we	  studied	  the	  participation	  of	  three	  cell	  
types	  that	  are	  central	  to	  neocortical	  function.	  Specifically	  we	  studied	  1)	  regular	  spiking	  (RS)	  cells,	  
which	   represent	   almost	   excussively	   pyramidal	   neurons,	   2)	   parvalbumin	   (PV)	   expressing	  
interneurons,	   which	   target	   the	   perisomatic	   region	   of	   downstream	   cells	   and	   3)	   somatostatin	  
(SOM)	  expressing	  interneurons	  which	  target	  the	  dendrites.	  While	  synapses	  from	  RS	  	  cells	  onto	  PV	  
interneurons	   undergo	   short	   term	   synaptic	   depression	   in	   response	   to	   incoming	   spike	   trains,	  
synapses	  on	  to	  SOM	  interneurons	  show	  strong	  short	  term	  facilitation	  (Beierlein	  et	  al.,	  2003).	  This	  
finding	  is	  also	  true	  thalamic	  cortical	  synapses	  in	  layer	  4,	  leading	  to	  the	  proposal	  that	  PV	  cells	  are	  
the	  main	  source	  of	  inhibition	  early	  during	  a	  sensory	  response,	  and	  SOM	  cells	  provide	  the	  majority	  
of	  late	  inhibition	  (Tan	  et	  al.,	  2008).	  	  	  	  
We	  targeted	  each	  of	  these	  3	  cell	  types	  for	  whole	  cell	  patch	  clamp	  and	  compared	  the	  firing	  




both	  characterizing	  how	  a	  given	  cell	  type	  responded	  during	  each	  activation,	  but	  also	  how	  neurons	  
belonging	  to	  different	  cell	  types	  fired	  relative	  to	  one	  another.	  We	  found	  that	  PV,	  SOM	  and	  RS	  cells	  
were	  active	  during	  the	  response,	  and	  that	  the	  likelihood	  of	  any	  given	  cell	  to	  fire	  was	  the	  same,	  
regardless	  of	  cell	  type.	  PV	  and	  SOM	  cells	  that	  were	  active,	  however,	  tended	  to	  fire	  about	  twice	  as	  
many	  action	  potentials	  as	  RS	  cells.	  	  We	  found	  no	  difference	  in	  the	  time	  to	  first	  spike	  in	  the	  three	  
subtypes.	  PV	  and	  SOM	  interneurons	  both	  tend	  to	  fire	  at	  higher	  firing	  rates	  than	  RS	  cells,	  and	  PV	  
cells	  fired	  at	  higher	  rates	  than	  SOM	  cells.	  Finally,	  analysis	  of	  the	  timing	  to	  all	  spikes	  showed	  that	  
there	  were	  no	  significant	  differences	   in	  overall	   timing	  of	  each	  subtype	  relative	   to	  one	  another.	  
These	  results	  suggest	  that	  one	  way	  inhibitory	  neurons	  may	  compensate	  for	  their	  low	  numbers	  is	  
by	  having	  higher	  firing	  rates	  than	  excitatory	  cells.	  They	  also	  imply	  that	  inhibition	  at	  the	  soma	  and	  
cell	   body	   are	   balanced	   throughout	   the	   length	   of	   the	   response,	   rather	   than	   being	   differentially	  
recruited,	  contradictory	  to	  what	  may	  be	  predicted	  by	  their	  synaptic	  properties	  alone.	  	  	  
	  
Identification	  and	  characterization	  of	  cell	  types	  
In	  order	  to	  identify	  PV	  interneurons	  we	  made	  use	  of	  a	  transgenic	  mouse	  line	  in	  which	  GFP	  
is	  expressed	   in	  neurons	  expressing	  parvalbumin	   (Chattopadhyaya,	  2004).	   In	   this	  mouse	   line,	  all	  
GFP	   cells	   recorded	   from	   (which	   will	   be	   referred	   to	   as	   “pvGFP”	   cells	   for	   the	   rest	   of	   this	  
dissertation)	  were	  ‘fast	  spiking’	  interneurons	  with	  marked	  after-­‐hyperpolarizations,	  narrow	  spike	  
widths,	  and	  high	  spike	  rates	  (n	  =	  43,	  Figure	  1a,	  top).	  These	  cells	  did	  not	  display	  significant	  spike	  




rheobases	   than	   other	   cell	   types	   (see	   Table	   1).	   Morphologically,	   they	   resembled	   basket	   cells	  
(Figure	  1a,	  bottom).2	  	  
SOM	  interneurons,	  were	  identified	  in	  a	  separate	  transgenic	  mouse	  line	  in	  which	  neurons	  
expressing	  SOM	  are	  labeled	  with	  GFP	  (Oliva	  et	  al.,	  2000).	  	  In	  this	  mouse	  line	  all	  GFP	  cells	  targeted	  
for	  intracellular	  recording	  were	  interneurons,	  as	  defined	  by	  nonpyramidal	  structure	  or	  functional	  
characteristics.	   	   	   Electrophysiologically,	   SOM	  GFP	   (“sGFP”	   cells	   for	   the	   rest	   of	   this	   dissertation)	  
cells	   had	  a	  marked	  after	  hyperpolarization,	   a	  moderate	   frequency	  of	  discharge,	   and	   significant	  
spike	  frequency	  adaptation	  (n	  =	  50;	  Figure	  1b	  and	  Table	  1).	  Morphologically,	  most	  sGFP	  cells	  were	  
Martinotti	  cells,	  with	  axonal	  projections	  toward	  the	  pia.	  These	  characteristics	  confirmed	  that	  GFP	  
cells	  were	  somatostatin	  positive	  interneurons	  (Halabisky	  et	  al.,	  2006;	  McGarry	  et	  al.,	  2010;	  Oliva	  
et	  al.,	  2000;	  Wang	  et	  al.,	  2004).	  	  
Regular	  spiking	  (RS)	  cells	  were	  patched	  simultaneously	  with	  SOM	  and	  PV	  neurons	  in	  both	  
transgenic	  mouse	  lines.	  In	  agreement	  with	  previous	  studies	  (Feldmeyer	  et	  al.,	  1999),	  RS	  cells	  fired	  
regular	  trains	  of	  single	  action	  potentials	  with	  low	  firing	  rates	  (n	  =	  62;	  Figure	  1c	  and	  Table	  1).	  These	  
cells	  morphologically	   resembled	  either	  spiny	  stellate	  cells	  or	  pyramidal	  cells	   (a	  pyramidal	  cell	   is	  
depicted	  in	  Figure	  1c,	  bottom).	  	  	  
                                                
2It	  is	  worth	  noting	  that	  many	  of	  the	  intrinsic	  properties	  of	  fast	  spiking	  interneurons,	  change	  as	  these	  neurons	  
mature	  between	  the	  ages	  of	  p10-­‐p18	  (Goldberg,	  et	  al	  2011).	  Since	  we	  made	  recordings	  from	  p12-­‐p18	  animals,	  the	  






Figure	  1.	  Physiology	  and	  anatomy	  of	  PV,	  SOM,	  and	  RS	  cell	  types	  
(A) 	  Voltage	  responses	  in	  pvGFP	  interneuron	  (left),	  sGFP	  interneuron	  (middle)	  and	  RS	  




(B) IV	  curves	  of	  pvGFP	  cells	  of	  pvGFP,	  sGFP,	  and	  RS	  neurons.	  Note	  the	  non-­‐linearity	  of	  in	  the	  
pvGFP	  cell3,	  and	  the	  linear	  I-­‐V	  relationships	  in	  sGFP	  and	  RS	  cells.	  
(C) Reconstructions	  of	  a	  pvGFP	  basket	  cell,	  a	  sGFP	  martinotti	  cell,	  and	  a	  RS	  pyramidal	  cell.	  	  
Dendrites	  are	  in	  black,	  axons	  in	  color,	  layer	  boundaries	  are	  indicated	  with	  dashed	  lines.	  	  
Reconstructions	  are	  orientated	  such	  that	  the	  pial	  surface	  is	  at	  the	  top.	  
                                                
3	  This	  IV	  curve	  is	  taken	  from	  a	  p12	  pvGFP	  cell.	  The	  properties	  of	  these	  cells	  change	  between	  the	  ages	  of	  p10-­‐18,	  
and	  this	  non	  linearity	  is	  reduced	  dramatically	  (Goldberg,	  et	  al).	  Nevertheless,	  this	  property	  helped	  us	  to	  confirm	  we	  





Table	  1.	  Characteristics	  of	  PV,	  SOM,	  and	  RS	  cells	  during	  thalamic	  activations	  
	  
	   pvGFP	   sGFP	   RS	  
Number	  of	  cells	   42	   50	   62	  
Input	  Resistance	  
(MΩ)	  
225	  ±	  29.0	   400	  ±	  88.9	   542	  ±	  76.3	  
AP	  half	  width	  (ms)	   .712	  ±	  0.07	   1.05	  ±	  0.09	   1.65	  ±	  0.13	  
Resting	  membrane	  
potential	  (mV)	  
-­‐70.6	  ±	  1.27	   -­‐67.8	  ±	  0.92	   -­‐71.5	  ±	  0.82	  
Rheobase	  (pA)	   218.6	  ±	  31.78	   148.4	  ±	  25.25	   51.1	  ±	  9.15	  
Firing	  frequency	  at	  2x	  
threshold	  (Hz)	  
65.0	  ±	  9.04	   24.9	  ±	  3.14	   11.0	  ±	  0.82	  
Spike	  Frequency	  
Adaptation	  
0.79	  ±	  0.03	   0.41	  ±	  0.04	   0.72	  ±	  0.04	  
	  
	  
Properties	  of	  PV	  SOM	  and	  RS	  cells	  during	  ensemble	  activations	  
We	  set	  out	  to	  determine	  whether	  pvGFP,	  sGFP,	  and	  RS	  cells	  had	  differential	  subthreshold	  
characteristics	   during	   thalamically	   triggered	   cortical	   activity.	   	   The	   ventrobasal	   nucleus	   of	   the	  
thalamus	  was	   given	   a	   high	   frequency	   stimulus	   (6	   stimuli,	   40Hz)	   and	   the	   resulting	   activity	  was	  




on	  neurons	   in	   layer	  4	   for	  a	  duration	  that	  greatly	  outlasted	  the	  stimulus	   (Figure	  2a-­‐b).	  We	  have	  
shown	  previously	  (MacLean	  et	  al.,	  2005)	  that	  stimulation	  of	  lower	  frequency	  (10-­‐20	  HZ)	  was	  also	  
occasionally	  capable	  of	  eliciting	  such	  ensemble	  activations,	  but	  since	  the	  reliability	  of	  this	  type	  of	  
stimulation	  from	  slice	  to	  slice	  and	  within	  a	  slice	  varies	  widely,	  we	  used	  40Hz	  stimulation	  for	  this	  
study.	  	  
	  	  We	  first	  examined	  membrane	  potential	  fluctuation	  in	  pvGFP	  cells,	  sGFP	  cells	  and	  RS	  cells	  
during	   thalamically-­‐triggered	   ensemble	   activations.	   Ensemble	   activations	   were	   automatically	  
detected	   using	   an	   algorithm	   that	   required	   the	   membrane	   potential	   to	   cross	   above	   a	   certain	  
threshold	   and	   stay	   above	   that	   threshold	   for	   a	   minimum	   amount	   of	   time	   (see	   Methods).	   We	  
calculated	  the	  average	  amplitude	  of	  the	  activation	  in	  the	  three	  cell	  types.	  This	  was	  accomplished	  
by	  averaging	  the	  membrane	  potential	  throughout	  the	  activation	  and	  subtracting	  the	  baseline	  (see	  
methods).	  We	  found	  that	  the	  amplitude	  of	  the	  response	  was	  lower	  in	  sGFP	  cells	  than	  pvGFP	  cells	  
(sGFP,	  6.45	  ±	  0.37	  mV	  n	  =	  23;	  pvGFP,	  8.82	  ±	  0.59,	  n	  =	  21;	  RS,	  8.11mV	  ±	  0.48	  mV	  n	  =	  41;	  p	  <	  .05,	  
one	  way	  ANOVA),	  but	  that	  difference	  was	  only	  reached	  significance	  between	  sGFPcells	  and	  pvGFP	  
cells	  (PS	  vs	  SOM,	  p<.05;	  SOM	  vs	  RS,	  p	  >	  .05;	  RS	  vs	  PV	  p	  >	  .05,	  Turkey-­‐Kramer	  multiple	  comparisons	  
test;	   figure	   2c).	   This	   was	   surprising,	   given	   that	   we	   found	   no	   difference	   in	   resting	   membrane	  
potential	  between	  pvGFP	  and	  sGFP	  cells,	  and	  sGFP	  cells	  have	  higher	  input	  resistances	  than	  pvGFP	  
cells.	   We	   also	   calculated	   the	   duration	   of	   the	   activation,	   or	   the	   amount	   of	   time	   between	   the	  
automatically	  detected	  beginning	  and	  end	  of	  the	  event	  in	  the	  three	  cell	  types.	  	  The	  duration	  is	  not	  
significantly	  different	  among	  pvGFP,	  sGFP,	  and	  RS	  cells	  (1.79	  ±	  0.18	  s,	  PV	  1.60	  ±	  0.20	  s	  SOM,	  1.63	  








Figure	  2.	  Properties	  of	  PV,	  SOM	  and	  RS	  cells	  during	  thalamically	  triggered	  activations	  
(A) Light	  micrograph,	  with	  an	  overlaid	  cartoon,	  of	  a	  somatosensory	  (S1)	  thalamocortical	  slice	  
preparation.	  The	  ventrobasal	  (VB)	  nucleus	  of	  the	  thalamus	  is	  where	  the	  stimulated	  
electrode	  (stim)	  was	  placed.	  
(B) Intracellular	  recordings	  from	  a	  pvGFP	  interneuron	  (top),	  sGFP	  interneuron	  (middle),	  and	  
RS	  cell	  (bottom)	  during	  a	  thalamically	  stimulated	  cortical	  activation.	  	  
(C) Quantification	  of	  amplitude	  of	  thalamic	  response	  (taken	  as	  a	  mean	  of	  the	  voltage	  during	  
the	  entire	  duration	  of	  the	  activation)	  in	  pvGFP	  (red),	  sGFP	  (green)	  and	  RS	  (blue)	  cell	  types.	  
Bars	  represent	  mean	  amplitude	  in	  each	  cell,	  error	  bars	  are	  standard	  error	  of	  the	  mean	  




Turkey-­‐Kramer	  multiple	  comparisons	  test),	  but	  not	  significantly	  different	  than	  from	  RS	  
cells.	  
(D) 	  Average	  duration	  of	  the	  thalamically	  evoked	  activation	  in	  all	  three	  cell	  types.	  	  Bars	  






Spike	  timing	  of	  RS,	  PV	  and	  SOM	  cells	  during	  ensemble	  activations	  	  
We	  then	  inquired	  whether	  cells	  belonging	  to	  each	  of	  the	  three	  cell	  classes	  had	  differential	  
spike	   timing	   during	   ensemble	   activations.	   We	   first	   asked	   if	   there	   was	   any	   difference	   in	   the	  
probability	  that	  cells	  belonging	  to	  a	  certain	  class	  would	  fire	  actions	  potentials.	  We	  found	  that	  the	  
percent	  of	  cells	  active	   in	  all	  groups	  was	  similar	   (62%	  pvGFP,	  65%	  sGFP,	  and	  63%	  RS,	   figure	  3a).	  
Another	   important	   consideration	   is	   how	   reliable	   cells	   of	   each	   cell	   class	   are	   in	   firing	   action	  
potentials.	  In	  order	  to	  calculate	  this,	  for	  cells	  which	  fired	  action	  potentials	  on	  at	  least	  one	  trial,	  we	  
calculated	   the	   probability	   of	   these	   cells	   in	   firing	   at	   least	   1	   action	   potential	   on	   any	   given	   trial.	  
Although	  sGFP	  cells	  seemed	  fire	  action	  potentials	  somewhat	  more	  reliably	  than	  either	  pvGFP	  cells	  
or	  RS	  cells	  to	  fire	  action	  potentials,	  this	  difference	  was	  not	  significant	  when	  comparing	  all	  three	  
groups	  (PV	  .66	  ±	  .09,	  n	  =	  13;	  SOM	  .77	  ±	  .06,	  n	  =	  15;	  RS	  .58	  ±	  .05,	  n	  =	  26;	  one-­‐way	  ANOVA	  p	  =	  .08,	  
figure	  3b).	  	  When	  we	  compared	  the	  groups	  pairwise,	  however,	  we	  found	  that	  SOM	  cells	  did	  fire	  
significantly	  more	  reliably	  than	  RS	  cells	  (Mann-­‐Whitney	  test,	  p	  <	  .05).	  	  
We	  also	  calculated	  the	  total	  number	  of	  action	  potentials	  during	  the	  response	  in	  the	  three	  
cell	  types.	  	  For	  this	  analysis,	  we	  excluded	  cells	  that	  never	  fired	  action	  potentials.	  	  Among	  neurons	  
that	  did	  fire,	  pvGFP	  and	  sGFP	  cells	  were	  significantly	  more	  active	  during	  UP	  states	  than	  RS	  cells,	  
firing	   	   	   ̴2-­‐4	  times	  more	  than	  their	  excitatory	  counterparts	  (pvGFP,	  3.53	  ±	  0.84	  APs/event;	   	  sGFP	  
2.57	  	  ±	  0.93	  APs/event;	  	  RS	  1.07	  ±	  0.19	  APs/event,	  figure	  3c,	  p	  <	  .0002,	  Kruskal-­‐Wallis	  test,	  pvGFP	  




APs	   between	   pvGFP	   and	   sGFP	   cells	   was	   not	   significantly	   different	   (p	   >	   .05,	   Dunn’s	   Multiple	  
Comparisons	  Test).	  	  
Next,	  we	  asked	  whether	  cells	  belonging	  to	  the	  three	  cell	  types	  are	  differentially	  recruited	  
at	  the	  start	  of	  the	  response.	  In	  order	  to	  quantify	  this,	  we	  first	  calculated	  the	  latency	  to	  the	  first	  
spike	  from	  the	  beginning	  of	  the	  activation,	  or	  time	  to	  first	  spike.	   	  All	  cell	  types	  were	  capable	  of	  
firing	  within	   	   	   ̴200ms	  of	  activation	  onset	  and	  no	  significant	  difference	  was	  observed	  among	  the	  
cell	  types.	  	  RS	  cells	  tended	  on	  average	  to	  fire	  significantly	  later	  than	  sGFP	  and	  pvGFP	  interneurons	  
(0.417	  ±	  0.082	  s	  PV,	  n	  =	  13,	  0.356	  ±	  0.107	  s	  sGFP,	  n	  =	  15,	  .563	  ±	  0.060	  s	  RS,	  n	  =	  26	  p	  <	  .05,	  Kruskall-­‐
Wallis	  test;	  figure	  3d),	  indicating	  these	  cell	  types	  are	  recruited	  before	  RS	  cells	  at	  the	  start	  of	  the	  
response.	  We	  also	  compared	  the	  distribution	  of	  time	  to	  all	  the	  spikes	  among	  the	  three	  subtypes	  
relative	  to	  the	  start	  of	  the	  stimulated	  response.	  Because	  the	  number	  of	  total	  spikes	  in	  all	  groups	  
was	  different	  between	  to	  three	  groups	  (pvGFP,	  314;	  sGFP,	  430;	  RS,	  164),	  we	  normalized	  the	  count	  
of	  spikes	  in	  each	  time	  bin	  from	  the	  start	  of	  the	  response	  to	  the	  total	  number	  of	  spikes.	  Thus,	  we	  
compared	   the	  probability	  distribution	  of	   spikes	   from	   time	  of	   response	  onset	   to	   the	  end	  of	   the	  
response	   among	   the	   three	   subtypes	   (Figure	   4a).	   All	   three	   subtypes	   tended	   to	   fire	   the	   most	  
approximately	  250ms	  after	  the	  start	  of	  the	  response,	  and	  taper	  off	  steeply	  after	  1	  second.	  sGFP	  
cells	  firing	  tended	  to	  taper	  off	  earlier	  than	  either	  pvGFP	  cells	  or	  RS	  spiking	  cells	  which	  may	  suggest	  
somatic	   inhibition	   is	   more	   important	   at	   the	   termination	   of	   the	   response.	   	   However,	   when	  
comparing	  the	  distributions	  of	  the	  three	  subtypes,	  we	  did	  not	  detect	  any	  significant	  differences	  
(Friedman	  test,	  P	  =	  0.357),	  implying	  that	  overall,	  the	  three	  subtypes	  do	  not	  have	  distinct	  times	  of	  







Figure	  3.	  Profiles	  of	  active	  PV,	  SOM	  and	  RS	  neurons	  
(A) 	  Percent	  active	  of	  pvGFP	  interneurons	  (red),	  sGFP	  interneurons	  (green)	  and	  RS	  cells	  (blue).	  
The	  percent	   represents	   the	  proportion	  of	  cells	   in	  each	  of	   the	  3	   subclasses	   that	   fired	  an	  
action	  potential	  in	  at	  least	  one	  trial	  in	  response	  to	  thalamic	  stimulation.	  
(B) 	  Average	  probability	  of	  spiking	   in	  active	  cells.	  Each	  bar	   represents	   the	  probability	   in	  any	  
given	   trial	   of	   an	   active	   pvGFP,	   sGFP,	   or	   RS	   cell	   to	   spike.	  Active	   sGFP	   cells	   had	   a	   higher	  
probability	  of	  spiking	  than	  RS	  cells	  (p	  <	  .05,	  Mann-­‐Whitney	  test),	  but	  not	  pvGFP	  cells	  (	  p	  =	  
.419,	  Mann-­‐Whitney	   test).	   Probability	  of	   spiking	  was	  not	  different	  between	  pvGFP	   cells	  
and	  RS	  cells.	  	  
(C) 	  Average	  number	  of	  spikes	  in	  active	  cells.	  Each	  bar	  represents	  the	  mean	  number	  of	  spikes	  
for	   a	   particular	   subclass.	   The	   number	   of	   spikes	   fired	   by	   pvGFP	   and	   sGFP	   cells	   was	  




test,	  p	  <	   .05).	  The	  difference	  between	  number	  of	  spikes	  fired	   in	  pvGFP	  versus	  sGFP	  was	  
not	  significant	  (p	  <	  .05	  Dunn’s	  multiple	  comparison	  test).	  	  
(D) Mean	  time	  to	  first	  (tt1st)	  spike	  in	  active	  cells.	  Quantification	  of	  the	  time	  to	  the	  first	  spike	  
in	  each	  subclass.	  Time	  to	  spike	  was	  calculated	  from	  the	  automatically	  detected	  start	  of	  the	  
activation.	   The	   tt1st	   spike	   was	   significantly	   shorter	   in	   pvGFP	   and	   sGFP	   cells	   when	  






Finally,	  we	   compared	   the	   interpike	   intervals	   (ISIs),	   or	   spike	   rates,	   among	   the	   three	   cell	  
classes.	  Given	   that	   pvGFP	   cells,	   sGFP	   cells	   and	   RS	   display	   different	  maximal	   firing	   rates	   during	  
somatic	  current	  injections	  (see	  Table	  1	  and	  Figure	  1),	  we	  were	  curious	  to	  see	  if	  this	  property	  held	  
true	   during	   cortical	   activations.	   	   For	   this	   analysis	  we	   again	   normalized	   by	   the	   total	   number	   of	  
spikes	   in	  each	  group,	  and	  plotted	  the	  probability	  distributions	  of	  the	  spike	  rates	  (Figure	  4b).	  As	  
predicted	  by	  their	  intrinsic	  firing	  properties,	  pvGFP	  cells	  tended	  to	  have	  the	  lowest	  ISIs	  (mean	  ISI,	  
0.0864	  ±	  .007	  s),	  followed	  by	  sGFP	  cells	  (mean	  ISI,	  0.1607	  ±	  0.0132	  s),	  and	  finally	  by	  RS	  cells	  (mean	  
ISI,	  0.3196	  ±	   .0308	  s),	  with	  significant	  differences	  among	  all	   three	  groups	   (Kruskall	  –Wallis	   test,	  
p<.001).	  	  This	  finding	  is	  in	  good	  agreement	  with	  a	  wealth	  of	  evidence	  that	  pvGFP	  cells	  respond	  to	  
a	  variety	  of	  stimuli	  with	  faster	  spike	  rates	  than	  other	  cell	  types.	  However,	  the	  mean	  spike	  rates	  
observed	   in	   these	   cell	   types	   in	   response	   to	   current	   injection	   (pvGFP,	  65.0	  ±	  9.04;	   sGFP,	  24.9	  ±	  
3.14;	  RS,	  11.0	  ±	  0.82)	  	  was	  much	  higher	  than	  their	  actual	  mean	  firing	  rates	  observed	  in	  response	  
to	  thalamic	  stimulation	  which	  ranged	  from	  10-­‐15Hz	  for	  pvGFP	  cells,	  5-­‐10	  Hz	  for	  sGFP	  cells,	  and	  






Figure	  4.	  Interspike	  Interval	  and	  timing	  of	  all	  spikes	  during	  thalamically	  stimulated	  activations	  
(A) Probability	  distribution	  of	  interspike	  intervals	  (ISIs)	  for	  pvGFP	  cells	  (top,	  red)	  sGFP	  cells	  
(middle,	  green)	  and	  RS	  cells	  (bottom).	  Arrowheads	  indicate	  mean	  ISI	  for	  each	  cell	  type,	  
significantly	  different	  among	  all	  three	  groups	  (Kruskal-­‐Wallace	  Test,	  p	  <0.0001).	  	  
(B) Probability	  distribution	  of	  time	  to	  all	  spikes	  for	  the	  three	  cell	  classes,	  showing	  the	  
probability	  of	  any	  spike	  to	  occur	  in	  each	  time	  ~65ms	  bin	  from	  the	  start	  of	  the	  activation.	  





In	  this	  chapter,	  we	  recorded	  simultaneously	  from	  either	  PV	  cells	  and	  RS	  (pyramidal)	  cells	  
or	  SOM	  and	  RS	  cells,	  and	  compared	  their	  properties	  during	  thalamically	  triggered	  activations.	  	  We	  
found	  that	  all	  three	  cell	  types	  were	  activated	  during	  the	  activations,	  and	  fired	  readily,	  with	  PV	  and	  
SOM	  interneurons	  firing	  on	  average	  2-­‐4	  times	  more	  action	  potentials	  than	  RS	  cells.	  We	  found	  no	  
difference	  in	  the	  time	  to	  first	  spike	  or	  the	  distribution	  of	  all	  spike	  times	  among	  these	  three	  cell	  
types,	  implying	  that	  their	  spikes	  are	  equivalently	  distributed	  throughout	  the	  UP	  state.	  Finally,	  the	  
spike	   rates	   of	   these	   cells	  were	   in	   good	   agreement	  with	   previous	   studies	   and	   predictions	   from	  
intracellular	  current	  injections;	  PV	  interneurons	  fired	  at	  the	  fastest	  spike	  rates,	  followed	  by	  SOM	  
cells	  and	  RS	  cells.	  	  
With	  the	  properties	  of	  each	  of	  these	  cell	  types	  during	  thalamic	  activations	  characterized,	  
we	  next	  wanted	  to	  inquire	  if	  1)	  the	  spike	  timing	  of	  neurons	  within	  a	  cell	  type	  is	  more	  similar	  than	  
across	   cell	   types,	   which	   would	   imply	   neurons	   of	   a	   given	   subtype	   coordinate	   their	   outputs	   to	  
accomplish	  a	  given	  task,	  and	  2)	  what	  the	  function	  of	  inhibition	  is	  for	  computations	  in	  neocortex.	  








Chapter	  4-­‐	  Asynchronous	  Inhibition	  in	  Neocortical	  Microcircuits	  
	  
Introduction	  	  
Information	   coding	   in	   neural	   networks	   depends	   crucially	   both	   on	   the	   rate	   of	   action	  
potential	  firing	  (rate	  code)	  and	  the	  precise	  timing	  of	  spikes	  (temporal	  code)	  across	  populations	  of	  
neurons.	   	   In	  addition,	   this	   code	   is	  not	   just	   the	  property	  of	  a	   single	  neuron,	  which	  by	   itself	  has	  
limited	  capacity	  to	  carry	  information	  (McClurkin	  et	  al.,	  1991).	  	  Instead,	  the	  relevant	  computations	  
to	  explain	  perception	  or	  behavior	  must	  be	  a	  property	  of	   the	  simultaneous	  functioning	  of	  many	  
neurons.	   	   In	   sensory	   cortices,	   neurons	   close	   to	   each	   other,	  within	   the	   same	   layer	   and	   cortical	  
column,	  are	  likely	  to	  receive	  common	  inputs,	  which	  could	  result	  in	  adjacent	  neurons	  processing	  
information	  in	  similar	  ways	  (Shadlen	  and	  Newsome,	  1998).	  	  Indeed,	  the	  spiking	  activity	  in	  neurons	  
within	   local	   cortical	   populations	   is	   often	   correlated	   (Bach	   and	   Kruger,	   1986;	   Gawne	   and	  
Richmond,	  1993;	  Vaadia	  et	  al.,	   1995;	  Zohary	  et	  al.,	   1994).	  Although	   in	   some	  cases	   correlations	  
may	  be	  a	  fundamental	  and	  beneficial	  component	  of	  signal	  processing	  (Abbott	  and	  Dayan,	  1999),	  
a	   large	   body	   of	   theoretical	   work	   demonstrates	   they	   can	   actually	   impair	   the	   estimation	   of	  
information	  conveyed	  by	   the	   firing	  of	  neural	  populations,	   limiting	   the	  ability	  of	  an	  organism	  to	  
make	  sensory	  discriminations	  (Britten	  et	  al.,	  1992;	  Sompolinsky	  et	  al.,	  2001;	  Zohary	  et	  al.,	  1994).	  
This	  may	  be	  especially	   true	   in	   cortical	  areas,	   such	  as	   the	  barrel	   cortex,	  where	  neurons	   tend	   to	  
respond	  to	  the	  same	  stimulus	  (Abbott	  and	  Dayan,	  1999).	  
Recently,	  in	  line	  with	  this	  prediction,	  a	  large	  body	  of	  experimental	  evidence	  has	  pointed	  to	  




mouse	   (Smith	   and	   Häusser,	   2010),	   it	   has	   been	   found	   that	   even	   when	   cells	   have	   largely	  
overlapping	   receptive	   fields,	   they	   have	   remarkably	   low	   correlations.	   	   Similarly,	   in	   rat	  
somatosensory	  cortex,	  correlations	  among	  neurons	  close	  to	  one	  another	  during	  activated	  states	  
are	  also	  low	  (Renart	  et	  al.,	  2010).	  	  	  
A	   major	   question	   regarding	   neuronal	   coding	   schemes	   that	   has	   been	   left	   largely	  
unanswered	   in	  cortex	   is	  whether	  neurons	  belonging	   to	  a	  particular	  cell	   class	  display	  correlated	  
firing.	   This	   is	   most	   likely	   to	   be	   the	   case	   among	   cells	   that	   are	   electrically	   and/or	   synaptically	  
coupled,	   which	   could	   allow	   for	   synchronization	   of	   spikes	   during	   any	   given	   response.	   This	   is	  
especially	  thought	  to	  be	  the	  case	  among	  interneurons,	  where	  cells	  belonging	  to	  the	  same	  subtype	  
are	  commonly	  electrically	  coupled	  (Galarreta	  and	  Hestrin,	  1999;	  Gibson	  et	  al.,	  1999;	  Hestrin	  and	  
Galarreta,	   2005;	   Tamas	   et	   al.,	   2000),	   leading	   to	   synchronous	   activity	   (Blatow	   et	   al.,	   2003;	  
Galarreta	  et	  al.,	  2004;	  Galarreta	  and	  Hestrin,	  2001b;	  Gibson	  et	  al.,	  1999;	  Merriam	  et	  al.,	  2005)	  
Merriam	  et	  al.,2005),	  and	  promoting	  neuronal	  oscillations	  (Deans	  et	  al.,	  2001;	  Gibson	  et	  al.,	  2005;	  
Kaminski	  et	  al.,	  2011).	  Since	  most	  studies	  focusing	  on	  coupling	  of	  interneurons	  examined	  at	  most	  
2	  neurons	  in	  very	  close	  proximity	  (within	  200um),	  it	  is	  unclear	  how	  such	  coupling	  affects	  spiking	  
of	  larger	  populations	  within	  and	  beyond	  these	  distances.	  
Recent	  theoretical	  work	  has	  suggested	  that	  the	  ability	  of	  electrical	  coupling	  to	  synchronize	  
the	   activity	   of	   cells	   depends	   on	   a	   number	   of	   factors,	   including	   coupling	   strength	   and	   firing	  
frequency	  (Bem	  et	  al.,	  2005;	  Chow	  and	  Kopell,	  2000;	  Di	  Garbo	  et	  al.,	  2005;	  Lewis	  and	  Rinzel,	  2003;	  
Nomura	  et	  al.,	  2003;	  Pfeuty	  et	  al.,	  2003;	  Saraga	  et	  al.,	  2006).	  This	  theoretical	  work	  predicts	  that,	  
under	   most	   conditions,	   electrical	   synapses	   promote	   synchronous	   activity,	   but	   they	   can	   also	  




unclear	   how	   such	   coupling	   affects	   interneuronal	   firing	   under	   conditions	   in	  which	   the	   circuit	   is	  
active	  given	  a	  relevant	  stimulus.	  
In	  our	  study,	  we	  use	  fast	  two	  photon	  calcium	  imaging	  combined	  with	  electrophysiological	  
recordings	  to	  study	  correlations	  among	  populations	  of	  cells	  belonging	  to	  the	  same	  subtype	  during	  
cortical	   activations	   in	   somatosensory	   cortex.	   For	   this	   task,	   we	   chose	   a	   thalamocortical	   slice	  
preparation	  in	  which	  recurrent	  cortical	  activity	  (UP	  states)	  can	  be	  thalamically	  triggered	  or	  occur	  
spontaneously.	   This	   type	   of	   activity	   occurs	   in	   vivo	   (Luczak	   et	   al.,	   2007;	   Sanchez-­‐Vives	   and	  
McCormick,	  2000),	  and	  the	  recruited	  neurons	  have	  repeatable	  spatiotemporal	  structure,	  making	  
them	  a	  good	  substrate	  for	  studying	  the	  firing	  patterns	  among	  cells	  (Cossart	  et	  al.,	  2003;	  Luczak	  et	  
al.,	   2007;	   MacLean	   et	   al.,	   2005).	   We	   examined	   parvalbumin-­‐	   and	   somatostatin-­‐positive,	   as	  
neurons	  with	  both	  of	  these	  neurochemical	  markers	  have	  been	  shown	  to	  be	  coupled	  electrically	  
(Beierlein	  et	  al.,	  2000;	  Galarreta	  and	  Hestrin,	  1999,	  2001a)	  and/or	  chemically	   (Hu	  et	  al.,	  2011),	  
and	  together	   these	  subtypes	  make	  up	  approximately	  80%	  of	  all	   interneurons	   in	   the	  brain.	   	  We	  
find,	   first,	   that	   the	   firing	   of	   all	   neurons	   is	   not	   synchronized,	   regardless	   of	   cell	   type;	   inhibitory	  
interneurons,	  even	  those	  that	  belong	  to	  the	  same	  class	  are	  not	  more	  correlated	  than	  the	  general	  
population.	  Second,	  paired	  recordings	  between	  neurons	  of	  the	  same	  type	  demonstrate	  that	  while	  
a	   small	   portion	   of	   spikes	   can	   occur	   synchronously,	   overall	   the	   spiking	   of	   interneurons	   is	   not	  
significantly	  more	  synchronous	  than	  that	  of	  pyramidal	  cells.	  	  Finally,	  we	  demonstrate	  that	  while	  
inhibitory	  currents	  are	  indeed	  correlated,	  with	  inhibition	  being	  more	  correlated	  than	  excitation,	  
this	  is	  due	  to	  a	  high	  degree	  of	  shared	  presynaptic	  input.	  Taken	  together,	  our	  results	  provide	  the	  
first	  experimental	  evidence	   that	  neurons	  of	   the	   same	  subtype	  do	  not	   coordinate	   their	  activity,	  





Fast	  imaging	  of	  thalamically	  evoked	  activity	  in	  interneuron	  subtypes	  
To	   investigate	   the	   combined	   activity	   of	   subtypes	   of	   neurons,	   we	   used	   thalamocortical	  
somatosensory	   slices.	   	   These	   slices	  were	   bulk	   loaded	  with	   fura-­‐2	  AM	   (Figure	   5a)	   enabling	   two	  
photon	  calcium	  imaging	  of	  loaded	  neurons	  in	  layer	  4.	  	  A	  spatial	  light	  modulator	  (SLM)	  was	  used	  to	  
split	  the	  two	  photon	  beam	  into	  multiple	  beamlets,	  and	  40-­‐60	  neuron	  cell	  bodies	  were	  targeted	  
for	   imaging	  ((Nikolenko	  et	  al.,	  2008),	  figure	  5a).	  The	  SLM	  obviated	  the	  need	  for	  raster	  scanning	  
the	  excitation	  beam,	  allowing	  us	   to	   take	  advantage	  of	   the	   spatial	   resolution	  and	  high	   signal	   to	  
noise	  ratio	  two	  photon	  imaging	  affords,	  while	  collecting	  fluorescence	  at	  frame	  rates	  of	  60-­‐66Hz	  
with	  an	  EMCCD.	  	  	  
We	  measured	  the	  changes	  in	  fluorescence	  in	  the	  cell	  bodies	  after	  giving	  a	  brief	  stimulus	  
train	  to	  small	  areas	  of	  ventrobasal	  thalamus	  (6	  stimuli	  at	  40Hz),	  which	  reliably	  activated	  groups	  of	  
neurons	  in	  layer	  4	  barrel	  cortex	  (figure	  5b).	  	  A	  fast	  nonnegative	  deconvolution	  filter	  was	  used	  to	  
infer	  the	  most	  likely	  spike	  train	  of	  each	  neuron	  given	  the	  fluorescence	  observations	  (Vogelstein	  et	  
al.,	  2010).	   	  To	  calibrate	  the	  algorithm,	  we	  performed	  cell-­‐attached	  patch	  clamp	  recordings	   (n	  =	  
11)	   from	   neurons	   identified	   during	   the	   stimulus	   driven	   cortical	   response	   (Figure	   5C).	   	   The	  
algorithm	  performed	  well	  at	  estimating	  the	  likelihood	  of	  a	  spike	  in	  any	  given	  frame,	  even	  when	  
we	  made	  no	  allowance	  for	  a	  window	  of	  jitter	  around	  the	  time	  of	  the	  actual	  spike	  (sensitivity,	  80.0	  
±	  2.5%,	  specificity,	  98.1	  ±	  0.5%),	  and	  detected	  nearly	  all	  spikes	  within	  a	  window	  of	  +/-­‐	  1	   frame	  
(sensitivity	  95.0	  ±	  3.1%,	  specificity,	  95.5	  ±	  1.4%,	  figure	  5D).	  	  With	  the	  ability	  to	  detect	  single	  spikes	  
with	  such	  high	  temporal	  resolution,	  we	  could	  for	  the	  first	  time	  address	  the	  timing	  of	  coordinated	  






Figure	  5.	  Two	  photon	  fast	  calcium	  imaging	  with	  a	  single	  spike	  deconvolution	  algorithm	  	  
(A) 	  Light	  micrograph	  of	  a	  somatosensory	  (S1)	  thalamocortical	  slice	  preparation	  with	  intact	  thalamic	  
input	  nucleus	  (ventral	  basal	  nucleus,	  VB),	  thalamocortical	  axons	  and	  the	  somatosensory	  cortex.	  	  
A	  stimulating	  electrode	  is	  placed	  in	  VB.	  Superimposed	  yellow	  box	  indicates	  location,	  over	  layer	  4,	  
of	  illustrated	  two	  photon	  z	  stack	  to	  right.	  Neurons	  pictured	  in	  this	  field	  are	  loaded	  with	  fura-­‐2	  
AM	  dye,	  and	  targeted	  with	  a	  spatial	  light	  modulator	  (SLM,	  far	  right)	  on	  the	  cell	  bodies	  for	  
continuous	  two	  photon	  illumination	  during	  thalamically	  stimulated	  activity.	  	  
(B) Examples	  of	  fluorescence	  signals	  showing	  changes	  in	  fluorescence,	  normalized	  to	  baseline	  (ΔF/F),	  
from	  four	  cells	  illuminated	  at	  790nm	  on	  their	  cell	  bodies	  at	  790nm	  with	  the	  SLM	  and	  imaged	  at	  	  




(C) Top,	  left:	  Two	  photon	  image	  of	  a	  single	  frame	  showing	  neuronal	  cell	  bodies	  targeted	  with	  two	  
photon	  illumination	  with	  the	  SLM.	  Cell	  outlined	  in	  red	  was	  targeted	  in	  cell-­‐attached	  mode.	  Top	  
trace	  shows	  raw	  fluorescence	  signal	  from	  that	  cell	  imaged	  at	  66Hz	  in	  response	  to	  thalamic	  
stimulation.	  Note	  that	  a	  single	  spike	  causes	  an	  approximately	  5-­‐10%	  change	  in	  ΔF/F.	  	  	  Middle	  
trace	  is	  the	  deconvolution	  of	  the	  calcium	  signals	  using	  parameters	  obtained	  from	  
electrophysiology	  to	  obtain	  estimated	  spike	  times.	  Red	  dots	  above	  both	  traces	  indicate	  the	  time	  
of	  the	  actual	  spikes.	  Bottom	  trace	  shows	  the	  associated	  electrophysiological	  trace.	  	  
(D) Sensitivity	  (true	  positive	  rate)	  and	  specificity	  (1-­‐	  false	  positive	  rate)	  of	  the	  deconvolution	  
algorithm	  for	  11	  cells.	  These	  rates	  were	  calculated	  while	  allowing	  for	  either	  no	  window	  around	  
each	  spike	  to	  search	  for	  a	  signal,	  or	  for	  a	  window	  of	  +/-­‐	  1	  frame	  around	  each	  spike.	  	  Sensitivity	  






Activity	  of	  Parvalbumin	  and	  Somatostatin	  subtypes	  is	  not	  correlated	  
We	   first	   performed	   SLM	   imaging	   of	   GFP	   labeled	   parvalbumin	   (PV)	   and	   somatostatin	  
(SOM)	  GABAergic	  interneurons	  to	  study	  the	  timing	  of	  activity	  in	  these	  interneurons	  compared	  to	  
other	  cell	  types	  (Figure	  6a).	  	  Experiments	  were	  conducted	  in	  G42	  and	  GIN	  transgenic	  mouse	  lines,	  
in	  which	  PV	  positive	  and	  SOM	  positive	  neurons,	  respectively,	  are	  labeled	  with	  GFP	  throughout	  the	  
cortex	  (Chattopadhyaya,	  2004;	  Oliva	  et	  al.,	  2000).	  On	  average,	  35-­‐75%	  of	  imaged	  neurons	  were	  
“active,”	  or	  displayed	  at	  least	  a	  single	  5%	  change	  in	  fluorescence,	  normalized	  to	  baseline	  (ΔF/F),	  
during	   thalmically	   triggered	   UP	   states.	   GFP	   positive	   PV	   cells	   (pvGFP),	   SOM	   cells	   (sGFP)	   and	  
unlabeled	  cells	  (“pvGFP”,	  “sGFP”	  and	  “GFPneg”	  cells,	  respectively)	  were	  found	  to	  be	  active,	  with	  
no	   significant	   differences	   between	   these	   cell	   types	   (pvGFP,	   53.7	   ±	   5.4%;	   sGFP,	   68.2	   ±	   4.6%;	  
GFPneg,	   56.4	   ±	   3.3%;	   one	   way	   ANOVA,	   p	   =	   .08,	   figures	   6b-­‐c).	   Raw	   signals	   (ΔF/F)	   from	   active	  
pvGFP,	  sGFP,	  and	  GFPneg	  cells	  with	  corresponding	  spike	   inference	   for	  each	  trace	  are	  shown	   in	  
Figure	  6c.	  Note	  that	  GFPneg	  cells	  were	  imaged	  alongside	  labeled	  cells	   in	  both	  the	  G42	  and	  GIN	  
transgenic	  mouse	  lines.	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
In	   order	   to	   address	   the	   question	   of	   whether	   GABAergic	   interneurons	   subpopulations	  
display	   more	   correlated	   firing	   than	   other	   cells	   types,	   we	   computed	   correlations	   from	   the	  
deconvolution	  spike	  time	  estimates,	  which	  avoids	  overestimating	  the	  correlation	  coefficient	  that	  
results	  from	  correlating	  the	  raw	  fluorescence	  traces	  themselves	  (Smith	  and	  Häusser,	  2010).	  We	  
computed	   these	  correlation	  coefficients	  among	  all	  pairs	  of	  active	  pvGFP,	   sGFP,	  or	  GFPneg	  cells	  
during	  thalamically	  stimulated	  UP	  state.	  The	  normalized	  distributions	  of	  the	  correlations	  between	  




significant	  differences	  (Figure	  6d;	  Friedman	  test,	  p	  =	  .5235).	  While	  some	  cell	  pairs	  belonging	  to	  all	  
cell	   types	   showed	   correlated	   activity,	   in	   general	   all	   groups	   showed	   low	   correlations,	   with	   no	  
significant	   difference	   between	   them	   (correlation	   among	  pvGFP	  neurons,	   0.14	   ±	   0.01	   ,	   n	   =	   196	  
pairs;	  correlation	  among	  sGFP,	  0.10	  ±	   .01,	  n	  =	  67	  pairs;	  correlation	  among	  GFPneg	  cells,	  0.12	  ±	  
.002,	  n	  =	  3,119	  pairs,	  from	  both	  G42	  and	  GIN	  animals;	  	  p	  =	  .4198,	  Kruskall-­‐Wallis	  test)	  Therefore,	  
even	  when	  two	  cells	  belonged	  to	  the	  same	  cell	  class,	  they	  did	  not	  show	  similarities	  in	  firing	  when	  






Figure	  6.	  Interneuron	  subtypes	  show	  low	  correlations	  during	  thalamically	  triggered	  activity	  
(A) 	  Two	  photon	  image	  of	  a	  loaded	  slice	  with	  labeled	  interneurons	  (pvGFP)	  pseudocolored	  in	  
green	  
(B) 	  Quantification	  of	  the	  average	  percent	  active	  pvGFP,	  sGFP,	  and	  GFPneg	  neurons	  as	  
determined	  by	  SLM	  imaging	  and	  deconvolution.	  No	  significant	  differences	  were	  observed	  




(C) Example	  fluorescence	  traces	  from	  simultaneously	  imaged	  pvGFP	  and	  GFPneg	  cells	  (top)	  or	  
sGFP	  cells	  and	  GFPneg	  cells	  (bottom)	  during	  a	  thalamically	  triggered	  UP	  state.	  Spike	  
inference	  for	  each	  trace	  is	  shown	  below	  each	  example.	  
(D) Normalized	  distribution	  of	  correlation	  coefficients	  of	  spike	  inference	  for	  pvGFP	  
interneurons	  and	  GFPneg	  cells	  (top)	  and	  sGFP	  interneurons	  and	  GFPneg	  cells	  (bottom).	  





Interneuron	  spiking	  is	  not	  more	  synchronous	  than	  pyramidal	  cells	  
Although	  we	   found	   that	   PV	   or	   SOM	   interneurons	   did	   not	   show	   correlated	   activity,	   we	  
could	  not	  exclude	  the	  possibility	  that	  these	  neurons	  were	  significantly	  correlated	  on	  a	  time	  scale	  
faster	  than	  the	  temporal	  resolution	  of	  our	  SLM	  imaging	  (15ms).	  This	  seemed	  especially	  likely	  to	  
be	   the	   case	   since	   neurons	   belonging	   to	   both	   these	   subtypes	   have	   been	   shown	   to	   be	   coupled	  
either	   chemically,	   and/or	   electrically	   via	   gap	   junctions,	   both	   of	   which	   can	   promote	   synchrony	  
under	  certain	  conditions	  (Beierlein	  et	  al.,	  2000;	  Galarreta	  and	  Hestrin,	  2001b;	  Hu	  et	  al.,	  2011).	  	  	  
We	   performed	   whole-­‐cell	   electrophysiological	   recordings	   from	   43	   pvGFP	   interneurons,	  
with	  biocytin	  in	  our	  internal	  solution,	  and	  performed	  anatomical	  and	  electrophysiological	  analysis	  
of	   these	   cells.	   Anatomically,	   these	   cells	   resembled	   basket	   cells,	  with	   densely	   branching	   axons,	  
which	  have	  been	  shown	  to	  contact	   the	  perisomatic	   regions	  of	  postsynaptic	   targets	   (Figure	  1a).	  
Physiologically,	  all	  of	  these	  cells	  were	  fast	  spiking	  interneurons,	  easily	  identified	  by	  their	  narrow	  
spike	  width	  and	  large	  after	  hyperpolarization	  potentials	  (AHPs,	  Figure	  1a).	  In	  addition,	  these	  cells	  
had	  high	  rheobases	  and	  fired	  at	  high	  frequencies	  in	  response	  to	  current	  injection	  (see	  table	  1).	  
We	  also	  performed	  whole-­‐cell	  electrophysiological	  recordings	  from	  50	  sGFP	  interneurons.	  	  
All	   cells	   recorded	   from	   were	   interneurons,	   and	   were	   characterized	   both	   anatomically	   and	  
physiologically,	   in	   a	   similar	   manner	   as	   PV	   cells.	   Anatomically,	   the	   majority	   of	   sGFP	   cells	   had	  
ascending	  axon	  collaterals	  that	  branched	  extensively	  in	  layer	  1,	  characteristic	  of	  Martinotti	  cells	  
(Halabisky	   et	   al.,	   2006;	   McGarry	   et	   al.,	   2010;	   Wang	   et	   al.,	   2004;	   Fino	   and	   Yuste	   2011).	  	  




than	   fast	   spiking	   cells,	   and	   a	   more	   moderate	   frequency	   of	   discharge,	   with	   significant	   spike	  
frequency	  adaptation	  (see	  table	  1,	  figure	  1b).	  	  	  
To	   address	   the	   question	   of	   whether	   nearby	   interneurons	   have	   synchronous	   firing	  
patterns,	  we	  patched	  pairs	  of	  interneurons	  within	  100um	  of	  each	  other	  in	  somatosensory	  cortex	  
layer	  4,	  where	  the	  probability	  of	  both	  chemical	  and	  electrical	  junctions	  between	  these	  cells	  is	  high	  
(Figure	  7a).	  We	  patched	  2-­‐4	  cells	  simultaneously	  to	  increase	  the	  likelihood	  of	  observing	  pairs	   in	  
which	   at	   least	   2	   interneurons	   fired	   action	   potentials	   in	   response	   to	   thalamic	   stimulation.	   	  We	  
calculated	  the	  time	  between	  spikes	  in	  every	  pair	  of	  two	  active	  cells.	  In	  this	  way,	  for	  each	  spike,	  we	  
calculated	   the	   shortest	   time	  between	   spikes	   (“minimum	   inter-­‐cell	   spike	   interval”	   )	   for	   the	   two	  
cells	   patched	   (Figure	   7B).	   We	   performed	   this	   same	   analysis	   for	   pairs	   of	   excitatory	   principal	  
neurons	   (PCs)	   firing	   action	   potentials	   in	   response	   to	   thalamic	   stimulation.	   After	   extracting	   all	  
minimum	  inter-­‐cell	  spike	  intervals	  between	  all	  pairs	  of	  either	  pvGFP/pvGFP	  or	  sGFP/sGFP	  cells	  or	  
PC/PC	   cells,	   we	   constructed	   probability	   distributions	   of	  minimum	   time	   between	   spikes,	   which	  
show	  the	  likelihood	  of	  a	  minimum	  inter-­‐cell	  spike	  interval	  falling	  within	  any	  given	  20ms	  time	  bin,	  
from	  0	  to	  1	  second	  (figures	  7d-­‐f,	  middle	  panels).	  Surprisingly,	  the	  overall	  minimum	  spike	  interval	  
probability	   distributions	   were	   not	   statistically	   different	   between	   pvGFP,	   	   sGFP	   anPC	   cells	  
(Friedman	  test,	  p	  =	  .6147),	  This	  means	  that	  spikes	  do	  not	  occur	  more	  synchronously	  in	  these	  two	  
interneuron	  populations	   than	   the	  general	  population	  of	  principal	   cells.	   	  We	  also	  calculated	   the	  
average	  minimum	  time	  between	  spikes	  in	  all	  three	  cell	  types,	  and	  found	  no	  significant	  differences	  
(pvGFP,	  219	  ±	  23.1	  ms;	  sGFP,	  191	  ±	  15.5	  ms;	  PC,	  198.12	  ±	  9.93	  ms;	  Kruskal-­‐Wallis	  test,	  p	  =	  .17).	  
We	  performed	  the	  same	  calculations	  for	  spontaneously	  occurring	  activity,	  and	  similarly	  found	  no	  




average	  minimum	  spike	  times	  (pvGFP,	  219	  ±	  23.1	  ms;	  sGFP,	  191	  ±	  15.5	  ms;	  PC,	  198.12	  ±	  9.93	  ms;	  
Kruskal-­‐Wallis	  test,	  p	  =	  .08;	  figures	  6d-­‐f,	  far	  right	  panels).	   In	  order	  to	  determine	  whether	  or	  not	  
spiking	  was	  more	  or	  	  less	  synchronous	  than	  what	  would	  be	  expected	  by	  chance,	  we	  reshuffled	  the	  
spikes,	  and	  recalculated	  the	  minimum	  interspike	  intervals.	  In	  all	  three	  cells	  types,	  PV,	  SOM	  and	  PC	  
we	   found	   that	   no	   differences	   in	   the	   average	   minimum	   spike	   time	   intervals	   between	   the	  
experimentally	  acquired	  data,	  and	  the	  randomly	   reshuffled	  data	  sets	   (PV,	  247.7	  ±	  19.2	  ms,	  p	  =	  
.24;	  SOM,	  200.6	  ±	  14.6	  ms,	  p	  =	  .10;	  PC,	  200.6	  ±	  10.0	  ms,	  p	  =	  0.46,	  in	  all	  cases	  Mann-­‐Whitney	  was	  
used	  and	  reshuffled	  distributions	  were	  compared	  to	  evoked).	  	  
We	  next	  limited	  our	  analysis	  to	  pairs	  of	  interneurons	  coupled	  electrically.	  Five	  out	  of	  	  the	  
12	  pvGFP	  and	  4	  out	  of	  the	  11	  sGFP	  pairs	  were	  electrically	  coupled,	  with	  coupling	  coefficients	  of	  
.031	  ±	  .008	  and	  .085	  ±	  .012,	  respectively.	  Among	  these	  pairs,	  we	  calculated	  the	  minimum	  intercell	  
spike	  intervals,	  and	  compared	  these	  to	  PC	  in	  which	  no	  cell	  pairs	  exhibited	  electrical	  coupling.	  We	  
found	  that	  the	  average	   intercell	  spike	   interval	  of	  electrically	  coupled	  pvGFP	  cells	  and	  sGFP	  cells	  
did	  not	  differ	  from	  that	  of	  PC	  cells	  (pvGFP	  cells,	  251.7	  ±	  52.4	  ms,	  p	  =	  0.45	  Mann-­‐Whitney;	  sGFP	  
cells,	  200.8	  ±	  25.4	  ms,	  p	  =	  0.46,	  Mann-­‐Whitney,	  in	  all	  cases	  evoked	  activity	  in	  interneurons	  was	  
compared	   to	   evoked	   activity	   PC	   cells).	   Therefore,	   electrical	   coupling	   does	   not	   contribute	   to	  
synchronous	  firing	  in	  interneurons.	  	  





























Figure	  7.	  Spiking	  of	  interneuron	  subtypes	  is	  not	  more	  synchronous	  than	  pyramidal	  cells	  
(A) 	  Cartoon	  depicting	  a	  layer	  4	  small	  recurrent	  network	  of	  cells	  consisting	  of	  interneurons	  
(green	  and	  blue)	  and	  principal	  cells	  (gray).	  Two	  nearby	  cells,	  either	  pvGFP,	  sGFP,	  or	  
unlabeled	  principal	  cells	  (PC)	  were	  patched	  in	  whole	  cells	  current	  clamp	  mode	  within	  
200um	  of	  one	  another.	  	  	  
(B) 	  Left,	  electrophysiological	  traces	  from	  two	  nearby	  sGFP	  cells.	  To	  the	  right,	  a	  schematic	  
depicting	  how	  the	  minimum	  intercell	  spike	  interval	  was	  calculated	  for	  each	  spike	  in	  the	  
top	  trace	  to	  the	  right.	  
(C) 	  Far	  left,	  representative	  traces	  from	  9	  pairs	  of	  simultaneously	  patched	  during	  thalamic	  
stimulation.	  Top,	  pvGFP;	  middle,	  sGFP;	  bottom,	  PCs.	  
(D) 	  Probability	  distributions	  of	  minimum	  intercell	  spike	  time	  intervals	  for	  pvGFP	  cells,	  sGFP	  
cells	  and	  PCs	  during	  thalamic	  stimulation	  






IPSCs,	  but	  not	  EPSCs,	  show	  high	  correlation	  during	  cortical	  activations	  
Since	  we	  found	  both	  in	  our	  imaging	  and	  electrophysiological	  studies	  that	  interneurons	  do	  
not	   seems	   to	   exhibit	   strong	   synchrony	   during	   thalamically	   evoked	  or	   spontaneous	   activity,	  we	  
next	  investigated	  the	  timing	  of	  inhibitory	  postsynaptic	  potentials	  (IPSCs)	  compared	  to	  excitatory	  
postsynaptic	  potentials	  (EPSCs)	  in	  nearby	  PC	  cells.	  Such	  a	  measurement	  would	  be	  representative	  
of	  all	  synaptic	   inputs	  and	  could	  lend	  insight	   into	  the	  functional	  organization	  of	   inhibition	  versus	  
excitation.	   	   To	   this	   end,	   we	   used	   single-­‐electrode	   voltage	   clamp	   to	   separate	   inhibitory	  
postsynaptic	   potentials	   (IPSCs)	   from	   excitatory	   postsynaptic	   potentials	   (EPSCs).	   We	   used	   an	  
intracellular	  solution	  with	  a	  chloride	  reversal	  of	  -­‐70mV,	  allowing	  us	  to	  isolate	  mostly	  EPSCs	  at	  this	  
potential,	  while	  mainly	  IPSCs	  were	  isolated	  by	  clamping	  at	  0mV	  (Figure	  8a).	  	  Two	  to	  four	  PC	  cells	  
within	   200um	   were	   patch	   clamped,	   and	   EPSCs	   and	   IPSCs	   were	   recorded	   from	   these	   cells	   on	  
alternate	   trials,	   during	   both	   triggered	   and	   spontaneous	   activations.	   IPSCs	   showed	   significantly	  
higher	  correlation	  than	  EPSCs	  in	  both	  triggered	  (EPSCs	  .55	  ±	  .04;	  IPSCs,	  R	  =	  .76	  ±	  .04,	  n	  =	  43	  pairs;	  
p	  <	  .001,	  Mann-­‐Whitney	  test,	  figure8b-­‐c)	  and	  spontaneous	  cortical	  activity	  (EPSCs	  .46	  ±	  .04,	  IPSCs,	  
R	  =	  .66	  ±	  .04	  n	  =	  26	  pairs;	  p	  <	  .01,	  Mann-­‐Whitney	  test).	  Analysis	  of	  the	  cross	  correlation	  of	  EPSCs	  
and	  IPSCs	  revealed	  the	  half	  width	  at	  half	  height	  of	  the	  cross	  correlogram	  was	  significantly	  wider	  
for	   EPSCs	   than	   IPSCs,	   (156.2	   ±	   17.1	   ms	   for	   EPSCs;	   68.2	   ±	   7.49	   ms	   for	   IPSCs;	   p	   <.001,	   Mann-­‐
Whitney	  Test,	  figure	  8d).	  	  
Because	   IPSCs	   and	   EPSCs	   have	   drastically	   different	   rise	   times,	   decay	   times,	   and	  
amplitudes,	  it	  is	  possible	  that	  these	  parameters	  could	  affect	  the	  values	  of	  correlation	  obtained	  by	  




increase	   the	   correlation	   value.	   To	   address	   this	   issue,	   we	   detected	   the	   times	   of	   peaks	   of	   both	  
EPSCs	  and	   IPSCs,	   converted	   these	   into	  binary	   time	  vectors,	  and	  correlated	   these	  vectors,	  using	  
time	  bins	  of	  three	  different	  sizes	  (1,	  10,	  and	  100	  milliseconds).	  	  In	  this	  way,	  instead	  of	  correlating	  
the	  events	  themselves,	  which	  have	  different	  characteristics,	  we	  correlated	  only	  the	  timing	  of	  the	  
events.	  Even	  at	  the	  smallest	  time	  bins	  analyzed	  (1ms),	  the	  time	  vectors	  of	  IPSCs	  were	  significantly	  
more	  correlated	  than	  EPSC	  time	  vectors	  (EPSCs,	  R	  =	  .037	  ±	  .02;	   IPSCs,	  R	  =	  .090	  ±	  .01	  	   .p	  <	  .001,	  
unpaired	  t-­‐test).	  This	  was	  also	  true	  at	  larger	  time	  bins	  we	  checked,	  10ms	  (EPSCs,	  R	  =	  .181	  ±	  .02;	  
IPSCs,	  R	  =	  .454	  ±	  .01;	  unpaired	  t	  test	  ,	  p	  <	  .001),	  and	  100ms	  (EPSCs,	  R	  =	  .360	  ±	  .025;	  IPSCs,	  R	  =	  .695	  
±	  .027;	  unpaired	  t	  	  test	  ,	  p	  <	  .001),	  in	  both	  spontaneously	  occurring	  and	  triggered	  cortical	  activity	  






Figure	   8.	   IPSCs	   are	   more	   highly	   correlated	   than	   EPSCs	   during	   triggered	   and	   spontaneous	  
activations	  
(A) Recordings	  from	  two	  PCs	  with	  cell	  bodies	  ~68um	  apart.	  Top	  trace	  shows	  EPSCs	  during	  
thalamic	  stimulation,	  bottom	  shows	  IPSCs	  recorded	  in	  the	  same	  cells	  on	  an	  alternate	  trial.	  	  
(B) Cross	  correlations	  between	  currents	  at	  0mV	  (blue)	  and	  -­‐70mV	  (red).	  
(C) 	  Box	  plots	  of	  all	  correlation	  coefficients	  calculated	  for	  EPSCs	  recorded	  at	  -­‐70mV	  and	  IPSCs	  	  
recorded	  at	  0mV	  during	  evoked	  activity	  (left)	  and	  spontaneous	  activity	  (right).	  IPSCs	  were	  
significantly	  more	  correlated	  than	  EPSCs	  in	  both	  conditions	  (p	  <	  0.001,	  Mann-­‐Whitney	  




(D) 	  Half	  width	  of	  the	  cross	  correlations	  for	  EPSCs	  and	  IPSCs.	  The	  half	  width	  is	  significantly	  







Figure	   9.	   Correlation	   of	   Unitary	   EPSCs	   and	   IPSCs	   confirms	   IPSCs	   are	  more	   synchronous	   than	  
EPSCs	  
Individual	  IPSCs	  and	  EPSCs	  were	  detected	  and,	  and	  binary	  vectors	  of	  the	  event	  times	  were	  




(bottom)	   time	   bins,	   and	   correlated	   for	   both	   evoked	   and	   spontaneous	   activity.	   Differences	   in	  
correlation	   between	   IPSCs	   and	   EPSCs	   were	   significant	   at	   all	   time	   bins,	   for	   both	   evoked	   and	  






Common	  inhibitory	  input	  underlies	  correlated	  IPSCs	  
Two	   different	   and	   possibly	   overlapping	   phenomena	   could	   explain	   the	   synchronous	  
inhibition	   we	   found	   during	   triggered	   and	   spontaneous	   activity.	   First,	   it	   is	   possible	   that	  
interneurons	  are	   firing	  more	  synchronously	   than	   their	  excitatory	  counterparts.	   In	   this	   scenario,	  
interneurons	  would	  have	  to	  fire	  the	  majority	  of	  their	  action	  potentials	  within	  the	  timescale	  of	  the	  
increased	  correlation	  we	  found.	  As	   illustrated	  in	  figure	  10a,	  such	  synchronization	  would	   lead	  to	  
IPSCs	  occurring	  at	  the	  same	  time	  in	  nearby	  pyramidal	  cells,	  and	  could	  explain	  the	  high	  degree	  of	  
correlation	  observed.	  Second,	  the	  higher	  correlation	  of	  IPSCS	  could	  be	  due	  to	  shared	  presynaptic	  
input.	  In	  this	  case,	  an	  interneuron	  would	  have	  to	  be	  highly	  connected	  to	  downstream	  pyramidal	  
cells	   within	   the	   distances	   we	   checked	   (30-­‐200um).	   If	   this	   were	   true,	   each	   time	   an	   inhibitory	  
interneuron	   fired	   an	   action	   potential,	   it	   would	   be	   observed	   nearly	   synchronously	   in	   all	  
downstream	  cells	  (Figure	  10a).	  
Our	   imaging	  and	  electrophysiological	  experiments	   led	  us	   to	  believe	   that	  perhaps	  only	  a	  
small	  portion	  of	   the	  high	  correlation	  we	  observed	   in	   IPSCs	  could	  be	  due	   to	   synchronous	   firing.	  	  
Therefore,	  we	  hypothesized	   that	  a	  high	  degree	  of	  overlapping	   input	   from	  nearby	   interneurons	  
was	  primarily	  responsible	  for	  the	  correlated	  IPSCs.	  	  If	  correlation	  of	  IPSCs	  is	  due	  to	  shared	  input	  
rather	  than	  synchronous	  firing,	  two	  criteria	  would	  need	  to	  be	  met	  1)	  inhibitory	  connections	  onto	  
PCs	   should	   be	   much	   more	   dense	   locally	   than	   connections	   from	   PCs	   to	   PCs	   and	   2)	   each	   IPSC	  
detected	  during	  the	  thalamic	  response	  should	  be	  attributable	  to	  just	  one	  or	  a	  few	  interneurons.	  




or	  SOM	  cells	  and	  PCs.	  	  We	  found	  that	  within	  150um	  11/13	  (84.6%)	  of	  dually	  patched	  pvGFP	  and	  
PC	   cell	   pairs	  were	   connected.	  We	   found	   a	   similarly	   high	   connection	   probability	   between	   sGFP	  
cells	   and	  PC	   cell	   pairs	   (13/17	  pairs,	   or	   76.4%)	  whereas	   the	   connection	  probability	   between	  PC	  
pairs	   was	   much	   lower	   with	   only	   5/39	   pairs	   connected	   (12.8%).	   	   	   This	   high	   probability	   of	  
connection	  of	  interneurons	  onto	  PCs	  fulfills	  the	  first	  criteria	  (Figure	  10b).	  	  
Next,	   in	   order	   to	   get	   an	   estimate	   of	   how	   many	   interneurons	   contribute	   to	   each	   IPSC	  
during	  cortical	  activity,	  we	  measured	  the	  conductance	  of	  each	  IPSC	  during	  triggered	  activity,	  and	  
compared	   these	   to	   the	   conductance	   of	   monosynaptic	   pvGFPPC	   and	   sGFPPC	   IPSCs,	   as	  
measured	   from	   paired	   recordings.	   The	   mean	   conductance	   of	   pvGFPPC	   connections	   was	  
significantly	  higher	   than	   that	  of	   sGFPPC	   connections	   (pvGFPPC,	  2.08	  ±	  0.50	  nS;	   sGFPPC,	  
0.76	  ±	  0.24	  nS,	   t	   test,	  p	  <	   .05,	  n	  =	  11	   for	  pGFPPC	  pairs	  and	  n	  =	  13	  sGFPPC	  pairs),	  which	   is	  
unsurprising	  given	  our	  recordings	  were	  made	  at	   the	  soma,	  much	  nearer	   to	  where	  parvalbumin	  
interneurons	  form	  synapses	  onto	  PCs.	  More	  importantly,	  though,	  the	  mean	  conductances	  during	  
the	   cortical	   activity	   (1.13	   ±	   0.02	   nS,	   n	   =	   6578	   IPSCS	   recorded	   from	   15	   cells)	   did	   not	   differ	  
significantly	  (p	  =	  0.442,	  Mann-­‐Whitney)	  from	  the	  combined	  conductances	  of	  PV	  and	  SOM	  inputs	  
(1.36	  ±	  0.29	  nS	  n	  =	  24,	  normalized	  distributions	  shown	  in	  figure	  10c).	  This	  indicates	  that	  each	  IPSC	  
observed	  during	  triggered	  or	  spontaneous	  activity	  could	  be	  made	  up	  of	  just	  one	  or	  at	  most	  a	  few	  
interneurons,	  fulfilling	  the	  second	  criteria	  discussed	  above.	  
As	  a	  final	  test,	  we	  looked	  at	  how	  correlations	  of	  IPSCs	  and	  EPSCs	  drop	  off	  with	  distance.	  
Our	   rationale	   was	   that	   if	   synchronization	   was	   causing	   the	   high	   correlations	   of	   IPSCs,	   the	  
correlations	  we	  observed	  may	  remain	  higher	  over	  larger	  distances	  than	  would	  be	  expected	  if	  they	  




slopes	   significantly	  different	   from	  zero	   (EPSCs,	   n	  =	  30,	  p	  <	   .001;	   IPSCs,	  n	  =	  25,	  p	  <	   .001;	   linear	  
regression)	  with	   no	   difference	   in	   their	   slopes	   (analysis	   of	   covariance	   p	   =	   0.52,	   figure	   11).	   The	  
correlations	  of	  IPSCs	  fell	  off	  strongly	  after	  100um,	  which	  fits	  very	  well	  with	  the	  established	  drop	  
off	  of	  the	  probability	  of	  connection	  for	  inhibitory	  connections	  (Fino	  and	  Yuste,	  2011;	  Packer	  and	  
Yuste,	  2011).	  We	  conclude	  that	  high	  correlation	  of	  IPSCs	  seen	  during	  thalamically	  driven	  UP	  states	  
must	   be	   primarily	   due	   to	   shared	   presynaptic	   input	   from	   inhibitory	   neurons	   rather	   than	  








	  	  	  	  	  
	  
Figure	  10.	  High	  correlation	  of	  IPSCs	  is	  due	  to	  common	  input,	  rather	  than	  synchronous	  firing	  of	  
interneurons	  
(A) Schematic	  depicting	  two	  possible	  mechanisms	  underlying	  correlated	  IPSCs.	  In	  the	  first	  




two	  or	  more	  interneurons	  firing	  simultaneously.	  In	  this	  case,	  each	  IPSC	  would	  be	  the	  sum	  
of	  the	  spiking	  of	  several	  interneurons.	  In	  the	  second	  scenario,	  “shared	  presynaptic	  input”,	  
in	  a	  system	  where	  every	  interneuron	  has	  highly	  divergent	  axons	  and	  contacts	  many	  
postsynaptic	  PCs,	  each	  time	  an	  interneuron	  fires	  a	  spike,	  an	  IPSC	  would	  be	  recorded	  from	  
all	  of	  its	  downstream	  postsynaptic	  targets	  nearly	  simultaneously.	  
(B) Connection	  probabilities	  for	  PCPC	  pairs	  (12,8%),	  pvGFPPC	  pairs	  (84.6%)	  and	  
sGFPPC	  pairs	  (76.4%).	  	  
(C) Normalized	  distribution	  of	  conductances	  for	  IPSCs	  recorded	  during	  thalamically	  triggered	  
activations	  (top,	  red),	  and	  synaptic	  conductances	  measured	  from	  pvGFP	  PC	  pairs	  (blue)	  







Figure	  11.	  Correlations	  drop	  off	  with	  increasing	  distance	  between	  cell	  somas	  
(A) Correlations	  of	   IPSCs	   (blue)	  and	  EPSCs	   (red)	  versus	  distance.	  Both	   fall	  off	  with	  distance.	  







In	   this	   study,	  we	   used	   a	   combination	   of	   fast	   calcium	   imaging	   and	   electrophysiology	   to	  
study	  and	  compare	  activity	  in	  interneurons	  and	  excitatory	  cells.	  Two-­‐photon	  imaging	  with	  SLMs	  
allowed	  us,	  for	  the	  first	  time,	  to	  study	  correlations	  within	  two	  interneuronal	  subclasses,	  PV	  and	  
SOM,	   respectively,	   at	   the	  population	   level.	   	  We	   found	   that	  neurons	  exhibit	   low	   correlations	   in	  
response	   to	   both	   thalamic	   stimulation	   and	   during	   spontaneously	   occurring	   UP	   states.	   This	  
decorrelated	   activity	   was	   a	   general	   feature	   of	   all	   neurons,	   and	   surprisingly,	   neurons	   within	   a	  
subclass,	   specifically	   PV	   or	   SOM	   interneurons,	   do	   not	   exhibit	   more	   correlated	   firing	   when	  
compared	   to	   the	  general	  population.	   Intracellular	   recordings	  confirmed	   that	  while	   some	  spikes	  
can	  occur	  within	  10ms	  of	  each	  other	  in	  nearby	  interneurons,	  the	  overall	  distribution	  of	  minimum	  
inter-­‐cell	   spike	   intervals	   in	   interneuronal	   subtypes	   and	   excitatory	   cells	   was	   not	   significantly	  
different.	   Finally,	   voltage	   clamp	   recordings	   demonstrated	   IPSCs	   are	   correlated	   in	   cells	   at	   close	  
distances,	  a	  phenomenon	  due	  mostly	  to	  shared	  input	  rather	  than	  synchronous	  firing.	   	  Our	  data	  





Chapter	  5-­‐	  Discussion	  
	  
UP	  States	  as	  a	  model	  of	  network	  activity	  
UP	   states	   are	   a	   fascinating	   model	   of	   neurons	   acting	   as	   ensembles.	   	   They	   are	   clearly	  
coordinated	   in	   time	   and	   space	   and	   thus	   represent	   at	   least	   one	   mode	   of	   operation	   in	   which	  
neurons	  act	  as	  assemblies.	  Neocortical	  UP	  states	  are	  a	  wide	  spread	  phenomenon	  that	  have	  been	  
linked	   to	   the	   modulation	   of	   global	   brain	   states	   during	   sleep,	   quiet	   wakefulness	   and	   sensory	  
processing	  (Lampl	  et	  al.,	  1999;	  Petersen	  et	  al.,	  2003b;	  Shu	  et	  al.,	  2003).	  	  
The	  UP	  states	  observed	  in	  our	  preparation	  resemble	  endogenous	  brain	  activity	  in	  several	  
ways.	  First,	  UP-­‐states	  are	  observed	  in	  vivo	  and	  are	  similar	  to	  those	  observed	  in	  vitro	  (Hasenstaub	  
et	   al.,	   2005;	   Luczak	   et	   al.,	   2007;	  MacLean	   et	   al.,	   2005;	   Sanchez-­‐Vives	   and	  McCormick,	   2000).	  
Second,	  UP-­‐states	   in	   vivo	  and	   in	   vitro	   constitute	   a	  high-­‐conductance	   state,	   reminiscent	  of	   that	  
observed	  in	  intact	  animals	  (Destexhe	  and	  Pare,	  1999;	  Destexhe	  et	  al.,	  2003;	  Rudolph	  et	  al.,	  2005).	  	  
Finally,	  while	  in	  most	  in	  vitro	  studies	  triggering	  of	  UP	  states	  relies	  upon	  using	  a	  modified,	  artificial	  
cerebrospinal	   fluid	   (ACSF)	   containing	   reduced	   Ca2+	   concentration,	   we	   used	   unmodified	   ACSF,	  
mimicking	  the	  situation	   in	  vivo	  more	  accurately.	  Therefore	  we	  consider	  the	  UP-­‐states	  observed	  
here	  to	  be	  a	  useful	  paradigm	  for	  studying	  the	  normal	  firing	  relationships	  between	  different	  types	  
of	  neurons.	  
	  




The	   intrinsic	   properties	   of	   the	   three	   cell	   types	   we	   studied	   here	   varied	   along	   several	  
electrophysiological	   dimensions.	   These	   properties,	   however,	   do	   not	   necessarily	   predict	   the	  
neurons’	  responses	  during	  the	  UP	  states.	  PV	  cells,	  for	  example,	  have	  low	  input	  resistances,	  which	  
might	  suggest	  they	  are	  harder	  to	  bring	  to	  threshold	  and	  may	  fire	  less	  during	  UP	  states.	  However,	  
these	  cells	  tend	  to	  fire	  more	  than	  RS	  cells,	  which	  have	  significantly	  lower	  input	  resistances.	  This	  
suggests	   that	   synaptic	   properties,	   rather	   than	   input	   resistance	   are	   most	   important	   for	  
determining	  the	  frequency	  with	  which	  a	  cell	  spikes.	  In	  line	  with	  this	  notion,	  both	  the	  probability	  
of	   connections	   (Beierlein	   et	   al.,	   2003;	   Sun	   et	   al.,	   2006)	   and	   the	   synaptic	   weights	   of	   RS	   cell	  
synapses	  onto	  PV	  cells	  are	  higher	  than	  for	  RS	  cell	  synapses	  onto	  RS	  cells.	  	  Interestingly,	  SOM	  cells,	  
which	  share	  a	  high	  probability	  of	  connection	  from	  RS	  cells	  and	  have	  high	  input	  resistances,	  do	  not	  
spike	   more	   than	   PV	   cells.	   In	   line	   with	   this,	   these	   cells	   have	   significantly	   lower	   membrane	  
potentials	  during	  the	  UP	  state	  than	  PV	  cells,	  suggesting	  there	  may	  be	  some	  other	  mechanism	  to	  
equalize	   the	   responses	   in	   these	   two	   cell	   types.	   Determining	   what	   this	   is	   will	   require	   further	  
investigation.	  	  
	   	  
Balance	  of	  excitation	  and	  inhibition	  
It	   is	   generally	   agreed	   that	   in	   most	   cortical	   states	   and	   activation	   schemes,	   inhibition	   is	  
balanced	  with	  excitation.	  This	  is	  true	  of	  recurrent	  network	  activity	  during	  UP	  states	  in	  vitro,	  which	  
are	   generated	   and	   maintained	   by	   a	   precise	   balance	   between	   excitatory	   and	   inhibitory	   inputs	  
(Sanchez-­‐Vives	   and	  McCormick,	   2000;	   Shu	   et	   al.,	   2003).	   	   Although	   this	   balance	   seems	   to	   be	   a	  
fundamental	  principle	  governing	  activity	   in	  neural	   circuits,	   the	  mechanisms	   responsible	   for	   this	  




Since	   inhibitory	   interneurons	   comprise	   just	   20%	   of	   the	   total	   population	   of	   neurons,	   in	  
order	  to	  balance	  excitatory	  neurons,	  interneurons	  must	  either:	  1)	  have	  higher	  connectivity	  rates,	  
2)	  have	  more	  reliable	  synapses,	  3)	  have	  stronger	  synapses	  or	  4)	  have	  higher	  spike	  rates	  than	  their	  
excitatory	   counterparts.	   There	   is	   substantial	   evidence	   that	   connection	   probabilities	   from	  
GABAergic	   interneurons	   onto	   excitatory	   cells	   are	   higher	   than	   excitatory-­‐excitatory	   connections	  
(Beierlein	  et	  al.,	  2003;	  Fino	  and	  Yuste,	  2011;	  Holmgren	  et	  al.,	  2003;	  Oswald	  et	  al.,	  2009;	  Thomson	  
et	  al.,	  1996).	  Likewise,	  it	  has	  been	  shown	  that	  GABAergic	  synapses	  transmit	  signals	  more	  faithfully	  
and	  that	  they	  build	  synapses	  with	  higher	  conductances	  (Thomson	  and	  Deuchars,	  1997).	  Our	  data	  
confirms	   the	  high	   connectivity	   and	  higher	   strength	  of	   inhibitory	   connections	   and	  also	   suggests	  
that	  interneurons	  may	  also	  fire	  more	  action	  potentials	  in	  order	  to	  achieve	  this	  balance,	  as	  both	  PV	  
cells	  and	  SOM	  cells	  fired	  significantly	  more	  than	  RS	  cells.	  This	  is	  most	  likely	  due	  to	  the	  relatively	  
strong	   synapses	   excitatory	   cells	   make	   onto	   inhibitory	   neurons,	   especially	   of	   the	   PV	   subtype	  
(Beierlein	  et	  al.,	  2003;	  Bruno	  and	  Simons,	  2002;	  Hull	  et	  al.,	  2009;	  Thomson	  and	  Deuchars,	  1997).	  	  
The	  short	  term	  facilitating	  dynamics	  of	  excitatory	  synapses	  onto	  these	  cells	  would	  suggest	  
that	  SOM	  cells	  may	  provide	  this	  inhibition	  at	  later	  time	  points	  than	  PV	  cells	  (Beierlein	  et	  al.,	  2003).	  
However,	   our	   data	  does	  not	   support	   this	   view.	  Rather,	  we	   found	   SOM	  cells	   and	  PV	   cells	   have	  
similar	  distributions	  in	  their	  firing	  time	  throughout	  the	  response,	  matching	  the	  firing	  of	  RS	  cells.	  
Since	  SOM	  and	  PV	  cells	  are	  known	  to	  target	  different	  compartments	  of	  their	  targets,	  soma	  and	  
dendrites,	   respectively,	   it	  may	  be	   that	   inhibition	   throughout	   the	  pyramidal	   cells	   is	   a	   necessary	  






Cell	  type	  homogeny	  among	  neurons	  does	  not	  confer	  correlated	  activity	  
Two	  photon	   imaging,	  while	   allowing	   for	   good	   signal	   to	   noise,	   better	   depth	  penetration	  
and	  less	  bleaching	  than	  one	  photon	  imaging,	  has	  traditionally	  had	  a	  limited	  temporal	  resolution.	  	  	  
Using	  the	  SLM	  to	  split	  the	  laser	  beam	  onto	  neurons	  of	  interest	  allowed	  us	  to	  achieve	  an	  imaging	  
speed	   of	   60Hz	   using	   an	   EMCCD	   as	   a	   wide	   field	   detector.	   	   This	   represents	   a	   two	   to	   five	   time	  
improvement	  in	  speed	  over	  standard	  laser	  scanning	  systems.	  	  Unlike	  two	  photon	  raster	  scanning	  
or	  other	  techniques4	  the	  frame	  rate	  doesn’t	  scale	  with	  the	  number	  of	  cells.	  Rather,	  the	  number	  of	  
cells	   that	   can	   be	   imaged	   with	   SLM	   imaging	   scales	   with	   laser	   power,	   which	   has	   increased	  
substantially	   in	  the	  past	   few	  years	  and	  will	  continue	  to	   increase.	   	  Taking	  advantage	  of	   the	  high	  
temporal	   resolution	  of	  our	  data,	  we	  employed	  a	  deconvolution	  algorithm	   that	  detected	   spikes	  
with	   high	   sensitivity,	   enabling	   us	   to	   extract	   spike	   times	   in	   principal	   cells	   and	   interneuron	  
subpopulations.	   This	   is	   the	   first	   time,	   to	   our	   knowledge,	   that	   correlations	   among	   the	   spiking	  
activity	  of	  more	  than	  two	  neurons	  belonging	  to	  a	  cell	  class	  have	  been	  reported	  in	  an	  optical	  assay	  
of	  network	  activity.	  	  
Intracellular	  recordings	  from	  interneurons	  with	  intersomatic	  distances	  of	  less	  than	  150um	  
confirmed	  that	  interneurons	  belonging	  to	  the	  same	  class	  did	  not	  display	  more	  synchronous	  firing	  
than	  their	  excitatory	  counterparts.	  This	  was	  true	  regardless	  of	  the	  high	  incidence	  of	  gap	  junctions	  
found	  within	   these	   distances,	   indicating	   that	   electrical	   coupling	   during	   thalamically	   stimulated	  
and	  spontaneous	  activity	  does	  not	  influence	  synchrony	  in	  PV	  and	  SOM	  interneuron	  subtypes	  at	  
fast	  time	  scales.	  	  
                                                
4	  Although	  scanning	  speeds	  have	  recently	  been	  greatly	  improved	  by	  the	  use	  of	  microscopes	  with	  resonant	  scanning	  
mirrors	  (30	  frames	  per	  second	  (fps),	  acousto-­‐optical	  defl	  ectors	  (AODs;	  100s	  fps)	  or	  polygon-­‐mirror	  scanners.	  But	  all	  of	  
these	  systems	  relay	  on	  a	  single	  excitation	  beam,	  and	  the	  rate	  of	  imaging	  will	  decrease	  with	  the	  number	  of	  cells	  and/or	  field	  




Our	  data,	  demonstrating	  that	  neurons	  belonging	  to	  PV	  and	  SOM	  neuronal	  classes	  are	  not	  
more	   synchronous	   than	   simultaneously	   recorded	   cells	   is	   contradictory	   to	   previous	   evidence	  
indicating	   that	   interneurons	  belonging	   to	  both	   these	   cell	   classes	   can	  be	   tightly	   synchronized,	  a	  
phenomenon	  attributed	  to	  electrical	  and	  chemical	  coupling	  between	  nearby	  neurons	  (Hu	  et	  al.,	  
2011;	  Tamas	  et	  al.,	  2000).	  	  However,	  this	  discrepancy	  can	  be	  explained	  when	  one	  considers	  that	  
in	  almost	  all	  studies	  where	  synchronization	  has	  been	  tested	  within	  interneuron	  subtypes,	  spiking	  
was	   induced	   by	   introducing	   current	   injections	   in	   both	   cells	   simultaneously,	   or	   by	   activating	  
specific	  subsets	  of	  neurons	  using	  neuromodulators	  .	  These	  manipulations	  do	  not	  activate	  all	  the	  
conductances	  relevant	  during	  evoked	  or	  spontaneous	  activity	   in	  sensory	  cortex.	  The	  interaction	  
of	   these	   conductances	   combined	   with	   the	   electrical	   and	   chemical	   coupling	   of	   interneurons	   is	  
crucial	   when	   testing	   whether	   this	   coupling	   affects	   synchrony;	   	   when	   neurons	   are	   in	   a	   high	  
conductance	  state,	  it	  is	  possible	  and	  even	  likely	  that	  gap	  junction	  and	  inhibitory	  synaptic	  coupling	  
from	  nearby	   cells	   have	   a	  much	   smaller	   effect.	   Therefore,	   in	   active	   cortical	   circuits	  where	  both	  
excitatory	   and	   inhibitory	   neurons	   are	   concomitantly	   activated,	   electrical	   coupling	   among	  
subtypes	  may	  be	  too	  small	  compared	  to	  the	  number	  of	  synaptic	  inputs	  activated,	  detracting	  from	  
their	  ability	  to	  synchronize	  neurons	  on	  fast	  time	  scales.	  The	  main	  role	  of	  gap	  junctions	  in	  active	  
cortical	   circuits	   then	  may	   be	   to	   act	   as	   low	   pass	   filters,	   synchronizing	   subthreshold	  membrane	  
potentials,	   and	   promoting	   synchrony	   over	   broader	   time	   scales	   (Galarreta	   and	   Hestrin,	   1999,	  
2001b).	  Alternatively,	  gap	  junctions	  could	  play	  a	  metabolic	  role,	  by	  enabling	  cells	  that	  belong	  to	  






Inhibition	  is	  dense	  and	  nonspecific	  
In	  the	  experiments	  performed	  here,	  we	  found	  that	  when	  we	  voltage	  clamped	  cells	  within	  
100µm	  at	  the	  reversal	  potentials	  for	  inhibition	  or	  excitation,	  isolated	  EPSCs	  and	  IPSCs	  were	  highly	  
correlated,	  with	  IPSCs	  much	  more	  highly	  correlated	  than	  EPSCs.	  This	  result	  is	  similar	  to	  findings	  in	  
ferret	   V1,	   where	   the	   higher	   degree	   of	   correlation	   among	   IPSCs	   in	   dually	   patched	   cells	   was	  
attributed	  to	  synchronization	  of	  PV	  interneurons	  within	  the	  gamma	  band.	  However,	  several	  lines	  
of	   evidence	   lead	  us	   to	   conclude	   the	  high	   correlation	  we	  observed	   in	   IPSCs	   is	   due	   to	   a	   greater	  
degree	   of	   shared	   inhibitory	   inputs	   among	   nearby	   cells.	   	   First,	   inhibitory	   neurons,	   as	   discussed	  
above,	   do	   not	   fire	   more	   synchronously	   than	   pyramidal	   cells.	   	   Second,	   the	   high	   probability	   of	  
finding	  a	  connection	  between	  parvalbumin-­‐positive	  and	  somatostatin-­‐positive	  interneurons	  onto	  
pyramidal	  cells,	  indicates	  that	  shared	  inhibitory	  input	  is	  likely	  the	  main	  mechanism	  responsible	  for	  
IPSC	  correlation	  we	  observed.	  This	  finding	  is	  in	  agreement	  with	  previous	  electrophysiological	  and	  
two	  photon	  mapping	  studies	  demonstrating	  both	  SOM	  and	  PV	  interneuron	  subtypes	  make	  locally	  
dense	   and	   unspecific	   connections.	   Third,	   the	   conductance	   of	   each	   IPSC	   detected	   during	  
spontaneous	   and	   evoked	   activity	   was	   comparable	   to	   the	   conductance	   of	   individual	   synapses,	  
indicating	   that	   the	   IPSCs	  during	  evoked	  and	   spontaneous	   activity	   could	  be	   comprised	  of	   just	   a	  
single	  interneuron	  firing,	  rather	  than	  a	  synchronous	  group.	  	  
	  
Functional	  implications	  
So	  what	  exactly	  does	  inhibition	  do	  in	  cortical	  circuits?	  In	  a	  variety	  of	  brain	  areas,	  including	  
hippocampus	   and	   cortex,	   oscillations-­‐	   representing	   the	   collective	   activity	   of	   large	   neuronal	  




considered	   to	   be	   important	   for	   a	   variety	   of	   higher	   cognitive	   functions.	   Experimental	   and	  
theoretical	  studies	  have	  shown	  that	  interneuron	  networks	  are	  capable	  of	  periodically	  entraining	  
principal	  neuron	  firing,	  providing	  the	  substrate	  for	  oscillatory	  behaviour.	  In	  addition,	  it	  has	  been	  
shown	  that	  the	  frequency	  of	  these	  oscillations	  may	  be	  determined,	  at	  least	  in	  part,	  by	  the	  classes	  
of	  neurons	  involved;	  parvalbumin	  are	  thought	  to	  be	  important	  in	  generating	  gamma	  oscillations,	  
while	  somatostatin	  interneurons	  may	  participate	  in	  the	  generation	  of	  lower	  frequency	  oscillations	  
(Hasenstaub	  et	  al.,	  2005;	  Klausberger	  et	  al.,	  2003;	  Somogyi	  and	  Klausberger,	  2005).	   In	  general,	  
oscillations	   are	   thought	   to	   synchronize	   large	   groups	   of	   neurons	   over	   great	   distances,	   in	   some	  
cases	   “binding”	   one	   cortical	   area	   to	   another	   (Singer,	   2009).	   While	   this	   certainly	   may	   be	   one	  
function	   of	   interneurons	   in	   certain	   behavioral	   states	   over	   broad	   areas	   of	   cortex,	   the	   data	   we	  
describe	  here	  provide	  evidence	  for	  a	  different	  role	  for	  interneurons	  within	  local	  cortical	  circuits.	  	  
With	  inhibition	  itself	  being	  asynchronous,	  it	  is	  possible	  that	  the	  primary	  role	  of	  inhibition	  
could	  be	  to	  desynchronize	  rather	  than	  synchronize	  the	  local	  network.	  	  In	  both	  monkey	  (Ecker	  et	  
al.,	   2010)	   and	  mouse	   (Smith	   and	  Häusser,	   2010)	   cells	   display	   remarkably	   low	   correlation	   even	  
when	   they	   are	   nearby	   each	   other	   and/or	   have	   overlapping	   receptive	   fields.	   The	   mechanisms	  
responsible	   for	   this	  decorrelated	  coding	  scheme	  are	  the	  subject	  of	  active	   investigation,	  but	  are	  
difficult	   to	   elucidate.	  One	   reason	   for	   this	   is	   that	   exact	   spike	   timing	   in	   any	   cell	   depends	  on	   the	  
dynamic	  interplay	  of	  a	  number	  of	  factors	  including	  the	  cell’s	  intrinsic	  properties	  and	  the	  relative	  
contribution	  of	  excitatory	  and	   inhibitory	   inputs.	   	  Several	  network	  models	  have	  proposed	  that	  a	  
dynamic	   balance	   of	   excitatory	   and	   inhibitory	   fluctuations	   counteracts	   correlations	   induced	   by	  
common	   inputs	   (Hertz,	   2010;	   Renart	   et	   al.,	   2010).	   However,	   direct	   experimental	   evidence	   in	  




In	  their	  theoretical	  model	  of	  decorrelated	  networks,	  Renart	  et	  al	  proposed	  that	  while	  
isolated	  EPSCs	  and	  IPSCs	  can	  be	  correlated	  due	  to	  common	  input,	  these	  correlations	  cancel	  one	  
another,	  and	  therefore	  fall	  off	  at	  intermediate	  membrane	  potentials.	  	  Indeed	  the	  membrane	  
potential	  correlations	  we	  observed	  by	  clamping	  at	  the	  reversal	  potentials	  for	  excitation	  or	  
inhibition	  dropped	  off	  when	  we	  clamped	  at	  intermediate	  membrane	  potentials,	  suggesting	  that	  
the	  interplay	  between	  excitation	  and	  inhibition	  is	  responsible	  for	  the	  desynchronized	  spiking	  we	  
observed	  across	  neurons	  (Figure	  12).	  Furthermore,	  blocking	  inhibition	  with	  gabazine	  (SR-­‐
95531) increased	  correlations	  of	  EPSCs	  (at	  -­‐70mV,	  Figure	  13).	  	  These	  experiments	  lead	  us	  to	  infer	  
that	  it	  is	  indeed	  possible	  that	  a	  dynamic	  balance	  of	  excitatory	  and	  inhibitory	  fluctuations	  that	  
counteract	  the	  correlations	  induced	  by	  common	  input.	  By	  preventing	  uncontrolled	  network-­‐wide	  
synchrony,	  this	  mechanism	  generates	  a	  background	  of	  weakly-­‐	  correlated	  spiking,	  as	  required	  
for	  efficient	  information	  processing	  based	  on	  either	  firing	  rates	  or	  coordinated	  spike	  timing	  






Figure	  12.	  Correlations	  are	  reduced	  at	  membrane	  potentials	  between	  EPSC	  and	  IPSC	  reversal	  
Correlation	  coefficients	  were	  calculated	  for	  membrane	  potentials	  from	  0	  to	  -­‐70mV.	  Correlation	  
was	  highest	  at	  0mV	  and	  -­‐70mV,	  and	  lowest	  at	  membrane	  potentials	  in	  between	  these,	  suggesting	  







Figure	  13.	  Inhibitory	  activity	  decorrelates	  excitation	  
	  (a)	  Example	  traces	  from	  two	  PCs	  recorded	  ~55	  µm	  from	  one	  another.	  The	  cells	  were	  voltage	  
clamped	  at	  -­‐70	  mV	  so	  that	  mostly	  EPSCs	  were	  recorded.	  Above	  traces	  are	  control,	  and	  below	  in	  
200nm	  gabazine	  (GZ).	  	  Red	  lines	  below	  each	  set	  of	  traces	  indicated	  EPSCs	  in	  both	  cells	  that	  
occurred	  within	  10ms	  of	  one	  another.	  	  
	  (b)	  Nanomolar	  concentrations	  GZ,	  increased	  correlations	  in	  EPSCs,	  and	  this	  effect	  was	  significant	  
at	  a	  concentration	  of	  100nm	  (p	  <	  .05,	  Mann-­‐Whitney,	  n	  =	  5	  pairs).	  Dashed	  line	  shows	  correlation	  
of	  shuffled	  data,	  which	  did	  not	  significantly	  between	  control	  and	  200nm	  GZ	  (Mann-­‐Whitney,	  p	  =	  






The	  decorrelated	   state	  of	  neocortex	  offers	   a	   substantial	   advantage	   for	   information	  processing:	  
the	  number	  of	  neurons	  needed	  to	  encode	  a	  particular	  stimulus	  with	  the	  same	  accuracy	  increases	  
dramatically	   with	   increased	   spiking	   correlations.	   This	   could	   enable	   networks	   of	   pyramidal	  
neurons	   to	   fire	   at	   different	   frequencies	   regimes	   without	   saturating	   their	   postsynaptic	   targets.	  
From	   this	   viewpoint,	   interneurons,	   by	   decorrelating	   the	   pyramidal	   cells	   and	   spreading	   their	  
activity	  over	  a	  longer	  integrating	  window,	  could	  help	  to	  stretch	  the	  dynamic	  range	  of	  the	  circuit.	  
In	   light	   of	   our	   data,	   it	   seems	   plausible	   that	   inhibition	   prevents	   uncontrolled	   network	   wide	  
synchrony,	   thus	   providing	   a	   general	   and	   nonspecific	   mechanism	   for	   decorrelation	   of	   local	  





Work	  in	  progress	  and	  future	  directions	  
The	   experiments	   I	   am	   currently	   working	   on,	   and	   those	   I	   propose	   for	   the	   future	   focus	  
mostly	  on	  two	  main	  areas:	  (1)	  expanding	  on	  the	  role	  of	   inhibition	   in	   local	  microcircuits,	  and	  (2)	  
establishing	  the	  differential	  functions	  of	  somatic	  versus	  dendritic	  inhibition.	  
The	  majority	   of	  work	   presented	   in	   this	   thesis	   only	   begins	   to	   scrape	   the	   surface	   of	   the	  
effects	  of	  inhibition	  in	  cortical	  microcircuits.	  While	  blocking	  inhibitory	  signaling	  pharmacologically	  
is	  a	  useful	  experiment,	  it	  suffers	  from	  two	  major	  problems:	  (1)	  it	  does	  not	  allow	  for	  good	  spatial	  
control	  of	  blockade	  of	  inhibition,	  and	  (2)	  it	  is	  not	  rapidly	  reversible,	  making	  comparisons	  of	  before	  
and	  after	  the	  manipulation	  difficult.	  Fortunately,	  with	  the	  advent	  and	  rapid	  development	  of	  new	  
tools	  such	  as	  optogenetics,	  allowing	  for	  gain	  or	  loss	  of	  function	  within	  specific	  cell	  classes,	  both	  of	  
these	   limitations	   can	   be	   overcome.	  	   Optogenetics	   is	   the	   combination	   of	   genetic	   and	   optical	  
methods	  to	  control	  specific	  events	   in	  targeted	  cells	  of	   living	  tissue,	  with	  the	  temporal	  precision	  
(millisecond-­‐timescale)	  needed	  to	  keep	  pace	  with	  functioning	  intact	  biological	  systems	  (Zhang	  et	  
al.,	  2010).	  More	  specifically,	  halorhodopsin	  (NpHR)-­‐	  the	  light	  driven	  chloride	  pump	  that	  is	  isolated	  
from	  singe	  celled	  archaea	  organisms-­‐	  can	  be	  employed	  to	   inhibit	  neurons	   in	  a	  subtype	  specific	  
manner	  (Zhang	  et	  al.,	  2007).	  	  	  	  
In	  a	   series	  of	  preliminary	  experiments,	  we	   took	  advantage	  of	   the	  most	   commonly	  used	  
strategy	  to	  date	  for	  the	  expression	  of	  NpHR	  in	  brain	  tissue,	  viral	  transduction.	  Viral	  vectors	  driving	  
expression	   of	   NpHR	   fused	   to	   yellow	   fluorescent	   protein	   (YFP)	   can	   be	   delivered	   directly	   into	  
specific	  brain	  regions	  with	  robust	  transduction	  efficacy	  and	   limited	  tissue	  damage.	  Using	  a	  Cre-­‐




expressing	   neurons.5	   Immunological	   co-­‐stainings	   against	   PV	   and	   YFP	   demonstrated	   cell-­‐type	  
specific	   expression	   was	   achieved	   (Figure	   14a).	   Furthermore,	   recordings	   from	   YFP	   expressing	  
neurons	  in	  acute	  somatosensory	  slices	  confirmed	  that	  these	  cells	  were	  indeed	  typical	  fast	  spiking	  
basket	  cells	  (Figure	  14b,	   left).	  Exposing	  these	  neurons	  to	  light	  with	  a	  wavelength	  of	  550-­‐610nm	  
resulted	   in	   robust	   inhibitory	   currents	   (500-­‐1000pA),	   that	   were	   rapidly	   reversible	   upon	  
termination	  of	  the	  light	  source	  (Figure	  e	  14b,	  middle).	  	  This	  hyperpolarizing	  current	  was	  enough	  
to	  stop	  action	  potentials	  induced	  by	  current	  injection	  at	  the	  cell	  bodies	  (Figure	  14b,	  right).	   
With	  cell	  type	  specific	  expression	  achieved,	  we	  wanted	  to	  confirm	  that	  inhibitory	  activity	  
could	  indeed	  be	  reduced	  during	  a	  simple	  electrical	  stimulus,	  while	  simultaneously	  measuring	  the	  
effect	  of	  this	  reduced	  of	  inhibition	  on	  nearby	  cells.	  For	  this	  purpose,	  we	  used	  stimulation	  of	  the	  
white	  matter	  and	  measured	  the	  resulting	  response	  in	  two	  nearby	  cells	  in	  layer	  5.	  Six	  stimuli	  were	  
given	  to	  the	  white	  matter	  at	  frequencies	  of	  10,	  20	  and	  40Hz,	  and	  the	  response	  was	  measured	  in	  
two	   cells,	   one	   in	   current	   clamp,	   the	  other	   in	   voltage	   clamp.	   In	   this	  way,	   the	  magnitude	  of	   the	  
response	  was	  measured	   by	   calculating	   the	   amplitude	   of	   the	   EPSP	   in	   one	   cell,	   while	   the	   IPSCs	  
could	  be	   simultaneously	  monitored	   in	   the	   voltage	   clamped	   cell	   (Figure	   15a),	  with	   and	  without	  
light	   activation	   of	   NpHR.	  We	   found	   that	   when	   we	   shone	   light	   of	   the	   appropriate	   wavelength	  
during	   stimulation	   the	   response	   was	   larger,	   often	   accompanied	   by	   an	   increase	   in	   number	   of	  
action	  potentials	  in	  the	  cell	  from	  which	  we	  recorded	  EPSPs	  (Figure	  15b).	   
                                                
5	  The	  Cre-­‐loxp	  expression	  system	  is	  commonly	  used	  to	  for	  	  targeted	  expression	  of	  genes	  to	  specific	  cell	  types.	  We	  
used	  	  AAV5	  DIO-­‐NpHR-­‐YFP	  knock-­‐in	  and	  transgenic	  Parvalbumin	  Cre	  (PV/Cre)	  mice	  (Arber,	  et	  al)	  to	  target	  the	  
expression	  of	  ChR2	  to	  defined	  neuronal	  populations.	  In	  AAV	  DIO	  NpHR-­‐YFP,	  two	  incompatible	  loxP	  variants	  flank	  
an	  inverted	  version	  of	  NpHR	  fused	  to	  the	  fluorescent	  marker	  YFP.	  In	  the	  presence	  of	  Cre,	  a	  stochastic	  
recombination	  of	  either	  loxP	  variant	  takes	  place,	  resulting	  in	  the	  inversion	  of	  NpHR-­‐YFP	  into	  the	  sense	  direction,	  
followed	  by	  expression	  of	  the	  light-­‐activated	  channels	  (Cardin,	  J.A.,	  Carlen,	  M.,	  Meletis,	  K.,	  Knoblich,	  U.,	  Zhang,	  F.,	  
Deisseroth,	  K.,	  Tsai,	  L.H.,	  and	  Moore,	  C.I.	  (2009).	  Driving	  fast-­‐spiking	  cells	  induces	  gamma	  rhythm	  and	  controls	  





Figure	  14.	  	  NpHR	  rapidly	  and	  reversibly	  inhibits	  PV	  interneurons	  
(A) PV+	  interneurons	  (red,	  left	  panel)	  express	  YFP	  (middle	  panel)	  33	  d	  after	  injection	  of	  AAV	  
DIO	  NpHR-­‐YFP	  into	  the	  barrel	  cortex	  of	  an	  adult	  PV-­‐Cre	  mouse.	  Right	  panel	  shows	  overlay	  
of	  PV	  and	  YFP	  expression.	   
(B) Left:	  Intracellular	  recordings	  from	  YFP+	  cells	  confirm	  that	  these	  cells	  are	  fast	  spiking	  
basket	  cells.	  Middle:	  inhibitory	  current	  measured	  in	  a	  YFP+	  cell.	  Left:	  550-­‐610nm	  light	  
effectively	  blocks	  spiking	  in	  a	  YFP+	  cell	  in	  response	  to	  current	  injection	  3x	  rheobase.	  








Figure	   15.	   PV	   interneurons	   expressing	   NpHR	   are	   effectively	   turned	   off	   during	   stimulation	   of	  
afferent	  pathways 
(A) Top,	  current	  clamp	  traces	  showing	  EPSPs	  in	  response	  to	  stimulation	  of	  the	  white	  matter	  at	  
20Hz	  in	  control	  (left)	  and	  with	  light	  (right);	  traces	  are	  the	  average	  of	  5	  trials.	  Bottom,	  IPSCs	  
recorded	  in	  an	  adjacent	  cell.	  	  	  
(B) Plot	   of	   the	   ratio	   IPSC	   amplitudes	   (light/control)	   versus	   the	   amplitude	   of	   EPSP	   ratios	  





This	  was	  accompanied	  by	  a	  large	  reduction	  in	  the	  IPSC	  amplitude,	  recorded	  in	  the	  other	  nearby	  
cell	   (Figure	   15b).	  We	  measured	   the	   ratio	   EPSPs	   with	   and	   without	   light	   (amplitude	   of	   EPSPlight	  
/amplitude	   of	   EPSPcontrol),	   and	   compared	   this	   to	   the	   ratio	   of	   IPSCs	   with	   and	   without	   light	  
(amplitude	   IPSClight	   /amplitude	   IPSCcontrol),	   and	  observed	   a	   linear	   relationship,	   implying	   that	   the	  
magnitude	   of	   the	   effect	   we	   observed	   was	   directly	   proportional	   to	   how	   much	   inhibition	   we	  
prevented	  using	  NpHR	  (figure	  15c).	  These	  preliminary	  experiments	  confirm	  that	  our	  expression	  of	  
NpHR	   is	   1)	   specific	   to	   PV	   interneurons	   and	   2)	   effectively	   blocks	   activity	   of	   these	   cells	   during	  
response	  to	  stimulation.	   
Now	  that	  we	  have	  established	  this	  technique,	  the	  next	  step	  will	  be	  to	  use	  NpHR	  to	  rapidly	  
and	   reversibly	   inhibit	   PV	   interneurons	   during	   cortical	   UP	   states.	   Then,	   by	   using	   either	  
electrophysiology	  and/or	  imaging,	  we	  could	  assess	  correlations	  of	  nearby	  cells	  during	  the	  periods	  
of	   time	  we	   inhibited	   these	   neurons.	  We	   could	   alter	   the	   timing	   of	   our	  manipulations	   to	   try	   to	  
understand	  if	  these	  interneurons	  play	  differential	  roles	  throughout	  the	  UP	  state.	  Finally,	  using	  the	  
SLM,	  we	  could	  spatially	  restrict	  our	  light	  spot	  to	  inactivate	  fewer	  PV	  interneurons,	  and	  begin	  to	  
understand	  the	  spatial	  dimensions	  of	  inhibition	  in	  different	  areas	  and	  layers	  of	  cortex. 
Perhaps	  the	  most	  important	  and	  exciting	  advantage	  of	  using	  optogeneticsis	  the	  ability	  to	  
express	  the	  opsins	  of	  interest	  in	  a	  cell	  type	  specific	  manner.	  We	  have	  already	  expressed	  NpHR	  in	  
PV	  cells,	  which	  will	  allow	  us	  to	  determine	  the	  role	  of	  inhibition	  targeting	  mainly	  the	  soma.	  There	  
also	  exists	  a	  transgenic	  mouse	  line	  which	  would	  allow	  for	  expression	  of	  NpHR	  in	  SOM	  cells.	  This	  
would	  enable	  us	  to	  assess	  the	  role	  of	  these	  two	  types	   inhibitory	  cells	  during	  cortical	  UP	  states,	  




operate	  to	  control	   the	  output	  of	   their	  downstream	  targets.	  Such	   insights	   into	  the	  distinct	   roles	  
subtypes	   of	   neurons	   will	   be	   invaluable	   as	   we	   continue	   to	   try	   to	   understand	   the	   basic	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