The Fibonacci cube Γ n is a subgraph of n-dimensional hypercube induced by the vertices without two consecutive ones. Klavžar andŽigert [Fibonacci cubes are the resonance graphs of fibonaccenes, Fibonacci Quart. 43 (2005) 269-276] proved that Fibonacci cubes are precisely the Z -transformation graphs (or resonance graphs) of zigzag hexagonal chains. In this paper, we characterize plane bipartite graphs whose Z -transformation graphs are exactly Fibonacci cubes. If we delete from Γ n (n ≥ 3) all the vertices with 1 both in the first and in the last position, we obtain the Lucas cube L n . We show, however, that none of the Lucas cubes are Z -transformation graphs, and characterize plane bipartite graphs whose Z -transformation graphs are L 2k for k ≥ 2, which is obtained from L 2k by adding two vertices and joining one to 1010 . . . 10 and the other to 0101 . . . 01.
Introduction
The Fibonacci cube was proposed by Hsu [6] as a new interconnection topology for multiprocessors. In network design, the Fibonacci cube is used to emulate hypercube algorithms efficiently. Structural and enumerative properties of the Fibonacci cubes were given in [12] . It was shown that [7] the Fibonacci cubes are connected median graphs. In addition, the observability (a graph parameter) of the Fibonacci cubes were determined in [2] .
A Fibonacci string of order n is a binary string of length n with no two consecutive ones. Let x and y be two binary strings. Then x y denotes the concatenation of x and y. Generally, if S is a set of binary strings, then x Sy = {x zy : z ∈ S}. Let x n denote the concatenation of n string x's.
Let F n denote the set of Fibonacci strings of length n. The Fibonacci cube Γ n (n ≥ 1) is the graph whose vertex set is F n , two vertices being adjacent if they differ in exactly one position. For n ≥ 2, the set F n satisfies the recursion Klavžar andŽigert [8] showed that Fibonacci cubes are precisely the Z -transformation graphs (also called resonance graphs) of fibonaccenes, i.e. zigzag hexagonal chains. The concept of the Z -transformation graphs for hexagonal and square systems was introduced independently many times by Gründler [4, 5] , Zhang et al. [19, 20] , Randić [13, 14] and Fournier [3] , and extended to plane bipartite graphs [22] [23] [24] ; see a recent survey [21] . Let G be a plane bipartite graph with a perfect matching. The boundary of an interior face of G is said to be a ring if it is a cycle of G. The Z -transformation graph of G, denoted by Z (G), is a graph whose vertices are the perfect matchings of G, two vertices being adjacent provided their corresponding perfect matchings differ only in a ring of G. In other words, two perfect matchings are adjacent if their symmetric difference is exactly a ring of G.
We can see that Z -transformation graphs of linear square chains are all Fibonacci cubes, besides fibonaccenes. For example, both Z -transformation graphs of a zigzag hexagonal chain and a linear square chain with 5 cells are Fibonacci cube Γ 5 (see Fig. 2 ). A natural problem is to determine all plane bipartite graphs with perfect matchings whose Z -transformation graphs are Fibonacci cubes Γ n for all positive integers n. In the present paper, we completely solve the problem. Accordingly we also solve the similar problem for extended Fibonacci cube Γ i n proposed by Wu [18] . Lucas cube L n (n ≥ 3), introduced in [11] , is the vertex induced subgraph of Γ n by deleting all the vertices with 1 both in the first and in the last position. We show that none of Lucas cubes are Z -transformation graphs, and characterize plane bipartite graphs whose Z -transformation graphs are L 2k for k ≥ 2, which is obtained from L 2k by adding two vertices and joining one to 1010 . . . 10 and the other to 0101 . . . 01.
Preliminaries
We consider only finite, simple and undirected graphs. The notation G[V ] denotes the subgraph of a graph G induced by V ⊆ V (G). For subsets V 1 , V 2 ⊆ V (G), we denote by [V 1 , V 2 ] the set of edges of G having one endvertex in V 1 and the other in V 2 . Let G be a plane bipartite graph with perfect matchings. In this paper, we always color the vertices of bipartite graph black and white such that adjacent vertices receive different colors. For a perfect matching M in G, an M-alternating cycle (path) is a cycle (path) that alternates between edges in M and edges not in M. Let H = { f 1 , f 2 , . . . , f k } (k ≥ 1) be a family of pairwise disjoint interior faces of G. Then H is said to be a resonant pattern if G has a perfect matching M such that the boundary of each face f i in H is an M-alternating cycle. If M and M are two distinct perfect matchings, then M ⊕ M consists of mutually disjoint M and M -alternating cycles of G. On the other hand, if C is an M-alternating cycle of G and we also use C to denote the set of edges of C, then M ⊕ C is also a perfect matching of G. Note that M and M differ only in C.
An edge of G is called allowed if it belongs to some perfect matching of G and forbidden otherwise. A bipartite graph G is elementary if and only if G is connected and each edge of G is allowed [10] . Catacondensed even ring systems (cers), introduced in [9] , is an example of plane elementary bipartite graphs. For a plane bipartite graph G, elementary components of G are components with more than one edge of the subgraph obtained from G by removing all forbidden edges of G. If every interior face of every elementary component of G is still an interior face of the original G, then G is called weakly elementary [23] . Hexagonal and square systems with perfect matchings (without holes) are such kind of graphs [23] .
Theorem 1 ( [3, 24] ). Let G be a plane bipartite graph with a perfect matching. Then Z (G) is connected if and only if G is weakly elementary.
Theorem 2 ([23]
). Let G be a plane weakly elementary bipartite graph and G 1 , G 2 , . . . , G k (k ≥ 1) be the elementary components of G. Then
where × denotes the cartesian product between graphs.
We know [23] that each elementary component of a plane weakly elementary bipartite graph can be seen as a plane elementary bipartite graph and [10] any plane elementary bipartite graph with more than one edge is 2-connected.
The following result is similar to Lemma 1 in [15] .
Lemma 3. Let G be a plane bipartite graph with a perfect matching and
But it is obvious that the boundary of h ⊕ f ⊕ h cannot be a ring of G, a contradiction. Therefore f = f , h = h . We claim that f ∩ h = ∅. Otherwise, since both f and h are M 1 -alternating rings, f ∩ h consists of some paths of odd length whose two end-edges are in M 1 . It follows that h is not
The following Remark is immediate.
Remark 4. Let G be a plane bipartite graph with perfect matchings. Let M 1 M 2 and M 1 M 4 be two edges in Z (G) and
Fibonacci cubes
For n ≥ 3, let E i := {x y ∈ E(Γ n ) | x, y ∈ F n differ in precisely the ith position}. Then,
, and E n = [F n−2 01, F n−2 00]. Hence E(Γ n ) can be partitioned into n matchings E 1 , E 2 , . . . , E n ; that is,
In fact the E i 's are Θ-classes of Γ n (see [1] ). 
and v 4 differ in ith and jth positions, which contradicts v 3 v 4 ∈ E(Γ n ). Hence k = j and v 3 v 4 ∈ E i .
Lemma 6. Γ n is not the cartesian product of nontrivial graphs.
Proof. Suppose to the contrary that
Since Γ n is connected [7] , G 1 and
By the definition of the cartesian product of graphs, Γ n can be constructed as follows: for each vertex v i of G 2 , take one copy of
2 )-path
2 ), and w
We claim that each copy G v r 1 of G 1 contains no edges of E j , where j = i, i ± 1. Suppose that there exists an edge x y of G 1 such that
Notice that x w q y w q y w q+1 x w q+1 x w q is a 4-cycle of Γ n , q = 1, 2, . . . , t − 1. By Lemma 5,
If i + 1 < n, E i+1 = ∅ contains an edge as u v r u v r , where u ∈ V (G 1 ) and v r v r ∈ E(G 2 ). By the above claims, each copy G v r 1 of G 1 contains no edges of E i+2 . If i − 1 > 1, similarly we have that each copy G v r 1 of G 1 contains no edges of E i−2 . In this way we can show that E(G
Combining Theorems 1 and 2 with Lemma 6, we have the following.
Remark 7. For a plane bipartite graph G, if Z (G) = Γ n , then G is a plane weakly elementary bipartite graph with only one elementary component, say G 1 , and
So our study next focuses on the plane elementary bipartite graphs. We now define a class F n of plane elementary bipartite graphs. Let G 1 be an even cycle and let f 1 denote the boundary of G 1 . Add the first path P 2 of odd length in the exterior of G 1 by joining any two vertices of G 1 with different colors such that P 2 has no internal vertices in common with the vertices of G 1 . The resulting graph is denoted by G 2 . We inductively construct G n (see Fig. 3 ) as follows. Suppose that G n−1 = G 1 + P 2 + · · · + P n−1 (n ≥ 3) has already been built. Add the (n − 1)th path P n of odd length in the exterior of G n−1 by joining any two vertices of P n−1 with different colors, say u n , w n , such that P n has no internal vertices in common with the vertices of G n−1 , and u n−1 and u n have different colors under the convention that P i always starts at u i and ends at w i along the clockwise orientation of a ring f i formed by a part of P i−1 (or G 1 ) and P i , 2 ≤ i ≤ n (see Fig. 3 ). This implies that each pair of vertices u i and u i+1 (resp. u i and u i+1 ) have different colors for each i. Hence the end-vertices u i+1 and w i+1 of P i+1 are internal vertices of P i for i ≥ 3. It needs to point out that if P n is a path of length one, that is an edge, then we cannot add such path any more. From the above bipartite ear construction we can see that G n is a plane elementary bipartite graph. Let F n denote the class of such graphs constructed from the above method. Hence we can see that all zigzag hexagonal chains and a linear square chains are in class F n .
Remark 8. For a plane elementary bipartite graph G, it was proved [23] that each interior face of G is resonant. So for the boundary f of each interior face of G, there is at least one edge
where F(G) denotes the set of interior face boundaries of G.
Let α ∈ F m and α F n−m ⊆ F n . Then it is clear that the subgraph induced by α F n−m is isomorphic to Γ n−m . We now give our main result.
Theorem 9. Let G be a plane bipartite graph. Then Z (G) = Γ n if and only if G is a plane weakly elementary bipartite graph with only one elementary component which belongs to F n .
Proof. Suppose that G is a plane bipartite graph and Z (G) = Γ n . By Remark 7, G is a plane weakly elementary bipartite graph with only one elementary component whose Z -transformation graph is Γ n . Suppose that G 1 is the unique elementary component of G. Then G 1 is a plane elementary bipartite graph and Z (G 1 ) = Γ n . We now show that G 1 ∈ F n .
For n = 1, 2, 3, it is easy to show that the result is true. So we assume that n ≥ 4. By Remark 8, there is a surjective map g from E(Γ n ) into the set of interior face boundaries of
This implies that the edges of E i under the surjective map g have the same image. Let g(E i ) = f i , i = 2, 3, . . . , n − 1. In the same method, we have g(E 1 ) = f 1 and g(E n ) = f n .
We claim that f 1 , f 2 , . . . , f n are mutually different. Let α ∈ F n−i−1 , then
, such that M r N r ∈ E r , r = 1, 2, . . . , i − 2. Let M r M r , N r N r ∈ E i . Then M r , N r ∈ F i−2 000α. By (4), M r N r N r M r M r is a 4-cycle of Γ n . Since g(E j ) = f j for j = 1, 2, . . . , n, g(M r N r ) = M r ⊕ N r = f r and g(M r M r ) = M r ⊕ M r = f i . By Lemma 3, f i = f r and f i ∩ f r = ∅, r = 1, 2, . . . , i − 2; i = 2, 3, . . . , n − 1. Similar argument yields f n = f j and f n ∩ f j = ∅, j = 1, 2, . . . , n − 2.
Let 
We have seen that
. . , n; j = 1, 2, . . . , i − 2. It follows that f i ∩ f i−1 is exactly one path of odd length. Let f i ∩ f i−1 = P i and u i , w i be the endpoints of P i . Then u i and w i have different colors, i = 2, 3, . . . , n. Further, suppose along the clockwise orientation of f j , we go from u j to u j+1 , to w j+1 , and to w j , j = 2, 3, . . . , n − 1. Since f 1 , f 2 , . . . , f n are N -alternating, u i and u i+1 , w i and w i+1 have different colors, i = 2, 3, . . . , n − 1. Thus, we conclude that G 1 ∈ F n .
Conversely, suppose that G is a plane weakly elementary bipartite graph with only one elementary component which belongs to F n . Without loss of generality we may suppose that G n is just the unique elementary component of G. By Theorem 2, Z (G) ∼ = Z (G n ).
To prove Z (G n ) = Γ n , we proceed by inductively assigning each perfect matching in G n a Fibonacci string of order n. Let P i = f i ∩ f i−1 for i = 2, 3, . . . , n. From the construction of G n , P i is a path of odd length. Let M G n denote the set of perfect matchings in G n , i.e. the vertex set of Z (G n ). Suppose that P is a path of odd length. Let O P (resp. E P ) denote the set of the odd (resp. even) edges on P. Then for n = 1,
and O f 1 \P 2 ∪ E P 2 respectively 0 and 1. Clearly,
∪ O P 2 respectively 00, 10 and 01. Obviously, Z (G 2 ) = Γ 2 . Assume that n ≥ 3 and M G k is assigned F k for k < n. Observe that
Then M G n−1 ∪ E P n is assigned F n−1 0 and M G n−2 ∪ (E P n−1 ⊕ P n ) ∪ O P n is assigned F n−2 01. Thus M G n is assigned F n−1 0+ F n−2 01 = F n . Let M, N be two perfect matchings in M G n and M and N are assigned respectively Fibonacci strings α = a 1 . . . a n and β = b 1 . . . b n . We claim that M and N are adjacent in Z (G n ) if and only if α and β differ in exactly one position. Suppose that M ⊕ N = f i , 3 ≤ i ≤ n − 1. Hence f i is M-alternating (also N -alternating). Without loss of generality suppose that
Since M and N differ only in f i , according to the assigning procedure α and β differ only in the ith position, where a i−1 a i = 00 and b i−1 b i = 01. Conversely, if α and β differ in exactly one position, then without loss of generality say that a i = 0 and b i = 1, while a j = b j for j = i. So b i±1 = 0 because β ∈ F n and a i±1 = 0 because α and β differ only in one position. Thus a i−1 a i a i+1 = 000 and b i−1 b i b i+1 = 010. According to the assigning procedure,
The cases for i = 1, 2, n are treated similarly. This claim implies that Z (G n ) = Γ n .
The ith extended Fibonacci cube of order n, Γ i n , is defined by the same recursive relation as the Fibonacci cube, but with the different initial conditions. Here we give an alternative definition provided in [16, 17] . Let i, n be integers with 0
Thus, we have the following immediately.
Corollary 10. Let G be a plane bipartite graph. Then Z (G) = Γ i n if and only if G is a plane weakly elementary bipartite graph and G has i + 1 elementary components with i even cycles and one in F n−i .
Lucas cubes
The Lucas cube L n of order n, n ≥ 3, is a graph obtained from Γ n by deleting all vertices with 1 in both the first and the last position, that is, 10F n−4 01 (for n = 3 is 101). Thus, L n is a subgraph of Γ n induced by vertices L n = F n−1 0 + 0F n−3 01 = (0F n−3 00 + 0F n−3 01) + 10F n−3 0 + 0F n−4 010.
Hence E(L n ) can be partitioned into n matchings E 1 , E 2 , . . . , E n , where E i is a subset of
Similarly, E n = [0F n−3 01, 0F n−3 00]. For i = 2 and i = n − 1, E 2 = [010F n−3 , 000F n−3 ] and E n−1 = [F n−3 010, F n−3 000]. For 4 ≤ i ≤ n − 2,
Similarly, E 3 = [1010F n−5 0+0010F n−4 , 1000F n−5 0+0000F n−4 ]. We note that removing 10F n−4 01 from Γ n leaves no 4-cycle whose edges belong to E 1 and E n . This leads to the following.
Lemma 11. L n (n ≥ 3) is not the Z -transformation graph for any plane elementary bipartite graph.
Proof. For n = 3, L 3 has three vertices of degree one. However, for any plane elementary bipartite graph G, Z (G) has at most two vertices of degree one [23] . For n ≥ 4, suppose to the contrary that G is a plane elementary bipartite graph and Z (G) = L n . By Remark 8, there is a surjective map g from E(L n ) into the set of interior face boundaries of G. Similar to the proof of Theorem 9, we can show that g(
Note that
Since the choices of M 1 and M 2 are arbitrary, the edges of E i under the surjective map g have the same image. Let g(
Noting that L n is a vertex induced subgraph of Γ n and E i is a subset of E i (i = 1, 2, . . . , n), Lemma 5 holds also for L n . Thus, there exists no 4-cycle of L n which contains N , M i−1 and M i (i = 2, 3, . . . , n), since N M i−1 ∈ E i−1 and N M i ∈ E i . Hence f i = f i−1 and by Remark 4, f i ∩ f i−1 = ∅ for i = 2, 3, . . . , n. In fact, f i ∩ f i−1 consists of some paths of odd length, since f i and f i−1 are N -alternating. By the definition of L n , N , M 1 and M n are contained in no 4-cycle of L n . So f n = f 1 and by Remark 4 f n ∩ f 1 = ∅. In fact, f n ∩ f 1 consists of some paths of odd length, since f 1 and f n are N -alternating. Thus, f 1 , f 2 , . . . , f n are mutually different. Hence F(G) = { f 1 , f 2 , . . . , f n }.
As we have seen, f n ∩ f j = ∅, j = 2, 3, . . . , n − 2; f i ∩ f j = ∅, j = 1, 2, . . . , i − 2; i = 2, 3, . . . , n − 1 and f i ∩ f i+1 = ∅ (i = 1, 2, . . . , n), where f n+1 = f 1 . Hence f i ∩ f i+1 (i = 1, 2, . . . , n) is exactly one path of odd length. Let f i ∩ f i+1 = P i+1 for i = 1, 2, . . . , n and u i+1 , w i+1 be two endpoints of P i+1 , where P n+1 = P 1 and u n+1 = u 1 , w n+1 = w 1 . Then u j and w j ( j = 1, 2, . . . , n) have different colors. Further, suppose along the clockwise orientation of f j , we go from u j to u j+1 , to w j+1 , and to w j , j = 1, 2, . . . , n. Let l i denote, along the clockwise orientation of f i , the path from w i+1 to w i and l i be the path from u i to u i+1 . Then either l 1 l 2 . . . l n−1 l n or l 1 l 2 . . . l n−1 l n forms a new ring, denoted by h. Without loss of generality assume that h = l 1 l 2 . . . l n−1 l n (see Fig. 4 ). Moreover, since f 1 , f 2 , . . . , f n are N -alternating, l i and l i (i = 1, 2, . . . , n) are paths of odd length. Hence u i and u i+1 , w i and w i+1 have different colors. It follows that n must be even. Then we create a class of graphs, denoted by F n , where n is even, and G ∈ F n . From [23] we know that for a plane bipartite graph G, if each face of G is resonant, then G is elementary. Hence, when n is even, each graph G n (see Fig. 4 ) in F n is a plane elementary bipartite graph. But h ∈ F(G), a contradiction. Therefore, L n cannot be the Z -transformation graph for any plane bipartite graph.
We have defined a class of plane elementary bipartite graphs F n from the above proof, where n is even. For example, coronene shown in Fig. 5(a) is a graph in F 6 . The Z -transformation graph of coronene is just the graph (see Fig. 5(b) ) obtained from L 6 by adding two vertices and joining one to 101010 and the other to 010101 [21] . Let M 1 = 1010 . . . 10 and M 0 = 0101 . . . 01. We obtain a graph L 2k from L 2k (k ≥ 2) by adding two verticesM 1 ,M 0 and joiningM 1 to M 1 ,M 0 to M 0 . Since L 2k is connected [7] , L 2k is connected. With the preceding notation, we close by characterizing plane bipartite graphs whose Z -transformation graphs are L 2k .
Theorem 12. Let G be a plane bipartite graph. Then Z (G) = L 2k if and only if G is a plane weakly elementary bipartite graph with only one elementary component which belongs to F 2k , k ≥ 2.
Proof. Suppose that G is a plane bipartite graph with Z (G) = L 2k . Since L 2k has two vertices of degree one,M 1 andM 0 , L 2k is not the cartesian product of nontrivial connected graphs. By Theorems 1 and 2, G is a plane weakly elementary bipartite graph with only one elementary component whose Z -transformation graph is L 2k . Hence we may suppose that G is a plane elementary bipartite graph with Z (G) = L 2k . Now we prove that G ∈ F 2k . By Remark 8, there is a surjective map g from E(L 2k ) into the set of interior face boundaries of G. By the preceding proof of Lemma 11 
Suppose to the contrary that f = f 0 . Let N j = (10) j−1 00(10) k− j and N j = (01) j−1 00(01) k− j , j = 1, 2, . . . , k.
M 0 = N j , we have f = f 2 j−1 and f 0 = f 2 j for j = 1, 2, . . . , k. Hence f 1 , f 3 , . . . , f 2k−1 , f are M 1 -alternating and
Otherwise, from the proof of Lemma 11, we have f ∩ f 2 j+3 = f 2 j ∩ f 2 j+3 = ∅ for some 1 ≤ j ≤ k, where f 2k+i = f i , i = 1, 3. This contradicts that f ∩ f 2 j−1 = ∅ for j = 1, 2, . . . , k. Similarly, f 0 = f 2 j−1 for j = 1, 2, . . . , k. For k = 2, according to the discussion above, we have f = f 1 , f 3 and f ∩ f 1 = ∅, f ∩ f 3 = ∅. If f = f 2 , then as g is a surjective map, f 0 = h. Thus P i (i = 1, 2, 3, 4) is an M 1 -alternating path whose end-edges belong to M 1 since f 1 , f 3 and f 2 (= f ) are M 1 -alternating. Hence f 4 is also an M 1 -alternating ring, which is impossible since there exists no vertex N in L 2k such that
Let f * , f * 0 and h * denote the interior faces with the boundaries f , f 0 and h respectively. Since f ∩ f 2 j−1 = ∅ and f 0 ∩ f 2 j = ∅, j = 1, 2, . . . , k, by the planarity of G, one of f * and f * 0 must lie in the interior of h and the other in the exterior of C, where C denotes the cycle l 1 l 2 . . . l 2k . Without loss of generality, suppose that f * lies in the interior of h and f * 0 in the exterior of C. It follows that f * = h * and f * 0 is the unique interior face lying outside of C. Since f 2 j ( j = 1, 2, . . . , k) is an M 0 -alternating ring, P i is an M 0 -alternating path, i = 1, 2, . . . , 2k. We claim that P i is an M 0 -alternating path whose end-edges are not in M 0 . Otherwise, if there exists some M 0 -alternating path P t (1 ≤ t ≤ 2k) whose end-edges belong to M 0 . We may assume that t is even. So f t is M 0 -alternating. Hence P t+1 is an M 0 -alternating path whose end-edges belong to M 0 . Since f 0 is M 0 -alternating, neither u t nor u t+1 lies on f 0 , where P 2k+1 = P 1 and u 2k+1 = u 1 . Since f * 0 is the unique interior face lying outside of C, either f 0 ∩ f t = ∅ or f 0 ∩ f 2 j = ∅, 2 j = t, j = 1, 2, . . . , k. This contradicts that f 0 ∩ f 2 j = ∅ for j = 1, 2, . . . , k.
From the claim above and that f 2 , f 4 , . . . , f 2k are M 0 -alternating, we deduce that l 1 , l 3 , . . . , l 2k−1 are M 0 -alternating paths whose end-edges are not in M 0 , and l 2 , l 4 , . . . , l 2k are M 0 -alternating paths whose end-edges are in M 0 . Hence, f (=h) is an M 0 -alternating ring, which is a contradiction since there is no vertex M in L 2k such that M 0 ⊕ M = f . Therefore f = f 0 . As g is a surjective map, we have f = f 0 = h. Hence G ∈ F 2k .
To show the sufficiency, we only prove that Z (G 2k ) = L 2k (k ≥ 2). Note that the graph formed from f i , f i+1 , . . . , f 2k−1 belongs to F 2k−i for i = 1, 2, 3, that is, 2k−1 j=i f j ∈ F 2k−i . Let G 2k−i = 2k−1 j=i f j . Note that the graph formed from f 2 , f 3 , . . . , f 2k−3 (resp. f 2 , f 3 , . . . , f 2k−2 ) belongs to F 2k−4 (resp. F 2k−3 ), that is 2k−3 j=2 f j ∈ F 2k−4 (resp. 2k−2 j=2 f j ∈ F 2k−3 ). Let G 2k−4 = 2k−3 j=2 f j (resp. G 1 2k−3 = 2k−2 j=2 f j ). From Theorem 9, Z (G 2k− j ) = Γ 2k− j , j = 1, 2, 3, 4 and Z (G 1 2k−3 ) = Γ 2k−3 . Let M G denote the set of perfect matchings in a graph G, i.e. the vertex set of Z (G). Recall that O P (resp. E P ) denotes the set of the odd (resp. even) edges on P, where P is a path of odd length. Then
∪{A, B}, where
In addition, observe that the subgraph of Z (G 2k ) induced by
is isomorphic to Z (G 2k−1 ) = Γ 2k−1 and the subgraphs of Z (G 2k ) induced by D 1 , D 2 , D 3 , C are isomorphic to Γ 2k−3 , Γ 2k−4 , Γ 2k−3 , Γ 2k−3 , respectively. By (8) , the subgraph of Z (G 2k ) induced by C ∪ D 1 is isomorphic to Γ 2k−3 × K 2 . By (6), the subgraph of
\ {A, B} is isomorphic to L 2k . Finally, note that the perfect matching A (resp. B) has a unique alternating ring, h, and A ⊕ h = is assigned 1(01) k−2 . Again from the above we know that C is assigned 0F 2k−3 01. So, A ⊕ h is assigned 01(01) k−2 01 = (01) k . Similarly, B ⊕ h is assigned (10) k , our proof is complete.
