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Three Essays on Exchange Rate Models and Their Applications 
by Azza Mansour 
Advisor: Merih Uctum 
Chapter 1: This chapter attempts to identify the determinant of exchange rate pass-through into 
producer and destination prices using highly disaggregated firm-level data of importers and 
exporters of the Egyptian economy from 2009 to 2013. The main findings assert the hypothesis of 
complete exchange rate pass-through into destination prices at the lowest level of significance for 
the average exporting firm that is also importing. Furthermore, the firm with the highest import 
intensity has a lower percentage of pass-through into destination prices, indicating that the 
marginal cost channel plays a more significant role in determining the speed of the exchange rate 
pass-through compared to the markup channel. Moreover, differentiating between periods of 
depreciation and appreciation does not alter the main findings of the baseline model.  
Chapter 2: This chapter analyzes the cointegration relationship between exchange rate and 
macroeconomic fundamentals within a panel data framework. The main contribution is that it uses 
a broader sample of countries that adopted a flexible exchange rate regime throughout 1975–2016. 
Moreover, it examines the cointegration relationship between exchange rates and monetary 
fundamentals using Groen and Kleibergen (2003) method. The results indicate that there is at least 
one cointegration relationship between the monetary fundamentals and exchange rate. However, 
we rejected the null of a common cointegration relationship between those same variables among 
all the countries included in one panel. Moreover, the estimation of the coefficients of the 




monetary approach of exchange rate determination. Nevertheless, the results do not support that 
both the exchange rate and the money supply move with the same percentage in the long run.  
Chapter 3: This chapter estimates a GVAR exchange rate model augmented with a dominant 
unit. The estimated model uses a mix of fundamental variables suggested in the theoretical 
literature on monetary and asset approaches to determine exchange rates. In addition, the paper 
evaluates the out-of-sample forecasts from this model against benchmark models such as the 
random walk (RW) and the random walk with drift (RWD). The estimated model could not beat 
the RW or the RWD results when it forecast the nominal exchange rate for individual countries in 
the global sample or the panel sample. However, it did beat those benchmark models when it 
forecast the depreciation rate of the nominal exchange rate for both the individual sample and the 
panel sample. Furthermore, the results improved in favor of the suggested model when a time-
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Chapter 1: Exchange Rate Pass-Through in Developing Economies: Evidence from 
Firm-level Data for Egypt 
1.1 Introduction  
Obstfeld and Rogoff (2001) introduced the “exchange rate disconnect puzzle” into 
international macroeconomics literature. This term refers to the weak relationship between 
fluctuations in exchange rates and macroeconomic fundamentals over the short to medium terms. 
The disconnect means that the volatility of macroeconomic fundamentals, like the gross domestic 
product, the real interest rate, and the current account, is much lower than the exchange rate 
volatility. Thus, the exchange rate becomes disconnected from the real economy.  
Devereux and Engel (2002) identified three factors that could explain this disconnected 
behavior: local currency pricing1 that leads to low pass-through of exchange rate volatility and the 
prices of the final goods in the short run, heterogeneity in the firm’s pricing behavior in the 
international commodity market, and the presence of noise traders who can create high volatility in 
the exchange rate. Those factors provided the link between exchange rate disconnect and low 
exchange rate pass-through. That is, a low exchange rate pass-through in the short run leads to a 
disconnected relationship between exchange rates and macroeconomic fundamentals. In other 
words, if there is incomplete pass-through from the exchange rate fluctuations to the final prices, 
the demand and quantity traded between two countries will not change, so a country may 
experience zero pass-throughs and have a disconnected relationship between exchange rates and 
market fundamentals (López, 2011). 
 
1 Local currency pricing means that “firms set prices in the currency of consumers of the product. That is, 
when a home firm sells in the home market, it sets prices in the home currency, but for sales to the foreign market, 




Empirical studies that examined the disconnected relationship between exchange rate and 
fundamentals classified into two main categories; The first includes studies that followed Meese 
and Rogoff (1983 and 1983b). Those studies used different time series techniques to estimate the 
structural models and evaluated their in-sample and out-of-sample forecasts compared to the naïve 
random walk model2. The second set of studies explored the exchange rate mechanism at the 
micro-level. They examined the pass-through mechanism of the exchange rate fluctuation into the 
real economy by modeling the pricing behavior at the product level or the firm level. 
Furthermore, the standard way of thinking had, for some time, been that pass-through is 
moderately fast and complete in developing nations. However, Frankel et al. (2012) highlighted 
that most developing countries experience a reduction in the pass-through coefficient since the 
beginning of the 1990s. Therefore, most empirical studies aimed to measure the speed of this pass-
through at the micro-level in developed countries with only a few applications to developing 
countries. The current study contributes to this line of research by examining the speed of exchange 
rate pass-through in a developing country, Egypt, using firm-level data on the exports and imports 
of the Egyptian economy. 
Specifically, the study uses the theoretical model developed by Amiti, Itskhoki, and 
Konings (2014) to explore the pass-through mechanism into destination prices. Those researchers 
provided a simple model that traces the pass-through of exchange rate fluctuations into export 
prices after controlling for variables such as import intensity, marginal costs, and the markup 
elasticity of the firm. In addition, the use of disaggregated data has been a relatively new trend in 
this literature (Frankel, Parsley, & Wei, 2012). The recent availability of disaggregated data for 
 




the Egyptian economy makes it possible to apply these kinds of models and to explore the pass-
through relationship. 
Figure 1.B.1 in Appendix 1.B shows the rates of change of the Egyptian currency vis-à-vis 
major currencies like the US dollars (USD), the Euro, the Japanese Yen (JPY), the British pound 
(GBP), the Australian dollar (AUD), and the Canadian dollar (CAD) between 2005 and 2016. The 
trend in that chart shows massive devaluation that reached around 16% versus the JPY in 2016. 
The Central Bank of Egypt (CBE) decided in November 2016 to devalue its currency and allow 
the Egyptian pound to float freely vis-à-vis the US dollar. Thus, examining the mechanism of 
transmission of those fluctuations into the export prices and final prices would provide valuable 
insights about the speed of exchange rate pass-through into individual firms’ pricing behavior in a 
small, open, and developing economy like Egypt. 
Accordingly, the primary aim of the current study is to trace the speed of pass-through 
from the exchange rate fluctuations into exporting firms’ prices in a developing country like Egypt. 
A secondary objective of the study is to analyze the mechanism of this pass-through and to see 
how it might differ from the case of a developed country like Belgium. 
The remainder of the study is organized as follows: The second section provides an overview 
of the exchange rate pass-through literature. That part reviews the reasons for the slow pass-
through presented in the literature, and it discusses the principles of the theoretical model that is 
used in this study to investigate the pass-through relationship at the firm level. Section three 
highlights the data sources and presents some stylized facts about Egyptian firm-level data. Section 
four explains the estimation strategy and discusses the results. Section five offers robustness check 
exercise that tests whether the firms’ pricing behavior would change if we differentiated between incidences 




1.2 Theoretical Background and Literature Review 
The literature of exchange rate pass-through has explored the transmission mechanism of 
exchange rate fluctuations into final prices (consumers’ prices or producers’ prices). This literature 
identified three cases in which there would be an incomplete pass-through of exchange rate 
fluctuations: local currency prices, pricing to the market case, and distributional costs. The first 
subsection highlights the rationale behind this area of research by showing the theoretical 
background for a complete pass-through and how different cases of deviations could occur. The 
second subsection explains the theoretical model of exchange rate pass-through into export prices 
at the micro-level. 
1.2.1 Theoretical Background: Complete Pass-Through Versus Incomplete Pass- Through 
To understand the relationship between exchange rate fluctuations and economic 
fundamentals, we must start by explaining the assertion of Friedman (1953), who was an advocate 
of flexible exchange rates. According to Friedman, if a country experienced a depreciation of its 
exchange rate, this would be reflected in cheaper exports from that country. Those goods would 
become less expensive in the countries that imported them. Thus, imports from that country would 
increase, and exports would decrease. In other words, there will be a significant pass-through from 
the exchange rate fluctuation on the price of the exported goods in the importing countries. 
Engle (2003) confirmed that Friedman’s view of flexible exchange rates was correct in some 
models of firm pricing behavior. He termed these models “producer currency pricing” (PCP) 
models. In such a model, prices are set in advance in terms of producer currencies, given that firms 
have complete information about the structure of consumer utilities and the realization of monetary 




country, and a foreign country. The consumers in the two countries face the same utility functions 




𝐶1−𝜌 + 𝛼 ln
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𝑀𝐷∗
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− 𝜔𝐿∗                                             (1.2) 







: are the real money balances. P and P* are the optimal price indices 
in the two countries. L and L* are the labor supply of consumers of the two countries who witness 
disutility from increasing their working hours. This model assumes that the money supply is 
exogenous and enters the model through transfers. At equilibrium, money supply and money 
demand are equal. 
𝑀 = 𝑀𝐷 and 𝑀∗ = 𝑀𝐷∗                                                            (1.3) 
The model further assumes that agents trade nominal bonds in financial markets before the 
realization of the current state and receive a payoff that corresponds to every state of the world. 
Moreover, it is impossible for consumers to get their payoffs in terms of physical goods. This 
ensures that they will receive market prices. Another assumption pertains to segmented markets in 
the sense that consumers from the home country and the foreign country are facing different prices 
for the same product on spot markets. When contracts are optimal, the marginal utility of the 
additional unit of currency is proportional between home and foreign consumers in all states of the 












Where S is the nominal exchange rate, corresponding to how many units of the home currency are 
equivalent to one unit of the foreign currency. In this model, the purchasing power parity must 
hold to eliminate any possibility of arbitrage between the prices of the two currencies. 
𝑃 = 𝑆𝑃∗                                                                          (1.5) 
The first-order condition for consumers to maximize their utility subject to budget 
constraints leads to the following equilibrium conditions: 
𝑀 = 𝛼 𝑃𝐶𝜌 𝑀∗ = 𝛼 𝑃∗𝐶∗𝜌                                                        (1.6) 
𝑊 = 𝜔 𝑃𝐶𝜌 𝑊∗ = 𝜔 𝑃∗𝐶∗𝜌 
W and W* are wages in the two countries. Thus, we finally reach the following conclusion; 
the nominal exchange rate will depend on the relative money supply between the home country 




                                                                             (1.7) 
The second part of this economy is the producer side. There are large monopolistic 
producers that produce a significant number of goods in the two countries. Moreover, labor is the 
only input that enters the production functions of the two countries. Thus, the production follows: 
 𝑌𝑖 = 𝐴 𝐿𝑖                                                                        (1.8) 
𝑌𝑖
∗ = 𝐴∗ 𝐿𝑖
∗ 
Where A and A* represent the productivity shocks that are common to the two countries. 
In this economy, firms set their prices as a markup over the marginal cost. Thus, prices at 
home and abroad follow the following equations: 
𝑃𝐻 = 𝜇 
𝑊
𝐴
                                                                        (1.9) 
𝑃𝐹







where 𝑃𝐻  is the home price of home goods and 𝑃𝐹
∗ is the foreign prices of foreign goods. Thus, in 
equilibrium, using the first-order conditions in equation (1.6), the nominal wages in this economy 



















                                                               (1.11) 
Equation (1.11) implies that any positive shock in productivity would result in cost savings. 
Thus, the relative prices of goods are reduced, and under a complete pass-through, the savings will 
be passed to the consumers in the form of lower prices. Thus, Friedman’s assertion is valid, there 
will be short-run adjustments in relative prices in response to any real shock. 
In that respect, Engle (2003) asserted that under the case of producer currency pricing, 
firms in both countries would set their prices in advance in terms of producer currency. Under that 










∗                                                            (1.12) 
If we define 𝜅 =
𝑃𝐻
𝑃𝐹









                                                             (1.13) 
The implication of the PCP model is that, in the short run, exchange rate fluctuations will 
transmit completely to consumer prices and the law of one price will hold for all goods.  
This ideal case of complete exchange rate pass-through (henceforth ERPT) was not always 




(2003) refers to the first instance as “local currency pricing” (LCP). In that case, firms are assumed 
to set their prices according to who will consume the commodity. Thus, if they sell their product 
in the home market, then they will set their prices in home currency. However, if they sell their 
products in a foreign country, they set their prices in the foreign currency. Thus, the equilibrium 
condition of equation (1.11) will not hold, even if monetary policy adjusts the relative prices. Thus, 
there will be zero short-run pass-through. Gopinath and Rigobon (2008) found evidence of such a 
case involving USA exports and imports. They showed that firms that do not adjust prices have 
zero short-run pass-through. 
The second case of deviation occurs in the “pricing to market” (PTM) channel. Atkeson 
and Burstein (2008) showed that the prices that firms set were not always uniform and might 
depend on local market conditions. Thus, a single producer may change the relative prices of their 
goods in response to variations in the international market. In other words, producers do not fully 
pass-through changes in their marginal cost into their final prices because their optimal markup 
will depend on their market share. Thus, the full effect of exchange rate depreciation will not pass 
entirely to the retail price of the good. 
The third case is the local distribution cost channel. Burstein, Neves, and Rebelo (2003) 
analyzed this case and argued that the distribution costs of tradable goods are necessary to trace 
the dynamics of exchange rate fluctuations. In that respect, Goldberg and Campa (2010) analyzed 
the sensitivity of the consumer price index to currency fluctuations in 21 industrial countries. Their 
analysis included the distribution of marginal costs. They found that introducing those costs into 
the foreign component of the commodity produced a difference between the prices of the imports 
at the border and at retail outlets. Costs like transportation, storage, finance, insurance, 




produce a deviation between the border prices and the retail prices. Thus, any fluctuations in the 
exchange rate will not transmit completely to consumer prices because of this distribution margin. 
Analyzing the incomplete pass-through relationship by modeling the heterogeneous firms’ 
characteristics and tracing the previous cases of deviation constitutes a rich area of research. 
Several studies applied this line of thinking on firm-level data from several developed countries. 
Berman, Martin, and Mayer (2012) used French firm-level data from between 1995 and 2005. 
They found that depreciation led the major exporters to increase their markup and raise the export 
volume by a lesser amount. They concluded that the heterogeneity in pricing to market might 
explain the weak impact of this incomplete pass-through. Dekle, Jeong, and Ryoo (2005) applied 
the model on Japanese firm-level data. They argued that ignoring the distribution of heterogeneous 
firm-level characteristics would bias the elasticity of export to exchange rate fluctuations toward 
zero. Cook (2014) conducted a similar analysis using USA firm-level data from Gopinath and 
Rigobon (2008). He concluded that there is slow exchange rate pass-through for goods traded for 
a brief period. 
Amiti et al. (2014) proposed a theoretical model that links a firm’s marginal cost and share 
of imports and exports to the pace of exchange rate pass-through. They applied their model on 
firm-level data from Belgium between 2000 and 2008. Their theoretical model showed that an 
increase in a company’s share of imports and exports would lead to low exchange rate pass-through 
and vice versa. One stylized fact about the Belgian economy is that the largest exporter was also 
the largest importer. Accordingly, that importer and exporter retained the highest market share and 
markup. Thus, if an exchange rate shock led to raising the prices for an importer, this firm could 
manipulate its marginal cost and profit so the price increase will not pass to the export prices. This 




aggregate level. The current study aims at replicating the results of their model on firm-level 
imports and exports from Egypt between 2005 and 2016. Moreover, it compares their results with 
the results of the Egyptian exporters revealed from their analysis. 
1.2.2 Theoretical Model: Micro-level Exploration of ERPT 
The theoretical framework developed by Amiti et al. (2014) has two main components: 
1. An oligopolistic competitive model of variable markups, based on Atkeson and 
Burstein (2008). 
2. A model of firms’ choice to import intermediate inputs at a fixed cost presented by 
Halpern, Koren, and Szeidl (2011) and published in Halpern, Koren, and Szeidl 
(2015). 
The interaction of those two components culminated in a very important conclusion; A 
firm’s import intensity and export market share constituted the required statistics to determine the 
pace of exchange rate pass-through within industry destinations in a specific country. 
A- Demand and markups 
Atkeson and Burstein (2008) suggested an oligopolistic competitive model that starts with 






𝐷𝑘                                                 (1.14) 
where: 
𝑄𝑘,𝑖: Quantity demanded of firm 𝑖 in market 𝑘. 
𝜉𝑘,𝑖: Relative preference parameter of the firm. 
𝑃𝑘,𝑖: The firm’s price. 




𝐷𝑘 : The sectoral demand shifter that each firm takes as given. 
𝜌: The elasticity of substitution within the sector. 
: The elasticity of substitution across the industry. 
The sectoral price index is the sum of prices of all firms in sector 𝑠 that serve market 𝑘 in 
period 𝑡. This price index is: 
𝑃𝑘 ≡ [∑ 𝜉𝑘.𝑖𝑃𝑘,𝑖
1−𝜌
𝑖 ]
1 (1−𝜌)⁄                                             (1.15) 
where ∑ 𝜉𝑘,𝑖𝑖 = 1 and all prices are in the local currency of the destination market. 







)1−𝜌 𝜖 [0,1]                                  (1.16) 
The effective demand elasticity for the firm is the weighted average of elasticity of 
substitution within the sector and across the sector. The market share of the firm determines the 




=  𝜌(1 − 𝑆𝑘,𝑖) +   𝑆𝑘,𝑖                                (1.17) 





                                                                (1.18) 
The firm faces a demand with an elasticity that decreases with market share. Companies with a 
higher market share can set higher markups. Thus, the markup measures the responsiveness of 

















The first result of the model shows that the market share of a firm will reflect its markup 
such that the elasticity in equation (1.19) is an increasing function of market share. However, Amiti 
et al. (2014) indicated that this result is model specific, and it will change if the structure of the 
demand facing the firm in the specific sector changes. 
B- Production and imported inputs 
To identify the cost structure of the producer and his choice to import intermediate inputs, 





                                                             (1.20) 
where: 
𝑌𝑖: The output that firm 𝑖 produced. 
𝐿𝑖: Amount of labor used in firm 𝑖. 
𝑋𝑖: comprises a bundle of intermediate inputs in firm “𝑖” 
Expenditure is sector-specific, but it is also common to all companies that belong to a 
specific sector. This bundle j 𝜖 [0,1], aggregated according to production technology, is defined 
in equation (1.21). 
𝑋𝑖 = exp {∫ 𝛾𝑗𝑙𝑜𝑔
1
0
𝑋𝑖,𝑗𝑑𝑗}                                           (1.21) 
where ”𝛾𝑗” satisfies ∫ 𝛾𝑗𝑑𝑗 = 1
1
0
 and reflects the importance of input “𝑗” in the production process. 
Moreover, Ω𝑖 is a measure of the firm’s productivity and 𝜙 𝜖 [0,1] is the share of intermediate 
inputs in firm expenditure and is common to all companies that belong to that sector. 

















𝑍𝑖,𝑗: quantities of the domestic varieties. 
𝑀𝑖,𝑗: quantities of imported varieties. 
(1 + ) >1: elasticity of substitution between the foreign and domestic varieties. 
𝑎𝑗 : a measure of the productivity advantage. 
If 𝑎𝑗is positive, there is a productivity advantage of the imported variety. If it is negative, 
the opposite is true. The price of intermediates, expressed in foreign currency, is 𝑈𝑗. The nominal 
exchange rate, measured as a unit of producer currency for one unit of foreign currency, is ℰ𝑚. 
Thus, prices of intermediates imported from abroad are {ℰ𝑚𝑈𝑗}. 
The firm needs to pay sunk cost𝑠 𝑓𝑖 in terms of labor to import each type of intermediate 
good. When the firm imports intermediate input, its total variable costs are reduced by factor 
𝐵𝑖. This factor is given by the following equation: 
𝐵𝑖 ≡ 𝐵(𝐽0,𝑖) = exp {∫ 𝛾𝑗𝑙𝐽0,𝑖
𝑜𝑔 𝑏𝑗𝑑𝑗                                        (1.23) 
such that, 𝑏𝑗 ≡ [1 + 𝑎𝑗(ℰ𝑚𝑈𝑗 𝑉𝑗
∗⁄ )−𝜁]1 𝜁⁄  is the effect of enhancing productivity from importing 
type 𝑗 intermediate good, adjusted for the relative cost of the imported variety. 
Thus, the total cost facing the firm is given by: 




𝑑𝑗 + ∫ (ℰ𝑚𝐽0,𝑖
𝑈𝑗𝑀𝑖.𝑗 + 𝑊
∗𝑓𝑖)𝑑𝑗                               (1.24) 
where, 𝐽0,𝑖 is the optimal set of imported intermediate inputs. 
If C* denotes the cost index for a non-importing firm, the total variable cost that is facing 
the firm is: 
𝑇𝑉𝐶𝑖










This cost results from the company’s behavior of minimizing its total cost in equation (1.24), 
subject to the production technology in equations (1.20) and (1.21). 








                                                                  (1.26) 
The partial elasticity of this marginal cost concerning the exchange rate gives the import 
intensity of the trader 𝜑𝑖 = 𝜕 log 𝑀𝐶𝑖
∗ 𝜕 log 𝑚⁄ . This leads to two results that can be summarized 
as follows: 
1. Within the sector, the firm with the larger total material cost or the smaller fixed 
cost of importing would have greater import intensity. 
2. The partial elasticity of the marginal cost, for a 1-percent change in the exchange 
rate, is its import intensity. 
C- Equilibrium relationships 










 𝑌𝑖}                                  (1.27) 
Subject to production of firm “𝑖,” 𝑌𝑖 = ∑ 𝑄𝑘,𝑖𝑘𝜖𝐾𝑖 , and demand equation (1.14) is  facing each 
destination 𝑘. 







∗, 𝑘𝜖𝐾𝑖                                                (1.28) 
Accordingly, the equilibrium condition implies that market share and import intensities are 





D- Imported inputs, market share, and pass-through: 
Up till now, the model did not consider how the exchange rate pass-through would come 
into effect. So, we may rewrite equation (1.28) in its log differential form as: 
𝑑 log 𝑃𝑘,𝑖
∗ = 𝑑 log ℳ𝑘,𝑖 + 𝑑 log𝑀𝐶𝑖
∗                                        (1.29) 
Moreover, the markup term can be written as: 
𝑑 logℳ𝑘,𝑖 = −Γ𝑘,𝑖(𝑑 log 𝑃𝑘,𝑖 − 𝑑 log𝑃𝑠,𝑘)  +  
Γ𝑘.𝑖
𝜌−1
 𝑑 log 𝜉𝑘,𝑖              (1.30) 
By manipulating equations (1.28) and (1.29), Amiti et al. (2014) concluded that, in any 
general equilibrium model, the first-order approximation of the pass-through of exchange rate 
fluctuations to the export prices denominated in the producer currency defined as: 
𝜓𝑘,𝑖




} = 𝛼𝑠,𝑘 + 𝛽𝑠,𝑘𝜑𝑖 + 𝛾𝑠,𝑘𝑆𝑘,𝑖                         (1.31) 
where (𝛼𝑠,𝑘, 𝛽𝑠,𝑘, 𝛾𝑠,𝑘) are sector-destination specific and depend only on the moments of the same 
aggregate variables across all firms. 
1.3 Data Description and Stylized Facts about the Egyptian Firms 
1.3.1 Data Description and Sources 
The data mainly comprise two sets of data compiled from two sources: The first set of data 
is the panel of traders that engaged in imports and exports between 2005 and 2016 in the Egyptian 
economy. This data set is obtained from the unified statistical forms for exports and imports filled 
by the traders, the certificate of origin, and the official Egyptian form (Form 13) that shows the 
customs certificate. The data were mainly from a joint research project between the Egyptian 
Economic Research Forum (ERF) and the Egyptian General Organization for Exports and Imports 




for importing or exporting, the value of exports and imports in USD, the total value of exports or 
imports in national currency and USD, and the quantities of exports or imports (OAMDI, 2015). 
It is worth mentioning at this point that including quantity in the data facilitated the estimation of 
one variable in the empirical model. The 6,628 products were coded using the Harmonized 
Commodity Description and Coding Systems (HS)3. Table 1.A.1 in Appendix (1.A) shows the 
total number of observations of exporting and importing firms reported each year from 2005 to 
2016. 
The second source of data is the Egyptian input and output table that is prepared every 4 to 
5 years by the Egyptian Central Agency for Public Mobilization and Statistics (CAPMAS). Those 
tables are based mainly on the components of economic aggregates to clarify the interrelations 
within the national economy and the relationships between those industries that use the products 
of other industries as intermediate consumption or fixed capital formation. These data points are  
valuable tools for understanding the structure of interrelations between the various sectors of the 
national economy. Thus, they are very useful in the estimation of the model and in determining 
which imported products are considered intermediate inputs. The columns of the tables represent 
the consumers, and each row represents a sector as a producer. The classification of different 
sectors inside the table follows the two-digit classifications of the standard ISIC Rev 4 (ISIC-4) 
recognized by United Nation (UN). 
The study must map from the classification under the Harmonized Standard Coding to the 
ISIC-4 standard to estimate the empirical part of the model. To accomplish this task, the study 







website for the Harmonized Classification into ISIC Revision 3. However, it was possible to do 
this mapping based on the description of the ISIC-44 (United Nations, 2002, 2008). Moreover, this 
mapping helps to understand the interrelationships within the Egyptian economy. Other data 
sources included: Exchange rate data available in International Financial Statistics (IFS)5 and UN 
Comtrade data for comparison with ERF data. 
1.3.2 Stylized Facts of the Egyptian Firms 
Before embarking on the estimation process, we must explore some stylized facts about 
the data of exports and imports of the Egyptian economy. One of the essential questions in this 
respect is whether the firm-level data are qualified to reflect the actual exports and imports of 
Egyptian trade. A simple cross-check of the ERF data against Comtrade for the period of the study 
accomplished this task. Table 1.A.2 in Appendix (1.A) this comparison for imports and Table 
1.A.3 does the same for exports. 
Both tables show that the coverage of ERF data was not perfect. However, it was 
sufficiently higher than the coverage of the Comtrade data set. The ERF data set for imports 
covered between 90.12% and 99.91% of the total number of HS-classified import commodities. 
This was higher than the Comtrade coverage, which ranged only from 79.67% to 98.15%. On the 
other hand, there were common HS-classified commodities that matched both data sources. The 
 
4 I did the mapping from HS combined to ISIC-3 using the concordance table, then from ISIC 3 to ISIC 
3.1 and then to ISIC 4 using the corresponding tables available on UN websites. However, the mapping from ISIC 
3.1 to 4 was not a direct task due to the division of sections of ISIC-3.1 into several sections of ISIC-4. Thus, the 
author did that manually based on the description of each ISIC-4 division and the description of the HS code of the 
commodity. 






number of the matched commodities was relatively high compared to the commodities reported 
by ERF only or Comtrade only. 
Moreover, when we compared the value of imports reported in both data sources, we found 
that the percentages of items that matched both data sources increased over the years of the study. 
It reached 99.92% in 2010 and then slightly declined by 0.5%–1% in the following years. It is 
possible to estimate the total number of HS commodities and the total value of imports by adding 
the items that matched both data sources with the items reported on the data sources separately. 
Tables 1.A.2 and 1.A.3 present those estimates for imports and exports, and they estimate the ERF 
data coverage based on that. It is clear that the percentage covered by the ERF data source was 
higher than that of Comtrade. All those facts show that ERF is a very reliable source for import 
data for the Egyptian economy. 
For the export data, the results showed that the ERF data coverage for the value of exports 
and the number of HS-classified exported commodities was higher than the coverage by Comtrade. 
Furthermore, Table 1.A.4 shows general trade statistics of the importing and exporting firms 
reported by ERF. The results showed that the number of importing companies and the value of 
imports were higher than their levels of exports of similar goods. This trend was reflected by a 
large real trade deficit, figure 1.B.2 shows that the Egyptian real trade deficit ranges between -22 
billion USD and -46 billion USD. The largest deficit occurred in 2012, the year following the Arab 
Spring revolution that began in Egypt on January 25, 2011 and led to a period of high political and 
economic instability. 
Furthermore, estimation of the model requires considering exporter firms who also import. 
Table 1.A.5 shows the coincidence of importing and exporting firms during the study period. The 




compared to the total number of importing firms reported in the data. However, the value of exports 
by that group of traders constitutes the major portion of exports for each year. 
Figures 1.B.3 and 1.B.4 depict this trend separately. In Figure 1.B.3, the value of imports 
in billions of USD was always higher than the value of exports in the separate years for firms that 
engage in both importing and exporting activities throughout the study period. However, if we 
compare the average level of imports and exports during the same period, we discover that the 
firms that engaged in both importing and exporting activities imported about 54% of the total of 
imports (Figure 1.B.4). On the other hand, those same firms exported about 89% of the total 
Egyptian exports. Those statistics indicate that the group of firms that both import and export are 
a good representation of trade statistics of the Egyptian economy. Thus, modeling the fluctuations 
of the prices of exports in terms of destination currency may reveal the mechanism of ERPT in the 
case of Egyptian firms. 
1.4 Estimation Strategy and Results 
1.4.1 Construction of Variables 
The aim of this part of the study is to use the Egyptian firm-level data to estimate the 
empirical version of equation (1.31). The term in the pass-through equation is not easily measured 
explicitly from the data. However, following Amiti et al. (2014), the following equation can 
approximate it. 
∆𝑝𝑓,𝑖,𝑘,𝑡
∗ = [𝛼𝑠,𝑘 + 𝛽𝜑𝑓,𝑡−1 + 𝛾 ̃𝑆𝑓,𝑠,𝑘,𝑡]∆ 𝑒𝑘,𝑡 + 𝛿𝑠,𝑘 + 𝑏𝜑𝑓,𝑡−1 + 𝑐𝑆𝑓,𝑠,𝑘,𝑡 + ?̃?𝑓,𝑖,𝑘,𝑡    (1.32) 
Equation (1.32) shows that the change in the log exchange rate interacts with the firm’s 
import intensity and market share within the sector. The dependent variable ∆𝑝𝑓,𝑖,𝑘,𝑡
∗  is the change 




of the Egyptian currency versus the currency of the destination 𝑘6. 𝜑𝑓,𝑡−1 measures the import 
intensity of firm 𝑓at time 𝑡 − 1, and 𝑆𝑓,𝑠,𝑘,𝑡−1 measures the export share of firm 𝑓 belonging to 
sector 𝑠 from the total exports of sector 𝑠 at time 𝑡. For the remainder of this section, the study 
explains each of the variables in the estimated model. 
The dependent variable is the log change in firm 𝑓’s export price of goods 𝑖 to destination 
country 𝑘 at time 𝑡. 
∆𝑝𝑓,𝑖,𝑘,𝑡
∗ ≡ ∆log (
𝐸𝑥𝑝𝑜𝑟𝑡 𝑣𝑎𝑙𝑢𝑒 𝑓,𝑖,𝑘,𝑡
𝐸𝑥𝑝𝑜𝑟𝑡 𝑞𝑢𝑎𝑛𝑡𝑖𝑡𝑦,𝑖,𝑘,𝑡
)                                         (1.33) 
The change in the firm’s export per-unit value is the model’s dependent variable7. The 
study estimates the price from the data by dividing each export value of firm 𝑓 for goods 𝑖 to 
destination k by its respective quantity. The dependent variable is then estimated by calculating 
the change in the log value of this price at year 𝑡 compared to 𝑡 − 1. This value is a proxy for the 
local currency pricing of the firm, and it is calculated using the national currency of the Egyptian 
economy. As equation (1.32) shows, the explanatory variables included in the model are the firms’ 
intensity to import and market share. These two measures act as proxies for the firm’s marginal 
costs and mark up respectively. 
The import intensity of firm "𝑓" relative to its total variable costs is: 
𝜑𝑓,𝑡−1 =
𝐼𝑚𝑝𝑜𝑟𝑡 𝑣𝑎𝑙𝑢𝑒 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑡−1
𝑡𝑜𝑡𝑎𝑙 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑐𝑜𝑠𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑠𝑒𝑐𝑡𝑜𝑟 𝑠 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑡−1
                                (1.34) 
The total variable cost is the total material cost and total wage compensation in the input–
output tables reported for the financial years 2008/2009, 2010/2011, and 2012/2013 (CAPMAS, 
 
6This rate is defined in the model by the annual change in the log value of the exchange rate of the 
Egyptian pound vis-á-vis the currency of the destination country. 
7The quantities were readily available in the data tables. Those quantities sometimes refer to numbers of 




E.,n.d). The change in marginal cost is defined as the log change in unit value of the firm’s imports 
from all source countries weighted by respective expenditure shares. It can be defined as: 
∆𝑚𝑐𝑓,𝑡
∗ = ∑ ∑ 𝜔𝑓,𝑗,𝑚,𝑡∆ log𝑈𝑓,𝑗,𝑚,𝑡
∗
𝑚∈𝑀𝑓,𝑡𝑗∈𝐽𝑓,𝑡                                      (1.35) 
where 𝑈𝑓,𝑗,𝑚,𝑡
∗ : the dollar price of firm f’s intermediate import from country m at time t 
𝜔𝑓,𝑗,𝑚,𝑡: the average of period t and t-1 shares of respective import value relative to the 
total variable cost. 
The fourth and last variable is the firm’s market share in exports of sector 𝑠: 
𝑆𝑓,𝑠,𝑘,𝑡 ≡
𝐸𝑥𝑝𝑜𝑟𝑡 𝑣𝑎𝑙𝑢𝑒𝑓,𝑠,𝑘𝑡
∑ 𝐸𝑥𝑝𝑜𝑟𝑡 𝑣𝑎𝑙𝑢𝑒𝑓′,𝑠,𝑘, 𝑓′∈𝐹𝑠.𝑘,𝑡
                                            (1.36) 
This variable measures the export share of each firm “f” relative to the total export values 
of all other traders belonging to specific sector “s.” In the data, “sector” refers to the ISIC-4 sector 
of the exporter. The study identified this ISIC-4 sector using the mapping from HS commodities 
to the ISIC-4 classification as explained earlier. Thus, if a specific firm is exporting a certain HS 
commodity that mapped into a specific ISIC-4 classification, the firm is considered part of this 
sector, and its share of this export relative to the total amount of exports of this sector at a certain 
time t is calculated as shown in equation (1.36). 
The variables of equations (1.33) to (1.36) were estimated using Egyptian import and 
export data. Table 1.A.6 in the Appendix shows the descriptive statistics for those variables. The 
change in the prices of exports averaged 6% per year, with a minimum value of a decrease of 
1077% and a maximum of an increase of 1166%. Moreover, the depreciation rate of the Egyptian 
pound vis-à-vis destination currencies averaged 1% with a standard deviation of 5%, the lowest 




of the Egyptian pound indicates that the log value of the nominal exchange rate of the Egyptian 
pound vis-à-vis the foreign currency increases. 
Moreover, the import intensity of the exporting firms varied between a value that 
approached zero for some firms, while the maximum value of this import intensity was 24.1%. On 
the other hand, the export share of the firms was as low as 0% and reached 83.2% for some firms. 
The change in the marginal costs of the firms ranged between -67.7% and 28.4%. However, the 
mean of this cost was a reduction of -0.1%. The other two variables included in the model are the 
terms that indicate an interaction of the import intensity and the market shares of the firms with 
the rate of depreciation. The coefficient of those two variables is a tool to interpret the 
heterogeneity of the firm’s pricing behavior. So, we can expect to see the firm with high market 
share and high import intensity to have a lower rate of pass-through in its export pricing compared 
to firms with lower import intensity and lower market share. 
Moreover, Table 1.A.7 shows the correlation coefficient of all the variables included in the 
estimated equilibrium equation. Most of the pairwise correlation coefficients of the average values 
of the variables were relatively low. The highest correlation coefficient was between the 
interaction terms of import intensity and the depreciation rate (0.4505). But the overall correlation 
rates were low, which implied that there would not be problems if we included any covariates on 
the right-hand side of the equation. 
1.4.2 Estimation Results 
The estimation of equilibrium equation 1.32 explains the pace of pass-through of the 
exchange rate fluctuation into producer prices to destination countries. The results in Table 1.1 
show the characterization of this relationship using the data. The regressions presented in the table 




are identified according to ISIC-4 classifications. Both exports and imports for all exporting 
companies to all the destination countries are used in the estimation. Besides, following (Amiti et 
al., 2014) each of the estimated regressions included years’ dummies to control for common, 
varying marginal costs. The variables defined in equations (1.33) to (1.36) are calculated using the 
data of imports and exports of the Egyptian case. The import intensity is replaced with the average 
import intensity per trader instead of the lagged value of the import intensity, and the market share 
is replaced by the contemporaneous market share per trader instead of the lagged value. 
Moreover, it is worth mentioning that the estimation was performed for the period 2009–
2013. The reason for this is the unavailability of cost data per the ISIC sector except for the 
financial years 2008/2009, 2010/2011, and 2012/2013. Specifically, I retrieved the total material 
costs and the wage per ISIC-4 two-digit sector from the input and output tables available for those 
years. The sectoral data for total material and wages are important to calculate both the import 
intensity and the marginal cost facing the firm during the years of this study. I assumed that those 
costs were fixed in each of two consecutive financial years 2008-2009, 2010-2011, and 2012-2013. 
This makes it possible to estimate the model throughout the period 2008–2013. 
To proceed with the estimation, I removed all the goods that were either capital goods or 
consumer goods and focused on intermediate goods. Those intermediate goods corresponded to 
codes 21, 22, 31, 42, 53, 111, 121, 322, 521 in the Broad Economic Classification (BEC). The 
mapping from HS6 to BEC was possible using the product concordance table available at World 
Bank (2017). I restricted the firms to those belong to the manufacturing sector, this is possible by 
matching the exporting firms and importing firms that trade products corresponding to the input 




HS6 product codes in the import and export data sets with the two-digit sectoral classifications at 
ISIC-4, the study used the concordance from the HS6 to ISIC-4 in a manner explained earlier. 
The study estimated the coefficients of equation (1.32) using linear regression with a large 
set of dummy variables. Basically, this method creates groups for each industry-destination 
presented in the data. Table 1.1 shows those results. Column 1 shows the unweighted average pass-
through coefficient without controlling for any other variables related to the import intensity or the 
market share of the firm. This equation also controls for marginal cost variations using dummy 
variables corresponding to 2009 through 2012. The results show that a 1-percent depreciation of 
the Egyptian pound vis-à-vis the currency of the destination country leads to an unweighted 
average exchange rate pass-through into producer prices of about 0.3. This corresponds to a pass-
through into destination countries of about 0.7. This percentage could be interpreted as a 70% pass-
through into destination prices. However, although there is evidence that the pass-through 
relationship is incomplete for the average exporting firm in Egypt, this result is insignificant, which 
means that the hypothesis of complete pass-through (which corresponded to a pass-through of 
100% into the destination prices and 0% into producer prices) cannot be rejected at the 10 percent 
level of significance. 
On the other hand, Amiti et al. (2014) estimated the same coefficient to be a pass-through 
coefficient of about 80% in the case of Belgium. This corresponds to the findings of Frankel et al. 
(2012) that the pass-through coefficient is expected to be faster and higher in the cases of 
developing countries compared to developed countries. This conclusion raises a question. Can all 
the firms pass the exchange rate variation into their export prices at the same pace, or do the factors 
of import intensity and the market share act to let firms with high import intensity experience lower 




To answer this question, the Column 2 of Table 1.1 adds controls for an interaction term 
of import intensity and depreciation variable. Column 3 adds a separate control for import 
intensity. The coefficient of this interaction term shows the extent to which a firm with higher 
import intensity could pass the variation of the exchange rate into the export prices. In Column 2, 
the result of the coefficient of ∆ 𝑒𝑘,𝑡 represent the average pass-through for the firm with zero 
import intensity. This shows that there is almost complete pass-through from exchange rate 
variations into export prices for firms with zero import intensity. However, the coefficient of the 
interaction term 𝜑𝑓_∆ 𝑒𝑘,𝑡 shows how this behavior would change if the exporting firms in the 
sample experienced a higher rate of import intensity. To see that, in Table 2.2, I divided the firms 
into four quartiles and calculated the average import intensity for each quartile. The results show 
that the average import intensity is zero among the 6205 firms in the first quartile and about 0.028 
for the 6172 firms in the fourth quartile. Thus, the average firm included in the fourth quartile will 
have a less than complete pass-through of about 1-(7.298 * 0.024) or 0.82 pass-through for the 
firms with the highest import intensity in the cross section of the firms.8 
On the other hand, we must explore whether any heterogeneous behavior might be derived 
from the increasing marginal costs incurred by an exporting firm that imports intermediate goods 
or derived from the fear of losing the export market share of the good. The theoretical model 
indicates that both channels play a role in the process. Columns 4 through 8 explore this last 
insight. In Column 4 the pass-through was estimated using the variable of marginal cost as defined 
in equation (1.35). The results showed that this variable was in fact significant, and it affected the 
 
8 The results show that the estimated coefficient is significant if we take the level of significant at 14%, 




percentage change of the export prices. It showed that a 1-percent increase in the marginal cost 
facing the exporting firm leads to a 0.262-percent increase in producer prices. When the marginal 
cost was introduced into the pass-through equation, the effect of the interaction term decreased, 
although it was still not significant. 
Another way to control for marginal costs is to add fixed effects for the firm-year-products 
into the pass-through equation as in Column 5. This allows the variation facing the individual firm 
to occur across destinations. The results showed that the hypothesis of a complete pass-through is 
not rejected for the average firm. However, the results of the coefficient term became dramatically 
lower than the coefficient reported in Columns 2–4. The sign even came against what was 
estimated previously, though the result was still insignificant. In other words, the results showed 
no significant difference between high and low exporting firms that experience exchange rate 
depreciation in passing the exchange rate variations into the export prices even if we control for 
marginal cost variations across destinations. 
In Column 6, equation (1.32) is estimated using the same econometric procedure of 
absorbing industry-destination fixed effects and using dummies for the years. According to the 
results, the hypothesis of a complete pass-through for the average firm with zero import intensity 
and zero market share cannot be rejected at the lowest level of significance (1%). If the marginal 
cost facing the average firm increases by 1 percent, the prices of the exported goods in terms of 
producer prices would increase by about 0.247 percent and 1-0.247 = 0.753 in terms of destination 
prices. This change is a significant factor that affects the variation in the price of exports. The two 
new variables added to the equation have a very interesting interpretation. When the export market 
share of the average firm increases by 1 percent, there is a 0.79-percent increase in the price of 




a very significant factor affecting the change in the price of exports. Moreover, adding the 
interaction terms of export market share and the depreciation rate reflects the markup elasticity 
facing the exporting firm. If we refer to the theoretical model, we can see that this markup elasticity 
is supposed to be positive. However, the result of the estimation was negative, although 
insignificant. Accordingly, those results showed that increasing the export market share of the firm 
did not change the way this firm priced its exports when facing a depreciation of the Egyptian 
pound vis-à-vis the destination currency. 
In Column 7, I repeated the estimation without controlling for the marginal cost. We can 
notice that the coefficient of the interaction term between import intensity and depreciation 
decreased in Column 6 compared to Column 7. This indicates the importance of the marginal cost 
channel in explaining the heterogeneity in pricing manufacture exports by the Egyptian firms. 
In Column 8, I removed the import intensity and the interaction of the import intensity and 
regressed the variation of the export prices on the depreciation rate, the change in the marginal 
cost, the market share, and the markup elasticity. The pass-through coefficient still confirmed that 
the hypothesis of complete pass-through cannot be rejected. The markup elasticity has become 
positive, but it is still not significant. This means that the behavior of pricing by the average firm 
facing an exchange rate depreciation did not change as its export market share increased. However, 
the coefficient of the export market share by itself indicated that as the export market share increase 
by 1 percent, the prices of exports in terms of producer prices increase by 0.817. This means an 
increase of 0.183 = (1-0.817) in terms of destination prices. 
Next, I tried to experiment with adding the variables that are believed to be significant 
determinants of export price variation based on all the previous discussion, after removing the 




prices on the interaction term of import intensity and depreciation rate only. The result showed 
that if we assume that there is a complete pass-through for the average exporting firm with zero 
import intensity, a firm with higher import intensity, such as 12%, would be willing to fix its export 
prices and to pass the remainder into the destination prices. This behavior results in less than a 
complete pass-through of the exchange rate fluctuations to the import prices of the importing 
countries. In Column 10, the interaction term of the export market share and depreciation was 
controlled for. In that case, the effect was positive and it coincided with the results of the theoretical 
model, which was insignificant. This means that the firm with a higher export market share will 
also experience complete pass-through like any other firm which has zero export market share. In 
Column 11, I controlled for the marginal cost in addition to the interaction term that involved the 
import intensity. The coefficient of the interaction term is lower compared to its value in Column 
10, but it was still significant. Therefore, we are sure that part of this heterogeneous behavior is 
explained by the marginal cost channel. 
In Column 12, I concluded this estimation by keeping only the factors that were significant 
in the previous estimation. The interaction term measured how the firm with a 3-percent import 
intensity would react to a 1-percent depreciation of the Egyptian pound. This firm would be willing 
to pass about 77% of this depreciation into export prices compared to another firm with zero import 
intensity, which would pass this exchange rate variation completely to the export prices. On the 
other hand, the marginal cost channel played an important role in the heterogeneous behavior, as 
a 1% increase in the marginal cost led to about 0.227% higher producer prices, moreover as the 
export market share of the average exporting firm increase by 1%, the producer prices increased 
by about 0.814% and the destination price increased by about 0.186%. However, the model cannot 




market share and the markup channel. This whole result was in contrast to the findings by Amiti 
et al. (2014), who saw that the average exporting firm would experience lower pass-through into 
the destination price. In addition, they confirmed that the heterogeneity of the firms’ behavior 
toward pass-through was based on import intensity and the increase in the export market share. 
Their model concluded that both the marginal cost channel and the markup channel contributed 
equally to this heterogeneous behavior in case of Belgium in contrast to the case of Egypt. 
1.5 Robustness Check  
Would the results change if we differentiate between incidences of depreciation and 
appreciation? 
In the model, ∆ 𝑒𝑘,𝑡 measures the depreciation of the Egyptian currency vis-à-vis the 
destination currency. Positive values of ∆ 𝑒𝑘,𝑡 imply periods of depreciation, and negative values 
indicate appreciation. Thus, I used the following definition for the dummy variable 𝑥: 
𝑥 = {
0 𝑖𝑓 ∆ 𝑒𝑘,𝑡 < 0
1 𝑖𝑓 ∆ 𝑒𝑘,𝑡 > 0
                                                                                                     (1.37) 
About 64% of the cross section of the firms faced depreciation. Table 1.3 shows the results 
for the model estimated in Table 1.1 after adding the depreciation dummy to the model. In all the 
cases, the depreciation dummy led to a decrease (increase) in the price of exports. However, this 
effect is insignificant in all the 12 models estimated. Moreover, I added the interaction term of the 
dummy variable of depreciation with the depreciation variable in all the models that control for 
depreciation. The results and the conclusion of the baseline model did not change. The marginal 
cost channel was playing a more significant role than the markup channel in determining the 




similar and significant results of the marginal cost, the export market share, and the interaction 
term of the import intensity with the depreciation variable9. 
1.6 Conclusion 
In this essay, I used newly available firm-level data of importers and exports of Egypt 
throughout the period 2009–2013 to determine the factors affecting the exchange rate pass-through 
to the producer and destination prices. Previous work by Amiti et al. (2014) aimed at developing 
a theoretical firm pricing behavior model to measure the heterogeneity of firm pricing and the pace 
of the exchange rate pass-through in the case of Belgian firms. They reached the conclusion that 
the largest importer was coincidentally the largest exporter, this means that the markup channel 
and the marginal cost channel played the same role of determining the speed of the exchange rate 
pass-through in the case of Belgium.  
The current essay replicated the same model in the Egyptian case and found that the 
marginal cost channel was the strongest channel for determining the speed of the exchange rate 
pass-through for a developing country like Egypt. The analysis revealed that as the import intensity 
of the firm increased, the pace of the pass-through into destination prices decreased. The results of 
the current model confirm the expectations of Frankel et al. (2012), who indicated that the 
exchange rate pass-through is faster and complete in the case of developing countries compared to 
developed countries. Moreover, a robustness check that differentiated between periods of 




9 The coefficient of the interaction term of import intensity and the depreciation is significant at 89% level 







 Table 1.1 :Results of the Regression of Pass-Through Equation (1.32) 
                   
*Significant at 10% **Significant at 5% 
p-values are shown in parentheses. 





(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) 
∆ 𝒆𝒌,𝒕 0.332 0.269 0.275 0.288 -0.045 0.285 0.273 0.330     
 (0.267) (0.383) (0.375) (0.352) (0.680) (0.359) (0.381) (0.272)     
𝝋𝒇, 
  0.219 0.295  0.235 0.163      
   (0.374) (0.254)  (0.368) (0.511)      
∆𝒎𝒄𝒇,𝒕
∗     0.262**  0.247**  0.227**   0.192* 0.227** 
    (0.029)  (0.043)  (0.024)   (0.073) (0.080) 
𝑺𝒇,𝒔,𝒌,𝒕      0.790** 0.797** 0.817**    0.814** 
      (0.032) (0.031) (0.026)    (0.017) 
𝝋𝒇_∆ 𝒆𝒌,𝒕  7.298 6.523 5.369 -1.927 5.317 6.383  8.689* 8.388* 8.084* 7.764* 
  (0.133) (0.179) (0.273) (0.734) (0.274) (0.186)  (0.061) (0.070) (0.084) (0.097) 
𝑺𝒇,𝒔,𝒌,𝒕_∆ 𝒆𝒌,𝒕      -0.041 0.225 0.401  3.484   
      (0.995) (0.971) (0.949)  (0.510)   
Number of 
observations 
24,814 24,814 24,814 24,814 24,814 24,814 24,814 24,814 24,814 24,814 24,814 24,814 
R2 0.153 0.153 0.153 0.153 0.487 0.153 0.153 0.153 0.153 0.153 0.153 0.153 
R2A 0.025 0.025 0.024 0.024 0.251 0.025 0.025 0.025 0.025 0.024 0.025 0.025 
             
Fixed 
effects1 
      
      
𝜸𝒕 + 𝜸𝒔,𝒌 Yes Yes Yes Yes No Yes Yes Yes Yes Yes Yes Yes 






















Quartile Mean Min Max N 
     
1 0.000 0.000 0.000 6,205 
2 0.001 0.000 0.002 6,206 
3 0.003 0.002 0.005 6,231 
4 0.029 0.005 0.241 6,172      
























p-values are shown in parentheses. 






(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) 
∆ 𝒆𝒌,𝒕 0.386 0.320 0.327 0.340 -0.359 0.329 0.316 0.375     
 (0.406) (0.5) (0.492) (0.473) (0.432) (0.487) (0.506) (0.418)     
𝝋𝒇,   0.221 0.296  0.237 0.166      
   (0.37) (0.252)  (0.363) (0.503)      
∆𝒎𝒄𝒇,𝒕
∗     0.260**  0.244**  0.225**   0.191* 0.188* 
    (0.029)  (0.044)  (0.025)   (0.074) (0.08) 
𝑺𝒇,𝒔,𝒌,𝒕      0.779** 0.786** 0.806**    0.814** 
      (0.034) (0.032) (0.028)    (0.017) 
𝝋𝒇_∆ 𝒆𝒌,𝒕  7.315 6.533 5.388 -1.808 5.321 6.377  8.740* 8.474* 8.112* 7.766 
  (0.133) (0.179) (0.272) (0.751) (0.274) (0.187)  (0.065) (0.072) (0.088) (0.103) 
𝑺𝒇,𝒔,𝒌,𝒕_∆ 𝒆𝒌,𝒕      0.224 0.488 0.666  3.533   
      (0.971) (0.938) (0.916)  (0.506)   
𝒙 -0.033 -0.033 -0.033 -0.033 0.015 -0.032 





 (0.199) (0.2) (0.199) (0.2) (0.459) (0.213) (0.212) (0.213) (0.963) (0.935) (0.980) (0.999) 
𝒙∆ 𝒆𝒌,𝒕 0.797 0.802 0.802 0.799 0.320 0.792 0.795 0.795     
 (0.23) (0.228) (0.227) (0.229) (0.484) (0.233) (0.231) (0.235)     
Number of 
observations 
24,814 24,814 24,814 24,814 24,814 24,814 24,814 24,814 24,814 24,814 24,814 24,814 
R2 0.153 0.153 0.153 0.153 0.487 0.153 0.153 0.153 0.153 0.153 0.153 0.153 
R2A 0.025 0.025 0.024 0.024 0.251 0.025 0.025 0.025 0.025 0.024 0.025 0.025 
             
Fixed effects1             
𝜸𝒕 + 𝜸𝒔,𝒌 Yes Yes Yes Yes No Yes Yes Yes Yes Yes Yes Yes 







Table 1.A.1: Observations of Exporting and Importing Firms 
Year Number of Exports 
observations 
Number of Imports 
observations 
2005 77,508 313,233 
2006 81,264 353,702 
2007 81,019 303,342 
2008 84,592 360,985 
2009 81,147 407,412 
2010 80,189 589,037 
2011 73,415 423,710 
2012 72,310 482,756 
2013 76,256 462,083 
2014 76,454 485,929 
2015 76,356 543,029 
2016 79,154 500,294 
 
Source: OAMDI, 2017. Exports and Imports Data (EID), http://www.erfdataportal.com/index.php/catalog/126. Version 2.0 
of Licensed Data Files; Egypt EID-EXP 2005-2016. Egypt: General Organization for Export and Import Control (GOEIC) 






























Source: Author’s calculation from ERF Data and Comtrade Data. 





Variable measured 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 
Total number of imports reported on ERF data 4,608 4,655 4,699 4,505 4,793 4,579 4,596 4,655 4,685 4,603 4,618 4,592 
Total number of imports reported on Comtrade data 4,119 4,158 4,154 4,486 4,604 4,477 4,510 4,573 4,500 4,500 4,519 4,448 
Total number of imported HS products matched 
between ERF and Comtrade data 3,696 3,758 3,639 4,404 4,517 4,470 4,506 4,569 4,477 4,479 
 
4,505 4,439 
number of goods imported in Comtrade data only not 
reported in ERF 423 400 515 82 87 7 4.00 4 23 21 
 
14 9 
number of imported goods in ERF data only not 
reported in Comtrade 912 897 1,060 101 276 109 90.00 86 208 124 113 153 
Total goods imported 5,031 5,055 5,214 4,587 4,880 4,586 4,600 4,659 4,708 4,624 4,632 4,601 
Percentage covered by ERF data 91.59% 92.09% 90.12% 98.21% 98.22% 99.85% 99.91% 99.91% 99.51% 99.55% 99.70% 99.80% 
Percentage covered by Comtrade data 81.87% 82.26% 79.67% 97.80% 94.34% 97.62% 98.04% 98.15% 95.58% 97.32% 97.56% 96.67% 
Values of imports as reported in ERF data for 
matched goods * 19.38 24.51 26.08 41.92 45.22 53.32 62.82 76.22 62.39 80.78 78.59 70.17 
Values of imports as reported in Comtrade data for 
matched goods * 14.06 13.63 18.13 49.63 42.51 49.87 58.52 64.70 60.34 67.01 70.02 53.18 
Values of imports for ERF only (not matched) (as 
reported in ERF data) * 2.17 3.50 3.95 0.05 0.22 0.04 0.61 0.82 9.18 0.25 0.20 1.03 
Values of Imports value USD for Comtrade only (not 
matched) (as reported in Comtrade data) * 5.76 6.96 8.90 3.12 2.40 3.14 3.76 5.17 6.33 4.33 4.34 4.87 
Values of imports for ERF data (all imports matched 
and not matched) * 21.55 28.00 30.03 41.97 45.44 53.36 63.43 77.03 71.57 81.03 78.79 71.19 
Values of imports Comtrade (all imports matched 
and not matched) * 19.81 20.59 27.03 52.75 44.91 53.00 62.28 69.87 66.67 71.34 74.36 58.05 
Estimated value of total imports (matched + ERF 
only + Comtrade only) * 27.30 34.96 38.92 45.09 47.84 56.49 67.19 82.20 77.90 85.36 83.13 76.07 
Percentage of matched imports relative to total 
imports (using data of ERF) 89.93% 87.51% 86.84% 99.89% 99.51% 99.92% 99.04% 98.94% 87.17% 99.69% 99.74% 98.55% 
Percentage of matched imports relative to total 
imports (using data of Comtrade) 70.97% 66.20% 67.07% 94.09% 94.65% 94.09% 93.96% 92.60% 90.51% 93.93% 94.16% 91.61% 













Source: Author’s calculation from ERF Data and Comtrade Data. 
*Data are in billion USD. 
 
 
Variable measured  2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 
Total number of exports reported 
in ERF data 
3,278 3,265 3,103 3,281 3,221 3,240 3,092 3,100 3,120 3,054 2,925 2,896 
Total number of exports reported 
in Comtrade data  
2,229 2,141 2,271 2,963 3,062 3,054 2,916 2,893 2,859 2,784 2,674 2,673 
Total number of exported HS 
products matched between ERF 
and Comtrade data 










Total number of goods exported in 
Comtrade data but not reported in 
ERF 
375 343 440 57 48 64 60 64 69 63 40 59 
Total number of exported goods in 
ERF data but not reported in 
Comtrade 
1,424 1,467 1,272 375 207 250 236 271 330 333 291 282 
Total goods exported 3,653 3,608 3,543 3,338 3,269 3,304 3,152 3,164 3,189 3,117 2,965 2,955 
Percentage covered by ERF data 89.73% 90.49% 87.58% 98.29% 98.53% 98.06% 98.10% 97.98% 97.84% 97.98% 98.65% 98.00% 
Percentage covered by Comtrade 
data 
61.02% 59.34% 64.10% 88.77% 93.67% 92.43% 92.51% 91.43% 89.65% 89.32% 90.19% 90.46% 
Total export value as reported in 
ERF  for matched goods* 
7.4 10.2 13.0 18.6 17.2 20.3 23.0 22.6 21.6 21.9 18.4 20.1 
Total export value as reported in 
Comtrade for matched goods * 
8.2 8.1 11.7 19.6 20.0 22.1 26.2 24.0 23.9 23.0 19.6 20.2 
Total export value for ERF only 
(not matched) (as reported by 
ERF* 
1.5 2.6 2.3 0.7 0.2 0.2 0.3 0.3 0.5 0.4 0.2 0.3 
Total export value USD for 
Comtrade only (not matched) (as 
reported by Comtrade)* 
2.5 5.6 4.4 6.3 4.1 4.2 5.4 5.4 4.9 3.8 2.4 2.3 
Total exports per ERF (all exports 
matched and not matched)* 
8.9 12.8 15.3 19.3 17.4 20.6 23.3 22.9 22.1 22.3 18.7 20.3 
Total exports per Comtrade (all 
exports matched and not 
matched)* 
10.7 13.7 16.2 26.0 24.2 26.3 31.6 29.4 28.8 26.8 22.0 22.5 
Estimated value of total exports 
(matched + ERF only + Comtrade 
only) 
11.4 18.4 19.7 25.6 21.5 24.8 28.7 28.3 27.0 26.0 21.1 22.7 
Percentage of matched exports 
relative to total exports (using data 
from ERF) 
82.83% 79.35% 84.92% 96.25% 98.98% 98.80% 98.57% 98.77% 97.61% 98.30% 98.69% 98.74% 
Percentage of matched exports 
relative to total exports (using data 
from Comtrade) 
76.85% 59.15% 72.54% 75.59% 82.88% 83.94% 82.90% 81.48% 83.01% 85.90% 89.05% 89.60% 
Percentage of value of exports 
covered by ERF data  






Table 1.A.4: Egyptian Trade General Statistics During 2005-2016 
 
 
Source: Author’s calculations 









Variables Average  2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 
Total number of firms  39,719 25,993 27,810 28,078 33,148 36,572 38,548 38,222 47,207 46,642 45,661 52,460 56,289 
No of importing firms 35,908 21,970 23,732 23,950 29,296 33,005 34,991 34,687 43,578 42,939 41,712 48,708 52,326 
No of exporting firms 7,457 7,271 7,786 7,768 7,659 7,342 7,244 7,079 7,341 7,469 7,426 7,446 7,654 
Total value of imports 
USD* 
55 22 28 30 42 45 53 63 77 72 81 79 71 
Total value of exports 
USD* 
19 9 13 15 19 17 21 23 23 22 22 19 20 
Percentage of exports 
relative to imports 
(Based on USD) 






 Table 1.A.5 :Coincidence of Exporting and Importing in Egyptian Firms (2005–2016) 
Source: Author’s Calculation 
*Data are in billion USD. 
Variables Average  2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 
number of Importers that are 
also exporting 3,646 3,248 3,708 3,640 3,807 3,775 3,687 3,544 3,712 3,766 3,477 3,694 3,691 
number of importers that 
imports only  32,417 18,722 20,024 20,310 25,489 29,230 31,304 31,143 39,860 39,173 40,095 45,014 48,635 
number of exporters that 
export only 3,811 4,023 4,078 4,128 3,852 3,567 3,557 3,535 3,629 3,703 3,949 3,752 3,963 
percentage of importers that 
also exports relative to total 
number of importing firms  11% 15% 16% 15% 13% 11% 11% 10% 9% 9% 8% 8% 7% 
percentage of importers that 
also exports relative to total 
number of exporting firms  49% 45% 48% 47% 50% 51% 51% 50% 51% 50% 47% 50% 48% 
percentage of importers that 
also exports relative to total 
number of firms 10% 12% 13% 13% 11% 10% 10% 9% 8% 8% 8% 7% 7% 
Total value of imports for 
import only firms by (USD)* 31 10 12 13 20 26 31 34 44 41 45 50 46 
Total value of exports for 
export only firms by (USD)* 2 1 1 1 2 2 3 3 2 2 2 2 3 
percentage of the value of 
imports for both importing 
and exporting firms  46% 54% 56% 56% 53% 43% 42% 46% 44% 42% 40% 37% 36% 
percentage of the value of 
exports for both importing and 
exporting firms  89% 90% 92% 91% 92% 87% 87% 85% 90% 90% 89% 89% 85% 
percentage of value of exports 
from firms that export only  11% 10% 8% 9% 8% 13% 13% 15% 10% 10% 11% 11% 15% 
percentage of the value of 
imports for firms that import 








Table 1.A.6: Descriptive Statistics of the Average Variables (2005-2006) 




Variables Mean σ Min Max 10% 25% 50% 75% 95% 
∆𝒑𝒇,𝒊,𝒌,𝒕
∗  
0.060 0.856 -10.773 11.660 -0.476 -0.115 0.063 0.237 1.038 
∆ 𝒆𝒌,𝒕 
0.010 0.050 -0.215 4.771 -0.031 -0.015 0.009 0.041 0.069 
𝝋𝒇,𝒕−𝟏 
0.008 0.024 0.000 0.241 0.000 0.000 0.002 0.005 0.036 
𝑺𝒇,𝒔,𝒌,𝒕−𝟏 
0.005 0.025 0.000 0.832 0.000 0.000 0.000 0.002 0.020 
∆𝒎𝒄𝒇,𝒕
∗  
-0.001 0.022 -0.677 0.284 -0.002 0.000 0.000 0.000 0.004 
𝑺𝒇,𝒔,𝒌,𝒕−𝟏_∆ 𝒆𝒌,𝒕 
0.000 0.001 -0.040 0.054 0.000 0.000 0.000 0.000 0.000 
𝝋𝒇,𝒕−𝟏_∆ 𝒆𝒌,𝒕 











     
 
            
Source: Author’s calculations. 
 
  ∆𝒑𝒇,𝒊,𝒌,𝒕
∗  ∆ 𝒆𝒌,𝒕 𝝋𝒇,𝒕−𝟏 𝑺𝒇,𝒔,𝒌,𝒕−𝟏 ∆𝐦𝐜 𝑺𝒇,𝒔,𝒌,𝒕−𝟏_∆ 𝒆𝒌,𝒕 𝝋𝒇,𝒕−𝟏_∆ 𝒆𝒌,𝒕 
∆𝒑𝒇,𝒊,𝒌,𝒕
∗  
1       
∆ 𝒆𝒌,𝒕 0.0338 1      
𝝋𝒇,𝒕−𝟏 0.0029 -0.0021 1     
𝑺𝒇,𝒔,𝒌,𝒕−𝟏 0.0181 -0.0025 0.0646 1    
∆𝐦𝐜 
0.0128 0.031 -0.204 -0.0245 1   
𝑺𝒇,𝒔,𝒌,𝒕−𝟏_∆ 𝒆𝒌,𝒕 0.0085 0.1519 0.0147 0.2298 0.0401 1  








Figure 1.B.1: Devaluation of Egyptian currency vis-à-vis Major Currencies, 2005–2016 
























































































































































































































































































































































Figure 1.B.2: Real Trade Balance of the Egyptian Economy, 2005-2016 









































Figure 1.B.3: Imports and Exports in Billion USD for Firms That Are Both Exporting and Importing 




























          Figure 1.B.4: Average Imports and Exports for Firms That Both Import and Export and Firms That Import or 
Export Only 













Chapter 2: Cointegration Relationship Between Exchange Rate and Monetary 
Fundamentals Using Panel Data Framework 
2.1 Introduction  
Theoretical structural exchange rate models have relied on the two building blocks of 
Purchasing Power Parity (PPP) and Uncovered Interest Rate Parity (UIP) to conclude that 
monetary fundamentals determined the exchange rate for a single country. However, empirical 
testing of the monetary model revealed that a naïve random walk model could beat the structural 
monetary model in out-of-sample forecasts as termed by Molodtsova & Papell (2009). Therefore, 
we may broadly classify this empirical work into two main categories. The first was the group of 
studies that focused on examining the forecast of the exchange rate within the framework of the 
monetary model vis-à-vis a driftless random walk and a random walk with a drift. The second 
category examined the cointegration relationship between the exchange rate and other monetary 
fundamentals. 
This essay belongs to the studies that analyzed the cointegration relationship for the 
structural monetary exchange rate model. It extends the findings of the previous studies by Cerra 
and Saxena (2010), Mark and Sul (2001), Groen (2000), and Groen (2005). The main contribution 
of this essay over the previous work is that it uses a broader sample of countries that adopted a 
flexible exchange rate regime throughout the period 1975–2016. Moreover, it examines the 
cointegration relationship between exchange rates and monetary fundamentals using the likelihood 
cointegration method for panels of the vector error-correction models proposed by Groen and 
Kleibergen (2003). This method adapts the cointegration approach to the panel data framework by 




based cointegration methods is that it allows more than one cointegration vector to exist in the 
monetary model. 
The remainder of this essay consists of six sections. The second section will summarize 
the theoretical aspects of the structural exchange rate models and macroeconomic fundamentals. 
Moreover, the analysis of the main findings of the empirical testing of the structural exchange rate 
models follows in the third section. The fourth section explains Groen and Kleibergen's (2003) 
method for testing the cointegration within the panel data framework. The fifth section describes 
the data used and the assignment of the panel samples in addition, it explains the results. Finally, 
there are concluding remarks. 
2.2 Literature Review: Overview of The Structural Exchange Rate Models with 
Fundamental Variables 
2.2.1 Flexible Price Monetary Exchange Rate Model 
Frankel and Rose (1995) provided a critical survey for the monetary model theory as 
stipulated by Frenkel (1976), Dornbusch (1976), Bilson (1979), and Frankel (1979). A common 
theme of all those studies was their explanation of the exchange rate determination under the 
floating exchange rate regime using monetary fundamentals. They started by explaining the three 
main building equations that shape this model. The first equation is the equilibrium in the money-
market equation : 
𝑀𝑡𝑉𝑡 = 𝑃𝑡𝑌𝑡                                                                                                (2.1) 
In logarithmic form, this relationship is: 
𝑚𝑡 − 𝑝𝑡 = 𝑦𝑡 − 𝜐𝑡                         (2.2) 
where 𝑚𝑡 is the logarithm of the money supply at time t, 𝜐𝑡 is the logarithm of velocity in the 




velocity of money is a linear function of the log of real income and interest rates according to this 
equation from Groen (2000, p. 302): 
𝜐𝑡 =  −  𝛿𝑦𝑡 + 𝛼𝑖𝑡 + 𝑣𝑡                                                                 (2.3) 
where  is constant, income elasticity and 𝛿 is identical at home and abroad and is greater than or 
equal to zero, i.e., 𝛿 ≥ 0. The semi-elasticity of interest is also identical at home and abroad 0 ≤ 
𝜔 < 1, and 𝑣𝑡 is the zero-mean disturbance. Thus, by substituting equation (2.3) in equation ( 2.2), 
we get the money-market equilibrium equation at home: 
𝑚𝑡 − 𝑝𝑡 = 𝛽𝑦𝑡 − 𝛼𝑖𝑡 + 𝑡                                                           (2.4) 
where 𝛽 = 1 + 𝛿 and 𝛼 are positive structural parameters and 𝑡 = 𝑣𝑡 −  . So, if we assume that 
there is a similar money-market equilibrium equation that holds for a foreign country, and if we 
subtract both equations together, we get the following: 
(𝑝 − 𝑝 ∗)𝑡 = (𝑚 − 𝑚 ∗)𝑡 −  𝛽(𝑦 − 𝑦 ∗)𝑡 + 𝛼(𝑖 − 𝑖 ∗)𝑡 − ( − ∗)𝑡                  (2.5) 
where all the starred variables indicate the foreign counterparts. Moreover, the flexible monetary 
model requires satisfying two conditions that shape the reduced form equation of the model. 
The first condition is the stochastic purchasing power parity (PPP), as seen in equation 2.6, 
and the second is the uncovered interest rate parity (UIP) condition shown in equation (2.7). 
𝑒𝑡 = 𝛽0 + (𝑝𝑡 − 𝑝𝑡
∗) + 𝜛𝑡                                                             (2.6) 
(𝑖𝑡 − 𝑖𝑡
∗) − 𝜌𝑡 = 𝐸𝑡(𝑒𝑡+1 − 𝑒𝑡)                                                         (2.7) 
In these equations, 𝑒𝑡  is the logarithm of the spot nominal exchange rate. 𝛽0  is a 
constant. 𝑝𝑡 − 𝑝𝑡
∗ is the difference between the logarithm of the price level of the home country 
and the foreign country. 𝜛𝑡 is the zero-mean disturbance. 𝑖𝑡 − 𝑖𝑡




between the home country and the foreign country and 𝐸𝑡(𝑒𝑡+1 − 𝑒𝑡)  is the expected 
depreciation of the exchange rate at time t+1.10 𝜌𝑡 is a possible risk premium. 
If we assume that the money-market equilibrium equation is satisfied at home and abroad, 
and both PPP and UIP are satisfied, then we may express the reduced form equation of the 
monetary model: 
𝑒𝑡 = 𝛽0 + 𝛽1(𝑚𝑡 − 𝑚𝑡
∗) + 𝛽2(𝑦𝑡 − 𝑦𝑡
∗) + 𝜇𝑡                                                  (2.8) 
such that 𝛽2 = −𝛽 and 𝜇𝑡 = 𝜛𝑡 − ( − ∗)𝑡 − 𝛼[𝐸𝑡(𝑒𝑡+1) − 𝑒𝑡], which is the stationary error 
term with a mean zero. Accordingly, the theoretical flexible monetary model implies that 𝛽1 = 1 
and 𝛽2 < 0. 
2.2.2 Price Stickiness and Overshooting Exchange Rate Models 
Dornbusch (1976) introduced the concept of price stickiness into the literature of exchange 
rate models. He studied the short-run and long-run dynamics of exchange rates under a floating 
exchange rate regime and found that the exchange rate could deviate from its long-run value. In 
other words, the exchange rate in the short run could overshoot its value in the long run if the 
condition of PPP was not satisfied. Frankel and Rose (1995) pointed out that price stickiness could 
be introduced to the exchange rate model if we relaxed PPP in the short run. Thus, when we 
subtract the expectation of price differentials in the home country relative to the foreign country 
from the UIP in equation (2.7), we get: 
 
10 In case of flexible prices, the price differential could simply be substituted by the condition of PPP. 
Moreover, the interest rate differentials could be substituted with the UIP condition. This means that the difference 
between the interest rates prevailing in the home country and in the foreign country is equivalent to the expected 
depreciation rate plus a possible risk premium, which vanishes if we consider the home assets and foreign assets as 





∗ − 𝐸𝑡[(𝑝𝑡+1 − 𝑝𝑡) − (𝑝𝑡+1
∗ − 𝑝𝑡
∗)] = 𝐸𝑡(𝑒𝑡+1 − 𝑒𝑡) − 𝐸𝑡[(𝑝𝑡+1 −
𝑝𝑡) − (𝑝𝑡+1
∗ − 𝑝𝑡
∗)] + 𝜌𝑡                                                                                     (2.9) 
Moreover, if we define the ex-ante real interest rate as 𝑟𝑡 = 𝑖𝑡 − 𝐸𝑡[(𝑝𝑡+1 − 𝑝𝑡) and the real 
exchange rate as 𝑞𝑡 = 𝑒𝑡 − 𝑝𝑡 + 𝑝𝑡
∗ then we may write the relationship between real interest rate 
differential and the real depreciation as: 
𝑟𝑡 − 𝑟𝑡
∗ = 𝐸𝑡(𝑞𝑡+1 − 𝑞𝑡) +𝜌𝑡                                             (2.10) 
In other words, according to equation (2.10), one would hold the country’s assets if the 
difference between real interest rates between this country and the foreign country “matched with 
the expected depreciation rate at time 𝑡 + 1 ” (Frankel & Rose, 1995, p. 1695). 
Some empirical models that adopted the Dornbusch (1976) approach assumed the expected 
deprecation as a function of equilibrium real exchange rate ?̅?𝑡 . In other words, they assumed 





, then we can obtain a relationship between the real exchange rate and real interest 
rate differentials as: 





′                                            (2.11) 
Other empirical models focused on exchange rate determination incorporated a Philips 
curve equation into the exchange rate's Dornbusch (1976) model. Thus, they include price 
stickiness explicitly into the model of real exchange rate determination. Frankel and Rose (1995) 
called this a complete version of Dornbusch (1976) as it allowed them to use a flexible monetary 
model (highlighted in the previous section) and to include additional terms for the risk premium 




The empirical studies that adopted those versions of the exchange rate model used different 
methods to measure those additional terms to provide a model for exchange rate determination that 
could provide better out-of-sample forecasts than the no-change random walk model. 
2.2.3 Taylor Rule Fundamentals and Exchange Rate Models 
Taylor (1993) formalized the “Taylor rule” into the literature of exchange rate models. 
According to that rule, the central bank reacted to any deviation of the inflation rate or real income 
from their target levels by changing their short-term policy rates. One example is the changes to 
the federal funds rate in the USA. An explicit formula for this rule is: 
𝑖𝑡
𝑃 = 𝜋𝑡 + 𝛼 (𝜋𝑡 − ?̅?) +  𝛽𝑦𝑡 + ?̅?                                              (2.12) 
where 𝑖𝑡
𝑃 is the target policy rate in the short run, also known as the operational target, the term 
(𝜋𝑡 − ?̅?) indicates the deviation of the inflation rate 𝜋𝑡  from its target ?̅?, 𝑦𝑡 indicates the output 
gap or the percent deviation of the real GDP from its potential level, and ?̅? indicates the equilibrium 
level of the real interest rate.11 Let 𝛾 = ?̅? − 𝛼?̅?  Furthermore, 𝜙 = 1 + 𝛼, then we can rewrite 
equation (2.12) as: 
𝑖𝑡
𝑃 = 𝛾 + 𝜙𝜋𝑡 +  𝛽𝑦𝑡                                                                      (2.13) 
Equation (2.13) satisfies the Taylor rule because 𝜙 > 1 means that when inflation 𝜋𝑡 
increases, the short-run policy rate increases by a higher percentage than the percentage increase 
in inflation. Clarida, Galı́, and Gertler (1998) proposed an extension to the Taylor rule in equation 
(2.13) by adding the real exchange rate to the set of independent objectives for some countries. 
Molodtsova and Papell (2009) explained that this extension was based on the assumption that the 
central banks will react by changing their operational targets in the short run to ensure that PPP 
 




holds. That is, if the exchange rate depreciates (or appreciates) from its PPP value, then the central 
bank will react by raising (or decreasing) its operational target. In this formulation, the Taylor rule 
equation in equation (2.13) is: 
𝑖𝑡
𝑃 = 𝛾 + 𝜙𝜋𝑡 +  𝛽𝑦𝑡 +  𝑞𝑡                                                       (2.14) 
where 𝑞𝑡 refers to the real exchange rate and = 0 in the case of the USA. Molodtsova and Papell 
(2009) provided a derivation for the exchange rate forecasting equation based on the elements of 
the Taylor rule as in equation (2.14). Their derivation started by using the assumption of Clarida 
et al. (1998), which stipulated that the interest rate adjusts gradually to the operational target of the 
central bank. This derivation yielded the following equation: 
𝑖𝑡 = (1 − 𝜇)𝑖𝑡
𝑃 + 𝜇 𝑖𝑡−1 + 𝑡                                                         (2.15) 
By substituting equation (2.14) into equation (2.15), we get: 
𝑖𝑡 = (1 − 𝜇)(𝛾 + 𝜙𝜋𝑡 +  𝛽𝑦𝑡 +  𝑞𝑡) + 𝜇 𝑖𝑡−1 + 𝑡                                (2.16) 
Then, by assuming that the foreign country operates its monetary policy using the 
following similar Taylor rule, where all the starred values indicate a foreign counterpart, we get: 
𝑖𝑡
∗ = (1 − 𝜇∗)(𝛾∗ + 𝜙∗𝜋𝑡
∗ + 𝛽∗𝑦𝑡
∗ + ∗ 𝑞𝑡
∗) + 𝜇∗ 𝑖𝑡−1
∗ + 𝑡
∗                                (2.17) 
We can get an expression for the interest rate differential between the USA and any other 
foreign country by subtracting equation (2.17) from equation 16 as: 
𝑖𝑡 − 𝑖𝑡
∗ = 𝛿 + 𝛿𝜋 𝜋𝑡 − 𝛿𝜋
∗𝜋𝑡




∗ +  𝜇 𝑖𝑡−1 − 𝜇
∗ 𝑖𝑡−1
∗ + 𝜉𝑡               (2.18) 
where 𝛿 = (1 − 𝜇)𝛾 − (1 − 𝜇∗)𝛾∗ , 𝛿𝜋 = (1 − 𝜇)𝜙 , 𝛿𝜋
∗ = (1 − 𝜇∗)𝜙∗ ,  𝛿𝑦 = (1 − 𝜇)𝛽, 𝛿𝑦
∗ =
(1 − 𝜇∗) 𝛽∗ , 𝛿𝑞
∗ = (1 − 𝜇∗) ∗, and 𝜉𝑡 = 𝑡 − 𝑡
∗. 
Dornbusch (1976) highlighted that, under the UIRP and rational expectation, any shocks 
to monetary policy can lead to a deviation of the objective variables from their situated value. This 




actual and forecasted values. However, most of the empirical studies on UIRP, like Chinn (2006), 
found that the condition cannot hold in the short run. 
2.3 Empirical Research on The Exchange Rate Models 
Empirical research that links the exchange rate with macroeconomic fundamentals is 
broadly classified into two main lines. The first line includes those studies that compared the in-
sample and out-of-sample forecast behavior of structural exchange rate models against the random 
walk model or random walk with a drift. The second line encompasses the research that studied 
the cointegration relationship between the exchange rate and the macroeconomic fundamentals 
implied by the previous theoretical structural exchange rate models. This section highlights the 
main findings of both those lines of research, focusing on cointegration research and its main 
advancement.12 
2.3.1 Empirical Research on Forecasting Exchange Rate Using Fundamentals 
Theoretical structural exchange rate models (such as in Dornbusch, 1976; Frenkel, 1976; 
Bilson, 1979; and Frankel, 1979) have adopted a monetary view of exchange rate determination. 
Most of those models have established a link between exchange rate fluctuations and 
macroeconomic fundamentals like money supply, gross domestic product, short-run, long-run 
interest rates, and foreign trade balance. However, the seminal work of Meese and Rogoff (1983) 
pointed to the poor performance of the short to medium-term forecasts (1 month to 12 months) 
of those models compared to the forecast of the naïve random walk. However, that trend improved 
slightly when a longer horizon (36 months) was used (Meese & Rogoff, 1983, p. 91). 
 
12 This broad classification is not necessarily strict as there are a number of studies as for example (Groen, 
2000; N. C. Mark & Sul, 2001; Groen, 2005; Cerra & Saxena, 2010) studied the cointegration relationship between 
exchange rate and macroeconomic fundamentals and use the cointegration relationship in the model that forecast 




Following Meese and Rogoff (1983), several empirical studies aimed at checking the 
validity of their findings. For Example, Baxter and Stockman (1989) examined the time-series 
behavior of macroeconomic aggregates under several exchange rate arrangements. Their sample 
comprised 49 countries with different arrangements of exchange rate regimes. They found little 
evidence of the relationship between exchange rate fluctuations and macroeconomic aggregates as 
output, consumption, and trade flows. Moreover, that trend was prevailing in countries that 
adopted both fixed and flexible exchange rate arrangements. Accordingly, Obstfeld and Rogoff 
(2000) introduced the “exchange rate disconnect puzzle” into international macroeconomics 
literature. This term refers to the weak relationship between the exchange rate fluctuations and 
macroeconomic fundamentals over the short to medium terms.13 
The disconnect means that the volatility of macroeconomic fundamentals, like the gross 
domestic product, real interest rate, and the current account, is much lower than the volatility of the 
exchange rate. Thus, the exchange rate becomes disconnected from the real economy. These 
findings challenged the structural models for the exchange rate. 
Most of the studies that examined the disconnected relationship between exchange rates 
and macroeconomic fundamentals used different time-series techniques to estimate the structural 
relationship between the two. Then they compared the in-sample and out-of-sample forecasts to 
the naïve random walk model using both the driftless version and the version with a drift. 
 
13 "Exchange rate disconnect" puzzle is a broader concept of which the purchasing power parity puzzle is 
a specific case. The purchasing power parity puzzle highlights the weak relationship between exchange rate and 
national price level. Studies address the purchasing power parity puzzle found long half-life (3-4 years) for shocks 
to real (CPI) exchange rates. The real exchange rate of a sample consisting of Canada, France, Germany, Japan, and 
the USA during the period of (1973-1995). They estimated the average half-life of the pairwise real exchange rate 




Other studies incorporated the long-run relationship between exchange rates and 
macroeconomic fundamentals and evaluated the forecasted value of the exchange rate vis-à-vis 
that of benchmark models. For instance, Mark (1995) aimed to show that fundamental variables 
in the standard monetary model could forecast the log of the exchange rate over a long horizon 
(more than 16 quarters). He used quarterly data for the Canadian dollar, Dutch Mark, Japanese 
Yen, and Swiss Franc, and his analysis covered the period 1973Q2–1991Q4. He generated out-of-
sample forecasts and assessed the performance of the forecasts over different horizons ranging 
from one quarter to 16 quarters.14 
Mark (1995) showed that the deviations of exchange rates from their fundamental values 
could predict the deviations of exchange rates from their forecasted values as the length of the 
forecast horizon increased. Those results were consistent with those of previous studies. However, 
his analysis ignored other fundamental variables like interest rates and purchasing power parity 
that also are considered in other literature on the exchange rate determination and could improve 
the structural model’s ability to predict exchange rates. Moreover, he did not analyze the 
cointegration relationship between the variables. 
Other studies filled this gap by investigating a broader set of variables in estimating the 
structural exchange rate model and testing the forecast. In this respect, Cheung, Chinn, and Pascual 
(2005) reinvestigated the predictability of different exchange rate models developed during the 
1990s, and they compared the performance of those models to that of the random walk model. The 
 
14 The study of Mark (1995) relied on bootstrapped distribution of the results of the estimated model and 
its forecasts under the assumption of the unpredictability of the exchange rate to account for the biasedness 




structural models tested in their study were more extensive than the structured exchange rate 
models that Meese and Rogoff (1983) tested.15 
Cheung et al. (2005) found no decisive answer to whether structural models could forecast 
the exchange rate better than a no-change random walk model. Some of the structural models 
examined did better on one horizon and for certain currencies and worse for others. Besides, their 
results were not robust enough to change the forecasting period. Thus, their results did not improve 
much over the findings of Meese and Rogoff (1983) in the 1970s. 
Cheung, Chinn, Pascual, and Zhang (2019) extended the same analysis by adding more 
structural variables to the model that predicts the exchange rate. They assessed four additional 
structural exchange rate models relative to the random walk, and they excluded the one that added 
productivity. Specifically, they added some extended factors to the model that forecasted the 
exchange rate. Those factors were Taylor rule variables like output and inflation gaps, the 
difference between shadow interest rates and inflation rates, risk and liquidity factors augmented 
to the standard sticky-price monetary model, and the curvature of the yield curve. 
Cheung et al. (2019) showed more favorable results for the interest rate parity model to 
forecast the exchange rate. However, the authors maintained that the superior performance of one 
model used for the specifications for one exchange rate is not consistently successful for other 
circumstances. Furthermore, they could not identify a specific structural model that could generate 
the best out-of-sample forecasts. 
 
15 Cheung, et. al (2005) included elements like purchasing power parity condition, variables in  the sticky 
price monetary model,  productivity-based models that are consistent with Balassa–Samuelson vein , a composite 
model that consists of different variables as price of nontradables , real interest rate, ratio of government debt to 
GDP terms of trade and net foreign asset, and one final model that uses the uncovered interest rate parity condition 




The earlier sticky-price version of exchange rate models introduced by Dornbusch (1976) 
was more successful than the flexible price versions. Moreover, these versions also had the same 
drawback of failing to beat the random walk in out-of-sample forecasts (Frankel & Rose, 1995, p. 
1696). 
Some empirical work used the sticky-price version of the monetary model and included 
additional variables to the equation of real exchange rate determination, and they found some 
success at forecasting the exchange rate using fundamental variables. Blundell-Wignall Browne 
(1991) was an example of those studies. The study added the cumulated external balance position 
to the model, and they showed that there is cointegration between the sticky-price version of 
monetary model variables. 
Throop (1992) added three factors—the productivity of traded to non-traded goods, the 
real price of oil, and government budget balances—to the real exchange rate determination model, 
and he found promising results in out-of-sample prediction tests compared to the random walk 
model. Finally, Baxter (1994) explored the real exchange rate equation as a function of the real 
interest rate. Again, her results were better compared to previous studies.  
Like Eichenbaum and Evans(1995), other researchers linked the shocks to monetary policy 
to the exchange rate, and they supported a view that contradicted Dornbusch (1976). In addition, 
they supported the literature on delayed overshooting, which showed that surprise contractionary 
shocks to monetary policy were followed by increased interest rate and gradual appreciation, 
followed by gradual depreciation several months later. 
The forwarding premium puzzle implies that the nominal interest rate differential is 
insufficient to forecast the future nominal exchange rate. Gourinchas and Tornell (2004) linked 




the role of distortion in the investor’s belief. Their results are summarized in the following 
example: 
Suppose that U.S. interest rates increase relative to U.K. interest rates, then return gradually 
to their equilibrium value. If investors knew the exact nature of the interest rate shock, 
arbitrage would force the dollar to appreciate immediately relative to its long-run value, up 
to the point where its expected future depreciation equals the forward premium. The dollar 
would then progressively revert to equilibrium as the forward premium vanishes, known 
as the forward premium effect. Suppose now that investors misperceive the U.S. interest 
rate shock as transitory. On impact, investors believe that the U.S. interest rate will revert 
to its equilibrium value quickly. According to the subjective parity condition, the dollar 
need only appreciate moderately. In the following period, the U.S. interest rate turns out to 
be higher than investors first expected. This fact leads them to revise their beliefs about the 
persistence of the original interest rate shock upward and further causes appreciation of the 
dollar. We call this the updating effect. If the updating effect is strong enough to dominate 
the forward premium effect, there will be a gradual appreciation of the dollar. Eventually, 
there is not much more to learn, and the forward premium effect must dominate. Thus, the 
exchange rate will revert to its equilibrium value. Along this path, there is delayed 
overshooting, positive excess returns in the domestic currency, and the forward premium 
is negatively correlated with expected appreciation. (Gourinchas & Tornell, 2004, p. 305) 
 
Thus, Molodtsova and Papell (2009) derived  a general form for the equation that forecasts 
the exchange rate using elements of Taylor rule fundamentals and adding the predictions obtained 




Δ𝑒𝑡+1 =  − 𝜋 𝜋𝑡 + 𝜋
∗𝜋𝑡




∗ − 𝑖𝑖𝑡−1 + 𝑖
∗𝑖𝑡−1
∗ + 𝜔𝑡              (2.19) 
where Δ𝑒𝑡+1 is the forecasted depreciation of the US dollar nominal exchange rate.
16 Equation 
(2.19) is broad enough to nest all the cases of forecasting the exchange rate using the fundamentals 
of the Taylor rule. For instance, If we assume that both the foreign country and the home country 
had the same reaction to inflation and output and the past interest rate, then the coefficients 𝜋
∗ =
𝜋 , 𝑦 = 𝑦
∗, and 𝑖 = 𝑖
∗. Molodtsova and Papell (2009) termed this the homogeneous model. 
2.3.2 Examining the Cointegration Relationship Between the Exchange Rate and 
Macroeconomic Fundamentals 
Several studies that examined the validity of the monetary policy of exchange rates tested 
the cointegration relationship between monetary fundamentals and the exchange rate. The 
motivation for those studies was that if the monetary model variables are cointegrated, then there 
is a long-run relationship between the variables in the monetary model and the exchange rate.  
Initial studies tested the cointegration relationship in a single country framework. Boothe 
and Glassman(1987), McNown and Wallace(1989), Meese (1986), Bahmani‐Oskooee, Hosny, and 
Kishor (2015), Cushman (2000), Engel and West(2005), Kouretas (1997), MacDonald and 
Taylor(1991, 1993, 1994a, 1994b), and McNown and Wallace (1994) are some examples in that 
respect. Other studies aimed to improve panel data's power, so they used panel data samples and 
techniques to examine the cointegrated relationship between macroeconomic variables and 
exchange rates. Some of those studies are Groen (2000), Mark and Sul (2001), Groen (2005), and 
 
16 Molodtsova and Papell (2009) expressed 𝑒𝑡 as the log of the USD as the domestic price of the foreign 
currency such that when Δ𝑒𝑡+1 is positive meaning that the dollar depreciations which explain why the signs of the 




Cerra and Saxena (2010). The first subsection that follows reviews the findings of single-country 
cointegration, and the second subsection focuses on panel data studies. 
Cointegration Within a Single Country Framework 
Initial attempts to analyze this cointegration relationship used the two-step method 
developed by Engle and Granger (1987). Unfortunately, those studies, like Meese(1986), Boothe 
and Glassman(1987), and McNown and Wallace(1989), failed to assess the cointegration 
relationship in the monetary exchange rate model. However, several other attempts used the 
cointegration techniques developed by Juselius (1990) and Johansen (1991) to capture the time-
series properties of the data in the monetary model and estimate the cointegration vectors implied 
by those data if more than one cointegration vector existed. Bahmani‐Oskooee, Hosny, and Kishor 
(2015), Cushman (2000), Engel and West (2005), Kouretas (1997), MacDonald and Taylor (1991, 
1993, 1994a, 1994b), and McNown and Wallace (1994) are prominent examples of those studies. 
MacDonald and Taylor (1991) applied this technique to the monthly data of Germany, 
Japan, and the UK throughout the period 1976–1990. Their findings showed that the unrestricted 
monetary17 model could explain the exchange rate of the three currencies over the long run. 
However, they failed to reject some restrictions implied by the monetary model. 
MacDonald and Taylor (1993) extended their earlier analysis by applying the same 
multivariate cointegration approach to the case of a forward-looking rational expectation monetary 
model using monthly German data for the period 1976–1990. Although their hypothesis testing 
for the restrictions implied by the theoretical model could not be accepted, the out-of-sample 
forecasts beat those of the random walk. Furthermore, their results showed that the flexible price 
 




monetary model could be viewed as a long-run model since there appeared good evidence of 
cointegration between the exchange rate and another fundamental monetary model. Furthermore, 
imposing the monetary model as a long-run equilibrium model on the dynamic error-correction 
model led to dynamic forecasts that outperformed the results of the naïve random walk at each 
horizon for Germany. Finally, MacDonald and Taylor (1994) examined the same cointegration 
relationship for the sterling–dollar currency and MacDonald and Taylor (1994) analyzed the case 
of the dollar–franc currency. Both had favorable results for the long-run monetary model. 
McNown and Wallace (1994) used the cointegration technique from Johansen (1988) to 
examine the cointegration of the monetary model for three high-inflation countries. They examined 
the data for Argentina, Chile, and Israel. Their results showed that a long-run relationship existed 
between exchange rates and monetary model fundamentals. However, they rejected the restriction 
implied by the theoretical monetary model. 
Cointegration Within the Panel Data Framework 
Groen (2000), Mark and Sul (2001), Groen (2005), and Cerra and Saxena (2010) explored 
the cointegration relationship between monetary fundamentals and exchange rates using panel data 
rather than single-country time-series data, which was the central theme of the previous set of 
studies.  
Goren (2000) focused on exploring this cointegration relationship over the long run using 
a set of single time-series tests versus pooled tests. He conducted cross-section tests for 14 
countries in the panel,18 and he analyzed the relationship using two different numeraires, the 
 
18 He uses the following countries: Australia, Austria, Canada, Finland, France, Germany, Italy, Japan, the 
Netherlands, Norway, Spain, Sweden, Switzerland, UK, and USA. Subsample all 14 countries, G10 (9 countries), 




United States Dollar (USD) and the Dutch mark (DM). He analyzed the cointegration for each of 
the 14 countries separately, using the cointegration framework from Johansen (1991). He 
estimated a VAR model and determined the cointegration vector “r.” He concluded that simple 
time-series data for the countries in his sample did not provide enough evidence for the 
cointegration of the monetary fundamentals and the exchange rate. 
The study used the average of each variable that corresponded to each country in the 
analysis. This method of estimation led to evidence for the long-run relationship between monetary 
variables and the exchange rate. Furthermore, the study pooled the sample and estimated the 
coefficients of the reduced form equation of the monetary model using a feasible GLS method of 
estimation. It also compared the estimated result against bootstrapped critical values to avoid finite 
sample bias. Finally, the evaluation was conducted for the whole sample and the subsample of the 
grouped countries that share common characteristics. 
Goren (2000) showed that the monetary model of the sub-panel comprising the European 
Monetary States (EMS) yielded results that corresponded most with the theoretical model. He 
suggested that future research on the predictability of exchange rates should consider the 
heterogeneous adjustment speeds and maintain the cointegration assumption of all the countries' 
variables. Cerra and Saxena (2010) accomplished this task in their research.  
Mark and Sul (2001) explored the in-sample and out-of-sample results of the monetary 
exchange rate model using the model from Mark (1995) but within the panel data framework. First, 
they analyzed the long-run relationship between exchange rates and monetary fundaments as 




panel sample of 1919 mostly industrial countries, using quarterly data from 1973:01 to 1997:01. 
They analyzed the issue by first examining the cointegration relationship between the exchange 
rates and fundamentals. Then they tested the forecast of the monetary model and that of PPP by 
examining the Theil U ratio.20 
Specifically, Mark and Sul (2001) tested the forecast performance of the structural model 
by estimating the following equation: 
∆𝑒𝑖𝑡+1 = 𝛽𝑚𝑥𝑖,𝑡
𝑚 + 𝛽𝑝𝑥𝑖𝑡
𝑃 + 𝑖𝑡+1                                               (2.20) 
where 𝑖𝑡+1 = 𝛾𝑖 + 𝑡+1 + 𝑢𝑖𝑡+1. In their study, they used the deviation of the exchange rate from 
its fundamental value 𝑥𝑖,𝑡
𝑚 and 𝑥𝑖𝑡
𝑃  to forecast the path of the exchange rate and evaluate its out-of-
sample forecast. This study used two versions of the fundamental value; the monetary fundamental 
and the PPP fundamental. Thus, 𝑥𝑖,𝑡
𝑚 = 𝑚𝑖𝑡 − 𝑚0𝑡 –  λ (𝑦𝑖𝑡 − 𝑦0𝑡) − 𝑒𝑖𝑡 and 𝑥𝑖𝑡
𝑃  =𝑝𝑖𝑡 – 𝑝0𝑡 − 𝑒𝑖𝑡. 
It handled the issue of cointegration by estimating the parameters in equation (2.20) using panel 
dynamic OLS regression. The out-of-sample forecasts outperformed the forecasts of the random 
walk model with a drift. 
Moreover, the forecasts of the monetary model were better than PPP over both the short 
and long terms. Thus, their study considered an improvement over the univariate estimates. 
However, one major drawback was their assumption of homogeneous restrictions in the estimation 
among different countries. Therefore, their examination of the cointegration relationship relied on 
parametric and nonparametric bootstrap techniques to carry the cointegration relation among the 
 
19 The countries are USA, Australia, Austria, Belgium, Canada, Denmark, Finland, France, Germany, 
Great Britain, Greece, Italy, Japan, Korea, Netherlands, Norway, Spain, Sweden, Switzerland. 
20 The Theil U ratio is the ratio of the root mean square error resulting from forecasts generated by two 
different models. Mark and Sul (2001) used the ratio of RMSE of the monetary model with or without the PPP 




panel of countries. They conducted the test using numeraires from different countries (US, 
Switzerland, and Japan), and they showed that the exchange rate and fundamental variables of the 
monetary model and PPP were cointegrated. These results were confirmed using the usual 
asymptotic tests and bootstrap tests. 
Groen (2000) analyzed an equation like equation (2.20), using a residual-based approach 
to test the cointegration in the residual of the static reduced form equation of the monetary model. 
Specifically, he used the two-step method from Padroni (1995) and Engle and Granger (1987) to 
test the stationarity of the residual of the monetary exchange rate equation. 
Groen (2000) and Mark and Sul (2001) treated the slope coefficient of the deviation of the 
exchange rate from the fundamental value as homogeneous across countries. However, the work 
of Cerra and Saxena (2010) defeated their assumption. This violation rendered the error term and 
the regressor to be correlated, and this violated the consistency assumptions of OLS. In other 
words, according to Cerra and Saxena (2010), if we mistakenly assumed that the coefficients are 
homogeneous among the countries in the panel, the error term of the exchange rate equation that 
Mark and Sul (2001) estimated becomes: 
𝑖𝑡+1 = 𝛾𝑖 + 𝑡 + (𝛽𝑚𝑖 − 𝛽𝑚)(𝑓𝑖,𝑡 − 𝑒𝑖,𝑡) + (𝛽𝑝𝑖 − 𝛽𝑝)(𝑝𝑖𝑡 − 𝑝0𝑡 − 𝑒𝑖𝑡) + 𝑢𝑖𝑡+1    (2.21) 
Cerra and Saxena (2010) criticized the work of Mark and Sul (2001) and Groen (2000) for 
not addressing the issue of cross-sectional dependence that resulted from using relatively small 
panels in the two studies. They estimated the pairwise correlation among the countries in the panels 
used in both studies to be above 0.65. However, they argued that using a broader sample would 
lead to exploiting the independent variations and overcoming cross-sectional dependence. 
Accordingly, all the cointegration analyses by Groen (2000) and Mark and Sul (2001) 




model. For Levin, Lin, and Chu (2002) and Im, Pesaran, and Shin (2003), the assumption of cross-
section independence dominated the testing procedures. However, Cerra and Saxena (2010) fixed 
these shortcomings and relied on panel unit roots techniques that allowed for the adjustment 
coefficient to be heterogeneous across countries. 
Their study had promising results in favor of the monetary model in predicting the 
exchange rate. They adopted a more global approach for testing the relationship between the 
monetary fundamentals and the exchange rate. Unlike previous studies, they did not focus on the 
predictability of the exchange rate against the fundamentals only in the industrial countries that 
adopted a flexible exchange rate policy after the Bretton Woods Agreement. They adopted the 
more global approach of including 98 countries in the sample, which led to more independent 
variables. They argued that even if some countries announced that their exchange rate remained 
constant against the USD, the peg value might not stay fixed for an extended period. Accordingly, 
one may suspect that the exchange rate in those countries is linked to the fundamentals, as shown 
by the monetary model. Moreover, previous studies failed to link some currencies to the Deutch 
Mark when studying the flexible exchange rate period vis-à-vis the US dollar. 
Moreover, the cointegration tests used by Cerra and Saxena (2010) were mainly residual-
based. Specifically, they tested the cointegration of the monetary fundamentals and the exchange 
rate using the bootstrapped results from Pedroni (1999) and the grouped mean parametric 
augmented Dicky–Fuller tests ADF from Pedroni (2004). Moreover, they estimated the 




and the dynamic OLS estimator suggested by Pedroni (2001), which addresses heterogeneity 
among the cross-section units.21 
Although Cerra and Saxena (2010) handled the heterogeneity of the coefficients and the 
cross-section dependence in analyzing the cointegration relationship between the monetary 
fundamentals and the exchange rate, their analysis allowed for the existence of only one vector in 
the cointegration relationship.  
The next section of this essay addresses this gap by analyzing the cointegration relationship 
between exchange rates and monetary fundamentals using the likelihood cointegration method for 
panels of vector error-correction models suggested by Groen and Kleibergen (2003). This method 
adapts the cointegration analysis of Johansen and Juselius (1990) and Johansen (1991) into the 
panel data framework. This extension means that it allows for testing the rank of the cointegration 
vector, and it permits more than one vector to exist. 
2.4 Estimation Procedures 
2.4.1 Advantages of  Groen and Kleibergen's (2003) Method   
Engle and Granger (1987) proposed an approach for testing cointegration in the case of 
single time-series data. This approach gained popularity among scholars such as Groen (2000), 
who successfully applied this method to test for the cointegration in the monetary exchange rate 
model for a panel dataset of 14 OECD countries. However, Groen and Kleibergen (2003) argued 
that the residual-based two-step procedure from Engle and Granger (1987) did not allow for 
heterogeneity among individuals in the panel data context in either the long-run coefficients or the 
 
21 Breitung (2005) noted that Monte Carlo simulations suggest that those two semiparametric procedures 
may yield biased results in the case of short panels compared, for instance, to the two-step procedure suggested by 




adjustment parameters. This disadvantage could bias the estimated cointegration vector, as 
highlighted in the previous section. 
Larsson, Lyhagen, and Löthgren (2001), Pedroni (2004), and Kao (1999) presented other 
variants of cointegration tests in the panel data framework. Their panel cointegration tests used 
cross-sectional averages of individual parameters, statistics like averages of the likelihood ratio of 
cointegration rank test, and residual augmented Dicky Fuller “t” statistics. Despite taking care of 
heterogeneity, Groen and Kleibergen (2003) criticized the validity of their approach when there 
was dependence among the individuals in the panel. Accordingly, they adapted the cointegration 
approach to panel data from Johansen (1991) and Johansen (1995). 
Groen and Kleibergen (2003) argued that this approach had several advantages over those 
in the extant panel cointegration literature. First, it did not assume a restricted disturbance 
covariance matrix or block-diagonal cross-sectional covariance structure. Thus, it allowed for 
instantaneous feedback between individuals in the panel data. Second, it allowed for more than 
one cointegration vector for different individuals in the panel, whereas other residual-based 
cointegration tests might allow only one cointegration vector. Third, their approach focused on 
cointegration testing of possible homogeneous long-run parameters combined with heterogeneous 
short-run dynamics. 
Groen and Kleibergen (2003) favored panel-based cointegration analysis rather than time-
series cointegration analysis to investigate the long-run equilibrium relationship between exchange 
rate and monetary fundamentals. The use of panel data overcomes a common problem associated 
with short-time dimensions like size and power. Their approach started by stacking vector error-
correction (VEC) models of different individuals into a joint panel VEC model. Then, within this 




models simultaneously, based on common cointegration values. This estimation method 
performed an iterated GMM framework to construct maximum likelihood estimates of the 
cointegrated vectors, which relied on the standard time-series framework of Kleibergen (1997). 
Groen and Kleibergen's (2003) main advantage over other residual-based cointegration 
testing procedures is that it provided Johansen-like cointegration testing within a panel framework. 
This fact showed that their method could assess the total number of cointegration relationships 
among the monetary exchange rate model variables. 
2.4.2 Explanation of Groen and Kleibergen (2003) Methodology 
The fitting of the VECM model requires determining the degree of integration of the 
variables. The cointegration requires the variables to be nonstationary.22 In other words, they 
started by estimating a complete system VECM model with unrestricted constant and higher-order 
dynamics as given in the following equation: 
∆𝑍𝑡 = 𝑐 + Π𝐴 𝑍𝑡−1 + Γ 𝑊𝑡 + 𝑡                                                  (2.22) 
where 𝑍𝑡−1 = (𝑧1𝑡−1 … 𝑧1𝑡−1)
′, ∆𝑍𝑡 = 𝑍𝑡 − 𝑍𝑡−1, 𝑐 is the vector of unrestricted constant, 




]s 𝑁𝑘 × 𝑁𝑘 matrix with rank 𝑁𝑘. 










 is the 𝑇 − 1 × 𝑃𝑘 matrix of 𝑝𝑖 lagged values 
of the first difference of the variables, where 𝑃 = ∑ 𝑝𝑖
𝑁
𝑖=1 , and Γ is the 𝑘 × 𝑝𝑖𝑘 parameter matrix 
for the 𝑝𝑖 lagged first difference variables for individual “i.” 
 
22 The following section explains in detail the method of Pesaran (2007), who tested the stationarity of the 




Groen and Kleibergen (2003) assumed that in Π𝐴 , Π𝑖𝑗 = 0 for 𝑖 ≠ 𝑗. This implies that 
there is no cross cointegration between nonstationary variables of individual 𝑖 and this lagged 
variable for individual 𝑗. This led to the assumption of reduced cointegration rank for Π𝐴 to be     
𝑟 < 𝑘. 
This assumption led to estimate a VECM system of equations with the restricted rank 




] and the estimated VECM system of equation 
is: 
∆𝑍𝑡 = 𝑐 + Π𝐵 𝑍𝑡−1 + Γ 𝑊𝑡 + 𝑡                                                  (2.23) 
where the matrix Π𝐵  contains nonzero elements Π𝑖 on the main diagonal and zero otherwise. 
 Π𝑖 = 𝛼𝑖𝛽𝑖
′ means that the cointegration is heterogeneous among countries N. However, according 
to Groen and Kleibergen (2003), the homogeneous cointegration condition for Π𝐵  , denoted by 
Π𝐶 , can be tested using the likelihood ratio test for the restriction 𝛽𝑖 = 𝛽, and covariance matrix 
Ω of 𝑡 𝑈sing the following likelihood ratio test statistics: 
𝐿𝑅(Π𝐶 |Π𝐵 ) = 2[𝑙𝑚𝑎𝑥(Π𝐵 , Ω) − 𝑙𝑚𝑎𝑥(Π𝑐 , Ω)] ⇒ 𝜒
2((𝑁 − 1)𝑟(𝑘 − 𝑟))      (2.24) 
A Johansen rank cointegration test shows the number of cointegration vectors that exist 
among N variables. Groen and Kleibergen (2003) suggested a GMM-iterated procedure to get 
consistent maximum likelihood estimates of Π∗ =  Π𝐴 , Π𝐵 , 𝑜𝑟 Π𝐶  and Ω.  They suggested a 
stepwise maximization of the log-likelihood function of the VECM system that can be written as: 










′(Δ𝑍 − 𝑍−1Π))                  (2.25) 
such that, Π = Π′𝐴 , Π′𝐵, 𝑜𝑟 Π′𝐶 . Furthermore, the likelihood ratio statistics in equation (2.26) test 




𝐿𝑅(Π𝐵 |Π𝐴 ) = 𝑇[ln|Ω̂(Π𝐵 )| − ln|Ω̂(Π𝐴 )|]                                                 (2.26) 
Groen and Kleibergen (2003) proved that as 𝑇 → ∞,  the statistics of this test are 
asymptotically distributed as a function of (𝑘 − 𝑟) Brownian motions as: 
𝐿𝑅(Π𝐵 |Π𝐴 ) ⇒  ∑ 𝑡𝑟
𝑁
𝑖=1 (∫ 𝑑 𝐵𝑘−𝑟𝐵′𝑘−𝑟,𝑖[𝐵𝑘−𝑟𝐵
′
𝑘−𝑟]
−1 ∫𝑑 𝐵𝑘−𝑟𝐵′𝑘−𝑟,𝑖                       (2.27) 
such that 𝐵𝑘−𝑟  is a (𝑘 − 𝑟)  Brownian motion for individual 𝑖  that has an identity covariance 
matrix. Cavenaile, Laurent, Gengenbach, Christian, and Palm (2011) followed a Monte Carlo 
simulation procedure, as proposed by Johansen (1995).23 They used T=400, and they obtained 
critical values after 5000 trials. 
2.5 Data Description and Estimation Results 
2.5.1 Data Description and Assignment of Samples 
Based on the previous discussion, we may say that the main endogenous variables in 𝑍𝑖𝑡 
are the exchange rate “𝑠𝑖𝑡,” an indicator of economic activity; “𝑦𝑖𝑡,” and an indicator for money 
supply; “𝑚𝑖𝑡.” In addition, we used another version for the fundamental variables following Mark 
and Sul (2001) by adding prices, “𝑝𝑟𝑖𝑐𝑒𝑖𝑡,” to the list of the endogenous variables. The main source 
for the data used to construct those variables is (2019) release of International Financial Statistics 
provided by the IMF. However, some variables were not available in that source for some 
countries, so we retrieved them from the OECD database that the Federal Reserve Bank of Saint 
Loise provided on their website. For more information on the sources and variables used for each 
country, see Appendix 2.B. 
𝑠𝑖𝑡  is the log of the end of the period rate of the domestic currency relative to the USD. 
 
23 I am very thankful to Professor Laurent Cavenaile for providing me the MATLAB codes to apply the 




𝑦𝑖𝑡  is the log of the relative industrial production index of the country “i” relative to 
the industrial production of the USA. 
𝑚𝑖𝑡  is the log of relative M1 of the country “𝑖” versus the M1 of the USA. 
𝑝𝑟𝑖𝑐𝑒𝑖𝑡 is the log of the relative value of CPI at the country “i” relative to that of the USA. 
The panels of countries used in the model comprise the countries that adopted floating and 
free-floating exchange rate arrangements based on the Annual Report on Exchange Rate 
Arrangements and Exchange Restrictions (AREAER 2018) produced by the International 
Monetary Fund (IMF). Since not all the countries moved to the floating exchange rate regimes at 
the same time, we classified the data into six panels where each panel included a set of countries 
that moved to a floating exchange rate within the timeframe of the panel. The availability of the 
data for each country guided the choice of the data in each panel. Table 2.1 shows the classification 
of the panels and the countries in each panel. 
2.5.2 Estimation Results 
The first step in the estimation was to test the level of cross-sectional dependence among 
the cross-sectional unit in each panel. Pesaran (2004) provided a simple method for measuring 
cross-section dependence between the cross-sectional units using the pairwise correlation 
coefficient. The test is known as the Pesaran CD test, and equation 2.28 shows the formula 








𝑖=1 )                                             (2.28) 
Table 2.2 shows the results of the Pesaran CD test of cross-sectional dependence for each 
of the panel data sets highlighted in Table 2.1. The test's null hypothesis is that for each panel data 




and the residuals of the ADF test results from each variable at lags 1, 2, 3, and 4. Thus, we may 
reject the hypothesis of cross-section independence in all cases except the level of “price” in 
samples 3 and 4. Accordingly, any attempt to test for the variables' stationarity or calculate the 
cointegration vectors within the panel data framework should consider this fact. 
In the next step, we used the approach from Pesaran (2007) to test the stationarity of the 
variables in each panel. The main advantage of this test was that it allowed the autoregressive 
coefficient across individuals to be heterogeneous and relaxed the assumption of cross-section 
dependence by using a common factor of the cross-sectional mean of each endogenous variable in 
the VECM system lagged value. 
The panel unit root test from Pesaran (2007)24 starts by regressing the first difference of 
each endogenous variable 𝑦𝑖𝑡 on its lagged value, its lagged cross-sectional average, the 𝑝
𝑡ℎ order 
lags for the first difference of cross sectional average and the 𝑝𝑡ℎ order lags for the variable. The 
following equation is the most general form for carrying (Pesaran, 2007) test that includes trend 
and intercept in the regression equation. 
∆𝑧𝑖𝑡 = 𝜇𝑖 + 𝛿𝑖𝑡 + 𝜑1𝑖𝑧𝑖𝑡−1 + 𝜑2𝑖𝑧?̅?−1 + ∑ 𝑑𝑖𝑗 ∆𝑧?̅?−𝑗
𝑝
𝑗=0 + ∑ 𝑖𝑗 ∆𝑧𝑖𝑡−𝑗
𝑝
𝑗=0 + 𝑖𝑡      (2.29) 
where ∆𝑧𝑖𝑡 is the first difference of the endogenous variable, 𝜇𝑖 is the constant, 𝑡 is the trend, 𝑧𝑖𝑡−1 
is the lagged value of the variable at time 𝑡 − 1, 𝑧?̅?−1 is the cross-sectional average of all the 
countries in the panel. ∑ 𝑑𝑖𝑗 ∆𝑧?̅?−𝑗
𝑝
𝑗=0  is the lagged 𝑝
𝑡ℎorder value of the cross-sectional average 
and ∑ 𝑖𝑗 ∆𝑧𝑖𝑡−𝑗
𝑝
𝑗=0  is the lagged 𝑝
𝑡ℎ order lagged value of the variable. The t- ratio 𝑡𝜑1𝑖 of the 
 
24 Breitung and Pesaran (2005) classified this test among the second generation of panel unit root tests 
that relax the assumption of cross section dependence. Other tests like Levin, Lin and Chu (2002) and Chang and 
Song (2005) belong to the first generation of tests that examine the stationarity in panel data and assume cross 
section independence. The results of the Pesaran CD test concluded that we cannot relax this assumption when 




lagged variable 𝑦𝑖𝑡−1 was calculated, and the stationarity of each variable within each country was 
determined. Then a statistics known as “cross-sectional Im, Pesaran, and Shin’s (2003)” (CIPS) 
statistics that used an augmented version of Im et al. (2003) is: 





𝑖=1                                                                    (2.30) 
Where N represents the number of countries in the panel. However, Pesaran (2007) pointed to the 
fact that extreme values could influence the value of CIPS, and he suggested using a truncated 
version of CIPS that he denotes as CIPS*, where different values of 𝑡𝜑1𝑖, denoted as 𝑡𝜑1𝑖
∗ , are used 
according to the following values: 
{
𝑡𝜑1𝑖 = 𝑡𝜑1𝑖
∗  , 𝑖𝑓 − 𝐾1 < 𝑡𝜑1𝑖 < 𝐾2
𝑡𝜑1𝑖
∗ = −𝐾1, 𝑖𝑓 𝑡𝜑1𝑖 ≤ −𝐾1
𝑡𝜑1𝑖
∗ = 𝐾2, 𝑖𝑓 𝑡𝜑1𝑖 ≥ 𝐾2
                                                                              (2.31) 
Pesaran (2007) identified the values of 𝐾1 and 𝐾2 based on the deterministic components 
in equation 2.29. For models with no intercept or trend, 𝐾1 = 6.12  and  𝐾2 = 4.16. For models 
with intercept only, 𝐾1 = 6.19  and  𝐾2 = 2.61 . For models with trend only, 𝐾1 =






i=1                                                                   (2.32) 
For each of the panel samples identified in Table 1.1, I tested the stationarity of the data 
using Pesaran (2007) for the level, the first difference, and the second difference. I ran the test for 
each variable for each country in the samples. The Hannan–Quinn Information Criterion (HQIC) 
determined the number of lags in the levels and each variable's first and second differences. Tables 
2.A.1 to 2.A.3 in Appendix 2.A present the values of “p” in each case.  
Moreover, I performed the test of Pesaran (2007) for each country in each sample on the 




intercept, while that on the first difference included intercept only and that on the second difference 
included neither intercept nor trend. Tables (2.A.4 to 2.A.6) in Appendix 2.A show the results of 
the individual CADF tests.  
Table 3.3 shows the results of CIPS and CIPS* on the stationarity tests for the second 
difference, the first difference, and the levels for all panel samples. We could not reject the unit 
root hypothesis for the level of the variables.  
On the other hand, the individual testing of the CADF shown in Tables (2.A.4 to 2.A.6) 
did not provide clear-cut evidence of the stationarity of the series for each country. This result may 
be the low power of the CADF test in the small sample, as this was the main reason we use the 
panel CIPS and CIPS* tests to assess the integration of the variables in the panel samples 
(Cavenaile et al., 2011, p. 23). 
Accordingly, the results showed that all the variables we intended to include in the 
monetary exchange rate model were nonstationary. Therefore, our next step was to test the 
cointegration relationship among those variables using the framework from Groen and Kleibergen 
(2003), explained in the section 2.4.2. 
To apply this procedure, we needed to determine the total number of lags in each country's 
VECM model. To determine the lag order, we used two setups for the VECM monetary exchange 
rate model. The first setup included the s, y, and m variables, and the second included the s, y, m, 
and price variables. 
We could choose the lag order for the VECM models within those two setups using the 
Hannan–Quinn information criterion. Table (2.A.7) in the Appendix shows the chosen number of 
lags for each country in the panel samples. As the table shows, the lag order of the VECM within 




Groen and Kleibergen (2003) method to determine the cointegration relationships and the 
cointegration vectors between those variables. 
The cointegration rank for each setup of the model and within each sample was determined 
using the likelihood test statistics given in equation (2.26). Tables 2.3 and 2.4 show the results of 
the cointegration rank tests for the two setups of the model. A cointegration test starts by testing 
the null hypothesis of Π = 0 against the alternative of full rank. In the table, this refers to r = 0. 
The rank increases by one unit each time the null hypothesis is rejected.  
When we cannot reject the null hypothesis, the value of “r” determines the rank of the 
cointegration matrix Π. That means there must be some cointegration among the variables in the 
model. Table 2.3 shows the first setup of the monetary exchange rate model from Groen and 
Kleibergen (2003). Table 2.4 shows the same test results for the second setup of the model, 
including the precision levels where the cointegration vectors were obtained for each panel sample. 
In Table 2.3, panels one to four show that all the samples indicate one cointegration 
relationship between the exchange rate, income “y,” and monetary variable “m.” However, panels 
5 and 6 show that there are at least two cointegration relationships. If the significance level is at 
10%, then according to the test, there are three cointegration relationships among the exchange 
rate and the monetary fundamentals “y” and “m.” 
According to Table 2.4, when we added the price to the list of other fundamental variables, 
we could see that panels 1 and 2 show two cointegration relationships between exchange rate “s” 




cointegration relationship between the four variables. Moreover, panel 5 shows more than three 
cointegration relationships between the exchange rate, monetary fundamentals, and price.25 
In equation (2.26), we tested the assumption of a common cointegration vector among the 
countries. We estimated the likelihood test statistics for each panel, and Table 2.6 shows the test 
results. Those results showed that the hypothesis of a common cointegration vector was rejected 
in all cases accordingly the conclusion is that there is heterogeneity in the long run relationship 
between exchange rate and macroeconomic fundamentals for each country included in the panel 
samples.  
The normalization of the cointegration vector (CV) enables us to write the long-run 
relationship between the exchange rate and monetary variable, as stipulated theoretically in the 
flexible exchange rate model. In other words, the study performed the normalization for Model 1 
in equation (2.33). 
Normalization for CV1 Model 1: 𝛽𝑖 = [1 𝛽12,𝑖 𝛽13,𝑖]′                  (2.33) 
Normalization for CV2 Model 1: 𝛽𝑖 = [0 1 𝛽23,𝑖]′                       (2.34) 
According to the theoretical flexible monetary model, the sign of 𝛽2,𝑖 is expected to be 
positive, and 𝛽3,𝑖  is expected to be -1. Tables 2.7 presents the results of the normalized 
cointegration vectors for Model 1 in Panel 626. The results show that the coefficient of income 
coincides with what the theory indicates in 12 countries. However, there is no clear-cut evidence 
 
25 The level of precision is the lowest level at which the GMM objective function is minimized. I chose 
the level 10−6 for all the panel samples. However I could not minimize this objective function for panel 6 in 
Model 1 at a level of precision higher than 3.9 ×  10−4, and for panel 5 in Model 2, the highest level of  precision 
is 10−5. In addition, I could not compute the cointegration vectors or compute the cointegration rank for panel 6 in 
Model 2 due to the estimation of large number of parameters that exhaust the degrees of freedom in the VECM 
model. 
26 I choose to present the results of this panel since it contains larger number of countries but the same 




that the value of 𝛽3,𝑖 is -1. Although some cases show negative values for the estimated coefficient 
𝛽3,𝑖. The table highlights the values that conform to theory in green and the values that follow only 
the negative sign in gray. 
Furthermore, Tables 2.8.i-2.8.iii show the results of the adjustment parameters that 
correspond to the normalized cointegration vectors along with their standard errors and p-values. 
The results of alpha should be negative and significant for a valid cointegration vector that reflects 
the correct long run relationship between the exchange rates and macroeconomics fundamentals. 
As evident from the table, the absolute values of the adjustment parameters are less than 1. The 
values correspond to the cointegration vector of the theoretical monetary exchange rate models in 
the exchange rate equation are all negative. The negative values of the adjustment parameters were 
significant at 1% for four countries. Those countries, with green highlights in Tables 2.8.i-2.8.iii, 
are Australia, Czech Republic, Israel, and Switzerland. Whereas we have two countries with 
negative significant adjustment parameter at 5%, Brazil and United Kingdom. Finally, the 
adjustment parameter was significant in case of Poland at 10%.  
 As a final step, I tested the hypothesis of theoretical monetary exchange rate model 
restriction. More specifically, I tested the hypothesis of the partial homogeneous cointegration 
𝛽𝑖 = [1 𝛽12,𝑖 −1]
′.                             
Groen and Kleibergen (2003) refers to this test as the partial homogeneous  likelihood ratio 
test. The likelihood ratio test is calculated as in equation 2.26 but instead of calculating Ω̂(Π𝐵 ), I 
used the restricted cointegration vector and estimate the new Ω̂(Π𝐶
∗
 
) and calculate the new LR test 
statists. The result of the LR test is 1212.4 which indicate that we may reject the null of the 




not support to the restriction for the monetary variable that is implied by the theoretical exchange 
rate model explained earlier.  
2.6 Conclusion  
The current essay explored the theoretical and empirical evidence of the cointegration 
relationship between exchange rate and monetary fundamentals. The empirical exercise comprises 
those countries that followed flexible exchange rate regimes classified by the IMF in AREAER 
2018. The novel contribution is that it applied a Johansen (1991) and Johansen (1995) based 
methodology for cointegration within the panel data framework, as explained in Groen & 
Kleibergen's (2003). However, previous studies applied the residual-based methodology to explore 
this cointegration relationship.  
The findings indicate that it is a mistake to estimate the monetary exchange rate model 
within the panel framework and ignore the cross-sectional dependence between the individual 
units included in each panel. Moreover, there is at least one long-run relationship between 
exchange rate and monetary fundamentals. Using a methodology like Groen & Kleibergen (2003) 
to explore this relationship will enable us to estimate the coefficients of the cointegration vectors 
when there is more than one long-run relationship between the variables. Nevertheless, there is 
heterogeneity in these cointegration relationships among different individual units within each 
sample.  
Furthermore, I found mixed evidence on the validity of the restrictions implied by the 
monetary exchange rate model. The estimated coefficient of the economic activity variable follows 
the sign expected in theory in most samples and among different versions of the model. Although, 




evidence that it moves with the same percentage and in the same direction of the nominal exchange 
rate.  
Future research should estimate the monetary exchange rate model while incorporating 
those long-run relationships between the monetary and exchange rates. This extension might 
produce better out-of-sample forecast results than the benchmark models considered in the 
literature. Essay 3 presents an example of this attempt to address the interaction relationships 
between individual units of a global model. 
2.7 Tables 
Table 2.1: Panel Data Used in the Monetary Exchange Rate Model 
Panel Time Period Countries 
1 1975Q1–2016Q4  Australia, Canada, Japan, Switzerland, and the UK 
2 1980Q3–2016Q4  Australia, Canada, Japan, Switzerland, the UK, Korea, and New 
Zealand 
3 1985Q1–2016Q4  Australia, Canada, Japan, Switzerland, the UK, Korea, New 
Zealand, and India 
4 1990Q1–2016Q4  Australia, Canada, Japan, Switzerland, the UK, Korea, New 
Zealand, India, Colombia, Israel, Mexico, Poland, and South 
Africa 
5 1995Q1–2016Q4  Australia, Canada, Japan, Switzerland, the UK, Korea, New 
Zealand, India, Colombia, Israel, Mexico, Poland, South Africa, 
Czech Republic, Hungary, Brazil. 
6 2000Q1–2016Q4 
 
Australia, Canada, Japan, Switzerland, UK, Korea, New Zealand, 
India, Colombia, Israel, Mexico, Poland, South Africa, Czech 





























T and N Sample 
Variables Residuals of ADF on s at lag=1,2,3,4 
Residuals of ADF on 
M at lag=1,2 
S m y price sresP1 sresP2 sresP3 sresP4 mresP1 mresP2 
T=168 
N=5 
1 7.10*** 31.26*** 12.96*** -0.43*** 14.09*** 14.14*** 13.78*** 13.69*** 4.47*** 4.30*** 
T=146 
N=7 
2 16.17*** 45.11*** 7.42*** 3.21*** 18.45*** 18.38*** 18.13*** 18.01*** 7.30*** 6.95*** 
T=128 
N=8 
3 15.10*** 50.11*** 3.12*** -0.1 18.57*** 18.38*** 18.11*** 17.97*** 7.70*** 7.19*** 
T=108 
N=13 
4 16.97*** 80.51*** 15.51*** -0.61 19.36*** 19.09*** 19.27*** 19.03*** 12.70*** 12.77*** 
T=88    
N=16 
5 27.48*** 84.69*** 25.36*** 10.75*** 29.90*** 29.73*** 30.15*** 29.76*** 16.61*** 16.24*** 
T=68    
N=20 
6 31.19*** 63.49*** 30.63*** 23.27*** 39.22*** 39*** 39.18*** 38.44*** 20.97*** 20.69*** 
T and N Sample 
Residuals of ADF 
on M at lag=3,4 
Residuals of ADF on y at lag=1,2,3,4 Residuals of ADF on P at lag=1,2,3,4 
mresP3 mresP4 yresP1 yresP2 yresP3 yresP4 priceresP1 priceresP2 priceresP3 priceresP4 
T=168 
N=5 
1 4.34*** 4.49*** 5.54*** 5.55*** 5.51*** 5.56*** 13.26*** 13.94*** 13.83*** 13.74*** 
T=146 
N=7 
2 7.04*** 7.11*** 6.78*** 6.51*** 6.28*** 6.50*** 15.46*** 16.32*** 16.37*** 17.82*** 
T=128 
N=8 
3 7.24*** 7.49*** 9.90*** 9.66*** 9.14*** 9.51*** 16.91*** 17.54*** 17.92*** 19.90*** 
T=108 
N=13 
4 12.45*** 12.92*** 11.89*** 12.03*** 11.51*** 12.19*** 22.29*** 22.44*** 22.29*** 25.21*** 
T=88    
N=16 
5 15.52*** 16.17*** 16.31*** 16.71*** 15.41*** 16.02*** 31.33*** 30.51*** 30.76*** 34.07*** 
T=68    
N=20 
























Panel 1: T=168   
N=5 
Panel 2: T = 146   
N=7 
Panel 3: T=128   
N=8 
Panel 4: T=108   
N=13 
Panel 5: T=88   
N=16 
Panel 6: T=68   
N=20 
 
CIPS CIPS* CIPS CIPS* CIPS CIPS* CIPS CIPS* CIPS CIPS* CIPS CIPS* 
s -2.19 -2.19 -2.18 -2.18 -2.4 -2.4 -2.09 -2.09 -1.61 -1.61 -1.45 -1.45 
y   -2.34 -2.34 -2.05 -2.05 -1.96 -1.96 -2.54 -2.54 -2.24 -2.24 -2.37 -2.37 
m -1.3 -1.3 -1.37 -1.37 -1.34 -1.34 -2.06 -2.06 -1.86 -1.86 -1.97 -1.97 
price -1.92 -1.92 -1.05 -1.05 -1.53 -1.53 -2.39 -2.39 -1.98 -1.98 -1.40 -1.40 
ds -7*** -5.194*** -7.02*** -5.51*** -7.75*** -5.67*** -6.78*** -5.59*** -6.68*** -5.76*** -5.43*** -5.23*** 
dy -8.52*** -6.16*** -6.49*** -5.54*** -7*** -5.34*** -6.75*** -5.36*** -6.37*** -5.24*** -6.44*** -5.54*** 
dm -6.93*** -5.09*** -6.36*** -5.19*** -5.25*** -4.87*** -5.03*** -4.59*** -4.58*** -4.2*** -4.93*** -4.57*** 
dprice -2.98*** -2.98*** -3.52*** -3.38*** -2.9*** -2.9*** -4.14*** -3.76*** -3.56*** -3.43*** -3.33*** -3.18*** 
d2s -7.97*** -5.73*** -7*** -5.91*** -6.97*** -6.11*** -6.30*** -5.59*** -4.97*** -4.92*** -4.66*** -4.58*** 
d2y -7.89*** -6.08*** -8.07*** -6.12*** -7.66*** -6.12*** -6.85*** -5.98*** -6.23*** -5.82*** -5.94 -5.75 
d2m -7.81*** -5.96*** -7.43*** -5.98*** -7.03*** -5.94*** -7.10*** -6.12*** -6.58*** -5.85*** -5.28*** -5.25*** 






Table 2.4: Panel Cointegration Test Using the Method from Groen and Kleibergen (2003), Model 1 
 Model 1: {s, m, y} 
 





Panel 1 0 137.55* 134.21 146.84 173.7 1 10
−6 
1 58.08 66.08 76.39 99.08 1 
2 10.64 13.63 19.19 32.68 1  
            
 
Panel 2 
0 193.21* 187.41 206.33 245.91 1 
10−6 
1 75.63 93.21 107.69 138.67 1 
2 13.27 19.17 27.13 45.67 1  
            
 
Panel 3 
0 252.21** 213.92 235.91 279.08 1 
10−6 
1 94.9 106.94 123.32 158.083 1 
2 21.84 21.8 30.97 52.37 1  
            
 
Panel 4 
0 443.96** 348.02 382.25 453.53 1 
10−6 
1 151.2 172.55 198.97 257.16 1 
2 51.71 35.13 49.55 85.42 1  
            
 
Panel 5 
0 626.01*** 428.67 472.14 561.44 2 
10−6 
1 242.62* 211.56 244.17 315.22 2 
2 53.54* 43.12 60.73 106.18 2   
            
 
Panel 6 
0 1037.29*** 535.4622 589.71 698.36 2 
3.9 ×  10−4 
1 415.47*** 266.0916 306.69 396.15 2 







Table 2.5: Panel Cointegration Test Using the Method from Groen and Kleibergen (2003), Model 2 
 Model 2: {s, m, y, price} 
 r 





Panel 1 0 365.31*** 218.85 235.19 268.55 2 10
−6 
1 146.72* 133.74 147.16 175.42 2 
2 63.65 66.45 76.98 98.42 2 
3 10.05 13.94 19.55 33.14 2  
            
 
Panel 2 0 380.29*** 307.3 331.06 378.3 2 10
−6 
1 187.28* 187.2 205.99 244.25 2 
2 72.29 93.34 107.97 139.97 2 
3 17.5 19.05 26.65 45.2 2  
            
 
Panel 3 0 467.7*** 350.77 376.62 432.31 1 10
−6 
1 179.25 213.69 234.91 279.65 1 
2 69.34 106.15 122.56 157.98 1 
3 19.55 21.63 30.84 53.06 1  
            
 
Panel 4 0 848.9*** 570.25 613.99 702.06 1 10
−5 
1 344.6 349 383.34 455.72 1 
2 81.08 173.13 199.25 256.41 1 
3 13.51 34.45 49.16 85.08 1  
            
 
Panel 5 0 1160.63*** 701.19 754.26 859.69 more than 3 10
−6 
1 672.4*** 428.48 472.56 559.39 more than 3 
2 324.26*** 212.98 244.75 315.55 more than 3 


















Panel Model LR DF 10% 5% 1% 
1 First Model 42.36*** 8 13.362 15.507 20.09 
1 Second Model 142.29*** 12 18.549 21.026 26.217 
2 First Model 76.86*** 12 18.549 21.026 26.217 
2 Second Model 152.66*** 18 25.989 28.869 34.805 
3 First Model 94.54*** 14 21.064 23.685 29.141 
3 Second Model 184.71*** 21 29.615 32.671 38.932 
4 First Model 293.13*** 24 33.196 36.415 42.98 
4 Second Model 1123.28*** 36 44.9 48.6 56.06 
5 First Model 442.92*** 30 40.256 43.773 50.892 
5 Second Model 893.60*** 45 58.64 62.83 71.2 




Table 2.7: Normalized Cointegration Vectors for Panel 6 Model 1  
Country CV s y m Country CV s y m 
United 
Kingdom 
CV1 1.00 0.56 -0.23 
Brazil  
CV1 1.00 0.92 0.40 
CV2 0.00 1.00 0.05 CV2 0.00 1.00 -0.91 
Norway 
CV1 1.00 7.63 -0.37 
Colombia  
CV1 1.00 4.54 -1.71 
CV2 0.00 1.00 -0.06 CV2 0.00 1.00 -0.38 
Switzerland 
CV1 1.00 1.10 1.02 
Mexico  
CV1 1.00 6.83 -2.40 
CV2 0.00 1.00 0.52 CV2 0.00 1.00 -0.43 
Canada 
CV1 1.00 -2.03 0.59 
Israel  
CV1 1.00 0.34 0.19 
CV2 0.00 1.00 -0.14 CV2 0.00 1.00 -0.34 
Japan 
CV1 1.00 0.66 -0.76 
India  
CV1 1.00 -0.98 0.57 
CV2 0.00 1.00 -0.44 CV2 0.00 1.00 -0.59 
Iceland 
CV1 1.00 1.08 -0.72 
Korea  
CV1 1.00 0.56 4.90 
CV2 0.00 1.00 -0.85 CV2 0.00 1.00 -4.57 
Turkey 
CV1 1.00 -0.91 0.34 
Russia  
CV1 1.00 -3.96 -0.16 
CV2 0.00 1.00 -0.41 CV2 0.00 1.00 0.06 
Australia 
CV1 1.00 1.22 0.41 
Czech Republic  
CV1 1.00 -0.63 0.20 
CV2 0.00 1.00 0.36 CV2 0.00 1.00 -1.02 
New Zealand 
CV1 1.00 2.97 -4.11 
Hungary  
CV1 1.00 -0.60 0.39 
CV2 0.00 1.00 0.10 CV2 0.00 1.00 -0.60 
South Africa 
CV1 1.00 -13.24 0.86 
Poland  
CV1 1.00 -1.14 0.95 
CV2 0.00 1.00 -0.07 CV2 0.00 1.00 -0.83 
Notes:  
CV1: Is the first cointegration vector in the VECM model of the corresponding country  




















variable   alpha 
Std. 
Error P-value Country  
VECM 






CV1 -0.107** 0.053 0.045 
Brazil 
s11 
CV1 -0.136** 0.067 0.045 
CV2 0.193 0.189 0.308 CV2 -0.027 0.069 0.698 
y1 
CV1 0.023 0.012 0.053 
y11 
CV1 -0.022 0.014 0.099 
CV2 -0.093 0.042 0.028 CV2 -0.001 0.014 0.916 
m1 
CV1 0.172 0.114 0.131 
m11 
CV1 -0.046 0.028 0.093 
CV2 -0.514 0.404 0.204 CV2 0.048 0.028 0.089 
Norway 
s2 
CV1 -0.049 0.049 0.319 
Colombia 
s12 
CV1 -0.006 0.006 0.313 
CV2 0.254 0.401 0.527 CV2 -0.366 0.239 0.126 
y2 
CV1 0.027 0.025 0.276 
y12 
CV1 -0.003 0.002 0.025 
CV2 -0.238 0.204 0.244 CV2 -0.172 0.061 0.005 
m2 
CV1 -0.007 0.066 0.913 
m12 
CV1 -0.010 0.003 0.001 
CV2 0.040 0.541 0.941 CV2 -0.198 0.105 0.059 
Switzerland 
s3 
CV1 -0.152*** 0.049 0.002 
Mexico 
s13 
CV1 -0.027 0.041 0.508 
CV2 0.004 0.047 0.936 CV2 0.039 0.183 0.833 
y3 
CV1 -0.022 0.022 0.320 
y13 
CV1 -0.016 0.007 0.022 
CV2 -0.023 0.021 0.289 CV2 0.049 0.031 0.120 
m3 
CV1 -0.006 0.032 0.853 
m13 
CV1 -0.006 0.013 0.635 
CV2 -0.038 0.030 0.218 CV2 0.063 0.057 0.267 
Canada 
s4 
CV1 -0.089 0.073 0.225 
Israel 
s14 
CV1 -0.284*** 0.086 0.001 
CV2 -0.182 0.118 0.123 CV2 -0.209 0.128 0.103 
y4 
CV1 0.041 0.020 0.043 
y14 
CV1 -0.069 0.049 0.161 
CV2 -0.044 0.032 0.176 CV2 -0.165 0.073 0.024 
m4 
CV1 0.011 0.026 0.658 
m14 
CV1 -0.173 0.089 0.053 











variable   alpha 
Std. 
Error P-value Country  
VECM 





CV1 -0.017 0.050 0.730 
India 
s15 
CV1 -0.083 0.054 0.126 
CV2 0.263 0.140 0.060 CV2 0.042 0.058 0.470 
y5 
CV1 0.046 0.025 0.072 
y15 
CV1 0.039 0.024 0.102 
CV2 -0.220 0.071 0.002 CV2 -0.064 0.026 0.014 
m5 
CV1 0.087 0.035 0.014 
m15 
CV1 -0.026 0.079 0.740 
CV2 -0.022 0.098 0.822 CV2 -0.180 0.085 0.035 
Iceland 
s6 
CV1 -0.025 0.042 0.546 
Korea 
s16 
CV1 -0.023 0.019 0.238 
CV2 -0.051 0.045 0.255 CV2 -0.001 0.018 0.942 
y6 
CV1 -0.083 0.036 0.021 
y16 
CV1 -0.006 0.011 0.578 
CV2 0.004 0.038 0.908 CV2 -0.013 0.010 0.208 
m6 
CV1 -0.040 0.021 0.059 
m16 
CV1 -0.034 0.014 0.015 
CV2 0.050 0.023 0.025 CV2 -0.011 0.013 0.392 
Turkey 
s7 
CV1 -0.028 0.045 0.538 
Russia 
s17 
CV1 -0.011 0.042 0.792 
CV2 0.345 0.144 0.017 CV2 -0.068 0.163 0.678 
y7 
CV1 0.030 0.014 0.028 
y17 
CV1 0.015 0.009 0.080 
CV2 -0.078 0.044 0.078 CV2 0.011 0.034 0.740 
m7 
CV1 -0.025 0.017 0.146 
m17 
CV1 -0.003 0.020 0.889 
CV2 0.143 0.055 0.009 CV2 -0.122 0.079 0.120 
Australia 
s8 




CV1 -0.273*** 0.086 0.002 
CV2 -0.158 0.117 0.177 CV2 0.472 0.168 0.005 
y8 
CV1 0.004 0.009 0.659 
y18 
CV1 0.063 0.020 0.002 
CV2 -0.004 0.025 0.875 CV2 -0.102 0.039 0.010 
m8 
CV1 0.008 0.023 0.745 
m18 
CV1 0.015 0.031 0.616 






















value Country  
VECM 








CV1 -0.019 0.020 0.339 
Hungary 
s19 
CV1 -0.084 0.064 0.192 
CV2 -0.269 0.197 0.173 CV2 0.183 0.136 0.180 
y9 
CV1 -0.005 0.006 0.465 
y19 
CV1 0.020 0.018 0.259 
CV2 -0.158 0.064 0.013 CV2 -0.051 0.038 0.180 
m9 
CV1 0.013 0.007 0.082 
m19 
CV1 0.047 0.029 0.103 









0.189* 0.104 0.070 
CV2 0.484 0.703 0.491 CV2 -0.062 0.079 0.430 
y10 
CV1 0.010 0.008 0.236 
y20 
CV1 0.077 0.025 0.002 
CV2 -0.235 0.133 0.078 CV2 -0.045 0.019 0.017 
m10 
CV1 0.018 0.017 0.291 
m20 
CV1 0.072 0.043 0.095 








Table 2.A.1: Number of Lags for the Variables Tested Using Pesaran (2007) Based on HQIC for Samples 1, 2, And 3 
Country  s y   m price ds dy dm dprice d2s d2y d2m d2price 
Panel (1) 
United Kingdom 4 2 1 1 2 1 0 4 3 4 4 4 
Switzerland 1 2 1 3 0 0 0 4 4 4 4 3 
Canada 2 2 2 2 0 1 1 1 3 4 2 4 
Japan 4 2 4 3 3 1 4 4 3 4 4 3 
Australia 1 1 4 4 0 0 3 4 4 4 3 4 
Panel (2) 
United Kingdom 4 2 1 2 2 1 0 4 3 2 4 3 
Switzerland 1 2 1 4 0 1 0 4 3 4 4 3 
Canada 1 2 2 2 0 1 1 1 3 4 2 4 
Japan 4 2 2 3 3 1 4 4 3 4 4 3 
Australia 1 1 4 2 0 0 3 4 4 4 3 3 
New Zealand  2 1 3 3 0 0 4 2 4 4 4 3 
Korea 1 3 2 1 1 2 1 0 4 0 3 3 
Panel (3) 
United Kingdom 3 1 1 1 2 0 0 4 4 3 4 3 
Switzerland 1 2 2 4 0 1 1 4 3 4 4 3 
Canada 1 2 2 2 0 1 1 1 3 4 3 4 
Japan 4 2 1 1 3 1 4 4 3 4 4 3 
Australia 1 1 4 2 0 0 3 4 4 4 3 4 
New Zealand  2 1 3 4 0 0 2 4 2 4 4 4 
India 1 3 3 4 0 2 2 4 4 0 1 3 


























Country  s y   m price ds dy dm dprice d2s d2y d2m d2price 
Panel (4) 
United Kingdom 1 1 1 1 0 0 0 4 4 3 2 3 
Switzerland 1 2 2 4 0 1 1 4 4 4 4 3 
Canada 1 2 2 2 0 1 1 1 3 4 2 4 
Japan 4 2 1 1 3 0 4 4 3 4 4 3 
Australia 1 3 4 1 0 1 3 4 4 4 3 4 
New Zeland  1 1 3 3 1 0 2 2 3 4 3 3 
South Africa* 1 1 2 2 0 0 1 1 2 3 2 2 
Colombia 1 2 3 4 0 1 2 4 3 2 1 3 
Mexico 4 2 2 4 3 4 2 3 3 4 3 2 
Israel 1 1 2 2 0 0 1 4 4 4 4 3 
India 1 3 3 4 0 2 2 4 4 0 1 3 
Korea 1 2 1 1 1 2 0 0 4 3 3 3 
Poland  1 1 3 4 0 1 4 4 4 4 2 4 
Panel (5) 
United Kingdom 1 1 1 1 0 2 0 4 4 2 2 3 
Switzerland 1 4 2 4 0 3 1 4 4 4 4 3 
Canada 1 2 2 2 0 0 1 1 3 4 2 4 
Japan 4 1 1 1 3 0 4 4 4 4 4 3 
Australia 
1 3 4 3 0 2 3 2 4 2 2 4 
New Zealand  
2 1 2 3 0 0 1 2 3 4 4 3 
South Africa* 1 1 1 2 0 0 3 1 2 3 2 0 
Brazil 1 4 1 4 0 1 0 3 4 2 4 2 
Colombia 1 3 3 4 0 1 2 4 3 1 1 3 
Mexico 1 1 2 4 0 0 1 4 4 4 3 4 
Israel 1 1 3 2 0 0 1 1 4 4 1 3 
India 1 2 3 4 0 1 2 4 4 4 1 3 
Korea 
1 3 1 1 0 2 1 0 4 3 3 3 
Czech Republic 
1 1 4 1 0 0 3 4 4 4 2 3 
Hungary 1 1 3 4 0 0 2 4 4 2 1 3 
Poland  







Table 2.A.3: Number of Lags for the Variables Tested Using Pesaran (2007) Based on HQIC for Sample 6 
Country  s y   m price ds dy dm dprice d2s d2y d2m d2price 
Panel (6) 
United Kingdom 1 1 1 1 0 0 0 4 4 2 2 3 
Norway 1 2 1 3 0 1 0 4 4 2 3 3 
Switzerland 1 1 2 4 0 0 1 4 4 2 4 3 
Canada 1 2 2 1 0 0 1 1 3 4 2 4 
Japan 1 1 1 1 0 0 0 0 4 4 4 3 
Iceland  2 1 3 2 1 0 1 1 2 2 1 1 
Turkey  1 2 2 2 0 1 1 4 4 3 3 3 
Australia 1 2 2 3 0 1 0 2 4 2 2 4 
New Zealand  1 1 2 3 0 0 0 2 3 4 4 3 
South Africa* 1 1 2 2 0 0 1 1 2 4 2 0 
Brazil 1 2 2 4 0 1 1 3 4 4 2 3 
Colombia 1 1 1 4 0 0 2 3 2 2 1 3 
Mexico 1 2 2 4 0 1 1 4 2 1 4 3 
Israel 1 1 2 2 0 0 1 1 4 4 1 3 
India 1 2 3 4 0 1 2 4 1 0 1 4 
Korea 1 3 1 1 0 2 0 0 4 2 4 3 
Russia  4 1 2 4 3 0 1 4 2 4 2 3 
Czech Republic 1 1 2 1 0 0 1 4 4 4 2 3 
Hungary 1 1 3 4 0 0 2 3 4 2 1 3 









Table 2.A.4: Individual CADF Results for Samples 1, 2, and 3 
 
 
Panel 1: T=168   N=5 s y   m price ds dy dm dprice d2s d2y d2m d2price 
United Kingdom -2.36 -3.25 -1.73 -4.26** -3.53** -6.64*** -9.83*** -3.11* -5.25*** -5.92*** -5.34*** -6.93*** 
Switzerland -1.88 -1.32 -2.39 -3.76** -8.46*** -12.61*** -11.57*** -1.89 -5.05*** -8.38*** -7.53*** -6.95*** 
Canada -1.96 -2.53 -1.83 0.4 -9.93*** -7.92*** -6.41*** -4.62*** -13.88*** -10.02*** -9.33*** -6.86*** 
Japan -2.1 -2.41 -0.26 -1.83 -3.87** -6.03*** -2.89 -2.93* -7.71*** -7.42*** -8.33*** -5.85*** 
Australia -2.67 -2.17 -0.27 -0.14 -9.2*** -9.39*** -3.97** -2.34 -7.95*** -7.7*** -8.54*** -4.13*** 
Panel 2: T = 146   N=7 s y   m price ds dy dm dprice d2s d2y d2m d2price 
United Kingdom -1.96 -3.69 -1.35 -1.3 -4.23*** -6.3*** -9.67*** -2.99 -5.85*** -7.83*** -5.16*** -7.47*** 
Switzerland -1.48 -0.66 -2.82 -3 -9.11*** -8.28*** -10.87*** -3.13 -7.46*** -7.21*** -7.18*** -6.9*** 
Canada -1.74 -2.51 -2.97 -1.32 -9.1*** -7.04*** -5.57*** -3.93** -7.96*** -9.02*** -8.24*** -6.51*** 
Japan -2.08 -3.71 -1.59 -0.93 -3.4 -6.99*** -2.77 -3.68* -8.16*** -8.65*** -8.04*** -5.7*** 
Australia -3 -1.18 0.45 -0.17 -7.74*** -9.11*** -3.72* -2.42 -7.38*** -7.04*** -7.85*** -6.85*** 
New Zealand  -2.54 -1.08 -0.87 0.47 -7.24*** -4.1*** -5.7*** -1.35 -4.95*** -8.03*** -7.75*** -5.59*** 
Korea -2.46 -1.51 -0.44 -1.09 -8.29*** -3.6*** -6.22*** -7.13*** -7.19*** -8.7*** -7.82*** -7.43*** 
Panel 3: T=128   N=8 s y   m price ds dy dm dprice d2s d2y d2m d2price 
United Kingdom -2.21 -1.93 -1.52 -0.37 -4.42*** -10.13*** -9.26*** -2.2 -6.02*** -7.11*** -4.67*** -6.85*** 
Switzerland -3.87 -0.27 -2.72 -2.8 -9.11*** -8.31*** -5.97*** -2.32 -6.97*** -6.91*** -6.8*** -7.31*** 
Canada -1.95 -2.45 -2.89 -1.73 -8.5*** -6.78*** -5.2*** -5.71***. -7.42*** -8.45*** -7.16*** -7.58*** 
Japan -2.89 -3.52 -1.46 -0.18 -3.82** -6.86*** -2.79 -2.24 -8.21*** -8.61*** -7.73*** -5.58*** 
Australia -2.99 -1.77 -0.25 -2.46 -7.44*** -8.7*** -3.8** -2.04 -6.45*** -6.5*** -7.38*** -5.6*** 
New Zealand  -2.58 -2.34 -1.69 -5.14 -6.78*** -9.59*** -5.42*** -2.43 -6.26*** -9.03*** -7.75*** -6.78*** 
India -0.12 -1.25 -0.16 1.49 -9.8*** -2.73 -3.6** -3.14* -8.07*** -7.79*** -7.29*** -6.37*** 







Table 2.A.5: Individual CADF Results for Samples 4 and 5 
 
 
Panel 4: T=108  N=13 s y   m price ds dy dm dprice d2s d2y d2m d2price 
United Kingdom -2 -0.93 -1.75 -3.22 -6.82*** -8.2*** -9.12*** -3.31** -5.28*** -5.43*** -7.5*** -5.43*** 
Switzerland -3.1 -0.83 -3.08 -4.51*** -9.47*** -7.42*** -5.39*** -3.6** -5.7*** -5.75*** -6.16*** -6.52*** 
Canada -0.18 -2.63 -3.96** -2.63 -6.9*** -6.44*** -4.78*** -6.98*** -5.39*** -7.83*** -7.37*** -7.28*** 
Japan -2.9 -3.44* -1.99 0.43 -3.69* -9.05*** -2.12 -2.78 -7.83*** -7.7*** -6.99*** -6.27*** 
Australia -1.55 -2.11 -2.04 -3.24 -6.19*** -4.92*** -4.58*** -3.93*** -3.85** -5.76*** -6.83*** -5.79*** 
New Zeland  -1.99 -2.02 -2.81 -3.19 -3.25 -9.63*** -3.88** -6.09*** -4*** -8.31*** -6.71*** -6.63*** 
South Africa* -2.2 -3.04 -1.63 -1.83 -8.24*** -10.59*** -6.8*** -4.44*** -7.87*** -7.31*** -8.45*** -6.54*** 
Colombia -2.82 -3.1 -1.12 -2.35 -8.41*** -5.12*** -3.91*** -1.22 -6.47*** -5.96*** -9.65*** -6.1*** 
Mexico -2.6 -3.87** -4.2** -3.76** -3.78** -4.47*** -4.59*** -2.75 -7.19*** -7.66*** -6.88*** -6.97*** 
Israel -2.91 -3.3 -3.14 -1.45 -8.12*** -9.98*** -4.73*** -3.89*** -7.31*** -8.4*** -6.06*** -7.12*** 
India -1.79 -2.8 -0.7 -2.14 -8.82*** -2.06 -3.65* -3.16* -8.49*** -6.69*** -6.57*** -6.72*** 
Korea -2.42 -1.65 -0.3 -3.27 -6.93*** -4.78*** -8.29*** -10.4*** -5.59*** -5.83*** -6.64*** -5.71*** 
Poland  -0.66 -3.28 -0.02 0.05 -7.54*** -5.03*** -3.49* -1.25 -6.96*** -6.48*** -6.54*** -4.02*** 
Panel 5: T=88 N=16 s y   m price ds dy dm dprice d2s d2y d2m d2price 
United Kingdom -1.27 -0.48 -1.58 -1.91 -5.76*** -2.4 -8.59*** -2.65 -3.93*** -5.97*** -6.89*** -3.94*** 
Switzerland -2.41 -2.08 -3.6* -3.14 -8.32*** -3.21* -5.21*** -3.1* -4.74*** -5.06*** -5.65*** -6.17*** 
Canada -0.05 -2.76 -3.92** -1.8 -6.02*** -7.5*** -4.99*** -5.64*** -4.34*** -6.79*** -6.29*** -6.01*** 
Japan -2.53 -3.44* 0 0.54 -3.6** -8.53*** -2.18 -1.96 -5.33*** -6.57*** -7.2*** -4.55*** 
Australia -1.33 -2.6 -3.03 -2.64 -4.55*** -3.83** -4.72*** -5.62*** -2.57 -7.03*** -7.4*** -5.39*** 
New Zealand  -1.66 -1.62 0.33 -3.11 -4.68*** -8.94*** -5.65*** -5.32*** -3.36*** -6.59*** -6.35*** -6.27*** 
South Africa* -1.69 -2.6 -2.36 -0.94 -7.19*** -9.26*** -3.74** -3.78** -6.95*** -6.71*** -7.15*** -9.08*** 
Brazil -3.06 -0.14 -3.37 -2.63 -5.87*** -6.69*** -9.93*** -3.49** -5.33*** -7.03*** -7.3*** -6.02*** 
Colombia -3.09 -3.2 -1.95 -2.87 -7.69*** -4.29*** -4.22*** -1.29 -5.44*** -8.1*** -7.95*** -4.64*** 
Mexico -2.72 -4.32** -2.04 -2.97 -9.15*** -8.47*** -2.93 -2.99 -5.76*** -5.55*** -5.78*** -3.99*** 
Israel -2.94 -2.69 -2.66 -1.49 -7.12*** -8.44*** -3.71*** -4.47*** -6.09*** -7.07*** -7.73*** -7*** 
India -0.03 -1.93 -0.83 -1.89 -7.44*** -4.45*** -3.42** -2.54 -4.5*** -6.35*** -5.52*** -6.06*** 
Korea -2.3 -1.3 -0.59 -2.66 -9.98*** -3.71** -5.19*** -8.14*** -5.05*** -4.78*** -5.75*** -4.14*** 
Czech Republic 0.75 -1.96 -3.76 -1.13 -6.22*** -7.18*** -3.2* -2.43 -5.4*** -6.2*** -8.26*** -4.53*** 
Hungary -0.14 -1.77 1.55 -1.08 -7.23*** -7.44*** -3.08* -2 -5.32*** -5.95*** -6.46*** -4.12*** 







Table 2.A.6: Individual CADF Results for Sample 6 
Panel 6: T=68   N=20 s y   m price ds dy dm dprice d2s d2y d2m d2price 
United Kingdom -1.11 -0.38 -2.05 -1.72 -3.99*** -5.56*** -7.48*** -2.64 -3.2** -5.38*** -6.3*** -3.55*** 
Norway 0.23 -2.38 -2.82 0.98 -5.13*** -5.08*** -7.84*** -1.8 -4.28*** -5.56*** -5.7*** -4.78*** 
Switzerland -1.72 -1.5 -2.58 -1.88 -8.08*** -9.52*** -4.91*** -2.93 -4.65*** -6.85*** -4.62*** -5.15*** 
Canada 0.16 -1.55 -2.91 -1.54 -5.11*** -6.62*** -4.1*** -4.24*** -3.75** -5.45*** -5.22*** -5.85*** 
Japan -1.96 -3.63* -0.41 0.07 -7.41*** -7.2*** -7.76*** -3.9** -4.43*** -5.77*** -6.09*** -3.61*** 
Iceland  -1.31 -2.37 -3.85** 0.64 -2.61 -8.61*** -2.39 -1.02 -3.76*** -6.36*** -5.94*** -4.48*** 
Turkey  -
4.37** 
-3.44* -1.33 -4.89*** -5.79*** -6.07*** -3.85** -2.62 -6.13*** -6*** -5.26*** -4.14*** 
Australia 0.02 -2.06 -2.49 -0.46 -3.21* -4.29*** -6.94*** -5.25*** -2.13 -6.38*** -6.38*** -5.08*** 
New Zealand  -0.74 -2.15 -1.85 -1.51 -4.57*** -8.06*** -7.13*** -5.79*** -2.79** -6.2*** -4.9*** -5.97*** 
South Africa* -1.11 -3.72* -2.22 -0.05 -6.15*** -9.39*** -4.85*** -2.01 -5.85*** -5.36*** -5.11*** -7.86*** 
Brazil -2.58 -1.51 -2.31 -2.3 -4.84*** -4.67*** -4.55*** -3.1* -4.76*** -5.08*** -4.72*** -3.88*** 
Colombia -2.13 -1.3 -1.2 -2.7 -6.15*** -7.79*** -4.32*** -1.93 -5.11*** -6.35*** -6.19*** -2.63** 
Mexico -2.31 -3.75 -0.18 -2.87 -7.4*** -4.16*** -3.74** -3.17* -6.61*** -7.17*** -4.13*** -5.71*** 
Israel -3.23 -2.93 -2.72 -1.07 -5.34*** -8.1*** -3.04* -4.31*** -4.78*** -6.18*** -6.18*** -4.81*** 
India 0.07 -2.94 -2.29 -0.97 -6.6*** -3.28** -3.42* -1.75 -6.85*** -6.85*** -4.5*** -3.54*** 
Korea -1.62 -5.35*** -1.65 -1.26 -5.84*** -4.04*** -7.11*** -9.16*** -1.98 -5.79*** -5.16*** -4.01*** 
Russia  -2.01 -1.1 -1 -2.27 -1.44 -7.63*** -4.11*** -2.98* -6.41*** -6.51*** -5.96*** -3.93*** 
Czech Republic 0.1 -2.17 -2.89 -2.99 -6.01*** -5.98*** -5.32*** -2.58 -5.7*** -4.76*** -5.2*** -4.78*** 
Hungary -1 -1.58 0.4 -0.23 -7.15*** -7.1*** -2.17 -2.75 -5.1*** -5.38*** -5.08*** -4.27*** 







Table 2.A.7 :Optimal Lags for Individual VECM Used to Apply the Cointegration Method of Groen and Kleibergen (2003) for 
All Panel Sample 
Country  Panel 1  Panel 2 Panel 3 Panel 4 Panel 5 Panel 6 
  Model 1 Model 2 Model 1 Model 2 Model 1 Model 2 Model 1 Model 2 Model 1 Model 2 Model 1 Model 2 
United 
Kingdom 1 1 1 1 1 1 1 1 1 1 1 1 
Switzerland 
1 1 1 1 1 1 1 1 1 2 1 1 
Canada 
2 2 2 2 2 2 2 2 2 1 2 1 
Japan 
1 2 1 2 1 2 1 2 1 2 1 1 
Australia 
1 1 1 1 1 1 1 1 1 1 1 1 
New Zealand  
NA NA 1 1 1 1 1 1 1 1 1 1 
Korea 
NA NA 2 2 2 2 2 2 2 1 1 1 
India  
NA NA NA NA 2 2 2 2 1 1 2 2 
South Africa 
NA NA NA NA NA NA 1 1 1 1 1 1 
Colombia 
NA NA NA NA NA NA 1 3 1 1 1 1 
Mexico 
NA NA NA NA NA NA 2 1 2 3 1 3 
Israel 
NA NA NA NA NA NA 1 1 1 1 2 1 
Poland  
NA NA NA NA NA NA 2 4 2 1 1 1 
Czech Republic 
NA NA NA NA NA NA NA NA 1 1 1 1 
Hungary 
NA NA NA NA NA NA NA NA 2 3 1 3 
Brazil 
NA NA NA NA NA NA NA NA 1 1 1 1 
Norway 
NA NA NA NA NA NA NA NA NA NA 1 1 
Iceland  
NA NA NA NA NA NA NA NA NA NA 2 2 
Turkey  
NA NA NA NA NA NA NA NA NA NA 2 1 
Russia  












16Except for South Africa I used the "Production in total manufacturing sa, Index" as the production of total industries was not available. I also used 
the Industrial production available from IFS for Korea in samples 2 and 3 and for India for samples 3 and 4. 
 
17Except for UK I used the M0 instead of M1 as it is available from 1970Q1 while M1 is available from 1983Q3. 
Variable Description Raw Series Name Definition of the Raw Series Source 
𝒔𝒊𝒕  
log of the end of the 
period rate of the 
domestic currency 
relative to the USD 
Exchange Rates, Domestic 
Currency per U.S. Dollar, 
End of Period, Rate 
End of period value of the domestic 





Log of the relative 
industrial production 
index of the country “i” 
relative to the industrial 
production of the USA. 
Production of total 
industry seasonally 
adjusted, Index 
Industrial production is an indicator 
that measures real output for all 
facilities located in the country 
manufacturing, mining, and electric, 
and gas utilities., the base year is 
2015and it is seasonally adjusted.  




Log of the relative 
money supply of each 
country relative to the log 
of money supply in the 
USA 
M1 National currency 
seasonally adjusted 
M1 comprises cash in circulation and 
demand deposits of the private 
nonbank sector in banks. 
OECD and retrieved from 
FRED website 28 
𝒑𝒓𝒊𝒄𝒆𝒊𝒕 
 
the log of the relative 
value of CPI at individual 
country relative to that of 
the USA 
Prices, Consumer Price 
Index, All items, Index 
The consumer price index is the cost 
of a fixed basket of goods and 






Chapter 3: Exchange Rate Forecasts in a GVAR Framework  
3.1 Introduction  
Most of the literature that modeled the relationship between exchange rates and 
macroeconomic fundamentals using panel data mistakenly assumed that the cross-sectional units 
included in the panel sample were independent. However, this assumption is unrealistic, given that 
most countries are affected by oil price shocks, and they are connected through trade and other 
kinds of openness. Thus, ignoring this kind of interaction among the countries might bias the 
estimated coefficients and produce unreliable out-of-sample forecasts. 
The Global Vector Autoregressive (GVAR) approach solves this limitation. This 
framework directly traces the effects of macroeconomic developments within a global context 
while considering various channels of interactions that usually arise because of the spillover 
effects. Pesaran et al. (2004) incorporated some of those missed factors in their research when they 
used GVAR primarily to analyze credit risks to some leading financial institutions after the Asian 
financial crisis of 1997. Compared to other global models, the main advantage of GVAR is that it 
solves the problem of the “curse of dimensionality” (Bellman, 1984, p. ix; Bellman & Dreyfus, 
1962, p. 322). This problem is always associated with models that attempt to estimate a large 
number of parameters. 
Previous GVAR studies tried to forecast the real economy, so they excluded monetary 
variables from the GVAR model. The forecasts generated that way were not in favor of real 
exchange rate forecasting. Accordingly, the objective of the current essay was twofold. First, it re-
estimated the GVAR model used by researchers such as Pesaran et al. (2004), Dees, Smith et al. 
(2007) (DdPS), and Chudik and Smith (2013). The current estimation included the monetary 




GVAR model that addresses the elements of monetary and asset approaches.29 Second, it evaluated 
the forecasts generated by this model against other benchmark models, such as the random walk 
(RW) and the random walk with drift (RWD) models. Finally, it linked the discussion in the second 
essay with the findings of a GVAR model that also addresses elements of the asset approach to the 
exchange rate to capture the short-run behavior or the exchange rate in addition to the transition 
mechanism from the long run to the short run, addressed by Feenstra and Taylor (2017). 
The essay’s contribution is to empirically estimate a global VAR model using an updated 
data set that considers the variables used in monetary approaches and asset approaches. The 
motivation was to obtain better out-of-sample forecasts for nominal exchange rates if we included 
the variables highlighted in the theoretical exchange rate models and addressed the interaction 
channels between various countries that constituted the global sample. 
The remainder of this essay has six sections and concluding remarks. The second section 
presents a brief review of the literature on the theoretical and methodological issues related to 
GVAR modeling. It also explains the concept of the dominant model. The third section provides 
an overview of the updated database used to estimate this new version of the GVAR model. The 
fourth section highlights the results from using a fixed weight matrix. The fifth section compares 
the GVAR model’s out-of-sample forecasts to the benchmark models. Section six presents a check 
for the robustness of the estimated GVAR model using time-varying weights rather than a fixed 




29 The essay uses nominal variables following the empirical literature mentioned in the previous essay that 




3.2 Literature Review 
Pesaran et al. (2004) proposed the GVAR framework when they analyzed the effects of 
economic shocks on a sample of 119 loan portfolio companies located in 10 different regions. 
DdPS (2007) developed this framework further when they added the Euro region to the estimated 
GVAR model and conducted a structural impulse response analysis of external shocks to the real 
variables. Moreover, Pesaran et al. (2008) asserted the viability of the GVAR framework in 
forecast applications, and Chudik and Smith ( 2013) extended the analysis of that framework by 
adding the concept of a dominant unit that included real U.S. variables. That is, they treated the 
U.S. as a globally dominant economy. They estimated separate country models that included 
variables of inflation and real output of the dominant economy. Their analysis showed support in 
favor of this extended model. 
3.2.1 Theoretical and Methodological Issues of GVAR 
The original VAR theory assumed small 𝑁 and large 𝑇. However, if 𝑁 becomes large, the 
number of unknown parameters grows at a quadratic rate in 𝑁 . Pesaran and Chudik (2011) 
observed that this would lead to inconsistent estimations of the parameters in this infinite-
dimensional VAR model. This, in turn, would lead to “a curse of dimensionality” (Pesaran, 2015, 
p. 903). Therefore, the literature came up with several methods to overcome this problem. 
Estimating the GVAR model is one of those methods. 
Estimating the GVAR model involves executing a two-step procedure. In the first step, we 
estimate the individual small-scale countries’ models conditioned on the rest of the world. Pesaran 
et al. (2004) termed those separate models augmented VAR, which incorporates domestic 
variables in addition to the weighted cross-sectional average of foreign variables. Those latter sets 




are stacked together and solved simultaneously as one large global VAR model. This final GVAR 
model can conduct impulse response exercises and generate out-of-sample forecasts. The 
remainder of this section lays out the main concepts related to the GVAR model. 
Pesaran et al. (2004) started the global VAR model by assuming N countries and one 
additional numeraire country. Thus, we have 𝑖 = 0,1,2…𝑁 countries where 0 is the numeraire or 
reference country (USA), and 𝑖 = 1,2…𝑁 are the rest of the countries in the panel. Each specific 
VAR model assumes that 𝑥𝑖𝑡  country-specific variables are related to the lagged values of the 
current and past weighted cross-sectional averages of foreign variables 𝒙𝒊𝒕
∗  , time trend, and other 
deterministic variables. The following equation present this form of GVAR:30 
𝑥𝑖𝑡 = 𝑎𝑖0 + 𝑎𝑖1𝑡 + Φ𝑖𝑥𝑖𝑡−1 + Λ𝑖0𝑥𝑖𝑡
∗ + Λ𝑖1𝑥𝑖𝑡−1
∗ + 𝑖𝑡   (3.1) 
𝑡 = 1,2… . 𝑇 𝑎𝑛𝑑 𝑖 = 0,1,2,3…𝑁 
where 𝑥𝑖𝑡  and 𝑥𝑖𝑡−1  are contemporary and lagged vectors of country-specific variables with 
dimensions 𝑘𝑖 × 1 . Then 𝑥𝑖𝑡
∗  and 𝑥𝑖𝑡−1
∗  are 𝑘𝑖
∗ × 1  contemporary and lagged vectors of the 
weighted average of foreign variables, 𝑡 is the time trend. Φ𝑖  is 𝑘𝑖 × 𝑘𝑖  matrix of lagged 
coefficients. Λ𝑖0 and Λ𝑖1 are 𝑘𝑖 × 𝑘𝑖
∗ matrix of the coefficients for foreign-specific variables. The 
augmented VAR model represented in equation (3.1) is VARX(1,1) . In more general terms, the 
lagged foreign and domestic variables could be higher than one lag; thus, the country-specific 
models are 𝑉𝐴𝑅𝑋(𝑝, 𝑞) where 𝑝 represents the lag dimension of the country-specific variables, 
and 𝑞 represents the lag dimension of the foreign-specific variables. 
 
30 Without loss of generality, this explanation assumes that we have only one lag of domestic variables 




The 𝑘𝑖 × 1  vector of the idiosyncratic shocks 𝑖𝑡  are identically and independently 
distributed with mean zero and variance Σ𝑖𝑖 , i.e., 𝑖𝑡 ~𝑖𝑖𝑑(0, Σ𝑖𝑖) where Σ𝑖𝑖 = 𝐶𝑜𝑣( 𝑖𝑙𝑡 , 𝑖𝑠𝑡  ). 
There is a correlation between the countries through those idiosyncratic shocks; however, there is 
no serial correlation. The relationship between country-specific foreign variables and the rest of 
the world’s variables determines the nature of this correlation. 
The 𝑘𝑖
∗ × 1 vectors of foreign-specific variables can be calculated as: 
𝑥𝑖𝑡
∗ = ∑ 𝑤𝑖𝑗
𝑥  𝑥𝑗𝑡
𝑁
𝑗=0   (3.2) 
where the weight 𝑤𝑖𝑗
𝑥  for 𝑖, 𝑗 = 0,1,2…𝑁 can be measured according to trade shares among the 
countries included in the panel, or it could be measured based on capital flows if the country-
specific variables are, for instance, price indices or interest rates. This weight could be fixed for 
the length of t, or it could vary over time.31 For example, Pesaran et al. (2004) defined 𝑤𝑖𝑗
𝑥  as “the 
total trade between country i and country j divided by the total trade of country 𝑖 with all of its 
trading partners where 𝑤𝑖𝑖 = 0 for all 𝑖” (p. 131). The benefit of the GVAR approach then lies in 
its introduction of global interaction channels through the foreign-specific variables. This 
interaction enables the researcher to trace the transmission of shocks from one country to another 
(De Waal et al., 2015, p. 1). 
3.2.2 Adding the Concept of Dominant Unit Model to the GVAR Literature: 
Pesaran and Chudik (2011) introduced the concept of a dominant model into the literature 
of the VAR model, featuring a large (infinite) N. They start by treating N-1 units as non-dominant 
 
31 It is common in the GVAR literature to estimate the model using a fixed weight matrix and use time-




units and treating one of those units as being dominant in the sense that the dominant unit acted as 
a dynamic factor in the regression of the non-dominant units. They showed that the parameters of 
those non-dominant units could be consistently estimated using augmented least square estimators 
(ALS).32 Chudik and Smith (2013) extended those findings by estimating a GVAR model featuring 
the US as the dominant unit; the rest of the N-1 countries were non-dominant, and they had their 
VARX models augmented with the US variables.33 
In other words, the estimation of the GVAR model without augmenting the non-dominant 
units with dominant variables would yield inconsistent estimations of the parameters of the VARX. 
However, expanding the non-dominant VARX model to include contemporary and lagged 
dominant variables in the set of foreign variables would account for this problem. 
The remainder of this section highlights what the dominant model would look like based 
on Smith and Galesi’s (2014b) discussion of the dominant unit model estimation in the context of 
a GVAR model. 
Denote 𝑚𝑑 x 1 vector of dominant variables 𝑑𝑡. Those dominant variables could be a set 
of global variables that affect the global economy, such as oil prices, metal prices, or raw material 
prices. VAR (𝑝𝑑) is the VAR model that represents those dominant variables, and it takes the 
following form: 
𝑑𝑡 = 𝜇0 + 𝜇1𝑡 + 𝜑1𝑑𝑡−1 + ⋯+ 𝜑𝑝𝑑𝑑𝑡−𝑝𝑑 + 𝑡  (3.3) 
where we can use the Akaike information criterion (AIC) or the Schwartz-based criteria (SBC) to 
determine 𝑝𝑑 .The variables of 𝑑𝑡  could be cointegrated with the rank 𝑟𝑑 . We can test the 
 
32 For more information, see Pesaran and Chudik, 2011. 
33 Theoretical justification for the GVAR approach on grounds of factor models is elaborated in Chudik 




cointegration among the variables in 𝑑𝑡 using the method from Johansen (1991). Then we may 
obtain error correction representation for equation (3.4) as follows: 
Δ𝑑𝑡 = 𝑐 + 𝛼𝑑𝛽𝑑
′ [𝑑𝑡−1 − 𝜅(𝑡 − 1)] + ∑ Γ𝑗Δ𝑑𝑡−𝑗 +
𝑝𝑤−1
𝑗=1 𝑡  (3.4) 
where 𝛼𝑑 is the matrix of adjustment parameters, and 𝛽𝑑
′  are 𝑚𝑑 x 𝑟𝑑 vectors, and 𝑟𝑑  refers to the 
number of cointegration relationships among elements of 𝑑𝑡 . Define Π𝑑,𝑡−1 = 𝛽𝑑
′ [𝑑𝑡−1 −
𝜅(𝑡 − 1)]. It could be estimated using Π̂𝑑,𝑡−1 = ?̂?𝑑
′ [𝑑𝑡−1 − ?̂?(𝑡 − 1)]. 34 Using this new notation, 
we may represent equation (5) as: 
Δ𝑑𝑡 = 𝑐 + 𝛼𝑑Π̂𝑑,𝑡−1 + ∑ Γ𝑗Δ𝑑𝑡−𝑗 +
𝑝𝑑−1
𝑗=1 𝑡  (3.5) 
Smith and Galesi (2014b) added the possibility of augmenting the equation of the dominant 
unit model with a set of feedback variables. More specifically, we may define ?̃?𝑡 = ?̃?𝑥𝑡, as a set 
of feedback variables weighted by ?̃?, which is 𝑚?̃? x k weights. For instance, we may use the 
purchasing power parity-based GDP (PPP-GDP) to define 𝑊35̃ . The dominant unit model then 
included these feedback variables in its lagged form Δ?̃?𝑡−𝑠 for 𝑠 = 1,2… . Thus, the dominant unit 
model augmented with feedback variables takes the following form:36 
𝑑𝑡 = 𝜇0 + 𝜇1𝑡 + 𝜑1𝑑𝑡−1 + ⋯+ 𝜑?̃?𝑑𝑡−?̃? + Λ1?̃?𝑡−1 + ⋯+ Λ?̃??̃?𝑡−?̃?  + 𝑡  (3.6) 
In the first part of estimating the GVAR, I use the USA as the numeraire country, but in 
the last section, I use the variables of each country measured relative to the USA. Thus, I condition 
 
34 This is the cointegration relationship between the variables included in the dominant model. However, 
the cointegration relationship represented after words in equation (3.14) represents the long-run relationship 
between domestic, foreign-specific, and global variables in the individual VARX models. 
35 Smith and Galesi (2014b) pointed out that the estimation of the GVAR model augmented with the 
dominant unit could be improved if we add lagged changes in ?̃?𝑡 . However, we cannot add the contemporary 
values as they will be correlated with 𝑑𝑡. 
36 The choices of 𝑝 and ?̃? could be based on a criterion like AIC or SBC, or they could be imputed. The 
programing of GVAR is available from Smith and Galesi (2014b). They allow for the possibility of imputing 




with the USA variables in the dominant unit model.37 I provide more details on this point in the 
estimation section. 
3.2.3 Generalization of VARX, Vector Error Correction models (VECMX), The 
Solution of the GVAR Model and Its Stability.  
A more general representation of GVAR involves estimating the following country-
specific VARX(𝑝, 𝑞) model in the presence of dominant variables included in 𝑑𝑡. Those variables 
acted as if they are affecting the entire model in the long run.  
𝑥𝑖𝑡 = 𝑎𝑖0 + 𝑎𝑖1𝑡 + Λ𝑖0𝑥𝑖𝑡
∗ + Ψ𝑖0𝑑𝑡 + ∑ Φ𝑖𝑗𝑥𝑖𝑡−𝑗
𝑝𝑖
𝑗=1 + ∑ Λ𝑖𝑗𝑥𝑖𝑡−𝑗
∗𝑞𝑖
𝑗=1 + ∑ Ψ𝑖𝑗𝑑𝑡−𝑗
𝑞𝑖
𝑗=1 + 𝑖𝑡   (3.7) 
where the definitions of all the variables are the same as explained in the previous two sections.38 
The VECMX model that corresponds to those VARX(𝑝, 𝑞) can be represented by:  
∆𝑥𝑖𝑡 = 𝑎𝑖0 + 𝑎𝑖1𝑡 − Π𝑖𝜉𝑖𝑡−1 + Λ𝑖0Δ𝑥𝑖𝑡
∗ + Ψ𝑖0Δ𝑑𝑡 + ∑ 𝐻𝑖𝑗Δ𝜉𝑖𝑡−𝑗
𝑝
𝑗=1 + 𝑖𝑡   (3.8) 
Define 𝐴𝑖0 = (Ι𝑘𝑖, −Λ𝑖0, −Ψ𝑖0), 𝐴𝑖𝑗 = (Φ𝑖𝑗, Λ𝑖𝑗 , Ψ𝑖𝑗) for 𝑗 = 1…𝑝, 𝑝 = ma x(𝑝𝑖, 𝑞𝑖) and 
set Φ𝑖𝑗 = 0  for 𝑗 > 𝑝𝑖  and Λ𝑖𝑗 = Ψ𝑖𝑗 = 0  for 𝑗 > 𝑞𝑖 . Then 𝜉𝑖𝑡 = (𝑥𝑖𝑡 , 𝑥𝑖𝑡
∗  , 𝑑𝑡)




′, while 𝐻𝑖𝑗 = −(𝐴𝑖,𝑗+1 + 𝐴𝑖,𝑗+2 + ⋯+ 𝐴𝑖,𝑗+𝑝). 
Equation (3.8) enables the existence of long-run relationships between the variables 
included in 𝑥𝑖𝑡. The number of cointegration vectors, 𝑟𝑖 ≤ 𝑘𝑖 , is the rank of Π𝑖. To derive the 
GVAR model, we start with the stacked country-specific models as represented in equation (3.7) 
along with the VAR model of the dominant unit as represented by equation (3.6). The stacked 
unified model is then solved together to reach equation (3.9). 
 
37 I want to thank Professor Vanessa Smith for suggesting the idea of dominant model to condition the 
USA model in the GVAR estimation when I use the relative variables version of the GVAR. 




𝜉𝑡 = 𝐵1𝜉𝑡−1 + 𝐵2𝜉𝑡−2 + ⋯+ 𝐵𝑃𝜉𝑡−𝑝 + 𝜐𝑡  (3.9) 
where 𝝃𝒕  collects all the domestic, foreign, and global variables, and 𝐵𝑗  is the matrix of 
coefficients. Those matrices determine the stability of the estimated GVAR. To see that, Smith 
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Then we may write equation (3.10) as: 
Ε𝑡 = 𝐵Ε𝑡−1 + 𝑉𝑡  (3.11) 
Define 𝑘 = ∑ 𝑘𝑖
𝑁
𝑖=1 , then 𝐵 is (𝑘 + 𝑚𝑑)𝑝 x (𝑘 + 𝑚𝑑)𝑝 companion matrix. According to 
Pesaran et al. (2004), the number of eigenvalues39 determines the stability of the estimated GVAR 
model. These eigenvalues should lie on the unit circle, and they should not be less than the 
difference between the total number of a cointegration relationship between the variables included 
in 𝜉𝑡 and the total number of endogenous variables in the GVAR model. Moreover, the stability of 
the GVAR implies that the persistence profiles show convergent behavior, and the generalized 
 
39 Smith and Galesi (2014b) showed that  the eigenvalues of the companion matrix 𝐵 as 𝜆𝑒𝑖𝑔 = 𝑎 + 𝑏𝑖, 
which can be obtained by finding the roots of this equation | 𝐼(𝑘+𝑚𝑑)𝑝 −  𝐵| = 0 and the corresponding moduli 
𝑚𝑜𝑑(𝜆𝑒𝑖𝑔) = √𝑎




impulse responses show a very minimal cyclical behavior40. The estimation section elaborates this 
point. 
3.3 Description of the Data and Its Sources 
The original GVAR model from DdPS (2007) featured 33 countries that accounted for 90% 
of global output. Their model combined eight countries into one region (Euro), and it estimated 
the model using this region and 25 countries. Furthermore, Smith and Galesi (2014b) demonstrated 
this latter model in their GVAR toolbox. In this current essay, the model deviates slightly from the 
original estimated GVAR model by adding two countries, Iceland and Colombia, and excluding 
one country, Saudi Arabia. The countries are those that moved to flexible exchange rates during 
the study period. Also, the availability of data guided the choice of countries in this new version 
of GVAR.41 
The current GVAR does not combine the Euro countries into a common region because 
the money supply variable is added (DdPS, 2007), or the GVAR database updated by Mohaddes 
and Raissi (2018) did not include this variable. One reason for excluding the money supply variable 
was that each country differed in its definition of the money supply. Accordingly, it would be 
misleading to aggregate the money supply for all the Euro-region countries that did not money 
supply data during the study.  
Following DdPS (2007), the numeraire country is the USA. Table 3.1 shows the list of 
countries in this current version of GVAR. The choice of data in each country’s VARX model 
 
40 For more information on how to derive the persistence profile functions and the generalized impulse 
response functions, see Dees, Smith, et al. (2007), Pesaran et al. (2004), and Smith and Galesi (2014b). 
41 Saudi Arabia was eliminated because it was fixing its currency vis-à-vie the USD throughout the period 
of study, so no reliable data were available for its money supply or short-run interest rates. Iceland and Colombia, 




depended mainly on the availability of a complete series of variables throughout the period 
(1979Q2–2016Q4). 
There are five main domestic variables included in each VARX model. The foreign 
variables or the feedback variables are calculated using weights associated with each country. 
Following previous literature on GVAR, I used the cross-country trade share to construct the 
foreign variables and PPP-GDP for the feedback variables42. Those variables are the natural log of 
the nominal exchange rate (s), the natural log of nominal GDP (y), the natural log of money supply 
(m), the inflation rate (dp), and the short-run interest rate (r). In the remainder of this section, each 
variable is defined, and there is a discussion of the primary sources for compiling the new data set. 
Appendix 3.C includes more details on the sources used for each data series in each country. 
Natural Log of Nominal Exchange Rate (s) 
The source series for the nominal exchange rate was the rate at the end of each quarter for 
each of the 26 non-Euro countries available at the International Monetary Statistics (IFS, 2019), 
compared to the rate in the USA. For the remaining eight Euro countries,43 the source series is the 
quarterly average rate of the national currency against that of the USA, available at the 
Organization for Economic Co-operation and Development (OECD) and retrieved from the 
Federal Reserve Bank of Saint Louis (FRED). The original data were not seasonally adjusted. 




42 The choice of those variables coincided with the variable included in the flexible monetary exchange 
rate model highlighted in the previous essay. 
43 Those are Austria, Belgium, Finland, France, Germany, Italy, the Netherlands and Spain. 




Natural Log of Nominal GDP (y) 
The source series is quarterly nominal GDP for 1979Q2–2016Q4, available at the IFS2019 
database for only 13 countries, three of them were seasonally adjusted, and nine were not.45 
Germany and South Africa had quarterly GDP data available in the OECD database, and France’s 
quarterly nominal GDP was available at Eurostat and published by FRED. In addition, there were 
annual data of nominal GDP available for 10 other countries in the IFS 2019 database.46 Nine 
countries47 had annual data of nominal GDP at current U.S. dollars available at the World Bank 
database and published by FRED.  
The study interpolated the quarterly series from the annual series using the spline method. 
Moreover, it converted the USD series of GDP into a national currency rate using the conversion 
rate for each respective country.48 Finally, the GVAR model included the natural log of the 
nominal GDP. 
Natural Log of Nominal Money Supply (m) 
The narrow definition of money, M1, accounts for the money supply in the global model. 
This measure comprises the money stock of cash in circulation and other forms of money that can 
be liquefied (CEIC data). Moreover, Klovland (2004) reported M0 for Norway, the monetary base, 
excluding the treasury deposit. M2 for Germany and M3 for Sweden corresponded to those 
measures, so those variables were both broader definitions of the money supply in those countries. 
 
45 Those nine countries are Canada, Japan, Korea, Norway, Peru, Philippines, Singapore, Thailand, and 
the United Kingdom (UK). The three countries with seasonally adjusted series are Australia, Switzerland, and 
USA. 
46 Those are Argentina, Chile, China, Colombia, India, Indonesia, Malaysia, Mexico, New Zealand, and 
Sweden. 
47 Those are Austria, Belgium, Brazil, Finland, Iceland, Italy, the Netherlands, Spain, and Turkey. 




Seven countries report quarterly data for M1 on the IFS2019 database.49 However, this 
measure represented quarterly data of money plus quasi money available in 1979Q2–2016Q2 for 
Argentina and China. For eight other countries, the seasonally adjusted M1 data were available at 
the OECD database and compiled at FRED.50 
The CEIC website provided M2 for Germany and M1 for Indonesia, Italy, Singapore, 
Spain, and Thailand. These data were reported from the central bank of each country and reported 
in USD. Thus, I used each country’s exchange rate to convert the series into its national currency 
level. Moreover, I retrieved data on quarterly M1 from central bank websites for Austria, Chile, 
and France, but I could not retrieve a complete set of data for the whole timeframe of the study for 
Belgium, Finland, the Netherlands, Peru, and the Philippines. 
Inflation Rate (dp) and Short-Run Interest Rate (r) 
Mohaddes and Raissi (2018) constructed the data series of the inflation rates and the short-
run interest rates from the IFS database and the Haver Analytics database. The current study 
included both series for the common countries in this new version of GVAR.51  For the two 
countries added to the current version, the essay constructed their inflation rates using the 
Consumer Price Index available at the IFS2019 database. For the short-run interest rate, I 
interpolated the annual nominal short-term interest rate per quarter available at IFS2019 for 
Colombia. However, data for the short-term interest rate for Iceland were not available throughout 
for the time range covered by the study52. 
 
49 Nonseasonal adjusted data of M1 are available for Australia, Brazil, Colombia, Japan, Korea, and 
Malaysia and seasonal adjusted M1 is available for USA. 
50 Those are Canada, Iceland, India, New Zealand, South Africa, Switzerland, and Turkey. The UK’s M1 
quarterly data were available at FRED from Bank of England. 
51 Their data compilation contained quarterly data from IFS. See Mohaddes and Raissi (2018) for more 
details on the original series they used to construct both variables. 




The current essay used different versions of the GVAR monetary model to evaluate the 
out-of-sample forecast against the benchmark models of random walk (RW) and random walk 
with a drift (RWD). Table 3.2 shows the specification of each version used for models 1 through 
7. I used three different samples with different numbers of countries in the sample. Models (1) and 
(2) used the whole 33 countries and the variables in their level form, as defined in equation (3.12). 
In models 3 to 7, I used the variables defined in equation (3.13) or (3.14), which are the same 
variables presented in equation (3.12) relative to that of the USA. The USA variables included in 
the dominant unit model followed equation (3.12) for the USA. Models (5) and (6) included only 
the original monetary exchange rate model variables. I excluded the countries that did not have 
data for the monetary variable.53 
The third version of the GVAR included variables presented in equation (3.15). Those 
variables were presented in the asset approach and monetary approach to determining exchange 
rates. This version excluded two countries that had been included in the second version.54 
Domestic variables used in models (1) and (2): 
𝑠𝑖𝑡
1 = ln(𝑆𝑖𝑡) , 𝑦𝑖𝑡
1 = ln(𝐺𝐷𝑃𝑖𝑡) , 𝑚𝑖𝑡
1 = ln(𝑀𝑖𝑡), 
𝑑𝑝𝑖𝑡
1 = ln(𝐶𝑃𝐼𝑖𝑡−1) − ln(𝐶𝑃𝐼𝑖𝑡), 𝑟𝑖𝑡




)  (3.12) 





1 − 𝑦𝑈𝑆𝐴 𝑡
1 , 𝑚𝑖𝑡
2 = 𝑚𝑗𝑡
1 − 𝑚𝑈𝑆𝐴 𝑡
1   (3.13) 
Domestic variables used in models (3) and (4): 
 
53 Belgium, China, Finland, Malaysia Netherland and Philippines were excluded from the sample for 
Models 1 and 2. 
54 Argentina was excluded because of its hyperinflation episode during 1989-1990, and Iceland was 








1 − 𝑦𝑈𝑆𝐴 𝑡
1 , 𝑚𝑛𝑡
3 = 𝑚𝑛𝑡




1 − 𝑑𝑝𝑈𝑆𝐴 𝑡
1  , 𝑟𝑛𝑡
3 = 𝑟𝑛𝑡
1 − 𝑟𝑈𝑆𝐴𝑡
1   (3.14) 
The subscripts 𝑖, 𝑗, 𝑎𝑛𝑑 𝑛 refer to the number of countries included in each version. So, 𝑆𝑖𝑡 is the 
nominal exchange rate for country 𝑖 at time 𝑡. 𝐺𝐷𝑃𝑖𝑡 is the nominal income of country 𝑖 at time 𝑡. 
𝑀𝑖𝑡 is the nominal money supply for country 𝑖. 𝐶𝑃𝐼𝑖𝑡 is the consumer price index for country 𝑖. 
And finally, 𝑅𝑖𝑡
𝑠  is the short-run interest rate for country 𝑖. 
To construct the foreign variables and the feedback variables, I followed Smith and Galesi 
(2014b) in using two different weights. First, I used the annual trade matrices for the period (1980–
2016) from the IMF Direction of Trade Statistics (DOTS). Those matrices are the average exports 
and imports available at DOTS for each country.55 Moreover, I constructed the feedback variables 
that were included in the dominant unit model using the weights of each country based on the 
current international dollar value of PPP-GDP. Second, I averaged the value of PPP-GDP 
throughout the period (1990–2016). I retrieved the data from the PPP-GDP World Development 
Indicator database. 
The final group of data included in the GVAR model were the global variables. Those 
variables were the contemporary and lagged weakly exogenous variables that affected the 
endogenous variables in the individual VECMX models. The dominant model incorporated the 
lagged values as described in the previous section. I followed Smith and Galesi (2014b) in using 
the same three global variables available from Mohaddes and Raissi (2018): the price of oil (poil), 
the price of agricultural raw materials (pmat), and the price of metal (pmetal). 
 
55 Mohaddes and Raissi (2018) provided the trade matrices for all the common countries throughout the 
period 1980-2013, I used the DOTS data base to construct the additional years 2014-2016 for all the common 




The price of oil is the average of daily closing prices per quarter for the oil price index of 
Brent crude oil. The prices for agricultural raw materials and metals were the average monthly 
indices of those commodities per quarter, retrieved from the monthly IMF Primary Commodity 
Prices database (Mohaddes & Raissi, 2018, p. 4). 
3.4 Estimation Results of Flexible Monetary Exchange rate Model Using GVAR 
Augmented with the dominant model. 
The first step in solving the GVAR model augmented with the dominant unit is to estimate 
the country-specific VARX(p, q) models for the ith country in Table 3.1. Equation (3.15) presents 
the general form of this VARX (p, q) model. 
𝑥𝑖𝑡 = 𝜇𝑖0 + 𝜇𝑖1𝑡 + ∑ Φ𝑖,𝑗𝑥𝑖,𝑡−𝑗
𝑝𝑖
𝑗=1 + ∑ Λ𝑖,𝑗𝑥𝑖,𝑡−𝑗
∗𝑞𝑖
𝑗=1 + ∑ Ψ𝑖,𝑗𝑑𝑡−𝑗
?̃?𝑖
𝑗=0 𝑈𝑖𝑡          (3.15) 
I estimated the VARX(p,q) models for i = 1, 2, 3 … N,56 and for the time period (1979Q2–
2012Q4), thus t = 1, 2, …135. Using a shorter time range enabled us to generate out-of-sample 
forecasts for the period 2013Q1–2016Q4 and compare the forecasted values of the exchange rate 
with the actual values. Figure 3.1 shows the graphs of the log of the nominal exchange rates of 
some selected countries used in the global sample in the last eight years of the sample. I choose to 
stop the estimation at 2012Q4 to analyze whether the GVAR model will be able to forecast the 
increase in the depreciation rate of some countries of the global sample better than the competing 
benchmark models. The figure shows that most countries witnessed higher depreciation rate in the 
last four years of the sample compared to the four years preceding 2012Q4.  
 





Equation (3.15) shows that the country-specific VARX(p, q) comprises three main sets of 
variables. The first set comprises the domestic and the endogenous variables,57 as in the following 
equation:58 
𝑥𝑖𝑡 = (𝑠𝑖𝑡, 𝑦𝑖𝑡, 𝑚𝑖𝑡, 𝑑𝑝𝑖𝑡, 𝑟𝑖𝑡) 𝐹𝑜𝑟 𝑖 = 1,2… . 𝑁 
𝑥0𝑡 = (𝑦0𝑡, 𝑚0𝑡, 𝑑𝑝0𝑡, 𝑟0𝑡) 𝐹𝑜𝑟 𝑈𝑆𝐴  (3.16) 
The second set comprises foreign variables or star variables. Based on the work of Smith 
and Galesi (2014b), the weight matrix of the cross-country trade shares were averaged over the 
period (2010–2012) for all the foreign variables. The section on the check for robustness presents 
the results based on the time-varying weights of the cross-country trade shares. 
The vector 𝑑𝑡 included a third set of global variables: price indices of oil, agricultural raw 
materials, and metal as defined in the previous section.59 According to Pesaran et al. (2004), 
foreign variables are considered weakly exogenous variables in the individual VARX models, and 
there is a formal test of weak exogeneity. Equation (3.17) summarizes all the sets of foreign 
variables used in the current version of the GVAR model.60 
𝑥𝑖𝑡










∗) for the USA 
𝑑𝑡 = (𝑝𝑜𝑖𝑙, 𝑝𝑚𝑎𝑡, 𝑝𝑚𝑒𝑡𝑎𝑙)  (3.17) 
 
57 Depending on data availability in each country. For more information on which variables were included 
in each country, see Table 3.A.1 in Appendix 3.A. 
58 It is obvious to exclude the nominal exchange rates from the set of endogenous variables in the USA 
model, as all other countries’ exchange rates are measured vis-à-vie the USD, thus throughout the period of study 
the nominal exchange rate for USA is 1. 
59 For convenient estimation, the GVAR toolbox treated both 𝑑𝑡 and 𝑥𝑖𝑡
∗  as foreign variables. This means 
they share the same lag order in equation (14). Moreover, a by-product of running the GVAR program is the test of 
weak exogeneity for the combined set of foreign variables. 
60 The results in the estimation section treat only Model (1) to save space. The results for the other 




3.4.1 Testing the unit root for GVAR variables: 
Pesaran et al. (2004) differentiated between short-run and long-run relationships between 
the variables in their version of the GVAR model by assuming that the variables are nonstationary. 
That is, they are integrated of order 1: I(1). Moreover, Dees, Smith, et al. (2007) argued that the 
GVAR model could use either integrated or stationary variables. Those studies, in addition to 
Chudik & Smith (2013) and Smith and Galesi (2014a), used the traditional augmented Dickey–
Fuller (ADF) unit root test and the weighted symmetric estimator introduced in Park and Fuller 
(1995) to test the stationarity of the domestic, foreign, and global variables in their GVAR model.61 
Both of those test statistics were part of the output reported in the GVAR toolbox.62 Table 
3.A.2 in Appendix 3.A summarizes the degree of integration for the variables, based on the results 
of those two tests. 63  That table shows that most domestic variables were I(1). The 𝑦𝑖𝑡  was 
integrated of order one except for Austria, China, Colombia, and Malaysia. 𝑚𝑖𝑡 was I(1) in all 
cases except Argentina, which was I(2), and Malaysia and Norway, where it was stable. The 𝑑𝑝𝑖𝑡 
was stationary in 15 of the 34 countries included in the GVAR model. And finally, 𝑟𝑖𝑡 was I(1) 
except in India, Indonesia, Peru, and South Africa. The degree of integration of the foreign 
variables gave mixed results, and they might imply that some of the variables included in the 
GVAR model were I(2). Accordingly, I conducted an additional test on the first difference of all 
the I(2) variables using the ADF test with a trend and an intercept, as well as the tests of Phillips 
 
61 Park and Fuller (1995) added the weighted symmetric estimator to the unit root test literature and found 
that its mean square error was lower than the ordinary least square estimator for most configurations. Furthermore, 
Pantula et al. (1994) and Leybourne et al. (2005) examined the power of a weight-symmetric estimator compared 
to the ADF estimator. They found that the weight-symmetric estimator was more powerful in finite samples. 
62 The number of lags in the weight-symmetric. estimator is determined using the AIC on the ADF 
regressions for the level, first difference, and second difference of each series of the domestic, foreign, and global 
variables in the GVAR model. For the regressions in the level condition, the results are reported with and without 
trend plus an intercept, whereas the first and the second differences reported no trend case. 




and Perron (1988) and Kwiatkowski et al. (1992). The results are reported in Table 3.A.3. The 
results presented in this table indicate that the variables included in Model 1 could be treated as 
I(1). 
3.4.2 Selection of the VARX models 
The current version of the GVAR uses estimation strategies that are similar to those 
followed by previous researchers like Pesaran et al. (2004), DdPS (2007), and Chudik and Smith 
(2013) when they constructed individual VARX models. Table 3.A.4 in Appendix 3.A shows 
which foreign variables were included in the countries’ VARX model. The availability of data 
governed the choice of the domestic variables used for each country. For foreign variables, the 
study excluded the foreign nominal exchange rate variables from the country-specific models for 
all the countries except the USA, as in Pesaran et al. (2004). The reason is that some countries 
might be pegging their exchange rate to a basket of currencies. In this case, there was a correlation 
between the foreign nominal exchange rate and the domestic nominal exchange rate. However, for 
the numeraire country, there was no nominal exchange rate in its country-specific model, so we 
may include the foreign exchange rate in its VARX model to maintain internal consistency 
(Pesaran et al., 2004, p. 132). 
P and q in equation (3.15) is determined according to the AIC. Model (1) was run with a 
limit of four for p and q, and another time when the number of lags could not exceed two.64 The 
final number of lags was a mixed version, as the number for each country depended on generating 
 
64 Previous studies to estimate GVAR, including Pesaran et al. (2004), DdPS (2007), Chudik and Smith    
( 2013), and Smith and Galesi (2014b), tended to restrict the VARX models to be either VARX(1,1) or VARX(2,1) 
because of data limitations. However, since we used additional data series, we had more degrees of freedom to add 
lags and estimate the VARX models with higher lags. In addition, we eliminated interest rates and inflation. The 
model at this current state has up to 57 parameters to be estimated per country (for Turkey) and this may turn out 




the lowest mean square error. Specifically, I changed the number of lags for Austria, Colombia, 
Iceland, Indonesia, Mexico, and the Philippines to match the AIC lags for the VARX (2,1). Table 
3.A.5 presents the number of lags selected for each VARX model. 
Moreover, estimating the countries’ model-specific VARX models involves identifying the 
cointegration relationship between the domestic and the foreign variables and identifying the 
cointegration rank in the VECMX models.65 The GVAR program used techniques developed by 
Harbo et al. (1998) and Pesaran et al. (2000)66 to treat the deterministic components. The GVAR 
program involves the choice of three of those cases. The current GVAR model chooses Case IV 
to treat the deterministic components for Model 1. Smith and Galesi (2014a) defined this case as 
one that does not restrict the intercepts and restricts the trend to lie in the cointegration space. 
The GVAR toolbox executed this step and output the trace and maximum statistics. The 
initial determination of the cointegration rank depends on the results of trace statistics. Dees et al. 
(2007) pointed out that trace statistics are favored over maximal eigenvalue statistics, as they yield 
better power results in small samples. Thus, the total number of the cointegration rank yielded 100 
cointegration vectors. However, the resulting model was unstable, so the study used the critical 
value generated by MacKinnon et al. (1999) at a 0.01% critical level to determine the cointegration 
rank, based on the trace statistics. 
 
65 Dees, Holly, et al. (2007) analyzed the possibility that six long-run relationships between the GVAR 
variables existed in the estimation by Dees, Smith, et al. (2007). Those long-run relationships were PPP modified 
with the Ballasa-Samulson effect, convergence of the log of domestic and foreign outputs, Fisher equation, 
stationarity of the vertical spread of the yield curve, long-term relationship between equity prices and real output, 
and the uncovered interest parity. Their study analyzed the PPP after replacing the real USD exchange rate with 
the real effective exchange rate. See Dees, Holly, et al. (2007) for more information. 
66 Both studies developed a likelihood ratio test to determine the cointegration rank in VECMX models 
augmented with weakly exogenous variables. MacKinnon et al. (1999) provided a program that generates the 




The performance of the estimated GVAR model depends on the correct setup of the 
individual VARX models, and this setup depends on the choice of the lag in each VARX model, 
the number of cointegration relationships, and the choice of the domestic, foreign, and global 
variables included in each model. 
The sixth subsection highlights further assessments of the cointegration rank of the final 
estimated GVAR model, based on the performance of the persistence profile. Furthermore, Table 
3.A.5 in Appendix 3.A shows the trace statistics results, the first set of the cointegration vectors 
based on 5% critical value, and the second set of the cointegration vector based on 0.01%. 
3.4.3 The Stability of the estimated GVAR: 
The GVAR model estimated so far was not stable. That is because we must assess it based 
on its generalized impulse response to system-wide shocks, its persistence profile, and its 
eigenvalues. Dees, Holly, et al. (2007) provided definitions for both the persistence profiles and 
the generalized impulse responses. Those definitions are as follows: 
Persistence profiles (P.P.) refer to the time profiles of the effects of system or variable-
specific shocks on the cointegrating relations in the GVAR model, while the impulse 
responses refer to the time profile of the effects of variable-specific shocks or identified 
shocks (such as monetary policy or technology shocks identified using suitable economic 
theory) on all the variables in the model. The impulse responses of shocks to specific 
variables are known as the generalized impulse response functions (GIRF). (Dees, Holly, 
et al., 2007, p. 9)67 
 




If the P.P. does not converge to zero even after sufficient periods (40 periods, for example) 
or if it converges slowly, this means that it is better to eliminate the non-convergent cointegrating 
vector. Accordingly, the study conducted such an assessment for the estimated GVAR based on 
the 100 cointegrating vectors (CVs) using a 5% significance level and 59 CVs using a 1% 
significance level. Unfortunately, the resulting GVAR was not stable. Thus, I eliminated non-
convergent CVs until I reached a stable GVAR model, as shown in Figure 3.2 and Table 3.A.5. 
The behavior of the generalized impulse response function68 to system-wide shocks is 
another indicator of the stability of the GVAR model. Therefore, the study checked the effect of 
shocks in the fundamental variables of income, money supply, and interest rates on a country’s 
exchange rate over 40 quarters. The resulting GIRFs did not show cyclical behavior over future 
horizons,69 and there was no eigenvalue for the GVAR that lay outside the unit circle. 
3.4.4 Testing Weak exogeneity of Foreign and Global Variables 
Weak exogeneity is one of the main assumptions behind constructing country-specific 
VARX models. Under this assumption, foreign variables and global variables are seen as “long 
run forcing”(Smith & Galesi, 2014b, p. 132) to the domestic variables 𝑥𝑖𝑡. This means that the 
long-run relationships between the domestic and foreign variables in a specific VECMX country 
model are jointly insignificant70. Pesaran et al. (2004) justified this assumption that non-numeraire 
 
68 See Dees, Holly, et al. (2007) and Pesaran (2015) for the difference between generalized impulse 
responses and structurally identified impulse responses. 
69 However, to save space I omitted the results of the GIRFs because they can go against what the theory 
indicates. Since the current study did not estimate a structure GVAR model, I left further investigation of this point 
for future research, but the GIRFs that resulted are available upon request. 
70 Pesaran et al. (2004) and Smith and Galesi (2014b) explained the formal testing of this assumption, 
which closely followed the lines described by Johansen (1992) and Harbo et al. (1998). To perform this test, we 





countries are considered relatively small compared to the world economy, so the estimation treated 
the foreign variables as exogenous in those countries. 
Previous GVAR studies usually eliminates the foreign variables that violate the formal test 
of weak exogeneity in the VECMX equation of the numeraire country71 . In this research, I 
eliminated from the GVAR both the foreign and domestic variables that did not satisfy the weak 
exogeneity test. Table 3.A.1 shows the foreign variables included in each model.  
We can justify the eliminations on two grounds. First, in a country like China, we may not 
assume that it is a small country relative to the rest of the world. Second, the inclusion of non-
weakly exogeneous variables affects the stability of the estimated GVAR model. Table 3.A.5 
shows the results of a weakly exogenous test for the rest of the foreign and global variables 
included in the VECMX for Model 1. 
3.4.5 Estimation of the Dominant Unit Model  
The dominant model highlighted in Section 3.2.2 is one of the components of the GVAR 
model estimated in this current essay. Since I used the format of the variables in level and relative 
variables forms, the general structure of the dominant model differs in those two formats. In 
Models 1 and 2, I used the prices of oil, metals, and raw materials as the main global variables. 
 
∆𝑥𝑖𝑡
∗ = 𝑎𝑖𝑘∗ + ∑ 𝛿𝑖𝑗,𝑘∗
𝑟𝑖















such that 𝐸𝐶?̂?𝑖𝑗,𝑡−1 are the long-run relationships between domestic, foreign, and global variables 
determined in VECMX models. Then, 𝑝𝑖
∗ and 𝑞𝑖
∗ are determined according to certain information criteria or they 
are imputed by the researcher. The weak exogeneity test is thus an F test for the joint significance of the 
coefficients 𝛿𝑖𝑗,𝑘∗ in this auxiliary regression. 
71 Their rationale in eliminating foreign variables that violate the weak exogeneity is that, the weak 
exogeneity assumption could be satisfied if we increased the number of lags of domestic and/or foreign variables 
in the auxiliary equation. However, the numeraire country cannot satisfy the small open economy assumption, so it 




The program determined the lags of the global variables in the dominant unit model 
according to the AIC. The lags varied between 1 and 2. To determine the cointegration between 
the global variables, I used the definition of Case IV for the deterministic component, and the 
results showed that there was no cointegration between those global variables. In addition, I 
allowed the use of feedback variables for all the domestic variables, using the weights of the PPP-
GDP highlighted earlier. 
However, Models 3-7 used different global variables. They used the domestic variables of 
every country relative to the variables for the USA. Thus, theoretically, the main body of the 
GVAR model could not include the USA variables in their relative forms. Therefore, I used the 
dominant model concept to condition the USA variables. This ensured that the program would use 
this dominant model of the USA and solve it in the overall GVAR estimation. However, the 
dominant model included all USA variables as part of the global variables in this model. This led 
to the detection of three cointegration vectors among the global variables. However, I restricted 
the number of cointegration vectors to 1 to save degrees of freedom in the whole GVAR model.72 
3.5 Analyzing the GVAR Exchange Rate Out-of-Sample Forecasts. 
The study obtains out of sample forecasts from the GVAR models and the benchmark 
models for all the endogenous variables. However, this section focuses on evaluating the exchange 
rate forecasts. The following subsections explains the procedures, the results of the Diebold and 
Mariano (2002) test and the evaluation of the forecast error variance decomposition for the 
exchange rate variable.  
 
72 The main results of the GVAR model did not change when I performed this step. The results from the 




3.5.1 Explanation of the Procedures  
This section compares the performance of the GVAR forecasts with that of two benchmark 
models, the random walk (RW) and random walk with a drift (RWD). 
Let 𝑠𝑖𝑡 represents the log exchange rate of country 𝑖 at time t. Then RW and RWD and their 
corresponding forecasts over horizons are represented according to the following equations: 
RW model: 𝑠𝑖𝑡= 𝑠𝑖𝑡−1 + 𝑖𝑡  (3.18) 
Forecast of RW: 𝑠𝑖𝑡+ℎ= 𝑠𝑖𝑡  (3.19) 
RWD: 𝑠𝑖𝑡= 𝜇𝑖 + 𝑠𝑖𝑡−1 + 𝑖𝑡  (3.20) 
Forecast of RWD: 𝑠𝑖𝑡+ℎ|𝑡 = ℎ?̂?𝑖 + 𝑠𝑖𝑡  (3.21) 
Diebold and Mariano (2002) introduced a statistic to compare the predictive accuracy of 
two competing forecasting methods. This statistic is known in the literature as DM statistic. 
Pesaran et al. (2011) developed a panel version of these statistics to measure their “average-
average” GVAR forecast against the competing benchmark models. To explain this statistic, I 
defined the forecast error of the results from a specific model and the loss differential of forecasting 
a specific variable 𝑗 for country 𝑖 at time 𝑡 using two different methods: 
𝑒𝑖𝑡(ℎ) = (𝑠𝑖𝑡+ℎ − ?̂?𝑖𝑡+ℎ|𝑡)/h  (3.22) 
𝑑𝑖𝑡 = 𝑒𝑖𝑡
𝐴(ℎ) − 𝑒𝑖𝑡
𝐵(ℎ)  (3.23) 
I analyzed 𝑚 countries, and h = 1, 2, 3, and 4. The current analysis refers to Model A as 
the GVAR forecasts in Models 1-7 and Model B as either of the benchmark models. The DM 











When Pesaran et al. (2008) developed the panel version of the DM test, they assumed that 
the random variable 𝑑𝑖𝑡 follows this equation: 
𝑑𝑖𝑡 = 𝑎𝑖 + 𝑖𝑡   (3.25) 
Then, under the null that 𝑎𝑖 is not significantly different from zero against the alternative 
that it is strictly less than zero, and assuming that 𝑖𝑡 ~𝑖𝑖𝑑(0, 𝜎𝑖
2), Pesaran et al. (2008) defined the 
panel 𝐷𝑀̅̅ ̅̅ ̅ statistics as follows: 
𝐷𝑀̅̅ ̅̅ ̅ =
?̅?
√𝑉(?̅?)
  (3.26) 
such that 



















  (3.28) 
For the first horizon, the 𝐷𝑀̅̅ ̅̅ ̅ statistics do not need any adjustment for serial correlation. 
However, for higher horizons, the variance 𝑉(?̅?) should use a Newey–West estimator variance.73 
Moreover, I applied the GVAR method explained above to different versions of the models 
presented in Table 3.2 to obtain a better out-of-sample forecast for the exchange rate, and I 
compared the results against those obtained from the benchmark models. 
3.5.2 Results of the Evaluations against the Benchmark Models: 
The countries’ DM statistics showed that the RW and RWD provided better out-of-sample 
forecasts in most cases. Tables 3.A.7 to 3.A.10 show those results. A positive value of DM 
 
73 In MATLAB, I modified the DM test code of Ibisevic (2021) using the same definition of panel 𝐷𝑀̅̅ ̅̅ ̅ 
test. Their test account for this issue of serial correlation by using a Newey–West definition of the variance at 
higher horizon h > 1. In some cases, the single country variances were negative, and this gave a complex number 




statistics at the country level shows that the out-of-sample forecasts of the RW and RWD models 
gave better forecasts for each model’s exchange rate. However, in some instances, the results for 
DM1 and DM2 were negative. They were negative for Belgium in Model 1 at the first horizon and 
for Switzerland at the third horizon. However, the results in most cases were not in favor of GVAR 
forecasts. 
Furthermore, I changed the exchange rate variable in Model 7 to be the depreciation rate 
of the nominal exchange rather than the level. I also restricted the lags to a maximum of 274. I 
made this adjustment based on the work Feenstra and Taylor (2017) who noted that a complete 
model that forecasts the exchange rate over the short and long run should incorporate elements 
implied by both the monetary approach and the asset approach to exchange rate determination. 
That means that the monetary and asset approaches provide strong fundamentals to forecast the 
rate of depreciation of the exchange rate. The variables included in the estimation captured 
elements like relative monetary growth, relative inflation, relative output growth, and relative 
inflation rates. 
The DM1 and DM2 results in Table 3.A.10 show that this is true. However, most of the 
negative numbers of the individual DM statistics are not significant. This means that the predictive 
ability of the GVAR model out of sample is not significantly different from that of RW or RWD. 
By contrast, Table 3.3 shows the results for panels 𝐷𝑀̅̅ ̅̅ ̅1 and 𝐷𝑀̅̅ ̅̅ ̅2 using equations (3.26)–
(3.28). According to DM statistics, the GVAR fails to beat RW and RWD in out-of-sample 
forecasts. However, for the seventh model, the results showed that the GVAR out-of-sample 
forecasts were better for the second and third horizons using a 10% significance level. 
 





In Models 2, 4, and 6, I imposed overidentified restrictions. The exchange rate model 
implies the existence of the following long-run relationships between the variables included in 𝝃𝒊𝒕 
in equation (3.14). Some of the long-run relationships that we can impose as an overidentifying 
restriction are:75 
1. The restriction implied by the monetary exchange rate model: For example, if the 
GVAR model consists of three domestic variables (𝑠𝑖𝑡,  𝑦𝑖𝑡, 𝑚𝑖𝑡) then we may impose 
the restriction that 𝛽𝑖 = [1 𝛽2,𝑖 −1] where 𝛽2,𝑖 is expected to be > 0. 
2. Fisher equation: for models that involve short-run interest rates and inflation. The 
coefficient of short-run interest is restricted to 1, and the coefficient of inflation is 
restricted to -1. 
3. Uncovered interest rate parity: the coefficient is restricted to 1for both the domestic 
and foreign short-run interest rate. 
4. The Taylor principle: 𝑖𝑡
𝑃 = 𝛾 + 𝜙𝜋𝑡 +  𝛽𝑦𝑡 ,𝜙 > 1  indicates that when inflation 𝜋𝑡 
increases, the short-run policy rate increases by a higher percentage than the percentage 
increase in inflation. This principle involves models with inflation and interest rates, 
and it provided very plausible out-of-sample forecasts in previous studies like 
Molodtsova & Papell (2009). 
I imposed some of those overidentified restrictions on the cointegration vector of some 
countries on Models 2, 4, and 6. Tables 3.5 and 3.6 show those results. 
 
75 In this essay I considered only the first three overidentifying restrictions. I left testing the overidentified 




To impose those restrictions, I first estimated a stable GVAR model as evaluated by the 
results of the P.P. and the eigenvalues. Then, after getting an acceptable number of cointegration 
vectors for the model, I imposed those restrictions on the CV of some selected countries, following 
the work of DHPS (2007). 
For Models 2 and 4, adding the variables of interest rate and inflation facilitated testing 
overidentified restrictions implied by the Fisher equation and uncovered interest parity. For 
example, the Fisher equation suggests that the inflation variable (dp) coefficient equals -1 and that 
the interest rate (r) equals 1. On the other hand, uncovered interest rate parity indicates that the 
coefficient of the home interest rate (r) equals 1, and the foreign interest rate (rs) equals -1. 
Table 3.4 shows the results of imposing those overidentifying restrictions on some 
countries included in both models.76 For Model 2, we failed to reject the overidentified restrictions 
for 5 of the 13 countries with those restrictions at a 1% level of significance. Those countries are 
Italy, the Philippines, Singapore, Thailand, and Turkey. 
In Model 4, we also failed to reject the null of the overidentified restrictions for two 
countries (Australia and Spain). However, the null of the overidentified restriction was rejected 
for other countries in the sample.77 
I also imposed overidentified restrictions for Model 6. This model includes the primary 
variables in the monetary exchange rate model highlighted in the second essay. Table 3.5 shows 
the details of those overidentified restrictions and the likelihood ratio test of the overidentified 
 
76 I followed Dees, Holly, et al. (2007) (DHPS) on the choice of countries to impose those restrictions, 
depending on the numbers of CVs in each country. 
77 The following section shows the evaluation of out-of-sample forecasts of both models against the 
benchmark models. According to those results, the DM test indicates no significant difference between forecasts 
generated from the GVAR of both models and the RW and RWD models. However, this exercise may be extended 




restrictions. I imposed a monetary exchange model overidentified restriction on all countries 
included in Model 6 with at least one cointegration vector except Colombia, India, Indonesia, 
Switzerland, and Turkey. I followed the suggestion of DHPS in imposing restrictions on the 
countries whose financial markets were complete and hence may have long-run relationships 
between the variables included in the cointegration vectors that follow what the theory indicates. 
In the case of Switzerland, the estimation of the coefficient of output became unrealistic compared 
to what the theory implies.78 
For countries with two cointegration vectors, I restricted the first one and estimated the 
second from the VARX model estimated using EViews. Table 3.5 shows the LR statistics for those 
overidentified restrictions. As evident from the results, we may not reject the null of the over-
identified restrictions at a 1% significance level for most countries included in Model 6. The 
exceptions are Argentina, Canada, Chile, France, Italy, South Africa, and Spain. We may also fail 
to reject the null of overidentified restrictions at 5% for Brazil, Iceland, Korea, Norway, Singapore, 
and Sweden. Moreover, when we evaluated the out-of-sample forecasts generated from this model 
against those of the RW and RWD models, we found that the forecasts generated from GVAR 
Model 6 could not beat those benchmark models. 
3.5.3 Analyzing the Forecast Error Variance Decomposition of the Exchange rate  
The GVAR forecast error variance decomposition differs from the original VAR in that the 
shocks are not orthogonal and correlated across the countries in the sample. Thus, the standard 
method to construct the orthogonalized forecast error variance decomposition is replaced by a new 
 




generalized method. Smith and Galesi (2014b) defined this alternative approach of measuring 
forecast error variance decomposition as follows: 
[T]o consider the proportion of the variance of the n-step forecast errors of xt which is 
explained by conditioning on the non-orthogonalized shocks ujt, uj;t+1,..., uj;t+n, for j = 1; … 
k, while explicitly allowing for the contemporaneous correlations between these shocks 
and the shocks to the other equations in the system.79 (Smith & Galesi, 2014b, p. 142) 
Luckily, the program could be adjusted to produce the point estimate and the bootstrapped 
generalized forecast error variance decomposition (GFEVD) for any variable in the system. In this 
study, I chose to get the GFEVD for each country’s exchange rate and see the contributions to this 
forecast error variance at different horizons of each endogenous variable included in each country. 
This section shows the results for the GFEVD in Model 1, but we can extend the analysis 
to the other models.80 Figures 3.3.i and 3.3.ii show the GFEVDs averaged over four quarters for 
the 10 variables that contributed most to the forecast error variance of the exchange rate of some 
selected countries.81 Figures 3.4.i and 3.4.ii show the contributions of the same 10 variables to the 
forecast error variance of exchange rate, averaged over eight quarters. 
The top 10 variables differ in their contributions to the forecast error variance of the 
nominal exchange rate from 89% for Sweden to a maximum of about 189% for Italy. However, 
Dees, Holly, et al. (2007) indicated that when this percentage exceeds 100%, it is because of a 
positive correlation between shocks that hit the countries in the global economy. 
 
79 The GVAR user guide provides more technical details on how to derive the generalized form of the 
forecast error variance decomposition for any variable included in the GVAR model. 
80 All the results are available upon request. 
81 Those countries are Austria, France, Germany, Italy, Japan, Korea, Sweden, Switzerland, Australia, 
Canada, New Zealand, and UK. The author also has the results for other countries included in Model 1 and the 




The results show that the country’s exchange rate is the main contributor to this forecast 
error variance of the exchange rate for most cases. Two exceptions were Germany and France, 
where the main contributor was the Italian gross domestic product. Overall, in all countries, the 
fundamental variables of their main trading partners contributed more to the forecast error variance 
of the country’s exchange rate. 
The dominant unit variables did not significantly affect the country’s domestic fundamental 
variables in this analysis of forecast error variance. However, the price of metals, a part of the 
dominant unit, was considered the second contributor to the forecast error variance for most of the 
12 countries in Figures 3.3 and 3.4. The final observation from this exercise is that as the number 
of out-of-sample quarters increases, the country’s exchange rate contribution to its forecast error 
variance declines. 
3.6 Check of Robustness Using Time-Varying Weights 
The previous analysis used fixed weights to construct the foreign variables in each model. 
In this section, I estimated Model 7 using time-varying weights.82 The analysis used a three-year 
moving average for trade weight. Those weights changed the parameters of the country-specific 
models. The first year for the trade weights was 1980, and the last year in the estimation was 2012. 
I chose the size of the moving average window to be three years, and the program used the first 
moving average trade weight to correspond to all the years before 1980. Moreover, I chose the 
year 2010 to be the year at which the GVAR is solved.83 
 
82 The user guide of the GVAR toolbox provides an extensive discussion on how to construct this time-
varying weight matrix. 





The last row of Table 3.3 shows the out-of-sample forecasts from the estimation of the 
GVAR using time-varying weights. A significant benefit of this method over fixed-weight 
methods is that the trade weights for each country are updated every three years (or each year, 
depending on the size of the window). This modification allows for updating the foreign variables 
that trace the changing trade-based interdependencies of the countries. Thus, previous researchers 
argued that the results of the GVAR estimated using fixed weights and time-varying weights 
should be very close. 
All the results using fixed weight were very similar to the results obtained under time-
varying weights. However, the out-of-sample forecasts that used the time-varying weights 
improved in terms of significance and horizon. Thus, we may reject the null hypothesis of 
insignificant difference between the GVAR forecasts and the RW or RWD over the third and 
fourth horizons at a 10% level of significance. Even the results of 𝐷𝑀̅̅ ̅̅ ̅1 indicated borderline 
rejection of the null hypothesis at a 5% level of significance. 
3.7 Concluding Remarks 
This essay aimed to evaluate out-of-sample forecasts of the nominal exchange rates of a 
sample of countries used in the GVAR literature. Its main contribution is to use the concept of a 
dominant unit suggested by Chudik and Smith (2013) to build a GVAR model that forecasts the 
nominal exchange rates or the depreciation rates of a global sample of several countries’ main 
trading partners. I added the money supply variable and focused on forecasting the nominal 
exchange rates and the depreciation rates of the countries included in the sample. 
The findings indicate that the GVAR forecasts could not beat the RW or RWD models of 
the nominal exchange rates. However, if the model uses the depreciation rate of the nominal 




compared to those of benchmark models. Furthermore, the results improved for the seventh version 
of the model when I used a time-varying weight matrix to measure the foreign variables, not fixed 
weights. Further analysis of the forecast error variance decomposition of the exchange rates shows 
that in most cases, a country’s exchange rate is the main contributor to this forecast error variance 
on an average of four quarters or eight quarters. Nevertheless, other fundamental variables 
contribute to this forecast error over future horizons. In addition, as the number of quarters 
increases, the role of the countries’ exchange rate in explaining this forecast error variance 
diminishes. 
The analysis rejected the hypothesis of overidentified restrictions implied by the theory of 
the monetary approach and the asset approach to determine exchange rates for all the estimated 
versions of GVAR. However, the restrictions implied by the monetary approach were not rejected 
in most cases. Thus, further exploration of the long-run relationship between domestic and foreign 
variables may result in a model that beats the benchmark models in out-of-sample forecasts. 
Moreover, estimating a structure GVAR that considers the ordering of the variables with each 
VARX model could result in meaningful analysis for the impulse response functions that follow 

































































Table 3.2: Summary of the Different Models Used in the Study: 
Model  Description of The Model 
Model 1 This model contains all the variables in level form and for all 33 
countries—no overidentified restrictions on the cointegration vectors. 
Mixed lags for each country85. 
Model 2 Model 1 + overidentified restrictions on the cointegration vectors of 
each country.  
Model 3 All variables are relative to the USA variables. Conditioned USA on 
the dominant unit model. The number of countries is 25 —no 
overidentified restrictions on the cointegration vectors of the countries. 
Lags are determined using AIC (max 4).  
Model 4 Model 3 + overidentified restrictions on the cointegration vectors.  
Model 5 Model 3 after excluding the variables of interest rate and inflation and 
27. No overidentified restrictions on the cointegration vectors. Lags are 
determined using AIC (max 4). 
Model 6 Same as model 5 after imposing an over-identified restriction that 
included the cointegration vector implied by the monetary exchange rate 
model explained in essay 2.  
Model 7 Model 3 using a depreciation rate rather than the level of the nominal 




85 I run the GVAR once by allowing the maximum lags to be 4 and run it again while allowing the 
maximum lags to be 2. For each country I choose the lags which give the better out of sample forecast.  
86 My motivation to do that is based on what implied from the monetary and asset approaches for 
exchange rate model that is explained in Feenstra & Taylor (2017). In chapter 4 of their book, they argue that the 
asset approach and the monetary approach of exchange rate determination can better predict the rate of the 
depreciation of the exchange rate. The result that I got from applying the GVAR model to this argument provide 


























  DM1 DM2 
Models  h=1 h=2 h=3 h=4 h=1 h=2 h=3 h=4 
Model 1 4.41 4.86 5.30 5.28 4.14 2.65 1.05 0.52 
Model 2 5.19 5.77 6.29 6.46 5.00 4.00 2.72 2.35 
Model 3  5.12 5.07 5.09 5.05 5.12 5.05 5.06 5.02 
Model 4 7.83 9.17 11.31 11.66 7.55 6.86 5.46 5.21 
Model 5 8.95 9.78 9.95 8.96 8.76 7.50 5.62 4.54 






































Table 3.4: Overidentified Restrictions on the CV for Models 2 and 4 
 
87 The black shaded countries are not part of the sample used to estimate this model.  
  Model 2 Model 487 
Country #CV FE UIP LR  95%  99%  #CV FE UIP LR  95%  99%  
Argentina 4                  
Australia 2 √ √ 125.19 79.42 85.04 1 √  
62.80 
59.29 66.96 
Austria 0         3      
Belgium 0                  
Brazil 0           3      
Canada 0           2 √ √ 142.32 64.96 73.75 
Chile 0          
3 
     
China 2 √ √ 160.92 49.05 52.62        
Colombia 0           3      
Finland 0                  
France 0            1 √  74.77 61.56 67.68 
Germany 2 √ √ 154.70 86.40 95.17  2 √ √ 119.87 85.13 101.94 
Iceland 1                
India 0            1      
Indonesia 3           3      
Italy 1 √   38.20 34.30 38.40  1 √  103.22 50.37 60.85 
Japan 0            1      
Korea 0            1      
Malaysia 1 √   71.77 57.55 63.76  3      
Mexico 0           1      
Netherlands 0                  
NZ 0            2      
Norway 3            2 √ √ 106.89 71.68 87.79 
Peru 0                  
Philippines 1 √   27.62 31.37 39.16        
Singapore 1 √   39.41 40.07 49.84  3      
SA 0           2      
Spain 2 √ √ 191.72 66.89 82.53  1 √  42.60 58.22 73.14 
Sweden 2 √ √ 141.82 90.52 95.74  1 √  56.21 42.12 50.09 
Switzerland 2 √ √ 103.20 80.17 84.90  2 √ √ 122.36 98.20 111.71 
Thailand 2 √ √ 75.47 80.88 102.29  2      
Turkey 1 √  53.24 43.21 55.12  2      




Table 3.5: Overidentified Restrictions on the CV for Model 6 
NC: indicate no overidentified restriction on the CV 
NA: the number of CVs is zero, and hence I could not impose restrictions 
Country # CV CV s y m LR 95% 99% 
Argentina 1.00 CV1 1.00 0.20 -1.00 52.4** 31.29 37.97 
Australia 1.00 CV1 1.00 2  -1.00 36.65* 34.74 43.16 
Austria 2.00 
CV1 1.00 0.20 -1.00 68.33* 
58.28 69.17 
CV2 0.45 -14.24 1.00 
Brazil 1.00 CV1 1.00 0.10 -1.00 39.49 42.83 55.71 
Canada 1.00 CV1 1.00 33.30 -1.00 126.57** 26.48 37.45 
Chile 2.00 
CV1 1.00 1.00 -1.00 78.01** 
51.13 58.66 
CV2 -0.72 -0.32 1.00  
Colombia 1.00 NC    
 
  
France 1.00 CV1 1.00 1.00 -1.00 74.06** 37.95 48.33 




CV1 1.00 1.87 -1.00 40.78 
46.39 53.06 
CV2 1.00 -0.92 0.12 
India 1.00 NC    
 
  
Indonesia 1.00 NC    
 
  
Italy 1.00 CV1 1.00 22.90 -1.00 58.89** 32.95 38.06 
Japan 0.00 NA    
 
  
Korea 1.00 CV1 1  1.23 -1.00 30.12 32.46 40.87 
Malaysia 1.00 CV1 1.00 1.80 -1.00 31.64* 28.88 32.53 
Mexico 0.00 NA    
 
  
New Zealand 1.00 CV1 1.00 5.00 -1.00 32.23* 29.63 33.12 
Norway 1.00 CV1 1.00 1.30 -1.00 7.60 30.35 39.07 
Singapore 1.00 CV1 1.00 2.97 -1.00 27.92 28.95 36.71 
South Africa 1.00 CV1 1.00 1.12 -1.00 40.85** 29.11 34.99 
Spain 1.00 CV1 1.00 2.00 -1.00 96.92** 36.72 45.60 
Sweden 2.00 
CV1 1.00 2.00 -1.00 
23.51 40.36 48.29 
CV2 -1.10 -1.95 1.00 
Switzerland 1.00 NC    
 
  
Thailand 1.00 CV1 1.00 1.18 -1.00 29.35* 26.53 31.00 
Turkey 1.00 NC    
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Figure 3.2: Persistence Profile of the GVAR of the 100 Cointegrating Vectors Panel (a)      

























Figure 3.3.i: Generalized Forecast Error Variance Decomposition GFEVD of Exchange 
Rate of Selected Countries in Model 1 Averaged over Four quarters. 
 


















136% OF FE VARIANCE OF EXCHANEG RATE
austlia s DU pmetal can s nzld s
swe s DU poil austlia y sing s










184% OF FE VARIANCE OF EXCHANEG RATE
austria s italy s italy y fin s
neth y DU pmetal neth s bel s












131% OF FE VARIANCE OF EXCHANEG RATE
can s DU pmetal austlia s DU poil











146% OF FE VARIANCE OF EXCHANEG RATE
italy y france s austria s neth y
italy s bel y fin s bel s









127% OF FE VARIANCE OF EXCHANEG RATE
italy y neth y italy s austria s
germ s fin s bel y DU pmetal











186% OF FE VARIANCE OF EXCHANEG RATE
italy s austria s italy y fin s
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Figure 3.3.ii: Generalized Forecast Error Variance Decomposition GFEVD of Exchange 


























107% OF FE VARIANCE OF EXCHANGE RATE
japan s DU pmat sing s switz s
mal s thai s austria s china m











130% OF FE VARIANCE OF EXCHANGE RATE
kor s DU pmetal sing s










122% OF FE VARIANCE OF EXCHANGE RATE
swe s DU pmetal italy y italy s
UK s neth y austria s fin s










126% OF FE VARIANCE OF EXCHANGE RATE
switz s italy y italy s austria s
sing s japan s nor s germ m











127% OF FE VARIANCE OF EXCHANGE RATE
nzld s DU pmetal austlia s DU pmat
india s DU poil thai s can s











138% OF FE VARIANCE OF EXCHANGE RATE
UK s DU pmetal swe s DU poil
icla s italy y italy s UK y





Figure 3.4.i: Generalized Forecast Error Variance Decomposition GFEVD of Exchange 
Rate of Selected Countries in Model 1 Averaged over Eight Quarters. 
Australia 
 





















128% OF FE VARIANCE OF EXCHANEG RATE
austlia s DU pmetal can s nzld s
swe s DU poil austlia y sing s










160% OF FE VARIANCE OF EXCHANEG RATE
austria s italy s italy y fin s
neth y DU pmetal neth s bel s












129% OF FE VARIANCE OF EXCHANEG RATE
can s DU pmetal austlia s
DU poil turk s turk y












112% OF FE VARIANCE OF EXCHANEG RATE
italy y france s austria s neth y
italy s bel y fin s bel s










92% OF FE VARIANCE OF EXCHANEG RATE
italy y neth y italy s austria s
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183% OF FE VARIANCE OF EXCHANEG RATE
italy s austria s italy y fin s
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Figure 3.4.ii: Generalized Forecast Error Variance Decomposition GFEVD of Exchange 

































100% OF FE VARIANCE OF EXCHANEG RATE
japan s DU pmat sing s switz s
mal s thai s austria s china m











126% OF FE VARIANCE OF EXCHANEG RATE
kor s DU pmetal sing s thai s
mal s spain m thai m austlia s










89% OF FE VARIANCE OF EXCHANEG RATE
swe s DU pmetal italy y italy s
UK s neth y austria s fin s
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134% OF FE VARIANCE OF EXCHANEG RATE
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Table 3.A.1: Domestic, Foreign, and Global Variables Included in VARX Model 
  s y m dp r 𝒔∗ 𝒚∗ 𝒎∗ 𝒅𝒑∗ 𝒓∗ poil pmat pmetal 
Argentina √ √ √ √ √ X √ √ √ √ √ √ √ 
Australia √ √ √ √ √ X √ √ √ √ √ √ √ 
Austria √ √ √ √ √ X √ √ √ √ √ √ √ 
Belgium √ √ NA √ √ X √ √ √ √ √ √ √ 
Brazil √ √ √ √ √ X √ √ √ √ √ √ √ 
Canada √ √ √ √ √ X √ √ √ √ √ √ √ 
Chile √ √ √ √ √ X √ √ √ √ √ √ √ 
China √ √ √ √ √ X X X √ √ √ √ √ 
Colombia √ √ √ √ √ X √ √ √ √ √ √ √ 
Finland √ √ NA √ √ X √ √ √ √ √ √ √ 
France √ √ √ √ √ X √ √ √ √ √ √ √ 
Germany √ √ √ √ √ X √ √ √ √ √ √ √ 
Iceland √ √ √ √ NA X √ √ √ √ √ √ √ 
India √ √ √ √ √ X √ √ √ √ √ √ √ 
Indonesia √ √ √ √ √ X √ √ √ √ √ √ √ 
Italy √ √ √ √ √ X X √ √ √ √ √ √ 
Japan √ √ √ √ √ X √ √ √ √ √ √ √ 
Korea √ √ √ √ √ X √ √ √ √ √ √ √ 
Malaysia √ √ √ √ √ X √ √ √ √ √ √ √ 
Mexico √ √ √ √ √ X √ √ √ √ √ √ √ 
Netherlands √ √ NA √ √ X √ √ √ √ √ √ √ 
New 
Zealand 
√ √ √ √ √ X √ √ √ √ √ √ √ 
Norway √ √ √ √ √ X √ √ √ √ √ √ √ 
Peru √ √ NA √ √ X √ √ √ √ √ √ √ 
Philippines √ √ NA √ √ X √ √ √ √ √ √ √ 
Singapore √ √ √ √ √ X √ √ √ √ √ √ √ 
South 
Africa 
√ √ √ √ √ X √ √ √ √ √ √ √ 
Spain √ √ √ √ √ X √ √ √ √ √ √ √ 
Sweden √ √ √ √ √ X √ √ √ √ √ √ √ 
Switzerland √ √ √ √ √ X √ √ √ √ √ √ √ 
Thailand √ √ √ √ √ X √ √ √ √ √ √ √ 
Turkey √ √ √ √ √ X √ √ √ √ √ √ √ 
United 
Kingdom 
√ √ √ √ √ X X √ √ √ √ √ √ 








Table 3.A.2: Degree of Integration of Domestic and Foreign Variables  
Country s  y  m  dp  r § ss  ys  ms  dps  rs § 
ARGENTINA I (1) I (1) I (2) I (0) I (1) not included I (2) I (1) I (1) I (1)/I (0) 
AUSTRALIA I (1) I (1) I (1) I (0) I (1) not included I (2) I (2)/I (1) I (1) I (1) 
AUSTRIA I (1) I (0) I (1) I (0) I (1) not included I (1)/I (2) I (1) I (1) I (1) 
BELGIUM I (1) I (1) NA I (1)/I (0) I (1) not included I (1)/I (2) I (1)/I (2) I (1) I (1) 
BRAZIL I (2)/I (1) I (2)/I (1) I (1) I (1) I (1) not included I (2) I (2) I (1)/I (0) I (1) 
CANADA I (1) I (1) I (1) I (1) I (1) not included I (2) I (2) I (1) I (1) 
CHILE I (1) I (2)/I (1) I (1) I (0) I (1) not included I (2) I (2) I (1) I (1) 
CHINA I (1) I (2)/I (0) I (2)/I (1) I (1) I (1) not included I (2) **** I (2) **** I (1)/I (0) I (1) 
COLOMBIA I (1) I (2)/Not clear*** I (2)/I (1) I (1) I (1) not included I (2) I (2) I (1) I (1) 
FINLAND I (1) I (1) NA I (1) I (1) not included I (1)/I (2) I (2)/I (1) I (1) I (1) 
FRANCE I (1) I (2)/I (1) I (1)/I (2) I (1) I (1) not included I (1) I (2)/I (1) I (1) I (1) 
GERMANY I (1) I (1) I (1) I (1) I (1) not included I (1) I (2) I (1) I (1) 
ICELAND I (0)/I (1) * I (1) I (1) I (1) NA not included I (1)/I (2) I (2)/I (1) I (1)/I (0) I (1) 
INDIA I (1) I (1)/I (2) I (1) I (0) I (0) not included I (2) I (2) I (1)/I (0) I (1) 
INDONESIA I (0)/I (1) * I (1)/I (0) I (1) I (0) I (0) not included I (2) I (1) I (1) I (1) 
ITALY I (1) I (1) 
I (2)/I (1) 
** I (1) I (1) not included I (2) **** I (2) I (1) I (1) 
JAPAN I (1) I (2) I (1) I (1) I (1) not included I (2) I (2) I (1) I (1) 
KOREA I (1) I (2) I (1) I (1) I (1) not included I (2) I (2) I (1) I (1) 
MALAYSIA I (1) I (2)/I (0) I (0) I (0) I (1) not included I (2) I (1) I (1) I (1) 
MEXICO I (0)/I (1) * I (1) I (1) I (0) I (1) not included I (2) I (2) I (1) I (1) 
NETHERLANDS I (1) I (0)/I (1) NA I (1) I (1) not included I (2)/I (1) I (2) I (1) I (1) 
NEW ZEALAND I (1) I (1)/I (0) I (1) I (0) I (1) not included I (2) I (1) I (1) I (1) 
NORWAY I (1) I (0)/I (1) I (0) I (1)/I (0) I (1) not included I (2) I (2) I (1) I (1) 
PERU I (1) I (1) NA I (1)/I (0) I (0) not included I (2) I (2) I (1) I (1) 
PHILIPPINES I (1) I (0)/I (1) NA I (0) I (1) not included I (2) I (1) I (1) I (1) 
SINGAPORE I (1) I (1) I (1) I (0) I (1) not included I (2) I (2) I (0) I (1) 
SOUTH AFRICA I (1) I (1) I (1) I (0) I (0) not included I (2) I (2) I (1) I (1) 
SPAIN I (1) I (1) I (1) I (1) I (1) not included I (2) I (2) I (1) I (1) 
SWEDEN I (1) I (1)/I (2) I (1) I (0) I (1) not included I (1)/I (2) I (1) I (1) I (1) 
SWITZERLAND I (1) I (1)/I (2) I (1) I (0) I (1) not included I (1)/I (2) I (1) I (1) I (1) 
THAILAND I (1) I (1) I (1) I (0) I (1) not included I (2) I (2)/I (1) I (1) I (1) 
TURKEY I (1) I (1) I (2)/I (1) I (1) I (1) not included I (1)/I (2) I (2) I (1) I (1) 
UNITED KINGDOM I (1) I (1)/I (2) I (1) I (0)/I (1) I (1) not included 
I (1)/I (2) 
**** I (1) I (1) I (1) 
USA NA I (1) I (1) I (0)/I (1) I (1) I (1) I (2) **** I (2) I (1) I (1) 
          § The level of all variables is measured with a trend except the interest rate measured without a trend.*First value based on ADF statistics, and the second value based on the weighted      
               symmetric estimator.  




Table 3.A.3: Additional Unit Root Tests for I (2) Variables  
*: reject the null at 10%, ** 5%, *** 1%. Notes: ADF1, ADF2, and ADF3: Are the Augmented Dickey-Fuller Test without constant, with the trend 
and constant and with constant only respectively. PP: Philips Perron test statistics. KPSS1 and KPSS2:are  (Kwiatkowski et al., 1992) with intercept 
and with constant and trend respectively. 
Country 
Second 
difference   
of the 
variable ADF1 ADF2 ADF3 PP KPSS1 KPSS2 
Argentina 
m -1.8* -2.7 -2.18 -5.86*** 0.7** 0.12 
ys -1.3 -2.92 -2.24 -7.63*** 0.67** 0.15** 
Australia ys -1.4 -3.9** -2.6* -25.5*** 0.39** 0.06 
Brazil 
ms -1.17 -3.8** -2.26 -12.86*** 0.8*** 0.113 
ys -1.57 -3.9** -2.43 -13.03*** 0.71** 0.1 
Canada 
ms -1.03 -3.32* -3.1** -12.8*** 0.44* 0.15** 
ys -1.23 -4.29*** -2.05 -13.11*** 0.93*** 0.06 
Chile 
ms -1.25 -3.18* -2.1 -12.65*** 0.72** 0.11 
ys -1.34 -2.82 -1.34 -13.28*** 0.73** 0.10 
China y -0.79 -3.26* -3.19** -25.17*** 0.07 0.05 
Colombia 
ms -0.9 -2.73 -1.67 -12.33*** 0.71** 0.13* 
y -1.04 -2.7 -0.91 -18.5*** 0.61** 0.06 
ys -1.21 -2.7 -1.6 -12.56*** 0.85 0.11 
Germany ms -1.23 -5.25** -2.83* -31.178*** 0.65** 0.052 
India 
ms -1.02 -4.47*** -1.02 -12.7*** 0.66** 0.07 
ys -1.61 -3.54** -2.56 -16*** 0.62** 0.06 
Indonesia ys -1.49 -3.37* -2.53 -20.12*** 0.486** 0.06 
Japan 
ys -1.26 -3.37* -2.38 -18.85*** 0.468** 0.063 
y -2.35** -5.22*** -2.50 -31.93*** 0.28 0.07 
ms -2.23** -4.404*** -3.77*** -17.03*** 0.59** 0.08 
Korea 
ms -1.81* -3.51** -2.94** -17.95*** 0.52** 0.07 
y -1.6 -5.52*** -2.794* -25.84*** 0.46* 0.06 
ys -1.27 -3.28* -2.33 -18.72*** 0.45* 0.07 
Malaysia ys -1.53 -3.49** -2.73* -19.94*** 0.5** 0.07 
Mexico 
ms -1.12 -3.42* -3.2** -13.1*** 0.4* 0.12* 
ys -1.26 -3.77** -2.22 -14.31*** 0.81* 0.06 
Netherland ms -1.1 -3.62** -2.41 -15.92*** 0.61** 0.08 
Norway 
ms -0.95 -4.29*** -2.03 -15.77*** 0.73** 0.05 
ys -2.31** -5.16*** -3.78*** -13.70*** 0.94*** 0.07 
Newzealand ys -1.47 -4.56*** -2.92** -21.13*** 0.53** 0.07 
Peru 
ms -1.2 -2.93 -2.1 -12.92*** 0.65** 0.11 
ys -1.31 -2.87 -1.78 -13.59*** 0.72** 0.09 
Philippines ys -1.6 -3.795** -2.85* -22.97*** 0.474** 0.07 
South 
Africa 
ms -1.32 -3.04 -2.26 -16.53*** 0.57** 0.08 
ys -1.51 -3.3* -2.31 -17.35*** 0.58* 0.07 
Singapore 
ms -1.47 -6.66*** -3.24** -17.22*** 0.58** 0.1 
ys -1.54 -4.94*** -3.88*** -26.89*** 0.36* 0.06 
Spain 
ms -1.39 -4.42*** -1.96 -18.02*** 0.65** 0.06 
ys -1.99** -4.32*** -2.86* -13.46*** 0.99* 0.07 
Thailand ys -1.54 -3.66 -2.68* -22.83*** 0.475* 0.063 
Turkey ms -1.1 -4.35*** -2.03 -18.08*** 0.60** 0.065 




Table 3.A.4: Lags of domestic and Foreign Variables in the VECMX Models Based on 
Akaike Information Criteria. 
Country p q Country  p q 
Argentina 3 3 Korea 4 4 
Australia 1 3 Malaysia 4 2 
Austria 2 1 Mexico 2 1 
Belgium 4 4 Netherlands 4 4 
Brazil 4 3 New Zealand 4 4 
Canada 4 1 Norway 4 4 
Chile 4 4 Peru 4 4 
China 4 1 Philippines 2 1 
Colombia 2 1 Singapore 2 1 
Finland 2 2 South Africa 2 1 
France 4 2 Spain 4 3 
Germany 3 4 Sweden 4 4 
Iceland 2 1 Switzerland 3 2 
India 4 4 Thailand 4 3 
Indonesia 2 1 Turkey 4 4 
Italy 2 1 United Kingdom 4 1 















Table 3.A.5: Trace statistics and The Number of Cointegration vectors.  
           **rank is significant at 0.01% *rank is significant at 5%.Critical values are from MacKinnon et al., (1999) 
Country 𝒙𝒕 𝒙𝒕
∗ 







r=0 r=1 r=2 r=3 r=4 
Argentina 5 7 317.35** 224.44** 150.05** 80.74** 23.27 4 4 4 
Australia 5 6 260.52** 136.87* 80.22 40.70 17.62 2 1 2 
Austria 5 7 377.71** 203.62** 112.54* 56.80 22.74 3 2 0 
Belgium 4 7 331.09** 164.47** 94.06** 44.81*   4 3 0 
Brazil 5 7 312.64** 207.77** 134.31** 73.84* 25.43 4 3 0 
Canada 5 7 292.64** 168.46** 96.41* 57.74 22.88 3 2 0 
Chile 5 7 294.28** 194.81** 124.01** 56.59 24.90 3 3 0 
China 5 4 382.68** 169.02** 74.49* 34.14 12.39 3 2 2 
Colombia 5 7 344.55** 154.70* 103.53* 53.15 12.61 3 1 0 
Finland 4 7 174.58** 96.92* 41.37 17.98   2 1 0 
France 5 4 269.37** 152.74** 97.22* 50.26* 13.71 4 2 0 
Germany 5 7 316.55** 187.49** 119.30* 60.15 18.66 3 2 2 
Iceland 4 6 203.19** 115.21* 58.68* 19.67   3 1 1 
India 5 7 388.02** 222.69** 117.80* 65.70* 26.62 4 2 0 
Indonesia 5 6 283.86** 157.69** 84.23 47.29 20.11 2 2 3 
Italy 5 7 330.09** 207.76** 126.52** 71.40* 29.83 4 3 1 
Japan 5 7 292.77** 182.71* 109.16* 62.27 23.80 4 1 0 
Korea 5 7 293.88** 166.90* 105.95* 56.75 22.27 3 1 0 
Malaysia 5 6 209.27** 131.23* 69.75 27.15 10.14 2 1 1 
Mexico 5 7 266.41** 180.70* 123.11* 77.69* 34.01* 5 1 0 
Netherlands 4 7 236.73** 109.14* 56.61 19.87   2 1 0 
New 
Zealand 5 7 313.28** 202.56** 118.13* 58.28 19.97 3 2 0 
Norway 5 6 240.15** 164.16** 95.40* 56.24* 24.68 4 2 3 
Peru 4 7 336.97** 199.24** 85.05* 21.54   3 2 0 
Philippines 4 7 187.40** 91.51 54.08 18.85   1 1 1 
Singapore 5 5 150.81* 91.86 58.67 31.46 7.39 1 0 1 
South 
Africa 5 7 218.28** 148.98* 90.79 52.27 21.07 2 1 0 
Spain 5 6 196.58** 133.04* 83.72 48.95 21.89 2 1 2 
Sweden 5 6 293.40** 173.73** 103.87* 50.69 17.72 3 2 2 
Switzerland 5 7 247.28** 157.38** 102.94* 59.03 23.53 3 2 2 
Thailand 5 4 173.93** 107.54* 70.31 36.35 13.52 2 1 2 
Turkey 5 7 307.14** 207.37** 136.79** 77.61* 28.03 4 3 1 
United 
Kingdom 5 5 237.24** 158.02** 94.59* 42.01 16.34 3 2 1 







Table 3.A.6: F-test results for Weakly exogeneity assumption for all countries in the GVAR with 33 cointegrating vector   
 
Auxiliary regression equation of foreign variables ∆𝑥𝑖𝑡
∗ = 𝑎𝑖𝑘∗ + ∑ 𝛿𝑖𝑗,𝑘∗
𝑟𝑖
𝑗=1  𝐸𝐶?̂?𝑖𝑗,𝑡−1 + ∑ 𝛼𝑖𝑗,𝑘∗
′𝑝𝑖
∗




∗  +∑ 𝛾𝑖𝑗,𝑘∗
′𝑞𝑖
∗
𝑗=1  ∆𝑑𝑖,𝑡−𝑗 + 𝜔𝑖𝑡,𝑘∗ 
𝑝𝑖
∗: number of lags of the domestic variables,𝑞𝑖
∗ : number of lags for foreign and global variables  
(*) significant at 5% level of significance (**) significant at 1% level of significance  




∗ Fcrit_0.01 Fcrit_0.05 𝑠∗ 𝑦∗ 𝑚∗ 𝑑𝑝∗ 𝑟∗ 𝑝𝑜𝑖𝑙 𝑝𝑚𝑎𝑡 𝑝𝑚𝑒𝑡𝑎𝑙 
Argentina 3 4 3.58 2.49   0.70 1.43 0.43 0.65 1.98 0.72 0.39 
Australia 4 4 4.91 3.12   1.97 0.52 0.01 0.38 0.98 0.62 0.33 
China 2 1 4.81 3.08   4.05* 7.18** 3.35* 1.26 0.34 1.40 0.05 
Germany 4 4 4.91 3.12   1.04 1.60 1.54 1.10 2.45 0.95 0.41 
Iceland 4 2 6.92 3.94   0.08 1.09 2.72 1.99 1.25 2.96 3.15 
Indonesia 4 4 4.07 2.73   0.97 0.37 0.71 0.30 0.69 0.57 0.19 
Italy 4 4 7.00 3.97   6.06* 1.07 0.00 2.87 0.16 1.78 0.00 
Malaysia 4 4 7.00 3.97   0.83 7.34** 0.07 0.01 0.21 0.60 0.16 
Norway 1 4 4.02 2.71   4.23* 0.14 0.46 1.60 0.10 1.98 0.51 
Philippines 1 4 6.93 3.95   3.36 0.03 0.93 0.02 0.01 0.01 0.38 
Singapore 4 4 7.00 3.97   2.72 0.95 0.0001 1.37 1.00 1.05 6.21 
Spain 3 4 4.89 3.12   5.47** 1.00 1.49 0.33 1.33 0.88 0.78 
Sweden 1 4 4.86 3.10   3.45* 2.79 0.18 0.16 0.09 0.74 0.18 
Switzerland 1 4 4.86 3.10   3.75* 3.23** 0.87 0.92 0.44 3.04 2.79 
Thailand 3 4 4.89 3.12   5.68** 0.89 4.51 0.21 4.61* 3.47 2.05 
Turkey 1 4 6.93 3.95   0.01 0.31 0.33 0.0002 6.59* 1.15 2.29 
UK 1 4 6.93 3.95   5.69* 0.58 3.44 0.26 5.20* 1.76 0.37 








Table 3.A.7: Results of individual countries’ DM test statistics for models (1) and (2) 
 Model (1) Model (2) 
  DM188 DM2 DM1 DM2 
  h=1 h=2 h=3 h=4 h=1 h=2 h=3 h=4 h=1 h=2 h=3 h=4 h=1 h=2 h=3 h=4 
Argentina 1.37 1.13 1.08 1.06 1.44 0.86 0.66 0.60 1.56 1.19 1.11 1.08 1.62 0.99 0.81 0.75 
Australia 1.51 1.22 1.24 1.14 1.56 1.25 1.23 1.14 2.73 1.55 1.34 1.20 2.74 1.56 1.33 1.20 
Austria -0.78 0.04 1.04 1.11 -0.77 -0.04 1.04 1.12 1.83 1.23 1.12 1.09 1.84 1.23 1.12 1.09 
Belgium -1.53 -1.18 -0.30 -0.41 -1.62 -1.26 0.02 0.23 1.72 1.22 1.13 1.10 1.71 1.22 1.13 1.09 
Brazil 0.50 0.61 1.20 1.16 -0.26 -1.10 -1.19 -1.24 0.76 0.82 1.18 1.14 0.18 -0.63 -0.90 -1.10 
Canada 2.67 1.50 1.27 1.17 2.67 1.50 1.27 1.18 2.64 1.49 1.26 1.17 2.64 1.49 1.26 1.17 
Chile 0.87 0.74 0.87 0.96 1.38 1.03 0.92 1.03 0.81 0.69 0.83 0.94 1.35 1.02 0.88 1.03 
China 2.95 1.60 1.32 1.19 2.62 1.42 1.19 1.06 -1.33 -0.90 0.79 -0.98 -2.86 -2.09 -1.58 -1.27 
Colombia -0.33 0.90 0.96 1.01 0.44 0.79 0.67 0.82 -0.13 0.93 0.98 1.01 0.53 0.81 0.69 0.84 
Finland  -0.17 1.03 1.03 1.01 -0.13 1.10 1.01 0.99 2.11 1.30 1.14 1.09 2.07 1.29 1.13 1.08 
France 2.04 1.27 1.15 1.11 1.97 1.25 1.14 1.10 1.78 1.24 1.14 1.10 1.76 1.24 1.14 1.10 
Germany -1.56 0.88 0.99 1.02 -1.54 0.87 0.99 1.02 1.56 1.17 1.10 1.08 1.56 1.17 1.10 1.08 
Iceland 0.66 0.42 0.28 0.65 0.45 0.03 -1.41 -1.56 0.81 0.58 0.44 0.55 0.66 0.38 -1.29 -1.51 
India 3.62 1.80 1.51 1.32 3.86 1.87 1.53 1.34 4.01 1.89 1.57 1.35 4.18 1.94 1.58 1.33 
Indonesia -2.49 -1.69 0.22 0.85 -1.68 -1.50 -1.51 -1.38 -2.03 -1.44 0.55 0.97 -1.60 -1.49 -1.47 -1.35 
Italy 1.10 1.06 1.70 1.51 1.19 1.42 1.53 1.33 0.76 1.45 1.37 1.25 0.86 1.53 1.26 1.17 
Japan  2.82 1.64 1.36 1.22 2.82 1.64 1.36 1.22 2.70 1.60 1.34 1.21 2.69 1.60 1.34 1.21 
Korea -1.25 -0.79 -1.17 -1.31 -1.22 -0.91 -1.41 -1.30 -1.25 -0.77 -1.16 -1.30 -1.24 -0.93 -1.46 -1.33 
Malaysia 1.98 1.26 1.16 1.08 2.02 1.26 1.15 1.06 1.35 1.12 1.10 1.06 1.46 1.13 1.09 1.05 
Mexico -0.88 0.00 1.73 1.14 -1.36 -0.54 -1.17 -0.79 -1.26 0.54 1.05 1.04 -0.88 -0.16 -0.78 -0.41 
Netherlands 1.55 1.17 1.10 1.08 1.55 1.17 1.10 1.08 1.86 1.28 1.16 1.12 1.86 1.28 1.16 1.12 
New Zealand -0.44 0.32 0.91 1.04 -0.44 0.36 0.90 1.04 -0.33 0.19 0.97 1.07 -0.33 0.25 0.95 1.07 
Norway 3.54 1.67 1.34 1.20 3.53 1.66 1.34 1.19 2.67 1.50 1.26 1.16 2.66 1.50 1.26 1.16 
Peru  2.60 1.46 1.27 1.17 2.06 0.62 0.06 -0.07 2.15 1.31 1.19 1.12 1.38 0.04 -0.36 -0.34 
Philippines -0.64 -0.70 0.55 NA -0.19 -0.58 -1.36 -1.13 -0.63 -0.15 0.74 0.78 -0.26 -0.33 -0.97 -1.00 
Singapore 2.80 1.51 1.28 1.17 2.80 1.51 1.28 1.17 2.96 1.55 1.30 1.18 2.96 1.56 1.30 1.18 
South Africa 4.82 2.02 1.51 1.32 5.27 2.05 1.48 1.31 4.49 1.98 1.49 1.30 4.91 2.01 1.46 1.30 
Spain -0.25 1.04 1.09 1.11 -0.26 1.00 0.99 1.01 2.04 0.73 0.80 1.00 2.12 0.90 1.00 1.12 
Sweden 1.26 1.10 1.05 1.07 1.30 1.12 1.04 1.07 1.54 1.18 1.10 1.09 1.55 1.18 1.09 1.09 
Switzerland  -0.16 -1.42 -0.47 -3.08 -0.23 -0.89 -0.42 -2.76 1.93 1.32 1.18 1.15 1.94 1.33 1.19 1.15 
Thailand -0.09 -5.48 -0.75 -0.30 -0.01 NA 0.02 0.50 0.43 0.34 1.20 1.10 0.58 0.61 1.23 1.11 
Turkey  3.41 1.80 1.57 1.45 2.64 1.20 -1.30 -1.15 3.70 1.83 1.57 1.46 2.89 1.43 -1.21 -1.14 
United Kingdom 0.10 0.85 0.84 1.03 0.09 0.76 0.64 0.97 -0.01 0.37 -0.40 0.26 -0.01 0.35 -0.81 0.26 
 







Table 3.A.8: Results of individual countries’ DM test statistics for models (3) and (4) 
 Model (3) Model (4) 
  DM1 DM2 DM1 DM2 
  h=1 h=2 h=3 h=4 h=1 h=2 h=3 h=4 h=1 h=2 h=3 h=4 h=1 h=2 h=3 h=4 
Australia 1.71 1.24 1.14 1.11 1.71 1.24 1.14 1.11 2.98 1.59 1.33 1.18 2.99 1.60 1.32 1.18 
Austria 2.13 1.28 1.13 1.08 2.13 1.28 1.13 1.08 2.67 1.47 1.24 1.15 2.67 1.47 1.24 1.15 
Brazil 1.53 1.17 1.10 1.08 1.53 1.17 1.09 1.07 1.08 0.88 1.26 1.19 0.51 -0.73 -1.25 -1.31 
Canada 1.51 1.16 1.09 1.07 1.51 1.16 1.09 1.07 2.75 1.50 1.26 1.16 2.75 1.50 1.26 1.16 
Chile 1.57 1.16 1.09 1.06 1.58 1.16 1.09 1.06 3.25 1.70 1.36 1.25 3.22 1.72 1.35 1.27 
Colombia 1.85 1.23 1.12 1.08 1.85 1.22 1.12 1.07 2.31 1.39 1.19 1.11 2.15 1.30 1.12 1.07 
France 1.67 1.18 1.09 1.07 1.67 1.18 1.09 1.07 2.33 1.36 1.18 1.11 2.31 1.35 1.17 1.11 
Germany 3.00 1.85 1.54 1.24 3.00 1.85 1.54 1.24 2.55 1.42 1.21 1.13 2.55 1.42 1.21 1.13 
India 1.93 1.33 1.20 1.14 1.94 1.33 1.19 1.14 3.36 1.84 1.62 1.39 3.27 1.76 1.62 1.34 
Indonesia 2.00 1.35 1.21 1.15 2.00 1.35 1.20 1.15 2.21 1.38 1.49 1.42 1.04 -0.26 -1.21 -1.41 
Italy 1.89 1.23 1.11 1.07 1.89 1.23 1.11 1.07 1.20 1.07 1.05 1.05 1.09 1.04 1.03 1.04 
Japan  1.43 1.16 1.10 1.08 1.43 1.16 1.10 1.08 3.23 1.71 1.38 1.23 3.23 1.71 1.38 1.23 
Korea 1.71 1.22 1.12 1.08 1.71 1.22 1.12 1.08 -0.18 0.11 -0.08 0.39 -0.18 0.04 -0.30 0.32 
Malaysia 1.33 1.12 1.08 1.07 1.34 1.12 1.08 1.07 4.05 1.71 1.35 1.17 4.02 1.70 1.35 1.16 
Mexico 1.98 1.34 1.20 1.14 1.98 1.34 1.20 1.14 4.59 1.92 1.50 1.29 4.35 1.89 1.46 1.25 
New Zealand 3.38 1.69 1.28 1.13 3.38 1.69 1.28 1.13 0.37 0.79 0.95 1.04 0.38 0.80 0.94 1.04 
Norway 1.66 1.23 1.14 1.11 1.66 1.23 1.14 1.11 2.00 1.30 1.16 1.11 2.01 1.30 1.16 1.10 
Singapore 1.57 1.20 1.12 1.09 1.57 1.20 1.12 1.09 2.85 1.56 1.31 1.19 2.85 1.56 1.31 1.19 
South Africa 2.12 1.38 1.22 1.15 2.12 1.38 1.22 1.15 -0.96 -0.48 -0.77 -1.33 0.37 0.97 -1.93 -0.72 
Spain 3.22 1.55 1.55 1.51 3.22 1.55 1.55 1.51 1.33 1.39 1.52 1.36 1.48 1.70 1.41 1.25 
Sweden 1.71 1.23 1.13 1.09 1.71 1.23 1.13 1.09 1.05 1.05 1.06 1.07 1.13 1.08 1.05 1.08 
Switzerland  2.89 1.79 1.60 1.32 2.89 1.79 1.60 1.32 1.82 1.29 1.18 1.14 1.82 1.30 1.18 1.14 
Thailand 1.46 1.15 1.10 1.07 1.46 1.16 1.10 1.07 5.07 1.98 1.55 1.37 5.07 1.99 1.56 1.37 
Turkey  2.74 1.57 1.33 1.23 2.74 1.57 1.33 1.23 2.22 1.41 1.23 1.15 2.14 1.27 1.00 0.90 





Table 3.A.9: Results of individual countries’ DM test statistics for models (5) and (6) 
  Model (5) Model (6) 
  DM1 DM2 DM1 DM2 
  h=1 h=2 h=3 h=4 h=1 h=2 h=3 h=4 h=1 h=2 h=3 h=4 h=1 h=2 h=3 h=4 
Argentina 






3.58 1.74 1.40 1.23 3.59 1.74 1.40 1.23 3.64 1.75 1.40 1.23 3.64 1.75 1.40 1.23 
Austria 































3.11 1.59 1.30 1.19 3.11 1.59 1.30 1.19 3.18 1.62 1.32 1.20 3.19 1.62 1.32 1.20 
Chile 
2.51 1.51 1.27 1.20 2.57 1.55 1.27 1.21 2.81 1.58 1.31 1.21 2.83 1.59 1.31 1.22 
Colombia 
1.91 1.28 1.16 1.10 1.78 1.19 1.07 1.04 2.60 1.44 1.23 1.13 2.36 1.34 1.14 1.07 
France 
2.10 1.24 1.10 1.07 2.04 1.22 1.09 1.07 
-
0.06 1.05 1.01 1.04 
-
0.01 1.04 1.00 1.03 
Germany 
1.61 1.16 1.08 1.07 1.61 1.16 1.08 1.07 1.77 1.20 1.10 1.08 1.78 1.20 1.10 1.08 
Iceland 
-








1.62 1.67 1.30 1.24 1.15 1.28 0.94 0.74 0.65 
India 
5.56 2.02 1.58 1.33 5.61 2.04 1.58 1.32 4.48 1.98 1.62 1.37 4.44 1.97 1.64 1.33 
Indonesia 


















1.84 1.24 1.12 1.08 1.77 1.22 1.10 1.07 1.05 1.10 1.02 1.04 0.91 1.05 0.99 1.01 
Japan  
3.33 1.72 1.38 1.24 3.33 1.72 1.38 1.24 3.30 1.72 1.38 1.24 3.30 1.72 1.38 1.24 
Korea 
0.98 1.14 1.02 1.02 0.93 1.05 0.94 0.98 3.39 1.88 1.39 1.20 3.24 1.83 1.35 1.18 
Malaysia 
3.89 1.70 1.36 1.19 3.87 1.70 1.36 1.18 3.87 1.72 1.38 1.20 3.87 1.72 1.37 1.20 
Mexico 
2.91 1.62 1.34 1.21 2.83 1.59 1.31 1.19 2.97 1.63 1.35 1.22 2.88 1.60 1.31 1.19 
New 
Zealand 3.08 1.66 1.30 1.18 3.07 1.66 1.29 1.17 0.77 1.01 0.98 1.05 0.77 1.01 0.97 1.05 
Norway 
2.90 1.53 1.27 1.16 2.89 1.52 1.27 1.15 2.86 1.54 1.28 1.17 2.86 1.54 1.28 1.17 
Singapore 
3.21 1.63 1.34 1.21 3.21 1.63 1.34 1.21 2.98 1.54 1.29 1.18 2.98 1.54 1.29 1.17 
South 
Africa 5.95 2.09 1.54 1.33 6.45 2.11 1.51 1.33 4.20 1.84 1.44 1.27 4.28 1.85 1.43 1.27 
Spain 
0.84 1.01 1.03 1.05 0.76 0.98 1.01 1.03 2.16 0.72 0.78 0.86 2.21 0.87 0.96 0.99 
Sweden 
1.47 1.15 1.09 1.08 1.47 1.16 1.09 1.08 1.71 0.94 0.91 1.15 1.80 1.07 1.00 1.19 
Switzerland  
1.99 1.35 1.20 1.15 1.99 1.36 1.21 1.15 2.15 1.41 1.23 1.17 2.16 1.41 1.24 1.17 
Thailand 
4.65 1.93 1.53 1.35 4.65 1.94 1.53 1.36 3.66 1.78 1.52 1.36 3.70 1.81 1.52 1.36 
Turkey  




0.13 0.65 NA 0.43 0.13 0.57 
-









Table 3.A.10: Results of Individual Countries’ DM Test Statistics for Model (7) and Model (7) with Time-Varying Weights: 
  Model 7 Model 7 with Time-varying weights  
  DM1 DM2 DM1 DM2 
  h=1 h=2 h=3 h=4 h=1 h=2 h=3 h=4 h=1 h=2 h=3 h=4 h=1 h=2 h=3 h=4 
Australia -0.65 -0.23 -0.47 0.53 -0.65 -0.22 -0.47 0.55 -0.45 -0.16 -0.63 0.28 -0.44 -0.16 -0.63 0.31 
Austria 0.93 1.01 0.94 0.95 0.93 1.01 0.94 0.95 1.41 1.13 1.03 1.05 1.41 1.13 1.03 1.05 
Brazil -1.05 -1.39 -2.77 -0.96 -1.04 -1.38 -2.60 -0.98 -1.20 -1.39 -1.73 -1.05 -1.20 -1.38 -1.70 -1.07 
Canada -1.65 -0.77 -2.55 -1.37 -1.65 -0.77 -2.55 -1.37 -0.48 -0.08 -4.81 -1.53 -0.48 -0.08 -4.80 -1.53 
Chile -1.45 -0.86 -1.06 -1.26 -1.45 -0.86 -1.06 -1.25 -1.71 -1.01 -1.16 -1.29 -1.71 -1.01 -1.16 -1.29 
Colombia -0.11 -1.25 NA -1.61 -0.11 -1.25 NA -1.61 -0.29 -3.67 -1.89 -1.46 -0.28 -3.94 -1.93 -1.46 
France 0.35 0.96 -0.30 -0.09 0.36 0.96 -0.30 -0.09 1.55 1.15 0.99 1.03 1.55 1.15 0.99 1.03 
Germany 1.24 1.42 0.12 0.09 1.24 1.42 0.12 0.09 1.42 1.11 0.98 1.02 1.41 1.11 0.98 1.02 
India -1.11 -3.95 NA -1.35 -1.11 -4.02 NA -1.35 -0.78 NA -1.74 -1.30 -0.78 NA -1.75 -1.29 
Indonesia -0.17 0.16 -0.82 0.93 -0.16 0.19 -0.82 1.07 -0.13 0.25 -0.04 1.04 -0.12 0.26 -0.05 1.05 
Italy 0.37 0.96 0.45 0.25 0.38 0.97 0.45 0.25 0.89 1.17 1.19 0.82 0.90 1.17 1.18 0.81 
Japan  0.23 NA -0.59 NA 0.23 NA -0.59 NA -0.27 NA -0.94 -1.33 -0.27 NA -0.94 -1.33 
Korea -0.87 -1.00 -1.15 -1.23 -0.87 -1.00 -1.16 -1.22 -1.03 -1.08 -1.15 -1.16 -1.03 -1.08 -1.15 -1.16 
Malaysia 0.49 0.93 1.20 0.86 0.49 0.93 1.19 0.86 1.86 1.37 1.24 1.01 1.86 1.37 1.24 1.01 
Mexico 1.42 1.41 1.29 1.17 1.42 1.42 1.29 1.17 0.74 0.66 1.10 1.08 0.74 0.66 1.09 1.08 
New Zealand -0.75 -0.51 0.15 0.90 -0.75 -0.51 0.15 0.90 -3.44 -1.73 -1.24 -0.88 -3.43 -1.73 -1.24 -0.88 
Norway 0.71 0.97 0.48 -0.08 0.71 0.97 0.47 -0.07 0.93 1.04 0.53 0.15 0.93 1.04 0.53 0.16 
Singapore 0.82 1.12 -0.99 -1.11 0.82 1.12 -1.00 -1.11 0.89 1.00 -0.22 -1.00 0.89 1.00 -0.22 -1.00 
South Africa -1.23 -1.15 -1.34 -1.42 -1.23 -1.16 -1.34 -1.42 1.14 1.42 -0.12 1.09 1.13 1.43 -0.13 1.10 
Spain 1.52 1.44 0.25 0.21 1.52 1.45 0.25 0.21 1.69 1.54 0.77 0.52 1.69 1.54 0.76 0.52 
Sweden -0.05 0.80 -0.85 -1.03 -0.04 0.80 -0.85 -1.03 -0.31 0.78 -0.91 -1.02 -0.31 0.79 -0.91 -1.02 
Switzerland  -0.64 -0.97 -0.85 -1.05 -0.64 -0.97 -0.85 -1.05 1.46 0.33 0.79 0.42 1.46 0.33 0.80 0.41 
Thailand -1.27 -1.21 -0.63 0.98 -1.27 -1.22 -0.63 0.98 -1.47 -1.42 -0.87 0.77 -1.47 -1.43 -0.87 0.77 
Turkey  -0.35 0.43 0.97 0.87 -0.35 0.47 0.98 0.87 -1.01 -0.87 -0.66 -0.13 -1.01 -0.85 -0.70 -0.09 





This appendix provides a derivation of all the related equations of the error correction 
form of the VARX models and the GVAR model. All the derivation based on what was 
discussed in Dees, Smith, et al.(2007), Dees, Holly, et al.(2007), Pesaran (2015) Pesaran et al. 
(2004), Chudik and Smith (2013), Smith and Galesi (2014a). 
(3.B.I) VECMX(1,1) for the VARX(1,1) model augmented with a dominant unit model: 
The VARX(1,1) augmented with contemporary and lagged  dominant unit 𝑑𝑡 and 
𝑑𝑡−1takes the following form: 
 
𝑥𝑖𝑡 = 𝑎𝑖0 + 𝑎𝑖1𝑡 + Φ𝑖1𝑥𝑖𝑡−1 + Λ𝑖0𝑥𝑖𝑡
∗ + Λ𝑖1𝑥𝑖𝑡−1
∗ + Ψ𝑖0𝑑𝑡 + Ψ𝑖1𝑑𝑡−1 + 𝑖𝑡                        (3.B.1)                 
 
If we subtracted 𝒙𝒊𝒕−𝟏 from both sides and add and subtract 𝚲𝒊𝟎𝒙𝒊𝒕−𝟏
∗  and 𝚿𝒊𝟎𝒅𝒕−𝟏 from 
the right-hand side of equation (A.1), we may rewrite the VARX(1,1) model as follow: 
Δ𝑥𝑖𝑡 = 𝑎𝑖0 + 𝑎𝑖1𝑡 − [Ι𝑘𝑖 − Φ𝑖1]𝑥𝑖𝑡−1 + Λ𝑖0Δ𝑥𝑖𝑡
∗ + [Λ𝑖0 + Λ𝑖1]𝑥𝑖𝑡−1
∗ + Ψ𝑖0Δ𝑑𝑡 +
[Ψ𝑖1 + Ψ𝑖0]𝑑𝑡−1 + 𝑖𝑡                                                                                                             (3.B.2) 
Where Δ𝑥𝑖𝑡 = 𝑥𝑖𝑡 − 𝑥𝑖𝑡−1, Δ𝑥𝑖𝑡
∗ = 𝑥𝑖𝑡
∗  - 𝑥𝑖𝑡−1
∗ and Δ𝑑𝑡 = 𝑑𝑡 − 𝑑𝑡−1 . Define 𝐴𝑖0 = (Ι𝑘𝑖, 
−Λ𝑖0, −Ψ𝑖0), 𝐴𝑖1 = (Φ𝑖1,  Λ𝑖1, Ψ𝑖1) and 𝜉𝑖𝑡 = (𝑥𝑖𝑡 , 𝑥𝑖𝑡
∗  , 𝑑𝑡)
′. Then we can write (A.2) in a more 
compact way as follow: 
Δ𝑥𝑖𝑡 = 𝑎𝑖0 + 𝑎𝑖1𝑡 − [𝐴𝑖0 − 𝐴𝑖1]𝜉𝑖𝑡−1 + Λ𝑖0Δ𝑥𝑖𝑡
∗ + Ψ𝑖0Δ𝑑𝑡 + 𝑖𝑡                             (3.B.3) 
Further, define Π𝑖 = 𝑨𝒊𝟎 − 𝑨𝒊𝟏 = 𝜶𝒊𝜷𝒊
′. Such that 𝜶𝒊 is the 𝑘𝑖 x 𝑟𝑖 loading matrix of full 
column rank 𝑟𝑖. And 𝜷𝒊 is (𝑘𝑖 + 𝑘𝑖
∗ + 𝑚𝑑) x 𝑟𝑖 matrix of full column rank 𝑟𝑖. Thus, we can rewrite 
the error correction representation as follow: 
Δ𝑥𝑖𝑡 = 𝑎𝑖0 + 𝑎𝑖1𝑡 − Π𝑖𝜉𝑖𝑡−1 + Λ𝑖0Δ𝑥𝑖𝑡




The matrix of Π𝑖 summarized the error correction properties of the VECMX(1,1) model 
in (3.B.3). This matrix has a rank 𝑟𝑖 That combines all the long-run relationships between 
endogenous, country-specific foreign and dominant unit variables in a single country.  
(3.B.II) VECMX(2,2) for the VARX(2,2) model augmented with a dominant unit 
model: 
The VARX(2,2) augmented with contemporary and lagged  dominant unit 𝑑𝑡, 𝑑𝑡−1, and 
𝑑𝑡−2 
takes the following form: 
𝑥𝑖𝑡 = 𝑎𝑖0 + 𝑎𝑖1𝑡 + Φ𝑖1𝑥𝑖𝑡−1 + Φ𝑖2𝑥𝑖𝑡−2 + Λ𝑖0𝑥𝑖𝑡
∗ + Λ𝑖1𝑥𝑖𝑡−1
∗ + Λ𝑖1𝑥𝑖𝑡−2
∗ + Ψ𝑖0𝑑𝑡 +
Ψ𝑖1𝑑𝑡−1 + Ψ𝑖2𝑑𝑡−2 + 𝑖𝑡                                                                                                       (3.B.5) 
we subtracted 𝒙𝒊𝒕−𝟏 from both sides, add and subtract 𝚲𝒊𝟎𝒙𝒊𝒕−𝟏
∗  and 𝚿𝒊𝟎𝒅𝒕−𝟏, define 
 𝐴𝑖0 = (Ι𝑘𝑖, −Λ𝑖0, −Ψ𝑖0), 𝐴𝑖𝑗 = (Φ𝑖𝑗,  Λ𝑖𝑗 , Ψ𝑖𝑗) for j=1,2,3 and 4. 
 Such that Φ𝑖𝑗 = Λ𝑖𝑗 = Ψ𝑖𝑗 = 0 for 𝑗 > 2. 
𝜉𝑖𝑡 = (𝑥𝑖𝑡 , 𝑥𝑖𝑡
∗  , 𝑑𝑡)
′ 
𝐻𝑖1 = −(𝐴𝑖2 + 𝐴𝑖3) and 𝐻𝑖2 = −(𝐴𝑖3 + 𝐴𝑖4) 
Thus we may write the error correction representation of the VARX(2,2) model in (3.B.4) 
as follow: 
Δ𝑥𝑖𝑡 = 𝑎𝑖0 + 𝑎𝑖1𝑡 − [𝐴𝑖0 − 𝐴𝑖1 − 𝐴𝑖2]𝜉𝑖𝑡−1 + Λ𝑖0Δ𝑥𝑖𝑡
∗ + Ψ𝑖0Δ𝑑𝑡 + 𝐻𝑖1Δ𝜉𝑖𝑡−1 +
𝐻𝑖2Δ𝜉𝑖𝑡−1 + 𝑖𝑡                                                                                                                       (3.B.6) 
Further, define Π𝑖 = 𝐴𝑖0 − 𝐴𝑖1 − 𝐴𝑖2 = 𝛼𝑖𝛽𝑖
′. Such that 𝛼𝑖  is the 𝑘𝑖  x 𝑟𝑖 loading matrix of 
full column rank 𝑟𝑖. And 𝛽𝑖 is (𝑘𝑖 + 𝑘𝑖
∗ + 𝑚𝑑) x 𝑟𝑖 matrix of full column rank 𝑟𝑖. As in (3.B.4), Π𝑖 
summarizes the error correction properties of the VECMX(2,2). Then we may write the 




Δ𝑥𝑖𝑡 = 𝑎𝑖0 + 𝑎𝑖1𝑡 − Π𝑖𝜉𝑖𝑡−1 + Λ𝑖0Δ𝑥𝑖𝑡
∗ + Ψ𝑖0Δ𝑑𝑡 + 𝐻𝑖1Δ𝜉𝑖𝑡−1 + 𝐻𝑖2Δ𝜉𝑖𝑡−1 + 𝑖𝑡             (3.B.7) 
(3.B.III) VECMX(𝒑𝒊,𝒒𝒊) for the VARX(𝒑𝒊,𝒒𝒊) model augmented with a dominant 
unit model: 
A more general form of VARX(𝑝𝑖,𝑞𝑖) would take the following form : 
𝑥𝑖𝑡 = 𝑎𝑖0 + 𝑎𝑖1𝑡 + Λ𝑖0𝑥𝑖𝑡
∗ + Ψ𝑖0𝑑𝑡 + ∑ Φ𝑖𝑗𝑥𝑖𝑡−𝑗
𝑝𝑖
𝑗=1 + ∑ Λ𝑖𝑗𝑥𝑖𝑡−𝑗
∗𝑞𝑖
𝑗=1 + ∑ Ψ𝑖𝑗𝑑𝑡−𝑗
𝑞𝑖
𝑗=1 + 𝑖𝑡  (3.B.8) 
we subtracted 𝑥𝑖𝑡−1 from both sides, add and subtract Λ𝑖0𝑥𝑖𝑡−1
∗  and Ψ𝑖0𝑑𝑡−1, define 
 𝐴𝑖0 = (Ι𝑘𝑖, −Λ𝑖0, −Ψ𝑖0), 𝐴𝑖𝑗 = (Φ𝑖𝑗,  Λ𝑖𝑗 , Ψ𝑖𝑗) for j=1,….p 
𝑝 = ma x(𝑝𝑖, 𝑞𝑖) and set Φ𝑖𝑗 = 0 for 𝑗 > 𝑝𝑖 and Λ𝑖𝑗 = Ψ𝑖𝑗 = 0 for 𝑗 > 𝑞𝑖 
 Thus, the general form of the individual country model using error correction 
representation is as follow: 
∆𝑥𝑖𝑡 = 𝑎𝑖0 + 𝑎𝑖1𝑡 − Π𝑖𝜉𝑖𝑡−1 + Λ𝑖0Δ𝑥𝑖𝑡
∗ + Ψ𝑖0Δ𝑑𝑡 + ∑ 𝐻𝑖𝑗Δ𝜉𝑖𝑡−𝑗
𝑝
𝑗=1 + 𝑖𝑡                            (3.B.9) 
Where  𝜉𝑖𝑡 = (𝑥𝑖𝑡 , 𝑥𝑖𝑡
∗  , 𝑑𝑡)




While  𝐻𝑖𝑗 = −(𝐴𝑖,𝑗+1 + 𝐴𝑖,𝑗+2 + ⋯+ 𝐴𝑖,𝑗+𝑝). 
As in (3.B.9), the error correction for the VECMX models allows for cointegration 
between domestic, foreign, and global variables. Where the rank of Π𝑖 equals 𝑟𝑖 ≤ 𝑘𝑖 . 
(3.B.IV) Derivation of GVAR from Country specific VARX(𝒑𝒊,𝒒𝒊) in the presence of 
the dominant unit. 
The first step in deriving the GVAR model is to stack the country-specific VARX (𝑝𝑖, 𝑞𝑖) 
that takes the form (A.8). For estimation, the domestic variables and the global variables in the 
country-specific models have the same lag order. Moreover, for simplicity, assume that  𝑝𝑖 = 𝑞𝑖. 
Define a global variable vector that combines all endogenous country-specific variables into one 
𝑘 × 1  global vector 𝑥𝑡 = (𝑥0𝑡
′ , 𝑥1𝑡
′ , 𝑥2𝑡
′ … . . 𝑡
′)  such that 𝑘 = ∑ 𝑘𝑖
𝑁




endogenous variables in the whole global model. Define a vector 𝑧𝑖𝑡 that combine country-specific 
variables and foreign variables as 𝑧𝑖𝑡 = (
𝑥𝑖𝑡
𝑥𝑖𝑡
∗ ) . Furthermore, a (𝑘𝑖 + 𝑘𝑖
∗)  × 𝑘  matrix 𝑊𝑖 is linking 
this variable    𝑧𝑖𝑡 to the global variable  𝑥𝑡 through the following identity.  
𝑧𝑖𝑡 =  𝑊𝑖𝑥𝑡                                                                                                                          (3.B.10) 
The country-specific models will contain the contemporary and lagged global variables. 
However, 𝑧𝑖𝑡  will include this set of global variables. Define 𝐴𝑖0 = (Ι𝑘𝑖, −Λ𝑖0) and A𝑖𝑗 =(Φ𝑖𝑗, 
 Λ𝑖𝑗) Thus, the country-specific models can be written as follow: 
𝐴𝑖0𝑧𝑖𝑡 = 𝑎𝑖0 + 𝑎𝑖1𝑡 + ∑ A𝑖𝑗𝑧𝑖𝑡−𝑗
𝑝𝑖
𝑗=1 + ∑ Ψ𝑖𝑗𝑑𝑡−𝑗
𝑞𝑖
𝑗=1 + 𝑖𝑡                                                 (3.B.11)          
Alternatively, in term of the global variable, we may write the country-specific models as 
follow: 
𝐴𝑖0𝑊𝑖𝑥𝑡 = 𝑎𝑖0 + 𝑎𝑖1𝑡 + ∑ A𝑖𝑗𝑊𝑖𝑥𝑡−𝑗
𝑝𝑖
𝑗=1 + ∑ Ψ𝑖𝑗𝑑𝑡−𝑗
𝑞𝑖
𝑗=1 + 𝑖𝑡                                        (3.B.12) 
After staking all the country-specific models and setting 𝑝 = max(𝑝𝑖) and 𝑞 = max(𝑞𝑖)  
we get the following global form for  𝑥𝑡 as functions of contemporary and lagged global and 
domestic variables as follow: 
𝐴0𝑥𝑡 = 𝑎0 + 𝑎1𝑡 + ∑ A𝑗𝑥𝑡−𝑗
𝑃
𝑗=1 + ∑ Ψ𝑗𝑑𝑡−𝑗
𝑞
𝑗=1 + 𝑡                                                      (3.B.13) 





























































Furthermore, define a  𝑚𝑑 x 1 vector of dominant variables 𝑑𝑡 regressed on lagged global 
variables and lagged values of ?̃?𝑡 = ?̃?𝑥𝑡, which is a set of feedback variables weighted by ?̃?  
89. 
Then the VAR model of this dominant unit will take the following form: 
𝑑𝑡 = 𝜇0 + 𝜇1𝑡 + ∑ 𝜑𝑗𝑑𝑡−𝑗
?̃?
𝑗=1 + ∑ Λ𝑗?̃?𝑡−𝑗
?̃?
𝑗=1  + 𝑡                                                    (3.B.14) 
Where we assume that  𝑡 and 𝑡 are uncorrelated. Set 𝑝 = 𝑝 = ?̃? = 𝑞 . Define  𝜉𝑡 =
(𝑥𝑡
′, 𝑑𝑡
′)  then we may stack equations (3.B.13) and (3.B.14) together and write them in the 
following form: 
𝐺0 𝜉𝑡 = 𝑔0 + 𝑔1𝑡 + ∑ 𝐺𝑗
𝑝





], 𝑔0 = [
𝑎0
𝜇0











Where 𝐺0 is a square (𝑚𝑑 + 𝑘) x (𝑚𝑑 + 𝑘) invertible non-singular matrix with rank 
(𝑚𝑑 + 𝑘). Thus, we may rewrite the GVAR model in the following form: 
𝜉𝑡 = 𝑏0 + 𝑏1𝑡 + ∑ 𝐵𝑗𝜉𝑡−𝑗
𝑝
𝑗=1 + 𝜐𝑡                                                                           (3.B.16) 
Where, 𝑏𝑙 = 𝐺0
−1𝑔𝑙 for 𝑙 = 0 𝑜𝑟 1;  𝐵𝑗 = 𝐺0
−1𝐺𝑗 ,𝑓𝑜𝑟 𝑗 = 1,… . . , 𝑝, 𝜐𝑡=𝐺0
−1𝑢𝑡. 
 




The lag order of 𝜉𝑡 is the max(𝑚𝑎𝑥(𝑝, 𝑝),𝑚𝑎𝑥(𝑞, ?̃?)) 𝝃𝒕 determines the stability of the 
GVAR model through the eigenvalues, the persistence profiles, the impulse responses, and the 
variance decomposition of the global model. Moreover, the 𝝊𝒕 innovations can produce 




























Table 3.C.1: Details of Data Sources for Each Country 
  s y m dp r poil pmat pmetal 
ARGENTINA 1 3(a) 8 19 21 23 24 25 










/series/MKTGDPBEA646NWDB NA 19 21 23 24 25 
BRAZIL 1 
(4) https://fred.stlouisfed.org 
/series/MKTGDPBRA646NWDB 7 19 21 23 24 25 
CANADA 1 3 
(9(b))https://fred.stlouisfed.org 
/series/MANMM101CAQ189S 19 21 23 24 25 
CHILE 1 3(a) 13 19 21 23 24 25 
CHINA 1 3(a) 8 19 21 23 24 25 





/series/MKTGDPFIA646NWDB NA 19 21 23 24 25 
FRANCE 
(2) https://fred.stlouisfed.org 






(11) ID: 384240907  





/series/MANMM101ISQ189S 20 NA 23 24 25 
INDIA 1 3(a) 
(9(b)) https://fred.stlouisfed.org 
/series/MANMM101INQ189S 20 22(a) 23 24 25 
INDONESIA 1 3(a) 
(10) ID :384108507  






(10) ID: 384241097  
SR Code: SR102256817 19 21 23 24 25 
JAPAN 1 3 7 19 21 23 24 25 
KOREA 1 3 7 19 21 23 24 25 
MALAYSIA 1 3(a) 7 19 21 23 24 25 





/series/MKTGDPNLA646NWDB NA 19 21 23 24 25 
NEWZEALAND 1 3(a) 
(9(b)) https://fred.stlouisfed.org 
/series/MANMM101NZQ189S 19 21 23 24 25 
NORWAY 1 3 16 19 21 23 24 25 
PERU 1 3 NA 19 21 23 24 25 
PHILIPPINES 1 3 NA 19 21 23 24 25 
SINGAPORE 1 3 
(10) ID : 414267997 











(10) ID: 384677237,  
SR Code: SR102257007 19 21 23 24 25 
SWEDEN 1 3(a) 18 19 21 23 24 25 
SWITZERLAND 1 3(b) 
(9(b)) https://fred.stlouisfed.org 
/series/MANMM101CHQ189S 19 21 23 24 25 
THAILAND 1 3 
(10) ID: 384194387  





/series/MANMM101TRQ189S 19 21 23 24 25 
UK 1 3 17 19 21 23 24 25 
USA 1 3(b) 7(b) 19 21 23 24 25 





(1) S=Exchange Rates, Domestic Currency per U.S. Dollar, End of Period Rate. Source: IFS 
2019, s=ln(S). 
(2) S=National Currency to U.S. Dollar Exchange Rate: Average of Daily Rates, National 
Currency Units per U.S. Dollar, Quarterly, Not Seasonally Adjusted, source: 
Organization for Economic Co-operation and Development, National Currency to U.S. 
Dollar Exchange Rate: Average of Daily Rates, retrieved from FRED, Federal Reserve 
Bank of St. Louis,s=ln(S). 
(3) GDP=Gross Domestic Product, Expenditure Approach, Nominal, Domestic Currency, 
Source: IFS2019, Y=ln (GDP) 
(4) GDP=Gross Domestic Product, Current U.S. Dollars, Annual, Not Seasonally Adjusted, 
source: World Bank, Gross Domestic Product, retrieved from FRED, Federal Reserve 
Bank of St. Louis, s=ln(GDP) was annual, and I interpolated quarterly using a spline. I 
changed the USD to domestic currency using the conversion rates series. 
(5) GDP=Current Price Gross Domestic Product, National Currency, Quarterly, Seasonally 
Adjusted, source: Organization for Economic Co-operation and Development, Current 
Price Gross Domestic Product, retrieved from FRED, Federal Reserve Bank of St Louis. 
(6) GDP=Gross Domestic Product for France, Millions of Euros, Quarterly, Seasonally 
Adjusted. Source: Eurostat, Gross Domestic Product for France 
[CPMNACSCAB1GQFR], retrieved from FRED, Federal Reserve Bank of St. Louis; 
https://fred.stlouisfed.org/series/CPMNACSCAB1GQFR,s=ln(GDP).  
(7) M=Monetary, M1, Domestic Currency, source IFS 2019, m=ln(M) 
(8) M=Monetary, Monetary Survey, Money plus Quasi-Money (Non-Standardized 
Presentation), Domestic Currency, calculated by m=ln(M), IFS2019 
(9) M=M1, Source: Organization for Economic Co-operation and Development, retrieved 
from FRED, Federal Reserve Bank of St. Louis, m=ln(M), National currency, seasonally 
adjusted 
(10) M=Money Supply M1: Domestic Currency: Quarterly: Source: CEIC data, 
https://www.ceicdata.com/. m=ln(M) The source series was in monthly USD, and I 




(11) M=Money Supply M2: Domestic Currency: Quarterly: seasonally adjusted: Germany. 
Source: CEIC data, https://www.ceicdata.com/. m=ln(M) The source series was in 
monthly USD, and I changed it into quarterly domestic currency  
(12) M=M1 (6. Currency in circulation + 7. Overnight deposits) EUR, seasonally adjusted, 
Source: Oesterreichische National bank (OeNB), 
https://www.oenb.at/isaweb/report.do?report=1.3.1,m=ln(M) series was monthly, and I 
aggregated quarterly  
(13) M=M1: Monetary aggregates and their components – averages quarterly not seasonally 
adjusted, SourceOne Central De Chile, Statistic Database, 
https://si3.bcentral.cl/Siete/secure/cuadros/arboles.aspx.m=ln(M) 
(14) M=France monetary aggregates, M1 [stocks], BSI1: Monetary Statistics - France, 
monthly, in millions of euro, End of period, Source: Banque de France, 
http://webstat.banque-
france.fr/en/quickview.do?SERIES_KEY=246.BSI1.M.FR.N.V.M10.A.1.U2.2300.Z01.E
.m=ln(M) was monthly, and I changed to quarterly. 
(15) M=M1 for Mexico, National Currency, Seasonally Adjusted. Source: Organization for 
Economic Co-operation and Development, M1 for Mexico [MANMM101MXQ189S], 
retrieved from FRED, Federal Reserve Bank of St. Louis; 
https://fred.stlouisfed.org/series/MANMM101MXQ189S, February 19, 2020.m=ln(M), I 
extrapolated the M1 from growth rates of the previous period (1979Q2-1985Q4) 
(16) M=M0 monetary base excl. Treasury deposits. Monetary aggregates (million NOK), 
monthly. Source: Klovland (2004). Monetary aggregates in Norway 1819-2003 (pp.211-
240). Norges Bank Occasional Papers No. 35 (Ch. 5 in Eitrheim et al. [2004]). m=ln(M) I 
calculated quarterly data from monthly data. 
(17) M=M1 Money Stock in the United Kingdom, Millions of British Pounds, Quarterly, 
Seasonally Adjusted. Source: Bank of England, M1 Money Stock in the United Kingdom 
[MSM1UKQ], retrieved from FRED, Federal Reserve Bank of St. Louis; 
https://fred.stlouisfed.org/series/MSM1UKQ.m=ln(M). 




(19) Dp=the rate of inflation, calculated by taking the difference of the natural logarithm of 
the consumer price index, source: Mohaddes, K., & Raissi, M. (2018). Compilation, 
Revision, and Updating of the Global VAR (GVAR) Database, 1979Q2-2016Q4. 
(20) Dp=the rate of inflation, calculated by taking the difference of the natural logarithm of 
the consumer price index, source: IFS2019 
(21) Rs=nominal short-term interest rate per quarter, in per cent (computed as 
r=0.25xln(1+Rs/100)), source Mohaddes, K., & Raissi, M. (2018). Compilation, 
Revision, and Updating of the Global VAR (GVAR) Database, 1979Q2-2016Q4. 
(22) Rs=nominal short-term interest rate per quarter, in per cent (computed as r= 
0.25xln(1+Rs/100)), source: IFS2019 interpolated  
(23) poil=natural logarithm of the oil price index, source:  Mohaddes, K., & Raissi, M. (2018). 
Compilation, Revision, and Updating of the Global VAR (GVAR) Database, 1979Q2-
2016Q4. 
(24) pmat=natural logarithm of agricultural raw material price index in U.S. dollars, source: 
Mohaddes, K., & Raissi, M. (2018). Compilation, Revision, and Updating of the Global 
VAR (GVAR) Database, 1979Q2-2016Q4. 
(25) pmetal=natural logarithm of metal price index in U.S. dollars. Source: Mohaddes, K., & 
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