An optical-based motion sensing system has been developed for real-time sensing of instrument motion in micromanipulation. The main components of the system consist of a pair of position sensitive detectors (PSDs), lenses, an infrared (IR) diode that illuminates the workspace of the system, a non-reflective intraocular shaft, and a white reflective ball attached at the end of the shaft. The system calculates 3D displacement of the ball inside the workspace using the centroid position of the IR rays that are reflected from the ball and strike the PSDs. In order to eliminate inherent nonlinearity of the system, calibration using a feedforward neural network is proposed and presented. Handling of different ambient light and environment light conditions not to affect the system accuracy is described. Analyses of the whole optical system and effect of instrument orientation on the system accuracy are presented. Sensing resolution, dynamic accuracies at a few different frequencies, and static accuracies at a few different orientations of the instrument are reported. The system and the analyses are useful in assessing performance of hand-held microsurgical instruments and operator performance in micromanipulation tasks.
Introduction
Vitreoretinal microsurgery and some cell micromanipulation tasks are fields that require very high tool positioning accuracy. In vitreoretinal microsurgery, there is some degree of consensus among vitreoretinal microsurgeons that instrument-tip positioning accuracy of 10 m is desired [1] while cell micromanipulation tasks require accuracy ranging from a few tens of micrometers to nanometers depending on the applications.
Many involuntary and inadvertent components are present in normal human hand movement. These include physiological tremor [2] , jerk [3] and low frequency drift [4] . These undesirable components have limited manipulation accuracy of surgeons in microsurgery, and cause certain types of procedures to be generally infeasible, such as retinal vein cannulation and arteriovenous sheathotomy [5] . Several types of engineered accuracy enhancement devices have been or are being developed in order to improve manipulation accuracy of microsurgeons, including telerobotic systems [6] , the "steady-hand" robotic system [7] , and fully hand-held active tremor canceling instruments [8] [9] [10] [11] . To better engineer and evaluate performance of such systems, thorough knowledge of these components present in microsurgeons during microsurgical operations is required.
Several one-dimensional (1-D) studies of motion have been reported for microsurgeons [2, 12] and medical students [13] . Some studies have examined only physiological tremor [2, 13] , the roughly sinusoidal component of involuntary motion. Others have examined also the general motion of surgeons [4, 12] . Studies of micromanipulation tasks of microsurgeons in 3D are rare in the literature. That is partly due to the fact that commercially available motion tracking systems such as Optotrak, Aurora (Northern Digital, Waterloo, Canada) [14, 15] , Isotrack II (Polhemus, Colchester, Vt.), miniBIRD (Ascension Technology Corp., Burlington, Vt.) [16] , Fastrak (Polhemus, Colchester, Vt.) [17, 18] , and the HiBall Tracking System [19] are not suitable for such studies since they are bulky or else do not provide adequate accuracy and resolution for micro scale motion.
To address the above issues, motion sensing systems which can sense microsurgical instrument motion in micro scale are developed based on a passive tracking method [20] [21] [22] , or an active tracking method [23] [24] [25] . Although systems based on active tracking method (active tracking systems) can provide high resolution due to high intensity light reception at the sensors, the light sources have to be fixed on the instrument to be tracked, requiring electronics and wires on the instrument. Additional weight and clumsiness due to the need to have electronics, wires, and the light sources make it non-ideal for studies of micromanipulation tasks since instruments which are heavy or clumsy alter natural hand dynamics [26] and distract the surgeons.
On the other hand, systems based on passive tracking method (passive tracking systems) are best suited for studies of micromanipulation tasks since they require only a reflective marker. Therefore, all the mentioned issues present in systems based on active tracking method are eliminated although they suffer from poor resolution due to relatively lower light intensity received at the sensors. In all these systems, position sensitive detectors (PSDs) and lenses form the main components whereby the accuracy is limited by nonlinearity inherent in PSDs and distortion (i.e., nonlinearity) introduced by the optical system.
It is well known that lens introduces distortion. PSD also introduces distortion effects that vary from sensor to sensor reducing accuracy significantly at micron and submicron levels. The overall nonlinearity is the combination of distortion effects from the lenses and PSDs. Passive tracking systems described in [20, 21] do not take care of nonlinearity and ambient light effects. Accuracies of the systems at different tilt orientations of the instrument are not investigated nor described although they can be affected by different tilt orientations due to incomplete absorption of IR light by the non-reflective instrument shaft. Accuracy is poorer without calibration because of the imperfect alignment and assembly of the components. If accuracy and resolution can be improved by eliminating inherent nonlinearity and increasing signal to noise ratio, respectively, the systems can be suitable systems for the assessment and microsurgical trainings of surgeons, and as accurate ground truth systems to evaluate accuracy enhancement devices [6] [7] [8] [9] [10] [11] .
In this paper, development and analysis of the whole optical system based on the passive tracking method are described. Calibration using a neural network to reduce nonlinearity of the measurement is proposed, and described. Measures to improve sensing resolution of the system so that it has adequate sensing resolution for micromanipulation tasks in spite of the nature of a passive tracking method are presented. Analysis of the effect of microsurgical instrument orientation on the system accuracy is presented. Sensing resolution, dynamic accuracies, and static accuracies at different orientation of the instrument are reported.
System description
In this section, design and development of the optical micro motion sensing system (M2S2) is first described. Then, measures to increase signal-to-noise ratio to improve system resolution are presented. The main components of the system are two PSD modules (DL400-7PCBA3, Pacific Silicon Sensor Inc, USA), three lenses, an IR diode with its switching control circuit, a white reflective ball, and a non-reflective shaft as shown in Figs. 1 and 2 . The two PSD modules are placed orthogonally to each other. PSDs are chosen among other sensors such as CCD, and CMOS since the PSDs detect the centroids of the IR rays striking their surfaces; thereby they work optimally with out-of-focus sensing/imagery. Another reason is that they offer adequate high position resolution and fast response [27] at an affordable cost.
Each PSD module employs a two-dimensional PSD with a 20 mm square sensing area. There are two pairs of output electrodes in a two-dimensional PSD -X-axis electrode pair and Y-axis electrode pair. The current produced at an electrode depends on the intensity and position of the centroid of the light striking the PSD [28] . With regard to an electrode pair, the electrode located nearer to the light centroid will produce more current than the other. With this phenomenon, the position of the light centroid can be calculated (1) the location of the workspace (within the yellow dash line), (2) the reflective ball, (3) non-reflective instrument shaft, (4) the aspheric lens, (5) bi-convex lenses, (6) the PSD modules placed inside light absorption cloths, and (7) the hand-support cover.
once the current produced at each electrode is known. The module converts current produced at each electrode into voltage. For each PSD module, two normalized voltage outputs independent of the light intensity -one representing the light centroid position in Xaxis, and the other representing in Y-axis -are obtained by dividing the difference between the two voltages of each electrode pair with their summation.
Bi-convex lenses (LB1761-B (Ø 25.4 mm, f = 25.4 mm), Thorlabs, Inc., USA) are placed at 50.8 mm (two times focal length) in front of each PSD. These lenses are anti-reflection coated to maximize the transmission of IR light. Distance between center of the workspace (shown in green dotted line in Fig. 2 ) and each of the two lenses is also 50.8 mm.
The white reflective ball (Ø 6 mm) from Gutermann (Art. 773891), whose location is to be sensed, is attached to tip of the instrument shaft which has 1 mm diameter and is painted with a non-reflective black color as can be seen in Fig. 1 . The IR diode delivers IR light onto the workspace. Sensing of the three-dimensional motion of the ball, and hence the instrument shaft tip, is achieved by placing the ball in the workspace. IR rays from the IR diode are reflected from the ball surface. Some of the reflected IR rays are collected by the lenses and imaged onto the respective PSDs. The light spot positions on the respective PSDs are affected by the ball position. Therefore, the ball position is known from the centroid positions of the IR rays striking the PSDs.
It should be noted that commonly used optical band-pass filters which are used in [20, 21] to reduce disturbance light intensity are not employed in this system. The main reason for not employing the band-pass filters is that they also reduce the IR light intensity striking the PSDs, resulting in poor signal and hence poor resolution. Elimination of disturbance lights in this system is performed using a method based on switching control of the IR light. The method is described in Section 5. The IR diode switching control is performed by a microcontroller-based control circuit.
An overview of the system is shown in Fig. 2 . The PSD modules convert the IR rays striking the PSDs into voltages which are then acquired using a data-acquisition (DAQ) card placed inside a PC. The acquired voltages are then filtered and processed for a feedforward neural network which then gives three-dimensional position of the ball. The data acquisition, filtering, processing, and the neural network function are all performed using software written in LabVIEW (National Instruments Corporation).
Voltage signals from each output of the PSD modules are sampled and digitized at 16.67 kHz, 16 bits using a data acquisition card (PD2-MF-150, United Electronic Industries, Inc, USA). Shielded cables are used to connect both PSD module outputs to the data acquisition card for better noise suppression. The power and signal cables are also separated to eliminate coupling of power line noise and signals. The digitized samples are first filtered with an 8th order Butterworth low-pass software filter having a cutoff frequency of 100 Hz and subsequently downsampled to 250 Hz by averaging. Root-mean-square (RMS) amplitude of the filtered noise is approximately ten times smaller than that of the unfiltered noise. The filtered voltage signals obtained after averaging are used to compute the respective normalized centroid positions for the neural network input.
OD-669 IR diode from Opto Diode Corp. is chosen as the IR light source because it has very high power output and its peak emission wavelength is within the most sensitive region of the PSD spectral response. Since radiation of IR light from OD-669 is diverging, an aspheric condenser lens (Ø 27 mm, EFL = 13 mm, Edmund Optics) is placed in front of the IR diode to converge the IR rays onto the workspace. The lens also enhances the IR intensity by more than two times. The IR diode is pulsed at 500 Hz (duty cycle = 50%) to increase the maximum current limit of the IR diode as well as to handle ambient lights. Increasing maximum current limit results in a higher IR emission intensity and thereby, improving the SNR. The pulse timing of the IR diode is controlled with a PIC microcontroller via a field effect transistor (FET).
Optical system analysis
In this section, analyses of the workspace of the system, and reflection of the IR rays from the ball and the shaft are presented. Reflection from an object can be decomposed into two main components: specular reflection, and diffuse reflection. Specular reflection refers to the mirror-like reflections from smooth surfaces where the incident beam and reflected beam make the same angle with the normal of the surface. Specular reflection is simulated with a single incident ray hitting the reflective surface and a single ray reflected back. The reflected ray has the same magnitude as the incident one if the surface is not absorptive. In diffuse reflection, reflected rays may follow many different angles than just one. Reflection from a mat piece of paper is diffuse reflection. In modeling diffuse reflection, the incident ray is slit into many rays and each one follows a different path determined by a probabilistic function. There are many ways to model the range and intensity of reflected rays in diffuse reflection. For our work, Lambertian distribution that is widely used and gives excellent results as a first step approximation is used.
Reflection from the ball
Not all the IR rays that hit the ball enter the lenses. Only some portion of the rays passes through the lenses and falls onto the PSD. Since the ball is shiny, its specular reflection is relatively very high. A plan-view schematic diagram of specular reflection of IR rays from the ball surface is shown in Fig. 3 . Fig. 3 (b) shows a closeup plan-view of incidence of IR rays onto the ball. The surfaces that reflect the rays which enter the lenses are also shown in the figure.
Workspace analysis
Workspace is defined loosely as all the locations of the ball where reflected IR rays from the ball strike both PSDs. Workspace is known by tracing rays of light from each point in the space to both PSDs through the lenses. Fig. 4 shows ray tracing of light from a few points to both PSDs thorough the lenses that are assumed to be thin lenses for simplicity. As can be seen from the figure, all the rays that are originated from the magenta point and collected by each lens reach its corresponding PSD. For the blue point, only half of the rays collected by the lens "a" reach PSD "a" although all of the rays collected by lens "b" reach the PSD "b". For the black point, none of the rays collected by the lens "a" reach PSD "a" although some of the rays collected by lens "b" reach the PSD "b". It can be figured out that for the points within the principal rays shown in cyan, at least half of the rays collected by the lens will reach its corresponding PSD. More detailed description on ray tracing can be found in [29] .
Based on the proportion of the rays that a PSD receive from the total rays collected by its lens, workspace of the system can be grouped into three as also shown in Fig. 4 . In the figure, the region shown in yellow (workspace I) is the workspace where both PSDs receive some but less than half of the reflected IR rays collected by their corresponding lenses. The region shown in red (workspace II) is the workspace where both PSDs receive at least half of the rays collected by their corresponding lenses, and the region shown in green (workspace III) is the workspace where both PSDs receive all the reflected IR rays collected by their corresponding lenses. The ball at locations outside the workspace I would deprive at least one of the PSDs of receiving any of the ball reflections collected by the lens. This can be seen in Fig. 4 which shows that none of the reflected rays from the black point, which is outside the workspace I, do not reach the PSD "a".
Since some of the reflected rays that are collected by the lenses do not strike the PSDs in workspace I and workspace II, higher nonlinearity exists in the measurement of the ball locations in these workspaces. A close-up top view schematic diagram showing the dimensions and the shapes of the workspaces are shown in (5) workspace III, (6) principal rays for lens "a", and (7) principal rays for lens "b"].
location "B", it is approximately 0.8. The magnification is one at the origin of the world frame (intersection point of the two principal axes). It should be mentioned here that although the ball is out-of-focus at most of locations within the workspace, since PSD detects centroid of the rays, out-of-focus does not create a problem.
Reflection from the shaft
Although the shaft is painted with non-reflective black color so that it absorbs all the IR rays which hits it, there exists imperfection in absorption of the rays, and some rays are reflected. Some of the reflected rays also reach the PSDs, mixing with the IR rays reflected from the ball, and hence causing inaccuracy of measurement of the system. The intensity and location of the reflected IR rays striking the PSDs due to the shaft depends on orientation and reflective properties of the shaft. Analysis based on simulation is performed for several orientation angles to see the effect of the instrument shaft orientation and reflective properties on the accuracy of the measurement. Optical design and analysis software (ZEMAX-EE, Radiant ZEMAX LLC, USA) is used for the simulation.
Angles of orientation of the instrument shaft about X-axis and Y-axis are represented as ˛ and ˇ, respectively, as shown in Fig. 6 . Assignment of the world frame with respect to the workspace of the system can be seen in and Fig. 5 . Origin of the world frame is chosen at the center of the workspace. The values of the angles are varied and intensities of lights received at every pixel location of the sensors are measured. Different light patterns and intensities received on a sensor for different orientation angles of the shaft are shown in Fig. 7 . Fig. 8 shows simulation of specular reflection of IR rays from the shaft at ˛ = ˇ = 30 • . It can be seen that reflected rays do not enter the lenses. Relative power levels received at the sensors due to reflections from the shaft with respect to the power level due to reflection from the ball are shown in Fig. 9 . In Fig. 9(a) , the amounts of specular reflection and diffuse reflection are set at 90% and 10%, respectively of the total reflection while in (b), they are set equally at 50% of the total reflection. As can be seen from the figure, the power due to reflections from the shaft drops significantly after approximately 10 • . Centroid positions as a function of orientation angles of the shaft for a constant position of the ball are shown in Fig. 10 . Changes in centroid position due to changes in orientation become negligible after approximately 10 • . In all the simulations, total reflection from the ball is set at 95% of the incident light, and its specular reflection and diffuse reflection are set at 90% and 10%, respectively. The simulation results are discussed in Sections 6.4 and 7.
System calibration
Calibration of the system can be performed by various approaches such as physical modeling, brute force method in which look-up table (LUT) and interpolation are used, neural network, etc. Physical modeling can give the best accuracy if all the parameters of the system are taken into consideration but that requires thorough understanding of the physical behavior of each individual component. LUT with interpolation method requires calibration data be stored in memory and needs larger data for higher accuracy.
A multilayer neural network approach is proposed for this application because it eliminates the need to know individual component's behavior; uses a reasonable span of time for a trained network to determine the output and can approximate any arbitrary continuous function to any desired degree of accuracy [30] . As described in Section 3.2, since all the reflected IR rays that are collected by the lenses strike the PSDs when the ball is in the workspace III, nonlinearity is less severe in this workspace. Therefore, only the calibration data within the 12 3 mm 3 in the workspace III is used for the neural network training and evaluation of the system accuracy. The spacing between two successive calibration locations is 1 mm. The total number of calibration locations for 12 3 mm 3 is therefore 13 3 . The data obtained at each calibration location and their corresponding absolute positions are used as training and target values, respectively for neural network training.
Obtaining calibration data
In order to improve the quality of the acquired data, after each displacement of the ball, sufficient time is provided for mechanical vibrations generated by the motion of the motorized stages to settle down before acquiring data. In addition, the system including the motorized stages is placed on an anti-vibration table to suppress floor emanated vibrations. In order to ensure that calibration is not affected by temperature, the system is switched on for about 10 min before commencing the calibration so that the IR diode attains a steady operating temperature state.
Mapping by a feedforward neural network
A multilayer feedforward neural network model is proposed because PSD calibration is a nonlinear problem that cannot be solved using a single layer network [31] . The determination of proper network architecture for the PSD system calibration is ambiguous like other neural network applications. The best architecture and algorithm for a particular problem can only be evaluated by experimentation and there are no fixed rules to determine the ideal network model for a problem. The network model employed includes four neurons in the input layer, three neurons in the output layer, and two hidden layers. The network is shown in Fig. 12 .
The number of neurons in the hidden layers is varied to achieve the best accuracy. Three neurons are used in the output layer for the three components of the position vector: x, y, and z. 
T , as follows.
(1) 
where f i j (·), i = 1, 2, or 3; j = 1, 2, . . . , m or n; are log-sigmoid transfer functions and are expressed as:
Levenberg-Marquardt algorithm [32] is used in training the network to obtain the weight matrices, and the bias vectors. Discussion on the use of the algorithm in training feedforward neural networks can be found in [33] . Fig. 13 shows nonlinearity with and without neural network calibration. Table 1 shows accuracies of the system with a few different numbers of neurons in the hidden layers. Fig. 14 shows neural network position output for a stationary ball.
The RMS errors (RMSE) and accuracies are calculated over the range of 12 mm cubical space at 13 3 locations. To determine the measurement errors at each location, measured values at these locations are subtracted from their respective true values. True values are known by moving the ball to known relative positions using motorized precision translation stages. Then, the RMSE is calculated using errors at all the locations, and accuracy is calculated using RMSE as follows: Accuracy (%) = 12, 000 m − RMSE(m) 12, 000 m × 100(%)
Handling disturbance lights
Disturbance lights affecting the system accuracy can be categorized into two: ambient light, and environment light. The ambient light is the light coming from various light sources other than the IR diode while the environment light is the IR light coming from reflection of IR light from surrounding objects. In this section, handling these disturbance lights is described.
Assuming reflection from the shaft does not strike the PSDs, total light falling on the PSDs, L T , can be decomposed into three main components: reflected IR light from the ball L IRball , reflected IR light from the environment (or the environment light) L IRenv , and ambient light L amb .
Since the instrument tip position, which is the same as the ball position, is of interest, only the voltage outputs due to L IRball should be used for the neural network input to obtain position of the ball and voltage outputs due to the other two components can be regarded as DC offsets or disturbances and they should be excluded.
Handling ambient light
As mentioned in Section 2, the IR diode is pulsed at 500 Hz with 50% duty cycle. The lights falling on the PSDs during the period while the IR diode is switched on, L On normally consist of all three components described in (3) . Therefore, L On can be described as
The lights falling on the PSDs during the period while the IR diode is switched off, L Off is only due to ambient light, L amb .
Subtracting (5) from (4) and using (3), resultant light, L res becomes
By subtracting the voltage outputs obtained during the period while the IR diode is switched off, V Off from those obtained while it is on, V On , the voltage outputs of the module due to L res are obtained. If the voltage outputs due to L res are used for the neural network input, the system accuracy will not be affected by the ambient light.
Handling environment light
Although using (6) eliminates the effect of ambient light, it still includes L IRenv . The accuracy will be affected if the value of L IRenv is different from that during the calibration. The value of the environment light can be different due to various reasons such as introduction of a new object near to the workspace. One way solve the inaccuracy caused by the changes in the environment light is to perform the calibration again. This requires proper setup and is time consuming. Therefore, a method is proposed and employed which avoids the need to do calibration every time there is change in the environment.
The value of the environment light needs to be measured and subtracted from (6) so that L res contains only L IRball . The L IRenv , depends on properties of the surrounding objects such as shape, color, reflection coefficients, etc. To measure L IRenv , the instrument shaft and the ball are removed from the workspace and dataacquisition is performed while IR diode is switched on and off. Then, L On contains only two components; L IRenv and L amb . By subtracting voltage outputs due to L Off from those due to L On , voltage outputs due to L IRenv can be obtained.
The L IRenv remains constant as long as surrounding objects are maintained the same. Whenever the surrounding objects or their properties are changed, L IRenv needs to be measured again.
Experiments and results
Experiments are conducted to show system resolution, dynamic accuracies, and static accuracies at different orientation of the instrument shaft. Experiments are also carried out to show that the system accuracy is not affected by different ambient and environment light conditions. In this section, the mentioned experiments and their results are presented. 
Effect of different ambient light conditions
To see the effect of different ambient light intensity on the accuracy of the M2S2, a light bulb (40 W, 240 Hz) is placed on the system. While the ball position is being measured by the system, the light bulb is turned on and off a few times. Fig. 15 shows the effect of light changes on the system accuracy without using the method described in Section 5.1. As can be seen in the figure, the calculated position of the ball is not the same for the periods while the light is turned on (Light ON) and off (Light OFF). System accuracy with the use of the method under the condition of ambient light changes is shown in Fig. 16 . The transient behavior of the system when ambient light intensity is changed is shown in Fig. 17. 
Effect of changes in environment light
To show that by excluding L IRenv in the neural network input, the system accuracy is not affected by the changes in environment (surrounding objects or their properties), two neural networks are used for comparison. The first neural network is trained with the data obtained from voltages due to the lights which consist of a combination of L IRball and L IRenv . The second neural network is trained with the data due to L IRball only. A test platform (a representative object) is then placed just below the workspace of M2S2 as shown in Fig. 18 . The presence of the test platform makes the value of L IRenv different from that during the calibration (i.e., without the presence of the platform). The new value of L IRenv is measured as described in Section 5.2 and excluded in the input of the second neural network. Table 2 shows the comparison of Root Mean Square (RMS) errors and accuracies of the system for the two neural networks. The RMS errors and accuracies are calculated over the range of 12 mm cubical space.
Table 2
Comparison of RMSE, and accuracies of the system for the two neural networks. 
System resolution
Resolution of the system is determined by placing a stationary ball in the middle of the workspace and measuring the ball position for a period of 1 min. Resolution or standard deviation of the measured values during 1 min is found to be 0.9 m.
Accuracies at different orientations of the instrument
Simulation results in Fig. 10 show that centroid positions vary significantly as orientation angles of the shaft vary for orientation angles less than approximately 10 • . Obviously, the change in centroid positions would result in inaccuracy of the system. However, this cannot be shown experimentally since a remote center-ofrotation device needed to keep the ball position at a constant location while rotating the shaft is not available. Using the setup shown in Fig. 11 , the shaft can be rotated to a desired particular orientation although the ball cannot be kept at the same position while the shaft is being rotated. Therefore, accuracies at a few different fixed orientations can be measured and compared.
To perform this, the neural network is first trained with the data obtained at the instrument orientation being vertical (i.e., ˛ = ˇ = 0). Then, measurements to calculate accuracies at different fixed orientation angles are performed as follows. The instrument that is attached to the translation stages is tilted to a particular orientation. Subsequently, the ball is moved using the translation stages to a desired location in the workspace while keeping the orientation constant. This location is regarded as an initial location for that particular orientation. Then, keeping the orientation constant, the ball is moved to locations whose relative positions with respect to the initial location are known. After moving the ball and making corresponding measurements using the trained neural network at all the required locations for accuracy assessment, accuracy at that particular orientation is calculated. Therefore, accuracy calculation is not based on absolute positions, but it is based on the relative positions with respect to the initial location of the ball. The process is repeated to calculate accuracies at other desired orientations. Fig. 19 shows the instrument orientation at ˛ = ˇ = 50 • . Different accuracies at different instrument orientation angles are reported in Table 3 . A 3D plot of measurement accuracy of M2S2 for a particular instrument orientation at ˛ = 0 • , and ˇ = −60 • is shown in Fig. 20 .
Simulation results in Fig. 10 also show that the when the orientation angles are more than 10 • , change in centroid positions due to Table 3 Accuracies of the system at different orientations of the instrument when the neural network trained with the data obtained at 0
• of orientation angles is used. (The accuracy of the system at 0
• is 99.65%.) Reduction in accuracy is obtained by subtracting a particular accuracy from the accuracy at 0
• . the change in orientation is insignificant. To confirm this, the neural network is first trained with the data obtained at orientation angles of 30 • . Then, accuracies at the other orientation angles are calculated using the neural network trained with the data obtained at 30 • . Accuracies of the system at different orientations of the instrument when the neural network trained with the data obtained at 30 • of orientation angles is used are shown in Table 4 . Reduction in accuracy is obtained by subtracting a particular accuracy from the accuracy obtained at orientation angle of 30 • .
Dynamic accuracies of the system
The accuracy values reported in the previous tables are static accuracy values which are calculated from measurement values Table 4 Accuracies of the system at different orientations of the instrument when the neural network trained with the data obtained at 30
• of orientation angles is used. (The accuracy of the system at 30
• is 99.67%.) Reduction in accuracy is obtained by subtracting a particular accuracy from the accuracy at 30
• . which are obtained by moving the ball to known locations and measuring the respective positions of the ball when it is stationary (i.e., measurement is not performed when the ball is being moved). Dynamic accuracy of the system might be different from static accuracy due to the filter employed in the system and some other factors. Therefore, dynamic accuracies of the system at different frequencies need to be measured. Physiological tremor is the erroneous component of the hand motion which corrupts the intended motion of the hand most often [2] . Its amplitude range is from a few tens of microns to a few hundreds of microns while the frequency range is from approximately 8 to 12 Hz [2] . To make sure that the system performs well in sensing the physiological tremor, dynamic accuracies of the system at 8 Hz, 10 Hz, and 12 Hz are evaluated.
Dynamic accuracies are obtained by measuring position of a ball moving in a sinusoidal motion with 50 m amplitude with varying frequencies up to 12 Hz. Movement of the ball in a sinusoidal motion is generated by a nanopositioning system (P-561.3CD from Physik Instrumente). The positioning accuracy of the system is less than 0.1 m. Measured positions by the system and true positions which are generated by the nanopositioning system are compared after compensating for the slight phase-lag due to the low-pass filter employed. Dynamic errors and accuracies calculated over the peak-to-peak motion range of 100 m are shown in Table 5 . The plot of the displacement of the ball at 12 Hz is shown in Fig. 21. 
Discussion
Nonlinear calibration is necessary to reduce inherent nonlinearity present in the system so that the system can be used to accurately assess micromanipulation performance of surgeons, and evaluate performance of intelligent microsurgical instruments. As can be seen in Fig. 13(a) , there exists significant nonlinearity in the system without calibration. The nonlinearity is significantly reduced with the neural network calibration as can be seen in Fig. 13(b) . To the authors' knowledge, there is no neural network calibration for stereo camera systems with PSD sensors. Neural network-based calibration is proposed for the various advantages.
With neural network calibration, system is robust to unknown parameters, and one does not need to model every single detail of the system component to achieve acceptable accuracy for micromanipulation tasks. Even low-cost lenses which have larger distortion (i.e., larger nonlinearity) can even be employed. Accuracies of the network with a few different numbers of neurons are reported. A feedforward network with twenty neurons in each of the hidden layers is employed for the experiments since it provides sufficiently good accuracy as can be seen in Table 1 . However, exploring the use of other network architectures might give even better results if necessary.
The effect of orientation of the shaft with different reflective properties on the system accuracy has been studied. Accuracy is not affected by the orientation of the shaft as long as the orientation is the same as that at which calibration is performed, and remains unchanged when measurement is performed. This is because the neural network which is trained with the data including the effect of reflection from the shaft still receives the input data which has the same effect of reflection from the shaft for the same orientation. However, if the orientation angles are different from that at the calibration, reflective properties of the shaft such as specular and diffuse properties and its orientation determine the accuracy of the system. Accuracy would not be affected by the orientation changes if there were no reflection from the shaft. However, in practice, there exists some amount of reflection due to imperfect absorption by the shaft. It can be seen in Fig. 9 that power received due to the reflection from the shaft is significantly reduced when ˛ and ǎ re larger than 10 • . This is due to the fact that specular reflection from the shaft does not reach the PSDs at these orientation angles (˛ and ˇ > 10 • ). The residual power at these angles is due to the diffuse reflection. As can be seen in Fig. 10 , the amount of change in centroid position with respect to the amount of change in orientation angle within 10 • of orientation angles is found to be approximately 400 m/ • while the amount after 10 • is approximately 5 m/ • . Since there was no suitable device to keep the position of the ball at a fixed location while changing the orientation, this could not be shown experimentally.
However, as described in Section 6.4, accuracies at different fixed orientations could be measured and compared to show this indirectly. The accuracy results shown in Table 3 suggest that reduction in accuracy is more as the difference in orientation angles is larger although the extents of reduction in accuracy are not severe (<∼3% even for the angle difference of 20 • ). This is due to the fact that accuracy calculated is based on the relative movements and measurements of the ball from its initial location. The accuracy results in Table 4 suggest that the reduction in accuracy is negligible (<∼0.3%) as long as the orientation angles are larger than 10 • when the network is trained with the data obtained at 30 • .
From the results in both Tables 3 and 4 , it can be concluded that as long as the orientation of the instrument can be maintained constant, the accuracy of the 3D displacement measurement of the ball is not affected so much. This is possible for evaluation of performance of some devices such as a hand-held micromanipulator [34] which causes negligible orientation changes. However, in assessing micromanipulation performance of surgeons, slight changes in orientation of the instrument can happen. Therefore, to minimize the effect of orientation changes on the accuracy, it is suggested that microsurgical instruments should be handled in such a way that the nominal orientation angles of the shaft are a few degrees larger than 10 • while coating material of the shaft be chosen such that its diffuse coefficient is minimum.
Since the system does not employ optical band-pass filters for increased SNR, the use of the method described in Section 5.1 to eliminate the effect of ambient light disturbance is necessary especially when the ambient light intensity is not constant such as the location under the microscope where the system is to be used quite often. Plots in Fig. 15 show that the system accuracy is significantly affected without elimination of the effect of ambient light disturbance. Using the method, the accuracy is no longer affected as can be seen in Fig. 16 . Transient accuracy of the system, shown in Fig. 17 , is affected by the changes in ambient light intensity only for about one second. After about one second, the system can provide position information accurately. The transient inaccuracy is believed to be due to the low pass filter employed. However, in most situations, ambient light intensity is not changing so much during the usage of the system. For example, when it is used under a microscope, the microscope light is fixed at a particular intensity after the user has adjusted it to suit them. Results in Table 2 demonstrate that the effect of changes in the environment light due to the introduction of a new object on the system accuracy is negligible when the environment light component is excluded from the neural network input. As described in Section 5.2, the value of the environment light required for the exclusion can be known by minimal effort and time.
Various measures to improve signal-to-noise ratio have been performed in order to achieve adequate sensing resolution for micromanipulation regardless of the passive tracking method. These includes the use of filtering, selection of an IR diode which provides IR light whose wavelength fall within the most sensitive region of the PSDs while giving very high power, increasing the maximum current limit of the diode, and the use of a lens to converge IR light onto the workspace. The resolution of the system reported in Section 6.3 is sufficiently high for assessment of micromanipulation performance of surgeons, and evaluation of performance of most hand-held instruments [9, 10] . If higher resolution is needed for some other applications, one of the methods to increase the resolution is to employ a DAQ card with higher sampling rate to have more samples for averaging. Experiments on dynamic accuracy in Section 6.5 ensure that the system is capable of measuring all components of the motion of the hand accurately.
The system has already been being used in evaluations of accuracy enhancement devices such as hand-held microsurgical instruments [10, 11, 34, 35] , and micromanipulation performance of surgeons [36] . Fig. 22 shows the use of the system in the evaluations.
Conclusion
In conclusion, a motion sensing system that can sense 3D motion of an instrument tip in micro scale has been developed. The system accuracy is invariant to different ambient light and environment light conditions, and hence is suitable to be used under microscopes. Development, analysis, and calibration described in this paper are useful in implementing similar sensing systems. Knowledge from the analysis helps in obtaining good accuracies. It is ready to be used as an evaluation tool to assess the accuracy of hand-held microsurgical instruments and the performance of operators in micromanipulation tasks, such as microsurgeries.
