In this paper we present a new approach to the analysis of topics and their dynamics over time. Given a large amount of news text on a daily basis, we have identified "hotly discussed" concepts by examining the contextual shift between the time slices. We adopt the volatility measure from econometrics and propose a new algorithm for frequency-independent detection of topic drift.
INTRODUCTION
Large collections of digital diachronic text such as the New York Times corpus and other newspaper or journal archives in many ways contain temporal information related to events, stories and topics. 1 To detect the appearance of new topics and tracking the reappearance and evolution of them is the goal of topic detection and tracking (Allan et al., 1998; Allan, 2002) . For a collection of documents, relevant terms need to be identified and related to a particular time-span, or known events, and vice versa, time-spans need to be related to relevant terms. To identify relevant and new terms in a stream of text (within a predefined period of time), three main approaches have been followed. (Swan and Allan, 1999; Swan and Allan, 2000; Kumaran and Allan, 2004) measure the relevance of terms using multiple document models and thresholds based on a tf/idf comparison of text stream segments. (Kleinberg, 2002) introduces the burstiness of terms during certain periods of time as an addi-This research has been funded in part by DFG Focus Project Nr. 1335 Scalable Visual Analytics 1 (Allan, 2002) understand these terms as follows: Event -"A reported occurrence at a specific time and place, and the unavoidable consequences. Specific elections, accidents, crimes, natural disasters."; Story -"A topically cohesive segment of news that includes two or more declarative independent clauses about a single event."; Topic -"A seminal event or activity, plus all derivative (directly related) facts, events or activities". tional dimension for topic detection, and models the temporal extension of relevant terms using a weighted finite state automaton. (Wang and McCallum, 2006) use co-occurrence patterns and their local distribution in time to detect topics over time. By their approach, every topic is represented by a co-occurrence set of terms representative for a certain period of time. Assuming topics and the terms representing them to be constant over time, topics can efficiently be related to times.
However, topics not only depict events in time, they also mirror an author's, or society's, view on the events described. And this view can change over time. In language, the relevance of things happening is constantly rated and evaluated. In our view, therefore, topics represent a conceptualization of events and stories that is not statically related to a certain period of time, but can itself change over time. Tracking these changes of topics over time is highly useful for monitoring changes of public opinion and preferences as well as tracing historical developments.
In what follows, we shall argue that 1. changing topics can be detected by looking at their change of meaning, In addition to term frequency, we consider a term's global context (see below) as a second dimension for analyzing its relevance and temporal extension and argue that the global context of a term may be taken to represent its meaning(s). Changes over time in the global context of a term indicate a change of meaning. The rate of change is indicative of how much the "opinion stakeholders" agree on the meaning of a term. Fixing the meaning of a term can thus be compared to fixing the price of a stock. Likewise the analysis of the volatility of a term's global contexts can be employed to detect topics and their change over time.
We first explain the basic notions and assumptions of our approach and then present first experimental results.
TOPICS, GLOBAL CONTEXT, AND CHANGE OF MEANING(S)
Following (Heyer et al., 2008) , we take a term to mean the inflected type of a word, where the notion of a word is taken to mean an equivalence class of inflected forms of a base form. Likewise we take the notion of a topic to mean an equivalence class of words describing an event (as computed by the global context of the topic's name), and the notion of a concept to mean an equivalence class of semantically related words. The global context of a topic's name is the set of all its statistically significant co-occurrences within a corpus. We compute a term's set of co-occurrences on the basis of the term's joint appearance with its co-occurring terms within a predefined text window taking an appropriate measure for statistically significant co-occurrence. In the experiments carried out, the Poisson measure for co-occurrences of terms co-occurring in sentences was used (Quasthoff and Wolff, 2002) . Table 1 exemplifies the global context computed for the term "stock" based on publicly available English and American newspaper text. The numbers appearing in parenthesis behind a term in- dicate its statistical significance. 2 The global context can also be displayed as a graph which contains the term and its context terms as nodes where the edges have a weight each according to the significance value of the joint appearance of the terms (cf. Fig. 1 ).
Figures 1(a)-(c) illustrate the change of cooccurrences and thus the change of the global context of the German word "Vogelgrippe" (avian influenza) based on different corpora of online newspaper texts between 2004 and 2006.
As is quite apparent from these graphs, in 2004 the first events of avian influenza in Asia was conceived of as a rather unimportant event from a German point of view, more or less only related to China, Laos and Thailand, only subject to the responsibility of WHO. While it was already warned in 2004 that the bird flu virus might move ("könnte", "übergreifen") to Europe as well, it is only in 2006 that this event is being perceived in Germany as a real threat when the virus has reached very specific and familiar locations like Lake Konstanz ("Bodensee") and the isle of Rügen. The fears ("Ängste"), that in 2005 were still considered exaggerated ("überzogen"), have become reality in 2006 and resulted in a broad infection of birds in Germany and in unemployment ("Entlassungen") in the meat industry.
The arrival of the avian flu virus in Germany definitely is an event worth reporting on. It also represents an event which forces people to reassess their perception of bird's diseases and their relation to human health. Considering avian flu as one well defined slice of reality, the example thus illustrates a period of change and how this change finds expression in language.
THE APPROACH
The basis of our analysis is a set of time slice corpora. These are corpora belonging to a certain period of time, e. g. all newspaper articles of the same day. The assessment of change of meaning of a term is done by comparing the term's global contexts of the different time slice corpora.
The measure of the change of meaning is volatility. It is derived from the widely used risk measure in econometrics and finance 3 , and based on the sorting of the significant co-occurrences in the global context according to their significance values (see Sect. 2) and compares the sortings of different time slices. This is because the change of meaning of a certain term leads to a change of the usage of this term together with other terms and therefore to a change of its cooccurrences and their significance values in the timeslice-specific global context of the term. The algorithm to obtain the volatility of a certain term is shown in Fig. 2 .
In order to reduce the time complexity of our algorithm, we only take the overall most important cooccurrences into account. This is done by computing the global contexts of the terms based on an overall corpus which is the aggregation of all time slice corpora. Using an overall significance threshold, only the more significant terms are taken into account during the comparison of the time-slice-specific global contexts. This leads to C o,t in Fig. 2. 1. Compute all significant overall co-occurrences C o,t for term t.
2. Compute all significant co-occurrences C t i ,t for every time slice t i for term t.
3. For every co-occurrence term c o,t, j ∈ C o,t compute the series rank i (c o,t, j ) variing i which represents the ranks of c o,t, j in the different global contexts of t for every time slice t i .
4. Compute the variance of rank series Var(rank i (c o,t, j )) for every co-occurrence term in c o,t, j ∈ C o,t . 
Compute the average of the variances to obtain the volatility
Vol(t) = avg Var rank i (c o,t, j ) = 1 |C o,t | ∑ j Var rank i (c o,t, j ) .
EXPERIMENTS
In what follows, we present results of experiments that were carried out on the basis of data based on a German news corpus 4 (WDT) and the New York Times Annotated Corpus 5 (NYT) with the aim to show that our method in fact works to detect topics that during some period of time were "hotly discussed", also giving an indication of why that has been so. The German news corpus Wörter-des-Tages (WDT, words of the day) covers the period between January 2001 and end of 2008 with altoghether 2,845 daily slices. Because there are several million types in both corpora, we decided to compute the volatility only for a chosen subset of terms for time complexity reasons. Volatility was computed for 18,200 most frequent noun types in the corpus. 6 For every sample 4 http://wortschatz.uni-leipzig.de/ 5 http://www.ldc.upenn.edu/ 6 A candidate term had to occur at least 1 2 14 f w 1 times in the corpus where f w 1 is the frequency of the most frequent word ("der" in the WDT corpus). The same filtering criteria applied to the NYT Corpus. Rudolph Moshammer was a German fashion designer and eccentric. He was regulary present in the yellow press but in connection with his homicide a new discussion about his formerly unknown sexual orientation arose. Heiligendamm is a German seaside resort
In 2008 the G8 summit was held there. There were many discussion about heavy security precautions, different governmental actions illegally restricting demonstrations and the globalisation.
term its volatility over the whole time span was computed using the algorithms sketched in Fig. 2. Figure 3 visualizes volatility of terms in relation to their frequency rank. The dots of the 50 most volatile terms are labeled with the actual word strings. Quite obviously, volatility can not only be computed for high frequency terms, but also for low frequency terms (appearing e. g. only 2,000 times in a corpus of 8 million types and 1.4 billion tokens). These 50 highest volatile terms were very well known in the media during the last years and are easily assignable to certain developments which gained high impact and lively public discussion. Unfortunately, similar results for the NYT corpus aren't avaible yet, but Tab. 2 provides translations and explanations for some of the German terms. It is obvious that developing terms are rated high regardless to their frequency. Highly frequent examples are e. g. "Obama" (a person) and "Finanzkrise" (financial crisis), low frequent ones are "Chrome" (google's browser) and "Moshammer" (a person).
The second corpus we currently look into is the The New York Times corpus (NYT) which consists of 7,475 daily time slices and covers the newspaper's complete print edition from 1987 until 2007. For this corpus, we counted 3.6 million types and 1.2 billion tokens (≈5.7GB plain text). The sample set of terms consists of the 27,187 most frequent terms, including multi word units. The NYT corpus was used for the second experiment dealing with a time window based volatility. Analogously to the overall volatility, which subsumed 8 years of news, the volatility of a time span of 30 days was computed which means that the rank series in Fig. 2 consisted of 30 daily ranks of c o,t, j . For every day the volatility over the last 30 days was computed. Figure 4 shows the time span volatility and the 30-day-averaged frequency of "Iraq" from 1987 until 2008 based on the NYT corpus.
Clearly outstanding are the peaks according to the (First) Gulf War and the Iraq War. But there are other interesting volatility peaks in-between, e. g. in 1995. Figure 5 indicates that volatility does not correlate with frequency, but marks the appearance of new aspects in public discussion. The usually high frequency of "Iraq" corresponds to the ongoing diplomatic and military quarrels. But this constant context leads to a low volatility. In contrast to this, in the end of 1995 the New York Times reported about the Iraqi elections before and after them and the reelection of Saddam Hussein especially as well as about the humanitarian situation of the people. This new aspect of discussion does not lead to a higher frequency of the term "Iraq" at all, while the new context increases its volatility. Thus the increasing volatility indicates a shift of topic.
CONCLUSION
In this paper, we have presented a new approach to the analysis of topics changing over time by considering changes in the gobal contexts of terms as indicative of a change of meaning. First results carried out using data from contemporary news corpora for German and English indicate the validity of the approach. In particular, it could be shown that the proposed measure of a term's volatility of meaning is highly independent from a term's frequency.
In a next step, the analysis proposed can be extended to look at individual topics changing over those time spans identified as interesting. Instead of only looking at the terms that change their meaning over time, it might also be of value to look at those terms that for some time span retain a "stable" meaning, expressing a societie's unquestioned consensus on a topic, as it were. In the long run, this approach might lead to an infrastructure for easily analyzing diachronic text corpora with many useful and interesting applications in trend and technology mining, marketing, and E-Humanities.
