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Abstract
The attention mechanism has seen wide applications in
computer vision and natural language processing. Recent
works developed the dot-product attention mechanism and
applied it to various vision and language tasks. However,
the memory and computational costs of dot-product atten-
tion grows quadratically with the spatiotemporal size of the
input. Such growth prohibits the application of the mecha-
nism on large inputs, e.g., long sequences, high-resolution
images, or large videos. To remedy this drawback, this pa-
per proposes a novel efficient attention mechanism, which
is equivalent to dot-product attention but has substantially
less memory and computational costs. The resource ef-
ficiency allows more widespread and flexible incorpora-
tion of efficient attention modules into a neural network,
which leads to improved accuracies. Empirical evalua-
tions on object recognition and image classification demon-
strated the effectiveness of its advantages. Models with ef-
ficient attention achieved state-of-the-art performance on
MS-COCO 2017 and significant improvement on ImageNet.
Further, the resource efficiency of the mechanism democra-
tizes attention to complicated models, which were unable
to incorporate original dot-product attention due to pro-
hibitively high costs. As an exemplar, an efficient attention-
augmented model achieved state-of-the-art accuracies for
stereo depth estimation on the Scene Flow dataset.
1. Introduction
Attention is a mechanism in neural networks that fo-
cuses on long-range dependency modeling, a key challenge
∗Work during internship at SenseTime.
†Equal contributions
to deep learning that convolution and recurrence struggle to
solve. A recent series of works developed the highly suc-
cessful dot-product attention mechanism, which facilitates
easy integration into a deep neural network. The mecha-
nism computes the response at every position as a weighted
sum of features at all positions in the previous layer. In con-
trast to the limited spatial and temporal receptive fields of
convolution and recurrence, dot-product attention expands
the receptive field to the entire input in one pass. Using
dot-product attention to efficiently model long-range depen-
dencies allows convolution and recurrence to focus on lo-
cal dependency modeling, in which they specialize. Dot-
product attention-based models now hold state-of-the-art
records on nearly all tasks in natural language processing
[25, 20, 6, 21]. The non-local module [26], an adapta-
tion of dot-product attention for computer vision, achieved
state-of-the-art performance on video classification [26] and
generative adversarial image modeling [29, 3] and demon-
strated significant improvements on object detection [26],
instance segmentation [26], person re-identification [14],
and image de-raining [12], etc.
However, global dependency modeling on large in-
puts, e.g. long sequences, high-definition images, and large
videos, remains an unsolved problem. The quadratic1 mem-
ory and computational complexities with respect to the in-
put size of existing dot-product attention modules inhibit
their application on such large inputs. For instance, a non-
local module uses over 1 GB of GPU memory and over 50
GMACC2 of computation for a 64-channel 128 × 128 fea-
ture map or over 68 GB and over 3.2 TMACC for a 64-
1The complexities are quadratic with respect to the spatiotemporal size
of the input, which is quartically w.r.t. the side length of an input image or
sextically w.r.t. the dimension of an input video.
2MACC stands for multiply-accumulation. 1 MACC means 1 multipli-
cation or addition operation.
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Figure 1. An illustration of the learned attention maps in a non-
local module. The first image identifies five query positions with
colored dots. Each of the subsequent images illustrates the atten-
tion map for one of the positions. Adapted from [29].
channel 64 × 64 × 32 video feature volume. The high
memory and computational costs constrain the applica-
tion of dot-product attention to the low-resolution or short-
temporal-span parts of models [26, 29, 3] and prohibits its
use for resolution-sensitive or resource-hungry tasks.
The need for global dependency modeling on large
inputs greatly motivates the exploration for a resource-
efficient attention algorithm. An investigation into the non-
local module revealed an intriguing phenomenon. The at-
tention maps at each position, despite generated indepen-
dently, are correlated. As [26] and [29] analyzed, the atten-
tion map of a position mainly focuses on semantically re-
lated regions. Figure 1 shows the learned attention maps in
a non-local module. When generating an image of a bird be-
fore a bush, pixels on the legs tend to attend to other leg pix-
els for structural consistency. Similarly, body pixels mainly
attend to the body, and background pixels focus on the bush.
This observation inspired the design of the efficient at-
tention mechanism that this paper proposes. Similar to dot-
product attention, the mechanism first generates a key fea-
ture map, a query feature map, and a value feature map from
an input. It interprets each channel of the key feature map
as a global attention map. Using each global attention map
as the weights, efficient attention aggregates the value fea-
ture map to produce a global context vector that summarizes
an aspect of the global features. Then, at each position, the
module regards the query feature as a set of coefficients over
the global context vectors. Finally, the module computes a
sum of the global context vectors with the query feature as
the weights to produce the output feature at the position.
This algorithm avoids the generation of the pairwise atten-
tion matrix, whose size is quadratic in the spatiotemporal
size of the input. Therefore, it achieves linear complexities
with respect to input size and obtains significant efficiency
improvements.
The principal contribution of this paper is the efficient
attention mechanism, which:
1. has linear memory and computational complexities
with respect to the spatiotemporal size of the input;
2. possesses the same representational power as the
widely adopted dot-product attention mechanism;
3. allows the incorporation of significantly more attention
modules into a neural network, which brings substan-
tial performance boosts to tasks such as object detec-
tion and instance segmentation (on MS-COCO 2017)
and image classification (on ImageNet); and
4. facilitates the application of attention on resource-
hungry tasks, such as stereo depth estimation (on the
Scene Flow dataset).
2. Related Works
2.1. Dot-Product Attention
[1] proposed the initial formulation of the dot-product at-
tention mechanism to improve word alignment in machine
translation. Successively, [25] proposed to completely re-
place recurrence with attention and named the resultant ar-
chitecture the Transformer. The Transformer architecture is
highly successful on sequence tasks. They hold the state-of-
the-art records on virtually all tasks in natural language pro-
cessing [6, 21, 28] and is highly competitive on end-to-end
speech recognition [7, 19]. [26] first adapted dot-product
attention for computer vision and proposed the non-local
module. They achieved state-of-the-art performance on
video classification and demonstrated significant improve-
ments on object detection, instance segmentation, and pose
estimation. Subsequent works applied it to various fields
in computer vision, including image restoration [16], video
person re-identification [14], and notably generative adver-
sarial image modeling, where SAGAN [29] and BigGAN
[3] substantially advanced the state-of-the-art using the non-
local module.
Efficient attention mainly builds upon the version of dot-
product attention in the non-local module. Following [26],
the team conducted most experiments on object detection
and instance segmentation. The paper compares the re-
source efficiency of the efficient attention module against
the non-local module under the same performance and their
performance under the same resource constraints.
2.2. Scaling Attention
Besides dot-product attention, there are a separate set of
techniques the literature refers to as attention. This section
refers to them as scaling attention. While dot-product at-
tention is effective for global dependency modeling, scal-
ing attention focuses on emphasizing important features and
suppressing uninformative ones. For example, the squeeze-
and-excitation (SE) module [11] uses global average pool-
ing and a linear layer to compute a scaling factor for each
channel and then scales the channels accordingly. SE-
enhanced models achieved state-of-the-art performance on
image classification and substantial improvements on scene
segmentation and object detection. On top of SE, CBAM
[27] added global max pooling beside global average pool-
ing and an extra spatial attention submodule. It further im-
proved SE’s performance.
Despite both names containing attention, dot-product at-
tention and scaling attention are two completely separate
sets of techniques with very different goals. When appro-
priate, one might take both techniques and let them work
in conjunction. Therefore, it is unnecessary to make any
comparison of efficient attention with scaling attention tech-
niques.
2.3. Object Detection
Since the introduction of R-CNN [8], deep learning
methods have achieved remarkable progress on object de-
tection. Mask R-CNN [9] is one of the most successful deep
detector recently. It is efficient and accurate and supports
instance segmentation in addition to object detection. Be-
cause of these advantages and that [26] used Mask R-CNN
as their baseline, this work also selected Mask R-CNN as
the baseline.
Feature pyramid [15] is a module specifically for object
detection that aggregates features across scales and network
depths to improve feature expressiveness. It is lightweight
but highly effective. Therefore, this work incorporated it
into the baseline model.
MegDet [18], the winning entry of the MS-COCO De-
tection Challenge 2017, reported that large batch sizes
and cross-GPU synchronous batch normalization is signifi-
cantly beneficial to the performance of a deep detector. The
baseline incorporated these two techniques.
3. Method
This section introduces the efficient attention mecha-
nism. It is mathematically equivalent with the widely
adopted dot-product attention mechanism in computer vi-
sion (i.e., the attention mechanism in the Transformer [25]
and the non-local module [26]). However, efficient attention
has linear memory and computational complexities with re-
spect to the number of pixels or words (hereafter referred to
as positions).
Section 3.1 reviews the dot-product attention mechanism
and identifies its critical drawback on large inputs to mo-
tivate efficient attention. The introduction of the efficient
attention mechanism is in Section 3.2. Section 3.3 shows
the equivalence between dot-product and efficient atten-
tion. Section 3.4 discusses the interpretation of the mech-
anism. Section 3.5 analyzes its efficiency advantage over
dot-product attention.
3.1. A Revisit of Dot-Product Attention
Modeling long-range dependencies has been a central
challenge for natural language processing and computer
vision. [1] initially proposed dot-product attention for
machine translation. Subsequently, the Transformer [25]
adopted the mechanism to model long-range temporal de-
pendencies between words. [26] introduce dot-product at-
tention for the modeling of long-range dependencies be-
tween pixels in image and video understanding.
For each input feature vector xi ∈ Rd that corresponds
to the i-th position, dot-product attention first uses three lin-
ear layers to convert xi into three feature vectors, i.e., the
query feature qi ∈ Rdk , the key feature ki ∈ Rdk , and
the value feature vi ∈ Rdv . The query and key features
must have the same feature dimension dk. One can mea-
sure the similarity between the i-th query and the j-th key
as ρ(qTi kj), where ρ is a normalization function. In gen-
eral, the similarities are asymmetric, since the query and
key features are the outputs of two separate layers. The dot-
product attention module calculates the similarities between
all pairs of positions. Using the similarities as weights, po-
sition i aggregates the value features from all positions via
weighted summation to obtain its output feature.
If one represents all n positions’ query, key, and value
features in matrix forms as Q ∈ Rn×dk , K ∈ Rn×dk ,V ∈
Rn×dv , respectively, the output of dot-product attention is
D(Q,K,V ) = ρ
(
QKT
)
V . (1)
The normalization function has two common choices:
Scaling: ρ(Y ) =
Y
n
,
Softmax: ρ(Y ) = σrow(Y ),
(2)
where σrow denotes applying the softmax function along
each row of matrix Y . An illustration of the dot-product
attention module is in Figure 2 (left).
The critical drawback of this mechanism is its resource
demands. Since it computes a similarity between each
pair of positions, there are n2 such similarities, which re-
sults in O(n2) memory complexity and O(dkn2) compu-
tational complexity. Therefore, dot-product attention’s re-
source demands get prohibitively high on large inputs. In
practice, application of the mechanism is only possible on
low-resolution features.
3.2. Efficient Attention
Observing the critical drawback of dot-product atten-
tion, this paper proposes the efficient attention mechanism,
which is mathematically equivalent to dot-product attention
Figure 2. Illustration of the architecture of dot-product and efficient attention. Each box represents an input, output, or intermediate
matrix. Above each box is the name of the corresponding matrix. The variable name and the size of the matrix are inside each box.
⊗
denotes matrix multiplication.
but much faster and more memory efficient. In efficient
attention, the individual feature vectors X ∈ Rn×d still
pass through three linear layers to form the query features
Q ∈ Rn×dk , key features K ∈ Rn×dk , and value features
V ∈ Rn×dv . However, instead of interpreting the key fea-
tures as n feature vectors in Rdk , the module regards them
as dk single-channel feature maps. Efficient attention uses
each of these feature maps as a weighting over all positions
and aggregates the value features from all positions through
weighted summation to form a global context vector. The
name reflects the fact that the vector does not correspond to
a specific position, but is a global description of the input
features.
The following equation characterizes the efficient atten-
tion mechanism:
E(Q,K,V ) = ρq(Q)
(
ρk(K)
TV
)
, (3)
where ρq and ρk are normalization functions for the query
and key features, respectively. The implementation of the
same two normalization methods as for dot-production at-
tention are
Scaling: ρq(Y ) = ρk(Y ) =
Y√
n
,
Softmax: ρq(Y ) = σrow(Y ),
ρk(Y ) = σcol(Y ),
(4)
where σrow, σcol denote applying the softmax function along
each row or column of matrix Y , respectively.
The efficient attention module is a concrete implemen-
tation of the mechanism for computer vision data. For an
input feature map x ∈ Rh×w×d, the module flattens it to a
matrix X ∈ Rhw×d, applies the efficient attention mecha-
nism on it, and reshapes the result to h×w×dv . If dv 6= d,
it further applies a 1x1 convolution to restore the dimen-
sionality to d. Finally, it adds the resultant features to the
input features to form a residual structure.
3.3. Equivalence between Dot-Product and Efficient
Attention
Following is a formal proof of the equivalence between
dot-product and efficient attention when using scaling nor-
malization. Substituting the scaling normalization formula
in Equation (2) into Equation (1) gives
D(Q,K,V ) =
QKT
n
V . (5)
Similarly, plugging the scaling normalization formulae in
Equation (4) into Equation (3) results in
E(Q,K,V ) =
Q√
n
(
KT√
n
V
)
. (6)
Since scalar multiplication is commutative with matrix
multiplication and matrix multiplication is associative, we
have
E(Q,K,V ) =
Q√
n
(
KT√
n
V
)
=
1
n
Q
(
KTV
)
=
1
n
(
QKT
)
V
=
QKT
n
V .
(7)
Comparing Equations (5) and (7), we get
E(Q,K,V ) =D(Q,K,V ). (8)
Thus, the proof is complete.
The above proof works for the softmax normalization
variant with one caveat. The two softmax operations on
Q,K are not exactly equivalent to the single softmax on
QKT. However, they closely approximate the effect of
the original softmax function. The critical property of
σrow
(
QKT
)
is that each row of it sums up to 1 and repre-
sents a normalized attention distribution over all positions.
The matrix σrow(Q)σcol(K)T shares this property. There-
fore, the softmax variant of efficient attention is a close ap-
proximate of that variant of dot-product attention. Section
4.1 demonstrates this claim empirically.
3.4. Interpretation of Efficient Attention
Efficient attention brings a new interpretation of the at-
tention mechanism. In dot-product attention, selecting po-
sition i as the reference position, one can collect the sim-
ilarities of all positions to position i and form an attention
map si for that position. The attention map si represents the
degree to which position i attends to each position j in the
input. A higher value for position j on si means position i
attends more to position j. In dot-product attention, every
position i has such an attention map si, which the mecha-
nism uses to aggregate the value features V to produce the
output at position i.
In contrast, efficient attention does not generate an at-
tention map for each position. Instead, it interprets the key
features K ∈ Rn×dk as dk attention maps kTj . Each kTj
is a global attention map that does not correspond to any
specific position. Instead, each of them corresponds to a
semantic aspect of the entire input. For example, one such
attention map might cover the persons in the input. Another
might correspond to the background. Section 4.3 gives sev-
eral concrete examples. Efficient attention uses each kTj to
aggregate the value features V and produce a global con-
text vector gj . Since kTj describes a global, semantic aspect
of the input, gj also summarizes a global, semantic aspect
of the input. Then, position i uses qi as a set of coeffi-
cients over g0, g1, . . . , gdk−1. Using the previous example,
a person pixel might place a large weight on the global con-
text vector for persons to refine its representation. A pixel
at the boundary of an object might have large weights on
the global context vectors for both the object and the back-
ground to enhance the contrast.
3.5. Efficiency Advantage
This section analyzes the efficiency advantage of effi-
cient attention over dot-product attention in memory and
computation. The reason behind the efficiency advantage
Figure 3. Resource requirements under different input sizes.
The blue and orange bars depict the resource requirements of the
efficient attention and non-local modules, respectively. The calcu-
lation assumes d = dv = 2dk = 64. The figure is in log scale.
is that efficient attention does not compute a similarity be-
tween each pair of positions, which would occupy O(n2)
memory and require O(dkn2) computation to generate. In-
stead, it only generates dk global context vectors in Rdv .
This change eliminates the O(n2) terms from both the
memory and computational complexities of the module.
Consequently, efficient attention has O((dk + d)n + dkd)
memory complexity and O((dkd + d2)n) computational
complexities, assuming the common setting of dv = d. Ta-
ble 1 shows complexity formulae of the efficient attention
module and the non-local module (using dot-product atten-
tion) in detail. In computer vision, this complexity differ-
ence is very significant. Firstly, n itself is quadratic in im-
age side length and often very large in practice. Secondly,
dk is a parameter of the module, which the designer of a
network can tune to meet different resource requirements.
Section 4.2.3 shows that, within a reasonable range, this pa-
rameter has minimal impact on performance. This result
means that an efficient attention module can typically have
a small dk, which further increases its efficiency advantage
over dot-product attention. Table 2 compares the complex-
ities of the efficient attention module with the ResBlock.
The table shows that the resource demands of the efficient
attention module are on par with (less than in most cases)
the ResBlock, which gives an intuitive idea on the level of
efficiency of he module.
The rest of this section will give several concrete exam-
ples comparing the resource demands of the efficient atten-
tion and non-local modules. Figure 3 compares their re-
source consumption for image features with different sizes.
Directly substituting the non-local module on the 64 × 64
feature map in SAGAN [29] yields a 17-time saving of
memory and 32-time saving of computation. The gap
widens rapidly with the increase of the input size. For a
256 × 256 feature map, a non-local module would require
impractical amounts of memory (17.2 GB) and computation
(412 GMACC). With the same input size, an efficient atten-
tion module uses 1/260 the amount of memory and 1/515
Metric Efficient attention module Non-local module
Memory (floats) (2dk + 3d)n+ dkd (2dk + 3d)n+ n2
Computation (MACC) (8dkd+ 2d2 + d)n (4dkd+ 2d2 + d)n+ (2dk + 2d)n2
Memory complexity O((dk + d)n+ dkd) O((dk + d)n+ n2)
Computational complexity O((dkd+ d2)n) O((dkd+ d2)n+ (dk + d)n2)
Table 1. Comparison of resource usage of the efficient attention and non-local modules. This table assumes that dv = d, which is the
setting for all experiments in Section 4 and also a common setting in the literature for dot-product attention.
Module ResBlock EA module
Memory (floats) 5dn 4dn+ d
2
2
Computation (MACC) (36d2 + 11d)n (6d2 + d)n
Mem. complexity O(dn) O(dn+ d2)
Comp. complexity O(d2n) O(d2n)
Table 2. Comparison of resource usage of the efficient attention
module and the ResBlock. Since the ResBlock does not have
parameters dk, dv , this table sets dv = d, dk = d2 , the typical
values for these parameters.
the amount of computation. The difference is more promi-
nent for videos. Replacing the non-local module on the tiny
28 × 28 × 4 feature volume in res3 of the non-local I3D-
ResNet-50 network [26] results in 2-time memory and com-
putational saving. On a larger 64× 64× 32 feature volume,
an efficient attention module requires 1/32 the amount of
memory and 1/1025 the amount of computation.
4. Experimental Results
4.1. Comparison with the Non-Local Module and
the State-of-the-Art
4.1.1 MS-COCO Task Suite
This section presents comparison experiments on the MS-
COCO 2017 dataset for object detection and instance seg-
mentation. The section first compares the efficient attention
module with the non-local module, which uses dot-product
attention. Then, it compares models using efficient atten-
tion with other state-of-the-art methods. The baseline is
a ResNet-50 Mask R-CNN with a 5-level feature pyramid
[15]. Figure 4 illustrates the architecture. The backbones
initialize from ImageNet pretrainings. All other modules
use random initialization. All models trained for 24 epochs
on 32 NVIDIA GTX 1080 Ti GPUs. The batch size is 64.
The learning rate is 1.25e-4 at the beginning of training and
drops by a factor of 10 at the start of the 18th and 21st
epochs. All experiments used softmax normalization and
dk = 64.
Table 3 reports the comparison against the non-local
module. As rows res3 and fpn3 show, inserting an effi-
cient attention module or a non-local module at the same
location in a network has nearly identical effects on the
Figure 4. Architecture of the Mask R-CNN FPN baseline. Red
dots are potential locations for the insertion of efficient attention
or non-local modules.
Layer(s) EA module Non-local Input size
None 39.4/35.1 39.4/35.1 N/A
res3 40.2/36.0 40.3/35.9 56× 80
fpn1 39.9/35.8 OOM 224× 320
fpn2 39.7/35.7 OOM 112× 160
fpn3 39.7/35.5 39.8/35.5 56× 80
Best 41.2/36.7 40.3/35.9 N/A
Table 3. Comparison between the efficient attention and non-
local modules. Each numeric cell is in the format box AP/mask
AP. The best configuration for the efficient attention module in-
serted at FPN layers 1-5 and backbone layers res3,4. The best for
the non-local module inserted at res3.
performance. However, at layers where the input is large,
inserting a non-local module leads to out-of-memory er-
rors, while inserting an efficient attention module improved
performance significantly and consumed little additional re-
sources. Consequently, using the best insertion schemes for
each module, the efficient attention module outperforms the
non-local module by 0.9 box AP and 0.8 mask AP.
Table 4 compares efficient attention-augmented detec-
tors with other state-of-the-art methods on the MS-COCO
2017 dataset. EA Mask R-CNN with a ResNeXt-101
backbone set a new state-of-the-art. The version with a
ResNet-101 backbone also outperformed all other ResNet-
101-based models.
4.1.2 Stereo Depth Estimation
This section will present the experimental results of effi-
cient attention-augmented models for stereo depth estima-
tion. The experiments used the Scene Flow dataset. The
baseline is the state-of-the-art published model, PSMNet
Model Backbone AP
TDM Faster R-CNN [22] Inc.-ResNet-v2 36.8
Mask R-CNN [9] ResNeXt-101 39.8
Soft-NMS [2] Algn.-Inc.-ResNet 40.9
LH R-CNN [13] ResNet-101 41.5
Fitness NMS [24] ResNet-101 41.8
EA Mask R-CNN ResNet-101 43.1
EA Mask R-CNN ResNeXt-101 44.9
Table 4. Comparison with the state-of-the-art on MS-COCO
2017. Inc.-ResNet-v2 and Algn.-Inc.-ResNet represent Inception-
ResNet-v2 and Aligned-Inception-ResNet, respectively.
Model EPE
PSMNet (original) 1.09
PSMNet (baseline) 0.513
EA-PSMNet 0.477
Nonlocal-PSMNet OOM
Table 5. Experiments on the Scene Flow dataset. EA-PSMNet
is the proposed approach. OOM indicates out-of-memory errors.
Model EPE
iResNet-i2 [17] 1.40
PSMNet [4] 1.09
EdgeStereo [23] 1.12
CSPN [5] 0.78
EA-PSMNet 0.48
Table 6. Comparison with the state-of-the-art on the Scene
Flow dataset. EPE stands for end-point error and is lower the
better. The table rounded EPE for EA-PSMNet to the second dec-
imal place following the format of previous works.
[4]. The experiments empirically determined an optimal
set of hyperparamters, which includes a batch size of 24,
a learning rate of 2e-3, and 100 training epochs. Other hy-
perparamters remain the same as in [4].
As Table 5 shows, the proposed EA-PSMNet demon-
strated significant improvement over the highly competitive
baseline, which already surpassed the former state-of-the-
art by a substantial margin. Table 6 compares EA-PSMNet
with other state-of-the-art methods. EA-PSMNet set a new
state-of-the-art on the Scene Flow dataset.
4.1.3 Image Classification
This section presents the experimental results of efficient
attention-augmented models on the ImageNet dataset for
image classification. The baseline is ResNet-50 [10]. As
in Table 7, insertions at res1 and res2 both lead to signifi-
cant improvements. Inserting simultaneously at both layers
resulted in the largest gain of performance. In comparison,
experiments with the same settings but with the non-local
module all encountered OOM errors.
Layer(s) EA module Nonlocal
Baseline 76.052/92.952 76.052/92.952
res1 76.932/93.252 OOM
res2 76.532/93.274 OOM
res1,2 77.312/93.650 OOM
Table 7. Experiments on ImageNet. All results are in the form
top-1/top-5. All experiments used single-crop testing.
Method Box AP Mask AP
None NaN NaN
Scaling 40.2 35.9
Softmax 40.2 36.0
Table 8. Experiments for attention normalization methods. All
experiments inserted a single efficient attention module at res3.
4.2. Ablation Studies
4.2.1 Attention Normalization
These experiments empirically validated the necessity of at-
tention normalization and compared the two methods Sec-
tion 3.2 specified, namely scaling and softmax normaliza-
tion. Table 8 reports the experimental outcomes. The re-
sults demonstrate that while attention normalization is criti-
cal for the training of efficient attention-augmented models,
the effectiveness does not depend on the specific normaliza-
tion technique. Following [26], all other experiments used
softmax normalization.
4.2.2 Layer of Insertion
Table 9 shows experiments contrasting models with EA
modules inserted at different layers. When adding a sin-
gle module, the reader can infer a general trend that among
the same type of layers (e.g., among FPN levels or among
ResNet levels), the higher the resolution at a layer, the more
performance gain the insertion of an efficient attention mod-
ule brings. This result reiterates the significance of effi-
cient attention. Since attention is more beneficial on higher-
resolution inputs, the efficiency advantage of efficient at-
tention is highly impactful. The layer res4 is the only one
where insertion lead to degraded performance. A hypoth-
esis is that the low resolution and large gap between the
dimensionality of the input (2048) and the keys (64) might
be the cause. A defect in the implementation caused the
experiments for res1 and res2 to fail, so the results are not
available for report in this paper.
Subsequent experiments explored adding multiple effi-
cient attention modules to a network. Adding an efficient
attention module to res3, res4, and every FPN level resulted
in an improvement of 1.8 box AP and 1.6 mask AP. The re-
sults back the hypothesis in Section 1 that a core advantage
of attention is the ability to model multi-hop long-range de-
Layer(s) Box AP Mask AP Input size
None 39.4 35.1 -
res3 40.2 36.0 56× 80
res4 39.1 34.8 28× 40
fpn1 39.9 35.8 224× 320
fpn2 39.7 35.7 112× 160
fpn3 39.7 35.5 56× 80
fpn4 39.7 35.4 28× 40
fpn5 39.6 35.3 14× 20
fpn1-5 40.6 36.2 -
fpn1-5 & res3 40.8 36.3 -
fpn1-5 & res3,4 41.2 36.7 -
Table 9. Comparison between insertions at different layers.
dk Box AP Mask AP
32 40.4 36.1
64 40.6 36.2
128 40.3 36.1
Table 10. Experiments with different dimensionalities of the
keys. All experiments inserted efficient attention modules at FPN
levels 1-5.
pendencies.
Interestingly, although a single insertion at res4 de-
creased performance, removing the module at res4 from the
fpn1-5 & res3,4 model caused a significant decrease in per-
formance, as the row of fpn1-5 & res3 shows. This result
further reinforces the importance of multi-hop dependency
modeling, as even efficient attention modules which can-
not improve performance independently can make contribu-
tions when collaborating with other efficient attention mod-
ules. The low complexities of the efficient attention module
enable multiple insertion and realize this previously hypo-
thetical advantage of attention.
4.2.3 Dimensionality of the Keys
These experiments tested the impact of the dimensionality
of the keys on the effect of efficient attention. As in Table
10, decreasing the dimensionality of the keys from 128 to
32 caused minimal performance change. This result rein-
forces the hypothesis in Section 1 that most attention maps
are expressible as linear combinations of a limited set of
basis attention maps. Therefore, researchers can reduce the
dimensionality of the keys and queries in efficient attention
modules, if there is a need to further save resources.
4.2.4 Backbone Architecture
This section reports experiments with different backbone
networks. Table 11 reports the results using three selected
architectures, ResNet-50, ResNet-101 and ResNeXt-101.
Backbone Baseline APs With EA modules
ResNet-50 39.4/35.1 41.2/36.7
ResNet-101 41.3/36.6 43.1/37.9
ResNeXt-101 43.5/38.5 44.9/39.5
Table 11. Experiments with different backbone architectures.
All results have format box AP/mask AP. The with EA modules
variants inserted the modules at fpn1-5 & res3,4. Experiments for
ResNet-101 and ResNeXt-101 used batch sizes of 32, not 64.
Figure 5. Visualization of global attention maps. The left-most
column displays 4 images from MS-COCO 2017. The other three
columns show three of the corresponding global attention maps
from the efficient attention module at FPN level 1 for each respec-
tive example.
The significant and robust performance gains across all
three backbones demonstrate the generalizability of effi-
cient attention.
4.3. Visualization
Figure 5 shows visualization of the global attention maps
for various examples from the efficient attention module at
fpn1 in the model corresponding to the last row in Table 9.
The figure illustrates 3 sets of global attention maps each
with a distinct, semantic focus. Column 2 tends to capture
the foreground, column 3 tends to capture the core parts
of objects, and column 4 tends to capture the peripheral of
objects. The semantic distinctiveness of each set of global
attention maps supports the analysis in Section 1 that the at-
tention maps are linear combinations of a set of basis atten-
tion maps each focusing on a semantically significant area.
5. Conclusion
This paper has presented the efficient attention mech-
anism, an attention mechanism that is quadratically more
memory- and computationally-efficient than the widely
adopted dot-product attention mechanism. By dramatically
reducing the resource usage, efficient attention enables a
large number of new use cases of attention, particularly in
domains with tight resource constraints or large inputs.
The experiments verified its effectiveness on four dis-
tinct tasks, object detection, instance segmentation, stereo
depth estimation, and image classification. It brought sig-
nificant improvement for each task. On object detection
and stereo depth estimation, efficient attention-augmented
models have set new states-of-the-art. Besides the tasks this
paper evaluated efficient attention on, it has promising po-
tential in other fields where attention has demonstrated ef-
fectiveness. These fields include generative adversarial im-
age modeling [29, 3] and most tasks in natural language
processing [25, 20, 6, 21]. Future plans include generaliz-
ing efficient attention to these fields, as well as other fields
where the prohibitive costs have been preventing the appli-
cation of attention.
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