Daligault, Rao and Thomassé proposed in 2010 a fascinating conjecture connecting two seemingly unrelated notions: clique-width and well-quasi-ordering. They asked if the clique-width of graphs in a hereditary class which is well-quasi-ordered under labelled induced subgraphs is bounded by a constant. This is equivalent to asking whether every hereditary class of unbounded clique-width has a labelled infinite antichain. We believe the answer to this question is positive and propose a stronger conjecture stating that every minimal hereditary class of graphs of unbounded clique-width has a canonical labelled infinite antichain. To date, only two hereditary classes are known to be minimal with respect to clique-width and each of them is known to contain a canonical antichain. In the present paper, we discover two more minimal hereditary classes of unbounded clique-width and show that both of them contain canonical antichains.
Introduction
In this paper, we study two notions: clique-width and well-quasi-ordering. The first of them is a representative of the rich world of graph width parameters, which includes both parameters studied in the literature for decades, such as path-width [22] or tree-width [23] , and those that have been introduced recently, such as Boolean-width [5] or plane-width [11] . The notion of clique-width belongs to the middle generation of graph width parameters. The importance of this and many other parameters is due to the fact that many difficult algorithmic problems become tractable when restricted to graphs where one of these parameters is bounded by a constant.
The second notion of our interest is well-quasi-ordering. This is a highly desirable property and frequently discovered concept in mathematics and theoretical computer science [14] . However, only a few examples of quasi-ordered sets possessing this property are available in the literature. One of the most remarkable results in this area is the proof of Wagner's conjecture stating that the set of all finite graphs is well-quasi-ordered by the minor relation [24] . However, the induced subgraph relation is not a well-quasi-order, because it contains infinite antichains, for instance, the set of all cycles. On the other hand, for graphs in particular classes this relation may become a well-quasi-order, which is the case, for instance, for cographs [8] , and k-letter graphs [21] .
In fact, both cographs and k-letter graphs possess a stronger property, namely that they are wellquasi-ordered with respect to the labelled induced subgraph relation. If (W, ≤) denotes a quasi-ordered set of labels, a labelling of a graph G is a function ℓ : V (G) → W , and we call the pair (G, ℓ) a labelled graph. A labelled graph (H, k) is a labelled induced subgraph of (G, ℓ) if H is isomorphic to an induced subgraph of G, and the isomorphism maps each vertex v ∈ H to a vertex w ∈ G so that k(v) ≤ ℓ(w) in W . We say that a class of (unlabelled) graphs is well-quasi-ordered under the labelled induced subgraph relation if it contains no infinite antichains of labelled graphs whenever (W, ≤) is a well-quasi-order.
The notion of a canonical antichain was introduced by Guoli Ding in [9] and can be defined for hereditary classes as follows. An infinite antichain A in a hereditary class X is canonical if any hereditary subclass of X containing only finitely many graphs from A is well-quasi-ordered. In other words, speaking informally, an antichain is canonical if it is unique in the class.
The reason for restricting our attention to labelled well-quasi-ordering is that it was recently shown in [17] that the analogous statement for boundedness of clique-width and unlabelled well-quasi-ordering is false. That is, the authors of [17] exhibit a class of graphs that has unbounded clique-width, but which is well-quasi-ordered with respect to the induced subgraph relation. This class, however, contains an infinite antichain that uses two labels.
The main difficulty in proving (or disproving) Conjecture 1 is that very little is known about minimal hereditary classes of graphs of unbounded clique-width. Up to date, only two such classes are known: bipartite permutation graphs and unit interval graphs [15] . In both cases, Conjecture 1 is valid, since each of these classes contains an unlabelled canonical antichain [16] . In the present paper, we discover two more hereditary classes of graphs of unbounded clique-width and verify Conjecture 1 for both of them. These classes are described in Section 2, where we also introduce basic terminology and notation, as well as some preparatory results.
Preliminaries
All graphs in this paper are simple, i.e. undirected, without loops and multiple edges. We denote by V (G) and E(G) the vertex set and the edge set of a graph G, respectively. Given a vertex v ∈ V (G), we denote by N G (v) the neighbourhood of v, i.e. the set of vertices adjacent to v. The degree of v is the number of its neighbours.
Given a graph G and a subset U ⊆ V (G), we denote by G[U ] the subgraph of G induced by U , i.e. the subgraph of G with vertex set U and two vertices being adjacent in G[U ] if and only if they are adjacent in G. We say that a graph H is an induced subgraph of G, or G contains H as an induced subgraph, if H is isomorphic to G[U ] for some U ⊆ V (G). If no subset of V (G) induces H, we say that G is H-free and denote the set of all H-free graphs by Free(H).
In a graph, a clique is a subset of pairwise adjacent vertices and an independent set is a subset of pairwise non-adjacent vertices. A graph G is a split graph if its vertices can be partitioned into an independent set and a clique, and G is a bipartite graph if its vertices can be partitioned into two independent sets (also called color classes or simply parts).
As usual, by P n and C n we denote a chordless path and a chordless cycle with n vertices, respectively. To simplify the notation, we drop the subscript G from N G (v) if no confusion arises.
Bichain graphs and split permutation graphs
We will say that a set of vertices forms a chain if their neighbourhoods form a chain with respect to the inclusion relationship, i.e. if they can be linearly ordered under this relation.
A bipartite graph will be called a k-chain graph if the vertices in each part of its bipartition can be split into at most k-chains.
1-chain graphs are known simply as chain graphs. A typical example of a chain graph is represented in Figure 1 . The importance of this example is due to the fact that the represented graph contains all chain graphs with at most 5 vertices as induced subgraphs, i.e. it is 5-universal. Moreover, this example can be easily extended to a general construction of an n-universal chain graph. Such a graph has n vertices in each part of its bipartition and contains all chain graphs with at most n vertices as induced subgraphs, which can be easily proved by induction on n. The simple structure of chains graphs implies many nice properties. In particular, the clique-width of chain graphs is at most three [10] and they are well-quasi-ordered by the induced subgraph relation (i.e. the class of chain graphs does not contain infinite antichains with respect to this relation) [21] .
The class of 2-chain graphs, also called bichain graphs, is much richer and this is one of the two classes of interest in this paper. The second class is known as split permutation graphs. In [3] , it was shown that split permutation graphs are precisely split graphs of Dilworth number at most two, where the Dilworth number of a graph G is the size of a largest antichain with respect to the following quasi-order defined on the vertices of G:
From the definition of bichain graphs and the characterization of split permutation graphs in terms of their Dilworth number we derive the following relationship between bichain graphs and split permutation graphs.
Claim 2.
Let G be a split graph given together with a partition of its vertex set into a clique C and an independent set I, and let G * be the bipartite graph obtained from G by deleting the edges of C. Then G is a split permutation graph if and only if G * is a bichain graph.
In [13] , it was shown that split permutation graphs have unbounded clique-width and they are not well-quasi-ordered by the induced subgraph relation. Together with Claim 2 this implies the same conclusions for bichain graphs. Indeed, in [12] it was shown that a single application of the operation of transforming a clique into an independent set does not change the clique-width of the graph "too much", i.e. under this operation any class of graphs of bounded clique-width transforms into a class of bounded clique-width, and vice versa.
In this paper, we show that both classes (bichain and split permutation graphs) are minimal hereditary classes of unbounded clique-width and that each of them contains a canonical antichain. Taking into account the relationship between these classes revealed in Claim 2 we prove our results for bichain graphs only.
Universal graphs
Let us denote by X n,n the graph with n 2 vertices arranged in n columns and n rows, in which any two consecutive columns induce an n universal chain graph. An example of the graph X n,n with n = 6 (i.e. 6 columns and 6 rows) is shown on the left of Figure 2 . Figure 2: Graphs X 6,6 (left) and Z 7,6 (right). The graph Z 7,6 contains the edges shown in the picture and the "diagonal" edges connecting every even column i to every odd column i ′ ≥ i + 3 (these edges are represented by the curved lines at the top of the picture).
The following theorem was proved in [18] .
Theorem 3.
The graph X n,n is an n-universal bipartite permutation graph, i.e. it contains every bipartite permutation graph with n vertices as an induced subgraph.
We call any graph of the form X n,n an X-grid. The proof of minimality of the class of bipartite permutation graphs with respect to clique-width is based on the universality of the X-grid and on the following theorem proved in [15] .
Theorem 4.
For every n, the clique-width of X n,n -free bipartite permutation graphs is bounded by a constant.
We develop a similar approach for bichain graphs. To this end, below we describe a universal construction for bichain graphs.
Denote by Z n,k the graph with the vertex set {z i,j : 1 ≤ i ≤ n, 1 ≤ j ≤ k} and with z ij z i ′ j ′ being an edge if and only if
(1) i is odd and i ′ = i + 1 and j > j ′ , (2) i is even and i ′ = i + 1 and j ≤ j ′ , (3) i is even, i ′ is odd and i ′ ≥ i + 3.
We call the edges of type 3 the diagonal edges. An example of the graph Z n,k with n = 7 and k = 6 is represented on the right of Figure 2 , where for clarity of the picture the diagonal edges are represented by the curved lines at the top. The following theorem was proved in [4] , where an induced copy of a graph G embedded into Z n,n is called row-sparse if every row of Z n,n contains at most one vertex of G.
Theorem 5. [4]
The graph Z n,n is an n-universal bichain graph, i.e. it contains every bichain graph G on n vertices as an induced subgraph. Moreover, G is isomorphic to a row-sparse induced subgraph of Z n,n .
Any graph of the form Z n,k will be called a Z-grid.
Minimality of bichain graphs with respect to clique-width
The proof of minimality of the class of bichain graphs can be done in a way which is conceptually similar to the proof of minimality of bipartite permutation graphs given in [15] . We present this proof in the appendix to the paper. In the present section, we develop an entirely different approach, which reduces the problem to bipartite permutation graphs by means of so-called pivoting operation. We will show that a Z-grid can be pivoted into an X-grid. To this end, we need an intermediate construction called Y -grid. A Y -grid is one more grid-like graph. A graph of this form with n columns and k rows is denoted Y n,k and an example of this graph with n = 7 and k = 5 is shown in Figure 3 It is not difficult to see that a Y -grid is simply a modification of an X-grid obtained by shifting the vertices within each column so that every horizontal line of the X-grid turns 45 • clockwise. Therefore, any Y -grid is a bipartite permutation graph and hence can be embedded into an X-grid. With a bit of care, one can verify that a Y + -grid is embeddable into an X-grid as well. 
Y -grid

Pivoting bichain graphs into bipartite permutation graphs
Let ab be an edge in a bipartite graph, and set A = N (a) − {b} and B = N (b) − {a}. A pivot on the edge ab is the operation which complements the edges between A and B, i.e. it replaces every edge xy (x ∈ A and y ∈ B) with a non-edge, and vice versa.
We want to show that a Z-grid can be transformed by a sequence of pivoting operations into a bipartite permutation graph. Since the pivoting operation is very sensitive, we apply it to a particular form of the Z-grid. First, we restrict ourselves to graphs of the form Z n,k only with odd values of n. Second, we extend Z n,k in a specific way by adding to it an extra bottom line and denote the resulting graph by Z Proof. The result follows by direct inspection. The only peculiarity of this transformation is that after the pivoting, every vertex of the bottom line in an odd column i moves to column i − 2, as illustrated in Figure 5 .
Proof of minimality Theorem 8. The class of bichain graphs is a minimal hereditary class of unbounded clique-width.
Proof. Let A be a proper hereditary subclass of bichain graphs, i.e. a subclass obtained by forbidding at least one bichain graph. According to Theorem 5, every graph G ∈ A with n vertices can be embedded into a Z-grid Z n,n . We extend Z n,n to Z + n,n by adding to it a pivoting line. We also add the pivoting line to G and denote the resulting graph by G + . By pivoting on the edges of the pivoting line, we transform G + into a graph which we denote by G * + , and by deleting the pivoting line from G * + we obtain a graph denoted by G * . According to Lemma 6 and Theorem 3, G * + (and hence G * ) is a bipartite permutation graph. For an arbitrary bipartite permutation graph H, let x(H) be the maximum n (the x-number) such that H contains X n,n as an induced subgraph, and for an arbitrary bichain graph H we denote by z(H) the maximum n (the z-number) such that H contains Z n,n as an induced subgraph. We also denote
Assume the x-number is unbounded for graphs in A * , i.e. assume that graphs in A * contain arbitrarily large induced copies of X n,n . Then, by Lemma 6, they also contain arbitrarily large induced copies of Y n,n, . With the help of Lemma 7 it is not difficult to see that if a set of vertices induces in a graph G * ∈ A * a large copy of Y n,n, , then the same set of vertices induces in G ∈ A a graph containing a large copy of Z n,n (we talk about embeddings of G and G * into a Z-grid and Y -grid, respectively). Therefore, if the x-number is unbounded for graphs in A * , then the z-number is unbounded for graphs in A. But then, by Theorem 5, A must contain all bichain graphs, contradicting our assumption. This contradiction shows that the x-number is bounded by a constant, say k, for graphs in A * , i.e. these graphs are X k,kfree. Therefore, graphs in A * + are H k+1,k+1 -free, since by adding one line of the grid we can increase the x-number by at most one. By Theorem 4 this implies that graphs in A * + have bounded clique-width. Therefore, they also have bounded rank-width [19] . Since pivoting does not change rank-width [19] , graphs in A + also have bounded rank, and hence, bounded clique-width. As a result, graphs in A have bounded clique-width.
Antichains and well-quasi-ordering
In this section we will show that the class of bichain graphs contains a canonical antichain with respect to the labelled induced subgraph relation, and then we will remark on how this argument can be modified to yield a canonical antichain for split permutation graphs.
We begin by defining the antichain. First, we define a sequence of graphs S k as follows. S k has vertex set V (S k ) = {x i , y i : 1 ≤ i ≤ k}, and edge set defined by x i y j ∈ E(S k ) if and only if j = i or j ≥ i + 2. The graph S 5 is pictured on the left in Figure 6 . First observe that the graphs S k are all bichain graphs, since the induced subgraph on the odd vertices is a chain graph, as is the induced subgraph on the even vertices. Next, notice that S k embeds into S k ′ whenever k ≤ k ′ , but it must map into a consecutive set of pairs of vertices x i , y i . This is because the only induced copies of 2K 2 in the graph are formed by the vertices in two consecutive columns.
Consequently, we can form an infinite antichain with two labels from {S k } as follows: from each graph S k , form a 2-coloured graph S • k by colouring the vertices x 1 , y 1 , x k and y k of S k white, and all remaining vertices black. The graph S • 7 is illustrated in Figure 6 . Without loss of generality we can assume that black vertices cannot be embedded in white vertices (otherwise we can swap the roles of black and white), so by the observation about embedding copies of 2K 2 , it follows that {S • k } is an infinite antichain in the labelled induced subgraph ordering.
It remains to prove that {S • k } is a canonical labelled antichain. In other words, we need to prove that every proper subclass of bichain graphs containing only finitely many graphs S k is well-quasi-ordered by the labelled induced subgraph relation.
Structure and well-quasi-ordering
Before we proceed to show that {S • k } is a canonical labelled antichain in the class of bichain graphs, we require a number of concepts relating to structure and well-quasi-ordering from the literature, which we will briefly review here.
The tool we will use to prove well-quasi-orderability is the notion of letter graphs. For k ≥ 1, fix an alphabet X of size k (for example, X = {1, 2, . . . , k}). A k-letter graph G is a graph defined by a finite word x 1 x 2 · · · x n , with x i ∈ X for all i, together with a subset S ⊆ X × X such that:
The importance of this notion is due to the following theorem:
Theorem 9 (Petkovšek [21] ). For any fixed k, the class of k-letter graphs is well-quasi-ordered by the labelled induced subgraph relation.
When combined with the following observation, we have that any collection of graphs which can be embedded in a Z-grid with a fixed number of columns k is well-quasi-ordered with respect to the labelled induced subgraph relation.
Lemma 10. For any n, k ∈ N, Z n,k is a k-letter graph.
Proof. Let X = {1, 2, . . . , k}, and define three sets of relations from X × X:
By inspection, the k-letter graph associated with the word w = (k (k − 1) · · · 1) n is isomorphic to Z n,k , where the letters of the word w correspond to the vertices of the Z-grid. See Figure 7 for the case k = 7. In order to apply Theorem 9 and Lemma 10, we require the following structural concept. For any two disjoint bipartite graphs G 1 = (X 1 , Y 1 , E 1 ) and G 2 = (X 2 , Y 2 , E 2 ) define the following three binary operations:
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(that is, the bipartite complement of the disjoint union of the bipartite complements of G 1 and G 2 );
These three operations define a decomposition scheme known as the canonical decomposition, which takes a bipartite graph G and whenever G has one of the following three forms
, partitions it into G 1 and G 2 , and then the scheme applies to G 1 and G 2 recursively.
Graphs that cannot be decomposed into smaller graphs under this scheme are called canonically prime. The following theorem allows us to restrict our attention from now on to canonically prime graphs only. 
The canonical antichain
We now have the concepts from the literature that we need to prove that {S • k } is canonical. Our task now is to show that the canonically prime graphs in a subclass of bichain graphs with only finitely many of the graphs {S k } are embeddable into Z n,k for some k.
Let G be a bipartite bichain graph, and let n, k ≥ 1 be two positive integers. An embedding of G into Z n,k is an injective map φ : V (G) → V (Z n,k ), which witnesses G as an induced subgraph of Z n,k .
Thus, vw ∈ E(G) if and only if φ(v)φ(w) ∈ E(Z n,k ). By a slight abuse of notation, we will often use the term φ(G) to mean the induced subgraph of Z n,k on the vertex set φ(V (G)).
Every vertex v ∈ V (Z n,k ) can be represented by its row/column coordinates, where row 1 is the bottom row, and column 1 is the leftmost row. For notational convenience in our proofs, define row(v) to mean the row of Z n,k in which v lies, and col(v) to mean the column of Z n,k containing v.
We begin with a useful observation about how canonically prime graphs can embed into a Z-grid.
Lemma 12.
Let G be a canonically prime bichain graph, and φ an embedding of G into Z n,k , for some n, k. Then φ(G) occupies a consecutive set of columns of Z n,k .
Proof. Suppose that there exists a column c in Z n,k that contains no vertices of φ(G). Now let L be the induced subgraph on all vertices v ∈ φ(G) for which row(v) < c, and R the induced subgraph on all vertices v ∈ φ(G) for which row(v) > c. Note that every v ∈ φ(G) is in exactly one of L or R. By inspection of the embedding φ(G), we see that G = L ⊘ R is a skew join, which is impossible unless one of R or L contains no vertices, completing the proof.
Our next lemma is the crucial step to understand the realtionship between canonically prime graphs and the graphs S k .
Lemma 13. Let G ∈ Free(S k , S k+1 , . . . ) be a canonically prime bichain graph. Then G can be embedded in Z n,2k for some n.
Proof. Suppose that G does not embed in Z n,2k for any n. Aiming for a contradiction, we will show that G contains S k .
Let m = |G|. Since G is a bichain graph, by Theorem 5 it must embed in the m-universal graph Z m,m . By Lemma 12, any such embedding must occupy a consecutive set of columns, since G is canonically prime. Moreover, by our assumption that G does not embed in Z n,2k , every embedding of G into Z m,m must occupy at least 2k + 1 consecutive columns. Pick one such embedding φ, and note that we may assume that φ(G) contains at least one vertex in the first (i.e. leftmost) or second column of Z m,m .
We now choose a sequence of vertices v 1 , v 2 , v 3 , . . . v 2k from φ(G) as follows. We proceed inductively, at each step choosing v i so that col(v i ) ≤ i + 1. If φ(G) contains a vertex in the leftmost column of Z m,m , then set v 1 to be the highest vertex in this column. Otherwise, set v 1 to be the highest vertex in the third column of Z m,m . In either case, there are still at least 2k − 1 contiguous columns containing vertices from φ(G) to the right of col(v 1 ).
Next, suppose v 1 , . . . , v i have been chosen for some 1 ≤ i < 2k, with col(v j ) ≤ j + 1 for all j = 1, . . . , i. The following argument is illustrated in Figure 8 . Define
that is, the set of all vertices of φ(G) in the column to the right of v i , and in a row strictly below v i . If A i = ∅, then choose v i+1 from A i so that row(v i+1 ) is as high as possible.
If A i = ∅, then the set B i = {v ∈ φ(G) : col(v) = col(v i ) + 1 and row(v) ≥ row(v i )} must be non-empty, since φ(G) has at least one vertex in column col(v i ) + 1 (since col(v i ) ≤ i + 1 < 2k + 1). Pick b i ∈ B i so that row(b i ) is as small as possible. Now define
that is, all vertices of φ(G) in the column to the left of b i but above b i . Note that C i must be non-empty, otherwise G is a skew join: this can be seen by partitioning the vertices of φ(G) into two, namely all vertices in columns up to and including col(v i ), and all those in columns strictly to the right of col(v i ). Thus, pick c i ∈ C i so that row(c i ) is as small as possible.
Next, define
By a similar argument to that for C i , observe that D i must be non-empty, otherwise G is a skew join between vertices which φ maps to C i or columns to the right of C i , and all other vertices. Thus, pick d i ∈ D i so that row(d i ) is as small as possible. Similarly, let
which must be non-empty (consider the set of vertices in D i ∪ C i ∪ {all vertices further right}), pick e i ∈ E i so that row(e i ) is as small as possible. Finally, define
which must be non-empty (consider 
then we can simply stop once we have picked v 2k .) Note that the case A i = ∅ can in fact only happen when i ≥ 5, otherwise G fails to be canonically prime or v 1 was not chosen correctly. By inspection, we now observe that the vertices v 1 , . . . , v 2k induces a copy of S k , by setting x i = v 2i−1 and y i = v 2i for i = 1, 2, . . . , k. Thus G contains S k , which yields the desired contradiction.
We are now in a position to state and prove the main result of this section.
Theorem 14. The antichain {S • k } is a canonical antichain for the class of bichain graphs, under the labelled induced subgraph ordering.
Proof. First, by the comments at the start of this section, {S • k } is an infinite antichain in the class of bichain graphs, under the labelled induced subgraph ordering.
Next, consider any subclass X of the bichain graphs which has only finite intersection with the antichain {S • k }. This means that there exists k such that X is contained in Free(S k , S k+1 , . . . ). By Lemma 13, for each canonically prime graph G in X there exists n such that G can be embedded in Z n,2k . This implies, by Lemma 10 , that all canonically prime graphs in X are 2k-letter graphs.
By Theorem 9, the canonically prime graphs of X are thus well-quasi-ordered with respect to the labelled induced subgraph relation, and Theorem 11 allows us to conclude that the whole subclass X is well-quasi-ordered with respect to the labelled induced subgraph relation, completing the proof.
The proof that split permutation graphs contains a canonical labelled antichain is analogous. The antichain in this case is built upon a sequence of graphs T k for which T * k = S k (i.e. each graph T k is formed from S k by replacing one part of the bipartition with a clique). The labelled infinite antichain is then {T • k }, in which the first and last pair of vertices of each graph are coloured differently from the others (here, copies of P 4 must embed in consecutive pairs of vertices, rather than the copies of 2K 2 found in S k ).
To see that the grid Z * n,k (formed by connecting together all vertices in all even columns) is a k-letter graph, one needs only add pairs of letters corresponding to even columns in the set of connections given in the proof of Lemma 10. Next, although we cannot directly use the notion of canonically prime, we can define an analogue for split graphs with the same three constructions of disjoint union, join and skew join, but where one side of the partition is always a clique. With this, the equivalent to Theorem 11 is readily obtained, following the techniques of [2] . The rest of the argument to prove that {T • K } is a canonical labelled antichain follows.
Finally, it is worth observing that the antichain {T • K } of split permutation graphs is well-known in the study of permutation classes, since it corresponds to the "Widdershins antichain" of permutations (because of the way it appears to spirals anticlockwise). Thus, another (largely analogous) method to establish that {T • K } is canonical for split permutation graphs would be to build on the structural results of Albert and Vatter [1] .
Appendix
In this section we present a direct proof of Theorem 8 which is independent of the fact that bipartite permutation graphs form a minimal hereditary class of unbounded clique-width. In the proof we use the following terminology. Given a graph G and a subset U ⊆ V (G), we say that two vertices of U are U -similar if they have the same neighborhood outside of U . Clearly, U -similarity is an equivalence relation. The number of equivalence classes of U will be denoted µ G (U ).
To prove the minimality of bichain graphs we use Theorem 5 and a number of other auxiliary results. The first of them was proved in [15] .
Lemma 15.
[15] Let k ≥ 2 and ℓ be positive integers. Suppose that the vertex set of G can be partitioned into sets V 1 , V 2 , . . . where for each i,
Lemma 16. Let n, m be positive integers. Then cwd(Z n,m ) ≤ 3n.
Proof. We decompose the Z-grid Z n,m into rows and then apply Lemma 15. For j = 1, . . . , m, let U j denote the j-th row of Z n,m , i.e. U j = {v ij | i ∈ {1, . . . , n}}. Since |U j | = n, we have
Also, it is not difficult to see that U j induces a chain graph, and hence
Finally, by direct inspection, the reader can easily check that
Now applying Lemma 15 with the partition U 1 , . . . , U m and using the above claims, we conclude that cwd(Z n,m ) ≤ 3n. Lemma 17. Let n, m be positive integers and G be a row-sparse induced subgraph of Z n,m . Denote by V i the i-th column of Z n,m , i.e. V i = {v ij | j ∈ {1, . . . , m}}. If G contains no induced subgraph isomorphic to Z n,n , then there exists a partition V (G) = X ∪ Y such that
Proof. Let G be a row-sparse induced subgraph of Z n,m that contains no induced Z n,n . In order to find the desired partition of V (G), we construct the following directed graph H: -an arc from s to v 1j for each j ∈ {1, . . . , m} such that v 1j ∈ V (G),
-an arc from v nj to t for each j ∈ {1, . . . , m} such that v nj ∈ V (G), and -two arcs between v ij and v (i−1)j , one in each direction, for each i ∈ {2, . . . , n} and j ∈ {1, . . . m} such that v ij ∈ V (G). For simplicity, in the proof we talk about one arc connecting v ij and v (i−1)j in both directions.
An example of this construction is represented in Figure 9 . We make an important observation that H is a directed planar graph. Indeed, note that H can be drawn in the plane by representing the vertices v ij as points (i, j) in an n × m grid, and drawing s and t to the left and right of this grid, respectively. Then connecting adjacent vertices by straight lines clearly does not create crossings. (See Figure 9b for an example of this representation.)
The following claim about the graph H is very important for the proof of the lemma.
(17.1) Every vertex v ij in H with i < n has degree at most 3, since otherwise G is not a row-sparse subgraph of Z n,m . Now, let P 1 , P 2 , . . . , P r be the largest collection of pairwise arc-disjoint directed st-paths in H. Using these paths, we will show how to obtain an induced subgraph of G isomorphic to Z n,r , where r is the number of paths. Since G does not contain Z n,n as an induced subgraph, this will give us a bound on r and thus will provide us with an st-cut of H of capacity less than n. We then show that the cut induces the desired partition of G, which will prove the lemma.
Note that each path P k goes from s to t and thus crosses each of the sets V i . Thus we may define φ(i, k) to be the index j such that v ij is the first vertex on P k that belongs to V i (first when traversing P k from s to t).
Since the paths P 1 , . . . , P r are pairwise arc-disjoint, we have φ(1, k) = φ(1, k ′ ) for distinct k, k ′ ∈ {1, . . . , r}. Thus without loss of generality, we may assume that the paths are ordered so that φ(1, 1) < φ(1, 2) < . . . < φ(1, r). We also assume that each path P k crosses the last column V n at exactly one vertex v nj with j = φ(n, k), i.e. from this vertex the path moves directly to t. With these assumptions, we can conclude that From this conclusion and the definition of H, taking also into account the planarity of H, the reader can easily derive the following claims about φ(i, k).
With these technical claims in mind, we are finally ready to define the desired isomorphism showing that G contains an induced copy of Z n,r . For each k ∈ {1, . . . , r}, define
Proof. We define a mapping f between V (Z n,r ) and W as follows. For each i ∈ {1, . . . , n} and k ∈ {1, . . . , r}, the mapping f maps v ik ∈ V (Z n,r ) to the vertex v ij ∈ W k where j = φ(i, k). Note that f is an injective mapping.
Clearly, f is also surjective, by the definition of W . Now, recall that W ⊆ V (G) and that G is an induced subgraph of Z n,m . Thus, to prove that f is the desired isomorphism, it remains to show that v ik v i ′ k ′ ∈ E(Z n,r ) if and only if v ij v i ′ j ′ ∈ E(Z n,m ) for all i, i ′ ∈ {1, . . . , n} and k, k ′ ∈ {1, . . . r}, where j = φ(i, k) and j ′ = φ(i ′ , k ′ ). This is shown as follows.
Suppose first that v ik v i ′ k ′ ∈ E(Z n,r ). Then by the definition of Z n,r , we may assume by symmetry that i is even, i ′ is odd, i ′ ≥ i − 1, and if
by Claim 17.6. Thus j < j ′ and we conclude that
Conversely, suppose that v ij v i ′ j ′ ∈ E(Z n,m ). This time, by symmetry, we shall assume that i is odd, i ′ is even, and either i ′ ≤ i − 3, or i ′ = i + 1 and j ′ < j, or i ′ = i − 1 and j ′ ≤ j. Clearly, if
We therefore conclude that k ′ < k which again yields v ik v i ′ k ′ ∈ E(Z n,r ), as required.
From Claim 17.7, we deduce that r < n, since G does not contain an induced Z n,n . By the MaxFlow-Min-Cut Theorem, this implies that in H there exists an st-cut (X + , Y + ) with s ∈ X + and t ∈ Y + such that there are at most n − 1 arcs in H going from X + to Y + . We let X = X + ∩ V (G) and
We prove that X ∪ Y is the desired partition of V (G). First, we observe that if Y ∩ V 1 contains n vertices y 1 , . . . , y n , then these are also vertices in G, since Y ⊆ V (G). Thus H contains directed arcs from s to each of y 1 , . . . , y n . Since s ∈ X + while y 1 , . . . , y n ∈ Y ⊆ Y + , these arcs constitute a set of n arcs going from X + to Y + , contradicting our choice of the cut (X + , Y + ). We conclude that
as required. Similarly, if X ∩ V n contains vertices x 1 , . . . , x n , then H contains arcs from each of x 1 , . . . , x n to t. Since t ∈ Y + , these n arcs go from X + to Y + , again contradicting the choice of (X + , Y + ). Thus
The remaining two properties of the partition (X, Y ) are proved below.
•
For contradiction, let X ∩ V i contains n + 1 vertices x 1 , . . . , x n+1 whose neighbourhoods in Y are all pairwise different. Without loss of generality, we may assume N (x 1 ) ⊆ N (x 2 ) ⊆ · · · ⊆ N (x n+1 ), since the vertices belong to the same column V i . Thus we deduce (N ( This implies that for all j ∈ {1, . . . , n}, the set N (x j+1 ) \ N (x j ) contains a vertex of Y ; let us denote it y j . Note that y j ∈ V i−1 ∪ V i+1 , since by the definition of Z n,m , the vertices x j and x j+1 have same neighbourhoods in the columns V 1 , V 2 , . . . , V i−2 , V i+2 , V i+3 , . . . , V n and they are both non-adjacent to any other vertex in V i .
Let ℓ 1 , . . . , ℓ n+1 be indices such that
. . , k n be indices such that for all j ∈ {1, . . . , n}, we have y j = v (i+1)k j if y j ∈ V i+1 , and
, since i is odd, and since y j ∈ N (x j+1 ) \ N (x j ) for all j ∈ {1, . . . , n}, the definition of Z n,m yields
In fact, we can deduce ℓ 1 < k 1 < ℓ 2 < k 2 < · · · < k n < ℓ n+1 , since x 1 , . . . , x n+1 , y 1 , . . . , y n are vertices in G, and we assume that G is a row-sparse induced subgraph of Z n,m . Now, consider j ∈ {1, . . . , n}. Recall that ℓ j < k j . This implies that H contains a directed path Q j from x j to y j ; namely if y j ∈ V i+1 , the path is
For this, recall that x, y ∈ V (G); so if y j ∈ V i+1 , then H contains arcs in both directions between v ik j and v (i+1)k j , while if y j ∈ V i−1 , then i > 1 and so H contains arcs between v (i−1)ℓ j and v iℓ j . Since x j ∈ X + while y j ∈ Y + , the path Q j contains an arc from X + to Y + ; let us denote this arc e j .
Notice that for all j < j ′ the paths Q j , Q j ′ are vertex-disjoint, since ℓ j < k j < ℓ j ′ < k j ′ . This implies that the arcs e 1 , . . . , e n are all distinct. But then the arcs e 1 , . . . , e n constitute a set of n arcs from X + to Y + , which contradicts our choice of the cut (X + , Y + ). So Case 1 is impossible. Case 2. Suppose that i is even. We proceed similarly as in Case 1. Since i is even and G is row-sparse, we deduce ℓ 1 > k 1 > ℓ 2 > k 2 > · · · > k n > ℓ n+1 . For j ∈ {1, . . . , n}, we let Q j be a directed path in H from x j+1 to y j , namely if y j ∈ V i+1 , then the path is v iℓ j+1 , v i(ℓ j+1 +1) , . . . , v ik j , v (i+1)k j , while if y j ∈ V i−1 , the path is v iℓ j+1 , v (i−1)ℓ j+1 , v (i−1)(ℓ j+1 +1) , . . . , v (i−1)k j . The path Q j contains an arc e j from X + to Y + , and the arcs e 1 , . . . , e n are all distinct. This again contradicts the choice of the cut (X + , Y + ). So Case 2 is also impossible.
By analogy, we prove the remaining inequality: Proof. Let G be a row-sparse induced subgraph of Z N,N such that G does not contain Z n,n as an induced subgraph. We may assume n ≥ 2 or else there is nothing to prove (G has no vertices). We may also assume that n divides N , since we can always enlarge N to achieve this. Let V 1 , . . . , V N denote the columns of Z N,N , i.e. V i = {v ij | j ∈ {1, . . . , N }}.
Let us denote t = N/n and let us split Z N,N into t blocks, each containing n consecutive columns of the grid. Also, let R i denote the set of vertices of G in the i-th block. More formally, for each i ∈ {1, . . . , t}, R i is the set of vertices of G in columns V (i−1)·n+1 , V (i−1)·n+2 , . . . , V i·n .
The application of Lemma 17 to G[R i ] yields a partition X i ∪ Y i = R i , where
To prove the lemma, we use the sets X i , Y i (1 ≤ i ≤ t) to construct a partition U 0 , U 1 , . . . , U t of V (G) as follows: U 0 = X 1 , U t = Y t , and for i ∈ {1, . . . , t − 1}, U i = Y i ∪ X i+1 . Then the result follows by applying Lemma 15 to this partition. To complete the proof, we need to show that the partition possesses the desired properties.
Claim 19. µ G (X 1 ) ≤ n 2 and µ G (Y t ) ≤ n 2 .
belong to X i ∩ V i·n , which is impossible by (i) since the set X i ∩ V i·n can contain at most n − 1 vertices. Finally, assume that (i − 1) · n < j < i · n. Then the vertices x 1 , . . . , x n+1 belong to X i and the vertices y 1 , . . . , y n to Y i . This contradicts (iii), because in this case a column of X i can have at most n−1 vertices with pairwise different neighbourhood in Y i .
As the last bit of the proof of Lemma 18, we observe that any set in the partition U 0 , U 1 , . . . , U t of V (G) occupies at most 2n consecutive columns of the grid and hence cwd(G[U i ]) ≤ 6n by Lemma 16. Combining this inequality with Claims 19, 20, 21, we conclude by Lemma 15 that cwd(G) ≤ 24n 3 − 12n 2 . Now we are ready to prove the minimality of the class of bichain graphs with respect to clique-width.
Theorem 22. The class of bichain graphs is a minimal hereditary class of unbounded clique-width.
Proof. Consider a bichain graph H. We prove that every bichain graph that does not contain an induced copy of H has bounded clique-width, more specifically has clique-width bounded by a function of |V (H)|.
Consider a bichain graph G with no induced H. By Theorem 5, the graph H is an induced subgraph of Z n,n where n = |V (H)|. Since H is an induced subgraph of Z n,n and G does not contain an induced H, it also does not contain an induced Z n,n . By Theorem 5, the graph G is a row-sparse induced subgraph of Z N,N for some N . The two facts together allow us to conclude by Lemma 17 that cwd(G) ≤ 24n 3 − 12n 2 .
This proves that the clique-width of G is bounded by a function depending only on H, as required. Therefore, the class of bichain graphs is indeed a minimal hereditary class of unbounded clique-width.
