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This paper offers the proof of the existence for large times of the
Cauchy problem for a class of vehicular traﬃc models with discrete
velocities derived from the mathematical tools of the kinetic theory
for active particles. This approach has the ability to capture some
basic aspects concerning the complexity of the systems under con-
sideration through an appropriate modeling, via stochastic games,
of the interactions at the microscopic scale. The proof is related
to speciﬁc aspects of the real system and hopefully can contribute
towards improving the modeling approach.
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1. Introduction
Mathematical kinetic theory methods have been developed, after the pioneering contribution by
Prigogine and Hermann [21], to model the complex dynamics of vehicular traﬃc. The literature in the
ﬁeld is documented by the review paper by Helbing [19] which focuses on the physics of traﬃc and
applications, and in the more recent one [5], which presents a critical overview of different modeling
approaches. A clear insight into the physics of traﬃc is offered in the book by Kerner [20]. Additional
references can be found in [4] and in the bibliography cited therein.
The criticisms made by Daganzo [15] enlighten the conceptual diﬃculties of dealing with the mod-
eling of the complex system under consideration. It has been observed that the modeling approach at
the macroscopic scale, namely through analogous methods to that of hydrodynamics, fails due to the
not suﬃciently large number of vehicles on roads; therefore, the continuity paradigms of continuum
mechanics cannot be applied straightforwardly. The same criticism can also be made concerning the
kinetic theory approach. In fact, as observed in [15], the number of vehicles is not large enough to
* Corresponding author.
E-mail addresses: nicola.bellomo@polito.it (N. Bellomo), bellouquid@gmail.com (A. Bellouquid).0022-0396/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2011.09.005
N. Bellomo, A. Bellouquid / J. Differential Equations 252 (2012) 1350–1368 1351justify the assumption of continuity of the distribution function over the microscopic state of vehicles,
typically position and velocity.
Starting from the aforementioned criticisms some recent papers [8,14,17] have proposed models
based on the discretization of the velocity space as well as on a detailed interpretation of the inter-
actions at the microscopic scale. The use of discrete velocities is not a trick adopted to reduce the
complexity of the mathematical equations, as happens for the Boltzmann equation, but is a conceiv-
able approach to model the granular essence phenomenologically observable in vehicular traﬃc.
The various simulations presented in the aforementioned papers have shown the ability of these
models to depict various types of emerging behavior in the dynamics of traﬃc in agreement with
experimental observations, on the other hand, an existence theory is not yet available for this afore-
mentioned class of models of the kinetic theory as it is for some hyperbolic continuum models [9,
10]. This constitutes a challenging problem due to both the nonlinearity of the equations and to their
hyperbolic structure with multi-characteristics.
This paper concerns the analysis of the existence of solutions to the initial value problem for a
large class of models which include, as particular cases, all the afore-cited ones. Section 2 presents a
description of a broad class of mathematical models and of the statement of the Cauchy problem. This
section anticipates the theorems whose proof is given in the subsequent part of the paper. Section 3
treats the local existence problem, while the existence theorem for large times is proved in Section 4.
Finally, Section 5 presents some additional remarks on the modeling approach and perspectives.
It is worth mentioning, focusing on research perspectives, that the aforementioned analysis can
also contribute to both a deeper understanding of the qualitative properties of models, and provide
the appropriate background for computational and analytic problems. The mathematical framework
proposed in Section 2 can be used to derive speciﬁc models that corresponds to the assumptions
made concerning the various terms that appear in it being aware that the subsequent application
of models generates well posed problems. Furthermore, the derivation of macroscopic hydrodynamic
models, see for instance [7], can take advantage of such qualitative analysis. These issues will be
further analyzed in the last section.
2. On the mathematical problem
This section describes the class of differential equations that refers to a general mathematical
structure, and which includes a variety of speciﬁc vehicular traﬃc models. The initial value problem
is then stated in view of the qualitative analysis developed in the subsequent sections. Let us consider
a one dimensional ﬂow of vehicles along a road of length .
The representation of this system can be given by dimensionless quantities. Therefore, the follow-
ing reference quantities can be introduced:
• nM which is the maximum density of vehicles, corresponding to bumper-to-bumper traﬃc jam.
• vM which is the maximum admissible mean velocity that can be reached by the vehicle–driver
system on an empty road. In addition, we consider that it is also possible for a fast individual
vehicle to reach greater velocities than vM . Regardless of the vehicle–driver subsystem and of
the environmental conditions we are dealing with, it is possible to deﬁne a limit velocity v that
can be linked to the maximum admissible mean velocity vM as follows: v = (1 + μ)vM , where
a parameter μ > 0 has been introduced, so that, simply for mechanical reasons, no vehicle can
reach a velocity higher than v in all possible environmental condition.
• A characteristic time Tc is deﬁned as follows: vMTc = , which means that Tc is the time neces-
sary to cover the whole road length at the maximum mean velocity.
Therefore, the state of each vehicle is deﬁned by position x and velocity v referring to  and v ,
respectively, while the dimensionless time t is obtained by referring the real time to Tc . The overall
state of the system is described by the distribution function
f = f (t, x, v) :R+ × [0,1] × [0,1] → R+,
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less number of vehicles which, at time t , are in the phase elementary domain [x, x+dx]× [v, v +dv].
As already mentioned, we are dealing with models in which the velocity space is divided into cells
that corresponds to the following discrete variables: I v = {v0 = 0, . . . , vn = 1}. Therefore,
f (t, x, v) =
n∑
i=1
f i(t, x)δ(v − vi), f i(t, x) = f (t, x; vi) :R+ × [0,1] → R+, (2.1)
where it is assumed that the i = 0-vehicle has null velocity. Moreover, the analysis developed here in
after considers practical cases with n 2.
According to this mathematical representation, macroscopic quantities can be computed by means
of weighted sums. For instance:
ρ(t, x) =
n∑
i=1
f i(t, x) and q(t, x) =
n∑
i=1
vi f i(t, x) (2.2)
correspond, respectively, to the dimensionless number density ρ ∈ [0,1] and ﬂow q ∈ [0,1[, where
that absence of vehicles with null velocity it has been assumed. Analogous calculations can be devel-
oped for higher order moments, including velocity variance and entropy functions.
The class of differential equations under consideration can be written as follows:
∂t f i(t, x) + vi∂x f i(t, x) = χ(ρ  ρc) J i[f;α](t, x)
= χ(ρ  ρc)
(
Γi[f, f](t, x) − f i(t, x)Λ[f](t, x)
)
, (2.3)
for i = 1, . . . ,n, where f= { f i}ni , while the operators Γi and f iΛ, corresponding to the gain and loss of
particles in the elementary volume of the space of the microscopic states, can be written as follows:
Γi[f, f](t, x) =
n∑
h=1
n∑
k=1
x+
∫
x
η
[
ρ
(
t, x∗
)]
Bihk
[
ρ
(
t, x∗
);α] fh(t, x) fk(t, x∗)w(x, x∗)dx∗, (2.4)
and
f i(t, x)Λ[f](t, x) =
n∑
k=1
x+
∫
x
η
[
ρ
(
t, x∗
)]
fk
(
t, x∗
)
w
(
x, x∗
)
dx∗, (2.5)
where:
• the interaction dynamics involves the following particles: the h-candidate particle, with veloc-
ity vh , which falls, in probability, into the velocity vi after interaction with the k-ﬁeld particles,
with velocity vk , which are in its visibility zone [x, x + 
]. The i-test particle, with velocity vi ,
loses its velocity when interacts with all the k-ﬁeld particles in its visibility zone. In general, the
visibility zone may depend on space.
• η[ρ](t, x∗) is the interaction rate which gives the number of interactions per unit time
that involves candidate, and test, vehicles with ﬁeld vehicles. A conceivable shape of η is sug-
gested in [1], where it is assumed that it ﬁrst grows with ρ and then decays when ρ → ρc ,
with ρc < 1. Moreover, when ρ ∈ [ρc,1] vehicles are obliged to stop, see [6] due to overcrowding.
Therefore, a stepwise function χ(ρ  ρc) has been introduced so that
χ
(
ρ(t, x) ρc
)= 1, χ(ρ(t, x) > ρc)= 0. (2.6)
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ρ(t, x) ρc, (2.7)
that is, the vehicle density ρ must stay below a certain threshold ρc ∈ [0,1] almost everywhere
in R and for all t ∈ [0, T ].
• w(x, x∗) represents the function that weights the interactions over the visibility zone in front of
the driver and it has required to satisfy
w
(
x, x∗
)
 0,
x+
∫
x
w
(
x, x∗
)
dx∗ =

∫
0
w
(
x, x∗ + x)dx∗ = 1. (2.8)
• Bihk models the probability density that a particle with speed vh adjusts its velocity to vi after
an interaction with a vehicle traveling at speed vk . This density depends on the local density
and on a parameter α ∈ [0,1], which models the quality of the outer system, namely road and
environment [17].
The terms η,w and Bihk play key roles in the above mentioned qualitative analysis. Mathematical
proof requires detailed assumptions on the properties of these terms. Therefore, their consistency
with the physics of vehicular traﬃc must be properly veriﬁed according to the following remarks.
Remark 2.1. The above framework includes, as particular cases, models treated in the previously cited
papers [8,14,17]. However, it is more general as it introduces a different way of modeling the inter-
action rate. This approach was introduced in [1], which dealt with crowd modeling. Subsequently, it
has been generalized to vehicular traﬃc ﬂows in [6] and could contribute to the simulation of stop-
and-go phenomena that, as observed in [5], are not properly depicted by the models available in the
literature.
Remark 2.2. The proof delivered in the next two sections does not need the terms of the discrete
probability density Bihk , which model interactions of velocities, to be properly speciﬁed:
n∑
i=1
Bihk
[
ρ(t, x);α]= 1, ∀h,k = 1, . . . ,n, α ∈ [0,1], ρ(t, x) ∈ [0,ρc]. (2.9)
Remark 2.3. The constraint (2.6) can be obtained by means of models of the table of games as in [6].
An interesting alternative is offered by the ﬂux limited approach [11] used in the context of chemo-
taxis [2], furtherly developed in [12].
The initial value problem consists in solving Eqs. (2.3)–(2.5) through solution that satisﬁes con-
straints (2.7) and (2.9), with initial condition given by
f i(0, x) = φi(x). (2.10)
Bearing all the above in mind, let us introduce the mild form obtained by integrating along the
characteristics:
f̂ i(t, x) = φi(x) +
t∫ (
̂Γi[f, f](s, x) − f̂ i(s, x)̂Λ[f](s, x)
)
ds, i = 1, . . . ,n, (2.11)0
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over,
̂Γi[f, f](t, x) =
n∑
h=1
n∑
k=1
x+
∫
x
η
[
ρ
(
t, x∗ + vit
)]
Bihk
[
ρ
(
t, x∗ + vit
);α]
× f̂h
(
t, x+ (vi − vh)t
)
f̂k
(
t, x∗ + (vi − vk)t
)
w
(
x+ vit, x∗ + vit
)
dx∗, (2.12)
and
̂Λ[f](t, x) =
n∑
k=1
x+
∫
x
η
[
ρ
(
t, x∗ + vit
)]
f̂k
(
t, x∗ + (vi − vk)t
)
w
(
x+ vit, x∗ + vit
)
dx∗. (2.13)
Let us now introduce, for T > 0, the Banach space
XT = X[0, T ] = C
([0, T ], (L1(R))n)
of the vector-valued functions
f = f (t, x) : [0, T ] × R → Rn
so that, for all ﬁxed t ∈ [0, T ], the function x → f (t, x) belongs to (L1(R))n endowed with the norm
‖ f ‖XT = sup
t∈[0,T ]
‖ f ‖1.
The qualitative analysis developed hereafter takes advantage of the assumptions listed below:
Assumption H.1. For all positive ρc , there exists a constant cη > 0 so that
0 < η(ρ) cη, whenever 0 ρ  ρc. (2.14)
Assumption H.2. Both the encounter rate η(ρ) and the transition probability Bihk[ρ;α] are Lipschitz
continuous functions of the macroscopic density ρ , i.e. there exist positive constants Lη, LB such that∣∣η(ρ1) − η(ρ2)∣∣ Lη|ρ1 − ρ2|, ∣∣Bihk[ρ1] − Bihk[ρ2]∣∣ LB |ρ1 − ρ2| (2.15)
whenever 0 ρ1  ρc , 0 ρ2  ρc , and all i,h,k = 1, . . . ,n.
Assumption H.3. There exists a constant cw so that:
0 w(z) cw , z ∈ [0,
]. (2.16)
The following results can be proved under the above assumptions:
Theorem 2.1 (Local existence). Let φi ∈ L∞ ∩ L1 , φi  0, i = 1, . . . ,n, then there exist φ0 , ρ0c so that, if‖φ‖1  φ0 , ρc  ρ0c , there exist λ, T , and a0 so that a unique non-negative solution to the initial value problem
of Eqs. (2.3)–(2.10) exists and satisﬁes:
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sup
t∈[0,T ]
∥∥exp(λt) f (t)∥∥1  a0‖φ‖1, ∀t ∈ [0, T ], (2.18)
and
ρ(t, x) ρc. (2.19)
Theorem 2.2 (Global existence). Under the assumptions of Theorem 2.1, there exist φ1 (φ1  φ0), ρ1c
(ρ1c  ρ0c ) such that if ‖φ‖1  φ1 , ρc  ρ1c , there exist ar (r = 1, . . . ,m − 1) so that it is possible to ﬁnd
a unique non-negative solution to the initial value problem of Eqs. (2.3)–(2.10) satisfying for any r m − 1
exp(λt) f (t) ∈ X[0,mT ], (2.20)
sup
t∈[0,T ]
∥∥exp(λ(t + (r − 1)T )) f (t + (r − 1)T )∥∥1  ar−1‖φ‖1, ∀t ∈ [0, T ], (2.21)
and
ρ
(
t + (r − 1)T , x) ρc, ∀t ∈ [0, T ]. (2.22)
Moreover, if
n∑
i=1
‖φi‖∞  1, (2.23)
the following existence theorem for large times can be proved:
Theorem 2.3. Assume that φi satisﬁes the assumptions of Theorem 2.1 and (2.23), then there exist φ2
(φ2  φ1), ρ1c (ρ1c  ρ0c ) so that if ‖φ‖1  φ2 , ρc  ρ1c , there exist ar (r = 1, . . . ,m − 1) so that there exists
a unique non-negative solution to the initial value problem of Eqs. (2.3)–(2.10) that satisﬁes (2.20)–(2.21), for
any r m − 1. Moreover, one obtains:
ρ
(
t + (r − 1)T , x) 1, t ∈ [0, T ]. (2.24)
3. Proof of local existence
This section presents the proof of Theorem 2.1 concerning local existence to the initial value prob-
lem for Eqs. (2.3)–(2.10). Let us introduce the function
ψi(t, x) = exp(λt) f i(t, x), for λ > 0. (3.1)
Obviously, system (2.3)–(2.10) can be written in equivalent form in terms of the functions ψ(t, x) =
(ψ1(t, x), . . . ,ψn(t, x)), where ψi are solutions of the following initial value problem:⎧⎨⎩ ∂ψ̂i∂t = λψ̂i + exp(−λt)
(
Γ̂i[ψ,ψ](t, x) − ψ̂i(t, x)Λ̂[ψ](t, x)
)
, (3.2)ψi(t = 0, x) = φi(x), i = 1, . . . ,n,
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n∑
i=1
ψ̂i(t, x− vit) ρc exp(λt) (3.3)
almost everywhere in R and for all t ∈ [0, T ].
Integration of Eq. (3.2) over time t , with t  T , yields the mild formulation of the spatially inho-
mogeneous problem that we will refer to in the sequel:
ψ̂i(t, x) = φi(x) +
t∫
0
(
̂Γi[ψ,ψ](s, x)exp(−λs) + ψ̂i(s, x)
{
λ −̂Λ[ψ](s, x)exp(−λs)})ds. (3.4)
Moreover, let us consider the operator A acting on XT whose components are
̂
(
A(ψ)
)
i(t, x)
= φi(x) +
t∫
0
(
̂Γi[ψ,ψ](s, x)exp(−λs) + ψ̂i(s, x)
{
λ −̂Λ[ψ](s, x)exp(−λs)})ds. (3.5)
The principle of contractive mapping will be applied to Eq. (3.4) to prove Theorem 2.1. However,
the proof is based on various sharp inequalities that are preliminary proved in the following lemmas.
Lemma 3.1. Let T > 0, ψ ∈ XT , then Aψ ∈ XT and ∃C1 > 0 so that∥∥A(ψ)∥∥XT  ‖φ‖1 + C1λ ‖ψ‖2XT + λT‖ψ‖XT . (3.6)
Proof. To prove the estimate (3.6), we need ﬁrst to estimate the nonlinear operators ̂Γi[ψ,ψ] and
̂Λ[ψ] in L1. Taking into account Assumption H.2 on η and the probability density condition on
Bihk[ρ;α], yields:∥∥̂Γi[ψ,ψ]∥∥1  cηcw n∑
h=1
n∑
k=1
∫
R
∫
R
Bihk
[(
ρψ, x
∗);α]∣∣ψ̂h(s, x)∣∣∣∣ψ̂k(s, x∗)∣∣dxdx∗. (3.7)
Summing over i and using Assumption H.2 on Bihk[ρ;α], yields∥∥̂Γ [ψ,ψ]∥∥1  cηcw‖ψ‖21. (3.8)
Moreover, the same estimate holds for the loss operator Λ̂:∥∥̂Λ[ψ]ψ̂∥∥1  cηcw‖ψ‖21. (3.9)
The following inequality is, by using (3.8)–(3.9), directly deduced from (3.5):∥∥A(ψ)∥∥1  ‖φ‖1 + 2λcηcw(1− exp(−λt))‖ψ‖2XT + λt‖ψ‖XT ,
which gives (3.6) with
C1 = 2cηcw . (3.10)
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which gives the continuity of the operator A in L1. Therefore, Lemma 3.1 is proved. 
Lemma 3.2. Let f , g ∈ L1 , such that f , g  0 and
n∑
i=1
f̂ i(t, x− vis) ρc exp(λt),
n∑
i=1
ĝi(t, x− vis) ρc exp(λt) (x ∈ R, s, t  0),
then ∥∥Γ̂ ( f , f ) − Γ̂ (g, g)∥∥1  (cwcη + ncwρc(cηLB + Lη))(‖ f ‖1 + ‖g‖1)‖ f − g‖1, (3.11)
and ∥∥ f̂ Λ̂( f ) − ĝΛ̂(g)∥∥1  (cwcη + Lηρccw)(‖ f ‖1 + ‖g‖1)‖ f − g‖1. (3.12)
Proof. Let us ﬁrst write
Γ̂i( f , f )(s, x) − Γ̂i(g, g)(s, x) = I1i + I2i ,
where I1i and I
2
i are given in the following way:
I1i =
n∑
h=1
n∑
k=1
x+
∫
x
η
[
ρ
(
s, x∗ + vis
)]
Bihk
[(
ρ f , x
∗ + vis
);α]w(x+ vis, x∗ + vis)
× f̂h
(
s, x+ (vi − vh)s
)(
f̂k
(
s, x∗ + (vi − vk)s
)− ĝk(s, x∗ + (vi − vk)s))dx∗
+
n∑
h=1
n∑
k=1
x+
∫
x
η
[
ρ
(
s, x∗ + vis
)]
Bihk
[(
ρ f , x
∗ + vis
);α]w(x+ vis, x∗ + vis)
× ĝk
(
s, x∗ + (vi − vk)s
)(
f̂h
(
s, x+ (vi − vh)s
)− ĝh(s, x+ (vi − vh)s))dx∗,
and
I2i =
n∑
h=1
n∑
k=1
∫
R
η
[
ρ
(
s, x∗ + vis
)]
ĝh
(
s, x+ (vi − vh)s
)
ĝk
(
s, x∗ + (vi − vk)s
)
× (Bihk[ρ f (s, x∗ + vis)]− Bihk[ρg(s, x∗ + vis)])w(x+ vis, x∗ + vis)dx∗
+
n∑
h=1
n∑
k=1
∫
R
ĝh
(
s, x+ (vi − vh)s
)(
ĝk
(
s, x∗ + (vi − vk)s
)
Bihk
[
ρg
(
s, x∗ + vis
)]
× η[ρ f (s, x∗ + vis)]− η[ρg(s, x∗ + vis)]w(x+ vis, x∗ + vis))dx∗.
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yields
n∑
i=1
∥∥I1i ∥∥1  cηcw‖ f − g‖1(‖ f ‖1 + ‖g‖1). (3.13)
Consider that one has the following inequalities:
∣∣ρ f (s, x∗ + vis)− ρg(s, x∗ + vis)∣∣ exp(−λs) n∑
r=1
∣∣ f̂ r(s, x∗ + vis)− ĝr(s, x∗ + vis)∣∣,
n∑
k=1
∣∣ĝk(s, x∗ + (vi − vk)s)∣∣ ρc exp(λs).
Therefore, integrating |I2i | over x, using Assumptions H.1–H.3, noting that Bihk  1, and summing
over i yields:
n∑
i=1
∥∥I2i ∥∥1  n(LBcwcηρc + Lηcwρc)‖g‖1‖ f − g‖1. (3.14)
Finally using (3.13), (3.14) proves (3.11).
In the same way, from Assumptions H.1–H.3 one deduces that∣∣Λ̂( f ) − Λ̂(g)∣∣
 cηcw
n∑
k=1
∫
R
∣∣ f̂k(s, x∗ + (vi − vk)s)− ĝk(s, x∗ + (vi − vk)s)∣∣dx∗
+ Lηcw exp(−λs)
n∑
k=1
n∑
h=1
∫
R
∣∣ĝk(s, x∗ + (vi − vk)s)∣∣∣∣ f̂h(s, x∗ + vis)− ĝh(s, x∗ + vis)∣∣dx∗.
Therefore, multiplying by f i , integrating over x, and summing over i yields
n∑
i=1
∥∥ f̂ i(s, x)(Λ̂( f ) − Λ̂(g))∥∥1  (cwcη + Lηρccw)‖ f ‖1‖ f − g‖1. (3.15)
By using Assumptions H.1–H.2 one has |Λ̂(g)|  cηcw‖g‖1. Then, multiplying by f i , integrating
over x, and summing over i yields
n∑
i=1
∥∥( f̂ i(s, x) − ĝi(s, x))Λ̂(g)∥∥1  cηcw‖g‖1‖ f − g‖1. (3.16)
Finally (3.12) is proved by noting that:
f̂ i(s, x)Λ̂( f ) − ĝi(s, x)Λ̂(g) = f̂ i(s, x)
(
Λ̂( f ) − Λ̂(g))+ ( f̂ i(s, x) − ĝi(s, x))Λ̂(g),
and using (3.15) and (3.16). This completes the proof of Lemma 3.2. 
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n∑
i=1
ψ̂1i (t, x− vis) ρc exp(λt),
n∑
i=1
ψ̂2i (t, x− vis) ρc exp(λt) (x ∈ R, s, t  0),
then there exists C2 > 0 so that
∥∥A(ψ1)− A(ψ2)∥∥XT 
(
C2
λ
(∥∥ψ1∥∥XT + ∥∥ψ2∥∥XT )+ λT
)∥∥ψ1 − ψ2∥∥XT , ∀t ∈ [0, T ]. (3.17)
Proof. From (3.5) and Lemma 3.2, one has
∥∥A(ψ1)− A(ψ2)∥∥1  1λ (cwcη + ncwρc(cηLB + Lη))(1− exp(−λt))
× (∥∥ψ1∥∥XT + ∥∥ψ2∥∥XT )∥∥ψ1 − ψ2∥∥XT + λt∥∥ψ1 − ψ2∥∥XT
+ 1
λ
(cwcη + Lηρccw)
(
1− exp(−λt))(∥∥ψ1∥∥XT + ∥∥ψ2∥∥XT )∥∥ψ1 − ψ2∥∥XT ,
that yields (3.17) with
C2 = cwcη + ncwρc(cηLB + Lη). (3.18)
This completes the proof of Lemma 3.3. 
Lemma 3.4. Let ψ  0, and suppose that
n∑
i=1
ψ̂i(t, x− vis) ρc exp(λt), s, t  0, x ∈ R,
then ∃λ0 such that if λ λ0 and if φ  0 one has ̂(A(ψ))i  0.
Proof. Since Γ̂i[ψ,ψ](t, x) 0 if ψ  0. Then the non-negativity of ̂(A(ψ))i depends on the possibility
to ﬁnd λ > 0 so that
λ −̂Λ[ψ](s, x)exp(−λs) 0. (3.19)
To prove this estimate, one observes that
n∑
k=1
ψ̂k
(
s, x∗ + (vi − vk)s
)= n∑
k=1
ψ̂k
(
s, (x∗ + vis) − vks
)
 ρc exp(λs), (3.20)
while from (2.13) by using (2.8) one has
̂Λ[ψ](s, x) =
x+
∫
η
[
ρ
(
s, x∗ + vis
)] n∑
k=1
ψ̂k
(
s, (x∗ + vis) − vks
)
w
(
x+ vis, x∗ + vis
)
dx∗x
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x+
∫
x
w
(
x+ vis, x∗ + vis
)
dx∗
 exp(λs)ρccη
(x+vi s)+
∫
(x+vi s)
w
(
x+ vis, x∗
)
dx∗
 exp(λs)ρccη.
The non-negativity of ̂(A(ψ))i is then achieved by choosing
λ λ0 = ρccη. (3.21)
Lemma 3.4 is then proved. 
Lemma 3.5. Let ψ = (ψi), so that
n∑
i=1
ψ̂i(t, x− vis) ρc exp(λt), s, t  0, x ∈ R,
then the following results can be proved:
1. The following inequality holds true:
Γ̂ (ψ,ψ)(t, x− vis) cηρ2c exp(2λt). (3.22)
2. Let φi ∈ L∞ (i = 1, . . . ,n), then one has the following estimate:
n∑
i=1
̂
(
A(ψ)
)
i(t, x− vis)
n∑
i=1
‖φi‖∞ + ncηρ
2
c
2λ
(
exp(2λt) − 1)+ ρc(exp(λt) − 1). (3.23)
3. Let φi ∈ L∞ , then there exists ρ ′c (depending on ‖φi‖∞) so that if ρc  ρ ′c , there exists T so that
n∑
i=1
̂
(
A(ψ)
)
i(t, x− vis) ρc exp(λt), ∀t ∈ [0, T ]. (3.24)
Proof. The proof of (3.22) is immediate from the deﬁnition of Γ̂ (ψ,ψ). In virtue of (2.12), one has
Γ̂ (ψ,ψ)(t, x− vis)
=
n∑
h=1
n∑
k=1
x−vi s+
∫
x−vi s
η
[
ρ
(
t, x∗ + vis
)]
Bihk
[
ρ
(
t, x∗ + vis
)]
ψ̂h
(
t, x+ vi(t − s) − vht
)
× ψ̂k
(
t, x∗ + (vi − vk)t
)
w
(
x+ vi(t − s), x∗ + vit
)
dx∗
 cηρ2c exp(2λt)
x+vi(t−s)+
∫
x+vi(t−s)
w
(
x+ vi(t − s), x∗
)
dx∗,
which gives (3.22) by using (2.8).
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̂
(
A(ψ)
)
i(t, x− vis) φi(x− vis) +
t∫
0
(
cηρ
2
c exp(2λτ) + λψ̂i(τ , x− vis)
)
dτ .
Therefore, summing over i, yields (3.23).
Now let φi ∈ L∞ , then using (3.23), one gets:
n∑
i=1
̂
(
A(ψ)
)
i(t, x− vis)
n∑
i=1
‖φi‖∞ + ncηρ
2
c
2λ
(
exp(2λt) − 1)+ ρc(exp(λt) − 1).
Then, one has
n∑
i=1
̂
(
A(ψ)
)
i(t, x− vis) ρc exp(λt)
if
ncηρ2c
2λ
(
exp(2λt) − 1) ρc − n∑
i=1
‖φi‖∞.
Therefore if
ρc > ρ
′
c =
n∑
i=1
‖φi‖∞, (3.25)
there exists
T = 1
2λ
ln
(
1+ 2λ
ncηρ2c
(
ρc −
n∑
i=1
‖φi‖∞
))
, (3.26)
so that
n∑
i=1
̂
(
A(ψ)
)
i(t, x− vis) ρc exp(λt), ∀t ∈ [0, T ].
Lemma 3.5 is then proved. 
Lemma 3.6. Let T be given by (3.26) with λ = ρccη . Then, the following inequalities hold true:
1. The following bounds hold true:
λT  1
n
< 1. (3.27)
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(λT − 1)2  4C
λ
‖φ‖1, ρc  ρ ′′c , (3.28)
where C = Max(C1,C2) is given by (3.10) and (3.18).
Proof. Using the inequality ln(1+ x) x, x 0, (3.26) yields:
λT  λ
ncηρ2c
(
ρc −
n∑
i=1
‖φi‖∞
)
= 1
n
− 1
nρc
n∑
i=1
‖φi‖∞  1
n
.
Note that from (3.27)
(λT − 1)2 
(
n − 1
n
)2
.
Then, if ρc is such that
ρc 
4C‖φ‖1n2
cη(n − 1)2 =
4‖φ‖1n2
(n − 1)2 Max
(
2cw , cw + ncw
cη
ρc(cηLB + Lη)
)
, (3.29)
one gets easily (3.28). Therefore to obtain (3.29), one chooses ρc and φ so that
ρc 
8cw‖φ‖1n2
(n − 1)2 = ρ
′′
c , (3.30)
and
‖φ‖1  n
2
(n − 1)2
cη
8ncw(cηLB + Lη) = φ
0. (3.31)
This completes the proof of Lemma 3.6. 
Consider now the following subset in XT deﬁned as follows:
BT =
{
ψ ∈ XT : ψ  0,
∥∥ψ(t)∥∥1  a0‖φ‖1, n∑
i=1
ψ̂i(t, x− vit) ρc exp(λt), t ∈ [0, T ], x ∈ R
}
.
The above lemma ﬁnally leads to the next one which directly provides the tools for the proof of
local existence.
Lemma 3.7. Let φi ∈ L∞ ∩ L1 and φi  0, i = 1, . . . ,n, then there exist φ0,ρ0c so that if ‖φ‖1  φ0 , and
ρc  ρ0c , there exist λ, T , so that A maps BT into itself and A is contracting map in BT .
Proof. Let ψ1,ψ2 ∈ BT , then from Lemmas 3.4 and 3.5, there exist ρ ′c and T such that ̂(A(ψ))i  0
and
n∑
i=1
̂
(
A(ψ)
)
i(t, x− vit) ρc exp(λt)
for ρc  ρ ′c , λ = ρccη , t ∈ [0, T ].
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Lemmas 3.1 and 3.3, one obtains:
∥∥A(ψ1)∥∥XT  ‖φ‖1 + 1λCa20‖φ‖21 + λa0T‖φ‖1, (3.32)
and
∥∥A(ψ1)− A(ψ2)∥∥XT 
(
2
λ
Ca0‖φ‖1 + λT
)∥∥ψ1 − ψ2∥∥XT . (3.33)
Let
d0 = (λT − 1)2 − 4C
λ
‖φ‖1, (3.34)
then from (3.28) there exist φ0,ρ ′′c so that for ‖φ‖1  φ0 and ρc  ρ ′′c one has d0  0.
Let now a0 be the positive quantity given by:
a0 = λ(1− λT ) −
√
d0
2C‖φ‖1 . (3.35)
It is easy to see that a0 is a solution of
‖φ‖1 + 1
λ
Ca20‖φ‖21 + λa0T‖φ‖1 = a0‖φ‖1,
which shows from (3.32) that A(ψ) ∈ BT for ρc Max(ρ ′c,ρ ′′c ) = ρ0c . Moreover(
2
λ
Ca0‖φ‖1 + λT
)
= 1−
√
d0 < 1,
which shows from (3.33) that the mapping A is a contraction in a ball BT . Lemma 3.7 is then
proved. 
Proof of Theorem 2.1. Application of Lemma 3.7 and of the ﬁxed point theorem completes the proof
of Theorem 2.1, which refers to local existence. 
4. Proof of existence for large times
This section presents the proof of Theorems 2.2 and 2.3 concerning the global existence of so-
lutions to the initial value problem for Eqs. (2.3)–(2.10). It will be proved that the solution can be
extended in each interval [0,mT ], for m ∈ N . As in the preceding section some preliminary results are
needed. Two basic lemmas lead to the afore-said large time proof.
Lemma 4.1. Let a0 be the real constant given by (3.35) with λ = ρccη , then one has the following:
1. The following inequality holds true:
a0 
cη
2cw Lη
. (4.1)
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d1 = (λT − 1)2 − 4
λ
Ca0‖φ‖1  0, ρc  ρ1c . (4.2)
3. The following inequalities hold true:
a1 = λ(1− λT ) −
√
d1
2C‖φ‖1  0, ρc  ρ
1
c , (4.3)
where C = Max(C1,C2).
Proof. Let ρc  ρ0c . Then, (3.18) implies C  cwρc Lη . Then (3.35) gives
a0 
ρccη
2C‖φ‖1 
cη
2cw Lη
.
In virtue of (3.27) and (4.1), the following is obtained
d1 
(
n − 1
n
)2
− 2C ‖φ‖1
ρccw Lη
.
Therefore, if we choose φ and ρc so that
ρc  ρ1c = Max
(
ρ0c ,
4n2
(n − 1)2
cη
Lη
‖φ‖1
)
, ‖φ‖1  φ1 = Min
(
φ0,
(n − 1)2cη
4n3cw(cηLB + Lη)
)
, (4.4)
from which (4.2) is rapidly obtained. This completes the proof of Lemma 4.1. 
Lemma 4.2. Let φi satisfy the conditions of Theorem 2.1. Consequently, there exist φ1 and ρ1c so that if ‖φ‖1 
φ1 , ρc  ρ1c , the solution to (2.3)–(2.10) can be extended in the interval [T ,2T ] and satisﬁes the estimate:∥∥ψ(t + T )∥∥1  a1‖φ‖1, t ∈ [0, T ]. (4.5)
Proof. We solve the problem (2.3) in [T ,2T ] with initial condition given by ψ(T , x). Then, for any
t ∈ [0, T ], one has:
ψ̂i(t + T , x) = ψ̂i(T , x) +
t∫
0
(
̂Γi[ψ,ψ](s + T , x)exp
(−λ(s + T ))
+ ψ̂i(s + T , x)
{
λ −̂Λ[ψ](s + T , x)exp(−λ(s + T ))})ds. (4.6)
Consider now the ball
B1T =
{
g(t) = ψ(t + T ) ∈ XT : ψ  0,
∥∥ψ(t + T )∥∥1  a1‖φ‖1,
n∑
ψ̂i
(
t + T , x− vi(t + T )
)
 ρc exp(λt), ∀t ∈ [0, T ], x ∈ R
}
.i=1
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rem 2.1 yields:
∥∥A(ψ1)(t + T )∥∥XT  a0‖φ‖1 + Ca21λ ‖φ‖21 + λa1T‖φ‖1, (4.7)
and
∥∥A(ψ1)(t + T ) − A(ψ2)(t + T )∥∥XT 
(
2Ca1
λ
‖φ‖1 + λT
)∥∥ψ1(t + T ) − ψ2(t + T )∥∥XT , (4.8)
where the constant C is the same as in Lemma 3.2.
Let a1 be given by (4.3), then a1 is solution of
a0‖φ‖1 + Ca
2
1
λ
‖φ‖21 + λa1T‖φ‖1 = a1‖φ‖1,
and from (4.3) one has (
2Ca1
λ
‖φ‖1 + λT
)
= 1−
√
d1 < 1.
Therefore, the ﬁxed point theorem gives the existence of solution in [T ,2T ] such that (4.5) is
satisﬁed. This solution is continued in [T ,2T ] and in particular, satisﬁes the estimate∥∥ψ(2T )∥∥1  a1‖φ‖1.
This completes the proof of Lemma 4.2. 
Lemmas 4.1 and 4.2 provide the tools necessary to the proof of the two theorems stated in Sec-
tion 2.
Proof of Theorem 2.2. The iteration process is applied to prove global existence in [0,∞[. Suppose
that the solution exists and is continued in [0, (m − 1)T ] satisfying:∥∥ψ(t + (r − 1)T )∥∥1  ar−1‖φ‖1, r = 1, . . . ,m − 1, t ∈ [0, T ],
and ∥∥ψ(rT )∥∥1  ar−1‖φ‖1, r = 1, . . . ,m − 1,
where the real constants d0 and a0 are given respectively by (3.34) and (3.35), and ar , dr are given by
the following:
ar = λ(1− λT ) −
√
dr
2C‖φ‖1 , r = 1, . . . ,m − 1,
where
dr = (λT − 1)2 − 4Car−1 ‖φ‖1 , r = 1, . . . ,m − 1.
λ
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satisfy the estimations (4.1) and (4.2) for ρc  ρ1c , and for ‖φ‖1  φ1.
It can be proved that we can extend the solution in [(m − 1)T ,mT ], satisfying for any t ∈ [0, T ]
the following: ∥∥ψ(t + (m − 1)T )∥∥1  am−1‖φ‖1,
and ∥∥ψ(mT )∥∥1  am−1‖φ‖1.
Let ψ be the solution of the following problem:
ψ̂i
(
t + (m − 1)T , x)
= ψ̂i
(
(m − 1)T , x)+ t+(m−1)T∫
(m−1)T
(
̂Γi[ψ,ψ](s, x)exp(−λs) + ψ̂i(s, x)
{
λ −̂Λ[ψ](s, x)exp(−λs)})ds
= ψ̂i
(
(m − 1)T , x)+ t∫
0
(
̂Γi[ψ,ψ]
(
s + (m − 1)T , x) exp(−λ(s + (m − 1)T ))
+ ψ̂i
(
s + (m − 1)T , x){λ −̂Λ[ψ](s + (m − 1)T , x) exp(−λ(s + (m − 1)T ))})ds,
and suppose that ψ1,ψ2 ∈ Bm−1T where Bm−1T is given by
Bm−1T =
{
ψ
(
t + (m − 1)T ) ∈ XT : ψ̂  0, ∥∥ψ(t + (m − 1)T )∥∥1  am−1‖φ‖1,
n∑
i=1
ψ̂i
(
t + (m − 1)T , x− vi
(
t + (m − 1)T )) ρc exp(λt), ∀t ∈ [0, T ], x ∈ R},
then, the following estimate is obtained:
∥∥A(ψ1)(t + (m − 1)T )∥∥XT  am−2‖φ‖1 + Ca2m−1λ ‖φ‖21 + λam−1T‖φ‖1,
and
∥∥A(ψ1)(t + (m − 1)T )− A(ψ2)(t + (m − 1)T )∥∥XT

(
2Cam−1
λ
‖φ‖1 + λT
)∥∥ψ1(t + (m − 1)T )− ψ2(t + (m − 1)T )∥∥XT .
If we choose am−1 so that
am−1 = λ(1− λT ) −
√
dm−1
,
2C‖φ‖1
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dm−1 = (λT − 1)2 − 4Cam−2
λ
‖φ‖1,
then, am−1 is a solution of
am−2‖φ‖1 +
Ca2m−1
λ
‖φ‖21 + λam−1T‖φ‖1 = am−1‖φ‖1.
Moreover (
2Cam−1
λ
‖φ‖1 + λT
)
= 1−√dm−1 < 1.
This completes the proof of Theorem 2.2. 
Proof of Theorem 2.3. The proof is immediately deduced from Theorem 2.2 by remarking that the
estimation (2.24) can be satisﬁed if ρ1c  1. This is equivalent, by using (3.25), (3.30) to choose φ
satisfying (2.23) and
‖φ‖1 Min
(
φ1,8cw
(n − 1)2
n2
,
(n − 1)2
4n2
Lη
cη
)
= φ2.
Therefore the proof is completed. 
5. Looking ahead
The qualitative analysis presented in this paper can be critically analyzed focusing on modeling
issues and research perspectives. A preliminary observation concerns the mathematical structure that
has been used to develop the existence proof. Speciﬁcally, we refer to the introduction of discrete
velocity variables (2.1), in the structure deﬁned by means of Eqs. (2.3)–(2.6), where discrete variables
were used to respond to the criticism proposed in [15] with focus on the use of continuous probability
distribution in a system with ﬁnite degrees of freedom. The same reasonings can be further developed
when a discrete space variable is used.
Moreover, it is worth discussing the constraint (2.6) that can be related an appropriate modeling
of the probability density Bihk concerning vehicle interactions, as is done in [6]. This constraint can
also be obtained by optimal transport methods [11] as done in the different context of chemotaxis
and pattern formation [2,12]. A possible deeper analysis, in the context of traﬃc modeling, consists in
referring Bihk not to the real density, but to the perceived density which depends on local gradients.
An heuristic approach has been proposed in the literature [16], but not yet referred to the context of
the kinetic theory.
These reasonings can also be referred to Assumptions H.1–H.3 which should not be considered,
in the authors’ opinion, as an artiﬁce to achieve the proof. In fact, it is reasonable that the various
terms, which model interactions at the scale of vehicles and that appear in (2.3)–(2.6), are bounded
and contractive with respect to the density. However, an important problem, still to be developed,
has been already posed in [5] concerning the modeling of the vehicle–driver subsystem as an active
particle, where the driver’s ability is heterogeneously distributed over the subsystems made up of
different quality of vehicles and drivers. This delicate issue should be referred to suitable models of
nonlinearly additive interactions [3], which are formally allowed by the analytic structures considered
in this present paper.
Finally, let us remark that the method used in this paper could be generalized toward the qualita-
tive analysis of models of crowd dynamics [1] that can be designed by means of structures, in more
1368 N. Bellomo, A. Bellouquid / J. Differential Equations 252 (2012) 1350–1368than one space dimension, analogous to that presented in Section 2. As in the case of vehicular traﬃc,
this analysis is only available for hyperbolic continuum models [13,18]. However, it cannot be consid-
ered a trivial generalization as the additional diﬃculty of nonlinearly additive interactions, typical of
all living systems [3], should be carefully taken into account.
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