It has recently been demonstrated that object recognition can be formulated as an image-restoration problem. In this approach, which we term impulse restoration, the objective is to restore a delta function that indicates the detected object's location. We develop solutions based on impulse restoration for the Gaussian-noise case. We propose a new iterative approach, based on the expectation-maximization (EM) algorithm, that simultaneously estimates the background statistics and restores a delta function at the location of the template. We use a Monte Carlo study and localization-receiver-operating-characteristics curves to evaluate the performance of this approach quantitatively and compare it with existing methods. We present experimental results that demonstrate that impulse restoration is a powerful approach for detecting known objects in images severely degraded by noise. Our numerical experiments point out that the proposed EM-based approach is superior to all tested variants of the matched filter. This result demonstrates that accurate modeling and estimation of the background and noise statistics are crucial for realizing the full potential of impulse restoration-based template matching. © 1998 Optical Society of America [S0740-3232(98)01309-X]
INTRODUCTION
Template matching, which consists of the identification and localization of known objects (templates) in a scene, is an important image-processing task with application in novelty detection, motion estimation, target recognition, industrial inspection, and sensor fusion. The classical approach to this problem is the matched filter (MF), which is optimal in the sense that it is the filter for which the signal-to-noise ratio of the output is maximized. 1 However, the MF is known to have several important drawbacks, including that (1) it is very sensitive to small variations of the object, (2) it can produce very broad correlation peaks that do not localize the object well, 2 and (3) it fails in the presence of background areas of high intensity because these areas produce high peaks in the output.
Attempts to overcome these limitations have led investigators to propose a number of modifications to the classical MF, among the most important being the phase-only MF (POMF) and its variants (see, for example, Refs. 3, 4, and 5). It has been widely recognized that the phase of the Fourier transform is more important for describing an image than is its magnitude (see, for example, Ref. 6 ). Both POMF's and symmetric phase-only MF's (SPOMF's) have been proposed and have been shown to provide better discrimination ability and noise robustness than the MF (see, for example, Refs. 2, 3, and 7 and the references within).
Filters in use in joint transform correlators have been proposed that further improve the capabilities of the MF. 8 These filters are based on normalization of the correlation signal by the background power spectrum. Methods for estimation of the power spectrum of the background are given in Ref. 8 .
A different way of viewing the design of templatematching filters has recently emerged. In this new approach the problem of template matching is framed as one of image restoration, in which the image to be restored is an impulse at the location of the object to be detected. To our knowledge the first explicit application of this principle was reported in Ref. 9 , in which the use of expansion matching, i.e., self-similar nonorthogonal basis decomposition, was proposed. More recently, the relationship between linear-minimum-mean-square-error (LMMSE) impulse restoration and template matching was recognized and impulse-restoration filters were proposed for template-matching applications. [10] [11] [12] In these papers it was demonstrated that impulse restoration is a very powerful approach to template matching and has the potential to provide better localization, class discrimination, and error tolerance than the MF and its variants. Independently, the relationship between template matching and impulse restoration was recognized in previous papers. [13] [14] [15] In these papers LMMSE-based impulse restoration was used to find the displacement vector field from noisy and/or blurred image sequences.
A critical shortcoming of the earlier work on impulse restoration has been the assumption that the background and/or noise statistics are known, which is not the case in practice. In realistic applications, one is required to estimate these statistics from the observed image. Without accurate estimates, the performance of impulserestoration methods is severely compromised. In Ref. 8 , three different approaches to estimate the background power spectrum were introduced. In Refs. 13-15, onestep periodogram-based approaches were proposed to estimate the background statistics.
In this paper we propose a new technique for template matching based on the approach of restoring an impulse indicating the object location.
We describe an expectation-maximization (EM) algorithm 16 that simultaneously estimates the impulse along with the statistics of the noise and background. This algorithm is similar in philosophy to the application of EM to the imagerestoration problem in Ref. 17 . A major advantage of the impulse-restoration viewpoint is that it permits the substantial base of knowledge gained in the imagerestoration field to be brought to bear on the templatematching problem.
Another important issue not often addressed in the object-recognition literature is the quantitative evaluation of task performance. Frequently figures of merit are used that only indirectly measure the ability of an algorithm to detect and locate objects with accuracy. Such performance measures include the mean square error (MSE) between the filter output and the desired impulse and the peak-to-sidelobe ratio of the filter output. 18 Although these measures certainly have some relationship to detection performance, they provide only indirect evidence.
To make quantitative evaluations of the performance of various techniques, we use an extension of the receiveroperating-characteristics (ROC) curve, called the localization ROC (LROC) curve. 19 The ROC curve, which plots the probability of detection versus the probability of false alarm for the continuum of possible decision thresholds, is a comprehensive description of the detection performance of an algorithm (see, for example, Ref. 20) . The LROC curve plots the probability of detection and correct localization of an object versus the false-alarm probability; thus it also measures the ability of the detection algorithm to locate objects correctly. The LROC curve thoroughly and directly describes the detection and localization capability of an algorithm, and thus it is much more informative than criteria such as MSE or peak-to-sidelobe ratio.
The remainder of this paper is organized as follows. In Section 2 we review the impulse-restoration formulation for the template-matching problem. In Section 3 we introduce a maximum-likelihood (ML) approach based on the EM algorithm that simultaneously estimates the background statistics and restores an impulse at the location of the template. In Section 4 we briefly review the LROC curve. In Section 5 we present numerical experiments and LROC-based comparisons demonstrating the proposed impulse-restoration template-matching algorithm. Finally, in Section 6 we present our conclusions and suggestions for future work.
BACKGROUND A. Object Recognition As Impulse Restoration
In this section the formulation of object recognition as an impulse-restoration problem is reviewed. For notational simplicity, images are represented throughout the paper by one-dimensional signals. Consider the observed image g(n), n ϭ 0, 1,..., NЈ Ϫ 1 in which the known object f (n) is located at the unknown position n 0 . One can then represent the image by
where b(n) is the combined background and noise. The goal of template matching is to find the location n 0 of the known object f (n) within the image g(n). Equation (1) can be rewritten as
where ␦ (n Ϫ n 0 ) represents a discrete impulse function located at n 0 and * denotes convolution.
Using a matrix-vector notation and circular convolutions, we write Eq. (2) as
where g, b, and ␦ are N ϫ 1 vectors representing g(n), b(n), and ␦ (n), respectively. In the rest of this paper, lowercase boldface letters represent vectors and uppercase italic letters represent matrices. In Eq. (3) ␦ is a vector having zeros everywhere except in element n 0 , which has a value of 1. The matrix F is an N ϫ N circulant matrix constructed from the template f (n) such that F␦ represents the convolution f (n)*␦ (n Ϫ n 0 ). In general, the equivalence of Eqs. (2) and (3) can be guaranteed by choosing N у NЈ. 21 Note that if each image vector is obtained by lexicographic ordering of a two-dimensional image, then F is a block-circulant matrix.
In this formulation it becomes apparent that the problem of detecting and locating the template can be viewed as a restoration problem in which ␦ (n Ϫ n 0 ) is the signal to be restored and the template f (n) is the point-spread function.
B. Linear-Minimum-Mean-Square-Error Formulations
An LMMSE framework can be used to estimate ␦ from the observation g in Eq. (3). We will assume signals ␦ and b to have zero mean with covariance matrices C ␦ and C b , respectively. Moreover, we assume signals ␦ and b to be stationary; thus C b is an N ϫ N circulant covariance matrix with eigenvalues equal to the power-
is a discrete impulse function, C ␦ ϭ I, where I is the N ϫ N identity matrix and S ␦ (k) ϭ 1/N, k ϭ 0 , 1,..., N Ϫ 1. We also make the assumption that b and ␦ are uncorrelated.
In previous work, LMMSE estimates of ␦ have been sought. To find the LMMSE estimate for ␦, one minimizes with respect to ␦ the Bayesian mean square error
while constraining the estimator to be linear. One can find the LMMSE estimate for the linear observation model in Eq. (3) by using the orthogonality principle, which gives the following well-known solution:
where the superscript t denotes the transpose of a matrix.
Note that ␦ cannot be determined with Eq. (5) 
where 
In Ref. 23 it was proved that this is equivalent to the ML estimate of S b (k); therefore we refer to the use of Eqs. (6) and (7) as the LMMSE-ML method. By definition the power spectrum S b (k) cannot be negative. However, owing to inconsistencies between the data and the assumed model, due mainly to the assumption that the signal and the background are uncorrelated, it was observed that the periodogram estimator yields a negative value for the power spectrum at many frequencies. These negative values were observed to degrade the performance of the LMMSE estimate. So the following constrained ML (CML) estimate of S b (k) was introduced in Ref. 23 :
The main difficulty in the impulse-restoration problem arises from the fact that in most practical applications the power spectrum S b (k) of the background in Eq. (6) is unknown and must be estimated. A solution is offered in the following section.
MAXIMUM-LIKELIHOOD IMPULSE RESTORATION
The purpose of impulse restoration is to obtain an estimate of ␦ that is as close as possible to the true impulse ␦.
Restoration filters of the kind described in Section 2 require knowledge of the background statistics S b (k) to accomplish this goal.
In this section we derive a new iterative restoration filter that does not require advance knowledge of S b (k). This filter estimates a set of unknown parameters that is defined by ϭ ͕␦, C b ͖, (9) where ␦ denotes the impulse and C b represents the background covariance matrix.
The ML estimator of is given by
where p(g ͉ ) is the likelihood function of g given . We now assume the background to obey a Gaussian probability density function (PDF) with zero mean and covariance matrix C b ; i.e., b ϳ N(0, C b ). We further assume that
. Assuming ␦ and b to be stationary signals, C b is an N ϫ N circulant covariance matrix, the eigenvalues of which are the power-spectrum coefficients
We also make the assumption that b and ␦ are uncorrelated; therefore, because they are Gaussian, they are also independent.
In this formulation the number of parameters to be estimated is 2N : N power-spectrum coefficients of b and N elements of ␦. Therefore the number of parameters far exceeds the number of observations N (the number of pixels in the observed image). In an effort to reduce the number of parameters to be estimated, we model the background as a low-order two-dimensional autoregressive (AR) process with causal support, 1 i.e.,
where ␣(n) represents the background AR-model coefficients that minimize E͓v(n) 2 ͔. The modeling error is a zero-mean Gaussian random process with covariance matrix C v ϭ v 2 I. Using a matrix-vector notation and circular convolutions, we write Eq. (11) as
Thus,
where A is a circulant matrix containing the model parameters ␣(n) such that the matrix multiplication is equivalent to convolution. Using the AR model for the background, we can rewrite our set of unknown parameters as ϭ ͕␦, A͖. Hence the likelihood function be-
By substituting Eq. (14) into Eq. (10), we obtain the ML estimate of as
where C b is the covariance matrix of b as in Eq. (13) . Unfortunately, this is a complicated nonlinear function that cannot be optimized directly. Therefore we propose to employ the EM algorithm to obtain a solution for Eq. (15) . The EM algorithm is a general iterative method to compute ML estimates if the observed data can be regarded as incomplete. 16 We rewrite the matrix-vector form of the imaging equation (1) as follows:
where we have defined z ϭ ͓␦ t , b t ͔ t and I is an N ϫ N identity matrix.
In applying the EM algorithm, one defines a set of complete data and a set of incomplete data. 16 Here the vector z represents the complete data, consisting of the background b and the impulse ␦ ; the observation vector g represents the incomplete data. As its name suggests, the EM algorithm consists of two steps: the expectation step (E step) and the maximization step (M step). In the E step, one computes the conditional expectation of the likelihood function of the complete data parameterized by the observed data g and the current estimate of the relevant parameters. In the M step this expectation is maximized. The EM algorithm can be expressed as the alternating iterative computation of the following equations:
M step:
We will assume the complete data and the observation to be stationary Gaussian random signals. The Gaussian assumption results in linear equations for the E step and the M step. Moreover, the stationarity that we assume yields circulant covariance matrices. Using the diagonalization properties of the DFT for circulant matrices, we can represent the EM algorithm in the DFT domain as a set of scalar equations. 17 By evaluating the conditional expectation of the complete-data likelihood function as shown in Appendix A, the E step can be written, for k ϭ 0, 1, ..., N Ϫ 1, as
where F(k) and G(k) represent the kth DFT components of the template and the observed image, respectively; M ␦ ͉ g (l) (k) and M b ͉ g (l) (k) represent the kth DFT components of the conditional mean of the impulse and the background, respectively; S b ͉ g (l) (k) is the kth eigenvalue of the conditional covariance matrix of the background parameterized by the observation; and S b (l) (k) is the kth eigenvalue of the autocorrelation matrix of the background based on the AR model. The index l is the iteration index of the algorithm.
In Appendix A we show that the M step is obtained by taking the partial derivative of the expectation of the likelihood function with respect to the background AR-model parameters that are contained in matrix A and setting it to zero. This leads to the set of normal equations
where R b (l) is an N ϫ M matrix containing the first M columns of the N ϫ N (N Ͼ M) conditional autocorrelation matrix of the background given the observation R b (l) , where M is of the order of the AR model and 1 ϭ ͓1, 0, ..., 0͔ t . Thus the normal equations can be written as
where r b (l) is an N ϫ 1 vector representing the inverse DFT of S b (l) (k) and ␣ ϭ ͓␣(1), ␣(2),..., ␣(M)͔. In Appendix A we show that the DFT of r b (l) is found by
Consequently S b (l) (k) is the kth eigenvalue of the circulant matrix R b (l) . If we take Eq. (13) to the DFT domain, the AR-modeled power spectrum of the background b is given by
LOCALIZATION-RECEIVER-OPERATING-CHARACTERISTICS CURVE
The ROC curve is a comprehensive way to describe the detection performance of a human or machine observer. The ROC curve is a plot of the probability of correct detection P D versus the probability of false alarm P F for the continuum of possible decision thresholds. Thus it summarizes the range of trade-offs between missed detections and false alarms. In a comparison of two detection algorithms, the one having a strictly higher ROC curve can be said to be superior in the sense that for any specified false-alarm probability, the detection probability is higher (likewise, for a specified detection probability, the falsealarm rate is lower). The limitation of the ROC curve in characterizing an object-recognition algorithm is that it captures only the ability of the algorithm to decide correctly whether an object is present somewhere in a given scene. Thus it fails to account for errors in localization, which can be quite significant. For example, if the algorithm mistakenly identifies a nontarget object as a target, this is treated by the ROC curve as a correct decision as long as a target happens to be present somewhere else in the scene.
The localization LROC curve remedies this shortcoming by taking into account localization performance as well as detection performance. An LROC curve is a plot of the probability of detection and correct localization versus the probability of false alarm. Thus a decision is said to be correct only if the object is both detected and located correctly by the object-recognition algorithm.
The experimental method we used to compute LROC curves is described in the following section.
EXPERIMENTAL RESULTS
In this section we describe numerical experiments that compare the proposed EM-based impulse-restoration filter with previous implementations of the LMMSE impulse-restoration filter and different types of MF's. Monte Carlo studies were performed to evaluate the performance of the different algorithms. Multiple synthetic images were generated by randomly varying the object locations and noise realizations.
We compared the phase-only matched filter 3 (POMF), given by
the symmetric phase-only matched filter 2 (SPOMF), given by
and previous LMMSE filters given in Eq. (6) that use the ML and the CML estimates of the background statistics defined in Eqs. (7) and (8), respectively. We also evaluated the performance of the MF variants described in Ref. 8 . The first approach in Ref. 8 models the background as
where b(n) represents the background, g(n) represents the observation image, and f (n Ϫ n 0 ) is the template at the location of the target in the observation. Since the location of the target is not normally known a priori, a uniform distribution of the target location is assumed. Using this assumption, one obtains the following form for the power spectrum of the background:
We will refer to this filter in the experiments as MFModel (1) . Notice that this is identical to an LMMSE filter in which the power spectrum of the observation is used as an approximation of the background power spectrum. The second MF approach in Ref. 8 models the background as
where w(n Ϫ n 0 ) is a window function centered at the location of the object that has a value of 0 within the template and 1 elsewhere. Again by assuming a uniform distribution of the target location, the method in Ref. 8 approximates the background power spectrum as Fig. 1 . Examples of the backgrounds used by the exact LMMSE filter. The object of interest is the tank. The exact LMMSE filter is unrealistic. It was studied only to determine a theoretical upper bound on the performance.
where * denotes convolution and W(k) represents the kth DFT component of the window function. We will refer to this filter as MF-Model(2). The third MF approach in Ref. 8 uses the power spectrum of the observation as an estimate for the background power spectrum. This approach is based on the assumption that the size of the template is much smaller than the scene. This matched filter turns out to be identical in form to the LMMSE ML filter defined in Subsection 2.B.
To establish the upper performance bound of the impulse-restoration template-matching approach, we implemented an exact LMMSE filter that assumes that perfect knowledge of the noise and background statistics was also used. Of course, such information is never available in practice. The exact LMMSE filter serves only as a basis for judging the other more realistic approaches. The true statistics were provided only to the exact LMMSE filter. For purposes of implementing the exact LMMSE filter, the actual background was determined on the basis of the imaging model of Eq. (3) by placing zeros at the location of the object (see, for example, Fig. 1 ). The sum of the periodogram power-spectrum estimate of the true background, plus the known variance of added white noise, was used as the background statistics for the implementation of the exact LMMSE filter in Eq. (6) .
As stated before, the EM algorithm uses an AR model for the background. A 2 ϫ 2 AR image model with causal support as shown in Fig. 2 was used to model the background. In our experience it was observed that the performance of the EM algorithm is not very sensitive to the order of the AR model in this application.
A. Experiment 1: Localization-Receiver-OperatingCharacteristics Analysis
In this experiment, LROC analysis was used to quantify the performance of various algorithms in detecting and locating objects within a scene. Test scenes of dimension 256 ϫ 256 were generated by embedding the three objects shown in Fig. 3 at random locations within a background terrain image. These scenes were then degraded by blur and white Gaussian noise to represent the effects of the imaging system. The scenes were blurred with a Gaussian-shaped point-spread function with full width at half-maximum (FWHM) of 3 pixels. White Gaussian noise with ϭ 20 was used, where represents the standard deviation. Examples of the noisy blurred scenes used in the experiment are shown in Fig. 4 .
In each experimental trial, an object-recognition filter was applied to the generated scene. The peak of the output was taken to be the restored impulse, and the value at the peak was used as a decision variable x. If x exceeded a decision threshold T, then the object was said to be present at the location of the peak; otherwise, the object was said to be absent. The performance of the algorithm for various thresholds is summarized by the LROC curve that plots the probability of detection and correct localization (P DL ) versus the probability of false alarm (P F ). These probabilities were obtained by numerical evaluation of the following integrals: where p(x͉H j ) is the conditional PDF of x given hypothesis H j . The null hypothesis H 0 is that the object is absent; the alternative hypothesis H 1 is that the object is present.
In this study the conditional PDF's p(x͉H 1 ) and p(x͉H 0 ) were obtained by the following procedure. Two sets of 100 images were generated each with a different noise realization and with different random object locations. In one set of images, all three objects were present in each scene (see, for example, Fig. 4) ; in the other set, the object of interest was absent (see, for example, Fig. 5 ).
In the case where the object of interest was present, each algorithm was applied to every image, and the magnitude x of the peak value of the restored impulse was recorded, provided that the peak correctly indicated the target location. The normalized histogram of these values was then used as p(x͉H 1 ). To find p(x͉H 0 ), we used the set of images in which the object of interest was absent. Again the algorithms were applied to each image, but the magnitude of the peak value of the restored impulse was recorded regardless of its location. The normalized histogram of the recorded peak values of the restored impulse obtained was used as p(x͉H 0 ). Different points of the LROC curves were obtained by varying the decision threshold T and computing the integrals in Eq. (32).
In Fig. 6 we show the conditional PDF's p(x͉H 0 ) and p(x͉H 1 ) for the exact LMMSE, EM-AR, MF-Model(1), MF-Model(2), LMMSE-CML, SPOMF, LMMSE-ML, and POMF filters for the case in which the tank was the object of interest. These figures illustrate that good discriminating capability results from nonoverlapping p(x͉H 0 ) and p(x͉H 1 ). For example, the hypotheses are almost perfectly distinguished by the exact LMMSE if the decision threshold T is 175.
The LROC curves are shown in Fig. 7 . The LROC curves in Fig. 7 indicate that the proposed EM-based approach with AR modeling performs the best overall among the template-matching filters tested. Other methods worked better in some cases but were inconsistent and so did not perform as well overall.
B. Experiment 2: Robustness Comparison
In this experiment we compare the robustness of the proposed algorithms as the noise increases, using the 256 ϫ 256 Lena image and the 21 ϫ 21 template, both shown in Fig. 8 . White additive noise was used to degrade the scene. Twenty different noise levels, with noise standard deviation ranging from 10 to 100 in increments of 10, were used to degrade the scene (see, for example, Fig. 9) . For each noise level the experiment was repeated 50 times with different noise realizations. The probability P DL was found as P DL ϭ N / 50, where N is the number of times that the maximum of the output of the restored delta was positioned correctly at the object location.
In Fig. 10 plots of P DL versus the noise standard deviation are shown for the exact LMMSE, EM-AR, MFModel(1), MF-Model(2), LMMSE-CML, SPOMF, LMMSE-ML, and POMF algorithms. This plot shows that the proposed EM-AR filter is the best among all filters that do not require prior knowledge of the location of the object. In Fig. 11 the restored impulses for the exact LMMSE, EM-AR, MF-Model(1), MF-Model(2), LMMSE-CML, SPOMF, LMMSE-ML, and POMF algorithms are shown for a specific noise realization when the standard deviation is 30. Notice that the proposed EM-AR filter gives the closest approximation to an ideal delta function Fig. 7 . LROC curves for ϭ 20. Overall, the EM-AR algorithm outperforms all but the exact (unrealistic) LMMSE filter, which makes use of the unknown object location. Other methods did outperform the EM-AR algorithm in some specific situations but were inconsistent and did not perform as well overall. among all filters that do not require prior knowledge of the location of the object. A metric MSE for the restored impulse was used to compare different algorithms. MSE is defined by
where ␦ (i) is the normalized restored impulse as shown in Fig. 11 and n 0 represents the location of the object. In Table 1 the MSE values for the restored impulses are tabulated for different filters for the case of ϭ 30. These values represent the average MSE over all the 50 cases for ϭ 30. The table shows that the EM-AR filter gives the lowest average MSE among all filters that do not require prior knowledge of the location of the object.
CONCLUSIONS AND FUTURE WORK
In this paper restoration-based template-matching filters were used to detect objects within a noisy, blurred scene. The main challenge involved in the impulse-restoration approach is good estimation of the background statistics.
To address this, we proposed a new iterative approach based on the EM algorithm that simultaneously estimates the background statistics and restores a delta function at the location of the template. Our algorithm models the background as an AR process with causal support.
Our numerical experiments verified how important it is to the success of the template-matching impulserestoration approach that the background statistics be accurately estimated. The proposed EM-AR approach was superior to the variants of the matched filter that we tested. When the background statistics are not estimated accurately, impulse-restoration-based template matching cannot realize its full potential. Our numerical experiments also show that the advantage of the proposed approach over previous methods increases with the strength of the noise in the scene.
We are currently studying the application of this approach to photon-limited images and to the more difficult problems of object rotation and scaling.
APPENDIX A: THE EXPECTATION-MAXIMIZATION ALGORITHM
Let us assume the complete-data set z to obey the following Gaussian likelihood function:
in which is the set of the unknown parameters in Eq. (9) . Taking the logarithm of Eq. (A1), we get
Then the expected value of the logarithm of the conditional PDF required by the E step of the EM algorithm in Eq. (17) is given by
It is easy to show that
with
Thus we can write
Because of the definition of z in Eq. (16) and since ␦ and b
are assumed uncorrelated, we get 
