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We study a weak interaction quench in a three-dimensional Fermi gas. We first show that, under
some general assumptions on time-dependent perturbation theory, the perturbative expansion of
the long-wavelength structure factor S(q) is not compatible with the hypothesis that steady-state
averages correspond to thermal ones. In particular, S(q) does develop an analytical component
∼ const.+O(q2) at q→ 0, as implied by thermalization, but, in contrast, it maintains a non-analytic
part ∼ |q| characteristic of a Fermi-liquid at zero-temperature. In real space, this non-analyticity
corresponds to persisting power-law decaying density-density correlations, whereas thermalization
would predict only an exponential decay. We next consider the case of a dilute gas, where one can
obtain non-perturbative results in the interaction strength but at lowest order in the density. We
find that in the steady-state the momentum distribution jump at the Fermi surface remains finite,
though smaller than in equilibrium, up to second order in kF f0, where f0 is the scattering length
of two particles in the vacuum. Both results question the emergence of a finite length scale in the
quench-dynamics as expected by thermalization.
PACS numbers: 71.10.-w, 05.30.Fk, 05.70.Ln
I. INTRODUCTION
Landau’s Fermi-liquid theory,1,2 one of the milestones
in the quantum theory of many-body systems, explains
why interacting fermions almost always display thermo-
dynamic and transport properties similar to those of non-
interacting particles, which is e.g. the reason of success
of the Drude-Sommerfeld description of normal metals in
terms of free-electrons.
In the original paper,1 Landau developed semi-
phenomenologically his Fermi-liquid theory by pos-
tulating that the low-lying eigenstates of interacting
fermions are in one-to-one correspondence to those of
free fermions, namely that, if interaction is slowly turned
on, the non-interacting low-energy eigenstates adiabat-
ically evolve into the fully-interacting ones. Since the
former are Fock states labelled by occupation numbers
nkσ in momentum and spin space, the same labeling can
be maintained also for the fully-interacting eigenstates,
in which case nkσ refer to so-called quasi-particles.
Such an adiabatic assumption might at first sight seem
unjustified because of the absence of an energy gap in
the spectrum. However, even though the single-particle
spectrum of a normal Fermi gas is gapless, the density
of states of particle-hole pairs, which are the only exci-
tations generated in the process of switching interaction
on, is actually power-law vanishing at low energy and in
more than one dimension. This sort of pseudo-gapped
behavior, though it does not rigorously prove the valid-
ity of adiabatic continuation, at least makes the latter
less unlikely.
The past few years have witnessed a growing inter-
est in quantum non-equilibrium phenomena,3 mostly mo-
tivated by cold-atom4 and ultrafast pump-probe spec-
troscopy experiments.5 Among the issues under discus-
sion, one of the most important is whether a macroscopic
but isolated quantum system can serve as its own dissipa-
tive bath. Imagine that such a system is initially supplied
with an extensive excess energy and then let evolve until
it relaxes to a steady state. Should quantum ergodicity
hold,6,7 the steady-state values of local observables would
coincide with thermal averages at an effective tempera-
ture T∗ such that the internal energy coincides with the
initial one, which is conserved during the unitary evolu-
tion. The problem under discussion is when and how the
above thermalization hypothesis holds.3,8,9
Experiments on physical realizations of almost inte-
grable models 10,11 do not actually find evidences of ther-
malization within accessible time scales. The common
wisdom is that such non-thermal state behaviour, some-
times refereed to as pre-thermalization, and observed in a
wealth of different model calculations12–15 even far from
integrability,16–20 will eventually give in to a thermal
state at long times. However, the final flow towards ther-
mal equilibrium remains so far rather elusive.
In the specific case of a Landau-Fermi liquid, it is rea-
sonable to expect that thermalization does take place be-
cause of the continuum of gapless excitations that can ef-
ficiently dissipate and redistribute the excess energy. It is
however evident that thermalization after an interaction
quench is not fully compatible with the aforementioned
Landau’s adiabatic assumption.1 In fact, if the interac-
tion is turned on in a finite time τ , however long, the
final-state energy differs from the ground state one by an
extensive amount. Should thermalization indeed occur,
such a finite energy density would translate into a finite
temperature T∗ 6= 0. Since a Landau-Fermi liquid can
be regarded as a quantum-critical state where all equal-
time correlation functions decay as a power-law in the
distance at zero-temperature and exponentially at any
T 6= 0, this would imply that, no matter how large τ is,
if thermalization holds the initial non-interacting Fermi
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2sea will never evolve into the interacting ground state.
Therefore thermalization in a Landau-Fermi liquid is
not as trivial as one could have envisaged, and indeed this
issue is still open and controversial. Early calculations
by Moeckel and Kehrein,16 based on the flow equation
method at second order in perturbation theory, point to
the existence of a quasi-steady state resembling a zero-
temperature Fermi liquid. However, the same authors
argued that such a “pre-thermal” regime had eventually
to give up to a genuine thermal state if higher order cor-
rections were kept into account.16 Evidences of a pre-
thermal regime were also found by Eckestein, Kollar and
Werner,17 who numerically simulated through dynami-
cal mean field theory a sudden interaction-quench in the
infinite-dimensional half-filled Hubbard model. In par-
ticular, they found that the energy distribution jump at
the Fermi energy, after a plateau compatible with pre-
thermalization of Ref. 16, starts a steady decrease at
longer times. Unfortunately, the affordable simulation
time was too short to ascertain whether the jump does
indeed relax to zero as expected by thermalization, espe-
cially at interaction values safely low to exclude any influ-
ence by the Mott transition. The ”pre-thermal” regime
has been later employed by Stark and Kollar21 as initial
condition to integrate a Boltzmann kinetic equation for
the energy distribution function, on the assumption that
Wick’s theorem holds for quasiparticles at sufficiently
low interaction-strength. The solution indeed flows to
a thermal distribution, which is unsurprising given those
premises. Therefore these results do not provide a rigor-
ous proof that thermalization does take place, although
the good agreement with dynamical mean field theory
results, in the temporal range in which the latter are
available, is a strong evidence in favour. Hamerla and
Uhrig13,18 have attached the same problem by truncat-
ing at some high order in perturbation theory the Heisen-
berg equation of motion for the momentum distribution.
At weak coupling or away from half-filling, namely when
the dynamical evolution is far from being affected by the
Mott transition, also their calculations do not allow to
conclude without doubts that the momentum distribu-
tion jump vanishes in the steady-state, hence that the
latter indeed resembles a Fermi gas at finite temperature
for what concerns long-range correlations.
The above list of earlier attempts is by no means ex-
haustive and is only meant to convey the message that
the issue of thermalization in a Fermi liquid, in the spe-
cific sense of correlations that are initially power-law in
real space and turn exponential in the steady-state, is not
settled yet. Here we shall contribute to this puzzle first
formulating the question in a framework that is amenable
to perturbative calculations, section II, then showing in
section III that signals of the putative exponential de-
cay of the steady-state correlations do not appear at the
expected order in perturbation theory. In section IV we
shall instead show that steady-state correlations seem to
remain power-law even when non-perturbative results in
the interaction are accessible, specifically in the dilute
Fermi gas at leading order in the density. An attempt
to interpret these results is discussed in the conclusive
section V.
II. CONSEQUENCES OF THERMALIZATION
FOR A WEAK QUENCH
Let us start our analysis by formulating a general cri-
terion to test the occurrence of thermalization. Here-
after we shall deal with the specific example of a three-
dimensional Fermi-Hubbard model H(t) = H0 + U(t)U ,
with
H0 =
∑
kσ
kc
†
kσckσ, (1)
U = 1
V
∑
k,p,q6=0
c†k↑c
†
p+q↓cp↓ck+q↑, (2)
where V is the volume and we have removed from U
the q = 0 Hartree-term, which refers to conserved quan-
tities. We shall further assume a low electron density
n = N/V  1, where N is the number of particles, so
that it is safe to approximate the dispersion relation with
a quadratic form, k ∝ |k|2, and we will always take the
thermodynamic limit before every other limit, V → ∞
at constant density n.
The interaction is turned on as
U(t) = U
(
1− e−t
)
, (3)
with  > 0 and an interaction strength UTF , where TF
is the Fermi temperature. The expression (3) interpolates
smoothly between the sudden quench,  → ∞, and the
adiabatic switching, first send t→∞ and later → 0.
Imagine that the system is prepared in the Fermi sea
| 0〉, ground state of H0 with energy E0, and let evolve
with the full Hamiltonian H(t) = H0 +U(t)U , which cor-
responds to a time-dependent state |Ψ(t)〉 that satisfies
(~ = 1)
i
∂ |Ψ(t)〉
∂t
= H(t) |Ψ(t)〉, (4)
with | Ψ(0)〉 =| 0〉. The interaction switching protocol
changes the total energy of the system according to
E∗ − E0 =
ˆ ∞
0
dt 〈Ψ(t) | ∂H(t)
∂t
| Ψ(t)〉 (5)
' −V U
2
4
ˆ
d3q
(2pi)3
ˆ
0
dω dω′ ρq(ω) ρ−q(ω′)
ω + ω′(
ω + ω′
)2
+ 2
,
where the last expression is the leading order correc-
tion and ρq(ω) is the non-interacting density of states
of particle-hole excitations at momentum transferred q.
3We note that the energy decreases as always in second or-
der perturbation theory, which depends from our neglect
of the Hartree term.
On the other hand, let us consider the asymptotic t→
∞ Hamiltonian H∗ = H0 + U U , and the equilibrium
internal energy at temperature T  TF (β = 1/T taking
KB = 1),
E(T ) = − ∂
∂β
ln Tr
(
e−βH∗
)
' E0 + V γV
2
T 2 (6)
−V U
2
4
ˆ
d3q
(2pi)3
ˆ
0
dω dω′
ρq(ω) ρ−q(ω′)
ω + ω′
,
where γV is the specific heat coefficient at constant vol-
ume, and we expanded at leading order in T ∼ U  TF .
According to the thermalization hypothesis, the steady
state averages of the system should coincide with equi-
librium thermal averages at a temperature T∗ such that
E(T∗) = E∗, which through Eqs. (5) and (6) leads, at
leading order in U , to the expression
T∗(U)2 ' U
2
2γV
ˆ
d3q
(2pi)3
ˆ
0
dω dω′ ρq(ω) ρ−q(ω′)
2(
ω + ω′
)[(
ω + ω′
)2
+ 2
] +O(U3)
≡ U2 g()2 +O(U3), (7)
where g() ∼  for small  and tends to a constant for →
∞. It follows that T∗ starts linear in U ,21 and vanishes in
the adiabatic limit, T∗ ∼ → 0, as in this case the system
must evolve into the ground state of the fully interacting
Hamiltonian H∗.
A. An operating assumption
Let us then consider a generic observable O with time-
dependent average O(t, U) = 〈Ψ(t) | O |Ψ(t)〉. We shall
denote as
O(m)(t, U) =
∂mO(t, U)
∂Um
, (8)
its Taylor coefficients. Similarly,
Oeq(T,U) =
Tr
(
e−βH∗ O
)
Tr
(
e−βH∗
) , (9)
defines the thermal average of O with the asymptotic
Hamiltonian H∗ at temperature T = β−1. If thermaliza-
tion occurs then
lim
t→∞ O(t, U) = Oeq
(
T∗(U), U
)
, (10)
which also implies that
lim
U→0
lim
t→∞ O
(m)(t, U) =
(
dmOeq (T∗(U), U)
dUm
)
U=0
, (11)
where the derivative on the r.h.s. acts both explicitly and
implicitly through T∗(U) of Eq. (7). We observe that,
while the r.h.s. of Eq. (11), which we shall hereafter
assume finite for the observable under investigation, can
be readily evaluated by equilibrium perturbation theory,
the l.h.s. cannot unless it is possible to exchange the
order of limits, i.e.
lim
U→0
lim
t→∞O
(m)(t, U)
?
= lim
t→∞ limU→0
O(m)(t, U), (12)
since the r.h.s. is instead accessible by time-dependent
perturbation theory. Should Eq. (12) be valid, we could
evaluate independently both sides of Eq. (11) and check
if they coincide, hence whether thermalization holds.
We first observe that for Eq. (12) to hold it is necessary
that O(m)(t, 0) does not grow indefinitely when t → ∞.
If the latter condition is fulfilled for any m, it is highly
probable that Eq. (12) is valid, too. However, since it
is practically unfeasible to check that O(m)(t → ∞, 0)
is non-singular whatever m is and, moreover, because
we will be interested just in the second-order coefficient
m = 2, we shall assume that
Assumption 1 If limt→∞O(m≤2)(t, 0) is finite, then
Eq. (12) is valid at m = 2.
This is not a rigorous statement as singularities for m > 2
would invalidate the results also at m = 2. As a matter of
fact, such an assumption is implicitly taken in any per-
turbative calculation, since nobody can ever guarantee
that higher order terms are non-singular making pertur-
bation theory justified. In fact, Eq. (12) would be strictly
valid should the time-dependent perturbation expansion
be convergent or, if asymptotic, Borel summable,22 which
is not unlikely to be the case for the Dyson’s series of an
interacting Fermi gas. In addition, the exchange of the
two limits, t → ∞ and U → 0, is expected to hold in
the adiabatic limit, i.e. if we subsequently send  → 0,
which corresponds to the conventional equilibrium per-
turbation theory that is believed to be convergent for
a three-dimensional Fermi liquid. Therefore, if the ex-
change of the two limits were not possible but for → 0,
that should translate into a singular behaviour in , which
we do not find any trace of within time-dependent per-
turbation theory.
B. A clever observable
In order to test the consistency of the thermalization
hypothesis, we shall focus on the charge structure factor
S(q), i.e. the Fourier transform of the static density-
density correlation function S(r) = 〈nr n0〉 − n2, where
nr is the density operator and n its average.
At equilibrium, a three-dimensional Landau-Fermi liq-
uid at zero temperature has equal-time density-density
correlations that decay as a power-law
S(r, U, T = 0) ∼ 1
r4
. (13)
4However, at any finite temperature T 6= 0,
S(r, U, T ) ∼ exp
(
− 2piT
vF
r
)
, (14)
decays exponentially, thus revealing the quantum-critical
nature of the Fermi-liquid ground state that is spoiled as
soon as temperature is turned on. We also mention that
Eqs. (13) and (14) actually hold both in the absence
and in the presence of the interaction U , which just af-
fects the pre-factors and the Fermi velocity vF but not
the exponent in (13) that is universal and depends only
on the dimensionality d, equal 3 in our case. In the lan-
guage of critical phenomena, we could say that a repul-
sive interaction is a marginally irrelevant perturbation to
the quantum-critical non-interacting Fermi sea, whereas
temperature is relevant.
Eqs. (13) and (14) can be readily derived in the ab-
sence of interaction. Here,
S0(r, T ) = n δr0 − 2G0(r, T )2, (15)
with G0(r, T ) = 〈c†rσc0σ〉0, which, for kF r  1 reads
G0(r, T ) ' − TkF
pivF r sinh
(
piTr/vF
) [ cos (kF r)
− piT
vF kF
sin
(
kF r
)
coth
(
piTr/vF
)]
, (16)
being kF the Fermi momentum. G0(r, T ) thus decays as
r−2 at T = 0 but exponentially at any T 6= 0. As a
consequence, the Fourier transform S0(q, T ) of S0(r, T )
is non-analytic when T = 0 at |q| → 0 (as well as at
|q| ∼ 2kF )
S0(q, T ) = k
2
F |q|/6pi2, (17)
but turns analytic as soon as T 6= 0, specifically
S0(q→ 0, T ) = 2T ρ0 +O(q2), (18)
with ρ0 the single-particle density of states at the chem-
ical potential. For the reasons discussed above, the same
change of analytic behavior occurs even for the interact-
ing charge structure factor S(q, U, T ); interaction just
modifies the single-particle density of states turning it
into the quasi-particle one. In conclusion, the analytic
properties of the charge structure factor for |q| → 0
neatly discriminate between power-law or exponentially
decaying correlations in real space, see the Appendix A
for more details.
Let us move back to our problem of interest. If ther-
malization indeed holds, according to the above discus-
sion we must conclude that, while initially the structure
factor S(t,q, U), i.e. the Fourier transform of S(t, r, U) =
〈Ψ(t) | nr n0 |Ψ(t)〉 − n2, is equal to S0(q, 0), hence non-
analytic, in the steady state
lim
t→∞S(t,q, U) ≡ S∗(q, U) (19)
= S
(
q, U, T∗(U)
) ∼ 2T∗(U) ρ0 +O(q2),
namely its analytic properties should totally change dur-
ing the time evolution. Within perturbation theory, such
an analyticity switch must show up as a singularity in
the perturbative expansion. Indeed, if we first expand
S(q, U, T ) in U and T = T∗(U) ∼ U , and only after we
take q→ 0, then we would find through Eq. (7) that for
small |q|
lim
U→0
d2S
(
q, U, T∗(U)
)
dU2
' 32pi
2ρ20
k2F
g()2
|q|
= lim
U→0
lim
t→∞
∂2S(t,q, U)
∂U2
. (20)
It follows from Eq. (20) that the second order Taylor
coefficient of the steady-state structure factor must be
singular as |q| → 0 if thermalization occurs. This is
what we shall try to verify under the Assumption 1 that
specifically corresponds to approximate
S∗(q, U)
?' S0(q) + U lim
t→∞ limU→0
∂S(t,q, U)
∂U
+
1
2
U2 lim
t→∞ limU→0
∂2S(t,q, U)
∂U2
, (21)
which we caution once more it is not rigorous unless the
two limits U → 0 and t→∞ commute.
III. SECOND ORDER PERTURBATION
THEORY RESULTS
The occurrence of thermalization can thus be readily
confirmed by verifying whether the second order correc-
tion to S(t → ∞, U,q) is singular as |q| → 0, a check
that can be easily performed if Eq. (21) is taken to be
valid. This is an elementary though lengthy calculation,
which we thoroughly describe in the Appendix B. The
outcome is however totally unexpected. First of all, we
find that the approach to the steady state is perfectly de-
fined within perturbation theory and provided the ther-
modynamic limit is taken first. For instance, at first order
and in the sudden quench limit, →∞, we find that
S(t,q, U) ' S0(q) (22)
−4U
ˆ
0
dω1 dω2 ρq(ω1) ρq(ω2)
1− cos (ω1 + ω2) t
ω1 + ω2
,
where hereafter momentum and energy are in units of kF
and the Fermi energy F , respectively. Since for small
|q| and ω ≤ vF |q|, the particle-hole density of states
ρq(ω) ∼ ω/vF |q|, the structure factor remains ∝ |q| at
first order in U , and the time-dependent term in (22) van-
ishes as a power-law in 1/t for large times. In addition,
and more remarkably, we find that in the steady-state the
second order corrections are not singular as predicted by
thermalization. Specifically and still for →∞,
S∗(q, U) ∼ A(U) +B(U) |q|+O(q2), (23)
5where
A = 8U2
ˆ
dp
(2pi)3
¨
0
dω1dω2
ρp(ω1)ρp(ω2)(
ω1 + ω2
)2 , (24)
and B = 1/6pi2+O(U), so that in real space S∗(r, U) still
has a power-law decaying term that coexists with an ex-
ponentially vanishing one starting at order U2. In other
words, even though an exponential component arises as
expected by thermalization, in contrast to it a power-law
component persists in the steady state. We note that
S∗(q, U)∼A+B |q| may also explains the contradictory
one-dimensional results of Ref. 23.
We end by pointing out that the absence of singular-
ities that we find up to second order, hence the appar-
ent breakdown of thermalization, depends crucially on
the vanishing particle-hole density of states at small fre-
quency, ρq(ω) ∼ ω, which is also the reason why Lan-
dau’s adiabatic assumption is not unlikely in spite of the
gapless spectrum. We believe this is not at all accidental.
IV. OUT-OF-EQUILIBRIUM EXTENSION OF
GALITSKII’S LOW DENSITY APPROACH
Going beyond leading order is in general unfeasible but
in limiting cases where a consistent re-summation of the
perturbative series is possible in terms of expansion pa-
rameters different from interaction. At equilibrium this
occurs for instance in a dense Fermi gas with long-range
Coulomb forces, or, alternatively, in the dilute limit with
short-range interactions, where Galitskii24 showed that
replacing the full interaction vertex with the ladder di-
agrams in the particle-particle channel provides results
valid at any order in interaction but at leading in the
density. This was shown to actually correspond to diag-
onalizing the Hamiltonian in the subspace that includes,
besides the Fermi sea, states with spin-singlet pairs of
holes and particles, inside and outside the Fermi sphere,
respectively.25 This approximate scheme is in turn close
to Anderson’s treatment of quantum fluctuation correc-
tions to the BCS mean-field theory of superconductiv-
ity,26 which we shall exploit to extend out-of-equilibrium
Galitskii’s theory. Indeed, let us suppose that quantum
fluctuations brought by interaction do not spoil com-
pletely the non-interacting Fermi sphere, which we shall
regard as the vacuum of the quantum fluctuations, hy-
pothesis to be verified a posteriori. We observe that[
c†k↑c
†
−k+q′↓, c−p+q↓cp↑
]
= −δkp c−k+q↓c†−k+q′↓
+δ−k+q ,−p+q′ c
†
k↑ck+q′−q↑, (25)
has a finite value on the Fermi sea only if k = p and q =
q′, in which case is either +1 or -1 depending whether
k and −k + q are both inside or outside the Fermi sea,
respectively. In the same spirit as e.g. bosonization,
we approximate the r.h.s. of Eq. (25) by its average
value on the Fermi sphere. Therefore, we associate to the
pair creation operator c†k↑c
†
−k+q↓, where k and −k + q
are both outside the Fermi sphere, a hard-core boson
creation operator b†k,q. Seemingly, we associate another
independent hard-core boson operator a†k,q to c−k+q↓ck↑,
where now both k and −k+q are inside the Fermi sphere.
Since[H0, c†k↑c†−k+q↓]=(k + −k+q) c†k↑c†−k+q↓, (26)
the non-interacting dynamics of the hard-core bosons can
be reproduced by mapping
H0 →
∑
q
∑
k
ωk,q
(
a†k,qak,q + b
†
k,qbk,q
)
, (27)
where ωk,q = |k + −k+q| > 0. In this scheme, the
Hamiltonian H = H0 + U U is thus mapped onto26
H∗ =
∑
q
Hq =
∑
q
[∑
k
ωk,q
(
a†k,qak,q + b
†
k,qbk,q
)
+
U
V
∑
k,p
(
b†kq − ak,q
)(
bpq − a†p,q
)]
. (28)
The vacuum of the hard-core bosons is the Fermi sea,
and the role of the interaction, second term on the r.h.s.
of Eq. (28), is to create pairs of holes and particles out
of the vacuum.
We observe that each Hq in Eq. (28) resembles the
Hamiltonian of hard-core bosons in the presence of a
local potential. We thence foresee that 〈a†k,qak,q〉 ∼
〈b†k,qbk,q〉∼1/V . Consequently, we expect it is safe to re-
lax the hard-core constraint, and regard ak,q and bk,q as
conventional bosons. Within this approximation, which
we verified a posteriori, it is relatively straightforward to
diagonalize Eq. (28), see the Appendix C.
The Hamiltonian (28) can be exploited to reproduce
the dynamical behaviour of certain electronic observ-
ables following a sudden quench. For instance, the time-
evolution of the momentum distribution, through the
equation of motion in˙k =
[H, nk], maps onto
np(t) '
{
1−∑q 〈ψ(t) | a†p,qap,q |ψ(t)〉 if |p| ≤ kF ,∑
q 〈ψ(t) | b†p,qbp,q |ψ(t)〉 if |p| > kF ,
so that the jump at the Fermi surface
Z(t) ' 1−
∑
q
〈ψ(t) | a†k,qak,q + b†k,qbk,q |ψ(t)〉, (29)
where |k| is on the Fermi sphere and |ψ(t)〉 is the boson-
vacuum evolved with the Hamiltonian (28). Through the
exact diagonalization of the latter, assuming a spherical
Fermi surface with energy dispersion k = k
2, which is
indeed appropriate in the low-density limit, we obtain
a steady state value of the jump at the Fermi surface
Z∗ = Zeq + δZ∗, see the Appendix C, where
6δZ∗ = − (kFa)
3
8pi2
ˆ 2
0
q dq
[ˆ q(2−q)
0
dω
∣∣∣T (− ω + i0+,q)∣∣∣2ˆ
0
d
NOUT(,q)(
ω + 
)2 +ˆ q(2+q)
0
dω
∣∣∣T (ω − i0+,q)∣∣∣2ˆ
0
d
NIN(,q)(
ω + 
)2
]
, (30)
with a the lattice spacing and Zeq the equilibrium value at zero temperature
24
Zeq. = 1− (kFa)
3
8pi2
ˆ 2
0
q dq
[ ˆ q(2−q)
0
dω
ˆ
0
d
pi
=mT (− i0+,q)(
+ ω
)2 + ˆ q(2+q)
0
dω
ˆ
0
d
pi
=mT (− + i0+,q)(
+ ω
)2
]
.
The function of complex variable T (z) defined through
U T−1(z,q) = 1− U χ(z,q) = 1 + U
ˆ
0
d
NIN(,q)
z + 
−U
ˆ
0
d
NOUT(,q)
z −  , (31)
is just the usual T -matrix, with χ(z,q) the non-
interacting Cooper bubble, NIN(,q) and NOUT(,q) the
density of states of a pair of holes and particles, respec-
tively, at total momentum q. In particular, if we expand
up to second order in U we find that 1−Z∗ = 2
(
1−Zeq.
)
,
in agreement with Ref. 16.
Following Galitskii24, if χ0(z,q) is the Cooper bubble
of two electrons in the vacuum, then
T (z,q) ' T0(z,q) +T0(z,q)2
(
χ(z,q)−χ0(z,q)
)
, (32)
where T0(z,q) is the scattering T -matrix in the vacuum.
Using the first order expansion (32) in Eq. (30), one
consistently obtains a value that is exact at any order
in the interaction U , but valid up to second order in
T0(z → 0) ∼ kF f0, where f0 is the scattering length of
two particles in the vacuum24.
We thus find that Z∗ in the steady state remains
strictly finite, though smaller than at equilibrium, at
leading order in the density but infinite in U . The sim-
plest interpretation of this result is that the momentum
distribution jump does not thermalize at low density at
any order in perturbation theory, which is consistent with
the previous second order calculation. Indeed the discon-
tinuity of nk at the Fermi surface implies a Friedel-like
behaviour of the steady-state single-particle density ma-
trix G∗(r) = 〈c†rσc0σ〉t→∞ ∼ cos
(
kF r
)
/r2, at odds with
the thermalization prediction of an exponential decay.
Even though the above results are valid at any order
in U , still an expansion in the small parameter kF f0 is
assumed. Therefore also in this case in order for the
results to be representative of the actual steady-state we
have to assume like before that the two limits of t→∞
and kF f0 → 0 commute for the Taylor coefficients of the
expansion in powers of kF f0.
V. DISCUSSION
We have presented two separate calculations both of
which show that the power-law decay of the equal-time
correlations characteristic of a Fermi sea seems to survive
the switching of a very weak interaction, even when not
adiabatically slow. This contrasts the expectation that
the excess energy supplied in the switching process, when
it is not adiabatic, should heat the system hence effec-
tively rise its internal temperature. The common-sense
reaction to those results would be they are not valid be-
cause time-dependent perturbation theory is unjustified
as t→∞. The argument would be that, even if we have
not encountered any singularity as the time t → ∞ up
to second order, it is certain that at some higher order a
singularity arises invalidating also the second order cal-
culation. We emphasise that should perturbation theory
be indeed ill-defined, then a singularity should be acces-
sible in perturbation theory simply because the effective
temperature that corresponds to the injected energy is
perturbative in the interaction. Therefore, if an expo-
nential decay e−γ t arises, which we do not find evidence
for up to second order, the decay rate must be pertur-
bative in the interaction, hence at some high order it
must show up through a correction growing linearly with
t. Evidently we cannot exclude this is indeed the case,
hence that our second order calculation does not allow
to conclude that thermalization is absent.
Even though a lot of reasonable arguments can be
invoked to argue that thermalization must finally take
place, nevertheless there are also counterarguments that
one can envisage, some of which we shall list here, which
leave open this issue hence worth to be further investi-
gated.
A. Fermi liquid many-body spectrum
According to Landau,1,2 a low excitation energy δE of
a Fermi liquid can be parametrized in terms of the devi-
ations δnkσ from equilibrium of the quasiparticle occu-
pation numbers at momentum k and spin σ, and Taylor
expanded as
δE
[
δn
] ' ∑
kσ
k∗ δnkσ (33)
7+
1
2
∑
kk′,σσ′
fkσ,k′σ′ δnkσ δnk′σ′ +O
(
δn3
)
.
Because of the correspondence between non-interacting
and interacting low-energy many-body eigenstates, the
entropy of a non-equilibrium quasiparticle population co-
incides with that of non-interacting particles, which, to-
gether with Eq.(33), allow to calculate finite tempera-
ture properties that it is well known reproduce the cor-
rect thermodynamic behaviour of a Fermi liquid for tem-
perature T . TF . This implies that Eq.(33) describes
the many-body eigenvalue spectrum over a macroscopic
energy interval above the ground state, ∆E . V TF .
Unsurprisingly, the level statistics that corresponds to
the energy functional (33) has a Poisson distribution27,28
characteristic of an integrable system, even though a
three-dimensional interacting Fermi gas is supposedly not
integrable. It was suggested in Ref. 29 that a non-
integrable model whose low-energy properties can be de-
scribed by an integrable effective Hamiltonian, which is
the case of a Landau-Fermi liquid, will posses Poisson’s
level statistics of the low-energy many-body spectrum,
while the full many-body spectrum will obviously have
a Wigner-Dyson’s distribution. If that conjecture were
true, it would imply no equipartition of the low energy
density  TF that is injected during the switching pro-
cess, which might explain our results.
B. Locality of observables and thermalization
Rigorously speaking, thermalization can be justified
only when the Hamiltonian density is local and in refer-
ence to local observables. In this situation, one reason-
ably expects that the reduced density matrix of a subsys-
tem, with the rest of the system playing the role of a dis-
sipative bath, will evolve towards a Maxwell-Boltzmann
distribution in the steady state, so that any subsystem
observable will indeed thermalize.
On the contrary, long range correlations are non-local
observables hence it is not guaranteed they are going to
thermalize. Indeed, while the interaction
U U = U
∑
R
nR↑ nR↓, (34)
is local in real space, it is infinitely long-ranged in mo-
mentum space
U U = U
V
∑
k,p,q
c†k↑c
†
p+q↓cp↓ck+q↑. (35)
Therefore it is not evident that an observable local in
momentum space may thermalize.
Note that the restriction of the notion of thermaliza-
tion to observables that are local in real space would
have no contradiction with our findings and no inconsis-
tency as well with the adiabatic assumption at the basis
of Landau’s Fermi-liquid theory, since the latter mainly
concerns long-wavelength properties. Indeed, the long-
wavelength limit of the static structure factor or the mo-
mentum distribution close to kF are, rigorously speaking,
not “local observables”.
C. Relevance/irrelevance of interaction at the
Fermi liquid quantum critical point
We mentioned several times that a Fermi sea can be
regarded as a quantum critical state of matter. At zero
temperature all equal-time correlations decay as a power-
law in the distance, with universal exponents that de-
pend only on the dimensionality d, while at any finite
temperature the decay turns exponential in the distance.
From the viewpoint of criticality, a repulsive interaction
in d > 1 plays the role of a marginally irrelevant per-
turbation that only changes the pre-factors of correla-
tion functions but does not affect the exponent of their
power-law decay.
In the language of critical phenomena one could be
tempted to conclude that the non-interacting Fermi sea
critical state is stable towards switching a weak repulsion
or, more generally, that the Landau-Fermi liquid critical
state survives weak changes of the repulsion strength.
If thermalization occurred, that statement would be in-
correct, since no matter how weak and slow the change
of interaction is, a finite temperature will be eventually
generated driving the system away from criticality.
The above question whether the irrelevant character of
a perturbation with respect to a quantum critical point
remains unaltered also when the switching process is not
adiabatic is to our knowledge still open.30,31 Therefore we
cannot exclude that the power-law decay of correlations
in a Fermi sea does survive the turning on of a weak
repulsion, hence that our results are correct.
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Appendix A: Remarks on the long-wavelength
structure factor S(q)
Here we recall the connection between the analytic
properties of the long-wavelength structure factor S(q)
and the behavior in real space of its inverse Fourier trans-
form, S(r). In three dimensions and assuming space
isotropy S(r) = S(r), we find
S(q) = S(q) =
ˆ
drS(r) e−iq·r
8=
4pi
q
ˆ ∞
0
rdr S(r) sin(qr). (A1)
Even though q = |q| is by definition positive, if we extend
artificially the domain of S(q) also to q ≤ 0, we readily
note that S(q) = S(−q) in an even function. Therefore
the Taylor expansion of S(q) near q = 0 must contain
even powers, q2n, and/or odd powers but of the absolute
value, |q|2n+1. In the latter case the function S(q), q ∈
[−∞,+∞], is not analytic at the origin (and presumably
also at q = ±2kF ).
Through Eq. (A1), we observe that, if S(r) vanishes
faster than any power of 1/r for r →∞, then only even-
order derivatives of S(q) are finite for q → 0; the function
is analytic. On the contrary, if S(r) ∼ 1/r2m for large r
and m ≥ 2, then the derivative of order 2m − 3 will be
finite at q = 0, i.e. S(q) will have a non-analytic behavior
S(q) ∼ |q|2m−3 at small q. In particular, if
S(r →∞) ∼ A e−r/ξ + B
r4
,
then
S(q → 0) ∼ 8pi ξ3A− pi2B |q|+O(q2).
Therefore, even though the term linear in q is sub-leading
with respect to the constant, its inverse Fourier trans-
form corresponds to a power-law decaying contribution,
which dominates over the exponentially vanishing one
that derives from the leading constant-in-q term 8pi ξ3A.
In other words, what discriminates between a power-law
with respect to an exponential decay of S(r) for large r
is just the finiteness of odd-order derivatives of S(q) at
q = 0.
Appendix B: Second order perturbation theory
We consider a Hamiltonian
H = H0 + U(t)U , (B1)
where the unperturbedH0 has eigenstates |n〉 with eigen-
values En, measured with respect to the ground state
energy. We shall assume that 〈n | U | n〉 = 0 for any
|n〉 and, in addition, that the Hamiltonian as well as the
eigenvalues are real.
We shall here consider a very general turning on of the
interaction,
U(t) = U
(
1− e−t) , (B2)
with  > 0, which interpolates between the sudden
switch,  → ∞, and the adiabatic one, send first t → ∞
and only later → 0. The reason is that, as we shall see,
there is not a dramatic difference between the adiabatic
→ 0 limit and the general case of finite , at least up to
second order. Since the former is known not to lead to
singularities as t → ∞, this suggests the same holds for
any  6= 0.
We assume that the system is initially in the ground
state | 0〉 of H0, and evolves at positive times with the
interacting Hamiltonian (B1). We study the time evolu-
tion by second order perturbation theory applied directly
to the Schrœdinger equation in the interaction represen-
tation. Namely we write the wavefunction as (~ = 1)
|Ψ(t)〉 = e−iH0t |Φ(t)〉, (B3)
where |Φ(0)〉 =|0〉, and set |Φ(t)〉 = ∑m≥0 Um |φm(t)〉,
where m is the order in perturbation theory, being |
φ0(t)〉 =|0〉 and, for any m > 0, |φm(0)〉 = 0. It readily
follows that
i ∂t |φm(t)〉 = U(t)
U
eiH0t U e−iH0t |φm−1(t)〉,
which leads to
e−iH0t |φ1(t)〉 =
∑
n 6=0
(
e−iEnt − 1
En
− e
−iEnt − e−t
En + i
)
Wn0 |n〉 ≡
∑
n 6=0
Wn0 Λ(En; t) |n〉, (B4)
e−iH0t |φ2(t)〉 =
{∑
n 6=0
|Wn0|2
[
1
E2n + 
2 −
1
E2n
+
e−iEnt
En
( 1
En
− 1
En + i
)
− e
−i(En−i)t
En − i
( 1
En
− 1
En + i
)
+i
1
En
(
t− 1− e
−t

)
− i 1
En + i
(
1− e−t)2
2
]}
|0〉
+
∑
n 6=0
|n〉
∑
m 6=0,n
WnmWm0
{
1
Em
[
e−iEnt − e−iEmt
En − Em −
e−iEnt − e−iEmt−t
En − Em + i
]
9− 1
Em
[
e−iEnt − 1
En
− e
−iEnt − e−t
En + i
]
− 1
Em + i
[
e−iEnt − e−iEmt
En − Em −
e−iEnt − e−iEmt−t
En − Em + i
]
+
1
Em + i
[
e−iEnt − e−t
En + i
− e
−iEnt − e−2t
En + 2i
]}
≡
(
A(t)− 1
)
|0〉+
∑
m 6=0,n
∑
n 6=0
WmnWn0 Ξ(Em, En; t) |m〉, (B5)
with Wnm = 〈n | U |m〉.
In the specific case of the Hubbard interaction,
H =
∑
kσ
k c
†
kσckσ +
U(t)
V
∑
kp
∑
Q6=0
c†k↑c
†
p+Q↓cp↓ck+Q↑
= H0 + U(t)U , (B6)
where the Q = 0 term is not included so to fulfill Wnn =
0 , ∀ | n〉, the matrix element Wn0, where | 0〉 is the
unperturbed Fermi sea, is finite only if
|n〉 = c†k↑c†p+Q↓cp↓ck+Q↑ |0〉, (B7)
where |k| > kF and |p+Q| > kF , hence refer to particles,
while |k + Q| ≤ kF and |p| ≤ kF , hence refer to holes.
The energy of this state is En = ωk,k+Q + ωp+Q,p =(
k − k+Q
)
+
(
p+Q − p
)
> 0, where energies are mea-
sured with respect to the chemical potential. The matrix
element is Wn0 = 1/V . At second order we must account
also for states with three and four particle-hole pairs be-
sides those with two.
We write the wavefunction up to second order as
|Ψ(t)〉 = A(t) |0〉+ |ψ1(t)〉+ |ψ2(t)〉, (B8)
where A(t) = 1 +O(U2), 〈0 | ψ1(t)〉 = 0 = 〈0 | ψ2(t)〉 and
| A(t) |2 +〈ψ1(t) | ψ1(t)〉 = 1 +O(U3). (B9)
We are interested in calculating up to second order the
average of the structure-factor operator Sq = nqn−q/V
at q 6= 0, which reads, through Eqs. (B9), (B4) and
(B5),
S(q, t) ' S0(q) +
(
〈ψ1(t) | Sq |0〉+ c.c.
)
+
(
〈ψ2(t) | Sq |0〉+ c.c.
)
+ 〈ψ1(t) | Sq − S0(q) |ψ1(t)〉
= S0(q) + U
∑
n 6=0
[
W0n Λ(En, t)
∗ 〈n | Sq |0〉+ c.c.
]
+ U2
∑
n 6=0,m
∑
m 6=0
[
W0mWmn Ξ(En, Em; t)
∗〈n | Sq |0〉+ c.c.
]
+U2
∑
n,m 6=0
W0mWn0 Λ(Em; t)
∗ Λ(En; t) 〈m | Sq − S0(q) |n〉 (B10)
where S0(q) = 〈0 | Sq | 0〉 is the structure factor of the
Fermi sea.
The equilibrium perturbation theory can be recovered
in the adiabatic limit, which amounts in Eqs. (B4) and
(B5) to set first t→∞ and then send → 0. Indeed, in
this limit we obtain
Λ→0(En; t) = − 1
En
, (B11)
Ξ→0(En, Em; t) =
1
EmEn
, (B12)
which are the well known expansion coefficients at sec-
ond order and at equilibrium. Therefore the equilibrium
perturbative expansion of the structure factor is
Seq(q) = lim
→0
S(q, t 1/) = S0(q)− U
∑
n 6=0
[
W0n
En
〈n | Sq |0〉+ c.c.
]
+ U2
∑
n6=0,m
∑
m6=0
[
W0mWmn
EnEm
〈n | Sq |0〉+ c.c.
]
+U2
∑
n,m 6=0
W0mWn0
EnEm
〈m | Sq − S0(q) |n〉, (B13)
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and we know it does not contain any singular term.
However, we are actually interested in the opposite
limit of a sudden switch, which amounts to send →∞
so that
Λ→∞(En; t) = −1− e
−iEnt
En
, (B14)
Ξ→∞(En, Em; t) =
1
Em
e−iEnt − e−iEmt
En − Em
− 1
Em
e−iEnt − 1
En
. (B15)
By means of Eqs. (B10) and (B13), and observing that
all matrix elements are real, we can write the structure
factor in the sudden limit as
S(q, t) =Seq.(q) + U
∑
n 6=0
[
W0n
(
Λ→∞(En, t)∗ − Λ0(En, t)∗
)
〈n | Sq |0〉+ c.c.
]
+ U2
∑
n 6=0,m
∑
m6=0
[
W0mWmn
(
Ξ→∞(Em, En; t)∗ − Ξ0(Em, En; t)∗
)
〈n | Sq |0〉+ c.c.
]
+ U2
∑
n,m 6=0
W0mWn0
(
Λ→∞(Em; t)∗ Λ→∞(En; t)− Λ0(Em; t)∗ Λ0(En; t)
)
〈m | Sq − S0(q) |n〉
=Seq.(q) + 2U
∑
n 6=0
W0n
cos(Ent)
En
〈n | Sq |0〉 (B16a)
+ 2U2
∑
n 6=0,m
∑
m 6=0
W0mWmn
(
1
Em
cos(Ent)− cos(Emt)
En − Em −
1
Em
cos(Ent)
En
)
〈n | Sq |0〉 (B16b)
+ U2
∑
n,m 6=0
W0mWn0
cos(Em − En)t− cos(Emt)− cos(Ent)
EnEm
〈m | Sq − S0(q) |n〉. (B16c)
In the thermodynamic limit the second term in Eq.
(B16a) can be written as
δS(1)(q, t) = 4U
¨
0
dω1 dω2 ρq(ω1) ρq(ω2)
cos
(
ω1 + ω2
)
t
ω1 + ω2
, (B17)
where ρq(ω) is the density of states of a particle-hole
excitation at momentum transferred q. The denomi-
nator vanishes at small frequencies but this singular-
ity is canceled by the numerator since, for ω  vF q,
ρq(ω) ∼ θ(2kF − q)ω/vF q. As a result, in the long time
limit Eq. (B17) vanishes with a power law in 1/t, so that
the steady-state S∗(q) after a sudden quench coincides
with the equilibrium Seq.(q) up to first order.
The explicit evaluation of Eqs. (B16b) and (B16c) as
well as their final expressions are simple though quite
lengthy. Therefore we prefer to show graphically all
terms that contribute. Their matrix elements have all
the same absolute value, equal to 1/V 3, apart from a
sign that is indicated in the figures.
Let us first consider the term in Eq. (B16b). The state
|n〉 includes two particle-hole (p-h) pairs at momentum
transferred q and −q and spin σ and σ′. The interme-
diate state |m〉 can be reached by the interaction both
from | n〉 and from | 0〉, hence it contains two p-h pairs
with opposite spin and transferred momenta. If σ′ = −σ,
the processes that bring |n〉 to |m〉 are shown in Fig. 1.
In the figure |m〉 contains two opposite-spin p-h pairs at
momenta q+Q and −q−Q.
If σ = σ′, the interaction must also flip two spins so
to lead to two opposite-spin p-h pairs. The processes are
shown in Fig. 2 with their signs.
The term in Eq. (B16c) has contributions whenever
two states |n〉 and |m〉, each that contains two p-h pairs
with opposite spin and momentum, can be connected by
Sq. In particular, the processes generated by nqσ n−q−σ
are shown in Fig. 3, where the states |n〉 and |m〉 have
two p-h pairs at opposite momenta ±Q and ±(Q + q),
respectively.
All processes that are produced by nqσ n−qσ are in-
stead drawn in Figs. 4 and 5. In particular, the lower
two panels of Fig. 4 refer to the case in which | n〉 has
two p-h pairs already at momenta ±q; the interaction
simply shifts rigidly one of the pair in momentum space,
in the figure the momentum shift is K.
Finally, Fig. 5 refers to the case in which |m〉 =| n〉.
Here for instance a particle is shifted by q and then comes
back to the initial position.
Since all states that contribute to Eqs. (B16b) and
(B16c) have two p-h pairs, their linearly vanishing densi-
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FIG. 1: (Color online) Scattering processes that refer to Eq.
(B16b). The circle represents the Fermi sphere, open dots
holes and solid ones particles. The initial particle-hole pairs
in |n〉 are encircled and have opposite spins. The scattering
process, i.e. the motion of particles/holes indicated by the
arrows, leads to a new state |m〉.
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FIG. 2: (Color online) Same as Fig. 1 but for initial pairs
that have the same spin.
ties of states at low energy compensate the singularity of
the denominators. Therefore the sums, which become in-
tegral over a continuous spectrum of degrees of freedom,
are all convergent. Even more, all terms but one vanish
as a power in 1/t for large times. In fact, even though in
the sense of distributions,
cosEt− cosE′t
E′(E − E′) −−−→t→∞ −δ(E) δ(E
′ − E) +O
(
1
t
)
,
cos(E − E′)t
EE′
−−−→
t→∞ δ(E) δ(E
′) +O
(
1
t
)
,
_
++
σ
−σ
−σσ
Q
q
_
FIG. 3: (Color online) Scattering processes that refer to Eq.
(B16c) and are produced by nqσ n−q−σ . The sign of the
process is indicated and the initial particle-hole pairs in | n〉
are encircled.
σ
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Q
σ
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−σ
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−σ
−σ+
Q=q
σ
σ
K
−q
+
FIG. 4: (Color online) Scattering processes that refer to Eq.
(B16c) and are produced by nqσ n−qσ . The sign of the pro-
cess is indicated and the initial particle-hole pairs in |n〉 are
encircled.
those singularities are killed by the vanishing density of
states of p-h excitations, leading to a null result for t→
∞.
The only term that actually survives is the one shown
in Fig. 5, which corresponds to the case | n〉 =| m〉 in
Eq. (B16c). We observe that, if we send |q| → 0 before
taking the limit t → ∞, this term would be canceled
by those shown in the upper panels of Fig. 4. This
simply reflects the trivial fact the S(q = 0, t) = 0. The
correct procedure is instead to first reach the steady-state
12
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Q
q
+ +
FIG. 5: (Color online) Scattering processes that refer to Eq.
(B16c) and are produced by nqσ n−qσ in the case in which
|n〉 =|m〉. The sign of the process is indicated and the initial
particle-hole pairs in |n〉 are encircled.
t → ∞, and only after send |q| → 0. In this way we do
find a finite steady-state contribution from Eqs. (B16b)
and (B16c), which reads
δS
(2)
∗ (q) =
4U2
V 3
∑
kpQ
nk n¯k+Q np+Q n¯p
{
(B18)
n¯k+Q+q(
ωk+Q,k + ωp,p+Q
)(
ωk+Q+q,k + ωp,p+Q
)
+
nk−q(
ωk+Q,k + ωp,p+Q
)(
ωk+Q,k−q + ωp,p+Q
)},
where nk = θ
(
kF − |k|
)
is the momentum distribution
of the Fermi sea and n¯k = 1 − nk. If we now take the
limit q → 0, we find a term δS(2)∗ (0) that is finite plus
a correction that starts linear in |q|. Specifically, since
n2k = nk,
δS
(2)
∗ (0) =
8U2
V 3
∑
kpQ
nk n¯k+Q np+Q n¯p(
ωk+Q,k + ωp,p+Q
)2 (B19)
= 8U2
ˆ
dQ
(2pi)3
¨
0
dω1dω2
ρQ(ω1)ρQ(ω2)(
ω1 + ω2
)2 ,
and is finite, i.e. not singular. The leading correction to
δS
(2)
∗ (0) reads
δS
(2)
∗ (q)− δS(2)∗ (0) = −8U
2
V 3
∑
kpQ
n¯k+Q np+Q n¯p(
ωk+Q,k + ωp,p+Q
)(
ωk+Q,k−q + ωp,p+Q
) nk n¯k−q
' −|q| U
2
4
ˆ
dQ
(2pi)3
1
Q
ˆ Q(2+Q)
Max
[
0,Q(Q−2)
] dω1 ˆ
0
dω2 ρQ(ω2)
1(
ω1 + ω2
)2 +O(q2). (B20)
Therefore the second order correction to the coefficient
of the non-analytic term ∝ |q| in the steady-state differs
from that at equilibrium.
Appendix C: Diagonalization of the effective
Hamiltonian for the p-p and h-h excitations in the
low density limit
In this section we explicitly diagonalize the Hamilto-
nian
H∗ =
∑
Q
HQ =
∑
Q
[∑
k
ωk,Q
(
a†k,Qak,Q + b
†
k,Qbk,Q
)
+
U
V
∑
k,p
(
b†kQ − ak,Q
)(
bpQ − a†p,Q
)]
, (C1)
relaxing the hard-core constraint. In Eq. (C1) b†k,Q cre-
ates two particles outside the Fermi sea with momenta
k, spin ↑ and −k+Q, spin ↓, i.e. Q is the total momen-
tum of the pair. On the contrary, a†k,Q creates two holes
within the Fermi sea, one at momentum k, spin ↑, and
the other at momentum −k+Q, spin ↓. We recall that
H∗ describes the excitations of the Fermi sea brought
by the interaction in the dilute limit. Hereafter we shall
use dimensionless units in which momentum is in units
of kF , energy in units of F = ~2k2F /2m, and time in
units of ~/F . In addition, the constraint of being out-
side or inside the Fermi sea will be implicitly hidden in
the definition of bk,Q and ak,Q, respectively.
We start by noting that a pair of holes requires Q ≤ 2
(2kF in dimensional units), so that
H∗ =
∑
k,Q:|Q|≤2
ωk,Q a
†
k,Qak,Q + ωk,Q b
†
k,Qbk,Q
+
U
V
∑
k,p,Q:|Q|≤2
(
b†p,Q − ap,Q
)(
bk,Q − a†k,Q
)
(C2)
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+
∑
k,Q:|Q|>2
ωk,Q b
†
k,Qbk,Q +
U
V
∑
k,p,Q:|Q|>2
b†p,Qbk,Q.
The last two terms are diagonalized by a simple unitary
transformation, while the former two by a generalized
canonical transformation, which we shall focus on first.
Let us therefore diagonalize H∗ in a subspace at fixed
Q such that Q ≤ 2. For simplicity we shall drop the label
Q. We define the canonical transformation
ak =
∑

Uk α +
∑

Vk β
†
 ,
b†k =
∑

Zk β
†
 +
∑

Wk α ,
where Uˆ and Zˆ are square real matrices, while Vˆ and Wˆ
are still real but in general rectangular – the number of
holes being much smaller than the number of particles in
the low-density limit – satisfying
U UT − V V T = I,
Z ZT −W WT = I,
U WT − V ZT = 0,
UT U −WT W = I,
ZT Z − V T V = I,
UT V −WT Z = 0.
The inverse transformation then reads
α =
∑
k
Uk ak −
∑
k
Wk b
†
k,
β† =
∑
k
Zk b
†
k −
∑
k
Vk ak.
We define the matrix A with elements
Akp = ωk δkp +
U
V
,
for |k| ≤ 1 and | − k + Q| ≤ 1 (≤ kF in dimensional
units), the matrix B with elements
Bkp = ωk δkp +
U
V
,
for |k| > 1 and | − k+Q| > 1, and finally the matrix D
with elements
Dkp = −U
V
,
which couples the interior to the exterior of the Fermi
sphere. The interaction U is also measured in units of
F . With the above definitions, the diagonalization of
the Hamiltonian corresponds to the eigenvalue equation(
A D
−DT −B
) (
U V
W Z
)
=
(
U V
W Z
)(
 0
0 −
)
The solution can be readily found. Specifically, the eigen-
values satisfy
1 =
U
V
IN∑
k
1
− ωk −
U
V
OUT∑
k
1
+ ωk
≡ U χ(−),(C3)
1 =
U
V
OUT∑
k
1
− ωk −
U
V
IN∑
k
1
+ ωk
≡ U χ(), (C4)
where the suffix IN means |k| ≤ 1 and | − k + Q| ≤ 1,
while OUT refers to |k| > 1 and | − k+Q| > 1. In fact,
one can solve for any x ≶ 0,
U χ(x) =
U
V
OUT∑
k
1
x− ωk −
U
V
IN∑
k
1
x+ ωk
= 1, (C5)
and set the positive solutions to  and the negative ones
to −. The coefficients of the canonical transformation
read
Uk =
√
U
V
N
1
− ωk ,
Wk =
√
U
V
N
1
+ ωk
,
Zk =
√
U
V
N
1
− ωk ,
Vk =
√
U
V
N
1
+ ωk
,
with the parameters N and N that should be de-
termined by imposing the transformation to be indeed
canonical, i.e.
1 = N2
U
V
IN∑
k
1(
− ωk
)2 −N2 UV
OUT∑
k
1(
+ ωk
)2 ,
1 = N2
U
V
OUT∑
k
1(
− ωk
)2 −N2 UV
IN∑
k
1(
+ ωk
)2 ,
0 = NN
IN∑
k
1(
− ωk
)(
+ ωk
)
−NN
OUT∑
k
1(
− ωk
)(
+ ωk
) .
We observe that the last condition is also equivalent to
0 = NN
IN∑
k
1(
− ωk
)(
+ ωk
)
−NN
OUT∑
k
1(
− ωk
)(
+ ωk
)
= V
NN
+ 
[
χ(−)− χ()
]
= 0,
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hence is automatically satisfied because of the eigenvalue
equations (C3) and (C4).
We conclude by noting that the same calculation can
be carried out also for Q > 2. In this case there are no
a-bosons, and one only needs to find the unitary trans-
formation Zk, i.e. one has to solve
1 =
U
V
OUT∑
k
1
− ωk , (C6)
and define
Zk =
√
U
V
N
1
− ωk ,
where
N−2 =
U
V
OUT∑
k
1(
− ωk
)2 .
1. Continuum limit
A proper definition of a steady-state requires to take
first the thermodynamic limit, hence to turn all finite
sums into integrals over a continuum of degrees of free-
dom, and only afterwards send the time t→∞.
In order to understand what the above formulas mean
in the continuum limit, we may follow the different
route to solve the problem at equilibrium within the
Matsubara technique. We would find for instance that
the imaginary-time Fourier transforms of Gb(τ,k) =
−〈Tτ
(
bk(τ) b
†
k
)〉 and Ga(τ,k) = −〈Tτ(ak(τ) a†k)〉 read
Gb(iΩ,k) =
1
iΩ− ωk +
1
V
T (iΩ)(
iΩ− ωk
)2 ,
Ga(iΩ,k) =
1
iΩ− ωk +
1
V
T (−iΩ)(
iΩ− ωk
)2 ,
where
T (iΩ) =
U
1− U χ(iΩ) , (C7)
is the usual definition of the T -matrix, with χ(z) the
Cooper bubble that actually corresponds to the same
function defined above continued in the complex fre-
quency plane. In the continuum limit χ(z) has a branch
cut on the real axis, specifically
χ(+ i0+)− χ(− i0+) = 2pii 1
V
IN∑
k
δ(+ ωk)− 2pii 1
V
OUT∑
k
δ(− ωk) ≡ 2piiNIN(−)− 2piiNOUT(),
where NIN(x) and NOUT(x) are defined only for x > 0
and correspond to the density of states of pairs of holes
and particles, respectively, at total momentum Q. Intro-
ducing back the dependence on Q and in dimensionless
units,
1
(kFa)
3 NIN(,Q) = θ
(
Q(2−Q)− 
) 
16pi2Q
+θ
(
−Q(2−Q)
)
θ
(
(2 +Q)(2−Q)− 2
) √4− 2−Q2
16pi2
, (C8)
1
(kFa)
3 NOUT(,Q ≤ 2) = θ
(
Q(2 +Q)− 
) 
16pi2Q
+ θ
(
−Q(2 +Q)
) √4 + 2−Q2
16pi2
, (C9)
1
(kFa)
3 NOUT(,Q > 2) = θ
(
2− (Q+ 2)(Q− 2)
)
θ
(
Q(Q− 2)− 
) √2+ 4−Q2
16pi2
+θ
(
−Q(2−Q)
)
θ
(
Q(2 +Q)− 
) 
16pi2Q
+θ
(
−Q(2 +Q)
) √2+ 4−Q2
16pi2
, (C10)
where a is the lattice spacing.
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We then note that, in the limit of zero temperature,
〈b†kbk〉 = −T
∑
Ω
eiΩ0
+
Gb(iΩ,k) =
U
V
ˆ ∞
0
d
1(
+ ωk
)2 U NIN()(
1− U χ′(−))2 + pi2 U2NIN()2 ,
〈a†kak〉 = −T
∑
Ω
eiΩ0
+
Ga(iΩ,k) =
U
V
ˆ ∞
0
d
1(
+ ωk
)2 U NOUT()(
1− U χ′())2 + pi2 U2NOUT()2 ,
where χ′() = <eχ( − i0+). On the other hand, if we
calculate the above average values directly via exact di-
agonalization, we find
〈b†kbk〉 =
U
V
∑

N2
1(
+ ωk
)2 ,
〈a†kak〉 =
U
V
∑

N2
1(
+ ωk
)2 ,
showing that, in the continuum limit
∑
 →
´
d,
U N2 →
1
pi
=mT (−+ i0+) = NIN(),
U N2 →
1
pi
=mT (− i0+) = NOUT().
2. Time dependent averages
The advantage of the exact diagonalization is to allow
calculating the out-of-equilibrium evolution after sud-
denly switching on U at time t = 0, without solving
any integral equation. The initial state is thence the vac-
uum of the original bosons, but the operators are time-
evolved with the U 6= 0 Hamiltonian. By means of the
exact-diagonalization, we find that, for Q ≤ 2,
〈α†(t)α′(t)〉 = NN′ ei(−
′)t U
V
OUT∑
p
1(
+ ωp
)(
′ + ωp
) ,
〈β† (t)β′(t)〉 = NN′ ei(−
′)t U
V
IN∑
p
1(
+ ωp
)(
′ + ωp
) ,
〈α†(t)β† (t)〉 = −NN ei(+)t
U
V
OUT∑
p
1(
+ ωp
)(
− ωp
) ,
〈β† (t)α†(t)〉 = −NN ei(+)t
U
V
IN∑
p
1(
− ωp
)(
+ ωp
) .
All other averages can be obtained by the above ones, as
for instance
〈α′(t)α†(t)〉 = δ′ + 〈α†(t)α′(t)〉,
or
〈α(t)β (t)〉 =
(
〈β† (t)α†(t)〉
)∗
.
For Q > 2 the boson vacuum remains instead unaffected,
only the excitation energies are modified by interaction.
It follows therefore that, for Q ≤ 2,
〈a†k(t)ak(t)〉 =
U
V
∑

N2
1(
+ ωk
)2
+
U2
V 2
∑
′
cos (− ′)t N2 N2′
1(
− ωk
)(
′ − ωk
) OUT∑
p
1(
+ ωp
)(
′ + ωp
)
+
U2
V 2
∑
′
cos(− ′)t N2 N2′
1(
+ ωk
)(
′ + ωk
) IN∑
p
1(
+ ωp
)(
′ + ωp
)
−U
2
V 2
∑

2 cos
(
t+ t
)
N2 N
2

1(
− ωk
)(
+ ωk
) OUT∑
p
1(
+ ωp
)(
− ωp
) , (C11)
〈b†k(t)bk(t)〉 =
U
V
∑

N2
1(
+ ωk
)2
16
+
U2
V 2
∑
′
cos(− ′)t N2 N2′
1(
− ωk
)(
′ − ωk
) IN∑
p
1(
+ ωp
)(
′ + ωp
)
+
U2
V 2
∑
′
cos(− ′)t N2 N2′
1(
+ ωk
)(
′ + ωk
) OUT∑
p
1(
+ ωp
)(
′ + ωp
)
−U
2
V 2
∑

2 cos
(
t+ t
)
N2 N
2

1(
− ωk
)(
+ ωk
) IN∑
p
1(
+ ωp
)(
− ωp
) , (C12)
while, for Q > 2, 〈b†k(t)bk(t)〉 = 0.
The first terms on the right hand sides of Eqs. (C11)
and (C12) are the equilibrium values, hence all the rest
is due to the sudden quench. We observe that, because
of the eigenvalue equations,
U
V
IN∑
p
1(
+ ωp
)(
− ωp
) = U
V
OUT∑
p
1(
+ ωp
)(
− ωp
) = 1
+ 
[
1 +
U
V
IN∑
p
1
+ ωp
+
U
V
OUT∑
p
1
+ ωp
]
, (C13)
which therefore brings no singularity when  = ωp.
Since before the continuum limit is taken T (ωk) = 0,
if we consider a contour that run anti-clockwise closely
around the positive real axis, then
I¯ = U2
∑
′
N2 N
2
′
cos(t− ′t)(
− ωk
)(
′ − ωk
) F (, ′) = ˛ dz dz′
(2pii)2
T (z)T (z′)
cos(zt− z′t)(
z − ωk
)(
z′ − ωk
) F (z, z′),
where F (z, z′) = F (z′, z) is assumed analytic. We can now take the continuum limit and find that
I¯ →
 
0
d d′NOUT()NOUT(′)
cos(t− ′t)(
− ωk
)(
′ − ωk
) F (, ′)
−2T ′(ωk)
 
dNOUT()
cos(t− ωkt)(
− ωk
) F (, ωk) + T ′(ωk)2 F (ωk, ωk),
where
ffl
d (. . . ) means the Cauchy principal value inte- gration and T ′() = <eT (− i0+). Seemingly,
I = U2
∑
′
N2 N
2
′
cos(t− ′t)(
− ωk
)(
′ − ωk
) F (, ′) = ˛ dz dz′
(2pii)2
T (−z)T (−z′) cos(zt− z
′t)(
z − ωk
)(
z′ − ωk
) F (z, z′)
→
 
0
d d′NIN()NIN(′)
cos(t− ′t)(
− ωk
)(
′ − ωk
) F (, ′)− 2T ′(−ωk)  dNIN() cos(t− ωkt)(
− ωk
) F (, ωk)
+T ′(−ωk)2 F (ωk, ωk).
We are actually interested in the large-t limit. We ob- serve that
lim
t→∞
sin(t− ωkt)
− ωk = pi δ
(
− ωk
)
, (C14)
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so that
lim
t→∞ I¯ =
[
T ′(ωk)2 + pi2NOUT(ωk)2
]
F (ωk, ωk) =
∣∣∣T (ωk − i0+)∣∣∣2 F (ωk, ωk), (C15)
and
lim
t→∞ I =
[
T ′(−ωk)2 + pi2NIN(ωk)2
]
F (ωk, ωk) =
∣∣∣T (−ωk + i0+)∣∣∣2 F (ωk, ωk). (C16)
3. Steady state values
We are now in the position to evaluate the steady state
value of the Fermi distribution jump Z(t) defined by
Z(t) ' 1−
∑
Q
〈ψ(t) | a†k,Qak,Q+b†k,Qbk,Q |ψ(t)〉, (C17)
where |k| = kF and |ψ(t)〉 is the boson-vacuum evolved
with the Hamiltonian (C1). Once we set |k| = kF and
integrate over Q, the only terms in Eqs. (C11) and (C12)
than could survive in the t → ∞ limit are, apart from
the equilibrium values, the second ones. By the formulas
above, we thence find, inserting back the total momen-
tum label Q, that
〈a†k,Q(t)ak,Q(t)〉 →
1
V
ˆ
0
d
pi
=mT (− i0+,Q)(
+ ωk,Q
)2 + 1V ∣∣∣T (− ωk,Q + i0+,Q)∣∣∣2
ˆ
dω
NOUT(ω,Q)(
ωk,Q + ω
)2 , (C18)
〈b†k,Q(t)bk,Q(t)〉 →
1
V
ˆ
0
d
=mT (− + i0+,Q)(
+ ωk,Q
)2 + 1V ∣∣∣T (ωk,Q − i0+,Q)∣∣∣2
ˆ
dω
NIN(ω,Q)(
ωk,Q + ω
)2 . (C19)
As anticipated, the boson occupation numbers are ∼
1/V , thus justifying our discarding the hard-core con-
straint.
Through Eqs. (C17) – (C19) above, and by means of
Eqs. (C23) and (C25) below, we find that the steady
state value of Z∗ = Z(t→∞) reads
Z∗ = Zeq. − (kFa)
3
8pi2
ˆ 2
0
QdQ
{ˆ Q(2−Q)
0
dω
∣∣∣T (− ω + i0+,Q)∣∣∣2 ˆ
0
d
NOUT(,Q)(
ω + 
)2
]
+
ˆ Q(2+Q)
0
dω
∣∣∣T (ω − i0+,Q)∣∣∣2 ˆ
0
d
NIN(,Q)(
ω + 
)2
}
, (C20)
where
Zeq. = 1− (kFa)
3
8pi2
ˆ 2
0
QdQ
{ˆ Q(2−Q)
0
dω
ˆ
0
d
pi
=mT (− i0+,Q)(
+ ω
)2
+
ˆ Q(2+Q)
0
dω
ˆ
0
d
pi
=mT (− + i0+,Q)(
+ ω
)2
]}
, (C21)
is the equilibrium value at zero temperature24 and a the
lattice spacing.
4. Useful formulas
Let us consider a function F (Q,ωk,Q) and define as nk
the non-interacting momentum distribution. Because of
18
momentum isotropy
fIN(k) =
1
V
∑
Q
F (Q,ωk,Q)nk n−k+Q,
only depends on |k| = k. Therefore
fIN(kF ) = ρ
−1
0
1
V
∑
k
f(k) δ
(
k
)
= ρ−10
1
V
∑
Q
1
V
∑
k
δ
(
k
)
F (Q,ωk,Q)nk n−k+Q
= ρ−10
1
V
∑
Q
ˆ
0
dω ρIN(ω,Q)F (Q,ω), (C22)
where ρ0 is the non-interacting density of states at the
Fermi energy and
ρIN(ω) =
1
V
∑
k
δ
(
k
)
δ
(
ω − ωk,Q
F
)
nk n−k+Q
=
ρ0
4Q
θ
(
Q(2−Q)− ω) θ(2−Q). (C23)
Seemingly, if
fOUT(k) =
1
V
∑
Q
F (Q,ωk,Q)
(
1− nk
) (
1− n−k+Q
)
,
then
fOUT(kF ) = ρ
−1
0
1
V
∑
Q
ˆ
0
dω ρOUT(ω,Q)F (Q,ω),
(C24)
where
ρOUT(ω) =
1
V
∑
k
δ
(
k
)
δ
(
ω − ωk,Q
F
)
nk n−k+Q
=
ρ0
4Q
θ
(
Q(2 +Q)− ω). (C25)
The above expressions are useful to evaluate the momen-
tum distribution jump at kF .
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