Abstract. Let {qn} n≥0 be the sequence of polynomials orthonormal with respect to the Sobolev inner product
Introduction
Given 1 ≤ p < ∞, let W 1,p ([−1, 1], (w 0 , w 1 )) be the following weighted Sobolev space f (x)g (x)w 1 (x)dx.
Let P be the space of the polynomials with real coefficients. In general it is not true that P ⊆ W 1,2 ([−1, 1], (w 0 , w 1 )), but when it holds we can consider the sequence {q n } n≥0 of orthonormal polynomials with respect to (1.1) and for f ∈ W 1,2 ([−1, 1], (w 0 , w 1 )) its Fourier (or FourierSobolev) expansion in terms of {q n } n≥0 This definition of the Fourier-Sobolev expansion of f is purely formal and it is not obvious whether it converges to f . In fact, the solution of this problem can be very hard, or relatively easy, depending either of the sense of the convergence, or in terms of additional restrictions on f and the pair of weights (w 0 , w 1 ), (see for instance, [10, 11, 17, 18, 20] ).
The main goal of this work is to study necessary and/or sufficient conditions for the W 1,p ([−1, 1], (w 0 , w 1 ))-norm convergence of the Fourier-Sobolev expansion (1.2).
The structure of the paper it is as follows. Section 2 contains the notation as well as some basic background to be needed in the sequel. Section 3 is focused on the study of necessary and sufficient conditions for the W 1,p ([−1, 1], (w 0 , w 1 ))-norm convergence of the Fourier-Sobolev expansion (1.2) (see Theorems 3.1 and 3.2).
Previous definitions and notations
Following the ideas of [14] , the authors in [33] and [34] introduced general classes of Sobolev spaces appearing in the context of orthogonal polynomials on the real line. We will use the approach given in these papers to establish the Kufner-Opic type property as follows. 
Also, if J is any interval we say that w ∈ B p (J) if w ∈ B p (I) for every compact interval I ⊆ J. We say that a weight belongs to B p (J), where J is a union of disjoint intervals ∪ i∈A J i , if it belongs to B p (J i ), for i ∈ A.
Notice if v ≥ w in J and w ∈ B p (J), then v ∈ B p (J).
This class contains the classical Muckenhoupt A p weights appearing in Harmonic Analysis (see [8] ). Other properties of the class of weights of the Kufner-Opic type we will need in the sequel are contained in the following result. ((a, b) ). For any compact interval I ⊆ (a, b), there is a positive constant c 1 , which only depends on p, w, and I, such that
, then there is a positive constant c 2 , which only depends on p and w, such that
The proof of this Lemma will be not included here, however the reader can check it in [33] .
If J is any interval, AC loc (J) denotes the set of absolutely continuous functions in every compact subinterval of J. 
is a Banach space.
Let P be the space of polynomials with real coefficients. In general it is not true that
, (w 0 , w 1 )) and from Lemma 2.1 it follows in a straightforward way that
) is a Hilbert space and we can consider the sequence of orthonormal polynomials {q n } n≥0 associated with the inner Sobolev inner product
With these remarks in mind, we can give the following definition.
Definition 2.3. Let {q n } n≥0 be the sequence of orthonormal polynomials with respect to Sobolev inner product (1.1). For 1 < p < ∞ let us consider (w 0 , w 1 ) a vector of weights such that
) and x ∈ [−1, 1], for each n ≥ 0, we define the n-th Fourier-Sobolev partial sum
as well as the Fourier-Sobolev expansion of f by means the formal expression
In a similar way to the classical case, for each n ≥ 0 the n-th Fourier-Sobolev partial sum (2.4) induces a linear operator S n :
The following result shows that under the conditions of the definition 2.3, the convergence in W 1,p ([−1, 1], (w 0 , w 1 ))-norm of the Fourier-Sobolev expansion (2.5) is equivalent to the uniform boundedness of the operator S n , for each n. 
ii) There exists C > 0, independent of n, such that
Proof. i)⇒ii) Using the Hölder inequality,
Then for each n, we have
where
. Consequently, S n is a continuous operator for each n. Furthermore,
whereC(f ) is a constant independent of n. Thus, sup n∈N S n f W 1,p ([−1,1],(w 0 ,w 1 )) < ∞ and from Banach-Steinhaus theorem we obtain ii). 
Using that S n p = p, whenever n ≥ m, we have
and from these last inequalities we can deduce i).
The advantage of the previous result is that it allows us to work as in the case of L p [−1, 1], where a similar condition to ii) is stated for studying necessary conditions for the mean convergence of the Fourier expansions in terms of classical orthogonal polynomials (see [3, 23, 25, 27, 28, 29, 30, 31] , and more recently [16] ). w 1 ) ) is a Banach space, some of their properties can be easily deduced taking into account that W 1,p ([−1, 1], (w 0 , w 1 )) is a closed subspace of the cartesian product 
Proof. It suffices to follow the proof given in [1, Lemma 3.7] .
Proof. It suffices to consider the projection
given by Pf = (f, f ) and to follow the arguments of the proof presented in [1, Theorem 3.8].
Theorem 3.2. Let {q n } n≥0 be the sequence of orthonormal polynomials with respect to (1.1), (w 0 , w 1 ) be a pair of weights such that
If there exists C > 0, independent of n, such that
Proof. We apply the same argument as in [27] (see also [11, 37] ). Assume that (3.8) holds, then
with S −1 ≡ 0. Now, we consider the functionals L n on W 1,p ([−1, 1], (w 0 , w 1 )) given by
Hence, for every f ∈ W 1,p ([−1, 1], (w 0 , w 1 )) we have sup n {|L n f |} < ∞ and from the BanachSteinhaus theorem we obtain that sup n { L n } < ∞.
On the other hand, taking into account Proposition 3.1 we get
where q is the conjugate of p. Therefore
From the above inequality our statement follows.
3.1. Máté-Nevai-Totik theorems vs. Opic-Kufner type weights. In this section we include a well-known result of [16] , which allows to find necessary conditions for the convergence of the Fourier expansions in terms of orthogonal polynomials in 
In particular, if the above inferior limit is 0, then g = 0 a.e.
As an immediate consequence of the above theorem we get 
From Theorems 3.2 and 3.3 we get Theorem 3.4. Let 1 < p < ∞, {p n } n≥0 and {t n } n≥0 the sequences of orthonormal polynomials with respect to w 0 (x)dx and w 1 (x)dx, respectively. If there exists a constant C such that condition (ii) of Theorem 3.1 holds, then i)
Proof. From Theorem 3.2 we deduce that Therefore, when n = 0 i) follows in a straightforward way.
Let us consider the function g k (x) = q k (x)w Finally, we only need to prove the condition iii), taking into account similar arguments yield condition iv). On the other hand, using the Hölder inequality for finite sums we have Condition iii) is deduced from (3.9) and (3.10).
