In this paper, the central limit theorems for the density estimator and for the integrated square error are proved for the case when the underlying sequence of random variables is nonstationary. Applications to Markov processes and ARMA processes are provided.
Introduction
Let {Xi-(X!I),...,x!P)),i >_ 1} be a sequence of random variables with continuous d.f.'s (distribution functions) F i(x), >_ 1, x E R p.
Assume that the processes satisfies the absolute regularity condition maxE{ sup P(AI(r(Xi, 1 <_ <_ j))-P(A) } fl(rn)0 as rn---.
( Since a(m)_/(rn) _ p(m), it follows that if {Xi) is absolutely regular, then it is also strong mixing and if {Xi} is -mixing, it is also absolutely regular.
Suppose that the distribution function F n has a density fn, and F n converges to a distribu1Research supported by the Office of Naval Research Contract N00014-85-K-0648.
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MICHEL HAREL and MADAN L. PURI tion function F which admits a density f, and let f be an estimator of f based on Xl,...,X n defined below in (2.2).
In this paper, we establish the central limit theorems for the estimator f and for the integrated mean square error (I.M.S.E.) I n defined by I n / {f(x)-f(x)}dx.
(1.2)
An additional asymptotic property of the I.M.S.E. is also studied in (2.5).
Several authors have proved central limit theorems for f and I n when {Xn, n >_ 1} is a sequence of independent and identically distributed random variables (see, e.g., Cshrgo and Rvfisz [2] , Rosenblatt [11] and Hall [8] ). Later Takahata and Yoshihara [15] proved the central limit theorem for I n when {Xn, n >_ 1} is an absolutely regular strictly stationary sequence. See also Tran [16, 17] and Roussas and Tran [13] , and for a general theory, we refer to an excellent monograph of Devroyes and Gyorfi [5] . We may also mention the results of Roussas [12] for stationary Markov processes which are Doeblin recurrent and also the results of Doukhan and Ghinds [6] on the estimation in a Markov chain.
In this paper using some of the ideas of Takahata 
-- 
Proof: Since the proof of (2.12) is similar to that of (2.5), we only prove (2.11).
We have
Suppose the sequence {Xi} satisfies the conditions of Theorem 2.1. Then, at (2.11) (2.12)
The first term converges to zero from condition (2.4) and the second term converges to zero from Lemma 6.8.
3. Asymptotic Normality of the Estimator/,(x)
(3.1) 
(ii) the density functions/;(x, y) of F(x, y) exist for each j, (iii) second partial derivatives of f(x) and f(x, y) exist, are uniformly bounded and satisfy the Lipschitz condition of order one. Furthermore, all the second order partial derivatives of f(x) and of f(x,y) belong to the ball in LI(gP), and in LI( Proof: For brevity, we use the following notations
Hi, j(Xi, Xj) Hi, j(Xi, Xj)-E(Hi, j(Xi, Xj) The proofs of (4.8) and (4.9) are given in Lemma 6.4 and that of (4.10)in Lemma 6.7 in the Appendix. 
O(n-"r) + h2rAf(x) + O(h3) (from conditions (2.4) and (i)-(iii)), we obtains
From condition (2.4), we deduce Also I n + ,l n -+-Ln, say.
In--toO(n-I). Consider a sequence {Xi, k 1} of RP-valued random variables which is a Markov process with transition probability P(x; A) where A E %, % is the Borel afield of N p and x E N p.
Recall that the Markov process is geometrically ergodic if it is ergodic and if there exists 0 < p < 1 such that I I pn(x; )-#(" )11 o(pn) for all a.s. x e n p (5.1) where # is the invariant measure and pn the n-step transition probability.
We say that the process {Xi}i > 1 has u for initial probability measure if the law of pro.bability of X 1 is defined by u and-for any > 1, the law of probability Pi of X is defined by uP' 1.
For any probability measure u and any transition probability Q we denote by Q(R) u the probability measure defined on N 2p by f u(A B) /Q(x;A)u(dx) for any A x B % %.
B
The Markov process is called strongly aperiodic if for any x NP, the transition probability P(x;-) is equivalent to the Lebesgue measure.
The Markov process is called Harris recurrent if there exists a afinite measure u on P with u(NP) > 0 such that u(A) > 0 implies (P(x; X A i.o.) 1 for all x E R p. If the density function g of e 0 has three bounded first partial derivatives such that the first and second derivatives are integrable and satisfy
[y(J) lg(y)dy < oc and )g(y)dy P and if moreover, the density of the invariant measure satisfies condition (j) in Theorem 5.1, then the conditions of Theorem 5.1 are satisfied for the process defined in (5.5), because we have here a particular case of Markov process satisfying our conditions. The law of the process on which observations are taken is defined by the initial measure (i.e., the measure which defines the law of X0) and the transitional measures (defined from the formula (5.5)). From the fact that regardless of which is the initial measure, the density function of the measure of X n converges to the density function of the invariant measure, it is clear that if the process defined by (5.5) satisfies the above conditions of derivability, we can estimate the density f of the invariant measure by the estimator f defined in (2.2) for any initial measure of X 0 which admits a strictly positive density. Moreover, we can also apply the central limit theorem to f and I n to study the confidence regions based on these statistics. For example, if the initial measure is Gaussian, then X 0 admits strictly positive density. If the density function g of % and the function f admit the three bounded first partial derivatives and if the density of the invariant measure has bounded second derivatives which are integrable and the first derivatives are also integrable, then we are in the same situation as Theorem 5.2.
Applications to o-mixing
We can also under these conditions, estimate the density f by f for any initial measure which admits a strictly positive density.
Appendix
The Lemmas (6.1 to 6.3) are well known results and their proofs are not given. Lemma 6.1: Let Y1,...,Yn be random P vectors satisfying an absolutely regular condition with mixing rate fl(m).
Let h(Xl,...,xk) be a bounded Borel measurable function, i.e., h(Xl,...,xk) _< 61, then
where F (1) and F (2) are respectively d.f.'s of (Yil "'"Yi )j and (Yij + 1"" "'Y/k for I < 2 < k This Lemma is an extension of Lemma 2.1 of Yoshihara [18] and is proved in Harel and Puri [9] . Lemma 6.2: (Takahata and Yoshihara [14] 
On the other hand, by Lemma 6.1, (6.2), (6.5) and (6.7) we get J2 <_ o(n r h3p). Ill---h3pr(1 + o(1)). Now (6.9) follows from (6.11)and (6.12)and the proof is complete. From the continuity of g at x and (6.23), 11 tends to 0 if we let first n--+oc and then 6--,0. From (6.24) and (6.25), 12 tends to 0 and from (6.23), 13 tends to 0 as n--+oc. The proof follows. 
