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                \begin{document}$(\mathbf {x},U)$\end{document}$ and *ε* are independent.

Variable selection for high-dimensional data is a hot and important issue. Penalized regression methods have been widely used in the literature such as \[[@CR1]--[@CR5]\], and so on. Among these methods, bridge regression including lasso and ridge as two well-known special cases has been studied by many authors (e.g., \[[@CR6]--[@CR10]\]). \[[@CR11]\] studied adaptive bridge estimation for high-dimensional linear models. In addition, group structure of variables arise always in many contemporary statistical modeling problems. \[[@CR12]\] proposed a group bridge method which not only effectively removes unimportant groups, but also maintains the flexibility of selecting variables within identified groups. \[[@CR13]\] investigated an adaptive choice of the penalty order in group bridge regression.

The aforementioned model ([1](#Equ1){ref-type=""}) is just the partially linear model that originated from \[[@CR14]\]. The partially linear model is a common semiparametric model enjoying the interpretability and flexibility. Our contributions in this paper include: (1) we propose an adaptive group bridge method to achieve the group selection for a high-dimensional partially linear model; (2) we consider the choice of index *γ* in the adaptive group bridge and use leave-one-observation-out cross-validation (CV) to implement this choice. It can significantly reduce the computational burden; (3) we give the consistency, convergence rate and asymptotic distribution of the adaptive group bridge estimator which is the global minimizer of the objective function.

The rest of the article is organized as follows. Section [2](#Sec2){ref-type="sec"} gives the adaptive group bridge method. In Section [3](#Sec3){ref-type="sec"}, we show the assumptions and asymptotic results for the global adaptive group bridge estimator. Section [4](#Sec4){ref-type="sec"} shows computational algorithm and selection of tuning parameters. Simulation studies and real data are presented in Section [5](#Sec7){ref-type="sec"}. Section [6](#Sec10){ref-type="sec"} gives a short discussion. Technical proofs are relegated to Appendix.

Adaptive group bridge in the partially linear model {#Sec2}
===================================================
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Consider the following adaptive group bridge penalized objective function: $$\documentclass[12pt]{minimal}
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Asymptotic properties {#Sec3}
=====================

In this section, we show the oracle property of the parametric part. For convenience of the statement, we first give some notations. Define $\documentclass[12pt]{minimal}
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Corresponding to the partition of $\documentclass[12pt]{minimal}
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The following conditions are required for the B-spline approximation of function *f*. The distribution of *U* is absolutely continuous, and its density is bounded away from 0 and ∞.(Hölder conditions of $\documentclass[12pt]{minimal}
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Conditions (A1) and (A2) are commonly used. Condition (A3) holds under some conditions. The proof can be found in Lemmas 1 and 2 in \[[@CR15]\]. Condition (A4) is used to obtain the consistency of the estimator. Condition (A5) is needed in the proof of convergence rate. Condition (A6) is necessary to attain the asymptotic distribution.

Theorem 3.1 {#FPar1}
-----------

Consistency
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Theorem [3.1](#FPar1){ref-type="sec"} implies that under some conditions the estimators converge to the true values of parameters.

Theorem 3.2 {#FPar2}
-----------

Convergence rate
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This theorem states that the adaptive group bridge performs as well as the oracle \[[@CR16]\].

Computational algorithm and selection of tuning parameters {#Sec4}
==========================================================

Computational algorithm {#Sec5}
-----------------------

In this section, we apply the LQA algorithm proposed by \[[@CR3]\] to compute the adaptive group bridge estimate.
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Selection of the tuning parameters {#Sec6}
----------------------------------
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Simulation studies and application {#Sec7}
==================================

In this section, we investigate the finite sample performance of the adaptive group bridge method through simulations and a real data application.

Monte Carlo simulations {#Sec8}
-----------------------
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We compare the adaptive group bridge (AGB) with the group lasso (GL) and the group bridge (GB). The following three performance measures are calculated: $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$L_{2}$\end{document}$ loss of parametric estimate, which is defined as $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\|\widehat {\boldsymbol {\beta }}-\boldsymbol {\beta }_{0}\|$\end{document}$.Average number of nonzero groups identified by the method (NN).Average number of nonzero groups identified by the method that are truly nonzero (NNT).

Group selection results are depicted in Table [1](#Tab1){ref-type="table"}. The numbers in the parentheses in the columns labeled 'NN' and 'NNT' are the corresponding sample standard deviations based on the 100 runs. Boxplots of the $\documentclass[12pt]{minimal}
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From Table [1](#Tab1){ref-type="table"}, we can have the following observations: Both GB and AGB perform better than GL for all settings. All these three methods can retain all the true nonzero groups, but GL always keeps more redundant groups that are unrelated with the response than both GB and AGB.AGB performs much better for larger *σ* and $\documentclass[12pt]{minimal}
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Wage data analysis {#Sec9}
------------------

The workers' wage data from Berndt\[[@CR18]\] contains a random sample of 534 observations on 11 variables sampled from the current population survey of 1985. It provides information on wages and other characteristics of the workers, including continuous variables: the number of years of education, years of work experience, age and nominal variables: race, sex, region of residence, occupational status, sector, marital status and union membership. Our goal is to study the important factors for the wage, so it is reasonable to use our proposed method for these data.

From the residual plot, we can easily see that the variance of wages is not a constant. So the *log* transformation is used to stabilize the variance of wages. Due to the multicollinearity problem between age and experience, we need to get rid of either age or experience. Here we remove the age variable from the model. Xie and Huang \[[@CR15]\] analyzed these data without considering the transformation of *Y*. Furthermore, they did not consider group selection of factors. Similar to Xie and Huang \[[@CR15]\], we fit these data using a partially linear model with *U* being 'years of work experience'.

Table [2](#Tab2){ref-type="table"} reports estimated regression coefficients of GL, GB and AGB. All these three methods exclude marital status. We use the first 400 observations as a training dataset to select and fit the model, and use the rest of 134 observations as a testing dataset to evaluate the prediction ability of the selected model. The prediction performance is measured by the median of $\documentclass[12pt]{minimal}
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                \begin{document}$\hat{y}_{i}$\end{document}$'s are corresponding prediction values. The median absolute prediction errors of GL, GB and AGB are 0.3072, 0.3062 and 0.3022, respectively. Therefore, we can conclude that the AGB gives the smallest prediction error, so it is an attractive technique in group selection. Table 2**Estimates of the wage dataVariableDescriptionGLGBAGB**eduNumber of years of education0.06940.06680.0635south1 = southern region, 0 = other−0.0723−0.0679−0.0490sex1 = Female, 0 = Male−0.1999−0.1983−0.2031union1 = union member, 0 = nonmember0.19510.19340.2030race1 = other, 0 = White−0.0559−0.0585−0.05821 = Hispanic, 0 = White−0.0537−0.0615−0.0614occup1 = management, 0 = other0.18740.21730.25161 = sales, 0 = other−0.0797−0.0809−0.07211 = clerical, 0 = other0.01660.02620.04301 = service, 0 = other−0.1171−0.1173−0.11041 = professional, 0 = other0.15330.17680.2061sector1 = manufacturing, 0 = other0.08480.09120.09941 = construction, 0 = other0.05460.06220.0674marr1 = married, 0 = other0.00000.00000.0000

Discussion {#Sec10}
==========

This paper studies group selection for high-dimensional partially linear model with the adaptive group bridge method. We also consider the choice of *γ* in the bridge penalty. It is worth mentioning that we use 'leave-one-observation-out' cross-validation to select both *λ* and *γ*. This method can significantly reduce the computational burden. This is the first try to use this method in group selection for the partially linear model.

Appendix {#Sec11}
========

Proof of Theorem [3.1](#FPar1){ref-type="sec"} {#FPar4}
----------------------------------------------
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Proof of Theorem [3.3](#FPar3){ref-type="sec"} {#FPar6}
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