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Modeling of physical systems in the presence of uncertainties is critical in many
respects. Therefore it is necessary to quantitatively characterize these uncertain-
ties. There are two major types of problems with respect to uncertainty quan-
tification: inverse problems and forward problems. In inverse problems, it is
essential to estimate the uncertainties arising from limited observation data.
In forward problems, the main objective is to understand how input uncer-
tainties propagate and how they affect model responses. In spite of tremen-
dous progress made in the past few decades, the problems arising from high-
dimensional input remain a long-standing challenge. The focus of this thesis
is developing an efficient computational framework to overcome the curse of
dimensionality in both inverse and forward problems.
For inverse problems with high-dimensional input, we develop a Bayesian
computational framework in which the input field is discretized using a sparse
grid and represented by local basis functions associated with the collocation
points. Based on the hierarchical property of sparse grids, a sequence of hierar-
chical Bayesian models from coarse to fine scales is proposed. The sparse grid
also provides an efficient way of finding an optimal choice of basis functions
to approximate the spatially varying input, which leads to an adaptive refine-
ment strategy. As a result, it reduces the dimensionality of the inverse problem
and the computational cost of Bayesian inference. This Bayesian computational
approach is nonparametric and thus is applicable to various spatially varying
parameter estimation problems.
For forward problems with high-dimensional input, probabilistic graphical
models, which have been extensively used in machine learning and informa-
tion science, are employed to approximate the high-dimensional joint proba-
bility density functions that exist in uncertainty quantification. We combine
the graphical models and a popular model reduction technique, Karhunen-
Loe`ve expansion, to construct accurate stochastic input model for non-Gaussian
random fields. Furthermore, we develop a probabilistic graphical model
based methodology for uncertainty quantification in the presence of both high-
dimensional stochastic input and multiple scales. In this framework, the
stochastic input and model responses are treated as random variables. Their
relationships are modeled by graphical models which give explicit factorization
of the high-dimensional joint probability distribution. In this way, an efficient
inference algorithm, belief propagation, is applied to infer the statistics of model
responses directly on the graphwithout involving sampling-basedmethods and
expensive deterministic solvers.
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CHAPTER 1
INTRODUCTION
Physical systems generally have inherent randomness which could result from
uncertainties in boundary or initial conditions, material heterogeneities and so
on. It is therefore necessary to include parameters characterizing these uncer-
tainties into the model system. Hence, stochastic ordinary/partial differential
equations (SODEs/SPDEs) are constructed for uncertainty quantification. There
are two major types of problems with respect to uncertainty quantification: in-
verse problems and forward problems. In inverse problems, one converts ob-
served measurements (model responses) into information about the input. In
the context of uncertainty quantification, a Bayesian framework is often desir-
able as it efficiently captures the statistical properties of the input. In forward
problems, one generally studies the propagation of uncertainties across multi-
ple scales from the stochastic input space to the response space. In practice,
many important problems in both categories are related to modeling in high-
dimensional spaces. For example, the heterogeneity of subsurface in ground
water transport can be represented by multiscale fluctuations in the perme-
ability of the media. The multiscale features of these problems can result in
high-dimensional stochastic spaces which make it difficult to conduct an effi-
cient analysis. Over the past few decades, there have been many studies on
high-dimensional stochastic modeling. However, the curse of dimensionality
remains a challenging issue. The goal of this thesis is to develop new compu-
tational techniques for both inverse and forward problems towards improving
the efficiency of analysis of complex systems with high-dimensional input.
1
An important category of inverse problems is the identification of spatially
varying parameters using indirect data. A typical example is the permeability
estimation of the aquifer from flow data. The measurement error and inade-
quacy of models for complicated physical phenomena can reduce the accuracy
of the estimation [59, 45]. The deterministic approaches address these prob-
lems based on exact matching or least squares optimization without quantify-
ing the uncertainty of the solution [84]. Other alternative approaches based on
the spectral stochastic method or Bayesian inference [40, 85, 12, 93, 38] take into
account the statistical nature of inverse problems and provide full probabilistic
description of the computed fields. In Bayesian inference of spatially varying
parameters, finite element techniques are often used to discretize the unknown
field [49, 56]. Standard models for spatial data, such as Markov random field
(MRF) or Gaussian process (GP), are then used to model the spatially varying
parameters [49, 26, 56, 45, 5]. To increase the flexibility of the model, the process
convolution approach is used as an alternative [45, 56]. By convolving white
noise with a smoothing kernel, the unknown parameter field is approximated
as a superposition of kernel-type functions centered at various locations. The
inverse problem is then transformed to one that infers the coefficients of the ex-
pansion. However, these methods are based on some assumptions about the
spatial correlation and their performances deteriorate with the increase of com-
plexity, especially the dimensionality of the spatial fields. This challenge moti-
vated us to develop a newway of modeling the unknown field of spatially vary-
ing parameters with hierarchical representation of the parameter field based on
sparse grid interpolation. The sparse grid collocation (SGC) method uses the
Smolyak algorithm to construct an interpolation of the target function with hi-
erarchical grids and basis functions [79, 11]. The collocation points (nodes) are
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selected in a nested fashion to obtain many recurring points and basis functions
with increasing sparse grid levels [42, 54, 11]. In other words, the basis functions
are constructed on multiple scales, which can lead to an adaptive refinement
strategy for optimal choice of collocation points [54]. In this way, rapid changes
in the spatial field can be effectively captured and an optimal representation
of the spatially varying parameter with minimum requirement of collocation
points is achieved.
For uncertainty quantification in forward problems, most numerical meth-
ods solving SODEs/SPDEs are based on quantitative characterization of the
stochastic input. Hence, it is essential to construct a probabilistic model of
the random input from available information. The most common choice for
this purpose is the Karhunen-Loe`ve (KL) expansion which represents a random
field in terms of a linear combination of deterministic basis functions and or-
thonormal random variables called KL random variables. A finite number of
expansion terms are then retained to optimally reduce the number of random
variables needed to characterize the random field. Its nonlinear variant carries
out the same idea but deals with high-dimensional input in a feature space. In
a word, these methods project high-dimensional stochastic input into a lower-
dimensional space. In this way, samples of the random field can be generated
from finite dominant random variables. Generally, these model reduction tech-
niques are implemented numerically based on limited experimental data. Since
the analytic expression of the joint probability of random variables in the re-
duced space is intractable, it is desirable to construct a probabilistic model of
the KL random variables from data. The polynomial chaos (PC) expansions
are most commonly used for this purpose. While the joint distribution could
be nonstandard, PC expansions represent them in terms of specific standard
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random variables for computational expedience. For example, when Hermite
polynomials are applied, the expansion is a function of independent Gaussian
random variables. The PC coefficients can be evaluated by Galerkin projec-
tions due to the orthogonality of the polynomials [27]. In this framework, a
main challenge lies in modeling the joint probability density of random vari-
ables projected in a lower-dimensional space, e.g. the KL expansion random
variables. For a Gaussian random field, these variables are mutually indepen-
dent and it is straightforward to decompose the multivariate joint probability
to the product of 1D marginal probability density functions. Various methods,
parametric or nonparametric, can be employed to construct probabilistic mod-
els of these random variables individually from data. However, non-Gaussian
random fields are more realistic inmany instances, in which cases the joint prob-
abilities take more complex forms and thus are more difficult to estimate accu-
rately from limited data. As it is not realistic to construct a numerical model for
an arbitrary random vector based on its entire family of joint probabilities, most
common approaches focus on reduced objectives [68]. A typical one is to find
a model that has the same one-dimensional marginal probability distributions,
which implies that the random variables are mutually independent [73]. This
is easy to implement, but obviously, the joint probability of random variables
of non-Gaussian random fields cannot be accurately captured in this way. As
alternative, several approaches have been proposed to relax the assumption of
independence among random variables. One of them is the Rosenblatt transfor-
mation [74], which is used to compute the PC coefficients based on sequential
conditional distributions of random variables, although it does not explicitly ex-
plore the dependencies among these variables [77]. However, by ordering the
target random variables in different ways, the Rosenblatt transformation is not
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unique and can give different results. Another drawback of this method is that
the multivariate joint probability is still estimated in the whole parameter space.
In [73], the authors derived the joint probability of random variables in terms
of PC coefficients. The likelihood function is approximated by the product of
one-dimensional marginal likelihood functions of the target random variables.
Then the maximum likelihood method is used to estimate the PC coefficients
from observation data. The approximation of the likelihood function improves
the computational efficiency at the cost of accuracy. Moreover, it also does not
guarantee a unique PC expansion. In [80], a variational method is developed to
approximate the multivariate joint probability based on the maximum entropy
principle. Given observation data, the joint moments of the target random vari-
ables at different orders are obtained numerically and serve as constraints to
maximize the entropy function. The dependencies among these random vari-
ables are characterized by such joint statistics. However, the number of real-
izations required to acquire accurate high-order statistics is usually quite large.
Given the order of constraint statistics, the number of unknown parameters in
the approximated joint PDF increases exponentially with the number of random
variables. In [92], the problem of modeling the joint probability is bypassed by
postprocessing. The PC expansion is still constructed with the assumption of in-
dependent random variables, but two post-processing procedures are proposed
on the general polynomial chaos (gPC) solution to get correct statistics that are
consistent with the joint PDF of KL expansion random variables. In [68], a mul-
tivariate joint probability is estimated based on marginal distributions and a
copula function which can represent the dependency information between ran-
dom variables.
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The approximation of the joint probability of KL random variables needs
to be made by taking balance between computational expedience and accuracy.
While many approaches in previous studies may have good performance under
low dimensionality, a relatively large number of retained terms in a truncated
KL expansion can lead to great computational challenges. Inspired by the con-
ventional Rosenblatt transformation which is based on sequential conditional
distributions, an idea of factorizing the multivariate joint probability into low
dimensional conditional distributions comes out. To this end, the Bayesian net-
work (BN) framework is proposed in this thesis. A BN is a directed acyclic
graphical model that encodes the joint probability of a set of random vari-
ables [8]. The graphical model comprises of nodes, each of which denotes a
single random variable, and directed edges that link the nodes. The structure
of the network expresses the probabilistic relationships between these nodes.
Given observations of the random variables, many BN structure learning algo-
rithms have been developed in recent years to find a probabilistic model of the
joint probability that is consistent with the given data [8]. This approach has
the advantage that it considers a set of local distributions and does not require
to model directly the global distribution. Another advantage is that learning
algorithms are better suited in addressing the curse of dimensionality.
The other challenge in forward problems is related to solving multiscale
SPDEs. The most celebrated method is the Monte Carlo (MC) method. As a
sampling method, the deterministic solver is called for each realization of the
stochastic input for one to obtain the statistics of the solution. The convergence
rate does not depend on the dimension of the parameter space, but is of or-
der O(n−1/2) with n realizations. To accelerate convergence, quasi Monte Carlo
methods and several efficient sampling techniques have been developed as al-
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ternatives. Another group of methods refers to nonsampling approaches, typ-
ically perturbation algorithms based on a series representation of the stochas-
tic solution. These methods are limited to small fluctuations and low-order
statistics of the solution. Recently, many research efforts have been devoted
to the study of schemes based on spectral representation of the stochastic solu-
tion [66]. For example, the well-established stochastic Galerkin method approx-
imates the solution in a multivariate polynomial space or in anisotropic tensor
product polynomial spaces [32]. Stochastic collocation methods using sparse
grids based on the Smolyak algorithm [79] have a weaker dependence on the
dimensionality of the problem and recently have been applied extensively to
various uncertainty quantification problems [96, 95, 65, 55, 57].
In spite of the tremendous progress in solving SPDEs, the curse of dimen-
sionality remains even after using model reduction techniques. For conven-
tional stochastic Galerkin methods, the computational cost depends on the
number of expansion terms which grows exponentially as a function of the
dimensionality of the stochastic input space [16]. Stochastic collocation meth-
ods can achieve fast convergence rate by taking advantage of multidimensional
polynomial interpolation. However, the number of collocation points required
to achieve sufficient accuracy increases exponentially for high-dimensional
problems [58]. Therefore, many efforts have been devoted to stochastic meth-
ods that deal with high-dimensions. In [55], an adaptive sparse grid collocation
(ASGC) method is proposed such that the collocation points are selected au-
tomatically based on the smoothness of the stochastic domain as detected by
the magnitude of the hierarchical surpluses. The ASGC can successfully solve
stochastic elliptic problems up to 100 dimensions when not all stochastic dimen-
sions are equally important [57]. However, the convergence rate deteriorates
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even for problems with moderate input dimensionality when all stochastic di-
mensions are equally weighted. Another direction is to decompose the origi-
nal problem into sub-problems with low-dimensional input. A typical example
are the high-dimensional model representation (HDMR) techniques that cap-
ture the high-dimensional relationships between input and output model vari-
ables and generate a collection of low-dimensional sub-problems in stochastic
space [50]. Recent progress in HDMR can be found in [57, 99]. In [16], a low-
rank separated representation of the solution to SPDEs with high-dimensional
inputs is obtained using an alternating least-squares approach.
More challenges arise when multiscale phenomena are taken into account in
high-dimensional stochastic problems. In such cases, information across scales
contains a certain level of uncertainty but assessment of uncertainty propaga-
tion often leads to large computational cost. Let us take, for example, fluid flow
through porous media occurring from large geological scales down to micro-
scopic scales. Full-scale spatial and temporal resolution simulations may re-
quire significant computational resources. Since the sample-based stochastic
methods mentioned above, such as MC, ASGC, and HDMR, call the determin-
istic solvers repetitively, efficient solvers for multiscale partial differential equa-
tions are of great importance in reducing overall computational cost. For this
purpose, computational techniques, such as the multiscale finite element (Ms-
FEM) method [34, 35, 25], variational multiscale (VMS) method [36, 37], the het-
erogeneous multiscale (HMM) method as well as their variants [58, 21, 22] and
multigrid methods [91, 24], have been developed to solve a coarse-scale prob-
lem that captures fine-scale effects without resolving all the fine-scale features.
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So far, many efforts for solving multiscale stochastic problems focus on de-
coupling multiscale deterministic solvers from stochastic approaches. We pro-
pose here a new scheme to quantify the uncertainties propagated in multiscale
systems based on a probabilistic model of SPDE solutions. Inference prob-
lems can be solved directly on this probabilistic model without sampling-based
methods or calling expensive deterministic solvers. The stochastic input and
model responses are all treated as random variables. However, conventional
regression models are inefficient or even impractical to represent their relation-
ships when the stochastic input is in a high-dimensional space. This curse of
dimensionality can be overcome by utilizing probabilistic undirected graphi-
cal models which have been intensively studied and widely used in machine
learning and Bayesian statistics for multivariate statistical modeling [94, 86, 9].
Similar with BN, an undirected graphical model also consists of a collection of
nodes and edges except that the edges are not orientated (possibly because the
causality between random variables are implicit or not available). By combin-
ing both graph theory and probability theory, the complicated relationships be-
tween all variables can be modeled explicitly and the resulting graph expresses
a decomposition of a joint distribution as a product of functions of subsets of
variables. Given the graph-based probabilistic model of model responses, effi-
cient algorithms for inference on graphical models can be directly applied. If
we treat the stochastic input as observed variables, the probabilistic model be-
comes a conditional distribution of model responses on input variables, which
leads to a surrogate model. The predictions of model responses can be evaluated
by inference algorithms on the graphical model associated with this surrogate
model. If the stochastic input field also has an explicit graphical representation,
we can directly estimate the marginal distributions of unobserved variables in
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the graphical model by integrating out all the other variables with an efficient
algorithm.
The organization of this thesis is as follows: In Chapter 2, a Bayesian compu-
tational approach based on a hierarchical representation of parameter space is
proposed to solve inverse problems with high-dimensional input. In Chapter 3,
we construct a stochastic input model in a high-dimensional space with prob-
abilistic graphical models. In Chapter 4, a probabilistic graphical model based
methodology is developed to efficiently perform uncertainty quantification in
the presence of both stochastic input and multiple scales. Finally, conclusions of
this thesis and suggestions for future research are summarized in Chapter 5.
10
CHAPTER 2
SOLVINGMULTISCALE INVERSE PROBLEMS: A BAYESIAN
APPROACH BASED ON THE SEQUENTIALMONTE CARLOMETHOD
In this chapter, we develop a Bayesian computational approach to estimate spa-
tially varying parameters. Most content of this chapter is from the work in [88].
The sparse grid collocation method is adopted to parameterize the spatial field.
Based on a hierarchically structured sparse grid, a multiscale representation of
the spatial field is constructed. An adaptive refinement strategy is then used for
computing the spatially varying parameter. A sequential Monte Carlo sampler
is used to explore the posterior distributions defined on multiple scales. The
SMC sampling is directly parallelizable and is superior to conventional MCMC
methods for multi-modal target distributions. The samples obtained at coarser
levels of resolution are used to provide prior information for the estimation at
finer levels. This Bayesian computational approach is rather general and appli-
cable to various spatially varying parameter estimation problems.
2.1 Parameterization of the unknown parameter field
The spatially varying parameter of a physical system belongs to an infinite di-
mensional space. In a Bayesian framework, it is usually reduced to a finite space
and the inference is performed on a finite set of random variables. A simple
way of implementing this task is to discretize the spatial domain into finite ele-
ments. The value of the spatially varying parameter is assumed constant within
each element [49]. However, if improper resolution of discretization is selected,
either overfitting or a waste of computational resources takes place [45]. To in-
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crease the flexibility of the model, several researchers consider a basis functions
approach, such as in the truncated Karhumen-Loe`ve expansion (KLE) or us-
ing Gaussian kernels, to represent the unknown parameter field [56, 45, 17, 18].
However, these methods might require prior knowledge of the correlation or
covariance functions of the stochastic process. In addition, an optimal choice
of the basis could be a difficult task. Although the number of basis functions
is not fixed and treated as a random variable in the trans-dimensional MCMC
method, it is difficult to alter the dimension significantly while ensuring a rea-
sonable acceptance ratio [28, 72].
In this work, we propose a hierarchical basis representation of the spatially
varying parameter based on the sparse grid interpolation method. The basic
idea is to have a hierarchical structure of representation that ranges from coarse
to fine scales of discretization. Thuswe can perform sequential Bayesian estima-
tion from coarse scale with a few number of collocation points until an optimal
choice of collocation points and basis functions is achieved. The method is still
based on a finite element discretization of the spatial domain for the purpose of
solving the underlying differential equations, but the unknown parameter field
is approximated using interpolating functions on a set of collocation points.
The sparse grid method is a special discretization technique which con-
structs hierarchical interpolation based on the Smolyak algorithm [11, 42, 54].
The standard sparse grid is defined with collocation points and basis functions
completely fixed at different levels of resolution. Given a sparse grid, the un-
known function for the spatially varying parameter can be approximated using
basis functions associated with the grid. For example, consider a parameter θ
in 1D, the function θ = f(x) is approximated by the nodal basis of interpolation
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level 2 as (Fig. 2.1)
θ = f(x) ≈ w11a11 + w21a21 + w22a22. (2.1)
On level 3, it is approximated as
θ = f(x) ≈ w11a11 + w21a21 + w22a22 + w31a31 + w32a32, (2.2)
by hierarchically adding two basis functions.
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Figure 2.1: Hierarchical basis functions aij with the support nodes (left)
and the hierarchical surpluses (right). The surplus wij is de-
fined as the difference between the function value computed
at a newly added point on the current sparse grid and the in-
terpolated value at this point from the previous interpolation
level.
The sparse grid provides several advantages in Bayesian inference of spa-
tially varying parameters. First, the accuracy of the interpolation is increased
without discarding previous results. The reusability of the collocation points
and basis functions enables a sequential estimation of the surpluses from coarse
scales. One does not have to set up a fine grid and estimate a large number of
surpluses simultaneously. Furthermore, the definition of the surplus and the
nested fashion of the collocation points potentially enable an adaptive refine-
ment of the grid. The collocation points of the adaptive sparse grid are case
determined and are only a subset of the nodes of the standard sparse grid at the
same level, which further reduces the dimensionality of the inverse problem.
Detailed discussion about these topics will be given in later sections as part of
our discussion of the hierarchical Bayesian model.
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2.2 Bayesian inference
In the last section, the spatially varying parameter is parameterized by the
sparse grid method. In the Bayesian framework, the unknown surpluses are
treated as random variables and inferred from the observation data. In this sec-
tion, a complete one-scale Bayesian model is developed on a pre-determined
sparse grid. The sequential Monte Carlo sampler is utilized for an efficient ex-
ploration of the posterior state space.
2.2.1 Bayesian formulation
Consider a generalized forward problem defined as
d ≈ F (θ), (2.3)
where d denotes the observation data and θ denotes the model parameter which
is considered as a random variable or a random vector. Based on Bayes’ theo-
rem, the posterior probability density for θ is
p(θ|d) ∝ p(d|θ)p(θ). (2.4)
Here, p(d|θ) is the likelihood distribution and p(θ) is the prior probability den-
sity. The forward solver F gives predictions by solving parameterized partial
differential equations (PDEs) with numerical methods such as the finite element
method (FEM).
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Prior specification
When the model parameter θ is a spatially varying parameter, the forward prob-
lem can be reformulated as
d ≈ F (f(x)), (2.5)
where x refers to the location and f(x) is the specific field of the spatially vary-
ing parameter, i.e. θ = f(x). On a pre-determined sparse grid at level q, the
parameter field can be represented as a weighted sum of the basis functions for
all collocation points in the sparse grid from level 0 to q due to the hierarchical
structure of the grid, that is
θ ≈ θq = fq(x) =
q∑
i=0
ki∑
j=1
wij · aij(x). (2.6)
Hence, our problem is reduced to the inference of the surpluses, wij . A simple
non-informative prior for the surpluses is the multivariate Gaussian distribu-
tion which assumes the surpluses are identically independently distributed as:
wq|σw,q ∼ N (0, σ2w,qIk), (2.7)
where wq is the vector of all surpluses up to level q for θq and Ik is an identity
matrix. Suppose the hyperparameter σ−2w,q ∼ Γ(α0, β0), we can premarginalize
the variance from Eq. (2.7) and obtain the prior
p(wq) ∝
Γ(α0 +
k
2
)
(β0 +
1
2
‖wq‖22)α0+
k
2
, (2.8)
where k is the length of the vector wq.
Likelihood
To evaluate the likelihood, the discrepancy between the forward solver pre-
diction and observation data should be estimated and modeled. Two primary
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sources of error are considered in the modeling. One is the measurement noise
ζ , which is generally assumed to be independent additive Gaussian random
error with mean zero, i.e.
ζi ∼ N (0, σ2ζ), (2.9)
where ζi is an element of the vector ζ . We postulate the following relationship
d = F (θ) + ζ, (2.10)
i.e. the observation is obtained from accurate forward solver predictions plus
measurement noise.
The other source is the model error δ, or referred to as the approximation
error, which results from the inadequacy of the forward model to represent the
real physical process [41, 33]. To minimize this effect, the forward solver oper-
ates at a fixed fine scale in this work. We restrict our focus on the part of model
error that results from the parameterization of the spatially varying parameters.
With a sparse grid representation of the spatially varying parameter θ, the ac-
curate parameter field f(x) is transformed into a reduced approximative model
described by Eq. (2.6). This approximation error will propagate in the forward
solver and result in inaccurate predictions. Thus, the observation is formulated
as
d = F (θ) + ζ
= F q(θq) + (F (θ)− F q(θq)) + ζ
= F q(θq) + δ + ζ, (2.11)
where q is the level of the sparse grid, F q(θq) refers to the forward solver using
the approximate model θq for the spatially varying parameter θ. Themodel error
is defined as δ = F (θ) − F q(θq), the discrepancy of forward solver predictions
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using precise spatially varying parameters and using an approximate model as
in Eq. (2.6).
In Bayesian inference, the model error δ can be treated as a random field. A
Markov random field is employed as in [26]. The basic idea is that the model
error at a particular location is correlated with the model errors at neighboring
locations. Suppose a random vector e = δ + ζ , we assume,
e ∼ N (δ0,Σe), (2.12)
where δ0 = δq1 and the covariance matrix Σe is exponential formulated as
Σe = σ
2
ζ I+ κH(φ). (2.13)
The parameter σ2ζ represents the variance of the measurement error. H(φ) =
{Hij(φ)} where Hij(φ) = exp(− ||si−sj ||φ ) and ||si − sj || is the Euclidean distance
between locations si and sj . This is a measure of the magnitude of spatial de-
pendence. κ and φ indicate the scale and the range of the spatial dependence,
respectively [29]. Thus, the likelihood for general data modeling is
d|wq, δq,Σe ∼ N (F q(wq) + δq1,Σe). (2.14)
To further reduce the dimensionality of the problem as well as the complex-
ity of computation, we also adopt a much simplified model. We simply assume
that δ is a random field (vector) with independent elements subject to a multi-
variate Gaussian distribution:
δ ∼ N (δ0, σ2δI). (2.15)
Since ζ ∼ N (0, σ2ζI) according to Eq. (2.9), e is also subject to a Gaussian distri-
bution e ∼ N (δ0,Σe) where Σe = (σ2δ + σ2ζ )I. Thus, the likelihood is simply
d|wq, δq, σe ∼ N (F q(wq) + δq1, σ2eI), (2.16)
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where σ2e = σ
2
δ + σ
2
ζ . In this model, a gamma distribution Γ(α1, β1) is taken for
σ−2e . By premarginalization, the unknown variance can be integrated out. The
likelihood function is simply
p(d|wq, δq) ∝
Γ(α1 +
m
2
)
(β1 +
1
2
‖d− F q(wq)− δq1‖22)α1+
m
2
, (2.17)
where m is the number of observation data. In the following sections, we refer
to the former model as Model I and to the latter one as Model II.
Complete Bayesian model
Consider a pre-determined sparse grid at level q and let ψq = {wq, δq, σζ , κ, φ}
denote the vector containing all unknown parameters of the Bayesian model on
this grid. The prior for the hyperparameter δq is taken to be: δq ∼ N (0, σδq). A
gamma distribution Γ(ασζ , βσζ ) is chosen as the prior for σ
−2
ζ . Since κ > 0, φ > 0,
two gamma distributions Γ(ακ, βκ),Γ(αφ, βφ) are adopted as priors of κ
−1 and
φ−1, respectively. Combining the priors for surpluses (Eq. (2.8)) and hyper-
parameters and the likelihood from Eq. (2.14), the posterior distribution for
Model I is
πq(ψq) = p(ψq|d) ∝ p(d|wq, δq)p(wq)p(δq)p(σζ)p(κ)p(φ). (2.18)
The posterior distribution for Model II with the likelihood from Eq. (2.17) is
similar except that the hyperparameters σζ , κ, φ are removed.
2.2.2 Exploring the posterior state space
The Bayesian posterior distribution derived in the previous section is in general
analytically intractable. Standard MCMC methods, e.g. Metropolis-Hastings
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(MH) sampler and Gibbs sampler, have been extensively used for such prob-
lems and their versatility and power have been proved in practical applications.
However, the Markov chains might be easily trapped by local modes and long
mixing times may be required. Moreover, MCMC methods estimate all the un-
known parameters in the Bayesian model simultaneously. This is not suitable
for the hierarchical multiscale Bayesian model.
In order to bridge the gap between scales and explore multi-modal poste-
riors efficiently, a SMC method is employed [61, 51, 6, 39, 19]. First, the idea
of annealing/tempering is introduced. Given the target posterior distribution
in Eq. (2.18), a sequence of auxiliary distributions, {π0, · · · , πn}, is proposed
to move smoothly from a tractable distribution π0 to the target distribution
πn ≡ πq(ψq). We adopt the following auxiliary distributions:
πt(ψq) ∝ Lγt(ψq|d)p(ψq), (2.19)
where t = 0, 1, · · · , n and 0 = γ0 < γ1 < · · · < γn = 1 are tempering parameters.
Here, L(ψq|d) is the likelihood function, p(ψq) is the prior distribution and γt
serves as the power exponent of the likelihood function.
The SMC method takes samples from such a sequence of probability dis-
tributions based on importance sampling and resampling techniques and con-
structs a sequential Bayesian inference. At step t, the basic idea is to obtain
a large collection of N weighted random samples {ψ(i)q,t,Ω(i)t } (i = 1, · · · , N)
(also referred to as particles) whose empirical distribution converges asymptot-
ically to the current target distribution πt. Each particle can be considered as a
possible configuration of the system’s state [45] with an importance weight.
According to Eq. (2.19), it is easy to sample directly from π0, the prior dis-
tribution, at the initial step. The importance sampling technique is performed
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sequentially to the auxiliary distributions, which is called the sequential impor-
tance sampling (SIS) [51]. In this work, we move these particles using a pre-
determined Markov transition kernel [61]. Suppose that at step t − 1, we have
N samples {ψ(i)q,t−1} distributed in ηt−1. A Markov transition kernel Kt with in-
variant distribution πt is proposed and new samples are marginally distributed
as
ηt(ψ
′
q) =
∫
ηt−1(ψq)Kt(ψq, ψ
′
q)dψq. (2.20)
We use the Metropolis-Hastings kernel with invariant distribution πt based on
a random walker sampler to move the particles ψ
(i)
q,t−1. The wq, δq, σζ , κ, φ in
the random vector ψq are updated individually via a MH kernel with a normal
random walk proposal.
The importance weight ω(i) estimates the discrepancy between the proposal
distribution ηt(ψq) and the current auxiliary distribution πt(ψq). Using the
MCMC transition kernel, a recursive form for the calculation of the importance
weight is [61]
ω
(i)
t = ω
(i)
t−1
πt(ψ
(i)
q,t−1)
πt−1(ψ
(i)
q,t−1)
. (2.21)
It is inevitable that the SIS algorithm will degenerate and the variance of the
importance weights stochastically will increase with t [20, 52]. We measure the
degeneracy using the effective sample size (ESS) calculated from the normalized
importance weights [52] as:
ESS = (
N∑
i=1
(Ω(i))2)−1. (2.22)
We define a threshold ESSmin = ξN (ξ < 1). If ESS < ESSmin, we carry out
resampling to relieve the degeneracy of the algorithm. The simplest approach
is the multinomial resampling which draws N new samples from {ψ(i)q,t}i=1:N
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according to the corresponding normalized weights {Ω(i)}i=1:N [61, 53]. After
resampling, we obtain N weighted particles for the target posterior distribution
πn(ψq). Obviously, the SMC method is directly parallelizable.
A summary of theMH kernel with a randomwalker sampler and of the SMC
algorithm is given below in Algorithms I and II, respectively.
Algorithm I : Update of wq: MH kernel with a random walker proposal
1. Sample u ∼ U(0, 1).
2. Sample w˜q ∼ N (w(i)q,t−1, σ2m).
3. If u < min{1, πt(w˜q)
πt(w(i)q,t−1)
}, setw(i)q,t = w˜q.
4. Else setw
(i)
q,t = w
(i)
q,t−1.
Algorithm II : SMC algorithm
1. Initialization: For i = 1, · · · , N , sample X(i)0 ∼ π0(x) and set the impor-
tance weight ω0(ψ
(i)
q,0) =
1
N
.
2. Updating: At time t, for i = 1, · · · , N , sample ψ(i)q,t ∼ Kt(ψ(i)q,t−1, ·) and set the
importance weight according to Eq. (2.21). Then normalize the importance
weight by Ω
(i)
t =
ω
(i)
t∑N
k=1 ω
(k)
t
.
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3. Resampling: Calculate the effective sample size (ESS) by Eq. (2.22). If
ESS < ESSmin, resample the particles {ψ(i)q,1:n,Ω(i)n } according to {Ω(i)n } to
obtain a new population {ψ(i)q,1:n, 1/N}.
4. Repeat the above steps until t = n, i.e. the particles are distributed in the
last distribution in the sequence.
2.3 Hierarchical Bayesian model
In the earlier sections, we defined the standard sparse grid on various levels
of resolution. Given a sparse grid, the spatially varying parameter can be rep-
resented by the basis functions associated with the collocation points. Then
the unknown surpluses are treated as random variables and a Bayesian model
can be constructed to make inference from the observation data. Based on the
one-scale Bayesian model on a single grid, we propose a hierarchical, multi-
scale Bayesian model in this section. A set of sparse grids from coarse to fine
scales are constructed through adaptive refinement. On each grid, a one-scale
Bayesian model is defined. Due to the hierarchical structure of the collocation
points, a sequential estimation of the surpluses can be performed from coarse
to fine scales. Only part of the surpluses need to be estimated on a certain grid,
which significantly reduces the dimensionality of the inverse problem. Also,
the surpluses can serve as an indicator of the smoothness of the parameter field.
More support nodes will be added on non-smooth regions and rapid changes in
the parameter field can be effectively captured. In this way, an optimal choice
of the basis functions can be achieved.
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2.3.1 Adaptive sparse grid
For the Newton-Cotes sparse grid at level q, the set of points can be obtained by
refining the grid of level q − 1 in a principled way. In fact, the 1D equidistant
points of the sparse grid can be considered as a tree-like data structure as shown
in Fig. 2.2. We can consider the interpolation level of a grid pointm as the depth
0.5
0 1
0.25 0.75
0.125 0.375 0.625 0.875
⋯⋯ ⋯⋯ ⋯⋯ ⋯⋯
Figure 2.2: One-dimensional tree-like structure of the sparse grid.
of the tree. We denote the father of a grid point as F (m), where the father of
the root 0.5 is itself, i.e., F (0.5) = 0.5. There are two sons for each grid point in
each dimension. For a grid point in an N-dimensional space (here N = 1, 2, 3
for spatial fields), there are 2N sons. The sons are also the neighbor points of
the father. The neighbor points are just the support nodes of the hierarchical
basis functions in the next interpolation level. By adding the neighbor points,
we actually add the support nodes from the next interpolation level. Therefore,
we refine the grid locally while not violating the developments of the Smolyak
algorithm [56].
In this way, a set of intermediate grids can be obtained between two stan-
dard levels of sparse grid. Fig. 2.3 presents a 2D example in which the standard
sparse grid at level 2 is constructed from the grid at level 1 by pointwise refine-
ment. We arbitrarily pick up a point at level 1 and add its 2N neighbor points
to the sparse grid to obtain a finer, intermediate grid. This procedure contin-
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ues until we go through all collocation points that belong to level 1 sparse grid.
Since it is possible that the neighbors of one point have already been gener-
ated by other points, the difference in the number of collocation points of two
successive intermediate grids is nomore than 2N , e.g. 4 in a 2D case. Each inter-
mediate grid provides a set of basis functions for parameterizing the spatially
varying parameter. Rather than working on the standard sparse grid, we define
Bayesian models on intermediate grids andmake sequential inference about the
surpluses. More details will be given in the next section.
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Figure 2.3: An example of refining the sparse grid in a two-dimensional
domain.
Furthermore, an adaptive refinement strategy can be used to reduce the col-
location points on the sparse grid and thus the dimensionality of the inverse
problem. In fact, the hierarchical surplus is a natural candidate for detecting
non-smooth regions [54]. Here, the basic idea for adaptivity is to use the pos-
terior mean of hierarchical surpluses as an error indicator to detect the smooth-
ness of the spatially varying parameter field estimated on the current grid. We
only refine the hierarchical basis functions aij whose magnitude of the surplus
satisfies |wij| ≥ ε. If the criterion is satisfied, the 2N neighbor points are added
into the current sparse grid. Otherwise, we assume that the local region is
smooth enough and further refinement on this basis is not required. With ε > 0
the parameter that controls the adaptive refinement, we introduce the following
Algorithm III:
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Algorithm III : Adaptive sparse grid representation of the unknown parame-
ter
repeat
1. Set the initial level of sparse grid as q and construct a standard sparse
grid. Construct a full Bayesian model on this level and infer all the sur-
pluses from observation data (Section 2.2).
2. Calculate the posterior mean of the surpluses.
3. Put the collocation points with surpluses |wij| > ε in the active node set
which denotes the set of points whose ‘sons’ defined in Eq. (??) would be
added to refine the original grid.
while the active node set is not empty do
(a) Pick up a point and add its 2N neighbor points to the sparse grid. An
intermediate grid is obtained.
(b) Construct a full Bayesian model and infer all the surpluses at the cur-
rent grid.
(c) Remove the point from the active node set.
end while
4. Set q = q + 1.
5. Place all newly added collocation points into the empty active node set
until q = qmax or all the points in the active node set have surpluses |wij| < ε,
i.e. the refinement of the grid terminates.
2.3.2 Hierarchical Bayesian inference
The hierarchically structured sparse grid provides a multiscale representation
of the spatially varying parameter (Fig. 2.4). Once a grid is defined, we can
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construct a Bayesian model for the full surpluses and estimate them from obser-
vation data. In Section 2.2.2, the SMCmethod was used to explore the posterior
distribution on a single grid. In this section, we propose a strategy that bridges
the estimation of surpluses on different scales. As a result, the dimensionality
of the inverse problem is further reduced and informative priors are developed
on a fine grid by incorporating the information from the posterior at the coarser
grid.
Level 1 Level 2
Figure 2.4: A hierarchical representation of the spatially varying parame-
ter on different scales.
Consider a sparse grid indexed by (q, l)where l denotes the l-th intermediate
grid between level q and q+1. Due to the nested fashion of the grid, the colloca-
tion points are composed of two parts: the inherited points from the immediate
coarser grid and the new points obtained by refinement. Thus the full surpluses
can be written as
wq,l = {wq,l−1,w⋆q,l}, (2.23)
where wq,l−1 is a vector of surpluses which have been estimated on the coarse
grid, and w⋆q,l is a vector of new surpluses in the current grid. In the one-scale
Bayesian model in Section 2.2, a non-informative prior is assumed for the sur-
pluses. However, the posterior estimation of wq,l−1 on the coarse grid (q, l − 1)
provides plenty of information for the re-estimation of the surpluses on grid
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(q, l). In fact, in a direct sparse grid interpolation at level q, we keep the sur-
pluses estimated from levels 0 to q − 1 and only estimate the surpluses of new
collocation points at level q [54, 42]. Now the prior forwq,l is defined as
p(wq,l) = p(wq,l−1)p(w
⋆
q,l) ∝ p(wq,l−1|d)p(w⋆q,l), (2.24)
where a multivariate Gaussian distribution is assumed for the prior p(w⋆q,l), i.e.
p(w⋆q,l) ∼ N (0, σ2w,qlI). The posterior distribution p(wq,l−1|d) at the coarse grid
(q, l − 1) is taken as the prior. The samples from the posterior are directly used
as the samples from the prior p(wq,l−1) at the current grid. This hierarchical
inference strategy is depicted in Fig. 2.5.
+ =
Level (q,l-1) Level (q,l)
( ), 1posterior : |q lp −w d ( ) ( ) ( )*, , , 1prior : |q l q l q lp ppi −∝w w w d( )*,prior : q lp w× ∝
Figure 2.5: A hierarchical inference by taking the posterior p(wq,l−1|d) as
the prior on a refined grid.
For the surpluses from points of the previous levels of interpolation, wq,l−1, not
all elements need to be re-estimated on grid (q, l). When a surplus satisfies
|wij| < ε, no re-estimation is required since the corresponding basis function
makes negligible contribution to the interpolation. For other surpluses, if the
posterior mean after re-estimation is close to that before re-estimation, no fur-
ther re-estimation is required. In this study, we use the same ε as a criterion to
determine convergence. After we finish estimating the surpluses on the current
grid, the adaptive refinement strategy introduced in Algorithm III is carried out
to refine the grid. Then the hierarchical Bayesian inference is performed on the
finer grid.
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2.4 Numerical examples
2.4.1 Problem definition
We consider the nonlinear inverse problem of estimating the permeability field
in flow in porous media. First, a physical model is built for corner-to-corner flow
in a 2D unit square domain D = [0, 1]2 [69, 56]. The injection and production
wells are located in diagonally opposite vertices of the grid (Fig. 2.6).
Production well
Injection well
Figure 2.6: Schematic of the quarter five-spot problem.
The governing equations for the flow velocity and pressure are:
∇ · u(x) = f(x), (2.25)
u(x) = −k(x)∇p(x), (2.26)
where f(x) here is the source/sink term, u is the velocity given by Darcy’s law
and p is the pressure. An isotropic permeability field is assumed and denoted
by k(x). All boundaries are no-flow boundaries.
In the inverse problem of interest, the permeability field is the unknown pa-
rameter to be inferred from flow or pressure data at finite number of sensor
locations. A mixed finite element method is used to obtain the numerical solu-
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tion on a 32 × 32 grid. The observation data are generated from the numerical
solutions by adding simulated noises.
To keep the permeability non-negative, wewill treat the logarithm of the per-
meability, log(k), as the main unknown of the inverse problem. N = 1200 parti-
cles are employed in the implementation of the SMC algorithm. The threshold
of ESS is set to be ESSmin = 0.85N . A linear cooling schedule is selected for γt in
Eq. (2.19). For 1500 time steps, the sequence {γ0, · · · , γ1500} increases uniformly
from 0 to 1. We take the maximum level of sparse grid qmax = 5 and the parame-
ter for the adaptive refinement ε = 0.05 (in Section 2.3.1). The hyperparameters
used in the prior and likelihood are: α0 = 0.1, β0 = 10, α1 = 0.01, β1 = 100,
ασζ = 0.1, βσζ = 10, ακ = 0.01, βκ = 100, αφ = 0.01, βφ = 100. The initial val-
ues for the unknown surpluses are generated from the priors, while the initial
values for the mean of the model error vary with the level of sparse grid.
Example 1
In the first example, we consider a simple permeability field of the following
form [49, 56]:
log k(x, y) = 2(x− 0.5) + 2(y − 0.5). (2.27)
We apply a one-scale Bayesian inference to estimate the permeability. The objec-
tive of this test example is to examine the efficiency of sparse grid representation
as well as the SMC algorithm proposed. For the representation of smooth func-
tions, the sparse grid method is superior since it requires a small number of
basis functions. In this example, the sparse grid of level 1 with only 5 colloca-
tion points is capable of representing the log-permeability field exactly. Thus
we make the inference on this sparse grid and model error is not taken into ac-
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count. The pressure is measured at a 5 × 5 evenly distributed sensor network
and examine two cases with 2% and 5% relative noise level.
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Figure 2.7: True permeability (logarithm) in Example 1.
Posterior quantiles of the log-permeability inferred from the two datasets are
plotted in Figs. 2.8 and 2.9. It is seen that the basic Bayesian framework based
on sparse grid and SMC provides rather good estimates of such a smooth per-
meability field. When the level of measurement noise is reduced, the inferred
estimates are improved. The same problem was studied using MCMC in [56]
where the permeability field was approximated by Gaussian kernels. 25 ker-
nels were used to provide reasonable estimates. To make sure the Markov chain
converges, 50000 iterations were carried out. In this work, much fewer basis
functions are required for a good representation of the permeability field. Be-
sides, the particles can run in parallel, each with 1500MCMC updates. Clearly,
this approach largely reduces the computation cost.
Example 2
In this example, the logarithm of the true permeability (Fig. 2.10) is generated
from a Gaussian process with a correlation function ρ(r) = exp(−r2) where r is
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Figure 2.8: Posterior quantiles of the log-permeability (2% noise): 5%
quantile (left) and 95% quantile (right).
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Figure 2.9: Posterior quantiles of the log-permeability (5% noise): 5%
quantile (left) and 95% quantile (right).
the distance between two locations. The pressure is measured at a 5 × 5 sensor
network with 2% noise. The initial values for the mean of the model error, δq,
are set to be 2
2l
% of the mean of observation data, where l is the level of sparse
grid interpolation.
 
0.8
1
1
1.1
1.2
0.4
0.6
0.6
0.7
0.8
0.9
0.6
0.8
1
0
0.2
0.3
0.4
0.5
0.5
1
0.6
0.8
1
0.2
0.4
 
0 0.2 0.4 0.6 0.8 1 00
0.2
0.4
2D view 3D view
Figure 2.10: True permeability (logarithm) generated from aGaussian Pro-
cess.
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Two models for model error δ as discussed in Section 2.2.1 are applied here.
The posterior means computed for different levels of the sparse grid are de-
picted in Fig. 2.11 and Fig. 2.12. For such a smooth permeability field, sparse
grid of level 2 is enough to provide a good approximation and the Bayesian in-
ference is close to the true permeability field. In Table 2.1, the posterior means
of the estimated model errors δ
(1)
q and δ
(2)
q corresponding to the two models are
compared with the true values δ⋆q which is taken as the mean of the difference
between the observation data and those predicted by the approximate model
F q. We can see that both models give similar results except that Model 1 gives
better inference at the upper left corner of the permeability field. This can be
easily understood because the dependence among model errors at different lo-
cations are considered in Model 1. However, the evaluation of hyperparameters
κ and φ in Fig. 2.13 shows that the spatial variance is restricted in a relatively
small range and scale, which implies small κH(φ) in Eq.( 2.13). While intuitively
the model errors are correlated, the adaptivity of sparse grid in the hierarchical
Bayesian model weakens the correlation. Suppose a location where the model
error is large, more collocation points would be added around it. As a result, the
model error is somehow localized and there is only weak correlation between
model errors at different locations. In Fig. 2.14, the posterior quantiles on level 3
obtained from the simplifiedModel 2 are presented. This shows that even when
model errors are uncorrelated, we can still obtain reasonable inference from ob-
servation data.
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Table 2.1: Posterior mean of the model error δ
(1)
q , δ
(2)
q and true values δ⋆q
Level 1 Level 2 Level 3
δ
(1)
q 0.187 0.0281 0.0099
δ
(2)
q 0.113 0.0205 0.0116
δ⋆q 0.0821 0.0184 0.00846
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Figure 2.11: Posterior means estimated on three levels of the sparse grid
(Model 1).
Example 3
In this example, the log-permeability field is generated based on a variogram
model using the software snesim [71]. The field is defined on a 32× 32 grid with
a constant value of permeability in each element. The true log-permeability is
plotted in Fig. 2.15. The pressure is measured on a 5 × 5 sensor network with
2% noise. The initial values for the mean of the model error, δq , are set as in
Example 2.
The multiscale Bayesian inference is performed on four levels of the sparse
grid. The posterior means with respect to the two models (model error) are de-
picted in Figs. 2.16 and 2.17. The estimated model errors are listed in Table 2.2.
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Figure 2.12: Posterior means estimated on three levels of the sparse grid
(Model 2).
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Figure 2.13: Empirical pdf of κ (left) and φ (right) at different levels of the
sparse grid.
It is seen that even on a coarse scale (level 2), the main features of the true per-
meability are efficiently captured by the sparse grid and correctly inferred from
the limited observation data. The empirical pdf of hyperparameters κ and φ
in Model 1 are given in Fig. 2.18. As in Example 2, the two parameters indi-
cate a weak correlation among model errors at different locations. The posterior
quantiles on level 4 obtained from Model 2 are shown in Fig. 2.19.
In Examples 2 and 3, good estimates can be obtained at a relatively coarse
level of resolution. However, due to the high nonlinearity of the forward model,
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Figure 2.14: Posterior quantiles of the log-permeability (Model 2): 5%
quantile (left) and 95% quantile (right).
Table 2.2: Posterior mean of the model error δ
(1)
q , δ
(2)
q and true values δ⋆q
Level 1 Level 2 Level 3 Level 4
δ
(1)
q −0.870 −0.0931 −0.0154 −0.0073
δ
(2)
q −0.621 −0.0710 −0.0215 −0.0103
δ⋆q −0.734 −0.0807 −0.0174 −0.00862
the forward problem is multi-modal and the standard MCMC performs poorly
in these cases. For demonstration, the Metropolis-Hastings algorithm is directly
applied for inference from accurate data (no noise included) on sparse grid at
level 3. The initial values of surpluses are set to be zero. In Fig. 2.20, the posterior
mean after 50, 000 iterations is plotted. We can see that the Markov chain is
trapped by a local mode.
Example 4
In this example, we apply the multiscale Bayesian inference to a channelized
permeability field. Channelized permeability is generally difficult to resolve
by conventional models, such as the GP model and the K-L (Karhunen-Loe`ve)
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Figure 2.15: True permeability (logarithm) generated using the soft-
ware snesim.
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Figure 2.16: Posterior means estimated on four levels of the sparse grid
(Model 1).
expansion. Fig. 2.21 gives four realizations of the channelized permeability cre-
ated by the software snesim. The log-permeability values are at 1 in black regions
and 0 in white regions. In this example, the permeability plotted in Fig. 2.21(b)
is set to be the true permeability. The pressure is measured on a 20 × 20 evenly
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Figure 2.17: Posterior means estimated on four levels of the sparse grid
(Model 2).
distributed sensor network with 2% and 5% noise. The initial values for the
mean of the model error, δq, are set to be
5
2l
% of the mean of observation data.
All the permeability fields in this example are defined on 32 × 32 gridblocks.
According to the weak correlation among model errors shown in Examples 2
and 3, we only consider the simplified Model 2 in this example.
At first, we make Bayesian inference on the standard sparse grid, i.e. no
adaptive strategies are used to refine the grid. The posterior means estimated
from coarse to fine scales are presented in Fig. 2.22. The number of collocation
points of the five levels are 5, 13, 29, 65 and 145. With the increase of collocation
points, more local features of the true permeability field are captured in the es-
timation. The black strip on the bottom is well captured after level 3. However,
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Figure 2.18: Empirical pdf of κ (left) and φ (right) at different levels of the
sparse grid.
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although there is some trend for the black strip on the left top corner on level 2,
it soon disappears on subsequent finer grids.
We next apply the adaptive strategy in the refinement of the sparse grid. In
this case, we start the inference on a standard sparse grid of level 2. The col-
location points with (posterior mean) surpluses whose magnitude is less than
0.05 are removed from the grid and thus rejected from further refinement. As
a result, the dimensionality of the inverse problem is largely reduced. The es-
timated posterior means and corresponding adaptive sparse grids are depicted
in Fig. 2.23. The posterior quantiles on level 5 are shown in Fig. 2.24. The es-
timated model errors are listed in Table 2.3. We can see that the results are
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Figure 2.20: Posterior mean of log-permeability estimation by MCMC.
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Figure 2.21: Examples of channelized permeabilities. The log-
permeability values are 1 in black regions and 0 in the
white regions.
improved after reducing the number of collocation points. The two black strips
in the true permeability field are captured. The unsatisfactory results from the
standard sparse grid representation may be due to overfitting. In this example,
the true permeability field is composed of several smooth segmentations. The
discontinuity only occurs on the sharp edges. Although the Smolyak algorithm
has made general optimization in the choice of collocations points, there are still
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Figure 2.22: Posterior means estimated on the standard sparse grid from
level 1 to level 5 (2% noise in data).
redundant points for this specific problem. This may produce erroneous values
on the unnecessary points and thus affect the overall configuration of the es-
timated parameter field. The same strategy is also applied to make inference
from data with 5% noise (Figs. 2.25 and 2.26). It should come as no surprise that
the estimates are not as good as those inferred from data with lower level of
noise.
Table 2.3: Posterior mean of the model error δq and true values δ
⋆
q (2%
noise)
Level 2 Level 3 Level 4 Level 5
δq −0.189 −0.155 −0.0632 −0.0118
δ⋆q −0.139 −0.132 −0.0514 −0.0133
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Table 2.4: Posterior mean of the model error δq and true values δ
⋆
q (5%
noise)
Level 2 Level 3 Level 4 Level 5
δq −0.292 −0.279 −0.156 −0.0407
δ⋆q −0.312 −0.253 −0.131 −0.0350
1
0 0.5 1
0
0.5
Level 3
1
0.5
0 0.5 1
0
Level 4
1
0.5
0 0.5 1
0
Level 5
Figure 2.23: Posterior means estimated on sparse grid with adaptive re-
finement (2% noise in data).
2.5 Conclusions
A multiscale Bayesian framework for the identification of spatially varying pa-
rameters was introduced. The parameter field was discretized using a sparse
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Figure 2.24: Posterior quantiles of the log-permeability (2% noise): 5%
quantile (left) and 95% quantile (right).
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Figure 2.25: Posterior means estimated on sparse grid with adaptive re-
finement (5% noise in data).
grid and represented by local basis functions associated with the collocation
points. Based on the hierarchical property of the sparse grid, a multiscale repre-
sentation of the parameter field was introduced and a sequence of hierarchical
Bayesian models from coarse to fine scales.
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Figure 2.26: Posterior quantiles of the log-permeability (5% noise): 5%
quantile (left) and 95% quantile (right)
The sparse grid provides an effective way of finding an optimal choice of
basis functions to approximate the spatially varying parameter. The estimated
coefficients (surpluses) of the basis functions serve as indicators of the interpo-
lation error. Accordingly, the refinement of the grid can be performed in an
adaptive way. This reduces the dimensionality of the inverse problem and the
computational cost of Bayesian inference. The adaptive refinement strategy re-
moves unimportant points from estimation, thus avoids possible overfitting and
leads to improved results. The multiscale Bayesian framework proposed is a
generalized way of estimating unknown spatially varying parameters from ob-
servation data. Without any prior information, the sparse grid method provides
an effective strategy to construct an optimal Bayesian model.
The SMC algorithm used here is directly parallelizable and well suited for
multi-modal problems. Using standard MCMC, the estimation of the surpluses
can be trapped by many local modes at coarse levels of resolution, which could
result in failure of further inference on fine scales. The samples from the poste-
rior distributions at a coarse grid can provide prior information for inference of
the surpluses of these collocation points on a finer grid, which helps to improve
the quality of the calculations and to speed up the convergence rate.
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CHAPTER 3
CONSTRUCTING HIGH-DIMENSIONAL STOCHASTIC INPUTMODEL
WITH PROBABILISTIC GRAPHICALMODELS
In most forward problems of multiscale systems, the stochastic input random
field is in a high-dimensional space and it is desirable to map the input ran-
dom field to a lower-dimensional space to improve the efficiency of uncertainty
quantification. On the other hand, we need to make sure that the reconstruction
of input random field from a lower-dimensional representation is as accurate as
possible. For this purpose, the KL expansion has been widely used in stochastic
reduced-order modeling. For non-Gaussian random fields, the modeling of KL
expansion coefficients presents a number of computational challenges. Due to
the curse of dimensionality, the underlying dependence relationships between
these coefficients are difficult to capture. As a result, we propose a graphical
model based approach to learn the dependence by running a number of con-
ditional independence tests using observation data. Thus a probabilistic model
of the joint probability density function (PDF) is obtained and it is factorized
into a set of conditional distributions based on the dependence structure of the
variables. The estimation of the joint PDF from data is then transformed to es-
timating conditional distributions under reduced dimensions. To improve the
computational efficiency, a polynomial chaos expansion is further applied to
represent the random field in terms of a set of standard random variables. This
chapter closely follows the work in [90].
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3.1 Problem definition
Let us consider a complete probability space (Ω,F ,P) where Ω is the sample
space, F the σ-algebra of subsets in Ω and P the probability measure. A ran-
dom field on a bounded spatial domain D is denoted by a(x, ω). Generally, the
random field is associated with a discretization of the spatial domain and can
be represented by a random vector, a
.
= (a1, · · · , ap)T : Ω → Rp. Each random
variable ai represents the property of a grid block in the discretized domain.
Since the dimensionality of the random field could be very high in many cases,
it is desirable to find a reduced-order representation η ∈ Rq such that q < p. By
drawing samples of η in a lower-dimensional space, we obtain realizations of
underlying random field a.
Various model reduction techniques have been proposed in past decades for
this purpose. Many of them require estimating the joint distribution of ran-
dom variables from observation data. A typical example is the construction of
a reduced-order polynomial chaos representation based on KL expansion. It is
necessary to get the joint distribution of coefficients in KL expansion. However,
this might be challenging due to the curse of dimensionality as well as limited
number of observation data. Therefore, we introduce a graphical model rep-
resentation of joint distributions, which factorizes the target distribution into
lower-dimensional conditional distributions. Then this method is combined
with conventional model reduction techniques to given a stochastic inputmodel
in uncertainty quantification.
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3.2 Probabilistic model of multivariate distributions
In this section, we construct a probabilistic model of joint distribution of random
vector η based on a special graphical model — Bayesian network. As will dis-
cussed in section 3.2.1, a Bayesian network explicitly represents dependencies
among random variables and allows us to concisely represent a full joint proba-
bility distribution. The random variables ηi are treated as nodes in the graphical
model. Given samples of random vector η, the objective is to infer the depen-
dence structure which is represented by directed edges that link pairs of nodes.
Thus the joint distribution is characterized by the structure of graphical model.
In section 3.2.2, an efficient Bayesian network structure learning algorithm is in-
troduced. The foundation of this algorithm is testing conditional independence
(CI) relationships among random variables. As the test is performed locally,
only a small number of observation data is required.
3.2.1 Brief introduction to Bayesian network and conditional
independence
A Bayesian network, G = {V,E}, is a directed acyclic graphical model that en-
codes the joint probability of a set of random variables (continuous or discrete
or the mixture). It combines both probability theory and graph theory for multi-
variate statistical modeling [23, 86, 44]. The graphical model comprises of nodes
V and directed edges E that link the nodes. Each node, v ∈ V , represents a ran-
dom variable, and the edges express probabilistic relationships between these
variables. The parents of a variables v, denoted by Πv, are the set of variables
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that are the source of directed edges pointing to v. The neighbors or adjacent
variables of v, denoted by Adjacent(v), are those connected with v regardless of
the direction of edges. The main advantage of using Bayesian network here is
its ability to factorize the joint distribution over all of the random variables into
a product of factors each depending only on a subset of the variables according
to the structure of the underlying graph. Take continuous random variables for
instance, the joint probability of η can be factorized as [8, 30]
p(η) =
m∏
i=1
p(ηi|Πηi) (3.1)
The structure of a Bayesian network represents the conditional independen-
cies among random variables (nodes). Consider three random vectors (each
corresponding to a set of nodes that is nonintersecting with another),X , Y and
Z. Y is independent of Z givenX If
p(Y |X,Z) = p(Y |X)
This relationship is formulated as Y ⊥ Z|X . The conditional independence
relations are associated with certain graphical structures in a Bayesian network,
which is summarized by the d-separation criterion [8]. Consider a path between
two nodes. It is said to be blocked by a set of nodesX if and only if (1) the path
contains a chain that is either head-to-tail (y → x→ z) or tail-to-tail (y ← x→ z)
at the node x ∈ X , or (2) the path contains a chain that is head-to-head (y →
x ← z) such that neither the middle node x, nor any of its descendants, is in
X . X is said to d-separate Y from Z if and only if X blocks every path from
a node in Y to a node in Z. The corresponding joint distribution satisfies the
conditional independence Y ⊥ Z|X .
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3.2.2 Bayesian network structure learning
To estimate the probabilistic model of random variables, a BN is formed such
that each variable is represented by a node. Given i.i.d. realizations of η, the
objective is to identify a directed graph G which represents the factorization of
the joint PDF in Eq (3.40). Generally, there are two categories of BN structure
learning algorithms. One is search-and-score approach, which assigns a score to
each possible BN structure and find one that maximizes the score given obser-
vation data [31]. The other one is called constraint-based algorithm, which learns
the BN structure by running local conditional independence tests to identify a
dependencymodel containing independence relationships among random vari-
ables [14]. The learned independence assertions are taken as constraints to the
final BN structure. The constraint-based algorithm selects a structure that is
consistent with those constraints. In general, search-and-score algorithms find
high-likelihood structures but do not enforce conditional independence rela-
tionships. The number of possible structures increases exponentially with the
number of nodes. On the other hand, by constraining BN structure with con-
ditional independence, constraint-based algorithms more accurately recover the
structure of the generating distribution. In current work, a constraint-based al-
gorithm is chosen to construct a probabilistic model of random variables from
data.
There have beenmany constraint-based algorithms developed in recent years.
Here we select the PC algorithm which has been widely used and is easy to im-
plement [81, 78]. There is no doubt that the method we developed can be gen-
eralized to any other BN structure learning algorithm for continuous random
variables. The PC algorithm starts by forming a complete undirected graph in
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which each pair of nodes are connected by an undirected edge (see Fig. 3.1(b)).
Then independence test of any pair of neighboring nodes conditioned on a set
of other nodes (called conditional set) are performed. The cardinality of the con-
ditional set is denoted by the order of CI relation. We thins the initial complete
undirected graph by removing edges with zero order CI relations, thins again
with first order CI relations, and so on until the maximum order is reached. As
a result, a graph is constructed from data in a hierarchical way. The complex-
ity of the PC algorithm can be reduced to polynomial complexity by fixing the
maximal number of parents of a node [102]. This algorithm is summarized as
follows. More details can be found in [81].
• Start with a complete undirected graphG = (V,E)where V is the node set
and E is the edge set.
• Set conditional independence test order n = 0.
1: repeat
2: for Y ∈ V do
3: for Z ∈ Adjacent(Y ) do
4: for S ⊆ Adjacent(Y )\{Z} and |S| = n do
5: if Y ⊥ Z|S then
5: remove edge that connects Y and Z from E, and update the undi-
rected graph G.
6: end if
7: end for
8: end for
9: end for
9: n = n + 1
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10: until |Adjacent(Y )\{Z}| < n or n = nmax
This algorithm constructs an undirected graphical model (see Fig. 3.2(i)).
Then the following criteria are used to form a directed graph to represent the
dependence relationships between nodes.
1. For each triple of nodes, e.g. C,E,D such that pair C-E and D-E are adjacent
but the pair C,D are not, orient C-E-D as C → E ← D if and only if there
is no subset S of {E} ∪ V \{C,D} that D-separates C and D.
2. If A → B, B and C are adjacent, A and C are not adjacent, and there is no
arrowhead at B, then orient B-C as B → C.
3. If there is a directed path from A to B, and an edge between A and B, then
orient A-B as A→ B.
3.2.3 Conditional Independence test
In Bayesian network structure learning, each local CI test is made between two
random variables Y and Z given a set of controlling variables X ∈ Rd. Our
problem is to test the hypothesis Y ⊥ Z|X with N independent data points
{xi, yi, zi}Ni=1. Generally, little prior information is available for the joint distri-
bution of random variables. Hence a nonparametric test is employed to avoid
the risk of obtaining incorrect conclusions resulted from parametric modeling.
Popular CI testing methods for continuous random variables include linear cor-
relation, Fisher’s Z and mutual information. However, they are based on the
assumption of multivariate normal data. These measurements are functions
of partial correlation coefficients ρY Z|X which can be estimated from standard
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correlation coefficients [47]. For example, when X is a single variable, the ex-
pression of partial correlation coefficient reduces to
ρY Z|X =
ρY Z − ρY XρZX√
1− ρ2Y X
√
1− ρ2ZX
(3.2)
where ρY Z , ρY X and ρZX are standard correlation coefficients. Since the correla-
tion coefficient of uncorrelated non-Gaussian random variables is always zero
even when they are dependent, the methods based on partial correlation coeffi-
cients fail to test the conditional independence relationships in such cases.
In this work, we use a nonparametric CI test proposed in [10] which is capa-
ble of capturing dependence structure among uncorrelated random variables.
The null hypothesis is written as
Pr{p(Y |Z,X) = p(Y |X)} = 1 (3.3)
Given observation data {xi, yi, zi}Ni=1, we need to accept or reject the hypoth-
esis according to certain statistics. Obviously, this involves exploring the de-
pendence relationships between random variables. To explicitly introduce the
dependence structure among {X, Y, Z} into the problem, the copulas are em-
ployed [64]. A copula is a kind of distribution function that describes the de-
pendence between random variables. Let U = (U1, · · · , Uq) ∈ Rq a random
vector with each component Ui has a uniform distribution on [0, 1]. The joint
cumulative distribution function (CDF) is defined by
FU(u1, · · · , uq) = Pr(U1 ≤ u1, · · · , Uq ≤ uq), ui ∈ R (3.4)
The restriction of function FU to the hypercube [0, 1]
q is called a copula function,
C : [0, 1]q → [0, 1]
C(u1, · · · , uq) = FU(u1, · · · , uq) (3.5)
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According to Sklar’s theorem [64], for an arbitrary random vector X =
(X1, · · · , Xd) ∈ Rd, there exists a copula C such that
C(FX1(x1), · · · , FXd(xd)) = FX(FX1(x1), · · · , FXd(xd)) (3.6)
where FXi(xi) is the marginal distribution of Xi. If all marginal CDFs,
FXi(xi), i = 1, · · · , d are continuous, the copula is unique. The copula density
c(·) is defined as the derivative of the copula function C(·) with respect to each
of its arguments:
c(u1, · · · , ud) = ∂
d
∂u1 · · ·∂udC(u1, · · · , ud) (3.7)
Let x = (x1, · · · , xd) and F¯X(x) .= (FX1(x1), · · · , FXd(xd)), the joint PDF of X
can be formulated in terms of its marginal densities and copula density
p(x) =
d∏
i=1
pXi(xi)× c(F¯X(x)) (3.8)
According to the properties of copula functions, the conditional independence,
Y ⊥ Z|X , can be reformulated in terms of copulas as
cXY Z(FX(x), FY (y), FZ(z)) = cXY (FX(x)FY (y))cXZ(FX(x), FZ(z)) (3.9)
Then the null hypothesis in Eq. 3.3 is equivalent to
Pr(cXY Z = cXY cXZ) = 1, ∀ y ∈ R (3.10)
in which the CI test is based on the estimation of copula functions.
According to the copula-based null hypothesis, the similarity between cXY Z
and cXY cXZ can be utilized as a measure of conditional independence. To this
end, the Hellinger distance is employed as it is a natural tool of quantifying the
similarity between two probability distributions. It is defined as
H =
∫
[0,1]d+2
(1−
√
cXY (x, y)cXZ(x, z)
cXY Z(x, y, z)
)2dCXY Z(x, y, z) (3.11)
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which is equal to zero under conditional independence.
In most cases, the copula is intractable and need to be estimated from ob-
servation data. Thus a nonparametric estimator, Bernstein density copula esti-
mator, is adopted here due to its flexibility [76]. Denote the marginal CDFs of a
data point {xi, yi, zi} by
gi = (FX1(xi,1), · · · , FXd(xi,d), FY (yi), FZ(zi)) (3.12)
This copula estimator is defined by
ĉXY Z(g1, · · · , gd+2) = 1
N
N∑
i=1
k−1∑
v1=0
· · ·
k−1∑
vd+2=0
Agi,v
d+2∏
j=1
B(gj , vj + 1, k − vj) (3.13)
where k is an integer (bandwidth parameter) and B is the beta distribution. Agi,v
is an indicator function Agi,v = 1{gi ∈ Bv} with
Bv = [
v1
k
,
v1 + 1
k
]× · · · × [vd+2
k
,
vd+2 + 1
k
]
Recall that the random vectorX ∈ Rd. The total number of random variables in
the CI test is d+ 2. All empirical marginal distributions are estimated with con-
ventional kernel density estimators. Then the estimator for Hellinger distance
is
Ĥ ≈ 1
N
N∑
i=1
(1−
√
ĉXY (F¯X(xi), FY (yi))ĉXZ(F¯X(xi), FZ(zi))
ĉXY Z(F¯X(xi), FY (yi), FZ(zi))
)2 (3.14)
Based on Hellinger’s distance H and copula densities, the statistics, T , de-
rived in [10] is used to test the conditional independence.
T ≡ Nk
−(d+2)/2
σ
(4H−N−1C1k(d+2)/2−N−1B1k(d+1)/2−N−1B2k(d+2)/2−N−1B3kd/2)
(3.15)
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where
C1 = 2
−(d+2)π(d+2)/2, σ =
√
2(π/4)(d+2)/2
B1 = −2−dπ(d+1)/2 + 1
N
N∑
i=1
∏d+1
j=1(4πgij(1− gij))−1/2
cXY (gi1, · · · , gi(d+1))
B2 = −2−dπ(d+1)/2
+
1
N
N∑
i=1
4π(gi(d+2)(1− gi(d+2)))−1/2
∏d
j=1(4πgij(1− gij))−1/2
cXZ(gi1, · · · , gid, gi(d+2))
B3 = 2
−(d+1)π−d/2
1
N
N∑
i=1
cX(gi1, · · · , gid)√∏d
j=1 gij(1− gij)
(3.16)
where gij is the j-th element of the vector gi in Eq (3.12). This test statistic
is asymptotically normal with weak assumptions under null hypothesis [10],
i.e. T ∼ N (0, 1). After obtaining numerical value of T from observation data,
we can compute the probability of observation data under null hypothesis (i.e.
the p-value) and compare it with predefined significance level α to determine
whether rejecting the hypothesis of conditional independence relationship be-
tween Y and Z conditioned onX .
Since the observation data are generally limited in practice, the following
local smoothed bootstrap algorithm is employed to do resampling from obser-
vation data to compute the p-value.
1. Given observation data {xi, yi, zi}Ni=1, calculate T using equation (3.15).
2. Draw a sample x(r) from a conventional kernel density estimator
3. Conditioned on x(r), we draw y(r) and z(r) independently from the condi-
tional density estimator for p(y|x) and p(z|x)
4. Compute corresponding Hellinger distance H(r) and the test statistic T (r)
using Eqs (3.11) and (3.15)
54
5. Repeat steps (2)-(4) R times to get a set of values {T (r)}Rr=1. The bootstrap
p-value is
p =
1
R
R∑
r=1
1(T (r) > T )
where 1(·) is an indicator function.
6. Given a significance level α (typically 0.05), we reject the conditional inde-
pendence assumption if p < α.
3.3 Gaussian mixture modeling of conditional distributions
With the help of graphical model, the multivariate distribution p(η) is decom-
posed into products of lower-dimensional conditional distributions. Then it is
necessary to estimate the conditional distributions from observation data. In
this section, we adopt the Gaussian mixture modeling for nonparametric den-
sity estimation.
Consider a conditional distribution p(η|η˜) where η is a single random vari-
able and η˜ is another variable or vector. Let η¯
.
= (η, η˜T )T . Assume that the joint
distribution p(η¯) can be accurately approximated by a multivariate Gaussian
mixture, i.e.
p(η¯) ≈
t∑
i=1
w¯iN (η¯; µ¯i, Σ¯i) (3.17)
When dim(η˜) is relatively small, an expectation-maximization (EM) algorithm
can be utilized to learn the weights, means and covariances from observation
data [7].
According to Bayes’ rule, the conditional distribution
p(η|η˜) = p(η, η˜)
p(η˜)
∝
r∑
i=1
Wi(η˜)N (η;µi(η˜), σ2i (η˜)) (3.18)
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Recall Eq 3.17, we denote by µ¯Ti = (µ
′
i, µ˜
T
i ) and Γ¯i = (Σ¯i)
−1 with submatrices
[Γ¯i,11]1×1,[Γ¯i,12]1×d, [Γ¯i,21]d×1 and [Γ¯i,22]d×d. Then it is straightforward to get the
mean and variance in each component as
σ2i (η˜) =
1
Γ¯i,11
, µi(η˜) = µ
′
i − σ2i Γ¯i,12(η˜ − µ˜i) (3.19)
The unnormalized weights are formulated as
Wi(η˜) = w¯i exp(−1
2
f(η˜)) (3.20)
such that f(η˜) = µ′iΓ¯i,11 − µ2i − 2µ′iΓ¯i,12(η˜ − µ˜i) + (η˜ − µ˜i)T Γ¯i,22(η˜ − µ˜i).
3.4 Stochastic reduced-order modeling via KL expansion
In this section, we combine the graph-based probabilistic modeling with model
reduction techniques to construct a reduced-order representation of high-
dimensional random field from observation data. One of the most popular
model reduction methods are Karhunen-Loe`ve (KL) decomposition and its vari-
ants. Denote the correlation function by C(x,x′) where x are coordinates of a
point in the domain. The KL expansion takes the following form:
a(x, ω) = E[a(x)] +
∞∑
i=1
√
λiφi(x)ηi(ω) (3.21)
where {λi, φi(x)}∞i=1 are eigenpairs of the correlation function∫
D
C(x,x′)φi(x
′)dx′ = λiφi(x) (3.22)
The KL expansion coefficients {ηi}∞i=1 satisfy
ηi =
1√
λi
∫
D
(a(x, ω)− E[a(x)])φi(x)dx (3.23)
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Accordingly, they have the following properties:
E[ηi] = 0, E[ηiηj] = δij (3.24)
where δij is the Kronecker delta.
Generally, the eigenvalue problem in Eq (3.22) does not have analytic so-
lutions. Therefore, numerical methods are adopted in many practical appli-
cations. Assume we are given a set of independent realizations of the random
field, {a1, · · · ,aN}where each realization ai ∈ Rp is a column vector. The eigen-
pairs in the KL expansion can be obtained directly from an unbiased estimator
of the underlying covariance matrix Cˆ
Cˆ =
1
N − 1
N∑
k=1
(ak − a)(ak − a)T (3.25)
where a = 1
N
∑N
i=1 ai. The associated realizations of random variables {ηi}∞i=1
are given by
ηi,t =
1√
λi
(at − a)Tφi, t = 1, · · · , N (3.26)
In practice, the KL representation in Eq (3.38) is truncated by by taking the first
q terms
a(x, ω) ≈ aq(x, ω) = a +
q∑
i=1
√
λiφi(x)ηi(ω) (3.27)
Thus the original random field is represented in terms ofm zero-mean uncorre-
lated random variables η
.
= {η1, · · · , ηq}.
The next problem is to represent the random vector η based on independent
samples {η1, · · · ,ηN}. According to Eq (3.24), the KL expansion coefficients are
uncorrelated. For a Gaussian random field, η are in a multivariate Gaussian dis-
tribution and pairwise uncorrelatedness implies independence. The estimation
of joint distribution reduces to a number of trivial one-dimensional density esti-
mation. However, this is not the case for arbitrary stochastic processes. The KL
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expansion coefficients can be dependent and have nonstandard distributions
determined by data. Therefore, the graph-based factorization of the joint distri-
bution p(η) proposed in section 3.2 are employed. Then the lower-dimensional
conditional distributions are estimated by Gaussian mixture models. In this
way, it is straightforward to make samples of these KL expansion coefficients
from the graphical model and use KL expansion in Eq 3.27 to generate realiza-
tions of the target random field.
3.4.1 Polynomial Chaos representation of the reduced-order
model
In previous sections, we construct a framework for generating independent re-
alizations of random field. However, in many applications, it is desirable to
map the random vector η to a set of independent identically distributed ran-
dom variables ξ. It makes it easy to apply methods other than MC simulation,
e.g. collocation methods, for uncertainty quantification.
The most commonly used approach for this purpose is polynomial chaos
(PC) expansion. In this approach, any random variable with finite variance can
be expanded in terms of orthogonal polynomials of specific standard random
variables [27, 97, 98]. A pth order PC expansion of the random vector η can be
expressed as
η =
p∑
|α|=0
cαΨα(ξ) (3.28)
where ξ = {ξ1, · · · , ξq} is a vector of standard random variables and α =
{α1, · · · , αq} ∈ Nq is a multi-index with modulus |α| = α1 + · · · + αq. The
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multivariate polynomial basis function Ψα(ξ) is defined as
Ψα(ξ) = ψα1(ξ1) · · ·ψαq(ξq) (3.29)
where ψαi(·) is the standard 1D polynomial of degree αi. In this work, we use
Hermite polynomials. The standard 1D Hermite polynomials are defined by
Ψ0(ξi) = 1, Ψ1(ξi) = ξi
Ψj+1(ξi) = ξiΨj(ξi)− jΨj−1(ξi), when j > 1 (3.30)
These polynomials are orthogonal with respect to the corresponding probability
density function of standard normal random variables:
E[ΨiΨj ] =
1
2π
∫ +∞
−∞
Ψi(η)Ψj(η) exp(−η
2
2
)dη = i!δij (3.31)
Due to the orthogonality of polynomials, the Galerkin projection is used to cal-
culate the PC coefficients:
cα =
E[ηΨα(ξ)]
E[Ψ2
α
(ξ)]
=
1
E[Ψ2
α
(ξ)]
∫
ηΨα(ξ)p(ξ)dξ (3.32)
where p(ξ) is the joint probability of ξ. As the polynomial is determined, the ξ
is subject to a standard distribution with an analytic expression. However, the
KL expansion coefficients η does not belong to the same stochastic space as ξ.
To compute this integral, a mapping Γ : ξ → η is necessary such that Γ(ξ) and
η have the same distributions.
To compute the PC coefficients with Eq (3.32), we employ the Rosenblatt
transformation in conjunction with the probabilistic model of η obtained from
graphical model in section 3.2:
ξi = F
−1
G ◦ F (ηi|Πηi) (3.33)
where FG(·) is the CDF of a standard Gaussian random variable and F (·|·) in-
dicates a conditional cumulative distribution. Recall that Πηi denote the parent
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nodes of ηi in a Bayesian network. To obtain the mapping,Γ : ξ → η, an inverse
of the Rosenblatt transformation in Eq (3.33) is taken. The empirical conditional
CDF evaluated here is monotonic, which ensures the inverse transformation can
be performed.
3.5 Numerical example
In this section, we apply the proposed approach to model a non-Gaussian ran-
dom field. The generated stochastic input model is used as an input to a sin-
gle phase incompressible fluid flow in porous media. The governing equations
are [1]
∇ · u = f, u = −K(x, ω)∇p, ∀x ∈ D, (3.34)
with boundary conditions
p = p on ∂Dp, u · n = u on ∂Du, (3.35)
with the assumptions that the effects of gravity, capillary pressure, and com-
pressibility can be neglected and that the porosity is constant. The source term
in Eq. (4.3) is used to model injection/production wells:
f(x) =

−r, if 0 ≤ xi < w, for i = 1,2,
r, if 1− w ≤ xi < 1, for i = 1,2,
0 otherwise. (3.36)
The parameters are chosen to be r = 1 and w = 1/64. No-flow homogeneous
Neumann boundary conditions are applied on all boundaries. Standard mixed
finite element method is adopted to solve the equations [70].
The spatial domain is a unit square [0, 1]2 which is discretized into a 64 × 64
grid. The permeability is defined as a constant in each grid block. For simplicity,
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we let the random permeability tensor K(x, ω) be isotropic and use the log-
permeability a(x, ω) = log(K) as the underlying stochastic input. a(x, ω) is
assumed to be a Gaussian random field with mean zero and an exponential
covariance function defined as
cov(x,x⋆) = σ2 exp(−|x1 − x
⋆
1|
L1
− |x2 − x
⋆
2|
L2
), (3.37)
where coordinates x = (x1, x2) and x
⋆ = (x⋆1, x
⋆
2) and σ is the standard deviation
of the random field. An isotropic random field is assumed such that correlation
lengths L1 = L2 = 0.1 and the standard deviation σ = 1.5. The samples of
permeability are generated using standard KL expansion with the first 10 terms,
i.e.
a(x, ω) =
10∑
i=1
√
λiφi(x)ηi (3.38)
where {λ1, · · · , λ10} are the largest eigenvalues arranged in descending order.
A non-Gaussian multivariate distribution is specified for KL expansion coeffi-
cients η
.
= {η1, · · · , ηq}where q = 10:
η2 ∝ η˜2, η˜2 ∼ 0.4N (−6, 4) + 0.6N (4, 1)
η1 ∝ η˜2X, X ∼ 0.2N (8.0.25) + 0.8N (−2, 0.25)
η3 ∝ η˜2Y, Y ∼ 0.5N (−10, 1) + 0.5N (10, 1)
ηi ∝ η˜i, η˜i ∼ 0.4N (−6, 4) + 0.6N (4, 1)
ηi+1 ∝ η˜iX, for i = 4, 6, 8
(3.39)
and η10 ∼ N (0, 1). These random variables are all standardized such that
E(ηi) = 0 and E(η
2
i ) = 1.
Monte Carlo (MC) simulation is conducted with 105 realizations directly
sampled from the random field defined in Eqs. (3.38) and (3.39). The statistics
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obtained in this way are taken as reference. To evaluate the performance of the
proposed algorithm, N = 2000 realizations, D = {a1, · · · ,aN}, are randomly
picked up as training data. Two KL expansion based methods are employed
to construct stochastic input models. In the first one, we assume that the KL
expansion coefficients are mutually independent; while in the second one, the
joint distribution of these coefficients are explored by Bayesian network struc-
ture learning. MC simulations are conducted with both input models.
3.5.1 Approximation of the joint distribution of KL expansion
coefficients
Given the training data of stochastic input, samples of coefficients η, i.e. Dη =
{η1, · · · ,ηN}, can be obtained directly from KL expansion. We learn the de-
pendence structure among these variables and factorize the joint PDF p(η)
into lower dimensional conditional PDFs using the algorithm proposed in sec-
tion 3.2.2. According to Eq. (3.39), the joint distribution can be written as
p(η) = p(η2)p(η1|η2)p(η3|η2)p(η10)
∏
i∈{4,6,8}
p(ηi)p(ηi+1|ηi) (3.40)
The corresponding graphical model is depicted in Fig. 3.1(a). As discussed
in section 3.2.2, a natural initial guess of the dependence structure is a fully con-
nected graph shown in Fig. 3.1(b), which implies that any set of variables are
mutually dependent. However, the real probabilistic model may not be as com-
plex as this owing to the existence of conditional independence. By running lo-
cal CI tests, the initial graphical model is thinned by removing redundant edges.
The significance level α in the CI test is set to be 5% in this example. Some in-
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termediate graphical models in the learning process are presented in Fig. 3.2.
Fig. 3.2(b) shows the graphical model after running the first order CI test with
respect to variable η1. According to the true dependence relationship expressed
in Eq. (3.40), η1 only depends on η2. The conditional independence removes
the edges between η1 and all the other nodes except η2. In Fig. 3.2(e), a stand-
alone cluster, {η1, η2, η3}, is found. Finally, we obtain an undirected graphical
model corresponding to the true probabilistic model by removing all redundant
edges between conditionally independent random variables. Then the rules in
section 3.2.2 convert the undirected graph into a Bayesian network. Note that
these rules may lead to incorrect directions of arrows and may leave the direc-
tions of some edges undefined. For example, according to the CI tests, we have
p(η1, η3|η2) = p(η1|η2)p(η3|η2). However, there are three possible graph struc-
tures satisfying this conditional independence relationship, (1) η1 ← η2 → η3,
(2) η1 → η2 → η3 and (3) η1 ← η2 ← η3. They correspond to different but
equivalent factorization of the joint distribution p(η1, η2, η3), i.e.
p(η1, η2, η3) = p(η1|η2)p(η3|η2)p(η2)
= p(η1)p(η2|η1)p(η3|η2)
= p(η3)p(η2|η3)p(η1|η2) (3.41)
As Gaussian mixture model is utilized to approximate the joint distribution,
the three factorizations can give almost the same results except slight difference
resulted from numerical errors. In this work, we assume that KL coefficients
with small indices dominate those with larger indices in order to determine
undefined directions of edges. The final Bayesian network is shown in Fig. 3.3.
Given the factorized joint PDF of η, it is straightforward to approximate the
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(a) (b)
Figure 3.1: (a) True graphical model for random variables η, and (b) the
initial guess of the dependence structure
conditional distributions with Gaussian mixture models. In this example, we
use Gaussian mixtures with 8 components. In Fig. 3.4, we compare the samples
of η1 and η2 from their marginal distributions with the samples from condi-
tional Gaussian mixture distributions. The simulated experiment data are also
presented for reference. In Fig. 3.5, we present the samples of η2 and η3. In both
cases, the variables are dependent. As a result, sampling from marginal dis-
tributions leads to incorrectly distributed samples of KL expansion coefficients,
which will further affect the distribution of samples of stochastic input.
3.5.2 Uncertainty propagation with the stochastic input model
Besides the graph-based stochastic input model, we also construct a stochastic
input model by assuming that the KL expansion coefficients are mutually in-
dependent for comparison. The Gaussian mixture model is applied to approxi-
mate the PDF of each coefficient. 105 samples are generated from both stochastic
input models respectively. Note that in both input models, the Gaussian mix-
ture modeling is performed with 4 components. The contour plots of variance
of pressure and velocities are given in Fig. 3.6. From this figure, it is seen that
the variance of model responses obtained from both stochastic input models are
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(a)
(c)
(e)
(b)
(d)
(f)
(g) (h)
Figure 3.2: (a) Initial graph structure, (b)-(g) intermediate graphical mod-
els during dependence structure learning process and (h) final
undirected graph structure
nearly the same with reference solutions. In other words, the variance can be
accurately estimated by capturing marginal PDFs of η.
Obviously, only consider first- and second-order statistics may not be
enough in many cases. Therefore we examine high-order statistics, skewness
and kurtosis, in this work. Given N samples, {X1, · · · , XN}, of a random vari-
able X , the skewness is defined as
skewness =
N∑
i=1
(Xi − X¯)3/(N − 1)s3 (3.42)
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Figure 3.3: Final Bayesian network converted from the undirected graph
in Fig. 3.2(h).
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Figure 3.4: Samples of η1 and η2 obtained from (a) their marginal distribu-
tions, and from (b) conditional Gaussian mixture distributions.
and the kurtosis is defined as
kurtosis =
N∑
i=1
(Xi − X¯4)4/(N − 1)s4 (3.43)
where s is the standard deviation of X and X¯ denotes the mean value. The
results are given in Fig. 3.7 and 3.8 respectively. We can see that the graph-based
stochastic input model gives more accurate predictions of high-order statistics.
For example, if the dependence relationships between KL expansion coefficients
are missing, the estimated contour plots of skewness and kurtosis of pressure
exhibit high symmetry, which leads to a wrong conclusion.
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Figure 3.5: Samples of η2 and η3 obtained from (a) their marginal distribu-
tions, and from (b) conditional Gaussian mixture distributions.
3.6 Conclusions
In this chapter, we proposed a new stochastic reduced-order modeling tech-
nique based on Bayesian network structure learning algorithm. The truncated
KL expansion has been employed to represent a random field in terms of finite
random variables η. Then the Bayesian network is introduced to evaluate the
joint probability of these variables. By running a number of local CI tests, the
probabilistic model of η can be constructed with a BN structure learning algo-
rithm such that the dependence relations between the random variables are pre-
served. Since the most common conditional independence tests for continuous
random variables are based on correlation coefficient which is unable to explore
the dependence between uncorrelated KL random variables, a nonparametric
copula based CI test is employed. As a result, the multivariate PDF is decom-
posed into a set of conditional distributions based on the dependence according
to the structure of corresponding BN. Due to the existence of conditional in-
dependence, a random variable could depend only on a few other ones rather
than its complementary set. Consequently, these conditional distributions can
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Figure 3.6: Contours of variance of x-velocity (left), y-velocity (middle)
and pressure (right) from (a)-(c) reference solutions, (d)-(f)
stochastic input model with independent KL expansion coef-
ficients, and (g)-(i) stochastic input model with p(η) approxi-
mated by graphical model.
be separately estimated under low dimensions. Finally, PC expansion is used to
represent the KL random variables in terms of standard random variables based
on the Rosenblatt transformation.
This work actually develops a general framework of constructing stochas-
tic input models with BN structure learning. The structure learning algorithm
and empirical density estimation are not limited to the approaches used. In
recent years, more and more advanced constraint-based BN structure learn-
ing algorithms have been developed in machine learning and artificial intelli-
gence [102, 82, 15]. It is quite straightforward to replace the structure learning
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Figure 3.7: Contours of skewness of x-velocity (left), y-velocity (middle)
and pressure (right) from (a)-(c) reference solutions, (d)-(f)
stochastic input model with independent KL expansion coef-
ficients, and (g)-(i) stochastic input model with p(η) approxi-
mated by graphical model.
algorithm used in this work with any other one to achieve the best accuracy and
performance in practical applications.
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Figure 3.8: Contours of kurtosis of x-velocity (left), y-velocity (middle)
and pressure (right) from (a)-(c) reference solutions, (d)-(f)
stochastic input model with independent KL expansion coef-
ficients, and (g)-(i) stochastic input model with p(η) approxi-
mated by graphical model.
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CHAPTER 4
SOLVING STOCHASTICMULTISCALE PARTIAL DIFFERENTIAL
EQUATIONS: A PROBABILISTIC GRAPHICALMODEL APPROACH
The model reduction techniques give a lower-dimensional representation of
high-dimensional stochastic input. However, in many applications, a reduced
dimensionality of input is still large (e.g. several tens or hundreds of dimen-
sions) for conventional sampling based approaches for uncertainty quantifica-
tion. In this chapter, we develop a probabilistic graphical model based method-
ology for uncertainty quantification in the presence of stochastic input and mul-
tiple scales. Both the stochastic input and model responses are treated as ran-
dom variables in this framework. Their relationships are modeled by graphical
models which give explicit factorization of a high-dimensional joint probability
distribution.The hyperparameters in the probabilistic model are learned using
SMC method, which is superior to standard MCMC methods for multi-modal
distributions. The predictions from the probabilistic graphical model are con-
ducted using belief propagation algorithms. This chapter closely follows the
work in [89].
4.1 Problem definition
To model uncertainties in a physical system, we define a probability space
(Ω,F ,P) where Ω is a sample space, F a σ-algebra of subsects of Ω and
P : F → [0, 1] a probability measure. Let D ⊂ Rd be a fixed d-dimensional
bounded domain with boundary ∂D. A general stochastic partial differential
71
equation (SPDE) is formulated as
L(x, ω; y) = 0, ∀x ∈ D, (4.1)
with boundary conditions
B(x, ω; y) = 0, ∀x ∈ ∂D, (4.2)
where L is a general differential operator, B is a boundary operator, ω ∈ Ω is an
elementary event in the sample space and y is the model response.
We are interested in assessing macroscopic quantities from fine-scale infor-
mation based on SPDEs with multiscale features. For demonstration of the ap-
proach, we consider single phase incompressible fluid flow in porous media
where the length scale of permeability variation is orders of magnitude smaller
than the characteristic length scale of the domain. The pressure h and velocity
u are characterized by the following equations [2]
∇ · u = f, u = −K(x, ω)∇h, ∀x ∈ D, (4.3)
with boundary conditions
h = h on ∂Dh, u · n = u on ∂Du, (4.4)
with the assumptions that the effects of gravity, capillary pressure, and com-
pressibility can be neglected and that the porosity is constant.
For simplicity, we let the random permeability tensor K(x, ω) be isotropic
and use the log-permeability a(x, ω) = log(K) as it is commonly employed in
geostatistical models.
Due to the multiscale nature of the problem, two sets of grids are defined.
First, let us discretize the domainD into non-overlapping elements ei and obtain
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a fine-scale grid Th =
⋃Nh
i=1 ei, where Nh is the number of fine elements. In this
work, the global log-permeability is defined as a ≡ {ai(ω)}Nhi=1 where ai(ω) is
the log-permeability on the i-th fine-scale element. Then we define the skeleton
of the fine-scale partition, Ph =
⋃Mh
a=1 νa, where νa denote element faces andMh
is the total number of faces. In a multiscale problem, a coarse-scale partition of
the same domain is proposed. Denote this partition as Tc =
⋃Nc
i=1Ei where Ei
are coarse elements. We also denote the associated skeleton of the coarse-scale
discretization by Pc =
⋃Mc
a=1 Λa. Here, Nc is the number of coarse elements and
Mc is the number of coarse element faces denoted by Λa. The two partitions, Th
and Tc, are nested. Fig. 4.1 shows a fine grid (finer lines) and a corresponding
coarse grid (heavier lines). The log-permeability on the k-th coarse element is a
random vector denoted by
ak ≡ {aj(ω)|ej ⊂ Ek }, (4.5)
which is referred to as local features and ak ⊂ a.
( )a ( )b
Figure 4.1: Schematic of the domain partition: (a) fine- and coarse-scale
grids and (b) fine-scale local region in one coarse element.
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4.2 Probabilistic model of responses
A main objective of multiscale modeling is assessing coarse-scale model re-
sponses. However, conventional methods such as collocation methods suf-
fer from the curse of dimensionality when the stochastic input a is in a high-
dimensional space. In order to overcome this difficulty, a probabilistic graphi-
cal model representation of multiscale SPDE is directly constructed in this paper
and probability theory is applied to this model to make predictions of model re-
sponses.
Without loss of generality, let us suppose that we are interested in model
responses on a set of regularly distributed points in the coarse-grid. The coarse-
scale model responses associated with these points are denoted by a vector
Y = (y1, · · · , yn)T where yi stands for model responses. In uncertainty quan-
tification, we aim at estimating the probability distribution of Y , i.e. p(Y ). In a
probabilistic framework, this multivariate joint distribution is given by
p(Y ) =
∫
p(Y ,a)da =
∫
p(Y |a)p(a)da, (4.6)
which is based on the knowledge of the stochastic input model and the proba-
bilistic dependence between output and input. In theory, the mapping from a
to Y is deterministic given a forward model, which implies that p(Y |a) degen-
erates to delta functions. However, from the perspective of Bayesian statistics,
we learn the relationship between input and output completely from training
data D = {a(t),Y (t)}. As a result, many other sources of uncertainties, such as
the lack of knowledge on forward models and various modeling errors, come
into the picture. Then Eq. (4.6) can be approximated as
p(Y |D) =
∫
p(Y |a,D)p(a)da. (4.7)
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Actually, the training data affect the estimation of the relationship between
a and Y through unknown model parameters, Θ⋆, i.e. p(Y |a,D) ≡
p(Y |a,Θ⋆(D)). For notational convenience, we will ignore Θ⋆ temporarily. But
it will be brought into the framework later in Section 4.2.2 and will be learned
from training data in Section 4.3.
In many practical applications, a stochastic input model can be learned from
observation data and thus p(a) is assumed to be known. However, a is gener-
ally in a high-dimensional space. Although various model reduction techniques
might map a to a lower-dimensional space, it is still challenging to construct an
accurate probabilistic model of p(Y |a) using conventional methods such as ker-
nel density estimation. Therefore, we consider a conditional random field (CRF)
representing p(Y |a) with a Gibbs distribution as:
p(Y |a) ∝ exp (− E(Y ;a)), (4.8)
where E(Y ;a) is an ‘energy’ function. Let I denote the index set of elements in
Y . Then, the energy function can be written in the following general form
E(Y ;a) ≈
∑
i∈I
φ
(1)
i (yi,a) +
∑
(i,j)∈I×I
φ
(2)
i,j (yi, yj,a) + · · ·+ φ(|I|)I (Y ,a),
where φ(n) are feature functions of n variables in Y . In this work, we approxi-
mate the energy function by ignoring high-order interactions among the model
responses. Hence, only φ(1) and φ(2) are retained:
E(Y ;a) ≈
∑
i∈I
φi(yi,a) +
∑
(i,j)∈I×I
φi,j(yi, yj,a). (4.9)
For notational convenience, the superscripts in potential functions are omitted.
Since only up to pairwise interactions between variables in Y are considered in
this framework, we further assume that the conditional random field p(Y |a) is
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a Gaussian Markov random field which can be formulated by [86, 75]
p(Y |a) ∝ exp (−∑
i
fi(a)yi −
∑
i
∑
j
fij(a)yiyj
)
, (4.10)
where fi(·) and fij(·) are functions of the stochastic input.
So far, a global approximation of p(Y |a) has been proposed. However, this is
of little practical use. Due to the high-dimensional stochastic input, it is difficult
to estimate the functions fi(a) and fij(a). Moreover, it is impractical to make
predictions directly from this probabilistic model of Y . Therefore, the global
problem is decomposed into lower-dimensional local sub-problems. Then the
approximation of conditional distribution proposed in Eq. (4.10) is applied on
each sub-problem. A graphical model associated with the probabilistic model
is also presented for making predictions of model responses.
4.2.1 Brief introduction to probabilistic graphical models
Commonly used graphical models include Bayesian networks, undirected
graphical models and factor graphs. They define the dependence relationships
between random variables in different ways. The main advantage of a graphi-
cal model is its ability to factorize the joint distribution over all of the random
variables into a product of factors each depending only on a subset of the vari-
ables according to the structure of the underlying graph. In this chapter, we
focus on undirected graphical models which have undirected links. In an undi-
rected graph, a clique is defined as a subset of nodes such that there exists a
link between any pair of nodes in the subset. A maximal clique is a clique that
would cease to be a clique when any other nodes are included. Suppose the
graphical model is for random variables x, i.e. V = {x1, · · · , xn}. Then, the joint
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distribution is factorized as a product of potential functions µC over maximal
cliques
p(x) ∝
∏
C
µC(xC),
where C denotes a maximal clique and xC the variables in that clique.
An undirected graphical model can be converted to a factor graph which
provides an efficient way of describing the factorization properties of large
graphs [86]. The factor graph, denoted by G = (V,E, F ), decomposes a joint
probability explicitly by introducing additional factor nodes (functions) F . The
joint probability is assumed to be proportional to the product of all factor nodes
in the graph. For example, consider the factorization
p(x) ∝
m∏
j=1
µj(xj),
where xj ⊂ x. In the factor graph for this joint distribution, the factor nodes
F = {µ1, · · · , µm}. A factor node, µi(xi), is linked to every element in xi. In
a typical factor graph, the vertices indicate random variables (or vectors) and
squares indicate the factor nodes (see Fig. 4.3b). The factor nodes contain more
detailed information about underlying factorization of cliques in an equivalent
undirected graphical model. Based on prior knowledge of interacting vari-
ables, the factor nodes are properly defined to enable efficient computation of
marginal distributions over the joint distribution. This feature will be discussed
in the inference problem in Section 4.4. For more details on undirected graphical
models, factor graphs and inference on graphical models, the reader can refer
to [86, 9, 46].
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4.2.2 Probabilistic graphical model for multiscale SPDEs
In this section, a probabilistic model for p(Y |a) is constructed with the help of a
graphical model. In a multiscale system with stochastic input, the correspond-
ing graph includes nodes for two types of random variables, stochastic input
a and output (model responses) Y . As discussed in Section 4.1, the stochastic
input a is equivalent to {a1, · · · ,aNc} in which ak denotes the local fine-scale
features on coarse element Ek and Nc the number of coarse elements. In fluid
flow through porous media, the pressure plays an important role in Darcy’s law.
As in the mixed finite element method, we assume a constant pressure, hk, on
each coarse element. The flow in a coarse element interacts with the flow at the
neighboring elements through the adjoint edges. Thus the flux onmiddle points
of edges of coarse elements is also of interest. Finally, the target model responses
include the pressure on each coarse element and the fluxes on the middle points
of the edges of the coarse elements, i.e. Y = {u,h} where h = {h1, · · · , hNc}
denote the pressure variables and u = {u1, · · · , uMc} the fluxes. The spatial dis-
tribution of nodes for output and local input features in a graphical model is
depicted in Fig. 4.2.
(a) (b) 
k
E
k
a
k
h
k
i I
u ∈
Figure 4.2: (a) Graphical representation of the relationships between
model responses, (b) undirected graph for the stochastic input
a and model responses Y .
As there is little prior information on the relationship between the random
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variables {u,h} and a, all nodes in each coarse element are mutually linked (as
shown in Fig. 4.2b). Note that the random vector ak is treated as a single node
in the graph. In order to simplify the graph structure, the spatial correlations
between the model responses are taken into account. Each response is only cor-
related to the response of its neighboring nodes in the same coarse element and
long distance interactions are ignored. In this way, the variables on a coarse el-
ement, {ui∈Ik , hk,ak}, form a maximal clique in an undirected graphical model.
Here, Ik is the index set of responses in elementEk. By the Hammersley-Clifford
theorem [4, 48],
p(u,h|a) ∝
∏
k
qk(uIk , hk;ak), (4.11)
where qk(·) is the potential function of themaximal clique onEk. Thus the global
joint distribution is factorized into local potential functions on coarse elements.
From the conditional random field defined in Eq. (4.8), p(u,h|a) can be refor-
mulated as
p(u,h|a) ∝ exp (−∑
k
Ek(uIk , hk;ak)
)
, (4.12)
such that qk(uIk , hk;ak) := exp
( − Ek(uIk , hk;ak)). Then Eq. (4.9) is applied to
approximate these local energy functions
Ek(uIk , hk;ak) ≈
∑
i∈Ik
φk,i(ui,ak) +
∑
(i,j)∈Ik×Ik,i 6=j
φk,ij(ui, uj,ak)
+ φk,0(hk,ak) +
∑
i∈Ik
φk,i0(ui, hk,ak), (4.13)
where from the Gaussian Markov field approximation in Eq. (4.10):
φk,i(ui,ak) := fk,i(ak)ui + fk,ii(ak)u
2
i ,
φk,ij(ui, uj,ak) := fk,ij(ak)uiuj, i 6= j
φk,0(hk,ak) := fk,0(ak)hk + fk,00(ak)h
2
k,
φk,i0(ui, hk,ak) := fk,i0(ak)uihk. (4.14)
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Note that the potential φk,ij with i = j is accounted into φk,i. The functions, f(·),
measure the influence of local features on model responses and for stationary
permeability are assumed identical on different coarse elements. Nonparamet-
ric models are adopted for all functions such that
fk,·(ak) ≡ fk,·(ak; θk) = θ(1)k,· +
r∑
t=2
θ
(t)
k,·ζt(ak), (4.15)
where we choose unnormalized Gaussian kernels ζt(ak) = exp(−‖ak−a¯t‖2σ2
ζ
)
(chapter 6 in [63]). The hyperparameters θk = {θ(t)k,·} are fixed and will be learnt
from training data. We also use Θ =
⋃
k θk to denote all hyperparameters in the
probabilistic model.
Given a set of samples of input {a(n)k }Nn=1 and specifying the number of ker-
nels r, the centers of Gaussian kernels, {a¯t}rt=1, are determined using K-means.
A typical choice of the kernel width σζ is the average minimum distance be-
tween two realizations in the input space, i.e.
σ2ζ =
1
N
N∑
i=1
min
i 6=j
‖a(i)k − a(j)k ‖2. (4.16)
Combining Eqs. (4.12) and (4.13), the conditional distribution of model re-
sponses is formulated as
p(u,h|a,Θ) ∝
∏
k
( ∏
i∈Ik
exp
(− fk,i(ak; θk)ui − fk,ii(ak; θk)u2i )
·
∏
(i,j)∈Ik×Ik,i 6=j
exp
(− fk,ij(ak; θk)uiuj)
·
∏
i∈Ik
exp
(− fk,i0(ak; θk)uihk)
· exp (− fk,0(ak; θk)hk − fk,00(ak; θk)h2k)).
(4.17)
Any realization of the stochastic input a influences the energy function
(Eqs. (4.12) and (4.13)) through the function values fk,·(ak; θk). The function
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fk,· is a mapping fk,· : ak → ξk,· from local features ak to a scalar variable ξk,·.
In other words, fk,· projects the high-dimensional input into a low-dimensional
space. Since these variables ξk,· are not directly observable, we call them hidden
variables in the probabilistic model. The relationships between hidden vari-
ables and local features are as follows: ξk,i = fk,i(ak; θk), ξk,ii = fk,ii(ak; θk),
ξk,ij = fk,ij(ak; θk), ξk,0 = fk,0(ak; θk), ξk,00 = fk,00(ak; θk) and ξk,i0 = fk,i0(ak; θk),
where the hyperparameters θk = {θ(t)k,·} were introduced in Eq. (4.15). The con-
ditional distribution of {u,h} can now be formulated in terms of the hidden
variables ξ:
p(u,h|ξ) ∝
∏
k
( ∏
i∈Ik
exp(−ξk,iui − ξk,iiu2i ) ·
∏
(i,j)∈Ik×Ik,i 6=j
exp(−ξk,ijuiuj)
∏
i∈Ik
exp(−ξk,i0uihk) · exp(−ξk,0hk − ξk,00h2k)
)
. (4.18)
According to the definition of the hidden variables, each of them is completely
fixed given the corresponding local feature ak and hyperparameters θk. In other
words, the hidden variables are conditionally independent on local features, e.g.
p(ξk,i|ξk,j,ak, θk) = p(ξk,i|ak, θk). Thus, we can write the following:
p(ξ|a,Θ) =
∏
k
(
p(ξk,0|ak, θk)p(ξk,00|ak, θk) ·∏
i∈Ik
p(ξk,i|ak, θk)p(ξk,i0|ak, θk)
∏
(i,j)∈Ik×Ik
p(ξk,ij|ak, θk)
)
. (4.19)
Since there exist deterministic relationships between any ξk,· and ak, ξk,· takes
value at fk,·(ak; θk)with probability 1 given ak. Then the conditional probability
of ξk,· on ak can be represented with a delta function as in [13]
p(ξk,·|ak, θk) = δ (ξk,· − fk,·(ak; θk)) . (4.20)
As a result, p(u,h|a,Θ) can be expressed with hidden variables ξ included as
follows:
p(u,h|a,Θ) =
∫
p(u,h|ξ)p(ξ|a,Θ)dξ. (4.21)
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The hidden variables ξ capture fine-scale effects on a coarse-scale. In other
words, the influence of high-dimensional stochastic input on responses is rep-
resented by ξ. Later on, we will discuss that inference on model responses can
be implemented directly on p(u,h|ξ) with the information of ξ. Thus with-
out involving the high-dimensional input a, the computational cost can be sig-
nificantly reduced. The graphical model with hidden variables is shown in
Fig. 4.3(a).
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Figure 4.3: (a) Undirected graphical model with hidden variables, (b) an
equivalent factor graph.
In order to factorize the joint probability p(u,h,a|Θ) explicitly via the graph-
ical model, the undirected graph with hidden variables in Fig. 4.3(a) is trans-
formed into a factor graph in Fig. 4.3(b) in which the factor nodes are potential
functions defined through the energy functions in Eq. (4.13), i.e.
µk,i := exp(−φk,i(ui, ξk,i, ξk,ii)),
µk,ij := exp(−φk,ij(ui, uj, ξk,ij)),
µk,0 := exp(−φk,0(hk, ξk,0, ξk,00)),
µk,i0 := exp(−φk,i0(ui, hk, ξk,i0)). (4.22)
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The potential functions for any of the hidden variables ξ and local feature ak are
simply the conditional distributions (delta functions) in Eq. (4.20).
Remark 1: The subscripts of feature functions φ(·) in Eq. (4.13), potential func-
tions µ(·) in Eq. (4.22), hidden variables ξ as well as coefficient functions f(·)
are defined according to the following rules: (k, i) denotes the flux component
with flux index i, (k, ij) denotes interaction terms between the fluxes ui and uj
(i 6= j), (k, 0) denotes the pressure hk on the coarse element k and (k, i0) denotes
interaction terms between the flux ui and pressure hk. All these quantities are
defined on the k-th coarse element. Note that the index set for flux, I , is a set of
positive integers such that I = {1, 2, · · · ,Mc}whereMc = dim(u) is the number
of model responses for flux. We use 0 to indicate quantities related to pressure.
Remark 2: The hidden variables ξ on different coarse elements k are different.
For a stationary permeability random field a, one can assume that the hyper-
parameters θk are the same on different coarse elements. This is because local
features ak have the same distribution on coarse elements and one should ex-
pect the same relationship between hidden variables and local input on different
elements. Thus one can assume that the hidden variables on different elements
have the same marginal distribution. However, they cannot be treated as the
same variables, ξ1 = ξ2 = · · · = ξNc , as they are associated with local features
ak. Given a realization of stationary stochastic input a
(i), the local features a
(i)
k
and a
(i)
l on elements Ek and El are generally different. Consider the realiza-
tions of two hidden variables, ξk,ij and ξl,pq such that ξk,ij = fk,ij(ak; θk) and
ξl,pq = fl,pq(al; θl). Even though the hyperparameters θk = θl, the realizations of
the hidden variables are generally different. If we have a nonstationary random
field, the hidden variables on different elements are different variables with dif-
83
ferent marginal distributions.
4.3 Graphical model parameter learning
We proceed next to learn the various parameters that define the probabilis-
tic graphical model. Suppose we have a training set D = {a(t),u(t),h(t)}Nt=1
where a(t) = {a(t)k }Nck=1. The likelihood function of training data is formulated in
Eq. (4.12), which can be also written as
p(D|Θ) =
N∏
t=1
p(u(t),h(t)|a(t),Θ)p(a(t))
∝
N∏
t=1
exp
(
−
∑
k
Ek(u(t)Ik , h
(t)
k ;a
(t)
k , θk)
)
∝
∏
k
exp
(
−
N∑
t=1
Ek(u(t)Ik , h
(t)
k ;a
(t)
k , θk)
)
, (4.23)
where θk are constant hyperparameters in element Ek (defined in Eq. (4.15)).
By specifying the prior p(Θ), the Bayesian posterior of hyperparameters in the
probabilistic model is
p(Θ|D) ∝ p(D|Θ)p(Θ). (4.24)
In this work, we set the prior as a multivariate Gaussian distribution with mean
zero and an identity covariance matrix. Thus the elements in Θ are mutually
independent in the prior, which leads to p(Θ) =
∏
k p(θk). The posterior distri-
bution in Eq. (4.24) can then be decomposed as follows:
p(Θ|D) =
∏
k
p(θk|D)
∝
∏
k
exp
(
−
N∑
t=1
Ek(u(t)Ik , h
(t)
k ;a
(t)
k , θk)
)
p(θk). (4.25)
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As a result, Θ in the probabilistic graphical model can also be estimated locally.
We will use a special Monte Carlo method – Sequential Monte Carlo (SMC) [61]
to estimate the parameters θk on each coarse element through the local posterior
distribution p(θk|Dk), where Dk are training data related to model responses on
elementEk. The parameter values,Θ
⋆, that maximize the posterior will be taken
as fixed parameter values in the probabilistic model to perform probabilistic
inference with regard to model responses.
Often posterior distributions can be multi-modal. Conventional MCMCwill
be trapped by the local modes and long mixing times will be required mak-
ing it inefficient. In order to explore multi-modal posteriors efficiently, a SMC
method is employed [61, 51, 6, 39, 87]. First, the idea of annealing/tempering
is introduced. Given the target posterior distribution πn, a sequence of auxil-
iary distributions, {π0, · · · , πn}, is proposed to move smoothly from a tractable
distribution π0 to the target πn. Let the target distribution be the local posterior
p(θk|Dk) in Eq. (4.25). Then, the following auxiliary distributions are adopted:
πt(θk) ∝ pγt(Dk|θk)p(θk), (4.26)
where t = 0, 1, · · · , n and 0 = γ0 < γ1 < · · · < γn = 1 are tempering parameters
and p(Dk|θk) ∝ exp
(
−∑Nt=1 Ek(u(t)Ik , h(t)k ;a(t)k , θk)) according to Eq. (4.25). To
simplify the notation, in the following discussion of the SMC algorithm, we use
θ to denote the hyperparameters θk.
Remark 3: When the stochastic input a is a stationary random field, the local
features have the same joint distribution, p(a1) = p(a2) = · · · = p(aNc). In this
case, we assume that the hidden variables have the same relationships with the
local features in all coarse elements k, i.e. Θ ≡ θ1 = θ2 = · · · = θNc . Thus the
global posterior p(Θ|D) in Eq. (4.24) is directly used to infer the hyperparame-
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ters. Let πn ≡ p(Θ|D), then the auxiliary distributions are defined as
πt(Θ) ∝ pγt(D|Θ)p(Θ). (4.27)
The SMC method takes samples from such a sequence of probability dis-
tributions based on importance sampling and resampling techniques and con-
structs a sequential Bayesian inference. In this chapter, we follow the algorithms
described in section 2.2.2, Chapter 2.
4.4 Inference on probabilistic graphical models
The model proposed in Section 4.2 enables us to perform probabilistic infer-
ence with regard to model responses. Suppose the probability distribution of
stochastic input p(a) is known, we are then interested in the marginal distri-
butions of responses p(ui) or p(hk). This task is challenging as direct marginal-
ization over random variables in the joint distribution is generally intractable.
MC methods are extensively used but the convergence rate is slow. Variational
methods require discovering good approximating functions [101].
In this work, we will address this problem using belief propagation (BP)
— an efficient way of computing marginals of probability distributions from a
graphical model. The BP algorithms propagate information through a graphical
model via messages between neighboring nodes, which is equivalent to apply-
ing a local message-passing algorithm [67]. Consider the general factor graph
in Fig. 4.4. Denote all the factor nodes directly linked to variable xi by Γ(xi). At
iteration n of the BP algorithm, themessage from xi to factor node µ is a function
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of xi and the update rule is
m(n)xi→µ(xi)← µi(xi)
∏
µpi∈Γ(xi)\µ
m(n−1)µpi→xi(xi). (4.28)
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Figure 4.4: Message propagation in a factor graph (a) message passing
from a variable node to a factor node, (b) message passing from
a factor node to a variable node.
Denote by xµ the neighboring variables directly linked to factor node µ, the
message from a factor node µ to variable xi is a function of xi which is updated
by
m(n)µ→xi(xi)←
∫
xµ\xi
µ(xµ)
∏
xt∈xµ\xi
m(n)xt→µ(xt)dxµ\xi. (4.29)
When the underlying factor graph is a tree, one iteration of BP is guaranteed to
compute the correct posterior marginal distribution of xi [100]. When the factor
graph contains loops, the messages must be updated iteratively until conver-
gence is achieved. An estimate of the posterior marginal distribution of xi at
each iteration is obtained by multiplying all incoming messages from neighbor-
ing factor nodes:
p(n)(xi) ∝ µi(xi)
∏
µ∈Γ(xi)
m(n)µ→xi(xi). (4.30)
Furthermore, this estimation can be extended to joint probability density
functions (PDFs). Replacing the variable xi with a set of correlated nodes x,
the joint PDF can be estimated by multiplying all incoming messages to each
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element variables in xwith the factor node µ(x), i.e.
p(n)(x) ∝ µ(x)
∏
xj∈x
∏
µ∈Γ(xj )
m(n)µ→xj(xj). (4.31)
Applying BP algorithms to the factor graph in Fig. 4.3(b), we can obtain
marginal distributions p(ui) and p(hk)without generating samples of stochastic
input a or calling the deterministic solver. The challenge lies in computing the
message from a factor node to a neighboring variable when fine-scale features
ak are included in the factor node. In this case, a high-dimensional integration
is required according to Eq. (4.29). In order to solve this problem, the fine-scale
features are integrated out of the probabilistic model such that
p(u,h, ξ) =
∫
p(u,h|ξ)p(ξ|a)p(a)da
= p(u,h|ξ)p(ξ). (4.32)
Then the factor graph in Fig. 4.3(b) is transformed to the graph in Fig. 4.5(a). The
hidden variables are correlated in p(ξ) and thus are connected in the graphical
model.
In the BP algorithm used in this work, the messages are updated in paral-
lel. At each iteration, we calculate the messages from each factor node to its
neighboring variable nodes as well as the messages from each variable node to
its neighboring factor nodes based on messages updated in the previous itera-
tion [62]. The messages are considered as converged if their change is less than
a threshold in two successive iterations. In the graphical model in Fig. 4.5(a),
there exists a unique message between any factor node (potential function) and
any of its arguments, including (1) messages between factor node µk,ij and any
of its arguments, ui, uj or ξk,ij; (2) messages between factor node µkk,l and any
of its arguments, ul, hk or ξkk,l; (3) messages between factor node µk,i and any
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Figure 4.5: (a) Reduced factor graph of the probabilistic graphical model in
Fig. 4.3(b) in which the stochastic input a is integrated out, (b)
the correlation between hidden variables can be ignored in be-
lief propagation by a direct iterative update of incoming mes-
sages m(ξk,ij).
of its arguments, ui, ξk,i or ξk,ii; (4) messages between factor node µkk and any
of its arguments, hk, ξkk or ξkkk; (5) messages between hidden variables. The
messages in (5) are more complex and will be discussed separately later on. The
messages in (1)-(4), since there is no prior information, are represented nonpara-
metrically as weighted Gaussian mixtures. Without loss of generality, consider
the message from factor node µk,ij(ui, uj, ξk,ij) to variable node ui, which is ap-
proximated by
mµk,ij→ui(ui) ≈
T∑
t=1
ltN (ui; u¯ti, σ2i ), (4.33)
where lt is the weight of a Gaussian kernel with mean u¯
t
i and variance σ
2
i [83]. At
iteration n of the BP algorithm, themessages between factor nodes and variables
nodes are updated according to Eqs. (4.28) and (4.29), i.e.
m(n)µk,ij→ui(ui) ←
∫
µk,ij(ui, uj, ξk,ij)m
(n)
uj→µk,ij
(uj)m
(n)
ξk,ij→µk,ij
(ξk,ij)dξk,ijduj,
(4.34)
and the message m
(n)
ui→µk,ij(ui) is simply the product of all incoming messages
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from neighboring factor nodes to ui at iteration n − 1. However, as discussed
in [83], a BP update which multiplies d Gaussian mixtures, each containing T
components can produce a Gaussian mixture with T d components, i.e. the num-
ber of mixture components increases exponentially. Therefore, when updat-
ing the message mµk,ij→ui(ui) in Eq. (4.34), we draw samples (ui, uj, ξk,ij) from
µk,ij(ui, uj, ξk,ij) ·m(n)uj→µk,ij (uj) ·m(n)ξk,ij→µk,ij (ξk,ij) using MCMC. Then the message
is approximated using a Gaussian mixture model with T kernels as in Eq. (4.33)
from samples of ui [60].
The main remaining challenge lies in the update of messages between the
hidden variables ξ. Although analytic expressions of p(a) and p(ξ|a) are ex-
plicit, the joint distribution of hidden variables ξ could be complicated such that
the links between them are implicit when stochastic input has been removed
from the graphical model. To bypass the difficulties in passing messages be-
tween hidden variables, we examine the four messages related to a hidden vari-
able ξk,ij, i.e. (1) the message from a factor node µk,ij , denoted bymµk,ij→ξk,ij , (2)
the message from ξk,ij to factor node µk,ij, (3) the message from other hidden
variables, denoted by m(ξk,ij), and (4) the messages from ξk,ij to other hidden
variables. According to Fig. 4.5(a) and Eq. (4.28), the message in (2) equals to
the message in (3). On the other hand, according to Eq. (4.30), the messages in
(1) and (3) are correlated in the following way
p(ξk,ij) ∝ m(ξk,ij)mµk,ij→ξk,ij(ξk,ij). (4.35)
The marginal distributions of hidden variables, p(ξk,·) can be obtained by stan-
dard kernel density estimators given samples of ak (see Eq. (4.15)) and are thus
known. As a result, themessages between hidden variables are updated directly
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via p(ξk,ij), i.e. at iteration n, the input messagesm(ξk,ij) are updated by
m(n+1)(ξk,ij) ∝ p(ξk,ij)/m(n)µk,ij→ξk,ij(ξk,ij). (4.36)
Then the only messages undetermined are those from ξk,ij to other hidden vari-
ables. In theory, they are used to compute the incoming messages to other hid-
den variables, which, however, can be estimated in the sameway as in Eq. (4.36).
Therefore, the messages between hidden variables do not play any role in belief
propagation and the graphical model in Fig. 4.5(a) is transformed into the one in
Fig. 4.5(b). Finally, starting from initial guess of all messages, the BP algorithm
iteratively updates the messages until the marginal distributions of responses
{ui} and {hk} converge. The procedure is summarized in Algorithm 1.
Algorithm 1: A general Belief Propagation with nonparametric messages
1. Initialization: Set initial input messages of hidden variables as their
marginal distributions obtained from sampling, i.e. m0(ξk,·) = p(ξk,·) and all
the other messages as Gaussian mixtures defined in Eq. (4.33).
2. Iterate: At step n, update messages according to Eqs. (4.34) and (4.36).
3. Convergence: The marginal distributions p(ui) (and also for p(hk)) are ap-
proximated by
p(ui) ∝
∏
µ∈Γ(ui)
mµ→i(ui) ≈
T∑
t=1
ltN (ui; u¯ti, σ2i ),
from the sampling-based method. The marginal distributions {p(ui)} con-
verge whenmax ‖u¯ti−u¯t−1i ‖ < ǫ. Stop iteration when all marginal distributions
converge.
Remark 4: Given a realization of the stochastic input, a(n), the values of the
hidden variables, e.g. ξ
(n)
k,ij, can be directly obtained through the function fk,ij ,
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i.e. ξ
(n)
k,ij = fk,ij(a
(n)
k ). As the hidden variables in Fig. 4.5 are observed, there is no
message m(ξ·,·) between them. Then the factor graph in Fig. 4.5(b) corresponds
to the conditional distribution p(u,h|ξ(n)). The unobserved variables in this
graph are the model responses (u,h). When belief propagation is performed,
we obtain the marginal distributions of the model responses conditioned on the
input, e.g. p(ui|a(n)) and p(hk|a(n)). As a result, let the expectations E(ui|a(n))
and E(hk|a(n)) be the predicted values of model responses. We can then obtain a
surrogate model by running the belief propagation algorithm on a factor graph
given a realization of the stochastic input.
4.5 Numerical examples
In this section, we construct probabilistic graphical model based solutions to
predict fluid flow in random heterogeneous porous media. The domain is a
unit square [0, 1]2. The permeability is defined on a 64× 64 fine grid and we are
interested in the flux at the middle point of edges of coarse elements as well as
the pressure on a 8 × 8 coarse grid. The model responses in the training data,
D = {a(i),h(i),u(i)}, are generated using a mixed finite element method on the
fine grid and are collected on locations related to the coarse grid [70, 3]. We
choose r = 4 kernels in Eq. (4.15) to approximate the relationship between the
hidden variables and the local features. Since there are 20 hidden variables on
each coarse element, there are totally 80 hyperparameters in θk associated with
each coarse element. In SMC learning of these hyperparameters, we choose
standard Gaussian distribution N (0, 1) as the prior for each component of hy-
perparameters. The threshold of ESS is set to be ESSmin = 0.85N . A linear
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cooling schedule is selected for γt in Eq. (4.27). For 500 time steps, the sequence
{γ0, · · · , γ500} increases uniformly from 0 to 1. In SMC, we employ 800 particles.
4.5.1 Isotropic random field
In this example, the log-permeability a is a Gaussian random field with mean
zero and an exponential covariance function defined as
cov(x,x⋆) = σ2 exp(−|x1 − x
⋆
1|
L1
− |x2 − x
⋆
2|
L2
), (4.37)
where coordinates x = (x1, x2) and x
⋆ = (x⋆1, x
⋆
2) and σ is the standard deviation
of the random field. An isotropic random field is assumed such that correlation
lengths L1 = L2 = 0.1 and the standard deviation σ = 1.0. The samples of per-
meability are generated using standard Karhunen-Loe`ve (KL) expansion with
the first 100 terms. Since this is a stationary random field, the local features ak
are subject to the same distribution. As hidden variables capture local features
on each coarse element, it is reasonable to assume the same relationships be-
tween the hidden variables and the local features on different coarse elements.
Thus the hyperparameters defined in Eq. (4.15) on coarse elements are identi-
cal, i.e. θ = θ1 = · · · = θNc and Θ ≡ θ in Eq. (4.23). The global posterior
distribution, p(Θ|D), defined in Eq. (4.23) is directly used to estimate the hyper-
parameters Θ. In this example, N = 20, 40, 60 training data are generated to
train the probabilistic model.
The source term f in Eq. (4.3) is used to model injection/production wells:
f(x) =

−r, if 0 ≤ xi < w, for i = 1,2,
r, if 1− w ≤ xi < 1, for i = 1,2,
0 otherwise. (4.38)
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The parameters are chosen to be r = 10 and w = 1/8. No-flow homogeneous
Neumann boundary conditions are applied on all boundaries. The threshold
for BP convergence is set to ǫ = 10−4. Note that the reference solutions (mean,
variance and marginal PDFs) are obtained by MC simulation with 106 samples.
According to the belief propagation algorithm proposed in Section 4.4, the
estimated marginal distributions are Gaussian mixtures (or Gaussian if there
is only one Gaussian component in each message). In order to verify the cor-
rectness of probabilistic graphical models, we randomly generate a realization
of stochastic input and predict the model responses using belief propagation
as discussed in Remark 4. The messages in belief propagation are assumed to
be Gaussian functions. The graphical model is trained with 60 data points. In
comparison with the direct simulation results obtained from the mixed multi-
scale FEM (Fig. 4.6), we can see that accurate predictions are obtained from the
probabilistic graphical model given an observation of stochastic input. To quan-
titatively estimate the predictive accuracy of the probabilistic graphical model,
a k-fold (k = 10) cross-validation is applied [43]. It is performed with 40 and
60 samples, respectively (Fig. 4.7). On each fold, the mean squared prediction
error for each element of model responses is obtained and the average of errors
is taken on the k folds.
Next, we use belief propagation to estimate the statistics of the model re-
sponses without given realizations of input, i.e. all variables in Fig. 4.5 are un-
observed. Four Gaussian mixture components are adopted in the messages in
belief propagation. The predicted mean and variance of the model responses
(velocities and pressure) are compared with theMC solutions in Figs. 4.8 to 4.13.
The comparison shows that more training data can generate probabilistic mod-
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els with higher predictive accuracy. The convergence plot in Fig. 4.14 shows
that the error in the variance of the flux predicted by the probabilistic graphical
model decreases much faster than that in the standard MC simulation. The ref-
erence solution here is taken asMonte Carlo with 106 samples. With a stationary
random field as stochastic input, the hyperparameters do not vary on coarse el-
ements. As a result, they can be accurately estimated with a small number of
data sets. However, the same number of samples is far from sufficient for con-
vergence in the MC simulation.
In the belief propagation algorithm, the number of Gaussian components
in the nonparametric messages should be specified. In this example, we set
the number of components as 2 and 4 and predict the marginal distributions
for each case. Fig. 4.15 shows the predicted PDFs of the x-velocity at point
(0.5, 0.4375) in the spatial domain. Fig. 4.16 shows the predicted PDFs of y-
velocity at point (0.4375, 0.5) and Fig. 4.17 shows the predicted PDFs of pres-
sure on a coarse element centered at (0.4375, 0.4375). Obviously, when the target
marginal PDF obtained fromMC simulation is non-Gaussian, the assumption of
Gaussian messages cannot apply. With sufficient training data, belief propaga-
tion with 4 components in the messages generally gives better prediction of the
marginal PDF than that with only 2 components in the messages. In addition to
the first-order marginal PDFs, the probabilistic graphical model can also capture
the correlations of model responses. Replacing the variable in Eq. (4.30) with a
pair of connected nodes, the joint PDF can be estimated by multiplying all in-
coming messages to both nodes with the factor node between them. In Fig. 4.18,
the joint distributions of x-velocity and y-velocity at two different locations are
presented. Compared with results from direct simulations, the non-Gaussian
joint distributions are accurately estimated with a probabilistic graphical model
95
trained by 60 data points.
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Figure 4.6: Isotropic Random Field: Predicted values of model responses
given a realization of the stochastic input (a)-(c) x-velocity,
y-velocity and pressure obtained from the direct simulation,
and (d)-(f) x-velocity, y-velocity and pressure predicted by the
probabilistic graphical model (trained with 60 data points).
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Figure 4.7: Isotropic Random Field: k-fold cross-validation error (k = 10)
of x-velocity, y-velocity and pressure predicted by the proba-
bilistic graphical model with (a)-(c) 40 samples, and (d)-(f) 60
samples.
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Figure 4.8: Isotropic Random Field: Predicted mean of the x-velocity from
(a) MC simulation, and from probabilistic graphical models
trained by (b) 20, (c) 40 and (d) 60 data.
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Figure 4.9: Isotropic Random Field: Predicted variance of the x-velocity
from (a) MC simulation, and from probabilistic graphical mod-
els trained by (b) 20, (c) 40 and (d) 60 data.
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Figure 4.10: Isotropic Random Field: Predicted mean of the y-velocity
from (a) MC simulation, and from probabilistic graphical
models trained by (b) 20, (c) 40 and (d) 60 data.
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Figure 4.11: Isotropic Random Field: Predicted variance of the y-velocity
from (a) MC simulation, and from probabilistic graphical
models trained by (b) 20, (c) 40 and (d) 60 data.
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Figure 4.12: Isotropic Random Field: Predicted mean of pressure from
(a) MC simulation, and from probabilistic graphical models
trained by (b) 20, (c) 40 and (d) 60 data.
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Figure 4.13: Isotropic Random Field: Predicted variance of pressure from
(a) MC simulation, and from probabilistic graphical models
trained by (b) 20, (c) 40 and (d) 60 data.
Figure 4.14: Isotropic Random Field: The L2 norm of the error in the vari-
ance of flux as a function of the observed samples for MC sim-
ulation and graphical model prediction.
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Figure 4.15: Isotropic Random Field: Predicted marginal PDF of the x-
velocity at point (0.5, 0.4375): Using (a) 2 and (b) 4 Gaussian
components in nonparametric messages.
(a) (b) 
Figure 4.16: Isotropic Random Field: Predicted marginal PDF of the y-
velocity at point (0.4375, 0.5): Using (a) 2 and (b) 4 Gaussian
components in nonparametric messages.
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Figure 4.17: Isotropic Random Field: Predicted marginal PDF of pressure
at the coarse element centered at point (0.4375, 0.4375): Using
(a) 2 and (b) 4 Gaussian components in nonparametric mes-
sages.
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Figure 4.18: Isotropic Random Field: The joint PDF of the x-velocity u1 at
(0.5, 0.4375) and u2 at (0.375, 0.4375): (a) direct simulation (b)
probabilistic graphical model; the joint PDF of y-velocity v1 at
(0.4375, 0.5) and v2 at (0.4375, 0.375): (c) direct simulation (d)
probabilistic graphical model.
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4.5.2 Anisotropic random field
In this example, an anisotropic Gaussian random field a is assumed with corre-
lation length L1 = 0.1, L2 = 0.2 and standard deviation σ = 1.0. The samples of
log-permeability are also generated using KL expansion with the first 100 terms.
As discussed in Section 4.3, the global posterior p(Θ|D) can be factorized into
local posterior distributions for hyperparameters related to each coarse element.
Then the local hyperparameters are learned from local training data Dk which
are local features and model responses on element Ek. This strategy relaxes the
assumption of identical relationships between hidden variables and local fea-
tures on different elements. However, more training data might be required to
achieve sufficient accuracy in parameter learning. Here N = 800, 1600, 2400
training data are generated to train the probabilistic model. The source term f
is set to be zero. Flow is induced from left to right side with Dirichlet bound-
ary conditions h¯ = 1 on x = 0, h¯ = 0 on x = 1. No-flow Neumann boundary
conditions are applied on the other two sides of the square domain.
As in Section 4.5.1, we first use the graphical model as a surrogate to predict
model responses given randomly generated realization of the stochastic input.
The probabilistic graphical model is trained with 2400 data points. The results
are presented in Fig. 4.19. A 10-fold cross-validation is also performed with
1600 and 2400 samples. The cross-validation errors are shown in Fig. 4.20. Then
we treat stochastic input as a random field with known probability distribution
and perform belief propagation on the factor graph in Fig. 4.5(b) to predict the
mean and variance of model responses. The number of kernels in nonparamet-
ric messages is set to be 4. The predictions are shown in Figs. 4.21 to 4.26. It is
demonstrated in both examples that the accuracy of the probabilistic graphical
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model increases with the number of training data and the predictions converge
to the reference solutions. In Fig. 4.27, using MC with 106 samples as the refer-
ence solution, the convergence plot shows that the graphical model prediction
is less accurate than MC with 200 data points. This is expected because the pa-
rameter learning process is inaccurate with too small data sets. If the estimated
hyperparameters are captured on local modes of posterior distributions and sig-
nificantly deviate from the true values, the probabilistic graphical model may
even give incorrect predictions. However, with the increase of the number of
samples, the predictions of the probabilistic graphical model quickly converge.
The marginal PDFs of the model responses are also estimated with belief
propagation in Figs. 4.28, 4.29 and 4.30. Fig. 4.28 demonstrates that the accu-
racy of predictions can be improved by increasing the number of components
in the messages in belief propagation. However, it is achieved at the expense of
increased computational cost. Although too few components in Gaussian mix-
tures is not enough to capture the shape of non-Gaussian PDFs, using excessive
Gaussian components not only increases the time for message update but may
also lead to overfitting. Fig. 4.29 shows the predicted PDFs of y-velocity at point
(0.4375, 0.5). We can see that the empirical PDF can be efficiently captured by
two Gaussian kernels in this case. Further increasing the Gaussian components
does not improve significantly the accuracy of prediction. Therefore, the choice
of the number of components in nonparametric belief propagation should be
made by taking a balance between the computational cost and accuracy of pre-
diction. Fig. 4.30 shows the predicted PDFs of pressure on a coarse element cen-
tered at (0.4375, 0.4375). In this case, two Gaussian components are sufficient
to estimate the marginal PDF accurately as it is close to Gaussian. According
to these results, the proper number of Gaussian components needed in non-
108
parametric messages depends on the deviation of the target distribution from
a Gaussian distribution. Finally, the joint distributions of x- and y-velocities at
different locations are estimated with probabilistic graphical models trained by
2400 data points(Fig. 4.31).
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Figure 4.19: Anisotropic Random Field: Predicted values of model re-
sponses given a realization of the stochastic input (a)-(c) x-
velocity, y-velocity and pressure obtained from direct simula-
tion, and (d)-(f) x-velocity, y-velocity and pressure predicted
by the probabilistic graphical model (trained with 2400 data
points).
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Figure 4.20: Anisotropic Random Field: k-fold cross-validation error (k =
10) of x-velocity, y-velocity and pressure predicted by the
probabilistic graphical model with (a)-(c) 1600 samples, and
(d)-(f) 2400 samples.
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Figure 4.21: Anisotropic Random Field: Predicted mean of the x-velocity
from (a) MC simulation, and from probabilistic graphical
models trained by (b) 800, (c) 1600 and (d) 2400 data.
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Figure 4.22: Anisotropic Random Field: Predicted variance of the x-
velocity from (a) MC simulation, and from probabilistic
graphical models trained by (b) 800, (c) 1600 and (d) 2400 data.
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Figure 4.23: Anisotropic Random Field: Predicted mean of the y-velocity
from (a) MC simulation, and from probabilistic graphical
models trained by (b) 800, (c) 1600 and (d) 2400 data.
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Figure 4.24: Anisotropic Random Field: Predicted variance of the y-
velocity from (a) MC simulation, and from probabilistic
graphical models trained by (b) 800, (c) 1600 and (d) 2400 data.
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Figure 4.25: Anisotropic Random Field: Predicted mean of pressure from
(a) MC simulation, and from probabilistic graphical models
trained by (b) 800, (c) 1600 and (d) 2400 data.
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Figure 4.26: Anisotropic Random Field: Predicted variance of pressure
from (a) MC simulation, and from probabilistic graphical
models trained by (b) 800, (c) 1600 and (d) 2400 data.
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Figure 4.27: Anisotropic Random Field: The L2 norm of the error in the
variance of flux as a function of the observed samples for MC
simulation and graphical model prediction.
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Figure 4.28: Anisotropic Random Field: Predicted marginal PDF of the x-
velocity at point (0.5, 0.4375): Using (a) 2 and (b) 4 Gaussian
components in nonparametric messages.
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Figure 4.29: Anisotropic Random Field: Predicted marginal PDF of the y-
velocity at point (0.4375, 0.5): (a) 2 and (b) 4 Gaussian compo-
nents in nonparametric messages.
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Figure 4.30: Anisotropic Random Field: Predicted marginal PDF of pres-
sure at the coarse element centered at point (0.4375, 0.4375):
(a) 2 and (b) 4 Gaussian components in nonparametric mes-
sages.
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Figure 4.31: Anisotropic Random Field: The joint PDF of the x-velocity u1
at (0.5, 0.4375) and u2 at (0.375, 0.4375): (a) direct simulation
(b) probabilistic graphical model; the joint PDF of y-velocity
v1 at (0.4375, 0.5) and v2 at (0.4375, 0.375): (c) direct simulation
(d) probabilistic graphical model.
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4.5.3 Nonstationary random field
In the previous examples, it was assumed that the porous media are stationary
such that the covariance between any two points in the domain depends on
their distance rather than their actual locations. However, hydraulic properties
may exhibit spatial variations at various scales. Therefore, it is important to
extend the probabilistic graphical model to nonstationary random fields. In this
example, we use a nonstationary random field as stochastic input. The log-
permeability on the k-th coarse element is a Gaussian random field with mean
zero and an exponential covariance function
cov(x,x⋆) = σ2 exp(−|x1 − x
⋆
1|
Lk,1
− |x2 − x
⋆
2|
Lk,2
). (4.39)
The correlation lengths Lk,1 and Lk,2 vary on the coarse scale. Since the coarse
grid hasNx = 8 rows andNy = 8 columns of elements, we define the coordinate
of the k-th element as (ik, jk) where ik is the index in row and jk is the index
in column. Then the correlation length is set to be Lk,1 = 0.1 +
0.4
Ny−1
jk and
Lk,2 = 0.1 +
0.4
Nx−1
ik. The source term and boundary conditions are the same as
those in Section 4.5.2.
The challenge of a nonstationary random field is that the influence of local
properties on local responses could vary on coarse elements as the correlation
between hydraulic properties depends on the location. In this case, it is difficult
to estimate the probabilistic model globally due to the large number of hyperpa-
rameters. The probabilistic graphical model proposed in Section 4.2.2 efficiently
decomposes the global problem into local lower dimensional problems. In this
way, we can estimate the hyperparameters locally with local posterior distribu-
tions defined in Section 4.3.
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In this example, N = 800, 1600, 2400 training data are generated to train the
probabilistic model. The belief propagation runs in the same way as in previous
examples. Fig. 4.32 and 4.33 verifies the correctness of the probabilistic model
in its ability as a surrogate model. The estimated mean and variance of model
responses are shown in Figs. 4.34 to 4.39. The convergence plot is presented in
Fig. 4.40. Compared with the convergence plot in the example of Section 4.5.2,
it is seen that the convergence rate is not significantly affected by the station-
arity/nonstationarity. This is because the hyperparameters are learned locally,
which implies that the convergence depends on the number of data sets and
the number of hyperparameters in each coarse element. Figs. 4.41 to 4.43 show
the predicted marginal PDF of model responses. Fig. 4.44 shows the joint distri-
butions of model responses at different locations estimated with a probabilistic
graphical model trained by 2400 data points. With the local hyperparameter
learning strategy, this example requires no more training data than the last ex-
ample in which the stochastic input is a stationary random field. On the other
hand, it is suggested to use global parameter learning for stationary random
field as hyperparameters on different coarse elements are identical. According
to the first example in Section 4.5.1, a relatively small number of training data is
sufficient to give accurate probabilistic models.
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Figure 4.32: Nonstationary Random Field: Predicted values of model
responses given a realization of stochastic input (a)-(c) x-
velocity, y-velocity and pressure obtained from direct simula-
tion, and (d)-(f) x-velocity, y-velocity and pressure predicted
by the probabilistic graphical model (trained with 2400 data
points).
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Figure 4.33: Nonstationary Random Field: k-fold cross-validation error
(k = 10) of x-velocity, y-velocity and pressure predicted by
the probabilistic graphical model with (a)-(c) 1600 samples,
and (d)-(f) 2400 samples.
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Figure 4.34: Nonstationary Random Field: Predicted mean of the x-
velocity from (a) MC simulation, and from probabilistic
graphical models trained by (b) 800, (c) 1600 and (d) 2400 data.
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Figure 4.35: Nonstationary Random Field: Predicted variance of the x-
velocity from (a) MC simulation, and from probabilistic
graphical models trained by (b) 800, (c) 1600 and (d) 2400 data.
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Figure 4.36: Nonstationary Random Field: Predicted mean of the y-
velocity from (a) MC simulation, and from probabilistic
graphical models trained by (b) 800, (c) 1600 and (d) 2400 data.
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Figure 4.37: Nonstationary Random Field: Predicted variance of the y-
velocity from (a) MC simulation, and from probabilistic
graphical models trained by (b) 800, (c) 1600 and (d) 2400 data.
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Figure 4.38: Nonstationary Random Field: Predicted mean of pressure
from (a) MC simulation, and from probabilistic graphical
models trained by (b) 800, (c) 1600 and (d) 2400 data.
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Figure 4.39: Nonstationary Random Field: Predicted variance of pres-
sure from (a) MC simulation, and from probabilistic graphical
models trained by (b) 800, (c) 1600 and (d) 2400 data.
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Figure 4.40: Nonstationary Random Field: The L2 norm of the error in the
variance of flux as a function of the observed samples for MC
simulation and graphical model prediction.
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Figure 4.41: Nonstationary Random Field: Predicted marginal PDF of the
x-velocity at point (0.5, 0.4375): Using (a) 2 and (b) 4Gaussian
components in nonparametric messages.
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Figure 4.42: Nonstationary Random Field: Predicted marginal PDF of the
y-velocity at point (0.4375, 0.5): Using (a) 2 and (b) 4 Gaussian
components in nonparametric messages.
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Figure 4.43: Nonstationary Random Field: Predicted marginal PDF
of pressure at the coarse element centered at point
(0.4375, 0.4375): Using (a) 2 and (b) 4 Gaussian components
in nonparametric messages.
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Figure 4.44: Nonstationary Random Field: The joint PDF of the x-velocity
u1 at (0.5, 0.4375) and u2 at (0.375, 0.4375): (a) direct simula-
tion (b) probabilistic graphical model; the joint PDF of the y-
velocity v1 at (0.4375, 0.5) and v2 at (0.4375, 0.375): (c) direct
simulation (d) probabilistic graphical model.
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4.6 Conclusions
In this chapter, a probabilistic graphical model is constructed to approximate
the solutions to multiscale SPDEs. The basic idea is to treat the stochastic input
as well as model responses as random variables and to represent their relation-
ships explicitly using a factor graph model. Thus the high-dimensional joint
distribution can be factorized by the potential functions that describe the in-
teractions among neighboring variables in the graph. In order to relieve the
curse of dimensionality, a set of hidden variables defined on a coarse-scale are
employed to bridge fine-scale features and coarse-scale responses. The graph-
ical model not only facilitates probabilistic modeling of model responses but
also enables us to solve the inference problem efficiently with the help of be-
lief propagation algorithms. These algorithms marginalize unobserved random
variables in a graphical model by propagating special functions, messages, be-
tween variables (including variable nodes and factor nodes in a factor graph).
One of the most important issues in the belief propagation algorithm with
nonparametric messages is the specification of number of Gaussian components
in the nonparametric messages. Numerical results show that insufficient num-
ber of components will lead to inaccurate predictions, while excessive compo-
nents will increase computational cost or even lead to overfitting. The proper
number of components mainly depends on the deviation of target marginal dis-
tributions from Gaussian distributions.
It is also straightforward to extend the current graphical model to incorpo-
rate higher-order interactions between random variables. Note that the interac-
tions between variables are explicitly denoted by the factor nodes in the factor
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graph in Fig. 4.3(b). Each factor node is a potential function and connects all
its member variable nodes. When a high-order potential function is considered,
one just adds a corresponding factor node in the factor graph and connects it
with all its member variables. The belief propagation algorithm introduced in
Section 4.4 strictly follows the update rules in Eq. (4.28) and (4.29) which in the-
ory can deal with any-order potential functions. Thus we can use the same algo-
rithm to make inference on a factor graph with high-order potentials. However,
high-order interactions can lead to more complicated graph structure and high-
dimensional message propagation. As a result, the computational cost would
be significantly increased.
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CHAPTER 5
CONCLUSIONS AND SUGGESTIONS FOR FUTURE RESEARCH
In this thesis, we developed efficient computational techniques for three im-
portant problems related to high-dimensional stochastic modeling: (1) inverse
problems with high-dimensional input, (2) stochastic input model construction
and (3) uncertainty quantification in multiscale systems with high-dimensional
input. A common challenge in all three problems is the curse of dimensional-
ity that is addressed in each problem using different strategies. The basic idea
of dealing with high-dimensional spatially distributed input in inverse prob-
lems is to represent it hierarchically. Then an adaptive hierarchical sampling
strategy can be applied. This framework is very efficient especially when little
prior information on the input is available and there exists discontinuity in the
spatially distributed input. Another novelty of our work is the application of
the probabilistic graphical model approach to uncertainty quantification. In the
construction of the stochastic input model from observation data, a Bayesian
network is utilized to factorize a high-dimension joint distribution into prod-
uct of lower-dimensional conditional distributions. As a result, conventional
density estimators, which are limited to low-dimensional problems, can be em-
ployed. This idea is further extended to give a non-sampling approach for un-
certainty quantification of multiscale systems. When stochastic input andmodel
responses are treated as random variables, a probabilistic graphical model for
a multiscale system can be constructed based on dependence relationships be-
tween these random variables. Then efficient inference algorithms are applied
to make inference of unobserved variables, i.e. model responses, directly with-
out involving sampling and expensive deterministic solvers.
134
The efficiency of computational techniques developed in this thesis has been
demonstrated with numerical examples. However, there are still several areas
where further developments are required. Suggestions for the continuation of
this study are provided next.
5.1 Constructing probabilistic graphical models for multiscale
systems
The construction of a graphical model is based on knowledge of dependence
relationships between random variables including stochastic input a andmodel
responses Y . However, such relationships are often implicit and are not easy to
identify. There are two promising ways of addressing this issue:
(1) Obtain dependence relationships from homogenization theories. Generally,
fine-scale features are homogenized to coarse-scale variables and the system is
solved on a coarse-scale to predict model responses. Consequently, the relation-
ships between input and output variables are embedded in the deterministic
solver. A homogenization method defines the way input, output as well as
coarse-grained variables are correlated. Thus it is possible to translate the un-
derlying dependence relationships into a graph configuration using graph the-
ories. In this thesis, we have successfully constructed a graphical model from
mixedmultiscale finite elementmethod in this way. Actually, various more gen-
eralized homogenization methods, e.g. heterogeneous multiscale method, can
be utilized to construct different probabilistic graphical models for particular
systems.
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(2) The other choice is to learn the graph structure directly from observation
data. The main challenge of this task is that the number of candidate graphs in-
creases exponentially with the number of random variables. Two categories of
graphical structure learning algorithms have been developed in past decades:
search-and-score and constraint-based methods. The former assigns a score to
each possible graphical model and find one that maximizes the score given ob-
servation data. The latter learns graph structures by running local conditional
independence tests to identify a model containing independence relationships
among random variables. Systematical studies on both categories of methods
are required to find appropriate learning algorithms which take a balance be-
tween complexity and accuracy in approximating p(Y |a) in a medium or high-
dimensional space.
5.2 Application of probabilistic graphical model to inverse
problems in the multiscale context
According to Bayes rule, p(a|Y ) = p(Y |a)p(a). Given prior distribution of
stochastic input p(a), the probabilistic graphical model of p(Y |a) can also be
used to infer the fine-scale input given an observation of coarse-scale model
responses. The major issues to be solved include: (1) the design of a proper
graph structure. While stochastic input and response variables are fixed, the
choice of hidden variables (i.e. coarse-grained variables) is flexible. As inverse
problems are often ill-posed, a well-designed graph structure may improve the
regularization. We need to conduct rigorous investigations on the influence of
graphical model representation on the regularization of multiscale inverse prob-
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lems. (2) an efficient inference algorithm for joint distributions of unobserved
random variables. In theory, current inference algorithms can directly predict
the posterior distribution from the graph. However, many existing algorithms,
e.g. loopy belief propagation, are only efficient in obtaining the marginal prob-
ability density functions of stochastic input (with polynomial complexity). It
is still challenging to accurately approximate the multivariate distributions of
arbitrary random variables from the graph due to the curse of dimensionality.
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