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Este trabalho aborda o problema da quantificação da distância existente entre 
indivíduos mensurados sob o contexto de' místuras. Inicialmente é feito um estudo com 
relação a caracterização de misturas, por meio da obtenção da expressão para a matriz de 
variândas e cavariândas na forn1a de blocos. A seguir, como contribuição deste trabalho 
à literatura, é determinada a expressão em blocos para a inversa desta matriz e, utilizando 
a mesma como matriz de ponderação, tem-se urna e.:xi.ensão da Distâncía de Mahalanobis 
para este contexto. Além da implementação computacional desta extensão, também é 
feita uma aplicação desta distância utilizando Térnicas Hierárquicas de Agrupamento. 
Capítulo 1 
Introdução 
1.1 Considerações Preliminares 
1.1.1 Dados com Misturas de Variáveis 
t muito comum. ao se trabalhar com conjuntos de dados n:ais. depararmo-nos com 
a existência dE' variáveis de diferentes tipo~ pois várias áreas do çonhecimento tratam. 
frequeiJkmf'nte. problema.s nos quais a escolha das variAvei:-. focalizadas recaí tanto sobre 
categóricas, quanto sobre continuas. Por exemplo, na área de t:d.ucaçào uma populaçã.o de 
alunos pod(' ser estudada fücalizando variáveis sócio-econômicas df' forma categorizada e 
variáYeis de des0mpenho acadérnico d(' forma COIItfnua. Em um outro exemplo. IHI <Ír<'a de 
0o;tudos populadonais. uma regiào pode ser tipíficad11 pelo e-studo dt' seus muni,;pios em 
Yariáw'>ÍS catE'gorizadas e continuas. Ac; primeiras podem referir-se a pn;·sença/ausf.nc-ia 
-
ou -intensidade de determinados indicadores de desem<oh-inwnto tai:- como. f's:colas. hos~ 
pitoís. haucos. etc ,J;i a.s varirín,•is do segundo tipo podem comer íufonn;u;ôcs rmuo 
km de ruas asfaltadilS. consumo de ('rwrgia elétrica. entre outras. Quaw_lo isU1 acontece. 
diznnoc; que estanws t.rol!allwndo com um coJJjun1o de dados com mistura8 df ranúrri.~ 
cali_grh·icos ( confi~wos qu<'. de flgora em diante. chamnremos arwnas de nusfums. O 
problema de misfut·a8 de vari.á\'(:is contfnua~ e categúrict'ls vem ~endo. ultim<mwlltt'. l)as-
caH·górica~ pode gerar sub-popula.(Óes de indi\·iduo::; . .:\eslf' campo podemos destacar 
a grande contribuição que n'm sendo dada. a.o kmgo destas duas últimas décadas. por 
Olkin e Tatc e. principalmente. por 1\.rzanowski. \I ais ren:'!itemente, \'!achoníkolis tem 
publicado Yários trabalhos sobre estC' assunto. 
1.1.2 A Estrutura de Inter-relação no Contexto de Misturas 
Qualldo estamos trabalhando com um conjunto de dados omlP hi1 mislums, é impor-
tante kYar em nmsiderac~à.o que as Yariáveis contfnuas pod('m possuir um comportamento 
diferentE." se obse-rvadas rorn rE'lação at> comhina,çôes dos Ya1on~s a;;surnidos pelas Yariáseís 
cat('góriras, ou seja. pode existir uma estrutura d(' inter-relaçiio muhivariadé-l entre a~ 
continuas (' esta~ combinações. o que caracterizaria a ('Xistf.nda d0 suh-populaç-<"'>es Je 
indivÍduos. Este fato é de grande importáncia quando desejamos, por exemplo, obter um 
agrupamento desses indivfduos. pois os grupos a serem formados podem ser muito influ-
enciados. e ai6 mesmo caracterizados por esta estnJtura de inter-relação. Para ~'sclarN·er 
melhor o que foi dito. con:-;ideremos a seguinte situaçào ficticia: 
Exemplo 1.1: Em um determinado estudo foram mensuradas 3 YariáYeis categóricas: 
XI = s('XO (rn E' f). x2 =Re-nda Familiar {1 :mais d<' 20 salários. 2: ('lllre 5 E' 20 
salários e 3: nwnos d<:' .j salários)(' X 3 =Cor (1: preto. 2: moreno. 3: arnarelo c 
4: branC'o). Neste mesmo estudo t.amlx'm foram mensuradas 3 rarián~is rontfnua~ 
x4. x~ e X(\. sohre cada indiY{duo. Esquematicamenlt'. consideraJl(]() o wtor X 
= (.Y1 .X2.XJY· podenws Yislumbrar gbaíxo toda~ aco possi\Tis combiiwçôes do~ 
\·a]orcs assumidos por cada Yarián:l catí~górica: 
I> 
(f, l. 4) !(i 
(m,:J,l) 9 21 
j I 
i i 
' . . 
(. 'l'l I 1' I rn.,_.·t, , - 1 
__ ,,_ - - ______l__.__.._ ______ .-.1 __ 
Pod\, aconten-:-r. por exemplo. das Dl('nsurações das \'ariáveís contfnuas X4. S,, e Xn. 
nos indiYiduos da combJna.çào 4 (homem. de cor branca com renda :-:nperior a 20 salÁrios). 
tf'rf'm um comportamento bem diferente das feitas sobre os indiv{duos da combina(;ào 21 
(mulher. de cor negra corn renda inferior a 5 salários). Esta dependência induz a urna 
estrutura de intt>r-relaçâo entre as combinações das variáYeis categóricas e as contÍnuas. 
Com isso. se tentarmos agrupar os índivi.duos objetos deste estudo. intuiti\·anwnte somos 
levados a pensar que esta estru1 ura de inter-n;lação terá uma grande inf1uência nos grupos 
a serem formados. Por isto. sào rwressários alguns cuidados especlai5 quando estamo!:' 
lidando com dados com mú<i'U1"as. 
1.1.3 Procedimentos Iniciais para o Trato com misturas 
Existem. na literatura. nirios procedimento~ criados para se trabalhar com (bdm-
na presença de mi,sfuras. Segundo Cochrall c Hopkins ( 19(il ). podemos categorizar as 
YârÍRn•i;:. contflluas e proceder como se todas fossem categórica_}o; .. Já seguHdo Krzal!O\Y.'iki 
( 1980 ). se as variií \·eis categóricas est à o ordeundas. o procediJnCJJto mais sim pl<'s t~ dt'--
signar um es('ore numérico arhinário para cada caTegoria poss{n;] desi as vari;;i.Y{'is. (' 
proceder como se elas fossem contflluas. Outra solução possfn·l. t.amlx;HI citada t•nJ 
E rz.aw1wski ( 19MO ). seria <waJi.sar o;-; dois tipos rk variá-..-cís S('p<-nadanwn1 {'. Apc;.;ar dE'.st w-: 
alternativas sen:.·m válidas. elas apresí'Utam sérios prohknws. tais cowo: 
• Airihuir à:o nnián'i::; uma nwnsuraçao rnawr que a observada. no tfl~O d(' tratar 
\'arián·i~ categóricas como contim.Ja:-:;; 
• Perda de inforrnaçà.o. no caso d<· tratar varián·is wnti.nuns como categôricas: 
• I\ à o considerar qualquer associaçào existA?ol e entre as varlân~is continuas e categóricas. 
no caso de tratá-las scparadflnwnte. 
Em uma abordag('m estritamente paramÉ-trica. antes de fazf'r qualqu('r anáJis<o nn 
dados com rmslnros. precisamos formular um modelo que sirva de base par;1 <'sta anális(\ 
Como observa hrza.no'sski (1988). a dis1ribuiçào normal multi\·ariada tem sido bastante 
mada como base para a nnálise em dados rontiuuos. <:'llquanto a distribuil;âo multiuornial 
é. segundo ele. a base natural para dados categóricos. Intuitivamente. uma combinaçáo 
dessas distribuições poderia ser um modelo apropriado para mnduras. ou seja. um modelo 
sa--tisfatório seria aquele que especificasse a dístribuíçào conjunta de todas as variáveis de 
modo que tanto a associaç-ão entre categóricas e contínuas. quanto a.s caracterfstií'as 
rnarginais de cada tipo de Yariâvel._ possam ser modelMJas. Partindo do prirKfpío de 
que a distribuição conjunta de um grupo de ntriáveis pode ser expressa corno o produto 
da dü;tribuiçào margínal de um grupo delas, pela distribuição coudidonal das restantes 
dado os valon•s da::: primeiras. o primeiro passo para se encontrar um modelo adNjm!do é 
obsC'rvar urna diYisâo das variáveis dentro de dois grupos. ;\o caso de misturas, a divisào 
mais natural é fonnar um grupo com as ccmt i nuas e o outro com as categóricas. Com isso, 
se pret('nd(-'lllo~ especificar a distribuiçào conjun1 a de q varián·is categórica" e Jl rcmt inuas. 
são dois os camiJJhos possfYeis a se seguir: exprE'ssá-la como a distribui(;ão nmdiciollal 
das cntegórícas dado os valores das \·arl<Íw'is continuas, nml1iplicadi:l pela distrihuiçiiu 
conjuHta dessas últimas. ou exprcssá-li'l como a distríhuiçào condicimwl das contfnuas 
dado os valOH's das ntrÍá\'CÍ.'> categórica::. multiplicada peln distrihui(,;il.o conjunta dessi:ls 
tÍ]timas. 
A prinwirn alternativa foi defendida por Cox (1972). qm' sugrrc qu<' a dis1rilmic:iw 
nmjun1a de mu·dum.~ d(' biHária:- (' contÍJJuas po(k S{'r c:-;nita <:Oll!U lllllii distrihni(;Au 
condióonal logfstú·a das variáH·'ÍS binárias para dados valores das varián•Js continuas. 
multiplímda por mna distrihuiçito normal multivariada marginnl para a.s últinlél$. 
Com relação a segnnda possibilidade. Tate (1904} propôe um nwdelo para o cast~" de 
misturas envoh·endo a pena:- uma variável contÍnua}· e uma variável categôricR bimíria .\." 
(assume apenas valores O e J ). chamado modelo bissaial pontual. no qual a distribuiç.<lü 
marginal da varián"l categórica binária X é multiplicada pela distribuição coudicional 
de Y dado .Y = :r fixo. Já Olkin e Ta te ( 1961 ). apn·sení.am uma exte11:>ào rnult.i-nu·iadi\ 
para o moddo bi88erial pontual. chamado moddo dr postçâo ( ·"locatiou modd"). \"este 
modf'lo. as variáxei5 categór.JCa~ (}i 1 • • \z, .... X 1 ) são arranjadas ern forma de uma tabela 
de contingência. de modo que se X; possui s, categorias. a tabela de contingência terá 
.::. = _:.:. 1 x s2 x ... x s9 posi~;ões. onde c aJa arranjo de -S = (X1 , )(z. .... ),.-q) deflue de 
forma única uma posição nesta tabela e, estas posições. são idetJtifkadas corno categorias 
de urn \"etor rnultinomial z = (Z1 •. Z:;:, ... ,Zs)', também de forma única. Com isso. no 
modelo dr posição. a distribuiçil.o marginal da posiçào Zm observada é multiplicada pela 
distribuição condicional das continuas ,t" = (Yi. 1·2 ..... }·~)'dado Zm, de1erminando a~sim 
a distribuição conjunta entre a posição observada e o \·etor contÍnuo. \"ale salientar que 
no modelo dr posição, .a distribuição condicional das contfnuas r= o·;. 12 .... ' }~.v dado 
ZF, varia apena:-; com relação a.o vetor de m~dias porém. J-\rzanowski (19S:J) sugere uma 
generalizaçào deste modelo. assumiiido que a matriz de variáncias e covariâncias ~ da 
d'Jstrihuiçâo r:ond"tóonal L" \Zm também varia df acordo com a categoria Z,., ohsen:ada. 
Segundo h:rzano-...vski (1988). a razão para a segunda alternat)\·a ser a mais utílizada é 
q1w na primeira. defendida por Cox (1972). a estimaçào dos f.úHâmetro:- im,,·ítaYelmenk 
acaba em esquemas computaeionalmf'Hk iterativos. Euquanto qtw na segund<L o modelo 
podf' se-r m.armse-ado de forma. mais simples cnmrmt<~cionalmenH' e. por isto. tem sido 
mnls utiliz<~da em problemas com mislara8. l\rz~wowski (19~tl) volta a discutir estas 
opçôes e n~intera que a escolha da ::;egunda P mais adequada. citando tamh/;m qtw os 
tra!Jalhos tllai~ wn·n1es d«·~wn\·ol\·idos rwsla área adotam a mesma. 
Toda\·ia. quando o interf'Sse em estudo rPcai sobre uma quantific.:tç-ào da dis~imi­
laridade (distância) existent-e entre individuo!' mf"nsuradm sob mú;furrH. qu<: é o ten1a 
<:lbordado rwsta dísser1<-H;iio. os tnthalhos existentes se rnostram t'rtl uma fase bast;ulle 
embrionária. Isto dC'corn:'. banicanwnt.e. da difículdadc existentE' para a obt{•nçào (k:-;tn 
quantificaçiio. pois quando queremos estudar individuo.'- com relação a proximidade ou 
distância existente e-ntre os mesmos. a lógic-a no~ mallda ohservá-los segtmdo as \·ariá,·cí:'-
porérn. S{J o mlrn<-'ro (.k varián"is HJ('n~uradas nào for muito pequeno. fica díf;cil pnceber 
visualnwnte o quanto eles são parecidos ou dístjntos. 
1.2 O Problema Abordado e Como é Tratado 
Formalmente-. podemos dizn quf' o nosso problf'D1a é o seguinte: Dada uma arnütra 
de n objetos (_indivÍduos) de um vetor misto l~··. queremos quantificar as dissimilaridades 
existentes entTe os individ uos Wi 's. i = J. 2, ... , n. mensurados, onde, 
~ 
) 1:- = {X1 • X2 , ..•• X c) :Vetor linha de variáxeís cal egóriras f'. 
1" = (};.}i .... , l;,) :Vetor linha d(' varián:>i!> contflluas. 
Para tratar esf.e proLl<'ma. os tra.halhos existentes na literatura_ utilizam os popu-
lares coeficíentes de dissimilaridadf' (onde quanto maior o ndor obsen·ado mais dist<rnte::-
estào os índivfduos) para que possamos obter a quantificação d(~_,wjada. Dessa fonna: <1 
perguuta que passamos a nos fazer é a seguinte: Qual o coeficiente de símilaridad{· ou 
dissirniloridaác (distiincia) mais adequado ao prohlerna em questão·: Estil indagasúu t·, 
muito comum eutn• os estudiosos do assunto. dado que não exisk urn codiciellte mellK•r 
que os outros pant qualquer situ<lçào mas. sim. o mais adequado a um determinado cnso. 
ls1o decorre. ob\"Úllll\:'Iltf\ do alto grau de suhjeli\·idad<> inPn,nte a estes coefid<~utcs. 
S(·p;ulJ(ln Cower (J97CH. dikren!<'S situ<HJW'- pod('!1l len:r i1 ddiHiçào de dif('ft''JJh>-
10 
distánrias pois. em determinados casos. é possi'vel montar un; roeficientc que di' mdhorf:'s 
rcsultndos atrav~s do con}wcimcuto pr~\·io do prohlPma. hto no::; explica. ao nwno." 
intuitivamente. o mo!ÍH> da existência de tantos coeficientes para o caso em que todas as 
variáveis nwnsuradas são df> um único tipo. t;m do:=; exemplos mais reçent.es, é a distância 
de Shen. Bi<' (' Chiu (n:r Shcn. Bie f:' Chiu. 199:.~). proposta com a füw.lidade de classificar 
texturas de imagens. \"a.le salientar que a textura f> um aspcc1o dt· supC'rfi.rif' muíto 
importante para a rwrcep<Jw visuaL pois dá infonnaçôes esSf'lKÍais para nxoulwcirncnto 
e interpretação de imagens. 
Quando prdendf:'mos quantiflcar a distância existente entre dois indiv~duos. no con-
texto de mú•turas. a escolha de um coeficient{' dE' dissirnilaridade i: bastante discutivd 
deYido a natureza dos dados. Esta disçussào es.tá relacionada principalmente as seguiut.e:-; 
questões: 
a) De\·emos ponderar ou nào a contribuição dos diferentes tipos de variáveis (continuas. 
norninals e ordinais)? Se sirn. como d{'vc ser feita esta ponderação? 
b) Dcn:•mos incorporar ou não a estrutura dç Ínter-n:'lação existente entre os tipos dt' 
variáveis·? 
Podemos obsen·ar que est.es problemas introduzt'lll um auto grau de subjetiYidade 
a escolha e. por isto. torna-se imprescindi,vel a opiniâo do p<'squísador n•sponsáncl pelo 
estudo em questào. Também para o caso de misturas. trntado rwste tralndlw. Hwsmo 
existindo um núnwro meuor de coef-icientes. não é concensuill escolhPr a di~tância rnaif. 
apropriada. Dentre os existentes para o contexto de misturas. podemos df:'s!acar os 
seguintes: 
• Distilllcia combinada. 
• Dist;~ncia n partir do Codicieute geral (k simíJaridad(' de GrJWer. 
• Distância obtida por transformação das \'ôrJ!lH'JS. 
• Dis!iÍncia de Honwshurg. 
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Além dd('S. vale ressaltar que 1\rzanowski (1983) propot' uma di~tâlll:i;.L baseada uo 
modelo dt' posição introduzido por OlkiH c Ta te (1961) e discutido no CapiÍulo :!. qu<' 
inrorporil a estrutura de inter-relação existente entre as variá\Tis. atraYés da utilização 
dn matriz de variâncias E' covariâncias no coeficiente de distãncia. Porém. este rodkíenti' 
uào será abordado nesta disserl ação. pois apn:~senta as seguintes restrições à sua utilizaçào 
para um caso de rrnsiuros: 
a} A distância é construÍda sob a suposJçao de qu(:' as varii'ÍYeis contiJJuas possuem 
distrihuiçào normal e exÍgC' que. caso o rnesmo não :wja \·erificado. as variãveis sejam 
transformadas. Apf'sar da multinorrnalidack ser desejada, \·isto que a!' díst ãncias 
passam a ter um maior significado. esta exigência não é muito inkressaJlte' poi~ 
restringe o nosso e:-:t-udo às mú:;fnms de variáYeis normais e categóricas. 
b) As expressões das covariâncías entre ccmÜnuas e categóricas uão sào apreserltada.s. o 
q1H~ dificulta a implement.açâu computacional desta distância. 
Comumente. o que se faz é utilizar urna distância combina.da por coefkiexlles 
proposl.Os para cada um do~ tipos de variáveis. Outra alternati\·a. que também é bas1nutc 
utilizada./:> a transformação dos dados de formn que passemos a trabalhar com um único 
tipo de variável. 
1.3 Objetivos 
Coma atada a limitação existent{_' na literatura. esta dissertação foi confercíonadn com 
os seguink;.; objetivos: 
• Detenninar a estrutura de inter-relação existente entre as vanan~Js pnrn u caso 
de mi.~Iutm< Poí" nmlo pn'lP!J(lemos qnantifkar R dístânci<l f'XÍ~tente ernn· o.c: 
illdiv{duo~. 1wste contextü. é importaute coulwcer e:-::ta estru1ura: 
• Apr("S('IJ1ar nrn;:t opç·âo à quantifica1)o das distâncias f'Jltrc íll(liv{duos. 110 nmto;:lo 
d(' mi.'-dura.~·. quç ÍHcorporc a <'.">trul\lrtl d(' inkr-relnç(t(! <'Xi.:;tente eutre a;. \'iHÍ;.\n'i:>. 
l:! 
Pois sito poucos os coef-icientes existentes e. alf:Jn dissl). os maif'. conlwcidos e uti 
lizados não incorporam esttl E>strutura: 
• lmpl('mentar computacionalmen1 e este novo codicient e ck dissimilaridade. para qH<· 
o mesmo possa ser incorporado à literatura no assunto; 
• ApreseiJtar uma aplicação dest.e coeficiente· na Análi.«( dr Agruparmuto, vÍ,<:to que 
esta técnica t'Xploratória rnultivaríada S(' mnstitui no m<tíor carnpo pMa .a utilização 
dos coeficieJJtes de dissirnilaridade. 
1.4 A Estrutura do Trabalho 
Em fnnçào dos objetivos descritos adma. esta dissc•rtação €•stá estruturada de formo 
a responder as seguintes questões: 
1) Qual a expressÃo para- a matriz de variáncia.s e co'-·ariáncias para núsfura8? 
Para responde-rmos a esta questão. ver CapiÍulo 2. acl1-amos conn~niente- partir do 
principio proposto por Olkin e Tatf' ( 19G"J) para o trato corn mi8lvr-as, Prinrfpio este 
que se batwía n<t m;mipulaçào df' cada combinação das variáveis l:'ategóricas corno uma 
catpgoria rnultinomial. visto que is1o permite es1udar o comportamf'nto das \'ariáseís 
cont.{nuas den1ro de c-ada uma das categorias geradas pt-•los distintos arranjos do Yetor de 
\'ariáseis cotf'gúricas. Paro 1 ant o. prinwiro utilizamo;._ um i::! t ransfonnaçào para passarmo~ 
d(' um y~·torcategórico a um multinomial. :\partir destn tram-formaçào. apresentamo." as 
espressú<•s p<Ha as intf'r-relações existf•ntes f'lltn: as cat<>goría,; multiJJomi<IÚ:> .__,as YitrÍiÍYe)_..; 
coutim1as. VaJp salientar que es1.as f'Xpressões ana1itíca;; para a matríz de \·ariâncias e 
coYariáwia:-; forarn apresentadas inicialnwHt<' por Olkiu e Ti!te {19Gl) e pos1erionnente 
mdhor C<Hill'teríziida!:i por Le(m (1993). ,sem a Jlf'n'ssidilck' de suposição de normalidade 
i:1:-, \'ariúvcis coJJtinlliiS, Como contríbní(;ào deste trabalho, tívcmos o cuidado de dar 
urna maior intNpH:'tahilidad(' ao:-:: resultados obtido::,. As <'XPH'SSÔE'S sào apr<'seiJ1adas em 
hlocos nas formas algébriC'a e matricial. tallto para o caso populacional quanto pi!ra o 
amostra!. 
2) Após a determinaçúo dn forma <Hl<llÚica para a estrutura de inter-rela.çào entre as 
Yariáv<"Í5. no con!í'Xio de mistura8, surge a seguink questão: qual <"Hfrt' os nw~ 
fkiente que incorporam a estrutura de inter-relaçào entre as vanavE'ÍS. é o mais 
lndicado para o contexto de mist urac;'! 
A distância dt .Malwlauobis. proposta por IV1ahalanobis (19%). tem Sf: tornado um dos 
•oeflcientes padrêws par~1 o caso em que todas as Yarláw·is em·oh·ida:- sào quantitat.iYas 
(ver Kotz e .Johnson. 198-7l). Esta distáncia. além de ponderar pdo inverso dos dE'svios 
padrões de cada uma das \·ariáH·is. tamhém lf'va em conta o grau de Ínter-rdaçào existeJJ1(' 
entre elas ( YE>r BolsheY. 1969 ). Corn o objetivo de incorporar estas inter-relações quando 
as variáveis enYolvida.s são qualitativas, Balakrishna.n e Sangghvi (1968) e Kurczynski 
(1970) adaptaram a distância d(; Mahalanobis para este caso. Contudo: esta distância 
nâo tem sido utilizada no cot1tE'xt.o de mistums provavelmente. por nào SC' Ü'I' a expressà.o 
anaÜtica da matriz de nniâncias e coYariâncias. Corno COlltribuil:ão deste trabalho à 
litf'ratma \'amos fazer urna ('Xtensào desta distânc-ia para este raso. utilizando a matriz 
de variânóas e covadânrias determinada no CapiÍulo 2. 
3) Para dwgarrnos a urna E:r1tnsào da Distância df J1a1wlanobu. pam mi.:duras. nao 
hasta apenas a detf'rminaçào da matriz d<' variálJÓils e co\·ariânci<:t)) em blocos. 
PH:cisamo~ ainda de respostas às seguintes quest.ões: qual É' a forma da inv<'rsa 
desta matriz? e, finalnwuk. qual a expressão analitic11 para t>sta crtcnsii.o·? 
As respostas a estas duas qucs1Ôf'S. dados no CapiÍulo S. é uma contrilHJÍ(;ào df'Sle tril-
balho à litera.tur<~ pois, por definição. a Dúdállcio dt Mo/1(1/arwbis é e-:..crit<t em funçü.o da 
invPrsa da matriz de variànrias (' <:"o\·ariâncins e. para chegarmos a E:rlf n.~âo da DiMâncio 
1Ú Mohalanobi.~ para múdara~. f. m•cesário i'l d{'Í<"nnina(~ào desta inw•rSi:t. J-2 irnport.iinh; 
rc~s.nlt<:tr que e;;til invers;; f> expre:->sa 11a forma de blocos. o que p('rfllik que a forlll<t 
ll 
ana.lftica da E.rlfni'iio da Distância d< Mahalanobís paro mi.~fura.<;. também o seja. /\.l<!m 
de~ta f'Xtensào. no CapiÍulo 8 também sào apresentados outrC/s C'ofjiáodrs dr Disfâuria 
existentes para o trato com rmsf'ura:-:;. 
4) Ap6s a detenninaçiw da forma illJRlftica para a E;rfwsâo do Dtsfância dt Jfahalanobis 
paru misturas. a indaga~·ào que Sf' faz é: Como utilizar este novo coeficiente na 
análise d~" um conjunto d{' dado.s reais·: 
Para que possaJTlOS utilizar a Ex te nsâo da Distâncio dr .\fahalrmobis ern qu.alqtwr 
probkma de quantifi<:a.çáo da distância entre individuas sob mú;turas, e também fazN 
uma aplicação d("ste coefióent<' de distância para o caso de agrupamento de dado~. faze-
mos a irnplenv:'n!açào computacional deste coeficiente. Esta implementação. n'r Ap{udiu 
D. é feita através de programaçào em SAS. Para tornar mais fácil o entendimento d<'sla 
implernentaçào, bem como o programa computacional desenn)lvido, f. feita urna aplicaçà.o 
em um conjunto de dados com misturas e apresentados os resuhados, ver c·apiÍulo 5. 
Para facílitar o nosso trabalho. resolvemos utilizar apenas os AUtodos Hit.rÓrtJUICOS. Y<'I' 
Capiiulo 4, que se mostrassem cornpativeis b utilizaçào desta extensão, visto que o~ JTJes-
mos sáo os mais difundidos na literatura. 
Como complementação aos cinco Cap{tulos que cornpôem esta d-isst"•rtação. são apre-




Caracterização de Misturas 
• 
2.1 Resumo do Capitulo 
lnióalrnente. na i>C(:âo 2.2, definimos algumas transfomJações que podçrn ser utilizadas 
para se trabalhar com vetores aleatórios mistos. ilustrandCJ as suas apliç:aç.Õf's ntravés de 
exemplos. Na su;âo 2.3 {: apresentada a expressão. determinada por Olkin e Ta te (] 961) 
sob o modelo de posição. para a matriz de variâJ:1cias e coYariâncias de um vetor misto. 
Finalnwnte. na srçiio 2.4, é feita a dedução das variância~ e covariâncias populacionaís 
e amostrais para misiltmf.' de um n:tor multinomial e um retor continuo. Vale salientnr 
que as expressões ohtidas n~l sfçâo 2.4 são apresentada:- tanto na forma algf>brú·a quauto 
na forma matricial. para facilitar a sua posterior implenwi;t:ação cowputa{·ional. 
2.2 Transformações de Variáveis 
Pora detenninannos a estrutura de inter-relação <'Xisten!e para o ra~o de misturas. 
associando a cada rombiJJaçào dos Yalores assumidos pek. Yf'tor categórico urnn ánico 
cat<~goria muliinornial (prindpio adotado por Olkin e Tate. 1961 ), precisamos de uma 
1 ransformaçào que possibilite tratar um \'l''tor de dados c-alt·g:óricos nnno um multinomíal 
Para tanto. apH'scntarnos a seguir algurnas t ransform.aç(x-'s. encontradas na literatur<L qu<· 
podem ser utilizadas para este propósito. 
}() 
sao binárias (a:;;sunwm OJWn<J;s \·alores O c 1 ). Para estt• caso. apresentamos abaixo a 
transforma,ç.ào usada por Krzélnows:ki (19/.5). 
variáveis Xi SÚO todas binárias. i = J, 2 .... , q. Ü H:tor -~· pode S(-'!' f'XJlf('SSO 
como um vetor multinomial f = (Z1 ••••• Zk)', onde l· = 2'i. de modo q1.w cada 
<ornbinação do vetor X ddirw uma cat.egori<t mult inomial. d(~ formil única. dada 
por ·m = 1 + t .r,.2(i~1J. ou seja, se~= (:r 1 .J';z, ..... rq)' for obserYado. entáo 
i o= I 
:::m = 1 e:::;= O, V1 1-m: i.rn = 1 .. 2 ... .. /.:. 
Quando da existt?ncia de variáveis categóriças com mais de duas catt·gorias. f\ rzanowski 
(1980) usa o artlfióo de transformar primeiro cada uma desia.s em um n;tor binário. u~ 
s;mdo a Ihfiniçiio 2.2. dada abaixo. 
Definição 2.2: Seja X wna variável aleatória categórica com c categorias. X pode ser 
substüu[da por k =c -1 variáveis binárias).;.";. i=:!, 2 ..... k. tal que se n í~ésirna 
ca.tegoria de X for observada. entáo X,- = 1 e .Yj = O. Vi -=/ j. i. j = L 2 ..... k. Todas 
as variáYeis binárias são iguais a zero quando a 1íltirna categoria c for obsern1da. 
Após a utilização da transformação da J)(jhliçâo !.!.2. Krzanowski transforma o ve1or 
formado por todos os vetores binbrio;.; gerados em um multinornial. usando a [)(jiniçáo 
:!.1. Para ilustrar a a.pJiç:açâo sequencial da D(fini~·ào 2.2 e da D{jiniçiio }.1. t' para 
Yislumbrar melhor as mudanças pro\·ocadas por estas transformaçóe;;. van1os ('Onsídf'rar 
o seguillV.• e:xernplo: 
Exemplo 2.1: Consideremos q1w em urna pesquisa realizada jnnto à eleit on's brasikiros. 
com relação ao segundo t um o da tíltima eleição presidenciaL fornm nwnsuradas as 
scguÍJltf's YariáYeis cat(•górica:.o.: 
.Y1 : Foto para rn't.sidrntr. tal quf J:'; 1 E {FHC .. Lula]. 
Assumindo que ki rf'presenta o número de cntegorias da varirível .Yi. i = ] , 2. tNno~ 
k = Á'1 X k2 = :J X 2 = 6 combina.çÔes possi'n•is da.s Cfi.Íf'gürias das Hlrián'iS _:\_"1 f' .\.--2· 
Aplicando primeínmwnte a Dtfiniçiio !!.!!. nas variáw~Js xl e x2. temos qu(' XI será su-
bstituida por uma variável binária } i. dado quf' possui ap('nas duas cat-egorias. enquanto 




L "' X, ~ FHC 
O . . "( X1 =Lula. 
(LO}. $t .\' 2 = Anol.fab. 
(0, 1 ), $f X2 = Prim. ou Savnd. 
(O, O), se X 2 = Ur1·ivcrsit. 
C'orn isso. temos a seguinte relação entn.• as combinações de S = (X1 • X2 )' e o \·etor 
binárjo Y =O i, l), l3)': -
{ FHC. Pnm.mth'ECuud.) I 
. . . ,I 
(F li C. l 'rál·o·.<;i/.) 
(Lu la, ;hw/foh.) 
(Lu lo 1 Pri m.mcS'( nmd.) 
(Lv/a, C nÍ\'( rsit.) 
I L O. l) 




Poden1o~ observar. porém. que o~ Yalore~ ( 1. l. 1) e (O. 1. 1) do vetor binário } , 
n·;. }2. rJJI geradO. l'!àO COtTf:Sj)Olldl:'m a nf_'nhuma COmbinação do Vetor Categórico .y 
= (X1.X2 )'. Com isso. aplicando a lJc-firríçào 2.1 no vf'tor binário Y = (Yi, }-;.h)'. 
~ 
t.í•rnos que esk s<'rá tran~formado ern um vetor mu!tinomíal f com 8 cah•gorías. tal que. 
e. 
(F/I('. Ana/fab.) 
( FH C. Prirn .ouS'u:vnd.) 
(F H C'. Cni't'nsit.) 




(0, L O) 
(O, O. 1) 
m (Z1 ..... Z,) 
--~---------~ 
.j (0.0.0.1.0.11.0.01 
6 (0.11.0.11.0. LO, O) 
2 (0. I.O.O.O.II.O.OJ 
a (O.O.I.II.O,O.O.OJ 
5 (0.0.0.0.1.0.0.0) 
1 (Lu lo. ['nit•trsd.) (0.0.0) 
-~---·--~-~'--_j_~ _ __j~j__ 
(1.0.0.0.0.0.0.0) 
-~--
Z ,...., _\hdtinornial(J,J)J ..... p8 ). 
' 
8 
onde. PiE (0, 1 ), Vi= l, ... , 8. L Pi = I e, 
i ::o l 
p7 = P(Zc = 1) = P(y= (0,1.1)') =O. 
Ps = P( z, = 1) = P( l. = ( l. l. I)') = O. 
(2.1) 
Vak ressaltar todavía. que a aplicação st:>quencial da lhfiniçiio 2.2 e da Dfjiniçâo 
-3.1 possue a desvantagem de construir categorias multinornlais com prohahilidad<' de 
ocorrf.nc:in igual a zero. dado que as mesmas não rcpn;o;en1arn nenhuma cornhinaçào das 
variáveis catf·góricas origi11ais. ou seja, passamos a trabalhar com um vetor nmltinomial 
que possui um mímt'ro d(' categorias rnaior que o necessário. Ainda com 1-e~peit,o a 
1 r;msformaçào da Drfi111çõo 2.-:!. podemos ohS{7rvar que ela I!i1o considera n difereJJça df' 
n;_tturaa entrt• ca1egórica~ nominois e ordinais. l"m<l forma ;dternnti\·a df' resoln'r este 
problema. sugf'rido por Bussah, I\Iiazakí <~ Andrade (1990) ? transformar cada \·arí<ivcl 
categórica nominal ou ordinal f'In binária. at raYés de tran~furrnoçóe.s f'Xisiente.-: parn 
codn lipo. D<'pois diqo. podemo<: tra!lsformar o H'lor hlniÍl')u compldo geradt) em uru 
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muhinomial. usa.ndo a Drfiniçào !!.1. Segundo 'lalkíngton (1967). para transformar uma 
Yariável cat('górica nominal em um vetor binário. podemos usar a sf'guintt" definiçào: 
Definição 2.3: Sejam X 1 , .. X2, • ••• X,. variáveis aleatórias catE'góricas nominais OJI(lt' ){; 
possui k, categorias. i = L .... (' .. Cada componente X, do vetor-~- = ( X1 • X 2 •.•.• X c)' 
dará origem a k; variáveis binárias }'i1,i tal que, I= 1. .... J..\: 1.' = 1. .... c e. 
X,= I 
c.c. 
Já para transformar uma variável categórica ordinal em um vetor binário, urna altt:>r-
Dativa é desconsiderar a ordem existentf! e utilizar ou a transformação da lJf.jiuiçiio :!.2 
ou a da Dt.finiçiw 2.3. Para que esta ordem seja considerath. SE'gundo Sokal e Sneath 
(1963). devemos utilizar a trandorrnaçào definida abaixo: 
Definição 2.4: Sejam X 1 , X2 ~ • •• , X c variáveis aleatórias categóricas ordinais onde X; 
possui k, categorias ordenadas, i = 1. ... , c. Cada componente X; do \·etor ~Y = 
(X1 , X 2 , ..• , )(")'dará origem a k; \'arián.>is binárias l"1p;. j = 1. ... , k,-. i= L ... . c. 
tal que se X 1 = /;, 
Y,., = {L 
, O. 
'dj=l, .... lí 
\lj=l,+l, .... k;. 
(2.:1} 
Para ilustrar a aplicação sequencial das Dffiniçàu., 93E' !Lf e da Dfj/uiçào 2.1. Yamo." 
utilizar o seguinte exemplo: 
Exemplo 2.2: Consideremos a situação descrita no E:nmplo :..!.1. 
Aplicando a Dt}inir;ào f!.;? na n1riável ca.tf'górica nominal Xt, que possui duas cate-
gorias. da seni substlt uid.a por duas Yaricí\-eis binárias } í e }·2. tal que. 
X 1 = F!JC 
1() 
Aplicando a Drjiniçâo 2.4 na n1riá vel categórica ordínaJ X;,. que possui t ri':- calt:'goría.<.. 
ela sPr<Í substittdda por t-rf.s varíáYPi~ binárias}:,.}~ e}-~. ti:d (jtlC'. 
(LO, O), 8-t .\-:< = Anolfab. 
(J. LO) . .Sf X 1 = PnnL u;J . .:..·(CJJnd. 
(1, 1.1), 8( x2 = l"uit•(rÚi. 
Com isso. temos a sf'-guinte relaçào entre as combinaçCw:-, de-~-= (.\:"1 .X2 V e o v<'tor 
Llm'tr'w Y = o·l·····}~)' ~ 
(X1 .X2) ilí ..... lCJ 
(FHC,Analfab.) i LO, LO. O) 
(F f/C, PrinLouSecund.) ( l. O, 1.1.(1) 
(FHC,l!ni<•crsit.) (l.O,l.J.l) 
I Lula, Aua lfab.) I (0. 1. I. O. O) 
(Lvla. Prim.mLS'~::cvnd.j I (ü. L L l. O) 
{Lula, UniNJ·sit .) I (0. J, L L 1) 
Podemos observar. porêm. que vários valores do wtor blmírio y = O·j .... , }'5)' gf'-
rado. entre eles (0._ .... O) e ( 1 .... , 1) por exemplo. nào correspondem a nenhuma com-
binação do vetor categórico-~-= (X1 .X2)'. Com isso. aplicando a Drfiniçáo :J.luo \·etor 
hinário y = (1'1 •.•• , 1'[,Y, temos que este será transformado em um v d-or muhinomial z - -




(Fl!C.Anolfoh.) (1,0,1,0,0) G (01 ..... (h .. L0, ..... 0,) 
(FliC,Pnm.ouSwmd.) (1,0,1,1,0) 14 (01, ..•• 0n.1,015 •.•. ,0,12 ) 
(PIIC,I'niF<rút.) (J.O,LL1) :lO (O,_[J, ..... 02,.L0,11 .02,2 ) 
(Lulo.Analfah.) (0,1,1,0,0) 7 (01 ..... 1!,,. L08 ..... 0 12 i 
(Lvla.Prim.ouS'u·und.) (0,1,1,1,0) 15 (OJ ..... 014 .LÜw, .... O:n) 
l 0·-ow {1'' 3''} · OU(f', ,-- .vtE ·-·····•- t:, 
~ ,..__. Muliinorrúa.l(J,p1 ••••• JJ:n). (L li 
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e,onde,p; E (O,l).Vi = 1.. ... 32, L: p; = 1 e,J!.i =0. VJ't {6,7.14.15.30,31}. 
1=1 
Assím como o observado na aplicaçà.o sequencial das Dr-Fnições !J . .-7 r J.J. a aplicação 
sequencia] das Lh.finiçôcs !J.J. !Lf ( 2.1 também apresenta a dE"sYantagem d(' construir 
catE'gorias multinomiais que não representam nenhurna combinação das \·ariáYeis categóricas 
ongma1s. 
l\rzanowski (1980) também discute uma transformação mais direta. def-inida abaixo. 
que na verdade é urna generalização da Df;finiçâo 5!.1 para o caso df' um vetor categórico 
cujas variáveis possuem mais de duas categorias. Porém. esta transfonnaçào nào possui a 
dern:aut.agem d(~ nmstruir c-ategorlas mult inomia.is com probabilidade de ocorri·ncia igual 
a zero (multíuominl com um número d{' parâmetro::- maior qut:o nt:•n•ssárío). 
Definição 2.5: Sejam .Y1• x~ ..... Xc varián·is aleatórias categórica:-: onde X; possui k, 
cntegorias. Vi= L . .. .c tal qu<: o vetor aleatório ·2· = (X1.X1 ..... ).-cJ' pod<· ser 
combinado de k = I1 k, formas dif(:rent.es. Podemos tramfonuar este vetor X f'lll 
i=l 
um vetor mu!tiuomial;: = (Z1 •... , ZA-Y tal que. se a j-ésimtl combina<Jio de X for - -
ohs('n·ada. teremos z) = J e Zt =O.'\//-/:- J OJH.k l,j = 1. .... k. 
Para melhor entcndiment o do efeito des1 a transforrnaçào no e~t udo iiJdi \'Ídua! d~, cad<1 
uma d<:~~ combinaçôes da"" \·aTiáveis categóricíts. con~id<'H'JTJos o exemplo a S('p;uir: 
Exemplo 2.3: Consideremos também a situação desnita 110 Enmplo 2./. 
rtílizando a Definiçâo 2.!5, pod(>TI)()S rcprí'SC'ntar X= (XJ. ~\:"2 )' ('0Hl0 z = ( ZJ. z'l ..... Zc)' - -
onde: 
{ L fi( X = (FHC, Analfob.) { L S( X = (Lula. Ano !f ab.) ZJ - Z1 = -- O, c c ' O, C o MJ C 011 t rln·1 o . a.so .-urdrano 
{ L .-<t X =(Fl!C, Prim. ou Su:.) { L -~t. X =(Lu lo. Pnm. ou s· , •. f C) z2 = - z,, = -O, Ca.~o Contrário O, Caso ConiTório 
{ L 8C X = (FHC'. Unit'U'.<:iL) { L S< X = (LultLCunlrsi!.) z:j = z6 = - -O, Caso c:onirárío (), Caso Contr·ár·io 
Com isso, temos a seguinte rdaçâo entre as combinações de -~- = (.\'1 . . X2 )' e o \'etor 
multinomial f= (ZI·· .. ~ ZG)', 
(X1 ,X2) (Z1,,,Z6 ) 
--'---'--' 
(FHC:, Anal,(ab,) (LO,O,O,(LO) 
{FJJC. Prim. ou Stnmd.) (O.LO.O.Cl.O) 
(Fll C, C ni utr,,it,) I O, O, L O, O, O I 
(L ,da, Anal}ab,! ((L O, O, L(), O) 




p, = P(-;_: = iFJJC, Anolfob.)). jJ4 = P(X = (Lulo.Anol{ol>.)) - . 
=l'(.v=(l·".l/( .. '. F'. ç )). I'(v 'f I 1'. ' 1· Jh -~ nrn. ov ._ ec._ , p,, = -~ = 1. ~u a. nm. ou ."lc.) 
p;'! ::::- P()i_ = (Fl!C,llni·t!(TÚI.)}, J>t; = P(-~ = (Lulo.l'mrusit.)) 
f> 
tal que. p, E (ll.l ). Vi=!, ... ,6 c L: p; =L 
l=J 
Podemos obserYar que ao aplicar a Dtfiniçào 2 . .5 em um vetor categórico. não genn1ws 
mais umo multinornia! com um número de parâmetros maior que o 1T<tlmen1e ne<essário. 
o que analogamente acontece quando aplicamos a Definição 2.1 em UITl vetor original-
mente binário. Toda\·ia. tanto a Lhfiniçâo :!.1 (usada para transforrnar um Yetor binário 
em multinomial) quauto a Dr:.finirâo 2.5 (usada para transformar um vetor categórico 
ern multinomial) geram um vetor multinornial f completo que. por sua vez. possui a 
incovenlente propriedade de depend#ncia linear entre as categorias Z; ·s (ver Proposição 
H La). Para solucionar este problema, para o caso de um vetor binário. Vlac-honikolis e 
~1arrioH (1982) utilizam a seguintf' transformação: 
Definição 2.6: SejaS= (.\·1 •• Y2 •..•• Xq)' um \'etor aleatório binário. O vetor X 
pode ser substitufdo por k = 29 - l variáveis indicadoras Z1 •... , Z;,. de modo qm' 
a combinação do vetor -2 define a ocorrf>ncia d(' uma variávd indicadora Zi de 
' forma únicaS(' m = :t :r,-2U-ll E {L2 ..... k). onde ::n, = 1 e :;1 =O. \/j f m: 
i =c l 
j.m = 1.2 ..... k. Sern =ü.<~ntão :::;=0. Vi= 1.2 ..... k. 
Podemos ol)servar que <'si a transfonnaçâo retira uma compouellk do vetor rnultino·· 
mia1Ç2 completo para evitar dependi:IKia linear enlH' ao; cakgorias Z; 's geradas. Jsto 
corresponde a retir<tr o parâmetro do modelo multinomial t"Olllplcto. que está assocíado 
a urna determinada comhiiJa-çiío das nniúxcis ci'lkp)riras. Para o caso em qn<' X e Ulll 
YE'tor catt>górico. nmtos fazer um<l ext.cnsi10 dn !Jfjiruçâo --!.6: 
Definição 2. 7: Sejarn X 1 • X2 ..... X c variúve-is aleat6rias categóricas ondf~ X 1 possui k, 
C<lif•gorias. 'i!= t. .... (' t.al (jlH' o \'f'!Or X ""' ( XJ. xj ..... X( )1 pude :wr cornbiJJado 
24 
' df' k = 11 ki formas difcreutes. Yamos omitir uma dessas k combinaç(x:1i e trans-
i== 1 
fonmn este \'(;'i.or ~- no vetor ( zl' ... "Zr )' ondP r = J.: - 1" tal (jU(' S(' a j-ésimn 
combinaçà.o de -S for ohseiTada. Z; = 1 t' Z1 =O. VI -::f j onde l,j =L ... , r e, se a 
k-ésima combina.çào de X for ohservilda. então Z, = O, Vj = 1 ..... r. 
~ . 
Para mdhor entendimento do efeito desta transformação no estudo indi\·iduaJ de c-ada 
urua das rombhwçôes das variÚn'is categóricas. <ousiden:•mos o exemplo o seguir: 
Exemplo 2.4: Para tornar mais fâcil a cornparaçào çom as outras transformações. 
vamos considerar taml".Rm a sítuaçâo descrita no exemplo 2.1. 
rtilizando a Dc.finir;ào 2. ?. podernos representar X = (_X1 . X 2 )' como Z = (Z1 • Z1 •...• Zc:Y 
~ -
onck: 
O. Caso Contrário 
z, = { 1. ·'' .~ = (FHC, Ana/fa.b.) 
1. :>c .y: = (Lulo,Analfall.) 
v (f'/1(' f' . .. ) Sf -~ = · . . . nrn. ou ,)(-C. 
{ 
l. z, = 
O, Ca:.,o Contrário 
1, Sf .y_ = (Lvfa.Prl'm. ou .'úc.f 
O. Caso Contrário 
z, = { 
O. Caso Contrário 
Com isso. t.emos a seguint-e relação entr(" as combinações de-~= {X 1.X2 )' e o vetor 
multinomial f= (Zt ..... Zs)': 
----··---
(X,.X2 ! (Z1 ..... Z5 ) 
(FHC. Analfab.) (1.0.0.0.0) 
{FHC. Prim. ou Suuud.) (O.LO.O.O) 
(FHC.l'ni<uúl.) (O. O. LO. O) 
(Laia. Analfab.) (0. O. O. L 0) 
(Lvla. Pnw. ou S'<nmd.l (O.O.O.fLlJ 
onde. 
p1 = f'( X = (FJJC, - . Aaalfab.)), 
p1 = P( ~ = (FJJC'. Prim. ou St,c.)). p_1 :::- P(X ={L-ufa. Pnm. ou S'u.)l - . 
,•, 
1- L p, = P(.\' = (Lvla.lcnircrsit.)_l 
i=l ~ 
tal que. p, E (0,1 ), \li= 1.. ... 5. 
Vale salientar que ( Z1 •••. , Z" )' é um vetor multinomial completo sem urna df' suas 
categorias. Cai.egorla est<1 quf' foi rt:>tirada para evitar a dependi-ncia linear entre as 
categorias Z; ·s. A grande vantagem de utilizarmos a transformação da Lhfhliçào 2. 7 é 
que a matriz de \'ariitncia.s e covariâncias do vetor multinomlal gerado passa a ser nao 
singular. o que nào a.contece se utilizarmos o wtor multinomial completo. 
2.3 A Matriz de Variâncias e Covariâncias sob o 
Modelo de Posição 
Antes de determinarmos a expressão da matriz de varih.ncias e covariáncias paro o 
caso em que a ('Strutura de inter-relação enlr<" as \·ariá\·eis continuas varia de acordo com 
a categoria multinomíal observada. ,·amos definir os moddos e apresentar as expressZ;e•:;: 
(•ucontradas por Tal f' (19.54) e Olkin e Tat.e {]~)()]) para o caso em que a variaçào é 
apenas do vetor de médias das cont{nuas. Vale salient-ar qut' ele.:: aprest7nt-aTn expres5Ôes 
particionadas para a matriz de variân('ias e covariâncias. o que permih' ]uterprct ar Dó-
blocos correspoudcllks as \·ariá\·eis categóricas e cont[nuas scparadanwute. 
2.3.1 A Definição dos Modelos 
O modt !o dr posiçào proposto por Olkin (' T'ate (1961 ). é urna extensão multivaria(ht do 
modelo b1s.~-~ na/ pontual proposto por Ta te ( 190-ij. O modrlo bi3H ria! pont uol especifica a 
dístrihuíçiw de um vetor aleatório misto ij'= (X. Y) compo~w por uma variável alf'ntóría 
2(; 
X binária c urna varián~l aleatória Y continua. como seJJdü ü produto da distribuição 
marginal ele X pela dis1ribui-,:ào condicional dP Y dado)(= :r fixo, ou seja. 
f(w) = f(.t,y) = f(:r)f(y\.t). (2.(;) 
onde. 
X,..._, binonúai(I.p). e p0 = 1- p;. ( ·) ~) ~·· 
(' 
(2.8) 
Já o modf'lo de posiçâo especifica a distribuição de um wtor aleatório ll' = (X', Y' )1 • 
' - -
composto por um vetor multinomial -~ = (X1 , X 2 , ..• , Xk) com k categorias. e por um 
w·t.or continuo y = o·;. }'2 .... '}~). como sendo o produto da distribuição condicional dE' 
y dado a categoria rnultinomial .Tm observada (.1·m = 1). pela distribuição Il!arginal de 
f(w) = f(:rm = l.Y) =f( :r·,= 1)/(11 \:r, = 1). 




Xm_ ,...., binomial(l, P.m ). com L Pm = 1. ( 2.1 o I 
rrl"'-1 
e. 
12 I 1 I 
2.3.2 A Expressão da Matriz de Variâncias e Covariâncias 
Varnos apres<'"ntar agoro a expre.c;são da rnatriz d(' ~.--ariârKias e COYariáncias popula-
clonais, determinadas por TatP (1%-cl-) e Olkin e Tate (1961 ), pnra o modflo bis.<:.rrial 
pontual f' pnra o modelo dt posiçüv, respeC"liYamente. 
l\1odelo bisserial pontual 







' r= (Y + I: (p{"'{- - 2 11 ) Pm· (1.1'> I 
'f{,:::::{J 
l\1odelo de Posição 
Para este modelo. S{'gundo Olkin f' Tatf' (19G1 ). tf'mos que: 
(:2.1(i) 
oudc. de forma algébri{_·a. temos. 
p,(l-p,). i=J 
1.j = ']" .... k. 
ticj 
, , J I 1'1 - J . , . 
-l =(o,'j =p;j1
1
- Jlj-l=L ... ,r<:ej=L .... p. (2.lilj 




D = diag(p). ond<' p = (Pl··-··111:), 12.21) 
e. 
(2.22) 
podemos ree:><:rE'n'r as expressões (:2.17) à (2.19) de forma matriciaL ou seja. 
W = D- p'p. 
12.2!) 
r= T + I"'DC. 
2.4 A Determinação da Matriz de Variâncias e Co-
variâncias para um Vetor Misto 
2.4.1 Considerações Iniciais 
Corno podemos obsen·ar nas equaçôes (2.8) e (2.11 ). os mock·los biswriol poufual e de 
po:::içâo possuem a JH'é··Suposíção de que a estrutura de inter-relação entre as contfuua~ 
permanece constante. iudependente111ente da categoria rnuhinomial obs<:>rn~da. Já um 
modelo df posú;âo mai.« gual. sugerido por hrzanowski (198:3). admite que estas mter-
relaçôcs podem \'aríar de acordo corn a cat.egoría multinomial obserYada, ou sej<L 
X ,....., ntuliinom-ial(l.pt,JI2,····Pc), ( 2.2(i) 
Porém. hrzanowski não apresenta a expressão da matriz d(' Yariáncias e co\·ariáncias 
para esta generalização do modelo de posição. Complementando fi proposta de Krzanowski 
{1983), LeÓH (1993) determina as expressões do n~lor de médias e da matriz de variáw:íns 
c coYariância.s para esta situaçào. 
~-Iesmo não sendo ne-n~ssário supor nonna1idade pa.ra determinarmos a ma1riz d(' 
Yariância.s <' covariiincias para um vetor misto. apesar df' haver ganho~ quando a m.:·sn1a 
é vf'rificada. a asso(·iaçào de categorias mnltinorniais às combinações das catf'góriras 
(prinripio adotado por Olkin e Tate. 1961) facilita em muito a obtençào dos momentos 
para o caso d{• misturas. FaH•mos primeiro a determinação destas co\·ariãncias para o 
caso populacional para. ('lll seguida. oh ter os seus es1 imadores usuais de momentos .. -\~ 
f'xpressôes encontrada~· p;ua {';;;te~ dois casos serão apresentada.<; tanto na J(Jrma alg~~bríca 
quanto na forma matricíaL mm o ohjetiYo de facilitar a interprdaçilo e a implementação 
compui<Kion<tl da~ nwsma~. \cale salientar que quando se trabalha com urn \'dor misto 
:lo 
categoria~ podem <"ara.dnizar sub-populações que' prC'cisam ser <:onsidC'rada.~ quaudo da 
ohteuçào dos monwntos. 
2.4.2 Determinação para o Caso Populacional 
Vamos assumir que.~·= (X1 •... ,X c)' é um vetor categórico que pode ser combinado 
de k = f1 k1 formas diferentes, dado (]U(' X, possui k, rategorias, i= 1, .... c e Y = 
t=1 -... 
O í, .... }~ )' é um \'etor aleatório continuo. De acordo com a Drjiníçào IL!. o \'('t.or 
miqo tr é denotado por: 
\\' =IX'. Y')'. (2.2B) - -
Para podf~rmos estudar o romportanwnto das variá w~is continuas l'í ..... }·;. com 
relação aos resultados observados nas variáveis categóricas, ~\' 1 , ... : );·c· vamos transfor-
mar estas últimas em um vetor multinomiaJ como discutido anteriormente. Porém, para 
eYit.ar dependência linear ent.re as categorias multinomiai.s Z;'s geradas (w~r Proposiçâo 
B.1.a). vamos gerar uma muhinomial com uma categoria a menos utilizando. para isto. 
o tnmsformaçiw dada na Drfiniçâo 2.7. Evitar esta dependêncin linear é de grandP 
irnport.ância. pois assim evitamos também a singularidade da matriz d<' variância." €:' co-
variáncias do vetor muhinomial (ver Proposiçâo B.l.c). Após a ap1icaçào da Drjiniçôo 
!!_ 7 no vetor X de (2.28). passamos a trabalhar com o vetor: -
W = (Z'. Y')'. (2.29) 
Corno a tr<Jnsfonnaçâo utiliza.da gera um n·tor multinomial Z com uma categoria a ' .. 
Hl('llO~.-< parrt qm• .ç: torr1e-st· um vetor muhinomi;:ll completo hêi.sla considcrêir a \·arián·l 
. 
Zu = ]- 1~ Z, faltant.f'. Porém, como não nos interessa a s.illgu];uidach· da matriz 
dç Yariância;; c· çovarifmçia.s do vetor multillomial. (o impn•scind{vd t rahalhar COJJJ Ulllil 
multinominl com 1m1<1 r<'lte~oria a nwnoé'. 
:li 
Detertninação Algébrica 
Para sirnplificar as deterrninaçóes qne nrao a segun. Yamos considerar as sf'guintes 
f'quival~ncias de eYentos; 
e. 
'z· l ~ = (Z1 •.••• Z,): Z; =O. \fi= l, ... .rj =[Zo= l]. 
leZj=O.Vj-f-i:j L. ... r] 
(2.il0) 
[Z, = 1] 
(2.ill ) 
Dellota.renws a probabilidadf' da i-ésima categoria multlnomial ser ohsenMb. Vi= 
l ..... r,por, 
p,= P(Z; =li= P('ó= (Z1 ..•.• z,_,.z .. z,+"·· .. Z,) :Z;= 1 eZ; =0.\f; fi). 
(2.il2) 
e. a probabilidade de ocorri~ncia da cat('goria que foi retirada do Yetor multinorniaL por_ 
' ' p0 =l'(Z0 =1)=1-P(U [Z;=l])=l- ~ p;. 
;"'l i=ol 
(2.iH) 
Agora. passaremos à ddenninat;ào da matriz de Yariâncía" e coYariâncias qtw é obtida 
em funç.âo dos monwntos de 1" ordem nào centrados e do produto cruzado com rt>laçáo 
as ,·arúiseis ern·oh·idas. 
\'amos denotar os rnornentos de 1" ordem nao centrado.~ das YanaYcJ::- <outínua::.. 
condicionados a catcgori<l multinornial obserYada. como: 
l';m) = E(} i \Zm = 1 ). rn =-{L .... r t I = L .... p. (2.Jl) 
1',-~ ;c 1''' -- {- ''(l.\Z -1)/'(Z -- 1) jl' Pn, - --' J.:. 1 m - · --'m - • 
m=O m=O 
í 2.3'1) 
E ainda. dNJotar as coYariâncias entn:· as variáveis continuas. condicionndas a cate-
goria multinomial observRda. como: 
(w)- (' ·(}' }' \Z - 1) · -O · · .. - 1 0 11 - .ot- i, j .,- • m- .... ,rtl,J- ..... p. (2.:l(i) 
Par.a tornar mais fácil a ohtençào da matríz de variâncias e covariAncías du ve1or 
populacional i;!F"", denotada por 'Sn··· vamos particioná-la de for.rna Jdénticn a f<~ita por 
Olkin e Tatt" (1961 ). dado em (2-16). ou seja. 
( ~~'"') - "'' r , ( ~.:31) 
onde, 
W ~ (t·;;) ~ (Cor(Z;.Z;)).i.j = L. ... r. (2.:36) 
"' ~ ( 61_;) ~ ( C'or( Z,_} j) ). i ~ L ... r, c j 1 •...• p. (2.:39) 
(2.40) 
taJ que. 
t",J: E il CO\"ariância entre as c-a1egorias rnultiJJOllli.::tis Z,- (' zj. 
(. 1;: _f: a covariRwia en1re a \"élriável contfmHJ 1; ('a <ategoria nmitiu(Jmi.:-sll.~. 
a,.r: 1:: a n-;\·ariància (;ntre as y<niáno'if; contfnuas }·;e)'_·,. 
lnicialmenh'. Yamos obter os monwntos de Ja ordem nao centrados das Yari~\"('t'-
wntiuuas ('das catC'gorias Z,- ·s do vetor f. Como 1; é um vetor multinomiaL a dist ribuiçào 
marginal das caü~gorias z-j·S f. binomiol(1,p;). ver Pmpo$ÍÇÚO B.J.b. (', 
EZ, = p,. 'tí = L ... .T . (2.41) 
Com relaçào as \·arián~is continuas. considerando todos os resultados possÍn·is do 
w;.tor z temos. pela Proposição B.f!, qm•: -
Eli = E{E(li\ ióll 
e. usando (2.35). tPmos: 
EYi ' l: E(li\Zm = l)P(Zm = !) 
mo;,Q 
\~ ím) 
-' fi., Pm 
m=O 
(2A2) 
11; . (2A:l) 
Agora. para que possamos dE"terminar completamente (:2.:37) precisamos obt.er os mo· 
mentos conjuntos de 1 a ordem. 
Com respeito as ca\egorias Z; 's do v dor rnultinomial-? temos por (2.:3:?) quf': 
'' { o, Sf LZ,Z, = 
P( Z; = ] ) = Pi, Sf. 1 = J 
(L!l) 
Com isso. subsí ituindo (2.-41) e (2.44) em (2.38 ). temos q1w a covariiincia populacional 
entre as categorias Z1 e ZJ do \'elor multinornial ?· Vi.J = 1. ... . 1'. é dada por: 
{ 
-Ji;J>. ·" 1 _f] 
· -l'"Z Z· -l'"Z·E"Z = · r l.. '.1 - --1 ' -.~ ~ ~' J '-') 
p,(l-p;), 8( i=) 
I·) 1" l ;:.._,' d_ 
Com respeito aos mornentos conjuntos entre as Yariá\·eis C'Ontinu.as e as ra1f'gorins 
I . . . ! }' ... }! ' ("I 'J'l) ('I "J!) mutwomJ<ns.usancoa ropos/çoo .. :~.-··---e-··-- ,temo:-:quP: 
:Jj 
E{ E i Z1 lj \ ,2)} 
E(lj\Z, = l)p, 
' ,, f'Zl''Z l'f'(Z l) 
L..J ~{--i;\'"'= ) -'m =~ 
m=O 
ll(i),, v, - 1 1' 1' J' - I }I ry n -· ,.... ~ , ... , · 
Dessa forma, substituindo (2.41).(2A3) e (2.4fí) em (:L~9J temos. 
E'Z }' E'Z ''}' ~~~ •j_ ;___,jD -j 
Vi=L ... _rf:'j=l, ... ,p. 
{ 2Afi J 
(1,47) 
Podemos observar que a cowuiância entre uma varüive1 contÍnua 1:'~1 e urna categt)ria 
multinornial Z; é expressa como a diferença entre a esperança mndióonal dc }'~1 • dado 
que a í-ésima categoria multínomia1 foi observada. e a esperança de }j, ponderada pela 
probabilidade da ·i-ésima -rategoria multinomial ser obserYada. 
Com respeito aos momentos conjuntos entre as Yariáveis contlnuas Yj 's. considerando 
a presença de múduras e usando a Proposição B.2 e (2.:32). temos que: 
E{E(li1j\ ,2)} 
' ,, ''(l'l'\Z '1) ~ L: i j j"' = Pm• 
m=U 
Vij = L ... ,p. 
(2A~) 
Ftilizando a Dr.finiçiio B.5, podemos escrever o.s momentos conjuntos das n:maw~Js 
continuas}'~ ·s, condiciona.dos a categoria multinomial obserYada. como: 
E(l;l~ \Z, = 1) =Cor( li. lj\Z,, =I)+ E(l;\Z, = 1 !E(Y, \Z, = 1) , (2.49 I 
( ' , d ('I 49) (') ''4.) (') 'J6) (') J ') i . on1 Jsso, usan o -·· . , __ ,). e -··· em -·· tí .. em os que: 
ETl . ' ' 
(2.50) 
dessa forma. substituindo (2.4:~) e (2 .. 50) (•m (2AO), ternos que: 
!iJ E};} ~1 - E}'; E'(i 
,::, ( (m} + (m) (m))·. __ a,-, Jl, J1j Pm 
,-,;:::.;:;() -
(Vil) 
ii)( (n<) ,..., Jlj -
Podemos obs<~rvar que as variâncias e covanancias de cada variáYel continua ficam 
expressas por duas parcelas: a primeira. é uma média. ponderado da.s covariáncias dentro 
das ca1egorías multinomlais e. a segunda. é uma média ponderada das covariãncias tnfn 
categorias. j<i que pondera produtos cruzados dos desY]o;.; das médias por categoria. em 
relação a rnédia geral. 
Com isso. voltando a (2.:17). temos que a matriz de variâucias e covariâncias popula· 
cíonais para o vetor misto 1:\'" = ( Z 1• Y' )' é dada por: 
.. - -
I (., 1') ('I 1-) ('1 ']' on( e. por ___ .J • ~-' j. e --·J ). 
<li=(l,,)={ I . .J 1 ..... r. 
p, ( ! - p,. ). 8é i = j 
1 •...• Jl. 
[. = ('""~.;) = {~ a(m))J + !•" ~ Í) m 
m=O 
{ :2.-l-1,) 
(, d I""'') ('' '3) (0 "') l 'd OI!. 1· .-ornparan o as expresSO{$ ~-0~ . ~-J- e .... J'l_ com as o JtJ a" por on e atf· 
(1961) para o modelo de posição. (2.17). (2.18) e (2.19) respectivameiJte. podemos ob-
Sf'rvar quE' aqui além do vetor g possuir uma categoria a menos, i= L .... r (r= k- 1) 
enquanto no modelo de posição temos i= 1, ... , k. a única diferença estâ na 1" parcela 
dE' L ou seja. aqui ternos que <7;J ntria de açordo com!! catf'goria de~ que foi obst'rYada. 
enquanto no modelo de posição o-,j pC'rmanere constante . .\este caso fica caracterizado 
que a diferença de estrutura de sub-populações deYido à presença das categorias Z;"s é 
tanto de locaçào como de escala. 
Examinemos. agora. algumas das expressões derivadas acima: 
i) Â é um bloco no quall1á interesse em examinar as contribuições dos fatores às co-
varlâncias resultantes. De fato) cada elemento bij resulta da magnitude da diferença 
entre a médía da varián~l }·j, no grupo gerado pela categoria Z;. e a média geraL 
ponderada pelo ta111anho relativo deste grupo. Pi· Percorrendo uma coluna (ksta 
matriz. e isolados seus fatores~ as magnitudes das diferenças observadas entre a 
média de uma dada variáveL ao longo das categorias multinomiais, podem ser avalí· 
adas teudo em conta o tamanho destas. Percorrendo cada linha. e como é mantida 
a proporçâo. aparece a contribuição das p variáveís ao longo das categorias. 
ii) O exame das parcelas de- r ajudará. certamente. a avaJíar as diferenças entre grupos. 
para cada YariÚYeL relatiYisando tanto quanto à variâneia total "'/íj· ('Omo quanto à 
contribuição da \·ariaçào deHtro dos grupos. Yiuda d~1 primeira parcela. Por este~ 
motiYo:-<. é importante obter os resultados das duas parcelas que compõe os f,J, de 
modo a nào JWrder informac;ão das cont.rlbuiçc)es dt nfro C' cntn categorias. 
Deterrninação Matricial 
Seguindo uma notaçào análoga a utilizada por Olkin e Tatc {19Gl ). e expn~ssa na;; 
o (')'X>) (2 2'1) 'd equaçoes _ . .:..v a . _ cons1 cremos. 
1" ( ' ( {i) - ) ' 1 ' 1 . l 2 .- = U;j}= 11J -Jlj ,1= ..... r, t'=tt- f')= . ....• p. 
1"-( ··)-( 1•1_ 11 ) ·-o o ·- '·-J. ·- 1 ,, - u,.l - Jl 1 .1 , ? - , •.. , r. r - r. t .1 - • -· ... , p. 







( ') .. ) _,;F) 
(2 . .)6) 





Colll isso. Yoltando a (:!.Ti). temo~ que a matriz de Yariáncia-co\'ariáucias popula·· 
cioHais p<1ra o vetor mis'lo i_!'~ =(i?''·!:_'')' é dada por: 
OJJ(]e podernos re<~screver as expressões (2.-52) à (2.54), na forma matricial, corno: 
I ') ('')) -· )_ 
ll. = DT', 
(2.Gl) 
2.4.3 Determinação para o Caso Amostrai 
Determinação Algébrica 
Feita a determinação das covanannas popuJacionais. vamos agora. determinar os 
e!:\tirnadores dessas co\·ariâncías utilizando os momentos amostras. 
Tomando uma amostra. al(;'·;'ltória de tamanho 11 do vetor populacional misto il""= (Z1 
• } "
1 
)'. vamos obter os est imadores para a matriz de variánóas e covarü1ncias populacionais 
dada em (2.37). Para tanto, vamos seguir os mesmos passos da seção anterior. ou seja, 
\·amos estimar as covariiincia.s a partir dos momentos de ordem 1 nllo ceutrals f' dos 
primeiros momentos conjuntos entre a$ variávf'is envolvidas. 
Com respeilo aos momentos populacionais de prjmeira Ürde.m niw centrado;,;. temos 
d<· {2.1l) qu<'. 
EZ;=p,. Vi= !. ... .r. 
assim. usando ô Dtfiui~'ÔO 13.8 ern fmH;áo do primeiro mollJellto amostra]. o esl imador de 
fi, é dado por. 
A 
EZ, 
De (2.4:!), ternos que, 
Á 
p, i=J "· \h= 1, .. . ,1'. 
" 
E\? __ - __ '.:, {m) w·-] '-JI~- 2_, fli Pm• v1- ..... p, 
rTi""Ü 
{:!.GSi 
agora) 11~m) é um momento populacional da \"arÜÍYel }i restrito à categorü1 multinoxnial 





Y,- ,I= L . ... p. (., ('(') --) J 
Como EYi está escrita em funç·ào de p)"'1 e Pm· usando a Definição B. 7 e os resultados 
(2.6-~) e (2.66), temos que o seu estlma.dor ê. 
,[. Y-(m) 
" r t,(m)r, -' i Tlm 
1/.-- ">' /1 p' - m-O ,- ~ 1 m-
m::::O n 
ii,. i= 1, ... . p. {2J)TJ 
De (2A5) temos que, 
~.j = { 
Com isso. usando a Drfini_çâo B. 7 e o rE'sultado (2.6:3 ). temos que o estimador dn 








De (2A'I), temos que, 
. ( {I} 
h;.;= Jl; Jl· -. 1 P i), l = 1 ....• T <:' j = J •.•• , p. 
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com 1sso. usando a Drjiniçáo B, 'l e os resul1ados (2.6.1) e (2.66) (~ (2.67), U·mos que 
o E"stimador da coYaríância. populacional entre a rat.egoria Z,· do vetor z e a ·variável 
contÍnua Yj é dado por: 
De (2.51 ). temos qut.': 
Íi; 
~ t/i -{i) 





L .. . ,JI. (2.69) 
Com isso. usando a DtJiniçôo B.8 e os resultados (2.66),(2.67) e (2.65). Lemos que o 
estimador da covariância populacional entre as variáveis continuas }i e }·j é- dado por: 
" ' /\{m)A ' 
1\ (m) ' A (m) ' A 
lij 
,, 
Pm + ,, (I' i J.li)(Pj f1 J) Pm ""'aü ~ 
m=O m;=;O (2. 70) 
' A(m) r 1\ (m) A A (m) A ,. 
(5 .&!:!. + 2: (Jll P;)(l'i p ) !:'.m ~ 
" n 
J n • 
rn=D m=O 
1\ i rrl ) 
ondt' a· representa o estima.dor da cova.riâncw populacional entre }~· c Yj dentro da ,, 
cai eooria rn. sendo e:Xj)resso corno, o . . 
/\(m) 1 "-m ( (m) 
17 ~~\'y ~ 
'J - n l;'o ' li Y
-{m)J( {m) ~ 
1 1/i,~ 
yim)) 
J • (2.71) 
A 
Pod<:>mos obs('rvar qu<' o estimador ~(;j da covariâncla populaçional entre as variáveis 
coutfnuas l'i e }'j pode ser Jnt<~rpretado como urna combinação de duas pan:elas: A 
primeir.a corrt'sponde ao estimador da CO\'ariância dulfr·o e a segunda ao estimador da 
coYariància rntn categorias rnultinorníais. 





utilizando os resultados (2.68).(2.()9) e {2.70). t('rnos que o (~stimador de í::w~· que 
denotaremos por Sv. é dado por. 
Sv ~ ( 
A A 
)· \jl "' A' A (2. 72) "' r 
onde. 
{ 
A A _ n,n1 
A A -- 1\PJ n' . ,5( i# j \jl= ( t·,) ~ ,ij = l, ... ,pp., ('' "'l) A A ~·I· 








' jl,-) !!c:rr.L 
.f ., 
Determinação Matricial 
Visando facilitar a impk·mentaçâo çomputacional. também vamos expressar os esti-
ma.dores para a matriz de variánrias e covariâncias populacionais, de forma rnatridal. 
Para taHto. vamos representar a amostra aleatória de tamanho 11 de ohserv<>.çôes do vetor 
populacional misto 1r~ Ct· l'"')' corno a seguinte matriz de dados: 
.: J1 zn ZJT Yn YIJ Ih r 
->n .:::n :2, Yn Y:u Ylí, 
D I'' ~f I - -·I J 
,.::,] :::,1 ... 
liY(r+p) 
Para obter os mt,smo-s estimadores da determinação anterior_ de forma matrici<:d. 
Yarnos assumir que n; observa.çôes. i = O. 1 ..... r. estão associadas a i-ésirna categoria 
multinornlall;. Com isw. reordeuamos as linhas da matriz D de forma qu(:' as obserYaÇÚ('S 
fiquem agrupadas em blocos. por categoria multinomiaL \·isto que o:-o momentos popula-
cionais <:'Stào condicionados a estas categorias. 
Faz('ndo esta reordena.çào dt> D temos. 
1 o .. o 
1 o o 
o o 
00 
o o (I 
o o o 
(1) (l) ll) 
Yu !h2 · · · Yip 
I 1 I 
Yrqp 
{~) (r) (r} 
Yll J/12 · · · YJrq 
'll(rj .,(r) 






1"1i1íz;.mdo a notação -fornwJiz<H.la H(J Ap(ndice A. podemos JTescH·n·r ii Jnairiz (k 








'!/(>') (i) (i) 
y(i) ' 21 Yn lhr . 'fi =o_ ... . r· ( :2. ~~·I) 
y(i) UJ (<') 
n, 1 Yn,'!. Yn,p n, xp 
Para simplificar maís a notação, a matriz D ainda pode ser escrita como resultautc 
da concaten<H;ào horizontal de sub-matrizes D(i)_ i= 0 .. ... r. ou seja. 
D - (D(l1'1 ID1"'1D1"'') . - · • · r,x(r....-p)· (2.80) 
onde Dlil_ i= O ..... r. representa o bloco com toda~ as ob::>en·ações dn amo:->tri'l que e:;tão 
associada!' a i-ésima categoria multinomial, ou seja. 
1.1 o o· IY'"I 111-o ,. n, ,,, ·•· n, n,x{r+p)· - .,,., 
1·1 ílizando a matriz D reordenada. o estimador dn mal riz df' Yariâncias e coYnriimciaé' 
populacionais. dado dt> fonna algébrica <-'In (2.7:!.). pode SC'r obtido maJricialmell1<-' por. 
onde H,, e uma matriz (k centralizJçào (Yide Lhjiniçâo A.lt>) partirimwda dt• fot'llliJ 
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<·ompaÚ~:el com o~ bloms de [)_ ou S('J<L 
1 l l' --;-;- r'l "' 
(2.8:~) 
f ,, y" 
onde. como definido em (A.l~f). 
H,, = In, - ( 1;, 1,, )- 1 J ,, . tal qm J n, = 1 ,.,, 1:,,. i = O. 1 ..... r. 
Com respeito as propriedades ~:erificadas, vale salientar que H, é uma matriz símC:t rica 
(ver Proposição A . .l.a) e idempotente (Proposi~·âo A.:.!.b) e. pela Dtfiniçôo A.JJ. é dí1a 
matriz de projeção. As sub-matrizes H,, são simétricas (ver Proposição A.S'J porém. não 
s~JO idempotentes (ver confra~r:remplo bJ- Apé'ndicr A) e-. por conseguintf'. também nào 
são matrizes de projeçâo. (ver Dt}hiifâo A.J!l). 
Agora, utilizando as matrizes D de (2.78) e H, d12 (2.S:3) em (2.::-:1). e utilizando o 
fato de SD ser urna matriz simétrica. a reciproca matricial do estimador Sv dado em 





I' I (1'1 ·-J]f. 
- 1/J I<; .,., r~) J.,,, J,,. 
11 , (YI 11-(J'l )-1 ! l'Y.I 1>1 ri 11 '' J h ) . 1 Yf' 
!\. l I 
l = -(Y H, Y)pxp· 
fi 
r Xp . 
''"''' 
( ., ·r·. ~.:_-; !) 
(2.87) 
Ctilizando as expressôes obtidas nas equações (2./J). (2.7-4) e (2.75) da determina>:;<'io 
algébrica. tamlx;m podem-os escrever Sv como: 
( ' w Sv = A' .:'. 
onde. 








. . _ A ,- 1\ I"') 
OJ.,d(• w, J - 1 ·) )J "\' - \' ,.,. " ' v ' - '~, •••• ''J- ~ "' 
"'""u ) " 
r /\(rn) 
+ ,-- (P; 
n,=::U 








Distâncias para Misturas 
' 3.1 Resumo do Capitulo 
Este Capi'tulo e-stá diYidido em três seçoes: na seçao :3.2 sâo feitas algumas ccmsi-
&::.rações sobre distâncias para misturas. Na .:<fçâo 3.3, qut:' i: a principaL dett:'rnlinamos 
a. inversa da matriz de variáncias e ço\·ariâncias para múduras. introduzida no C'apiÍulo 
2 e. Hpresenta.mos urna ExttnBâo da Distância dr .Afahalanobis para o caso de misturas. 
r\ a t<fçâo 3.4 sào apresentadas e disn1tida.s algumas das distâncias mais citadas. na Jj .. 
tnatura. para o t·aso de nlihfuras. \'ale wssaltar que os resultados apresentados na .:<tçúo 
.3.8 sào uma contribuição d.::•sta dissertação. 
3.2 Considerações Iniciais sobre Distâncias para Mis-
turas 
Segm1do Kotz e Jonhson (198G). uma dísihucia pod(' ser ddinid.n arbitri'lrianwntc 
por{>w. exislf'rn certas condiçOCs básicas qu<' sào natunüs à ddiuiçào d(' distância~ P que 
permitem à mesma cons<TY<H o seu signifkado intuitivo. As condiçóes citddas por I\o1Z e 
Johnson. são a~ que dd:ine:m uma Dú:fôncia A!r'trica (ver Dfjinirão C.4) ('.por ísto. o uso 
df·sies coeíícit'nks é o majs recomendndo e utilizado ua. lit<?ratura. Para não fugirll1o:-- a 
uma opinião donánami', \·arnos também dar preferéncia a u1ilizaçào de disiáncit:ls df',-.;k 
tipu. Ah;m <ksta ddiHiçào. o Aph1dicr C traz uma abordngem hif'rarquizad.'l dos !<'t"JIJOS 
matemáticos atribddos aos coefici<'Htf•s d(' dissimilaridade. 
3.3 A Distância de Mahalanobis para Misturas 
3.3.1 Definição 
A D1siância Mdrica Quadrada df MaltalanobiB. dt:'finida por l'vlahalanobis (l!'nú). é 
tarnhêm conhecida como a M{trico Euclidwna Q·uadrada Poudn·oda. Nesta m{tnca. 
onde a ponderação é feita pela. inn:ors<l da matriz de \cariáncias e cm·ariállcia.'-'. a Yersao 
para \·ariiÍYeis contÍnuas é dada da st:'gninte forma: 
Definição 3.1: Sejam X(i) = (.r;1 .J:;2·····x,9 ) e xu) = (Yjl .. fj2·· ... xn) dois n:tores 
linhas que correspondem aos escores obtidos para os indiY{duos i e j na rnat riz de 
dados X e S a matriz de variâncias e co\·ariância.s que, necessariamente. precisa 
ser positiva definida. A Distância Méú·ica Quadrada de lfahalanobis (ou Métrica 
Euclidwno Quadrada Ponderada, onde s~ 1 é a matriz de ponderaçào). denotada 
por d~(x(ij.X{.i))· />definida como a norma ln (ver Ihfiniçáo A.5) ao quadrado. 
onde B = s~-~. do \'f'tor diferença x{Jj ~ X(J)· ou ~eja, 
.-\ Di::.:tiincia Me'trica Quadrada dr. Malwlanobis. definida acnna. JWSSUI uma pro· 
pri(•dade mais geral de im·ariúncia. que-;. dada na proposição abaixo: 
Proposição 3.1: Sf'ja X urna matriz de dado:- de dimeu~ilo u x q. A distãwía dt· 
\1ahalanobis. dada na Ihjiniçào :3.1. é illvariante sobw todas a~ tramformo(Ú('c; 
JJão singulares C (matriz q x q) aplírada." aos vetores liuhas da matriz de dados X. 
p/'(1/'(1: 
Tomen1os. 
Y(il = C'x(1)· V'1 = l ..... n. (:-l.:!J 
ond\', YÍil =X( i) C, Vi= L ... , n é um vetor linha transformado. Com isto. a nossa matriz 
de dado~ twnsformada f>: 
T=XC. 
('a nossa matriz de \"ariáncia;.; e co\·ariâncias, e-xpressa em 1L82). fica: 
s, = l_(XC)'H,XC = l_C'X'H,XC = l_C'S.x C 
ll 11 li 
Com isso. a d1.~fáncia d1 .Halwlanobi;;. {3.1). entre os índi\·iJuo;.; transformados Yt•) (' 
Y(;l sera: 
(:l.5) 
Considerando o caso particular em que C é urna matriz diagonal com elemento:-, 
diagonais difen'lJtC:"' d(~ zero. a rnatriz transformada Y passa a ser dwmadt1 watrb: de 
escala, pois a .f-ésima varián:l de X est.:m:í multiplicada por um escalar cJ ew Y. Com 
isso, a Dú,fânua .\!dnca dr Mahalarwbi,« é dita invarian1e wm rdaçào a esnda. ou ,;ejct. 
ela dá a mesma di."tâwin para qualquer que seja a unidad(' us;HÜt para medir a~ vari<Ín'i:-,. 
As outrfls métrica~. em particular a Euchdwrw, JJào po~::.tWHt esta notáwl propriedtHk. 
O nosso intE'res::;f' est<~ em utilizru a /)fstánc-ia df JfahalaJJobi.--. parn o conh'xto de 
mistur-as onde as \'i'lrián:is categóricas sâo tranformada:o. como discutido 110 C'ap/tulo 1 
('IH um n~tor nndtínoruiaL Para cs1e caso. utilizando R notação ddinida JJO CopiÍ11Iu 1 
Y<lmo::- d0finir agorn urna {··xlensâo da Dfjiniçáo :1.1. 
Definição 3.2: Sejam w 1,-l = (z1,1.YíiJ) e wtil = (z{J)·Yu1l dois Yf'tores llnhas misto:-: 
com as nwnsurações obtidas para o i-~simo <' J~ésimo indivfduos pertcrKf'llt<~:- a 
matriz de dados D. respe\tivanwntc onde zud = (::kl· ::k:J· .... ::1..7 ) corre:-ponde ao 
escore do bloco multinomial e Yi~:-J = (Ykl-Ykl·· ···Ykp) corresponde ao escore do 
bloc-o continuo. k E {í.j}. S a matriz de ntriâncias e coYariâncías qtw. w:ocess;nia~ 
mente. precisa s<'r não siBgular. A E.rhnsâo da Di.-:táncia dt .\lahalano&i.':' para o 
cmJtexto dl: misturas. denotada por d§_ 1 (w(,)· w{Jl)- ~definida corno. 
A exigência de S ser nà.o singular é para podennos assegurar que a inversa s- 1 existe. 
Porén1. para podermos utilizar esta distância precisamos determinar a inversa s- 1 da 
matriz d<' variâuóas <.' covariâucias p(l.Hl misfura8 S. 
3.3.2 A Matriz de Variâncias e Covariâncias e sua Inversa 
Como estamos trabalhando com dados com misturas de variá \'í:'is categóricas e çont fnua.~. 
e estamos ~1plicando distâncias com respeito a \"dores mistos Wul = (Z(i)·Y(i)l e w(J) = 
( Zrj)· YtJJ ). Yamos utilizar a matriz de ,·ariâncias e covariâw:-ía.s amostrais Sn partíçiow:vla. 
dada em (2.72). que permite visualizar as covariância;.; entre contimws. t>ntre cakgúricas 
e entre amhas. na forma natura] df' blocos. ou S("ja. 
Sn 
Esta forma particiollada d<' Sn penníte expressar a sua üm.~rsa S.[/ tarnlRm de formo 
particionada. desde que as inYersas necessárias exis1am (w•r Pro]HJStÇ'Óo A.J.b). ou st'Jil. 
s-' ( q,· A· ) lJ !':L>-' A"' r· 
onde, 
,, A ,,-1 i\ 1 
>!>'=(>!> -Ar A'f- (:U,J) 
CUO! 
A r, 1 r,-11\ 
r·= 1r- A w AI-'· (:3.11 I 
Podemos obseiTar que as expressões (;3.9} e (:J.JJ) têm as formas da malriz de 
resfduos da.s cat.egôricas dado as wntfnuas e da matriz dE' residuos das continuas dado 
' 1\ .~ 
as categóricas. ou seja. siw obtidas como a soma de quadrados dos residuos de 'IJf f r f' 
A A r í qs respectivamente. 
As Inversas dos Blocos Diagonais 
l'm ponto que vale a pena se-r diBcntido é com relaçáo as inversas dos blocos diagonais 
l,r. /\1 !\ w e r. A existência da inYersa \li- para o bloco categórico \11 em (3.7) é importiwte. 
pois se trata de uma das inn'rsas que sào necessárias para a utilízaçâo da expressão (::U3). 
Para ohH·nnos esta irrn:rsa. como discutido no Capi'fulo :2. transformamos as \'aríá;;ei~ 
categóricas em um vetor mu1tiuornial com r categorias e retiramos uma categoria deste 
\"etor para evitar a dependénrio linear entre ao-: rrwsmas, pois o Y<>1 o r multiJlomial completo 
H'm posto r- 1 (ver Propo$ú;ào B.l.a). Esta dq)1:-udêurio. lirwar torna a matriz de 
' variáncia::> e co\·aríâncias W singular (\'er Propo.~içào B.l.r), e assim. uào podemos ohtn 
A A 
n. sua inversa W -l dt' forma única. Dessa forma. o bloco \lí da matriz Sn corresponde. 
rwste trah<J.lho. as co\·ariiillcias ellln' as r-- 1 categorias multinomiais mantidas. Pnr<1 
'o 
obkr a ÍJJ\'crsa dez.:! a matrlzl]i. \'iUllOS proced('r d(' fornJa <máloga a \1ardia. h.eut e Hib!1y 
( 1979). pág. 292. ou seja: 
A matriz dt> \'ariância-s e nwa_riáJJ.cia.s de um \'f'lor multinnrnial complNo é dado por: 
(:3.12) 
A 
Como n q,c nao possm mversa um c a devido a sua sin~ularidade ( n"r Proposiçôo 
B. L c} retiramos. comü d íscutido no CapiÍ·ulo :.!. a útima calr:goria do vetor mult inomial 
rompl~·t.o. Com isso1 passamof' a trabalhar tOm uma matriz de \·ariâncias f' covariânçjac; 
" A -q; que por S('r não singulnr. possui inn•rsa W - 1 dada por: 
(n q, )- 1 = [diag(flt 1 + 11~,-'. ondefo =Jiof•f= (lrl.n;o, •... ,nrf'· . u 
o qu{' implica que, 
ll' 
·~ n{idlag(fW' + T}, 
. o 
ond<:' fo =no e f= inJ.TI:J •... , 'il,")' . 
Podemos observar. IWJa NJ_naçiw (:3.14). que apesar da última categoria multilwminl 
A 
ter sido t('tiutda. a inYersa da matriz de variâncias e covariâncias l}l iucorpora o deito da 
da mesma .. Isto ocorH' graças a relação existente entre ;ts ca1 egorias do H'tor nmltinomial 
' 
rowpleto. ou seja, L 11, = 7L 
<=l 
A 
Jci com relae,·ào a inn:rsa para o bloco continuo r, wmos que parn 11 > p (nT 
rl 
Proposir,-âo B . .'J,a) podemos assumir que r existi'. A Ih.d,, que u bloco 1J1 pos:-:m m-
versa e (lSSU!11Índo <J.1W 11 > p, para assegurar h inversa de r. ternos (jllt' se r~ OU \(1~ 
' 
exístnn. 01.1 seja, se (r -· 
A f, -1 A 
-· d r A 1 ) possuem iJJH'fSil, <'llliio SJ:} 
~,r,\-lA 1\ 
~ w ~!ou lw 
exisk (Ycr };roposir:;áo A.l.o). Ah~lll disso, segundo o Comlono A. 7.:2.1 de ?\1ardia. }\_í'llt 
t' Bihby ( 1979). se Sn (~ dr.fiuida positiNI (ver Drjiuu;úo IL4) f'ntiío !innlx;m é nào swgufar 
(ver D1jiniçiio A. UJ. ou seja. SJ/ o~istt--. 
3.3.3 Expressão em Blocos para a Extensão da Distância de 
Mahalanobis 
Como exprE-ssamos a inversa da m;1triz de variâncias e co\·ariâncias na fonna de blocos 
pod('mos. agora. Je1ermina.r uma expressáo paro a EJ:trni'<Úo tia Diidáucia dt Jfal1alanolJis 
para misturas. em fun<:;·ào desses blocos. Para tanto. aplicaud() a Dcfiniç&o J.2 sobH? doi~ 
\'etores linhil mistos. 
kmos. 
(:l.lG) 
Para facilitar a interpretação da E:rtouúio da Dt.stiinria dt .:.lfaha!anobt.« unn rf'laçãu 
a;.. parcelas quf' a compCwm. vamos as:surrür. 
(:J.lí) 
onde D~;~í correspondf' à diferença entr'e os escorE's obsen·ados para o i -és imo e o j -ésimo 
indi,.{Juo. somente nas variáveis categóricas. Enquanto Dr: corresponde analogam_eut<· 
à:> continuas. Com isso. substituindo (:3.17) <:'rn {3.16} temos. 
e. fazendo os produtos nuzado~. 
([1 lw- w--)=Dcgq.-·]f1'+1Y"r"Jf"'+·)Dc·11 .8"1Y"l s;1 • (;)• (J) · LJ t,j '·) '·J -- <.J L). 
5-l 
(:J.l9) 
Podemos obsen·ar que. ao utilizar a inversa da matriz de Yariáncia~ e coYarülncia!:i em 
sua forma particionada. a distáncia entH' os indiv{duos wu 1 f-' wu1 (~ cxpress<1 como urna 
comhinaçào d(' trés parrdas distintas. t'm exanw c.kstas parcelas mostra que a comp(f· 
Jwnte da distância. devido â parte puramente continua, f. obtida f'U\ função da im·ersa 
da matriz de residuos da distrilmiçào rondicional da~ contJnuas dado as cati'gÓricas. De 
forma análoga pode-se reconhecer. ainda que de forma menos usual e apropriada. que 
a componf'nV: da distáucla. de\·ido à parte puramente categórica. é obtida em funçào 
da inversa da matriz dos resi'duo.'.' d<-J distrihuiçiio condicional das categóricas dado ;;~ 
cont.fnuas (aproximaçôes assintóticas da multinomia] à normal tormnn esta leitura nwno.'-' 
forçada. n·-r cumplo 2.9.1 de I\1ardia heut e Bibb;.-.1979). A. terceira JMrn'la mrresponde 
ao produto escalar en1 re a.s categórints e a.s continuas em funçào do bloco correspondent(' 
as inversas das coYariâncias entre elas. 
3.3.4 Vantagens e Desvantagens da Utilização da Distância de 
Mahalanobís para Misturas 
Segundo Cormack ( l9íl ), existeiJl duas razôes parn. nao se adotar uma dist áncia. 
para aplicaç.àü em Aruílist: dt Agrupamento, ba3eada numa matriz de co\·aríáncias geral: 
prinwiro. a maioria da-':' inter-relações existentes são. provan·lmente. causada~ pela e>> 
isténcia dos grupos que {'stào sendo buscados e, segundo. a estrutura d<' inkr-relaçào 
dentro dos grupos pode \·ariar ('Onsidcravelnwnte d(' grupo JMra grupo. TodaYÍa. uti-
lizando a matriz de variância;.; ~- coY<niânrias Sn na forma particionada. \orno feit.o aqui. 
a adoção da Ex/r w:úio da Di8fâutia dr .\lahalonobts para o coiJtext.o ck~ mist uros apresem a 
lL" seguiut('s \·arlt.agens: 
a) TratH simultaneamente o vetor misto. sem atribuição arbit.rá.ria d<' peso:-:; que com-
IJ]n('m distúncías ('ntrc continuas e entre categ;óricas. f' sem a subjdi\·idad{'. não sL) 
do~ JK'sos como tandY2m da dlstânria a sn adotada par<; cada um dus grupo;-;. 
b) A di~tância entre indi\·{duo;.; pode ser dewmposta em tr{·s parcelas que. aHalisadil:-< 
separadanwnte. podem esdarect:'r a formfl como as míi<fura." afetarn as distâncias 
a1raw's das continuas rrmoYido o ef(~ito das categóricas. da~ fategóricas n.'mo\·ido 
o eff·ito das coni{rma:- e da presença conjunta de suas inter-relações. 
c) As técnicas de agrupamento podem ser aplicadas a cada parcela st'J><:HadamenH', à 
combinaçào de parcelas e à distâiJcia total. Diff:rellças nos agrupamf'ntos produzi-
do,s podem SCJ\ com isso. umn auxiho à melhor caraçterizaçâo elos grupos que es1 ão 
scJJdo buscados. 
3.4 Principais Distâncias para Misturas 
3.4.1 Considerações Iniciais 
Para facilitar a aplicação das técnicas existentes para o cont0xto de mi811JTas, geral~ 
mente a prinwira coisa <1 :-:e fazer é reordcnar os dados de modo a formar bloco$ dt' 
diferentes tipos de v<-~riá\·eis. A partir d<>sta rE'ordenaçiio dos dado~. podemos f'srn~vc,r 
doi;;;_ YE'tores linhas. corrf'spondentes a indidduos distintos de uma matriz de dados X. 
como: 
(3.20) 
onde ,. ,\""' está relacionado com as ratián is categóricas nominais, ··o·· com as catfgárícas 
ordmoÍH" ''(}'" com as q'uantílofira3. \"ak salientar que, como dito no CapiÍu!o 2. ,-amos 
considerar apellas as q"lllmtitaiii"G~ coulinuas. ou :wja. niio nnnos inrluir as quantilatit·u ... · 
d;.-;cutas no nosso estudo de mislura.<,. Porém. e-sta não é a ünicn forrn<J de se fazer a 
blo<"<l!.rCI"ll dos diferentes tipos de \·ari<h·eis merburadas. nos codkit'Hle.c; CJUC serão ahor-
u 
dada~ :a seguir podt"remos Yislumhrar formas al1ernati\·a.s à (:120). 
3.4.2 Distância Combinada 
Baseados na n'ordenaçào dos dkldos fei1 a em ( :L~O), Gre('fl t\· Carmone ( FnO) apJT~ 
sf'ntam um cocficienü• combinado. dt: forma aditiva. por codiciemes d(-' dissimilaridade 
utilizados para cada tipo dt• Yarián·l. 
Definição 3.3: Sejam ;r (i) e J'(j) dois n'tort's linhas. como em (:3.20). corn.'sponden1es 
aos escores obtidos para o i-ésimo e o j-ésimo indiYfduo da matriz de dados X. 
qtw possuem menóiura.çóes de \·arián:is categóricas norniuais. catE'góricas ordinais 
e conthmaS. A Funçiw ])tstúuóa Combinada. ou slmplesnwnt(-' JX.;;tinnin Cmnbí-
nado. denotada por dc(:r{il· J'(J)). f. definida como: 
d , , , ) _ , f(S)( JY) ,(F))-' , JIO)( (O) JO), ., fiO)(, (Q) ,IQ)) , ,, , c{.r(1)·-'LIJ -w1t .lU) "''til ; -'-2· .r(i) .J{Jl! +..-..3( .tU) .. IU\, (.::L.:J) 
onde JU'•-). Jí0 ) e J(Q) sao coefitit'ntes de dissimilaridade para os blocos nominaL 
ordinal e quaJJtÍtatÍ\'O continuo, respedivamente. e ...... ·1. w·2 e w':' são seus respecti\·os 
pesos. 
Segundo Bussab. Miiizaki <~ Andraik (1990). a coustruçào deste codkielltecomhiuado 
exige alguns cuidados especiais: 
a) ()~ COeficientes utilizados, paro cada tipo de vanaH'JS. prensam ter ÍntN\'<i}os de 
vanaçào iguais ou próximos. 
h) o~ pesos precisarn ser adequados e iuterpH·t<ln·is. Segundo Bussah. \fiazaki (' An-
drade (1990). tem sido muito utilizoda o ponderação pelo nlmH'fo df' variáseis 
existentes de cada tipo. 
Esta questão de ponderar pelo número de varÍ<Í\·eis 01 \·o!Yída>~ (>.muito çomplexa. vis! o 
que gt'raJrrwnte f'Xistem varián:is mais importantes que ounas prtra o estudo em qup:-;iào 
C. isto dificulta a defini,;;·ào dos pesos. rrn OUtrO problema OCOrre Sf:' exisklll Ya)ores 
H uhin { 19G7) n•com('nda que. no cálculo da dü:tii.ncia. nenhuma quantidade desses objetos 
ou das variáveis, onde apenas um objeto tenha sido mensurado. seja consid~?-rada. 
Caso as funç&.•s dl:\'l.dí 0 'i e JIQ) Sf'jarn InC.trícas. pela Proposiçáo C.J, para k = :}. 
temos que a Distáncia Combinada de também o será. Como {mais comum, na lit.er.aturn. 
a utilização de distâncias m~tricas (ver Dtfi"rúçáo C.4). nnnos apresn1tar agora as mais 
utílizadas para cada um dos bloros descritos adrna. 
Distâncias para Variáveis Quantitativas 
Inicialmente. Yamos abordar uma distância múrica que engloba outras bem conhecidas 
como casos paJ"tÍculares. Esta rndrica gwerali::ada. dada em Boyce (J969): {:c-onhecida 
corno Distância AUtríca df Afinkowski e deriYada dt-l norma l 1, (ver Dtfini~'âo A. 7'). 
Definição 3.4; Sejam ;r(i) = (.r11 .l'i2···-,J'iq) e J"(j) = (J·J 1 .J·J2 ••••• :r1q) dois Yetores 
linhas que correspondem aos escores obtidos pa.ra o i-ésimo e o j~ésimo indívi.duo. 
na matriz de dados X eu· ;:;o: {w1 , w2 ..... 'l.l"q) um n,tor linha de pesos. A Distância 
AUirica de JJinkou~ski entre J"(,) e .rul será denotada por d.'-J(.r{i)· rc;J) (' definíd.:l 
como a norma Lw do vetor diferença X(i) - :rw, ou Sf:"ja.. 
L:! ..... q. 
Tomando p = 1. em (::L22). obkrnos a Dt.~·láncia Métrica City-Block. d.ada em .Jolmson 
...\· \Ya.Jl ( J 9tH)), que será denotada por deR f' definida corno: 
q 
dcs(..r!il· .ruJ) = ll.ruJ- .TüJIIwlp=l =L ...:h· I :r,-k- .rJk I . 
k-:1 
s(' além de p = L tomarmos ..... ·k = 1 I q. v k = ] '2 .... "q. em (:~.22 .L V· mos b. Ih~·tri fiCHI 
Ml!rira City-Blork J!r"día. dt~da em CaiJJ e Harrison (197J8). qtw ~N<Í dettolnda por de-H 
e ddiuida corno: 
i .l'á-- .1'};; i 
------
q 
Tornnndo o limítt• dt· p quando es1(' t-end(' a infinito c ....:k 
em {3.:2:2). obtemo:<> a Distiincia Mdrica dr Clnbychr-r. dada em Spatb (19BO). qu(' t-;(•r<Í 
denotrtda por de e ddinida comü: 
( '] ) . ·- .:...J j 
Fazendo p = 2 e w'k =L f/k = 1.2 .... ,q. em (3.22). teremos a nuns conhecida 
de todas as distâncias existentes que é a Distância J.H(trica Euclidiana Csuaf. que será 
denotada por dE C' definida corno: 
llx(i)- :r(j)]ltc·lv=,c, ""~"'1 
.,j<J.' y,:r y> 
D{-' acordo com Spath (1880). a DiFdáncia Mdnca F)uclidurna ( -5val pode st.•r gene-
ralizada atra\·ês da utlliza(;ào de uma norma poml(~rada por urna matriz positiva df'finida 
H, denotada por LB (ver Df.jiuiçiw A..5). A vantagem desTa gf'neraliza(,;ào { (jlH' po;;sí· 
bilitará a inclusào de produtos cruzados corno ponderação, ou s:eja. podererno::; h'Yar em 
consideraçÃo algum.a relaç.ào existente entre a~ Yo.ri<ivei~ como. por PM'mplo, utilii::<-rWl(! 
a matriz de variiinci.ns e coYariâiJcias. 
Com eslit genernlízaçào, a !Jistáncia Mdnca Ev_cliduma r·sua! passa a Sf' chnnlar 
Dis!Ó'11CÍa Jlt'tnco Eucliduwn Pondn'aâo por B. conforme definÍI;iio abaixo: 
Definição 3.5: Sejam :r(í) = (.rd.J'<'2··· .. J'q) e·~"(;)= (.I'JI·:r12-·· ···'"nÍ doi~ Ydo1-c~. 
linhas que corre:;pondem aos ec;<:on•s obtidos para o i-(:simo ('o j-·Ósimu ohjctu 
da matriz de dados X' B urna matríz positivi:l, definido. A Dudúncia .Hllno1 
LH do vetor diferença .:ru1 - .:r{.~!· ou seja. 
('J ·rJ > -~1 
Para matrizes B e.:;pedficas. nos pod<,nl.os oht.f'r disthnrias mE;tricas bastante utí-
lizadas. Os casos mais conhecidos sào: 
a) B =I. ternos a lJisiáociu Mdrit-a Eucliduma U':'ual. dada em (:3.26L 
b) B = (diog(q))- 1• temos a Dt..:dÚIH.·ia Mc:tr/ca J:.Uclidwna M/dia. 
d) B :;:::: s-1 . temos a Distância "U{trica d( Jfahalanobis, ddínida em .\lahalanohis 
{1936) .. onde S- 1 é a irwersa da matriz (_k variâncias e covarláncias. 
Podemos ver que a distância definida em b) é apenas urn reescalonamento de a}. Já 
o caso c} é sugerido porque a Distância .Mitrica Eudidwna Cfwal é muito afetada pt'la 
dífereoçn de escala entre as -..·ariáH~is. por estarem sendo somadas grandezas niio com-
parávei:z. Toda...-ía. Everitt ( 19/4) rt?ssalta que esta padronizaçào podf:' diluir as diferenças 
entre grupos sobre as variáw•is que são melhor discrimínadoras, quando da u1 ilização de 
técnica;.; de agrupamento. Já o caso d). discutido na srçáo 3.:!. possui a ...-antagem, so~ 
bre as outra~ di;;tâncias apresentadas. de fazer a ponderação pelo grau ck lnter-relaç<:-10 
existente entrf' as variáveis. Quando estas inter~relaçôes sàn nulas. da é equi...-aleute ú 
Distánf'ia Jf(trica Euchdrarw Padrom.:ada. caso c). 
Existem muitas distâncias mélricas que não são l!em cas()S particulares (h Dudúncia 
}fdrico df Minkow;;ki e nem mna generalização da nwsma. Entre C'Stas podemos citar a 





I .r;k - .rJ~: i 
-···-----~·-· 
(:r;~; + .r JJcÍ 
Além das m~tricas. existem várias distânc-ia"' não métrica.c. conhecidas. Por ('Xemplo. 
SokaJ E' Snea\h (196:)) propõem a seguin1.e funçào semi-nétríca (ver lhjiuiçô.o C.:J): 
Parü uma complementação à lísta ;;1qui apresentada. Cormack (1911). hotz e John-
~on (1986) f' Homesburg (1984) apresentam outras distância::. para o f"aso dt: variável~ 
quanÜiatÍYas coniinua~. 
Distâncias para Variáveis Categóricas NonTÍnais 
Para este caso. como sugerido por Bussab. ?vliazaki e Andrade (1990). costl.ll11a-
se transformar primeiro as varíáveis categóricas nominais em binária:". utilizando·S<-' a 
D~:,finiçào 2.S~ e então utiliza-se os coeficientes definidos para o caso binário. Entre os 
cocficícntc~ df. .'iimilarida(h ( \'er Definição C.6') existt'nt.es para este caso. qu(' pos:mem 
variaçào entre O c 1. podemos destacar o seguintes: 
-------·-----~·-· ~·~··------~-:-----
Coeficiente de Similaridade I Expressão j l\1étriea 
Coincidêncic1 Simples 
.Jaccard 
Rogns e Tanirnoto 













pode ser oh1 íd~1 f'lll ( 'ormack ( 1 ~l'Tl ). f\oiz (' Jolmsun (J YSG i t• HonH':·dHJrg; ( ]9,':-l ). ( 'omu 
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todos o~ wdíciente~ d(' similaridade aprcse11tndos acnna possuem intervalo de Yariarào 
en1re O f' 1. para obter IH1HJ distânc-ia a partir dos mesmo:< podemos utilizar a :wgointe 
1 ransforrnaç<io: 
Distâncias para Variáveis Categóricas Ordinais 
Para este caso. como tamlém sugerido por Bussab. :\Iiazakl e AndrHd(' ( 1990 ). c-ostuma-
se transformar primeiro as YaríáYeis qualitatiYas ordinais em binárias. utilizando-se a 
Dr.finiçâo :2.4. e E'nt.~lo utiliza-se as distàrKias definidas <Kima. para o caso hinário. 
3.4.3 Distância a partir do Coeficiente Geral de Similaridade 
de Gower 
Considerando o fato d<' que Yarián~is nominais, ordinais e c-ontfnuas sào de naturc>za 
distint.a. Gow('r (19il) propôs um Cotficírnf1 df Simílaridodt Gtraf. que inclui Yário;;, 
dos existentes c-omo casos particulares e. que na verdade é umil forma mais elaborada do 
Cotfichnh Combinado. citado na s(~ção an1erior.na n•rsào para similaridadE':'. 
A definição do Coeficiente Geral de Similaridade de Gower 
O Cor}iclt nt( fÚ Similar·idodf de Gowr .,. exjg(;' que para cada variável X; seja designado 
um coeficiente df' semelhnnça variando entre O e 1. Para tanto. consideremos ínicialrrwntc 
a sea:uintt' d('fini~·ào: 
Definição 3.6: S('jam .'l"(iJ f, .rt.1) dois Yetores mistos. dispostos como f'rn (:1.20). cor· 
respom.lf'Jltes aos eseorf'S obtidos para o i-ésinw e o j-ésirno indivi.duo da matriz dt· 
dado.:- X. l"rn corficú nff dr S{ mdhança para a k-·ésirna nuiâwl d.e~s<'" :.!. n:'ton's. 
( ·) .L 
{ 
O. sr os rscon8 1 t j ,~ào diffrf'tl(f.~ 11u A·- t8J'TIWI'or. 
Si.rl: = (E (0, 1], 
.Sf m• fscon.~ i t j tan uma paru:f.nca f na A·~· r,~nuu t:tu. 
!: ;t:1l ) 
Todavia. algurna.B vez;es uma determiuada variáv0l nao é observadn em ambos o:o. 
indi\·iduos.. Por isto. adicionalmente a definição anterior. Gower {19711 tamlx~m utilizou 
a seguinte: 
Definição 3.7: A possibili.dade de se fazer comparações com rcla(;ào a k-êsima variá\·el 
é representada por uma quantidade denotada por "íi.1k· e definida corno: 
Sf O ~car. Xk nào ]Wdt ,<:.(f" COfH]!Orado (f!/n O 1- Ch/1TIO ( ·- fSirr/0 [!.r}!{ ] 
sr a 11ar. X ~c podf. Sf.T cornporada cnirf o 1- tsmw {· j- umw ntthc .. 
I :n~ I 
quando "h.1k = O. convenciona-se. -"'1Jk = O. pois o mesmo é des<-·ouhc-cídu. 
Finalmf'nte. o Corficit ntr d( Similaridadf: df GrrU'tr entre o i~ésimo e o .i-ésimo íu-
diYÍduo é defir1ido c-onfornw segue: 
Definição 3.8: O Cor.ficifnlf d( Similar-idade d( Gowa entre o i-ésirno (' o j-ésimo 
indiYfduo. den()tado por f<i;· é dado pelo escore mPdío com relação a todas a~ 
comparações possiveis, ou seja. 




í :.). :l:l: 
L {,j~· 
k=J 
Quaudo ~h.ik = O, 'Vk = 1 ..... q .. ':',.! é i1J(Jefinido. ~· qnaudo todas as c-omparaçÓ{':' silo 
• g . 
possiyeís I: ')iJk = q (número total de Yariáxeis). Ca~o coutrário. este somatório é igual 
1-.-=l 
tw nÚII!('fO de Y<uián•is sobre as quai;.; a comp<Haçào (:feita. 
rrna formH alt.ernati\'(L mas exatamente análoga a C3.T3), é f'SCff'\'er a similaridade 




Os escores parR .S;jk Úu) desigr1ados d(:' acordo com os seguintes casofi: 
• Variáveis dicotÕinicas: A presença da variá\·el é denotada por 
por -,estando os escores dispostos da sf'guintf: maneira: 





o o o 
1 o 
(:UJ I 
• Variáveis qualitativas: Sijk = 1, se o i-ésimo e o j-ésimo indi\·i.duo são iguais !W 
k-ésima variável (~ .<:<,1 ~c =O, se eles dif(-'rern. 
• Variáveis contÍnuas: Para variáveis quantitativas com Yalores .x 1.x2 _ .•.•• r, da 
k-ésima variável. na amostra d<:' n indh·fduos. consideramos 8-,Jk = 1 
R~c t'• a amplitude populacionnl ou amosJ.raL da k-ésirna Yariável Vale salientar 
que. quando .r 1 = :ry- tE'rnos i'-i,ik =] e quando ;r,- e J') são valores extrernos da am-
plitude ternos que Si;i: é mini mo (será zero quando tomarmos lú. como a amplitmle 
amostra!). 
Podemos obsf'rvar que .s,J varia entre O ~, 1. onde o \·alor 1 lndi<:a qlH' os :! iudiYÍduo:o; 
nào diferc-rn em nenhuma \·ariáYe] enquanto que O indica que eles diferem ao máximo. ou 
S(-'jn. em todas as varioin:i~. Gmver (1971} mostra quf· a matriz de similaridade~ S. cujos 
elementos .S,j siio os nwfirÍ<'ntes de similaridad(' f'ntrc o i~ésimo e o j-0simo indíYi,duo. 
V1.j = t.:L .... 11. {~ positíYa :-emí~ddinida. 
6-i 
Relação com outros coeficientes de similaridade 
1-rn<~ siluaçào partícular ocorre quando toda informação (• do tipo presença(+) ou 
aust'ncia ( ~ }. ou no caso de variáYeis catt•góriras de 2 ni,veis. Para este cnsü. Yamo;.; 
E'Sfwcificar a ;.;egnínte noto~:ào: 
a: #de variá\·cis com t>score preseuça em ambos o:s iudi\·{duos. 
b: # d(~ vari<iveis com presf~nça no indiv. 1 e au_<-éncia no indiv. 2. 
c #de variáveis com auBêncla no indiv. 1 e presença no indív. 2. 
a: # df' varián~is ausentes em arnbos os individuo:-:. 
Feita esta especifícação. temos a S{'guintt" a.ssoóaçào: 
Yak salientar qtw. para t•s1e- caso de \'ariáveis dicotômicas. o Codicicnft dr S'imila-
ridadc dr Gotrtr torna-se o Coeficitnff dt Similaridodf df JaccanL proposto ern Jaccard 
(Hl01), e dado na seção anterior. Caso loda.s as Yariáw~is sejam categóricas e possuam 
ape-nas 2 n{n'Ís. ternos o Cocficiudf de Coincidência simplu:c. dado em Sokal {, ~lidwner 
(19.')6), e 1ambérn definido na seção anterior. Finalmente-, caso todas as vaTiáHis sejaru 
conl{nuas. teremos o segn-illte coeficiE'nk de si.rnilaridade: 
A definição da distância a partir do Coeficiente de Similaridade de Gower 
Como o Co(Fcit ntr dr S'imilaridadr df Gou·(r possui inten·alo de ntlore~ f'Jltre O t' 1, 
.lo h 11 ~011 (' \ \' islwm { 19H:I ) sug{'fC'lll t nw~fonwí- J,,) (>JJJ uw cu c fi r ien t (' de dissi Ul íla ridadc 
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usando a st·guinte ddiniçào: 
Definição 3.9: A di.~tâuáa entn' o i~{simo ('o j-(:simo individuo, obtida a partir d(l 
Cofjicir nft d( ,S'imiloridadf df Go1J'fr ,:;;; . é d{'Ontada por d;J e definida como: 
Do ponto de üsta intuitivo. para um coef-iciE'ntt' que a~sume valores entre O c L est<-1 
transfonnaçào é adequada dado qu(' tauto para transformar uma distância em simila-
ridade como no caso inverso. teremos amhos os c-oefkientt~s variando neste iutf'rvalo c 
enqu(lilt.O um dimiuui em magnitude. o outro aumenta. 
3.4.4 Distâncias Obtidas por Transformação de Variáveis 
Outro artif{cío basiant.e usado para se obter uma quantificação da distância {'Xistcnté 
eutre indivi'duos. no contexto de mi8!uras. é a transformação das variâw·is ('Xistentí-'"'· 
Porém. segundo Bussab. Miazaki e Andrad<' (1 990). é notório qu<'' este prorz~:>;so induz à 
pE'rda d<• informação. Varnos abordar a seguir as duas transformações de Yaríá\·t•is mai~ 
sug<.•ridas na literatura. 
Distância Obtida por Transformação de Todas as Variáveis em Bínárias 
Este coeficiente de disslmilaridach~ (-n:r taml0m Bussab. }.fiazaki e Andrad(·. 1990) se 
hasf'ia na conyersão de todas as va.riáveis ern binária~. e no uso de uma distâiKia ddínid<J 
_para este caso (n·r exemplo,; m1 8( çào 3.3.2). Para faç-iJítar o trabalho. nnnos ndoté\r ~l 
blocagem de (~~.20i. 
Para trnnsformar o b]oco nominal .r!.YJ em um Ye1or hínário. podemos utilizar a 
D(Fniçâo :2 .. )'. sugeridn por L1lkingto11 (19GT). Já para transformar o bloco .T(OJ em um 
n~lor binário podellJos utilizar a lhjiuiçáo .!.4. sugerida por Soknl e Snf'ath (19G3). P~t:-;; 
o bloco quantitatiYo .r(Qi_ segundo Bussab. 1liazaki e Andrade (1990). podemos ddínir 
zero para lodo:-: os \·alor('S ohaixo cl<:J nwdiann {' para o:- igua1s ou !IJaiorcs. 
(i (i 
Distância Obtida pela Transformação de Todas as Variáveis em Outras As-
sumindo Valores entre [0,1] 
::\esta transformaçáo. também sugerida por Bussah. :\Jiazaki e Andrad{' (1990). a idéia 
é transformar todas as \·ariáYeis d(' modo que a amplitude de seu;; Yalores fique ('n1re O 
e 1 e. em seguida. usar a D1Bfáncw Euclidwna Padroni.:ada (Yer Dfjíniçâo 3.5. c) ou a 
usDal ( n_•r lhjiniçâo 3.-5. a). 
Para transformar o hloco nominal :t(S) em ntriáYeís assumindo Yalores entf(' [0.1 ]. 
pod('mos utilizar a Dtji'11i_çiio !.!.3. ou seja. transforrnar em nniáw·is binária:->. Caso as 
yarián~is s<:'jam binárias não será necessário fazer esta t ransformaçào. Para o bloco ordinal 
xf0 l pode-mos utilizar a Dtfiwiçâo 2.4- ou seja. também transformar Nll binária. J~ para 
o bloc(J quantitatiYo .TiQJ podemos fazer a scguint<~ transfonnaçào: 
3.4.5 
(O) . (O) 
J'; - .rnún 
y; = --~------­
:f~á~ ~ , (O) 
Xrnin 
Distância de Romesburg 
Romesburg ( 198~-) propOC a mais i11formal de todas as dist âucias apresentada~ até aqui. 
t't.ilizando urna justificatiYa emp{rica, ele sugere a aplicação da Distância E-u<hdumo 
C"su.al para quantificar as dissirnilaridades existentes entre os indi,·iduo.". sem leYar ern 
conta a natureza das variáYe-js. mas exigindo que toda_s possmnn escorf's numéricos. Ele 
afirma quf' este proc(:'dimoento tem a capacidade de produzir grupos seme-lballt<'S. e não 
muito diferentes daquE>les ob1idos usando distâncias mais apropriadas ao conlexto dt' 
místaros. quando da aplicação de Tlcnicas rh Agrupamento. 
A grande dificuldade de se utili:&ar esta distiwcia. para o caso de mistura.~, é a inter-
prelação dos YaloH'S obtidos. pois a rec-odífícaçbo das variá\·eí.c; nomínaís le\·a a q]ore:; 
distintos da distância, 
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Capítulo 4 
Técnicas Hierárquicas de 
Agrupamento: Aplicação ' as 
Misturas 
' 4.1 Resumo do Capitulo 
Este capí'tulo tem a finalidade de apresentar uma breYe discussão sobre as Tf'cnica.~ 
Hiuáquicas d( Agrupannnto E' descrever alguns métodos que aceitam a crftn;:;ào da 
Dú<lância dr Mohalrmobis para nú8turas como coefkíen1f' de dissim.ilaridade. IJào se 
tratando. contudo, d(' um texto introdutório às 1/nácas HioYírquica8 d1 Agruprurl(n/o. 
l\ a fi( çào 4.2 discut irnos alguns aspectos importante~ à utiliz<1çiio da A ndlisr dt Agrupa-
nunto. tais como princfpios. mf'todologia, principais técnicas relacionadas e dassifica~·ão. 
Sa .c.;rçii(J 4.3 introduzimos uma abordagem mais formal às lúuicas Hitnirqmcas Aglo-
mfmfu•as. Finalmente. na srçâo {-{.a dis(·ussào fica restrita ás Tlcuicas lfínán;uwu, 
Aglonu ratirai• para mistrna"'· \'esta tíh i ma seção e apn·sr-'nt.ado um algorÇt mo g('fa l par<J 
às ués T{cuica8 Há- rárqui.cas Aglonu ral ira.« mais utilizadas e ao est udü de um algor[1 mo 
4.2 Aspectos Importantes 
Para melhor e-ntendimento das tf.cnicas. de agrupanwnt(J que serao Jnirodnzidas: na 
próxíma st~çào. vamos abordar aqui, de forma sudnta. alguns pontos que sào hastaute 
lmportaiJtes a esta compreensào. Para um estudo mais ahrangnltt_· sobre análise de a.gru-
panwnto. são \·árias as referências existentes. Dt'ntre elas. podemos destacar Cormack 
(1971). Anderherg (l9í:J). En,ritt (1974). Spath (1980). Bussah. \1iazaki e Audrade 
(1990) f' Pereira (199:3). entre outros. 
4.2.1 PrincÍpios Gerais da Análise de Agrupamento 
Geralmente. o objetivo principal da Aná/is( dt Agrupamtnfo é separar indivfduos em 
grupos. de modo que haja l10mogeneidade dentro dos grupos e bett•rogeneida.de entre os 
grupos. ou seja. individuas de um mesmo grupo apresentem caracter{sticas homogf>nea.s. e 
individuos de grupos diferentes apresentem caracteristicas heterogêneas. Porém, também 
é possfvel agrupar nuiâ,·eis segundo os valores obtidos pelos indi\·iduos. ou st"ja. utilizar 
a Anrih'<( d! Ag111panunto corno uma técnica de rt"duçâo de dados. Apes<:tr disto. não 
existe uma dt?finiçào formaL aceita por todos. do que seja um gr-upo ou um agrupom(nfo. 
pois a mesma t?nYolvc conceitos subjet.iYos. 
A aplicação da Análi.s( dt Agn1pamuilo é bastantt' difundida na literatura. sendo 
usada para determinar individuo:- sernelhanü•s num estágio inicial de um esquema de 
amostragnn estratificada. para. a fonnulaçâo de hipóteses sobre a estrutura dos dados. 
e para a determinação dr? esquemas de classificação. entre outros. Df'vido a suo grande 
aplicação em din'rsas áreas. a Aná!isr de Agrupomrnlo também é conhecida por deno~ 
minações diferentes, tal como faJ'(momin nunu"rico. na hiolog:ia. 
Por ser uwa t~cnica exploratória que contém um alio grau de suhjr-ti\·idade. é df' 
conhecimento geral que nenhum dos mhodos exisklltt>s é o mais adequado para resolYer 
qualquer problema de ngrupanwnto. Por isto. muita:-: \'(·-ze:-; os rwsquisadores prefewm 
df'finir um novo mf.todo. Por exemplo. Ferreira e !\kdeiros ( 1 9<:1:?) propõem um método <.k 
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agrupanwnto nào hl(•rárquico ba~eado em uma alteração do mt'todu r .. odato propo~to por 
Ball e Hall (1965). l'm outro ext·mplo. Uunbém na linha nào hierárquica. f:. o algoritmo 
de agrupamento propo:-to por t · d1iyama <-' Arbjb ( 19~H ). Ralambondrainy ( 1 ~JA8) propÚ('. 
de form<~ teórica. um método de agrupamento nào hierárquico para 1nisfun18 df' dado:-
numE'ncos f.' nominais porém. não apresenta um algoritmo à sua implt>mt:•utaçào com-
putacional. 
A principal consequencw da grande variedade dí~ mf:.todos. é que a escolha de um 
pilr1Íçular algori'tmo exige o conhecimento de suas propriedades aliado aos objetivoP- da 
pesquisa que está sendo realizada .. \a prática. gera.lment.e. aplica-se v;:í.rios métodos <". 
com base nas configuraçôe:- obtida:; e na opinião do pesquisador responsán·l. escolhe-se 
o agrupamento mais adf'quado ao problema em questào. 
Com relaçào a implerneni ação cornput aciona! dos a1goritrnos existentes. Spat lt ('i 980) 
traz programas. em Forfran, para algumas das principais técnicas de agrupamento. De~ 
\'ido a constante proposição de novos algoritmos de agrupamento e a falta de implent ação 
computacional dos meP-mos. nos pacotes exist.erltes. Kaufman e Houss<:'UW (1990) 1 raz(Tn 
programas para alguBs dos rné-todo::: não couternplados por Spath (1980). 
4.2.2 Metodologia para a Obtenção de um Agrupamento 
Para ~e ter um procedimento nwt.odológico ütil b obtPnção de um agrupamE·n1o de 
indi,·fduos em um conjunto d(' dados. ;. necessário S('gmr um certo ritual. Podf'rnos 
díYl<li'-lo nas seguinu•s etapas: 
a) Definiçào dos objf'tiYos e sC'kçào das Yariáveis. 
b) Obh'lH;ào e preparaçà.o dos dMlos para auálise. 
c) Escolha do n-itério de pan;'CCllÇi( (similaridade ou dlssimilaridade) a Sí:r utilíz<~do. 
d) Esrolhn do algoritmo de <~grupauH~nto e. 
e) A\·,.diaçâu {' illhTprdo.-çào do agrupanwn1o obtidu. 
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luicialmf'nte. antes d(• aplicar um algoritmo de agrupamento.<; irnportante drfhur o.~ 
objrtiro.'; des~ii aplicaç<io. pois de;.; terão umfl infiuénria d"•clsíva nas etapas subs<'qm•nte" 
do processo de agrupamento. Além disso. também é IH:•cessário ~:srollu r a . .;; t'01'1ár( i.~ (jiH' 
melhor caracterizem os indivi'duo;;:. 
:\ obft nção dos dados? a fase seguinte porém. logo após a sua obt.ençào. é nPcessário 
prr pará~lo~ de forma adequada para a análise. Quando as variáYeis ITl('f!Sur<Hlas possuf·m 
unidades diferentes. é comum padronizá-las. Contudo. este rn·on·dinH:'Jlto pode diluir i:L~ 
diferenças <·xistentes entre grupos com relaçâo as Yaríáw•is que melhor os ~wpararn. 
A etapa c) é de fundatnf'ui.al importância, pois o cOtjicif nfr dr pancrnça {similaridade 
ou disf>imilaridade) escolhído é que irá determinar o quào próximo ou o quão distantP 
es1 à o os indi,-fduos. e estas mensuraçôes constituem a hase por a a aplicaç<lo das t émicaf:. 
de agrupamento. A escolha deste coeficiente de-,;c levar em consideração os tipos de 
\'aríáYeis envolvidas e, como trabalhamos com misturas, utilizaremos uma crlcnsâo da 
Distântia d(_ Mahalarwbis. como díscutido na sEção 3.5. 
A ('tapa d) trata da cscollw da t/cnica rif agrupamento a ser utilizada . .:\esta et<-tpa 
e preciso leYar ern considna.çào as nu·acterí'sticas de cada método (' os objetivos de se 
agrupar os dados. para que os grupos formados tenham siguificado para a pe;;quisrt em 
questào. Finalmente, ar_eitar os grupos produzidos por uma técnica de agrupameJJ1o nAo 
(;.um procedimento correto pois, na maioria dos casos. os m~todos scmprP írão produzir 
grupos. independentemente da existfncia ou nb.o d(Y:, mesmos. Portanto. a O'l'ahaçiw ( 
í ntapn ta~'iio do~ !rrupo," fornwdo,. i- um passo importanü' pnra a consolidação do pwce:-:::-.o 
de agTupanH?nlo. e o conhecimento do problema. por parte do pesquisador. i> fundamental 
para classificar a estrutura de grupos encontrada como pro\TÍtosa ou núo. Quandü da 
ut ílização de métodos lJíerárquiws. a df'1f'nnillação do número d<:' grupos tarnht:;Itl esl<; 
inclu;da nesta etapa. Yisto que estes métodos apresentam uma árYore de agrupamento:; 
( demlrograma \como couhguraçiw fiual. Cabe ao pesquisador determinar o núnwro maí:--
adcquado dt· grupos. de acordo com o seu conlwcirnento do prohkma e dn collfiguraç:.ão 
apresent <1d<1 pelo demlrograma. 
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Vale salientar que est n-~ etapas não sào interdependentes. f' as H:'Zes s~· torna IH'c<'ssú.rio 
voltar à:-' etapas anteriorp-_~ para aprimorar as po:-teriorC's" 
4.2.3 Principais Técnicas Relacionadas 
Como menciouado aiJteriormente. a Anâhw dt Agruparmnto tamlx;m pode ser uti-
lizada para reduçáo dE' dados. Para tanto. l1ast<1 que seja aplicada wrn relação as varü-in+' 
(:' não com relação aos ·indJyfduos. ou SE'ja. deseja-se agn1par ~·ariá\·eis para reduzir a 
quantidade das mesmas. \este contexto. esta técnica está rf'lacionada com a Auâh'it 
dt Comporwnit8 Prirn'lpru.~. que é outra técníca utilizada para redução de dados ondt•. 
JJesta última. o objetin) ê reduzir o conjunto original das variáYeis em um conjunto de 
combinações lineares ortogonais das mesmas. \ ·a.k salientar que as tr'nlico,~ dr ogrupa-
mn!fo usadas para agrupar variáveis são difcn~ntes das usada~ para agrupiir indi\-{duos 
(YerSAS.l989). 
So contf'xto de clas8ificaçâo, ou seja, de encontrar o melhor procedimento para elas· 
sificar n indivfduos em k populações homogênf:'a.s. com base em p \·arián•is ohsen·áveis. 
a A nális( dt .4grupamodo está relacionada com a :-l náhw Dtscrimmantr (ver Gnanade-
sikan e l\.ettxnring. 1989!. Se as categorias paro classjficação sâo conhecidas a pnnn. a 
Análisr Di8crimirwnft. dá a solução para o problema geral d~· das.'nficaçâo. PoH:.rn. se 
esias côt.egorlas sào gerada;': dos dados. a Aruí!i8r dr Agrupamrufo é a técnica adequada. 
DeYido B grandE· associação entre estas técnicas. utiliza-SE' o termo tlas.•;ificoçiio tanto 
para um caso, quanto para o outro. 
4.2.4 Classificação das Técnicas de Agrupamento 
\as últimas décadas. com o ndn·nto do computador. tem aumt•ntado o iut<:>r(:'"SS(' 
por iú_-uicas d~, agrupamE·Hto. Consequentemeute. honn' um aumento uo número de 
;:dgori.tmo." dispoui.n·is e melhoria em suas efícii'ocias. AdoíaJHlo a clas5ifícaçáo usada 
por Cormaek (_l9íl ). podemos di\·idir os rnétodos de agrupam('nlo nmfornw S<'p;ue: 
a) Técnicas hierárquicas : Os grupos sao constituidos de forma hi<~rárquira, pro-
duzindo uma árvor(' d(' da:-;sifiraçà-o. Esta hinarqnin pod{' ser consf i1 ui. da de duas 
formas: ?\a prinwira, chamada r(:cnica J-lirrÚ1'Q11ÍCO Aglomrratira. consitkra~s{' 
cada indiv{duo como constituiudo um grupo distillto E'. por meio de uniôe." su-
cessiYas. chega-se a um ÚJJico grupo. :\'a segunda. chamada técnica híerárquira 
;;f'parat.i\·a. considera-se todos os indi,·Íduos como formadores dc um único grupü 
e. por meio de separaçóes sucessinJ.':< cheg<:H:W a grupos formados por a pena<; um 
indivi'dl!O. 
b) Técnicas de partição: Os grupos obtidos produzem urna parti(;ào do conjmllo dP 
indi,·idnos. ou S<'ja. são mutuamente exclusivos. O uso desS('S rnét(Jdos pressupôe o 
conlwcimeuto do número k de grupos desejados. Assim. o problema passa n ser a 
procura de urna partição dos indi\·fduos em k grupos. de modo que torne ótimo o 
critério de adequacidade da partiç,ão. 
c} Técnicas de cobertura : O agrupamenf.o obtido permite uma interseção entn· 
grupof'. ou seja. um indiY{duo pode t•star classificado {'JTJ mais de um grupo. 
Devido a rnalor difusáo, simpllcidadf•. Yari{'dllde r.> irnplenwnt a.çào comput aciona] em 
diferí"ntes pan)tf~s. vamos. trahaHJar com as T/cnica~ llú rárquica$ Aglomfmtira,« qm' 
admitem a utilização da r:rifnf-:iw da Distância dt- .\ialwlonobiH- pam múduros. ('OJllO 
coeficiente de dissimilaridade ernre indiv{duos pois. con1o discutido no CapiÍulo 8. este 
é o coeficiente de dissimilaridade que Yamos ado1ar nesta disser1açào. É importante 
salientar a existência de 1 rabalhos que fazern comparações entre diversos algoritmos de 
agrupamento, :;oh diferentes situ;xçóes. rm dos mais recentes foi realizado por Pl':'reiro 
(lB:-J:-n utilizando a estaÜstica de Raml (n'r Rand. 1971) p<tr<J a avaliaçào do:- método::-: 
de agrupanwnt.o. Ao longo das últimas dénHia~ drio~ trahalhos foram puhJícado~ nesta 
linha. dcJJtr<' eles podemos desta,ar: Cunninglwm c Olgi\-ie (1972). l\uiper e Fislwr 
(191-5). Duhes (' Jain (l\176). Ba~·ue. Beaud!a!llp. Begowich c hanc (1980). "\Jíll1gatJ 
( UI~O) f· Duhic11 e \\"arde (1981). 
4.3 Definições Básicas em Técnicas Hierárquicas Aglom-
erativas 
Ape;.;ar do grau de subjetiYidade iuerenh:· não só as TC:cniras Hitrárquiras Aglomr-
ra!il•a:'. como também as outras técnicas de- agrupamento. n.írio:- autores tém procurado 
dar uma fonnuln<)lo matemática maior a estes métodos. atraYés da formalização do~ 
conc<"itos existentes. EntrE' os trabalhos publicados nesta linha. podemos destacar o (.k 
Dubíen e \\"arde (1919). ÜE' acordo com a formalização apresentada por eles. daremo~ 
agora alguns concf'itos irnportantes às Tú-mcas fihrárquica~~ Ag!onuratn•fL". 
Inicialmente. de acordo com 3 notação estabelecida no Apindin: A. \·amos assumir 
quf• cada um do:o. n objC'tos (indi\·{duos) it sen'm agrupado.s ('stào represC'ntados por urn 
Yetor linha Jrdimensional X(ij onde. 
X · ~(·r· .,.. ~ ) .,· ~ 1 ., 11 (t)- •il·•J2<"''"1P" - :-, .... • 
tal que :J',
1
. j = L2 .... . p. indica o valor obserYado no i-ésímo objf'to (iudivfduo) com 
relação a j-C.sim_a variável. A partir de agora. vamos nos referir a indiY{duos corno ohj('tos. 
Definição 4.1: O conjunto forrnil-do por todos os objetos. denotado por X. onde 
X= (x(l)·x( 2 l .... 1 X(n)V é charnado espaço dos objetos. 
c:om base ua teoria de conjuntos. Duhien e \\"arde introduzem as s(~guirnes ddinições 
nwtemáticas para grupo e agruparru rifo. 
Definição 4.2: rm grupo("" du:.:tf'r .. ) ) i ... é qualquer suh-cmJjunto nào-\'azio do espnço 
Definição 4.3: 1"rn agrt1pomu1fo ("'dustering "") 1·. ê qualquer partição do espaço dos 
objetos. Símbolinnn('nt E'. ) · = { F1. 1'2 ..... }')._} (·, uma partição d<' X, se as seguiJH('" 
nn1diçóe:- fon'Jll nílida7': 
a) !'ara ca.da h E L l k i 0. 
k 
c) U 1; ~X. 
'""1 
Pelas Dtfiníçàc« 4.!! t -{.3. podemos obsen·ar que um grupo é simplesmente uma 
(Oleçào de objet.m. enquamo um agrupam tufo É' um tipo especíal de coleçào de grupos. 
Além das definições dadas acima. Dubien e \\"arde também apresentam a~ seguintes: 
Definição 4.4: O nÚnJcro de grupos contidos em um agrupamento L é chamado de 
tamanho do agrupanunlo } ·. Para facilitar a notação. se o agrupamento Y é de 
tamanho k, ou seja. } é composto de k grupos. passamos a d0IJOtá-lo por }"k. 
Definição 4.5: r ma hif.nnquia: denotada por H. sobre o espaço do;; objNos X. e 
urna sequência de a.grupamentos ordenada de forma decresçent.e com rf'laçào ao 
tamanho. Sirnbolinunente. temos 
Para melhor -..isuaEzaç_;:'ío da hirrarqaia imposta sobre o espRÇO dos obj<•1os. durante 
a aplicação de uma Tlcnú:a Hitrárquica. dt AgnlJmmrn!o, é utilizado um diagrama em 
forma de ârvon· denomlllado drndrograma. Vale salientar que a aplit:açào de um Mllodo 
dr Agrupamrnto HírrárqHico AglomeraiÍt'O sobre o espaço dos ohje1os X. resulta num 
tipo especiaJ de húmrqu1a que é dada na definição nbaíxo: 
Definição 4.6: rm ,Uftodo di. AgrupO'Irl(lliO l:liurirquico Aglonlt./'0{11'0 é qualquer 
método de agrup;-nn<'nto que produza uma hi<·rarqnia. sobre o espaço do:- objeto:<. 
sujeíi a h:-; segnintes mlldições: 
., ) yk {,o agrupamento iniciaL 
b) ()agrupamento }'"k:~J. k ~ n. é obtido pda UIJ!aO dos doi;-; grupos maJS proXJO'!OS 
no agrupamento yk. ou s<•ja. se } i (' Y, E } ·k e são considf'rados os grupos mais 
pdJxirnos. e-nt.àü }i U }~E yk~l. 
Ainda st•gundo Dubi('n c Wa.rde. podf'nws denotar urn .\!dado df Ayrupamrnto l!ú ránjlliC<> 
A_g/om(ratiuo pelo par (coeficiente de distância. algorÍtmo de af!:rupamcnt.o). pois o co-
eficiente de distância e-xplica a proximidade inicial enir(-' os grupos. e o algorhrno de 
(!grupamento reaYalia a proximidade dos grupos depois de cada união. 
4.4 
4.4.1 
Técnicas Hierárquicas Aglomerativas para Mis-
turas 
Procedimento Geral 
De acordo com Anderherg (1973), a maioria dos "\f (todos liúrÔI'quicos Aglomfmtu,os. 
incluindü-se os que serão descritos IWS1f' capitulo. seguem um procf'dimento geral que se 
baseia nos seguint!."s passos: 
Passo 1: Supondo um conjunto de dados composto por n imliYfduos, assunmnos q1w 
existem 1.· = n grupos distintos }'jl }'2 .... ,) J,. onde cada individuo existente r-sí rí 
associado a um grupo diferente. 
Passo 2: Adotamos um critério de parecença entn' dois grupos. que na primeira íteraçào 
rorrespondt· à parecenç-a entre dois indiYfduos. para podermos ter urna nwns,unH,:,ilo 
da proximidad0 ou da diferença entff' eles. Em seguida. calculamos este codiciente 
entrP todos os grupos. ValE' salientar que. nesta dissertação. trabalhamos com 
distâncias corno wdkientes de par0cem;a. ou 5(-'ja. a pan-'CPrHJl entre dois grupos 
está em funç·ào das distâncias existentes entre o'" indi\·{duos d(~ cada um deles. 
Passo 3: Üf'tf'rminarnos os grupos }-~ e }·;, onde 
1~.1 I 
(~ os unimos de modo quf' formem o grupo } I = } ~ :_, } /,. Para facilitar a impl<'-
nwnta.çào computacional. assmnirnos } b = }'í e Y;, = { 0} e fau·mos k = k- 1. visto 
que um grupo deixou de ex.isíir. 
Passo 4: Se ob1emos k = 1. paramos o processo de agrupamento poi;; teremos chegado 
a unJ único grupo. Caso contrário. calculamos a;; dist.âucia" e11t.n• o noYo grupo f' 
os demais, e Yoli anws ao Passo S. 
\.'ale salientar ainda que. após o passo 2. sao cakuladl:l5' apenas as distáucias entn> 
o mais 110\'0 grupo. form-ado no passo :J, e os grupos restanks. .Isto acontece porque 
entre urna iteração e outra~ as distâncias entre os grupos que não sofreram alterações uào 
mudam. 
A diferença entre os métodos aglornerativo~ que Sí:'gueru este algoritmo está no nH'-
fkiente de parecença adotado (aqui assumido wmo distância}. Pa,c;so :!. e no cálculo da 
distância entre o grupo formado em uma determinada iteraçào e os outros grupo:.:.. Pa.<:so 
4- Para os tn?s métodos que serào descritos neste capí'tulo. a diferenç.a está basü·amE'nte 
na distância adotada entre grupos, Yisto que os mesmos podem trabalhar com diferentes 
codlcientes de distância. Em fuuçào da proximidad(' entr(' estes algoritmos. ,·amos aprf'·· 
sernar a seguir urn algoritmo geral qu(' assum<:'. corno caso;; pn.rtilularf's. os três nv;todos 
que :wrào descritos mais adiante. 
4.4.2 O Algoritmo Geral de Lance e Williams 
Definição 
Em fuuçâo da maioria dos ]tfdo<los Hit nirqu i co;-; Aglonu mt II'O.'i díferin."JH, basicameJJtc. 
com respeilo a(> nílculo da~ distànclns entn' um grupo formado (;'lll unw d<'1t;nniJIMb 
Ítí'r<:u:;ào ('os outros grupos. LaJJ((' {' \\'illiams ( l9Gí) propôe um Algorifmo HicrárquJuJ 
Aglonn rat i1·o GtTallw::wado em uma forma generalizada de calndar t•s1 as dist iíwias. [sk 
algoritmo assunw. como caso:-: particulares. alguns dos :\!{todo.~· Hunirqwco.~ Aglomfra~ 
f 11'0.'< mais conhecidos da Ji1 erot ura. índuíndo os t rés métodos qm· serão (kscritos aqui. 
\"estP algoritmo. a distiincia ('Jltre dois grupos}~ e 1';,. onde h é fruto da uniàu de dois 
outros grupos }·;e)~~- é definida corno: 
Definição 4.7: S('jam }·~ e ) ;, dois grupos distiutos na iteração assonada ao agrupa-
nwnto) ·k-J. ou s<:'ja. } ~ C '} ·i:-l e}~ C Y*-l. Além disso. } I. = } i U} :~ é compost() 
pelos dois grupos unidos H<l itHaçào anterior do processo hierúquico d<--' agrupa-
mento. ou seja. 1·; C }' 1' c)~ C }ck. A (ilstàntia udn os gnpo,~- }·~ r }f .. ;<egu.ndo 
Lance e \\'illiarns ( J 961 ). é dadà por: 
"' , .. ~ " ,L ,. + o ''·· ,. + de ,. + ~ I "-.,. - ,, ,. J. V}.,/, JV}~ .J-'}y 0 :J}, J , V)," U~J k (4.2) 
onde para n- 1 • . 3 e -1 particulares. obtemos alguns dos Jfaodo8 Hú nírquico.~ A_qlomtra!iro-" 
mais ronhecidos da liter;clt ura. 
Isto significa que na jteraçilo associada ao agrupamento ) -k~I. Vk E {2. 3 .. , .. n}. 
podemo" obter as distánrias entH' o:: grupos Yí .. = Y;- U }·~ C' }'~ simplesuwnte pela com· 
binaçâo das distáncias entn' os grupos);, }·:i e}~ existentes na iteração anterior. assoçíada 
ao agrupmnentc' F*. Isto traz nmtagens na hora da implementação nnnputaciomd. 
Sibson (J 971) argumenta que o algorft mo geral de agrupnnwnto de Lélnn• e \\--iUíam:: 
fallw por niio satisfazer as st'le propriedades introduzidas por Jardine(' Sibson (19{;~). f' 
consideradas por des como essenciais à admissihilídad(' de um algori'trno de agrupanwnto. 
Porém. \'ários autores (ver Williams. LaJJ("C. Dal(' e ClifforJ. 1971) consídnam eskc. 
colldiçót:'s corno muito seYera.:; e s(~m muito seiJtído prático. 
Propriedades Essenciais .à Conduta Computacional de um Método Hierárquico 
Além d(' propor um algorft.rno !!/-'ral de agrupamt>nto. Lanc(' (' \\'illiam~ mostram que a 
conduta r:omputacional de um Ah'todo Hiaárquir-o depende de tr&s propriedades. Estas 
propriedades siio as segnintes: 
a) Estratégia combinatória ou não-combinatória: rm AlgoriÍmo HirrârqUICO é 
dlto possuir uma tsfmt(gia combinah)ria se. após unir dois grupos ern urna d(·-
terrninada itf•raçáo, as distâncias entre este non; grupo e o.s demaic; pudercnt ser 
cakuladas em funçâo das distâncias obtidas na iteração anterior. .\"a prática. isto 
equ]\·ale a dizer que nào é preciso \'oltar aos dados originais depois que o primeiro 
conjunto de distâncias foi calculado. Em contra-partida. ele é dito ter uma f8-
lra!c'gía não~combinatária se. para obter as distâncias entre dois grupos em urrw 
determinada itera.çào. for necessário voltar aos dados originais. 
b) Compatfvel ou incompativel: em método é dito compatf\·el se as distâncias entre 
os grupos. calculadas nas diversas iterações do algoritmo d(' agrupamento. forem do 
mesrno tipo das calculadas no estágio inicial. Além disso. elas possuem as mernas 
dimen:-u:)e::.. são sujeüa.s as mesmas restr_içxX>s <-' pod(•m ser ilustradas por modelo;-, 
exatament(" comparáveis. Caso contrário. é dito incompat{vel. 
c) Distorcedor de espaço ou conservador de espaço: t~m método disloro.dor 
d( t8paç·o é sub-dividido em contraio r dr c<;paço e dilatador df c~paço. Ele é dito 
confmtor df tspaço St' apresentar urna tendência maior a aproximar os objetos a 
grupo~ já existentes. ao im·és de tomá-los corno base para a formação de novos gru" 
pos. Em contra-p-artida. ele é dito dilatador dr t~paço se apreseJJt.ar uma tE'udéncla 
a fazer com que os objdos que ainda nào foram agrupados. sirvam corno base para 
forrna~ão de novos grupos. Caso nenhum dess('s dois casos seja n'rifiçado. ek i· dito 
um,'<rrcador ih (8paço. 
Com relaçiw a primeira propri(•dadc. podemos n•rifícar que a Uilrat(qia combinatária 
traz grnnd!'-S valllaf!,('llS conJjmtacionai:< \"Ísto que ao pa-SsHr de uma i1naçào i1 ou1rcL 
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110 processo d(' agrupamento. a$ distância:-; entr<' o IHillS no\'o grupo e um outro grupo 
qualquer pode ser obtida da cmnbiJJaçâo de três distâncias do pa.s,o;o an1erior. Isto signifka 
que Hào é Becessário utilizar todas as disiánóas existeui('S entwos indiv{duos que comp(w 
os dois grupos. ou seja. proporciona um número mt:•nor de operações computacionais. 
:\a propriedade b). segundo Lance e \Villiams (19()/). a vantagem da estratégia ser 
compati'n'l é que se as distância<> iniciais sào inteiJm:'tá\·eis. as distáncias entre os grupo:-
fonnados. nos diversos estágios ck aplicação do algoritmo. também o serào. Com rela~~âo 
a c). ser contmfor d( ei.;pat;o significa. na pníti<."a. que um único objeto. mesmo ('Jltre 
dois grupos bem definido:;. é o suflcient(• pnrn unf-los. Esta tendência leva a formação 
de grupos com forma alongada. diferentes das usuais corno elipsóides ou hiper-esferas. 
Lanu· .:' \\.illiams consideram que um método contratar dt tBpaço nào é nxomendávd 
pois. os limites dos grupos existentes são encobertos. Porém. sPgundo h:opp (19/Sa). em 
algumas arÉ'as estas formas podem ser bastante desejadas . .Já ser dilafadoT dt (8paço 
significa que o aJgorÚmo tende a formar um mimero de grupos maior, pois di!kulta a 
união de objetos a grupos jú existentes. Com isso, os grupos formados tendem a sf'r 
com panos e JH'quenos. 
4.4.3 Uma Sub-famÍlia Si-paramétrica de Algoritmos Hierárquicos 
Aglomerativos 
Podemos perçeher que H equaçao (4.2), introduzida por Lann' e Wllliarns (1967). 
defin(' uma farni/w df AlgoriÍmos Hit-rárquico$ Aglomrratiro,~ dr quatm pa.ránuh,o,~ qu<' 
coutempla un1 número infinito de algoritmos distintos (Lauce e \Yilliarns apresentam 
(i algorÚ.rnos conhecidos como casos pa.rticulare::. desta fardlia). Com a I-inalidadí' de 
díminuir o número de parâmetros envolvidos e coutirmar a mnter os principai::- Mdodo.•· 
Hirnírquin18 Aglomrratimt- cmno casos partiçulaTt's, Duhicu e \\'ard(' (19í9) obtinTanl 
urna S'Ub-famiÍia bi-paramftr-ica através de rest riçôe;.; nos parânwtros de ( --L2). :\lém disso. 
eh--s aprcsentnm formalm<:'ll1('. para esta sub-famiÍia. algumas propriedades abordada;.: 
d{' ma1wir<-l ínfomwl por L-nlct' e \Yilliams para a fomiÍiu dt Al,qorft111ot." Jliaárquicos 
Aglmncmliros dt qtwlro parVmclro8. 
Definição 
Para definir esta Bub-famÍÍia bi-paramétrica. Dubien e \\'arde utilizaram as s~?guíntes. 
iLlJ 
o,+o1 +3= L (lA J 
A. partir de;;ta;:; restriç-ões, temos que. 
1 " 8) o-= a- = ~jl ~i . 
' J 2 . ( l. j) 
Corn isso. alguns membros da .famiÍia dt 4 parawi.tros introduzida por Lawe ~;· 
\\"illinms. cujos \·alores dos parârnetros satisfazem (--L3) t' (4.4). podem ser represf·ntados 
por uma sub-famiÍia bi-paramdrica (("J, r). Dessa forma. a equação (4.2) introduzida por 
Lanre e \fllliams. 1om a-se 
Sem perda dE' genf'ralidade, Dubien f' Vú:ude assumiram que. 
d," )" < d,," ,_- < J,," l 
' J ~ ' J ". 
( LT) 
e. utilizando (4.7) e (-L6) deram a seguinte definíçúo: 
Definição 4.8: Sejam }-~ e }"1, dois grupos distintos na iteração associada ao agrupa-
} "' 1 " l" l"' 1 l" l"' 1 'I' 1" l" l" l" " mcnlo - . ou st:Ja. " C · - e r, C · - .. -"-\ en1 ( 1sso. -b = -, U ·J e cornpostü 
pelo~ dois grupo~ unidos na iteração ant~rior. ou :wja. }-i C j·ck e } ~ C 1"k_ :\ 
dudáncia tnfn o.~ grupo.-;}-~ r }i" para os algor{trno::; pcrtf'JJ('('J\t<·~ ~ sub-famiÍI(! 
81 
b1-paramltnca ( 3. "r). é do da por: 
Dentre os AHtodos Hicrárquico8 Aglonu ratíros perterK<"HtPs a sub-famiÍw bi-para mdnn; 
(J. i) podemos dP::::tacar o da Ligação S'imples. o da Lignçào Comphta {;o da Ligoçiio 
:\h' dia ('Hl sua Yersào r.quipondcrado. 
Algumas Propriedades da Sub-familia Bi-paramétrica (3. '":·) 
Para possibilitar que as propóedades apresentadas, de forma intuitiYa. por L<nln' 
e \\"illiams (19(!1) sejam çhecadas quando da aplicação de um AlgoriÍmo Hú-Târquíco 
Aglomcratil'o pertencente a sub-fomÍlia bi-pararru~trú:a ( /:J. i). Dubien e \V arde apresentam 
a.s ~egnintes definições: 
Definição 4.9: r rn algoritmo pertencente a sub-famiÍia bi-paramdrica ( 3. ,...1 ) 0 monrJtouo 
crc$ccnft: se. e só se, V/A~r1, definida por (4.8). 8YuYi, > fA~i~· i.j E b. 
Definição 4.10: l-m algoritmo pert.encf'nte a sub~famiÍia bi-parmn/fr'Í<'O (_3.;) é coniwr-
rador dr.' tspaço se. e só se, V~·~}'~> ddinida por (4.8). a}',Y;, < ()yoyb < ih;y~,i.j E b. 
Definição 4.11: l"m algoritmo pertencente a sub-familw bi-paramdrica (J.i) é con-
tratar dr tspaço se. e só se. Vdr~r~> definida por (4.8). Ür~y~::; ây,y,.i.J E b. 
Definição 4.12: l'm algoritmo pertencen!e a ;;;ub-familía bi-param.drica (frl é dt-
latador dt t.~paço se. e s6 se. WA·,}t defillida por (4.8). i~'St 2: Ôl
1
L,· i.j E b. 
Classificação para os AlgorÍtmos Pertencentes a Sub-famÍlia Ri-paramétrica 
Cou~i(k·rando que o~ aJgorft mos perknCPJJtes a 8ub-fam iÍw bi-pa ra md rica ( ,1. ~1 ) po-
dem S('r rcpr('S{'lltado~ çomo unJ ponto no plano (.i.~,). c utilizando as Definições 4.9 <; 
:'\') c.-
4.12. Dubíeu e \V arde da::;síflcam e~te~ algoritmo~ em ('inco cla~s!"s distintas: 
a) Conservador de Espaço: Os algoritmos classificados nesta dass(' pertew~·m a 
região do plano (ii. i) ddinida por. 
(1.91 
b) Contrato r de Espaço: Os algorÍt nws dassifícados nesta dasse pertencon a regiào 
do plano ( ;3, '"'i) definid<t por, 
R, = 1 {o < 3 -s 1} n { ~(:l -J 1 < í -s ~I 3 + 1)}] uI {o -s .3 < 1 J n h = ~~ 1 -J 1} ]. (•1.10 1 
(') Dilatador de Espaço: Os algoritmos classificados nesta classe pertencem a região 
do plano (:3.-··r) ddinida por. 
R"= l{iJ <O} il {"; 2: ~(.3 -li}] U [{3 =O} n {í 2: ~(J + l J}]. (4.!1 I 
d} Dilatador e Contrator de Espaço: Os algorf1mos classificados nesta classe per-
tencem a região do plano (i). i) definida por. 
R,= IP >O} n {.,>~I J + 1)}]. ( J.Il I 
e} Contrator de Espaço ao Extre1no: Os algorÍt mo:o d<ls;:;ificados nes1 a classe JWr· 
teJJcem a região do pla11o (3, ~~) defiuida por, 
' fie, = i u li,]'. 
1=\ 
4.4.4 Requisitos às Técnicas Hierárquicas Aglomerativas Abor-
dadas 
Como nosso obj('tivo f. obter um agrupamento t?m Jndiví'duos nwnsnrados soh 0 con-
texto d<' misturas. e leva1Jdo-sc em consickraçào qu0 HC'-sse ca-:;o são B<:>ress<Írio~ alguns 
cuidados f·speciais. como discutido nos Cap(rulo.:;:! f 3. as técnica:-; de agruprunento qu(' 
sf'riio descritas rwste capi.iulo satísfazf'rn as seguintes pré-suposições: 
a) Ser uma Tú·nica Hnr·árquica Aglomcrafira. poís <omo argum(•ntado na seção 4 . .'!.{ 
são as té-cnkas que mais se ad(•quam ao prt'sente trabalho. 
b) Admitir a t'.rftnsâo da Dii:>!áru:ia df :Hahafanobis para misturas como critério d(" 
dissirnílarida.de entre individuo:;.. pois como discutido na S(çâo /:U!. trabalhamos 
com <'Ste critério para o contexto de rnú,fvras. 
c) Estar irnplementa.da computacionalmente na maioria dos softwares estatisticos. Em 
partícular. no SAS. que é um dos pacotes rnai:-: reconhecidos mundialnKntc em se 
tratando nào só de Anâlisf. df Agn1pomfnto mas. de trat.anwnto dE' dados em geraL 
!'v1t?srno pré-estabelecidos estes pontos. nosso objetiYo não é o d(' disc-utir todos os 
;_\1/todoB Hhorárquicos Aglorncratims que os satisfazem nern tampouco fazer compaTaç<io 
entre eles. visto que isto tornaria este trabalho muito extenso. \'amos apresentar aqui 
apenas os qtw acharnos mais apropriados devido a simplicidade e a implementaçào corn-
putiicional jú E'xistente Jlit maiori?. dos pacote~. Outros mf>todos pod('nJ ser Yistos em 
4.4.5 Método da Ligação Simples (" Single Linkage") 
Definição 
Este método. também <:onb('cido como "Hdodo do \"r::inho mais Prrúimo. foi proposto 
orig:_in;tlrn<'IJh• ])()r Flnrek. Lukaszí-'\\·isz. Perkal e Zuhrzycki (l ~-) 1) e depois foi n'\·isad() por 
~1<-Quity {19:57). sendo um dos algoritmos mais antigos. mais simples e mai~ utilizados 
da literatura. Como jà dissemos anteriormente. hasirame-nt E' o quf' Yaria dE' um algor{t mo 
hierárquico ag!onwratiYo para outro é a de-finição df' distânria Pntre dois grupos. Com 
relação ao Mltodo da Ligaçâo Simplu; .. esta definição é dada abaixo: 
Definição 4.13: Sejam }'~e }i, dois grupos distíntos na iteração associada ao agrupa-
rnent.o Vk~ 1 • ou seja. };1 c } ·k-l e lí. C l'k-1 • Além disso. }·!, = }·;- u} ~ é composto 
pelos dois grupos unidos na iteração anterior do procE'sso hienJrquico de agrupa-· 
rnento. ou seja. }·; C Y* e}~ C Yk. A distância ('Iltrc os grupos L e }i,. sob u 
:Ut'todo da Ligação Simplu•. é dada por: 
I 4.14 I 
Como mostrado por Lance e \Villíams (1967). a distância ent reo grupo !'f,. proveniente 
da uniâo dos grupos Yi e 1-i numa iteração anterior. e um outro grupo Y" qualquer. 
da presente iteraçào. pode:' ser obtida como um caso }Jarticular de (4.2). ou seja. se 
}~ = 1·;- U };. onde }j,l:; C yh· e }"~,h C y·J..--l. a distância entre}~ e ii, é obtida 
tornando o,= aJ = l(L ;1 =O e '"i= ~1/2 em (-4.2), 
1 1 1 
d,,,,. =-d1· 1·+-d1·y --ld,, -dyy I, 1; c 1;: 1,· c lí. ~ 1' 2°' 2.!" 2 '" J" (l.lií) 
Como a~ restrições (·Ll). o,= o 1 e (4.4). o;+ oJ + 3 = 1. estabelecida" por Dubien 
(·' \Yarde (1979). são satisfeitas. o :\fdodo da Ligação Simplr.s pertutn' a-imf,~Jamilia bt-
pamm/trifa (3.')) t'. tomando o,= uJ = 1/2. /}=O e~:= ~1/2 em (4.B) f' assumind0 
que d1 ~}"~ < dr~ 1 ~ < d}1J;,. a distância entre}·~ e )·t, 1aml.-xim f> ch1da por: 
(>l.IGi 
Discussão 
Por ser urn do8- métodos mai;.- utilizados da literatura. é natural qtw existam opini<x:s 
diferentt":S. e até mesmo conflitantes. com relação ao emprego destf' ,Mdodo Hi<Tárquico 
Aglomcrafh•o. 
Lance e \Villiams (19(i/) mostram, de acordo com propriedades apresE"ntada.s por el<"s 
e descritas na .sq·âo 4.4-2 desta dis~wrtaç;ào. que este método é: 
a) Combinatório : Dado que a distância entre um grupo } í,. proYeniente da união dos 
grupos Y; e)·~. e urn grupo}·~, é obtida diretamente da equação (4.2). tomando-se 
c. = o . - 1/'' •J = o ,. - = -Jj•J ,__., ) - -·! ' ! -· 
b) Con1patÍvel : Dado que todas as distâncias entre grupos. obtidas nos div(·rsos 
estágios do algoritmo de agrupamento. sào do mesmo tipo das distâncias obtidas 
na P iteração (Distáncias entre os indiv{duos). 
c) Contrator de espaço : Dado que tem uma te-ndéncia a aproximar os objetos ao::; 
grupos já existentes, em lugar de formar novos grupos. ou seja. há uma tendênóa 
ao encadeamento dos grupos. 
Segundo a dassíficaçào adotada por Dubien {'\\.arde (1919). a.presentada na. su,·âo 
4.{8. o Af{todo da L1gaçào Sim.phs também P classificado como conirator df espaço. 
\'isto que- o ponto ( ,3,;) = (O. -0.5 ). correspondente aos valores assumidos pelo~ parârnet ros 
3 t' ~-em (4.8), está contido IJa região Ih definida em (-1.10). 
Segundo Lance- e \\'illJams ( 1961). apenas âs duas primeira~ propriedade:; Yerificadas 
c;ào d(•sejánis a um método de agrupanwnto. Porém. segundo l\opp (l97Ba). o fato de 
ser coutrator de espaço. e gprar grupos com formas alongadas. é COH\'f''nÍf'nk em algumas 
áreas de estudo. Seguindo urna abordagem mai::> teórica. Jardine e Sibson (19Gfi) apre-
sentam setf' condições necessárias à admissibílida{lt:" de uma Túnica dt Agrapomt nlo. e 
mostram qtw o -único M{fodo JJ1(rárquico que satisfaz a toda~ elas é o da Ligoçâo Saoplí $. 
Jil Fislwr f' \"au :'\ess ( 1911 ), apH~sen1 am uove condiçôes B{'(('Sc;iÍrias à admissibilidade de 
um algorhmo de agrupamento, e cornparam sete Mdodo8 dt Agrupamento corn relação a 
estas condiçàf!S. Entre as técnlcas comparadas. a da Ligaçào Simplts é a que dcmoustra 
o melbor desemp<·ulw. não satisfazendo apenas a condiçâo denominada ··couruidadf ad~ 
mis..'f/ctF. Também em urna !lnha mais teórica. Hartigan {1981) define grupos de -alta 
densidade·· e mostra que, na deten;ào de tais grupos. o .\!(todo da Ligaçâo ,','imph.; i· 
a8.-ântotl(·amudr conshdt.ni<. 
Do polllo de Yis1a prático. a proprie-dade c) indica que est<"' m~todo tende a formar 
grupos rom pouca honwgeneidade interna. dado a facilidadf' de juntar grupos. Com 
isso. oo; grupos tendem a ser grandes. e as distâncias E'ntH~ os indi\·fduos pertf>nn•xlte::. a 
um mesmo grupo podenJ \'ariar muito. Caso esta propriedade não seja desejada< par<t 
o <:>studo em questào, \Ylshart ( 1969) sugere urna modi:ficaçilo no Método da Ligaçâo 
Sunplu<. que permite ali\"iá-la. De,· ido a tendência de encadeamento quP é inerente a 
esta técnica. sua aplicação geralmente irnpéW umn hierarquia sobre o t:spaço dos objdos 
que não proporciona muitas alternatiYas para a determinação dos grupos. 
Cm exemplo da aplicação deste algoritmo pode ser visto ern Bussab. l\Jiazaki e An-
drade !1990 ). 
4.4.6 Método da Ligação Completa ("Complete Linkage") 
Definição 
EstP método. também conhecido como Màodo do l "i::inlw mai8 Distanft. foi proposto 
originalmente por Soren::;en (1948) e. pela definição adotada para distânciH entre doí~ 
grupo:;. podemos obsen·ar que ele é o oposto do JHtodo do Ligaçào Comphta. 
De-finição 4.14: Sejam 1;, e}-;, dois grupos distintos na iteração associada HO agrupa·· 
mento yk- 1. ou seja,}-~ C yk-l e }·i, C }'k-l. AJi>rn dissü. )'[, = Yi U }~é composto 
pdo::-: dois grupos unidos ni'l itPraç-ão ankTior do pron'sso hierárquico de agrupo-
nwnto. ou seja, }; C }··A- e}~ C Yk. A distância f'ntre os grupos }~ e}·!,. sob{/ 
.\l/todo da L1gaçáo Comphta. é dada por: 
(4.17) 
Como mostrado por Lance e \\'llliams ( 1961 ). a distância entre o grupo Yt,, proveni{'ntP 
da uniào dos grupos }i e r numa iteraç.'lo anterior. e um outro grupo }'~ qualquer. 
da presente iteraçào. pode ser obtida como um caso particular de (4.2). ou seja, se 
}!, = )-; U )~.onde};. }·:i C y.h- e}-~, h C yA--J. a distância entre}~ e}·/, é obtida 
i.om;mdo o,= o 1 = 1/2. .}. =O e;= 1/'2 em (4.2). 
1 j 1 
d,- ,., = ~d,- ,- + ~dy )' + - I d,.,. - J,.,. 1- L c }·;: }'~ c Y, .. 
~" :? "' 2 J<l. 2 '" J'' " "' (U8) 
Como as restrições (.1.3}. O:i = Oj e (4.4). o;+ o 1 + d = 1. estabf'lecidas por Dubieu 
f:.' \\'ank (1979). sào satisfeitas. o Método da Ligação Sintph.~ pf:'rterJce a sub-farnflia bi-
paramétrica ( B ._;) e. tomando o; = 0.1 = 1 /2. 8 = O e ~1 = 1/2 ern (4.8) e assumindo qw:> 
d}-~}-;, < dr;,·v, < dyJl~- a distincia entre}'~ e lb também f. dada por: 
1 
dy y, = ~d,.· ,_. L c L. 
<I " 2 "' J ~ v (4.19) 
Discussão 
Lance e \\.illiams (1967) mostram. de acordo com propriedades apresentadas por ele~, 
qm• estE> método é: 
a) Combinatório : Pois a distância entre um grupo }~. proveniente da uruao dos 
grupos };-e }:í· e um grupo}~. é obtida Jíretanwnte da equaçào (.L2). tomando~sc 
o; =o,= 1/2. 3=0e-1 = 1/2. 
b) Compatfvel: Pe-la nwsuw raziw atribu{da ao método da ligaçào sÍlllples. 
c) Dilatador de espaço : Pois t('m uma tendência a cvusíd('rar os objdos. que ainda 
nào tenham sido agrupados. como bas(" para formaçiw de noYos grupo:.;. 
Seguudo a clnssificaçâo adotada por Dubi('ll e \Yarde (1979), o Mdodo do Ligação 
Compltta também é classificado como dilafa.dm· dr espaço. Visto que o ponto (d.f) = 
(0.0.5). correspondente ao.s valores assumidos pelo:-: parâmetros ,13 e ~1 em (·1.8). está 
contido na região R3 ddi nida em ( 4.11 ). 
Segundo Jardim" e Sibson (l9G8). este método é considerado "mal definido" e. por 
isto. não satísfaz uma das sete condições exigidas por ele~ à admissibilidade de um algo·· 
ritmo de agrupamento. De acordo com Fisher (' \·an T\ess (1971), o AHtodo da Ligaçào 
Com_plda não satisfaz duas das condições exigidas por eles. tendo assim. o segundo llH:'-
lhor dest:'mpenho entre os métodos comparados. Hartigan ( 1981 ), mostra quf' est<.' método 
é inconsistente na deteççào dE' grupos de .. alta densidade ... Já lv1illigan ( U)SO) vf'rifícou 
empiricanwn1e que este método é muito sensÍvel à presE>nça de \'a.lores aherrantPs e. se-
gundo Kopp (Hl78b). ele tem a deS\'antagem de poder produzir agrupamentos diferentes 
quando a díssirnilaridade minima oçorre para mais de um par de grupos e, é necessário 
escolher um para ser unido. 
Do ponto de vista prático. a propriedade c) indica que este rnétodo tende a formar 
mais grupos pequ(~nos (' <·ompad.os. Com isso. os grupos tendem a possuir uma rnaior 
homogeneidade interna, -visto que dentro dos grupos as distáncias são peq~lE'!lML Isto t? 
importante poís geralrnent.e possibilita maJores alternatiYas para a definição dos gn1JWS. 
ou seja. a apJicação desta técnica impõe uma h·icrarquia sobre o tspaço dos objffo8 qu(' 
proporciona uma boa caract.erizaçào de um número variado de agrupamrntos. 
t:m exemplo da aplicação deste algoritmo também pode ser visto em Hnssah. :\1iazaki 
e Andrade (1990). 
4.4. 7 Método da Ligação Média (" Average Linkage") 
Definição 
Este método. também ronlwrido como Mr.'todo da." Múlw.~ das DisiÚIH'tas. Mdodo da 
jJld-ia do . .,. LigaçàLs e Mltodo d(l M{dw dt" Grupo. foi proposto oríginalmenít" por Sokal 
e .\'lidt('Jll'r ( !958). Porém. para ficar wai~ df• acordo com a tradução dada noé'- métod<Js 
quf.' abordamos anteriornwnte. vamos chanJ.á-lo de Ai/lodo do Ligação AHdia. 
Definição 4.15; Sejam ) ~ e}(, dois grupos distintos na iteração associnda ao agrupa, 
mento yk~l. ou seja. Y(J C yk-J e}'/, C Yk-J. Além disso. lb = } ; U }-~ é compo:-to 
pelo;., dois grupos unidos na it.eraçào anterior do processo hierárquico de agrupa-
fll<''n1o. ou seja. Ji C Yk e Yi C yk_ A distância entre os grupos }~e J-í,. sob o 
Mltodo da Ligação ;\/(dia. É' dado por: 
( -L!O) 
('orno mostra do por Lance e \\.illiams (] 96í ). a dístâucia Pll1 re o grupo } /,. prov(·nír·ut ~-
da uníâo dos grupos Y, e } i rnnna iteraçã.o anterior. e um outro grupo } ;, qualquer. 
da prE'Sf'Illt" ikraçào, pode Sf'T obtida CODlO um raso particular de ( :t:n. OU seja. S<'' 
\
> }' }' d }' }' c }'À }' }' c }'K-l I' t' . t }'' }' • I t' I -b = -, U ,. on e i, 1 - e "' o - , a (JS.a.nna en.n· "e "6 f' O) J(,a 
tmnando n; = .:0l.-_ ay = :.t_ 8 =~~=O em (4.2). "1- ,,,_ ' 
li c li: l; c l b· ( 4.21 i 
Este método so satisfaz as restrições (4.:3) e (4A) se Oi = & = o.1 = ~. Caso 11/, r.p 
isto ocorra. o Jfitodo da Ligação Simphs pertence a sub-fam.iÍia bi-pararnt'trica (d. -1 ) e. 
tomando o, = nJ = n . . 3 =f =O em (4.8) e assumíndo qtw dY,l~ < dvo1·, < d1·~)-,. a 
dist áncia entre } ~ e )-i, tnmbém é dada por: 
Discussão 
De tt("ordo com Lance e \\'illiams ( 1961) f'Stt' método Ç: 
a) Combinatório : Pois a distância entre um grupo ){.. pron-·nicnte da umao do~ 
grupo::- } ; c}-~. e um grupo}-;,.(, ohtida diretanwnk da equação (-l.2). tumando··sc 
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b) CompatfveJ : Pdél nwsma razào atríbuida ao método da ligaçào sirnple~. 
c) Conservador de espaço: Pois não apresenta tt'ndência maior uem de s!:'r contrator 
d{' espaço e nem de ser dilatador. 
Segundo a classificação adotada por Dubien e \Varde (1979). o Mdodo da l.f.qaçâo 
M/dm. pélra n 1 = nJ (não ponderado). também É' classificado como Con,'w:rcador dt 
Espaço. Visto que o ponto (J.)} =(O. O). correspondente aos \'alores assumidos pelos 
paúírnetros /3 e ~1 em (-L8). está contido na região R1 definidn em (4.9). 
Segundo Jardine e Sibson (19()8). dentre as sete condições exigidas por eles. est('• 
método não satisfaz a condição de ser uma "transformação conti-nua·· do~ dados. Porém. 
esta condição. exigida por JarditH' e Sihson. é muito criticada por Cormack (1971) e 
Gower (1971). Hartigan (1981). mostra que est<~ método também é inconsistt:nte na 
detecção de grupos de 1:alta densidade''. Porém, Milligan e lsaac (1980}. em um estudo 
comparativo que envolw os trê-s métodos abordados neste trabalho. classificam o Jfétodo 
da Ligaçâo M{dia wmo o melhor. Ainda segundo Cormack (191'1 ). este nétodo só dn-e 
ser utilizado com distâncias. para as quais. haja sentido st~ obter médias e. segundo h:opp 
(1978c), o mesmo tira proveito da homogeneidade do Mitodo da Ligaçào Compo,,.,ta e da 
(•stabílidade do Mitodo do Lígaçôo S'imphs. 
Do ponto de vista prático. visto qut:' não tende nem a formar grupos pequeHos e 
compactos (.\f/todo da Ligação Comphta) e nem grupos grande" e lwterogêneos (.\fdodo 
da Ligaçiío Simplfs). este método é mais dependente da es1 rut'ura existente nos dados. 
fm exemplo da apli<"a-çào deste algorÚmo também pode sn \·isto em Bmsab. \1iazaki 
c- Alldrade (1990), 
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Capítulo 5 
Aplicação e Considerações Finais 
5.1 
f 
Resumo do Capitulo 
Este Capft ulo faz uma aplicação da teoria desenvokida nos c-apÚulos anteriores e 
apresenta algumas disc-ussôcs. <:ondusôes e perspectivas qu<' complementam o qu(' já foi 
detalhadamente apresentado e discutido ao longo desta dissertação. 1\a S('Çào 5.2 é feita 
uma aplicação. discutidos os aspectos computacionais relacionados à rne-sma e. apresen-
tada urna análise dos resultados obtidos. Já a seção 5.:3. na verdade. F: um complem(~Illo 
das conclusões e discussões inlciadas no corpo ck cada capft ulo 
5.2 Aplicação 
5.2.1 Considerações Iniciais 
Ao chegar o momento de realizar uma aplicação da técnica utilizad<.t. yue neste caso 
é de fundamental importântin visto que estamos diante d1:• unw abordag('m noYa para o 
probkma de agrupamento com mistura.~. deparamo-nos com dua_;:.; alternati\·n5 passi'veis 
de ~erem adotados: C rna é a simulaçào de um wn_iunto de dndos onde fossern rncnsuradas 
tanto ,·arián:ís cat('góricas quanto conti.nuas. e a outra é ennmtrar um conjuntu ck· rhdos 
n_•aí:- que possui'sse este rwrfil e. no quaJ fizesse sentido a obtençiio de agrupamentos. A 
primeira altematíva poderia ser (tdotada. dado qtw a maioria dos pacotes e-xistcutes pos· 
stwrn gentdores de- dados tanto de distrilmiçóc;..: coJJtfuua;; quanto de categóricas. Pon··m. 
neste caso, no.~ d('parariamos rom a falta de sentido prátiro às iul.;"rpret;·u:;&•s dos re-
sultados obtido~. além da necessidade de sermos abrangentes na escolha dos rnodrlos a 
simular. A segunda, em rdaçào ao caso de sirnui<H;âo. possuí a vantagem de proporrionar 
aos resultado~ obtidos um maior significado prático. 
Diante clf•ssas alternRtivas. optamos pela segunda por considerarmos importauie a 
in1.erprctabilidade dos rt"sultados obtidos. Com isso. partimos à procura de um wnjunto 
de dados qtw po%u~sse tanto \'ariáw~is categóricas quanto wntinuas e, al~m disso, qu(· 
tarnlx;m fizesse s<:•niido o a-grupamento dos indivÍduos. 
5.2.2 Aspectos Computacionais 
Considerações Iniciais 
Quando se fala em agrupamento de dados onde foram mensuradas apenas Yana\"E'Js 
continuas, a quantidade de pacotes computacionais existentes à sua realizacã.o é bastante 
ramá\·el porém. quando se deseja agrupar dados onde foram mewmradas tanto variáyeis 
continuas quanto cat<~góricas. é necessário partir para a programação. Isto ocorre. basi· 
camente, porquí, estes pacotes nào possuem, ímplerne-ntado. nenhum coeficiente Jç- dissi-
milaridade para esiE' caso. Alé-m disso. como estamos trabalhRndo com uma E:rhusáo da 
Distância de Mahalanobis para misfur·a.s. proposta neste traballw, a necessidad~· de pro~ 
gramaçào torna-se óbYia. Porém. como discutido no capitulo 4. existem \·ários métodos 
hierárquicos que estão disponi.veis na maioria dos pacotes existentes e que, desde que 
possamos ddinír o ('oeficiente de distáncia com o qual prekndemos trabalhar. podem 
perfeitanwnt(' realizar os agrup<Hlle!l1os para o raso de misturas. Com isso. o nosso na~ 
balho passa à utilizaçào d(" um vacote qui" possui'\ alguns de,sco; rn~todos hí('rárquicos 
implementado;-; (• qu~;• tenha. como base à aplkaçào dessas tén1icas. a opção da eu1nHlo 
de uma matriz df' distâncias ao ÍnYé::- d(' só admitir a matriz de dado:-; originais. Além 
disso. é necessário que estf' pacote posssua um ambiente de progrmuaç·ho dlcit.•nte. parn 
que possamos dd-iuir o codicientf' coru o qual prt'tendemos trahallwr. 
A Utilização do SAS 
Devido a sua grand(' ut \Hzaçào no meio cientffíco. a existência de urn JHOn·dirnento es-
per{Jico para A uálisc dt Agrupamr nto que possui 1 O métodos hlerárquiros implementados. 
a possibilidade d<' definição de qualquer coeficiente de distàn<ia por meio de programaçào 
e a opçà.o df' entrada. para o processo de agrupamento. d(~ uma matriz triangular infe-
rior de distâncias em lugar dos dados mensurados para cada individuo. a utilizaçào do 
SAS tornou-se a opção mais recomendada pa.ra este ca.so. Além dos argumentos apre-
f.:('ntados acirna. o SAS possui um arnhi(~nte próprio para orwraçf>es E·nvolYendo matrize~. 
chamado PROC IM L. Valf' salientar que isto ê mui10 importante pois. aoS{' progrnmar 
de forma matriciaL otirniza-se o ternpo de CPV gasto e. ao mesmü tempo. possibilita 
urna programação mais dara e elegante. 
Ainda com rdaçào às facilidades apresentadas pelo SAS. Ya]e salientar que o PROC 
I:ML pt•rmite a programaç__ào por meio de funções, o que proporciona que um número 
menor de \'dores e matrízE's fiquem armazenados na memória durante todo o tempo de 
ext'cução do _programa. Isto ocorre porque o SAS trabalha çom os refmltados oblidos 
uas funçÕ(•s, çomo locais. ou seja. eles ocupam a memória do micro a.p<2nas durante a 
exeçuçâo da funç.ào excE'to. obYiamente. os que são retornados ao programa .Principal. 
Além dísso. Yale salientar que a programação por meio de funções torna a leitura do 
programa maís clara. -..·is1o que os cálculos auxiliares são realizados nas funções, fínmdo 
o corpo principal do programa composto apenas dos resultados mais importantes. 
5.2.3 A Análise de um Conjunto de dados 
Descrição do Problema 
Como UHlil aplicação à teoria dt:~S('D\'OlYido nesta dissertação, vamos utilizar dados dos 
('Cnsos demográHco e índustrial dos anos ck 19GO. 1970 e 1P80 referentes aos munidpios 
perlf>rHTuies a região nwtropohtana d(' São Paulo. Estf';; dados I'Stào rela,rionados a 
f•s1 rn1 ma da diniimica demográfiça. econômica e social de :~G munidpios. caractcrizad;, 
por :l.) \·ari~n;•j;.:, continuas. Al~m dessas variáYeis contÍnuas. foi incorporada uma dassi-
firaçào desses municÍpios. em categorias, obtida por um pesquisador da <Írea. Para f'Íeito 
de análise. Yamos incorporar esta estrutura de classificação corno uma \·arián:-l categórica 
e obter o agrupanwnto dos munídpios utílizando as Térnica8 llifrárquica8 discutidas no 
Capitulo 4. Vale salientar que o coeficiente de distância utilizado será a E:rfutsâo da 
Distância dt .Hahalanobis para misturas, descrito no Capitulo :.1. A idêia é t-entar obser-
Yar a rE'lação existente entre a classifícação atribuÍda pelo p(:'squisador e o agrupamento 
obtido. 
Com relação as 25 varlii\·és continuas. proYenientes do censo. su<1s de.scriç(iE':-: são a~ 
seguíntf's: 
• :\1IGH _PE?\ : PorcE'ntagern de oç-upados que trabalham fora do munidpio de residf.ncia 
atual em 1980; 
• CRES_60_ e CRES_70_: Taxa de crescimento populacional nas décadas de 60 e 70. 
respecti vanwnt e: 
• PEA_lS:\1 :Porcentagem de PEA quE' recebia até um salário minimo: excluindo os 
-sem rendimento': ~ os ~·sem declaração'', no censo demográfico de 1980: 
• PEA5EC e PEA-.SE70: Porcentagem de PEA que trabalhava no setor secundário 
nos n•usos demográficos de 1980 e 1970. respectiYamente: 
• AGCA e .ÁGrA70: Porcentagem de domidlios com acesso à rede geral df' água 
(com ou sem canalização Ülterna) nos censos demográficos de 1980 e 1970. nspec-
1ivanwnte: 
• u-z e LrZ70 Por-<:entngem d<-· domlcflios ligados a rede de energia dt~ti·iça (so" 
rnent e domicflios com medidor} nos n·nso.<> demográficos de 1980 ~, 197fL rc~pect i 
• ESGOTO{' ESGOTO/O Porce-niag('m rle domicilio:-: qm• esl-i'l\·aw ligado~· a ;wk 
geral d0 esgoto ou que possufam fossa séptica no~ censos demográfkos de 1980 e 
1970. respectiYamentt': 
• ALFGADO e ALUGA 70: Porcentagem de dornicflios alugados nos n'nso!:' clc-
mognifico;.; de 1980 e 1910. respectiYarnente: 
• PEA_TEíO : Porcentagem de PEA <pH·' trahalhaYa no setor terciário no censo 
demográfico de 1910: 
• E\1PREG : Porct>ntagern de PEA (com trabalho e/ou desernpregados) no muJücfpio 
no Censo demogr;ifl('o de 1980: 
• \'TI e \'TI/O; Participação percentual no valor da transformação industrial (\'Tl) 
da região metropolitana de São Paulo nos censos iitdustriais de 1980 e dr 19/fL 
respectiYamente: 
• PEPOP80 e PEPOP70: Participação percentual na população da regiào metropoli-
tana df· Sào Paulo nos censos industriais de 1980 e 1910. resp('Cti\·amente: 
• PORTE e PORTE70 : hldicador de portf" das indústria~ (razão entr<' YTl f'> o 
número de estabelecimf'>Jltos industriais) nos censos industriais de 1980 (~ 1970, 
resp<"·ct.ivament e; 
• CBE_DOiv11 :Crescimento do número de domidlios na d<:rada de 70: 
• \HGfLTT : Índi<e- de eficácia rnigratóría (razão entre migração liquida e migração 
bruta) para a década de 70: 
• DE_D(l\1I70 ; Densidade dorniciliar uo ceuso demo§rráfico de 1980: 
Quanto a variáw-1 categórica im:orporada, denominad<:1 CAT, os seus nin'Ís P signifi, 
cados correspo!ldcnt(•s estiw dados abaixo: 
9(i 
Resultados Obtidos 
categoria i significado 
--·-i--·- ·-----
0 i liHluRt.riaís 
2 
Jndustiais/ Dormi torios 
Dormitórios I 
j Dormitórios 11 
I Agrfcolas 
Em uma análise mais _geraL obstTVtmdo os dendrogramas apresentados no AJH:nrlin 
fJ. podemos fazer as seguintes çonsideraçôe~: 
Com relaç·âo a caracterização de grupos de municfpios. podemos ver que o agrupa-
mento obtido utilizando o Afltodo da Ligação Complrta é o que nos dá maís altE'rnatÍYas 
à definiçào de grupos. Por exemplo. se considerarmos a distância máxima de 71.00 como 
o ponto para definição dos grupos. podemos visualizar três grandes grupos separados por 
dois munidpios. Além disso, se formos diminuindo este valor gradativamente. a procura 
de um agrupamento mais adequado. poderemos YÍsualizar a formação de um número 
maior df' grupos, de certa forma, bem caracterizados. o que jndica quf' os munidpios 
quf' ainda nào foram unidos tendem a ser tomados como base para a formação de no,·o.s 
grupos. Vale ressaltar que· esta tendéncia é esperada quando da aplicaçào deste m<:'todo. 
y]st.o que ele i: definido como dilatador dt rspaço (ver discussão na $fÇào {{6). 
Corn r(:'laçào ao agrupamento produzido pelo :\Htodo da Ligaçâo /3unplr.s. pod('mos 
H'r <JlH' a tend~ucia dr' e-ncadeamento dos munidpios_aos grupos j<i existenlf·s. 0 C'Xtrema-
nwnte- eYidente pols. ct partir da dístáncia mfnima de 38. i. nada menos que 26 munícipio:-
foram Prwadeados um a um. ao único grupo existente a este nin:L Vttk ressaltar que est<1 
íendér1cia é esperada quando da aplicação deste método. dadu que ele i: ddinido corno 
contrator df tspaço ( \'E'f discussão na su;ào f..f.-5}. 
Cmn relação ao Mdodo da Ligaçiio ,U{dw. se considerarmos a dístáJJCin mf>dia de ()(J 
e fornws dimiuui11do gradativamente este valor. podemos ohserH1r que h<1 un1n formaçâ(/ 
d(-' um nunwro major de grupos. de çerta forma. bem çaracteri?;ados. o que indiçaria 
uma t.endência a sf'r dílatador df u;paço. como observado para no Mitodo da L1-gaçáo 
Comphta. Todavia. sr- formos aumentando gradatin1.mente a distância média, a partir 
do valor 60. podemos observar qut> há um encad('arnento um a um dos 10 munic{pio;;. 
CJU~' ainda nãü lwviam sido juntados a nenhum dos grupos existentes. o qw: podemos 
interprf'tar como uma tendência a ser confrator rir espaço. con1o observado para o 1\J{todo 
da Ligaçiio Simples. 
Diante das considerações feitas acima. em função dos dendrogramas obtidos. sugeri-
mos. para efeito cl(' análise a adoção do agrupnmento produzido na distância rnPdia de 
7L aphcando o Mdodo dn Ligação Completa. Esh' agrupame-nto produz o~ ciw:o grupos 
descritos abaixo (entre pa.rênteses se encoHtro o núrnero referent(' a da~sífiçaçào obtida 
pelo pesquisadorj: 
Grupo 1: .-\rujá (4), Barueri (2). Santana do Parnaiba (4). Diadema (2), Santo André 
(0). EmblÍ (2), Juquitiba (4). Taboâo da Serra (2) e São Caetano do Sul (O). 
Grupo 2: Franco da Rocha (:3). 
Grupo 3: Biritíba~Mirim (4). Salesópolis (4). Francisco l\1orato (2). Itapecerica da 
Serra (2). ltaquaquecetuba (2). Mogi das Cruzes (2). Ribeirão Pires (3). Cotía 
(3). Jandira (4). Caieiras (:3). Poá (3). Pírapora do Bom Jesus (4). Suzano (2J. 
GuarullJOs (l ), Osa::wo (l ) . .\Iauá (2), e Guararenut (.f L 
Grupo 4: Carapícuiha (2) 
Grupo 5: Cajamar (3), ltapP\'i (3). Emhú-Guaçú (·-1). Ferrilz de Vasnmçe\os (2). i\lairi· 
porã (-~L Hio grande da Serra (:1). Santa lsalJ('l (4). Silo Bernardo do Campo (JJ_ 
Observando os munic[pios dispostos nos grupos e a dassif1caçiin as~;urnida pdo fH•squisadü~ 
(números Pnt n: par0JJt-eses ). podemos n·r que não I! á rnuit a rowordáncia. t ·ma t'XplJçação 
para isso. ~wgundo estudiosos no assun1o. serio que alguns dos indiutclores nwnsurndo:-
nAo eram os mais ad<·quadus ('.além disso. algumas vari<-Ív('i~ importantes não pud('fitlll 
ser indufdas. Vai~, salien1 ar qut> o nosso objetiYo não é o de expressar urna decisão fíual 
sobre a Yalidadf' ou não da da.ssifira~·ão utilizada pelo pesquisador. At.é porque. como 
já dissemos anleriormentf'. nâo existe a ''melhor Técnica dt Agrupamrnlo-, existf• sim. o 
agrupanwnt.o mais a.d1:'quado a unw determinada situacãu. 
5.3 Considerações Finais 
5.3.1 Discussões e Conclusões 
A partir dos resulta dos apresentados nesta dissertação. podernos dizer que a Ertf. 11/iâo 
da Distáncia d( Mahalanobis pam rnistura,<> possui um potencial enorme para a sua uti· 
lizaçào. Pois n expre:;.;sào em blocos d(;'sta distância permite que os mesmos possam ser 
usados conjuntamente. ou separadamente. YÍsto qm~ podemos até utilizar apenas alguns 
deles para obtermos agrupamentos. Porém, a falta de um trabalho comparativo efi-
ciE'ntf\ com respeito aos outros coeficientes descritos no CapiÍulo 3. restringe os nossos 
comemários. com relação as possfveis \·antageus desta extensão. ao campo da abstração. 
5.3.2 Perspectivas 
As perspf•ctivas de cout inuação deste trabalho. na verdade. dão um sentido mais amplo 
ao nw.smo, e há assuntos que merecem estudos complementares. 
Prirneiramcnte, pretendemos fazer um estudo mais det all'Jado com rclaçào a ut ilízação 
da E:rtcnsâo da Disfâucm d{ Molwlouobis aqui proposta. Bem como enudar as vaJJlél-
gens de utilizaçào dos blocos separadamente. Outro ~·studo qu{' pode ser feito é com 
rf'Jaçào a inflttf.Bcia de pontOS Jiscrepallt('.<.; sobre E'Sta E'Xf<.'fl'-iJO. r ma Jinl"Ja d(' pes.quiSi-l 
qtw se abre é. sem dúvida. a de uma Yalidação mBis ampla. por meio de sirnu!açóes. da 
utilização deste coe-ficiente nos .\1dodos dr A.grupananfo aqui niilizado:->. Outra linhn 
nâo menos interessan1.(· qnf" fl primeira é. sem dúYida. ataçar o prohlt·ma de nào re-
aJonu.;ào de indivi'duos j<Í agrupados. inerent(' aos .Ue'todo.-. li/(rrir·qviw.~. ;\estt" sernído. 
!N 
nos f'ncarninhamos na dirE'çâ.o dos AUtodof:i /1/ão Hierárquico,~.;, onde os pontos sem{'ntPs 
( caradf•r;sticos dos .\Utodo." i\"à.o Hu rárquico,s) podem s('r ohtidos utilizando--se o critério 
das densidades das distimcias. Além disso, pode-rnos rediscutir a forma dC' realocaçào dos 
jndiYi.duos e redefinir o que é urn centróidf'. Ainda com rdação à extensão desse estudo 
aos Mdodos Sào HieránpJicos, seria interessallte incorporar os parâmdro.':i dt união f 




Algebra Matricial: Notação, 
Definições e Propriedades Básicas 
A.l Considerações Iniciais 
?\este Apêndice especificamos a notaçáo utilizada nesta dissertaçào para o trato com 
estruturas matriciais e vetoriajs. Isto é importante pois po5sibilita um maior entendi-
mento de todas as e-xpressôes contidas neste trabalho vislo que. na literatura. existem 
notações diferentes. Além disso. apresentamos algumas definições e re.sultados básicos 
de Álgdn·a Jfatncial que são usados neste trabalho. Fm estudo mais detalhados dest(' 
assunto. pod<~ ser encontrado em Graybll1 (1969). lv1ardia. Kent e Bibby (19í~)) e Searle 
':S~ . (.l'l "') 
A.2 Notação Utilizada 
Adotamos. com relaçào as estruturas matriciais e/ou vetoriais. a seguint<t· notaç<io: 
X= (1· 1.~) = (x(w .... x(n))1 = (xL .... x1): Denola a matriz de dados com n indidduus e 
q YariAn·is.l =L .... n e j = J .. ..• q . 
. r;J: lknota o valm obsnvado da j-f.sirno vari<'Íw'l no i-ésimo imli\·fduo . 
•• 
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Xj = (:r 11 , ..•• :r,j)': Denota o vetor (coluna) formado pf:'las ohs('rvaçôes da ;-ésirna 
varián:•l nos 11 individuos mensurado:-;, j = 1 ..... q. 
X(t) = (:r, 1 ••••• Xiq): Denota o vetor linha formado p('las observaçües do 1-ésirno io-
di\·{duo nas q variá,:eis mensuradas. i= L ... . n. 
Y = (X(l)l Xi2)): Denota uma matriz formada pela cmKatE'naçào horizontal da;;. sub-
matrizes X(1l e Xí2l, que precisam possuir o me1mm núnwro de linhas mas. que 
podem ter número de colunas diferentes. 
X(i) : Iknota a partição i. con1 n,. individuos e q \·arián,is obs('rvadas da matriz d(' 
dados X. i = 1, ... , k. 
x;i) : Denota a partição ·i, com n, individuas. do vetor (coluna) XJ- Possui dimPns.c'w 
TI X 1. 
On Denota um vetor (coluna) nulo, de n elementos. 
1": Denota um \'etor (coluna) de uns de n elementos. Taml:0m chanJado vetor soma. 
J, : Denota uma matriz de uns d<' dimensão n x n {ver D(finiçiio .A.JJ). Também 
chamada matriz soma. 
In :Denota uma matriz identidade de dimensão 11 x n. 
IX i: Denota o dete-rmiuantf' da matriz X. 
x-·l :Denota a inversa de X. 
x- : Denota a inversa gerwralizada de X. 
X' : Denota a transposta de X. 
x: Deno1n o vt:tor (coln11a) das médias amos1rais. ou sejB. vetor formado pdas médias 
de cf!da variáYel nos n indi\·{duos obsetTado;,. 
10~ 
xUl: Denota o vetor (coluna) das médias amostrais nos n, indivfduos da partição i . 
. i·,< De-nota a média da j~ésima variável nos individuas obsen"ados. j :::::: L .... q. 
H,_,: Denota uma matriz de- centralização de dimensão 11 >. 11 (\·f'r !Jfjiniçào A.lf< ). 
' 
A.3 Definições e Propriedades de Algebra Matricial 
Inic-ialmente. vamos introduzir dois conceitos de Algtbra Matricial que têm uma 
aplicação importante para a forrnulaç.ào de muitos dos coefirientef; de distância ex1s-
tentes. 
Definição A.l: Sejam x = (J· 1,.1·2 ..... :rq) e y = (/!l·Jil·····Yq) dois \Ttores linha 
dP mesma dimensão. O produto intrnw dos vetores x e y. denotado por (x.y). f-
definido corno: 
q 
(x. y) = xy' =L :tkYk (A.!) 
k=l 
Definição A.2: Seja x = (.r 1 ,:r2 •... ,;rq) um vetor linha qualquer. A norma L 2 (ou 
comprírrwnto) do vetor x. denotada por llxllz. é definida corno: 
(:\.2) 
Vamos generalizar a uorma L'l. de duas formas. Aute::o. pon~rn. con;;ideremos as 
seguinu•s chdiniçõe:-:: 
Definição A.3: l 'ma mBtriz quadrada X dP dinwnsàü p "'<pé dita simdrira se. p só 
se. X = X'. ou seja . . "tij =::r_~,- V i.j =L .... JJ. C'a.:;;o mnuário. é dita ossimánca. 
Definição A.4: r ma matriz quadradn X;_, di1a stmi-df.fi'nida posilira H'. e BÓ Sf'. X i: 
simétrica e yXy' 2:: O. para todo V('tor linha y #O. tal qu(' a igualdade ocorre para 
ao nwuos um vetor y. Cnso yXy' >O. Vy f O. X<·· di\a d1_finida posiin•r1-
10Cl 
A primeira generalização da norma L2. chamada norma LB. é dada pela utilização 
da norma L2 pondrrado por mna matri::. B posifH'a drfinida. 
Definição A.5: Seja x = (:1· 1.J·2 •••.• J'q) um vetor línha qualquer e B uma matriz 
positiva definida. A norma LB do n:-tor X. deuo1ada por llxlin~ é definida como: 
ilxlln = v'xBx'. (A.:3) 
O segundo 1ipo df' generaJízaçào da norma L2 é obtido utilízando o conceito dE' norma 
Definição A.6: Seja x = (J· 1 .x 2 ~ •• ••• r9 } um \'etor linha qualquer. A norma Lt do 
vetor X, denotada por jjxjlp· é definida como: 
(AA) 
Para daT pesos à5' contrihuiçôes das variáveis em (.4.4 ). vamos introduzir a definiçâu 
de norma [p ponderada por u·m -rdor w. a qual \'amos chamar de norma Lw. 
Definição A. 7: Seja x = (:r1 , .r2 ••.• , :rq )1 um vetor linha qualquer e w = ( w1• w2 •.•.• u·lf )' 
um vetor de pesos . .A norma Lw do n·tor x. denotada por jjxJJw. é definida como: 
Com rdação às estrutura~ ma.tri<"iais. alérn das Drfúuçõu· A .. S r A.4. vamos df•sta('ar 
as seguintFs: 
Definição A.8: r ma matriz quadrada X de dirnensào q X q;, dita diagoual e denoiada 
por diag((.r 11 • . r 22 . ... ~ J'q 1Y) se, f' s6 se . . r,J =O V i #- j (• i.j = L ..... q. 
Definição A.9: l'mn matriz diagonal X de dimensão q x q (>dita idrnhdarh e dn10tada 
por IfJ se, c ;.;Ó w. X = diag(l,1 ). 
1 ().j 
Definição A.IO: t·ma matriz quadrada X de dirnensào q x q i? dita ortogonal se. e só 
se. X'X =XX'= Ir;. 
Definição A.ll: F ma matriz quadrada X é dita idcmpoftrlff se. e só se, X 2 =X. 
Definição A.12: l·ma matriz X simétrica e idernpotente é dita df projfçâo. 
Definição A.13: rnw matriz quadrada X 1: dita não singular se. e só se. lXI #O. 
Caso \anuário é dita singular. 
Definição A.14: A írttfrt;a de uma matriz quadrada X. de dímensào q x q. existe se.\' 
só se. X é não singular. Caso exista da f. tinica, sendo denotada por x- 1 . e sati:-;faz 
a sequinte condiçã.o: 
xx-' = x-'x = 1, . (A.6) 
Definição A.15: Seja X uma rnatriz qualquer de dimensào 11 x q. Apesar de geralmente 
não ser única. uma invasa gwtTa]izada de X, denotada por x-. sempre existe e 
satisfa.z a seguinte condição: 
xx-x=x. {A. I) 
Definição A.16: Fma rnatriz X = (.TiJ )_ i = L .... n e j = L ... , 1 E-Xpressa em fun~·ào 
de sub-matrizes Xu de dimensão TIJ X ql' xl2 de dimensão H r xq2, x21 de dimensão 
n2 x q1 e X22 de dimensão nz x qz onde n1 + nz = n (' 11 + 12 = q. é dita parfi('iorwda 
e esnita como: 
Corn n:•lação a uma matriz X particionada como na Drjl'niçiio A.lfi t<"mos_ s,.~gundu 
resultado:; dados em ~-lardia. h.J;>nt e Bibby (1979), pâg. 450. q1w 
Proposição A.l: Dndo que X 6 uma rnatriz part.icionada romo na ddiniçào anterior. 
{'Blào: 
lO'\ 
a) O Sf'U determinante pode ser expresso como: 
b) Se todas a;.; inversas necessárias existem, então a inYersa de X pode ser particíonttda 
como: 
-(Xn -X1zX2iXz1)~1 X12X2i ) 
(Xzz ~ XziXI{XIzl-1 
(A.9) 
-X11 X1zx;; ) 
(X22 - X21XifX12)~ 1 
íA.!O) 
Definição A.l7: r ma matriz quadrada. de dimensão n >< 1L é dita soma('' denotada 
por Jn se. 
J, = 1, 1~ . íA.Il I 
Definição A.l8: r ma matriz quadrada, de dimensão n X 11. é dita d( C(n/rali::açâo (-' 
denotada por Hn S\', 
íA.Il) 
Com relação a J"natríz H,. Yak a pt•na rE'"ssaltar os seguintes resultados: 
Proposição A.2: Dado que Hn é uma uwtri:: de- cultrali::açiio, são '-'Úiidas as S('guint<'s 
propri~·dades: 
a) H, é 8imdric11. 
1 (I(; 
b) H1, é idunpofrnff. 
d) H,.X = X - l,. x; 
Esta::> demonstrações são trivia.is e1 por isto. st•rào omitic!as.0 
A propriedade d) é mui1o importante ern análisE' de dados. poís ela nos diz que pré-
multiplicando X por Hn reescrevemos cada elemento da matriz de dados X. como um 
desvio da m6dia de sua variável correspondente. ou seja. X passará a ser urna matriz 
escrita de forma centralizada. Esta propriedade de ('entralizar a matriz de dados justifica 
o nome de ma.tri:; df ctnlroli:::açiio dado a H,1 • 
Utilízando a Dr:finiçâo A.l61 podemos particionar Hn da seguinte forma: 
H,.= ( 
onde. para n 1 + n 2 = n , ternos. 
(c\.14) 
Podemos olnwn·ar que as sub-matrizes Hn,. i = L 2 shü escritas de· forma símilar a 
H, (v{'r Lhfiniçào A..18). Porém. com relaçà.o as propriedadrs n'rificadas parn H,, (ver 
ProJwsiçiw A .2}. podemos observar quf' fi úníca nílida pari! as sub-matrizes H.,, . i = l. 2 . ' 
é dada a baixo: 
Proposição A.3: Dado que H.,, é uma m?Jri:: dt cç_1~rah:eçáo p<utici~mada coruo em 
(A.B). ondt· O< n1 < n <'O< n2< n. as sub-mntrize.'O H,,,< i= 1,:? ~iw siwúric;.;:-;_ 
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Também omitiremos por ser triviaL o 
Já com relação às outras propriedades observadas para Hn. podemos verificar que as 
1nesma:; não sào válidas para as sub~ matrizes Hn,· i = 1, 2, Para tanto. consideremo~ os 
segnúltes contra-exemplos: 
bl) Hr,,· i= L2 não são matriu•s idempotentes. 
H;,, [I,,~ (l:,l,J-1J,,] X [I,,~ (1:,1,)-'J,,] 
!,1, - 2(1~),)~ 1 J,,, + (1~17,)~ 1 0;,ln)~ 1 J,.,Jr,, 
[{l~l"t 1 fl;,ln)~ 1 -2](1~1n)~ 1 Jn, 
-1- H \I~J'' r n,· l- .~, 
::::} Hn,, i= 1, 2 não são matrizes idempotentes, 
dl) H Xlil = Xl11 ~L xli 1' n, ,; '1 
H Xiil n, [I,,- (l:,l,)-1J,,,]XI
11 
1 xu1- 1, x~i)' 
10~ 
Apêndice B 
Definições e Propriedades de 
Variáveis e Vetores Aleatórios 
B.l Considerações Iniciais 
?\este Apinditt são dadas algumas dtfiniçôcs e proprúdadts básicas de Probabili-
da de e Infalinria. que são necessárias para o trato com as variáveis e vetores aleatórío.s 
abordados nesta dissertação. Um estudo mais abraugente. eom rdaçã.o as definições e 
propriedades probabilisticas, pode ser visto em .Johnson E' Kotz (1969). Rohatgi (1967) e 
Jarnes (1981). Com rela\·ào a parte inferenciaL Mood. Graybill e Bocs (197-1) e Bíckel e 
Doksum ( 1977) são recomendados. 
' 
B.2 Definições e Propriedades Probabilisticas e In-
ferenciais 
lrücialrnente. vale salientar que a notação utilizada para H'1ows e varián•is a.katórias 
X = (X;) : Dnwta um Yetor aleatório contendo q \·ariá\'t:'is. i = 1, .... (j; Vq E S. -
lW! 
Definição B.l: Crn vetor X= (X1 , ••. , X,.,) cuja:.; componentt•s sào tmridrcis alwtária," 
' 
definidas no mesmo espaço de probabilidade (fL A. P). é- chamado alratório. ou 
Y<'lriáYel aleatôria n-dimensional. 
Como nesta dissertação trabalhamos com misturas dC' varián•is. vamos considerar a 
definição abaixo: 
Definição B.2: Seja ll'= (X'.YT urn vetor aleatório onde. X= ()(1 ..... Xq)' é um 
~ ... ,.._ .... 
Yetor alE'atório tal quE' todas as suas compmwntE's sào \·arüh·eis aJeatórias de um 
certo tipo e y = (Y1, .... Y~)' é um Vt'f.or aleatório tal que todas as suas rornponentes 
sâo df' um tipo diferente das de "2·. então. 12' é chamado misto. 
Outra definição irnportmrle é: 
Definição B.3: Suponha que um experimento é repetido n vezes independf'nt.emente. 
Cada replicaçào do experimento termina em um dentrt> J.; eventos mutuamente 
exclusivos e exaustivos A.1 , A2 •••• , Ak. onde a probabilidadE· de ocorré-ncia do even1o 
k 
Ai (i = 1, 2 ..... k) em cada ensaio. é- p; t.a] que L p, = 1. Se ){ = ( X 1 • ••• , X !c) é-
i=l "'" 
um H"tor aleatório onde X, =:r;, i= 1 ,2 ..... k. índic.a que o eYen!.o A., ocorreu :t, 
k 
veze:; em n ensa1os. com L .r; = n e O ::S: :ti S n. i = 1. 2 ..... k, sua distribuição 
conjunta é dada por: 
(B.l í 
c 0 dito ter dii-dribuiçiío rrt.u!tinomial ( vffor mv.ltinorrua!i. . . 
Com relação n distribuição uwltinumúd. vale a JWml ressaltar as seguintes propriedades: 
Proposição B.l: Dado que X = (X1 •••.• )(~;-) é um ntor multiuomia! ro111pldo c 
p =· (JlJ.JlJ.·····Jlk). 
]]() 
a) existe dependCncia nas categorias multinomiais X; 's. 
b) no-: distribuiçôcs marp;-inais das \·ariáYós ~Y; 's silo binomiait:. 
c) a rnatriz d<> variâncias f~ covariâJH·ias populacionais é singular. 
Prora: 
a) 
Como )( = (X 1 , •.. , Xk) é um v<"'t or multinomial. por definição .. ü·mos : 
' 
É fácil verificar que com k-1 categorias deste vetor podemos determinar a magnitude 
da restante. o 
h) 
Se tornarmos s = 1 eni b). podemos ver que a dístribuiçiio marginal de qualquer X,. 
i = J. 2 ..... k é binomiaL ou seja. 
' P( X, = .r;) = -.. -. ,-'-'· ·-. -.
1
Pi' (1 ~ p, )''-J·,, J' 1 = 0 .. 1 .... , n o 
.l ~(11 -X, 
c) 
Temos ck (2.2:3), que a matriz df' variância~ (' covariâncias popul<Jcionais de unJ n·tor 
rnultinomial é. 
~ = dtag( P) ·- P' P. 
1 
onde. F= (JIJ·P2, ... ,p}c)e L p, =1. 
1=1 
Para mostrarmos que~ é singular basta qm• tenhamos. por exemplo. 
lll 
o;J = (díag(P)- P'P)l,, = U, 
k-1 
rsando o fato dt> que- Pk = 1- L p,. esta prO\'a é dirNa.o 
:'""1 
r ma outra definiçào importante. para o contexto de misturas, é dada abaíxo. 
Definição B.4: A (::.'J]Kraw;a condicional de~~ dado que r=~, onde }·'é um q~tor 
multiniomial. é a esperança da distribuição condicional de·~· dado que r=~- ou 
E{E(X\ l )j =:Z::: E(X\ Y=Y)PIY=Y), 
"" !! ,._ "" "- "-
Com relação a esp(;'rança condicionaL é importante ressaltar a seguinte proposição: 
Proposição B.2: Sejam .X e Y duas variáveis aleatórias quaisquer. Então, ternos qtw. 
E{E(X\l )] =EX, (B,:J) 
Proro: 
Para os casos em que Y é continua ou discreta esta pro\·a é triYial porém. como o 
mesmo não acont{'ce para o caso geral, vamos assumir que esta propriedade & \·álida. 0 
Definição B.5: A corariánna condí(·iona! entre as Yariá n:-is aleatórias ){ e } - dado Z. 
é dada por; 
Cor((X, V)\Z) = E(XV\Z) ~ E(X\Z)E(l'\Z), (BJ) 
Definição B.6: S('ja Xp )· X(2), .... x(n) urna amostra ah:•atórin obsen·ada de uma dis .. 
trihuíçào q-Yariada con1 segundo monwnto finito(' rua triz de variiincias e covari<inCÍ<L'-' 
:E. Tf•mos qu(' a mnfrí:: th rariâucios < cm·anâuáo.~ amuS"trais é dado por 
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ondl" X é a matriz d{" dados e Hn é a matriz df' centralização dada na !Jtfimção A .. lb~ 
Com relação a matriz de Varíáncias e Covariâncias amostrais, segundo resultados 
dados em ~-I ardia. hent e Bibby (19i9). temos a sf'guintt' proposição: 
Proposição B.3: Seja Xo)· X(2J· ...• x{nl uma amoMra aleatória obse-rYada de uma 
di si ribuiçào q- Yariada qualqun. Dado qm• Sé a mnt riz de t'aríâncias f corariâncias 
amostrais. temos que: 
a) Se a distribuiçào multivarjada for contÍnua. e n > q. Sé urrnt matriz dtjiltída poútirn. 
b) Vm estimador nào-Yiclado para a matriz de variânnas e covariâncias populacionais 
"}::; de uma distribuição multi variada com segundo momento finito é. 




Finalmente, vamos dar a definição de estima.dor pelo método dos momentos. 
{ll.'> I 
Definição B.7: Seja X uma variáYel aleatória qualqtwr. Suponha que mdBL .... m,.(O) 
são os primeiros r mome-ntos da população da qual nós estamos tom~nHlo amostras. 
mJ(BJ =E(XJ),\fj =L. . .,, .. 
" Definimos o j-ésimo momento amostrai ntj(B) por. 
lB 
( B.fi I 
rll.7 1 
Consid('rc que conseguimos expressar a funçiw q{O). a qual queremos estirnar. como 
uma função o dos r primeiros momentos populacionais. ou :wja,. 
q(O) = q,(m 1(0),. __ . m,(O)). (ll.S) 
O método dos momentos nos diz quf' o estimador dr q(Bj. tornando-se uma amo:;tra 
aleatória X. é dado por. 
Á Á 
T(X) = <!> (m,(O )-- ... m,(O)) . (!l.9) 
Apêndice C 
Aspectos Relacionados • as 
Distâncias Métricas 
C.l Considerações Iniciais 
Este Apêndice é dividido em três sub-seções: na srriio C. f! apresentamos uma disçussào 
hierarquizada de alguns termos matemáticos atribufdos aos coeficientes de distância. eiJ-
tre eles o de dúdância métrica. citado no C'apílu!o S. I\a stçâo CS discutimos algu-
mas propriedade,-, relacionadas as distâncias nu!frica.<> e. na M.çào C4, introduzimos as 
definü,:ões de funçiw similarídadt e jm1çâo similaridarh m(lnca. 
C.2 Abordagem Formal às Distâncias 
A hierarquia que vamos discutir aqui é imposta no sentido de urna mawr rigidez 
nas condições a serem satisfeitas pelas distàncias. Prinwirarncnte. consideremos uma 
definição mais geral dt' dí,<:.tância, dada em Spath (1980): 
Definição C.l: Seja Dum conjunto nào vazio d<' elemento~. 3í' o conjunto dos mínwros 
reais e d0 um número n~al qualquer. r ma função que designa um número real a 
cada par de elementOS de f!. denot:HJa pOr d (' CXpres:'a COHlO d : n X n ~+ ?f?. é 
chamadafunçiw dh"fàncía, ou simplesmente distáncia. se. para arbitrários .r.y E n. 
as sq:;uintes condi(;ót•s forem válidas: 
dlx.y) > d0 • (C. I J 
(C.2) 
d(x.y) = d(y,x). I C.:l J 
Podemos ()bservar qtw as condiçôe:, (C'.l) e (C.2) indicam que o miuimo da função d 
(dv} ocorre p.:tra objetos idênticos. e a (C.:~) indica que a função d é simétrica. 
Como a maioria dos coeficientes de dissirnilaridade existentes sào nã.o nE'gat i vos. \·amos 
as:::umir. para as definições que serão dadas a seguir que: n é um conjunto não vazio de 
elementos~ !R+ f. o conjunto dos números rt'a.is nào negati\·o~ e duma funçilo que designa 
um nÚmero reaJ nào negatiYo a cada par de elementos de f!, OU seja, d : f1 X f1 ---+ ~+. 
Dessa forma. vamos redefinir o conceito de distância dado acima. utilizando uma definiç;âo 
també-m apresentada em Spath (1980). 
Definição C.2: A fun(;.ào d é chamada funcão distância. ou simplesmenh' distiináa. 
se, para arbitrários .T' y,;:; E n, as seguintes condições forem válidas:' 
d(.r.y) > o, I C' Aí 
O, 
dlx,.u) = díy,cr). (CG) 
.-\ co11diçào ( CA) indica que o Yalor da distância entre dois individuos quaisquer será. 
necessariamente, náo negativa. A condiçào (C.;J) indica qu(' um individuo e:.:tá a urna 
di;:.t imcia zr-ro de h' mesmo. t:nquan1 o a ( ('.(í) indica qut"' a distáncia d é si1uét ricil. Como 
1 ](; 
f'X('Inplo de umafunçiio df.'stância, podemos citar a distánda deflnída por Jolmson e \\-all 
(1969), denominada Disláucia City-Block (w•r fquaçáo 3.23). 
Agora. vamos iniciar a abordagem hierarquizada citada acima, através da int.rodw:;ào 
do couceito dt:< fif'TIÚ~milrica dado ('lll Amlerberg (1973). 
Definição C.3: A função distancia d é chamada distá neta ::;cmi-nu!tr-ica. ou simple,':i-
ment.e ,«uni-métrica. se, para arbitrários :r, y.-= E fL adicionalmente às condiçCws 
( C.4) e ( C.6 ), a seguinte tambf>m for válida: 
d(J·.y) = o "* J•=y, iC.I) 
A condição (C.í) indica que ;r está a uma distância zero dele mesmo e que quaisquer 
dois pontos que possuam dístânria zero entre si serão. necessariamente. idênticos. Pode-
mos obser\'ar que. matematicamente, a diferença entre uma di.slância scmi-rrl(tfrica (' uma 
j1mcào distância é que, no primeiro caso, se dois indi,-iduos :r e y E O possuem a menor 
distância poss{,·el entre si (zero), eles serão necessariamente idênticos. Toda\' ia. pod.f'mos 
Yer que isto nâo e~tá expl{cito. fon11almentc, na definição de uma f-uncâo distância. Cmno 
exemplo de uma distância stmi-mitl'íca. vamos citar a semi-mdrica definida por Sokal e 
Sueath (196;)). denominad<t Di.stáucia de Sokal t Sntath (ver t:quaçiio 3.29). 
Dando s<>quéncia à hier-arquização matemática, ,·amos introduzir agora o conceito de 
marica dado em Royden (1968). 
Definição C.4: A função d é chamada fuucào distância mltrica. ou sirnpksmeBl(' 
distiincía m{tricu. se, para arbitrários :r. y. :- E n. adicionalmente às condiçôes 
(CA),(C.6) e (C. I), a st:>guint.e condição também for válida: 
d(J',y) < d(x.~) + d(y.~). (C.8) 
Podemos n•r que a diferença en1re urna di.sfância Hlfli-mltrico e umn distânria 
mdr1rt1 ('St~í na condíção (('.X}. Esta condiçàü é ('OJÜwcida wmo a dcsigualdadt frirmgu-
llí 
lar. pois requer que a distância d(.r,y) entn· dois pontos :r e y E Ç2 não seja maior que 
a soma das distâncias (d(.r,z) +d(y,:)) en1re cada um desses pontos e um outro ponto 
qualquer ;:: E !1. Dá-se o nome de triangular pois a junção destes três pontos forma um 
t.ríángu]o. Corno exemplo dE'- uma distânóa métrica, vamos citar a Distância Eudidimw 
(ver t.quaçào S.26). 
Finalizando o enfoque matemático hierarquizado, vamos apresentar agora. a defíniçào 
de ultra-mftrica dada em Anderherg (197:3). 
Definição C.5; rma distância métrica d é chamada distânna ultra-rmhica. ou sim-
plesrrwnte ultra-métrica se. para arbitrários J'. y,::: E n. adicjonalmente às condições 
(CA).(C.6).(C.í) e (C.Sj, a seguinte condição també-m for válida: 
d(x,y) <; max{d(.r,z).d(y.z)). (C.9) 
Podemos observar que a condiçâo imposta pela desigualdade da equaç-ao ( C.9) é 
consideravelmente mais forte que a imposta pela desigualdade triangular (C.8). pois 
ff'qUf'I" que as distâncias entre três pontos ;r: y, z E 0 forrn('ill um trJângu!o equílátero. 
ou um triângulo isósceles onde a base d(:r,y) seja ma_is; ("urta quE' os dois lados iguais. 
d(x,::) e d(y. :::). Corno exemplo de uma distâncía m/trica que satisfaça a condição (C.9). 
Johnson (1961) utilizou a Distância Métrica Euclidiana e mostrou que, para um conjunto 
de dados gerados de forma que a referida condição seja válída. esta distância se torna 
uma dúdância ultra-mdrica. 
C.3 Propriedades Relacionadas às Distâncias Métricas 
Com respeito às propriedades rf'lacionadas às dúdâl)(:io.s mam'O$. poderno:-; df'stacar 
a~ sz'guintes: 
Proposição C.l: Sejam J'(il e J:ÍJ) 2 elementos pertencentes a urn (~spaço rne!l~uráYel 
n. (' d.~:-(.T(i),.ruif- V !c·= 1.2 ... . .(:distâncias mr'tríca.~ dístiuta:>. A fuuçào 
l!8 
d(x(il-"bll ~L dk(x)i)J(j)). 
k=oJ 
também é uma dú;tância mt'trica, ou seja. a soma de c rnitricai' é uma mt'trica. 
Prova: 
f: triviaL basta verificar que as 4 condições da Definiçiio C.4 são satisfeitas. o 
Proposição C.2 : Sejam J'(tl e J'(j) 2 eh:mentos pertencentes a um espaço mensunh:el 
!1 e d~c(:r(i)·J'(j)).Vk = 1.2 distância.;; rrdtricas quaisquer (podem ser iguais). A 
função 
2 
d(:r(,J·::r(3 J) =,II dk(J'ul·;xUJ! 
"""l 
é uma dú;/Ôncía semi-métrica. 
Prova: 
A demonstração também é simples. basta verificar que o produto de dua.o;; métrica:-: 
(E'm particular o quadrado dE' uma métrica) S("mpre satlsfaz a:o condiçô1?s (CA). (C ti)('-
( C.ll.o 
Podemos ver que o produto de duas métricas (em particular o quadrado de uma 
métrica) não é uma métrica. visto que não necessariamentE' satisfaz a desigualdadt 
triangular (C.S). Isto pode ser observado atraYés do seguínte C'ontra-exemplo: 
Consideremos que. 
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Podemos Yeri1icar facilrrwnt{' que as distâncias d1 f:' d2 sao métricas. Agora. por 
construção. temos que: 
d(:r(iJ·J'(JJ) = dt(:r(i)·.l'(j)) x d2(:r{i)·.r{j)) = OA X 0.{) = 0.2-L 
d(J'í•)· .Tfll) = d1 (;r(,)· :1'(1)) X d2(.TU)• .T(J)) = 0.:~ :X().:'~= 0.09. 
d(:ru 1.:ru1l = dl(J'tl)·x{11 ) x d1(..ruJ·:ru)) = 0.2 x 0.3 = 0.06. 
(('. 1 o) 
Com isso. por {C.lO). podemos H:'r que para este caso particular o produto das 
métricas d1 e d2 nà0 é- uma métrica. pois a desigualdadf~ triangular (C.8) nào é- satis-
feita. ou seja. 
Já pela proposição dada a seguir. qualquer múltiplo possf\'el de uma rnétrica. também 
é uma mbrica, ou seja. 
Proposição C.3 : Sçjam :r·(i) e :.ru) 2 elementos pertencentes a um espaço memmráYe] 
n, d(.Tub:r(Jj) uma distância métrica qualquer e c um escalar. A função 
taml::Wrn {>uma distância mari<a. 
Pro1:a: 
Esta prova também(> 1riYial e. por isto. a omitiremo::>. o 
C.4 Abordagem formal às similaridades 
Aluda com relação a defiuiçiío de mr'trica. vamos apn'"('fl1 ar agora algumas ddiniçó('s 
formais rdacionada~. as i<llnilariâadc" m/tnca,<:;. 
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Definição C.6; Seja f! um conjtmto finito ou infinito de elemt•nto~. ~o çonjunto dos 
números reais e -"u um número real finito podendo assumir valores negativos. l;ma 
funçâo. que d(~signa um número real a cada par de elementos de f!. deJJotada por s 
(' ~·xpressa como S : fl X 0 -+ !R é chamada junç-ào simifaridadr se. para arbitrários 
.r. y E ft. as seguintes nmdlções forem nilídas: 
(C'.ll I 
s(x. :r·) sa. (C.J2) 
s(:r.y) = s(y.:r·). 
As condições (C.11) e (C.12) indicam que sé máxíma pa.ra objetos idênticos. ao 
contrário do que indicam as condições (C.1) e (C.2) para uma função di$[Ôncia d. A 
condição {C'.13) indica que as medidas produzidas por$ são simhricas. tal romo a (C.:3) 
para d. 
Definição C. 7: A função similaridadf s. definida acima. é chamada função similarr-
dadt ndtnca slé'. adicionalmente às condi(;õ0s (C'.11 ). (C'.l2) e (C1:3). as seguintes. 
também forem Yálídas: 
(C.l-1) 
A condição ( C.14) indica que a similaridade máxima pode S<'r possh·eJ a pena~ par fi 
dois objetos idéntico.s. Jâ a desigualdade ( C.l5) é a rec{prora à dr·sigualdade triangubr. 
dada para uma fançáo dtfdáucia wdrico. 
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lnt uit i\·arneute. a relação mais ól)\'ja ent f(' dú;!Oncia." na'! ricas e 8/milaridadt-.'i ndtricw-;; 
(>-que quanto maior a similaridade entre dois indi\·iduos. menor sf'rá a distância exi;.;tcnti'. 
Spath (1980) apresenta várias relaç(x•s matemáticas existerJtes entre e.sta;.; funções. dentre 
elas podemos destacar as seguintes: 
• Se dê uma distância mét1·ú·o que assume apenas -valores em iR+ ou ?R-. então 1íd 
t' exp( -d) sào similaridadts mc'tricas.. 
• Se d é uma di-'fláncia mdrica que assume apenas valore~ finitos em Jr+ ou :R-. então 
mHxd- d. Jrnaxd- de maxd- d2 são simila~·idrHh$ m(tricas. 
1")-) 
Apêndice D 
O SAS e sua Utilização para 
Agrupamento de Dados com 
Misturas 
D.l Considerações Iniciais sobre o SAS 
O SAS ( '"Statisticol A nalysís Systfm '") é um dos pacotes mais completos em se tratando 
de armazenamento. rnanipulaçào e análise estatistica de dados srndo. dessa forma. um 
dos softv.,art-.9 estatfsticos mais utilizados em todo o mundo. Este _pacote é composto por 
vários módulos que foram desenvolvJdos para aplicação de diferentes thnicas estatfst i c as 
nas mais diversas área~ do conhecimento. sendo revisado e atualizado constantenH.'nte 
por uma equipe pennancnte de pesquisadores altamente qualificados. ligados ao SAS 
Jnstitulf inc. A versão utiliza.da nest.a dissertaçào é a 6.08. dispon{vel desde 1993. f' 
maJore!' detalhes sobre as informações qm• serão dadas e uti1izndas a seguir. pod~'rn S{'!' 
obtidas no.s manuais d(, SAS (verSAS Institute Inc. 1988 f' SAS Instítute lnc. 1989), 
D.2 Metodologia de Trabalho no SAS 
Corno em qualquer pacote ligado a análise de dados. a línguagern utilizada pelo SA5. 
tem seu próprio vocabulário e sintaxe. Os mma!ldos ~·m um programa SAS' ~ào dividi-
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dos eh1 dois tipos de pas8os ( "'Stcps ~): Passos DA IA (""DATA Strps .. ) t:• Passos PROC 
( "PHOC Steps "). Os Pat;sos DA JA sâü utilizados para transformar os conjuntos de d;:tdo~ 
que cks('jamos analisar em um conjunto dr dados SAS ou. se for o çaso. para altf>rá-los dt:: 
modo que fíquem mais adequados à análise que será reahzada. Já o~ Passo.~ PROC sào 
n:sponsán~is pelo processamento das aná.llses dos conjuntos d( dado,<; S'A5' e apresentaçào 
dos resultados encontrados. 
Com relaçào a aplicação de Técnica;;; df Agrupantfrdo dE' indi-dduos. o Sr\S possUJ 
doís Passos PROCpa.ra este caso. rm f. o PROC CLUST/:.11. que possui implementados 
OilZf' métodos hif'rárquicos de agrupamento. o outro é o PROC' FASTCL rs' que possui 
implementada uma variação do método h:-meaJ1s. um dos métodos nào hlerárquicos rnai.;-: 
difundidos da literatura. ValE' salientar que. como estamos trabalhando no contexto de 
mist-uras e utilizamos uma E.rff.nsão da Distânáa dt Mahalanobis como coeficiente de 
dissimilaridade. se faz necessário a programação desta distância no PROC JML. dado 
que a mesma não está implementada no SAS 
D.3 Sintaxe dos Procedimentos Utilizados à Aplicação 
das Técnicas de Agrupamento 
:\o contexto de misturas, como discutido no capitulo 4. vamos no" d>?1er a aplicaçào 
das técnicas hierárqt1iças da Ligação Simphs. Ligação Comphfa e Ligação Mt/dia a par-
tir da obh•nção e utilização da E:rtu1Aiio dn Di8táncio df. Itlahalanobis para rru:.<:;tur-as. 
apresentada no CapiÍulo 3, como o coeficiente de dissimilaridade- entre indí\·iduos. Os 
procf'dimentos necessários a estas aplicaçôes podem ser melhor entendidos se os oh::-:cr-
.-armos nas S(~guiutes etapas: 
P Etapa (Passo DATA ou PROC ACCESS): Criação do roujunto dr dados SAS a ser 
analisado. 
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·}a Etapa (Passo DATA): Preparação destf' conjunto para o cálculo da r:r!cnsâo da 
Distância df Afahalanobis pam rruslura. 
:r" Etapa (PROC HfL): Cákulo da E:.rff'nsào da Dístimcia dr_ .Uahalanobis para mi.~­
furas. 
-1° Etapa (Passo DAT:4): Criação do conjunto dt dados SAS' do tipo disfântia ('·Typ( 
Distann '')a partir da matriz de Distancias Estendidas df Mahalanobis para mis-
tura. obtida na etapa anterior. 
5" Etapa (PROC CLCS'TEH t PROC TREE): Apresentação dos grupos formados em 
cada iteração da Tc'cnica Hierárquica utilizada (PROC CLUSTER) e visualização 
destes por meio df' um dwdrograma (PROC TREE). 
As sintaxes dessas etapas podem ser Yisias no programa apresentado na última seçào 
dest{' apêndice porém, como a primeira etapa pode ser executada de quatro maneiras 
diferentes, dependendo da forma de- entrada dos dados originais, vamos apresE'ntar aqui 
a sua sintaxe para que. caso seja necé'ssárío a utilização dé'sta etctpa d~· uma oulra forma. 
E'ste problema possa ser facilmente contornado pela substit uiçâo da 1 "1 Et-apa do programa 
(ver scçâo D .. .f) pela alternatí,·a mais adequada entre as descritas a seguir. 
D.3.1 Criação do Conjunto de Dados SAS a ser Analisado 
O conjunto de dados SAS. a ser analisado. pode ser criado de quatro formas dife-
rente.". Para melhor entendimento destas. Yamos utilizar os rnesmos nomes atribui.dos 
aos conjuntos criados no progrnma da stçâo D.4. 
a) Pela Entrada dos Dados via Passo DATA 
\'esta situação os dadm sào digitados diretamente na tda de ediçiio de programRs 
( -Program Editor .. ) doSAS. Sua síntaxe é a seguint.(': 
data c ,dados: 
input cidad<' $ agua !uz esgoto alugado ... pepopSO: 
canls: 
ARCJA 46.91 .52.09 10.29 22.72 ... 0.1-l 
BAHUll 69.21 J/.8-5 21.92 :30.92 ... O.GO 
TABOAO DA SEHR,\ 86.tl2 J-1.3:.l 202 :32.S:l ... O.h 
run: 
Pela Transformação de um Conjunto de Dados DBASE ern SAS 
Esta é a forma utilizada no programa dado na stçào D.{ 
Pela transfortnação de um Conjunto de Dados ASCII em SAS 
?\esta situação. os dados sáo lldo;;; de um arquivo externo ASCII chamado arq t' 
transformados em um ronjuuto de dados SAS chamado "dados··. Sua sintaxe é a seguinte: 
data c.dados: 
infik carq: 
inpnt. cidade 8 agua lu? esgoto alugado ... pepop80; 
run: 
A Partir de um Conjunto de Dados SAS já Existente 
\esta situaçâo. os dados são lidos de um arquin) SAS jii existente. por f'Xempl<• 
chamado ar·q. c trauformado em um outro conjunto de dadü:-; SAS. Isto é comum quawlo 
de~wjamos t ri'lbalh;u apenas com um su h-conjunto de Ya.riá n•ís de urn arquivo j.:í exi~1 eu te. 




keep cidade 8 agua luz esgoto alugado ,.. pq)Op80: 
nlll: 
D.4 Programa SAS 
0.4.1 Considerações Iniciais 
Este- programa foi df'senvolvido pan1 a análise dos dadus de:-,crito::: no CapiÍu!o :;. 
Porém, para fa(·ilít.ar a sua utilização em outras situações, procuramos torná-lo o mais 
geral possh'E'L 
Para os pe~quisadores que trabalham com dados com misfura.se d(•sejam utilizar este 
pmgrama: listamos abaixo alguns cuidados que devem ser tomados antes de sua execução: 
• Caso se deseje salvar os programas em um diretório diferente do especificado no 
programa. é necessáTia a alíeração do cornando hlmamc 
• c:aso a t•ntrada dos -dados seja diferente da especificada no programa tem Dbase). 
a la ~."tapa do mesmo deve ser ah.erada confornw discutido na Sfçiio D.:J. 
• Caso se queira sah-ar os arquivos criados pelo programa com um outro nome. obYi-
anwnte, os comando:-: relacionados com a criação de arqtli\·os de\·em se-r alterados d<' 
forma apropriada. Além disso, todos os mmandos rt>larionados a k·íturã f' manip-
ulação destes arqui,·os den•m ser alterados conforme as mudanças realizadas_ r ma 
outra alteruati\'a É' altcraT os nomes dos arquiYos dq;oi" que os mesmo."- tenharu 
sido criados pf'lo programa. 
0.4.2 Listagem do Programa e Resultados da Aplicação 
1 ')"': _, 
jO ~~Uh""**"'**~U*"''"**•U•**'""'**~U*OUO*U***-***UUO*O********Uot•***UO* *{ 
f* •uuu•uuuu~tu•u· la F..tapa: PROC ACCESS uuuu~tuuuuuuuu */ 
/* ""**"**U*-11"'*****"**'*"'"*"*'"*"'"******UOUO*U*OU*;>OO;O*U**************** *{ 
f* Esta etapa e re:pooliavd pela transfonmK'IlO de um wnjunh> ele dadoa.. orici-
mdmrllk dl~ rm DBASE, em mtl wnjunto de d:ad:U$ SAS. *I 
!" Dt:-ftne loçaJ onde &enio tid:rn~ r 
sah·us os arqui\·0!1 • f 
proc aeress accd~.dados functlon=<:; 
pnx neeess aeed~.d:lld:m;: 
=' 
!* Imprime o ~m~trivo criado onde 
primeiro nm indt\., var. mq:. 
e ''ar. cuntin., nesta ul"dem. *I 
{* ***"***U""""""***uo-••*•uo•uu••u•u"*"*****"U***u••••~*"***"***•••• *! 
!* •uuu•u*••••••u***~ la Etapa~ P1111.W DATA .-uuu~*$"**"~.,.,.~._,.,. .. .,., *i 
f* *"**U"****-***"'**"****"~~u~uo•uu•**~"**-***~OO.Oit*•*~*'*****u;"**U**** *f 
!" Esta riapa e re:pusavef pela separao:uo dil VlU'úwel CIDADE nwn a:rqui'Ht (C.CJ-
DADE). niaçao de arqufvo df' dadoo 5em a varlâvel cidade (C.."iEWDAOOSJ e 
bK'hL'Iolll>, no lnt!iJDO arqnh·o. da '\'ariavel ORD que indiCIII a ordem obscrYitda dos in-
dhdd.uos. Tmnben i:' respoosavel pelu. crliw-IW tW um outro ilJliuh'o !iOfnffik rom as 











proc priat da't.a=e.ddade; 
Pf'QI: print ~dfld<)!l; 
proc print ru.ta=c.dad01>: 
proc print daúFc.eate; 
~, 
!" l>rdena ~nh·o c..-dados peJ.;t 
uu·iavel cwt "I 
!* ........ "** ~·"U*" ~ .. """ • ., ....... u .. u d ... U**"*" .. **." * "U"""'""" ............ "" ...... " "I 
1• .-.uuou****•*"•••••u• :Ja F.tapa; PROC ll\1L ,..*"""""*""""""'* .. •*•*••-- •1 
t• **""**u•o<>U*"'*"H'** """*'"*****"*U**""'**"""*u•ua•u*u"~~•••u~u •~u~• ~f 
/*Esta etapa e J't'$~vH p<>.r Wd.oo oo cakulos e traru~fo~ que .levam a 
ubtnl!C$'>lloo v.Wr"-" para & utux:an dadhtanda d~ Mahaian<>hh .,..t..., indhidu. 
0$. A msi:rb; resultante lê da fomt.:l'l tmmgular inferior. • I 
prociml; f• fu açesw iiK> amtriente IML "*/ 
/* Define IOCid tmde SKri" tidO$ l' 
sufvoo O!lllMj:JJiVOS */ 
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1• A J'l.wrao fim _1, deftnkla #Nb:(l., ~bt Oll llf'llllllt'Dkts n _ ind {~~U~~Rro dt' iDiti-
vidl!O:!}t'omol ed (matriz de~) conmy rn-tonwovetorw como QUJDl'TO H 
vllrilo'eb tatrgmicu (w{I,l}) r o numero dt '1111'ial'tb confinwu. (w[2,1]). Ot 
~ r«dridos nao BIKl lllfrefllllos. • f 
start fim _l(l,.y); 
II!Otfait; 








1~ A f'un.l'!U!- fun_l, ddinklaabaho, rKt'bt< t.l$ ~h'>$ d (matri:l dt: dado~§)«<-­
JJro J,n_w,_aú (vrlur a ser Ul.ktibdo') como z e n_e_mult (numero dr \'.ariaveb ea--
teg~}~ID w. Retoma o vetor .a com o numero de ciiih.•gorW t.ti:rtaltft. em 
cada ,·ariavd c.akg<>rka. Tam.bem cakula o nfur lf_ e- retvrna-o rom o nmnt'ro dt-
ca~ de ~a vli1'im-•d l'litegorka f' .-eeaiC"Uhl w, retumandtHt com o ~ 






if1>=l tbt'n do; 
d0-f=l to x; 
~Flmique{y[,i])'; 
P-nTOW(b); 
lF.\1. 'Jib '; 
t.=Ufc; 




t• Retim uma cumbirutea& das tate- "I 
I* ro-ric.. p! evitardependencia *I 
I" A funl.:ao fun_J, definida a.bahu, Yfi:ebt' oo al"gUDlentosn_btd (l!lBIWI'O de mdi-
duOll -nm:r-adoo) c-omo 1, n _c_ muft (numero "'-' eakgorias multinomiais a serem 
oiad.as rumo y, d!,l:n_wu'(l,lll (IlUltriz de dadtl'li categt»koo) (:(>IDl) z e z (ma-
trix 11 Hr c:akulada) eonw l'!. Rct<.>m.a o vdor a com o Itumt'l'tl de htclh-idUOII _p0r 
ca.tegoril1i w~ Tarubew cakuia» matrtt l'f f' ref.oma.-a wnt os. l<"rton:s mul-








do•hik(z[l,}=am: & j<-=y}; 
'A'[!Jf'-1; 
atul9mll+l; 
i=i+1; ... , 
if 1-1 Á:19· then 






Ntun:t(10.); ..... , 
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1~ A fancaoftm_4.dettrdd!;l abab.o,l'fft'~ 0!1 ~osJI_iod (rmmttOd!:' Wl-
viduos IUfllSWl!dw} cmno x, ncol_ dtr(l,ll {nwmro de cat.-,...riu m~ e-
Ihtentn como y e n_l_c-.al (vdor com o n~~IJ~e"ro de tndh'idUO$ por tatl'lOria llllld--
tinomtal) romo z. Retonw a matriz de projearo h. Nmbum dm: argmmntOll recclrii-
118(1 iÜ'brradOII. • f 


















1~ A ftmnw fun_5, d~ abllbo, r«eiM: os lll'piDentos d_tr {ma:trl:z de dadM 
tl"'lmf<>l'Jil;lldoo rwnleuad.os) como x, s _ tnv (in"<~rsa da matri:t de varl.arn:ia!i e ro-
vari.a!tcias) como y, nt<>l_oltTfl,ll (vet<>rc.om o nUl'I'L de c-ategm:ia!i ~) 
como w 1:' d_mah_a., d_mab_m.l:' d_mah_u {nmtrize!i llll(ln>.m ~h rnpoedi-
mm.te cmn& x, q: e k. Cakula as nmtrl:!il$ trbm~ inferiores x, q, e k e re-
na-as., resped:h'anJet~te, C(liiHI a distancia extendida de entre a~tep.. 





d'-'.f=l to i; 
d _ eg=xji,l ;,..j-xU.I !W ); 
d _ cn=J:ji,w+ 1 :aJ-sij,w+ 1 :a]; 
delta=y{l :w,w+ l:a]; 
J:(iJl=d _ ee:*yll:w,l :w J•d_c-g': 
q)iJ}""''_m~y(1't+l:a.,w+.i:aJ"d_m'; 




d=d{,l :(nroi(d}J )j; 
n_ind=nrow(li); 
n _n_ caFj(n _ var{l,l j,l,U); 
11_ '"_ mu.lt=n_var[l,lj; 
/*J'omawiT't'nle-arq, mnn_sp ~1 
I* Passa dados pam a matriz d *I 
/" VlflurwmaordemdOll indh'. ~1 
/* Mat:r. de <bldos sJ VIU\ o:>r-dl!1ll *f 
I* nlm'tero dto indhiduU!> medid()(!j "I 
I* C'hlurut funaw fun_l *f 
t• Chama funcao fim _2 */ 
/* lnidalb:a z cum 7.ei"O!< *f 
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d_U=xildl.n_ var{l,l}+l:nool{d}j; /* Matriz dt dados tnmsfonn. *f 
Mof_ dtl"""JJ_ c_ multi In_ nufl,1J< /* Vetor c-mn Jllum. dt C"J!Ifc-goJ'ia!j 
multinombd! e var. contin. •1 
S"'{linn.ftrf(ICU•))*(d_tr''"lm*d_tr): /* Cakula mat.ril di' v~U"i.ahcla<\ i' 
covarúmcla!l "'/ 
d29l{l :neof_dtrll,lJ.n«~l_dtl"fl,lj+l:ncol(d_tr)J; /~ Parte cruzada dt' S *I 
ll22"'11fncol_dtr(l,l}+l:nrol(d_tr)..I'K'oi_dtr(l,l}+l:nc-ol(d_tr)J: /"Parti' c-ootiJm.a di' S "/ 
sll_Jnv9nv{d1-&t2•inv(s22)"d2'): /* Inl·ena- tlt- Sll *I 
s22_bw"'ÚÚv(s21~12'*1nv(sH)*d2); 1~ lnn·na lk d:2 *f 
sl2_im=sl1_in,·•d2•inv(s22); I* lnven.n de s12 •J 
cnmt~ d _ tmns frnm d _ tr; t• Onl~ 'I 
appemi from d _ tr; t• •i 
.dww dstasm; t• ~"" •i 
1ilww rontentll; t• •t 
cluse d _ b'ans; t• •• •t 
sort d _ tram by wU: t• •i 
~d_tnms; t• ... ~ •t 
read all inkl d _ tr; t• •t 
d._ tr=d-t.r(,l:w;o}(d-tr)J: 1~ DadO!I tnmsfonn. •1 
creme dadu_tra. frnm d_tr, /* Cria arqnivo wm <bdos *I 
I• transform.adm de- acordo com */ 
f"' ol'igi:nld!; "I 
append from d _ tr; 
d_mah_f:li=j(n_ind,rUnd,O); 
d _ mah_ cn=j(n _ índ,s _ htd',O-): 
d_ mah _ cr=j(n_ind,n_ imi,O); 
cl'ellk d _IBllhca from d _ mah_ ca; 
appmd fr'!!!1l d_mah_ca; 
crmk d_ll1!ibnl froJn d _mab _ cn; 
append from d _ mah_ cn; 
fttale d_mahcr from d_mah_cr. 
apJWnd from d _ mab _ fr; 
.:reato!' d _ mahaia from d _maha.l; 
appeml ~ d_mahal; 
!* Iniciati:za d_mah_ca ~1 
/* lnid!:oli:ta d _ mah _ cn */ 
f> lnicl!diza ll_mah_cr "/ 
fmt_5 ., 
t• Clllrula a matriz com il!! &tan-
clas df' l\-1aballm. utmdilias • 1 
I* Cria m~~hil dl' datlos «>m u •J 
t• dist. dt Mahal. estffididlu •t 
quit; l'' Finattu> PROC IML •t 
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f* ... ··~ ........... ,.. "'** .,. .. .,,. .......... u ............... u. *"'"" u ..... " .. ., ..... '" .. u" ••••• u ......... f 
1• """"*~•~uuuu••••<~•• 4a:Etapa:Pa!ISODATA •••••••**""*"*u*"'*uuu *I 
1 • ............... u .,. .................... ,. ... ~ ~ u ........ ** .. u ....................... u .... """' ........ • 1 
/" Esta etapa km a t'lmcac 4e criar mP conjunto d.e d.adus SAS lfllt' cwrtan ;u c&-
~ tle .Malutlanobis ntendidas takuladwi Rll etapa IUJtt'rio.r ~. 03 - !bB 
ftllpl'ctfvas ddada. T~~~mWm do criados conjuntos de dados pam os blocos *I 
ibta c.dist{ty~t"); 
_,.,., c.d_mahala c.rldad'i1; 
~; 
lhlbl c.dbka(~e); 
mer:e c.d_ma!K:a c.ddade; 
~; 
data c.diru:n(ty}M""'IIW:ance ); 
mer:e c.d _ m.Jlhen c.rid.ade; 
=; 
data c.d.btcf(typ!=distanre ); 
meqe c.d: _ Dl:lliK.r to.ddade; 
~; 
I* ***"**********U**"*'"*u•"**"*u**"*""**"*******~"""***•u,.~••*uuu•••u *! 
t~ ••u•uu~._._.,,,.,. 5aEmpa: PROCCLU~'TER e PROCTREE """"u***••uu• *I 
!* u*uuuu ououu•*•uu•**"**•u••••••••'"*'"*"*"***"*"*"H*h**-•••~"'"""" "I 
!" F.sta clapa tem a firudldade de (tbte-r 011 Q~tos pelo$ métml()S hkrill-qaf.. 
cus da Bg~ mktia.ligaçlio !dmples e ligação t:omplcta e, além disso, também 
apre!lelltar um dtndograma eom os ~ *I 
data dad:-tnul; 
mergf c.cldadl!' ~:.dado _Ira:; 
proc print dlll~; 
pt'(IC prlnt data=co'lbka; 
~ print dabt9:.d.btro; 
proc print ~cr; 
f"' lmpri.uw dadO<S tnmsfonnados "I 
/"Imprime matriz d.e~~·/ 
/"' Impriml' matriz d. .. ~ - hk>co.> cat"f:Órico.> • I 
I* lmplilru; JI'Uitrit d.e distâncias • ~o rontinuo "I 
f* Impl:'iJm< matriz de dL~- blooro ermado "I 
prm: dll!!<tt-.r dlttlF9:.dbt IJU'tb()d=.iWenl&e nosqua~ OODorm; 
id ddad~; 
proc '!:r«' lrorhOI'rtld spaee1F"2; 
ld cidade; 
Jlnx" dtu:«>.r datF<.dist method.=toomplete JIOMIIIW"e oononn;. 
id cidado.>; 
proc trff iwrb,ootal SJt!W$=2; 
idcklade; 
proc duskr ~.dist method:=single rn.>SqUiill'l' nonom1; 
id cidade; 

















" " " " 20 
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" 27 
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FERRAZ DE VASCONCELOS 
FRANCISCO MOUTO 
FRANCO DA ROCHA 







MOGI DAS C'RUUS 
OSASCO 
P:t:RAPOU 00 BOM JEStrS 
POA 
JtllUUUO P!:RBS 
lt!O GRANDE DA SERli.A 
SALESOl?OLIS 
SA!n'A ISABEL 
SANTANA 00 PAENAIBA 
SANTO ANDli.E 
SAO Jimlllii'ARDQ DO CAMPO 
SAO CA.E'l'.ANO DO SUL .,..,., 
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B T T T 
B I B T 
1 0.15783 35383.15 0.43 
2 0.60737 47257.42 0.64 
3 0.00928 10224.58 0.41 
4 0.29329 57901.16 0.48 
5 0.25578 49753.67 0.53 
6 0.20518 21202.81 0.79 
7 0.99403 58960.50 0.61 
8 2.67156 44282.32 0.76 
9 0.37545 30845.95 0.86 
10 0.06016 6522.84 0.72 
11 0.20528 29514.41 0.69 
12 0.02634 8499.04 0.77 
13 0.14845 27655.66 0.61 
14 0.02317 8283.24 0.31 
15 5.49816 55685.60 0.78 
16 0.31907 24680.70 0.72 
17 0.21723 38310.97 o.ss 
18 0.33702 26534.65 0.79 
19 0.26597 48862.19 0.66 
20 0.00484 2561.96 0.34 
21 0.09783 10606.77 0.45 
22 2.30701 117819.86 0.66 
23 1.46374 61464.32 0.29 
24 3.06556 79196.98 0.41 
25 0.05470 22609.00 0.41 
26 0.15376 30206.17 0.50 
21 0.41629 38506.05 0.50 
28 0.05273 26825.73 0.63 
29 0.00129 1007.52 0.11 
30 0.~9430 37794.08 0.41 
3~ 0.09391 24842.76 0.48 
32 6.20803 83705.27 0.21 
33 12.58544 151474.36 0.52 
34 3.33124 79107.86 0.08 
35 ~.41418 78595.26 0.57 






































































55.37 o. 58 
58.09 0.29 






































































o. 00553 13.568 
0.01289 25.929 
0,34593 17.053 
o. 64890 36.409 
0.22665 16.099 















































































































































































































































































































































































































































11 FERRAZ DE VASCONCELOS 
12 FRANCISCO MORATO 
13 FRANCO DA ROCHA 
14 GUARAREMA 
15 GUARULBOS 







23 MOGI DAS CRUZES 
24 OSASCO 
25 PIRAPORA DO BOM JESUS 
26 POA 
27 RIBEIRAO PIRES 
28 RIO GRANDE DA SERRA 
29 SALESOPOLIS 
30 SANTA ISABEL 
3l SANTANA DO PARNAIBA 
32 SANTO ANDRE 
33 SAO BERNARDO DO CAMPO 
34 SAO CAETANO DO SUL 
35 SUZANO 
























































































































































o 46.91 52.09 10.29 22.72 91.96 























38.48 58.68 38.45 14.01 54.13 
76.54 64.92 64.58 29.05 87.74 
53.59 42.45 41.52 29.00 126.07 
85.19 60.96 65.20 26.31 274.52 
74.75 68.72 44.13 28.49 122.91 
78.54 46.78 52.40 38.42 238.88 
71.79 52.83 25.00 28.90 287.78 
14.14 43.90 18.06 22.49 120.01 
58.13 70.36 21.54 29.59 144.62 
13.14 52.03 19.29 19.81 170.77 
45.12 61.55 33.58 22.36 128.49 
34.94 51.65 39.15 20.69 28.15 
67.59 56.22 34.93 33.11 154.54 





29.49 25.72 111.58 
3.03 25.02 168.05 
9.13 28.30 225.09 
30.82 9.86 72.35 
40.44 53.38 52.85 20.85 58.46 
86.75 65.62 41.05 31.67 141.57 
72.84 65.76 59.66 32.57 
95.96 52.81 55.08 38.22 
58.27 
88.10 
o 22.95 38.05 39.85 12.94 28.36 




46.30 73.36 66.02 26.48 113.34 
71.64 49.83 47.76 29.42 
44.12 60.56 39.18 15.01 
165.43 
19.:99 
o 62.08 45.81 16.73 30.88 89.06 
o 28.97 49.85 62.04 19.23 84.67 
o :95.90 77.32 81.15 33.68 49.20 
o 86.42 67.62 76.85 30.16 147.88 
o 99.58 82.93 87.:98 43.35 22.72 
o 51.66 56.47 28.13 27.04 105.09 















1 17.-43 6.21 
2 51.51 7.14 
3 18.20 4.00 
4 35.90 4.92 
5 17.62 7.80 
6 69.56 12.97 
7 12.76 7.37 

































0.1578 35383.15 0.43 11.14 45.28 
0.6074 47257.42 0.64 9.18 56.49 









0.48 8.11 61.01 0.20 
0.53 8.47 65.82 0.17 
0.79 8.21 43.34 1.48 
0.61 9.05 46.97 o.so 




















0.14 0.00553 13.568 
0.35 0.01289 25.929 
0.01 0.34593 17.053 
0.15 0.64890 36.409 
0.13 0.22665 16.099 
0.18 0.05115 24.783 
0.45 0.22306 22.105 
2.79 0.02304 24.003 
9 61.28 18.10 0.3755 30645.95 0.86 9.33 50.77 0.76 1.18 0.15782 20.977 
10 25.32 7.43 0.0602 6522.84 0.72 14.18 50.22 0.17 0.16 0.00000 11.420 
11 57.13 8.08 0.2053 29514.41 0.69 9.96 55.23 0.44 0.46 0.19475 23.624 
12 72.41 9.77 0.0263 8499.04 0.77 11.48 51.52 0.23 
13 56.13 3.42 0.1485 27655.66 0.61 8.46 43.15 0.40 
14 7.69 1.80 0.0232 8283.24 0.31 16.69 37.23 0.12 
15 28.34 8.45 5.4982 55685,60 0.78 8.94 54.44 4.23 
16 36.47 S.10 0.3191 24680.70 0.72 10.56 47.52 0.48 
17 56.90 6.84 0.2172 38310.97 0.55 10.23 54.92 0.42 
0.02 0.09164 19.751 
0.02 0.45930 27.659 
0.02 2.19513 17.345 
4.48 0.28320 29.903 
0.14 0.17256 14.860 
0.07 0.01542 27.685 
18 45.48 9.64 0.3370 26534.65 0.79 9.52 55.37 0.58 0.43 0.11479 22.832 
19 62.88 11.17 0.2660 48862.19 0.66 9.10 58.09 0.29 0.17 0.04746 22.905 
20 3.18 5.57 0.0048 2561.96 0.34 15.51 22.73 0.10 0.01 0.01152 4.488 
21 13.02 3.47 0.0978 10606.77 0.45 15.16 43.24 0.22 0.02 0.24165 15.039 
22 56.60 7.30 
23 8.92 3.62 
24 41\.12 5.30 
25 0.00 2.62 






0.66 8.85 65.59 
0.29 13.19 44.86 
0.41 8.31 50.63 
0.41 19.23 43.02 






0.38 0.16630 23.828 
0.67 0.36830 34.405 
1.99 0.25532 32.634 
0.03 0.23636 8.495 
0.23 0.55055 27.273 










9.12 0.0527 26625.73 
1.09 0.0013 1007.52 
5.39 0.1943 37794.08 
6.46 0.0939 24842.76 
2.82 6.2080 83705.27 
7.76 12.5854 151474.36 
0.83 3.3312 79107.86 
6.18 1.4142 78595.26 
9.08 0.5571 42104.17 
0.63 12.48 57.03 
0.11 21.35 29.69 
0.41 19.68 57.40 
0.48 10.10 51.77 
0.21 9.36 57.36 
0.52 8.57 57.98 
0.08 8.84 56.13 
0.57 13.50 52.60 











0.04 0.02650 23.659 
0.01 0.27642 12.754 
0.25 0.38268 20.173 
o.os 0.25894 16.780 
2.21 0.72792 20.548 
3.21 0.77677 27.896 
1.51 0.98746 40.552 
0.70 0.33642 22.119 






































6 14.26 5.11255 0.14870 
7 7.08 5.15916 0.27144 
e 20.44 s.l0704 o.27427 
9 13.77 5.09632 0.17467 
10 8.02 4.93282 0.01679 
11 9.76 5.27815 0.21038 


























0.77127 48.399 41.861 
0.64314 36.500 37.056 
0.82196 56.769 32.443 
0.56922 46.699 36.385 
0.39060 33.898 33.019 
0.74604 50.803 37.039 
0.54048 45.454 43.259 
13 3.69 7.94376 0.36915 0.84508 27.324 63.356 
14 5.15 4.80715 0.27729 0.41080 32.798 19.335 
15 8.92 5.03221 0.35547 0.83810 49.342 38.984 
16 5.96 4.89159 0.16928 0.34531 36.132 30.477 
17 10.58 5.12245 0.15217 0.66369 44.490 40.398 
18 9.78 5.20544 0.20169 0.62399 45.655 34.797 
19 19.97 5.15848 0.11184 0.73050 44.171 40.986 
20 2.21 4.40691 0.01395 0.13584 10.496 20.575 
21 4.34 5.03445 0.23136 0.55733 48.261 22.363 
22 13.51 5.10491 0.77211 0.87446 58.811 27.996 
23 3.98 4.97779 0.42674 0.81754 33.543 37.578 
24 9.45 4.89399 0.32226 0.93162 49.576 38.978 
25 4.08 4.49576 0.00970 0.46303 35.986 36.371 
26 6.95 5.32188 0.33947 0.39471 43.901 45.138 
27 5.42 4.85266 0.47628 0.84932 47.519 36.738 
28 7.90 5.29779 0.10915 0.57413 46.778 33.424 
29 0.52 4.97501 0.17855 0.34045 19,243 21.248 
30 3.87 4.95267 0.21270 0.50794 46.853 30.339 
31 0.51 4.59114 0.25043 0.45571 31.401 27.898 
32 5.60 4.68921 0.64082 0.97561 57.794 33.334 
33 9.52 5.06269 0.69704 0.92787 57.991 33.061 
34 2.86 4.39890 0.90955 0.99801 60.163 31.520 
35 7.80 5.19143 0.25349 0.71413 41.512 33.542 
























































0.45 53.88 2910 
0.16 114.89 6664 
2.91 1096.96 789817 
0.31 58.28 13288 
0.34 1383.00 
0.36 12:9.73 










1.70 1053.65 241288 
3.48 1972.86 581995 
0.05 94.02 3761 
0.40 666.51 21995 
0.36 543.24 54324 
0.10 447.33 4026 
0.12 58.71 822 
0.21 222:.98 16501 
0.07 435.48 13500 
5.15 2291,62 1789757 
2.48 3940.35 2320870 
1.84 2237.84 1047311 
0.68 1520.91 272244 
0.50 546.57 31703 
MATRIZ DE DISTÂNCIAS DE MAHALANOBIS ESTENDIDA 
OBS COLI COL2 COL3 COL4 COL5 COL6 COL7 COL& COL9 COLJO COLl1 COL12 COLJ 
1 0.0000 O.OOCIO 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
2 38.2731 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
3 42.5730 57.6363 o()()()() 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.()()()() 
4 53.4019 57.!!22 50.701! 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
5 48.5285 59.9!70 60.9801 64.0729 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
6 60.4207 60.9727 62.4198 65.%01 65.8023 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
7 57.!468 56.7046 55.!!93 65.7741 62.4298 70.3194 0.0000 0.0000 0.0000 0.()()()() 0.0000 0.0000 0.0000 
8 58_4538 57.0100 60.1869 60.7213 55.3999 69.0709 67.2733 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
9 59.2335 64.1716 63.3004 65.9457 64.2480 69.5597 64.8946 67.7693 0.0000 0.0000 0.0000 0.0000 0.0000 
10 49.0469 60.3148 43.0876 65.9910 51.0209 59.1546 :57.6303 58.1895 63.9225 0.0000 0.0000 0.0000 0.0000 
ll 388219 36.5393 53.5839 56.1643 49.8680 57.4099 58.3618 57.5831 52.7094 43.3212 0.0000 0.0000 0.0000 
12 54.7449 50.6212 48.4834 55.0655 61.2681 63.3213 64.5502 53.8489 55.2628 44.4581 43.5204 0.()()()() 0.0000 
13 59.6045 61.3809 62.7439 66.%23 65.2568 71.8048 69.9485 69.6579 70.2336 61.0059 58.%23 61.0335 0.0000 
14 62.7834 59.0835 57.5162 673343 63.1406 71.2508 70.1469 69.1999 69.4543 62.0812 55.3937 61.0936 71.2988 
15 55.4038 55.2968 56.4760 65.5132 70.5299 67.2694 65.3838 57.3320 64.0229 52.1345 50.1891 63.8%7 66.3973 
16 43.1220 45.0697 57.3674 53.6653 54.9889 57.4979 50.!409 56.4603 61.1032 43.0248 45.3616 30.9821 58.8780 
17 49.0953 38.4ll2 47.5464 55.8064 47.1221 60.9800 60.8926 64.2595 57.7271 45.0662 54.7512 38.8045 61.9810 
18 61.0291 47.9267 41.5364 58.0875 47.2073 63.9104 64.6412 66.1580 61.2986 561906 42.3507 50.7770 63.8920 
19 50.8545 60.1867 62.7137 65.0485 69.3306 67.7216 63.6337 61.4174 67.7101 54.5140 51.6325 54.92% 67.8555 
20 45.5055 58.0174 54.8955 59.0491 56.1377 65.8535 68.4807 64.771& 59.7537 54.2932 58.3130 61.3173 65.7166 
21 52.8304 50.8575 54.7285 44.2707 55.0506 6L493l 56.4304 57.8958 58.5023 35.5738 28.8911 53.4645 59.5854 
22 61.8072 61.8047 60.5082 66.7401 64.5349 70.7714 68.9922 67.6807 69.5111 63.0530 56.7946 63.9991 70.7775 
23 64J)001 50.3883 57.5315 63.9772 66.1459 66.3963 62.4071 59.0202 65.4591 53.5613 52.7022 61.2263 65.9733 
24 56.5748 59.9202 59.3979 61.5646 55.5341 68.7762 66.%54 71.6786 68.3438 60.7301 55.4007 52.8000 695236 
25 59.2039 49.7505 62.4244 60.1983 57.5197 63.6715 57.0135 63.4899 67.1843 55.2711 57.4479 45.6357 64.9983 
26 54.2885 63.5140 68.5657 56.5985 64.2434 68.3098 62.6232 65.5139 68.2643 51.5543 48.9517 58.2402 67.8806 
27 475570 67,7022 58.4946 56.6216 55.0498 64.9477 61.4253 663131 66.8068 60.0523 41.5747 49.7809 65.4367 
28 693179 47.7048 54.2241 60.4059 60.8262 67.2131 64.1847 62.5649 64.6810 51.5400 49.1335 62.4832 66.2887 
29 45.7151 55.6286 39.7688 67.8820 59.1334 59.9147 59.7393 53.7998 61.2498 63.2684 39.5233 46.2226 60.8256 
30 41.5595 51.9360 58.4625 56.8321 59.2742 65.5881 67.5819 62.9038 57.6050 43.8014 61.2807 58.7983 65.1669 
31 48.3345 47.2%4 48.9592 61.2371 60.8739 65.4637 67.9480 60.1477 57.7991 45.6098 53.0845 58.1515 64.7246 
32 56.0211 61.4060 61.3180 68.0276 67.2745 71.1252 69.6567 67.3043 69.2395 59.9349 57.4933 60.1514 71.2791 
33 59.5385 61.3658 62.9312 66.6773 64.9759 71.6202 69.2945 69.7928 70.5981 60.8727 57.9875 59.4276 71.9015 
34 62.7179 60.7101 62.2797 65.5368 64.4797 71.7130 69.1667 69.6255 70.4647 1]0.2842 55.9525 61.6591 71.6635 
35 SOJ360 55.7105 51.3275 54.9671 57.4604 65.2418 64.4169 62.5183- 61.0388 46.9169 38.3722 55.0750 64.1904 
36 45.3789 53_4691 50.6916 65.9669 66.6716 63.8637 63.2256 55.4467 61.3285 52.1946 48.3184 53.21.56 63.8585 
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MATRIZ DE DISTÂNCIAS DE MAHALANOB!S ESTENDIDA- CONTINUAÇÃO) 
OBS COLI4 COLI5 COLI6 COLI7 COLI8 COLI9 COL20 COL21 COL22 COL23 COL24 COL25 COL26 
I 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 OJJOOO 0.0000 0.0000 0.0000 
2 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
3 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
4 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
5 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
6 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
7 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
8 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.000() 0.0000 
9 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
10 0.0000 0.0000 0.0000 0.0000 OJ)()(){) 0.0000 0.0000 0.0000 0.0000 0.0000 O.OO(Xl 0.0000 0.0000 
11 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.00()0 0.0000 
12 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
l3 0.0000 0.0000 0.0000 0.0000 0.0000 ()(X)()() 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
14 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 00000 0.0000 0.0000 0.0000 0.0000 
15 65.9947 0.0000 0.0000 0.0000 0.0000 0.0000 O.(X)OO O.l)O(Xl 0.0000 0.0000 0.0000 0.0000 0.00()() 
16 57.1842 55.0602 0.0000 O.(X)()() 0.0000 0.0000 0.0000 0.0000 0.0000 O.(X)()() 0.0000 0.0000 0.0000 
l1 62.7015 52.2685 61.3494 0.0000 O.<XlOO 0.0000 0.0000 0.0000 0.0000 O.(X)()() O.(X)()() 0.0000 0.00()() 
18 67.3329 53.8!59 48.9572 63.2116 0.0000 O.(X)()() 0.0000 0.0000 o (X)()() O. (X)()() 0.0000 0.0000 0.0000 
19 66.3312 68.8299 65.0767 58.2440 54.9787 O. (X)()() 0.0000 0.0000 O.(X)()() 0.0000 0.0000 0.0000 0.0000 
20 64.0545 56.4439 38.5823 52.0328 56.6390 55.7661 O.(X)OO 0.0000 O. (X)()() O.(X)()() 0.0000 0.0000 0.0000 
2! 59.7512 57.4983 53.1004 51.2378 56.5377 59.9070 47.9969 0.0000 0.0000 O.(X)()() 0.0000 0.0000 0.0000 
22 703380 65.5427 5L7322 55.II07 61.8253 64.5390 65.7652 55.9731 0.0000 O.(X)()() 0.0000 0.0000 0.0000 
23 65.76!8 68.2640 54.3579 50.75!! 53.6228 64.774! 52.8328 53.7975 67.0584 O.(X)()() 0.0000 0.0000 0.0000 
24 69.1642 56.9307 56.2636 63.2877 66.3851 61.7532 64.8745 57.4336 67.5684 57.5953 0.0000 0.0000 0.0000 
25 63,2994 57.6755 6L2413 55.6578 52.5151 61.7338 50.1388 48.4163 64.2708 65.5693 62.2518 0.0000 o 00()0 
26 65.3961 62.5852 57.5871 52_4559 54.9861 66.1432 6 0.0030 64.7410 66.6415 62.3647 653579 62.4424 0.0000 
27 64.4883 53.6607 51.7547 52.62!2 60.4616 60.3659 61.29!7 58.6272 63.8965 50.9683 68.298! 54.5970 65.9477 
28 67.52!1 65.3675 52.1219 54.7039 61.0739 61.5669 54.2365 59.39!0 67.0755 69.72!2 60.82!3 63.4286 62.5489 
29 62.8665 6!.3691 52.6856 52.9747 57.6!45 62.8430 49.6399 44.4249 58.7471 55.1496 56.1895 49.4478 50.09!3 
30 62.5449 59.8166 47.8044 58.2095 53.4065 60.4852 68.0510 52.5441 61.8027 53.6066 62.0245 50.3244 60.6!9! 
31 65.1732 65.0672 53.3431 63.2744 60.2294 63.9739 603258 56.5251 60.2407 57.2035 59.5795 48.9050 56.4288 
32 70.6055 68.2896 60.7300 62.4368 62.5610 69.9!45 64.1923 59.5792 69.0591 65.2292 67.5061 62.5170 66.5676 
33 71.2660 66.1235 60.7730 62.95!9 64.2988 68.4019 64.4516 60.4829 70.2!66 65.6708 69.74!0 65.4330 68.0832 
34 71.4054 66.1409 58.3955 60.9629 64.8332 67.!365 64.0487 61.7583 70.8870 66.85!9 69.3360 65.4508 68.5!08 
35 65.!378 60.6058 54.7348 60.2!43 64.!687 63.2975 57.412! 67.225! 59.6841 52.9489 63.1717 47.57% 62.2885 
36 63.8216 68.2742 59.4830 57.8127 543566 69.0290 53.1747 53.2738 59.8020 60.2935 56.1360 52.4380 56.7958 
14{) 
(MA TRIZ DE DIST ÂNC!AS DE MAHALANOBIS ESTENDIDA - CONTINUAÇÃO) 
OBS COL27 COL28 COL29 COL30 COL3l COL32 COL33 COL34 COL35 COL36 CIDADE 
I OJ)()OO O.()()(Kl 0.0000 0.0000 0.0000 0.0000 o 0000 0.0000 0.0()()() o ARUJA 
2 0.0000 0.0000 o 0000 0.0000 0.0000 o 0000 0.0000 0.0000 0.()()(10 o BARUERI 
3 o 0000 O. O()()() 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0J)000 o BIRITIBA-MIRIM 
4 o 0000 o 0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 o CAJE!RAS 
5 0.0000 0.0000 0.0000 0.()()()0 0.0000 0.0000 0.0000 0.0000 0.0000 o CAlAMAR 
6 0.0000 0.0000 o 0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 o CARAPICUIBA 
7 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 o COTIA 
8 o 0000 0.0000 0.0000 0.0000 0.0000 o 0000 0.0000 0.()0()() 0.0000 o DIADEMA 
9 o 0000 0.0000 0.0000 0.0000 0.0000 o O()()() o O()()() 0.0000 0.0000 o EMBU 
10 0.0000 O.()()(lO 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 o EMBU-GUACU 
11 0.0000 0.0000 0.()0()() 0.0000 0.0000 0.0000 0.0000 0.()()()0 0.0000 o FERRAZ DE V ASCONCE 
12 0.0000 0.0000 o .0000 o .0000 0.0000 o 0000 0.0000 0.0000 0.0000 o FRANCISCO MORA TO 
13 0.0000 0.0000 0.0000 0.0000 0.0000 o 0000 0.0000 0.0000 0.0000 o FRANCO DA ROCHA 
14 0.0000 0.0000 o 0000 0.0000 0.0000 o 0000 0.0000 0.0000 0.0000 o GUARAREMA 
15 0.0000 0.0000 0.0000 0.0000 0.0000 o 0000 0.0000 0.0000 0.0000 o GUARULHOS 
16 0.0000 0.0000 0.0000 0.0000 0.()0()() 0.0000 0.0000 o ()()()() 0.0000 o ITAPECERlCADA SERR 
17 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 o 0000 0.0000 0.0000 o ITAPEVJ 
1& 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 o 0000 0.0000 0.()0()() o ITAQUAQUECETUBA 
19 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0()()() 0.0000 0.0000 o JAND1RA 
20 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 o JUQUIT!BA 
21 0.0000 0.0000 0.0000 0.0000 0.0000 o 0000 0.0000 (). 0000 0.0000 o MA!RlPORA 
22 0.0000 0.0000 o 0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 o MAUA 
23 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 o MOGI DAS CRUZES 
24 o 0000 0.0000 0,()0()() 0.0000 0.0000 0.0000 0.0000 (). 0000 0.0000 o OSASCO 
25 0.0000 0.0000 0.0000 o O()()() 0.0000 0.0000 o 0000 0.0000 0.0000 o PIRAPORA DO BOM JES 
26 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 o POA 
27 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 o R!BE!RAO PIRES 
28 53.37!3 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 o RIO GRA'lDE DA SERR 
29 55.2859 52.6306 o 0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.()0()() o SALESOPOL!S 
30 56.4421 54.0454 48.1937 0.0000 o 0000 0.0000 0.0000 0.0000 0.0000 o SANTA ISABEL 
31 53.0628 58.6647 59.2193 66.3822 0.0000 o 0000 0.0000 0.0000 o 0000 o SANTANA DO PARNA!B 
32 64.!670 64.4765 64.0818 65.5500 67.2420 0.0000 0.0000 0.0000 0.0000 o SM'TOANDRE 
33 65.8833 66.0992 61.3169 64.3875 64.5981 7l.3259 0.0000 0.0000 0.0000 o SAO BERNARDO DOCA 
34 65.4554 6&.1098 59.5628 62.9967 63.3155 70.4753 71.6447 0.0000 0.0000 () SAO CAETANO DO SUL 
35 63.2362 57.7559 57.4822 60.5905 65.9866 65.6709 64.8355 64.4654 0.0()()() o SUZANO 
36 53.2783 56.9762 66.8362 58.9448 67.3856 67.8693 64.2238 62.2&10 62.3119 o T ABOAO DA SERRA . 
**** **** ******** **** **** 
141 
MATRIZ DE DISTÂNCIAS DE MAHALANOBIS ESTENDIDA 
BLOCO DAS CATEGÓRICAS 
OBS COLI COLl COLJ COL4 COL5 COL6 C'OL7 C'OL8 COL9 COL!O COL!l CüL12 ( '_/ 
1 0.00 0.0\J O.(J(l OJ}IJ U.Oü o.or 0.00 (; ()(! VJJr () .Ofl O.fl\1 ()_í);1 "· 
2 48.! J {),l)() ROO 0.00 0.00 0.00 0.00 (\{){i (fJf;'• {)_{){) (1.()\l o.cv~ '}! 
3 O.OIJ 48 li 0.00 0.00 0.00 o.o::r {UlO (l {}{• (r0\) o 00 o 0(! (1 ()f) (\ -· -· 
4 28.98 42 (J() 28.98 0.\Xí 0.00 (LOO OJ}O (i (J<; ü fP .. • tdJO 0,\XI U.0\1 {< 
5 28.98 42.00 28_98: (LOH O.üü O.OZ\ 0.00 C'JY o_n: OJW 0.0(; O.(r'l L•• 
6 4S.J l o.on 48.1 J 42JJ{) 4.HKl {)_(1(1 0.00 (;{){i ~!_()(. v (}(~ {)_(){\ (.\.{)(! () >. 
7 28.98 42.00 28.98 0_00 0.00 42.00 (UJO t· 'I(' _,),,, o tt\:l (L(h.l 0.(1\1 fí.OO !) ('• 
8 48]] 0.00 48.11 4HIO 42.00 0.0\l 42 Ü{! (LÜL) OJLJ o.cn 0.00 () .00 (. 
9 48.11 iJOO 4S.ll 42.00 42.00 0.00 4?.0(! O_{K~ O.Oü (iJ)(! 1HK~ tUKl L . 
lú 0_0{) 48. J l 0.00 28S8 28.98 48.11 233& 4&.ll 4LJl o (i(; ü ()ü 0.00 0.·' 
ll 4ft. I! 0.00 MUI 42.00 42.00 0.00 42.00 O.OV (1,(;;) 48 L (l.OU (!,(\(' 0 (l'' 
l2 48.11 OJ/ü 48 !! 42.00 -tl.OO 0.0'.> 42 00 (;_(}(_\ (iJt·:l 41\ ll (; (j!j o .no 0 '~ 
ll 28.98 42.00 2898 0.0(} 0.00 42.0C n_oo 42JiU 42 ()(~ n .. 9s 42 \}(! 41.0{1 ·))' 
!4 0.00 4llll OJYJ 2K98 2898 4~Ul 2&.98 4$.11 48.!1 0.00 4%.11 <48.ll ::t \-> 
!5 395.49 220.20 395A9 356.25 35625 22ü.2U 356.25 22ü.2ü 220_20 395.49 220' 2f.l 220.10 1~-- '1~ " --~ 
16 48.1 J 0.00 48.11 42 00 42.00 O.OU 42.00 0.00 (HJ\..1 4~_11 (}_O{) 0.00 ""i' ~-"'-'·' 
!7 4&.98 42.00 28.98 ()_Q!J 0.00 42.0::J 0.00 42.0-ü 42.0{1 28.98 42.00 42.00 (i_!Jf; 
!& 4lU! 0.00 48.!! 4-2.00 42.0\J (j_(){i 41.\YJ 0.0\f 0.00 48.!! 0.00 0.00 ~2JK 
!9 OJ){I 48.ll 0.(10 28.98 28.98 4-8.1 j 28.98 48.U 48.11 0.00 48"ll 48.!! 2E.0f·. 
20 0.00 48.1l 0.00 2&.98 2&.98 4-S. 1 I 28.98 48.ll 48.11 0.00 4Kll 48.11 zss:-
21 0.00 48!! 000 28.98 28.98 48.!1 28.98 48.11 43.] l o.no 48.11 48. J l 1õ'.n 
22 48.1! 0.00 48.1! 42-(K! 42.0(1 (LOO 42.00 0.00 ú_Oü 4~dl 0.00 000 42.0'.', 
21 48.11 0.00 48_11 42.00 42.00 0.00 42.00 0(1() 0.00 48.!1 0.00 000 4:UF--
24 395.49 220.20 395_49 356.25 356.25 220.20 356.25 220.20 220.20 395.49 220.20 220.20 35\'..25 
25 000 48.11 0.00 28.98 28.98 4&.!! 28.98 48.1! 48.11 0.00 48.11 48.11 .::~_t;i: 
26 28.98 42.00 .28.98 0.00 0.00 42.00 0()() 42.00 42.0(1 28.98 42.00 42.00 ('.O: 
27 28.98 4Hí0 28.98 0.00 0_00 42.00 0.00 42.0() 42.00 28.98 4-2JXl 42.0(1 (' {)(' 
28 28.98 42.00 28.98 ü_OO 000 42.00 000 42_00 42.00 28"98 42.00 42.00 (' ('Íl 
29 0.00 4K11 0.00 2898 28.98 48.!! 28.98 48.11 48.11 0.00 48.11 48.!! 2f;_'-f8 
30 0.00 48. I l 0.00 28.98 28.98 48.1! 28.98 48.ll 48.1 J o_no 48.!1 48.ll 22.n 
31 0.00 48.11 0.00 28.98 28.98 48.11 28.98 #UI 4-8. ll 0.00 48.1! 48.11 215.% 
32 1578.84 !6!9"06 I57K84 1602.69 !602.69 1619.06 1602.69 l619JJ6 !6!9.06 !578"84 1619.06 !6!9.06 16(::' .69 
33 395.49 220.20 395.49 356.25 356.25 220.20 356.25 220.20 220.20 395.49 220.20 220.20 35ü.25 
34 1578.84 16!9JJ6 !578.84 1602.69 !6ú2.69 16!9.()6 16ú2.69 1619.06 1619.(}{) 157&.84 1619.(»6 !6!9 ()6 )6(12_69 
35 48.11 0.00 48. I 1 42.00 42.00 0"00 42.00 0.00 0.00 48ll 0.00 0.00 42.0\! 
36 4S.ll 0.00 48.]! 42.00 42.00 0.00 42/JO ()00 0.00 48.!! 0.00 0.00 .+:.oo 
!42 
MA TRIZ DE DJST ÁNCIAS DE MAHALANOBIS ESTENDIDA 
BLOCO DAS CATEGÓRICAS 
- CONTINUAÇÃO-
OBS COLI4 COLI5 COL16 COLI7 COLI8 COL19 COL20 COL2I COL22 COL23 COL24 COL25 
I OJJO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
5 000 0.00 O(KJ 0.00 0.00 0.00 0.00 0.00 000 0.00 0.00 0.00 0.00 
6 o (KJ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
7 0.00 0.00 0.00 0.00 o (JO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 000 
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 000 0.00 0.00 
9 0.00 0.00 0.00 0.00 000 0.00 0.00 0.00 0.00 000 0.00 0.00 0.00 
lO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
12 0.00 0.00 0.00 0.00 0.00 000 0.00 0.00 0.00 0.00 000 0.00 0.00 
13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 000 
14 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 O.(JO 
15 395.49 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
16 48.!1 220.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
17 28.98 356.25 42.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
18 48.11 220.20 0.00 42.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
19 0.00 395.49 48.11 28.98 48.11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
20 0.00 395.49 48.11 28.98 48.ll 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
21 0.00 395.49 48.11 28.98 48.ll 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
22 41U1 220.20 0.00 42.00 0.00 48.ll 48.ll 48.ll 0.00 0.00 0.00 0.00 0.00 
23 48.ll 220.20 000 42.00 0.00 48.ll 48.ll 48.11 0.00 0.00 0.00 0.00 0.00 
24 395.49 0.00 220.20 356.25 220.20 395.49 395.49 395.49 220.20 220.20 0.00 0.00 0.00 
25 0.00 395.49 48.ll 28.98 48.11 0.00 0.00 0.00 48.ll 48.ll 395-49 0.00 0.00 
26 28.98 356.25 42.00 0.00 42.00 28.98 28.98 28.98 42.00 42.00 356.25 28.98 0.00 
27 28.98 356.25 42J.l0 0.00 42.00 28.98 28.98 28.98 42.00 42.00 356.25 28.98 0.00 
28 28.98 356.25 42.00 0.00 42.00 28.98 28.98 28.98 42.00 42.00 356.25 28.98 0.00 
29 0.00 395.49 48.11 28.98 48.!1 0.00 0.00 0.00 48.ll 48.ll 395.49 0.00 28.98 
30 0.00 395.49 48.11 28.98 48.ll 0.00 0.00 0.00 48.ll 48.ll 395.49 0.00 28.98 
31 0.00 395.49 48.ll 28.98 48Jl 0.00 0.00 0.00 48.ll 48.ll 395.49 000 28 
32 1578.84 1644.58 1619.06 1602.69 1619.06 1578.84 1578.84 1578.84 1619.06 1619.06 1644.58 1578.84 1602.69 
33 395_49 0.00 220.20 356.25 220.20 395.49 395.49 395.49 220.20 220.20 0.00 395.49 356.2 
34 1578.84 1644.58 1619.06 !602.69 1619.06 1578.84 1578.84 1578.84 1619.06 1619.06 1644.58 1578.84 1602.69 
35 48.11 220.20 0.00 42.00 0.00 48.ll 48.ll 48ll 000 0.00 220.20 48. i I 42. 
36 48.ll 220.20 000 42.00 000 48.ll 48.11 48.ll 0.00 0.00 220.20 48.11 42. 
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liA TRIZ DE DISTÂNCIAS DE MAHALANOBIS ESTENDIDA 
BLOCO DAS CA TEGÓRJCAS 
• CONTJNUAÇÃO-
OBS COL27 COL28 COL29 COL30 COLJI COL32 COL33 COL34 
I 000 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
6 0.00 000 0.00 0.00 0.00 0.00 0.00 0.00 
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
12 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
14 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
15 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
16 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
17 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
18 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
19 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
21 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
22 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
23 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
24 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
25 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
26 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
27 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
28 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
29 28.98 28.98 0.00 0.00 0.00 0.00 0.00 0.00 
30 28.98 18.98 0.00 0.00 0.00 0.00 0.00 0.00 
31 28.98 28.98 0.00 0.00 0.00 0.00 0.00 0.00 
32 16{)2 69 1602.69 1578.84 1578.84 157&.84 0.00 0.00 0.00 
33 356.25 356.25 395.49 395.49 395.49 1644.58 0.00 0.00 
34 1602.69 16{)2 69 1578.84 1578.84 1578.84 0.00 164458 0.00 
35 4200 42.00 48.11 48.11 48.11 1619.06 220.20 1619.06 
36 42.00 42.00 48.1J 48.11 48.11 1619.06 220.20 1619.06 
COL35 COL36 CIDADE 
o o ARUJA 
o o BARUERI 
o o BIRJTIBA-M!RJM 
o o CAIE!RAS 
o o CAlAMAR 
o o CARAPICUIBA 
o o COTIA 
o o DIADEMA 
o o EMBU 
o o EMBU-GUACU 
o o FERRAZ DE V ASCONC 
o o FRANCISCO MORA TO 
o o FRANCO DA ROCHA 
o o GUARAREMA 
o o GUARULHOS 
o o ITAPECERJCA DA SER 
o o 1TAPEV! 
o o ITAQUAQUECETUBA 
o o IANDIRA 
o o JUQUITIBA 
o o MAJRJPORA 
o o MAUA 
o o MOGI DAS CRUZES 
o o OS ASCO 
o o P!RAPORA 00 BOM JE 
o o POA 
o o RIBE!RAO PIRES 
o o RJO GRANDE DA SERR 
o o SALESOPOL!S 
o o SANTA ISABEL 
o o SANTANA 00 P ARNAJ 
o o SANTOANDRE 
o o SAO BERNARDO 00 CA 
o o SAO CAETANO 00 SUL 
o o SUZANO 
o o T ABOAO DA SERRA 
**** **** ******** **** •••• 
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MATRiZ DE DISTÂNCIAS DE MAHALANOBIS ESTENDIDA 
BLOCO DAS CONTINUAS 
OBS COLI COL2 COL3 COL4 COL5 COL6 COL7 COL8 COL9 COL10 COL11 COL12 CO L! 
1 0,00 0,00 0.00 0.00 0.00 0,00 0.00 0.00 0,00 0,00 0.00 0,00 0.00 
2 8332 0,00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 0,00 
3 42.57 13048 0.00 0,00 0.00 0.00 0,00 0,00 0,00 0,00 0.00 0.00 0.00 
4 78.58 97,!7 82,11 0,00 0.00 0,00 0.00 0,00 0,00 0.00 0.00 0.00 0.00 
5 46,08 108,88 64.76 64.01 0.00 0.00 0.00 0,00 0,00 0.00 0.00 0.00 0,00 
6 83.50 60,97 113.30 9956 10831 0,00 (),()() 000 0,00 0.00 0.00 0.00 0.00 
7 7!,14 88.21 7535 65,77 62,43 95.38 0,00 0.00 0.00 0,00 0,00 0.00 0,00 
8 75,39 57,01 !04,92 87.54 9U3 69,07 85.55 0,00 0,00 0.00 0.00 0.00 0.00 
9 89,69 64,17 12155 %,5{) 103.71 69.56 86.90 67.77 0.00 0.00 0,00 0,00 000 
10 49.05 11536 4309 85.89 44,29 92.23 6635 85.12 10437 0,00 0.00 0,00 0.00 
ll 64,69 36.54 107,25 88.83 9L44 57.41 82.48 57.58 52.71 79.18 0,00 0,00 0.00 
12 63,62 50,62 85.15 8181 96.92 63,32 82.75 53,85 55,26 6333 43.52 0.00 0.00 
13 85.13 104,82 94,50 66.% 65.26 108.79 69.95 99.86 104,17 8125 95.01 9LI6 0,00 
14 62,78 11429 57.52 98.36 66.53 104,49 89.99 %,29 110.07 62.08 9L42 80.13 102.67 
15 425.15 232.71 52635 447.98 496.59 29639 47L83 279.07 294,61 474.18 259,64 340.17 460,01 
16 68,79 45.07 110.83 99.41 109,64 57.50 8735 56.46 6UO 78,69 4536 30.98 108,01 
17 66.34 60,86 7L02 55.81 47,!2 76,97 60.89 73,47 70,67 57.03 69.81 47.94 6L98 
18 58,84 47,93 67,15 74.28 7231 63,91 72,29 66,16 6130 64.00 42.35 50.78 83.47 
19 5{),85 102,43 62,71 80.26 56,91 88 00 67,66 75.55 95.36 54.51 74.70 61,00 83,41 
20 45.51 114.80 54.90 100.61 70.07 100.68 98.87 93.45 101,95 54.29 95.92 81.93 107.63 
21 52.83 94,56 54.73 57.55 40.70 83.23 58.53 73.49 87.62 3557 53.41 61,00 73.21 
22 102.52 6L80 129,02 11111 117.81 70,77 104.82 67,68 69,51 113,76 56.79 64.00 118.53 
23 85.62 50.39 106,95 90.02 10UO 66.40 79.91 59.02 65.46 85,!8 52.70 6L23 95.41 
24 303,40 143,76 40635 320,31 357,88 204.32 349.70 199.84 10536 359,86 !7],28 23550 339.42 
25 59.20 126.92 62.42 93.94 63.63 118.87 79.57 11255 129,76 55.27 115.43 86.63 99.09 
26 73,25 11750 93,76 56.60 64.24 115.84 62.62 10626 112,75 65,23 95.54 98.91 67.88 
27 49,93 81,75 67.10 56.62 55,05 72.55 6L43 67.13 7136 57.14 48.23 5052 65.44 
28 77,82 6555 68.96 60.41 60.83 78,61 64.18 67.18 73.03 54,76 5959 67,02 66,29 
29 45,72 136,32 39,77 10509 68.71 1!8,64 85.77 106.38 12735 63.27 IOL04 90.74 98.38 
30 4L56 102,05 58.46 83.57 5839 93.74 83.14 84.91 93.13 43.80 92.22 72.75 92.26 
31 4833 106.89 48.% 60.42 32.43 103.09 55.95 91,63 102.80 45.61 93.50 81.57 64.25 
32 1626,10 1799,71 1708.73 1616.07 1662.93 1672,17 1888,80 1676,53 1739.18 1564.77 1565,92 1788,87 1704.46 
33 388.39 217.09 49L91 407,30 44920 279.06 433.91 269.85 279,50 442.03 245.75 314,01 423.68 
34 1540.42 172056 1617,31 1517.03 156359 1594.30 179L76 1600.40 166L95 1472.73 1485.93 171L92 !60829 
35 56.95 55.71 85.93 80.37 91,77 65.24 8L28 62.52 6104 63.72 38.37 55.07 92.98 
36 73.33 53.47 106.43 ll3.95 123.56 63.86 102.66 55.45 61,33 90.14 48.32 53,22 115,23 
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MATRJZDE DISTÂNCIAS DE MAHALANOB1S ESTENDIDA 
BLOCO DAS CONTíNUAS 
- CONTINUAÇÃO -
OBS COL14 COLI5 COLI6 COLI7 COLI8 COLI9 COL20 COL2I 
I 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2 000 0.00 0.00 000 0.00 000 0.00 0.00 0.00 0.00 
3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 000 0.00 0.00 
4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
6 0.00 0.00 0.00 0.00 0.00 000 0.00 0.00 0.00 0.00 
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
g 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 000 0.00 0.00 
ll 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
12 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
14 0.00 0.00 000 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
15 459.64 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
16 93.01 297.42 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
17 85.79 368.06 89.49 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
18 75.30 339.97 48.96 61.80 0.00 0.00 0.00 000 0.00 0.00 
19 66.33 490.25 87.94 65.52 49.99 0.00 0.00 0.00 0.00 0.00 
20 64.05 440.50 75.99 85.66 66.19 55.77 0.00 0.00 0.00 0.00 
21 59.75 432.43 77.43 56.58 53.01 59.91 48.00 0.00 0.00 0.00 
22 121.21 274.44 51.73 81.87 61.83 102.45 118.22 95.34 0.00 0.00 
23 9754 268.10 54.36 59.19 53.62 83.59 86.19 74.08 67.06 0.00 
COL22 COL23 COL24 
0.00 0.00 0.00 
000 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 000 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
24 339.89 56.93 205.05 255.36 258.97 360.26 326.01 309.45 182.89 163.86 0.00 0.00 0.00 
25 6330 527.24 119.03 81.46 82.45 61.73 50.14 48.42 137.11 119.31 408.90 0.00 0.00 
26 90.20 462.90 117.27 52.46 85.11 75.13 95.35 71.80 124.94 102.34 341.96 89.96 0.00 
27 72.70 395.03 71.50 52.62 50.65 52.77 80.05 49.10 82.26 5LOl 285.95 65.53 65.95 
28 81.87 426.78 75.67 54.70 55.06 60.10 79.13 56.00 89.24 73.56 298.52 80.49 62.55 
29 62.87 523.84 114.00 82.25 91.07 62.84 49.64 44.42 135.11 112.42 395.75 49.45 81.08 
30 62.54 478.09 78.55 77.02 56.29 60.49 68.05 52.54 107.59 80.30 357.38 50.32 8U4 
31 65.17 494.09 93.56 54.52 72.59 63.97 60.33 56.53 115.50 93.37 365.69 48.91 49.39 
COL25 
32 1667.38 1722.42 1769.17 1758.69 1687.46 1616.28 1532.07 1621.85 1766.62 1606.34 1598.54 1679.74 1568.69 
33 424.02 66.12 28L45 336.90 328.77 441!.93 407.61 394.52 257A3 243.82 69.74 494.11 426.56 
34 1575.80 1715.04 1688.38 1660.67 1611.28 152U2 1439.54 153!.64 1689.99 1529.51 1595.14 1590.29 1474.09 
35 82.10 295.65 54.73 68.01 64.17 67.31 75.96 72.69 59.68 52.95 204.64 86.51 101.63 
36 101.92 294.81 59.48 88.19 54.36 94.17 92.86 79.88 59.80 60.29 189.10 112.50 118.71 
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dA TIUZ DE DIST ÀNC!AS DE MA!IALANOBJS ESTENDIDA 
!LOCO DAS CONTÍNUAS 
• CONTINUAÇÃO • 
OBS COL27 COL28 COL29 COL30 COL31 COL32 COL33 COL34 
1 OJlO OJlO 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
2 0.00 0.00 0.()() 0.00 0.00 0.00 0.00 0.00 0.0000 o 
3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
5 0.00 o_oo 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
8 0.00 0,00 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
lO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
12 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
14 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
15 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
16 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
17 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
18 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
19 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
21 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
22 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
23 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
24 {).00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
25 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
26 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
27 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
28 53.37 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
29 69.69 73.17 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 o 
30 60.38 64.1l 48.19 0.00 0.00 0.00 0.00 0.00 0.0000 o 
31 29_44 4lJ7 59.22 66.38 0.00 0.00 0.00 0.00 0.0000 o 
32 158L65 1600.31 1746.59 !727.93 1616.87 0.00 0.00 0.00 0.0000 
33 365.42 385.68 482.90 441.77 452.73 1647.76 0.00 0.00 0.0000 
34 1486.39 1507.39 1649.69 1633.00 1520.56 70.48 1642.85 0.00 0.0000 











FERRAZ DE VASCONCELOS 
FRANCISCO MORA TO 










MOGI DAS CRUZES 
OSASCO 
PIRAPORA DO BOM JESUS 
POA 
R!BEIRAO PIRES 





o SAO BERNARDO DO CAMPO 
o SAO CAETANO DO SUL 
35 62.64 60.% 99.94 72.47 87.34 1496.66 278.20 1417.00 0.0000 o SUZANO 
36 75.26 82.75 130.43 91.% 109.88 1604.70 269.08 1520.66 623119 o TABOAO DA SERRA 
**** **** ******** **** **** 
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MATRIZ DE DISTANCIAS DE MAHALANOBIS ESTENDIDA 
BLOCO DOS PRODUTOS CRUZADOS 
OBS COL1 COL2 COL3 COL4 COL5 COL6 COL7 COL8 COL9 COLIO COLII COLI2 CO 
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2 -93.16 0.00 ROO 0.00 0.00 0.00 OJ)() 0.00 0.00 0.00 0.00 0.00 0.00 
3 0.00 -120.95 0.00 0.00 0.00 O.(Kl 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
4 -54J6 -82.05 -60.39 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
5 -26.53 -90.% -32.76 0.00 0.00 0.00 0.00 0.00 OJlO 0.00 0.00 0.00 0.00 
6 -7119 0.00 -98.99 -75.60 -84.51 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
7 -42.98 -73.51 -49.21 0.00 0.00 -67.06 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
8 -65n5 o.oo -92.84 -68.82 -77.72 o.oo -60.27 o.oo o.oo o.oo o.oo o.oo o.oo 
9 -78.57 0.00 -106.36 -72.55 -81.46 0.00 -64.01 0.00 0.00 0.00 0.00 0.00 0.00 
10 0.00 -103.15 0.00 -48.88 -2L25 -8l.l9 -37.70 -75.04 -88.56 0.00 0.00 0.00 0.00 
]] -73.98 0.00 -101.77 -74.66 -83.57 0.00 -66.12 0.00 0.00 -83.97 0.00 0.00 0.00 
12 -56.99 0.00 -84.78 -68.74 -77.65 0.00 -6()20 0.00 0.00 -66.98 0.00 0.00 0.00 
!3 -54.51 -85.44 -60.74 0.00 0.00 -78.99 0.00 -72.20 -75.94 -49.23 -78.05 -72.13 0.00 
14 0.00 -103.31 0.00 -60.00 -32.38 -81.35 -48.82 -75.20 -88.72 0.00 -84.13 -67.14 -60.35 
15 -765.23 -397.61 -865.37 -738.71 -782.31 -449.32 -762.70 -441.94 -450.79 -817.54 -429.65 -4%.47 -749.86 
16 -73.78 0.00 -101.57 -87.75 -%.65 0.00 -79.20 0.00 0.00 -83.77 0.00 0.00 -91.13 
17 -46.22 -64.44 -52.46 0.00 0.00 -57.99 0.00 -5L21 -54.94 -40.94 -57.05 -51.13 0.00 
18 -45.92 0.00 -73.72 -58.19 -67.10 0.00 -49.65 0.00 0.00 -55.92 0.00 0.00 -61.58 
19 0.00 .9(),35 0.00 -44.19 -1656 -68.39 -33.01 -62.24 -75.76 0.00 -7l.l7 -54.18 -44.54 
20 0.00 -104.90 0.00 -70.55 -42.92 -82.93 -59.37 -76.79 -9031 0.00 -85.72 -68.72 -70.90 
21 0.00 -91.81 0.00 -42.26 -14.63 -69.85 -31.08 -63.70 -77.22 0.00 -72.63 -55.64 -42.61 
22 -88.82 0.00 -ll6.62 -86.37 -95.27 0.00 -77.82 0.00 0.00 -98.82 0.00 0.00 -89.75 
23 --69.73 OJ)() -9753 -68.04 -76.95 0.00 -59.50 0.00 0.00 -79.73 0.00 0.00 -71.43 
24 .-64-2.32 -304.04 -742.45 -615.00 -{)58.59 -355.75 -638.98 -348_36 -357.21 -694.62 -336.07 -402.89 -626.15 
25 0.00 -125.28 0.00 -62.72 -35.09 -103.31 -51.54 -97.16 -110.69 0.00 -106.10 -89.10 -63.07 
26 47.94 -95.98 -54.17 0.00 0.00 -8953 0.00 -82.75 -.86.48 -42.66 -88.59 ..S2.67 0.00 
27 -3135 -56.05 -37.59 0.00 0.00 -49.60 0.00 -42.81 -46.55 -26.07 -48.66 -42.74 0.00 
28 -37.49 -59.85 -43.72 0.00 0.00 -53.39 0.00 -46.61 -50.35 -32.21 -52.46 -46.54 0.00 
29 0.00 -12880 0.00 -66.19 -38.56 -106.84 -55.01 -100.69 -114.21 0.00 -109.62 -92.63 -66.54 
30 0.00 -98.23 0.00 -55.72 -28.09 -76.26 -44.54 -70.12 -83.64 0.00 -79.05 -62.06 -56.07 
31 0.00 -107.70 0.00 -28.16 -0.53 -85_74 -16.98 -7959 -93.11 0.00 -88.52 -71.53 -28.51 
32-3148.92-3357.37-322626-3150.73 -3198.35 -3220.!1 -3421.83 -3228.29-3289.01 -3083.67-3127.50-3347.78-3235.8 
33 -724.34 -375.93 -824.47 ...{i96.87 -740.47 -427.64 -720.86 -420.25 -429.10 -776.65 -407.96 -474.78 -708.03 
34 -3056.54 -3278.91 -3133.87 -3054.18 -3101.80 -3141.65 -3325.28 -3149.84 -3210.55 -2991.29 -3049.04 -3269 32 -3139.3 
35 -5,t92 0.00 ..82.71 -67.41 -7631 0.00 -58.86 0.00 0.00 -.64.91 0.00 0.00 -70.79 
36 -76.06 0.00 -103.85 ..89.98 -98.89 0.00 -81.44 0.00 0.00 -86.05 0.00 0.00 -93.37 
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M TRIZ DE D!ST ÂNC!AS DE MAHALANOBIS ESTENDIDA 
!LOCO DOS PRODUTOS CRUZADOS 
-CONTINUAÇÃO-
OBS COL14 COLI5 COLI6 C0Ll7 COLI8 COLI9 COL20 COL21 COL22 COL23 COL24 COL25 C 
1 0,00 0,00 0.00 0,00 0.00 0,00 0,00 0,00 0,00 0,00 0,00 0.00 0.0 
2 0.00 0,00 0,00 0,00 0,00 0.00 0.00 0,00 0.00 0.00 0.00 0,00 0.0 
3 0,00 0,00 0,00 0,00 0,00 0.00 0.00 0,00 0,00 0,00 0,00 0.00 0.0 
4 0,00 (LOO 0,00 0.00 0.00 0,00 0,00 0,00 0,00 0.00 0,00 000 0,0 
5 0.00 0.00 0,00 0,00 0,00 0.00 0.00 0.00 0.00 0,00 0.00 0,00 0,0 
6 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0.00 0.00 0.00 0.00 0.00 0,0 
7 0,00 0,00 0.00 0,00 0,00 0.00 0,00 0.00 0.00 0.00 0.00 0.00 0.0 
8 0,00 0,00 0.00 0.00 0,00 0,00 0.00 0.00 0,00 0,00 0.00 0.00 0.0 
9 0.00 0,00 0.00 0,00 0.00 0,00 0,00 0.00 0,00 0.00 0.00 0.00 0,0 
10 000 0,00 0.00 0,00 0,00 0.00 0.00 0.00 0,00 0,00 0,00 0.00 0.0 
ll 0.00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0.00 0.00 0.00 0,0 
12 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0.00 0,00 0,00 0,00 0,00 0.0 
ll 0.00 0,00 0.00 0,00 0.00 0.00 0,00 0,00 0.00 0.00 0.00 úOO 0,0 
]4 0.00 0,00 0,00 0,00 0,00 0.00 0,00 0,00 0.00 0,00 0,00 0.00 o_o 
15 -789.13 0.00 0,00 0,00 0.00 0,00 0,00 0.00 0.00 0.00 0.00 0.00 0,0 
16 -83,94 -462,56 0.00 0,00 0.00 0.00 0,00 0,00 0.00 0.00 0.00 0.00 0,0 
!7 -5207 -672.04 -70,14 0,00 0,00 0.00 0,00 0,00 0.00 0,00 0.00 0,00 0.0 
18 -56,08 -50636 0.00 -40.58 0.00 0,00 0,00 0.00 0.00 0,00 0.00 0.00 0.0 
19 0.00 -816.92 -70.98 -36.26 -43.12 0,00 0.00 0,00 0,00 0,00 0,00 0,00 0.0 
20 0.00 -779.55 -85,52 .-62.61 -57.66 0.00 0.00 0.00 0,00 0,00 0.00 0,00 0.0 
21 0.00 -770,43 -72.44 -34,33 -44.58 0.00 0.00 0.00 0,00 0,00 0,00 0,00 0.0 
22 -98,98 -429.10 0_00 -68,76 0.00 -86,02 -100.56 -87.48 0.00 0.00 0,00 0.00 0,0 
23 -79.89 -420.04 0.00 -50.44 0,00 -66.93 -81.47 -6839 0.00 0,00 0.00 0.00 0.0 
24 -666.22 0.00 -368.99 -548,33 -412.78 -694.00 ..656.63 -647,51 -335.52 -326.46 0,00 0,00 0.0 
25 0.00 -865.06 -105,90 -54.79 -78.04 0.00 0.00 0,00 -120.94 -101,85 -742,14 0.00 O. 
26 -53.79 -756,57 -101.68 ' 0,00 -72J2 -37.97 -64.33 -36.04 -10030 -8L97 -632.8.5 -5650 O, 
27 -37_20 -697.62 -6L74 0,00 -32.19 -21.39 -47.74 -19.45 -6036 -42,04 -573,91 -39,91 o_ 
28 -4333 -717.67 -6554 0.00 -35.99 -2752 -53.87 -2559 -64J6 -45.84 -593.95 -46,05 O, 
29 0,00 -857.97 -109.42 -58,26 -8L57 0.00 0,00 0.00 -124.47 -10538 -735.05 0.00 -59. 
30 0.00 -813.77 -78.85 -47,79 -5LOO 0.00 0,00 0,00 -93.90 -74.80 -69{),85 0,00 -49, 
31 0,00 -82452 -8833 -20,23 -60.47 0.00 0.00 0.00 -10337 -84.28 -701,60 0.00 -21. 
32 -3175.62 -3298.72 -3327.51 -3298.95 -3243.96 -3125.20 -3046.72 -3141.11 -3316.62 -3160.17 -3175.62 -3196.06 -3104.8 
33 -748.24 0,00 -440,88 -630.20 -484.67 -77603 -738.65 -729.53 -407.41 -39835 0.00 ..S24.17 -714_ 
34-3083.23 -3293_49 -3249,05-320239-316551 -3032,82-295433-3048.73 -3238.17-3081,72-3170,39-3103.68-3008.2 
35 -65.08 -455.25 0.00 -49.80 0.00 -52.12 -66.66 -53.58 0.00 0.00 -361.67 -87.04 -81, 
36 ..&6.21 -446.74 0,00 -72.37 0.00 -73.25 -87.79 -74.71 0,00 0,00 -353.16 -108.17 -103 
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>1A TRIZ DE DIST ÁNC!AS DE MAHALANOBIS ESTENDIDA 
lLOCO DOS PRODUTOS CRUZADOS 
-CONTINUAÇÃO-
OBS COL27 COL28 COL29 COL30 COL31 COL32 COL33 COL34 COL35 COL36 CIDADE 
I 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o o ARUJA 
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o o BARUERI 
3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o o BIRITIBA-MIRIM 
4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o o CAIE IRAS 
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o o CAJAMAR 
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o o CARAPICUlBA 
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 () o CO TIA 
8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o o DIADEMA 
9 0.00 0.00 000 0.00 0.00 0.00 0.00 0.00 o o EMBU 
lO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o o EMBU-GUACU 
li 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o o FERRAZ DE VASCONCELOS 
12 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o o FRANCISCO MORA TO 
I3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o o FRANCO DA ROCHA 
14 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o o GUARAREMA 
!5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o o GUARULHOS 
16 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o o ITAPECERJCA DA SERRA 
l7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o o ITAPEVI 
]8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o o ITAQUAQUECETUBA 
19 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o o JANDIRA 
20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o o JUQUITlBA 
21 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o o MAlRIPORA 
22 0,(10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o o MAUA 
23 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o o MOGI DAS CRUZES 
24 0.00 0.00 000 0.00 0.00 0.00 0.00 0.00 o o OS ASCO 
25 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o o PIRAPORA DO BOM JESUS 
26 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o o POA 
27 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o o RIBEIRAO PIRES 
28 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o o RJO GRANDE DA SERRA 
29 -43.38 -49.52 0.00 0.00 0.00 0.00 0.00 0.00 {) o SALESOPOL!S 
30 -32.92 -39.05 0.00 0.00 0.00 0.00 0.00 0.00 o o SANTA ISABEL 
31 -5.36 -lL49 0.00 0.00 0.00 0.00 0.00 0.00 o o SANTANA DO PARNAIBA 
32 -3!20.18 -3138.52 -3261.35 -324!.23 -3128.47 0.00 0.00 0.00 o o SANTOANDRE 
33 -655.78 -675.83 -8!7.08 -772.87 -783.62 -322!.02 0.00 0.00 o o SAO BERNARDO DO CAM 
34-3023.63 -3041.97 -3168.97 -3148.84 -3036.08 0.00 -32I5.79 0.00 o o SAO CAETANO DO SUL 
35 -4L40 -45.20 -90.57 -59.99 -69.47 -3050.06 -433.56 -297L60 o o SUZANO 
36 -63.98 -67.78 -ll L70 ..Sl.l3 -90.60 -3155.90 -425.05 -3077.44 o o TABOAO DA SERRA 
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ANÂLISE DE AGRUPAMENTO PELO MÉTODO HIERÁRQUICO DE LIGAçiO MÉDIA 
Average L~age Cluster Analysi• 
Number Fre~enqy 
o f of N- Ave r age 
CluBters ----------------Cl~stera Joined---------------- Cluster Dist~U>,<:>e Ti• 
" FERRAZ DE VASCONCELOS MA:tli.IPO.RA 2 28.891..12 H F:RANCISCO MO>ATO ITAPECERICA DA SERll.A 2 30.$18212 
33 ARUJA l!ARUlfl!r ' 38.27310 " EMBtr -QQAC'tJ CL35 ' 39.-44747 31 lURITIBA-MD.J:M SALESOPOLlS 2 H.768S3 
" CL33 I'l'APEVI ' 4-3.75427 " CL32 CL34 5 47.15499 " """"""' IT.AQUAQUECB:'l'O'B.A 2 47.2:0726 27 .P:t:RJU'ORA 00 BOM Jlilsti'S '""""" ' 47.57962 " CL30 """ ' 48.87852 25 CL26 ""'' " 50.3-4060 " """' DAS CRUZES RIBEIRAO PIUS ' 50.96834 23 CL25 JtrQtr!'l'n:!.A 11 52.05937 
" C123 SANTA ISABEL 12 53.59464 " CL22 CL27 14 54-.1732() " CL21 CL26 16 54.71894 " =· SANTANA DO PARNAn!A ' 5S.U3l.S 16 DIADEIIA TABOAO DA SD.U ' SS.<l4667 17 CL20 CL19 " 56.02546 16 CAIETI<AB POA ' 56.59850 15 "'""'ULSOS OSASCO ' 56.93074 H CL17 itiO GaANDE DA SERRA " 57.1776.1 13 C114 CLl.S " 58 • .1$10.1 12 CL13 CLU: 24 58.78.112 
11 CLl.-2 C115 " 59" 954411 10 CLl.l. JANDIRA " 61.130511 ' CL10 COTIA " 61.93053 8 C19 """" " 62. S-4772 7 C18 MAUA 30 62.115.180 
• CL7 ~ 31 64.20303 
5 ClO SAO CAETANO DO SUL 32 64.67037 
• C15 SANTO ANDU 33 64.89212 
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ANÁLISE DE AGRUPAMENTO PELO MÉTODO HIERÁRQUICO DB LIGAçlO COMPLETA 
Comp1ete L~e Clueter ~ly11i11 
""""'"' Frequ.enoy o f of N- MIIXlll'lUJQ 
Clu11ter11 ~~-~--~-~----~--Cluster• Joined-- ------- • --- ~ -- Cl>.uote:r Di•t~u>.ce Tio 
35 l"EJUlAZ DE VASCONCELOS XllUIPORA 2 28.8.9112 
H l"UNCISCO NOJU\.TO ITAPRCEltiCA DA ..... ' 30.98212 33 ARUJA """"""' ' 38.27310 " BIR!'l'rsA·MIRJ:M BALESOPOLIS ' 39.76883 31 Ell911-GUActl CL35 3 43.32119 
30 """"""'- ITAPEVI ' 47.1221.5 " P:rRAPOR.A DO BOM JESUS SUZANO ' ·47.57962 " CL33 JWI'fANA 00 PARNATIIA 3 48.33453 27 CL34 rrAQUAQUJ:CETOBA 3 50.77703 .. HOGI DAS Cli.UZES B.lli.EnAO PIJ!.ES ' 50 • .96834 25 JUQUITIBA 'l'ABOAO DA SEDA ' .53.17469 
" :u:o QltANDB: DA SlmlUI. SANTA ISABEL ' 5-4.04542 23 CL30 CL3l 5 55,05058 ,, CAIEI ... POA ' .56,59850 2l ""'"'""""" OSASCO ' 56.93074 " CL32 CL27 5 57.61.452 " CI.28 Dl:ADEMA 4 60.1.4773 1S CL20 =· 7 61.22631 l7 CL23 =· 7 61..28066 
" 10010 CL25 3 61.32852 15 CL22 =· ' 62.44240 14 CCTU JANDnA ' 63.63370 13 CL18 """ ' 65.07667 12 """ ""'' • 65.5J.320 n CLl7 SAO BKRN>RI>O 00 CAMPO • 66.09923 
lO CL19 SANTO ANDSE ' 67.30434 ' CL12 ..... 7 67.56840 8 CLl3 ""' " 68.992:19 7 CLlO """ • 69.23948 ' CL8 """"""""' l7 70.33797 5 CL7 SAO CAETANO DO SUL ' 71).47535 • CL. CAEAPICUIBA 18 71.25084 
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ANALISE DE AGRUPAMENTO PELO MÉTODO HIERÁRQUICO DE LIGAçlo SIMPLES 
Single Link.ge Cluet•r An&ly•i• 
-·· FJ:equ•nay o f Qf N- Hin....,. 
Clu•t•r• ----------------Cluetere Joined---------------- Clueter Diet-.noe Tio 
3S FERRAZ DE VASCONCELOS MAIRXPORA ' 28.89112 34 PR.ANCISCO MOU'ro l:TAPECEUC'A flA SIOUtA ' 30' 98212 
" BMi:W -OOACU """ 3 35-57376 " 8Al<UER3 CL33 4 36.53933 n ARUJA """ s 31:1.273:l0 30 CL31 SOZANO • 38.37220 
" =· ITAPEVI 7 38.41323 " CL34 JUQU!TI:BA ' 38.58226 27 =· ""' lO 38.80452 " CL37 SALBSOPOt.IS " 39.5.2331 25 """ BIRITIBA-M!RDl 12 39.76883 " CL25 ITAQUAQtl:iCE'l'll'BA l3 U-.53642 " CL24 SANTA ISABEL " 41.55951 , CL23 RIBGIRAO PIRES 15 41.57470 
" Ci22 CAIEUAS " 44.27068 20 CL2i TUOAO DA SERRA 17 45.37892 
19 """ SAN'l'ANA 00 PAltNA.l:BA 1S 45.60983 18 CLU PIUPORA 00 BOM: JESUS " 45.63566 17 """ """"""" 20 47.12215 " CL17 :uo GRANDE DA SEDA " 47.70477 " Ct.16 POA " 48.95171 " ""'' COTU " 50.1.4090 l3 CLU GUAJ<ULB<>S 24 50,l.8908 
12 CLl3 MOOI DAS CRUZES 25 50.38828 
11 CL12 JANDI8A " 50.854-45! ,. CL11 "'""' 27 51..13222 ' """ .... " 5:L705l39 • ""' OSABCO " 52.79996 7 ""' DIAD""' " 5:L 79.1177 ' CL7 """""""' 3l 55.39370 5 ""' SAO CU:~ DO SUL " 55 • .95253 • CLS SJUn"O ~RE 33 56.02113 
' CIA CA:UP!~~ 34 57.40986 
' CL3 SÀO~OO CAMPO 35 57.98750 l ""' FRANCO flA Roc.EA " 58.87796 
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