Abstract
Introduction
Visual saliency plays important roles in natural vision in that saliency can direct eye movements, deploy attention, and facilitate tasks like object detection and scene understanding. Many models have been built to compute saliency map. There are two major categories of factors that drive attention: bottom-up factors and top-down factors [1] . Bottom-up factors are derived solely from the visual scene. Regions of interest that attract our attention are in a bottom-up way and the responsible feature for this reaction must be sufficiently discriminative with respect to surrounding features. Inspired by the feature-integration theory [2] , Itti, et al., [3] proposed one of the earliest bottom-up selective attention models by utilizing color, intensity and orientation of images. Most computational models [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] are data-driven and focused on bottom-up attention. Bottom-up attention can be biased toward targets of interest by top-down cues such as object features, priors, scene context and task demands. Top-down methods [20, 21] are task-driven that entails supervised learning with class labels. Bottom-up and top-down factors should be combined to direct attentional behavior. Attention models were reviewed recently by Borji and Itti [22] , Borji, et al., [23] . Saliency models have been developed for eye fixation prediction and salient object detection. The former focuses on identifying a few fixation locations on natural images, which is important for understanding human attention. The latter also called salient object segmentation is to accurately detect where the salient object should be, which is useful for many high-level vision tasks [18, 23] . Since saliency models, whether they address salient object segmentation or fixation predictions, both generate saliency maps, they are interchangeably applicable. In this paper, we focus on the salient object detection task in which integrates with context and location prior.
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Copyright ⓒ 2015 SERSC Yang, et al., [18] represent the image as a close-loop graph with superpixels as nodes. Based on the boundary priors or foreground cues, which show that people tend to gaze at the center of images, they propose a bottom-up algorithm to detect salient regions in images through manifold ranking on it. In order to further eliminate the background, we consider the detected salient regions as location prior and introduce a location weight to measure the relationship of all superpixels and the centroid of the detected salient regions.
Jiang, et al., [19] propose an automatic salient object segmentation method which integrates context analysis based on multi-scale superpixels with object-level shape prior. A region (superpixel) is salient if it is distinguished from its immediate context (spatial neighbors). They assume that the salient object in an image is most probably placed near the center of the image. This assumption, known as Rule of Thirds [25] , as a location prior is a subjective aesthetic viewpoint. In our work, we incorporate the fore mentioned location prior, computing weights between superpixels and centroid of the object, with local context analysis to implement salient object segmentation.
We compare our method with six state-of-the-art models of saliency detectors. Experimental results show that our method performs well for visual saliency detection task, having highest recall and F-measure values. The rest of this paper is organized as follows. Section 2 introduces and analyzes graph-based manifold ranking object location model, a novel location weight is proposed. Section 3 is context and location based saliency computation scheme. Experimental results and comparisons with state-of-the-art models are presented in Section 4, and conclusions are given in Section 5.
Graph-based Manifold Ranking Object Location
Since background often presents local or global appearance connectivity with each of four image boundaries and foreground presents appearance coherence and consisetncy, salient object rarely occupies three or all sides of an image; these cues are called the boundary priors. In this work, we exploit these cues to compute pixel s saliency and object location based on the ranking of superpixels. For each image, we construct a close-loop graph where each node is a superpixel. We model salient object detection as a manifold ranking problem and propose a two-stage scheme for graph labelling, using ranking with background and foreground queries, respectively. The object location is identified by its centroid of the final map.
Graph Construction and Manifold Ranking
A ranking method exploits the intrinsic manifold structure of data for graph labelling. Given a dataset . In our work, we represent the image as a graph, where V is a set of nodes and E is a set of undirected edge, each node is a superpixel generated by the SLIC algorithm [24] . In order to improve the performance of the proposed method, we enforce that the nodes on the four sides of image are connected, i.e., any pair of boundary nodes are considered to be adjacent. Thus, we denote the graph as a close-loop graph.
The weight between two nodes is defined by where c i and c j denote the mean of the superpixels corresponding to two nodes in the CIE LAB color space,  is a constant that controls the strength of the weight.
The best ranking of queries is computed by solving the following ranking function [18] :
(2) where  is a constant. Given an input image represented as a graph and some salient query nodes, the saliency of each node is defined as its ranking score computed by Eq. (2) . It is noted that we measure the saliency of nodes using the normalized ranking score * f when salient queries are given, and using * 1f  when background queries are given.
Salient Object Detection and Location
We employ a two-stage scheme for bottom-up saliency detection using ranking with background and foreground queries. In the first stage, we exploit the boundary priors by using the nodes on each side of image as labelled background queries (i.e., background seeds or query samples). From each labelled result, we compute the saliency of nodes based on their relevances (i.e., rankings) to those queries as background labels. The four labelled maps are then integrated to generate a saliency map. In the second stage, we apply binary segmentation on the resulted saliency map from the first stage and take the labelled foreground nodes as salient queries. The saliency of each node is computed based on its relevance to foreground queries for the final map. The object location is identified by its centroid of the final map.
The weight between superpixel i and centroid of the object is defined by 
Context and Location based Saliency Computation
Jiang, et al., [19] propose an automatic salient object segmentation method which integrates context analysis based on multi-scale superpixels with object-level shape prior. They introduce three characteristics to define a salient object: ① the salient object is always different from its surrounding context; ② the salient object in an image is most probably placed near the center of the image; ③ a salient object has a well-defined closed boundary. We agree that a region (superpixel) is salient if it is distinguished from its immediate context (spatial neighbors) and a salient object has a well-defined closed boundary. They assume that the salient object in an image is most probably placed near the center of the image. The salient object should emerge from anywhere in the image. In our work, we incorporate our fore mentioned location prior with local context analysis to implement salient object segmentation.
Firstly, we adopt a method to detect a salient object on multiple superpixel scales, which is obtained by fragmenting the image with N groups of different parameters. A region (superpixel) is salient if it is distinguished from its immediate context, defined as a set of spatial neighbors in our scheme. Specifically, on superpixel scale n , we fragment input image I into regions 
where i is the index of region, n is the index of superpixel scale,  is a small constant (0.1 in our implementation), 
Algorithm 1 Salient Object Detection Based on Context and Location Prior
Input: An image and required paramerers 1. Segment the input image into superpixels, construct a graph G with superpixels as nodes, compute its degree matrix D and weight matrix W by Eq. 1.
and set its diagonal elements to 0. 3. Two-stage approach with the background and foreground queries for manifold ranking to generate the final map. 4. The salient object location is identified by the centroid of the final map. 5. The weight between superpixel and centroid of the object is computed by Eq.
3. 6. Calculate our saliency map S m according to Eq. 4 and Eq. 5. Output: A saliency map S m of input image.
Experimental Results
We evaluate the proposed method on three datasets. The first one is the MSRA-B dataset [20] which contains 5,000 images with the ground truth of salient region marked by bounding boxes. We use the pixel-wise annotation of MSRA-B salient object dataset provided by Jiang, et al., [26] . The second one is the MSRA-1000 dataset, a subset of the MSRA-B dataset, which contains 1,000 images provided by Achanta, et al., [7] with accurate human-labelled masks for salient objects. Each image in the database contains a salient object or a distinctive foreground object. The third one is the ECSSD dataset [26] with 1,000 images, which includes many semantically meaningful but structurally complex images for evaluation. The images are acquired from the internet and 5 helpers were asked to produce the ground truth masks.
We compare our saliency method with six state-of-the-art saliency detection algorithms. The six saliency detectors are Jiang, et al., [19] [7, 6] , and Goferman, et al., [9] , hereby referred to as CBsal, GBMR, SDSP, FT, AC, and Goferman. The CBsal and Goferman are two detectors of the top-performance methods for saliency detection in the survey [23] . SDSP [27] is recently developed method combining three priors.
There are several paramerers in the proposed algorithm: the edge weight  in Eq. (1), controls the strength of weight between a pair of nodes; the balance weight  in Eq. (2) for all the experiments. The weight  is empirically chosen, set to 10 in our implementation.
The SLIC superpixel software is used to generate superpixels. The superpixel number is set to 200 in experiments considering the trade-off between performance and speed.
MSRA-1000

Quantitative Evaluation
To evaluate a model that outputs a saliency map, there are several metrics. We evaluate all methods by ROC curve and precision, recall, and F-measure bars.
As the most popular measure, ROC (Receiver Operating Characteristic) is used for the evaluation of a binary system with a variable threshold. Using this measure, the model's estimated saliency map is treated as a binary classifier on every pixel in the image; pixels with larger saliency values than a threshold are classified as salient object while the rest of the pixels are classified as non-salient object. Human-labelled masks are then used as ground truth. By varying the threshold, the ROC curve is drawn as the false positive rate vs. true positive rate, and the area under curve (AUC) indicates how well the saliency map predicts actual human-labelled masks.
We also compute the precision, recall and F-measure with an adaptive threshold proposed in Achanta, et al., [7] , defined as twice the mean saliency of the image. The Fmeasure is the overall performance measurement computed by the weighted harmonic of precision and recall: 2
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where we set 2 0 .3
to quantitatively evaluate the performance. To obtain a quantitative evaluation we compare ROC curves and AUC on the database MSRA-1000. Figure 1 is the result of our method and other six methods. It shows our method performs well, and outperforms the CBsal [19] , SDSP [27], FT [7] , AC [6] , and Goferman [9] ; achieving the highest recall values. The performance almost approaches to GBMR [18] . 
Comparison of Saliency Maps
We choose some images from the MSRA-1000 dataset, the salient object appearing mainly in the corner or near the image boundaries, to visually verify the effect of our Copyright ⓒ 2015 SERSC location weight. Figure 2 is the output of the six state-of-the-art methods and our method for comparison. Compared to other saliency detectors, our method can eliminate the background 'noise' almost completely, the salient objects are perfectly highlighted.
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Figure 2. Visual Comparison of Saliency Maps
MSRA-B
Since Figures 1 and 2 indicate that the performance of CBsal, GBMR, SDSP, and ours are better than FT, AC, and Goferman, we compare our method with CBsal [19] , GBMR [18] , SDSP [27] on the dataset MSRA-B. Figure 3 is the ROC curves of our method and other three methods. It shows our method performs better on this larger dataset which contains 5,000 images. It also shows that the performance of our method is lower than CBsal's by a finger's breadth. We think it is because of center-bias and CBsal [19] add it as a prior (Section 3). There is a strong center-bias in the single-object datasets, including MSRA-B and MSRA-1000 datasets, most probably due to the tendency of photographers to frame interesting objects at the image center [23] . Therefore, we should build a more complicated dataset which has no center-bias to evaluate our method.
In Section 4.1.1, we compute the precision, recall and F-measure bars with an adaptive threshold defined as twice the mean saliency of the image. Since our method can eliminate the background almost completely, we will select an optimized value of the adaptive threhold. Figure 4 is the precision, recall and F-measure over denary logarithm of threshold. As the threshold increases, the value of recall and F-measure increase to the maxima, then decrease, while the value of precision decreases persistently. We set adaptive threshold 0.2 in experiment. Figure 5 illustrates the precision, recall and F-measure results of our method and other three methods. It shows precision value of our method is lower than CBsal [19] , GBMR [18] , and SDSP [27], but overall, our method outperforms the other three methods on this large dataset, having highest recall and F-measure values. 
ECSSD
We test the proposed model on the ECSSD dataset in which images contain diversified patterns in both foreground and background. Similar to the experiments on the MSRA-B dataset, the ROC curves and Precision, recall and F-measure (threshold=0.2) of our method and CBsal, GBMR, SDSP are computed. Figure 6 and Figure 7 are the results. Though the performance of all models descends, we can come to the same conclusions as Section 4.2 that our method performs better and has highest recall and F-measure values on this dataset. 
Conclusions
In this paper, we propose a salient object detection algorithm which integrates contextbased saliency with location computation based on the boundary priors. We adopt a twostage approach with the background and foreground queries for manifold ranking to generate the salient regions. A location weight to measure the relationship of superpixels and the centroid of the detected salient regions is introduced to eliminate the background. Our saliency map is computed through context analysis and location computing based on multi-scale superpixels. We evaluate the proposed algorithm on three popular benchmark datasets (MSRA-1000, MSRA-B, ECSSD) and demonstrate promising results with comparisons to six state-of-the-art methods. Our future work will focus on cluttered scenes with multiple objects, ameliorate the performance of our method, scale up current model in the spatio-temporal domain.
