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Abstract—It has been conjectured that MWS-® scheduling
policies with ® going to zero are heavy-trafﬁc optimal for
scheduling in a generalized switch when the objective is to
minimize the number of backlogged packets in the system. We
examine this conjecture by ﬁrst deriving optimal or heavy-trafﬁc
optimal policies for small switches and then comparing them to
MWS-® policies. Our conclusion is that the conjecture is not true
in general, i.e., there are simple topologies for which there exist
policies which outperform MWS-® in heavy trafﬁc.
I. INTRODUCTION
Scheduling algorithms for high-speed switches and wireless
networks (together called generalized switches in [1]) have
been widely studied since the seminal work of Tassiulas and
Ephremides [2]. Much of the work has focused on variations
of the maxweight algorithm proposed in [2], usually with the
goal of achieving 100% throughput. To motivate the problem
considered in this paper, we brieﬂy describe the maxweight
algorithm: each link in the network is assigned a weight equal
to the ®th power of its queue length, where ® > 0: The
maxweight algorithm then picks the schedule with the largest
weight, where the weight of a schedule is deﬁned to be the
sum of the weights of the links included in the schedule.
To emphasize the role of ®; the corresponding maxweight
algorithm is sometimes called MWS-®; where MWS stands
for maxweight scheduling. The original maxweight algorithm
in [2] considers only the special case of ® = 1; i.e., MWS-1;
but extensions to the case of general ® are straightforward;
see, for example, the paper by Eryilmaz et al [3].
Given that MWS-® achieves 100% throughput for any value
of ®; the natural next question to ask is whether ® plays
any role in network performance. Keslassy and McKeown
studied this problem using simulations [4] and concluded that
the average number of packets in a switch decreases as ®
decreases. To the best of our knowledge, the ﬁrst theoretical
result in support of this observation was provided by Stolyar in
[1] for a much more general model which includes both high-
speed switches and wireless networks with fading as special
cases. Stolyar showed that
P
l q
1+®
l ; where ql is the queue
length of link l in a switch, is minimized in a sample-path
sense in heavy trafﬁc by MWS-® under a condition called
the Complete Resource Pooling (CRP) condition. Under the
CRP condition, only one resource in the network can be
heavily loaded. Relaxing this condition has been a subject
of considerable interest. Shah and Wischik [5] studied the
problem without the CRP condition; they characterized the
dimension of the workload space when the switch is critically
loaded and they provided further evidence to indicate that P
l q
1+®
l is minimized in an appropriate sense by MWS-
®: However, the notions of optimality used in [1] and [5]
appear to be different. We will comment on various notions of
optimality in Section VI. Related to the above work is the large
deviations work of Venkataramanan and Lin [6] who show that
the MWS-® policy maximizes the asymptotic decay-rate of
the probability that the L1+®-norm of the queue length vector
exceeds some threshold B: In [7] line networks under the 1-
hop interference model are considered and it is shown that
an optimal policy schedules the maximum number of queues
(subject to interference constraints) so that the maximum
number of packets are served at each slot. Among this class of
policies, a further subset that does at least as well as any other
given policy is identiﬁed. In one case (which we will mention
later), the optimal policy has been derived. In this paper,
we derive heavy-trafﬁc optimal policies for small generalized
switches with the goal of comparing them to MWS-® policies.
An earlier version of this work appears in [8].
Heavy-trafﬁc analysis of generalized switches can be traced
to Brownian models of stochastic networks, suggested by
Harrison in [9]. The Brownian formulation approximates the
original problem by replacing all random processes (such as
arrival processes and potential service processes) by Brownian
motions with a drift. In some cases, the resulting stochas-
tic control problem can be reduced to a lower-dimensional
problem (a phenomenon referred to as state-space collapse
by Reiman in [10]) which sometimes renders the problem
analytically tractable. When the state collapses to a single
dimension, it means that there is a single critical resource in
the network which determines the performance of the network.
It was shown by Laws in [11] that the problem of identifying
the appropriate critical resource (or resources), and the corre-
sponding state-space collapse, can be formulated as a linear
program. A number of examples illustrating the applicability
of this result to scheduling and sequencing problems were
provided by Kelly and Laws in [12]. Although the Brownian
formulation suggests a solution for some network control
problems, additional work is needed to show that the resulting
solution is indeed near-optimal for the original model. Thus,
a key contribution in [1] was to prove the heavy-trafﬁc2
Fig. 1. L-link line network.
Fig. 2. A 3 £ 3 input-queued switch.
sample-path optimality of MWS-® policy. Related papers by
Shakkottai et al [13] and Bell and Williams [14] also use
the CRP condition to establish heavy-trafﬁc optimality of
other resource allocation models. An introduction to ﬂuid and
Brownian models of stochastic networks can be found in the
recent book by Meyn [15].
The rest of the paper is organized as follows. We present
the network model in Section II. In Sections III, IV, and V
we derive optimal scheduling policies for several small line
networks. Some remarks on various notions of optimality are
made in Section VI and in Section VII we present simula-
tion results that compare our policies with MWS-® policies.
Concluding remarks are provided in Section VIII.
II. THE NETWORK MODEL
We consider networks consisting of L links arranged in a
line as shown in Figure 1. Two adjacent nodes are connected
by a link to denote that communication is possible between
the pair. We assume that all trafﬁc is single-hop, that time
is slotted, and that packets are of equal size. To model
interference in wireless networks, we consider two interference
models: the 1-hop and 2-hop interference models. A valid
schedule in a ·-hop interference model is a set of links such
that no two links in the schedule are within · hops of each
other. Note that input-queued high-speed switches with special
trafﬁc patterns can also be described using the above model
as shown in Figure 2. In Figure 2, input port A has trafﬁc
destined only to output port a, input port B has trafﬁc destined
for output ports a and b, and input port C has trafﬁc destined
for output ports b and c. It is easy to see that this switch can be
viewed as a line network under the 1-hop interference model.
Now we introduce some conventions and notation that will
be used throughout the paper. We assume that, during each
time slot, arrivals occur ﬁrst, then we observe the queue
lengths to make the scheduling decision, and then departures
occur. Let us associate a queue with each link and use ql[k] to
denote the queue length of link l at the beginning of time slot
k: Let ®l[k] denote the number of arrivals at link l at time slot
k: We assume that the arrival processes to different links are
mutually independent and stationary. The average arrival rate
at link l is denoted by ¸l; i.e., ¸l = E[®l[k]]: We will make
additional assumptions on the arrival processes in Section V.
We say that link l or queue l is backlogged at time k if
the queue length is greater than zero after the arrival epoch,
i.e., if ql[k]+al[k] > 0: If a backlogged link l is scheduled at
time slot k; then one packet is removed from its queue. Let
the indicator function dl[k] denote whether link l is scheduled
at time slot k; i.e.,
dl[k] :=
½
1; if link l is scheduled
0; otherwise.
Thus, dl[k] is the number of potential departures from link l
at time slot k; i.e., the number of link l packets that can be
served at time slot k: The actual number of departures from
link l can be less than dl[k] if link l is not backlogged. The
dynamics of ql[k] are given by
ql[k + 1] =
£
ql[k] + ®l[k] ¡ dl[k]
¤+
;
where
£
x
¤+
= max(x;0): We deﬁne ul[k] to be the unused
service on link l at time k; i.e.,
ul[k] :=
½
1; if ql[k] + ®l[k] = 0 and dl[k] = 1
0; otherwise:
Let ¸l be the arrival rate at link l and ¤ :=
(¸1;¸2;¢¢¢ ;¸L): Denote each feasible schedule in the L-link
network by an L-dimensional vector with the lth element of
the vector being 1 if link l is included in the schedule and 0
otherwise. The capacity region C is deﬁned to be the convex
hull of the feasible schedules. The set C is called the capacity
region for the following reason: if we let ½ be the trafﬁc load
on the network, which is deﬁned as ½ = inff» ¸ 0j¤=» 2 Cg;
then, for any set of arrival rates ¤ 2 C with ½ < 1; there
exists a scheduling policy such that the network is stable and if
½ > 1; then there exists no scheduling policy that can stabilize
the network [2]. If the arrival process is such that the state of
the network can be described by a Markov chain, then positive
recurrence is a natural notion of stability [15]. Other notions
of stability are possible as well.
A scheduling policy which stabilizes the network for all
arrival rates with ½ < 1 is said to be throughput optimal.
We say that the network is critically loaded if the trafﬁc load
½ = 1; which means that the set of arrival rates is on the
boundary of the capacity region. We say that the trafﬁc is
heavy if ½ is very close to but less than 1:
We are interested in ﬁnding scheduling algorithms that
minimize the total number of packets in the network. We will
refer to such an algorithms as being workload optimal, where
workload refers to the total number of packets in the network.
III. THREE-LINK LINE NETWORK UNDER THE ONE-HOP
INTERFERENCE MODEL
Consider a 3-link line network under the 1-hop interference
model. As shown in Figure 3, there are two valid maximal
schedules, one that includes link 2 and one that includes links 1
and 3; i.e., the feasible schedules are a := f2g and b := f1;3g:
(Note that we have deﬁned a schedule by the set of links
included in the schedule instead of a vector of bits denoting
whether each link is included in the schedule or not. This is a
more convenient representation for exposition while the vector3
notation is more convenient to deﬁne the capacity region as
in the previous section. We will abuse our deﬁnition in this
manner for the sake of clarity of presentation.)
Fig. 3. Possible maximal schedules for the 3-link line network under the
1-hop interference model.
It is not very difﬁcult to see that the capacity region of this
network is given by C = f(¸1;¸2;¸3)j¸1+¸2 · 1;¸2+¸3 ·
1g: In the remainder of this section we propose a scheduling
policy which minimizes the total number of packets in the
network at each time slot.
Scheduling Policy: At each time slot, observe the queue
lengths after arrivals occur. Then, execute the following algo-
rithm:
² if (q1 > 0 and q3 > 0) or if (q2 = 0), use schedule
b = f1;3g;
² if (q1 = 0 or q3 = 0) and (q2 > 0), use schedule a = f2g:
Notice that the scheduling decision is made based on whether
the queues are backlogged or not and not based on exact queue
lengths.
It should be clear that the main idea behind this policy is to
drain as many packets as possible from the network; however,
when both schedules are able to drain only one packet, it is
important to choose the right schedule. In particular, if links 1
and 3 are backlogged, we use schedule b and remove two
packets from the system. If only one of links 1 and 3 is
backlogged, then we can at most remove one packet; in such
case, we choose to use schedule a: The intuition behind this
choice is straightforward: we prefer to serve links 1 and 3
simultaneously since this would allow us to drain two packets
in one time slot. If this is not possible, we give preference
to link 2 and hope that both links 1 and 3 are backlogged
sometime in the future. The scheduling policy that we have
proposed here is similar in spirit to the optimal resource
allocation policy for a 2-link, 3-ﬂow connection-level model
presented in [16].
Before we discuss the workload optimality of our policy,
we ﬁrst show that it is throughput optimal. To this end, note
that we schedule link 2 only if q1 = 0 or q3 = 0: Hence,
we remove exactly one packet from the pair of links 1 and 2;
unless q1 = q2 = 0: Thus, q12 := q1 + q2 can be viewed as a
single-server queue with arrival rate ¸1+¸2; which is stable if
¸1+¸2 < 1: Similarly, q23 := q2+q3 is stable if ¸1+¸2 < 1:
From this, it easily follows that (q1;q2;q3) is stable when the
arrival rates lie strictly inside the capacity region. Note that
any naive policy may not be throughput optimal. Consider, for
example, the following policy: at each time slot, observe the
queue lengths after arrivals occur, and then
² use schedule a = f2g; if q1 = q3 = 0;
² use schedule b = f1;3g; otherwise.
Queues q1 and q3 have the highest priority, i.e., they are
always scheduled unless they are both zero. Queue q1 behaves
as a single-server queue with arrival rate ¸1 and potential
departure rate 1: Similarly, queue q3 behaves as a single-
server queue with arrival rate ¸3 and potential departure rate
1: For simplicity, assume that the arrival processes to the
links are independent, Bernoulli processes. In this case, the
fraction of time we can use schedule a is P(q1 = q3 =
0) = P(q1 = 0)P(q3 = 0) = (1 ¡ ¸1)(1 ¡ ¸3): Thus, q2
is stable only if (1 ¡ ¸1)(1 ¡ ¸3) > ¸2: This set of link
arrival rates is a strict subset of the link arrival rates that satisfy
¸1 + ¸2 < 1 and ¸2 + ¸3 < 1: Therefore, this policy is not
throughput optimal. We note that this example is similar to
the instability of priority policies in 2-link connection-level
models of congestion control presented in [17].
Our scheduling policy is sample-path optimal, i.e., the total
queue length is minimized at each step. Our policy is the same
as the optimal policy derived in [7] and therefore we omit the
proof.
Proposition 3.1: Our scheduling policy is sample-path op-
timal, i.e., at all times, we have
q1[k] + q2[k] + q3[k] · ^ q1[k] + ^ q2[k] + ^ q3[k]:
While this policy is workload optimal, it is not clear if
MWS-® can perform as well as this policy. Later we will show
through simulations that the optimal policy performs better
than MWS-®:
IV. FOUR-LINK LINE NETWORK UNDER THE TWO-HOP
INTERFERENCE MODEL
Consider a 4-link line network under the 2-hop interference
model. There are three valid maximal schedules, i.e., schedule
a := f2g; b := f3g; and c := f1;4g; as shown in Figure 4.
Fig. 4. Possible maximal schedules for the 4-link line network under the
2-hop interference model.
In this network, links 1; 2; and 3 cannot be scheduled at
the same time, neither can links 2; 3; and 4: The capacity
region is given by C = f(¸1;¸2;¸3;¸4)j¸1 + ¸2 + ¸3 ·
1;¸2 + ¸3 + ¸4 · 1g:
We will show that the following scheduling policy for the 4-
link line network under the 2-hop interference model is stable
and workload optimal in a sample-path sense.
Scheduling Policy: At each time slot, observe the queue
lengths after arrivals occur. Then
² if (q1 > 0 and q4 > 0) or (q2 = q3 = 0), use schedule
c = f1;4g;
² if (q1 = 0 or q4 = 0) and (q2 > 0 and q3 = 0), use
schedule a = f2g;4
² if (q1 = 0 or q4 = 0) and (q2 = 0 and q3 > 0), use
schedule b = f3g;
² if (q1 = 0 or q4 = 0) and (q2 > 0 and q3 > 0), use
schedule a = f2g or b = f3g arbitrarily.
Again, the main idea is to drain as many packets as possible
from the network in each time slot but breaking ties carefully.
If either link 1 or link 4 or both are not backlogged, we can at
most remove one packet; in that case, we give higher priority
to link 2 or link 3 if they are backlogged. This give us a better
chance to serve two packets simultaneously in the future.
The throughput-optimality of our policy uses the same idea
as in the stability proof for the 3-link line network under the
1-hop interference model. Let q123 := q1+q2+q3 and q234 :=
q2+q3+q4: The queues q123 and q234 can be thought of as two
single-server queueing systems with arrival rates ¸1+¸2+¸3
and ¸2 +¸3 +¸4; respectively. The queues q123 and q234 are
stable if ¸1+¸2+¸3 < 1 and ¸2+¸3+¸4 < 1; respectively.
Therefore, (q1;q2;q3;q4) is stable and the proposed scheduling
policy is throughput optimal.
A. Workload Optimality
Next, we prove that our proposed scheduling policy is
sample-path optimal.
Lemma 4.1: Let ql[k]; for l = 1;2;3;4 be the queue lengths
at time slot k under our policy, and ^ ql[k]; for l = 1;2;3;4 the
queue lengths at time slot k under any arbitrary scheduling
policy. Assume that the initial queue lengths are equal, i.e.,
ql[0] = ^ ql[0]; 8l and that the arrivals are exactly the same under
both policies. The following inequalities hold at all times
q1[k] + q2[k] + q3[k] · ^ q1[k] + ^ q2[k] + ^ q3[k]
q2[k] + q3[k] + q4[k] · ^ q2[k] + ^ q3[k] + ^ q4[k]:
Proof: Recall that a maximum of one packet can be
drained from links 1; 2; and 3: Since our algorithm drains one
such packet whenever possible, the sum of the queue lengths
at links 1; 2; and 3 under our algorithm must be less than
or equal to that of any other algorithm. A similar observation
holds for links 2; 3; and 4:
Proposition 4.2: Our scheduling policy is sample-path op-
timal, i.e., the inequality below holds at all times:
q1[k] + q2[k] + q3[k] + q4[k] · ^ q1[k] + ^ q2[k] + ^ q3[k] + ^ q4[k]:
Proof: We prove the proposition by contradiction. Let
r be the ﬁrst time when the inequality does not hold, i.e., P4
l=1 ql[r] >
P4
l=1 ^ ql[r]: If
P4
l=1 ql[r¡1] = 0; i.e., all queues
are empty at time slot r ¡ 1; then it is easy to see that the
inequality
P4
l=1 ql[r] ·
P4
l=1 ^ ql[r] holds. So, we assume that P4
l=1 ql[r ¡ 1] > 0: In this case, the following equality must
hold:
P4
l=1 ql[r ¡ 1] =
P4
l=1 ^ ql[r ¡ 1]: To see this, note that,
if
P4
l=1 ql[r ¡ 1] <
P4
l=1 ^ ql[r ¡ 1]; then since our policy
will remove at least one packet whenever possible and any
other policy can remove at most two packets, at time r; we
cannot have the inequality
P4
l=1 ql[r] >
P4
l=1 ^ ql[r]: Thus, the
following fact must be true at time instant r¡1:
P4
l=1 ql[r¡
1] =
P4
l=1 ^ ql[r¡1]; our policy serves one packet at r¡1; and
the arbitrary policy serves two packets at r ¡ 1: This further
implies that the following condition must hold:
(^ q1[r ¡ 1] + ®1[r ¡ 1] > 0 and ^ q4[r ¡ 1] + ®4[r ¡ 1] > 0)
and
(q1[r ¡ 1] + ®1[r ¡ 1] = 0 or q4[r ¡ 1] + ®4[r ¡ 1] = 0):
Without loss of generality, we assume the following:
(^ q1[r ¡ 1] + ®1[r ¡ 1] > 0 and ^ q4[r ¡ 1] + ®4[r ¡ 1] > 0)
and
(q1[r ¡ 1] + ®1[r ¡ 1] > 0 and q4[r ¡ 1] + ®4[r ¡ 1] = 0):
From the fact that q4[r ¡ 1] + ®4[r ¡ 1] = 0 we get q4[r ¡
1] = 0 and ®4[r ¡ 1] = 0: Combining this with the fact that
^ q4[r ¡ 1] + ®4[r ¡ 1] > 0; we have ^ q4[r ¡ 1] > 0: Recalling
that
P4
l=1 ql[r ¡ 1] =
P4
l=1 ^ ql[r ¡ 1]; we have the inequality
q1[r¡1]+q2[r¡1]+q3[r¡1] > ^ q1[r¡1]+^ q2[r¡1]+^ q3[r¡1];
which directly contradicts Lemma 4.1. Hence, there exists no
time r such that
P4
l=1 ql[r] >
P4
l=1 ^ ql[r].
V. FOUR-LINK LINE NETWORK UNDER THE ONE-HOP
INTERFERENCE MODEL
In the previous two sections, we were able to derive sample-
path optimal policies. In this section, we consider a model for
which a simple sample-path optimal policy does not seem to
exist. Instead, we present a scheduling policy which is sample-
path optimal in a heavy-trafﬁc sense.
Consider a 4-link line network under the 1-hop (node-
exclusive) interference model. There are three valid maximal
schedules, namely schedules a := f2;4g; b := f1;3g; and
c := f1;4g; as shown in Figure 5.
Fig. 5. Possible maximal schedules for the 4-link line network under the
1-hop interference model.
The capacity region is given by C = f(¸1;¸2;¸3;¸4)j¸1 +
¸2 · 1;¸2 + ¸3 · 1;¸3 + ¸4 · 1g: Next, we propose
a scheduling policy, show its throughput optimality and its
sample-path optimality in a heavy-trafﬁc setting.
Scheduling Policy: At each time slot, observe the queue
lengths after arrivals occur. Then
² if q2 > 0 and q3 > 0; then
– use schedule a if q1 = 0 and q4 > 0;
– use schedule b if q1 > 0 and q4 = 0;
– use either schedule a or b; otherwise.
² If q2 = 0 and q3 > 0; use schedule b:
² If q2 > 0 and q3 = 0; use schedule a:
² If q2 = 0 and q3 = 0; use schedule c:
This policy tries to remove two packets from the system
whenever possible and, in addition, gives priority to schedules
a and b over schedule c when all three are capable of serving5
the same number of packets. Observe that the pair of links 2
and 3 cannot be scheduled simultaneously, while the pair of
links 1 and 4 can. In order to avoid situations where the only
backlogged links are links 2 and 3, our policy gives the lowest
priority to schedule c.
To establish the optimality properties of the scheduling
policy, we make the following additional assumptions on the
arrival processes: the arrival process of each link is Bernoulli,
i.e., at each time slot, there is exactly one packet arrival to link
l with probability ¸l; and there is no arrival with probability
1 ¡ ¸l:
We now argue that our policy is throughput optimal. We
only provide an informal argument here; it can be made precise
and be generalized to non-Bernoulli arrival processes using a
ﬂuid limit argument as in [18]. Notice that exactly one packet
is removed from the pair of links 2 and 3 unless q2 = q3 = 0:
Let q23 := q2+q3: The Markov chain describing the evolution
of q23 is stable if ¸2 + ¸3 < 1: In this case, the fraction of
time that schedule a is used (which is the same as the fraction
of time that link 2 is backlogged) is equal to ¸2: Similarly,
the fraction of time that schedule b is used is equal to ¸3:
Since schedule c is used only when links 2 and 3 are not
backlogged, the fraction of time that schedule c is used is
equal to 1 ¡ ¸2 ¡ ¸3: (This follows from a ﬂow conservation
argument or by analyzing the single-server queueing dynamics
of q23:) Thus, the available service to link 1 (i.e., the fraction
of time that either schedule b or c is used) is equal to 1¡¸2:
Thus, queue q1 is stable if ¸1 < 1 ¡ ¸2 ) ¸1 + ¸2 < 1:
Similarly, queue q4 is stable if ¸3 + ¸4 < 1: In summary, all
queues in the network are stable if
¸1 + ¸2 < 1; ¸3 + ¸4 < 1; ¸2 + ¸3 < 1:
This establishes the throughput optimality of our policy. As
mentioned earlier, the throughput optimality of the policy can
be established under quite general assumptions on the ar-
rival processes. However, our proof technique for establishing
workload optimality under the heavy-trafﬁc regime uses the
Bernoulli arrival process assumption as will be seen in the
next subsection.
A. Workload Optimality
The work in [7] identiﬁes a class of optimal policies ~ G but
does not identify the optimal policy. Our policy belongs in the
class of optimal policies ~ G in [7]. Next, we will show that our
policy is heavy-trafﬁc optimal.
In order to analyze the network in a heavy-trafﬁc regime,
we consider a sequence of networks indexed by parameter n
where the nth system has arrival rates given by
¸
(n)
l = ¸l ¡
ml p
n
; for l = 1;2;3;4;
¸1 + ¸2 = 1; ¸3 + ¸4 = 1; ¸2 + ¸3 < 1;
where ml ¸ 0 are constants. Let ¤(n) denote the vector of
arrival rates for the nth system and let ½(n) denote the trafﬁc
load in the nth network. For simplicity, we assume that the
arrival processes of all links are Bernoulli. To avoid further
deﬁnitions, we remark that we will use the superscript (n) to
denote the arrival and departures process of the nth system.
Note that ½(n) ! 1 as n ! 1 and the trafﬁc load on the
nth network satisﬁes
n1=2(1 ¡ ½(n)) = minfm1 + m2;m3 + m4g; 8n:
Further, in the limit as n ! 1; the total arrival rates on links 1
and 2 and on links 3 and 4 approach their respective capacities,
while the total arrival rate on links 2 and 3 is strictly less than
its capacity. Thus, there are two critically-loaded resources in
the system: links 1 and 2 considered together and links 3 and
4 considered together; see [11], [5] for a precise deﬁnition.
In heavy trafﬁc, one would expect the performance of a well-
designed scheduling policy to be primarily constrained by the
capacity of these two resources, but not by the third resource
(links 2 and 3 considered together) in the network.
Let q
(n)
12 [k] := q
(n)
1 [k] + q
(n)
2 [k] be the sum of the queue
lengths of links 1 and 2 under our policy for the nth network
at the beginning of time slot k: Let ~ q
(n)
12 [k] be the queue length
at the beginning of time slot k in a single-server queueing
system which serves one packet in each time slot and whose
arrival process is given by ®
(n)
12 [k] := ®
(n)
1 [k]+®
(n)
2 [k]: Thus,
while q
(n)
12 [k] is not guaranteed to decrease by one when it
is backlogged (for example, if q
(n)
1 [k] + ®
(n)
1 [k] = 0 and
q
(n)
2 [k]+®
(n)
2 [k] > 0 and schedule b is used), ~ q12[k] is always
guaranteed to decrease by one when it is backlogged. We
assume that ~ q
(n)
12 [0] = q
(n)
12 [0]: Since the arrival processes to
both q
(n)
12 [k] and ~ q
(n)
12 [k] are identical, it immediately follows
that ~ q
(n)
12 [k] · q
(n)
12 [k]: Similarly, we can construct process
~ q
(n)
34 [k] such that ~ q
(n)
34 [k] · q
(n)
34 [k]: Thus, ~ q
(n)
12 [k]+~ q
(n)
34 [k] is a
lower bound on the workload in the system. In the remainder
of this section, our goal is to prove that there is a matching
upper bound under appropriate scaling in heavy trafﬁc.
Let ~ u
(n)
12 [k] be the unused service of ~ q
(n)
12 [k] and let u
(n)
12 [k]
be the unused service of q
(n)
12 [k]: Also, we deﬁne a quantity
w
(n)
12 [k]; which we call the wasted service of q
(n)
12 ; as
w
(n)
12 [k] :=
8
> <
> :
1; if q
(n)
1 [k] + ®
(n)
1 [k] = 0;
q
(n)
2 [k] + ®
(n)
2 [k] > 0; d
(n)
1 [k] = 1
0; otherwise:
Note that there is wasted service on links f1;2g only if link 2
is backlogged and 1 is not, and our policy chooses schedule b:
Also deﬁne w
(n)
34 [k]; ~ u
(n)
34 [k]; and u
(n)
34 [k] in a similar way. Let
^ i(n)[k] = Ifq
(n)
1 [k] = q
(n)
4 [k] = 0g; where I is the indicator
function. A little thought shows that, for our policy, we have
w
(n)
12 [k] · ^ i(n)[k] and w
(n)
34 [k] ·^ i(n)[k]: To see this, note that
if q1 and q4 are empty at the beginning of a time slot, then^ i(n)
is equal to 1 in which case the upper bound on w
(n)
12 obviously
holds. On the other hand, if either q1 or q4 is non-empty at
the beginning of a time slot, then one of these queues will be
backlogged and hence, there cannot be any wasted service.
The following lemma establishes an upper bound on q
(n)
12 [k]
and q
(n)
34 [k]:
Lemma 5.1: The following inequalities hold at all times:
q
(n)
12 [k] · ~ q
(n)
12 [k] +
Pk¡1
r=0^ i(n)[r];
q
(n)
34 [k] · ~ q
(n)
34 [k] +
Pk¡1
r=0^ i(n)[r]:6
Proof: Since ~ d
(n)
12 [k] = d
(n)
12 [k] = 1; the unused services
are given by
~ u
(n)
12 [k] =
h
¡(~ q
(n)
12 [k] + ®
(n)
12 [k] ¡ 1)
i+
u
(n)
12 [k] =
h
¡(q
(n)
12 [k] + ®
(n)
12 [k] ¡ 1)
i+
:
Using the fact that ~ q
(n)
12 [k] · q
(n)
12 [k], we get ~ u
(n)
12 [k] ¸
u
(n)
12 [k]; 8k ¸ 0: And noting that ~ q
(n)
12 [0] = q
(n)
12 [0] and
w
(n)
12 [k] · ^ i(n)[k]; we have the following result:
~ q
(n)
12 [k] +
Pk¡1
r=0^ i(n)[r]
¸ ~ q
(n)
12 [k] +
Pk¡1
r=0 w
(n)
12 [r]
= ~ q
(n)
12 [0] +
Pk¡1
r=0(®
(n)
12 [r] ¡ 1 + ~ u
(n)
12 [r] + w
(n)
12 [r])
¸ q
(n)
12 [0] +
Pk¡1
r=0(®
(n)
12 [r] ¡ 1 + u
(n)
12 [r] + w
(n)
12 [r])
= q
(n)
12 [k]:
Similarly, ~ q
(n)
34 [k] +
Pk¡1
r=0^ i(n)[r] ¸ q
(n)
34 [k]:
Next, we use the lower-bounding queueing systems to upper
bound the probability of links 1 and 4 not being backlogged.
Lemma 5.2: Let q23[k] := q2[k] + q3[k]; the following
inequality holds for the nth network at any time slot k and
for any integer B > 0 :
P(q
(n)
1 [k] = q
(n)
4 [k] = 0)
· P(~ q
(n)
12 [k] < B) P(~ q
(n)
34 [k] < B) + 2P(q
(n)
23 [k] ¸ B):
Proof:
P(q
(n)
1 [k] = q
(n)
4 [k] = 0)
= P(q
(n)
1 [k] = q
(n)
4 [k] = 0;q
(n)
2 [k] < B)
+P(q
(n)
1 [k] = q
(n)
4 [k] = 0;q
(n)
2 [k] ¸ B)
· P(q
(n)
1 [k] = q
(n)
4 [k] = 0;q
(n)
2 [k] < B)
+P(q
(n)
2 [k] ¸ B)
· P(q
(n)
1 [k] = q
(n)
4 [k] = 0;q
(n)
2 [k] < B;q
(n)
3 [k] < B)
+P(q
(n)
2 [k] ¸ B) + P(q
(n)
3 [k] ¸ B)
· P(q
(n)
12 [k] < B;q
(n)
34 [k] < B) + 2P(q
(n)
23 [k] ¸ B)
· P(~ q
(n)
12 [k] < B; ~ q
(n)
34 [k] < B) + 2P(q
(n)
23 [k] ¸ B)
· P(~ q
(n)
12 [k] < B)P(~ q
(n)
34 [k] < B) + 2P(q
(n)
23 [k] ¸ B);
where the last line follows from the fact that the arrival
processes to ~ q
(n)
12 and ~ q
(n)
34 are independent.
Recall that our scheduling policy was designed to be
throughput optimal. Thus, the Markov chain q(n)[k] :=
(q
(n)
1 [k];q
(n)
2 [k];q
(n)
3 [k];q
(n)
4 [k]) is positive recurrent and there
exists a stationary distribution ¼(n) for the nth network.
The main result of this section establishes the sample-path
optimality of our scheduling policy in the heavy-trafﬁc regime
provided that the initial queue lengths in the network are
distributed according to the stationary distribution. Clearly
the assumption on the initial condition is restrictive; however,
the proof presented here contains the main ideas required to
establish the result where the initial conditions are not assumed
to be in steady state. Such a heavy-trafﬁc result is established
in Appendix A.
Proposition 5.3: Assume that q(n)[0] is distributed accord-
ing to ¼(n): Then, our scheduling policy is sample-path
optimal in heavy trafﬁc, i.e., for any c > 0 and any ﬁxed
ﬁnite T > 0 :
lim
n!1P
³P
l q
(n)
l [bntc] ¡
P
l ~ q
(n)
l [bntc]
p
n
¸ c
´
= 0; 8t 2 [0;T]:
Proof: From the lower bound on q
(n)
12 and Lemma 5.2
we get ~ q
(n)
12 [bntc] · q
(n)
12 [bntc] · ~ q
(n)
12 [bntc] +
bntc¡1 X
k=0
^ i(n)[k]:
Thus,
P(q
(n)
12 [bntc] ¡ ~ q
(n)
12 [bntc] ¸
c
p
n
2
)
· P(
bntc¡1 X
k=0
^ i(n)[k] ¸
c
p
n
2
)
·
2
c
p
n
bntc¡1 X
k=0
E(^ i(n)[k]) =
2t
p
n
c
E(^ i(n)[k]); (1)
where the second inequality is the Markov inequality and the
last equality holds for all k due to the fact that the initial
condition is distributed according to the stationary distribution.
Noticing that for all k we have:
E(^ i(n)[k]) = P(q
(n)
1 [k] = q
(n)
4 [k] = 0);
we can use Lemma 5.2 and further bound (1) by upper-
bounding P(~ q
(n)
12 [k] < B); P(~ q
(n)
34 [k] < B); and P(q
(n)
23 [k] ¸
B) for a convenient choice of k: We will let k ! 1; thus
the upper-bound (1) would use the steady-state distributions
of the Markov chains ~ q
(n)
12 ; ~ q
(n)
34 and q
(n)
23 which are easy to
compute.
Fig. 6. State transition diagram of a discrete-time single-server queue.
The state transition diagrams for the Markov chains ~ q
(n)
12 ;
~ q
(n)
34 ; and q
(n)
23 have the structure shown in Figure 6, but each
one has different values for ®; °; and ¯ = 1¡®¡°: In fact, for
~ q
(n)
12 we have ® = ¸
(n)
1 ¸
(n)
2 and ° = (1¡¸
(n)
1 )(1¡¸
(n)
2 ); for
q
(n)
23 we have ® = ¸
(n)
2 ¸
(n)
3 and ° = (1¡¸
(n)
2 )(1¡¸
(n)
3 ); and
for q
(n)
34 we have ® = ¸
(n)
3 ¸
(n)
4 and ° = (1¡¸
(n)
3 )(1¡¸
(n)
4 ):
To simplify notation, let º12n :=
¸
(n)
1 ¸
(n)
2
(1¡¸
(n)
1 )(1¡¸
(n)
2 ); º23n :=
¸
(n)
2 ¸
(n)
3
(1¡¸
(n)
2 )(1¡¸
(n)
3 ); and º34n :=
¸
(n)
3 ¸
(n)
4
(1¡¸
(n)
3 )(1¡¸
(n)
4 ):
Solving for the steady-state distribution of the Markov
chain depicted in Figure 6, we can express the steady-
state distributions P(~ q
(n)
12 [1] < B); P(~ q
(n)
34 [1] < B); and
P(q
(n)
23 [1] ¸ B) (we abuse notation a bit here and use [1] to
denote that the system is in steady-state) in terms of the º’s
deﬁned above as
P(~ q
(n)
12 [1] < B) = 1 ¡ ºB
12n
P(~ q
(n)
34 [1] < B) = 1 ¡ ºB
34n
P(q
(n)
23 [1] ¸ B) = ºB
23n:7
Since ¸1 + ¸2 = 1 and ¸3 + ¸4 = 1; for large n; º12n and
º34n are less than but very close to 1. To quantify how close
they are, we bound º12n and º34n as follows:
º12n =
(¸1 ¡ m1 p
n)(¸2 ¡ m2 p
n)
(1 ¡ ¸1 + m1 p
n)(1 ¡ ¸2 + m2 p
n)
¸ (1 ¡
m1
¸1
p
n
)(1 ¡
m1
¸2
p
n
)(1 ¡
m2
¸2
p
n
)(1 ¡
m2
¸1
p
n
)
= (1 ¡
m1
¸1¸2
p
n
+
m2
1
¸1¸2n
)(1 ¡
m2
¸1¸2
p
n
+
m2
2
¸1¸2n
)
¸ 1 ¡
m1 + m2
¸1¸2
p
n
+
m1m2
¸2
1¸2
2n
+
m2
1m2
2
¸2
1¸2
2n2
¸ 1 ¡
(m1 + m2)
¸1¸2
p
n
: (2)
To get the second line in the previous sequence of expressions,
we used the facts (1+x)¡1 ¸ 1¡x; 8x ¸ 0; and ¸1+¸2 = 1:
Using the fact that (1¡x)B ¸ 1¡xB; for 0 · x < 1; B >
1; we can bound P(~ q
(n)
12 [1] < B) as follows:
P(~ q
(n)
12 [1] < B) · 1 ¡
³
1 ¡
m1 + m2
¸1¸2
p
n
´B
·
m1 + m2
¸1¸2
p
n
B; (3)
where the above bound holds for sufﬁciently large n: In a
similar fashion, we can show that
P(~ q
(n)
34 [1] < B) ·
m3 + m4
¸3¸4
p
n
B; (4)
for sufﬁciently large n: In other words, there exists N such
that, for all n ¸ N; the bounds (3) and (4) hold.
Letting º23 :=
¸2¸3
(1 ¡ ¸2)(1 ¡ ¸3)
; and noting that º23n ·
º23; we have P(q
(n)
23 [1] ¸ B) = ºB
23n · ºB
23: Choosing B =
n0:1; for n ¸ N; we have
P(q
(n)
12 [bntc] ¡ ~ q
(n)
12 [bntc] ¸
c
p
n
2
)
·
2t
p
n
c
P(~ q
(n)
12 [1] < B)P(~ q
(n)
34 [1] < B)
+
4t
p
n
c
P(q
(n)
23 [1] ¸ B)
=
2(m1 + m2)(m3 + m4)tB2
¸1¸2¸3¸4
p
nc
+
4t
c
p
nºB
23
=
2(m1 + m2)(m3 + m4)t
¸1¸2¸3¸4c
n¡0:3 +
4t
c
p
nºn
0:1
23 :
Noting that º23 < 1; we have
lim
n!1P
³q
(n)
12 [bntc] ¡ ~ q
(n)
12 [bntc]
p
n
¸
c
2
´
= 0:
Similarly, we can show that
lim
n!1
P
³q
(n)
34 [bntc] ¡ ~ q
(n)
34 [bntc]
p
n
¸
c
2
´
= 0:
Observing that
P
³P
l q
(n)
l [bntc] ¡
P
l ~ q
(n)
l [bntc]
p
n
¸ c
´
· P
³q
(n)
12 [bntc] ¡ ~ q
(n)
12 [bntc]
p
n
¸
c
2
´
+P
³q
(n)
34 [bntc] ¡ ~ q
(n)
34 [bntc]
p
n
¸
c
2
´
;
we get the desired result.
VI. SOME REMARKS ON VARIOUS NOTIONS OF
OPTIMALITY
In our analysis of scheduling policies for line networks,
we have used two notions of workload optimality: sample-
path optimality and heavy-trafﬁc sample-path optimality. The
notion of sample-path optimality is clear: a scheduling policy
is sample-path optimal if it minimizes the total workload in
the network at all times, i.e., it minimizes
P
l ql[k]; 8k ¸ 0:
This is the strongest notion of optimality and we were able
to show this form of optimality for the 3-link network under
the 1-hop interference model and the 4-link under the 2-hop
interference model.
In general, it is unreasonable to expect to be able to derive
scheduling policies that are sample-path optimal. A more
reasonable goal is to try to minimize the steady-state expected
workload E[
P
l ql[1]] or some related performance measure
such as the average cost criterion [19]. The solution approach
would to formulate the problem as a Markov decision problem
[19], but except for some special cases, the resulting dynamic
programming equations are typically quite intractable. The
scheduling problem under consideration seems to fall into the
latter category.
A further relaxation is to consider the system when the
trafﬁc load on the system is close to its capacity. For this
purpose, as in the previous section, we index the system by
a parameter n and let n ! 1 so that the corresponding
trafﬁc load ½(n) ! 1: From basic queueing theory, we know
that the steady-state mean queue length would also go to
inﬁnity for all scheduling policies when ½(n) ! 1: Thus, to
meaningfully compare scheduling policies, we have to scale
the expected queue length in some manner to keep it ﬁnite.
For this purpose, we ﬁrst observe that, for a single-server
queue, the expected queue length increases as 1=(1 ¡ ½(n))
as ½(n) ! 1: Thus, it is reasonable to try to ﬁnd a scheduling
policy that minimizes (1 ¡ ½(n))E(
P
l q
(n)
l [1]) in the limit
as ½(n) ! 1: By choosing the scaling parameter n such that
1 ¡ ½(n) is proportional to 1=
p
n; the performance measure
can be equivalently viewed as
E(
P
l q
(n)
l [1])
p
n
: We will refer
to a policy that minimizes the above objective as being heavy-
trafﬁc expected workload optimal. In the simulation section,
we will use heavy-trafﬁc expected workload as the metric to
compare scheduling policies.
It turns out that deriving heavy-trafﬁc expected work-
load optimal scheduling policies is also quite difﬁcult;
this leads us to the heavy-trafﬁc sample-path optimal-
ity criterion used in the previous section. Recall that8
a scheduling policy is heavy-trafﬁc workload optimal if
lim
n!1
P
³P
l q
(n)
l [bntc] ¡
P
l ^ q
(n)
l [bntc]
p
n
¸ c
´
= 0;8 c >
0; t 2 [0;T] for any ﬁxed T > 0 where ql is the queue length
of the policy under consideration and ^ ql is the queue length of
any other policy. Informally, this means that given any ² > 0;
for sufﬁciently large n;
P
l q
(n)
l [bntc]
p
n ·
P
l ^ q
(n)
l [bntc]
p
n + ² with
very high probability. If we are able to take expectations of
the above inequality in steady state, then this condition would
imply heavy-trafﬁc expected workload optimality. However,
such an operation is often difﬁcult to justify and therefore,
in the considerable literature on heavy-trafﬁc analysis, heavy-
trafﬁc sample-path optimality is used as a surrogate for ex-
pected workload optimality. This is the sense in which the
result in the previous section for the 4-link network under the
1-hop interference model should be interpreted.
In contrast to the above notion of heavy-trafﬁc sample-path
optimality which shows that the system behaves optimally over
time intervals of the order of n; the result in [5] studies the
system over much smaller time-scales of the order of
p
n
(the parameter r in [5] is equivalent to
p
n here). Hence,
it is difﬁcult to directly compare the optimality result in [5,
Theorem 10.2] to the notions of optimality mentioned here.
VII. SIMULATION RESULTS
As mentioned in Section I, under some conditions, it has
been shown that MWS-® minimizes
P
l q
1+®
l in a heavy-
trafﬁc sense. Letting ® go to zero, the following policy has
been conjectured as the natural limit of the MWS-® policy
in [5, Conjecture 10.1]: ﬁrst, delete all links with zero queue
lengths from the network graph, then ﬁnd all maximum size
schedules, and ﬁnally, among those pick the one which has
the maximum weight breaking any ties arbitrarily, where the
weight of link l is logql: This policy is called the MWS-0
policy. We note that the MWS-0 policy has not been proven to
be optimal. In fact, for a speciﬁc model of a generalized switch
(which does not include line networks or high-speed switches),
Stolyar has shown that MWS-0 is not throughput-optimal [20].
Hence, in this section, we also compare our policies with
MWS-® for small ®: Speciﬁcally, we compare the scaled long-
run average workload under the following three set of policies:
the optimal policies derived in this paper, MWS-0 and MWS-®
for ® = 0:01:
We simulate the three network topologies considered earlier
with the following trafﬁc demands:
² 3-link, 1-hop interference model: ¸1 = ¸2 = ¸3 = 0:5;
m1 = m3 = 0;m2 = 1:
² 4-link, 2-hop interference model: ¸1 = ¸4 = 0:4;¸2 =
¸3 = 0:3; m1 = m4 = 0;m2 = m3 = 0:5:
² 4-link, 1-hop interference model: ¸1 = ¸2 = ¸3 = ¸4 =
0:5; m1 = m4 = 0;m2 = m3 = 1:
² 4-link, 1-hop interference model: ¸1 = ¸4 = 0:6;¸2 =
¸3 = 0:4; m1 = m4 = 0;m2 = m3 = 1:
We consider the following arrival process for all cases
®
(n)
l [k] :=
8
> <
> :
5; with probability 0:1¸
(n)
l
10; with probability 0:05¸
(n)
l
0; otherwise.
For the 4-link, 1-hop interference models above, we have
chosen the arrival rates such that all three pairs of consecutive
links are in heavy trafﬁc, and further, the arrival process is
not Bernoulli. The purpose of the simulations is to test how
well our policy performs when some of our assumptions do
not hold.
Fig. 7. Scaled mean sum of queue lengths for the 3-link line network under
the 1-hop interference model.
Fig. 8. Scaled mean sum of queue lengths for 4-link line network under the
2-hop interference model.
In Figures 7, 8, 9, and 10 we plot the scaled steady-state
mean sum of queue lengths (1¡½(n))E(
P
l q
(n)
l ) as a function
of n; where the steady-state expectation is computed as a
long-run average in the simulations. In our simulations, the
scaled queue lengths under MWS-0:01 and MWS-0 appear to
be nearly equal. However, in Figures 7, 8, and 9, as n ! 1,
i.e., as ½(n) ! 1, the difference between the scaled mean
sum of queue lengths of our policies and that of the MWS-0
and MWS-0:01 scheduling policies becomes signiﬁcant and
approaches a constant. In Figure 10, the performance of
the MWS-0 and MWS-0:01 policies are nearly identical to
the performance of our policy. From these ﬁgures, we can
conclude that, while MWS-® policies for small ® perform
nearly as well as our policy in some cases, in general this is
not the case.9
Fig. 9. Scaled mean sum of queue lengths for 4-link line network under the
1-hop interference model, where ¸1 = ¸2 = ¸3 = ¸4 = 0:5:
Fig. 10. Scaled mean sum of queue lengths for 4-link line network under
the 1-hop interference model, where ¸1 = ¸4 = 0:6;¸2 = ¸3 = 0:4:
We also simulate a maxweight scheduling policy proposed
by Shah and Wischik where log(1+ql) is used as the weight
of each link l. The performance of such policy is very close
to the performance of MWS-0 and MWS-0:01 in all of our
simulations.
VIII. CONCLUSIONS
There has been much interest recently in understanding the
optimality properties of the MWS-® algorithm. However, in
general, optimal policies to minimize the total queue backlog
(workload) were unknown. As a ﬁrst step, in this paper,
we considered very small generalized switches and derived
scheduling policies that are workload-optimal in a heavy-
trafﬁc sense. Since it is difﬁcult to prove that our policies
are the unique optimal policies, it is interesting to try to
understand how well the MWS-® policy performs compared
to our optimal policies. Our simulations show that, when the
load on the system is close to its capacity, the proposed
optimal policies perform better than the MWS-0 and MWS-®
for small ® in an appropriate heavy-trafﬁc sense described in
the paper. Our results show that the conjecture of heavy-trafﬁc
workload optimality of MWS-® policies is not true in general.
One avenue for future work is to identify classes of network
topologies for which MWS-® policies are near optimal.
APPENDIX A
HEAVY TRAFFIC WORKLOAD OPTIMALITY PROOF FOR THE
FOUR-LINK NETWORK UNDER THE ONE-HOP
INTERFERENCE MODEL
In Proposition 5.3, we proved optimality by assuming
that the network starts from steady state. Here we assume
that the initial queue lengths of links 1 and 4 in the nth
network are of order
p
n; and the initial queue lengths of
links 2 and 3 are bounded (instead of assuming that the
network starts from its steady state). More speciﬁcally, let
D1 denote the initial condition for the nth network, that is,
D1 := fq
(n)
12 [0] = q0
p
n;q
(n)
34 [0] = q0
0
p
n;q
(n)
23 [0] · ^ Mg;
where q0; q0
0 and ^ M are arbitrary positive number. We ﬁrst
state a number of lemmas and then state our ﬁnal result
in Proposition A.7. In the proof of Proposition 5.3, one
crucial step was to bound the probabilities P(~ q
(n)
12 [1] < B);
P(~ q
(n)
34 [1] < B); and P(q
(n)
23 [1] ¸ B): But since here the
initial queueing system is not in steady state, we need to
bound these transient probabilities at each time slot k; i.e.,
P(~ q
(n)
12 [k] < B); P(~ q
(n)
34 [k] < B); and P(q
(n)
23 [k] ¸ B):
As before, the state transition diagrams of ~ q
(n)
12 ; ~ q
(n)
34 ; and
q
(n)
23 are shown in Figure 6 with different values of ®; °; and
¯ = 1 ¡ ® ¡ °: We consider the transient behavior of queue
~ q
(n)
12 ﬁrst, where ® = ¸
(n)
1 ¸
(n)
2 and ° = (1 ¡ ¸
(n)
1 )(1 ¡ ¸
(n)
2 ):
The work in [21] gives an expression for the transient
probability distribution of a discrete-time queue conditioned
on the initial state, with the state transition diagram as shown
in Figure 6, i.e.,
P(~ q12[k] = hj~ q12[0] = p) = º¡p¡1f(k;h + p + 1)
+f(k;h ¡ p) + (1 ¡ º)ºh
k X
j=h+p+2
f(k;¡j); (5)
where º = ®=° =
¸
(n)
1 ¸
(n)
2
(1¡¸
(n)
1 )(1¡¸
(n)
2 ) < 1; and f(k;h) is the
probability distribution of a random walk which starts at the
origin (at time 0) and ends at coordinate h at time slot k:
According to the random walk, at each time slot the walker
moves one step to the right with probability ®; moves one
step to the left with probability °; and stays in the current
position with probability ¯: In the random walk, a denotes
the number of right steps, b denotes the number of slots that
the walker does not move, and c denotes the number of left
steps. Let D = fa;b;c 2 Njs.t. a + b + c = k;a ¡ c = hg;
and C(µ) = ¯+2
p
®° cosµ: From [21], we get the following
expression for the random walk distribution:
f(k;h) =
X
a;b;c2D
³ k
a;b;c
´
®a¯b°c
=
ºh=2
¼
Z ¼
0
(coshµ)[C(µ)]kdµ; if jhj · k; (6)
and f(k;h) = 0; if jhj > k:10
To ﬁnd expressions for ® and ° as a function of n; recall
that ¸
(n)
l = ¸l ¡ ml p
n; the transition probabilities ® and ° of
queue q
(n)
12 are given by
® = ¸
(n)
1 ¸
(n)
2 = ¸1¸2
£
1 ¡ m1 p
n¸1
¤£
1 ¡ m2 p
n¸2
¤
;
° = (1 ¡ ¸
(n)
1 )(1 ¡ ¸
(n)
2 )
= ¸1¸2
£
1 + m1 p
n¸2
¤£
1 + m2 p
n¸1
¤
:
Next, we state some facts along with their proofs that will
be used in the proofs of later lemmas.
Fact (i). For any positive and arbitrary small ²1, there exists
a positive number ^ N; so that if n > ^ N; we have j®¡¸1¸2j ·
²1; j°¡¸1¸2j · ²1; j
p
®°¡¸1¸2j · ²1; and º ¸ 1¡ m1+m2
¸1¸2
p
n:
Proof: From the expressions of ® and °, we know the
limits of ® and ° are ¸1¸2 as n goes to 1: Hence for any
positive and arbitrary small ²1, there exists a positive number
^ N; so that if n > ^ N; we have j®¡¸1¸2j · ²1; j°¡¸1¸2j · ²1;
and j
p
®° ¡ ¸1¸2j · ²1: From (2), we directly get º ¸ 1 ¡
m1+m2
¸1¸2
p
n:
Fact (ii). For any 0 · µ · ¼; we have 0 · C(µ) · 1;
especially if 0 · µ · ¼=3 and n is sufﬁciently large so that
Fact (i) is true, we have C(µ) ¸ 3(¸1¸2 ¡ ²1):
Proof: Noting that C(µ) is a decreasing function if µ is
between 0 and ¼; and using the Cauchy-Schwarz inequality,
we have
C(µ) ¸ C(¼)
= 1 ¡ ® ¡ ° ¡ 2
p
®°
= 1 ¡
³q
¸
(n)
1 ¸
(n)
2 +
q
(1 ¡ ¸
(n)
1 )(1 ¡ ¸
(n)
2 )
´2
¸ 1 ¡
³
¸
(n)
1 + (1 ¡ ¸
(n)
1 )
´³
¸
(n)
2 + (1 ¡ ¸
(n)
2 )
´
= 0 and
C(µ) · C(0) = 1 ¡ ® ¡ ° + 2
p
®°
= 1 ¡ (
p
® ¡
p
°)2 · 1:
Especially if 0 · µ · ¼=3 and n is sufﬁciently large so that
Fact (i) is satisﬁed, we have
C(µ) ¸ C(¼=3) = C(¼) + 3
p
®°
¸ 3
p
®° ¸ 3(¸1¸2 ¡ ²1)
Fact (iii). (1 ¡ x)B ¸ 1 ¡ xB; for 0 · x < 1; B > 1:
Proof: Let g(x) = (1¡x)B ¡1+xB. Let’s calculate the
ﬁrst derivative, i.e.,
g0(x) = B
¡
1 ¡ (1 ¡ x)B¡1¢
:
Under the condition 0 · x < 1; B > 1, we know g(0) = 0
and g0(x) ¸ 0 with equality if and only if x = 0. Thus g(x) =
(1 ¡ x)B ¡ 1 + xB ¸ 0.
Fact (iv). 1 ¡ cosµ ¸ µ2=4; for 0 · µ · ¼=2:
Proof: Let g1(µ) = 1 ¡ cosµ ¡ µ2=4. The ﬁrst order
derivative is g0
1(µ) = sinµ ¡ µ=2 ¸ 0, for 0 · µ · ¼=2;
with equality if and only if µ = 0. Noting that g1(0) = 0, the
inequality holds.
Now let us bound the probability P(~ q
(n)
12 [k] = hj~ q
(n)
12 [0] =
p) under the condition that the initial queue length p =
bq0
p
nc À h; and k satisﬁes bn0:46tc + 1 · k · bntc: In
order to bound P(~ q
(n)
12 [k] = hj~ q
(n)
12 [0] = p); we need to bound
each of the terms in (5) separately. In Lemma A.1, we will
bound the second term, i.e., f(k;h ¡ p):
Lemma A.1: Assume p = bq0
p
nc À h; and bn0:46tc+1 ·
k · bntc; where q0 and t are arbitrary positive numbers. There
exists positive number N1; so that if n > N1; f(k;h ¡ p) ·
M1¢n¡0:29 for some positive number M1 which is independent
of h:
Proof: We will consider two cases. For the ﬁrst case, k
is between bn0:46tc + 1 and bn0:6tc. For the second case, k
is between bn0:6tc+1 and bntc. Then we will combine these
two cases and complete the lemma. Note that throughout the
proof we assume that n is sufﬁciently large (at least greater
than ^ N) so that Facts (i)-(ii) are true.
We bound f(k;h¡p) using the integral in (6), i.e., if jh¡
pj · k;
f(k;h ¡ p) =
º
h¡p
2
¼
Z ¼
0
cos[(h ¡ p)µ][C(µ)]kdµ;
and if jh¡pj > k; f(k;h¡p) = 0; which is always bounded
by any positive number. So we don’t need to care about this
case. First let us bound the coefﬁcient º
h¡p
2 : Using Fact (i),
º < 1; and p = bq0
p
nc we have
º
h¡p
2 · º¡p=2 ·
¡
1 ¡
m1 + m2
¸1¸2
p
n
¢¡q0
p
n=2
and
lim
n!1
º
h¡p
2 · lim
n!1
¡
1 ¡
m1 + m2
¸1¸2
p
n
¢¡q0
p
n=2
= exp
£
¡
q0(m1 + m2)
2¸1¸2
¤
: (7)
This means that for some ﬁxed number M >
exp
£
¡
q0(m1+m2)
2¸1¸2
¤
; there exists a positive number N10;
so that if n > N10, we have º
h¡p
2 · M:
Case 1. Consider bn0:46tc + 1 · k · bn0:6tc:
Let Á1 = n¡0:2: We would like to bound the integrals
R ¼
Á1
and
R Á1
0 separately ﬁrst.
Step 1: Bound º
h¡p
2
¼
R ¼
Á1 cos[(h ¡ p)µ][C(µ)]kdµ:
By Facts (i), (ii), (iv), if µ satisﬁes Á1 · µ · ¼; we have
C(µ) · C(Á1) = C(0) ¡ 2
p
®°(1 ¡ cosÁ1)
· 1 ¡ 2(¸1¸2 ¡ ²1)(1 ¡ cosÁ1)
· 1 ¡ 2(¸1¸2 ¡ ²1)Á1
2=4
= 1 ¡
¸1¸2 ¡ ²1
2n0:4 : (8)
Because k ¸ n0:46t and (8), for any small positive ²2; there
exists a positive number N11; so that if n > N11; we have
1
¼
Z ¼
Á1
cos[(h ¡ p)µ][C(µ)]kdµ
·
1
¼
Z ¼
Á1
[C(µ)]kdµ
· [C(Á1)]k
·
£¡
1 ¡
¸1¸2 ¡ ²1
2n0:4
¢n
0:4¤n
0:06t
·
£
e¡(¸1¸2¡²1)=2 + ²2
¤n
0:06t
:11
We used (7) to go from line 4 to line 5:
In summary, if n > max(N10;N11); we have
º
h¡p
2
¼
Z ¼
Á1
cos[(h ¡ p)µ][C(µ)]kdµ
· M ¢
£
e¡
¸1¸2¡²1
2 + ²2
¤n
0:06t
: (9)
Notice that º
h¡p
2
¼
R ¼
Á1 cos[(h ¡ p)µ][C(µ)]kdµ goes to zero
exponentially.
Step 2: Bound º
h¡p
2
¼
R Á1
0 cos[(h ¡ p)µ][C(µ)]kdµ:
Noting that h ¿ p; we have
p ¡ h = bq0
p
nc ¡ h ¸ q0
p
n=2:
Let N0 = 2¼
p¡h = 2¼
bq0
p
nc¡h · 4¼
q0
p
n; and µj = N0j; we
can bound the following integral,
1
¼
Z Á1
0
cos[(h ¡ p)µ][C(µ)]kdµ
·
¯ ¯
¯
1
¼
b
Á1
N0 c¡1
X
j=0
Z µj+1
µj
cos(
2¼µ
N0
)[C(µ)]kdµ
¯ ¯
¯ +
N0
¼
: (10)
Now we consider µ between µj and µj+1; i.e., µ = µj+N0x;
where 0 · x · 1: Because C(µ) is a decreasing function when
µ is between 0 and Á1; the difference between C(µ) and C(µj)
is bounded as follows:
0 ¸ C(µ) ¡ C(µj)
= 2
p
®°[cos(µj + N0x) ¡ cosµj]
¸ 2
p
®°[cos(µj + N0) ¡ cosµj]
= 2
p
®°[¡2sin(µj + N0=2)sin(N0=2)]
¸ 2
p
®°[¡2(µj + N0=2)(N0=2)]
¸ ¡2(¸1¸2 + ²1)Á1N0: (11)
We used the fact that µj is small to go from line 4 to line 5;
and Fact (i) to go from line 5 to line 6:
Now we calculate [C(µ)]k=[C(µj)]k using Facts (ii) and (iii)
when µj · µ · µj+1. Noting that bn0:46tc+1 · k · bn0:6tc;
²1 ¿ ¸1¸2; and C(µ) > C(¼=3) for 0 · µ · Á1; we have
1 ¸
[C(µ)]k
[C(µj)]k =
h
1 +
C(µ) ¡ C(µj)
C(µj)
ik
¸
h
1 +
C(µ) ¡ C(µj)
C(¼=3)
ik
¸
h
1 ¡
2(¸1¸2 + ²1)Á1N0
3(¸1¸2 ¡ ²1)
ik
¸ 1 ¡
2(¸1¸2 + ²1)Á1N0
3(¸1¸2 ¡ ²1)
k
¸ 1 ¡
2(¸1¸2 + ²1) N0n0:4t
3(¸1¸2 ¡ ²1)
¸ 1 ¡ N0n0:4t: (12)
From line 1 to line 2; we used the fact that C(µ) is positive
and also a decreasing function when µ is between 0 to ¼=3:
From line 2 to line 3; we used (11) and Fact (ii). We used Fact
(iii) to go from line 3 to line 4: By substituting for Á1 = n¡0:2
and considering k · n0:6t; we go from line 4 to line 5:
Because [C(µj)]k · 1; 8 j; we have
¯
¯
¯
Z µj+1
µj
cos(
2¼µ
N0
)[C(µ)]kdµ
¯
¯
¯
=
¯ ¯
¯
Z µj+1
µj
cos(
2¼µ
N0
)[C(µj)]kdµ
+
Z µj+1
µj
cos(
2¼µ
N0
)
h
[C(µ)]k ¡ [C(µj)]k
i
dµ
¯
¯ ¯
=
¯
¯ ¯ 0 +
Z µj+1
µj
cos(
2¼µ
N0
)
h
[C(µ)]k ¡ [C(µj)]k
i
dµ
¯
¯ ¯
·
¯ ¯
¯
Z µj+1
µj
cos(
2¼µ
N0
)
h [C(µ)]k
[C(µj)]k ¡ 1
i
dµ
¯ ¯
¯
·
¯ ¯
¯
Z µj+1
µj
h [C(µ)]k
[C(µj)]k ¡ 1
i
dµ
¯ ¯
¯
·
¯
¯ ¯
Z µj+1
µj
N0n0:4t ¢ dµ
¯
¯ ¯
= N2
0n0:4t: (13)
We used (12) to go from line 6 to line 7:
From (10) and (13), by substituting for Á1 = n¡0:2 and
N0 · 4¼
q0
p
n; we have
1
¼
Z Á1
0
cos[(h ¡ p)µ][C(µ)]kdµ
·
1
¼
b
Á1
N0 c¡1
X
j=0
¯ ¯
¯
Z µj+1
µj
cos(
2¼µ
N0
)[C(µ)]kdµ
¯ ¯
¯ + N0=¼
·
1
¼
N2
0n0:4tb
Á1
N0
c + N0=¼
·
1
¼
N0n0:4tÁ1 + N0=¼
·
1
¼
N0n0:2t + N0=¼
· 4(n¡0:3t + n¡0:5)=q0:
Combining the two steps, we can say that there exist positive
numbers M11 and N12 so that if n > N12 we have
º
h¡p
2
¼
Z ¼
0
cos[(h ¡ p)µ][C(µ)]kdµ
· M ¢
£
e¡(¸1¸2¡²1)=2 + ²2
¤n
0:06t
+M ¢ 4(n¡0:3t + n¡0:5)=q0
· M11 ¢ n¡0:3:
Notice that N12 needs to satisfy N12 > max(N10;N11): Also
notice that for large n; the rest of the terms go to zero much
faster than the term 4Mtn¡0:3=q0 in the previous expression.
Case 2. Consider bn0:6tc + 1 · k · bntc:
Let Á2 = n¡0:29: As in the proof of case 1, we try to
bound f(k;h ¡ p) using the integral expression. We would
like to bound the integrals
R Á2
0 and
R ¼
Á2 separately ﬁrst.
Step 1: Bound º
h¡p
2
¼
R Á2
0 cos[(h ¡ p)µ][C(µ)]kdµ:
1
¼
Z Á2
0
cos[(h ¡ p)µ][C(µ)]kdµ ·
1
¼
Z Á2
0
1 ¢ dµ = n¡0:29=¼:12
If n > N10; we have
º
h¡p
2
¼
Z Á2
0
cos[(h ¡ p)µ][C(µ)]kdµ · M ¢ n¡0:29=¼;
because º
h¡p
2 · M for large n > N10:
Step 2: Bound º
h¡p
2
¼
R ¼
Á2 cos[(h ¡ p)µ][C(µ)]kdµ:
By Facts (i), (ii), (iv), if µ satisﬁes Á2 · µ · ¼; we have
C(µ) · C(Á2)
= C(0) ¡ 2
p
®°(1 ¡ cosÁ2)
· 1 ¡ 2(¸1¸2 ¡ ²1)(1 ¡ cosÁ2)
· 1 ¡ (¸1¸2 ¡ ²1)Á2
2=2
= 1 ¡
¸1¸2 ¡ ²1
2n0:58 : (14)
Because k ¸ n0:6t and from (14), for any small positive ²3;
there exists a positive number N13; so that if n > N13; we
have
1
¼
Z ¼
Á2
cos[(h ¡ p)µ][C(µ)]kdµ
·
1
¼
Z ¼
Á2
[C(µ)]kdµ
· [C(Á2)]k
·
h¡
1 ¡
¸1¸2 ¡ ²1
2n0:58
¢n
0:58in
0:02t
·
h
e¡(¸1¸2¡²1)=2 + ²3
in
0:02t
:
In summary, if n · max(N10;N13); we have
º
h¡p
2
¼
Z ¼
Á2
[cos(h ¡ p)µ][C(µ)]kdµ
· M ¢
£
e¡(¸1¸2¡²1)=2 + ²3
¤n
0:02t
:
Combining the two steps, we can say that there exists
positive number M12 and N14; so that if n > N14 we have
º
h¡p
2
¼
Z ¼
0
cos[(h ¡ p)µ][C(µ)]kdµ
· M ¢
£
e¡(¸1¸2¡²1)=2 + ²2
¤n
0:02
+ M ¢ n¡0:29=¼
· M2 ¢ n¡0:29:
Notice that N14 needs to satisfy N14 ¸ max(N10;N13): Also
notice that for large n; the rest of the terms go to zero much
faster than the term Mn¡0:29=¼ in the previous expression.
Combining two cases and choosing M1 = max(M11;M12)
and N1 = max(N12;N14); we get our result.
So far, we have bounded the second term f(k;h¡p) in (5);
next, we try to bound the ﬁrst term.
Lemma A.2: Assume that p = bq0
p
nc À h; and bn0:46tc+
1 · k · bntc; where q0 and t are arbitrary positive numbers.
There exists positive number N2; so that if n > N2; we have
º¡p¡1f(k;h+p+1) · M2¢n¡0:29 for some positive number
M4 which is independent of h:
Proof:
º¡p¡1f(k;h + p + 1)
= º
h¡p¡1
2
¼
R ¼
0 cos[(h + p + 1)µ][C(µ)]kdµ
We can prove this lemma using similar ideas as in Lemma A.1.
More speciﬁcally, we can bound º
h¡p¡1
2 instead of º
h¡p
2 in
Lemma A.1 and then we can consider cos[(h+p+1)µ] instead
of cos[(h ¡ p)µ]:
Next we focus on bounding the third term, i.e., the term
(1 ¡ º)ºh Pk
j=h+p+2 f(k;¡j):
Lemma A.3: Assume that p = bq0
p
nc À h: There
exists positive number N3; so that if n > N3; we have
(1 ¡ º)ºh Pk
j=h+p+2 f(k;¡j) · M3 ¢ n¡0:5; 8k for some
positive number M3 which is independent of h:
Proof: Because º · 1 and
Pk
j=h+p+2 f(k;¡j) · 1, and
by using Fact (i), we have
(1 ¡ º)ºh
k X
j=h+p+2
f(k;¡j) · (1 ¡ º)ºh
· 1 ¡ º
·
1
p
n
(
m1 + m2
¸1¸2
+ ²1)
· M5 ¢ n¡0:5:
We have bounded all three terms in (5); in Lemma A.4,
we show the upper bound of the probability P(~ q
(n)
12 [k] =
hj~ q
(n)
12 [0] = p):
Lemma A.4: Assume that p = bq0
p
nc À h; and bn0:46tc+
1 · k · bntc; where q0 and t are arbitrary positive numbers.
There exists positive number ¹ N; if n > ¹ N; P(~ q
(n)
12 [k] =
hj~ q
(n)
12 [0] = p) · M4n¡0:29 for some positive M4 which are
independent of h:
Proof: Let M4 = 3 ¢ max(M1;M2;M3) and ¹ N =
max(N1;N2;N3): Considering Lemmas A.1, A.2, A.3
and (5), we know that there exists a constant M4; so that
for any sufﬁciently large n > ¹ N; we have P(~ q
(n)
12 [k] =
hj~ q
(n)
12 [0] = p) · M4n¡0:29:
Lemma A.5: Assume that p = bq0
p
nc; B = bn0:02c; and
bn0:46tc + 1 · k · bntc: We have P(~ q
(n)
12 [k] < Bj~ q
(n)
12 [0] =
p) · M4n¡0:27 for some positive number M4 and n > ¹ N:
Proof: Because B ¿ p and due to Lemma A.4, we have
P(~ q
(n)
12 [k] < Bj~ q
(n)
12 [0] = p)
=
B¡1 X
h=0
P(~ q
(n)
12 [k] = hj~ q
(n)
12 [0] = p)
· BM4n¡0:29 · M4n¡0:27:
A similar result applies for queue ~ q
(n)
34 ; for any sufﬁciently
large n > ¹ N; with parameters q0
0 and M5 instead, i.e.,
P(~ q
(n)
34 [k] < Bj~ q
(n)
34 [0] = q0
0
p
n) · M5n¡0:27: (15)
So far, we have bounded the transient probabilities of ~ q
(n)
12
and ~ q
(n)
34 : Now we try to bound the transient probability of
the queueing system q
(n)
23 with transition diagram as shown in
Figure 6; to distinguish from ~ q
(n)
12 and ~ q
(n)
34 we use ^ ®; ^ ¯ and ^ °
instead of ®; ¯ and °; where ^ ® = ¸
(n)
2 ¸
(n)
3 ; ^ ° = (1¡¸
(n)
2 )(1¡
¸
(n)
3 ); and ^ ¯ = 1¡ ^ ®¡^ °: We also know that ¸
(n)
2 = ¸2¡ m2 p
n;
¸
(n)
3 = ¸3¡ m3 p
n and ¸2+¸3 < 1: Let ^ C(µ) = ^ ¯+2
p
^ ®^ ° cosµ:13
The transient probability distribution of q
(n)
23 is given by
P(q
(n)
23 [k] = hjq
(n)
23 [0] = p) = ^ º¡p¡1 ^ f(k;h + p + 1)
+ ^ f(k;h ¡ p) + (1 ¡ ^ º)^ ºh
k X
j=h+p+2
^ f(k;¡j); (16)
where ^ f(k;h) = ^ º
h=2
¼
R ¼
0 (coshµ)[ ^ C(µ)]kdµ; if k ¸ jhj, and
^ f(k;h) = 0; if k < jhj, and ^ º = ^ ®=^ ° < 1:
Lemma A.6: Assume that p ¿ B; for any k; we can bound
the probability that P(q
(n)
23 [k] ¸ Bjq
(n)
23 [0] = p) · 3
1¡
p
^ º ^ ºB=4:
Proof: The ﬁrst step is to bound P(q
(n)
23 [k] = hjq
(n)
23 [0] =
p); where p ¿ h using (16). Therefore we bound three terms
in (16) one by one as follows:
^ º¡p¡1 ^ f(k;h + p + 1)
=
^ º
h¡p¡1
2
¼
Z ¼
0
(coshµ)(^ ¯ + 2
p
^ ®^ ° cosµ)kdµ
·
^ º
h¡p¡1
2
¼
Z ¼
0
1 ¢ dµ
= ^ º
h¡p¡1
2 ;
^ f(k;h ¡ p) =
^ º
h¡p
2
¼
Z ¼
0
(coshµ)[ ^ C(µ)]kdµ
·
^ º
h¡p
2
¼
Z ¼
0
1 ¢ dµ
= ^ º
h¡p
2 ;
(1 ¡ ^ º)^ ºh
k X
j=h+p+2
^ f(k;¡j) · (1 ¡ ^ º)^ ºh:
Because ^ º
h¡p¡1
2 ¸ ^ º
h¡p
2 and ^ º
h¡p¡1
2 ¸ (1 ¡ ^ º)^ ºh; for
p ¿ h and ^ º < 1; we have
P(q
(n)
23 [k] ¸ Bjq
(n)
23 [0] = p)
=
1 X
h=B
P(q
(n)
23 [k] = hjq
(n)
23 [0] = p)
·
1 X
h=B
[^ º
h¡p
2 + ^ º
h¡p¡1
2 + (1 ¡ ^ º)^ ºh]
·
1 X
h=B
3^ º
h¡p¡1
2
·
3
1 ¡
p
^ º
^ º
B¡p¡1
2
·
3
1 ¡
p
^ º
^ ºB=4:
Having established Lemmas A.4, A.5 and A.6, we can prove
Proposition A.7.
Proposition A.7: If the initial condition of the nth net-
work are according to D1 := fq
(n)
12 [0] = q0
p
n;q
(n)
34 [0] =
q0
0
p
n;q
(n)
23 [0] · ^ Mg; where q0; q0
0 and ^ M are arbitrary
positive number, then our policy is sample-path optimal in
heavy trafﬁc, i.e., for any c > 0 and any ﬁxed ﬁnite T > 0
lim
n!1P
³P
l q
(n)
l [bntc] ¡
P
l ~ q
(n)
l [bntc]
p
n
¸ c
´
= 0;
8 c > 0; t 2 [0;T]:
Proof: Let t1 = bn0:46tc and B = bn0:02c À ^ M: From
Lemma A.5 and (15), if n > ¹ N; we have
bntc¡1 X
r=0
P(~ q
(n)
12 [r] < BjD1)P(~ q
(n)
34 [r] < BjD1)
c
p
n=2
·
bntc¡1 X
r=t1+1
P(~ q
(n)
12 [r] < BjD1)P(~ q
(n)
34 [r] < BjD1)
c
p
n=2
+
2(t1 + 1)
c
p
n
·
n0:46t + 1 + (nt ¡ n0:46t)[M4n¡0:27][M5n¡0:27]
c
p
n=2
·
2t
c
(2 + M4M5)n¡0:04:
We went from line 1 to lines 2 and 3 by dividing the sum into
two parts and bounding the second part. From lines 2 and 3
to line 4; we used Lemma A.5 and (15).
From Lemma A.6, we have
bntc¡1 X
r=0
P(q
(n)
23 [r] ¸ BjD1)
c
p
n=2
· 2nt
£ 3
1 ¡
p
^ º
^ ºB=4¤
=c
p
n
·
6t
p
n
(1 ¡
p
^ º)c
^ ºn
0:02=4:
Hence, using the Markov inequality and the previous expres-
sions, we get
P
³q
(n)
12 [bntc] ¡ ~ q
(n)
12 [bntc]
p
n
¸
c
2
´
·
bntc¡1 X
r=0
P(~ q
(n)
12 [r] < BjD1)P(~ q
(n)
34 [r] < BjD1)
c
p
n=2
+
2P(q
(n)
23 [r] ¸ BjD1)
c
p
n=2
·
2t
c
(2 + M4M5)n¡0:04 +
12t
p
n
(1 ¡
p
^ º)c
^ ºn
0:02=4:
Thus, if the initial queue lengths are chosen according to D1;
we have
lim
n!1
P
³q
(n)
12 [bntc] ¡ ~ q
(n)
12 [bntc]
p
n
¸
c
2
´
= 0:
Similarly, we can show that
lim
n!1
P
³q
(n)
34 [bntc] ¡ ~ q
(n)
34 [bntc]
p
n
¸
c
2
´
= 0:14
Observing that
P
³P
l q
(n)
l [bntc] ¡
P
l ~ q
(n)
l [bntc]
p
n
¸ c
´
· P
³q
(n)
12 [bntc] ¡ ~ q
(n)
12 [bntc]
p
n
¸
c
2
´
+P
³q
(n)
34 [bntc] ¡ ~ q
(n)
34 [bntc]
p
n
¸
c
2
´
;
we get the desired result.
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