Abstract-We consider the problem of computing a linear recurrence relation (or equivalently a Linear Feedback Shift Register) of minimum order for a finite sequence over a field, with the additional requirement that not only the highest but also the lowest coefficient of the recurrence is non-zero. Such a recurrence relation can then be used to generate the sequence in both directions (increasing or decreasing order of indices), so we will call it bidirectional. If the field is finite, a sequence is periodic if and only if it admits a bidirectional linear recurrence relation. For solving the above problem we propose an algorithm similar to the Berlekamp-Massey algorithm and prove its correctness. We also describe the set of all solutions to this problem and prove some properties of the minimal polynomials of initial segments of the sequence.
I. INTRODUCTION
The well-known Berlekamp-Massey algorithm ( [1] , [2] ) computes a linear recurrence relation (or equivalently a Linear Feedback Shift Register, or a characteristic polynomial) of minimum order which generates a given finite sequence s 0 , s 2 , . . . s n−1 .
In a linear recurrence relation, the coefficient of the highest term has to equal 1 (or some non-zero element). The coefficient of the lowest term is usually allowed to be arbitrary, including zero. If this coefficient happens to be non-zero, then we can actually use the linear recurrence relation both ways: to generate the terms of the sequence in increasing order of their index, but also in decreasing order. We will call such a linear recurrence "bidirectional".
In this paper we consider a similar problem to the one solved by the Berlekamp-Massey algorithm, but we restrict our search to bidirectional linear recurrence relations. Namely, given a finite sequence s we want to find a bidirectional linear recurrence for s of minimum order (note the order will be greater or equal to the minimum order of unrestricted linear recurrence relations).
The linear recurrence relation computed by the BerlekampMassey algorithm will in some cases be bidirectional. When it is not bidirectional, our algorithm will compute a bidirectional one, by suitably combining some of the recurrences computed previously in the algorithm. Moreover, our algorithm also has the property that all intermediate minimal polynomials C (i) for s 0 , . . . , s i−1 with i = 0, 1, . . . , n − 1 are bidirectional whenever possible, i.e. whenever there exists a bidirectional linear recurrence relation among the (unrestricted) minimal linear recurrence relations for s 0 , . . . , s i−1 . The algorithm is presented in Section III. We also describe the set of all bidirectional linear recurrence relations of minimal order for s. We prove the correctness of our algorithm and in doing so we will examine more closely the sequences of polynomials C (0) (X), . . . , C (n−1) (X), showing that the distribution of bidirectional and non-bidirectional minimal polynomials in this sequence must satisfy a certain property (see Theorem 3.4 and Corollary 3.5).
We dedicate the rest of this introductory section to further discussing the motivation of the problem we have considered in this paper.
Recall that an infinite sequence s = s 0 , s 1 , . . . is called ultimately periodic if there are N, k such that s i+N = s i for all i ≥ k, and is called periodic if the above holds with k = 0. We will call s 0 , s 1 , . . . , s k−1 the pre-periodic part of s and s k , s k+1 , . . . the periodic part of s. Given a linear recurrence of minimal order for the periodic part, the linear recurrence of minimal order of s is obtained by artificially increasing the order of the recurrence by introducing k extra coefficients, all equal to 0, in order to accommodate the terms in the preperiod, which do not "fit" the linear recurrence of the periodic part. (Equivalently, if C(X) is a minimal polynomial for the periodic part of the sequence, then X k C(X) is a minimal polynomial for the whole sequence.) Hence, as far as linear recurrence relations are concerned, there is no connection between the pre-periodic part and the periodic part of s. We could indeed describe the sequence s as two separate, unrelated entities: a finite sequence (the pre-periodic part) and an infinite periodic sequence. We can then concentrate on the linear recurrence relations of the periodic sequence.
If an infinite sequence is periodic, its minimal linear recurrence relation will be bidirectional. For finite fields the converse is also true, i.e. an infinite sequence which has a bidirectional linear recurrence relation will always be periodic (Recall that for any polynomial f over a finite field, such that X f there is an integer N , called the order of f , such that f |X N − 1, see for example [3] The number of successive terms needed in order that the linear recurrence of the finite sequence equals to the one of the infinite sequence turns out to be equal to twice the linear complexity of the infinite sequence. When fewer terms are known, the linear recurrence of the finite sequence might or might not coincide with the linear recurrence of the infinite sequence. In order to improve the chances of determining the correct linear recurrence for the infinite sequence in this case, we can note that the infinite sequence, being periodic, will have a bidirectional minimal linear recurrence relation. We should therefore restrict our search to bidirectional linear recurrence sequence for the given finite sequence. (1) is called a homogeneous linear recurrence relation of order L and we associate to it a characteristic polynomial
II. BACKGROUND
A recurrence relation of minimal order is called a minimal recurrence relation and a characteristic polynomial of minimal degree is called a minimal polynomial.
We normally concentrate on monic characteristic polynomials, since any characteristic polynomial can be written as a monic characteristic polynomial multiplied by a non-zero constant. Similarly for minimal polynomials.
Note that in the literature there are two different ways of associating a polynomial to a recurrence relation, the one in the
e. with the coefficients appearing in the reverse order compared to Definition 2.1. We prefer the first version, as it has several advantages e.g. the characteristic polynomials of an infinite sequence form an ideal; the degree of the minimal polynomial equals the linear complexity of the sequence. The BerlekampMassey algorithm as presented in Massey's paper [2] uses the reverse representation, so we will reformulate it as Algorithm 2.2 for polynomials written according to Definition 2.1.
As in [2] , we describe the meaning and some of the properties of the variables used in the algorithm, to help with understanding and further developing the algorithm. At the beginning of the for loop, C(X) will be a minimal polynomial for the current initial segment of the sequence, s 0 , s 1 , . . . , s N −1 ; d is the discrepancy, i.e. the difference between the actual value of s N and the value that we would obtain for s N using the linear recurrence given by C; B(X) will be the last value taken by C(X) of degree strictly smaller than the degree of the current C(X); b and m will be the value of the discrepancy d and of the index N at that point. The value of v equals N −m at the beginning of each run of the for loop and equals n−m at the end of the algorithm. The degree of C satisfies the relation deg(C) = m + 1 − deg(B) (see equation (13) in [2] ), which justifies our comments in the algorithm 
We give an example of running the Berlekamp-Massey algorithm on a binary sequence: Example 2.3: Consider the sequence s = 0110010101101. While the algorithm computes one minimal polynomial for the given sequence, one can in fact compute all minimal polynomials using the following result from [2] . Hence a characteristic polynomial is called bidirectional if it is not divisible by X or equivalently, if its free term is nonzero. If an infinite sequence admits a bidirectional characteristic polynomial (in particular, if the sequence is periodic), then the minimal polynomial of the sequence, being a factor of any characteristic polynomial, will also be bidirectional.
Note that if we have a bidirectional linear recurrence for an infinite sequence s, then we can recover the whole sequence if we are given any L successive terms of the sequence, s i , s i+1 , . . . , s i+L−1 . We can compute both the next terms using the formula 0 , s 1 , . . . s k−1 cannot be recovered given arbitrary L successive terms of the sequence.
III. ALGORITHM
Our aim is to compute a monic minimal bidirectional characteristic polynomial for a given finite sequence s. We could start by applying the Berlekamp-Massey algorithm, and the minimal polynomial thus obtained will sometimes happen to be bidirectional. When it is not, if the minimal polynomial is not unique then we can try to find an alternative one which could be bidirectional, as in Theorem 2.4 (it will turn out that this is always possible). When the monic minimal polynomial obtained by the Berlekamp-Massey algorithm is unique but it is not bidirectional, then the bidirectional characteristic polynomial of minimal degree must have a higher degree than the minimal polynomial. We will in that case show how a minimal bidirectional characteristic polynomial can be constructed from the current minimal polynomial and the previous one (similar to C(X) and B(X) in Algorithm 2.2). Rather than adjusting only the final output from the Berlekamp-Massey algorithm, our algorithm will, additionally, make sure that the intermediate values of the minimal polynomial C(X) are bidirectional whenever possible. This is achieved by modifying the update formula in the else branch of the second if of Algorithm 2.2.
The algorithm we propose is given as Algorithm 3.1. In the algorithm, the variables have the same meaning as in Algorithm 2.2. We denoted by c i and b i the coefficients of X i in the polynomial C and B respectively. We will give an example of running this algorithm on the same sequence as in Example 2.3.
Example 3.2: Table II shows the values of the variables N, v, B(X), C(X), d at the end of each run of the for loop during Algorithm 3.1 for the input sequence 0110010101101. Comparing this with the run of the Berlekamp-Massey Algorithm described in Table I , we see that the algorithms work identically until N = 11 is reached, at which point the case b 0 = 0 and c = 0 occurs, causing Algorithm 3.1 to apply a different update formula for C(X), producing a bidirectional polynomial, unlike the Berlekamp-Massey algorithm. So the minimal characteristic polynomial for s computed by our algorithm is X 7 +X 5 +X 4 +X 3 +1, which is bidirectional and different from the one computed by the Berlekamp-Massey algorithm.
Note that all the intermediate values of C(X) in this example are bidirectional, except for the one at N = 7, i.e. the minimal characteristic polynomial for the sequence 
s = 01100101 consisting of only the first 8 terms of the sequence above. For this sequence, X 4 +X 2 +X is the unique monic characteristic polynomial, so it is impossible to find a bidirectional one of same degree. If the algorithm had as input this shorter sequence s , then at the end of the algorithm, since C(X) is not bidirectional, Algorithm 3.1 would have also computed D(X) = XC(X) + B(X) = X 5 + X + 1 as a minimal bidirectional characteristic polynomial for s .
It is clear that the modified algorithm terminates and has the same computational complexity as the Berlekamp-Massey algorithm. For the correctness of the algorithm, some of the necessary statements can be easily verified: In order to fully prove the correctness of the algorithm, we will need the following technical result, which is also of interest in its own right.
Theorem 3.4: Let s 0 , s 1 , . . . , s n−1 be a finite sequence.
. . , i u be the values of i for which the value of Proof: Let i j be such that C (ij ) is not bidirectional but The value of B(X) at the point where C (ij ) (X) is going to be computed will be equal to
First we consider the case when 2 deg(C (ij−1) ) ≤ i j at the point when C (ij ) (X) is going to be computed, so we have v > deg(
Computing the free term of C (ij ) (X) we obtain that c
0 . In both cases we have therefore c (ij ) (X) is going to be computed, so we have = 0 we draw the conclusion that we must have
= 0. Moreover, this means that when the next polynomial, C (ij+1) is going to be computed, the value of v would have increased and therefore the else branch of the second if will be taken, with 2 deg(C (ij ) ) ≤ i j+1 . But we have seen that that branch can only produce polynomials with a non-zero free term, hence c
Hence a polynomial with a zero free term can only be obtained from the first branch of the second if, and then only
We still have to prove that c
are all non-zero. We saw that c 
. . , C (iu) (X) any non-bidirectional polynomials are separated by at least two bidirectional ones. (Equivalently, the free terms of these polynomials, c As a consequence of Theorems 3.3, 3.4 and 3.6 we have: Theorem 3.7: Algorithm 3.1 is correct.
IV. CONCLUSION
Motivated by the importance of bidirectional linear recurrence relations for cryptanalysis applications, we developed an algorithm which computes a bidirectional linear recurrence sequence of minimal degree for a given finite sequence. We also described how to obtain all such recurrences and gave a detailed description of the pattern of bidirectional / nonbidirectional minimal polynomials obtained at different stages of the algorithm.
