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ABSTRACT 
We give lower bounds for the smallest eigenvalue of the Laplacian of corresponding 
undirected connected multigraphs in terms of the expansion coeffkients and norm 
estimates. Upper bounds for the convergence rate of certain nonnegative irreducible 
symmetric matrices and irreducible diagonally symmetrizable stochastic matrices are 
given. 
0. INTRODUCTION 
Let G be an undirected simple connected graph with no loops on n 
vertices {l,..., n}. Denote by A = A(G) the n x n O-l matrix associated 
with G. Let A(G) = A = diag{ 6,, . . . ,6,} be the diagonal matrix whose ith 
entry is the degree hi of the vertex i. Then L(G) = A(G) - A(G) is the 
Laplacian of the matrix G. The spectrum of L(G) is given by 0 = X,(G) < 
b(G) f *.* < X,(G). In many applications one needs a good lower bound 
for h(G); see for example [l] and [6] and the references therein. 
Let U be a nonempty proper subset of ( 1, . . . , n} . Denote by L(G)(V) the 
principal submatrix of L(G) whose rows and columns are indexed by U. 
Assume that card(U) = k. Since G is connected, it follows that the eigenvalues 
of L(G)(U) satisfy 0 < X,(V) < * * . f X,(U). Assume that x is an eigenvector 
corresponding to h,(G). Let U and V be two proper disjoint subsets of 
{l,..., n1 on which the coordinates of x are positive and negative respec- 
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tively. Using the minimal characterization of X,(U), X,(V), it follows that 
max(X,(U), Xi(V)) < As(G). 
This observation is used in [l] to obtain Cheeger type lower bounds [2] on 
X,(G). An elegant version of Cheeger’s inequality is given in Dodziuk [3,(2.3)]. 
Another variant of Cheeger’s inequality is proven in Lubotzky [6, (4.2.4)]. The 
aim of this paper is to give a new variant of Cheeger type lower bounds on the 
second eigenvalue of multigraphs. In fact, for simple regular connected graphs 
our bound reduces to the bound [6, (4.2.4)]. 
Let G be a graph as above. To each edge (i, j) E E(G) attach a positive 
integer weight wci, j) > 1. Denote by A(G, w) = A the corresponding adja- 
cency matrix for the multigraph (G, w). Let ai be the weighted degree of the 
vertex i, and set A = diag{&,, . . , S,> . Then L(G, w) = A - A(G, w) is 
the weighted Laplacian matrix of (G, w). Let D = diag(d,, . . . , cl,}, di > 0, 
i= l,..., n. Set C = D- ‘L(G, w), and let C(U) be a principal submatrix 
corresponding to a proper nonempty subset U of { 1, . . . , n}. We then show 
that 
Here, e(U) is the expansion coefficient of the set U defined as follows. Denote 
by 1 E(U) ) the sum of the weighted degrees of the vertices U in G. Let 
1 aE(U) 1 be the weighted sum of edges which connect the vertices in U to the 
vertices outside U. Then 
PEP) I 
‘(‘) = ,%&I [E(V)1 ’ (0.3) 
A similar inequality to (0.2) for ergodic time reversible Markov chains is given 
in [7J. In Section 3 we derive another type of lower bound on A,(C(U)) using 
our recent results in [4]. 
Let A be a nonnegative irreducible matrix with real spectrum. Let 
Xl(A) < A&4) < -*a Q L,(A) < h(A) 
be the eigenvalues of A. The quantity 
FIRST EIGENVALUE OF CERTAIN M-MATRICES 73 
is called the convergence rate associated with A. It plays a crucial role in 
estimating the convergence of various numerical schemes; see for example [5]. 
The Frobenius theorem implies that if G(A) 1s not bipartite then K(A) < 1. In 
the last section we use our techniques to give an upper estimate on K ( A) when 
A is either an irreducible nonnegative symmetric matrix or a diagonally 
symmetrizable irreducible stochastic matrix. (In Markov chain notation, a 
diagonally symmetrizable stochastic matrix corresponds to time reversible 
Markov chains.) 
1. PRELIMINARIES 
Let M, be the set of n x n real valued matrices. With a given C = (cij); E 
M, we associate a simple directed graph with no self-loops, G(C) C V x V, 
v= {l,... , n}, so that (i, j) E G(C) o ] aij ] # 0 (i # j). C is called irre- 
ducible iff G(C) is strongly connected. Arrange the eigenvalues of C in the 
increasing order with respect to their real parts: 
%(“l(C)) < !l?(&(C)) < -** < %2(““(C)). 
CE M, is called a Z-matrix if all off-diagonal entries of C are nonpositive. 
Assume that C is a Z-matrix. The Perron-Frobenius theorem applied to 
kI - C with k sufficiently large yields that X,(C) is real. Recall that C is called 
an M-matrix if C is a Z-matrix and h,(C) > 0. Assume furthermore that C is 
an irreducible Z-matrix. Then h,(C) is a simple eigenvalue, i.e., 
Moreover, the unique eigenvector x corresponding to X,(C) can be chosen to 
be a positive (probability) vector. 
In many applications one needs a good lower bound for X,(C) and 8(X,(C)) 
when C an irreducible Z-matrix. In certain cases one can give a nontrivial 
estimate for 3 ( X,(C)) in terms of )\,(C(U)). H ere u is a proper subset of 
(I,..., n} and C(U) is the corresponding principal submatrix of C. 
C is called diagonally symmetrizable if there exists a symmetric diago- 
nal matrix D with positive diagonal entries such that A = DC is a sym- 
metric matrix. That is, the quadratic form xTAx is symmetric with respect to 
the positive quadratic form xTDx. It then follows that all the eigenvalues of C 
are real and are characterized by the Rayleigh ratio xTDCx/xTDx. 
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LEMMA 1.1. Let C be an n x n diagonally symmetrizable irreducible 
Z-matrix. Then there exist two nonempty disjoint sets V+, V-C (1, . . . , n) such 
that 
rnax(~~(C(V+))> ~~(qv-))) Q b(C). (1.2) 
Proof. Assume that 
cx = q+, CY = h(C) y, x + 0, y # 0. 
As C is irreducible, it follows from the Perron-Frobenius theorem that we may 
assume that all the coordinates of x are positive. As yTDx = 0, we deduce 
that y must have positive and negative coordinates. Let V+ be set 
of coordinates where y is positive, and V- the set of coordinates where 
y is negative. So y = u - v, u, v > 0; and u has positive coordinates only 
on the set V+, and v only on the set V-. Hence, uTDCv < 0. Thus 
&u’Dy = x,uTDu = uTDCy = uTDCu - uTDCv 
2 uTDCu 2 hl( C( V+))u’Du. 
The last inequality follows from the minimal characterization of the smal- 
lest eigenvalue of C(V+). Thus, h(C) > h,(C(V+)). Similarly, X,(C) 2 
%(C(V_)). n 
We remark that (1.2) is an analog of the continuous case. Namely, if Ai is 
the first eigenvalue of certain second order elliptic problem with the Dirichlet 
boundary conditions or without any boundary conditions (as in the case of the 
spectrum of the Laplacian on a compact manifold), then the second eigenvalue 
is actually equal to the first eigenvalue of the Dirichlet problem on the 
corresponding subregions. 
2. CERTAIN M-MATRICES 
Let G be an undirected connected simple graph with loops on n vertices. 
Denote by A(G) the adjacency matrix corresponding to G. Then L(G), the 
Laplacian matrix of G, is given as A(G) - A(G). Here A(G) is the diagonal 
matrix diag{ 6,, . . . ,6,}, where hi is the degree of the vertex i. It is agreed 
here that the local degree of the self-loop is 1. Orient the edges connecting 
two distinct E(G) in an arbitrary way. Let m = card( E(G)), and denote by 
B = B( E( G), V(G)) the m x n edge-vertex incidence matrix. That is, each row 
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of B corresponding to a self-loop attached to the vertex i has exactly one 
nonzero entry, equal to 1 and situated at the ith column, and each row of B 
corresponding to an edge connecting two distinct vertices i, j has exactly two 
nonzero entries: one 1 at column i and one - 1 at column j, so that the 
directed edge e corresponding to this row is (i, j). It then follows that 
Z-.(G) = BTB. Clearly, L is a nonnegative definite matrix. In fact, L(G) is 
positive definite unless G does not have self-loops. Denote by u the flat vector 
(1,. . . > l)T. Thus, G does not have self-loops (the standard case) iff Bu = 0 * 
Lu = 0. 
We now discuss a generalization of L(G). Let WE M,, D E M, be two 
diagonal matrices, with positive diagonal entries. We then let 
C = D-lB*WB, 
D = diag{d,, . . . , d,}, &>O, i=l,.*., n, (2.1) 
W = diag{w,, . . . , wm}, Wj> 0, j= l,...,m. 
Thus, C is a diagonally symmetrizable irreducible M-matrix. We view the 
diagonal entry wj of W as the weight of the corresponding edge of G. 
Assume that G does not have self-loops. If D = I,, W = I,, we then have 
that C is the standard Laplacian matrix corresponding to G. If D = A(G) then 
C = Z - A, where A is the Markov matrix corresponding to the standard 
random walk associated with the graph G. Moreover, the corresponding 
Markov chain is time reversible. 
LEMMA 2.2. Let G be an undirected simple graph on n vertices, which may 
have self-loops. Let C be de$ned as above. Assume that U c { 1, . . . , n} is a 
proper subset. Then 
C(U) = D-l(U)BT%‘Z% 
Here, B is the edge-vertex incidence matrix corresponding to the induced graph 
G(U) which is defaned as follows. The edge e = (i, j) connecting two distinct 
vertices in U i.s in E( G(U)) ifl (i, j) E E(G). In that case the weight 6, of e in 
G(U) is equal to the weight w, of e in G. For i E U the self-loop e = (i, i) E 
E(G(U)) ifeither (i,i)EE(G) or (i, j)EE(G) for some je{l,. . .,n}\ U. In 
that case the weight ;k of e = (i, i) E E(G( U)) is the sum of the weights of the 
corresponding edges (i, i) and (i, j) in E(G). 
The proof of Lemma 2.2 is straightforward. Thus, if L(G) is the stan- 
dard Laplacian matrix of a connected graph G, then L(G)(U) is a 
generalized Laplacian as defined above. 
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Assume that G is a simple undirected graph with self-loops. Consider the 
matrix C given by (2.1). Then it is possible to express the Rayleigh quotient 
xTBTWBx/xTLlx as the Rayleigh quotient yTt?T~y/ yT& as follows. Adjoin 
to the set of vertices { 1, . . . , n} an additional vertex n + 1, which can be 
considered as a sink. The new graph G, has n + 1 vertices. G, is an 
undirected, simple graph with no self-loops. For 1 < i # j < R the 
edge e = (i, j) E E(G,) Q e E E(G). Then rZe = we. Furthermore, (i, n + 1) E 
E(G) * (i> ‘) E E(G), G,i n+l) = w(i, i)> i = 1, . . . , n. Finally, fi= 
diag{d,, . . . , 4, d,+l}, yT = (‘~~7 0). 
Assume that G is a simple connected undirected graph with self-loops. Let 
w = (we)e,E(G) be the edge weight vector. We assume that all weights are 
strictly positive. Let U C { 1, . . . , n) be a nonempty set of vertices of G. 
Define 
IaWl = c c 
(2.4) 
(i,j)EE(G)nUx{l,...,n}\U 
w(i. j) + 
(i,i)&(G)~UxU 
w(i, i) 
Thus, / E(U) 1 is the total (weighted) degree of the vertices in U, and ( aE(U) 1 
is the total (weighted) number of edges which connect U to its complement. 
That the self-loops are entering to 1 aE(U) ( follows from our observation that 
the Rayleigh ratio xTBTWBx/xTLk can be represented as r~~L?~*fiy/ y’& 
for the graph G, with no self-loops. The expansion coefficients with respect to 
the weight w for the graph G and the subsets of its vertices are defined as 
follows: 
e(G) = PEP) I 0dJ$-?...,n) ‘E(U)’ ’ 
I WJ) I 
+) = ,%v ‘E(U)’ ’ 0 f VC (1,. . . , n}, (2.5) 
Note that if G does not have self-loops, then I aE({ 1,. . . , n}) I = 0; hence 
e(G) = 0. Otherwise, if G is connected and does have self-loops, then e(G) > 
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0. The main result of our paper is: 
THEOREM 2.6. Let G be a simple connected undirected graph, which may 
have self-loops on n vertices. L.et C be an M-matrix given by (2.1). Assume that 
U is a twnempty set of vertices of G. Then 
In particular, 
(2.7) 
Proof. Assume first that G does not have self-loops. Let u = 
(ur,. f., uJT # (a, . . . , a)* be a nonnegative, nonzero, nonflat vector whose 
coordinates vanish outside U. We consider the following subset of edges 
E(u) C E(G). The edge (i, j) E E(u) ifT_ (i, j) E E(G) and ui # uj. We then 
orient (i, j) so that ui > uj. Denote by E(u) the set of oriented edges of E(u). 
For each i E V(G) let 6+(u), 6,~ (u) > 0 be the weights of the oriented edges in 
E(U) which go out of and go into the vertex i respectively. Furthermore, let 
hi = 1 E({ i)) 1 be the total (weighted) degree of the vertex i. Apply the 
Gauchy-Schwarz inequality to deduce 
. ( (, ,jl 
1, ” 
) C”i + Uj)2wCi.n) 
78 SHMUEL FRIEDLAND 
Thus 
UTBTWBU 
UTDU (2.9) 
We claim that 
m+) - q#4 > z[qu) - K(u)]4 ~ E(u) 
cy[6’(u) + s;(u)]uf ’ C’; 6,Uf 
(2 1o) 
. . 
The first part of the inequality (2.10) is obvious. To deduce the second 
part we proceed as follows. Rename the vertices 1,. . . , n if necessary so that 
the coordinates of u are arranged in decreasing order. That is, 
>tl=U;_,+l= e-0 =u;>o=uj?l+l= . . . =& 
Thus. the ratio 
E;[q(u) - s;(u)]ua 
1; 6,U; 
is a function of t,, . . . , tl. Keep t,, . . . , tl_l fixed, and minimize the above 
expression for tl E [0, tl_J. An elementary calculation shows that this mini- 
mum is achieved either for tl = 0 or for tl = tl_ 1. Hence, the above expres- 
sion is minimal when all the coordinates of u are 1 on the set 0 # V C U and 
zero outside V. The above argument proves (2.10). 
Combine (2.9) and (2.10) to deduce 
uTBTWBu 
UTLIU 
The minimal characterization of I,( C( V)) p roves (2.7) and the first inequality 
of (2.8). Lemma 1.1 proves the second inequality of (2.8). n 
The inequality h(C) > /.~~t,,,,1 is a discrete analog of the fundamental 
inequality due to Cheeger [2] for the first (nontrivial) eigenvalue of the 
Laplacian on the compact Riemannian manifolds. See Dodziuk [3, (2.3)] and 
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Alon [l, Lemma 2.41 for other versions of Cheeger’s inequality. Let G be a 
simple undirected graph with no loops on n vertices. The Cheeger constant 
h(G) is defined to be 
See for example [6]. According to [6, (4.2.4)] 
(2.11) 
(2.12) 
Here 6 is the maximal vertex degree in G. Assume that G is a A-regular graph. 
It then follows that E(U) = 6 card(U) for any nonempty subset of vertices U of 
G. Thus h(G) = 6~~,,,~~. It now follows that the second part of the inequality 
(2.8) with D = 1 reduces to (2.12). We believe that our derivation of (2.8) is 
simpler than the one in [l]. 
3. NORM ESTIMATES 
In this section we briefly point out how to apply the results of [4] to 
estimate X,(C) from below, where C is given by (2.1). We shall assume that G 
is a simple connected undirected graph with self-loops [i.e., h,(C) > 0] and 
the weights wci, j) are positive integers. (This is not really a limitation, since the 
diagonal entries of D are arbitrary positive numbers.) Let 
A = diag{3,, . . . ,6,}, hi =\E((i})l, i = 1,. . .,n, 
A = A(G,w) = (aij); = -BrWB + A, 
ri( A) = 1 E( {i)) ( - uJ(i,i) = c w(i,j)- (3.1) 
j#i, (j, j)EG 
That is, A(G, w) is the adjacency matrix of the undirected connected multi- 
graph without self-loops induced by the weights w on G. Here ri( A) is the 
degree of the vertex i in this multigraph. Let X = ( rij); be an n x n real 
valued matrix. Denote by p(X) the spectral radius of X. Recall that the 2, 
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norm 11 X Ilo. is given by 
II X Ilm = lTF& ,,C, 1 ‘ij 1 . 
.’ 4.n 
Observe next that the spectrum of C-’ is bounded by its norm. Also 
c-l = (A-~B~wB-‘(A-~D) 
Hence 
X1(C) > min ~ll(A-1BTW13-111-‘. 
l<i<n di 
(3.2) 
Our estimates are based on the following results in [4]: 
THEOREM 3.3. Let A = ( ajj); be a nonnegative symmetric matrix with 
integer entries. Denote by ri( A) the i th rotz sum of A for i = 1, . . . , n. Let 
6 = (61,. , . , ~5,)~ be a vector with positive integer coordinates. Denote by 
6-= (A;, . . .) 6;)T the decreasing rearrangement of the coordinates of 6. 
Suppose furthermore 
r,(A) < tii, i = l,..., m, ri(A) <hi, i = m + l,..., n, O<m<n. 
(34 
Let 
D = diag{81,. . . ,6,}, B = (b,,)f = D-‘A, C = (bij)I”. (3.5) 
Assume that p(B) < 1. Then 
11(‘- B)-‘IIca -<II(‘- c)-lll- + 
Ct;si 
min m+lSj<n[& _ ,-,( A)] I I 
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in particular 
81 
i + 1)s;. (3.7) 
Replace the assumption (3.4) of Theorem 3.3 by a weaker assumption 
ri( A) < hi, i = 1,. . . , n, and retain all other assumptions of Theorem 3.3. It 
then follows that we can always achieve (3.4) by relabeling the set { 1, . . , n} 
so that in fact ri( A) = hi, i = 1, . . . , m. We now show a generalization of an 
inequality in [4]. 
Let G be a simple undirected connected graph on n vertices with no 
self-loops. Assume that w is a positive integer valued weight vector on the 
edges of G. Let 6i, i = 1,. . . , n, be the weighted degree of the vertex i. 
Assume that U is a nonempty proper subset of { 1, . . . , n} . For i E U let Si( U) 
be the weighted degree of i in the subgraph G(U). A vertex i E U is called an 
interior vertex if all the neighbors of i E V(G) lie in U, that is, ?ii = Si(U). Let 
m = 1 Int(ZJ) ) be th e number of the interior vertices of U. Let C, C(V) be 
defined by (2.1), (2.3) respectively. We estimate X,(C(U)) by (3.2). To 
estimate the 1, norm of the corresponding matrix we use the estimate (3.6). 
To estimate ]]( Z - C)-‘]I_ we use (3.7). It then follows: 
THEOREM 3.8. Let G be a simple undirected connected graph on n vertices 
without self-loops. Assume that w is a positive integer valued weight vector on 
the edges of G. Let U = { 1,. . . , m + 1) be a nonempty proper subset of 
vertices of G, where { 1, . . . , m} is the subset of all interior vertices of U. 
Denote by (6;, . . . , 6,) the decreasing rearrangement of the vector (6,, . . . ,6,). 
Assume that the matrices C, C(U) are given by (2.1), (2.3) respectively. Then 
Al(C(U)) 2 C (m-i+ l)S;+ . 
I 
Cysi 
1 Qi<m mmrn+l<j<m+l[ sj - 6j(u)] 
‘j 
i 
-1 
+ m+15gm+l sj - 6,(U) x . 
5. (3.9) 
&$+1 Isi 
4. NONNEGATIVE IRREDUCIBLE SYMMETRIC MATRICES 
Let A = (aij)y be a nonnegative irreducible matrix with real spectrum. 
This assumption is satisfied if A is diagonally symmetrizable. The Perron- 
Frobenius theorem implies that p(A) (the spectral radius of A) is a simple 
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eigenvalue of A. We arrange the eigenvalues of A as follows: 
Assume furthermore that A2 is irreducible. That is, the corresponding graph 
to A is not bipartite. The Frobenius theorem implies that p(A) > ( Xl 1. Set 
K(A) = max(ILllp I&l) 
44 . P-2) 
We then want to estimate from below the distance of K(A) to 1. A very useful 
observation is 
l-K(A)=~- 
d 
Ll(A2) > 4A2) - h-dA2) 
p(A2) ' 
(4 3) 
24 A”) . * 
Thus, the problem of estimating K(A) is effectively reduced to the problem of 
estimating the distance between the largest and the second largest eigenvalue 
of a nonnegative irreducible matrix A2. 
We use the ideas and the results of Section 2 to get an upper bound on 
K(A). Our estimate involves the coordinates of the Perron-Frobenius vector: 
Ax=p(A)r, x= Xl,..., ( X”)= > 0. 
For a positive vector u = ( ul, . . . , u,)~ > 0 set 
4 4 4 = @*“$f. 
CicU,js{l,...,n}\U %j”i”j 
(4.4) , . . . 
card(“)< 1 a,$ 
CidJ,l<jfi$naijuiuj ’ 
THEOREM 4.5. Let A = (aij)r be a nonnegative irreducible symmetric 
matrix. Assume that x > 0 is its Perro&robenius vector. Then 
P(A) - a-,( A) 2 f ( P( A) - l~z~naii)x( A, x)“* (4.6) 
Assume that S = (sij)i’ is an irreducible stochastic matrix of the form 
S = D-lA, A==A, 
D = diag{d,,. . .,d,), di = ri(A) > 0, i = 1,. . .,n. (4.7) 
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Then 
1 - h-l(S) 2 f(1 - lTgnSii)x( A, e)“> e= l,... ( , l)T. (4.8) 
Proof. Consider the singular M-matrix C = p(A) I - A. We claim that 
C = BTWB, where B is a modified edge-vertex incidence matrix. Let G = 
G(A) be the undirected simple graph with no loops associated with A (as 
described in the beginning of Section 1). Assume that G has m vertices. 
Direct the edges of G. Denote by B = (bek), e = 1,. . . , m, k = 1,. . . , n, the 
following m x n matrix. Assume that a given edge e is the directed edge from 
i to j. Then the eth row of B has exactly two nonzero entries: l/xi at the ith 
column and - l/xj at the jth column. Note that Bx = 0. Let w,, the weight 
of the eth edge, be equal to aijxixj. Consider the matrix C = BTWB. 
A straightforward calculation shows that the off-diagonal entries of C and 
p( A)1 - A are equal. As Cx = 0, we deduce that C = p( A)1 - A. We next 
observe that the 6i, the total weight (degree) of vertex i, is equal to 
lii = lu<F jtiaijxixj = [ P( A) - au] Xi”- 
.1 
(4.9) 
Let 2 = (zl.. . . , Z”), zi = xiui. i = 1,. . ., n, u > 0. The arguments in the 
proof of Theorem 2.6 yield 
ZTBTWBZ (c;[s:(u) - s;(u,lu~}” 
UTLh a 2=Du(c;[s+(~) + s;(u)]u;} . (2-g’) 
Next note that with respect to the weights defined above we have E 1 n/z1 = 
x( A, r). Choose D = diag{ x:, . . . , xi} in (2.91, and deduce, as in the end of 
the proof of Theorem 2.6 [using (4.9)], 
ZTBTWBZ 
uTDu 
, E:sjUf 
, -c(U)’ 2 min 
2 uTDu 1GiG.n 
[ p( A) - aii] %F x( A, 42 
2x; 
Here, U C (1,. . . , n], card(V) < 1 n /2]. The above inequality proves (4.6). 
To prove (4.8) let B be the ordinary edge-vertex incidence matrix. 
For each directed edge e = (i, j) set w, = aij. It then follows that C = 
D- ‘B=WB = 1 - S. Observe next & = di - aii, i = 1,. . . , n. Use the last 
inequality in the proof of Theorem 2.6 to deduce (4.8). n 
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Note that the stochastic matrix S defined in (4.7) is diagonally symmetriz- 
able and corresponds to reversible Markov chains. In the case that A is a 
nonnegative irreducible symmetric matrix with zero diagonal the inequality 
(4.8) is d ue o mc air and Jerrum [7, Lemma 3.31. t S’ 1 
COROLLARY 4.10. Let A be a nonnegative irreducible symmetric matrix 
with the Perron-Frobenius vector x. Set F = (fij); = A2, and assume that F is 
irreducible. Then 
i 
x( F, x)“. 
Let S, D be defined by (4.7). Set T = (tij); = AD-lA. Then 
K(S) G 1 - fil - lzt?zntii)X(T, e)“. 
(4.11) 
(4.12) 
Note Added in Proof In a forthcoming paper with L. Gurvits, we prove a 
variant of (4.6) for an irreducible nonnegative matrix A. 
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