ABSTRACT
INTRODUCTION
Natural convection in cavities has been an interesting research topic during the last few years because of the application of confined enclosures in a wide range of engineering disciplines, such as power plants, cooling systems, solar collectors and energy storage technologies. It seems that a rectangular cavity exhibits a simple geometry for experimental purposes, while a low velocity range and heat transfer in natural convection causes the measurements to be challenging. Modelling is also complicated from the aspects of the flow regime and heat transfer, especially in the presence of turbulence. Many researchers have focused on the numerical simulation of cavities. These studies mostly focused on two-dimensional (2D) models and a few experimental works were reported (Aydin and Yesiloz [1] , Kizildag et al. [2] and Wu et al. [3] ).
Ampofo and Karayiannis [4] showed that the 2D assumption of the air-filled cavity could provide proper results for an aspect ratio above 1.8. Braga and Viskanta [5] performed an experimental study in transient laminar flow with differentially heated vertical walls with water inside the cavity. They proposed that the flow is laminar with a modified Rayleigh number in the order of 10 8 , although Markatos and Pericleous [6] considered a Rayleigh number above 10 6 to be turbulent with air inside the cavity, and Kuyper et al. [7] considered a Rayleigh number above 10 8 to be turbulent.
Imberger [8] conducted an experiment in a water-filled cavity with differentially heated walls and hot and cold water jackets for the diabatic vertical walls. He stated that the constant uniform temperature was reached with this construction while the thermometer was immersed in the water jacket to monitor the walls' temperature. He also showed that the walls' mean temperature is the same at the centre of the cavity.
Bejan and Al-Homoud [9] carried out experimental work for a water-filled cavity with a low aspect ratio of 0.0625 for high Rayleigh numbers up to 2 × 10 9 . They used an electrical heater for the hot side and a cold water heat exchanger on the cold side. Despite the fact that electrical heaters can provide constant heat flux boundary conditions, they reported that a uniform temperature with acceptable fluctuation was achieved during the tests. Ozoe et al.
[10] conducted a 2D numerical simulation of a rectangular cavity with an aspect ratio of 1 and 2 with water inside the cavity. They assumed a laminar flow with a Rayleigh number up to 10 9 for water inside the cavity.
Henkes et al. [11] compared the findings of some models for the Nusselt number in terms of the Rayleigh number. They stated that the critical Rayleigh number (early transition from laminar to turbulence begins at a critical Rayleigh number) for water can be one or even more orders of magnitude larger than air, which was 10 11 for water with the standard k-ɛ model.
Ho, et al. [12] experimentally investigated the heat transfer features of both distilled water and a mixture of water and submicron particles in three different cavities with a horizontal aspect ratio of more than 2. The biggest size, namely 80 mm × 80 mm ×180 mm was chosen, which is close to the geometry studied in the front cross-section. They stated that a constant uniform temperature was reached in the hot and cold vertical walls with the electrical element in the hot section and passing coolant with a constant temperature from the cold wall.
However, electrical elements can easily provide a constant heat flux, but not temperature. Ho et al. [12] only reported the Nusselt number's evolution and the heat transfer coefficient with an uncertainty above 25%.
Aydin and Yesiloz [1] conducted numerical and experimental research on laminar natural flow convection in a water-filled quadrantal enclosure. The radius and depth were 30 mm and 60 mm respectively, and the geometry was modelled in 2D. Two constant temperature baths were attached to the walls to provide the proper amount of heat transfer. They installed three thermocouples on each of the diabatic walls in a vertical line to ensure a uniform temperature.
From the experimental aspects, they mostly reported the flow pattern visualisation and streamlines, but not the Nusselt number.
Leong et al. [13] conducted experiments on a sidewall cavity with a height of 127 mm with a hot plate on the top and a cold plate on the bottom and two separate water streams for heating and cooling. Using an electrical heater next to the cold wall, they reported the linear distribution of temperature on the side walls. They also measured the amount of heat transfer via a heat flux meter installed between the electrical heater and the cold wall.
Tian and Karayiannis [14] carried out a benchmark experiment on a big cavity of 750 mm × 750 mm × 1 500 mm in turbulent flow and a Rayleigh number above 10 9 , with a K-type thermocouple and an accuracy of 0.02. They used cold and hot constant temperature baths for the isothermal walls. Salata et al. [15] performed some turbulent natural convection tests inside a large cavity of 1 m × 1 m on the cross-section, constant temperature on the side walls, and insulated walls on the top and bottom. Despite the large size of the cavity, they reported a constant temperature in both walls using cold and hot heat exchangers in each side.
Wu et al. [16] visualised three different regions during their laminar experiment inside a cavity, while each wall was heated or cooled separately from the others. Cooling was achieved by circulating water next to the bottom and one of the side walls. They stated that isothermal walls were reached in this case due to the low amount of heat transfer. On the other hand, the other walls were kept at a uniform temperature by adjustable heaters connected to the walls. However, it is noted that each heater provides a constant heat flux boundary condition and not a uniform temperature. Wu and Ching [17] conducted experiments on cavities with three aspect ratios from 0.5 to 2. [26] showed that a very fine mesh with y + <0.3 is needed for higher Rayleigh numbers in natural convection. Kizildag et al. [27] used a direct numerical simulation to simulate turbulent natural convection in a water-filled cavity with a high aspect ratio of 6.67. In equations, they implemented density as a third-order polynomial function of temperature, instead of using the Boussinesq approximation. They found the non-Boussinesq approximation to be more capable of predicting flow patterns and heat transfer in a water-filled cavity.
A large number of experimental and numerical studies on cavities have been published in the literature. Most of the experimental works have been done for air-filled cavities and a few works are available for water-filled cavities. On the other hand, numerical simulations in the literature largely consist of 2D models with a Prandtl number of 0.71, which could be for gases or air. It can be explained that water can produce more conductive and convective heat transfer than air inside a cavity. Therefore, the higher amount of heat transfer leads to a greater temperature gradient on the walls in all directions. In this study, it has been observed that isothermal walls can easily be achieved in the presence of air (as aforementioned in literature), while the experimentation with water has revealed some non-uniformities on the wall temperature.
Hence, both experimental and numerical studies of natural convection flow with water inside a cavity were performed in this study. Based on the author's intensive literature review, this is the first study that considers the full three-dimensional (3D) model of the whole cavity, including both heat exchangers on the sides with water circulation. On the other hand, no full agreement on the value of the critical Rayleigh number for a water-filled cavity was found in the literature. Ozoe et al. [10] and Henkes et al. [11] confirmed this. While similar results
were found with the assumption of laminar and turbulent flow in the cavity for the Rayleigh number range of this study, the laminar flow regime was considered.
EXPERIMENTAL SETUP AND PROCEDURES
The size of the cavity used in this study is 96 mm × 120 mm for the cold and hot walls. The space between the walls is 102 mm. Therefore, the aspect ratio is about unity. The entire schematic of the test section is shown in Figure 1 . The hot and cold wall sides of the cavity are heated and cooled by two shell-and-tube heat exchangers with counterflow inside. All the materials of the heat exchangers were fabricated from copper, including copper plates of 4 mm in each side of the cavity. The dimensions of the shell part of heat exchanger are 96 mm × 120 mm × 18 mm. To improve the heat transfer and uniformity of temperature inside the heat exchanger, the mass flow from and to the heat exchanger is split equally between the shell and tube parts. The inside diameter of the tube was 10.7 mm and the wall was 1 mm thick. The hydraulic diameter of the shell part was calculated in a manner almost similar to the tube diameter to achieve the best distribution of mass and heat transfer inside the heat exchangers. Three plates made of copper were also installed inside the heat exchangers as buffers to make the channel for the shell side (see Figure 1b) . To reduce the heat losses from all the apparatuses shown in Figure 1b to the surroundings, a 20 mm-thick polystyrene insulation layer was attached to the visible surfaces. Afterwards, it was put in a big box made of wood and the void regions inside the box were filled with the same insulator. 
GOVERNING EQUATIONS AND NUMERICAL APPROACH
With the calculation of the Reynolds number in the heat exchangers, the Rayleigh number is defined as the following (three separate types of flow regimes are recognised in the experiment: turbulent flow in a hot heat exchanger with a Reynolds number above 3500, laminar flow in a cold heat exchanger with a Reynolds number less than 2200 and laminar natural convection flow in a cavity with a Rayleigh number between 10 8 and 2×10 9 .
where L is the space between the hot and the cold wall in the cavity. All the thermophysical properties of the Rayleigh number are evaluated based on the average temperature
. It is noted that experiments have shown a discrepancy between the fluid temperature inside the heat exchangers and the wall temperature of the cavity.
A short form of continuity, momentum and energy equations are formulated as follows:
All the thermophysical and transport properties of the fluid are expressed in terms of temperature. Density in the momentum equation is the non-Boussinesq term that is used in the cavity. Instead of a linear function of temperature for density by Boussinesq approximation as β∆T, a third-order polynomial function of temperature is employed. The turbulence terms are also ignored for the laminar flow inside the cold heat exchanger and cavity. A realisable k-ɛ model was employed to simulate the fluctuating velocity and turbulent viscosity, which has been successfully used by some researchers (Bacharoudis et al. [28] and Teodosiu et al. [29] ). The transport equations for the turbulent kinetic energy (  ), dissipation rate (ɛ) and viscosity are briefly presented as follows:
where S and 3 C  are the rate of strain tensor and degree to which  is influenced by the Table 1 . The accuracy of these correlations was found to have an error of less than 0.2% in comparison to those of Kizildag et al. [27] .
NUMERICAL SOLUTION, GRID GENERATION AND BOUNDARY CONDITIONS
Coupled solvers in a steady-state situation via computational fluid dynamics code ANSYS Table 2 . The simulations revealed that a heat transfer balance in the range of 1% error happens after 15000 iterations and takes three days for each case with eight 3.5 GHz central processing units. Generated mesh for the tube part of the heat exchanger and the cavity is shown in Figures 2a and 2b respectively.
The working fluid in all the parts is distilled water with thermophysical properties as a function of temperature. All the external walls of the tubes, heat exchangers and cavity are exposed to a zero heat flux condition.
RESULTS AND DISCUSSION
Nine tests were conducted in this study to investigate natural convective heat transfer in a cavity filled with water. It was observed that a temperature gradient in the hot and cold walls of the cavity is unavoidable. Numerical results also exhibited the same pattern in the walls.
The maximum temperature difference in each wall is between 2 ˚C and 4 ˚C for both the measured and the estimated temperature. The measured temperature on the cavity's hot and cold walls (three thermocouples in each wall) and calculated average Nusselt number in the cavity are listed in Table 3 .
The Nusselt number is calculated from Equation 8 with thermophysical properties based on the average temperature of the hot and cold walls: The experimental results in Table 3 are important. These results can prove that when the temperature difference between the hot and cold walls increases, it will be inaccurate to assume a constant wall temperature when water is the heat transfer fluid. In fact, the best isothermal walls on the hot and cooled sides are provided in the case of the lowest temperature difference (∆Tave) in the experiments (tests 8 and 9 in Table 3 ). While the early tests with an air-filled cavity proved a uniform temperature on both diabatic walls, the biggest variation occurs at a maximum Rayleigh number and temperature difference in Test 7.
As seen in Table 3 , the average temperature of the hot and cold walls is equal to the temperature at the middle of the walls. This confirms that only measuring the temperature at the centre of the differentially heated walls in a water-filled cavity would be sufficient to monitor the average temperature of the wall. Later in this paper, it will be explained that the average temperature of the walls cannot be enough to capture all the thermal features of the cavity a CFD perspective. In addition, the temperature at the centre of the cavity was found to be similar to the average temperature of the hot and cold walls ( This conclusion can only be important for the Nussselt number, because it simplifies the entire simulation. However, it must be noted that the 3DCF approach needs the wall temperature that was measured during experimentation, while the full 3DF model can predict the temperature on the cavity's walls and can be used for other cases when experiments are not available.
Simulations have shown that the 2DC and 3DC approaches give the same amount for the Nusselt number, and a 3D model of the cavity with a uniform temperature at the wall can be treated as a 2D model, as shown in Figure 3 . However, none of the 2DC and 3DC approaches can properly predict the Nusselt number for the high temperature difference in this study (tests 1 to 7 in Table 3 ), while the results are more consistent with the 3DF and 3DCF
approaches and experiments for low temperature differences in tests 8 and 9. It can be concluded that the isothermal assumption for the hot and cooled walls can only be valid when the mean temperature difference between the walls (hot and cooled) is less than 10 o C (see tests 8 and 9 in Table 3 ). It is worth noting that the application of the average temperature for constant temperature walls in other cases underestimates the average Nusselt number.
The experimental temperature profile at the mid-vertical line of the cavity in the Y-direction (height of the cavity) between two horizontal insulated walls is compared with the numerical results in Figure 4 . As shown, the temperature distribution calculated by the 3DF approach has provided the best fit with the experiment in all the ranges of Rayleigh numbers studied here. The results of the 2DC, 3DC and 3DCF approaches are not as exact as the 3DF approach due to inaccurate thermal boundary conditions on the walls, except for the lower Rayleigh numbers in Figures 4f and 4e . However, for a higher Rayleigh number with a strong temperature gradient on the side walls, only the full model of the cavity can predict the best results for the temperature (Figures 4a and 4b) .
The same pattern can be observed in Figure 5 , which presents the temperature distribution at the mid-horizontal line from the centre of the cold to the hot wall in the X-direction. The main difference among the four approaches that are investigated in this paper can be observed in the streamlines at the mid-vertical plane from the hot to the cold wall in Figure 7 .
As shown, a 2D model cannot capture the large circulation starting from the hot to the cold walls, as seen in the 3D analysis in Figures 7a, 7b and 7c. This circulation is clearly caused by the 3D effects of the geometry and not the thermal boundary conditions, because all the 3D models have presented almost similar patterns for stream traces.
The 3D stream traces, temperature contours at Z = 0.0016 m and Z = 0.09 m (Z is cavity depth direction) and isothermal surfaces are presented in Figure 8 . The subfigures are important, as they provide the spatial differences between the real and assumed boundary conditions. The 3DC approach with a uniform wall temperature shows more uniformity and 2D stream traces than the other two with a more complicated and 3D stream trace behaviour.
However, a small circulation was captured by the 3DCF approach in Figure 8b due to the stronger temperature gradient, which leads to a higher peak in stream traces close to the wall.
Furthermore, the temperature contours in the 3DCF approach are more similar to the 3DF approach, while the 3DC approach underestimates the temperature at the top and overestimates it at the bottom. Isothermal planes are straight in the cavity, even close to the vertical insulated walls, but they take the curved profile in the vicinity of the horizontal insulated walls.
The local 3D distribution of the Nusselt number based on the local heat flux on the hot and cold walls are presented in Figure 9 . A clear difference between the full model of the 3DF approach's results and other approaches is observed in terms of distribution. The local Nusselt number lines are straight for the 3DCF and 3DC cases and decrease near the insulated walls at Z = 0 and Z = 0.12 m (towards the cavity depth). This is caused by the fact that the temperature gradient was assumed to be zero in the Z-direction on the diabatic walls in the 3DC and 3DCF approaches, except close to the insulated walls. The same issue can be seen in the 2DC approach, which only provides the temperature gradient in the Y-direction, while the 3DF approach predicts the temperature gradient in all directions. The Nusselt number is also obviously higher in the cold wall than in the hot one due to the favourable impact of gravity on the cold wall.
Uncertainty analyses were also done for the Rayleigh number, heat transfer and Nusselt number. The results are equal to 3% to 5.5% for the Rayleigh number and 3.5% to 8% for the Nusselt number and heat transfer for tests 1 to 7. The uncertainty is up to 17% in the case of tests 8 and 9 for the Nusselt number and heat transfer due to the lower heat transfer range.
CONCLUSIONS
The laminar natural convective flow inside a rectangular cavity filled with distilled water with a uniform aspect ratio and differentially heated vertical walls was studied experimentally and numerically.
The other four walls were kept insulated. To investigate the geometry, four approaches related to the thermal boundary conditions and geometry were employed for simulation purposes. These approaches consisted of a full model with the cavity itself and two hot and cold heat exchangers, a model with the 3D cavity itself with a non-uniform temperature on the walls, a model with the 3D cavity itself with a uniform temperature on the walls, and finally a 2D model with a uniform temperature on the walls.
The entire setup consists of a cavity and two copper layers. The heating and cooling heat exchangers were modelled in the case of the full model. In terms of the experimental results, three types of flows were found as: laminar flow in the cold heat exchanger, turbulent flow in the hot heat exchanger and laminar natural convection in the cavity with a Rayleigh number between 1.3 × 10 8 and 1.19 × 10 9 . The heat exchangers were designed and built for producing a constant wall temperature on the vertical side walls. When tested, they easily produce constant temperature walls when the cavity is filled with air. However, reaching a uniform temperature on the walls was found to be challenging when water was used as the heat transfer fluid. This happened especially when the average temperature difference between the hot and cold walls is more than 10 On the other hand, only the full 3DF model properly estimated the temperature distribution at the mid-horizontal and mid-vertical lines of the cavity. However, other approaches predicted the temperature in the low Rayleigh number range in tests 8 and 9. The measurement of the temperature on the diabatic walls showed that the temperature at the centre of the cold and hot walls could represent the mean temperature. However, assuming this temperature through the walls for CFD purposes (as the constant temperature wall) did not lead to proper results. The average temperature of the hot and cold walls was also found to be the same as the temperature at the centre point of the cavity.
The assumption of the uniform temperature for the walls in this study provided an overestimation for the bottom half and an underestimation for the top half of the hot wall in terms of velocity when compared to the full model. The 3D effects of the flow pattern on streamlines cannot be neglected and the 2D model cannot present the large circulation at the middle of the cavity.
Finally, it is incorrect to assume a uniform wall temperature for the simulation of a rectangular cavity that was heated and cooled on two opposite walls when water is used as the heat transfer fluid. A non-uniform wall temperature boundary condition can lead to a good Nusselt number prediction, but only the full model is recommended to capture all other thermal features appropriately, especially when the temperature gradient on the walls is more than 10 o C. 
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Tc-wall and Th-wall are measured temperatures on the cold and the hot walls of the cavity respectively. Tc-ave and Th-ave are the average temperature of Tc-wall and Th-wall respectively. ∆Tave is the difference between the average temperature on the hot and the cold walls (Tc-ave-Thave). Tcenter is the temperature exactly at the centre point of the cavity. 
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