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We investigate the ground-state structures of dipolar spin-orbit-coupled Bose-Einstein condensates in a toroidal trap.
Combined effects of dipole-dipole interaction (DDI) and spin-orbit coupling (SOC) on the ground states of the system
are discussed. A ground-state phase diagram is obtained as a function of the SOC and DDI strengths. As two new
degrees of freedom, the DDI and SOC can be used to obtain the desired ground-state phases and to control the phase
transition between various ground states. In particular, the system displays exotic topological structures and spin textures,
such as half-quantum vortex, vortex string, vortex necklace, complex vortex lattice including giant vortex and hidden
antivortex chains, different skyrmions, meron (half-skyrmion)-antimeron (half-antiskyrmion) necklace, and composite
meron-antimeron lattice.
1. Introduction
The past few decades have witnessed unprecedented ad-
vances in experimental and theoretical investigations on ultra-
cold atomic gases.1, 2) In general, the contact interatomic in-
teractions that can be controlled by Feshbach resonance play
a key role in the physical properties of Bose-Einstein conden-
sates (BECs). For most of alkali atomic BECs, the two-body
contact interaction between atoms is crucially determined by
the s-wave scattering length and the other interactions can be
neglected. However, for the BECs made of atoms with large
magnetic dipole moments there are not only contact inter-
action but also strong dipole-dipole interaction (DDI).3) The
magnetic DDI can be attractive or repulsive depending on the
orientation of atomic dipole moments, the relative position
of particles and the geometric structure of the system. Re-
cent experimental and theoretical studies of dipolar quantum
gases with chromium,4) dysprosium,5) and erbium atoms6)
show that DDI can have pronounced effects on the mean-
field ground states, Bogoliubov spectra, many-body station-
ary states, and dynamics of the BECs or degenerate Fermi
gases.7–15) These remarkable effects include ferrosuperfluid,4)
droplet crystals,9) dipolar superfluid,14) flat Landau levels,16)
and roton mode in a dipolar quantum gas.17)
On the other hand, spin-orbit coupled quantum gases have
also become one of the focuses in cold atom physics in re-
cent years.18) Compared with the natural solid state system
with unavoidable impurities and disorder, the ultracold atomic
gases with spin-orbit coupling (SOC) provide a new testing
ground for studying novel SOC physics and potential applica-
tions due to their ultrahigh purity, experimental precise con-
trollability and excellent theoretical description,19–24) particu-
larly for BECs.25–34) In a realistic physical system, ultracold
atomic gases are confined in an external potential. As a mat-
ter of fact, the presence of various external potentials leads to
rich physics because different trapping potentials can dramat-
ically affect the physical properties of the BECs. For instance,
∗linghuawen@ysu.edu.cn
the breathing mode and scissors mode in a harmonic trap,35)
the quantum phase transition from a superfluid to a Mott insu-
lator in an optical lattice,36) and the hidden vortices37–40) and
macroscopic quantum self-trapping41) in a double-well poten-
tial have been revealed in the literature. Recently, a new type
of nonsimply connected trapping potential, i.e., a toroidal po-
tential, has become experimentally available due to the devel-
opment of different techniques. The toroidal potential allows
nontrivial topological structures, unusual quantum dynamics
and tunable features.42–47)
In this work, we study the ground-state properties of dipo-
lar BECs with SOC in a toroidal trap. To obtain the ground
state of the system, we numerically calculate the coupled
Gross-Pitaevskii (GP) equations by using standard imaginary-
time propagation method.26, 48) The results show that one can
obtain the desired ground-state phases by controlling the DDI
strength and SOC strength and regulating the phase transi-
tion between different ground states. In addition, we find that
the system supports rich topological structures and exotic spin
textures which are expected to be observed in the future cold-
atom experiments. In the rest of this paper, it is organized as
follows. The theoretical model is presented in Sec. 2. The re-
sults and discussion are shown in Sec. 3. Finally we give a
brief summary in Sec. 4.
2. Model
We consider quasi-two-dimensional (quasi-2D) two-
component dipolar BECs with Rashba SOC in a toroidal trap
and with strong confinement in the z-direction. In the frame
of mean-field theory, the dynamics of the system is described
by the coupled 2D GP equations,
i~
∂ψ j
∂t
= [− ~
2
2m
∇2 + V(r) + g j
∣∣∣ψ j∣∣∣2 + g j(3− j) ∣∣∣ψ(3− j)∣∣∣2
+vso + φ j + φ j(3− j)]ψ j, (1)
where ψ j(r) ( j = 1, 2) denote the two-component wave func-
tions, and the normalization condition is given by
∫
[|ψ1|2 +
1
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|ψ2|2]dr = N with N being the number of atoms. g j =√
8pi~2a j/maz ( j = 1, 2) and g12 = g21 =
√
8pi~2a12/maz
represent the quasi-2D intra- and intercomponent coupling
strengths,49) where we have assumed that the two component
atoms have the same mass m, az =
√
~/mωzwith ωz being the
harmonic trap frequency in the z direction, and a j ( j = 1, 2)
and a12 denote the s-wave scattering lengths between intra-
and intercomponent atoms, respectively. The Rashba SOC is
expressed by vso = −i~k(σˆx∂y − σˆy∂x) with σˆx,y being Pauli
matrices and k being the isotropic SOC strength. The toroidal
trap is given by46, 50)
V(r) =
1
2
~ω⊥
V0
 r2
a2
0
− r0

2
 , (2)
where ω⊥ is the radial oscillation frequency, r =
√
x2 + y2,
and a0 =
√
~/mω⊥. V0 and r0 represent the central height and
the width of the toroidal trap, respectively. φ j(x, y) ( j = 1, 2)
and φ12(x, y) = φ21(x, y) denote the DDIs of intraspecies and
interspecies, respectively, and they can be expressed as3, 51)
φ j = c j
∫
dr′Udd(r − r′)
∣∣∣ψ j(r′)∣∣∣2 , (3)
φ j(3− j) = c12
∫
dr′Udd(r − r′)
∣∣∣ψ(3− j)(r′)∣∣∣2 . (4)
Here c j = µ0µ
2
j
/4pi ( j = 1, 2) and c12 = µ0µ1µ2/4pi are mag-
netic dipole constants of intraspecies and interspecies, µ0 is
the vacuum magnetic permeability, and µ j ( j = 1, 2) repre-
sent magnetic dipole moments of the two components, respec-
tively. Let us consider the simplest case in which the dipoles
are polarized. Then Udd(R) is given by
52)
Udd(R) = (1 − 3 cos2 θ)/R3, (5)
where θ is the angle between the direction of polarization and
the relative position of atoms.
For the sake of discussion, we assume DDI exists only in
component 1 and the magnetic dipole moment is in the z di-
rection, i.e., φ2 = φ12 = φ21 = 0. In view of the numerical
computations, it is convenient to introduce the following no-
tations r˜ = r/a0, t˜ = ω⊥t, V˜(r) = V(r)/~ω⊥, φ˜1 = φ1/~ω⊥,
ψ˜ j = ψ ja0/
√
N( j = 1, 2), β j j = g jNm/~
2 ( j = 1, 2) and
β12 = g12Nm/~
2, and then we obtain the dimensionless cou-
pled GP equations,
i∂tψ1 =
(
−1
2
∇2 + V + β11 |ψ1|2 + β12 |ψ2|2 + φ1
)
ψ1
+k
(
∂x − i∂y
)
ψ2, (6)
i∂tψ2 =
(
−1
2
∇2 + V + β22 |ψ2|2 + β12 |ψ1|2
)
ψ2
−k(∂x + i∂y)ψ1. (7)
For simplicity the tilde is omitted throughout this paper. Here
β j j ( j = 1, 2) and β12 are dimensionless intra- and inter-
species coupling strengths for the contact interactions, and k is
the dimensionless SOC strength as mentioned before. For the
present dipolar BECs, the system interactions include s-wave
interactions, DDI and SOC. It is convenient to introduce a di-
mensionless quantity to describe the magnitude of the DDI
relative to the contact interaction,52–54)
εdd = add/a1 =
µ0µ
2
1
m
12pi~2a1
, (8)
where add denotes the scattering length characterizing the
DDI. Here we assume that the dipoles are polarized along the
z direction, i.e., these dipoles are arranged side by side along
the z axis. In this context, the DDI becomes an isotropic re-
pulsion (or attraction) and can be equivalent to a contact in-
teraction. Therefore, the DDI can be rewritten as the form of
effective contact interaction53, 54)
φ1 = β11εdd |ψ1|2 , (9)
where the DDI is repulsive for εdd > 0 and attractive for
εdd < 0 when a1 > 0. Obviously the total interaction co-
efficient between atoms for component 1 can be expressed
by (1 + εdd)β11. Thus one can obtain and control different
ground-state phases by varying the DDI strength εdd, the SOC
strength k, and the interaction strengths β11, β22 and β12.
In order to further understand the topological properties of
the system, we adopt a nonlinear Sigmamodel46, 55) in which a
normalized complex-valued spinor χ = [χ1, χ2]
T with |χ1|2 +
|χ2|2 = 1 is introduced. The total density of the system is
expressed by ρ = |ψ1|2 + |ψ2|2, where the corresponding two-
component wave functions are ψ1 =
√
ρχ1 and ψ2 =
√
ρχ2,
respectively. The spin density is given by S = χσχ with σ =
(σx, σy, σz) being the Pauli matrices. The components of S
are defined as
S x = χ
∗
1χ2 + χ
∗
2χ1, (10)
S y = i(χ
∗
2χ1 − χ∗1χ2), (11)
S z = |χ1|2 − |χ2|2, (12)
with |S| =
√
S 2x + S
2
y + S
2
z = 1. The spacial distribution of
the topological structure of the system can be characterized
by the topological charge density
q(r) =
1
4pi
S•
(
∂S
∂x
× ∂S
∂y
)
, (13)
and the topological charge is given by Q =
∫
q(r)dxdy.
3. Results and discussion
In the absence of DDI and SOC, the two-component
BECs in a toroidal trap support two typical ground-state
phases: phase mixing (component mixing) and phase sepa-
ration (component demixing).45, 46) The two different types of
ground states can be achieved by controlling the intra- and
interspecies contact interactions. Here we focus on the case
of strong confinement of the toroidal trap, where V0 = 5
and r0 = 3. Using the standard imaginary time evolution
26, 48)
based on the Peaceman–Rachford algorithm,56, 57) we can ob-
tain the ground-state structures of two-component BECs with
DDI and SOC in a toroidal trap by numerical computation.
The main idea of the Peaceman–Rachford algorithm is to con-
vert a 2D problem into two 1D problems, and the algorithm
can be easily extended to 3D cases. The imaginary-time prop-
agation method with the Peaceman–Rachford algorithm has
good convergence, high accuracy and strong stability. A test
for the method is given by the fast convergent values of the
total energy and component wave functions of the system. A
2
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Fig. 1. (Color online) Ground-state phase diagram of the spin-orbit cou-
pled dipolar BEC with respect to k and εdd for β11 = 100, β22 = 150 and
β12 = 200. There are eight different phases marked by A-H.
second test of convergence and accuracy is provided by the
virial theorem, which fixes rigorous relationships among the
different contributions to the kinetic and potential energies of
the system. In addition, it can also be tested by the same con-
vergent results for different trial wave functions. All the tests
have been confirmed in our numerical simulation. In order
to highlight the new effects resulted from the DDI and SOC,
without loss of generality we fix the interaction parameters
β11 = 100, β22 = 150 and β12 = 200 throughout this paper,
and vary the DDI strength εdd or the SOC strength k. In fact,
our simulation shows that there exist similar phase structures
for the other combination cases of contact interaction param-
eters.
3.1 Ground-state structures
Inspired by Ref.,10) we give the ground-state phase dia-
gram spanned by the SOC strength k and the DDI strength
εdd in Fig. 1. There are eight different phases marked by A-H,
which differ in terms of their density profiles and phase dis-
tributions. In the following discussion, we will give a detailed
description of each phase. The density and the phase profiles
of the eight different phases A-H in Fig. 1 are shown in Figs.
2(a)-2(e) and Figs. 3(b), 3(c) and 3(f), respectively.
We start from the case where the SOC and the DDI are
weak, which is denoted by the region A in Fig. 1. In this
phase, the density distributions of the two components dis-
play layer-segregated symmetry preserving annular structures
[see the top two rows in Fig. 2(a)], which is mainly due to the
strong repulsive interspecies contact interaction β2
12
> β11β22
and the tight binding of the toroidal trap. From the corre-
sponding phase distributions in rows 3 and 4 of Fig. 2, we ob-
serve that the value of the phase changes continuously from
−pi (blue) to pi (red), and the end point of the boundary be-
tween a pi phase line and a −pi phase line corresponds to a
phase defect (i.e., a vortex with anticlockwise rotation or an
antivortex with clockwise rotation). The topological structure
of the system in Fig. 2(a) is a half-quantumvortex where there
is no phase defect in the dipolar component (component 1)
Fig. 2. (Color online) Ground states of two-component BECs with DDI
and SOC in a toroidal trap, where β11 = 100, β22 = 150, β12 = 200, and k =
2. (a) εdd = 0, (b) εdd = 0.2, (c) εdd = 0.5. (d) εdd = 1.5 and (e) εdd = 2. The
rows from top to bottom denote |ψ1 |2, |ψ2 |2, argψ1 , and argψ2 , respectively.
The unit length is a0 . The value of the phase in the phase distributions (bottom
two rows) changes continuously from −pi (blue) to pi (red), and the end point
of the boundary between a pi phase line and a −pi phase line corresponds to a
phase defect (i.e., a vortex with anticlockwise rotation or an antivortex with
clockwise rotation).
while there is an obvious vortex in the non-dipolar component
(component 2). Here the half-quantumvortex is different from
the conventionalAnderson–Toulouse coreless vortex58, 59) due
to the presence of the toroidal trap. For the latter case, the
vortex core of one component is usually filled with the other
nonrotating component. With the slightly strong inclusion of
SOC and DDI, the A phase transforms to the B phase, as
shown in Fig. 1. The component densities evolve into sep-
arated stripe-like patterns or block-like patterns, and some
phase defects are generated in the system [see Fig. 2(b)].With
an increase in the strength of the SOC, the C phase emerges
as the ground state, as shown in Fig. 1. Typical density dis-
tributions are shown in Fig. 2 (c), in which the interlaced and
separated petal structures in the component density distribu-
tions become quite pronounced, in the mean time, there is a
triply quantized giant vortex in the central region of the phase
distribution of the dipolar component, followed successively
by a hidden antivortex necklace37, 40) in the external region
and ghost vortex necklace as well as ghost antivortex neck-
lace49) in the further boundary regions. By comparison, the
central region of the phase profile of component 2 is occupied
by a triply quantized giant antivortex with a hidden vortex
necklace distributing in the outer region and ghost antivortex
as well as ghost vortex necklaces in the further boundary re-
gions. These phase defects constitute nucleated vortices and
antivortices on the whole. This feature is evidently different
from the case of two-component spin-orbit coupled BECs in
a harmonic trap.29) For the latter case, only conventional stripe
phase and segregated symmetry preserving phase with giant
skyrmion can be created when β2
12
> β11β22. Physically, here
the special petal phase is a result of the combined effect of
DDI, SOC, toroidal trap and strong interspecies repulsion.
In the limit of weak SOC and relatively strong DDI, the C
phase transforms to the D phase, as shown in Fig. 1. The den-
3
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Fig. 3. (Color online) Ground states of two-component BECs with various DDI and SOC strengths in a toroidal trap, where the contact interaction parameters
are the same as those in Fig. 1. (a) εdd = 6, k = 0.5, (b) εdd = 6, k = 4.5, (c) εdd = 6, k = 5, (d) εdd = 0.3, k = 0.5, (e) εdd = 0.3, k = 4, and (f) εdd = 0.3,
k = 10. The rows from top to bottom denote |ψ1 |2, |ψ2 |2, argψ1, and argψ2 , respectively. The unit length is a0 . The value of the phase in the phase distributions
(bottom two rows) changes continuously from −pi (blue) to pi (red), and the end point of the boundary between a pi phase line and a −pi phase line corresponds
to a phase defect (i.e., a vortex with anticlockwise rotation or an antivortex with clockwise rotation).
sity and phase distributions are shown in Fig. 2 (d) where the
petals in the two component densities become integrated and
most of the phase defects disappear. In particular, two vor-
tex dipoles (vortex-antivortex pairs) instead of a giant vortex
(or antivortex) are formed in the density hole of component
2, which is indicated in the phase distribution of component
2. Although the density distributions in the B phase and the
C phase do not have rotational symmetry, they still maintain
good axial symmetry concerning the y = 0 axis (or both the
y = 0 axis and the x = 0 axis). In the presence of large repul-
sive DDI the ground states of component 1 and component
2 in this system are exchanged approximately with those in
phase A, which is indicated by the E phase in Fig.1. Typi-
cal density and phase distributions of such a phase are shown
in Fig. 2 (e). In addition, we find that different combinations
of parameters β11 and εdd with the fixed other parameters may
lead to the same ground-state structures in view of the analyti-
cal effective interaction (1+εdd)β11 in the dipolar component.
For instance, the ground state of the system in the case of
β11 = 120 and εdd = 0.25 is the same with that in the case of
β11 = 100 and εdd = 0.5, where the ground-state structure for
the former case is not shown here for the sake of conciseness
and avoiding repetition. Furthermore, our simulation shows
that the ground-state structure of the system in the presence
of attractive DDI above the critical value for collapse is simi-
lar to that in Fig. 2(a).
To get a deeper physical insight into this system, we study
the ground-state phase diagram with strong repulsive DDI
(εdd ≥ 2.5). With the increase of the SOC, the phase trans-
forms from the E phase to the D phase, as shown in Fig. 1.
For the relatively strong SOC (k ≥ 2.7), the F phase emerges
as the ground state of the system, as shown by the pink re-
gion in Fig. 1. Typical density and phase distributions of such
a phase are shown in Fig. 3(b), where there is a giant vor-
tex (a multiquantized vortex)60) in the trap center surrounded
by an antivortex necklace in the outer region in each com-
ponent. As the SOC is further increased, the F phase trans-
forms to the G phase (see the light purple region of Fig. 1). In
the G phase, interlaced and crescent-shaped visible antivor-
tex strings are formed in both the component densities, where
there is a large density hole in the central region of each com-
ponent [see Fig. 3(c)]. The large density hole is not a usual
giant vortex or antivortex but a hidden vortex pair consisting
of two singly quantized hidden vortices37–40) as shown in the
phase distributions of Fig. 3(c). This phase exists for strong
SOC and strong DDI, and occupies the largest region of the
ground-state phase diagram in Fig. 1. Essentially, the irregu-
lar structures of the vortices and antivortices in Fig. 3(c) are
caused by the complicated interplay among the DDI, SOC,
contact interactions and the toroidal confinement.
Finally, we move to another limit of weak DDI. When the
SOC increases, the phase transforms fromA phase to B phase
and then to C phase, and finally to H phase as shown in Fig.
1. In the case of εdd = 0.3 and k = 4, each component density
develops into a necklace-like structure which is composed of
12 petals along the azimuthal direction [see Fig. 3(e)]. The
similar necklace structure has also been found in the recent
literature,45) where only odd petals are observed. By compari-
son, not only the necklace structure with odd number of petals
but also that with even number of petals can be observed eas-
ily in the present system due to the presence of DDI [see Fig.
2(c) and Fig. 3(e)]. In addition, from the phase distribution of
component 2, one can see that there is no any phase defect
in the density hole. However, there exists a hidden vortex-
antivortex necklace in the ring area where the petals are lo-
cated, followed by several complicated ghost vortex necklaces
or ghost vortex-antivortex necklaces in the outer region of the
atom cloud. In particular, a giant vortex (a five quantized vor-
tex) is distributed in the central region of component 1, and a
hidden vortex necklace as well as a hidden vortex-antivortex
necklace consisting of vortex-antivortex pairs are formed in
the annular petal region. At the same time, the external region
4
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Fig. 4. (Color online) Orbital angular momentum 〈Lz〉 as a function of k for
εdd = 1. The vertical lines separate the phases and the solid curve indicates
the trend.
of the cloud is occupied by several composite ghost vortex-
antivortex necklaces.45) Under the limit of strong SOC, the H
phase emerges as the ground state, as shown in the Fig. 1. The
density and phase distributions of H phase are shown in Fig.
3(f), where some petals are connected into curved stripes and
the density distributions are evolved into several domains. Al-
most all the phase defects via the form of vortex-antivortex
pairs are distributed randomly in the outer boundary region
of the cloud except for a singly quantized vortex in the trap
center for component 2.
The z component of the orbital angular momentum, 〈Lz〉 =∫
Ψ
†(r)(xpy − ypx)Ψ(r)dr with Ψ(r) = (ψ1,ψ2)T, is impor-
tant in considering this system. Figure 4 displays 〈Lz〉 as a
function of k for εdd = 1 being fixed. The E phase has less an-
gular momentum due to there being only one vortex in com-
ponent 2. The first rapid increase in 〈Lz〉 occurs in the D phase
(1.5 ≤ k ≤ 2). The angular momentum of the C phase has in-
creasing trend, because the two components have increasing
multiplequantum vortices which carry angular momentum. In
the H phase, 〈Lz〉 decrease at k ≃ 5.5 as the central region
of component 2 has no any phase defect. The maximum of
〈Lz〉 is attained at k ≃ 6.5, because the two component have
many vortices which carry a lot of angular momentum. When
k ≃ 7.5, 〈Lz〉 decreases and the reason is similar to the case of
k ≃ 5.5.
From the above analysis and discussion, the ground-state
structure of the system can be transformed by adjusting the
DDI strength εdd or the SOC strength k when the other pa-
rameters are fixed, which indicates that the DDI and SOC
can be used as two new degrees of freedom to achieve the
desired ground-state phases and to control the phase tran-
sition between different ground states. In addition, the ex-
otic topological structures [especially shown in Figs. 2(b)-
2(d) and Figs. 3(b), 3(c), 3(e) and 3(f)] are quite different
from the ground-state structures observed in conventional
SOC BECs,18, 19, 25–28, 45) dipolar BECs,8, 14) and rotating two-
component BECs with or without SOC (DDI).29, 35, 37, 49, 60)
3.2 Spin textures
The typical spin density distributions are shown in Fig. 5,
where β11 = 100, β22 = 150 and β12 = 200. The DDI and
Fig. 5. (Color online) Spin densities of dipolar spin-orbit coupled BECs in
a toroidal trap. (a) εdd = 0.5, k = 2, and (b) εdd = 6, k = 5. The columns
(from left to right) denote S x, S y and S z components of the spin density vec-
tor, respectively. The corresponding ground states in (a) and (b) are shown in
Fig. 2(c) and Fig. 3(c), respectively. The unit length is a0.
SOC strengths in Figs. 5(a) and 5(b) are εdd = 0.5, k = 2,
and εdd = 6, k = 5, respectively. The corresponding density
and phase distributions are given in Fig. 2(c) and Fig. 3(c),
respectively. In the spin representation, the blue region in the
spin component S z represents spin-down (S z = −1) and the
red region denotes spin-up (S z = 1). For the case of weak DDI
[see Fig. 5(a)], spin component S x shows an even parity distri-
bution along both the x direction and the y direction while the
situation is the reverse for S y, i.e., S y displays an odd parity
distribution along both the two directions. However, S z obeys
an even parity distribution along the x direction and an odd
parity distribution along the y direction. By comparison, for
the case of strong DDI [see Fig. 5(b)], S x and S z display the
even parity distribution along the x direction while S y shows
the odd parity distribution along the x direction, where the
even or odd parity distributions along the y direction are lost
because of the long-range and anisotropic feature of the DDI.
Furthermore, one can notice that there is an obvious petal-
like pattern along the radial direction in the central region and
two distinct necklace-like patterns with increasing radius in
the outer region in the spin component S z of Fig. 5(a). The
alternating appearance of the blue and red petals along the
radial direction as well as that of the blocks along both the
azimuthal direction and the radial direction means that some
regular spin domains are formed in the spin representation.
The boundary region between a blue petal (or block) and a red
petal (or block) actually constitutes a spin domain wall with
|S z| , 1. It is well known that for a system of nonrotating two-
component BECs the domain wall is a typically classical Ne´el
Wall in which the spin flips only along the vertical direction
of the wall. However, our numerical simulation shows that the
spin in the region of domain wall flips not only along the ver-
tical direction (azimuthal direction) of the domain wall but
also along the domain-wall direction (radial direction), which
indicates that here the observed domain wall is a new type of
domain wall and allows to be realized under current experi-
mental technical conditions.
Displayed in Figs. 6(a) and 6(b) are the topological charge
density and the spin texture of the system, where εdd = 0.5,
5
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Fig. 6. (Color online) Topological charge density and spin texture, where εdd = 0.5 and k = 2. (a) topological charge density, (b) the corresponding spin
texture, and (c)-(f) the local amplifications of the spin texture. Here the blue spots denote the half-antiskyrmions (antimerons), and red spots represent the
half-skyrmions (merons). The unit length is a0.
k = 2, and the contact interaction parameters are the same
as those in Figs. 1-5. Figs. 6(c)-6(f) are the typical local en-
largements of the spin texture in Fig. 6(b). The correspond-
ing ground state and three spin components are given in Fig.
2(c) and Fig. 5(a), respectively. In Figs. 6(b)-6(d), the blue
spots denote radial-in half-antiskyrmions (antimerons)55, 61)
with local topological charge Q = −0.5, and the red spots
represent radial-out half-skyrmions (merons)62, 63) with local
topological charge Q = 0.5. These meron-antimeron pairs
(half-skyrmion and half-antiskyrmion pairs) constitute an al-
ternating complex and fascinating meron (half-skyrmion)-
antimeron (half-antiskyrmion) necklace, which, to the best of
our knowledge, has not yet been reported elsewhere. In addi-
tion, there are some skyrmions (or antiskyrmions)61, 62) with
local topological charge |Q| = 1 distributed outside of the
meron (half-skyrmion)-antimeron (half-antiskyrmion) neck-
lace, and typical local amplifications are given in Figs. 6(e)
and 6(f). As a matter of fact, Fig. 6(e) describes a hyperbolic-
radial(in) antiskyrmion with topological charge Q = −1 while
Fig. 6(f) denotes a hyperbolic-radial(out) skyrmion with Q =
1, where the former case can be regarded as a combination of
two antimerons (half-antiskyrmions) and the latter case can be
considered as a combination of two merons (half-skyrmions).
Physically, the skyrmions or merons (half-skyrmions) in the
spin textures of the present system are associated with the
vortex structures in the component density profiles, and the
particle density should obey the continuity condition due to
the quantum fluid nature of the BECs.
Figure 7(a) shows the topological charge density in the case
of β11 = 100, β22 = 150, β12 = 200, εdd = 6, and k = 5, where
the ground state and three spin components are displayed in
Fig. 3(c) and Fig. 5(b), respectively. The corresponding spin
texture is shown in Fig. 7(b), and the typical local amplifi-
cations are given in Figs. 7(c) and 7(d). Our numerical cal-
culation demonstrates that the two local enlargements in Fig.
7(c) are two merons (half-skyrmions)with each local topolog-
ical charge being Q = 0.5, which indicates that the arc con-
figuration of the spin texture in Fig. 7(b) is a curved meron
(half-skyrmion) chain. In the mean time, the computation re-
sult shows that the two local topological charges in Fig. 7(d)
Fig. 7. (Color online) Topological charge density and spin texture, where
β11 = 100, β22 = 150, β12 = 200, εdd = 6, and k = 5. (a) topological charge
density, (b) the corresponding spin texture, and (c)-(d) the local amplifica-
tions of the spin texture. The unit length is a0.
are both Q = −0.5, which means that the two spin defects
in Fig. 7(b) [see also Fig. 7(a)] along the y = 0 axis in the
area surrounded by the arc configuration constitute an obvi-
ous antimeron pair (a half-antiskyrmion pair) made of two an-
timerons (half-antiskyrmions). Thus the curved meron chain
and the antimeron pair jointly form a particular composite
meron-antimeron lattice, which has not been observed in pre-
vious literature. The interesting and exotic spin textures as
mentioned in Figs. 6 and 7 allow to be tested and observed in
the future cold atom experiments.
4. Conclusion
We have studied the ground-state structures and spin tex-
tures of dipolar BECs with DDI and Rashba SOC in a toroidal
trap. We focus on the combined effects of DDI and SOC
on the ground-state properties of the system. A ground-state
phase diagram was obtained with respect to the SOC and
6
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DDI strengths. It is shown that the DDI and the SOC, as
two important parameters, play a key role in determining the
ground-state structure of the system. Therefore they can be
used to achieve the desired ground-state phases and to control
the phase transition between different ground states. In ad-
dition, the system exhibits rich topological structures includ-
ing Anderson-Toulouse nucleated vortex state, curved vortex
string composed of vortices and antivortices, and necklace-
like state with a giant vortex (or antivortex) plus hidden an-
tivortex (or vortex) necklace as well as further ghost vortex
(or antivortex) necklaces. Furthermore, the system sustains
exotic spin textures, such as different skyrmions, meron (half-
skyrmion)-antimeron (half-antiskyrmion) necklace, and com-
plex meron (half–skyrmion)-antimeron (half-antiskyrmion)
lattice composed of a curvedmeron (half-skyrmion) chain and
an antimeron (half-antiskyrmion) pair. As the ground states
are stable against perturbation and have longer lifetime in con-
trast to the other stationary states of the system, we expect that
the topological structures and spin textures of the system can
be observed and tested in the future experiments. These find-
ings have greatly enriched our new understanding of topolog-
ical defects and spin defects in ultracold atomic gases.
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