Abstract. We prove Burkholder's inequalities in noncommutative Lorentz spaces L p,q (M), 1 < p < ∞, 1 ≤ q < ∞, associated with a von Neumann algebra M equipped with a faithful normal tracial state. These estimates generalize the classical inequalities in the commutative case.
Introduction
Martingale inequalities and sums of independent random variables are important tools in classical harmonic analysis. A fundamental result due to Burkholder [1, 2] can be stated as follows. Given a probability space (Ω, F , P ), let {F n } n≥1 be a nondecreasing sequence of σ-fields of F such that F = ∨F n and let E n be the conditional expectation operator relative to F n . Given 2 ≤ p < ∞ and an L p -bounded martingale f = (f n ) n≥1, we have
The first term on the right is called the conditioned square function of f , while the second is called the p-variation of f. Rosenthal's inequalities [14] can be regarded as the particular case where the sequence df = (df 1 , df 2 , ...) is a family of independent mean-zero random variables df k = a k . In this case it is easy to reduce Rosenthal's inequalities to
Noncommutative analogues of the above inequalities were successfully obtained by Junge and Xu in [10] and [11] . They replaced conditioned expectations onto the σ-subfields by conditioned expectations onto an increasing sequence of von Neumann subalgebras of a given von Neumann algebra. More precisely, for 2 ≤ p < ∞ and any finite noncommutative L p (M)-martingale x = (x n ) n≥1 , (1.1) has the following noncommutative version:
where s c (x) and s r (x) denote column and row versions of the conditioned square function. Moreover, they obtained a simpler inequality for 1 < p ≤ 2 by duality. Recently, Randrianantoanina [15] proved a weak-type inequality for conditioned square functions, which implies Junge and Xu's noncommutative Burkholder inequalities by interpolation. This alternate approach yields better constants, some of which are optimal. Our original motivation comes from the classical extension to Lorentz spaces of Rosenthal's inequalities (1.2) by Carothers and Dilworth [5] , i.e., for 2 < p < ∞, 0 < q ≤ ∞, and any independent mean-zero random variables
Inspired by (1.3) and (1.4), in this paper we consider Burkholder's inequalities in noncommutative Lorentz spaces L p,q (M), 1 < p < ∞, 1 ≤ q < ∞, and one of our main results can be stated as follows (see Theorem 3.1 for the detailed statement):
Note that if p = q, we come back to the inequalities (1.3). We also extend these inequalities to the case where 1 < p < 2, 1 ≤ q < ∞. Our main results are contained in section 3. Note that the proofs of these inequalities for L p -spaces in [10] and [11] use an iteration argument; however, this iteration seems inefficient (or more complicated) for the case of Lorentz spaces. We will adopt a different approach based on the Randrianantoanina weak-type (1,1) inequality.
Preliminaries
Let (Ω, F , P ) be a (commutative) probability space and f a random variable on (Ω, F , P ). The decreasing rearrangement of f , denoted by f * , is f * (t) = inf{s > 0 :
consists of those measurable functions with finite quasi-norm f p,q given by
It is well known that if 1 < p < ∞ and 1 ≤ q ≤ ∞, then f p,q is equivalent to a norm. Hölder's inequality for Lorentz spaces is the following, which first appeared in the work of O'Neil [8] :
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use for all 0 < p, q, p 0 , q 0 , p 1 , q 1 ≤ ∞ such that 1/p = 1/p 0 +1/p 1 and 1/q = 1/q 0 +1/q 1 . We refer to [3] , [4] , and [7] for details on classical (commutative) Lorentz spaces. Now we introduce the noncommutative Lorentz spaces. Let (M, τ ) be a tracial noncommutative probability space. Namely, M is a von Neumann algebra with a normal faithful normalized trace τ . We refer to [13] for noncommutative integration and additional historical references. We only briefly recall some elementary facts about noncommutative Lorentz spaces. Let L 0 (M) denote the topological * -algebra of all measurable operators with respect to (M, τ ). For x ∈ L 0 (M), define its generalized singular number by
Of special interest in this paper are the noncommutative Lorentz spaces
where
for 0 < q < ∞ and with the usual modification for q = ∞. The noncommutative Lorentz spaces behave well with respect to real interpola-
The usual Hölder inequality also extends to the noncommutative setting. Let
In particular, if p = q = 1,
where p , q denote the conjugate indices of p, q, respectively, and x, y = τ (xy). Let (M n ) n≥1 be an increasing sequence of von Neumann subalgebras of M such that the union of the M n is weak * -dense in M. For each n ≥ 1, it is well known that there is unique normal faithful conditional expectation
c ) (if q = ∞, the completion should be taken in a certain weak topology). It is shown in [9] 
Recall that a noncommutative martingale with respect to the filtration (M
In this case, we set
The difference sequence dx = (dx n ) n≥1 is defined by dx n = x n − x n−1 with the usual convention that x 0 = 0. For concrete natural examples of noncommutative martingales, we refer to [16] .
We describe the square functions and conditional square functions of noncommutative martingales. Following [9] , [10] , and [12] , we will consider the following column and row versions of the square function and conditional square function: for a finite martingale x = (x n ), set (recalling that
Observe that
The following is the conditioned Hölder inequality for Lorentz spaces. Throughout this paper, the letter C will denote a positive constant, depending only the indices under consideration, which may change from line to line.
Proof. Following Proposition 2.8 in [9] , for each n ∈ N, we fix the isomorphism
Similarly to Proposition 2.15 in [9] , we obtain that u p,q is an isometric embedding. For any finite sequence, we apply Proposition 2.8 in [9] to obtain
So by Hölder's inequality, we have
The proof is finished.
Burkholder's inequalities
We now investigate Burkholder's inequalities for noncommutative Lorentz spaces. The principal result of this section is the following:
2)
where the infimum runs over all decompositions dx n = dy n + dz n + dw n with dy n , dz n , and dw n being martingale difference sequences.
We will employ the discrete version of the J-method. For 0 < θ < 1 and 1 ≤ q < ∞, we denote by λ θ,q the space of all sequences (α m )
Let (E 0 , E 1 ) be a compatible pair and suppose that 0 < θ < 1 and 1 ≤ q < ∞. The interpolation space (E 0 , E 1 ) θ,q;J consists of elements x ∈ E 0 + E 1 which admit a representation
with u m ∈ E 0 ∩ E 1 and are such that
where the infimum is taken over all representations of x as in (3.3).
The following lemma from [15] is the key ingredient of our proof.
Lemma 3.2. Let
(1) for every 1 ≤ n ≤ N , we have the decomposition
where (e n ) denotes the canonical unit of ∞ and K is an absolute constant.
Proof of Theorem 3.1.
Step 1. We first combine Lemma 3.2 and the J-method to prove the lower estimate of (3.2). Let x = (x n ) 1≤n≤N be any finite L p,q -martingale. For 1 < p < 2, we choose
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where the J-functional and the interpolation are relative to the (L 1 (M), L 2 (M)) couple. By Lemma 3.2, for each fixed m ∈ Z, we can find three finite adapted sequences a m , b m , and c m in L 2 (M) and an absolute constant K > 0 such that:
Then we deduce that
From (3.4) and the definition of · θ,q;J , we get that for any finite subset S ⊂ Z,
This means (since the constant C is independent of the finite subset of Z) that the formal series m∈Z α m is weak unconditionally Cauchy (see for instance Diestel [6, p. 44, Theorem 6]); but since for 1 then the sequence a = (a n ) n≥1 satisfies
)) (see [9] for more details). Then for any fixed m ∈ Z,
Similarly, if we set b :
Again, upon setting c := m∈Z c m , we have
Note that a, b, and c are adapted sequences. Moreover, it is clear from the construction that for 1 ≤ n ≤ N,
Now we use the following well-known equalities: for 1/p = (1−θ)+θ/2, 1 ≤ q < ∞, and any semifinite von Neumann algebra N ,
Combining the previous inequalities, we conclude that there is a positive constant
To complete the proof, it is enough to set, for n ≥ 1,
Then (dy n ) ≥1 , (dz n ) ≥1 , and (dw n ) ≥1 are martingale difference sequences with dx n = dy n + dz n + dw n . Note that since E n−1 is bounded in L p (M), by interpolation we have that for 1 < p < ∞, 1 ≤ q < ∞,
Noting that
Step 2. Applying the inequality established in Step 1, by duality we now prove the upper estimate of (3.1). Let x = (x n ) n≥1 be any finite martingale, say
Let b n = y n + w n + z n be any decomposition of b satisfying the conditions in Lemma 3.2. We then obtain by Hölder's inequality and Proposition 2.1 that
Taking the supremum over all b N such that b N L p ,q (M) ≤ 1, we deduce that
So we obtain the desired result.
Step 3. Now we prove the lower estimate of (3.1). First, we observe that
Then by interpolation we get that for 2 < p < ∞, 0 < q ≤ ∞, ( 2 (N 2 )) ) .
From Theorem 6.1 in [10] , we know that for any 2 ≤ r < ∞,
By interpolation,
Thus we obtain
The same argument can also be applied to s r (x) L p,q (M) , and we obtain the desired inequality.
Step 4. The proof of the lower estimate of (3.2) is similar to Step 2, using the result in Step 3; therefore we omit it. Thus the proof of Theorem 3.1 is complete.
Remark 3.3. In the same spirit as Theorem 3.1, we can extend the BurkholderGundy inequalities of Pisier and Xu [13] to Lorentz spaces, too.
