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CHARACTERIZATION OF COMPLEMENTING PAIRS OF (Z+)n
HUI RAO, YA-MIN YANG, AND YUAN ZHANG†
Abstract. Let A,B,C be subsets of an abelian group G. A pair (A,B) is called a
C-pair if A,B ⊂ C and C is the direct sum of A and B. The Z+-pairs are characterized
by de Bruijn in 1950 and the (Z+)2-pairs are characterized by Niven in 1971. In this
paper, we characterize the (Z+)n-pairs for all n ≥ 1. We show that every (Z+)n-pair is
characterized by a weighted tree if it is primitive, that is, it is not a Cartesian product
of a (Z+)p-pair and a (Z+)q-pair of lower dimensions.
1. Introduction
Let Z be the set of integers. For A,B ⊂ Zn, we define A+B = {a+ b; a ∈ A, b ∈ B}.
We call A+B the direct sum of A and B, and denoted by A⊕B, if every element c ∈ A+B
has a unique decomposition as c = a + b with a ∈ A, b ∈ B. For C,A,B ⊂ Zn, we say
(A,B) is a complementing pair of C, or a C-pair, if C = A⊕B and A,B ⊂ C.
We are specially interested in Zn-pairs and Nn-pairs, where we denote
N = Z+ = {x ∈ Z; x ≥ 0}
for simplicity. Furthermore, a Zn-pair (A,B) is called a Zn-tiling if #A < ∞, where #A
denotes the cardinality of A; in this case, we call A a Zn-tile. Similarly, we define Nn-tiling
and Nn-tile.
The characterization of Z-pairs is an important problem in additive number theory. This
problem is first considered by de Bruijn [1] in 1950, and there are few results. Actually,
in 1974, Swenson [12] showed that this problem is an NP -hard problem.
To determine when a finite set A ⊂ Z is a Z-tile is a little easier. This was done
by Newman [9] when #A is a power of a prime number, see also Tijdeman [15]. Sands
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[11], Coven and Meyerowitz [3] solved the problem when #A contains at most two prime
factors. Szabo´ [13] showed that the method used in [9, 11, 3] fails if #A contains more
than two prime factors. The article [3] proposed a set of conditions and conjectured that
they completely characterize the Z-tiles; till now there is no progress on this conjecture.
There are almost no results on Zn-pairs with n ≥ 2, except that Szegedy [14] charac-
terized the Zd-tile T in case that #T is a prime number or #T = 4.
The characterization of N-pairs is much easier and it was implicitly in the work of de
Bruijn [2], and was rediscovered by Vaidya [16]. Let (nk)k≥1 be a sequence of integers
with nk ≥ 2. For any t ∈ N, t can be written uniquely in the form
(1.1) t = d1 + n1d2 + (n1n2)d3 + · · ·+ (n1 · · · nL−1)dL,
where dj ∈ {0, 1, . . . , nj − 1} for each 1 ≤ j ≤ L. We denote the right hand side of (1.1)
by d1 . . . dL and call it the expansion of t in base (nk)k≥1.
Proposition 1.1. (i) A pair (T,J ) is an N-pair with #T = #J =∞ if and only if there
exists a sequence of integers (nk)k≥1 with nk ≥ 2 such that
(1.2) T =
∞⋃
L=1
{d1 . . . dL; dj = 0 if j is odd}, J =
∞⋃
L=1
{d1 . . . dL; dj = 0 if j is even},
or the other round.
(ii) T is an N-tile if and only if there exist L ≥ 2 and (nk)
L
k=1 with nk ≥ 2 such that
T = {d1 . . . dL; dj = 0 if j is odd} or T = {d1 . . . dL; dj = 0 if j is even}.
Remark 1.2. Let (T,J ) be an N-pair with #T = #J =∞. Long [7] made the interesting
observation that (T,−J ) is a Z-pair; Eigen and Hajian [4] showed that there exists a
continuum number of sets J˜ such that (T, J˜ ) is a Z-pair.
Niven [10] characterized the N2-pairs while a partial result was obtained by Hansen [6]
(See Example 1.1 in the end of this section).
The goal of the present paper is to characterize the Nn-pairs for all n ≥ 1. For simplicity,
we call (T,J ) an N∗-pair if there exists an integer n ≥ 1 such that (T,J ) is an Nn-pair.
1.1. Primitivity. The following lemma lists two simple properties of the N∗-pairs.
Lemma 1.3. (i) (Uniqueness) If (T,J ) and (T,J ′) are two Nn-pairs, then J = J ′.
(ii) (Cartesian product) If T = I1×I2 and J = J1×J2 where I1⊕J1 = N
n, I2⊕J2 = N
m,
then (T,J ) is an Nn+m-pair.
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It is easy to show that for an Nn-pair (T,J ), if T = I1 × I2 with I1 ∈ N
n1 , I2 ∈ N
n2 ,
then J = J1 × J2 with J1 ∈ N
n1 , J2 ∈ N
n2(see Lemma 2.1).
Definition 1.4. An Nn-pair (T,J ) is called primitive, if T is not a Cartesian product of
the form I1 × I2 with I1 ∈ N
n1 , I2 ∈ N
n2, n1 + n2 = n and n1, n2 6= 0.
By definition, every N-pair is primitive. Clearly, to characterize the N∗-pairs, we need
only understand the primitive N∗-pairs.
It is convenient to use polynomials to describe N∗-pairs. Let x = (x1, . . . , xn) be an n-
tuple variable. For a = (a1, . . . , an) ∈ N
n, we denote by xa the monomial xa = xa11 · · · x
an
n .
For A ⊂ Nn, we define a polynomial A(x) with {0, 1}-coefficient as
A(x) =
∑
a∈A
xa.
For example N(x) =
∑
k≥0 x
k and N2(x, y) = N(x)N(y). Clearly, (T,J ) is an Nn-pair if
and only if
T (x)J (x) = Nn(x).
To emphasize this link, sometimes we say (T,J ) is an Nn-pair with associated variables
(x1, . . . , xn). We say a polynomial T (x1, . . . , xn) is variable separable, if there exist an
integer 1 < m < n, a permutation τ on {2, . . . , n}, and two polynomials F and G such
that
(1.3) T (x1, . . . , xn) = F (x1, xτ(2), . . . , xτ(m))G(xτ(m+1), . . . , xτ(n)).
Clearly, an Nn-pair (T,J ) is primitive, if and only if T (x) is not variable separable.
We call (C,D) an interval pair if it is a {0, 1, . . . , N − 1}-pair for some integer N ≥ 2,
and we call N the size of the pair (C,D).
Remark 1.5. Nathanson proved that if T⊕S =
∏n
j=1{0, 1, . . . , aj} is a higher dimensional
interval pair, then T =
∏n
j=1 Ij , where Ij are N-tiles for all 1 ≤ j ≤ n.
1.2. Extension process. Now, we introduce two ways to produce N∗-pairs from a known
N
∗-pair. Let j ∈ {1, . . . , n}. Denote x = (x¯, xj , x¯), where
x¯ = (x1, . . . , xj−1), x¯ = (xj+1, . . . , xn).
(1) Extension of the first type. Let (T,J ) be an Nn-pair. Let N ≥ 2 be an integer, and
(C,D) be a {0, 1, . . . , N − 1}-pair. Set
(1.4) T ∗(x) = C(xj)T (x¯, x
N
j , x¯), J
∗(x) = D(xj)J (x¯, x
N
j , x¯),
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then (T ∗,J ∗) is an Nn-pair, and we call it a first type extension of (T,J ). (See Lemma
3.1.)
(2) Extension of the second type. Let (T,J ) be an Nn-pair. Let δ ∈ {0, 1}, m ≥ 2 be an
integer, a ∈ Nm and a > 0 (i.e., every component of a is positive). Set
La = N
m \ (Nm + a).
Denote y = (y1, . . . , ym). Set
(1.5) T ∗(x¯, y, x¯) = Lδa(y)T (x¯, y
a, x¯), J ∗(x¯, y, x¯) = L1−δa (y)J (x¯, y
a, x¯).
Then (T ∗,J ∗) is an Nn+m−1-pair, and we call it a second type extension of (T,J ). (See
Lemma 3.2.)
Definition 1.6. Let (Tj ,Jj)
k
j=0 be a sequence of N
∗-pairs such that (Tj ,Jj) is a first type
or second type extension of (Tj−1,Jj−1) for all j = 1, . . . , k, then we call (Tk,Jk) a finite
extension of (T0,J0).
Our first main result is the following.
Theorem 1.1. (T,J ) is a primitive N∗-pair if and only if it is a finite extension of an
N-pair.
Theorem 1.1 is proved in Section 4–8. Here we briefly explain the strategy of the proof.
Let (T,J ) be a primitive Nn-pair. Let Q be a k-face of Nn, that is, Q is generated by
k elements in {e1, . . . , en}. We call (TQ,JQ), the restriction of (T,J ) on Q, a marginal
pair. The key point is that, if (TQ,JQ) has a certain a-La structure (or factorization),
the (T,J ) can be reduced. (Lemma 8.1 plays an important role in the proof of this fact).
This allows us to reduce (T,J ) step by step, and finally arrive at an N-pair.
1.3. Weighted tree of an N∗-pair. For an N∗-pair, we introduce a weighted tree, which
describes the extension process generating the N∗-pair from an N-pair.
Let (V,Γ) be a tree with a root φ, where V is the node set and Γ is the edge set. A node
is called a top if it has no offspring. Let V0 denote the set of tops of (V,Γ) and denote
n = #V0. We call the quadruple(
(T0,J0), {δv}v∈V \V0 , {hv}v∈V \{φ}, {Φv}v∈V \{φ}
)
the weight of the tree (V,Γ), if (T0,J0) is an N-pair, δv ∈ {0, 1}, hv ∈ N \ {0}, and
Φv = (Cv ,Dv) is an interval pair. (Here (T0,J0) is the initial N-pair, δv and hv provide
the information of the second type extensions, and Φv provide the information of the first
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type extensions.) In Section 9, we associate an N∗-pair to a weighted tree, which we call
the N∗-pair generated by the weighted tree. We show that
Theorem 1.2. (T,J ) is a primitive Nn-pair if and only if (T,J ) is a pair generated by
a weighted tree with n tops.
Furthermore, in Theorem 9.1 we give a closed formula of the pair (T,J ) generated by a
weighted tree (V,Γ). Precisely, for each node v ∈ V , we define two sets Pv , Qv ⊂ N
n such
that
(1.6) T = ⊕v∈V Pv, J = ⊕v∈VQv.
We remark that if v is not a top, then Pv and Qv cannot be {0} simultaneously, hence, by
(1.6), if the tree (V,Γ) contains many non-top nodes, then T and/or J can be decomposed
into the direct sum of many factors.
Example 1.1. Niven’s characterization of the N2-pairs is essentially the case n = 2 of
Theorem 1.1. Here we give a better characterization in terms of weighted tree.
Let (V,Γ) be a tree such that
V = {φ, x, y}, Γ = {e1, e2},
where φ is the root, and e1 is the edge from φ to x, e2 is the edge from φ to y.
Let (T0,J0) be an N-pair; let δ = δφ ∈ {0, 1}; let a1 = hx and a2 = hy be two integers
larger than 0; let Φx = (C1,D1) and Φy = (C2,D2) be two interval pairs such that
C1 ⊕D1 = {0, 1, . . . , N1 − 1} and C2 ⊕D2 = {0, 1, . . . , N2 − 1}.
Regarding φ as a variable, then
T0(φ)J0(φ) = N(φ).
Denote a = (a1, a2). Applying a second type extension by setting φ = x
a1ya2 , we obtain
T1(x, y) = L
δ
a(x, y)T0(x
a1ya2), J1(x, y) = L
1−δ
a (x, y)J0(x
a1ya2).
Applying two first type extensions to (T1,J1), we obtain an N
2-pair
(1.7)
T (x, y) = C1(x)C2(y)L
δ
a(x
N1 , yN2)T0(x
a1N1ya2N2),
J (x, y) = D1(x)D2(y)L
1−δ
a (x
N1 , yN2)J0(x
a1N1ya2N2),
which is the N2-pair generated by the above weighted tree.
Therefore, if (T,J ) is a primitive N2-pair, then (T,J ) is given by (1.7); if (T,J ) is
a non-primitive N2-pair, then T = I1 × I2,J = J1 × J2, where (I1, J1) and (I2, J2) are
N-pairs.
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Remark 1.7. Structure of N∗-tilings. By (1.6) and the definition of Pv(see Section
9), an N∗-pair (T,J ) generated by a weighted tree is an N∗-tiling if and only if the initial
pair (T0,J0) is an N-tiling and the map δ is constantly zero.
The paper is organized as follows. In Section 2, we deal with the uniqueness and
primitivity, and Lemma 1.3 is proved there. Section 3 is devoted to extensions of N∗-pairs.
Section 4–Section 7 are devoted to the reductions of primitive N∗-pairs. More precisely,
in Section 4, we show that primitive N∗-pairs of pure type admit the a-La structure. In
Section 5, we show that if a marginal pair of (T,J ) is of pure-type, then (T,J ) can be
reduced. In Section 6, we show that a primitive N∗-pair can be reduced to a special class
by considering all 1-face marginal pairs, and in Section 7, we show a pair (T,J ) in this
special class possessing a marginal pair (TQ,JQ) of pure type, so (T,J ) can be further
reduced to a low-dimensional pair. Theorem 1.1 is proved in Section 7.
In Section 8, we prove Lemma 8.1, the key lemma.
In Section 9 , we introduce weighted trees to characterize the N∗-pairs, and Theorem
1.2 is proved there.
2. Uniqueness and primitivity
Let ≺d be the dictionary order on Z
n, that is, for a = (a1, . . . , an),b = (b1, . . . , bn) ∈ Z
n,
we say a ≺d b if there exists 0 ≤ m < n such that aj = bj for 1 ≤ j ≤ m, and am+1 < bm+1.
Clearly ≺d is a linear order of Z
n. Moreover, for any non-empty subset A of Nn, A has a
minimum element w.r.t. the order ≺d.
Proof of Lemma 1.3. (i) Suppose T⊕J = T⊕J ′ = Nn. Clearly the minimum elements
of J and J ′ with respect to the dictionary order coincide; let us denote this element by
t1. Since T ⊕ (J \ {t1}) = T ⊕ (J
′ \ {t1}), again the minimum elements of J \ {t1} and
J ′ \ {t1} coincide; let us denote this element by t2. Continue this procedure, we obtain
J = J ′.
(ii) Denote x = (x1, . . . , xn), y = (y1, . . . , ym). Since I1 ⊕ J1 = N
n, I2 ⊕ J2 = N
m, we
have
(I1 × I2)(x, y) · (J1 × J2)(x, y) = I1(x)J1(x)I2(y)J2(y) = N
n(x)Nm(y) = Nn+m(x, y),
which proves that (I1 × I2, J1 × J2) is an N
n+m-pair. ✷
Lemma 2.1. If (T,J ) is an Nn+m-pair such that T = I1 × I2 ⊂ N
n × Nm, then J =
J1 × J2 ⊂ N
n ×Nm.
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Proof. Denote x = (x1, . . . , xn), y = (y1, . . . , ym). The assumptions imply that
I1(x)I2(y)J (x, y) = N
n+m(x, y).
Setting y = 0, we obtain
I1(x)J (x,0) = N
n(x),
Let J1(x) = J (x,0), then (I1, J1) is an N
n-pair. Similarly, let J2(y) = J (0, y), then
(I2, J2) is an N
m-pair. By Lemma 1.3(ii), (I1 × I2, J1 × J2) is an N
n+m-pair. Therefore
J = J1 × J2 by Lemma 1.3(i). 
We close this section with several results about N-pairs we need later.
Lemma 2.2. ([2, 11]) If (T,J ) is an N-pair, then there exists an integer p ≥ 2, and an
N-pair (A,B) such that
T = pA, J = pB ⊕ {0, 1, . . . , p− 1},
or the other round.
Remark 2.3. (i) Using the above lemma repeatedly, one can obtain Theorem 1.1.
(ii) Similar to Lemma 2.2, one can show that: if (C,D) is a {0, 1, . . . , N − 1}-pair with
N ≥ 2, then there exists p ≥ 2 and a {0, 1, . . . , Np − 1}-pair (C˜, D˜) such that
C = pC˜, D = pD˜ + {0, 1, . . . , p− 1}
or the other round.
Lemma 2.4. Let (T,J ) be an N-pair such that #T = #J =∞. Then there exist (Ck)
∞
k=1
with Ck ⊂ Ck+1 ⊂ N, (Dk)
∞
k=1 with Dk ⊂ Dk+1 ⊂ N, as well as N-pairs (A˜k, B˜k) for k ≥ 1,
and a sequence of integers (Nk)
∞
k=1 such that T =
⋃
k≥1
Ck,J =
⋃
k≥1
Dk and
Ck ⊕Dk = {0, 1, . . . , Nk − 1}, T (x) = Ck(x)A˜k(x
Nk), J (x) = Dk(x)B˜k(x
Nk).
Proof. By Theorem 1.1(i), there exists a sequence of integers (nk)k≥1 such that
(2.1) T =
∞⋃
L=1
{d1 . . . dL; dj = 0 if j is odd}, J =
∞⋃
L=1
{d1 . . . dL; dj = 0 if j is even},
or the other round, where d1 . . . dL = d1+n1d2+(n1n2)d3+ · · ·+(n1 · · ·nL−1)dL.Without
loss of generality, let us assume that (2.1) holds. Then
Ck = {d1 . . . dk; dj = 0 if j is odd}, Dk = {d1 . . . dk; dj = 0 if j is even},
and Nk =
∏k
j=1 nj will fulfill the requirements of the lemma. 
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By Theorem 1.1(ii), one can easily show that
Lemma 2.5. Let (T,J ) be an N-tiling. Then there exist an integer N ≥ 1 and D ⊂ N
such that
T ⊕D = {0, 1, . . . , N − 1} and J = D ⊕NN.
We call the smallest integer N with this property the periodic number of T .
3. Extensions of Nn-pairs
In this section, we introduce two methods to construct N∗-pairs from known ones.
For a point a ∈ Nm with a > 0, recall that La = N
m \ (Nm + a). It is seen that
(3.1) La ⊕Na = N
m,
Especially, LN = {0, 1, . . . , N − 1}.
Lemma 3.1. (Extension of the first type) Let (T,J ) be an Nn-pair with associate
variable x = (x1, . . . , xn). Denote x¯ = (x2, . . . , xn). Let (C,D) be a {0, 1, . . . , N − 1}-pair
with N ≥ 2. Set
T ∗(x) = C(x1)T (x
N
1 , x¯), J
∗(x) = D(x1)J (x
N
1 , x¯),
then (T ∗,J ∗) is an Nn-pair.
Proof.
(3.2)
T ∗(x)J ∗(x) = C(x1)D(x1)T (x
N
1 , x¯)J (x
N
1 , x¯)
= (1 + x1 + · · · + x
N−1
1 )
∑
k≥0 x1
kN
N
n−1(x¯)
= N(x1)N
n−1(x¯)
= Nn(x).
The lemma is proved. 
The extension of the second type produces a higher dimensional complementing pair.
Lemma 3.2. (Extension of the second type) Let (T,J ) be an Nn-pair with associate
variable x = (x1, . . . , xn). Let δ ∈ {0, 1}. Denote x¯ = (x2, . . . , xn) and y = (y1, . . . , ym).
Let a ∈ Nm with a > 0. Set
T ∗(y, x¯) = Lδa(y)T (y
a, x¯), J ∗(y, x¯) = L1−δa (y)J (y
a, x¯),
then (T ∗,J ∗) is an Nn+m−1-pair with associate variables (y1, . . . , ym, x2, . . . , xn).
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Proof.
(3.3)
T ∗(y, x¯)J ∗(y, x¯) = La(y)T (y
a, x¯)J (ya, x¯)
= La(y)
∑
k≥0(y
a)kNn−1(x¯)
= Nm(y)Nn−1(x¯) (By (3.1).)
= Nn+m−1(y, x¯).
The lemma is proved. 
Extensions related to the other variables can be treated in the same manner.
Lemma 3.3. The following statements are equivalent:
(i) T (x1, x2, . . . , xn) is not variable separable.
(ii) T (yz, x2, . . . , xn) is not variable separable.
(iii) T (xm1 , x2, . . . , xn) is not variable separable for any m ≥ 2.
Proof. (i)⇒(ii) Suppose on the contrary T (yz, x2, . . . , xn) is variable separable.
If y, z are separated, that is, there is a permutation τ on {2, . . . , n}, and two polynomials
F and G such that
(3.4) T (yz, x2, . . . , xn) = F (y, xτ(2), . . . , xτ(k))G(z, xτ(k+1), . . . , xτ(n)).
If k ≥ 2, set y = 1, z = x1 and F˜ (xτ(2), . . . , xτ(k)) = F (1, xτ(2), . . . , xτ(k)), we obtain
T (x1, x2, . . . , xn) = F˜ (xτ(2), . . . , xτ(k))G(x1, xτ(k+1), . . . , xτ(n)),
which contradicts the assumption that T (x1, . . . , xn) is not variable separable. If k = 1,
set y = x1, z = 1, we obtain a contradiction in the same manner.
If y, z are not separated, similar as above, we have
T (yz, x2, . . . , xn) = F (y, z, xτ(2), . . . , xτ(k))G(xτ(k+1), . . . , xτ(n)).
Clearly k < n and F,G are not constants. Set y = x1, z = 1, again we obtain a variable
separation factorization of T (x1, x2, . . . , xn).
(i)⇒(iii). Suppose on the contrary T (xm1 , x2, . . . , xn) is variable separable. Similar as
(3.4), we have
(3.5) T (xm1 , x2, . . . , xn) = F (x1, xτ(2) . . . , xτ(k))G(xτ(k+1), . . . , xτ(n)),
where k < n. By comparing the coefficients of both sides of the above equation, we infer
that there exists a polynomial F ∗ such that
(3.6) F (x1, xτ(2), . . . , xτ(k)) = F
∗(xm1 , xτ(2), . . . , xτ(k)).
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Substituting (3.6) into (3.5), and replacing xm1 by x1, we obtain
T (x1, x2, . . . , xn) = F
∗(x1, xτ(2), . . . , xτ(k))G(xτ(k+1), . . . , xτ(n)),
which is a contradiction.
(ii) or (iii) implies (i) is trivial. 
Using Lemma 3.3 repeatedly, we obtain
Corollary 3.4. Let (T1,J1) be a first type or a second type extension of an N
∗-pair (T,J ),
then (T1,J1) is primitive if and only if (T,J ) is primitive.
In Section 4 to 7, we prove that every primitive N∗-pair is a finite extension of an N-pair.
To close this section, we introduce several (partial) order relations on Nn which we use
through the whole paper. Let a = (a1, . . . , an), b = (b1, . . . , bn) ∈ N
n.
We say a < b if aj < bj for all 1 ≤ j ≤ n, and say a ≤ b if aj ≤ bj for all 1 ≤ j ≤ n.
We say a ≺ b if a ≤ b and a 6= b.
4. Nn-pairs of pure type
In this section, we characterize the Nn-pairs of pure type. Set
(4.1) L0 = {(a1, . . . , an) ∈ N
n; at least one aj is 0}
to be the union of (n− 1)-faces of Nn.
Definition 4.1. An Nn-pair (T,J ) is said to be a pair of pure type, if either L0 ⊂ T or
L0 ⊂ J .
Lemma 4.2. If (T,J ) is an Nn-pair of pure type such that L0 ⊂ J , then for a,b ∈ T ,
either a− b > 0 or b− a > 0. (So ‘<’ is a linear order on T .)
Proof. Since L0 ⊂ J , a+L0 and b+L0 do not overlap, which implies that either a−b > 0,
or b− a > 0. 
Let (T,J ) be an Nn-pair of pure type such that L0 ⊂ J . Let a be the smallest element
of T other than 0 with respect to the order ‘<’. We call a the germ of T .
Lemma 4.3. Let (T,J ) be an Nn-pair of pure type with L0 ⊂ J , and let a be the germ
of T . Then
(i) La ⊂ J ;
(ii) for every integer k ≥ 0, (ka+ La) ∩ T contains at most one element.
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Proof. (i) is obvious.
(ii) Suppose u, u′ ∈ (ka + La) ∩ T . Without loss of generality, we assume that u
′ < u
by Lemma 4.2. Then u − u′ ∈ La ⊂ J . So u = (u) + 0 and u = (u
′) + (u − u′) are two
different (T,J )-decompositions of u, which is a contradiction. 
Theorem 4.1. Let n ≥ 2, let (T,J ) be an Nn-pair of pure type with L0 ⊂ J , and let a
be the germ of T . Then there exists an N-pair (A,B) such that
T = Aa, J = Ba⊕ La.
Proof. Denote L = La for simplicity. For every integer k ≥ 0, we claim that
(i) (ka+ L) ∩ T = {ka} or ∅.
(ii) (ka+ L) ∩ J = ka+ L or ∅.
We prove them by induction on k. The claim holds for k = 0 by Lemma 4.3(i). Suppose
the claim holds if we replace k by a smaller non-negative integer.
Case 1. ka ∈ T .
In this case, (i) holds by Lemma 4.3(ii). Since (ka) + (ℓ) is a (T,J )-decomposition of
ka+ ℓ for any ℓ ∈ L, we deduce that (ka+ L) ∩ J = ∅, which verifies (ii).
Case 2. ka 6∈ T .
For c ∈ ka+ L, let c = u(c) + v(c) be the (T,J )-decomposition of c. Clearly
u(c) ∈ L ∪
k−1⋃
p=1
(pa+ L)
 ∪ (ka+ L).
We check the following three subcases.
Case 2.1. For all c ∈ ka+ L, u(c) ∈ L.
In this case, u(c) = 0 and c = v(c) for all c ∈ ka+L. So (ka+L)∩J = ka+L and it
forces that (ka+ L) ∩ T = ∅. The claim holds.
Case 2.2. There exists c ∈ ka+ L such that u(c) ∈
⋃k−1
p=1(pa+ L) .
By the induction hypothesis, u(c) = pa for some 1 ≤ p ≤ k− 1. Denote q = k− p, then
v(c) ∈ qa+ L, which implies that (qa + L) ∩ J 6= ∅. So by the induction hypothesis, we
have (qa+ L) ∩ J = qa+ L. Therefore
pa+ (qa+ L) = ka+ L
gives the (T,J )-decomposition of the set ka+ L. It follows that
(4.2) (ka+ L) ∩ T = ∅ and (ka+ L) ∩ J = ∅.
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Case 2.3. Otherwise. This means that there exists c ∈ ka+L such that u(c) ∈ ka+L
and u(c˜) /∈
⋃k−1
p=1(pa+ L) for all c˜ ∈ ka+ L.
In this case, u(c) is the unique element of (ka+L)∩T by Lemma 4.3(ii) and u(c) 6= ka.
So there exist j ∈ {1, 2, . . . , n} such that c′ = u(c) − ej ∈ ka + L. By the assumption of
Case 2.3, we have
(4.3) u(c′) ∈ L ∪ (ka+ L).
Since u(c′) ≤ c′ ≺ u(c), we deduce that u(c′) 6∈ ka + L by Lemma 4.3(ii). This together
with (4.3) imply that u(c′) ∈ L. This forces u(c′) = 0, and it follows that u(c)−ej = c
′ ∈ J .
So
a⊕ (u(c) − ej) = u(c)⊕ (a− ej)
provides two (T,J )-decompositions of a+ c′, a contradiction. This contradiction implies
that Case 2.3 will never occur.
By our claim, we conclude that T = Aa and J = Ba + L for some A,B ⊂ N. From
Aa⊕Ba⊕ L = T ⊕ J = Na⊕ L, we deduce that (A,B) is an N-pair. 
Remark 4.4. The above result can be regarded as a generalization of Lemma 2.2. Set
n = 1, a = p ≥ 2 be the germ of T in Theorem 4.1, we get Lemma 2.2.
5. Marginal pairs of an Nn-pair
Let j1, . . . , jm(1 ≤ m < n) be a subsequence of 1, . . . , n. We call
Q = Nej1 ⊕ · · · ⊕ Nejm
a m-face of Nn. Define ρ : Q→ Nm as
ρ
(
m∑
ℓ=1
cℓejℓ
)
= (c1, . . . , cm).
We define
TQ = T ∩Q, JQ = J ∩Q,
and call (ρ(TQ), ρ(JQ)) the marginal pair induced by Q. Indeed, in T (x)J (x) = N
n(x),
setting xk = 0 if k 6∈ {j1, . . . , jm}, we obtain
Lemma 5.1. Let (T,J ) be an Nn-pair and Q be a m-face of Nn. Then (TQ,JQ) is a
Q-pair. Consequently, the marginal pair (ρ(TQ), ρ(JQ)) is an N
m-pair.
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Theorem 5.1. Let (T,J ) be an Nn-pair and Q = Ne1⊕· · ·⊕Nem. If there exist a ∈ N
m
with a = (a1, . . . , am) > 0, and an N-pair (A,B) with 1 ∈ A such that
(5.1) ρ(TQ) = Aa, ρ(JQ) = Ba⊕ La,
then there exists an Nn−m+1-pair (T˜ , J˜ ) such that
(5.2)
T (x) = T˜ (xa11 · · · x
am
m , xm+1, . . . , xn),
J (x) = La(x1, . . . , xm)J˜ (x
a1
1 · · · x
am
m , xm+1, . . . , xn).
Therefore, (T,J ) is a second type extension of (T˜ , J˜ ).
Proof. Rearranging the terms of T (x) according to the power of x¯ = (xm+1, . . . , xn), we
have
(5.3) T (x) =
∑
m∈Nn−m
x¯mTm(x1, . . . , xm), J (x) =
∑
m∈Nn−m
x¯mJm(x1, . . . , xm),
where Tm = {u ∈ N
m; (u,m) ∈ T} and Jm = {v ∈ N
m; (v,m) ∈ J }.
Fix m ∈ Nn−m. Considering the restriction of (T,J ) on Nm × {m}, we have
(5.4) Nm(x1, . . . , xm) =
∑
p+q=m
Tp(x1, . . . , xm)Jq(x1, . . . , xm).
Denote z = (z1, . . . , zm). We shall prove by induction that
(5.5) Tm(z) = fm(z
a), Jm(z) = La(z)Gm(z
a),
for some fm, Gm ⊂ N.
For m = 0, (T0,J0) = (ρ(TQ), ρ(JQ)) and hence (5.5) holds in this case by our assump-
tion (5.1).
Suppose (5.5) holds if we replace m by any point m′ ≺ m. We are going to show that
(5.5) holds for m.
If p+ q =m and p 6= 0, q 6= 0, then by the induction hypothesis,
(5.6) Tp(z)Jq(z) = La(z)Hp,q(z
a)
for some Hp,q ⊂ N. By (5.4),
(5.7)
∑
p+q=m
Tp(z)Jq(z) = La(z)N(z
a),
Equations (5.6) and (5.7) imply that there exists Ω ⊂ N such that
T0(z)Jm(z) + Tm(z)J0(z) = La(z)Ω(z
a).
Hence, by Lemma 8.1, we obtain (5.5).
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Finally, substituting (5.5) into (5.3), we confirm that T (x) and J (x) are of the desired
forms (5.2). The theorem is proved. 
Lemma 8.1 plays an important role in our discussion. We put it (and its proof) in
Section 8 since it is somehow independent and technical.
6. 1-face reduction of an Nn-pair
The purpose of this section is to prove that any primitive Nn-pair is a finite extension
of an Nn-pair of class F0.
Definition 6.1. Let (T,J ) be a primitive Nn-pair. We say (T,J ) is of class F0, if for
each j ∈ {1, . . . , n}, either T ∩ Nej = {0} or J ∩ Nej = {0}.
As before, for x = (x1, . . . , xn), we denote x¯ = (x2, . . . , xn). The lemma in below
describes a basic reduction of an Nn-pair (T,J ).
Lemma 6.2. Let (T,J ) be an Nn-pair. If pe1 ∈ T and {0, 1, . . . , p−1}e1 ⊂ J , then there
exists an Nn-pair (T˜ , J˜ ) such that
T (x) = T˜ (xp1, x¯), J (x) = (1 + x1 + · · ·+ x
p−1
1 )J˜ (x
p
1, x¯).
Proof. By Lemma 2.2, there exists an N-pair (A,B) with 1 ∈ A such that
T ∩Ne1 = pAe1, J ∩Ne1 = pBe1 ⊕ {0, 1, · · · p− 1}e1.
Set m = 1 and a = p in Theorem 5.1, we obtain the result. 
Using the above lemma repeatedly, we can find ‘bigger’ factors of T (x) and J (x).
Proposition 6.3. Let (T,J ) be an Nn-pair. Denote T ∩Ne1 = Ae1, J ∩Ne1 = Be1. Let
(C,D) be a {0, 1, . . . , N − 1}-pair such that
A(x1) = C(x1)A˜(x
N
1 ), B(x1) = D(x1)B˜(x
N
1 ).
Then there exists an Nn-pair (T˜ , J˜ ) such that
T (x) = C(x1)T˜ (x
N
1 , x¯), J (x) = D(x1)J˜ (x
N
1 , x¯).
Proof. We prove the proposition by induction on N . If N = 1, the proposition holds
trivially.
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Assume N ≥ 2. Suppose the Proposition holds for any positive integer less than N .
Without loss of generality, we may assume that 1 ∈ D. By Remark 2.3, there exist an
integer p ≥ 2, p|N , and a {0, 1, . . . , NP − 1}-pair (C˜, D˜) such that
(6.1) C(x1) = C˜(x
p
1), D(x1) = (1 + x1 + · · · + x
p−1
1 )D˜(x
p
1).
We take the maximal p with the above property, then p satisfies the assumption of Lemma
6.2, so there exists an Nn-pair (T ∗,J ∗) such that
(6.2) T (x) = T ∗(xp1, x¯), J (x) = (1 + x1 + · · ·+ x
p−1
1 )J
∗(xp1, x¯).
If N = p, then C = {0} and D = {0, 1, · · · , p − 1}, the proposition holds by setting
(T˜ , J˜ ) = (T ∗,J ∗).
If N > p, denote T ∗ ∩Ne1 = A
∗e1, J
∗ ∩Ne1 = B
∗e1, by (6.1),(6.2) and the hypothesis
of the proposition 6.3, we have
A∗(x1) = C˜(x1)A˜(x
N/p
1 ), B
∗(x1) = D˜(x1)B˜(x
N/p
1 ).
Since (C˜, D˜) is a {0, 1, . . . , NP − 1}-pair and
N
p < N , by induction hypothesis, there exists
an Nn-pair (T˜ , J˜ ) such that
T ∗(x) = C˜(x1)T˜ (x
N/p
1 , x¯), J
∗(x) = D˜(x1)J˜ (x
N/p
1 , x¯),
so
T (x) = T ∗(xp1, x¯) = C(x1)T˜ (x
N
1 , x¯),
J (x) = (1 + x1 + · · ·+ x
p−1
1 )J
∗(xp1, x¯) = D(x1)J˜ (x
N
1 , x¯),
which proves the lemma. 
The following theorem says that a primitive pair always has simple 1-face marginal
pairs.
Theorem 6.1. Let (T,J ) be an Nn-pair. If (T,J ) is primitive, then T ∩Ne1 or J ∩Ne1
is a finite set.
Proof. Let Q = Ne2 ⊕ · · · ⊕ Nen. Let
Ae1 = T ∩ Ne1, Be1 = J ∩ Ne1,
TQ = T ∩Q, JQ = J ∩Q.
Then A⊕B = N and TQ ⊕ JQ = Q by Lemma 5.1. Denote
π¯(a1, . . . , an) = (a2, . . . , an).
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We shall prove that
(6.3) T = A× π¯(TQ), J = B × π¯(JQ).
Since (A× π¯(TQ), B × π¯(JQ)) is a N
n-pair by Lemma 1.3, we need only show that
(6.4) T ⊃ A× π¯(TQ), J ⊃ B × π¯(JQ).
Suppose on the contrary that both A and B are infinite sets. Let (Ck)
∞
k=1 and (Dk)
∞
k=1
be the sequences in Lemma 2.4 such that A =
⋃
k≥1Ck and B =
⋃
k≥1Dk. By Proposition
6.3, T (x) = Ck(x1)Gk(x) for some Gk ⊂ N
n. Notice that
Gk ∩Q = T ∩Q = TQ,
it follows that Ck × π¯(TQ) ⊂ T . Let k → ∞, we obtain that A × π¯(TQ) ⊂ T . Similarly,
we have B × π¯(JQ) ⊂ J . This verifies (6.4), and hence also verifies (6.3), which means
(T,J ) is not primitive. The Theorem is proved. 
Theorem 6.2. Let (T,J ) be a primitive Nn-pair. Then there exists a primitive Nn-pair
(T˜ , J˜ ) in F0 such that (T,J ) is a finite first type extension of (T˜ , J˜ ).
Proof. We will reduce the pair (T,J ) in the variables x1, . . . , xn one by one. We first reduce
(T,J ) along the variable x1. Denote T ∩Ne1 = Ae1 and J ∩Ne1 = Be1. Without loss of
generality, let us assume that A is finite by Theorem 6.1, that is, (A,B) is an N-tiling. By
Lemma 2.5, there exist an integer N ≥ 1 and D ⊂ N such that A⊕D = {0, 1, . . . , N − 1}
and B = D +NN. Hence, by Proposition 6.3, there exists an Nn-pair (T1,J1) such that
(6.5) T (x) = A(x1)T1(x
N
1 , x¯),J (x) = D(x1)J1(x
N
1 , x¯).
The above relations imply the following:
(i) T1 ∩ Ne1 = {0};
(ii) T1 ∩ Nej = T ∩ Nej, J1 ∩ Nej = J ∩ Nej for j 6= 1;
(iii) (T,J ) is a first type extension of (T1,J1), and (T1,J1) is primitive.
Secondly, we reduce (T1,J1) along the variable x2. Similar as above, we obtain an N
n-pair
(T2,J2) such that
(i) either T2 ∩ Ne2 = {0} or J2 ∩ Ne2 = {0};
(ii) T2 ∩ Nej = T1 ∩Nej , J2 ∩Nej = J1 ∩ Nej for j 6= 2;
(iii) (T1,J1) is a first type extension of (T2,J2), and (T2,J2) is primitive.
By dealing with the variables x1, . . . , xn one by one, we obtain an N
n-pair (Tn,Jn) in F0,
and (T,J ) is a finite first type extension of (Tn,Jn). Set (T˜ , J˜ ) = (Tn,Jn), the theorem
is proved. 
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7. Proof of Theorem 1.1
In this section, we show that a primitive Nn-pair in class F0 always has a marginal pair
of pure type and with dimension ≥ 2. This provides the last ingredient of the proof of
Theorem 1.1.
Lemma 7.1. Let n ≥ 2 and (T,J ) be a primitive Nn-pair of class F0. Then there exists
an m-face Q0 with m ≥ 2 such that the marginal pair induced by Q0 is of pure type.
Proof. Without loss of generality, we may assume that T ∩ Nej = {0} holds for at least
one j (otherwise we change the roles of T and J ). By rearrange the order of variables, we
may assume that
T ∩ Nej =
{
{0}, for j = 1, . . . ,M ;
Nej, otherwise.
Here M is an integer with 1 ≤M ≤ n. Accordingly, we decompose Nn to
N
n = Q⊕Q′,
where Q = ⊕Mj=1Nej and Q
′ = ⊕nj=M+1Nej. (By convention, if M = n, then Q = N
n and
Q′ = {0}.) Set
TQ = T ∩Q, JQ = J ∩Q,
then (TQ,JQ) is a Q-pair. Similarly, (TQ′ ,JQ′) is a Q
′-pair. We claim that
Claim. Either #TQ ≥ 2 or #JQ′ ≥ 2.
Suppose on the contrary that #TQ = 1 and #JQ′ = 1. Then
TQ = JQ′ = {0}, JQ = Q = N
M × {0}n−M , TQ′ = Q
′ = {0}M × Nn−M .
Since T ⊃ TQ′ = Q
′ and J ⊃ JQ = Q, we obtain that (T,J ) = (Q
′, Q), so (T,J ) is not
primitive, which contradicts our assumption. The Claim is proved.
Hence, by changing the role of Q and Q′, and changing the role of T and J if #TQ = 1,
we may assume from now on that
(7.1) #TQ ≥ 2.
Let xa
′
be a term of TQ(x) such that x
a′ 6= 1, and the number of variables involved in
xa
′
attains the minimum among all the terms of TQ(x). Without loss of generality, let us
assume that
xa
′
= xr11 · · · x
rm
m
where rj are positive integers. Then m ≥ 2 since T ∩ Nej = {0} for 1 ≤ j ≤M .
18 HUI RAO, YA-MIN YANG, AND YUAN ZHANG†
Let Q0 = Ne1 ⊕ · · · ⊕ Nem, which is the smallest face containing a
′. Let (f, g) be the
marginal pair induced by Q0, that is,
f = ρ(T ∩Q0), g = ρ(J ∩Q0).
Then (f, g) is an Nm-pair of pure type, since each terms of f(x1, . . . , xm), except 1, involves
at least m variables. The lemma is proved. 
Proof of Theorem 1.1. Let (T,J ) be a primitive Nn-pair. We prove by induction on
the dimension of the pair (T,J ). If n = 1, the theorem is trivially true.
Assume that n ≥ 2. By Theorem 6.2, there exists a primitive Nn-pair (T1,J1) of class
F0 such that (T,J ) is a finite first type extension of it.
By Lemma 7.1, there exists an m-face Q0 with m ≥ 2 such that the marginal pair (f, g)
of (T1,J1) induced by Q0 is of pure type. Consequently, by Theorem 4.1,
f = Aa, g = La ⊕Ba,
with a > 0, and (A,B) is an N-pair with 1 ∈ A. So by Theorem 5.1, there exists a primitive
N
n−m+1-pair (T˜ , J˜ ) such that (T1,J1) is a second type extension of (T˜ , J˜ ). Finally, by
the induction hypothesis, (T˜ , J˜ ) is a finite extension of an N-pair, say (T0,J0). So
(T0,J0)→ (T˜ , J˜ )→ (T1,J1)→ (T,J ),
which proves that (T,J ) is a finite extension of the N-pair (T0,J0). ✷.
8. A key Lemma
In this section we prove the key lemma which we have used in Section 5. Let n ≥ 1 be
an integer and write z = (z1, . . . , zn).
Lemma 8.1. Let a > 0 be a point in Nn. Let F˜0 and G˜0 be two subsets of N with 0, 1 ∈ F˜0
and 0 ∈ G˜0. Denote
F0 = F˜0a, G0 = G˜0a⊕ La.
Let Ω ⊂ Na. If F1, G1 are two subsets of N
n such that
F0(z)G1(z) + F1(z)G0(z) = La(z)Ω(z),
then F1 = F˜1a and G1 = G˜1a⊕ La for some F˜1, G˜1 ⊂ N.
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Proof. From 0 ∈ F0 ∩G0 we deduce that
(8.1) F1, G1 ⊂ Ω⊕ La,
(8.2) F1 ∩G1 = ∅ and (F0 ⊕G1) ∩ (F1 ⊕G0) = ∅.
Denote
Ω = (dka)k≥1,
where (dk)k≥1 is an increasing sequence in N. For simplicity, we call dka + La the k-th
section of Ω + La. We make the convention that P(0) is a true statement.
For k ≥ 1, we say property P(k) holds if either
(i) dka+ La = u+B with u ∈ F0, B ⊂ G1, or
(ii) dka+ La = u
′ +B′ with u′ ∈ F1, B
′ ⊂ G0 and u
′ ∈ aN.
We will prove by induction that the property P(k) holds for all k ≥ 1. Suppose P(ℓ)
hold for 0 ≤ ℓ ≤ k − 1. Denote
F1,k−1 = {u ∈ F1; u ∈ N
n \ (Nn + dka)},
G1,k−1 = {v ∈ G1; v ∈ N
n \ (Nn + dka)},
∆k−1 = (F0 ⊕G1,k−1) ∪ (F1,k−1 ⊕G0).
(For k = 1, we define ∆0 = ∅ by convention.) We claim that
(8.3) F1,k−1 = Ua, G1,k−1 = V a+ La
for some U, V ⊂ N.
Pick any u ∈ F1,k−1, then u ∈ dℓa + La for some integer 1 ≤ ℓ < k by (8.1). Since
u = u+0 ∈ F1⊕G0, item (ii) of P (ℓ) holds, that is, dℓa+La = u
′+B′ with u′ ∈ F1, B
′ ⊂ G0
and u′ ∈ aN; this forces that u = u′ ∈ aN. Similarly, we can prove G1,k−1 = V a + La.
Our claim is proved. It follows that
(8.4) ∆k−1 = Ka+ La
is a union of sections, where K ⊂ N.
To prove P(k), we consider two cases.
Case 1. (dka+ La) ∩∆k−1 6= ∅.
In this case, we must have k ≥ 2 since ∆0 = ∅; moreover dka+ La is a subset of ∆k−1
by (8.4). So
dka+ La ⊂ (F0 ⊕G1,k−1), or dka+ La ⊂ (F1,k−1 ⊕G0),
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which implies that P(k) holds.
Case 2. (dka+ La) ∩∆k−1 = ∅.
First, we claim that
(8.5) dka+ La ⊂ (F1 ⊕ La) ∪ (0⊕G1).
Since d1a + La is the minimum section of Ω + La, 0 is the minimum of F0 and La is
the minimum section in G0, one gets that (8.5) holds when k = 1.
Suppose k ≥ 2. For any c ∈ dka+ La, the assumption of Case 2 means that
c 6∈ (F0 ⊕G1,k−1) ∪ (F1,k−1 ⊕G0).
If c = u+ v ∈ F0 ⊕G1, since c 6∈ F0 ⊕G1,k−1, we have v ≥ dka, so u ∈ La. It follows
that u = 0, which means that c ∈ 0⊕G1. If c = u+ v ∈ F1⊕G0, as c 6∈ F1,k−1⊕G0, we
have u ≥ dka, so v ∈ La, which implies that c ∈ F1 ⊕ La. This verifies (8.5).
Now we divide the proof into two subcases according to dka belongs to F1 ⊕ La or
0⊕G1.
Case 2.1. dka ∈ F1 ⊕ La.
Write dka = u+ v with u ∈ F1 and v ∈ La. We shall prove v = 0, then dka ∈ F1 and
(dka) + (La) is the desired decomposition of dka+ La, which verifies item (ii) of P(k).
If k = 1, since d1a is the minimal element of F1 ⊕ La, we have v = 0. If k ≥ 2 and
v 6= 0, then u ∈ F1,k−1, so u = pa for some p < dk by (8.3), and v = (dk−p)a ≥ a, which
contradicts with v ∈ La.
Case 2.2. dka ∈ 0⊕G1.
In this subcase, we will prove that
(8.6) dka+ La ⊂ G1,
which means that dka+ La satisfies item (i) of P (k).
Suppose on the contrary that there exists c ∈ dka + La such that c 6∈ G1. Let c be a
minimal element with this property with respect to the order ≤. It is seen that c 6= dka
since dka ∈ G1. By (8.5), we have c ∈ F1 ⊕ La.
Denote c = u+ v ∈ F1 ⊕ La. First, we claim that
(8.7) u ∈ dka+ La.
If c belongs to the minimum section of Ω + La, then u also belongs to the minimum
section, so (8.7) holds when k = 1. For k ≥ 2, if (8.7) fails, then u ∈ F1,k−1 and we have
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u = pa for some p < dk. Since v ∈ La, we infer that c = u + v = pa + v cannot belong
to dka+ La, which is a contradiction. This verifies (8.7).
Next, we assert that
(8.8) c = u ∈ F1.
Since u ∈ F1, we have that u 6∈ G1 by (8.2). So by (8.7), u ≤ c and the minimality of c,
we must have u = c, which proves (8.8).
As c ∈ dka+La and c 6= dka, there exists j ∈ {1, . . . , n} such that c
′ = c−ej ∈ dka+La.
On one hand, by the minimality of c, we have c′ ∈ G1, so
a+ c′ ∈ F0 ⊕G1.
On the other hand, by (8.8),
a+ c′ = c+ (a− ej) ∈ F1 + La ⊂ F1 ⊕G0.
Now a+c′ belongs to both F0⊕G1 and F1⊕G0, which is a contradiction. This contradiction
proves (8.6).
Therefore, P(k) holds for all k ≥ 1.
From the first assertion of the property P(k), we deduce that G1 = G˜1a⊕La for some
G˜1 ⊂ N; from the second assertion, we deduce that F1 = F˜1a for some F˜1 ⊂ N. The
lemma is proved. 
9. Weighted tree of a primitive N∗-pair
Recall that (T,J ) is a primitive N∗-pair if and only if it is a finite extension of an N-pair
by Theorem 1.1. In this section, we introduce a weighted tree of (T,J ) which contains all
the information of the extension process.
9.1. Weighted tree. As usual, a tree is a connected graph (V,Γ) without cycles, where
V is the node set, and Γ is the edge set. A rooted tree is a tree with an initial node, which
we call the root of the tree, and we denote it by φ.
For two nodes u, v ∈ V , the distance between u and v is the length of the (unique) path
joining u and v. The level of v is defined to be the distance from v to the root φ. A node
v is called an offspring of u, if there is an edge joining u and v, and the level of v equals
to the level of u plus 1. For u, v ∈ V , we use [u, v] to denote the edge joining u and its
offspring v. We call u an ancestor of v if there is a path joining u and v, and the level of
u is less than that of v. A node v is called a top if it has no offspring. We denote by V0
the set of tops.
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Let (V,Γ) be a tree with root φ and with n-tops. We use a letter to name a node, and
we shall use these letters as variables of polynomials. Especially, we set V0 = {x1, . . . , xn}.
Definition 9.1. We call the quadruple
(9.1) ((T0,J0), δ,h,Φ)
a weight of the tree (V,Γ), where (T0,J0) is an N-pair, called the initial pair, and
δ : V \ V0 → {0, 1},
h : V \ {φ} → N \ {0},
Φ : V \ {φ} → {Interval pairs}
are three maps.
For convenience, we denote Φ(φ) = (T0,J0), though (T0,J0) is not an interval pair.
9.2. Constructing N∗-pairs from weighted trees. If two nodes are offsprings of a
same node, then we call them brothers. A subtree Γ1 of Γ is called a neat subtree, if Γ1
contains the root φ, and a node u belongs to Γ1 implies all its brothers belong to Γ1.
Let Γ1 be a proper neat subtree of Γ. Pick a top u of Γ1 which is not a top of Γ. By
adding all the offsprings of u to Γ1, we obtain another neat subtree, which we call a direct
extension of Γ1.
Let Γ0 = {φ}, and let
(9.2) Γ0,Γ1, . . . ,Γq = Γ
be a sequence of neat subtrees of Γ such that Γℓ+1 is a direct extension of Γℓ for all
0 ≤ ℓ ≤ q − 1. We shall define a primitive N∗-pair (Tℓ,Jℓ) for each subtree Γℓ in (9.2).
We set the N∗-pair associate with the tree Γ0 = {φ} to be (T0,J0). Clearly, Γ1 is the
neat subtree of Γ consisting of the root φ and the first level nodes.
Suppose (Tℓ,Jℓ), the N
∗-pair associated with Γℓ, has been constructed. Now we con-
struct (Tℓ+1,Jℓ+1), the N
∗-pair associated with Γℓ+1.
Let z1, . . . , zk be the tops of Γℓ. (Notice that if ℓ = 0, then k = 1 and z1 = ∅.) Without
loss of generality, assume that Γℓ+1 is obtained by adding all offsprings of z1, which we
denote by y1, . . . , ym. Denote y = (y1, . . . , ym) and δ = δ(z1). For j = 1, . . . ,m, let
aj = h(yj), (Cj ,Dj) = Φ(yj) be the interval pairs, and let Nj be the size of (Cj ,Dj).
As above, by applying the extensions of the first type and second type, we define an
N
k+m−1-pair (Tℓ+1,Jℓ+1) with variables y1, . . . , ym, z2, . . . , zk as follows:
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(i) Extension of the second type. Denote a = (a1, . . . , am). Set
Fℓ+1(y1, . . . , ym, z2, . . . , zk) = L
δ
a(y)Tℓ(y
a, z2, . . . , zk),
Gℓ+1(y1, . . . , ym, z2, . . . , zk) = L
1−δ
a (y)Jℓ(y
a, z2, . . . , zk).
(ii) Extension of the first type. Set
Tℓ+1(y1, . . . , ym, z2, . . . , zk) =
 m∏
j=1
Cj(yj)
Fℓ+1(yN11 , . . . , yNmm , z2, . . . , zk),
Jℓ+1(y1, . . . , ym, z2, . . . , zk) =
 m∏
j=1
Dj(yj)
Gℓ+1(yN11 , . . . , yNmm , z2, . . . , zk).
In this way, recursively, we define a sequence of N∗-pairs (Tj ,Jj) for j = 0, 1, . . . , q; we
call (Tq,Jq) the N
∗-pair generated by the weighted tree (9.1). By Corollary 3.4, the pair
(Tq,Jq) is primitive.
9.3. A closed formula of (T,J ). In the following, we give a formula of the N∗-pair
(T,J ) generated by the tree (V,Γ) with weight (9.1). Denote the set of the tops of the
tree by V0 = {x1, · · · , xn}.
We define a map µ : V × V0 → N as follows. Pick a node v ∈ V and pick a top
xj(1 ≤ j ≤ n). If v is an ancestor of xj, let
v, v1, . . . , vk−1, vk = xj
be the path from v to the top xj. For j = 1, . . . , k, let aj = h(vj) and Nj be the size of
Φ(vj). We define
(9.3) µ(v, xj) =

∏k
j=1 ajNj, if v is an ancestor of xj ;
1, if v = xj;
0, otherwise.
Using µ, we define a map τ : V → Z[x1, . . . , xn] as
(9.4) τ (v) =
n∏
j=1
x
µ(v,xj)
j .
For each v ∈ V , we define a polynomial Pv as follows. Denote Φ(v) = (Cv,Dv). By
symmetric, we can define a polynomial Qv.
If v is a top, we set
(9.5) Pv = Cv(v); Qv = Dv(v),
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especially, if v is a top and v = ∅ (in this case V = {φ}), we have Pφ = T0(∅) and
Qφ = J0(∅).
If v is not a top, let z1, . . . , zm be the offsprings of v. Let b = (h(z1), . . . ,h(zm)) and
Mj be the size of Φ(zj) for j = 1, . . . ,m. Set
(9.6)
Pv = Cv(τ (v))L
δ(v)
b
(τM1(z1), . . . , τ
Mm(zm)), Qv = Dv(τ (v))L
1−δ(v)
b
(τM1(z1), . . . , τ
Mm(zm)).
Theorem 9.1. Let (T,J ) be an Nn-pair generated by the tree (V,Γ) with weight (9.1).
Then
(9.7) T (x1, · · · , xn) =
∏
v∈V
Pv , J (x1, · · · , xn) =
∏
v∈V
Qv
Proof. Let Γ0,Γ1, · · · ,Γq = Γ be a sequence of neat subtree of Γ such that Γℓ+1 is a direct
extension of Γℓ for all 0 ≤ ℓ ≤ q−1. Let (Tℓ,Jℓ) be the N
∗-pair of Γℓ as defined in Section
8.2 for 0 ≤ ℓ ≤ q.
We prove the result by induction on q, the length of the direct extension process of the
tree (V,Γ). If q = 0, the root φ is the only node of V , and (9.7) holds by P∅ = T0(∅).
Let x1, . . . , xn be the tops of Γq. Without loss of generality , assume that Γq is obtained
by branching a top z1 of Γq−1, and the offsprings of z1 in Γq are x1, . . . , xp. Then the tops
of Γq−1 are
z1, xp+1, . . . , xn.
Denote the node set of Γq−1 by V˜ , then
V˜ = V \ {x1, · · · , xp}.
So we can define a weight of (V˜ ,Γq−1) to be the restriction of the weight ((T0,J0), δ,h,Φ)
on V˜ . According to this new weight, for any v ∈ V˜ and z ∈ {z1, xp+1, . . . , xn}, we can
define a map µ˜(v, z) as (9.3), and a map τ˜ (v) as (9.4), and a polynomial P˜v as (9.5) and
(9.6). By induction hypothesis,
(9.8) Tq−1(z1, xp+1, · · · , xn) =
∏
v∈V˜
P˜v.
Let aj = h(xj), (Cj,Dj) = Φ(xj) and Nj be the size of (Cj ,Dj) for j = 1, . . . , p. Denote
a = (a1, . . . , ap). Firstly, we claim that
(9.9) τ (v) = τ˜ (v) ◦
z1 7→ p∏
j=1
x
ajNj
j
 , for v ∈ V˜ .
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Pick v ∈ V˜ , we always have µ(v, xj) = µ˜(v, xj) for p+ 1 ≤ j ≤ n. If v is an ancestor of
z1, using µ(v, xj) = µ˜(v, z1) · µ(z1, xj) for 1 ≤ j ≤ p, one can easily show that (9.9) holds.
If v is not an ancestor of z1, we have τ (v) = τ˜ (v) and (9.9) holds since z1 is not involved
in τ˜ (v). The claim is proved.
Now we consider the relations between Pv and P˜v for v ∈ V˜ .
If v = z1, since z1 is a top of Γq−1, we have P˜v = P˜z1 = Cz1(z1), where (Cz1 ,Dz1) =
Φ(z1). Then
(9.10)
Pz1 = Cz1
(∏p
j=1 x
ajNj
j
)
L
δ(z1)
a (x
N1
1 , . . . , x
Np
p )
=
(
P˜z1 ◦ (z1 7→
∏p
j=1 x
ajNj
j )
)
· L
δ(z1)
a (x
N1
1 , . . . , x
Np
p ).
If v ∈ V˜ \ {z1}, we claim that
(9.11) Pv = P˜v ◦
z1 7→ p∏
j=1
x
ajNj
j
 .
If v ∈ {xp+1, . . . , xn}, we have Pv = P˜v = Cv(v), then (9.11) holds since z1 is not
involved in P˜v . If v ∈ V˜ \ {z1, xp+1, . . . , xn}, denote the offsprings of v by y1, · · · , ym,
which are nodes of V˜ . Set b = (h(y1), · · · ,h(ym)), and let Mi be the size of Φ(yi) for
1 ≤ i ≤ m. Since
Pv = Cv(τ (v))L
δ(v)
b (τ
M1(y1), · · · , τ
Mm(ym)),
P˜v = Cv(τ˜ (v))L
δ(v)
b (τ˜
M1(y1), · · · , τ˜
Mm(ym)),
we obtain (9.11) by (9.9). The claim is proved. Therefore,
Tq(x1, . . . , xn)
=
p∏
j=1
Cj(xj) · L
δ(z1)
a (x
N1
1 , . . . , x
Np
p ) · Tq−1
 p∏
j=1
x
ajNj
j , xp+1, . . . , xn

=
p∏
j=1
Pxj · L
δ(z1)
a (x
N1
1 , . . . , x
Np
p ) ·
∏
v∈V˜
P˜v ◦ (z1 7→
p∏
j=1
x
ajNj
j ) (By (9.8).)
=
 p∏
j=1
Pxj
Lδ(z1)a (xN11 , . . . , xNpp ) · P˜z1 ◦ (z1 7→ p∏
j=1
x
ajNj
j )
 ∏
v∈V˜ \{z1}
Pv
 (By (9.11).)
=
∏
v∈V
Pv. (By (9.10).)
Similarly, we can prove that Jq(x1, · · · , xn) =
∏
v∈V Qv. The theorem is proved. 
Remark 9.2. The above theorem shows that the N∗-pair generated by a weighted tree is
independent of the extension sequence (9.2) of the tree (V,Γ).
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φ
y1 x4
x1 x2 x3
Figure 1. Weighted tree
9.4. An example.
Example 9.1. Let Γ be a tree with node set
V = {φ, y1, x1, x2, x3, x4}
where φ is the root and xj , 1 ≤ j ≤ 4, are the tops, see Figure 1. Set the initial N-pair to
be
T0(φ) = 1 + φ
2, J0(φ) = (1 + φ)
∞∑
k=0
φ4k;
and the weight of the tree is given by Table 1. Set
The function h and Φ:
node y1 x4 x1 x2 x3
h 2 3 1 1 1
C {0, 2} {0, 2} {0} {0} {0}
D {0, 1} {0, 1} {0} {0} {0}
N 4 4 1 1 1
The map δ:
node φ y1
δ 0 0
Table 1. The three maps of the weight
V0 = {φ}, V1 = {φ; y1, x4}, V2 = {φ; y1, x4;x1, x2, x3}.
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Let (Vj ,Γj), j = 0, 1, 2, be the neat subtrees. The N
∗-tile T1 corresponding to the subtree
(V1,Γ1) is:
F1(y1, x4) = 1 + (y
2
1x
3
4)
2 = 1 + y41x
6
4;
T1(y1, x4) = (1 + y
2
1)(1 + x
2
4)(1 + y
16
1 x
24
4 ).
The N∗-tile T2 corresponding to the tree (V2,Γ2) is:
T2(x1, x2, x3, x4)
= 1 · 1 · 1 · (1 + (x1x2x3)
2) · (1 + x24) ·
(
1 + (x1x2x3)
16x244
)
.
= Px1 · Px2 · Px3 · Py1 · Px4 · Pφ
9.5. Proof of Theorem 1.2. If (T,J ) is an N-pair, we set the node set V = {φ} and
the edge set to be the empty set, and set the initial pair to be (T,J ). Apparently this
weighted tree generates (T,J ).
In general, since (T,J ) is a finite extension of an N-pair (T0,J0) (by Theorem 1.1), to
prove the theorem, we need only show that if an N∗-pair (T,J ) can be generated by a
weighted tree, then so does an N∗-pair which is a one step extension of (T,J ) (of the first
type or the second type).
Let (T,J ) be a primitive N∗-pair generated by a tree (V,Γ) with weight ((T0,J0), δ,h,Φ).
Denote the tops of (V,Γ) by y1, . . . , yp. Let (T
∗,J ∗) be a one step extension of (T,J ).
Without loss of generality, we assume that the extension is applied to the variable y1. We
denote y = (y1, . . . , yp) and y¯ = (y2, . . . , yp).
Case 1. (T ∗,J ∗) is a first type extension of (T,J ). In this case, we have
T ∗(y) = C(y1)T (y
N
1 , y¯), J
∗(y) = D(y1)J (y
N
1 , y¯),
where (C,D) is an {0, . . . , N−1}-pair. Denote Φ(y1) = (Cy1 ,Dy1). Now we define a weight
of (V,Γ) to be ((T0,J0), δ,h,Φ
′) where
Φ′(v) =
{
Φ(v), if v 6= y1;
(C +NCy1 ,D +NDy1), if v = y1.
Then one can check easily that (T ∗,J ∗) is generated by the tree (V,Γ) with this new
weight.
Case 2. (T ∗,J ∗) is a second type extension of (T,J ). Assume that
T ∗(z1, . . . , zm, y¯) = L
τ
b(z1, . . . , zm)T (z
b1
1 · · · z
bm
m , y¯),
J ∗(z1, . . . , zm, y¯) = L
1−τ
b (z1, . . . , zm)J (z
b1
1 · · · z
bm
m , y¯),
where b = (b1, . . . , bm) > 0 and τ ∈ {0, 1}.
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Now we set V ′ = V ∪ {z1, . . . , zm}, and let Γ
′ be the edge set obtained by adding the
edges [y1, zj ], j = 1, . . . ,m to Γ. We define a weight ((T0,J0), δ
′,h′,Φ′) of (V ′,Γ′) as
follows:
(i) Set δ′(v) = δ(v) for v 6= y1 and v is not top of V
′, and set δ′(y1) = τ ;
(ii) Set h′(v) = h(v) if v ∈ V , and set h′(zj) = bj for j = 1, . . . ,m;
(iii) Set Φ′(v) = Φ(v) if v ∈ V \ {φ}, and for j ∈ {1, . . . ,m}, set Φ′(zj) = ({0}, {0}) to
be the trivial interval pair.
One can check easily that (T ∗,J ∗) is generated by the tree (V ′,Γ′) with weight ((T0,J0),
δ
′,h′,Φ′). The theorem is proved. ✷
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