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Abstract
The inquiries to return predictability are traditionally limited to conditional
mean, while literature on portfolio selection is replete with moment-based
analysis with up to the fourth moment being considered. This paper devel-
ops a distribution-based framework for both return prediction and portfolio
selection. More specifically, a time-varying return distribution is modeled
through quantile regressions and copulas, using quantile regressions to ex-
tract information in marginal distributions and copulas to capture depen-
dence structure. A preference function which captures higher moments is
proposed for portfolio selection. An empirical application highlights the ad-
ditional information provided by the distributional approach which cannot
be captured by the traditional moment-based methods.
Keywords: Return predictability, quantile regression, copula, portfolio
selection
1. Introduction
Return predictability is of profound importance in many fields of finance
such as asset pricing and portfolio management, and hence has been one
of the most researched areas in finance for decades. The economic method
employed in a typical study on return predictability is a predictive regres-
sion which is an ordinary least squares (OLS) regression of returns on lagged
predictor variables. The use of predictive regressions to describe relations be-
tween returns and predictor variables implicitly assumes that the predictor
variables have homogenous effects across the distribution of returns. This is
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a over-stringent assumption, as this paper will show later, and often yields a
incomplete and even misleading picture of variable effects on returns. Fur-
thermore, the use of predictive regressions can only offer a conditional mean
view. Return predictability should be more than the first moment.
Cenesizoglu & Timmermann (2008) are amongst the first ones to ex-
tend the predictability inquires from the mean to the full distribution. They
study the predictability of the distribution of the S&P500 Index returns using
lagged predictor variables. By employing a quantile regression framework,
they find significant predictability, both in sample and out-of-sample, of the
entire stock return distribution. However, they only consider a single as-
set return distribution, whereas the joint asset return distribution is critical
in economics and finance. This is especially the case for portfolio manage-
ment as almost all investment decisions involve more than one asset. It is
therefore of great importance to investigate multiple assets and their joint
distributions.
Pedersen (2010) also uses quantile regressions to examine the predictabil-
ity of the distributions of the S&P500 Index and the US 5-year treasure
bonds. He proposes to model the joint asset return through the use of mul-
tivariate quantile regression, i.e., a single regression model with more than
one outcome variable. Although the multivariate quantile regression can
yield some insights into the joint asset returns, it has disadvantages. The
parameter estimation for multivariate quantile regression is challenging, es-
pecially computationally, as the estimates are often unstable and not unique.
Additionally, constructing a joint distribution using multivariate quantile re-
gression is not a straightforward task. It involves estimation of a sufficiently
fine grid of multidimensional quantiles of which the computational intensity
increases exponentially with the number of dimensions.
The research in return distribution predictability only just starts. This
paper aims to provide insights into this new area with a threefold purpose.
First, it complements the literature on return distribution predictability by
providing further empirical evidence using two broad-based indices: the Rus-
sell 1000 Index and the US Aggregate Bond Index. Compared to the S&P 500
Index and the 5-year Treasure bonds studied by Cenesizoglu & Timmermann
(2008) and Pedersen (2010), these two broad-based indices are more compre-
hensive and unbiased barometers for the US stock and bond markets. Given
their wide recognition in investment communities, predictability of these in-
dices has academic value as well as significant economic value to investors.
The empirical analysis involves regressing monthly returns of the stocks and
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bonds on a range of economic state variables in a quantile regression setup.
A number of the economic state variables considered show significant but
heterogenous effects on various parts of the return distributions. This is
especially pronounced for the bond returns.
Second, this paper proposes a general and flexible framework to model
the joint return distribution. The building blocks of the framework are quan-
tile regressions and copulas. The new framework hinges on quantile regres-
sions for marginal return distributions and a copula for dependence structure
across asset returns. This quantile-copula framework is demonstrated to be
convenient and flexible to model a joint distribution while, at the same time,
capturing any non-Gaussian characteristics in both marginal and joint re-
turns. It also remains tractable even when several assets are considered. Im-
portantly, the well-developed copula theory is a more convenient vehicle for
analysis than the less-developed multivariate quantile regression approach.
Last, the paper makes an initial attempt to explore implications of the re-
turn distribution predictability on portfolio management. To make a full use
of the conditional return distribution modeled through the quantile-copula
approach, the Omega measure proposed by Shadwick & Keating (2002) is
modified and used as a preference function. This preference measure captures
the full joint return distribution information and portfolio selection under the
proposed measure is intuitively appealing and empirically implementable.
The reminder of the paper is organized as follows. Section 2 provides
rationale on using quantile regressions for return prediction and introduces
the quantile-copula approach for joint return modeling. Section 3 discusses
a distribution-based framework for portfolio selection and proposes a pref-
erence function for the purpose. A detailed description of the stock and
bond data is given in Section 4. Section 5 presents the empirical findings
and Section 6 concludes. Appendix A describes the optimization algorithm
used, while Appendix B provides the functional forms of the copula models
considered.
2. Joint Return Distribution Modeling
2.1. Marginal Distribution by Quantile Regressions
In the past few decades, a great deal of research on return predictability
has been dedicated to predictive regressions under Gaussian conditions. A
typical predictive regression is to regress the return rt+1 on a lagged predictor
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variable xt,
rt+1 = β0 + β1xt + ǫt+1, (1)
where ǫt+1 is a return innovation which follows a normal distribution N(0, σ).
If Ft is the information available at time t and Φ is a standard normal
cumulative distribution, then the implied τ -th conditional quantile of rt+1 by
the model (1) is
Qτ (rt+1|Ft) = β0 + β1xt + σΦ−1(τ) ≡ β0,τ + β1xt, τ ∈ (0, 1),
where Φ−1(τ) is the τ -th quantile of a standard normal distribution. Across
the distribution of rt+1, the only parameter that changes with τ is the location
β0,τ which is determined solely by the mean effect β0 and the standard error
of the innovation (or conditional volatility) σ. Therefore, despite the linear
regression model (1) being designed only to capture the conditional mean
effect, in an ideal Gaussian world it provides a complete view of the future
return.
In real life, however, a single mean curve and the associated conditional
volatility are rarely adequate summaries of the relationship between returns
and covariates. Stock returns are commonly observed to exhibit non-Gaussian
features. By replacing the Gaussian distribution assumption with a general
distribution Fǫ for the return innovation ǫt+1, even in the simplest case in
which the covariate effect is constant across all quantiles, the τ -th conditional
quantile of rt+1,
Qτ (rt+1|Ft) = β0 + F−1ǫ (τ) + β1xt,
is no longer determined solely by the mean effect and conditional volatility.
Instead it involves estimation of the distribution Fǫ.
Furthermore, there is no compelling theoretical reason to believe that β1
should be constant across quantiles. If some of the slope coefficients change
with the quantile τ , then this is indicative of some form of heteroscedasticity.
This can occur when predictor variables not only affect the conditional mean,
but are also linked to the conditional variance (as is often the case in finance
applications). An example is given below. Suppose
rt = β0 + β1xt−1 + σtǫt,
σt = γ0 + γ1xt−1,
where γ1 measures the effect of xt−1 on the volatility σt. This specification
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implies that the τ -th quantile takes the following form:
Qτ (rt|Ft−1) = β0 + γ0F−1ǫ (τ) + (β1 + γ1F−1ǫ (τ))xt−1 ≡ β0,τ + β1,τxt−1.
Therefore, if a variable correlates positively with the volatility (γ1 > 0), the
slope coefficient increases as τ increases from 0 to 1. A reverse pattern should
arise for variables correlating negatively with the volatility (γ1 < 0).
Compared with the predictive regression (1), the quantile regression model
Qτ (rt+1|Ft) = β0,τ + β1,τxt + ǫt+1, τ ∈ (0, 1), (2)
provides a “distributional” perspective and is able to capture heterogenous
effects of predictor variables on returns. It is also less stringent, with the only
assumption on ǫt+1 being Fǫ(0) = τ . By varying τ from 0 to 1, a complete
picture of covariate effect on return distribution is obtained instead of just
a conditional mean view. The recent literature sees an increasing use of the
quantile approach to financial problems (see for example, Cenesizoglu &
Timmermann, 2008; Pedersen, 2010; Kuan et al., 2012).
Following the seminal work of Koenker & Bassett Jr (1978, 1982), the pa-
rameter estimate of βτ = (β0,τ , β1,τ )
T is obtained by minimizing the following
loss function,
L(βτ ) = T
−1
T∑
t=1
ρ(rt+1 −Qτ (rt+1|Ft, βτ )), (3)
where
ρ(u) =
{
(1− τ)|u| if u ≤ 0
τ |u| if u > 0 .
A comprehensive introduction to quantile regression is presented in Koenker
(2005). The parameters are estimated using the linear programming pro-
posed by Koenker & d’Orey (1987). Standard errors can be easily obtained
by the induced smoothing method suggested by Wang et al. (2009). This
standard error estimation method eliminates unsmoothness in quantile esti-
mation functions and is more robust and less computationally intensive than
widely used bootstrap methods.
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2.2. Dependence by Copulas
A copula is a multivariate function with one-dimensional margins being
uniform on [0, 1]. The fundamental theorem in copula theory is that of Sklar
(1959).
Theorem 2.1. (Sklar’s Theorem, 1959): Let F be an a distribution function
on Rk with one-dimensional distribution F1, · · · , Fk. Then there is a copula
C such that
F (x1, · · · , xk) = C(F1(x1), · · · , Fk(xk)). (4)
If F is continuous, then C in (4) is unique and is given by
C(u1, · · · , uk) = H(F−11 (u1), · · · , F−1k (uk))
for u = (u1, · · · , uk) ∈ Rk, where F−1i (ui) = inf{x : Fi(x) ≥ ui}, i = 1, · · · , k.
Conversely, if C is a copula on [0, 1]k and F1, · · · , Fk are distribution func-
tions on R, then the distribution function defined in (4) is a distribution
function on Rk with one-dimensional margin F1, · · · , Fk.
Sklar’s theorem states that a joint distribution can be expressed in terms
of its respective marginal distributions and a dependence function C that
binds them together. In other words, copulas can be used to piece together
joint distributions when only marginal distributions can be specified. There-
fore, combining non-parametric marginal distributions modelled by quantile
regressions and a dependence structure modelled by a copula, a joint return
distribution can be easily obtained.
3. Portfolio Selection With Conditional Return distributions
Return predictability is especially pertinent to portfolio selection. For
individual investor with a given utility, portfolio selection is essentially a
comparison of the future investment return distributions. However, the dif-
ficulty in obtaining joint return distributions often leads to approximate the
distributions with a few individual moments. This leads to a large body
of literature focusing on moment-based analysis of portfolio selection. For
example, the classic mean-variance analysis by Markowitz (1952) uses the
first two moments of the distribution of returns. Researchers have also stud-
ied portfolio selection under three-moments, mean-variance-skewness port-
folio selection (see for example, de Athayde & Floˆres, 2004; Briec et al.,
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2007; Menc´ıa & Sentana, 2009), and four-moments, mean-variance-skewness-
kurtosis portfolio selection (see for example, Jurczenko et al., 2006; Guidolin
& Timmermann, 2008).
Despite the tractability and economic appeal of such moment-based port-
folio selection, Brockett & Kahane (1992) pointed out that investors do not,
in general, have preferences that can be translated into a function of the
first N moments of the return distribution. Further, the use of individual
moments for portfolio selection ignores the fact that portfolio characteristics
are jointly defined by all high moments instead of a few individual moments.
Statistically, it is also extremely difficult to establish that an effect is caused
by, say the third moment as opposed to all moments of order three or higher.
This strongly suggests that any portfolio selection approach based on a few
individual moments is myopic.
With the proposed quantile-copula approach, obtaining a conditional
probability distributions is feasible. This section aims to extend the con-
ventional moment-based portfolio selection to a distribution-based exercise.
To achieve this goal, care should be placed on preference function choice to
ensure it can capture high moments in returns. The quadratic preference
used in the mean-variance portfolio selection is not appropriate as it only
takes account the first two moments in a distribution. While there are many
utility functions for this task, a special interest is given to the Omega measure
proposed by Shadwick & Keating (2002) here.
Given a minimum required rate of return or benchmark return, L, in the
sense that a return above L is considered as a gain and a return below as a
loss, the Omega measure is defined as
Ω(L) =
E[max(r − L, 0)]
E[max(L− r, 0)] =
∫
∞
L
1− F (r)dr∫ L
−∞
F (r)dr
, (5)
where F (r) is the cumulative distribution function of the return r. Shadwick
& Keating (2002) describe the Omega function as a probability adjusted
ratio of gains to losses and state that, for a benchmark L, the simple rule of
preferring more to less implies that an asset with a high value of Omega is a
better investment than one with a lower value.
The Omega measure provides a succinct summary of financial perfor-
mance/risk of a portfolio. It captures all the higher moments of a distri-
bution. The Omega measure also takes into account the benchmark return
against which a given outcome will be viewed as a gain or a loss. Even in
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the case in which returns are normally distributed, this provides additional
information which mean and variance alone do not encode.
However, the Omega measure places a symmetric preference for devia-
tions from the benchmark return. Investors, more often, as suggested by the
prospect theory (Kahneman & Tversky, 1979), have an asymmetric prefer-
ence for gains and losses. A risk seeker may tend to be lured by a large
potential gain and underestimate risk. Meanwhile, a conservative investor
views losses more seriously and may be willing to trade some of their average
returns for a decreased chance that they will experience a large loss. Taking
this asymmetric preference into consideration, it is appropriate to generalize
the Omega function (5) as
GΩ(L, λ) = log(E[max(r − L, 0)])− λlog(E[max(L− r, 0)]), λ > 0, (6)
where λ is a loss aversion parameter. The loss aversion parameter λ < 1
corresponds to risk seekers, and λ > 1 applies to risk averse investors. When
λ = 1, GΩ is the log-version of the Omega, and maximizing it is equivalent
to maximizing Omega. This proposed measure GΩ is also closely related to
the regret-reward measures U(L, λ) = E[max(r − L, 0)]− λE[max(L− r, 0)]
studied by Dembo and his colleagues (see, for example, Dembo & Rosen,
1999; Dembo & Mausser, 2000). However, the regret-reward measures breaks
down when λ = 1 as E[max(r−L, 0)]−E[max(L−r, 0)] = E(r)−L becomes
a constant.
Optimization performed on measures such as the generalized Omega (6)
under distributions other than normal may lead to a rough and even dis-
continuous objective surface which can no longer be handled by linear or
quadratic programming. This paper employs a popular heuristic optimiza-
tion technique called threshold accepting algorithm for asset allocation so-
lutions. Details of the algorithm are given in the Appendix A. Gilli et al.
(2006) and Gilli & Schumann (2010) provide a more general and detailed
exposition on applying the algorithm on portfolio selection.
4. Data Description
This section presents the data sets used to examine the predictability of
stock and bond return distributions. Two broad-based indices are chosen to
represent stock and bond returns. They are the Russell 1000 Index, which
is constructed and maintained by Russell Investments; and the US Aggre-
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gate Bond Index, which has been constructed by the now-defunct Lehman
Brothers and is currently maintained by Barclays Capital. Compared to the
commonly used stock index, the S&P 500 Index, the Russell 1000 Index offers
a more comprehensive representation of the US stock market, while the US
Aggregate Bond Index is a well-recognized barometer for investment-grade
bonds being traded in the US. The details of the data sets are listed below.
Stock Data
Monthly stock returns are the simple returns on the Russell 1000 In-
dex, including dividends, from 1979:01 to 2011:02, where the starting date
is dictated by data availability. Eleven predictor variables are considered as
potential candidates to predict the return distribution. These variables fall
into two broad categories.
• Index characteristic variables from the Russell Investments.
∗ Cross-sectional volatility (cv), 1996:07 to 2011:02. It measures the
cross-sectional return dispersion of the components in the Russell
1000 Index.
∗ Dividends yield (dy), available at quarterly frequency from 1979:03
to 1986:12 and monthly frequency from 1987:01 to 2011:02. It is
calculated as the 12-month moving sum of dividends paid on the
Russell 1000 Index divided by the index level.
∗ Price-to-book ratio (p/b), 1986:12 to 2011:02. It is calculated
as the cap-weighted sum of the index components’ price-to-book
ratios.
∗ Price-to-earnings ratio (p/e), 1986:12 to 2011:02. It is calcu-
lated as the cap-weighted sum of the index components’ price-
to-earnings ratios. Negative earnings are excluded from the cal-
culation.
∗ Earnings-per-share growth forecast (epsgf), 1986:12 to 2011:02. It
is calculated as the cap-weighted sum of the index components’
I/B/E/S consensus earnings-per-share growth rates in the long
term (typically five years).
• Broad market variables.
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∗ Market volatility (vix), 1990:01 to 2011:02. It measures the mar-
ket’s expectation of stock market volatility over the next 30-day
period. The index is calculated and disseminated by the Chicago
Board Options Exchange.
∗ Three-month T-Bill rate (tbl3m), 1979:01 to 2011:02. It is from
the economic research database at the Federal Reserve Bank at St.
Louis (FRED). The 3-month T-Bill secondary market rate serves
as a proxy for expectations of future economic activity.
∗ Inflation (infl), 1979:01 to 2011:02. It is the last 12-month rate
change of the Consumer Price Index. The Consumer Price Index
(All Urban Consumers) is from the Bureau of Labor Statistics.
Because inflation is released in the following month, there is a
one-month lag before using it in the monthly regressions.
∗ Default Yield Spread (dfy), 1979:01 to 2011:02. It is the differ-
ence between BAA- and AAA-rated corporate bond yields. The
corporate bond yields are from FRED. The default yield spread
captures the effect of default premium, which tracks the long-term
business cycle conditions, higher during recessions and lower dur-
ing expansions.
∗ Term spread (tms), 1979:01 to 2011:02. It is approximated by
the difference between the yields on 10-year Treasuries and 3-
month Treasuries. The yields on 10-year Treasuries again are from
FRED.
∗ Consumer sentiment index (cs), 1979:01 to 2011:02. It is from
Datastream. The index is constructed by University of Michigan.
Bond Data
The monthly bond returns are the simple returns on the US Aggregate
Bond Index from 1976:01 to 2011:02, where the starting date is dictated
by data availability. As for the predictor variables, five of the broad market
variables described above, tbl3m, infl, dfy, tms and cs, are also used to predict
bond returns. To match with the bond data, the time series of the these
states variables are from 1976:01 to 2011:02 for tbl3m, infl, dfy and tms, and
from 1978:01 to 2011:02 for cs due to data availability. Researchers have
also identified exchange rate change as a risk factor in bond returns (see,
for example, Chow et al., 1997). Following their insights, a trade-weighted
exchange rate is also considered for predicting the bond return.
10
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• Trade Weighted Exchange Index (twex), 1976:01 to 2011:02. It is from
FRED. The Trade Weighted Exchange Index is a weighted average of
the price of various currencies relative to the dollar, which accurately
reflects the strength of the dollar relative to other world currencies.
Table 1 reports descriptive statistics for the stock and bond returns as
well as the predictor variables. The stock and bond returns possess typi-
cal features of asset returns. Mean (annualized) returns are 12.42% for the
stocks and 8.15% for the bonds; both series exhibit leptokurtosis but the
stock returns have negative skewness while the bond returns display positive
skewness. Annualized volatilities are 15.69% for the stock and 5.67% for
the bond. The Jarque-Bera statistic strongly rejects the hypothesis of nor-
mal distribution for both asset returns as well as all the predictor variables
considered.
[Insert Table 1 here]
5. Empirical Findings
5.1. Univariate Quantile Regression
Following the convention, the mean effects of the predictor variables were
first examined using the linear regression model (1) on the full sample. Table
2 reports the estimated slope coefficients by the OLS for both the stock and
the bond. The distribution predictability was then investigated using the
quantile regression model (2), also on the full sample. Table 3 presents the
coefficient estimates of the predictor variables at the eleven chosen quantiles
ranging from 0.05 to 0.95.
[Insert Table 2 here]
[Insert Table 3 here]
For stock returns, most of the predictor variables considered appeared
to have little ability to predict the mean of the stock return according to
the OLS estimates. However, according to the quantile regression, six out
of the eleven variables, namely, cv, dy, p/e, epsg, dfy and vix, showed non-
negligible effects on various parts of the return distribution. To gain some
intuition, Figure 1 shows the effects of these six variables at a finer quantile
grid. Each plot in the figure depicts one variable coefficient in the quantile re-
gression model. The solid line with filled dots represents the point estimates,
βˆ1j,τ : τ = 0.05, 0.1, 0.15, · · · , 0.95 for the j-th variable, j = 1, · · · , 6. The
shaded gray area depicts 90% pointwise confidence bands. Superimposed on
11
AC
CE
PT
ED
 M
AN
US
CR
IP
T
ACCEPTED MANUSCRIPT
the plot is a dashed line representing the OLS estimate of the mean effect
of the variable, with two dotted lines again representing a 90% confidence
interval for this coefficient. The solid horizontal line is the zero line. The
horizontal axis lists quantiles running from 0.05 through 0.95.
[Insert Figure 1 here]
If assumptions for the standard linear regression model hold, the quantile
slope estimates should fluctuate randomly around a constant level, with only
the intercept parameter systematically increasing with τ . However, none of
the slope estimates of the six variables could be described as random fluctu-
ations here. In fact, the quantile slope estimates of the variables such as cv,
dfy and vix followed a systematic pattern with negative values in the left tail
and positive values in the right tail. These three variables were significant in
the tail parts of the distribution, but little impact in the middle. It seemed
that large positive and negative impacts of the variables in the tails canceled
each other out and led to barely significant results from the conditional mean
estimates as indicated by the OLS estimates. The variable dy appeared to
have a significant positive effect in the lower tail, which means the worst-case
scenarios of the stock return can be somewhat mitigated as dividend yield
increases. Two earnings-related variables, p/e and epsgf, showed overall neg-
ative effects which affected the middle parts of the distribution significantly.
As for the bond, the conditional mean seemed to be more predictable than
that of the stock as more variables were identified significant by the linear
regression. Moreover, all six variables considered contributed to predicting
the distribution. Same as above, Figure 2 presents an intuitive summary of
the quantile regression results.
[Insert Figure 2 here]
The OLS estimate, again, was far from an adequate summary of the
variable effects. The slope estimates of the variables, tbl3m, infl, dfy and
twex systematically increased with τ . While both the OLS and quantile
results indicated that increase of tms would likely increase bond return, the
quantile results told a more detailed story of how it affected bond return.
The variable tms affected the lower to middle quantiles significantly, but not
the upper part of distribution. The effect of consumer sentiment was mainly
in the left tail.
In summary, for both the stocks and bonds, the heterogeneous effects
of the state variables on the returns are self-evident. It does not matter
whether the heterogeneity arises from the volatility channel, as discussed
in Section 2.1, or from more complicated channels, the quantile regression
12
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analysis provides a much richer picture than the conditional mean approach.
5.2. Marginal Distributions
Two sets of variables are identified in the univariate analysis above to be
useful in predicting return distribution: cv, dy, p/e, epsg, dfy and vix for the
stock return and tbl3m, infl, dfy, tms, cs and twex for the bond return. To
get a good return distribution forecast using the information available at the
end of the February, 2011, this paper used an equal-weighted combination of
the forecasts from each of the univariate quantile models:
Q∗τ =
1
n
n∑
i=1
Qiτ , i = 1, 2, · · · , 6, (7)
where Qiτ is the conditional τ -th quantile associated with the univariate
model i. This equal-weighted combination was applied to both the stocks
and bonds. The use of the forecast combination is based on the following
two reasons. Firstly, a “kitchen sink” model that incorporates all variables
into a multiple regression model does not seem to work well in practice.
Gains from using more variables in regression are likely to be outweighed
by increasing parameter uncertainty. Indeed, Rapach et al. (2010) find that
the multivariate regression model performs worse than univariate predictive
regression models in the case of forecasting equity premium. Secondly, the
forecasting literature often indicates that a simple averages have proved dif-
ficult to outperform in a variety of settings in economics and finance (see for
example, Timmermann, 2006).
In order to get a distribution forecast for the returns in March 2011, a
sufficiently fine grid of quantiles needs to be estimated. For this purpose,
a software package developed by Koenker 1 was used to automatically find
all τ values at which the parameter estimates change. With these estimated
quantile functions, the inverse cumulative distribution functions for both the
stock and bond returns were constructed. In order to get empirical return
distributions, 100,000 random returns for both the stocks and bonds were
generated. This was achieved by inverse transform sampling. First, a random
number u from the standard uniform distribution in the interval [0, 1] was
1A quanitle regression package in R is available at
http://www.econ.uiuc.edu/ roger/research/rq/rq.html.
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generated. Then, the closest quantile τ to u at which a solution existed
was found, and the corresponding return was computed. This return was
regarded as the random number drawn from the distribution described by
the quantile functions. For both the stocks and bonds, the above process was
repeated 100,000 times to get 100,000 random returns.
The conditional stock return distribution at the end of February 2011
based on the 100,000 samples has mean 0.011, standard error 0.040, skew-
ness -0.644 and excess kurtosis 1.178. Compared with the unconditional
distribution summarised in Table 1, the conditional return is of higher mean,
lower volatility, slightly lower downside risk and smaller excess kurtosis. Fig-
ure 3 depicts the conditional distribution of the stock returns (the solid line).
The superimposed dash line is a normal distribution with the same mean and
standard error as the stock returns. Using the normal distribution to approx-
imate the conditional stock return distribution will result in underestimating
downside risk and overestimating upside potential.
[Insert Figure 3 here]
The conditional bond return distribution at the end of February 2011
based on the 100,000 samples has mean 0.004, standard error 0.010, skewness
-0.477 and excess kurtosis 2.729. Compared with the unconditional bond
distribution summarised in Table 1, the conditional return is of lower mean,
lower volatility but larger downside risk and smaller excess kurtosis. Figure 4
depicts the conditional distribution of the bond returns (the solid line). Again
the dash line is a normal distribution with the same mean and standard error
as the bond returns. Compared with the normal distribution, the conditional
distribution of the bond returns has fatter tails and more concentrated mass
in the middle of the distribution.
[Insert Figure 4 here]
5.3. Dependence of Stock and Bond
The Spearman correlation of the stock and bond returns for the period
from 1979:01 to 2011:02 is 0.230. Any further anticipation of independence
of the two series can be erased by a simple linear regression. By regressing
the monthly stock return at time t on the corresponding bond returns at
time t, a highly significant slope coefficient 0.608 with standard error 0.133
is obtained. This strongly suggests that two returns are not independent.
The two most frequently used copula families, elliptical and Archimedean
copulas, are employed for modeling the dependence of the stock and bond
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returns. The copulas considered from the elliptical family include the Gaus-
sian copula and the Student’s t copula. The copulas considered from the
Archimedean family include the Clayton, Frank, Gumbel and Ali-Mikhail-
Haq copula (AMH). Their detailed functional forms are given in Appendix
B.
In the case of uniform marginal, the copula is equivalent to the joint
cumulative distribution function. The model parameters can thus be esti-
mated using the maximum likelihood method. Table 4 reports the copula
fitting results, including the log-likelihood values and parameter estimates.
The degree of freedom of the Student’s t copula is estimated to be 10.6. It
can be seen that the Gumbel copula attained the greatest log-likelihood value
amongst all copulas considered. Hence the Gumbel copula will be used to
model the joint distribution of the returns. The implication of the Gumbel
copula is that the stock and bond returns exhibit strong right-tail dependence
and relatively weak left-tail dependence.
[Insert Table 4 here]
5.4. Optimal Portfolios
The asset allocation between the stocks and bonds were carried out us-
ing the joint distribution modeled by the quantile regression and the Gum-
bel copula, the GΩ measure and the threshold accepting optimization tech-
nique. Four values of the loss aversion parameter were considered, namely
λ = 1, 1.2, 1.4 and 1.6, corresponding to an increasing loss aversion toward
portfolio selection. Firstly, n = 100, 000 independent paired random numbers
are generated from the estimated Gumbel copula and denoted as (ui, vi), i =
1, 2, · · · , n. Denote the cumulative distribution functions of the stocks and
bonds as Fs and Fb respectively, which are obtained using (7). Then n pairs
of returns for the stocks and bonds can be generated by rs,i = F
−1
s (ui) and
rb,i = F
−1
b (vi), for i = 1, 2, · · · , n. These generated paired returns are be-
lieved to be a good representation of the joint distribution. It follows that
portfolio selection by maximizing GΩ with the no short selling constraint can
be performed using the 100,000 samples. 2
Figure 5 shows how the stock weights in the optimal portfolios change
with an investor’s benchmark return. The benchmark returns span from 0 to
2Several more sets of 100,000 returns samples were also generated, on which the optimal
weights hardly differed. Therefore, the sample size 100,000 is adequate to obtain a stable
solution.
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1.2%, covering a few important numbers, including the risk-free rate at the
end of February, 2011 (0.011%), the expected future stock return (1.073%)
and the expected future bond return (0.374%). The first pronounced feature
is that the optimal weight in the stock increases with the investor’s bench-
mark return. It is hardly surprising. As the required return level increases,
it leaves no option but to hold more and more assets which can offer more
upside potential, in this case, the stock. Besides the required return, the
investor’s attitude toward loss also plays a big role in allocating the assets.
For a given benchmark return, the more loss-averse the investor is, the less
inclined he is to hold risky asset. For example, for the benchmark return
L = 0, the stock weights decline from 13.09% to 9.29% as λ increases from 1
to 1.6.
[Insert Figure 5 here]
6. Conclusion
This paper investigates the predictability of the entire stock and bond
return distributions, proposes a flexible approach to model joint return dis-
tribution, and develops a distribution-based approach for portfolio selection.
The empirical study on the US stock and bond data provides strong evidence
of the predictability of the return distributions using the quantile model (2).
Quantile regressions for predicting distributions offer a much richer view of
the return characteristics than could not be achieved by looking exclusively at
conditional mean models. The quantile-copula approach is demonstrated to
be convenient and flexible for modeling a joint distribution. The generalized
Omega measure proposed in the paper is intuitive and allows asymmetric
preference over deviations from a required return. Portfolio selection using
the generalized Omega extends the conventional moment-based portfolio se-
lection to an analysis take account of full underlying distribution information.
The study on return distribution predictability reports strong in-sample
evidence of predictability using single-factor quantile regressions, but leaves
the out-of-sample predictability for future research. This is mainly due to
the short time series of the returns (little more than 30 years). Furthermore,
it is not clear how much weight should be placed on out-of-sample statistics
in judging the predictability of returns. Several authors have argued that
poor out-of-sample performance is not evidence against predictability per se
but only evidence of the difficulty in exploiting predictability with trading
strategies (see for example, Inoue & Kilian, 2005; Cochrane, 2008).
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The distribution-based portfolio selection framework proposed in the pa-
per also generates several interesting directions for future research. First, a
particularly rewarding area for future research is to assess ex-post portfolio
performance using the proposed framework and compare it with traditional
moment-based methods (i.e., the mean-variance analysis). Second, it would
be valuable to investigate alternative utility functions which can also capture
the higher moments for portfolio selection. Third, a natural extension to the
current study is to allocate resources among three or more assets using the
proposed framework. Although modeling joint return distribution of multiple
assets and carrying out the corresponding portfolio selection are theoretically
feasible within the framework proposed, the computational issues arisen from
high dimensionality would be much more challenging.
Acknowledgements
This paper is drawn from my Ph.D. dissertation at the University of Sydney
where I was financially supported by the CMCRC (Capital Markets Coop-
erative Research Centre). I appreciate Russell Investment providing stock
related data. I am especially indebted to Ziqian Huang and Amanda Lin
at Russell Investment for persevering with my endless data inquiries. I am
grateful to Maxwell Stevenson for proof-reading the paper, and to Manfred
Gilli and Enrico Schumann for their help on the heuristic optimization algo-
rithm.
References
de Athayde, G., & Floˆres, R. (2004). Finding a maximum skewness portfolio–
a general solution to three-moments portfolio choice. Journal of Economic
Dynamics and Control , 28 , 1335–1352.
Briec, W., Kerstens, K., & Jokung, O. (2007). Mean-variance-skewness port-
folio performance gauging: a general shortage function and dual approach.
Management Science, 53 , 135–149.
Brockett, P., & Kahane, Y. (1992). Risk, return, skewness and preference.
Management Science, 38 , 851–866.
Cenesizoglu, T., & Timmermann, A. (2008). Is the distribu-
tion of stock returns predictable? Available online at SSRN
http://ssrn.com/abstract=1107185 , .
17
AC
CE
PT
ED
 M
AN
US
CR
IP
T
ACCEPTED MANUSCRIPT
Chow, E., Lee, W., & Solt, M. (1997). The exchange-rate risk exposure of
asset returns. Journal of Business , 70 , 105–123.
Cochrane, J. H. (2008). The dog that did not bark: A defense of return
predictability. Review of Financial Studies , 21 , 1533–1575.
Dembo, R., & Mausser, H. (2000). The put/call efficient frontier. Algo
Research Quarterly , 3 , 13–25.
Dembo, R., & Rosen, D. (1999). The practice of portfolio replication. a
practical overview of forward and inverse problems. Annals of Operations
Research, 85 , 267–284.
Gilli, M., Ke¨llezi, E., & Hysi, H. (2006). A data-driven optimization heuristic
for downside risk minimization. Journal of Risk , 8 , 1–18.
Gilli, M., & Schumann, E. (2010). Distributed optimisation of a portfolio’s
Omega. Parallel Computing , 36 , 381–389.
Guidolin, M., & Timmermann, A. (2008). International asset allocation un-
der regime switching, skew, and kurtosis preferences. Review of Financial
Studies , 21 , 889–935.
Inoue, A., & Kilian, L. (2005). In-sample or out-of-sample tests of predictabil-
ity: Which one should we use? Econometric Reviews , 23 , 371–402.
Jurczenko, E., Maillet, B., & Merlin, P. (2006). Hedge funds portfolio
selection with higher-order moments: a non-parametric mean-variance-
skewness-kurtosis efficient frontier. In E. Jurczenko, & B. Maillet (Eds.),
Multi-moment asset allocation and pricing models (pp. 51–66). John Wiley
& Sons.
Kahneman, D., & Tversky, A. (1979). Prospect theory: An analysis of deci-
sion under risk. Econometrica, 47 , 263–291.
Koenker, R. (2005). Quantile regression. Cambridge University Press.
Koenker, R., & Bassett Jr, G. (1978). Regression quantiles. Econometrica,
46 , 33–50.
Koenker, R., & Bassett Jr, G. (1982). Robust tests for heteroscedasticity
based on regression quantiles. Econometrica, 50 , 43–61.
18
AC
CE
PT
ED
 M
AN
US
CR
IP
T
ACCEPTED MANUSCRIPT
Koenker, R., & d’Orey, V. (1987). Computing regression quantiles. Applied
Statistics , 36 , 383–393.
Kuan, T., Li, C., & Liu, C. (2012). Corporate governance and cash holdings:
A quantile regression approach. International Review of Economics &
Finance, 24 , 303–314.
Markowitz, H. (1952). Portfolio selection. Journal of Finance, 7 , 77–91.
Menc´ıa, J., & Sentana, E. (2009). Multivariate location-scale mixtures of nor-
mals and mean-variance-skewness portfolio allocation. Journal of Econo-
metrics , 153 , 105–121.
Nelsen, R. (2006). An Introduction to Copulas . (2nd ed.). Springer.
Pedersen, T. Q. (2010). Predictable return distributions. Available online at
SSRN http://ssrn.com/abstract=1658394 , .
Rapach, D., Strauss, J., & Zhou, G. (2010). Out-of-sample equity premium
prediction: Combination forecasts and links to the real economy. Review
of Financial Studies , 23 , 821 – 862.
Shadwick, W., & Keating, C. (2002). A universal performance measure.
Journal of Performance Measurement , 6 , 59–84.
Sklar, A. (1959). Fonctions de re´partition a` n dimensions et leurs marges.
Publications de l’Institut de Statistique de l’Universite´ de Paris , 8 , 229–
231.
Timmermann, A. (2006). Forecast combinations. In G. Elliott, C. Granger, &
A. Timmermann (Eds.), Handbook of economic forecasting (pp. 135–196).
Amsterdam, the Netherlands: Elsevier.
Wang, Y.-G., Shao, Q., & Zhu, M. (2009). Quantile regression without the
curse of unsmoothness. Computational Statistics and Data Analysis , 53 ,
3696–3705.
19
AC
CE
PT
ED
 M
AN
US
CR
IP
T
ACCEPTED MANUSCRIPT
T
ab
le
1:
S
u
m
m
ar
y
st
at
is
ti
cs
fo
r
st
o
ck
an
d
b
on
d
d
at
a
se
ts
.
m
ed
ia
n
m
ea
n
st
d
.
er
r
sk
ew
n
es
s
k
u
rt
os
is
m
in
m
ax
J
B
p
-v
al
N
P
an
el
A
:
S
to
ck
19
79
:0
1
–
20
11
:0
2
R
s
0.
01
4
0.
01
0
0.
04
5
-0
.7
14
2.
13
8
-0
.2
17
0.
12
9
10
8.
39
8
0
38
6
cv
6.
99
9
7.
84
4
2.
66
7
1.
22
3
1.
07
2
4.
58
2
18
.0
60
53
.8
08
0
17
6
dy
0.
02
0
0.
02
2
0.
00
8
0.
48
8
-0
.9
00
0.
01
0
0.
04
1
21
.1
94
0
29
1
p/
b
2.
70
6
2.
83
4
0.
88
2
1.
07
1
0.
48
0
1.
57
6
5.
43
0
59
.2
61
0
29
1
p/
e
17
.3
60
17
.8
60
4.
01
7
0.
65
7
0.
06
9
10
.0
30
28
.5
00
21
.2
47
0
29
1
ep
sg
f
0.
12
0
0.
12
6
0.
01
9
1.
55
8
2.
37
8
0.
09
5
0.
19
7
18
9.
66
7
0
29
1
vi
x
19
.4
90
20
.3
90
7.
84
4
1.
56
4
3.
92
8
10
.4
20
59
.8
90
27
2.
63
8
0
25
4
tb
l3
m
0.
05
0
0.
05
4
0.
03
4
0.
68
6
0.
44
3
0
0.
16
3
33
.9
07
0
38
6
in
fl
0.
03
1
0.
03
9
0.
02
9
1.
86
8
3.
59
3
-0
.0
21
0.
14
8
43
7.
80
9
0
38
6
df
y
0.
01
0
0.
01
1
0.
00
5
1.
70
4
3.
37
8
0.
00
6
0.
03
4
37
5.
42
6
0
38
6
tm
s
0.
01
9
0.
01
8
0.
01
3
-0
.5
57
-0
.2
03
-0
.0
26
0.
04
4
20
.6
72
0
38
6
cs
90
.2
50
86
.2
80
13
.2
06
-0
.4
48
-0
.5
97
51
.7
00
11
2.
00
0
18
.5
06
0
38
6
P
an
el
B
:
B
on
d
19
76
:0
1
–
20
11
:0
2
R
b
0.
00
7
0.
00
7
0.
01
6
0.
66
4
6.
30
3
-0
.0
61
0.
11
3
73
9.
57
1
0
42
2
tb
l3
m
0.
05
1
0.
05
4
0.
03
3
0.
68
1
0.
65
3
0
0.
16
3
40
.7
99
0
42
2
in
fl
0.
03
3
0.
04
1
0.
02
9
1.
59
4
2.
74
0
-0
.0
21
0.
14
8
31
4.
64
1
0
42
2
df
y
0.
01
0
0.
01
1
0.
00
5
1.
75
3
3.
67
7
0.
00
6
0.
03
4
45
9.
54
7
0
42
2
tm
s
0.
01
9
0.
01
8
0.
01
3
-0
.6
02
-0
.0
72
-0
.0
26
0.
04
4
25
.7
31
0
42
2
cs
89
.6
50
86
.0
70
13
.0
84
-0
.4
12
-0
.5
92
51
.7
00
11
2.
00
0
16
.9
41
0
39
8
tw
ex
94
.3
10
96
.0
50
14
.3
34
0.
79
9
0.
64
1
70
.3
40
14
3.
90
0
52
.8
49
0
42
2
In
th
e
su
m
m
ar
y
st
at
is
ti
cs
re
p
or
te
d
,
k
u
rt
os
is
re
p
re
se
n
ts
ex
ce
ss
k
u
rt
os
is
,
J
B
st
an
d
s
fo
r
th
e
J
ar
q
u
e-
B
er
a
st
at
is
ti
c,
p
-v
al
is
th
e
p
-v
al
u
e
of
th
e
J
ar
q
u
e-
B
er
a
st
at
is
ti
c
an
d
N
is
th
e
n
u
m
b
er
of
ob
se
rv
at
io
n
s.
T
h
e
to
p
p
an
el
re
p
or
ts
th
e
su
m
m
ar
y
st
at
is
ti
cs
of
th
e
st
o
ck
d
at
a,
w
h
il
e
th
e
b
ot
to
m
p
an
el
th
e
b
on
d
d
at
a.
R
s
an
d
R
b
ar
e
th
e
m
on
th
ly
re
tu
rn
s
of
th
e
st
o
ck
an
d
b
on
d
in
d
ic
es
,
re
sp
ec
ti
ve
ly
.
AC
CE
PT
ED
 M
AN
US
CR
IP
T
ACCEPTED MANUSCRIPT
Table 2: The OLS coefficient estimates of the state variables for both the stock and bond
returns.
Stock Bond
Variable Estimate Variable Estimate
tbl3m 0.0364 tbl3m 0.0677∗∗∗
infl -0.0192 infl 0.0051
dfy 0.1654 dfy 0.3637∗∗
tms 0.0473 tms 0.1039∗
cs -0.0081 cs -0.0027
cv −0.2363∗ twex 0.0209∗∗∗
dy 0.6001∗
p/b -0.3807
p/e −0.1204∗
epsgf −0.2375∗
vix -0.0043
This table reports the mean effects of the economic state variables considered
using the standard linear regression. The coefficient estimates of cs, cv, p/b,
p/e, vix and twex have been multiplied by 100.
∗ indicates significance at the 10% level
∗∗ indicates significance at the 5% level
∗ ∗ ∗ indicates significance at the 1% level
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Table 4: Copula fitting results.
Parameter
Copula Likelihood Estimate Std.err p-value
Gaussian 12.0665 0.2469 0.0443 0
Student’s t 13.5789 0.2457 0.0525 0
Gumbel 13.9588 1.1809 0.0449 0
Clayton 6.6609 0.2312 0.0657 0.0004
Frank 10.8405 1.4694 0.3053 0
AMH 9.6284 0.5414 0.0959 0
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Figure 1: Slope coefficient estimates for stock returns. The solid line with the
filled dots gives the coefficients of state variables estimated from the quantile regression,
with the shaded grey area depicting a 90% confidence interval. The dashed line gives the
OLS estimate of mean effect, with two dotted lines again representing a 90% confidence
interval for this coefficient. The solid horizontal line is the zero effect line. The coefficient
estimates and corresponding confidence bands of cv, p/e and vix have been multiplied by
100.
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Figure 2: Slope coefficient estimates for bond returns. The solid line with the
filled dots gives the coefficients of state variables estimated from the quantile regression,
with the shaded grey area depicting a 90% confidence interval. The dashed line gives the
OLS estimate of mean effect, with two dotted lines again representing a 90% confidence
interval for this coefficient. The solid horizontal line is the zero effect line. The coefficient
estimates of cs and twex have been multiplied by 100.
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Figure 3: Conditional distribution of stock returns forecasted at the end of
Feb, 2011. The mean and standard error of the distribution are 1.073% and 0.0403.
Superimposed on the plot is a dashed line representing the normal distribution with the
same mean and standard error.
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Figure 4: Conditional distribution of bond returns forecasted at the end of
February, 2011. The mean and standard error of the distribution are 0.374% and 0.0103.
Superimposed on the plot is a dashed line representing the normal distribution with the
same mean and standard error.
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Figure 5: Stock weights from maximizing GΩ. The X axis is the benchmark return
(minimum required rate of return) L which spans from 0 to 1.2%. At the end of February,
2011, the risk free rate is 0.011%, the mean forecasted stock return is 1.073% and the
mean forecasted bond return is 0.374%. Different types of lines correspond to different
levels of loss aversion which increases from left to right, namely λ = 1, 1.2, 1.4 and 1.6.
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Appendix A. Details of the threshold accepting optimization pro-
cedure
This appendix briefly presents the threshold accepting algorithm and the
optimization setup used in this paper. For a more general and detailed
exposition, the reader is refereed to the papers of Gilli et al. (2006) and Gilli
& Schumann (2010).
Belonging to the class of local search algorithms, the search of the thresh-
old accepting starts with a random feasible solution and then explores its
neighborhood in the solution space by moving from its current position, ac-
cepting a new solution if and only if it improves the objective function ac-
cording to a certain threshold. The implementation of the algorithm requires
the definition of the search space, the objective function, the neighborhood
and the threshold sequence.
For the two assets allocation problem considered in this paper, the search
space is all the bivariate combination W = (w1, w2) subject to w1 ≥ 0 and
w1 ≥ 0 and w1+w1 = 1 as short selling is not allowed. The objective function
is the negative value of the generalized Omega as defined in Equation (6),
f(w;L, λ) = −GΩ(w;L, λ). The minus sign is due to the optimization being
based on minimization. The neighborhood of a solution wc, N (wc) is defined
using ǫ-spheres:
N (wc) = {xn|xn ∈ W , ‖ xn − xc ‖< ǫ}.
The algorithm of the threshold accepting comprises two main procedures.
1. Generate the threshold sequence ψ which is of length nr, in a descending
order and decreases toward 0. The procedure is as follows.
Randomly choose weights wc ∈ W
for i = 1 : nd do
compute wn ∈ N (wc) and δi = |f(wn)− f(wc)|
wc = wn
end for
compute empirical distribution F of δ based on δi, i = 1, 2, · · · , nd
compute threshold sequence ψk = F
−1(nr−k
nr
), k = 1, 2, · · · , nr
2. Search for the best solution by iterating through all values of ψ.
Randomly generate current solution wc ∈ W
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for i = 1 : nr do
for j = 1 : ns do
Generate wn and compute δ = f(wn)− f(wc)
if δ < ψi, then w
c = wn
end for
end for
wopt = wc
In order to explore the search space more efficiently, the algorithm may be
restarted m times by repeating the above two procedures using different
starting value wc. The final solution is then taken to be the best solution
amongst all restarts.
A classic local search stops at the first local minimum that it finds, which
may not be the global optimal. The threshold accepting search overcomes
this problem by allowing uphill moves through the greater than 0 thresholds
in ψ. In other words, it accepts new solutions which lead to a deterioration
in the objective function.
The parameter setup in the paper is nr = 10, nd = 5000 and ns = 2000.
For the optimization problem considered in this paper, the solutions are of
little difference amongst restarts, hence m is taken to be 1. However, a large
value of m, eg. m = 60, is preferred for optimization problems with rough
and non-continuous surfaces, for example, portfolio selection with VaR.
Appendix B. Copula functional forms
This appendix provides the general forms of the copulas used in the pa-
per. Details and properties of these copulas are given in Nelsen (2006).
Gaussian copula The Gaussian copula takes the form
C(u, v; ρ) = Φρ(Φ
−1(u),Φ−1(v))
=
∫ Φ−1(u)
−∞
∫ Φ−1(v)
−∞
1
2π
√
1− ρexp
{−(x2 − 2ρxy + y2)
2(1− ρ2)
}
dxdy,
ρ ∈ (−1, 1),
where Φρ denotes the standard bivariate normal cumulative distribution func-
tion with correlation ρ, and Φ is the standard normal cumulative distribution
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function. The normal copula is flexible in that it allows for equal degrees of
positive and negative dependence.
Student’s t copula The bivariate t-copula is of two dependence parameters,
degrees of freedom ν and correlation ρ,
C(u, v; ρ, ν) = tρ,ν(t
−1
ν (u), t
−1
ν (v))
=
∫ t−1ν (u)
−∞
∫ t−1ν (v)
−∞
Γ(ν+2
2
)
νπΓ(ν
2
)
√
1− ρ2
(
1 +
x2 + y2 − 2ρxy
ν(1− ρ2)
)
dxdy,
ρ ∈ (−1, 1), ν > 2,
where tν is the probability density function of a student’s t distribution with
degree of freedom ν, and t−1ν is the inverse cumulative distribution function
of a Student’s t. The parameter ν controls the heaviness of the tails. For
ν < 3, the variance does not exit and for ν < 5, the forth moment does not
exit. As ν →∞, C(u, v; ρ, ν)→ C(u, v; ρ).
Clayton copula The Clayton copula takes the form
C(u, v; θ) = (u−θ + v−θ − 1)−1/θ, θ ∈ [−1,∞) \ {0}.
The Clayton copula cannot account for negative dependence. It exhibits
strong left-tail dependence and relatively weak right-tail dependence.
Gumbel copula The Gumbel copula takes the form
C(u, v; θ) = exp
{
− [(− ln u)θ + (− ln v)θ]1/θ} , θ ∈ [1,∞).
Similar to the layton copula, Gumbel does not allow negative dependence,
but it contrast to Clayton, Gumbel exhibits strong right-tail dependence and
relatively weak left-tail dependence.
Frank copula The Frank copula takes the form
C(u, v; θ) = −1
θ
ln
(
1 +
(e−θu − 1)(e−θv − 1)
e−θ − 1
)
.
θ ∈ (−∞,∞) \ {0}.
The Frank copula permits negative dependence between marginal distribu-
tions. Similar to the Gaussian and Student t copulas, dependence is sym-
metric in both tails for the Frank copula.
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Ali-Mikhail-Haq (AMH) copula The AMH copula takes the form
C(u, v; θ) =
uv
1− θ(1− u)(1− v) , θ ∈ [−1, 1].
The AMH copula allows both negative and positive dependence.
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• Provide insights into predictability of the full stock and bond return 
distributions.
• Propose a quantile-copula approach for modelling joint return distributions 
• Explore the implications of return distribution predictability on portfolio 
selection.
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