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11 Einleitung
Die Regelung kooperierender Systeme ero¨ffnet neue, vielversprechende An-
satzmo¨glichkeiten in Automotive- und Robotikbereichen und wird deshalb seit
langem untersucht. Dabei ist es das Ziel, dass mehrere Teilsysteme eine Auf-
gabe kooperativ bzw. gemeinsam bearbeiten, sodass diese schneller, effektiver
oder kostengu¨nstiger durchgefu¨hrt werden kann. Herausforderungen ergeben
sich einerseits aus der Notwendigkeit der Abstimmung der durchzufu¨hren-
den Mano¨ver aller Teilnehmer und andererseits durch die Forderungen des
Regelungssystems nach Sicherheit, Komfort und Geschwindigkeit. Dank der
Verbreitung preiswerter Kommunikationssysteme und der Fortschritte in der
Nachrichtentechnik erlebt der Forschungsbereich der kooperierenden Syste-
me einen Aufschwung. Ein klassisches Beispiel, an dem die hier entwickel-
te Methodik eingesetzt wird, ist die Automatisierung von Fahrzeugkolonnen
oder Robotergruppen. Die Lo¨sung des Problems ist vor allem in einem zwei-
oder dreidimensionalen Raum nicht trivial und erfordert den Einsatz diffe-
rentialgeometrischer nichtlinearer Werkzeuge. Die Teilsysteme bewegen sich
unabha¨ngig voneinander und die Kopplung erfolgt auf elektronischem Weg.
Die so genannten energiebasierten Methoden sind besonders geeignet fu¨r die
Lo¨sung dieser Aufgabe, da diese auf denselben mechanischen Prinzipien ba-
sieren, mit denen die Dynamik der Fahrzeuge beschrieben wird. Dies fu¨hrt
zu einer aus energetischer Sicht optimalen Lo¨sung, welche im Einklang mit
der Mechanik des Gesamtsystems steht. Das Fahren mit einer vorgegebe-
nen Gruppenstruktur ist eine der u¨blichen Aufgaben, die von solchen Multi-
Agenten-Systemen durchgefu¨hrt werden. Es entspricht der Problemstellung
der konstanten Abstandshaltung zwischen den Teilnehmern einer Roboter-
gruppe bzw. Fahrzeugkolonne.
Diese Dissertation befasst sich hauptsa¨chlich mit der nichtlinearen Regelung
einer Kolonne von Fahrzeugen, die sich in der Ebene bewegen ko¨nnen. Ziel
des Systems ist es, die elektronische Kopplung der Fahrzeuge so zu gestalten,
dass deren Absta¨nde zueinander mo¨glichst konstant auf einem vorgegebenen
Sollwert bleiben. Den Schwerpunkt dieser Arbeit bilden die in der Fachlitera-
tur unter dem Namen
”
Energiebasierte Methoden“ bekannten theoretischen
Verfahren der Differentialgeometrie. Es ist die Rede von mehreren Methoden,
da dieser Begriff viele energiebasierte Regelungsstrategien umfasst. Beispiels-
weise kann die energiebasierte Regelung durch Umformung der kinetischen
Energie, der potentiellen Energie oder durch ku¨nstliche Erweiterung des Sys-
tems mit dissipativen Termen verwirklicht werden (siehe z.B. [Bloch u. a.,
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1997; Belta, 2003; Cha´vez Grunewald u. Abel, 2009; Cha´vez Grunewald u. a.,
2010a]). Diese Methoden sind grundsa¨tzlich auf mechanische Systeme an-
wendbar, welche sich mit Energie-Gleichungen beschreiben lassen. Obwohl
das Problem der Abstandsregelung einer Kolonne mit Hilfe der Methode der
”
Controlled Lagrangians“ bereits von Zambou [2005] untersucht wurde, wa-
ren diese Untersuchungen nur auf einen eindimensionalen Raum beschra¨nkt,
da die La¨ngs- und Querdynamik getrennt geregelt wurden. Die Vorteile der
nichtlinearen energiebasierten Methoden kommen aber vor allem bei komple-
xeren mehrdimensionalen Systemen zum Tragen, bei denen der grundlegende
Konfigurationsraum keine einfache euklidische Struktur besitzt.
Im Rahmen dieser Arbeit kommen vier mechanische Fahrzeugmodelle zur
Anwendung, von denen zwei mit energiebasierten Methoden geregelt werden,
wa¨hrend die anderen zum Zweck der Validierung verwendet werden. Grund-
legende Idee dabei ist, die anhand vereinfachter Modelle entworfenen Regler
mit komplexeren Modellen zu testen. Das erste Modell betrachtet deshalb
die Fahrzeuge als einfache Massenpunkte in der Ebene. Das zweite Modell
verbessert die Beschreibung des Fahrzeugverhaltens durch die Beru¨cksichti-
gung nichtholonomer Bedingungen [Bloch, 2003], welche durch Beschra¨nkun-
gen in den Geschwindigkeitsvektoren das Wesentliche der Dynamik abbilden
und gleichzeitig die Komplexita¨t der nichtlinearen Zusammenha¨nge begren-
zen. Das stimmt mit der regelungstechnischen U¨berlegung u¨berein, dass Mo-
delle simpel gehalten werden mu¨ssen, damit die modellbasierte (u.a. ener-
giebasierte) Regelung praktikabel ist, und nicht aufgrund von zu komplexen
Zusammenha¨ngen nicht realisierbar wird. Das dritte Modell, welches zur Va-
lidierung und Pru¨fung des Systems auf Robustheit verwendet wird, ist das
bekannte dynamische Einspurmodell, welches im Gegensatz zum nichtholo-
nomen Fall die Reifeneigenschaften beru¨cksichtigt. In diesem Zusammenhang
wird die Regelungsstrategie auch anhand von komplexeren softwaregestu¨tzten
Fahrzeugmodellen (viertes Fahrzeugmodell) getestet. Diese bilden z.B. auch
das Wanken und Kippen als Freiheitsgrade ab.
Die hier vorgelegte Dissertation ist im Rahmen des Projekts
”
Regelung von
Fahrzeugkolonnen mit topologisch vera¨nderlichem Kommunikationsnetzwerk
auf der Basis von Energiemethoden“ des Schwerpunktprogramms 1305 der
Deutschen Forschungsgemeinschaft (SPP 1305)
”
Regelungstheorie digital ver-
netzter dynamischer Systeme“ entstanden. Das Projekt wurde in Aachen in
Zusammenarbeit mit dem Lehrstuhl fu¨r Informatik 11 (i11) der RWTH Aa-
chen durchgefu¨hrt. Das Institut fu¨r Regelungstechnik (IRT) hat sich dabei mit
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dem Regelungsentwurf auf der Basis von Energiemethoden befasst, wa¨hrend
sich der Lehrstuhl fu¨r Informatik 11 mit der Sicherheitsanalyse des entworfe-
nen Reglers anhand hybrider Automaten bescha¨ftigt hat. Dieses Manuskript
beinhaltet hauptsa¨chlich die am Institut fu¨r Regelungstechnik entstanden Ar-
beiten. Resultate aus der Zusammenarbeit mit dem Projektpartner werden
an den entsprechenden Stellen zitiert.
Weitere die Regelung begleitende Fragestellungen bezu¨glich eines vollsta¨ndi-
gen Automatisierungssystems zur Kolonnenfu¨hrung, wie etwa die Organi-
sation der Kolonne (Kolonnenbildung, Kolonnenauflo¨sung), die Schnittstelle
Mensch-Maschine und der Notmodus, werden im Rahmen dieser Dissertation
nicht behandelt.
Hauptziel dieser schriftlichen Arbeit ist die Vorstellung der Methoden und der
Ergebnisse. Weiterhin wird eine Einfu¨hrung in die Differentialgeometrie ge-
geben, welche zum Versta¨ndnis der energiebasierten Regelung zwingend not-
wendig ist. Diesem Vorhaben entsprechend werden veranschaulichende Bil-
der und Beispiele angefu¨hrt. Dadurch soll diese Arbeit (ohne Anspruch auf
Vollsta¨ndigkeit) in sich abgeschlossen gestaltet sein.
1.1 Motivation und Zielsetzung
Die Motivation dieser Arbeit ist zweiseitig: Auf der praxisbezogenen Seite
spielen die sta¨ndig wachsende Anzahl von Fahrzeugen und die damit verbun-
dene Auslastung des Straßennetzes eine wichtige Rolle. Auf der theoretischen
Seite steht das große aktuelle Interesse an der Erweiterung des Forschungsfel-
des zur Koordinierung und Regelung vernetzter Systeme und die Behandlung
solcher komplexen Probleme mit Hilfe nichtlinearer Methoden. Diesbezu¨glich
steht die Anwendung der Differentialgeometrie im Vordergrund. Folgend wer-
den diese beiden Aspekte na¨her betrachtet.
Praktische Aspekte
Die Anzahl der Verkehrsteilnehmer auf den Straßen in Deutschland steigt
sta¨ndig, wie sich aus der Statistik in Bild 1-1 erkennen la¨sst. Laut allen Ver-
kehrsprognosen wird sich diese Tendenz langfristig nicht a¨ndern [Henning u. a.,
2007]. Die Anpassung der vorhandenen Infrastruktur durch Erweiterung des
Straßennetzes kann zur Bewa¨ltigung des Problems beitragen. Doch auch da-
mit ist das Straßennetz wegen des begrenzten Raumes und der Einhaltung von
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Umweltschutzbedingungen nicht in der Lage, die prognostizierten Verkehrs-
zahlen aufzunehmen. Auch die Entlastung der Straßen durch Verlagerung des
Verkehrs auf die Bahn kann die Situation verbessern, allerdings sind deren
potentiellen Kapazita¨ten auch nicht ausreichend [Henning u. a., 2007]. Aus
diesem Grund mu¨ssen weitere technische Alternativen gesucht werden, welche
ressourcenschonend konzipiert werden und gleichzeitig die Sicherheitsanforde-
rungen erfu¨llen. Einen Beitrag kann die Bildung von elektronisch gekoppelten
Fahrzeugkolonnen leisten, da die Kolonnenfahrt durch ho¨here Geschwindig-
keiten und kleinere Absta¨nde eine bessere Ausnutzung der vorhandenen In-
frastruktur erzielen kann.
Bild 1-1: Bestand an Kraftfahrzeugen in Deutschland
[Statistisches Bundesamt, 2009].
Die Kolonnenfahrt bietet daru¨ber hinaus den Vorteil, dass der Fahrer (zu-
mindest teilweise) von seiner Aufgabe entlastet wird, indem er lediglich eine
U¨berwachungsfunktion u¨bernimmt [Henning u. Preuschoff, 2003]. Außerdem
sind in einem halbautomatisierten System die Sicherheit und der Komfort
ho¨her. Die Steigerung der Sicherheit ergibt sich beispielsweise aus der Tat-
sache, dass die Reaktionszeit des Menschen zwischen 1 s und 1.7 s betra¨gt
[Maciuca u. Hedrick, 1995; Ma u. Andre´asson, 2006], wa¨hrend die der rech-
nergestu¨tzten Systeme im Bereich der Millisekunden liegen. Statistiken zeigen,
dass in den USA 90% der Unfa¨lle auf der Autobahn aufgrund eines Fahrer-
fehlers passiert sind [Rajamani, 2006]. Ein a¨hnliches Bild liegt in Deutschland
vor, wo beispielsweise im Jahr 2008 nur 9,8% der Unfa¨lle auf fahrera¨ußere Ur-
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sachen (Regen, technische Ma¨ngel, usw.) zuru¨ckzufu¨hren sind, wa¨hrend per-
sonenbezogene Unfallursachen etwa 90,2% bilden [Statistisches Bundesamt,
2009]. Ferner sprechen fu¨r die Kolonnenfahrt zugleich wirtschaftliche Aspekte,
denn durch das Fahren im Windschatten ko¨nnen Kraftstoffkostenersparnisse
von bis zu 10% erreicht werden [Savelsberg, 2006]. Das ist deswegen mo¨glich,
weil sich aufgrund der Kolonnenfahrt eine Reduktion des Luftwiderstandes
bei den Folgefahrzeugen ergibt.
Im Bereich der Robotik ko¨nnen Fahrzeuggruppen ha¨ufig verwendet werden,
um Aufgaben durchzufu¨hren, die zu komplex fu¨r eine Einheit sind, wie z.B.
der Transport von großen Mengen gefa¨hrlicher Materialien oder das Einsam-
meln von Objekten [Lawton u. a., 2000]. Daru¨ber hinaus ko¨nnen solche Grup-
pen verwendet werden, um Daten eines großfla¨chigen Gela¨ndes zu erheben
[Stilwell, 2002]. Diese ko¨nnen auch fu¨r milita¨rische Aufgaben wie U¨berwa-
chung oder Entminung von Gebieten Verwendung finden [Zhou u. Tan, 2008].
Theoretische Aspekte
Neben der praktischen Aspekten sind auch theoretische Fragestellungen im
Bereich der energiebasierten Regelung und der damit verbundenen Differenti-
algeometrie von großer Bedeutung. Das Versta¨ndnis mechanischer und rege-
lungstechnischer Fragestellungen mit Werkzeugen aus der Differentialgeome-
trie kann sehr nu¨tzlich sein, weil diese eine genauere Beschreibung der mathe-
matischen Struktur physikalischer Modelle ermo¨glichen. Die Regelungstechni-
ker haben deswegen schon vor einigen Jahren angefangen, sich fu¨r Differenti-
algeometrie zu interessieren. So schrieb beispielsweise Isidori [1995], einer der
bekanntesten Vorreiter in dem Bereich, sein Buch u¨ber nichtlineare Regelung
aus differentialgeometrischer Sicht. Dieses Buch ist heute ein Standardwerk.
Obwohl in vorliegender Arbeit diese Werkzeuge zur energiebasierten Regelung
verwendet werden, soll darauf hingewiesen werden, dass diese auch in ande-
ren Bereichen wie z.B. in der flachheitsbasierten Steuerung/Regelung [Zeitz,
2010; Gasper u. a., 2010] oder in der Analyse der Nulldynamik [Svaricek, 2006]
Verwendung finden.
Besonders geeignet ist die Differentialgeometrie, wenn glatte nichtlineare Sys-
teme behandelt werden. Wird sie auf lineare zeitinvariante Systeme ange-
wandt, so reduzieren sich die Methoden auf die u¨bliche lineare Theorie. Zum
Beispiel wird die Analyse der Involutivita¨t eines Systems in die Analyse der
Steuerbarkeitsmatrix u¨bersetzt. Das Grundobjekt der Differentialgeometrie
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ist die differenzierbare Mannigfaltigkeit, mit der in der Mechanik der Konfi-
gurationsraum definiert wird. Sie ist eine Verallgemeinerung des euklidischen
Raumes und sieht lokal a¨hnlich wie eine Untermenge des euklidischen Raumes
aus. In der Mechanik wird oft mit einfachen euklidischen Ra¨umen wie etwa
dem R2 gearbeitet, aber komplexere Probleme beno¨tigen hingegen gekru¨mm-
te Ra¨ume, um die Konfiguration des mechanischen Systems zu beschreiben.
Ein Beispiel dazu ist die Darstellung von Rotationen in zwei Dimensionen,
bei der statt eines euklidischen Raumes R die so genannte orthogonale Lie-
Gruppe SO(2) verwendet werden muss. Diese Konzepte werden in Abschnitt
2.4 ausfu¨hrlich behandelt.
Weiterhin ist eine der wichtigsten Eigenschaften der differentialgeometrischen
Sichtweise ihre Unabha¨ngigkeit von den Koordinaten. Ein mechanisches Sys-
tem bewegt sich unabha¨ngig von den ausgewa¨hlten Koordinaten und ant-
wortet nur auf physikalische Gesetze, welche sich von den Koordinaten nicht
beeinflussen lassen. Deswegen wird oft in der Literatur im Bereich der Physik
oder der Mechanik geschrieben, dass die Dynamik eines mechanischen Systems
invariant gegenu¨ber Koordinatentransformationen sein muss [Fecko, 2006].
Die darauf basierten Energiemethoden sind deswegen koordinatenunabha¨ngig
und die gebildete Lagrangefunktion, welche das System beschreibt, bleibt bis
auf eine Konstante unvera¨ndert. Der Reglerentwurf in diesem energetischen
Kontext hat außerdem den Vorteil, dass die Gesamtenergie des mechanischen
Systems eine Kandidatin fu¨r die Lyapunov-Funktion liefert, die zur Pru¨fung
der Stabilita¨t verwendet werden kann. Es ist konzeptuell einfach einzusehen,
dass ein System nur dann stabil (aber nicht zwangsla¨ufig asymptotisch) ist,
wenn seine Energie beschra¨nkt bleibt.
Es soll hier darauf hingewiesen werden, dass die Nomenklatur im Forschungs-
bereich der energiebasierten Regelung sehr vielfa¨ltig ist. Leider werden eini-
ge Objekte in der Literatur nicht immer gleich definiert. Ein Beispiel hier-
zu ist die Definition des Vertikalraumes (siehe Abschnitt 5.2.1), welcher sich
nach Bloch u. a. [2001] aus den unteraktuierten Variablen des mechanischen
Systems ergibt, wa¨hrend fu¨r Belta [2003] dieser aus einer ku¨nstlichen Ein-
schra¨nkung der Positionen (starre Struktur) resultiert. Im Rahmen vorliegen-
der Dissertation wird die Definition nach Belta verwendet. Außerdem ko¨nnen
in der Literatur andere als die hier erforschten, energiebasierten Ansa¨tze ge-
funden werden, wie etwa die Regelung mit Hilfe von gyroskopischen Kra¨ften
[Woolsey u. a., 2004] oder anhand des Konzepts der so gennanten Passivita¨t
[Crouch u. Van der Schaft, 1987; Ortega u. a., 2008]. Letzteres behandelt me-
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chanische Systeme, welche die Eigenschaft aufweisen, dass sie keine inneren
Energiequellen besitzen. Die gyroskopischen Kra¨fte bieten andererseits dem
energiebasierten Regelungsentwurf einen weiteren Freiheitsgrad, was fu¨r den
Fall unteraktuierter Systeme oft von entscheidender Bedeutung sein kann.
1.2 Stand der Forschung
Regelung von Fahrzeuggruppen
Seit Mitte der 80er Jahre werden fu¨r Automobile versta¨rkt Systeme entwickelt,
die eine Fahrerassistenz hinsichtlich der Umfelderfassung (Information und
Warnung) sowie der Aktuatorik (Eingriffe in Antrieb, Bremse und Lenkung)
ermo¨glichen. Maßgebende Projekte zu diesem Themengebiet waren Promote
Chauffeur I/II sowie das Projekt Einsatzszenarien fu¨r Fahrerassistenzsyste-
me im Gu¨terverkehr und deren Bewertung (EFAS). Im Rahmen von Promote
Chauffeur wurden Untersuchungen zur Realisierung eines automatischen Sys-
tems fu¨r zwei Fahrzeuge entwickelt. Ein weiteres Ziel war die Entwicklung
von Mensch-Maschine-Schnittstellen [Savelsberg, 2005]. Bei EFAS war der
Schwerpunkt, eine umfassende interdisziplina¨re Analyse des Konvoi-Konzepts
durchzufu¨hren, die eine mo¨gliche Einfu¨hrung von Kolonnen im realen Verkehr
rechtfertigte. Neben den technischen Aufgaben wurde hier auch das mo¨gliche
Verhalten des Menschen gegenu¨ber solchen Systemen untersucht. Beide Pro-
jekte fu¨hrten zum Projekt KONVOI, bei dem ein Automatisierungskonzept
realisiert wurde und Erprobungen auf der Autobahn stattgefunden haben.
Weitere damit zusammenha¨ngende Projekte [Henning u. a., 2007] sind Mobi-
lita¨t und Transport im intermodalen Verkehr (MOTIV), Intelligenter Verkehr
und nutzergerechte Technik (INVENT) und Partners for Advanced Transit
and Highways (PATH) aus den USA.
Ein fu¨r die Regelung einer Fahrzeugkolonne wichtiges Konzept stellt die von
Swaroop u. Hedrick [1994] eingefu¨hrte Kolonnenstabilita¨t dar, welche im Zu-
sammenhang mit der Ausbreitung der Abstandsfehler entlang der Kolonne
und der Rolle der Kommunikation steht.
Die Koordinierung von Robotern ist ebenfalls ein sehr aktives Forschungsfeld.
Die meisten Arbeiten konzentrieren sich hierbei auf verteilte Algorithmen, die
nur begrenzte Informationen u¨ber die anderen Teilnehmer (Kommunikation
nur mit Nachbarn in der Na¨he) benutzen. So werden die Technik Virtual Robot
Tracking (VRT) und l-l-Regelung in [Ha u. a., 2005] kombiniert, damit einer-
seits Roboter den Fu¨hrungsrobotern (VRT) folgen und anderseits Kollisionen
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vermieden werden (l-l). Weitere Arbeiten im Bereich der Koordinierung von
Robotergruppen sind [Song u. Kumar, 2002; Schneider u. Wildermuth, 2003;
Benedettelli u. a., 2007].
Energiebasierte Regelung
Energiemethoden bieten nicht nur in der mechanischen Modellbildung son-
dern auch in der Regelung einen sehr direkten Zugang zu Lo¨sungen und eine
kompakte Beschreibung der Regelungsziele. Der Darstellung in Bullo u. Lewis
[2000] entsprechend, ko¨nnen einige a¨ußere Kra¨fte in der Steuerungs- und Re-
gelungstechnik als Stellgro¨ßen betrachtet werden. Ziel der Regelung ist es –
ausgehend von der Lagrangefunktion des nicht-geregelten mechanischen Sys-
tems – eine ku¨nstliche Lagrangefunktion des geregelten mechanischen Sys-
tems und eine Gruppe von Stellgro¨ßen zu bestimmen. Dabei mu¨ssen diese so
gestaltet werden, dass das ungeregelte Ausgangssystem mit den Einga¨ngen
a¨quivalent zu dem System ist, das durch die geregelte Lagrangefunktion ohne
Einga¨nge beschrieben ist. Die aus der ku¨nstlich eingefu¨hrten Ru¨ckfu¨hrung re-
sultierenden Stellgro¨ßen stabilisieren somit das mechanische System um eine
Gleichgewichtslage. Im Fall der Fahrzeugkolonne ist diese Gleichgewichtsla-
ge durch die Absta¨nde zwischen den Fahrzeugen gegeben, welche konstant
gehalten werden sollen.
Eine der bekanntesten wissenschaftlichen Arbeiten, die die Idee der Lagrange-
basierten Regelung (Controlled Lagrangians) einfu¨hrte, wurde von Bloch u. a.
[1997] vorgestellt. Hier wird eine systematische Strategie entwickelt, die mit-
tels einer Umformung der kinetischen Energie erlaubt, einen Regler fu¨r be-
stimmte Systemklassen zu bestimmen. Damit diese Technik anwendbar ist,
mu¨ssen die so genannten Ausgleichsbedingungen erfu¨llt werden, welche ga-
rantieren, dass das von der ku¨nstlichen Lagrangefunktion vorgegebene dy-
namische Verhalten realisierbar ist und keine nicht-vorhandenen Stellgro¨ßen
beno¨tigt werden. Diese Bedingungen spielen eine Rolle, wenn das System un-
teraktuierte Variablen besitzt. Dieses Verfahren wird von Bloch u. a. auch
erfolgreich in simulativen Untersuchungen zur Stabilisierung eines invertier-
ten ebenen Pendels und eines Raumschiffes mit internem Rotor angewendet.
Die theoretische Betrachtung weiterer Anwendungsbeispiele wie spha¨rische
und rotatorische Pendel, U-Boote usw. folgt in Bloch u. a. [1998], Bloch u. a.
[1999b].
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Das Verfahren der Umformung der kinetischen Energie wird spa¨ter erweitert,
indem auch die potentielle Energie modifiziert wird [Bloch u. a., 1999a]. In
Simulationen wird das erweiterte Verfahren auf ein ebenes Pendel auf einer
schiefen Ebene angewendet. In [Bloch u. a., 2000, 2001] werden die bisherigen
Forschungsergebnisse zusammengefasst, wobei auch die Erweiterung der Stra-
tegie durch Erga¨nzung um dissipative Terme stattfindet. Die Dissipativita¨t
tra¨gt zur asymptotischen Stabilisierung des Systems bei, was auch in Anwen-
dungsfa¨llen gezeigt wurde. Zur Verbesserung der Regelgu¨te an einem realen
Pendel im Laborversuch werden in [Reddy u. a., 2004] zusa¨tzlich gyroskopi-
sche Kra¨fte beru¨cksichtigt. Daru¨ber hinaus schaltet Reddy u. a. den energie-
basierten Regler in der Na¨he der Ruhelage zu einem linearen Regler um, der lo-
kal bessere Da¨mpfungseigenschaften aufweist, aber dessen Einzugsgebiet1) we-
sentlich kleiner ist. In [Hamberg, 2000] werden verallgemeinerte Ausgleichsbe-
dingungen im Lagrange-Formalismus gegeben und die Methode auf Beispiel-
systeme angewandt. Parallel zu diesen Arbeiten behandeln Belta u. Kumar
[2002] a¨hnliche Energiemethoden. Sie definieren jedoch die Umformung der
kinetischen Energie aus ku¨nstlichen vordefinierten Einschra¨nkungen im Kon-
figurationsraum und verwenden dies zur Trajektorienplanung einer Gruppe
von mobilen Robotern. Fu¨r den Fall von Fahrzeugkolonnen wird die Methode
der Lagrange-basierten Regelung in [Zambou u. a., 2004b; Zambou, 2005] ein-
gesetzt, wobei lediglich die La¨ngsdynamik betrachtet wird. Nair u. a. [2003]
behandelt die koordinierte Regelung instabiler vernetzter Systeme. Als An-
wendungsbeispiele werden Helikopter-, U-Boot- und Pendelkoordinierung vor-
gestellt. Erste Arbeiten zur Anwendung des Lagrange-Formalismus auf zeit-
diskrete Aufgabenstellungen sind in [Bloch u. a., 2005] dargestellt. In seiner
Dissertation fasst Chevva [2005] mehrere Strategien im Bereich der energie-
basierten Regelung zusammen und untersucht die Effekte natu¨rlicher Dissipa-
tivita¨t. Neuere Arbeiten in [Chang, 2008] geben hinreichende und notwendige
Bedingungen zur Stabilita¨t von energiebasiert geregelten linearen Systemen
und notwendige Bedingungen fu¨r allgemeine Lagrange-Systeme. Gharesifard
[2009] beweist in seiner Arbeit, dass die Steuerbarkeit linearer Systeme ei-
ne hinreichende Bedingung zur Anwendbarkeit der kinetischen Umformung
unteraktuierter Systeme ist. Die energiebasierte Regelung wurde ausfu¨hrlich
in den Arbeiten [Cha´vez Grunewald u. Abel, 2009; Cha´vez Grunewald u. a.,
2010a] behandelt, wo die Bewegung von Einheiten in der Ebene stattfindet
1)Eine Umgebung einer asymptotisch stabilen Ruhelage heißt Einzugsgebiet der Ruhela-
ge, wenn diese in Bezug auf jeden Punkt der Umgebung attraktiv ist.
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und die Fahrzeuge als Massenpunkte modelliert wurden.
Nichtholonome Fahrzeuge
Zur Modellierung von mechanischen Systemen mit Ra¨dern sind ha¨ufig so ge-
nannte nichtholonome Bedingungen beru¨cksichtigt, die das wesentliche Ver-
halten des nichtlinearen Systems darstellen. Das ermo¨glicht u¨blicherweise eine
fu¨r die Regelung ausreichende Beschreibung verschiedener Arten von Fahrzeu-
gen. Beschra¨nkte nichtholonome Systeme wie das Einrad mit Fahrer werden
in [Zenkov u. a., 2000] theoretisch behandelt. In [Bloch, 2003] stellt der Au-
tor eine Zusammenfassung verfu¨gbarer Methoden zur Regelung nichtholono-
mer Systeme vor. Solche Systeme sind im Allgemeinen schwieriger zu regeln,
weil ihre Dynamik in den Geschwindigkeiten, nicht aber in den Positionen,
eingeschra¨nkt ist. Dadurch wird das mechanische System nicht integrierbar
[De Luca u. a., 1998]. Weitere Beitra¨ge auf der Basis nichtholonomer Modelle
sind im Bereich der Kolonnen- oder Gruppenregelung (siehe z.B. [Wang u. Xu,
2003; Benedettelli u. a., 2007; Zhou u. Tan, 2008]) entstanden. Im Rahmen der
Lagrange-basierten Methoden wird in [Cha´vez Grunewald u. Abel, 2010] ein
Regelungskonzept entwickelt, dass die Arbeit in [Cha´vez Grunewald u. Abel,
2009] auf nichtholonome Fahrzeuge erweitert. Hier wird das so genannte Car-
Like-Modell verwendet, welches a¨hnlich wie ein PKW Vorderradlenkung be-
sitzt. Fu¨r die Anpassung der Strategien wurden hier eine Koordinatentransfor-
mationen realisiert und eine Vorsteuerung hinzugefu¨gt (siehe Abschnitt 6.1).
Aufgrund der Tatsache, dass der Lagrange-Formalismus nichtholonome Bedin-
gungen beru¨cksichtigen kann, ist es auch mo¨glich, dies fu¨r die Regelung zu ver-
wenden. Diesen U¨berlegungen entsprechend wird in [Cha´vez Grunewald u. a.,
2010c] eine energiebasierte Regelung konzipiert, welche die Nichtholonomita¨t
direkt im Entwurfsprozess der Lagrangefunktion miteinbezieht (siehe Ab-
schnitt 6.2).
1.3 Gliederung der Arbeit
Die vorliegende Dissertation ist folgendermaßen untergliedert:
In Kapitel 2 werden die mathematischen Grundlagen gegeben, welche fu¨r die
energiebasierte Regelung notwendig sind. Außerdem wird in diesem Kapitel
die verwendete Notation eingefu¨hrt. Hauptthemen sind dabei Differentialgeo-
metrie und Lie-Gruppen, wobei die Darstellung formell aufgebaut wird. Diese
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Einfu¨hrung begleitend werden im Anhang A intuitivere graphische Darstel-
lungen zu den eingefu¨hrten differentialgeometrischen Begriffen gegeben.
Kapitel 3 stellt die Begriffe der Mechanik vor, welche die Grundlagen der ener-
giebasierten Regelung bilden. Beispielhaft werden hier in der Ingenieurtechnik
sehr bekannte Konzepte aus der wenig gewo¨hnlichen differentialgeometrischen
Sicht formell definiert.
In Kapitel 4 wird die Problemstellung der Regelung von Fahrzeugkolonnen ge-
schildert. Der erste Teil behandelt die mo¨glichen Kommunikationsstrukturen,
welche fu¨r die Gestaltung der Regelung maßgebend sind, denn ohne Kommu-
nikation kann die so genannte Kolonnenstabilita¨t nicht erreicht werden. Ein
zweiter Teil bescha¨ftigt sich mit der Modellierung der Systemdynamik. Hier
werden die verschiedenen Fahrzeugmodelle (wie Massenpunkte und Car-Like)
eingefu¨hrt, die bei der Regelung oder bei der Validierung Verwendung finden.
Um die eigentliche energiebasierte Regelung fu¨r Fahrzeugkolonnen geht es in
Kapitel 5. Dort wird zuerst anhand eines einfachen Beispiels das grundle-
gende Konzept der energiebasierten Methoden veranschaulicht. Anschließend
werden die drei angewandten Methoden
”
Umformung der kinetischen Ener-
gie“,
”
Umformung der potentiellen Energie“ und
”
Erweiterung um dissipative
Terme“ ausfu¨hrlich fu¨r den Fall von Massenpunkten vorgestellt. Daru¨ber hin-
aus wird die Anwendung am Beispiel einer Kolonne gezeigt und anschließend
die Stabilita¨t untersucht.
Kapitel 6 behandelt die Anpassung der Regelungsstrategie an komplexere
nichtholonome Fahrzeugmodelle, was durch Beru¨cksichtigung der Lagrange-
Multiplikatoren realisiert wird. Im Laufe des Kapitels werden Simulationser-
gebnisse vorgestellt, die sowohl mit den idealen Modellen als auch mit kom-
plexeren softwaregestu¨tzten Fahrzeugmodellen erzeugt werden.
In Kapitel 7 werden andere Regelungsmo¨glichkeiten vorgestellt, die auch im
Rahmen des SPP 1305-Projekts untersucht wurden. Diese alternativen Me-
thoden werden mit der energiebasierten Regelung verglichen. Es werden hier
auch einige experimentelle Ergebnisse vorgestellt.
Die Arbeit wird in Kapitel 8 zusammengefasst und mit einem Ausblick auf
weitere Arbeiten abgeschlossen.
Hinweis fu¨r die Nutzung dieses Textes: Dieses Manuskript wurde sowohl
mit einem Kapitel Formelzeichen auf S. VIII als auch mit einem Index auf S.
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163 versehen. Im Kapitel Formelzeichen befinden sich die im Text verwende-
ten Zeichen und Abku¨rzungen. Es werden außerdem die Seiten angegeben, auf
denen die Begriffe definiert oder zum ersten Mal verwendet werden. Bei dop-
peldeutiger Nutzung von Variablennamen werden die entsprechenden Seiten
mit einem Hinweis angegeben. Der Index verweist auf verschiedene Begriffe
die im Laufe des Textes Verwendung finden. Die kursiv gedruckten Nummern
deuten auf die erstmalige Nutzung oder die Definition des entsprechenden
Begriffes hin. Nummern in normaler Schrift verweisen auf weitere Stellen, an
denen der Begriff verwendet wird.
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2 Mathematische Grundlagen
Ohne Anspruch auf Vollsta¨ndigkeit sollen hier die Begriffe und Werkzeuge
vorgestellt werden, welche die Basis der Theorie der nichtlinearen, energieba-
sierten Regelung bilden. Zuna¨chst wird die verwendete Notation vorgestellt.
Danach wird eine Einfu¨hrung in die Differentialgeometrie mit Schwerpunkt
auf den hier beno¨tigten Konzepten gegeben, wie Mannigfaltigkeiten und Lie-
Gruppen. Daru¨ber hinaus begleitet der Anhang A dieses Kapitel. Im Anhang
werden die formell definierten Konzepte anhand von Bildern veranschaulicht.
2.1 Notationen und Definitionen
In diesem Abschnitt sollen die verwendeten Notationen sowie Grundlagenkon-
zepte vorgestellt werden, die im Rest des Textes Verwendung finden.
Mengennotationen
Sei q ein beliebiger Punkt in einer Menge S, so schreibt man q ∈ S. Wenn es
syntaktisch praktisch ist, kann auch S ∋ q geschrieben werden. Wenn A eine
Teilmenge von S ist, schreibt man A ⊆ S. Dabei kann A = S sein, wenn A
genau dieselben Elemente wie S beinhaltet. Wenn A eine echte Teilmenge von
S ist, wird sie als A ⊂ S dargestellt. Falls A ⊂ S ist, dann bezeichnet S \ A
das Komplement der Menge A in der Menge S. Wenn S und T Mengen sind,
dann bezeichnet S×T das kartesische Produkt der beiden Mengen. Es besteht
aus geordneten Paaren (x,y), wobei x ∈ S und y ∈ T . A ∪ B bezeichnet die
Vereinigung von A und B und A ∩B die Schnittmenge. Falls S = A ∪B und
A ∩ B = ∅, dann wird die Menge S als disjunkte Vereinigung von A und B
bezeichnet.
Ist J eine beliebige Indexmenge, dann stellt {Sj | j ∈ J} eine indexgebundene
Sammlung von Mengen dar. Die disjunkte Vereinigung all dieser Mengen ist
die Menge
◦⋃
j∈J
Sj
∆
=
⋃
j∈J
({j} × Sj) .
Ein Punkt in der disjunkten Vereinigung gibt zum einen durch den Index
j an, in welcher Menge Sj der Punkt liegt, und zum anderen entha¨lt ein
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Element aus Sj . Die Zusammengeho¨rigkeit von j und Sj geht somit durch die
Vereinigung nicht verloren.
Zahlenmengen
Die Zahlen {1,2,3, · · · } werden als natu¨rliche Zahlen bezeichnet und mit N
gekennzeichnet. Die na¨chstgro¨ßere Zahlenmenge ist Z, die Menge der ganzen
Zahlen, welche auch die negativen Zahlen und die {0} einschließt. Die Menge
aller reellen Zahlen wird mit R bezeichnet. Eine Teilmenge I ⊂ R, die in
den Formen [a, b] ; [a, b[ ; ]a, b] oder ]a, b[ existiert, wird Intervall genannt.
Dabei stehen die eckigen Klammern fu¨r die Grenzen des Intervalls. Falls der
Ausdruck zwischen 2 Klammern eingeschlossen ist, ist das Intervall geschlos-
sen. Ist eine der beiden Klammern nach außen gerichtet, la¨uft das Intervall zu
dieser Seite auf keine feste Grenze zu. Die Menge der komplexen Zahlen wird
mit C bezeichnet. Fu¨r z ∈ C stellt IR(z) den Realteil der komplexen Zahl und
ℑ(z) ihren Imagina¨rteil dar.
Abbildungen
Fu¨r zwei Mengen S und T teilt eine Abbildung f von S nach T einem Element
q ∈ S genau ein Element f(q) aus der Menge T zu. Eine Abbildung wird
folgendermaßen notiert:
f :S → T
q 7→ f(q) ,
wobei f die Abbildung darstellt, wa¨hrend f(q) deren Wert fu¨r den Punkt
q beschreibt. Dabei werden S als Definitionsbereich und T als Wertebereich
bezeichnet. Der Bildbereich der Abbildung f wird wie folgt definiert:
im(f) = {f(q) | q ∈ S} .
Wenn f : S → T und g : T → U Abbildungen sind, dann beschreibt g ◦f(q) =
g(f(q)) die Komposition, oder auch Verkettung, von f und g.
Eine Abbildung f : S → T heißt injektiv, falls jedem Element y aus der Wer-
temenge T ho¨chstens ein Element q aus dem Definitionsbereich S zugeordnet
ist. Mathematisch ausgedru¨ckt: ∀ q1,q2 ∈ S : f(q1) = f(q2) ⇐⇒ q1 = q2.
Eine Abbildung f : S → T heißt surjektiv, falls jedem Element y aus der
Wertemenge T mindestens ein Element q aus dem Definitionsbereich S zu-
geordnet ist. Mathematisch ausgedru¨ckt: ∀ y ∈ T ∃ q ∈ S, sodass f(q) = y.
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Eine Abbildung, die nun sowohl injektiv, als auch surjektiv ist, wird bijektiv
genannt. Eine bijektive Abbildung weist somit eine vollsta¨ndige Paarbildung
zwischen den Elementen von Definitionsbereich und Wertebereich auf.
Sei f : S → T eine bijektive Abbildung, dann existiert mit f−1 : T → S die
Umkehrfunktion (Umkehrabbildung) von f , sodass f ◦ f−1 = id gilt, wobei
id die identische Abbildung ist. Sei B eine Teilmenge von T , dann wird das
Urbild von B durch die Menge f−1(B) = {q ∈ S | f(q) ∈ B} gegeben. Wenn
eine Funktion nicht bijektiv ist und die Menge B nur aus einem Element y
besteht, kann das Urbild f−1(y) = {q ∈ S | f(q) = y} trotzdem mehrere
Elemente beinhalten. Das Urbild besteht dann und nur dann aus nur einem
Element, wenn die Abbildung bijektiv, also invertierbar, ist.
A¨quivalenzrelation
S sei eine beliebige Menge, dann ist eine Relation in S eine Teilmenge R ⊂
S × S. Zwei Punkte q1,q2 ∈ S sind dann in Relation mit R, falls das Paar
(q1,q2) ∈ R. Man bezeichnet R als A¨quivalenzrelation falls:
1. ∀q ∈ S gilt (q,q) ∈ R. reflexiv
2. ∀ (q1,q2) ∈ R gilt (q2,q1) ∈ R. symmetrisch
3. ∀ (q1,q2) ∈ R und (q2,q3) ∈ R, dann gilt (q1,q3) ∈ R. transitiv
Zwei Elemente q1,q2 ∈ S sind dann a¨quivalent, falls (q1,q2) ∈ R gilt. In
diesem Fall wird auch oft folgende Notation q1 ∼ q2 benutzt. Fu¨r q0 ∈ S
wird [q0] = {q ∈ S | q ∼ q0} als A¨quivalenzklasse von q0 bezeichnet, sodass
alle Punkte der Menge [q0] a¨quivalent zu q0 sind. Die Menge aller A¨quiva-
lenzklassen S/∼ = {[q] | ∀ q ∈ S} erfu¨llt folglich (S/ ∼) ⊂ 2S , wobei der
Ausdruck 2S alle Teilmengen der Menge S beschreibt.
Beispiel: Sei S = R2 und eine Relation von S mit
R =
{([
x
y
]
,
[
x+ t
y + t
])
t ∈ R
}
gegeben. Daraus folgt dann, dass [x1 y1]
T ∼ [x2 y2]T gilt, falls die Bedingung
x1 − x2 = y1 − y2 erfu¨llt wird. Die A¨quivalenzklasse von [x y]T ∈ R2 ist in
diesem Fall die Linie durch [x y]T mit der Steigung 1:[[
x
y
]]
=
{[
x+ t
y + t
]
| t ∈ R
}
.
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Die Menge aller A¨quivalenzklassen, R2/ ∼, ist hierfu¨r also die Menge aller
Linien im R2 mit der Steigung 1. Die A¨quivalenzklasse
[
[x y]T
]
ist auch durch
den Punkt [(x − y) 0]T ∈ [[x y]T ] festgelegt, also durch einen Punkt auf der
x-Achse (das ergibt sich fu¨r t = −y). An diesem Beispiel erkennt man die
natu¨rliche Bijektion zwischen R2/∼ und R und somit auch die Tatsache, dass
die Menge aller A¨quivalenzklassen eine kleinere Dimension als S = R2 besitzt.
2.2 Begriffe aus der linearen Algebra
Einige Begriffe der gewo¨hnlichen linearen Algebra bilden die Grundlage fu¨r
das Versta¨ndnis der Differentialgeometrie und werden in diesem Abschnitt
kurz vorgestellt.
Vektoren und Vektorra¨ume
Ein Vektor wird durch seinen Vektorraum definiert und ist eine Verallgemei-
nerung des in der Physik benutzten Pfeils (siehe Anhang A), durch den eine
La¨nge und eine Richtung angegeben werden.
Ein Vektorraum ist eine Menge von Vektoren, die durch zwei Operationen
untereinander verknu¨pft sind: die Addition und die skalare Multiplikation.
Vektoren, lineare Abbildungen, Dualra¨ume und andere Objekte, die im Zu-
sammenhang mit einem Vektorraum definiert werden, ko¨nnen durch Koordi-
naten dargestellt werden, die durch eine Basis festgelegt sind.
Definition 1 Ein R-Vektorraum ist eine Menge V, die zum einen durch
die Vektoraddition: v1 + v2 ∈ V ∀ v1,v2 ∈ V, und zum anderen durch die
skalare Multiplikation: a · v ∈ V ∀ a ∈ R und v ∈ V definiert ist.
Dabei gelten fu¨r die Vektoraddition folgende Regeln:
1. das Kommutativgesetz
2. das Assoziativgesetz
3. die Existenz des Nullvektors
4. die Existenz des negativen Vektors
und folgende Regeln fu¨r die skalare Multiplikation:
1. das Assoziativgesetz
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2. dass sich bei einer Multiplikation mit 1 der Wert des Vektors nicht
a¨ndert
3. das Distributivgesetz
Vektorra¨ume sind immer u¨ber einem Ko¨rper (z.B. R und C) definiert, der alle
mo¨glichen Zahlen, die zur skalaren Multiplikation benutzt werden, erfasst. Im
Rahmen dieser Arbeit werden nur Vektorra¨ume u¨ber R verwendet.
Unterraum, Summe und direkte Summe
Eine Teilmenge U ⊂ V eines Vektorraumes wird Unterraum genannt, falls
u1+u2 ∈ U ∀ u1,u2 ∈ U und au ∈ U ∀ a ∈ R,u ∈ U gilt. Die direkte Summe
zweier Vektorra¨ume V1 und V2 wird dargestellt durch V1 ⊕ V2. Ihre Menge
ergibt sich aus dem kartesischem Produkt V1 × V2. Die Vektoraddition ist
hierbei definiert durch (u1,u2)+ (v1,v2) = (u1+v1,u2+v2) und die skalare
Multiplikation durch a (v1,v2) = (av1, av2).
Lineare Unabha¨ngigkeit
Sei V ein Vektorraum. Dann existiert lineare Unabha¨ngigkeit, falls die Line-
arkombination a1v1+ a2v2+ · · ·+ anvn von Vektoren v1,v2, . . . ,vn aus einer
Teilmenge S des Vektorraumes nur dann den Nullvektor ergibt, wenn alle
Koeffizienten ai gleich Null sind. Wenn sich ein Vektor als Linearkombination
der anderen Vektoren darstellen la¨sst, liegt lineare Abha¨ngigkeit vor.
Euklidischer Raum und Quotientenraum
Der Koordinatenraum Rn mit dem Standardskalarprodukt wird ha¨ufig als n-
dimensionaler Euklidischer Raum bezeichnet. Punkte dieses Raumes werden
durch n-Tupel dargestellt. Der Euklidische Raum besitzt eine Standardmetrik
GE , mit der La¨ngen und Winkel gemessen werden ko¨nnen. Er baut auf einer
Orthonormalbasis, also auf orthogonalen Einheitsvektoren, auf.
Sei U ⊂ V und die A¨quivalenzrelation ∼U in V gegeben durch v1 ∼U v2
falls v2 − v1 ∈ U, so ist V/U die Menge der A¨quivalenzklassen unter dieser
A¨quivalenzrelation. Diese Menge wird Quotientenraum von U in V genannt.
Lineare Abbildungen und Invariante Teilra¨ume
Eine Abbildung A : U→ V zwischen den R-Vektorra¨umen U und V ist linear,
wenn A(au) = aA(u) und A(u1 + u2) = A(u1) + A(u2) fu¨r jedes a ∈ R und
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alle u,u1,u2 ∈ U gelten. Falls U = V ist, dann wird A manchmal lineare
Transformation genannt. Die Menge aller linearen Abbildungen von einem
Vektorraum U auf einen Vektorraum V ist wiederum ein Vektorraum, L(U;V).
Der Kern (Nullraum) einer linearen Abbildung A, ker(A), ist eine Teilmenge
von U mit {u ∈ U | A(u) = 0}. Der Rang einer linearen Abbildung A ist
durch den Skalar rang(A) = dim(im(A)) definiert. Wenn A invertierbar ist,
dann wird diese lineare Abbildung Isomorphismus genannt und U und V sind
damit isomorph (U ∼= V).
Ein Unterraum U ⊂ V heißt invariant gegenu¨ber einer linearen Abbildung A,
oder auch A-invariant, wenn A(u) ∈ U ∀ u ∈ U gilt.
Eigenwerte und Eigenvektoren
Sei V ein R-Vektorraum und A ∈ L(V;V) eine lineare Abbildung, so existieren
fu¨r A Elemente λ ∈ C, die so genannten Eigenwerte. Es gilt, dass A(v) = λv
fu¨r einen Vektor v ∈ V ungleich dem Nullvektor ist. Dieser Vektor ist dann
der zu λ geho¨rende Eigenvektor. Sei nun die Dimension von V endlich, so sind
die Eigenwerte von A durch die Wurzeln des charakteristischen Polynoms
p(λ) = det(λI − A) gegeben. Dieses Polynom ist ein Monom, dessen Grad
gleich der Dimension von V ist. Falls nun det(λI − A) = (λ − λ0)kp′(λ) fu¨r
ein Polynom p′(λ) existiert, wobei p′(λ0) 6= 0 gilt, so hat der Eigenwert λ0 die
algebraische Vielfalt k. Die Eigenvektoren zu dem Eigenwert λ0 sind Vektoren
ungleich 0 aus dem Teilraum Uλ0 = ker(λ0I − A). Die geometrische Vielfalt
eines Eigenwerts λ0 ist dim(Uλ0).
Dualra¨ume
Fu¨r einen endlich-dimensionalen R-Vektorraum V ist der entsprechende Dual-
raum die Menge V∗ = L(V;R) aller linearen Abbildungen von V nach R. Die
Paarung zwischen einem Element α des Dualraumes und einem Vektor v des
Vektorraumes wird mit 〈α,v〉 ∈ R dargestellt. Werden die Komponenten des
Vektors v in einem Spaltenvektor angeordnet und die von α als Zeilenvek-
tor, so kann die Operation mit dem u¨blichen Matrixprodukt 〈α,v〉 = α · v
dargestellt werden. Aufgrund der Tatsache, dass dim(R) = 1 gilt, ist V∗ ein
Vektorraum mit derselben Dimension wie V. Typischerweise nennt man die
Elemente von V∗ Kovektoren.
Falls S ⊂ V, dann bezeichnet Ann(S) den Annulator (Annihilator) von S,
welcher durch Ann(S) = {α ∈ V∗ | α(v) = 0,v ∈ S} definiert ist. Fu¨r jede
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nicht leere Menge S ist Ann(S) ein Teilraum des Dualraumes, Ann(S) ⊂ V ∗.
Symmetrie von Abbildungen
Falls V ein R-Vektorraum mit dem inneren Produkt 〈〈·,·〉〉 ist und A eine
lineare Abbildung aus dem Vektorraum L(V,V), dann ist
1. A symmetrisch, wenn 〈〈A(v1),v2〉〉 = 〈〈v1,A(v2)〉〉 ∀ v1,v2 ∈ V, und
2. A schiefsymmetrisch, wenn 〈〈A(v1),v2〉〉 = −〈〈v1,A(v2)〉〉 ∀ v1,v2 ∈ V
gilt.
Eine bilineare Abbildung eines Vektorraumes V ist eine Abbildung B : V×V→
R, die linear bezu¨glich beider Argumente ist.
1. Falls B(v1,v2) = B(v2,v1) gilt, so wird B symmetrisch genannt, und
2. falls B(v1,v2) = −B(v2,v1) gilt, so ist B schiefsymmetrisch.
Definitheit von symmetrischen bilinearen Abbildungen
Sei V ein R-Vektorraum, so heißt eine symmetrische bilineare Abbildung B:
• positiv definit, falls B(v,v) > 0
• positiv semidefinit, falls B(v,v) ≥ 0
• negativ definit, falls B(v,v) < 0
• negativ semidefinit, falls B(v,v) ≤ 0
Das gilt fu¨r alle v ∈ V,v 6= 0. Trifft keine der oben genannten Bedingungen
zu, so heißt die bilineare Abbildung indefinit.
Innere Produkte und Normen
Ein inneres Produkt auf einem R-Vektorraum V weist jedem Vektorpaar v1,v2
eine Zahl 〈〈v1,v2〉〉 ∈ R zu. Fu¨r die Zuweisung gelten folgende Anforderungen:
1. 〈〈v1,v2〉〉 = 〈〈v2,v1〉〉 ∀ v1,v2 ∈ V, Symmetrie.
2. 〈〈c1v1 + c2v2,v3〉〉 = c1〈〈v1,v3〉〉+c2〈〈v2,v3〉〉 ∀ v1,v2,v3 ∈ V, c1, c2 ∈
R, Bilinearita¨t.
3. 〈〈v,v〉〉 ≥ 0 ∀ v ∈ V und 〈〈v,v〉〉 = 0 dann und nur dann, wenn v = 0
ist, positive Definitheit.
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Wird das innere Produkt bezu¨glich einer Metrik G definiert, dann wird es
mit 〈〈·,·〉〉
G
gekennzeichnet. Das gewo¨hnliche euklidische innere Produkt ist
somit durch den Ausdruck 〈〈x,y〉〉
Rn
= xTy definiert, wobei die Vektoren als
Spaltenvektoren dargestellt sind.
Eine Norm auf einem Vektorraum V weist jedem Vektor v ∈ V eine Zahl
‖v‖ ∈ R zu. Dabei gelten folgende Anforderungen:
1. ‖v‖ ≥ 0 ∀v ∈ V,
2. ‖λv‖ = |λ| ‖v‖ ∀ λ ∈ R,v ∈ V, Homogenita¨t
3. ‖v1 + v2‖ ≤ ‖v1‖+ ‖v2‖ ∀ v1,v2 ∈ V, die Dreiecksungleichung.
Hier bezeichnet |λ| den absoluten Wert von λ. Die gewo¨hnliche euklidische
Norm wird mit ‖·‖Rn oder mit ‖·‖GE gekennzeichnet. Wird die Norm bezu¨glich
der Metrik G definiert, dann notiert man diese als ‖·‖
G
und nennt sie G-Norm.
Orthogonalita¨t
Zwei Vektoren u und v heißen orthogonal bezu¨glich eines inneren Produkts
〈〈·,·〉〉, wenn die Beziehung 〈〈u,v〉〉 = 0 gilt. Falls die Basis von V aus ortho-
gonalen Einheitsvektoren besteht, wird diese Orthonormalbasis genannt.
2.3 Begriffe aus der Differentialgeometrie
Im letzten Abschnitt wurden die Konzepte des Vektorraumes und anderer
linearer Objekte eingefu¨hrt. Dafu¨r wurde aber implizit angenommen, dass
der Raum, in dem diese Objekte definiert sind, eine euklidische Struktur hat.
U¨blicherweise liegen in der Mechanik aber komplexere Ra¨ume vor, welche mit
diesen Werkzeugen nicht behandelt werden ko¨nnen. Aus diesem Grund muss
auf ma¨chtigere Werkzeuge zuru¨ckgegriffen werden, die mit diesen Ra¨umen
arbeiten ko¨nnen. Diese Werkzeuge geho¨ren der Differentialgeometrie an und
werden hier kurz vorgestellt.
Differenzierbare Mannigfaltigkeiten
Einfach ausgedru¨ckt ist eine differenzierbare Mannigfaltigkeit ein topologi-
scher Raum, der aus offenen Mengen besteht und lokal einer offenen Teilmenge
des euklidischen Raumes Rn a¨hnelt. Anschaulich erha¨lt man eine allgemeine
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differenzierbare n-dimensionale reelle Mannigfaltigkeit, indem man nichtleere
offene Mengen von Rn zusammenklebt.
Eine Menge Q heißt n-dimensionale reelle differenzierbare Mannigfaltigkeit,
falls ein differenzierbarer Atlas A existiert. Ein Atlas auf einer Mannigfaltig-
keit Q ist eine Sammlung A = {(Ua, φa)}a∈A von Karten, die Q vollsta¨ndig
abdecken. Eine Karte auf Q besteht wiederum aus einem Paar (Ua, φa), wo-
bei Ua ⊂ Q eine offene Menge und φa : Ua → φa(Ua) ⊂ Rn eine bijek-
tive Abbildung ist. Zu jedem Punkt q in Q existiert eine solche Teilmenge
Ua ⊂ Q, die den Punkt q entha¨lt, und eine zugeho¨rige bijektive Abbildung
φa. Die lokalen Koordinaten des Punktes q in der Karte (Ua, φa) werden durch
qa = (q
1, . . . , qn) dargestellt.
Bild 2-1: Koordinatenwechselabbildung einer n-dimensionalen differenzierba-
ren Mannigfaltigkeit Q.
Ein Cr-Atlas, mit r ∈ N∪{∞}, existiert unter der Bedingung, dass die Karten-
wechselabbildung φab = φb◦φ−1a |φa(Ua∩Ub) ein Cr-Diffeomorphismus ist, wenn
der Schnitt zweier Karten Ua ∩ Ub nicht leer ist. Ein Cr-Diffeomorphismus
ist hierbei eine bijektive stetig differenzierbare Abbildung von φa(Ua ∩ Ub)
auf φb(Ua ∩Ub), deren Umkehrfunktion auch stetig differenzierbar ist. Dieses
Konzept wird in Bild 2-1 dargestellt. Die Mengen auf der rechten Seite sind
Untermengen des euklidischen Raumes Rn, wobei diese im Bild nur mit zwei
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Achsen dargestellt werden. qa und qb sind die Koordinatendarstellungen des
Punkts q in den Karten a und b. Die Verformung der Mengen (Kreise links)
durch die Abbildungen φa und φb weist darauf hin, dass die Zusammenha¨nge
zwar diffeomorphisch sind, aber i.d.R. nicht linear.
Tangentialvektoren
Im Fall mechanischer Systeme spielen Tangentialvektoren eine wichtige Rol-
le, so sind beispielsweise die Geschwindigkeitsvektoren vq Tangentialvekto-
ren zum Konfigurationsraum. Es gibt in der Literatur mehrere Definitionen
fu¨r Tangentialvektoren. An dieser Stelle wird die Definition mit A¨quivalenz-
klassen von Kurven vorgestellt, welche aus Ingenieursicht intuitiver ist. Die
Definitionen in den kommenden Abschnitten stammen aus den Bu¨chern von
Bullo u. Lewis [2000] und von Bloch u. a. [2000].
Definition 2 Sei γ : I → Q eine Kurve in Q, wobei I ein Intervall mit 0 ∈ I
ist, und außerdem gelte γ (0) = q. Zwei Kurven sind nur dann a¨quivalent,
wenn ihre Koordinatendarstellungen die gleiche Ableitung auf q haben. Ein
Tangentialvektor auf q ∈ Q ist eine A¨quivalenzklasse von solchen Kurven.
Der Tangentialraum TqQ in q ∈ Q ist der Vektorraum, der aus der Kollektion
aller Tangentialvektoren auf q resultiert. A¨hnlich besteht der Kotangential-
raum T ∗qQ aus einer Sammlung von Elementen des Dualraumes, d.h. von
Kovektoren.
Tangentialbu¨ndel und Kotangentialbu¨ndel
Fasst man die Tangentialra¨ume auf allen Punkten in Q zusammen, so erha¨lt
man das Tangentialbu¨ndel. Das Tangentialbu¨ndel TQ ist die disjunkte Verei-
nigung aller Tangentialra¨ume, die auf Q definiert sind:
TQ
∆
=
◦⋃
q∈Q
TqQ.
Analog dazu existiert das Kotangentialbu¨ndel, welches aus der Sammlung
aller Kotangentialra¨ume resultiert. Die disjunkte Vereinigung
T ∗Q =
◦⋃
q∈Q
T ∗qQ
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wird Kotangentialbu¨ndel von Q genannt. Dabei existiert eine natu¨rliche Pro-
jektionsabbildung π : T ∗Q → Q, welche ein ω ∈ T ∗qQ auf das zugeho¨rige
q ∈ Q abbildet.
Vektor- und Kovektorfelder
Vektorfelder ko¨nnen zur Beschreibung dynamischer Systeme verwendet wer-
den, denn diese sind a¨quivalent zu einer Klasse von Differentialgleichungen. Im
Allgemeinen ist ein Vektorfeld f auf einer differenzierbaren Mannigfaltigkeit Q
eine Abbildung von Q auf das Tangentialbu¨ndel TQ. Es ordnet jedem Punkt
q ∈ Q einen Vektor f(q) ∈ TqQ zu, der in diesem Punkt tangential zu der
Mannigfaltigkeit ist. f heißt differenzierbar, falls die Abbildung f : Q → TQ
differenzierbar ist. Ist ein Koordinatensystem vorgegeben, so kann ein Vektor-
feld als Spaltenvektor dargestellt werden. Die natu¨rlichen Basisvektoren des
Tangentialraumes sind dabei oft mit der Notation ∂
∂qi
gekennzeichnet. So kann
beispielsweise das Vektorfeld [3x xy]T in die Form 3x ∂
∂x
+ xy ∂
∂y
umgeschrie-
ben werden. Diese Notation hebt den differentialgeometrischen Charakter des
Vektorfeldes hervor und erlaubt die natu¨rliche Paarung mit den Kovektoren.
Kovektorfelder sind auch wichtige Elemente der Mechanik, denn sie werden
z.B. dafu¨r verwendet, um Kra¨fte im Lagrange-Formalismus darzustellen. Ein
Kovektorfeld ist eine Abbildung im Kotangentialbu¨ndel T ∗Q, die jedem Punkt
q ∈ Q einen Kovektor ωq ∈ T ∗qQ zuweist, ω : Q → T ∗Q. Ein klassisches
Beispiel eines Kovektorfeldes ist das Differential einer Funktion λ(q) ∈ R,
das sich aus
T ∗qQ ∋ dλ(q) =
[
∂λ
∂q1
∂λ
∂q2
· · · ∂λ
∂qn
]
(2.1)
berechnen la¨sst. Analog zu den Vektorfeldern ko¨nnen die Basiskovektoren
des Kotangentialraumes mit einer differentialgeometrischen Notation verse-
hen werden. Diese Basiskovektoren werden mit Differentialen dqi dargestellt.
Die natu¨rliche Paarung zwischen Vektoren und Kovektoren kann somit offen-
sichtlich durch den Einsatz der Identita¨t
〈
dqi, ∂
∂qj
〉
= δij durchgefu¨hrt werden,
wobei δij das Kronecker-Delta
2) ist.
2)Das Kronecker-Delta ist definiert als: δij =
{
1 falls i = j
0 falls i 6= j
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Metrischer Tensor
Eine bilineare Abbildung B : V × V → R auf einem Vektorraum V kann
als (0,2)-Tensor bezeichnet werden. Insbesondere lassen sich Skalarproduk-
te als (0,2)-Tensoren auffassen. Das Skalarprodukt auf einem Vektorraum V
ist somit eine Abbildung g : V× V→ R mit den u¨blichen Eigenschaften eines
Skalarprodukts (Symmetrie, positive Definitheit und Bilinearita¨t). Der sym-
metrische Tensor, der das Skalarprodukt darstellt, wird metrischer Tensor
genannt. Er dient dazu, differenzierbare Mannigfaltigkeiten mit einem Maß
fu¨r Absta¨nde und Winkel auszustatten.
Der metrische Tensor definiert somit das Skalarprodukt von Tangentialvek-
toren und besitzt eine Matrixdarstellung. Mit dieser Matrixdarstellung la¨sst
sich das Skalarprodukt mit
〈〈v,v〉〉
G
= vTGv (2.2)
berechnen. Der metrische Tensor ha¨ngt u¨blicherweise vom Punkt q ∈ Q ab
und wird deswegen oft mit G(q) gekennzeichnet. Im Fall eines euklidischen
Raumes ist die Matrixdarstellung des metrischen Tensors die Einheitsmatrix.
Die kinetische Energie ist beispielsweise eine Abbildung K : TQ→ R, aus der
ein metrischer Tensor abgelesen werden kann.
Lie-Ableitung
Die Lie-Ableitung einer reellen Funktion λ(q) entlang eines Vektorfeldes f(q)
ist eine reelle Funktion Lfλ(q), die durch
Lfλ(q) = 〈dλ(q), f(q)〉 ∈ R (2.3)
definiert wird. Diese Definition ist unabha¨ngig von den ausgewa¨hlten Koordi-
naten, da sie auf der Paarung zwischen Vektorfeld und Kovektorfeld basiert,
die selbst koordinatenunabha¨ngig ist.
Sind zwei Vektorfelder f und g gegeben, so wird das Vektorfeld
Lfg = [f ,g] =
∂g
∂q
f − ∂f
∂q
g (2.4)
als Lie-Ableitung3) bzw. Lie-Klammer von g nach f bezeichnet. Hierbei sind
3)Eigentlich ist dies lediglich die Koordinatendarstellung der Lie-Ableitung. Eine alterna-
tive, allgemeinere und von den Koordinaten unabha¨ngige Definition ist durch die Beziehung
LLfgλ = LfLgλ− LgLfλ gegeben, die fu¨r beliebige, hinreichend differenzierbare Funktio-
nen λ gelten muss.
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∂f
∂q
und ∂g
∂q
die den Vektorfeldern entsprechenden Jacobi-Matrizen.
Die Lie–Ableitung zweier Vektorfelder beschreibt die A¨nderung eines Vektor-
feldes entlang der Integralkurve des anderen Vektorfeldes. Anschaulich kann
die Lie-Ableitung Lfg mit Hilfe des Bildes 2-2 und der A¨quivalenz
Lfg(q0) = lim
ǫ→0
q(4
√
ǫ)− q(0)
ǫ
≈ q4 − q0
ǫ
∣∣∣∣
fu¨r kleines ǫ
interpretiert werden. Hier wird aus einem Anfangspunkt q0 = q(0) u¨ber den
Fluss Φ des Vektorfeldes f der Punkt q1 berechnet. Die zum Erreichen des
Zielpunkts beno¨tigte
”
Zeit“ betra¨gt t =
√
ǫ. Der Prozess wiederholt sich fu¨r
das Vektorfeld g, sodass der Punkt q2 erreicht wird. Anschließend wird ent-
Bild 2-2: Interpretation der Lie-Ableitung aus [Stone, 2003].
lang des Flusses von f , allerdings in umgekehrter Richtung (oder entlang des
Flusses von −f), gegangen. Somit wird der Punkt q3 erreicht. Zuletzt wird
die Richtung des Vektorfeldes −g eingeschlagen, wodurch man zum Punkt q4
gelangt. Im Allgemeinen kommutieren die Flu¨sse nicht und die Punkte q0 und
q4 stimmen nicht u¨berein. Die Differenz zwischen beiden Punkten ist propor-
tional zur Lie-Ableitung. Falls jedoch Lfg = 0 gilt, so kommutieren die Flu¨sse
der Vektorfelder f und g, d.h. Anfangs- und Endpunkt stimmen u¨berein.
Distributionen, Kodistributionen und Frobenius’ Theorem
In diesem Abschnitt werden lineare Unterra¨ume des Tangentialraumes TqQ
bzw. des Kotangentialraumes T ∗qQ einer Mannigfaltigkeit Q behandelt. Diese
Objekte spielen eine a¨hnliche Rolle wie die Unterra¨ume eines Vektorraumes
in der linearen Algebra. Sie ordnen jedem Punkt der Mannigfaltigkeit einen
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Unterraum des (Ko)Tangentialraumes zu. Im Rahmen dieser Arbeit werden
nur regula¨re (Ko)Distributionen betrachtet.
Definition 3 Sei eine glatte n-dimensionale Mannigfaltigkeit Q gegeben. Ei-
ne Vorschrift, die jedem Punkt q ∈ U ⊂ Q einen linearen Unterraum ∆q des
Tangentialraumes TqQ in der Form
∆q = span {v1,v2, · · · ,vd} ⊂ TqQ (2.5)
zuordnet, wird als (glatte) Distribution bezeichnet. Die Distribution heißt
regula¨r in einer Umgebung V des Punktes q ∈ V ⊂ U mit der Basis vi, mit
i ∈ {1, · · · , d}, falls dim(∆p) = d ∀q ∈ V gilt.
Auf analoge Art und Weise la¨sst sich nun auch eine Kodistribution als linearer
Unterraum des Kotangentialraumes T ∗qQ einer Mannigfaltigkeit Q definieren.
Definition 4 Sei eine glatte n-dimensionale Mannigfaltigkeit Q gegeben. Ei-
ne Vorschrift, die jedem Punkt q ∈ U ⊂ Q einen linearen Unterraum ∆∗q des
Kotangentialraumes T ∗qQ in der Form
∆∗q = span {σ1, σ2, · · · , σm} (2.6)
zuordnet, wird als (glatte) Kodistribution bezeichnet. Die Kodistribution
heißt regula¨r in einer Umgebung V des Punktes q ∈ V ⊂ U mit der Basis σi,
mit i ∈ {1, · · · , d}, falls dim(∆p) = d ∀q ∈ V gilt.
Ein wichtiges Konzept bezu¨glich Distributionen ist die Involutivita¨t, welche
aussagt, ob die Distribution (Unterraum des Tangentialbu¨ndels) integrierbar
ist. Mit anderen Worten ausgedru¨ckt, ob eine Untermannigfaltigkeit von Q
existiert, deren Tangentialraum gleich der Distribution ist.
Definition 5 Eine regula¨re Distribution ∆q = span {v1,v2, · · · ,vd} ist in-
volutiv auf V , falls
Lvivj ∈ ∆q ∀ i, j ∈ {1, 2, · · · , d}
fu¨r alle q ∈ V gilt.
Offensichtlich sind sowohl 1-dimensionale als auch n-dimensionale Distribu-
tionen eines n-dimensionalen Raumes immer involutiv. Der Zusammenhang
zwischen Involutivita¨t und Integrierbarkeit wird vom Theorem von Frobenius
gegeben.
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Satz 1 Frobenius: Eine regula¨re Distribution ist genau dann vollsta¨ndig in-
tegrierbar, wenn sie involutiv ist.
Fu¨r den Beweis dieses Satzes sei der Leser beispielsweise auf [Isidori, 1995]
verwiesen.
Bild 2-3: Interpretation der Involutivita¨t aus [Burke, 1985].
Die Involutivita¨t kann mit Hilfe von Bild 2-3 veranschaulicht werden. Dort
wird ein dreidimensionaler Raum dargestellt, auf dem zwei Vektorfelder f und
g definiert sind. Diese Vektorfelder ko¨nnen als Basis einer (regula¨ren) Distri-
bution interpretiert werden. Die Lie-Ableitung der Vektorfelder ist rechts im
Bild gezeigt. Dabei ist zu erkennen, dass das resultierende Vektorfeld in der
von den anderen Vektoren aufgespannten Ebene liegt. Das deutet darauf hin,
dass der dritte Vektor als lineare Kombination der anderen zwei dargestellt
werden kann, und somit, dass die Distribution involutiv ist. Das Integral der
Distribution ist in diesem Beispiel durch die gezeigte Fla¨che (Unterraum) im
dreidimensionalen Raum beschrieben. Wa¨re die Distribution nicht involutiv
gewesen, dann ha¨tte das aus der Lie-Ableitung resultierende Vektorfeld aus
der Fla¨che hinaus gezeigt und somit eine dritte Dimension aufgespannt. Die
Distribution wa¨re an dieser Stelle deshalb nicht integrierbar. Die durch die
drei Vektorfelder resultierende neue Distribution ∆q = span {f ,g,Lfg} ha¨tte
nun die Dimension n = d = 3 und wa¨re somit integrierbar. Das Ergebnis der
Integration wa¨re in diesem Fall die komplette Mannigfaltigkeit Q.
28 2 Mathematische Grundlagen
2.4 Lie-Gruppen
Lie-Gruppen spielen in der Mechanik (und somit auch in der energiebasierten
Regelung) eine sehr wichtige Rolle und werden deshalb ohne Anspruch auf
Vollsta¨ndigkeit hier kurz eingefu¨hrt. Es werden nur die fu¨r die Regelung in
der Ebene beno¨tigten Gruppen vorgestellt.
Definition 6 Eine Lie-Gruppe ist eine Mannigfaltigkeit G mit einer bina¨-
ren Operation ∗ : G×G ∋ (a, b) 7→ a ∗ b, die folgende Eigenschaften besitzt:
1. Assoziativita¨t: (a ∗ b) ∗ c = a ∗ (b ∗ c)
2. Existenz eines neutralen Elements: ∃ e ∈ G|e ∗ a = a ∗ e = a
3. Existenz eines inversen Elements: ∃ a−1 ∈ G|a ∗ a−1 = a−1 ∗ a = e
wobei a, b, c ∈ G gilt.
Oft wird auf das Zeichen ∗ verzichtet und einfach a b anstelle von a ∗ b ge-
schrieben. So ist beispielsweise R mit der Standardaddition eine Lie-Gruppe.
Ein Vektorraum mit der Standardaddition bildet ebenfalls eine Lie-Gruppe.
Ein Element g einer Lie-Gruppe G kann auch auf Punkte einer anderen Man-
nigfaltigkeit Q wirken. Zum Beispiel wirkt die Zeit t ∈ R durch den Fluss auf
die Punkte von Q mit der Abbildung (t,q(0)) 7→ q(t).
Definition 7 Eine (linke) Gruppenwirkung der Lie-Gruppe G auf Q ist
eine glatte Abbildung φ : G×Q→ Q mit folgenden Eigenschaften:
1. φ(e,q) = q ∀q ∈ Q
2. φ (g, φ(h,q)) = φ(gh,q) ∀ g, h ∈ G
3. φ(g, ·) ist ein Diffeomorphismus (also bijektiv und stetig differenzierbar)
Matrix-Lie-Gruppen
Die Menge aller reellen invertierbaren Matrizen vom Grad n wird allgemeine
lineare Gruppe genannt und mit GL(n,R) bezeichnet. Die bina¨re Operation ist
die Standardmatrixmultiplikation und das neutrale Element ist offensichtlich
die Einheitsmatrix In. Das inverse Element von A ist A
−1 und existiert per
Definition. Im Allgemeinen ist diese Gruppe nicht kommutativ AB 6= BA.
Matrix-Lie-Gruppen sind Untergruppen der allgemeinen linearen Gruppe. Die
Gruppe von Rotationen in der Ebene SO(2) und die Gruppe von Rotationen
und Verschiebungen SE(2) sind Beispiele fu¨r Matrix-Lie-Gruppen.
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Definition 8 Die spezielle orthogonale Gruppe SO(2) ist die Lie-Gruppe aller
orthogonalen 2x2-Matrizen mit Determinante +1:
SO(2) =
{
R ∈ GL(2,R) |RTR = I2, det(R) = 1
}
.
Mu¨ssen außer Rotationen auch parallele Verschiebungen dargestellt werden,
dann wird auf die spezielle euklidische Gruppe zuru¨ckgegriffen.
Definition 9 Die spezielle euklidische Gruppe SE(2) kann wie folgt definiert
werden:
SE(2) =
{
g ∈ R3×3 | g =
[
R2×2 r2×1
01×2 1
]
,R2×2 ∈ SO(2), r2×1 ∈ R2
}
Lie-Algebra einer Lie-Gruppe
Lie-Gruppen sind in sich differenzierbare Mannigfaltigkeiten und haben de-
mentsprechend einen Tangentialraum in jedem Punkt. Der Tangentialraum
der Gruppe im neutralen Element e hat einen eigenen Namen.
Definition 10 Die Lie-Algebra g einer Lie-Gruppe G ist der Tangential-
raum im neutralen Element g = TeG, zusammen mit einer Verknu¨pfung (Lie-
Klammer)
[·,·] : g× g→ g,
welche antikommutativ4)ist und die Jacobi-Identita¨t5)erfu¨llt.
Die Lie-Klammer im Fall von Matrix-Lie-Gruppen ist durch die Verknu¨pfung
[A,B] = AB − BA mit A, B ∈ g gegeben, wobei g die Lie-Algebra einer
Matrix-Lie-Gruppe G ist.
Die Gruppenwirkung der Definition 7 vera¨ndert mit Elementen g ∈ G die
Punkte q der Mannigfaltigkeit Q. Die infinitesimale Version der Lie-Gruppe
G ist ihre Lie-Algebra g. So muss die Wirkung der Gruppe auch eine infi-
nitesimale A¨quivalente haben, welche, statt Punkte von Q, Punkte von TQ
vera¨ndert. Dieses Element heißt infinitesimaler Erzeuger und ist wie folgt de-
finiert.
4)Antikommutativita¨t bedeutet, dass [ξ, ν] = −[ν, ξ]∀ ξ, ν ∈ g gilt.
5)Das heißt, dass [ξ, [ν, η]] + [ν, [η, ξ]] + [η,[ξ, ν]] = 0 ∀ ξ, ν, η ∈ g gilt.
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Definition 11 Der infinitesimale Erzeuger ξQ ∈ TQ der Wirkung φ von
einem Element der Lie-Algebra ξ ∈ g ist ein Vektorfeld, das durch folgende
Gleichung gegeben wird:
ξQ (q) =
d
dt
∣∣∣∣
t=0
φ
(
etξ,q
)
, (2.7)
wobei etξ =
∞∑
k=0
(tξ)k
k! die Exponentialfunktion ist.
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3 Lagrange-Formalismus
Die ein mechanisches System beschreibenden Differentialgleichungen ko¨nnen
durch verschiedene Methoden gewonnen werden. Die bekannteste Methode ba-
siert auf den newtonschen Gesetzen und erfordert die Beru¨cksichtigung innerer
Kra¨fte (drittes Gesetz: Kra¨fte treten immer paarweise auf). Die Lagrange-
Bewegungsgleichungen ermo¨glichen hingegen das Aufstellen der Bewegungs-
differentialgleichungen des mechanischen Systems, ohne Zwischengro¨ßen (in-
nere Kra¨fte) einfu¨hren zu mu¨ssen.
Fu¨r die Behandlung mechanischer Systeme im Rahmen des Lagrange-Forma-
lismus ist eine Reihe von Konzepten notwendig, welche hier kurz vorgestellt
werden. Ausfu¨hrlichere Erkla¨rungen sind in den Arbeiten von Lanczos [1986],
Bullo u. Lewis [2000] und Bloch [2003] zu finden.
3.1 Grundbegriffe der theoretischen Mechanik
Wie bei allen dynamischen Systemen werden fu¨r die Lo¨sung mechanischer Sys-
teme Koordinaten und Differentialgleichungen beno¨tigt. Jede Position (Konfi-
guration) eines mechanischen Systems soll in einem Raum dargestellt werden,
der wie folgt definiert wird:
Definition 12 Der Konfigurationsraum eines mechanischen Systems ist
eine n-dimensionale reelle Mannigfaltigkeit Q. Jeder Punkt q von Q entspricht
einer Konfiguration (Position) des mechanischen Systems. Die ausgewa¨hlten
Koordinaten fu¨r die Beschreibung eines Punktes werden generalisierte Ko-
ordinaten genannt. Eine Bewegung des Systems im Laufe der Zeit kann somit
als eine Kurve q(t) ∈ Q aufgefasst werden.
Die Zeitableitung von q(t) wird als generalisierte Geschwindigkeit vq(t) be-
zeichnet. Diese Geschwindigkeit ist ein Tangentialvektor und geho¨rt daher
zum Tangentialraum Tq(t)Q des Konfigurationsraumes. Aus diesem Grund
ist das Paar (q (t) ,vq(t)) ein Element des Tangentialbu¨ndels TQ und wird oft
als Tangentialkoordinate bezeichnet. Die Abha¨ngigkeit von der Zeit wird ab
diesem Punkt oft vernachla¨ssigt, um die Notation zu vereinfachen. Somit kann
vereinfachend (q,vq) ∈ TQ ≃ Q× TqQ geschrieben werden.
Obwohl das Konzept der kinetischen Energie in den Ingenieurwissenschaften
allgemein bekannt ist, wird fu¨r diese Arbeit eine mathematisch genauere De-
finition beno¨tigt, in der ihre wichtigsten Eigenschaften beschrieben werden.
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Die kinetische Energie kann als die Energie der Bewegung verstanden werden
und ist wie folgt definiert:
Definition 13 Die kinetische Energie eines mechanischen Systems ist ei-
ne Abbildung
K : TQ → R
(q,vq) 7→ K (q,vq) , (3.1)
welche linear u¨ber der Geschwindigkeit ist. Daru¨ber hinaus besitzt diese die
Eigenschaften der Symmetrie und der positiven Definitheit.
Anders als die kinetische Energie kann die potentielle Energie als die Energie
der Lage verstanden werden.
Definition 14 Die potentielle Energie ist eine differenzierbare Skalarfunk-
tion auf dem Konfigurationsraum
V : Q→ R
q 7→ V (q) , (3.2)
die zeitinvariant und geschwindigkeitsunabha¨ngig ist.
Die aus der potentiellen Energie resultierenden konservativen6) Kra¨fte werden
auch als innere Kra¨fte bezeichnet, weil ihre Wirkung direkt in die Lagrange-
funktion integriert werden kann. Die in der
”
Speicherfunktion“ V gespeicherte
Energie kann spa¨ter in kinetische Energie (Bewegung) umgewandelt werden.
3.2 Lagrange-Bewegungsgleichungen
Mit Hilfe der Lagrange-Gleichungen kann ein mechanisches System aus ener-
getischer Sicht betrachtet werden. Dies bietet eine passende Strategie, um
energiebasierte Regelungsstrategien zu entwickeln.
Definition 15 Sei Q der Konfigurationsraum eines zeitinvarianten mecha-
nischen Systems. Die Lagrangefunktion ist eine Abbildung
L : TQ → R
(q,vq) 7→ L (q,vq) , (3.3)
6)Eine konservative Kraft ist eine Kraft, die einem konservativen Feld (z.B. Gravitations-
feld) angeho¨rt. Diese lassen sich als Gradienten eines Skalarfeldes berechnen.
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die sich fu¨r mechanische Systeme u¨blicherweise als die Differenz zwischen ki-
netischer und potentieller Energie, also L (q,vq) = K (q,vq)− V (q), berech-
nen la¨sst.
In die Lagrangefunktion gehen die kinetische Energie und alle konservativen
Energien ein, aber anders als die Hamiltonfunktion7) stellt die Lagrangefunk-
tion nicht die Gesamtenergie des Systems dar. Die entsprechenden Differen-
tialgleichungen ko¨nnen mit Hilfe der so genannten Lagrange-Bewegungsglei-
chungen gewonnen werden.
Definition 16 Die Lo¨sung q (t) fu¨r die Bewegung eines mechanischen Sys-
tems mit Lagrangefunktion L (q,vq) und wirkenden a¨ußeren Kra¨ften F muss
die Differentialgleichungen
d
dt
(
∂L (q,vq)
∂vq
)
− ∂L (q,vq)
∂q
= F (3.4)
erfu¨llen, wobei die Gradienten ∂L
∂∗ als Kovektoren (Zeilenvektoren)
8) zu ver-
stehen sind. Diese Gleichungen werden Lagrange-Bewegungsgleichungen
oder Euler-Lagrange-Gleichungen genannt.
Diese Gleichungen kommen durch Extremierung der Wirkung
∫ b
a
L (q,vq) dt
zustande (Hamiltonsches Prinzip) und werden wegen ihrer einfachen Hand-
habung sehr oft bevorzugt. Der gro¨ßte Vorteil dieser Methode gegenu¨ber der
klassischen Newton-Methode ist die Mo¨glichkeit, die Bewegungs-Differenti-
algleichungen des Systems zu schreiben, ohne innere Kra¨fte bzw. Momente
einfu¨hren zu mu¨ssen.
Ein weiteres nu¨tzliches Konzept fu¨r die energiebasierte Regelung ist das Kon-
zept der Gesamtenergie eines mechanischen Systems, welche typischerweise
eine Kandidatin fu¨r eine Lyapunov-Funktion liefert, die zur Stabilita¨tspru¨fung
verwendet werden kann.
7)Die Hamiltonfunktion eines Systems ist seine Gesamtenergie als Funktion des Ortes und
der Impulse. A¨hnlich wie die Lagrange-Bewegungsgleichungen bestimmen die Hamilton-
Bewegungsgleichungen das dynamische Verhalten des Systems.
8)Die Kra¨fte werden im Lagrange-Formalismus mathematisch als Kovektoren des Kotan-
gentialbu¨ndels T ∗Q erfasst. Das wird oft in der Literatur zur Vereinfachung vernachla¨ssigt
und die Kra¨fte werden als Spaltenvektoren dargestellt.
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Definition 17 Die Gesamtenergie eines mechanischen Systems ist eine
Skalarfunktion E : TQ→ R, welche durch die Gleichung
E (q,vq) =
(
∂L (q,vq)
∂vq
)
vq − L (q,vq) (3.5)
beschrieben wird. Wenn die Lagrangefunktion aus der Differenz zwischen ki-
netischer und potentieller Energie gebildet wird, gilt fu¨r die Gesamtenergie
der Ausdruck E (q,vq) = K (q,vq) + V (q).
Die Matrixmultiplikation ∂L
∂vq
vq in der Gleichung (3.5) stellt die natu¨rli-
che Paarung zwischen Vektoren und Kovektoren dar und kann deswegen als〈
∂L
∂vq
,vq
〉
geschrieben werden. Der Gradient muss deshalb als Zeilenvektor
geschrieben werden.
Daru¨ber hinaus ist es fu¨r Stabilita¨tsuntersuchungen von Bedeutung, die Ener-
gierate dE
dt
zu analysieren. Folgender Satz und sein Beweis stammen, mit eini-
gen Anpassungen, aus Bloch [2003] und werden hier wegen ihrer Wichtigkeit
fu¨r das Versta¨ndnis der energiebasierten asymptotischen Stabilisierung an-
gefu¨hrt.
Satz 2 Die Gesamtenergierate fu¨r die Lo¨sung q(t) der Differentialglei-
chung (3.4) ist durch den Ausdruck
d
dt
E(q(t),vq(t)) = 〈F(t),vq(t)〉 = Fvq (3.6)
gegeben. Somit wird die Gesamtenergie eines sich bewegenden mechanischen
Systems dann und nur dann erhalten (E˙ = 0), wenn keine a¨ußeren Kra¨fte
(F = 0) auf das System wirken.
Beweis: Mit Hilfe der Kettenregel und mit der Eigenschaft vTw = wTv fu¨r belie-
bige Vektoren v und w leitet man (3.5) zeitlich ab und erha¨lt:
E˙ =
d
dt
(
∂L
∂vq
)
vq +
(
∂L
∂vq
)
aq −
(
∂L
∂q
)
vq −
(
∂L
∂vq
)
aq
=
d
dt
(
∂L
∂vq
)
vq −
(
∂L
∂q
)
vq
=
[
d
dt
(
∂L
∂vq
)
−
(
∂L
∂q
)]
vq .
Ein Vergleich des letzten Ausdrucks mit Gleichung (3.4) liefert den gesuchten Beweis
fu¨r Satz 2. 
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3.3 Kra¨fte im Lagrange-Formalismus
In den Definitionen des vorherigen Abschnitts wurde der Begriff Kraft mehr-
mals benutzt, ohne dass er formell definiert wurde. Die Lagrangefunktion
L beschreibt das natu¨rliche Verhalten des Systems ohne a¨ußere Einflu¨sse
vollsta¨ndig. Eine a¨ußere Kraft ist ein Element der Physik, welches in der
Lage ist, das natu¨rliche Verhalten eines Systems zu vera¨ndern. In dieser Ar-
beit werden hauptsa¨chlich zwei Klassen von Kra¨ften Verwendung finden, die
potentiellen (inneren) und die dissipativen (a¨ußeren) Kra¨fte.
Potentielle Kra¨fte kommen aufgrund von Potentialfeldern (und somit potenti-
eller Energien) zustande und sind deswegen in die Kategorie der konservativen
Kra¨fte einzuordnen.
Definition 18 Eine Kraft heißt potentiell, wenn sie sich aus einer Poten-
tialfunktion (z.B. die potentielle Energie) berechnen la¨sst:
Fpot(q) = −∂V (q)
∂q
. (3.7)
Diese Kra¨fte sind von der Zeit und von der Geschwindigkeit unabha¨ngig.
Da die potentiellen Kra¨fte konservativ sind, ko¨nnen diese keine Energie dissi-
pieren. Ihre Wirkung auf das System kann in die Lagrangefunktion integriert
werden, sodass diese auf der rechten Seite von Gleichung (3.4) nicht mehr
vorkommen. Hingegen sind nicht-konservative dissipative Kra¨fte in der La-
ge, die Gesamtenergie des Systems zu vera¨ndern, und ko¨nnen nicht in die
Lagrangefunktion integriert werden.
Definition 19 Eine zeitunabha¨ngige Kraft F(q,vq) heißt dissipativ, wenn
sie die Eigenschaft 〈F ,vq〉 ≤ 0 besitzt. Gilt u¨berdies 〈F ,vq〉 < 0, dann heißt
die Kraft streng dissipativ.
Ein typischer Sonderfall dissipativer Kra¨fte sind die Rayleighschen Kra¨fte,
welche linear u¨ber der Geschwindigkeit sind und sich aus einer Rayleighschen
Funktion berechnen lassen.
Definition 20 Eine Rayleighsche Dissipativita¨tsfunktion D (q,vq) ist ei-
ne differenzierbare Skalarfunktion, welche symmetrisch und positiv definit be-
zu¨glich der Geschwindigkeit ist. Eine u¨bliche Form dieser Funktion ist durch
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den Ausdruck
D (q,vq) =
1
2
vTq D (q)vq ∈ R (3.8)
gegeben, wobei D (q) eine symmetrische, positiv definite Dissipationsmatrix
ist. Die so genannte Rayleighsche Kraft ist die der Dissipativita¨tsfunktion
zugeho¨rige dissipative Kraft:
Fdiss = −∂D (q,vq)
∂vq
= −vTq D (q) . (3.9)
Setzt man die Kraft (3.9) in den Ausdruck der Energierate (3.6) ein, so erkennt
man, warum diese Funktion Dissipativita¨tsfunktion heißt.
E˙ = −vTq D (q)vq = −2D (q,vq)
Und weil die Matrix D (q) positiv definit ist, sinkt die Energie monoton mit
der Zeit. Das bedeutet, dass die Dissipativita¨tsfunktion ein Maß dafu¨r ist, wie
schnell die Energie vom System abgebaut wird, wenn keine weiteren nicht-
konservativen Kra¨fte vorhanden sind.
3.4 Eingeschra¨nkte mechanische Systeme
Fu¨r regelungstechnische Aufgaben ist es oft notwendig, die Modelle eines Sys-
tems so einfach wie mo¨glich zu gestalten, sodass ein modellgestu¨tzter Regler
die im Modell enthaltenen Informationen verwenden kann. Im Bereich der
Mechanik werden deswegen beispielsweise Ko¨rper als starr betrachtet und
nichtholonome Bedingungen fu¨r rollende Objekte angenommen. Aus theore-
tischer Sicht mu¨ssen diese Einschra¨nkungen des Systems erfasst werden und
in den Lagrange-Formalismus integriert werden.
Betrachtet wird ein eingeschra¨nktes System, dessen Einschra¨nkungen linear
bezu¨glich der Geschwindigkeit sind. Somit ko¨nnen diese in generalisierten Ko-
ordinaten als
C(q)
T
vq = 0 (3.10)
geschrieben werden. Die Kovektoren (Zeilen) der Matrix C(q)
T
, welche ei-
ne Kodistribution bilden, annullieren die nichtholonomen generalisierten Ge-
schwindigkeitsvektoren vq.
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Definition 21 Die Einschra¨nkung oder Bedingung (3.10) gilt als holonom
oder integrierbar, wenn es (zumindest lokal) eine reelle Funktion h(q) gibt,
mit der die Einschra¨nkung in der Form h(q) = 0 dargestellt werden kann,
sodass der Ausdruck
∂h(q)
∂t
=
∂h(q)
∂q︸ ︷︷ ︸
C(q)T
vq = 0 (3.11)
erfu¨llt wird.
Die Konfiguration des Systems (ein Punkt in Q) ist somit gezwungen, auf ei-
ner Untermannigfaltigkeit9) des Konfigurationsraumes zu bleiben. Diese Be-
dingung entspricht dem Frobenius-Satz (siehe Theorem 1 oder z.B. Isidori
[1995]) u¨ber Integrierbarkeit von Distributionen und Kodistributionen. Fu¨r
solche mechanischen Systeme bleiben die Lagrange-Bewegungsgleichungen un-
vera¨ndert in ihrer Form, ko¨nnen aber auch nur mit den Koordinaten des
(kleineren) Unterraumes beschrieben werden. Ein klassisches Beispiel eines
holonomen Systems ist ein Zug, der sich nur in einem eingeschra¨nkten Un-
terraum (den Schienen) des Konfigurationsraum (na¨herungsweise die Ebene)
bewegen darf.
Definition 22 Die Einschra¨nkung oder Bedingung (3.10) eines mechanischen
Systems gilt als nichtholonom, wenn keine Funktion h(q) im Sinne von De-
finition 21 existiert.
Die Position im Konfigurationsraum ist somit nicht eingeschra¨nkt, aber wohl
die Geschwindigkeiten und dadurch die Bewegungsklassen. Es sei zu beach-
ten, dass genauso wie beim holonomen Fall die Einschra¨nkungen per Defini-
tion linear bezu¨glich der Geschwindigkeit sein mu¨ssen. Mechanische Systeme,
bei denen die Bedingungen nichtlinear vorkommen, sind weder holonom noch
nichtholonom. Die Lagrange-Bewegungsgleichungen nichtholonomer Systeme
werden modifiziert, indem die Lagrange-Multiplikatoren eingefu¨hrt werden.
Das klassische Beispiel eines nichtholonomen Systems ist das rollende Rad
ohne Schlupf, welches in Abschnitt 4.2.2 behandelt wird.
Die Lagrange-Bewegungsgleichungen fu¨r den nichtholonomen Fall kommen
Dank des Prinzips von d’Alembert zustande, welches das Hamiltonsche Prin-
zip erweitert. Dieses basiert auf der Tatsache, dass Kra¨fte, die die Bewegung
9)Das ist der Unterraum vom Q, der durch {q ∈ Q|h(q) = 0} gegeben ist.
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einschra¨nken, keine Arbeit leisten. Beispielsweise ist es einfach einzusehen,
dass das rollende Rad keine Energie am Kontaktpunkt dissipiert, wenn am
Rad kein Schlupf vorliegt. Mit Hilfe der Theorie der Variationsrechnung kann
folgender Satz bewiesen werden:
Satz 3 Die Bewegung eines nichtholonomen Systems im Sinne von Definition
22 ist durch die Lagrange-d’Alembert-Gleichungen
d
dt
(
∂L (q,vq)
∂vq
)
− ∂L (q,vq)
∂q
= ΛC(q)
T
+ F , (3.12)
zusammen mit den Einschra¨nkungen in (3.10) vollsta¨ndig beschrieben. Der
Zeilenvektor Λ beinhaltet die Lagrange-Multiplikatoren10) λi, welche sich
aus dem Gleichungssystem berechnen lassen.
Die Berechnung der Lagrange-Multiplikatoren ist fu¨r den Reglerentwurf nicht
zwingend notwendig. Es ist na¨mlich mo¨glich, neue Variablen in einem redu-
zierten Raum durch eine Transformation einzufu¨hren, welche den ersten Term
auf der rechten Seite von (3.12) annulliert. Dies wird beim Reglerentwurf von
Kolonnen nichtholonomer Fahrzeuge in Abschnitt 6.2 na¨her betrachtet.
10)Es existiert hier Verwechslungsgefahr: Die hier betrachteten Lagrange-Multiplikatoren
sind nicht dieselben Multiplikatoren, die im Bereich der optimalen Regelung verwendet wer-
den. Bei letzteren werden die Einschra¨nkungen in der Optimierung beru¨cksichtigt, wa¨hrend
sie bei ersteren nach der Lo¨sung des Variationsproblems in die DGLs eingesetzt werden.
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Wie bereits in Abschnitt 1.1 angedeutet, sind zur Entlastung des Straßenver-
kehrs technische Lo¨sungen gefordert, mit deren Hilfe das vorhandene Stra-
ßennetz effektiver genutzt werden kann. Die Lo¨sungsvariante der elektronisch
gekoppelten Kolonnenfahrt bietet hierfu¨r mehrere Vorteile, wie zum Beispiel
die Steigerung der Sicherheit und die Entlastung der Fahrer. Fu¨r die Realisie-
rung eines solchen autonomen Systems sind neben der Sensorik am Fahrzeug
auch Kommunikationsmo¨glichkeiten notwendig, sodass das System zuverla¨ssig
und effizient gestaltet werden kann. Die meisten vorhandenen Arbeiten im
Bereich der Kolonnenfu¨hrung versuchen dieses Problem durch die Trennung
von La¨ngs- und Querdynamik zu lo¨sen. Dies fu¨hrt zu einer Vereinfachung
der Regelungsaufgabe, da die mechanisch-dynamischen Systeme jeweils eindi-
mensional werden. In diesem Kontext ko¨nnen beispielsweise spezielle Sensoren
verwendet werden, um die Straßenra¨nder zu erfassen und damit die Querdy-
namik entkoppelt zu regeln [Gehring, 2000].
Bei der im Rahmen dieser Arbeit behandelten energiebasierten Regelung ist
diese Trennung zwischen La¨ngs- und Querdynamik nicht gewollt, weil sich
hierbei die Einheiten in der Ebene frei bewegen du¨rfen und sich das Rege-
lungsziel auf die allgemeinere konstante Abstandshaltung in zwei Dimensionen
beschra¨nkt. Außerdem wird hier keine Einschra¨nkung der Fahrzeugbewegun-
gen auf eine Fahrspur beru¨cksichtigt. Dadurch ergibt sich eine schwierigere
regelungstechnische Aufgabe, denn auf diese Weise sind nicht mehr zwei ein-
dimensionale Probleme zu lo¨sen, sondern es muss eine u¨bergreifende Methode
entwickelt werden, welche beide Dynamikanteile zusammen behandelt. Eine
spa¨tere Erweiterung des Systems zur Beru¨cksichtigung von Einschra¨nkungen
durch die Umgebung (z.B. auf eine Fahrspur) la¨sst sich unkompliziert in den
Reglerentwurf integrieren. Bei anderen Anwendungsbereichen, wie etwa der
Robotik oder der Fu¨hrung von Gela¨ndewagen oder Milita¨rfahrzeugen, sind
solche Einschra¨nkungen der Fahrspur nicht vorhanden. Die Hauptziele des in
dieser Dissertation zu entwerfenden Systems sind, den Abstand zwischen den
Fahrzeugen mo¨glichst konstant zu halten, Kollisionen zu vermeiden und ggf.
eine bestimmte Formation einzuhalten.
Ein wichtiges Konzept bei der Regelung von Fahrzeugkolonnen ist die von
Swaroop in [Swaroop u. a., 1994] eingefu¨hrte und spa¨ter in der Vero¨ffentli-
chung [Swaroop u. Hedrick, 1996] formalisierte Kolonnenstabilita¨t (string sta-
bility). Im engeren Sinne besagt diese Eigenschaft eines vernetzten Systems,
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ob die Ausbreitung der Abstandsfehler u¨ber die Kolonnenteilnehmer ausrei-
chend geda¨mpft wird. Dies umfasst auch die klassische Stabilita¨t bezu¨glich des
Abstands zwischen jedem Fahrzeugpaar. Aus U¨berlegungen der Sicherheit ist
die Kolonnenstabilita¨t generell gewu¨nscht, damit sich Sto¨rungen im System
nicht ungeda¨mpft ausbreiten und die Abstandsfehler u¨ber die Kolonnenteil-
nehmer versta¨rken. Daru¨ber hinaus wird somit sichergestellt, dass Aktuatoren
nicht in ihre Sa¨ttigung gehen. Diesbezu¨glich wird in [Sheikholeslam u. Desoer,
1993] gezeigt, dass eine Regelungsstrategie ohne Kommunikation zwischen den
Teilnehmern zu einer Vergro¨ßerung der Abstandsfehler entlang der Kolonne
nach hinten fu¨hren kann, was sta¨rkere Stelleingriffe verursachen wu¨rde. Dies
stellt vor allem ein Problem dar, wenn die Kolonne aus sehr vielen Fahrzeu-
gen besteht. Kolonnenstabilita¨t kann nur dann ohne Kommunikation erreicht
werden, wenn man nicht an einem konstanten Abstand festha¨lt [Rajamani,
2006], sondern der Abstand sich beispielsweise in Abha¨ngigkeit von der Fahr-
geschwindigkeit vera¨ndern la¨sst. Dieser Ansatz widerspricht aber der Grun-
didee der Einhaltung eines geringen Abstands zur Kraftstoffersparnis und
Steigerung der Straßenausnutzung.
Die genannten Arbeiten behandeln ausschließlich das eindimensionale Pro-
blem der La¨ngsdynamik. Die Arbeit von Swaroop u. Hedrick wird deshalb von
Pant, Seiler, u. Hedrick erweitert. In [Pant u. a., 2001] und [Pant u. a., 2002]
wird das Konzept der Kolonnenstabilita¨t auf zweidimensionale vernetzte Sys-
teme mit n × n Einheiten u¨bertragen. Die Autoren geben dem eingefu¨hrten
Konzept den Namen Netzstabilita¨t (mesh stability). In ihrer Arbeit zeigen
sie die Anwendung der Theoreme, um die Netzstabilita¨t am Beispiel einer
Fahrzeugkolonne zu untersuchen. Nach einigen Kommentaren und Kritiken
von Zhang [2004] aufgrund von Ungenauigkeiten in den Definitionen und An-
nahmen gestaltete Pant u. a. [2004] die Sa¨tze in eine genauere Form um. Die
formale Untersuchung der Netzstabilita¨t einer Gruppe von Fahrzeugen wird
im Rahmen der vorliegenden Dissertation nicht behandelt, weil die hier zu-
grundeliegenden Modelle und Regelungsstrategien sehr komplexe nichtlineare
Gleichungen liefern, fu¨r die die analytische U¨berpru¨fung der Netzstabilita¨t un-
praktikabel ist. Außerdem wird hier ausschließlich mit kleinen Kolonnen (zwei
bis drei Einheiten) gearbeitet und deshalb spielt die Netzstabilita¨t, wie in vor-
herigem Abschnitt bereits erwa¨hnt, keine wesentliche Rolle. Nichtsdestotrotz
wird sich im Laufe der vorliegenden Arbeit durch Simulationen zeigen, dass
die Gruppe in der Praxis stabiles Verhalten aufweist.
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Bezu¨glich der Regelung der Querdynamik existieren bereits viele Beitra¨ge,
da diese Thematik seit La¨ngerem untersucht wird. Im Automotive-Bereich
arbeitet man oft bezogen auf eine Fahrspur (lane keeping) und/oder man ver-
wendet eine virtuelle Kopplung (tow-baring-Ansatz) zwischen den Fahrzeugen
[Zambou, 2005; Keßler u. a., 2006]. Beide genannten Konzepte werden in der
Arbeit von Gerdes u. a. [2001] kombiniert untersucht. Er entwickelte Rege-
lungsstrategien, die sowohl andere Verkehrsteilnehmer als auch statische Hin-
dernisse beru¨cksichtigen. Ferner sind Arbeiten vero¨ffentlicht worden, welche
auf die Implementierung des Fahrspurwechsels eingehen [Keßler u. a., 2007].
Parallel zu den genannten Methoden gibt es einige Artikel, bei denen das
Prinzip vehicle-follower eingesetzt wird. Bei dieser Strategie wird versucht,
die vom vorausfahrenden Fahrzeug zuru¨ckgelegte Bahn mit dem Folgefahr-
zeug genau nachzufahren [Pham u. Wang, 2002]. Diese Technik findet ha¨ufig
im Bereich der Robotik Verwendung.
Im vorliegenden Kapitel werden die Struktur des Regelungssystems, seine
Kommunikationstopologie und die Modellierung der Fahrzeuge vorgestellt.
Es werden vier unterschiedliche Modelle behandelt, da diese entweder der
Entwicklung von Regelgesetzen mit energiebasierten Methoden besser dienen
oder weil sie zur Validierung des resultierenden Reglers verwendet werden.
4.1 Kommunikationsstruktur
Es bestehen mehrere Mo¨glichkeiten zur Gestaltung der Kommunikationsstruk-
tur fu¨r eine Fahrzeugkolonne. All diese haben die U¨bertragung von Informa-
tionen entlang der Kolonne zur Aufgabe, sodass beispielsweise schnellere Re-
aktionszeiten des Regelungssystems und damit auch eine ho¨here Sicherheit
erreicht werden ko¨nnen. Im Folgenden werden diese Strukturen kurz vorge-
stellt.
Informationen von allen Fahrzeugen
Die Kommunikationsstruktur, bei der alle Fahrzeuge miteinander kommuni-
zieren ko¨nnen, ist in Bild 4-1 dargestellt. Diese ist unter dem Namen Broadcast
bekannt, denn die Informationen im Netz stehen allen Teilnehmern der Ko-
lonne zur Verfu¨gung. Es gibt in der Literatur viele Arbeiten, die auf dieser
Konfiguration basieren, obwohl nicht immer auf das Kommunikationssystem
selbst eingegangen wird. So zeigen Levine u. Athans [1966] schon im Jahr
1966, wie die Regelung einer Kolonne linearer Fahrzeuge als Optimierungs-
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problem dargestellt werden kann, das mit Hilfe der Riccati-Gleichung lo¨sbar
ist.
Bild 4-1: Broadcast-Struktur. Monitoring und Versand von Daten aus einem
Rechner mo¨glich.
Im Rahmen des SPP 1305-Projekts wurde ein WLAN-Kommunikationssys-
tem entwickelt, das aus einem Ethernet-Netzwerk bestand und als Ethernet-
Broadcast operierte. Hier haben prinzipiell alle Fahrzeuge Zugriff auf die In-
formationen u¨ber den Zustand aller anderen Teilnehmer der Kolonne. Im
Kontext der energiebasierten Regelung werden in [Cha´vez Grunewald u. a.,
2010b] Untersuchungen durchgefu¨hrt, um den Einfluss des Kommunikations-
netzes auf die Regelung hervorzuheben. Hierbei wird der Kommunikationska-
nal mit Hilfe einer Rayleigh-Verteilung stochastisch modelliert, welche na¨he-
rungsweise die Eigenschaften eines UDP-Protokolls u¨ber Ethernet darstellt
(siehe [Kommineni u. Malinowski, 2005]). Dieses Protokoll ist aus regelungs-
technischen Gru¨nden fu¨r die Kolonnenfu¨hrung geeignet, weil hierbei kein er-
neutes U¨bertragen im Falle eines Fehlers erfolgt und somit immer nur die
aktuellsten Daten kommuniziert werden. Da diese Methoden modellbasiert
sind und das Netzwerk nicht im Entwurf beru¨cksichtigt werden kann, haben
die Simulationsergebnisse erwartungsgema¨ß gezeigt, dass sich die Regelgu¨te
unter stochastischen Totzeiten verschlechtert. Die Onboard-Sensorik ist des-
halb wichtig, denn ihre Information ist zuverla¨ssiger und die Totzeiten sind
wesentlich kleiner.
Die Netzkonfiguration aus Bild 4-1 hat Nachteile bezu¨glich der Nutzung der
Bandbreite des U¨bertragungskanals. Die notwendige Bandbreite steigt u¨ber-
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proportional mit der Teilnehmeranzahl. Die Broadcast-Struktur bietet aber
fu¨r Versuchszwecke den Vorteil, dass sich alle anderen Konfigurationen (z.B
nur Informationen vom vorausfahrenden Fahrzeug) softwarema¨ßig realisieren
lassen. Ferner kann eine solche Struktur benutzt werden, um die u¨bertragenen
Daten mit einem Rechner zu u¨berwachen (Monitoring) und zu bewerten, was
im Bild links dargestellt wird. Ein weiterer Vorteil der dargestellten Topolo-
gie besteht darin, dass neben Informationen u¨ber die Zusta¨nde der Fahrzeuge
auch andere Typen von Daten (beispielsweise Regelparameter) u¨bertragen
werden ko¨nnen. Dadurch kann mit Hilfe von einem Rechner der Regler online
angepasst werden, ohne dass dafu¨r die Hardware neu programmiert werden
muss. Eine weitere Mo¨glichkeit dieser Struktur ist die Emulation (Nachbil-
dung) von Sto¨rungen. Das umfasst nicht nur Kommunikationsausfa¨lle, son-
dern auch z.B. Totzeiten im Netz. In Abschnitt 7.1 werden einige experimen-
telle Ergebnisse mit dieser Struktur vorgestellt.
Informationen vom vorausfahrenden Fahrzeug
Die einfachste Kommunikationsarchitektur ist diejenige, bei der jedes Fahr-
zeug lediglich Zugriff auf die Informationen des vorausfahrenden Fahrzeugs
hat. Die dadurch u¨bermittelten Informationen ko¨nnen in der Regelung zum
Beispiel fu¨r eine Vorsteuerung verwendet werden, um die Reaktionsgeschwin-
digkeit des Systems zu erho¨hen und Regelabweichungen zu reduzieren. Mit
diesen Informationen ko¨nnten prinzipiell die gleichen Stelleingriffe wie im vor-
ausfahrenden Fahrzeug durchgefu¨hrt werden, was offensichtlich im idealen Fall
zu einem konstanten Abstand fu¨hren wu¨rde. Selbstversta¨ndlich mu¨ssten die
Stellgro¨ßen umgerechnet werden, falls die Fahrzeuge von verschiedenen Ty-
pen (z.B. unterschiedliche Leistungen) sind. Bild 4-2 zeigt die beschriebene
Struktur des Kommunikationssystems.
Bild 4-2: Information vom vorausfahrenden Fahrzeug.
Ist keine Kommunikation zwischen den Fahrzeugen vorhanden, kann trotzdem
dieses Regelungskonzept na¨herungsweise angewandt werden, wenn (relative)
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Informationen bezu¨glich des vorausfahrenden Fahrzeugs durch Sensoren ge-
wonnen werden ko¨nnen. Dieses System ist auf dem Markt schon seit u¨ber 25
Jahren unter dem Namen ACC-System (Adaptive Cruise Control) verfu¨gbar
[Winner, 2003]. Solche Systeme arbeiten fu¨r den eindimensionalen Fall (La¨ngs-
dynamik) und ko¨nnen, ohne Informationen u¨ber den Zustand des vorausfah-
renden Fahrzeugs, Kolonnenstabilita¨t fu¨r konstante Abstandshaltung nicht
gewa¨hrleisten. Fu¨r kurze Kolonnen ist das aber in der Praxis nur von gerin-
ger Bedeutung.
Die Idee der zusa¨tzlichen Nutzung von lokal berechneten Informationen u¨ber
den Zustand des Fu¨hrungsfahrzeugs wurde von Swaroop u. a. [1994] entwi-
ckelt. Er benutzt fu¨r die Regelung die Fehlersignale aus den Absta¨nden zu den
vorausfahrenden Fahrzeugen und auch zum Fu¨hrungsfahrzeug. Die Ermitt-
lung des relativen Abstands zum Fu¨hrungsfahrzeug wird hierbei dadurch rea-
lisiert, dass jede Einheit ihren relativen Abstand zum Fu¨hrungsfahrzeug zum
hinteren Fahrzeug u¨bertra¨gt. So misst das zweite Fahrzeug diese Information
direkt mit einem Abstandssensor und kommuniziert diese zum dritten Fahr-
zeug weiter. Dort la¨sst sich wiederum der relative Abstand zum Fu¨hrungs-
fahrzeug als die Summe des Abstands zum vorausfahrenden Fahrzeug und
des u¨bermittelten Abstands berechnen. Das dritte Fahrzeug u¨bertra¨gt diesen
neu berechneten Wert zum vierten Fahrzeug und der Prozess wiederholt sich.
Informationen vom vorausfahrenden und vom Fu¨hrungsfahrzeug
Eine weitere mo¨gliche Kommunikationsstruktur ist die, bei der jedes Fahr-
zeug nicht nur direkten Zugriff auf Informationen des jeweils vorausfahrenden
Fahrzeugs hat, sondern auch den Zustand des Fu¨hrungsfahrzeugs u¨bermittelt
bekommt. Mit der in Bild 4-3 gezeigten Struktur verfu¨gt der Regler u¨ber mehr
Informationen als in Bild 4-2. Der Zustand des Fu¨hrungsfahrzeugs wird so-
mit unmittelbar empfangen, ohne dass dieser u¨ber die gesamte Kolonne nach
hinten u¨bertragen werden muss. Einige Autoren (siehe z.B. [Eyre u. a., 1998])
kombinieren diese Informationen durch die Gewichtung der Absta¨nde zum
Fu¨hrungsfahrzeug und zum vorausfahrenden Fahrzeug.
Im Fall einer Regelung mit der Struktur aus Bild 4-3 ko¨nnen Fahrzustands-
a¨nderungen des Fu¨hrungsfahrzeugs schnell u¨bermittelt werden, sodass die
Sto¨rung auf die Kolonne zu¨gig kompensiert werden kann. Dadurch wird es
mo¨glich, mit einem moderaten Aufwand eine Sto¨raufschaltung zu realisieren,
welche die Performance der Kolonnenregelung verbessern kann. Einige der
ersten Arbeiten mit dieser Regelungsstruktur wurden von Shladover [1978]
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Bild 4-3: Information vom vorausfahrenden Fahrzeug und vom Fu¨hrungsfahr-
zeug.
vorgestellt. Der Autor zeigt in seinem Beitrag, dass damit die Stabilita¨t fu¨r
ein AGT-System (automated guided transit) erreicht werden kann.
4.2 Modellierung der Systemdynamik
Ein wichtiger Punkt beim energiebasierten Regelungsentwurf ist die Wahl
eines geeigneten Modells. Aufgrund der komplexen nichtlinearen Zusammen-
ha¨nge, die aus diesen Methoden resultieren, ist es von besonderer Bedeutung
vereinfachte Modelle einzusetzen, die ausschließlich das Wesentliche der Dyna-
mik darstellen. So ist zum Zweck der Regelung von Fahrzeugen in der Ebene
ein erster Ansatz, die Modellierung der Fahrzeuge als Massenpunkte vorzu-
nehmen, die von Kra¨ften (Stellgro¨ßen) in Bewegung gebracht werden. Die sich
daraus ergebenden Regelgesetze sind jedoch nur begrenzt anwendbar, denn in
der Realita¨t sind die Stellgro¨ßen des Systems nicht in Form solcher Kra¨fte
gegeben. Die Gleichungen, welche den Regler beschreiben, mu¨ssen deswegen
zu realen Stellgro¨ßen transformiert werden, damit sie in der Fahrzeugtechnik
eingesetzt werden ko¨nnen. Diese Anpassung wird in Abschnitt 6 ausfu¨hrlich
behandelt.
Eine Verbesserung im Vergleich zu den Massenpunktmodellen bietet das so
genannte nichtholonome Modell, bei dem die Annahme getroffen wird, dass
an den Ra¨dern der Fahrzeuge kein Schlupf vorhanden ist. Das Konzept der
Nichtholonomita¨t hat ihren Ursprung in der klassischen Mechanik (siehe Bloch
[2003]) und erlaubt eine Vereinfachung der Dynamik. Nichtholonome Modelle
wurden in der Literatur vor allem im Bereich der Koordinierung und Regelung
von mobilen Robotern (siehe Wang u. Xu [2003] und Low u. Wang [2008] zum
Beispiel) eingesetzt. Sie werden heutzutage ebenfalls im Automobil-Bereich
verwendet, z.B. um Einparksysteme zu entwickeln, denn in diesem niedri-
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gen Geschwindigkeitsbereich sind die nichtholonomen Modelle relativ genau.
Kennzeichnend fu¨r nichtholonome mechanische Systeme sind ihre nicht-inte-
grierbaren Einschra¨nkungen der Geschwindigkeitsvektoren (Distribution), die
aber die Positionen nicht beschra¨nken. So ist die Positionierung eines Autos
in der Ebene auf jedem beliebigen Punkt mo¨glich, obwohl es beispielsweise
unmo¨glich ist, das Auto seitlich (in Querrichtung) zu versetzen. Nichtsde-
stotrotz la¨sst sich zeigen, dass die letztgenannte Bewegung aus theoretischer
Sicht (infinitesimal) realisierbar ist. Wang u. Xu [2003] stellen die Analyse
einer Folgeregelung fu¨r unterschiedliche nichtholonome Fahrzeuge vor, und
betrachten dabei das Verhalten der internen Dynamik. Dafu¨r wird ein Be-
zugspunkt beno¨tigt, welcher die Solltrajektorie oder das Fu¨hrungsfahrzeug
(siehe Pham u. Wang [2002]) repra¨sentiert.
In den folgenden Unterkapiteln sollen die Massenpunktmodelle sowie zwei
nichtholonome Modelle vorgestellt werden, die im Rahmen des SPP 1305-
Projekts verwendet wurden. Die Modellierung des rollenden Rades, Basis fu¨r
die Erstellung der Fahrzeugmodelle, wird auch kurz vorgestellt. Das Car-
Like-Modell wird ausfu¨hrlich beschrieben und mit Hilfe differentialgeometri-
scher Werkzeuge, wie der Lie-Ableitung, analysiert. Darauffolgend wird auch
das nichtholonome Robot-Like-Modell vorgestellt, dessen Darstellung beson-
ders einfach ist und deswegen den Einsatz der energiebasierten Methoden
ermo¨glicht, ohne dabei sehr unu¨bersichtliche Gleichungen zu erzeugen.
4.2.1 Fahrzeuge als Massenpunkte
Das einfachste Modell, mit dem Fahrzeuge beschrieben werden ko¨nnen, ist
das Massenpunktmodell. Hierbei werden das Tra¨gheitsmoment des Fahrzeugs,
die Zusammenha¨nge zwischen Fahrbahn und Reifen und der Antriebsapparat
vernachla¨ssigt. Kra¨fte ko¨nnen auf den Massenpunkt wirken, um die Geschwin-
digkeit und die Bewegungsrichtung zu beeinflussen. Obwohl das eine starke
Vereinfachung darstellt, sind solche Modelle oft in der Literatur zu finden,
denn sie bieten die Mo¨glichkeit, sich auf das Regelungsproblem der Gruppe
von Einheiten zu konzentrieren. Anschließend ko¨nnen die aus dem Regler-
entwurf resultierenden Kra¨fte durch geeignete Koordinatentransformationen
und unterlagerte Regelkreise in reale Stellgro¨ßen transformiert werden. Der
oben genannte unterlagerte Regler kann daru¨ber hinaus dafu¨r sorgen, dass
nichtlineare Eigenschaften des realen Fahrzeugs komplett oder teilweise kom-
pensiert werden. Das ko¨nnte beispielsweise durch die Invertierung nichtlinea-
rer Kennlinien erfolgen. Ein weiterer Vorteil eines unterlagerten Regelkreises
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ist, dass er auch dafu¨r verwendet werden kann, um die Modelldynamik zu
vera¨ndern, indem man diese zum Beispiel der von einem PT1-Glied (siehe z.B.
[Diab u. a., 2010]) anna¨hert. Einige Arbeiten verwenden beispielsweise diese
Technik zur Trajektorienplanung von Robotern (siehe z.B. [Lawton u. a., 2000]
und [Moreau u. a., 2003]). Diese erfolgt mittels ku¨nstlicher Steuereinga¨nge
bzw. Stellgro¨ßen, die anschließend durch Koordinatentransformationen in rea-
le Systemeinga¨nge umgerechnet werden.
Die Bewegungsgleichungen des Systems ergeben sich aus den newtonschen
Gleichungen Fi = mi ai, wobei ai die Beschleunigung der i-ten Masse ist.
Wird ein Fahrzeug i als Massenpunkt modelliert, dann ist sein Konfigurati-
onsraum der euklidische Raum Qi = R
2. Offensichtlich ist der Konfigurati-
onsraum einer Gruppe von N Fahrzeugen durch Q = R2N gegeben.
4.2.2 Modellierung eines rollenden Rades
Im Folgenden wird ein einzelnes Rad untersucht, um die entsprechenden nicht-
holonomen Gleichungen zu finden. Dies wird in Bild 4-4 vereinfacht darge-
stellt. Da das Rad am Fahrzeug na¨herungsweise senkrecht zur Fahrbahn steht,
wird im Weiteren davon ausgegangen, dass keine Koordinate fu¨r den Kipp-
winkel notwendig ist. Es wird bei der Modellierung außerdem angenommen,
dass das Rad ohne Schlupf rollt (nichtholonome Bedingung).
Bild 4-4: Das rollende Rad in der Ebene.
Unter den genannten Annahmen hat das Rad vier Freiheitsgrade: die bei-
den Positionskoordinaten in der Ebene, den Gierwinkel und den Drehwinkel,
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[x y ψ φ]
T
. Ist der Radius vom Rad rR, so ko¨nnen die nichtholonomen Be-
dingungen fu¨r den Geschwindigkeitsvektor wie folgt angegeben werden:
x˙− rR cosψφ˙ = 0,
y˙ − rR sinψφ˙ = 0.
Es ist einfach zu zeigen, dass der Betrag des Geschwindigkeitsvektors des
Aufstandspunkts (x, y) durch v = rR φ˙ gegeben ist und dass damit beide
Gleichungen in der nichtholonomen Bedingung
x˙ sinψ − y˙ cosψ = 0 (4.1)
zusammengefasst werden ko¨nnen, wobei hier rR und φ nicht mehr auftauchen.
Die zur nichtholonomen Bedingung geho¨rige Kodistribution (siehe Definition
4) in Matrixform berechnet sich zu CT =
[
sinψ − cosψ 0], wobei der
Vektor der generalisierten Koordinaten jetzt durch q = [x y ψ]
T
definiert
ist. Weiter kann auch der Geschwindigkeitsvektor im Aufstandspunkt mit der
Gleichung [
x˙
y˙
]
= R(ψ)
[
v
0
]
berechnet werden, wobei R die zweidimensionale Rotationsmatrix bezeichnet
und v der Betrag des Geschwindigkeitsvektors des Aufstandspunkts ist.
4.2.3 Das Car-Like-Modell
Die in Abschnitt 4.2.1 vorgestellte Modellierung von Fahrzeugen als Mas-
senpunkte wird oft als Vereinfachung verwendet. Das Car-Like-Modell bietet
hierbei eine bessere Beschreibung des Verhaltens eines Autos und ist in Bild
4-5 skizziert.
Da die Realita¨t u¨blicherweise zu komplex ist, um sie durch mathematische
Ausdru¨cke vollsta¨ndig zu beschreiben, basiert das Car-Like-Modell, wie jedes
Modell, auf Annahmen. Die wichtigsten Annahmen, die dieses Modell betref-
fen, sind folgend aufgelistet:
• Einspurmodell: Die Radaufstandspunkte werden bei beiden Achsen in
der Fahrzeugmitte zusammengefasst.
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Bild 4-5: Das Car-Like-Modell.
• Starrer Ko¨rper: Der Abstand zwischen zwei beliebigen Punkten des
Fahrzeugaufbaus ist konstant.
• Rollen ohne Schlupf: Seiten- und Umfangskra¨fte werden nicht beru¨ck-
sichtigt. Das entspricht der eigentlichen nichtholonomen Bedingung.
Trotz all dieser Einschra¨nkungen ist das nichtholonome Modell eine voll-
sta¨ndigere Na¨herung eines realen Fahrzeugs als ein Massenpunkt und bietet
genu¨gend Information zum Reglerentwurf. Die verbleibenden Modellunsicher-
heiten ko¨nnen durch eine Ru¨ckfu¨hrung kompensiert werden. Daru¨ber hinaus
hat dieses Modell den großen Vorteil gegenu¨ber dem Ansatz mit Massenpunk-
ten, dass hier die Eingangsgro¨ßen des Systems reale Gro¨ßen wie der Lenkwin-
kel und nicht ku¨nstliche Gro¨ßen (Kra¨fte) sind. Diese realen Eingangsgro¨ßen
sind diejenigen, die zur Implementierung der Regelalgorithmen auf realen Mo-
dellautos (wie die in Abschnitt 7.1) beno¨tigt werden. In Bild 4-5 stellen v und
vh jeweils die Geschwindigkeiten der Vorder- und Hinterachse dar. Der Ab-
standsvektor d von der Vorderachse zum Punkt (zx, zy) des vorausfahrenden
Fahrzeugs ist auch im Bild dargestellt. Der Winkel dieses Vektors bezu¨glich
der Fahrzeugla¨ngsachse wird mit θ bezeichnet. Daru¨ber hinaus werden der
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Gierwinkel ψ und der Lenkwinkel δ gezeigt.
In Anbetracht der oben getroffenen Annahmen und der Modellierung rollen-
der Ra¨der von Abschnitt 4.2.2 ko¨nnen zwei Vektorfeldgleichungen aufgestellt
werden, welche die Geschwindigkeiten der Radaufstandspunkte beschreiben.
Fu¨r die Vorder- und Hinterachsen berechnen sich diese Geschwindigkeiten zu[
x˙
y˙
]
= R(δ + ψ)
[
v
0
]
= v
[
cos(δ + ψ)
sin(δ + ψ)
]
, (4.2a)[
x˙h
y˙h
]
= R(ψ)
[
vh
0
]
= vh
[
cos(ψ)
sin(ψ)
]
. (4.2b)
Weiterhin kann die Beziehung des Vorderradwinkels ϑ = δ + ψ zur Vereinfa-
chung der Notation genutzt werden. Unter Beru¨cksichtigung der Annahme,
dass das Fahrzeug ein starrer Ko¨rper ist, ko¨nnen folgende geometrische Be-
ziehungen hergeleitet werden:[
xh
yh
]
=
[
x
y
]
−R(ψ)
[
l
0
]
, (4.3)
wobei l die Fahrzeugla¨nge ist. Leitet man die Position der Hinterachse (4.3)
zeitlich ab, so kann diese Gleichung mit den Gleichungen in (4.2) kombiniert
werden. Es la¨sst sich dadurch zeigen, dass die Zusammenha¨nge
vh = v cos(δ), (4.4a)
ψ˙ =
v
l
sin(δ) (4.4b)
gelten. Daraus ist ersichtlich, dass die Gierrate ψ˙ von der Geometrie des
Fahrzeugs l, der Geschwindigkeit der Vorderachse v und dem Lenkwinkel δ
abha¨ngt. Der Konfigurationsraum des Systems ist somit durch Q = SE(2)×S1
gegeben, wobei S1 der Einheitskreis ist.
Durch Ableiten von (4.2a) kann die Beschleunigung der Vorderachse berechnet
werden, welche in Abschnitt 6 fu¨r den Entwurf beno¨tigt wird:[
x¨
y¨
]
= R(δ + ψ)
[
v˙
vδ˙ + v
2
l
sin(δ)
]
. (4.5)
Die zwei Gleichungen in (4.5) ko¨nnen jetzt nach v˙ und δ˙ aufgelo¨st werden,
sodass die Einga¨nge in Abha¨ngigkeit von den absoluten Koordinaten und
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deren zeitlichen Ableitungen gebracht werden:
v˙ = y¨ sin(ϑ) + x¨ cos(ϑ) , (4.6)
δ˙ =
y¨ cos(ϑ)− x¨ sin(ϑ)
v
− v
l
sin(δ). (4.7)
Hier sind diese Gleichungen wohl definiert, solange die Fahrgeschwindigkeit
ungleich Null ist.
Bei der Verwendung des Car-Like-Modells werden die Einga¨nge entweder
durch eine kinematische oder durch eine dynamische Betrachtung modelliert.
Im kinematischen Fall werden die Geschwindigkeit des Fahrzeugs v und die
Lenkwinkelgeschwindigkeit δ˙ als Stellgro¨ßen aufgefasst (siehe na¨chsten Ab-
schnitt). Wenn das dynamische Modell beru¨cksichtigt wird, verwendet man
als Systemeinga¨nge statt (δ˙, v) die Gro¨ßen (δ˙, a), wobei a = v˙ gilt. Diese
Einga¨nge ko¨nnen in einem Spaltenvektor angeordnet werden:
U =
[
uv
uδ
]
=
[
v˙
δ˙
]
. (4.8)
Die hier eingefu¨hrte Notation findet spa¨ter bei der Anpassung des Reglers
durch eine Koordinatentransformation in Abschnitt 6.1 Verwendung.
Differentialgeometrische Analyse des Car-Like-Modells
Wird als
”
ku¨nstlicher“ Lenkeingang die Lenkwinkelgeschwindigkeit uδ = δ˙
gewa¨hlt, wie in [Pham u. Wang, 2002] vorgestellt, so kann das Modell in Glei-
chung (4.2a) in die Form

x˙
y˙
ψ˙
δ˙

 = v


cosϑ
sinϑ
l−1 sin δ
0


︸ ︷︷ ︸
gF
+uδ


0
0
0
1


︸︷︷︸
gL
= Gu (4.9)
umgeschrieben werden, wobei gF und gL die zwei Vektorfelder sind, die jeweils
das Fahren und das Lenken ermo¨glichen. Außerdem werden in Gleichung (4.9)
diese Vektorfelder in der Matrix G zusammengefasst, wobei beide Einga¨nge
in einem Spaltenvektor u angeordnet werden.
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Obwohl mit diesen Vektorfeldern anscheinend nur zwei (durch gF und gL
gegebene) Bewegungsrichtungen mo¨glich sind, weiß man aus eigener Erfah-
rung, dass ein Auto in der Realita¨t zu jedem beliebigen Punkt (abgesehen
von Hindernissen) in der Ebene gefahren werden kann. Die Differentialgeome-
trie bietet hierfu¨r ein Werkzeug, um diese Tatsache mathematisch beschreiben
zu ko¨nnen. Dieses Werkzeug ist die Lie-Ableitung, welche aus jeden zwei Vek-
torfeldern ein neues erzeugen kann. Im klassischen linearen Fall sind diese
neuen Vektorfelder durch die Spalten der Matrix B und derer (mehrmaligen)
Multiplikation mit der Matrix A gegeben. Das ha¨ngt offensichtlich mit dem
Konzept der Steuerbarkeit eines linearen zeitinvarianten Systems zusammen.
Es la¨sst sich einfach zeigen [De Luca u. a., 1998], dass zwei weitere linear un-
abha¨ngige Vektorfelder fu¨r das Car-Like-Modell erzeugt werden ko¨nnen:
gW = LgLgF =


− sinϑ
cosϑ
l−1 cos δ
0

 , gS = LgW gF = l−1


− sinψ
cosψ
0
0

 .
Diese Vektorfelder, zusammen mit den urspru¨nglichen Vektorfeldern gL und
gF , sind in Bild 4-6 dargestellt. Die Vektorfelder gF und gW werden dort mit
zwei Pfeilen jeweils (z.B. gF1 und gF2) dargestellt, um die Vera¨nderung des
Gierwinkels von der xy-Bewegung zu unterscheiden. Es kann daru¨ber hinaus
beobachtet werden, dass das Vektorfeld gS einen seitlichen Versatz (ideale
Parkbewegung) hervorruft. Das ist allerdings nur durch die
”
infinitesimale“
Kombination der originalen Vektorfelder (d.h. durch die Lie-Ableitung nach
Gleichung (2.4)) erreichbar.
Die Tatsache, dass neue Vektorfelder erzeugt werden ko¨nnen, weist darauf hin,
dass die Distribution nicht involutiv (siehe Definition 5) ist, was eine direkte
Konsequenz der Nichtholonomita¨t ist. Weiterhin kann mit diesen Vektorfel-
dern eine Matrix QZ = [gL gF gW gS ] gebildet werden, deren Determi-
nante det(QZ) = l
−2 ungleich Null ist und damit beweist, dass das System
zuga¨nglich11) im nichtlinearen Sinne ist.
4.2.4 Das Robot-Like-Modell
Eine weitere Mo¨glichkeit, nichtholonome Fahrzeuge zu modellieren, bieten die
so genannten Robot-Like-Modelle, bei denen die Ra¨der unabha¨ngig voneinan-
11)Zuga¨nglichkeit heißt, dass der Zustand lokal in eine beliebige Richtung vera¨ndert werden
kann.
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Bild 4-6: Urspru¨ngliche und neue Vektorfelder fu¨r das Car-Like-Modell.
der angetrieben werden ko¨nnen. Diese nichtholonomen Modelle sind in Bild
4-7 fu¨r den Fall einer Kolonne mit zwei Einheiten dargestellt. Der Abstands-
Bild 4-7: Kolonne von Robot-Like-Modellen.
vektor d geht hierbei vom Mittelpunkt des ersten Fahrzeugs zum Mittelpunkt
des zweiten. Die Steuerung eines Fahrzeugs wird dadurch erreicht, dass die
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im Bild dargestellten Kra¨fte fLi und fRi variiert werden. Diese wirken an den
Ra¨dern der Einheit i ∈ {1,2}. Die Spurbreite 2R ist bei beiden Einheiten
gleich.
Der Konfigurationsraum ist in diesem Fall durch Q = SE(2)× SE(2) gegeben.
A¨hnlich wie beim Car-Like-Modell kann (4.1) verwendet werden, um die zu
den nichtholonomen Bedingungen geho¨rende Kodistribution auf Q zu bestim-
men. Ihre Matrixform ist hier durch
CT =
[
sinψ1 − cosψ1 0 0 0 0
0 0 0 sinψ2 − cosψ2 0
]
(4.10)
gegeben. Der Vektor der generalisierten Koordinaten hat dabei die Form
q = [x1 y1 ψ1 x2 y2 ψ2]
T
. Die nichtholonomen Bedingungen ko¨nnen dann
anhand der natu¨rlichen Paarung von Kovektoren und Geschwindigkeitsvek-
toren CTvq = 0 wiedergewonnen werden. Die Kovektorfelder in C
T sind so
gewa¨hlt, dass die Gleichung CT C = I erfu¨llt wird.
Der Annulator der Kodistribution (4.10) ist eine Distribution, die leicht ab-
zuleiten ist. Ihre Matrixdarstellung berechnet sich zu
ST =


cosψ1 sinψ1 0 0 0 0
0 0 1 0 0 0
0 0 0 cosψ2 sinψ2 0
0 0 0 0 0 1

 . (4.11)
Es ist dabei einfach einzusehen, dass diese Vektorfelder (Spalten von S) die
Kovektoren annullieren; das heißt es gilt CT S = 0. Auch hier ist die Wahl
der Vektorfelder in der Matrix so, dass damit STS = I erfu¨llt wird. Die-
se Vektorfelder bilden eine Distribution ∆q und deswegen kann die Matrix
S verwendet werden, um Geschwindigkeitsvektoren zu erzeugen, welche die
nichtholonomen Bedingungen in Form von (4.1) erfu¨llen. Das bedeutet, dass
vq ∈ ∆q = Im(S) gilt. Es la¨sst sich einfach zeigen, dass diese Distribution, wie
die vom Car-Like-Modell, nicht involutiv ist (es kann nicht integriert werden),
was die Nichtholonomita¨t des Systems besta¨tigt.
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Der Spaltenvektor n = [n1 n2 n3 n4]
T
wird mit dem Ziel eingefu¨hrt, solche
eingeschra¨nkten Geschwindigkeitsvektoren zu generieren:
∆q ∋ vq = Sn =


n1 cosψ1
n1 sinψ1
n2
n3 cosψ2
n3 sinψ2
n4

 . (4.12)
Es sei darauf hingewiesen, dass die spezielle Wahl der Matrix S es ermo¨glicht,
den Vektor n aus den generalisierten Geschwindigkeiten vq zu ermitteln:
ST vq = S
T Sn = I n = n. (4.13)
Gleichungen (4.12) und (4.13) zeigen, dass nur vier Geschwindigkeits-Varia-
blen zur Darstellung eines gu¨ltigen (im Sinne von Erfu¨llung der Einschra¨nkun-
gen) Geschwindigkeitsvektors in generalisierten Koordinaten beno¨tigt werden.
Wird im Folgenden die zeitliche Ableitung dieses Vektors errechnet, so erha¨lt
man
n˙ = ST aq + S˙
T vq , (4.14)
wobei aq die Beschleunigung in generalisierten Koordinaten darstellt. Es kann
daru¨ber hinaus gezeigt werden, dass
S˙= − [n2 c1 0 n4 c2 0] (4.15)
gilt, wobei ci und 0 jeweils die Spalten von C und der Null-Spaltenvektor
sind. Aufgrund der Tatsache, dass die Matrix in (4.15) aus Spalten von C
und Null-Vektoren besteht, verschwindet der zweite Term der Ableitung in
Gleichung (4.14) und man erha¨lt
n = ST vq, (4.16a)
n˙ = ST aq. (4.16b)
Es ist ersichtlich, dass n˙ unmittelbar aus der Beschleunigung in generalisierten
Koordinaten berechnet werden kann.
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Die Berechnung der Kra¨fte, welche auf die generalisierten Koordinaten wirken,
kann mit Hilfe einer von den Koordinaten abha¨ngigen Matrix
BT =


cosψ1 cosψ1 0 0
sinψ1 sinψ1 0 0
R −R 0 0
0 0 cosψ2 cosψ2
0 0 sinψ2 sinψ2
0 0 R −R

 (4.17)
realisiert werden. Dafu¨r werden die generalisierten Kra¨ften (Systemkra¨fte)
U = [fL1 fR1 fL2 fR2]
T
mit der Matrix B multipliziert. Hierbei bezeichnet
R den Abstand von der Radnabe zum Fahrzeugmittelpunkt.
4.2.5 Dynamisches Einspurmodell
Das dynamische Einspurmodell eines Fahrzeugs ist ebenfalls eine Vereinfa-
chung der Realita¨t, bei der jedoch nicht angenommen wird, dass die Ra¨der nur
nichtholonome Bewegungen durchfu¨hren ko¨nnen. Hingegen beru¨cksichtigt das
Einspurmodell (vereinfacht) die Eigenschaften der Reifen, indem Aufstands-
kra¨fte zwischen der Fahrbahn und dem Rad betrachtet werden. Dieses Modell
bildet das Verhalten des Fahrzeugs im Arbeitspunkt genauer als das Car-Like-
Modell ab. In der Realita¨t kann nur dann Antriebsmoment u¨ber die Reifen
auf der Fahrbahn u¨bertragen werden, wenn Schlupf vorhanden ist.
Die vereinfachenden Annahmen des dynamischen Einspurmodells sind:
• Der Schwerpunkt des Fahrzeugs liegt in Fahrbahnho¨he: Damit werden
die Radlasta¨nderungen aufgrund der Zentrifugalkraft vernachla¨ssigt. Es
gibt außerdem kein Wanken.
• Das System wird im Arbeitspunkt linearisiert: Nur kleine Winkel wer-
den beru¨cksichtigt. Der Zusammenhang zwischen Reifenseitenkraft und
Schra¨glaufwinkel ist linear.
• Die Aufstandskra¨fte an den kurveninneren und kurvena¨ußeren Reifen
haben denselben Wert: Aus diesem Grund ko¨nnen die Ra¨der einer Achse
bildlich und rechnerisch zu einem gemeinsamen Rad zusammengefasst
werden.
• Die Fahrgeschwindigkeit ist im Arbeitspunkt na¨herungsweise konstant.
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Die Verwirklichung eines energiebasierten Reglers fu¨r dieses Modell ist we-
gen der zusa¨tzlichen Freiheitsgrade und der entsprechenden Zusammenha¨nge
schwieriger umzusetzen als beim Car-Like-Modell. So mu¨sste beispielsweise
der Energieabbau (Umwandlung in Wa¨rme) im Radaufstandspunkt beru¨ck-
sichtigt werden. Das Ziel der Einfu¨hrung dieses Modells ist es deshalb nur,
den auf dem Car-Like-Modell basierenden Regler mit komplexeren Modellen
zu testen und zu validieren. Das dynamische Einspurmodell ist in Bild 4-8
dargestellt. Es ist dem Car-Like-Modell sehr a¨hnlich, aber hier sind die Ge-
schwindigkeitsvektoren nicht mehr parallel zu den Radla¨ngsachsen, sondern
zeigen aufgrund des Schlupfs in eine davon abweichende Richtung. Im Bild
bezeichnen Fsh und Fsv die Seitenkra¨fte an den Hinter- und Vorderachsen.
Der Kru¨mmungsmittelpunkt der Bahn wird mit 0 bezeichnet und SP steht
fu¨r Schwerpunkt.
Bild 4-8: Dynamisches Einspurmodell.
Die Reifeneigenschaften werden durch Angabe einer konstanten Schra¨glauf-
steifigkeit approximiert, wodurch der lineare Zusammenhang cv(h) =
Fsv(h)
αv(h)
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zwischen Reifenseitenkraft Fsv(h) und dem Schra¨glaufwinkel αv(h) entsteht.
Diese Anna¨herung ist fu¨r kleinere Schra¨glaufwinkel hinreichend. Es werden
wie in [Wallentowitz, 2006] kleine Winkel angenommen, sodass die Seiten-
kraft an der Vorderachse senkrecht zur La¨ngsachse des Fahrzeugs statt zur
Radebene modelliert werden kann. Fu¨r einen momentanen Bahnradius ρ (sie-
he Bild 4-8) wirkt im Schwerpunkt die Zentripetalkraft Fz = v
2ρ−1 und an
den Ra¨dern greifen die Seitenkra¨fte Fsv und Fsh an. Der Schwerpunkt des
Fahrzeugs bewegt sich mit der Geschwindigkeit v, welche tangential zur Bahn
und somit senkrecht zum Bahnradiusvektor vom Kru¨mmungsmittelpunkt zum
Schwerpunkt ist. Der Winkel β zwischen dem Geschwindigkeitsvektor und
der Fahrzeugla¨ngsachse heißt Schwimmwinkel. Mit diesen Kra¨ften ko¨nnen die
newtonschen Gleichungen in Querrichtung als
Fz = Fsv + Fsh ⇒ v
2
ρ
= cvαv + chαh (4.18)
geschrieben werden. Außerdem kann der Drallsatz um die z-Achse verwendet
werden:
Jψ¨ = Fsvlv − Fshlh = cvαvlv − chαhlh , (4.19)
wobei lh und lv jeweils die Absta¨nde vom Schwerpunkt zur Vorder- bzw.
Hinterachse sind und deswegen l = lh + lv gilt.
Werden diese Gleichungen kombiniert und geometrische Zusammenha¨nge be-
ru¨cksichtigt, so kann der fu¨r eine stationa¨re Kurvenfahrt notwendige Lenk-
winkel
δkreis =
l
ρ
+
m
l
(
lh
cv
− lv
ch
)
v2
ρ
(4.20)
berechnet werden (siehe beispielsweise [Mitschke u. Wallentowitz, 2004] oder
[Wallentowitz, 2006]). Er setzt sich aus zwei Anteilen zusammen. Der geome-
trische Anteil l
ρ
entspricht dem Lenkwinkel eines Car-Like-Modells und wird
Ackermannwinkel genannt. Dieser Winkel ist im Fall niedriger Geschwindig-
keit ausreichend genau, weil die Zentripetalkraft und somit auch der Schra¨gl-
aufwinkel klein sind. Der zweite Anteil charakterisiert den Einfluss des Zu-
sammenspiels der Quer- und der La¨ngsdynamik (u¨ber die Schra¨glaufsteifig-
keiten). Der Regler muss deswegen den Lenkwinkel nicht nur in Abha¨ngigkeit
der Kru¨mmung sondern auch der Querbeschleunigung einstellen, um eine be-
stimmte Kurve zu fahren.
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Die physikalischen Eigenschaften des Fahrzeugs ko¨nnen im so genannten Ei-
genlenkgradienten EG zusammengefasst werden. Dieser ist durch
EG =
dδ
day
=
m
l
(
lh
cv
− lv
ch
)
(4.21)
gegeben und beschreibt den Gradienten des Lenkwinkels bezu¨glich der Quer-
beschleunigung ay = ρ
−1 v2. Dieser Gradient dru¨ckt aus, ob das Fahrzeug
neutrales (EG = 0), untersteuertes (EG < 0) oder u¨bersteuertes (EG > 0)
Verhalten aufweist. Mit dem Eigenlenkgradienten kann Gleichung (4.20) in
die Form
δkreis =
l
ρ
+ EG
v2
ρ
(4.22)
umgeschrieben werden [Heißing u. Ersoy, 2007].
Geht man davon aus, dass die La¨ngsdynamik von der Querdynamik entkoppelt
werden kann, so ist es mo¨glich, das Fahrzeugverhalten mit der U¨bertragungs-
funktion
Gψ˙(s) =
Ψ˙(s)
∆(s)
=
(
v
l + EGv2
)
1 + Tzs
1 + 2D
ωo
s+ 1
ω2o
s2
(4.23)
zu beschreiben, wobei der Faktor in Klammern die stationa¨re Gierversta¨rkung
bei der Kreisfahrt darstellt, welche außer von physikalischen Eigenschaften
von der Fahrgeschwindigkeit abha¨ngt. Das System ist somit zweiter Ordnung
(u¨blicherweise schwingungsfa¨hig) und besitzt eine Nullstelle, wenn der Aus-
gang
”
Gierrate“ betrachtet wird. Die Gleichungen zur Berechnung der Zeit-
konstante Tz, des Da¨mpfungsfaktors D und der Eigenfrequenz wo ko¨nnen
der Literatur (z.B. [Mitschke u. Wallentowitz, 2004]) entnommen werden. In
a¨hnlicher Form kann auch die U¨bertragungsfunktion des Schwimmwinkels β
berechnet werden, welche sich von der obigen nur in der Nullstelle unterschei-
det. Beide U¨bertragungsfunktionen genu¨gen, um die Position der Vorderachse
(identisch zum Car-Like-Modell) zu beschreiben. Damit ko¨nnen das Einspur-
modell simuliert und der Reglerentwurf in Abschnitt 6.1.2 validiert werden.
Vergleich zwischen Car-Like- und dynamischem Einspurmodell
In diesem Abschnitt wird untersucht, in wie fern sich das Car-Like-Modell
vom dynamischen Einspurmodell unterscheidet. Das Ziel hierbei ist zu verste-
hen, unter welchen Bedingungen die Modelle a¨hnliche Ergebnisse liefern, um
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spa¨ter in Abschnitt 6.1.2 die Simulationsergebnisse interpretieren zu ko¨nnen.
Der Hauptunterschied zwischen dem Car-Like-Modell und dem Einspurmo-
dell liegt in der Beru¨cksichtigung der Aufstandskra¨fte. Zum Versta¨ndnis der
Auswirkungen im resultierenden Fahrverhalten kann die Frage gestellt wer-
den: Was sind die Voraussetzungen fu¨r eine vollsta¨ndige U¨bereinstimmung
beider Modelle? Diese Frage soll hier unter der Annahme kleiner Winkel und
vereinfachend nur fu¨r den stationa¨ren Fall einer Kreisfahrt beantwortet wer-
den.
In der zu betrachtenden stationa¨ren Kreisfahrt bleiben die Geschwindigkeit,
die Gierrate und der Schwimmwinkel konstant. Damit das Einspurmodell das-
selbe Verhalten wie das Car-Like-Modell aufweist, mu¨ssen die Querbewegun-
gen des dynamischen Einspurmodells (seitlicher Schlupf) unzula¨ssig werden.
Unter Betrachtung des Ausdrucks in Gleichung (4.18) und des Bildes 4-8 er-
kennt man, dass das lediglich der Fall sein kann, wenn die Schra¨glaufwinkel
gleich Null sind. Nur so stimmen die Trajektorien beider Modelle u¨berein. Al-
lerdings ko¨nnen Seitenkra¨fte (zumindest fu¨r endliche Schra¨glaufsteifigkeiten)
an den Reifen des dynamischen Einspurmodells nicht aufgebaut werden, wenn
die Schra¨glaufwinkel nicht gro¨ßer werden du¨rfen.
Anhand der Gleichungen (4.18) - (4.19) und unter Beru¨cksichtigung geo-
metrischer Eigenschaften ko¨nnen Ausdru¨cke zur Berechnung der stationa¨ren
Schra¨glaufwinkel gefunden werden. Dafu¨r bildet man das Gleichungssystem
mv ψ˙ − cvαv − chαh = 0 aus (4.18),
cvαvlv − chαhlh = 0 aus (4.19) mit ψ¨ = 0,
αv − β + lv
v
ψ˙ = δ geometrischer Zusammenhang,
αh − β − lh
v
ψ˙ = 0 geometrischer Zusammenhang,
welches sowohl die Winkelbeziehungen, als auch die Kra¨ftegleichgewichte bein-
haltet. Diese Gleichungen ko¨nnen in der Matrixform (4.24) zusammengefasst
werden. Das resultierende System linearer Gleichungen kann einfach nach den
unbekannten Schra¨glaufwinkeln aufgelo¨st werden.

mv −cv −ch 0
0 cvlv −chlh 0
lv
v
1 0 −1
− lh
v
0 1 −1

 ·


ψ˙
αv
αh
β

 =


0
0
δ
0

 (4.24)
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Wird die Definition des Eigenlenkgradienten EG in (4.21) beru¨cksichtigt,
dann ergeben sich die Gleichungen
αv =
lh
l
m v2 δ
cv (l + EGv2)
, (4.25a)
αh =
lv
l
m v2 δ
ch (l + EGv2)
, (4.25b)
fu¨r die Schra¨glaufwinkel. Da diese Winkel unendlich klein werden mu¨ssen, um
die U¨bereinstimmung beider Modelle zu erreichen, kann daraus geschlossen
werden, dass die Schra¨glaufsteifigkeiten unendlich groß werden mu¨ssen. Damit
das Fahrzeug in stationa¨rer Kreisfahrt bleibt, muss aber die Seitenkraft Fz
ungleich Null sein, denn sonst wu¨rde das Fahrzeug geradeaus fahren. Werden
(4.25) und (4.18) kombiniert, so erha¨lt man:
Fz =
lh
l
m v2 δ
l + EGv2
+
lv
l
m v2 δ
l + EGv2
=
mv2 δ
l + EGv2
. (4.26)
Aufgrund der Tatsachen, dass der Eigenlenkgradient EG zu Null wird, wenn
die Schra¨glaufsteifigkeiten von (4.25) gegen unendlich gehen, und dass die
Seitenkraft Fz in (4.26) von α{v,h} unabha¨ngig ist, ist die Seitenkraft trotz der
infinitesimalen Schra¨glaufwinkel wie angefordert endlich und ungleich Null.
Bild 4-9: Vergleich zwischen Car-Like-Modell und dynamischen Einspurmo-
dell.
Um die Situation zu veranschaulichen, simuliert Chung [2010] beide Modelle in
open-loop mit denselben Einga¨ngen in Matlab/Simulink12) und bildet die
12)www.mathworks.de, Zugang: 31.05.2010
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resultierenden Trajektorien zum Vergleich ab. Das Fahrzeug wird in Bild 4-9
mit konstanter Geschwindigkeit und kleinem Lenkwinkel gefahren, damit die
Na¨herungen gu¨ltig sind. Die Simulationen fu¨r das dynamische Einspurmodell
werden dann in einem ersten Schritt mit vorgegebener Schra¨glaufsteifigkeit
cα durchgefu¨hrt. In einem zweiten Schritt wird diese Schra¨glaufsteifigkeit um
den Faktor zehn erho¨ht, die Simulation wiederholt und in Bild 4-9 u¨berlappt.
Es ist offensichtlich, dass das nichtholonome Fahrzeug am sta¨rksten lenkt, da
dessen Schra¨glaufsteifigkeiten theoretisch unendlich groß sind. Gefolgt wird
es erwartungsgema¨ß von dem Einspurmodell mit ho¨herer Schra¨glaufsteifig-
keit. Das Fahrzeug mit geringem cα bewegt sich na¨her an einer Geraden. Das
entspricht dem Fall, wenn keine Kraft in den Aufstandspunkten aufgebaut
werden kann.
Zusammenfassend la¨sst sich sagen, dass die vollsta¨ndige U¨bereinstimmung
beider Modelle nur im Fall unendlich große Schra¨glaufsteifigkeiten am dyna-
mischen Einspurmodells zutrifft. Die Abweichungen zwischen beiden Model-
len sind erwartungsgema¨ß ausgepra¨gter, je kleiner die Steifigkeit ist. Durch
die Schließung des Regelkreises mit dem energiebasierten Regler in Abschnitt
6.1.2 fallen die Abweichungen in den Trajektorien (nicht aber in den Lenk-
winkeln) aufgrund der Ru¨ckfu¨hrung geringer aus.
4.2.6 Komplexe softwaregestu¨tzte Fahrzeugmodelle
Mit Hilfe von softwaregestu¨tzten Modellen soll in Abschnitt 6.1.3 untersucht
werden, ob die fu¨r einfachere Modelle entwickelte Regelungsstrategie ihre
Gu¨ltigkeit auch dann nicht verliert, wenn mehr und komplexere physikali-
sche Zusammenha¨nge eine Rolle spielen. Die Software TruckSim13) eignet
sich hierbei zur umfassenden Simulation der Fahrzeugdynamik von schwe-
ren Nutzfahrzeugen und kann zum oben genannten Zweck eingesetzt werden.
Sie bildet (anders als das Einspurmodell) die nichtlinearen Zusammenha¨nge
der Reifen und des Antriebstranges ab und modelliert außerdem das Wanken
und das Nicken. Zudem ko¨nnen Testszenarien wie Landstraßen, Autobahnen
und Teststrecken nachgebaut werden. Dieses Werkzeug verfu¨gt daru¨ber hin-
aus u¨ber einTruckSim-Fahrer-Modul, das das Verhalten des Fahrers abbildet
und deswegen das Fu¨hrungsfahrzeug simulieren kann. Das Fahrermodell sorgt
bei Testszenarien mit Fahrspur, Geschwindigkeitsbegrenzungen und ggf. wei-
teren Verkehrsteilnehmern dafu¨r, dass das Fahrzeug diesen Beschra¨nkungen
13)www.carsim.com/products/trucksim, Zugang: 27.05.2010.
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entsprechend gefu¨hrt wird. Dies fand im Rahmen des SPP 1305-Projekts mit
dem in Abschnitt 7.1 vorgestellten Regler Verwendung. Die ausfu¨hrlichere Be-
schreibung der Fahrzeugdynamik im Vergleich zum dynamischen Einspurmo-
dell ermo¨glicht eine aussagekra¨ftigere Einscha¨tzung der zu erwartenden Re-
gelgu¨te im Fall einer Implementierung auf realen Fahrzeugen. Das in Abschnitt
4.2.5 vorgestellte dynamische Einspurmodell bietet hingegen die Mo¨glichkeit,
die Gru¨nde zu verstehen, warum das Verhalten des mit dem Car-Like-Modell
entworfenen Reglers vom Idealen abweicht.
Bild 4-10: Benutzeroberfla¨che von TruckSim. Animation einer Kolonne von
drei Fahrzeugen.
Ein weiterer wichtiger Vorteil dieser Software ist, dass ein in Simulink im-
plementierter Regler einfach mit den komplexeren Modellen von TruckSim
getestet werden kann. Zusa¨tzlich bietet das Softwarepaket einen so genannten
Animator, mit dem die Simulationsergebnisse in 3D-Animationen betrachtet
werden ko¨nnen. Bild 4-10 zeigt die Benutzeroberfla¨che von TruckSim, die
Animation einer Kolonne und das entsprechende Simulink-Modell. Auf die
genaue Modellierung der Fahrzeuge mit dieser Software wird im Rahmen die-
ser Arbeit nicht eingegangen und die Standardparameter (Reifen, Massen,
usw.) werden angenommen. Interessierte Leser ko¨nnen der Internetseite des
Herstellers und der Dokumentation weitere Details entnehmen.
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Das Prinzip der Regelung durch Minimierung energiea¨hnlicher Funktionen ist
nicht neu und basiert auf fru¨heren Arbeiten von Lyapunov aus dem Jahr 1892.
Einige der ersten Schritte im Bereich der Umformung der kinetischen Ener-
gie wurden von Bloch u. a. [2000] gemacht. Er nutzt diese Methode, um ein
aufrecht stehendes Pendel zu regeln und erweitert dies spa¨ter in [Bloch u. a.,
2001] durch Modifikation der potentiellen Energie. Daru¨ber hinaus zeigt Belta
[2003] am Beispiel eines Multi-Roboter-Systems, wie die Geschwindigkeits-
vektoren in so genannte vertikale und horizontale Komponenten aufgeteilt
werden ko¨nnen, um die kinetische Energie des mechanischen Systems um-
zuformen. In dieser Arbeit wird das Verfahren fu¨r die Trajektorienplanung
einer Gruppe von Robotern durchgefu¨hrt. Im Laufe dieser Arbeit ist der Bei-
trag [Cha´vez Grunewald u. Abel, 2009] entstanden, in dem diese Konzepte
angewandt werden, um den Regelkreis fu¨r eine Fahrzeugkolonne zu schlie-
ßen, sodass der Abstand zwischen den Einheiten unabha¨ngig von den An-
fangsbedingungen und Sto¨rungen gegen die Sollkonfiguration konvergieren.
In [Zambou u. a., 2004a; Zambou, 2005] entwickelt der Autor einen Regler fu¨r
die La¨ngsdynamik einer Kolonne von Lkws und untersucht den Einfluss der
Kommunikation.
Bei der Methode der Umformung der kinetischen Energie wird zuna¨chst der
Tangentialraum in Horizontal- und Vertikalra¨ume aufgeteilt, sodass die infi-
nitesimalen Bewegungen in starre und verformende Anteile aufgespaltet wer-
den ko¨nnen. Mit starrer Bewegung sind hier die Bewegungen gemeint, welche
die Absta¨nde unvera¨ndert lassen. Mit Verformungsbewegungen sind hingegen
diejenigen gemeint, welche die Absta¨nde zwischen den Fahrzeugen variieren.
Mit der mathematischen Beschreibung der kinetischen Energie ist ein Werk-
zeug [Belta u. Kumar, 2002] gegeben, mit dem die Umformung der kinetischen
Energie durchgefu¨hrt werden kann.
Da die kinetische Energie hauptsa¨chlich von den Geschwindigkeiten und nicht
von den Positionsabweichungen abha¨ngt, ist der Regler allein durch Umfor-
mung der kinetischen Energie noch nicht in der Lage, die Sollkonfiguration
zu erreichen. Aus diesem Grund ist auch die Einfu¨hrung virtueller poten-
tieller Energie und einer Dissipativita¨tsfunktion notwendig. Die potentielle
Energie weist dabei ihr Minimum nicht in einem einzigen Punkt auf, sondern
auf einer Mannigfaltigkeit, welche die angestrebte Struktur repra¨sentiert. Das
Hinzufu¨gen dissipativer Beitra¨ge ist erforderlich, um asymptotische Stabilita¨t
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zu erreichen.
In diesem Kapitel soll in einem ersten Schritt das Konzept der energiebasierten
Regelung an einem einfachen Beispiel gezeigt werden. In Abschnitt 5.2 wird
die Umformung der kinetischen Energie fu¨r Massenpunkt-Modelle und die
dafu¨r beno¨tigte Aufteilung des Tangentialraumes vorgestellt. Abschnitt 5.3
behandelt die Umformung der potentiellen Energie und zeigt ihre Wichtigkeit
fu¨r den Fall einer Fahrzeugkolonne. Der Reglerentwurf wird in Abschnitt 5.4
um eine Dissipativita¨tsfunktion erweitert und spa¨ter in Abschnitt 5.5 an zwei
Beispielen zur Kolonnenregelung angewandt. In Abschnitt 5.6 wird auf das
Thema Stabilita¨t eingegangen.
5.1 Konzept der energiebasierten Regelung
Im Bereich der energiebasierten Regelung ist eine Reihe von Ansa¨tzen mo¨glich,
die sich fu¨r diverse Probleme eignen. Die drei wichtigsten Strategien (siehe
Bild 5-1) richten sich nach der Wirkung auf die Energie (Umformung und
Dissipation) des Systems. So kann erstens die kinetische Energie umgeformt
werden, mit dem Ziel das Verhalten des mechanischen Systems in Abha¨ngig-
keit von der Geschwindigkeit zu beeinflussen. Eine zweite Mo¨glichkeit besteht
darin, in Abha¨ngigkeit von den Positionen zu aktuieren, indem ku¨nstliche po-
tentielle Energie in das System eingebaut wird. Die dritte Strategie besteht
aus der Addition von dissipativen Termen, welche das asymptotische Verhal-
ten des Systems verbessern sollen.
Um einen ersten Einblick in die Wirkung dieser Strategien gewinnen zu ko¨n-
nen, werden im Folgenden die drei Konzepte an einem Beispiel veranschau-
licht:
Das Beispielsystem
Basierend auf den Arbeiten von Chevva [2005] werden hier anhand eines ein-
fachen Beispiels die Konzepte eingefu¨hrt, auf die in Abschnitten 5.2, 5.3 und
5.4 detaillierter eingegangen wird. Es sei ein Beispielsystem mit der kineti-
schen Energie K = 12v
2 (mit α = 12 ) und der potentiellen Energie V = − 12x2
(mit σ = −1) gegeben, wobei (x,v) ∈ TR ∼= R× R gilt. Die Parameter σ und
α beschreiben dabei die Beitra¨ge der potentiellen und kinetischen Energien
und werden spa¨ter na¨her erla¨utert. Die Auswahl σ = −1 und α = 12 stellt den
Fall dar, bei dem der Regler noch keine Wirkung hat (Originalzustand). Aus
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Bild 5-1: Energiemethoden.
der entsprechenden Lagrangefunktion
L = K − V = 1
2
v2 +
1
2
x2
resultiert die Differentialgleichung a−x = f , wobei a = x¨ die Beschleunigung
und f die wirkende Kraft (Stellgro¨ße) ist. Die Gesamtenergie des Systems
E = K + V = 12v
2 − 12x2 besitzt einen Sattelpunkt (siehe a© in Bild 5-2)
und daher ist das System ohne Regler instabil. Die Instabilita¨t dieses linearen
Systems kann ebenfalls an den Polstellen bei s1,2 = ±1 erkannt werden.
Umformung der kinetischen Energie
Die grundlegende Idee der Umformung der kinetischen Energie nach der Ar-
beit von Belta u. Kumar [2002] ist die Aufteilung der Geschwindigkeit in ver-
tikale und horizontale Komponenten (v = vh + vv), sodass deren Beitra¨ge
zur Energie entkoppelt und unterschiedlich gewichtet werden ko¨nnen. Fu¨r
das gegebene Beispiel ist diese Aufteilung sehr einfach, weil der Konfigura-
tionsraum nur eine Dimension besitzt. Als Ansatz wird die ideale Situation
beru¨cksichtigt, in der sich das System im Ursprung x = 0 befindet und dort
verbleibt. Durch die zeitliche Ableitung dieser
”
starren“ Positionsbedingung
erha¨lt man eine weitere Bedingung fu¨r die Geschwindigkeit, welche den Ver-
tikalraum definiert. Die so genannten vertikalen Geschwindigkeiten erfu¨llen
diese neue Bedingung, welche hier trivialerweise durch vv = 0 gegeben ist.
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Bild 5-2: Energiemethoden am Beispielsystem.
Die Geschwindigkeit hat fu¨r das Beispielsystem keine vertikale Komponen-
te und besteht deswegen nur aus den horizontalen Komponenten, das heißt
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v = vh + 0.
Aus den vertikalen und horizontalen Komponenten der Geschwindigkeit ko¨n-
nen vertikale und horizontale Beitra¨ge zur kinetischen Energie entsprechend
berechnet werden. Diese Beitra¨ge werden mit Kv und Kh bezeichnet. Die
Umformung wird dadurch erreicht, dass beide Beitra¨ge zur kinetischen Energie
(Kv und Kh) unterschiedlich gewichtet werden. Da im Beispiel lediglich die
horizontale Komponente vorhanden ist, wird die Gewichtung trivialerweise
durch die Multiplikation mit einem Faktor α ∈ (0, 1) realisiert:
Kα= 2(1− α)Kv + 2αKh= 2αKh + 0
= α v2.
Dieser Faktor formt die kinetische Energie Kα und somit die Gesamtenergie
Eα = αv
2 − 12x2 um, wie aus b© in Bild 5-2 erkennbar ist. Hierbei sollte
beachtet werden, dass sich im Sonderfall α = 12 die Energie nicht vera¨ndert
und der Regler deshalb keine Wirkung hat.
Anschließend ko¨nnen die Lagrange-Bewegungsgleichungen
a− x = f
2αa− x = 0
geschrieben werden, welche zwei mechanischen Systemen entsprechen. Das ers-
te ist das urspru¨ngliche System ohne Umformung mit dem Eingang (Kraft) f .
Die zweite Gleichung bezieht sich auf ein ku¨nstliches System ohne Eingang,
bei dem die kinetische Energie umgeformt wurde. Die durch ein Ausgleichs-
verfahren resultierende Kraft wird jetzt fk genannt und ist durch
fk =
1− 2α
2α
x
gegeben. Aus dieser Gleichung ist ersichtlich, dass die Kraft fk verschwindet,
wenn horizontale und vertikale Anteile gleich gewichtet werden, d.h. wenn
α = 12 gilt.
Umformung der potentiellen Energie
Die Umformung der kinetischen Energie arbeitet mit Geschwindigkeiten und
kann deshalb Positionsabweichungen nicht kompensieren. Das Hinzufu¨gen vir-
tueller potentieller Energie arbeitet dagegen mit Positionen und kann deswe-
gen den Reglerentwurf erga¨nzen. Am gegebenen Beispiel soll lediglich das
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Gleichgewicht im Ursprung (x = 0) stabilisiert werden. Somit ist eine Ver-
schiebung der Ruhelage nicht notwendig. Um die Stabilisierung zu erreichen,
kann als virtuelle potentielle Energie
Vσ =
σ
2
x2 +
1
2
x2
gewa¨hlt werden, wodurch die natu¨rliche potentielle Energie kompensiert wird
und eine neue konvexe Form vorgegeben wird. Aus diesem Ausdruck kann
einfach der entsprechende Beitrag fv = −∂Vσ∂x = −(σ + 1)x zur Stellgro¨ße be-
rechnet werden. Die daraus resultierende Gesamtenergie ist nach beiden Um-
formungen durch
Eασ = α v
2 +
σ
2
x2
gegeben. Die Stellgro¨ße wird aus der Addition der Kra¨fte f = fk + fv gebil-
det. Sowohl α als auch σ sind Reglerparameter, die angepasst werden ko¨nnen,
um die Regelgu¨te einzustellen. Die Gesamtenergie Eασ ist jetzt, positive Pa-
rameter angenommen, eine konvexe Funktion mit einem globalen Minimum
(siehe c© in Bild 5-2) und damit kann das System stabil sein, wenn die Ge-
samtenergie nicht wa¨chst.
Erweiterung um eine Dissipativita¨tsfunktion
Das System kann mit den gezeigten Strategien stabilisiert werden (z.B. zwei
imagina¨re Polstellen s1,2 = ±
√
σ fu¨r den Fall α = 12 ), aber die asymptoti-
sche Stabilita¨t kann aufgrund des konservativen14) Charakters beider Beitra¨ge
trotzdem nicht erreicht werden. Deswegen ko¨nnen nur geschlossene Trajekto-
rien auf der Hu¨lle, wie der schwarze dicke Verlauf aus d© in Bild 5-2, erhalten
werden. Das System ist hierbei nicht in der Lage zum Ursprung zu kommen.
Dieser Mangel kann mit Hilfe von dissipativen Termen kompensiert werden,
indem eine Dissipativita¨tsfunktion D = γ2 v
2 beru¨cksichtigt wird. Diese Funk-
tion sorgt dafu¨r, dass die vorhandene Energie dissipiert werden kann und
somit der Ursprung erreicht wird. Der resultierende Beitrag zur Stellgro¨ße
berechnet sich aus fd = −∂D∂v = −γ v, wobei γ, genauso wie α und σ, ein De-
signparameter ist. Der hellere Verlauf in d© zeigt einen Entwurf, bei dem das
System asymptotisch stabilisiert wird.
14)Siehe Fußnote auf Seite 32.
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Es la¨sst sich zeigen, dass die Abnahmerate der Gesamtenergie des geregelten
Systems durch
E˙ασ = (σ + 1)(1− 2α)xv − 2αγv2
gegeben ist. Es ist ersichtlich, dass der zweite Term mit v2 die wesentliche
Rolle bei der Reduktion der Gesamtenergie und somit bei der asymptotischen
Stabilisierung spielt. Fu¨r den Sonderfall α = 12 nimmt die Energie monoton
ab (angenommen sind hierbei positive Parameter) bis v gleich Null wird. Mit
dem Invarianzprinzip von Krasovskii-LaSalle (siehe z.B. Khalil [2001]) kann
zusa¨tzlich gezeigt werden, dass das System gegen (x, v) = (0, 0) konvergiert.
Im Weiteren werden diese Konzepte an komplexeren mechanischen Systemen
verallgemeinert.
5.2 Umformung der kinetischen Energie
Fu¨r die Umformung der kinetischen Energie muss zuna¨chst, genauso wie im
vorherigen Beispiel, der Tangentialraum in Horizontal- und Vertikalraum auf-
geteilt werden. Allerdings ist bei einem komplexeren Fall wie bei der Regelung
einer Gruppe von Fahrzeugen, die sich in der Ebene bewegen, zu beachten,
dass die vertikale Komponente eines Geschwindigkeitsvektors nicht unbedingt
gleich Null ist. Der Grund dafu¨r ist, dass die Abwesenheit von einer vertikalen
Komponente nicht mit der Abwesenheit von einer relativen Geschwindigkeit
gleichzusetzen ist.
5.2.1 Aufteilung der Geschwindigkeitsvektoren
Die Geschwindigkeitsvektoren des mechanischen Systems sind im Tangential-
raum TqQ definiert. Vor der eigentlichen Umformung der kinetischen Energie
muss beschrieben werden, wie die Geschwindigkeitsvektoren aufgeteilt wer-
den, um die einzelnen Komponenten unterschiedlich gewichten zu ko¨nnen.
Ausgangspunkt ist die Darstellung von starren Strukturen, in denen der Ab-
stand zwischen zwei beliebigen Punkten, trotz Bewegungen der Struktur, im-
mer konstant bleibt.
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Die starre Struktur
Es sei eine Gruppe von N Einheiten betrachtet, die sich in der Ebene (siehe
Bild 5-3) bewegen15). Die Position jeder Einheit kann in einem festen Koordi-
natensystem anhand zweier Koordinaten dargestellt werden, sodass sich der
vollsta¨ndige Konfigurationsraum Q = R2N aller Fahrzeuge durch 2N Koordi-
naten beschreiben la¨sst.
Bild 5-3: Einheiten in der Ebene.
Die Einschra¨nkung der Gruppe auf konstante Absta¨nde zwischen den Einhei-
ten kann anhand der euklidischen Norm mathematisch wie folgt geschrieben
werden:
‖qi − qj‖2 = (qi − qj)T (qi − qj) = konst. , (5.1)
wobei qi ∈ Qi = R2 die Position der i-ten Einheit ist. Die Berechnung der
Absta¨nde mit der euklidischen Norm liefert fu¨r den behandelten Fall globale
Ergebnisse, da der Raum in sich euklidisch ist. Sollte das nicht der Fall sein,
dann muss die Definition des Abstands u¨berarbeitet werden. Wird diese Glei-
chung zeitlich abgeleitet, bekommt man positionsabha¨ngige Einschra¨nkungen
fu¨r die Geschwindigkeiten, welche deshalb auf dem Tangentialbu¨ndel TQ de-
finiert sind [Fecko, 2006]:
d
dt
(‖qi − qj‖2) = 2(qi − qj)T (vqi − vqj ) = 0. (5.2)
15)Die Kra¨fte werden im Bild mit Pfeilen dargestellt, sind im Lagrange-Formalismus al-
lerdings als Kovektoren zu verstehen.
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In diesem Ausdruck beschreibt der Vektor vqi = q˙i ∈ TqiQi die Geschwindig-
keit des i-ten Fahrzeugs.
Wie in [Belta, 2003] wird der Vertikalraum16) Ver[TqQ] als der Unterraum
des Tangentialraumes TqQ definiert, dessen Geschwindigkeitsvektoren, die so
genannten Vertikalvektoren, die Einschra¨nkung (5.2) erfu¨llen,
Ver[TqQ] = {vq ∈ TqQ|(qi − qj)T (vqi − vqj ) = 0}, (5.3)
wobei vq ∈ TqQ von vqi ∈ TqiQi unterschieden werden muss. Ersterer ist
der Vektor der generalisierten Geschwindigkeiten und repra¨sentiert alle Ein-
heiten, wa¨hrend letzterer den Geschwindigkeitsvektor einer einzigen Einheit i
darstellt. Es sei hier noch einmal darauf hingewiesen, dass nicht nur der Fall
vqi = vqj (also keine relative Geschwindigkeit) Gleichung (5.3) erfu¨llt. Stellt
man sich beispielsweise zwei Punkte in der Ebene vor, von denen einer ruht
(vq1 = 0), so kann sich der andere Punkt um den ersten herum entlang einer
Kreisbahn mit beliebiger Geschwindigkeit bewegen, ohne dass sich der Ab-
stand zwischen beiden Punkten a¨ndert. Das ist ein wesentlicher Unterschied
zum eindimensionalen Beispiel von vorhin.
Die eingefu¨hrten Konzepte des Tangentialraumes und des Vertikalraumes ko¨n-
nen mit Hilfe des in [Cha´vez Grunewald u. Abel, 2010] vorgestellten Bildes 5-4
veranschaulicht werden. Der Konfigurationsraum Q ist durch die gekru¨mmte
Fla¨che dargestellt, wa¨hrend die Einschra¨nkung der Positionen aus Gleichung
(5.1) durch die markierte dicke Linie auf der Fla¨che gekennzeichnet ist. Zu
einem Punkt q (wie in Bild 5-4 gezeigt) geho¨rt ein Tangentialraum TqQ,
welcher durch die Ebene dargestellt ist, die tangential zur Fla¨che an diesem
Punkt ist. Diese Ebene kann anschließend in einen Vertikalraum und einen
Horizontalraum (der spa¨ter definiert wird) aufgeteilt werden, was im Bild mit
den beiden Pfeilen dargestellt ist. Der Vertikalraum umfasst alle Vektoren,
die die Einschra¨nkung (5.2) erfu¨llen und die dicke Linie
”
begleiten“. Im Fall
der Massenpunktfahrzeuge ist die Mannigfaltigkeit des Konfigurationsraumes
Q = R2N und somit nicht gekru¨mmt. Nichtsdestotrotz ermo¨glicht die ge-
kru¨mmte Fla¨che im Bild ein allgemeineres Versta¨ndnis der Konzepte, indem
der Tangentialraum als eine tangentiale Ebene visualisiert wird.
Es wird im Folgenden eine Methode vorgestellt, mit der es mo¨glich ist, mit
Hilfe von Matrixoperationen Vertikalvektoren zu erzeugen. Das ist fu¨r die
16)Bloch u. a. [2000] hat eine andere Motivation fu¨r den Vertikalraum. Er verwendet statt
ku¨nstlich eingefu¨hrter Einschra¨nkungen wie in [Belta, 2003] die Freiheitsgrade eines unter-
aktuierten Systems.
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Bild 5-4: Vertikale und horizontale Ra¨ume.
spa¨tere Projektion von Geschwindigkeitsvektoren in vertikale und horizontale
Komponenten notwendig. Die Bewegungen, welche Gleichung (5.1) erfu¨llen,
ko¨nnen mittels der in Abschnitt 2.4 vorgestellten speziellen euklidischen Lie-
Gruppe SE(2) charakterisiert werden [Bullo u. Lewis, 2000]. Ein Element die-
ser Gruppe kann bekannterweise mit drei Koordinaten (x, y, ψ) dargestellt
werden, wobei ψ als ein Rotationswinkel und [x y]
T
als eine parallele Ver-
schiebung interpretiert werden kann.
U¨berdies ist es mo¨glich, infinitesimale Bewegungen mit Hilfe der Lie-Algebra
se(2) darzustellen. Die dieser Lie-Algebra zugeho¨rigen Vektoren haben folgen-
de Darstellung:
ξ =

0 −ω vxω 0 vy
0 0 0

 ∼=

vxvy
ω

 . (5.4)
Hier wird der Isomorphismus zwischen der Matrixdarstellung links und der
Spaltenvektordarstellung rechts verwendet. Der infinitesimale Erzeuger der
Gruppenwirkung auf eine Einheit ξi ∈ TqiQi kann nun mit Hilfe der Definition
11 berechnet werden, wenn dort die Position einer einzigen Einheit qi statt q
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verwendet wird:
ξi =
[−ω · yi + vx
ω · xi + vy
]
=
[
1 0 −yi
0 1 xi
]vxvy
ω

 . (5.5)
Erzeugen von Vertikalvektoren mit Hilfe von Lie-Gruppen
Die gleiche Prozedur wird anschließend fu¨r jede Einheit wiederholt und auf
diese Weise der infinitesimale Erzeuger auf dem kompletten Tangentialraum
ξQ ∈ TqQ berechnet,
ξQ =


1 0 −y1
0 1 x1
· · · · · · · · ·
1 0 −yN
0 1 xN



vxvy
ω

 = E ξ , (5.6)
wobei die Erzeugermatrix E positionsabha¨ngig ist und den Zusammenhang
zwischen infinitesimalen Bewegungen in der Gruppe (gegeben durch den Vek-
tor ξ der Lie-Algebra se(2)) und infinitesimalen Bewegungen im kompletten
Konfigurationsraum Q (gegeben durch den infinitesimalen Erzeuger ξQ) wi-
derspiegelt.
Um zu zeigen, dass die durch Gleichung (5.6) generierten Vektoren verti-
kal sind, muss bewiesen werden, dass diese die Einschra¨nkung (5.2) erfu¨llen.
Hierfu¨r werden die kanonischen Abstandsmatrizen ǫij definiert, mit denen aus
den generalisierten Koordinaten in Q die Abstandsvektoren qi − qj = ǫij q
berechnet werden ko¨nnen:
ǫij =
[
02x2 · · · I2x2 · · ·02x2 · · · − I2x2 · · ·02x2
]
. (5.7)
Hierbei sind offensichtlich die Einheitsmatrizen den Indizes i und j entspre-
chend angeordnet. Außerdem ist es einfachheitshalber angebracht, eine 2x2-
Transformationsmatrix
P =
[
0 −1
1 0
]
(5.8)
zu verwenden, die die Koordinaten einer Einheit in die Form der letzten Spalte
[−yi xi]T der Matrix in (5.5) transformiert.
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Beweis: Wird (5.6) in (5.2) eingesetzt und die Einheitskoordinaten mit Hilfe von
den Matrizen P und ǫij dargestellt, so erha¨lt man folgendes:
(qi − qj)
T (ǫijE ξ)
(qi − qj)
T
[
· · · I · · · − I · · ·
]  I Pq1· · · · · ·
I PqN

ξ
(qi − qj)
T
[
0 P (qi − qj)
]
ξ[
0 (qi − qj)
T
P (qi − qj)
]
ξ[
0 0
]
ξ= 0.
Der vorletzte Schritt ergibt sich aus der Tatsache, dass die Matrix P schiefsymme-
trisch ist, d.h. es gilt P = −PT . Damit hat man zTPz = −zTPT z. Durch Transpo-
nieren des linken Ausdrucks und geeignetes Umformen ergibt sich die Eigenschaft
zTPz = 0, welche fu¨r beliebige z gilt und in der vorletzten Zeile verwendet wurde.
Da die letzte Gleichung fu¨r beliebige Vektoren ξ gilt, sind alle durch Gleichung (5.6)
erstellten Vektoren vertikal. 
Projektion von Vektoren anhand einer Hauptverbindung
Im vorherigen Abschnitt wurde gezeigt, wie man beliebige Vertikalvektoren
erzeugen kann. Nachfolgend soll eine Mo¨glichkeit gefunden werden, die Ge-
schwindigkeitsvektoren des Tangentialraumes TqQ in den in (5.3) definierten
Vertikalraum Ver[TqQ] zu projizieren. Zu diesem Zweck wird die so genannte
Hauptverbindung [Bloch u. a., 2000] genutzt, welche die Mo¨glichkeit bietet,
vom Tangentialraum in die Lie-Algebra der Gruppe u¨berzugehen.
Definition 23 Eine Hauptverbindung auf einem Hauptbu¨ndel π : Q →
Q/G ist eine Abbildung A : TQ→ g vom Tangentialbu¨ndel TQ auf die Lie-
Algebra g einer Lie-Gruppe G, die linear in allen Tangentialra¨umen von Q
ist (d.h. eine g-wertige 1-Form) und folgende Eigenschaften besitzt:
(i) A(ξQ) = ξ ∀ ξ ∈ g.
(ii) A ist a¨quivariant17).
(iii) A(vqv) = A(vq).
17)A¨quivariant heißt fu¨r den Fall der Gruppe von Massenpunktfahrzeugen in der Ebene,
dass gA(vq)g−1 = A (gvq) mit g ∈ SE(2) gilt.
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Das Hauptbu¨ndel ist eine Verallgemeinerung des Konzepts des kartesischen
Produktes, wenn Gruppen und deren Wirkungen beru¨cksichtigt werden. Das
genaue Versta¨ndnis dieser Thematik ist fu¨r den Rest dieser Arbeit nicht er-
forderlich. Der interessierte Leser ist auf die Literatur (z.B. [Chevva, 2005;
Bloch u. a., 2000]) verwiesen. Die letzte Anforderung der Definition charak-
terisiert eine Projektion, da die Abbildung eines Geschwindigkeitsvektors vq
gleich der Abbildung seiner vertikalen Komponente vqv ist.
Auf diese Weise ko¨nnen Geschwindigkeitsvektoren durch Multiplikation mit
der Hauptverbindungsmatrix A (die Matrixdarstellung von A) vom Tangenti-
albu¨ndel TQ auf die Lie-Algebra projiziert werden. Dies geschieht in a¨hnlicher
Form wie von g zu TQ anhand der Matrix E in (5.6). In Bild 5-5 wird dieser
Zusammenhang illustriert, wobei e das neutrale Element von G ist.
Bild 5-5: Projektion der Vektoren.
Der Horizontalraum Hor[TqQ] auf dem Punkt q wird als der Nullraum der
Hauptverbindungsmatrix, also
Hor[TqQ] = ker(A) = {vq ∈ TqQ|Avq = 0} (5.9)
definiert und seine Geschwindigkeitsvektoren heißen Horizontalvektoren. Ein
Tangentialvektor vq kann nun, wie in [Cha´vez Grunewald u. a., 2010a] vor-
gestellt, in seine Vertikal- und Horizontalkomponente aufgespalten werden.
Hierfu¨r mu¨ssen zwei Projektionsmatrizen Vp und Hp berechnet werden:
vqv = E ξ = (EA)vq = Vp vq, (5.10a)
vqh = vq − vqv = Hp vq. (5.10b)
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Zuerst wird die Hauptverbindungsmatrix A verwendet, um den Geschwindig-
keitsvektor vq auf die Lie-Algebra g zu projizieren, sodass sein horizontaler
Anteil, Gleichung (5.9) entsprechend, annulliert wird. Anschließend kehrt man
zum Tangentialbu¨ndel TQ zuru¨ck, indem der resultierende Vektor ξ ∈ g mit
der Matrix E multipliziert wird (siehe Bild 5-5).
Es kann einfach gezeigt werden, dass diese Gleichungen tatsa¨chlich Projek-
tionen darstellen. Dafu¨r muss die Hauptverbindungsmatrix A die horizontale
Komponente vqh des Vektors annullieren:
Avqh = A
(
vq − vqv
)
= Avq −Avqv
= Avqv −Avqv aus Def. 23, Eigenschaft (iii)
= 0 .
Mit der Definition der Hauptverbindung ist es somit mo¨glich, die in Gleichung
(5.10) gegebenen Projektionsmatrizen zu berechnen. Obwohl die Eigenschaf-
ten der Hauptverbindung gegeben wurden, ist ihre Form noch nicht bekannt.
Diese kann prinzipiell frei gewa¨hlt werden, solange die Eigenschaften in der
Definition gelten. Im Fall mechanischer Systeme bietet sich eine natu¨rliche
Form an, welche im na¨chsten Abschnitt eingefu¨hrt wird.
Auswahl einer Hauptverbindung
Im Fall mechanischer Systeme gibt es eine natu¨rliche Hauptverbindung, die
aus dem metrischen Tensor der kinetischen Energie (siehe Definition 13) gege-
ben wird, wobei hier G ∈ R2N×R2N gilt. Es wird verlangt, dass die Horizontal-
und Vertikalkomponenten orthogonal zueinander im Sinne dieser Metrik G
sind, d.h. es muss
〈〈vqv ,vqh〉〉G = 0 (5.11)
gelten. Somit kann der Horizontalraum in der Form
Hor[TqQ] = {vqh ∈ TqQ|〈〈vqv ,vqh〉〉G = 0∀vqv ∈ Ver[TqQ]} (5.12)
definiert werden. Mit dieser Orthogonalita¨tsbedingung ist die Hauptverbin-
dungsmatrix eindeutig gegeben, was im Anschluss in Satz 4 gezeigt wird.
Eine graphische Interpretation des Projektionsverfahrens fu¨r einen Geschwin-
digkeitsvektor vq ist in Bild 5-6 gegeben. Man sollte beachten, dass Orthogo-
nalita¨t nicht Senkrechtstellung im klassischen geometrischen Sinne heißt. Ob
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die Vektoren geometrisch senkrecht zueinander stehen, ha¨ngt von der Form
des metrischen Tensors ab18). Im Allgemeinen ha¨ngt die Metrik von q ab und
deswegen ist die Form dieser Ra¨ume fu¨r verschiedene Positionen unterschied-
lich.
Bild 5-6: Vertikale und horizontale Projektionen.
Satz 4 Fu¨r eine Gruppe Massenpunktfahrzeuge mit metrischem Tensor G
und unter der Anforderung, dass Vertikal- und Horizontalvektoren orthogonal
zueinander sind, ist die Matrixdarstellung der Hauptverbindung durch
A = (ETGE)
−1
ETG (5.13)
gegeben.
Beweis: Beim Einsetzen der bereits definierten Projektionsmatrizen (5.10) in die
Orthogonalita¨tsanforderung (5.11) erha¨lt man:
v
T
q [A
T
E
T
G−AT (ETGE)A]vq = 0.
Geht man davon aus, dass die invertierte Matrix in Gleichung (5.13) existiert, kann
dieser Ausdruck in die obige Gleichung eingesetzt werden und man erha¨lt:
v
T
q [GE(E
T
GE)ETG(I− I)]vq = 0.
Diese Gleichung ist selbstversta¨ndlich Null fu¨r beliebige Vektoren vq. Es muss noch
gezeigt werden, dass die zu invertierende Matrix II = ETGE in (5.13) tatsa¨chlich
regula¨r ist.
18)Im u¨blichen euklidischen Raum Rn ist G = In und deswegen stimmt Orthogonalita¨t
mit Senkrechtstellung u¨berein.
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Der Metriktensor G ist per Definition an jeder Stelle des Konfigurationsraumes Q
positiv definit. Man kann nun durch eine Cholesky-Zerlegung eine geeignete untere
Dreiecksmatrix (hier eigentlich diagonal) L finden, sodass die Beziehung G = LTL
gilt. Fu¨r beliebige Vektoren z gilt daraus:
z
T
II z = zT (ETLTLE)z = ‖LEz‖2.
Folglich ist II zumindest positiv semidefinit. Wegen der Invertierbarkeit von L gilt
auch: ‖LEz‖ = 0 ⇔ Ez = 0. Da E vollen Rang hat (außer in dem Fall, dass sich
mindestens zwei Einheiten im selben Punkt befinden), ist Ez = 0 nur mit z = 0
lo¨sbar. Daraus folgt, dass die Matrix II positiv definit, also auch invertierbar ist.
Mit der bereits gefundenen Hauptverbindung (5.13) und Gleichung (5.10)
ko¨nnen die Projektionsmatrizen eindeutig bestimmt werden:
Vp = E(E
T
GE)
−1
ETG,
Hp = I−E(ETGE)−1ETG. (5.14)
Diese Matrizen besitzen daru¨ber hinaus folgende nu¨tzliche Eigenschaften:
1. (Vp)
n
= Vp ∀ n ∈ N.
2. (Hp)
n
= Hp ∀ n ∈ N.
3. VpHp = HpVp = 0.
4. AEA = A.
5. VTp G = GVp.
6. HTp G = GHp.
Die ersten beiden Eigenschaften besagen, dass die wiederholte Projektion ei-
nes schon projizierten Vektors diesen nicht vera¨ndert (z.B. Hpvqh = vqh).
Die dritte Eigenschaft weist darauf hin, dass sich vertikale und horizontale
Projektionsmatrizen gegenseitig annullieren.
5.2.2 Umformung des metrischen Tensors
Die horizontalen und vertikalen Beitra¨ge zur kinetischen Energie werden hier
a¨hnlich wie in [Belta u. Kumar, 2002] entkoppelt, damit diese unterschiedlich
gewichtet werden ko¨nnen und somit eine Umformung des metrischen Ten-
sors durchgefu¨hrt werden kann. Das Grundprinzip der Umformung basiert
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auf der Tatsache, dass physikalische mechanische Systeme dazu tendieren, die
kinetische Energie zu minimieren. Durch das unterschiedliche Gewichten der
vertikalen und horizontalen Beitra¨ge wird die kinetische Energie umgeformt,
sodass z.B. vertikale Bewegungen sta¨rker als horizontale Bewegungen bestraft
werden.
Die vollsta¨ndige kinetische Energie besteht aus der Summe der ungekoppelten
vertikalen und horizontalen Beitra¨ge,
K(vq) = K(vqv) +K(vqh) = Kv +Kh , (5.15)
wobei die horizontalen und vertikalen Projektionen der Geschwindigkeitsvek-
toren als vqv beziehungsweise vqh bezeichnet werden. A¨hnlich wie in [Belta,
2003] wird folglich die Umformung der kinetischen Energie dadurch realisiert,
dass ein Gewichtungsfaktor α eingefu¨hrt wird,
Kα = 2(1− α)Kv + 2αKh = 1
2
vTq Gαvq , (5.16)
wobei Kα und Gα jeweils die umgeformte kinetische Energie und der umge-
formte metrische Tensor sind.
Hier kann der Effekt einer A¨nderung des Faktors α ersehen werden. Ist α = 12 ,
so erha¨lt man das urspru¨ngliche System (5.15), bei dem beide Beitra¨ge gleich
gewichtet werden. Ist andererseits α = 1, dann werden nur die horizontalen
Komponenten bestraft und somit die Struktur starr gehalten.
Satz 5 Der aus der Umformung der kinetischen Energie (5.16) resultierende
metrische Tensor ist durch
Gα = GRα (5.17)
gegeben. Dieser Tensor beha¨lt die in Abschnitt 2.3 vorgestellten Eigenschaften
bei, ist aber jetzt positionsabha¨ngig. Die Umformungsmatrix kann mit
Rα = [2(1− 2α)Vp + 2αI] (5.18)
berechnet werden und weist die Eigenschaft19) RTα = GRαG
−1 auf.
19)Diese transponierte Matrix wurde in [Cha´vez Grunewald u. Abel, 2009] alsRα bezeich-
net, weil die Kra¨fte dort als Spaltenvektoren betrachtet wurden.
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Beweis: Aus dem Ausdruck der umgeformten kinetischen Energie (5.16) hat man:
Kα = 2(1− α)
1
2
(Vpvq)
T
G (Vpvq) + 2α
1
2
(Hpvq)
T
G (Hpvq)
=
1
2
v
T
q
[
2(1− α)VTp GVp + 2αH
T
pGHp
]
vq
=
1
2
v
T
q
[
2(1− α)GV2p + 2αGH
2
p
]
vq
=
1
2
v
T
q [2(1− α)GVp + 2αG (I−Vp)]vq
=
1
2
v
T
q [2(1− 2α)GVp + 2αG]vq
=
1
2
v
T
q G [2(1− 2α) Vp + 2α I]︸ ︷︷ ︸
Gα
vq.
Hier werden die nach Gleichungen (5.14) aufgelisteten Eigenschaften der Projekti-
onsmatrizen verwendet. 
Die Eigenwerte und die Determinante der Umformungsmatrix Rα in (5.18),
welche in engem Zusammenhang mit dem metrischen Tensor steht, geben
Informationen u¨ber die Freiheitsgrade, die das System besitzt, um sich in der
Ebene zu bewegen. Im Folgenden werden diese na¨her untersucht.
Satz 6 Das charakteristische Polynom der Umformungsmatrix Rα ist durch
pα (λ) = det (Rα − λI) = (λ− 2α)2N−3[λ− 2 (1− α)]3 (5.19)
gegeben.
Beweis: Als erstes wird gezeigt, dass λ = 2α ein Eigenwert der Matrix Rα ist.
Damit diese Aussage gilt, muss es einen Eigenvektor v 6= 0 geben, der die Gleichung
Rα v = λv erfu¨llt. Deshalb erha¨lt man mit λ = 2α:
Rα v = λv
[2(1− 2α)Vp + 2α I]v = 2αv Zweiter Term links wird geku¨rzt,
2(1− 2α)Vp v = 0 muss fu¨r v 6= 0 gelten und
det (2(1− 2α)Vp) = 0 muss somit auch gelten.
(2(1− 2α))2Ndet (Vp) = 0 Eigenschaften der Determinante.
det (Vp) = 0 mit Umformung, also α 6=
1
2
.
det
(
E II
−1
E
T
G
)
= 0 Mit II = ET GE.
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det
(
E II
−1
E
T
)
det (G) = 0 Regularita¨t von G.
det
(
E II
−1
E
T
)
= 0
Die letzte Gleichung besagt, dass die 2N×2N -Matrix linear abha¨ngige Zeilen besitzt.
Die Vielfachheit des Eigenwerts entspricht der Anzahl von linear abha¨ngigen Zeilen
in der Matrix. Die Anzahl linear unabha¨ngiger Zeilen wird durch den Rang der
Matrix festgelegt: rang (Vp) = rang
(
E II−1ET
)
. Da die Matrix E vollen Rang (=3)
besitzt und die Matrix II invertierbar und damit auch regula¨r ist, gilt die Gleichung
rang (Vp) = 3. Somit berechnet sich die Vielfachheit des Eigenwerts zu:
viel (λ = 2α) = dim (Rα)︸ ︷︷ ︸
2N
− rang (Vp)︸ ︷︷ ︸
3
,
= 2N − 3.
Diese Vielfachheit entspricht Gleichung (5.19).
In a¨hnlicher Form kann jetzt u¨berpru¨ft werden, dass λ = 2(1 − α) auch Eigenwert
der Matrix Rα ist. Durch Einsetzen der Beziehung Vp = I−Hp kann die Matrix Rα
in Abha¨ngigkeit von Hp (anstatt von Vp) geschrieben werden und dadurch erha¨lt
man:
Rα v = λv
[2(1− α)I− 2(1− 2α)Hp]v = 2(1− α)v Term links wird geku¨rzt,
−2(1− 2α)Hp v = 0 muss fu¨r v 6= 0 gelten.
det (Hp) = 0 a¨hnlich wie bei Vp.
Um zu u¨berpru¨fen, dass die Determinante der Matrix Hp Null ist, werden hier die
Rangungleichung von Sylvester (siehe [Matsaglia u. Styan, 1974])
rang(A) + rang(B)− n ≤ rang(AB)
und die Eigenschaft rang(A+B) ≤ rang(A) + rang(B) verwendet:
rang (I) = rang (Vp +Hp) ≤ rang (Vp) + rang (Hp) ≤ rang (VpHp) + 2N
2N ≤ 3 + rang (Hp) ≤ 0 + 2N
2N − 3 ≤ rang (Hp) ≤ 2N − 3
Hier wird auf die Eigenschaft der Projektionsmatrizen VpHp = 0 zuru¨ckgegriffen.
Da deshalb rang (Hp) = 2N − 3 gelten muss und diese Zahl offensichtlich kleiner
als 2N ist, wird die Gleichung det (Hp) = 0 oben erfu¨llt. λ = 2(1 − 2α) ist somit
Eigenwert von Rα. Die Vielfachheit in (5.19) kann einfach durch Betrachtung der
Dimensionen besta¨tigt werden. 
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Aus dem charakteristischen Polynom in (5.19) kann ersehen werden, dass die
Determinante durch
det (Rα) = 2
2N α2N−3 (1− α)3 (5.20)
gegeben ist und somit im Allgemeinen ungleich Null ist (d.h. die Matrix ist
invertierbar), ausgenommen sind die Grenzfa¨lle α = 0 und α = 1 (nur horizon-
tale beziehungsweise nur vertikale Bewegungen zula¨ssig). Außerdem werden
drei Eigenwerte Null, wenn der Faktor α = 1 ist (siehe Gleichung (5.19)). Das
zeigt, dass das System nur noch drei Freiheitsgrade besitzt, welche ausreichend
fu¨r die Beschreibung der Position einer starren Struktur sind. Hingegen wer-
den 2N − 3 Eigenwerte Null, wenn der Faktor α = 0 ist und nur horizontale
Bewegungen zula¨ssig sind. Das System hat in diesem Fall lediglich drei Frei-
heitsgrade verloren. Ferner liegen, wenn α = 12 gilt, alle Eigenwerte bei 1, da
Rα die Einheitsmatrix wird. Das bedeutet, dass kein Freiheitsgrad verloren
gegangen ist.
5.2.3 Stellgro¨ße aus der Umformung
Mit der Umformung der kinetischen Energie wurde ein ku¨nstliches mechani-
sches System ohne Einga¨nge (Kra¨fte) erzeugt, dessen Verhalten durch An-
passung des Gewichtungsfaktors modifiziert werden kann. Es ko¨nnen dadurch
die Differentialgleichungen zweier Systeme verglichen werden: einmal das ur-
spru¨ngliche gezwungene System und einmal das umgeformte ungezwungene
System. Die Kraftstellgro¨ße des gezwungenen Systems wird wie in [Bloch u. a.,
2000] aus einem Ausgleichsverfahren zwischen beiden Systemen ermittelt.
Diesem Ziel entsprechend werden die Lagrange-Bewegungsgleichungen bei-
der Systeme verglichen und die Stellgro¨ße berechnet, die die Bewegungsglei-
chungen a¨quivalent macht. Im vorliegenden Fall der Gruppe von Fahrzeugen
ist keine natu¨rliche potentielle Energie vorhanden. Deshalb gilt fu¨r die La-
grangefunktion L = K und die entsprechenden Differentialgleichungen beider
Systeme sind:
d
dt
(
∂K
∂vq
)
− ∂K
∂q
= F, (5.21a)
d
dt
(
∂Kα
∂vq
)
− ∂Kα
∂q
= 0, (5.21b)
wobei F die Kraftstellgro¨ße ist, die zur Umformung der kinetischen Energie
geho¨rt.
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Setzt man Gleichung (5.16) in (5.21b) ein, so erha¨lt man den Ausdruck
d
dt
(
vTq Gα
)− 1
2
vTq
(
∂Gαvq
∂q
)
= 0,
wobei die Beziehung
d
dt
(
vTq Gα
)
= vTq
∂Gαvq
∂q
+ aTq Gα
gilt. Da fu¨r den hier betrachteten Fall das System vollaktuiert ist, kann eine
geschlossene Form zur Berechnung der Stellgro¨ße gefunden werden. Aus den
vorherigen Gleichungen ergibt sich die Stellgro¨ße
F = Fkin = v
T
q
(
1
2
∂(Gαvq)
∂q
−
[
∂(Gαvq)
∂q
]T)
G
−1
α G, (5.22)
welche nur von den Positionen und Geschwindigkeiten abha¨ngt und sich auch
in der Form
Fkin = 2(1− 2α)vTq
(
1
2
GJv − JTvG
)
R−1α (5.23)
schreiben la¨sst, wobei
Jv =
∂(Vpvq)
∂q
(5.24)
eine Jacobi-Matrix ist, die von den Geschwindigkeiten und den Positionen
abha¨ngt. Die im Allgemeinen invertierbare Matrix Rα ist nur positionsab-
ha¨ngig und wurde bereits in Gleichung (5.18) definiert.
In Gleichung (5.23) kann auch der Effekt der Wahl des Gewichtungsfaktors
α abgelesen werden. Wird fu¨r α der Wert 12 angenommen, so erha¨lt man
das urspru¨ngliche System (5.15), bei dem horizontale und vertikale Beitra¨ge
gleich gewichtet werden. Dementsprechend ist die resultierende Stellgro¨ße in
Gleichung (5.23) Null und der kinetischbasierte Regler hat keine Wirkung.
Die Umformung der kinetischen Energie bei der Kolonnenregelung in der Ebe-
ne bestraft die verformenden Geschwindigkeiten und la¨sst die anderen zu. Da-
durch ko¨nnen zu starke Stelleingriffe verhindert werden, wenn die Abstands-
fehler sehr groß sind. Dies wird in Abschnitt 5.5 und in Kapitel 6 mit Hilfe von
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Beispielen veranschaulicht. Da das gezeigte Regelgesetz auf der kinetischen
Energie basiert, reagiert der damit entworfene Regler nur auf Geschwindig-
keitsfehler und ist deshalb nicht in der Lage, Positionsabweichungen auszure-
geln. Mit dem Ziel, diesen Mangel zu u¨berwinden, wird eine zusa¨tzliche virtu-
elle potentielle Energie eingefu¨hrt, die auf Positionsabweichungen reagiert. Es
ist ebenfalls notwendig, eine dissipative Funktion mitzuberu¨cksichtigen, wel-
che die Energie der Fehlersignale abbaut und somit asymptotische Stabilita¨t
erreicht wird.
5.3 Umformung der potentiellen Energie
Im Folgenden wird virtuelle potentielle Energie in das System eingefu¨hrt,
mit dem Ziel, die Positionsabweichungen zu kompensieren. Diese Methode
ist im Bereich der Robotik oft im Einsatz, insbesondere in der Trajekto-
rienverfolgung fu¨r mobile Roboter wie in [Schneider u. Wildermuth, 2003;
Song u. Kumar, 2002; Zhou u. Tan, 2008]. Reif u. Wang [1999] verwenden
zum Beispiel schon im Jahr 1999 ku¨nstliche Kra¨fte zwischen den Robotern, um
eine Gruppe kollisionsfrei zu steuern. Song u. Kumar [2002] wenden in a¨hnli-
cher Form Potentialfelder an, um eine kooperative Aufgabe durchzufu¨hren. In
der Arbeit von Zhou u. Tan [2008] wird anhand virtueller potentieller Energie
ein Multi-Roboter-System um Hindernisse gesteuert.
Die genannte Methode soll im Folgenden beschrieben werden.
5.3.1 Notwendigkeit der potentiellen Energie
Falls ein mechanisches System, das man regeln mo¨chte, keine natu¨rliche Po-
tentielle Energie besitzt oder ihre Form nicht dem Regelungsziel entspricht
(z.B. wenn die Ruhelage nicht an der richtigen Stelle liegt), kann diese Ener-
gie derart umgeformt werden, dass die gewu¨nschten Eigenschaften erreicht
werden. Die Regelung einer Kolonne in der Ebene ist beispielsweise ein Fall,
in dem keine natu¨rliche potentielle Energie vorhanden ist.
Fu¨r eine versta¨ndliche U¨berleitung des zweidimensionalen Beispiels der Ko-
lonne wird auf das einfachere Beispiel aus Abschnitt 5.1 kurz eingegangen.
Da dort das System lediglich eindimensional war, konnte diese Umformung
der potentiellen Energie besonders einfach realisiert werden. Fu¨r Systeme mit
mehreren Positionsvariablen kann es vorkommen, dass nicht nur ein Punkt im
Konfigurationsraum Q stabilisiert werden soll, sondern eine Untermannigfal-
tigkeit vom Konfigurationsraum, welche die zu stabilisierende Menge darstellt.
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Sei beispielsweise ein System ohne natu¨rliche potentielle Energie (Vnat = 0)
mit den Abstandskoordinaten dx und dy gegeben. Als Regelungsziel sei z.B.
die Anforderung dS =
√
d 2x + d
2
y = 2,5 gesetzt. Damit ist die Zielmenge ein
Unterraum (hier der in Bild 5-7 rechts dargestellte Kreis) von Q = R2. Das
System ist wegen der Abwesenheit potentieller Energie nicht in der Lage, diese
Zielkonfiguration zu erreichen. Bild 5-7 zeigt mit den mit σ = 0 markierten
Linien die Form der potentiellen Energie V , wenn diese Null (oder gleichwer-
tig konstant) ist. Links wird V gegen d geplottet (die Linie mit Steigung Null)
und rechts wird V gegen beide Koordinaten dx und dy abgebildet.
Bild 5-7: Notwendigkeit potentieller Energie.
Eine passende Potentialfunktion fu¨r das Erzielen der Anforderung stellt bei-
spielsweise
V =
σ
2
(‖d‖ − ds)2 (5.25)
dar, welche im Bild fu¨r σ ∈ {0,1} abgebildet ist. Links im Bild kann man
sehen, dass das Minimum der potentiellen Energie genau an dem Wunsch-
punkt dS = 2,5 ist. Dass dieses Minimum genau bei V = 0 liegt, ist aber
nicht unbedingt erforderlich, da bei der Berechnung der entsprechenden po-
tentiellen Kraft nur die Ableitung von V eine Rolle spielt. Auf der rechten
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Seite des Bildes ist die entsprechende dreidimensionale Darstellung, aus der
man erkennt, dass das Minimum nicht nur ein Punkt ist, sondern eine Unter-
menge des Konfigurationsraumes. Durch dieses ku¨nstliche, mittels virtueller
potentieller Energie eingefu¨hrte Minimum kann das System jetzt in beliebigen
Positionen stabilisiert werden.
5.3.2 Auswahl geeigneter Potentialfunktionen
Wird eine Kolonnenkonfiguration mit konstantem Sollabstand angestrebt,
dann sind die Betra¨ge der relativen Positionen der Einheiten festgelegt und es
kann beispielsweise folgende, der Gleichung (5.25) a¨hnliche, virtuelle potenti-
elle Energiefunktion zwischen jedem Paar gewa¨hlt werden:
Vij =
σij
2
mimj (‖ǫijq‖ − (j − i) dS)2 . (5.26)
Hier sind i und j die Fahrzeugindizes, sodass N ≥ j > i gilt; dS ist der
Sollabstand zwischen unmittelbar benachbarten Einheiten und σij sind freie
Parameter des Reglers. Die Abstandsmatrizen ǫij wurden bereits in (5.7) de-
finiert. Die Multiplikation des Sollabstands dS mit (j − i) in (5.26) bezieht
die unterschiedlichen Sollabsta¨nde nicht unmittelbar benachbarter Fahrzeuge
mit ein. Die hier eingesetzte Norm ist die u¨bliche euklidische 2-Norm. Die
in vorliegender Arbeit verwendete Potentialfunktion basiert auf der Wahl in
[Cha´vez Grunewald u. a., 2010a] und unterscheidet sich von letzterer nur in
einem konstanten Wert. Die hier eingesetzte Funktion hat den Vorteil, dass ih-
re Wirkung, a¨hnlich wie im Beispiel in Abschnitt 5.3.1, besser erkannt werden
kann, weil Vij = 0 in der Zielmenge gilt.
Die Auswahl einer Energiefunktion ist nicht beschra¨nkt auf die in Gleichung
(5.26) gegebene Form. Die im Rahmen dieser Dissertation verwendete Form ist
der Energiefunktion in [Zhou u. Tan, 2008] a¨hnlich. Allerdings werden hierbei
keine Ausrichtungsterme (d.h. Terme, die von der Ausrichtung der Fahrzeuge
abha¨ngen) beru¨cksichtigt, einerseits, weil die Fahrzeuge noch als Massenpunk-
te modelliert sind, und anderseits, weil das Regelungsziel die Abstandshaltung
ist und die Ausrichtung damit frei bleibt. Die gesamte virtuelle potentielle
Energie ergibt sich aus der Summe der einzelnen Anteile gema¨ß Gleichung
(5.26) fu¨r alle mo¨glichen Kombinationen
V (q) = V =
∑
i<j≤N
Vij . (5.27)
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Anschließend kann der Beitrag dieser virtuellen Energie zur Stellgro¨ße berech-
net werden:
Fpot = −∂V
∂q
(5.28)
= −qT

 ∑
i<j≤N
σijmimj
(
1− (j − i)dS‖ǫijq‖
)
ǫij
T ǫij

 .
Aus Gleichung (5.28) kann ersehen werden, dass sich eine Singularita¨t ergibt,
falls ein beliebiger Nenner des Ausdrucks Null wird. Da sich in diesem Fall
jedoch zwei Einheiten im selben Punkt befinden wu¨rden, kann dieser Fall
ausgeschlossen werden.
5.4 Erweiterung um dissipative Terme
Durch die Umformung der kinetischen und potentiellen Energien allein kann
kein asymptotisches Verhalten erreicht werden, denn deren Beitra¨ge zur Stell-
gro¨ße sind konservativ und ko¨nnen auf Grund dessen Energie nicht dissipieren.
Mit dem Ziel, dieses Verhalten zu verbessern, wird eine Rayleighsche Dissipa-
tivita¨tsfunktion eingesetzt, die es ermo¨glicht, die Energie der Fehlersignale zu
reduzieren. Beschrieben durch die generalisierten Koordinaten und mit einer
Normalisierung bezu¨glich der Fahrzeugmassen kann folgender Ausdruck fu¨r
die Dissipativita¨tsfunktion gewa¨hlt werden:
D =
1
2

 ∑
i<j≤N
γij(ǫijvq)
T
Gij(ǫijvq)

 , (5.29)
wobei Gij die 2x2-Submatrizen sind, die auf ihren Diagonalen die zugeho¨ri-
gen Massenwerte enthalten und somit positiv definit sind. Der Grund fu¨r die
oben genannte Normalisierung ist, dass die aus diesem Term abgeleitete Kraft
Beschleunigungswirkungen auf alle Einheiten in gleicher Gro¨ßenordnung ha-
ben soll. Es ist erkennbar, dass diese Funktion die Leistung der relativen
Geschwindigkeiten (ǫij vq) zwischen den Einheiten darstellt.
Durch Verwendung der Eigenschaft ǫTij Gij ǫij = ǫ
T
ijǫijG, welche einfach zu
zeigen ist, kann der Ausdruck in (5.29) in die Form
D =
1
2

 ∑
i<j≤N
γij v
T
q ǫ
T
ijǫij Gvq

 (5.30)
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gebracht werden, aus welcher die resultierende dissipative Kraft abgeleitet
werden kann. Die Parameter γij des Reglers ko¨nnen angepasst werden, um
die Regelgu¨te zu beeinflussen. Der Beitrag der dissipativen Terme zur Stell-
gro¨ße kann, a¨hnlich wie bei der potentiellen Energie, durch Ableiten berechnet
werden:
Fdiss = − ∂D
∂vq
= −vTq

 ∑
i<j≤N
γijǫij
T ǫij

G. (5.31)
5.5 Vollsta¨ndige Stellgro¨ße und Beispiele
Die vollsta¨ndige Stellgro¨ße ist letztendlich die Summe aller Kraftbeitra¨ge
F = Fkin + Fpot + Fdiss, (5.32)
die aus den drei vorgestellten energiebasierten Methoden resultieren. Im fol-
genden Abschnitt soll veranschaulicht werden, wie sich die so ermittelte voll-
sta¨ndige Stellgro¨ße auf zwei einfache Beispiele anwenden la¨sst.
Beispiele
a) Regelung von zwei Fahrzeugen
Fu¨r den Fall von zwei Einheiten sind nur vier generalisierte Koordinaten not-
wendig, um die Position des Systems zu beschreiben. Der metrische Tensor
nimmt dann die Form G = diag ([m1 m1 m2 m2]) an, wobei mi die Massen-
werte der Fahrzeuge sind. Verwendet man Gleichungen (5.17) und (5.22), so
erha¨lt man:
Fkin = −
(
2α− 1
2α
)(
vdxdy − vdydx
dx
2 + dy
2
)2(
m1m2
m1 +m2
)[
dx dy −dx −dy
]
.
Hier stellt d = ǫq = [dx dy]
T
den Abstandsvektor dar, dessen zeitliche Ablei-
tung mit Hilfe des Buchstabens v gekennzeichnet wird. Die Matrix ǫ ist die
(einzige) Abstandsmatrix gema¨ß Gleichung (5.7) fu¨r den Fall zweier Fahrzeu-
ge. α ist hierbei der Faktor zur Umformung der kinetischen Energie. Daran
ist ersichtlich, dass die Stellgro¨ße verschwindet, wenn α = 12 gewa¨hlt wird. In
diesem Fall wurde keine Umformung der kinetischen Energie durchgefu¨hrt.
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Mit Gleichungen (5.28) und (5.31) ko¨nnen auch die dissipativen und potenti-
ellen Beitra¨ge berechnet werden:
Fpot = −σm1m2
(
1− dS‖ǫq‖
)
qT ǫT ǫ ,
Fdiss = −γ vTq ǫT ǫG .
Hier ist γ der (einzige) Regelparameter aus der Dissipativita¨tsfunktion, wa¨h-
rend σ der (einzige) Regelparameter aus der Umformung der potentiellen
Energie ist.
Werden alle drei Kra¨fte addiert und somit der Regelkreis geschlossen, ko¨nnen
die Differentialgleichungen des geregelten Systems ermittelt werden:[
adx
ady
]
+ γ
[
vdx
vdy
]
+ (β(d,vd) + λ(d))
[
dx
dy
]
= 0. (5.33)
Diese Differentialgleichungen beschreiben das dynamische Verhalten der re-
lativen Positionen d und deshalb besteht der Ausdruck nur aus zwei statt
vier Zeilen. Hier wird mit a die zweite zeitliche Ableitung dargestellt. Die
nichtlinearen Faktoren der Gleichung sind hierbei durch folgende Ausdru¨cke
gegeben:
β(d,vd) =
2α− 1
2α
(
vdxdy − vdydx
dx
2 + dy
2
)2
, (5.34a)
λ(d) = σ(m1 +m2)
(
1− dS‖ǫq‖
)
. (5.34b)
In diesen Faktoren ist erkennbar, dass der Beitrag der potentiellen Energie,
welcher von λ(d) abha¨ngt, Null wird, wenn der Sollabstand dS erreicht wird.
Daru¨ber hinaus sieht man im Ausdruck von β(d,vd), dass die Umformung
der kinetischen Energie keine Wirkung hat, wenn α = 12 gilt. Dieser Faktor
wird ebenfalls gleich Null.
Die Simulation in Bild 5-8 zeigt den Verlauf des Abstands zwischen beiden
Einheiten fu¨r einen Sollabstand von 10m. Außerdem sind die ausgewa¨hlten
Parameter des Reglers σ = 1, γ = 0,1 und α = 0,95. Trotz des im Bild dar-
gestellten stabilen Verhaltens bleibt eine Regelabweichung fu¨r die Regelung
ohne potentiellen Anteil (σ = 0). Damit ist der kinetischbasierte Regler nicht
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Bild 5-8: Abstand zwischen Einheiten mit und ohne Beitrag potentieller Ener-
gie. Bei beiden Fa¨llen sind sowohl kinetische Energie als auch Ray-
leighsche Dissipation vorhanden.
in der Lage, die Positionsfehler auszuregeln. Weiterhin ist es interessant zu
beobachten, wie sich die vertikalen und horizontalen Energieanteile in der Zeit
entwickeln. Das kann dem Bild 5-9 entnommen werden, in dem die Energie-
anteile in Prozent u¨ber der Zeit abgebildet sind. Außerdem sind im kleineren
Fenster des Bildes auch die x- und y-Geschwindigkeitskomponenten der Fahr-
zeuge aufgetragen. Es kann beobachtetet werden, dass der horizontale Anteil
gegen Null konvergiert, sobald sich der Abstand nicht mehr a¨ndert (die Ver-
formungsenergie verschwindet) und der Sollzustand erreicht wurde. Im Ge-
genteil dazu konvergiert die vertikale Energie gegen 100% und das bedeutet,
dass die komplette kinetische Energie in vertikaler Form vorliegt und somit
keine weitere Verformungen der Struktur stattfinden. Die Geschwindigkeiten
konvergieren erwartungsgema¨ß gegen konstante Werte.
b) Regelung von drei Fahrzeugen
Im Fall von drei Einheiten sind die resultierenden Gleichungen komplexer. Sie
ko¨nnen aber wie zuvor mit Hilfe der Gleichungen (5.17) und (5.22) berechnet
werden, wobei der metrische Tensor jetzt durch den Ausdruck
G = diag ([m1 m1 m2 m2 m3 m3])
beschrieben ist, in welchem die Masse des dritten Fahrzeugs m3 hinzugekom-
men ist.
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Bild 5-9: Vertikale und horizontale Anteile fu¨r den Fall mit kinetischer und
potentieller Umformung und mit dissipativem Term. Die Entwick-
lung der Geschwindigkeitskomponenten wird im Fenster gezeigt.
Um die Verbesserung der Regelgu¨te durch die kinetische Umformung her-
vorzuheben, sind in Bild 5-10 die Simulationsergebnisse zweier Situationen
dargestellt. Eine beschreibt die Regelung, bei der sowohl potentielle und dis-
sipative Methoden als auch die kinetische Umformung eingesetzt wurden. Die
andere Situation ist eine, bei der nur dissipative und potentielle Beitra¨ge ver-
wendet wurden. Die gestrichelten Linien stellen das Verhalten des Systems
dar, wenn keine Umformung des metrischen Tensors (α = 12 ) durchgefu¨hrt
wurde, wa¨hrend die durchgezogenen Linien den Fall mit der Umformung zei-
gen. Es ist zu erkennen, dass beide Regelkreise stabil sind. Der Regler mit der
Umformung der kinetischen Energie weist allerdings ein besseres Verhalten
auf, da er schneller arbeitet und das U¨berschwingen besser unterdru¨ckt.
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Bild 5-10: Abstand zwischen erstem und zweitem, und zwischen zweitem und
drittem Fahrzeug. Die gestrichelten Linien entsprechen dem Fall
ohne Umformung der kinetischen Energie.
5.6 Stabilita¨tsuntersuchung
Ein Vorteil der Energiemethoden ist, dass durch die Energiedarstellung eine
Kandidatin fu¨r eine Lyapunov-Funktion mitgeliefert wird, mit der die Sta-
bilita¨t bewiesen werden kann. Fu¨r den betrachteten Fall der Massenpunkt-
fahrzeuge fu¨hren Cha´vez Grunewald u. a. [2010a] diese Analyse20) durch und
finden die Bedingungen fu¨r die Stabilita¨t des mechanischen Systems. Hier soll
diese Untersuchung wiedergegeben werden, wobei einige A¨nderungen statt-
gefunden haben, um den Beweis auf die Kovektorendarstellung der Kra¨fte
anzupassen.
20)Der hier vorgestellte Beweis wurde mit Hilfe des Gutachters der zitierten Zeitschrift
erarbeitet.
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Beweis: Es wird von Gleichung (5.21a) ausgegangen. Die Differentialgleichung hat
hier die Form
a
T
q G+ g(q) = Fkin + Fdiss ,
wenn man g(q) = − ∂V
∂q
= Fpot setzt, wobei aq die Beschleunigung in generalisierten
Koordinaten darstellt. Mit der
”
Gesamtenergie“
E(q,vq) = K(q,vq) + V (q)
folgt
E˙ =
(
a
T
q G+ g(q)
)
vq
und mit der Differentialgleichung von oben zuna¨chst:
E˙ = 〈Fkin + Fdiss,vq〉 .
Die spezielle Form von Fkin und Fdiss, d.h. linear in vq, bedeutet, dass
E˙ = vTq H(q)vq
mit
H(q) = 2(1− 2α)R−1α
(
1
2
J
T
v G−GJv
)
−G
∑
i<j≤N
γijǫij
T
ǫij
gilt.
Wenn also durch eine passende Wahl der Reglerparameter garantiert wird, dass die
Matrix H(q) fu¨r alle q negativ definit wird, dann wird die Energie E entlang von
Lo¨sungen q(t) abnehmen und dann und nur dann Null, wenn vq = 0 gilt. Nach
dem Invarianzprinzip von Krasovskii-LaSalle (siehe z.B. Khalil [2001]) konvergiert
die Lo¨sung q(t) gegen die gro¨ßte positiv invariante Teilmenge der Menge
Z =
{
(q,vq) ∈ TQ|E˙ = 0
}
= {(q,vq) ∈ TQ|vq = 0} .
Es wird nun gezeigt, dass die gro¨ßte positiv invariante Menge von Z nur die fu¨r die
Regelungsaufgabe interessanten Punkte entha¨lt. Aus vq ≡ 0 (und damit aq = 0)
folgert man mittels
a
T
q G+ g(q) = v
T
q H(q)
die Beziehung g(q) = −Fpot = 0.
Wegen ǫij q 6= 0 im Allgemeinen (d.h. wenn keine zwei Einheiten die gleiche Position
aufweisen) und der Positivita¨t der Konstanten in Fpot folgt also:
1−
(j − i)dS
‖ǫijq‖
= 0
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und damit schließlich, wie gewu¨nscht,
‖ǫijq‖ = ‖qi − qj‖ = (j − i) dS .

Um das System zu stabilisieren, mu¨ssen die Regelparameter α, σij und γij
so ausgewa¨hlt werden, dass die Matrix H(q) positiv definit ist. Der Beweis
oben zeigt nicht nur, dass die Absta¨nde zwischen den Fahrzeugen zur Sollkon-
figuration tendieren, sondern auch, dass die Energie des ungesto¨rten Systems
nicht wachsen kann. Aufgrund der Tatsache, dass die kinetische Energie von
den quadratischen Geschwindigkeiten abha¨ngt, kann man aus der Schranke
der Energie zuru¨ckschließen, dass die Geschwindigkeiten ebenfalls beschra¨nkt
sind.
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6 Anpassung des Reglers an das nichtholonome
Modell
Der Regler fu¨r nichtholonome Fahrzeugmodelle des Typs Car-Like kann bei-
spielsweise durch eine Koordinatentransformation angepasst werden. Damit
kann der im vorherigen Kapitel vorgestellte Entwurf fu¨r die Massenpunkte
auf diese komplexeren, nichtholonomen Modelle angewandt werden. Die Ko-
ordinatentransformation ist eine Methode, die viele Autoren verwendet ha-
ben (siehe z.B. [Moreau u. a., 2003] und [Lawton u. a., 2000]), um den Regler
in einem vereinfachten Rahmen (mit Massenpunkten) zu entwickeln. Da der
Lagrange-Formalismus zusa¨tzlich die Mo¨glichkeit bietet, durch den Einsatz
von Lagrange-Multiplikatoren nichtholonome mechanische Systeme zu behan-
deln, kann die Anpassung der Regelungsstrategie alternativ anhand dessen
durchgefu¨hrt werden.
In Abschnitt 6.1 wird die Anpassung der Methode mit Koordinatentransfor-
mationen vorgestellt, wa¨hrend die Anpassung der Strategie durch Beru¨cksich-
tigung der Nichtholonomita¨t beim Reglerentwurf in Abschnitt 6.2 behandelt
wird. Simulationsergebnisse werden in diesem Kapitel ebenfalls vorgestellt.
6.1 Koordinatentransformation: Car-Like-Modell
Mit dem Ziel, das in Abschnitt 5.5 gefundene Regelgesetz fu¨r den Fall mit zwei
Fahrzeugen an das nichtholonome Modell anzupassen, mu¨ssen die Einga¨nge
des Systems von den allgemeinen Kra¨ften in Gleichung (5.32) zu uδ und uv
in Gleichung (4.9) transformiert werden. Cha´vez Grunewald u. Abel [2010]
zeigen in ihrer Arbeit, dass eine Koordinatentransformation fu¨r den Fall mit
zwei Einheiten so durchgefu¨hrt werden kann, dass das Regelgesetz nur mit
modellinternen Variablen ausgedru¨ckt werden kann. Außerdem wird in diesem
Beitrag der Regler um eine Vorsteuerung erweitert.
Fu¨r die folgende Analyse ist es angebracht, das System in (5.33) in eine kom-
paktere Form
d¨+ γ d˙+ (β + λ) d = 0 (6.1)
umzuschreiben, wobei die vektorielle Nomenklatur d = [dx dy]
T
eingesetzt
wird.
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Nichtlineare Faktoren
Die nichtlinearen Faktoren β und λ wurden bereits in (5.34) definiert. Die-
se ha¨ngen von der Position und von der Geschwindigkeit der Fahrzeuge ab,
genauer gesagt von den generalisierten Koordinaten und nicht von den in-
ternen Variablen des Car-Like-Modells. Es ist trotzdem mo¨glich, diese Glei-
chungen durch eine Koordinatentransformation so umzuformen, dass sie nur
die im Fahrzeug zur Verfu¨gung stehenden Variablen (wie Lenkwinkel und
Abstand zum vorausfahrenden Fahrzeug) enthalten. Der Abstand kann bei-
spielsweise sensoriell mit Ultraschall ermittelt werden, wa¨hrend der relative
Winkel θ in Bild 4-5 mit einer Kamera gewonnen werden kann (siehe z.B.
[Hong u. Ostrowski, 2002] und [Diab u. a., 2010]). Die Transformation beruht
auf der Nutzung der Identita¨ten
d2x + d
2
y = d
Td = d2 ,
vdxdy − vdydx = dTP d˙ = −d2
(
θ˙ + ψ˙
)
,
welche einfach zu beweisen sind. Die Matrix P wurde bereits in (5.8) definiert.
Werden die Eigenschaften in (5.34) eingesetzt, so erha¨lt man
β(θ˙, v, δ) =
2α− 1
α
(
θ˙ +
v
l
sin(δ)
)2
, (6.2a)
λ(d) = σ(m1 +m2)
(
1− dS
d
)
, (6.2b)
wobei auch die Beziehung (4.4b) benutzt wurde. Somit ko¨nnen beide nichtli-
neare Faktoren mit lokalen Variablen berechnet werden.
Transformation fu¨r den geschlossenen Regelkreis
Betrachtet man Gleichung (6.1) na¨her, so erkennt man, dass die Transfor-
mation der nichtlinearen Faktoren anscheinend nicht ausreicht, um den ge-
schlossenen Regelkreis ausschließlich mit internen Variablen zu beschreiben.
Aufgrund der Pra¨senz des Abstandsvektors d und seiner Ableitungen in der
Gleichung scheinen die generalisierten Koordinaten immer noch notwendig zu
sein. Jedoch kann gezeigt werden, dass diese Abha¨ngigkeit nur an der Darstel-
lung der Gleichung liegt und dass der geschlossene Regelkreis mit den internen
Variablen vollkommen beschrieben werden kann. In Bild 4-5 wird ersichtlich,
dass der Abstandsvektor d wie folgt in kartesischen Koordinaten dargestellt
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werden kann:
d = R (ψ + θ)
[
d
0
]
= R (ψ + θ) z1. (6.3)
Hierbei ist z1 ein Spaltenvektor und wird eingefu¨hrt, um die Notation zu ver-
einfachen. Durch Ableiten kann auch d˙ im mittleren Term von (6.1) berechnet
werden:
d˙ = R (ψ + θ)
[
d˙
d
(
v
l
sin δ + θ˙
)] = R (ψ + θ) z2, (6.4)
wobei (4.4b) noch einmal eingesetzt wird. Wie zuvor dient der eingefu¨hrte
Vektor z2 der Vereinfachung der Notation. Es soll bemerkt werden, dass weder
die letzte noch die vorherige Gleichung generalisierte Koordinaten beno¨tigen,
da die Vektoren zi nur von internen Variablen abha¨ngen.
Werden die Einga¨nge des Car-Like-Modells mit uδ und uv benannt, dann
kann die zweite Ableitung des Abstandsvektors unter Betrachtung eines sich
mit konstanter Geschwindigkeit geradlinig bewegenden Fu¨hrungsfahrzeugs
berechnet werden:
d¨ = −R(δ + ψ)
[
uv
vuδ +
v2
l
sin(δ)
]
= −R(δ + ψ) z3, (6.5)
wobei noch einmal der Vektor z3 zur Vereinfachung eingefu¨hrt wird.
In Gleichung (6.1), welche den geschlossenen Regelkreis beschreibt, ko¨nnen
die letzten drei Ausdru¨cke eingesetzt werden:
−d¨ = γ d˙+ (β + λ) d umschreiben
R(ψ + δ) z3 = γR (ψ + θ) z2 + (β + λ) R (ψ + θ) z1 einsetzen
R(δ) z3 = γR (θ) z2 + (β + λ) R (θ) z1 ku¨rzen
z3 = R (θ − δ) (γ z2 + (β + λ) z1) . nach z3 auflo¨sen
Es soll beachtet werden, dass die einzige absolute Variable ψ im vorletzten
Umformungsschritt verschwindet und nur noch relative Gro¨ßen u¨brig bleiben.
Das Ku¨rzen bedeutet in diesem Zusammenhang die Matrixmultiplikation von
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links mit R(−ψ) = RT (ψ). Mit Hilfe der Software Maple21) kann daru¨ber
hinaus der symbolische Ausdruck des Regelgesetzes
Ur =
[
1 0
0 1
v
]
R (θ − δ)
(
γ
[
d˙
d
(
v
l
sin δ + θ˙
)]+ (β + λ) [d
0
])
−
[
0
v
l
sin(δ)
]
(6.6)
gefunden werden, wobei die Elemente des Spaltenvektors Ur wie in Gleichung
(4.8) definiert sind. Dieses Regelgesetz ist sowohl von absoluten als auch von
unbekannten Variablen unabha¨ngig und kann mit den am Fahrzeug verfu¨gba-
ren Informationen (wie δ und v) berechnet werden. Der tiefgestellte Index r
deutet darauf hin, dass die mit dieser Gleichung berechnete Stellgro¨ße eine
Ru¨ckfu¨hrung darstellt. Anschließend wird er um eine Vorsteuerung erweitert.
Erweiterung um eine Vorsteuerung
Theoretisch ist es mo¨glich, solange die Fahrzeugmodelle eine exakte Darstel-
lung der Realita¨t liefern und die Informationen des vorausfahrenden Fahrzeugs
zur Verfu¨gung stehen, die Einga¨nge des Folgefahrzeugs so zu bestimmen, dass
es die Bewegungen des vorausfahrenden Fahrzeugs nachfa¨hrt. Dadurch wird
eine Vorsteuerung entworfen, die in der Lage ist, den Abstand konstant zu
halten. Hierbei wird vorausgesetzt, dass die Trajektorie des vorausfahrenden
Fahrzeugs fu¨r das Folgefahrzeug realisierbar ist.
Diese ideale Situation findet man selbstversta¨ndlich nicht in der Realita¨t,
denn die Modelle sind generell mit gewissen Ungenauigkeiten behaftet. Aus
diesem Grund muss in der Praxis ha¨ufig ein Ru¨ckfu¨hrungsanteil mitberu¨ck-
sichtigt werden, welcher die Abweichungen aufgrund von Sto¨rungen und Unge-
nauigkeiten kompensieren kann. Die Zusammenarbeit von Vorsteuerung und
Ru¨ckfu¨hrung kann Verbesserungen in der Performance des Systems erzielen
(siehe z.B. [Zeitz, 2010]), indem dieses schneller reagiert und gleichzeitig in
der Lage ist, Abweichungen auszuregeln. Der Entwurf ausschließlich mit einer
Ru¨ckfu¨hrung ist generell langsamer, weil man hierbei auf die Messung von
Abweichungen angewiesen ist. Das heißt, es muss erstmal einen Regelfehler
geben, bevor der Regler auf das System wirken kann. Hingegen kann die Vor-
steuerung unmittelbar reagieren und somit idealerweise verhindern, dass eine
Regelabweichung hervorgerufen wird.
21)www.maplesoft.com, Zugang: 31.05.2010
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Im vorherigen Abschnitt wurde die Ru¨ckfu¨hrung durch die energiebasierte Re-
gelung beschrieben. Die Vorsteuerung beruht auf den Annahmen, dass die In-
formationen vom vorausfahrenden Fahrzeug unmittelbar u¨bertragen werden.
Wenn die Variablen des vorausfahrenden Fahrzeugs mit einem Apostroph ( ′ )
gekennzeichnet werden, kann man die Gleichheit der Geschwindigkeitsvekto-
ren analog zu Form (4.2a) fordern:
v cos(δ + ψ) = v′ cos(δ′ + ψ′) ,
v sin(δ + ψ) = v′ sin(δ′ + ψ′) .
Aus diesen Gleichungen und deren zeitlichen Ableitungen kann man schließen,
dass die Wahl v˙ = v˙′ und δ˙+ ψ˙ = δ˙′+ ψ˙′ zusammen mit (4.4b) im Regelgesetz
Uv =
[
v˙′
δ˙′ + v′
(
sin(δ′)
l′
− sin(δ)
l
)]
, (6.7)
resultiert, wobei der Index v fu¨r Vorsteuerung steht. Obwohl in der Gleichung
eine Ru¨ckfu¨hrung wegen des Terms mit δ existiert, ist diese durch das Mo-
dell und nicht durch einen Regler gegeben. Es ist einfach zu zeigen, dass die
Gro¨ße d2 = dTd und somit der Abstand tatsa¨chlich konstant ist, wenn die
Eingangsgro¨ßen mit Gleichung (6.7) berechnet werden.
Vollsta¨ndige Stellgro¨ßen
Zuletzt kann das komplette Regelgesetz als die Summe beider Beitra¨ge gebil-
det werden:
U =
[
uv
uδ
]
= Uv +Ur . (6.8)
Ist die Kommunikation zwischen Fahrzeugen nicht verfu¨gbar, dann kann der
Term Uv nicht implementiert werden und die Ru¨ckfu¨hrung muss allein dafu¨r
sorgen, dass die Abweichungen begrenzt bleiben. Ist andererseits die Abwei-
chung Null und das Kommunikationssystem funktionsfa¨hig, dann ist die Stell-
gro¨ße Ur Null und die Vorsteuerung sorgt dafu¨r, dass der Abstand konstant
bleibt.
6.1.1 Simulationen mit dem Car-Like-Modell
Fu¨r die Simulationen ist es erforderlich, das Verhalten des Fu¨hrungsfahrzeugs
vorzugeben, welches in der Praxis manuell gefahren wird (siehe Bild 4-1). Um
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vom nichtholonomen Modell realisierbare Trajektorien zu erhalten, wird ein
Szenario fu¨r die Analyse mit Hilfe von Testfunktionen verwirklicht. Die Vor-
gabe fu¨r den Sollwinkel (Testfunktion) besteht aus einem sinusfo¨rmigen Signal
gefolgt von einem Pulssignal. Dies wird in Bild 6-1 mit der gestrichelten Linie
dargestellt. Damit der Verlauf des Lenkwinkels realisierbar (d.h. vom Car-
Like-Modell fahrbar) ist, wird ein (separater) linearer Regler verwendet, der
aus den nicht glatten Testfunktionen im Bild mit Hilfe vom Fahrzeugmodell
sanfte Trajektorien erzeugt.
Bild 6-1: Soll- und Istverlauf fu¨r den Lenkwinkel.
Regler zur Realisierung der Trajektorien
Aufgrund der Tatsache, dass der Eingang des Car-Like-Modells nicht der
Lenkwinkel δ selbst, sondern die Winkelgeschwindigkeit δ˙ ist, hat der Regler
neben der Funktion der Erzeugung einer realisierbaren Trajektorie, auch die
Aufgabe, aus dem Sollverlauf des Lenkwinkels δ den entsprechenden Eingang
uδ zu berechnen. Ein weiteres Ziel des Systems ist, dass es ohne bleibende
Regelabweichung arbeitet.
Sei der Regler durch die U¨bertragungsfunktion
GC(s) =
Z(s)
N(s)
definiert, wobei Z(s) und N(s) Za¨hler- und Nennerpolynome darstellen. Beide
Polynome sollen derart gewa¨hlt werden, dass die Strecke, welche durch die
U¨bertragungsfunktion G(s) = δ
′
u′
δ
= 1
s
definiert ist, dem Eingangssignal ohne
stationa¨re Abweichung folgt. Dafu¨r bildet man die U¨bertragungsfunktion der
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Abweichung e(t) fu¨r den geschlossenen Regelkreis, welche durch
GE(s) =
E(s)
U(s)
=
N(s) s
Z(s) +N(s) s
(6.9)
gegeben ist, wobei U(s) dem Signal u′δ entspricht.
Die gewa¨hlte Fu¨hrungsgro¨ße besteht, wie in Bild 6-1 dargestellt, aus einer
Sinusfunktion und einem Puls und kann mathematisch als
u(t) =


A sin(ωot+
π
2 ) ∀ 0 < t ≤ 20 s
A ∀ 30 s < t ≤ 40 s
0 sonst
, (6.10)
beschrieben werden. Diese Funktion kann mit Laplace in den Bildbereich
transformiert werden. Mit Hilfe des U¨berlagerungsprinzips kann das Signal
in zwei Signale aufgeteilt und analysiert werden. So muss bekannterweise ein
Integrierer im aufgeschnittenen Regelkreis vorhanden sein, damit die Abwei-
chung fu¨r den zweiten Teil des Signals (ein Puls entspricht zwei Spru¨ngen)
gegen Null konvergiert. Da die Strecke selbst durch einen Integrierer model-
liert wird, ist im Regler kein I-Anteil notwendig. Andererseits soll auch die
Regelabweichung fu¨r die Sinusfunktion, welche im Bildbereich durch
U2(s) =
As
s2 + ω2o
gegeben ist, gegen Null konvergieren. Das Abweichungssignal im Bildbereich
nimmt fu¨r diesen Eingang die Form
E(s) =
AN(s) s2
(Z(s) +N(s) s) (s2 + ω2o)
(6.11)
an. Die Forderung e∞ = lim
t→∞
e(t) = 0 bedeutet hier, dass die imagina¨ren Pol-
stellen von E(s) geku¨rzt werden mu¨ssen, sodass das Signal mit zunehmender
Zeit abklingt. Das heißt, dass der Regler ein Modell der Sinusfunktion bein-
halten muss, was aus dem so genannten Inneren-Modell-Prinzip (siehe z.B.
Lunze [2008]) abgeleitet werden kann. Wird der Nenner des Reglers beispiels-
weise als N(s) = s2 + ω2o gewa¨hlt, kann gezeigt werden, dass e(t) gegen Null
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konvergiert, wenn das System stabil ist:
E(s)=
A (s2 + ω2o) s
2
(Z(s) + (s2 + ω2o) s) (s
2 + ω2o)
=
As2
Z(s) + (s2 + ω2o) s
,
e∞ = lim
s→0
sE(s) = 0 .
Da der Regler nur zu Simulationszwecken (vorgegebenes Verhalten des Fu¨h-
rungsfahrzeugs) entwickelt wird, spielt die Sensitivita¨t keine Rolle und es ist
angebracht, durch Polvorgabe alle drei (minimaler Grad) Polstellen des ge-
schlossenen Regelkreises an der gleichen Stelle s = −r mit r > 0 zu platzieren:
Z(s) + (s2 + ω2o) s = (s+ r)
3
.
Daraus ergibt sich der folgende Ausdruck fu¨r die U¨bertragungsfunktion des
Reglers:
GC(s) =
(3r) s2 + (3r2 − ω2o) s+ r3
s2 + ω2o
. (6.12)
Hierbei wird der Nenner N(s) wie bereits oben erla¨utert gewa¨hlt, um die
Regelabweichung fu¨r ein sinusfo¨rmiges Eingangssignal mit Frequenz ωo zu
unterdru¨cken. Die U¨bertragungsfunktion des geschlossenen Regelkreises ist
somit durch
Gges =
(3r) s2 + (3r2 − ω2o) s+ r3
(s+ r)
3 (6.13)
gegeben.
Bild 6-1 zeigt das Verhalten des Reglers fu¨r den Fall mit folgenden Parame-
tern: {A = 0,01; ωo = π4 s−1; r = 1,5}. Es ist ersichtlich, dass der Ist-Wert
nach einem Einschwingvorgang glatt gegen den gewu¨nschten Verlauf konver-
giert und dass die Regelabweichung vollkommen ausgeregelt wird. Die beob-
achteten Schwingungen werden von den resultierenden Nullstellen in (6.13)
und nicht von den Polstellen der U¨bertragungsfunktion (die alle real, negativ
und gleich sind) verursacht.
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Simulationsergebnisse
Fu¨r folgende Simulationen wurde ein Simulink-Modell erstellt und ein Soll-
abstand von 2m gewa¨hlt. Die Zusta¨nde der Fahrzeuge werden so initialisiert,
dass sowohl Positions- als auch Abstandsfehler vorhanden sind. Neben dem
Verlauf des Lenkwinkels des Fu¨hrungsfahrzeugs in Bild 6-1 wird ohne Be-
schra¨nkung der Allgemeinheit eine konstante Geschwindigkeit (u′v = 0) fu¨r das
Fu¨hrungsfahrzeug angenommen, sodass man sich besonders auf die Querdyna-
mik konzentrieren kann. Das zweite Fahrzeug fa¨hrt mit dem energiebasierten
Regler und verwendet die Informationen, die u¨ber das Netz u¨bertragen wer-
den. Bild 6-2 zeigt die Simulationsergebnisse fu¨r den Abstand zwischen beiden
Fahrzeugen u¨ber der Zeit. Daru¨ber hinaus wird in der kleineren Abbildung
der vom Fu¨hrungsfahrzeug vorgegebene Pfad dargestellt.
Bild 6-2: Abstandsregelung eines Car-Like-Modells mit und ohne Vorsteue-
rung. Vom Fu¨hrungsfahrzeug zuru¨ckgelegter Pfad in der Ebene.
Erwartungsgema¨ß ist die Performance des Reglers mit Vorsteuerung besser, da
dieser die Informationen vom Fu¨hrungsfahrzeug verwendet, die u¨ber das Kom-
munikationssystem u¨bermittelt werden. Die Abweichung vom Sollabstand fa¨llt
fu¨r den vorgestellten Simulationsfall geringer aus. Hingegen ist die Regelab-
weichung fu¨r den Regler ohne Vorsteuerung gro¨ßer, weil der Regler nur In-
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formationen von der Onboard-Sensorik benutzen kann. Die verbleibende Re-
gelabweichung wa¨hrend der Kurvenfahrt (Puls) ko¨nnte kompensiert werden,
indem die Dynamik des Systems durch den Regler erweitert wird. Da die
Abweichung aber klein (e < 0.1m) und damit unkritisch ist und eine Er-
weiterung der Dynamik generell die Stabilita¨t gefa¨hrden kann, wird dies im
Rahmen dieser Arbeit nicht durchgefu¨hrt. Außerdem ko¨nnen die energieba-
sierten Methoden in ihrer u¨blichen Form die Dimension des mechanischen,
dynamischen Systems nicht vera¨ndern. Dafu¨r wa¨re eine Erweiterung der Me-
thodik erforderlich.
Bild 6-3: Lenk- und Gierwinkel des Fu¨hrungs- und des Folgefahrzeugs.
In Bild 6-3 sind die Verla¨ufe der Gier- und Lenkwinkel des Fu¨hrungs- und des
Folgefahrzeugs dargestellt. Es kann beobachtet werden, dass der Gierwinkel
gut dem des Fu¨hrungsfahrzeugs folgt (mit vernachla¨ssigbarem Unterschied).
Demgegenu¨ber sind gro¨ßere Abweichungen im Fall des Lenkwinkels zu sehen.
Diese sind jedoch auf die unterschiedlichen Geometrien der Fahrzeuge zuru¨ck-
zufu¨hren, da in der Simulation die La¨nge des Fu¨hrungsfahrzeugs 1m und die
des Folgefahrzeugs 1.2m betra¨gt. Bei geradliniger Bewegung des Fu¨hrungs-
fahrzeugs stimmen die Lenkwinkel (nach Abklingen der Transienten) u¨berein.
Dies ist der Fall vor und nach dem positiven Puls.
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6.1.2 Simulationen mit dem dynamischen Einspurmodell
Der energiebasierte Regler fu¨r Car-Like-Modelle wird in diesem Abschnitt
mit Hilfe des dynamischen Einspurmodells aus Kapitel 4.2.5 getestet. Dafu¨r
werden die in Tabelle 6-1 dargestellten Fahrzeugdaten verwendet, die einem
gro¨ßeren realen Beispiel-Fahrzeug (PKW) entsprechen. Aufgrund der Tatsa-
che, dass das Einspurmodell komplexere Zusammenha¨nge der Fahrzeugdyna-
mik als das Car-Like-Modell abbildet, ist das Verhalten des Reglers entspre-
chend unterschiedlich.
Tabelle 6-1: Fahrzeugdaten fu¨r das Folgefahrzeug.
Bezeichnung Zeichen Gro¨ße
Abstand Schwerpunkt-Vorderachse lv 1.35m
Abstand Schwerpunkt-Hinterachse lh 1.46m
Fahrzeugmasse m 1750 kg
Schra¨glaufsteifigkeiten cv, ch 150 000N/rad
Tra¨gheitsmoment J 2800 kg m2
Bild 6-4 zeigt die Simulationsergebnisse fu¨r ein Testszenario a¨hnlich dem im
vorherigen Abschnitt, wobei die Frequenz der Sinusfunktion und die Puls-
zeiten der neu abgebildeten Dynamik entsprechend angepasst wurden. Der
Sollabstand betra¨gt in diesem Fall dS = 10m. Die Fahrgeschwindigkeit wird
mit etwa 54 km/h konstant gehalten, damit die in Abschnitt 4.2.5 vorgestell-
ten Annahmen des dynamischen Einspurmodells zutreffen. In der obersten
Simulation von Bild 6-4 sind sowohl die Lenkwinkel der Fu¨hrungs- und Fol-
gefahrzeuge als auch der Sollwert abgebildet. Das Fu¨hrungsfahrzeug wird
einfachheitshalber wie zuvor mit dem Car-Like-Modell simuliert und seine
Zustandsinformationen stehen dem Folgefahrzeug zur Verfu¨gung. Die beob-
achtete große Abweichung des Lenkwinkels des Folgefahrzeugs gegenu¨ber dem
des Fu¨hrungsfahrzeugs liegt in der Tatsache, dass der Lenkwinkel fu¨r das dy-
namische Einspurmodell gro¨ßer sein muss, um dieselbe Kurve wie mit dem
Car-Like-Modell zu fahren (siehe Gleichung (4.20)).
In der Mitte von Bild 6-4 sind die Verla¨ufe der Gierrate beider Fahrzeuge
zu sehen. Diese stimmen gut u¨berein. Im Fall des Abstands zwischen den
Fahrzeugen, welcher im unteren Bild wiedergegeben ist, sind die Abweichun-
gen beim dynamischen Einspurmodell gro¨ßer. Das passiert besonders an den
Stellen, an denen ein Lenksprung vorgegeben wird. Nichtsdestotrotz sind die
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Bild 6-4: Simulationen mit dem dynamischen Einspurmodell. Verla¨ufe des
Car-Like-Modells sind zum Vergleich auch dargestellt.
Abweichungen vom Sollwert relativ gering und der Regler zeigt generell ein
gutes Verhalten. Die schlechtere Regelgu¨te des dynamischen Einspurmodells
ist darin begru¨ndet, dass der energiebasierte Regler auf Basis der Mechanik
des vereinfachten Car-Like-Modells entworfen wird und somit modellbasiert
ist. Stimmt das Modell mit der Realita¨t nicht genau u¨berein, so treten Ab-
weichungen aufgrund der Modellunsicherheiten auf, welche die Regelgu¨te be-
eintra¨chtigen. Die im Regler eingebaute Ru¨ckfu¨hrung sorgt dafu¨r, dass trotz
der Ungenauigkeiten das Verhalten akzeptabel bleibt. Im na¨chsten Abschnitt
soll mit der Validierung ein Schritt weiter gegangen werden, indem der Regler
mit sehr aufwa¨ndigen softwaregestu¨tzten Fahrzeugmodellen getestet wird.
6.1.3 Simulationen mit TruckSim
Um den energiebasierten Regler mit aufwa¨ndigeren Modellen zu testen, wird
ein Simulationsszenario mit zwei Fahrzeugen in TruckSim aufgebaut. Fu¨r
die Erzeugung der Trajektorie des Fu¨hrungsfahrzeugs wird a¨hnlich wie in
Abschnitt 6.1.1 vorgegangen, jedoch werden die Einga¨nge an die neuen Fahr-
zeuggro¨ßen angepasst. Der Sollabstand zwischen den Fahrzeugen betra¨gt er-
6.1 Koordinatentransformation: Car-Like-Modell 109
neut 10m. Die Solltrajektorie der Geschwindigkeit fu¨r das Fu¨hrungsfahrzeug
besteht aus einer konstanten Beschleunigungsphase von 40 km/h auf 70 km/h.
Diese Geschwindigkeit wird einige Sekunden gehalten und anschließend folgt
eine Phase mit negativer konstanter Beschleunigung, welche die Geschwin-
digkeit bis auf 10 km/h reduziert. Ab diesem Punkt wird die Geschwindigkeit
konstant gehalten. Das beschriebene Mano¨ver wird in der obersten Abbildung
von Bild 6-5 gezeigt. Die gestrichelte Linie stellt dort den Sollwert der Fahrge-
schwindigkeit dar. Der Anstieg der Geschwindigkeit des Folgefahrzeugs zum
Beginn der Simulation ergibt sich aus den Anfangsbedingungen (Anfangsab-
stand d0 = 35m).
Beide Fahrzeuge sind vom Typ Dually Pickup Truck (siehe Bild 6-6), besitzen
zwei Achsen und haben eine Masse von etwa 2000 kg. Das Modell beru¨cksich-
tigt das nichtlineare Verhalten der Reifen und auch zusa¨tzliche Freiheitsgrade
(z.B. Wanken). Die Software TruckSim bietet zum einen die Mo¨glichkeit,
den kompletten Motor und das Getriebe zu modellieren und zum anderen
ist eine Modellierung lediglich durch Angabe der Fahrzeugleistung mo¨glich.
Damit kann ausschließlich die Dynamik des Aufbaus und der Reifen unter-
sucht werden. Der Nutzer kann sich dadurch auf die Fu¨hrung des Fahrzeugs
konzentrieren.
Die Solltrajektorie des Lenkwinkels fu¨r das Fu¨hrungsfahrzeug besteht am An-
fang aus einer Pulsfunktion mit dem Betrag π40 rad (≈ 4,5◦). Danach wird
der Lenkwinkel konstant auf Null gehalten und spa¨ter sinusfo¨rmig mit der
Amplitude π48 rad (≈ 3,75◦) variiert. Zum Schluss wird dem Lenkwinkel ein
Sprung von π20 rad (≈ 9◦) aufgepra¨gt. Die Verla¨ufe des Solllenkwinkels und
der Lenkwinkel des Fu¨hrungs- und des Folgefahrzeugs werden im zweiten Bild
von Abbildung 6-5 dargestellt. Daru¨ber hinaus werden Querbeschleunigung
und Gierrate beider Fahrzeuge in den zwei unteren Abbildungen gezeigt. Auf-
grund der Tatsache, dass beide Fahrzeuge vom selben Typ sind, stimmen die
Lenkwinkel nach dem Einschwingvorgang u¨berein. Außerdem kann beobach-
tet werden, dass sowohl die Querbeschleunigung als auch die Gierrate mit der
Zeit steigen, was auf die ho¨her werdende Geschwindigkeit zuru¨ckzufu¨hren ist.
Bei etwa t = 120 s ist der Kraftschlussbeiwert nicht mehr ausreichend, um
die Kurve zu fahren und das Fu¨hrungsfahrzeug bricht dementsprechend aus.
Deshalb verringert sich kurz die La¨ngsgeschwindigkeit wa¨hrend große Auslen-
kungen bei den restlichen Variablen hervorgerufen werden. Der Regler sorgt
aber dafu¨r, dass sich das Verhalten der Kolonne normalisiert, bevor die Fahr-
zeuge zusammenstoßen. Die beschriebene Situation ist in Bild 6-6 abgebildet.
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Bild 6-5: Simulation mit TruckSim. La¨ngs- und Querdynamik beider Fahr-
zeuge der Kolonne. Der Sollabstand dS betra¨gt 10m.
Links wird der Zustand vor dem Rutschen des Fu¨hrungsfahrzeugs dargestellt
und rechts sieht man die Situation, in der das Fahrzeug bereits rutscht.
Bild 6-6: Simulation mit TruckSim. Das Fu¨hrungsfahrzeug verliert Kraft-
schluss und rutscht. (l) Situation vor dem Rutschen. (r) Rutschen
des Fu¨hrungsfahrzeugs.
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Gegen Ende der Simulation wird der Lenkwinkel konstant gehalten, was in
einer stationa¨ren Kreisfahrt resultiert. Da keine Einschra¨nkung auf eine Fahr-
spur existiert, fahren die Fahrzeuge mit konstantem Abstand von 10m, wobei
allerdings die Lenkwinkel und die Fahrgeschwindigkeiten nicht genau u¨ber-
einstimmen. Das ergibt sich aus den unterschiedlichen Bahnradien, die von
den Fahrzeugen gegen Ende der Simulation gefahren werden. Die Gierraten
stimmten erwartungsgema¨ß u¨berein.
Bild 6-7: Simulation mit TruckSim. Relative Bewegung zwischen den Fahr-
zeugen. (o) Winkel zum vorausfahrenden Fahrzeug. (u) Abstand zwi-
schen den Fahrzeugen. Der Sollabstand dS betra¨gt 10m.
Bild 6-7 zeigt den Verlauf der relativen Gro¨ßen. Oben ist der Winkel θ zum
vorausfahrenden Fahrzeug (siehe auch Bild 4-5) dargestellt. Dieser vera¨ndert
sich in Abha¨ngigkeit von der Kru¨mmung der befahrenen Bahn. Im unteren
Bild wird der Abstand zwischen beiden Fahrzeugen u¨ber der Zeit geplottet. Es
ist erkennbar, dass der Abstand trotz der Lenkungen und der beschleunigten
Fahrt relativ konstant gehalten wird. Der große Abstandsfehler am Anfang
ist abha¨ngig von den Anfangsbedingungen, wa¨hrend die Ablenkung bei 120 s
durch das Rutschen des Fu¨hrungsfahrzeugs verursacht wird.
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6.2 Die Nichtholonomita¨t bei der Umformung
Obwohl die Modellierung von Fahrzeugen als Massenpunkte und die anschlie-
ßende Transformation der Koordinaten eine Mo¨glichkeit bietet, die Energie-
methoden im Fall nichtholonomer Systeme einzusetzen, ist es wu¨nschenswert,
das nichtholonome Verhalten des mechanischen Systems direkt wa¨hrend des
Reglerentwurfs beru¨cksichtigen zu ko¨nnen. Dadurch werden potentielle Sin-
gularita¨ten bei der Koordinatentransformation verhindert und der Reglerent-
wurf erfolgt vollsta¨ndig in einem energiebasierten Rahmen. Aufgrund der Tat-
sache, dass die Lagrange-Gleichungen mit Hilfe der Lagrange-Multiplikatoren
auch fu¨r nichtholonome Systeme verwendet werden ko¨nnen, sollte es dadurch
mo¨glich sein, die energiebasierte Methodik auf nichtholonome Systeme zu er-
weitern. Dafu¨r mu¨ssen allerdings die Umformung der kinetischen und potenti-
ellen Energien und die Beru¨cksichtigung dissipativer Terme angepasst werden.
Die Betrachtung nichtholonomer Modelle im Reglerentwurf wird anhand des
in Abschnitt 4.2.4 eingefu¨hrten Robot-Like-Modells (siehe Bild 4-7) vorge-
stellt. Die Steuerung der Fahrzeuge wird hier durch Vera¨nderung der Kon-
taktkra¨fte fLi und fRi erreicht. In den folgenden Abschnitten wird erstmal die
Anpassung der Umformung der kinetischen Energie vorgestellt. Nachfolgend
werden die potentiellen und dissipativen Beitra¨ge angepasst und anschlie-
ßend die Lagrange-Gleichungen durch die Beru¨cksichtigung der Lagrange-
Multiplikatoren erweitert. Zum Schluss werden in Abschnitt 6.2.1 einige Si-
mulationsergebnisse vorgestellt.
Anpassung der Umformung der kinetischen Energie
Die wesentlichsten A¨nderungen zwecks Erweiterung der energiebasierten Me-
thoden auf nichtholonome mechanische Systeme mu¨ssen bei der Umformung
der kinetischen Energie vorgenommen werden. Erstens sind neue generalisier-
te Koordinaten einzufu¨hren, da das Fahrzeugmodell nun eine weitere Gro¨ße
(den Gierwinkel ψi) besitzt und die entsprechende Tra¨gheit mit beru¨cksichtigt
werden muss. Fu¨r den Fall von N Fahrzeugen nimmt der metrische Tensor
deshalb die Form
G = diag
([
m1 m1 J1 · · · mN mN JN
])
(6.14)
an, wobei Ji fu¨r das Tra¨gheitsmoment des i-ten Fahrzeugs um die Hochachse
steht.
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Auch die Erzeugermatrix E, welche zur Generierung vertikaler Vektoren in
Abschnitt 5.2.1 eingefu¨hrt wurde, muss angepasst werden:
E=


1 0 −y1 0
... 0
0 1 x1 0
... 0
0 0 0 1
... 0
· · · · · · · · · · · · ... · · ·
1 0 −yN 0
... 0
0 1 xN 0
... 0
0 0 0 0
... 1


. (6.15)
In Gleichung (6.15) sieht man, dass eine weitere Spalte pro Einheit hinzu-
gefu¨gt wird. Die Definition des Abstands fu¨r den Fall nichtholonomer Fahr-
zeuge beru¨cksichtigt lediglich die relativen Positionen in der xy-Ebene, da die
Ausrichtung der Einheiten nicht Teil des Regelungsziels ist und somit vom
Regler nicht bestraft wird. Die Tatsache, dass die Erzeugermatrix in (6.15)
mehr Spalten als die Erzeugermatrix in (5.6) besitzt, deutet darauf hin, dass
die Rotationsfreiheitsgrade erhalten bleiben.
Das Verfahren zur Berechnung der Projektionsmatrizen bleibt dabei unvera¨n-
dert und kann nach wie vor mit Hilfe der Gleichungen in (5.14) durchgefu¨hrt
werden. Die kinetische Energie kann wie in Abschnitt 5.2 umgeformt werden,
indem man einen Gewichtungsfaktor gema¨ß Gleichung (5.16) einfu¨hrt. Der
umgeformte metrische Tensor Gα kann nach wie vor mit der Gleichung (5.17)
berechnet werden. Die Umformungsmatrix Rα nimmt eine andere Form mit
mehr Dimensionen an.
Anpassung potentieller und dissipativer Kra¨fte
Die aus der ku¨nstlich hinzugefu¨gten potentiellen Energie und aus den dissi-
pativen Termen resultierenden Kra¨fte mu¨ssen ebenfalls geringfu¨gig angepasst
werden. Analog zur Umformung der kinetischen Energie mu¨ssen zusa¨tzliche
Variablen in Betracht gezogen werden, die aus den zusa¨tzlichen rotatorischen
Freiheitsgraden resultieren. Außerdem sind die Geschwindigkeiten aufgrund
der nichtholonomen Bedingungen beschra¨nkt, was wiederum bei den dissipa-
tiven Termen beru¨cksichtigt werden muss.
114 6 Anpassung des Reglers an das nichtholonome Modell
Diesen U¨berlegungen entsprechend werden die in Gleichung (5.7) definierten
Abstandsmatrizen in die Form
ǫij =
[[
0 0 0
0 0 0
0 0 0
]
· · ·
[
1 0 0
0 1 0
0 0 0
]
· · ·
[
0 0 0
0 0 0
0 0 0
]
· · · −
[
1 0 0
0 1 0
0 0 0
]
· · ·
[
0 0 0
0 0 0
0 0 0
]]
(6.16)
umgestaltet, wobei die Matrizen mit den Einsen nach wie vor den Indizes (i, j)
entsprechend anzuordnen sind.
Die Beitra¨ge der potentiellen Umformung und der Dissipativita¨tsfunktion
ko¨nnen addiert werden, um die resultierende Kraft
F = Fpot + Fdiss ,
= −qT

 ∑
i<j≤N
σijmimj
(
1− (j − i)dS‖ǫijq‖
)
ǫij
T ǫij


−nTST

 ∑
i<j≤N
γijǫij
T ǫij

G (6.17)
zu berechnen, wobei die Parameter σij und γij die gleiche Bedeutung wie fu¨r
die Massenpunktfahrzeuge in Abschnitten 5.3 und 5.4 haben.
Die potentiellen und die dissipativen Kra¨fte werden wie zuvor summiert, wobei
hier der metrische Tensor in der Gleichung durch (6.14) gegeben ist. Die Ge-
schwindigkeitsvektoren mu¨ssen die nichtholonomen Einschra¨nkungen erfu¨llen
und werden deshalb mit dem Vektor n generiert.
Anpassung der Lagrange-Gleichungen
Wenn nichtholonome mechanische Systeme im Rahmen des Lagrange-Forma-
lismus behandelt werden, mu¨ssen weitere A¨nderungen vorgenommen werden.
Die A¨nderungen sind nicht nur in der Lagrangefunktion (d.h. in der kineti-
schen und potentiellen Energie) zu finden, sondern auch in den Bewegungsdif-
ferentialgleichungen. Wie bereits in Abschnitt 3.4 eingefu¨hrt, besteht die An-
passung darin, die so genannten Lagrange-Multiplikatoren auf der rechten Sei-
te der Lagrange-Gleichungen (5.21) hinzuzufu¨gen. Die Lagrange-Gleichungen
beider Systeme mu¨ssen dann der Form in Gleichung (3.12) entsprechend um-
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gestaltet werden:
d
dt
(
∂K
∂vq
)
− ∂K
∂q
= ΛCT +UTB , (6.18a)
d
dt
(
∂Kα
∂vq
)
−∂Kα
∂q
= ΛCT + F . (6.18b)
Hierbei sind die Elemente von Λ =
[
λ1 λ2
]
die Lagrange-Multiplikatoren,
welche aus den nichtholonomen Einschra¨nkungen resultieren.
Die ku¨nstliche Kraft F ist in (6.17) gegeben und stellt die Effekte der po-
tentiellen und der dissipativen Beitra¨ge dar. Die Kraft aus der Umformung
der kinetischen Energie Fkin kommt in (6.18b) nicht vor, weil auf der linken
Seite der Gleichung die umgeformte kinetische Energie Kα steht und darin
Fkin implizit beru¨cksichtigt wird. Die Matrix B ha¨ngt von den generalisier-
ten Koordinaten ab und bezieht die an den Ra¨dern wirkenden Umfangskra¨fte
U = [fL1 fR1 fL2 fR2]
T
mit der aufgerufenen Beschleunigung der genera-
lisierten Koordinaten ein. Diese Matrix B wurde bereits in Gleichung (4.17)
gegeben. U wird oft Vektor der generalisierten Kra¨fte genannt.
Die Lagrange-Multiplikatoren sind nicht von Anfang an bekannt, ko¨nnen aber
mit Hilfe der Differentialgleichungen (6.18) und den nichtholonomen Ein-
schra¨nkungen der Ra¨der bestimmt werden. Nichtsdestotrotz ist die explizi-
te Berechnung dieser Multiplikatoren fu¨r die Regelung nicht zwingend not-
wendig, da auch eine Reduktion des kinematischen Modells realisiert werden
kann, mit der man weniger Koordinaten fu¨r die Beschreibung der Geschwin-
digkeit beno¨tigt. Das bedeutet nicht, dass die Multiplikatoren nicht mehr an-
wesend sind (diese sind Bestandteil der Bewegungsgleichungen), sondern nur
dass deren Berechnung nicht erforderlich ist, da die Nichtholonomita¨t in der
Reduktion bereits beru¨cksichtigt wird. Diesem Ziel entsprechend ko¨nnen die
Ausdru¨cke in (6.18) von rechts mit der Matrix S multipliziert werden. Damit
werden die Terme mit den Multiplikatoren aufgrund der Eigenschaft STC = 0
annulliert. Da das System vollaktuiert ist, ko¨nnen nach einigen einfachen Re-
chenschritten die Gleichungen
aTq GS = U
TBS , (6.19a)
aTq Gα S+ v
T
q Hα S = FS , (6.19b)
gefunden werden, wobei die Matrix Hα eingefu¨hrt wurde, um die Notation zu
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vereinfachen. Diese kann anhand der Gleichung
Hα =
(
∂Gα vq
∂q
)T
− 1
2
(
∂Gα vq
∂q
)
(6.20)
berechnet werden.
Setzt man Gleichungen (4.12) und (4.16) in Gleichung (6.19b) ein, kann der
Ausdruck des Geschwindigkeitsvektors
n˙ =
(
STGαS
)−1
ST
(
FT −
(
GαS˙+HαS
)
n
)
(6.21)
gefunden werden. Aufgrund der Tatsache, dass die Matrix S vollen Rang hat
und dass die umgeformte Massenmatrix Gα per Definition invertiert werden
kann, ist die in Gleichung (6.21) zu invertierende Matrix regula¨r und damit die
Invertierung zula¨ssig. Diese Gleichung ermo¨glicht die Berechnung des Vektors
n˙ aus den generalisierten Koordinaten und n selbst.
In a¨hnlicher Form kann jetzt mit Gleichung (6.19a) vorgegangen werden, in-
dem man Gleichungen (4.12) verwendet und sich daraus
U =
(
STB
)−1
Gr n˙ (6.22)
ergibt. Die eingefu¨hrte reduzierte Massenmatrix Gr ist durch
Gr = diag
([
m1 J1 · · · mN JN
])
(6.23)
definiert und besitzt die Eigenschaft GrS
T = STG, welche einfach zu zeigen
ist.
Die Kombination der Ausdru¨cke in (6.17), (6.21) und (6.22) bildet das Regel-
gesetz des energiebasierten Reglers fu¨r das nichtholonome Robot-Like-Modell.
Damit ko¨nnen die notwendigen Kra¨fte an den Ra¨dern berechnet werden.
6.2.1 Simulationen mit dem Robot-Like-Modell
Es wird hier noch einmal auf das Beispiel mit zwei Fahrzeugen zuru¨ckge-
griffen, um das Verfahren zu illustrieren. Die Gleichungen zur Berechnung
der Stellgro¨ße U werden in symbolischer Form mit Hilfe der Symbolic Tool-
box von Matlab/Simulink gewonnen. Fu¨r die nachfolgenden Simulationen
wird ein Modell in Simulink erstellt und ein Sollabstand von 3m gefordert.
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Die Anfangsbedingungen werden so gewa¨hlt, dass am Anfang sowohl ein Ab-
standsfehler (von etwa 1m) als auch eine relative Geschwindigkeit (von et-
wa 0.1m/s) vorhanden sind. Der Regler sorgt dafu¨r, dass diese Abweichun-
gen ausgeregelt werden. Um die Wirkung im Verhalten des Systems bei ei-
ner A¨nderung der Parameter zu zeigen, wird ein nominaler Parametersatz
{α = 0,85; σ = 1; γ = 4} gewa¨hlt. In Bild 6-8 wird dieser nominale Fall mit
den helleren durchgezogenen Linien dargestellt. Der nominale Fall soll dazu
dienen, die Wirkung der Parametera¨nderungen durch Vergleich einzuscha¨tzen.
Bild 6-8: Abstand zwischen den Einheiten fu¨r unterschiedliche Regelparame-
ter. Der Sollabstand dS betra¨gt 3m.
Die erste Simulation links in Bild 6-8 zeigt den Abstand u¨ber der Zeit fu¨r un-
terschiedliche Umformungen der potentiellen Energie. Die Wirkung der Ein-
beziehung ku¨nstlicher potentieller Energie, welche durch den Parameter σ va-
riiert werden kann, ist a¨hnlich der Wirkung des proportionalen Anteils eines
eindimensionalen PD-Reglers. Somit ist die Reaktion des Systems schneller,
je gro¨ßer σ ist, aber auch das U¨berschwingen ist ausgepra¨gter. Die mittlere
Simulation zeigt das Verhalten des Systems gegenu¨ber A¨nderungen in der Dis-
sipativita¨tsfunktion, welche durch γ dargestellt ist. Analog kann ihre Wirkung
mit der des D-Anteils eines PD-Reglers verglichen werden. Ein ho¨herer Wert
von γ verursacht einen Anstieg der Da¨mpfung und ein kleineres (oder hier
nicht vorhandenes) U¨berschwingen. Außerdem braucht das System la¨nger, um
sich an den Sollwert anzuna¨hern. Die Simulation rechts zeigt die A¨nderungen
gegenu¨ber der Umformung der kinetischen Energie, die durch den Parame-
ter α beschrieben wird. Der Beitrag der Umformung der kinetischen Energie
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kann nicht durch Analogie mit einem PD-Regler beschrieben werden, weil ein
a¨hnlicher Effekt fu¨r das eindimensionale Problem nicht vorhanden ist. Gro¨ße-
re α bestrafen die horizontale Bewegungen sta¨rker und erzeugen somit eine
schnellere Antwort. Der Vorteil durch die Umformung der kinetischen Ener-
gie ist signifikanter, wenn der Abstandsfehler sehr groß ist, weil damit sehr
große (aus einem großen Positionsfehler resultierende) Stellgro¨ßen verhindert
werden.
Bild 6-9: (o) Abstand mit und ohne potentielle Energie. (u) Entsprechende
vertikale und horizontale Energieanteile.
Bild 6-9 dient dazu, die Auswirkung auf das stationa¨re Verhalten des Systems
durch Hinzufu¨gen potentieller Energie zu zeigen. Dafu¨r werden zwei Fa¨lle
beru¨cksichtigt, einer mit potentieller Energie (σ 6= 0) und der andere ohne
diesen Energieanteil (σ = 0). Die obere Simulation zeigt das Verhalten des
Abstands fu¨r beide Fa¨lle mit einem gro¨ßeren Abstandsfehler am Anfang als
der in Bild 6-8. Es ist ersichtlich, dass das System stabil ist, auch wenn keine
potentielle Energie vorhanden ist. Der Sollabstand von 3m wird aber hierbei
nicht erreicht.
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Die Simulation unten links in Bild 6-9 zeigt die Verteilung der kinetischen
Energie in horizontale und vertikale Anteile fu¨r den Fall ohne potentiellen Bei-
trag. Hier konvergiert der horizontale Anteil wie erwartet gegen Null, wa¨hrend
die vertikale Energie gegen 100% geht. Diese Konvergenz erfolgt hierbei mo-
noton, aber die Abstandsfehler werden nicht komplett ausgeregelt. Das Bild
rechts zeigt die Simulation mit virtueller potentieller Energie. Man erkennt,
dass die Energieanteile gegen die gleichenWerte konvergieren. Trotzdem findet
im mittleren Bereich ein voru¨bergehender Anstieg der horizontalen Energie
statt. Grund dafu¨r ist, dass die Struktur erst einmal verformt werden muss, um
die Endkonfiguration zu erreichen. Diese Verformung beinhaltet offensichtlich
horizontale Bewegungen. Weitere Details zu dieser Methode ko¨nnen dem im
Rahmen dieser Doktorarbeit entstandenen Beitrag [Cha´vez Grunewald u. a.,
2010c] entnommen werden.
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7 Andere Regelungsstrategien
Im Rahmen des Projekts
”
Regelung von Fahrzeugkolonnen mit topologisch
vera¨nderlichem Kommunikationsnetzwerk auf der Basis von Energiemetho-
den“, aus dem die vorliegende Arbeit entstanden ist, wurden auch andere Re-
gelungsstrategien eingesetzt, um die Eigenschaften der energiebasierten Re-
gelung vergleichen zu ko¨nnen. Die energiebasierte Regelung bietet fu¨r den
eindimensionalen Fall der La¨ngsdynamik keine großen Vorteile, denn die Auf-
teilung der Geschwindigkeitsvektoren in vertikale und horizontale Komponen-
ten ist dabei nicht mo¨glich (siehe das Beispiel in Abschnitt 5.1). Außerdem
kann der resultierende energiebasierte Regler in diesem Fall in eine Regelung
im Zustandsraum u¨berfu¨hrt werden. Nichtsdestotrotz wurden in einem ersten
Schritt des Projekts zwei lineare Regler fu¨r die La¨ngsdynamik entwickelt, die
in Abschnitt 7.1 zusammen mit einigen Simulations- und Versuchsergebnis-
sen vorgestellt werden. Diese linearen Regler dienten einerseits der Erprobung
der aufgebauten Modellautos und anderseits ermo¨glichten sie die Analyse mit
hybriden Automaten seitens des Projektpartners i11.
Im Bereich der nichtlinearen, differentialgeometrischen Regelungstheorie wird
in Abschnitt 7.2 auf die Strategie der dynamikbasierten Zustandsfolgeregelung
fu¨r Vergleichszwecke eingegangen. Diese ermo¨glicht ebenfalls die Regelung von
nichtholonomen Fahrzeuggruppen in der Ebene und hat Vor- und Nachteile
im Vergleich zum energiebasierten Entwurf.
7.1 Lineare Regelung der La¨ngsdynamik
Im Fall der Regelung der La¨ngsdynamik anhand linearer Methoden sind meh-
rere Regelstrukturen denkbar. Ein besonderer Unterschied hierzu ergibt sich
aus den fu¨r die Regelung kommunizierten/verwendeten Informationen. Es
wurde schon in [Swaroop u. Hedrick, 1994] gezeigt, dass Kolonnenstabilita¨t
fu¨r die Fahrt mit konstantem Abstand nur erreichbar ist, wenn jedes Fahr-
zeug auf Informationen u¨ber den Zustand anderer Teilnehmer zugreifen kann
(siehe auch Kapitel 4 fu¨r ausfu¨hrlichere Informationen).
Im Rahmen des genannten Projekts wurden fu¨r die Untersuchung zwei unter-
schiedliche Strategien angewandt. Der erste Entwurf besteht aus einer Rege-
lung im Zustandsraum, deren Ru¨ckfu¨hrungsmatrix anhand einer Optimierung
angepasst wird. In Zusammenarbeit mit dem Lehrstuhl i11 wurde die Gu¨te
des entworfenen Reglers mit Hilfe von hybriden Automaten untersucht und
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validiert. Der wissenschaftliche Schwerpunkt dieser Arbeit war die Analyse
mit hybriden Automaten und lag hauptsa¨chlich in den Ha¨nden des Projekt-
partners. An dieser Stelle soll deshalb lediglich auf die Regelungsstrategie
eingegangen werden. Fu¨r ausfu¨hrlichere Informationen im Bereich hybrider
Analyse von Fahrzeugkolonnen sei der Leser auf [Makhlouf u. Kowalewski,
2006; Ben Makhlouf u. a., 2009; Diab u. a., 2009] verwiesen. Der zweite Ent-
wurf wurde zu einem praktischen Zweck durchgefu¨hrt, denn dieser sollte das
Testen der aufgebauten Versuchsfahrzeuge ermo¨glichen. Der Reglerentwurf
besteht hier im Wesentlichen aus einem Kaskadenregler. Aufgrund der Tat-
sache, dass die Antriebsstra¨nge der elektrischen Versuchsfahrzeuge ein stark
nichtlineares Verhalten (z.B. wegen einer Totzone bei der Steuerung der Elek-
tromotoren und wegen der Abha¨ngigkeit vom Batteriezustand) aufweisen, ist
es erforderlich gewesen, einen unterlagerten Regelkreis zu entwickeln. Seine
Hauptaufgabe ist die Kompensation dieser Nichtlinearita¨ten. Ein u¨berlagerter
Regler bildet den eigentlichen Kolonnen-Regler, welcher fu¨r die elektronische
Kopplung der Modellfahrzeuge zusta¨ndig ist.
Regelung im Zustandsraum
Ein linearer Regler im Zustandsraum wird fu¨r die La¨ngsdynamik der Kolonne
entwickelt, welcher die u¨ber WLAN u¨bertragenen Informationen verwendet.
Dieser Regler besteht aus einer Ru¨ckfu¨hrung im Zustandsraum zuzu¨glich ei-
ner Vorsteuerung, welche im Nominalfall (vollsta¨ndige Kommunikation) auf
die Informationen u¨ber alle Zusta¨nde und Variablen des Systems zugreifen
kann. Mit Hilfe von Optimierungsalgorithmen ko¨nnen die Reglerparameter
fu¨r jede denkbare Netztopologie in Matlab bestimmt werden. Die eingesetz-
te Kostenfunktion besteht dabei aus den u¨blichen gewichteten quadratischen
Termen: den Zusta¨nden und den Stellgro¨ßen.
Die Reglerstruktur ist in Bild 7-1 abgebildet, wobei z der Zustandsvektor ist
und [a,v] die zur Vorsteuerung notwendigen Informationen (Beschleunigungen
und Geschwindigkeiten) darstellt. Das manuell gefahrene Fu¨hrungsfahrzeug
ist ein externer Einfluss auf das System und kann deshalb als Sto¨rung aufge-
fasst werden. Ist der Zustand des Fu¨hrungsfahrzeugs u¨ber das WLAN-Netz
kommuniziert, so kann eventuell diese Sto¨rung mittels einer Sto¨rgro¨ßenauf-
schaltung kompensiert werden.
Zum Reglerentwurf wird ein linearisiertes Modell zu Grunde gelegt. Zur Vali-
dierung des Reglers wird hingegen ein komplexeres, nichtlineares Modell ver-
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Kolonne
Vorsteuerung
F hrungsfahrzeug
Bild 7-1: Linearer Regler im Zustandsraum mit Vorsteuerung. Definition der
Zusta¨nde fu¨r den Sollabstand dS .
wendet. Dieses nichtlineare Modell wird durch die Differentialgleichungen
mi y¨i = Fi −Kdi y˙i2 − dmi , (7.1a)
F˙i τ = −Fi + ui, (7.1b)
beschrieben, wobei der Index i der i-ten Einheit entspricht. Die Kraft Fi ist die
auf die Ra¨der des Fahrzeugs u¨bertragene Motorkraft. Die Terme Kdi y˙i
2 und
dmi stellen dabei die Luft- und Rollwidersta¨nde dar. Zuletzt beschreibt der
Eingang ui die Soll-Antriebskraft. Gleichung (7.1a) stellt dabei das Kra¨fte-
gleichgewicht am Fahrzeugaufbau dar, wa¨hrend Gleichung (7.1b) das Motor-
verhalten na¨herungsweise durch ein PT1-Glied abbildet. Dabei wird angenom-
men, dass die Querdynamik des Fahrzeugs entkoppelt werden kann, sodass
das Problem eindimensional betrachtet wird. Außerdem wird kein Steigungs-
widerstand beru¨cksichtigt. Genaueres u¨ber dieses Modell kann den Arbei-
ten [Godbole u. Lygeros, 1994; Seshagiri u. Khalil, 1999; Ben Makhlouf u. a.,
2009] entnommen werden.
Bild 7-2 zeigt die Ergebnisse der Simulation von einer aus vier Fahrzeugen
bestehenden Kolonne. Das Fu¨hrungsfahrzeug fu¨hrt einen Fahrzyklus durch.
Es beschleunigt von 10m/s auf 20m/s und ha¨lt anschließend diese Geschwin-
digkeit fu¨r etwa 40 s. Danach wird die Geschwindigkeit auf den Anfangswert
von 10m/s reduziert. Die Trajektorien des Fu¨hrungsfahrzeugs werden hierbei
mit Hilfe des Modells erzeugt. Der Abstandsfehler wird sowohl fu¨r den Fall
mit Kommunikation (Vorsteuerung) als auch fu¨r den Fall ohne Kommunika-
tion in Bild 7-2 gezeigt. Erwartungsgema¨ß ist das Verhalten des Systems mit
der Nutzung der kommunizierten Informationen wesentlich besser. Außerdem
ist unten links die Reduktion der Kostenfunktion im Laufe der Optimierung
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Bild 7-2: Simulationsergebnisse fu¨r eine Kolonne mit 4 Fahrzeugen. (ol) Ver-
lauf der Geschwindigkeit des Fu¨hrungsfahrzeugs. (ul) Optimierungs-
verfahren. (or) Abstandsfehler zwischen den Fahrzeugen ohne Kom-
munikation. (ur) Abstandsfehler zwischen den Fahrzeugen mit Kom-
munikation.
dargestellt.
Regelung mit klassischen Verfahren
Wie bereits erwa¨hnt, wird hier ein Kaskadenregler fu¨r die elektrischen Mo-
dellfahrzeuge entwickelt. Die entsprechenden unterlagerten und u¨berlagerten
Regelkreise werden hier kurz vorgestellt.
Unterlagerter Regelkreis
Das nichtlineare Verhalten der Modellfahrzeuge wird teilweise durch einen
unterlagerten Regelkreis kompensiert, der die Geschwindigkeit des Fahrzeugs
regelt. Fu¨r dieses Ziel wird eine PID-Struktur mit Anti-Windup verwendet.
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Dabei werden die Reglerparameter mit Hilfe eines im Arbeitspunkt identifi-
zierten Modells und Matlab ausgewa¨hlt. Der Arbeitspunkt wird hierzu bei
einer vorgegebenen konstanten Geschwindigkeit und vollgeladener Batterie
definiert. Der Einsatz einer
”
Graphical User Interface“ (GUI) zum Austausch
von Daten unter den Kolonnenteilnehmern und einem PC (siehe Bild 4-1)
u¨ber WLAN erleichtert die anschließende manuelle Anpassung der Parame-
ter. Dadurch kann die sta¨ndige Umprogrammierung der Hardware vermieden
werden. Die Struktur des Geschwindigkeitsreglers ist in Bild 7-3 dargestellt.
Der Ausgang ist dabei ein normalisiertes Signal zwischen−1 und 1, welches ein
reales PWM-Steuerungssignal einstellt. Dieses Signal verwirklicht die Steue-
rung der Spannung am Elektromotor des Fahrzeugs. Die −1 bedeutet hierbei
maximale Leistung ru¨ckwa¨rts.
Bild 7-3: Schematische Darstellung des unterlagerten Regelkreises.
Der Block KFF in Bild 7-3 implementiert eine Vorsteuerung des Motors in
Abha¨ngigkeit von der Sollgeschwindigkeit vsoll und basiert auf den Ergeb-
nissen der Identifikation. Der Block F ist ein Filter, das dafu¨r sorgt, dass
die verrauschten Signale der Sensoren gegla¨ttet werden, sodass besonders bei
der Berechnung des D-Anteils unerwu¨nscht hohe Stellwerte vermieden wer-
den. Das Anti-Windup-System wird a¨hnlich wie in [Astrom u. Rundqwist,
1989] entworfen. Es besteht aus einer Sa¨ttigung (rechts im Bild) und einer
Ru¨ckfu¨hrung auf den Integrierer, welche u¨ber die Anti-Windup-Versta¨rkung
KAW erfolgt. Die Funktion dieses Systems soll verhindern, dass der Integrie-
rer den Regelfehler unbegrenzt aufintegriert, wenn die Motor-Aktuatoren in
die Sa¨ttigung gehen (d.h. wenn z.B. u = 1 ist). In einem solchen Fall bietet
der Aktuator keine ausreichende Ru¨ckkopplung und das System ohne Anti-
Windup kann wegen des Aufintegrierens instabil werden. Offensichtlich kann
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das Anti-Windup-System durch die Auswahl KAW = 0 deaktiviert werden.
Der unterlagerte Regler hat zusammenfassend zwei Aufgaben zu lo¨sen. Die
erste Aufgabe besteht in der Kompensation der Nichtlinearita¨ten zuzu¨glich ei-
ner Verlangsamung der Fahrzeugdynamik. Diese Verlangsamung der Dynamik
war im Rahmen des Projekts erwu¨nscht, um das Verhalten der Modellfahr-
zeuge an das von realen Fahrzeugen anzuna¨hern. Die zweite Aufgabe besteht
darin, einen neuen ku¨nstlichen Eingang vsoll der Strecke zu erzeugen, der die
Sollgeschwindigkeit der Einheit darstellt.
U¨berlagerter Regelkreis
Nach der beschriebenen Kompensation des nichtlinearen Verhaltens eines Mo-
dellfahrzeugs ist es mo¨glich, seine Dynamik durch das System erster Ordnung
Gv(s) =
1
Ts+ 1
=
Vist(s)
Vsoll(s)
, (7.2)
na¨herungsweise darzustellen, wobei T die ausgewa¨hlte Zeitkonstante der ver-
langsamten Dynamik ist.
Mit dem Ziel, den Abstand zwischen den Fahrzeugen zu regeln, wird die Re-
gelabweichung bzw. der Abstandsfehler e(t) = d(t)−dS eingefu¨hrt, wobei d(t)
der aktuelle Abstand zum vorausfahrenden Fahrzeug und dS der (konstante)
Sollabstand sind. Wa¨hlt man fu¨r die Position des Folgefahrzeugs die Notati-
on x und fu¨r die des vorausfahrenden Fahrzeugs xo, kann der Abstand mit
d(t) = xo(t)−x(t) berechnet werden. Wird dies in die zur U¨bertragungsfunk-
tion (7.2) geho¨rende Differentialgleichung eingesetzt, so ergibt sich
v˙o T + vo = vsoll + e˙+ e¨ T ,
wobei vo die Geschwindigkeit des vorausfahrenden Fahrzeugs ist und vsoll
die zu entwerfende Stellgro¨ße darstellt. Da davon ausgegangen wird, dass der
Arbeitspunkt durch eine Fahrt mit konstanter Geschwindigkeit charakteri-
siert ist, kann der Term mit v˙o vernachla¨ssigt werden. Zudem ermo¨glicht die
Nutzung der u¨ber das Netz u¨bertragenen Informationen die Aufteilung des
Regelgesetzes in eine Vorsteuerung und eine Ru¨ckfu¨hrung, wobei erstere die
Kompensation des Terms vo zum Ziel hat. Diesen U¨berlegungen entsprechend
ergibt sich die Stellgro¨ße aus dem Ausdruck vsoll = vˆo + w, bei dem w den
Ru¨ckfu¨hrungsanteil des Regelgesetzes beinhaltet. Unter der Annahme, dass
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der Unterschied zwischen realen (vo) und u¨bertragenen (vˆo) Geschwindigkei-
ten na¨herungsweise einer Konstanten ∆v entspricht, kann die Dynamik des
Regelfehlers mit
∆v = e¨ T + e˙+ w
dargestellt werden. Um den Regelfehler so zu stabilisieren, dass er gegen
Null konvergiert, kann ein PI-Regler zum Einsatz kommen. Das resultierende
Laplace-transformierte Fehlersignal ist somit durch
E(s) =
∆v
T s3 + s2 + kp s+ ki
(7.3)
gegeben. Daraus wird ersichtlich, dass das System (fu¨r konstante ∆v) keine
stationa¨re Abweichung aufweist, denn e∞ = lim
s→0
sE(s) = 0 gilt. Vorausset-
zung dafu¨r ist selbstversta¨ndlich, dass die ausgewa¨hlten Parameter zu einem
stabilen Verhalten fu¨hren. Durch den Einsatz von Routh-Hurwiz (siehe z.B.
[Abel, 2007]) ko¨nnen die stabilisierenden Parametersa¨tze fu¨r (7.3) gefunden
werden. Diese sind durch die Bedingung
(kp, ki) ∈
{
(kp, ki) ∈ R2|kp > T ki ∧ ki > 0
}
gegeben. Das System ist streng genommen auch fu¨r ki = 0 stabil. Diese Aus-
wahl ohne I-Anteil fu¨hrt allerdings nicht zu einem verschwindenden Regel-
fehler im stationa¨ren Zustand. Bild 7-4 zeigt die resultierende Struktur der
Kaskadenregelung, auf der erneut ein Anti-Windup-System vorgesehen ist.
Bild 7-4: Schematische Darstellung des Kaskadenreglers.
Der Block
”
Lesen“ in Bild 7-4 steht fu¨r die Operation des Programms, welche
die gewu¨nschten Informationen (in diesem Fall die Geschwindigkeit des vor-
ausfahrenden Fahrzeugs) aus dem Netz abliest. Der Block PIDin geho¨rt zu
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dem, im vorherigen Abschnitt beschriebenen, unterlagerten Regler, wa¨hrend
PIout fu¨r den hier behandelten u¨berlagerten Regler steht.
Regelung der Querdynamik
Die Regelung der Querdynamik bei folgenden Fahrversuchen ist einfach ge-
halten und verwendet lediglich die aus dem Kamerasystem ermittelten Infor-
mationen. Der Regler besteht grundsa¨tzlich aus einem proportionalen Glied
mit einem Vorfilter. Das Filter dient zur Gla¨ttung der verrauschten Kamer-
asignale. Der Regler stellt den Lenkwinkel in Abha¨ngigkeit vom Winkel zum
vorausfahrenden Fahrzeug ein.
Fahrversuche
Im Rahmen des SPP 1305-Projekts wurden Modellfahrzeuge im Maßstab 1:14
aufgebaut, mit denen Fahrversuche durchgefu¨hrt werden konnten. Die Fahr-
zeuge sind mit mehreren Sensoren ausgestattet. Unter anderem verfu¨gen sie
u¨ber Abstandssensoren und eine Kamera, mit der die relative Lage des vor-
ausfahrenden Fahrzeugs ermittelt werden kann. Daru¨ber hinaus sind an je-
dem Fahrzeug WLAN-Module eingebaut, sodass die in Bild 4-1 eingefu¨hrte
Kommunikationsstruktur implementiert werden kann. Der Regler ist auf einen
MPC555-Prozessor programmiert, der direkt aus den zeitdiskreten Simulink-
Modellen kodiert werden kann. Die Diskretisierung kann in diesem Fall au-
tomatisch mit einer vorhanden Simulink-Toolbox durchgefu¨hrt werden. Die
programmierte GUI ermo¨glicht dabei das Speichern und Auswerten der von
den Sensoren gelieferten Signalen.
Die in Bild 7-5 dargestellten Ergebnisse aus den Fahrversuchen zeigen das Sys-
temverhalten fu¨r das Beispiel einer gepulsten Geschwindigkeit des Fu¨hrungs-
fahrzeugs. Die Stufen der Pulsfunktion sind dabei 20 cm/s und 40 cm/s, wie
sich im Bild erkennen la¨sst. Der Sollabstand dS betra¨gt dabei 40 cm. Trotz
der verrauschten Sensorsignale kann der Regler den Abstand nah am Sollwert
halten. Die gro¨ßten Abweichungen finden erwartungsgema¨ß an den Sprung-
stellen statt. Es ist darauf hinzuweisen, dass die beobachtete sofortige Reakti-
on des Reglers nur mittels der kommunizierten Informationen (Vorsteuerung)
erreicht werden kann. Die Performance des Reglers ist etwas schlechter, wenn
Kommunikationsausfa¨lle emuliert werden. Nichtsdestotrotz ist das Verhalten
der Kolonne fu¨r die kleine Anzahl von Fahrzeugen zufriedenstellend. Weite-
re Ergebnisse aus den Fahrversuchen ko¨nnen der Vero¨ffentlichung [Diab u. a.,
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Bild 7-5: Geschwindigkeit und Abstand einer aus drei Fahrzeugen bestehen-
den Kolonne.
2010] entnommen werden. Unter anderem werden dort Kreisfahrtversuche und
Kommunikationsausfa¨lle untersucht.
7.2 Dynamikbasierte Zustandsfolgeregelung
Diese Methodik beruht auf der nichtlinearen Theorie und insbesondere auf der
Differentialgeometrie. Deswegen bildet sie einen guten Vergleichspunkt zur
energiebasierten Regelung. Fu¨r die Kolonnenregelung nichtholonomer Car-
Like-Modelle wenden beispielsweise Pham u. Wang [2002] diese Methode an.
Diese Regelungsstrategie wird ebenfalls von Wang u. Xu [2003] fu¨r unter-
schiedliche nichtholonome Fahrzeuge intensiv untersucht, wobei hier auch die
interne Dynamik analysiert wird. Dieser Regler wird mit einigen Modifika-
tionen zu Vergleichszwecken im Rahmen der Arbeit von Chung [2010] am
IRT implementiert und untersucht. In diesem Abschnitt werden lediglich das
Konzept und einige Ergebnisse vorgestellt.
Die Regelungsstrategie basiert auf dem in Bild 7-6 dargestellten Modell, wo-
bei der Punkt PS ku¨nstlich definiert wird. Dieser Bezugspunkt soll dem im
vorausfahrenden Fahrzeug gezeichneten Punkt Pd folgen. Der nichtlineare
Regler sorgt hier dafu¨r, dass der euklidische Abstand zwischen beiden Punk-
ten beschra¨nkt bleibt. Die Auswahl des Bezugspunkts in Abha¨ngigkeit vom
Lenkwinkel δ ermo¨glicht die spa¨tere Invertierung des Modells zwecks einer
Feedback-Linearisierung.
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Bild 7-6: Dynamikbasierte Zustandsfolgeregelung. Definition von Variablen.
Der Parameter p legt zusammen mit dem Sollabstand dS den Bezugspunkt
PS fest. Je gro¨ßer der Parameter p ist, desto gro¨ßer ist auch der Winkel
zwischen Fahrzeugla¨ngsachse und der Verbindungslinie vom Fahrzeug zum
Bezugspunkt. Umgekehrt heißt das, dass fu¨r einen gegebenen Querversatz des
vorausfahrenden Fahrzeugs der eingestellte Lenkwinkel kleiner ist, je gro¨ßer
p ist. Somit ist die Lenkreaktion des Folgefahrzeugs im Vergleich zu der vom
vorausfahrenden Fahrzeug schwa¨cher. Dahingegen fa¨llt die Lenkreaktion des
Folgefahrzeugs heftiger aus, wenn p kleiner ist. Die Auswahl dieses Parameters
ha¨ngt u.a. von der Geometrie des Fahrzeugs und von der Bahnkru¨mmung
(siehe [Chung, 2010]) ab.
Der Abstandsfehler (Abstandsvektor zwischen Pd und PS) kann durch den
Ausdruck
h = RT (ψ)
[
ds cos(p δ)− d cos(θ)
ds sin(p δ)− d sin(θ)
]
(7.4)
berechnet werden, wobei die Matrix R(ψ) die u¨bliche Rotationsmatrix ist. Im
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Fall von genauem Tracking (d.h. Abstandsfehler gleich Null) mu¨ssen somit
ds = d und p δ = θ gelten, damit der Vektor h (unabha¨ngig von ψ) Null ist.
Wird das System Fahrzeug in der Form (4.9) dargestellt, kann es dynamisch
erweitert werden, indem statt der Einga¨nge deren zeitliche Ableitungen als
Stellgro¨ße betrachtet werden:
z˙ = Gu, (7.5a)
u˙ = U, (7.5b)
wobei z = [x y ψ δ]
T
den urspru¨nglichen Zustandsvektor des Fahrzeugs dar-
stellt und U der neue Systemeingang ist.
Die grundlegende Idee dieser Strategie ist, das Verhalten des Abstandsfeh-
lers durch eine Differentialgleichung vorzugeben und anschließend daraus das
Regelgesetz U abzuleiten. Die dynamische Erweiterung des Systems ist in die-
sem Fall notwendig, damit die Lo¨sung nach dem Eingang eindeutig ist. Der
geschlossene Regelkreis kann hier mit
h¨+ 2Dωo h˙+ ω
2
o h = 0 (7.6)
vorgegeben werden, wobeiD und ωo jeweils der Da¨mpfungsgrad und die Kenn-
kreisfrequenz sind (siehe z.B. [Abel, 2007]). Der Da¨mpfungsgrad darf hierbei
mit der Dissipativita¨tsfunktion nicht verwechselt werden, die auch mit D be-
zeichnet wird.
Wird der Abstandsfehler in Gleichung (7.4) zusammen mit seiner zeitlichen
Ableitung in (7.6) eingesetzt, so kann h¨ in Abha¨ngigkeit von bekannten oder
einfach zu ermittelnden Variablen gebracht werden:
h¨ =Mu u+MU U, (7.7)
wobeiMu undMU Matrizen sind, welche nur von verfu¨gbaren Informationen
(na¨mlich δ und θ) abha¨ngen. Deren Ausdru¨cke sind sehr komplex und werden
deshalb hier nicht wiedergegeben. Der interessierte Leser ist auf die Arbeit
von Chung [2010]22) verwiesen.
Werden die Gleichungen des verwendeten Fahrzeugmodells (7.5) mit dem Aus-
druck des Abstandsfehlers kombiniert und in (7.6) eingesetzt, so kann das
22)Eigentlich werden dort diese Matrizen mit H und E bezeichnet. Mit dem Ziel, Konflikte
in der Nomenklatur zu verhindern, werden sie in der vorliegenden Dissertation umbenannt.
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(a) Geradlinige Fahrt mit v = 5m/s. (b) Kreisfahrt mit v = 5m/s.
Bild 7-7: Vergleich zwischen dem nichtholonomen Modell und dem dynami-
schen Einspurmodell im geschlossenen Regelkreis. Der Sollabstand
dS betra¨gt 2,5m.
Regelgesetz
U =M−1U
(
p¨d −Mu u− 2Dωo h˙− ω2o h
)
(7.8)
geschrieben werden. Hier stellt p¨d die Beschleunigung des vorausfahrenden
Fahrzeugs dar und kann deswegen als Vorsteuerungsanteil interpretiert wer-
den. Dieser ist offensichtlich nur dann einsetzbar, wenn die Fahrzeuge kom-
munizieren ko¨nnen. Die resultierende Regelgu¨te kann durch Anpassung der
Regelparameter D und ωo beeinflusst werden. Zuna¨chst wird der Fall ohne
Kommunikation untersucht, was im Regelgesetz (7.8) einem Wegfall des Vor-
steuerungsanteils p¨d entspricht.
In Bild 7-7a ist eine Situation wiedergegeben, in der das Fu¨hrungsfahrzeug
mit konstanter Geschwindigkeit geradeaus fa¨hrt. Der entwickelte Regler ohne
Vorsteuerung ist hierbei in der Lage, einen am Anfang vorhandenen Abstands-
fehler komplett auszuregeln. Im Bild ist auch das Verhalten des dynamischen
Einspurmodells zum Vergleich dargestellt. Es ist erkennbar, dass beide Mo-
delle im Fall der La¨ngsdynamik u¨bereinstimmen. Das liegt daran, dass das
dynamische Einspurmodell die Steifigkeiten lediglich in Querrichtung beru¨ck-
sichtigt, jedoch nicht in La¨ngsrichtung.
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Anders als bei der Geradeausfahrt in Bild 7-7a sind Abstandsfehler fu¨r eine
Kreisfahrt mit konstanter Geschwindigkeit in Bild 7-7b vorhanden. Der Grund
fu¨r den Unterschied liegt in der Tatsache, dass das nichtholonome Fahrzeug
eine andere Ausrichtung annehmen muss, um den gleichen Bahnradius befah-
ren zu ko¨nnen. Das fu¨hrt offensichtlich zu einer abweichenden Trajektorie. Es
liegt in diesem Fall ein Art Konflikt zwischen der Regelung der Quer- und
der La¨ngsdynamik vor, da die Geschwindigkeit des Fahrzeugs fu¨r das dyna-
mische Einspurmodell die Seitenkra¨fte und somit sowohl die Schra¨glaufwinkel
als auch die Ausrichtung beeinflusst. Zusammenfassend la¨sst sich sagen, dass
die Orientierung des nichtholonomen Fahrzeugs beim Befahren eines Krei-
ses von der Geschwindigkeit (und somit von der La¨ngsdynamik) unabha¨ngig
ist, wa¨hrend sich beim dynamischen Einspurmodell die Ausrichtung aus dem
geschwindigkeitsabha¨ngigen Kra¨ftegleichgewicht in Gleichung (4.18) ergibt.
Im Rahmen der Arbeit [Chung, 2010] werden die Parameter des Reglers durch
eine Optimierung fu¨r einen vorgegebenen Pfad bestimmt, der aus Kurven und
Geraden besteht. Der Regler wird daru¨ber hinaus auf mehreren Folgefahrzeu-
gen programmiert, um eine Kolonne zu bilden. Bild 7-8 zeigt beispielsweise
den Vergleich des Reglers mit und ohne Kommunikation (Vorsteuerungsan-
teil). Daraus la¨sst sich sehen, dass die Kommunikation eine schnellere Reak-
tion ermo¨glicht und dadurch den Abstandsfehler reduziert.
Die Strategie der dynamikbasierten Zustandsfolgeregelung ist ein nichtlinearer
Ansatz, der auf dem Modell des Fahrzeugs basiert, und leidet deswegen un-
ter a¨hnlichen Problemen bezu¨glich Ungenauigkeiten wie die energiebasierten
Methoden. Vorteilhaft ist bei dieser Technik gegenu¨ber den Energiemethoden
die mit der Anzahl von Fahrzeugen nicht u¨berproportional wachsende Kom-
plexita¨t der Gleichungen. Das vereinfacht die Implementierung des Reglers
fu¨r Kolonnen mit vielen Einheiten. Die Genauigkeit des Reglers ist in beiden
Fa¨llen ungefa¨hr gleich, wenn die Abstandsfehler klein bleiben. Bei großen Ab-
standsfehlern (z.B. durch die Anfangsbedingungen) liefert der energiebasierte
Regler bessere Ergebnisse, da hierbei der Beitrag der kinetischen Umformung
große Stellgro¨ßen vermeidet (siehe Abschnitt 5.2.3). Die Methode der dyna-
mikbasierten Zustandsfolgeregelung hat außerdem den Nachteil, dass sie durch
die Festlegung des Parameters p begrenzter ist, denn dies nimmt einen Frei-
heitsgrad des Reglers in Anspruch. Der energiebasierte Regler nutzt diesen
zusa¨tzlichen Freiheitsgrad, um die aus energetischer Sicht optimale Lo¨sung zu
finden.
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Bild 7-8: Pfad und Abstand mit und ohne Kommunikation.
Generell la¨sst sich sagen, das sich der energiebasierte Ansatz besser zur Re-
gelung von nichtholonomen Fahrzeuggruppen in der Ebene eignet und eine
bessere Regelgu¨te im kompletten zweidimensionalen Raum erreicht. Wenn die
Rechenkapazita¨t der Fahrzeuge limitiert ist, die Gruppe aus einer großen An-
zahl von Teilnehmern besteht und das System in der Na¨he vom Arbeitspunkt
(kleine Abstandsfehler) bleibt, ist die Anwendung der dynamikbasierten Zu-
standsfolgeregelung der bessere Ansatz.
135
8 Zusammenfassung und Ausblick
Der inhaltliche Schwerpunkt vorliegender Dissertation ist die Entwicklung und
Erweiterung von energiebasierten Regelungsstrategien fu¨r die Automatisie-
rung einer Gruppe von Fahrzeugen, die sich in der Ebene bewegen. Die Me-
thoden werden fu¨r den Fall der Modellierung mit Massenpunkten vorgestellt
und anschließend an komplexere Fahrzeugmodelle angepasst. Diese Erweite-
rung basiert auf dem Einsatz nichtholonomer mechanischer Fahrzeugmodelle.
Die Motivation vorliegender wissenschaftlicher Arbeit basiert sowohl auf prak-
tischen Aspekten im Verkehrs- und Robotikbereich als auch auf theoretischen
Aspekten in der Weitererforschung differentialgeometrischer Methoden der
Regelungstechnik.
In Kapitel 1 werden die Motivation und der Stand der Forschung ausfu¨hr-
lich dargelegt. Aufgrund der Problemstellung in der Ebene ergibt es sich fu¨r
jeden Massenpunkt einen zweidimensionalen Konfigurationsraum. Die Forde-
rung nach konstantem Abstand zwischen den Fahrzeugen wird dadurch nicht
eindeutig und die klassischen linearen Regelungsstrategien sind somit nicht
anwendbar. Hingegen eignen sich die Methoden der nichtlinearen differential-
geometrischen Regelungstheorie besonders gut fu¨r solche komplexen mechani-
schen Regelungsaufgaben. Kapitel 2 und 3 dieser Dissertation fu¨hren deshalb
die Grundlagen der Differentialgeometrie und der theoretischen Mechanik ein.
Sowohl in diesen Kapiteln als auch im Anhang werden anschauliche graphische
Darstellungen der abstrakten Konzepte dargeboten.
Mit der Systemstruktur und der Modellierung der Dynamik befasst sich Ka-
pitel 4. Fu¨r die Regelung von Kolonnen sind in der Literatur verschiedene
Kommunikationsstrukturen bekannt, die in dieser Arbeit vorgestellt werden.
Diese sind fu¨r die Auswahl der Regelungsstrategie von Bedeutung, denn die
Kommunikation spielt eine wichtige Rolle fu¨r das Erreichen der so genann-
ten Kolonnenstabilita¨t. Die Modellierung der Fahrzeugdynamik wird im Rah-
men dieser Dissertation auf vier verschiedene Weisen realisiert. Zuerst werden
die Fahrzeuge als einfache Massenpunkte modelliert, die sich in der Ebene
durch Kra¨fte bewegen ko¨nnen. Solche Modelle werden anschließend durch
komplexere realita¨tsna¨here Modelle ersetzt, welche auf nichtholonomen An-
nahmen basieren. Zusa¨tzlich werden hier das dynamische Einspurmodell und
ein softwaregestu¨tztes komplexes Modell fu¨r die Validierung des energieba-
sierten Reglers vorgestellt.
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Die energiebasierten Methoden werden in Kapitel 5 erforscht. Die Umformung
der potentiellen und der kinetischen Energie, zusammen mit einer Erweite-
rung des Systems mit dissipativen Kra¨ften, bilden dabei die drei wichtigsten
hier eingesetzten Methoden. Die Energiemethoden stehen dabei im Einklang
mit den u¨blichen Energiekonzepten der Physik. Das erhaltene nichtlineare
Regelgesetz legt dabei die Struktur des Reglers fest, la¨sst aber einen Satz
von Parametern frei, welche zur Anpassung der Regelgu¨te verwendet wer-
den ko¨nnen. Der Parameter α steuert den Beitrag der kinetischen Energie
der gesamten Kolonne. Die Auswahl 12 fu¨hrt in diesem Fall zum Ausschal-
ten des kinetischbasierten Regelungsanteils. Die Umformung der kinetischen
Energie ermo¨glicht generell eine Verbesserung der Regelgu¨te und verhindert
starke Stelleingriffe im Fall großer Abstandsfehler. Die Parameter σij stellen
andererseits den Beitrag der potentiellen Umformung ein. Ihr Einfluss auf das
Systems ist analog zu einem proportional wirkenden linearen Regler. Deswe-
gen verschwindet die Wirkung, falls die Parameter zu Null gesetzt werden. Der
Regler ist aber dadurch nicht mehr in der Lage, die Absta¨nde zwischen den
Fahrzeugen gema¨ß den vorgegebenen Sollwerten einzuregeln. Zuletzt wirken
sich die durch γij repra¨sentierten Rayleighschen Funktionen dissipativ aus,
indem diese die Senkung der Energie der Fehlersignale bewirken. Die Aus-
wirkung a¨hnelt der eines derivativen Glieds in einem linearen Regler. Falls
diese Parameter Null sind, kann das System die Eigenschaft der Stabilita¨t be-
sitzen. Eine asymptotische Stabilita¨t wird fu¨r den betrachteten Fall dadurch
allerdings nicht erreicht.
Die Erweiterung der Methoden auf komplexere nichtholonome Modelle wird
in Kapitel 6 erarbeitet. Aufgrund der Betrachtung von nichtholonomen Ge-
schwindigkeitsbeschra¨nkungen sind fu¨r die Anpassung der Methoden entwe-
der Koordinatentransformationen oder eine Modifikation der Lagrange-Bewe-
gungsgleichungen notwendig. Erstere basieren auf den gefundenen Regelge-
setzen fu¨r Massenpunkte, welche so umgeschrieben werden, dass diese nicht
mehr von kartesischen absoluten Koordinaten abha¨ngen. Die Modifikation
der Lagrange-Bewegungsgleichungen beru¨cksichtigt hingegen die Nichtholo-
nomita¨t unmittelbar im Reglerentwurf, indem die den nichtholonomen Bedin-
gungen zugeho¨rigen Lagrange-Multiplikatoren eingefu¨hrt werden. Die Strate-
gie basierend auf der Methode der Koordinatentransformation erzeugt einfa-
chere Gleichungen zur Berechnung der Stellgro¨ßen, hat allerdings den Nach-
teil, dass Singularita¨ten auftauchen ko¨nnen. Im Gegensatz dazu weist das
durch die Modifikation der Lagrange-Bewegungsgleichungen entworfene Re-
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gelgesetz keine Singularita¨ten auf, aber die Komplexita¨t ist ho¨her. Diesen
Aussagen entsprechend werden fu¨r die Koordinatentransformation nichtholo-
nome aufwendigere Car-Like-Modelle eingesetzt, wa¨hrend die zweite Methode
am Beispiel von einfacheren Robot-Like-Modellen vorgestellt wird. Anhand
von Simulationen mit dynamischen Einspurmodellen und mit komplexeren
softwaregestu¨tzten Modellen la¨sst sich zeigen, dass die Energiemethoden eine
passende Strategie zur Kolonnenregelung (und im Allgemeinen zur Regelung
von Gruppen von Fahrzeugen) darstellen.
Fu¨r Vergleichszwecke werden außerdem in Kapitel 7 weitere Methoden zur Re-
gelung von Fahrzeugkolonnen behandelt. Zuerst werden lineare Regler fu¨r die
La¨ngsdynamik implementiert, welche dafu¨r verwendet werden, die gebauten
Modellfahrzeuge zu testen und Sicherheitsanalysen mit Hilfe von hybriden Au-
tomaten durchfu¨hren zu ko¨nnen. Im differentialgeometrischen nichtlinearen
Bereich wird daru¨ber hinaus das Verfahren der dynamikbasierten Zustands-
folgeregelung vorgestellt, das die Regelungsaufgabe in der Ebene erfolgreich
lo¨sen kann. Verglichen mit den Energiemethoden ist diese Methode aufgrund
der Festsetzung eines Bezugspunkts eingeschra¨nkt und die Regelgu¨te generell
schlechter. Nichtsdestotrotz hat diese Strategie den Vorteil, dass die Kom-
plexita¨t der resultierenden Gleichungen, vor allem fu¨r Kolonnen mit vielen
Einheiten, nicht so groß ist. Das ist vor dem Hintergrund der begrenzten Re-
chenkapazita¨t von Vorteil.
Die Hauptvorteile der energiebasierten Regelungsmethoden liegen darin, dass
ein physikalischer Einblick in die regelungstechnische Aufgabe und ihrer Lo¨-
sung gewonnen wird und dass die Gesamtenergie des mechanischen Systems
u¨blicherweise eine geeignete Kandidatin fu¨r eine Lyapunov-Funktion liefert,
die zur U¨berpru¨fung der Stabilita¨t verwendet werden kann. Im Fall der Kolon-
ne konnte deshalb die modifizierte Gesamtenergie des Systems als Lyapunov-
Funktion verwendet werden, um die Stabilita¨t zu beweisen. Hierfu¨r mu¨ssen
die Parameter des Reglers so gewa¨hlt werden, dass die in Abschnitt 5.6 gege-
benen Bedingungen erfu¨llt werden. Außerdem erreichen energiebasierte Regler
generell ein besseres Verhalten und sind in der Lage, mehrdimensionale, nicht
nur auf den euklidischen Raum beschra¨nkte, Regelungsprobleme zu lo¨sen.
Zuku¨nftige mo¨gliche Weiterfu¨hrungen dieses Forschungsvorhabens beinhal-
ten sowohl Implementierungsaspekte als auch theoretische Fragestellungen
im Bereich der Differentialgeometrie und der Ausnutzung der vorhandenen
Bandbreite. Beispielsweise sind weitere Schritte im praktischen Feld (etwa die
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Anwendung auf Gruppen von Fahrzeugen) die Implementierung der energie-
basierten Regelgesetze auf Modellfahrzeuge und die Durchfu¨hrung von Fahr-
versuchen. Aufgrund der Tatsache, dass die Information u¨ber den Lenkwinkel
fu¨r die Regelung notwendig ist (siehe z.B. Gleichung (6.6)) und dies bei den
Versuchstra¨gern zur Zeit der Erstellung dieser Dissertation noch nicht umge-
setzt werden konnte, ist es nicht Bestandteil dieses Manuskripts und sollte in
zuku¨nftigen Arbeiten behandelt werden.
Da die Komplexita¨t der Gleichungen u¨berproportional mit der Anzahl von
Fahrzeugen wa¨chst, ist es andererseits auch denkbar, die u¨ber das Kommuni-
kationsnetz zu u¨bermittelnden Informationen mit Hilfe von Abstraktionen zu
reduzieren. Dadurch ko¨nnten die Gleichungen vereinfacht und die Bandbrei-
te besser ausgenutzt werden. Solch eine Abstraktion ko¨nnte zum Beispiel so
umgesetzt werden, dass anstatt die Position jedes einzelnen Fahrzeugs zu ver-
wenden, auf die Position des Schwerpunktes der Gruppe zusammen mit dem
Tra¨gheitsmoment der Konstellation zuru¨ckgegriffen wird. Eine weitere Her-
ausforderung bietet sich bei der Regelung von Fahrzeugen, die sich in einem
dreidimensionalen Raum bewegen. Das ko¨nnten beispielsweise Flugzeuge und
U-Boote sein. Wegen der zusa¨tzlichen Freiheitsgrade muss die differentialgeo-
metrische Beschreibung des mechanischen Systems angepasst werden. So ist
der Konfigurationsraum fu¨r einen Ko¨rper in diesem Fall durch die spezielle
euklidische Gruppe SE(3) statt SE(2) gegeben.
Eine offene Frage im Rahmen der Umformung der kinetischen Energie ist, ob
neben den festen Einschra¨nkungen der Positionen (konstanter Abstand) auch
flexiblere oder zeitvariante Beschra¨nkungen gefordert werden ko¨nnen. Ein be-
kanntes Anwendungsbeispiel davon ist, wenn in einer Kolonne der Sollabstand
von der Fahrgeschwindigkeit proportional abha¨ngig sein soll, damit die Sicher-
heit erho¨ht wird. Denkbar und sinnvoll ist natu¨rlich auch die Beru¨cksichtigung
von Einschra¨nkungen der Umgebung (z.B. Straßenra¨nder und Hindernisse).
Hierbei ko¨nnte die Erweiterung der virtuellen potentiellen Energie um weitere
Terme von Nutzen sein, indem diese so ausgewa¨hlt werden, dass die externen
Einschra¨nkungen durch Potentiale modelliert werden. Dabei bleibt man im
energiebasierten Bereich und kann von dessen Vorteilen (z.B. der Lyapunov-
Funktion) profitieren.
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A Anhang
A.1 Graphische Interpretation geometrischer Begriffe
In den Ingenieurwissenschaften ist es generell erwu¨nscht, die Konzepte anhand
von graphischen Darstellungen zu verdeutlichen und damit besser zu veran-
schaulichen. So ist allgemein bekannt, dass ein Vektor durch einen Pfeil (→)
dargestellt werden kann. Die Vorteile dieser Darstellung sind neben der oben
genannten Veranschaulichung auch die Tatsache, dass ein Pfeil keine Koor-
dinaten beno¨tigt. Die Komponenten eines Vektors (z.B. in seiner klassischen
Darstellung als Spaltenvektor) sind dagegen vom gewa¨hlten Koordinatensys-
tem abha¨ngig.
Die mathematischen Operationen, welche die Grundlage eines Vektorraumes
bilden, sind die Multiplikation mit einem Skalar (Skalierung) und die Addition
von Vektoren (siehe Abschnitt 2.2). Diese Operationen werden in Bild A-1 fu¨r
einen Vektorraum V dargestellt. Außerdem kann man im Bild die Invarianz
Bild A-1: Invarianz der Vektoroperationen fu¨r lineare Transformationen.
dieser Operationen bezu¨glich linearer Koordinatentransformationen erkennen.
Dies ist eine sehr wichtige Eigenschaft der Vektorra¨ume. Ein Koordinatensys-
tem wird nur beno¨tigt, um rechnerisch mit den Vektoren arbeiten zu ko¨nnen.
Die Vektoren sind aber geometrische Objekte, die von der Wahl des Koordi-
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natensystems unabha¨ngig sind (daher sind auch im Bild keine Koordinaten
eingetragen).
A.1.1 Darstellung von Kovektoren
In den Standard-Kursen u¨ber lineare Algebra wird das wichtige Konzept des
Dualraumes und die darin definierten Kovektoren (auch 1-Formen genannt,
wenn der zugeho¨rige Vektorraum der Tangentialraum ist) nicht gelehrt. Der
Dualraum ist fu¨r einen linearen Vektorraum immer vorhanden. Seine Elemen-
te sind lineare Operatoren, welche die Vektoren des Vektorraumes in reelle
Zahlen umwandeln und zwar in einer Form, die die Linearita¨t beibeha¨lt. Vek-
toren und Kovektoren werden oft als dasselbe wahrgenommen, was aber im
Allgemeinen inkorrekt ist, da diese Elemente in unterschiedlichen Ra¨umen de-
finiert sind. Diese Annahme kann nur dann getroffen werden, wenn in einem
euklidischen Raum gearbeitet wird, was nicht immer der Fall ist.
Die Betrachtung des Dualraumes als einen separaten Raum ermo¨glicht die
Anwendung von Infinitesimalrechnung in Ra¨umen, in denen keine Metrik de-
finiert wurde oder bei denen die Dimension gro¨ßer als drei ist. Die Metrik
(metrischer Tensor) gibt einem Raum mehr Struktur. In einem Raum ohne
Metrik kann man zum Beispiel parallele Linien zeichnen oder Linien skalieren.
Trotzdem ist es bei solchen metriklosen Ra¨umen nicht mo¨glich, u¨ber Senk-
rechtstellung zu sprechen, weil kein inneres Produkt vorhanden ist.
Die graphische Darstellung verschiedener Arten von Vektoren (u.a. Kovekto-
ren) ist vor allem auf Burke [1985] zuru¨ckzufu¨hren. In seinem Buchentwurf23)
erkla¨rt er, wie mehrere Konzepte aus der Physik in diesem graphischen und
koordinatenfreien Kontext besser verstanden werden ko¨nnen. Weinreich [1998]
behandelt ebenfalls die graphische Darstellung von differentialgeometrischen
Objekten mit einer leicht abweichenden Nomenklatur und fast ohne Verwen-
dung von Gleichungen. Im Rahmen der vorliegenden Arbeit kommen nur Vek-
toren, Kovektoren und der metrische Tensor zur Verwendung. Aus diesem
Grund werden lediglich deren graphische Darstellungen eingefu¨hrt.
Der Dualraum wurde in Abschnitt 2.2 formell definiert und ist in einfachen
Worten der Raum der linearen Abbildungen vom Vektorraum selbst auf die
reellen Zahlen. Aufgrund der Tatsache, dass R eindimensional ist, werden die
23)William L. Burke ist vor der Vollendung seines Buchs verstorben. Sein Buchentwurf
Div Grad Curl Are Dead ist aber im Internet zu finden.
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Elemente des Dualraumes auch lineare Funktionen genannt. Diese Funktio-
nen haben einen Vektor des Vektorraumes als Argument und geben eine reelle
Zahl aus. Die Operation ist per Definition linear und deswegen sind Kovekto-
ren unter Skalierung und Addition geschlossen, was die Tatsache hervorhebt,
dass der Dualraum selbst auch ein Vektorraum ist. Wenn V der urspru¨ngliche
Vektorraum ist, dann wird der Dualraum mit V ∗ bezeichnet. Die Elemente
w ∈ V ∗ sind ebenfalls Vektoren und ko¨nnen somit genauso wie in Bild A-1
dargestellt werden; jedoch muss dafu¨r der Raum V in V ∗ umbenannt werden.
Das verbietet wiederum das Zeichnen von Vektoren aus V und Kovektoren
aus V ∗ im selben Bild. Die Darstellung von natu¨rlichen
”
Paarungen“ zwischen
Vektoren und Kovektoren, also der Wert der linearen Funktion an der Spitze
des Vektors, kann nur graphisch erfolgen, wenn beide Vektoren im selben Bild
gezeichnet werden ko¨nnen. So ist es wu¨nschenswert, eine graphische Darstel-
lung fu¨r die Kovektoren in V selbst zu finden. Diese Darstellung soll daru¨ber
hinaus, wie bei den Vektoren, unabha¨ngig von den Koordinaten sein. Die
Konstruktion wird fu¨r den zweidimensionalen Fall in Bild A-2 beschrieben.
In diesem Bild sind Koordinaten eingetragen, um das Verfahren besser zu
verstehen. Sie sind aber nicht zwangsla¨ufig erforderlich. Die durchzufu¨hren-
den Schritte fu¨r die Konstruktion sind mit Buchstaben gekennzeichnet und
alphabetisch sortiert. Die Großbuchstaben geho¨ren zu Linien im Konstruk-
tionsverfahren, wa¨hrend die Kleinbuchstaben wichtige Punkte kennzeichnen.
Eine graphische Darstellung eines zweidimensionalen Kovektors w = [ωx ωy]
ist hier gesucht. Ohne Beschra¨nkung der Allgemeinheit werden nur Kovekto-
ren in {w ∈ V ∗ : |ωx|, |ωy| < 1 ∧ ωy 6= 0} betrachtet. Eine weitere Anmerkung
fu¨r die Konstruktion betrifft die Nutzung von Kreisen in Bild A-2. Da noch
keine Metrik definiert wurde, ist es eigentlich nicht mo¨glich, einen Kreis zu
zeichnen. Der Einfachheit halber werden aber dennoch Kreise verwendet, da
dies das Konstruktionsverfahren anschaulicher macht. Sollte keine euklidische
Metrik vorhanden sein, dann mu¨ssen die Kreise durch Ellipsen ersetzt werden.
Das a¨ndert allerdings nichts an der Konstruktion.
Die Darstellung basiert auf der bijektiven Korrespondenz zwischen einem Ko-
vektor w ∈ V ∗ und dem sich aus {〈w,v〉 = n∀n ∈ Z ∧ ∀v ∈ V } ergebenden
Gitter in V . Die Konstruktionsschritte du¨rfen nur graphisch erfolgen und kei-
ne rechnerischen Operationen beinhalten. Diese sind hier aufgelistet:
1. Der Wert ωy wird auf der v
x-Achse eingetragen.
2. Der Wert −ωx wird auf der vy-Achse eingetragen.
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Bild A-2: Konstruktion des Kovektors [ 13
1
2 ] im Raum V .
3. Die durch a und 0 laufende Gerade B stellt den Nullkovektor (d.h.
〈w,v〉 = 0∀v ∈ V ) dar, a¨hnlich wie der Anfang eines Pfeils in der klas-
sischen Darstellung von Vektoren.
4. Ein Einheitskreis mit Mittelpunkt im Ursprung wird gezeichnet.
5. Vom Schnittpunkt 1 der vx-Achse und dem Kreis aus wird parallel zu
der vy-Achse die Linie C gezeichnet.
6. Der Punkt d auf dem Einheitskreis kann mit Hilfe der durch a und wy
laufenden Geraden festgelegt werden.
7. Die Gerade durch den Ursprung und den Punkt d des Einheitskreises
legt den Punkt e auf der Linie C fest.
8. Ein zweiter konzentrischer Kreis F durch den Punkt e wird gezeichnet
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und somit der Punkt g auf der vy-Achse festgelegt.24)
9. Eine zu B parallele Linie H bildet die Gerade 〈w,v〉 = 1 des Gitters
ab.
10. Mit Hilfe des Kreises I, welcher seinen Mittelpunkt in g hat und 0
durchla¨uft, findet man den Punkt j auf der vy-Achse.
11. Die parallele GeradeK wird durch die Gleichung 〈w,v〉 = 2 beschrieben
und ist Bestandteil des Gitters.
12. Analog ko¨nnen die weiteren parallelen Geraden des Gitters gezeichnet
werden.
U¨blicherweise werden nur die Geraden 0 und 1 (B und H am Beispiel von
Bild A-2) gezeichnet, da diese den Kovektor vollsta¨ndig beschreiben. Dabei
muss die 1-Gerade gekennzeichnet werden, um die Richtung des Kovektors
erkennbar zu machen, was normalerweise mit einem Dach (∧) geschieht. In
diesem Manuskript wird daru¨ber hinaus manchmal die zusa¨tzliche Konvention
verwendet, dass der Nullkovektor mit einer gestrichelten Linie gekennzeichnet
wird (siehe z.B Bild A-5).
Nachdem ein Weg gefunden wurde, die zum Dualraum geho¨renden Kovekto-
ren im urspru¨nglichen Vektorraum V graphisch darzustellen, stellt sich die
Frage, wie die Paarungs-Operation zwischen Kovektoren und den klassischen
Vektoren graphisch erfolgen kann. Mit anderen Worten soll jetzt die Opera-
tion 〈w,v〉 fu¨r einen Kovektor w ∈ V ∗ und einen Vektor v ∈ V graphisch
dargestellt werden. In Bild A-3 sind einige Beispiele dieser Operation gezeich-
net. Hier wird ein Kovektor w (also das Gitter) mit verschiedenen Vektoren
v kombiniert. Die sich daraus ergebende reelle Zahl wird durch Fettdruck
hervorgehoben. Es soll im Bild der Darstellung von Vektoren als Spalten und
Kovektoren als Zeilen Aufmerksamkeit geschenkt werden. Diese Kombination
ist nicht willku¨rlich und ermo¨glicht fu¨r die rechnerische Arbeit die Implemen-
tierung der Operation mit der u¨blichen Matrixmultiplikation. Besonders zu
beachten ist die Paarung, welche in Null resultiert, und die Paarung, die eine
negative Zahl erzeugt. Erstere besagt, dass der Kovektor den Vektor
”
annul-
liert“. Deswegen wird der Kovektor als Annullator des Vektors bezeichnet. Die
zweite deutet darauf hin, dass die Spitze des Pfeils in die negative Richtung
des Gitters zeigt.
Die Koordinaten des Kovektors w ko¨nnen aus dem Bild A-2 abgelesen wer-
den, wobei dafu¨r der Einheitskreis eingezeichnet werden muss. Alternativ kann
24)Der Kehrwert 1
ωy
im Bild resultiert aus der Gleichung 〈w,v〉 = 1 mit vx = 0.
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Bild A-3: Paarung von Vektoren und Kovektoren.
die Paarung zwischen Vektoren und Kovektoren genutzt werden, um die Be-
stimmung der Koordinaten ohne den Einheitskreis durchfu¨hren zu ko¨nnen.
Betrachtet man dafu¨r die 1-Gerade, welche in dem Fall von Bild A-3 die vx-
Achse bei 3 und die vy-Achse bei 2 trifft, dann gilt〈
wx dx+ wy dy , 3
∂
∂x
〉
= 3wx = 1⇒ wx = 13 ,〈
wx dx+ wy dy , 2
∂
∂y
〉
= 2wy = 1⇒ wy = 12 ,
und somit sind die Koordinaten des Kovektors durch w = [ 12
1
3 ] gegeben.
Die hier dargestellte Konstruktion ist keineswegs auf zwei Dimensionen be-
schra¨nkt. Bild A-4 zeigt beispielsweise die dreidimensionale Darstellung eines
Kovektors, wobei die Geraden durch Ebenen ersetzt werden. Im Fall ho¨herer
Dimensionen sind die Ebenen durch Hyperebenen zu ersetzen. Im Bild werden
daru¨ber hinaus die zum Einheitskreis und zum zweiten Kreis a¨quivalenten Ku-
geln dargestellt. Die natu¨rliche Paarung zwischen Vektoren (Pfeile in 3D) und
Kovektoren (Ebenen) besteht in dieser dreidimensionalen Darstellung darin,
zu za¨hlen, wie viele Ebenen der Vektor schneidet.
Ein Tangentialvektor kann als eine A¨quivalenzklasse von Kurven definiert
werden (siehe Definition 2) und stellt die Na¨herung 1. Ordnung einer Kurve
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Bild A-4: Darstellung von Kovektoren in 3D.
dar. A¨hnlich ist die Situation bei den Kovektoren, welche oft als Gradienten
von Funktionen dargestellt werden. Das ist auch eine Erkla¨rung, warum die
Vektoren als Pfeile (lineare Na¨herung von Kurven) und die Kovektoren als
parallele Hyperebenen (lineare Na¨herung von Isolinien) dargestellt werden
ko¨nnen.
Operationen mit Kovektoren
Da die Kovektoren selbst Vektoren sind, ko¨nnen die u¨blichen Operationen ei-
nes Vektorraumes (die Skalierung und die Addition) durchgefu¨hrt werden. Es
wird zuerst die Operation
〈
kw1,v
〉
= 1 betrachtet, welche die Skalierung des
Kovektors w1 mit einem skalaren Faktor k ∈ R darstellt. Wegen der Linea-
rita¨t von Vektorra¨umen kann der Ausdruck auch in der Form k
〈
w1,v
〉
= 1
geschrieben werden. Somit gilt auch die Beziehung
〈
w1,v
〉
= 1
k
, welche be-
sagt, dass sich das Gitter ausdehnt, wenn |k| < 1 ist. Hingegen wird das
Gitter im Fall von |k| > 1 komprimiert. Ein negativer Wert verursacht neben
einer mo¨glichen Ausdehnung oder Komprimierung zusa¨tzlich eine Spiegelung.
Wenn ein Kovektor beispielsweise mit dem Wert 2 multipliziert wird, verdop-
pelt sich die Anzahl der Geraden im Gitter. Deshalb verringert sich bei einer
Vergro¨ßerung (|k| > 1) des Kovektors der Abstand zwischen den Geraden.
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Die Operation der Skalierung wird in Bild A-5 links dargestellt. Es kann ein-
fach bewiesen werden, dass der Abstand zwischen den Geraden des Gitters
invers proportional zu der (euklidischen) Norm des Kovektors ist, was im Bild
fu¨r w1 gezeigt wird. Generell la¨sst sich sagen (ohne Einschra¨nkung auf eine
bestimmte Metrik), dass sich der Abstand zwischen den Geraden des Gitters
vergro¨ßert, wenn die Komponenten des Kovektors kleiner (|k| < 1) werden.
Bild A-5: Skalierung und Addition von Kovektoren.
Fu¨r den Fall der Summe zweier Kovektoren (siehe Bild A-5 rechts) ergibt sich
unter Beru¨cksichtigung der Linearita¨t fu¨r die Gerade n = 1 des resultierenden
Gitters die Identita¨t:〈
w1 +w2,v
〉
=
〈
w1,v
〉
+
〈
w2,v
〉
= 1.
Um die resultierende Gerade zu zeichnen, werden nun zwei Punkte ( 1© und 2©
im Bild) beno¨tigt. In der Gleichung oben ko¨nnen am einfachsten die Kombina-
tionen 1+0 = 1 und 0+1 = 1 verwendet werden. Bei der ersten Kombination
mit dem ersten Term
〈
w1,v
〉
gleich 1 wird die zum Kovektor w1 geho¨rende
Gerade mit dem Dach (n = 1) beschrieben. Der zweite Term gleich 0 geho¨rt
hingegen zu der dachlosen (n = 0) Geraden des Kovektors w2. Beide Geraden
schneiden sich im Punkt 1©, der zum resultierenden Kovektor geho¨rt. Dieselbe
Prozedur kann jetzt fu¨r die zweite Kombination (0+ 1) durchgefu¨hrt werden,
sodass der Punkt 2© der resultierenden Geraden bestimmt werden kann. Durch
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die Verbindung beider Punkte wird dann die Gerade des Kovektors mit dem
Dach (n = 1) abgebildet, d.h. wo die Gleichung
〈
w1 +w2,v
〉
= 1 erfu¨llt ist.
Andererseits gilt fu¨r den Ursprung (n = 0) des Kovektors:〈
w1,v
〉
+
〈
w2,v
〉
= 0 + 0 =
〈
w1 +w2,v
〉
= 0 .
Somit wird der Punkt 3© der Nullgeraden festgelegt, welche parallel zu der
eben gefundenen Geraden ist. Dieser Punkt befindet sich an der Stelle, an der
sich die dachlosen Geraden von w1 und w2 schneiden. Tritt der Sonderfall
auf, dass die Geraden beider Kovektoren parallel verlaufen (es gilt also, w1 =
kw2 mit k ∈ R), dann handelt es sich genau genommen um eine Skalierung,
da
〈
w1 +w2,v
〉
= (1 + k)
〈
w2,v
〉
gilt. In einem solchen Fall kann aus der
Beziehung
〈
w2,v
〉
= (1 + k)
−1
fu¨r k > 0 (d.h. es liegt keine Spiegelung vor)
erkannt werden, dass der resultierende Kovektor gro¨ßere Komponenten und
somit ein schmaleres Gitter aufweist.
A.1.2 Graphische Interpretation der Beobachtbarkeit
Im Bereich der Regelungstechnik wird oft der Begriff der Beobachtbarkeit
verwendet, welcher besagt, ob aus Informationen u¨ber den Ausgang und den
Eingang auf die Zusta¨nde des Systems geschlossen werden kann. Um diese
Eigenschaft eines Systems zu u¨berpru¨fen, kann im linearen Fall die Beobacht-
barkeitsmatrix Qo berechnet werden, welche vollen Rang haben muss, damit
das System beobachtbar ist. Voller Rang heißt, dass die
”
Zeilenvektoren“ der
Matrix linear unabha¨ngig voneinander sind. Es wird hier gezeigt, dass diese
Vektoren genau genommen Kovektoren sind und somit eine graphische Dar-
stellung der Beobachtbarkeit mo¨glich ist.
Sei ein nichtlineares System der Form
x˙ = f(x),
y = h(x),
gegeben, wobei kein Eingang vorhanden ist. Die Dimension des Zustandsvek-
tors ist n und der Ausgang y ist ein Skalar (d.h. ein einziger Ausgang).
Es wird angenommen, dass sich das System in der Na¨he von (x = 0, y = 0)
befindet und dass es linearisierbar ist (d.h. die Terme erster Ordnung der
Taylor-Reihe sind ungleich Null). Der Term f(x) stellt ein Vektorfeld dar,
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wa¨hrend h(x) ein Skalarfeld beschreibt. Wird das Skalarfeld linear mit ∂h
∂ x
x
approximiert, dann kann ∂h
∂x
als Kovektorfeld aufgefasst werden. Die Informa-
tion u¨ber den Ausgang wird als verfu¨gbar angenommen und somit sind auch
y˙ und die na¨chsten Ableitungen bekannt. Damit erha¨lt man
y˙ =
∂h
∂x
x˙ = Lfh(x) ≈ ∂
∂x
(Lfh) x,
wobei ∂
∂x
(Lfh) auch als Kovektorfeld erfasst wird und Lfh die durch Glei-
chung (2.3) definierte Lie-Ableitung der Funktion h entlang des Vektorfel-
des f darstellt. Ein Vektorfeld kann bekannterweise als eine Zuordnung eines
Vektors zu jedem Punkt des Raumes (siehe Bild A-6 oben links) betrachtet
werden. Ein Kovektorfeld kann in a¨hnlicher Form als eine Zuordnung von Ko-
vektoren zu jedem Punkt des Raumes angesehen werden, wie das Bild A-6
unten links zeigt.
Bild A-6: Vektor- und Kovektorfelder in zwei Dimensionen.
Ist das betrachtete System von 2. Ordnung, dann wird dieses durch ein Vek-
torfeld f(x) und zwei Kovektorfelder ∂h
∂x
und ∂
∂x
Lfh beschrieben. Stellt man
diese drei geometrischen Elemente zusammen dar, so entsteht die graphische
Repra¨sentation rechts in Bild A-6, anhand derer die Beobachtbarkeit analy-
siert werden kann. Da es sich bei diesem Beispiel um ein Vektorfeld und zwei
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Kovektorfelder handelt, sind fu¨r jeden Punkt im zweidimensionalen Raum ein
Pfeil und zwei Gitter zu zeichnen.
Beobachtbarkeit heißt am Beispiel des Systems 2. Ordnung, dass die Paarung
der beiden Kovektorfelder mit dem Vektorfeld letzteres eindeutig bestimmen.
Damit dies sicher gestellt wird, mu¨ssen die Kovektoren linear unabha¨ngig sein,
was wiederum heißt, dass die Gitter nicht parallel zueinander verlaufen du¨rfen.
Dieses Konzept wird anhand des linearen Beispiels in Bild A-7 veranschau-
licht. Links ist der beobachtbare Fall dargestellt, in dem beide Kovektoren
(C und CA) linear unabha¨ngig sind. Deswegen ko¨nnen die zwei gezeichneten
Vektoren voneinander unterschieden werden. Die Zahlen in Klammern sollen
diesen Sachverhalt verdeutlichen, wobei die erste Zahl die Paarung des Vek-
tors mit dem Kovektor C und die zweite Zahl die Paarung des Vektors mit
dem Kovektor CA beschreibt.
Der nicht-beobachtbare Fall ist in Bild A-7 rechts dargestellt. Die beiden
gezeigten Vektoren (Pfeile) ko¨nnen hier nicht voneinander unterschieden wer-
den. Das liegt an der linearen Abha¨ngigkeit der Kovektoren, wie sich aus der
Parallelita¨t der Gitter erkennen la¨sst.
Bild A-7: Beobachtbarkeit geometrisch.
Zusammenfassend la¨sst sich sagen, dass ein System nur dann beobachtbar
ist, wenn das Vektorfeld des Systems eindeutig mit den Kovektorfeldern aus
dem Ausgang bestimmt werden kann. Ha¨tte man die Kovektoren als normale
Vektoren angenommen, dann wa¨re es nicht mo¨glich gewesen, diese zusammen
mit dem Vektorfeld in einem Bild darzustellen. Wiederholt sei angemerkt,
dass das dynamische System unabha¨ngig von den Koordinaten ist und dass
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deswegen diese graphische Darstellung koordinatenunabha¨ngig bleibt. In Bild
A-7 konnten aus diesem Grund die Koordinatenachsen entfernt werden, oh-
ne dass Informationen verloren gingen. Ferner wu¨rden wohldefinierte, linea-
re Transformationen das Ergebnis nicht vera¨ndern sondern einer Skalierung
und/oder Rotation der Abbildung entsprechen (Invarianz der Beobachtbarkeit
gegenu¨ber Koordinatentransformationen).
A.1.3 Graphische Darstellung des metrischen Tensors
Ein weiteres geometrisches Objekt, welches im Rahmen dieser Arbeit einge-
setzt wird, ist der metrische Tensor, der in Gleichung (2.2) formell eingefu¨hrt
wird. Der metrische Tensor ist ein bilinearer Operator, der zwei Vektoren
annimmt und eine reelle Zahl liefert. Hier wird nach einer graphischen Dar-
stellung dieses Operators gesucht.
Seien ∂
∂x
und ∂
∂y
die zwei Basisvektoren eines zweidimensionalen euklidischen
Vektorraumes, dann sind die Basiskovektoren des Dualraumes dx und dy. Die
euklidische Metrik ist durch den metrischen Tensor
GE = dx⊗ dx+ dy ⊗ dy
gegeben, wobei ⊗ das klassische Tensorprodukt darstellt. In Matrixform ist
der Tensor offensichtlich durch die zweidimensionale Einheitsmatrix darge-
stellt. Die Metrik bringt ein inneres Produkt 〈〈v1,v2〉〉E = GE (v1,v2) mit
sich, mit dem man beispielsweise Orthogonalita¨t und La¨nge (Norm) definieren
kann. Daru¨ber hinaus ist es mo¨glich, durch partielle Anwendung des metri-
schen Tensors auf einen u¨blichen Vektor v = vx ∂
∂x
+ vy ∂
∂y
einen Kovektor
GE (v, •) : V → R des Dualraumes V ∗ zu erzeugen:
GE (v, •) = GE
(
vx
∂
∂x
+ vy
∂
∂y
, •
)
= dx
(
vx
∂
∂x
+ vy
∂
∂y
)
⊗ dx (•) + dy
(
vx
∂
∂x
+ vy
∂
∂y
)
⊗ dy (•)
= vx dx+ vy dy .
Es ist aus letzter Gleichung klar zu erkennen, dass das Ergebnis ein Kovek-
tor w = [vx vy] ist. Zwei Punkte zu diesem Beispiel sollten beachtet werden:
Erstens ist die Matrixdarstellung des euklidischen metrischen Tensors die Ein-
heitsmatrix und zweitens sind die Komponenten des Kovektors gleich denen
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des urspru¨nglichen Vektors. Letzteres weist auf den Grund hin, warum die Ko-
vektoren als Vektoren im euklidischen Raum behandelt werden ko¨nnen. Liegt
aber im Raum eine davon abweichende Metrik vor, dann trifft dies nicht zu,
weil die Komponenten des Kovektors nicht denen des Vektors entsprechen.
Ohne Beschra¨nkung der Allgemeinheit kann angenommen werden, dass der
Betrag des Vektors v gro¨ßer als 1 ist. Das Bild A-8 veranschaulicht u.a. die
Konstruktion des Kovektors GE (v, •) mit der euklidischen Metrik.
Bild A-8: Euklidischer metrischer Tensor.
Der Einheitskreis im Bild wird durch {u ∈ V |GE (u,u) = 1} beschrieben und
die kreisfo¨rmige Darstellung ist nur aufgrund der euklidischen Metrik mo¨glich.
Die Gu¨ltigkeit der Konstruktion kann anhand folgender U¨berlegungen fu¨r den
Vektor v = a+ b nachvollzogen werden:
〈GE (v, •) ,a〉 = GE (v,a) = 1, Paarung des Kovektors mit a
= GE (a+ b,a) = 1, v als Summe von Vektoren
= GE (a,a)︸ ︷︷ ︸
1
+GE (b,a)︸ ︷︷ ︸
0
= 1, Linearita¨t
Die Tatsache, dass GE (b,a) = 0 gelten muss, deutet darauf hin, dass bei-
de Vektoren orthogonal zueinander im Sinne der euklidischen Metrik sind.
Deswegen muss b tangential zum Kreis sein.
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Fu¨r die graphische Ermittlung des Wertes GE (v, s) fu¨r zwei beliebige Vek-
toren v und s kann wie in Bild A-8 dargestellt vorgegangen werden. Zuerst
bildet man, wie erla¨utert, den Kovektor GE (v, •) ab und danach verwendet
man die natu¨rliche Paarung zwischen diesem Kovektor und dem Vektor s.
Am Beispiel im Bild ist das Ergebnis GE (v, s) = 2, da zwei Kovektorlinien
geschnitten werden. Wie bereits erwa¨hnt, sind fu¨r die Ermittlung des Wertes
keine Koordinaten notwendig und es wird auf die Achsen im Bild verzichtet.
Ein allgemeiner, wohldefinierter metrischer Tensor muss nur symmetrisch und
positiv definit sein. Die Vera¨nderung des metrischen Tensors beeinflusst das
dargestellte Verfahren nicht und wirkt sich lediglich auf die Darstellung des
Einheitskreises aus, welcher die Form einer Ellipse wie in Bild A-9 annimmt.
Bild A-9: Wohldefinierter nicht-euklidischer metrischer Tensor.
Ist beispielsweise der metrische Tensor durch
G = dx⊗ dx+ 5 dy ⊗ dy
gegeben, dann ist die Metrik wegen des Faktors 5 nicht euklidisch. In diesem
Fall erha¨lt man den Kovektor G (v, •) = vx dx+5 vy dy fu¨r denselben Vektor v
wie zuvor. Der resultierende Kovektor hat somit die Komponenten (vx, 5 vy)
statt (vx, vy). Aufgrund der Unterschiede zwischen den Komponenten des
Vektors und des Kovektors kann jetzt nicht mehr angenommen werden, dass
Kovektoren und Vektoren gleich sind.
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