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1 Objective of Differentiated Packet Scheduling
Modern telecommunication networks must be capable of supporting a wide variety of
heterogeneous services having extremely diverse Quality-of-Service (QoS) requirements.
Interactive services, for example, tolerate only a minimal delay, whereas data services al-
low for more delay. This triggered the need for service differentiation in network routers;
network traffic is divided into several service classes and some kind of differentiated,
class-based transmission scheduling is implemented in these routers. Strict preemptive
priority (SP) is the most drastic way to provide service differentiation, but is neither
flexible nor fair. From the perspective of one particular class, however, performance
cannot be better (worse) than when that class gets the highest (lowest) priority. This
best (worst) performance, e.g., in terms of the mean queueing delay of the class, is often
easy to calculate.
Let us assume more generally that we have a performance vector, e.g., the vector
of the mean queueing delays of n service classes. Then for very general preemptive
work-conserving scheduling policies it can be proved that the achievable region of this
performance vector is a polyhedron with the n! permutations of SP scheduling as extreme
points [1]. An important objective for practitioners may be to construct a scheduling
policy that achieves a desired performance vector that is known to be in the achievable
performance region.
2 Differentiated Packet Scheduling Mechanisms
A straightforward scheduling is a randomization of SP over idle/busy period cycles [1].
It is easily proven that the performance vector is a weighted version of the performance
vectors of SP, with the weights equal to the randomization probabilities. Choosing
probabilities to achieve a certain performance vector then follows quite easily.
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Figure 1: Parekh’s GPS scheduling
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Figure 2: Hierarchical GPS scheduling
However, when the system is highly loaded so that busy periods are long, the de-
sired performance vector is not guaranteed in the short term. A fairer scheduling is
Generalized Processor Sharing (GPS). It was developed as an efficient scheduling mech-
anism providing manageable service differentiation in computer and telecommunication
networks [2]. With GPS, each of n traffic classes is given a certain weight βj , with∑n
j=1 βj = 1, and the available link capacity is constantly shared according to the
weights of the backlogged classes (see Figure 1). GPS assumes that network traffic is
fluid. In practice, there are several scheduling mechanisms which attempt to approach
the performance of GPS as closely as possible, e.g., Weighted Fair Queueing.
The biggest drawback of all GPS-based scheduling mechanisms is fixing the weights.
As opposed to mixing priorities described above, these weights are not equal to the
weights in the convex sum of the extreme points. Moreover, easy analytical results
for the performance vector in a GPS system are non-existent, even for the simplest of
queueing models. Hence, we have to resort to, e.g., Monte-Carlo simulation to estimate
the performance vector. Then one way to search for the optimal weights is by means of
some iterative procedure, but an extra complexity is that all weights have to be optimized
jointly, i.e., changing one weight influences all elements in the performance vector. This
all makes the design of an efficient search procedure very hard.
In the current study, we transform the original GPS scheduling to a purely hierarchi-
cal version (coined H-GPS) as depicted in Figure 2. In this way, we obtain a scheduling
where we can optimize the weights separately. We sketch this in the remainder, while
we illustrate that the achievable performance region of a union of H-GPS systems equals
the achievable performance region of all preemptive work-conserving scheduling policies.
3 Hierarchical GPS
Let us, for the sake of exposition, consider a system with three classes. Define, further-
more, w¯j as the mean unfinished work of class j in the system. The total unfinished work
in the system is independent of the scheduling mechanism as long as this one is work-
conserving; so for work-conserving scheduling policies, the mean total unfinished work
w¯T =
∑3
j=1 w¯j is a constant. This effectively allows a two-dimensional performance vec-
tor (w¯1, w¯2). Then we have 6 extreme points in the (w¯1, w¯2)-plane, corresponding with
the 6 priority constellations (black bubbles in Figure 3). The region inside the polygon
with these 6 extreme points as vertices is the achievable performance region.
We show that a union of H-GPS systems can achieve all vectors in the achievable
region. Assume the H-GPS system as depicted in Figure 2 with three classes and with
class 1 at the highest level of the hierarchy. When β1 = 1, class 1 has strict priority
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Figure 3: Achievable performance region of three-class GPS scheduling
over classes 2 and 3, and w¯1 = w¯1,min. It is easy to see that the value of β2 has no
influence on the value of w¯1 when β1 is kept fixed. By modifying β2 from 0 to 1 while
keeping β1 = 1, w¯1 stays w¯1,min and all points on the line between the extreme points
(1 > 2 > 3) and (1 > 3 > 2) are reached. We can do a similar thing for β1 = 0 (and
w¯1 = w¯1,max). This gives us 2 edges of the polygon (the vertical lines in Figure 3).
Conversely, keeping β2 constant to 0 or 1 while changing β1 does not give us straight
lines between two extreme points: all performance measures change when β1 is changed
(see Figure 3). With this H-GPS system, all performance vectors in the red surface are
achievable. One can easily see that we cannot achieve the complete polygon; specifically,
it is not possible to achieve the performance of priority scheduling with class 1 as middle
priority. However, we can consider two extra H-GPS systems, one with class 2 and one
with class 3 on the highest level of the hierarchy. As can be seen in Figure 3, the union
of the achievable performance regions of the 3 systems coincides with the polygon with
the 6 extreme points as vertices.
Then a procedure to find the optimal weights follows easily. First, we select a H-GPS
system that is able to achieve the desired performance vector. Once this is done, the
optimal weights can be searched hierarchically, starting at the highest hierarchy level.
This is easy as the value of βk has no influence on the value of w¯j for j < k in H-GPS.
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