Abstract. The KASCADE-Grande observatory was a ground-based air shower array dedicated to study the energy and composition of cosmic rays in the energy interval E = 1 PeV −1 EeV. The experiment consisted of different detector systems which allowed the simultaneous measurement of distinct components of air showers (EAS), such as the muon content. In this contribution, we study the total muon number and the lateral density distribution of muons in EAS detected by KASCADE-Grande as a function of the zenith angle and the total number of charged particles. The attenuation length of the muon content of EAS is also measured. The results are compared with the predictions of the SIBYLL 2.3 high-energy hadronic interaction model.
Introduction
Hadronic interaction models are an important element in the analysis of data from extensive air showers (EAS) induced by cosmic rays in the atmosphere. However, they are subject to theoretical and experimental uncertainties, which may hamper cosmic-ray studies. Recently, a lot of progress has been done towards the reduction of such uncertainties motivated, in part, by the results of the measurements of the LHC [1] . In this regard, one of the models that has been updated is SIBYLL [2] .
In this work, muon predictions of the post-LHC model SIBYLL 2.3 will be tested using the data of the KASCADE-Grande observatory [3] . Shower muons are employed for these tests since they are very sensitive to the early hadronic processes occurring in the shower [4] . This way a failure of the model to describe the observed muon data of EAS may imply a problem in the description of the hadronic physics of air showers.
The KASCADE-Grande observatory
KASCADE-Grande was a ground-based air-shower observatory dedicated to investigate the energy spectrum, the elemental composition and the arrival direction of cosmic rays in the energy range from 10 15 and 10 18 eV [3] . The instrument was located at the Karlsruhe Institute of Technology, Campus North (110 m a.s.l.) in Karlsruhe, Germany and consisted of several detector systems aimed to measure with high precision different components and properties of the EAS (c.f. fig. 1 , left). For instance, the shower size or total number of charged particles (electrons plus muons) (E th > 3 MeV), the shower core position at ground and the angle of incidence of the event were estimated from the data collected with the Grande array, which was composed by 37 scintillator detectors separated by a mean distance of 137 m and distributed over a surface of 0.5 km 2 . Meanwhile the total number of muons (E th > 230 MeV) was obtained from local muon density measurements performed with 192 shielded detectors belonging to a 200 × 200 m 2 array called KASCADE [3] . Systematic uncertainties for N ch and N µ were estimated as described in [3] and [5] , respectively. They were found to be ≤ 15% and ≤ 25% for each case.
Experimental data and MC simulations
To perform the present studies, we have considered measured events collected during the full data acquisition period of the experiment, i.e., from December 2003 up to November 2012. On the other hand, in order to diminish the effect of systematic uncertainties in the results of our analyses, we applied several selection cuts to the data. In particular, we considered only events that were measured during stable data acquisition runs with no hardware problems. In addition, we included events that passed successfully the full reconstruction chain [3] . Besides, the EAS cores were required to be located within the limits of a central area of 2.2 × 10 5 m 2 inside the KASCADE-Grande array and within radial distances in the interval R = [100 m, 600 m] measured from the center of the KASCADE array. On the other hand, we rejected events with θ ≥ 40
• . Finally, low energy events, which have poor reconstructed muon numbers, were removed from the data sample by requiring showers that activated more than 11 Grande stations and had a high N µ number (specifically 3 × 10 4 and 4 × 10 4 for data with θ 30
• and 30
• θ < 40 • , respectively). Using the above selection cuts, we got an experimental sample with about 1.24 × 10 7 events and an effective time of ∆t = 1.6 × 10 8 s. On the other hand, the MC simulations were built using SIBYLL 2.3 [2] and Fluka 2011.2 [6] as high-and low-energy (E h ≤ 200 GeV) hadronic interaction models, respectively. The production and development of the shower were simulated with CORSIKA 7.5 [7] , while the response of the detector to the passage of the shower, with a GEANT 3.21 [8] based program. MC events were generated for zenith angles θ < 42
• and the energy interval from E = 10 14 eV to 3 × 10 18 eV using an E γ primary spectrum with spectral index γ = −2. For the analysis, the MC events were weighted in order to simulate an E −3 power-law spectrum, which is in better agreement with the experimental data (see, for example, [9] ). MC data samples were produced for five primary nuclei: H, He, C, Si and Fe, each of them with roughly the same number of events. In total, ∼ 1.28 × 10 7 MC showers were generated. All of them were processed with the same reconstruction algorithm employed with the experimental events [3] . In addition, for the analysis we have applied the same selection cuts on the MC sample that were used with the measured data.
According to MC simulations the maximum efficiency is reached for log 10 (E/GeV) = 7.2 ± 0.3 and log 10 (N µ ) = 5.3 ± 0.3 depending of the primary particle and the arrival direction of the EAS. On the other hand, the mean shower core and angular resolutions were found to be ≤ 11 m and ≤ 0.7
• , respectively, for our selected data sample. Finally, the bias in the muon size resulted to be smaller than 20% for log 10 (N µ ) > 5.3 (see fig. 1 , right). We have improved the accuracy of N µ , for both MC and measured data, by correcting the reconstructed muon number for systematic biases using the correction function defined in [9] . This way, the final bias on N µ becomes smaller than 8%. [10] . Statistical error bars in measured data are smaller than the size of the markers. From MC simulations the energy scale of the above data spans the interval from E ∼ 10 7.2 GeV to 10 9 GeV. The primary energy was estimated eventby-event from both N ch and the corrected N µ using a formula derived from SIBYLL 2.3 simulations (following the procedure described in [9] ).
Testing the predictions of SIBYLL 2.3 for shower muons 4.1 Muon radial density distributions
The aim of this analysis is to compare the predictions of SIBYLL 2.3 and the KASCADE-Grande measurements for the mean muon lateral distributions at the shower plane, ρ µ (r), at different zenith angles and log 10 (N ch ) intervals. For this purpose, we divided our data in five bins of θ, each of them with equal acceptance: [0 [7, 52, 7 .74] and [7.74, 8 .0]. Then, for each θ and shower size intervals we built the mean measured ρ µ (r) distributions (neglecting corrections due to atmospheric absorption when projecting on the shower disk plane). Finally, we compared these experimental distributions against the corresponding predictions from SIBYLL 2.3 for pure protons and iron nuclei, respectively. In fig. 2 we show a plot with results for two zenith angle intervals and three distinct shower size ranges. In particular, we observe that the measured distributions are within the MC predictions. In general, that holds for vertical and inclined showers with log 10 (N ch ) < 7.74. For higher values of the total number of charged particles, we found some deviations, but here statistical fluctuations avoid us to drive a conclusion. [10] . Vertical error bars represent the errors on the mean. Data is shown for the interval N ch = 10 6 − 10 7.9 , which roughly corresponds to mean primary energies between E ∼ 10 6.8 GeV to 10 9.1 GeV for the measured data. The energies were estimated event-by-event from both N ch and the corrected N µ using a formula derived from SIBYLL 2.3 simulations (following the procedure described in [9] ).
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The total muon number
In this study, we compared the measurements for the corrected muon number as a function of the shower size with the expectations from the SIBYL 2.3 model for hydrogen and iron nuclei for the θ ranges described in subsection 4.1. The results for three selected zenith angle intervals are presented in fig. 3 . In general, we do not observe any deviation of the measured data from the MC simulations. However, we see that for increasing zenith angles the mean composition tends to be heavier, which could be attributed to a mismatch between the predicted and the measured zenith angle evolutions of the shower muon content of EAS. This point was investigated in the analysis of the next subsection.
The muon attenuation length
In order to study the behaviour of the corrected N µ with θ for air showers, we calculated the attenuation length of muons in the Earth's atmosphere, Λ µ using the method of [11] . This parameter is especially useful for cross-checking hadronic interaction models. Recent analyses performed in [11] have shown that the Λ µ predictions of the QGSJET-II-2 [12] , QGSJET-II-04 [13] , EPOS-LHC [14] and SIBYLL 2.1 [15] hadronic interaction models deviate from the measured value at KASCADE-Grande for data in the primary energy interval from E ∼ 10 16.3 eV to about 10 17 eV and zenitn angles < 40
• . Besides, it was pointed out in [11] that statistical and systematic errors (associated to instrumental effects, reconstruction/analysis methods, EAS fluctuations, etc.) can not explain the observed anomaly. From the results of the last subsection we suspect that also the prediction of SIBYLL 2.3 could deviate from the experimental value. To test this hypothesis we performed an analysis like that described in [11] . First, in order to reduce the systematic uncertainties due to the unknown cosmic ray composition in the the value of Λ µ predicted by SIBYLL 2.3, we used a composition model derived from the data itself. The procedure is simple. By using a χ 2 fit, we find the weight parameters for the MC energy spectra of four mass groups (H, He, C, and Si+Fe in a 50 % mixture) that minimize the difference between the measured Y = log 10 (N µ )/ log 10 (N ch ) vs log 10 (N µ ) event distribution (c.f. fig. 4 , left) and the predicted one, the latter for the linear combination of the four mass groups. Before weighting, the MC energy spectra resemble an E −3 power-law function. The fit was performed for log 10 (N µ ) ≥ 4.8 with the following Chi-square function: The weights are applied event-by-event on the MC data according to its true energy, E. They are parameterized using a double power-law formula
Here the p k,A are free parameters (i.e. the components of p A ). The reason of using these expressions is due to the presence of breaks around E = 10 17 eV in the energy spectra of the light [16] and the heavy [17] components of cosmic rays. With the results of the fit and the SIBYLL 2.3 data, we built our composition model. This is shown in fig. 5 . The mean values of Y(N µ ) for our fitted model and the respective measurements are compared in fig. 4 , right. In fig. 5 , we observe the heavy knee at Figure 5 . Results of the fit to the measured Y(N µ ) distributions using SIBYLL 2.3 data and a composition model with four mass groups (H, He, C, and Si+Fe in a 50 % mixture) each of them following a double power-law energy spectrum [10] . The derived all-particle energy spectrum is shown with black dots. The fitted spectra for protons, He+C, and the heavy component of cosmic rays are shown in the lower part of the figure with blue full squares, green open crosses and red open squares, respectively. The aforementioned curves are compared with results of other observatories and previous estimations of KASCADE-Grande for the all-particle energy spectrum. log 10 (E/eV) = 16.80 ± 0.01 (∆γ = p 2 − p 1 = −0.67 ± 0.03). We also see the presence of a proton and a medium (He+C) component in the data. Now, following the procedure of [11] , we selected a subsample of MC data with radial distances, R, between 270 m and 440 m and within an area of 8 × 10 4 m 2 located at the center of the KASCADEGrande array, as they further reduce the systematic bias on N µ . Then, to obtain Λ µ , we applied the constant intensity cut (CIC) method that assumes that the intensity of cosmic rays is isotropic in zenith angle [18] . The method consists of selecting N µ data from different zenith angles by means of cuts applied at fixed frequencies on the integral intensity of N µ for different zenith angle ranges (see fig. 6 , left). Actually, data selected along these curves should correspond to events with the same primary energy but different shower sizes due to the increasing atmospheric depth at high zenith angles. This dependence is expressed in terms of a typical exponential absorption formula, which is parameterized 
where X 0 = 1022 g/cm 2 is the vertical column depth at KASCADE-Grande and N • µ , a normalization factor, which depends on the attenuation curve. In our analysis, we divided the MC data into five zenith angles with approximately the same acceptance as in [11] and section 4.1 (see also fig. 6 , left) and applied the same CIC cuts described in the abovementioned paper. Using our composition model and the method described, we have calculated Λ µ for SIBYLL 2.3. The result is presented in fig. 7 . The systematic error only includes the uncertainty from the CIC method.
In the same plot we show the experimental value obtained in [11] for a subsample of experimental data (collected during the period December 2003 -October 2011) along with its corresponding statistical and total uncertainties. The latter were estimated through detailed studies. The systematic error includes the uncertainty due to the calculation procedure, the uncertainty owing to the muon correction function, the systematic error of the corrected muon number and the corresponding composition and model dependence, the uncertainty owing to the size of the θ intervals and the uncertainties associated with the shower core position, R. MC predictions from QGSJET-II-2, QGSJET-II-04, EPOS-LHC and SIBYLL 2.1 for an E −3 model and a mixed composition assumption (all elements on equal abundances) [11] are also shown in our plot. The MC estimations involve, in addition to the ones above, uncertainties due to the spectral index of the primary spectrum, γ, and due to the primary composition. This last systematic error is estimated by comparing the nominal value, obtained using a mixed composition, with the results for the five primary nuclei employed in simulations. From figure 7, we observe a hint that the predictions for Λ µ using SIBYLL 2.3 tend to be below the measured data. [10] (see text). The experimental result and the predictions from QGSJET-II-02 and 04, EPOS-LHC and SIBYLL 2.1 (for a mixed composition assumption and spectrum E −3 ) are taken from [11] .
Conclusions
We have tested muon predictions of SIBYLL 2.3 against measurements of the KASCADE-Grande observatory for ρ µ (r) and N µ at different θ and N ch ranges, as well as for Λ µ . In general, it seems that ρ µ (r) measurements for θ < 40 • and 6.0 ≤ log 10 (N ch ) ≤ 7.74 are within the predictions of the model. For N µ the agreement is observed in the full shower size range (6.0 ≤ log 10 (N ch ) ≤ 8.0) and zenith angle intervals (θ < 40
• ). On the other hand, we see what appears to be a mismatch between the predicted and measured Λ µ values.
