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Capacity of Two-Way Channels with
Symmetry Properties
Jian-Jia Weng†, Lin Song‡, Fady Alajaji† and Tama´s Linder†
Abstract
In this paper, we make use of channel symmetry properties to determine the capacity region of
three types of two-way networks: (a) two-user memoryless two-way channels (TWCs), (b) two-user
TWCs with memory, and (c) three-user multiaccess/degraded broadcast (MA/DB) TWCs. For each
network, symmetry conditions under which Shannon’s random coding inner bound is tight are given.
For two-user memoryless TWCs, prior results are substantially generalized by viewing a TWC as two
interacting state-dependent one-way channels. The capacity of symmetric TWCs with memory, whose
outputs are functions of the inputs and independent stationary and ergodic noise processes, is also
obtained. Moreover, various channel symmetry properties under which Shannon’s inner bound is tight
are identified for three-user MA/DB TWCs. The results not only enlarge the class of symmetric TWCs
whose capacity region can be exactly determined but also imply that adaptive coding, not improving
capacity, is unnecessary for such channels.
Index Terms
Network information theory, two-way channels, capacity region, inner and outer bounds, channel
symmetry, multiple access and broadcast channels, channels with memory, adaptive coding.
I. INTRODUCTION
Shannon’s two-way channel (TWC) [3], which allows two users to exchange data streams in a
full-duplex manner, is a basic component of communication systems. To mitigate the interference
†The authors are with the Department of Mathematics and Statistics, Queen’s University, Kingston, ON K7L 3N6, Canada
(Emails: jian-jia.weng@queensu.ca, {fady, linder}@mast.queensu.ca).
‡ L. Song was with the Department of Mathematics and Statistics, Queen’s University, Kingston, ON K7L 3N6, Canada. She
is now with Contextere Ltd., Ottawa, ON K1Y 2C5, Canada (Email: lin@contextere.com).
This work was supported in part by NSERC of Canada. Parts of this work were presented at the 2016 IEEE International
Symposium on Information Theory [1] and the 2018 IEEE International Symposium on Information Theory [2].
July 17, 2018 DRAFT
2incurred from two-way simultaneous transmission, TWCs are often used in conjunction with
orthogonal multiplexing [4]. With increasing demands for fast data transmission, many industrial
standards have enabled the use of non-orthogonal multiplexing to accommodate more users [5],
[6]. From an information-theoretic viewpoint, the challenge is how each user can effectively
maximize its individual transmission rate over the shared channel and concurrently provide
sufficient feedback to help the other users’ transmissions. These competing objectives impose
on each user the challenging task of optimally adapting their inputs to the previously received
signals of the other users. As finding such an optimal coding procedure is still elusive, the exact
characterization of the capacity region of general TWCs remains open [7].
This paper revisits this open problem by finding larger classes of TWCs whose capacity region
can be exactly obtained. Our approach is to identify channel symmetry properties under which
Shannon’s random coding inner bound is tight, thus directly determining the capacity region. As
a result, we identify TWCs for which interactive adaptive coding is useless in terms of improving
the users’ transmission rates. In particular, we focus on three two-way networks which we depict
in Fig. 1. The two-user (point-to-point) memoryless TWC in Fig. 1(a) models device-to-device
communication [8]; the simplified TWC with memory in Fig. 1(b) can capture the effect of
time-correlated channel noise which commonly arises in wireless communications. The three-
user memoryless multiaccess/degraded broadcasting (MA/DB) TWC in Fig. 1(c) models the
communication between two mobile users and one base station, where the shared channel in
the users-to-base-station (uplink) direction acts as a multiple-access channel (MAC) while the
reverse (downlink) direction acts as a degraded broadcast channel (DBC). For these networks, we
derive conditions under which Shannon’s inner bound is tight, i.e., Shannon’s random coding
scheme is optimal in terms of achieving channel capacity. Such a result also has a practical
significance since communication without adaptive coding simplifies system design.
A. Capacity Bounds for TWCs
We briefly review some general results on the capacity of TWCs. In [3], Shannon derived
inner and outer capacity bounds in the form of a single-letter expression for two-user memoryless
TWCs. The inner bound is obtained via random coding where the users’ channel inputs are inde-
pendent, while the inputs are allowed to have arbitrary correlation in the outer bound. In general,
the two bounds do not coincide. Follow-up work in [9]-[12] was devoted to improve Shannon’s
inner bound by using adaptive coding. Two novel outer bounds [13], [14], which restrict the
July 17, 2018 DRAFT
3Memoryless 
TWCUser 1 User 2
X1
<latexit s ha1_base64="YFmmxWW KjTgn1UJesHcUr9B39 Ho=">AAAB+XicbVBNS8 NAEJ3Ur1q/qh69LBbBU 0mKoN4KXjxWNLbQhrLZ btqlu5uwuxFC7E/wqnd P4tVf49Vf4rbNwbY+G Hi8N8PMvDDhTBvX/XZK a+sbm1vl7crO7t7+QfX w6FHHqSLUJzGPVSfEmn ImqW+Y4bSTKIpFyGk7H N9M/fYTVZrF8sFkCQ0 EHkoWMYKNle47fa9frb l1dwa0SryC1KBAq1/96 Q1ikgoqDeFY667nJibI sTKMcDqp9FJNE0zGeE i7lkosqA7y2akTdGaVA YpiZUsaNFP/TuRYaJ2J 0HYKbEZ62ZuK/3nd1ER XQc5kkhoqyXxRlHJkYj T9Gw2YosTwzBJMFLO3 IjLCChNj01nYEopJxYb iLUewSvxG/bru3l3Umo 0inTKcwCmcgweX0IRba IEPBIbwAq/w5jw7786H 8zlvLTnFzDEswPn6BX LJk+k=</latexit><latexit s ha1_base64="YFmmxWW KjTgn1UJesHcUr9B39 Ho=">AAAB+XicbVBNS8 NAEJ3Ur1q/qh69LBbBU 0mKoN4KXjxWNLbQhrLZ btqlu5uwuxFC7E/wqnd P4tVf49Vf4rbNwbY+G Hi8N8PMvDDhTBvX/XZK a+sbm1vl7crO7t7+QfX w6FHHqSLUJzGPVSfEmn ImqW+Y4bSTKIpFyGk7H N9M/fYTVZrF8sFkCQ0 EHkoWMYKNle47fa9frb l1dwa0SryC1KBAq1/96 Q1ikgoqDeFY667nJibI sTKMcDqp9FJNE0zGeE i7lkosqA7y2akTdGaVA YpiZUsaNFP/TuRYaJ2J 0HYKbEZ62ZuK/3nd1ER XQc5kkhoqyXxRlHJkYj T9Gw2YosTwzBJMFLO3 IjLCChNj01nYEopJxYb iLUewSvxG/bru3l3Umo 0inTKcwCmcgweX0IRba IEPBIbwAq/w5jw7786H 8zlvLTnFzDEswPn6BX LJk+k=</latexit><latexit s ha1_base64="YFmmxWW KjTgn1UJesHcUr9B39 Ho=">AAAB+XicbVBNS8 NAEJ3Ur1q/qh69LBbBU 0mKoN4KXjxWNLbQhrLZ btqlu5uwuxFC7E/wqnd P4tVf49Vf4rbNwbY+G Hi8N8PMvDDhTBvX/XZK a+sbm1vl7crO7t7+QfX w6FHHqSLUJzGPVSfEmn ImqW+Y4bSTKIpFyGk7H N9M/fYTVZrF8sFkCQ0 EHkoWMYKNle47fa9frb l1dwa0SryC1KBAq1/96 Q1ikgoqDeFY667nJibI sTKMcDqp9FJNE0zGeE i7lkosqA7y2akTdGaVA YpiZUsaNFP/TuRYaJ2J 0HYKbEZ62ZuK/3nd1ER XQc5kkhoqyXxRlHJkYj T9Gw2YosTwzBJMFLO3 IjLCChNj01nYEopJxYb iLUewSvxG/bru3l3Umo 0inTKcwCmcgweX0IRba IEPBIbwAq/w5jw7786H 8zlvLTnFzDEswPn6BX LJk+k=</latexit>
X2
<latexit sha1_base6 4="z9woKxPF/9KQj+pHdIfTvhZ+Gic=">AAAB+ XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoN4KXj xWNLbQhrLZbtqlu5uwuxFC7E/wqndP4tVf49Vf 4rbNwbY+GHi8N8PMvDDhTBvX/XZKa+sbm1vl7c rO7t7+QfXw6FHHqSLUJzGPVSfEmnImqW+Y4bS TKIpFyGk7HN9M/fYTVZrF8sFkCQ0EHkoWMYKNl e47/Ua/WnPr7gxolXgFqUGBVr/60xvEJBVUGs Kx1l3PTUyQY2UY4XRS6aWaJpiM8ZB2LZVYUB3k s1Mn6MwqAxTFypY0aKb+ncix0DoToe0U2Iz0s jcV//O6qYmugpzJJDVUkvmiKOXIxGj6NxowRYn hmSWYKGZvRWSEFSbGprOwJRSTig3FW45glfiN+ nXdvbuoNRtFOmU4gVM4Bw8uoQm30AIfCAzhBV 7hzXl23p0P53PeWnKKmWNYgPP1C3Rck+o=</la texit><latexit sha1_base6 4="z9woKxPF/9KQj+pHdIfTvhZ+Gic=">AAAB+ XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoN4KXj xWNLbQhrLZbtqlu5uwuxFC7E/wqndP4tVf49Vf 4rbNwbY+GHi8N8PMvDDhTBvX/XZKa+sbm1vl7c rO7t7+QfXw6FHHqSLUJzGPVSfEmnImqW+Y4bS TKIpFyGk7HN9M/fYTVZrF8sFkCQ0EHkoWMYKNl e47/Ua/WnPr7gxolXgFqUGBVr/60xvEJBVUGs Kx1l3PTUyQY2UY4XRS6aWaJpiM8ZB2LZVYUB3k s1Mn6MwqAxTFypY0aKb+ncix0DoToe0U2Iz0s jcV//O6qYmugpzJJDVUkvmiKOXIxGj6NxowRYn hmSWYKGZvRWSEFSbGprOwJRSTig3FW45glfiN+ nXdvbuoNRtFOmU4gVM4Bw8uoQm30AIfCAzhBV 7hzXl23p0P53PeWnKKmWNYgPP1C3Rck+o=</la texit><latexit sha1_base6 4="z9woKxPF/9KQj+pHdIfTvhZ+Gic=">AAAB+ XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoN4KXj xWNLbQhrLZbtqlu5uwuxFC7E/wqndP4tVf49Vf 4rbNwbY+GHi8N8PMvDDhTBvX/XZKa+sbm1vl7c rO7t7+QfXw6FHHqSLUJzGPVSfEmnImqW+Y4bS TKIpFyGk7HN9M/fYTVZrF8sFkCQ0EHkoWMYKNl e47/Ua/WnPr7gxolXgFqUGBVr/60xvEJBVUGs Kx1l3PTUyQY2UY4XRS6aWaJpiM8ZB2LZVYUB3k s1Mn6MwqAxTFypY0aKb+ncix0DoToe0U2Iz0s jcV//O6qYmugpzJJDVUkvmiKOXIxGj6NxowRYn hmSWYKGZvRWSEFSbGprOwJRSTig3FW45glfiN+ nXdvbuoNRtFOmU4gVM4Bw8uoQm30AIfCAzhBV 7hzXl23p0P53PeWnKKmWNYgPP1C3Rck+o=</la texit>
Y2
<latexit sha1_base6 4="GuCiPJt2fmtfFc5wTVlTMOcL+ds=">AAAB+ XicbVA9TwJBEJ3DL8Qv1NJmIzGxInfEBO1IbC wxeoKBC9lb9mDD7t5ld8+EnPwEW+2tjK2/xtZf 4gJXCPiSSV7em8nMvDDhTBvX/XYKa+sbm1vF7d LO7t7+Qfnw6EHHqSLUJzGPVTvEmnImqW+Y4bS dKIpFyGkrHF1P/dYTVZrF8t6MExoIPJAsYgQbK 9099mq9csWtujOgVeLlpAI5mr3yT7cfk1RQaQ jHWnc8NzFBhpVhhNNJqZtqmmAywgPasVRiQXWQ zU6doDOr9FEUK1vSoJn6dyLDQuuxCG2nwGaol 72p+J/XSU10GWRMJqmhkswXRSlHJkbTv1GfKUo MH1uCiWL2VkSGWGFibDoLW0IxKdlQvOUIVolfq 15V3duLSqOWp1OEEziFc/CgDg24gSb4QGAAL/ AKb86z8+58OJ/z1oKTzxzDApyvX3Xxk+s=</la texit><latexit sha1_base6 4="GuCiPJt2fmtfFc5wTVlTMOcL+ds=">AAAB+ XicbVA9TwJBEJ3DL8Qv1NJmIzGxInfEBO1IbC wxeoKBC9lb9mDD7t5ld8+EnPwEW+2tjK2/xtZf 4gJXCPiSSV7em8nMvDDhTBvX/XYKa+sbm1vF7d LO7t7+Qfnw6EHHqSLUJzGPVTvEmnImqW+Y4bS dKIpFyGkrHF1P/dYTVZrF8t6MExoIPJAsYgQbK 9099mq9csWtujOgVeLlpAI5mr3yT7cfk1RQaQ jHWnc8NzFBhpVhhNNJqZtqmmAywgPasVRiQXWQ zU6doDOr9FEUK1vSoJn6dyLDQuuxCG2nwGaol 72p+J/XSU10GWRMJqmhkswXRSlHJkbTv1GfKUo MH1uCiWL2VkSGWGFibDoLW0IxKdlQvOUIVolfq 15V3duLSqOWp1OEEziFc/CgDg24gSb4QGAAL/ AKb86z8+58OJ/z1oKTzxzDApyvX3Xxk+s=</la texit><latexit sha1_base6 4="GuCiPJt2fmtfFc5wTVlTMOcL+ds=">AAAB+ XicbVA9TwJBEJ3DL8Qv1NJmIzGxInfEBO1IbC wxeoKBC9lb9mDD7t5ld8+EnPwEW+2tjK2/xtZf 4gJXCPiSSV7em8nMvDDhTBvX/XYKa+sbm1vF7d LO7t7+Qfnw6EHHqSLUJzGPVTvEmnImqW+Y4bS dKIpFyGkrHF1P/dYTVZrF8t6MExoIPJAsYgQbK 9099mq9csWtujOgVeLlpAI5mr3yT7cfk1RQaQ jHWnc8NzFBhpVhhNNJqZtqmmAywgPasVRiQXWQ zU6doDOr9FEUK1vSoJn6dyLDQuuxCG2nwGaol 72p+J/XSU10GWRMJqmhkswXRSlHJkbTv1GfKUo MH1uCiWL2VkSGWGFibDoLW0IxKdlQvOUIVolfq 15V3duLSqOWp1OEEziFc/CgDg24gSb4QGAAL/ AKb86z8+58OJ/z1oKTzxzDApyvX3Xxk+s=</la texit>
Y1
<latexit s ha1_base64="tic8FxZ SS/bpM8NA/0VyM/tYz QI=">AAAB+XicbVA9Tw JBEJ3DL8Qv1NJmIzGxI nfEBO1IbCwxeoKBC9lb 9mDD7t5ld8+EnPwEW+2 tjK2/xtZf4gJXCPiSS V7em8nMvDDhTBvX/XYK a+sbm1vF7dLO7t7+Qfn w6EHHqSLUJzGPVTvEmn ImqW+Y4bSdKIpFyGkrH F1P/dYTVZrF8t6MExo IPJAsYgQbK9099rxeue JW3RnQKvFyUoEczV75p 9uPSSqoNIRjrTuem5gg w8owwumk1E01TTAZ4Q HtWCqxoDrIZqdO0JlV+ iiKlS1p0Ez9O5FhofVY hLZTYDPUy95U/M/rpCa 6DDImk9RQSeaLopQjE6 Pp36jPFCWGjy3BRDF7 KyJDrDAxNp2FLaGYlGw o3nIEq8SvVa+q7u1FpV HL0ynCCZzCOXhQhwbcQ BN8IDCAF3iFN+fZeXc+ nM95a8HJZ45hAc7XL3 Rek+o=</latexit><latexit s ha1_base64="tic8FxZ SS/bpM8NA/0VyM/tYz QI=">AAAB+XicbVA9Tw JBEJ3DL8Qv1NJmIzGxI nfEBO1IbCwxeoKBC9lb 9mDD7t5ld8+EnPwEW+2 tjK2/xtZf4gJXCPiSS V7em8nMvDDhTBvX/XYK a+sbm1vF7dLO7t7+Qfn w6EHHqSLUJzGPVTvEmn ImqW+Y4bSdKIpFyGkrH F1P/dYTVZrF8t6MExo IPJAsYgQbK9099rxeue JW3RnQKvFyUoEczV75p 9uPSSqoNIRjrTuem5gg w8owwumk1E01TTAZ4Q HtWCqxoDrIZqdO0JlV+ iiKlS1p0Ez9O5FhofVY hLZTYDPUy95U/M/rpCa 6DDImk9RQSeaLopQjE6 Pp36jPFCWGjy3BRDF7 KyJDrDAxNp2FLaGYlGw o3nIEq8SvVa+q7u1FpV HL0ynCCZzCOXhQhwbcQ BN8IDCAF3iFN+fZeXc+ nM95a8HJZ45hAc7XL3 Rek+o=</latexit><latexit s ha1_base64="tic8FxZ SS/bpM8NA/0VyM/tYz QI=">AAAB+XicbVA9Tw JBEJ3DL8Qv1NJmIzGxI nfEBO1IbCwxeoKBC9lb 9mDD7t5ld8+EnPwEW+2 tjK2/xtZf4gJXCPiSS V7em8nMvDDhTBvX/XYK a+sbm1vF7dLO7t7+Qfn w6EHHqSLUJzGPVTvEmn ImqW+Y4bSdKIpFyGkrH F1P/dYTVZrF8t6MExo IPJAsYgQbK9099rxeue JW3RnQKvFyUoEczV75p 9uPSSqoNIRjrTuem5gg w8owwumk1E01TTAZ4Q HtWCqxoDrIZqdO0JlV+ iiKlS1p0Ez9O5FhofVY hLZTYDPUy95U/M/rpCa 6DDImk9RQSeaLopQjE6 Pp36jPFCWGjy3BRDF7 KyJDrDAxNp2FLaGYlGw o3nIEq8SvVa+q7u1FpV HL0ynCCZzCOXhQhwbcQ BN8IDCAF3iFN+fZeXc+ nM95a8HJZ45hAc7XL3 Rek+o=</latexit>
(a)
Y2 = F2(X1, X2, Z2)
<latexit sha1_base64=" POplmBlzoKRd/DKZ9kk5cDe/fyU=">AAACDnicbVDL SsNAFJ34rPUVFdy4GSxChVKSIKgLoSCIywrGRtsQJtN JO3QmCTMTodR+hL/gVveuxK2/4NYvcdpmYVsPXDicc y/ncsKUUaks69tYWFxaXlktrBXXNza3ts2d3TuZZAI TFycsEV6IJGE0Jq6iihEvFQTxkJFG2Lsc+Y1HIiRN4l vVT4nPUSemEcVIaSkw9+8D5+IqcMpeYFegFzgV+BA4 x4FZsqrWGHCe2DkpgRz1wPxptROccRIrzJCUTdtKlT9 AQlHMyLDYyiRJEe6hDmlqGiNOpD8Y/z+ER1ppwygRe mIFx+rfiwHiUvZ5qDc5Ul05643E/7xmpqIzf0DjNFMk xpOgKGNQJXBUBmxTQbBifU0QFlT/CnEXCYSVrmwqJe TDoi7Fnq1gnrhO9bxq3ZyUak7eTgEcgENQBjY4BTVw DerABRg8gRfwCt6MZ+Pd+DA+J6sLRn6zB6ZgfP0CXPW Zkw==</latexit><latexit sha1_base64=" POplmBlzoKRd/DKZ9kk5cDe/fyU=">AAACDnicbVDL SsNAFJ34rPUVFdy4GSxChVKSIKgLoSCIywrGRtsQJtN JO3QmCTMTodR+hL/gVveuxK2/4NYvcdpmYVsPXDicc y/ncsKUUaks69tYWFxaXlktrBXXNza3ts2d3TuZZAI TFycsEV6IJGE0Jq6iihEvFQTxkJFG2Lsc+Y1HIiRN4l vVT4nPUSemEcVIaSkw9+8D5+IqcMpeYFegFzgV+BA4 x4FZsqrWGHCe2DkpgRz1wPxptROccRIrzJCUTdtKlT9 AQlHMyLDYyiRJEe6hDmlqGiNOpD8Y/z+ER1ppwygRe mIFx+rfiwHiUvZ5qDc5Ul05643E/7xmpqIzf0DjNFMk xpOgKGNQJXBUBmxTQbBifU0QFlT/CnEXCYSVrmwqJe TDoi7Fnq1gnrhO9bxq3ZyUak7eTgEcgENQBjY4BTVw DerABRg8gRfwCt6MZ+Pd+DA+J6sLRn6zB6ZgfP0CXPW Zkw==</latexit><latexit sha1_base64=" POplmBlzoKRd/DKZ9kk5cDe/fyU=">AAACDnicbVDL SsNAFJ34rPUVFdy4GSxChVKSIKgLoSCIywrGRtsQJtN JO3QmCTMTodR+hL/gVveuxK2/4NYvcdpmYVsPXDicc y/ncsKUUaks69tYWFxaXlktrBXXNza3ts2d3TuZZAI TFycsEV6IJGE0Jq6iihEvFQTxkJFG2Lsc+Y1HIiRN4l vVT4nPUSemEcVIaSkw9+8D5+IqcMpeYFegFzgV+BA4 x4FZsqrWGHCe2DkpgRz1wPxptROccRIrzJCUTdtKlT9 AQlHMyLDYyiRJEe6hDmlqGiNOpD8Y/z+ER1ppwygRe mIFx+rfiwHiUvZ5qDc5Ul05643E/7xmpqIzf0DjNFMk xpOgKGNQJXBUBmxTQbBifU0QFlT/CnEXCYSVrmwqJe TDoi7Fnq1gnrhO9bxq3ZyUak7eTgEcgENQBjY4BTVw DerABRg8gRfwCt6MZ+Pd+DA+J6sLRn6zB6ZgfP0CXPW Zkw==</latexit>
User 1 User 2
X1 X2
<latexit sha1_base64="z9woKxPF/9KQj+pH dIfTvhZ+Gic=">AAAB+XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoN4KXjxWNLbQhrLZbtqlu5uwu xFC7E/wqndP4tVf49Vf4rbNwbY+GHi8N8PMvDDhTBvX/XZKa+sbm1vl7crO7t7+QfXw6FHHqSLU JzGPVSfEmnImqW+Y4bSTKIpFyGk7HN9M/fYTVZrF8sFkCQ0EHkoWMYKNle47/Ua/WnPr7gxolXg FqUGBVr/60xvEJBVUGsKx1l3PTUyQY2UY4XRS6aWaJpiM8ZB2LZVYUB3ks1Mn6MwqAxTFypY0aKb +ncix0DoToe0U2Iz0sjcV//O6qYmugpzJJDVUkvmiKOXIxGj6NxowRYnhmSWYKGZvRWSEFSbGpr OwJRSTig3FW45glfiN+nXdvbuoNRtFOmU4gVM4Bw8uoQm30AIfCAzhBV7hzXl23p0P53PeWnKKm WNYgPP1C3Rck+o=</latexit><latexit sha1_base64="z9woKxPF/9KQj+pH dIfTvhZ+Gic=">AAAB+XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoN4KXjxWNLbQhrLZbtqlu5uwu xFC7E/wqndP4tVf49Vf4rbNwbY+GHi8N8PMvDDhTBvX/XZKa+sbm1vl7crO7t7+QfXw6FHHqSLU JzGPVSfEmnImqW+Y4bSTKIpFyGk7HN9M/fYTVZrF8sFkCQ0EHkoWMYKNle47/Ua/WnPr7gxolXg FqUGBVr/60xvEJBVUGsKx1l3PTUyQY2UY4XRS6aWaJpiM8ZB2LZVYUB3ks1Mn6MwqAxTFypY0aKb +ncix0DoToe0U2Iz0sjcV//O6qYmugpzJJDVUkvmiKOXIxGj6NxowRYnhmSWYKGZvRWSEFSbGpr OwJRSTig3FW45glfiN+nXdvbuoNRtFOmU4gVM4Bw8uoQm30AIfCAzhBV7hzXl23p0P53PeWnKKm WNYgPP1C3Rck+o=</latexit><latexit sha1_base64="z9woKxPF/9KQj+pH dIfTvhZ+Gic=">AAAB+XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoN4KXjxWNLbQhrLZbtqlu5uwu xFC7E/wqndP4tVf49Vf4rbNwbY+GHi8N8PMvDDhTBvX/XZKa+sbm1vl7crO7t7+QfXw6FHHqSLU JzGPVSfEmnImqW+Y4bSTKIpFyGk7HN9M/fYTVZrF8sFkCQ0EHkoWMYKNle47/Ua/WnPr7gxolXg FqUGBVr/60xvEJBVUGsKx1l3PTUyQY2UY4XRS6aWaJpiM8ZB2LZVYUB3ks1Mn6MwqAxTFypY0aKb +ncix0DoToe0U2Iz0sjcV//O6qYmugpzJJDVUkvmiKOXIxGj6NxowRYnhmSWYKGZvRWSEFSbGpr OwJRSTig3FW45glfiN+nXdvbuoNRtFOmU4gVM4Bw8uoQm30AIfCAzhBV7hzXl23p0P53PeWnKKm WNYgPP1C3Rck+o=</latexit>
Y2
<latexit sha1_base64="GuCiPJt2fmtfFc5w TVlTMOcL+ds=">AAAB+XicbVA9TwJBEJ3DL8Qv1NJmIzGxInfEBO1IbCwxeoKBC9lb9mDD7t5ld 8+EnPwEW+2tjK2/xtZf4gJXCPiSSV7em8nMvDDhTBvX/XYKa+sbm1vF7dLO7t7+Qfnw6EHHqSLU JzGPVTvEmnImqW+Y4bSdKIpFyGkrHF1P/dYTVZrF8t6MExoIPJAsYgQbK9099mq9csWtujOgVeL lpAI5mr3yT7cfk1RQaQjHWnc8NzFBhpVhhNNJqZtqmmAywgPasVRiQXWQzU6doDOr9FEUK1vSoJn 6dyLDQuuxCG2nwGaol72p+J/XSU10GWRMJqmhkswXRSlHJkbTv1GfKUoMH1uCiWL2VkSGWGFibD oLW0IxKdlQvOUIVolfq15V3duLSqOWp1OEEziFc/CgDg24gSb4QGAAL/AKb86z8+58OJ/z1oKTz xzDApyvX3Xxk+s=</latexit><latexit sha1_base64="GuCiPJt2fmtfFc5w TVlTMOcL+ds=">AAAB+XicbVA9TwJBEJ3DL8Qv1NJmIzGxInfEBO1IbCwxeoKBC9lb9mDD7t5ld 8+EnPwEW+2tjK2/xtZf4gJXCPiSSV7em8nMvDDhTBvX/XYKa+sbm1vF7dLO7t7+Qfnw6EHHqSLU JzGPVTvEmnImqW+Y4bSdKIpFyGkrHF1P/dYTVZrF8t6MExoIPJAsYgQbK9099mq9csWtujOgVeL lpAI5mr3yT7cfk1RQaQjHWnc8NzFBhpVhhNNJqZtqmmAywgPasVRiQXWQzU6doDOr9FEUK1vSoJn 6dyLDQuuxCG2nwGaol72p+J/XSU10GWRMJqmhkswXRSlHJkbTv1GfKUoMH1uCiWL2VkSGWGFibD oLW0IxKdlQvOUIVolfq15V3duLSqOWp1OEEziFc/CgDg24gSb4QGAAL/AKb86z8+58OJ/z1oKTz xzDApyvX3Xxk+s=</latexit><latexit sha1_base64="GuCiPJt2fmtfFc5w TVlTMOcL+ds=">AAAB+XicbVA9TwJBEJ3DL8Qv1NJmIzGxInfEBO1IbCwxeoKBC9lb9mDD7t5ld 8+EnPwEW+2tjK2/xtZf4gJXCPiSSV7em8nMvDDhTBvX/XYKa+sbm1vF7dLO7t7+Qfnw6EHHqSLU JzGPVTvEmnImqW+Y4bSdKIpFyGkrHF1P/dYTVZrF8t6MExoIPJAsYgQbK9099mq9csWtujOgVeL lpAI5mr3yT7cfk1RQaQjHWnc8NzFBhpVhhNNJqZtqmmAywgPasVRiQXWQzU6doDOr9FEUK1vSoJn 6dyLDQuuxCG2nwGaol72p+J/XSU10GWRMJqmhkswXRSlHJkbTv1GfKUoMH1uCiWL2VkSGWGFibD oLW0IxKdlQvOUIVolfq15V3duLSqOWp1OEEziFc/CgDg24gSb4QGAAL/AKb86z8+58OJ/z1oKTz xzDApyvX3Xxk+s=</latexit>
Y1
<latexit sha1_base6 4="tic8FxZSS/bpM8NA/0VyM/tYzQI=">AAAB+ XicbVA9TwJBEJ3DL8Qv1NJmIzGxInfEBO1IbC wxeoKBC9lb9mDD7t5ld8+EnPwEW+2tjK2/xtZf 4gJXCPiSSV7em8nMvDDhTBvX/XYKa+sbm1vF7d LO7t7+Qfnw6EHHqSLUJzGPVTvEmnImqW+Y4bS dKIpFyGkrHF1P/dYTVZrF8t6MExoIPJAsYgQbK 9099rxeueJW3RnQKvFyUoEczV75p9uPSSqoNI RjrTuem5ggw8owwumk1E01TTAZ4QHtWCqxoDrI ZqdO0JlV+iiKlS1p0Ez9O5FhofVYhLZTYDPUy 95U/M/rpCa6DDImk9RQSeaLopQjE6Pp36jPFCW Gjy3BRDF7KyJDrDAxNp2FLaGYlGwo3nIEq8Sv Va+q7u1FpVHL0ynCCZzCOXhQhwbcQBN8IDCAF3 iFN+fZeXc+nM95a8HJZ45hAc7XL3Rek+o=</la texit><latexit sha1_base6 4="tic8FxZSS/bpM8NA/0VyM/tYzQI=">AAAB+ XicbVA9TwJBEJ3DL8Qv1NJmIzGxInfEBO1IbC wxeoKBC9lb9mDD7t5ld8+EnPwEW+2tjK2/xtZf 4gJXCPiSSV7em8nMvDDhTBvX/XYKa+sbm1vF7d LO7t7+Qfnw6EHHqSLUJzGPVTvEmnImqW+Y4bS dKIpFyGkrHF1P/dYTVZrF8t6MExoIPJAsYgQbK 9099rxeueJW3RnQKvFyUoEczV75p9uPSSqoNI RjrTuem5ggw8owwumk1E01TTAZ4QHtWCqxoDrI ZqdO0JlV+iiKlS1p0Ez9O5FhofVYhLZTYDPUy 95U/M/rpCa6DDImk9RQSeaLopQjE6Pp36jPFCW Gjy3BRDF7KyJDrDAxNp2FLaGYlGwo3nIEq8Sv Va+q7u1FpVHL0ynCCZzCOXhQhwbcQBN8IDCAF3 iFN+fZeXc+nM95a8HJZ45hAc7XL3Rek+o=</la texit><latexit sha1_base6 4="tic8FxZSS/bpM8NA/0VyM/tYzQI=">AAAB+ XicbVA9TwJBEJ3DL8Qv1NJmIzGxInfEBO1IbC wxeoKBC9lb9mDD7t5ld8+EnPwEW+2tjK2/xtZf 4gJXCPiSSV7em8nMvDDhTBvX/XYKa+sbm1vF7d LO7t7+Qfnw6EHHqSLUJzGPVTvEmnImqW+Y4bS dKIpFyGkrHF1P/dYTVZrF8t6MExoIPJAsYgQbK 9099rxeueJW3RnQKvFyUoEczV75p9uPSSqoNI RjrTuem5ggw8owwumk1E01TTAZ4QHtWCqxoDrI ZqdO0JlV+iiKlS1p0Ez9O5FhofVYhLZTYDPUy 95U/M/rpCa6DDImk9RQSeaLopQjE6Pp36jPFCW Gjy3BRDF7KyJDrDAxNp2FLaGYlGwo3nIEq8Sv Va+q7u1FpVHL0ynCCZzCOXhQhwbcQBN8IDCAF3 iFN+fZeXc+nM95a8HJZ45hAc7XL3Rek+o=</la texit>
Y1 = F1(X1, X2, Z1)
<latexit sha1_base6 4="CDyTbgC4ux8rfVhU+mHlaDU/VAg=">AAACD nicbVDLSsNAFJ34rPUVFdy4GSxChVIyRVAXQk EQlxWMjbYhTKaTdujkwcxEKLEf4S+41b0rcesv uPVLnLZZ2NYDFw7n3Mu5HD/hTCrL+jYWFpeWV1 YLa8X1jc2tbXNn907GqSDUJjGPheNjSTmLqK2 Y4tRJBMWhz2nT71+O/OYjFZLF0a0aJNQNcTdiA SNYackz9+89dHHlobLjoQp0vFoFPnjo2DNLVt UaA84TlJMSyNHwzJ92JyZpSCNFOJayhaxEuRkW ihFOh8V2KmmCSR93aUvTCIdUutn4/yE80koHB rHQEyk4Vv9eZDiUchD6ejPEqidnvZH4n9dKVXD mZixKUkUjMgkKUg5VDEdlwA4TlCg+0AQTwfSv kPSwwETpyqZS/HBY1KWg2QrmiV2rnletm5NS3c rbKYADcAjKAIFTUAfXoAFsQMATeAGv4M14Nt6N D+Nzsrpg5Dd7YArG1y9Xf5mO</latexit><latexit sha1_base6 4="CDyTbgC4ux8rfVhU+mHlaDU/VAg=">AAACD nicbVDLSsNAFJ34rPUVFdy4GSxChVIyRVAXQk EQlxWMjbYhTKaTdujkwcxEKLEf4S+41b0rcesv uPVLnLZZ2NYDFw7n3Mu5HD/hTCrL+jYWFpeWV1 YLa8X1jc2tbXNn907GqSDUJjGPheNjSTmLqK2 Y4tRJBMWhz2nT71+O/OYjFZLF0a0aJNQNcTdiA SNYackz9+89dHHlobLjoQp0vFoFPnjo2DNLVt UaA84TlJMSyNHwzJ92JyZpSCNFOJayhaxEuRkW ihFOh8V2KmmCSR93aUvTCIdUutn4/yE80koHB rHQEyk4Vv9eZDiUchD6ejPEqidnvZH4n9dKVXD mZixKUkUjMgkKUg5VDEdlwA4TlCg+0AQTwfSv kPSwwETpyqZS/HBY1KWg2QrmiV2rnletm5NS3c rbKYADcAjKAIFTUAfXoAFsQMATeAGv4M14Nt6N D+Nzsrpg5Dd7YArG1y9Xf5mO</latexit><latexit sha1_base6 4="CDyTbgC4ux8rfVhU+mHlaDU/VAg=">AAACD nicbVDLSsNAFJ34rPUVFdy4GSxChVIyRVAXQk EQlxWMjbYhTKaTdujkwcxEKLEf4S+41b0rcesv uPVLnLZZ2NYDFw7n3Mu5HD/hTCrL+jYWFpeWV1 YLa8X1jc2tbXNn907GqSDUJjGPheNjSTmLqK2 Y4tRJBMWhz2nT71+O/OYjFZLF0a0aJNQNcTdiA SNYackz9+89dHHlobLjoQp0vFoFPnjo2DNLVt UaA84TlJMSyNHwzJ92JyZpSCNFOJayhaxEuRkW ihFOh8V2KmmCSR93aUvTCIdUutn4/yE80koHB rHQEyk4Vv9eZDiUchD6ejPEqidnvZH4n9dKVXD mZixKUkUjMgkKUg5VDEdlwA4TlCg+0AQTwfSv kPSwwETpyqZS/HBY1KWg2QrmiV2rnletm5NS3c rbKYADcAjKAIFTUAfXoAFsQMATeAGv4M14Nt6N D+Nzsrpg5Dd7YArG1y9Xf5mO</latexit>
TWC with 
Memory
(b)
MA/DB TWC
User 1
User 2
User 3
X3
<latexit sha1_base64="x LSsb89Kx+PPVTd6iMyREei9vUI=">AAAB+XicbVA9TwJ BEJ3DL8Qv1NJmIzGxIndIonYkNpYYPSGBC9lb9mDD7t5 ld8+EnPwEW+2tjK2/xtZf4gJXCPiSSV7em8nMvDDhTBvX /XYKa+sbm1vF7dLO7t7+Qfnw6FHHqSLUJzGPVTvEmnIm qW+Y4bSdKIpFyGkrHN1M/dYTVZrF8sGMExoIPJAsYgQbK 923exe9csWtujOgVeLlpAI5mr3yT7cfk1RQaQjHWnc8N zFBhpVhhNNJqZtqmmAywgPasVRiQXWQzU6doDOr9FEUK 1vSoJn6dyLDQuuxCG2nwGaol72p+J/XSU10FWRMJqmhks wXRSlHJkbTv1GfKUoMH1uCiWL2VkSGWGFibDoLW0IxKd lQvOUIVolfq15X3bt6pVHL0ynCCZzCOXhwCQ24hSb4QGA AL/AKb86z8+58OJ/z1oKTzxzDApyvX3Xvk+s=</latex it><latexit sha1_base64="x LSsb89Kx+PPVTd6iMyREei9vUI=">AAAB+XicbVA9TwJ BEJ3DL8Qv1NJmIzGxIndIonYkNpYYPSGBC9lb9mDD7t5 ld8+EnPwEW+2tjK2/xtZf4gJXCPiSSV7em8nMvDDhTBvX /XYKa+sbm1vF7dLO7t7+Qfnw6FHHqSLUJzGPVTvEmnIm qW+Y4bSdKIpFyGkrHN1M/dYTVZrF8sGMExoIPJAsYgQbK 923exe9csWtujOgVeLlpAI5mr3yT7cfk1RQaQjHWnc8N zFBhpVhhNNJqZtqmmAywgPasVRiQXWQzU6doDOr9FEUK 1vSoJn6dyLDQuuxCG2nwGaol72p+J/XSU10FWRMJqmhks wXRSlHJkbTv1GfKUoMH1uCiWL2VkSGWGFibDoLW0IxKd lQvOUIVolfq15X3bt6pVHL0ynCCZzCOXhwCQ24hSb4QGA AL/AKb86z8+58OJ/z1oKTzxzDApyvX3Xvk+s=</latex it><latexit sha1_base64="x LSsb89Kx+PPVTd6iMyREei9vUI=">AAAB+XicbVA9TwJ BEJ3DL8Qv1NJmIzGxIndIonYkNpYYPSGBC9lb9mDD7t5 ld8+EnPwEW+2tjK2/xtZf4gJXCPiSSV7em8nMvDDhTBvX /XYKa+sbm1vF7dLO7t7+Qfnw6FHHqSLUJzGPVTvEmnIm qW+Y4bSdKIpFyGkrHN1M/dYTVZrF8sGMExoIPJAsYgQbK 923exe9csWtujOgVeLlpAI5mr3yT7cfk1RQaQjHWnc8N zFBhpVhhNNJqZtqmmAywgPasVRiQXWQzU6doDOr9FEUK 1vSoJn6dyLDQuuxCG2nwGaol72p+J/XSU10FWRMJqmhks wXRSlHJkbTv1GfKUoMH1uCiWL2VkSGWGFibDoLW0IxKd lQvOUIVolfq15X3bt6pVHL0ynCCZzCOXhwCQ24hSb4QGA AL/AKb86z8+58OJ/z1oKTzxzDApyvX3Xvk+s=</latex it>
Y3
<latexit sha1_base64="p 6ar3+KG8qLaWOfI+gztVY5LmIs=">AAAB+XicbVA9TwJ BEJ3DL8Qv1NJmIzGxIndoonYkNpYYPcHAhewte7Bhd++ yu2dCTn6CrfZWxtZfY+svcYErBHzJJC/vzWRmXphwpo3r fjuFldW19Y3iZmlre2d3r7x/8KDjVBHqk5jHqhViTTmT 1DfMcNpKFMUi5LQZDq8nfvOJKs1ieW9GCQ0E7ksWMYKNl e4eu2fdcsWtulOgZeLlpAI5Gt3yT6cXk1RQaQjHWrc9N zFBhpVhhNNxqZNqmmAyxH3atlRiQXWQTU8doxOr9FAUK 1vSoKn6dyLDQuuRCG2nwGagF72J+J/XTk10GWRMJqmhks wWRSlHJkaTv1GPKUoMH1mCiWL2VkQGWGFibDpzW0IxLt lQvMUIlolfq15V3dvzSr2Wp1OEIziGU/DgAupwAw3wgUA fXuAV3pxn5935cD5nrQUnnzmEOThfv3eEk+w=</latex it><latexit sha1_base64="p 6ar3+KG8qLaWOfI+gztVY5LmIs=">AAAB+XicbVA9TwJ BEJ3DL8Qv1NJmIzGxIndoonYkNpYYPcHAhewte7Bhd++ yu2dCTn6CrfZWxtZfY+svcYErBHzJJC/vzWRmXphwpo3r fjuFldW19Y3iZmlre2d3r7x/8KDjVBHqk5jHqhViTTmT 1DfMcNpKFMUi5LQZDq8nfvOJKs1ieW9GCQ0E7ksWMYKNl e4eu2fdcsWtulOgZeLlpAI5Gt3yT6cXk1RQaQjHWrc9N zFBhpVhhNNxqZNqmmAyxH3atlRiQXWQTU8doxOr9FAUK 1vSoKn6dyLDQuuRCG2nwGagF72J+J/XTk10GWRMJqmhks wWRSlHJkaTv1GPKUoMH1mCiWL2VkQGWGFibDpzW0IxLt lQvMUIlolfq15V3dvzSr2Wp1OEIziGU/DgAupwAw3wgUA fXuAV3pxn5935cD5nrQUnnzmEOThfv3eEk+w=</latex it><latexit sha1_base64="p 6ar3+KG8qLaWOfI+gztVY5LmIs=">AAAB+XicbVA9TwJ BEJ3DL8Qv1NJmIzGxIndoonYkNpYYPcHAhewte7Bhd++ yu2dCTn6CrfZWxtZfY+svcYErBHzJJC/vzWRmXphwpo3r fjuFldW19Y3iZmlre2d3r7x/8KDjVBHqk5jHqhViTTmT 1DfMcNpKFMUi5LQZDq8nfvOJKs1ieW9GCQ0E7ksWMYKNl e4eu2fdcsWtulOgZeLlpAI5Gt3yT6cXk1RQaQjHWrc9N zFBhpVhhNNxqZNqmmAyxH3atlRiQXWQTU8doxOr9FAUK 1vSoKn6dyLDQuuRCG2nwGagF72J+J/XTk10GWRMJqmhks wWRSlHJkaTv1GPKUoMH1mCiWL2VkQGWGFibDpzW0IxLt lQvMUIlolfq15V3dvzSr2Wp1OEIziGU/DgAupwAw3wgUA fXuAV3pxn5935cD5nrQUnnzmEOThfv3eEk+w=</latex it>
Y2
<latexit sha1_base64="G uCiPJt2fmtfFc5wTVlTMOcL+ds=">AAAB+XicbVA9TwJ BEJ3DL8Qv1NJmIzGxInfEBO1IbCwxeoKBC9lb9mDD7t5 ld8+EnPwEW+2tjK2/xtZf4gJXCPiSSV7em8nMvDDhTBvX /XYKa+sbm1vF7dLO7t7+Qfnw6EHHqSLUJzGPVTvEmnIm qW+Y4bSdKIpFyGkrHF1P/dYTVZrF8t6MExoIPJAsYgQbK 9099mq9csWtujOgVeLlpAI5mr3yT7cfk1RQaQjHWnc8N zFBhpVhhNNJqZtqmmAywgPasVRiQXWQzU6doDOr9FEUK 1vSoJn6dyLDQuuxCG2nwGaol72p+J/XSU10GWRMJqmhks wXRSlHJkbTv1GfKUoMH1uCiWL2VkSGWGFibDoLW0IxKd lQvOUIVolfq15V3duLSqOWp1OEEziFc/CgDg24gSb4QGA AL/AKb86z8+58OJ/z1oKTzxzDApyvX3Xxk+s=</latex it><latexit sha1_base64="G uCiPJt2fmtfFc5wTVlTMOcL+ds=">AAAB+XicbVA9TwJ BEJ3DL8Qv1NJmIzGxInfEBO1IbCwxeoKBC9lb9mDD7t5 ld8+EnPwEW+2tjK2/xtZf4gJXCPiSSV7em8nMvDDhTBvX /XYKa+sbm1vF7dLO7t7+Qfnw6EHHqSLUJzGPVTvEmnIm qW+Y4bSdKIpFyGkrHF1P/dYTVZrF8t6MExoIPJAsYgQbK 9099mq9csWtujOgVeLlpAI5mr3yT7cfk1RQaQjHWnc8N zFBhpVhhNNJqZtqmmAywgPasVRiQXWQzU6doDOr9FEUK 1vSoJn6dyLDQuuxCG2nwGaol72p+J/XSU10GWRMJqmhks wXRSlHJkbTv1GfKUoMH1uCiWL2VkSGWGFibDoLW0IxKd lQvOUIVolfq15V3duLSqOWp1OEEziFc/CgDg24gSb4QGA AL/AKb86z8+58OJ/z1oKTzxzDApyvX3Xxk+s=</latex it><latexit sha1_base64="G uCiPJt2fmtfFc5wTVlTMOcL+ds=">AAAB+XicbVA9TwJ BEJ3DL8Qv1NJmIzGxInfEBO1IbCwxeoKBC9lb9mDD7t5 ld8+EnPwEW+2tjK2/xtZf4gJXCPiSSV7em8nMvDDhTBvX /XYKa+sbm1vF7dLO7t7+Qfnw6EHHqSLUJzGPVTvEmnIm qW+Y4bSdKIpFyGkrHF1P/dYTVZrF8t6MExoIPJAsYgQbK 9099mq9csWtujOgVeLlpAI5mr3yT7cfk1RQaQjHWnc8N zFBhpVhhNNJqZtqmmAywgPasVRiQXWQzU6doDOr9FEUK 1vSoJn6dyLDQuuxCG2nwGaol72p+J/XSU10GWRMJqmhks wXRSlHJkbTv1GfKUoMH1uCiWL2VkSGWGFibDoLW0IxKd lQvOUIVolfq15V3duLSqOWp1OEEziFc/CgDg24gSb4QGA AL/AKb86z8+58OJ/z1oKTzxzDApyvX3Xxk+s=</latex it>
X1
<latexit sha1_base64="Y FmmxWWKjTgn1UJesHcUr9B39Ho=">AAAB+XicbVBNS8N AEJ3Ur1q/qh69LBbBU0mKoN4KXjxWNLbQhrLZbtqlu5u wuxFC7E/wqndP4tVf49Vf4rbNwbY+GHi8N8PMvDDhTBvX /XZKa+sbm1vl7crO7t7+QfXw6FHHqSLUJzGPVSfEmnIm qW+Y4bSTKIpFyGk7HN9M/fYTVZrF8sFkCQ0EHkoWMYKNl e47fa9frbl1dwa0SryC1KBAq1/96Q1ikgoqDeFY667nJ ibIsTKMcDqp9FJNE0zGeEi7lkosqA7y2akTdGaVAYpiZ UsaNFP/TuRYaJ2J0HYKbEZ62ZuK/3nd1ERXQc5kkhoqyX xRlHJkYjT9Gw2YosTwzBJMFLO3IjLCChNj01nYEopJxY biLUewSvxG/bru3l3Umo0inTKcwCmcgweX0IRbaIEPBIb wAq/w5jw7786H8zlvLTnFzDEswPn6BXLJk+k=</latex it><latexit sha1_base64="Y FmmxWWKjTgn1UJesHcUr9B39Ho=">AAAB+XicbVBNS8N AEJ3Ur1q/qh69LBbBU0mKoN4KXjxWNLbQhrLZbtqlu5u wuxFC7E/wqndP4tVf49Vf4rbNwbY+GHi8N8PMvDDhTBvX /XZKa+sbm1vl7crO7t7+QfXw6FHHqSLUJzGPVSfEmnIm qW+Y4bSTKIpFyGk7HN9M/fYTVZrF8sFkCQ0EHkoWMYKNl e47fa9frbl1dwa0SryC1KBAq1/96Q1ikgoqDeFY667nJ ibIsTKMcDqp9FJNE0zGeEi7lkosqA7y2akTdGaVAYpiZ UsaNFP/TuRYaJ2J0HYKbEZ62ZuK/3nd1ERXQc5kkhoqyX xRlHJkYjT9Gw2YosTwzBJMFLO3IjLCChNj01nYEopJxY biLUewSvxG/bru3l3Umo0inTKcwCmcgweX0IRbaIEPBIb wAq/w5jw7786H8zlvLTnFzDEswPn6BXLJk+k=</latex it><latexit sha1_base64="Y FmmxWWKjTgn1UJesHcUr9B39Ho=">AAAB+XicbVBNS8N AEJ3Ur1q/qh69LBbBU0mKoN4KXjxWNLbQhrLZbtqlu5u wuxFC7E/wqndP4tVf49Vf4rbNwbY+GHi8N8PMvDDhTBvX /XZKa+sbm1vl7crO7t7+QfXw6FHHqSLUJzGPVSfEmnIm qW+Y4bSTKIpFyGk7HN9M/fYTVZrF8sFkCQ0EHkoWMYKNl e47fa9frbl1dwa0SryC1KBAq1/96Q1ikgoqDeFY667nJ ibIsTKMcDqp9FJNE0zGeEi7lkosqA7y2akTdGaVAYpiZ UsaNFP/TuRYaJ2J0HYKbEZ62ZuK/3nd1ERXQc5kkhoqyX xRlHJkYjT9Gw2YosTwzBJMFLO3IjLCChNj01nYEopJxY biLUewSvxG/bru3l3Umo0inTKcwCmcgweX0IRbaIEPBIb wAq/w5jw7786H8zlvLTnFzDEswPn6BXLJk+k=</latex it>
X2
<latexit sha1_base64="z 9woKxPF/9KQj+pHdIfTvhZ+Gic=">AAAB+XicbVBNS8N AEJ3Ur1q/qh69LBbBU0mKoN4KXjxWNLbQhrLZbtqlu5u wuxFC7E/wqndP4tVf49Vf4rbNwbY+GHi8N8PMvDDhTBvX /XZKa+sbm1vl7crO7t7+QfXw6FHHqSLUJzGPVSfEmnIm qW+Y4bSTKIpFyGk7HN9M/fYTVZrF8sFkCQ0EHkoWMYKNl e47/Ua/WnPr7gxolXgFqUGBVr/60xvEJBVUGsKx1l3PT UyQY2UY4XRS6aWaJpiM8ZB2LZVYUB3ks1Mn6MwqAxTFy pY0aKb+ncix0DoToe0U2Iz0sjcV//O6qYmugpzJJDVUkv miKOXIxGj6NxowRYnhmSWYKGZvRWSEFSbGprOwJRSTig 3FW45glfiN+nXdvbuoNRtFOmU4gVM4Bw8uoQm30AIfCAz hBV7hzXl23p0P53PeWnKKmWNYgPP1C3Rck+o=</latex it><latexit sha1_base64="z 9woKxPF/9KQj+pHdIfTvhZ+Gic=">AAAB+XicbVBNS8N AEJ3Ur1q/qh69LBbBU0mKoN4KXjxWNLbQhrLZbtqlu5u wuxFC7E/wqndP4tVf49Vf4rbNwbY+GHi8N8PMvDDhTBvX /XZKa+sbm1vl7crO7t7+QfXw6FHHqSLUJzGPVSfEmnIm qW+Y4bSTKIpFyGk7HN9M/fYTVZrF8sFkCQ0EHkoWMYKNl e47/Ua/WnPr7gxolXgFqUGBVr/60xvEJBVUGsKx1l3PT UyQY2UY4XRS6aWaJpiM8ZB2LZVYUB3ks1Mn6MwqAxTFy pY0aKb+ncix0DoToe0U2Iz0sjcV//O6qYmugpzJJDVUkv miKOXIxGj6NxowRYnhmSWYKGZvRWSEFSbGprOwJRSTig 3FW45glfiN+nXdvbuoNRtFOmU4gVM4Bw8uoQm30AIfCAz hBV7hzXl23p0P53PeWnKKmWNYgPP1C3Rck+o=</latex it><latexit sha1_base64="z 9woKxPF/9KQj+pHdIfTvhZ+Gic=">AAAB+XicbVBNS8N AEJ3Ur1q/qh69LBbBU0mKoN4KXjxWNLbQhrLZbtqlu5u wuxFC7E/wqndP4tVf49Vf4rbNwbY+GHi8N8PMvDDhTBvX /XZKa+sbm1vl7crO7t7+QfXw6FHHqSLUJzGPVSfEmnIm qW+Y4bSTKIpFyGk7HN9M/fYTVZrF8sFkCQ0EHkoWMYKNl e47/Ua/WnPr7gxolXgFqUGBVr/60xvEJBVUGsKx1l3PT UyQY2UY4XRS6aWaJpiM8ZB2LZVYUB3ks1Mn6MwqAxTFy pY0aKb+ncix0DoToe0U2Iz0sjcV//O6qYmugpzJJDVUkv miKOXIxGj6NxowRYnhmSWYKGZvRWSEFSbGprOwJRSTig 3FW45glfiN+nXdvbuoNRtFOmU4gVM4Bw8uoQm30AIfCAz hBV7hzXl23p0P53PeWnKKmWNYgPP1C3Rck+o=</latex it>
Y1
<latexit sha1_base64="t ic8FxZSS/bpM8NA/0VyM/tYzQI=">AAAB+XicbVA9TwJ BEJ3DL8Qv1NJmIzGxInfEBO1IbCwxeoKBC9lb9mDD7t5 ld8+EnPwEW+2tjK2/xtZf4gJXCPiSSV7em8nMvDDhTBvX /XYKa+sbm1vF7dLO7t7+Qfnw6EHHqSLUJzGPVTvEmnIm qW+Y4bSdKIpFyGkrHF1P/dYTVZrF8t6MExoIPJAsYgQbK 9099rxeueJW3RnQKvFyUoEczV75p9uPSSqoNIRjrTuem 5ggw8owwumk1E01TTAZ4QHtWCqxoDrIZqdO0JlV+iiKl S1p0Ez9O5FhofVYhLZTYDPUy95U/M/rpCa6DDImk9RQSe aLopQjE6Pp36jPFCWGjy3BRDF7KyJDrDAxNp2FLaGYlG wo3nIEq8SvVa+q7u1FpVHL0ynCCZzCOXhQhwbcQBN8IDC AF3iFN+fZeXc+nM95a8HJZ45hAc7XL3Rek+o=</latex it><latexit sha1_base64="t ic8FxZSS/bpM8NA/0VyM/tYzQI=">AAAB+XicbVA9TwJ BEJ3DL8Qv1NJmIzGxInfEBO1IbCwxeoKBC9lb9mDD7t5 ld8+EnPwEW+2tjK2/xtZf4gJXCPiSSV7em8nMvDDhTBvX /XYKa+sbm1vF7dLO7t7+Qfnw6EHHqSLUJzGPVTvEmnIm qW+Y4bSdKIpFyGkrHF1P/dYTVZrF8t6MExoIPJAsYgQbK 9099rxeueJW3RnQKvFyUoEczV75p9uPSSqoNIRjrTuem 5ggw8owwumk1E01TTAZ4QHtWCqxoDrIZqdO0JlV+iiKl S1p0Ez9O5FhofVYhLZTYDPUy95U/M/rpCa6DDImk9RQSe aLopQjE6Pp36jPFCWGjy3BRDF7KyJDrDAxNp2FLaGYlG wo3nIEq8SvVa+q7u1FpVHL0ynCCZzCOXhQhwbcQBN8IDC AF3iFN+fZeXc+nM95a8HJZ45hAc7XL3Rek+o=</latex it><latexit sha1_base64="t ic8FxZSS/bpM8NA/0VyM/tYzQI=">AAAB+XicbVA9TwJ BEJ3DL8Qv1NJmIzGxInfEBO1IbCwxeoKBC9lb9mDD7t5 ld8+EnPwEW+2tjK2/xtZf4gJXCPiSSV7em8nMvDDhTBvX /XYKa+sbm1vF7dLO7t7+Qfnw6EHHqSLUJzGPVTvEmnIm qW+Y4bSdKIpFyGkrHF1P/dYTVZrF8t6MExoIPJAsYgQbK 9099rxeueJW3RnQKvFyUoEczV75p9uPSSqoNIRjrTuem 5ggw8owwumk1E01TTAZ4QHtWCqxoDrIZqdO0JlV+iiKl S1p0Ez9O5FhofVYhLZTYDPUy95U/M/rpCa6DDImk9RQSe aLopQjE6Pp36jPFCWGjy3BRDF7KyJDrDAxNp2FLaGYlG wo3nIEq8SvVa+q7u1FpVHL0ynCCZzCOXhQhwbcQBN8IDC AF3iFN+fZeXc+nM95a8HJZ45hAc7XL3Rek+o=</latex it>
(c)
Fig. 1: Block diagrams of the two-way networks considered: (a) point-to-point memoryless TWC
with two channel inputs X1 and X2 and two channel outputs Y1 and Y2; (b) point-to-point TWC
with memory, where F1 and F2 are deterministic functions and (Z1, Z2) is a channel noise pair
generated from a joint stationary and ergodic process; (c) three-user memoryless MA/DB TWC,
where Xi and Yi respectively denote channel input and output at user j for j = 1, 2, 3.
dependency among channel inputs, were proposed to refine Shannon’s result. Moreover, methods
to efficiently utilize TWCs were investigated by studying the role of feedback [15]. In [16],
directed mutual information [17], which is widely used in the study of one-way channels with
feedback [18]-[22], was used to characterize the capacity of TWCs, but the obtained multi-letter
expressions are often not computable. Recently, Shannon’s random coding scheme was shown
to be optimal in several deterministic multi-users TWC settings [23] such as MA/BC, Z, and
interference TWCs, hence finding the channel capacity in these cases. An additional capacity
result for deterministic interference TWCs was derived in [24]. For TWCs with memory, Shannon
provided an multi-letter capacity characterization in [3, Sec. 16] which in general is incalculable.
B. Related Work
Channel symmetry properties, which are extensively investigated to simplify the computation
of the capacity of one-way channels, play a key role in determining the capacity region for
TWCs. The first channel symmetry property for TWCs was proposed by Shannon [3, Sec. 12].
Let [PY1,Y2|X1,X2(·, ·|·, ·)] denote the channel transition matrix of a two-user discrete memoryless
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4TWC, where Xj and Yj denote the channel input and output at user j, respectively. Shannon
gave two permutation invariance conditions on [PY1,Y2|X1,X2(·, ·|·, ·)] which guarantee the equality
of his inner and outer bounds (see Propositions 1 and 2 in Section II for details). A recent work
[25] by Chaaban, Varshney, and Alouini (CVA) presented another tightness condition, where the
channel symmetry property is given in terms of conditional entropies for the marginal channel
distribution [PYj |X1,X2(·|·, ·)] (see Proposition 3).
The above conditions delineate classes of two-user TWCs for which Shannon’s capacity inner
bound is tight, hence exactly yielding their capacity region. Examples include Gaussian TWCs
[12], q-ary additive-noise TWCs [1], and more general channel models such as injective semi-
deterministic TWCs (ISD-TWCs) [25], Cauchy [25] and exponential family type TWCs [26].
It is worth mentioning that Hekstra and Willems [14] also presented a condition under which
Shannon’s inner bound is tight. However, their result is only valid for single-output memoryless
TWCs such as Blackwell’s binary multiplier channel [3, Sec. 13].
For three-user MA/BC memoryless TWCs, Cheng and Devroye [23] investigated a class of
symmetric TWCs. In particular, they considered deterministic, invertible, and alphabet-restricted
MA/BC TWCs, proving that Shannon’s inner bound is tight for that class of channels. However,
to the best of our knowledge, symmetry properties for TWCs beyond these have not been
investigated. It is also important to point out that two-user TWCs with memory are not well
understood either.
C. A Motivational Example and Proposed Approach
Consider a point-to-point binary-input and binary-output memoryless TWC with transition
probability
[PY1,Y2|X1,X2(·, ·|·, ·)] =


00 01 10 11
00 0.783 0.087 0.117 0.013
01 0.0417 0.3753 0.0583 0.5247
10 0.261 0.609 0.039 0.091
11 0.2919 0.1251 0.4081 0.1749


.
The corresponding marginal channel transition matrices are
[PY2|X1,X2(·|·, 0)] =

0.9 0.1
0.3 0.7

 , [PY1|X1,X2(·|0, ·)] =

 0.87 0.13
0.417 0.583

 ,
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5[PY2|X1,X2(·|·, 1)] =

0.1 0.9
0.7 0.3

 , [PY1|X1,X2(·|1, ·)] =

 0.87 0.13
0.417 0.583

 .
A thorough examination reveals that for this TWC Shannon’s inner bound is actually exact due
to the symmetric structures of the channel’s marginal transition matrices. However, none of the
previously proposed symmetry conditions in the literature are satisfied.
We address this problem by viewing a TWC as two state-dependent one-way channels [3],
[27]. Taking the two-user setting as an example, the state-dependent one-way channel from
user 1 to 2 has input X1, output Y2, state X2, and transition matrix given by [PY2|X1,X2(·|·, ·)];
similarly, the one-way channel [PY1|X1,X2(·|·, ·)] in the reverse direction has input X2, output Y1,
and channel state X1. Note that this viewpoint
1 may also be useful for all previously mentioned
two-way networks. Another useful tool is the rich set of symmetry concepts for single-user one-
way channels.2 From this perspective, the two one-way channels now interact with each other
through the channel states. Clearly, this interaction could improve bi-directional transmission
rates by making use of adaptive coding.
Our approach is to study symmetry properties for state-dependent one-way channels that
imply that the capacity cannot be increased with the availability of channel state information
at the transmitter (in addition to the receiver). Such properties can potentially render interactive
adaptive coding useless in terms of enlarging TWC capacity. In the two-user memoryless set-
ting, we develop the following two important channel symmetry notions. The common optimal
input distribution condition identifies a state-dependent one-way channel that has an identical
capacity-achieving input distribution for all channel states. The invariance of input-output mutual
information condition then identifies a state-dependent one-way channel that produces the same
input-output mutual information for all channel states under any fixed input distribution. If a
TWC satisfies both conditions, one for each direction of the two-way transmission, the optimal
transmission scheme of one user is irrelevant to the other user’s transmission scheme, implying
that the interaction between the users does not increase their transmission rates and hence channel
capacity. In fact, the preceding motivational example illustrates this. More formally, we can prove
1Another viewpoint for two-user TWCs is based on compound MACs, see [28, Problem 14.11] and [29].
2Channel symmetry properties for single-user one-way memoryless channels can be roughly classified into two types. One
type focuses on the structure of the channel transition probability such as Gallager symmetric channels [30], weakly symmetric
and symmetric channels [31], and quasi-symmetric channels [32]. The other type aims at the invariance of information quantities
including T -symmetric channels [33] and channels with input-invariance symmetry [34].
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6that under certain symmetry properties (identified by the derived conditions), any rate pair inside
Shannon’s outer bound region is always contained in the inner bound region, implying that the
latter bound is tight.
Furthermore, it should be expected that validating generalized channel symmetry properties
can be a very complex procedure. However, we show that such a verification can be greatly
simplified for some TWCs. For instance, the channel transition matrices [PY1|X1,X2(·|·, 0)] and
[PY1|X1,X2(·|·, 1)] in the above example are column permutations of each other and the matrices
[PY1|X1,X2(·|0, ·)] and [PY1|X1,X2(·|1, ·)] are identical. It turns out (as we will see later) that these
two symmetry properties imply that Shannon’s inner bound is tight. Therefore, we not only seek
general conditions but also look for conditions which are simple to verify.
D. Contributions
Most of the conditions that we establish in this paper comprise two parts, one for each direction
of the two-way transmission. Our contributions are summarized as follows.
• Point-to-Point Memoryless TWCs: seven sufficient conditions (Theorems 1-4 and Corol-
laries 1-3) guaranteeing that Shannon’s inner and outer bounds coincide are derived. Three of
these are shown to be substantial generalizations of the Shannon and CVA conditions (The-
orems 5-7); our simplest condition can be verified by only observing the channel marginal
distributions. Moreover, the capacity region of q-ary additive-noise TWCs with erasures, which
subsume several classical TWCs, is fully characterized by our conditions. Several examples
illustrating the difference between these conditions are provided. We also refine Shannon’s result
(Propositions 4-5) and show that the CVA condition is a strict generalization of the Shannon
condition (Theorem 8), thus answering a question raised in [25].
• Point-to-Point TWCs with Memory: inner and outer bounds for the capacity of TWCs with
memory under certain invertibility and alphabet size constraints are derived (Lemmas 1-3 and
Corollaries 4-7). Two sufficient conditions for the tightness of the bounds are given (Theorems 9
and 10). The first condition is derived for TWCs with strict invertibility and alphabet size con-
straints, characterizing channel capacity in single-letter form. The other condition is specialized
for injective semi-deterministic TWCs with memory.3 We also illustrate via a simple example
3ISD-TWC model with memoryless noise were introduced in [25]. Here, we merely extend this setting by allowing noise
processes with memory.
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2
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1
Fig. 2: The information flow of two-way transmission.
that when the channel’s memory is strong, Shannon random coding scheme does not achieve
capacity and adaptive coding is useful.
• Three-User Memoryless MA/DB TWCs: we establish inner and outer capacity bounds for
MA/DB TWCs (Theorems 11 and 12) where both bounds admit a common rate expression but
have different input distribution requirements. Three sufficient conditions (based on different
techniques) for these bounds to coincide are established (Theorems 13-15). The first condition
involves the existence of independent inputs that can achieve the outer bound (similar to the
CVA approach). The second condition is derived from the viewpoint of two interacting state-
dependent one-way channels. The last one focuses on the permutation invariance structure of
the channel transition matrix (mirroring the Shannon symmetry method). The obtained results
extend the results in [23] and readily provide the capacity region for a larger class of MA/DB
TWCs.
The rest of the paper is organized as follows. In Section II, point-to-point memoryless TWCs
are investigated. TWCs with memory are studied in Section III, and memoryless MA/DB TWCs
are examined in Section IV. Concluding remarks are given in Section V.
II. POINT-TO-POINT MEMORYLESS TWCS
In this section, we study two-user memoryless two-way networks. We first formally describe
the model and review prior results in Sections II-A and II-B, respectively. New symmetry
conditions are derived in Section II-C, and we demonstrate how to apply these conditions
to finding the channel capacity in Section II-D. Comparisons between prior results and our
conditions are also presented in Section II-E, and the relationship between Shannon’s condition
and the CVA condition is examined in Section II-F.
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8A. Channel Model and Preliminaries
In point-to-point two-way communication as shown in Fig. 2, two users exchange messages
M1 and M2 via n channel uses. Here, M1 and M2 are assumed to be independent and uniformly
distributed on the finite sets M1 , {1, 2, ..., 2
nR1} and M2 , {1, 2, ..., 2
nR2}, respectively, for
some R1, R2 ≥ 0. Let Xj and Yj be the channel input and output alphabets, respectively for
j = 1, 2. For i = 1, 2, . . . , n, let Xj,i ∈ Xj and Yj,i ∈ Yj denote the channel input and output of
user j at time i, respectively. The joint probability distribution of all random variables for the
entire transmission period is given by
PM1,M2,Xn1 ,Xn2 ,Y n1 ,Y n2 = PM1PM2
(
n∏
i=1
PX1,i,X2,i|M1,M2,Y i−11 ,Y
i−1
2
)
·
(
n∏
i=1
PY1,i,Y2,i|Xi1,Xi2,Y
i−1
1
,Y i−1
2
)
,
where X ij , (Xj,1, Xj,2, . . . , Xj,i) and Y
i
j , (Yj,1, Yj,2, . . . , Yj,i) for j = 1, 2. The n transmissions
over a point-to-point TWC can be then described by the sequence of conditional probabilities
{PY1,i,Y2,i|Xi1,Xi2,Y
i−1
1
,Y i−1
2
}ni=1.
Definition 1: An (n,R1, R2) code for a TWC consists of two message sets M1 = {1, 2, . . . ,
2nR1} andM2 = {1, 2, . . . , 2
nR2}, two sequences of encoding functions fn1 , (f1,1, f1,2, . . . , f1,n)
and fn2 , (f2,1, f2,2, . . . , f2,n) such that
f1,1 :M1 → X1, f1,i :M1 × Y
i−1
1 → X1
f2,1 :M2 → X2, f2,i :M2 × Y
i−1
2 → X2
for i = 2, 3, . . . , n, and two decoding functions g1 :M1×Y
n
1 →M2 and g2 :M2×Y
n
2 →M1.
When messages M1 and M2 are encoded, the channel inputs at time n = 1 are only functions
of the messages, given as Xj,1 = fj,1(Mj) for j = 1, 2, but the subsequent channel inputs are
adaptively generated by taking into account the previous channel outputs Y i−1j so that Xj,i =
fj,i(Mj , Y
i−1
j ) for i = 2, 3, . . . , n. After receiving n channel outputs, user j reconstructs Mk as
Mˆk = gj(Mj , Y
n
j ) for j, k = 1, 2 with j 6= k, and the probability of decoding error is defined as
P
(n)
e (fn1 , f
n
2 , g1, g2) = Pr{Mˆ1 6= M1 or Mˆ2 6= M2}.
Definition 2: A rate pair (R1, R2) is said to be achievable if there exists a sequence of
(n,R1, R2) codes with limn→∞ P
(n)
e = 0.
Definition 3: The capacity region C of a point-to-point TWC is defined as the closure of the
convex hull of all achievable rate pairs.
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9A point-to-point TWC is said to be memoryless if its transition probabilities satisfy
PY1,i,Y2,i|Xi1,Xi2,Y
i−1
1
,Y i−1
2
= PY1,Y2|X1,X2 (1)
for all i ≥ 1. For a memoryless TWC with transition probability PY1,Y2|X1,X2 and input distribution
PX1,X2 , let R(PX1,X2, PY1,Y2|X1,X2) denote the set of all rate pairs (R1, R2) constrained by
R1 ≤ I(X1; Y2|X2) and R2 ≤ I(X2; Y1|X1). (2)
In [3], Shannon showed that the capacity region of a discrete memoryless point-to-point TWC
is inner bounded by
CI(PY1,Y2|X1,X2) , co

 ⋃
PX1PX2
R(PX1PX2 , PY1,Y2|X1,X2)

 ,
and outer bounded by
CO(PY1,Y2|X1,X2) , co

 ⋃
PX1,X2
R(PX1,X2 , PY1,Y2|X1,X2)

 ,
where co(·) denotes taking the closure of the convex hull. In general, CI and CO are not matched
to each other, but if they coincide, then the exact capacity region is obtained. Our objective is to
develop general conditions under which the two bounds coincide. We first review prior results.
B. Prior Results
In this section, the Shannon [3] and CVA [25] conditions that imply the equality of CI and CO
are summarized. In short, the Shannon condition focuses on the permutation invariance structure
of the channel transition matrix [PY1,Y2|X1,X2(·, ·|·, ·)], while the CVA condition involves the
existence of independent inputs which can achieve the outer bound. For a finite set A, let
πA : A → A denote a permutation (bijection), and for any two symbols a′ and a′′ in A, let
τAa′,a′′ : A → A denote the transposition which swaps a
′ and a′′ in A, but leaves the other symbols
unaffected. Moreover, let PX,Z,Y = PXPZ|XPY |X,Z denote a probability distribution defined on
finite sets X , Y , and Z . We define the following two functionals for conditional entropies:
H(PX,Z , PY |X,Z) ,
∑
x,z,y
PX,Z(x, z)PY |X,Z(y|x, z) log
1
PY |X,Z(y|x, z)
and
H¯(PX , PZ|X, PY |X,Z) ,
∑
x,y
PX(x)PY |X(y|x) log
1
PY |X(y|x)
,
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where PY |X(y|x) =
∑
z PY |X,Z(y|x, z)PZ|X(z|x). In particular, if PX,Z = PXPZ , we define
H¯⊥(PX , PZ , PY |X,Z) ,
∑
x,y
PX(x)QY |X(y|x) log
1
QY |X(y|x)
,
where QY |X(y|x) =
∑
z PY |X,Z(y|x, z)PZ(z).
Given any joint input distribution PX1,X2 = PX2PX1|X2 = PX1PX2|X1 , we have the
identities H(Yj|X1, X2) = H(PX1,X2 , PYj |X1,X2), H(Y1|X1) = H¯(PX1 , PX2|X1, PY1|X1,X2), and
H(Y2|X2) = H¯(PX2, PX1|X2, PY2|X1,X2), where PYj |X1,X2 is a marginal probability of PY1,Y2|X1,X2
for j = 1, 2. Also, for any PX1,X2 = PX1PX2 , we have that H(Y1|X1) = H¯⊥(PX1 , PX2, PY1|X1,X2)
and H(Y2|X2) = H¯⊥(PX2 , PX1, PY2|X1,X2). Finally, let P(Xj) denote the set of all probability
distributions on Xj , and define P
U
Xj
as the uniform probability distribution on Xj for j = 1, 2.
Proposition 1 (Shannon’s One-Sided Symmetry Condition [3]): For a memoryless TWC with
transition probability PY1,Y2|X1,X2 , we have that C = CI = CO if for any pair of distinct input
symbols x′1, x
′′
1 ∈ X1, there exists a pair of permutations (π
Y1[x′1, x
′′
1], π
Y2[x′1, x
′′
1]) on Y1 and Y2,
respectively, (which depend on x′1 and x
′′
1) such that for all x1, x2, y1, y2,
PY1,Y2|X1,X2(y1, y2|x1, x2) = PY1,Y2|X1,X2(π
Y1 [x′1, x
′′
1](y1), π
Y2[x′1, x
′′
1](y2)|τ
X1
x′
1
,x′′
1
(x1), x2). (3)
Under this condition, the capacity region is given by
C(PY1,Y2|X1,X2) = co

⋃
PX2
R
(
PUX1PX2, PY1,Y2|X1,X2
) . (4)
In [3], the proof of Proposition 1 is only sketched. To make the paper self-contained and
facilitate the understanding of a technique used to derive one of our results (Theorem 15), we
provide a full proof in Appendix A. Note that Proposition 1 describes a channel symmetry
property with respect to the channel input of user 1, but an analogous condition can be obtained
by exchanging the roles of users 1 and 2. The proposition below immediately follows from
Proposition 1.
Proposition 2 (Shannon’s Two-Sided Symmetry Condition [3]): For a memoryless TWC with
transition probability PY1,Y2|X1,X2 , we have that C = CI = CO if the TWC satisfies the one-sided
symmetry condition with respect to both channel inputs. In this case, the capacity region is
rectangular and given by
C = R(PUX1P
U
X2
, PY1,Y2|X1,X2). (5)
In the following proposition we rephrase the CVA condition in a form that is more convenient
for our discussions.
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Proposition 3 (CVA Condition [25]): For a memoryless TWC with transition probability
PY1,Y2|X1,X2 , we have that C = CI = CO if for any PX1,X2 = PX2PX1|X2 = PX1PX2|X1
and j = 1, 2, H(PX2P˜X1|X2, PYj |X1,X2) does not depend on P˜X1|X2 given PX2 and there
exists P˜X1 ∈ P(X1) such that H¯⊥(P˜X1, PX2 , PY1|X1,X2) ≥ H¯(PX1, PX2|X1, PY1|X1,X2) and
H¯⊥(PX2 , P˜X1, PY2|X1,X2) ≥ H¯(PX2, PX1|X2, PY2|X1,X2). Under this condition, the capacity region
is given by
C = co

 ⋃
PX1PX2
R(PX1PX2 , PY1,Y2|X1,X2)

 .
Thus, if a TWC satisfies any one of the above conditions, the capacity region can be
determined by considering independent inputs: PX1,X2 = PX1PX2 . This result implies that
adaptive coding, where channel inputs are generated by interactively adapting to the previously
received signals, cannot improve the users’ achievable rates and that Shannon’s random coding
scheme is optimal. The class of memoryless ISD-TWCs [25] satisfies the CVA condition (but
do not necessarily satisfy the Shannon condition) and hence adaptive coding is useless for such
channels. A TWC with independent q-ary additive noise [1] is an example of a channel that
satisfies both the Shannon and CVA conditions. Although the CVA condition does not require any
permutation invariance on the channel marginal distribution PYj |X1,X2 , the invariance requirement
of H(PX2P˜X1|X2, PYj |X1,X2) in Proposition 3 does in fact impose a certain symmetry constraint
on PYj |X1,X2 . More details about these conditions will be provided in the proof of Theorem 7
and Section II-F.
C. Conditions for the Tightness of Shannon’s Inner and Outer Bounds
In this section, we present conditions that guarantee the tightness of Shannon’s inner bound
by considering a TWC as two interacting state-dependent one-way channels. For example, the
state-dependent one-way channel from user 1 to user 2 is governed by the marginal distribution
PY2|X1,X2 (derived from the channel probability PY1,Y2|X1,X2), where X1 and Y2 are respectively
the input and the output of the channel with state X2.
Let PX and PY |X be probability distributions on X and Y , respectively. To simplify the
presentation, we use
I(PX , PY |X) =
∑
x,y
PX(x)PY |X(y|x) log
PY |X(y|x)∑
x′ PX(x
′)PY |X(y|x′)
,
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as an alternative way of writing the mutual information I(X ; Y ) between input X (governed by
PX) and corresponding output Y of a channel with transition probability PY |X . A useful fact is
that I(·, ·) is concave in the first argument when the second argument is fixed. Moreover, the con-
ditional mutual information I(X1; Y2|X2 = x2) can be expressed as I(PX1|X2=x2, PY2|X1,X2=x2).
Since the TWC is viewed as two state-dependent one-way channels, each of the following
theorems consists of two conditions, one for each direction of the two-way transmission. By
symmetry, these theorems are valid if the roles of users 1 and 2 are swapped.
For simplicity, we will use I(l)(Xk; Yj|Xj) and H
(l)(Yj|X1, X2) to denote the conditional
mutual information and conditional entropy evaluated under input distribution P
(l)
X1,X2
for j, k =
1, 2 with j 6= k. For P
(l)
X1,X2
= P
(l)
Xj
P
(l)
Xk|Xj
with j 6= k, the conditional entropy H(l)(Yj|Xj) is
evaluated using the marginal distribution P
(l)
Yj |Xj
(yj|xj) =
∑
xk
P
(l)
Xk|Xj
(xk|xj)PYj |Xj ,Xk(yj|xj, xk).
Theorem 1: For a memoryless TWC, if conditions (i) and (ii) below are satisfied, then CI = CO.
(i) There exists P ∗X1 ∈ P(X1) such that argmaxPX1|X2=x2
I(X1; Y2|X2 = x2) = P
∗
X1
for all
x2 ∈ X2;
(ii) I(PX2 , PY1|X1=x1,X2) does not depend on x1 ∈ X1 for any fixed PX2 ∈ P(X2).
Proof: For any P
(1)
X1,X2
= P
(1)
X2
P
(1)
X1|X2
, let P
(2)
X1,X2
= P ∗X1P
(1)
X2
, where P ∗X1 is given by (i). In
light of (i), we have
I(1)(X1; Y2|X2) =
∑
x2
P
(1)
X2
(x2) · I
(1)(X1; Y2|X2 = x2) (6)
≤
∑
x2
P
(1)
X2
(x2) ·
[
max
PX1|X2=x2
I(X1; Y2|X2 = x2)
]
(7)
=
∑
x2
P
(1)
X2
(x2) · I(P
∗
X1
, PY2|X1,X2=x2) (8)
=
∑
x2
P
(1)
X2
(x2) · I
(2)(X1; Y2|X2 = x2) (9)
= I(2)(X1; Y2|X2). (10)
Moreover,
I(1)(X2; Y1|X1) =
∑
x1
P
(1)
X1
(x1) · I
(1)(X2; Y1|X1 = x1)
=
∑
x1
P
(1)
X1
(x1) · I(P
(1)
X2|X1=x1
, PY1|X1=x1,X2)
=
∑
x1
P
(1)
X1
(x1) · I(P
(1)
X2|X1=x1
, PY1|X1=x′1,X2) (11)
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≤ I
(∑
x1
P
(1)
X1
(x1)P
(1)
X2|X1
(x2|x1), PY1|X1=x′1,X2
)
(12)
= I(P
(1)
X2
, PY1|X1=x′1,X2)
=
∑
x′
1
P ∗X1(x
′
1) · I(P
(1)
X2
, PY1|X1=x′1,X2) (13)
= I(2)(X2; Y1|X1), (14)
where (11) holds by the invariance assumption in (ii) and x′1 ∈ X1 is arbitrary, (12) holds since
the functional I(·, ·) is concave in the first argument, and (13) is obtained from the invariance as-
sumption in (ii). Combining the above yieldsR(P
(1)
X1,X2
, PY1,Y2|X1,X2) ⊆ R(P
∗
X1
P
(1)
X2
, PY1,Y2|X1,X2),
which implies that CO ⊆ CI and hence CI = CO.
Remark 1: Instead of relying on the permutation invariance (row, column, or both) of
the channel transition matrix, the symmetry property in the theorem is characterized by a
combination of two symmetry properties for state-dependent one-way channels in terms of mutual
information: (1) common capacity-achieving input distribution; (2) invariance of input-output
mutual information.
A special case where condition (i) of Theorem 1 trivially holds is when each one-way channel
PY2|X1,X2=x2 , x2 ∈ X2, is T -symmetric
4 [33]; in this case we have P ∗X1 = P
U
X1
. This immediately
gives the following corollary.
Corollary 1: For a memoryless TWC, if conditions (i) and (ii) below are satisfied, then CI =
CO.
(i) All one-way channels governed by PY2|X1,X2=x2 are T -symmetric for all x2 ∈ X2;
(ii) I(PX2 , PY1|X1=x1,X2) does not depend on x1 ∈ X1 for any fixed PX2 ∈ P(X2).
We next apply condition (ii) of Theorem 1 for both directions of the two-way transmission.
Theorem 2: For a memoryless TWC, if conditions (i) and (ii) below are satisfied, then CI = CO.
(i) I(PX1 , PY2|X1,X2=x2) does not depend on x2 ∈ X2 for any fixed PX1 ∈ P(X1);
(ii) I(PX2 , PY1|X1=x1,X2) does not depend on x1 ∈ X1 for any fixed PX2 ∈ P(X2).
Proof: From conditions (i) and (ii), we know that maxPX1|X2=x2 I(X1; Y2|X2 = x2) has
a common maximizer P ∗X1 for all x2 ∈ X2 and that maxPX2|X1=x1 I(X2; Y1|X1 = x1) has a
common maximizer P ∗X2 for all x1 ∈ X1. For any P
(1)
X1,X2
= P
(1)
X1
P
(1)
X2|X1
, let P
(2)
X1,X2
= P ∗X1P
∗
X2
.
4A point-to-point one way channel is called T -symmetric if the optimal input distribution (that maximizes the channels’s
mutual information) is uniform.
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Using the same argument as in (6)-(10), we conclude that I(1)(X1; Y2|X2) ≤ I
(2)(X1; Y2|X2) and
I(1)(X2; Y1|X1) ≤ I
(2)(X2; Y1|X1). Thus, R(P
(1)
X1,X2
, PY1,Y2|X1,X2) ⊆ R(P
∗
X1
P ∗X2, PY1,Y2|X1,X2),
which yields CI = CO.
To verify condition (i) in Theorem 1, one should find optimal input distributions for the one-
way channel from user 1 to 2 for each state x2 ∈ X2, say, via the Blahut-Arimoto algorithm
[35]. In Corollary 1, this process is replaced by testing whether the uniform input distribution
is optimal via the Karush-Kuhn-Tucker (KKT) conditions for one-way channel capacity [30].
However, verifying condition (ii) in Theorem 1 (or Corollary 1) may necessitate the evaluation
of I(PX2 , PY1|X1,X2(·|x1, ·)) for all PX2 ∈ P(X2) and x1 ∈ X1. In practice, such a verification
is often complex, especially when the size of the input alphabet is large. Similar difficulties
arise when ascertaining the conditions of Theorem 2. In the following results, conditions that
are easier to check are presented.
Theorem 3: For a memoryless TWC, if conditions (i) and (ii) below are satisfied, then CI = CO.
(i) There exists P ∗X1 ∈ P(X1) such that argmaxPX1|X2=x2
I(X1; Y2|X2 = x2) = P
∗
X1
for all
x2 ∈ X2 and I(P
∗
X1
, PY2|X1,X2=x2) does not depend on x2 ∈ X2;
(ii) There exists P ∗X2 ∈ P(X2) such that argmaxPX2|X1=x1
I(X2; Y1|X1 = x1) = P
∗
X2
for all
x1 ∈ X1 and I(P
∗
X2
, PY1|X1=x1,X2) does not depend on x1 ∈ X1.
Proof: For any P
(1)
X1,X2
= P
(1)
X2
P
(1)
X1|X2
, consider P
(2)
X1,X2
= P ∗X1P
∗
X2
, where P ∗X1 and
P ∗X2 are given by (i) and (ii), respectively. Following the same steps as in (6)-(10), we
obtain I(1)(X1; Y2|X2) ≤ I
(2)(X1; Y2|X2). By a similar argument, we obtain the inequality
I(1)(X2; Y1|X1) ≤ I
(2)(X2; Y1|X1). Hence, R(P
(1)
X1,X2
, PY1,Y2|X1,X2) ⊆ R(P
∗
X1
P ∗X2, PY1,Y2|X1,X2)
which implies CI = CO.
Unlike condition (ii) of Theorem 1 and the conditions in Theorem 2, Theorem 3 only requires
checking the existence of a common maximizer and testing whether I(P ∗X1 , PY2|X1,X2=x2) is
invariant with respect to x2 ∈ X2 and I(P
∗
X2
, PY1|X1=x1,X2) is invariant with respect to x1 ∈ X1,
thus siginificantly reducing the validation computational complexity vis-a-vis Theorems 1 and 2.
The next two corollaries provide even simpler conditions. Let [PY2|X1,X2(·|·, x2)] denote the
transition matrix of the channel from users 1 to 2 when the input of user 2 is fixed to be x2. The
matrix [PY2|X1,X2(·|·, x2)] has size |X1| × |Y2| and its entry at the x1th row and y2th column is
PY2|X1,X2(y2|x1, x2). Similarly, let [PY2|X1,X2(·|x1, ·)] denote the transition matrix of the channel
from users 2 to 1 when the input of user 1 is fixed to be x1.
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Corollary 2: For a memoryless TWC, if conditions (i) and (ii) below are satisfied, then CI =
CO.
(i) The channel with transition matrix [PY2|X1,X2(·|·, x2)] is quasi-symmetric
5 for all x2 ∈ X2;
(ii) The matrices [PY1|X1,X2(·|x1, ·)], x1 ∈ X1, are column permutations of each other.
Proof: It suffices to show that conditions (i) and (ii) imply the conditions of Theorem 1.
Under condition (i), we obtain a common maximizer given by P ∗X1 = P
U
X1
since the optimal
input distribution for a quasi-symmetric channel is the uniform distribution [32]; this implies
condition (i) of Theorem 1. Furthermore, we observe that I(PX2 , PY1|X1,X2(·|x1, ·)) is invariant
with respect to column permutations of the transition matrix PY1|X1,X2(·|x1, ·) for given PX2 .
Since the matrices [PY1|X1,X2(·|x1, ·)], x1 ∈ X1, are column permutations of each other, we
conclude that I(PX2 , PY1|X1=x1,X2) does not depend on x1 ∈ X1 for any fixed PX2 ∈ P(X2),
which is the second condition of Theorem 1.
Corollary 3: For a memoryless TWC, if conditions (i) and (ii) below are satisfied, then CI =
CO.
(i) The matrices [PY2|X1,X2(·|·, x2)], x2 ∈ X2, are column permutations of each other;
(ii) The matrices [PY1|X1,X2(·|x1, ·)], x1 ∈ X1, are column permutations of each other.
Proof: It suffices to show that conditions (i) and (ii) imply the conditions of Theorem 2.
This can be done using a similar argument as in the second part of the proof of Corollary 2,
and hence the details are omitted.
If the transition probability PY1,Y2|X1,X2 satisfies conditions (i) and (ii) of Theorem 1, the
capacity region is given by
C = co

⋃
PX2
R(P ∗X1PX2, PY1,Y2|X1,X2)

 , (15)
where P ∗X1 is given by condition (i). For example, condition (i) trivially holds when each one-
way channel with fixed state x2 ∈ X2 from users 1 to 2 is T -symmetric. In this case, we have
P ∗X1 = P
U
X1
and the capacity region becomes
C = co

⋃
PX2
R(PUX1PX2, PY1,Y2|X1,X2)

 . (16)
5A discrete memoryless channel with transition matrix [PY |X(·|·)] is said to be weakly-symmetric if the rows are permutations
of each other and all the column sums are identical [31]. A discrete memoryless channel is said to be quasi-symmetric if its
transition matrix [PY |X(·|·)] can be partitioned along its columns into weakly-symmetric sub-matrices [32].
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In fact, this is also the capacity region for memoryless TWCs which satisfy either Corollaries 1
or 2 because condition (ii) of Corollary 2 implies condition (ii) of Theorem 1 (this follows
from the proof of Corollary 2). Moreover, the proof of Theorem 2 demonstrates that a
common maximizer exists for each direction of the two-way transmission under the conditions
of Theorem 2. Let argmaxPX1|X2=x2
I(X1; Y2|X2 = x2) = P
∗
X1
for all x2 ∈ X2 and
argmaxPX2|X1=x1
I(X2; Y1|X1 = x1) = P
∗
X2
for all x1 ∈ X1. A TWC which satisfies the
conditions of Theorem 2 has the capacity region
C(PY1,Y2|X1,X2) = R(P
∗
X1
P ∗X2 , PY1,Y2|X1,X2). (17)
The region is rectangular which suggests that such a two-way transmission inherently comprises
two independent one-way transmissions. A memoryless TWC that satisfies the conditions in
either Theorem 3 or Corollary 3 also has a capacity region given by (17).
To end this section, we remark that it is possible to combine different conditions to determine
the capacity region of a broader class of memoryless TWCs as shown below.
Theorem 4: For a memoryless TWC, if for any PX1,X2 = PX2PX1|X2 = PX1PX2|X1 , both of
the following conditions are satisfied, then CI = CO:
(i) There exists P ∗X1 ∈ P(X1) such that argmaxPX1|X2=x2
I(X1; Y2|X2 = x2) = P
∗
X1
for all
x2 ∈ X2;
(ii) H(PX2P˜X1|X2, PY1|X1,X2) does not depend on P˜X1|X2 given PX2 and PY1|X1,X2 , and P
∗
X1
given in (i) satisfies H¯⊥(P
∗
X1
, PX2 , PY1|X1,X2) ≥ H¯(PX1 , PX2|X1 , PY1|X1,X2).
Here, condition (i) is directly from Theorem 1; condition (ii) is obtained by extracting the CVA
condition related to the channel from user 2 to user 1. In order that the two conditions jointly
determine the capacity region, the P˜X1 required by the CVA condition is forced to be P
∗
X1
.
Proof of Theorem 4: Given any P
(1)
X1,X2
= P
(1)
X2
P
(1)
X1|X2
, let P
(2)
X1,X2
= P ∗X1P
(1)
X2
. Invoking the
same argument as in (6)-(10), we obtain that I(1)(X1; Y2|X2) ≤ I
(2)(X1; Y2|X2) using condition
(i). Moreover,
I(1)(X2; Y1|X1) = H
(1)(Y1|X1)−H
(1)(Y1|X1, X2)
= H¯(P
(1)
X1
, P
(1)
X2|X1
, PY1|X1,X2)−H(P
(1)
X2
P
(1)
X1|X2
, PY1|X1,X2) (18)
≤ H¯⊥(P
∗
X1
, P
(1)
X2
, PY1|X1,X2)−H(P
(1)
X2
P ∗X1, PY1|X1,X2) (19)
= H(2)(Y1|X1)−H
(2)(Y1|X1, X2) (20)
= I(2)(X2; Y1|X1),
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where (18) and (20) follow from the definitions of the conditional entropy functionals (see
Section II-B) and the inequality in (19) is due to condition (ii). Thus, R(P
(1)
X1,X2
, PY1,Y2|X1,X2) ⊆
R(P ∗X1P
(1)
X2
, PY1,Y2|X1,X2), proving that CI = CO.
D. Examples
We next illustrate the proposed conditions via examples.
Example 1 (Memoryless Binary Additive-Noise TWCs with Erasures): Let X1 = X2 = {0, 1}
and Y1 = Y2 = Z = {0, 1,E}, where E denotes channel erasure. A binary additive noise TWC
with erasures is defined by the channel equations
Y1,i = (X1,i ⊕2 X2,i ⊕2 Z1,i) · 1{Z1,i 6= E}+ E · 1{Z1,i = E},
Y2,i = (X1,i ⊕2 X2,i ⊕2 Z2,i) · 1{Z2,i 6= E}+ E · 1{Z2,i = E},
where ⊕2 denotes modulo-2 addition, {(Z1,i, Z2,i)}
∞
i=1 is a memoryless joint noise-erasure process
that is independent of the users’ messages and has components Z1,i, Z2,i ∈ Z such that Pr(Zj,i =
E) = εj , Pr(Zj,i = 1) = αj , where 0 ≤ εj +αj ≤ 1 for j = 1, 2, and 1{·} denotes the indicator
function. Here, we adopt the convention E · 0 = 0 and E · 1 = E to simplify the representation
of the channel equations.6 The channel equations yield the following transition matrices for the
one-way channels:
[PY2|X1,X2(·|·, 0)] =

1− ε2 − α2 α2 ε2
α2 1− ε2 − α2 ε2

 ,
[PY2|X1,X2(·|·, 1)] =

 α2 1− ε2 − α2 ε2
1− ε2 − α2 α2 ε2

 ,
[PY1|X1,X2(·|0, ·)] =

1− ε1 − α1 α1 ε1
α1 1− ε1 − α1 ε1

 ,
[PY1|X1,X2(·|1, ·)] =

 α1 1− ε1 − α1 ε1
1− ε1 − α1 α1 ε1

 .
As all our proposed conditions are only based on the marginal transition probabilities, the
relationship between Z1,i and Z2,i can be arbitrary. By Corollary 3, we obtain that the optimal
channel input distribution is P ∗X1P
∗
X2
= PUX1P
U
X2
since the marginal channel transition matrices
6Strictly speaking, X1,i ⊕2 X2,i ⊕2 Zj,i is undefined when Zj,i = E, but we set (X1,i ⊕2 X2,i ⊕2 E) · 0 = 0.
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not only exhibit column permutation properties but also are quasi-symmetric. The capacity region
is given by
C =
{
(R1, R2) : R1 ≤ (1− ε2)
(
1−Hb
( α2
1− ε2
))
, R2 ≤ (1− ε1)
(
1−Hb
( α1
1− ε1
))}
,
where Hb(·) denotes the binary entropy function. One can verify that this TWC also satisfies
the conditions of Theorems 1-3 and Corollary 2.
Remark 2: Various TWCs are special cases of this TWC model:
1) If α1 = α2 = 0, then the memoryless binary additive TWC with erasures is recovered:
Y1,i = (X1,i ⊕2 X2,i) · 1{Z1,i 6= E}+ E · 1{Z1,i = E},
Y2,i = (X1,i ⊕2 X2,i) · 1{Z2,i 6= E}+ E · 1{Z2,i = E}.
The capacity region is given by
C = {(R1, R2) : R1 ≤ 1− ε2, R2 ≤ 1− ε1}.
2) If ε1 = ε2 = 0, then the memoryless binary additive-noise TWC is obtained:
Y1,i = X1,i ⊕2 X2,i ⊕ Z1,i,
Y2,i = X1,i ⊕2 X2,i ⊕ Z2,i.
The capacity region of this channel is given by
C = {(R1, R2) : R1 ≤ 1−Hb(α2), R2 ≤ 1−Hb(α1)}.
3) If ε1 = ε2 = 0 and α1 = α2 = 0, then we obtain the memoryless binary additive TWC
given by Y1,i = X1,i ⊕2 X2,i and Y2,i = X1,i ⊕2 X2,i. The capacity region is given by
C = {(R1, R2) : R1 ≤ 1, R2 ≤ 1} [3], [23].
Remark 3: Example 1 can be generalized to a non-binary setting: for some integer q > 2,
X1 = X2 = {0, 1, . . . , q − 1} and Y1 = Y2 = Z = {0, 1, . . . , q − 1,E}, the q-ary channel model
obeys the same equations as in Example 1 with modulo-2 addition replaced with the modulo-
q operation ⊕q . Furthermore, the channel noise-erasure variables have marginal distributions
given by Pr(Zj,i = E) = εj and Pr(Zj,i = z) = αj/(q − 1) for z = 0, 1, . . . , q − 1, where
0 ≤ αj + εj ≤ 1 for j = 1, 2. By Corollary 3, we directly have that CI = CO, and
C =
{
(R1, R2) : R1 ≤ (1− ε2)
(
log2 q −Hq
(
α2
(q − 1)(1− ε2)
))
,
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R2 ≤ (1− ε1)
(
log2 q −Hq
(
α1
(q − 1)(1− ε1)
))}
,
where Hq(x) , x log2(q − 1)− x log2 x− (1− x) log2(1− x).
Example 2 (Data Access TWCs): Let q = 2m for some integer m ≥ 1 and consider the
alphabets X1 = X2 = X = {0, 1, . . . , q− 1}, Y1 = Y2 = {0, 1, . . . , q− 1,E}, and Z = {0, 1, 2}.
A data access TWC linking two storage devices is described by
Y1,i = (X1,i ⊞q X2,i) · 1{Z1,i = 0}+ ((q − 1)⊞q X1,i ⊞q X2,i) · 1{Z1,i = 1}+ E · 1{Z1,i = 2},
Y2,i = (X1,i ⊞q X2,i) · 1{Z2,i = 0}+ ((q − 1)⊞q X1,i ⊞q X2,i) · 1{Z2,i = 1}+ E · 1{Z2,i = 2},
where a⊞q b denotes bit-wise addition for the length-q standard binary representation of a, b ∈ X ,
and {(Z1,i, Z2,i)}
∞
i=1 is a memoryless joint noise-erasure process that is independent of the stored
messages and has components Z1,i, Z2,i ∈ Z such that Pr(Zj,i = 1) = αj , Pr(Zj,i = E) = εj ,
where 0 ≤ αj + εj ≤ 1 for j = 1, 2. This channel model can capture the effect of user signal
superpositions (when Zj,i = 0), bit-level burst errors which flip all bits of X1,i ⊞q X2,i (when
Zj,i = 1), and data package losses (when Zj,i = 2).
For this channel, an application of Corollary 3 immediately gives the capacity region:
C =
{
(R1, R2) : R1 ≤ (1− ε2)
(
m−Hb
( α2
1− ε2
))
, R2 ≤ (1− ε1)
(
m−Hb
( α1
1− ε1
))}
.
The next example redervies a known result in [25] based on our approach.
Example 3 (Memoryless Injective Semi-Deterministic TWCs [25]): Let Tj and Zj denote finite
sets. A memoryless ISD-TWC is defined in [25] by the channel equations
Yj,i = hj(Xj,i, Tj,i), and Tj,i = h˜j(Xk,i, Zj,i), for j, k ∈ {1, 2}, j 6= k, (21)
where hj : Xj × Tj → Yj is invertible in Tj and h˜j : Xk × Zj → Tj is invertible in Zj , i.e., for
every xj ∈ Xj , hj(xj , tj) is one-to-one in tj ∈ Tj and for every xk ∈ Xk, h˜j(xk, zj) is one-to-one
in zj ∈ Zj . Here, {(Z1,i, Z2,i)}
∞
i=1 is a memoryless joint noise process that is independent of
users’ messages. For this channel, we have [25]
I(X1; Y2|X2 = x2) ≤ max
PX1
H(h˜2(X1, Z2))−H(Z2).
This upper bound does not depend on X2, and hence a common maximizer exists, i.e., P
∗
X1
=
argmaxPX1 H(h˜2(X1, Z2)). Moreover, the value of maxPX1 I(X1; Y2|X2 = x2) is identical for all
x2 ∈ X2. We immediately observe that condition (i) in Theorem 3 holds. By a similar argument,
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Fig. 3: The capacity region of the point-to-point memoryless TWC in Example 4.
condition (ii) in Theorem 3 also holds, implying that Shannon’s inner and outer bounds coincide.
The capacity region is given by
C =
{
(R1, R2) : R1 ≤ max
PX1
H(h˜2(X1, Z2))−H(Z2), R2 ≤ max
PX2
H(h˜1(X2, Z1))−H(Z1)
}
.
Example 4: Consider the TWC with X1 = X2 = Y1 = Y2 = {0, 1} and transition probability
[PY1,Y2|X1,X2 ] =


00 01 10 11
00 0.783 0.087 0.117 0.013
01 0.36279 0.05421 0.50721 0.07579
10 0.261 0.609 0.039 0.091
11 0.173889 0.243111 0.243111 0.339889


.
The one-way channel marginal distributions are
[PY2|X1,X2(·|·, 0)] =

0.9 0.1
0.3 0.7

 , [PY2|X1,X2(·|·, 1)] =

 0.87 0.13
0.417 0.583

 ,
with [PY1|X1,X2(·|0, ·)] = [PY1|X1,X2(·|1, ·)] = [PY2|X1,X2(·|·, 1)].
Shannon’s symmetry condition in Proposition 1 does not hold for this channel since there
are no permutations of Y1 and Y2 which can result in (3). Furthermore, since H(Y2|X1 =
0, X2 = 0) = Hb(0.1) and H(Y2|X1 = 1, X2 = 0) = Hb(0.3), H(PX2P˜X1|X2, PY2|X1,X2) depends
on P˜X1|X2 for a given PX2 . Thus, the CVA condition in Proposition 3 does not hold either.
However, the conditions of Theorem 1 are satisfied since a common maximizer exists for the
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one-way channel from users 1 to 2 given by P ∗X1(0) = 0.471, and condition (ii) trivially holds.
By considering all input distributions of the form PX1,X2 = P
∗
X1
PX2 , where PX2 ∈ PX2 , one can
compute the capacity region as shown in Fig. 3. We note that, with some extra effort, one can
show that the conditions of Theorem 4 also hold [2].
Finally, we point out (without proof) that the channels in the examples in [3, Fig. 2 & Tab.
II] and [25, Sec. IV-B] satisfy the conditions of Theorem 1.
E. Comparison with Prior Results
In this section, we show that Theorems 1 and 2 generalize the Shannon results in Propositions 1
and 2, respectively, and that Theorem 4 subsumes the CVA result in Proposition 3 as a special
case.
Theorem 5: A TWC that satisfies the Shannon’s one-sided symmetry condition of Proposition 1
must satisfy the conditions of Theorem 1.
Proof: If a TWC satisfies the Shannon condition in Proposition 1, the capacity-achieving
input distribution is of the form PX1,X2 = P
U
X1
PX2 for some PX2 ∈ P(X2) [3]. This implies that
condition (i) of Theorem 1 is satisfied because a common maximizer exists for all x2 ∈ X and
is given by P ∗X1 = P
U
X1
. To prove that condition (ii) is also satisfied, we consider the transition
matrices [PY1|X1,X2(·|x
′
1, ·)] and [PY1|X1,X2(·|x
′′
1, ·)] for arbitrary x
′
1, x
′′
1 ∈ X1 and show that these
are column permutations of each other and hence I(PX2 , PY1|X1=x′1,X2) = I(PX2 , PY1|X1=x′′1 ,X2).
The first claim is true because
PY1|X1,X2(y1|x
′
1, x2) = PY1|X1,X2(π
Y1[x′1, x
′′
1](y1)|τ
X1
x′
1
,x′′
1
(x′1), x2) (22)
= PY1|X1,X2(π
Y1[x′1, x
′′
1](y1)|x
′′
1, x2),
where (22) is obtained by marginalizing over Y2 on both sides of (3). For the second claim, we
have
I(PX2 , PY1|X1=x′1,X2)
=
∑
x2,y1
PX2(x2)PY1|X1,X2(y1|x
′
1, x2)log
PY1|X1,X2(y1|x
′
1, x2)∑
x˜2
PX2(x˜2)PY1|X1,X2(y1|x
′
1, x˜2)
=
∑
x2,y1
PX2(x2)PY1|X1,X2(π
Y1 [x′1, x
′′
1](y1)|x
′′
1, x2)log
PY1|X1,X2(π
Y1 [x′1, x
′′
1](y1)|x
′′
1, x2)∑
x˜2
PX2(x˜2)PY1|X1,X2(π
Y1 [x′1, x
′′
1](y1)|x
′′
1, x˜2)
(23)
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=
∑
x2,y˜1
PX2(x2)PY1|X1,X2(y˜1|x
′′
1, x2)log
PY1|X1,X2(y˜1|x
′′
1, x2)∑
x˜2
PX2(x˜2)PY1|X1,X2(y˜1|x
′′
1, x˜2)
= I(PX2 , PY1|X1=x′′1 ,X2),
where (23) holds by the first claim.
Remark 4: Since the optimal input distribution of user 1 in Theorem 1 is not necessarily
uniform as illustrated in Example 4, Theorem 1 is more general than Proposition 1.
Theorem 6: A TWC that satisfies the Shannon two-sided symmetry condition of Proposition 2
must satisfy the conditions of Theorem 2.
This theorem is immediate, and hence the proof is omitted. Together with Example 5 given in
the next section, Theorem 2 is shown to be more general than Proposition 2. We next show that
the symmetry properties identified by the conditions of Theorem 4 are more general than those
in the CVA condition.
Theorem 7: A TWC that satisfies the CVA condition in Proposition 3 must satisfy the
conditions in Theorem 4.
Proof: Suppose that the condition of Proposition 3 is satisfied. To prove the theorem, we
show that for j = 1, 2, H(Yj|X1 = x
′
1, X2 = x2) = H(Yj|X1 = x
′′
1, X2 = x2) for all x
′
1, x
′′
1 ∈ X1
and x2 ∈ X2. Given arbitrary pairs (x
′
1, x2) and (x
′′
1, x2), consider the probability distributions
P
(1)
X1,X2
(a, b) =

 1, if a = x
′
1 and b = x2,
0, otherwise,
and
P
(2)
X1,X2
(a, b) =

 1, if a = x
′′
1 and b = x2,
0, otherwise.
Noting that P
(1)
X2
= P
(2)
X2
, we have
H(Yj|X1 = x
′
1, X2 = x2) = H
(1)(Yj|X1, X2) (24)
= H(P (1)X2P
(1)
X1|X2
, PYj |X1,X2)
= H(P (1)X2P
(2)
X1|X2
, PYj |X1,X2) (25)
= H(2)(Yj|X1, X2) (26)
= H(Yj|X1 = x
′′
1, X2 = x2), (27)
where (24) and (27) are due to the definitions of P
(1)
X1,X2
and P
(2)
X1,X2
, respectively, (25) follows
from the CVA condition, and (26) holds since P
(1)
X2
= P
(2)
X2
. Thus H(Yj|X1 = x1, X2 = x2) does
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not depend on x1 for fixed x2 as claimed. Also, since H(Yj|X1, X2 = x2) =
∑
x1
PX1|X2(x1|x2) ·
H(Yj|X1 = x1, X2 = x2), H(Yj|X1, X2 = x2) does not depend on PX1|X2=x2 .
Next, we show that condition (i) of Theorem 4 holds by constructing a common maximizer
from the CVA condition. For fixed x2 ∈ X2, let P
∗
X1|X2=x2
= argmaxPX1|X2=x2
I(X1; Y2|X2 =
x2) = argmaxPX1|X2=x2
[H(Y2|X2 = x2)−H(Y2|X1, X2 = x2)] and define P
(1)
X1,X2
= P
(1)
X2
P ∗X1|X2
for some P
(1)
X2
∈ P(X2). Since H(Yj|X1, X2 = x2) does not depend on PX1|X2=x2 , P
∗
X1|X2=x2
is
in fact a maximizer of H(Y2|X2 = x2). Note that the maximizer P
∗
X1|X2=x2
is not necessarily
unique, but any choice works for our purposes. Now for P
(1)
X1,X2
, by the CVA condition, there
exists P˜X1 ∈ P(X1) such that
H¯(P
(1)
X2
, P ∗X1|X2, PY2|X1,X2) ≤ H¯⊥(P
(1)
X2
, P˜X1, PY2|X1,X2).
Set P
(2)
X1,X2
= P˜X1P
(1)
X2
. Since P ∗X1|X2=x2 is the maximizer for H(Y2|X2 = x2), we have
H¯(P
(1)
X2
, P ∗X1|X2, PY2|X1,X2) = H
(1)(Y2|X2)
=
∑
x2
P
(1)
X2
(x2) ·H
(1)(Y2|X2 = x2)
=
∑
x2
P
(1)
X2
(x2) ·
[
max
PX1|X2=x2
H(Y2|X2 = x2)
]
≥
∑
x2
P
(1)
X2
(x2) ·H
(2)(Y2|X2 = x2)
= H(2)(Y2|X2)
= H¯⊥(P
(1)
X2
, P˜X1, PY2|X1,X2).
Thus, H¯(P
(1)
X2
, P ∗X1|X2, PY2|X1,X2) = H¯⊥(P
(1)
X2
, P˜X1, PY2|X1,X2), i.e.,∑
x2
P
(1)
X2
(x2) ·H
(1)(Y2|X2 = x2) =
∑
x2
P
(1)
X2
(x2) ·H
(2)(Y2|X2 = x2).
Since H(2)(Y2|X2 = x2) ≤ H
(1)(Y2|X2 = x2) for each x2 ∈ X2, we obtain H
(1)(Y2|X2 = x2) =
H(2)(Y2|X2 = x2), i.e., P˜X1 achieves the same value for H(Y2|X2 = x2) as P
∗
X1|X2=x2
for all
x2 ∈ X2. Consequently, P˜X1 is a common maximizer and thus condition (i) of Theorem 4
is satisfied. Moreover, since the common maximizer P˜X1 is from the CVA condition, we
have that H¯⊥(P˜X1, PX2 , PY1|X1,X2) ≥ H¯(PX1 , PX2|X1, PY1|X1,X2), which together with the fact
that H(PX2P˜X1|X2, PY1|X1,X2) does not depend on P˜X1|X2 given PX2 and PY1|X1,X2 , which is
guaranteed by the CVA condition, implies that condition (ii) of Theorem 4 holds.
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Remark 5: As illustrated by Example 4, a TWC that satisfies the conditions of Theorem 4
does not necessarily satisfy the CVA condition in Proposition 3. Therefore, Theorem 4 is a more
general result than Proposition 3. We note that the main difference between Theorem 4 and
Proposition 3 lies in the fact that we allow H(PX2P˜X1|X2, PY2|X1,X2) to depend on P˜X1|X2 , given
PX2 .
F. Connection Between the Shannon and CVA Conditions
In this section, we give two simple refinements of Shannon’s results and connect them to the
CVA condition. First, the proof in Appendix A in fact shows that Shannon’s symmetry conditions
are more than sufficient for CI and CO to coincide; hence we can weaken them as follows without
changing the proof.
Proposition 4 (Extended One-Sided Symmetry Condition): For a memoryless TWC with
transition probability PY1,Y2|X1,X2 , we have that CI = CO = C with C given by (4) if for any pair
of distinct input symbols x′1, x
′′
1 ∈ X1, there exists a pair of permutations (π
Y1 [x′1, x
′′
1], π
Y2[x′1, x
′′
1])
on Y1 and Y2, respectively, (which depend on x
′
1 and x
′′
1) such that for all x1, x2, y1, y2,
 PY1|X1,X2(y1|x1, x2) = PY1|X1,X2(π
Y1[x′1, x
′′
1](y1)|τ
X1
x′
1
,x′′
1
(x1), x2),
PY2|X1,X2(y2|x1, x2) = PY2|X1,X2(π
Y2[x′1, x
′′
1](y2)|τ
X1
x′
1
,x′′
1
(x1), x2),
(28)
where PY1|X1,X2 and PY2|X1,X2 are the marginals of PY1,Y2|X1,X2 .
Proposition 5 (Extended Two-Sided Symmetry Condition): For a memoryless TWC with
transition probability PY1,Y2|X1,X2 , we have that C = CI = CO if the TWC satisfies the extended
one-sided symmetry condition with respect to both channel inputs. Moreover, the capacity region
C is rectangular and given by (5).
Remark 6: The extended Shannon’s symmetry conditions are more general than their original
versions since (3) implies (28). However, the reverse implication is not true as shown below.
Example 5: Consider the TWC with X1 = X2 = Y1 = Y2 = {0, 1} and transition probability
[PY1,Y2|X1,X2] =


00 01 10 11
00 0.25 0.5 0.25 0
01 0.375 0375 0.125 0.125
10 0.125 0.125 0.375 0.375
11 0.125 0.125 0.375 0.375


.
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The marginal distributions are
[PY1|X1,X2] =


0 1
00 0.75 0.25
01 0.75 0.25
10 0.25 0.75
11 0.25 0.75

, [PY2|X1,X2 ] =


0 1
00 0.5 0.5
01 0.5 0.5
10 0.5 0.5
11 0.5 0.5

.
Clearly, neither of the Shannon conditions in Proposition 1 or 2 holds, but the extended conditions
in Propositions 4 and 5 hold.
We now show that the extended one-sided symmetry condition implies the CVA condition.
Theorem 8: A TWC that satisfies the condition of Proposition 4 must satisfy the CVA condition
of Proposition 3.
Proof: If the marginal channels PY1|X1,X2 and PY2|X1,X2 satisfy the extended one-sided
symmetry condition, then H(Yj|X1 = x1, X2 = x2) does not depend on x1 ∈ X1 for any
fixed x2 ∈ X2 since the rows of [PYj |X1,X2(·|·, x2)] are permutations of each other. Hence,
H(PX2P˜X1|X2 , PYj |X1,X2) does not depend on P˜X1|X2 given PX2 ∈ P(X2) as required by the
CVA condition.
Next, for any given P
(1)
X1,X2
= P
(1)
X2
P
(1)
X1|X2
, we show that the choice P˜X1 = P
U
X1
meets
the remaining requirements of the CVA condition in Proposition 3. Let P
(2)
X1,X2
= PUX1P
(1)
X2
.
Since the TWC satisfies the extended Shannon condition, Lemma 6 in Appendix A gives
the inequalities, I(1)(X1; Y2|X2) ≤ I
(2)(X1; Y2|X2) and I
(1)(X2; Y1|X1) ≤ I
(2)(X2; Y1|X1).
Observing that I(1)(X1; Y2|X2) = H
(1)(Y2|X2) − H(P
(1)
X2
P
(1)
X1|X2
, PY2|X1,X2) = H
(1)(Y2|X2) −
H(P
(1)
X2
PUX1, PY2|X1,X2) and that I
(2)(X1; Y2|X2) = H
(2)(Y2|X2) − H(P
(1)
X2
PUX1 , PY2|X1,X2), we
immediately obtain that H(1)(Y2|X2) ≤ H
(2)(Y2|X2). Moreover, since H
(1)(Y1|X1, X2) =
H(P
(1)
X2
P
(1)
X1|X2
, PY1|X1,X2) = H(P
(1)
X2
PUX1 , PY1|X1,X2) = H
(2)(Y1|X1, X2) and I
(1)(X2; Y1|X1) ≤
I(2)(X2; Y1|X1), we have that H
(1)(Y1|X1) ≤ H
(2)(Y1|X1). Thus, the CVA condition is fulfilled.
Remark 7: In [25], the authors inquired about the existence of examples showing that the CVA
and Shannon conditions are not equivalent. The example below first shows that Proposition 3 is
more general than Proposition 4. Since Proposition 4 is a strict generalization of Proposition 1
(by Example 5), we conclude that the CVA result is more general than the Shannon result.
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Example 6: Consider the TWC with X1 = Y1 = Y2 = {0, 1, 2} and X2 = {0, 1} and marginal
distributions given by
[PY1|X1,X2(·|·, 0)] = [PY1|X1,X2(·|·, 1)] = [PY2|X1,X2(·|·, 0)] = [PY2|X1,X2(·|·, 1)] =


0.3 0.2 0.5
0.5 0.3 0.2
0.2 0.5 0.3

 .
Clearly, there are no relabeling functions for Y1 and Y2 which recover [PY1|X1,X2(·|·, 0)] after
exchanging the labels of X1 = 0 and X1 = 1, so that the extended one-sided symmetry condition
does not hold. To check the CVA condition, we first observe that H(Yj|X1 = x1, X2 = x2)
does not depend on x1 ∈ X1 and x2 ∈ X2; thus H(Yj|X1, X2) does not depend on PX1,X2
for j = 1, 2. Furthermore, for any given P
(1)
X1,X2
= P
(1)
X2
P
(1)
X1|X2
, consider P˜X1 = P
U
X1
and let
P
(2)
X1,X2
= PUX1P
(1)
X2
. Then, we have I(1)(X1; Y2|X2) =
∑
x2
P
(1)
X2
(x2) · I
(1)(X1; Y2|X2 = x2) ≤∑
x2
P
(1)
X2
(x2) · I
(2)(X1; Y2|X2 = x2) = I
(2)(X1; Y2|X2), where the inequality follows from the
fact that PUX1 is the capacity-achieving input distribution for all one-way channels from users 1
to 2. On the other hand, since the matrices [PY1|X1,X2(·|x1, ·)], x1 ∈ X1, are column permutations
of each other, I(PX2 , PY1|X1=x1,X2) does not depend on x1 ∈ X1 for any fixed PX2 ∈ P(X2). One
can then follow the proof of Theorem 1 to obtain that I(1)(X2; Y1|X1) ≤ I
(2)(X2; Y1|X1). Now,
since H(Yj|X1, X2) does not depend on the input distribution, we conclude that H
(1)(Yj|Xj) ≤
H(2)(Yj|Xj) for j = 1, 2, and thus the CVA condition is satisfied.
Remark 8: The channel in the above example in fact also satisfies the conditions of Theorem 1.
Nevertheless, the connection between the conditions of Theorem 1 and the CVA condition is
still unclear.
Finally, a flow diagram for all symmetry properties presented in this section is depicted in
Fig.4. For each implication between two results, we have already shown that one of the results is
a strict generalization of the other via a concrete example. We note that the symmetry properties
induced by our proposed conditions are not necessarily specific to two-user memoryless TWCs
as we will see in Section IV. It is also worth mentioning that the proposed conditions can be
used to investigate whether or not Shannon’s random coding scheme is tight for other classical
communication scenarios such as MACs with feedback and one-way compound channels. In
particular, our conditions can be used to identify compound channels where the availability of
channel state information at the transmitter (in addition to the receiver) cannot improve capacity.
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Thm. 1 Cor. 1 Cor. 2 Prop. 4 Prop. 1
Thm. 2 Cor. 3 Prop. 5 Prop. 2
Thm. 4 Prop. 3Thm. 3
Fig. 4: Flow diagram for all results yielding CI = CO in memoryless TWCs, where A → B
denotes that the conditions in result A imply the conditions in result B. Note that Shannon’s
one-sided and two-sided symmetry conditions are in Propositions 1 and 2, respectively; also
Propositions 4 and 5 are the refinements of Propositions 1 and 2. Finally, the CVA result is in
Proposition 3.
III. TWO-WAY SYMMETRIC CHANNELS WITH MEMORY
We next consider point-to-point TWCs with memory whose inputs and outputs are related via
functions F1 and F2 as follows:
Y1,i = F1(X1,i, X2,i, Z1,i), (29)
Y2,i = F2(X1,i, X2,i, Z2,i), (30)
where {(Z1,i, Z2,i)}
∞
i=1 is a stationary and ergodic noise process which is independent of the
users’ messages M1 and M2.
We first state (without proof) an inner bound for arbitrary (time-invariant) functions F1 and
F2. The bound can be proved via Shannon’s standard random coding scheme for information
stable one-way channels with memory, applied in each direction of the two-way transmission.
Lemma 1 (Inner Bound): For the channel described in (29) and (30), a rate pair (R1, R2)
is achievable if there exist two sequences of codes (fn1 , g1) and (f
n
2 , g2) with message sets
M1 = {1, 2, . . . , 2
nR1} and M2 = {1, 2, . . . , 2
nR2}, respectively, such that
R1 ≤ lim
n→∞
1
n
I(Xn1 ; Y
n
2 |X
n
2 ),
R2 ≤ lim
n→∞
1
n
I(Xn2 ; Y
n
1 |X
n
1 ),
where the mutual information terms are evaluated under a sequence of product input probability
distributions {PXn
1
PXn
2
}∞n=1 and the inputs X
n
j are independent of {(Z1,i, Z2,i)}
n
i=1, j = 1, 2.
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We say that Fj(X1, X2, Zj) is invertible in Zj if Fj(x1, x2, ·) is one-to-one for any fixed
x1 ∈ X1 and x2 ∈ X2. Under this invertibility condition, we obtain the following corollary.
Corollary 4: If Fj is invertible in Zj for j = 1, 2, a rate pair (R1, R2) is achievable if
R1 ≤ lim
n→∞
1
n
H(Y n2 |X
n
2 )− H¯(Z2), (31)
R2 ≤ lim
n→∞
1
n
H(Y n1 |X
n
1 )− H¯(Z1), (32)
for product distributions {PXn
1
PXn
2
}∞n=1, where H¯(Zj) denotes the entropy rate of the noise
process {Zj,i}
∞
i=1 and the inputs X
n
j are independent of {(Z1,i, Z2,i)}
n
i=1, j = 1, 2.
Proof: The proof follows from the fact that
I(Xn1 ; Y
n
2 |X
n
2 ) = H(Y
n
2 |X
n
2 )−H(Y
n
2 |X
n
1 , X
n
2 )
= H(Y n2 |X
n
2 )−H(Z
n
2 |X
n
1 , X
n
2 ) = H(Y
n
2 |X
n
2 )−H(Z
n
2 ),
where the second equality holds since F2 is invertible in Z2 and the last equality holds since
the channel inputs are generated independently of the noise process {(Z2,1, Z2,i)}
∞
i=1. Applying
a similar argument to I(Xn1 ; Y
n
2 |X
n
2 ) completes the proof.
If we further impose cardinality constraints on the alphabets, we can simplify the expressions
in (31) and (32) as follows.
Corollary 5: Suppose that |X2| = |Y1| = |Z1| = q1 and that |X1| = |Y2| = |Z2| = q2 for some
integers q1, q2 ≥ 2. Then, a rate pair (R1, R2) is achievable if
R1 ≤ log q2 − H¯(Z2),
R2 ≤ log q1 − H¯(Z1).
Proof: The proof hinges on noting that H(Y nj |X
n
j ) ≤ n · log qj and that the uniform input
distribution PXn
1
,Xn
2
= (PUX1P
U
X2
)n achieves the upper bound. More specifically, we have to show
that if PXn
1
,Xn
2
is the uniform distribution, then PYjn |Xnj (y
n
j |x
n
j ) is uniform on Y
n
j for any given
Xnj = x
n
j , and hence H(Y
n
j |X
n
j = x
n
j ) = n · log qj . By symmetry, we only provide the details
for H(Y n2 |X
n
2 ). Suppose that PXn1 ,Xn2 is the uniform distribution on X
n
1 × X
n
2 . Let F
−1
2 denote
the inverse of F2 for fixed (x1, x2) so that z2 = F
−1
2 (x1, x2, y2). Then, for any x
n
2 we have
PY n
2
|Xn
2
(yn2 |x
n
2 ) =
∑
xn
1
PY n
2
|Xn
1
,Xn
2
(yn2 |x
n
1 , x
n
2 )PXn1 |Xn2 (x
n
1 |x
n
2 )
=
(
1
q2
)n∑
xn
1
PY n
2
|Xn
1
,Xn
2
(F2(x
n
1 , x
n
2 , z
n
2 )|x
n
1 , x
n
2 )
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=
(
1
q2
)n∑
xn
1
PZn
2
|Xn
1
,Xn
2
(F−12 (x
n
1 , x
n
2 , y
n
2 )|x
n
1 , x
n
2 )
=
(
1
q2
)n∑
zn
2
PZn
2
(zn2 ) (33)
=
(
1
q2
)n
,
where (33) holds since (Xn1 , X
n
2 ) is independent of Z
n
2 and F2 is onto in Z2 due to the cardinality
constraint. Clearly, PY n
2
|Xn
2
=xn
2
is the uniform distribution for any xn2 , implying that H(Y
n
2 |X
n
2 ) =
n · log q2.
Next we consider ISD-TWCs as in Example 3 and [25], but with the assumption that the noise
process {(Z1,i, Z2,i)}
∞
i=1 can have memory. Note that any ISD-TWC with memory is a special
case of the system model in (29) and (30) satisfying the invertibility condition in Z1 and Z2.
Thus, Corollaries 4 and 5 apply to ISD-TWCs with memory to obtain the following results.
Corollary 6: For the ISD-TWC with memory, a rate pair (R1, R2) is achievable if
R1 ≤ lim
n→∞
1
n
max
PXn
1
H(h˜2(X
n
1 , Z
n
2 ))− H¯(Z2),
R2 ≤ lim
n→∞
1
n
max
PXn
2
H(h˜1(X
n
2 , Z
n
1 ))− H¯(Z1),
where H¯(Zj) denotes the entropy rate of the process {Zj,i}
∞
i=1 for j = 1, 2.
Corollary 7: Suppose that |X2| = |T1| = |Z1| = q1 and that |X1| = |T2| = |Z2| = q2 for some
integers q1, q2 ≥ 2. Then, for an ISD-TWC with memory, a rate pair (R1, R2) is achievable if
R1 ≤ log q2 − H¯(Z2),
R2 ≤ log q1 − H¯(Z1).
We next derive converses to Corollaries 5 and 6.
Lemma 2 (Outer Bound for Noise-Invertible TWCs with Memory): Suppose that |Yj| = qj for
some integer qj ≥ 2. If Fj is invertible in Zj for j = 1, 2, any achievable rate pair (R1, R2)
must satisfy
R1 ≤ log q2 − lim
n→∞
1
n
n∑
i=1
H(Z2,i|Z
i−1
1 , Z
i−1
2 ),
R2 ≤ log q1 − lim
n→∞
1
n
n∑
i=1
H(Z1,i|Z
i−1
1 , Z
i−1
2 ),
where the limits exist because {(Z1,i, Z2,i)}
∞
i=1 is stationary.
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Proof: For an achievable rate pair (R1, R2), we have
nR1 = H(M1|M2)
= I(M1; Y
n
2 |M2) +H(M1|Y
n
2 ,M2)
≤ I(M1; Y
n
2 |M2) + nǫn (34)
=
n∑
i=1
[
H(Y2,i|M2, Y
i−1
2 )−H(Y2,i|M1,M2, Y
i−1
2 )
]
+ nǫn (35)
≤
n∑
i=1
[
log q2 −H(Y2,i|M1,M2, Y
i−1
2 )
]
+ nǫn (36)
≤
n∑
i=1
[
log q2 −H(Y2,i|M1,M2, Y
i−1
1 , Y
i−1
2 , X1,i, X2,i)
]
+ nǫn
=
n∑
i=1
[
log q2 −H(Z2,i|M1,M2, Y
i−1
1 , Y
i−1
2 , X
i
1, X
i
2)
]
+ nǫn (37)
=
n∑
i=1
[
log q2 −H(Z2,i|M1,M2, Y
i−1
1 , Y
i−1
2 , X
i
1, X
i
2, Z
i−1
1 , Z
i−1
2 )
]
+ nǫn (38)
=
n∑
i=1
[
log q2 −H(Z2,i|Z
i−1
1 , Z
i−1
2 )
]
+ nǫn (39)
= n log q2 −
n∑
i=1
H(Z2,i|Z
i−1
1 , Z
i−1
2 ) + nǫn, (40)
where (34) is due to Fano’s inequality with ǫn → 0 as n → ∞, (36) follows from |Y2| = q2,
(37) and (38) hold since Fj is invertible in Zj given (X1,i, X2,i), and (39) holds since
H(Z2,i|Z
i−1
1 , Z
i−1
2 ) = H(Z2,i|M1,M2, Z
i−1
1 , Z
i−1
2 ) (41)
= H(Z2,i|M1,M2, Z
i−1
1 , Z
i−1
2 , X1,1, X2,1) (42)
= H(Z2,i|M1,M2, Z
i−1
1 , Z
i−1
2 , X1,1, X2,1, Y1,1, Y2,1) (43)
= H(Z2,i|M1,M2, Z
i−1
1 , Z
i−1
2 , X
2
1 , X
2
2 , Y1,1, Y2,1) (44)
= H(Z2,i|M1,M2, Z
i−1
1 , Z
i−1
2 , X
i
1, X
i
2, Y
i−1
1 , Y
i−1
2 ) (45)
where (41) is due to the fact that {(Z1,i, Z2,i)}
∞
i=1 is independent of (M1,M2), (42) and (44) hold
since Xj,i = fj,i(Mj, Y
i−1
j ) for j = 1, 2, (43) follows from the identity Yj,i = Fj(X1,i, X2,i, Zj,i),
and (45) is obtained by recursively using the same argument as in (42)-(44). Similarly, we have
nR2 ≤ n log q1 −
n∑
i=1
H(Z1,i|Z
i−1
1 , Z
i−1
2 ) + nǫˆn. (46)
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The proof is completed by dividing both sides of (40) and (46) by n and letting n→∞.
Lemma 3 (Outer Bound for ISD-TWCs with Memory): For the ISD-TWC with memory, any
achievable rate pair (R1, R2) must satisfy
R1 ≤ lim
n→∞
1
n
[
max
PXn
1
H(h˜2(X
n
1 , Z
n
2 ))−
n∑
i=1
H(Z2,i|Z
i−1
1 , Z
i−1
2 )
]
,
R2 ≤ lim
n→∞
1
n
[
max
PXn
2
H(h˜1(X
n
2 , Z
n
1 ))−
n∑
i=1
H(Z1,i|Z
i−1
1 , Z
i−1
2 )
]
.
Proof: The proof is similar to the proof of the previous lemma and hence the details are
omitted. The main difference is that the first term in (35) is now upper bounded as follows
n∑
i=1
H(Y2,i|M2, Y
i−1
2 ) =
n∑
i=1
H(h2(X2,i, T2,i)|M2, Y
i−1
2 , X
i
2, T
i−1
2 )
≤
n∑
i=1
H(T2,i|T
i−1
2 )
= H(T n2 )
≤ max
PXn
1
H(h˜2(X
n
1 , Z
n
2 )),
where the first equality holds since X i2 is a function of M2 and Y
i−1
2 and Y2 = h2(X2, T2) is
invertible in T2 given X2.
Based on the preceding inner and outer bounds, the capacity region for two classes of TWCs
with memory (whose component noise processes are independent of each other) can be exactly
determined as follows.
Theorem 9: For a TWC with memory such that {Z1,i}
∞
i=1 and {Z2,i}
∞
i=1 are stationary ergodic
and mutually independent, Fj is invertible in Zj for j = 1, 2, and |X2| = |Y1| = |Z1| = q1 and
|X1| = |Y2| = |Z2| = q2 for some integers q1, q2 ≥ 2, the capacity region is given by
C =
{
(R1, R2) : R1 ≤ log q2 − H¯(Z2), R2 ≤ log q1 − H¯(Z1)
}
. (47)
Theorem 10: For a ISD-TWC with memory such that {Z1,i}
∞
i=1 and {Z2,i}
∞
i=1 are stationary
ergodic and mutually independent, the capacity region is given by
C =
{
(R1, R2) : R1 ≤ lim
n→∞
1
n
max
PXn
1
H(h˜2(X
n
1 , Z
n
2 ))− H¯(Z2),
R2 ≤ lim
n→∞
1
n
max
PXn
2
H(h˜1(X
n
2 , Z
n
1 ))− H¯(Z1)
}
. (48)
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Remark 9: Theorem 10 generalizes [25, Corollary 1] for memoryless ISD-TWCs. If one
further has |X2| = |T1| = |Z1| = q1 and |X1| = |T2| = |Z2| = q2 for some integers q1, q2 ≥ 2,
then limn→∞
1
n
maxPXn
1
H(h˜2(X
n
1 , Z
n
2 )) = log q1 and that limn→∞
1
n
maxPXn
2
H(h˜1(X
n
2 , Z
n
1 )) =
log q2.
The next example shows that if the noise processes are dependent, then Shannon’s random
coding scheme is not optimal.
Example 7 (Adaptation is Useful): Let q1 = q2 = 2 and suppose that the channel is given by
Y1,i = F1(X1,i, X2,i, Z1,i) = X1,i ⊕2 X2,i ⊕2 Z1,i,
Y2,i = F2(X1,i, X2,i, Z2,i) = X1,i ⊕2 X2,i ⊕2 Z2,i,
where {Z1,i}
n
i=1 is assumed to be memoryless with Z1,i uniformly distributed on Z1 = {0, 1} for
i = 1, 2, . . . , n, and {Z2,i}
n
i=1 is given by Z2,1 = 0 and Z2,i = Z1,i−1 for i = 2, 3, . . . , n. Since
the functions F1 and F2 are invertible in Z1 and Z2, the outer bound in Lemma 5 indicates that
R1 ≤ log 2− lim
n→∞
1
n
n∑
i=1
H(Z2,i|Z
i−1
1 , Z
i−1
2 ) = 1− 0 = 1
R2 ≤ log 2− lim
n→∞
1
n
n∑
i=1
H(Z1,i|Z
i−1
1 , Z
i−1
2 ) = 1−H(Z1,i) = 0.
We claim that the rate pair (R1, R2) = (1, 0) can be achieved by an adaptive coding scheme.
Let {M1,i}
n
i=1 denote the binary messages to be sent from users 1 to 2. For i = 1, 2, . . . , n, set
the encoding function of user 1 as X1,i = f1,i({M1,i}
n
i=1, Y
i−1
1 ) ,M1,i ⊕2 X1,i−1 ⊕2 Y1,i−1 with
initial conditions X1,0 = X2,0 = Y1,0 = 0, and set the encoder output of user 2 to be zero, i.e.,
X2,i = 0 for all i. With this coding scheme, the received signal at user 2 is given by
Y2,i = X1,i ⊕2 X2,i ⊕2 Z2,i
= M1,i ⊕2 X1,i−1 ⊕2 Y1,i−1 ⊕2 Z2,i
= M1,i ⊕2 X1,i−1 ⊕2 X1,i−1 ⊕2 Z1,i−1 ⊕2 Z2,i = M1,i,
and thus the rate pair (1, 0) is achievable. This achievability result together with the outer bound
imply that the channel capacity is given by C = {(R1, R2) : R1 ≤ 1, R2 = 0}. However,
Shannon’s random coding scheme only provides R1 ≤ 1− H¯(Z2) = 0 and R2 ≤ 1− H¯(Z2) = 0
by Corollary 5.
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User 1
User 2
XN
1
XN
2
Y N
2
Y N
1
User 3
M13
<latexit sha1_base64="rfmCM pQkaoXHA/+4QVjW5b 2x4aY=">AAAB/HicbV A9SwNBEJ3zM8avqKX NYhCswl0U1C5gYyNE 8JJAcoS9zSZZs7t37O 4J4Tj8C7baW4mt/8X WX+ImucIkPhh4vDfDz Lww5kwb1/12VlbX1j c2C1vF7Z3dvf3SwWFD R4ki1CcRj1QrxJpyJ qlvmOG0FSuKRchpMx zdTPzmE1WaRfLBjGMa CDyQrM8INlZq3HVT7 zzrlspuxZ0CLRMvJ2X IUe+Wfjq9iCSCSkM4 1rrtubEJUqwMI5xmxU 6iaYzJCA9o21KJBdV BOr02Q6dW6aF+pGxJg 6bq34kUC63HIrSdAp uhXvQm4n9eOzH9qyB lMk4MlWS2qJ9wZCI0e R31mKLE8LElmChmb0 VkiBUmxgY0tyUUWdGG 4i1GsEz8auW64t5fl GvVPJ0CHMMJnIEHl1C DW6iDDwQe4QVe4c15 dt6dD+dz1rri5DNHMA fn6xerJpUn</latex it><latexit sha1_base64="rfmCM pQkaoXHA/+4QVjW5b 2x4aY=">AAAB/HicbV A9SwNBEJ3zM8avqKX NYhCswl0U1C5gYyNE 8JJAcoS9zSZZs7t37O 4J4Tj8C7baW4mt/8X WX+ImucIkPhh4vDfDz Lww5kwb1/12VlbX1j c2C1vF7Z3dvf3SwWFD R4ki1CcRj1QrxJpyJ qlvmOG0FSuKRchpMx zdTPzmE1WaRfLBjGMa CDyQrM8INlZq3HVT7 zzrlspuxZ0CLRMvJ2X IUe+Wfjq9iCSCSkM4 1rrtubEJUqwMI5xmxU 6iaYzJCA9o21KJBdV BOr02Q6dW6aF+pGxJg 6bq34kUC63HIrSdAp uhXvQm4n9eOzH9qyB lMk4MlWS2qJ9wZCI0e R31mKLE8LElmChmb0 VkiBUmxgY0tyUUWdGG 4i1GsEz8auW64t5fl GvVPJ0CHMMJnIEHl1C DW6iDDwQe4QVe4c15 dt6dD+dz1rri5DNHMA fn6xerJpUn</latex it><latexit sha1_base64="rfmCM pQkaoXHA/+4QVjW5b 2x4aY=">AAAB/HicbV A9SwNBEJ3zM8avqKX NYhCswl0U1C5gYyNE 8JJAcoS9zSZZs7t37O 4J4Tj8C7baW4mt/8X WX+ImucIkPhh4vDfDz Lww5kwb1/12VlbX1j c2C1vF7Z3dvf3SwWFD R4ki1CcRj1QrxJpyJ qlvmOG0FSuKRchpMx zdTPzmE1WaRfLBjGMa CDyQrM8INlZq3HVT7 zzrlspuxZ0CLRMvJ2X IUe+Wfjq9iCSCSkM4 1rrtubEJUqwMI5xmxU 6iaYzJCA9o21KJBdV BOr02Q6dW6aF+pGxJg 6bq34kUC63HIrSdAp uhXvQm4n9eOzH9qyB lMk4MlWS2qJ9wZCI0e R31mKLE8LElmChmb0 VkiBUmxgY0tyUUWdGG 4i1GsEz8auW64t5fl GvVPJ0CHMMJnIEHl1C DW6iDDwQe4QVe4c15 dt6dD+dz1rri5DNHMA fn6xerJpUn</latex it>
M23
<latexit sha1_base64="DB9ut vBKvtkFJO7V67+aDs que1s=">AAAB/HicbV A9SwNBEJ3zM8avqKX NYhCswiUKahewsREi eEkgOcLeZi9Zs7t37O 4J4Tj8C7baW4mt/8X WX+ImucIkPhh4vDfDz Lwg5kwb1/12VlbX1j c2C1vF7Z3dvf3SwWFT R4ki1CMRj1Q7wJpyJ qlnmOG0HSuKRcBpKx jdTPzWE1WaRfLBjGPq CzyQLGQEGys173pp7 TzrlcpuxZ0CLZNqTsq Qo9Er/XT7EUkElYZw rHWn6sbGT7EyjHCaFb uJpjEmIzygHUslFlT 76fTaDJ1apY/CSNmSB k3VvxMpFlqPRWA7BT ZDvehNxP+8TmLCKz9 lMk4MlWS2KEw4MhGav I76TFFi+NgSTBSzty IyxAoTYwOa2xKIrGhD qS5GsEy8WuW64t5fl Ou1PJ0CHMMJnEEVLqE Ot9AADwg8wgu8wpvz 7Lw7H87nrHXFyWeOYA 7O1y+su5Uo</latex it><latexit sha1_base64="DB9ut vBKvtkFJO7V67+aDs que1s=">AAAB/HicbV A9SwNBEJ3zM8avqKX NYhCswiUKahewsREi eEkgOcLeZi9Zs7t37O 4J4Tj8C7baW4mt/8X WX+ImucIkPhh4vDfDz Lwg5kwb1/12VlbX1j c2C1vF7Z3dvf3SwWFT R4ki1CMRj1Q7wJpyJ qlnmOG0HSuKRcBpKx jdTPzWE1WaRfLBjGPq CzyQLGQEGys173pp7 TzrlcpuxZ0CLZNqTsq Qo9Er/XT7EUkElYZw rHWn6sbGT7EyjHCaFb uJpjEmIzygHUslFlT 76fTaDJ1apY/CSNmSB k3VvxMpFlqPRWA7BT ZDvehNxP+8TmLCKz9 lMk4MlWS2KEw4MhGav I76TFFi+NgSTBSzty IyxAoTYwOa2xKIrGhD qS5GsEy8WuW64t5fl Ou1PJ0CHMMJnEEVLqE Ot9AADwg8wgu8wpvz 7Lw7H87nrHXFyWeOYA 7O1y+su5Uo</latex it><latexit sha1_base64="DB9ut vBKvtkFJO7V67+aDs que1s=">AAAB/HicbV A9SwNBEJ3zM8avqKX NYhCswiUKahewsREi eEkgOcLeZi9Zs7t37O 4J4Tj8C7baW4mt/8X WX+ImucIkPhh4vDfDz Lwg5kwb1/12VlbX1j c2C1vF7Z3dvf3SwWFT R4ki1CMRj1Q7wJpyJ qlnmOG0HSuKRcBpKx jdTPzWE1WaRfLBjGPq CzyQLGQEGys173pp7 TzrlcpuxZ0CLZNqTsq Qo9Er/XT7EUkElYZw rHWn6sbGT7EyjHCaFb uJpjEmIzygHUslFlT 76fTaDJ1apY/CSNmSB k3VvxMpFlqPRWA7BT ZDvehNxP+8TmLCKz9 lMk4MlWS2KEw4MhGav I76TFFi+NgSTBSzty IyxAoTYwOa2xKIrGhD qS5GsEy8WuW64t5fl Ou1PJ0CHMMJnEEVLqE Ot9AADwg8wgu8wpvz 7Lw7H87nrHXFyWeOYA 7O1y+su5Uo</latex it>
M31
<latexit sha1_base64="yfwet3bfqXUZw 0dSytC71nppZ5U=">AAAB/HicbVA9SwNBEJ3zM8avqKXNYhCswl0U1C5gYyNE8JJAcoS9z SZZs7t37O4J4Tj8C7baW4mt/8XWX+ImucIkPhh4vDfDzLww5kwb1/12VlbX1jc2C1vF7Z3 dvf3SwWFDR4ki1CcRj1QrxJpyJqlvmOG0FSuKRchpMxzdTPzmE1WaRfLBjGMaCDyQrM8IN lZq3HXTcy/rlspuxZ0CLRMvJ2XIUe+Wfjq9iCSCSkM41rrtubEJUqwMI5xmxU6iaYzJCA 9o21KJBdVBOr02Q6dW6aF+pGxJg6bq34kUC63HIrSdApuhXvQm4n9eOzH9qyBlMk4MlWS2 qJ9wZCI0eR31mKLE8LElmChmb0VkiBUmxgY0tyUUWdGG4i1GsEz8auW64t5flGvVPJ0CHM MJnIEHl1CDW6iDDwQe4QVe4c15dt6dD+dz1rri5DNHMAfn6xerKJUn</latexit><latexit sha1_base64="yfwet3bfqXUZw 0dSytC71nppZ5U=">AAAB/HicbVA9SwNBEJ3zM8avqKXNYhCswl0U1C5gYyNE8JJAcoS9z SZZs7t37O4J4Tj8C7baW4mt/8XWX+ImucIkPhh4vDfDzLww5kwb1/12VlbX1jc2C1vF7Z3 dvf3SwWFDR4ki1CcRj1QrxJpyJqlvmOG0FSuKRchpMxzdTPzmE1WaRfLBjGMaCDyQrM8IN lZq3HXTcy/rlspuxZ0CLRMvJ2XIUe+Wfjq9iCSCSkM41rrtubEJUqwMI5xmxU6iaYzJCA 9o21KJBdVBOr02Q6dW6aF+pGxJg6bq34kUC63HIrSdApuhXvQm4n9eOzH9qyBlMk4MlWS2 qJ9wZCI0eR31mKLE8LElmChmb0VkiBUmxgY0tyUUWdGG4i1GsEz8auW64t5flGvVPJ0CHM MJnIEHl1CDW6iDDwQe4QVe4c15dt6dD+dz1rri5DNHMAfn6xerKJUn</latexit><latexit sha1_base64="yfwet3bfqXUZw 0dSytC71nppZ5U=">AAAB/HicbVA9SwNBEJ3zM8avqKXNYhCswl0U1C5gYyNE8JJAcoS9z SZZs7t37O4J4Tj8C7baW4mt/8XWX+ImucIkPhh4vDfDzLww5kwb1/12VlbX1jc2C1vF7Z3 dvf3SwWFDR4ki1CcRj1QrxJpyJqlvmOG0FSuKRchpMxzdTPzmE1WaRfLBjGMaCDyQrM8IN lZq3HXTcy/rlspuxZ0CLRMvJ2XIUe+Wfjq9iCSCSkM41rrtubEJUqwMI5xmxU6iaYzJCA 9o21KJBdVBOr02Q6dW6aF+pGxJg6bq34kUC63HIrSdApuhXvQm4n9eOzH9qyBlMk4MlWS2 qJ9wZCI0eR31mKLE8LElmChmb0VkiBUmxgY0tyUUWdGG4i1GsEz8auW64t5flGvVPJ0CHM MJnIEHl1CDW6iDDwQe4QVe4c15dt6dD+dz1rri5DNHMAfn6xerKJUn</latexit>
M32
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Fig. 5: The information flow of MA/DB TWCs.
IV. MULTIPLE ACCESS/DEGRADED BROADCAST TWCS
This section considers a three-user two-way communication scenario combining multiaccess
and broadcasting. We first introduce the channel model and derive inner and outer bounds for
the capacity region. Then, sufficient conditions for the two bounds to coincide are provided,
along with illustrative examples.
A. Channel Model
Two-way communication over a discrete additive-noise MA/DB TWC comprises three users
as depicted in Fig. 5. Users 1 and 2 want to transmit messages M13 and M23, respectively, to
user 3 through the TWC that acts as a MAC in the forward direction. User 3 wishes to broadcast
messages M31 and M32 to users 1 and 2, respectively, through the TWC that acts as a DBC in
the reverse direction. The messages are assumed to be independent of each other and uniformly
distributed over their alphabets. The joint distribution of all the variables for n channel uses is
given by
PM{13,23,31,32} ,Xn{1,2,3},Y
n
{1,2,3}
= PM13PM23PM31PM32
(
n∏
i=1
PX1,i,X2,i,X3,i|M{13,23,31,32} ,Y i−1{1,2,3}
)
·
(
n∏
i=1
PY1,i,Y2,i,Y3,i|Xi{1,2,3},Y
i−1
{1,2,3}
)
,
where M{13,23,31,32} , {M13,M23,M31,M32}, X
n
{1,2,3} , {X
n
1 , X
n
2 , X
n
3 }, and Y
n
{1,2,3} ,
{Y n1 , Y
n
2 , Y
n
3 }. Thus, the n transmissions can be described by the sequence of input-output
conditional probabilities {PY1,i,Y2,i,Y3,i|Xi{1,2,3},Y
i−1
{1,2,3}
}ni=1.
To simplify our analysis, we assume that the channel is memoryless in the sense that
given current channel inputs, the current channel outputs are independent of past sig-
July 17, 2018 DRAFT
34
nals, i.e., PY1,i,Y2,i,Y3,i|Xi{1,2,3},Y
i−1
{1,2,3}
= PY1,i,Y2,i,Y3,i|X1,i,X2,i,X3,i . Furthermore, the two direc-
tions of transmission are assumed to interact in a way such that PY1,i,Y2,i,Y3,i|X1,i,X2,i,X3,i =
PY1,i,Y2,i|X1,i,X2,i,X3,iPY3,i|X1,i,X2,i,X3,i . Let all channel input and output alphabets other than Y3
equal Q , {0, 1, ..., q − 1} for some q ≥ 2. The MA/DB TWC is defined by the transition
probability PY3|X1,X2,X3 in the MA direction and the transmission equations in the DB direction
are given by
Y1,i = X1,i ⊕q X3,i ⊕q Z1,i, (49)
Y2,i = X2,i ⊕q X3,i ⊕q Z1,i ⊕q Z2,i, (50)
for i = 1, 2, ..., n, where Z1,i, Z2,i ∈ Q denote additive noise variables, the components of
the memoryless and independent noise processes {Z1,i}
n
i=1 and {Z2,i}
n
i=1, respectively. We also
assume that the channel noise processes are independent of all users’ messages. Thus, the channel
transition probability of this MA/DB TWC at time i can be written as
PY1,i,Y2,i,Y3,i|Xi1,Xi2,Xi3,Y
i−1
1
,Y i−1
2
,Y i−1
3
(y1,i, y2,i, y3,i|x
i
1, x
i
2, x
i
3, y
i−1
1 , y
i−1
2 , y
i−1
3 )
= PY1,i,Y2,i,Y3,i|X1,i,X2,i,X3,i(y1,i, y2,i, y3,i|x1,i, x2,i, x3,i)
= PY3,i|X1,i,X2,i,X3,i(y3,i|x1,i, x2,i, x3,i)PY1,i|X1,i,X2,i,X3,i,Y3,i(y1,i|x1,i, x2,i, x3,i, y3,i)
·PY2,i|X1,i,X2,i,X3,i,Y1,i,Y3,i(y2,i|x1,i, x2,i, x3,i, y1,i, y3,i)
= PY3|X1,X2,X3(y3,i|x1,i, x2,i, x3,i) · Pr{Z1,i = y1,i ⊖q x1,i ⊖q x3,i}
·Pr{Z1,i = y2,i ⊖q x2,i ⊖q x3,i ⊖q (y1,i ⊖q x1,i ⊖q x3,i)}
= PY3|X1,X2,X3(y3,i|x1,i, x2,i, x3,i)PZ1(y1,i ⊖q x1,i ⊖q x3,i)PZ2(y2,i ⊖q x2,i ⊖q y1,i ⊕q x1,i),
where ⊖q denotes modulo-q subtraction.
We next define channel codes, achievable rates, and channel capacity for the MA/DB TWC.
Definition 4: An (n,R13, R23, R31, R32) channel code for the memoryless MA/DB TWC
consists of four message sets M13 = {1, 2, ..., 2
nR13}, M23 = {1, 2, ..., 2
nR23}, M31 =
{1, 2, ..., 2nR31}, M32 = {1, 2, ..., 2
nR32}, three sequences of encoding functions: fn1 =
(f1,1, f1,2, ..., f1,n), f
n
2 = (f2,1, f2,2, ..., f2,n), f
n
3 = (f3,1, f3,2, ..., f3,n) with
f1,1 :M13 → X1, f1,i :M13 × Y
i−1
1 → X1
f2,1 :M23 → X2, f2,i :M23 × Y
i−1
2 → X2
f3,1 :M31 ×M32 → X3, f3,i :M31 ×M32 × Y
i−1
3 → X3
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for i = 2, ..., n, and three decoding functions: g1 :M13 ×Y
n
1 →M31, g2 :M23 × Y
n
2 →M32,
and g3 :M31 ×M32 × Y
n
3 →M13 ×M23.
At time i, the channel inputs are generated according to
X1,i = f1,i(M13, Y
i−1
1 ), (51)
X2,i = f2,i(M23, Y
i−1
2 ), (52)
X3,i = f2,i(M31,M32, Y
i−1
3 ). (53)
After receiving n channel outputs, the messages are reconstructed by the desired user via
Mˆ31 = g1(M13, Y
n
1 ),
Mˆ32 = g2(M23, Y
n
2 ),
(Mˆ13, Mˆ23) = g3(M31,M32, Y
n
3 ),
and the probability of decoding error is defined as
P (n)e (f
n
1 , f
n
2 , f
n
3 , g
n
1 , g
n
2 , g
n
3 ) = Pr{Mˆ13 6= M13 or Mˆ23 6= M23 or Mˆ31 6= M31 or Mˆ32 6= M32}.
Definition 5: A rate quadruple (R13, R23, R31, R32) is said to be achievable for the memoryless
MA/DB TWC if there exists a sequence of (n,R13, R23, R31, R32) codes with limn→∞ P
(n)
e = 0.
Definition 6: The capacity region C of the memoryless MA/DB TWC is the closure of the
convex hull of all achievable rate quadruples (R13, R23, R31, R32).
B. Capacity Inner and Outer Bounds for the Memoryless MA/DB TWC
Let RMA-DBC(PX1,X2,X3,V , PY3|X1,X2,X3, PZ1, PZ2) denote the set of rate quadruples
(R13, R23, R31, R32) which satisfy the constraints
R13 ≤ I(X1; Y3|X2, X3),
R23 ≤ I(X2; Y3|X1, X3),
R13 +R23 ≤ I(X1, X2; Y3|X3),
R31 ≤ I(X3;X3 ⊕q Z1|V ),
R32 ≤ I(V ;X3 ⊕q Z1 ⊕q Z2),
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where V is an auxiliary random variable with alphabet V such that |V| ≤ q + 1 and
the mutual information terms are evaluated according to the joint probability distribution
PX1,X2,X3,V,Y3,Z1,Z2 = PX1,X2,X3,V PY3|X1,X2,X3PZ1PZ2 . Also, define
CMA-DBCI (PY3|X1,X2,X3, PZ1, PZ2)
, co

 ⋃
PX1PX2PV,X3
RMA-DBC(PX1PX2PV,X3 , PY3|X1,X2,X3 , PZ1, PZ2)


and
CMA-DBCO (PY3|X1,X2,X3, PZ1, PZ2)
, co

 ⋃
PX1,X2,X3,V
RMA-DBC(PX1,X2,X3,V , PY3|X1,X2,X3, PZ1, PZ2)

 .
Theorem 11 (Inner Bound): For a memoryless MA/DB TWC with MA transition prob-
ability PY3|X1,X2,X3 and DB noise distributions PZ1 and PZ2 , any (R13, R23, R31, R32) ∈
CMA-DBCI (PY3|X1,X2,X3, PZ1, PZ2) is achievable.
Proof: The coding scheme achieving this bound is given by combining Shannon’s standard
(non-adaptive) coding schemes for the MAC and the DBC. Hence, we will only sketch the proof.
Considering a MAC with inputs X1 and X2 and output (Y3, X3), it is known [36, Theorem 4.2]
that a rate pair (R13, R23) is achievable if the following rate constraints hold:
R13 ≤ I(X1; Y3, X3|X2),
R23 ≤ I(X2; Y3, X3|X1),
R13 +R23 ≤ I(X1, X2; Y3, X3)
for some PX1,X2,X3 = PX1PX2PX3 . Due to the independence of X3 and (X1, X2), the constraints
can be rewritten as
R13 ≤ I(X1; Y3|X2, X3),
R23 ≤ I(X2; Y3|X1, X3),
R13 +R23 ≤ I(X1, X2; Y3|X3).
For the DBC, since user 1 can cancel self-interference X1 from its received signal Y1, user 1
actually sees X3 ⊕q Z1. Similarly, user 2 can cancel X2 from Y2 and obtain X3 ⊕q Z1 ⊕q Z2.
Based on the achievability result for a DBC [36, Theorem 5.2] with channel input X3 and channel
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outputs X3 ⊕q Z1 and X3 ⊕q Z1 ⊕q Z2, any rate pair (R31, R32) is achievable if the following
constraints are satisfied:
R31 ≤ I(X3;X3 ⊕q Z1|V ),
R32 ≤ I(V ;X3 ⊕q Z1 ⊕q Z2),
for some PV,X3 . Combining the above bounds completes the proof.
Theorem 12 (Outer Bound): For a memoryless MA/DB TWC with MA transition prob-
ability PY3|X1,X2 and DB noise distributions PZ1 and PZ2 , all achievable rate quadruples
(R13, R23, R31, R32) belong to C
MA-DBC
O (PY3|X1,X2,X3, PZ1 , PZ2).
Proof: Suppose that (R13, R23, R31, R32) is an achievable quadruple. We derive the necessary
conditions for those rates by the standard converse method. For R13, we have
nR13 = H(M13|M23,M31,M32)
= I(M13; Y
n
3 |M23,M31,M32) +H(M13|Y
n
3 ,M23,M31,M32)
≤ I(M13; Y
n
3 |M23,M31,M32) + nǫn (54)
≤ I(M13; Y
n
2 , Y
n
3 |M23,M31,M32) + nǫn
=
n∑
i=1
I(M13; Y2,i, Y3,i|Y
i−1
2 , Y
i−1
3 ,M23,M31,M32) + nǫn
=
n∑
i=1
(
H(Y2,i, Y3,i|X2,i, X3,i, Y
i−1
2 , Y
i−1
3 ,M23,M31,M32)
−H(Y2,i, Y3,i|X2,i, X3,i, Y
i−1
2 , Y
i−1
3 ,M23,M31,M32,M13)
)
+ nǫn (55)
≤
n∑
i=1
(
H(Y2,i, Y3,i|X2,i, X3,i)−H(Y2,i, Y3,i|X1,i, X2,i, X3,i)
)
+ nǫn (56)
=
n∑
i=1
I(X1,i; Y2,i, Y3,i|X2,i, X3,i) + nǫn
=
n∑
i=1
I(X1,i;X2,i ⊕q X3,i ⊕q Z1,i ⊕q Z2,i, Y3,i|X2,i, X3,i) + nǫn
=
n∑
i=1
I(X1,i; Y3,i|X2,i, X3,i) + I(X1,i;Z1,i ⊕q Z2,i|Y3,i, X2,i, X3,i) + nǫn
=
n∑
i=1
I(X1,i; Y3,i|X2,i, X3,i) + nǫn, (57)
where (54) follows from Fano’s inequality with ǫn → 0 as n → ∞, (55) holds since X2,i =
f2,i(M23, Y
i−1
2 ) and X3,i = f3,i(M31,M32, Y
i−1
3 ), (56) follows since the channel is memoryless,
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and (57) follows since (Z1,i, Z2,i) is independent of (Y3,i, X1,i, X2,i, X3,i). By symmetry, we also
have
nR23 ≤
n∑
i=1
I(X2,i; Y3,i|X1,i, X3,i) + nǫn. (58)
For the sum rate R13 +R23, we have
n(R13 +R23) = H(M13,M23|M31,M32)
≤ I(M13,M23; Y
n
3 |M31,M32) + nǫn
=
n∑
i=1
(
H(Y3,i|X3,i, Y
i−1
3 ,M31,M32)−H(Y3,i|Y
i−1
3 ,M31,M32,M13,M23)
)
+ nǫn
≤
n∑
i=1
(
H(Y3,i|X3,i)−H(Y3,i|Y
i−1
3 ,M31,M32,M13,M23)
)
+ nǫn
≤
n∑
i=1
(
H(Y3,i|X3,i)−H(Y3,i|X1,i, X2,i, X3,i)
)
+ nǫn
=
n∑
i=1
I(X1,i, X2,i; Y3,i|X3,i) + nǫn,
where ǫn → 0 as n → ∞ by Fano’s inequality. Therefore, for the rates in the MAC direction,
we have
R13 ≤
1
n
n∑
i=1
I(X1,i; Y3,i|X2,i, X3,i) + ǫn ≤ I(X1; Y3|X2, X3) + ǫn
R23 ≤
1
n
n∑
i=1
I(X2,i; Y3,i|X1,i, X3,i) + ǫn ≤ I(X2; Y3|X1, X3) + ǫn
R13 +R23 ≤
1
n
n∑
i=1
I(X1,i, X2,i; Y3,i|X3,i) + ǫn ≤ I(X1, X2; Y3|X3) + ǫn
where the inequalities hold since I(X1; Y3|X2, X3), I(X2; Y3|X1, X3), and I(X1, X2; Y3|X3) are
concave7 in the joint input distribution PX1,X2,X3 , where PX1,X2,X3 =
1
n
∑n
i=1 PX1,i,X2,i,X3,i .
For the achievable rate R32 in the DB direction, we have
nR32= H(M32|M23)
≤ I(M32; Y
n
2 |M23) + nǫn
=
n∑
i=1
I(M32; Y2,i|Y
i−1
2 ,M23, X
i
2) + nǫn
7This follows from the fact that I(A;C|B) is concave in PA,B for fixed PC|A,B [3].
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=
n∑
i=1
I(M32;X3,i ⊕q Z1,i ⊕q Z2,i|X
i−1
3 ⊕q Z
i−1
1 ⊕q Z
i−1
2 ,M23, X
i
2) + nǫn
=
n∑
i=1
I(M32;X3,i ⊕q Z1,i ⊕q Z2,i|X
i−1
3 ⊕q Z
i−1
1 ⊕q Z
i−1
2 ,M23) + nǫn (59)
≤
n∑
i=1
I(M32, X
i−1
3 ⊕q Z
i−1
1 ⊕q Z
i−1
2 ,M23;X3,i ⊕q Z1,i ⊕q Z2,i) + nǫn (60)
≤
n∑
i=1
I(M32,M23,M13, X
i−1
3 ⊕q Z
i−1
1 ⊕q Z
i−1
2 , X
i−1
3 ⊕q Z
i−1
1 ;X3,i ⊕q Z1,i ⊕q Z2,i) + nǫn
=
n∑
i=1
I(M{32,23,13}, Y˜
i−1
1 , Y˜
i−1
2 ; Y˜2,i) + nǫn (61)
where (59) holds since X i2 is a function of (X
i−1
3 ⊕q Z
i−1
1 ⊕q Z
i−1
2 ,M23), (60) follows from
the chain rule and the non-negativity of mutual information, and (61) is expressed in terms of
Y˜1,i , X3,i ⊕q Z1,i, and Y˜2,i , X3,i ⊕q Z1,i ⊕q Z2,i = Y˜1,i ⊕q Z2,i.
For R31, we have
nR31 = H(M31|M{32,23,13})
≤ I(M31; Y
n
1 , Y
n
2 |M{32,23,13}) + nǫn
=
n∑
i=1
I(M31; Y1,i, Y2,i|Y
i−1
1 , Y
i−1
2 ,M{32,23,13}) + nǫn
≤
n∑
i=1
I(M31, X3,i; Y1,i, Y2,i|Y
i−1
1 , Y
i−1
2 ,M{32,23,13}) + nǫn
=
n∑
i=1
I(M31, X3,i; Y1,i, Y2,i|Y
i−1
1 , Y
i−1
2 ,M{32,23,13}, X
i
1, X
i
2) + nǫn (62)
=
n∑
i=1
I(M31, X3,i; Y˜1,i, Y˜2,i|Y
i−1
1 , Y
i−1
2 ,M{32,23,13}, X
i
1, X
i
2) + nǫn
=
n∑
i=1
I(M31, X3,i; Y˜1,i, Y˜2,i|Y˜
i−1
1 , Y˜
i−1
2 ,M{32,13,23}) + nǫn (63)
=
n∑
i=1
I(X3,i; Y˜1,i, Y˜2,i|Y˜
i−1
1 , Y˜
i−1
2 ,M{32,13,23})
+
n∑
i=1
I(M31; Y˜1,i, Y˜2,i|Y˜
i−1
1 , Y˜
i−1
2 ,M{32,13,23}, X3,i) + nǫn
=
n∑
i=1
I(X3,i; Y˜1,i, Y˜2,i|Y˜
i−1
1 , Y˜
i−1
2 ,M{32,13,23}) + nǫn (64)
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=
n∑
i=1
I(X3,i; Y˜1,i|Y˜
i−1
1 , Y˜
i−1
2 ,M{32,13,23}) + nǫn (65)
where (62) holds since X1,i = f1,i(M13, Y
i−1
1 ) and X2,i = f2,i(M23, Y
i−1
2 ), (63) holds since
(Y i−11 , Y
i−1
2 , X
i
1, X
i
2) can be generated knowing (M13, M23, Y˜
i−1
1 , Y˜
i−1
2 ), (64) holds because
M31 ⊸− (Y˜
i−1
1 , Y˜
i−1
2 ,M{32,13,23}, X3,i) ⊸− (Y˜1,i, Y˜2,i) form a Markov chain, and (65) holds
since Y˜2,i ⊸− (Y˜1,i, Y˜
i−1
1 , Y˜
i−1
2 ,M{32,13,23}) ⊸− X3,i form a Markov chain. Note that
these Markov chain properties hold since {Z1,i}
n
i=1 and {Z2,i}
n
i=1 are independent memoryless
processes and are independent of all user messages.
Setting Vi = (Y˜
i−1
1 , Y˜
i−1
2 ,W{32,13,23}), we have that Vi ⊸− X3,i ⊸− (Y˜1,i, Y˜2,i) form
a Markov chain. From (61) and (65), we obtain that nR32 ≤
∑n
i=1 I(Vi; Y˜2,i) + nǫn and
nR31 ≤
∑n
i=1 I(X3,i; Y˜1,i|Vi) + nǫn. Let K be a time-sharing random variable that is uniform
over {1, 2, ..., n} and independent of all messages, inputs, and outputs. Setting V = (K, VK),
X3 = X3,K , Z1 = Z1,K , Z2 = Z2,K Y˜1 = X3 ⊕q Z1 = Y˜1,K , Y˜2 = X3 ⊕q Z1 ⊕q Z2 = Y˜2,K , we
have
nR32 ≤
n∑
i=1
I(Vi; Y˜2,i) + nǫn = nI(VK ; Y˜2,K|K) + nǫn ≤ nI(V ; Y˜2) + nǫn
= nI(V ;X3 ⊕q Z1 ⊕q Z2) + nǫn,
and
nR31 ≤
n∑
i=1
I(X3,i; Y˜1,i|Vi) + nǫn = nI(X3; Y˜1|V ) + nǫ˜n
= nI(X3;X3 ⊕q Z1|V ) + nǫn
for some PZ1,Z2,X3,V = PX3,V PZ1PZ2 . Combining the obtained bounds for rates R13 and R23, the
proof is completed by letting n→∞. The bound on the alphabet size of V can be established
by the convex cover method [36].
C. Conditions for the Tightness of the Inner and Outer Bounds
The inner and outer bounds derived in the previous section are of the same form but have
different restrictions on the joint distribution PX1,X2,X3,V , and hence they do not match. Here,
we establish conditions under which the two bounds have matching input distributions, implying
that they coincide and yield the capacity region.
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Theorem 13: The inner and outer capacity bounds in Theorems 11 and 12 coincide if for every
conditional input distribution P
(1)
X1,X2|X3
, there exists a product input distribution P
(2)
X1,X2|X3
=
P˜X1P˜X2 (which depends on P
(1)
X1,X2|X3
) such that
I(1)(X1; Y3|X2, X3 = x3) ≤ I
(2)(X1; Y3|X2, X3 = x3) (66)
I(1)(X2; Y3|X1, X3 = x3) ≤ I
(2)(X2; Y3|X1, X3 = x3) (67)
I(1)(X1, X2; Y3|X3 = x3) ≤ I
(2)(X1, X2; Y3|X3 = x3) (68)
hold for all x3 ∈ X3. Under this condition, the capacity region is given by
CMA-DBC(PY3|X1,X2,X3 , PZ1, PZ2)
= co

 ⋃
PX1PX2PV,X3
RMA-DBC
(
PX1PX2PV,X3, PY3|X1,X2,X3 , PZ1, PZ2
) .
Proof: Consider a MA-DB TWC governed by PY3|X1,X2,X3 , PZ1 , and PZ2 . Recall that
RMA-DBC(PX1,X2,X3,V , PY3|X1,X2,X3, PZ1, PZ2) = {(R13, R23, R31, R32) :
R13 ≤ I(X1; Y3|X2, X3), (69)
R23 ≤ I(X2; Y3|X1, X3), (70)
R13 +R23 ≤ I(X1, X2; Y3|X3), (71)
R31 ≤ I(X3;X3 ⊕q Z1|V ), (72)
R32 ≤ I(V ;X3 ⊕q Z1 ⊕q Z2)} . (73)
Since (69)-(71) do not depend on V and (72) and (73) do not depend on (X1, X2), we have
RMA-DBC(PX1,X2,X3,V , PY3|X1,X2,X3 , PZ1, PZ2) = R
MA-DBC(PX1,X2|X3PV,X3 , PY3|X1,X2,X3 , PZ1, PZ2).
(74)
To complete the proof, it suffices to show that for every PX1,X2|X3 and the corresponding P˜X1P˜X2
(which depends on PX1,X2|X3) given by our assumption, satisfies
RMA-DBC(PX1,X2|X3PV,X3, PY3|X1,X2,X3, PZ1, PZ2) ⊆ R
MA-DBC(P˜X1P˜X2PV,X3, PY3|X1,X2,X3, PZ1, PZ2),
(75)
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since then we clearly have CMA-DBCO (PY3|X1,X2,X3, PZ1, PZ2) ⊆ C
MA-DBC
I (PY3|X1,X2,X3 , PZ1, PZ2).
To show (75), consider two input distributions P
(1)
X1,X2,X3,V
, P
(1)
X1,X2|X3
P
(1)
V,X3
and P
(2)
X1,X2,X3,V
,
P˜X1P˜X2P
(1)
V,X3
, where P˜X1P˜X2 is given by the assumption. Then,
I(1)(X3;X3 ⊕q Z1|V ) = I
(2)(X3;X3 ⊕q Z1|V ) (76)
I(1)(V ;X3 ⊕q Z1 ⊕q Z2) = I
(2)(V ;X3 ⊕q Z1 ⊕q Z2) (77)
since P
(1)
X1,X2,X3,U
and P
(2)
X1,X2,X3,U
have the same marginal P
(1)
U,X3
. Furthermore,
I(1)(X1; Y3|X2, X3) =
∑
x3
P
(1)
X3
(x3) · I
(1)(X1; Y3|X2, X3 = x3)
≤
∑
x3
P
(1)
X3
(x3) · I
(2)(X1; Y3|X2, X3 = x3)
= I(2)(X1; Y3|X2, X3),
where the inequality follows from (66) and the last equality holds since P
(1)
X1,X2,X3,V
and
P
(2)
X1,X2,X3,V
have the same marginal P
(1)
X3
. Similarly, we obtain that I(1)(X2; Y3|X1, X3) ≤
I(2)(X2; Y3|X1, X3) and I
(1)(X1, X2; Y3|X3) ≤ I
(2)(X1, X2; Y3|X3). Consequently, (75) holds.
A special case of the above theorem is when P˜X1P˜X2 does not depend on PX1,X2|X3 . This
case may happen when PY3|X1,X2,X3 has a strong symmetry property.
Corollary 8: The inner and outer capacity bounds in Theorems 11 and 12 coincide if there
exists an input distributions P
(2)
X1,X2
= P ∗X1P
∗
X2
such that for all P
(1)
X1,X2|X3
and x3 ∈ X3 the
inequalities given in (66)-(68) hold. In this case, the capacity region is given by
CMA-DBC(PY3|X1,X2,X3, PZ1, PZ2)
= co

 ⋃
PV,X3
RMA-DBC
(
P ∗X1P
∗
X2
PV,X3, PY3|X1,X2,X3, PZ1, PZ2
) .
The next result is derived by treating the channel as a composition of state-dependent one-way
channels.
Theorem 14: The inner and outer capacity bounds coincide in Theorems 11 and 12 coincide
if the following conditions hold:
(i) There exists P ∗X1 ∈ P(X1) such that argmaxPX1|X2=x2,X3=x3
I(X1; Y3|X2 = x2, X3 = x3) =
P ∗X1 for all x2 ∈ X2 and x3 ∈ X3 and I(P
∗
X1
, PY3|X1,X2=x2,X3=x3) does not depend on x2 for
every fixed x3;
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(ii) For any PX2 ∈ P(X2), I(PX2 , PY3|X1=x1,X2,X3=x3) does not depend on x1 ∈ X1 and x3 ∈ X3;
(iii) For any fixed PX1,X2 , we have I(PX1,X2 , PY3|X1,X2,X3=x3) does not depend on x3 ∈ X3, and
for each x3 ∈ X3 we have I(PX1,X2, PY3|X1,X2,X3=x3) ≤ I(P
∗
X1
PX2 , PY3|X1,X2,X3=x3), where
P ∗X1 is given by condition (i) and PX2(x2) =
∑
x1
PX1,X2(x1, x2) for x2 ∈ X2.
Under this condition, the capacity region is given by
CMA-DBC(PY3|X1,X2,X3 , PZ1, PZ2)
= co

 ⋃
PX2PV,X3
RMA-DBC
(
P ∗X1PX2PV,X3, PY3|X1,X2,X3, PZ1, PZ2
) .
Proof: Similar to the proof in Theorem 13, for any PX1,X2|X3PV,X3 = PX2|X3PX1|X2,X3PV,X3 ,
it suffices to show that
RMA-DBC(PX1,X2|X3PV,X3, PY3|X1,X2,X3, PZ1, PZ2)
⊆ RMA-DBC(P ∗X1PX2|X3PV,X3, PY3|X1,X2,X3, PZ1, PZ2), (78)
where P ∗X1 is given by conditions (i).
For any P
(1)
X1,X2,X3,V
= P
(1)
X1,X2|X3
P
(1)
V,X3
, let P
(2)
X1,X2,X3,V
= P ∗X1P
(1)
X2
P
(1)
V,X3
, where P ∗X1 is given by
condition (i) and P
(1)
X2
denotes the marginal distribution of X2 derived from P
(1)
X1,X2,X3,V
. For the
rate constraints in the DB direction, the same identities as in (76)-(77) can be obtained because
P
(1)
X1,X2,X3,V
and P
(2)
X1,X2,X3,V
share a common marginal distribution given by P
(1)
V,X3
. For R13 in
the MA direction, we have
I(1)(X1; Y3|X2, X3)
=
∑
x2,x3
P
(1)
X2,X3
(x2, x3) · I
(1)(X1; Y3|X2 = x2, X3 = x3)
=
∑
x2,x3
P
(1)
X2,X3
(x2, x3) · I(P
(1)
X1|X2=x2,X3=x3
, PY3|X1,X2=x2,X3=x3)
≤
∑
x2,x3
P
(1)
X2,X3
(x2, x3) · max
PX1|X2=x2,X3=x3
I(PX1|X2=x2,X3=x3, PY3|X1,X2=x2,X3=x3)
=
∑
x2,x3
P
(1)
X2,X3
(x2, x3) · I(P
∗
X1
, PY3|X1,X2=x2,X3=x3) (79)
=
∑
x3
P
(1)
X3
(x3)
∑
x2
P
(1)
X2|X3
(x2|x3) · I(P
∗
X1
, PY3|X1,X2=x2,X3=x3)
=
∑
x3
P
(1)
X3
(x3)
(∑
x2
P
(1)
X2|X3
(x2|x3)
)
· I(P ∗X1 , PY3|X1,X2=x′2,X3=x3) (80)
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=
∑
x′
2
P
(1)
X2
(x′2)
∑
x3
P
(1)
X3
(x3) · I(P
∗
X1
, PY3|X1,X2=x′2,X3=x3)
= I(2)(X1; Y3|X2, X3),
where (79) and (80) directly follow from condition (i).
For R23, we have
I(1)(X2; Y3|X1, X3)
=
∑
x1,x3
P
(1)
X1,X3
(x1, x3) · I
(1)(X2; Y3|X1 = x1, X3 = x3)
=
∑
x1,x3
P
(1)
X1,X3
(x1, x3) · I(P
(1)
X2|X1=x1,X3=x3
, PY3|X1=x1,X2,X3=x3)
=
∑
x1,x3
P
(1)
X1,X3
(x1, x3) · I(P
(1)
X2|X1=x1,X3=x3
, PY3|X1=x′1,X2,X3=x′3) (81)
≤ I
(∑
x1,x3
P
(1)
X1,X3
(x1, x3)P
(1)
X2|X1,X3
(x2|x1, x3), PY3|X1=x′1,X2,X3=x′3
)
(82)
= I(P
(1)
X2
, PY3|X1=x′1,X2,X3=x′3)
=
∑
x′
1
,x′
3
P ∗X1(x
′
1)P
(1)
X3
(x′3) · I(P
(1)
X2
, PY3|X1=x′1,X2,X3=x′3) (83)
= I(2)(X2; Y3|X2, X3),
where (81) and (83) follow from condition (ii) and (82) is due to convexity of I(·, ·) in its first
argument.
Moreover, for the sum rate R13 +R23, we have
I(1)(X1, X2; Y3|X3) =
∑
x3
P
(1)
X3
(x3) · I
(1)(X1, X2; Y3|X3 = x3)
=
∑
x3
P
(1)
X3
(x3) · I
(
P
(1)
X1,X2|X3=x3
, PY3|X1,X2,X3=x3
)
=
∑
x3
P
(1)
X3
(x3) · I
(
P
(1)
X1,X2|X3=x3
, PY3|X1,X2,X3=x′3
)
(84)
≤ I
(∑
x3
P
(1)
X3
(x3)P
(1)
X1,X2|X3
(x1, x2|x3), PY3|X1,X2,X3=x′3
)
(85)
= I
(
P
(1)
X1,X2
, PY3|X1,X2,X3=x′3
)
≤ I
(
P ∗X1P
(1)
X2
, PY3|X1,X2,X3=x′3
)
(86)
=
∑
x′
3
P
(1)
X3
(x′3) · I
(
P ∗X1P
(1)
X2
, PY3|X1,X2,X3=x′3
)
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= I(2)(X1, X2; Y3|X3),
where (84) and (86) follow from condition (iii) and (85) is due to convexity of I(·, ·) in its first
argument. Therefore, (78) holds under conditions (i)-(iii).
Next, we derive our last sufficient condition by generalizing Shannon’s condition (in Propo-
sition 1) to the three-user setting. This new condition is easier to verify than the previous ones.
Theorem 15: The inner and outer capacity bounds in Theorems 11 and 12 coincide if the
following conditions hold:
(i) For any relabeling τX1
x′
1
,x′′
1
on X1, there exists a permutation π
Y3 [x′1, x
′′
1] on Y3 such that for
all x1, x2, x3, and y3, we have
PY3|X1,X2,X3(y3|x1, x2, x3) = PY3|X1,X2,X3
(
πY3[x′1, x
′′
1](y3)
∣∣τX1
x′
1
,x′′
1
(x1), x2, x3
)
(87)
(ii) For any relabeling τX2
x′
2
,x′′
2
on X2, there exists a permutation on π
Y3[x′2, x
′′
2] on Y3 such that
for all x1, x2, x3, and y3, we have
PY3|X1,X2,X3(y3|x1, x2, x3) = PY3|X1,X2,X3
(
πY3 [x′1, x
′′
1](y3)
∣∣x1, τX2x′
2
,x′′
2
(x2), x3
)
. (88)
Under these conditions, the capacity region is given by
CMA-DBC(PY3|X1,X2,X3, PZ1, PZ2) = co

 ⋃
PV,X3
RMA-DBC
(
PUX1P
U
X2
PV,X3 , PY3|X1,X2,X3, PZ1 , PZ2
) ,
(89)
where PUXi denotes uniform probability distribution on Xi for i = 1, 2.
Since the proof basically follows analogous steps as the proof of Proposition 2 only, a short
proof is given in Appendix B.
D. Examples
We next illustrate Theorems 13-15 via three examples.
Example 8 (Additive-Noise MA/DB TWC): Consider a discrete memoryless additive-noise
MA/DB TWC in which the inputs and outputs of the DBC are described by (49) and (50) and
the inputs and outputs of MAC are related via
Y3,i = X1,i ⊕q X2,i ⊕q X3,i ⊕q Z3,i, (90)
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where {Z3,i}
∞
i=1 with Z3,i ∈ Q is a discrete memoryless noise process which is independent of
all user messages and the noise processes {Z1,i}
∞
i=1 and {Z2,i}
∞
i=1. For any x3 ∈ X3, we have
the following bounds:
I(X1; Y3|X2, X3 = x3) = H(Y3|X2, X3 = x3)−H(Y3|X1, X2, X3 = x3) ≤ log2 q −Hb(Z3),
I(X2; Y3|X1, X3 = x3) = H(Y3|X1, X3 = x3)−H(Y3|X1, X2, X3 = x3) ≤ log2 q −Hb(Z3),
I(X1, X2; Y3|X3 = x3) = H(Y3|X3 = x3)−H(Y3|X1, X2, X3 = x3) ≤ log2 q −Hb(Z3),
where equalities hold when PX1,X2 = P
U
X1
PUX2 . Choosing P˜X1 = P
U
X1
and P˜X2 = P
U
X2
, it is clear
that (66)-(68) in Theorem 13 hold, and hence the capacity region given by
CMA-DBC = co

 ⋃
PV,X3
RMA-DBC
(
PUX1P
U
X2
PU,X3, PY3|X1,X2,X3, PZ1, PZ2
)
= co
( ⋃
PV,X3
{
(R13, R23, R31, R32) : R13 +R23 ≤ log2 q −Hb(Z3),
R31 ≤ I(X1;X3 ⊕2 Z1|V ), R32 ≤ I(X2 ⊕ Z1 ⊕ Z2;V )
})
.
Example 9: Suppose that X1 = X2 = X3 = {0, 1}, Y1 = Y2 = {0, 1}, and Y3 = {0, 1, 2}. We
consider a discrete memoryless MA/DB TWC in which the DB direction is described by (49)
and (50) and the channel transition matrix [PY3|X1,X2,X3] for the MA direction is given by


0 1 2
000 1− ε 0 ε
100 1− ε 0 ε
010 0 1− ε ε
110 0 1− ε ε
001 0 ε 1− ε
101 0 ε 1− ε
011 1− ε ε 0
111 1− ε ε 0


where 0 ≤ ε ≤ 1. Since each marginal channel governed by the transition matrix
[PY3|X1,X2,X3(·|·, x2, x3)] is quasi-symmetric, we immediately have that P
∗
X1
= PUX1 . Also, since
[PY3|X1,X2,X3(·|·, x2, x3)], x2 ∈ X2 and x3 ∈ X3, are column permutations of each other, for any
fixed x3 ∈ X3, I(P
∗
X1
, PY3|X1,X2=x2,X3=x3) does not depend on x2 ∈ X2. Thus, condition (i) of
Theorem 14 holds. Moreover, condition (ii) holds since the matrices [PY3|X1,X2,X3(·|x1, ·, x3)],
x1 ∈ X1 and x3 ∈ X3, are column permutations of each other.
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Verifying condition (iii) involves several steps. We first observe that I(PX1,X2, PY3|X1,X2,X3=x3)
does not depend on x3 ∈ X3 for any fixed PX1,X2 since the matrices [PY3|X1,X2,X3(·|·, ·, x3)], x3 ∈
X3, are column permutations of each other. From (84) and (85), it suffices to consider input dis-
tributions of this form: PX1,X2,X3,V = PX1,X2PX3,V . Thus, given any P
(1)
X1,X2,X3,V
= P
(1)
X1,X2
P
(1)
X3,V
,
we define P
(2)
X1,X2,X3,V
(x1, x2, x3, v) = P
(1)
X1,X2,X3,V
(x1 ⊕2 1, x2, x3, v) for all x1, x2, x3, x4. Also,
let P
(3)
X1,X2,X3,V
= (P
(1)
X1,X2,X3,V
+ P
(2)
X1,X2,X3,V
)/2 so that we have P
(3)
X1,X2,X3,V
= P
(3)
X1
P
(1)
X2
P
(1)
X3,V
with P
(3)
X1
= PUX1 = P
∗
X1
. Now, since (87) holds in this example, one can directly obtain that
I(1)(X1, X2; Y3|X3 = x3) ≤ I
(3)(X1, X2; Y3|X3 = x3) from the proof of Lemma 7. As a result,
this TWC satisfies all conditions of Theorem 14 and has capacity region given by
CMA-DBC = co

 ⋃
PX2PV,X3
RMA-DBC
(
PUX1PX2PV,X3, PY3|X1,X2,X3, PZ1, PZ2
) .
Example 10 (Binary MA/DB TWC with Erasures): Suppose that X1 = X2 = X3 = {0, 1},
Y1 = Y2 = {0, 1}, and Y3 = {0, 1,E}, where E denotes erasure symbol. We consider a discrete
memoryless MA/DB TWC in which the DBC direction is described by (49) and (50) and the
MAC direction is described by
Y3,i = (X1,i ⊕2 X2,i ⊕2 X3,i) · 1(Z3,i 6= E) + E · 1(Z3,i = E), (91)
where {Z3,i}
∞
i=1 with Z3,i ∈ Q∪{E} is a discrete memoryless noise process which is independent
of all users’ messages and the noise processes {Z1,i}
∞
i=1 and {Z2,i}
∞
i=1. Also, we assume that
Pr(Z3,i = E) = ε for all i, thereby obtaining the channel transition matrix [PY3|X1,X2,X3]:


0 1 E
000 1− ε 0 ε
100 0 1− ε ε
010 0 1− ε ε
110 1− ε 0 ε
001 0 1− ε ε
101 1− ε 0 ε
011 1− ε 0 ε
111 0 1− ε ε


.
It can be directly verified that (87) and (88) in Theorem 15 hold. Hence, the inner and outer
bounds coincide and the capacity region is given by
CMA-DBC = co

 ⋃
PV,X3
RMA-DBC
(
PUX1P
U
X2
PV,X3 , PY3|X1,X2,X3 , PZ1, PZ2
)
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= co
( ⋃
PV,X3
{
(R13, R23, R31, R32) : R13 +R23 ≤ 1−Hb(ǫ),
R31 ≤ I(X1;X3 ⊕2 Z1|V ), R32 ≤ I(X2 ⊕2 Z1 ⊕2 Z2;V )
})
.
Remark 10: Examples 9 and 10 also satisfy Theorem 13 since the product distribution P˜X1P˜X2
required by Theorem 13 are explicitly given in these examples. Moreover, it is straightforward to
show that Examples 9 and 10 do not satisfy the conditions of Theorems 15 and 14, respectively.
In other words, Theorems 14 and 15 are neither equivalent nor special cases of each other.
V. CONCLUSION
We have identified salient symmetry conditions for three types of two-way networks, two-user
TWCs with and without memory, and three-user MA/DB TWCs, under which Shannon’s random
coding inner bound exactly yields channel capacity. These tightness results, which subsume
previously established symmetry properties as special cases, delineate large families of TWCs
for which user interactive adaptive coding is not beneficial in terms of improving capacity. Future
research directions include identifying necessary conditions for the tightness of Shannons inner
bound and deriving conditions under which Han’s adaptive coding inner bound [12] is tight. An
additional interesting avenue of investigation is to examine whether adaptive coding is useful for
the (almost) lossless and lossy transmission of correlated sources over TWCs whose capacity
are achievable by Shannon’s random coding scheme.
APPENDIX
A. Proof of Proposition 1 (Shannon’s One-sided Symmetry Condition)
The proof of Proposition 1 is based on the following lemmas.
Lemma 4: If a memoryless TWC satisfies the conditions in Proposition 1, then for any input
distribution P
(1)
X1,X2
, any x′1, x
′′
1 ∈ X1, and P
(2)
X1,X2
(·, ·) , P
(1)
X1,X2
(τX1
x′
1
,x′′
1
(·), ·), the following hold:
I(1)(X1; Y2|X2) = I
(2)(X1; Y2|X2), (92)
I(1)(X2; Y1|X1) = I
(2)(X2; Y1|X1), (93)
R(P
(1)
X1,X2
, PY1,Y2|X1,X2) = R(P
(2)
X1,X2
, PY1,Y2|X1,X2). (94)
Proof: For any P
(1)
X1,X2
and P
(2)
X1,X2
(·, ·) , P
(1)
X1,X2
(τX1
x′
1
,x′′
1
(·), ·), we have
I(2)(X1; Y2|X2) =
∑
x2
P
(2)
X2
(x2)I
(2)(X1; Y2|X2 = x2)
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=
∑
x2
P
(2)
X2
(x2)
∑
x1,y2
P
(2)
X1|X2
(x1|x2)PY2|X1,X2(y2|x1, x2) log
PY2|X1,X2(y2|x1, x2)
P
(2)
Y2|X2
(y2|x2)
=
∑
x1,x2,y2
P
(2)
X1,X2
(x1, x2)PY2|X1,X2(y2|x1, x2)
· log
PY2|X1,X2(y2|x1, x2)∑
x˜1
P
(2)
X1|X2
(x˜1|x2)PY2|X1,X2(y2|x˜1, x2)
=
∑
x1,x2,y2
P
(1)
X1,X2
(τX1
x′
1
,x′′
1
(x1), x2)PY2|X1,X2(π
Y2[x′1, x
′′
1](y2)|τ
X1
x′
1
,x′′
1
(x1), x2)
· log
PY2|X1,X2(π
Y2[x′1, x
′′
1](y2)|τ
X1
x′
1
,x′′
1
(x1), x2)∑
x˜1
P
(1)
X1|X2
(τX1
x′
1
,x′′
1
(x˜1)|x2)PY2|X1,X2(π
Y2[x′1, x
′′
1](y2)|τ
X1
x′
1
,x′′
1
(x˜1), x2)
(95)
=
∑
x1,x2,y2
P
(1)
X1,X2
(τX1
x′
1
,x′′
1
(x1), x2)PY2|X1,X2(π
Y2
2 [x
′
1, x
′′
1](y2)|τ
X1
x′
1
,x′′
1
(x1), x2)
· log
PY2|X1,X2(π
Y2 [x′1, x
′′
1](y2)|τ
X1
x′
1
,x′′
1
(x1), x2)∑
x˜1
P
(1)
X1|X2
(x˜1|x2)PY2|X1,X2(π
Y2 [x′1, x
′′
1](y2)|x˜1, x2)
(96)
=
∑
x1,x2,y2
P
(1)
X1,X2
(τX1
x′
1
,x′′
1
(x1), x2)PY2|X1,X2(π
Y2
2 [x
′
1, x
′′
1](y2)|τ
X1
x′
1
,x′′
1
(x1), x2)
· log
PY2|X1,X2(π
Y2[x′1, x
′′
1](y2)|τ
X1
x′
1
,x′′
1
(x1), x2)
P
(1)
Y2|X2
(πY2 [x′1, x
′′
1](y2)|x2)
=
∑
x1,x2,y˜2
P
(1)
X1,X2
(τX1
x′
1
,x′′
1
(x1), x2)PY2|X1,X2(y˜2|τ
X1
x′
1
,x′′
1
(x1), x2)
· log
PY2|X1,X2(y˜2|τ
X1
x′
1
,x′′
1
(x1), x2)
P
(1)
Y2|X2
(y2|x2)
(97)
=
∑
x˜1,x2,y˜2
P
(1)
X1,X2
(x˜1, x2)PY2|X1,X2(y˜2|x˜1, x2) log
PY2|X1,X2(y˜2|x˜1, x2)
P
(1)
Y2|X2
(y˜2|x2)
(98)
= I(1)(X1; Y2|X2), (99)
where (95) holds by the definition of P
(2)
X1,X2
(x1, x2) and the fact that PY2|X1,X2(y2|x1, x2) =
PY2|X1,X2(π
Y2[x′1, x
′′
1](y2)|τ
X1
x′
1
,x′′
1
(x1), x2) due to the Shannon condition in (3), (96) and (98) hold
since τX1
x′
1
,x′′
1
is a bijection, and (97) holds since πY2 [x′1, x
′′
1] is a bijection.
By a similar argument, we can verify that I(1)(X2; Y1|X1) = I
(2)(X2; Y1|X1). The proof is then
completed by noting that the identity R(P
(1)
X1,X2
, PY1,Y2|X1,X2) = R(P
(2)
X1,X2
, PY1,Y2|X1,X2) follows
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from the definition of R in (2).
Lemma 5: If a memoryless TWC satisfies the condition in Proposition 1, then for any input
distribution P
(1)
X1,X2
, any x′1, x
′′
1 ∈ X1, and P
(2)
X1,X2
(·, ·) , P
(1)
X1,X2
(τX1
x′
1
,x′′
1
(·), ·), we have
R(P
(1)
X1,X2
, PY1,Y2|X1,X2) ⊆ R(P
(3)
X1,X2
, PY1,Y2|X1,X2) (100)
where P
(3)
X1,X2
(x1, x2) ,
1
2
(P
(1)
X1,X2
(x1, x2) + P
(2)
X1,X2
(x1, x2)).
Proof: The proof relies on the concavity of I(X1; Y2|X2) and I(X2; Y1|X1) in PX1,X2 [3].
For any given P
(1)
X1,X2
and P
(2)
X1,X2
(·, ·) = P
(1)
X1,X2
(τX1
x′
1
,x′′
1
(·), ·), let P
(3)
X1,X2
= 1
2
(P
(1)
X1,X2
+ P
(2)
X1,X2
).
The concavity property then implies that
I(3)(X1; Y2|X2) ≥
1
2
I(1)(X1; Y2|X2) +
1
2
I(2)(X1; Y2|X2) (101)
= I(1)(X1; Y2|X2), (102)
and that
I(3)(X2; Y1|X1) ≥
1
2
I(1)(X2; Y1|X1) +
1
2
I(2)(X2; Y1|X1) (103)
= I(1)(X2; Y1|X1), (104)
where (102) and (104) follow from Lemma 4. The proof is completed by invoking the definition
of R in (2).
Lemma 6: If a memoryless TWC satisfies the condition in Proposition 1, then for any given
input distribution PX1,X2 = PX1|X2PX2 , we have
R(PX1,X2, PY1,Y2|X1,X2) ⊆ R
(
PUX1PX2 , PY1,Y2|X1,X2
)
, (105)
where PUX1 denotes the uniform probability distribution on X1.
Proof: Without loss of generality, we assume that X1 , {1, 2, ..., κ}. Define Pm =
{PX1,X2 ∈ P(X1 × X2) : PX1,X2(1, x2) = PX1,X2(2, x2) = · · · = PX1,X2(m, x2) for all x2 ∈ X2},
where 1 ≤ m ≤ κ. Lemma 5 shows that for any P
(1)
X1,X2
∈ P1, one can construct P
(3)
X1,X2
∈ P2
in such a way that (100) holds. We now extend this result by induction on m showing
that for any P
(1)
X1,X2
∈ Pm with 2 ≤ m ≤ κ, there exists a P
(m+1)
X1,X2
∈ Pm+1 such that
R(P
(1)
X1,X2
, PY1,Y2|X1,X2) ⊆ R(P
(m+1)
X1,X2
, PY1,Y2|X1,X2).
Suppose that the above claim is true up to m for some 2 ≤ m < κ, where the base case
m = 2 was proved in Lemma 5. We next prove the claim for m + 1. For any P
(1)
X1,X2
∈ Pm,
define
P
(m+1)
X1,X2
(x1, x2) ,
1
m
l∑
i=1
P
(i)
X1,X2
(x1, x2),
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where P
(i)
X1,X2
(·, ·) , P
(1)
X1,X2
(τX1i−1,m(·), ·) for 2 ≤ i ≤ m. Due to the Shannon’s one-sided
symmetry condition and Lemma 4, we have that I(i)(X1; Y2|X2) = I
(1)(X1; Y2|X2) and that
I(i)(X2; Y1|X1) = I
(1)(X2; Y1|X1) for 2 ≤ i ≤ m. Concavity then implies that
I(m+1)(X1; Y2|X2) ≥
1
m
m∑
i=1
I(i)(X1; Y2|X2)
= I(1)(X1; Y2|X2).
Similarly, we obtain that I(m+1)(X2; Y1|X1) ≥ I
(1)(X2; Y1|X1). Moreover, since P
(1)
X1,X2
∈ Pm,
we have that P
(m+1)
X1,X2
(x1, x2) = 1/m · ((m − 1)P
(1)
X1,X2
(1, x2) + P
(1)
X1,X2
(m, x2)) for 1 ≤ x1 ≤ m
and all x2 ∈ X2, i.e.,P
(m+1)
X1,X2
∈ Pm+1, thereby proving the claim.
Since any PX1,X2 = PX1|X2PX2 ∈ Pκ can be expressed as P
U
X1
PX2 , in view of the definition
of R the proof is complete.
We are now ready to prove Theorem 1.
Proof of Theorem 1: Note that
CO(PY1,Y2|X1,X2) = co

 ⋃
PX1,X2
R(PX1,X2, PY1,Y2|X1,X2)


⊆ co

⋃
PX2
R
(
PUX1PX2 , PY1,Y2|X1,X2
) (106)
⊆ CI(PY1,Y2|X1,X2), (107)
where (106) follows from Lemma 6. Together with CI(PY1,Y2|X1,X2) ⊆ CO(PY1,Y2|X1,X2), this
gives:
C(PY1,Y2|X1,X2) = CI(PY1,Y2|X1,X2) = CO(PY1,Y2|X1,X2) = co

⋃
PX2
R
(
PUX1PX2 , PY1,Y2|X1,X2
) .
(108)
We remark that, based on the proof of Proposition 1, it is straightforward to prove Shannon’s
two-sided symmetry condition in Proposition 2.
B. Proof of Theorem 15
It suffices to show that
RMA-DBC(PX1,X2|X3PV,X3, PY3|X1,X2,X3, PZ1, PZ2) ⊆ R
MA-DBC(PUX1P
U
X2PV,X3 , PY3|X1,X2,X3, PZ1 , PZ2)
(109)
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for any PX1,X2|X3PV,X3 . We first give a proof sketch. Analogous to Shannon’s proof for point-to-
point TWCs (see Appendix A), we want to show that for any input distribution P
(1)
X1,X2,X3,V
=
P
(1)
X1,X2|X3
P
(1)
V,X3
, if we set P
(2)
X1,X2,X3,V
= P
(2)
X1,X2|X3
P
(1)
V,X3
and P
(3)
X1,X2,X3,V
= P
(3)
X1,X2|X3
P
(1)
V,X3
, where
P
(2)
X1,X2|X3
(·, ·|·) , P
(1)
X1,X2|X3
(τX1
x′
1
,x′′
1
(·), ·|·), (110)
P
(3)
X1,X2|X3
(·, ·|·) ,
1
2
(
P
(1)
X1,X2|X3
(·, ·|·) + P
(2)
X1,X2|X3
(·, ·|·)
)
, (111)
and x′1, x
′′
1 ∈ X1, we have
RMA-DBC(P
(1)
X1,X2|X3
P
(1)
V,X3
, PY3|X1,X2,X3, PZ1, PZ2)=R
MA-DBC(P
(2)
X1,X2|X3
P
(1)
V,X3
, PY3|X1,X2,X3 , PZ1, PZ2) (112)
⊆RMA-DBC(P (3)
X1,X2|X3
P
(1)
V,X3
, PY3|X1,X2,X3 , PZ1, PZ2), (113)
where the last inclusion is shown using (87) and extending Lemma 5 to the MA/DBC set-up.
Then, we use an induction argument as in the proof of Lemma 6 to obtain
RMA-DBC(PX1,X2|X3PV,X3, PY3|X1,X2,X3 , PZ1, PZ2) ⊆ R
MA-DBC(PUX1PX2|X3PV,X3, PY3|X1,X2,X3, PZ1, PZ2).
(114)
Next, we consider input distributions of the form P
(1)
X1,X2,X3,V
= PUX1P
(1)
X2|X3
P
(1)
X3,V
and set
P
(2)
X1,X2,X3,V
= P
(2)
X1,X2|X3
P
(1)
V,X3
and P
(3)
X1,X2,X3,V
= P
(3)
X1,X2|X3
P
(1)
V,X3
, where
P
(2)
X1,X2|X3
(·, ·|·) , P
(1)
X1,X2|X3
(·, τX2
x′
2
,x′′
2
(·)|·),
P
(3)
X1,X2|X3
(·, ·|·) ,
1
2
(
P
(1)
X1,X2|X3
(·, ·|·) + P
(2)
X1,X2|X3
(·, ·|·)
)
,
and x′2, x
′′
2 ∈ X2. It can be shown via (88) that (112)-(113) also hold, and thus applying an
induction argument again yields
RMA-DBC(PUX1PX2|X3PV,X3 , PY3|X1,X2,X3 , PZ1, PZ2) ⊆ R
MA-DBC(PUX1P
U
X2PV,X3 , PY3|X1,X2,X3 , PZ1, PZ2).
(115)
Combining (114) and (115) then proves our claim. Due to symmetry, we only prove (114).
Lemma 7: For any P
(1)
X1,X2,X3,V
= P
(1)
X1,X2|X3
P
(1)
V,X3
, let P
(2)
X1,X2,X3,V
= P
(2)
X1,X2|X3
P
(1)
V,X3
and
P
(3)
X1,X2,X3,V
= P
(3)
X1,X2|X3
P
(1)
V,X3
, where P
(2)
X1,X2|X3
and P
(3)
X1,X2|X3
are given by (110) and (111),
respectively. Then, (112)-(113) hold.
Proof: We have
I(2)(X1; Y3|X2, X3 = x3)
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=
∑
x1,x2,y3
P
(2)
X1,X2|X3
(x1, x2|x3)PY3|X1,X2,X3(y3|x1, x2, x3)
· log
PY3|X1,X2,X3(y3|x1, x2, x3)∑
x˜1
P
(2)
X1|X2,X3
(x˜1|x2, x3)PY3|X1,X2,X3(y3|x˜1, x2, x3)
=
∑
x1,x2,y3
P
(1)
X1,X2|X3
(τX1
x′
1
,x′′
1
(x1), x2|x3)PY3|X1,X2,X3(π
Y3 [x′1, x
′′
1](y3)|τ
X1
x′
1
,x′′
1
(x1), x2, x3)
· log
PY3|X1,X2,X3(π
Y3 [x′1, x
′′
1](y3)|τ
X1
x′
1
,x′′
1
(x1), x2, x3)∑
x˜1
P
(1)
X1|X2,X3
(τX1
x′
1
,x′′
1
(x˜1)|x2, x3)PY3|X1,X2,X3(π
Y3[x′1, x
′′
1](y3)|τ
X1
x′
1
,x′′
1
(x˜1), x2, x3)
(116)
=
∑
x1,x2,y3
P
(1)
X1,X2|X3
(x1, x2|x3)PY3|X1,X2,X3(y3|x1, x2, x3)
· log
PY3|X1,X2,X3(y3|x1, x2, x3)∑
x˜1
P
(1)
X1|X2,X3
(x˜1|x2, x3)PY3|X1,X2,X3(y3|x˜1, x2, x3)
(117)
= I(1)(X1; Y2|X2, X3 = x3),
where (116) follows from (87) and (110), (117) holds since πY3 [x′1, x
′′
1] and τ
X1
x′
1
,x′′
1
are bijections.
By a similar argument, we have that I(2)(X2; Y3|X1, X3 = x3) = I
(1)(X2; Y3|X1, X3 = x3)
and that I(2)(X1, X2; Y3|X3 = x3) = I
(1)(X1, X2; Y3|X3 = x3). Next, using the concavity of
I(X1; Y3|X2, X3 = x3), I(X2; Y3|X1, X3 = x3), and I(X1, X2; Y3|X3 = x3) in PX1,X2|X3(·, ·|x3)
8
yields that
I(3)(X1; Y3|X2, X3 = x3) ≥
1
2
I(1)(X1; Y3|X2, X3 = x3) +
1
2
I(2)(X1; Y3|X2, X3 = x3)
= I(1)(X1; Y3|X2, X3 = x3),
I(3)(X2; Y3|X1, X3 = x3) ≥
1
2
I(1)(X2; Y3|X1, X3 = x3) +
1
2
I(2)(X2; Y3|X1, X3 = x3)
= I(1)(X2; Y3|X1, X3 = x3),
I(3)(X1, X2; Y3|X3 = x3) ≥
1
2
I(1)(X1, X2; Y3|X3 = x3) +
1
2
I(2)(X1, X2; Y3|X3 = x3)
= I(1)(X1, X2; Y3|X3 = x3),
and hence
I(3)(X1; Y3|X2, X3) ≥ I
(1)(X1; Y3|X2, X3),
8I(X1;Y3|X2, X3 = x3) and I(X2;Y3|X1, X3 = x3) are concave function of PX1,X2|X3(·, ·|x3) since I(X1;Y2|X2) and
I(X2;Y1|X1) are both concave in the input distribution PX1,X2 [3].
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I(3)(X2; Y3|X1, X3) ≥ I
(1)(X2; Y3|X1, X3),
I(3)(X1, X2; Y3|X3) ≥ I
(1)(X1, X2; Y3|X3),
since P
(1)
X3
= P
(3)
X3
. Together with the definition of RMA-DBC given in Section IV-B, the inclusions
in (112)-(113) are proved.
Now, without loss of generality, suppose that X1 = {1, 2, ..., κ}. For 1 ≤ m ≤ κ, define Λm
as the set of all conditional probability distributions PX1,X2|X3 satisfying PX1,X2|X3(1, x2|x3) =
PX1,X2|X3(2, x2|x3) = · · · = PX1,X2|X3(m, x2|x3) for any fixed x2 ∈ X2 and x3 ∈ X3. As in the
proof of Lemma 6, it can be shown by induction on m that
RMA-DBC(PX1,X2|X3PV,X3, PY3|X1,X2,X3, PZ1 , PZ2) ⊆ R
MA-DBC(P˜X1,X2|X3PV,X3, PY3|X1,X2,X3, PZ1, PZ2)
(118)
where PX1,X2|X3 ∈ Λm and P˜X1,X2|X3 ∈ Λm+1 for 2 ≤ m < κ. Note that the base case m = 2
was proved in Lemma 7. Since PX1,X2|X3 ∈ Λκ can be expressed as PX1,X2|X3 = P
U
X1
PX2|X3 ,
(114) holds. To show (115), we consider input probability distributions of the form PX1,X2,X3,V =
PUX1PX2|X3PX3,V . By changing the roles of X1 and X2 in the above derivation, the rest of the
proof is straightforward.
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