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In the last 20 years, computer simulations, based on the micromagnetic model,
have become an important tool for the characterisation of ferromagnetic struc-
tures. This work mainly uses the nite-element (FE) based micromagnetic
solver Nmag to analyse the magnetic properties of ferromagnetic shell struc-
tures of dierent shapes and with dimensions below one micrometre. As the
magnetic properties of structures in this size regime depend crucially on their
shape, they have a potential towards engineering by shape manipulation. The
nite-element method (FEM) discretises the micromagnetic equations on an
unstructured mesh and, thus, is suited to model structures of arbitrary shape.
The standard way to compute the magnetostatic potential within FE based
micromagnetics is to use the hybrid nite element method / boundary element
method (FEM/BEM), which, however, becomes computationally expensive for
structures with a large surface. This work increases the eciency of the hy-
brid FEM/BEM by using a data-sparse matrix type (hierarchical matrices) in
order to extend the range of structures accessible by micromagnetic simula-
tions. It is shown that this approximation leads only to negligible errors. The
performed micromagnetic simulations include the nding of (meta-)stable mi-
cromagnetic states and the analysis of the magnetic reversal behaviour along
certain spatial directions at dierent structure sizes and shell thicknesses. In
the case of pyramidal shell structures a phase diagram is delineated which
species the micromagnetic ground state as a function of structure size and
shell thickness. An additional study demonstrates that a simple micromag-
netic model can be used to qualitatively understand the magnetic reversal of
a triangular platelet-shaped core-shell structure, which exhibits specic mag-
netic properties, as its core material becomes superconducting below a certain
critical eld Hcrit.Contents
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11. Introduction
In modern computers, logic operations are performed on integrated circuits,
i.e. electronic circuits which are imprinted on a thin silicon wafer. The funda-
mental building blocks of these circuits are semiconductor transistors, which
function as switches of electronic signals. The performance of an integrated
circuit can be increased by increasing the number of transistors it accommo-
dates. In 1965, Gordon E. Moore stated that the number of transistors on an
integrated circuit (IC) could be doubled every year [2], corresponding to an
increase from 64 transistors per chip in 1965 to 65;000 transistors per chip in
1975. After 1975, Moore envisaged a doubling of the number of components
per chip every 18 months. Due to the uncanny accuracy of his predictions this
exponential growth became known as Moore's law. A similar performance
increase has also been achieved for other components of modern computers,
such as the hard disks and the random access memories (RAM) [3]. This
advancement in the capabilities of modern computers has in turn spawned a
new branch of theoretical physics, namely computational physics, which also
forms the backdrop of the present work. It is concerned with the numerical
analysis of ferromagnetic, mesoscopic structures on the basis of the micromag-
netic model. In the mesoscopic regime dimensions from a few nanometres to
a few micrometres are examined [4]. The following introduction discusses why
the research on ferromagnetic materials is very promising and how the present
work ts into this broader framework. Finally, the structure of this thesis is
outlined.
1.1. Research on ferromagnetic Materials
Ferromagnetism is a form of collective magnetism, i.e. the microscopic mag-
netic moments are coupled through the so-called exchange interaction, so that
ferromagnetic materials, such as nickel, iron, cobalt and dierent alloys (e.g.
permalloy), exhibit strong magnetic properties even in the absence of an ex-
ternal magnetic eld. This makes the materials so attractive with respect to
applications in modern technological devices. An important eld of research
is the development of magnetic sensors, such as anisotropic magnetoresistors
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(AMR), which are used for the contactless measurement of electrical currents,
measurements of movements and rotational speed in machinery, earth eld
sensing and navigation systems [5]. Furthermore, the discovery of giant mag-
netoresistance (GMR) [6, 7], which was also awarded the Nobel prize in physics
in 2007, has led to the development of Giant Magneto Resistance (GMR) sen-
sors, which are now used in the read heads of modern hard drives, enhancing
their capabilities signicantly [8]. In the long run, GMR sensors are likely to
replace AMR sensors in other elds [8]. Another important research direction
is the development of non-volatile magnetic random access memory devices,
for which dierent approaches, such as MRAM [9], the racetrack memory [10]
and VRAM [11] have been proposed. Unlike DRAM devices, these memory
devices store data without the supply of power, thus realising an instant-
boot-up computer. Research into ultra-strong permanent magnets allows for
the construction of more ecient and more compact motors [12]. Another
promising research direction is the development of magnetic quantum dot cel-
lular automata, which can be used to perform logic operations on systems of
magnetic nanodots, and may lead to future generations of processors [13, 14].
Finally, much work has been devoted to the growth of patterned arrays of
magnetic elements, which may allow for the development of novel hard drives
with enhanced storage capabilities [15]. This list of potential applications
is far from complete, but already demonstrates the potential of the eld of
ferromagnetic materials, especially in the nanometre regime.
1.2. The Growth of magnetic structures
The magnetocrystalline anisotropy of bulk magnetic material governs its mag-
netic behaviour and is therefore key to its technological applicability. It is an
intrinsic property of the material and, generally, cannot readily be tailored
[16], although recent progress in ion irradiation appears to be promising in
that respect [17]. In contrast, the magnetic behaviour of a nanomagnet is
also largely inuenced by the interaction of the magnetisation with its shape.
This dependency provides the possibility of ne-tuning magnetic properties
through shape-manipulation, which in turn requires very precise growth tech-
niques. Lithographic methods have been widely used to produce ordered ar-
rays of nanoelements [18]. The basic idea is to deposit a thin resist layer onto
a substrate, parts of which are then chemically altered by exposing them to
radiation. Finally, dierent techniques are used in order to transfer the gen-
erated pattern into an array of nanoelements. However, these nanoelements
are usually not very well dened along the direction perpendicular to the orig-
inal resist layer, and the grown structures tend to be platelets. In contrast,
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chemical methods are based on what is often referred to as the `bottom up'
approach, i.e. the nanoparticles develop from smaller units. The challenge
of fabricating nanoparticles of non-spherical geometry is therefore to obtain a
suitably anisotropic growth. Corresponding research on magnetic nanoparti-
cles has led to the growth of Co spheres and rods [19] and a wide variety of
shapes for hard magnetic iron compounds [20, 21]. Electrodeposition is a wet-
chemical method [22, 23, 1]. It can be used in conjunction with lithographic
methods in order to create arrays of electrodeposited structures, providing a
cheap method of fabricating the patterned media of complex geometries [18].
A large part of the thesis is concerned with modelling the properties of three-
dimensional (3D) nickel structures, which can be grown by electrodeposition.
1.3. Computational micromagnetism
The micromagnetic model was introduced by Brown [24] and is often used to
compute stable magnetic congurations and magnetic dynamics within ferro-
magnetic systems. Due to their non-linearity, analytical approaches to solving
the micromagnetic equations are only feasible for highly symmetric geometries,
and, even in those cases, cannot address certain phenomena like metastabil-
ity. With the aforementioned development of modern computers, numerical
methods can be employed. The disadvantage of numerical results is that they
generally give less physical insight than corresponding analytical solutions.
On the other hand, micromagnetic simulations not only yield the magneti-
sation, but other important scalar and vector elds as well, such as energy
densities and eective magnetic elds corresponding to the dierent energetic
contributions. A careful examination of these elds can reveal a lot about the
underlying physical mechanisms.
In micromagnetics, there are two standard methods to solve the micromagnetic
equations numerically. These are the nite dierence method (FDM) and
the nite element method (FEM) [25]. FDM discretises the micromagnetic
equations on a cubic grid, and is a very ecient method of studying the
magnetic properties of ferromagnetic structures of cuboidal shape. For such
structures, the FD based solver OOMMF [26] is used in the present work. With
respect to more general shapes, standard FDM generally leads to signicant
deviations [27, 28], which may be mitigated through modied approaches [27,
28, 29]. FEM discretises the micromagnetic equations on an unstructured
mesh and thus can account for, in principle, arbitrary geometries. Due to
this exibility the FE based solver Nmag [30], which uses a tetrahedral mesh
for the discretisation, will mostly be employed. There are certain eciency
issues, that arise when Nmag is used to simulate relatively large structures
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(dimensions of several hundred nanometres) and structures with a large surface
to volume ratio. The reason is that the computation of the magnetostatic
potential  via a hybrid nite element method / boundary element method
(FEM/BEM) involves the assembly and storage of a dense boundary element
method.
Therefore a part of this work will deal with the optimisation of Nmag through
the external library HLib [31], so that the range of computationally tractable
structures is enhanced. The underlying idea is to use hierarchical matrices,
which are data-sparse, hierarchically structured matrices, to approximate the
above-mentioned boundary element matrix. Micromagnetic studies of funda-
mental geometries have been mostly carried out for planar structures, such as
square [32, 33, 34, 35] and circular [36, 37, 35] platelets, and ferromagnetic
cubes [38, 39]. Due to the above-mentioned limitations of standard growth
techniques, more complex three dimensional nanoelements have been subject
to far less research. In the literature, one can nd micromagnetic investiga-
tions on cones [40, 41], pyramids [40], partially spherical structures [42, 43],
prolate spheroids [44], tetrahedrons and octahedrons [45], and hexagonally
shaped islands [46]. Energetic ground states of spherical core-shell structures
have been studied analytically by deriving expressions for the micromagnetic
energy contributions [47].
1.4. Structure of the thesis
This thesis is structured as follows: chapter 2 provides a short introduction
to the micromagnetic model (Section 2.1). This chapter also alludes to the
hybrid nite element method / boundary element method (FEM/BEM) (Sec-
tion 2.2), which is the standard way to compute the long-range, magnetostatic
interaction in nite-element micromagnetism. The eciency of the hybrid
FEM/BEM can be increased by using hierarchical matrices, which are intro-
duced in the nal section (2.3) of the chapter. Chapter 3 presents a study on
how the eciency of the nite-element solver Nmag can be increased by cou-
pling it with the HLib library, an implementation of the hierarchical matrix
methodology. The eciency of the hierarchical matrices is discussed with re-
spect to the error they introduce. Chapter 4 presents a micromagnetic study
on the magnetic properties of pyramidal-shaped nickel shells. The focus of
this investigation lies in the micromagnetic states, that occur within shells
of dierent shapes and sizes, and on the magnetic reversal along certain spa-
tial directions. Chapter 5 presents experimental results by co-workers at the
University in Bath on hybrid Pb/Ni and Sn/Ni systems (Section 5.1). These
structures contain a triangular platelet-shaped lead (Pb) core, which is cov-
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ered by a nickel (Ni) layer. Since the Pb core becomes superconducting below
a critical temperature Tcrit = 7:2K and because the Ni shell is ferromag-
netic, this hybrid system exhibits specic properties during magnetic reversal
at temperatures T < Tcrit. Sub-section 5.2.1 shows that we can qualitatively
understand these properties on the basis of a relatively simple model. Finally,
magnetic reversal of rectangular prism-shaped nickel shells is investigated with
the standard micromagnetic model (Section 5.2.2). The main part of the the-
sis is concluded by a short chapter, which summarises the main ndings and
gives an outlook on future research (Chapter 6). Supplementary information
to main part of the thesis is given in the Appendices A, B, C and D. All
formulas are given in SI units.
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This chapter presents a brief introduction to micromagnetics (Section 2.1),
especially focussing on hybrid FEM/BEM, a method commonly used to com-
pute the magnetostatic interaction in FE-based micromagnetic codes (Section
2.2), but also in FD based codes [48]. Finally, hierarchical matrices will be
introduced, which can be used to increase the eciency of hybrid FEM/BEM
(Section 2.3).
2.1. Basic micromagnetics
Micromagnetics (also known as micromagnetism) is a phenomenological the-
ory of ferromagnetic materials. While a relatively simple theory, it correctly
describes a wide range of phenomena occurring in ferromagnetic materials.
For example, it allows for the numerical computation of the properties of hys-
teresis and realistic domain structures of, in principle, arbitrary ferromagnetic
structures. The increasing capabilities of modern computers also enhance its
range of applications (e.g. larger structures can be investigated), so that a
growth in the popularity of the model can still be expected. As only a brief
overview of the theory of micromagnetics is possible, the reader is referred
to the corresponding literature for a more detailed account (see for example
[24, 49, 50]).
2.1.1. Magnetisation
We approach magnetism on a mesoscopic level, i.e. instead of looking at the
magnetic moments i of each atom i, we introduce the magnetisation ~ M by
taking a spatial average over the atomic moments:
~ M (~ r) =
P
i2V i
V
: (2.1)
The sum over i runs over all atoms of a certain volume V . The volume V has to
be large in comparison with atomic dimensions, so that atomic eects (for ex-
ample thermal uctuations and the quantisation of magnetic moments) can be
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neglected. Atomic length scales lie in the range of 1  A, so that V  1  A3 should
hold. On the other hand, an averaging, as in equation (2.1), also leads to a re-
duction in the number of degrees of freedom of the system, so that the physics
will be inuenced by a too large value for V . In micromagnetics, dierent
material-dependent length scales exist, which yield the dimension of the sys-
tem's smallest occurring features [51]. Typically these length scales lie in the
range of several nanometres, so that we can estimate the upper bound of V by
V . 1nm3. At the relevant micromagnetic length scales (& 10nm), it is then
pertinent to consider the magnetisation as a continuous, three-dimensional
vector eld (as in equation (2.1)), which is dened in each point in space.
The magnetisation denes the magnetic state of a structure. Therefore, it is
the aim of many theoretical studies to compute the magnetisation, and thus
nd the magnetic state for dierent magnetic systems (ferromagnetic systems,
ferrimagnetic systems and anti-ferromagnetic systems). Those computations
are often based on the micromagnetic model, that will be introduced in the
next chapter.
2.1.2. The micromagnetic model
The micromagnetic model was established by Brown [24]. It introduces dier-
ent energetic contributions, which act as a torque upon ~ M(~ r). These energetic
contributions are typically from magnetocrystalline anisotropy, exchange in-
teraction, magnetostatic interaction and an externally applied magnetic eld.
We will introduce these contributions as follows and give corresponding ener-
getic expressions. If required, the model can be extended by adding further
contributions, such as magnetoelastic and thermal energies (see for example
[50]).
Exchange energy
The exchange interaction is a quantum mechanical eect, which arises from
the wave character of electrons. It leads to an additional term in the energy
(exchange energy), which does not have any classical equivalent. The contin-
uum expression for the exchange energy was derived by Landau and Lifshitz
[52]. It reads:
Eex =
Z
V
A
M2
S
 
(rMx)2 + (rMy)2 + (rMz)2
dV: (2.2)
The exchange constant A and the saturation magnetisation MS are material
dependent parameters. Since A is positive-denite, the exchange term always
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tries to minimise the spatial variation of the magnetisation vector ~ M(~ r), i.e.
it aligns the magnetisation homogeneously. Thus, the exchange term acts as
a glue, which leads to a spatial coupling of the magnetisation. The mag-
netism in exchange-coupled systems (ferromagnetic, ferrimagnetic and anti-
ferromagnetic systems) is usually much stronger than in systems where the
exchange coupling is absent (dia and paramagnetic systems).
Magnetocrystalline anisotropy energy
Magnetocrystalline anisotropy is an intrinsic property of a magnetic material.
Its origin lies in quantum mechanical spin-orbit interaction, which denes a
coupling between the orbital angular momentum and the spin of an electron in
the atomic shell. As a consequence, the electronic spins couple to the electronic
structure of the lattice. Since an electronic angular momentum produces an
equivalent magnetic moment, this leads to magnetic anisotropy. The calcu-
lation of magnetocrystalline anisotropy from rst principles has not led to a
satisfactory agreement with experimental data [53, 54], so that the eect is not
yet fully understood. The symmetry of magnetocrystalline anisotropy reects
the symmetry of the crystal. That is to say that crystals with a cubic lattice
(e.g. Iron and Nickel) exhibit cubic magnetic anisotropy and crystals with a
hexagonal lattice (e.g. Cobalt) uni-axial magnetic anisotropy. In the case of
uni-axial anisotropy, the following phenomenological expression for anisotropy
energy is often used, which follows from a simple Taylor expansion, where
higher order terms are neglected:
Eanis =
Z
V
K
M2
S
( ~ M ~ e)2dV: (2.3)
Here, K is the rst magnetocrystalline anisotropy constant. In the case of
K < 0, equation (2.3) energetically favours an alignment of the magnetisation
vector ~ M along the the unit vector ~ e, which is therefore also called the direction
of the easy axis. Conversely, for a positive value of K the anisotropy energy
is minimised when the magnetisation lies in the plane, whose normal vector ^ n
is given by ~ e. So, instead of an easy axis, the magnetocrystalline anisotropy
denes an easy plane.
Magnetostatic energy
We introduce the demagnetisation eld ~ Hdemag, which is generated by the
magnetisation ~ M(~ r). In this sub-section, it is assumed that this is the only
contribution to the total magnetic eld ~ Htot. Then, from basic electrodynam-
ics, we know the relation between the magnetisation ~ M, the demagnetization
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eld ~ Hdemag and the magnetic ux density B:
B = 0(~ Hdemag + ~ M): (2.4)
We infer from Gauss' law of magnetism:
r  ~ B = 0 =) r  ~ Hdemag =  r  ~ M: (2.5)
Furthermore, we assume that there are no free currents (~ j = 0) and the electric
displacement eld ~ D does not change over time, so that Amp ere's circuital law
reads
r  ~ Hdemag = 0: (2.6)
Therefore, a magnetic scalar potential (~ r) can be introduced by:
~ Hdemag =  r: (2.7)
 is the solution of Poisson's equation:
r2 =  M; (2.8)
the eective magnetic charge density M being:
M =  r  ~ M: (2.9)
Let the nite region Rm describe the extent of a ferromagnetic material, that
contains a magnetisation with a constant magnitude j ~ Mj = MS. Outside of
Rm, the magnetisation vanishes, i.e. j ~ Mj = 0. We will refer to the latter region
as the vacuum region Rv. Due to the niteness of Rm, the demagnetisation
eld will approach zero when j~ rj ! 1, i.e.
lim
j~ rj2Rv!1
j~ Hdemagj = 0:
Thus, the potential  has to be constant at j~ rj ! 1. One usually chooses
lim
j~ rj2Rv!1
 = 0; (2.10)
which denes an open boundary condition for , i.e. a boundary condition
at j~ rj ! 1. Furthermore, using equation 2.5 and the divergence theorem of
vector calculus we nd a jump in the normal derivative of  at @R:
lim
~ r2Rv!@R
@
@^ n
  lim
~ r2Rm!@R
@
@^ n
=  ^ n  ~ M; (2.11)
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with ^ n being the local normal vector of the boundary @R. By employing
Stokes' theorem and equation (2.6), one can readily show that:
^ t  r = ^ t  ~ Hdemag for ~ r 2 Rm ! @R
= ^ t  ~ Hdemag for ~ r 2 Rv ! @R; (2.12)
where ^ t is a unit vector in the local tangent plane of @R, i.e. ^ n ? ^ t. Therefore,
we nd that on the sub-space @R:
lim
~ r2Rm!@R
 = lim
~ r2Rv!@R
 + C
holds. One usually sets C to zero, so that  is continuous over @R. Using these
boundary conditions and Green's second identity (equation (A.4) in Appendix
A), the following expression for  is readily derived [55]:
(~ r) =
1
4
Z
Rm
r  ~ M(~ R)
j~ r   ~ Rj
d3R +
1
4
I
@R
^ n(~ R)  ~ M(~ R)
j~ r   ~ Rj
d2R: (2.13)
So beside a term due to the eective magnetic-charge density, one obtains
another term arising from an eective magnetic surface-charge density:
M = ^ n  ~ M: (2.14)
Note that a surface charge term does not occur in Coulomb's law of electro-
statics. This is due to the fact that, unlike equation (2.9), the charge density
cannot be written as the divergence of a vector eld. The energy of the mag-
netisation in its own demagnetisation eld is given by:
Edemag =  
1
2
Z
Rm
~ M(~ r)  ~ Hdemag(~ r) d3r: (2.15)
Here the factor 1=2 avoids a double-counting of the magnetostatic energy
contribution between two points, ~ r and ~ R within Rm.
Zeeman energy
When applying an external magnetic eld ~ Hext, the total Zeeman energy of
the magnetisation ~ M(~ r) is given by:
EH =  
Z
Rm
~ Hext(~ r)  ~ M(~ r) d3r: (2.16)
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2.1.3. Brown's equation
Adding all energy contributions of the micromagnetic model together, an ex-
pression for the functional of free energy is obtained:
F[ ~ M(~ r)] =
Z
Rm

A
M2
S
 
(rMx)2 + (rMy)2 + (rMz)2
+
K
M2
S
( ~ M(~ r) ~ e)2
+
1
2
~ M(~ r)  ~ Hdemag(~ r)
+ ~ Hext(~ r)  ~ M(~ r)

d3r:
(2.17)
If using ~ M(~ r) = MS ~ m(~ r) (with j~ m(~ r)j = 1), varying the free energy F with
respect to ~ m(~ r) and set the result equal to zero, Brown's equations [56] are
obtained:
~ m(~ r)  (2A~ m(~ r) + 2K(~ m(~ r) ~ e)~ e + MS ~ Hext + MS ~ Hdemag) = 0 (2.18)
@~ m
@^ n
 ~ m
 
 

@R
= 0:
We dene the eective eld ~ He as:
~ He =
2A
MS
~ m(~ r)
| {z }
~ Hexch
+
2K
MS
(~ m(~ r) ~ e)~ e
| {z }
~ Hanis
+~ Hext + ~ Hdemag: (2.19)
Furthermore, one can readily show that the vectors ~ m and @~ m
@^ n are orthogonal,
so that Brown's equations (2.18) read:
~ m(~ r)  ~ He = 0 (2.20)
@~ m
@^ n
 
 

@R
= 0:
The rst equation states that the system is in an equilibrium state when the
torque, exerted by the eective eld ~ He(~ r) on ~ M(~ r), disappears. Equivalently,
one could say that an equilibrium is reached when the magnetisation aligns
with the local eective eld. The second equation species the boundary
conditions on @R.
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2.1.4. The Landau-Lifshitz-Gilbert equation
In the last section the Brown equation was introduced (2.18). Physically this
equation states that, in order to reach thermodynamic equilibrium, ~ M(~ r) has
to be relaxed, such that, for each ~ r, it is parallel to the eective magnetic eld
~ He(~ r), introduced in equation (2.19). To relax the magnetisation (or magnetic
moment) in an external magnetic eld, the Landau-Lifshitz equation, which
was derived in 1935 [52], can be used. However, this equation is said to be
unphysical, in the sense that it was tailored just for the sake of reaching the
correct nal state [57, 58, 59]. A physically more realistic approach is to use
Gilbert's equation [57]:
d ~ M(~ r)
dt
=   ~ M(~ r)  ~ H(~ r) +

MS
~ M(~ r) 
d ~ M(~ r)
dt
: (2.21)
The rst term on its right-hand side describes the precession of the magnetisa-
tion around the magnetic eld ~ H. The gyromagnetic ratio  is a microscopic
constant, which determines the ratio between the magnetic moment and the
angular momentum of an electron. The second term reects the damping to-
wards thermodynamic equilibrium. Here, the parameter  is the phenomeno-
logical Gilbert damping constant. It has to be derived from experiments.
One can easily reformulate the Gilbert equation into a form equivalent to the
Landau-Lifshitz equation:
d ~ M(~ r)
dt
=  

1 + 2
~ M(~ r) ~ H(~ r) 

MS(1 + 2)
~ M(~ r)( ~ M(~ r) ~ H(~ r)): (2.22)
This equation is usually called the Landau-Lifshitz-Gilbert equation. Com-
pared to the Gilbert equation (2.21), it is numerically more convenient to
handle, since the time-derivative of the magnetisation appears just on the
left-hand side of the equation. By replacing ~ H with the eective magnetic
eld ~ He of equation (2.19), a partial dierential equation is obtained, which
has to be solved within the micromagnetic model. The numerical solution
requires a discretisation in space and time. Dierent approaches for spatial
discretisation have to be undertaken when using the nite dierence method
(FDM) (see for example [38, 60, 25]) or the nite element method (FEM):
FDM is based on a cuboidal mesh and FEM on an unstructured (in most
cases tetrahedral) mesh. This work mainly focusses on the latter method.
As we do not address the technical details of FEM and time integration, the
interested readers are referred to [61, 62, 59, 63, 64]. In the next section, a
rather specic problem is discussed. It deals with the so called open boundary
problem, which arises when computing the demagnetisation eld ~ Hdemag in
FE based micromagnetics.
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2.2. Hybrid FEM/BEM
The computation of the magnetic scalar potential  of equation (2.13) is the
numerically most challinging part of computational micromagnetics. A direct
discretisation of the integral equation (2.13) is numerically expensive, since
the operation scales quadratically with the number of discretisation nodes N.
Instead, a start is made from the local formulation of the problem, which is
given by Poisson's equation (see also equation (2.8)):
r2(~ r) =
8
<
:
r  ~ M(~ r) for ~ r 2 Rm
0 for ~ r 2 Rv
: (2.23)
The scalar potential has to be continuous at the boundary @R between Rm
and Rv, i.e. with ~ rm 2 Rm, ~ rv 2 Rv, and ~ r 2 @R:
4(~ r) = lim
~ rv!~ r
(~ rv)   lim
~ rm!~ r
(~ rm) = 0; (2.24)
while its normal derivative is discontinuous:
4

@(~ r)
@^ n

= lim
~ rv!~ r
@(~ rv)
@^ n
  lim
~ rm!~ r
@(~ rm)
@^ n
=  ^ n  ~ M(~ r): (2.25)
Furthermore the potential needs to disappear at innity, i.e.:
(~ r) ! 0 for j~ rj ! 1: (2.26)
Equations (2.23-2.26) dene a mathematical problem with boundary condi-
tions at innity, the so called open boundary problem. For arbitrary ferro-
magnetic regions Rm FEM is the best suited method for a numerical solution.
However, the fact that the solution domain is innite implies that one cannot
solve the problem with conventional FEM, which is a nite-domain method.
There are dierent techniques available that allow for tackling such an open
boundary problem (for an overview see for example [65]). The simplest ap-
proach is to perform a truncation of the domain at a selectable outer boundary
in the vacuum region. Provided that it is suciently far away, one can assume
that the potential on the boundary is approximately zero, allowing for the use
of a conventional nite element method on the reduced domain. In order to
obtain decent numerical results, the dimension of the meshed region should
exceed that of the magnetic region by a factor of about 5, with respect to any
direction in space [65, 59]. Besides the fact that the corresponding discretisa-
tion matrix can become relatively large, this method also poses some technical
problems concerning the meshing of the dierent regions (magnetic and vac-
uum region). The current standard approach for computing the magnetostatic
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scalar potential is a hybrid nite element method / boundary element method
(FEM/BEM), which was introduced by Fredkin and Koehler [66]. Its basic
idea is to restructure the problem dened by equations (2.23-2.26), such that
it decomposes into a Poisson equation in a nite domain (which corresponds
to the ferromagnetic region Rm), and a Laplace equation dened on the entire
space. The former equation can then be solved by applying FEM, while BEM
is used to solve the Laplace equation. Two dierent realisations of hybrid
FEM/BEM exist. The rst was proposed in the original paper [66], and is
widely used in state-of-the-art micromagnetic nite element codes. The sec-
ond realisation has recently been proposed by Garc a-Cervera and Roma and
is said to be numerically better behaved [48]. Both methods are discussed,
starting with the original Fredkin and Koehler approach.
2.2.1. The Fredkin-Koehler approach
The idea is to split the magnetic potential  as dened in equation (2.23) into
two contributions, 1 and 2:
 = 1 + 2: (2.27)
1 is assumed to be the solution of the inhomogeneous Neumann problem:
1 = r ~ M(~ r) (2.28)
with
@1(~ r)
@^ n
= ^ n  ~ M(~ r) (2.29)
on @R. Within the vacuum region Rv one denes 1(~ r) = 0. In order to
comply with equations (2.23-2.26), 2 has to be the solution of Laplace's
equation:
2(~ r) = 0: (2.30)
At the boundary @R between the magnetic and vacuum domain, 2 has a
discontinuity of:
42(~ r) = lim
~ rv!~ r
2(~ rv)   lim
~ rm!~ r
2(~ rm) = 1(~ r); (2.31)
and its normal-derivative is continuous. At innity, 2(~ r) has to disappear,
i.e.:
2(~ r) ! 0 for j~ rj ! 1: (2.32)
So, the open boundary problem is rewritten, such that there are two dierent
mathematical problems to deal with. First, equations (2.28) and (2.29) dene a
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Poisson equation in a nite domain, something which can be straight-forwardly
solved with conventional FEM. The open boundary character of the problem is
included in the set of equations (2.30-2.32). However, the crucial dierence to
our original problem is that we dispensed with inhomogeneity, i.e. we replaced
the Poisson equation (2.23) by the Laplace equation (2.30). BEM is a standard
technique to solve Laplace's equation, and, applying it to equations (2.30-2.26)
yields the following integral equation (see Appendix A):
2(~ R) =
1
4
Z
@R
1(~ r)g(~ r; ~ R) d2r: (2.33)
The part of the integrand that depends only on the integration variable is
called the source of the integral. In this case, the source is the potential 1, so
that 2 can be retrieved from knowledge of 1 on the boundary @R between
Rm and Rv. The kernel is the part of the integrand that depends on the
integration variable ~ r and the variable ~ R in the solution space. It denes the
correlation between the integration space and the solution space. Here, the
kernel is the classical double layer potential:
g(~ r; ~ R) =
(~ R  ~ r)  ^ n(~ r)
j~ R  ~ rj3 : (2.34)
As before, the vector ^ n(~ r) is the local normal vector on the surface @R. In
micromagnetics we usually only need to compute the magnetic scalar poten-
tial  within the ferromagnetic region Rm. Therefore the solution domain of
equation (2.33) corresponds to Rm, while the integration domain is the inter-
face @R. Assuming that we discretise the ferromagnetic region Rm on a mesh
with N volume nodes, the boundary @R will be discretised on a surface mesh
of about Ns / O(N2=3) surface nodes. The matrix resulting from our dis-
cretisation of equation (2.33) will therefore have / O(N) rows and / O(N2=3)
columns, so that its size and therefore the general numerical complexity scales
with O(N5=3). Note that the FEM part of the hybrid FEM/BEM scales with
O(N), so that the BEM part turns out to be the limiting factor for the per-
formance of the algorithm. However, the computational cost can be reduced
by restricting the solution domain of the integral equation to the boundary
@R. For this, the limit ~ R 2 Rm ! @R of equation (2.33) needs to be taken
from the side of the ferromagnetic region Rm, turning the integral into (see
also Appendix A):
2(~ R) =
1
4
Z
@R
1(~ r)
(~ R  ~ r)  ^ n(~ r)
j~ R  ~ rj3 d2r +
 

(~ R)
4
  1
!
1(~ R): (2.35)
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The appearance of the additional diagonal term in equation (2.35) is due to
the discontinuity of the integral in equation (2.33) over the boundary @R.
The integral needs to have this discontinuity property in order to comply
with equation (2.31). The variable 
(~ R) in (2.35) is dened as follows: let
~ r be a reference point within the ferromagnetic region Rm, ~ R a point on the
boundary @R and @R(~ R) the local neighbourhood of @R around ~ R. Let us
now take the limit ~ r ! ~ R. Then, 
(~ R) is the solid angle covered by @R(~ R)
with respect to ~ r. As before, the complexity of the matrix-vector equation
arising from the discretisation of (2.35) can be estimated and one nds that
the matrix size scales with O(N4=3) (N = number of volume nodes). From
the discretisation, only values for the potential 2 on the boundary @R are
obtained. However, one can use these values as Dirichlet boundary conditions
in order to solve Laplace's equation (2.30) for 2 within the ferromagnetic
region Rm with FEM.
2.2.2. The Garc a-Cervera-Roma approach
The method proposed by Garc a-Cervera and Roma [48] is very similar to the
approach presented in Sub-section 2.2.1. Therefore, we will not discuss all its
details, but just stress the dierences with the Fredkin-Koehler approach. The
starting point is the open boundary problem, as dened in equations (2.23-
2.26). As before, the magnetic scalar potential  is split into the sum of two
potential a and b. However, the denitions of a and b are dierent. a is
the solution of the inhomogeneous Dirichlet problem dened by:
a = r ~ M(~ r); (2.36)
with
a(~ r) = 0 (2.37)
on @R. Within the vacuum domain Rv a(~ r) is set to 0. As in Sub-section
2.2.1, a can be obtained by FEM. The second potential b is then dened by
Laplace's equation:
b(~ r) = 0: (2.38)
At the boundary @R between the magnetic and vacuum domain, the normal
derivative of b has a discontinuity of:
4

@b(~ r)
@^ n

= lim
~ rv!~ r
b(~ rv)   lim
~ rm!~ r
b(~ rm) =  ^ n  ~ M(~ r) +
@a(~ r)
@^ n
; (2.39)
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while the potential itself is continuous. At innity b(~ r) has to disappear, i.e.:
b(~ r) ! 0 for j~ rj ! 1: (2.40)
As discussed in the previous section, the problem posed by equations (2.38-
2.40) can be solved with BEM. The following integral equation for b can be
obtained:
b(~ R) =
1
4
Z
@R
q(~ r)
j~ R  ~ rj
d2r; (2.41)
with
q(~ r) =  ^ n  ~ M(~ r) +
@a(~ r)
@^ n
: (2.42)
Due to the performance issues discussed in Sub-section 2.2.1, equation (2.41)
is not used to compute the potential b for the entire ferromagnetic region
Rm. Instead, it is only used to compute b on @R, yielding the Dirichlet
boundary conditions for solving the Laplace equation (2.38) within Rm with
FEM. Note that, due to the continuity of b, there is no need to take a formal,
mathematical limit as in Sub-section 2.2.1. In the literature, the kernel of
equation (2.41) is:
g(~ R;~ r) =
1
j~ R  ~ rj
; (2.43)
referred to as the classical single layer potential.
2.2.3. Discretisation of the integral equation
In order to apply a hybrid FEM/BEM, it is necessary to discretise either
equation (2.35) or (2.41) (see discussion in Section 2.2.1). For a demonstrative
discussion of discretisation procedures, we consider equation (2.41):
b(~ R) =
1
4
Z
@R
q(~ r)
j~ R  ~ rj
d2r:
The integration space as well as the solution space of this integral equation
correspond to the boundary @R. Therefore, one rst creates a surface mesh
(in most cases: a triangular surface mesh) on @R, which denes a set of nodal
points fig. Then we locally expand the source of the integral, i.e. q(~ r), in
terms of a set of basis functions  j(~ r), with local supports 
j around the
nodal points:
q(~ r) =
X
j
q(~ rj)  j(~ r): (2.44)
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The potential b is evaluated at the nodal points ~ Ri, so that the integral
equation turns into a system of equations:
b(~ Ri) =
X
j
1
4
Z

j
 j(~ r)
j~ Ri  ~ rj
d2r  q(~ rj): (2.45)
For the triangular mesh the local support 
j of basis function  j(~ r) is the
union of those triangles Tjk that contain the nodal point ~ rj at one of their
corners, i.e. 
j = [kTjk. Suppose that the corners of the triangle Tjk are,
besides ~ rj itself, the neighbouring nodal points ~ rj+1 and ~ rj+2, then a local
linear function on Tjk can be dened as:
'jk(~ r) =
8
<
:
det(~ r;~ rj+1;~ rj+2)
det(~ rj;~ rj+1;~ rj+2); if ~ r 2 Tjk
0; else :
(2.46)
This denition implies 'jk(~ rj) = 1 and 'jk(~ rj+1) = 'jk(~ rj+2) = 0. The local
basis functions  j(~ r) are then dened as the sum over all triangle functions:
 j(~ r) =
X
k
'jk(~ r): (2.47)
For a graphical visualisation of the functions  j(~ r) and 'jk(~ r) see for example
page 20 of [62]. With the denition (2.47) equation (2.45) can be rewritten
as:
b(~ Ri) =
X
jk
1
4
Z
Tjk
'jk(~ r)
j~ Ri  ~ rj
d2r  q(~ rj): (2.48)
This equation can also be written as a vector equation:
b = B  Q: (2.49)
The vectors b and Q contain the corresponding potential values b and q
at the sites of the surface mesh. The elements Bij of the boundary element
matrix B are dened as:
Bij =
1
4
Z

j
 j(~ r)
j~ Ri  ~ rj
d2r =
1
4
X
k
Z
Tjk
'jk(~ r)
j~ Ri  ~ rj
d2r: (2.50)
Analogously one can dene the vector equation for the double layer equation
(2.35) within the Fredkin-Koehler approach:
2 = B  1; (2.51)
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with
Bij =
1
4
Z

j
 j(~ r)
(~ Ri  ~ r)  ^ n(~ r)
j~ Ri  ~ rj3 d2r +
 

(~ Ri)
4
  1
!
i;j (2.52)
=
1
4
X
k
 Z
Tjk
'jk
(~ Ri  ~ r)  ^ n(~ r)
j~ Ri  ~ rj3 d2r
!
+
 

(~ Ri)
4
  1
!
i;j: (2.53)
The dicult part when calculating the elements Bij of the boundary element
matrix is the evaluation of the integrals of the triangles Tjk, especially for the
case i = j, where the integral becomes singular. This integration can either
be done numerically, or an analytical formula can be used. The latter is in-
troduced in Sub-section 2.2.4. A general disadvantage of BEM, which also
holds in our case, is that the boundary element matrix B is dense and non-
symmetric. As a result, we have to store a matrix that scales quadratically
with the number of surface nodes Ns. Therefore, the hybrid FEM/BEM be-
comes numerically expensive for the study of structures with a large number
of surface nodes.
2.2.4. The Lindholm-formula
When computing the elements of the boundary element matrix B, integrals of
the form:
(a) KT;k =
Z
T
'Tk(~ r)
j~ R  ~ rj
d2r or (b) LT;k =
Z
T
'Tk(~ r)
(~ R  ~ r)  ^ n(~ r)
j~ R  ~ rj3 d2r;
need to be evaluated. The index T refers to the triangle over which the integral
is computed, and the index k runs over the three vertices of T. The linear
basis function 'Tk(~ r) is of the type dened in equation (2.46), i.e. it is 1 at the
site of vertex k, and 0 at the other two vertex points. Based on preliminary
work by van Herk [67], Lindholm derived analytical expressions for LT;k and
KT;k [68]. Using his notation, the single layer potential KT;k can be written
as:
KT;i =
i+1si+1
8AT
0
@
T +
3 X
j=1
jPj
1
A  
si+1
8AT
3 X
j=1
ij
  
2 + 2
j

Pj + s2
jQj

;
(2.54)
and the double layer potential LT;i reads:
LT;i =
si+1
8AT
0
@i+1
T   
3 X
j=1
ijPj
1
A: (2.55)
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Figure 2.1.: Graphical illustration of variables used in the Lindholm formula:
the triangle vertices are ~ R1, ~ R2, and ~ R3, the observation point
is ~ R. For each side of the triangle, a local coordinate system ^ i,
^ i,  is dened (only illustrated for i = 1). The point ~ P is the
projection of ~ R onto the triangle plane.
The symbols occurring in those equations are dened as follows: as shown in
Figure 2.1 the unit vector ^  is the normal vector of the triangle T. We also
dene a unit vector ^ i, which is parallel to a side i. We complete the local
tripod for each side i by introducing a third unit vector ^ i = ^   ^ i. The
vectors ~ i are dened as ~ j = ~ Rj   ~ R, i.e. it is the dierence vector between
the position of the jth vertex of the triangle and the observation point ~ R.
Furthermore we write the projections of ~ j onto the unit vectors ^ i and  as:
i = ^ i  ~ i
 = ^   ~ i; the same result for i = 1;2;3:
The length of a triangle side is given by:
sj = j~ j+1   ~ jj = j~ Rj+1   ~ Rjj:
The solid angle 
T, which is covered by the triangle T with respect to the
observation point ~ R, is computed by using:

T = 2sgn() arccos
 
123 + 1~ 2  ~ 3 + 2~ 3  ~ 1 + 3~ 1  ~ 2 p
2(23 + ~ 2  ~ 3)(31 + ~ 3  ~ 1)(12 + ~ 1  ~ 2)
!
:
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An alternative, more ecient formulation for the solid angle is proposed in
[69]. Furthermore the following denitions are used:
ij = ^ i+1  ^ j
Pj = ln

j + j+1 + sj
j + j+1   sj

Qj =

(j + j+1)=2sj

(j   j+1)2=s2
j + 1

:
2.2.5. Summary
To recapitulate the main conclusions on the hybrid FEM/BEM: the basic idea
of the approach is to split the magnetic scalar potential  into the sum of two
potentials 1 and 2 (see equation (2.27)). 1 and 2 can then be computed
within the ferromagnetic region Rm by using a three-step approach.
1. For the computation of 1 within Rm a Poisson equation with Neumann
(Sub-section 2.2.1) or Dirichlet boundary conditions (Sub-section 2.2.2)
is solved. This is usually done by applying the nite element method.
2. From the values of 1 or its normal derivative on the boundary @R,
corresponding boundary values for 2 are derived by discretising the
boundary integral equation (2.35) or (2.41), respectively. Having ob-
tained the discretisation matrix, this step only involves the computation
of a matrix-vector multiplication.
3. Finally, the nite element method can be used for computing 2 within
Rm, only needing to solve the Laplace equation (2.30) with those Dirich-
let boundary values calculated in step 2.
The main advantage of this method is that only the magnetic region has to
be meshed. This is especially useful in the case of simulations where one
considers several magnetic bodies that move relative to each other [70, 71].
The maximal storage requirements of the method are due to the storage of
the boundary element matrix B which is dense and non-symmetric. When Ns
is the number of surface nodes, B has N2
s elements. For the study of large
magnetic structures with many surface elements, this scaling behaviour still
poses an unmanageable problem. In the next section, hierarchical matrices will
be introduced. These can be used to improve the eciency of the method.
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2.3. Hierarchical matrices
This section provides brief account of hierarchical matrices. These can be
used to approximate dense matrices occurring within the frameworks of the
nite element method (FEM) and the boundary element method (BEM). As
we use the library HLib [31], which is an implementation of the hierarchical
matrix methodology, we will especially follow the corresponding lecture notes
[72]. For a more detailed introduction, interested readers are referred to those
lecture notes or alternatively to [73, 74, 75].
Hierarchical matrices (or H-matrices) [74, 75] are data-sparse matrices, which
can be used to enhance the eciency of BEM and FEM by approximating
dense matrices. Their application ranges from elds like elasticity [76] to
electromagnetism [77, 78, 79] to micromagnetics [70, 80, 81, 82]. The term
data-sparse refers to the fact that H-matrices can be fully described by few
matrix elements. This section provides a short introduction to H-matrices on
the basis of the boundary integral equations introduced in the last chapter (see
equations (2.35) and (2.41-2.42)). The boundary integrals are of the form:
Z
@R
q(~ r)g(~ R;~ r) d2r; (2.56)
where @R is the surface to be integrated over, q(~ r) the source function, and
g(~ R;~ r) the kernel function (see also discussion after equation (2.33)). The
discretisation matrix B of this integral can now be approximated by a hierar-
chical matrix if the following condition is met:
The kernel function g(~ r; ~ R) has a singularity in the case of ~ r = ~ R, but is
well behaved and smooth when j~ r   ~ Rj is large.
Since this is true for the double (2.35) and the single layer potential (2.41),
one can use hierarchical matrices to optimise the Fredkin-Koehler (Sub-section
2.2.1) and the Garcia-Cervera-Roma (Sub-section 2.2.2) approach of hybrid
FEM/BEM.
2.3.1. Structure of H-matrices
Within the H-matrix approach, a matrix is organised in a hierarchical quadtree.
The matrix is split into sub-matrices, which are stored in the leaves of the tree.
The following discusses how a hierarchical matrix is created. We start from
our surface mesh, which was constructed at the interface between the mag-
netic region Rm and the vacuum region Rv. This mesh is used to discretise
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the integral with respect to the variables ~ r and ~ R. It is subdivided into clus-
ters of nodes, which in turn are organised in a binary cluster tree. There
are dierent clustering procedures to create such a cluster tree. These are
summarised in [72]. Figure 2.2 illustrates the standard geometric clustering
procedure. The whole mesh corresponds to the root of the cluster tree. As
a rst step a bounding box is constructed around the mesh, which is then
split into two boxes along the direction of its largest extension. As outlined in
Figure 2.2, a geometrical bisection is employed for the splitting process. The
nodes within each small box constitute clusters, which are the sons of the root
cluster. This process is repeated recursively as long as the number of nodes
within the son clusters is larger than a parameter nmin. Besides geometrical
bisection, there are alternative techniques for the determination of the sons,
e.g. cardinality-based or regular subdivision (see for example Section 2.1 in
[72]). Another important aspect with respect to the creation of hierarchical
matrices is admissibility. For its introduction, let us consider a cluster 
I in
the integration space and a cluster 
S in the solution space. The mapping
between these two clusters is dened by a boundary element matrix, which
arises from the discretisation of integral (2.56) on the corresponding nodes and
is a sub-matrix of the boundary element matrix arising from the discretisation
of the entire mesh. We assume that this sub-matrix can be approximated by
a data-sparse approximation, if the distance between the two clusters is su-
ciently large and, thus, the kernel in the integral (2.56) is smooth. If this is
the case, the two clusters 
I and 
S are said to be admissible. In order to
establish the admissibility of the two clusters, dierent heuristic admissibility
conditions have been introduced (see for example Sub-sections 2.2.2 and 2.2.3
in [72], or Section 3.2 in [75]). The standard admissibility condition reads (see
also [73, 72, 75]):
min(diam(QI);diam(QS))   dist(QI;QS): (2.57)
The symbols diam(QI) and diam(QS) refer to the diameter of the bounding
boxes constructed around the clusters 
I and 
S, respectively. dist(QI;QS)
refers to the distance between these bounding boxes. These quantities are also
graphically illustrated in Figure 2.3. According to equation 2.57, the two clus-
ters will be admissible, if the smaller of the two diagonals of the corresponding
bounding boxes is smaller than the product of a heuristic parameter  and the
distance between the two boxes. The hierarchical structures of a hierarchical
matrix, also called a block cluster tree, is then created as follows: the root
clusters are dened in the integration and the solution space (also referred
to as column and row cluster, respectively). For hybrid FEM/BEM, these
clusters will be the same and contain all nodes on the boundary between the
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Figure 2.2.: 2-dimensional illustration of how a cluster tree is created. A ge-
ometrical bisection is used to subdivide the mesh into spatially
separated clusters. (a) The full mesh corresponds to the root of
the cluster tree. A bounding box is constructed around the mesh
which is then bisected at xbis = (xmin +xmax)=2. The x-direction
is chosen for the bisection, as the extension of the root cluster is
largest along this direction. Each mesh node with x < xbis be-
longs to the rst son f0;1;2;3g and each mesh node with x > xbis
belongs to the second son f4;5;6;7g. (b) The sons of the root
cluster are split accordingly. Since the extension of the sons is
largest along the y-direction the bisection is carried out along this
direction. (c) The clusters of the next tree level are split again.
(d) The parameter nmin has been set to 3 so that the clusters of
this level are not split anymore and become leaves. Note, that
triangular meshes of the clusters only serve as a visual aid.
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Figure 2.3.: Two dimensional illustration of two clusters 
I and 
S and their
bounding boxes QI and QS. diam(QI) and diam(QS) denote the
diagonal length of the corresponding bounding. dist(QI;QS) is the
distance between the two bounding boxes. The triangular meshes
of the clusters only serve as a visual aid.
ferromagnetic and the vacuum region. The corresponding bounding boxes are
created and it is checked as to whether the admissibility condition is fullled.
For root clusters, this is not usually the case, so that the root of the block
cluster tree is not a leaf but a node with sons. Then, one descends one level
down in the cluster trees to the sons of the root cluster to test the admissibility
for the four possible combinations of son clusters (four, since we only combine
clusters belonging to dierent cluster trees). This procedure is repeated recur-
sively until a combination of two clusters is admissible, or one of the nodes of
the cluster tree becomes a leaf. In the former case, the sub-matrix correlating
the two clusters, can be approximated by a data-sparse approximation. In the
latter case, an inadmissible leaf is created and the corresponding sub-matrix
is stored in full. The resulting structure is a level-consistent block cluster tree
[72], i.e. the level of a node in the block cluster tree is equal to the level of the
nodes in the cluster tree, from which it has been derived.
We also see the motivation for introducing a threshold parameter nmin when
constructing a cluster tree. It prevents the leaves of the block cluster tree /
hierarchical matrix becoming very small. This, in turn, would lead to a signif-
icantly higher memory footprint for the hierarchical structure. The leaves of a
hierarchical matrix are shown in Figure 2.4. The red blocks are inadmissible
leaves. They typically lie close to the diagonal of the matrix. The green blocks
denote admissible leaves. At the top of this gure, the corresponding cluster
282.3. Hierarchical matrices
trees are also shown. The combinations of clusters which make up leaves in
the rst two rows of the hierarchical matrix are specically marked.
We have now discussed the structure of a hierarchical matrix and how it is
created. This leaves the question as to how a data-sparse matrix within an
admissible leaf is assembled. One way of doing it is to approximate the kernel
of the integral (2.56) in terms of a degenerate expansion. This is shown in the
next sub-section. The general structure of a data-sparse matrix approximation
is given in Figure 2.5. The full sub-matrix (with N rows and N columns) is
approximated by a matrix product between two low-rank matrices. A matrix
with N rows and k columns is multiplied with a matrix with k rows and
N columns, so that only 2kNs elements have to be stored. With k << N,
this ultimately leads to a substantial reduction in computational complexity
(memory footprint, matrix assembly time and arithmetic operations), which
can be achieved by the use of hierarchical matrices (see also [83, 72]). Since it is
the product of two matrices of rank k, and thus its rank is k, the approximated
matrix is also called an Rk-matrix.
2.3.2. Creating low rank approximations using interpolation
This sub-section shows how one can approximate a full boundary element
matrix block, which correlates two spatially suciently separated clusters, by
degenerate expansion. Generally, a degenerate expansion with m + 1 terms
can be written as:
g(~ R;~ r)  ~ g(~ R;~ r) =
m X
k=0
uk(~ R)vk(~ r): (2.58)
Then one can expand the boundary integral equation (2.56) as follows:
(~ R) =
Z
@R
q(~ r)g(~ R;~ r) d2r (2.59)

Z
@R
q(~ r) ~ g(~ R;~ r) d2r
=
m X
k=0
vk(~ R)
Z
@R
q(~ r)uk(~ r) d2r:
As in Sub-section 2.2.3, we discretise this equation on a triangular surface
mesh. The term q(~ r) is expanded in terms of local basis functions  j(~ r), with
local supports 
j around the nodal points (see equation (2.44)). The potential
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Figure 2.4.: (a) Two cluster trees are combined to form a block cluster tree,
which determines the hierarchical structure of an H-matrix. In
this work the two cluster trees are equal, but generally this does
not have to be the case. The lines combine those leaves/nodes
of the cluster trees, which form leaves in the rst two rows of
the resulting H-matrix (dotted, red lines correspond to inadmis-
sible leaves; green, full lines correspond to admissible leaves). (b)
Structure of an H-matrix. The corresponding index sets of the
row and column clusters are shown on the left and at the top,
respectively. The red blocks refer to inadmissible leaves and the
green blocks to admissible leaves. The number within each block
corresponds to the rank of the matrix stored within the leaf. The
ranks within the admissible leaves are considerably lower, causing
the enhanced eciency of hierarchical matrices with respect to
conventional matrices.
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Figure 2.5.: Approximation of a matrix block by an Rk-matrix. The red box
refers to an N  N matrix, which can be approximated by an
Rk-matrix. An Rk-matrix is dened as the matrix product of an
N  k with a k  N matrix.
(~ R) is evaluated at the mesh nodes. This yields:
(~ Ri) 
m X
k=0
vk(~ Ri)
Ns X
j=1
Z
@R
uk(~ r) j(~ r) d2r q(~ rj): (2.60)
The discretisation leads to the following set of equations, which correspond to
a matrix decomposition, as shown in Figure 2.5:
 = ST  ~ q: (2.61)
The matrix S is dened as
Sij = vj(~ Ri);
and has Ns rows and m + 1 columns. The matrix T is dened as
Tij =
Z
@R
ui(~ r) j(~ r) d2r
and has m + 1 rows and Ns columns. The vectors  and ~ q read
 = ((~ r1);(~ r2);:::;(~ rNs))
and
~ q = (q(~ r1);q(~ r2);:::;q(~ rNs)):
A prominent example of a degenerate expansion is a Taylor expansion. How-
ever, for a Taylor expansion, one would need to compute derivatives of the
kernel g(~ R;~ r) in terms of ~ r or ~ R, making a general implementation of this
method more dicult. HLib contains an implementation of another type of
degenerate expansion, namely polynomial interpolation. The following seeks
to introduce this method. We start by considering the one-dimensional case,
i.e. we want to approximate the function f(x) on the interval [ 1;1]. To
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Figure 2.6.: Graphical illustration of the 4-th order Lagrange polynomials on
the interval [-1,1]. The vertical, dotted lines denote the Chebyshev
points.
interpolate f(x) between a set of points , we use Lagrange polynomials L:
L(x) =
m Y
=0;6=
x   
   
 2 f0;1;:::;mg: (2.62)
For interpolation, m-th order Chebyshev points are chosen:
 = cos

2 + 1
2m + 2


for all  2 f0;1;:::;mg: (2.63)
Note that the identity:
L() = ; (2.64)
holds. This can also be seen in Figure 2.6, where a graphical illustration of
4-th order Lagrange polynomials is given. At each Chebyshev interpolation
point, one polynomial is equal to 1, while the other polynomials are 0. The
expansion of a function f(x) reads:
f(x) 
m X
=0
f()L(x): (2.65)
The extension from this one-dimensional case to the expansion of the kernel
g(~ R;~ r) on a sub-domain of @R is relatively straightforward, when replacing
this sub-domain by a bounding box QS on which the interpolation points
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are dened (see also Figure 2.3). As shown in [72] the corresponding three-
dimensional Lagrange polynomials read:
Lt
~  = L[a1;b1];[a2;b2];[a3;b3]
1;2;3 (~ r) =
3 Y
i=1
m Y
=0;6=i
xi   
[ai;bi]


[ai;bi]
i   
[ai;bi]

; (2.66)
where xi denotes the Cartesian components of the vector ~ r and the intervals
[ai;bi] the dimensions of the bounding box in x, y or z-directions. The index t
in Lt
(~ r) refers to the fact that the three-dimensional Lagrange polynomials are
dened as the tensor product of the corresponding one-dimensional Lagrange
polynomials
L[a;b]
 (x) =
m Y
=0;6=
x   
[a;b]


[a;b]
   
[a;b]

:
The Chebyshev points 
[a;b]
 on the interval [a;b] are dened as
[a;b]
 =
a + b
2
+
b   a
2
; (2.67)
where  are the corresponding Chebyshev points on the interval [ 1;1] (see
equation 2.63). Thus, a function dened in three-dimensional space can be
approximated by:
f(~ r) = f(x1;x2;x3) =
m X
1;2;3=0
f([a1;b1]
1 ;[a2;b2]
2 ;[a3;b3]
3 )Lt
1;2;3(~ r)
=
m X
1;2;3=0
f(t
~ )Lt
1;2;3(~ r);
where, for brevity, we write the three-dimensional Chebyshev interpolation
points as t
~ . We use interpolation to perform the degenerate expansion of
the kernel. For this, we consider the following cases, which follow from the
admissibility condition of equation (2.57). If the cluster in the source space
is smaller than in the image space, i.e. diam(QS) < diam(QI), the kernel is
expanded with respect to the variable in the source space, i.e. ~ r. If diam(QI) <
diam(QS) holds, the kernel function is expanded with respect to ~ R. In the
former case we obtain:
g(~ R;~ r)  ~ g(~ R;~ r) =
X
~ 
g(~ R;t
~ )Lt
~ (~ r); (2.68)
which, according to equations (2.58) to (2.61), leads to:
(~ R) =
Z
q(~ r)g(~ R;~ r) d2r
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
X
~ 
g(~ R;t
~ )
Z
Lt
~ (~ r)q(~ r) d2r:
After discretising this equation, we obtain the matrices:
Si~  = g(~ Ri;t
~ )
and
T~ j =
Z
Lt
~ (~ r) j(~ r) d2r:
Following the same approach for the case of (diam(QI) < diam(QS)), we ob-
tain:
(~ R) =
Z
q(~ r)g(~ R;~ r) d2r

X
~ 
Lt
~ (~ R)
Z
g(t
~ ;~ r)q(~ r) d2r:
The matrices S and T read
Si~  =Lt
~ (~ Ri)
and
T~ j =
Z
g(t
~ ;~ r) j(~ r) d2r:
The maximal rank of the matrix ST is (m + 1)3, as this is the number of
Chebyshev interpolation points. Instead of N2
s matrix entries, 2(m + 1)3 Ns
matrix elements only have to be stored.
2.3.3. Algorithms for low-rank approximation
We now want to introduce the dierent algorithms, that can be used to as-
semble Rk-matrices.
Adaptive cross approximation (ACA)
The probably most frequently used algorithm is adaptive cross approximation
(ACA) [84, 85, 86]. As a purely algebraic method, it does not require the ex-
pansion of the kernel function as most other algorithms do, but uses only a few
entries of the original matrix for the computation of the approximation. Thus,
only a small part of the original matrix needs to be computed. The method
has the advantage that one can easily plug it into existing code without much
change [85]. It has already been used for micromagnetic applications [80], and
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benchmark tests have shown that the algorithm performs well concerning data
compression and speed of matrix vector product [70]. However, considering
the time needed for the set-up of the boundary element matrix, it shows worse
results than a tree-code algorithm [70]. It has been stated that ACA does
not converge for certain situations (e.g. for the double layer potential on do-
mains with edges) [87, 72, 88], and an alternative variant of the original ACA,
ACA+, has been proposed [88], which, despite being an improved version of
ACA, still exhibits the same convergence problems. According to [85], one can
avoid these problems by modifying ACA. These modications are not imple-
mented in HLib, so that they will not be addressed in this work. The accuracy
of ACA and ACA+ is primarily determined by a heuristic parameter aca. A
second parameter kmax denes the maximal rank for the admissible leaves.
Interpolation
Interpolation [89] has already been discussed in Sub-section 2.3.2. This method
starts with an integral equation (as in equation (2.56)) and uses Lagrange
polynomials to expand the kernel of the integral. The Rk-matrix can then be
readily obtained (see Sub-section 2.3.2 or [83]). The accuracy of the method
is determined by the order of expansion p. The disadvantage of this tech-
nique compared to other methods is that it requires more time to assemble
the boundary element matrix [72]. The approximation of large matrices by an
H-matrix using interpolation is therefore often not feasible.
Hybrid Cross Approximation (HCA)
Hybrid cross approximation (HCA) was introduced as an alternative to ACA
and ACA+ [87]. Unlike the previous algorithms, it is not purely algebraic
but, like interpolation, also relies on the expansion of the kernel function.
According to its character as a hybrid between interpolation and ACA, the
accuracy of HCA can be tuned with two parameters p and aca. There are
two dierent types of algorithm: HCA I is closer to interpolation while HCA
II is more similar to ACA. The more ecient variant, HCA II, has proven to
be comparable to ACA+ concerning performance, while being more accurate
[87]. By default, HLib uses a strong admissibility criterion when computing
the Rk-matrices with HCA I or HCA II. Using the notation of equation (2.57)
and Figure 2.3, it reads (see also [87]):
max(diam(QI);diam(QS))   dist(QI;QS): (2.69)
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Adaptive recompression
Once assembled, the eciency of an H-matrix can be optimised by exploiting
an adaptive re-compression procedure [88]. This is done by optimising the
rank within the admissible leaves and coarsening the hierarchical structure
itself. The accuracy of the re-compression can be adjusted with a parameter
.
In Chapter 3 the eciency of the introduced algorithms for the compression
of the boundary element matrix B (see equation (2.53)) is tested. It appears
in the Fredkin-Koehler approach to hybrid FEM/BEM. For completeness, it
should also be mentioned that there exists a slightly dierent type of hier-
archical matrix, namely H2-matrices [90, 72], which are also implemented in
HLib. Concerning the scaling of the data compression and the speed of the
matrix-vector product with N, N being the number of rows and columns of the
full matrix, it shows a slightly better behaviour than conventional hierarchical
matrices ( N instead of  N  log(N)). Applications have been reported in
the elds of electromagnetism [73] and micromagnetics [81]. However, some
initial tests using H2-matrices showed just comparable eciency with respect
to conventional H-matrices, so that it was decided not invest resources into
further investigation.
2.3.4. H-matrix assembly in HLib
This sub-section discusses the steps to be taken in order to assemble a hi-
erarchical matrix in HLib. As a rst step, an object grid of the structure
bemgrid3d is created using the statement:
grid = new_bemgrid3d( number_vertices, number_edges,
number_triangles);
where the number of vertices, edges and triangles of the surface mesh is passed
to the routine new_bemgrid3d. Then the arrays of the object grid, which
store the vertex coordinates and other relevant mesh data, are initialised in
for-loops. The computation of the local surface normals ^ n is performed with
the routine:
dyn_prepare_bemgrid3d( grid);
As a next step, an object ct of the structure clustertree, which hierarchically
organises the sub-clusters of our surface mesh, is created using the routine
buildvertexcluster_bemgrid3d: 2.2.
ct = buildvertexcluster_bemgrid3d( grid, HLIB_REGULAR,
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nmin, 0);
The argument nmin is the minimal leaf size, which has been introduced in sec-
tion 2.3.1. By passing the identier HLIB_REGULAR, a regular clustering strat-
egy for the creation of the cluster tree (see Sub-section 2.1.3 in [72]) is used,
which is slightly dierent from the strategy presented in Figure 2.2. Then, an
object sbf of the structure surfacebemfactory is created, which contains all
the information needed for the construction of a hierarchical matrix. This is
done with the routine new_surfacebemfactor_dlp:
sbf = new_surfacebemfactory_dlp( grid,
HLIB_LINEAR_BASIS, ct,
HLIB_LINEAR_BASIS, ct,
quadorder, quadorder,
polyorder, 0.0);
Here, the clustertree object ct is passed twice, as it represents the row and
column cluster tree. The identier HLIB_LINEAR_BASIS makes sure that we
use linear basis functions for the discretisation in the integration space. The
reason why this argument is passed twice, is that, by default, HLib uses a
Galerkin discretisation (see also Section 3.1), which is dierent from the col-
location discretisation of equation 2.50 or 2.53. Therefore, we modied HLib
internally by adding corresponding routines, which in turn render some argu-
ments of HLib's top-level routines redundant. The arguments quadorder and
polyorder correspond to the order q of the Gaussian quadrature, which is used
for the numerical integration, and the order p of the polynomial expansion.
Finally, the hierarchical matrix is created by
hmatrix = onthefly_hca_coarsen_supermatrix( ct->root,
ct->root,
sbf, eps_aca,
kmax, eps, 1,
algorithm, 0,
eta, 0);
The argument ct->root refers to the root cluster of the cluster tree ct. The
arguments eps_aca, kmax, eps and eta correspond to the parameters aca,
kmax,  and , which have been introduced earlier. The H-matrix assembly
algorithm (e.g. ACA or HCA II) is specied through the variable algorithm.
When assembling hierarchical matrices with ACA and without adaptive re-
compression, the routine onthefly_hca_coarsen_supermatrix is replaced by
bcluster = build_blockcluster( ct->root, ct->root,
HLIB_MINADMISSIBILITY,
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HLIB_BLOCK_INHOMOGENEOUS,
eta, 0);
hmatrix = build_supermatrix_from_blockcluster( bcluster,
0, 0.0);
bufacafillold_surfacebem_supermatrix( hmatrix,
ct->root,
ct->root,
sbf,
eps_aca,
kmax);
Here, a block cluster bcluster is built and from that an empty hierarchical
matrix hmatrix. The latter is lled using the routine
bufacafillold_surfacebem_supermatrix.
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The hybrid nite element method / boundary element method (FEM/BEM),
which was introduced in Section 2.2, is an often-used method for the computa-
tion of long-range, magnetostatic interaction in micromagnetic nite-element
solvers [25, 91, 37, 45]. One of its main advantages is that it only requires the
meshing of the ferromagnetic region. On the other hand, the use of this method
includes the assembly and storage of a dense boundary element matrix with N2
S
elements, where Ns is the number of surface nodes of the unstructured mesh.
Approximating a boundary element matrix by a hierarchical matrix (see Sec-
tion 2.3) improves the computational complexity of the method signicantly
[70]. This chapter uses hierarchical matrices to optimise the Fredkin-Koehler
approach of the hybrid FEM/BEM. In particular, it compares the accuracy
and eciency of dierent algorithms (see Sub-section 2.3.3) used for the as-
sembly of a hierarchical matrix. Parts of this investigation were published in
[92].
3.1. Introduction
[70] showed that hierarchical matrices constitute a useful tool in optimising the
BEM part of hybrid FEM/BEM [70]. Besides reducing the memory footprint
of the dense boundary element matrix B and its assembly time, they also speed
up the matrix-vector product. In the aforementioned study [70], adaptive cross
approximation (ACA, see Sub-section 2.3.3) was used to assemble hierarchical
matrices. This study uses the HLib library, which is an implementation of
the hierarchical matrix methodology, together with the micromagnetic nite
element solver Nmag [93], and compares the dierent algorithms presented
in Sub-section 2.3.3, concerning their accuracy, memory savings and matrix
assembly time. The speed of the matrix vector product is not addressed,
mainly because its speed-up should be closely related to the memory footprint
of the resulting hierarchical matrix.
HLib contains implementations to build hierarchical matrix approximations of
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the discretised boundary element matrix of the single and double layer poten-
tials (see Chapter 2, [72]). However, it employs Galerkin discretisation instead
of the collocation discretisation of equation (2.51). A Galerkin discretisation
of equation (2.35) results in:
M  2 = BGal  1; (3.1)
where M, the so called mass matrix, is a sparse, symmetric matrix. Its ele-
ments read:
Mij =
Z

i\
j
 i(~ r) j(~ r) d2~ r: (3.2)
The elements of the Galerkin discretised boundary element matrix BGal read:
BGal;ij =
1
4
Z

j
Z

i
 i(~ r)
h~ R  ~ r;~ n(~ r)i
j~ R  ~ rj3  j(~ R) d2~ rd2~ R (3.3)
+
Z

i\
j
 i(~ R)


(~ R)
4
  1

 j(~ R)d2~ R:
The values for 2 can be retrieved by multiplying equation (3.1) with M 1.
However, the solid angle term in equation (3.3) has to be correctly evalu-
ated. We have followed another route and used the collocation discretisation
of equation (2.53). For this, we wroten corresponding routines, which com-
pute collocation-type matrix elements within the admissible and inadmissible
leaves. Technically this task was simplied by the fact that the original HLib
routines could be used as a template. Then, the integration over the second
variable (the solution space in the language of Section 2.2) had just to be
replaced by a point evaluation. There are two ways of computing the matrix
elements Bij (see equation (2.53)) within the inadmissible leaves of a hierar-
chical matrix. First, a Gaussian quadrature [73] can be used to compute the
matrix elements numerically. This is also how HLib computes the Galerkin-
type matrix elements. Secondly, the analytical formula of Sub-section 2.2.4
may be used. Initially, numerical quadrature was implemented and the results
were published in [92]. However, in order to test whether its use increases the
accuracy of an H-matrix approximation, we also implemented the correspond-
ing analytical expressions.
The chapter is structured as follows: this section introduces the studied geom-
etry (thin, square platelets, Sub-section 3.1.1), contains a discussion of how
to quantify errors (Sub-section 3.1.2), concluding with the determination of
adequate parameter sets for the investigated algorithms (Sub-section 3.1.3).
The eciency of the algorithms is compared in Section 3.2. This section also
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contains a comparison between a numerical and an analytical computation of
the matrix elements Bi;j during hierarchical matrix assembly. A discussion
of the numerical errors from hybrid FEM/BEM (Sub-section 3.3.1) and from
the use of a hierarchical matrix approximation (Sub-section 3.3.2) is given in
Section 3.3. Finally, the ndings are summarised and an outlook for potential
future work is given in Section 3.3.
3.1.1. The studied system
Figure 3.1.: Geometry for the numerical investigations: a square thin platelet
with an edge length L and a thickness t. The normal vectors of
the two large faces are parallel to the z-direction.
In order to investigate the eciency of the algorithms implemented in HLib,
thin, square platelets are studied (see Fig. 3.1). For ease of discussion a coordi-
nate system is introduced, whose z-direction is aligned parallel to the normals
of the square surfaces. The thickness of the platelets is t = 5 nm and their
edge lengths L vary in 10 nm steps from 10 to up to 260nm. There are dierent
reasons for choosing platelets. First, because of their cuboidal shape they can
be eciently meshed by subdivision into cubes, which in turn are split into
tetrahedrons using Kuhn triangulation [62]. Most tetrahedral meshes in this
chapter are created with a programme, which is based on a Kuhn triangula-
tion and was written by Matteo Franchin. Secondly, these systems constitute
a useful test case for studying the compression of the boundary element ma-
trix, as there are only few volume nodes. Furthermore, in the case of homo-
geneous magnetisation analytical formulae for the demagnetisation eld (see
Appendix C) and derived properties such as the magnetometric demagnetising
factor exist. The latter property is introduced under the assumption that the
magnetisation is homogeneous and points in the z-direction. Then, the mag-
netometric demagnetising factor in the z-direction, Dz, is dened such that
the magnetostatic self energy per unit volume is equal to 0DzM2
S=2 with MS
being the saturation magnetisation. Using the expression for magnetostatic
energy (see equation (2.15)) one readily obtains:
Dz =  
1
L2t0MS
Z
Rm
^ ez  ~ Hdemag(~ r) d3r; (3.4)
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where the volume V of the thin lm is expressed in terms of the edge length
L and thickness t.
3.1.2. Error analysis
As can be seen from equation (3.4), Dz is computed by spatially averaging over
the z-component of the demagnetisation eld ~ Hdemag. Therefore, Dz does not
constitute a rigorous way of quantifying the error of a demagnetisation eld
evaluation, as it, rst, only depends on one component of the demagnetisation
eld and, second, leaves the possibility that errors cancel each other out. Nev-
ertheless, we use it as an indicator of the error, as the corresponding analytical
expression [94] is easy to implement and thus provides a quick way to com-
pare and test algorithms. In the same way we compare relaxed micromagnetic
states in terms of the spatially averaged magnetisation. For a more accurate
analysis of the dierent demagnetisation eld evaluations, we subsequently use
the rms error [95, 96], which is dened as
rms =
v u u
u t
N X
i=1
3 X
j=1
(Hk
ij   Hl
ij)2=
0
@
N X
i=1
3 X
j=1
(Hl
ij)2
1
A: (3.5)
The indices i and j run over all nodes of the mesh and the three Cartesian
coordinates, respectively. The tags k and l refer to the method, with which the
eld values were computed. We follow the convention that k denotes the more
inaccurate and l the more accurate method, e.g. the pair (k = hlib, l = full)
corresponds to the rms error introduced by the application of a hierarchical
matrix and the pair (k = full, l = analytic) to the rms error from the hybrid
FEM/BEM calculation (for the analytical formula see Appendix C).
3.1.3. Determination of parameter sets
This section presents adequate parameter sets for the algorithms introduced in
Sub-section 2.3.3. The following parameters have to be set in order to create
H-matrices:  and nmin are the dening parameters for the tree structure
of a hierarchical matrix. Algorithm-specic parameters are aca and kmax for
ACA and ACA+, the polynomial order p for interpolation and the parameters
p and aca for HCA I and HCA II. Finally, the parameters " and q control the
accuracy of adaptive re-compression and numerical quadrature, respectively.
The dependency of the eciency of the hierarchical matrix assembly on the
tree parameters nmin and  is relatively complex and there do not seem to be
parameter values which yield particularly ecient results. We have chosen  =
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2:0 and nmin = 30 for all the simulations presented in this work. This choice lies
within the range of commonly used values [76, 72, 97, 98]. The maximal rank
kmax of the low-rank matrices assembled with ACA or ACA+ does not have an
impact on the eciency of the algorithm when it is set suciently high. We set
kmax = 500, which ensures that the accuracy of these algorithms virtually only
depends on the parameter aca. For the investigation of dierent parameter
sets, the near-eld entries of the H-matrices were computed numerically by
Gaussian quadrature.
We use the demagnetising factor Dz (Sub-section 3.1.2) as an indicator for
the accuracy of the hierarchical matrix approximation. Figure 3.2 shows the
error in Dz for dierently sized platelets and mesh resolutions. According to
Figure 3.2.: The relative error of the demagnetising factor Dz, as obtained
with the full BEM calculation, with respect to its analytical value
(equation 3.4) is computed for platelets with dierent edge lengths
L (see gure 3.1). The calculations have been performed for
three dierent discretisations, corresponding to one, two and three
tetrahedron layers along the z-direction (no internal nodes, only
surface nodes). The meshes have been created with a Kuhn tri-
angulation.
this gure the relative error in Dz seems to diverge towards small edge lengths,
with the degree of the divergence increasing with a decreasing mesh resolution.
We will later see that this can be explained by the diverging demagnetisation
eld around the edges of cuboidal geometries (see also Appendix C). The
error of Dz lies above 0:1% for all edge length and mesh resolutions. For the
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determination of adequate parameter sets for the algorithms we have used a
mesh resolution with two tetrahedron layers along the z-direction. Details on
the accuracy and the speed of the matrix assembly of the algorithms as a func-
tion of corresponding parameters are given in the Appendix B. Our choices
for the algorithm-specic parameters are summarised in table 3.1. Further-
more, adaptive re-compression has been applied with  = 10 3 and Gaussian
quadrature with a quadrature order of q = 3.
algorithm p aca kmax
ACA - 10 4 500
ACA+ - 10 4 500
Interpolation 5 - -
HCA I 6 10 7 -
HCA II 4 10 7 -
Table 3.1.: The table summarises our choices for the algorithm-specic param-
eters. Details on how the eciency of the algorithms depends on
the parameter choice are given in Appendix B.
3.2. Eciency of H-matrix assembly algorithms
This section is split into three sub-sections. In Sub-section 3.2.1 the algo-
rithms introduced in Section 2.3.3 are compared with regard to deviations in
the demagnetising factor Dz, the memory footprint and assembly time of a
hierarchical matrix. Each algorithm is used with the corresponding parame-
ter set as given in the previous section (3.1.3). The matrix elements Bij are
computed by Gaussian quadrature (quadrature order 3). In the second sub-
section (3.2.2) the same investigations as in Sub-section 3.2.1 are conducted,
the only dierence being that the matrix elements Bij are computed by an an-
alytical formula. Furthermore, both methods to evaluate the matrix elements
Bij are compared concerning their eciency. We will summarise our ndings
in Sub-section 3.2.3.
3.2.1. Bij by Gaussian quadrature
Figure 3.3 shows the deviation in the demagnetisation factor computed with
hybrid FEM/BEM either using H-matrix approximations assembled through
dierent algorithms or using the full BE matrix. All errors are more than
one order of magnitude smaller than the error introduced through hybrid
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Figure 3.3.: The magnetometric demagnetising factor Dz of equation (3.4) has
been computed with hybrid FEM/BEM using either an H-matrix
approximation or the full BE matrix. For dierent H-matrix as-
sembly algorithms (see legend) this gure shows the relative de-
viation from the result, obtained with the full BE matrix, as a
function of the number of surface nodes Ns. The computations
using ACA have been performed with and without adaptive re-
compression (see Section 2.3.3). The matrix elements Bij of each
hierarchical matrix approximation have been computed by numer-
ical quadrature (quadrature order 3). The elements of the full BE
matrix have been evaluated with the analytical formula of Section
2.2.4.
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FEM/BEM (see Fig. 3.2) and stable with an increasing number of surface
nodes. The latter fact is essential since the application of H-matrices becomes
important for large structures with many surface nodes. A comparison of the
curves for ACA with and without adaptive recompression yields that the use
of recompression only has a minor eect on the error. Generally the deviations
observed for ACA and ACA+ are higher than for the other algorithms and
could not be reduced by further decreasing ACA (see the Figures B.2 and B.3
in Appendix B).
Figure 3.4.: The memory footprint of H-matrix approximations is given as a
function of the number of surface nodes Ns. Additional mem-
ory costs due to the storage of the hierarchical tree are included.
The matrix elements Bij of the hierarchical matrices have been
computed by numerical quadrature (quadrature order 3). As a
comparison the memory footprint of a full BE matrix is given.
This graph is not based on a numerical computation but has been
derived from the expected memory requirements of a dense matrix
with N2
s elements.
Figure 3.4 shows a comparison of the storage requirements. As expected hier-
archical matrices assembled through all algorithms show a crucial improvement
as compared to the conventional, full boundary element matrix, whose mem-
ory footprint scales quadratically with the number of surface nodes. Instead,
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their memory footprint exhibits the almost linear behaviour, which has also
been proven theoretically [72, 83]. Comparing the algorithms, ACA without
recompression shows the poorest compression rates, indicating the eciency
of adaptive recompression. Using recompression, the compression rates of
ACA and ACA+ are better than those of interpolation, HCA I, and HCA
II. Until recently, the use of hierarchical matrices in the framework of hybrid
FEM/BEM was limited to ACA without recompression [70, 80] (with the en-
tries computed by the Lindholm formula, however). Thus, a result of our
work is that the use of adaptive recompression [88] substantially improves the
eciency of hierarchical matrices in micromagnetics.
Figure 3.5.: The assembly times of H-matrices, assembled through dierent
algorithms, are given as a function of the number of surface nodes
Ns. The algorithms, which have been used to assemble H-matrix
approximations are given in the legend. The elements Bij of the
hierarchical matrices have been computed by numerical quadra-
ture (quadrature order 3). As a comparison the matrix assembly
times of the full BE matrices, the elements of which are evaluated
by the analytical formula of Section 2.2.4, are given.
The H-matrix assembly times for dierent algorithms are compared in Figure
3.5. As expected (see Section 2.3.3) the assembly of a hierarchical matrix by
interpolation is very slow. For the studied matrix sizes it is about as fast as the
setup of the full BE matrix. However, due to its improved scaling behaviour,
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interpolation should bring a signicant reduction in the setup time as com-
pared to the full BE matrix for larger matrix sizes. Comparing the results for
ACA with and without recompression, it turns out that the matrix assembly
time is increased signicantly by using recompression for ACA. However, the
speed of the recompression is dependent on the algorithm used in the rst
place [88]. The speed of ACA+ (with recompression) in Figure 3.5 already
indicates that recompression must be faster for this algorithm. Generally, the
best results concerning the matrix assembly time are exhibited by ACA+,
with HCA II being only slightly slower.
3.2.2. Bij by analytical formula
In this section we use the analytical formula of Section 2.2.4 (equation (2.55))
to compute full BE matrix elements Bi;j within the hierarchical matrix approx-
imations. Apart from this we have run the same simulations as in Section 3.2.1
and also used the same type of computer for the computations. Thus, we can
make a direct comparison between computations, where the BE matrix ele-
ments Bij are calculated with an analytical formula, and computations, where
a numerical quadrature is used (quadrature order 3). Since the algorithms
ACA and ACA+ build the low-rank blocks within the admissible leaves from
some of the original elements of the full BE matrix Bij (see Section 2.3.3),
their assembly of a hierarchical matrix approximation either depends entirely
on Gaussian quadrature (Section 3.2.1) or on the analytical formula (this sec-
tion). On the contrary, for interpolation, HCA I and HCA II, the analytical
formula may only be applied for lling inadmissible leaves, i.e. the far-eld en-
tries are always computed by numerical quadrature (quadrature order q = 3).
Therefore, one would expect that the eciency of ACA and ACA+ shows the
largest dependence on whether the computation of the matrix entries Bij is
performed numerically or analytically. We will see that this is indeed the case.
Figure 3.6 shows the error of the magnetometric demagnetisation factor Dz
when the elements Bij of the hierarchical matrices are computed analytically.
A comparison with corresponding results obtained with numerical quadrature
is made in Figure 3.7. Since this comparison yields qualitatively similar results
for ACA and ACA+ as well as for interpolation, HCA I and HCA II, only the
results for the algorithms ACA+ and HCA II are shown. The ndings are
that for HCA I, HCA II, and interpolation the error is only slightly aected
by the choice between numerical quadrature and the analytical formula, i.e.
there is a small decrease in the error when employing the latter option. For
ACA and ACA+, on the contrary, the error is decreased by a factor of about
2 upon using the analytical formula. This decrease appears to stem from the
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Figure 3.6.: The magnetometric demagnetising factor Dz of equation (3.4) has
been computed with hybrid FEM/BEM using either an H-matrix
approximation or the full BE matrix. For dierent H-matrix as-
sembly algorithms (see legend) this gure shows the relative de-
viation from the result, obtained with the full BE matrix, as a
function of the number of surface nodes Ns. The matrix elements
Bij of each hierarchical matrix approximation and each full BE
matrix have been computed with the analytical formula of Section
2.2.4. The y-axis range has been chosen as in Figure 3.3 in order
to ease the comparison.
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Figure 3.7.: The BE matrix of hybrid FEM/BEM is approximated by a hi-
erarchical matrix and the magnetometric demagnetisation factor
Dz is computed. The gure shows the relative deviation with re-
spect the result of a corresponding full BE matrix computation as
a function of the number of surface nodes Ns. The dashed data
curves correspond to calculations where the matrix elements Bij
of the hierarchical matrix approximation have been computed by
numerical quadrature (quadrature order 3). Graphs with full lines
refer to simulations where the analytical formula of Section 2.2.4
has been used. The latter method has also been employed to com-
pute the full BE matrix. As the dependence of the error in Dz on
the method to evaluate the matrix elements Bij is similar for the
algorithms ACA and ACA+ as well as for the algorithms HCA I,
HCA II and interpolation, only graphs for ACA+ and HCA II are
shown.
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computation of the far-eld entries, for which only ACA and ACA+ use the
analytical formula.
Figure 3.8.: The memory footprint of H-matrix approximations is given as a
function of the number of surface nodes Ns. Additional memory
costs due to the storage of the hierarchical tree are included. The
data has been taken from computations, where the analytical for-
mula of Section 2.2.4 has been used for the evaluation of the matrix
elements Bij within the hierarchical matrix approximations. As
a comparison the memory footprint of a full BE matrix is given.
The latter graph is not based on a numerical computation but has
been derived from the expected memory requirements of a dense
matrix with N2
s elements.
The results on the memory footprint for the H-matrix approximations are
presented in the Figures 3.8 and 3.9. The former gure shows a comparison
between all studied algorithms using the analytical formula for computing the
BE matrix elements Bij. In the latter gure the graphs for ACA (with and
without recompression) are compared with the corresponding graphs, stem-
ming from computations with a numerical evaluation of the matrix elements
Bij. We nd, that, when using recompression, the storage requirements vir-
tually do not depend on the whether numerical quadrature or the analytical
formula is used. When using ACA without recompression the analytical eval-
uation increases the memory footprint signicantly.
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Figure 3.9.: The memory footprint of H-matrix approximations is given as a
function of the number of surface nodes Ns. Additional memory
costs due to the storage of the hierarchical tree are included. The
graphs with the dashed lines denote computations where Gaussian
quadrature (quadrature order 3) has been used to evaluate the ma-
trix elements Bij. Graphs with full lines correspond to computa-
tions where the analytical formula (equation 2.55) has been used.
The memory footprint of a hierarchical matrix does not depend
on the method of evaluating the matrix entries Bij when adaptive
recompression is applied. In the gure this is demonstrated using
the example of ACA.
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Figure 3.10.: The matrix assembly times of H-matrix approximations are given
as a function of the number of surface nodes Ns. The algorithms,
which have been used to assemble H-matrix approximations are
given in the legend. As a comparison the matrix assembly times
of the full BE matrices are also given. The data presented in
this gure has been obtained from computations, which use the
analytical formula (equation 2.55) for the evaluation of the full
BE matrix elements Bij.
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Figure 3.11.: The matrix assembly times of H-matrix approximations are given
as a function of the number of surface nodes Ns. The graphs with
the dashed lines denote computations where Gaussian quadra-
ture (quadrature order 3) has been used to evaluate the matrix
elements Bij. Graphs with full lines correspond to computations
where the analytical formula (equation 2.55) has been used. The
inuence of the method to evaluate the matrix elements Bij on
the matrix assembly time is qualitatively the same for ACA and
ACA+ as well as for interpolation, HCA I and HCA II. There-
fore, only the results of the algorithms ACA+ and HCA II are
shown.
543.2. Eciency of H-matrix assembly algorithms
In Figure 3.10 the assembly times of the algorithms are compared. As a general
remark one can state that the analytical computation of matrix elements Bij
takes more time than Gaussian quadrature with a quadrature order of q =
3 (see also Figure 3.11). Please note, that this result only applies for this
particular quadrature order. Since the number of quadrature points Nq is
equal to q3, the complexity of Gaussian quadrature increases signicantly with
increasing q. As expected, we nd that the increase in the assembly time,
stemming from the analytical computation of the matrix Bij, is signicantly
higher for ACA+ than for HCA II (see Figure 3.11). This can be readily
explained in terms of the above mentioned fact that ,unlike HCA II, ACA+
also uses the analytical formula to build the sub-matrices within admissible
leaves. As a consequence, HCA II is the most ecient algorithm in regard to
the matrix setup time, when the elements Bij are calculated analytically. Our
observation, that the use of equation (2.55) for computing the matrix elements
Bij is relatively slow, also seems to comply with earlier investigations. In [70]
it is stated that the assembly of hierarchical matrices with ACA (presumably
using the formula (2.55) to compute the elements Bij), is clearly slower than
a tree code algorithm.
3.2.3. Summary
In this section we have demonstrated the use of hierarchical matrices for the
computation of the demagnetisation eld in homogeneously magnetised thin,
square platelets. The magnetometric demagnetisation factor Dz (equation
(3.4)) has been used to estimate the error introduced by the application of
hierarchical matrices. By choosing adequate parameter sets for each algorithm,
it has been possible to reduce this error signicantly (i.e. about one order of
magnitude) below the error stemming from the nite element discretisation.
Comparing the algorithms for the H-matrix assembly, interpolation, HCA I
and HCA II are more accurate than ACA I and ACA II. The error of the
latter two algorithms could not be reduced below  0:002%. Convergence
problems of these algorithms have also been discussed in the literature. In
the next chapter we will further investigate the eect of errors from H-matrix
approximations on micromagnetic simulations.
The storage requirements can be further reduced by using recompression rou-
tines, while the error made by the approximation remains virtually the same.
However, dependent on the algorithm, recompression can substantially in-
crease the matrix assembly time. On the other hand, in micromagnetic sim-
ulations this should be at least partly compensated by a faster matrix-vector
product of the recompressed H-matrix (not studied here), so that the lower
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memory footprint seems to outweigh the higher assembly time.
From the ve algorithms, which have been tested in this section, only ACA+
and HCA II have to be considered for the H-matrix assembly in micromagnetic
simulations. This is because HCA II is as accurate as HCA I and interpolation
while being more ecient. Especially the use of interpolation is detrimental
due to its lengthy H-matrix assembly times (see also Section 2.3.3). In the
same way, ACA and ACA+ show the same accuracy but the H-matrix setup
is faster for ACA+. When choosing between ACA+ and HCA II one has to
consider the following points:
1. H-matrices assembled by ACA+ have a lower memory footprint (about
35% lower)
2. H-matrix approximations assembled by HCA II are more accurate
3. ACA+ has the lowest H-matrix assembly time when the elements Bij are
computed numerically. Generally, these have been the fastest H-matrix
assembly times we have found.
4. HCA II has the lowest H-matrix assembly time when the full BE matrix
elements Bij are computed analytically.
In conclusion, the most data-sparse H-matrices with the lowest assembly
time are created by using ACA+ and numerical quadrature (quadrature order
q = 3). More accurate H-matrix approximations are created by using HCA II.
This advantage may not be signicant for the example of this section. How-
ever, in Section 3.3 we will see that this changes for a dierent magnetisation
conguration.
3.3. Discussion of Numerical Errors
In the former section (3.2) the eciency of dierent algorithms for the assem-
bly of hierarchical matrices has been compared concerning accuracy, matrix
assembly time and memory footprint. We have also shown that for the studied
system the error introduced by a hierarchical matrix approximation appears to
be negligible compared to the error from the nite element discretisation (for
example, compare the Figures 3.2 and 3.3). Here we use the term "appears"
for various reasons: rst, the magnetometric demagnetisation factor Dz, which
has been used to estimate the error, does not rigorously dene an error for
the computation of the vector eld ~ Hdemag (see discussion in Section 3.1.2).
Second, we have only computed the demagnetisation eld for a certain cong-
uration of the magnetisation. However, most micromagnetic simulations will
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require the integration of the LLG equation (2.22), involving the subsequent
computation of ~ Hdemag for many dierent congurations of the magnetisa-
tion. Thus, errors from the computation of ~ Hdemag may accumulate and lead
to wrong results. It is important to the test the application of hierarchical
matrices with respect to such dynamical simulations. Third, we only have
tested hierarchical matrices for thin, square platelets. Their accuracy may
also depend on the geometry of the magnetic structure.
In this section we address point 1 and 2 by performing additional numerical
tests. Their applicability with respect to a dierent geometry is demonstrated
in Appendix D. However, one should note that such numerical tests can only
verify the applicability of hierarchical matrices in micromagnetics. Due to
the results of Section 3.2 we will only use the algorithms ACA+ and HCA II.
Furthermore, we will evaluate the BE matrix elements Bi;j during the H-matrix
assembly analytically using equation (2.55).
3.3.1. FE discretisation in square platelets
Figure 3.2 shows that even without using a hierarchical matrix approximation
the deviation of the numerically computed demagnetisation factor Dz from its
theoretical value is rather large. In particular, this applies to thin lms with
a small edge length L. We have computed the demagnetisation eld of a ho-
mogeneously aligned, in-plane magnetisation along the edge of a thin platelet
analytically and with hybrid FEM/BEM. The results are compared in Figure
3.12. The exact solution (dashed line) shows that the y and z-component of
the demagnetisation eld diverge for x !  50. The accuracy of the numerical
solution clearly increases upon improving the resolution of the mesh. This
is due to the occurrence of diverging magnetic elds in corners of coboidal
geometries, an issue which is addressed in Appendix A and in [99]. In the
latter article the computation of the demagnetisation eld is carried out by a
two-dimensional, FFT-based method [95, 100]. As pointed out in this paper,
innite demagnetisation elds do not only occur in articial congurations of
the magnetisation, such as the homogeneous congurations discussed in this
chapter, but also in stable micromagnetic congurations and therefore need
to be considered. In Section C.2 of Appendix C it is shown that a FFT-based
approach to compute the demagnetisation eld is very accurate for systems of
cuboidal shape and with a homogeneous magnetisation. However, also with
this method one would need an innitely ne grid to take into account the
diverging demagnetisation eld at the edges. In [99] it is shown that a cubic
grid with a cell width of 0:5lexch, where the exchange length lexch =
p
A=KD
is dened in terms of the exchange constant A and the magnetostatic self en-
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Figure 3.12.: The components of the demagnetisation eld are computed along
an edge of a thin platelet, which is indicated by the red line in
the inset at the top left corner. As indicated by the arrow in
the inset, the homogeneous magnetisation points into the posi-
tive x-direction. The edge length of the platelet is 100nm and
the thickness is 5nm. The demagnetisation eld is computed
by the analytical formula, which has been derived in Appendix
C (indicated by the dashed line), and numerically using hybrid
FEM/BEM. The unstructured mesh has been derived from cubic
grids by using a Kuhn triangulation. Accordingly, the number
of layers in the legend refers to the number of cube layers along
the z-direction.
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ergy Kd =
0
2 M2
S, leads to accurate micromagnetic simulation results for the
FFT-based method. In general, the exchange length is an important length
scale in the area of micromagnetic simulations. The resolution of FE based
simulations, which discretise the magnetic region on a tetrahedral mesh, is
usually chosen such that the extension of the tetrahedral elements is below
lexch [25, 46, 45]. We will see later (Chapter 4), that, in the case of FE
computations, one may have to choose a resolution well below lexch for certain
geometries. Table 3.2 compares the results of hybrid FEM/BEM and the FFT
on the demagnetisation eld of in-plane and out-of-plane magnetisation con-
gurations within a thin, square platelet and reports their rms error (equation
(3.5)) with respect to the analytical solution (see Appendix C). The results
from the FFT are about 1-2 orders of magnitude more accurate than results
from hybrid FEM/BEM. For both methods the rms error is smaller for the
out-of-plane conguration. This is due to the fact that for the out-of-plane
conguration surface charges on the large square surfaces are created, which in
turn create a large demagnetisation eld within the entire platelet. Therefore,
the errors occurring around the edges of the surface charge carrying surfaces
do not have such a big impact on the rms error. On the contrary, the in-plane
conguration creates surface charges on two opposing, smaller surfaces, which
also lie further apart. The resulting demagnetisation is relatively small, lead-
ing to a higher impact of the errors around the edges of the charged surfaces.
Table 3.2 also contains results from hybrid FEM/BEM computations using ei-
ther an unstructured mesh created by a Kuhn triangulation or a mesh created
with the automatic mesh generator Netgen. We nd that the meshes created
by a Kuhn triangulation generally yield more accurate results. Another dis-
advantage of meshes created with Netgen is that they contain rather many
surface nodes, which is the result of a high mesh resolution on the surface.
The unstructured mesh of table 3.2, which has been created with a Kuhn
triangulation of a cubic grid with 4 cubes over the thickness of the platelet,
contains 32805 volume nodes and 14082 surface nodes. The equivalent Netgen
grid contains 32912 volume nodes and 21700 surface nodes. In terms of the
memory footprint of the full BE matrix 14082 surface nodes correspond to
1:48GB and 21700 surface nodes to 3:51GB. Similarly, meshes created by
commercial software tool Fluent Gambit 2.4.6. contain fewer surface nodes
than equivalent Netgen meshes. This demonstrates that the eciency of hy-
brid FEM/BEM is strongly dependent on the used mesh. However, this strong
dependence is reduced when matrix compression techniques are used.
We have now seen that, due to the occurrence of diverging demagnetisation
elds at the edges, hybrid FEM/BEM may lead to substantial errors in the cal-
culation of the demagnetisation eld in cuboidal systems. However, FE-based
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magnetisation resolution Hy. FEM/BEMa Hy. FEM/BEMb FFTc
out-of-plane
1 layer 4:035 4:426 0:011
2 layers 2:692 4:225 0:122
3 layers 2:528 3:266  
4 layers 1:870 3:113 0:061
in-plane
1 layer 32:731 35:339 0:289
2 layers 22:624 30:749 0:790
3 layers 19:482 22:779  
4 layers 13:286 18:506 0:382
a Unstructured mesh created with a Kuhn triangulation [62].
b Unstructured mesh created with the automatic mesh generator Netgen
[101].
c FFT performed with OOMMF [102].
Table 3.2.: The rms error rms (see equation (3.5)) in the demagnetising eld
with respect to the analytical solution (equations (C.15) to (C.17))
has been computed for dierent numerical methods, mesh resolu-
tions and directions of the magnetisation. Mesh nodes on the edges
of surface charge carrying surfaces have not been considered for the
computation of the rms error, as the exact demagnetisation eld
diverges at these points, leading to an innite error. The studied
geometry is a thin, square platelet with an edge length of 100nm
and a thickness of 5nm. The direction of the homogeneous mag-
netisation points either out-of-plane (z-direction in Figure 3.1) or
in-plane (x-direction in Figure 3.1). The demagnetisation eld has
been computed with hybrid FEM/BEM, discretised on an unstruc-
tured mesh, and with the FFT on a cubic grid. To test the inuence
of the unstructured mesh on the accuracy of hybrid FEM/BEM the
mesh has been created in two ways, by a Kuhn triangulation and
with the automatic mesh generator Netgen. The characterisation
of the mesh resolution in terms of the number of cube/tetrahedron
layers is straightforward for a FFT grid and an unstructured mesh
created by a Kuhn triangulation. For the unstructured meshes,
which have been created with Netgen, there is no distinct number
of tetrahedron layers as the resolution varies spatially. Therefore,
we have created Netgen meshes, which contain about the same
number of volume nodes as the corresponding meshes created with
a Kuhn triangulation.
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micromagnetic simulations have already been used to describe the properties
of particles of such a geometry [103, 91, 104, 33, 34, 45]. In particular, hybrid
FEM/BEM has been used in [91, 45]. Although we have only studied hybrid
FEM/BEM in this chapter, any kind of nite element discretisation should
lead to similar errors.
We now want to verify the applicability of micromagnetic, FE based simula-
tions to a thin square platelet, which will also give us some insight into its
general applicability to cuboidal shapes. In this thesis micromagnetic simu-
lations are only employed to relax a magnetic system to its ground state, i.e.
there are no dynamic simulations with an experimentally determined value of
the Gilbert damping constant. Therefore, we will only focus on such relax-
ations. As a test system we have choose a thin, square platelet with an edge
length of 100nm and a thickness of 5nm. In our simulations, the exchange
constant is set to A = 1:57110 11 Jm 1 and the saturation magnetisation to
Ms = 106 Am 1. These parameters do not correspond to an actual material,
but have been chosen such that the exchange length lexch =
p
A=KD is equal
to the thickness of the platelet, namely 5nm. Initially, the magnetisation of
the system is homogeneously aligned along the randomly chosen directions
(0:265;0:450;0:100) or (0:034;0:021;1:000) and then relaxed to a stable con-
guration using the Landau-Lifshitz-Gilbert equation (equation (2.22)). We
nd that in all simulations the system relaxes to a conguration shown in
Figure 3.13, where the spatially averaged magnetisation aligns along the di-
agonal of the platelet. One refers to this conguration as the so called leaf or
onion state. In [105] it is shown that the onion state is the energetic ground
state for the chosen geometry and material parameters, thus conrming our
ndings. In the tables 3.3 and 3.4 the spatially averaged magnetisation of the
relaxed conguration is given for FD and FE based simulations and dierent
mesh resolutions. At the given accuracy the spatially averaged magnetisation
converges towards a vector of the form ( 0:6943; 0:6891; 5:610 5) when
increasing the grid resolution of the FD simulations. Due to the symmetry
of the system 16 equivalent solutions exist. The relaxation from both initial
congurations leads to such equivalent solutions. The nite element simu-
lations show the qualitatively correct results (onion state). Quantitatively,
the deviation of the resulting, spatially averaged magnetisation from a cor-
responding FD result is less than 1%, which is also in line with [96]. When
relaxing the system from the out-of-plane conguration (see table 3.4) FD and
FE simulations relax to dierent onion states. From this one may argue that
micromagnetic FE simulations are not suited to study the dynamics within a
cuboidal system. However, in order to align the magnetisation homogeneously
(as in the intial conguration) one has to apply a strong external magnetic
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resolution
h ~ Mi=Ms
FDMa FEMb FEMc
1 layer
0
@
0:6894
0:6947
5:6  10 5
1
A
0
@
0:6973
0:6933
 5:9  10 5
1
A
0
@
0:6972
0:6935
 2:4  10 4
1
A
2 layers
0
@
0:6892
0:6944
5:6  10 5
1
A
0
@
0:6933
0:6922
 5:7  10 5
1
A
0
@
0:6920
0:6934
 1:1  10 4
1
A
3 layers -
0
@
0:6932
0:6912
 5:4  10 5
1
A
0
@
0:6934
0:6910
 7:2  10 5
1
A
4 layers
0
@
0:6891
0:6943
5:6  10 5
1
A
0
@
0:6930
0:6910
 5:4  10 5
1
A
0
@
0:6932
0:6905
 6:5  10 5
1
A
8 layers
0
@
0:6891
0:6943
5:6  10 5
1
A - -
a Simulation performed with OOMMF
b Simulation performed with Nmag on a mesh created by a Kuhn triangu-
lation
c Simulation performed with Nmag on a mesh created with Netgen
Table 3.3.: The average magnetisation h ~ Mi=Ms within a thin, square platelet
is given. The platelet has an edge length of 100nm and a thick-
ness of 5nm. Initially the magnetisation is aligned with the vector
(0:265;0:450;0:100) and then relaxed to a stable micromagnetic
congurations using dierent numerical methods and mesh resolu-
tions. The exchange constant is set to A = 1:571  10 11 Jm 1,
the saturation magnetisation to Ms = 106 Am 1 and the Gilbert
damping constant to  = 1. We have used the FD (nite dier-
ence) based solver OOMMF [102] and the FE (nite element) based
solver Nmag [93]. The FE based simulations have been performed
on meshes, which have been created with two dierent methods:
with a Kuhn triangulation [62] and with the automatic mesh gen-
erator Netgen [101]. The characterisation of the mesh resolution in
terms of the number of cube/tetrahedron layers is straightforward
for a FFT grid and an unstructured mesh created by a Kuhn tri-
angulation. For the unstructured meshes, which have been created
with Netgen, there is no distinct number of tetrahedron layers as
the resolution varies spatially. Therefore, we have created Netgen
meshes, which contain about the same number of volume nodes as
the corresponding meshes created with a Kuhn triangulation.
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resolution
h ~ Mi=Ms
FDMa FEMb FEMc
1 layer
0
@
 0:6947
0:6894
5:5  10 5
1
A
0
@
0:6930
 0:6976
 6:1  10 5
1
A
0
@
0:6924
 0:6983
2:4  10 4
1
A
2 layers
0
@
 0:6944
0:6892
5:6  10 5
1
A
0
@
0:6906
 0:6950
 5:6  10 5
1
A
0
@
0:6914
 0:6941
1:9  10 5
1
A
3 layers -
0
@
0:6908
 0:6937
 5:3  10 5
1
A
0
@
0:6912
 0:6932
 3:1  10 5
1
A
4 layers
0
@
 0:6943
0:6891
5:6  10 5
1
A
0
@
0:6906
 0:6934
 5:4  10 5
1
A
0
@
0:6909
 0:6928
 5:5  10 5
1
A
8 layers
0
@
 0:6943
0:6891
5:6  10 5
1
A - -
a Simulation performed with OOMMF
b Simulation performed with Nmag on a mesh created by a Kuhn triangu-
lation
c Simulation performed with Nmag on a mesh created with Netgen
Table 3.4.: The average magnetisation h ~ Mi=Ms within a thin, square platelet
is given. The platelet has an edge length of 100nm and a thick-
ness of 5nm. Initially the magnetisation is aligned with the vector
(0:034;0:021;1:000) and then relaxed to a stable micromagnetic
congurations using dierent numerical methods and mesh resolu-
tions. The exchange constant is set to A = 1:571  10 11 Jm 1,
the saturation magnetisation to Ms = 106 Am 1 and the Gilbert
damping constant to  = 1. We have used the FD (nite dier-
ence) based solver OOMMF [102] and the FE (nite element) based
solver Nmag [93]. The FE based simulations have been performed
on meshes, which have been created with two dierent methods:
with a Kuhn triangulation [62] and with the automatic mesh gen-
erator Netgen [101].The characterisation of the mesh resolution in
terms of the number of cube/tetrahedron layers is straightforward
for a FFT grid and an unstructured mesh created by a Kuhn tri-
angulation. For the unstructured meshes, which have been created
with Netgen, there is no distinct number of tetrahedron layers as
the resolution varies spatially. Therefore, we have created Netgen
meshes, which contain about the same number of volume nodes as
the corresponding meshes created with a Kuhn triangulation.
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Figure 3.13.: Onion state in a thin, square platelet (edge length 100nm, thick-
ness 5nm). The z-direction corresponds to the out-of-plane di-
rection of the platelet. The legend shows the z-component of
the normalised magnetisation. The plot has been made from
relaxation data obtained with OOMMF (see table 3.3, 2 layers).
eld. The process of switching o a magnetic eld occurs at a much longer
time scale (& s, see for example [106]) than the magnetisation dynamics
( ps). Therefore, a homogeneous magnetisation in the absence of an exter-
nal eld does not correspond to a realistic scenario. However, a more realistic
scenario can be achieved by applying a strong magnetic eld along a certain
direction, systematically reducing the external magnetic eld in discrete, small
steps and letting the magnetisation relax after each step. As a test case we
investigate the magnetic reversal in a thin, square platelet (edge length 100nm
and thickness 5nm) by reducing the external magnetic eld to zero and then
increasing it in opposite direction to its initial absolute value. The physically
most interesting part of such simulations is typically located at low external
elds, where the interplay between the micromagnetic energy contributions
becomes important and the magnetic state of the system may already change
through small variations of the external eld. Therefore, at low external eld
values one usually reduces the step size of the external eld variation. For
our test simulations (Figure 3.14 and 3.15) we have chosen a rather coarse
minimal step size of 10mT ( 100Oe). The results are shown in the Figures
3.14 and 3.15, where the components of the spatially averaged magnetisation
are plotted as a function of the external eld strength. The external eld
has been aligned along the directions (0:265;0:450;0:100) (Figure 3.14) and
(0:034;0:021;1:000) (Figure 3.15). For brevity we will refer to the former direc-
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tion as in-plane direction and to the latter one as out-of-plane direction. The
comparison of the simulation results obtained with Nmag and OOMMF yields
a good qualitative agreement. At remanence (i.e. at ~ Hext = 0T) we obtain
an onion state as shown in Figure 3.13 for all simulations. We do not want to
concentrate on other intermediate micromagnetic congurations, as our main
concern lies with the accuracy of the nite element simulations. There is a
clear quantitative dierence in the simulation results shown in Figure 3.15.
The jumps in the x and y component of the averaged magnetisation occur at
dierent values of the external eld, the dierence being 20mT or two steps in
the external eld. As corners act as nucleation centres for the reversal process
in platelets [107], this dierence seems to be due to the fact that the FFT
computation of ~ Hdemag around the edges of the platelet is more accurate than
a corresponding hybrid FEM/BEM computation.
3.3.2. Hierarchical matrices in FE simulation of thin platelets
In this section we will discuss the error, which arises when the BE matrix
of the hybrid FEM/BEM is approximated by a hierarchical matrix. From
Section 3.3.1 we know that using hybrid FEM/BEM to compute the demag-
netisation eld is rather inaccurate for certain homogeneous congurations
of the magnetisation. This is due to the diverging demagnetisation eld at
the edges of surface charge carrying surfaces. These inaccuracies may also
lead to quantitative errors in the computation of the magnetisation reversal
as discussed in Section 3.3.1. Table 3.5 shows the rms error in the demag-
netisation eld of homogeneous in-plane and out-of-plane congurations in a
thin square platelet, which is due to the use of hierarchical matrices. The pa-
rameters sets of section 3.2 have been used. The rms error is about two orders
of magnitude larger for the in-plane conguration than for the out-of-plane
conguration. As already discussed in Section 3.3.1 this is also due to the,
on average, smaller demagnetisation eld of the in-plane conguration. The
observation of the Sections 3.2.1 and 3.2.2, that the assembly of a hierarchical
matrix by HCA II leads to more accurate results than the assembly by ACA+,
is also veried by the data of table 3.5. Furthermore, disregarding the results
for ACA+ and a resolution of one tetrahedron layer, there is no crucial de-
pendence of the error due to a hierarchical matrix approximation on the mesh
resolution. Table 3.6 shows the rms error in the demagnetisation eld from
using hierarchical matrices assembled with ACA+ and HCA II and dierent
parameter sets. We nd that the accuracy of ACA+ cannot be reduced below
a certain level. This seems to verify the convergence problems of ACA+ which
have been discussed in Section 2.3.3. In Figure 3.16 the dierence between
the demagnetisation eld, which has been computed with hybrid FEM/BEM
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Figure 3.14.: The FDM based solver OOMMF and the FEM based solver
Nmag are used to compute the magnetic reversal behaviour
within a thin square platelet (edge length 100nm, thickness
5nm). The exchange constant is set to A = 1:57110 11 Jm 1,
the saturation magnetisation to Ms = 106 Am 1 and the Gilbert
damping constant to  = 1. The external magnetic eld is
aligned along the direction denoted in the inset on the top left
and changed in steps of 200mT between 3T and 1T, in steps of
50mT between 1T and 200mT and in steps of 10mT between
200mT and 0mT (for negative eld values equivalently). The
simulation with Nmag has been performed on an unstructured
mesh with three tetrahedron layers along the z-direction. This
mesh has been created with a Kuhn triangulation. The FDM
based simulation (OOMMF) has been performed on a grid with
two cubic layers along the z-direction.
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Figure 3.15.: The FDM based solver OOMMF and the FEM based solver
Nmag are used to compute the magnetic reversal behaviour
within a thin square platelet (edge length 100nm, thickness
5nm). The exchange constant is set to A = 1:57110 11 Jm 1,
the saturation magnetisation to Ms = 106 Am 1 and the Gilbert
damping constant to  = 1. The external magnetic eld is
aligned along the denoted directions (see inset on top left) and
changed in steps of 200mT between 3T and 1T, in steps of
50mT between 1T and 400mT and in steps of 10mT between
400mT and 0mT (for negative eld values equivalently). The
simulation with Nmag has been performed on an unstructured
mesh with three tetrahedron layers along the z-direction. This
mesh has been created with a Kuhn triangulation. The FDM
based simulation (OOMMF) has been performed on a grid with
two cubic layers along the z-direction. Outside the external eld
range between 270mT and 330mT only every 4th data point
from the OOMMF simulation results is considered, thus improv-
ing the readability of the gure.
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resolution
in-plane out-of-plane
ACA+a HCA IIb ACA+a HCA IIb
1 layer 0:3199 0:3176 0:004582 0:004546
2 layers 2:566 0:3487 0:01578 0:003600
3 layers 1:614 0:4510 0:01439 0:004925
4 layers 2:172 0:4989 0:01967 0:005099
a Parameters:  = 10 3, aca = 10 4, q = 3
b Parameters:  = 10 3, aca = 10 7, p = 4, q = 3
Table 3.5.: The rms error rms (equation (3.5)) in the demagnetisation eld
stemming from a hierarchical matrix approximation is given for two
homogeneous congurations of the magnetisation (out-of-plane, in-
plane) in a thin, square platelet (edge length 100nm, thickness
5nm). The most ecient algorithms, ACA+ and HCA II, with the
specied parameter sets (see also Section 3.2), are used to assemble
the hierarchical matrices. The mesh has been created with a Kuhn
triangulation from a corresponding cubic grid. The number of lay-
ers of the cubic grid along the z-direction is used to characterise
dierent mesh resolutions.
HCA II ACA+
Rms Error [%]
 aca p  aca kmax
10 3 10 7 4 - - - 0:4989
10 3 10 8 7 - - - 0:4981
10 6 10 7 4 - - - 0:06774
10 6 10 8 7 - - - 0:000366
- - - 10 3 10 4 500 2:172
- - - 10 3 10 7 500 1:811
- - - 10 6 10 7 500 1:748
- - - 10 6 10 9 500 1:748
- - - 10 6 10 9 1000 1:748
Table 3.6.: Convergence tests of the algorithms HCA II and ACA+. The
demagnetisation eld of an in-plane magnetisation within a thin,
square platelet (edge length 100nm, thickness 5nm) is computed.
The eld is computed with hybrid FEM/BEM using a H-matrix
approximation. The rms error is dened with respect to the result
of the corresponding hybrid FEM/BEM computation using the full
BE matrix. The simulations have been performed on a mesh, which
has been created with a Kuhn triangulation from a cubic grid with
4 layers along the z-direction.
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resolution
h ~ Mi=Ms
full BE matrix HCA IIa ACA+b
1 layer
0
@
0:6973
0:6933
 5:9  10 5
1
A
0
@
0:6978
0:6928
 6:2  10 5
1
A
0
@
0:6979
0:6927
 6:8  10 5
1
A
2 layers
0
@
0:6933
0:6922
 5:7  10 5
1
A
0
@
0:6933
0:6923
 5:9  10 5
1
A
0
@
0:6933
0:6923
5:0  10 5
1
A
3 layers
0
@
0:6932
0:6912
 5:4  10 5
1
A
0
@
0:6939
0:6906
 7:3  10 5
1
A
0
@
0:6933
0:6913
 2:7  10 4
1
A
4 layers
0
@
0:6930
0:6910
 5:4  10 5
1
A
0
@
0:6933
0:6907
 5:4  10 5
1
A
0
@
0:6935
0:6905
 3:6  10 4
1
A
a parameters:  = 10 3, aca = 10 7, p = 4
b parameters:  = 10 3, aca = 10 4
Table 3.7.: The spatially averaged magnetisation h ~ Mi=Ms within a thin,
square platelet is given. The platelet has an edge length of
100nm and a thickness of 5nm. Initially the magnetisation is
homogeneously aligned with the vector (0:265;0:450;0:100) and
then relaxed to a stable micromagnetic conguration using hy-
brid FEM/BEM with dierent expressions for the BE matrix
(full BE matrix, hierarchical matrix approximations assembled
through ACA+ or HCA II). The exchange constant is set to
A = 1:571  10 11 Jm 1 and the saturation magnetisation to
Ms = 106 Am 1. Dierent mesh resolutions are chosen. The
characterisation of the mesh resolution in terms of the number
of tetrahedron layers along the z-direction is straightforward for
these unstructured meshes, as they have been created with a Kuhn
triangulation.
using dierent hierarchical matrix approximations, and the demagnetisation
eld, which has been computed with hybrid FEM/BEM using the full BE
matrix, is shown along a line through the platelet. We see that, in a certain
region, there is a substantial deviation from the solution, obtained without a
hierarchical matrix approximation, when the hierarchical matrix has been as-
sembled with ACA+. These deviations cannot be reduced by ne-tuning the
parameters  and aca, as the comparison of the black (ACA+,  = 10 3 and
aca = 10 4) and red (ACA+,  = 10 6 and aca = 10 7) curve shows. Thus,
deviations of this kind seem to lead to corresponding convergence problems
observed in the rms error.
Figure 3.17 shows equipotential surfaces of the magnetic scalar potential (~ r)
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resolution
h ~ Mi=Ms
full BE matrix HCA IIa ACA+b
1 layer
0
@
0:6930
 0:6976
 6:1  10 5
1
A
0
@
0:6934
 0:6972
 6:2  10 5
1
A
0
@
0:6933
 0:6972
 5:9  10 5
1
A
2 layers
0
@
0:6906
 0:6950
 5:6  10 5
1
A
0
@
0:6906
 0:6950
 5:7  10 5
1
A
0
@
0:6903
 0:6953
 3:3  10 5
1
A
3 layers
0
@
0:6908
 0:6937
 5:3  10 5
1
A
0
@
0:6909
 0:6935
 5:2  10 5
1
A
0
@
0:6906
 0:6939
 1:3  10 4
1
A
4 layers
0
@
0:6906
 0:6934
 5:4  10 5
1
A
0
@
0:6910
 0:6931
 5:3  10 5
1
A
0
@
0:6915
 0:6925
 5:4  10 4
1
A
a parameters:  = 10 3, aca = 10 7, p = 4
b parameters:  = 10 3, aca = 10 4
Table 3.8.: The spatially averaged magnetisation h ~ Mi=Ms within a thin,
square platelet is given. The platelet has an edge length of
100nm and a thickness of 5nm. Initially the magnetisation is
homogeneously aligned with the vector (0:034;0:021;1:000) and
then relaxed to a stable micromagnetic conguration using hy-
brid FEM/BEM with dierent expressions for the BE matrix
(full BE matrix, hierarchical matrix approximations assembled
through ACA+ or HCA II). The exchange constant is set to
A = 1:571  10 11 Jm 1 and the saturation magnetisation to
Ms = 106 Am 1. Dierent mesh resolutions are chosen. The
characterisation of the mesh resolution in terms of the number
of tetrahedron layers along the z-direction is straightforward for
these unstructured meshes, as they have been created with a Kuhn
triangulation.
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Figure 3.16.: Dierence between the demagnetisation elds calculated with hy-
brid FEM/BEM using hierarchical matrix approximations, as-
sembled through dierent algorithms and parameter sets, and
hybrid FEM/BEM using the full BE matrix. The system is a
homogeneously magnetised square platelet (edge length 100nm,
thickness 5nm) and the eld is computed along the line indicated
in the sketch at the top-right corner. To put these deviations into
a perspective: the demagnetisation eld, as computed with hy-
brid FEM/BEM, is 22500A=m at x = 0nm and increases to
413000A=m at x = 50nm.
713. Compression of the boundary element matrix
Figure 3.17.: The magnetic scalar potential is computed using the hybrid
FEM/BEM for a homogeneous magnetisation along the x-
direction within a thin square platelet (see inset on the top left).
The platelet's edge length is 200nm and its thickness is 5nm.
The BE matrix has been approximated by a hierarchical matrix,
which is assembled through dierent algorithms and parameter
sets (see (a) to (c)). (a) Equipotential surfaces of the magnetic
scalar potential are shown in the region of the thin platelet and
magnied within the highlighted boxes. (b) and (c): only the
magnied segments are shown. The mesh has been created from
a cubic grid (with 3 layers along the z-direction) by using a Kuhn
triangulation. Please note that for illustrating the equipotential
surface shading eects are used, so that their colours do not rig-
orously correspond to the colour scheme on the colour bar.
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in a thin, square platelet with a homogeneous in-plane magnetisation. These
have been computed with hybrid FEM/BEM using hierarchical matrices as-
sembled through ACA+ and HCA II with the parameter sets of table 3.1
(3.17(a) and (c)) and through ACA+ with smaller values for the parameter 
and aca(3.17(b)). Here, the inaccuracy of ACA+ appears in form of locally
conned uctuations in the equipotential surfaces (see the magnied images
on the right of Figure 3.17(a) and (b)). Outside of these regions H-matrices
assembled through ACA+ lead to about the same accuracy as H-matrices as-
sembled through HCA II. Especially we can reduce uctuations, occurring for
ACA+ and HCA II with the parameter choices of table 3.1, by reducing the
parameter  from 10 3 to 10 6, i.e. increasing the accuracy of the adaptive
recompression (see Section 2.3.3). This can be seen in Figure 3.17 where the
use of ACA+ with the parameter choices  = 10 6 and aca = 10 7 leads
to smoother equipotential surfaces at the centre of the platelet (compare the
left image of (a) and (b). Likewise we see a substantial reduction in the uc-
tuations of the demagnetisation eld (Figure 3.16) when the parameter  is
reduced to 10 6, leading to a signicant reduction of the rms error (table 3.6).
Analogous to Section 3.3.1 we check the eect of using hierarchical matrices
on the relaxation of the magnetisation in a thin square platelet. We also use
the same geometry (edge length 100nm and thickness 5nm), micromagnetic
parameters (A = 1:57110 11 and Ms = 106 Am 1) and homogeneous initial
magnetisation ((0:265;0:450;0:100) and (0:034;0:021;1:000)). The relaxation
results are given in the tables 3.7 and 3.8 and compared to corresponding re-
sults, where the full BE matrix has been used. The error arising from hybrid
FEM/BEM (without the use of a hierarchical matrix), i.e. the discretisa-
tion error, can be estimated from the tables 3.3 and 3.4), where the spatially
averaged magnetisation of the relaxed state is compared with corresponding
OOMMF results. The OOMMF results seem to be very accurate as they con-
verge quickly with an increasing mesh resolution and the computation of the
demagnetisation eld with the FFT is very precise (see for example table 3.2
or Appendix C). Therefore we identify the deviation due to the discretisa-
tion with the dierence from the corresponding OOMMF result. We then nd
that the deviations introduced by the use of hierarchical matrices are small
compared to the deviations due to the FE discretisation. This is true for
both algorithms, ACA+ and HCA II, when the parameter sets of table 3.1
are employed. Finally, as in Section 3.3.1 we have performed corresponding
simulations of the magnetic reversal behaviour in a thin, square platelet. The
results are shown in Figure 3.18 and 3.19. We nd that the use of hierar-
chical matrices has a small eect on the accuracy of the simulation result.
Again this holds for both algorithms and the parameter sets of table 3.1. As
a comparison, the discrepancy between the simulation results obtained with
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Figure 3.18.: The eect of using a hierarchical matrix approximations in hy-
brid FEM/BEM on simulation results of the magnetic rever-
sal (along the direction specied in the inset) in a thin, square
platelet is investigated. The platelet has an edge length of 100nm
and a thickness of 5nm. The simulations have been performed
with Nmag. The exchange constant is set to A = 1:571 
10 11 Jm 1, the saturation magnetisation to Ms = 106 Am 1
and the Gilbert damping constant to  = 1. The algorithms
ACA+ (upper gure) and HCA II (lower gure) have been used
with the parameter sets specied in table 3.1. The external eld
has been varied in the same way as in Figure 3.14. A Kuhn tri-
angulation from a cubic grid, with three cube layers along the
z-direction, has been utilised to create the mesh.
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Figure 3.19.: The eect of using a hierarchical matrix approximations in hy-
brid FEM/BEM on simulation results of the magnetic rever-
sal (along the direction specied in the inset) in a thin, square
platelet is investigated. The platelet has an edge length of 100nm
and a thickness of 5nm. The simulations have been performed
with Nmag. The exchange constant is set to A = 1:571 
10 11 Jm 1, the saturation magnetisation to Ms = 106 Am 1
and the Gilbert damping constant to  = 1. The algorithms
ACA+ (upper gure) and HCA II (lower gure) have been used
with the parameter sets specied in table 3.1. The external eld
has been varied in the same way as in Figure 3.15. A Kuhn tri-
angulation from a cubic grid, with three cube layers along the
z-direction, has been utilised to create the mesh. Outside the
external eld range between 270mT and 330mT only every 4th
data point from the OOMMF simulation results is considered,
thus improving the readability of the gure.
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OOMMF and Nmag (without a hierarchical matrix approximation) is more
notable (Figure 3.15).
3.4. Summary and outlook
The work of this chapter has focused on the use of hierarchical matrices to
improve the eciency of hybrid FEM/BEM. By using the micromagnetic FE
solver Nmag in conjunction with the library HLib, we have been able to im-
prove the scaling behaviour of the algorithm. HLib, an implementation of the
hierarchical matrix methodology, contains dierent algorithms for the assem-
bly of a hierarchical matrix. In Section 3.1.3 we have determined reasonable
parameter sets for the assembly algorithms interpolation, ACA, ACA+, HCA I
and HCA II and compared their eciency with respect to the demagnetisation
eld computation within homogeneously magnetised thin, square platelets in
Section 3.2. We nd that the use of the algorithms ACA+ and HCA II is
advantageous, either concerning the memory footprint and matrix assembly
time (ACA+) or concerning accuracy and matrix assembly time (HCA II).
Furthermore we have compared the computation of BE matrix elements Bi;j
by numerical Gaussian quadrature and by an analytical formula during the
H-matrix assembly. We nd that the use of an analytical formula is more accu-
rate but leads to higher matrix assembly times, especially when using ACA+.
In all following simulations we have used the analytical formula to compute
matrix elements Bi;j. In Section 3.3 we have further investigated the numerical
error of hybrid FEM/BEM with and without the use of hierarchical matrix
approximations. In Section 3.3.1 we have compared the demagnetisation eld
of a homogeneous magnetisation in a thin, square platelet, as computed with
hybrid FEM/BEM and the full BE matrix, with corresponding results from an
analytical formula. Due to the occurrence of diverging demagnetisation elds
at the edges of surface charge carrying surfaces the numerical results are inac-
curate, especially in the vicinity of those edges. For the studied geometries the
computation of the demagnetisation eld with a fast Fourier transform based
on an analytical formula yields more accurate results. Therefore we have used
this method to test the accuracy of nite element based simulations. We nd
that the FE based simulations yield good qualitative results for relaxing sys-
tems to a stable conguration. However, we observe quantitative errors in
the relaxed congurations, which, using the spatially averaged magnetisation
as an error gauge, lie below 1%. When computing the magnetic reversal in
a platelet we nd that certain jumps, occurring during the reversal process,
take place at slightly dierent external eld strengths when using the nite
element method. One could try to increase the accuracy of the nite element
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simulation for a cuboidal system by using adaptive mesh renement [103, 33].
The inaccuracies of hybrid FEM/BEM in cuboidal geometries already suggest
corresponding diculties that arise when using a FD discretisation, i.e. a dis-
cretisation on a cubic grid, to investigate non-cuboidal geometries. In this case
one has to approximate smooth surfaces by cubes, which, even in the case of
a ne discretisation, should lead to substantial errors in the demagnetisation
eld due to the diverging demagnetisation eld at the edges of a cube.
The error introduced by a hierarchical matrix approximation is relatively
small. We observe convergence problems for ACA+ (see Section 2.3.3), i.e. we
cannot tune the accuracy of hierarchical matrices, assembled through ACA+,
below a certain threshold. One could potentially overcome these convergence
issues by implementing the modications suggested in [85]. On the contrary,
the accuracy of hierarchical matrices created with HCA II seems to be arbi-
trarily tunable. Although both algorithms seem to work for relaxing micro-
magnetic systems, we will use the more reliable HCA II with the parameter set
specied in table 3.1 in the following chapters. When simulating the dynamics
of a system, one may have to reduce the parameters accordingly.
A direction of future work may be the modication of hybrid FEM/BEM as
proposed by Garc a-Cervera and Roma (see Section 2.2.2). In this case the
kernel of the boundary integral would be the classical single layer potential
(2.43), which is less singular than the classical double layer potential used in
the Fredkin-Koehler approach. This, in turn, may lead to a better convergence
of the assembly algorithms and thus improve the eciency of the hierarchi-
cal matrix approximation. Another advantage is that no solid angles have to
be computed (compare equations (2.50) and (2.53)). Furthermore, a paral-
lelisation of the code involving the H-matrix assembly and the execution of
the H-matrix-vector product (equation (2.49) or (2.51)) should be relatively
straightforward for both variants of hybrid FEM/BEM.
The boundary element matrix becomes symmetric by choosing a Galerkin dis-
cretisation, thus reducing the memory footprint of the full BE matrix by about
one half. However, disadvantages are a longer H-matrix assembly time and,
analogous to equation 3.1, an additional matrix multiplication with the inverse
of a sparse matrix. Generally, when using hierarchical matrix approximations,
the limiting factor in the computational complexity of hybrid FEM/BEM is
not the BEM part (scales nearly linearly with the number of surface nodes) but
the FEM part, as the size of the corresponding coecient matrices scales lin-
early with the number of volume nodes. Therefore, the further investigations
into the eciency of hierarchical matrices may not be pertinent.
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pyramidal-shaped shell structures
In this chapter we present a numerical study of the magnetic properties of
pyramidal-shaped, three-dimensional core-shell structures. The core of these
structures (Ag in the experiments) is diamagnetic, while the Nickel shell is
ferromagnetic. Typically the magnetic properties of ferromagnetic materials
are about a factor of 109 times stronger than those of diamagnetic materials
(see for example Chapter 1 in [49]), so that the magnetic behaviour of the whole
structure is governed by the shell. It is therefore pertinent to only model the
properties of the shell by using the micromagnetic model of Chapter 2. For
this we employ the nite-element micromagnetic solver Nmag [93]. The bulk
of this chapter has been published in [108]. Furthermore, the presented work
has also lead to contributions in [109]. The results of Section 4.3.3 are to be
published.
As we will see later, the pyramidal-shaped geometry studied in this chap-
ter is fully dened by two parameters, one of which describes the size of the
geometry, while the other one determines its shape. Thus we dene a two-
dimensional parameter space on which we investigate the following questions:
what micromagnetic congurations are stable at dierent geometry sizes and
shapes? Which of these congurations has the lowest energy, i.e. is the mi-
cromagnetic ground state? Which states occur when one does hysteresis mea-
surements along certain space directions? How does a rounding of the corners
and edges of the geometry aect the magnetic properties? Which properties
may be interesting for technical applications?
The chapter is structured as follows: in Section 4.1, we briey discuss the
research on core-shell structures and give a summary of corresponding exper-
imental work on the growth of pyramidal core-shell structures. In Section 4.2
details on the methodology are given. We introduce the geometry-dening
parameters (Sub-section 4.2.1), present details on the micromagnetic model
and the numerics in Sub-section 4.2.2 and describe the approaches used to
obtain the results (Sub-section 4.2.3). The results are presented in Section
4.3. It comprises a Sub-section (4.3.1), which characterises all occurring mi-
cromagnetic congurations in the absence of an external eld ~ Hext, and a
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Figure 4.1.: Left: atomic force microscope (AFM) image of a pyramidal core-
shell structure with a silver core and a nickel shell. The scale
bar length is 1m. Right: hysteresis measurement on a pyrami-
dal Ag/Ni core-shell structure. These measurements have been
carried out at 5Kelvin using a linear array of 2m x 2m
GaAs/AlGaAs heterostructure Hall probes. An individual struc-
ture has been taken from the electrode and then placed onto an
active Hall probe element with its basal plane facing down. The
homogeneous magnetic eld has been applied perpendicular to the
Hall element, a direction that we identify with the z-direction.
The x-axis shows the strength of the applied magnetic eld, while
the y-axis depicts the magnetic eld detected by the Hall element
< Bz > minus the applied eld Hz. The latter quantity corre-
sponds to the stray eld generated by the pyramidal shell, which
is spatially averaged over the active area of the Hall element. This
data has been provided by our co-workers, Farzad Nasirpouri and
Simon Bending, from the University of Bath.
Sub-section (4.3.2) describing the intermittent micromagnetic congurations
during a hysteresis loop. These investigations are carried out for dierent
shapes and sizes, allowing for an analysis of how the geometry inuences the
magnetic behaviour. The eect of the rounding of corners and edges is inves-
tigated in Section 4.3.3. Finally, we summarise our ndings in Section 4.4 and
discuss potential directions of future research.
4.1. Experimental growth of Nickel structures
As discussed in the introduction (Chapter 1), most experimental and theoret-
ical research has been devoted to the study of planar structures like square
platelets. This is mainly due to practical diculties that arise in the growth of
well-dened, three-dimensional samples. In the context of three dimensional
objects, core-shell structures are advantageous for the following reasons: they
reduce the amount of magnetic material used compared to lled 3D objects
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which, in the case of expensive components, may lead to signicant cost re-
ductions. In addition, the interaction between the core and shell regions may
lead to interesting physical phenomena. For example the core region could
consist of a material which is superconducting below a certain critical eld,
HC. In this case the core can exhibit re-entrant superconductivity when the
applied magnetic eld compensates the stray elds due to the ferromagnetic
shell. Furthermore, superconductivity can exist up to applied elds well above
the bulk critical eld of the core due to these eects (see Chapter 5). On the
other hand, if the core material is non-magnetic (e.g., the magnetic eld in
the core region lies above HC), then the magnetic behaviour of the core-shell
structure will be solely governed by the ferromagnetic shell (the situation as-
sumed in this chapter). The transition between the two magnetic states of the
core-shell structure depends on the material properties (within the core and
the shell) and on the geometry of the structure. The presented work has been
motivated by corresponding experimental work on the electrochemical growth
of pyramidal core-shell structures with a silver (Ag) core and a nickel (Ni) shell
(Figure 4.1), which was carried out by co-workers at the University of Bath.
It is briey described in the following: for this a two step dual bath method is
used. First, single-crystalline pyramidal-shaped silver mesostructures are de-
posited on a highly ordered pyrolytic graphite (HOPG) working electrode from
an aqueous solution of 100mM AgNO3 at a pH value between 2 and 2.5. In
the process the potential of the HOPG working electrode is rst set to 1V for
60 seconds, then to 0V for 10 seconds, and nally to  10mV for 30 seconds.
The silver deposition occurs during the last stage via the so-called Volmer-
Weber mechanism, in which three-dimensional nuclei are promptly formed. In
the second step the electrolyte is replaced by an aqueous solution containing
2:3M NiSO4, 0:6;M NiCl2 and 0:5M boric acid. The Nickel is then electrode-
posited at a potential of  800mV versus a Ag/AgCl reference electrode and a
pH value of 2. Cyclic voltammograms suggest that at this potential Nickel is
only deposited on the metallic silver islands and not elsewhere on the HOPG
electrode. A direct deposition of Nickel onto HOPG turns out to be imprac-
ticable as it tends to plate rather than to exhibit a three-dimensional growth
mode. The pyramidal core-shell structures grown with this method (Figure
4.1) have typically a base side length of 10m, a height of 5m and a shell
thickness of about 100nm.
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Figure 4.2.: Sketch of a pyramidal shell structure. The left part of the gure
shows a three dimensional visualisation. On the right, parameters
dening the shell geometry are introduced on the basis of a cross-
section through the shell structure's centre. The parameter h is
the height of the pyramid, a denotes its edge length and t is the
thickness of the shell. t0 denes the distance between each outer
side face and the centre of the basal plane. Throughout the paper,
we dene the z-direction as the direction that is represented by the
tip, while x and y are aligned with the edges of the basal plane.
4.2. Methodology
4.2.1. The investigated system
We focus our micromagnetic studies on pyramidal shells with a square base.
The base of the pyramid is not covered with a ferromagnetic layer as it is
sitting face down on the growth substrate (i.e. the HOPG) during electrode-
position. Figure 4.2 shows how such a structure can be dened in terms of
three parameters. The pyramidal shape is dened by the edge length a and
the height h, while the parameter t is the shell thickness. In order to limit the
number of simulations for this study to a reasonable extent, we have restricted
our parameter space by setting h = a=2, which also appears to concur with the
shape of the experimentally grown structures (see Section 4.1). Furthermore,
we replace the shell thickness t in absolute units by trel, which is dened as
trel = 100:0 
t
t0:
Here, t0 = a=(2
p
2) is the distance between one of the triangular faces of the
shell's outside and the centre of the base. trel ranges between 0:0 and 100:0,
with 0:0 being the limit of an innitely thin shell, and 100:0 representing a
completely lled pyramid. Two shells with the same value for trel, say (a1;trel)
and (a2;trel), are mathematically similar, i.e. the former can be obtained from
the latter by rescaling it by a factor a1=a2. Thus, a may be regarded as a size
parameter and trel as a shape parameter.
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Figure 4.3.: (a) The face-centred cubic crystal structure of Nickel is shown. (b)
The crystal planes, which have the right symmetry to describe the
geometry of the observed pyramidal shells (basal edge length of a
and a height of h = a=2), have the Miller indices (1;1;0), (1;0;1)
and (0;1;1). The planes with the Miller indices (0;1;1) are shown
in this gure. So in the case of a single-crystalline Nickel shell one
could readily incorporate magnetocrystalline anisotropy into the
model as the axes of the cubic lattice correspond to the directions
x, y and z of Figure 4.2.
4.2.2. The micromagnetic method
As discussed in Section 4.1 Nickel has been successfully used to grow core-
shell structures with a ferromagnetic Nickel shell and a non-magnetic core.
Therefore, in our micromagnetic model, we use the corresponding values for
the exchange constant A = 7:210 12 J=m and the saturation magnetisation
MS = 493380A=m [50], while we neglect its highly temperature-dependent
cubic anisotropy. At room temperature the anisotropy constants are K1 =
 4500J=m3 and K2 =  2500J=m3, which are small compared to the typi-
cal magnitude of the magnetostatic self energy KD =
0
2 M2
S = 152948J=m
3.
Earlier studies suggest that the omission of the anisotropy term does not qual-
itatively alter the results within the regime investigated here (i.e. dimensions
of about 60  lexch and below, where lexch is dened by lexch =
p
A=KD)
[39]. Furthermore, due to the polycrystalline structure of the electrodeposited
nickel shell, an inclusion of the magnetocrystalline anisotropy is not straight-
forward. Only in the case of a singlecrystalline structure one can relate the
side faces of the pyramidal structure to the crystal planes of the cubic lattice
(see Figure 4.3), rendering the incorporation of magnetocrystalline anisotropy
feasible. We do not consider surface anisotropy, which becomes especially im-
portant for very thin shells [33], and additional energy contributions that, for
example, may arise from magnetoelastic eects such as magnetostriction.
We employ a nite element discretisation on a tetrahedral mesh (using the
solver Nmag [93]) in order to numerically compute the dierent contributions
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to the eective eld ~ He (equation (2.19)). In particular, we use the hybrid
FEM/BEM of Section 2.2 for the computation of the demagnetisation eld
~ Hdemag. As this method becomes inecient for structures with many surface
nodes we approximate the BE matrix 2.53 by a hierarchical matrix, which is
assembled through the algorithm HCA II using adaptive recompression and
the parameter sets given in Sub-section 3.1.3. For this we couple Nmag with
the library HLib [31]. We nd that the use of hierarchical matrices works
well for the studied pyramidal geometries, as the error introduced by this
approximation is small compared to other numerical errors in the computation
of ~ Hdemag, which are driven by the discretisation (see Section D.1 in Appendix
D). Each tetrahedral mesh has been created with the commercial software tool
Fluent Gambit 2.4.6. When creating the unstructured mesh its resolution has
to be such that the computation of the model's exchange and demagnetisation
elds is reasonably accurate. For a sucient accuracy in the exchange eld
computation the edge lengths of all tetrahedrons should typically lie below the
exchange length lexch [45, 99], which in the case of nickel is equal to 6:86 nm.
Since Gambit does not provide a parameter for specifying a maximal edge
length, we use an h-type renement [110], i.e. add a nodal point to the centre
of tetrahedron edges a with jaj > lexch and rearrange adjacent tetrahedrons
accordingly, in order to ensure a resolution below lexch (see also Section D.1).
For each simulation we have checked whether the maximal angle between the
magnetic moments of adjacent mesh nodes (the so-called spin angle) of the
relaxed conguration is about 30 or below. Spin angles, which dramatically
exceed this limit, underestimate the contribution of the local exchange eld
and may lead to incorrect results [111]. In Section D.1 we show that, due
to the diverging demagnetisation elds around sharp corners (Appendix C),
the computation of the magnetostatic energy density becomes inaccurate even
if the resolution is below the exchange length lexch. However, a reasonable
accuracy is achieved when the edge lengths of the tetrahedrons lie below the
values 0:035a and 0:5t, where a and t are the base length of the pyramidal
structure and the shell thickness, respectively (see Figure 4.2). In summary,
depending on the size and shape of the pyramidal shell geometry we choose the
smallest of three threshold values (exchange length, 0:5t, 0:035a), to obtain
a satisfactory accuracy. For the time integration of (2.22), Nmag uses an
implicit time integration scheme as reported in [63] and made available in the
Sundials software library [112]. The system is integrated until the angular rate
of change of the magnetisation is below 1 ns 1 at every mesh node.
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4.2.3. Exploring the parameter space
The parameters a and trel, as introduced in Section 4.2.1, dene a 2D phase
space. One goal of this chapter is to examine this phase space for micro-
magnetic ground state congurations in the absence of an externally ap-
plied magnetic eld. Ground state congurations minimise the micromagnetic
energy of (2.17). We start these investigations by relaxing the magnetisa-
tion for dierent parameter sets (a;trel) and initial congurations. The edge
length a is set to values at 20; 50; 100; 150; 200; 250; 300; 350 and 400nm
(i.e varied between amin  3  lexch and amax  60  lexch), while thicknesses
of trel = 5; 10; 15; 20; 30; 40; 50; 60; 70; 80; 90 and 100% are used. As ini-
tial congurations we choose dierent homogeneously aligned magnetisations
pointing in directions such as (1;0;0);(0;0;1);(1;1;0) and (1;1;0:5) (with re-
spect to the coordinate system dened in Figure 4.2). Obtaining a set of stable
congurations for each investigated point (a;trel) we assume the conguration
with the lowest micromagnetic energy to be the ground state. The correspond-
ing results are then most conveniently summarised in a phase diagram which
states the micromagnetic ground state as a function of a and trel.
In order to add phase boundaries to the phase diagram, we use a technique
similar to the one described in [113]. We start from the relaxed micromagnetic
conguration and rescale the mesh such that the edge length a increases or de-
creases by a, i.e. the rescale factor is (a+a)=a or (a a)=a, respectively.
One should note that the described procedure does not work with a variation
of the shape parameter trel. We extrapolate the rescaled micromagnetic cong-
uration to a new mesh that discretises the geometry of the new size (otherwise
the rescaling procedure would change the resolution of the mesh) and relax
the system to a new stable state. Usually the system will relax quickly, since
we already start from a very good approximation of the domain structure.
However, if the domain structure becomes unstable at the new system size, it
will collapse to a qualitatively dierent micromagnetic conguration. We use
this procedure iteratively, when the ground state conguration between adja-
cent points of the same thickness trel changes. Starting from a conguration
corresponding to a small value of a and gradually increasing a, we get a curve
for the total energy as a function of a. Starting from a (dierent) congura-
tion corresponding to a large a and then decreasing a, we obtain another data
set of the total energy as a function of the edge length a. Subsequently, we
determine by a low-order polynomial interpolation the point atrans at which
the energies of both congurations cross over. When both states decay spon-
taneously into each other we choose atrans as the arithmetic mean value of the
two edge lengths between which the transition occurs. Repeating this proce-
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dure for dierent thicknesses trel one can draw phase boundaries between areas
of dierent micromagnetic ground states. Depending on the magnitude of a,
we use dierent values for a. We choose a = 2nm for 10nm < a < 20nm,
a = 5nm for 20nm < a < 50nm and a = 10nm for 50nm < a < 400nm.
A problem in our approach may arise because the primary data points of the
phase diagram have been obtained from a nite set of initial states. Thus, it
could happen that at a certain parameter point (a;trel) a magnetisation con-
guration may not have been found although it is stable or even the ground
state.
4.3. Numerical results
4.3.1. Energetic ground states at Hext = 0
In this section, we present results on the micromagnetic states of pyramidal
shells (see Section 4.2.1) in the absence of an external magnetic eld. In
accordance with previous work on soft magnetic structures [39, 45], we nd
that in the investigated regime two types of ferromagnetic domains occur: the
so-called single domain (or quasi-homogeneous) states and vortex states.
Single-domain states
Single-domain states are quasi-homogeneous and have a well-dened mean
magnetisation direction. They usually occur in the limit of very small struc-
tures, i.e. at dimensions of just a few exchange lengths. While the exchange
interaction leads to the quasi-homogeneity, magnetostatic eects govern the
direction of the mean magnetisation. In the literature, one distinguishes be-
tween two types of anisotropies arising from the magnetostatic contribution to
the micromagnetic energy functional (2.17). Shape anisotropy describes the
anisotropy of a completely aligned magnetisation due to the shape of the ferro-
magnet. However, the deviations from homogeneous alignment may lead to a
change in the character of the anisotropy, i.e. the assumption of homogeneous
magnetisation becomes invalid. This interaction between an inhomogeneous
magnetisation and the shape is called congurational anisotropy. The name
derives from the fact that an inhomogeneous state generally changes with the
direction in space, and the anisotropy follows from the dierent energies of
those congurations. Congurational anisotropy is usually studied for quasi-
homogeneous states [32, 45], while an analysis of more complex states (e.g.
vortex states) turns out to be problematic [45]. We investigate the shape
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Figure 4.4.: The polar plot shows the shape anisotropy of a pyramidal shell
with trel = 50% (a = 150nm). For this geometry we nd a min-
imal magnetostatic energy density of wmin = 32085J=m
3 in the
xy-plane and a maximum energy density of wmin = 88690J=m
3
along the z-direction. This corresponds to an anisotropy con-
stant of K = 56605J=m
3 and thus exceeds the magnetocrystalline
anisotropy by more than one order of magnitude.
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Figure 4.5.: Top view (in negative z-direction) of stable single domain states.
The observed states are (a) an onion state, (b) a ower state, (c)
a single-domain state aligned along the z-direction, (d) a C state,
and (e) an S state. The pyramidal geometries correspond to the
following parameter sets: a = 35nm and trel = 20% for the onion
state, a = 120nm and trel = 10% for the ower state, a = 60nm
and trel = 10% for the single-domain state in Figure (c), and a =
300nm, and trel = 10% for the C and the S state. For illustration
purposes a semi-transparent depiction of the pyramidal shells has
been added to each picture.
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anisotropy by varying the spatial orientation of the homogeneous magnetisa-
tion in pyramidal shells with trel = 10%;50% and 100%. Please note that the
shape anisotropy only depends on the shape parameter trel but not on the size
parameter a. We introduce spherical polar coordinates (, ), i.e. the points
^ e on the unit sphere are described by
^ e =
0
B
@
cos()sin()
sin()sin()
cos()
1
C
A:
We systematically vary the angle  in 40 steps between 0 and 2 and the angle
 in 20 steps between 0 and , so that 800 spatial directions are probed. For
each spatial direction we align the magnetisation accordingly and compute the
magnetostatic energy density wdemag numerically using Nmag. We nd that
the shape anisotropy has an uni-axial symmetry with the structure's basal
plane being the easy plane. This could be established by tting the data to
the phenomenological formula
wdemag = wmin + (wmax   wmin) cos2(); (4.1)
which corresponds to the expression for uni-axial anisotropy given in equation
2.3. The two tting parameters wmin and wmax are the numerically computed
energy densities at  = =2 and  = 0, respectively. We quantify the deviation
 from the tting curve through
 =
qP
i
P
j
 
wnum(i;j)   wt(i;j)
2
qP
i
P
j wt(i;j)2
;
and nd that   10 5 holds for all studied geometries (a = 150nm and
trel = 10%;50% and 100%). A graphical illustration of the shape anisotropy
is given in Figure 4.4 for the pyramidal shell with trel = 50%. However, it turns
out that due to congurational anisotropy quasi-homogeneous states, whose
mean magnetisation aligns either along the x (or y) direction (as dened in
Figure 4.2) or the diagonal of the basal plane, are energetically favoured. Fig-
ure 4.5 shows the observed single-domain states. Every state (apart from the
state of Figure 4.5c) corresponds to a state observed in square nanostructures
[105, 33], i.e. shows a similar symmetry. However, the states of the pyramidal
system are more inhomogeneous in the sense that there is a signicant vari-
ation of the magnetisation's z-component. This is due to the fact that the
magnetisation tries to avoid surface charges on the inner and outer side faces
of the shell by aligning parallel to those faces.
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We refer to the single-domain state, whose mean magnetisation is aligned along
the diagonal of the basal plane as an onion state (sometimes also called the leaf
state). Figure 4.5a shows the magnetisation of the onion state on the outer
surface of a pyramidal shell with (a = 35nm; trel = 20%). Moving from the
lower left to the upper right corner the magnetisation tries to follow the surface
geometry by pointing upwards on the lower left and pointing downwards on
the upper right half. Due to the symmetry of this state the z-component of the
magnetisation is zero across the crest, around which the proximity of negative
and positive surface charges leads to a high magnetostatic energy density. The
latter eect is inherent to the onion state.
The state of Figure 4.5b is called a ower state. It features the typical tilting
in the vicinity of corners, which gives a ower-like impression. We observe
that the spatially averaged magnetisation, which is aligned with either the x-
or y-axis, increases with growing shell thickness. This is due to surface charges
that can be created on the basal plane of the pyramidal shell. The area of the
latter grows with increasing shell thickness. Thus, the higher impact of the
basal plane leads to a generally better alignment of the magnetisation along
the x (or y) axis for thick shells.
Figure 4.5d shows a so-called buckle or C state. The latter name derives from
the shape of the ux lines, which, in the perspective of Figure 4.5d, resembles
the letter C rotated 90 in the clockwise direction. Compared to a ower state,
a C state reduces the magnetostatic energy by a higher degree of ux closure.
This happens at the expense of a higher exchange energy.
The so-called S state is shown in Figure 4.5e. Analogous to the C state, it gets
its name from the shape of the ux lines that follow the shape of the letter S.
Compared to the ower and the C state the mean magnetisation of the S state
is shifted towards a diagonal of the basal plane, i.e. from (1;0;0) to typically
about (0:75;0:25;0).
Figure 4.5c shows a quasi-homogeneous metastable state with a mean mag-
netisation pointing in the z-direction. As this state is only metastable for very
thin and small structures (a . 100nm, trel . 10%) but unstable otherwise, we
will not discuss it in what follows.
Vortex states
There is no mathematically rigorous denition of a vortex state in micromag-
netics [114]. For thin platelets a vortex state consists of a small, out-of-plane
vortex core and an in-plane magnetisation curling around the core. The in-
plane magnetisation helps form closed ux lines, i.e. reduces surface charges,
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Figure 4.6.: Top view (in negative z-direction) of stable vortex states. We
observe a symmetric vortex state (a) and an asymmetric vortex
state (b). The pyramidal structure has an edge length of a =
300nm and a thickness of trel = 10%.
at the expense of a higher exchange energy especially in the vicinity of the
vortex core. However, the magnetostatic energy of the vortex core cannot be
neglected [33, 34]. For our geometries we observe two dierent vortex states
(gure 4.6).
Figure 4.6a shows a vortex state with a core aligned along the direction of the
pyramid's tip (i.e. the z-direction). Due to the core position in the symmetry
centre of the geometry, we will refer to this state as the symmetric vortex state.
We note two features: rstly, the z-component of the curling magnetisation
uctuates around the edges between two adjacent side faces. This eect is just
visible in the form of colour variations in Figure 4.6a but more pronounced
in the warp plane representation of Figure 4.11 (top image). Secondly, the
vortex core broadens towards the top of the pyramid (see Figure 4.7a). A
consequence of this broadening is a decrease in the exchange energy density
within the vortex core towards the top of the pyramid.
Figure 4.6b shows the asymmetric vortex state whose core is sitting on one
of the four (outer) side faces of the shell. A characteristic of the asymmetric
vortex state is that its remanent magnetisation is not only carried by the
vortex core but also has a component parallel to the basal plane. This can
be seen in Figure 4.6b where more \magnetic moments" point to the right
than to the left. We discuss in Section 4.3.2 that this leads to an interesting
magnetic reversal behaviour. Figure 4.7 shows that the character of the state
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Figure 4.7.: (a) Cross-sectional view of the symmetric vortex state. The pyra-
midal shell has an edge length of a = 150nm and a shell thickness
of trel = 50%. (b-d) Cross-section through an asymmetric vortex
state for a pyramidal shell with an edge length of a = 300nm and
three dierent thicknesses trel: 20% (b), 50% (c) and 80% (d).
The cross-sectional plane centrally cuts the pyramidal structure
in all depicted images.
changes with varying shell thickness. While for thin shells (trel . 50%) the
vortex core runs from the outer face straight to the corresponding inner face
(see Figures 4.7b and c), it tends to bend towards the tip of the structure's
core for larger values of trel (Figure 4.7d). This vortex core bending is also
illustrated in Figure 4.8 for a conventional pyramid, i.e. trel equals 100%. The
position of the vortex on the outer side face lies in the vicinity of the pyramid
tip for most values of trel, but is shifted towards the centre of the triangular
face for very thin shells below 10%. We show in [109] that, for a pyramidal
shell with a = 500nm and trel = 10%, metastable asymmetric vortex states
exist, whose cores are at dierent positions on the (same) side face.
Phase diagram and metastability
The phase diagram of Figure 4.9 summarises which state minimises the total
micromagnetic energy, i.e. is the ground state, for which geometry (dened
by the parameter set (a,trel)). Physically the ground state can be interpreted
as the state which should be formed when a ferromagnetic structure is slowly
cooled below its Curie temperature to 0K [105]. According to [105], in the
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Figure 4.8.: Equipotential surfaces of the exchange energy density displaying
a vortex state with a bent vortex core. The geometry is a full
pyramid with a basal plane edge length of 300 nm and a height
of 150 nm. The exchange energy density is dened as uexch =
~ M  ~ Hexch = 2A ~ mr2~ m. Artifacts from the numerical calculation
of the exchange energy appear to lead to non-smooth surfaces.
limit of large thermal activation, the ground state tends to be the same as
the remanence state after saturation by an applied eld. However, due to the
complicated energy landscape of ferromagnetic systems it is dicult to make a
general remark on the tendency of systems to adopt the micromagnetic ground
state. In particular, for soft magnetic structures, metastable states may occur.
Therefore, we will later discuss the stability regimes of all domain structures,
which have been observed at the shell thicknesses trel = 10;50 and 100%
(Figure 4.10). One should note that our model does not consider the eects
of thermal activation on the stability of dierent congurations.
For small structure sizes (i.e. a < 100nm ) only the ower and the onion
state are energetic ground states. As can be seen from Figure 4.9 the onion
state minimises the energy roughly for edge lengths a below 25nm and shell
thicknesses trel smaller than 55%. The simulation results do not give obvious
reasons why the onion state becomes metastable at trel & 55%. However, cor-
responding investigations on square platelets have shown that the onion state
becomes energetically favourable with respect to the ower state for larger
values of the ratio between size and thickness [32, 105], which is qualitatively
in agreement with our ndings. These investigations have also shown that for
small platelet thicknesses the onion state is the micromagnetic ground state
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Figure 4.9.: Phase diagram showing the ground states for dierent pyramidal
structures. The two parameters are the edge length of the outer
pyramid and the thickness of the pyramid shell. For a better
readability we have added schematic plots to the legend, which
highlight the main features of each ground state from a top-down
perspective.
in a wide size range. Thus, we observe a suppression of the onion state for the
pyramidal structures. The reason seems to be the high magnetostatic energy
density in the vicinity of the crest, which is inherent to the onion state.
At larger edge lengths a the micromagnetic ground state crucially depends on
the shell thickness trel. For thicknesses trel above 30% the symmetric vortex
state becomes the ground state in a range between 120 and 180nm, above
which the asymmetric vortex state minimises the micromagnetic energy. The
edge length atrans at which these transitions occur depends weakly on the shell
thickness. Below trel = 20% the situation is dierent: with increasing edge
length a the lowest energy state changes from the ower state to the C state
and from the C state to the asymmetric vortex state. The transition edge
length atrans strongly depends on the shell thickness trel in this region of the
phase diagram. The occurrence of the C state at low values of trel can be
readily understood: the penalty in the magnetostatic energy for the C state
decreases with decreasing trel, as fewer surface charges on the basal plane are
created.
Another feature of very thin shells is a growth in the number of metastable
states (Figure 4.10). The number of stable congurations (i.e. curves in Figure
4.10) is 7 for trel = 10%, 5 for trel = 50% and 4 for trel = 100%. Furthermore,
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Figure 4.10.: Dependency of the energy density of dierent micromagnetic con-
gurations on the size of the shell structure. Three dierent
thicknesses trel are considered: (a) 10%, (b) 50%, and (c) 100%.
The dashed lines denote transitions between dierent states, i.e.
the state with the higher total energy becomes unstable and the
lower-energy state develops. For a better readability we added
schematic plots to the legend, which highlight the main feature
of each ground state from a top-down perspective.
the stability range of the quasi-homogeneous states (C and S states) and the
symmetric vortex state extends to amax = 400nm for trel = 10%, while for
trel = 50% and trel = 100%, only the asymmetric vortex state is stable at
large a. Thus the energy landscape becomes more complex, i.e. it contains
more local minima, for very thin shells.
Figure 4.10 shows that the S state only occurs as a metastable state. We
nd that its total micromagnetic energy is always higher than the energy
of the C state, a result that also has been found for square lms [33, 35].
A possible explanation is the larger distance between positive and negative
surface charges for the S state [33].
Why does the asymmetric vortex state occur?
The phase transitions from a ower state to a C state, and from a ower or C
state to a vortex state (both symmetric and asymmetric), can be qualitatively
explained in terms of (partial) ux closure and a corresponding reduction
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Figure 4.11.: Dierent elds in a cross-sectional plane are shown for the
symmetric (left) and the asymmetric (right) vortex state. The
cross-section is perpendicular to the z-axis and intersects it at
z = 50nm (z = 0nm corresponds to the basal plane). Within all
images of the asymmetric vortex state the bent vortex core points
towards the right. The geometry parameters are a = 240nm and
trel = 30%. (a) The arrows in the plane represent the magneti-
sation. Supplementary information is given by the warp plane,
which bends out of the cross-plane. The displacement is propor-
tional to mz. Quantitative values of mz can be taken from the
colouration of the warp plane and the colour bar on the left. The
exchange energy density of both congurations is represented in
the form of contour surfaces. These reveal the location of the
vortex core. (b) Demagnetisation eld. The arrows are scaled
according to the strength of the local demagnetisation eld. (c)
Magnetostatic energy density.
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Figure 4.12.: Cross-section of a pyramidal shell illustrating the creation of sur-
face charges near corners on the shell's inner and outer surfaces.
The symbols dened in the plot correspond to the magnetisation
~ M(~ r), the surface normals ~ n(~ r), magnetic surface charges  (~ r),
and the demagnetisation eld ~ Hdemag. The resulting demag-
netisation elds and their orientation with respect to the mag-
netisation govern the magnetostatic energy density (see equation
(4.2)). The plot gives a qualitative idea of the physical behaviour,
but the lengths of vectors and the number of each symbol do not
rigorously mirror corresponding physical quantities.
of the magnetostatic energy. In contrast, the physics driving the transition
between the symmetric and the asymmetric vortex state is less evident and
one has to take a closer look at the interplay between the geometry and the
magnetisation. In this section, we will qualitatively explain this transition,
and thus the occurrence of the asymmetric vortex state. The fact that the
asymmetric vortex state is the ground state at large sizes a suggests that it
reduces the magnetostatic energy with respect to the symmetric vortex state.
A key role in this reduction is played by the edges separating adjacent side
faces on the outside of the shell. Figure 4.11 compares the magnetisation, the
demagnetisation eld, and the magnetostatic energy density of the symmetric
and the asymmetric vortex states for a cross-section, which lies perpendicular
to the z axis. The magnetostatic energy density is dened as
udemag =  
1
2
~ M  ~ Hdemag; (4.2)
so that a parallel alignment of magnetisation ~ M(~ r) and demagnetisation eld
~ Hdemag is favoured. Let us rst discuss the symmetric vortex state: sur-
face charges close to the edges of the outer surface, i.e. the corners of the
974. Micromagnetic studies of pyramidal-shaped shell structures
cross-section in Figure 4.11, create a local demagnetisation eld, which ap-
proximately aligns anti-parallel to the magnetisation (see top left and middle
left image of Figure 4.11), corresponding to a local increase in the magneto-
static energy density. Therefore, the observed uctuations of the magnetisa-
tion around the edges of the outer side faces (see Figure 4.11 (top)) can be
understood in terms of a reduction of surface charges and a resulting lower
demagnetisation eld. Towards the tip of the pyramid the area of the cross-
section decreases and the impact of the edges becomes more signicant. As
a consequence the magnetisation is increasingly driven out of the xy-plane so
that this eect qualitatively explains the broadening of the vortex core as ob-
served in Figure 4.7(a). Eects at the edges between the inner side faces of the
shell are far weaker. This is mainly because the large demagnetisation elds,
which are created between the areas of positive and negative surface charges,
lie in the vacuum region, and therefore do not contribute to the micromagnetic
energy functional. This is illustrated in the sketch of Figure 4.12.
When comparing the micromagnetic energy densities of an asymmetric and a
symmetric vortex state (Figure 4.11 (bottom)), a reduction of magnetostatic
energy density at the edges of the outer surface can be observed for the asym-
metric vortex state. It can be attributed to the signicant z-component of
the magnetisation in the vicinity of the edges (Figure 4.11 (top)). Firstly,
this reduces surface charges and thus the magnitude of the local demagneti-
sation eld as shown by Figure 4.11 (middle). Secondly, Figure 4.11 (middle)
also shows that the symmetry (i.e. the direction) of the demagnetisation eld
remains basically unaltered, so that magnetisation and demagnetisation eld
subtend a smaller angle, i.e. are not anti-parallel any more. According to
(4.2), this leads to a reduction in the magnetostatic energy density udemag.
In Section 4.3.1, we have discussed that the core of the symmetric vortex state
broadens towards the tip of the pyramidal structure. Accordingly, Figure 4.11
(top) shows a very low exchange energy density at the top of the pyramidal
structure for the symmetric vortex state, compared to the values shown for the
core of the asymmetric vortex state. The much higher exchange energy density
at the tip of the pyramidal core is not shown in this gure. Generally we nd
that the exchange and magnetostatic energy densities are higher within the
displaced core. As other energetic dierences (e.g. at the edges of the inner
surface) are relatively small, the transition between the symmetric and the
asymmetric vortex state seems to be governed by the competition between
the magnetostatic energy density at the edges of the outer surface and the
total micromagnetic energy density within the vortex core. More generally,
we can conclude that a vortex conguration, whose core ends at a corner
with converging edges, leads to high magnetostatic energy densities around
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a
trel
~ Hextjjx ~ Hextjjz
10% 50% 100% 10% 50% 100%
50nm
a b d
100nm
150nm
c
250nm
e
300nm - - - -
400nm - - - -
a Flower state b Single domain state (z-direction) c C state
d Symmetric vortex state e Asymmetric vortex state
Table 4.1.: Remanent states for dierent shell geometries (a,trel) when sub-
sequently decreasing a strong magnetic eld (3Tesla), which is
aligned along the x or z-direction, to zero (see Figure 4.2). To de-
note the dierent magnetic congurations we have used the same
schematic plots as in the Figures 4.9 and 4.10.
the edges. This also may be an important factor in octahedrons and cubes,
where, for large enough structures, a vortex core aligned along a diagonal
(i.e. the core ends in corners) switches to a vortex conguration with its core
aligned along face normals [45]. Also the twisted vortex state, which has been
observed for cubes in the limit of soft materials [39], could be driven by similar
edge eects.
4.3.2. Hysteresis
Although a direct observation of ferromagnetic states by a direct measurement
of the magnetisation is possible (for example by using magnetic force (MFM)
[115] or spin-polarised scanning tunnelling microscopy (SP-STM) [116]), hys-
teresis measurements are often more pertinent for a characterisation of the
ferromagnetic properties of a structure. This is especially true for 3D struc-
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Figure 4.13.: Hysteresis of a pyramidal shell with an edge length of 100nm
and trel = 10%. The external eld ~ Hext is applied along the
z-direction, i.e. along the direction of the pyramid's tip. For
selected points (a)-(f) magnetisation patterns are shown from
a top-down perspective: (a) at higher external eld the mag-
netisation subsequently aligns along side faces. (b) At zero eld
a symmetric vortex conguration develops. (c) Magnetisation
partially reverses within vortex state. (d) Switch to a quasi-
homogeneous state with the mean magnetisation mainly aligned
along a diagonal of the structure's basal plane (onion state). (e)
Reversal continues within onion state. (f) Switch to state where
the magnetisation is aligned along side faces again.
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Figure 4.14.: Hysteresis curve of a full pyramid with an edge length of 250nm.
The external eld ~ Hext is applied along the z-direction, i.e. along
the direction of the pyramid's tip. At selected points (a)-(f) mag-
netisation patterns within a cross-section of the pyramid are pre-
sented. The cross-section lies in the xz-plane and intersects the
pyramid centrally. (a) With decreasing external eld a symmet-
ric vortex state subsequently develops. (b) System switches to an
asymmetric vortex state at remanence. (c) The asymmetric vor-
tex state remains stable at low external elds. (d) Nucleation of
what will become the core of a reversed symmetric vortex state.
(e) The displaced vortex core is gradually pushed out by the
developing core of the reversed symmetric vortex state. (f) Re-
versed symmetric vortex conguration after the displaced vortex
core has been annihilated.
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Figure 4.15.: The magnetic reversal along the x-direction is performed for dif-
ferent pyramidal shells (as indicated in the legend).
tures like the pyramidal shells studied in this paper, as the above-mentioned
methods are surface techniques and only relatively straightforward to use on
planar, 2D structures. From a hysteresis measurement one can obtain parame-
ters such as the coercivity, susceptibility and the hysteresis [16], which quantify
the magnetic properties. Furthermore, the knowledge of which state develops
from a conguration, where the magnetisation is homogeneously aligned along
a certain direction in space, is essential to the research on ferromagnetic struc-
tures as it provides the opportunity to establish desired magnetic states. In
the following section, we focus on the qualitative behaviour of the magnetic re-
versal and investigate intermediate magnetic congurations occurring between
the saturated states and their eect on the hysteresis curve.
We apply and change the external magnetic eld ~ Hext along one of the edges
of the structure's basal plane (i.e. the x- or the y-direction in Figure 4.2) and
along the direction of the pyramid tip (z-direction). We choose the former
direction since it corresponds to the system's easy axis (for reasonable large
system sizes where congurational anisotropy becomes important). The latter
one is a suggested direction because it is perpendicular to the bottom layer.
Therefore, the external magnetic eld can be aligned accordingly and corre-
sponding hysteresis measurements are easily realisable in experiments. The
reversal simulations are performed by systematically changing the external
eld in small steps, and relaxing the magnetisation to a stable conguration
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Figure 4.16.: Hysteresis of a pyramidal shell with an edge length of 250nm
and trel = 50%. The external eld ~ Hext is applied along the x-
direction. For selected points (a)-(f) magnetisation patterns are
shown from a top-down perspective: (a) as the external eld is
reduced a ower state develops. (b) Switch to a C state at very
low elds. (c) An asymmetric vortex conguration is formed at
remanence. (d) At a low negative eld the vortex core moves
to the opposite side. (e) Vortex core subsequently moves down
the side. (f) After the annihilation of the vortex core a reversed
ower state becomes stable.
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after each step. For every simulation, the external eld is initially set to 3:0T.
From there the eld is rst reduced in steps of 0:2T to 1:0T, then in ner
intervals of 0:05T to 0:2T, and nally to zero in 0:01T steps. Afterwards the
external eld is changed equivalently from zero to  3:0T. We have performed
hysteresis simulations at the system sizes a = 50nm, a = 100nm, a = 150nm
and a = 250nm for a thin shell (trel = 10%), a shell (trel = 50%) and a con-
ventional pyramid (trel = 100%). Those parameter sets (a;trel) correspond to
regimes where either the ower state, the C state or symmetric vortex state,
or the asymmetric vortex state are the ground state.
The remanent states of these hysteresis simulations are shown in table 4.1.
Varying the external eld along the x-direction, the remanent state tends to
be a single-domain state. A variation along the z-direction tends to result in
a vortex state at remanence. Hysteresis simulations along the z-direction ex-
hibit a large variety of reversal mechanisms with dierent intermittent states.
A specic reversal mechanism is strongly dependent on the size and shape of
the geometry. Generally we observe that the magnetic reversal often occurs via
an onion-like conguration for small structures (a = 50nm and a = 100nm)
and via an asymmetric vortex state for larger structures (a = 150nm and
a = 250nm). The former case is exemplied in Figure 4.13 where the mag-
netic reversal for a shell with (a = 100nm, trel = 10%) is shown. The rema-
nent state is a symmetric vortex state (Figure 4.13b). At a magnetic eld of
about  20000Am 1 the vortex state becomes unstable and switches to the
onion-like conguration (see Figures 4.13c and d). This transition leads to a
distinctive kink in the hysteresis curve and therefore may well be identiable in
an experiment. The reversal via an asymmetric vortex conguration is shown
in Figure 4.14 for a full pyramid (trel=100%). The hysteresis curve only con-
tains subtle indications of changes in the micromagnetic conguration. Due to
the discrepancy between the structure sizes accessible by experiment ( m)
and simulation ( 100nm), a comparison with the experimentally measured
hysteresis curve of Figure 4.1 is currently not feasible. Interestingly the experi-
mental curve exhibits a more square-like shape. This could be due to a pinning
of the magnetisation, which may arise from the polycrystalline structure of the
shell and additional anisotropies (enhanced magnetocrystalline anisotropy of
nickel at low temperatures, strain-induced anisotropy) not included in the used
model. Another possible explanation is that the reversal involves the nucle-
ation and propagation of domain walls, which may get pinned at imperfections
of the sample, such as grain boundaries.
Varying the external magnetic eld along the x-direction, we nd two reversal
mechanisms. results in rectangular-shaped hysteresis curves similar to those
of Stoner-Wohlfarth particles. Figure 4.15 compares the reversal curves for
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pyramidal shells with a = 50; 100 and 150nm and trel = 10;50 and 100%. We
observe direct transitions between quasi single domain states (ower, C and
S state) pointing in opposite directions, which results in rectangular-shaped
hysteresis curves similar to those of Stoner-Wohlfarth particles. For potential
intermediate states occurring during these transitions one would have to reduce
the step width for the external eld (see also [117]). As expected, the remanent
magnetisation decreases with increasing shell thickness trel due to the larger
impact of the basal plane (see also Section 4.3.1). Furthermore, the remanent
magnetisation decreases with an increasing system size since larger systems
generally allow for more inhomogeneous congurations. More interesting is
the dependence of the coercivity on the shell thickness and the system size.
We nd that the coercivity increases with an increasing shell thickness (Figure
4.15(b) and (c)). The dependency on the system size is more complex. For the
depicted system sizes the coercivity of the pyramidal shells with trel = 10%
does not vary with a. At larger system sizes (i.e. a = 250;300;400nm),
however, a slight reduction in the coercivity can be observed (not shown in
the gure). For trel = 50% and trel = 100% we observe a maximal coercivity
at a = 100nm. A similar peak in the coercivity has also been found for square
platelets [16]. The following two eects seem to lead to this behaviour: rst,
an increase of the systems size enhances the congurational anisotropy of the
ower state, leading to a higher coercivity. Second, at higher system sizes
the C state is formed during the reversal process, apparently reducing the
coercivity.
Geometries with an edge length of a = 250nm and thicknesses of trel =
50 and 100% exhibit a reversal mechanism that comprises a transition be-
tween two asymmetric vortex states whose cores end on opposing side faces
(see Figures 4.16c and d). The switching between the asymmetric vortex states
can easily be understood, as both states have a relatively large magnetisation
component either parallel or anti-parallel to the external eld. Generally,
the reversal mechanism resembles the one observed for circular nanodots [36].
The main dierence, however, is that for the pyramidal shells the hystere-
sis curve passes through two dierent remanent states, which correspond to
the asymmetric states on opposite side faces. According to Figure 4.16, this
transition occurs at relatively low elds, i.e. at elds below our step width of
7958Am 1  100Oe. Due to the fourfold symmetry of the pyramidal shell,
one cannot only switch between two but four equivalent asymmetric vortex
states.
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Figure 4.17.: (a) Left: pyramidal shell from a top-down perspective. The red
line refers to the cross-section shown on the right. In the cross-
section the shell's interior and exterior tip appear as corners.
These corners are replaced by part-circles with the radii rtop;i
and rtop;a. Instead of using these radii as parameters for the
rounding we use the variables dtop, rtop;a and dbase;i, rbase;a. dtop
can be readily obtained from rtop;i, rtop;a, dtop;0 and top. First,
the illustrated quantities dtop;a and dtop;i are computed via
dtop;x = rtop;x(sin 1(top)   1) (with x = a;i), so that dtop
is obtained by dtop = dtop;0   dtop;a + dtop;i. For the stud-
ied pyramidal shells (with h = a=2) sin(top) =
p
2=3 holds.
(b) Left: illustration of the shell's basal plane. As shown on the
right, the corners of this cross-section are replaced by part-circles,
the corresponding radii being rbase;a and rbase;i. Again we con-
trol the rounding procedure by the parameters dbase and rbase;a
(with base = =4). To create a pyramidal shell with rounded
corners we then follow the following steps: we rigidly sweep the
indicated green section of the base along the indicated red path
(top left) between the points A and B in order to create a three
dimensional (3D) solid. This is done for all four equivalent base
sections so that four corresponding solids are created. By form-
ing the union of these solids a pyramidal shell with rounded edges
and corners is created. In summary, we introduce four dimension-
less parameters, namely drel
top = dtop=dtop;0, rrel
top = 2=
p
3rtop;a=a,
drel
base = dbase=dbase;0 and rrel
base = 2rbase;a=a. The relative radii
have been normalised such that 0  rrel
top < 1 and 0  rrel
base < 1
holds, with rrel
top = 0 and rrel
base = 0 corresponding to the shell
with sharp corners.
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Figure 4.18.: Pyramidal shells with the parameters a = 250nm and trel = 50%
are shown from a top-down perspective and from the side. The
corners have been rounded o using the relative parameters (a)
rrel
top = 0:075, drel
top = 1:0, rrel
base = 0:075 and drel
base = 1:0 and (b)
rrel
top = 0:220, drel
top = 1:0, rrel
base = 0:150 and drel
base = 1:0.
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Figure 4.19.: The magnetic reversal along the z-direction is shown for pyrami-
dal shells with a = 100nm and trel = 10% and dierent degrees
of rounding at the corners and edges. The black curve corre-
sponds to the reversal of a pyramidal shell with sharp corners
and edges (see also Figure 4.13). The geometries, which corre-
spond to the green and red curve respectively, have been created
with drel
bottom = 1:0 and drel
top = 1:0 and the indicated values for the
parameters rrel
bottom and rrel
top. The distribution of the magnetisa-
tion is shown for indicated points (a), (b), (c) and (d). Point (c)
corresponds to the black curve and point (d) to the red curve.
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Figure 4.20.: The magnetic reversal along the x-direction is shown for pyrami-
dal shells with a = 100nm and trel = 10% and dierent degrees
of rounding at the corners and edges. The black curve corre-
sponds to the reversal of a pyramidal shell with sharp corners
and edges (see also Figure 4.13). The geometries, which corre-
spond to the green and red curve respectively, have been created
with drel
bottom = 1:0 and drel
top = 1:0 and the indicated values for
the parameters rrel
bottom and rrel
top.
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Figure 4.21.: The magnetic reversal along the x-direction is shown for pyrami-
dal shells with a = 250nm and trel = 50% and dierent degrees
of rounding at the corners and edges. The black curve corre-
sponds to the reversal of a pyramidal shell with sharp corners
and edges (see also Figure 4.16). The geometries, which corre-
spond to the green, red and blue curve respectively, have been
created with drel
bottom = 1:0 and drel
top = 1:0 and the indicated val-
ues for the parameters rrel
bottom and rrel
top. The remanent state of
the black, red and green data curve is a asymmetric vortex state,
while the remanent state of the blue data curve (corresponding
to the highest degree of rounding) is a symmetric vortex state.
1104.3. Numerical results
4.3.3. Pyramidal shells with rounded edges and corners
In Sub-section 4.3.1 we have already seen that the occurrence of sharp corners
has an important eect on the formation of magnetic states (see also simi-
lar studies [118, 119]). Especially it has been argued that the occurrence of
the asymmetric vortex state in pyramidal shell structures is a consequence of
the high demagnetisation eld in the vicinity of sharp edges. Furthermore,
in realistic structures, as shown in Figure 4.1, edges are generally not sharp
but slightly rounded o. In this section we want to investigate the eect of
slightly rounded corners and edges on the magnetic properties of the struc-
ture. In order to dene the rounding of edges in our pyramidal shells, Figure
4.17 introduces additional shape-dening parameters: drel
top, rrel
top, drel
base and
rrel
base. Figure 4.18 shows geometries which have been created with two dif-
ferent parameter sets. In the following we address three magnetic reversal
scenarios which have already been discussed in the previous section (4.3.2).
The rst example is given in Figure 4.19, where the magnetic reversal along
the z-direction is shown for pyramidal shells with a = 100nm, trel = 10%
and sharp corners as well as a rounding of corners as shown in Figure 4.18.
We nd that curvature radii of rtip = 6:50nm and rbase = 3:75nm do not
qualitatively alter the results, i.e. we still observe a symmetric vortex state
at remanence, which at negative external elds transforms into a onion-like
conguration. However, please note that the onion state within the pyramidal
shell with the rounded corners aligns along a dierent diagonal in the xy plane
(compare the congurations 4.19 (c) and (d)), which may also be observed by
plotting the component hMxi versus the external eld Hz (not shown). When
further increasing the curvature radii (rtip = 19:05nm and rbase = 7:50nm in
Figure 4.19) we nd more signicant changes in the magnetic behaviour. The
remanent state is a symmetric vortex state, which changes to an asymmetric
vortex state at a suciently reversed external eld. We have performed the
same comparison for a reversal along the x-direction in Figure 4.20. We nd
that increasing the rounding of the corners leads to a decrease in the coercivity,
thus conrming the important role of corners during a reversal process of quasi
single domain states [38]. Finally, we have investigated the reversal along the
x-direction within a pyramidal shell with a = 250nm and trel = 50%. The
results are shown in Figure 4.21. For a pyramidal shell with sharp corners
this reversal process usually contains the transition between two asymmetric
vortex states. The vortex cores of these states end on opposite side faces of
the geometry (see Figure 4.16). In Sub-section 4.3.1 we have seen that the oc-
currence of the asymmetric vortex state is due to high demagnetisation elds
in the vicinity of sharp corners and edges. Therefore, our aim is to check how
stable this state and the corresponding switching process is with respect to
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the rounding of corners and edges. We nd that the remanent state is an
asymmetric vortex state even in the presence of rounding. This can be seen
from Figure 4.21 where a geometry with curvature radii of rtop = 47:63nm and
rbase = 18:75nm (green curve) accommodates a remanent state with a signif-
icant value for hMxi (corresponding to an asymmetric vortex state). Further
increasing these radii (blue curve) leads to a suppression of the asymmetric
vortex state at remanence (hMxi = 0:0).
4.4. Conclusions
We have used micromagnetic simulations to conduct an in-depth analysis on
the micromagnetic behaviour of pyramidal core-shell structures in the limit of
soft magnetic materials. We have identied and characterised several stable
and metastable states in a regime of sizes below 60  lexch. A phase diagram,
which presents the energetic ground states at dierent structure sizes and shell
thicknesses, with accurately computed phase boundaries has been created.
By carefully examining the results of our micromagnetic simulations we have
been able to qualitatively understand the phase transitions between dierent
ground states. Additionally, we have investigated the stability regimes of all
occurring states at dierent thicknesses. From our ndings we conclude that
the physics changes crucially in the limit of very thin shells. This implies
a higher number of metastable states, generally extended stability regimes
of quasi-homogeneous and vortex states (especially towards larger sizes) and
dierences in the ground state congurations. In particular, the reduction of
metastable states with increasing thickness may be technologically relevant
as the occurrence of metastable states can lead to problems. Analysing the
magnetic reversal with respect to selected directions, we have found a switching
mechanism between two equivalent vortex states that can be induced with
low magnetic elds. This switching mechanism even works with a signicant
rounding of the corners and edges, which may be important regarding potential
technological applications. Magnetic sensing is a typical area of application
for soft magnetic materials with a high relative permeability and no hysteresis
[16]. The studied pyramidal shells do not seem to exhibit these properties in a
way that would make them a potential candidate for such an application. The
asymmetric vortex state seems be more interesting in regard to magnetic data
storage. This eld of application would require a certain thermal stability, i.e.
an energy barrier EB between the magnetic states, which is often estimated to
be about 50kBT [120, 121]. A method of estimating the energy barrier between
dierent stable congurations has been presented in [122] and may also be
used to investigate the stability of the asymmetric vortex state. Another
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aspect is the system size. From the phase diagram of Figure 4.9 we know
that the asymmetric vortex state is stable for a  150nm (for Nickel), which
is rather large compared to the elements of modern storage media [123, 124],
even considering that one could store two bits within one pyramidal shell
(corresponding to four equivalent asymmetric vortex states). Finally, the fast
switching of magnetic domains induced by spin-polarised currents has been a
topic of intensive research over the last decade [125]. It would be interesting
to see whether these mechanisms could be used to switch between equivalent
asymmetric vortex states. However, before spending resources on any further
theoretical research on these structures one would probably wait until there
has been a substantial progress on the experimental side. The disadvantages
of grown, state-of-the-art structures (see for example Figure 4.1) have been
discussed in this chapter (size  10m, polycrystalline texture) and render
medium-term, technical applications unfeasible.
1135. Stray 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core-shell-structures
In this chapter simulation results on core-shell structures, which have the shape
of a triangular platelet and a rectangular prism, are presented. The study of
these particular geometries has been motivated by the experimental work of
our co-workers at the University of Bath. The core material is lead (Pb) in
the case of the triangular platelets and tin (Sn) in the case of the rectangular
prisms. These materials are type-I superconductors and become supercon-
ducting below Tcrit(Pb) = 7:2K and Tcrit(Sn) = 3:7K, respectively. Super-
conductors are perfect diamagnets and as such completely expel an applied
magnetic eld, so that ~ B = 0 holds within their volume. As a consequence,
the core exhibits a strong magnetic response to low magnetic elds below Tcrit,
which will have an eect on the physical behaviour of the core-shell structure.
The shell material is Nickel, which is ferromagnetic and therefore can be de-
scribed with the micromagnetic model introduced in Chapter 2. Some results
of this chapter have been published in [1]. This article also contains references
to relevant publications in the eld of superconducting-ferromagnetic hybrid
structures.
5.1. Experimental background
In this section we want to give some background on the experimental work
conducted by our co-workers at the university of Bath. Figure 5.1 contains
two three-dimensional atomic force microscope images of a Pb/Ni core-shell
structure, which has the shape of a triangular platelet (5.1a), and a Sn/Ni
core-shell structure, which has the shape of a rectangular prism (5.1b). These
core-shell structures are classied as mesoscopic [4], as their typical dimensions
are in the micrometre range. They are grown by electrodeposition [22, 23, 1].
The procedure is very similar to the two-step method, which has been dis-
cussed in Section 4.1. First, the core material, i.e. single crystalline Pb or
Sn, is deposited onto the working electrode of an electrochemical cell via the
island formation of a Volmer Weber growth mode. In contrast to the growth
of the Ag/Ni core-shell structures of Section 4.1 the working electrode consists
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Figure 5.1.: Three-dimensional atomic force microscope images of (a) a trian-
gular Pb-Ni platelet and (b) a Sn-Ni rectangular prism. These
images have been provided by our co-workers, Andr e M uller and
Simon Bending, at the University of Bath (see also [1]).
Figure 5.2.: Atomic force microscope image showing the cross-section through
a triangular Pb-Ni platelet. The section within the white-rimmed
box is magnied and shown in the illustration on the right. The
cross-section has been obtained by sectioning the core-shell with a
focused ion beam (FIB). Before this milling procedure a Pt layer
has been deposited onto the region of interest in order to protect
it [1]. This image has also been provided by our co-workers, Andr e
M uller and Simon Bending, at the University of Bath.
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Figure 5.3.: (a) Sketch of the experimental setup: a triangular Pb/Ni core-
shell structure is placed onto a 2m2m active element of a two-
dimensional GaAs/AlGaAs heterostructure Hall probe array. The
latter is used in order to measure the perpendicular component of
the local magnetic eld Htotal;z = Hdemag;z +Hext;z. The external
eld is applied perpendicularly with respect to the plane of the
Hall element. (b) Cross-sectional view of the experimental setup.
The dashed lines illustrate the stray eld, which is induced by a
vertically aligned magnetisation within the side faces of the shell.
Both gures have been adopted from [1].
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Figure 5.4.: Experimentally observed magnetic reversal of a Pb-Ni triangular
platelet at T = 4:2Kelvin. The investigated structure has a side
length a of about 5:7m and a height h of about 2:2m (see
also Figure 5.5). The abscissa shows the external eld in Oersted,
which is applied perpendicularly with respect to the triangular
base of the platelet. The ordinate shows the z-component of the
magnetic eld measured by a 2m  2m active element of a
two-dimensional GaAs/AlGaAs heterostructure Hall probe array,
upon which the core-shell structure is placed, minus the externally
applied eld. The latter quantity is normalised with respect to its
saturation value at high magnetic elds (i.e. jHextj > 3000Oe),
which for the presented case is about 115Oe. The data clearly
shows the occurrence of a diamagnetic cone for Hmin = 285Oe <
Hext < Hmax = 970Oe when reducing the external eld from
positive values (red curve) and for Hmin =  985Oe < Hmax =
 350Oe upon the increase from negative values (black curve.).
The values of Hmin and Hmax are marked by the vertical, dashed
lines in the graph. The experimental data shown in this plot has
been provided by our co-workers from the University of Bath.
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of polycrystalline boron doped diamond (BDD), which, compared to highly
oriented pyrolytic graphite (HOPG) can be prepared more uniformly and has
a fairly constant low density of nucleation sites [23]. The latter property is im-
portant in order to avoid the overlap of islands from dierent nucleation sites.
In a second step the electrolyte of the electrochemical cell is replaced and
Nickel is electroplated onto the Pb or Sn islands. For details on the electro-
chemical growth, such as the composition of the electrolyte and the potential
of the working electrode with respect to a reference electrode, the reader is
referred to [1]. A cross section of a typical triangular core-shell structure is
shown in Figure 5.2, demonstrating the sharp interface between the core and
the shell region. The shell thickness varies from about 100nm at the top of the
structure to up to 200nm at the sides, which conrms estimates between 100
and 300nm made from the electrodeposition parameters [1]. Figure 5.3 shows
the experimental setup for the measurement of the magnetic hysteresis of a
triangular Pb/Ni core-shell structure. In a rst step, the core-shell structure
is removed from the BDD electrode, which is facilitated by the chemical inert-
ness of the boron doped diamond, and placed on one of the 2m2m active
elements of a two-dimensional GaAs/AlGaAs heterostructure Hall probe ar-
ray (see Figure 5.3). This process is carried under a long focal length optical
microscope, the resolution of which is limited by the wavelength of visible light
( 400 800nm). Therefore, only structures of dimensions in the micrometre
range (and above) can be identied in order to move them from the working
electrode and use them for further investigations. Thus, our restriction to
relatively large structure sizes is not due to limitations of the growth process
itself but rather a consequence of size limitations when preparing individual
structures for experiments. The hysteresis measurements are carried out by
subsequently sweeping the external magnetic eld, which is aligned perpendic-
ularly with respect to the base of the core-shell structure (= z-direction), from
high positive eld values > 3000Oe to high negative eld values <  3000Oe
and vice versa. The Hall element measures a spatial average of the mag-
netic eld, which is taken over its extension. From this value one has to
deduct the value of the homogeneous external eld in order to determine the
spatial average of the magnetic stray eld stemming from the core-shell struc-
ture. The experimental result for a triangular Pb/Ni core-shell structure is
shown in Figure 5.4. The most interesting feature is the diamagnetic dome,
which occurs in the range 285Oe < Hext < 970Oe, when sweeping the ex-
ternal eld down (red curve), and in the range  985Oe < Hmax =  350Oe,
when sweeping the eld up (black curve). Its occurrence can be interpreted
in terms of the core becoming superconducting in the denoted range of exter-
nal elds: lead becomes superconducting at temperatures below TPb
crit = 7:2K.
Furthermore, superconductivity is destroyed, when the magnetic eld exceeds
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a temperature-dependent critical eld value HPb
crit(T), which can be approxi-
mated by the formula
HPb
crit(T) = HPb
crit(0)

1   (T=TPb
crit)2

(5.1)
with HPb
crit(0) being 803Oe [126]. The simulation results have been obtained at
T = 4:2K, a temperature, which can be accurately adjusted in experiments,
as the system only has to be left until it has settled at the boiling point of
Helium and no additional heating is required [127]. With equation 5.1 we then
nd HPb
crit(T) = 530Oe. Figure 5.3b illustrates that the magnetic eld in the
core region is the sum of the external eld and the stray eld stemming from
the ferromagnetic Nickel shell, i.e.
~ Htotal(~ r) = ~ Hext + ~ Hstray: (5.2)
At 4:2K superconductivity is destroyed in the region of the Pb core, where
j~ Htotalj > 530Oe holds. When decreasing the eld from high external eld
strengths (red curve of Figure 5.4), the diamagnetic dome can then be in-
terpreted as follows: before its onset ( ~ Hext & 970Oe), the strong external
eld destroys superconductivity within the Pb core. With its onset, the ex-
ternal eld and the stray eld from the ferromagnetic shell, which tends to
oppose the external magnetic eld (see also Figure 5.3), compensate each
other, so that locally ~ Htot < 530Oe may hold. At low external eld strengths
(~ Hext . 285Oe), the uncompensated stray eld destroys superconductivity
within the core region. In Sub-section 5.2.1, we will see that this scenario is
qualitatively conrmed using a simple micromagnetic model.
5.2. Simulation results
This section is structured as follows: in Sub-section 5.2.1 the simulation re-
sults on the triangular Pb/Ni core-shell structures are presented, which, in
parts, have been published in Section [1]. Simulation results on the cuboidal
core-shell structures, which show the reversal in an external eld ~ Hext, are
presented in Sub-section 5.2.2. Figure 5.5 denes the idealised cuboidal (5.5a)
and triangular platelet-shaped (5.5b) core-shell geometries in terms of corre-
sponding geometry parameters.
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Figure 5.5.: Geometrical denition of the core-shell structures which have been
investigated. (a) Core-shell structure in the shape of a prism: the
parameters h, l and w determine the dimensions of the prism
as measured at the outside of the shell. The parameter t is the
thickness of the shell. (b) Core-shell structure with a triangular
shape: the dimensions of the structure are determined by the two
parameters a and h (as measured with respect to the structure's
outside). The parameter a is the side length of the isosceles trian-
gle, which forms the base of this structure. The third parameter
t is the thickness of the shell.
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5.2.1. Superconducting regions in triangular Pb/Ni core shell
structures
In this sub-section we want to present a simple micromagnetic model, which
allows for a simple interpretation of the experimental results of of Figure 5.4.
As in Chapter 4 we use the nite-element based solver Nmag [93] to conduct
our simulations. The experimentally grown structures have typical dimensions
of several micrometres and a shell thickness  100nm. Such structure sizes
are not accessible by micromagnetic simulations, so that we have to scale the
system down by a factor 10.
Computation of the superconducting fraction
In our approach, we assume that the diamagnetic signal (see Figure 5.4), which
has been measured at the Hall element, is proportional to the superconducting
volume within the core region. Thus, after relaxing the magnetisation of the
Ni shell we compute the superconducting volume within the core region, i.e.
the volume where j~ Hstray + ~ Hextj < Hcrit = 530Oe holds. This is done by
dening a tetrahedral mesh within the core region, on which the stray eld
from the Nickel shell can be computed numerically. If the above mentioned
criterion for superconductivity holds at a certain mesh node i, a corresponding
volume
Vi =
1
4
X
i2k;l;m;n
Tk;l;m;n (5.3)
is assumed to be superconducting. Tk;l;m;n is the volume of the tetrahedron,
which is formed by the mesh nodes k, l, m and n. Thus, the sum runs over all
tetrahedrons, of which the node i is a corner. Repeating this procedure for all
nodes of the core mesh and adding up the corresponding volumes yields the
superconducting volume within the core. In the following, we will normalise
the superconducting volume with respect to the full volume of the core mesh
and refer to this quantity as the superconducting fraction. In order to be
able to probe the stray eld on the core mesh, the core region needs to be
dened within Nmag and material parameters such as A, MS have to be set.
Nmag will then also integrate the micromagnetic equations on the core mesh.
The exchange constant A and anisotropy constants can just be set to zero.
However, MVac
S has be given a nite value in order to avoid divisions by 0.
The value of MVac
S should be small, so that it does not aect the calculated
stray eld within the core region. In Section D.2 of Appendix D it is shown
that for the studied system the condition MVac
S < 10A=m ensures a sucient
accuracy.
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The tetrahedral mesh
The commercial software tool Fluent Gambit 2.4.6 is used in order to create
tetrahedral meshes of the shell and the core. The resolution of the shell mesh
is chosen such that the maximal tetrahedron edge length does not exceed the
exchange length lexch. Unlike Chapter 4 we do not have to use a smaller mesh
resolution in order to increase the accuracy of the stray eld calculation. First,
because the dimensions of the studied structures (& 500nm) and the shell
thicknesses ( 10nm) are larger than those of Chapter 4. Second, because
we do not compare the total energies of dierent micromagnetic states, a task
which requires an accurate computation of the micromagnetic energies (see
Section D.1 of Appendix D). To limit the complexity of our simulations, the
core mesh is chosen to be coarser than the shell mesh. This can be done since
no resolution below lexch is required. We leave a gap of 5nm between the shell
mesh and the core mesh. Otherwise, the core mesh would have to adopt the
resolution of the shell mesh at the interface and would only gradually become
coarser towards the centre of the core, leading to a signicant increase in the
size of the core mesh. Beside these eciency considerations the introduction
of such a gap is physically justiable, as in the vicinity of the Ni/Pb interface
superconductivity is suppressed due to the proximity eect. This eect extends
into the volume of the superconductor on a length scale of one coherence
length ( 80nm for lead) [1]. Considering that we have to reduce the size
of the experimental structures by a factor 10, it is perfectly reasonable to
not consider a surface region of the core with a depth of a few nanometres.
The chosen gap width of 5nm even rather underestimates this eect. For the
structure sizes of this section we choose a resolution, which corresponds to a
mean tetrahedron edge length of about 20nm. In Section D.2 in Appendix D
it is shown that this leads to a reasonable accuracy.
The micromagnetic model
In our approach, we rst relax the micromagnetic conguration of the Nickel
shell from a homogeneous state, which is aligned along the normal of the base
of the triangular platelet (z-direction). Furthermore, a homogeneous external
eld of variable strength is applied along the z-direction. As in Chapter 4,
we set the exchange constant A to 7:2  10 12 J=m and do not consider the
cubic anisotropy of Nickel. Due to the polycrystalline structure of the Nickel
shell an inclusion of the magnetocrystalline anisotropy is not straightforward.
The saturation magnetisation MS is set to 510000A=m, which is the value
at T = 0K [49]. Hence, the exchange length lexch is equal to 6:64nm. To
enhance the eciency of the algorithm, hierarchical matrices are used to op-
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timise the computation of the stray eld. For the assembly of the hierarchical
matrices we use the algorithm HCA II with parameters as given in Section
3.1.3. We nd that the micromagnetic model cannot account for the annihila-
tion of superconductivity at remanence (j~ Hextj = 0Oe), which is suggested by
the experimental data of Figure 5.4. Therefore, we have chosen the following
approach: rst, the magnetisation of the Nickel shell is relaxed at a relatively
high external eld (e.g. 1000Oe). Then, the magnetisation is pinned, while
the strength of the external eld is gradually changed. As a result we obtain
a data curve showing the computed superconducting fraction as a function of
the external eld. Such a pinning is also suggested by the experimental data
outside of the diamagnetic dome shown in Figure 5.4: before its onset the
measured stray eld is constant without any decay, after leaving the regime
of the diamagnetic dome the measured stray eld returns to very high values.
Physically, the polycrystalline structure of the Nickel shell may lead to the
pinning of magnetic structures like vortices and domain walls at imperfections
such as grain boundaries (see also discussion in Section 4.3.2 and [108, 1]).
Finally, it should be noted that the stray eld from the shell is scale-invariant,
i.e. for a certain micromagnetic conguration it will not depend on the size
of the studied geometry. Therefore, if we obtain the qualitatively correct mi-
cromagnetic conguration in our scaled-down geometries, we should also get
qualitatively good results concerning the superconducting fraction. However,
one should keep in mind that our approach does not consider the presence of
screening currents and associated magnetic elds within the Pb core. The in-
clusion of such eects would require the solution of the coupled micromagnetic
and the Ginzburg-Landau equations [1].
Micromagnetic conguration in triangular platelet-shaped shell
Figure 5.6 shows the micromagnetic conguration of a thin (10nm) Nickel shell
in dierently strong external magnetic elds. At each external eld strength
we observe a vortex conguration, with the vortex core sitting at the centre
of the triangular top face. Furthermore, we see that, at low external eld
strengths, the magnetisation of the side walls tends to orient parallel to the
base plane of the triangular structure (see 5.6(a)). Only in the vicinity of
those edges, which separate the side faces, the magnetisation is pinned along
the z direction. We nd that the stray eld of such a conguration cannot
account for the annihilation of superconductivity at low external elds, so that
a pinning of the magnetisation is introduced when computing the supercon-
ducting fraction as a function of the external eld (see previous paragraph).
When increasing the external eld the magnetisation of the side walls starts to
align along the z-direction. At very high magnetic elds also an increased z-
1245.2. Simulation results
Figure 5.6.: The micromagnetic conguration of a triangular platelet-shaped
shell structure (edge length a = 570nm, height h = 220nm and
thickness t = 10nm) is shown at dierent external eld strengths.
The external eld is aligned with the z direction, i.e. perpen-
dicularly with respect to the base of the structure. The images
correspond to the following eld strengths: (a) 100Oe, (b) 500Oe,
(c) 1000Oe and (d) 2000Oe.
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Figure 5.7.: The micromagnetic conguration at an external eld strength of
1000Oe is shown for triangular shell structures with a side length
a = 570nm, a height h = 220nm and dierent shell thicknesses:
(a) t = 10nm, (b) t = 20nm, (c) t = 30nm and (d) t = 40nm.
The external eld is aligned with the z direction, i.e. perpendic-
ularly with respect to the base of the structure.
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Figure 5.8.: The dependence of the superconducting fraction within the core
on the external magnetic eld is shown for dierent pinning eld
strengths. The investigated triangular shell structure has a side
length of a = 655:9nm, a height of h = 295nm and a thickness of
t = 40nm.
component of the magnetisation within the top layer becomes apparent (colour
change from yellow in Figure 5.6(c) to orange in Figure 5.6(d)). Figure 5.7
shows the micromagnetic conguration at an external eld of j~ Hextj = 1000Oe
for dierent shell thicknesses. We clearly see that the magnetisation within
the side walls becomes more inhomogeneous with an increasing shell thickness.
This can be qualitatively understood as a homogeneous alignment of the mag-
netisation along the z-direction leads to the creation of surface charges M
at the bottom and the top of the structure, which according to the equations
(2.7), (2.13) and (2.15) increases the magnetostatic energy. For a larger shell
thickness this energy penalty and thus, the tendency of the system to avoid
these surface charges, becomes more signicant.
Computation of the superconducting fraction
We now want to discuss the dependence of the superconducting fraction within
the core on strength of the external eld ~ Hext. As stated above our approach is
to relax the micromagnetic conguration of the shell at a certain external eld
strength. Then the magnetisation and thus, its stray eld, is pinned, while the
external eld is systematically varied to compute the corresponding supercon-
ducting fraction within the core. Figure 5.8 shows how the superconducting
fraction within a core-shell structure with a thickness of 40nm depends on
the strength of the used pinning eld. When a relatively low pinning eld of
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Figure 5.9.: Graph showing the superconducting fraction as a function of the
external eld for dierent shell thicknesses. The magnetisation
has been pinned at an external magnetic eld of 1000Oe. The
investigated structures have a side length of 570nm, a height of
220nm.
600Oe is chosen, the stray eld is not strong enough to annihilate supercon-
ductivity at j~ Hextj = 0 in the bulk of the core region. Increasing the pinning
eld to 840Oe leads to the annihilation of superconductivity at j~ Hextj = 0 in
most parts of the core region (about 80%). The stronger stray eld also leads
to an extension of superconductivity to higher external elds, i.e. the observed
dome shape shifts towards positive external eld values. Generally, we nd
that the dependence of the superconducting fraction on the external eld is
insensitive to the used pinning eld for a wide range of values (between 800Oe
to more than 2000Oe). Only for very strong pinning elds (here: 6000Oe)
we observe a reduction of the stray eld, i.e. the survival of superconductivity
at j~ Hextj = 0. Furthermore, the shape of the dome changes signicantly, es-
pecially towards high external elds, and the superconducting fraction never
exceeds a value of 0:9. This is due to a partial magnetisation of the top layer
of the shell (along the z-direction), which screens the stray eld stemming
from the side walls of the structure. Figure 5.9 shows the superconducting
fraction within the core region as a function of the external eld for dier-
ent shell thicknesses. The geometry of the core-shell structure (side length
a = 570nm, height h = 220nm) has been scaled down from the dimensions of
the experimental structure (see Figure 5.1) by a factor of 10. We see that a
very thin shell thickness of 10nm cannot account for the annihilation of super-
conductivity in the absence of an external eld. For this, the shell thickness
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Figure 5.10.: Top: the superconducting fraction within the core domain of
a triangular platelet-shaped Pb/Ni core-shell structure (edge
length a = 570nm, height h = 220nm and thickness t = 25nm)
is shown as a function of the external eld, which is applied
perpendicular to the base of the triangular platelet. The mag-
netisation is relaxed at an external eld strength of 1000Oe. The
data curve is then computed by keeping the magnetisation of the
shell xed and varying the external eld. At the marked external
eld strengths images show the superconducting region from two
perspectives, a lateral top view (left) and a bottom view (right).
The images, which correspond to the data points (b)-(d), are
shown in Figure 5.11, those of the data points (e)-(g) in Figure
5.12.
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Figure 5.11.: Images of the superconducting region at dierent external eld
strengths. These images correspond to the data points (b)-(d)
of Figure 5.10.
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Figure 5.12.: Images of the superconducting region at dierent external eld
strengths. These images correspond to the data points (e)-(g) of
Figure 5.10.
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Figure 5.13.: Image showing the stray (demagnetisation) eld within the core
region of a triangular platelet-shaped Pb/Ni core-shell structure.
(a) Core region as seen from a top view on the core-shell struc-
ture. (b) Core region as seen from a bottom view on the core-
shell structure. The structure has a side length of a = 570nm, a
height of h = 220nm and a shell thickness of t = 25nm. The lo-
cally resolved magnitude of the stray eld is given by the colour
scheme, while the arrows denote its local orientation.
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Figure 5.14.: The spatially resolved stray eld at a Hall element, which is
generated by the Nickel shell placed above this element, is shown.
The z-component of ~ Hdemag is displayed by the colour scheme,
while the size of the arrows is proportional to the magnitude of
the stray eld. The magnetisation of the Nickel shell is relaxed
at an external eld strengths of 1000Oe, leading to a vortex
conguration as shown in Figure 5.7. The Nickel shell has an edge
length of a = 570nm, a height of 220nm and a shell thickness of
25nm. The Hall element is a square platelet of the size 200nm
200nm and has a thickness of 5nm. It is positioned 8nm below
the base of the triangular platelet. These dimensions have been
obtained by scaling down the experimental setup by a factor 10.
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needs to be 25nm or more. The general trend, that the stray eld increases
with an increasing shell thickness and thus the diamagnetic dome shifts to
higher external eld strengths, is readily understood as it is generated by the
magnetised side walls. This is also illustrated in Figure 5.3(b). That this
trend is attenuated towards larger shell thickness (e.g. the data curves, which
correspond to the thicknesses t = 40nm and t = 80nm, only exhibit a com-
parably small relative shift) is due to the surface-charge avoidance principle,
which has been discussed in the former sub-section. As pointed out before,
the annihilation of superconductivity at ~ Hext = 0Oe can only be described
by a shell thickness t  25nm. Therefore, the Figures 5.10, 5.11 and 5.12
give a more detailed account of the simulation results for t = 25nm, with
additional, spatially resolved images of the superconducting region within the
core at dierent external eld strengths. We see that at j~ Hextj = 0 super-
conductivity survives in a region around the centre of the bottom of the core
and in local regions at the top of the core (Figure 5.10(a)). The survival of
superconductivity in the former regions can be qualitatively explained when
considering the side walls as magnets with the north pole at the top and the
south pole at the bottom. With respect to the z-direction the discussed re-
gion lies on about the same level as the south pole of all three magnets, but is
laterally displaced. Thus, as this region does not lie between south and north
pole, the corresponding stray eld is relatively small. This can also be seen
in Figure 5.13(b), where the stray eld within the core region is shown. The
superconducting region at the top of the core is due to the fact, that a partial
magnetisation of the Nickel layer at the top screens the stray eld stemming
from the side walls. Therefore, we observe a lower stray eld below the vortex
core (see 5.13(a)). Local uctuations in the z-component of the magnetisa-
tion, which curls around the vortex core, lead to the observed pattern in the
superconducting volume, which has a threefold symmetry. When increasing
the external eld the superconducting region successively grows. At a eld
strength of j~ Hextj = 500Oe nearly the entire core is superconducting (see Fig-
ure 5.11(d)). Upon further increasing the external eld the superconducting
decreases again. At a eld strength of j~ Hextj = 1200Oe superconductivity
only survives in the vicinity of the side wall at the fringe of the core, where
the strongest stray eld is generated.
Stray eld computation at the Hall element
Finally, we check whether the studied triangular platelet-shaped Pb/Ni core-
shell structure (a = 570nm, h = 220Oe and t = 25nm) and the used pinning
eld of j~ Hextj = 1000Oe reproduces a stray eld of 115Oe, which is experi-
mentally measured at a Hall element below the Pb core (see Figure 5.4). To
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do this we model the Hall element (Figure 5.3) by placing a square platelet,
which has a side length of 200nm and a thickness of 5nm, 8nm below the
Pb core and ll this structure with a ne tetrahedral mesh (two tetrahedron
layers along the z-direction). The micromagnetic parameters A and MS are
set as in the core region. Figure 5.14 shows the stray eld, which is generated
by the vortex state of the Ni shell (j~ Hextj = 1000Oe), at this square platelet.
By probing and adding up the stray eld at the mesh nodes of the square
platelet, we obtain the spatial average of its z-component hHhall
stray;zi. We nd
hHhall
stray;zi  60  5Oe, which lies signicantly below the experimentally mea-
sured value. The error margin is roughly estimated and due to the dependence
of hHhall
stray;zi on the orientation of the square platelet with respect to the Ni
shell. Here, orientation refers to a rotation of the platelet about the z-direction
(see Figure 5.14). The underestimation of hHhall
stray;zi in our simulations seems
to be due the inhomogeneous stray eld at the fringes of the Hall element, es-
pecially in regions which are close to the side walls of the Nickel shell. Indeed,
the eective size of the Hall element will be smaller than its actual dimensions,
since there is always a dead layer around its etched perimeter where the elec-
tronic system is fully depleted [128]. The size of this depletion layer may be
expected to be 250nm at each side of the Hall element, reducing the eective
size of the Hall element to 1:5m (150nm within the computer simulations)
[128]. To investigate this eect we have gradually reduced the side length a
of the Hall element in our simulations to 150nm, 125nm and 100nm. We
nd hHhall
stray;zi   94  5Oe for a = 150nm, hHhall
stray;zi   106  3Oe for
a = 125nm and hHhall
stray;zi =  1203Oe for a = 100nm. Thus, in order to re-
produce the experimentally measured stray eld with the presented approach,
we have to assume that a substantial part of the Hall element is not active.
Discussion of the results
We conclude this section by discussing its results and having an outlook at
future work. It has been shown that it is possible to understand the occurrence
of the superconducting dome in the hysteresis curve of a Pb/Ni core-shell
structure (see Figure 5.4) in terms of a simple micromagnetic model. However,
the width of the experimentally measured superconducting dome is smaller and
its shape is more pointed. There are several factors which may lead to these
discrepancies:
1. In our approach we have assumed that the diamagnetic signal, which is
measured at the Hall element, is directly proportional to the calculated
superconducting fraction within the core. This is only an approximation.
2. In its superconducting state the Pb core shows a strong magnetic re-
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sponse to a magnetic eld, which should also have an impact on the
magnetic state of the Nickel shell. Such an interaction between the Ni
shell and the Pb core is not considered in the model.
3. The pinning of the magnetisation at a strong external eld j~ Hextj is an
approximation. In the real system a partial relaxation of the magneti-
sation will take place, which is also indicated by Figure 1(c) of [1].
4. The experimentally grown structure is about a factor 10 larger than
the modelled geometry and its shape deviates from the geometry of an
idealised triangular platelet (see Figures 5.1(a) and 5.2). The Nickel
shell is polycrystalline instead of single-crystalline as assumed in the
micromagnetic model. These dierences aect the magnetic state of the
Nickel shell and thus also its stray eld within the core region. Other
eects (for example magnetocrystalline anisotropy and magnetoelastic
eects), which are not included in the micromagnetic model, may have
an impact on the physical behaviour of the experimental system, as well.
Beside the occurrence of the diamagnetic dome, there are aspects in the exper-
imental results, which cannot be explained by the used model: the measured
stray eld at j~ Hextj = 0Oe is larger than the stray eld at saturation (see
Figure 5.4 and [1]), which is a somewhat counterintuitive result and can only
be due to the screening of the stray eld of the partially reversed shell by
superconducting puddles, that survive within the core region and throw out
magnetic ux towards the Hall element [1]. The behaviour of the core-shell
structure during the magnetic reversal at low external elds is very complex,
exhibiting the occurrence of Barkhausen jumps within the ferromagnetic shell,
which are coupled to changes in the diamagnetic state of the Pb core [1]. Our
simple model cannot account for such a physical scenario as it assumes a
pinning of the magnetisation and does not consider the magnetic response
of the core, which in turn leads to a complex magnetic interplay between
the superconducting core and the ferromagnetic shell. To correctly model
such an interplay one would need to solve the micromagnetic equations and
the Ginzburg-Landau (GL) equations of superconductivity in a self-consistent
way. This approach presents a very interesting direction of future research,
since, to the best of our knowledge, a numerical solution of coupled micromag-
netic and GL equations has not been performed so far, and should enhance
the understanding of ferromagnetic-superconducting hybrid systems.
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Figure 5.15.: The magnetic reversal within a core-shell structure in the shape
of a rectangular prism is illustrated. The dimensions of this
structure are h = 122:5nm, l = 1043:0nm and w = 143:5nm
as measured with respect to the shell outside (see Figure 5.5).
The thickness of the shell is t = 21nm. The upper graph shows
the components of the spatially averaged magnetisation h ~ Mi as
a function of the external magnetic eld which is aligned along
the z-direction. Images of the spatially resolved magnetisation
are shown for those external eld strengths, which are marked by
the vertical lines, namely: (a) Hext;z = 55Oe, (b) Hext;z = 50Oe,
(c) Hext;z = 32Oe, (d) Hext;z = 29Oe, (e) Hext;z = 0Oe and (f)
Hext;z =  1Oe. Image (c), (d), (e) and (f) are shown in Figure
5.16.
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Figure 5.16.: Illustration of the spatially resolved magnetic conguration for
the system dened in Figure 5.15 and the external eld strengths
(c) Hext;z = 32Oe, (d) Hext;z = 29Oe, (e) Hext;z = 0Oe and (f)
Hext;z =  1Oe. The added coordinate axes denote the Cartesian
directions for the images (c), (d) and (e), (f), respectively.
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Figure 5.17.: The components of the spatially averaged magnetisation h ~ Mi
within a rectangular prism are shown (graph on top) as a function
of the external magnetic eld Hz, which is subsequently reduced
to a eld strength of  3Oe. The dimensions of the rectangu-
lar prism are h = 220:5nm, l = 2044:0nm and w = 241:5nm
as measured with respect to the shell outside (see Figure 5.5).
The thickness of the shell is t = 21nm. Images of the spatially
resolved magnetisation are shown for external eld strengths, be-
tween which irreversible jumps in the magnetisation occur (see
vertical, dashed lines). The image correspond to the following
magnetic eld strengths: (a) Hext;z = 29Oe, (b) Hext;z = 26Oe,
(c) Hext;z = 6Oe, (d) Hext;z = 5Oe. The added coordinate axes
denote the Cartesian directions for the images (a), (b) and (c),
(d), respectively.
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5.2.2. Magnetic reversal in cuboidal Nickel shells
In this section we present micromagnetic simulation results on the magnetic
reversal of a core-shell structure (core: Sn, shell: Ni), which has the shape
of a rectangular prism (see Figure 5.5(a)). The simulations have been per-
formed with the micromagnetic nite-dierence (FD) based solver OOMMF
[102]. Similar to Chapter 4 we use a model, which only considers the mag-
netic properties of the ferromagnetic Ni shell. Although the Sn core becomes
superconducting below a critical temperature of 3:7K, we do not consider it
in this sub-section. One reason is that the experimental hysteresis curve of
a rectangular prism-shaped Sn/Ni core-shell structure (recorded at T = 2K)
only shows evidence of a diamagnetic signal at relatively low external elds
when a substantial relaxation of the system has taken place (see Figure 1 of
[1]). Additionally, the diamagnetic signal is less distinct than that of Figure
5.4, which occurs at higher elds. The simple approach of Section 5.2.1, which
assumes the pinning of the magnetisation, is not suited to describe this data
and a more sophisticated model, which directly takes the superconductivity
of the core into account, needs to be employed (see discussion in Sub-section
5.2.1). Such a model is beyond the scope of this work.
The method
We use the micromagnetic model of Section 4.2.2, i.e. the exchange constant A
is set to 7:210 12 J=m and the saturation magnetisation MS to 493380A=m,
while the magnetocrystalline anisotropy of Nickel is neglected. The exchange
length lexch =
p
A=KD, with Kd being
0
2 M2
S, is equal to 6:86nm. The FD dis-
cretisation of the micromagnetic equations is performed on a cubic grid, whose
cells have a uniform side length. The side length should be equal to 0:5lexch or
smaller, in order to ensure that the micromagnetic simulations are suciently
accurate [99]. Accordingly, we choose an edge length of 3:5nm  0:51  lexch.
Since OOMMF uses a fast Fourier transform (FFT) for the computation of the
magnetostatic interaction, it requires a grid, which models a cuboidal shape.
As a consequence our evenly spaced grid comprises the Ni shell as well as the
Pb core. Although the cells within the core do not correspond to degrees of
freedom, on which magnetic spins are dened, they increase the complexity of
the simulations via the FFT. The computation of the magnetostatic interac-
tion via the FFT generally constitutes the bottleneck of simulations, which are
performed with OOMMF. To perform OOMMF simulations with an optimal
eciency one should consider the following issues:
 One may use a new version of OOMMF, which can be run in parallel
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on a shared-core memory system in order to reduce the simulation time
[129]. We run the simulations on eight CPU cores, which according to
[129] should roughly bring a total speed-up by a factor between 3 and 5,
depending on the used hardware.
 One should arrange the grid such, that the inequalities Nx  Ny 
Nz hold. Nx, Ny and Nz are the number of cells along the x, y and
z direction. For certain geometries this reduces the memory footprint
substantially [129].
 Internally, OOMMF will store a number of cells, which is equal to a
power of 2 along each Cartesian direction. The memory footprint of
OOMMF for a cube (N = Nx = Ny = Nz) in terms of the number of
cells along its side lengths is illustrated in Figure 2.16 of [130] and shows
a typical step-wise behaviour. Thus, one can avoid an unfavourable
memory footprint, if one chooses Nx, Ny and Nz such, that they can be
expressed as 2i j with i;j 2 N, where j is 0 or a small, positive integer.
We study the magnetic reversal along the z-direction, which in Figure 5.5(a)
corresponds to the direction parallel to the height h of the structure. We
systematically vary the external eld Hext;z from 400Oe to 200Oe in steps
of Hz = 20Oe, from 200Oe to 100Oe in steps of 10Oe, from 100Oe to
50Oe in steps of 5Oe, from 50Oe to 20Oe in steps of 3Oe and nally from
20Oe to 0Oe in steps of 1Oe. Accordingly, Hext;z is then successively changed
to  400Oe. Initially, we also set Hext;x = Hext;y = 0:04Oe and vary these
components by Hx = Hy = 0:0001Hz with the step sizes Hz as given
above. We set Hext;x 6= 0 and Hext;y 6= 0 in order to break the symmetry of the
problem and avoid an articial pinning of the magnetisation. Each time the
external eld has been changed, the magnetisation is relaxed using OOMMF's
conjugated-gradient based solver Oxs_CGEvolve with the stopping criterion
stopping_mxHxm of 0:1A=m [131].
Results
In Figure 5.15 and 5.16 results for the magnetic reversal of a rectangular
prism-shaped core-shell structure with a height of h = 122:5nm, a length of
l = 1043:0nm a width of w = 143:5nm and a shell thickness of t = 21nm are
shown. Looking at the components of the spatially averaged magnetisation
h ~ Mi (Figure 5.15top), we observe mayor jumps between Hext;z = 55Oe and
50Oe and between Hext;z = 0Oe and  1Oe. Furthermore several minor kinks
occur (for example between 32Oe and 29Oe). The images (a) and (b) of Figure
5.15 show how the micromagnetic state changes between Hext;z = 55Oe and
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50Oe. At Hext;z = 55Oe there is a C-like conguration on one of the larger side
faces of the prism, whose mean magnetisation is aligned along the z-direction.
Upon setting Hext;z to 50Oe it changes to a homogeneous conguration, which
is approximately aligned along the y-direction. The images (c) and (d) of
Figure 5.15 show the evolution of a vortex at a corner of the opposite large
side face. This only corresponds to a minor jump in the components of the
spatially averaged magnetisation. At remanence (Figure 5.15(e)) the vortex
core has moved towards the centre of the large side face. Interestingly, it is not
exactly at its centre, but is slightly shifted along the y and z directions. This
seems to be due to the relatively complicated shell geometry, which comprises
several edges. To avoid a high magnetostatic energy (see also the discussion
in Section 4.3.1), the magnetisation will always try to align parallel with these
edges, leading to rather complicated micromagnetic congurations, which are
not always intuitively comprehensible. Upon changing the eld to Hz =  1Oe
we see a major shift in the vortex core position (Figure 5.16(e) and (f)), which
leads to a negative z-component of h ~ Mi. Figure 5.17 shows an incomplete
reversal process for a rectangular prism-shaped structure with a height of
h = 220:5nm, a length of l = 2044:0nm a width of w = 241:5nm and a
shell thickness of t = 21nm. The simulation has been stopped after about
2 months in order to free computer resources. The images, which show the
spatially resolved magnetisation, reveal that a vortex core sits on the top face
of the structure. Again we observe two mayor changes in the spatially averaged
magnetisation when we reduce the external eld. Between Hext;z = 29Oe and
26Oe we observe a change in the magnetisation of one of the larger side faces
(see Figure 5.17(a) and (b)). Afterwards, the vortex core subsequently moves
towards the centre of the top face. This core movement has an eect onto
the opposite side face. This can been seen nicely when, upon changing the
external eld from 6Oe to 5Oe, the vortex core jumps from a more lateral
position to the centre of the core (5.17(c) and (d)): at the same time the
magnetisation on the side face (in the far end of Figure 5.17(c)) changes from
a C-like conguration along the z-direction to a homogeneous conguration
along the y-direction. This leads to the jumps in the y and z-component of
the spatially averaged magnetisation. The jump in in the x-component is due
to the changed magnetisation on the top face. At remanence the x and y
component of the spatially averaged magnetisation are 0 due to the symmetry
of the micromagnetic state.
Conclusions
We have seen that the occurrence of vortices and their movement is key to the
understanding of the reversal process within rectangular prism-shaped shell
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structures of a soft-magnetic material. The elongation of the studied structures
along the y-direction partially leads to a relatively strong magnetisation along
this direction during reversal. This study has not been exhaustive. The shape
and the size of the structure may be changed through the geometry parameters
h, l, w and t in order to conduct a more in-depth study of the dependence of
the magnetic reversal on the geometry. Also, the eect of the slight canting of
the external eld, which has been introduced to avoid articial pinning eects,
on the reversal process may be investigated. Judging from our simulations it
seems plausible to assume that the sign of Hext;y determines the sign of hmyi.
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The present work deals with the optimisation of a nite element-based mi-
cromagnetic code (Nmag) and its use for the study of ferromagnetic shell
structures in the sub-micrometer regime. The code uses the hybrid nite
element method / boundary element method (FEM/BEM) to compute the
long-range magnetostatic interaction, which involves the assembly and stor-
age of a dense boundary element matrix. The matrix size scales quadratically
with the number of surface nodes of the mesh, which discretises the region of
the ferromagnetic material. Hierarchical matrices are used in order to approx-
imate the boundary element matrix and thus improve the scaling behaviour
of the algorithm.
The micromagnetic model, the hybrid FEM/BEM and the concept of hierar-
chical matrices are introduced in the theory chapter (Chapter 2). This chapter
also introduces dierent algorithms for the assembly of hierarchical matrices,
namely interpolation, ACA, ACA+, HCA I and HCA II. These algorithms
are implemented in the library HLib, an implementation of the hierarchical
matrix methodology. In the rst result chapter (Chapter 3) these algorithms
are compared with respect to the assembly time, the memory footprint of the
resulting hierarchical matrix and the introduced error. The second result chap-
ter (Chapter 4) deals with the micromagnetic analysis of pyramidal-shaped Ni
shell structures. Finally, Chapter 5 focuses on the analysis of the magnetic
reversal of triangular platelet-shaped Ni shell structures, which contain a su-
perconducting Pb core. In the following the content of these result chapters
is summarised and potential directions of future research are pointed out.
6.1. Hierarchical matrices in FE-based micromagnetic
simulations.
To compare the eciency of dierent hierarchical matrix assembly algorithms
(interpolation, ACA, ACA+, HCA I and HCA II), the FE based solver Nmag
is used in conjunction with the library HLib and thin square platelets of dif-
ferent sizes are considered. Calculating the demagnetisation eld of cong-
urations with a homogeneous magnetisation, it is found that HCA II yields
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the most reliable results, independent of whether the full BE matrix elements
Bi;j are computed via a numerical Gaussian quadrature or an analytical for-
mula (see Sub-section 3.2.1 and 3.2.2). By default, this algorithm is used
in all simulations where hierarchical matrices are used. In Section 3.3 a thin,
square platelet is used to compare the error, which results from the hierarchical
matrix approximation, with the discretisation error of the hybrid FEM/BEM.
This corresponds to a comparison of FE-based micromagnetic simulations with
and without the use of hierarchical matrices. The comparison is done with
respect to the demagnetisation eld computation of congurations with a ho-
mogeneous magnetisation, the relaxation of the magnetisation and hysteresis
simulations. It is found that the errors arising from the use of a hierarchical
matrices are small in comparison with the discretisation errors. The reason
is that for cuboidal systems, such as the thin square platelets studied in this
chapter, diverging demagnetisation elds exist in the vicinity of sharp edges
and corners, leading to relatively inaccurate results for a FE-based discreti-
sation. However, FE-based micromagnetic simulations still yield acceptable
results and are widely used for such systems, which in turn demonstrates the
applicability of hierarchical matrices. To improve the accuracy of FE-based
micromagnetic simulations one could try to use an adaptive mesh renement,
i.e. a locally ner discretisation in regions where the demagnetisation eld
computation is inaccurate.
The application of hierarchical matrices to the hybrid FEM/BEM improves
the computational complexity of the BEM part of this method, which, with-
out the approximation, limits the eciency of the method. After the applica-
tion of hierarchical matrices its eciency is limited by the FEM part of the
method. Therefore, it does not seem pertinent to ne-tune the hierarchical
matrix approximation of the boundary element (BE) matrix, although poten-
tial approaches are discussed in section 3.4. Instead, it appears to be more
promising to use hierarchical matrices in order to improve the FEM part of
the method, where they could be used as preconditioners. Another important
aspect is the optimisation of Nmag's parallel capabilities. The simulations,
on which the results of this work are based on, have not been performed in
parallel, because there has been a signicant memory overhead when running
Nmag in parallel. Thus, optimising Nmag's parallel mode with respect to a
more eective memory partition seems to be a promising pathway towards
more ecient simulations.
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6.2. Micromagnetic studies of pyramidal-shaped shell
structures.
In Chapter 4 hierarchical matrix-optimised, FE-based micromagnetic simula-
tions are used to conduct an in-depth analysis on the magnetic behaviour of
pyramidal-shaped core-shell structures in the limit of soft magnetic materi-
als. These structures contain a pyramidal-shaped Ag core with a square base,
which is covered by a thin Ni layer (the shell). The core is weakly magnetic, so
that within the micromagnetic model only the properties of the ferromagnetic
Nickel shell are considered.
The micromagnetic analysis includes the identication and characterisation of
several stable and metastable states in a size regime below 60  lexch. Further-
more, a phase diagram, which presents the energetic ground states at dierent
structure sizes (the aspect ratio is xed) and shell thicknesses, with accurately
computed phase boundaries is created. By carefully examining the results of
the micromagnetic simulations a qualitative understanding of the phase tran-
sitions between dierent ground states is gained. The stability regimes of all
occurring states are investigated at at dierent shell thicknesses. Finally, the
magnetic reversal is studied along selected directions. These reversal simula-
tions are partly repeated for pyramidal shell structures with rounded corners
and edges in order to investigate the physical impact of such a rounding.
As a result several stable magnetic congurations are found, which, in line with
the naming conventions for equivalent micromagnetic states in thin, square
platelets, are called ower state, onion state, C state and S state. There are
also two vortex-like congurations, which are called symmetric and asymmet-
ric vortex state, the latter of which does not have an equivalent conguration
occurring in thin, square platelets. Apart from the S state all these states
are ground states, i.e. occur within the corresponding phase diagram. Dur-
ing magnetic reversal simulations the vortex core of the asymmetric vortex
state may be switched between opposite side faces of the pyramidal shell, a
behaviour which is potentially interesting with respect to data storage appli-
cations. This switching is also reasonably stable with respect to a rounding of
corners. Finally, it is found that such a rounding generally leads to a decrease
in the coercivity.
Further research may be directed towards studying the technological applica-
bility of the asymmetric vortex state, especially with respect to applications
in the area of data storage. Possible directions would be an investigation of
its thermal stability, its fast switching by spin-polarised currents and its oc-
currence for dierent aspect-ratios of the pyramidal-shaped shell. However,
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any potential application of these structures hinges on corresponding improve-
ments of their experimental fabrication. A growth method based on electrode-
position currently only yields pyramidal-shaped shells in the regime of several
micrometers, which is about two orders of magnitude larger than elements of
state-of-the-art memory devices.
6.3. Stray eld investigations on core-shell-structures
The emphasis of Chapter 5 is placed on the micromagnetic analysis of tri-
angular platelet-shaped core-shell structures with a Pb core and a Ni shell.
Lead becomes superconducting below a critical temperature of TPb
crit = 7:2K
and below a temperature-dependent critical external eld strength HPb
ext(T).
In this case the core also exhibits strong magnetic properties, which cannot
be neglected when studying such core-shell structures. Experimental data on
these structures exhibits a characteristic diamagnetic dome at eld strengths
between 1000 and 300Oe. Thus, a diamagnetic signal also occurs at eld
strengths, which exceed the critical eld of lead HPb
crit(T) (HPb
crit(4:2) = 530Oe),
demonstrating that these core-shell structures show novel (dia-)magnetic prop-
erties.
A simple micromagnetic model is used in order to understand this behaviour,
especially the survival of superconductivity towards higher magnetic eld
strengths. The approach is that at rst only the magnetisation of the fer-
romagnetic shell is considered. It is relaxed at an external eld strength of
~ Hext = 1000Oe. Afterwards the magnetisation, and thus also its demag-
netisation eld ~ Hdemag, is pinned while the external eld is successively var-
ied. After each variation of the external eld the core volume, within which
j~ Hdemag + ~ Hextj < HPb
crit(4:2) = 530Oe holds, is computed. Thus, a data
curve of the superconducting core volume as a function of the external eld
is obtained. Under the approximate assumption that the experimental signal,
which is measured at a Hall element positioned below the core-shell structure,
is proportional to the computed volume of superconducting material, both
data curves are compared. Given the simplicity of the computational model,
a good qualitative agreement between experiment and model is found. The
survival of a superconducting signal at external elds Hext > HPb
crit can be
attributed to the partial compensation of the external eld ~ Hext by the stray
eld ~ Hdemag stemming from the shell. However, there are still quantitative
discrepancies between experiment and model.
For a quantitatively more accurate analysis the impact of the Pb core needs
to be considered by an incorporation of the Ginzburg-Landau (GL) equations
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of superconductivity into the model. This would amount to solving the micro-
magnetic and the Ginzburg-Landau (GL) equations in a self-consistent way.
Other (presumably) less important aspects are listed in Section 5.2.1, for ex-
ample: due to computational restrictions the modelled geometry is about a
factor of 10 smaller than the actual experimental geometry. Narrowing this
size gap would certainly be desirable.
The chapter concludes with simulation results on the magnetic reversal of
cuboidal Ni shell structures, which contain a Sn core. These simulations
have been conducted with the nite-element (FE) based micromagnetic solver
OOMMF. The superconductivity of tin is neglected, i.e. only the ferromag-
netism of the Ni shell is considered. The results show that the reversal pro-
cesses occur via the movement of a vortex core. However, for a more general
understanding of the magnetic reversal within such structures more simula-
tions (dierent structure sizes, aspect ratios, shell thicknesses and external
eld directions) would be needed.
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In this chapter we want to outline how the equations (2.30-2.32), which repre-
sent a Laplace equation with open boundary conditions, can be transformed
into an integral equation . In literature [66] it is often stated that the equiv-
alence of both formulations is shown by potential theory while no details are
given. This has been the main motivation to write this chapter. Figure A.1
gives a summary of the mathematical problem.
A.1. Some denitions
Before deriving the integral equation for the potential 2(~ r) we want to in-
troduce some denitions which will be used later. The 3D free-space Green
function is given by
G(~ r; ~ R) =
1
4
1
j~ R  ~ rj
: (A.1)
It has the property
r2G(~ R;~ r) = (~ R  ~ r): (A.2)
Here, (~ R  ~ r) is the so called Dirac  distribution which is dened as
Z
V
f(~ r)(~ R  ~ r) d3~ r =
(
f(~ R) for ~ R 2 V
0 for ~ R = 2 V
: (A.3)
Furthermore, we will use Green's second identity:
Z
S


@ 
@n
   
@
@n

dS =
Z
V
(r2     r2) dV: (A.4)
The functions   and  must be dierentiable to the second order. The volume
V is bounded by the surface S.
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Figure A.1.: Two-dimensional depiction of the mathematical problem to solve.
The magnetic region Rm is bound by the surface @R. On the
other side of @R the vacuum region Rv extends to innity. In
Rm and Rv Laplace's equation holds. Crossing the boundary @R
from Rm to Rv, 2(~ r) exhibits a jump, which is equal to the
corresponding value of 1(~ r), while its normal derivative remains
continuous. 2(~ r) approaches zero in the limit j~ Rj ! 1. The
latter condition is usually referred to as open-boundary condition.
A.2. Derivation
Let us assume that 2(~ r) is the solution of Laplace's equation in either region
Rm or Rv. Then we can use equation A.2 and A.3 to rewrite 2(~ r) as follows1:
2(~ R) =
Z
Ri
G(~ R;~ r)2(~ r) d3~ r (A.5)
=
Z
@R
 
2;i(~ r)
@G(~ R;~ r)
@^ n
 
@2;i(~ r)
@^ n
G(~ R;~ r)
!
d2~ r
=
Z
@R
2;i(~ r)
@G(~ R;~ r)
@^ n
d2~ r
| {z }
Double Layer Potential
 
Z
@R
@2;i(~ r)
@^ n
G(~ R;~ r) d2~ r
| {z }
Single Layer Potential
(A.6)
Here, we have also used the fact that  = 0 applies. The index i can either
be m or v, depending on whether the point ~ R lies within the ferromagnetic
or the vacuum region. Equation A.6 shows that we can express the potential
2(~ R) in terms of a single layer potential and a double layer potential, which
are both dened on the boundary @R. Physically the single layer potential
corresponds to a layer, on which a surface charge density of (~ r) = @2(~ r)=@^ n
sits. The double layer potential is due to a layer of dipoles, which can be
constructed from two oppositely charged layers. For this let us describe the
rst of those two layers by a mapping ~ r1(~ u), where ~ u = (u1;u2) is a vector in a
2D parameter space and the vector ~ r1 a position vector in the 3D space. The
local normal vector is dened as ^ n = ~ n1=j~ n1j with ~ n1 = @~ r1=@u1  @~ r1=@u2.
1Formally one has to treat Rv as a nite region by, for example, introducing a spherical
surface with a radius R, which serves as an outer boundary. In the limiting case R ! 1
the contribution of this surface vanishes due to the open boundary conditions (equation
(2.10) in Chapter 2). Therefore, equation (A.6) also holds for the vacuum region.
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Figure A.2.: Two-dimensional depiction of the approach to evaluate equation
A.5 at a point ~ R on the boundary @R. We consider two limiting
cases. On the left the limit is taken from the magnetic region
Rm and on the right from the vacuum region Rv. Its idea is to
put ~ R at the center of a part-spherical surface @R";m or @R";v,
respectively. In the case of a smooth surface @R, @R";m and @R";v
will be half-spheres.
The second layer is parallel to the rst one, i.e. its position vectors ~ r2 can
be described by ~ r2 = ~ r1 + h~ n1, with h 2 <. Furthermore, both layers carry
opposite surface charge densities (~ r1) =  (~ r1 + h~ n1). The dipole layer is
then dened by the limiting case limh!0; !1 h(~ r1) =  (~ r1).  (~ r) is a dipole
surface charge density. From the rst term of equation (A.6) we can identify
 (~ r) = 2(~ r).
An advantage of equation (A.6) is that it automatically satises the condition
lim~ r!1 2(~ r) = 0 within Rv (see Chapter 2.3.4 in [132]). This goes along
with our physical intuition, which tells us that a spatially conned charge or
dipole layer will always create a potential which vanishes for ~ r ! 1. However,
equation (A.6) cannot be used as we are lacking the knowledge of 2(~ r) and
@2(~ r)=@^ n on @R. Thus we take another step and derive an expression for
2(~ r) on @R. One should note that, since equation (A.5) does not dene the
behavior of the Dirac  distribution on the boundary, equation (A.6) does
not hold for points ~ R 2 @R. This problem can be resolved by the approach
depicted in Figure A.2. The idea is to construct a small spherical surface
around ~ R. The distance between ~ R and the surface be ". This way ~ R either
belongs to Rm or Rv and the usual deniton of the Dirac  distribution holds.
The case ~ R 2 @R is then established in the limit of " ! 0. This calculation is
carried out in the following.
According to equation 2.31 2(~ r) is discontinuous when crossing @R from Rm
to Rv. Therefore, for each 2(~ r) with ~ r 2 @R, there are two distinct values:
2;m(~ r) = lim
"!0
2(~ r 2 Rm) (A.7)
2;v(~ r) = lim
"!0
2(~ r 2 Rv ) = 2;m(~ r) + 1(~ r): (A.8)
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The normal derivative is contiuous, i.e.
@2(~ r)
@^ n
=
@2;m(~ r)
@^ n
=
@2;v(~ r)
@^ n
: (A.9)
We can now use equation (A.6), which, in the case of ~ r 2 Rm (left image of
Figure A.2), becomes
2;m(~ R) =
Z
@R+@R";m
2;m(~ r)
@G(~ R;~ r)
@^ n
d2~ r  
Z
@R+@R";m
@2(~ r)
@^ n
G(~ R;~ r) d2~ r;
(A.10)
and nally
2;m(~ R) =
Z
@R
2;m(~ r)
@G(~ R;~ r)
@^ n
d2~ r  
Z
@R
@2;m(~ r)
@^ n
G(~ r; ~ R) d2~ r (A.11)
+ lim
"!0
Z
@R";m
 
2;m(~ r)
@G(~ R;~ r)
@^ n
 
@2;m(~ r)
@^ n
G(~ R;~ r)
!
| {z }
I";m
d2~ r:
The rst two terms are just the result of equation (A.6). For the evaluation
of the latter two terms we choose spherical polar coordinates with the origin
at ~ R.
~ r = ~ r   ~ R = "
0
B
@
cos()sin()
sin()sin()
cos()
1
C
A (A.12)
= "~ e"
The standard angles  and  are used to describe the spherically-shaped sur-
face. The innitesimal surface element d~ r reads
d2~ r = d2~ r = "2 sin()dd (A.13)
= "2 d
:
d
 denotes an innitesimal element of the solid angle. Finally the following
expressions hold:
^ n = ~ e" (A.14)
G(~ R;~ r) = G(") =
1
4"
(A.15)
@G(~ R;~ r)
@^ n
=
@G(")
@^ n
= rG(") ^ n =  
1
4"2 (A.16)
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Thus, lim"!0 evaluates to
lim
"!0
I";m =   lim
"!0
Z

m
2;m(~ R + " ^ n)"2
4"2 d
   lim
"!0
Z

m
@2(~ R + " ^ n)
@^ n
"2
4"
d

| {z }
=0
=  

m(~ R)
4
2;m(~ R) (A.17)
The last step implies that 2(~ r) is nite on @R, while its normal derivative
@2(~ r)=@^ n may diverge at an order weaker than  O(" 1). 
m(~ r) is the solid
angle subtended by @R at ~ r 2 Rm ! ~ R 2 @R. For a smooth boundary @R,

m(~ r) will be equal to 2. The equations (A.11) and (A.17) yield:
2;m(~ R) =
Z
@R
 
2;m(~ r)
@G(~ R;~ r)
@^ n
 
@2(~ r)
@^ n
G(~ R;~ r)
!
d2~ r (A.18)
 

m(~ R)
4
2;m(~ R):
Analogously we can derive an expression for 2;v(~ r) (right part of Figure A.2).
The only dierence is that equation (A.14) changes to ^ n =  ~ e", which leads
to the following result for I";v:
I";v =

v(~ R)
4
2;v(~ R): (A.19)

v(~ R) is the solid angle subtended by @R at ~ r 2 Rv ! ~ R 2 @R. The sum of

m(~ R) and 
v(~ R) yields the full solid angle, i.e.

m(~ R) + 
v(~ R) = 4: (A.20)
Thus, we obtain
2;v(~ R) =
Z
@R
 
2;v(~ r)
@G(~ R;~ r)
@^ n
 
@2(~ r)
@^ n
G(~ R;~ r)
!
d2~ r (A.21)
+

v(~ R)
4
2;v(~ R):
Now, we compute the dierence 2;m(~ R) 2;v(~ R) and use the equations (A.8),
(A.9) and (A.20)
2;m(~ R) =
Z
@R
1(~ r)
@G(~ R;~ r)
@^ n
d2~ r  

m(~ R)
4
1(~ R) (A.22)
=
Z
@R
1(~ r)
@G(~ R;~ r)
@^ n
d2~ r +
 

v(~ R)
4
  1
!
1(~ R) (A.23)
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Combining the equations (A.6), (A.11), (A.17) and (A.22) and we can nally
write down an expressions for 2(~ r) for ~ r 2 Rm, namely
2(~ R) =
Z
@R
1(~ r)
@G(~ R;~ r)
@^ n
d2~ r: (A.24)
This is the well-known result, which is used in the Hybrid FEM/BEM [66].
The alternative approach, as introduced by Garc a-Cervera and Roma, makes
use of a boundary integral equation (see equations (2.41) and (2.42)), which
can derived analogously.
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In this appendix we want show simulation results which have been used to
derive adequate parameter sets (see table 3.1 in Chapter 3) for the algorithms
ACA, ACA+, HCA I, HCA II and interpolation. As described in Section 3.1 a
thin, square platelet system with a homogeneous out-of-plane magnetization
is chosen as a test system. The error is estimated from the magnetometric
demagnetizing factor Dz dened in equation 3.4. All computations of this
section have been conducted on a mesh which has been created with a Kuhn
triangulation from a cubic grid with two cube layers along the z-direction (see
Figure 3.1 of Chapter 3). We know from Figure 3.2 that the corresponding er-
ror from the hybrid FEM/BEM (using the full boundary element (BE) matrix)
is & 0:1%. As a rst step we demand that the error due to the application of
a hierarchical matrix should lie at least about one order of magnitude below
0:1%. This is just an estimation of an acceptable error, which has to be tested
by performing more realistic micromagnetic simulations (see Section 3.3). For
most algorithms we only compare the H-matrix assembly time and the error
for dierent parameter sets, as the memory footprint of an H-matrix, which
has been assembled with a certain algorithm, is virtually independent of the
used algorithm-specic parameters. There is only a slight dependence of the
memory footprint for HCA I and HCA II, which we do not consider here.
Please note, that one should not compare assembly times of dierent algo-
rithms, which are presented in this section, as these may have been measured
on dierent machine. For such a comparison the reader is referred to Section
3.2. In this section only numerical quadrature is used to compute the BE
matrix elements Bi;j. The section contains the following gures (in the order
as they appear):
 Dependency of the eciency of interpolation on the polynomial order
(Figure B.1)
 Dependency of the eciency of ACA on the parameter aca (Figure B.2)
 Dependency of the eciency of ACA+ on the parameter aca (Figure
B.3)
 Dependency of the eciency of HCA I on the polynomial order and aca
(Figure B.4)
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 Dependency of the eciency of HCA II on the polynomial order and aca
(Figure B.5)
 Dependency of the eciency of HCA II with aca = 10 7 on the polyno-
mial order (Figure B.6)
 Eect of the parameter  on the eciency of the algorithm HCA II
(Figure B.7)
 Eect of the quadrature order q on the eciency of the algorithm HCA
II (Figure B.8)
Additional information (e.g. why a certain value of a parameter has been
chosen for an algorithm) are given in the captions.
158Figure B.1.: Interpolation is used to assemble hierarchical matrix approxima-
tions for dierently-sized thin, square platelets. The polynomial
order of the interpolation is varied between 3 and 6. The pa-
rameter  for the adaptive re-compression is set to 0:001 and the
order of the numerical quadrature to 3. Top: the assembly time
of the hierarchical matrices increases with increasing polynomial
order. Bottom: the error in Dz with respect to the corresponding
result, obtained with hybrid FEM/BEM and the full BE matrix,
is given. It decreases signicantly below 0:01% when the poly-
nomial order is larger or equal to 5. As a consequence we will
use a polynomial order of p = 5 when using interpolation (if no
dierent value is explicitly given).
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Figure B.2.: Hierarchical matrix approximations for dierently-sized thin,
square platelets are assembled using ACA. The parameter " for
the adaptive re-compression is set to 0:001 and the order of the
numerical quadrature to 3. Dierent values for the parameter aca
are tested concerning the assembly times of the hierarchical ma-
trices (top) and the deviations from simulation results obtained
with the full BE matrix (bottom). The assembly time increases
with a decreasing value for aca, while the deviation from the full
matrix computation does not converge to zero but to a nite value
below 0:01%. Although the smallest deviations are observed for
aca = 0:001, we will use ACA with aca = 0:0001 in subsequent
simulations, if not explicitly stated otherwise. The higher ac-
curacy for aca = 0:001 seems to be the result of a cancellation
of errors, namely an error, which is independent of aca, and an
error resulting from a too large value for aca. For another situa-
tion (dierent geometry and magnetization) these errors may not
cancel but amplify.
160Figure B.3.: Hierarchical matrix approximations for dierently-sized thin,
square platelets are assembled using ACA+. The parameter 
for the adaptive re-compression is set to 0:001 and the order of
the numerical quadrature to 3. Dierent values for the parame-
ter aca are tested concerning the assembly times of the hierar-
chical matrices (top) and the deviations from simulation results
obtained with the full BE matrix (bottom). The assembly time
increases with a decreasing value for aca, while the deviation from
the full matrix computation does not converge to zero but to a
nite value below 0:01%. In all subsequent simulations we will
use ACA+ with aca = 0:0001, if not explicitly stated otherwise.
For an explanation see Figure B.2.
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Figure B.4.: Dependency of the accuracy and the assembly time of the
H-matrix assembly by HCA I on the polynomial order and the
parameter aca. In accordance with [72] we nd that a choice p,
" = 10 p 1 seems to be adequate. Furthermore, we have cho-
sen " = 0:001 for the adaptive re-compression and q = 3 for the
numerical integration. The deviation from the simulation result
obtained with the full BE matrix becomes signicantly smaller
than 0:01% when we set p = 6 and " = 10 7 (bottom gure). We
will use these values in all subsequent simulations, if not explicitly
stated otherwise.
162Figure B.5.: Dependency of the accuracy and the assembly time of the
H-matrix assembly by HCA II on the polynomial order and the
parameter aca. As for HCA I we vary both parameters according
to p = 3;4;5;6, " = 10 p 1. Adaptive re-compression is used
with  = 0:001 and for the Gaussian quadrature a quadrature or-
der of q = 3 is chosen. At p = 6 and " = 10 7 the deviation from
the simulation result obtained with the full BE matrix becomes
signicantly smaller than 0:01%. At the same time the additional
computation time for the matrix assembly is moderate (upper g-
ure), so that (p = 6, " = 10 7) appears to be the most adequate
parameter set of this gure. Also note the improved convergence
of HCA II as compared to HCA I (Figure B.4). For HCA II one
can reduce the parameter p somewhat. This is shown in Figure
B.6.
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Figure B.6.: Hierarchical matrix approximations for dierently-sized thin,
square platelets are assembled using HCA II. The dependency
of the eciency of HCA II on the polynomial order p, which is
varied between 3;4;5 and 6, is investigated. The other parameters
are set to " = 0:001, aca = 10 7 and q = 3. This investigation
has been motivated by Steen B orm, one of the authors of the li-
brary HLib, who remarked that, due to its improved convergence
compared to HCA I, one may use a lower polynomial order for
HCA II. Indeed, a reduction of the polynomial order from 6 to 4
only has a minor eect on the accuracy of the algorithm (lower
gure). However, the matrix assembly time is also insensitive to
this reduction in the polynomial order (upper gure). Therefore,
there is no obvious pick for the polynomial order of HCA II. In
subsequent simulations we will use HCA II with p = 4, if not
explicitly stated otherwise.
164Figure B.7.: The eect of the parameter ", which controls the adaptive re-
compression, on the eciency of the hierarchical matrix approx-
imation is investigated. As adaptive re-compression has a sig-
nicant eect on the memory footprint of a hierarchical matrix,
this gure is subdivided into three sub-gures: a comparison of
the memory footprint (top), a comparison of the matrix assem-
bly times (middle) and a comparison of the deviations from corre-
sponding computations using a full BE matrix. The other param-
eters are set as follows: q = 3 (numerical quadrature), "aca = 10 7
and p = 6 (HCA II). We see that the error decreases signicantly
when " is changed from 10 2 to 10 3 while the assembly time and
the memory footprint moderately increase. As a consequence we
will use "aca = 10 3 in all simulations of this thesis, if not explic-
itly stated otherwise.
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Figure B.8.: The order of the numerical quadrature, which is used to compute
the elements of the hierarchical matrix, is varied in order to in-
vestigate its eect on the eciency of the hierarchical matrix ap-
proximation. The hierarchical matrices are assembled with HCA
II. The following set of parameters has been used in those sim-
ulations: " = 0:01, aca = 10 6 and p = 6. The accuracy of the
hierarchical matrix approximation is not signicantly improved
upon changing the quadrature order from 3 to 4 (bottom), while
the matrix assembly time increases by about 30% (top). In the
following, when using numerical quadrature, we set the quadra-
ture order to 3, if not explicitly stated otherwise.
166C. Analytical expression for the stray
eld in a rectangular prism
In this section we want to derive an analytical formula for the stray eld of a
homogeneously magnetised, rectangular prism. This formula can then be used
to test the numerical calculation of the demagnetisation eld using the hybrid
FEM/BEM (see Section 2.2 and Chapter 3). This chapter is structured as
follows: the derivation of the formula is given in the rst part of this chapter
(Section C.1). Afterwards the formula is tested (Section C.2).
C.1. Derivation of the formula
For simplicity let us assume the case shown in Figure C.1, where the magneti-
sation is aligned along one of the principal axes of the prism, which is chosen
to be the x direction. The magnetic potential  of this arrangement reads
 =

4
 
I1 z }| { Z h
 h
Z w
 w
dy0dz0
p
(x + l)2 + (y   y0)2 + (z   z0)2 (C.1)
Figure C.1.: Sketch of a rectangular prism. The faces at x = l and x =  l
have a surface charge of  and  , respectively. The coordinate
system is chosen such that its origin sits at the geometric centre of
the structure with the axes being parallel to the surface normals.
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Figure C.2.: Visualisation of solutions of the integral (C.4), which do not di-
verge in the limiting case of a ! 0 for either x > 0 or x < 0 (see
equation (C.4)). In the case of a2 = 1 these solutions correspond
to the inverse function of the hyperbolic sine.
 
Z h
 h
Z w
 w
dy0dz0
p
(x   l)2 + (y   y0)2 + (z   z0)2
| {z }
I2
!
= (I1   I2)=4:
The stray eld simply follows from equation (2.7), i.e.
~ Hdemag =  r: (C.2)
As the calculation for I2 is completely analogous we only give the details for
the calculation of I1. For brevity we will also set the surface charge density 
equal to 1. As a rst step we want to give some thought to solving integrals
of the form
Z
dx
p
a2 + x2 = sinh 1

x
jaj

+ C(a); (C.3)
where the integration is accomplished by the simple substitution x = sinh(y)=jaj.
In the case of jaj ! 0 the solution diverges logarithmically to  1 for x < 0
and to 1 for x > 0. Choosing C(a) = log(a) one can nd two solutions,
which do not diverge for either x > a or x < a, respectively. Using the relation
sinh 1(x) = log
p
(1 + x2) + x

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we can rewrite equation (C.3) as
Z
dx
p
a2 + x2 = sinh 1 (x=jaj)   log(a)
= log(
p
a2 + x2 + x)
and
Z
dx
p
a2 + x2 = sinh 1 (x=jaj) + log(a)
=  log(
p
a2 + x2   x):
These two solution branches are visualised in Figure C.2 for the cases a2 =
0:0001, 1 and 10. According to [133] the physically relevant solution is the
non-diverging branch, leading to the following equation:
Z
dx
p
a2 + x2 =
(
log(
p
a2 + x2 + x) for x > 0
 log(
p
a2 + x2   x) for x < 0
: (C.4)
Equation C.4 has a discontinuity of log(a2) at x = 0, which leads to unphysical
artifacts when computing the demagnetising tensor of an array of rectangular
blocks [133]. For the computation of the demagnetising tensor this can be
circumvented by exploiting the symmetry of the problem [134, 133]. By con-
trast, at this stage we just pick one of the branches of identity (C.4) in order
to carry out the integration of equation (C.1) and consider the limiting case
a2 ! 0 later. Thus, equation (C.1) becomes
I1 =
Z z+h
z h
Z y+w
y w
dy0 dz0
p
(x + l)2 + y02 + z02 (C.5)
=
Z z+h
z h
log
p
(x + l)2 + (y + w)2 + z02 + y + w

dz0 
Z z+h
z h
log
p
(x + l)2 + (y   w)2 + z02 + y   w

dz0:
For the integration over z we use the identity
Z
log(
p
a2 + x02 + c)dx0 =  
p
a2   c2 arctan
cx
p
a2   c2p
a2 + x2 (C.6)
+
p
a2   c2 arctan
x
p
a2   c2
+ xlog
p
a2 + x2 + c

+ clog
p
a2 + x2 + x

  x
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and obtain the following expression for I1:
I1 = f+(x + l;y + w;z + h)   f+(x + l;y   w;z + h) (C.7)
  f+(x + l;y + w;z   h) + f+(x + l;y + w;z + h)
with
f+(x;y;z) =  jxjarctan

yz
jxjr

+ z log(r + y) + y log(r + z) (C.8)
and
r = r(x;y;z) =
p
x2 + y2 + z2:
Deriving an analogous expression for I2 equation (C.1) can be rewritten as
 = f+(x + l;y + w;z + h)   f+(x   l;y + w;z + h) (C.9)
  f+(x + l;y   w;z + h) + f+(x   l;y   w;z + h)
  f+(x + l;y + w;z   h) + f+(x   l;y + w;z   h)
+ f+(x + l;y + w;z + h)   f+(x   l;y   w;z   h):
The diculty with this expression for the potential  is that the argument of
the logarithm may become zero, which in turn leads to diverging terms in the
demagnetisation eld. As an example, let us consider the following two terms
of equation (C.9):
(z   h)log(
p
(x   l)2 + (y + w)2 + (z   h)2 + y + w) (C.10)
  (z   h)log(
p
(x   l)2 + (y   w)2 + (z   h)2 + y   w):
The argument of the logarithm in the rst term is 0 when x = l, z = h,
and y   w. For the second term this is true when x = l, z = h and
y  w. Therefore, we do not have to worry about diverging terms in the case
of y > w. Due to the symmetry of our problem this should also be true for
y <  w. Indeed, we can use the relation
log
p
a2 + x2 + x

=   log
p
a2 + x2   x

  log
 
a2
and rewrite expression (C.10) as
  (z   h)log
p
(x   l)2 + (y + w)2 + (z   h)2   y   w

(C.11)
+ (z   h)log
p
(x   l)2 + (y   w)2 + (z   h)2   y + w

:
The terms of this expression do not diverge when x = l, z = h and y < w.
However, in the case of x = l, z = h and  w  y  w, which corresponds to the
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edge of one of the charged faces (see Figure C.2), both formulations, equation
C.10 and C.11, contain one diverging term. From this we can conclude the
occurrence of innite demagnetisation elds at the edges of a homogeneously
magnetised cuboid. Using the function
f (x;y;z) =  jxjarctan

yz
jxjr

  z log(r   y)   y log(r   z);
allows us to introduce an equivalent formulation of equation (C.9), which does
not contain diverging logarithms for the cases (x = l, y = w, z <  h) and
(x = l, y <  w, z  h):
 = f (x + l;y + w;z + h)   f (x   l;y + w;z + h) (C.12)
  f (x + l;y   w;z + h) + f (x   l;y   w;z + h)
  f (x + l;y + w;z   h) + f (x   l;y + w;z   h)
+ f (x + l;y + w;z + h)   f (x   l;y   w;z   h):
We can now obtain the stray eld ~ Hdemag by computing the gradient of .
Forming the derivative of f+ and f  in terms of x, y, and z yields
@f+
@x
=
x
jxj
arctan

yz
jxjr

 
xyz
1 +
y2z2
x2r2

1
x2r
+
1
r3

(C.13)
 
xz
(r + y)r
 
xy
(r + z)r
@f+
@y
=
z
r

1 +
y2z2
x2r2


1  
y2
r2

 
z
r + y

1 +
y
r

  log(r + z)  
y2
(r + z)r
@f+
@z
=
y
r

1 +
y2z2
x2r2


1  
z2
r2

  log(r + y)
 
z2
(r + y)r
 
y
r + z

1 +
z
r

and
@f 
@x
=
x
jxj
arctan

yz
jxjr

 
xyz
1 +
y2z2
x2r2

1
x2r
+
1
r3

(C.14)
+
xz
(r   y)r
+
xy
(r   z)r
@f 
@y
=
z
r

1 +
y2z2
x2r2


1  
y2
r2

 
z
r   y

1  
y
r

+ log(r   z) +
y2
(r   z)r
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@f 
@z
=
y
r

1 +
y2z2
x2r2


1  
z2
r2

+ log(r   y)
+
z2
(r   y)r
 
y
r   z

1  
z
r

:
The components of the demagnetisation eld ~ Hdemag then read
~ Hdemag;x =
@f+
@x
(x + l;y + w;z + h)  
@f+
@x
(x   l;y + w;z + h)
 
@f+
@x
(x + l;y + w;z   h) +
@f+
@x
(x   l;y + w;z   h)
 
@f+
@x
(x + l;y   w;z + h) +
@f+
@x
(x   l;y   w;z + h)
+
@f+
@x
(x + l;y   w;z   h)  
@f+
@x
(x   l;y   w;z   h)
=
@f 
@x
(x + l;y + w;z + h)  
@f 
@x
(x   l;y + w;z + h)
 
@f 
@x
(x + l;y + w;z   h) +
@f 
@x
(x   l;y + w;z   h)
 
@f 
@x
(x + l;y   w;z + h) +
@f 
@x
(x   l;y   w;z + h)
+
@f 
@x
(x + l;y   w;z   h)  
@f 
@x
(x   l;y   w;z   h); (C.15)
~ Hdemag;y =
@f+
@y
(x + l;y + w;z + h)  
@f+
@y
(x   l;y + w;z + h) (C.16)
 
@f+
@y
(x + l;y + w;z   h) +
@f+
@y
(x   l;y + w;z   h)
 
@f+
@y
(x + l;y   w;z + h) +
@f+
@y
(x   l;y   w;z + h)
+
@f+
@y
(x + l;y   w;z   h)  
@f+
@y
(x   l;y   w;z   h)
=
@f 
@y
(x + l;y + w;z + h)  
@f 
@y
(x   l;y + w;z + h)
 
@f 
@y
(x + l;y + w;z   h) +
@f 
@y
(x   l;y + w;z   h)
 
@f 
@y
(x + l;y   w;z + h) +
@f 
@y
(x   l;y   w;z + h)
+
@f 
@y
(x + l;y   w;z   h)  
@f 
@y
(x   l;y   w;z   h)
and
~ Hdemag;z =
@f+
@z
(x + l;y + w;z + h)  
@f+
@z
(x   l;y + w;z + h) (C.17)
 
@f+
@z
(x + l;y + w;z   h) +
@f+
@z
(x   l;y + w;z   h)
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 
@f+
@z
(x + l;y   w;z + h) +
@f+
@z
(x   l;y   w;z + h)
+
@f+
@z
(x + l;y   w;z   h)  
@f+
@z
(x   l;y   w;z   h)
=
@f+
@z
(x + l;y + w;z + h)  
@f+
@z
(x   l;y + w;z + h)
 
@f 
@z
(x + l;y + w;z   h) +
@f 
@z
(x   l;y + w;z   h)
 
@f 
@z
(x + l;y   w;z + h) +
@f 
@z
(x   l;y   w;z + h)
+
@f 
@z
(x + l;y   w;z   h)  
@f 
@z
(x   l;y   w;z   h):
Please note, that the formulation of the demagnetisation eld ~ Hdemag in terms
of the derivatives of either the function f+ or f  are equivalent. The advantage
of using two expressions lies solely in the numerical implementation of the
formula. Just using an expression in terms of f+ would complicate the task
of computing the eld at those points, which are specied by (x = l, y =
w, z <  h) and (x = l, y <  w, z = h), as it contains diverging
terms. Likewise, expressing the demagnetisation eld in terms of f  leads to
equivalent issues in the case of (x = l, y = w, z > h) and (x = l, y > w,
z = h). For an implementation of the formula one also has to give special
attention to terms of the form
x   l
jx   lj
arctan
 
(y   w)(z   h)
jx   lj
p
(x   l)2 + (y   w)2 + (z   h)2
!
 
x   l
jx   lj
arctan
 
(y + w)(z   h)
jx   lj
p
(x   l)2 + (y + w)2 + (z   h)2
!
:
In the case of x ! l, y 6=  w, y 6= w and z 6= h the tangent terms are equal
to sgn((y   w)(z   h))=2 or sgn((y + w)(z   h))=2, respectively. The term
(x   l)=jx   lj is either equal to  1 or 1, depending on the side, from which
the limit x ! l is taken. If x ! l and z = h holds, there are two possibilities:
in case of y <  w or y > w the two terms cancel each other out. In case of
 w  y  w the result is undened.
C.2. Testing the formula
Although the derivation of the magnetic eld within a homogeneously mag-
netised prism is not very complicated, the result is a rather lengthy formula.
Therefore it is always advantageous to have some tests which can verify the
correctness of the formula and its implementation in a programming language.
The tests of this section include checks of the formula's physical plausibility
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(symmetry, behaviour in limiting cases) and comparisons with numerical simu-
lations done with the Object Oriented MicroMagnetic Framework (OOMMF)
[102]. OOMMF solves the micromagnetic equations using a nite dierence
(FD) discretisation on a cubic mesh. The demagnetisation eld is computed
from the analytical expression for the magnetostatic energy of an array of
cubes with a homogeneous magnetisation [133, 135] and should be very accu-
rate.
The rst two tests concern the asymptotic behaviour of our system. In the
case of l ! 1, w ! 1 and h ! 1 the system behaves like a sphere [133],
i.e. the demagnetisation eld takes the form
~ Hl!1;w!1;h!1 =

3
0
B
@
1
0
0
1
C
A: (C.18)
The case of an innitely extended plate capacitor is realised when l = const:,
y ! 1 and z ! 1. Its demagnetisation eld writes
~ Hw!1;h!1 = 
0
B
@
1
0
0
1
C
A for   l  x  x; ~ Hw!1;h!1 =
0
B
@
0
0
0
1
C
A otherwise :
(C.19)
Figure C.3 shows that the implementation of the formula yields the correct
asymptotic behaviour. Before starting with the actual calculation let us dis-
cuss some properties of ~ Hdemag, Due to the symmetry of the arrangement
shown in Figure C.1, the demagnetisation eld ~ Hdemag possesses correspond-
ing symmetry properties, which can be used to verify the correctness of our
formula. Under reection ~ Hdemag behaves as follows:
0
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Hz( x)
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A; (C.20)
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C
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Hy(z)
 Hz(z)
1
C
A: (C.21)
To check whether the derived formula exhibits the expected symmetry (see
equation (C.21)), we have calculated the demagnetisation eld in a prism
(2l = 50nm, 2w = 80nm, 2h = 60nm) along lines parallel to x, y, and z. A
graphical representation of the geometry and the lines is given in Figure C.4.
The saturation magnetisation is set to MS =  = 1e6A=m. The results are
presented in the Figures C.5-C.7. First, we observe the expected symmetries.
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Figure C.3.: Test of the asymptotic behaviour of the formula for the demag-
netisation eld of a prism. In both cases the surface charge den-
sity has been set to  =  1.
Top: demagnetisation eld at the point ~ r = ( 5; 10; 41) when
subsequently increasing l, w and h. It converges towards the eld
of a sphere, which is indicated by the dotted line (see also equa-
tion (C.18)), thus displaying the correct asymptotic behaviour.
Bottom: w and h are subsequently increased while l is set to
2l = 10. Computing the eld at ~ r = ( 4; 11; 41) yields the
correct asymptotic behaviour (eld of an innitely extended ca-
pacitor indicated by the dotted line, see equation (C.19)). When
choosing a point, which is not located between the plates of the
capacitor, the computed eld decreases towards 0 (not shown in
gure), thus also complying with equation (C.19). So we observe
a discontinuity of  in the demagnetisation eld, when crossing
a plate of the innitely extended capacitor. This is a well-known
feature of basic electrostatics. In its general form it states that,
when crossing a surface with a charge density , the component
of the demagnetisation eld, which is parallel to the surface nor-
mal, will feature a discontinuity of . In equation (C.15) this
discontinuity is realised by the arc tangent term of the functions
@f+
@x (or
@f 
@x ).
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Figure C.4.: Drawing of a prism of the denoted dimensions. The coordinate
origin is set to the centre of the prism. The demagnetisation
eld is computed along the lines (a) y =  18:75, z =  3:75, (b)
x = 23:75, z =  1:25 and (c) x =  13:75, y = 36:25.
cube length [nm] rms error [%]
5:0 0:2887
2:5 0:7900
1:25 0:3816
0:625 0:1891
Table C.1.: Deviation between the numerical (OOMMF) and analytical com-
putation of the demagnetisation eld of a homogeneously magne-
tised thin, square platelet. The platelet's edge length is 100nm
and its thickness is 5nm. The resolution of the mesh has been
gradually reduced.
More importantly, we nd an excellent agreement with the numerical results,
which have been obtained using the OOMMF code. For the geometry of Figure
C.4 we nd the rms error (see equation 3.5 in Chapter 3) between the numer-
ical and the analytical result is 0:094%. As a last test we want to compare
analytical and numerical results for the thin, square platelets (see Figure 3.1 of
Section 3.1.1). The considered square thin lm has an edge length of 100nm
and a height of 5nm. We successively reduce the resolution of the OOMMF
mesh and compare the computed demagnetisation eld with the correspond-
ing value from the analytical expression. The results are summarised in table
C.1. The deviation between the numerical and analytical result is below 0:1%
for all resolution. If we disregard the result for a resolution of 5nm, the de-
viation decreases with decreasing resolution. This indicates that the derived
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Figure C.5.: Computation of the demagnetisation eld along the line y =
 18:75, z =  3:75 within the geometry presented in Figure C.4
(line (a)). The results of the analytic formula are compared with
the numerical results obtained with OOMMF.
Figure C.6.: Computation of the demagnetisation eld along the line x =
23:75, z =  1:25 within the geometry presented in Figure C.4
(line (b)). The results of the analytic formula are compared with
the numerical results obtained with OOMMF.
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Figure C.7.: Computation of the demagnetisation eld along the line x =
 13:75, y = 36:25 within the geometry presented in Figure C.4
(line (c)). The results of the analytic formula are compared with
the numerical results obtained with OOMMF.
analytical expressions correctly describes the diverging demagnetisation eld
in the vicinity of the edges of the charged surfaces. According to table C.1
the computation of the demagnetisation eld with only one cube layer over
the thickness of the platelet is surprisingly accurate. OOMMF computes local
average values of the demagnetisation eld, where the spatial average is taken
over the cubes of the grid. The accuracy of the computation with one cube
layer is probably due to the asymmetry of certain components of the demag-
netisation eld. Finally, we can conclude that the derived expression for the
demagnetisation eld is correct. Thus, it can be used to test corresponding
nite element computations.
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discretisation
Numerical tests are presented, which have been performed in order to ensure
that the simulation results, presented in this work, are suciently accurate.
The rst section (D.1) will be mostly concerned with the accuracy of the nite
element discretisation with respect to the investigation of the pyramidal shells
(Section 4). The second section (D.2) investigates how the accuracy of the
superconducting volume, which is computed in Chapter 5, depends on certain
mesh and simulation parameters.
D.1. Tests on the accuracy of micromagnetic
simulations on pyramidal shells.
In this section we want to analyse the impact of the mesh resolution on the
accuracy of the employed nite-element, micromagnetic code. The emphasis
of this study is put onto the pyramidal Nickel shells of Chapter 4. We also
use the same set of micromagnetic parameters, so that for the exchange length
lexch = 6:86nm holds, and create the meshes with the commercial software tool
Fluent Gambit 2.4.6.. A typical distribution of edge lengths of these meshes
is shown in Figure D.1 (left). We observe the occurence of few tetrahedron
edge lengths, which are about a factor 1:75 larger than the average value.
An h-type renement (see also [110, 136]) can be employed in order to remove
edges, whose length exceeds a certain threshhold hcrit. The idea of the method
is to add an extra node half way between two adjacent nodes, whose distance
is larger than hcrit, and split those tetrahedrons, which contain the initial two
nodes. This splitting is demonstrated in Figure D.2. The eect of such an
h-type renement on the edge length distribution of a mesh is shown in Figure
D.1 (hcrit = 6:5nm). After the renement the maximal edge length is only 1:5
times larger than the average edge length. One should note that an h-type
renement leads to a higher computational complexity due to the addition
of nodes. Choosing an appropriate hcrit is therefore a trade-o between the
accuracy and the computational complexity. Especially for large meshes (
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Figure D.1.: The distribution of the edge lengths within the mesh of a pyra-
midal shell (a = 120nm, trel = 80%) is given. The data has been
obtained with Nmag's nmeshpp command [93]. It denes cer-
tain intervals (x-axis) and computes the number of edges, whose
length lies within this interval. The meshes have been created
with Fluent Gambit 2.4.6. Left: this mesh has been created by
setting the Gambit meshing parameter to 4:0nm. Right: this
mesh has also been created with a Gambit meshing parameter of
4:0nm. Afterwards an h-type renement has been used in order
to ensure that only edges with a length below or equal 6:5nm
occur, i.e. every edge initially greater than 6:5nm is evenly split.
Figure D.2.: Illustration of the splitting of a tetrahedron due to an h-type
renement [110, 136]. The edge (length h) is split in the middle
so that two edges with the length h=2 are created. Accordingly,
two smaller tetrahedrons are created from the initial tetrahedron.
Every tetrahedron, of which the initial edge is part of, has to be
split in this way.
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meshing parameter
With renement No renement
hri rmax hri rmax
4:0 4:411 6:500 4:489 7:671
3:5 3:834 5:600 3:938 6:669
3:0 3:314 4:900 3:357 5:736
2:5 2:870 4:300 2:922 5:102
2:0 2:307 3:500 2:325 3:934
1:5 1:697 2:500 1:731 3:010
1:0 1:178 1:750 1:199 2:115
Table D.1.: The average and the maximal edge length within dierent tetra-
hedral meshes is given. The meshes describe a pyramidal shell
(a = 120nm, trel = 80%) and have been created with dierent val-
ues for the Gambit meshing parameter. Furthermore, an h-type
renement has been applied in order to trim the longest edges
within the distribution. The data of meshes, which have been cre-
ated with and without such an a posteriori renement, is shown.
average edge length hri maximal edge length rmax number of layers
0:5474 0:9592 4
0:7618 1:394 3
1:166 2:000 2
1:791 2:500 1
2:052 2:943 1
2:442 3:487 1
2:796 3:984 1
Table D.2.: Table giving the average and maximal edge length of tetrahedral
meshes with a varying mesh resolution. The geometry parameters
of the modelled pyramidal shell are a = 50nm and trel = 10%.
The third column of the table states states the number of tetrahe-
dron layers, which are counted with respect to the normal direction
of the side faces.
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Figure D.3.: The magnetisation is relaxed within a pyramidal shell (a =
120nm, trel = 80%) for dierent mesh resolutions (see also table
D.1), which are tagged by the used Gambit meshing parameter.
(a) The magnetisation is homogeneously aligned in x-direction
and then relaxed. The resulting conguration is a ower state
(see Section 4.3.1 in Chapter 4) for all investigated mesh resolu-
tions. The graph shows the x component of the spatially averaged
magnetisation hMxi as a function of the used Gambit meshing pa-
rameter. The tted data curve is a third-order polynomial with
the coecients (equation (D.1)) a1 = 0:90582, a2 =  6:387610 5
and a3 = 2:9693  10 7. The y and z component of the spatially
averaged magnetisation are zero (not shown in graph). (b) The
magnetisation is homogeneously aligned in z-direction and then
relaxed. The resulting conguration is a vortex state (see Section
4.3.1 in Chapter 4) for all investigated mesh resolutions. The
graph shows the z-component of the spatially averaged magneti-
sation hMzi as a function of the used Gambit meshing parameter.
The tted data curve is a third-order polynomial with the coef-
cients (equation (D.1)) a1 = 0:16442, a2 =  1:4074  10 4 and
a3 = 2:732810 7. The x and y-component of the spatially aver-
aged magnetisation are zero (not shown in graph).
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Figure D.4.: The magnetisation within a pyramidal shell with a = 120nm
and trel = 80% is relaxed to a ower state and a symmetric
vortex state and the corresponding micromagnetic energy den-
sities of the relaxed congurations Edemag, Eexch and Etot are
computed. This is done for dierent mesh resolutions (with
and without an h-type renement). The labels of the y-axis
on the left refer to the energy densities of the ower state
and the labels on the right to those of the vortex congura-
tion. The data points have been tted by a third-order poly-
nomial (see equation D.1). The coecients are a1 = 21867Jm 3,
a2 =  8:3957Jm 3nm 2 and a3 = 0:29196Jm 3nm 3
for Etot and the ower state, a1 = 21879Jm 3, a2 =
 17:477Jm 3nm 2 and a3 = 0:59664Jm 3nm 3 for Etot and
the vortex state, a1 = 19031Jm 3, a2 =  9:5949Jm 3nm 2
and a3 = 0:32002Jm 3nm 3 for Edemag and the ower
state, a1 = 6529:9Jm 3, a2 =  17:958Jm 3nm 2 and
a3 = 0:85900Jm 3nm 3 for Edemag and the vortex state
and a1 = 2835:6Jm 3, a2 = 1:1992Jm 3nm 2 and a3 =
 0:02806Jm 3nm 3 for Eexch and the ower state. We have
not performed a t of the exchange energy of the vortex state as
the data points do not suggest a certain functional dependence.
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Figure D.5.: The major component of the spatially averaged magnetisation
as a function of the used mesh resolution is given for the ower
and the vortex state in a pyramidal shell with a = 50nm and
trel = 10%. These states have been obtained by relaxing the
magnetisation from an initial conguration aligned along the x
and the z-direction, respectively. The quantity hMxi=MS on the
left-hand y-axis corresponds to the ower state, hMzi=MS on the
right-hand y-axis to the vortex state. Details on the used mesh
resolutions are given in table D.2.
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Figure D.6.: The total micromagnetic energy density of the ower and the
vortex state within a pyramidal shell with a = 50nm and trel =
10% is given as a function of the mesh resolution. As indicated,
the energy scale of the y-axis on the left refers to the energy of
the ower state and the one on the right to the vortex state. The
ts have been made with respect to the data points which have
been obtained without the use of HLib. The t parameters are as
follows: a1 = 15886Jm 3, a2 =  2:9902  10 3 Jnm 2m 3, a3 =
 42:057Jnm 3m 3 for the ower state and a1 = 29780Jm 3,
a2 =  1:1140  10 3 Jnm 2m 3, a3 =  45:894Jnm 3m 3 for
the vortex state.
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200000surface nodes) it seems pertinent to split no more than the 2% of the
total number of edges.
For our rst numerical test we consider a pyramidal shell with a = 120nm and
trel = 80%. Table D.1 shows the average and maximal edge length of meshes
(for a pyramidal shell with a = 120nm and trel = 80%), which have been
created with dierent values for the Gambit meshing parameter. Each mesh
is created with and without an a posteriori h-type renement and satises
the condition (see for example [46, 45, 99]) that for each edge length h h .
lexch should hold. We choose two homogeneous initial congurations , namely
~ M(~ r) = (MS;0;0) and ~ M(~ r) = (0;0;MS) (see Figure 4.2 in Section 4.2.1 for
the denition of the cartesian directions), in order to relax (Gilbert damping
constant  = 1) the magnetic system to a stable state. This is done for all
meshes of table D.1. We nd that for each mesh we obtain the same nal
state, i.e. a ower state from the initial state aligned along the x-direction
and a vortex state from the initial state aligned along the z-direction. Figure
D.3 shows the spatially averaged magnetisation h ~ Mi obtained for the ower
and the vortex state as a function of the used Gambit meshing parameter. We
only show the x-component hMxi for the ower state and the z-component
hMzi for the vortex state. The other two cartesian components are 0 due
to the symmetry of these states. Both depicted magnetisation components
increase with an increasing mesh resolution (decreasing meshing paramater).
Furthermore, we nd that the renement procedure only has a signicant
impact on the accuracy of the computation for a relatively coarse resolution
(Gambit meshing parameter & 3:0), i.e. when the maximal edge length is in
the range of the exchange length and higher. To estimate the error we have
extrapolated the illustrated magnetisation components using a polynome of
the form:
f(x) = a1  ja2jx2 + a3 x3: (D.1)
The sign of the coecient ja2j is chosen such that it corresponds to the sign of
the coecient a3. Thus, we avoid the occurence of a minimum/maximum for
small values of x, which is not suggested by the data sets. Extrapolating the
Gambit meshing parameter to zero we obtain hMxi = 0:90582 for the ower
state and hMzi = 0:16442 for the vortex state. The simulations on the pyrami-
dal structures of Chapter 4 have been performed with such mesh resolutions
that all edge lengths are smaller than 0:035  a = 4:2nm, which, for the given
example, corresponds to a meshing parameter between 2:0 and 2:5. When
using a mesh parameter of 2:0 we nd hMxi = 0:90555 and hMzi = 0:16380,
corresponding to a deviation from the extrapolated value of  0:030% and
 0:064%, respectively. Figure D.4 shows the micromagnetic energy densities
of these states as a function of the Gambit mesh parameter. We nd that the
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demagnetisation energy density shows a signicant dependence on the used
mesh resolution, which, in its extent, is also dierent for the ower and the
vortex state. As a result, the vortex state has a lower total energy density than
the ower state for a Gambit mesh parameter & 1:3, but a higher total energy
density for a Gambit mesh parameter below 1:3. Thus, with a Gambit mesh
parameter between 2:0 and 2:5 we do not get the correct result and the com-
puted critical edge length atrans = 119:862nm for the phase transition between
the ower and the vortex state is slightly underestimated. To estimate the er-
ror, we have calculated the total micromagnetic energy density of the ower
state and the vortex state in a pyramidal shell with a = 121nm and trel = 80%
as a function of the Gambit mesh parameter and extrapolated the obtained
data curves to a mesh parameter of 0 using equation (D.1). Analogously to
Figure D.4 we then obtain Etot;ower = a1 = 21818J=m for the ower state
and Etot;vortex = a1 = 21625J=m for the vortex state, i.e. the vortex state has
a lower micromagnetic energy. Linearly interpolating between the energies at
a = 120nm and 121nm, we nd atrans = 120:059. Thus, the estimated error
of our initial result is a < 0:2nm. Such a small numerical error appears to
be acceptable, since the alternative approach, i.e. to compute the energies at
dierent mesh resolutions and extrapolate to a innitely ne resolution, leads
to a signicant increase in the work load, especially with respect to the compu-
tation of the phase diagramme of gure 4.9 (see Section 4.3.1). The relatively
poor convergence of the demagnetisation energy density seems to be due to
the occurence of diverging demagnetisation elds in the vicinity of sharp edges
and corners. This eect is discussed in Chapter 3 and Appendix C for cuboidal
geometries and may well be the reason for quantitative dierences in the re-
sults obtained with nite-dierence and nite-element based micromagnetic
simulations (see Standard Problem No. 3, [104]). In Figure D.5 we investigate
the dependence of the major magnetisation component of the ower and the
vortex state on the mesh resolution for a pyramidal shell with a = 50nm and
trel = 10%. Here, the mesh resolution is expressed in terms of the average
edge length. The corresponding maximal edge length and the number of tetra-
hedron layers, which are counted with respect to the normal direction of the
side faces, are given in table D.2. Furthermore, we run simulations with and
without the approximation of a dense boundary element matrix in order to
assess the corresponding error. We nd that the error introduced by the use
of a hierarchical matrix is negligible compared to the error due to the nite
element discretisation on an unstructured mesh. The latter error shows uc-
tuations, which, in the regime of the tested mesh resolutions, do not exceed
0:5%. In Figure D.6 the corresponding micromagnetic total energy density is
illustrated as a function of the average tetrahedron edge length hri. We see
that the micromagnetic energy density exhibits a very strong dependence on
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the mesh resolution, indicated by the variation of  1000[J=m
3] within the
investigated range. In order to get a decent accuracy, we use a discretisation,
which corresponds to three tetrahedron layers over the shell thickness. In Fig-
ure D.6 this is equivalent to the data points at hri = 0:7618nm (see also table
D.2), i.e. hri is smaller than half the shell thickness.
D.2. Numerical tests on the computation of the
superconducting volume
In Sub-section 5.2.1 we compute the superconducting fraction within the core
of a triangular platelet-shaped Ni/Pb core-shell structure. This is done by re-
laxing the micromagnetic conguration of the Nickel shell at a certain pinning
eld (e.g. 1000Oe), which is applied parallel to the normal of the structure's
triangular base. For these micromagnetic simulations the saturation magneti-
sation is set to MS = 510000A=m, the exchange constant to A = 7:210 12 J=m
and no cubic anisotropy is assumed. The stray eld calculation is optimised
using hierarchical matrices. Pinning the magnetisation and, thus, the result-
ing stray eld, the externally applied eld is systematically varied (also along
the normal of the structure's base) in order to compute that volume within the
core, where j~ Hext + ~ Hdemagj < HPb
crit(T = 4:2K) = 530Oe applies. As a result
one obtains a data curve showing the superconducting fraction within the core
as a function of the external eld strength. These computations are performed
numerically on a tetrahedral mesh within the core region. For details on this
approach the reader is referred to Sub-section 5.2.1. Here we want to inves-
tigate, how its accuracy depends on the mesh resolution of the mesh within
the core region. Furthermore, although the core region is not ferromagnetic,
one has to dene a small saturation magnetisation MVac
S at the nodes of the
core mesh in order to avoid zero divisions. Therefore, the second aim is to
investigate how small MVac
S has to be chosen, so that it does not inuence the
stray eld computation.
Figure D.7 shows the superconducting fraction within the Pb core as a function
of the external eld for dierent mesh resolutions. We nd that the computed
data curve is relatively insensitive with respect to the mesh resolution, espe-
cially for a Gambit mesh parameters  10nm. As the investigated structures
of Section 5.1 are about a factor 2 larger than that of Figure D.7, we use a
Gambit mesh parameter of 20nm in Sub-section 5.2.1. The reasoning behind
this choice is as follows: like in Sub-section 5.2.1 (see Figure 5.6 and 5.7) the
pinned micromagnetic conguration of Figure D.7 is a vortex state. Due to
its scale-invariance, the stray eld will approximately be the same in both
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Figure D.7.: Test of the impact of the core mesh resolution on the computation
of the superconducting fraction within the core of a triangular
platelet-shaped Pb/Ni core-shell structure. The external eld
has been applied parallel to normal of the triangular base. The
magnetisation has been pinned at a eld strength of 1000Oe.
The triangular core-shell structure has a side length of 252nm, a
height of 115nm and a shell thickness of 10nm (see Figure 5.5(b)
of Section 5.2) The presented data corresponds to a temperature
of T = 4:2K and therefore to a critical eld HPb
crit = 530Oe.
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systems. As we only want to resolve the stray eld with our core mesh, we
can just scale the mesh resolution in the same way as the system is scaled.
Thus, choosing a Gambit mesh parameter of 10nm for our test system results
in a Gambit mesh parameter of 20nm for the systems of Section 5.2.1.
We now want to investigate how MVac
S has to be chosen so that its inuence on
the stray eld calculation within the core region is negligible. Our test system
is a triangular platelet-shaped Pb/Ni core-shell structure with a side length of
a = 252nm, a height of 115nm and a shell thickness of t = 10nm. We relax
the system from a homogeneous alignment of the magnetisation along the z-
direction (parallel to the normal of the structure's triangular base) at ~ Hext =
0Oe. This simulation is repeated, varying MVac
S by powers of ten between
1000A=m and 10 5 A=m. Each time, the rms error of the resulting stray eld
within the core region is computed with respect to the result obtained with
MVac
S = 10 7 A=m:
rms =
v u u
u u
u
u u
t
N P
i=1
3 P
j=1
(Hi
demag;j(MS)   Hi
demag;j(10 7 A=m))2
 
N P
i=1
3 P
j=1
Hi
demag;j(10 7 A=m)2
! :
Here, the index i runs of all N nodes of the mesh within the core region and
the index j over the three cartesian coordinates. The results are given in table
D.3. We nd that a saturation magnetisation of MVac
S < 10A=m virtually
does not have an eect on the stray eld computation within the core.
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MVac
S rms deviation [%]
1000 3:11
100 0:320
10 0:0320
1 0:00339
0:1 0:000731
0:01 0:000706
0:001 0:000731
0:0001 0:000684
0:00001 0:000347
Table D.3.: Table showing the rms error of the stray eld computation within
the core region of a triangular-shaped Pb/Ni core-shell structure,
which has been computed from a vortex state at j~ Hextj = 0 (see
also Figure 5.6 in Sub-section 5.2.1) using dierent values of MVac
S .
As a reference, simulation results, which have been obtained with
MVac
S = 10 7 A=m, are used. The test system is a triangular
platelet-shaped Ni/Pb core-shell structure with a side length of
a = 252nm, a height of h = 120nm and a thickness of t = 10nm.
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