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IZusammenfassung
Das Hauptresultat dieser Arbeit ist der Satz, dass die Hausdorff-Dimension der Juliamen-
ge einer ganzen transzendenten Funktion f aus der Funktionenklasse B gleich zwei ist,
falls die Ordnung der Funktion f zusa¨tzlich endlich ist. Dabei besteht die Funktionen-
klasse B aus den ganzen Funktionen, fu¨r die die Menge der endlichen Singularita¨ten der
Umkehrfunktion, das heißt die Menge der endlichen kritischen und asymptotischen Werte,
beschra¨nkt ist. Ferner sagt man, dass eine ganze Funktion f endliche Ordnung hat, falls
Konstanten K, r0 > 0 derart existieren, dass
|f(z)| ≤ exp
(
|z|K
)
fu¨r alle z ∈ C mit |z| > r0 gilt.
Zum Beweis unseres Hauptresultates werden wir mit Hilfe des sogenannten logarith-
mischen Variablenwechsels einer transzendenten Funktion aus der Klasse B, der von Alex-
andre Eremenko und Mikhael Lyubich in das Gebiet der komplexen Dynamik eingefu¨hrt
wurde, eine dynamisch definierte
”
geschachtelte” Menge konstruieren, von der wir spa¨ter
zeigen werden, dass sie eine Teilmenge der Juliamenge ist. Der Konstruktionsansatz der
”
geschachtelten” Menge, den wir dabei wa¨hlen werden, stammt aus einer Arbeit von Krzy-
sztof Baran´ski. Er beweist dort, dass die Hausdorff-Dimension der Juliamenge einer ganzen
transzendenten Funktion endlicher Ordnung gleich zwei ist, falls die Funktion einen an-
ziehenden Fixpunkt besitzt, dessen unmittelbares Einzugsgebiet ein Kompaktum entha¨lt,
das wiederum die Menge der endlichen Singularita¨ten der Umkehrfunktion entha¨lt.
Nach einem Satz von Eremenko und Lyubich ist bei einer transzendenten Funktion f
aus der Klasse B die sogenannte entkommende Menge, das heißt die Menge der Punkte,
die unter Iteration von f nach ∞ gehen, eine Teilmenge der Juliamenge von f . Wir
werden diesen Satz verallgemeinern und zeigen, dass schon die Menge der Punkte, die
unter Iteration von f betragsma¨ßig
”
groß” bleiben, in der Juliamenge enthalten ist. Aus
dieser Verallgemeinerung des Satzes folgt dann, dass unsere
”
geschachtelte” Menge eine
Teilmenge der Juliamenge ist.
Zur Abscha¨tzung der Hausdorff-Dimension unserer
”
geschachtelten” Menge und somit
auch der Juliamenge einer ganzen transzendente Funktion f endlicher Ordnung aus der
Klasse B werden wir Methoden aus einer Arbeit von Curt McMullen benutzen. Er zeigt
dort, dass sich die Hausdorff-Dimension einer Menge auf bestimmte Weise nach unten
abscha¨tzen la¨sst, falls die Menge gewisse Bedingungen, die sogenannten
”
Nesting conditi-
ons”, erfu¨llt. Wir werden zeigen, dass dies fu¨r unsere
”
geschachtelte” Menge der Fall ist,
wobei in diesem Zusammenhang die Endlichkeit der Ordnung der Funktion f eine essen-
tielle Rolle spielen wird. Genauer gesagt werden wir unter Beru¨cksichtigung der endlichen
Ordnung der Funktion eine leicht abgea¨nderte Version des Ahlforsschen Verzerrungssat-
zes beweisen, mit deren Hilfe wir zeigen werden, dass unsere
”
geschachtelte” Menge die
”
Nesting conditions” erfu¨llt.
Mit Hilfe der oben angesprochenen Abscha¨tzung aus der Arbeit von McMullen folgt
dann unser Hauptresultat. Eine genaue Analyse des Beweises wird uns abschließend noch
mo¨gliche Verallgemeinerungen dieses Satzes liefern.
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Abstract
The main result of this thesis will be to show that the Julia set of any transcendental
entire function of finite order in class B has Hausdorff dimension two. Here we define B as
the set of all entire functions for which the set of finite singularities of the inverse function,
that is to say the set of all finite critical and asymptotic values, is bounded. Furthermore,
we say that an entire function f is of finite order if there exist K, r0 > 0 such that
|f(z)| ≤ exp
(
|z|K
)
for all z ∈ C with |z| > r0.
With the help of the so called logarithmic change of variables for a transcendental entire
function in class B which was introduced into iteration theory by Alexandre Eremenko
and Mikhael Lyubich we will construct a dynamically defined ”nested” set and show later
on that this set is part of the Julia set. The method of construction of this ”nested” set
which we will choose is based on an article by Krzysztof Baran´ski. He shows that the
Julia set of a transcendental entire function of finite order has Hausdorff dimension two
if the function has an attracting fixpoint whose immediate basin of attraction contains a
compact set which again contains the set of finite singularities of the inverse function.
Eremenko and Lyubich used the logarithmic change of variables to prove that for any
transcendental entire function in class B the so called escaping set, that is to say the set
of points which tend to ∞ under iteration, is part of the Julia set. We will generalize
this theorem and show that even points for which the absolute value stays ”large” under
iteration lie in the Julia set. With the help of this generalization we will show that our
”nested” set is part of the Julia set.
To estimate the Hausdorff dimension of our ”nested” set and hence the Julia set of a
transcendental entire function f of finite order in class B we will use methods developed by
Curt McMullen. He gives a lower bound for the Hausdorff dimension of a set which fulfills
certain ”nesting conditions”. We will prove that these conditions are satisfied for our
”nested” set. In this proof the assumption that f is of finite order will play an important
role. More specifically, we will prove a slightly different version of the Ahlfors distortion
theorem taking into account that our function has finite order. We will use this version
to show that our ”nested” set fulfills the ”nesting conditions”.
We will apply McMullen’s estimation of the Hausdorff dimension and this will complete
the proof of our main result. Finally, a detailed analysis of the proof will enable us to
obtain some generalizations of our main result.
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Kapitel 1
Einleitung
1.1 Der Kontext und das Hauptresultat
Mit Hilfe der Iterationstheorie, deren Grundlagen unabha¨ngig voneinander von den beiden
franzo¨sischen Mathematikern Pierre Fatou und Gaston Julia in ihren Arbeiten [16] und
[19] zu Beginn des 20. Jahrhunderts gelegt wurden, kann man zu einer gegebenen ganzen
Funktion f jeden Punkt der komplexen Zahlenebene entweder der Juliamenge oder der
Fatoumenge zuordnen. Letztgenannte Menge besteht aus den Punkten, in deren Umge-
bung die Familie der Iterierten von f eine normale Familie bildet, das heißt, das Verhalten
der Punkte aus dieser Umgebung unter Iteration von f ist in gewissem Sinne
”
stabil” und
”
vorhersagbar”. Anders verha¨lt es sich bei den Punkten aus der Juliamenge, die manchmal
auch als
”
chaotische Menge” bezeichnet wird. Fu¨r zwei beliebig nah beieinander liegende
Punkte aus der Juliamenge kann das Iterationsverhalten stark differieren.
Verschiedenste Aspekte dieser beiden Mengen wurden seither erforscht, wobei die
Mo¨glichkeit ihrer Visualisierung mit Hilfe leistungsfa¨higer Computer in den Achtziger
Jahren zu einem neuen Aufschwung der Theorie fu¨hrte. Neben den ersten Fragen nach
der grundlegenden Struktur dieser Mengen kamen zwangsla¨ufig auch solche nach dem
Maß und der Dimension auf. Um dabei der oftmals komplizierten und durch Selbsta¨hn-
lichkeit gepra¨gten Struktur der Mengen gerecht zu werden, legt man den Hausdorffschen
Dimensionsbegriff zugrunde, der in Kapitel 2 erla¨utert wird. Anders als bei den beiden
bekannteren Dimensionsbegriffen, der Dimension eines reellen Vektorraums und der to-
pologischen Dimension, ist die Hausdorff-Dimension nicht zwangsla¨ufig ganzzahlig. Sie
wird deshalb manchmal auch mit dem lateinischen Wort fu¨r
”
gebrochen” als
”
fraktale”
Dimension bezeichnet. Man nennt zudem eine Menge ein Fraktal, wenn ihre Hausdorff-
Dimension gro¨ßer als ihre topologische Dimension ist.
Noel Baker bewies 1975 in [3], dass die Juliamenge einer ganzen transzendenten Funk-
tion Kontinua entha¨lt, so dass ihre Hausdorff-Dimension gro¨ßer gleich eins ist. Eine der
wichtigsten Arbeiten zur Untersuchung der Hausdorff-Dimension der Juliamenge ganzer
transzendenter Funktionen stammt aus dem Jahre 1987 von Curt McMullen [21]. Er zeigt
unter anderem, dass die Hausdorff-Dimension der Juliamenge jeder Funktion aus der so-
genannten Exponentialfamilie {λ exp : λ 6= 0} gleich zwei ist. Die Methoden, die er dabei
in seinem Beweis benutzt, wurden seitdem in fast allen Arbeiten aus diesem Kontext
verwendet. Auch fu¨r uns stellen sie ein wichtiges Hilfsmittel dar, um das Hauptresultat
dieser Arbeit zu beweisen. Es zeigt, dass sich McMullens Resultat auf eine viel gro¨ßere
Klasse von Funktionen verallgemeinern la¨sst. Dabei bezeichnen wir mit B die Klasse der
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ganzen Funktionen, fu¨r die die Menge der endlichen Singularita¨ten der Umkehrfunktion
beschra¨nkt ist. Diese Menge besteht aus den endlichen kritischen und asymptotischen
Werten der Funktion. Wir werden in Kapitel 2 sehen, dass die Menge der Singularita¨ten
der Umkehrfunktion ganz allgemein in der Iterationstheorie eine wichtige Rolle spielt.
Weiter sagen wir, dass eine ganze Funktion endliche Ordnung hat, falls K, r0 > 0 derart
existieren, dass
|f(z)| ≤ exp
(
|z|K
)
fu¨r alle z ∈ C mit |z| > r0 gilt. Mit Hilfe dieser beiden Begriffe ko¨nnen wir das Hauptre-
sultat wie folgt formulieren.
Satz 1.1.1 Die Hausdorff-Dimension der Juliamenge einer ganzen transzendenten Funk-
tion endlicher Ordnung aus der Klasse B ist gleich zwei.
Dass wir im obigen Satz nur ganze transzendente Funktionen betrachten, die in der
Klasse B liegen, scheint kanonisch zu sein, da man, wie wir in Kapitel 3 sehen werden,
nur fu¨r solche Funktionen den von Alexandre Eremenko und Mikhael Lyubich in [14] be-
schriebenen sogenannten logaritmischen Variablenwechsel durchfu¨hren kann, welcher ein
wichtiger Bestandteil des Beweises ist. Wir werden mit seiner Hilfe eine
”
geschachtelte”
Menge konstruieren, von der wir unter der Bedingung, dass f zusa¨tzlich endliche Ord-
nung hat, zeigen ko¨nnen, dass ihre Hausdorff-Dimension je nach Ansatz der Konstruktion
beliebig nahe an zwei liegt. Nach einem Satz aus oben erwa¨hnter Arbeit [14] gilt fu¨r je-
de ganze transzendente Funktion f aus der Klasse B, dass die sogenannte entkommende
Menge I(f) := {z ∈ C : fn(z) → ∞ fu¨r n → ∞} eine Teilmenge der Juliamenge von
f ist. Unsere
”
geschachtelte” Menge ist zwar keine Teilmenge der entkommenden Menge,
aber wie wir am Ende von Kapitel 3 zeigen werden, kann man den gerade erwa¨hnten Satz
von Eremenko und Lyubich dahingehend verallgemeinern, dass auch Punkte, die unter
Iteration betragsma¨ßig
”
groß” bleiben, eine Teilmenge der Juliamenge bilden. Wie wir in
Kapitel 5 zeigen werden, ko¨nnen wir die Konstruktion unserer
”
geschachtelten” Menge so
durchfu¨hren, dass sie eine Teilmenge der eben beschriebenen Menge und somit auch der
Juliamenge ist.
Wie erwa¨hnt, benutzen wir zur Abscha¨tzung der Hausdorff-Dimension unserer
”
ge-
schachtelten” Menge, dass die der Konstruktion zugrunde liegende Funktion endliche
Ordnung besitzt. Dass der Satz 1.1.1 ohne die Voraussetzung der Endlichkeit der Ord-
nung der Funktion nicht gilt, folgt aus den Arbeiten von Gwyneth Stallard aus den Jahren
1990-2000. Sie zeigt zuna¨chst in [29], dass zu vorgegebenem δ > 0 eine ganze transzenden-
te Funktion aus der Klasse B so existiert, dass die Hausdorff-Dimension der Juliamenge
dieser Funktion kleiner als 1 + δ ist. Spa¨ter in [31] und [32] beweist sie dann die sta¨rkere
Aussage, dass zu jedem d ∈]1, 2[ eine ganze transzendente Funktion f aus der Klasse B
so existiert, dass die Hausdorff-Dimension der Juliamenge gleich d ist. In [30] zeigt sie zu-
dem noch, dass die Hausdorff-Dimension der Juliamenge einer transzendenten Funktion
aus der Klasse B echt gro¨ßer eins ist.
Wie wir in Kapitel 3 als Folgerung aus einem beru¨hmten Satz von Lars Ahlfors sehen
werden, ist fu¨r eine ganze Funktion f und alle δ > 0 die Anzahl der Zusammenhangs-
komponenten der Menge {z ∈ C : |f(z)| > δ} endlich, falls f endliche Ordnung hat. Wir
bezeichnen diese Zusammenhangskomponenten auch als Tracts von f . Da sie eine wichti-
ge Rolle beim logarithmischen Variablenwechsel spielen, werden wir fu¨r den Fall, dass die
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Funktion f endliche Ordnung hat, die Notation des logarithmischen Variablenwechsels zu
Beginn von Kapitel 4 fu¨r unsere Zwecke noch pra¨zisieren ko¨nnen.
Teilresultate des Satzes 1.1.1 wurden 2001 von Masahiko Taniguchi [35] und 2006
von Krzysztof Baran´ski [4] bewiesen. Taniguchi zeigt, dass die Hausdorff-Dimension der
Juliamenge einer strukturell endlichen, transzendenten Funktion eines jeden Typs gleich
zwei ist, wobei sich eine strukturell endliche, transzendente Funktion vom Typ (p, q) in
der Form
f(z) =
∫ z
P (t) exp(Q(t))dt, z ∈ C
mit zwei Polynomen P,Q, grad(P ) = p und grad(Q) = q darstellen la¨sst. Barans´ki be-
weist, dass die Hausdorff-Dimension der Juliamenge einer ganzen transzendenten Funktion
endlicher Ordnung gleich zwei ist, falls die Funktion einen anziehenden Fixpunkt besitzt,
dessen unmittelbares Einzugsgebiet ein Kompaktum entha¨lt, das wiederum die Menge
der endlichen Singularita¨ten der Umkehrfunktion entha¨lt. In diesem Fall stimmt dann
der unmittelbare Einzugsbereich des Fixpunktes mit der Fatoumenge u¨berein. Es soll an
dieser Stelle nicht unerwa¨hnt bleiben, dass man Satz 1.1.1 auch mit Hilfe eines Artikels
von Lasse Rempe [25] von 2006 aus dem Ergebnis von Baran´ski ableiten kann. Da zum
Versta¨ndnis dieses Artikels tiefliegende Erkenntnisse in den Bereichen der quasikonformen
Abbildungen und der holomorphen Bewegungen erforderlich sind, erscheint es dennoch
sinnvoll, einen direkten Beweis fu¨r Satz 1.1.1 zu geben. Die Beweisideen werden dabei im
wesentlichen auf den oben angesprochenen Arbeiten von McMullen und Baran´ski beruhen.
Eine genauere Betrachtung des Beweises liefert abschließend in Kapitel 5 eine Verall-
gemeinerung unseres Hauptresultates. Fu¨r eine ganze transzendente Funktion f endlicher
Ordnung aus der Klasse B sei δ > 0 derart, dass die Menge der endlichen Singularita¨ten
der Umkehrfunktion von f in B(0, δ/2), das heißt im Kreis mit Radius δ/2 um den Null-
punkt, enthalten ist. Wie oben erwa¨hnt ist dann die Anzahl R der Tracts, das heißt der
Zusammenhangskomponenten von {z ∈ C : |f(z)| > δ}, endlich, da f endliche Ordnung
hat. Sei R := {1, . . . , R} und {Tr : r ∈ R} die Menge der Tracts. Dann ko¨nnen wir die
Verallgemeinerung unseres Hauptresultates wie folgt formulieren, wobei wir mit J (f) die
Juliamenge von f bezeichnen.
Satz 1.1.2 Sei f eine ganze transzendente Funktion endlicher Ordnung aus der Klasse
B. Weiter sei r := (rn)n∈N eine Folge in R und
Mr := {z ∈ J (f) : fn(z) ∈ Trn}.
Dann gilt
HD(Mr) = 2.
Vergleicht man die oben genannten Ergebnisse u¨ber die Hausdorff-Dimension der Ju-
liamenge ganzer transzendenter Funktionen mit denen fu¨r rationale Funktionen, so lassen
sich einige Unterschiede feststellen.
Anders als bei einer ganzen transzendenten Funktion ist die Hausdorff-Dimension der
Juliamenge einer rationalen Funktion f nicht zwangsla¨ufig gro¨ßer gleich eins. Nach einem
Satz von V. L. Garber [18] ist sie aber zumindest positiv, falls grad(f) ≥ 2 ist.
Betrachtet man eine rationale hyperbolische Funktion f vom Grad gro¨ßer gleich zwei,
so gilt nach einem Satz von Dennis Sullivan [34], dass die Hausdorff-Dimension der Ju-
liamenge von f echt kleiner zwei ist. Dabei bezeichnen wir eine ganze Funktion f im
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Allgemeinen als hyperbolisch, falls der Abschluss der Menge der endlichen Singularita¨ten
der Umkehrfunktion von f in der Vereinigung von Einzugsbereichen anziehender peri-
odischer Punkte enthalten ist. Wie wir an dem oben erwa¨hnten Ergebnis von Baran´ski
sehen ko¨nnen, existieren im Gegensatz dazu ganze transzendente hyperbolische Funktio-
nen, fu¨r die die Hausdorff-Dimension ihrer Juliamenge gleich zwei ist. Konkrete Beispiele
hierfu¨r sind durch die Funktionen λ exp mit λ ∈ ]0, 1/e[ gegeben. Alle diese Funktionen
besitzen einen anziehenden Fixpunkt, dessen unmittelbarer Einzugsbereich die einzige
endliche Singularita¨t der Umkehrfunktion, den asymptotischen Wert 0, entha¨lt. Wie oben
erwa¨hnt, zeigte schon McMullen in [21], dass die Hausdorff-Dimension der Juliamenge
dieser Funktionen gleich zwei ist. Das Maß ihrer Juliamenge ist nach demselben Artikel
hingegen gleich 0. Eine weitere Klasse ganzer transzendenter Funktionen, die McMullen
in [21] betrachtet, ist die Sinusfamilie {sin(αz + β) : α 6= 0}. Er zeigt, dass die Julia-
menge einer jeden Funktion aus der Sinusfamilie positives Maß hat und somit Hausdorff-
Dimension zwei besitzt. Da jede der Funktionen λ sin mit λ∈ ]0, 1[ zu einer Funktion aus
der Sinusfamilie konjugiert und, wie man sich u¨berlegen kann, hyperbolisch ist, erhal-
ten wir weitere Beispiele fu¨r ganze transzendente hyperbolische Funktionen, fu¨r die die
Hausdorff-Dimension ihrer Juliamenge gleich zwei ist. Dabei folgt die Hyperbolizita¨t der
Funktionen aus der Tatsache, dass die einzigen beiden Singularita¨ten der Unkehrfunktion,
die kritischen Werte λ und −λ, im Einzugsbereich des attraktiven Fixpunktes 0 liegen.
Die Funktionen der Sinusfamilie sind zudem Beispiele fu¨r ganze transzendente Funk-
tionen, deren Juliamenge positives Maß bei nichtleerer Fatoumenge besitzt. Es war lange
Zeit eine offene Frage, ob u¨berhaupt rationale Funktionen mit dieser Eigenschaft existie-
ren. Sie wurde erst ku¨rzlich von Xavier Buff und Arnaud Che´ritat [10] beantwortet, indem
es ihnen gelang, Polynome mit nichtleerer Fatoumenge zu konstruieren, deren Juliamenge
positives Maß besitzt.
Ein weiterer interessanter Aspekt der Juliamenge einer ganzen transzendenten Funkti-
on f aus der Klasse B, der sehr intensiv untersucht wurde und auch heute noch wird, soll
an dieser Stelle nicht unerwa¨hnt bleiben. Es handelt sich dabei um die Struktur der Julia-
menge von f bzw. der oben genannten Teilmenge I(f). Robert Devaney und Michal Krych
bewiesen 1984 in [13], dass fu¨r jede Funktion λ exp mit λ∈ ]0, 1/e[ die Menge I(λ exp) aus
u¨berabza¨hlbar vielen Kurven besteht. Sie formen eine
”
Cantor-Menge von Kurven”, die in
der Literatur als
”
Cantor-Bouquet” bezeichnet wird. Bei diesen Funktionen tritt zudem
ein erstaunliches Pha¨nomen auf, das als
”
Dimensions-Paradoxon” bezeichnet wird. Bogus-
lawa Karpin´ska zeigte 1999 in [20], dass die Hausdorff-Dimension der Vereinigung dieser
Kurven ohne ihre Endpunkte gleich eins ist, wa¨hrend die Hausdorff-Dimension der Menge
ihrer Endpunkte gleich zwei ist. Die Hausdorff-Dimension liegt also lax ausgedru¨ckt
”
auf
den Endpunkten”.
Baran´ski u¨bertrug die Ergebnisse von Devaney, Krych und Karpin´ska in der oben
erwa¨hnten Arbeit [4] auf die Klasse ganzer transzendenter Funktionen endlicher Ord-
nung, die einen anziehenden Fixpunkt besitzen, dessen unmittelbares Einzugsgebiet ein
Kompaktum entha¨lt, das wiederum die Menge der endlichen Singularita¨ten der jeweiligen
Umkehrfunktion entha¨lt.
Weiter zeigten Dierk Schleicher und Johannes Zimmer 2003 in [27], dass sich fu¨r Funk-
tionen der Form λ exp mit λ 6= 0 jeder Punkt aus der Menge I(λ exp) durch eine Kurve
in I(λ exp) mit ∞ verbinden la¨sst, was eine Vermutung von Eremenko fu¨r diese Klasse
von Funktionen beweist.
Erst ku¨rzlich wurde dieses Ergebnis von Gu¨nter Rottenfußer, Johannes Ru¨ckert, Lasse
4
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Rempe und Dierk Schleicher in [26] auf die Klasse von Funktionen u¨bertragen, mit der
wir uns in dieser Arbeit bescha¨ftigen, das heißt auf die Klasse ganzer transzendenter
Funktionen endlicher Ordnung aus der Klasse B. Zudem zeigen sie, dass dieses Resultat
ohne die Voraussetzung der Endlichkeit der Ordnung im Allgemeinen nicht gilt.
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Kapitel 2
Grundlagen
2.1 Unendliche Produkte
Das Konzept der unendlichen Produkte ist a¨hnlich dem der unendlichen Summen. Aller-
dings genießt die Null hier eine gewisse Ausnahmestellung. Wir definieren im folgenden
Abschnitt zuna¨chst den Begriff des unendlichen Produktes und seiner Konvergenz bzw.
absoluten Konvergenz, um anschließend das Hauptresultat dieser Theorie formulieren zu
ko¨nnen. Fu¨r weitere Informationen zu diesem Themengebiet verweisen wir auf das Buch
von Conway [12].
Definition 2.1.1 (Konvergenz unendlicher Produkte) Sei (zj)j∈N0 eine komplexe
Folge. Dann heißt das unendliche Produkt
∏∞
j=0 zj konvergent, falls folgende beiden
Bedingungen erfu¨llt sind.
1.) Es existiert ein j0 ∈ N0 so, dass zj 6= 0 fu¨r alle j ≥ j0 ist.
2.) Es existiert der Grenzwert
p := lim
n→∞
n∏
j=j0
zj
mit p 6= 0.
Im Falle der Konvergenz setzt man dann
∞∏
j=0
zj := p
j0−1∏
j=0
zj.
Bemerkung 2.1.1 Analog zur identischen Bezeichnungsweise einer Summe und der Fol-
ge der Partialsummen verwenden wir hier die Bezeichnung
∏∞
j=0 zj sowohl fu¨r das Produkt
als auch fu¨r die Folge der
”
Partialprodukte”.
Im Falle der Konvergenz von
∏∞
j=0 zj gilt nach Definition insbesondere, dass
∏∞
j=0 zj
genau dann gleich Null ist, wenn ein j0 ∈ N0 existiert mit zj0 = 0.
Da eine notwendige Bedingung fu¨r die Konvergenz eines unendlichen Produktes ist,
dass die zugeho¨rige Folge (zj)j∈N0 gegen 1 konvergiert, schreibt man oft fu¨r alle j ∈ N0
die Faktoren zj in der Form zj = 1 + cj fu¨r entsprechende cj ∈ C.
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Definition 2.1.2 (Absolute Konvergenz unendlicher Produkte) Sei (cj)j∈N0 eine
komplexe Folge. Das Produkt
∏∞
j=0(1+ cj) heißt absolut konvergent, falls das Produkt∏∞
j=0(1 + |cj|) konvergiert.
Da aus der absoluten Konvergenz von
∏∞
j=0(1 + cj) unmittelbar die Konvergenz von∏∞
j=0(1+ cj) folgt, liefert der folgende Satz implizit ein Kriterium dafu¨r, wann ein unend-
liches Produkt konvergiert.
Satz 2.1.1 Sei (cj)j∈N0 eine komplexe Folge. Dann konvergiert das Produkt
∏∞
j=0(1 + cj)
genau dann absolut, wenn die Reihe
∑∞
j=0 cj absolut konvergiert.
2.2 Dichte und Verzerrung
Im Folgenden werden wir das Maß einer Lebesgue-messbaren Menge A ⊂ C stets mit
meas(A) bezeichnen.1 Mit Hilfe dieser Notation fu¨hren wir zuna¨chst formal den Begriff
der Dichte ein. Des Weiteren definieren wir den Begriff der Verzerrung einer Funktion auf
einer Menge und betrachten, wie sich die Dichte unter einer holomorphen und injektiven
Funktion mit endlicher Verzerrung verha¨lt. Abschließend fu¨hren wir mit den Sa¨tzen von
Koebe die wohl wichtigsten Hilfsmittel der Funktionentheorie auf, um die Verzerrung einer
Funktion auf einer Menge zu kontrollieren.
Definition 2.2.1 (Dichte) Seien A,D ⊂ C messbar. Dann wird
dens(A,D) :=
meas(A ∩D)
meas(D)
die Dichte von A in D genannt.2
Definition 2.2.2 (Verzerrung) Sei D ⊂ C beschra¨nkt und f eine in einer Umgebung
von D holomorphe Funktion. Man bezeichnet dann
L(f|D) :=
sup {|f ′(z)| : z ∈ D}
inf {|f ′(z)| : z ∈ D}
als die Verzerrung von f auf D.
Bemerkung 2.2.1 Wenn aus dem Kontext klar ersichtlich ist, auf welcher Menge D
die Verzerrung der Funktion f betrachtet wird, schreibt man zur Abku¨rzung auch L(f)
anstatt L(f|D).
Je na¨her die Verzerrung einer Funktion dem Wert 1 ist, desto mehr bleiben relative
Absta¨nde im Urbild der Funktion auch im Bild der Funktion erhalten. Sie werden also
nicht so stark
”
verzerrt”, daher der Name. Wie sich die Verzerrung bei der Hintereinan-
derausfu¨hrung von Funktionen nach oben abscha¨tzen la¨sst, zeigt das folgende Lemma,
das man mit Hilfe der Kettenregel beweist.
1measure, engl.: Maß
2density, engl.: Dichte
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Lemma 2.2.1 Sei D ⊂ C beschra¨nkt und f eine in einer Umgebung von D holomorphe
Funktion. Weiter sei g eine in einer Umgebung von f(D) definierte holomorphe Funktion.
Dann gilt
L((g ◦ f)|D) ≤ L(f|D) L(g|f(D)).
Der na¨chste Satz zeigt, wie sich die Dichte unter einer holomorphen und injektiven
Funktion mit endlicher Verzerrung verha¨lt.
Satz 2.2.1 Sei D ⊂ C beschra¨nkt und messbar. Sei f eine in einer Umgebung von D
definierte injektive und holomorphe Funktion mit L(f|D) <∞. Dann gilt
1
L(f|D)2
dens(A,D) ≤ dens
(
f(A), f(D)
)
≤ L(f|D)2 dens(A,D)
fu¨r alle messbaren Teilmengen A von D.
Beweis: Nach Transformationsformel gilt
meas(f(A)) =
∫
A
|f ′(z)|2dz
≤ sup{|f ′(z)|2 : z ∈ A}
∫
A
dz
≤ sup{|f ′(z)|2 : z ∈ D} meas(A).
Analog kann man zeigen, dass
meas(f(A)) ≥ inf{|f ′(z)|2 : z ∈ D} meas(A)
ist. Also gilt die Behauptung des Satzes 2.2.1. 2
Wir betrachten nun den Koebeschen Verzerrungssatz. Na¨here Details zum Beweis
finden sich beispielsweise im Buch von Pommerenke [24]. Ebenso wie dort findet man den
Satz in der Literatur im Allgemeinen nur fu¨r eine auf dem Einheitskreis holomorphe und
injektive Funktion f mit f ′(0) = 1. Hieraus la¨sst sich die unten formulierte Version des
Satzes allerdings leicht herleiten. Wie der Name schon sagt, ist es mit Hilfe dieses Satzes
mo¨glich, die Verzerrung einer Funktion zu kontrollieren. Als eine Folgerung wird die fu¨r
diese Arbeit typische Anwendung gegeben.
Satz 2.2.2 (Koebescher Verzerrungssatz) Seien z0 ∈ C und r ∈ R>0. Weiter sei
f : B(z0, r)→ C holomorph und injektiv. Dann gilt
r − s
(r + s)3
|f ′(z0)| ≤ |f ′(z)| ≤ r + s
(r − s)3 |f
′(z0)|
fu¨r alle z ∈ B(z0, r) und s := |z − z0|.
Aus der Definition der Verzerrung einer Funktion folgt somit unmittelbar der erste
Teil des folgenden Lemmas. Der zweite Teil ergibt sich durch eine elementare Rechnung.
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Lemma 2.2.2 Unter den Voraussetzungen des Koebeschen Verzerrungssatzes gilt
L
(
f|B(z0,s)
)
≤
(
r + s
r − s
)4
fu¨r alle s ∈ R>0 mit s < r. Insbesondere gilt
L
(
f|B(z0,s)
)
≤ 1 + 160 s
r
fu¨r alle s ∈ R>0 mit 2s < r.
Auch der folgende Satz wird manchmal als
”
Koebescher Verzerrungssatz” bezeichnet.
Mit seiner Hilfe kann man direkt Absta¨nde im Urbild einer Funktion mit den zugeho¨rigen
Absta¨nden im Bild vergleichen.
Satz 2.2.3 (Koebescher 1/4-Satz) Sei z0 ∈ C und r ∈ R>0. Sei f : B(z0, r) → C
holomorph und injektiv. Dann gilt
f(B(z0, r)) ⊃ B
(
f(z0),
1
4
|f ′(z0)| r
)
.
2.3 Hausdorff-Maß und Hausdorff-Dimension
Wir fu¨hren nun den nach Felix Hausdorff benannten Dimensionsbegriffs ein, mit dessen
Hilfe man auch fraktalen Mengen wie zum Beispiel der triadischen Cantormenge sinn-
voll eine Dimension zuordnen kann. Wir beschra¨nken uns dabei darauf, diese sogenannte
Hausdorff-Dimension fu¨r beschra¨nkte Teilmengen der Ebene zu definieren. Das Konzept
la¨sst sich aber auch auf beschra¨nkte Teilmengen des Rk, k ∈ N u¨bertragen. Eine ausfu¨hr-
liche Einfu¨hrung in dieses Themengebiet liefert das Buch von Falconer [15]. Fu¨r die Defi-
nition der Hausdorff-Dimension beno¨tigen wir zuna¨chst den Begriff des Hausdorff-Maßes
und hierfu¨r wiederum den Begriff des Durchmessers einer Menge.
Definition 2.3.1 (Durchmesser) Sei D ⊂ C beschra¨nkt. Dann wird
diam(D) := sup{|z − w| : z, w ∈ D}
der Durchmesser von D genannt.3
Definition 2.3.2 (Hausdorff-Maß) Sei A ⊂ C beschra¨nkt. Fu¨r alle ε, s ∈ R>0 setzen
wir
Hsε(A) := inf
∑
U∈ U
(
diam(U)
)s
,
wobei das Infimum u¨ber alle abza¨hlbaren U¨berdeckungen U von A gebildet wird, so dass
diam(U) < ε fu¨r alle U ∈ U gilt. Das (a¨ußere) s− dimensionale Hausdorff-Maß von
A wird dann definiert als
Hs(A) := lim
ε→0H
s
ε(A).
3diameter, engl.: Durchmesser
9
10 Kapitel 2. Grundlagen
Definition 2.3.3 (Hausdorff-Dimension) Sei A ⊂ C beschra¨nkt. Dann bezeichnen
wir mit
HD(A) := sup{s ∈ R>0 : Hs(A) = +∞}
die Hausdorff-Dimension von A.
Bemerkung 2.3.1 Man kann zeigen, dass
HD(A) = inf{s ∈ R>0 : Hs(A) = 0}
fu¨r alle beschra¨nkten Teilmengen A von C gilt.
Wie man sich leicht anhand der Definition u¨berlegen kann, besitzt die Hausdorff-
Dimension folgende Eigenschaften.
Lemma 2.3.1 Sei A ⊂ C beschra¨nkt. Dann gilt
HD(B) ≤ HD(A)
fu¨r alle Teilmengen B von A.
Lemma 2.3.2 Sei s ∈ R>0 und I eine abza¨hlbare Menge. Weiter sei Ai fu¨r alle i ∈ I
eine beschra¨nkte Teilmenge von C mit HD(Ai) ≤ s. Dann gilt
HD
( ⋃
i∈ I
Ai
)
≤ s.
Lemma 2.3.3 Sei A ⊂ C beschra¨nkt und A habe positives Lebesgue-Maß. Dann gilt
HD(A) = 2.
Aufgrund der Komplexita¨t der Definition ist es meistens nicht mo¨glich, die Hausdorff-
Dimension exakt zu berechnen. Fu¨r die in der Einleitung erwa¨hnte triadische Cantor-
menge gelingt dies hingegen. Ihre Hausdorff-Dimension ist gleich ln 2
ln 3
. Eine Mo¨glichkeit
zur Abscha¨tzung der Hausdorff-Dimension bietet das folgende Lemma. Da der Beweis
u¨berraschend kurz ist, nehmen wir ihn in diese Arbeit auf.
Lemma 2.3.4 Sei A ⊂ C kompakt und s ∈ R>0. Es existiere ein Maß µ auf A und
Konstanten C, r0 ∈ R>0 derart, dass
µ(B) ≤ C rs
fu¨r jeden Kreis B mit Radius r < r0 ist. Dann gilt
HD(A) ≥ s.
Beweis: Sei ε ∈ R>0 mit ε < r0. Sei U eine abza¨hlbare U¨berdeckung von A bestehend
aus Mengen Ui, i ∈ N derart, dass diam(Ui) < ε fu¨r alle i ∈ N gilt. Wir setzen
ri := diam(Ui)
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fu¨r alle i ∈ N. Dann existiert fu¨r alle i ∈ N ein Punkt zi ∈ Ui mit
Bi := B(zi, ri) ⊃ Ui.
Also gilt
A ⊂ ⋃
i∈N
Bi.
Da ri < r0 fu¨r alle i ∈ N ist, folgt
0 < µ(A) ≤ ∑
i∈N
µ(Bi) ≤ C
∑
i∈N
(ri)
s
nach Voraussetzung und den Maßeigenschaften von µ, das heißt
∑
i∈N
(diam(Ui))
s =
∑
i∈N
(ri)
s ≥ µ(A)
C
> 0.
Folglich ist Hs(A) > 0 und die Behauptung des Satzes 2.3.4 folgt aus der Definition der
Hausdorff-Dimension. 2
Wir werden obiges Lemma in dieser Arbeit nicht direkt anwenden, aber es spielt eine
wichtige Rolle im Beweis des folgenden Satzes aus der Arbeit von McMullen [21]. Fu¨r die
Formulierung des Satzes beno¨tigen wir aber zuna¨chst noch folgende Definition.
Definition 2.3.4 (Nesting conditions) Fu¨r alle n ∈ N sei Kn eine endliche Menge
von paarweise disjunkten, kompakten Teilmengen von C, die keine Nullmengen sind. Wir
setzen
Kn :=
⋃
K∈ Kn
K
fu¨r alle n ∈ N und sagen, dass die so definierte Folge (Kn)n∈N die Nesting conditions
erfu¨llt, falls eine positive reelle Folge (∆n)n∈N und eine positive reelle Nullfolge (dn)n∈N
derart existieren, dass fu¨r alle n ∈ N folgende vier Bedingungen erfu¨llt sind.4
1.) Fu¨r alle K ∈ Kn existiert ein K ′ ∈ Kn+1 mit
K ′ ⊂ K
(d.h. jedes Element aus Kn entha¨lt mindestens ein Element aus Kn+1).
2.) Fu¨r alle K ∈ Kn+1 existiert ein K ′ ∈ Kn mit
K ⊂ K ′
(d.h. jedes Element aus Kn+1 ist in einem Element aus Kn enthalten).
3.) Fu¨r alle K ∈ Kn gilt
dens
(
Kn+1, K
)
≥ ∆n.
4nesting conditions, engl.: ”Verschachtelungsbedingungen”
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4.) Fu¨r alle K ∈ Kn gilt
diam(K) ≤ dn.
Die folgende Abscha¨tzung der Hausdorff-Dimension wurde von McMullen in [21] be-
wiesen. Da sie ein zentrales Hilfsmittel in dieser Arbeit sein wird, fu¨gen wir an dieser
Stelle eine Beweisskizze hinzu.
Satz 2.3.1 Sei (Kn)n∈N eine Folge, die die Nesting conditions aus Definition 2.3.4 erfu¨llt.
Dann gilt
HD
( ∞⋂
n=1
Kn
)
≥ 2− lim sup
n→∞
∑n+1
j=1 | ln(∆j)|
| ln(dn)| .
Beweisskizze Wir setzen
A :=
∞⋂
n=1
Kn
und
δ := 2− lim sup
n→∞
∑n+1
j=1 | ln(∆j)|
| ln(dn)| .
Wir zeigen zuna¨chst, dass
HD(A) ≥ δ′ (2.1)
fu¨r alle δ′ ∈ R>0 mit δ′ < δ ist. Sei dazu δ′ ∈ R>0 mit δ′ < δ. Nach Lemma 2.3.4 reicht es
zu zeigen, dass ein Maß µ auf A und Konstanten C(δ′), r0 ∈ R>0 so existieren, dass
µ(B) ≤ C(δ′) rδ′
fu¨r alle Kreise B in C mit Radius r < r0 ist. Ohne Beschra¨nkung der Allgemeinheit sei
meas(K1) = 1. Wir konstruieren eine Folge (µn)n∈N von Wahrscheinlichkeitsmaßen wie
folgt. Es sei µ1 die Einschra¨nkung des Lebesgue-Maßes auf K1. Induktiv konstruiere µn+1
fu¨r n ∈ N so, dass µn+1 innerhalb jedes K ∈ Kn proportional ist zum Lebesguemaß auf
Kn+1 und zwar so skaliert, dass
µn+1(Kn+1 ∩K) = µn(K)
ist. Die so definierten Maße formen bezu¨glich der Folge (Kn)n∈N ein Martingal in dem
Sinne, dass
µm(K) = µn(K)
fu¨r alle n ∈ N, K ∈ Kn und m ≥ n ist. Man kann zeigen, dass die Folge (µn)n∈N schwach
konvergiert. Es sei µ der zugeho¨rige Grenzwert. Dann ist der Tra¨ger von µ gleich A.
Weiter kann man zeigen, dass
µ(K) ≤ meas(K)∏n
j=1∆j
fu¨r alle n ∈ N und K ∈ Kn ist. Ohne Beschra¨nkung der Allgemeinheit sei die Folge
(dn)n∈N streng monoton fallend. Sei nun B ein Kreis mit Radius r < d1 und n ∈ N so,
12
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dass dn > r ≥ dn+1 ist. Weiter sei Bˆ die Vereinigung aller K ∈ Kn+1, die einen nichtleeren
Schnitt mit B haben. Dann ist diam(Bˆ) ≤ 2 diam(B) = 4r. Es folgt
µ(B) ≤ µ(Bˆ)
≤ meas(Bˆ)∏n
j=1∆j
≤ pi(2r)
2∏n
j=1∆j
= 4pirδ
′
[
r2−δ
′∏n
j=1∆j
]
≤ 4pi
[
d2−δ
′
n∏n
j=1∆j
]
rδ
′
.
Man kann zeigen, dass der Term in eckigen Klammern fu¨r n→∞ gegen Null konvergiert.
Folglich ist er insbesondere beschra¨nkt. Also gilt (2.1) und hieraus folgt unmittelbar die
Behauptung des Satzes 2.3.1. 2
Bemerkung 2.3.2 Man kann die Nesting conditions analog auch fu¨r Teilmengen des
Rk, k ∈ N formulieren. Die Aussage des Satzes 2.3.1 gilt dann mit k anstatt 2. Fu¨r den
Beweis muss man lediglich einige Konstanten anders wa¨hlen.
Des Weiteren kann man zeigen, dass die Hausdorff-Dimension invariant unter Bi-
Lipschitz-Abbildungen ist. Aus Vollsta¨ndigleitsgru¨nden fu¨gen wir einen Beweis dieser
Tatsache an.
Definition 2.3.5 (Bi-Lipschitz-Abbildung) SeiD ⊂ C und f : D → C eine Funktion.
Dann nennen wir f eine Bi-Lipschitz-Abbildung, falls eine Konstante C ∈ R>0 so
existiert, dass
|x− y|
C
≤ |f(x)− f(y)| ≤ C |x− y|
fu¨r alle x, y ∈ D gilt.
Lemma 2.3.5 Sei D ⊂ C und f : D → C eine Bi-Lipschitz-Abbildung. Dann gilt
HD(A) = HD(f(A))
fu¨r alle beschra¨nkten Teilmengen A von D.
Beweis: Sei A eine beschra¨nkte Teilmenge von D und seien ε ∈ R>0, s ∈ R>0. Sei U eine
abza¨hlbare U¨berdeckung von A mit diam(U) < ε fu¨r alle U ∈ U . Ohne Beschra¨nkung der
Allgemeinheit gelte U ⊂ D fu¨r alle U ∈ U . Da f eine Bi-Lipschitz-Abbildung ist, existiert
C ∈ R>0 mit
|x− y|
C
≤ |f(x)− f(y)| ≤ C |x− y|
fu¨r alle x, y ∈ D. Daraus folgt
diam(U)
C
≤ diam(f(U)) ≤ C diam(U)
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fu¨r alle U ∈ U . Also ist f(U) := {f(U) : U ∈ U} eine abza¨hlbare U¨berdeckung von f(A)
mit diam(f(U)) < εC fu¨r alle U ∈ U . Es folgt
1
Cs
∑
U∈ U
(
diam(U)
)s ≤ ∑
U∈ U
(
diam(f(U))
)s ≤ Cs ∑
U∈ U
(
diam(U)
)s
.
Durch den Grenzu¨bergang ε→ 0, das heißt auch εC → 0, folgt
1
Cs
Hs(A) ≤ Hs(f(A)) ≤ Cs H(A).
Also ist Hs(A) < ∞ genau dann, wenn Hs(f(A)) < ∞ ist. Folglich gilt die Behauptung
des Lemmas 2.3.5. 2
Wir werden spa¨ter in dieser Arbeit das obige Lemma verwenden, um die Hausdorff-
Dimension des Bildes einer Teilmenge eines achsenparallelen Quadrates mit Seitenla¨nge
kleiner pi unter der Exponentialfunktion abzuscha¨tzen. Dass die Einschra¨nkung der Expo-
nentialfunktion auf ein solches Quadrat eine Bi-Lipschitz-Abbildung ist, zeigt das folgende
Lemma.
Lemma 2.3.6 Sei Q ⊂ C ein kompaktes achsenparalleles Quadrat mit Seitenla¨nge kleiner
pi. Dann ist exp|Q eine Bi-Lipschitz-Abbildung.
Beweis: Sei K ⊂ C \ {0} eine konvexe kompakte Menge mit exp(Q) ⊂ K. Dann gilt
C1 := max
{
1
|z| : z ∈ K
}
<∞.
Wir setzen ferner
C2 := max
{
exp(Re(z)) : z ∈ ∂Q
}
.
Dann sind C1, C2 ∈ R>0. Seien nun x, y ∈ Q und log ein Zweig des Logarithmus mit
log ◦ exp|Q = idQ. Dann gilt
|x− y| =
∣∣∣log(exp(x))− log(exp(y))∣∣∣ (2.2)
=
∣∣∣∣∣
∫ exp(x)
exp(y)
(log)′(z) dz
∣∣∣∣∣
≤
∫ exp(x)
exp(y)
1
|z| dz
≤ | exp(x)− exp(y)| sup
{
1
|z| : z ∈ [exp(y), exp(x)]
}
≤ C1 | exp(x)− exp(y)|.
Weiter gilt
| exp(x)− exp(y)| =
∣∣∣∣∫ x
y
(exp)′(z) dz
∣∣∣∣ (2.3)
≤
∫ x
y
| exp(z)|dz
≤ |x− y| sup
{
| exp(z)| : z ∈ [y, x]
}
≤ |x− y| sup
{
exp(Re(z)) : z ∈ [y, x]
}
≤ C2 |x− y|.
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Wir wa¨hlen C := max{C1, C2} und erhalten mit (2.2) und (2.3)
|x− y|
C
≤ | exp(x)− exp(y)| ≤ C |x− y|.
Also gilt die Behauptung des Lemmas 2.3.6. 2
2.4 Extremale La¨nge
In diesem Abschnitt definieren wir kurz den auf Arne Beurling und Lars Ahlfors zuru¨ck-
gehenden Begriff der extremalen La¨nge einer Kurvenschar und fu¨hren seine wichtigsten
Eigenschaften auf. Spa¨ter in dieser Arbeit wird insbesondere die konforme Invarianz der
extremalen La¨nge eine wichtige Rolle spielen. Es sei angemerkt, dass die Definition der
extremalen La¨nge in der Literatur nicht einheitlich ist. Wir benutzen in dieser Arbeit
nicht die allgemeinste aber die fu¨r unsere Zwecke dienlichste Version. Eine ausfu¨hrliche
Einfu¨hrung in dieses Gebiet bietet das Buch von Ahlfors [2].
Definition 2.4.1 (Zula¨ssige Metrik) Sei L eine Menge von lokal rektifizierbaren Kur-
ven in der Ebene. Dann nennen wir eine Funktion ρ : C → R≥0 zula¨ssige Metrik (fu¨r
L), falls ρ Borel-messbar ist und ∫
γ
ρ(z)|dz| ≥ 1
fu¨r alle Kurven γ ∈ L gilt.
Definition 2.4.2 (Extremale La¨nge) Sei L eine Menge von lokal rektifizierbaren Kur-
ven in der Ebene. Dann bezeichnen wir
λ(L) := 1
inf
 ∫⋃L ρ(z)2|dz|2 : ρ zula¨ssige Metrik

als die extremale La¨nge von L .
Bemerkung 2.4.1 Reziprok zur extremalen La¨nge ist in der obigen Situation der soge-
nannte Modul von L, der mit M(L) bezeichnet wird, das heißt
M(L) = inf

∫
⋃
L
ρ(z)2|dz|2 : ρ zula¨ssige Metrik
 .
Mit Hilfe der Substitutionsregel und des Transformationssatzes kann man leicht ein-
sehen, dass der Modul einer Menge von lokal rektifizierbaren Kurven konform invariant
ist. Es gilt also das folgende Lemma.
Lemma 2.4.1 Sei L eine Menge von lokal rektifizierbaren Kurven in der Ebene. Sei
F :
⋃L → F (⋃L) eine biholomorphe Abbildung. Dann gilt
λ(L) = λ(F (L))
mit F (L) := {F (γ) : γ ∈ L}.
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Lemma 2.4.2 Seien L1 und L2 zwei Mengen von lokal rektifizierbaren Kurven in der
Ebene mit L1 ⊂ L2. Dann gilt
λ(L1) ≥ λ(L2).
Wir betrachten nun den sogenannten Ahlforsschen Verzerrungssatz. Im Originalbeweis
des Satzes benutzte Ahlfors in [1] Methoden des Fla¨chen-La¨ngen-Prinzips von Gro¨tzsch.
Ein spa¨terer Beweis aus [2] basiert auf dem Konzept der extremalen La¨nge bzw. der dar-
aus abgeleiteten extremalen Distanz. Wir werden den Satz in dieser Arbeit nicht direkt
anwenden, aber wir werden mit Hilfe des zuvor definierten Begriffs der extremalen La¨nge
eine Modifikation des Satzes beweisen, die ein wichtiger Bestandteil im Beweis des Haupt-
satzes ist. Fu¨r die Formulierung des Verzerrungssatzes beno¨tigen wir noch die Definition
eines Streifengebietes.
Definition 2.4.3 (Streifengebiet) Sei S ⊂ C ein einfach zusammenha¨ngendes Gebiet.
Dann nennen wir S ein Streifengebiet, falls folgende beiden Bedingungen erfu¨llt sind.
1.) Es existiert eine stetige Kurve γ : ]0, 1[→ S mit
lim
t→0Re(γ(t)) = −∞ und limt→1Re(γ(t)) =∞ .
2.) Fu¨r alle x ∈ R existiert ein Lx ∈ R>0 derart, dass das lineare Maß jeder Komponente
von S ∩ {z ∈ C : Re(z) = x} kleiner gleich Lx ist.
Satz 2.4.1 (Ahlforsscher Verzerrungssatz) Sei S ein Streifengebiet und γ so wie in
Definition 2.4.3. Fu¨r alle x ∈ R sei θ(x) das lineare Maß von S ∩ {z ∈ C : Re(z) = x}.
Sei f eine auf S injektive und holomorphe Abbildung derart, dass f(S) ein parallel zur
reellen Achse verlaufendes Streifengebiet der Breite 1 ist und
lim
t→0Re
(
f(γ(t))
)
= −∞ sowie lim
t→1Re
(
f(γ(t))
)
=∞
gelten. Weiter seien x1, x2 ∈ R mit x1 < x2 und
Ei := {z ∈ S : Re(z) = xi}
fu¨r i ∈ {1, 2}. Es gelte
min{Re(f(z)) : z ∈ E2} ≥ max{Re(f(z)) : z ∈ E1}
und ∫ x2
x1
dx
θ(x)
≥ 1
2
.
Dann gilt
min
{
Re(f(z)) : z ∈ E2
}
−max
{
Re(f(z)) : z ∈ E1
}
≥
∫ x2
x1
dx
θ(x)
− 1
pi
ln 32 .
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2.5 Singularita¨ten der Umkehrfunktion
In diesem Abschnitt erla¨utern wir zuna¨chst die Begriffe der transzendenten und der al-
gebraischen Singularita¨t der Umkehrfunktion einer meromorphen Funktion. Daran an-
schließend stellen wir den Zusammenhang zwischen einer transzendenten Singularita¨t der
Umkehrfunktion und einem asymptotischen Wert her. Abschließend betrachten wir einen
Satz von Ahlfors, der eine Abscha¨tzung der Anzahl der direkten transzendenten Singu-
larita¨ten der Umkehrfunktion einer meromorphen Funktion mit Hilfe der Ordnung der
Funktion liefert.
Wie wir im Abschnitt 2.7 sehen werden, spielen die Singularita¨ten der Umkehrfunk-
tion eine zentrale Rolle in der Iterationstheorie. In dieser Arbeit sind sie zudem fu¨r die
Durchfu¨hrbarkeit des logarithmischen Variablenwechsels wichtig, den wir in Kapitel 3
einfu¨hren werden. Eine notwendige Voraussetzung hierfu¨r ist, dass die Menge der endli-
chen Singularita¨ten der Umkehrfunktion beschra¨nkt ist.
Definition 2.5.1 (Singularita¨t der Umkehrfunktion von f) Sei f : C → Cˆ eine
meromorphe Funktion. Sei a ∈ Cˆ und fu¨r alle r ∈ R>0 bezeichne D(a, r) den Kreis
um a mit Radius r bezu¨glich der spha¨rischen Metrik. Fu¨r alle r ∈ R>0 wa¨hlen wir eine
Komponente U(r) des Urbildes von f−1(D(a, r)) derart, dass
U(r1) ⊂ U(r2)
fu¨r alle r1, r2 ∈ R>0 mit r1 < r2 gilt.
Falls ⋂
r>0
U(r) 6= ∅
ist, so existiert ein z ∈ C mit ⋂r>0 U(r) = {z}. Es ist dann a = f(z) und fu¨r den Fall,
dass a ∈ C und f ′(z) 6= 0 oder a = ∞ und z ein einfacher Pol von f ist, nennen wir z
einen gewo¨hnlichen Punkt von f . Wenn hingegen a ∈ C und f ′(z) = 0 oder a = ∞
und z ein mehrfacher Pol von f ist, so nennen wir z einen kritischen Punkt von f und
a einen kritischen Wert von f . Wir sagen auch, dass der kritische Punkt z u¨ber a
liegt oder dass eine algebraische Singularita¨t u¨ber a liegt.
Falls ⋂
r>0
U(r) = ∅
ist, sagen wir, dass die Abbildung
U : R>0 → P(C), r 7→ U(r)
eine transzendente Singularita¨t der Umkehrfunktion von f definiert. Zur Ab-
ku¨rzung nennen wir U auch eine transzendente Singularita¨t von f und sagen, dass die
transzendente Singularita¨t U von f u¨ber a liegt. Wir nennen eine transzendente
Singularita¨t U direkt, falls ein r0 ∈ R>0 existiert mit f(z) 6= a fu¨r alle z ∈ U(r0).
Fu¨r den Fall, dass eine algebraische oder eine transzendente Singularita¨t u¨ber a liegt,
sagen wir auch, dass a eine Singularita¨t der Umkehrfunktion von f ist.
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Bemerkung 2.5.1 Als Beispiel fu¨r eine transzendenten Singularita¨t betrachte man die
Abbildung r 7→ {z ∈ C : Re(z) < −r}. Sie definiert fu¨r die Exponentialfunktion eine
direkte Singularita¨t u¨ber 0. Beispiele fu¨r kritische Werte sind etwa durch die Punkte 1
und −1 bei der Sinusfunktion gegeben.
Es ko¨nnen aber auch mehrere transzendente Singularita¨ten sowie kritische Punkte
u¨ber demselben Punkt liegen.
Zudem kann man analog zum obigen Konzept auch fu¨r eine Funktion f : G→ H mit
G ⊂ C und H ⊂ Cˆ den Begriff der Singularita¨t der Umkehrfunktion von f definieren.
Wir definieren nun den Begriff des asymptotischen Wertes und stellen im na¨chsten
Satz den Zusammenhang zum Begriff der transzendenten Singularita¨t her.
Definition 2.5.2 (Asymptotischer Wert) Sei f : C → Cˆ meromorph und a ∈ Cˆ.
Dann nennen wir a einen asymptotischen Wert von f , wenn eine gegen ∞ laufende
Kurve γ in C so existiert, dass
f(z)→ a
fu¨r z →∞, z ∈ Spur(γ) gilt. Wir nennen eine solche Kurve γ auch einen zu a geho¨rigen
asymptotischen Weg.
Falls U eine u¨ber einem Punkt a ∈ Cˆ liegende transzendente Singularita¨t einer mero-
morphen Funktion f ist, so la¨sst sich folgendermaßen ein zu a geho¨riger asymptotischer
Weg konstruieren. Zu einer Nullfolge (rn)n∈N wa¨hle man sich fu¨r alle n ∈ N Punkte
zn ∈ U(rn) und verbinde zn und zn+1 durch eine Kurve γn. Dann ist die aus den Kurven
γn zusammengesetzte Kurve γ ein zu a geho¨riger asymptotischer Weg, das heißt, a ist ein
asymptotischer Wert.
Falls hingegen a ein asymptotischer Wert einer meromorphen Funktion f ist, so exi-
stiert mindestens eine transzendente Singularita¨t von f u¨ber a. Man u¨berlege sich hierfu¨r,
dass fu¨r einen zu a geho¨rigen asymptotischen Weg γ und alle r ∈ R>0 das ”Endstu¨ck”
von γ, das aus den z ∈ Spur(γ) besteht, fu¨r die f(z) ∈ D(a, r) ist, eine Teilmenge von
f−1(D(a, r)) ist. Man definiert dann U(r) fu¨r alle r ∈ R>0 als die Komponente von
f−1(D(a, r)), die das
”
Endstu¨ck” von γ entha¨lt und erha¨lt auf diese Weise eine transzen-
dente Singularita¨t u¨ber a. Es gilt also der folgende Satz.
Satz 2.5.1 Sei f : C→ Cˆ meromorph und a ∈ Cˆ. Falls U eine u¨ber a liegende transzen-
dente Singularita¨t von f ist, so ist a ein asymptotischer Wert von f . Falls umgekehrt a ein
asymptotischen Wert von f ist, so existiert mindestens eine transzendente Singularita¨t U
von f u¨ber a.
Bemerkung 2.5.2 Fu¨r eine meromorphe Funktion f : C → Cˆ gilt mit der in Definiti-
on 2.5.1 eingefu¨hrten Bezeichnungsweise folglich, dass die Menge der Singularita¨ten der
Umkehrfunktion von f aus den kritischen und asymptotischen Werte von f besteht.
Falls a eine Singularita¨t der Umkehrfunktion von f ist, so gilt mit U(r) wie in Defini-
tion 2.5.1, dass die Abbildung f|U(r) : U(r)→ D(a, r) fu¨r kein r ∈ R>0 bijektiv ist, womit
sich die Namensgebung dieser Menge erkla¨ren la¨sst.
Den Zusammenhang zu der vielleicht ga¨ngigeren Methode der Definition einer Singu-
larita¨t der Umkehrfunktion liefert der folgende Satz.
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Satz 2.5.2 Sei f : C → Cˆ meromorph und a sei eine Singularita¨t der Umkehrfunktion
von f . Dann existieren ein Punkt w ∈ Cˆ, ein in einer Umgebung von w definierter Zweig
φ der Umkehrfunktion von f und ein w mit a verbindenden Weg γ : [0, 1] → Cˆ so, dass
φ fu¨r jedes t ∈ [0, 1[ la¨ngs des Weges γ |[0, t], jedoch nicht la¨ngs γ analytisch fortgesetzt
werden kann.
Falls a ein asymptotischer Wert ist, so gilt
φ(γ(t))→∞ fu¨r t→ 1.
Falls a ein kritischer Wert ist, so existiert z ∈ C mit f(z) = a derat, dass
φ(γ(t))→ z fu¨r t→ 1
gilt.
Wie wir in der Einleitung gesehen haben, ist die Hausdorff-Dimension der Juliamenge
einer ganzen transzendenten Funktion f aus der Klasse B nicht zwangsla¨ugfig gleich zwei.
Unser Ziel ist es zu zeigen, dass dies der Fall ist, falls die Funktion f zusa¨tzlich endliche
Ordnung hat, das heißt grob gesprochen, dass das Wachstumsverhalten der Funktion
fu¨r betragsma¨ßig große Werte in einem gewissen Sinne
”
kontrollierbar” ist. Wie wir in
Kapitel 3 sehen werden, ermo¨glicht uns die Endlichkeit der Ordnung von f eine im Beweis
des Hauptresultates zentrale Abscha¨tzung des Realteils der durch den logarithmischen
Variablenwechsel aus f abgeleiteten Funktion F .
Definition 2.5.3 (Ordnung einer Funktion) Sei f eine ganze Funktion. Wir setzen
fu¨r alle r ∈ R>0
M(r) := max{|f(z)| : |z| = r}.
Dann sagen wir, dass f endliche Ordnung hat, falls
ρ := lim sup
r→∞
ln
(
ln(M(r))
)
ln(r)
<∞
ist. In diesem Fall nennen wir ρ die Ordnung der Funktion f . Falls ρ = ∞ ist, sagen
wir, dass f keine endliche Ordnung hat.
Bemerkung 2.5.3 Um dem Leser ein Gefu¨hl dafu¨r zu vermitteln, welche ganzen Funk-
tionen endliche Ordnung haben und welche nicht, betrachten wir zuna¨chst die Abbildung
z 7→ exp(zd) fu¨r d ∈ N. Man kann leicht nachrechnen, dass die Ordnung dieser Funkti-
on gleich d ist. Allgemeiner ist fu¨r jedes Polynom P vom Grad d ∈ N die Ordnung der
Funktion z 7→ exp(P (z)) gleich d, wa¨hrend die Funktion z 7→ exp(exp(z)) keine endliche
Ordnung hat.
Der folgende Satz stammt von Ahlfors. Er liefert einen Zusammenhang zwischen der
Anzahl der direkten transzendenten Singularita¨ten einer Funktion und der Ordnung der
Funktion. Der Beweis selbst und der daraus resultierende Beweis der beru¨hmten Denjoy-
schen Vermutung finden sich zum Beispiel im Buch von Nevanlinna [23].
Satz 2.5.3 (Ahlfors) Die Anzahl der direkten transzendenten Singularita¨ten einer me-
romorphen Funktion der Ordnung ρ ist fu¨r ρ ≥ 1/2 ho¨chstens gleich 2ρ und fu¨r ρ < 1/2
ho¨chstens gleich 1.
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Folglich gilt fu¨r die Anzahl N der direkten Singularita¨ten einer meromorphen Funktion
f der Ordnung ρ stets N ≤ max{2ρ, 1}. Weiter kann man einer meromorphen Funktion
mit N ≥ 2 verschiedenen asymptotischen Werten mit Hilfe eines Satzes von Lindelo¨f
N verschiedene transzendente Singularita¨ten u¨ber ∞ zuordnen. Da eine ganze Funktion
den Wert ∞ nicht annimmt, ist in diesem Fall jede transzendente Singularita¨t u¨ber ∞
direkt. Somit folgt aus obigem Satz der folgende Satz, der auch als Denjoysche Vermutung
bekannt ist.
Satz 2.5.4 (Denjoy, Carleman, Ahlfors) Sei N ∈ N≥2 die Anzahl der verschiedenen
asymptotischen Werte einer ganzen Funktion f . Falls f endliche Ordnung ρ hat, so ist
N ≤ 2ρ.
Bemerkung 2.5.4 Denjoy selbst bewies zuna¨chst den Spezialfall, dass die zu den asym-
ptotischen Werten geho¨renden asymptotischen Wege vom Nullpunkt ausgehende Halb-
strahlen sind. Carleman zeigte, dass im allgemeinen Fall N kleiner gleich 5ρ ist. Ahlfors
schließlich bewies obigen Satz in [1].
Mit Hilfe dieses Satzes la¨sst es sich auch relativ leicht einsehen, dass die in der Einlei-
tung erwa¨hnten Funktionen der Form
f(z) =
∫ z
P (t) exp(Q(t))dt, z ∈ C
mit zwei Polynomen P,Q und p := grad(P ), q := grad(Q) aus der Arbeit von Taniguchi
tatsa¨chlich aus der Klasse B sind. Man kann nachrechnen, dass eine solche Funktion f
endliche Ordnung q hat. Nach dem vorangegangenen Satz besitzt f also nur endlich viele
asymptotische Werte. Da zudem die Anzahl der Nullstellen von f ′ ho¨chstens gleich p ist,
ist auch die Anzahl der kritischen Werte von f endlich. Folglich existieren nur endlich
viele Singularita¨ten der Umkehrfunktion von f , das heißt insbesondere, dass die Menge
der endlichen Singularita¨ten der Umkehrfunktion von f beschra¨nkt ist. Somit ist das in
der Einleitung genannte Resultat von Taniguchi auch ein Teilresultat des Satzes 1.1.1.
Ganze Funktionen, fu¨r die die Menge der Singularita¨ten der Umkehrfunktion endlich ist,
fasst man auch in der Klasse S, der sogenannten Speiserklasse, zusammen. Zur Bedeutung
dieser Funktionenklasse in der Iterationstheorie vergleiche man Abschnitt 2.7.
2.6 Hyperbolische Metrik
In diesem Abschnitt leiten wir ausgehend vom Lemma von Schwarz-Pick zuna¨chst den
Begriff der hyperbolischen Metrik auf einem einfach zusammenha¨ngenden Gebiet her. An-
schließend folgt ein U¨berblick u¨ber die wichtigsten Ergebnisse in diesem Kontext. Anders
als zumeist zuvor beweisen wir fast alle hier aufgefu¨hrten Lemmata, da wir keinen ge-
eigneten U¨bersichtsartikels finden konnten, in dem sie in der von uns gewu¨nschten Form
enthalten sind. Man findet Teile dieses Abschnitts in den Bu¨chern von Ahlfors [2] und
Beardon [7], die zudem eine allgemeinere Einfu¨hrung in dieses Themengebiet geben.
Lemma 2.6.1 (Schwarz-Pick) Sei f : D→ D eine holomorphe Abbildung. Dann gilt
|f ′(z)|
1− |f(z)|2 ≤
1
1− |z|2
fu¨r alle z ∈ D.
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Bemerkung 2.6.1 Fu¨r eine Mo¨biustransformation τ des Einheitskreises gilt stets Gleich-
heit im Lemma von Schwarz-Pick. Dies folgt mit Hilfe einer einfachen Rechnung aus der
Tatsache, dass in diesem Fall θ ∈ [0, 2pi[ und a ∈ D so existieren, dass τ eine Darstellung
der Form
τ(z) = exp(iθ)
z − a
1− az , z ∈ D
besitzt.
Definition 2.6.1 (Hyperbolische Metrik) Sei G ⊂ C ein einfach zusammenha¨ngen-
des Gebiet und f : D→ G eine biholomorphe Abbildung. Wir setzen
ρG : G×G→ R≥0, (w1, w2) 7→ inf
∫
γ
|(f−1)′(w)|
1− |f−1(w)|2 |dw|,
wobei das Infimum u¨ber alle rektifizierbaren Kurven γ in G gebildet wird, die w1 und w2
verbinden. Wir nennen ρG die hyperbolische Metrik auf G.
Bemerkung 2.6.2 Da sich alle anderen Funktionen, die D biholomorph auf G abbilden,
in der Form f ◦ τ mit einer Mo¨biustransformation des Einheitskreises τ darstellen lassen,
ist obige Definition nach Bemerkung 2.6.1 unabha¨ngig von der Wahl von f .
Man kann den Begriff der hyperbolischen Metrik auch fu¨r mehrfach zusammenha¨ngen-
de Gebiete sinnvoll verallgemeinern. Die biholomorphe Abbildung wird dabei durch eine
U¨berlagerungsabbildung ersetzt. Da fu¨r unsere Zwecke die obige Definition vollkommen
ausreicht, verzichten wir an dieser Stelle auf Details.
Die hyperbolische Metrik der rechten Halbebene la¨sst sich nach dem Buch von Beardon
[7] folgendermaßen darstellen.
Lemma 2.6.2 Fu¨r alle z1, z2 ∈ H ′ := {z ∈ C : Re(z) > 0} gilt
ρH′(z1, z2) = 2 arsinh
 |z1 − z2|
2
√
Re(z1)Re(z2)
 .
Insbesondere gilt
ρH′(z1, z2) = ln
(Re(z2)
Re(z1)
)
fu¨r alle z1, z2 ∈ H ′ mit Im(z1) = Im(z2) und Re(z1) < Re(z2).
Zur na¨heren Untersuchung der hyperbolischen Metrik bescha¨ftigen wir uns nun mit
dem Integranden des in Definition 2.6.1 auftauchenden Kurvenintegrals, der sogenann-
ten Dichte der hyperbolischen Metrik. Als Folgerung erhalten wir einen Beweis fu¨r die
konforme Invarianz der hyperbolischen Metrik. Des Weiteren scha¨tzen wir die Dichte der
hyperbolischen Metrik nach oben und unten ab, wodurch wir Abscha¨tzungen fu¨r die hy-
perbolische Metrik selbst bekommen.
Definition 2.6.2 (Dichte der hyperbolischen Metrik) Unter den Voraussetzungen
von Definition 2.6.1 nennt man die Abbildung
%G : G→ R≥0, w 7→ |(f
−1)′(w)|
1− |f−1(w)|2
die Dichte der hyperbolischen Metrik auf G.
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Bemerkung 2.6.3 Offensichtlich gilt
%D(z) =
1
1− |z|2
fu¨r alle z ∈ D.
Lemma 2.6.3 Seien G,H ⊂ C zwei einfach zusammenha¨ngende Gebiete und f : G→ H
eine holomorphe Abbildung. Dann gilt
%G(w) ≥ |f ′(w)| %H
(
f(w)
)
fu¨r alle w ∈ G.
Beweis: Sei w ∈ G. Weiter seien g : D→ G und h : D→ H biholomorphe Abbildungen.
Dann gilt
%G(w) =
∣∣∣(g−1)′(w)∣∣∣ %D(g−1(w)) (2.4)
und
%H
(
f(w)
)
=
∣∣∣(h−1)′(f(w))∣∣∣ %D(h−1(f(w))) (2.5)
nach Definition und Bemerkung 2.6.3. Da F : D → D, z 7→ (h−1 ◦ f ◦ g)(z) holomorph
ist, folgt aus dem Lemma von Schwarz-Pick, dass
|F ′(z)| %D(F (z)) ≤ %D(z)
fu¨r alle z ∈ D gilt. Da g−1(w) ∈ D ist, folgt hieraus
%D
(
g−1(w)
)
≥
∣∣∣F ′(g−1(w))∣∣∣ %D(h−1(f(w)))
=
∣∣∣(h−1)′(f(w))∣∣∣ |f ′(w)| ∣∣∣g′(g−1(w))∣∣∣ %D(h−1(f(w))) (2.6)
= |f ′(w)| %H
(
f(w)
) ∣∣∣g′(g−1(w))∣∣∣
mit Hilfe von (2.5) und der Definition von F . Aus (2.4) und (2.6) folgt somit
%G(w) =
∣∣∣(g−1)′(w)∣∣∣ %D(g−1(w))
≥
∣∣∣(g−1)′(w)∣∣∣ ∣∣∣g′(g−1(w))∣∣∣ |f ′(w)| %H(f(w))
= |f ′(w)| %H
(
f(w)
)
mit Hilfe der Formel fu¨r die Ableitung der Umkehrfunktion von g. Also gilt die Behauptung
des Lemmas 2.6.3 2
Da fu¨r zwei einfach zusammenha¨ngende Gebiete G,H ⊂ C mit G ⊂ H offensichtlich
die Identita¨t auf G eine holomorphe Abbildung von G nach H ist, folgt aus Lemma 2.6.3
unmittelbar das na¨chste Lemma.
Lemma 2.6.4 Seien G,H ⊂ C zwei einfach zusammenha¨ngende Gebiete mit G ⊂ H.
Dann gilt
%H(w) ≤ %G(w)
fu¨r alle w ∈ G.
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Falls in den Voraussetzungen von Lemma 2.6.3 die Funktion f sogar biholomorph
ist, so ist die im Beweis von Lemma 2.6.3 auftretende Funktion F : D → D ebenfalls
biholomorph, das heißt, dass F eine Mo¨biustransformation des Einheitskreises ist. Aus
Bemerkung 2.6.1 folgt somit die Gleichheit in (2.6). Folglich erhalten wir als eine weitere
Folgerung aus Lemma 2.6.3 das nachfolgende Lemma.
Lemma 2.6.5 Seien G,H ⊂ C zwei einfach zusammenha¨ngende Gebiete und f : G→ H
eine biholomorphe Abbildung. Dann gilt
%G(w) = |f ′(w)| %H
(
f(w)
)
fu¨r alle w ∈ G.
Mit Hilfe dieses Lemmas ko¨nnen wir leicht die konforme Invarianz der hyperbolischen
Metrik einsehen.
Lemma 2.6.6 Seien G,H ⊂ C zwei einfach zusammenha¨ngende Gebiete und f : G→ H
eine biholomorphe Abbildung. Dann gilt
ρG(w1, w2) = ρH
(
f(w1), f(w2)
)
fu¨r alle w1, w2 ∈ G.
Beweis: Seien w1, w2 ∈ G und γ eine rektifizierbare Kurve in G, die w1 und w2 verbindet.
Dann gilt ∫
γ
%G(w) |dw| =
∫
γ
|f ′(w)| %H(f(w)) |dw| =
∫
f(γ)
%H(v) |dv|
mit Hilfe von Lemma 2.6.5 und der Substitutionsregel. Die Behauptung des Lemmas 2.6.6
folgt somit aus der Definition der hyperbolischen Metrik, da f(γ) eine rektifizierbare Kurve
in H ist, die f(w1) und f(w2) verbindet. 2
Es folgen nun Abscha¨tzungen fu¨r die Dichte der hyperbolischen Metrik nach oben und
unten.
Lemma 2.6.7 Sei G ⊂ C ein einfach zusammenha¨ngendes Gebiet. Dann gilt
%G(w) ≥ 1
4 dist(w, ∂G)
fu¨r alle w ∈ G.
Beweis: Sei w ∈ G. Weiter sei f : D→ G biholomorph mit f(0) = w. Dann gilt
%G(w) =
∣∣∣(f−1) ′(w)∣∣∣ %D(f−1(w)) = ∣∣∣(f−1) ′(w)∣∣∣ %D(0) = ∣∣∣(f−1) ′(w)∣∣∣.
Da f biholomorph ist, folgt aus dem Koebeschen 1/4-Satz, dass
G = f(D) ⊃ B
(
f(0),
1
4
|f ′(0)|
)
= B
(
w,
1
4
|f ′(0)|
)
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gilt, das heißt
1
4
|f ′(0)| ≤ dist(w, ∂G).
Es folgt ∣∣∣(f−1) ′(w)∣∣∣ = 1|f ′(0)| ≥ 14 dist(w, ∂G) .
Also gilt die Behauptung des Lemmas 2.6.7. 2
Lemma 2.6.8 Sei G ⊂ C ein einfach zusammenha¨ngendes Gebiet. Dann gilt
%G(w) ≤ 1
dist(w, ∂G)
fu¨r alle w ∈ G.
Beweis: Sei w ∈ G. Wir setzen r := dist(w, ∂G). Dann ist B(w, r) ⊂ G. Es folgt
%G(w) ≤ %B(w,r)(w)
mit Hilfe von Lemma 2.6.4. Also reicht es zu zeigen, dass
%B(w,r)(w) =
1
dist(w, ∂G)
ist. Sei dazu f : D→ B(w, r), z 7→ zr + w. Dann ist f biholomorph. Weiter gilt
f−1(z) =
z
r
− w
r
fu¨r alle z ∈ B(w, r). Es folgt
%B(w,r)(w) =
∣∣∣(f−1) ′(w)∣∣∣ %D(f−1(w)) = 1
r
%D(0) =
1
r
.
Also gilt die Behauptung des Lemmas 2.6.8. 2
2.7 Grundlagen aus der Iterationstheorie
In diesem Abschnitt definieren wir zuna¨chst die fu¨r die Iterationstheorie grundlegenden
Begriffe der Normalita¨t einer Familie von Funktionen sowie der Fatou- und Juliamen-
ge einer ganzen Funktion. Daran anschließend geben wir einen kurzen Einblick in die
Iterationstheorie.
Definition 2.7.1 (Normale Familien) Sei G ⊂ Cˆ offen und F eine Familie von Funk-
tionen von G nach Cˆ. Dann heißt F normal, falls jede Folge in F eine lokal gleichma¨ßig
konvergente Teilfolge besitzt. Fu¨r z0 ∈ G heißt F normal in z0, falls eine Umgebung U
von z0 so existiert, dass {f|U : f ∈ F} normal ist.
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Bemerkung 2.7.1 Wir bezeichnen im Folgenden die n-te Iterierte von f mit fn, das
heißt
fn := f ◦ . . . ◦ f︸ ︷︷ ︸
n-mal
fu¨r alle n ∈ N.
Definition 2.7.2 (Fatou- und Juliamenge) Sei f : C→ C eine ganze Funktion. Dann
heißt
F(f) :=
{
z ∈ C : {fn : n ∈ N} ist normal in z
}
die Fatoumenge von f und
J (f) := C \ F(f)
die Juliamenge von f .
Bemerkung 2.7.2 Die Fatoumenge besteht also aus den Punkten, in denen die Familie
der Iterierten von f normal ist. Folglich existiert fu¨r alle z ∈ F(f) eine Umgebung U von
z derart, dass die Folge der Iterierten von f eingeschra¨nkt auf U , das heißt (fn |U)n∈N,
eine lokal gleichma¨ßig konvergente Teilfolge besitzt. Wir benutzen daher im Folgenden
auch die Formulierung, dass die Folge der Iterierten von f normal in z ist.
In manchen Fa¨llen wird bei der Definition der Fatou- und Juliamenge anstatt der
komplexen Ebene auch die Riemannsche Spha¨re betrachtet, was fu¨r rationale Funktionen
geeigneter ist. Fu¨r transzendente Funktionen besteht in diesem Fall der einzige Unter-
schied darin, dass ∞ dann zusa¨tzlich zur Juliamenge geho¨rt.
Aus der obigen Definition folgt, dass die Fatoumenge offen und die Juliamenge ab-
geschlossen ist. Sie sind beide invariant unter f . Falls f nicht konstant und keine Mo¨bi-
ustransformation ist, was wir im Folgenden immer annehmen, ist die Juliamenge nicht
leer, perfekt und falls sie ungleich der der komplexen Ebene ist, besitzt sie leeres Inneres.
Das Verhalten von Punkten aus derselben Fatoukomponente a¨hnelt sich aufgrund
der Normalita¨t der Iteriertenfolge von f . Der Klassifikationssatz liefert zusa¨tzlich eine
vollsta¨ndige Beschreibung dieses Verhaltens in periodischen und somit auch pra¨periodi-
schen Komponenten der Fatoumenge. Dabei bezeichnet man eine Komponente der Fatou-
menge als pra¨periodisch, falls sie durch eine Iterierte von f in eine periodische Kompo-
nente der Fatoumenge abgebildet wird. Der Klassifikationssatz unterteilt die periodischen
Komponenten der Fatoumenge in Bo¨ttcher-, Schro¨der-, Leau-, Bakergebiete, Hermanrin-
ge und Siegelscheiben. Sei U eine periodische Komponente der Fatoumenge der Periode
p. Dann wird U als Bo¨ttchergebiet bezeichnet, falls U einen periodischen Punkt z der
Periode p derart entha¨lt, dass der Multiplikator λ := (fp)′(z) von z gleich 0 ist. Falls U
einen periodischen Punkt z der Periode p derart entha¨lt, dass der Multiplikator λ von z
betragsma¨ßig kleiner 1 aber ungleich 0 ist, nennt man U ein Schro¨dergebiet. Sowohl fu¨r
ein Bo¨ttcher- als auch fu¨r ein Schro¨dergebiet U gilt dann
fnp |U → z fu¨r n→∞.
Entha¨lt ∂U einen periodischen Punkt z der Periode p mit Multiplikator 1 derart, dass
fnp |U → z fu¨r n→∞
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gilt, so heißt U Leaugebiet. Weiter bezeichnen wir U als Bakergebiet, falls
fnp |U →∞ fu¨r n→∞
gilt. Die sogenannten singula¨ren Gebiete, der Hermanring und die Siegelscheibe, lassen
sich wie folgt beschreiben. Falls eine bijektive meromorphe Abbildung ϕ : D→ U und ein
α ∈ R \Q so existieren, dass
ϕ(λz) = fp(ϕ(z))
fu¨r λ := exp(2piiα) und alle z ∈ D gilt, nennen wir U eine Siegelscheibe. Schließlich
bezeichnen wir U als Hermanring, falls r, R > 0 mit r < R, eine bijektive meromorphe
Abbildung ϕ : {z ∈ C : r < |z| < R} → U und ein α ∈ R \Q so existieren, dass
ϕ(λz) = fp(ϕ(z))
fu¨r λ := exp(2piiα) und alle r < |z| < R gilt. Es la¨sst sich jedoch zeigen, dass bei ganzen
Funktionen keine Hermanringe auftreten.
Der Klassifikationssatz wird um so bedeutsamer fu¨r rationale Funktionen, da hier nach
dem Satz von Sullivan keine wandernden Gebiete existieren, das heißt, jede Komponente
der Fatoumenge ist pra¨periodisch und wird somit durch eine Iterierte auf eine periodische
Komponente abgebildet, welche dann von einem der oben beschriebenen Typen ist. Zudem
vereinfacht sich der Klassifikationssatz fu¨r rationale Funktionen, da keine Bakergebiete
auftreten ko¨nnen.
Das Iterationsverhalten einer Funktion f wird in hohem Maße von der Menge der Sin-
gularita¨ten der Umkehrfunktion bzw. der postkritische Menge von f beeinflusst. Dabei
ist die letztgenannte Menge der Abschluss der Vereinigung u¨ber die Menge aller Bilder
von Elementen aus der Menge der Singularita¨ten der Umkehrfunktion von f unter einer
Iterierten von f . Sowohl Zykel von Bo¨ttcher-, Schro¨der- als auch Leaugebieten haben
einen nichtleeren Schnitt mit der Menge der Singularita¨ten der Umkehrfunktion von f .
Fu¨r einen Zykel von Bakergebieten gilt dies nicht zwangsla¨ufig, aber es gibt gewisse Kri-
terien, unter denen das der Fall ist. Man vergleiche hierzu die Arbeit von W. Bergweiler
[9]. Fu¨r ein singula¨res Gebiet gilt, dass der Rand dieser Fatoukomponente eine Teilmenge
der postkritischen Menge ist. Allgemein lassen sich somit alleine durch die Betrachtung
der Menge der Singularita¨ten der Umkehrfunktion bzw. der postkritischen Menge Ru¨ck-
schlu¨sse auf das Iterationsverhalten der Funktion auf der Fatoumenge ziehen. In manchen
Fa¨llen wird es dadurch schon komplett bestimmt. Da rationale Funktionen keine asym-
ptotischen Werte besitzen, besteht die Menge der Singularita¨ten der Umkehrfunktion hier
zudem einzig aus den kritischen Werten.
Eine weitere wichtige Klasse von Funktionen, die in diesem Zusammenhang betrachtet
wird, ist die in Abschnitt 2.5 schon kurz erwa¨hnte Speiserklasse S. Sie besteht aus allen
ganzen Funktionen, fu¨r die die Menge der Singularita¨ten der Umkehrfunktionen endlich
ist. Man kann den Beweis des Satzes von Sullivan dahingehend verallgemeinern, dass
auch fu¨r eine Funktion f ∈ S folgt, dass die Fatoumenge von f keine wandernden Gebiete
entha¨lt. Eine ausfu¨hrliche Betrachtung der Klasse S findet sich in der Arbeit von A.
Eremenko und M. Lyubich [14].
Im Vergleich zur Fatoumenge ist das Iterationsverhalten fu¨r Punkte aus der Julia-
menge viel komplizierter. In jeder Umgebung eines Punktes liegen sowohl Punkte, deren
Vorwa¨rtsorbit dicht in der Juliamenge liegt, als auch abstoßende periodische Punkte der
Funktion. Letzteres folgt aus der Tatsache, dass die Juliamenge einer Funktion f gleich
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dem Abschluss der Menge der abstoßenden periodischen Punkte von f ist. P. Fatou und G.
Julia bewiesen den zugeho¨rigen Satz unabha¨ngig voneinander fu¨r rationale Funktionen in
ihren Arbeiten [16] bzw. [19] und legten den Grundstein fu¨r die heutige Iterationstheorie.
Wir verzichten hier auf eine ausfu¨hrlichere Einfu¨hrung in das Gebiet der komplexen
Dynamik, da es zum weiteren Versta¨ndnis der Arbeit nicht erforderlich ist. Es sei aber
auf die Bu¨cher von A. F. Beardon [6], J. Milnor [22] und N. Steinmetz [33] verwiesen,
die einen tieferen Einblick in die Theorie liefern. Die dort betrachteten Funktionen sind
rational, aber die Konzepte gelten auch fu¨r transzendente Funktionen. Man vergleiche in
diesem Zusammenhang die Arbeit von W. Bergweiler [8].
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Kapitel 3
Der logarithmische Variablenwechsel
In diesem Kapitel erkla¨ren wir zuna¨chst den sogenannten logarithmischen Variablenwech-
sel fu¨r eine ganze transzendente Funktion aus der Klasse B. Viele der folgenden Aussagen
sind allgemein bekannt. Hierfu¨r sei insbesondere auf die Arbeit von Eremenko und Lyu-
bich [14] verwiesen. Wir verzichten deshalb auf die zugeho¨rigen Beweise. Im zweiten Teil
des Kapitels zeigen wir, dass bei einer ganzen transzendenten Funktion aus der Klasse B
die Juliamenge nicht nur die entkommende Menge umfasst, sondern auch die Menge der
Punkte, die unter Iteration betragsma¨ßig
”
groß” bleiben.
3.1 Der logarithmische Variablenwechsel
in der Klasse B
Im Folgenden werden wir fu¨r eine ganze Funktion f die Menge der endlichen Singularita¨ten
der Umkehrfunktion von f mit sing(f−1) bezeichnen.
Definition 3.1.1 (Die Funktionenklasse B) Wir bezeichnen mit B die Klasse ganzer
Funktionen, fu¨r die die Menge sing(f−1) beschra¨nkt ist.
Die beiden folgenden Sa¨tze stammen aus der Arbeit von Eremenko und Lyubich [14].
Detailliertere Beweise finden sich auch in den Arbeiten von Bock [11] und Schubert [28].
Satz 3.1.1 Sei f ∈ B eine ganze transzendente Funktion. Sei δ= δ(f) ∈ R>1 so, dass
sing(f−1) ⊂ B(0, δ/2) und |f(0)| < δ ist. Sei
A := C \B(0, δ) und G := f−1(A).
Dann ist jede Zusammenhangskomponente von G einfach zusammenha¨ngend und berandet
von einer nicht geschlossenen analytischen Kurve, deren beide Enden nach ∞ laufen.
Wir werden die Zusammenhangskomponenten von G im Folgenden als Tracts be-
zeichnen.
Satz 3.1.2 (Der logarithmische Variablenwechsel in der Klasse B) Es seien die
Voraussetzungen von Satz 3.1.1 gegeben. Weiter sei U das Urbild von G unter der Expo-
nentialfunktion und
H := {z ∈ C : Re(z) > ln(δ)}.
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Dann existiert eine holomorphe Funktion F : U → H mit
f ◦ exp|U = exp ◦ F, (3.1)
deren Einschra¨nkung auf jede Zusammenhangskomponente von U biholomorph ist. Man
bezeichnet F als die durch den logarithmischen Variablenwechsel aus f abge-
leitete Funktion.
Wir werden die Zusammenhangskomponenten von U im Folgenden auch als logarith-
mische Tracts bezeichnen.
Bemerkung 3.1.1 Nach Satz 3.1.1 ist |f(0)| < δ. Also existiert ein ε ∈ R>0 so, dass
B(0, ε) ∩G = ∅ ist. Da G = exp(U) ist, folgt, dass ein x ∈ R so existiert, dass
Re(z) ≥ x
fu¨r alle z ∈ U gilt. Wir erhalten somit, dass alle logarithmischen Tracts in der Halbebene
{z ∈ C : Re(z) ≥ x} enthalten sind.
Bemerkung 3.1.2 Unter den Voraussetzungen von Satz 3.1.2 gilt
(fn ◦ exp)(z) = (exp ◦ F n)(z)
fu¨r die durch den Satz definierte Funktion F , alle n ∈ N und alle z ∈ U , fu¨r die die rechte
Seite der Gleichung definiert ist.
Das Iterationsverhalten von F la¨sst somit Ru¨ckschlu¨sse auf das von f zu und umge-
kehrt. Der
”
Vorteil” der Funktion F im Vergleich zur Funktion f ist, dass die erstgenannte
eingeschra¨nkt auf einen logarithmischen Tract biholomorph ist. Folglich sind hier die Sa¨tze
von Koebe anwendbar. Eine wichtige Rolle im Beweis des na¨chsten Lemmas aus [14] spielt
beispielsweise der Koebesche 1/4-Satz.
Lemma 3.1.1 Sei δ so definiert wie in Satz 3.1.1. Weiter seien U und F so definiert
wie in Satz 3.1.2. Dann gilt
|F ′(z)| ≥ 1
4pi
(
Re(F (z))− ln(δ)
)
fu¨r alle z ∈ U .
Im Beweis des Lemmas 3.1.1 verwenden Eremenko und Lyubich zuna¨chst den Koebe-
schen 1/4-Satz, um die folgende Abscha¨tzung zu zeigen, aus der dann das obige Lemma
mit Hilfe des Satzes u¨ber die Ableitung der Umkehrfunktion folgt.
Lemma 3.1.2 Sei δ so definiert wie in Satz 3.1.1. Weiter seien U,H und F so definiert
wie in Satz 3.1.2 und W eine Zusammenhangskomponente von U . Dann gilt
∣∣∣((F|W )−1)′(z)∣∣∣ ≤ 4piRe(z)− ln(δ)
fu¨r alle z ∈ H.
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Man beachte, dass wir bei den bisherigen Sa¨tzen und Lemmata in diesem Kapitel nicht
vorausgesetzt haben, dass die Funktion f endliche Ordnung hat. Falls dies der Fall ist, so
ist die Anzahl der Zusammenhangskomponenten von G endlich. Dies folgt unmittelbar aus
Satz 2.5.3 mit Hilfe der Tatsache, dass man jedem Tract auf kanonische Weise mindestens
eine direkte transzendente Singularita¨t der Umkehrfunktion zuordnen kann. Es gilt also
folgender Satz.
Satz 3.1.3 Es seien die Voraussetzungen von Satz 3.1.1 gegeben. Zusa¨tzlich habe f end-
liche Ordnung. Dann ist die Anzahl der Tracts endlich.
Des Weiteren folgt unter der zusa¨tzlichen Voraussetzung der Endlichkeit der Ordnung
von f auch eine Abscha¨tzung des Realteils von F . Aufgrund der essentiellen Bedeutung
dieser Abscha¨tzung fu¨r den Beweis des Hauptsatzes beweisen wir sie an dieser Stelle.
Satz 3.1.4 Es seien die Voraussetzungen der Sa¨tze 3.1.1 und 3.1.2 gegeben. Zusa¨tzlich
habe f endliche Ordnung ρ. Sei F die aus f durch den logarithmischen Variablenwechsel
abgeleitete Funktion. Dann existiert eine Konstante A ∈ R>0 so, dass
Re(F (z)) ≤ exp(ARe(z))
fu¨r alle z ∈ U gilt.
Beweis: Sei ε ∈ R>0. Da f endliche Ordnung ρ hat, existiert ein r(ε) ∈ R>0 so, dass
ln
(
ln(M(r))
)
ln(r)
< ρ+ ε (3.2)
fu¨r alle r ∈ R>0 mit r > r(ε) gilt. Sei z ∈ U . Dann ist exp(z) ∈ G. Sei s := | exp(z)| und
ohne Beschra¨nkung der Allgemeinheit gelte s > r(ε). Aus (3.2) folgt
ρ+ ε >
ln
(
ln
(
|f(exp(z))|
))
ln(| exp(z)|)
=
ln
(
ln
(
| exp(F (z))|
))
ln
(
exp(Re(z))
)
=
ln
(
ln
(
exp
(
Re(F (z))
)))
Re(z)
mit Hilfe von Satz 3.1.2. Also gilt
ln
(
Re(F (z))
)
< (ρ+ ε) Re(z),
das heißt
Re(F (z)) < exp
(
(ρ+ ε) Re(z)
)
.
Hieraus folgt die Behauptung des Satzes 3.1.4. 2
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3.2 Eine Teilmenge der Juliamenge
Mit Hilfe des logarithmischen Variablenwechsels und Lemma 3.1.2 beweisen Eremenko
und Lyubich folgenden Satz in [14].
Satz 3.2.1 Sei f ∈ B eine ganze transzendente Funktion und z ∈ C. Falls
lim
n→∞ f
n(z) = ∞
gilt, so ist z ∈ J (f).
Nach dem obigen Satz ist also bei einer ganzen transzendenten Funktion f aus der
Klasse B die sogenannte entkommende Menge
I(f) := {z ∈ C : fn(z)→∞ fu¨r n→∞}
eine Teilmenge der Juliamenge. Wir werden spa¨ter im Beweis des Hauptsatzes eine Men-
ge konstruieren, deren Hausdorff-Dimension je nach Ansatz der Konstruktion beliebig
nahe zwei ist. Diese Menge ist zwar keine Teilmenge der entkommenden Menge aber
dem na¨chsten Satz zufolge eine Teilmenge der Juliamenge. Der Satz stellt zwar eine
Verscha¨rfung des obigen Satzes dar, der Beweis folgt aber derselben Idee.
Satz 3.2.2 Sei f ∈ B eine ganze transzendente Funktion. Weiter sei δ = δ(f) so wie in
Satz 3.1.1 definiert und a ∈ R>0 mit a > exp(8pi + ln(δ)). Dann gilt
{z ∈ C : lim inf
n→∞ |f
n(z)| ≥ a} ⊂ J (f).
Beweis: Sei z0 ∈ C mit
lim inf
n→∞ |f
n(z0)| ≥ a.
Annahme : z0 ∈ F(f).
Dann ist die Folge der Iterierten normal in z0, das heißt, dass eine Teilfolge der auf ei-
ne Umgebung von z0 eingeschra¨nkten Iteriertenfolge lokal gleichma¨ßig konvergiert. Ohne
Beschra¨nkung der Allgemeinheit sei die Einschra¨nkung der Iteriertenfolge auf diese Um-
gebung schon lokal gleichma¨ßig konvergent. Sei a′ ∈ R>0 mit a > a′ > exp(8pi + ln(δ)).
Dann existiert zu a′ ein ε ∈ R>0 so, dass
lim inf
n→∞ |f
n(z)| ≥ a′
fu¨r alle z ∈ B(z0, ε) gilt. Sei a′′ ∈ R>0 mit a′ > a′′ > exp(8pi + ln(δ)). Dann existiert zu
a′′ ein n0 ∈ N mit
|fn(z)| > a′′ (3.3)
fu¨r alle n ∈ N mit n ≥ n0 und z ∈ B(z0, ε). Ohne Beschra¨nkung der Allgemeinheit sei
n0 = 0. Wir definieren
B0 := B(z0, ε) und Bn := f
n(B0)
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fu¨r alle n ∈ N. Sei U wie in den Voraussetzungen von Satz 3.1.2 definiert und C0 eine
Komponente von {z ∈ U : exp(z) ∈ B0}. Weiter sei F die durch den logarithmischen
Variablenwechsel aus f abgeleitete Funktion und
Cn := F
n(C0)
fu¨r alle n ∈ N. Aus Bemerkung 3.1.2 und (3.3) folgt, dass
exp(F n(C0)) = f
n(exp(C0)) = f
n(B0) = Bn ⊂ C \B(0, a′′)
fu¨r alle n ∈ N gilt. Folglich ist
exp
(
Re(F n(z))
)
= | exp(F n(z))| > a′′
fu¨r alle n ∈ N, z ∈ C0, das heißt
Re(F n(z)) > ln(a′′). (3.4)
Nach Lemma 3.1.1 gilt
|F ′(z)| ≥ 1
4pi
(
Re(F (z))− ln(δ)
)
fu¨r alle z ∈ U . Daraus folgt mit (3.4) und der Wahl von a′′, dass
|(F n)′(z)| = |(F ◦ F n−1)′(z)|
= |F ′(F n−1(z))| |(F n−1)′(z)|
≥ 1
4pi
(
Re(F n−1(z))− ln(δ)
)
|(F n−1)′(z)|
>
1
4pi
(
ln(a′′)− ln(δ)
)
|(F n−1)′(z)|
> 2 |(F n−1)′(z)|
fu¨r alle n ∈ N≥2, z ∈ C0 gilt. Induktiv folgt
|(F n)′(z)| > 2n (3.5)
fu¨r alle n ∈ N, z ∈ C0. Sei nun c0 ∈ C0 und cn := F n(c0) ∈ Cn fu¨r alle n ∈ N. Sei
dn := sup{r ∈ R>0 : B(cn, r) ⊂ Cn}
fu¨r alle n ∈ N0. Da Cn ⊂ U ist und U nach Definition keine vertikalen Segmente der
La¨nge 2pi entha¨lt, gilt dann
dn ≤ pi (3.6)
fu¨r alle n ∈ N0. Andererseits ist F n |C0 : C0 → Cn fu¨r alle n ∈ N0 eine biholomorphe
Abbildung, so dass
dn ≥ 1
4
|(F n)′(c0)| d0 ≥ 2n−2d0
nach dem Koebeschen 1/4-Satz und (3.5) gilt. Dies ist ein Widerspruch zu (3.6). Also ist
die Annahme falsch und es gilt die Behauptung des Satzes 3.2.2. 2
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Kapitel 4
Eine
”
geschachtelte” Menge
Das Ziel dieses Kapitels ist es, zu einer ganzen transzendenten Funktion f aus der Klas-
se B mit endlicher Ordnung und gegebenem M ∈ N eine Teilmenge der im vorherigen
Kapitel im Zusammenhang mit dem logaritmischen Variablenwechsel von f definierten
Menge U zu konstruieren, deren Hausdorff-Dimension gro¨ßer als 2− c/M fu¨r eine einzig
von f abha¨ngige Konstante c ∈ R>0 ist. Im ersten Abschnitt beschreiben wir die Kon-
struktion dieser Menge und geben die zugeho¨rige Abscha¨tzung der Hausdorff-Dimension
in Form des Satzes 4.1.1. Dabei pra¨zisieren wir zuna¨chst die Notationen des logarithmi-
schen Variablenwechsels, da nach Satz 3.1.3 die Anzahl der Tracts von f endlich ist. Im
Zweiten Abschnitt des Kapitels beweisen wir einige technischen Lemmata, die wir spa¨ter
im Beweis des Satzes 4.1.1 beno¨tigen, der dann im letzten Abschnitt erfolgt. Durch diese
Anordnung soll eine gro¨ßere Transparenz der eigentlichen Beweisidee erreicht werden.
4.1 Die Konstruktion
Sei f ∈ B eine ganze transzendente Funktion und f habe endliche Ordnung. Seien δ ∈ R>1
und die Mengen A,G,U und H so definiert wie in den Sa¨tzen 3.1.1 und 3.1.2. Sei R die
Anzahl der Tracts. Dann ist R nach Satz 3.1.3 endlich. Wir setzen
R := {1, . . . , R}
und bezeichnen die Tracts im Folgenden mit Tr, r ∈ R. Fu¨r alle r ∈ R sei Lr0 ein lo-
garitmischer Tract mit exp(Lr0) = Tr, das heißt, L
r
0 ist eine einfach zusammenha¨ngende
Teilmenge von U , die keine vertikalen Segmente der La¨nge 2pi entha¨lt. Ohne Beschra¨nkung
der Allgemeinheit gelte
dist(Lr0, L
r′
0 ) ≤ 2pi
fu¨r alle r, r′ ∈ R. Aufgrund der 2pii-Periodizita¨t der Exponentialfunktion gilt
exp(Lr0 + 2piis) = Tr
fu¨r alle r ∈ R, s ∈ Z. Wir setzen
Lrs := L
r
0 + 2piis
fu¨r alle r ∈ R, s ∈ Z. Dann gilt
U =
⋃
r∈R, s∈Z
Lrs.
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Sei F : U → H die durch den logarithmischen Variablenwechsel aus f abgeleitete Funk-
tion. Dann ist F|Lrs : L
r
s → H nach Satz 3.1.2 fu¨r alle r ∈ R, s ∈ Z biholomorph. Wir
setzen
Grs :=
(
F|Lrs
)−1
fu¨r alle s ∈ Z, r ∈ R.
Zum besseren Versta¨ndnis der folgenden bloßen Definition unserer
”
geschachtelten”
Menge beschreiben wir an dieser Stelle zuna¨chst die Konstruktion.
Konstruktionsanleitung Zu einem vorgegebenen M ∈ N bezeichnen wir fu¨r alle
m ∈ N≥M und j ∈ Z mit Km,j ein abgeschlossenes achsenparalleles Quadrat mit Sei-
tenla¨nge 2m − 2 und von m und j abha¨ngiger Lage in der rechten Halbebene. Dabei ist
der Abstand von Km,j zur imagina¨ren Achse gleich 2
m+1. Mit wachsendem Abstand zur
imagina¨ren Achse wa¨chst also auch die Seitenla¨nge der Quadrate. Falls j ≥ 0 ist, liegt
Km,j zudem in der oberen Halbebene und der Abstand von Km,j zur reellen Achse ist
gleich j 2m+1. Falls j < 0 ist, liegt Km,j hingegen in der unteren Halbebene und der Ab-
stand zur reellen Achse ist gleich |(j+1) 2m+1|. Die Menge all dieser Quadrate bezeichnen
wir mit K0. Da zwei Quadrate aus K0 mindestens den Abstand zwei zueinander haben,
sind sie insbesondere disjunkt. Wir definieren dann im na¨chsten Schritt eine Menge K1,
die aus allen zusammenha¨ngenden Teilmengen von Quadraten aus K0 besteht, die unter
der Funktion F auf ein Quadrat aus K0 abgebildet werden. Induktiv definieren wir dann
fu¨r alle n ∈ N die Menge Kn+1 als die Menge aller zusammenha¨ngenden Teilmengen von
Kn, die unter F auf ein Element aus Kn abgebildet werden. Anders ausgedru¨ckt besteht
die Menge Kn fu¨r alle n ∈ N aus den zusammenha¨ngenden Teilmengen der Quadrate aus
K0, die unter F n auf ein Quadrat aus K0 abgebildet werden. Fu¨r alle m ∈ N≥M , j ∈ Z
und n ∈ N bezeichnen wir mit Kn(m, j) die Menge der Elemente aus Kn, die im Quadrat
Km,j enthalten sind. Mit der bei der Definition der Nesting conditions 2.3.4 eingefu¨hrten
Notation ko¨nnen wir unsere
”
geschachtelte Menge” dann fu¨r beliebiges m ∈ N≥M , j ∈ Z
definieren als
⋂∞
n=1Kn(m, j).
Sei M ∈ N so groß gewa¨hlt, dass
1.) 2M − ln(δ) > 46,
2.) 2M
√
2 ≤ 3(2M−1)− ln(δ),
3.) 2M > 5 ln(δ),
4.) (2
M−48)2
2M+1−24 ≥ 2
M
3
,
5.) 1
6pi
(
1− 48+2pi
2M
)
≥ 1
20
,
6.) ln
(
2M − ln(δ)
)
− ln(4pi) ≥ 1
2
M ln 2
ist. Wir verwenden spa¨ter in dieser Arbeit explizit die obigen Abscha¨tzungen. Es la¨sst
sich jedoch nachrechnen, dass 1.) - 6.) gelten, falls
M ≥ max
{
10 ,
2 ln(4pi + ln(δ))
ln 2
}
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ist.
Wir definieren
Km,j := {z ∈ C : Re(z) ∈ [2m + 1, 2m+1 − 1], Im(z) ∈ [j 2m + 1, (j + 1) 2m − 1]}
und
Im,j := {(r, s) ∈ R× Z : Grs(Km,j) ⊂ Km′,j′ fu¨r m′ ∈ N≥M , j′ ∈ Z}
fu¨r alle m ∈ N≥M , j ∈ Z. Weiter definieren wir induktiv
K0 := {Km,j : m ∈ N≥M , j ∈ Z}
und
Kn+1 := {Grs(K) : K ∈ Kn, (r, s) ∈ Im,j mit K ⊂ Km,j}
fu¨r alle n ∈ N0. Weiter sei
Kn(m, j) := {K ∈ Kn : K ⊂ Km,j}
fu¨r alle n ∈ N,m ∈ N≥M , j ∈ Z. Schließlich setzen wir zur Abku¨rzung noch
Kn :=
⋃
K∈ Kn
K
fu¨r alle n ∈ N und
Kn(m, j) :=
⋃
K∈ Kn(m,j)
K
fu¨r alle n ∈ N,m ∈ N≥M , j ∈ Z.
Satz 4.1.1 Es existiert eine Konstante c ∈ R>0 so, dass
HD
( ∞⋂
n=1
Kn(m, j)
)
≥ 2− c
M
fu¨r alle m ∈ N≥M , j ∈ Z gilt.
Bemerkung 4.1.1 Die Konstante c aus obigem Satz ha¨ngt einzig von der Funktion f
ab.
4.2 Technische Lemmata
Um zu gegebenem m ∈ N≥M , j ∈ Z die Hausdorff-Dimension der Menge ⋂∞n=1Kn(m, j)
abscha¨tzen zu ko¨nnen, verwenden wir spa¨ter im Beweis des Satzes 4.1.1, dass die Folge
(Kn(m, j))n∈N die Nesting conditions aus Definition 2.3.4 erfu¨llt. Vorangiges Ziel dieses
Abschnitts ist es, fu¨r alle n ∈ N
”
geeignete” Konstanten ∆n so zu finden, dass
dens
(
Kn+1(m, j), K
)
≥ ∆n
fu¨r alle K ∈ Kn(m, j) gilt. Es wird sich zeigen, dass wir darauf verzichten ko¨nnen, die
Konstanten ∆n in Abha¨ngigkeit von n zu wa¨hlen. Die zugeho¨rige Abscha¨tzung findet
sich im abschließenden Lemma 4.2.8. Alle Lemmata zuvor dienen als Hilfsmittel zum
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Beweis dieses Lemmas. Als Nebenprodukt eines dieser Lemmata erhalten wir zudem fu¨r
alle n ∈ N
”
geeignete” Konstanten dn derart, dass
diam(K) ≤ dn
fu¨r alle K ∈ Kn(m, j) gilt.
Wir beginnen mit einem Lemma, dessen Beweis auf dem Konzept der extremalen
La¨nge und der Abscha¨tzung des Realteils von F aus Satz 3.1.4 beruht. Es findet sich bis
auf einige A¨nderungen auch in Baran´skis Artikel [4]. Das Lemma besagt, dass wenn man
die Halbebene H beliebig weit nach rechts verschiebt, das Lebesgue-Maß des Schnittes
des Urbildes dieser verschobenen Halbebene unter der Umkehrfunktion der Einschra¨nkung
von F auf einen logarithmischen Tract mit einem vertikalen Streifen gewisser Breite in
Abha¨ngigkeit dieser Breite nach unten abgescha¨tzt werden kann.
Lemma 4.2.1 Es existieren Konstanten c1, c2, c3 ∈ R>0 derart, dass
meas
(
Grs
(
{z ∈ C : Re(z) > a}
)
∩
{
z ∈ C : Re(z) ∈]x1, x2[
})
> c1
(x2 − x1)2
x2
fu¨r alle a ∈ R>0 mit a > 1 + ln(δ), r ∈ R, s ∈ Z, x1, x2 ∈ R>0 mit x2 > x1 > c2 ln(a) + c3
ist.
Beweis: Seien a ∈ R>0 mit a > 1 + ln(δ), r ∈ R, s ∈ Z. Weiter sei l : R → C eine
Parametrisierung der Menge Grs ({z ∈ C : Re(z) = a}) mit
Re(l(0)) = inf{Re(l(t)) : t ∈ R}.
Wir zeigen zuna¨chst, dass von a unabha¨ngige Konstanten c′, c′′ ∈ R>0 existieren mit
Re(l(0)) < c′ ln(a) + c
′′
2
. (4.1)
Ohne Beschra¨nkung der Allgemeinheit gelte dabei Re(l(0)) ≥ 0. Wir setzen
b := 1 + ln(δ)
und definieren lb : R→ C als eine Parametrisierung der Menge Grs ({z ∈ C : Re(z) = b})
mit
Re(lb(0)) = inf{Re(lb(t)) : t ∈ R}.
Dann gilt nach Voraussetzung b < a und folglich
Re(lb(0)) ≤ Re(l(0)). (4.2)
Sei
z0 := a+ i Im
(
F (lb(0))
)
.
Dann ist Grs(z0) ∈ Grs ({z ∈ C : Re(z) = a}). Folglich gilt
Re
(
Grs(z0)
)
≥ Re(l(0)). (4.3)
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Nach Lemma 2.6.2 gilt
ρH′(z1, z2) = ln
(Re(z2)
Re(z1)
)
fu¨r alle z1, z2 ∈ H ′ = {z ∈ C : Re(z) > 0} mit Im(z1) = Im(z2) und Re(z1) < Re(z2).
Da g : H → H ′, z 7→ z − ln(δ) offensichtlich biholomorph ist, folgt
ρH
(
F (lb(0)), z0
)
= ρH′
(
g
(
F (lb(0))
)
, g(z0)
)
= ρH′
(
F (lb(0))− ln(δ), z0 − ln(δ)
)
= ln
 Re(z0)− ln(δ)
Re
(
F (lb(0))
)
− ln(δ)
 (4.4)
= ln
(
a− ln(δ)
b− ln(δ)
)
mit Hilfe der konformen Invarianz der hyperbolischen Metrik aus Lemma 2.6.6. Da Lrs
ein einfach zusammenha¨ngendes Gebiet ist, das keine vertikalen Segmente der La¨nge 2pi
entha¨lt, gilt insbesondere dist(w, ∂Lrs) < pi. Mit Hilfe von Lemma 2.6.6, Lemma 2.6.7,
(4.2) und (4.3) folgt
ρH
(
F (lb(0)), z0
)
= ρLrs
(
lb(0), G
r
s(z0)
)
(4.5)
= inf
{ ∫
γ
%Lrs(w)|dw| :
γ rektifizierbare Kurve in Lrs, die lb(0) und G
r
s(z0) verbindet
}
≥ inf
{ ∫
γ
1
4 dist(w, ∂Lrs)
|dw| :
γ rektifizierbare Kurve in Lrs, die lb(0) und G
r
s(z0) verbindet
}
≥ 1
4pi
inf
{
L(γ) : γ rektifizierbare Kurve in Lrs, die lb(0) und G
r
s(z0) verbindet
}
≥ 1
4pi
|lb(0)−Grs(z0)|
≥ 1
4pi
Re
(
Grs(z0)− lb(0)
)
≥ 1
4pi
Re
(
l(0)− lb(0)
)
.
Aus (4.4) und (4.5) folgt
1
4pi
Re(l(0)) ≤ ln
(
a− ln(δ)
)
+
1
4pi
Re(lb(0))− ln
(
b− ln(δ)
)
.
Da b− ln(δ) = 1 und ln
(
a− ln(δ)
)
< ln(a) ist, folgt
Re(l(0)) ≤ 4pi ln(a) +Re
(
l1+ln(δ)(0)
)
.
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Also gilt (4.1) mit der Wahl
c′ := 4pi und c′′ := 2 max
{
Re
(
l1+ln(δ)(0)
)
, 1
}
.
Wir definieren nun
l+ := l(R+) und l− := l(R−).
Dann sind l+ und l− Kurven von l(0) nach ∞. Nach (4.1) schneiden l+ und l− dann die
Senkrechte {z ∈ C : Re(z) = x} fu¨r alle x ∈ R>0 mit x > c′ ln(a) + c′′. Weiter seien
t+(x), t−(x) ∈ R so, dass
Im
(
l(t+(x))
)
= sup{y ∈ R : x+ iy ∈ l+}
und
Im
(
l(t−(x))
)
= inf{y ∈ R : x+ iy ∈ l+}
fu¨r alle x ∈ R>0 mit x > c′ ln(a)+c′′ gilt. Mit Hilfe von geometrischen U¨berlegungen kann
man leicht einsehen, dass fu¨r alle x ∈ R>0 mit x > c′ ln(a) + c′′ ein ε(x) ∈ R>0 derart
existiert, dass entweder
z+(x) := l(t+(x)) + iε(x) oder z−(x) := l(t−(x))− iε(x)
in Grs({z ∈ C : Re(z) > a}) enthalten ist. Wir wa¨hlen nun fu¨r alle x ∈ R>0, fu¨r die
x > c′ ln(a) + c′′ ist, ein ε(x) ∈ R>0 so, dass
|{z+(x), z−(x)} ∩Grs({z ∈ C : Re(z) > a})| = 1
ist, und bezeichnen das in Abha¨ngigkeit von x und ε(x) eindeutig bestimmte Element des
Schnitts mit z(x, ε(x)). Weiter bezeichnen wir fu¨r alle x ∈ R>0, fu¨r die x > c′ ln(a) + c′′
ist, mit I(x) diejenige Komponente von Grs({z ∈ C : Re(z) > a}) ∩ {z ∈ C : Re(z) = x},
die den Punkt z(x, ε(x)) entha¨lt. Zudem bezeichnen wir mit θ(x) das lineare Maß von
I(x). Durch geeignete Wahl von ε(x) zu gegebenem x ko¨nnen wir ohne Beschra¨nkung der
Allgemeinheit annehmen, dass die Abbildung
θ : {x ∈ R>0 : x > c′ ln(a) + c′′} → R≥0, x 7→ θ(x)
Borel-messbar ist. Seien nun x1, x2 ∈ R>0 mit x2 > x1 > c′ ln(a) + c′′. Wir setzen
L := {I(x) : x ∈]x1, x2[}.
Dann ist L eine Menge von rektifizierbaren Kurven in der Ebene. Wir zeigen zuna¨chst∫ x2
x1
1
θ(x)
dx ≤ 1
λ(L) . (4.6)
Sei dazu ρ eine zula¨ssige Metrik fu¨r L. Dann folgt
1 ≤
∫
I(x)
ρ(z)|dz|
≤
(∫
I(x)
ρ(z)|dz|
)2
≤
∫
I(x)
ρ(z)2|dz|
∫
I(x)
12|dz|
= θ(x)
∫
I(x)
ρ(z)2|dz|
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mit Hilfe der Schwarzschen Ungleichung fu¨r alle x ∈]x1, x2[, das heißt∫ x2
x1
1
θ(x)
dx ≤
∫ x2
x1
∫
I(x)
ρ(z)2|dz|dx
=
∫⋃
L
ρ(z)2|dz|2.
Folglich gilt
∫ x2
x1
1
θ(x)
dx ≤ inf
{∫⋃
L
ρ(z)2|dz|2 : ρ zula¨ssige Metrik fu¨r L
}
.
Somit folgt (4.6) aus der Definition der extremalen La¨nge.
Aufgrund der konformen Invarianz der extremalen La¨nge gilt nach Lemma 2.4.1
λ(L) = λ(F (L)) (4.7)
mit F (L) := {F (I(x)) : x ∈]x1, x2[}. Da f eine Funktion endlicher Ordnung ist, existiert
nach Satz 3.1.4 zudem ein A ∈ R>0 so, dass
Re(F (z)) ≤ exp(ARe(z)) (4.8)
fu¨r alle z ∈ Lrs gilt. Wir zeigen nun
1
λ(F (L)) ≤
Ax2
pi
+ 1. (4.9)
Nach (4.8) ist
⋃
F (L) in dem senkrechten Streifen
{z ∈ C : Re(z) ∈ [a, exp(Ax2)]}
enthalten. Ohne Beschra¨nkung der Allgemeinheit gelte⋃
F (L) ∩B
(
F (l(0)), 1
)
= ∅.
Andernfalls vergro¨ßere man die Konstante c′′ aus (4.1). Also existiert ein Gebiet V mit⋃
F (L) ⊂ V derart, dass der Rand von V eine Jordankurve ist, die sich aus den folgenden
vier Kurven zusammensetzt.
1.) Einem senkrechten Segment J+ ⊂ F (l+) ⊂ {z ∈ C : Re(z) = a},
2.) einem senkrechten Segment J− ⊂ F (l−) ⊂ {z ∈ C : Re(z) = a},
3.) der rechten Ha¨lfte des Kreises ∂B
(
F (l(0)), 1
)
,
4.) einer Kurve in {z ∈ C : Re(z) > a}, die die Endpunkte von J+ und J− verbindet
und den Punkt F (l(0)) + exp(Ax2) entha¨lt.
Dann ist F (L) eine Teilmenge der Menge aller lokal rektifizierbaren Kurven, die in V
liegen und J+ und J− verbinden. Wir bezeichnen diese Menge mit L′. Dann gilt
λ(F (L)) ≥ λ(L′) (4.10)
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nach Lemma 2.4.2. Wir definieren
g : C \ {F (l(0))} → C, z 7→ 1
pi
Log
(
z − F (l(0))
)
mit Log als Hauptzweig des Logarithmus. Dann istW := g(V ) ein einfach zusammenha¨ngen-
des Gebiet, das von einer Jordankurve berandet wird, die sich aus den vier folgenden
Kurven zusammensetzt.
1.) Einem horizontalen Segment J ′+ ⊂ {z ∈ C : Im(z) = 1/2, Re(z) ≥ 0},
2.) einem horizontalen Segment J ′− ⊂ {z ∈ C : Im(z) = −1/2, Re(z) ≥ 0},
3.) einem senkrechten Segment {z ∈ C : Im(z) ∈ [−1/2, 1/2], Re(z) = 0},
4.) einer Kurve in {z ∈ C : Im(z) ∈ [−1/2, 1/2]}, die die Endpunkte von J ′+ und J ′−
verbindet und den Punkt Ax2/pi entha¨lt.
Da g |V : V → W biholomorph ist, folgt
λ(g(L′)) = λ(L′) (4.11)
aufgrund der konformen Invarianz der extremalen La¨nge. Dabei ist g(L′) die Menge aller
lokal rektifizierbaren Kurven, die in W liegen und J ′+ und J
′
− verbinden. Wir definieren
nun
ρ0(z) :=
 1, falls Re(z) <
Ax2
pi
+ 1
0, sonst
fu¨r alle z ∈ C. Dann gilt ∫
γ
ρ0(z)|dz| ≥ 1 (4.12)
fu¨r alle γ ∈ g(L′), da das Integral auf der linken Seite nach Definition von ρ0 gleich der
La¨nge der Teilstu¨cke der Spur von γ ist, die in der Halbebene {z ∈ C : Re(z) < Ax2
pi
+ 1}
liegen. Da ρ0 ferner Borel-messbar ist, ist ρ0 zula¨ssig fu¨r g(L′). Weiter gilt∫⋃
g(L′)
ρ0(z)
2|dz|2 ≤ Ax2
pi
+ 1, (4.13)
da das Integral auf der linken Seite nach Definition von ρ0 gleich dem Fla¨cheninhalt von
W geschnitten mit der Halbebene {z ∈ C : Re(z) < Ax2
pi
+1} ist. Aus (4.10), (4.11), (4.12)
und (4.13) folgt
1
λ(F (L)) ≤
1
λ(L′)
=
1
λ(g(L′))
= inf
{∫⋃
g(L′)
ρ(z)2|dz|2 : ρ zula¨ssige Metrik fu¨r g(L′)
}
≤
∫⋃
g(L′)
ρ0(z)
2|dz|2
≤ Ax2
pi
+ 1.
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Also gilt die Abscha¨tzung (4.9).
Wir zeigen nun die eigentliche Behauptung des Lemmas 4.2.1. Ohne Beschra¨nkung
der Allgemeinheit sei dabei Ax2 > pi. Aus (4.6), (4.7) und (4.9) folgt∫ x2
x1
1
θ(x)
≤ 1
λ(L) =
1
λ(F (L)) ≤
Ax2
pi
+ 1 <
2Ax2
pi
. (4.14)
Daraus folgt mit Hilfe der Schwarzschen Ungleichung
(x2 − x1)2 =
(∫ x2
x1
√
θ(x)√
θ(x)
dx
)2
≤
∫ x2
x1
 1√
θ(x)
2 dx ∫ x2
x1
(√
θ(x)
)2
dx
=
∫ x2
x1
1
θ(x)
dx
∫ x2
x1
θ(x)dx
<
2Ax2
pi
∫ x2
x1
θ(x)dx.
Also gilt
meas
(
Grs({z ∈ C : Re(z) > a}) ∩ {z ∈ C : Re(z) ∈]x1, x2[}
)
=
∫ x2
x1
meas({y ∈ R : Re(Grs(x+ iy)) > a})dx
≥
∫ x2
x1
θ(x)dx
>
pi(x2 − x1)2
2Ax2
.
Die Behauptung des Lemmas 4.2.1 folgt aus der Wahl c1 :=
pi
2A
, c2 := c
′ und c3 := c′′. 2
Bemerkung 4.2.1 Der Beweis zeigt, dass die Konstanten c1 und c3 lediglich von f
abha¨ngen, wa¨hrend die Konstante c2 sogar eine absolute Konstante ist.
Der aufmerksame Leser wird in Abscha¨tzung (4.14) A¨hnlichkeit zu der Abscha¨tzung
des in Abschnitt 2.4 aufgefu¨hrten Ahlforsschen Verzerrungsatzes erkennen. Anders als
Baran´ski verwenden wir im Beweis des Lemmas den Satz aber nicht sondern kommen
durch die Einfu¨hrung der speziellen Metrik ρ0 auf Abscha¨tzung (4.14). Wir haben somit
implizit eine leicht abgea¨nderte Version des Ahlforsschen Verzerrungssatzes 2.4.1 unter
der zusa¨tzlichen Voraussetzung bewiesen, dass die dort definierte Funktion f endliche
Ordnung hat.
Zusa¨tzlich zu den in Abschnitt 4.1 gemachten Definitionen beno¨tigen wir fu¨r die fol-
genden Lemmata noch weitere Definitionen. Wir setzen
Kˆm,j := {z ∈ C : Re(z) ∈ [2m, 2m+1], Im(z) ∈ [j 2m, (j + 1) 2m]}
und
K˜m,j := {z ∈ C : Re(z) ∈ [2m + 24, 2m+1 − 24], Im(z) ∈ [j 2m + 24, (j + 1) 2m − 24]}
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fu¨r alle m ∈ N≥M , j ∈ Z.
Wir scha¨tzen nun zuna¨chst mit Hilfe von Lemma 3.1.2 den Durchmesser des Bildes
eines eben definierten Quadrates Kˆm,j unter der Umkehrfunktion der Einschra¨nkung von
F auf einen logarithmischen Tract ab.
Lemma 4.2.2 Fu¨r alle m ∈ N≥M , j ∈ Z, r ∈ R, s ∈ Z gilt
diam
(
Grs(Kˆm,j)
)
< 23 .
Beweis: Seien m ∈ N≥M , j ∈ Z, r ∈ R, s ∈ Z. Da Kˆm,j ⊂ {z ∈ C : Re(z) ≥ 2m} ist,
folgt mit Hilfe von Lemma 3.1.2, dass
|(Grs)′(z)| ≤
4pi
2m − ln(δ)
fu¨r alle z ∈ Kˆm,j gilt. Aus der Wahl von M folgt insbesondere, dass
2m
′
2m′ − ln(δ) ≤
5
4
fu¨r alle m′ ∈ N≥M ist. Somit gilt
diam
(
Grs(Kˆm,j)
)
≤ sup{| (Grs)′ (z)| : z ∈ Kˆm,j} diam(Kˆm,j)
≤ 4pi
2m − ln(δ) 2
m
√
2
< 5
√
2pi
< 23.
Also gilt die Behauptung des Lemmas 4.2.2. 2
Aus der Definition von Kˆm,j und K˜m,j fu¨r m ∈ N≥M und j ∈ Z folgt mit Hilfe von
Lemma 4.2.2 unmittelbar das na¨chste Lemma.
Lemma 4.2.3 Seien m,m′ ∈ N≥M , j, j′ ∈ Z, r ∈ R, s ∈ Z. Falls
Grs(Kˆm′,j′) ∩ K˜m,j 6= ∅
ist, so gilt
Grs(Kˆm′,j′) ⊂ Km,j.
Nach Definition ist Km,j ⊂ Kˆm,j fu¨r alle m ∈ N≥M , j ∈ Z, das heißt, es ist auch
Grs(Km,j) ⊂ Grs(Kˆm,j) fu¨r alle r ∈ R, s ∈ Z. Wie das na¨chste Lemma zeigt, finden
wir aber eine absolute Konstante c4 so, dass das Maß von G
r
s(Km,j) gro¨ßer gleich dem
von Grs(Kˆm,j) multipliziert mit c4 ist. Dies folgt unmittelbar aus der Tatsache, dass wir
mit Hilfe des Koebeschen Verzerrungssatzes die Verzerrung von Grs auf Kˆm,j abscha¨tzen
ko¨nnen.
42
4.2 Technische Lemmata 43
Lemma 4.2.4 Es existiert eine Konstante c4 ∈ R>0 so, dass
meas
(
Grs(Km,j)
)
≥ c4 meas
(
Grs(Kˆm,j)
)
fu¨r alle m ∈ N≥M , j ∈ Z, r ∈ R, s ∈ Z gilt.
Beweis: Wir wa¨hlen
c4 :=
1
3616
.
Seien m ∈ N≥M , j ∈ Z, r ∈ R, s ∈ Z. Sei z0 der Mittelpunkt von Kˆm,j. Da
diam(Kˆm,j) = 2
m
√
2
ist, ist folglich
Kˆm,j ⊂ B(z0, 2m−1
√
2
)
.
Nach Wahl von M gilt insbesondere 2m
′√
2 ≤ 3(2m′−1) − ln(δ) fu¨r alle m′ ∈ N≥M , das
heißt
B
(
z0, 2
m
√
2
)
⊂ H.
Aus Lemma 2.2.2, der Folgerung aus dem Koebeschen Verzerrungssatz, folgt somit
L
(
Grs|Kˆm,j
)
≤ 1 + 160
2
= 34 .
Weiter gilt nach Wahl von M insbesondere, dass m′ ≥ 3 fu¨r alle m′ ∈ N≥M ist. Es folgt
dens
(
Grs(Km,j), G
r
s(Kˆm,j)
)
≥ 1
L2
(
Grs|Kˆm,j
) dens(Km,j, Kˆm,j)
≥ 1
38
(
2m − 2
2m
)2
≥ 1
38
(
1− 2−2
)2
= c4
mit Hilfe von Satz 2.2.1. Also gilt die Behauptung des Lemmas 4.2.4. 2
Die Konstante c4 aus dem Lemma zuvor wird im na¨chsten Lemma dazu verwendet,
um das Maß der beiden folgenden Mengen gegeneinander abzuscha¨tzen. Die erste Menge
besteht aus dem Schnitt eines der
”
Ausgangsquadrate” Km,j, das heißt einem Element
aus K0, mit K1, das heißt der Vereinigung von Bildern von ”Ausgangsquadraten” unter
einer Umkehrfunktion der Einschra¨nkung von F auf einen logarithmischen Tract, die
in einem
”
Ausgangsquadrat” enthalten sind. Die zweite Menge besteht aus dem Schnitt
des im Vergleich zu Km,j kleineren Quadrates K˜m,j mit der Vereinigung aller Bilder der
Halbebene {z ∈ C : Re(z) ≥ 2M} unter einer Umkehrfunktion der Einschra¨nkung von F
auf einen logarithmischen Tract.
Lemma 4.2.5 Sei c4 die Konstante aus Lemma 4.2.4. Dann gilt
meas
(
Km,j ∩ K1
)
≥ c4 meas
(
K˜m,j ∩
⋃
r∈R, s∈Z
Grs
(
{z ∈ C : Re(z) ≥ 2M}
))
fu¨r alle m ∈ N≥M , j ∈ Z.
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Beweis: Seien m ∈ N≥M , j ∈ Z. Nach Definition gilt⋃
m′∈N≥M , j′∈Z
Kˆm′,j′ = {z ∈ C : Re(z) ≥ 2M}. (4.15)
Seien nun m′ ∈ N≥M , j′ ∈ Z, r ∈ R, s ∈ Z mit
Grs
(
Kˆm′,j′
)
∩ K˜m,j 6= ∅.
Dann gilt
Grs(Km′,j′) ⊂ Grs(Kˆm′,j′) ⊂ Km,j (4.16)
nach Lemma 4.2.3. Aus Lemma 4.2.4 folgt
meas
(
Km,j ∩Grs(Km′,j′)
)
= meas
(
Grs(Km′,j′)
)
≥ c4 meas
(
Grs(Kˆm′,j′)
)
≥ c4 meas
(
K˜m,j ∩ Grs(Kˆm′,j′)
)
.
Nach (4.16) gilt zudem Grs(Km′,j′) ∈ K1. Somit folgt die Behauptung des Lemmas 4.2.5
mit Hilfe von (4.15). 2
Wir scha¨tzen im na¨chsten Lemma zuna¨chst die Dichte vonK1 inKm,j,m ∈ N≥M , j ∈ Z
durch eine lediglich von f abha¨ngige Konstante c5 nach unten ab, womit wir, wie wir spa¨ter
sehen werden, ein wichtiges Etappenziel dieses Abschnitts erreicht haben.
Lemma 4.2.6 Es existiert eine Konstante c5 ∈ R>0 so, dass
dens
(
K1, Km,j
)
> c5
fu¨r alle m ∈ N≥M , j ∈ Z gilt.
Beweis: Sei c1 die Konstante aus Lemma 4.2.1 und c4 die Konstante aus Lemma 4.2.4.
Wir wa¨hlen
c5 :=
c1c4
20
.
Seien m ∈ N≥M , j ∈ Z. Dann gilt
meas
(
Km,j ∩ K1
)
(4.17)
≥ c4 meas
(
K˜m,j ∩
⋃
r∈R, s∈Z
Grs({z ∈ C : Re(z) ≥ 2M})
)
nach Lemma 4.2.5. Da fu¨r alle r ∈ R, s ∈ Z
Gr0 = G
r
s − 2piis
ist, folgt
meas
({
z ∈ C : Re(z) ∈ [x1, x2] , Im(z) ∈ [y, y + 2pi]
}
∩ ⋃
r∈R, s∈Z
Grs
(
{z ∈ C : Re(z) ≥ 2M}
))
= meas
({
z ∈ C : Re(z) ∈ [x1, x2]
}
∩ ⋃
r∈R
Gr0
(
{z ∈ C : Re(z) ≥ 2M}
))
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fu¨r alle x1, x2, y ∈ R mit x1 < x2. Ohne Beschra¨nkung der Allgemeinheit gelte
2m
′
+ 24 > c2 ln(2
M) + c3 (4.18)
fu¨r alle m′ ∈ N≥M mit c2 und c3 als den Konstanten aus Lemma 4.2.1. Wir setzen nun
x1 := 2
m + 24 und x2 := 2
m+1 − 24.
Dann ist
K˜m,j := {z ∈ C : Re(z) ∈ [x1, x2], Im(z) ∈ [j 2m + 24, (j + 1) 2m − 24]}
ein Quadrat mit Seitenla¨nge 2m−48. Folglich la¨sst sich eine Seite in mindestens 2m−48
2pi
−1
Segmente der La¨nge 2pi aufteilen. Es folgt
meas
(
K˜m,j ∩
⋃
r∈R, s∈Z
Grs
(
{z ∈ C : Re(z) ≥ 2M}
))
(4.19)
≥
(
2m − 48
2pi
− 1
)
meas
({
z ∈ C : Re(z) ∈]x1, x2[
}
∩ ⋃
r∈R
Gr0
(
{z ∈ C : Re(z) ≥ 2M}
))
.
Nach der Wahl von M gilt
(2m
′ − 48)2
2m′+1 − 24 ≥
2m
′
3
fu¨r alle m′ ∈ N≥M . Da nach (4.18) insbesondere x2 > x1 > c2 ln(2M) + c3 ist, folgt
meas
({
z ∈ C : Re(z) ∈]x1, x2[
}
∩ ⋃
r∈R
Gr0
(
{z ∈ C : Re(z) ≥ 2M}
))
≥ meas
({
z ∈ C : Re(z) ∈]x1, x2[
}
∩ G10
(
{z ∈ C : Re(z) ≥ 2M}
))
> c1
(x2 − x1)2
x2
(4.20)
= c1
(2m − 48)2
2m+1 − 24
>
c1
3
2m
mit Hilfe von Lemma 4.2.1. Weiter gilt nach Wahl von M insbesondere
1
6pi
(
1− 48 + 2pi
2m′
)
≥ 1
20
fu¨r alle m′ ∈ N≥M . Aus (4.17), (4.19) und (4.20) folgt
meas
(
Km,j ∩ K1
)
> c4
(
2m − 48
2pi
− 1
)
c1
3
2m
≥ c1c4
20
4m.
Wir erhalten
dens
(
K1, Km,j
)
=
meas
(
Km,j ∩ K1
)
meas(Km,j)
≥ c1c4
20
4m
(2m − 2)2
>
c1c4
20
.
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Die Behauptung des Lemmas 4.2.6 folgt somit aus der Wahl von c5. 2
Um aus der Abscha¨tzung des Lemmas zuvor eine fu¨r alle n ∈ N,m ∈ N≥M , j ∈ Z und
K ∈ Kn(m, j) gu¨ltige Abscha¨tzung fu¨r die Dichte von Kn+1(m, j) in K zu erhalten, zeigen
wir im na¨chsten Lemma, dass wir die Verzerrung der n-fachen Hintereinanderausfu¨hrung
von Umkehrfunktionen der Einschra¨nkung von F auf logarithmische Tracts auf einem
”
Ausgangsquadrat” Km′,j′ ,m
′ ∈ N≥M , j′ ∈ Z unabha¨ngig von n kontrollieren ko¨nnen.
Lemma 4.2.7 Sei n ∈ N,m ∈ N≥M , j ∈ Z und K ∈ Kn(m, j). Seien m′ ∈ N≥M , j′ ∈ Z
mit F n(K) = Km′,j′ ∈ K0. Weiter seien ri ∈ R, si ∈ Z fu¨r alle i ∈ {0, . . . , n− 1} derart,
dass (
Grn−1sn−1 ◦ . . . ◦Gr0s0
)
(Km′,j′) = K
fu¨r die Funktionen Gr0s0 , . . . , G
rn−1
sn−1 gilt. Sei
ψ :=
(
Grn−1sn−1 ◦ . . . ◦Gr0s0
)
|Km′,j′
.
Dann gilt
diam(K) ≤ 23
(
4pi
2M − ln(δ)
)n−1
und
L(ψ) ≤ 34 exp
(
1840
pi
)
.
Beweis: Nach Lemma 2.2.1 gilt
L(ψ) ≤ L
(
Gr0s0|Km′,j′
)
· . . . · L
Grn−1sn−1|(Grn−2sn−2◦...◦ Gr0s0)(Km′,j′)
 . (4.21)
Analog wie im Beweis von Lemma 4.2.4 kann man zeigen, dass
L
(
Gr0s0|Km′,j′
)
≤ 34 (4.22)
ist. Sei nun k ∈ {1, . . . , n − 1}. Dann existiert ein Punkt z0 mit Re(z0) > 2M so, dass(
Grk−1sk−1 ◦ . . . ◦Gr0s0
)
(Km′,j′) Teilmenge eines Kreises mit Radius
r := diam
( (
Grn−1sn−1 ◦ . . . ◦Gr0s0
)
(Km′,j′)
)
um z0 ist. Nach Wahl von M und Lemma 4.2.2 folgt
2r < 46 < 2M − ln(δ).
Da B
(
z0, 2
M − ln(δ)
)
⊂ H ist, ist die Einschra¨nkung von Grksk auf B
(
z0, 2
M − ln(δ)
)
definiert und dort holomorph und injektiv. Mit Lemma 2.2.2, der Folgerung aus dem
Koebeschen Verzerrungssatz, folgt
L
Grksk|(Grk−1sk−1◦...◦ Gr0s0)(Km′,j′)
 (4.23)
≤ 1 + 160 diam
(
(Grk−1sk−1 ◦ . . . ◦ Gr0s0)(Km′,j′)
)
2M − ln(δ) .
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Nach Lemma 4.2.2 und induktiver Anwendung von Lemma 3.1.2 gilt
diam
(
(Grk−1sk−1 ◦ . . . ◦ Gr0s0)(Km′,j′)
)
< diam
(
Gr0s0(Km′,j′)
)
sup
{
|(Grk−1sk−1 ◦ . . . ◦ Gr1s1)′(z)| : z ∈ Gr0s0(Km′,j′
}
(4.24)
< 23
(
4pi
2M − ln(δ)
)k−1
fu¨r alle k ∈ {1, . . . , n}. Insbesondere gilt also
diam
(
ψ(Km′,j′)
)
≤ 23
(
4pi
2M − ln(δ)
)n−1
.
Da nach Definition ψ(Km′,j′) = K ist, folgt also der erste Teil der Behauptung. Nach
Wahl von M gilt insbesondere 4pi < 2M − ln(δ). Somit konvergiert die Reihe
∞∑
k=0
920
pi
(
4pi
2M − ln(δ)
)k
.
Nach Satz 2.1.1 konvergiert dann das unendliche Produkt
∞∏
k=0
1 + 920
pi
(
4pi
2M − ln(δ)
)k 
ebenfalls. Aus (4.21), (4.22), (4.23) und (4.24) folgt
ln(L(ψ)) ≤ ln
34 · n∏
k=2
1 + 160( 4pi
2M − ln(δ)
)k−1
23
2M − ln(δ)

≤ ln
34 · ∞∏
k=0
1 + 3680
4pi
(
4pi
2M − ln(δ)
)k
= ln 34 +
∞∑
k=0
ln
1 + 920
pi
(
4pi
2M − ln(δ)
)k
≤ ln 34 + 920
pi
∞∑
k=0
(
4pi
2M − ln(δ)
)k
= ln 34 +
920
pi
1
1− 4pi
2M−ln(δ)
.
Die Behauptung des Lemmas 4.2.7 folgt, da nach Wahl von M insbesondere
4pi
2M − ln(δ) ≤
1
2
ist. 2
Mit Hilfe der beiden vorangegangenen Lemmata und Satz 2.2.1 folgt leicht das folgende
Lemma.
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Lemma 4.2.8 Sei c5 die Konstante aus Lemma 4.2.6. Seien n ∈ N,m ∈ N≥M , j ∈ Z
und K ∈ Kn(m, j). Dann gilt
dens
(
Kn+1(m, j), K
)
≥ c5
(
34 exp
(
1840
pi
))−2
.
Beweis: Seien m′ ∈ N≥M , j′ ∈ Z mit F n(K) = Km′,j′ . Weiter seien ri ∈ R, si ∈ Z fu¨r
alle i ∈ {0, . . . , n− 1} derart, dass(
Grn−1sn−1 ◦ . . . ◦Gr0s0
)
(Km′,j′) = K
fu¨r die Funktionen Gr0s0 , . . . , G
rn−1
sn−1 gilt. Wir setzen
ψ :=
(
Grn−1sn−1 ◦ . . . ◦Gr0s0
)
|Km′,j′
.
Dann gilt
ψ(Km′,j′) = K
und
ψ(Km′,j′ ∩ K1) = K ∩ Kn+1 = K ∩ Kn+1(m, j).
Mit Hilfe von Lemma 4.2.6 und Satz 2.2.1 folgt
dens
(
Kn+1(m, j), K
)
=
meas
(
K ∩ Kn+1(m, j)
)
meas(K)
=
meas
(
ψ(Km′,j′ ∩ K1)
)
meas
(
ψ(Km′,j′)
)
= dens
(
ψ(Km′,j′ ∩ K1), ψ(Km′,j′)
)
≥ 1
L2(ψ)
dens
(
K1, Km′,j′
)
≥ c5
L2(ψ)
.
Die Behauptung des Lemmas 4.2.8 folgt somit aus Lemma 4.2.7. 2
4.3 Der Beweis von Satz 4.1.1
Seien m ∈ N≥M , j ∈ Z. Sei c5 die Konstante aus Lemma 4.2.6. Wir definieren
∆ := c5
(
34 exp
(
1840
pi
))−2
und
dn := 23
(
4pi
2M − ln(δ)
)n−1
fu¨r alle n ∈ N. Dann ist Kn(m, j) fu¨r alle n ∈ N eine endliche Vereinigung von disjunkten,
kompakten Mengen mit positivem Maß derart, dass jedes K ∈ Kn+1(m, j) enthalten
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ist in einem K ′ ∈ Kn(m, j) und jedes Element K ∈ Kn(m, j) mindestens ein Element
K ′ ∈ Kn+1(m, j) entha¨lt. Nach Lemma 4.2.8 gilt
dens
(
Kn+1(m, j), K
)
≥ ∆
fu¨r alle n ∈ N und K ∈ Kn(m, j). Weiter gilt nach Lemma 4.2.7
diam(K) ≤ dn
fu¨r alle n ∈ N und K ∈ Kn(m, j). Da die Folge (dn)n∈N offensichtlich eine Nullfolge ist,
erfu¨llt die Folge (Kn(m, j))n∈N die Nesting conditions aus Definition 2.3.4. Nach Satz 2.3.1
gilt somit
HD
( ∞⋂
n=1
Kn(m, j)
)
≥ 2− lim sup
n→∞
∑n+1
j=1 | ln(∆)|
| ln(dn)| .
Weiter gilt
lim sup
n→∞
∑n+1
j=1 | ln(∆)|
| ln(dn)| = lim supn→∞ (n+ 1)
∣∣∣∣∣∣ ln(∆)ln 23 + (n− 1)( ln(4pi)− ln(2M − ln(δ)))
∣∣∣∣∣∣
= lim sup
n→∞
∣∣∣∣∣∣ ln(∆)ln 23
n+1
+ n−1
n+1
(
ln(4pi)− ln
(
2M − ln(δ)
))
∣∣∣∣∣∣
=
| ln(∆)|
ln
(
2M − ln(δ)
)
− ln(4pi) .
Nach der Wahl von M gilt insbesondere
ln
(
2M − ln(δ)
)
− ln(4pi) ≥ 1
2
M ln 2 .
Es folgt
lim sup
n→∞
∑n+1
j=1 | ln(∆)|
| ln(dn)| ≤
2| ln(∆)|
M ln 2
.
Die Behauptung des Satzes 4.1.1 folgt somit aus der Wahl
c :=
2| ln(∆)|
ln 2
.
2
Bemerkung 4.3.1 Da die Konstante ∆ lediglich von der Konstanten c5 und die Kon-
stante c5 wiederum lediglich von f abha¨ngt, ha¨ngt obige Konstante c somit ebenfalls nur
von f ab.
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Es folgt nun der Beweis des Satzes 1.1.1, der besagt, dass die Hausdorff-Dimension der
Juliamenge einer ganzen transzendenten Funktion endlicher Ordnung aus der Klasse B
gleich zwei ist.
5.1 Beweisidee
Zu einer gegebenen ganzen transzendenten Funktion f aus der Klasse B mit endlicher
Ordnung konstruieren wir zuna¨chst wie in Kapitel 4 in Abha¨ngigkeit von M ∈ N eine
”
geschachtelte Menge” in U mit Hausdorff-Dimension gro¨ßer gleich 2 − c/M mit c als
der Konstanten aus Satz 4.1.1. Folglich finden wir auch ein kompaktes achsenparalleles
QuadratQmit Seitenla¨nge kleiner pi so, dass die Hausdorff-Dimension des Schnitts unserer
”
geschachtelten Menge” mit Q ebenfalls gro¨ßer gleich 2− c/M ist. Wie wir mit Hilfe von
Satz 3.2.2 zeigen ko¨nnen, ist das Bild dieses Schnitts unter der Exponentialfunktion eine
Teilmenge der Juliamenge von f und besitzt, da exp|Q nach Lemma 2.3.6 eine Bi-Lipschitz-
Abbildung ist, nach Lemma 2.3.5 die gleiche Dimension wie der Schnitt selbst. Folglich
ist die Hausdorff-Dimension der Juliamenge von f gro¨ßer gleich 2−c/M . Die Behauptung
des Satzes 1.1.1 folgt somit aus dem Grenzu¨bergang M →∞.
5.2 Der Beweis des Satzes 1.1.1
Sei f eine ganze transzendente Funktion endlicher Ordnung aus der Klasse B. Weiter
sei δ ∈ R>1 so definiert wie in Satz 3.1.1 und M ∈ N so groß gewa¨hlt, dass M die
Abscha¨tzungen 1.) - 6.) vor Satz 4.1.1 erfu¨llt. Wir definieren analog zu den Voraussetzun-
gen von Satz 4.1.1 fu¨r alle n ∈ N,m ∈ N≥M , j ∈ Z die Mengen Km,j und Kn(m, j). Seien
nun m ∈ N≥M , j ∈ Z. Nach Satz 4.1.1 existiert dann eine Konstante c ∈ R>0 so, dass
HD
( ∞⋂
n=1
Kn(m, j)
)
≥ 2− c
M
(5.1)
ist. Sei N ∈ N und Q1, . . . , QN seien achsenparallele kompakte Quadrate mit Seitenla¨nge
kleiner pi derart, dass
Km,j ⊂
N⋃
k=1
Qk
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ist. Da
⋂∞
n=1Kn(m, j) ⊂ Km,j ist, folgt
∞⋂
n=1
Kn(m, j) =
N⋃
k=1
(
Qk ∩
∞⋂
n=1
Kn(m, j)
)
.
Nach Lemma 2.3.2 existiert also ein k0 ∈ {1, . . . , N} mit
HD
(
Qk0 ∩
∞⋂
n=1
Kn(m, j)
)
= HD
( ∞⋂
n=1
Kn(m, j)
)
. (5.2)
Da exp|Qk0 nach Lemma 2.3.6 eine Bi-Lipschitz-Abbildung ist, folgt
HD
( ∞⋂
n=1
Kn(m, j)
)
= HD
(
Qk0 ∩
∞⋂
n=1
Kn(m, j)
)
= HD
(
exp
(
Qk0 ∩
∞⋂
n=1
Kn(m, j)
))
(5.3)
≤ HD
(
exp
( ∞⋂
n=1
Kn(m, j)
))
mit Hilfe von Lemma 2.3.1, Lemma 2.3.5 und (5.2). Wir zeigen nun, dass
exp
( ∞⋂
n=1
Kn(m, j)
)
⊂ J (f) (5.4)
ist. Sei dazu z0 ∈ ⋂∞n=1Kn(m, j). Weiter sei F die aus f durch den logarithmischen
Variablenwechsel abgeleitete Funktion. Dann gilt nach Konstruktion
Re(F n(z0)) ≥ 2M (5.5)
fu¨r alle n ∈ N. Weiter gilt nach Wahl von M insbesondere
exp(2M) > exp
(
8pi + ln(δ)
)
. (5.6)
Sei nun n ∈ N. Dann gilt
|fn(exp(z0))| = | exp(F n(z0))|
= exp
(
Re(F n(z0))
)
≥ exp(2M)
nach Bemerkung 3.1.2 und (5.5). Es folgt
lim inf
n→∞ |f
n(exp(z0))| ≥ exp(2M).
Hieraus folgt (5.4) mit Hilfe von (5.6) und Satz 3.2.2.
Insgesamt folgt schließlich
HD(J (f)) ≥ HD
(
exp
( ∞⋂
n=1
Kn(m, j)
))
≥ HD
( ∞⋂
n=1
Kn(m, j)
)
≥ 2− c
M
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mit Hilfe von Lemma 2.3.1, (5.1), (5.3) und (5.4). Die Behauptung des Satzes 1.1.1 folgt
somit aus dem Grenzu¨bergang M →∞. 2
Anmerkung zum Beweis Im Vergleich zur Arbeit von Baran´ski besteht im allge-
meinen Fall die Schwierigkeit, die Verzerrung der Funktion ψ aus Lemma 4.2.7, das heißt
der n-fachen Hintereinanderausfu¨hrung von Umkehrfunktionen der Einschra¨nkung von F
auf logarithmische Tracts, auf einem Quadrat unabha¨ngig von n abzuscha¨tzen. Unter den
Voraussetzungen, die Baran´ski in seiner Arbeit macht, ist die Funktion ψ in der gesam-
ten Halbebene H definiert und dort injektiv. Dies folgt aus der Tatsache, dass bei ihm
nicht nur die endlichen Singularita¨ten der Umkehrfunktion von f in einem Kompaktum
enthalten sind, das wiederum im Einzugsbereich eines attraktiven Fixpunktes enthalten
ist, sondern auch die endlichen Singularita¨ten der Umkehrfunktion jeder Iterierten von
f . Folglich entha¨lt H keine Singularita¨ten von F−n fu¨r alle n ∈ N. Zur Abscha¨tzung der
Verzerrung von ψ auf einem Quadrat kann er daher ohne weiteres den Satz von Koebe
anwenden und erha¨lt sofort eine von n unabha¨ngige Abscha¨tzung.
Ein weiterer Unterschied besteht darin, dass Baran´ski daraus, dass H fu¨r alle n ∈ N
keine Singularita¨ten von F−n entha¨lt und die Fatoumenge von f einzig aus dem unmit-
telbaren Einzugsbreich eines Fixpunktes besteht, folgern kann, dass
HD(J (f)) = HD
( ∞⋂
n=1
F−n(H)
)
ist, so dass die Behauptung bei ihm direkt aus
HD
( ∞⋂
n=1
Kn(m, j)
)
= 2 und
∞⋂
n=1
Kn(m, j) ⊂
∞⋂
n=1
F−n(H)
folgt, ohne dass er den Satz 3.2.1 von Eremenko und Lyubich verallgemeinern muss.
Anders als Baran´ski, der im Beweis des Lemmas 4.2.1 neben dem Konzept der ex-
tremalen La¨nge auch den Ahlforsschen Verzerrungssatz anwendet, benutzen wir zudem
diesen Satz nicht, sondern beweisen mit Hilfe der extremalen La¨nge vielmehr implizit eine
modifizierte Version des Satzes.
5.3 Eine Verallgemeinerung des Hauptresultates
Der Beweis des Satzes zeigt insbesondere, dass unter der Voraussetzung, dass eine ganze
transzendente Funktion f aus der Klasse B nur einen einzigen Tract T so besitzt, dass
mit MT (r) := {|f(z)| : z ∈ T mit |z| = r} fu¨r alle r ∈ R>0
lim sup
r→∞
ln
(
ln(MT (r))
)
ln(r)
<∞
gilt, schon folgt, dassHD(J (f)) = 2 ist. Es reicht also lax ausgedru¨ckt
”
endliche Ordnung
der Funktion f in einem einzigen Tract”. Man vergleiche hierzu insbesondere Lemma 4.2.6
und hier im speziellen Abscha¨tzung (4.20).
Falls f mehr als einen Tract besitzt, ko¨nnten wir zudem in der eben genannten
Abscha¨tzung anstatt G10({z ∈ C : Re(z) ≥ 2M}) auch Gr0({z ∈ C : Re(z) ≥ 2M})
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fu¨r jedes beliebige r ∈ R einfu¨gen, ohne dass es den weiteren Beweis a¨ndern wu¨rde. Wir
erhalten somit, dass schon
dens
(
K1 ∩
⋃
s∈Z
Lrs, Km,j
)
> c5
fu¨r alle m ∈ N≥M , j ∈ Z, r ∈ R gilt. Mit Hilfe dieser verallgemeinerten Abscha¨tzung kann
man durch a¨hnliche Argumentation wie im Beweis von Satz 1.1.1 zeigen, dass fu¨r eine
Folge r := (rn)n∈N in R die Hausdorff-Dimension der Menge{
z ∈
∞⋂
n=1
Kn(m, j) : F
n(z) ∈ ⋃
s∈Z
Lrns
}
gleich zwei ist. Es ist dann insbesondere auch die Hausdorff-Dimension der Menge{
z ∈ exp
( ∞⋂
n=1
Kn(m, j)
)
: fn(z) ∈ Trn
}
gleich zwei. Da exp(
⋂∞
n=1Kn(m, j)) eine Teilmenge der Juliamenge von f ist, folgt somit,
dass die Hausdorff-Dimension der in Satz 1.1.2 betrachteten Menge Mr gleich zwei ist.
Dieser Satz gestattet uns folgende Anwendung. Nach McMullens Artikel [21] ist das
Maß der Juliamenge der Sinusfunktion positiv, das heißt nach Lemma 2.3.3, dass die
Hausdorff-Dimension der Juliamenge der Sinusfunktion gleich zwei ist. Weiter kann man
zeigen, dass sowohl in der oberen als auch in der unteren Halbebene ein Tract der Si-
nusfunktion enthalten ist. Sei T (+) der in der oberen Halbebene enthaltene Tract und
T (−) der in der unteren. Dann gilt fu¨r jede Folge (rn)n∈N in der Menge {+,−}, dass die
Hausdorff-Dimension der Menge
{z ∈ J (sin) : sinn(z) ∈ T (rn)}
ebenfalls gleich zwei ist.
McMullen beweist zudem in [21], dass das Maß der Juliamenge der Funktionen λ exp
mit λ ∈ ]0, 1/e[ gleich Null ist. Es erscheint plausibel zu sein, dass sich die dort ange-
wandten Methoden auf die Mengen {z ∈ J (sin) : sinn(z) ∈ T (rn)} u¨bertragen lassen. Es
ist also davon auszugehen, dass diese Teilmengen der Juliamenge der Sinusfunktion im
Gegensatz zur Juliamenge selbst kein positives Maß haben.
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Verzeichnis der verwendeten
Symbole
N die natu¨rlichen Zahlen
N0 N ∪ {0}
Q die rationalen Zahlen
R die reellen Zahlen
R>0 die positiven reellen Zahlen
C die komplexen Zahlen
Cˆ C ∪ {∞}
D {z ∈ C : |z| < 1}
X Abschluss der Menge X
∂X Rand der Menge X
diam(X) Durchmesser der Menge X, 9
P(X) Potenzemenge der Menge X
meas(X) Lebesgue-Maß der Menge X
Hs(X) s− dimensionales Hausdorff-Maß der Menge X, 9
HD(X) Hausdorff-Dimension der Menge X, 10
dens(X, Y ) Dichte von X in Y , 7
L(f|X) Verzerrung von f auf der Menge X, 7
dist(z, Y ) dist({z}, Y )
dist(X, Y ) inf{|x− y| : x ∈ X, y ∈ Y }
grad(P ) Grad eines Polynoms P
M(r) max{|f(z)| : |z| = r} fu¨r eine ganze Funktion f , 19
B(a, r) Kreisscheibe mit Mittelpunkt a und Radius r
bezu¨glich der Betragsmetrik
D(a, r) Kreisscheibe mit Mittelpunkt a und Radius r
bezu¨glich der spha¨rischen Metrik
ρG hyperbolische Metrik auf G, 21
%G Dichte der hyperbolischen Metrik auf G, 21
λ(L) extremale La¨nge einer Kurvenschar L, 15
M(L) Modul einer Kurvenschar L, 15
Spur(γ) Spur der Kurve γ
F(f) Fatoumenge von f , 25
J (f) Juliamenge von f , 25
I(f) entkommende Menge, 31
sing(f−1) Menge der endlichen Singularita¨ten der Umkehr-
funktion von f , 28
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56 Verzeichnis der verwendeten Symbole
B Klasse ganzer Funktionen, fu¨r die die Menge
sing(f−1) beschra¨nkt ist, 28
S Speiserklasse, 26
δ = δ(f) positive reelle Zahl, so dass sing(f−1) ⊂ B(0, δ/2), 28
A C \B(0, δ), 28
G f−1(A), 28
U Urbild von G unter der Exponentialfunktion, 28
H {z ∈ C : Re(z) > ln(δ)}, 28
H ′ {z ∈ C : Re(z) > 0}, 21
F die aus f durch den logarithmischen Variablenwechsel
abgeleitete Funktion, 29
R Anzahl der Tracts, 33
R {1, . . . , R}, 33
Tr Tract, 33
(rn)n∈N Folge in der Menge R, 3
Mr von der Folge r := (rn)n∈N abha¨ngige Teilmenge
der Juliamenge, 3
Lrs zum Tract Tr geho¨riger logarithmischer Tract
mit von s abha¨ngiger Lage in der Ebene, 33
Grs
(
F|Lrs
)−1
, 34
M Konstante aus Satz 4.1.1, 34
K0 Menge aller Quadrate Km,j, m ∈ N≥M , j ∈ Z, 35
Kn Menge aller zusammenha¨ngenden Teilmengen der
Elemente aus K0, die durch F n auf ein Element
aus K0 abgebildet werden, 35
Kn Vereinigung der Elemente aus Kn, 35
Km,j Quadrat mit von m und j abha¨ngiger Lage in der
Ebene mit Seitenla¨nge 2m − 2, 35
Kn(m, j) Menge der Elemente von Kn, die in Km,j enthalten
sind, 35
Kn(m, j) Vereinigung der Elemente von Kn(m, j), 35
Kˆm,j Quadrat mit von m und j abha¨ngiger Lage in der
Ebene mit Seitenla¨nge 2m, 41
K˜m,j Quadrat mit von m und j abha¨ngiger Lage in der
Ebene mit Seitenla¨nge 2m − 48, 41
c1, c2, c3 Konstanten aus Lemma 4.2.1, 36
c4 Konstante aus Lemma 4.2.4, 43
c5 Konstante aus Lemma 4.2.6, 44
c Konstante aus Satz 4.1.1, 35
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