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Abstract  : By elementary way , we obtain with ease , a highly simple expression for 
)(x∆ , the remainder term of Dirichlet’s divisor problem and use it to derive an analogue 
of  Euler’s  summation formula for the summation ∑
≤< bna
nfnd )()(  , where )(nd  is the 
divisor function and )(xf is a smooth function on [a,b] . For the Riemann zeta function 
)(sζ  with 10 ≠< s  and 0>x  , if  ∑
≤
− +=
xn
s xsEns ),()( 1ζ  and 
),()()( 2
2 xsEnnds
xn
s∑
≤
− +=ζ  , we state a concise relation among ),(),,( 221 xsExsE  
and )(x∆  , while correcting an error in an earlier paper ( of the author) , dealing with 
divisor problem  . 
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Introduction :   For a natural number n , let d(n) denote the number of divisors of n . 
and let ∑
≤
=
xn
ndxD )()(  . Let ( ) )(12log)( 41 xxxxxD ∆++−+= γ  , where γ  is Euler’s 
constant . Our object is to obtain a simple expression for )(x∆  by elementary method ,
 especially  when x  is a positive integer and use it to obtain an analogue of Euler-Poisson
summation formula for the summation ∑
≤< bna
nfnd )()(  , where f  is a continuously 
differentiable function on the interval [a ,b] with 0>> ab  . We shall write  'f  to denote 
its derivative . In what follows , for a real variable u , we shall write [u] to denote its 
integral part . We write 21][)( −−= uuuψ  . For any integer 1≥r  , we write 
∑
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1
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ru −=ψ  , where )(uBr  is Bernoulli polynomial of 
degree r . Note  )()(1 uu ψψ =  and )()( 1 uu rrdud −=ψψ  for 1≥r  . In what follows , 
O-constants are absolute .
              Next , we state our Theorems . 
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γ  , where γ  is Euler’s 
constant and let 21][)( −−= uuuψ  . Then we have )()()( xBxAx +=∆  , where 
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2)( xxBx −=ψ   , where )(2 xB  is Bernoulli polynomial of degree 2 .
In addition , if x  is an integer , ))((02)(
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Theorem 2 :  Let  f  be a continuously differentiable function on an interval [a,b] , 
where , 0>> ab  . Then we have 
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Remark : Note that )(0 1)(32 u
u
t
t dt =∫∞ ψ . 
              It is to be noted that the relation )1(0)(2)( +−=∆ ∑
≤ um
m
uu ψ  is well-known . 
However , we have given highly simple explicit elementary expressions for )(uA  and 
)(uB  , where )()()( uBuAu +=∆ . In author [2] , we have given analogues of Euler and 
Poisson summation formulae for the summation ∑
≤< bna
nfnd )()(  . Our Theorem 2 gives a 
somewhat different analogue of Euler-Poisson summation formula for ∑
≤< bna
nfnd )()( , 
based on Divisor Problem . However , in principle , these two analogues for 
∑
≤< bna
nfnd )()(  are not  very much  different  .
              For  10 ≠< s  and for 0>x  , let ),()( 1 xsEns
xn
s += ∑
≤
−ζ  and let 
∑
≤
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xn
s xsEnnds ),()()( 2
2ζ  , where )(sζ  is Riemann zeta function .  These are 
approximate functional equations for )(sζ  and )(2 sζ  respectively for real s . 
In author [3] , we have shown that ),(),(2),(
2
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≤
−
 and 
( )111 0)(),( 1 −−−− ++= − sssx sxxxxsE s ψ  for 0>s  and 1≠s  . In the light of the fact that 
( ) )1(02)( +−=∆ ∑
≤ xn
n
xx ψ  , we have the following Theorem 3 . 
Theorem 3 :  For 10 ≠< s  and for 0>x  , 
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              Note that in Theorem 2 of author [3] , we have  incorrectly used the fact that 
( )3221 11 0log xxx
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n x ++++=∑
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γγγ  , where 21 ,, γγγ  are constants . This is true for integral x  
only and not  for general x  . Instead ,  we write for general 0>x ,  
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γγγ  .  Then the statement of Theorem 2 
of  author [3] is true with 1γ  replaced by )(1 xγ  and 2γ  replaced by  )(2 xγ  after 
 noting that  0)()(1 =+ xx ψγ  . Our Theorem 3 above is a concise form of Theorem 2
 
of author [3] .
              Next , we give our proof of the Theorems . 
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Next , we shall obtain an expression for )(2)( ∑
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 For integral x ,  if  m  does not divide x  , we have 
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              This completes the proof of Theorem 1 .
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              Before proving Theorem 2 , we state a few results concerning  Riemann-Stieltjes 
integration in the form of  a lemma . For the theory of Riemann-Stieltjes Integration , we 
refer the reader  to Apostol’s book [1] . However , our Lemma below gives a few 
additional results also .  
Lemma :  Let f  be a continuous function on an interval [a,b] . 
I) Let g  be a step function on [a, b] . Then ∫b
a
fdg  exists .
II) Let g  be a function on [a,b] with its derivative 'g  Riemann integrable on [a,b] .
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Proof of Theorem 2 : Let f  be a continuously differentiable function on [a,b] and let 
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This completes the proof of Theorem 2 .
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