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Abstract
We present an algorithm for extracting key-point descrip-
tors using deep convolutional neural networks (CNN). Un-
like many existing deep CNNs, our model computes local
features around a given point in an image. We also present
a face alignment algorithm based on regression using these
local descriptors. The proposed method called Local Deep
Descriptor Regression (LDDR) is able to localize face land-
marks of varying sizes, poses and occlusions with high ac-
curacy. Deep Descriptors presented in this paper are able
to uniquely and efficiently describe every pixel in the image
and therefore can potentially replace traditional descriptors
such as SIFT and HOG. Extensive evaluations on five pub-
licly available unconstrained face alignment datasets show
that our deep descriptor network is able to capture strong
local features around a given landmark and performs sig-
nificantly better than many competitive and state-of-the-art
face alignment algorithms.
1. Introduction
Face alignment is a crucial component of applications
such as face recognition, face verification and expression
analysis. Most of the recent methods use discriminatory
shape regression approach to estimate the face landmark po-
sitions. With their ability to utilize large amount of training
data, and enforce shape constraints adaptively, regression-
based methods have achieved state-of-the-art performance
on various unconstrained face alignment datasets. However,
the success of these methods is limited by the strength of the
features they use. In previous works, the features used are
either hand crafted ; for example SIFT was used as features
in [40], or learned from a limited set of training samples
[5, 26].
Figure 1. We present a deep descriptor-based regression approach
for fiducial point extraction. This figure shows fiducial points ex-
tracted on all the detected faces on an image from the IJB-A[18]
dataset using our method.
In recent years, features obtained using deep CNNs have
yielded impressive results for various computer vision ap-
plications. They significantly outperform methods pro-
posed earlier for the tasks of face detection and recogni-
tion. It has been shown in [19] that a deep CNN pre-trained
with a large generic dataset such as Imagenet [27], can be
used as a meaningful feature extractor. Although these fea-
tures are strong enough for reliable classification, they are
global in nature. Hence, this approach may not be effective
for problems such as face alignment where local features
are desirable. To overcome this problem Overfeat [33] uses
predicted detection boundaries, but lacks the needed pixel-
based localization feature. [35] and [10] propose pixel-
based localization, the former based on Restricted Boltz-
mann machine while the latter processes the image to deter-
mine a key-point descriptor.
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Figure 2. Overview of our method. During training, we extract deep descriptors for each landmark and concatenate them to form a shape-
indexed feature vector. Given these features and target shape increments ∆Sti , we learn the linear regression weights W
t. During testing,
deep descriptors are extracted around each point of the initialized mean shape. Intermediate shape is predicted using the regressor weights
W t. This process is iterated to reach the final estimated shape.
In this paper, we solve the localization problem in exist-
ing deep CNNs by constructing a deep convolutional key-
point descriptor model. We build a network which takes
a small local image patch around a pixel as an input and
produces a feature vector as the output. We claim that the
proposed deep descriptor network can be used as a substi-
tute for SIFT [23] descriptors in most vision problems. To
support our claim, we apply the descriptor model for facial
landmark detection. Local features calculated for a small
rectangular patch around each estimated landmark position
are used by a linear regressor to learn the shape increment
during training, and predict the landmark positions at test
time. Figure 1 shows several faces where our method is able
to locate fiducial points on all the detected faces. Overall,
this paper makes the following contributions:
1. We construct a novel deep descriptor network to eval-
uate the local features for a given key-point.
2. We perform face alignment by applying linear regres-
sion to the deep descriptors evaluated for facial land-
marks.
Section 2 reviews a few related works. Details of our
deep descriptor-based face alignment method are given in
Section 3. Section 4 provides the landmark localization re-
sults on five challenging datasets. Finally, Section 5 con-
cludes the paper with a brief summary and discussion.
2. Previous Work
The task of face alignment can be classified broadly into
three categories depending on the approach.
2.1. Model-based Approaches
Model-based approaches learn a shape model during
training and uses it to fit new faces during testing. The pio-
neering works of Cootes et al. such as Active Appearance
Models (AAM) [6] and Active Shape Models (ASM) [7]
were built using PCA constraints on appearance and shape.
In recent years many improvements over these models have
been proposed in [24, 22, 12, 13, 32, 36]. In [8], Cristinacce
and Cootes generalised the ASM model to a Constrained
Local Model (CLM), in which every landmark has a shape
constrained descriptor to capture the appearance. In [31], a
more sophisticated local model and mean shift was used to
achieve good results. However, these methods depend upon
the goodness of the error cost function and how well it is
optimised. For example, AAM estimates the shape by min-
imizing the texture residual. Recently Antonakos et al. [1]
proposed method along similar lines by modeling the ap-
pearance of the object using multiple graph-based pairwise
normal distributions (Gaussian Markov Random Field) be-
tween the patches extracted from the regions. However, the
learned models lack the power to capture complex face im-
age variations in pose, expression and illumination. Also,
they are sensitive to initialization due to gradient descent
optimization, a critical step.
2.2. Regression-based Approaches
Since face alignment is naturally a regression problem
there has been a plethora of regression-based approaches
in recent years. These methods learn a regression model
that directly maps image appearance to target output. But
the performance of these methods depend on the robustness
of local descriptors. Sun et al [34] proposed a cascade of
carefully designed CNNs in which at each level outputs of
multiple networks are fused for landmark estimation. Our
work is different from [34], in a way that we use a single
CNN carefully designed to provide a unique key-point de-
scriptor. Xiong et al. [40] predicts the increment in shape
by applying linear regression on SIFT features. Burgos et
al.[38] proposed a cascade of T-regressors to estimate the
pose in image sequence using pose-indexed features. Cao
et al. [5] sequentially learned a cascade of random fern re-
gressors using pixel intensity difference as the feature and
regresses the shape stage-wise over the learnt cascade. They
performed regression on all parameters simultaneously, thus
effectively exploiting the shape constraint. Following this,
Sun et al. [26] proposed cascaded regression using fern re-
gressors and local binary features. Subsequently, Burgos et
al. [4] extended their work to face alignment with occlusion
handling, enhanced shape indexed features and more robust
initialization which they call as Robust cascaded pose re-
gression (RCPR). Li et al. [41] combined multiple final
shapes from multiple initializations in a cascade regression
manner using weights matrices learnt to combine these hy-
potheses accurately. Recently, Lee et al. [21] proposed a
Gaussian Process Regression face alignment method based
on the responses of the Gaussian filters around the patches
extracted from the region adjacent to intermediate land-
marks. Zhu et al. [43] proposed a hierarchical face align-
ment , starting from a coarse shape estimate and refining it
to reach the target landmark. Also Xiong et al. [39] pro-
posed global supervised descent method where they con-
sider directly optimizing over the landmarks independent
of any shape model.
2.3. Part-based Deformable Models
Part-based deformable models perform alignment by
maximizing the posterior likelihood of part locations given
an input image I. The models vary in the optimization tech-
niques or the shape priors used. In [30] Saragih et al. used a
method similar to mean shift to optimize the posterior like-
lihood. Recently, Saragih [29] developed a sample specific
prior which significantly improves over the original PCA
prior in ASM , CLM and AAM. Zhu and Ramanan [44]
used a part-based model for face detection, pose estimation
and landmark localization assuming the face shape to be a
tree structure. Asthana et al. [2] combined discriminative
response map fitting with CLM, which learns a dictionary
of probability response maps based on local features and
adopts linear regression-based fitting in the CLM frame-
work.
3. Regression of Deep Descriptors
The proposed method for facial landmark detection,
called Local Deep Descriptor Regression (LDDR), con-
sists of two modules. The first module generates local fea-
tures for each estimated facial landmark points using the
deep descriptor framework. These features are concate-
nated together to form a global shape-indexed feature. The
second module is a linear regressor which learns the rela-
tionship between the shape feature and the corresponding
shape increment during training. The process is repeated
stage-by-stage in a cascaded fashion. Figure 2 shows the
overview of our method.
3.1. Deep Descriptor Construction
In order to construct a deep CNN descriptor, we start
with the Alexnet [19] network. We use the publicly avail-
able network weights trained on the Imagenet [27] data
using Caffe [16], that are distributed with RCNN [11]
. However, this particular CNN cannot be used directly
as a key-point descriptor because of the following limita-
tions. Firstly, the CNN requires a fixed input image size of
224× 224 pixels which is too large to be considered for the
patch size around the key-point. Secondly, a single activa-
tion unit at the fifth convolutional layer (conv5) has a highly
overlapping receptive field of size 195 × 195 pixels, which
makes localization difficult. As a result, two pixel points in
close vicinity cannot be distinguished from one another.
On further analysis of the first problem, we found that
a CNN requires fixed size input only because of its fully-
connected layers. A convolutional layer can process any in-
put as long as it is larger than the convolutional kernel. On
the other hand, a fully connected layer needs a fixed size in-
put as its output dimension is predetermined. To resolve this
issue, we remove the last max pooling layer (pool5) and all
the subsequent fully-connected layers (fc6, fc7, fc8, and
softmax) from the network. The CNN output is, therefore,
computed by the conv5 layer containing 256 feature chan-
nels. Analyzing the second problem, we find that a major
contributor for the large size of receptive field is the inter-
layer subsampling operation, which is implemented in the
form of strides in the convolutional as well as max pool-
ing layers. They are deployed mainly to reduce the num-
ber of parameters and feature computation time, which are
not required for a key-point descriptor since the small patch
input will drastically bring down the convolution time any-
way. Hence, strides in all the existing layers are set to 1.
Also, padding from all the convolutional layers are removed
as they contribute very little to describing a key-point. In-
stead, we apply a single pixel padding in the max pooling
layer to further reduce the size of the receptive field with-
out disturbing the output. With these architectural changes,
the receptive field size is reduced to 21 × 21 pixels which
is good enough for the size of a local patch surrounding a
key-point. The final network structure obtained for the deep
descriptor is shown in Figure 3. With the input size as small
as the receptive field, single pixel feature maps are obtained
Figure 3. Architecture of the proposed Deep Descriptor Network. The height and width represents the dimensions of each feature map,
whereas the depth denotes the number of features maps for a given layer. The number of strides for each layer is restricted to 1.
at the conv5 layer forming a 256 dimensional output vector.
The proposed deep descriptor satisfies the essential prop-
erties of being a key-point descriptor. It is position inde-
pendent, as it depends only on the image patch relative to
the point. It is robust to small geometric transformations
because of the max pooling operation in CNN. The normal-
ization operation after each convolutional layer makes it ro-
bust to illumination variations. Since the network weights
are trained using fixed sized inputs, the descriptor works
best when the input images are scaled to the same size prior
to key-point extraction, thus reducing the dependency on
scale. Hence it can be used as a generic keypoint descrip-
tor in many computer vision applications. Additionally, for
domain specific problems, the model weights can be fine-
tuned before evaluating the features. For the application
of face alignment, we fine-tune the model weights using
face images from the FDDB [15] dataset. Fine-tuning was
done for the face detection task, which classifies the input
as face or non-face. The procedure adopted is similar to the
method described in [11]. During fine-tuning, the network
learns features specific to face parts which is a crucial part
in our work. As a result, the activations at the fifth con-
volutional layer become more discriminatory to local face
patches such as eyes, nose, lips, etc. The other advantage
of fine-tuning is that the same network weights can be used
for both face detection as well as face alignment. Once the
network is fine-tuned, the test image just goes through a for-
ward pass to generate CNN features, which are then fed to
a simple linear regression method to generate incremental
shapes.
3.2. Computing Shape Indexed Features
Given an initial mean shape containing L landmarks, we
compute the 256 dimensional deep descriptor φtl for each
landmark l ∈ 1, 2, ....L at a given stage t. A global shape
indexed feature is composed by concatenating the set of
deep descriptors, i.e., Φt = [φt1, φ
t
1, ..., φ
t
L] , which is sub-
sequently used to learn the ground truth shape increment, as
explained in section 3.3.
We adopt a coarse to fine regression approach. It is im-
portant in face alignment that the features used to describe
the landmark points are local. To predict the offset ∆s of
a single landmark, we extract the deep descriptors from a
local region of size r. It has been shown in [26] that the op-
timal size is almost linear to the standard deviation of indi-
vidual shape increment ∆s. Since, we want ∆s to decrease
sharply at every stage, we need to choose the size of the lo-
cal patch region around the landmark accordingly. Follow-
ing [26], we keep the patch size for deep descriptor larger in
the first stage and decrease it linearly in subsequent stages.
With this modification, the deep descriptor is bound to gen-
erate higher dimensional output for the initial stages. Addi-
tional structural modification is needed for uniform output
dimension, which limits us to consider only four stages of
regression. The patch sizes normalized by face rectangle
are taken to be 0.4, 0.3, 0.2, 0.1 for respective stages. Since
the face is resized to 224 × 224 pixels (the input face size
used for fine-tuning), the actual patch sizes correspond ap-
proximately to 92, 68, 42, 21. Moreover, variable amounts
of strides are added to conv1, max1, conv2 and max2 lay-
ers for each stage as listed in Table 1. The network for the
last stage remains unchanged as its input patch size matches
the requirement for our deep descriptor network. This en-
sures a consistent output dimension of 256 at each stage and
for every landmark. In addition to just removing the fully
connected layers, our network has reduced the amount of
subsampling/stride for different regression stages as shown
in Table 1.
3.3. Learning Global Regression Wt
In this section we introduce our basic shape regression
methodology for the face alignment problem. Unlike [5]
and [26] which have two level cascaded regression frame-
work, we perform a single global regression at each stage.
Stage 1 Input Size
(pixels)
conv1 max1 conv2 max2
Stage 1 92× 92 4 2 1 1
Stage 2 68× 68 3 2 1 1
Stage 3 42× 42 2 1 1 2
Stage 4 21× 21 1 1 1 1
Table 1. Input size and the number of strides in conv1, max1,
conv2 and max2 layers for 4 stages of regression.
Given a face image I and initial shape S0, the regressor com-
putes the shape increment ∆S from the deep descriptors and
updates the face shape using (1)
St = St−1 +W tΦt(I, St−1). (1)
After extracting the deep descriptors, we concatenate
them to a form a global shape-indexed feature Φt =
[φt1, φ
t
1, ..., φ
t
L]. Our aim is to learn a global linear projec-
tion Wt by minimizing the following objective function:
min
W t
N∑
i=1
‖∆S˜ti −WtΦt(Ii, St−1i )‖22 + λ‖W t‖22, (2)
where the first term is the regression target and the second
term is a regularization of Wt in L2 sense. λ controls the
strength of regularization. Regularization here plays a ma-
jor role due to the high dimensionality of the shape-indexed
feature. In the experiments, the dimensionality of features
for 68 landmarks points could be as high as 17K+. Without
regularization there could be substantial amount of over-
fitting. For implementing regression, we use L2 regular-
ized L2-loss support vector regression using the LIBLIN-
EAR [9] package. Since the objective function is quadratic
in W t, we can always reach a global minimum.
3.4. Incorporating Shape Constraint
As mentioned in [5], the shape constraint is preserved
by learning a vector regressor and explicitly minimizing the
shape alignment error as in (2). Since each shape is updated
in an additive manner, and each shape increment is a linear
combination of certain training shapes, the final shape is
modeled as a linear combination of the initial shape S0 and
all training shapes:
S = S0 +
N∑
i=1
wiSˆi. (3)
Hence, as long as the initial shape satisfies the shape con-
straint, the regressed final shape is bound to lie in the linear
subspace constructed by all the training shapes. As a mat-
ter of fact all the intermediate shapes also satisfy the shape
constraint, since they are constructed in a similar fashion.
4. Experiments
There are several landmark annotated datasets publicly
available. However, we choose the most recent and chal-
lenging ones. These are Helen [20], LFPW [3], AFW [44]
and IBUG [28]. In addition to these, we evaluate the per-
formance of our method on a recently introduced IARPA
Janus Benchmark A (IJB-A) dataset [18]. These datasets
present different variations in face shape, appearance and
pose and are described in the following subsections. To
maintain consistency in the experiments, we perform face
alignment using MultiPie [14] 68 point markup format.
4.1. Datasets
LFPW [3] is one of the widely used datasets to bench-
mark the face alignment tasks. It consists of 811 training
and 220 testing images. The dataset contains unconstrained
images from the internet which have large variations in
pose, illumination and expression. Since some of the image
links mentioned in the dataset are invalid, we downloaded
the LFPW images from the ibug [28] website which has ac-
cumulated all valid images and their 68 point annotations.
Helen [20] dataset has 2300 high resolution web images,
each one marked with 194 landmark points. To be consis-
tent with the 68 point markup in our experiments, we down-
loaded this dataset from the ibug website which provides the
68 point annotations along with this dataset.
AFW has annotated faces in the wild dataset created by
Zhu and Ramanan [44]. It consists of 205 in-the-wild-faces
with varying illumination, pose, attributes and expressions.
It was originally annotated with 6 landmark points. How-
ever, we perform our experiment on the AFW dataset pro-
vided on ibug website, as it contains 68 points annotated
ground truth helping us to maintain consistency in the ex-
periments.
IBUG is a challenging subset of 135 images taken from
the 300-W [28] dataset. 300-W contains IBUG and images
from existing datasets LFPW, Helen, AFW and XM2VTS
[25]. It inherently follows the 68 point annotation format.
IJB-A [18] dataset is the recently released face verifica-
tion dataset. The dataset is annotated with 3 key-points on
the faces (two eyes and nose base). The dataset contains
images and videos from 500 subjects collected from online
media. In total, there are 67,183 faces of which 13,741 are
from images and the remaining are from videos. The loca-
tions of all faces in the IJB-A dataset were manually anno-
tated by human annotators. The subjects were captured so
that the dataset contains wide geographic distribution. The
challenge comes through the wide diversity in pose, illumi-
nation and resolution.
Training and testing: We evaluated the performance of
our method on these challenging datasets. First, we per-
formed training and testing on the LFPW and Helen datasets
taking only their own training and testing sets. Using this
(a) (b)
(c) (d)
Figure 4. Average pt-pt error (normalized by face size) vs fraction of images in (a) LFPW, (b) Helen, (c) AFW and (d) iBUG.
model we test on AFW dataset. In order to evaluate on the
IBUG dataset, we generated our own cumulative training
set consisting of 3148 images taken from the LFPW, He-
len and AFW datasets. This is done since AFW has more
pose variations compared to LFPW and Helen. To test on
IJBA-A dataset we use the same model.
Evaluation Metric: Following the standards of [5], [3],
we computed the average error for all landmarks in an im-
age normalized by the inter-pupil distance. For each dataset,
the mean error evaluated over all the images is reported.
In the following sub-section, we compare our LDDR algo-
rithm against existing state-of-the-art methods and validate
our results. Since the IJB-A dataset has only three anno-
tated points, the interoccular distance error was normalized
by the distance between nose tip and the midpoint of the eye
centers.
4.2. Comparison with state-of-the-art Methods
During training we augment the data to improve the gen-
eralization ability. A single training sample is translated to
multiple samples by flipping all the images and then ran-
domly rotating them. Then initial shapes are also randomly
assigned. Our method has only one fitting parameter i.e.
number of stages of regression, which following the princi-
ples of [26], [5] has been set to 4 in our case. We compare
our results with those reported in [5], [26], [4], [2], [37].
Method 68-pts 49-pts
Zhu et al. [44] 8.29 7.78
DRMF [2] 6.57 -
RCPR [4] 6.56 5.48
SDM [40] 5.67 4.47
GN-DPM [37] 5.92 4.43
CFAN [42] 5.44 -
CFSS [43] 4.87 3.78
LDDR 4.67 2.38
Table 2. Averaged error comparison of different methods on the
LFPW dataset.
Tables 2, 3, 4 and Figure 4 provide the Normalized
Mean Square Error and average pt-pt error (normalized by
face size) vs fraction of images plots of different meth-
ods, respectively. In Figure 6 we present the compari-
son of our algorithm with [44], [2] and [17]. Our deep
descriptor-based global shape regression method outper-
forms the above mentioned state-of-the-art methods. The
tables also show a comparison of our method with many
other pioneering methods such as Gauss Newton based De-
formable Part Models [37] and Robust Cascaded Pose Re-
gression (RPCR) [4] and some recent methods like [43].
Figure 5 shows some landmark localization results on the
five datasets. It can be seen from this figure that our method
is able to localize landmarks on near profile faces as well
as faces of low resolution, partially visible and expression
from the IJB-A dataset.
Randomly rotating and flipping doubles the amount of
data and hence generalizes the data more while reducing
the error by ∼ 2%. After the advent of deep learning, it
was seen that the conv5 features capture a lot of salient in-
formation. Our method depends on the generalization of
the deep descriptors and hence the increase in the amount
of data available for training favors the learning step. After
training only on Helen and LFPW trainset, we get an error
of 5.09% and 5.08%, respectively. However, after training
on the cumulative data we achieve better performance get-
ting 4.76% on the former and 4.67% on the latter. Also, it
can be seen from Tables 2 and 3, the error in 68 landmark
points is higher than that in 49 points as the former includes
the face contour points. It is evident from our experiments
that the proposed method performs better than [44] and [40]
where HOG and SIFT were used as their features. Table 4
shows the performance of our method on challenging sub-
set of 300-W ibug dataset. The error in the performance of
CFSS [43] is lower than our method. This may be due to
the fact that CFSS performs its initial search on the space
of multiple mean shapes, whereas we initialize with only
one mean shape at test time. We do this to reduce the time
and space complexity during training. In our experiments
we only flipped and rotated the shapes in contrast to con-
ventional techniques where the shapes are flipped, rotated,
translated and scaled. This also demonstrates the discrimi-
natory quality of our Deep Descriptors and how better it can
get given a large amount of diversified training data.
Method 68-pts 49-pts
Zhu et al. [44] 8.16 7.43
DRMF [2] 6.70 -
RCPR [4] 5.93 4.64
SDM [40] 5.50 4.25
GN-DPM [37] 5.69 4.06
CFAN [42] 5.53 -
CFSS [43] 4.63 3.47
LDDR 4.76 2.36
Table 3. Averaged error comparison of different methods on the
Helen dataset.
4.3. Runtime
All the experiments were performed using an NVIDIA
TITAN-X GPU using cudnn library on a 2.3Ghz computer.
Training on LFPW took 5.5 hours and on Helen took 9
hours. Training on cumulative data took around 15 hours.
Due to different CNN being initialized in each stage, the
testing was observed to be slow taking ∼ 4 seconds given
Figure 6. Average 3-pt error (normalized by eye-nose distance) vs
fraction of images in the IJB-A dataset.
a face bounding box. However in our implementation test-
ing was close to real time performance taking only ∼ 0.8
seconds per face, hereby reducing the testing time by 80%
. This includes the time taken for feature extraction and
regression. The time consuming part for the landmark lo-
calization was the initialization of a different CNN in each
stage. To counter this delay in testing, we merged the 4
CNN models in a single CNN model which is initialized
only once. To reduce the performance time even more, the
68 patches extracted around the intermediate shape were
passed in a batch.
Method 68-pts
Zhu et al. [44] 18.33
DRMF [2] 19.75
RCPR [4] 17.26
SDM [40] 15.40
GN-DPM [37] -
CFAN [42] -
ESR [5] 17.00
LBF [26] 11.98
LBF Fast [26] 15.50
CFSS [43] 9.98
LDDR 11.49
Table 4. Averaged error comparison of different methods on the
iBUG challenging dataset.
5. Conclusions
In this paper, we presented a deep descriptor-based
method for face alignment using regression of local de-
scriptors. The highly informative nature of deep descriptor
makes it useful as SIFT, SURF and HOG features. This
means deep descriptors have potential in many different
kinds of applications in machine vision, such as pose esti-
mation, activity recognition and human detection and many
others. We also presented an effective way of reducing the
Figure 5. Qualitative results of our landmark localization method. First row: LFPW, Second row: Helen, Third row: AFW and Fourth
row: IBUG. Fifth row: IJB-A.
testing time by combining four CNNs into one achieving
real-time performance. Extensive experiments on five pub-
licly available unconstrained face datasets demonstrate the
effectiveness of our proposed image alignment approach.
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