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Пусть M означает множество входных сигналов, действующих на 
некоторую линейную динамическую систему, a M r есть множество вы­
ходных сигналов. Задать  соотношение «вход —  выход», значит задать  
оператор A 9 реализующий закон, в силу которого каж дом у элементу  
множества M ставится в соответствие единственный элемент множества  
M'. Другими словами, оператор А отображ ает  множество M на м нож е­
ство M'.
Если x ( t ) v M 9 а у (t) F M r9 то символически соотношение «вход —  
выход» записывается формулой
y ( t ) = A . x ( t ) .  (1)
Д ля  линейных динамических систем, описываемых обыкновенными  
дифференциальными уравнениями, оператор А при нулевых начальных  
условиях получает следующ ий вид:
OO
y ( t )  = J  К ( / , T ) *  ( 2 )
О
где K(Z1T ) — весовая функция, или импульсная переходная характери­
стика системы, причем к (Zit) = O  при т > Z .  Если система стационарна, 
то интегральный линейный оператор (2) преобразуется в интеграл  
свертки:
t CO
у  ( t )  =  | к ( /  — х) X M d x  =  (  к ( /  — -)  (3)
О Ô
В области операторных изображ ений последнему равенству соот­
ветствует выражение
Fy ( p ) = W ( p ) . F x (p), 4 )
где  Fx (p) и Fy (p)  есть преобразован н ы е по Лапласу входной  
и вы ходной сигналы,
a W (р) — передаточная функция системы, т. е. результат п р е о б ­
разования по Лапласу весовой функции
OO
W ( р ) =  ^ к М е - п  dt .  (5)
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Все рассмотренные нами соотношения связывают непосредственно  
заданные входные и выходные сигналы или их изображения по Л а п л а ­
су. Возможен, однако, принципиально иной подход к этому вопросу. Он 
основан на векторном изображ ении реальных сигналов как функций 
времени t n  М етод и зображ аю щ их векторов позволяет получить связь  
«вход — выход» для линейной динамической системы в форме вектор­
но-матричного соотношения:
V = A X y (6 )
где Xy У — изображ аю щ ие векторы входного и выходного сигналов  
соответственно. Координаты этих векторов есть коэффициенты Фурье 
разложений реальных сигналов в ряды по ортогональной системе  
функций либо значения разлагаем ы х функций в дискретном ряде то­
чек. В качестве ортогональной системы функций целесообразно исполь­
зовать полиномы Чебышева [1. И -
Займемся определением матричного оператора А в (6) для стац и о­
нарной линейной системы, которая описывается дифференциальным  
уравнением вида (п > т ):
d ny . d n~]y  , d y  . , dmx , ,
—-------(- а п- 1 — — - +  • • • +  а х —  +  а 0у — b —------ f- • • • -f- box. (7)
d t n d t n~ l d t  d t m
Д л я  простоты будем  предполагать, что начальные условия нулевые.
Будем считать также, что система устойчива и, следовательно, можно  
указать такой интервал (0 , 0^) ,  за которым свободная составляющая  
переходного процесса практически исчезает. Вводим новую переменную  
т =  t/to и все процессы будем рассматривать на интервале ( 0 < т < ;  1), 
полагая у (t) =  у  (t0x) =  у  (т) и х (t) =  х (tor) =  х ( г ) у а также имея 
в виду, что
d t K =  t% dzK и
|*  ■ ' j  <f(t) d t K =  t +  ■ ' j*
0 0 0 0
K K
Проинтегрируем о б е  части уравнения (7) п раз. Учитывая приведенные  
соотношения, связанные с заменой переменного, будем иметь
L » W
y ( z )  +  a n-\to  j У (х) d z  +  • • • • +  a0t% j* • • • j y  (x) d z n =
о
n
T X  X X
=  b J T m J •• • f  *  CO + • • • ■ +  j  • • • J  JC (T)
0 0 U O
n — m  n
(8)
Перейдем к изображ аю щ им  векторам. По теореме об изображении  
интеграла [1] можем написать:
[ • • •  J < р ( т ) с ? т * (9)
где ф — изображ аю щ ий вектор функции ф (т),  
а /  — матрица интегрирования вида
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Таким образом, для изображ ений получим
\Е +  CLn- 1 (t0J) +  * • • +  CLi ( І0Т)п~ 1 4- CLq ( t0J)n\ Y =
=  (.t0J)n- m Ib0E + - - - W b l (I0I ) 171- 1 +  b0(I0J)-1] 
откуда формально найдем
y  ( I0J y - "  [bmE +  . . . +  b0 (t0J)m] x
E +  Un—i (I0J) +  • • • +  a 0 ( t0J)n 
где D — единичная матрица.
Таким образом, искомый матричный оператор имеет вид 
л _  ( IoJr -m IbmE +  . - . W b 0 U0I)"*)
E +  CLn - 1 (I0J) W   ЬЯо (IoJ)71
=  [ E W  CLn- 1 ( t0J) +  • • • + ^ ) ( Ѵ > Л]_1[^т£ Н------+ * m (  (12)
Покажем, что структура матричного оператора (12), записанного  
в виде дроби, полностью совпадает со структурой так называемой ин­
версной передаточной функции рассматриваемой динамической систе­
мы. Передаточная функция равна
W (P )  =  , ^  +  ¢ - ^ - '  +  -  + ¢, , я >  т (13)
р п +  а п- і Р п~ '  H----------Ѵ а хр  +  а 0
Выполним дробно-линейное преобразование комплексной переменной р 
по формуле /? =  - і - , в  результате бесконечно удаленная точка плоско­
сти р перейдет в начало координат плоскости z  и наоборот.
Функцию
W* (г) =  W ( - 4  =  Z f f  h Z>„zm) (14j
\ Z J I +  CLn—lZ W ' * * WCL0Zn
будем  называть инверсной передаточной функцией. Легко видеть, что 
если вместо z в (14) подставить матрицу Z0/ ,  то получим матричный 
оператор (12), т. е.
A = W * ( t 0J).  (15)
Таким образом, связь «вход —  выход» для линейных стационарных
систем со сосредоточенными параметрами, в смысле метода и зо б р а ж а ­
ющих векторов, определяется соотношением
Y =  W* (I0J) -X.  (16)
Матрицу W* (Z0Z) будем называть матрицей преобразования линейной 
динамической системы. Она играет такую ж е  роль, что и передаточная  
функция в операторном соотношении (4). Отсюда следует, что все пра-
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вила преобразования структурных схем сохраняют силу при замене  
передаточных функций звеньев их матрицами преобразования, а сиг­
н а л о в — соответствующими векторами. Ненулевые начальные условия  
в рассматриваемом методе легко могут быть учтены путем инверсии 
соответствующего операторного выражения, составленного с учетом на­
чальных условий.
Сделаем еще одно замечание. При выводе основного соотношения  
(16) использовалась многократно лишь одна операция интегрирования, 
поэтому следует ожидать высокую устойчивость метода к погрешно­
стям исходных данных. Наконец, отметим важное свойство рассматри­
ваемого представления, позволяющ ее весьма просто оценить перерегу­
лирование — важнейшую характеристику качества переходного процес­
са. Пространство изображ аю щ их векторов I2 изометрично гильбертову  
пространству + .1 (0 ,1 ) ,  т. е.
Il У W- = IhW у 2 (X)  dx  =II К |і2 =  ( К, К ). (17)
6
П оэтом у согласно [2] м ож но написать
Ii у  II =  V ( Y T Y )  <  max I у ( X ) I  (18)
0 < т< 1
Если у  (t) — переходняя характеристика, то перерегулирование имеет  
оц ен к у  снизу
а % >  L ( W O - W ( J ) . 100.
У Hol
J M - U m  y ( t )  =  W(0),
t ->»00
т— 1
( К , К ) ~ 2 * 4
к=О
где IE (0) — значение передаточной функции системы при р  =  О, 
a y K (tс = 0 ,  1, • ••tn — I) — координаты и зобр аж аю щ его  вектора  
Y 9 т. е. коэффициенты Ф урье п ер еходн ой  характеристики в р а зл о ж е ­
нии по полиномам Чебыш ева I рода, окончательно будем  иметь
П оскольку
/
У ,  у і  -  W (0 )
 «  • ( 1 9 >
Сделаем замечание относительно выбора величины Z0. Если а есть 
абсолю тное значение вещественной части ближайшего к мнимой оси 
корня характеристического уравнения системы, то
Z - L t iL0 -—-
а
Величину а можно определить по способу, указанному в [3].
Рассмотрим пример. Система состоит из двух параллельно соеди­
ненных звеньев с суммарной передаточной функцией
+ + | г - <20)
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Произведем расчет переходной характеристики системы по предлагае­
мому методу и проверим формулу (19). Точное выражение для пере­
ходной характеристики имеет вид
y ( t )  = 2 e - ' s l n 3 Z  +  ! ^ l - R  2 ‘ ).(21)
Найдем инверсную передаточную функцию
6z  , 9 ZW* (z)
( 1 + г ) 2 +  9г2 4 I y ±  . z
Величина а равна единице. Учитывая значительную колебательность  
процесса, принимаем Z0 =  4 сек. М атрицу интегрирования, как это
следует из формулы (10), представим в виде J =  —  Ji9
поэтому
JqJ — 4 J =  J i .
Матрица преобразования равна
—i
Ir* (Z07) =  W * (Л )  =  [ £  +  27, +  107* V 1 67, +  j E - ^ - J
2
Л
П оскольку
* (*") — I (Z) Y ^ e x =  Y  2 ( l î  о, 0 , . . . 0 , . . . ) ,
получим следую щ ее выражение для изображаю щ его вектора переход­
ной характеристики:
- i
V =  Ir* ( 7 , ) / 2  =  [Е +  27, +  107? ]-> 12vj +  R
Zr
где
Ч - і  Л J/ 2 е, =  ( 1+ 2 , -  1, 0 , 0 , • • • 0 , . .  •).
Д ля матрицы 7, порядка 8 X 8  расчеты дают:
K1 =  [Е -Ь 27, +  107? ]-1  Л2щ — [0,262; 0,345; 0,179; - 0 , 0 3 ;  
- 0 , 2 7 5 ;  - 0 , 3 7 2 ;  —0,134; 0,067]; 
K 2 = R J  + — 7, Y J  =  [1,612; - 0 , 5 9 ;  - 0 , 3 3 5 ;  - 0 , 1 5 7 ;  —0,048:
- 0 , 0 1 4 ;  - 0 , 0 0 3 ;  - 0 ,0 0 0 6 ] ;  
K =  K1 + K 2 =  [1,874; - 0 , 2 4 5 ;  - 0 , 1 5 6 ;  - 0 , 1 8 7 ;  - 0 , 3 2 3 ;  
- 0 , 3 8 6 ;  - 0 , 1 3 7 ;  0 ,066].
Точечный изображаю щ ий вектор определится формулой [1]
V t  =  I - Y 9 
где /  — интерполяционная матрица.
Координаты вектора Yr есть значения переходной характеристики  
у  (Z) =  у  (Z0T) =  у  (т) в нулях полинома T * (т). Результаты расчета 
приведены в таблице. В последней строке показаны точные значения 
у  (t) в узлах интерполирования, подсчитанные по выражению (21).
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Как и следовало ожидать (таково свойство весовой функции Чебыш е­
ва), заметны различия в средине интервала, однако нигде относитель­
ная ошибка не превосходит 3%, что вполне приемлемо для инженерных 
целей.
T а б л и ц а
ІІ ф. H 0 ,0384 0 ,3370 0 ,8888 1,6098 2,3901 3, 1111 3,6629 3 ,9615
Kt 0 ,305 1,796 1,479 0 ,9 2 8 1,618 1,453 1,446 1 .5
у (F ) 0 ,3 0 5 1,801 1,455 0 950 1,580 1,462 1, 442 1,5
Если ж е  учесть сложный характер искомой кривой (на рассматри­
ваемом интервале кривая совершает четыре колебания около устано­
вившегося значения), то точность приближения восемью членами р а з­
ложения по полиномам Чебышева 1 рода следует считать высокой. 
Проверим формулу (19).
Имеем
Ily Il =  V  V y - =  V З Д  =  1,97.
к=О
Максимум у  (/) равен 2 и достигается при / =  0,509, поэтому»неравен-  
ство (18) в данном случае оказывается почти равенством. Оценка (19) 
дает а >  31,4% (о =  33 ,3% ).
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