In two previous experiments we investigated the neural precursors of subjects' "free" choices for one of two options (pressing one of two buttons, and choosing between adding and subtracting numbers). In these experiments the distribution of sequence lengths was taken as an approximate indicator of the randomness (or lack of sequential dependency) of the choice sequences. However, this method is limited in its ability to reveal sequential dependencies. Here we present a more detailed individual-subject analysis and conclude that despite of the presence of significant sequential dependencies the subjects' behavior still approximates randomness, as measured by an entropy rate (on pooled data) of 0.940 bit / trial and 0.965 bit / trial in the two experiments. We also provide the raw single-subject behavioral data.
Introduction
Two previous experiments from our research group (Soon et al. 2008 and Soon et al. 2013 in the following: "experiment 1" and "experiment 2") assessed the degree to which the outcome of subjectively free decisions can be predicted from preceding brain signals. Using a combination of functional magnetic resonance imaging and multivariate pattern classification, these experiments found that the outcomes of choices can be predicted with up to around 60 % accuracy from patterns of brain activity in medial prefrontal and parietal cortex as early as 7 seconds prior to the time when the participants believed to be making their decisions.
An interesting question in such a prediction of free choices is the degree to which a prediction might reflect or even be influenced by the choice on the previous trial (Lages and Jaworska 2012 , Heinzle et al. 2009 , Soon et al. 2008 , 2013 , especially since it is known that humans are particularly poor at generating random sequences (for a review see Nickerson 2002) .
Sequence length distributions
In the original papers (Soon et al. 2008 (Soon et al. , 2013 ) the assessment of randomness relied predominantly on the distribution of sequence lengths. This distribution is estimated by calculating the relative frequency with which sequences of exactly N identical choices occur in the time series, for each sequence length N. If a subject's choice sequence between two options A and B were say ABBAAABB this would mean one sequence with length N = 1, two sequences with length N = 2 and one sequence with length N = 3. Note that for the analysis of experimental data the first and last sequence from each run have to be discarded because it is impossible to tell whether they might have been cut off. In case the subject's choices are purely random, i.e. choices are sequentially independent and the two possibilities are chosen with the same probability, this is equivalent to the probability of sequences in tossing an unbiased coin. The resulting sequence length distribution is p N = 0.5 N .
Our original two papers reported that sequence length distributions showed a behavior very similar to this theoretical expectation. However, in these studies the data were pooled across subjects. In this report, we extend this information by the exact choice sequences for individual subjects and experimental runs (see Appendices 1 and 2). While the assessment of randomness based on sequence length distributions is limited, we include it here for comparison to the original papers before proceeding to more sensitive analyses. Figure 1 shows the estimated probability of sequences with length N as a function of N for each individual subject S1-S12 (black bars) in experiment 1 (left or right hand button presses). For comparison, it also shows superimposed the expected distribution of sequence lengths for a process where each option is selected randomly and independently from the previous trial with a probability of 0.5 (red line). Please note that this parameter-free theoretical distribution neglects the effects of limited sampling, i.e. the influence of the limited number of trials per run. It fits the distributions for most subjects quite well, except for an overabundance of short trials. The same effect was apparent in the analysis of the data pooled across subjects (Supplementary Figure 2, Soon et al. 2008) . Figure 2 shows the same analysis for each individual subject S1-S17 in experiment 2 (adding or subtracting numbers). As in the previous experiment (Figure 1) , the parameter-free theoretical function fits the distributions for most subjects quite well, again with the exception of a disproportional number of short trials, which was already apparent in the original analysis of pooled data (Supplementary Figure 1, from Soon et al. 2013 ).
Probabilities of choices
One possible deviation from producing an ideal random sequence would be given if the subjects had a bias towards one of the two choices. The estimated probabilities (relative frequencies) of choosing "left" or "right" in experiment 1 are given in the columns p L and p R in Table 1 , and for choosing "addition" or "subtraction" in experiment 2 in the columns p A and p S in Table 2 , separately for each subject.
A statistical assessment of equiprobability is given by the p-value for a binomial test versus p L = p R = 0.5 and p A = p S = 0.5, respectively, in the column "binomial" of Tables 1 and 2 . This application of the binomial test is not exact, because the test assumes independent samples, i.e. here sequential independence, which is not the case in this dataset (see below). To account for this fact, we assessed the p-values at a more lenient significance level of 0.1 to be more sensitive to possible deviations. The result is indicated by an asterisk in the tables: Equiprobability is formally rejected in 1 of 12 subjects in experiment 1, and 4 of 17 subjects in experiment 2. Please note that not rejecting the null hypothesis cannot be considered proof of its truth. Furthermore -for reasons of experimental design -in the original experiments participants had been pre-selected based on independent pilot experiments where the balance between both options was one criterion for selection (Soon et al. 2008) . Thus the observed balance between left and right choices cannot be generalized to the full population of potential subjects.
The largest bias of 0.713 vs 0.287 occurs in S14 of experiment 2. On the whole, however, the choices were quite balanced in most subjects. Moreover, there is no systematic difference between choice probabilities across subjects; sign permutation tests applied to the probability differences (p L -p R and p A -p S ) result in p-values of 0.6 and 0.871 for experiments 1 and 2, respectively. 
Prediction analysis
The previous two analyses show that the imbalance between choices is weak in most subjects and that the sequence lengths roughly follow the distribution that would be expected if choices were made sequentially independent and with equal probability. However, as expected from the fact that humans cannot produce perfectly random sequences (Nickerson 2002) small deviations from the expected distribution p N of sequence lengths were observed. We therefore assessed to which degree it would be possible to predict choice C(t + 1) from the previous choice C(t). In contrast to analyses of predictability of continuous data such as neurophysiological signals, each data point here can take on only two different discrete values. Therefore, instead of using a more complex classifier such as a support vector machine (see e.g. Müller et al. 2001 for a review), we used the following simple rule: We selected as the prediction of the next choice the one which followed most frequently the given previous choice. That is, transition probabilities T ij = Pr( C(t + 1) = i | C(t) = j ) were estimated from the data based on how often the transitions occured in the data. For two choices, the four transition probabilities T ij are arranged in a 2 ⨉ 2 transition matrix T, whose entries add up to 1 in each column (see Figures 3 and 4 for examples) . A transition matrix was estimated from a subset of the data ("training") and then used to predict choices in the remaining independent part of the data ("test"). Specifically, cross-validation was implemented across runs, meaning that the data from one run served as test data and the remaining runs served as training data, using each run in turn for testing. The resulting prediction accuracies were then averaged across cross-validation folds. Prediction of choice C(t+1) was implemented by selecting the column corresponding to the previous choice C(t) and then selecting the next choice depending on which of the two possibilities had the higher probability. Table 1 : Analysis of behavioral data from experiment 1. For 12 subjects, the columns show: estimated probabilities for choices "L" and "R"; p-value and significance (α = 0.1) of a binomial test versus p L = p R = 0.5; cross-validated accuracy for predicting a choice from the previous one; p-value and significance (α = 0.05, 0.01) for a test of sequential independence (Bernoulli process); p-value and significance (α = 0.05, 0.01) for a test of sequential dependence on the last choice only (Markov property); estimated optimal order of a Markov model; entropy rate in bit / trial of the choice sequence according to a second-order Markov model; estimated probabilities for staying with the same choice or switching to the other choice. Some of the values are also given with respect to data pooled across subjects in the last row.
The cross-validated prediction accuracies for each subject are shown in the column "accuracy" in Tables 1 and 2 . The average classification accuracy across subjects is 0.64 (±0.031) in experiment 1 and 0.62 (±0.015) in experiment 2. Table 2 : Analysis of behavioral data from experiment 2. For 17 subjects, the columns show the estimated probabilities for choices "A" and "S"; for an explanation of the further columns, see Table 1 .
Stochastic process analysis
In agreement with previous findings (Nickerson 2002) , the sequence length statistics and the prediction analyses indicate that there are weak deviations from purely random behavior in the choice sequences of subjects.
The existence of such dependencies over one step can be assessed exactly for each subject by testing the null hypothesis of a Bernoulli process (using Fisher's exact test applied to the transition counts treated as a contingency Tables 1 and 2 , column "Bernoulli". The null hypothesis of no sequential dependency over one step can be rejected at the standard significance level of 0.05 for 7 of 12 subjects in experiment 1, and for 7 of 17 subjects in experiment 2; in most of these the pvalue is even below 0.01.
There are two natural follow-up questions: The first is how strong the dependencies are. The second is whether sequential dependencies are limited to one step, i.e. whether the choice behavior of the subjects conforms to a first-order Markov process.
We first turn to the question of Markov order. The null hypothesis of a first-order Markov process can be tested using the "minimum discrimination information" approach of Kullback et al. (1962) ; the resulting p-values are shown in Tables 1 and 2 , column "Markov". According to this test, sequential dependencies exceeding one step are present in 2 of 12 subjects in experiment 1, and 5 of 17 subjects in experiment 2.
Hypothesis tests have a bias in favor of retaining the null hypothesis, and even more so if applied in sequence to several nested hypotheses. A better way to assess the extent of sequential dependencies is to determine which order a Markov model needs to have such that it optimally describes the data. Optimal model orders estimated according to the approach of Csiszár and Shields (2000) based on the Bayesian information criterion are shown in Tables 1 and 2 , column "order". Data from most subjects appear to be optimally modelled by a second-order Markov process.
Next we turn to the strength of the dependencies. The estimated Markov model order assesses the temporal extent of sequential dependencies, but does not quantify their strength, or the degree of randomness that the sequential choice behavior of subjects retains despite of the influence of previous choices on the next one. The standard way to measure randomness is information-theoretic entropy, which quantifies the amount of information (surprise) an observer receives when notified of the outcome of a random event (see Cover and Thomas 1991) . Its adaptation to the case of stochastic processes is the entropy rate, the average amount of information received per time step from observing a sequence of events. The entropy rate of the choice behavior of subjects, estimated according to a second-order Markov model, is given in Tables 1 and 2 for each subject in experiment 1 and 2, respectively. Single-subject values vary from 0.767 to 0.980 bit / trial; estimated on data pooled across subjects, the entropy rate is 0.949 bit / trial in experiment 1 and 0.965 bit / trial in experiment 2. For comparison, in the purely random case of independent equal-probability choices between two alternatives, the entropy rate would be 1 bit / trial.
The sequential choice behavior in detail
How did the subjects' choice behavior deviate from randomness? The left panels of Figures  3 and 4 show one-step transition matrices estimated from the pooled data of all subjects in experiment 1 and 2, respectively. They suggest that transitions occur more often in the direction of switching to the other choice ("L" → "R", "R" → "L" and "A" → "S", "S" → "A") than staying with the same choice, in a proportion of about 0.6 vs 0.4 on average. Stay and switch probabilities estimated for each subject separately, shown in Tables 1 and 2 in columns p stay and p switch , confirm this effect to systematically occur across subjects. Estimated switch probabilities are higher than stay probabilities in 11 out of 12 subjects in experiment 1, and 14 out of 17 subjects in experiment 2. This tendency to switch also accounts for the higher frequency of sequences of length 1 (see above) than what would be expected from a purely random process.
The right panels of Figure 3 and 4 show the probabilities for the next choice depending on the last two previous choices, representing Markov models of order 2. They suggest that the preference to switch is more generally a tendency to avoid longer sequences of the same choice. Especially in experiment 2 (Figure 4) , the probability to switch to the other choice is even higher if the two previous choices had been identical, and is lower if there was already a switch immediately before. 
Discussion
In this brief report, we analyzed the statistical properties of the sequential choice behavior of subjects in two previous experiments (Soon et al. 2008 (Soon et al. , 2013 in more detail and at the individual subject level.
In most subjects, both possibilities were chosen approximately equally often. This is not surprising given that subjects were selected for participation in the experiments based on whether they exhibited an approximate balance between choices in a pilot experiment before scanning (see Supplementary Material of Soon et al. 2008) . The sequence length distributions in many subjects follow roughly a distribution that would be expected if choices are equiprobable and sequentially independent, but with a higher frequency of sequences of length 1. The underlying sequential dependencies can be utilized to predict the next choice with an accuracy of about 60 %, and can be shown to be present in most subjects. Analysis of the data using a Markov model approach indicates that dependencies extend across about two previous choices, but lead only to a small reduction in the amount of randomness as quantified by the entropy rate (ca. 0.95 bit / trial). An examination of the transition probabilities shows that subjects actively avoid longer sequences of identical choices, which accounts for the findings of the sequence length statistics.
The weak behavioral predictability observed here has been previously reported (Nickerson 2002 , Lages & Jaworska 2012 and has also been observed previously in our own work when using more sensitive dependency measures other than sequence length distributions (Heinzle, Usnich & Haynes 2009 ). One interesting question is how this dependency is related to brain-based prediction of choices (Lages & Jaworska 2012) . Please note that the behavioral prediction accuracy cannot be directly compared to the published brain-based prediction accuracy of choices because the latter is based on aggregate brain measures (runwise parameter estimates rather than single trials, for details see Soon et al. 2008 Soon et al. , 2013 . Importantly, there are several reasons that speak for and against sequential dependencies as a cause of early predictive information (see Haynes 2011 and Lages & Jaworska 2012 for discussions). Furthermore, besides sequential dependencies there are several possibilities why early brain activity might be predictive of upcoming choices (Haynes 2011) . One way to assess the influence of previous trials on brain-based decoding accuracy is to perform decoding using labels shifted by one trial. A subsequent paper will present a reanalysis of neuroimaging data to address this question.
