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§1 Introduction.
Let C be a complex curve of genus g and let J(C) denote its Jacobian. We consider
the group of rational cycles modulo algebraic equivalence
A•
(
J(C)
)
Q
and the so called “tautological ring” R(C) , that is, the subgroup of A•
(
J(C)
)
Q
con-
taining C and stable with respect to the Fourier transform, the intersection product,
the Pontryagin product, pull-backs and push-forwards of multiplication maps by inte-
gers. The tautological ring has a mysterious algebraic structure, which has not been
completely understood so far. Only recently Beauville proved that R(C) is finite di-
mensional as a Q-vector space [Be3]. He proved that the W d’s and their intersections
generate R(C) as a vector space (this gives a rough bound for its dimension). The dif-
ficulty of understanding the structure of R(C) comes from the fact that for a Jacobian,
the cycles occurring in nature, such as C itself or the W d’s (i.e. the varieties parameter-
izing effective d-degrees line bundles on C , or, equivalently, the products C⋆d/d! ) are
not pure with respect to Beauville’s graduation [Be2]. From the point of view of Fourier
duality, the products of components of C , though they are pure cycles with respect to
both graduations, do not have a nice behavior under the intersection with the Theta
divisor. This creates trouble when trying to describe the tautological ring of the curve
C : the matrices representing the intersection product and the Pontryagin product look
completely chaotic if one works with such cycles, and it is difficult to even determine an
exhaustive set of relations among them.
In this paper we study the algebraic structure of R(C) , giving a detailed description
of all the possibilities that may occur (for g ≤ 8) : we construct convenient basis and
we determine the matrices representing the Fourier transform and both intersection and
Pontryagin products explicitly. In particular, we estimate the dimension of R(C) . We
also define algebraic models for R(C) . We obtain our descriptions as a consequence of
a more general result, that can be applied also to higher genus cases.
2In the next section, we recall some basic results and fix the notation. Section 3
is devoted to technical results concerning the Fourier transform of a pure cycle whose
intersection with the Theta divisor is trivial. In section 4, we construct cycles for the
tautological R(C) ring of a Jacobian, which have a nice behavior in some sense. Section
5 is specular to section 4: we introduce abstract algebraic models for R(C) . In section 6,
we apply our machinery to give an exhaustive description of R(C) for all the possibilities
that may occur in the cases where g ≤ 8 . We also consider the cases where C (a curve
of any genus) has at least a g14 .
§2 Preliminary lemmas & definitions.
Throughout this section, (X,Θ) denotes a principally polarized abelian variety (p.p.a.v.)
of dimension g , X̂ = Pic0(X) denotes the dual abelian variety of X and A•(X)Q
denotes the group of rational algebraic cycles modulo algebraic equivalence, graded by
dimension. We also set
Ag−d(X)Q = Ad(X)Q = “subgroup of d-dimensional cycles”
The group A•
(
X)Q has two ring structures: the first one is given by the intersection
product [Fu], the second one is given by the Pontryagin product “⋆”, that we recall to
be defined by α⋆β = S⋆(α× β) , where α× β is the natural product in X ×X and
S : X×X → X denotes the sum map on X . The intersection product is homogeneous
with respect to codimension and its unit is given by the class of X itself. The Pontryagin
product is homogeneous with respect to dimension and its unit is given by {o} , where o
denotes the origin of X and {o} denotes the class of a point in A0
(
X
)
Q
. Besides the two
products mentioned above, the group A•
(
X)Q has a remarkable automorphism, namely
the Fourier transform, and it has a second graduation defined in terms of pull-backs
mult(m)⋆ . Here, mult(m) denotes the endomorphism of X given by the multiplication
map by the integer m. The d-dimensional cycles of degree s are defined by
[
Ad
(
X
)
Q
]
s
:=
{
W ∈ Ad
(
X
)
Q
∣∣∣∣mult(m)⋆W = m2g−2d−sW, ∀m ∈ Z}
(we use the same notation from [Be2] and shall refer to this graduation as Beauville’s
graduation). It is worth noticing that this graduation can also be defined in terms of
push-forwards mult(m)⋆ : from [Be2], we know that mult(m)⋆W = m
2d+sW , for all
m ∈ Z , if and only if mult(m)⋆W = m2g−2d−sW , for all m ∈ Z . The effect on Chow
groups of such pull-backs and push-forwards has been studied by Beauville in [Be1] and
[Be2], Dehninger and Murre in [DM] and Ku¨nnemann in [K]. Dimensional graduation
and Beauville’s graduation give rise to a direct sum decomposition which reduces to
(1.1) Ap
(
X
)
Q
=
max{0, p−1}⊕
s= p−g
[
Ap
(
X
)
Q
]
s
,
3if we take into account the fact that we are working modulo algebraic equivalence (see
[Be2], main theorem and proposition (4.a)). We shall use the fact that, in particular,
(1.2)
[
Ap
(
X
)
Q
]
s
= 0 , s ≥ max {p, 1}
Clearly, A0
(
X
)
Q
=
[
A0
(
X
)
Q
]
0
= QX , A1
(
X
)
Q
=
[
A1
(
X
)
Q
]
0
∼=
Pic(X)
Pic0(X)
,
A0
(
X
)
Q
=
[
A0
(
X
)
Q
]
0
= Q{o} .
We now recall briefly the definition and the main features of the Fourier transform.
Let
P = Θ×X +X ×Θ− sum⋆Θ ∈ A1(X × X̂)Q
denote the normalized Poincare´ divisor. The Fourier transform is the map
F : A•(X)Q −→ A•(X̂)Q ;
W 7→ eP(W )
where eP = X×X̂ + P + P2/2 + P3/3! + ... is the exponential of P under the
intersection product and eP acts on W as a correspondence. We identify A•(X̂)Q
with A•(X)Q via the natural identification of X̂ with X , induced by the principal
polarization Θ . Under this identification, we consider the Fourier transform F as a
transform on A•(X)Q . The main features of Fourier transform are the following (see
[Muk], [Be1], [Be2] and [Be3]):
(2.1) F
(
α⋆β
)
= F(α)
•
F(β) and F
(
α
•
β
)
=
(
− 1
)g
F(α)⋆F(β) ;
(2.2) F ◦ F =
(
− 1
)g
mult(−1)⋆ , in particular F is bijective;
(2.3) F
[
Ad
(
X
)
Q
]
s
=
[
Ad+s
(
X
)
Q
]
s
;
(2.4) F(W ) = eΘ
•
[(
W−
•
eΘ
)
⋆e−Θ
]
, where W− := mult(−1)⋆W .
Furthermore, both the intersection product and the Pontryagin product are homogeneous
with respect to Beauville’s graduation.
A remarkable 1-cycle which lives in 0-Beauville’s degree (likewise the theta divi-
sor) is Γ = Θ
g−1
(g−1)! . A few basic well known identities involving Γ are F(Θ) =
(−1)g−1Γ , F(Γ) = −Θ and Θ
k
k! =
Γ⋆g−k
(g−k)! . To our purpose, it is convenient to write
explicitly two trivial consequences of the basic identities above. From (2.1) and (2.2), it
is a straightforward exercise to check that
(3.1) F
(
Γ⋆m
m !
)
=
(
− 1
)m Γ⋆g−m
(g −m)!
;
(3.2)
(
Γ⋆m
m !
)
•
Θh
h!
=
(
g−m+h
h
)
Γ⋆m−h
(m− h) !
.
We may note that under the notation below (which we fix for the whole paper), the
identities (3.1) and (3.2) hold for all m and h in Z .
4Notation 4. Let α ∈ A•
(
X
)
Q
be a cycle, we set
αk = α⋆k = 0 , ∀ k < 0 ; α0 = X , α⋆0 = {o} , ∀ α 6= 0 .
We also use the standard notation (defined for all n ∈ Z , cf. [ACGH]):(
n
h
)
=
n · (n−1) · ... · (n−h+1)
h!
, h > 0 ;
(
n
0
)
= 1 ;
(
n
h
)
= 0 , h < 0
(and k ! = 1 , ∀ k ≤ 0 ).
§3 On the Fourier transform.
This section deals with remarkable properties of pure cycles (dimensionally and with
respect to Beauville’s graduation) having a trivial intersection with the theta divisor.
We show that such cycles define remarkable subspaces of the Chow ring: for W ∈[
Ad
(
X
)
Q
]
s
satisfying W
•
Θ = 0 and Γ as in §2, the Q-vector space with basis{
W⋆Γ⋆m
}g−s−2d
m=1
is F -stable and turns out to be of particular interest: while dealing
with Jacobians, such kind of cycles will be essential to our description of the tautological
ring R(C) .
Throughout this section (X,Θ) denotes a p.p.a.v. of dimension g ≥ 1 and W ∈
A•
(
X
)
Q
denotes a cycle. Writing formula (2.4) explicitly, we obtain
(5.1) F(W ) =
∑
t, h, j ≥ 0
[(
W−
•
Θj
j!
)
⋆
(
−Θ
)h
h!
]
•
Θt
t!
Our next task is to simplify formula (5.1) in the case when W is pure, (see formula 6.6
below). We start with a definition.
Definition. For W ∈
[
Ad
(
X
)
Q
]
s
and k, t ∈ Z we define
Ωk; t(W ) =
d∑
j=0
(
− 1
)k+t+j [(
W
•
Θj
j!
)
⋆
Θs+2d−j−t−k
(s+ 2d− j − t− k)!
]
•
Θt
t!
.
We may note that for W ∈
[
Ad
(
X
)
Q
]
s
, in consideration of the previous definition,
of notation (4) and also in consideration of the identity W− := mult(−1)⋆W = (−1)sW ,
the equality (5.1) reduces to
(5.2) F(W ) =
∑
k, t∈Z
Ωk; t(W )
5In the following lemma we prove some properties of Ωk; t(W ) .
Lemma 6. Let (X,Θ) be a p.p.a.v. of dimension g ≥ 1 , let W ∈
[
Ad
(
X
)
Q
]
s
and
let Ωk; t = Ωk; t(W ) . Then
(6.1) dimΩk; t = g − d− s+ k ;
(6.2)
∑
t≥0
Ωk; t = 0 , ∀ k 6= 0 ;
(6.3) Ωk; t = (Ωk+t; 0) •
Θt
t!
, ∀ t ∈ Z (both sides vanish for t < 0);
(6.4) Ωk; t = 0 , ∀ k + t ≥ 1 ;
(6.5) Ω−m; 0 = (Ω0; 0) •
(−Θ)m
m!
, ∀ m ≥ 0 ;
(6.6) F(W ) = Ω0; 0 =
d∑
j=0
(−1)j
(
W
•
Θj
j!
)
⋆
Θs+2d−j
(s+ 2d− j)!
.
Note that, in particular, for a 1-cycle Y ∈
[
A1
(
X
)
Q
]
s
with s ≥ 1 , the intersection
Y
•
Θ is trivial and formula (6.6) reduces to the identity F(Y ) = Y ⋆ Θ
s+2
(s+2)! .
Proof : Equality (6.1) is obvious. In view of (5.2) and (6.1), equality (6.2) follows from
the fact that F(W ) is pure of dimension g − d − s (see 2.3). Furthermore, equality
(6.3) is straightforward.
We now prove equality (6.4). First, in view of (6.3), it suffices to prove that Ωk; 0 =
0 , ∀ k ≥ 1 . Furthermore, as Ωk; 0 ∈
[
As+d−k
(
X
)
Q
]
s
, the cases where k > d follow
from (1.2) for s > 0 , and they follow from trivial codimension reasons for s ≤ 0 .
For 1 ≤ k ≤ d we proceed by descending induction on k : fix k in the range considered
and assume we are done for all k′ > k . We have
(6.7) 0 =
∑
t≥0
Ωk; t =
∑
t≥0
(Ωk+t; 0) •
Θt
t!
= Ωk; 0
where the first equality follows by (6.2), the second one follows by (6.3) and the third
equality follows by the inductive hypothesis (the only term from the summation that
survive is the one where t = 0).
We now prove equality (6.5). For m = 0 (6.5) is trivial. Let m ≥ 1 . First of all, we
note the following
(6.8) 0 =
∑
t≥0
Ω−m; t =
m∑
t=0
Ω−m; t =
m∑
t=0
(Ω−m+t; 0) •
Θt
t!
,
where the first equality follows from (6.2), the second identity follows from (6.4) and the
third one follows from (6.3). We conclude by induction on m. Assume we are done for
6all m′ satisfying 0 ≤ m′ < m . We have
Ω−m; 0 = −
m∑
t=1
[
Ω−m+t; 0
]
•
Θt
t!
= −
m∑
t=1
[(
Ω0; 0
)
•
(
−Θ
)m−t
(m− t)!
]
•
Θt
t!
= −
(
Ω0; 0
)
•
(
−Θ
)m
m!
[
m∑
t=1
(
− 1
)t m!
(m− t)! t!
]
=
(
Ω0; 0
)
•
(
−Θ
)m
m!
where the first identity follows from (6.8), the second one follows by the inductive hy-
pothesis, the third one and the forth one are straightforward.
We now prove equality (6.6). We have F(W ) =
∑
t≥0Ω0; t = Ω0; 0 , where the first
equality follows from (5.2) and (6.2), the second equality follows from (6.4). At last,
Ω0; 0 equals the sum at the right hand side of (6.6).

Proposition 7. Let (X,Θ) be a p.p.a.v. of dimension g ≥ 1 . Consider W ∈[
Ad
(
X
)
Q
]
s
and assume W 6= 0 , W
•
Θ = 0 . Then,
(7.1) 0 ≤ s+ 2d ≤ g ;
(7.2) W⋆
(
Θg−m
)
6= 0 ⇐⇒ 0 ≤ m ≤ g − s− 2d .
Furthermore, for all h, m ∈ Z the following holds
(7.3) F
(
W⋆
Θg−m
(g −m)!
)
= (−1)m W⋆
Θs+2d+m
(s+ 2d+m)!
;
(7.4)
[
W⋆
Θg−m
(g −m)!
]
•
Θh
h!
=
(
g−s−2d−m+h
h
)
W⋆
Θg−m+h
(g −m+ h)!
;
Proof : First, we observe that as W
•
Θ = 0 , the cycle Ωk; t(W ) reduces to
Ωk; t(W ) =
(
− 1
)k+t [
W⋆
Θs+2d−k−t
(s+ 2d− k − t)!
]
•
Θt
t!
Then, applying (6.6) we obtain F(W ) = Ω0; 0(W ) = W⋆
Θs+2d
(s+2d)! . In particular, (7.1)
holds (for otherwise the Fourier transform of W would be trivial, contradicting the
hypothesis W 6= 0).
Step 1. We prove (7.4) in the special case g − m = s + 2d . As (7.4) is trivial for
h < 0 , this reduces to prove the following
(7.5)
[
W⋆
Θs+2d
(s+ 2d)!
]
•
Θh
h!
= W⋆
Θs+2d+h
(s+ 2d+ h)!
, ∀ h ≥ 0 .
The case when h = 0 is trivial. Then we proceed by induction. We fix h > 0 and
assume we are done for all h′ satisfying 0 ≤ h′ < h . From (6.4), applying (6.2) with
7k = −h we obtain
(7.6) 0 =
h∑
t=0
Ω−h; t(W ) =
h∑
t=0
(−1)t−h
[
W⋆
Θs+2d+h−t
(s+ 2d+ h− t)!
]
•
Θt
t!
.
For t > 0 we can apply the induction hypothesis to the term between brackets, that is
we can write W⋆ Θ
s+2d+h−t
(s+2d+h−t)! =
[
W⋆ Θ
s+2d
(s+2d)!
]
•
Θh−t
(h−t)! . As a consequence, from (7.6)
we get
W⋆
Θs+2d+h
(s+ 2d+ h)!
= −
h∑
t=1
(−1)t
[
W⋆
Θs+2d+h−t
(s+ 2d+ h− t)!
]
•
Θt
t!
= −
h∑
t=1
(−1)t
[
W⋆
Θs+2d
(s+ 2d)!
]
•
Θh−t
(h− t)! •
Θt
t!
= −
h∑
t=1
(−1)t
(
h
t
) [
W⋆
Θs+2d
(s+ 2d)!
]
•
Θh
h!
=
[
W⋆
Θs+2d
(s+ 2d)!
]
•
Θh
h!
This proves (7.5) and concludes the proof of step 1.
Step 2. We prove (7.3). As F(W ) = W⋆ Θ
s+2d
(s+2d)! and F
(
Θg−m
(g−m)!
)
= (−Θ)
m
m! ,
applying (2.1) we obtain
(7.7)
F
(
W⋆
Θg−m
(g −m)!
)
= (−1)m
[
W⋆
Θs+2d
(s+ 2d)!
]
•
Θm
m!
= (−1)m W⋆
Θs+2d+m
(s+ 2d+m)!
where the second equality holds a priori only for m ≥ 0 (apply 7.5 with h = m). This
proves (7.3) for m ≥ 0 .
On the other hand, for m > g−s−2d (which is non-negative by 7.1) the right-hand-side
of (7.3) vanishes by trivial dimensional argument. Thus, the left-hand-side of (7.3) must
vanish as well, and, since the Fourier transform is injective, the following holds
(7.8) W⋆Θg−m = 0 , m > g − s− 2d .
This vanishing is exactly the vanishing of the right hand side of (7.3) for negative values
of m. The left hand side of (7.3) vanishes for m < 0 as well (for trivial dimensional
argument). This concludes the proof of (7.3).
Step 3. We prove (7.2). By (7.8), we only have to prove that W⋆Θg−m is non-
trivial for m in the range 0 ≤ m ≤ g − s − 2d . Let m be in this range and let
µ = m! (g−s−2d−m)!(g−m)! (g−s−2d)! (m+s+2d)! Θ
m+s+2d . Since
W⋆Θg−m⋆µ = W⋆
Θs+2d
(s+ 2d)!
= F(W ) 6= 0 ,
8then W⋆Θg−m cannot vanish.
Step 4. We conclude the proof of (7.4). As already observed, (7.4) is trivial for h ≤ 0 .
So, let h > 0 . For g− s− 2d−m< 0 , the left hand side of (7.4) vanishes by (7.2), and
the right hand side of (7.4) vanishes simply because the coefficient
(
g−s−2d−m+h
h
)
does
vanish. In the remaining case, namely h > 0 and g−s−2d−m ≥ 0 , identity (7.4) is
straightforward:[
W⋆
Θg−m
(g −m)!
]
•
Θh
h!
=
[(
W⋆
Θs+2d
(s+ 2d)!
)
•
Θg−s−2d−m
(g − s− 2d−m)!
]
•
Θh
h!
=
(
g−s−2d−m+h
h
)[(
W⋆
Θs+2d
(s+ 2d)!
)
•
Θg−s−2d−m+h
(g − s− 2d−m+ h)!
]
=
(
g−s−2d−m+h
h
)
W⋆
Θg−m+h
(g −m+ h)!
,
where the second equality is trivial, the first and the third equality follow from (7.5).

9§4 The tautological ring R(C) .
In this section C denotes a curve of genus g and
C(s) ∈
[
A1
(
X
)
Q
]
s
denotes its s-component from Beauville’s decomposition. We recall a result of Colombo-
van Geemen [CG] stating that, assuming C is a m-cover of P1 , C(s) vanishes for
s ≥ m− 1 , i.e. C(s) 6= 0 implies 0 ≤ s ≤ m− 2 . Note that, as a consequence,
(8) C(s) 6= 0 =⇒ 0 ≤ s ≤
g − 1
2
.
In fact, every curve of genus g is a m-cover of P1 for some m ≤ g+32 [ACGH].
We may note that C(0) = Γ (cf. end of §2). In fact, from (2.3), F(C(0)) is the
divisorial component of F(C) and, at the same time, the divisorial component of F(C)
is −Θ = F(Γ) . Thus, identities (3.1) and (3.2) become
(9.1) F
(
C(0)
⋆m
m!
)
= (−1)m
C(0)
⋆g−m
(g−m)! , m ∈ Z ;
(9.2)
C(0)
⋆m
m! •
Θh
h! =
(
g−m+h
h
)C(0) ⋆m−h
(m−h)! , m, h ∈ Z .
We shall see that the tautological ring R(C) can be decomposed as the direct sum
of “remarkable” subspaces, i.e. having a nice behavior under the Fourier transform and
both products. This decomposition, in particular, allows us to describe the structure of
R(C) and to estimate its dimension. To this purpose, we introduce a few notations and
a technical lemma.
Notation 10. We consider the family J of non-ordered sets of strictly positive
integers I = {i1, ..., id} and we define
d(I) = cardinality of I ;
s(I) = i1 + ...+ id .
The empty set ∅ is also admitted. We may note that I = ∅ if and only if d(I) = 0 , if
and only if s(I) = 0 . We shall also use the following notation: for a cycle λI we set
(10.1) λ
[m]
I := λI⋆
C(0)
⋆m
m!
, m ∈ Z ; ΛI :=
〈
λ
[m]
I
〉
m∈N
,
i.e. ΛI is the vector space (over Q) generated by the λ
[m]
I . Given two integers n, s
and cycles λI defined for all I ∈ J satisfying d(I) = n and s(I) = s , we set
Λ[n; s] :=
∑
I | d(I)=n, s(I)=s
ΛI
Furthermore, for the n-dimensional component of the tautological ring we will use the
notation Rn = R(C) ∩An
(
X
)
Q
.
10
Lemma 11. Let C be a curve of genus g , let (X,Θ) be its principally polarized
Jacobian and let R = R(C) denote its tautological ring. Then there exist cycles
λI ∈
[
Ad(I)
(
X
)
Q
]
s(I)
, I = {i1, ..., id} ∈ J , such that
(11.1) λI •Θ = 0 ;
(11.2) λI = C(i1)⋆ ...⋆C(id) , modulo
∑
n<d(I)
Λ[n; s(I)]
(in particular λ∅ = {o} , the unit of R with respect to the Pontryagin product);
(11.3)
∑
n≤t , s∈N
Λ[n; s] ⊇
∑
n≤t
R∩An
(
X
)
Q
, ∀ t ∈ N .
Before giving the proof, we want to state a few straightforward considerations. Con-
sider a cycle λI as in lemma (11) and let s = s(I) , d = d(I) ; note that λ
[m]
I ∈[
Ad+m
(
X
)
Q
]
s
. Then, assuming λI 6= 0 , (7.1) to (7.4) of proposition (7) become
(12.1) s+ 2d ≤ g ;
(12.2) λ
[m]
I 6= 0 ⇐⇒ 0 ≤ m ≤ g−s−2d ;
(12.3) F
(
λ
[m]
I
)
= (−1)m λ
[g−s−2d−m]
I ;
(12.4) λ
[m]
I •
Θh
h! =
(
g−s−2d−m+h
h
)
λ
[m−h]
I , ∀ m, h ∈ Z .
We may note that, in particular, the ΛI ’s are stable under the Fourier transform and
under the intersection with the theta divisor, moreover they are stable under the Pon-
tryagin product with C(0) by definition. Furthermore, as the ΛI ’s have a basis of pure
cycles, they are also stable with respect to pull-backs and push-forwards of multiplication
maps by integers. Thus, clearly the Λ[n; s]’s satisfy the same stability properties.
As a consequence of (11.2), we are forced to define λ{s} = C(s) , where s ≥ 1 (recall
that the λI ’s are defined only for strictly positive I’s). Another consequence is that for
a1, ..., an ∈ N satisfying s :=
∑
ai > g−2n we have
(12.5) C(a1)⋆ ...⋆C(an) ∈
n−1∑
i=0
Λ[i, s] ∩
[
An
(
X
)
Q
]
s
(we want to stress that the summation above is only up to n− 1) indeed, assuming that
all the ai are nonzero (otherwise the claim is trivial), one has λ{a1, ..., an} = 0 by (12.2),
then (12.5) follows from (11.2). In dimension 1, one finds the known fact that C(s) = 0
for s > g − 2 . In dimension 2, we get λ{i, j} = 0 for i+ j ≥ g − 3 (assume i, j 6= 0),
and, therefore, by (11.2) and (12.2),
(12.6)
C(i)⋆C(j) ∈ Λ[1, i+j] ∩
[
A2
(
X
)
Q
]
i+j
= Q C(i+j)⋆C(0) , i+j = g−3 ;
C(i)⋆C(j) ∈ Λ[1, i+j] ∩
[
A2
(
X
)
Q
]
i+j
= 0 , i+j ≥ g−2 ;
11
More precisely, we will see that for i+j = g−3 , one has C(i)⋆C(j) = −(
g−1
i+1) C(g−3)⋆C(0)
(cf. 22 below). In dimension 3, using that λ{i, j, h} = 0 for i + j + h > g − 6 (assume
i, j, h strictly positive as in 10) and using (12.5) it is easy to check that
C(i)⋆C(j)⋆C(h) ∈
〈
C(r)⋆C(g−5−r)⋆C(0)
〉
1≤r≤g−5
, i+j+h = g−5 ;
C(i)⋆C(j)⋆C(h) ∈ Q C(g−4)⋆C
⋆2
(0) , i+j+h = g−4 ;
C(i)⋆C(j)⋆C(h) = 0 , i+j+h ≥ g−3 .
Proof (of lemma 11): We proceed by induction on dimension. Fix δ ≥ 0 and assume
the λI ’s are defined for all I ∈ J satisfying d(I) ≤ δ . Let Ω :=
〈
λ
[m]
I
〉
d(I)≤δ,m∈Z
and let
Y := Ci1⋆ ...⋆Ciδ+1 , s := s({i1, ..., iδ+1}) .
According with (11.1) and (11.2), we search, in particular, for a cycle λ = λ{i1, ..., iδ+1}
satisfying λ = Y modulo Ω and λ
•
Θ = 0 . Finding such a cycle λ is equivalent to
proving that there exists a cycle Z ∈ Ω such that Y
•
Θ = Z
•
Θ (define λ = Y −Z).
Recall that Ω is stable under the Fourier transform and intersection with the theta
divisor.
We distinguish two possibilities. First, by (2.3), assuming g − s− δ − 1 ≤ δ , we have
dimF(Y ) = g − s− δ − 1 ≤ δ , so F(Y ) ∈ Ω . Thus Y = ±F(F(Y )) ∈ F(Ω) = Ω
and, defining Z = Y (i.e. λ = 0), we are done.
We now consider the case when g − s− δ − 1 ≥ δ . We have
Y
•
Θ = (−1)g+s F
(
F(Y
•
Θ)
)
= (−1)g+s F
 δ∑
j=0
(−1)j
(
Y
•
Θj+1
j!
)
⋆
Θs+2δ−j
(s+ 2δ − j)!

=
δ∑
j=0
[
F
(
Y
•
Θj+1
j!
)]
•
Θg−s−2δ+j
(g−s−2δ+j)!
where the first equality follows by (2.2), for the second equality just apply (6.6) with
W = Y
•
Θ , and the third equality follows by (2.1) and (9.1). Eventually, defining
Z :=
δ∑
j=0
[
F
(
Y
•
Θj+1
j!
)]
•
Θg−s−2δ+j−1
(g−s−2δ+j)!
(note that we are under the hypothesis g−s−2δ ≥ 1 ), we have Y
•
Θ = Z
•
Θ as
required. We are left to prove that Z ∈ Ω : from the induction hypothesis and (11.3)
we have Y
•
Θj+1
j! ∈ Rδ−1−j ⊆ Ω . As Ω is stable under the Fourier transform and
intersection with the theta divisor, each term from the summation which defines Z is in
Ω , and we are done.
So far we have defined λI for d(I) ≤ δ+1 and such λI ’s satisfy (11.1) and (11.2). We
are left to prove (11.3) with t = δ+1 . This is clear. In fact,∑
n≤δ+1 , s∈N
Λ[n; s] ⊇
〈
C(a1)⋆ ...⋆C(an)
〉
ai≥0 , n≤δ+1
=
∑
n≤δ+1
Rn
12
where equality follows by the fact that R is generated by the classes C(i) , see [Be3].

Corollary 13. The spaces Λ[n; s] are independent.
Proof : As the spaces
[
Ad
(
X
)
Q
]
s
are independent and the Λ[n; s] are generated by
homogeneous elements, it suffices to prove that does not exist a non-trivial relation∑
αn = 0 , αn ∈ Λ[n; s0]∩
[
Ad0
(
X
)
Q
]
s0
, where d0 and s0 are fixed (we may note that
d0 ≥ n , unless αn is trivial).
By contradiction, assume there is such a non-trivial relation and observe that each αn
must be of the form
∑
ciλ
[d0−n]
Ii
, where d(Ii) = n , ci ∈ Q . Let ρ be the operator
defined by
ρh(α) :=
[
α
•
Θh
]
⋆C(0)
⋆h .
By lemma (11) and (12.4), we have ρh(αn) = 0 for h > d0−n , and also ρd0−n(αn) =
(d0−n)!(g−s0−2n)!
(g−s0−d0−n)!
αn . Let now n
′ = min{n |αn 6= 0} . Then,
0 = ρd0−n′
(∑
αn
)
=
(d0 − n)!(g − s0 − 2n′)!
(g − s0 − d0 − n′)!
αn′ 6= 0 .
This is a contradiction.

Corollary 14. Let δ and s be integers. The restriction to [Aδ(X)Q]s ∩
∑
n<δ
Λ[n; s] of
the intersection with the Theta divisor map is injective.
Proof : By corollary (13) and the fact that each Λ[n; s] is stable under the intersection
with the Theta divisor, it suffices to prove that the intersection with the Theta divisor
map is injective on [Aδ(X)Q]s ∩ Λ[ν; s] (for a fixed ν < δ). Consider a non-zero cycle
α ∈ [Aδ(X)Q]s ∩ Λ[ν; s] . Thus, α =
∑
ciλ
[δ−ν]
Ii
, where d(Ii) = ν and s(Ii) = s . As
α 6= 0 , from (12.2), we have δ − ν ≤ g − s − 2ν . On the other hand, from (12.4)
and (10), we have (α
•
Θ)⋆Γ = (g − s− 2ν − δ + ν + 1)(δ − ν)α . As the coefficient is
non-zero, also α
•
Θ cannot be trivial, and we are done.

Corollary 15. The set of λ’s from lemma (11) is unique.
Proof : Consider two such sets {λI} and {λ′I} and let J satisfy λJ 6= λ
′
J with δ :=
d(J) minimal (so that Λ[n; s] = Λ
′
[n; s] , ∀ n < δ). Then, from (11.1) and (11.2), we have
(λJ − λ′J)•Θ = 0 and λJ − λ
′
J ∈
∑
n<δ
Λ[n; s(J)] . This contradicts corollary (14).

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Corollary 16. If Ci1⋆ ...⋆Cid = 0 , then λ{i1, ..., id} = 0 .
Proof : This is clear by the previous corollary, by the proof of lemma (11), and by the
fact that the new set of λ’s, obtained substituting λ{i1, ..., id} with 0 , does satisfy (11.1),
(11.2) and (11.3).

Lemma (11) and its corollaries are a tool to give an explicit description of the tauto-
logical ring R(C) . In fact, using the λ
[m]
I we get a nice presentation of the tautological
ring, which we will write down explicitly for g ≤ 8 , also listing all the possibilities
that may occur and giving a model for the bi-graded two-products ring R(C) . To this
purpose we need to discuss the matrices of the algebraic structure of our ring R(C) ;
namely the matrices representing F , the Pontryagin product and the intersection prod-
uct, corresponding to our basis of λ
[m]
I (with non-trivial λI ’s).
The reader is advised to look at pictures 1 to 6 below, at section 6 (clearly, one can
draw similar pictures for any g ).
Remark 17. First, according with (12.2), non triviality of λ
[m]
I depends only on I
(consider m in the range from 0 to g − s(I) − 2d(I)). As for the matrix representing
F , it is clear from (12.3) that it is a block matrix
B1 0. . .
0 Bk
 , where Bi is
the matrix with {1, −1, ...} on the secondary diagonal (starting with +1 at the left-
bottom corner) and zero elsewhere, and where each block corresponds to the elements
λ
[0]
I , ..., λ
[g−s(I)−2d(I)]
I . In order to write down explicitly the matrices representing the
Pontryagin product and the intersection product, it is required a further computation, at
least for higher genus cases: the definition itself of the λ
[m]
I ’s takes care of the Pontryagin
product of an element from the first column with another element from the picture while
(12.4) takes care of intersection products of elements from the first column with other
elements from the picture. To be very explicit, this amounts to the following
(18)
λ
[k]
∅ ⋆ λ
[m]
I = (
m+k
m ) λ
[m+k]
I
λ
[k]
∅ • λ
[m]
I = (
2g−m−k−s−2d
g−k ) λ
[m−g+k]
I
It is also clear that we get zero whenever a product land outside the picture (this event
can be easily checked thanks to the fact that the Pontryagin product is dimensionally
homogeneous, the intersection product is co-dimensionally homogeneous and both prod-
ucts are homogeneous with respect to Beauville’s graduation). Furthermore, in sight of
the straightforward identities
(19)
λ
[m]
I ⋆ λ
[h]
J = (
m+h
m ) λ
[m+h]
∅ ⋆ λI ⋆ λJ
λ
[t]
I • λ
[k]
J = (
i′−t+j′−k
i′−t ) λ
[g−i′+t−j′+k]
∅ • λ
[i′ ]
I • λ
[j′]
J
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where i′ := g − s(I) − 2d(I) and j′ := g − s(J) − 2d(J) , the products of the form
λI⋆λJ and λ
[i′]
I • λ
[j′ ]
J determine all other products. We shall refer to these products
as basic products (to avoid long lists we shall limit ourselves to write down only basic
products when describing intersection and Pontryagin matrices). We may also note that
the two equalities above are F -dual to each other (under t = i′ −m, k = j′ − h), in
particular basic intersection products are the F -dual of basic Pontryagin products:
(20) λ
[i′]
I • λ
[j′]
J = F (λI⋆λJ )
We end this section with further technical results. First, our goal is to compute ex-
plicitly the λ{i, j}’s. From lemma (11), in particular from (11.2), we have λ{i, j} = 0 for
i+j ≥ g−3 . Furthermore, by (12.6), λ{i, j} must be equal to C(i)⋆C(j)+α C(0)⋆C(i+j)
for some α ∈ Q , and in order to satisfy (11.1), i.e. λ{i, j} •Θ = 0 , the coefficient α
must satisfy
(
C(i)⋆C(j)
)
•
Θ = −α(g−i−j−2)C(i+j) (see also 12.4). Lemma (21) below
computes the intersection at the left hand side and eventually determines the coefficient
α .
Lemma 21. Let C be a curve of genus g , and let i, j ≥ 1 . Then(
C(i)⋆C(j)
)
•
Θ = −
(
i+ j + 2
i+ 1
)
C(i+j) ,
As a consequence, we get α =
(i+j+2i+1 )
g−i−j−2 (for i+ j ≤ g − 3). Thus
(22) λ{i, j} =

0 , i+ j ≥ g − 3 ;
C(i)⋆C(j) +
(
i+j+2
i+1
)
g−i−j−2
C(i+j)⋆C(0) , i + j ≤ g − 3 .
In particular, for i + j = g − 3, we have C(i)⋆C(j) = −
(
g−1
i+1
)
C(g−3)⋆C(0). It should be
observed that (22) can be read as a result that regards basic products:
(23) λ{i}⋆λ{j} = λ{i, j} −
(
i+j+2
i+1
)
g−i−j−2
λ
[1]
{i+j} , i+ j ≤ g − 3
(and such basic product is trivial for i+ j ≥ g − 2).
Corollary 24. If C(i) = 0 , then C(s) = 0 for all s ≥ i .
Proof : By the previous lemma, the cycle C(s) is a nontrivial multiple of
(
C(i)⋆C(s−i)
)
•
Θ ,
for s > i .

Proof (of lemma 21): Consider the composition
u : C × C
φ
−→ J(C)× J(C)
(·m;·n)
−→ J(C)× J(C)
σ
−→ J(C)
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where φ is the natural inclusion, (·m; ·n) denotes the multiplication map (by m on
the first factor and by n on the second factor) and σ denotes the sum map. As σ⋆Θ =
Θ× J(C) + J(C)×Θ−P , we have (·m; ·n)⋆σ⋆Θ = m2Θ× J(C) + n2J(C)×Θ−mnP ,
therefore u⋆Θ = (m2g +mn){o} × C + (n2g +mn)C × {o} −mn∆ , where ∆ denotes
the diagonal of C × C . Taking u⋆ we obtain
(21.1)
(
mult(m)⋆C⋆ mult(n)⋆C
)
•
Θ
= (m2g +mn)mult(n)⋆C + (n
2g +mn)mult(m)⋆C −mnmult(m+ n)⋆C
Let now
∣∣∣∣ sn
∣∣∣∣ := (−1)s+n
(
s+2
n
)
(s+ 2)!
. Because of the identity (see [Ma], proposition 9)
C(s) =
s+2∑
n=1
∣∣∣∣ sn
∣∣∣∣ mult(n)⋆C , modulo ∑
k>s
〈
C(k)
〉
Q
,
we have
(21.2)
(
C(i)⋆C(j)
)
•
Θ
=
([
i+2∑
m=1
∣∣∣∣ im
∣∣∣∣ mult(m)⋆C
]
⋆
[
j+2∑
n=1
∣∣∣∣ jn
∣∣∣∣ mult(n)⋆C
])
•
Θ
=
i+2∑
m=1
j+2∑
n=1
∣∣∣∣ im
∣∣∣∣ ∣∣∣∣ jn
∣∣∣∣ (mult(m)⋆C⋆ mult(n)⋆C)•Θ
modulo
∑
k>i+j
〈
C(k)
〉
Q
. Now, plugging (21.1) into the right hand side of (21.2), ex-
panding C as
∑
C(s) , performing the substitutions mult(n)⋆C(s) = n
s+2C(s) and
omitting terms in
∑
k>i+j
〈
C(k)
〉
Q
we obtain the expression
i+j∑
t=0
ξ
[t]
i, j C(t) ,
where
ξ
[t]
i, j :=
i+2∑
m=1
j+2∑
n=1
∣∣∣∣ im
∣∣∣∣ · ∣∣∣∣ jn
∣∣∣∣ · [((m2g +mn)nt+2 + (n2g +mn)mt+2 −mn(m+ n)t+2)]
As a consequence
(21.3)
(
C(i)⋆C(j)
)
•
Θ = ξ
[i+j]
i, j C(i+j)
(as clearly expected, we have ξ
[t]
i, j = 0 for t < i+ j ). Then, by a straightforward
computation,
(21.4) ξ
[i+j]
i, j =

(2g − 2) , i = j = 0
(g − j − 2) , i = 0, j ≥ 1
−
(
i+ j + 2
i+ 1
)
, i ≥ 1, j ≥ 1
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and we are done.

It is worth to note that (21.3) and (21.4) also give C⋆2(0) •Θ = (2g− 2)C(0) and(
C(s)⋆C(0)
)
•
Θ = (g−s−2)C(s) for s ≥ 1 , as already known from (3.2) and (12.4)
respectively.
Lemma 25. Let C be a curve of genus g , and let h, i, j ≥ 1 . Then(
C(h)⋆C(i)⋆C(j)
)
•
Θ = − (i+j+2i+1 ) C(h)⋆C(i+j)
− (j+h+2j+1 ) C(i)⋆C(j+h)
− (h+i+2h+1 ) C(j)⋆C(h+i)
Proof : Considering the composition
u : C × C × C
~φ
−→ J(C)× J(C)× J(C)
(·l;·m;·n)
−→ J(C)× J(C)× J(C)
σ
−→ J(C)
and proceeding as in the proof of lemma (21), we obtain
(25.1)
(
mult(l)⋆C⋆ mult(m)⋆C⋆ mult(n)⋆C
)
•
Θ
=
(n2g + nl + nm) mult(l)⋆C⋆ mult(m)⋆C
+ (l2g + lm+ ln) mult(m)⋆C⋆ mult(n)⋆C
+ (m2g +mn+ml) mult(n)⋆C⋆ mult(l)⋆C
− (lm) mult(l +m)⋆C⋆ mult(n)⋆C
− (mn) mult(m+ n)⋆C⋆ mult(l)⋆C
− (nl) mult(n+ l)⋆C⋆ mult(m)⋆C
On the other hand we also have the analogous of (21.2),
(25.2)
(
C(h)⋆C(i)⋆C(j)
)
•
Θ
=
h+2∑
l=1
i+2∑
m=1
j+2∑
n=1
∣∣∣∣hl
∣∣∣∣ ∣∣∣∣ im
∣∣∣∣ ∣∣∣∣ jn
∣∣∣∣ (mult(l)⋆C⋆ mult(m)⋆C⋆ mult(n)⋆C)•Θ
modulo
[
A2(J(C))Q
]
>h+i+j
. Then, proceeding as in the previous lemma, and precisely
plugging (25.1) into the right hand side of (25.2), expanding C as
∑
C(s) , performing
the substitutions mult(n)⋆C(s) = n
s+2C(s) and omitting terms in
[
A2(J(C))Q
]
>h+i+j
,
we obtain an expression of the following type:∑
r+t≤ h+i+j
ξ
[r, t]
h, i, j C(r)⋆C(t) .
It is a very long still straightforward the computation of the coefficients ξ
[r, t]
h, i, j to check
that they are the expected ones.

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§5 Algebraic models for R(C) .
So far we have given generators for R(C) and we have collected enough pieces of
information about their behavior (under products, the Fourier transform, mult(n)⋆ and
mult(n)⋆). A priori it is not clear whether the jumble of formulas at our disposal hydes
some further relation (indeed, for example, we shall see that, for g = 7, we must have
λ{2, 1} = 0). Answer to this question means to determine admissible algebraic models.
This reduces to quite elementary algebra, the results are collected in this section.
Definition 26. Let g ≥ 1 and let J be the family from notation (10). A set A of
multi indexes is said g-admissible if
∅ ∈ A ⊆ J ; s(I) + 2d(I) ≤ g , ∀ I ∈ A ;
I ∈ A ⇒ J ∈ A , ∀ J ⊆ I
We consider symbols λ
[m]
I . We also consider symbols mult(n)⋆ and mult(n)
⋆ operating
on the λ
[m]
I as the multiplication by n
2d(I)+2m+s(I) and n2g−2d(I)−2m−s(I) respectively.
Proposition 27. Consider an integer g ≥ 1 , a set A of g-admissible multi indexes
and the vector space
V :=
⊕
I∈A
g−s(I)−2d(I)⊕
m=0
Q λ
[m]
I .
endowed with the two graduations “s(I)” and “d(I) + m”. For I ∈ J and m ∈ Z
also define λ
[m]
I = 0 if either I 6∈ A or m is not in the range [ 0 , g − s(I)− 2d(I) ] .
Let λI := λ
[0]
I , consider stable (with respect to both graduations) V-valued commutative
“basic” products λI⋆λJ satisfying λ∅⋆λI ≡ λI and define
(27.1) λ
[k]
∅ ⋆ λ
[m]
I =
(
m+k
m
)
λ
[m+k]
I
(27.2) λ
[m]
I ⋆ λ
[h]
J =
(
m+h
m
)
λ
[m+h]
∅ ⋆
(
λI ⋆ λJ
)
Assuming (associativity for basic products)
(27.3) (λI⋆λJ )⋆λR ≡ λI⋆(λJ⋆λR) ,
there exist products “⋆” and “
•
” and a endomorphism F satisfying
(2.1), (2.2), (2.3), (2.4), (12.1), (12.2), (12.3), (18), (19).
Furthermore, such “⋆”, “
•
” and F are unique.
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Proof : First, it is easy to check that (27.1) and (27.2) are compatible and that V is a
ring under “⋆”. Then, clearly one has to define the endomorphism F via (12.2), i.e.
F
(
λ
[m]
I
)
= (−1)m λ
[g−s(I)−2d(I)−m]
I and “• ” via the F -dual of “⋆”, i.e. λ
[m]
I • λ
[h]
J =
(−1)s(I)+s(J)F
[
F(λ
[m]
I )⋆F(λ
[h]
J )
]
. Finally, is again straightforward to check that V is
a ring under “
•
” and that all mentioned properties hold. Uniqueness of such “⋆”, “
•
”
and F is also clear.

This proposition leads to two heuristic considerations about models for R(C) : for
the first one, once basic Pontryagin products are given the structure of the model is
uniquely determined; the second consideration is that checking the existence of a model
reduces to checking associativity for basic products. The first non-trivial example of such
verification is
(
λ{1}⋆λ{1}
)
⋆λ{2} = λ{1}⋆
(
λ{1}⋆λ{2}
)
and it occurs only for g ≥ 8 .
Further geometrical relations, such as those one given by lemma (21) and lemma (25),
give rise to further restrictions for admissible models.
Remark 28. In terms of models, lemma (21) reduces to a condition on basic Pontryagin
products: namely it reduces to the identity (23). Note that by the construction of
models, namely for reason of graduation and reason of g-admissibility of multi indexes,
for i + j ≥ g − 2 one must have triviality for the basic products λ{i}⋆λ{j} . We may
also note that corollary (24) can be stated as
{i} ∈ A ⇒ {j} ∈ A , ∀ j ≤ i
(by the very definition of the model V, clearly {i} ∈ A if and only if λ{i} 6= 0 ).
Meanwhile lemma (21) reduces essentially to a condition on basic products, lemma (25)
reduces to a more complicated requirement and give rise to restrictions about admissible
models. In order to give a very explicit description for the possibilities that may occur
for R(C) for g ≤ 8 , we shall use the following.
Remark 29. Assume g ≥ 6 . By lemma (25) and formulae (23), we must have(
C(1)⋆C(1)⋆C(1)
)
•
Θ = −18 C(1)⋆C(2)
= −18λ{2, 1} +
180
g − 5
λ
[1]
{3}
and, for g ≥ 7 , we have(
C(1)⋆C(1)⋆C(2)
)
•
Θ = −6 C(2)⋆C(2) − 20 C(1)⋆C(3)
= −6λ{2, 2} − 20λ{1, 3} +
420
g − 6
λ
[1]
{4}
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§6 R(C) in low genus and other examples.
In this section we describe the admissible models for R(C) for g ≤ 8 . To this purpose,
as generators of R(C) , we consider the λ
[m]
I . For g ≤ 5 the situation is very simple
because only the λ
[m]
∅ (that are the powers of the theta divisor) and the λ
[m]
{s} may occur.
In fact, λ{i, j} may occur only for g ≥ i + j + 2d ≥ 6 . For the sake of completeness
we draw the picture also for this cases (anyway, for g ≤ 2 , R(C) has dimension g + 1
and it is just generated by the powers of the theta divisor). Once for all we recall that
Γ = Θ
g−1
(g−1)! = C(0) and λ{s} = C(s) , s ≥ 1 . We also observe the following.
Remark 30. The matrix representing the Fourier transform F is as described in
remark (17). Therefore, in the pictures below, F acts as the vertical symmetry (up to a
sign, see either (12.3) or remark (17)). The intersection with the Theta divisor and the
Pontryagin product with C(0) correspond respectively to a step downwards and a step
upwards (up to a non-zero coefficient, see (12.4) and the definition of λ
[m]
I from notation
(10)). The columns are independent (see corollary (13)), and non-trivial columns have
non-trivial elements by (12.2). Thus, the elements from non-trivial columns are a basis
of R(C) . As for the matrices representing the Pontryagin and the intersection products
(again, see remark (17)), they are governed by basic products, (18), (19) and (20).
Case g = 3 .
Other than the powers of the theta divisor (namely the column of λ∅), by property
(8) only λ{1}
(
= C(1)
)
may occur, and it is nontrivial for the general Jacobian by a
result of Ceresa (see [Ce]). The picture is very simple, it is
J(C)
Θ
Γ λ{1}
{ o }
picture (1)
and, in particular, the admissible dimensions for R(C) are 4 and 5, corresponding
respectively to cases where C(1) = 0 and C(1) 6= 0 .
Case g = 4 .
Again by property (8), C(s) = 0 for s ≥ 2 and the situation is similar to the previous
one, the picture is
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J(C)
Θ
Γ⋆ 2
2! λ
[1]
{1}
Γ λ{1}
{ o }
picture (2)
so, the admissible dimensions for R(C) are 5 and 7, corresponding respectively to cases
where C(1) = 0 and C(1) 6= 0 (recall that nontrivial columns have nontrivial elements).
Case g = 5 .
Again, by (8), we have C(s) = 0 for s ≥ 3 , thus the picture is as follows
J(C)
Θ
Γ⋆ 3
3! λ
[2]
{1}
Γ⋆ 2
2! λ
[1]
{1} λ
[1]
{2}
Γ λ{1} λ{2}
{ o }
picture (3)
Then, the admissible dimensions for R(C) are 6, 9 and 11. In case C(1) = 0 , we
must have also C(2) = 0 by corollary (24), and the tautological ring has dimension 6.
Furthermore, assuming C(1) 6= 0 and C(2) = 0 , the tautological ring R(C) has dimension
9. In case C(1) 6= 0 and C(2) 6= 0 (I don’t know whether this case can actually occur),
R(C) has dimension 11. So, the possibilities that may occur are the following:
(a) C(1) = 0 (⇒ C(2) = 0 , dimR(C) = 6)
(b) C(1) 6= 0 (⇒ C(2) = 0 , dimR(C) = 9)
(c) C(1) 6= 0 , C(2) 6= 0 (⇒ dimR(C) = 11)
In view of remark (30), as to describe the structure of R(C) , we are left to write down
basic Pontryagin products. Reminding that λ∅⋆λI ≡ λI , we are only left to compute
λ{1}
⋆2 in case (c): in view of (23) we have
λ{1}
⋆2 = −6λ
[1]
{2} , case (c).
Explicitly, in view of (20), the corresponding basic intersection product is
(
λ
[2]
{1}
)2
=
6λ{2} .
21
Case g = 6 .
Again by property (8), we have C(s) = 0 for s ≥ 3 , the admissible dimensions are 7,
11, 12, 14, 15 and the picture is the following
J(C)
Θ
Γ⋆ 4
4! λ
[3]
{1}
Γ⋆ 3
3! λ
[2]
{1} λ
[2]
{2}
Γ⋆ 2
2! λ
[1]
{1} λ
[1]
{2} λ{1, 1}
Γ λ{1} λ{2}
{ o }
picture (4)
where, in this case (g=6), we have
(31) λ{1, 1} = C(1)⋆C(1) + 3C(2)⋆C(0) .
The possibilities that may occur are the following (in the sense that they are algebraically
admissible as explained in §5):
(a) C(1) = 0 (⇒ C(2) = λ{1, 1} = 0 , dimR(C) = 7)
(b) C(1) 6= 0 , C(2) = λ{1, 1} = 0 (⇒ dimR(C) = 11)
(c) C(1) 6= 0 , C(2) = 0 , λ{1, 1} 6= 0 (⇒ dimR(C) = 12)
(d) C(1) 6= 0 , C(2) 6= 0 , λ{1, 1} = 0 (⇒ dimR(C) = 14)
(e) C(1) 6= 0 , C(2) 6= 0 , λ{1, 1} 6= 0 (⇒ dimR(C) = 15)
Again, in view of remark (30), we are left to write down basic Pontryagin products.
By (23), non trivial ones (other then those one of the type λ∅⋆λI ≡ λI ) are
λ{1}⋆λ{1} = λ{1,1} in case (c);
λ{1}⋆λ{1} = −3λ
[1]
{2} in case (d);
λ{1}⋆λ{1} = −3λ
[1]
{2} + λ{1,1} in case (e).
We may note that in this case the list of all products is not so long so we can be more
explicit: beside the products we wrote all the non-trivial products are λ
[m]
∅ ⋆λ
[h]
I =(
m+h
m
)
λ
[m+h]
I , for all cases; λ
[1]
{1}⋆λ{1} = −6λ
[2]
{2} , in cases (d) and (e). Furthermore,
λ
[6−m]
∅ • λ
[6−h]
I =
(
m+h
m
)
λ
[6−m−h]
I , λ
[3]
{1}⋆λ
[3]
{1} = 3λ
[1]
{2}+λ{1,1} , λ
[3]
{1}⋆λ
[2]
{1} = 6λ
[2]
{2} ;
all other intersection products are trivial.
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Case g = 7 .
Again by property (8), we have C(s) = 0 for s ≥ 4 . Thus, a priori, the basic
cycles we should consider, namely those λI ’s satisfying g − s(I) − 2d(I) ≥ 0 , are
λ{∅}, λ{1}, λ{2}, λ{3}, λ{1, 1}, λ{2, 1} . As usual, the matrices representing the Pontryagin
and the intersection products are governed by basic Pontryagin products, (18), (19)
and (20). As for basic Pontryagin products, in view of formulae (23), we must have
λ∅⋆λI ≡ λI and the following relations:
λ{1}⋆λ{1} = −2λ
[1]
{2} + λ{1,1} ;
λ{1}⋆λ{2} = −5λ
[1]
{3} + λ{2,1} ;
λ{1}⋆λ{1,1} = aλ
[2]
{3} , for some a ∈ Q (in case C(3) 6= 0).
(all other basic products are trivial, in fact they are d-dimensional cycles of Beauville’s
degree s satisfying 2d+ s > 7 ).
Claim. λ{2,1} = 0 ; a = 70 (in case C(3) 6= 0) ; λ{1,1} = 0 implies λ{3} = 0 .
Proof : By remark (29), we must have(
λ{1}⋆λ{1}⋆λ{1}
)
•
Θ = −18λ{2, 1} + 90λ
[1]
{3} .
On the other hand, using basic products above, (18), (19) and (20) it is easy to check
that (
λ{1}⋆λ{1}⋆λ{1}
)
•
Θ = (a+ 20)λ
[1]
{3} .
This gives λ{2, 1} = (a − 70)λ
[1]
{3} = 0 . For λ{3} 6= 0 , we obtain a = 70 . Thus,
because of the relation λ{1}⋆λ{1,1} = 70λ
[2]
{3} 6= 0 , it is also clear that we must have
λ{1,1} 6= 0 .

Thus, the picture is the following
picture (5)
J(C)
Θ
Γ⋆ 5
5! λ
[4]
{1}
Γ⋆ 4
4! λ
[3]
{1} λ
[3]
{2}
Γ⋆ 3
3! λ
[2]
{1} λ
[2]
{2} λ
[2]
{3} λ
[1]
{1, 1}
Γ⋆ 2
2! λ
[1]
{1} λ
[1]
{2} λ
[1]
{3} λ{1, 1}
Γ λ{1} λ{2} λ{3}
{ o }
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where, in this case (g=7), by formulae (22) we have
(32)
λ{1, 1} = C(1)⋆C(1) + 2 C(2)⋆C(0) ;
λ{2, 1} = C(2)⋆C(1) + 5 C(3)⋆C(0) .
As the vanishing of λ{1,1} implies the vanishing of λ{3} , also in view of remark (28),
it is easy to check that the possibilities that may occur are the following:
(a) C(1) = 0 (⇒ C(2) = C(3) = λ{1, 1} = 0 , dimR(C) = 8)
(b) C(1) 6= 0 , C(2) = λ{1, 1} = 0 (⇒ C(3) = 0 , dimR(C) = 13)
(c) C(1) 6= 0 , λ{1, 1} 6= 0 , C(2) = 0 (⇒ C(3) = 0 , dimR(C) = 15)
(d) C(1) 6= 0 , C(2) 6= 0 , C(3) = λ{1, 1} = 0 (⇒ dimR(C) = 17)
(e) C(1) 6= 0 , C(2) 6= 0 , λ{1, 1} 6= 0 , C(3) = 0 (⇒ dimR(C) = 19)
(f) C(1) 6= 0 , C(2) 6= 0 , C(3) 6= 0 , λ{1, 1} 6= 0 (⇒ dimR(C) = 22)
In particular, the admissible dimensions are 8, 13, 15, 17, 19, 22. Furthermore, all the
cases above are algebraically admissible in the sense of section §5.
Case g = 8 .
Again by property (8), we have C(s) = 0 for s ≥ 4 . Thus, a priori, the basic
cycles we should consider, namely those λI ’s satisfying g − s(I) − 2d(I) ≥ 0 , are
λ{∅}, λ{1}, λ{2}, λ{3}, λ{1, 1}, λ{2, 1}, λ{3, 1}, λ{2, 2} . As usual, the matrices representing
the Pontryagin and the intersection products are governed by basic Pontryagin products,
(18), (19) and (20). As for basic Pontryagin products, we must have λ∅⋆λI ≡ λI and
the following relations:
a) λ{1}⋆λ{1} = −
3
2λ
[1]
{2} + λ{1,1} ;
b) λ{1}⋆λ{2} = −
10
3 λ
[1]
{3} + λ{2,1} ;
c) λ{1}⋆λ{3} = λ{3,1} ;
d) λ{2}⋆λ{2} = λ{2,2} ;
e) λ{1}⋆λ{1,1} = 20λ
[2]
{3} −
33
2 λ
[1]
{2,1} ;
f) all other basic products are trivial.
Proof : Properties a), b), c), d) follow by formulae (23). Also f) is trivial: those basic
products we did not write explicitly must be linear combinations of cycles of type λ
[m]
I
satisfying 2d(I) + s(I) +m > 8 (which are trivial cycles).
As for proving e) we proceed as follows. First, for reason of dimension and degree we can
write λ{1}⋆λ{1,1} = aλ
[2]
{3} + bλ
[1]
{2,1} , for some a, b ∈ Q . By remark (29), we must
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have (
λ{1}⋆λ{1}⋆λ{1}
)
•
Θ = −18λ{2, 1} + 60λ
[1]
{3}
On the other hand, using basic products above, (18), (19) and (20) it is easy to check
that (
λ{1}⋆λ{1}⋆λ{1}
)
•
Θ = (b− 32 )λ{2, 1} + (2a+ 20)λ
[1]
{3} .
Then we are done by comparing these relations.

Claim. λ{2,2} = −
10
3 λ{3,1} .
Proof : By remark (29), we must have
(
λ{2}⋆λ{1}⋆λ{1}
)
•
Θ = −6λ{2, 2} − 20λ{3, 1} .
On the other hand, as there are no non-trivial cycles of the form
∑
λ
[3−d(I)]
I with
s(I) = 4 , we must have λ{2}⋆λ{1}⋆λ{1} = 0 . Then we are done.

Listing the possibilities that may occur, it is useful to observe once for all that the
results above about basic products have a few consequences: the vanishing of λ{1,1}
implies the vanishing of both λ{3} and λ{2,1} ; the non-vanishing of λ{3,1} (equivalently
of λ{2,2} ) implies the non-vanishing of λ{3} and λ{1,1} . Eventually, it is easy to check
that the possibilities that may occur are the following:
(a) C(1) = 0 (⇒ C(2) = C(3) = λ{1, 1} = λ{2, 1} = 0 , dimR(C) = 9)
(b) C(1) 6= 0 , C(2) = λ{1, 1} = 0 (⇒ C(3) = λ{2, 1} = 0 , dimR(C) = 15)
(c) C(1) 6= 0 , λ{1, 1} 6= 0 , C(2) = 0 (⇒ C(3) = λ{2, 1} = 0 , dimR(C) = 18)
(d) C(1) 6= 0 , C(2) 6= 0 , C(3) = λ{1, 1} = 0 (⇒ λ{2, 1} = 0 , dimR(C) = 20)
(e) C(1) 6= 0 , C(2) 6= 0 , λ{1, 1} 6= 0 , C(3) = λ{2, 1} = 0 (⇒ dimR(C) = 23)
(f) C(1) 6= 0 , C(2) 6= 0 , λ{1, 1} 6= 0 , λ{2, 1} 6= 0 , C(3) = 0 (⇒ dimR(C) = 25)
(g) C(1) 6= 0 , C(2) 6= 0 , C(3) 6= 0 , λ{1, 1} 6= 0 , λ{2, 1} = 0 (⇒ dimR(C) = 27)
(h) C(1) 6= 0 , C(2) 6= 0 , C(3) 6= 0 , λ{1, 1} 6= 0 , λ{2, 1} 6= 0 (⇒ dimR(C) = 29)
(i) C(1) 6= 0 , C(2) 6= 0 , C(3) 6= 0 , λ{1, 1} 6= 0 , λ{2, 1} 6= 0 , λ{3, 1} 6= 0 (⇒
dimR(C) = 30)
In particular, the admissible dimensions are 9, 15, 18, 20, 23, 25, 27, 29, 30 and the
picture is the following
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{1} λ
[3]
{2} λ
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3! λ
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{3} λ
[1]
{1, 1} λ
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{1} λ
[1]
{2} λ
[1]
{3} λ{1, 1} λ{2, 1} λ{3, 1}
Γ λ{1} λ{2} λ{3}
{ o }
picture (6)
where, in this case (g=8), in view of formulae (22) we have
(33)
λ{1, 1} = C(1)⋆C(1) +
3
2
C(2)⋆C(0) ;
λ{2, 1} = C(2)⋆C(1) +
10
3
C(3)⋆C(0) ;
λ{3, 1} = C(3)⋆C(1) = −
3
10
C(2)⋆C(2) .
R(C) for trigonal curves.
The tautological ring of a trigonal curve was already discussed by Beauville in [Be3].
In terms of our models the situation is very simple: as C(s) = 0 for s ≥ 2 , there exist
an integer k such that the basic non-trivial cycles are the λI ’s with I = {1, ..., 1} and
d(I) ≤ k . We may note that as g − s(I) − 2d(I) ≥ 0 we have k ≤ g3 . It is also clear
that basic Pontryagin products are λI⋆λJ = λI∪J , I and J as above. In particular,
dimR(C) = (g + 1) + (g − 2) + (g − 5) + ...+ (g + 1− 3k) = (k + 1)
(
g + 1− 32k
)
.
R(C) for curves with a g14 .
In this case, C(s) = 0 for s ≥ 3 . Thus, there exist integers k0 ≥ k1 ≥ ... ≥ km such
that the basic non-trivial cycles are the λI ’s with I = {2, ..., 2, 1, ..., 1} , where “2” is
repeated h-times (h ≤ m) and “1” is repeated up to kh-times. As s(I) = 2h+ kh and
d(I) = h+ kh , admissibility of multi indexes reduces to the conditions
4 h + 3 kh ≤ g , 0 ≤ h ≤ m,
i.e 3k0 ≤ g , 4 + 3k1 ≤ g , 8 + 3k2 ≤ g... etcetera. As s(I) and d(I) determine I ,
indeed “2” is repeated s(I)− d(I) times and “1” is repeated 2d(I)− s(I) times, also in
26
view of corollary (13), the spaces
〈
..., λ
[t]
I , ...
〉g−s(I)−2d(I)
t=0
are independent, therefore
dimR(C) =
m∑
h=0
g − 4h− 3kh
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