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ON STEIN’S METHOD AND MOD-* CONVERGENCE
YACINE BARHOUMI-ANDRÉANI
Abstract. Stein’s method allows to prove distributional convergence of a sequence of
random variables and to quantify it with respect to a given metric such as Kolmogorov’s (a
Berry-Esséen type theorem). Mod-* convergence quantifies the convergence of a sequence
of random variables to a given distribution in a sense unusual in probability theory, a
priori unrelated to a metric on probability measures.
This article gives a connection between these two notions. It shows that mod-* conver-
gence can be understood as a higher order approximation in distribution when the limiting
function is integrable and proves a refined Berry-Esséen type theorem for sequences con-
verging in the mod-Gaussian sense.
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2 Y. BARHOUMI-ANDRÉANI
1. Introduction
Let (Xn)n be a sequence of random variables converging in law to Z ∼ N (0, 1) ; for
instance, take Xn to be the sum of n i.i.d. random variables of expectation 0 and variance
1/n. The Central Limit Theorem asserts that
dKol(Xn, Z) := sup
x∈R
|P(Xn 6 x)− P(Z 6 x)| −−−−→
n→+∞
0
The Berry-Esséen theorem [4, 8] is a direct continuation of the Central Limit Theorem :
it gives the rate of convergence of this latest limit under the form
dKol(Xn, Z) 6
C√
n
with a constant C depending on the sequence (Xn)n.
To prove their bound, Berry and Esséen used a Fourier inversion. Such a method per-
fectly applies in the framework of a sum of independent variables but becomes less efficient
in the context of a marked dependence.
Charles Stein introduced his eponymous method in [19] as an alternative to the Fourier
formalism to achieve a Berry-Esséen bound. The key point consisted in replacing the char-
acteristic function by a characteristic operator easier to handle in situations of dependency.
Many paradigm shifts were then observed in the theory ; initially designed for the Gaussian
distribution, the method was extended to the Poisson setting in [5] and the characterisation
of the distribution via the operator was replaced by a fixed point equation in law using a
probabilistic transformation such as the 0-bias or the size-bias transform (see [9, 10]).
Mod-Gaussian convergence was introduced in [13]. A sequence of random variables
(Xn)n is said to converge in the mod-Gaussian sense if there exists a sequence (γn)n of
strictly positive reals and a function Φ : R→ C such that, locally uniformly in u ∈ R
E
(
eiu(Xn−E(Xn))
)
e−u2γ2n/2
−−−−→
n→+∞
Φ(u)
Due to the type of convergence and the properties of the converging sequence, Φ is a
continuous function satisfying Φ(0) = 1 and Φ(u) = Φ(−u). Moreover, Φ is not necessarily
the Fourier transform of a probability distribution (see [13]). This last fact impeds the
naive probabilistic interpretation that would think Xn − E(Xn) as the sum of a random
variable and a Gaussian noise.
The same notion can be defined in the Poisson framework (see [15]) : a sequence (Zn)n is
is said to converge in the mod-Poisson sense at speed (γn)n if, locally uniformly in x ∈ U,
E
(
xZn
)
eγn(x−1)
−−−−→
n→+∞
Φ(x)
for a continuous function Φ : U → R satisfying Φ(1) = 1. Here, U designates the unit
circle.
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These two notions define mod-* convergence with * ∈ {Gaussian,Poisson}, but the set
of admissible distributions can also extend to the infinitely divisible case (see [6]) or any
distribution that arises as a limit in law whose Fourier transform does not vanish.
As we consider unormalised (hence diverging) random variables, renormalising directly
their Fourier transform gives a non trivial limiting function. Note that a change of renor-
malisation (setting u = v/γn) implies the convergence in law of (Xn − E(Xn))/γn to the
Gaussian distribution :
E
(
eiv(Xn−E(Xn))/γn
)
e−v2/2
−−−−→
n→+∞
1
This former type of convergence is thus more precise than the usual convergence in law.
It is unusual in probability theory and was only investigated in a few occurrences, for
instance in [12]. But it is well exploited in other branches of mathematics such as number
theory since, for example, Keating and Snaith’s celebrated moments conjecture writes (see
[14])
E
(
eλ log|ζ( 12+iTU)|
)
e(
1
2
log log T )λ2/2
−−−−→
T→+∞
Φζ(λ)
Here, ζ denotes the Riemann Zeta function, Φζ is a particular function described in [14]
and U denotes a random variable uniformly distributed in [0, 1]. The convergence holds
locally uniformly in λ ∈ {Re > −1}, hence for λ ∈ iR. The fact that Φζ does not write
as the Fourier-Laplace transform of a probability distribution asks the question of the
existence of a random variable that would naturally converge in the mod-Gaussian sense
to the same function, to be able to compare it to the original sequence of random variables.
The first result of this paper answers the following
Question 1.1. Given a function Φ : R → C satisfying some admissibility assumptions
(described in detail in theorem 2.4) and γ → ∞, can we construct a family of random
variables (Hγ(Φ))γ that converges in the mod-Gaussian sense to Φ ?
The answer to this question is given in theorem 2.4. A slight shift of point of view, using
the Laplace transform in place of the Fourier transform in the precedent definition allows
to already give a flavour of the result :
Theorem 1.2. Let Φ : R→ R be a continuous positive integrable function on R such that
Φ(0) = 1. Let γ > 0 and Xγ ∼ N (0, γ2). Define the random variable Hγ(Φ) by the change
of probability
E(f(Hγ(Φ))) :=
E
(
f(Xγ)Φ
(
Xγ
γ2
))
E
(
Φ
(
Xγ
γ2
)) (1)
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for all bounded measurable f : R→ R. Then,
E
(
euHγ(Φ)
)
E(euXγ )
=
E
(
Φ
(
Xγ
γ2
+ u
))
E
(
Φ
(
Xγ
γ2
)) (2)
and in particular, locally uniformly in u ∈ R
E
(
euHγ(Φ)
)
E(euXγ )
−−−−→
γ→+∞
Φ(u)
The duality relation (2) will appear to be a direct avatar of the Gaussian change of
probability. More generally, it will hold in the context of any infinitely divisible distribution
(see theorem 2.14).
Since there exists now a “canonical” random variable associated to Φ (with some addi-
tional restrictive hypotheses, though), it is tempting to think of metrising mod-Gaussian
convergence in this restricted setting by performing a probabilistic approximation with this
new distribution. This asks the
Question 1.3. Given a sequence of random variables (Xn)n that converges in the mod-
Gaussian sense at speed (γn)n to a given function Φ satisfying the hypotheses of theorem
(1.2), can we find a bound for
dKol(Xn,Hγn(Φ)) := sup
x∈R
|P(Xn 6 x)− P(Hγn(Φ) 6 x)|
and compare it to the classical Berry-Esséen bound obtained for the convergence in law of
(Xn/γn)n to the Gaussian distribution ?
The answer to question 1.3 will use Stein’s method, by first describing a characteristic
operator of the law of Hγn(Φ), and then following Stein’s steps in [20]. We will address the
problem with complex analytic methods in a subsequent publication, using the information
on the values of Φ and its derivatives in 0 in the same vein as Berry and Esséen.
The most famous sequence of random variables converging in law to the Gaussian dis-
tribution is the sum of i.i.d. random variables. Such a sequence is also convergent in
the mod-Gaussian sense to an explicit function satisfying the hypotheses of theorem 1.2,
namely ΦC : x 7→ e−Cx4/4 for a certain constant C (see example 2.5). We will treat this
example in section 4. The distribution of Hγ(ΦC) is the Gaussian with quartic interaction
potential, a real-valued version of the celebrated Φ4 model given by P(Hγ(ΦC) 6 x) =∫ x
−∞ exp
(−a t2
2
− b t4
4
)
dt/Za,b where a, b and Za,b are explicitely described in section 4. The
Stein estimates developed in this context in section 5 can thus be of independent use when
one deals with such a distribution.
This article is structured in the following way : section 2 defines mod-* convergence and
constructs a canonical family of distributions associated to it, section 3 explains the links
between this canonical family and Edgeworth expansion or signed expansion and develops
the fondamentals of Stein’s method for a sequence of random variables converging in the
ON STEIN’S METHOD AND MOD-* CONVERGENCE 5
mod-Gaussian sense to a general function Φ ; last, section 4 treats the example of the
sum of i.i.d. symmetric random variables and proves a Berry-Esséen theorem using Stein’s
method and the estimates of section 5.
Notations
We gather here some notations used throughout the paper.
If γ is a positive real number, N (0, γ2) designates the Gaussian distribution of expec-
tation 0 and variance γ2 and U (I) the uniform distribution in the set I. If n is an integer,
J1, nK designates the set {1, 2, . . . , n} ; z 7→ z denotes the complex conjugation.
All random variables will be considered on a probability space (Ω,F ,P). The distribution
of the random variable X : Ω −→ R will be denoted by PX : if A ∈ F is a measurable set,
PX(A) := P(X ∈ A). If X and Y are two random variables having the same distribution,
that is PX = PY , we will note X
L
= Y . The convergence in law/in distribution will be
denoted by
L−→.
For f ∈ L1(PX), f > 0, the penalisation or bias of PX by f is the probability measure
PY denoted by
PY :=
f(X)
E(f(X))
• PX
This definition is equivalent to the following : for all g ∈ L∞(PX),
E(g(Y )) =
E(f(X)g(X))
E(f(X))
2. Mod-* convergence
2.1. Reminder of the main notions.
Definition 2.1 (Mod-Gaussian convergence). Let (Xn)n be a sequence of random variables
of expectation 0 and (γn)n be a sequence of strictly positive real numbers. LetG ∼ N (0, 1).
We say that (Xn)n converges in the mod-Gaussian sense if
E
(
eiuXn
)
E(eiuγnG)
−−−−→
n→+∞
Φ(u)
the convergence being locally uniform in u ∈ R and Φ : R → C hence being a continuous
function satisfying Φ(0) = 1 and Φ(u) = Φ(−u).
When such a convergence holds, we write it as
(Xn, γn)
mod-G−−−−→
n→+∞
Φ
Remark 2.2. One can always be reduced to the case of a sequence of random variables
with zero expectation. Otherwise, we include additional renormalization in the Fourier
transform of the Gaussian random variable, which corresponds to the original definition of
[13].
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A trivial example but a useful insight for the intuition allows to illustrate the concept :
Example 2.3. Consider Xn := Yn + γnG where (Yn)n is independent of G ∼ N (0, 1),
where Yn
L−−−−→
n→+∞
Y∞ and γn → +∞. Then,
E
(
eiuXn
)
E(eiuγnG)
= E
(
eiuYn
) −−−−→
n→+∞
Φ(u) := E
(
eiuY∞
)
Thus, in the case of an additive independent Gaussian noise, such a renormalisation
gives at the limit the Fourier transform of a probability measure.
An interesting question related to question 1.1 concerns the probabilistic meaning of this
particular type convergence. Since the limiting function is not always the Fourier transform
of a probability measure (see e.g. example 2.5), the intuitive idea of an additive correlated
noise that disappears with this particular type of renormalisation (a deconvolution) is not
satisfactory if we escape from the domain of probability theory at the limit.
As pointed out in the introduction, one solution to this problem is to change the prob-
ability using Φ as a weight :
Theorem 2.4 (A probabilistic interpretation of mod-Gaussian convergence). Let (γn)n be
a sequence of strictly positive real numbers such that γn → +∞ when n → +∞ and let
Φ be an admissible function for the mod-Gaussian convergence, i.e. a continuous complex
function satisfying Φ(0) = 1 and Φ(u) = Φ(−u).
Suppose moreover that
(1) Φ can be analytically extended on the whole complex plane and satisfies, ∀ β ∈ R,
sup
z∈a+i[0,β]
|Φ(z)| <∞ ∀ a ∈ R
sup
z∈a+i[0,β]
|Φ(z)| −−−−→
a→±∞
0 (3)
(2) Φ(ix) = Φ(x) for all x ∈ R,
(3) Φ(x) > 0 for all x ∈ R,
Define the distribution PHγn (Φ) of a random variable Hγn(Φ) by the following penalisation
PHγn (Φ) :=
Φ
(
G
γn
)
E
(
Φ
(
G
γn
)) • PγnG (4)
Then,
Hγn(Φ)/γn
L−−−−→
n→∞
N (0, 1)
(Hγn(Φ), γn)
mod-G−−−−→
n→∞
Φ
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Note that (4) coincides with (1), but in the Fourier framework, which imposes Φ to be
positive and real on R. We will compare these two settings in section 2.2. Before proving
the theorem, we give an example of such a function Φ that will be our guiding example.
Example 2.5. For C > 0, set
ΦC(x) = e
−C x4
4 (5)
This function is the mod-Gaussian limit of
Zn :=
1
n1/4
n∑
k=1
Xk
where (Xk)k is a sequence of i.i.d. symmetric random variables (that isX
L
= −X) satisfying
E(X2) = 1 and κ := E(X4) < 3.
More precisely, for C = (3− E(X4))/6, we have mod-Gaussian convergence of (Zn)n to
ΦC at speed n
1/4 :
E
(
eixZn
)
= E
(
eix
∑n
k=1Xk/n
1/4
)
=
(
E
(
eixX/n
1/4
))n
= en log(E(exp(ixX/n
1/4)))
= e
n log
(
1+ x
2
2
√
n
+κ x
4
24n
+x
4
n
ε1
(
x
n1/4
))
= e
n
(
x2
2
√
n
+κ x
4
24n
− 1
2
(
x2
2
√
n
)2
+x
4
n
ε2
(
x
n1/4
))
= e
√
nx
2
2
+(κ−3)x4
24
+x
4
n
ε2
(
x
n1/4
)
Here, ε1 and ε2 are functions that tend to 0 in 0 and are bounded on a compact neigh-
borhood of 0. We thus have the following convergence that holds locally uniformly in x in
a certain interval around 0
E
(
eixZn
)
E
(
eixn1/4G
) −−−−→
n→+∞
e−
(3−κ)
24
x4
We can check moreover that the required assumptions of analyticity and boundedness
in a horizontal strip are fullfilled :
sup
z∈a+i[0,β]
∣∣∣e−Cz4∣∣∣ = sup
y∈[0,β]
∣∣∣e−C(a+iy)4 ∣∣∣ = sup
y∈[0,β]
e−C(a
4+y4−6a2y2) 6 C ′βe
−Ca4/2 −−−−→
a→±∞
0
In accordance to theorem 2.4, the random variable Hn1/4(ΦC) of distribution given by
(4) with ΦC(x) = e
−Cx4/4 satisfies the same type of convergence, and one can write
E
(
eiuZn
)
E
(
eiuHn1/4 (ΦC)
) −−−−→
n→+∞
1
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in the same vein as convergence in law writes
E
(
eiuZn/n
1/4
)
E(eiuG)
−−−−→
n→+∞
1
We now prove theorem 2.4.
Proof. For θ ∈ R, write
E
(
eiθHγn (Φ)
)
E(eiθγnG)
=
E
(
Φ
(
G
γn
)
eiθγnG
)
E(eiθγnG)E
(
Φ
(
G
γn
)) = E
(
eiθγnG
E
(
eiθγnG
)Φ
(
G
γn
))
E
(
Φ
(
G
γn
)) =: ∫RΦ(x)µ(θ)n (dx)
E
(
Φ
(
G
γn
))
where ∫
R
Φ(x)µ(θ)n (dx) := E
(
eiθγnG
E(eiθγnG)
Φ
(
G
γn
))
= eθ
2γ2n/2
∫
R
eiθγnxΦ
(
x
γn
)
e−x
2/2 dx√
2π
=
∫
R
Φ
(
x
γn
)
e−
1
2
(x−iθγn)2 dx√
2π
=
∫
R−iθγn
Φ
(
y
γn
+ iθ
)
e−
1
2
y2 dy√
2π
Set
g(z) := Φ(z/γn + iθ)e
−z2/2
If g is analytic on the whole complex plane, the Cauchy formula gives∫
[−a,a]
g +
∫
a+i[0,β]
g −
∫
[−a,a]+iβ
g −
∫
−a+i[0,β]
g = 0
If moreover g satisfies the hypothesis (3), we can write∣∣∣∣∫
a+i[0,β]
g(x)dx
∣∣∣∣ 6 |β| sup
z∈a+i[0,β]
|g(z)| −−−−→
a→±∞
0
Hence, ∫
[−a,a]+iβ
g =
∫
[−a,a]
g +
(∫
a+i[0,β]
g −
∫
−a+i[0,β]
g
)
=:
∫
[−a,a]
g +R(a)
with
|R(a)| 6 2 |β| sup
z∈a+i[0,β]
|g(z)| −−−−→
a→±∞
0
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Passing to the limit on a→ +∞, we get∫
R−iβ
g =
∫
R
g
Now,
sup
z∈a+i[0,β]
∣∣∣e−z2/2∣∣∣ = sup
u∈[0,β]
∣∣∣e−(a+iu)2/2∣∣∣ = sup
u∈[0,β]
e−a
2/2+u2/2 = eβ
2/2e−a
2/2 −−−−→
a→±∞
0
sup
z∈a+i[0,β]
|Φ(z)| = sup
u∈[0,β]
|Φ(a + iu)| −−−−→
a→±∞
0 by the hypothesis (3)
sup
z∈a+i[0,β]
∣∣∣e−z2/2Φ(z)∣∣∣ −−−−→
a→±∞
0
We can thus write∫
R
Φ(x)µ(θ)n (dx) =
∫
R
Φ
(
y
γn
+ iθ
)
e−
1
2
y2 dy√
2π
= E
(
Φ
(
G
γn
+ iθ
))
The condition (3) ensures that Φ is bounded on a horizontal strip, hence, by the domi-
nated convergence theorem, the continuity of Φ on the complex plane and the hypothesis
Φ(iθ) = Φ(θ) for all θ ∈ R, we get
lim
n→+∞
∫
R
Φ(x)µ(θ)n (dx) = E
(
lim
n→+∞
Φ
(
G
γn
+ iθ
))
= Φ(iθ) = Φ(θ)
Finally, dominated convergence implies
lim
n→+∞
E
(
Φ
(
G
γn
))
= Φ(0) = 1
which proves the theorem. 
Remark 2.6. The fact that the signed (complex) measures µ
(θ)
n satisfy
lim
n→+∞
∫
R
Φ(x)µ(θ)n (dx) = Φ(θ) =
∫
R
Φ(x)δθ(dx)
for all Φ satisfying the assumptions of theorem 2.4 can be rephrased into a weak convergence
of the sequence (µ
(θ)
n )n to the measure δθ. Note that the space of functions on which this
convergence holds is restrictive and is a strict subset of the space of continuous bounded
functions. On this last space, the weak convergence does not hold as one can check by
considering the limit of the Fourier transform
∫
R
eiαxµ
(θ)
n (dx).
The last theorem motivates the following
Definition 2.7. Let G ∼ N (0, 1), γ > 0 and Φ be a function satisfying the hypotheses of
theorem 2.4. We define the distribution H (Φ, γ) by
Hγ ∼ H (Φ, γ) ⇐⇒ PHγ :=
Φ
(
G
γ
)
E
(
Φ
(
G
γ
)) • PγG (6)
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Remark 2.8. Another way of writing (6) is to say that Hγ has a Lebesgue-density given by
fγ(x) =
1
cγ
Φ
(
x
γ2
)
e−
1
2(
x
γ )
2
, cγ := γ
√
2πE(Φ(G/γ)) (7)
2.2. Mod-Gaussian convergence in the Laplace setting. As noticed in remark 2.6,
the key point in theorem 2.4 is to show that (µ
(θ)
n )n converges weakly to δθ for a certain
notion of weak convergence of measures. But the fact that limn→+∞
∫
R
Φ(x)µ
(θ)
n (dx) =
Φ(iθ) forces the function Φ to have an additionnal symmetry and gives the hint that this is
the variable iθ that should be the relevant parameter. It thus becomes natural to consider
the Laplace transform in place of the Fourier transform.
Definition 2.9. Let (Xn)n be a sequence of random variables of expectation 0 and (γn)n
a sequence of strictly positive real numbers. Suppose moreover that E
(
euXn
)
< ∞ for all
u ∈ A ⊂ R where A is an open set containing 0 or A = R+
(Xn)n is said to converge in the mod-Gaussian-Laplace sense at speed (γn)n if
E
(
euXn
)
E(euγnG)
−−−−→
n→+∞
Φ(u)
where Φ : A→ R+ is a continuous function satisfying Φ(0) = 1, the last convergence being
locally uniform in u ∈ A.
Remark 2.10. Note that the function Φ here defined must always be positive, as a limit of
a sequence of positive functions. The advantage of choosing the Fourier transform in place
of the Laplace transform is clear : the former one always exists when the latter one needs
to specify the range of u ∈ R where it is defined. But for the purpose that we have set, a
real function is more suited.
We now prove theorem 1.2.
Proof. Remember the change of probability of the Gaussian measure : for all u ∈ R and
for Xγ ∼ N (0, γ2)
euXγ
E(euXγ )
• PXγ = PXγ+uγ2
Hence, for all u ∈ R
E
(
euHγ(Φ)
)
E(euXγ )
=
E
(
euXγΦ
(
Xγ
γ2
))
E(euXγ )E
(
Φ
(
Xγ
γ2
)) = E
(
euXγ
E(euXγ)
Φ
(
Xγ
γ2
))
E
(
Φ
(
Xγ
γ2
)) = E
(
Φ
(
Xγ
γ2
+ u
))
E
(
Φ
(
Xγ
γ2
))
Now, since Φ is integrable, dominated convergence allows to exchange limγ→+∞ and ex-
pectation. One has moreover Xγ/γ
2 L= X1/γ. This last quantity tends to 0 in distribution,
hence, using the continuity of Φ, we have, locally uniformly in u ∈ R
E
(
euHγ(Φ)
)
E(euXγ )
−−−−→
γ→+∞
Φ(u)
Φ(0)
= Φ(u)
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as Φ(0) = 1. 
Remark 2.11. It is enough to suppose that Φ ∈ L1(PG/γ+u) for all γ, u ∈ R.
Remark 2.12. What happens if the conditions of theorem 2.4 are not fullfilled ? Can we
still construct an equivalent of the distribution H (γ,Φ) ? This question is important
since the moments conjecture described in [14] uses a function Φ that can be written as
Φ = ΦAΦM where ΦA (arithmetic factor) has no singularity on (−1,+∞), but ΦM (matrix
factor) is singular in the neighbourhood of −1 ; note that both functions are bounded on
(K,+∞) for all K > −1 by known asymptotics of the involved functions taken in a real
variable (see [14]).
One way to proceed in this case is to use a cutoff function and a diagonal extraction pro-
cedure. For instance, one can use ΦK := Φ · 1(K,+∞) and form the distribution H (γ,ΦK).
The diagonal extraction in (γ,K) can ultimately define a sequence that converges in the
mod-Gaussian-Laplace sense to Φ on its total interval of definition.
2.3. Mod-* convergence with infinitely divisible distributions. In order to under-
stand the general mechanism at stake in section 2.2, we now generalize the construction
(1) to the setting of infinitely divisible distributions, that is, values of a Lévy process at
fixed time γ > 0. Since we consider Laplace transform, we restrict ourselves to positive
random variables, i.e. one-dimensional marginals of subordinators. These distributions are
characterised by a triplet (k, d,Π) satisfying k, d > 0 and
∫
R+
(1 ∧ x)Π(dx) < ∞ (see e.g.
[18]). If Xγ is a random variable having such a distribution, the Lévy-Kintchine formula
gives
E
(
e−θXγ
)
= exp(−γΛX(θ)) with ΛX(θ) = k+d θ +
∫ +∞
0
(
1− e−θu)Π(du) (8)
We define mod-Lévy-Laplace convergence by the following
Definition 2.13. Let (Zn)n be a sequence of positive random variables such that E
(
e−θZn
)
<
∞ for all θ ∈ R and let (γn)n be a sequence of strictly positive real numbers. (Zn)n is said
to converge in the mod-Lévy-Laplace sense at speed (γn)n if, locally uniformly in x ∈ R+
E
(
e−Υ(x)Zn
)
E(e−Υ(x)Xγn )
−−−−→
n→+∞
Φ(x)
where Φ : R+ → R+ is a continuous function satisfying Φ(Λ′X(0)) = 1, where Xγn is a ran-
dom variable distributed according to (8) with the additional hypothesis
∫
R+
eαuuΠ(du) <
∞ for all α > 0 and (setting inf ∅ :=∞)
Υ(x) := inf {y ∈ R / Λ′X(x) > y}
The analogue to theorem 1.2 is then given by
Theorem 2.14. Let Φ : R+ → R+ be a continuous positive integrable function on R such
that Φ(Λ′X(0)) = 1. Let γ > 0 and Xγ defined by (8). Define the distribution of a random
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variable Xγ(Φ) by the change of probability
PXγ(Φ) :=
Φ
(
Xγ
γ
)
E
(
Φ
(
Xγ
γ
)) • PXγ (9)
Then, locally uniformly in x ∈ R+
E
(
e−Υ(x)Xγ (Φ)
)
E(e−Υ(x)Xγ )
−−−−→
γ→+∞
Φ(x)
Proof. Define for all y ∈ R
P
X
(y)
γ
:=
e−yXγ
E(e−yXγ )
• PXγ
Since we have supposed
∫
R+
eαuuΠ(du) < ∞ for all α > 0, this random variable is
well-defined. In particular,
E
(
e−θX
(y)
γ
)
= e−γ(ΛX(θ+y)−ΛX (θ)) = exp
(
d θ +
∫
R+
(
1− e−θu) e−yuΠ(du))
Hence, X
(y)
γ is infinitely divisible of triplet (0, d,Π(y)) with
Π(y)(du) := e−yuΠ(du)
For all y ∈ R, one has the duality relation
E
(
e−yXγ(Φ)
)
E(e−yXγ )
=
E
(
Φ
(
X
(y)
γ
γ
))
E
(
Φ
(
Xγ
γ
)) (10)
Using the Lévy-Kintchine formula (8), one has
X
(y)
γ
γ
L−−−−→
γ→+∞
d+
∫ +∞
0
uΠ(y)(du) = d+
∫ +∞
0
u e−uy Π(du) = Λ′X(y)
Since we have supposed that Λ′X(y) < ∞ for all y ∈ R−, and the case y ∈ R+ coming
from the definition of a Lévy measure, we have Λ′X(y) <∞ for all y ∈ R.
Using the integrability and continuity of Φ, dominated convergence and this last conver-
gence in distribution, we thus have
E
(
e−yXγ (Φ)
)
E(e−yXγ )
−−−−→
γ→+∞
Φ(Λ′X(y))
Φ(Λ′X(0))
Last, remark that Λ′X is decreasing onR as a Laplace transform of the measure u1{u>0}Π(du)
and its inverse bijection Υ is well-defined. Setting y = Υ(x), and using Φ(Λ′X(0)) = 1, one
thus has the result. 
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Example 2.15. The Poisson distribution corresponds to (k, d,Π) = (0, 0, δ1). Several
examples of combinatorial random variables converging in the mod-Poisson-Laplace sense
were analysed in [11, 12, 15]. Since Λ′X(y) = e
−y and Υ(x) = − log x, the construction of
a random variable Xγ(Φ) uses the characteristic function x 7→ E
(
xZ
)
and one has, for Pγ
Poisson-distributed of expectation γ > 0, locally uniformly in x ∈ R+
E
(
xXγ(Φ)
)
E(xPγ )
=
E
(
Φ
(
Pxγ
γ
))
E
(
Φ
(
Pγ
γ
)) −−−−→
γ→+∞
Φ(x)
Example 2.16. The Dickman distribution (see e.g. [1]) corresponds to (k, d,Π) = (0, 0,ΠD)
with
ΠD(du) := 1{06u61}
du
u
Since ΠD has a compact support, the conditions of theorem 2.14 are fullfilled. One has
Λ′D(x) =
∫ +∞
0
ue−xuΠD(du) =
∫ 1
0
e−xudu =
1− e−x
x
and one needs to invert this last bijection to get the corresponding Υ(x).
The Dickman distribution occurs as the limiting distribution of random variables of the
type 1
n
∑n
k=1 kZk with independent random variables (Zk)k such that P(Zk = 0) = 1/k ;
for instance Zk is Poisson, Bernoulli or Geometrically distributed of parameter 1/k. It
also arises in the framework of Poisson-Dirichlet point processes : the fluctuations of the
maximum length of the cycles of a random uniform permutation are Dickman-distributed
(see e.g. [1]).
Remark 2.17. An alternative method to find an analogue of theorem 1.2 consists in using
Φ ◦ Υ in place of Φ if Υ is continuous and if P
(∣∣∣Υ(X(y)γ /γ)∣∣∣ <∞) = 1 for all γ > 0 and
y ∈ R.
In such a case, Υ(X
(y)
γ /γ)→ y in distribution when γ → +∞ and
E
(
e−yXγ(Φ◦Υ)
)
E(e−yXγ )
−−−−→
γ→+∞
Φ ◦Υ(Λ′X(y))
Φ ◦Υ(Λ′X(0))
= Φ(y)
Such a construction does not apply to the Poisson distribution since Υ(x) = − log x and
P(|Υ(Pγ/γ)| =∞) = P(Pγ = 0) 6= 0.
3. Stein’s method
3.1. Reminder of Stein’s method with zero-bias. As explained in the introduction,
there are several versions of Stein’s method. The version we present here, in addition to
illustrate the philosophy of the method, gives the easiest bound to have a normal approx-
imation for sums of symmetric independent random variables, which is the example of
interest in section 4.
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Definition 3.1 (Zero-bias transform, [9, 17]). Let X be a real random variable with zero
expectation such that E(X2) < ∞. The zero-bias transform of X is the random variable
X (0) defined by the following identity
E(Xf(X)) = E
(
X2
)
E
(
f ′
(
X (0)
)) ∀ f ∈ H (11)
H being the space of continuously differentiable functions f such that E(|Xf(X)|) < ∞
and E(|f ′(X)|) <∞.
One useful property of such a transform is the following identity in distribution (see e.g.
[9, 17]) : if Zn =
∑n
k=1Xk with (Xk)k a sequence of i.i.d. random variables, then
Z (0)n
L
= Zn +
(
X (0)I −XI
)
=
∑
k 6=I
Xk +X
(0)
I (12)
where I ∼ U (J1, nK) is a random variable independent of (Xk)k and (X (0)k )k, those two
last sequences being independent, and (X (0)k )k being a sequence of i.i.d. random variables
distributed according to the zero-bias distribution of X.
This last property implies, for f ∈ H∣∣∣∣E(f ′(Zn)− ZnE(Z2n)f(Zn)
)∣∣∣∣ = ∣∣E(f ′(Zn)− f ′(Z (0)n ))∣∣ 6 ||f ′′||∞ E(∣∣Zn − Z (0)n ∣∣)
that is, ∣∣∣∣E(f ′(Zn)− ZnE(Z2n)f(Zn)
)∣∣∣∣ 6 ||f ′′||∞ E(∣∣X (0)I −XI∣∣) (13)
Hence, if the quantity |E(f ′(Zn)− Znf(Zn)/E(Z2n))| is of interest to understand the
behaviour of (Zn)n, we have a useful bound.
Stein’s method for Gaussian approximation consists in solving the following “Stein’s
equation”
LN (0,1)f = h− E(h(G)) (14)
with G ∼ N (0, 1), h a function such that E(|h(G)|) <∞ and LN (0,1) the operator defined
for a differentiable function f by
LN (0,σ2)f(x) := f ′(x)− x
σ2
f(x) (15)
This operator has the particularity that it characterises the Gaussian distribution in the
following way (see [20], p. 21)
X ∼ N (0, 1) ⇐⇒ ∀ f ∈ H, E(LN (0,1)f(X)) = 0
A function of the form h − E(h(G)) is precisely in the image of the operator LN (0,1).
This allows to define the pseudo-inverse L−1
N (0,1) of the operator on such functions, that is,
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the inverse of the operator on its image, in addition to impose L−1
N (0,1)(h−E(h(G))) to be
the solution of (14) that vanishes at infinity . Writing
hG := h− E(h(G))
f := L−1
N (0,1)hG
we get
|E(h(W ))− E(h(G))| = E(h(W )− E(h(G))) = E(hG(W )) = E
(
LN (0,1)L−1N (0,1)hG(W )
)
Injecting this equality in (13), and setting D for the operator of differentiation, we get
|E(h(W ))− E(h(G))| 6
∣∣∣∣∣∣D2L−1
N (0,1)hG
∣∣∣∣∣∣
∞
E
(∣∣W (0) −G∣∣)
In the Gaussian case, setting fG(x) := e
−x2/2/
√
2π, we have (see [20] p. 15)
L−1
N (0,1)hG(x) =
E
(
hG(G)1{G6x}
)
fG(x)
This allows prove the following inequalities (see [20] p. 25)∣∣∣∣∣∣L−1
N (0,1)hG
∣∣∣∣∣∣
∞
6
√
π
2
||hG||∞∣∣∣∣∣∣DL−1
N (0,1)hG
∣∣∣∣∣∣
∞
6 2 ||hG||∞∣∣∣∣∣∣D2L−1
N (0,1)hG
∣∣∣∣∣∣
∞
6 2 ||h′||∞
that lead to the Stein’s bound
|E(h(W ))− E(h(G))| 6 2 ||h′||∞ E
(∣∣W (0) −G∣∣) (16)
This inequality allows to bound a particular distance between W and G. Set
H := {h ∈ C1(R)/ ||h||∞ 6 1, ||h′||∞ 6 1, lim ±∞h = 0}
dH(X, Y ) := sup
h∈H
|E(h(X))− E(h(Y ))|
then, (16) implies that
dH(W,G) 6 2E
(∣∣W (0) −G∣∣)
3.2. A Stein’s operator for the penalised Gaussian distribution. In order to ap-
ply Stein’s method to a sequence of random variables converging in the mod-Gaussian
sense with parameters ((γn)n,Φ), we first describe a characteristic operator LHγ of Hγ ∼
H (Φ, γ).
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Theorem 3.2 (Characteristic operator for a penalisation of the Gaussian distribution).
Let Φ satisfying the hypotheses of theorem 2.4 and Hγ ∼ H (Φ, γ). Suppose that Φ > 0 on
R. Set
Ψ(x) := logΦ(x)
κγ(x) :=
x2
2γ2
−Ψ
(
x
γ2
)
ργ(x) :=
x
γ2
− 1
γ2
Ψ′
(
x
γ2
)
= κ′γ(x)
H˜Φ,γ :=
{
h ∈ C1m / E(|h′(Hγ)|) <∞, lim ±∞h = 0
}
where C1m is the space of continuous and piecewise continuously differentiable functions
f : R→ R.
Suppose moreover that
(1) κγ(x) −−−−→
x→±∞
+∞,
(2) ∀ x ∈ R, ρ′γ(x) > 0.
Then, a characteristic operator of Hγ on H˜Φ,γ is LΦ,γ defined for all h ∈ H˜Φ,γ by
LΦ,γh(x) := h′(x)−
(
x
γ2
− 1
γ2
Ψ′
(
x
γ2
))
h(x) (17)
Proof. By inverting the first order differential operator LΦ,γ = D − ργ , it is easily proven
that for functions hγ := h− E(h(Hγ)) with h ∈ H˜Φ,γ, we have
LΦ,γg = hγ ⇐⇒ g(x) = L−1Φ,γhγ(x) =
1
fHγ (x)
∫ x
−∞
fHγ (y)hγ(y)dy
fHγ being given in (7), i.e. fHγ = e
−κγ/cγ. Using the random variable Hγ, we can write
L−1Φ,γhγ(x) =
E
(
hγ(Hγ)1{Hγ6x}
)
fHγ (x)
= −E
(
hγ(Hγ)1{Hγ>x}
)
fHγ (x)
(18)
the last equality coming from the fact that E(hγ(Hγ)) = 0.
Now, if a random variable Y is such that for all h ∈ H˜Φ,γ, E(LΦ,γh(Y )) = 0, it is true in
particular for the function
hx,γ := L−1Φ,γ(ux − E(ux(Hγ))) with ux : y 7→ 1{y6x}
Let us prove that hx,γ ∈ H˜Φ,γ. By (18), we can write
hx,γ(y) =
E
((
1{Hγ6x} − P(Hγ 6 x)
)
1{Hγ6y}
)
fHγ (y)
=
cov
(
1{Hγ6x},1{Hγ6y}
)
fHγ (y)
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Let x > 0. As Hγ
L
= −Hγ , we only have to consider this case.
P(Hγ > x) =
∫ +∞
x
e−κγ(u)
du
cγ
with cγ given in (7)
6
∫ +∞
x
κ′γ(u)
κ′γ(x)
e−κγ(u)
du
cγ
since κ′′γ(x) = ρ
′
γ(x) > 0 by hypothesis (1)
=
e−κγ(x)
cγκ′γ(x)
We can rewrite this inequality as
P(Hγ > x) 6
fHγ (x)
ργ(x)
(19)
Hence, setting
ux,γ(y) := ux(y)− E(ux(Hγ)) = 1{y6x} − P(Hγ 6 x)
we have ux,γ(y) 6 2 and
|hx,γ(y)| =
∣∣L−1Φ,γux,γ(y)∣∣ 6 E(|ux,γ(Hγ)|1{Hγ6y})fHγ (y) 6 2P(Hγ 6 y)fHγ (y) 6 2κ′γ(y) −−−−→y→+∞ 0
as κγ(x) −−−−→
x→±∞
+∞ by hypothesis (2).
Using LΦ,γ = D − ργ and Stein’s equation LΦ,γhx,γ = ux,γ, we have
Dhx,γ = ργhx,γ + ux,γ
which implies
|Dhx,γ(y)| 6 |ux,γ(y)|+ |ργ(y)hx,γ(y)|
6 2
(
1 +
∣∣∣∣∣ργ(y)P(Hγ > y)fHγ (y)
∣∣∣∣∣
)
6 4 by (19)
This implies that E
(∣∣h′x,γ(Hγ)∣∣) <∞, i.e. hx,γ ∈ H˜Φ,γ. Then, for all x ∈ R,
0 = E(LΦ,γhx,γ(Y )) = E(ux(Y )− E(ux(Hγ))) = P(Y 6 x)− P(Hγ 6 x)
that is : Y
L
= Hγ .
Reciprocally, let us prove that for all h ∈ H˜Φ,γ ,
E(LΦ,γh(Hγ)) = 0
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As −ργ = D log(fHγ ) = f ′Hγ/fHγ we have, by the Fubini theorem
E(h′(Hγ)) =
∫
R
h′(u)fHγ(u)du =
∫ 0
−∞
h′(u)fHγ (u)du+
∫ +∞
0
h′(u)fHγ(u)du
=
∫ 0
−∞
h′(u)
∫ u
−∞
f ′
Hγ
(v)dvdu+
∫ +∞
0
h′(u)
∫ +∞
v
−f ′
Hγ
(v)dvdu
= −
∫ 0
−∞
∫ 0
−∞
1{v6u60}ργ(v)fHγ (v)h
′(u)dudv+∫ +∞
0
∫ +∞
0
1{v>u>0}ργ(v)fHγ (v)h
′(u)dudv
= −
∫ 0
−∞
∫ 0
v
h′(u)du ργ(v)fHγ (v)dv +
∫ +∞
0
∫ v
0
h′(u)du ργ(v)fHγ(v)dv
=
∫
R
(h(v)− h(0)) ργ(v)fHγ(v)dv = E(h(Hγ)ργ(Hγ))− h(0)E(ργ(Hγ))
Now, by symmetry of Hγ and by parity of ργ , we have E(ργ(Hγ)) = 0. Hence,
E(h′(Hγ)) = E(ργ(Hγ)h(Hγ)) = E
(
1
γ2
[
Hγ −Ψ′
(
Hγ
γ2
)]
h(Hγ)
)

Remark 3.3. We thus have
Y
L
= Hγ ⇐⇒ E(LΦ,γh(Y )) = 0 ∀h ∈ H˜Φ,γ
⇐⇒ E(h′(Y )) = 1
γ2
E
([
Y −Ψ′
(
Y
γ2
)]
h(Y )
)
∀h ∈ H˜Φ,γ
The usual characterisation of the law N (0, γ2) can be recovered taking Φ = 1 in the
last formula, that is Ψ′ = 0. If we think of γ as a parameter going to +∞, we have a small
correction to the Gaussian distribution that takes the form of a small perturbation of the
characteristic operator LN (0,γ2), i.e. LΦ,γ = LN (0,γ2) +Ψ′(·/γ2)/γ2.
3.3. Perturbation of the Gaussian operator and Edgeworth expansion. For a
random variable X, denote by φX its Fourier transform
φX(u) := E
(
eiuX
)
Note φX(u) := FfX(u) if X admits a Lebesgue-density fX .
Let Hγ ∼ H (Φ, γ), and suppose that
∫
R
|fγ(x)|2 dx <∞. Denote Φγ := Φ(·/γ) and let
(Hk)k be the unnormalised Hermite polynomials defined by their Rodrigues form
Hk(y) := ey2/2
(
− d
dy
)k
e−y
2/2
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They satisfy E(Hk(G)Hℓ(G)) = hk1{k=ℓ} for G ∼ N (0, 1) and hk > 0. Thus,
φHγ (u) :=
∫
R
eiuxfγ(x)dx =
∫
R
eiuxΦ
(
x
γ2
)
e−
1
2(
x
γ )
2 dx
cγ
=
γ
cγ
∫
R
Φγ(y)e
iuγy− y2
2 dy
Since
∫
R
|Φγ(x)|2 e−x2dx =
(
cγ
γ
)2 ∫
R
|fγ(x)|2 dx <∞, we can write
Φγ =
∑
k>0
h−1k E(Hk(G)Φγ(G))Hk
which implies
fγ(γy) =
1
cγ
∑
k>0
h−1k E(Hk(G)Φγ(G))Hk(y)e−y
2/2
A development of the form
g(k)γ (y) = e
−(y/γ)2/2
k∑
ℓ=0
aℓ(γ)Hk
(
y
γ
)
is said to be an Edgeworth expansion of a random variable. For such a development,
truncated at a certain order, there is no possibility to obtain a probability density due
to the sign changes of the Hermite polynomials. Without truncation, the function y 7→
g
(∞)
γ (y)e(y/γ)
2/2 can still be positive and we get a probabilistic penalisation. From this point
of view, mod-Gaussian convergence is a non-truncated Edgeworth expansion.
3.4. Approximation by signed measures. Using the Rodrigues form of the Hermite
polynomials, we have
fγ(γy) = c
−1
γ
∑
k>0
h−1k E(Hk(G)Φγ(G))
(
− d
dy
)k
e−y
2/2
Taking the Fourier transform and using the fact that F(Df)(u) = −iuFf(u), we get
φHγ (u) = c
−1
γ
∑
k>0
h−1k E(Hk(G)Φγ(G)) (iu/γ)kF
(
x 7→ e−(x/γ)2/2
)
(u)
= γc−1γ
√
2πe−γ
2u2/2
∑
k>0
h−1k E(Hk(G)Φγ(G)) (iu/γ)k
the last development being convergent in L2(e−x
2
dx) since Φγ belongs to this space. As
φγG(u) = e
−γ2u2/2, denoting by
Φ˜γ(u) := γ
√
2π
∑
k>0
h−1k E(Hk(G)Φγ(G)) (iu/γ)k
we get
φHγ (u) = Φ˜γ(u)φγG(u) (20)
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In particular, if we know that locally uniformly in u ∈ R, Φ(u) = limγ→∞ φHγ(u)/φγG(u)
exists, then, locally uniformly in u ∈ R
Φ(u) = lim
γ→∞
Φ˜γ(u) (21)
i.e. Φ˜γ is an approximation of Φ.
The construction of a random variable whose distribution satisfies (20) and (21) is not
always possible. In the flavour of [3], one can be interested in a signed measure approxima-
tion of sequences converging in the mod-Gaussian sense. A case of interest is to suppose
that Φ˜γ can be approximated by
Φ♯γ(u) := e
P (iθ)
P being a polynomial satisfying the symmetry condition of theorem 2.4, i.e. P (iθ) = P (θ)
for all θ ∈ R, and P (0) = 0. Let µγ := F−1
(
Φ♯γ φγG
)
be the signed measure obtained by
inverting equation (20). Then, a Stein operator of µγ can be defined by
LΦ♯,γ := LN (0,γ2) − P ′
(
− d
dx
)
Indeed, suppose Fµγ ∈ L1 with density f ∈ C1. Such an operator satisfies
∫
R
LΦ♯,γg ·f =
0 for all functions g of class C∞ ∩ L1 that vanish at ±∞. By integration by parts, this
amounts to the following equation which is the analogue of Stein’s equation for positive
measures
L∗Φ♯,γf(x) := xf(x) + γ2f ′(x)− P ′
(
d
dx
)
f(x) = 0
Taking the Fourier transform, setting fˆ := Ff and using F(x 7→ xf(x)) (ξ) = −i d
dξ
fˆ(ξ)
and F(f ′) (ξ) = (−iξ)fˆ(ξ), we get
−i d
dξ
fˆ(ξ) +
(
γ2(−iξ)− P ′(iξ)) fˆ(ξ) = 0
The integration of this equation gives
fˆ(ξ) = fˆ(0) exp
(
−γ2 ξ
2
2
+ P (iξ)− P (0)
)
= fˆ(0) exp
(
−γ2 ξ
2
2
+ P (ξ)
)
By Fourier inversion,
f(x) = fˆ(0)
∫
R
exp
(
−iξx− γ2 ξ
2
2
+ P (ξ)
)
dξ
2π
which is (proportional to) the density of the measure µγ.
In this setting, Stein’s method with an operator such as LΦ♯,γ allows to approximate
PHγ with µγ. Such a procedure is to relate to [3] where Kolmogorov approximations in the
Poisson setting were found with respect to a signed measure, and to [2] where this type of
correction to LN (0,γ2) is discussed in details (see also [16]).
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In [2], a perturbation of LN (0,1) is done with a polynomial in the operator of differenti-
ation, and this polynomial is the truncation of the cumulant generating series. As one can
see on example 2.5, in the case of the sum of i.i.d. random variables, the limiting function
Φ is obtained by a suitable renormalisation of the cumulant function.
Example 3.4. In the case of example 2.5, as an approximation of Φ˜γ is Φ
♯
γ = Φ(·/γ2) :
x 7→ e−Cx4/(4γ8), the condition is fullfilled and one can have an Edgeworth expansion by
using a suitable truncation of the Taylor development of e−Cx
4/4 in addition to a signed
measure approximation of density x 7→ ∫
R
exp
(
−iξx− γ2 ξ2
2
− Cξ4/(4γ8)
)
dξ
2π
.
4. The sum of i.i.d. symmetric random variables
We develop the important example of the sum of i.i.d. random variables. In order to
agree with theorem 2.4, we only consider the symmetric case.
4.1. A mod-Gaussian approximation theorem.
Theorem 4.1 (Mod-Gaussian bounds for the sum of i.i.d. random variables). Let (Xk)k
be a sequence of i.i.d. symmetric random variables having the same law as X such that
E(X) = 0, E(X2) = 1 and E(X4) < 3. Set
Zn :=
1
n1/4
n∑
k=1
Xk
γn := n
1/4
C :=
3− E(X4)
6
> 0
ΦC(x) := e
−C x4
4
c1 :=
√
2π E(ΦC(G)) with G ∼ N (0, 1)
Define moreover
H1Φ :=
{
h ∈ C1(R)/ ||h||∞ 6 1, ||h′||∞ 6 1, lim±∞ h = 0,
∫
R
|h′| <∞
}
dH1Φ(X, Y ) := sup
h∈H1Φ
|E(h(X))− E(h(Y ))|
Let Hn ∼ H (ΦC , γn) and h ∈ H1Φ. Set also σ1,3 := E(|X|) ∨ E
(
|X|3
2
)
. Then,
|E(h(Zn))− E(h(Hn))| 6 4
√
2(1− C)
γn
||h′||∞ +
4
γ2n
||h||∞
(
Cc1σ1,3 +
1
γ2n
)
(22)
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In particular, for n large enough
dH1Φ(Zn, Hn) 6
4
√
2(1− C)
γn
+O
(
1
γ2n
)
dH1Φ
(
Zn
γn
,
Hn
γn
)
6
4
√
2(1− C)
γ2n
+O
(
1
γ4n
) (23)
Proof. We start with the usual Stein’s argument : for h ∈ H1Φ
hHn(x) := h(x)− E(h(Hn)) = LHnL−1HnhHn(x)
Setting g := L−1HnhHn , we get
E(h(Zn))− E(h(Hn)) = E(LHng(Zn)) = E(g′(Zn)− ργn(Zn)g(Zn))
We recall that
ργn(x) :=
1
γ2n
(
x− (log ΦC)′
(
x
γ2n
))
=
x
γ2n
+ C
x3
γ8n
For the usual Stein’s operator given by LN (0,γ2n)f(x) := f ′(x)− (x/γ2n)f(x), we have
E
(LN (0,γ2n)g(Zn)) = E(g′(Zn)− Znγ2n g(Zn)
)
= E
(
g′(Zn)− g′
(
Z (0)n
))
where Z (0)n is the zero-bias transformation of Zn. By (12), we have
Z (0)n
L
= Zn +
γn√
n
(
X (0)I −XI
)
= Zn +
1
γn
(
X (0)I −XI
)
where I ∼ U (J1, nK) is a random variable independent of (Xk)k and (X (0)k )k, those two
last sequences being independent, and (X (0)k )k is a sequence of i.i.d. random variables
distributed according to the zero-bias distribution of X.
In particular,∣∣E(LN (0,γ2n)g(Zn))∣∣ 6 E(∣∣g′(Zn)− g′(Z (0)n )∣∣)
6 ||g′′||∞ E
(∣∣Zn − Z (0)n ∣∣) = 1
γn
||g′′||∞ E
(∣∣X (0)I −XI∣∣)
Moreover, by independence and the i.i.d. property,
E
(∣∣X (0)I −XI∣∣) = 1n
n∑
k=1
E
(∣∣X (0)k −Xk∣∣) = E(|X (0) −X|)
For the perturbative operator, we get
E
(
(LHn − LN (0,γ2n))g(Zn)
)
= −C
γ8n
E
(
Z3ng(Zn)
)
=: −C
γ8n
E(Zng˜(Zn))
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with g˜(x) := x2g(x). Using the same technique, we write
E(Zng˜(Zn)) = γ
2
nE
(
g˜′
(
Z (0)n
))
= γ2nE
(
2Z (0)n g
(
Z (0)n
)
+
(
Z (0)n
)2
g′
(
Z (0)n
))
Hence,∣∣E((LHn −LN (0,γ2n))g(Zn))∣∣ 6 Cγ8n
(
2γ2nE
(∣∣Z (0)n ∣∣) ||g||∞ + γ2nE(∣∣Z (0)n ∣∣2) ||g′||∞)
6
C
γ6n
(
2 ||g||∞
γn√
n
[
(n− 1)E(|X|) + E(∣∣X (0)∣∣)]
+ ||g′||∞
(
γn√
n
)2 [
(n− 1)E(X2)+ E(∣∣X (0)∣∣2)])
6
C
γ6n
(
2 ||g||∞
n
γn
E(|X|) ∨ E(∣∣X (0)∣∣)+ n
γ2n
||g′||∞ E
(|X|2) ∨ E(∣∣X (0)∣∣2))
Using (11) for well-choosen functions, we can prove that
E
(∣∣X (0)∣∣) = E(|X|3)
2E(X2)
E
((
X (0)
)2)
=
E(X4)
3E(X2)
As γ4n = n, E(X
2) = 1, and E(X4) = 3(1 − 2C) < 3, using the independence of X and
X (0) , we get
E
(∣∣X −X (0)∣∣) 6√E(∣∣X −X (0)∣∣2) =√E(X2 + (X (0))2) =√2(1− C)
and finally
|E(LHng(Zn))| 6
√
2(1− C)
γn
||g′′||∞ +
2C
γ3n
||g||∞ E(|X|) ∨ E
(
|X|3
2
)
+
C
γ4n
||g′||∞
The last part of Stein’s method consists in using the estimates for
∣∣∣∣Dkg∣∣∣∣∞ = ∣∣∣∣DkL−1HnhHn∣∣∣∣∞
with k ∈ {0, 1, 2}, which is done in lemma 5.16 in the appendix. Substituting the inequal-
ities (58) to (59) in the last inequality and using σ1,3 := E(|X|) ∨ E
(
|X|3
2
)
, we get
|E(h(Zn))− E(h(Hn))| 6 4
√
2(1− C)
γn
||h′||∞ +
2
γ2n
||hHn ||∞
(
Cc1σ1,3 +
1
γ2n
)
(24)
Last, using ||hHn ||∞ 6 2 ||h||∞, we get the desired bound. 
Remark 4.2. With the suitable rescaling of Zn and Hn, we get∣∣∣∣E(h(Znγn
))
− E
(
h
(
Hn
γn
))∣∣∣∣ 6 1γ2n
(
4
√
2(1− C) ||h′||∞ + ||h||∞O(1)
)
= O
(
1√
n
)
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which corresponds to the classical Berry-Esséen bound for the CLT, with no improve-
ment. A natural question is thus to ask whether this is optimal or not. This bound will
be improved in theorem 4.4, thus showing that we indeed gain a considerable factor by
approximating with this new random variable.
4.2. A Kolmogorov approximation. Following the steps of Stein ([20] p. 36), we have
the
Corollary 4.3 (Kolmogorov bounds). Let (Xk)k satisfying the hypothesis of theorem 4.1.
Then
dKol(Zn, Hn) := sup
x∈R
|P(Zn 6 x)− P(Hn 6 x)| 6 4(1− C)
1/4c
−1/2
1
γn
+O
(
1
γ2n
)
(25)
Proof. Set
hx,δ(y) := 1{y6x} +
(
1− y − x
δ
)
1{x6y6x+δ}
For all x, we have hx−δ,δ(y) 6 1{y6x} 6 hx,δ(y) 6 1{y6x+δ}, which implies that
E(hx−δ,δ(Zn)) 6 P(Zn 6 x) 6 E(hx,δ(Zn)) (26)
Moreover, we have
||hx,δ − E(hx,δ(Hn))||∞ 6 1∣∣∣∣h′x,δ∣∣∣∣∞ 6 1δ
Using these inequalities, inequality (24), and α := E(|X|) ∨ E
(
|X|3
2
)
c1C + 1, we get
|E(hx,δ(Zn))− E(hx,δ(Hn))| 6 4
√
2(1− C)
γn
1
δ
+
2α
γ2n
By (26), we have
P(Zn 6 x) 6 E(hx,δ(Zn))
6 E(hx,δ(Hn)) +
4
√
2(1− C)
γnδ
+
2α
γ2n
= P(Hn 6 x) + E
((
1− Hn − x
δ
)
1{06Hn−xδ 61}
)
+
4
√
2(1− C)
γnδ
+
2α
γ2n
6 P(Hn 6 x) + P(0 6 Hn − x 6 δ) + 4
√
2(1− C)
γnδ
+
2α
γ2n
6 P(Hn 6 x) +
δ
cγn
+
4
√
2(1− C)
γnδ
+
2α
γ2n
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This last inequality comes from the fact that
P(0 6 Hγ − x 6 δ) =
∫ δ
0
e−Pqγ (y−x)
dy
cγ
6
δ
cγ
sup
y∈R+
{
e−Pqγ (y−x)
}
=
δ
cγ
Optimising in δ the LHS of the former inequality gives
δ =
√
cγn
4
√
2(1− C)
γn
and the optimal value
P(Zn 6 x)− P(Hn 6 x) 6 2
√
4
√
2(1− C)
cγnγn
+
2α
γ2n
As by (7), cγ = γ
√
2πE
(
e
−C G4
4γ4
)
> γ
√
2πE
(
e−C
G4
4
)
= γc1 for γ > 1, we finally have
P(Zn 6 x)− P(Hn 6 x) 6 4((1− C)/c
2
1)
1/4
γn
+
2α
γ2n
The corresponding lower bound follows from the same manipulations using the lower
bound in (26). 
4.3. Beyond the classical Berry-Esséen speed of convergence. As noticed in re-
mark 4.2, the bound (24) is not optimal since a suitable rescaling gives the same speed of
convergence as the usual CLT. Using the knowledge of mod-Gaussian convergence of the
sequence, we can improve on this bound in the following way :
Theorem 4.4 (Mod-Gaussian bounds for the sum of i.i.d. random variables). Let (Xk)k
be a sequence satisfying the hypotheses of theorem 4.1. Define
H2Φ :=
{
h ∈ C2(R)/ ||h||∞ 6 1, ||h′||∞ 6 1, ||h′′||∞ 6 1, lim±∞ h = lim±∞ h
′ = 0,
∫
R
|h′| <∞,
∫
R
|h′′| <∞
}
dH2Φ(X, Y ) := sup
h∈H2Φ
|E(h(X))− E(h(Y ))|
Then, for all h ∈ H2Φ and for all n > 1 (with γn := n
1
4 ), we have the following bound
|E(h(Zn))− E(h(Hn))| 6
(
3 + 2C +
35C
γ4n
)
2− 3C
γ2n
||h′′||∞ +
66C
γ3n
||h′||∞ (27)
In particular,
dH2Φ(Zn, Hn) 6
(3 + 2C)(2− 3C)
γ2n
+O
(
1
γ3n
)
dH2Φ
(
Zn
γn
,
Hn
γn
)
6
(3 + 2C)(2− 3C)
γ4n
+O
(
1
γ8n
) (28)
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Before proving the theorem, observe the difference between (22) and (27) : we need
one more degree of regularity in the functions that we use. This could lead to a problem,
as one can check that D3L−1Hn is not bounded on the unit sphere of L∞. The trick is to
consider a surrogate function, namely to invert LHn on the space orthogonal to (1, X)
where X(x) := x. By restricting D3L−1Hn to this space, we get a continuous operator for the
L∞ topology. But the final Stein bound will use, in the same lines as the proof of (22), the
norm of the single derivative of such a projected function, and using the classical estimate
that relates it with the norm of the initial function will result in an additional linear term,
a priori not bounded. The trick will be to remove the projection on X by utilizing one
more derivative, loosing in the procedure a factor γn, see the second estimate of (59). By
rescaling the random variables, though, we have improved the classical Stein bound (see
remark 4.7).
Proof. For h ∈ H2Φ, define the following L2(PHn)-projection on (1, X)
ĥHn(x) := h(x)− E(h(Hn))− xE(h′(Hn))
As E(Hn) = E(Zn) = 0, one can write
E(h(Zn))− E(h(Hn)) = E
(
ĥHn(Zn)
)
As E
(
ĥHn(Hn)
)
= 0, one can invert LHn on ĥHn and define
g := L−1HnĥHn
We thus have
E(h(Zn))− E(h(Hn)) = E(LHng(Zn)) = E(g′(Zn)− ργn(Zn)g(Zn))
We treat the case of the Stein’s operator LN (0,γ2n) like before, with
E
(LN (0,γ2n)g(Zn)) = E(g′(Zn)− Znγ2n g(Zn)
)
= E
(
g′(Zn)− g′
(
Z (0)n
))
Setting
∆Zn := Z
(0)
n − Zn = X
(0)
I −XI
γn
we have
g′(Z (0)n )− g′(Zn)−∆Zng′′(Zn) =
∫ 1
0
g′′(Zn + w∆Zn)∆Zn dw −∆Zng′′(Zn)
= ∆Zn
∫ 1
0
∫ 1
0
g′′′(Zn + wu∆Zn)w∆Zndu dw
=
(∆Zn)
2
2
∫ 1
0
∫ 1
0
g′′′
(
Zn + u
√
v∆Zn
)
du dv
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By independence of the terms and since E
(
X (0)I
)
= 0 as seen in (11) taking f(x) = x2,
we have
E(∆Zng
′′(Zn)) =
1
γn
E
(
(X (0)I −XI) g′′
(
1
γn
n∑
k=1
Xk
))
=
1
γn
E
(
X (0)I
)
E
(
g′′
(
n∑
k=1
Xk
))
− 1
γn
E
(
XIg
′′
(
1
γn
n∑
k=1
Xk
))
= − 1
γn
E
(
1
n
n∑
k=1
Xkg
′′
(
1
γn
n∑
k=1
Xk
))
by integrating on I which is independent of (Xk)k. As n = γ
4
n, we hence have
E(∆Zng
′′(Zn)) = − 1
γ4n
E(Sng
′′(Sn)) = − 1
γ4n
E
(
S2n
)
E
(
g′′′(Z (0)n )
)
= − 1
γ2n
E
(
g′′′(Z (0)n )
)
Let U, V ∼ U ([0, 1]) be two independent random variables. Then,∣∣E(LN (0,γ2n)g(Zn))∣∣ = 1γ2n
∣∣∣∣E((XI −X (0))22 g′′′(Zn + 2V√U∆Zn)− g′′′(Z (0)n )
)∣∣∣∣
6
1
γ2n
||g′′′||∞
(
E
(
(XI −X (0)I )2
2
)
+ 1
)
By independence of X and X (0) and by the i.i.d. property
E
(
(XI −X (0)I )2
)
=
1
n
n∑
k=1
E
(
(Xk −X (0)k )2
)
= E
(
(X −X (0))2) = E(X2 + (X (0))2) = 2(1− C)
which finally gives ∣∣E(LN (0,γ2n)g(Zn))∣∣ 6 2− Cγ2n ||g′′′||∞
For the perturbative operator, we get
E
(
(LHn − LN (0,γ2n))g(Zn)
)
= −C
γ8n
E
(
Z3ng(Zn)
)
=: −C
γ8n
E(Zng˜(Zn)) with g˜(x) := x
2g(x)
Using iteratively the 0-bias transform, we have
E(Zng˜(Zn)) = γ
2
nE
(
g˜′
(
Z (0)n
))
= γ2nE
(
2Z (0)n g
(
Z (0)n
)
+
(
Z (0)n
)2
g′
(
Z (0)n
))
= γ2nE
(
2E
((
Z (0)n
)2)
g′
(
Z (0,0)n
)
+
(
Z (0)n
)2
g′
(
Z (0)n
))
where Z (0,0)n is the 0-bias transform of Z
(0)
n . This last random variable is well-defined since
0-biasing preserves the property of being of expectation 0 for symmetric random variables,
as seen in (11) taking f(x) = x2.
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As Z (0)n
L
= 1
γn
(∑
k 6=I Xk +X
(0)
I
)
and E
((
X (0)
)2)
= 1− 2C, we have
E
((
Z (0)n
)2)
=
1
γ2n
(
(n− 1)E(X2)+ E((X (0))2)) = 1
γ2n
(
γ4n − 2C
)
which gives∣∣E((LHn −LN (0,γ2n))g(Zn))∣∣ 6 Cγ8n 3γ2nE
((
Z (0)n
)2) ||g′||∞ = 3Cγ4n − 2Cγ8n ||g′||∞ 6 3Cγ4n ||g′||∞
Finally
|E(LHng(Zn))| 6
2− C
γ2n
||g′′′||∞ +
3C
γ4n
||g′||∞
To conclude with Stein’s methodology, we need the estimates
∣∣∣∣Dkg∣∣∣∣∞ = ∣∣∣∣DkL−1Hn ĥHn∣∣∣∣∞
with k ∈ {1, 3}. Nevertheless, as we have used g = L−1Hn ĥHn , we need to use the bound
(59) namely∣∣∣∣∣∣DL−1HnĥHn∣∣∣∣∣∣∞ 6 11γ ∣∣∣∣∣∣DĥHn∣∣∣∣∣∣∞ = 11γ ||h′ − E(h′(Hn))||∞ 6 22γ ||h′||∞
Using in addition (60), namely∣∣∣∣∣∣D3L−1Hn ĥHn∣∣∣∣∣∣∞ 6
(
3 + 2C +
12C
γ4n
)
||h′′||∞ =: A ||h′′||∞
we obtain
|E(h(Zn))− E(h(Hn))| 6 A2− 3C
γ2n
||h′′||∞ +
66C
γ3n
||h′||∞ (29)
which is the desired bound. 
4.4. Beyond the classical Kolmogorov approximation. As a corollary of theorem
4.4, we have the following
Corollary 4.5 (Kolmogorov bounds). Let (Xk)k satisfying the hypothesis of theorem 4.1.
Then
dKol(Zn, Hn) := sup
x∈R
|P(Zn 6 x)− P(Hn 6 x)| 6 2(3 + 2C)
1/3(2− 3C)1/3
c
2/3
1 γ
4/3
n
+O
(
1
γ
8/3
n
)
(30)
Proof. Set
Q(t) := 2t3 − 3t2 + 1
D(t) := 1{t60} +Q(t)1{06t61}
hx,δ(y) := D
(
y − x
δ
)
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For all x, we have hx−δ,δ(y) 6 1{y6x} 6 hx,δ(y), which implies that
E(hx−δ,δ(Zn)) 6 P(Zn 6 x) 6 E(hx,δ(Zn)) (31)
Moreover, we have
||hx,δ − E(hx,δ(Hn))||∞ 6 1∣∣∣∣h′x,δ∣∣∣∣∞ 6 1δ∣∣∣∣h′′x,δ∣∣∣∣∞ 6 1δ2
Using these inequalities and (29), and setting αn :=
(
3 + 2C + 12C
γ4n
)
2−3C
γ2n
and βn :=
66C
γ3n
,
we get
|E(hx,δ(Zn))− E(hx,δ(Hn))| 6 αn
δ2
+
βn
δ
By (31), we have
P(Zn 6 x) 6 E(hx,δ(Zn))
6 E(hx,δ(Hn)) +
αn
δ2
+
βn
δ
= P(Hn 6 x) + E
(
Q
(
Hn − x
δ
)
1{06Hn−xδ 61}
)
+
αn
δ2
+
βn
δ
6 P(Hn 6 x) + P(0 6 Hn − x 6 δ) + αn
δ2
+
βn
δ
6 P(Hn 6 x) +
δ
γnc1
+
αn
δ2
+
βn
δ
Optimising in δ the LHS of the former inequality gives1
δ =
(
2αnc1
γn
)1/3
and the optimal value
P(Zn 6 x)− P(Hn 6 x) 6 2
1/3 + 2−2/3
c
2/3
1
(
αn
γ4n
)1/3
+
66C
(2αnc1)1/3γ
3−1/3
n
Finally, using 21/3 + 2−2/3 ≈ 1,889 6 2 and αn = (3+2C)(2−3C)γ2n +O(γ
−6
n ) we have
P(Zn 6 x)− P(Hn 6 x) 6 2
c
2/3
1
(3 + 2C)1/3(2− 3C)1/3
γ
4/3
n
+O
(
1
γ
8/3
n
)
The corresponding lower bound follows from the same manipulations. 
1In fact, we optimise δ 7→ δ/(γnc1)+αn/δ2 as an analysis of the right power of γn if one looks for δ = γκn
for a certain κ reveals that the term βn/δ is already much smaller.
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4.5. Last remarks.
Remark 4.6. The zero-bias transform is not characteristic of the distribution H (ΦC , γ).
Indeed, the Stein’s equation (14) characteristic of the Gaussian distribution is equivalent
to the fixed point equation in distribution
X ∼ N (0, 1) ⇐⇒ X L= X (0)
but we do not characterise the distribution H (ΦC , γ) with such a transformation.
A natural transformation would be the following C-bias transform, defined for a random
variable W such that E(W ) = E(W 3) = 0, E(W 2) = γ2 and E(W 4) < ∞ and for all
absolutely continuous functions f satisfying E(|W 3f(W )|) <∞ by
E
(
f ′
(
W (C)
))
=
(
γ2 +
4C
γ6
E
(
W 4
))−1
E(ρC(W )f(W )) (32)
with
ρC(x) := x+
4C
γ6
x3
The distribution of W (C) is absolutely continuous with respect to Lebesgue measure and
has for density
f
W
(C) (x) = E
(
ρC(W )1{W>x}
)
The proof of such a result is the same as in the case of the zero-bias transform, and we
refer to [9] or [17] for the details.
We remark that we recover the zero-bias transform letting C → 0. Moreover, the
translation of (32) in terms of a fixed point equation in law is
X ∼ H (ΦC , γ) ⇐⇒ X L= X (C)
Unfortunately, due to the non-linearity of ρC , the application to sums of i.i.d. random
variables fails : the C-bias transform of Sn is not immediate to find, and the replacement
at random of one term of the sum by an independent C-biased term does not give the
result.
Remark 4.7. With the suitable rescaling of h, hence of Zn and Hn, we get∣∣∣∣E(h(Znγn
))
− E
(
h
(
Hn
γn
))∣∣∣∣ 6 1γ4n (A(2− 3C) ||h′′||∞ + 66C ||h′||∞) = O
(
1
n
)
which corresponds to an improvement of the classical Berry-Essén bound. This can be
understood as an additive correction to the usual norm by writing∣∣∣∣E(h(Znγn
))
− E
(
h
(
Hn
γn
))∣∣∣∣ = ∣∣∣∣E(h(Znγn
))
− E(h(G)) + Corr(n, h)
∣∣∣∣
with
Corr(n, h) := E
(
h(G)− h
(
Hn
γn
))
= E
(∫ G
Hn/γn
h′(x)dx
)
= E(h′(Hn/γn + U∆n)∆n)
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where U ∼ U([0, 1]), G and Hn are independent and ∆n := G−Hn/γn.
The search for an additional correction that would give a faster approximation was also
developed in [7] with financial applications such as an approximation of the price of CDOs.
A comparison between the two corrective terms would be interesting for the applications.
5. Appendix : Stein’s estimates
5.1. Overview and main definitions. We develop here the equivalent of the Stein’s
estimates that are relevant in our case by carefully adapting the steps of Stein [20].
To this goal, we first prove some in subsection 5.2 some basic estimates on the tail of
the Φ4(a, b) distribution defined by the density exp(−ax2/2− bx4/4) /Za,b with Za,b :=∫
R
exp(−ax2/2− bx4/4) dx. We then find an integral form for the relevant operators that
enter into the composition of the Stein operator and its derivatives in subsection 5.3, and
we finally prove in subsection 5.4 the Stein’s estimates that take the form of an operator
norm estimate of the type ||DkL−1D−k′||L∞→L∞ < ∞ for certain integers k, k′. Here, D
is the operator of differentiation and L the operator of interest. The details of these last
proofs use the basic estimates.
We will adopt a set of general conventions and definitions throughout this whole chapter.
We set
a :=
1
γ2
, b :=
C
γ8
(33)
Define
zγ :=
∫
R
e−a
x2
2
−bx4
4 dx (34)
Note that the constant zγ writes with Gγ ∼ N (0, γ2) as
zγ = γ
√
2πE
(
e
−C G
4
γ
4γ8
)
= γ
√
2π E
(
e
−C G
4
1
4γ4
)
= γ
√
2π
(
1− 3C
4γ4
+O
(
1
γ8
))
In particular,
1− 3C
4γ4
6
zγ
γ
√
2π
6 1
We will constantly consider the random variable Hγ of distribution
Hγ ∼ 1
zγ
e−a
x2
2
−bx4
4 dx (35)
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We define
fγ(x) := E(δ0(Hγ − x)) = 1
zγ
e−a
x2
2
−bx4
4
Fγ(x) := P(Hγ 6 x) , F γ(x) := P(Hγ > x)
ψγ(x) := E
(
Hγ1{Hγ>x}
)
= −E(Hγ1{Hγ6x})
ϕγ(x) := E((x−Hγ)+) =
∫ x
−∞
Fγ
ϕγ(x) := E((Hγ − x)+) =
∫ +∞
x
F γ
ργ(x) := ax+ bx
3, ρ˜γ(x) := a + bx
2 = ργ(x)/x
Bγ(x) := ρ
′′
γ(x) + 3ργ(x)ρ
′
γ(x) + ργ(x)
3
Dγ(x) := 2ρ
′
γ(x) + ργ(x)
2
Vγ(x) :=
1
2
(x2 + σ2γ), σ
2
γ := E
(
H2γ
)
Gγ(x) := 1 + ργ(x)
Fγ(x)
fγ(x)
, Gγ(x) := 1− ργ(x)F γ(x)
fγ(x)
(36)
We also define
D : f ∈ H1Φ 7→ f ′
Lγ : f ∈ H1Φ 7→ f ′ − ργf
X : x ∈ R 7→ x
hγ : x ∈ R 7→ h(x)− E(h(Hγ))
ĥγ : x ∈ R 7→ hγ(x)− xE(h′(Hγ)) = h(x)− E(h(Hγ))− xE(h′(Hγ))
(37)
Note that Lγ is invertible on {f ∈ H2Φ : E(f(Hγ)) = 0}, and in particular, one can define
L−1γ hγ and L−1γ ĥγ as the solutions (gγ, ĝγ) of the Stein equations Lγgγ = hγ and Lγ ĝγ = ĥγ
that vanish in ±∞, namely
L−1γ hγ(x) =
E
(
hγ(Hγ)1{Hγ>x}
)
fγ(x)
L−1γ ĥγ(x) =
E
(
ĥγ(Hγ)1{Hγ>x}
)
fγ(x)
(38)
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Last, we define
χγ(x) :=
∫ x
−∞
ϕγ(t)dt := E
(∫ x
−∞
(t−Hγ)+dt
)
= E
(∫ x
−∞
(t−Hγ)1{t−Hγ>0}dt
)
= E
(∫ x
Hγ
(t−Hγ)dt1{x>Hγ}
)
= E
(
(x−Hγ)2
2
1{x>Hγ}
)
=
x2
2
P(Hγ 6 x)− xE
(
Hγ1{Hγ6x}
)
+
1
2
E
(
H2γ1{Hγ6x}
)
and
χγ(x) :=
∫ +∞
x
ϕγ(t)dt := E
(∫ +∞
x
(Hγ − t)+dt
)
= E
(∫ +∞
x
(Hγ − t)1{Hγ−t>0}dt
)
= E
(∫ Hγ
x
(Hγ − t)dt1{Hγ>x}
)
= E
(
(Hγ − x)2
2
1{Hγ>x}
)
=
x2
2
P(Hγ > x)− xE
(
Hγ1{Hγ>x}
)
+
1
2
E
(
H2γ1{Hγ>x}
)
5.2. Basic estimates.
Lemma 5.1. For γ > 0, we have
∀ x > 0, F γ(x) 6 fγ(x)
ργ(x)
(39)
∀ x < 0, Fγ(x) 6 fγ(x)
ργ(|x|) (40)
Proof. As ρ′γ(x) = a + 3bx
2 > 0, the function ργ is strictly increasing on R and we can
write for x > 0
F γ(x) = P(Hγ > x) =
∫ +∞
x
fγ(y)dy 6
∫ +∞
x
ργ(y)
ργ(x)
fγ(y)dy =
fγ(x)
ργ(x)
using f ′γ = −ργfγ (easily seen with the definition of fγ) and lim±∞ ργfγ = 0.
The second inequality is nothing but the first one where x has been replaced by −x,
using the fact that Fγ(−x) = F γ(x) and ργ(−x) = ργ(x), fγ(−x) = fγ(x). 
Lemma 5.2. We have for all x ∈ R and all γ > 0
ψγ(x) 6
xfγ(x)
ργ(x)
(41)
Proof. The fact that this last inequality is symmetric compared for example to (40) comes
from the fact that R(x) := ργ(x)/x = a + bx
2 = R(|x|) and the fact that the function on
the left hand side is odd.
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As (fγ/R)
′ = −fγ(R′/R2 + ργ/R), and lim+∞ fγ/R = 0, we have
xfγ(x)
ργ(x)
=
∫ +∞
x
(
R′/R2 + ργ/R
)
fγ = E
((
R′/R2 + ργ/R
)
(Hγ)1{Hγ>x}
)
But R(x) := ργ(x)/x, so ργ(x)/R(x) = x, hence, setting r(x) := R
′(x)/R(x)2, we get
xfγ(x)
ργ(x)
= E
(
r(Hγ)1{Hγ>x}
)
+ E
(
Hγ1{Hγ>x}
)
=: E
(
r(Hγ)1{Hγ>x}
)
+ ψγ(x)
and it remains to show that
E
(
r(Hγ)1{Hγ>x}
)
> 0
which is clearly the case for x > 0 since R′(x) = 2bx.
For x 6 0, set r := R′/R2. As r(−x) = −r(x) and Hγ L= −Hγ , one has r(Hγ) L= −r(Hγ)
and in particular, E(r(Hγ)) = 0. Then
E
(
r(Hγ)1{Hγ>x}
)
= E
(
r(Hγ)1{Hγ>−|x|}
)
= −E(r(−Hγ)1{−Hγ6|x|})
= −E(r(Hγ)1{Hγ6|x|}) as r(Hγ) L= −r(Hγ)
= E
(
r(Hγ)1{Hγ>|x|}
)
as E(r(Hγ)) = 0
> r(|x|)P(Hγ > |x|) > 0
which concludes the proof. 
Remark 5.3. Replacing the function r by the function X : x 7→ x in the last equalities
gives E
(
Hγ1{Hγ>x}
)
> 0 for all x ∈ R.
Lemma 5.4. We have for all x ∈ R and all γ > 0
P(Hγ 6 x) > − ργ(x)
ρ′γ(x) + ργ(x)2
fγ(x) (42)
P(Hγ > x) >
ργ(x)
ρ′γ(x) + ργ(x)2
fγ(x) (43)
Proof. We first remark that
P(Hγ 6 x) +
ργ(x)
ρ′γ(x) + ργ(x)2
fγ(x) =
∫ x
−∞
(
fγ(u) +
d
du
(
ργfγ
ρ′γ + ρ2γ
)
(u)
)
du
P(Hγ > x)− ργ(x)
ρ′γ(x) + ργ(x)2
fγ(x) =
∫ +∞
x
(
fγ(u) +
d
du
(
ργfγ
ρ′γ + ρ2γ
)
(u)
)
du
Hence, it is sufficient to prove that
1 +
1
fγ(x)
d
dx
(
ργfγ
ρ′γ + ρ2γ
)
(x) > 0
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But
1 +
1
fγ
(
ργfγ
ρ′γ + ρ2γ
)′
= 1 +
(
ργ
ρ′γ + ρ2γ
)′
− ργ
(
ργ
ρ′γ + ρ2γ
)
=
(
ργ
ρ′γ + ρ2γ
)′
+
ρ′γ
ρ′γ + ρ2γ
=
1
ργ
(
ρ2γ
ρ′γ + ρ2γ
)′
=
1
ργ
(
1
1−(1/ργ)′
)′
=
1
ργ
(
1
ργ
)′′
1(
1−(1/ργ)′
)2 = 2(ρ′γ)2 − ργρ′′γ
ρ4γ
(
1−(1/ργ)′
)2
It is now sufficient to prove that 2(ρ′γ)
2 − ργρ′′γ > 0. Setting Y := x2, we have
2(ρ′γ)
2(x)− ργ(x)ρ′′γ(x) = 2(a+ 3bx2)2 − 6bx(ax + bx3) = 2(a+ 3bY )2 − 6(abY + b2Y 2)
= 12(bY )2 + 6abY + 2a2 = 2a2
(
6
(
bY
a
)2
+ 3
(
bY
a
)
+ 1
)
As the function t 7→ 6t2 + 3t + 1 is positive on R, we finally have the result. 
Lemma 5.5 (Inequality on ϕγ + ϕγ). Recall that ρ˜γ(x) := ργ(x)/x = a + bx
2. Then, for
all x ∈ R, we have
ϕγ(x) + ϕγ(x) 6 2
fγ(x)
ρ˜γ(x)
(44)
Proof. We have
ϕγ(x) + ϕγ(x) = 2ψγ(x) + x
(
Fγ(x)− F γ(x)
)
6 2
fγ(x)
ρ˜γ(x)
+ x
(
Fγ(x)− F γ(x)
)
by (41)
If x < 0, we have x
(
Fγ(x)− F γ(x)
)
= − |x|(Fγ(− |x|)− F γ(− |x|)) = |x|(Fγ(|x|)− F γ(|x|))
using Fγ(−x) = F γ(x) which is equivalent to Hγ L= −Hγ.
Using Fγ +F γ = 1, we have Fγ −F γ = 1− 2F γ. Moreover, 1− 2F γ 6 εF γ iff F γ > 12+ε ,
namely, iff x > F
−1
γ
(
1
2+ε
)
> 0. For all x ∈
[
F
−1
γ
(
1
2+ε
)
,+∞
[
, we thus have
ϕγ(x) + ϕγ(x) 6 2
fγ(x)
ρ˜γ(x)
+ εxF γ(x) 6 (2 + ε)
fγ(x)
ρ˜γ(x)
by (39)
The result is valid for all ε > 0, hence, by continuity of F
−1
γ , one can pass to the limit
ε→ 0 and since F−1γ (1/2) = 0, one gets the desired result. 
Lemma 5.6. Set M = γ/2. Then, for all x ∈ R
F γ(x) >
x−M
(x+ γ)ργ(x)
fγ(x) (45)
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Proof. The inequality is obvious on R− as F γ(x) > 0, fγ(x) > 0, (x+γ)ργ(x) > xργ(x) > 0
and x−M 6 0. Now, for x > 0
F γ(x)− x−M
(x+ γ)ργ(x)
fγ(x) =
∫ +∞
x
(
fγ(t) +
d
dt
(
t−M
(t + γ)ργ(t)
fγ(t)
))
dt
=
∫ +∞
x
fγ(t)
(
1 +
d
dt
(
t−M
(t+ γ)ργ(t)
)
− ργ(t) t−M
(t+ γ)ργ(t)
)
dt
=
∫ +∞
x
fγ(t)
rγ(t)
(t + γ)2ργ(t)2
dt
with, using (33)
rγ(x) := b
2
(
M +
1√
a
)
x7 +
b2√
a
(
M +
1√
a
)
x6 + 2
√
ab(M
√
a+ 1)x5 + b(2M
√
a− 1)x4
+
(
M(a2 + 4b) + a3/2 − 2 b√
a
)
x3 +M
(
a3/2 + 3
b√
a
)
x2 + 2Max+M
√
a
In order to have this last polynomial positive on R+, we need to choose M so that
2M
√
a− 1 > 0 ⇐⇒ M > 1
2
√
a
=
γ
2
M(a2 + 4b) +
a2 − 2b√
a
> 0 ⇐⇒ M > √a2b− a
2
a2 + 4b
=
√
a
(
−1 + 6b
a2 + 4b
)
> −√a
Thus, for M = γ/2, we have the result. 
Remark 5.7. Using Gγ defined in (36), the inequality (45) is equivalent for all x ∈ R to
(x+ γ)Gγ(x) 6
3γ
2
(46)
The forthcoming estimates required computer-helped computations. They were per-
formed using the software Maple 9 and guessed using Octave 4.0.0.
Lemma 5.8 (Inequality on ψγ). Suppose that γ
4 > 2C
(√
15
3
− 1
)
and set X(x) := x.
Then, we have
sign
(
ψγ − fγ
ργ +X(ρ
2
γ + 2ρ
′
γ)
ρ′′γ + 3ργρ′γ + ρ3γ
)
= sign(X) (47)
Proof. Recall that ργ(x) = ax+ bx
3 with a := 1
γ2
and b := C
γ8
. Define for all x ∈ R∗
Q̂γ(x) :=
ργ(x) + x(ργ(x)
2 + 2ρ′γ(x))
ρ′′γ(x) + 3ργ(x)ρ′γ(x) + ργ(x)3
=
b2x6 + 2abx4 + (a2 + 7b)x2 + 3a
b3x8 + 3ab2x6 + 3b(a2 + 3b)x4 + a(a2 + 12b)x2 + 3(a2 + 2b)
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As ψγ(−x) = −ψγ(x), fγ(−x) = fγ(x) and Q̂γ(−x) = Q̂γ(x), we see that ψγ − fγQ̂γ 6 0
on R− as a sum of negative terms. It is thus enough to prove that for all x > 0,
ψγ(x) + fγ(x)Q̂γ(x) > 0
We have
ψγ(x) + fγ(x)Q̂γ(x) =
∫ +∞
x
(
ufγ(u)− d
du
(fγQ̂γ)(u)
)
du, x > 0
hence, it is sufficient to prove that for all u > 0
x− 1
fγ(u)
d
du
(fγQγ)(u) > 0
Now, using f ′γ = −ργfγ, we get
x− 1
fγ(x)
d
dx
(fγQγ)(x) = x−Q′γ(x) + ργ(x)Qγ(x)
=:
2xP̂γ(x)
(b3x8 + 3ab2x6 + 3b(a2 + 3b)x4 + a(a2 + 12b)x2 + 3(a2 + 2b))2
where
P̂γ(x) = b
6x16 + 6ab5x14 +
(
15a2b4 + 18b5
)
x12 +
(
20a3b3 + 78ab4
)
x10
+
(
15a4b2 + 132a2b3 + 93b4
)
x8 +
(
6a5b+ 108a3b2 + 252ab3
)
x6
+
(
a6 + 42a4b+ 234a2b2 + 120b3
)
x4 +
(
6a5 + 84a3b+ 132ab2
)
x2
+ 3(3a4 + 12a2b− 8b2)
This last polynomial has non negative coefficients if and only if 3a4 + 12a2b − 8b2 > 0,
i.e. if 3
(
a2
b
)2
+ 12a
2
b
− 8 > 0. The polynomial 3X2 + 12X − 8 is non negative on [α,+∞)
with α := −2 + 2
3
√
15 ≈ 0,5819. Thus, we have the result for a2/b > α, i.e. γ4 > αC. 
Lemma 5.9 (Bound on VγI2). For all x > 0 and γ > 1, we have(
Dγ(x)− Bγ(x)F γ(x)
fγ(x)
)
Vγ(x) 6 1 +
18C
10
(48)
Proof. Recall that ργ(x) := ax + bx
3 and that σ2γ := E
(
H2γ
)
. Let d > 0 be a constant to
be chosen such that (Dγ − BγF γ(x)/fγ)Vγ 6 d on R+. As Bγ, Dγ, Vγ > 0 on R+, this is
equivalent to F γ − fγ(DγVγ − d)Bγ/Vγ > 0. Define
Q˜γ := (DγVγ − d)Bγ
Vγ
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Then, for all x > 0, using f ′γ = −ργfγ, we get
F γ(x)− fγ(x)Q˜γ(x) =
∫ +∞
x
fγ
(
1 + Q˜′γ − ργQ˜γ
)
Moreover, setting σ ≡ σγ ,
1 + Q˜′γ(x)− ργ(x)Q˜γ(x) =
2P˜γ(x
2)
x2 (σ2 + x2)2
× 1
(b3x8 + 3ab2x6 + (3a2b+ 9b2)x4 + (a3 + 12ab) x2 + 3(a2 + 2b))2
with
P˜γ(Y ) := db
4Y 7 +
(
b4dσ2 + 4ab3d
)
Y 6 + 2b2
([
2abσ2 + 3a2 + 10b
]
d− 15b) Y 5
+ b
([
6a2bσ2 + 18b2σ2 + 4a3 + 48ab
]
d− 15b [a+ 4bσ2]) Y 4
+
([
4a3bσ2 + 42ab2σ2 + a4 + 36a2b+ 69b2
]
d− 6b [2a2 − 5b2σ4 − 5abσ2 + 6b])Y 3
+
([
a4σ2 + 30a2bσ2 + 51b2σ2 + 8a3 + 66ab
]
d− 3 [5ab2σ4 + 8a2bσ2 − 24b2σ2 + a3 + 2ab])Y 2
+
([
6a3σ2 + 42abσ2 + 9a2 + 18b
]
d− 6σ2 [2a2bσ2 + a3 + 2ab− 6b2σ2])Y
+ 3σ2(2b+ a2)(d− σ2a)
If one can choose d in such a way that all the coefficients of this polynomial are non
negative, the desired result will follow, namely F γ(x)− fγ(x)Q˜γ(x) > 0 for all x > 0. For
that, we obtain the set of inequations
d >
15b
2abσ2 + 3a2 + 10b
d >
15b [a + 4bσ2]
6a2bσ2 + 18b2σ2 + 4a3 + 48ab
d >
6b [2a2 − 5b2σ4 − 5abσ2 + 6b]
4a3bσ2 + 42ab2σ2 + a4 + 36a2b+ 69b2
d >
3 [5ab2σ4 + 8a2bσ2 − 24b2σ2 + a3 + 2ab]
a4σ2 + 30a2bσ2 + 51b2σ2 + 8a3 + 66ab
d >
6σ2 [2a2bσ2 + a3 + 2ab− 6b2σ2]
6a3σ2 + 42abσ2 + 9a2 + 18b
d > σ2a
We have a = γ−2 and b = Cγ−8. Moreover, with G ∼ N (0, 1), we have
σ2γ := E
(
H2γ
)
=
∫
R
x2e
− x2
2γ2
− C
γ4
x4
4γ4 dx∫
R
e
− x2
2γ2
− C
γ4
x4
4γ4 dx
=
γ3
∫
R
t2e
− t2
2
− C
γ4
t4
4 dt
γ
∫
R
e
− t2
2
− C
γ4
t4
4 dt
= γ2
E
(
G2e
− C
γ4
G4
4
)
E
(
e
− C
γ4
G4
4
)
ON STEIN’S METHOD AND MOD-* CONVERGENCE 39
In particular,
E
(
G2
(
1− C
γ4
G4
4
))
6
σ2γ
γ2
6
E(G2)
E
(
1− C
γ4
G4
4
) 6 E(G2)E(1 + C
γ4
G4
4
)
namely
1− 15
4
C
γ4
6
σ2γ
γ2
6 1 +
3
4
C
γ4
(49)
Setting ς2γ := σ
2
γ/γ
2 and using (49) and simple inequalities in addition to γ > 1 and
3 > C, we get
• 15b
2abσ2 + 3a2 + 10b
=
15C
3γ4 + 2Cς2γ + 10C
6
15
13
• 15b [a + 4bσ
2]
6a2bσ2 + 18b2σ2 + 4a3 + 48ab
=
15C
2
γ4 + 4Cς2γ
2γ8 + 3Cς2γγ
4 + 24Cγ4 + 9C2ς2γ
6
15C
4γ4
• 6b [2a
2 − 5b2σ4 − 5abσ2 + 6b]
4a3bσ2 + 42ab2σ2 + a4 + 36a2b+ 69b2
= 6C
2γ8 + Cγ4(5ς2γ − 6) + 5C2ς4γ
γ4
(
γ8 + 4Cγ4(ς2γ + 9) + C
2(42ς2γ + 69)
)
6
12C
γ4
• 3 [5ab
2σ4 + 8a2bσ2 − 24b2σ2 + a3 + 2ab]
a4σ2 + 30a2bσ2 + 51b2σ2 + 8a3 + 66ab
= 3
γ8 + 8Cς2γγ
4 + 5C2ς4γ + 2Cγ
4 − 24C2ς2γ
ς2γγ
8 + 8γ8 + 30Cς2γγ
4 + 66Cγ4 + 51C2ς2γ
6
1
3
+
87C3
51C2
6 1 +
18C
10
• 6σ
2 [2a2bσ2 + a3 + 2ab− 6b2σ2]
6a3σ2 + 42abσ2 + 9a2 + 18b
=
2
(
3γ8 + Cς2γγ
4 + 6Cγ4 − 18C2ς2γ
)
ς2γ
3γ4
(
2ς2γγ
4 + 3γ4 + 14Cς2γ + 6C
) 6 1
• σ2a = ς2γ 6 1 +
3C
4γ4
Finally, we choose for instance d = 1+ 18C
10
to get the result, as for γ big enough (γ > 12C
more precisely), the other bounds are negligible. 
Lemma 5.10 (Positivity of G′γ and G
′
γ ). Suppose γ
4 > 3C and set X(x) := x. Then, we
have
sign
(
Fγ + fγ
ρ2γ + 2ρ
′
γ
ρ′′γ + 3ργρ′γ + ρ3γ
)
= sign(X)
sign
(
F γ − fγ
ρ2γ + 2ρ
′
γ
ρ′′γ + 3ργρ′γ + ρ3γ
)
= − sign(X)
(50)
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Proof. Recall from definition (36) that ργ(x) = ax + bx
3 with a := γ−2 and b := Cγ−8.
Define for all x ∈ R∗
Qγ(x) :=
ργ(x)
2 + 2ρ′γ(x)
ρ′′γ(x) + 3ργ(x)ρ′γ(x) + ργ(x)3
=
b2x6 + 2abx4 + (a2 + 6b)x2 + 2a
x(b3x8 + 3ab2x6 + 3b(a2 + 3b)x4 + a(a2 + 12b)x2 + 3(a2 + 2b))
As F γ(−x) = Fγ(x), fγ(−x) = fγ(x) and Qγ(−x) = −Qγ(x), we see that the two
equalities are the same up to changing x into −x. It is thus enough to prove the first one.
It is enough to prove the first equality on R∗− as, on R
∗
+, Fγ + fγ
ρ2γ+2ρ
′
γ
ρ′′γ+3ργρ′γ+ρ3γ
is clearly
positive as a sum of positive terms. This amounts to prove that for all x < 0,
Fγ(x) + fγ(x)Qγ(x) 6 0
We have
Fγ(x) + fγ(x)Qγ(x) =
∫ x
−∞
(
fγ(u) +
d
du
(fγQγ)(u)
)
du, x < 0
hence, it is sufficient to prove that for all u 6 0
1 +
1
fγ(u)
d
du
(fγQγ)(u) 6 0
Now, using f ′γ = −ργfγ, we get
1 +
1
fγ(x)
d
dx
(fγQγ)(x) = 1 +Q
′
γ(x)− ργ(x)Qγ(x)
= − 6
x2
10b3x6 + 5ab2x4 + 4b(a2 − 3b)x2 + a(a2 + 2b)
(b3x8 + 3ab2x6 + 3b(a2 + 3b)x4 + a(a2 + 12b)x2 + 3(a2 + 2b))2
The numerator of this rational function is a polynomial with non negative coefficients if
and only if a2 − 3b > 0, i.e. if γ4 > 3C, hence the result. 
Lemma 5.11 (Inequality on χγ). Suppose that γ > 1. Then, for all x ∈ R+
χγ(x) 6
fγ(x)
ρ′′γ(x) + 3ργ(x)ρ′γ(x) + ργ(x)3
(51)
Proof. Define (with a := γ−2 and b = Cγ−8){
Q0(x) =
bx2
ρ′′γ (x)+3ργ (x)ρ′γ(x)+ργ (x)3
Qk(x) =
Qk−1(x)
1+Q′k−1(x)
, k ∈ {1, 2, 3}
It is easily seen that for all k ∈ {0, 1, 2, 3} and for all x > 0, we have Qk(x) > 0 and
1 +Q′k(x) > 0.
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Using (47) and X(x) := x we have on R+
ϕγ
fγ
=
ψγ −XF γ
fγ
6
ψγ
fγ
6
1
ρ˜γ
6
1
bX2
as ρ˜γ(x) := a+ bx
2 > bx2.
Recall from definition (36) that Bγ(x) := ρ
′′
γ(x) + 3ργ(x)ρ
′
γ(x) + ργ(x)
3. As ϕγ > 0 on
R+, we have
χγ
Bγ
fγ
= χγ
Bγ
ϕγ
ϕγ
fγ
6 χγ
Bγ
ϕγ
1
bX2
=:
χγ
ϕγ
1
Q0
As Bγ, fγ > 0, the inequality (51) is satisfied in particular if
χγ
ϕγ
1
Q0
6 1 ⇐⇒ χγ 6 Q0ϕγ
Using χγ(x) :=
∫ +∞
x
ϕγ and Q0(x)ϕγ(x) = −
∫ +∞
x
(Q0ϕγ)
′ as lim+∞ ϕγ = 0 faster than
any polynomial or rational fraction such as Q0, this last inequality is equivalent to∫ +∞
x
(
(1 +Q′0)ϕγ +Q0ϕ
′
γ
)
6 0
Using the fact that ϕγ(x) =
∫ +∞
x
F γ , hence that ϕ
′
γ = −F γ, we see that this last
inequality is satisfied in particular if, on R+,
(1 +Q′0)ϕγ −Q0F γ 6 0 ⇐⇒ ϕγ 6 Q1F γ
Using lim+∞Q0F γ = 0, this last inequality is equivalent for all x > 0 to∫ +∞
x
(
(1 +Q′1)F γ +Q1F
′
γ
)
6 0
and, using F
′
γ = −fγ , it is in particular satisfied if, on R+,
(1 +Q′1)F γ −Q1fγ 6 0 ⇐⇒ F γ 6 Q2fγ
Using the fact that F γ(x) =
∫ +∞
x
fγ, this last inequality is equivalent, for all x > 0 to∫ +∞
x
(
(1 + Q′2)fγ +Q2f
′
γ
)
6 0
and, using f ′γ = −ργfγ, it is in particular satisfied if, on R+,
(1 +Q′2)fγ −Q1ργfγ 6 0 ⇐⇒
1
ργ
6 Q3
as fγ > 0.
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Now, a tedious computation2 shows that
Q3(x)− 1
ργ(x)
=
γ8P1(x
2)
x(γ6 + Cx2)P2(x2)
with
P1(Y ) =C
12Y 16 + 12C11γ6Y 15 +
(
66C10γ12 + 36C11γ8
)
Y 14 +
(
220C9γ18 + 372C10γ14
)
Y 13
+
(
495C8γ24 + 1740C9γ20 + 468C10γ16
)
Y 12 +
(
792C7γ30 + 4860C8γ26 + 4086C9γ22
)
Y 11
+
(
924C6γ36 + 9000C7γ32 + 15894C8γ28 + 2646C9γ24
)
Y 10
+
(
792C5γ42 + 11592C6γ38 + 36216C7γ34 + 19224C8γ30
)
Y 9
+
(
495C4γ48 + 10584C5γ44 + 53424C6γ40 + 60948C7γ36 + 6138C8γ32
)
Y 8
+
(
220C3γ54 + 6840C4γ50 + 53172C5γ46 + 110268C6γ42 + 38040C7γ38
)
Y 7
+
(
66C2γ60 + 3060C3γ56 + 36036C4γ52 + 124848C5γ48 + 99063C6γ44 + 5292C7γ40
)
Y 6
+
(
12Cγ66 + 900C2γ62 + 16344C3γ58 + 91116C4γ54 + 140286C5γ50 + 34110C6γ46
)
Y 5
+
(
γ72 + 156Cγ68 + 4716C2γ64 + 42444C3γ60 + 116565C4γ56 + 76506C5γ52 + 7425C6γ48
)
Y 4
+
(
12γ74 + 774Cγ70 + 11988C2γ66 + 56988C3γ62 + 80172C4γ58 + 29376C5γ54
)
Y 3
+
(
54γ76 + 1818Cγ72 + 15465C2γ68 + 41616C3γ64 + 38628C4γ60 + 6534C5γ56
)
Y 2
+
(
108γ78 + 1998Cγ74 + 9942C2γ70 + 19308C3γ66 + 13104C4γ62
)
Y
+ 81γ80 + 810Cγ76 + 3015C2γ72 + 4950C3γ68 + 3024C4γ64
2The author thanks the software Maple that did all the algebraic manipulations in these proofs.
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and
P2(Y ) =C
12Y 16 + 12C11γ6Y 15 +
(
66C10γ12 + 35C11γ8
)
Y 14 +
(
220C9γ18 + 362C10γ14
)
Y 13
+
(
495C8γ24 + 1695C9γ20 + 441C10γ16
)
Y 12 +
(
792C7γ30 + 4740C8γ26 + 3861C9γ22
)
Y 11
+
(
924C6γ36 + 8790C7γ32 + 15066C8γ28 + 2406C9γ24
)
Y 10
+
(
792C5γ42 + 11340C6γ38 + 34452C7γ34 + 17607C8γ30
)
Y 9
+
(
495C4γ48 + 10374C5γ44 + 51030C6γ40 + 56259C7γ36 + 5355C8γ32
)
Y 8
+
(
220C3γ54 + 6720C4γ50 + 51030C5γ46 + 102651C6γ42 + 33873C7γ38
)
Y 7
+
(
66C2γ60 + 3015C3γ56 + 34776C4γ52 + 117303C5γ48 + 89874C6γ44 + 4521C7γ40
)
Y 6
+
(
12Cγ66 + 890C2γ62 + 15876C3γ58 + 86481C4γ54 + 129513C5γ50 + 30579C6γ46
)
Y 5
+
(
γ72 + 155Cγ68 + 4617C2γ64 + 40737C3γ60 + 109428C4γ56 + 70542C5γ52 + 6723C6γ48
)
Y 4
+
(
12γ74 + 765Cγ70 + 11649C2γ66 + 54387C3γ62 + 75564C4γ58 + 27378C5γ54
)
Y 3
+
(
54γ76 + 1791Cγ72 + 15006C2γ68 + 40023C3γ64 + 36894C4γ60 + 6198C5γ56
)
Y 2
+
(
108γ78 + 1971Cγ74 + 9753C2γ70 + 18870C3γ66 + 12768C4γ62
)
Y
+ 81γ80 + 810Cγ76 + 3015C2γ72 + 4950C3γ68 + 3024C4γ64
As P1(x), P2(x) > 0, this concludes the proof. 
5.3. Integral representations. The representation (18) of the solution of the Stein’s
equation is at the core of the operator norm estimates that allow to conclude the proof
of theorems (4.1) and (4.4). We give two other related integral representations for the
functions hγ and ĥγ in addition to the particularisation of (18) in the case of interest.
Lemma 5.12 (Integral representation of hγ). Let h be an absolutely continuous function
and hγ defined in (36). Then,
hγ(x) =
∫ x
−∞
h′(u)Fγ(u)du−
∫ +∞
x
h′(u)F γ(u)du (52)
namely
hγ(x) =
∫
R
h′(u)KH(x, u)du, KH(x, u) := E
(
1{Hγ<u<x} − 1{Hγ>u>x}
)
(53)
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Proof. Write
hγ(x) = E(h(x)− h(Hγ))
= E
(∫ x
Hγ
h′(u)du1{Hγ<x}
)
+ E
(∫ x
Hγ
h′(u)du1{Hγ>x}
)
= E
(∫
R
h′(u)
(
1{Hγ<u<x} − 1{Hγ>u>x}
)
du
)
=
∫
R
h′(u)E
(
1{Hγ<u<x} − 1{Hγ>u>x}
)
du =:
∫
R
h′(u)KH(x, u)du
where the last equality comes from the Fubini theorem (since
∫
R
|h′| <∞), and where
KH(x, u) := E
(
1{Hγ<u<x} − 1{Hγ>u>x}
)
:= Fγ(u)1{u<x} − F γ(u)1{u>x}
which is another form of (53). 
Lemma 5.13 (Integral expression of ĥγ). Let h ∈ C20 be such that ||h′′||∞ <∞. Recall from
(36) that for all x ∈ R, ĥγ(x) := h(x)− E(h(Hγ))− xE(h′(Hγ)) Then,
ĥγ(x) = x
(∫ x
−∞
h′′(u)Fγ(u)du−
∫ +∞
x
h′′(u)F γ(u)du
)
−
(∫ x
−∞
h′′(u)ϕγ(u)du−
∫ +∞
x
h′′(u)ϕγ(u)du
) (54)
One can rewrite this last equality into
ĥγ(x) =
∫
R
h′′(u)K̂γ(x, u)du, K̂γ(x, u) := E
(
(Hγ + x− u)
[
1{Hγ>u>x} − 1{Hγ6u6x}
])
Proof. We have
ĥγ(x) := h(x)− E(h(Hγ))− xE(h′(Hγ))
=
∫ x
−∞
h′Fγ −
∫ +∞
x
h′F γ − xE(h′Hγ))
=
∫ x
−∞
(h′(t)− E(h′(Hγ)))Fγ(t)dt−
∫ +∞
x
(h′(t)− E(h′(Hγ)))F γ(t)dt using (63)
=
∫ x
−∞
(∫ t
−∞
h′′Fγ −
∫ +∞
t
h′′F γ
)
Fγ(t)dt−
∫ +∞
x
(∫ t
−∞
h′′Fγ −
∫ +∞
t
h′′F γ
)
F γ(t)dt
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Then, using the Fubini theorem (valid since
∫
R
|h′′| <∞ and Fγ, F γ ∈ [0, 1])
•
∫ x
−∞
(∫ t
−∞
h′′(u)Fγ(u)du
)
Fγ(t)dt =
∫ x
−∞
h′′(u)Fγ(u)
(∫
R
1{u<t<x}Fγ(t)dt
)
du
=
∫ x
−∞
h′′(u)Fγ(u)(ϕγ(x)− ϕγ(u)) du
•
∫ x
−∞
(∫ +∞
t
h′′(u)F γ(u)du
)
Fγ(t)dt =
∫
R
h′′(u)F γ(u)
(∫
R
1{t<x,u}Fγ(t)dt
)
du
=
∫
R
h′′(u)F γ(u)ϕγ(x ∧ u)du
=
∫
R
h′′(u)F γ(u)
(
ϕγ(x)1{x6u} + ϕγ(u)1{u6x}
)
du
= ϕγ(x)
∫ +∞
x
h′′(u)F γ(u)du+
∫ x
−∞
h′′(u)F γ(u)ϕγ(u)du
•
∫ +∞
x
(∫ t
−∞
h′′(u)Fγ(u)du
)
F γ(t)dt =
∫
R
h′′(u)Fγ(u)
(∫
R
1{t>u,x}F γ(t)dt
)
du
=
∫
R
h′′(u)Fγ(u)ϕγ(x ∨ u)du
=
∫
R
h′′(u)Fγ(u)
(
ϕγ(x)1{x>u} + ϕγ(u)1{u>x}
)
du
= ϕγ(x)
∫ x
−∞
h′′(u)Fγ(u)du+
∫ +∞
x
h′′(u)Fγ(u)ϕγ(u)du
•
∫ +∞
x
(∫ +∞
t
h′′(u)F γ(u)du
)
F γ(t)dt =
∫ +∞
x
h′′(u)F γ(u)
(∫ +∞
x
1{x<t<u}F γ(t)dt
)
du
=
∫ +∞
x
h′′(u)F γ(u)
(
ϕγ(x)− ϕγ(u)
)
du
Thus,
ĥγ(x) =
∫ x
−∞
(∫ t
−∞
h′′Fγ −
∫ +∞
t
h′′F γ
)
Fγ(t)dt−
∫ +∞
x
(∫ t
−∞
h′′Fγ −
∫ +∞
t
h′′F γ
)
F γ(t)dt
=:
∫ x
−∞
h′′(u)A1(x, u)du+
∫ +∞
x
h′′(u)A2(x, u)du
with, using Fγ + F γ = 1 and ϕγ(x)− ϕγ(x) = x,
A1(x, u) = Fγ(u)(ϕγ(x)− ϕγ(u))− F γ(u)ϕ(u)− Fγ(u)ϕγ(x) = xFγ(u)− ϕ(u)
A2(x, u) = −F γ(u)ϕγ(x)− Fγ(u)ϕγ(u) + F γ(u)
(
ϕγ(x)− ϕγ(u)
)
= −(xF γ(u) + ϕγ(u))
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which gives the result. Now, one can write
ĥγ(x) =
∫
R
h′′(u)
(
xFγ(u)1{u6x} − xF γ(u)1{u>x} − ϕγ(u)1{u6x} + ϕγ(u)1{u>x}
)
du
=
∫
R
h′′(u)E
(
x1{Hγ6u6x} − x1{Hγ>u>x} − (u−Hγ)+1{u6x} + (Hγ − u)+1{u>x}
)
du
=
∫
R
h′′(u)E
(
x1{Hγ6u6x} − x1{Hγ>u>x} + (Hγ − u)1{Hγ6u6x} + (Hγ − u)1{Hγ>u>x}
)
du
=
∫
R
h′′(u)E
(
(x+Hγ − u)
[
1{Hγ6u6x} − 1{Hγ>u>x}
])
du
hence the result. 
Lemma 5.14 (Integral representation of L−1γ hγ). Let h be absolutely continuous and hγ
defined in (36). Then,
L−1γ hγ(x) = −
1
fγ(x)
(
F γ(x)
∫ x
−∞
h′(u)Fγ(u)du+ Fγ(x)
∫ +∞
x
h′(u)F γ(u)du
)
(55)
namely
L−1γ hγ(x) =
∫
R
h′(u)K˜H(x, u)du,
K˜H(x, u) = − 1
fγ(x)
E
(
1{
H
(2)
γ <u<x<H
(1)
γ
} + 1{
H
(2)
γ >u>x>H
(1)
γ
}
) (56)
where H
(1)
γ and H
(1)
γ are two independent copies of Hγ.
Proof. Using (38), we have
L−1γ hγ(x) =
1
fγ(x)
E
(
hγ(Hγ)1{Hγ6x}
)
= − 1
fγ(x)
E
(
hγ(Hγ)1{Hγ>x}
)
=
1
2fγ(x)
E
(
hγ(Hγ)
[
1{Hγ6x} − 1{Hγ>x}
])
=:
1
fγ(x)
E(I(x,Hγ)hγ(Hγ))
where
I(x, y) :=
1
2
(
1{y<x} − 1{y>x}
)
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It follows that
L−1γ hγ(x) =
1
fγ(x)
E(I(x,Hγ) hγ(Hγ))
=
1
fγ(x)
E
(
I(x,Hγ)
∫
R
KH(Hγ, u)h
′(u)du
)
=
∫
R
E(I(x,Hγ)KH(Hγ , u))
fγ(x)
h′(u) du =:
∫
R
K˜H(x, u)h
′(u) du
where the last equality comes from the Fubini theorem.
Let H
(1)
γ , H
(2)
γ be two independent random variables equal in law to Hγ. Then,
fγ(x)K˜H(x, u) := E(I(x,Hγ)KH(Hγ, u)) = E
(
I(x,Hγ)KH(Hγ, u)
[
1{x<u} + 1{u<x}
])
=
1
2
E
([
1{
H
(1)
γ 6x
} − 1{
H
(1)
γ >x
}
] [
1{
H
(2)
γ <u<H
(1)
γ
} − 1{
H
(2)
γ >u>H
(1)
γ
}
] [
1{x<u} + 1{u<x}
])
=
1
2
E
(
0 + 1{
H
(2)
γ >u>H
(1)
γ >x
} − 1{
H
(2)
γ <u<H
(1)
γ , H
(1)
γ >x, x<u
} − 1{
H
(2)
γ >u>x>H
(1)
γ
}
+ 1{
H
(2)
γ <u<H
(1)
γ <x
} + 0− 1{
H
(2)
γ <u<x<H
(1)
γ
} − 1{
H
(2)
γ >u>H
(1)
γ , H
(1)
γ <x, x>u
}
)
=
1
2
E
(
1{
H
(2)
γ >u>H
(1)
γ >x
} − 1{
H
(2)
γ <x<u<H
(1)
γ
} − 1{
x<H
(2)
γ <u<H
(1)
γ
} − 1{
H
(2)
γ >u>x>H
(1)
γ
}
+ 1{
H
(2)
γ <u<H
(1)
γ <x
} − 1{
H
(2)
γ <u<x<H
(1)
γ
} − 1{
H
(2)
γ >x>u>H
(1)
γ
} − 1{
x>H
(2)
γ >u>H
(1)
γ
}
)
= −E
(
1{
H
(2)
γ <u<x<H
(1)
γ
} + 1{
H
(2)
γ >u>x>H
(1)
γ
}
)
this last equality coming from the exchangeability of (H
(1)
γ , H
(2)
γ ). We thus get
K˜H(x, u) = − 1
fHγ (x)
E
(
1{
H
(2)
γ <u<x<H
(1)
γ
} + 1{
H
(2)
γ >u>x>H
(1)
γ
}
)
We can write this last operator in the following form
K˜H(x, u) = − 1
fHγ (x)
(
FHγ (u)FHγ (x)1{u<x} + FHγ (x)FHγ (u)1{x<u}
)
which is equivalent to (55). 
Lemma 5.15 (Integral expression of L−1γ ĥγ). Let h ∈ C20 be such that ||h′′||∞ <∞. For all
x ∈ R, we have
L−1γ ĥγ(x) = −
ψγ(x)
fγ(x)
(∫ x
−∞
h′′(u)Fγ(u)du−
∫ +∞
x
h′′(u)F γ(u)du
)
+
1
fγ(x)
(
F γ(x)
∫ x
−∞
h′′(u)ϕγ(u)du− Fγ(x)
∫ +∞
x
h′′(u)ϕγ(u)du
) (57)
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One can rewrite this last equality into
ĥγ(x) =
∫
R
h′′(u)K̂ ′γ(x, u)du
with K̂ ′γ(x, u) :=
−1
fγ(x)
E
((
H(1)γ +H
(2)
γ − u
)[
1{
H
(1)
γ 6u6x6H
(2)
γ
} − 1{
H
(1)
γ >u>x>H
(2)
γ
}
])
and where H
(1)
γ , H
(2)
γ are two independent random variables equal in law to Hγ.
Proof. We have
L−1γ ĥγ(x) =
1
fγ(x)
E
(
ĥγ(Hγ)I(x,Hγ)
)
, I(x, y) :=
1
2
(
1{y<x} − 1{x<y}
)
ĥγ(x) =
∫
R
h′′(u)K̂γ(x, u)du, K̂γ(x, u) := E
(
(Hγ + x− u)
[
1{Hγ>u>x} − 1{Hγ6u6x}
])
hence
L−1γ ĥγ(x) =
1
fγ(x)
∫
R
h′′(u)E
(
I(x,Hγ)K̂γ(Hγ, u)
)
du
=
∫
R
h′′(u)K̂ ′γ(x, u)du, K̂
′
γ(x, u) :=
E
(
I(x,Hγ)K̂γ(Hγ , u)
)
fγ(x)
Let H
(1)
γ , H
(2)
γ be as specified. Then,
fγ(x)K̂
′
γ(x, u) := E
(
I(x,Hγ) K̂γ(Hγ , u)
)
= E
(
I(x,Hγ) K̂γ(Hγ , u)
[
1{x<u} + 1{u<x}
])
=
1
2
E
((
H(1)γ +H
(2)
γ − u
) [
1{
H
(1)
γ 6x
} − 1{
H
(1)
γ >x
}
]
×
[
1{
H
(2)
γ <u<H
(1)
γ
} − 1{
H
(2)
γ >u>H
(1)
γ
}
] [
1{x<u} + 1{u<x}
])
=
1
2
E
((
H(1)γ +H
(2)
γ − u
) [
0 + 1{
H
(2)
γ >u>H
(1)
γ >x
} − 1{
H
(2)
γ <u<H
(1)
γ ,H
(1)
γ >x, x<u
}
− 1{
H
(2)
γ >u>x>H
(1)
γ
} + 1{
H
(2)
γ <u<H
(1)
γ <x
} + 0
− 1{
H
(2)
γ <u<x<H
(1)
γ
} − 1{
H
(2)
γ >u>H
(1)
γ ,H
(1)
γ <x, x>u
}
])
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=
1
2
E
((
H(1)γ +H
(2)
γ − u
)[
1{
H
(2)
γ >u>H
(1)
γ >x
} − 1{
H
(2)
γ <x<u<H
(1)
γ
} − 1{
x<H
(2)
γ <u<H
(1)
γ
}
− 1{
H
(2)
γ >u>x>H
(1)
γ
} + 1{
H
(2)
γ <u<H
(1)
γ <x
} − 1{
H
(2)
γ <u<x<H
(1)
γ
}
− 1{
H
(2)
γ >x>u>H
(1)
γ
} − 1{
x>H
(2)
γ >u>H
(1)
γ
}
])
= −E
((
H(1)γ +H
(2)
γ − u
)[
1{
H
(2)
γ <u<x<H
(1)
γ
} + 1{
H
(2)
γ >u>x>H
(1)
γ
}
])
the last equality coming from the exchangeability of (H
(1)
γ , H
(2)
γ ) and the fact that the
function (A,B) 7→ A+B − u is symmetric.
We can write this last operator as
−fγ(x)K̂ ′γ(x, u) := E
((
H(1)γ +H
(2)
γ − u
)[
1{
H
(2)
γ <u<x<H
(1)
γ
} + 1{
H
(2)
γ >u>x>H
(1)
γ
}
])
= E
(
H(1)γ
[
1{
H
(2)
γ <u<x<H
(1)
γ
} + 1{
H
(2)
γ >u>x>H
(1)
γ
}
])
+ E
(
H(2)γ
[
1{
H
(2)
γ <u<x<H
(1)
γ
} + 1{
H
(2)
γ >u>x>H
(1)
γ
}
])
− uE
(
1{
H
(2)
γ <u<x<H
(1)
γ
} + 1{
H
(2)
γ >u>x>H
(1)
γ
}
)
= 1{u<x}
(
Fγ(u)ψγ(x)− ψγ(u)F γ(x)− uFγ(u)F γ(x)
)
+ 1{u>x}
(−F γ(u)ψγ(x) + ψγ(u)Fγ(x)− uF γ(u)Fγ(x))
= 1{u<x}
(
Fγ(u)ψγ(x)− ϕγ(u)F γ(x)
)
+ 1{u>x}
(−F γ(u)ψγ(x) + ϕγ(u)Fγ(x))
which is equivalent to (57). 
5.4. Operator norms estimates. This is the main technical tool in Stein’s methodology
to come back to the initial function introduced in the Stein’s equation. This amounts to
prove that a particular operator is bounded on the unit sphere of the relevant topology,
namely ||DkL−1D−k′||L∞→L∞ <∞ for certain k, k′ that we detail. As the operator involves
a random variable Hγ whose parameter tends to +∞, we need a precise estimate of these
norms as a function of γ. This differs dramatically from the usual Stein’s method where an
abstract boundedness would be enough if one is not concerned about the optimal constant.
In what follows, the problem of finding the optimal constant will not be tackled.
Lemma 5.16 (Operator norms estimates). For h ∈ H2Φ, recall the definitions of Lγ, hγ
and ĥγ given in (37) and the definitions of L−1γ hγ and L−1γ ĥγ given in (38). Then, we have,
for all γ > 3C
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(1) If h is bounded, i.e. ||h||∞ <∞,∣∣∣∣L−1γ hγ∣∣∣∣∞ 6 γ
√
π
2
||hγ ||∞∣∣∣∣DL−1γ hγ∣∣∣∣∞ 6 2 ||hγ ||∞ (58)
(2) If h is absolutely continuous, i.e. ||Dh||∞ <∞ and
∫
R
|h′| <∞,∣∣∣∣DL−1γ hγ∣∣∣∣∞ 6 11γ ||Dh||∞∣∣∣∣D2L−1γ hγ∣∣∣∣∞ 6 4 ||Dh||∞ (59)
(3) If in addition h′ is absolutely continuous, i.e. ||D2h||∞ <∞ and
∫
R
|h′′| <∞,∣∣∣∣∣∣D3L−1γ ĥγ∣∣∣∣∣∣∞ 6
(
3 + 2C +
12C
γ4
) ∣∣∣∣D2h∣∣∣∣∞ (60)
We start by proving the first part of (58), namely∣∣∣∣L−1γ hγ∣∣∣∣∞ 6 γ
√
π
2
||hγ ||∞
Proof. Using the representation (18), we have for all x ∈ R∣∣L−1γ hγ(x)∣∣ = E(hγ(Hγ)1{Hγ>x})fγ(x) 6 E
(|hγ(Hγ)|1{Hγ>x})
fγ(x)
6 ||hγ ||∞
E
(
1{Hγ>x}
)
fγ(x)
namely ∣∣L−1γ hγ(x)∣∣ 6 ||hγ ||∞ F γ(x)fγ(x)
AsHγ
L
= −Hγ , we have F γ(−x) = Fγ(x) and in particular,
∣∣L−1γ hγ(x)∣∣ 6 ||hγ ||∞ Fγ(|x|)/fγ(x)
if x 6 0. The fact that F γ/fγ and Fγ/fγ reach their maximum in 0 respectively on R+
and R− follows from (39) and (40), and the fact that (using f ′γ = −ργfγ)(
F γ
fγ
)′
= −1 + ργF γ
fγ(
Fγ
fγ
)′
= 1 + ργ
Fγ
fγ
Hence, by (39) and (40), F γ/fγ is decreasing on R+ and Fγ/fγ is increasing on R− ;
they thus reach their maxima in 0 on these respective sets. Using the fact that Fγ(0) =
F γ(0) =
1
2
that is a simple corollary of Hγ
L
= −Hγ , we get∣∣L−1γ hγ(x)∣∣
||hγ ||∞
6
1/2
fγ(0)
=
zγ
2
=
γ
2
√
2πE
(
e−CG
4/(4γ4)
)
6 γ
√
2
π
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as E(exp(−CG4/(4γ4))) 6 1 (note that the optimal constant is in fact z1/2 as γ ∈ R+ 7→
E
(
exp
(
−C
4
G4
γ4
))
is decreasing). 
We now prove the second part of (58), namely∣∣∣∣DL−1γ hγ∣∣∣∣∞ 6 2 ||hγ||∞
Proof. As L−1γ hγ is the solution of the Stein’s equation LγL−1γ hγ = hγ , we have
DL−1γ hγ = hγ + ργL−1γ hγ
Thus, for x > 0 ∣∣DL−1γ hγ(x)∣∣ 6 |hγ(x)|+ |ργ(x)| ∣∣L−1γ hγ(x)∣∣
6 ||hγ ||∞
(
1 + sup
x>0
{
ργ(x)
P(Hγ > x)
fγ(x)
})
6 2 ||hγ||∞ by (39)
We proceed in the same way for x < 0. 
We prove the first part of (59), namely∣∣∣∣DL−1γ hγ∣∣∣∣∞ 6 11γ ||Dh||∞
Proof. We can write
DL−1γ hγ(x) = hγ(x) + ργ(x)L−1γ hγ(x)
=
∫ x
−∞
h′Fγ −
∫ +∞
x
h′Fγ − ργ(x)F γ(x)
fγ(x)
∫ x
−∞
h′Fγ − ργ(x)Fγ(x)
fγ(x)
∫ +∞
x
h′F γ
=
(
1− ργ(x)F γ(x)
fγ(x)
)∫ x
−∞
h′Fγ −
(
1 + ργ(x)
Fγ(x)
fγ(x)
)∫ +∞
x
h′F γ
We know that 1 − ργF γ/fγ > 0 on R+ by (39). On R−, we use the fact that x = − |x|
and ργ(−x) = −ργ(x) to get 1 − ργ(− |x|)F γ(x)/fγ(x) = 1 + ργ(|x|)F γ(x)/fγ(x) > 0 as
F γ(x), fγ(x), ργ(|x|) > 0. In the same way, using (40), we have 1 + ργFγ/fγ > 0 on R. We
can thus write∣∣DL−1γ hγ(x)∣∣ 6 ||h′||∞ [(1− ργ(x)F γ(x)fγ(x)
)∫ x
−∞
Fγ +
(
1 + ργ(x)
Fγ(x)
fγ(x)
)∫ +∞
x
F γ
]
Recall from definition (36) that ϕγ :=
∫ ·
−∞ Fγ and ϕγ :=
∫ +∞
· F γ and set
τγ(x) :=
(
1− ργ(x)F γ(x)
fγ(x)
)
ϕγ(x) +
(
1 + ργ(x)
Fγ(x)
fγ(x)
)
ϕγ(x)
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Using ψγ(x) := E
(
Hγ1{Hγ>x}
)
defined in (36), the Fubini theorem and E(Hγ) = 0, we
have
ϕγ(x) =
∫ x
−∞
Fγ =
∫
R
E
(
1{Hγ6u6x}
)
du = E((x−Hγ)+) = E
(
Hγ1{Hγ>x}
)
+ xFHγ (x)
ϕγ(x) =
∫ +∞
x
F γ =
∫
R
E
(
1{x6u6Hγ}
)
du = E((Hγ − x)+) = E
(
Hγ1{Hγ>x}
)− xFHγ (x)
(61)
which implies
τγ(x) =
(
1− ργ(x)F γ(x)
fγ(x)
)
(ψγ(x) + xFγ(x)) +
(
1 + ργ(x)
Fγ(x)
fγ(x)
)(
ψγ(x)− xF γ(x)
)
Using the fact that fγ(−x) = fγ(x), ργ(−x) = −ργ(x) and F γ(−x) = Fγ(x), it is easily
seen that
τγ(−x) = τγ(x)
It is thus enough to prove that τγ is bounded on R+ and, by symmetry, we will have the
result. Using (41) and the positivity of 1− ργF γ/fγ and 1 + ργFγ/fγ on R, we get
τγ(x) 6
(
1− ργ(x)F γ(x)
fγ(x)
)(
x
fγ(x)
ργ(x)
+ xFγ(x)
)
+
(
1 + ργ(x)
Fγ(x)
fγ(x)
)(
x
fγ(x)
ργ(x)
− xF γ(x)
)
= 2x
fγ(x)
ργ(x)
(
1 + ργ(x)
Fγ(x)
fγ(x)
)(
1− ργ(x)F γ(x)
fγ(x)
)
=:
2x
ργ(x)
fγ(x)Gγ(x)Gγ(x) using (36)
Let ε > 0. We now study two cases :
Case x ∈ [ε,+∞)
There exists βε ≡ βε,γ such that, for all x > ε,
1 + ργ(x)
Fγ(x)
fγ(x)
6 (1 + βε)ργ(x)
Fγ(x)
fγ(x)
Indeed, as ργFγ/fγ is increasing, since, for all x ∈ R+
G′γ(x) =
(
ρ′γ(x) + ργ(x)
2
) Fγ(x)
fγ(x)
+ ργ(x) > 0 by (42)
this amounts to take β(ε) equal to
β(ε) = max
x>ε
{
fγ(x)
Fγ(x)ργ(x)
}
=
fγ(ε)
Fγ(ε)ργ(ε)
6
fγ(0)
Fγ(0)ργ(ε)
6
2√
π
γ
ε
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We have used the fact that Fγ(0) = 1/2 and fγ(0) = z
−1
γ with zγ = γ
√
2π E(exp(−CG4/(4γ4))) >
γ
√
2π(1− 3C
4γ4
) > γ
√
π for γ > 1 (as C 6 3).
We thus have
τγ(x) 6
2x
ργ(x)
fγ(x)Gγ(x)Gγ(x)
6
2x
ργ(x)
fγ(x)(1 + βε)ργ(x)
Fγ(x)
fγ(x)
Gγ(x)
6 2
(
1 +
2√
π
γ
ε
)
xGγ(x) as Fγ 6 1
Moreover, we have xGγ(x) 6 (x + γ)Gγ(x) 6 3γ/2 using (46). We can thus conclude
that for all x > ε,
τγ(x) 6 3γ
(
1 +
2√
π
γ
ε
)
Case x ∈ [0, ε]
Using the monotonicity of fγ, Gγ and Gγ = Gγ(−·), we obtain, for all x ∈ [0, ε]
τγ(x) 6
2x
ργ(x)
fγ(x)Gγ(x)Gγ(x) =
2γ2
1 + Cx2/γ6
fγ(x)Gγ(x)Gγ(x)
6 2γ2fγ(0)Gγ(ε)Gγ(0)
=
2γ
zγ/γ
(
1 + ργ(ε)
Fγ(ε)
fγ(ε)
)
6
2γ√
π
(
1 +
ργ(ε)
fγ(ε)
)
and
ργ(ε)
fγ(ε)
= zγ
ε
γ2
(
1 + C
ε2
γ6
)
e
ε2
2γ2
+C ε
4
4γ8
If ε = o(γ), this last quantity is a o(1) when γ → +∞. If ε = O(γ), this quantity is a
O(1), more precisely, if ε = γ, we obtain
ργ(γ)
fγ(γ)
6 2
√
2πe
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General case : x ∈ R+
Setting ε = γ, we thus get
τγ(x) 6 max
{
max
[0,γ]
τγ , max
[γ,+∞)
τγ
}
6 γmax
{
3
(
1 +
2√
π
)
,
2√
π
(
1 + 2
√
2πe
)}
6 11γ
as 2√
π
(
1 + 2
√
2πe
) ≈ 10,455 and 3(1 + 2√
π
)
≈ 6,385. 
Remark 5.17. Numerical simulations support the fact that τγ is decreasing on R+, hence
that the optimal value for the constant is τγ(0) = E(|Hγ|) = γ/2 +O(γ−1). Moreover, the
function fγGγGγ is numerically seen to be decreasing, with value in 0 equal to z
−1
γ . Using
2x/ργ(x) 6 2γ
2, one would thus get the constant
√
2/π ≈ 0,79788.
We now prove the second part of (59), namely∣∣∣∣D2L−1γ hγ∣∣∣∣∞ 6 4 ||Dh||∞
Proof. We start by expressingD2L−1HnhHn in terms of h′. First, we differentiate Lγ
(L−1γ hγ) =
hγ to get
D2L−1HγhHγ = D
(
ργL−1HγhHγ + hHγ
)
= ρ′γL−1HγhHγ + ργDL−1HγhHγ + h′
=
(
ρ′γ + ρ
2
γ
)L−1HγhHγ + ργhHγ + h′ (62)
We already have by (53)
hγ(x) =
∫
R
h′(u)E
(
1{Hγ<u<x} − 1{Hγ>u>x}
)
du =:
∫
R
h′(u)KH(x, u)du
and by (56)
L−1γ hγ(x) =
∫
R
E(I(x,Hγ)KH(Hγ , u))
fHγ (x)
h′(u) du =:
∫
R
K˜H(x, u)h
′(u) du
with K˜H defined in (56).
From (62), (53) and (56), and setting
K ⋆ h(x) :=
∫
R
K(x, y)h(y)dy
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we get
D2L−1γ hγ = h′ +
(
ρ′γ + ρ
2
γ
)L−1γ hγ + ργhγ
= h′ +
(
ρ′γ + ρ
2
γ
)
K˜H ⋆ h
′ + ργKH ⋆ h
′
=: h′ +K ⋆ h′
with K(x, y) :=
(
ρ′γ + ρ
2
γ
)
(x)K˜H(x, y) + ργ(x)KH(x, y)
This last operator also writes with (52) and (55) as
K ⋆ h′(x) :=
∫
R
((
ρ′γ(x) + ρ
2
γ(x)
)
K˜H(x, y) + ργ(x)KH(x, y)
)
h′(y)dy
=
(
ργ −
ρ′γ + ρ
2
γ
fγ
F γ
)
(x)
∫ x
−∞
Fγ(y)h
′(y)dy
−
(
ργ +
ρ′γ + ρ
2
γ
fγ
Fγ
)
(x)
∫ +∞
x
F γ(y)h
′(y)dy
=: −K(−) ⋆ h′(x)−K(+) ⋆ h′(x)
Using (42) and the obvious fact that Fγ and F γ are positive, we have
|K ⋆ h′(x)| 6 K(−) ⋆ |h′| (x) +K(+) ⋆ |h′| (x) 6 ||h′||∞
(
K(−) +K(+)
)
⋆ 1(x)
with (
K(−) +K(+)
)
⋆ 1 = −
(
ργ −
ρ′γ + ρ
2
γ
fγ
F γ
)
ϕγ +
(
ργ +
ρ′γ + ρ
2
γ
fγ
Fγ
)
ϕγ
where ϕγ :=
∫ ·
−∞ Fγ and ϕγ :=
∫ +∞
· F γ were defined in (36).
Using (61), we have
ϕγ(x)− ϕγ(x) = x
(
Fγ(x) + F γ(x)
)
= x (63)
We thus deduce, using ψγ(x) := E
(
Hγ1{Hγ>x}
)
(
K(−) +K(+)
)
⋆ 1(x) =
ρ′γ(x) + ρ
2
γ(x)
fγ(x)
ψγ(x)− xργ(x)
6
ρ′γ(x) + ρ
2
γ(x)
ργ(x)/x
− xργ(x) using (41)
=
xρ′γ(x)
ργ(x)
= 3− 1
1 + Cx2/γ6
6 3
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Finally, we get
∣∣D2L−1γ hγ(x)∣∣ = |h′(x) +K ⋆ h′(x)| 6 |h′(x)|+ |K ⋆ h′(x)|
6 ||h′||∞
(
1 +
(
K(−) +K(+)
)
⋆ 1(x)
)
6 4 ||h′||∞
which concludes the proof. 
We finally prove (60), namely
∣∣∣∣∣∣D3L−1γ ĥγ∣∣∣∣∣∣∞ 6
(
3 + 2C +
12C
γ4
) ∣∣∣∣D2h∣∣∣∣∞
Proof. Using ĥγ(x) := h(x)− E(h(Hγ))− xE(h′(Hγ)), we can write
D3L−1γ ĥγ = DD2L−1γ ĥγ = D
(
ĥ′γ + (ρ
′
γ + ρ
2
γ)L−1γ ĥγ + ργ ĥγ
)
= h′′ + (ρ′′γ + 3ργρ
′
γ + ρ
3
γ)L−1γ ĥγ + (2ρ′γ + ρ2γ)ĥγ + ργĥ′γ
Now, using (52) applied to ĥ′γ, (54) and (57), we have
ĥ′γ(x) = h
′(x)− E(h′(Hγ)) =
∫ x
−∞
h′′Fγ −
∫ +∞
x
h′′F γ
ĥγ(x) = x
(∫ x
−∞
h′′(u)Fγ(u)du−
∫ +∞
x
h′′(u)F γ(u)du
)
−
(∫ x
−∞
h′′(u)ϕγ(u)du−
∫ +∞
x
h′′(u)ϕγ(u)du
)
L−1γ ĥγ(x) = −
ψγ(x)
fγ(x)
(∫ x
−∞
h′′(u)Fγ(u)du−
∫ +∞
x
h′′(u)F γ(u)du
)
+
1
fγ(x)
(
F γ(x)
∫ x
−∞
h′′(u)ϕγ(u)du− Fγ(x)
∫ +∞
x
h′′(u)ϕγ(u)du
)
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hence, using X(x) := x as in definition (37), and Bγ := ρ
′′
γ +3ργρ
′
γ + ρ
3
γ, Dγ := 2ρ
′
γ + ρ
2
γ as
in definition (36), we obtain
D3L−1γ ĥγ − h′′ = (ρ′′γ + 3ργρ′γ + ρ3γ)L−1γ ĥγ + (2ρ′γ + ρ2γ)ĥγ + ργ ĥ′γ = BγL−1γ ĥγ +Dγĥγ + ργ ĥ′γ
=
Bγ
fγ
(
−ψγ
[∫ ·
−∞
h′′Fγ −
∫ +∞
·
h′′F γ
]
+ F γ
∫ ·
−∞
h′′ϕγ − Fγ
∫ +∞
·
h′′ϕγ
)
+Dγ
(
X
[∫ ·
−∞
h′′Fγ −
∫ +∞
·
h′′F γ
]
−
∫ ·
−∞
h′′ϕγ +
∫ +∞
·
h′′ϕγ
)
+ ργ
[∫ ·
−∞
h′′Fγ −
∫ +∞
·
h′′F γ
]
=
[∫ ·
−∞
h′′Fγ −
∫ +∞
·
h′′F γ
](
ργ +XDγ − ψγ
fγ
Bγ
)
+
(∫ ·
−∞
h′′ϕγ
)(
−Dγ + F γ
fγ
Bγ
)
+
(∫ +∞
·
h′′ϕγ
)(
Dγ +
Fγ
fγ
Bγ
)
Thus, we get∣∣∣D3L−1γ ĥγ∣∣∣ 6 ||h′′||∞
(
1 +
[∫ ·
−∞
Fγ +
∫ +∞
·
F γ
] ∣∣∣∣ργ +XDγ − ψγfγ Bγ
∣∣∣∣
+
(∫ ·
−∞
ϕγ
) ∣∣∣∣−Dγ + F γfγ Bγ
∣∣∣∣ +(∫ +∞· ϕγ
) ∣∣∣∣Dγ + Fγfγ Bγ
∣∣∣∣
)
= ||h′′||∞
(
1 +
[
ϕγ + ϕγ
] ∣∣∣∣ργ +XDγ − ψγfγ Bγ
∣∣∣∣
+ χγ
∣∣∣∣−Dγ + F γfγ Bγ
∣∣∣∣+ χγ ∣∣∣∣Dγ + Fγfγ Bγ
∣∣∣∣
)
Each term in the absolute values of the LHS of this former inequality are symmetric on
R, using the parity of ργ , (47) and (50), thus, this is enough to restrict ourselves to R+.
Let x > 0. Using the fact that 2ρ′γ + ρ
2
γ > 0 and ργ(x) = x(a+ bx
2), we have, using (47)
and (50) ∣∣∣D3L−1γ ĥγ∣∣∣
||h′′||∞
− 1 6 [ϕγ + ϕγ](ψγfγ Bγ − (ργ +XDγ)
)
+ χγ
(
Dγ − F γ
fγ
Bγ
)
+ χγ
(
Dγ +
Fγ
fγ
Bγ
)
=:
[
ϕγ + ϕγ
]
I1 + χγI2 + χγI3
We now estimate each of the previous terms.
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(1) Estimation of
(
ϕγ + ϕγ
)
I1 :
Using (41) and the obvious positivity of ρ′′γ + 3ργρ
′
γ + ρ
3
γ on R+, we have
I1 6
X
ργ
(ρ′′γ + 3ργρ
′
γ + ρ
3
γ)− (ργ +X(2ρ′γ + ρ2γ))
= 2bX
bX4 + aX2 + 3
bX2 + a
Using (44), we have 0 6 ϕγ + ϕγ 6 2fγ/ρ˜γ , which implies(
ϕγ + ϕγ
)
I1 6 4bfγX
bX4 + aX2 + 3
(bX2 + a)2
If x ∈ [0, 2γ], we have ax2 6 4aγ2 = 4, thus(
ϕγ(x) + ϕγ(x)
)
I1(x) 6 4 bγ fγ(x)
bx4 + 7
(bx2 + a)2
Using f ′γ = −ργfγ, we have
d
dx
(
fγ(x)
bx4 + 7
(bx2 + a)2
)
= −4fγ(x) x (b
3x8 + 2ab2x6 + b (a2 + 7b) x4 + 10abx2 + 7a2 + 28b)
(bx2 + a)3
6 0
thus, the maximum of this last function on [0, 2γ] is obtained in x = 0, as it is decreasing.
We thus deduce that(
ϕγ(x) + ϕγ(x)
)
I1(x) 6 4 bγ fγ(0)
7
a2
= 28
γ
zγ
C
γ8
γ4 6
28C√
2π
1
γ4
+
3C
4γ8
6
(
28√
2π
+
3
4
)
C
γ4
for γ > 1.
If x ∈ [2γ,+∞[, define
Mγ(x) := 6bfγ(x)x
bx4 + ax2 + 3
(bx2 + a)2
Using f ′γ = −ργfγ, we have
M ′γ(x) = −6bfγ(x)
Pγ(x
2)
(bx2 + a)3
with
Pγ(x) := b
3x5 + 3ab2x4 + 3a2bx3 + a3x2 + 3bx− 3a
As P ′γ > 0 on R
∗
+ with Pγ(0) = −3a < 0 and lim+∞ Pγ = +∞, there exists a unique
x∗γ ∈ R+ such that P ′γ(x∗γ) = 0 ; hence, Pγ is increasing on
[
0, x∗γ
]
and decreasing on
[x∗γ ,+∞[. As
P ′γ(2γ) = 80
C3
γ20
+ 96
C2
γ15
+ 36
C
γ10
+ 3
C
γ8
+
4
γ5
> 0
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and P ′γ is bijective from R+ to [3b,+∞[, we deduce that x∗γ 6 2γ and in particular, that
Mγ is decreasing on [2γ,+∞[. We thus have, for all x > 2γ
Mγ(x) 6Mγ(2γ) = 6bfγ(2γ)2γ
b(2γ)4 + a(2γ)2 + 3
(b(2γ)2 + a)2
6
6
zγ
4C(7γ4 + 16C)
γ5(γ4 + 4C)
6
168C
zγγ5
6
C
γ6
(
168√
2π
+
3
4
)
for γ > 1. This last bound is smaller than the bound on [0, 2γ] for γ > 2C.
Finally, using 28√
2π
+ 3
4
≈ 11,920 6 12, we have on R+ and for γ > 2C(
ϕγ + ϕγ
)
I1 6
(
28√
2π
+
3
4
)
C
γ4
6
12C
γ4
(64)
(2) Estimation of χγI2 + χγI3 :
We have
χγ(x) + χγ(x) = E
(
(Hγ − x)2
2
1{Hγ−x60}
)
+ E
(
(Hγ − x)2
2
1{Hγ−x>0}
)
=
x2 + E
(
H2γ
)
2
=: Vγ(x)
using definition (36).
Then,
χγI2 + χγI3 = VγI2 + χγ(I2 − I1) = VγI2 + χγ
Bγ
fγ
Using (48), we get
VγI2 6 1 +
18C
10
6 1 + 2C
Using (51), we get
χγ
Bγ
fγ
6 1
Finally, combining these last two inequalities, we get
χγI2 + χγI3 6 2 + 2C (65)
(3) Conclusion :
Using (64) and (65), we get the desired bound. 
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