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ABSTRACT 
Simulations of droplet dispersion behind cylinder wakes and downstream of icing tunnel 
spray bars were conducted.  In both cases, a range of droplet sizes were investigated numerically 
with a Lagrangian particle trajectory approach while the turbulent air flow was investigated with 
a hybrid Reynolds-Averaged Navier-Stokes/Large-Eddy Simulations approach scheme.  In the 
first study, droplets were injected downstream of a cylinder at sub-critical conditions (i.e. with 
laminar boundary layer separation).  A stochastic continuous random walk (CRW) turbulence 
model was used to capture the effects of sub-grid turbulence.  Small inertia droplets 
(characterized by small Stokes numbers) were affected by both the large-scale and small-scale 
vortex structures and closely followed the air flow, while exhibiting a dispersion consistent with 
that of a scalar flow field.  Droplets with intermediate Stokes numbers were centrifuged by the 
vortices to the outer edges of the wake, yielding an increased dispersion.  Large Stokes number 
droplets were found to be less responsive to the vortex structures and exhibited the least 
dispersion.  Particle concentration was also correlated with vorticity distribution which yielded 
preferential bias effects as a function of different particle sizes.  This trend was qualitatively 
similar to results seen in homogenous isotropic turbulence, though the influence of particle 
inertia was less pronounced for the cylinder wake case. 
A similar study was completed for droplet dispersion within the Icing Research Tunnel (IRT) 
at the NASA Glenn Research Center, where it is important to obtain a nearly uniform liquid 
water content (LWC) distribution in the test section (to recreate atmospheric icing conditions).. 
For this goal, droplets are diffused by the mean and turbulent flow generated from the nozzle air 
jets, from the upstream spray bars, and from the vertical strut wakes.  To understand the 
influence of these three components, a set of simulations was conducted with a sequential 
inclusion of these components.  Firstly, a jet in an otherwise quiescent airflow was simulated to 
capture the impact of the air jet on flow turbulence and droplet distribution, and the predictions 
compared well with experimental results.   The effects of the spray bar wake and vertical strut 
wake were then included with two more simulation conditions, for which it was found that the 
air jets were the primary driving force for droplet dispersion, i.e. that the spray bar and vertical 
strut wake effects were secondary.   
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PART A: Droplet Dispersion in the Wake of Cylinders 
Chapter 1: Introduction 
1.1 Motivation 
The transport of particles in bluff-body wakes is a phenomenon important to many natural 
and engineering systems.  For example, the dispersion of aerosol particles in the down-wind 
portions of buildings is important in studying environmental impact of pollution.  The dispersion 
of fuel particles in flow-through combustion processes can occur in wake zones intended to 
promote mixing and can substantially impact emission products.  The primary application 
considered for this study is that of water droplets sprayed behind the wake of spray bars in an 
icing wind tunnel.  The spray bar wake may help diffuse the droplet concentration, which is 
favorable to the system performance as it leads to a more uniform droplet distribution consistent 
with that which occurs naturally in the atmosphere.  The Arnold Engineering and Development 
Center (AEDC) Engine Test Facility J-2 test cell relies heavily on the wakes of the spray bars 
with blunt trailing edges to promote the dispersion of particles (DeAngelis et al. 1997).  For the 
NASA Glenn Icing Research Tunnel (IRT), the spray bars are more streamlined, and their impact 
on droplet dispersion, and the impact of vertical support struts, is not well understood.  This is 
because there have not been any time-resolved simulations or experiments which have focused 
on this effect.  To improve the dispersion in the IRT, it has been suggested that that the spray 
bars (or at least their trailing edges) be replaced with cylinders with a diameter equal to the spray 
bar thickness to increase the wake’s turbulence intensity.  However, it is not clear if such 
changes would be beneficial since lack of understanding and the high cost of tunnel hardware 
changes (without assurances of expected performance from numerical simulations) have 
prevented investigation of this option.   
The ultimate goal of improving the liquid water content (LWC) uniformity in icing wind 
tunnels requires understanding of how the droplets behave in the turbulent flow created by the air 
jets, spray bars and the vertical struts.  To this end, the droplets in the wakes of a canonical bluff-
body were investigated to first understand the fundamental dispersion of droplets in these types 
of wake flows.  A circular cylinder was chosen for the bluff-body geometry since it is a simple 
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shape, is well characterized in terms of wake dynamics and velocity profiles in previous studies, 
and relevant to potential spray bar shape modifications. 
 
1.2 Background Information 
1.2.1 Terminology and Definitions 
The flow Reynolds number (Re) is a dimensionless quantity which indicates the ratio of 
convection to viscous effects.  Since convection effects are destabilizing and viscous effects are 
stabilizing, the Reynolds number is important to assessing the potential unsteadiness for a given 
flow geometry.  At a Reynolds number much less than unity, the flow about a body is dominated 
by viscous effects and will tend to be very steady with little or no flow separation.  In contrast, a 
very high Reynolds number flow will tend to have thin boundary layers on the attached portion 
around the body and unsteady, and even turbulent, wakes on the aft portion if not highly 
streamlined.   Reynolds numbers can be defined for macroscopic flow features, e.g. a spray bar 
or a cylinder, or for very small flow features, e.g. a droplet or particle. 
For the flows of interest in this study, the macroscopic Reynolds number will be defined by 
the object thickness, e.g. the diameter of a cylinder D , and by the upstream velocity U
∞
.   
 
Re fD
f
U Dρ
µ
∞
=  1.1 
where fρ  is the fluid density, and fµ  is the fluid viscosity.  For a blunt body or a airfoil at zero 
angle-of-attack, the macroscopic Reynolds number may be defined by the body thickness 
(denoted also as D ) since this will also tend to scale with the wake separation thickness.  
The macroscopic flow can also be characterized in terms of length and time scales.  The 
macroscopic length scale is simply D  while the macroscopic time scale, also called the domain 
time scale, is defined as 
 
/D D Uτ ∞=  1.2 
The largest turbulent scales will be of the order or smaller than the domain scales.  For example, 
in the cylinder wake flow, the vortex street eddies are the largest turbulence features that tend to 
scale with the macroscopic scales.  The smallest length and time scales in the free-shear regions 
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are defined by the Kolmogorov scales, the smallest features that can exist before viscosity 
dissipates the flow gradients into heat.  The Kolmogorov length and time scales are defined as 
 
( )
( )
1/43
1/2
/
/
f
fλ
λ ν ε
τ ν ε
=
=
 1.3 
These scales are functions of the fluid kinematic viscosity /ν µ ρ=f f f  and the turbulent 
dissipation rate ε , and are the smallest scales which can exist in turbulent flows.  These 
turbulence scales can be important to help evaluate the potential influence of turbulence on a 
particle with a given response time. 
For the dispersed phase, a particle Reynolds number can be defined based on the particle’s 
relative velocity w v u= −    and the particle diameter d  
 
Re fp
f
w dρ
µ
=

 1.4 
This quantity is important when determining the flow and wake characteristics around a particle, 
and thus also the drag force acting on the particle.  In particular, the drag coefficient DC  is the 
non-dimensional representation of the drag force and is a function of the Reynolds number.  For 
creeping flow over the spherical particle ( Re 1p  ), the drag coefficient was derived by Stokes 
as 
 ,
24
ReD Stokes p
C =  1.5 
As the Reynolds number increases beyond a value of 25 or so, flow separation occurs and the 
drag exceeds that predicted by Equation 1.5.   At higher Reynolds numbers much greater than 
unity where the boundary layer over the particle is laminar prior to separation, i.e. subcritical 
conditions, the drag coefficient is nearly constant.  For the intermediate Reynolds numbers 
between creeping flow and subcritical flow ( 0.1 Re 2000p< < ), expressions for DC  are based on 
experimentally measured values.  For example, the Putnam fit for intermediate Re p  is 
 1/3
24 4
Re ReD p p
C = +  1.6 
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and is valid for Re 1000p <  (Putnam 1961).  A convenient parameter used to quantify particle 
drag is the Stokes drag correction factor f  which is the ratio of the particle drag coefficient DC  
to the Stokes drag coefficient given in Equation 1.5. 
 24 / Re
D
p
Cf =  1.7 
Like the macroscopic flow, the particle also has an intrinsic time scale.  The time scale is 
typically based on the response time associated with the particle relative velocity and the particle 
effective mass normalized by the drag force.  This response time can be expressed in terms of the 
Stokes drag correction factor (Dorgan & Loth, 2004) as 
 
( ) 2 2
18 18
p f p
p
f f
c d d
f f
ρ ρ ρ
τ
µ µ
∀+
= =  1.8 
where c∀  is the added mass coefficient.  Since only water droplets in air are considered herein, 
p fρ ρ  can be assumed, so that fc ρ∀  can be neglected.  This particle response time can be 
interpreted as the amount of time it takes for the particle to respond substantially to the 
surrounding fluid-phase velocity.  Small particles have short response times and are quick to 
adapt to the fluid velocity field while large particles have long response times and slowly adapt, 
or even ignore, the fluid velocity field.  With the fluid and particle time scales, a non-
dimensional Stokes number parameter St  can be defined.  For example, the domain Stokes 
number is given by 
 
/D p DSt τ τ=  1.9 
and is important in characterizing the droplets interaction with the largest scales of the wake.  
The Kolmogorov time scale can also be used to obtain the Kolmogorov Stokes number 
 
/pStλ λτ τ=  1.10 
which characterized droplet behavior relative to the smallest scales of turbulence.  Particles with 
0St =  are fluid tracers that exactly follow the fluid-phase, while small Stokes number particles 
( 1St  ) closely follow the fluid-phase and respond to the small-scale turbulence.  Particles with 
intermediate Stokes numbers ( ~ 1St ) experience a delayed response to the fluid-phase and may 
only be weakly responsive to the smaller-scale turbulence while particles with large Stokes 
numbers ( 1St  ) are unresponsive to everything but the largest turbulent eddies. 
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Another non-dimensional parameter used to characterize a particle to gravitational effects in 
a given flow is the Froude number.  The Froude number is defined as 
 
2
2 UFr
gd
∞
=  1.11 
where g  is the gravitational acceleration.  The Froude number can be thought of as the particle’s 
sensitivity to gravity with lower Fr  associated to a larger gravitational effect on the particle.  
Gravity forces are weaker in comparison to fluid inertia forces for particles with higher Fr . 
 
1.2.2 Turbulence in Cylinder Wake 
The flow past the cylinder, and especially its wake, are characterized by different regimes 
depending on the Reynolds number.  Cylinders at very low Reynolds numbers have laminar 
boundary layers and a laminar, steady wake.  As the Reynolds number begins to increases, 
instabilities appear in the wake and these eventually lead to the formation and shedding of 
periodic vortices, called a Karman vortex street.  As the Reynolds number increases further but 
the boundary layer prior to separation remains laminar, the wake can become fully turbulent with 
a range of turbulent structures.  This regime is called the subcritical regime.  The cylinder flow 
stays in this regime until the Reynolds number is increased to about 4x105 (Schlichting & 
Gersten 2000) when the flow transitions to the critical regime (the boundary layer just prior to 
separation is transitional).  When the Reynolds number reaches a large enough value, transition 
to turbulent flow occurs in the attached boundary layer causing the flow to reach supercritical 
conditions.  For a supercritical cylinder, the laminar boundary layer typically separates but 
reattaches as a turbulent boundary layer, which then separates fully.   
Because of the canonical importance of flow past a cylinder, there are an abundance of 
experiments and numerical simulations conducted over a wide range of Reynolds numbers.  
When simulating a turbulent cylinder wake, it is important to accurately predict the boundary 
layer separation point along with the unsteady nature of the flow.  This requires the use of time-
accurate numerical schemes such as direct numerical simulation (DNS) and large-eddy 
simulation (LES) in order to capture the instantaneous flow features.  In contrast, Reynolds-
Averaged Navier-Stokes (RANS) schemes are generally not used for cylinder flows at high 
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Reynolds number because the flow instabilities prevent convergence to a numerically steady and 
stable solution.   
One of the first time-accurate approaches to study details of the cylinder wake at subcritical 
conditions was conducted by Jordan (2002) using LES at a Reynolds number of 8000.  Jordan 
found that this approach resolved the majority of turbulence scales and captured the self-similar 
growth rates of properties such as maximum and edge velocity fluctuations, integrated kinetic 
energy, and mean momentum thickness in the transition region of the separated shear layer.  The 
work of Dong et al. (2006) used DNS to predict the turbulent near wake of cylinders with 
Reynolds numbers of 3900 and 10,000.  The mean streamwise velocity and velocity fluctuations 
are shown in Figure 1.1 for both of these DNS cases where it can be seen that the wake recovery 
and flow unsteadiness features move upstream with increasing Reynolds number.   
Resolving the attached boundary layer over the cylinder requires an increasing finer grid as 
the Reynolds number increases in order to resolve the small-scale turbulence, which makes LES 
and DNS computationally expensive at large Reynolds number.  The hybrid RANS/LES 
technique is therefore a practical alternative to more efficiently predict high Reynolds number 
flows.  The hybrid approach incorporates a RANS-like behavior near the surface for the attached 
boundary layers (since RANS reasonably predicts such conditions without the high 
computational grid resolution required of LES or DNS), but uses an LES-like behavior in the 
separated region (since the computational grid requirements in this region are more modest).  
Nichols (2005) used a hybrid RANS/LES technique to simulate the flow over a cylinder at 
6Re 8 10D = ×  along with performing a grid resolution study using three levels of grid refinement.  
This study showed that mid-level and fine-level simulations were in general agreement with 
experimental data.   
Aside from the wake behind a single two-dimensional bluff body, the wake formed by cross-
like structures is also of interest to the IRT application because of its similarity to the intersection 
of the spray bar and vertical struts inside the IRT.   Wake studies  of intersecting body include 
the experiments of Donoso et al. (1983) and Osaka et al. (1983a,b), which respectively 
conducted measurements in the wake of two high aspect ratio flat plates at 90° and two 
intersecting cylinders.  Figure 1.2a shows mean and fluctuating velocity measurements 2h  
downstream of the flat plates, where h  is the height of the flat plate, while Figure 1.2b plots data 
taken along a line parallel to, but slightly above, the horizontal flat plate.  Near the intersection, 
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the mean streamwise velocity increases and the turbulence intensity dips.  Donoso suggests that 
the decrease in velocity fluctuations is a result of increased dissipation arising from increased 
small-scale turbulence around the intersecting planes, as opposed to the stronger, two-
dimensional irrotational velocity fluctuations seen away from the intersection.  As a result, the 
vortex formation region is delayed until further downstream near the intersection (Donoso et al. 
1983).   
Measurements of the cylinder-cross at a Reynolds number of 8000 were taken by Osaka in 
the far-wake region of the flow range from 30D  to 475D  downstream of the cylinder-cross, 
where D  is the cylinder diameter.  Figure 1.3 shows contours of mean streamwise velocity and 
turbulence measurements at / 30.5x D = .  The mean velocity field maintains a crisscross shape, 
and in the corner region of the cylinder-cross, the existence of a secondary flow causes the 
velocity isolevels to distort towards the wake center along the diagonal planes.  The contours of 
the turbulent quantities also maintain a crisscross shape.  In the center region of the cylinder-
cross, the turbulence does not increase in magnitude like in the surrounding regions.  This results 
in a local minimum at the center, which can be seen in Figure 1.3 (Osaka et al. 1983a,b).  The 
secondary flow in the intersection region is caused by eight swirling longitudinal vortices, two in 
each quadrant.  These secondary vortices were also seen in the wake of two cylinders in contact 
with each other (their volumes did not intersect), but the vortices originated only on the leading 
cylinder as diagramed in Figure 1.4 instead of both cylinders like the intersecting cylinder case 
(Zdravkovich 1983). 
Very few numerical simulations have been conducted on a cross-like arrangement between 
two cylinders.  One such simulation used direct numerical simulation (DNS) to predict the near-
wake turbulence of a crossbar at Re 1600D =  formed from two square cylinders in contact and 
one in front of the other, but not intersecting (Djenidi 2008).  Figure 1.5 shows contours of the 
enstrophy 2Ω , where Ω  is the vorticity magnitude.  It was observed that the streamwise velocity 
fluctuations dominate in the immediate near-wake ( / 1x D ≤ ) but becomes the smallest 
component until it begins to dominate again after about / 45x D = .  The kinetic energy reached a 
maximum at a streamwise location of around 3 / 4x D≤ ≤  due to the shear layer instabilities.  
Downstream of this point, the shear layers merge and the individual wakes of the two bars mix to 
become a single wake so that the velocity difference is reduced, which results in less intense but 
large-scale vortices.  
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1.2.3 Droplet Dispersion in Turbulent Flows 
Homogenous isotropic turbulent flow is the simplest and most common turbulent flow 
occurring in nature.  Because of this, many experiments of particle dispersion in homogeneous 
isotropic turbulence have been conducted, which are used as validation in the development of 
numerical models of droplet transport.  These experiments generally use mesh screens in a wind 
tunnel to generate the turbulence.  Snyder & Lumley (1971) injected different types of particles 
into a square duct of homogeneous isotropic turbulence and recorded their positions as they 
traversed the duct.  It was found that the inertial effects of the particles (which can be quantified 
through the particle Stokes number) had a significant impact on both the particle dispersion and 
the particle velocity fluctuations as shown in Figure 1.6.  The particle with the most inertia and 
the longest response time, which was made of copper, had the least dispersion and the lowest 
velocity fluctuations.  As the inertia and response time decreased with the solid glass particles, 
and especially the lightest hollow glass particles, the dispersion and particle velocity fluctuations 
increased, approaching that of a scalar.  However, particle inertia still had some effect since the 
hollow glass particle characteristics did not match that of the air turbulence in Figure 1.6b. 
A DNS study by Sundaram & Collins (1997) investigated particles in suspended 
homogeneous isotropic turbulence, where the mean velocity field is zero, and the particles were 
initially uniformly spaced in the domain.  The particles with intermediate Kolmogorov Stokes 
numbers (Equation 1.10) exhibited preferential concentration, i.e. the particles tended to cluster 
in the low vorticity regions of the flow field, which can be seen in Figure 1.7.  Particles with 
small Stλ  closely follow the fluid-phase and stay uniformly distributed while large Stλ  particles 
also stay uniformly distributed, since they do not respond to the turbulent eddies.  These trends 
are consistent with those reported by the experiments of Squires & Eaton (1990) in a channel 
flow. 
 
1.2.4 Droplet Dispersion in Bluff-Body Wakes 
The majority of studies on particle dispersion in bluff-body wakes have numerically 
simulated particle flow in cylinder wake flows with low ReD  values which are easier to set up 
experimentally and numerically.  Other studies have used the discrete vortex method for particles 
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in high Reynolds number cylinder flow.  Since the cylinder wake flow structure is dependent on 
Reynolds number (Dong et al. 2006), one may expect different particle dispersion characteristics 
in such cases. 
If one considers particles dispersing in cylinder wakes of low Reynolds numbers 
(90 Re 300D< < ), there is an unsteady laminar wake characterized by an approximately two-
dimensional pure Karman vortex street.  Direct numerical simulation (DNS) was used by Wu 
(2009) for such a flow ( Re 100D = ) to examine trajectories of particles with various Stokes ( DSt ) 
and Froude ( Fr ) numbers (Equations 1.9 and 1.11).  It was found that particle motion was 
chiefly a function of the Stokes numbers when the Froude number was large (Figure 1.8), i.e. 
when gravity effects were small.  In this case, particles with small Stokes numbers filled the 
vortex core but particles at intermediate Stokes numbers concentrated at the edge of the vortex 
street.  Larger particles sank towards the bottom of the wake since they have more significant 
gravity forces. When the particle Froude number was small, all particles concentrated in the 
lower regions of the vortex street due to the significant gravity force.   
A similar DNS study by Luo et al. (2009) of particles around a circular cylinder investigated 
the dispersion of coal particles in heat exchangers for Re 140 - 260D = , where there is flow 
separation and simple unsteadiness.  This study found that both the spanwise vortex structures 
and the streamwise vortex tube structures (arising from three-dimensionality) affected the 
dispersion of particles, which were released upstream of the cylinder.  Intermediate and large 
Stokes number particles were found to vacate regions of high vorticity and instead favor low 
vorticity regions, as seen in Figure 1.9.  Additionally, Luo calculated the mean vertical and 
spanwise dispersion functions of the particles as a function of time, defined as 
 ( ),
1/2
2
,
1
( ) ( ) ( ) /
p totN
y i m p tot
i
D t y t y t N
=
 
= −  
 
∑  1.12a 
 ( ),
1/2
2
,
1
( ) ( ) ( ) /
p totN
z i m p tot
i
D t z t z t N
=
 
= −  
 
∑  1.12b 
where 
,p totN  is the number of particles and my  and mz  are the average displacements.  The 
results in Figure 1.10 show that the dispersion initially increases as time increases for all particle 
sizes.  However, at later times the dispersion saturates at a peak value or even reduces (unlike 
that seen for homogeneous isotropic turbulence, e.g. Figure 1.6).   In particular, the small Stokes 
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number cases yield a peak value of ( )yD t  and then decrease to a lower level of dispersion.  
Compared to the vertical dispersion, the spanwise dispersion develop much more slowly, and all 
the particles peaks at roughly the same value except for the heaviest particles ( 100DSt = ), which 
peaks at a lower level of spanwise dispersion.  When considering both the vertical and spanwise 
dispersions, this suggests that the intermediate Stokes number particles will yield the highest 
dispersion (Luo et al. 2009).   
Jacobs et al. (2004) studied the effects of particle dispersion in the wake of a square cylinder 
using DNS and found similar particle clustering in regions of low vorticity.  The baseline case 
for comparison was at Re 200D =  and 0.1M∞ = .  To study the Mach number effects, 
simulations of at flows of 0.4M
∞
=  and 0.55M
∞
=  were conducted and found to have a more 
compressed stagnation area in front of the square cylinder as well as decreased density and 
pressure behind the square cylinder.  Particles, which were released upstream of the cylinder, 
saw a slight acceleration because of the increased fluid density around the cylinder, but the effect 
was marginal (3% change in acceleration).  Decreasing the particle to fluid density ratio caused 
more particles to be entrained in the recirculation zone behind the cylinder but more dispersed in 
the far wake. 
In the above work, the wake was unsteady but not fully turbulent.  As the Reynolds number 
increases further, the cylinder enters the subcritical regime with a fully turbulent wake.  Jin et al. 
(2009) injected particles into the wake of a splitter plate with a Reynolds number of 6500 based 
on the plate thickness using large-eddy simulations (LES).  Predictions of the instantaneous 
droplet dispersion matched with experimental results, and both showed small particles 
concentrating in the vortex center while intermediate-sized particles concentrated on the outer 
edges of the vortices.  Large particles gathered in between the vortices instead of the outer edges 
of the wake.   
Particle studies at much higher Reynolds numbers include the simulations using the discrete 
vortex method to investigate two-dimensional cylinders in particle-laden flows (Chen et al. 2009 
and Huang & Wu 2006).  The cylinder used in the study by Chen et al. had a Reynolds number 
of 2.73x105 while the Reynolds number was 105 for the Huang & Wu.  Huang & Wu found that 
intermediate-sized particles do not enter the vortex cores, but concentrate on the outer edges of 
the vortex structures.  The region around the vortices where few particles exist becomes wider as 
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the Stokes number was increased from 0.25 to 4.0.  However, these studies do not take into 
account the three-dimensional characteristics of the fully-turbulent wake, which would change 
the particle dispersion compared to dispersion in low Reynolds number cylinder wakes. 
While the above studies give good insight into the particle dispersion in cylinder wakes, 
several aspects are still not understood.  Firstly, the impact of three-dimensionality at high 
Reynolds numbers (typical of the IRT spray bars) on particle dispersion has not been considered 
numerically.  Secondly, particles in the above studies are generally injected upstream of the 
bluff-body, but the dispersion physics for particle injected downstream of the cylinder in the 
wake (more consistent with the IRT spray bar condition) has not been examined.  The injection 
location may result in much different transport characteristics if the particles start in the center of 
the wake, where the turbulence is lower, rather than being convected from upstream along the 
separating shear layers on the upper and lower surfaces of the cylinder.  Thirdly, the impact of 
vorticity correlation in such non-homogenous anisotropic flows has not been previously studied, 
though the correlation is hypothesized to be similar to that in seen for homogenous isotropic 
flows. 
 
1.3 Objectives 
The present study requires a numerical technique capable of predicting the unsteady flow 
fields of the cylinder and cylinder-cross along with the trajectories the droplets injected into the 
turbulent wakes.  The cylinder was chosen because of its representation of a spray bar and 
because it is a simple and common geometry.  The three main goals of the present study are to:  
(1) develop and validate a time-resolved numerical approach to predict the 
wake flow behind cylinders of various cylinder Reynolds number.  
(2) understand the fluid dynamic differences that result for the cylinder-
cross configuration compared a two-dimensional cylinder. 
(3) investigate the droplet transport behavior in such flows for different 
particle sizes.   
Regarding Goal 1, the hybrid RANS/LES was chosen in hopes of developing a robust and 
efficient methodology that can be extended to the much larger NASA Glenn IRT domain.  More 
detailed simulations of cylinders with a modest sub-critical Reynolds number may be achieved 
using DNS or LES but such an approach would not be feasible for the high Reynolds number 
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conditions of the IRT domain due to computer limitations.  Regarding Goal 2, the hybrid 
RANS/LES technique was extended to the more complicated cylinder-cross geometry with the 
intention of comparing turbulence quantities with the single cylinder, to gain better insight to the 
wake physics emanating from the junction of the spray bar and vertical struts in the IRT.  
Regarding Goal 3, water droplets with various Stokes number are injected into the wake were 
analyzed to characterize behavior such as dispersion and clustering.  The methods from this 
study can then be extended to the IRT, to provide insight in how different-sized droplets may 
disperse in the spray bar wake, even though the spray bar wake turbulence may not be as strong 
and as coherent as that from the cylinder. 
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1.4 Figures 
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Figure 1.1: Contours of mean streamwise velocity and streamwise velocity fluctuations for 
cylinders at Re 3900D =  and Re 10000D = .  The contour levels represent (a) the mean 
streamwise velocity with a minimum isolevel ( )
min
/ 0.252xu U∞ = −  and the isolevel step 
/ 0.063xu U∞∆ =  for the Re 3900=  cylinder, (b) the streamwise velocity fluctuation with 
( ),
min
/ 0.1
rms xu U∞′ =  and , / 0.025rms xu U∞′∆ =  for the Re 3900D =  cylinder, (c) the mean 
streamwise velocity with ( )
min
/ 0.228xu U∞ = −  and / 0.038xu U∞∆ =  for the Re 10000D =  
cylinder, (b) the streamwise velocity fluctuation with ( ),
min
/ 0.1
rms xu U∞′ =  and 
,
/ 0.025
rms xu U∞′∆ =  for the Re 10000D =  cylinder (Dong et al. 2006). 
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Figure 1.2: (a) Contours of mean streamwise velocity /xu U∞  and streamwise velocity 
fluctuations 
,
/rms xu U∞′  at the plane 2x h=  for the two intersecting flat plates at 90° and (b) 
spanwise distribution of /xu U∞ , , /rms xu U∞′ , and the pressure coefficient pC  taken 2h  and 1.5h  
above the horizontal flat plate, where h  is the height of the flat plate (Donoso et al. 1983). 
 15 
( ) /
∞ ∞
− xU u U , / ∞′rms xu U
 (a) (b) 
 
,
/
rms yu U∞′ ( )2/ 100k U∞ ×
  
 (c) (d) 
 
Figure 1.3: Contours of (a) mean streamwise velocity deficit, (b) streamwise velocity 
fluctuations, (c) vertical velocity fluctuations, and (d) the turbulent kinetic energy for two 
intersecting cylinders forming a cross at Re 8000D =  taken at the plane / 30.5x D =  downstream 
of the cross (Osaka et al. 1983). 
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Figure 1.4: A sketch of the surface flow on the leading cylinder of two cylinders in contact, 
but not intersecting each other.  The four longitudinal vortices shown on the leading cylinder are 
the cause of the secondary flow seen in the wake of the cylinders (Zdravkovich 1983). 
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Figure 1.5: Contours of the enstrophy 2Ω  in the wake of two square cylinders in contact, but 
not intersecting.  The figure on the bottom shows a cutout to reveal the wake in the center region 
of the domain (Djenidi 2008). 
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Figure 1.6: (a) The mean dispersion 2
,p rmsy  of the particles as they traversed the square duct 
of homogeneous isotropic turbulence and (b) the particle velocity decay compared to the 
turbulence decay (Synder & Lumley 1971). 
 19 
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Figure 1.7: (a) The contours of the fluid-phase vorticity over a 2-D plane of the 
computational domain and (b) particle concentration for 1Stλ =  showing that the particles 
cluster in the lower vorticity regions of the homogeneous isotropic turbulence suspended flow.  
(c) The particle concentration for fluid tracer particles ( 0Stλ = ) show that the particles stay 
uniformly distributed (Sundaram & Collins 1997). 
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Figure 1.8: Instantaneous particle distribution with fluid vorticity magnitude contours with a 
fixed 2 70.3Fr =  and varying Stokes number in a cylinder wake flow with Re 100D = .  The 
Stokes numbers for these plots are (a) 35.2 10DSt −= × , (b) 0.13DSt = , (c) 0.33DSt = , (d) 
1.2DSt = , (e) 8.3DSt = , and (f) 18.6DSt =  (Wu 2009). 
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Figure 1.9: Instantaneous distribution of particles for (a) 0.01DSt = , (b) 1DSt = , (c) 
10DSt = , and (d) 100DSt =  in cylinder flow with Re 260D = .  The figures on the left are side 
views taken at the plane 0z = , and the figures on the right are top views taken at the plane 0y =  
(Luo et al. 2009). 
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Figure 1.10: Time history of the (a) vertical dispersion function ( )yD t  and (b) spanwise 
dispersion function ( )zD t  for the different sized particles (Luo et al. 2009). 
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Chapter 2: Methodology 
2.1 Fluid-Phase Solver 
2.1.1 Mass, Momentum, and Energy Equations 
The governing equations for fluid dynamics are based on three laws of conservation: the 
conservation of mass, the conservation of momentum, and the conservation of energy.  The mass 
continuity equation for a fluid passing through a fixed control volume is given in indicial 
notation as 
 
( ) 0i
i
u
t x
ρ ρ∂ ∂+ =
∂ ∂
 2.1 
Using Newton’s Second Law, the momentum equation for the control volume in Cartesian 
coordinates is  
 
( ) ( ) iji i j i
j j j
p
u u u g
t x x x
τρ ρ ρ ∂∂ ∂ ∂+ = − +
∂ ∂ ∂ ∂
 2.2 
On the right-hand-side of the equation, the first term is the gravity force, the second is the 
pressure gradient, and the third is the viscous stress tensor.  The energy equation is based on the 
First Law of Thermodynamics 
 
( ) ( ) ( ) ( )0 0 ii j ij i
i i i i
q
e u e u u p
t x x x x
ρ ρ τ ∂∂ ∂ ∂ ∂+ = − −
∂ ∂ ∂ ∂ ∂
 2.3 
Here 0e  is the total energy and equal to the internal energy and kinetic energy 
 
2
0 / 2e e u= +

 2.4 
On the right-hand-side of the energy equation, the first and second terms are the work applied to 
the fluid and the third term is the heat transfer due to thermal conductivity.  In Equations 2.2 and 
2.3, the viscous stresses are given to be 
 
2
3
ji k
ij ij
j i k
uu u
x x x
τ µ δ µ
  ∂∂ ∂
= + −   ∂ ∂ ∂   
 2.5 
and the heat transfer term in the energy equation is proportional to the temperature gradient and 
fluid conductivity k  
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 i
i
Tq k
x
∂
= −
∂
 2.6 
 In order to close out the system of equations, the perfect gas assumption is used so that the 
equation of state is 
 
p RTρ=  2.7 
where R  is the gas constant.  Additionally, for a calorically perfect gas the specific heats vc  and 
pc  are constant, and the following relationships are valid: 
 
         /           
1 1v p p v v p
R R
e c T h c T c c c c γγ
γ γ
= = = = =
− −
 2.8 
where h  is the enthalpy.  These conservation equations of mass, momentum, and energy can be 
solved for the unknowns of fluid density, all three velocity components, pressure, and 
temperature given suitable initial and boundary conditions (Tannehill et al. 1997). 
 
2.1.2 Hybrid RANS/LES Fluid-Phase Solver 
Before discussing the hybrid RANS/LES scheme, it is helpful to consider the RANS and 
LES basic features.  RANS (Reynolds-Averaged Navier-Stokes) schemes are efficient 
computational fluid dynamics (CFD) schemes that seek to solve for a converged steady-state 
flow field.  Because the end result is a time independent solution, a major advantage of using 
RANS methods is the ability to employ local time-stepping.  This allows the use of larger time 
steps in regions where the grid is coarser instead of being restricted to the time step in finer 
regions of the grid.  As such, the solution will develop and converge to the steady-state solution 
much faster than when using a uniform global time-step based on the minimum value required 
based on stability constraints for the smallest grid sizes. 
The RANS equations are derived from the Navier-Stokes equations by assuming that flow 
variables are made up of a time-averaged mean component and a fluctuating component, for q  
as an arbitrary variable:  
 
q q q′= +  2.9 
By definition, the time-average of the fluctuating term is zero, 0q′ ≡ , although the time-average 
of the product of two fluctuating quantities does not have to be zero, 0q q′ ′ ≠ .  This leads to 
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some relationships that are used to derive the RANS equations (where f  and g  are arbitrary 
variables): 
 0          f g f g f g f g f g′ = = + = +  2.10 
For treatment of compressible flow, mass-weighted averaging is generally used for the velocity 
and thermal variables according to 
 
     
qq q q qρ
ρ
′′= = +   2.11 
where q  is the mass-weighted average and q′′  is the mass-averaged fluctuation.  Fluid variables 
like density and pressure are still treated using Equation 2.9. 
The flow variables in the governing equations are then decomposed into the mean and 
fluctuating terms.  After simplifying the mass continuity equation of Equation 2.1, the RANS 
mass equation becomes 
 
( ) 0i
i
u
t x
ρ ρ∂ ∂+ =
∂ ∂

 2.12 
and the momentum equation of Equation 2.2 becomes 
 
( ) ( ) ( )i i j i ij i j
j j j
p
u u u g u u
t x x x
ρ ρ ρ τ ρ∂ ∂ ∂ ∂ ′′ ′′+ = − + −
∂ ∂ ∂ ∂
  
 2.13 
where the viscous stress tensor becomes 
 
2 2
3 3
j ji k i k
ij ij ij
j i k j i k
u uu u u u
x x x x x x
τ µ δ µ δ
      ′′∂ ∂′′ ′′∂ ∂ ∂ ∂
= + − −  + −       ∂ ∂ ∂ ∂ ∂ ∂        
 
 2.14 
In order to close the system of equations, the last term in Equation 2.13 can be decomposed into 
laminar and turbulent terms, i.e. 
 ( ) 23ji kij ijlam j i k
uu u
x x x
τ µ δ
  ∂∂ ∂
= + −   ∂ ∂ ∂   
 
 2.15a 
 ( ) 23ji kij i j ijturb j i k
uu u
u u
x x x
τ ρ µ δ
  ′′∂′′ ′′∂ ∂
′′ ′′= − +  + −  
 ∂ ∂ ∂   
 2.15b 
In practice, the doubly primed fluctuations terms in the brackets of Equation 2.15b are expected 
to be small, especially compared to the Reynolds stress term i ju uρ ′′ ′′  in the momentum equation 
and are neglected based on order of magnitude arguments so the  
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 ( )ij i jturb u uτ ρ ′′ ′′= −  2.16 
 represents the turbulence in the flow and is found using a turbulence model (Tannehill et al. 
1997). 
These turbulence models can range from simple algebraic expressions to multiple governing 
equations, but they generally rely on some calibration based on experimental measurements.  
The model chosen for this study is the Menter shear stress transport (SST) two-equation 
turbulence model (Menter 1993).  This model uses the Wilcox k-ω model in the inner-portion of 
a boundary layer where it does a better job than the k-ε model, especially in an adverse pressure 
gradient.  The model then gradually changes to the k-ε model for the outer-portion of the 
boundary layer, which performs better in the free shear region. 
The turbulent kinetic energy k  and the specific dissipation rate ω  governing equations for 
the Menter SST model are given below 
 
( )*j k k RANS
j j j
k k k
u P k
t x x x
β ω ν σ ν ∂ ∂ ∂ ∂+ = − + + ∂ ∂ ∂ ∂  
 2.17a 
 
( ) ( )2 2 1 2 12 1ij RANS
j j j j i i
k
u S F
t x x x x x xω ω
ωω ω ω ω
α βω ν σ ν σ
ω
 ∂∂ ∂ ∂ ∂ ∂ ∂
+ = − + + + − ∂ ∂ ∂ ∂ ∂ ∂ ∂  
 2.17b 
In this expression, the kinematic turbulent viscosity is defined as 
 ( )
1
1 2max ,
RANS
a k
a F
ν
ω
=
Ω
 2.18 
The auxiliary relationships are defined as 
 
4
2
1 * 2 2
4500
tanh min max , ,
k
kkF
y y CD y
ω
ω
σν
β ω ω
      
=      
       
 2.19a 
 
2
2 * 2
2 500
tanh max ,kF
y y
ν
β ω ω
   
 =         
 2.19b 
 
*min ,10ik ij
j
uP k
x
τ β ω ∂=   ∂ 
 2.19c 
 
10
2
1
max 2 ,10k
j j
kCD
x x
ω ω
ωρσ
ω
−
 ∂ ∂
=   ∂ ∂ 
 2.19d 
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The closure coefficients for this model are 
 
1 1 1 1
2 2 2 2
*
5 5
                      0.85     0.5
9 9
0.44     0.0828     1          0.856
0.09
k
k
ω
ω
α β σ σ
α β σ σ
β
= = = =
= = = =
=
 
2.20 
The subscripts “1” are the constants for the k-ω model and the subscripts “2” are the constants 
for the k-ε model.  The blending of the two models is done using the relationship 
 ( )1 1 2 11F Fφ φ φ= + −  2.21 
where φ  is a given constant. 
Large-eddy simulations (LES) use a filtered form of the Navier-Stokes to “partially resolve” 
the different scales of turbulence.  In a sense, the flow variables undergo a spatial-averaging 
instead of time-averaging like in the RANS methods.  The filtering removes the smallest spatial 
scales after a certain cut-off scale, using a sub-grid model to represent these small scales instead 
of resolving them.  The filtered variable for the general case can be defined as a transfer from the 
unfiltered space jx  to the filtered space jx  
 ( ) ( ) ( ),j j j j j jq x G x x q x dx= ∫    2.22 
where ( ),j j jG x x  is the filter function.  The most common filter is the volume-averaged “box” 
filter given by  
 ( ) 1/      if / 2,
0          if / 2
j j
j j j
j j
x x
G x x
x x
 ∆ − ≤ ∆
= 
− ≤ ∆



 2.23 
The filter width ∆  serves as the cutoff scale and can be defined as the cube root of the cell 
volume, i.e. 
 [ ]1/3x y z∆ = ∆ × ∆ × ∆  2.24 
The use of a box filter conveniently gives 0q′ =  so that the spatial-averaging has properties 
similar to the time-averaging done for RANS.  This results in relationship for velocities 
 
i j i j i ju u u u u u′ ′= +  2.25 
and gives similar formulations for the continuity and momentum equations.  The i ju u′ ′  can be 
interpreted as the unresolved Reynolds stress term and is calculated using a sub-grid model. 
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The hybrid RANS/LES scheme combines the two methods by taking a RANS-like approach 
in high mean shear regions where flow is relatively steady, such as the attached boundary layer, 
and the grid has high-aspect ratios to capture the sharp gradients in the flow, which is not ideal 
for LES.  In free shear regions where the flow can be unsteady and the grid is typically more 
isotropic, a LES-like approach is used.  This method takes advantage of the computational 
efficiency of RANS in the wall-bounded region, where RANS is found to predict accurate results 
and a very fine grid would be needed for LES to resolve the turbulent scales in the boundary 
layer.   
In the present study, the Nichols-Nelson (N-N) hybrid RANS/LES approach with the Menter 
SST k-ω turbulence model was chosen (Nichols & Nelson 2003).  This approach was chosen as 
compared to the more common Detached-eddy simulation (DES) (Spalart et al. 1997) approach 
because the N-N approach provides sub-grid kinetic energy and dissipation, which allows 
prediction of a sub-grid turbulent time-scale and because it was found to give predictions of 
cylinder wake turbulence (Rybalko et al. 2008).  The turbulence produced from the hybrid 
scheme is composed of the resolved turbulence and the sub-grid turbulence, i.e. 
 
res hybk k k= +  2.26 
The hybk  is the modeled turbulent kinetic energy while resk  is the resolved turbulent kinetic 
energy defined as half the sum of the mean velocity fluctuation components squared, i.e. 
 ( ) ( ) ( ){ }2 2 2, , ,12res rms x rms y rms zres res resk u u u′ ′ ′= + +  2.27 
In RANS regions, all of the turbulent kinetic energy is modeled using the Menter SST equations 
so that 0
resk =  and hyb RANSk k= .  The turbulent length scale is given by 
 ( )3/2max 6.0 / , /RANS RANS RANS RANS RANSkν εΛ = Ω  2.28 
In this expression, RANSν  is the eddy viscosity, RANSε  is the turbulent dissipation, and RANSΩ  is the 
local mean flow vorticity.  In the LES regions, the sub-grid kinetic energy is calculated using the 
SST turbulence model and is defined as 
 hyb RANSk k ξ=  2.29 
The ξ  is a clipping function defined as 
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 ( ) ( )
( ) ( )
4/3 4/3
4/3 4/3
21 1 tanh
2 2
RANS
RANS
pi piξ   Λ − ∆ = −   
Λ − ∆    
 2.30 
where ∆  is the grid length scale which is defined in Equation 2.24.  The eddy viscosity for the 
hybrid scheme is calculated using 
 ( )1hyb RANSν ν ξ ξ ν ∆= + −  2.31 
where ν ∆  is the sub-grid eddy viscosity and is defined as 
 ( )min 0.0854 ,RANS RANSkν ν∆ = ∆  2.32 
Equation 2.31 ensures that the transition between the RANS turbulence model and the sub-grid 
LES turbulence model is smooth. 
 
2.2 Numerical Discretization Methodology 
The flow field is calculated using the fluid-phase solver of WIND-US 2.0.  This code is a 
three-dimensional, node-centered finite-volume solver and allows for many options in the way of 
discretizing the governing equations (Bush et al. 1998).  For spatial discretization, a fifth-order 
upwind-biased Roe scheme is used for the current study.  This explicit operator was chosen 
because of its ability to capture sharp gradients in the flow field due to the turbulent structures.  
A second-order implicit time integration scheme is employed to ensure temporal resolution.  This 
approach uses an approximate factorization scheme and an alternating direction implicit (ADI) 
algorithm for the matrix inversion (Nelson & Nichols 2004, Nelson 2010).  For passing 
information between zones, a first-order coupling consistent with Roe’s flux-difference splitting 
scheme.  WIND is currently limited to this low-order algorithm when the fifth-order upwind-
biased Roe explicit operator is used. 
 
2.3 Grid Generation 
Structured grids with general curvilinear coordinate systems were used to create the flow 
domains around the geometry.  This type of grid was then mapped to a Cartesian coordinate 
system where the numerical calculations could be performed.  Each zone in WIND has its own 
structured grid and coordinate system which communicates to other zones through the coupling 
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of zonal boundaries.  Different grids are used for different types of flow.  For example, a C- or 
O-grid is typically used to wrap around a bluff-body shape.  For flow through a duct, a block-like 
grid may be used. 
In order to properly resolve a turbulent boundary layer, one should ideally resolve the mean 
velocity gradients at the wall and thus the associated shear stress.  The shear stress is related to 
the mean shear rate and kinematic viscosity which can be used to define the friction velocity, 
length scale, and time scale can be defined as 
 
f f
fr f fr fr 2
fr frwall
u
u ,    ,    
y u u
  ν ν∂
≡ ν λ ≡ τ ≡ ∂ 
 2.33 
The velocity, length, and time scales can be non-dimensionalized using these friction scales  
 
2
fr fr
fr fr f fr f
yu tuu y t
u ,    y = ,    t
u
+ + +
≡ ≡ ≡ =
λ ν τ ν
 2.34 
A general rule of thumb for meshes is to set the initial grid spacing as approximately equal to the 
wall-bounded micro-scale 1+ ≈y , which is characterized by the mean wall shear stress.  Using a 
maximum expansion of the grid cell from the wall of 15% ensures at least three grid cell within 
the boundary sub-layer, which extends to a y+  of 5.  For a laminar boundary layer, the spacing 
does not need to be as fine and instead typically only 20 to 30 grid points (with a growth rate of 
15%) are needed across the entire boundary layer.   
To predict the flow field of complicated geometries, it is often convenient to apply a multi-
grid approach.  The chimera approach allows the use of two different, nonconforming structured 
grids: the master grid and the insert grid.  Figure 2.1 shows an example of an overlapping 
chimera grid for a cylinder in a domain.  A hole is created in the master grid where the insert grid 
is located, but it is also important for the two grids to have an overlapping region where they are 
coupled.  This allows for second-order or higher calculations to be applied on a consistent grid.  
For the insert grid in the figure, flow quantities at the outer boundary are interpolated from the 
nearest grid points of the master grid, which are then used to solve for the insert grid flow field.  
The master grid then obtains fluid values at the grid points making up the boundary of the hole 
through interpolation, which are then used to solve for the master grid flow field. 
The primary advantage of the chimera grid approach is its ability to solve complicated 
geometries using simple structured grids.  A common application is the simulation of a multi-
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element airfoil, such as an airfoil with a flap, where it may be difficult to create a single 
structured grid without having irregular cells that may lead to numerical errors or instabilities.  
Using the chimera approach would allow the use of C-grids for both the airfoil and the flap, 
which is the typical approach for these applications.  In this study, the chimera grid method was 
used for the cylinder-cross and also for inserting jets into the spray bar flow.  Gridding for the 
latter conditions without this approach would be very difficult and time-consuming (and thus 
impractical).  However, the disadvantage of the chimera method is that numerical error can arise 
from the interpolation used in coupling the master and insert grids.  Furthermore, the coupling 
reduces the parallelization speed of the computations.  Thus, it is best to have the coupling occur 
far enough away from significant flow features and only in regions needed. 
 
2.4 Dispersed-Phase Solver 
Particles are modeled using the Lagrangian point-force method.  Each particle is considered 
to be a sphere with constant density equivalent to water ( 31000 /p kg mρ = ).  Forces acting on 
the particles are assumed to be applied at the particle center of mass, and particle positions and 
velocities are calculated only at the center of mass.  The many different forces acting on a 
particle can be grouped into body forces, surface forces, and collision forces and can be summed 
up to form the particle equation of motion 
 p body surface collision
dv
m F F F
dt
= + +

  
 2.35 
Body forces are proportional to the particle mass with the primary force being the 
gravitational force.  Other body forces such as the electromagnetic force are neglected for the 
typical water droplet considered in this study.  The gravitational force is especially important in 
larger particles.  However, in order to solely investigate the effects of the cylinder wake on the 
droplet dispersion, the gravity force was ignored.   
There are many different types of surface forces, which are proportional to the surface area, 
acting on a particle including the drag force, lift force, virtual-mass force, history force, fluid-
stress force, Brownian motion force, and the thermophoresis force.  Since Brownian motion and 
thermophoresis forces occur at the molecular level, they are negligible for the water droplets 
considered, which have diameters on the order of several microns.  The virtual-mass, history, 
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fluid-stress forces are also negligible for the current flow fields because they are weak for heavy 
particles in a gas where / 1p fρ ρ   (though can be quite significant for bubbles in a liquid).  
Lift is generated by the rotation of the spherical particle and fluid shear, but is significantly 
smaller than the drag at the particle Reynolds considered herein based on the analysis of Loth 
(2008).  Thus, the only surface force that is considered herein is the drag force. 
Collision forces are short term impulse forces that occur when particles come in contact with 
other particles or walls.  Particle-particle collisions are significant for heavy particles with large 
inertias or when there are high concentrations of particles.  However, in the IRT, typical droplets 
concentration are on the order of 1 g/m3 (corresponding to a volume fraction of 10-6 between the 
droplets and the surrounding gas) so that collisions are rare, and thus are not modeled.  Particle 
collisions with walls were not found to occur in this study so no model for their interaction was 
required. 
With only the drag force DF

 acting on the particle, the equation of motion becomes  
 
( )3
4
fD
D
p p
v uFdv
v u C
dt m d
ρ
ρ
−
= = −
  
 
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where v  is the particle’s velocity vector, u  is the local fluid velocity vector, and DC  is the 
particle drag coefficient, which is found using the Putnam fit (Equation 1.6).  As in Rybalko et 
al. (2008) and Jacobs et al. (2004), two-way coupling, where the particle wake is considered to 
affect the local fluid-phase in addition to the fluid-phase affecting the particle, was neglected 
herein to focus on the effects of particle inertia.  This is reasonable based on the low mass 
loading (10-3) so that only one-way coupling effects are needed. 
To take into account the contributions of the sub-grid turbulent kinetic energy, a continuous 
random walk (CRW) diffusion model was implemented into the multi-phase solver for the hybrid 
RANS/LES scheme (Rybalko et al. 2008).  The CRW model uses a random number generator to 
simulate the sub-grid instantaneous fluid velocity fluctuation hybu′

 affecting the particle motion.  
A discrete Markov chain is used to correlate hybu′

 with the fluctuation at the previous time step 
and assumes isotropic turbulence, i.e. the rms of the velocity fluctuations is ( )1/22 / 3hybk .  The 
resulting equation for the discrete Markov chain is 
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where Ψ  is the de-correlation variable and β  is the random number vector based on a Gaussian 
distribution.  The particle eddy-interaction time scale intτ  can be approximated as the minimum 
of the eddy traversal time trτ  and the fluid integral time scale τ Λ  given as 
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The constant cµ  is from the RANS turbulence model and has a value of 0.09, and the constants 
cΛ  and tc  are calibration constants based on prior experimental data with values of 0.78 and 
0.124.  The hybuδ ′

 term is the velocity correction for non-homogeneous anisotropic turbulence 
(NAST) when particles move through region with gradients in hybk  and is defined as 
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Predictions of mean dispersion using such a methodology performed by Rybalko et al. (2008) 
were able to reasonably replicate the experimental results of Snyder & Lumley as shown in 
Figure 2.2.  This RANS simulation is essentially sets 0
resk =  and hyb RANSk k=  in Equation 2.26 
and is a good indication on the performance of the CRW model.  Thus, the CRW model 
reasonably predicts the diffusion of particles in duct flow with homogeneous isotropic turbulence 
with a RANS flow.  In a non-homogenous flow of particles in the wake of a cylinder, the 
diffusion is less linear, and the importance of the CRW model (the difference between the solid 
and the dashed line in Figure 2.3) is less critical because the large eddies are responsible for the 
majority of the particle dispersion .  However, the sub-grid model does increase the accuracy of 
the predictions when compared to full-resolved compared to DNS results (Rybalko et al. 2008). 
 34 
The droplet trajectories are computed in the multi-phase solver of WIND-US 2.0.  Droplets 
are injected into the computational domain, and their trajectories are marched forward in time 
along with the fluid-phase solver.  The general algorithm for the dispersed-phase particle is: 
(1) Interpolate for the fluid-phase properties at the particle position. 
(2) Calculate the particle Re p  and DC  using the particle’s relative velocity. 
(3) Interpolate the resolved fluid-phase velocity at the particle position. 
(4) Calculate the CRW sub-grid velocity perturbation using Equation 2.37. 
(5) Sum up the resolved and sub-grid velocity contributions to update the 
particle velocity according to Equation 2.36. 
(6) Compute the new particle position using the particle velocity. 
(7) Update the domain cell associated with the particle. 
Since the flow is turbulent (and the sub-grid effects are stochastic), droplets are continuously 
injected into the domain over a long enough period of time in order to obtain statistically 
averaged results.  Data is obtained from the dispersed-phase solver from particle positions and 
velocities at various flux planes. 
Periodic boundary conditions were implemented on the side walls of computational domain 
for both the fluid-phase and the dispersed-phase.  Particles that crossed the periodic boundaries 
on the sides were adjusted in post-processing provide an idea of the spanwise dispersion in an 
infinite-sized domain.  For example, if a droplet crossed the boundary located at / 1z D = + , the 
periodic boundary would move particle to the opposite boundary / 1z D = −  and the reverse if a 
particle crossed the  boundary / 1z D = − .  In this way, all the droplets stayed in the 
computational domain.  However, with respect to spanwise dispersion, such particle were 
“marked” so that their effective vertical position could be located outside of the domain given by 
1 / 1− > > +z D .  It should be noted that the period boundary conditions and sub-grid CRW 
model were developed for this project and are not yet available in the publicly available WIND 
code.  Additionally, post-processing programs were created to perform statistical analysis on data 
extracted from the WIND code including time-averaged fluid-phase data, particle Stokes number 
statistics, and particle concentrations. 
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2.5 Overview of Cylinder Simulation Cases 
The purpose of the cylinder flow simulations was to validate turbulence predictions for the 
fluid-phase for the wake and to investigate droplet dispersion by the wake.  A cylinder flow 
condition of Re 800D =  was employed to allow predictions of turbulence quantities to be 
compared to the RANS/LES and DNS cases of Rybalko et al. (2008).  Two additional 
simulations were conducted at a Reynolds number of 8000.  One simulation compared the 
turbulence values with the experiment of Osaka et al. (1983b) by taking profiles away from the 
intersection of the cylinder-cross where the wake is the single cylinder wake indicated in Figure 
2.4.  The other simulation investigated droplet dispersion for with Stokes numbers of 0, 0.01, 0.1, 
1, and 10.  .  Additionally, the cylinder-cross was also simulated at Re 8000D =  in order to 
compare with the experiment by Osaka et al. (1983b) at this same condition.  These validations 
are conducted to assess the performance and accuracy of the hybrid RANS/LES scheme for non-
homogenous wake flows before extending to the complicated wake from the intersecting bodies 
and jet flows of the IRT, where experimental data or DNS results are not available.   
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2.6 Figures 
 
 
Figure 2.1: A chimera grid for a single cylinder domain.  The insert grid (black) takes values 
interpolated at the outer edge to solve for the insert grid flow field, and the master grid (red) 
takes values interpolated at the edge of the hold to solve for the master grid flow field. 
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Figure 2.2: The mean vertical dispersion 2
,p rmsy  for particles injected into the Snyder & 
Lumley homogeneous isotropic turbulence duct flow using RANS compared to the experimental 
results (Rybalko et al. 2008). 
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Figure 2.3: The normalized mean vertical dispersion 2 2
,
/p rmsy D  for particles injected into the 
wake of a cylinder for the hybrid RANS/LES scheme with and without the CRW model and for 
DNS Rybalko et al. (2008). 
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Figure 2.4: Contours of (a) mean streamwise velocity and (b) streamwise velocity 
fluctuations where the red lines at / 10y D = ±  and / 10z D = ±  show where data was extracted 
from to obtain profiles to compare to the single cylinder at Re 8000D =  simulation.  Data was 
also extracted from the vertical velocity fluctuations, and the turbulent kinetic energy contours 
shown in Figure 1.3 (Osaka et al. 1983a, b). 
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Chapter 3: Results 
3.1 Cylinder at Re = 800 
3.1.1 Computational Grid and Simulation Conditions 
A structured 3-D grid consisting of three zones was constructed around the circular cylinder 
with a diameter of 6.1 cm (1D ) as shown in Figure 3.1.  The first zone was an O-grid around the 
cylinder with 150 grid points in the angular direction, 37 grid points in the radial direction, and 
42 grid points in the spanwise direction.  The second zone was a block grid in the wake region 
with dimensions of 74 37 42× × , and the third zone was a larger C-grid around zone 1 with 
dimensions of 59 74 42× × .  The grid had an overall diameter of 182.9 cm ( 30D ) and a span of 
12.2 cm ( 2D ).  For this computational grid, the first grid spacing was set to a value of 0.005 cm 
for the laminar boundary layer. 
Periodic boundary conditions were used for the boundaries in the spanwise direction, and the 
freestream conditions were set at a Mach number of 0.1, corresponding to a velocity of 34 m/s, 
and a temperature of 288.15 K.  The freestream pressure was set to 574 Pa to obtain the correct 
Reynolds number.  The outer surface of zone 3 was set as the freestream boundary condition 
while the outer surface of zone 2 was set as the pressure outflow boundary condition.  The 
simulation was run using a timestep of 69 10−×  seconds, which was found to provide a 
numerically accurate and stable solution until the wake was fully-developed.  Afterwards, time-
averaging was conducted to over a span of 30,000 iterations using the fully-developed flow 
solution as a starting point in order to obtain a mean flow solution.  This corresponds to roughly 
10 sweeps of the computational domain from the cylinder to the outflow boundary condition, 
which was located 15D  downstream. 
 
3.1.2 Turbulence Results 
Instantaneous snapshots of the normalized streamwise velocity and normalized vorticity 
magnitude of the cylinder wake is shown in Figure 3.2.  The normalized velocity and vorticity 
magnitude variables were calculated using the freestream velocity and cylinder diameter 
 
* /x xu u U∞=  3.1 
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* /D U
∞
Ω = Ω  3.2 
The vortex street in the cylinder wake is evident in Figure 3.2b, where an increased vorticity 
magnitude indicates one of the vortex cores.  These vortices shed at a regular frequency from the 
separated boundary layer. 
Contours of time-averaged flow properties shown in Figure 3.3 include the mean streamwise 
velocity, the streamwise rms velocity fluctuations, and the turbulent kinetic energy.  The mean 
velocity and rms fluctuations are normalized by U
∞
, and the turbulent kinetic energy is 
normalized by 2U
∞
.  The mean streamwise velocity contour shows a recirculation zone 
immediately behind the cylinder, i.e. the dark blue region in Figure 3.3a.  The streamwise rms 
velocity fluctuations are the sum of the resolved fluctuations and the contributions of the sub-
grid kinetic energy, which is assumed to be isotropic turbulence.  Their magnitude is defined as 
 ( )2, , 2 / 3rms x rms x sg
res
u u k′ ′= +  3.3 
The greatest values of 
,rms xu′  occur in the separated shear regions behind the cylinder, as shown 
in Figure 3.3b.  The total kinetic energy in Figure 3.3c is the sum of the resolved kinetic energy 
and sub-grid kinetic energy (Equation 2.26) show that when the other components of velocity 
fluctuations are accounted for, the highest turbulence regions are directly behind the cylinder 
where the shear layers turn into the vortex cores.  As the vortices travel downstream, they 
become weaker, and the turbulent kinetic energy decreases. 
 Rybalko et al. (2008) also used this hybrid RANS/LES scheme, along with a similar 
computational grid, to predict the wake of a cylinder at a Reynolds number of 800.  All flow 
solver settings and boundary conditions were the same as the current study.  In order to validate 
the hybrid scheme, the turbulent kinetic energy levels in the wake were compared to DNS.  The 
hybrid RANS/LES and DNS solvers predicted similar k  values as shown in plot along the 
cylinder centerline for zone 2 in Figure 3.4, providing confidence that the hybrid scheme gives a 
valid cylinder wake flow field result.  All the results yield a non-physical dip in k  at / 1.5x D = .  
The somewhat improvement results in less of an error for the present RANS/LES predictions 
which may be attributed to better zone coupling performance for the more recent version of the 
WIND-US .  However, the turbulent kinetic energy decays at the approximately same rate for 
both the hybrid and DNS results. 
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3.2 Cylinder at Re = 8000 for Flow Solver Validation 
3.2.1 Computational Grid and Simulation Conditions 
Two different computational grids were used to simulate cylinders at a Reynolds number of 
8000.  The purpose of this simulation was to compare hybrid RANS/LES predictions with the 
experimental results of Osaka et al. (1983a, b).  For this comparison, a larger domain was needed 
since the measurements were obtained far downstream.  The computational grid was again made 
up of the three zones as illustrated in Figure 3.5.  The O-grid around the cylinder had 151 grid 
points in the angular direction, 100 grid points in the radial direction, and 42 grid points in the 
spanwise direction.  The initial grid spacing off of the cylinder surface was 0.0025 cm.  Zone 2 
was the block grid for the wake region, which had dimensions of 132 45 42× × , and zone 3 was 
the grid is the larger C-grid with dimensions of 53 132 42× × .   
The freestream conditions set on the outer surface of zone 3 were 0.1M
∞
=   and 
288.15 KT
∞
= .  The freestream pressure was adjusted to 7000 Pa to obtain a Reynolds number 
of 8000 for the 5 cm diameter cylinder.  The grid had a diameter of 350 cm ( 70D ), and the 
spanwise dimension was 10 cm ( 2D ).  For this simulation, the timestep was set to 63 10−×  
seconds, which was found to be the largest timestep where numerical stability was maintained. 
 
3.2.2 Turbulence Comparison with Experimental Data 
The cylinder flow at a Reynolds number of 8000 is shown in the instantaneous snapshots in 
Figure 3.6.  The iso-surfaces plot of streamwise velocity normalized by the freestream velocity is 
shown in Figure 3.6a, and the contour plot of the normalized vorticity is shown in Figure 3.6b.  
Comparing the vorticity in the wake with the Re 800D =  cylinder’s vorticity in Figure 3.2b show 
that at the higher Reynolds number, the turbulent structures are more irregular and have a 
broader range of length scales.  In addition, the Re 8000D =  cylinder spanwise vortex structures 
along the outer edges are more defined, i.e. are of similar vorticity magnitude as the circular 
vortices in the center of the wake.  Furthermore, the turbulent structures become weaker as they 
move downstream of the cylinder, which was not as noticeable in the Re 800D =  cylinder 
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simulation because of the domain size.  The decay of vorticity is similar to what was 
experimentally seen by Zhou et al. (2003). 
The time-averaged mean streamwise velocity, the streamwise velocity fluctuations, and the 
turbulent kinetic energy normalized by freestream conditions are shown in Figure 3.7.  The flow 
features are similar to those observed in the Re 800D =  flow.  For example, the peak streamwise 
rms velocity fluctuations occur at roughly the same location behind the cylinder for both 
Reynolds number conditions.  This is not surprising since both flow conditions on the lower end 
of the subcritical regime, which has a Reynolds number range of 5300 Re 4 10D< < × .  In the rms 
velocity fluctuation and turbulent kinetic energy plots, some numerical error were observed 
along the zone edges, which are attributed to the zone coupling method in WIND.  As a result, 
the time-averaged velocity fluctuations experience a spike at the zone edge (recall Figure 3.4). 
The closest experimental values were obtained by Osaka et al. (1983a, b) at / 30.5x D = .  
These measurements, which were compared to the present RANS/LES simulation in terms of the 
normalized mean velocity deficit, defined as ( ) /xU u U∞ ∞− , and the normalized turbulent kinetic 
energy 2/k U
∞
 as shown in Figure 3.8.  The /y D  in these figures corresponds to the 
experimental data taken at slices away from the cross intersection where the flow tends more 
towards a two-dimensional cylinder flow in the mean (Figure 2.4).  The simulations generally 
correspond well with the measurements, however a slighter weaker wake is predicted at the 
centerline for the mean velocity and a higher k  is predicted away from the centerline suggesting 
that the sub-grid portions may be too strong (this is consistent with the farther downstream 
location for which the resolved turbulence has become weaker and not as well captured).  In 
general, such predictive quality is assumed reasonable for IRT test section turbulence but 
suggests that simulation fidelity degrades as the flow moves downstream and may not be 
reasonable at distances beyond / 30.5x D = . 
 
3.3 Cylinder at Re = 8000 for Droplet Simulation 
3.3.1 Computational Grid and Simulation Conditions 
The second grid used for simulations of the cylinder at Re 8000D =  was much smaller in 
domain size.  The cylinder diameter was 6.1 cm and the domain diameter was 243.8 cm ( 40D ), 
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and the spanwise length was 12.2 cm ( 2D ).  The grid is pictured in Figure 3.9 with the O-grid 
zone (zone 1) having dimensions of 161 55 43× × , the wake region zone (zone 2) having 
dimensions of 189 74 43× × , and the outer C-grid (zone 3) having dimensions of 45 93 43× × .  
The initial spacing from the cylinder surface for this case was 0.01 cm, equivalent to a spacing of 
1y+ =  for the given Reynolds number and cylinder diameter. 
Periodic boundary conditions were used for the boundaries in the spanwise direction, and the 
inflow conditions were set at a Mach number of 0.1, corresponding to a velocity of 34 m/s, and a 
temperature of 288.15 K.  The pressure was adjusted to 5744 Pa to obtain the desired Reynolds 
number.  The fluid-phase solver was run using a timestep of 66 10−×  seconds, which was found 
to provide a numerically accurate and stable solution, until the wake was fully-developed. 
For the dispersed-phase portion of the study, the droplet sizes released into the wake were 
determined by assuming 1f =  (Equation 1.7), which corresponds to Stokes flow over the 
particle.  To keep the notation simple, the particle Stokes number obtained using the assumption 
1f =  will be denoted as St  and will be the parameter used when discussing the different cases 
in the figures and text.  The Stokes numbers ranged from 0.01 to 10, representing droplet 
diameters from 2.4 µm to 74.8 µm, in efforts to observe the wide range of droplet behavior.  
Particles with 0St =  were also released, representing fluid tracers.  A total of 250,000 droplets 
were released continuously at a rate of five particles per iteration for each case, corresponding to 
roughly 38 vortex shedding periods.  The particle injection location was set at / 3x D =  relative 
to the origin defined as the cylinder center ( / 0y D =  and / 0z D = ).  This location was chosen 
to ensure the instantaneous streamwise velocity was always positive so that none of the droplets 
would enter the recirculation zone behind the cylinder.  The injection velocity was set to 23 m/s, 
which was found to be the mean streamwise velocity at / 3x D = . 
 
3.3.2 Fluid-Phase Results 
The instantaneous vorticity magnitude and streamwise velocity iso-surfaces in Figures 3.10a 
and 3.10b illustrate the vortex street in the wake of the cylinder at Re 8000D = .  The vortices 
shed off the cylinder at a regular frequency, and the mean Strouhal number was calculated from 
the lift force time history using the equation 
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where T  is the vortex shedding period.  The Strouhal number was found to be 0.22 from 
calculating the period from time history data of the lift coefficient, which is close to the expected 
value of 0.21Sr =  for a subcritical cylinder (Schlichting & Gersten 2000). 
The fluid-phase solution was run until a fully-developed wake was established.  Then time-
averaging was performed over a period of 60,000 iterations, which corresponds to about 10 
sweeps of the flow from the cylinder to the end of the domain.  This was found to give a 
sufficiently converged mean velocity field and the resolved velocity fluctuations.  The three 
components of the rms velocity fluctuations were plotted along the wake centerline in Figure 
3.11 in order to compare their contributions to the turbulent kinetic energy.  From the figure, it 
can be seen that the 
,rms yu′  component is much greater than the other two components, especially 
in the near wake region.  The 
,rms xu′  and ,rms zu′  components are roughly equivalent in the near 
wake, but further downstream of the cylinder, x-component of the rms fluctuations is twice as 
high as the z-component.  The 
,rms xu′  and ,rms yu′  quantities are expected to be major contributors 
to the wake turbulent kinetic energy because the vortex cores in the wake rotate in these 
directions.    
Figure 3.12 shows the averaged hybk , resk , and k  obtained along the centerline downstream of 
the cylinder.  The location / 0.5x D =  corresponds to the trailing edge of the cylinder where 
0
resk = .  Near the wall, hybk  has a significant contribution to the total kinetic energy as the 
hybrid scheme transitions from RANS to LES.  Significant turbulence is produced in the near 
wake where the recirculation zone is located and peaks at around / 1.5x D = .  The turbulent 
kinetic energy results mimic the results obtained for the Re 800D =  cylinder in Figure 3.4, which 
is expected since both cylinders are in the subcritical regime.  The peak kinetic energy occurs 
closer to the cylinder for the Re 8000D =  case.  This is consistent with the trend that the large-
scale Karman vortices are formed closer to the cylinder as the Reynolds number increases, which 
Dong et al. (2006) found when comparing DNS results for cylinders at Re 4000D =  and 
Re 10000D = .   
 44 
The mean streamwise velocity xu  and streamwise velocity fluctuation ,rms xu′  contours in 
Figures 3.13a and 3.13b were used to determine the particle injection location.  The largest 
fluctuations in streamwise velocity occur just after the boundary layer separates from the 
cylinder (and not along the centerline).  The peak normalized velocity fluctuation 
,
/rms xu U∞′  
behind the cylinder is roughly 0.45 located about 0.75D  downstream of the cylinder trailing 
edge.  In comparison, the LES simulation of a cylinder at Re 8000D =  by Jordan (2002) had a 
peak 
,
/rms xu U∞′  of 0.46 roughly 1D  behind the cylinder in a contour plot similar to Figure 3.13b.  
Dong et al. (2006) had similar contour plots for cylinders at Re 4000D =  and Re 10000D =  
(Figure 1.1).  These DNS results had peak 
,
/rms xu U∞′  values of 0.45 and 0.50, respectively.  The 
peak for the Re 4000D =  was located 1.1D  behind the cylinder while the peak for the 
Re 10000D =  was located 0.6D  behind the cylinder.  This suggests that the location of the peak 
velocity fluctuations is comparable to other numerical cylinders with similar Reynolds numbers, 
but the peak streamwise velocity fluctuation is less than the other simulations.  Using xu  and 
,rms xu′ , the location / 3x D =  along the centerline, where 23 m/sxu = , was chosen to inject the 
particles in order to guarantee that the instantaneous velocity (based on the mean and rms) was 
always positive so that the particles do not go upstream and become entrained in the recirculation 
zone.   
The 
,rms xu′  peak was located after the shear layer separates from the cylinder wall.  In Figure 
3.13c, the peak value of 
,rms yu′  was located along the centerline after the separated shear layer 
forms into the vortex cores that propagates downstream.  This also explains why the 
,rms yu′  is 
much higher than 
,rms xu′  in the near wake region in Figure 3.11 since it is plotted along the 
centerline.  Because of the coordinate system, the peaks of 
,rms xu′  for a given vortex in the wake 
occurs at the top and bottom of the vortex while the peaks of 
,rms yu′  occur on the sides, which 
happens to be along the wake centerline.  The contour of 
,rms zu′  in Figure 3.13d shows that the 
magnitude of turbulence in the spanwise direction is less than the turbulence in the other 
directions.  The contour for the turbulent kinetic energy in Figure 3.13e combines the 
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contributions of all the rms velocity fluctuation components.  The 
,rms yu′  quantities make up most 
of the turbulence along the centerline while 
,rms xu′  contributes a significant amount of the 
turbulent kinetic energy along the edges of the wake. 
 
3.3.3 Droplet Dispersion Results 
The start of droplet injection for all simulations began at the same time for the unsteady 
fluid-phase solution, thereby ensuring that droplets would “see” the same turbulent flow field.  
The injection velocity for all of the droplets was set to be the local flow mean streamwise 
velocity, i.e. 
,
23 m/sx injv = .  As such, the droplet does not initially correspond to the 
instantaneous fluid velocity.   
The multi-phase solver was run until all the droplets had left the domain.  As previously 
mentioned, the particle diameter for each case was set using a nominal Stokes number (defined 
herein as St ) assuming a unity Stokes drag correction factor, i.e. 1f = .  However, this 
assumption is only valid for very low Re p , so the actual DSt  was calculated by using a path-
averaged Stokes correction factor ˆf , which was obtained by averaging f  (Equation 1.7) for all 
droplets as they traversed the domain.  The Stokes number based on non-linear drag ( DSt ) is less 
than the nominal values, especially for the larger particles where the Re 1p   assumption is less 
reasonable.   
In addition to the domain Stokes number, the domain time scale Dτ  could be replaced with 
an eddy time scale equivalent to the vortex shedding period, i.e. V Tτ = , to get obtain a eddy 
Stokes number VSt  that is more closely related to the flow interaction physics.  It turns out that 
VSt  is proportional to DSt  by a factor of the Strouhal number (Equation 3.4). 
 
0.22pV D D
V
St SrSt St
τ
τ
= = =  3.5 
The resulting VSt  (listed in Table 3.1) suggests the entire range of droplets studied are all 
affected by the vortices from the cylinder, which is in fact the case. 
In addition to the domain Stokes number, the Kolmogorov Stokes number Stλ  was also 
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calculated.  This value is a measure of the droplet sensitivity to the smallest turbulent structures 
where velocity gradients are dissipated into heat.  The majority of the cases have 1Stλ   such 
that the droplets are not sensitive to the Kolmogorov-scale turbulence, but the smallest 
( 2.47 md µ= ) particles have ~ 1Stλ  so the smallest structures can have an effect.  Table 3.1 
summarizes the time scales and Stokes numbers for each case. 
The droplet trajectories differ greatly depending on their size and inertia, which are 
characterized by their Stokes numbers.  Illustrated in Figure 3.14 are instantaneous snapshots of 
the particles with contours of the normalized vorticity.  The tracer particles in Figure 3.14a have 
the same inertia as the fluid, thus will follow the fluid including any entrainment into the vortices 
and response to the stochastic sub-grid diffusion.  The droplets with 0.01St =  are also similarly 
entrained into the resolved vortices in the wake but have less dispersion associated with sub-grid 
kinetic energy.  As such, the small-scale random diffusion is reduced as compared to 0St = , 
which is consistent with the finite Stλ  for this case (Table 3.1) . Droplets with 0.1St =  (Figure 
3.14c) rarely enter the vortices at all and, in fact, prefer the outer edges of the turbulent 
structures.  This preferential concentration (Sundaram & Collins 1997) occurs because the 
droplets have high enough inertia to be centrifuged by the vortices, and thus disperse the droplets 
into the regions of lower vorticity on the outer edges of the wake.  The phenomenon is even more 
exaggerated in Figure 3.14d for the droplets with 1St = .  By comparing Figures 3.14c and 3.14d, 
the 1St =  particles tend to lie along a single continuous stream, while the 0.1St =  droplets are 
more distributed locally due to mixing by the smaller scales of turbulence.  This is consistent 
with the Kolmogorov Stokes number where 7.63Stλ =  for the 0.1St =  droplets and =61.2Stλ  
for the 1St =  droplets.  In Figure 3.14e, the  =10St  droplets are only affected by the largest and 
strongest vortices and the heavy droplets cut through all of the smaller turbulent structures.  The 
preferential concentration, which yields large droplet displacements in the vertical direction, 
peaks at 1DSt =  and is correlated with the large-scale eddies.  Small-scale correlation with 
vorticity tends to peak 1Stλ =  and enhances local droplet dispersion, illustrated by the break-up 
of the single continuous stream of injected droplets. 
Similar particle behavior was found in other studies of particles in cylinder wake flow.  Luo’s 
instantaneous snapshots (Figure 1.9) of particle dispersion show clustering of particles with 
intermediate Stokes numbers ( 0.1St =  and 1St = ) on the outer edges of the vortices with no 
 47 
particles entering the vortex structures while  particles with small Stokes ( 0.01St = ) numbers 
become entrained in the vortices, which is consistent with the droplet dispersion seen in Figure 
3.14.  However, since Luo’s particles were released upstream of the cylinder instead of the 
directly in the wake, their heavy particles experience preferential concentration in the outer edges 
of the wake due to collisions with other particles and with the cylinder (Luo et al. 2009).  When 
particles are injected into the wake as in Figure 3.14e, the particles stay near the centerline, 
resulting in very different trajectories than if the heavy particles were released upstream of the 
cylinder.  Wu et al. (2008) also found that small Stokes number particles become entrained in the 
vortices, and particles with intermediate Stokes numbers experience the centrifugal effect.  
However, since they included gravitational effects, the heavy particles would sink as they were 
transported downstream (Figure 1.8).  The stream of droplets in Figure 3.14e is most similar to 
the snapshot of 50 µm particles injected into the wake of a thick splitter plate with a Reynolds 
number of 6500 based on the thickness.  Those particles concentrate along the centerline but also 
move around the vortex structures (Jin et al. 2009). 
The effect of a higher Reynolds number flow is also evident in Figure 3.14.  The vortex street 
seen in the cylinders of Jacobs et al. (2004) and Wu et al. (2009) are relatively simple and 
structured (due to lower Reynolds numbers) such that the particle trajectories are similar between 
each vortex pair.  However, the vortex structures seen in Figure 3.14 are much more chaotic due 
to the more unstable wake.  This causes the droplets to spread more irregularly, which is 
especially evident in the small Stokes number cases seen in Figures 3.14a-c. 
In order to quantify how much the droplets spread, the mean vertical diffusion relative to the 
injection location was calculated at flux planes spaced in increments of 0.5D  downstream of the 
injection location using the equation 
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where iy  is the droplet position in the vertical direction and ,p totN  is the total number of droplets 
passing through each flux plane.  To characterize statistical dependence on the number of 
particles injected, Figure 3.15 shows the mean dispersion 2 2
,
/p rmsy D  calculated from the first 
125,000 droplets that crossed the flux planes.  The results do not change when the number of 
droplets is doubled to 250,000 for the low Stokes number cases over a doubled flowfield 
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integration time.  The difference in 2 2
,
/p rmsy D  going from 125,000 to 250,000 droplets with 
1St = , which had the largest difference, was 0.16, or 4% change.  Thus, 
,
250,000p totN =  is 
found to produce statistically converged results. 
The vertical diffusion statistics at the injection location in Figure 3.15 give insight to how 
long it takes for particles to significantly respond to the wake flow.  For example, the droplets 
with 10St =  do not begin to diffuse until about 2D  downstream of the injection location while 
droplets with 1St =  do not begin to diffuse until they travel around 1D  downstream.  The 
droplets with 1St <  begin to diffuse immediately, suggesting that they are very responsive to the 
wake flow.   Once the droplets lose the initial injection momentum and begin to follow the wake 
flow, the 0.1St =  and 1St =  begin dispersing vertically at a faster rate than the tracer particles 
while the 0.01St =  closely follows the dispersion of the tracer particles because of the 
centrifugal effect seen in Figures 3.14c and 3.14d. The end result is a larger vertical dispersion 
range for the intermediate Stokes number droplets, especially the 1St =  droplets. 
The dispersion in the spanwise direction was also investigated as can be seen in the top-down 
views of the 0St = , 0.01St = , and 0.1St =  particles (Figures 3.16a-c) .  Generally, the particles 
stay within / 1z D = ± , but occasionally a vortex structure will disperse them further.  Particles 
with 1St =  do not spread much until further downstream of the cylinder, and particles with 
10St =  have nearly zero dispersion in the spanwise direction in Figure 3.16e.  The spanwise 
spread is much less than that in the vertical direction (of Figure 3.14) because the cylinder wake 
vortex structures are a two-dimensional phenomenon with higher velocity fluctuations vertically 
rather than in the spanwise direction.  In addition, the 2-D structures are also larger, and thus 
having larger characteristic eddy time-scales, which is theoretically shown to increase turbulent 
diffusion (Hinze 1975). 
The mean spanwise diffusion relative to the injection location can be calculated using the 
equation 
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where iz  is the droplet position in the spanwise direction.  Figure 3.17 shows that there is much 
less spanwise dispersion than the vertical dispersion.  In the spanwise direction, the dispersion of 
the 0.01St =  droplets closely follows the fluid tracer particles.  Although the dispersion rates, 
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i.e. the slopes in Figure 3.17, are different for the different droplets, 2
,p rmsz  for the 0.01St =  
droplets is roughly the same at the end of the computational domain.  The spanwise dispersion of 
droplets with 1St =  is less than the smaller droplets throughout the domain.  This is the opposite 
trend for the vertical direction where 2
,p rmsy  for the 1St =  droplets was significantly greater than 
the others.  Similar to the vertical dispersion, the 10St =  droplets have much less spanwise 
dispersion.  This can be traced to the effect of preferential concentration in the vertical direction 
and the fact that the large-scale vortices are more two-dimensional in structure.  The structures 
enhance dispersion in the vertical direction via the centrifugal affect, but are less effective in 
dispersing the droplets in the spanwise direction.  Luo, who calculated the mean vertical and 
spanwise dispersion of all particles as a function of time, found similar behavior for this range of 
Stokes numbers, although their spanwise dispersion for 100St =  particles was significantly less 
than the other particles (Luo et al. 2009). 
Based on previous studies with homogenous isotropic turbulence, this type of preferential 
concentration (peaking at large y  values) generally peaks at ~ 1St  and is associated with the 
large scale eddies (Luo et al. 2009) whereas small-scale correlation with vorticity tends to peak 
with ~ 1Stλ  (Sundaram & Collins 1997).  Profiles of the time-averaged concentration ratio were 
calculated at each of the flux planes to provide insight in how the concentration evolves through 
the cylinder wake, since this helps quantify large-scale preferential concentration effects.  The 
concentration ratio is defined as 
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where pN  is the number of particles in the bin, ,p totN  is the total number of particles that cross 
the flux plane, binA  is the area of the bin, ,x avgv  is the average droplet streamwise velocity for the 
particles collected in the bin, and 
refA  is the reference area.  The reference area for this study was 
chosen to be the cylinder frontal area, obtained by multiplying the cylinder diameter D  by the 
spanwise length of the cylinder.  Thus if the particles were uniformly distributed behind the 
cylinder, this would yield * 1α =  for all bins directly downstream of the cylinder ( / 0.5y D ≤ ) 
and * 0α =  for /y D positions below and above this region. 
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Figures 3.18a-c show *α  profiles (obtained using symmetry about 0y = ) for the flux planes 
located at / 8x D = , / 13x D = , and / 18x D =  as a function of y  only, i.e. the bins extend the 
entire spanwise range of the domain.  As expected, the concentration profiles decrease in 
magnitude at / 0y D =  but extend further vertically as the droplets disperse in the downstream 
direction.  The droplets with 10St =  have the narrowest *α  profiles suggesting that droplets stay 
closer to the centerline than the other cases.  The 0.01St =  droplets and the fluid tracers yield 
matching curves with a relatively constant *α  near the centerline which decreases as the /y D  
increases.  The small-scale turbulence causes the droplets to disperse locally, which creates a 
more uniform concentration.  For stochastic dispersion, one would expect the peak concentration 
to occurs at around / 0y D = , but droplets with 0.1St =  and 1St =  exhibit concentration peaks 
close to / 1y D = .  This can be attributed to the centrifugal effect of the stronger vortex 
structures forcing the droplets to the outer edges of the wake instead of near centerline where the 
vortices are located.  Over time, this would result in a reduction in concentration around 0y = .  
Further downstream, the dip in the profiles for 0.1St =  is less pronounced because local 
spreading of the droplets from the small-scale turbulence seen in Figure 3.14c causes a more 
uniform concentration of the droplets.  For the droplets with 1St = , the spreading is less, and the 
droplets stay in a continuous stream.  This keeps the majority of the droplets at the outer edges of 
the wake.  This preferential concentration phenomenon can be seen in the time-averaged number 
density contours of the splitter plate wake of Jin et al. (2009), but it is not explained in depth.  
The curves in Figure 3.18 are consistent with the mean vertical dispersion 2
,p rmsy  in Figure 3.15, 
with 1St =  having a much larger 2
,p rmsy  because 
*α  has a peak further away from the centerline 
as opposed to a more Gaussian-like profile.  The concentration profiles suggest that the large-
scale turbulent structures help increase the spread of the particles, but it is the small-scale 
structures that break up the stream of droplets and give a more uniform concentration. 
When the concentration ratio is calculated for square-shaped bins, two-dimensional contours 
for the flux plane can be created.  The contours of *α  shown in Figures 3.19-3.22 for the flux 
planes located at / 8x D = , / 13x D = , and / 18x D =  for different Stokes numbers illustrate the 
more localized concentrations.  Note that droplets that crossed the periodic boundaries were 
treated in the same way they were treated for calculating 2
,p rmsz , which is the reason the flux 
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plane extends past the computational domain in the spanwise direction.  Figure 3.19 gives the 
concentration ratio for fluid tracer particles.  At  / 8x D = , there is still a peak concentration near 
the centerline but for the flux planes further downstream, *α  becomes uniform within the cloud.  
The 0.1St =  droplets in Figure 3.20 shows that the droplets initially cluster around the outer 
edges of the wake, but at / 8x D =  the droplet concentration becomes more uniform because the 
smaller scales of turbulence begin to have an effect on the droplets.  From the contour plots in 
Figure 3.21, it can be seen that the 1St =  droplets also concentrate in the outer edges of the 
cylinder wake with much less concentration near the centerline.  Unlike the 0.1St =  droplets, the 
droplets stay along the outer edges of the wake through the whole domain.  Based on the *α  
values, the concentration is much higher locally for the 1St =  droplets than the 0St =  droplets.  
For the 10St =  droplets in Figure 3.22, the majority of droplets are in the centerline region of the 
wake with *α  values even higher than the smaller droplets.  The cloud size is also significantly 
smaller. 
One way to quantify the small-scale preferential concentration characteristics exhibited by 
some of the droplets is to correlate them to the local fluid vorticity.  To do this, the vorticity-
conditioned particle concentration distribution PΩ  was calculated.  Sundaram & Collins used this 
to quantify preferential concentration in a particle-laden isotropic turbulence suspension.  They 
found that particles with intermediate Kolmogorov Stokes numbers ( 0.4Stλ =  and 1Stλ = ) will 
cluster together in low vorticity regions.  In contrast, fluid tracers and heavy particles ( 0λ =St  
and 8Stλ = ) have little correlation to vorticity since tracer particles have no inertial bias while 
the heavy particles are not sensitive to the small-scale structures (Sundaram & Collins 1997).  
Unlike Sundaram & Collins, the cylinder wake is not a uniform turbulent flow field.  Therefore, 
tracer particles would not be distributed evenly over the whole range of vorticity.  In order to 
take the non-uniformity of the flow field into account, PΩ  for each case was normalized by PΩ  
for fluid tracers.  The present vorticity-conditioned particle concentration distribution was thus 
normalized as 
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where pN  is the number of droplets in a bin, ,p totN  is the total number of droplets sampled, and 
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∗∆Ω  is the bin size of the normalized vorticity magnitude (Equation 3.2). 
The instantaneous fluid vorticity magnitude at each droplet location was recorded every 1000 
iterations, or roughly every vortex shedding period, which were then used to calculate P ∗Ω  (high 
frequency sampling is recommended for future studies).  The results displayed in Figure 3.23a 
show that there is little difference between the 0St =  and 0.01St =  droplets.  However, 1∗Ω >P  
when 0.5∗Ω <  and 1P ∗Ω <  when 0.5
∗Ω >  because the 0.01St =  droplets have a small amount 
of inertia which leads to some centrifuging to the outside edges of vortices (where Θ* is smaller 
than in the vortex centers).  Figure 3.23b shows the P ∗Ω  for particles in homogeneous isotropic 
turbulence from the study of Sundaram & Collins (1997) normalized by the fluid tracer results.  
The two different cases show similar trends when normalized by their respective time-scales, i.e. 
as the Stokes number ( Stλ  for homogeneous isotropic turbulence case and DSt  for the cylinder 
flow case) increases from nearly zero to unity there is a high preferential increase in particle 
concentration with low vorticity regions, resulting from centrifuging effects away from eddy 
centers.  However, the present results generally have a higher correlations for 1λ =St  and 
continue to show this bias for larger Stokes numbers while the homogeneous isotropic turbulence 
find that this correlation is generally eliminated for 8Stλ =  This difference can be attributed to 
the high coherency large-scale eddies in the current flow.  The 1St =  droplets are about 2.3 times 
more likely to be in the low vorticity regions of the wake, while the 1St =  and 10St =  droplets 
are roughly eight times more likely to see vorticity magnitudes near zero.  However, there may 
be some statistical error when normalizing by the fluid tracer case in this region because the 
majority of the tracer droplets are within flow regions with non-zero vorticity (i.e. within the 
wake).  For the homogenous isotropic turbulence case, the tracer particles are uniformly 
distributed over the entire flow field.  The curves for droplets with 0.1St >  in Figure 3.23a are 
very similar for 0.5∗Ω >  in that there are half as many particles in the high vorticity regions 
compared to the fluid tracers. 
Figure 3.24 shows the average vorticity seen by all the droplets sampled to calculate P ∗Ω  as a 
function of the path-averaged Stokes number DSt .  For the tracer particles, the average 
normalized vorticity was 1.02.  Small DSt  have a similar avg
∗Ω  but for intermediate DSt , droplets 
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cluster in lower vorticity regions yielding a lower avg
∗Ω .  At the larger DSt  case, the average 
vorticity begins to increase as larger droplets cut through vortex structures due to their large 
inertias so that the correlation of particle position and fluid vorticity is reduced. 
 
3.4 Cylinder-Cross at Re = 8000 
3.4.1 Computational Grid and Simulation Conditions 
Creating the computational grid for the cylinder-cross geometry was significantly more 
challenging than the single cylinder grid due to the intersection region of the two cylinders.  
Initial attempts in creating block grids that conformed to the geometry yielded highly skewed 
grid cells that resulted in numerical instability of the flow solver.  A chimera approach was used 
in which the insert grid consisted of four zones in the around the cylinder cross pictured in 
Figure 3.25.  Each of the four zones were identical O-grids that encompassed one of the arms of 
the cylinder cross with 149 grid points in the angular direction, 50 grid points in the radial 
direction, and 80 grid points in the spanwise direction.  The cylinders that made up the cross had 
diameters of 5 cm and the overall diameter of the O-grids was 25 cm ( 5D ).  The spanwise 
dimension was 50 cm (10D ).  To resolve the boundary layer, the initial spacing off of the 
cylinder wall was set to 0.01 cm.   
The master grid consisted of four block grid zones that made up the rest of the computational 
domain (Figure 3.25).  The cross-section of the domain was a 100 cm by 100 cm square 
( 20 20D D× ) and had 109 grid points in each direction.  The length of the domain was 225 cm, 
and the outflow boundary was 35D  downstream of the cylinder-cross.  The first zone upstream 
of the cross had 20 grid points in the streamwise direction while the zones after that had 49, 50, 
and 51 grid points in the streamwise direction, respectively. 
The inflow conditions upstream of the were fixed to be 0.1M
∞
= , 288.15 KT
∞
= , and 
7000 Pap
∞
=  to obtain a Reynolds number of 8000 based on the cylinder diameter. The 
subsonic outflow condition was set to a pressure outflow boundary.  The sides of the 
computational domain were set to inviscid walls.  In order to maintain numerical stability, a 
timestep of 69 10−×  seconds was used. 
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3.4.2 Turbulence Comparison with Experimental Data 
Instantaneous snapshots of the normalized streamwise velocity and the normalized vorticity 
magnitude are shown in cutouts of the computational domain in Figure 3.26.  In Figure 3.26b, 
the vorticity shows that the turbulent structures in the regions away from the intersection are 
tubes parallel to the cylinder, similar to the single cylinder flow.  Closer to the intersection, the 
turbulent structures are more chaotic and tend to be elongated in the streamwise direction.  The 
vorticity in this region also does not decrease quickly downstream versus the outer regions of the 
domain.  In the regions further away from the cylinder-cross, the turbulent structures from the 
cylinder and intersection regions mix and the structures are oriented in all different directions.  
Even this far downstream, the wake still forms the general cross shape. 
The time-averaged results for the mean streamwise velocity in Figure 3.27a show a larger 
recirculation zone in the wake of the intersection region that extends further downstream than the 
cylinder wake in the outer regions of the domain.  This region has higher turbulence, which is 
evident in the streamwise rms velocity fluctuations and turbulent kinetic energy contour plots in 
Figures 3.27b and 3.27c.  In the far wake region, the turbulent kinetic energy is much less than in 
the near wake region.  Slices of /xu U∞  and 
2/k U
∞
 in Figure 3.28 illustrate the evolution of the 
wake near the cylinder-cross.  The slices show the contours from / 3x D =  and / 12x D = .  At 
/ 3x D = , the recirculation zone is still evident in the form of the negative xu  values.  Also the 
maximum turbulent kinetic energy occurs around the edges of the recirculation zone.  At 
/ 6x D = , the turbulent kinetic energy values are roughly the same in magnitude in both the 
cylinder regions and the intersection region.  The mean streamwise velocity contour shows that 
there is still a significant wake deficit in the intersection region.  At the slices further 
downstream the wake deficit and turbulence decrease in all the domain regions. 
Data from the hybrid RANS/LES simulations was taken at / 30.5x D =  to compare to the 
results of Osaka et al. (1983a, b).  The slices of mean streamwise velocity deficit ( ) /xU u U∞ ∞−  
and turbulent kinetic energy 2/k U
∞
 are compared with the contour slices taken from Osaka et al.  
The ( ) /xU u U∞ ∞−  contour in Figure 3.29a compares favorably in both the values and the shape 
to the experimental contour.  Along the edges of the domain, the wake becomes diffusive, which 
may be the result of the inviscid wall boundary conditions used.  The shape of the turbulent 
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kinetic energy contour from CFD predictions is similar to the experimental predictions but the 
values are roughly 15% higher than experiment.  The values in the cylinder regions are 
reasonably consistent with the results in the Re 8000D =  cylinder simulation when compared to 
the data of Osaka et al.  In particular, the simulation was able to capture the local minima of k  at 
the center ( 0y z= = ) seen in experiments, but the predictions of turbulent kinetic energy are 
significantly higher just downstream of the cross-bar interaction.  This over-prediction may be 
related to difficulties in capturing the unsteady detachment in this junction flow due to the 
empirical modeling of the RANS/LES transition.       
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3.5 Figures 
 
 (a) (b) 
 
Figure 3.1: (a) The computational grid for the cylinder simulations at Re 800=D  including 
(b) a close-up view of the near-wake region. 
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(a) 
 
 
(b) 
 
Figure 3.2: (a) Iso-surfaces of the instantaneous normalized streamwise velocity * /x xu u U∞=  
and (b) a contour plot of the normalized vorticity magnitude * /D U
∞
Ω = Ω  for the cylinder 
simulations at Re 800=D .  The slice was taken at / 0z D = . 
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 (a) (b) 
 
(c) 
 
Figure 3.3: Time-averaged contours of (a) the normalized mean streamwise velocity /xu U∞ , 
(b) the normalized streamwise rms velocity fluctuations 
,
/rms xu U∞′ , and (c) the normalized 
turbulent kinetic energy 2/k U
∞
 for the cylinder simulations at Re 800=D . 
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Figure 3.4: Plot comparing the normalized turbulent kinetic energy values from the hybrid 
scheme in the cylinder wake along the centerline at Re 800=D  along with hybrid and DNS 
results from Rybalko et al. (2008).  
 
 
 
 
 (a) (b) 
 
Figure 3.5: (a) The computational grid for the cylinder simulations at Re 8000D =  that was 
used to compared hybrid RANS/LES predictions with the experimental data of Osaka et al. 
(1983a, b) including (b) a close-up view of the near-wake region. 
 60 
 
(a) 
 
 
(b) 
 
Figure 3.6: (a) Iso-surfaces of the instantaneous normalized streamwise velocity * /x xu u U∞=  
and (b) a contour plot of the normalized vorticity magnitude * /D U
∞
Ω = Ω  for the cylinder 
simulations at Re 8000D =  used to compare to experimental data.  The slice was taken at 
/ 0z D = . 
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 (a) (b) 
 
(c) 
 
Figure 3.7: Time-averaged contours of (a) the normalized mean streamwise velocity /xu U∞ , 
(b) the normalized streamwise rms velocity fluctuations 
,
/rms xu U∞′ , and (c) the normalized 
turbulent kinetic energy 2/k U
∞
 for the cylinder simulations at Re 8000D =  used to compare to 
experimental data.  
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(b) 
 
Figure 3.8: (a) Mean velocity deficit and (b) turbulent kinetic energy results at / 30.5x D =  
for a Re 8000D =  cylinder wake flow compared to experimental data.  The four sets of 
experimental data points correspond to the four arms of the cylinder cross where data was 
extracted (Osaka et al. 1983a, b).  Symmetry about  0y =  was assumed. 
 63 
 
 (a) (b) 
 
Figure 3.9: (a) The computational grid for the cylinder simulations at Re 8000D =  that was 
used to study droplet dispersion including (b) a close-up view of the near-wake region. 
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(a) 
 
 
(b) 
 
Figure 3.10: (a) Iso-surfaces of the instantaneous normalized streamwise velocity * /x xu u U∞=  
and (b) the iso-surface for the normalized vorticity magnitude * 1Ω =  for the cylinder simulations 
at Re 8000D =  used to study droplet dispersion. 
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Figure 3.11: Plot of the normalized streamwise rms velocity fluctuation components 
,
/rms xu U∞′ , , /rms yu U∞′ , and , /rms zu U∞′  in the cylinder wake along the centerline at Re 8000D = . 
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Figure 3.12: Plot of the normalized turbulent kinetic energy values in the cylinder wake along 
the centerline at Re 8000D = . 
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 (a) (b) 
 
 (c) (d) 
 
(e) 
 
Figure 3.13: Time-averaged contours of (a) the normalized mean streamwise velocity /xu U∞  
and the normalized streamwise rms velocity fluctuation components (b) 
,
/rms xu U∞′ , (c) 
,
/rms yu U∞′ , and (d) , /rms zu U∞′  along with (e) the normalized turbulent kinetic energy 2/k U∞  for 
the cylinder simulations at Re 8000D =  used to study droplet dispersion. 
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Table 3.1: Summary of Time Scales and Stokes Numbers for Each Droplet Simulation Case 
St  0 0.01 0.1 1 10 
d  [µm] 0 2.37 7.48 23.65 74.80 
pτ  [s] 0 1.75 x10-5 1.69 x10-4 1.54 x10-3 1.16 x10-2 
Dτ  [s] 1.79x10-3 1.79x10-3 1.79x10-3 1.79x10-3 1.79x10-3 
λτ  [s] 2.08 x10-5 2.05 x10-5 2.23 x10-5 2.51 x10-5 2.26 x10-5 
DSt  0 0.0098 0.095 0.86 6.5 
VSt  0 0.0022 0.021 0.19 1.4 
Stλ  0 0.85 7.59 61.6 513 
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 (a) (b) 
 
 
 (c) (d) 
 
 
(e) 
 
Figure 3.14: Side views of the instantaneous droplet dispersion with slices of the instantaneous 
normalized vorticity magnitude /D U∗
∞
Ω = Ω  at / 0z D =  for droplets with (a) 0St = , (b) 
0.01St = , (c) 0.1St = , (d) 1St = , and (e) 10St = . 
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Figure 3.15: The normalized time-averaged dispersion in the vertical direction 2 2
,
/p rmsy D  for 
250,000 droplets along with curves for 125,000 droplets to compare convergence. 
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 (a) (b) 
 
  
 (c) (d) 
 
 
(e) 
 
Figure 3.16: Top views of the instantaneous droplet dispersion with slices of the instantaneous 
normalized vorticity magnitude /D U∗
∞
Ω = Ω  at / 0y D =  for droplets with (a) 0St = , (b) 
0.01St = , (c) 0.1St = , (d) 1St = , and (e) 10St = . 
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Figure 3.17: The normalized time-averaged dispersion in the spanwise direction 2 2
,
/p rmsz D . 
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(c) 
 
Figure 3.18: The time-averaged concentration ratio *α  as a function of /y D  at (a) / 8x D = ,  
(b) / 13x D = , and  (c) / 18x D =  which correspond to 5D , 10D , and 15D  downstream of the 
particle injection location for the cylinder at Re 8000D = . 
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 (a) (b) (c) 
 
Figure 3.19: The concentration ratio *α  for the fluid tracer droplets ( 0St = ) in the wake flow 
of a cylinder with Re 8000D =  at different flux planes located at (a) / 8x D = ,  (a) / 13x D = , 
and  (a) / 18x D = . 
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 (a) (b) (c) 
 
Figure 3.20: The concentration ratio *α  for the droplets with 0.1St =  in the wake flow of a 
cylinder with Re 8000D =  at different flux planes located at (a) / 8x D = ,  (a) / 13x D = , and  
(a) / 18x D = . 
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 (a) (b) (c) 
 
Figure 3.21: The concentration ratio *α  for the droplets with 1St =  in the wake flow of a 
cylinder with Re 8000D =  at different flux planes located at (a) / 8x D = ,  (a) / 13x D = , and  
(a) / 18x D = . 
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 (a) (b) (c) 
 
Figure 3.22: The concentration ratio *α  for the droplets with 10St =  in the wake flow of a 
cylinder with Re 8000D =  at different flux planes located at (a) / 8x D = ,  (a) / 13x D = , and  
(a) / 18x D = . 
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(b) 
 
Figure 3.23: The normalized vorticity-conditioned particle concentration distribution P ∗Ω , 
which were normalized by the 0St =  values, for (a) cylinder wake flow and (b) homogenous 
isotropic turbulence (Sundaram & Collins 1997).  Note that DSt  was used for (a), and Stλ  was 
used for (b). 
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Figure 3.24: The average normalized vorticity plotted as a function of the path-averaged 
Stokes number DSt , which is plotted in log-scale. 
 
 
 
  
 
Figure 3.25: The computational grid for the cylinder-cross simulations at Re 8000D =  that 
includes the chimera insert grid (left) for the near cylinder-cross region and the master grid for 
the rest of the computational domain (right). 
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(a) 
 
 
(b) 
 
Figure 3.26: Contours of (a) the instantaneous normalized streamwise velocity * /x xu u U∞=  
and (b) the normalized vorticity magnitude * /D U
∞
Ω = Ω  for the cylinder-cross simulations at 
Re 8000D = .  A quarter of the domain cut out so the planes / 0y D =  and / 0z D =  can be seen. 
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 (a) (b) 
 
(c) 
 
Figure 3.27: Time-averaged contours of (a) the normalized mean streamwise velocity /xu U∞ , 
(b) the normalized streamwise rms velocity fluctuations 
,
/rms xu U∞′ , and (c) the normalized 
turbulent kinetic energy 2/k U
∞
 for the cylinder-cross simulations at Re 8000D = . 
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Figure 3.28: Cylinder-cross slices of the mean normalized streamwise velocity /xu U∞  (left) 
and the normalized turbulent kinetic energy 2/k U
∞
 (right) at /x D  locations of 3, 6, 9, and 12. 
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Figure 3.29: (a) Mean velocity deficit and (b) turbulent kinetic energy contours at / 30.5x D =  
for hybrid RANS/LES predictions (left) of Re 8000D =  cylinder-cross wake flow compared to 
experimental data (right) of Osaka et al. (1983a, b).  Symmetry about the planes 0y =  and 0z =  
was assumed. 
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Chapter 4: Conclusions and Recommendations 
4.1. Conclusions 
The flow over cylinders at Reynolds number of 800 and 8000 were simulated using the 
hybrid RANS/LES technique to obtain turbulence predictions in the wakes.  The turbulence 
results of Re 800D =  cylinder were compared to DNS for /x D  up to 15 and were found to 
match up well when both the resolved and sub-grid turbulence were considered.  For the 
Re 8000D =  cylinder case, predicted wake profiles of the mean velocity deficit and turbulent 
kinetic energy at / 30.5x D =  were compared to experimental measurements.  The numerical 
predictions of were found to be quite reasonable, though the predictions indicated a somewhat 
larger wake profile with higher kinetic energy on the outer edges.  In addition, the amount of 
sub-grid k  was larger than expected (nearly 40% of the total kinetic energy), which may indicate 
some degree of insufficient grid resolution for this far downstream position at this high Reynolds 
number.    
Droplets were injected into the wake of a subcritical cylinder at a Reynolds number of 8000 
in order to study how they disperse as a function of the particle Stokes number referenced to the 
cylinder diameter ( DSt ).  The droplets with small Stokes numbers tended to follow the fluid 
flow.  Droplets with intermediate DSt  have a more significant inertia and exhibit a centrifugal 
effect from the approximately two-dimensional vortex street, causing droplets to gather in the 
low vorticity regions in the outer edges of the wake.  This causes the particles to spread further 
vertically than the smaller particles that follow the fluid-phase.  The droplets with 10St =  are 
less responsive to the cylinder wake and have the least dispersion.  Diffusion in the spanwise 
direction was roughly the same for the different sized droplets released in this study, except for 
the 10St =  case which was much less.  However, the spanwise dispersion was found to be an 
order of magnitude less than the vertical direction because of the strong two-dimensional 
coherency of the large-scale vortex structures in the wake.   
Time-averaged particle number density profiles at the flux planes show that the droplets with 
1St =  display the preferential concentration effect as the majority of the particles are located in 
the outer edges of the wake.  In contrast, a Gaussian-like profile was observed for the small 
Stokes number droplets due to increased small-scale spreading caused by smaller-scale 
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turbulence.  The large domain-scale Stokes number droplets also yielded a Gaussian-like profile 
because the vortices are not strong enough to overcome the droplet inertia.  The correlations 
between the turbulence and droplet dispersion suggests that the large-scale eddies enhance the 
dispersion area, but it is the small-scale eddies that promote a more uniform concentration.  This 
behavior does not occur in homogeneous isotropic turbulence, and this study appears to be the 
first to identify and explain this trend for wake flows.  The vorticity-conditioned particle 
concentration distribution also shows that droplets with intermediate Stokes numbers prefer the 
low-vorticity regions when compared to the fluid tracer particles.  This technique allows particles 
to be categorized by vorticity and may allow preferential concentration comparison of particles 
in different turbulent flows. 
The simulation of the cylinder-cross showed a large increase of turbulence in the intersection 
region.  Unlike the outer regions of cylinder flow where the vortex structures are largely parallel 
to the cylinder, the structures in the center region are oriented more in the streamwise direction.  
Time-averaged results show a large recirculation zone with increased turbulent kinetic energy in 
the region.  These flow field results suggest that the increased turbulence may help droplet 
dispersion.  Far downstream of the cylinder-cross, time-averaged results were compared to 
experiment.  The hybrid RANS/LES scheme provided matching velocity fields at the plane 
/ 30.5x D = , but the turbulent kinetic energy was consistently over-predicted at the plane.   
 
4.2. Recommendations 
To further the understanding of droplet dispersion in the wake of the cylinder, additional flow 
conditions should be considered.  For example, larger droplets, such as 100St = , should be 
studied to obtain the full spectrum of particle sizes since the 10St =  droplets were still affected 
by the wake flow.  Exploring the different cylinder Reynolds numbers would be of interest, 
especially for a supercritical cylinder where the wake is fully turbulent where spanwise 
dispersion may increase because of a more three-dimension flow field.  Perhaps a more pressing 
recommendation for future work is to expand expanding the computational domain in the 
spanwise direction.  This would eliminate the need to adjust droplet trajectories at the periodic 
boundary conditions and also increase the spectrum of streamwise flow structures (currently 
inhibited by a rather narrow domain of only two cylinders in width).  Furthermore, expanding the 
domain in the streamwise direction would allow investigation of long-time dispersion, especially 
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important for the heavier droplets and many engineering applications. 
Finally, there are also issues regarding the application of the hybrid RANS/LES technique to 
the cylinder-cross flow.  Substantial use of the chimera grid method may have interpolation 
errors associated with passing information between the insert and master grids.  This can be 
examined with further grid resolution and overlapping region parametric studies.  However, it 
may be most helpful to improve the zone-coupling accuracy with improved schemes, since the 
zone coupling scheme available in the WIND-US version used in this study for the hybrid 
RANS/LES was limited to first-order accuracy (whereas the discretization schemes were 
generally fifth-order accurate away from the zone-coupling regions).  Increased grid resolution 
studies for this case are recommended to improve the predictive fidelity at these far downstream 
conditions.  Further investigation into the cylinder-cross could also include releasing droplets 
into the flow field to directly compare the differences in dispersion between the cylinder and 
cylinder-cross.  Additionally, the impact of droplet locations in the cylinder wake and in the 
cylinder-cross wake should be considered to determine whether the above conclusions are still 
valid qualitatively and quantitatively. 
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PART B: Droplet Dispersion in the Icing Research Tunnel 
Chapter 5: Introduction 
5.1 Motivation 
In Part A, the study focused on the numerical simulation of cylinders and the cylinder-cross 
wakes and the study of droplets in the wake of the cylinder.  These flows are highly turbulent, 
allowing droplets to disperse over a large region.  However, when considering the design of the 
icing research tunnels, high turbulence in the test section is undesirable since it is not 
representative of typical icing conditions.  The NASA Glenn Icing Research tunnel focuses on 
measurements intended to mimic in-flight icing, and thus needs to have reasonable flow quality 
in the test section.  On the other hand, turbulence near the spray bars can help disperse the water 
droplets to better create a uniform liquid water content (LWC) distribution.  The IRT uses a 
streamlined (rather than a bluff-body) shape for the spray bars, downstream of which the droplets 
disperse, which helps keep test section turbulence low but leaves some spatial variations with 
respect to test section LWC. 
  Understanding the dispersion of droplets in this condition requires understanding how 
turbulence is generated by the different components of the IRT, i.e. the spray bars, vertical struts, 
and air jets.  This may benefit the IRT engineers in their yearly calibration tests, which generally 
include a significant amount of trial and error, or more importantly in redesigning the spray bar 
system to have more uniform droplet distribution in the test section while maintain low 
turbulence levels in this region.  To conduct a study relevant to the IRT, the actual geometry of 
the spray bars and struts along with detailed models of the air jets were simulated in the present 
study in order to better understand turbulence and droplet dispersion within the icing wind 
tunnel. 
 
5.2 Background Information 
5.2.1 Wind Tunnel Icing Testing 
Wind tunnels are typically used to test aerodynamic components of aircraft in a controlled 
setting without having to perform full flight testing.  Icing wind tunnels provide a controlled 
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setting for aircraft icing tests by replicating real-life icing conditions with a cloud of super-
cooled microscopic water droplets.  Thus, the major design goal of the tunnels is to have as large 
a cloud as possible in the test section with a uniform LWC, a key parameter defined as the water 
mass per unit volume.  Icing wind tunnels generally have similar components, although 
configurations may vary, including nozzles and spray bars upstream of the test section that spray 
the water and house the piping for the water jets.  Additionally, the spray bars generate 
turbulence that enhances the dispersion of the water spray.  For example, the AEDC 
Aeropropulsion System Test Facility (ASTF) shown in Figure 5.1a is an open-looped wind 
tunnel designed to evaluate icing on aircraft propulsion systems that implements bluff-body 
spray bars in Figure 5.1b which were found to effectively mix the droplets into the airstream. 
The Icing Research Tunnel at NASA Glenn Research Center is the largest closed-looped 
icing wind tunnel primarily used for aerodynamic icing tests.  It has been operational since 1944 
and has undergone many upgrades over the years.  In 1986, the fan motor was upgraded from a 
2500 hp motor to a 5000 hp motor.  New fan blades with variable pitch angles installed in 1993 
took advantage of the motor’s full power and increased the maximum tunnel airspeed from 305 
mph to 420 mph.  In 1996-1997, a new spray bar system was implemented that increased the 
number of bars from 8 to 10 increased the icing cloud size and uniformity by approximately 100 
percent.  Major rehabilitation in 1999 replaced the heat exchanger and turning vanes which 
allows testing over a temperature range of -20 °F to 40 °F.  A dual-spray nozzle system with two 
different types of water spray nozzles, the Standard and Mod-1 nozzles, were installed side-by-
side during the construction downtime, which allowed a larger range of droplet sizes without the 
need to change out nozzles (Irvine et al. 2001).  A schematic of the IRT facility is shown in 
Figure 5.2 before and after 1999, when major rehabilitation replaced the tunnel heat exchanger.  
The operating ranges for the IRT are as followed: 57 to 345 mph for the test section airspeed, -22 
°F to ambient for the tunnel air temperature, and 10 to 60 psig for the air pressure.   
The spray bar system located in the low-speed section upstream of the test section consists of 
10 spray bars spaced 2 feet apart with the first spray bar 4 ft from the tunnel floor, and each 
spray bar has up to 55 potential nozzle locations.  A single vertical strut running from the floor to 
the ceiling located at the center of the tunnel serves to support the 10 spray bars.  The icing 
tunnel has a 14-to-1 contraction ratio from where the spray bar system is located to the test 
section, which is 20 ft long by 6 ft tall by 9 ft wide.  In addition to the major changes to the IRT 
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tunnel made in 1999, smaller modifications have been made in efforts to increase the cloud size 
and improve the LWC uniformity.  Six additional vertical struts, shown in Figure 5.3, placed 
between the spray bars were added to generate a matrix of corner flows at the intersections of the 
horizontal spray bars and vertical struts.  The idea was to create a more unstable wake in these 
regions to promote droplet dispersion and mixing.  Experiments found that the struts did improve 
cloud uniformity but had unfortunately shrank the cloud size vertically.  While not ideal, the 
struts are still obtained as the benefit of uniformity outweighs the downside of reduced testing 
area.  Another idea to improve the IRT test section characteristics was the introduction of ramps 
placed on the floor and the ceiling upstream of the spray bar system.  These re-extended the 
cloud size (Ide & Sheldon 2008), but were later removed because of the significant increase in 
test section turbulence. 
The water spray nozzles used in the IRT are air-assist, atomizing nozzles that use air to break 
up the water stream into microscopic droplets.  Figure 5.4 shows the geometry of the two nozzles 
used in the IRT, the Standard and the Mod-1 nozzles which are identical except for the size of 
the water tube.   The Standard nozzle has a diameter of 0.025 inches, and the Mod-1 nozzle has a 
smaller diameter of 0.0155 inches that lowers the water flow rate and the LWC achievable in the 
test section (Irvine et al. 1999).  Both nozzle types have a nozzle exit has a diameter of 0.125 
inches and are supplied with air pressure and a water pressure.  The difference between the 
nozzle water pressure and the nozzle air pressure is defined as 
 
∆ = −water airP P P  5.1 
where waterP  and airP  are in units of psi.  In general, ∆P is the key parameter used by the IRT 
engineers to control droplet size (since higher pressure lead to decreased diameters) and LWC 
(since the water flow rate is proportional to 0.5P∆ ).  This pressure difference P∆  ranges from 5 
to 150 psi for the Standard nozzles and 5 to 250 psi for the Mod-1 nozzles (Ide & Sheldon 2006).  
This can create average drop sizes from 5 microns to 100 microns.   
During the 1999 upgrades to the IRT, the Standard and Mod-1 nozzles were installed side-
by-side.  When tests are being run spraying through one set of nozzles, the other type of nozzles 
only inject air into the tunnel (to help promote turbulence in the settling chamber area).  For 
example, when the Mod-1 nozzles are being used in the tunnel, they are spraying both water and 
air while the Standard nozzles will only produce air jets.    
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The nozzles are placed along the spray bars at locations determined through calibration tests 
in order to give the optimal cloud size and uniformity.  The calibration test method outlined by 
Ide & Sheldon (2008) uses a 6 ft by 6 ft grid, pictured in Figure 5.5, placed in the center of the 
test section that allows the IRT engineers to measure the amount of ice accretion during a test to 
calculate the LWC.  The process is an iterative process where 
(1) Nozzles are placed in different locations on the spray bars. 
(2) The tunnel is run at 0 °F for a given airspeed with a grid in the test 
section. 
(3) A contour plot is constructed of the test section LWC based on the 
measured ice accretion at the grid intersections. 
(4) Adjustments are made to the nozzle locations, and the test is repeated to 
improve measured ice accretion until satisfactory results are obtained. 
Airspeeds ranging from 57 mph to 287 mph are used in this process with more focus on the 175 
mph and 230 mph speed where the majority of non-calibration experiments are conducted (i.e. 
when icing over test models is obtained).  This calibration process involves trial and error and is 
very time consuming.  The current nozzle map for the Standard and Mod-1 nozzles conducted in 
the 2009 calibration tests is shown in Figure 5.6. 
A second purpose of the calibration test is to determine curves that relate droplet size and 
LWC to spray air and water pressures so that IRT engineers know which nozzle pressures to use 
in order to get the desired cloud for a given experiment.  Measurements of the droplet size are 
taken using the Forward Scattering Spectrometer Probe and the Optical Array Cloud Droplet 
Spectrometer Probes that measure droplet with diameters of 2 to 47 µm and 9.5 to 457.5 µm, 
respectively.  The mean volumetric diameter is the parameter characterizing the droplet sizes and 
is related to the nozzle air and water pressures (defined in Equation 5.1) by 
 
c e c e
air airMVD a bP d P fP P= + + ∆ + ∆  5.2 
The coefficients a  through f  vary depending on whether Standard or Mod-1 nozzles are being 
used.   
Measurements of LWC are accomplished using a standard icing blade technique where ice 
accretion is measured for a given airspeed and temperature over a predetermined amount of time.  
The liquid water content is determined using the equation 
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44.34 10ice
b b
C S SLWC
E U t E U t
ρ
∞ ∞
∆ ∆
= = ×  5.3 
where C  is a unit conversion constant, iceρ  is the density of ice, S∆  is the ice thickness on the 
blade in inches, bE  is the blade collection, U∞  is the freestream velocity in knots, and t  is the 
spray time in seconds.  The collection efficiency is determined using a two-dimensional droplet 
trajectory code over the range of airspeeds and droplet sizes used in the calibration tests.  The 
LWC is then related to the nozzle pressures and tunnel airspeed using the expression 
 ( )( ),air PLWC K f P U U∞
∞
∆
=  5.4 
Tests are then done by varying the nozzle air pressure while holding the airspeed and droplet size 
constant and then by varying the airspeed and holding nozzle air and water pressures along with 
the droplet size constant.  The end results is an expression for K  in the form of 
 
2
airK aU bU cP d∞ ∞= + + +  5.5 
where the coefficients a  through d  depend on the nozzle type (Ide & Sheldon 2008). 
 
5.2.2 Predicting LWC in the IRT 
The present study expands on previous simulation work on the NASA Glenn Icing Research 
Tunnel.  The procedure to accurately and efficiently calculating LWC was outlined in the 
simulations of DeAngelis et al. (1997) that studied the droplet dispersion in the AEDC ASTF 
wind tunnel.  The first step was to calculate the steady-state fluid-phase flow field using RANS 
and then calculate the dispersed-phase using the fluid-phase solution.  The droplet calculations 
were based on Lagrangian trajectories in a RANS flow.  To incorporate effects of turbulent 
velocity fluctuations, a discrete random walk (DRW) model was incorporated based on a 
stochastic eddy turbulence model which uses a random value sampled from a Gaussian 
distribution with a standard deviation of 2 / 3k .  Studies were conducted using an extracted 
domain slice and a quarter domain to investigate the influence of spray, vapor, and tunnel 
parameters.  The study found that the numerical scheme was effective in computing LWC for 
complex geometries and that increasing tunnel turbulence can improve LWC uniformity. 
Hancir et al. (2000) extended the numerical methodology to calculate LWC in the NASA 
Glenn IRT prior to the 1999 changes.  The flow features in the IRT differ from the ASTF tunnel 
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since the former has a large contraction region and since the heat exchanger wake and air jets 
dominate the turbulence while the spray bars are more aerodynamic.  Hancir’s baseline 
configuration (empty tunnel) simulations employed measurements of the turbulence (from the 
heat exchanger) extracted just upstream of the spray bars as the inflow boundary condition and 
defined this point as 0 mx = .  The effect of the spray jets was accomplished by combining the 
baseline solution with empirical solutions of an air jet in co-flow.  A new inflow plane at 
1.87 mx =  was determined just downstream of the air jets with the heat exchanger and air jets 
flows combined by setting each flow variable to the maximum of either the empirical jet solution 
or heat exchanger only solution, i.e. 
 
( )max ,HX JET HX JETφ φ φ+ =  5.6 
Then the rest of the domain up through the test section was simulated using the new inflow 
plane.  Improvements to the droplet solver included a continuous random walk (CRW) model 
that produced velocity fluctuations that are continuous in time and a drift correction term that 
accounted for non-homogenous turbulence.  Figure 5.7 is a bullet plot of the droplets at the test 
section plane which illustrates the importance of turbulence in the dispersion of droplets.  With 
turbulence turned off, the droplets do not disperse, but stay along the same trajectory.  With 
turbulence, the distribution of droplet is much more uniform.  The computational method was 
able to produce a qualitative representation of the experimental test section LWC, but under-
predictions in turbulent diffusion result in a less uniform distribution. 
Bhargava et al. (2005a, b) expanded on the work of Hancir et al. by using a similar 
methodology to predict LWC but with the post-1999 IRT geometry that included a new heat 
exchanger.  The first objective was to obtain a solution for the fluid-phase, which was done using 
RANS.  Again, the inflow conditions upstream of the spray bar are extrapolated from 
experimental measurements which were conducted by Gonsalez et al. (2000), who measure 
mean streamwise and transverse velocities xu  and zu  along three horizontal traverses and three 
vertical traverses in the settling chamber approximately 5 ft. upstream of the spray bars.  The 
vertical velocity component yu  was not measured and was assumed to be zero.  The rms velocity 
fluctuations 
,rms xu′  and ,rms zu′  were also measured, and the vertical component was assumed to be 
equal to the transverse component, i.e. 
, ,rms y rms zu u′ ′= .  Using the values from the six lines of 
experimental data, Bhargava was able to create a two-dimensional map for the inflow plane, 
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which was located at 0 ftx = .  These conditions were run for the empty wind tunnel case to set a 
baseline.  Next, a single spray bar was simulated in the computational domain shown in Figure 
5.8a with inflow values obtained by averaging over the inflow plane.  The simulation of the heat 
exchanger flow with the spray bars was done by taking values from the single spray bar domain 
at the plane 4.3 ftx =  and pasting them into the empty tunnel for each spray bar using a method 
similar to Equation 5.6 except that the streamwise velocity is set to the minimum value, i.e. 
 
( )max ,HX BARS HX BARφ φ φ+ =  5.7 
 ( ), , ,min ,x HX BARS x HX x BARu u u+ =  5.8 
The computational domain is shown in Figure 5.8b.  The air jet was also simulated using values 
taken from the heat exchanger and spray bars domain, instead of using empirical values like 
Hancir et al.  The solutions for the single jet domain (Figure 5.9a) were then added to the wind 
tunnel domain by pasting flow field at each jet location using the relationship 
 
( )max ,HX BARS JETS HX BARS JETφ φ φ+ + +=  5.9 
for each flow variable to obtain a inflow condition for the rest of the tunnel as shown in Figure 
5.9b.  The end result at the test section compared well with the experiment measurements as 
shown in Figure 5.10 for different air jet pressures and a test section velocity of 175 mph. 
Once the solution was obtained for the fluid-phase, droplets could be injected into the 
domain to calculate the test section LWC using the same Lagrangian method and CRW model 
used by Hancir et al. (2000).  The LWC results for a four-nozzle case are shown in Figure 5.11 
for 21 µm MVD  and 120 µm MVD  droplet distributions for a test section velocity of 115 mph.  
The predictions yielded clouds similar to those of the experiments for these individual jet cases.  
Figure 5.12 are results from a full tunnel simulation with a test section velocity of 115 mph and a 
21 µm MVD  droplet distribution for all the nozzles which sprayed water.  The numerical LWC 
prediction tends to be more uniform than the experiment but was able to capture the major 
features. 
Overall, the studies of Hancir et al. (2000) and Bhargava et al. (2005a, b) have shown that 
the LWC can be at least quantitatively predicted in the complicated domain that is the IRT.  The 
different components, i.e. the heat exchanger, spray bars, and air jets, all contribute to the 
turbulence that greatly affects the transport of the droplets.  However, one drawback of the 
method is the need to use superposition for the spray bars and air jets because of the 
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computational limitations at the time.  Simulating the different components together may 
improve fidelity and capture other complex flow features occurring in the icing tunnel.  Another 
drawback is that the previous numerical studies all employed a RANS approach, and thus can not 
capture the unsteady corner effects.  These corner effects, resulting from the addition of the 
vertical struts, have been observed (from video feed during tunnel operation) to create low-
frequency instabilities of the spray jets.  In particular, the spray jets near these corners tend to 
wander in direction instead of being orientated just downstream in a steady fashion.  This has 
been referred to as the “dancing jet” effect and IRT engineers have suggested that this effect 
substantially increases LWC uniformity.  Therefore, an unsteady flow technique may be helpful 
in capturing this important effect which is the motivation for the current study. 
 
5.2.3 Simulations of Unsteady Jet Flow 
The water spray nozzle in the IRT can be difficult to fully simulate because of the high 
velocities at the nozzle exit, where the flow is often choked, i.e. the Mach number is 1.0.  A very 
small timestep would be necessary in order to resolve the flow field at the nozzle exit, but this 
prevent practical simulation in the rest of the flow field since the velocity is orders of magnitude 
less.  Various techniques have been used to model a jet flow, including RANS, LES, and DNS 
approaches.  The RANS approach is the most computationally efficient but does not capture the 
unsteady flow features.  The DNS approach is the most accurate but is also computationally-
intense and impractical at the high Reynolds number of the IRT.  Therefore, the main focus of 
this work is the LES approach. 
When one considers the geometry of a typical free jet nozzle, there is usually high speed flow 
through most of the nozzle with a thin boundary layer along the walls.  This results in a velocity 
profile at the nozzle exit that has a high velocity in the core region with a shear layer the size of 
the boundary layer around the nozzle diameter and then a low speed velocity equal to the 
ambient velocity.  With the difference in velocities at the shear layer, instabilities take shape in 
the form of small vortices that mix the high-speed flow with the ambient flow.  This results in a 
growing shear layer along the radial edges for the jet until the shear layers meet at the centerline.  
After that point, the jet becomes fully turbulent, and the jet velocity quickly begins to decrease to 
the ambient velocity.  The snapshot of density for a LES simulation of a transcritical nitrogen jet 
in Figure 5.13 illustrates the instabilities forming in the shear layer (Schmitt et al. 2009).  Further 
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downstream, the shear layers grow large enough and begin to mix with each other, resulting in a 
fully turbulent jet. 
The RANS approach seeks to describe the mean effects of these structures.  Bulzan et al. 
(1991) performed experiment measurements and RANS simulations on the air-assist liquid Mod-
1 nozzle, which is advantageous since it is one of the nozzles used in the IRT.  Additionally, 
measurements were also taken for different water droplet sizes from the nozzle include droplets 
with diameters of 4, 11, 18, and 25 µm.  The measured air and water flow-rates were 2.25 g/s and 
0.49 g/s, respectively.  Mean velocity and turbulence measurements were taken at planes 5, 10, 
20, 30, and 50 cm downstream of the inlet.  The RANS simulations were conducted using Fluent 
with inflow properties set to the measured values at 5 cmx = .  Figure 5.14 shows measurements 
and RANS predictions for the velocities for fluid-phase and 18 µm droplets along with the fluid-
phase turbulent kinetic energy along the centerline of the jet, and Figures 5.15-5.17 show gas and 
droplet velocities profiles and turbulent kinetic energy profiles at the different measurement 
planes downstream of the inlet.  RANS generally produces good mean velocity profiles although 
it is less accurate with the turbulent kinetic energy predictions, shown in Figure 5.14c.  It is 
important to note that this study uses the jet profile at 5 cmx =  in order to numerically simulate 
the flow, and thus avoids having to simulate the thin shear layer at the nozzle inlet.  Additionally, 
RANS simulations do not produce unsteady results, which is undesirable for the current study 
since the rest of the IRT will be simulated using an unsteady solver. 
The primary limitation of the accuracy of jet flow simulations using RANS methods is its 
turbulence modeling.  As Georgiadis & DeBonis (2006) pointed out in their overview of analysis 
methods for turbulent jet flows, RANS methods do not perform well in the initial jet growth 
regions because of the generally much lower mixing rates being predict compared to experiment.  
In contrast, LES methods capture the unsteadiness of the jet and a range of turbulent scales, 
resulting in more accurate shear layer predictions.   
Abdol-Hamid et al. (2006) performed unsteady simulations using the hybrid RANS/LES and 
the Partial-Averaged Navier-Stokes (PANS) hybrid model for a subsonic jet with a Mach 
number of 0.55 in ambient 0.01M =  flow.  The hybrid models were found to be grid size 
dependent since more turbulent scales become resolved instead of modeled as the grid size 
decreases.  Figure 5.18 shows the velocity results along the jet centerline for the hybrid models 
along with RANS and experimental results.  The hybrid models match the experimental data 
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reasonably well while the RANS model shows a delay in when the mixing layer reaches the 
center of the jet and velocity begins to decrease.  This shows that the growth rate of the mixing 
layer predicted by RANS can be slower than the physical growth rate.  As such, LES and hybrid 
techniques are preferred to RANS to capture mean flow development and, of course, are 
necessary (compared to RANS) to capture unsteady flow features. 
 
5.3 Objectives 
To support future studies to improve LWC uniformity in the Icing Research Tunnel, the main 
goals of the present IRT simulations are to: 
(1) expand on the work of Bhargava et al. (2005a, b) by developing an 
unsteady numerical approach to predict LWC in the IRT domain.  
(2) evaluate and understand the non-linear combination of the turbulent flow 
features of the spray bars, vertical struts, and air jets. 
(3) investigate how those components effect the unsteady transport of 
droplets down the wind tunnel domain.  
To address these goals, the hybrid RANS/LES scheme was chosen as the fluid-phase solver 
as it can resolve a wide range of turbulence and give an unsteady flow field.  To address the 
second goal, the crude assumption of linear superposition of flow field solutions (e.g. Equations 
5.6-5.8) was avoided and replaced by full coupled and non-linear integration of all components.  
Due to the increased computational requirements associated with these improvements, 
simulation of the IRT was restricted to a stream-tube portion of the domain instead of the entire 
tunnel. 
To apply LES with the WIND code, there are other key issues that need to be considered.  
For the spatial discretization, the Roe upwind numerical scheme is commonly used for RANS, 
but can result in over dissipation and damping out of turbulent eddies for LES.  Therefore, 
higher-order schemes are needed to reduce the numerical dissipation.  The grid requirements 
vary depending on the scheme being used for the jet, but generally require fine grids in the 
regions of high gradients, such as the shear layer or any shocks that may be formed at the nozzle 
exit.  Since LES generally requires nearly-isotropic grids, this combination of requirements can 
result in a large number of grid points when attempting to capture the jet shear layer.  Thus, grid 
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point distribution must be carefully controlled to balance grid resolution of flow scales with 
resource limits of computational platforms.   
Boundary inflow conditions can also have a significant effect on the evolution of the jet.  The 
initial mixing layer thickness and velocity distribution greatly affects the shear layer stability and 
development.  A common approach to specifying the inflow conditions is through a velocity 
profile based on a hyberbolic tangent function distributed over an initial mixing layer thickness.  
Additionally, an unsteady component can be specified to simulate turbulence at the nozzle exit. 
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5.4 Figures 
 
(a) 
 
 
(b) 
 
Figure 5.1: (a) A schematic of the AEDC Aeropropulsion Systems Test Facility outfitted in 
the free-jet mode for inlet icing test and (b) a cross section view of the bluff-body spray bar used 
in the in the icing tunnel (Bartlett 1995). 
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(a) 
 
(b) 
 
Figure 5.2: Layout of the IRT (a) before the 1999 rehabilitation and (b) after the 1999 
rehabilation when the heat exchanger was replaced (Ide & Oldenburg 2001). 
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Figure 5.3: Picture of the spray bars with the additional vertical struts added in 2006 to 
promote droplet dispersion (Ide & Sheldon 2008). 
 
 
 
 
Figure 5.4: A schematic of the IRT water spray nozzle geometry.  The difference of between 
the Standard and Mod-1 nozzles is the water tube diameter, and the nozzle exit diameter is 0.125 
inches (Irvine et al. 1999). 
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Figure 5.5: A picture of a IRT engineer measuring the ice accretion on the grid used for 
calibration tests (Ide & Sheldon 2008). 
 
 
 
 
Figure 5.6: IRT spray nozzle map for the current configuration (April 2009) including the 
side walls (black box) and the spray bars and vertical struts (gray lines). 
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(a) 
 
 
(b) 
 
Figure 5.7: Bullet plots of the droplet distribution at the test section plane with (a) turbulence 
off and (b) turbulence on in the IRT prior to the 1999 rehabilitation (Hancir & Loth 1999). 
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(a) 
 
 
(b) 
 
Figure 5.8: (a) Diagram showing the computational domain for the single spray bar case and 
(b) diagram showing the computational domain after combining the heat exchanger and spray 
bar flow fields for the IRT domain after 1999 (Bhargava et al. 2005a). 
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(a) 
 
 
(b) 
 
Figure 5.9: (a) The computational domain of the single air jet case and (b) a diagram showing 
the computational domain after combining the heat exchanger, spray bar, and air jet flow fields 
for the IRT domain after 1999 (Bhargava et al. 2005a). 
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(b) 
 
Figure 5.10: Comparison of experimental and computational results for the heat exchanger, 
spray bars, and air jets flow along a horizontal traverse in the test section for (a) streamwise 
velocity and (b) turbulent kinetic energy (Bhargava et al. 2005a). 
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Figure 5.11: Comparison of test section LWC experimental (left) and numerical (right) 
predictions for the four nozzle case for (a) 21 µm MVD  droplet distribution and (b) 120 µm 
MVD  droplet distribution with a test section velocity of 115 mph (Bhargava et al. 2005b). 
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Figure 5.12: (a) Experimental and (b) computational LWC distributions in the test section for 
the full IRT simulation for the case of 21 µm MVD  droplet distribution and 115 mph test section 
velocity (Bhargava et al. 2005b). 
 
 
 
 
Figure 5.13: Instantaneous snapshot of fluid density for a LES simulation of a transcritical 
nitrogen jet.  The instabilities in the shear layer grow until it reaches the centerline, which is 
when the jet becomes fully turbulent (Schmitt et al. 2009). 
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Figure 5.14: A comparison of experimental measurements and RANS predictions for a single 
Mod-1 jet along the jet centerline between (a) the mean fluid-phase streamwise velocity, (b) the 
mean streamwise velocity for 18 µm droplets, and (c) turbulent kinetic energy normalized by the 
centerline streamwise velocity (Bulzan et al. 1991). 
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Figure 5.15: A comparison of experimental measurements and RANS predictions at the plane 
10 cmx =  between (a) the mean fluid-phase streamwise velocity, (b) the mean streamwise 
velocity for 18 µm droplets, and (c) turbulent kinetic energy normalized by the centerline 
streamwise velocity (Bulzan et al. 1991). 
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Figure 5.16: A comparison of experimental measurements and RANS predictions at the plane 
20 cmx =  between (a) the mean fluid-phase streamwise velocity, (b) the mean streamwise 
velocity for 18 µm droplets, and (c) turbulent kinetic energy normalized by the centerline 
streamwise velocity (Bulzan et al. 1991). 
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Figure 5.17: A comparison of experimental measurements and RANS predictions at the plane 
30 cmx =  between (a) the mean fluid-phase streamwise velocity, (b) the mean streamwise 
velocity for 18 µm droplets, and (c) turbulent kinetic energy normalized by the centerline 
streamwise velocity (Bulzan et al. 1991). 
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Figure 5.18: Mean streamwise velocity results along the centerline of a 0.55M =  jet for 
exiperiment, two hybrid solvers (RANS/LES and PANS), and the k-ε RANS solver showing that 
the hybrid methods perform better than the RANS method (Abdol-Hamid et al. 2006). 
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Chapter 6: Methodology 
6.1 Methodology for IRT Domain Simulations 
The domain of interest for this study is the region upstream of the spray bars to the test 
section as pictured in Figure 6.1.  The IRT test conditions considered were the calibration test 
conditions since the objective is to understand how the droplets disperse in the tunnel.  The 
hybrid RANS/LES scheme outlined in Chapter 2 was implemented as the fluid-phase solver, 
which is capable of resolving the turbulence generated from the wake.  Compared to a RANS 
approach, additional computational resources were required because of the finer grid needed to 
capture the turbulent scales and the increased number of iterations required to develop the flow.  
The latter is a consequence of the requirement for a global timestep instead of a generally larger 
adaptive timestep.  Additionally, the simulations must be run longer to obtain time-averaged 
turbulence results or to calculate droplet dispersion.  Therefore, it is not feasible to simulate the 
entire domain with LES approach.  As such, a smaller section that has the same contraction ratio 
was use for the simulations, as shown in Figure 6.2.   
Based on provided dimensions of the IRT, the spray bar was placed 42.7 ft from the test 
section turntable, which is were the calibration grid is modeled.  As a result, the spray bar trailing 
edge is located at the start of the contraction section.  The nozzles on the spray bars extend 0.25 
inches from the trailing edge, and the vertical strut was placed so that the quarter-chords of the 
spray bar and strut were aligned. 
The dispersed-phase solver in WIND-US described in Chapter 2 was used for calculating the 
droplet trajectories in the computational domain.  While zero gravity and one-way coupling were 
assumed for the cylinder study to compare wake effects on the droplets, the gravity was turned 
on and two-way coupling was employed in order to replicate the physical conditions in the IRT.  
Two-way coupling allows the droplet wake to affect the fluid-phase flow field in addition to the 
fluid-phase flow field acting on the droplet.  This is achieved by calculating a source term for 
each fluid cell that sums the momentum difference between the particles and the local fluid, 
which is then added to the fluid-phase governing equations (Kersey et al. 2010).  Generally, the 
effect of the coupling is proportional to the relative velocities of the particles in the fluid cell, the 
net droplet volumetric concentration, and the density ratio of the gas relative to the liquid. 
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6.2 Overview of IRT Simulation Cases 
The first case simulated was the “spray bar only” domain shown in Figure 6.2a, which 
consisted of a single spray bar within a “stream-tube” domain of the IRT and did not include air 
jets.  Droplets were injected into this domain to investigate the spray bar wake’s effect on 
dispersion.  The next simulations used the local air jet velocity profile to implement multiple jets 
into the domain.  This included first simulating the jet flow from the nozzle exit (denoted as the 
near-field jet solution) and then using the result to simulate the jet flow from a velocity profile 
extracted downstream (denoted as the far-field jet solution).  In the far-field jet flow, droplets 
were released from one of the air jets into the full domain.  The next case simulated was the IRT 
stream-tube domain with a spray bar and air jets, followed by the last case: simulation of the 
spray bar with a vertical strut intersection with air jets (Figure 6.2b). 
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6.3 Figures 
 
(a) 
 
 
(b) 
 
Figure 6.1:  (a) Schematic of the IRT domain downstream of the turning vanes to the test section 
and (b) rear view of the IRT domain showing the spray bar and vertical strut placements. 
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(a) 
 
 
(b) 
 
Figure 6.2:  Schematic of the computational IRT stream-tube domain (blue) in relation to the 
physical dimensions along with the placement of (a) the single spray bar and (b) the spray bar 
and vertical strut intersection. 
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Chapter 7: Results 
7.1 “Spray Bar Only” in the IRT Stream-Tube 
7.1.1 Computational Grid and Simulation Conditions 
The grid for the “spray bar only” simulation is shown in Figure 7.1.  The structured grid is 
made up of seven zones.  The initial boundary layer spacing was set to 1+ ≈y  to ensure an 
adequate resolution of the boundary layer.  After the spray bar trailing edge, the vertical grid 
spacing grows to form more isotropic cells.  The number of grid points in the vertical direction 
was 65 while the number of grid points in the spanwise direction was 31 grid points.  However, 
the vertical dimension was reduced to 33 grid points after the contraction.   
The freestream pressure and temperature were set to IRT conditions and had values of 0 °F 
and 14.696 psi.  The inflow velocity was set to 5.5 m/s, which was found to give a test section 
velocity of 175 mph (79 m/s). The inflow turbulence was set to averaged values calculated by 
Bhargava (2005) with a turbulent kinetic energy k  of 0.049 m2/s2 and a specific turbulence 
dissipation rate ω  of 3.74 s-1.  The outflow boundary condition was set as a pressure outlet with 
a static pressure of 14.07 psi, which gave the proper test section velocity.  The simulation 
timestep used for this simulation was 52 10−×  seconds, which was found to be the maximum 
permissible for stable computations for this domain.  Unlike the cylinder case, inviscid wall 
boundary conditions were used on the sidewall (instead of periodic boundary conditions).  
Inviscid boundary conditions were necessary to obtain the flow acceleration consistent with the 
IRT as the cross-sectional area of the domain decreases. 
Droplets with 20 µm diameters were released downstream of the spray bar at the location 
where the air nozzle exit centroid would be placed.  This was done to compare the droplet 
dispersion behind the spray bar without and with the air jet effect.  However, the droplets 
injection conditions were set to the local mean streamwise value in the wake for the former 
instead of to the air jet velocity for the latter.  Unlike the cylinder case, droplets that hit a 
sidewall wall were assumed to have left the domain. However, the inviscid wall boundary 
conditions employed for this IRT stream-tube domain, did not allow any spanwise velocity at the 
boundaries so that few particles impacted the side-wall. 
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7.1.2 Air Flow Results 
The flow solution for the “spray bar only” case shows a turbulent wake shedding off of the 
spray bar.  Instantaneous snapshots of the streamwise velocity xu  and the normalized vorticity 
magnitude *Ω  pictured in Figure 7.2 show that the boundary layer separates in the last quarter of 
the spray bar and an unsteady wake extends downstream (to the right).  To maintain consistency 
with the cylinder flow, *Ω   was obtained by normalizing the vorticity magnitude by the ratio of 
spray bar thickness ( D ) to the freestream velocity upstream of the spray bar (Equation 3.2).  For 
the present conditions, this yielded 12.9 cmD =  and 5.54 m/sU
∞
= .  The spray bar Reynolds 
number ReD , also defined based on the spray bar thickness, was calculated to be 66,500.   
Figure 7.3 shows slices of the time-averaged streamwise velocity xu  and the total turbulent 
kinetic energy k , which is the sum of the resolved and sub-grid energies.  There is a small 
recirculation region at the trailing edge, as seen in the xu  contour plot, due to the flow 
separation.  In the wake region, a velocity deficit can be seen to extend downstream.  The 
turbulent kinetic energy is high at the trailing edge of the spray bar but quickly decreases as the 
wake goes downstream.  Compared to the cylinder flow simulations in Part A, the turbulence is 
significantly less for the spray bar due to the flow separation location.  If the separation on the 
spray bar occurred closer to where the spray bar was thickest, then higher turbulence would be 
expected, which may be beneficial to droplet dispersion. 
 
7.1.3 Droplet Distribution Results 
The instantaneous droplet distribution is shown in Figure 7.4.  The particles were released 
5.72 cm from the trailing edge, consistent with the plug jet that was used to represent the air jet 
that is described later on.  The actual nozzle exit is located 0.635 cm from the trailing edge in the 
IRT.  From the figure, it can be seen that the droplets closely follow the vortices in the wake of 
the spray bar and are spread pretty uniformly throughout those vortices.   
In order to quantify the spread of the particles in a time-averaged sense, the concentration 
ratio *α  was defined as the ratio of particle concentration at the flux plane to the particle 
injection concentration, i.e 
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where pN  is the number of particles in the bin and ,p totN  is the total number of particles that 
cross the flux plane.  binA  is the area of the bin, ,x avgv  is the average droplet streamwise velocity 
for the particles collected in the bin, and 
refA  is the reference area.  The reference area chosen 
for this case is based on distance horizontally between two jets (6 inches) and vertically between 
two spray bars (24 inches).  This gives a reference area of 0.093 m2, or 1 ft2.  The *α  is 
representative of a non-dimensional LWC at a flux plane, which is proportional to the mass of 
water per unit volume.  A value of 1 for *α  would signify the ideal distribution of LWC with 
this normalization, meaning the cloud covers the reference area uniformly.  The discrete bin sizes 
used to measure the *α  spatial distribution were squares with sides that were 1.27 cm in length 
and were kept constant for all the flux planes.  The number of bins per flux plane decreases as 
the planes gets smaller from the contraction. 
Figure 7.5 shows *α  plotted for flux planes spaced 61 cm apart from the trailing edge.  The 
first plane is located 61 cm from the spray bar trailing edge and the last plane is located 305 cm 
from the spray bar trailing edge.  The concentration spreads out more in the vertical direction 
than in the spanwise direction because the vortices shedding off of the spray bar are primarily 
two-dimensional.  As the droplets move downstream, their concentration decreases as they 
spread out.  For 305 cmx > , the stream tube walls begin to have an effect because the increasing 
particle cloud size interacts with the walls of the stream tube as the flux plane area decreases. 
 
7.2 A Near-Field Jet and a Far-Field Jet in a Nearly Stagnant Domain 
Resolving an air jet starting from the nozzle exit to a downstream location of several meters 
would require a very fine grid at the inflow and a very small timestep to keep the simulation 
stable due to the high speeds at the inflow, where the flow is choked.  In fact, the timestep would 
have to be roughly two orders of magnitude smaller than an IRT stream-tube domain without air 
jets based on the difference in flow speeds ( 0.017M =  in that region versus 1.0M =  for the jet).  
A nearly one hundred-fold increase in the number of time-steps is impractical; therefore a near-
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field approach was used to simulate the local high-speed flow portions of a single isolated jet.  
The results from this much smaller near-field domain were then used to extract a jet profile used 
as an inflow condition for the IRT stream tube domain computational domain (which extends to 
the IRT test section).   
For the near-field jet simulation, the air jet pressure was chosen to be 20 psig which a 
common pressure used in the IRT.  The measurements conducted by Bulzan et al. (1991) on the 
Mod-1 nozzle were used to obtain inflow conditions for the air jet and to validate the coarser jet 
model.  The Standard nozzle that is also used in the IRT is assumed to have the same flow field 
since the only difference in geometry is the water tube diameter which is located inside the 
nozzle. 
 
7.2.1 Near-Field Jet Computational Grid and Simulation Conditions 
The near-field computational grid in Figure 7.6 used to simulate a single air jet at 20 psig 
using a cylindrical grid 51 cm in length and 30 cm in diameter.  The structured grid was divided 
up into eight zones in order to take advantage of multiple CPUs with each zone having 
dimensions of 40 56 51× × .  Grid spacing was much smaller at the nozzle inlet region and 
included increased resolution grid spacing (on the order of 10-4 cm) at the nozzle inflow edge to 
resolve the free shear layer. 
The freestream temperature and pressure were set to 297 K (74.9 °F) and 101.3 kPa (14.696 
psi).  The inflow boundary conditions for the 20 psig jet were calculated using the average air 
mass-flow rate measured by Bulzan et al. (1991), which was 0.49 g/sjetm =  and a stagnation 
temperature 0, 297 KjetT =  and stagnation pressure 0, 34.696 psijetp = .  The actual diameter of 
the nozzle exit is 0.318 cm, and the inflow velocity is assumed to be 1M = .  Using these inflow 
conditions result in a mass flow rate higher than the jetm  measured experimentally.  This is 
attributed to the nozzle geometry near the exit which include an upstream step contraction would 
result in local flow separation from the nozzle edges.  Without experimental measurements at the 
inlet or numerical simulation of the entire nozzle geometry, the jet profile at the nozzle exit is 
thus unknown.  Therefore, the velocity profile was assumed to be constant at 1M =  with an 
adjusted nozzle diameter adjD  consistent with the measured mass flow rate.  This adjusted 
diameter can be obtained using the relationship 
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where “jet” quantities are located at the inflow boundary condition.  The pressure and 
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The adjusted diameter was calculated to be 0.228 cm.   
The experiment was conducted in stagnant air, but a small non-zero freestream velocity 
( 0.001M
∞
=  or 0.35 m/sU
∞
= ) was employed for numerical stability purposes.  The rest of that 
boundary was set to inviscid wall where the radius is less than 1.27 cm to represent the nozzle 
geometry and freestream conditions for boundary points with radius greater than 1.27 cm.  The 
boundary opposite of the nozzle exit was set as a pressure outlet, and the outer boundary was set 
as freestream.  The singular axis boundary condition was used when the radius was zero.  The 
timestep for this simulation was 84 10  s−× , which was much smaller than the single spray bar 
case in order to ensure numerical stability at the nozzle exit. 
 
7.2.2 Near-Field Jet Air Flow Results 
The Mach number contour for the instantaneous flow field of the full air jet simulation is 
shown in Figure 7.7.  At the nozzle exit, the 20 psig jet is under-expanded and shows the 
diamond-patterned shocks in the nozzle core.  The free shear layer is initially very thin and stays 
thin until about 1 cm downstream, which is roughly four jet diameters downstream of the exit.  
The core eventually breaks up, and the jet becomes fully turbulent with large-scale unsteady 
three-dimensional structures.   
The time-averaged Mach number contour plot is shown in Figure 7.7a where the growth of 
the shear layer and the end of the jet core is clearer.  The mean streamwise velocity values are 
plotted with the experimental measurement points of Bulzan et al. (1991) along the jet centerline 
in Figure 7.8.  The predictions of centerline velocity decay were found to match the experimental 
data quite well.  The slices at 10 cmx =  and 20 cmx =  in Figures 7.9 and 7.10 show that the 
radial velocity profiles also compare quite favorably with the experiment.  The predicted 
turbulent kinetic energy is quite reasonable at the outer half of the jet but shows a much stronger 
 121 
reduction near the centerline than observed in the experiments.  This indicates that the 
simulations under-predict turbulence downstream of the core, which may be due to the steady 
inflow condition due to the inflow profile, which was both steady and uniform in this region.  
However, the differences are generally small, given and deemed reasonable.   
 
7.2.3 Far-Field Jet Boundary Conditions  
The time-averaged velocity distribution of the above near-field jet at 5.08 cmx =  were used 
for jet inflow conditions for the IRT stream-tube domain by converting the predicted smooth 
profile back into a step-function plug profile as shown in Figure 7.11, by applying conservation 
of mass and momentum laws with an incompressible flow assumption.  Also shown in Figure 
7.11 is a smooth profile, but this did not allow flow instabilities to develop when used as an 
inflow condition to the stream-tube domain (since the velocity gradients were too weak to 
quickly generate the large-scale structure necessary for a LES approach).  The cylindrical jet grid 
was implemented as a chimera insert grid to allow integration with the contractions of the IRT 
stream-tube domain.  The timestep for these stream-tube simulations was 64 10  s−× , which is 
100 times greater than the simulation for the near-field jet. 
Droplets with 20 µm diameters were also injected into the far-field jet at the jet inflow 
(located 5.08 cm downstream of the physical nozzle exit) to observe how the droplets disperse 
under this jet.  The droplets were continuously injected with an injection velocity equal to the 
fluid-phase inflow velocity and were assigned a random x,y injection position within the plug jet 
inflow area.  There was no spatial weighting used for the random position generator so that over 
time, the resulting injection concentration would be uniform over the inflow area.   
 
7.2.4 Far-Field Jet Air Flow Results 
As mentioned above, use of the smooth profile shown in Figure 7.11 resulted in a RANS like 
flow where the jet did not become significantly unstable.  The plug jet profile represents the 
other extreme case where there is a very thin shear layer at the inflow.  The high velocity 
gradients in this region allowed the ensuing far-field jet to become unstable immediately, as 
shown in Figure 7.12; a result which is consistent with the near-field jet unsteadiness shown in 
Figure 7.7.   
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The time-averaged streamwise velocity and turbulent kinetic energy plotted along the jet 
centerline are shown in Figure 7.13 and compare quite well with experiment for 10 cmx > .  
However, there is a discontinuity in k  around 30 cmx = , indicating some numerical error 
present in the coupling region of the chimera insert grid and the master grid.  The error is most 
likely due to the difference in grid spacing between the two, especially near the singular axis 
region, so as the flow transfers from the jet grid to the master grid, flow resolution is lost.  The 
profiles of streamwise velocity and turbulent kinetic energy from a slice taken at 30 cmx =  are 
shown in Figure 7.14.  The predicted radial distribution again reasonably match the experiment, 
but the curves show some radial oscillations attribute do the coupling between the insert grid and 
master grid coupling. 
 
7.2.5 Far-Field Jet Droplet Distribution Results 
An instantaneous snapshot of the droplets is shown in Figure 7.15.  The concentration ratio 
was calculated for this flow field, but because this is not the IRT stream-tube domain and the 
ambient flow is stagnate, the normalizing values in Equation 7.1 were changed.  The reference 
area 
refA was set to the plug jet inflow area (2.7 cm2), and the freestream velocity U∞  was 
replaced with the jet inflow velocity (47 m/s).  Figure 7.16 plots the peak concentration ratio 
versus x-position (where 5.08 cmx =  is the plug jet inflow location).  Initially, *α  is constant 
because of the particle injection conditions, but it reaches a peak at around 15 cmx = .  This 
increase in the centerline concentration is attributed to the low turbulence in the core region 
which prevents particle from being flung out, combined with the high turbulence in the outer jet 
region which causes some particle with finite inertia to be flung inwards.  The local minima in 
the turbulence for the far-field jet at 10 cmx <  is similar to that seen in Figure 7.9.  This can be 
viewed as a turbo-phoresis phenomenon, whereby particles with finite inertia moved from 
regions of high turbulence to regions of low turbulence (Young & Leeming 1997).  However, 
once the jet becomes fully turbulent and the core region contains the highest turbulence level (as 
in Figure 7.13), the centerline concentration decreases rapidly. 
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7.3 Single Spray Bar with Air Jets in the IRT Stream-Tube 
7.3.1 Computational Grid and Simulation Conditions 
The air jets with the plug profile inflow were implemented into the IRT stream-tube domain 
with the spray bar.  Three jets were placed six inches apart from each other with the intention to 
release droplets from the middle jet.  The spacing is consistent with the closest spacing of 
potential nozzle locations in the IRT spray bar system.  Note that three nozzles placed in 
consecutive slots is a common occurrence in the current nozzle map in Figure 5.6.  Although 
they may not all be the same nozzle (Mod-1 or Standard), all the nozzles act as air jets when the 
tunnel is running so the present jet configuration is reasonable.  The result is a spanwise length of 
45.7 cm at the inflow plane, while the vertical length was kept at 61 cm.  The grid shown in 
Figure 7.17 is much finer than the “spray bar only” grid in order to have the grid spacing roughly 
the same at the transition from the chimera insert grid to the master grid.  The number of grid 
points in the vertical direction was 85 for this case.  The number of grid points in the spanwise 
direction was 69, which is more than double that of the single spray bar grid.  This leads a much 
more demanding simulation and also required a smaller timestep, set at 65 10  s−× . 
 
7.3.2 Air Flow Results 
The instantaneous flow is much more chaotic once the air jets are added.  Figure 7.18 shows 
instantaneous snapshots of the streamwise velocity and normalized vorticity at the slice 0z = , 
which cuts through the center of the jet.  The strength of the turbulent structures from the jets is 
much stronger than the vortices from the spray bar wake.  Additionally, the structures are smaller 
and more random instead of the large vortices generated by the spray bar that are generally 
oriented parallel to the spray bar.  Comparing the vorticity magnitude plots in Figures 7.2b and 
7.18b, the vorticity magnitude of the turbulent structures with the air jets is roughly 10 times 
higher than without the air jets 2.15 m, or 7 ft, downstream of the spray bar (the right boundary 
of Figures 7.2b and 7.18b). 
 In Figure 7.19, the time-averaged velocity and turbulent kinetic energy are shown in slices in 
half-way between two of the air jets at 15.24 cmz = − .  Instead of the wake deficit seen in Figure 
7.3a for the “spray bar only” case, there is now an increase of velocity downstream of the spray 
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bar, which is caused by the jet-jet interactions.  There is also an increase in turbulent kinetic 
energy in that region.  This suggests that jet-jet mixing occurs rather quickly downstream of the 
spray bar for air jets placed 6 inches apart.  In fact, this jet-jet interaction begins roughly 70 cm 
(2.3 ft) downstream of the spray bar.  It can be seen from these results that the air jets dominate 
the flow and the increase the turbulence in the domain. 
 
7.3.3 Droplet Distribution Results 
Droplets released into the domain were released continuously through the middle air jet only.  
The instantaneous droplet distribution snapshot in Figure 7.20 shows a similar distribution to the 
plug jet case (Figure 7.15).  The difference is a slightly narrower droplet area because there is 
now a freestream velocity, which reduces the amount of time a droplet has to spread as it moves 
down the domain.  The concentration ratio is shown in Figure 7.21 in a similar fashion as the 
“spray bar only” case with flux planes starting at 61 cm downstream of the spray bar trailing 
edge.  Comparing the figure to Figure 7.5, the droplets in the spray bar with air jets flow cover a 
much larger area than the “spray bar only” case.  Also, as the flow evolves downstream the 
droplet dispersion in the spanwise direction becomes greater than in the vertical direction 
because of the jet-jet interactions.  The opposite is true for the “spray bar only” case, where 
droplets are dispersed more in the vertical direction because of the orientation of the spray bar 
wake vortices. 
 
7.4 Spray Bar with Air Jets and Vertical Strut in the IRT Stream-Tube 
7.4.1 Computational Grid 
Including the vertical strut into the computational domain required yet more grid points in the 
spanwise direction in order to resolve the boundary layer around the strut.  The number of grid 
points was 137 in the spanwise direction compared to 69 grid points for the spray bar with air 
jets grid.  Two air jets were placed on each side of the vertical strut, which gave a spanwise 
domain length of 61 cm.  The number of grid points in the vertical dimension was kept the same 
as the spray bar with jets grid (85 grid points).  In order to create the spray bar and vertical strut 
grid, two C-grid zones were created side by side, with connecting boundary conforming to the 
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shape of the strut.  This grid is shown in Figure 7.22.  The cells in the boundary layer become 
very small in the corner regions of the spray bar and strut.  As a result, a further decreased 
timestep of 62.5 10  s−×  was needed to maintain numerical stability. 
 
7.4.2 Air Flow Results 
With the inclusion of the vertical strut, there is now increased turbulence from strut wake and 
intersection corners.  Pictured in Figure 7.23 are instantaneous snapshots of the streamwise 
velocity and normalized vorticity magnitude along the vertical strut centerline ( 0z = ), which is 
also halfway between two of the air jets.  The vorticity contour plot shows the vortex structures 
generated by the vertical strut are long tubes outside of the spray bar’s wake oriented parallel to 
the strut.  In the center region where the spray bar wake is located, the turbulent structures are 
stronger and more chaotic.  This wake is similar to what was seen in the cylinder-cross 
simulations, although the intersection region for the cylinder-cross affected a larger region.  This 
may be due to the fact that the spray bar and strut are much more aerodynamic (less bluff-body 
separation) and that the strut does not extend all the way to the spray bar trailing edge. 
Figure 7.24 displays slices of the time-averaged streamwise velocity and turbulent kinetic 
energy along the strut centerline ( 0z = ).  In the xu  contour plot, the region where the jets begin 
to mix is illustrated by the increase in velocity in the downstream half of the plot.  This region 
can also be seen in the turbulent kinetic energy contour.  Additionally, there is a region of 
increased k  near the spray bar and strut intersection.  The increased turbulence from the 
intersection wake covers a larger region than the “spray bar only” wake in Figure 7.19 and is 
expected to help the jet mixing and, therefore, the droplet dispersion.  The turbulent kinetic 
energy contour plot taken at 0x =  (the spray bar trailing edge location) in Figure 7.25 shows the 
turbulent wake caused by the spray bar and vertical strut intersection.  The presence of the 
vertical strut increases the turbulent kinetic energy near the intersection region even though the 
turbulence from the strut itself is less than that from the spray bar. 
 
7.4.3 Droplet Distribution Results 
Droplets were released from the jet located at 7.62 cmz = −  into the flow field.  The 
concentration ratio *α  was calculated for different flux planes, which are shown in Figure 7.26.  
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These flux planes range from 30.5 cm to 152 cm downstream of the spray bar trailing edge.  It 
was expected that the presence of the vertical strut would cause the jets to become more unstable 
and increase the dispersion of the droplets.  Experimental studies at the IRT showed that the 
vertical strut did indeed help dispersion of droplets in the vertical direction.  In the simulation 
results of Figure 7.26, there is evidence of some increased spanwise ( z ) diffusion with the 
addition of the vertical strut, especially in the first three downstream locations.  However, there 
is little evidence of increased vertical droplet dispersion.   
There may be several reasons for this lack of increased vertical diffusion.  Within the IRT, 
certain spray jets exhibit large deflections due to their interaction with the vertical strut.  This 
“dancing jet” phenomenon was not seen in the numerical simulations.  The discrepancies 
between the spray bar with air jets and vertical strut simulation and the physical IRT may be a 
result of an insufficient modeling of the interaction between the vertical strut and air jets.  Most 
probably, the air jet inflow (which is held steady) may need to be initiated much closer to the 
nozzle exit (instead of at 5.08 cm downstream) in order for the proper unsteady interactions with 
the corner flow to occur.   For example, the inflow plane could be set at 2 cmx = , which would 
still allow for a subsonic Mach based on Figures 7.7 and 7.11.   
In addition, it is possible that the flow separation over the spray bars is under-predicted due 
to: a) the lack of a simulated laminar boundary layer development starting from the leading edge, 
b) the neglect of surface roughness at the rear portion of the spray bar, c) the neglect of heat 
exchanger wake unsteadiness, d) lack of upstream flow angularity to the spray bar and/or the 
strut due to contraction effects (which occurs when either is located at a point away from the 
exact tunnel centerline), and/or e) the use of inviscid side- and top-wall boundary condition 
which can reduce the flow degrees of freedom as compared to a periodic boundary condition 
(which is more consistent with the actual experimental condition). 
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7.5 Figures 
 
 
Figure 7.1:  The computational domain (top) divided into seven zones and a zoomed-in view 
(bottom) of the spray bar region of the “spray bar only” computational grid. 
 
 
 
 
(a) 
 
 
(b) 
 
Figure 7.2:  (a) An instantaneous snapshot of the streamwise velocity xu  in m/s and (b) an 
instantaneous snapshot of the normalized vorticity magnitude * /t U
∞
Ω = Ω  for the single spray 
bar simulation.  The slices were taken at the plane 0z =  . 
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(a) 
 
 
(b) 
 
Figure 7.3:  (a) The time-averaged streamwise velocity xu  in m/s and (b) the time-averaged 
turbulent kinetic energy k  in m2/s2 for the single spray bar simulation.  The slices were taken at 
the plane 0z = . 
 
 
 
 
 
Figure 7.4:  An instantaneous snapshot of the droplet distribution in the wake of the spray bar 
for the “spray bar only” simulation. 
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Figure 7.5:  The time-averaged droplet concentration ratio *α  for the single spray bar 
simulation.  The first flux plane (the left-most plane) is located 61 cm from the spray bar trailing 
edge and the last flux plane is 305 cm from the trailing edge.  Each plane is spaced in increments 
of 61 cm. 
 
 
 
 
 
Figure 7.6:  The computational domain (left) for the air jet simulation from the nozzle exit 
divided into eight  zones and a zoomed-in view (right) of the nozzle exit showing the extra fine 
shear layer grid spacing. 
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(a) 
 
 
(b) 
 
Figure 7.7:  (a) An instantaneous snapshot of Mach number and (b) time-averaged Mach 
number contour plot for the near-field air jet simulation from the nozzle exit. 
 131 
0
10
20
30
40
50
60
70
80
90
100
0 5 10 15 20 25 30 35 40
x [cm]
u
x
 
[m
/s]
Experiment
Hybrid RANS/LES
u
x
 
[m
/s]
 
Figure 7.8:  The time-averaged streamwise velocity along the jet centerline compared to the 
experimental measurements of Bulzan et al. (1991). 
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Figure 7.9:  The time-averaged (a) streamwise velocity xu  and (b) turbulent kinetic energy 
normalized by the centerline streamwise velocity 2/ ck u  profiles 10 cm downstream of the nozzle 
exit compared to the experimental measurements of Bulzan et al. (1991). 
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Figure 7.10:  The time-averaged (a) streamwise velocity xu  and (b) turbulent kinetic energy 
normalized by the centerline streamwise velocity 2/ ck u  profiles 20 cm downstream of the nozzle 
exit compared to the experimental measurements of Bulzan et al. (1991). 
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Figure 7.11:  The time-averaged Mach number profile extracted from the full jet simulation 5.08 
cm (2 inches) downstream of the nozzle exit and the two profiles used for the far-field jet 
simulations: the smooth profile and the plug profile.  The plug profile was calculated using the 
conservation laws. 
 
 
 
 
 
Figure 7.12:  An instantaneous snapshot of streamwise velocity for the far-field air jet 
simulation using the plug profile. 
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Figure 7.13:  The time-averaged (a) streamwise velocity and (b) turbulent kinetic energy results 
along the jet centerline compared to the experimental measurements of Bulzan et al. (1991) for 
the far-field jet simulation. 
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Figure 7.14:  The time-averaged (a) streamwise velocity and (b) normalized turbulent kinetic 
energy profiles 30 cm downstream of the nozzle exit for the far-field jet simulation compared to 
the experimental measurements of Bulzan et al. (1991).  The turbulent kinetic energy is 
normalized by the square of the centerline streamwise velocity. 
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Figure 7.15:  An instantaneous snapshot of the droplet distribution from the plug jet.  Droplet 
dispersions increases greatly once the far-field  air jet goes turbulent. 
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Figure 7.16:  The peak concentration ratio for each flux plane plotted as a function of x for the 
far-field air jet simulation using the plug profile.  The jet inflow is located at 5.08 cm.x =  
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Figure 7.17:  The computational grid for the spray bar with air jets simulation.  Shown here are 
the three chimera jet grids placed behind the spray bar. 
 
 
 
 
(a) 
 
 
(b) 
 
Figure 7.18:  (a) An instantaneous snapshot of the streamwise velocity xu  in m/s and (b) an 
instantaneous snapshot of the normalized vorticity magnitude * /t U
∞
Ω = Ω  at the slice 0z =  for 
the spray bar with air jets simulation.  This slice cuts through the center of the air jet.  
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(a) 
 
 
(b) 
 
Figure 7.19:  (a) The time-averaged streamwise velocity xu  in m/s and (b) the time-averaged 
turbulent kinetic energy k  in m2/s2 for the spray bar with jets simulation.  The contours were 
taken at the slice 7.6 cmz = −  which is halfway between two of the air jets. 
 
 
 
 
 
Figure 7.20:  An instantaneous snapshot of the droplet distribution in the wake of the spray bar 
for the spray bar with air jets simulation. 
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Figure 7.21:  The time-averaged droplet concentration ratio *α  for the spray bar with air jets 
simulation.  The first flux plane (the left-most plane) is located 61 cm from the spray bar trailing 
edge and the last flux plane is 305 cm from the trailing edge.  Each plane is spaced in increments 
of 61 cm. 
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Figure 7.22:  The computational grid for the spray bar and vertical strut intersection with air jets 
simulation. 
 
 
 
 
(a) 
 
 
(b) 
 
Figure 7.23:  (a) An instantaneous snapshot of the streamwise velocity xu  in m/s and (b) an 
instantaneous snapshot of the normalized vorticity magnitude * /t U
∞
Ω = Ω  at the slice 0z =  for 
the spray bar with vertical strut and air jets simulation.  This slice cuts through the center of the 
vertical strut and in between the air jets. 
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(a) 
 
 
(b) 
 
Figure 7.24:  (a) The time-averaged streamwise velocity xu  in m/s and (b) the time-averaged 
turbulent kinetic energy k  in m2/s2 for the spray bar with vertical strut and jets simulation.  The 
contours were taken at the slice 0z =  which is through the center of the vertical strut and 
halfway between two of the air jets. 
 
 
 
 
Figure 7.25:  The time-averaged turbulent kinetic energy k  in m2/s2 for the spray bar with 
vertical strut and jets simulation.  The contour was taken at the slice 0x =  which is at the spray 
bar trailing edge prior to the air jets. 
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Figure 7.26:  Flux planes of the droplet concentration ratio *α  comparing the spray bar with air 
jets case (left) and the spray bar with vertical strut and air jets (right).  The first flux plane (the 
top-most plane) is located 30.5 cm from the spray bar trailing edge and the last flux plane is 152 
cm from the trailing edge.  Each plane is spaced in increments of 30.5 cm. 
 144 
Chapter 8: Conclusions and Recommendations 
8.1. Conclusions 
The primary components of the spray system in the NASA Glenn Icing Research Tunnel 
were simulated using the WIND-US hybrid RANS/LES flow solver to obtain their unsteady, 
turbulent flow fields.  Droplets were released into the locations corresponding to flow fields to 
obtain droplet dispersion and concentration statistics in these flows.  The “spray bar only” 
simulation showed that flow separation occurred on the latter quarter of the spray bar and 
produced turbulent vortices in the wake.  Droplets with 20 µm injected into the spray bar wake 
with the local mean velocity were found to closely follow the vortices in the wake, resulting in 
more vertical dispersion than spanwise dispersion.   
The Mod-1 nozzle was simulated with a near-field region to provide a subsonic inflow model 
that could be efficiently implemented in the IRT stream-tube domain.  A far-field air jet with a 
steady plug velocity profile (derived from the near-field jet) set 5.08 cm downstream of the 
nozzle produced a turbulent jet downstream which reasonably replicated the experimental 
velocity and turbulent kinetic energy for 10 cmx > .  Inclusion of these subsonic air jets greatly 
increases the turbulence in the domain.  Droplets released into this flow experienced much 
greater dispersion, and the jet-jet interactions enhanced the spanwise dispersion of the droplets.   
The simulation of the spray bar intersection with both a vertical strut and air jets showed that 
the vertical strut increased turbulence on the spray bar prior to the air jets.  This was expected to 
help increase the droplet dispersion in the vertical direction.  However, dispersed-phase results 
showed only a slight difference in droplet dispersion.   
 
8.2. Recommendations 
A recommendation for future study is to ignore the contraction effects and focus on the flow 
closer to the vertical strut and spray bar interaction region.  This has the additional benefit of not 
having to decrease grid spacing to maintain isotropic grid cells, which was an issue for the 
hybrid RANS/LES scheme in this study.  Additionally, removing the contraction in the grid 
domain would remove the necessity of using the inviscid wall boundary conditions on the IRT 
stream-tube domain that may have contributed to the under-prediction of turbulence.   
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It may also be beneficial to study the sensitivity of the turbulence predictions due to the 
inflow turbulence conditions.  In this current study, average k  and ω  values obtained by 
Bhargava et al. (2005a) were used, but those values may vary greatly within the actual IRT 
locally.  An unsteady inflow condition may also better represent the turbulence from the heat 
exchanger upstream of the spray bars. 
Additional effort in improving the air jet model to more accurately represent the interactions 
between the jet, the spray bar, and the vertical strut would greatly improve the turbulence and 
droplet predictions of the numerical simulations.  These interactions are important flow features 
within the IRT that influence the LWC distribution.  For example, accurate prediction of the 
“dancing jet” phenomenon would help in better understanding the effects of the vertical strut and 
would improve confidence in future simulations to investigate potential design modifications to 
improve LWC distribution.  Figures 8.1-8.3 show some potential spray bar modifications 
including alternating flaps, angled nozzles, and a bluffer spray bar.  These concepts may increase 
spray bar wake unsteadiness and/or three-dimensionality which can improve vertical dispersion 
of the droplets. 
The study of different sized water droplets, especially larger droplets, may also be beneficial 
in understanding the dispersion in the IRT, but this would require more accurate injection 
information at the nozzle since larger droplets may not closely follow the fluid-phase like the 20 
µm droplets considered in this study. 
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8.3. Figures 
 
 
Figure 8.1:  Schematic of a potential design modification to improve LWC using alternating 
flaps. 
 
 
 
 
 
Figure 8.2:  Schematic of a potential design modification to improve LWC using angled spray 
nozzles. 
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Figure 8.3:  Schematic of a potential design modification to improve LWC using a bluffer spray 
bar with a rounded trailing edge. 
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