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ABSTRACT
The thesis investigates multiple machine learning algorithms with big data ap-
proach and applies cutting-edge deep analytics to tackle the challenges in financial
wealth management. In general, the existing research on wealth data analytics is
limited with two main challenges. Firstly, the amount of quantitative research con-
ducted is scarce and scattered across different approaches. Partially this is due to the
lack of access to the data required for the research to use a quantitative approach.
Secondly, the results are rudimentary and limited to a certain aspect of wealth data
analytics. This lack of integration in existing research findings is a by-product of
the simplistic approaches employed in lieu of big data analytics and deep learning
techniques.
This research provides a broader and comprehensive approach for quantitative
research within the wealth management field from both financial and customer as-
pects. Particularly, this research utilizes the big data of structured demographic, be-
havioral, communicational data, and unstructured textual information from wealth
customers, plus additional financial market and corporate responsibility data from
companies. This thesis exploits deep analytics techniques to provide a better frame-
work for decision-making support based on the constructed mathematical and com-
putational models, combined with customer segmentation modeling and quantitative
finance approach.
From the customer aspect, the thesis applies big data analytics, text mining
and interpretable machine learning in customer data analytics in wealth manage-
ment. The proposed approaches and models are (1) MMDB for personality mining,
(2) transfer learning for customer personality prediction, (3) ensemble model with
text mining for churn prediction, (4) interpretable machine learning with SHAP-
MRMR+ to extract customer insight, and (5) customer segmentation and manage-
rial implications with personality and SOM.
From the financial aspect, this is one of the first research to utilize deep learning
for socially responsible investment. The proposed framework consists of (1) text
mining of CSR reports for ESG ratings, (2) ESG-based quantitative models, (3)
deep learning using Multivariate BiLSTM for stock return prediction, (4) MV-ESG
for ESG-based portfolio optimization, and (5) reinforcement learning for socially
responsible investment.
The empirical results show the advantages and effectiveness of deep learning algo-
rithms and big data analytics in financial wealth data analytics. Through the com-
pletion of this thesis, various aspects of wealth data analytics have been researched
and integrated into sophisticated frameworks, and the information systems can pro-
vide meaningful insights for multiple stakeholders, from researchers to individual
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NB Näıve Bayes
NEU Neuroticism
NLP Natural Language Processing
NN Neural Network
NSGA-II Non-Dominated Sorting Genetic Algorithm 2
OCSVM One Class Support Vector Machine
xviii
OPN Openness
P/B Price per Book





RMSE Root Mean Squared Error
RNN Recurrent Neural Network
ROC Receiver Operating Characteristic
SDGs United Nation Sustainable Development Goals
SHAP Shapley Addictive Explanations
SHAP-MRMR+ Combined SHAP and positive mRMR method
SLSQP Sequential Least Square Programming
SMO Sequential Minimal Optimization
SMOTE Synthetic Minority Over-sampling Technique
SMOTETomek SMOTE and Tomek links
SMOTTEENN SMOTE and Edited Nearest Neighbours
SOM Self-Organizing Maps
SRI Socially Responsible Investment
SSS Small Sample Size
Super Superannuation
SVD Single Value Decomposition
SVM Support Vector Machine
SVM-SMOTE SMOTE and SVM
SVR Support Vector Regression
TF-IDF Term Frequency - Inverse Document Frequency
TI Term Importance
Word2Vec Word to Vector
XGB XgBoost Extreme Gradient Boosting method
YT Youtube Dataset
