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Memory effects in the dynamics of open systems have been the subject of significant interest in the last
decades. The methods involved in quantifying this effect, however, are often difficult to compute and may
lack analytical insight. With this in mind, we consider Gaussian collisional models, where non-Markovianity
is introduced by means of additional interactions between neighboring environmental units. By focusing on
continuous-variable Gaussian dynamics, we are able to analytically study models of arbitrary size. We show
that the dynamics can be cast in terms of a Markovian Embedding of the covariance matrix, which yields closed
form expressions for the memory kernel that governs the dynamics, a quantity that can seldom be computed
analytically. The same is also possible for a divisibility monotone, based on the complete positivity of interme-
diate maps. We analyze in detail two types of interactions, a beam-splitter implementing a partial SWAP and
a two-mode squeezing, which entangles the ancillas and, at the same time, feeds excitations into the system.
By analyzing the memory kernel and divisibility for these two representative scenarios, our results help to shed
light on the intricate mechanisms behind memory effects in the quantum domain.
I. INTRODUCTION:
The growing interest in quantum information process-
ing applications has highlighted the need for furthering our
knowledge on the notion of information flow. Unlike classi-
cal systems, in the quantum realm information leaks are much
more efficient, so that when a system interacts with an en-
vironment, information about the former is inevitably trans-
ferred to the latter. When the environment is very large and
complex, this information may never return. In this case the
dynamics is called Markovian. In general, however, there
may be a partial backflow of information, which character-
izes a non-Markovian evolution [1]. From the point of view
of causality, this backflow quantifies the ability of the dynam-
ics to communicate past information to the future [2]. Non-
Markovianity therefore touches at the core of information pro-
cessing, which justifies the need for detailed studies.
Considerable attention was given in recent years on how to
characterize and quantify non-Markovianity in the quantum
domain (see [3, 4] for two recent reviews). Due to the rich-
ness involved, however, there is no single approach capable of
capturing its full essence. The most important notion is that of
map divisibility: non-Markovianity requires that the underly-
ing dynamical map should not be divisible [5, 6]. The notion
of information flow, on the other hand, relies on information-
theoretic quantifiers and is thus not uniquely defined. The
most widely used measures involve the trace distance [5–8]
between different initial states or entanglement [9] between
the system and an ancilla. Several other quantifiers have also
been explored [10–18].
A much older notion of non-Markovianity is that of a mem-
ory kernel, as present already in the seminal works of Naka-
jima and Zwanzig. The basic idea is that the open dynamics of
a system’s density matrix ρS can, quite generally, be written
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as
dρS
dt
= −i[HS , ρS ] +
t∫
0
Kt−t′ [ρ(t′)] dt′, (1)
whereKt−t′ , called the memory kernel (MK), is a linear super-
operator condensing all the information on how the evolution
of ρ at time t depends on its past values. The MK has been
studied intensively in the past [19–23], as it provides clear
insights onto the inner workings of non-Markovianity. How-
ever, being a superoperator, it is generally difficult to compute
analytically. We also mention in passing that, at a more oper-
ational level, MKs can be generalized to the notion of process
tensor, which includes also all possible input and output oper-
ations performed in the system [24–26].
Analyzing non-Markovianity for general environments is
in general an extremely difficult task. First, the calculations
quickly become impractical when the size of the bath is large.
And second, realistic baths often have many additional fea-
tures which tend to mask the effects one is interested in. This
motivates the search for controllable models, where the de-
gree of non-Markovianity can be finely tuned. One way to
accomplish this, which has seen an enormous surge in pop-
ularity in recent years, are through the so-called collisional
models [27–38]. The basic idea is to replace the open dynam-
ics of a system by a series of sequential interactions between
the system (S ) and small environmental units E1, E2, E3 . . .
(henceforth referred to as ancillas). All ancillas are prepared
in the same state and each interaction only lasts for a fixed
time, after which they never interact again. This therefore
leads to a stroboscopic dynamics for the system.
The advantage of collisional models is that non-
Markovianity can be introduced in a fully controllable. There
are two main ways to do so. The first is to consider that the
ancillas already start correlated [39–43]. The other one is
to assume information is transmitted between them during the
process [44–51]. Here we shall focus on the second case. That
is, we consider a scenario where neighboring ancillas EnEn+1
interact with each other in between the interactions S En and
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FIG. 1. Non-Markovian collisional models. (a) First few steps of the dynamics. The system-ancilla interactions S En are interspersed by
ancilla-ancilla interactions EnEn+1, which propagate information forward, making the dynamics non-Markovian in a fully controllable way.
(b) Basic structure of the Markovian embedding dynamics (17), which is a map from the Hilbert space of S En to that of S En+1. (c) The
memory kernel [Eq. (1)] quantifies how different instants of the past affect the evolution at present times. (d) CP-divisibility. The maps in gray,
from time 0 to tn or tm are, by construction, CPTP. But the intermediate map from tn to tm > tn may not necessarily be.
S En+1 (see Fig. 1(a)). This additional interaction signals in-
formation from the past to the future, so that when the S En+1
interaction arrives, the ancilla En+1 will already contain some
information about the system.
In this paper we overcome these difficulties by focusing on
continuous-variable collisional models, undergoing Gaussian-
preserving dynamics [52–60]. The advantages that come with
the Gaussian toolbox allows us to construct a complete frame-
work for the study of non-Markovianity, which: (i) encompass
a broad range of scenarios; (ii) allows for the explicit construc-
tion and computation of the memory kernel and (iii) provides
easy access to a CP-divisibility monotone, which can be di-
rectly compared with the memory kernel. The framework is
also amenable to analytical calculations and extremely effi-
cient from a numerical perspective. Thus, despite being re-
stricted to Gaussian interactions, it offers multiple advantages
over more general maps. Accompanying this paper, we also
provide a complete numerical library for efficiently simulat-
ing Gaussian collisional models in Python [61] All plots in
this paper were generated with this code.
The paper is divided as follows. The basic framework is de-
veloped in Sec. II, where we show that the full non-Markovian
Gaussian dynamics can be converted to a set of matrix differ-
ence equations, written in terms of a Markovian embedding
(Fig. 1(b)). This is the key step which makes the problem
amenable to analytical calculations. Armed with this result,
we then provide a full characterization of both the memory
kernel (Sec. III) and the map divisibility (Sec. IV). Through-
out the paper, our exposition will be example-oriented, with
a focus on two specific types of interactions. The framework,
however, is general and we will specify, in each part, how to
properly make this generalization.
II. FORMAL FRAMEWORK
A. Non-Markovian Collisional models
We consider here the collisional model scenario presented
in Fig. 1. A system S is put to interact sequentially with an
arbitrary number of environment ancillas E1, E2, E3, . . .. The
ancillas are independent and identically prepared, each with
initial density matrix ρE . The interaction between S and En is
described by a unitary Un. After this, S and En never interact
again. If Un was the only interaction involved, the dynamics
would be Markovian by construction.
Here we make it non-Markovian in a controllable way, by
introducing ancilla-ancilla collisions [44–51]. That is, after
collision S En, but before S En+1, we put EnEn+1 to interact
with each other by means of another unitary Vn,n+1. Since En
already interacted with S , it contains some information about
it, which is then transmitted to En+1 via Vn,n+1. As a con-
sequence, when the collision S En+1 starts, they will already
contain some information about each other, obtained from En.
Past information about S can thus backflow at S En+1, mak-
ing the dynamics non-Markovian. This construction therefore
provides a clean and controllable way of introducing non-
Markovianity. In particular, by assuming that En only inter-
acts with its neighbor En+1, we fix the memory length of the
process. Collisional models with long-range interactions were
discussed in [47].
Let ρ0 = ρS ⊗ ρE ⊗ ρE ⊗ . . . denote the initial state of the
composite system S E1E2 . . .. We count time in integer steps,
such that at time n the collisions S En and EnEn+1 already took
place. That is, at time n the system has already interacted
with its corresponding ancilla En and this ancilla has already
passed down its information to the next one. The map taking
the composite system S E1E2 . . . from n−1 to n therefore reads
ρn = Vn,n+1Un ρn−1 U†nV
†
n,n+1. (2)
3To avoid confusion we henceforth use superscripts to denote
time so that ρn refers to the global state of S E1E2 . . . at time
n. The map (2) involves only S EnEn+1. All ancillas Em with
m > n + 2 did not yet participate in the process and therefore
remain in a product state with everything else. In addition,
the ancillas with m < n will never participate again and hence
can be traced out (discarded). The process (2) can thus be
equivalently written as
ρnS ,En,En+1 = Vn,n+1Un
(
ρn−1S En ⊗ ρE
)
U†nV
†
n,n+1, (3)
where ρn−1S En is the state of S En at time n − 1 and ρE refers to
the initial state of En+1. After this interaction one may trace
out En, leading to ρnS ,En+1 = trEn ρ
n
S ,En,En+1
, which can then be
fed again to Eq. (3) to evolve to the next step.
B. Gaussian states and Gaussian operations
Quantifying and understanding non-Markovianity in the
collisional model (3) is a task that often has to be tackled nu-
merically. This is specially the case if one is interested in
arbitrarily long times. Here we are interested in obtaining an-
alytical results. To accomplish this, we therefore specialize
now to the case of continuous-variable systems undergoing
Gaussian-preserving dynamics. Our exposition, in what fol-
lows, will be example-oriented. However, the final results will
be general [Eqs. (16), (17) and (19)].
We assume the system is described by a bosonic annihi-
lation operator a and corresponding quadratures Q = (a +
a†)/
√
2 and P = i(a† − a)/√2. Similarly, the ancillas are de-
scribed by bosonic annihilation operators b1, b2, . . ., with cor-
responding quadratures qn, pn. The generalization to a multi-
mode system, or multimode ancillas, is straightforward. We
take the system-ancilla interaction Un in Eq. (3) to be a simple
beam-splitter-type unitary,
Un = eλs(a
†bn−b†na), (4)
described by a parameter λs. One can view (4) as an interac-
tion with a Hamiltonian ig(a†bn − b†na) that lasts for a time τ
such that gτ = λs. Since we are only interested in the strobo-
scopic dynamics, we can omit these internal details for sim-
plicity. As for the EnEn+1 collision unitary Vn,n+1, we shall
explore two possibilities. The first is again a beam-splitter
map
Vn,n+1 = eλe(b
†
nbn+1−b†n+1bn), (5)
with interaction strength λe. We shall henceforth refer to this
as the BS dynamics. In addition, we shall also look at a two-
mode squeezing interaction (TMS),
V˜n,n+1 = eνe(b
†
nb
†
n+1−bn+1bn), (6)
with strength νe. The reason behind this choice is related to the
fact that two-mode squeezing interactions generate stronger
forms of correlations (e.g. entanglement) between the ancil-
las. By contrasting (5) and (6) we may therefore explore the
role of quantum correlations in non-Markovianity.
The unitaries (4)-(6) are Gaussian preserving. If we as-
sume that the initial state is Gaussian, the dynamics will then
be completely characterized by the first and second moments.
We assume, for simplicity, that the first moments are initially
zero, so that they will remain so throughout. The covari-
ance matrix (CM) is defined as σi j = 12 〈{Ri,R j}〉 where R =
(Q, P, q1, p1, q2, p2, . . .). The initial state is block-diagonal, of
the form
σ0 = diag
(
θ0, , , , . . .
)
, (7)
where each block is 2 × 2: θ0 is the arbitrary initial CM of the
system and  is the initial CM of the ancillas (which are all
the same, since we are assuming the ancillas are iid). In the
analyses below we will usually take  = I2/2 (i.e., a vacuum
state); but we leave it general for the moment.
The global dynamics of S E1E2 . . . is unitary. As a conse-
quence, the map (2) is translated into a symplectic evolution
for the CM:
σn = S n,n+1S n σn−1S Tn S
T
n,n+1, (8)
where S n and S n,n+1 are the symplectic matrices associated
with the unitaries Un and Vn,n+1. The symplectic matrix asso-
ciated to the beam-splitter interaction (4) is remarkably simple
because all entries become proportional to the 2 × 2 identity
[this is partially because of the choice of phase in the exponent
of (4)]. For instance, the interaction S 2 between the S and E2
reads
S 2 =

x 0 y 0 . . .
0 1 0 0 . . .
−y 0 x 0 . . .
0 0 0 1 . . .
...
...
...
...
. . .

, (9)
where each entry is a 2 × 2 matrix, with x = cos(λs) and
y = sin(λs). The extension to S n is straightforward. The same
structure also holds for the BS unitary Vn,n+1 between EnEn+1
[Eq. (5)], except that now the position of the non-zero entries
changes. For instance,
S 1,2 =

1 0 0 0 . . .
0 z w 0 . . .
0 −w z 0 . . .
0 0 0 1 . . .
...
...
...
...
. . .

, (10)
where z = cos(λe) and w = sin(λe). The TMS interaction (6)
is slightly more complicated since some entries are propor-
tional to the identity, while others are proportional to the Pauli
matrix σz; for instance,
S˜ 1,2 =

1 0 0 0 . . .
0 z˜ w˜σz 0 . . .
0 w˜σz z˜ 0 . . .
0 0 0 1 . . .
...
...
...
...
. . .

, (11)
4with z˜ = cosh(νe) and w˜ = sinh(νe).
The BS dynamics is completely characterized by the pair
(λs, λe), while the TMS dynamics is characterized by (λs, νe).
On top of that, one also has the choice of ancilla initial state
, which in all analyzes below will be taken as the vacuum.
More general Gaussian maps will continue to have a similar
structure. The symplectic S n will have the form
S 2 =

A 0 B 0 . . .
0 1 0 0 . . .
C 0 D 0 . . .
0 0 0 1 . . .
...
...
...
...
. . .

, (12)
for block matrices A, B,C,D. The matrices S n for other values
of n are obtained by simply placing A, B,C,D at the correct
positions. Note also that the condition that S must be sym-
plectic imposes constraints on A, B,C,D which, however, are
not particularly illuminating. Similarly, the EnEn+1 interac-
tion reads
S˜ 1,2 =

1 0 0 0 . . .
0 E F 0 . . .
0 G J 0 . . .
0 0 0 1 . . .
...
...
...
...
. . .

, (13)
for block matrices E, F,G, J. Note that these two expressions
also naturally contemplate the case where either the system
or each ancilla are, individually, composed of multiple modes
(which would simply affect the size of the matrices A, . . . , J).
C. Matrix difference equations and Markovian embedding
The biggest advantage of Gaussian collisional models, as
we will now show, is that the full non-Markovian evolution
can be converted into a simple system of matrix difference
equations for only a handful of entries of the full CM σn. As
already discussed below Eq. (3), the step from σn−1 to σn in-
volves only S , En and En+1. At time n − 1 the ancilla En+1 is
still uncorrelated from the rest, whereas S and En are already
correlated because of the previous step. Thus, the tripartite
CM of S EnEn+1, at time n − 1, will have the block structure
σn−1S EnEn+1 =

θn−1 ξn−1n 0
ξn−1,Tn n−1n 0
0 0 
 , (14)
where n−1n is the state of ancilla En at time n − 1, which is no
longer the original value  because it already interacted with
En−1 in the previous step. Moreover, ξn−1n are the correlations
between S En that were developed in the previous step.
We now apply the map (8) to Eq. (14), using the matri-
ces in Eqs. (9)-(11). This will lead to a matrix σn with many
non-zero entries. However, as far as the dynamics of S is con-
cerned, only three entries are needed: the state of the system
θn, the state nn+1 of ancilla En+1 and the correlations ξ
n
n+1 be-
tween S and En+1.
To gain intuition, let us first analyze the BS case, which
is simple since all blocks in Eq. (10) are proportional to the
identity. Using Eqs. (9) and (10) in (8), one finds the following
system of matrix difference equations:
θn = x2θn−1 + y2n−1n + xy(ξ
n−1
n + ξ
n−1,T
n ),
nn+1 = z
2 + w2
[
x2n−1n + y
2θn−1 − xy(ξn−1n + ξn−1,Tn )
]
, (15)
ξnn+1 = w
[
xy(θn−1 − n−1n ) + y2ξn−1,Tn − x2ξn−1n
]
.
The key point to bear in mind is that the quantities on the left
and right-hand side refer to different ancillas: for instance,
nn+1 is the state of ancilla En+1 at time n, whereas 
n−1
n is the
state of En at time n − 1. Of course, one could also compute
nn , but this is not necessary for describing the dynamics of S .
The system of matrix difference equations (15) contains the
minimum amount of information required to fully account for
the dynamics of S . These equations can also be recast in a
more compact form using the notion of Markovian embed-
ding [49]. The basic idea is to view Eq. (15) as a quantum
channel between different Hilbert spaces (Fig. 1(b)); more
specifically, one which maps the CM of S En to the CM of
S En+1. We define the reduced CM of S En+1 at time n as
γnn+1 ≡ γn =
 θn ξnn+1
ξn,Tn+1 
n
n+1
 , (16)
where the notation γn will be used to simplify the expressions.
Eq. (15) can then be written compactly as
γn+1 = XγnXT + Y, (17)
where the time index was shifted by 1. Here X and Y are 4× 4
matrices with block form
X =
 x yyw −wx
 , Y = 0 00 z2
 , (18)
where, again, each block is proportional to the identity.
Eq. (17) beautifully illustrates the notion of Markovian em-
bedding. It has the structure of a typical Gaussian CPTP
map [52], being Markovian (time-local) by construction.
However, this Markovian dynamics takes place at the larger
space of the system plus one ancilla (which one, in specific,
changes at each collision). Thus, we have embedded the non-
Markovian dynamics into a Markovian dynamics at a larger
space. Notice how the size of the space is directly related
to the fact that we chose En to only interact with its nearest
neighbor En+1. That is, we fixed the memory length to be 1,
which defines the size of the minimal space required for the
embedding [49].
The matrices (18) refer to the beam-splitter unitary (5).
The generalization to the arbitrary Gaussian interactions (12)
and (13) is similar, albeit more cumbersome. The result is
X =
 A BGC GD
 , Y = 0 00 JJT
 . (19)
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FIG. 2. Number of excitations in the system as a function of time,
computed from Eq. (17). (a,b) BS dynamics (18) with λs = 0.5 and
different values of λe (with λe > 0 in (a) and λe < 0 in (b)). (c,d)
Same, but for the TMS dynamics (20), with λs = 0.1 and different
values of νe (with νe < νcrite in (a) νe > ν
crit
e in (b), where ν
crit
e =
sinh−1(1) ' 0.8813). The ancillas are assumed to start in the vacuum,
and the system in a thermal state with 〈a†a〉0 = 20.
For instance, in the case of the TMS interaction, Eq. (11), one
has G = w˜σz and J = z˜, in addition to A = D = x, B = y and
C = −y (which come from S n in (9)). One then finds that
X =
 x y−yw˜σz w˜xσz
 , Y = 0 00 z˜2
 . (20)
The blocks in X are therefore no-longer proportional to the
identity, but some are proportional to σz.
To summarize, the general non-Markovian dynamics will
be described by the embedding (17), with γn defined in (16),
and with X and Y given by (19). This framework therefore
provides a quite general platform, enabling one to study a
broad range of situations.
D. Example dynamics
Eqs (17)-(20) are the first main results of this paper. They
provide a compact and efficient way of describing the non-
Markovian dynamics of a bosonic mode in terms of a simple
matrix difference equation for the augmented CM γn. The re-
duced state of the system is always readily accessible from the
first 2 × 2 block [Eq. (16)]. Before proceeding to quantify the
non-Markovianity of the process, we first illustrate the typical
behavior of the BS and TMS maps, by plotting the average
system occupation 〈a†a〉 as a function of time for different
values of the EnEn+1 interaction strength λe (for the BS case)
or νe (for the TMS case). We choose the system to start in a
thermal state with occupation number 〈a†a〉0 = 20, while the
ancillas start in the vacuum,  = I2/2. The results are summa-
rized in Fig. 2, for the BS (a,b) and TMS (c,d) evolutions.
The BS dynamics is sensitive to the relative signs between
λs and λe (and, consequently, of y = sin(λs) and w = sin(λe)).
This is an interference effect, which occurs due to the fact we
are combining two beam-splitters [Eqs. (4) and (5)]. We em-
phasize this in Fig. 2(a,b) by comparing λe > 0 and λe < 0,
with λs > 0. In both cases we see that for small λe the exci-
tations tend to decay monotonically, which is what one would
expect of a Markovian BS interaction with a vacuum bath. For
larger λe, on the other hand, the occupations present oscilla-
tions. Since the interaction conserves the number of quanta,
these revivals in excitations must necessarily be due to a back-
flow caused by the non-Markovian behavior. That is, some of
the excitations that leave the system towards En are transferred
from En to En+1 and then make it back into the system in the
S En+1 interaction. The nature of these oscillations, however,
is different whether λe > 0 or λe < 0, being fast in the former
and slow in the latter. Irrespective of the value of λe, however,
after an infinite time the system will always thermalize to the
ancilla’s state, which in this case means 〈a†a〉∞ = 0 [the only
exception is at λe = ±pi/2, which is somewhat pathological].
Results for the TMS interaction are shown in Fig. 2(c,d).
In this case the relative signs are immaterial, but the dynam-
ics becomes more sensitive on the magnitude of νe, since z˜
and w˜ are hyperbolic functions. The TMS interaction entan-
gles EnEn+1, even if both are initially in the vacuum. As a
consequence, it also spontaneously create excitations, so that
the number of quanta is not preserved. At each EnEn+1 col-
lision the net number of excitations therefore increases. Part
of these excitations are lost when the ancillas are discarded
and part flow to the system. As a consequence, depending
on the rate at which excitations are created, the dynamics can
be either stable or unstable. This occurs at the critical point
νcrite = sinh
−1(1) ' 0.8813, which is when w˜ = 1, thus mark-
ing the situation where the number of excitations in the sys-
tem grow unboundedly [c.f. Eq. (20)]. When νe < νcrite the
dynamics will be stable and the system will converge to a
steady-state value 〈a†a〉 = sinh2 νe(1 − sinh2 νe)−1 indepen-
dently of λs [Fig. 2(c)]. Conversely, for νe > νcrite , the dynam-
ics becomes unstable and the number of excitations diverge
[Fig. 2(d)]. These asymptotic values can be understood from
arguments of stability theory, as shown in Appendix A.
E. Mutual Information
Before we turn to the memory kernel and divisibility, it
is useful to consider another, very simple quantifier of non-
Markovianity, which is particularly suited for collisional mod-
els. Namely, the quantum mutual information (MI) between S
and the ancilla En+1 at the time n. That is, before S and En+1
interacted. The MI is defined as
In(S En+1) = S (ρnS ) + S (ρnEn+1 ) − S (ρnS En+1 ), (21)
where S (ρ) = − tr(ρ ln ρ) is the von Neumann entropy. The
ability to quantify information in this way is one of the big
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FIG. 3. Mutual Information (21) for the BS (a,b) and TMS (c,d)
dynamics. Other parameters are the same as Fig. 2.
advantages of collisional models. In any non-Markovian sce-
nario, system-bath correlations play a key role. But in the
standard approach, where the system interacts continually
with a macroscopic bath, it is not obvious which parts of these
correlations actually matter. For instance, a correlation be-
tween the system and a part of the bath the system will never
interact again is irrelevant, as far as non-Markovianity is con-
cerned.
The Gaussian framework used here also makes the MI read-
ily accessible from the CM γn in Eq. (16). Correlations are
related to the off-diagonal blocks ξnn+1 (the MI would be zero
if γn were block-diagonal) and can be computed in terms of
the symplectic eigenvalues of γn [52]. The results are shown
in Fig. 3, for the same collection of parameters as Fig. 2 As
a sanity check, the MI is identically zero when λe = νe = 0.
It also tends to be larger for short times, tending to zero as
n grows. The only exception is the unstable dynamics in
Fig. 3(d), where the MI grows unboundedly. The oscillatory
patterns in 〈a†a〉 are also present in the MI.
To better understand the role of the MI in the non-
Markovian dynamics we present in Fig. 4 a comparison be-
tween the occupation number 〈a†a〉 of Fig. 2 and the MI of
Fig. 3 for the BS dynamics. We focus on early times (small n)
and also compare 〈a†a〉with the corresponding Markovian dy-
namics (λe = 0). The difference between the non-Markovian
(blue circles) and Markovian (orange triangles) dynamics re-
flects the extent to which the backflow of information affects
the evolution. This, as can be seen in the figure, is directly cor-
related with the MI (green squares) of the previous step. That
is, a large MI in a given step implies a large difference be-
tween the blue and orange curves in the following one. This is
particularly clear in Fig. 4(a) and serves to illustrate how the
correlations built between S En+1, at step n, affect the future
interaction between S and En+1 at the next step.
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FIG. 4. Comparison between Markovian and non-Markovian dynam-
ics and role of the Mutual Information. In blue circles we show the
early dynamics of 〈a†a〉 vs. n for the BS dynamics with (a) λe = 1.1
and (b) λe = 0.3, with fixed λs = 0.5 [c.f. Fig. 2(a)]. The correspond-
ing Markovian case (λe = 0) is shown in orange triangles. These
curves are to be compared with the MI (21), shown by green squares
in the two cases [Fig. 3(a)]. The heights of each curve were adjusted
for better visibility.
III. MEMORY KERNEL
The notion of a Memory Kernel (MK), discussed in Eq. (1)
of Sec. I, is perhaps the most physically transparent way of an-
alyzing non-Markovianity (see also Fig. 1(c)). Starting from
any global map between system and bath, one can always
write down a differential equation for the reduced density ma-
trix ρS of the system. This equation, however, will in gen-
eral be time-non-local; i.e., it will be an integro-differential
equation of the form (1), where Kt−t′ [ρS (t; )] describes how
dρS (t)/dt depends on ρS (t′) in previous times t′ < t. The
MK therefore contains all the information about the dynamics,
with non-Markovianity being related to its overall dependence
on t− t′: the slower the decay ofKt−t′ with t− t′, the longer the
memory and hence the more non-Markovian is the dynamics.
The Markovian case is recovered when Kt−t′ ∝ δ(t − t′).
The memory kernel Kt−t′ is a superoperator acting on the
full Hilbert space of the system. Computing it is thus, in gen-
eral, a very difficult task. Within our framework, however,
one may equivalently formulate a memory kernel acting only
in the system’s CM θn. This can be accomplished starting
from Eq. (17) and writing down a difference equation for θn
only. As we will demonstrate below, this equation will have
the form (contrast with Eq. (1)):
θn+1 = x2θn +
n−1∑
r=0
Kn−r−1(θr) + Gn, (22)
where Gn is a contribution that depends only on the initial
state of the ancillas and Kn is the memory kernel. The way
we define it, the MK is such that K0 measures how the step
from θn to θn+1 is affected by θn−1 andKn−1 measures how it is
affected by θ0. Kn is still a superoperator, but one which acts
on the space of 2× 2 CMs. One can write it more explicitly in
terms of a Kraus operator-sum representation [62, 63]
Kn(θ) =
∑
i j
κni jMiθM
T
j , (23)
7where κni j are coefficients that depend on time and {Mi} are a
complete set of 2 × 2 matrices; a convenient choice is the set
of Pauli matrices {I2, σz, σ+, σ−}. A general recipe to com-
pute the coefficients κni j in Eq. (23) is given below in Eq. (42).
Crucially, as we show, it depends only on the matrix X of the
Markovian embedding (17).
The memory itself is contained in the dependence of κni j on
n. The dependence on i, j determines how different elements
of θr affect θn. For instance, as we will show below, in the case
of the BS map [Eq. (18)], the only non-zero coefficient will be
the one proportional to I2θI2 = θ, which we refer to as κn11; that
is, the memory Kernel is actually a c-number, Kn(θ) = κn11θ.
This implies that the MK is the same for all entries of θn and
each entry (θn)i j is only affected by the corresponding entry
(θr)i j at past times. Conversely, in the TMS map there will
be four non-zero coefficients, corresponding to combinations
of M1 = I2 and M2 = σz; we refer to them as κn11, κ
n
1,z, κ
n
z,1
and κnz,z. This means that the memory kernel of (θ
n)11 will be
different from that of (θn)2,2 and so on (each entry will have
its own memory kernel). Finally, a memory kernel containing
a dependence on σ± would imply that (θn)11 would depend on
the past values of other entries, such as (θr)12 and (θr)22.
A. General derivation of the Memory Kernel
We now carry out the derivation of the memory kernel for
the Gaussian collisional model. Since we are unaware of any
other papers doing this, we consider here a more general sce-
nario, which relies only on the structure of the Markovian em-
bedding in Eq. (17). We also assume that the system and an-
cillas are each composed of an arbitrary number of modes NS
and NE [Eqs. (18) and (20) are recovered for NS = NE = 1].
More specifically, we take the matrices X and Y to have the
following block structure,
X =
X11 X12X21 X22
 , Y = 0 00 Y22
 , (24)
where e.g., X11 and X22 are of size 2NS and 2NE respectively.
This therefore contemplates both multimode system and an-
cillas, as well as collisions with longer memory. For instance,
if En collides with En+1 and En+2, then we would have NS = 1
and NE = 2.
Our derivation follows the general approach of Nakajima
and Zwanzig [64, 65], but adapted to the present context.
We begin by noting the following property: the solution of
a generic difference equation of the form
ψ(n + 1) = αψ(n) + g(n), (25)
is given by
ψ(n) = αnψ(0)+
n−1∑
r=0
αn−r−1g(r). (26)
This solution holds for arbitrary objects ψ, provided α is a
linear operator. It therefore holds when ψ is a vector and α is
a matrix, or when ψ is a matrix and α is a superoperator. Thus,
for instance, the solution of Eq. (17) is
γn = Xnγ0(XT)n +
n−1∑
r=0
Xn−r−1Y(XT)n−r−1. (27)
Here the notation γn, to denote the time index, becomes a bit
ambiguous since Xn is the matrix X to the power n. But there
is no room for confusion, since Xn will be the only quantity
where the superscript does not refer to the time.
We now introduce the vectorization operation [66], which
transforms a matrix A into a vector ~A = vec(A) by stacking its
columns. For instance,
vec
(
a b
c d
)
=

a
c
b
d
 . (28)
One may verify that, for any three matrices A, B, C,
vec(ABC) = (CT ⊗ A)vec(B). (29)
With this, the matrix difference equation (17) is converted into
a vector difference equation
~γ n+1 = (X ⊗ X)~γ n + ~Y . (30)
We also introduce projection matrices onto the subspaces
of system and ancilla,
PS =
I2NS 00 0
 , PE = 0 00 I2NE
 , (31)
which are of size 2NS + 2NE . In the larger space relevant for
vectorization there are four possible projections, PS (. . .)PS ,
PS (. . .)PE and so on. These operations chop the covariance
matrix γn in 4 blocks, as in Eq. (16). Our interest is in
PS (γn)PS , as it contains the system CM θn. We therefore also
introduce
P = PS ⊗ PS , (32)
together with its complement Q = 1 − P. Note, though, that
Q , PE ⊗ PE .
We now multiply Eq. (30) by P and use that P + Q = 1,
together with the fact that P~Y = 0 [c.f. Eq. (24)]. We then get
P~γ n+1 = P(X ⊗ X)P~γ n + P(X ⊗ X)Q~γ n. (33)
Similarly, multiplying Eq. (30) by Q we find
Q~γ n+1 = Q(X ⊗ X)Q~γ n + Q(X ⊗ X)P~γ n + ~Y . (34)
Now comes the crucial idea of the Nakajima and Zwanzig
method [64, 65]. We interpret Eqs. (33) and (34) as two cou-
pled equations for the variables P~γ n and Q~γ n. Since our inter-
est is in P~γ n, we first solve Eq. (34), assuming a given P~γ n,
and then substitute the result in Eq. (33). Eq. (34) is of the
8form (25) with α = Q(X ⊗ X) and g(n) = Q(X ⊗ X)P~γ n + ~Y .
Eq. (26) then gives
Q~γ n = [Q(X⊗X)]nQ~γ 0+
n−1∑
r=0
[Q(X⊗X)]n−r−1{Q(X⊗X)P~γ n+~Y}.
Plugging this in Eq. (33) we then arrive at
P~γ n+1 = P(X ⊗ X)P~γ n +
n−1∑
r=0
Kˆn−r−1P~γ n + ~Gn, (35)
where
Kˆn−r−1 = P(X ⊗ X)[Q(X ⊗ X)]n−r−1Q(X ⊗ X), (36)
is the memory kernel in vectorized form (i.e., as a matrix of
size (2NS + 2NE)2). The term ~Gn, on the other hand, is a
function that depends only on the initial state of the ancillas
and reads
Gn = P(X⊗X)[Q(X⊗X)]nQ~γ 0+
n−1∑
r=0
P(X⊗X)[Q(X⊗X)]n−r−1~Y .
What is left is to rewrite Eq. (35) as an equation for the
evolution of the system’s CM θn only. We introduce the
(2NS )2 × (2NS + 2NE)2 rectangular matrix pi defined such that
pi~γ n = ~θ n. For instance, in the case NS = NE = 1, the matrix
pi will be 4×16, of the form (for more intuition on this matrix,
see Appendix B)
pi =

1 0 0 0 0 0 0 0 . . . 0
0 1 0 0 0 0 0 0 . . . 0
0 0 0 0 1 0 0 0 . . . 0
0 0 0 0 0 1 0 0 . . . 0
 (37)
We also notice that P = piTpi and pipiT = I(2NS )2 . Multiplying
Eq. (35) on the left by pi we then get
~θ n+1 = (X11 ⊗ X11)~θ n +
n−1∑
r=0
Kˆn−r−1~θ n + ~Gn, (38)
where we also used the fact that pi(X ⊗ X)piT = X11 ⊗ X11.
Here ~Gn = pi ~Gn is again a term that depends only on the initial
conditions of the ancillas, whereas
Kˆn = piKˆnpiT = pi(X ⊗ X)[Q(X ⊗ X)]n+1piT,
is the memory kernel, now expressed as a matrix of size
(2NS )2 × (2NS )2 acting on ~θ r. This can also be written more
symmetrically, by exploiting the fact that Q2 = Q. We can
then arrange it as
Kˆn = pi(X ⊗ X)Q[Q(X ⊗ X)Q]nQ(X ⊗ X)piT. (39)
The extra Q’s outside the square brackets are placed simply to
ensure the result also holds for n = 0. This is the final form of
the MK. Crucially, notice how it depends only on the matrix
X of the Markovian embedding (17).
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FIG. 5. The memory Kernel for the BS dynamics, Eq. (18). In this
case the only non-zero entry in Eq. (23) is κn11, the term proportional
to the identity. The plots are for λs = 0.5 (upper panel) and λs = 0.05
(lower panel), with λe > 0 (left) and λe < 0 (right).
To obtain a matrix difference equation for θn we must “un-
vec” Eq. (38); that is, apply the inverse map of (28). Unveck-
ing the first term is trivial since, by Eq. (29),
unvec
[
(X11 ⊗ X11)~θ n] = X11θnXT11.
The memory kernel (39), on the other hand, cannot be un-
vecked as a single product of AθnB. Instead, it is convenient
to express it as
Kˆn =
∑
i j
κni jM j ⊗ Mi, (40)
where κni j are real coefficients and {Mi} are a set of operators
spanning the vector space of 2NS -dimensional real matrices.
Decomposed in this form, the unvecked version of the mem-
ory kernel will then be, from (29),
Kn(θ) =
∑
i j
κni jMiθM
T
j . (41)
Finally, the form of the coefficients κni j can be found if we
assume that the Mi form an orthogonal basis with respect to
the Hilbert-Schmidt norm (A|B) = tr
(
ATB
)
(which is the case
of the Pauli basis, for instance). Multiplying Eq. (40) by M j ⊗
Mi and tracing then yields, by orthogonality,
κni j =
tr
[
(MTj ⊗ MTi )Kˆn
]
tr
(
MTi Mi
)
tr
(
MTj M j
) . (42)
This, together with Eq. (39), is all that is required to compute
the memory kernel. With all these definitions, one may now
finally unvec Eq. (38), leading to
θn+1 = X11θnXT11 +
n−1∑
r=0
Kn−r−1(θr) + Gn, (43)
9FIG. 6. Diagrams for the memory kernel of the BS dynamics. Each plot shows κn11 in the (λs, λe) plane for a different value of n, from n = 0 to
n = 9.
where Gn = unvec( ~Gn) = unvec(pi ~Gn) is, again, a term de-
pending only on the initial states of the ancillas.
B. Memory Kernel for the BS dynamics
We now illustrate the memory kernel for the two maps con-
sidered in Sec. II, starting with the BS dynamics. In general,
the structure of the memory kernel will be quite complicated.
For the BS dynamics [Eq. (18)], however, the only non-zero
coefficient in Eq. (42) is κn11, the term proportional to the iden-
tity. In this case the memory kernel is therefore rather sim-
ple, as it is just a c-number multiplying all entries of θr. A
more compact formula for the MK in this case is given in Ap-
pendix B.
Results for the BS dynamics are shown in Fig. 5. The upper
panel corresponds to λs = 0.5, which is similar to Eq. 2. As
can be seen, for λe > 0 (Fig. 5(a)) the memory kernel’s de-
cay is oscillatory, with an exponential envelope. For λe < 0,
oscillations are also observed, but these are rather different in
nature and more asymmetrical with respect to the horizontal
axis. When λs = 0.05 the situation changes (Figs. 5(c) and
(d)). The dynamics of 〈a†a〉 is still quite similar to that of
λs = 0.5, shown in Fig. 2, except that the time-scales become
much longer. But in the MK one sees something entirely dif-
ferent. In particular, one finds that while κn11 continues to os-
cillate when λe > 0, it now becomes exclusively negative for
λe < 0. In this case therefore, all past values of θr tend to
contribute negatively to the evolution.
Negative values in the memory kernel are rather important,
as they are associated with faster convergence. The reason
is that the CM is a positive matrix and the first term in (23)
is always positive. The negativities observed in Fig. 5 there-
fore represent an accelerated draining of excitations from the
system. This sheds light on some of the behaviors previously
observed for the number operator (Fig. 2) and mutual infor-
mation (Fig. 3).
It is possible to condensed a lot of information about the
memory kernel by plotting κn11 in the (λs, λe) plane, for differ-
ent values of n. This is shown in Fig. 6. Each plot corresponds
to a different value of n, from 0 up to 9. The dependence on
the relative signs of λs and λe is clearly visible, as is the overall
damping of the memory with increasing n. Particularly inter-
esting, this map is able to very clearly pinpoint the regions
have negative memory kernels, something which is found to
be highly non-trivial.
C. Memory Kernel for the TMS dynamics
Next we turn to the TMS case. In this case it is found that
there are, in total,
Kn(θ) = κn11θ + κn1zθσz + κnz1σzθ + κnzzσzθσz. (44)
These quantities are plotted in Fig. 7 for the stable dynamics
(νe < νcrite ), with λs = 0.1. All four coefficients are found to
decay in time in an oscillatory fashion.
The physics of each coefficient, however, is not necessarily
transparent. In order to gain better intuition, let us focus on
the diagonal entries of θn. In this case one finds that(
Kn(θ)
)
11
=
(
κn11 + κ
n
1z + κ
n
z1 + κ
n
zz
)
θn11 := κ
n
qθ
n
11,
(45)(
Kn(θ)
)
22
=
(
κn11 − κn1z − κnz1 + κnzz
)
θn22 := κ
n
pθ
n
22.
The coefficients κnq and κ
n
p therefore describe the individual
memory kernels of 〈Q2〉 and 〈P2〉, which are different in the
TMS dynamics.
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FIG. 8. The MK for 〈Q2〉 and 〈P2〉, Eq. (45), for the TMS dynamics.
Other parameters are the same as Fig. 7.
These two contributions are shown in Fig. 8, for the same
parameters as in Fig. 7. We also present diagrams in the
(λs, νe) plane in Figs. 9 and 10. The plots in Fig. 8 reveal
an extremely interesting asymmetry between the two quadra-
tures. We see that the memory associated with 〈Q2〉 is oscilla-
tory, whereas that associated with 〈P2〉 is always negative and
decays monotonically. This asymmetry is a consequence of
our choice of two-mode squeezing in the TMS interaction (6).
Figs. 9 and 10, however, show that the situation is more intri-
cate. Indeed, for fixed (λs, νe), κq is found to oscillate with n.
But for κp this is not necessarily the case.
Finally, in Fig. 11 we compare the previous result with the
case of νe in the vicinity, and larger than, νcrite = 0.8813; i.e.,
in the situation where the dynamics diverges. As can be seen,
in this case both κq and κp diverge as well (notice the different
scale of the horizontal axis). This is therefore contrary to our
usual notion of memory: It means that the system retains a
stronger memory from events in the distant past, than those in
the recent one. Or, put it differently, the relative importance
of past events accumulate.
IV. GAUSSIAN CP DIVISIBILITY
Even though the MK explicitly shows the dependence on
previous states, this alone does not necessarily imply a non-
Markovian dynamic [67]. It is therefore important to contrast
the MK with an actual test of non-Markovianity. Here we
focus on CP-divisibility of intermediate maps. This was for-
mulated for Gaussian dynamics, at the level of the covariance
matrix, in Refs. [68, 69]. Any Gaussian CPTP map must have
the form
θ → XθXT +Y,
where X and Y are matrices satisfying [52, 70]
M[X,Y] := 2Y + iΩ − iXΩXT ≥ 0, (46)
with Ω = iσy the symplectic form. Here M ≥ 0 means the
matrix must be positive semidefinite.
In our case, the evolution of the system’s CM, from time 0
to n, must therefore also be of this form:
θn = Xnθ0XTn +Yn. (47)
The matrices Xn and Yn can be read from the (1, 1) block
of the general solution (27) and are independent of the initial
state θ0; viz.,
Xn = (Xn)11, (48)
Yn = (Xn)12(XnT)12 +
n−1∑
r=0
[
Xn−r−1Y(XT)n−r−1
]
11
, (49)
where the subscripts i, j refer here to specific blocks. This eas-
iness in reading of the corresponding map matrices is another
significant advantage of the Markovian embedding represen-
tation (17).
To probe whether the dynamics is divisible, we consider the
map taking the system from n to m > n. Assuming thatXn and
Yn are invertible, which is true in our case, this will have the
form [68]
θm = XmnθnXTmn +Ymn, (50)
where
Xmn = XmX−1n , Ymn = Ym − XmnYnXTmn. (51)
See Fig. 1(d). The dynamics is then considered divisible when
the intermediate maps (50) are a proper CPTP Gaussian map.
That is, whenM[Xmn,Ymn] ≥ 0 [Eq. (46)].
The above criteria can be used not only as a dichotomic
measure of divisibility, but also as a figure of merit [68]. This
is accomplished by defining
Nmn =
∑
k
|mk | − mk
2
, {mk} = eigs
(
M[Xmn,Ymn]
)
. (52)
This quantity is always non-negative and the map is divisible
iff Nmn ≡ 0 for all m, n. Otherwise, the magnitude of Nmn
quantifies the extent to which divisibility is broken for that
choice of m, n.
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FIG. 9. Diagrams for the memory kernel coefficient κq [Eq. (45)] of the TMS dynamics, in the (λs, νe) place, for n = 0, . . . , 4.
FIG. 10. Similar to Fig. 9, but for κp.
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FIG. 11. Similar to Fig. 8, but for values of νe close to, and larger
than, νcrite = 0.8813.
A. BS dynamics
We begin our investigation of Nmn by focusing on the BS
dynamics [Eq. (18)]. An example of the behaviour of (52) is
shown in Fig. 12, where we plot Nmn in the (n,m) plane, with
fixed λs = 1.1 and different values of λe. The magnitude of
Nmn is represented by the size of each point. These diagrams
are interpreted as follows. We start with Fig. 12(a). In this
case we see that, for n = 1, Nmn is non-zero only for m = 2
and m = 4, being smaller in the latter. For n = 3 the map
is always divisible. And for n = 3, it is not divisible only
for m = 4 and 6. These irregularities are a consequence of
the oscillatory character of the parameters appearing, e.g., in
Eq. (18). Still concerning Fig. 12(a), we see notwithstanding
that as n gets large, the map tends to be Markovian for all m.
As we increase λe, however, as in Figs. 12(b) and (c), we see
that overall the regions whereNmn > 0 tend to increase. They
increase both as a function of n, as well as a function of m for
fixed n.
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FIG. 12. Example of the divisibility criteria for the BS dynamics.
The plots show Nmn in the (n,m) plane, with the size of each point
reflecting the magnitude of Nmn. All curves are for λs = 1.1 and (a)
λe = 0.75, (b) 0.9, (c) 1.1 and (d) -0.7.
When λe < 0, however, strange things happen [Fig. 12(d)].
In this case we find that there can be highly irregular values of
(n,m) which yield non-zeroNmn which, in fact, can reach sig-
nificantly large values. For instance, the largest value plotted
in Fig. 12(d) is for n = 13, m = 14 and has the valueN ∼ 69.7.
For n = 16, m = 17, however, one finds N ∼ 10309 (not
shown). This is to be contrasted with Fig. 12(a), whose largest
value is N = 3.42. We present these results simply to empha-
size that Nmn can oscillate violently. The reason is due to the
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FIG. 13. CP-divisibility measure Nn+1,n [Eq. (52)] in the (λs, λe) plane, for the BS dynamics. Each plot corresponds to a different values of n:
in the first 2 lines, n ranges from 1 to 10 in steps of 1. In the 3rd and 4th lines, n = 20, 21, 30, 31, 40, 41, 50, 51 and 100, 101.
term X−1n in Eq. (51), which can blow up for certain values of
λs, λe and n.
Next we turn to the divisibility of a single collision; that
is, with m = n + 1. Plots of Nn+1,n in the (λs, λe) plane are
shown in Fig. 13. The overall behaviour is found to alternate
with even and odd n. For n even, the map is always divisible
for λe > 0 and potentially non-divisible within certain regions
of λe < 0. Conversely, for n odd, one finds that divisibility
breaks down in significant portions of the (λs, λe) plane. An
additional illustration of the complex dependence of Nn+1,n
on λs, λe, n is provided in Fig. 14, where we plot Nn+1,n as a
function of n for selected values of λs and λe. From this figure,
both the even/odd behavior, as well as the dramatic variations
in the (λs, λe) plane can be more clearly appreciated.
The behavior of Nn+1,n in Fig. 13 is exacerbated close to
the special points λs(e) = pi/2. For instance, in the vicinity
of λs = pi/2, the dynamics is non-divisible even for infinites-
imally small λe. This occurs because λs = pi/2 corresponds
to the full SWAP, where the CM of the system is completely
transferred to the ancilla. As a consequence, when then next
ancilla arrives to interact with the system, it will always con-
tain a significant amount of information about it. We therefore
expect that in the limit n→ ∞ the diagrams in Fig. 13 should
converge to narrow lines going through these special points
(although, unfortunately, we cannot actually verify this since
the simulation cost become prohibitive for extremely large n).
We may also study similar diagrams for collisions that are
more broadly spaced in time. In Fig. 15 we present results for
N1,1+m for different values of m (we focus on even values, m =
2, 4, . . .). This therefore describes the long-term memory of
the map, concerning the first collision. Two features stand out
from this figure. First, as one would expect, the overall region
in the (λs, λe) plane where the map is CP-divisible tends to
shrink with increasing m. However, the regions around λs =
±pi/2 tend to be remarkably persistent, remaining highly non-
divisible even for large m.
The results in Figs. 13 and 15 refer to divisibility for spe-
cific times (n,m). We can also combine all data and ask, for
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FIG. 14. CP divisibility measureNn+1,n as a function of n, for the BS
dynamics with λs = 0.8 and λe = 0.9, 1.3,−0.5,−0.8. Complements
Fig. (13).
which regions in the (λs, λe) plane, the BS dynamics is divis-
ible for all (n,m). This is shown in Fig. 16. As expected, for
most choices of parameters, the map will not be CP-divisible
for some (n,m). Notwithstanding, there are regions where the
map is always divisible. These regions tend to be concen-
trated close to λe = 0 (or λe = pi, which is equivalent). And
they exist even for large values of λs.
A direct comparison with the memory kernel, Sec. III, is
not generally possible since both refer to different physical
aspects of the problem. But if we focus on Nn+1,n, then some
comparison is possible. Recall that the MK describes how
the dynamics from n → n + 1 is affected by previous times.
Thus, regions where the memory kernel is large tend to be
accompanied by regions where Nn+1,n > 0. This is indeed the
case, as can be seen by comparing Fig. 13 with 6.
B. TMS dynamics
The situation for the TMS dynamics is dramatically differ-
ent. Diagrams for Nn+1,n in the (λs, νe) plane are shown in
Fig. 17 for different values of n. In contrast to the BS maps,
now most of parameter space is non-divisible. Moreover, the
region where it is non-divisible increases for longer times.
And finally, what is perhaps the least intuitive, the regions
where the map is non-divisible are denser for small, instead
of large, νe (although the values of Nn+1,n are smaller corre-
spondingly smaller). This is a consequence of the fact that the
TMS dynamics spontaneously creates excitations in the sys-
tem, which implies that for large νe a substantial amount of
noise is introduced, making the map more likely to be divisi-
ble. If νe = 0 the map is, of course, divisible by construction.
However, the results in Fig. 17 show that for arbitrarily small,
but non-zero νe, the map is already non-divisible, albeit with a
small Nn+1,n. As with the BS dynamics, one could also com-
bine all these diagrams to ask whether there are regions in the
(λs, νe) where the map is always divisible, for all (n,m).
The answer to this question is, in this case, negative: for the
TMS dynamics the dynamics is never divisible, except for the
trivial line νe = 0. This represents a major difference in com-
parison with teh BS dynamics and, once again, is ultimately a
property of the entangling nature of the two-mode squeezing
interaction (6).
V. DISCUSSION
A. Summary of main results
The goal of this paper was to provide a robust framework
for studying non-Markovianity from multiple angles. We did
this using two main ingredients. First, collisional models,
which allow us to introduce non-Markovianity in a fully con-
trollable way. And second, continuous-variable Gaussian op-
erations, which replace the (generally complicated) dynam-
ics of the density matrix into a much simpler map for the
covariance matrix. We showed that the non-Markovian dy-
namics can be fully encapsulated into a Markovian embed-
ding, from which all relevant properties and quantifiers can
be neatly derived. In order to gain physical insight into what
is, generally, a very complicated problem, our exposition was
example-oriented. We focused on two types of interactions,
with very distinct physical properties. Our framework, how-
ever, is general. The main results can be summarized as fol-
lows:
• The global evolution at the level of the density matrix
[Eq. (2)] is converted into an equation for the global
covariance matrix [Eq. (8)]. Unitaries are replaced by
symplectic matrices.
• To fully describe the dynamics of S , it suffices to keep
track of the joint state (including correlations) of S and
only one of the ancillas; namely En+1 at time n. This is
the matrix γn in [Eq. (16)].
• The dynamics of γn is now Markovian and obeys the
standard Gaussian CP map (17) (Markovian embed-
ding). The matrices X, Y are related to the entries
of the symplectic matrices S n and S n+1,n according to
Eqs. (12), (13) and (19).
• The mutual information (21), between the system and
ancilla, immediately before they interacted, provides an
intuitive measure of information backflow and can be
readily computed from the symplectic eigenvalues of
γn (see attached python code).
• The time-non-local dynamics defining the memory ker-
nel, Eq. (1), can be rewritten at the level of the system
covariance matrix as in (23). The memory kernel de-
pends only on the matrix X and can be computed using
Eq. (39). One can also write a Kraus decomposition of
the MK, Eq. (23). The coefficients κni j are found from
Eq. (42).
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FIG. 15. CP-divisibility measure, Nm,1 [Eq. (52)] in the (λs, λe) plane, for the BS dynamics. Each plot corresponds to a different values of m,
from m = 2 to 30 in steps of 2.
FIG. 16. Regions in the (λs, λe) plane where the BS dynamics is not
CP-divisible for at least one choice of (n,m).
• The intermediate map, taking the system from time n to
time m is given by Eqs. (50) and (51). When this map is
CP, we say the dynamics is CP-divisible. A monotone
of CP-divisibility is given by Eq. (52) and depends only
on the matrices X and Y .
B. Main conclusions for the BS and TMS dynamics
We have focused on two types of maps. The system-ancilla
interaction was always fixed to be of beam-splitter-type (par-
tial SWAP). But the ancilla-ancilla interaction could be either
beam-splitter or a two-mode squeezing. The behaviour of the
two are dramatically different.
For the former, we have found that the combination of the
two beam-splitter interactions lead to strong resonance effects
that cause most quantities to oscillate in time and also depend
sensibly on the relative signs of the interaction strengths (c.f.
Figs. 6 or 13). For the BS dynamics, there is also a non-
negligible portion of parameter space in which the dynamics
is always Markovian (Fig. 16).
Conversely, in the TMS dynamics excitations are constantly
being generated in the system. As a consequence, the dynam-
ics is only stable for certain values of the interaction strength
(Fig. 2(d)). If the interaction is too strong, the occupations in
the system diverge (never reach a steady-state). Interestingly,
this is also reflected in the memory kernel, which acquires in-
finitely long memory (Fig. 11). The TMS dynamics is also
always non-Markovian (never CP-divisible; Fig. 17), unless
the ancilla-ancilla interaction is strictly zero. This reflects the
entangling nature of the two-mode squeezing. The magnitude
of the non-Markovianity, of course, is small for weak interac-
tions. This is clearly seen, for instance, in the memory kernel,
Fig. 9.
C. Possible extensions
Our framework can be readily extended to a broad range
of scenarios. We being by mentioning problems which are
straightforward extensions of our results. Throughout the pa-
per, we have focused on ancillas initially prepared in the vac-
uum state. Studying different initial preparations would be
interesting since the memory kernel does not depend on this,
but CP-divisibility does. It would be particularly interesting
to study the introduction of single-mode squeezing in the an-
cillas.
Another natural extension would be to consider differ-
ent types of interactions, as in Refs [47, 51]. In particu-
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FIG. 17. CP-divisibility measure, Nn+1,n [Eq. (52)] in the (λs, νe) plane, for the TMS dynamics. Each plot corresponds to a different values of
n, from 1 to 10 in steps of 1.
lar, one thing that we have not explored are interactions that
lead to “non-diagonal” memory kernels. As discussed below
Eq. (23), a MK involving the identity or σz is always diago-
nal, meaning that each entry of θn is only affected by the same
entry at past times. A memory kernel involving σ±, however,
would imply, for instance, that 〈Q2〉n could be affected by past
values of 〈P2〉n. This could, in principle, generate a plethora
of interesting effects. Another possibility would be the inclu-
sion of stochastic SWAPs, as in Refs. [44, 45].
Concerning less trivial extensions, throughout this paper
we have assumed that the Markov memory length is 1. That
is, each ancilla En only propagates information to its nearest
neighbor. The extension to arbitrary memory length, as stud-
ied in Refs. [47, 51], would be quite interesting. And it is also
amenable to our framework, provided one extends the Marko-
vian embedding to have longer memory.
Finally, we mention that the basic ideas set up in this paper
could also serve as a starting point for exploring the Gaus-
sian formulation of process tensors [24–26], which provide
an alternative, and much broader, way of characterizing non-
Markovianity. In fact, this could perhaps also be used as a
way to bridge process tensors and the memory kernel.
Acknowledgements - The authors acknowledge fruitful dis-
cussions with J. P. Santos, C. B. Maria, S. Campbell and B. S.
de Mendonca. G.T.L. acknowledges the hospitality of Apt44,
where part of this work was developed. G.T.L. acknowledges
the Sa˜o Paulo Research Foundation (grants 2017/07973-5,
2017/50304-7 and 2018/12813-0). R.R.C. acknowledges the
Brazilian funding agency CNPq (grant 157168/2018-2).
Appendix A: Stability Theory
We are interested in studying the fixed point stability of the
Markovian embedding equation (17), i.e. solutions that satisfy
γn+1 = γn. To this end, we use the vectorized form (30) and
label the vectorized fixed point solution as ~γ∗:
~γ∗ = X ⊗ X ~γ∗ + ~Y . (A1)
As long as det(I − X ⊗ X) , 0 a fixed point solution can be
readily found as
~γ∗ = (I − X ⊗ X)−1~Y . (A2)
The stability of ~γ∗ will be associated to the eigenvalues of
the X⊗X matrix. Or, what is equivalent, the eigenvalues of X.
If their modulus are below 1, the fixed point will be a globally
asymptotic state (GAS) and all trajectories will converge to γ∗
for large enough n. Otherwise, it may diverge.
The eigenvalues of the matrix X for the BS channel,
Eq. (18), read
1
2
(
− wx + x ±
√
(w + 1)2x2 + 4wy2
)
. (A3)
Using the (λs, λe) parametrization, one finds that the only
values not satisfying the GAS conditions are λe = ±pi/2 or
λs = 0, pi, which represent, respectively, the case where no
particle flow to the ancillas and when the system does not in-
teract at all. Excluding those points, the fixed point is a GAS
given by:
γ∗BS =
 00 .
 (A4)
That is, the map tends to homogenize the system to the same
initial state of the ancillas. This, of course, is what is expected
of a beam-splitter/partial SWAP dynamics. It is notwithstand-
ing interesting that it remains true even in the case of ancilla-
ancilla interactions and non-Markovian dynamics.
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Similarly, the eigenvalues of X for the TMS case, Eq. (20),
read
1
2
(
(1 + w˜)x ±
√
(w˜ − 1)2x2 − 4w˜y2
)
,
1
2
(
(1 − w˜)x ±
√
(w˜ + 1)2x2 + 4w˜y2
)
.
(A5)
These eigenvalues only fulfill the GAS requirements in the in-
terval where νe ∈
[
0, sinh −1(1)
]
. This therefore defines the
critical value νcrite = sinh
−1(1), after which the dynamics di-
verges. Inside this interval, the fixed point is a GAS given
by
γ∗T MS =

(
2 sinh2(νe)
1−sinh2(νe) + 1
)
 0
0
(
2 sinh2(νe)
1−sinh2(νe) + 1
)

 . (A6)
Thus, we see that system and ancilla once again tend to ho-
mogenize. However, the ancilla initial state  is now ampli-
fied by a factor which is always larger than unity and diverges
when νe = νcrite . We also call attention to the fact that γ
∗
T MS is a
product state, so that no correlations survive in the long-time
limit.
Appendix B: Memory Kernel for the BS dynamics
In this appendix we discuss how to obtain a more compact
expression for the memory kernel (23), in the case of the BS
dynamics. This case is simpler because the only non-zero co-
efficient is κn11, which is proportional to the identity map. That
is to say, in this case the MK is actually just a c-number, in-
stead of a superoperator.
To accomplish this, we exploit in more detail the tensor
structure of the matrices used in Sec. III (now all specialized
to NS = NE = 1). We being by noting that the matrix X of the
BS dynamics, Eq. (18), can also be written as
X = χ ⊗ I, χ =
 x yyw −xw
 , (B1)
where χ is now a simple 2 × 2 matrix and, in this appendix, I
will always refer to the identity of dimension 2. Similarly, the
projection operator PS in Eq. (31) can be written as
PS = ps ⊗ I, ps =
(
1 0
0 0
)
. (B2)
Thus, the matrix P in Eq. (32) becomes
P = ps ⊗ I ⊗ ps ⊗ I. (B3)
This type of tensor structure, favouring slots 1 and 3, is simply
a consequence of the vectorization procedure, Eq. (29).
The matrix ps can be further decomposed as
ps = |0〉〈0|, |0〉 =
(
1
0
)
. (B4)
Dirac’s notation is introduced here just for clarity; the state |0〉
is completely unrelated to the actual Hilbert space basis of the
system. The advantage of this decomposition is that it allows
us to write the isometry pi, in Eq. (37), as
pi = 〈0| ⊗ I ⊗ 〈0| ⊗ I. (B5)
This now clearly shows that pi contracts slots 1 and 3, while
acting trivially on 2 and 4.
At this point, it is convenient to simplify the notation and
introduce indices 1, 2, 3, 4, to refer to which slow of the tensor
product the operators act. Thus, for instance, we will hence-
forth write
X ⊗ X = χ ⊗ I ⊗ χ ⊗ I := χ1χ3, (B6)
meaning χ1 acts on slot 1 and χ3 on slot 3. Similarly, P = p1s p
3
s
and, therefore, Q = 1 − p1s p3s := Q13 is a matrix acting only
on slots 1 and 3 (we emphasize that Q13 cannot be written as
a simple product of an operator acting on 1 and another acting
on 3). Notice how the special structure appearing in Eq. (B6)
is unique of the BS dynamics. For other types of dynamics,
X ⊗ X would in general act non-trivially on all four slots. Due
to this simplification, the quantity appearing inside pi(. . .)piT in
Eq. (39) will be an operator acting only on slots 1 and 3.
Next we turn to Eq. (42), describing the coefficients κni j. The
contraction pi(. . .)piT eliminates slots 1 and 3, so that (MTj ⊗
MTi ) is effectively multiplying matrices from slots 2 and 4.
Thus, one may equivalently write
(MTj ⊗ MTi )pi(. . .)piT = pi
[
(I ⊗ MTj ⊗ I ⊗ MTi ) . . .
]
piT,
where (. . .) refers to all terms inside pi(. . .)piT in Eq. (39). But
from the arguments above, these quantities act only on slots 1
and 3. Combining this with the fact that tr(A ⊗ B) = tr(A) tr(B)
explains why, in the BS case, the only non-trivial coefficient
will be κn11, corresponding to Mi = M j = I. This coefficient
may then be written as
κn11 = tr13
{
pi13
[
χ1χ3(Q13χ1χ3Q13)nχ1χ3
]
piT13
}
,
where the remaining trace is now only over slots 1 and 3. Fi-
nally, we use Eq. (B5) to express pi in terms of 〈0|. This allows
us to write
κn11 = 〈00| χ¯
(
Q¯ χ¯ Q¯
)n
χ¯ |00〉, (B7)
where |00〉 = |0〉 ⊗ |0〉, χ¯ = χ ⊗ χ and Q¯ = I4 − ps ⊗ ps
are all objects of dimension 4. Eq. (B7) therefore provides
a compact representation of the memory Kernel for the BS
dynamics. It is expressed solely in terms of |0〉, χ and ps,
[Eqs. (B1) and (B4)]. And it requires exponentiating only op-
erators of dimension 4, in comparison with (39) which would
have dimension 16.
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