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A KGST keretében működő "Automataelmélet kidolgozása és alkal­
mazása a diszkrét rendszerek tervezésében". 1-15.1 szakbizott-- 
súg 1977. ápr. 18-23. között Lengyelországban a Lengyel Tudomá­
nyos Akadémia Számitástechnikai Központja, 1978. máj. 8-13. 
között Csehszlovákiában a Besztercebányai Tanárképző Főiskola 
szervezésében tartotta ülését. A szakbizottsági ülések a részt­
vevő országok munkabeszámolóinak és a következő időszakra vo­
natkozó munkatervének a megvitatása után szimpóziumként foly­
tatódtak, ahol a témához kapcsolódó, az egyes országokban elért 
legújabb eredményekről és a jövőbeni elképzelésekről előadások 
hangzottak el. Az eddigi gyakorlat szerint az elhangzott •előa­
dásokról kiadvány készül az MTA SZTAKI gondozásában.
Jelen kiadvány a harmadik összevont (1977-1978).
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Д О С Т А Т О Ч Н Ы Е  У С Л О В И Я  С И Н Т А К С И Ч Е ­
С К О Й  О Д Н О З Н А Ч Н О С Т И  С И С Т Е М  У Р А В ­
Н Е Н И Й
Лейпцигский Университет им. Карла Маркса, с . Математики, ТДР
I .  ВВЕДЕНИЕ
В рамках теорий формальных языков, языков программирования 
и построения трансляторов и при рассмотрении конкретных язы­
ков программирования, языков для описания структуры дискрет­
ных устройств и даже различных исчислений возникает требова­
ние уточнения семантики языков, цель которого состоит в том, 
чтобы разные пользователи языка интерпретировали его одина­
ково. Это достигается, например, заданием эффективно выпол­
нимого отображения F , которое однозначно соотносит каждому 
слову языка L некоторый алгоритм фиксированного класса алго­
ритмов IX. Как правило, такое отображение эффективно задава­
емо только тогда, когда наряду с другими требованиями
A. имеется полный обзор всех элементов области определения 
отображения?, т .е .  языка L и
B. доказано, что каждое слово z из ь однозначно разложимо
в наипростейшие составляющие , семантическое значение ко­
торых служит основой для последовательного определения 
значения слова z .
Пример:
Полный обзор всех выражений исчисления высказываний задается 
следующим предложением:
Н является выражением тогда и только тогда, когда
1. Н переменная или
2. существует выражение Н* такое что Н = ~Н' или
3. существуют выражения Н' и Н" и функтор о из множества
9{ л . V » -*• » « } такие что Н = ( Н' о Н” ) .
Однозначная разложимость выражений обеспечивается предложе­
нием:
Если Н является выражением, то имеет место не более одного 
из выше указанных случаев I . ,  2. и 3 . ,  причем во втором слу­
чае выражение Н' , а в третьем случае выражения Н* и Н" и 
функтор о однозначно определены.
Сложность задания обзора всех элементов из L, который пока­
зывает, каким образом эти элементы образуются из более про­
стых элементов, значительно зависит от способа определения 
синтаксиса языка. Оказывается, что надлежащим образом вы­
бранные системы уравнений, уравнения которых имеют вид
"переменная'1 = "выражение"
выгодны в этом смысле. Встречающиеся в уравнениях выражения 
имеют в качестве интерпретации множества слов -  функторы ин­
терпретируются при этом как операции над множествами слов -  
и непосредственно отражают структуру слов языка, определен­
ного системой уравнений.
Пример :
Блоки языка "АЛГОЛ 60" S можно определить уравнением
блок = < метка : > начало < описание ; > описание ;
оператор <; оператор> конец
где < > обозначает операцию итерации множества слов , 
которое непосредственно показывает вид блоков.
Простейшие системы уравнений -  в виде нормальных форм Бэкуса 
или контекстно-свободных грамматик -  хорошо изучены, но си­
стемы уравнений общего вида, когда интерпретациями выражений 
являются, как правило, бесконечные множества слов, мало из­
вестны, особенно в связи с требованием синтаксической ОДНО-
'S "АЛГОЛ 60" -  это язык, который определяется нормальной 
формой Бэкуса из сообщения об АЛГОЛ 60, не учитывая до­
полнительных контекстных ограничений.
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значности. Целью сделанной мною работы, некоторые из основ­
ных понятий и результатов которой в нестрогой форме помешены 
в данной статье, явилось
-  точное определение понятия систем уравнений,
-  исследование их разрешимости,
-  определение понятия синтаксической однозначности систем 
уравнений, которое отражает требованную выше однозначную 
разложимость и
-  задание ряда эффективных условий синтаксической однознач­
ности, которые позволяют систематический подход к доказа­
тельству этого свойства, по крайней мере для т .н . регу­
лярных систем уравнений.
Пусть А некоторый конечный непустой алфавит, состоящий из 
попарно непересекаюшихся подалфавитов X терминалов и 
Y = { у1 , . , . , у  } нетерминалов, А* и X* множества всех слов 
конечной длины над этими алфавитами и и и < > символы опера­
ций объединения и итерации множеств слов. Пусть далее Н и L 
обозначают множества слов над А,ь п-ки с:ц ,l,  , мно­
жеств слов, z *и»V слова из А* и z слова из X*. Известно из 
семиотики, что каждое слово z однозначно представимо в
виде У-г •У-г
S Z  > 2
5z » •
при Z, е X* для 0 < k < sz и у • е У для 1 < к < sz .
2. ПОДСТАНОВКА И ОДНОЗНАЧНАЯ ПОД СТАНОВ ОЧНОСТЬ
Основным средством для исследования систем уравнений являет­
ся операция подстановки п -к а  L в множество Н, которая обо­
значается символом s. S(h,I)  -  это множество слов над А, ко­
торое состоит из всех тех и только тех слов, которые получа­
ются в результате замены в каждом слове из Н всех букв 
У| , . . . , у п произвольными словами из ц  , . . . ,1 ^  соответственно. 
При этом возможно заменить одинаковые нетерминалы в разных 
местах различными словами, т .е .  по определению имеет место
SCH,n = U
Z  е  Н
L .2 л |Z J2,z
.L .
's z ,z sz»z
Для каждого слова z' из s(H,L) существуют слово z из Н и sz 
слов zk из Lj-k z такие, что z ' получается заменой к-го не­
терминала -  слева - B z  словом для 1 < к < sz . В случае, 
когда z , zt , . . . , z s однозначно определены для каждого слова z г 
из s(H,L) , мы будем сказать, что L однозначно подставим в Н, 
кратко ESub H,L. Тогда всякое слово z ' из SCh ,L) получается 
в результате описанной подстановки в точности один раз, или 
же, другими словами, допускает однозначное разложение в  со­
ставлявшие в соответствии с Н и ь .
Для доказательства однозначной подстановочности п -ка L в не­
которое множество слов Н могут быть полезны следующие пред­
ложения :
Предложение I
Если Н множество слов над алфавитом X или Н = {у } при у е У, 
то всякий п-ок L однозначно подставим в множество Н, т . е .
V Ч L С К Ç X* —> ESub H,L )
Vy L с у € Y — > ESub { y},L )
Предложение 2
Если п-ок I  однозначно подставим в множества Н1 иН ? и мно­
жества s (h1,L) и s (h2 , l) не пересекаются, то L однозначно 
подставим в множество Н{иН2 , т .е .
V TTjH^ L ( ESub H1 ,Z Л ESub A SÜ^ ,1) fl S(H2 ,b7 = 0
— » ESub H1 U H2 ,L  )
Предложение 3
Если п -ок L однозначно подставим в множества Н, и Н2 и вся­
кое слово гг множества s i ^  ,I)s(H 2 , t )  единственным образом 
образуется в результате конкатенации некоторого слова z y из 
SC^ ,1) и слова z2 из s (h2 , l) ,  то Z однозначно подставим в  
множество н1 Нр , т .е .  при 1)
1 ) Для свойств "однозначной конкатенарности" и "однозначной 
итерируемо с ти" имеется ряд достаточных условий.
EVkTT.TT «-*  V zl z2u1u2C z1 ,u 1 € IT* A z ^ i^ e ï ï "  Л
Zy Zp = U1 Up — >  Z1 = ^  )
имеет место
V H.H-E C ESub F ,L Л ESub Hp ,L A EVE SCF. ,L),SCFp,L)
ESub F F? .E )
Предложение 4
Если п -ок  L однозначно подставим в множество Н и при 
s (h , ï ) ф {е) итерация < s(H,L)> является свободной полугруп­
пой с образующими S(H,L), то £ однозначно подставим в мно­
жество Н , т .е .  при E it н* <—> ESub тт*, <н*> имеет место
V F  L Г ESub H,L Л E lt S(H,L) Л S(H,L) ф { е} — ► ESub <H>,L )
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3. СИСТЕМЫ УРАВНЕНИЙ
Пусть алфавит В является некоторым расширением алфавита А, 
содержащим дополнительно символы для операций над множества­
ми слов, напр. < >, и , и технические символы, напр. ( ,  J . 
Пусть далее Выр некоторое множество слов над В, элементы ко­
торого мы будем называть выражениями и обозначать символом Т. 
Множеством Выр может быть, например, множество регулярных 
выражений над алфавитом А. Для выражений задана интерпрета­
ция I ,  соотносящая каждому выражению Т из Выр однозначно 
определенное множество слов КТ) над алфавитом А, т .е .
I : Выр — > 2^ .
Всякий п -ок выражений Т = с Т] » • • • » з будем называть
системой уравнений, которую можно написать и в более при­
вычной форме
'  У1 II
II
.  Уп
(НсII
если = £ В предполагается.
Некоторый n -ок L =cL1, . . . ,L tl: множеств слов называется
решением системы уравнений Т, если имеет место
Lj £ х * иI .
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2. L_- = SC i Ct t) , l) д л я  всех J при 1 < n .
Для каждой системы уравнений Т можно, согласно следующему 
определению, построить некоторый вполне определенныйп -ок 
LCT) , который в соответствии с предаюжением 5 является р е ­
шением этой системы, причем минимальным.
1 °(Т) = с 0, 0 , . . . ,  0з . *1Гт) = Ű ьЗс?)
Ll+1 (т) = с S ÍK ^  ) ft x( ï ) )  , . . . , S ( l ( T n) Д 1^ ) ) :1 i=°
Имеет место 
Предложение 5
Для всякой системы уравнений T п -ок 1(f) является мини­
мальным решением, т .е .
LCÍ) -  решение Т
VE' ( L -  решение Т —> L(f) £ L' )
Далее известны достаточные условия однозначной разрешимости 
систем уравнений -  см. нарп. / 3 / -  и возможно определить ряд 
понятий, которые соответствуют некоторым известным для кон­
текстно-свободных грамматик -  см. нарп. /  V -  понятиям, как 
зависимость нетерминалов, эквивалентность и т . п . ,  и для си­
стем уравнений и показать аналогичные предложения.
4. СИНТАКСИЧЕСКАЯ ОДНОЗНАЧНОСТЬ СИСТЕМ УРАВНЕНИЙ
По выше указанному способу построения минимального решения 
L (f) системы уравнений Т каждое слово компонентов решения 
получается в результате последовательной замены: нетерминалов 
в словах множеств KTj)  словами, которые получились раньше 
как элементы решения. При этом возможно, что некоторые слова 
решения получаются по различным путям, или же, что то же са­
мое, могут быть разложены -  в соответствий с синтаксисом, 
заданным системой уравнений -  по-разному в составляющие, что 
противоречит требованию В ., сформулированному в введении. 
Поэтому нам интересны прежде всего те системы уравнений, у 
которых все слова компонентов решения образуются указанным
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способом точно один раз -  возможно конечно на разных сту­
пенях 1. Такие системы уравнений будем называть синтаксиче­
ски однозначными. Точное определение этого понятия можно 
дать подобно понятию однозначности контекстно-свободных 
грамматик.
Имеет место следующее основное предложение, которое сводит 
свойство синтаксической однозначности систем уравнений к хо­
рошо изученному свойству однозначной подстановочности.
Предложение 6
Система уравнений Т = с Т1 , . - . , □  синтаксически однозначна 
тогда и только тогда, когда минимальное решение LCT) этой 
системы однозначно подставимо в множества I(Tj> для 
S = 1 , 2 , . . .  ,п , т . е .  т .  и т .  т . ,  когда имеет место 
V J  ( 1 < J  < п — ► ESub К Т . ),£(*) )
J
5. ПРИМЕНЕНИЕ
Исследование систем уравнений на синтаксическую однознач­
ность с помошью применения предложений 6 и I -  4 эффективно 
прежде всего для регулярных систем уравнений, т . е .  систем Т, 
у которых все выражения Tj регулярны. В’ этом случае интер­
претации выражений суть регулярные события, которые получа­
ются из элементарных событий (а )  , а е  А -  в которые в^  соот­
ветствии с предложением I однозначно подставимы все п -ки L -  
в результате применения конечного числа операций объедине­
ния, конкатенаций и итераций, что позволяет применение пред­
ложений 2 -  4 к проверке однозначной подстановочности.
Самым сложным рассмотренным примером был язык "АЛГОЛ 60", 
который определяется как минимальное решение следующей регу­
лярной системы уравнений. Для простоты здесь были исключены 
из программ код-процедуры и строки.
Система уравнений, определяющая язык "АЛГОЛ 60"
prog = block U compst
block = (label : > uniblock
compst = (label : > unlcomp
basst = < label : > unlbas
condst = < label : > unlcond
forst = (label : > unlfor
uniblock = begin deci (; deci >; (stat ; > stat end
unlcomp = begin (stat ; > stat end
stat = basst U compst U block U condst U forst
unlcond = if Boexp then ( block и compst и basst )
unlfor
forliel
unlbas
assst
gotost
dumst
procst
actpar
if Boexp then forst
for var : = forliel <, forliel > do stat
arexp [ step arexp until arexp и while Boexp ]
assst и gotost и dumst и procst
var : =  <var : = > ( arexp и Boexp )
goto desexp
e
idén [ ( actpar < ( ,  и ) let < let > : ( ) actpar > ) ] 
arexp и Boexp и desexp и idén
deci
tydecl
arrdecl
arrseg
swidecl
prodecl
spec
tydecl и arrdecl U swidecl и prodecl
[ own ] ( real и integer и Boolean ) ( idén , > idén
[ [ own ] ( real и integer U Boolean ) ] array arrseg <, arrseg >
< iden , > iden [ arexp : arexp <, arexp : arexp ) ]
switch iden :=  desexp <, desexp)
[ real и integer U Boolean ] procedure 
iden [ ( iden < ( ,  и ) let < let > : ( ) iden > ) ] ;
[ value iden <, iden > ; ] < spec iden <, iden ) ; > stat 
string и switch и label и array и procedure U- 
( real и integer и Boolean ) [ array и procedure ]
arexp = < if Boexp then siarex else > siarex
siarex =  [  +  и  — ]  prim < t prim ) ( x u / U t )  prim < t  prim > > (  (  +  и  — ) .
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prim
Boexp
siBoex
Bosec
desexp
sideex
unsnum U var и proest U ( arexp )
< if Boexp then siBoex else > siBoex 
Bosec ( A Bosec > < V Bosec < A Bosec > >
< Э Bosec < A Bosec > < V Bosec < A Bosec > > > { = . . . >
[ 1  ] (var u procst и ( Boexp ) и true и false и 
siarex ( < U < U  = U > U > U  + ) siarex )
< if Boexp then sideex else > sideex 
label U ( desexp ) U iden [ arexp ]
var
label
iden
unsnum
unsint
let
dig
iden [ [ arexp < , arexp > ] ] 
iden U unsint 
let < let U dig >
10 [ + U — ] unsint U ( . unsint U unsint [ . unsint ] ) [ 10 [ + и — ] unsint] 
dig < dig >
a u  b и c u . . . u z u A u B u C u . . . u Z  
Ou I u 2 u 3 u 4 u 5 u 6 u 7 u 8 u 9
В этой записи и является функтором объединения,
< > .является функтором итерации,
( ) являются техническими символами, т . е .  скоб­
ками, а [ т ] сокращенно обозначает ( е и т ) , где е яв­
ляется символом пустого слова. С целью упрощения чтения 
вместо нетерминалов употребляются сокращенные английские 
названия компонентов решения системы уравнений -  с м . / 7 /  - ,  
которые следует понимать в соответствии с следующей таблицой.
progr
block
compst
basst
concTst
forstunlblock
unlcomp
stat
unie ond
unlfor
forliel
программа
блок
составной оператор 
основной оператор 
условный оператор 
оператор цикла 
непомеченный блок 
непомеченный составной 
оператор
непомеченный условный оператор 
непомеченный оператор цикла 
элемент списка цикла
a s s s t
g o to s t
un lbas
dumst
p ro cst
a c tp a r
d e c i
ty d e c l
a r r d e c l
a rrseg
sw id ec l
prod ec 1
spec
arexp
s ia r e x
prim
Boexp
siB oex
Bosec
desexp
s i d e e x
r a r
la b e l
idén
unsnum
uns in t
l e t
d ig
оператор присваивания 
оператор перехода 
непомеченный основной оператор 
пустой оператор 
оператор процедуры 
фактический параметр 
описание 
описание типа 
описание массивов 
сеш ент массива 
описание переключателя 
описание процедуры 
спецификация
арифметическое выражение 
простое арифметическое выражение 
первичное выражение 
логическое выражение 
простое булевское выражение 
вторичное логическое выражение 
именующее выражение 
простое именующее выражение 
переменная 
метка
идентификатор 
число без знака 
целое без знака 
буква 
цифра
Доказано, что компоненты решения этой системе совпадают -  с 
исключением строк и код-процедур -  с интерпретациями соот­
ветствующих нетерминалов нормальной форме Бэкуса из /  7 /. 
но эта система синтаксически неоднозначна. После некоторых 
незначительных изменений всего трех уравнений, вследствие 
которых "арифметические переменные", "логические перемен­
ные", "арифметические процедуры", "логические процедуры", 
именующие выражения и "идентификаторы процедур" стали син­
таксически различимыми, получилась синтаксически однозначная 
система уравнений. Доказательство синтаксической однознач­
ности проводилось с помощью выше перечисленных предложений 
и некоторых лемм о скобочной структуре языка.
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ABSTRACT
S q u a re -r o o tin g  o f  B oolean  fu n c t io n s  w ith  r e s p e c t  to  s u b s t i t u t in g  a fu n c t io n  
in  p la c e  o f  one o f  i t s  v a r ia b le s  was s o lv e d  in  1 1 ,2 ,7 3  by s o lv in g  B oo lean  
eq u a tio n s  or by means o f  s p e c ia l  B oolean  o p e r a to r s . These methods a r e  n o t  
a p p lic a b le  d i r e c t ly  to  th e  g e n e r a l problem  in  ca se  o f  a r b itr a r y  f in i t e - v a lu e d  
fu n c t io n s .  In  t h i s  paper i t  i s  shown th a t  th e  graph m odel o f  c o m p o sit io n  o f  
fu n c tio n s  in tr o d u ce d  in  СЗИ p r o v id e s  a s o lu t io n  fo r  th e  problem  o f  f in d in g  
r o o ts  o f  a r b itr a r y  f in i t e - v a l u e d  fu n ction s w ith  r e s p e c t  to  any p a t te r n  o f  
i t e r a t i v e  s u b s t i t u t io n  o f  th e  fu n c ito n  in  p la c e  o f  some o f  i t s  v a r ia b le s .
1. INTRODUCTION
C onsider a fu n c t io n  f ( X j , . . . , x n) over  a f i n i t e  dom ain, i . e .  f :A n -*■ A 
and th e  c a r d in a l i t y  o f  A i s  f i n i t e .  We s h a l l  c a l l  f  a f i n i t e - v a l u e d  
fu n c t io n  o f  n v a r ia b le s  X j , . . . , x n . L et us assume A=( 0 , 1 , . . . , k - 1},
k ^  2.  When k=2, f  w i l l  be c a l l e d  a Boolean fu n c t io n .  I f  f  i s  a Boolean .. 
fu n c t io n  th en  f  d en o tes  th e  fu n c t io n  1 - f .  The w e ig h t  o f  a B oolean  fu n c tio n  
f  i s  the number o f  n - tu p le s  ( а ^ , . . . , а п) ,  a  ^ € A, 1 < j  < n,  f o r  which  
f ( a j , . . . , a  ) = 1.
L et x ^ x 1 be a p a r t i t io n  o f  th e  s e t  { x j , . . . , x  } w ith  m v a r ia b le s  in  x ° , 
and assum e, w ith o u t lo s s  o f  g e n e r a l i t y ,  th a t  x° = { X j , . . . , x  } .  G iven fu n c tio n s  
g ] » . . . » g m, g . : A n ■> A, 1 £  j £  m, i t e r a t i v e  c o m p o s itio n s  o f  f :A n -*■ A 
w ith  r e s p e c t  to  m v a r ia b le s  in  x° and w ith  r e s p e c t  to  th e  seq u en ce o f  
fu n c tio n s  g = ( g j , . . . , g m) are  d e f in e d  as fo llo w s :
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'^fjg(x> • • • »xn) - f(x]»*-*>xn)
Cf »g(Xl ’ "",Xn } Cf , g ( g l <x i » * * • » - * - *gm( x i > • - - >xn } » xm+l »*••» xn }
f o r  i  > 1.
I t e r a t iv e  com p osition s  
c a l l e d  i t e r a t io n s  o f
C* w ith  a l l  g , ,
f* g  1
f  and d en oted  by
eq u al to f  w i l l  be
By an i - t h  r o o t o f  a fu n c t io n  h we mean a fu n c t io n  f  such th a t  h = f1 
h o ld s  i d e n t i c a l l y .  I t e r a t io n s  o f  f in i t e - v a lu e d  fu n c t io n s  correspond  to  
i t e r a t i v e  com b in ation a l l o g i c  c i r c u i t s ,  i . e .  c i r c u i t s  b u i l t  up from id e n t ic a l  
l o g ic  g a te s  connected  in  a reg u la r  manner ( se e  1 2 , 6 l ) .  Thus, th e  problem  o f  
f in d in g  r o o ts  o f f i n i t e - v a l u e d  fu n c t io n s  i s  in t e r e s t i n g  from th e  p r a c t ic a l  
p o in t  o f  v ie w .
I t  was shown (see  111) t h a t  i f  x ° = { X j } ,  th en  f o r  every  B oolean  fu n c­
t io n  f
r3 = C1
f , ( f )  Lf , ( f ) *
N ote th a t  in  t h is  e q u a t io n  ( f )  d e n o te s  a sequence c o n ta in in g  o n ly  one 
f u n c t io n , v i z .  f .
L a te r , Thayse 121 proved th a t
fo r  every  B oolean f u n c t io n  f  and e v e r y  m, gj = l or   ^ fo r  1 1  j 1  т<
Thus, fo r  Boolean fu n c t io n s  i t  i s  s u f f i c i e n t  to  c o n s id e r  square and cu b ic
r o o t s .
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The sq u a r e -r o o t in g  o f  B o o lea n  fu n c tio n s  f o r  m=l was so lv e d  in  C l , 2 , 7 1 .
I t  was shown th a t  a B oo lean  fu n c t io n  has a square r o o t  w ith  r e sp e c t  to
x°=  { x . }  i f  and o n ly  i f  i t  i s  iso to n e  w ith  r e s p e c t  to  x . .  When t h i s  i s  the  
J J
c a se  a p aram etr ic  s o lu t io n s  g iv e n  by Rudeanu C71 d e s c r ib in g  a l l  square r o o ts
o f  a fu n c t io n  f  i s
£o  + tx j * f O£ l tXj
where t  £  f Qf  j (g < h means th a t i f  g i s  eq u al to  1 then h i s  
equal to  1 , t o o ) ,
Í q — f  (x  j » • • • » Xj _ j » 0» x j + j , • • • ,  x^) , 
f j  — f (Xj  » • • • » X j _ | » l » X j  + j , . . . , xn ) .
T his im p lie s  th a t  f  has e x a c t ly  2^ square r o o t s ,  where p i s  th e  w e ig h t  
o f  f ^ f j .  Rudeanu C71 e x ten d ed  the above s o lu t io n  to  fu n c t io n s  over an 
a r b itr a r y  B oolean  a lg e b r a .
In  t h i s  paper a graph m odel o f  fu n c t io n a l  co m p o is ito n  c a l l e d  a c o m p o sit io n  
graph w i l l  be a p p lied  to  f in d in g  r o o ts  o f  f in i t e - v a l u e d  fu n c t io n s .  P r e v io u s  
r e s u l t s  on f in d in g  square r o o t s  o f  B oolean  fu n c t io n s  w ere ob ta in ed  by tr a n s ­
form ation  o f  B oolean  e x p r e s s io n s  and s o lv in g  B oolean  e q u a tio n s  C l,71 o r  by 
means o f  s p e c ia l  B oolean o p e r a to r s  C21. These m ethods can n ot be d i r e c t l y  
a p p lie d  to  th e  g en era l c a s e  o f  a r b itr a r y  f in i t e - v a l u e d  fu n c t io n s .  A compo­
s i t i o n  graph approach p r o v id e s  a sim ple s o lu t io n  a ls o  in  th e  gen era l c a s e .
F i r s t ,  we s o lv e  the problem  o f  f in d in g  square and c u b ic  r o o ts  o f B oolean  
fu n c t io n s  in  c a se  o f  s u b s t i t u t in g  a fu n c t io n  in  p la c e  o f  any number o f  i t s  
v a r ia b le s .  M o d ific a tio n  o f  th e  n o tio n  o f  i t e r a t i o n s  by a llo w in g  s u b s t i t u t io n  
o f  th e  complement o f  a f u n c t io n  i s  a ls o  d is c u s s e d .  G e n e r a liz a t io n  o f  our  
f i r s t  r e s u l t  to  t h i s  c a se  i s  s t r a ig h t  forw ard . Then, a method o f f in d in g  
s o lu t io n s  in  th e  g en era l c a s e  o f  a r b itr a r y  f in i t e - v a l u e d  fu n c tio n s  w i l l  be  
p r e s e n te d .
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Some n o t io n s  and r e s u l t s  from C3,U,63 w i l l  be b r i e f l y  d e sc r ib e d  in  the  
n e x t  s e c t io n  fo r  c o n v e n ien ce  o f  th e  r e a d e r . However, a f a m i l i a r i t y  w ith  
b a s ic  co n cep ts  o f graph th eory  and B oolean  fu n c t io n s  th eory  i s  assum ed.
2 . COMPOSITION GRAPHS
A c o m p o s itio n  graph  i s  a quadruple (V ,E ,L ,y ) where V and E are  re ­
s p e c t i v e ly ,  a f i n i t e  s e t  o f  v e r t i c e s  and a s e t  o f  ed ges (E ç  V x V) o f  
a d ir e c t e d  graph ( V , E ) ,  every  v e r t e x  o f  which has in -d e g r e e  1 ( i . e .  i t
i s  th e  term in a l v e r te x  o f  e x a c t ly  one e d g e );  L i s  some s e t  o f  l a b e ls ;  
y:V-*L a s s ig n s  to  each  v e r te x  v  a la b e l  y ( v ) .
L et us d e f in e  a c o m p o sit io n  graph G =( V, E, L , у)L 9 b as fo l lo w s :
( i )  V = An
( i i )  < ( a j ..........an ) ,  ( b j , . .  . , b n)>6E i f  and o n ly  i f
( H i )
The la b e l y ( v )  a ss ig n e d
f o r  1 < j  < m 
f o r  m + 1 j  n
to  v = ( a , .......... a ) 6 V1 ’ n i s  f ( a j n
The i t e r a t io n s  
way:
o f  a co m p o sitio n  graph a re  d e f in e d  in  th e  fo llo w in g
Gi = G, f,g f*s
G^+[ = ( V , E , L , y 1+1) f o r  i  > 1,
r » S
where y* = y , y 1+^(v) = y 1 ^ ’ ) ,  and v* i s  th e  unique p r e d e c e sso r  o f  v .
For ev ery  f  and g i t  fo llo w s  from  the above d e f in i t i o n  th a t
YiŸl((ai , . . . , a n)) = (a i , . . . , a n)
and th a t  th e  co m p o sitio n  graph i s  ob ta in ed  from  the co m p o sitio n
-  23 -
graph Gf  by moving a l l  l a b e ls  a t  a d is ta n c e  1 a lo n g  a l l  ed ges in  the  Г , ê
d ir e c t io n  o f  arrows ( th u s , th e  l a b e ls  a s s ig n e d  to  a l l  v e r t i c e s  w ith  o u t-d eg ree  
eq u al to  zero  v a n is h ) .
Example. L et th e  fu n c tio n  f : { 0 , l , 2 } 2 -»- { 0 , 1 , 2 }  be d e f in e d  as in  Table I 
and l e t  m=l .
Table 1
Xj f  f 2
0 2 ' v ^ 21 2
2 2
Then f 2 ( 0 , 0 )  = f ( f ( 0 , 0 ) , 0 )  = f ( l , 0 )
f 2 ( 1 , 0 )  = f ( f ( 1 , 0 ) , 0 )  = f ( 2 , 0 )  
f 2 ( 2 , 0 )  = f ( f ( 2 , 0 ) , 0 )  = f ( 1 , 0 )  e t c .
which i s  sym b olized  by arrows in  Table 1.
H ence, th e  s e t  o f  edges o f  th e  c o m p o sitio n  graph G ^ , ( f ) , i  >_ 1, w i l l  
in c lu d e
< ( 1 , 0 )  , ( 0 , 0 ) >
< ( 2 , 0 )  , ( 1 , 0 ) >
< ( 1 , 0 )  , ( 2 , 0 ) >  e t c .
The co m p o sitio n  graphs and
-  24 -
Gf , ( f )
and Figure 2, r e s p e c t iv e l y .  Note th a t  the graphs G
a re  shown in  Figure I 
i a re  d iv id e d
f , ( f )
in to  th r e e  d i s j o in t  p a r t s ,  each  c o n ta in in g  a l l  v e r t i c e s  w ith  th e  same secon d  
c o o r d in a te . On the b a s i s  o f  Figure I i t  i s  e a sy  to  e s t a b l i s h  th a t  f 7= f .
Thus, i t e r a t io n s  o f  a f in i t e - v a l u e d  fu n c t io n  can  be c o n v e n ie n tly  gen era ted  
u s in g  th e  n o tio n  o f a c o m p o sit io n  grap h . Such a graph i s  c o n str u c te d  by 
a s s o c ia t in g  a la b e le d  v e r t e x  w ith  each  p o in t  o f  th e  domain and by a t ta c h in g  
a d ir e c te d  edge from a v e r t e x  v to  a v e r te x  w = ( b , , . . . , b ) i f
*  ^  ^I
v  = ( f ( w ) , . . . , f ( w ) , b  j , . . . , b n) .  The c o m p o sitio n  graph a s s o c ia te d  w ith  f
i s  o b ta in ed  from i t  by m oving the la b e l  a s s ig n e d  to  each v e r te x  a t  th e  d i s ­
ta n ce  i  a long a l l  p a th s  o f  len g th  i  d ir e c te d  away from th e v e r te x .
H ence, th e  problem o f  f in d in g  the i - t h  r o o ts  may be reform u la ted  as f o l lo w s .  
G iven a com p osition  graph  G  ^ , g = ( g , , .  • • ,g _ )  , g . = f ,  1 £  j  i  m.
w hich a l l  edges has b een  e r a se d , f in d  where th e  ed g es  were lo c a te d  and th en  
move a l l  th e  la b e ls  a lo n g  edges a t  th e  d is ta n c e  i  in  th e  d ir e c t io n  o p p o s i­
t e  to  arrow s, su p p ly in g  a p p ro p r ia te  l a b e ls  a t  v e r t i c e s  which have no p ath s  
o f  le n g th  i  d ir e c te d  away from them . In  the n e x t  s e c t io n s  o f  the above 
problem  w i l l  be p r e s e n te d .
3 . ROOTS OF BOOLEAN FUNCTIONS
The l a s t  n-m c o o r d in a te s  o f  the i n i t i a l  and th e  term in a l v e r t i c e s  o f  ev ery  
edge in  G^  c o in c id e .  Thus, the graph G^   ^ i s  p a r t it io n e d  in to  2n m 
d i s j o i n t  p a r ts  w ith  2m v e r t i c e s  in  each p a r t . Then, fo r  a
B oolean  fu n c tio n  f  and g = ( f , f , . . . , f )  the f i r s t  m c o o r d in a te s  o f  th e  
i n i t i a l  v e r te x  o f any ed ge  may be o n ly  a l l  0 ’ s or a l l  l * s .  For a g iv e n
p a r t P.
J
w ith  the l a s t n-m c o o r d in a te s  equal to bm+l
d en ote
( 0 , . . • ’ ° ’ 0 , b m+l’ * ' * ’bn-) by A
( 0 , . . *’ ° ’ 1>bm+l» * * *’bn } by A
, b J l e t  us* nn
( 1 , . . . , 1 , 1 , b ^ + j , . . . , b^)
2m-l
by
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L et us con sid er  th e  tra n sfo r m a tio n  o f  each  o f  th e  2n-m p a r ts  o f  the
c o m p o sitio n  graph Gf  corresp on d in g  to  o b ta in in g  f 2 and f 3 .
F igu re 3 shows fo u r  p o s s ib le  ty p es  o f  p a r ts  and th e ir  tra n sfo r m a tio n s
(w, i s  a p erm u tation  o f  th e  s e t  { v . , . . . , v  } ) .  S tu d yin g
1 2m-2  2m-2
Figure 3 i t  i s  ea sy  to  se e  th a t  the n e c e s s a r y  and s u f f i c i e n t  c o n d it io n s
f o r  e x is ta n c e  o f  a square r o o t  o f  a B oo lean  fu n c tio n  f  a re  fo r  each  p a r t
P . as fo l lo w s :
J
(a ) f ( v j ) f ( v j m ) = 0 0 2 m _ ,
(b ) i f  f (v ^ ) f ( v Jm ) 
2m-l
a th en  f ( v 3 ) = a fo r  ev ery
I<r<2m- 2 ,
I t  fo llo w s  from  th e  above c o n d it io n s  th a t  f o r  = { x j , x 2 > a fu n c t io n  have 
a square r o o t  i f  and o n ly  i t  i t  i s  i s o to n e  in  th e  v a r ia b le s  Xj and x 2 .
For m>2 th e r e  e x i s t  fu n c t io n s  which are  n o t is o to n e  in  a l l  v a r ia b le s  
and have square r o o t s .
Now, l e t  us d en o te  f n = f ( 0 , . . . , 0 , X  x )’ 0 m+1 n
and
f j  — f ( l , • • • , ! , xm+] » • • • >  xn) •
The above c o n d it io n s  form u lated  fo r  in d iv id u a l  p a r ts  o f  th e  co m p o sit io n  
graph may be tran sform ed in to  th e  fo llo w in g  o n e s , more u s e f u l  fo r  exam in ing  
fu n c t io n s  :
(a ) V l = 0
(b) i f V l = 1 th en  f =0
(c ) i f f o f i = 1 then  f =1
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I t  i s  e a sy  to  ob serve t h a t  to  f in d  a square root s o f  a fu n c tio n  f  we have 
to  tran sform  la b e ls  o f  each  part P . o f  the c o m p o sit io n  graph s e p a r a te ly  
a c c o rd in g  to  the f o l lo w in g  r u le s :
( i ) i f £ ( v J ) =0 and f  ( vJоШ ) = 11
th e n e (v j )  = f ( v j ) fo r  e v e ry 0 £  r £  2m- l
o r s(v^ ) = fC v j) fo r  ev e ry 0 < r £  2m- l
( i i ) i f = f (v j m ) 
2 - 1
= a
th e n s (vq) = s ( v j m
2m- l
) = a and s(v ^ ) = 0
fo r  every  1 £  r <_ 2m- 2 .
Thus, f o r  a r b itr a r y  m a l l  square r o o ts  o f  a B oo lean  fu n c tio n  f  are  
d e sc r ib e d  by the form u la  below:
f 0 f j ( t f  + t f )  + (mjUj + . . •+m£ ) + ( т 'и |  + . . .+m' u ' )
v2 2^
where t  i s  a f u n c t io n  o f  the v a r ia b le s  x  x  , t  < f _ f ,m+1 n ’ — 0 1
Ш . у • • ф j ID n D1T6 th e  minterms o f
f o f i
ш, • • • • « m dit6 
1 * %2
th e  minterms o f
f o f i
u . ,  u". are f u n c t io n s  o f  th e  v a r ia b le s  
J J x j  » • • • » x m  »
U j  £  ( X j  +  . .  .  + x: ) (x + . . . +  X  )m l m fo r 1 í  j  Í
u .  >  x , x „ . . . x  +  j — 1 2 m x , x 0 . . . x  f o r  1 2 m
•r~î
V
 1 £ £ 2
For m=l a f te r  s im p l i f i c a t io n  o f  th e  above form ula we o b ta in  th e  form ula  
g iv e n  by Rudeanu.
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The n e c e ssa r y  and s u f f i c i e n t  c o n d it io n s  fo r  e x is t e n c e  o f  the cu b ic  r o o ts  
o f  a B oolean  fu n c t io n  f  a r e  th e  c o n d it io n s  (b) and (c )  g iv en  p r e v io u s ly  
fo r  the square r r o o t s .  The r u le s  fo r  tr a n sfo r m a tio n  each  p a rt P. o f  th e  
graph G,. to  f in d  a c u b ic  r o o t  o f  a fu n c t io n  f  a r e :
f» g
( i )  i f  f (v j j)  © f ( v Jn ) = 1 ( ф  d en otes sum modulo 2)
th en  s(v ^ ) = f (v ^ )  fo r  ev e ry  0 £  r <_ 2n- l
( i i )  th e  same as ( i i )  p r e v io u s ly .
H ence, th e  form ula d e s c r ib in g  a l l  cu b ic  r o o ts  may be w r it t e n  as fo llo w s :
( f Q f j ) f  + ( mj Uj + . . .+m^ u^ ) + ( m' Uj + . . .+m^ u'  )
where n o ta t io n  i s  th e  same a s  above.
Thus, the numbers o f  th e  sq u are and cu b ic  r o o ts  o f  a B oolean  fu n c tio n  f  
are  e q u a l, r e s p e c t iv e ly ,  to  2r and 2 , where p i s
th e  w eigh t o f  f Qf  ^, r i s  th e  w eigh t o f  f  f j + f ^ f j .
Example. The fo llo w in g  fu n c t io n  was c o n s id er e d  in  C l ,2 ,71s
f ( X j , x 2 , x 3 , x ^ )  =  X j X 2  +  X j X 3  +  x ^ .
As f  i s  n o t is o to n e  in  x ^ , square r o o ts  o f  f  do n o t e x i s t  i f  Xj i
0in c lu d ed  in  x and m=2. L et us take X 0 = {x2,x4>.
Now f 0 = x ,x 3 and
оII1Ч-Го
Ч-l so the
V i  = 0 so the
c o n d it io n (a) i s  s a t i s f i e d
c o n d it io n (b) i s  s a t i s f i e d
Í qÍ j=XjX3 and fo r  Xj=0,  x 3=l th e  e q u a tio n  f= l  h o ld s  
i d e n t i c a l l y ,  hence th e  c o n d it io n  (c )  i s  a ls o  
s a t i s f i e d .
28
Here p=l and 
o f  f .  We have
r=3. T h us, th ere  w i l l  be 32 square r o o ts  and 4 c u b ic  r o o ts  
V l " x l +x3^t * 1 1= 0 , 12=1 » m'i= xjx 3» U1 -  X2X4+X2X4 '
The fo l lo w in g  form ulae d e s c r ib e  a l l  square r o o ts  
o f  f  :
s .  and c u b ic  r o o ts  c .  
1 J
s . = t f  + ( x . + x _ ) t f  + x .x .u '  1 < i < 32l  1 3  1 3  1 — J —
c . = ( x .+ x „ ) f  + x .x .u '  1 < j < 4j 1 3  1 3  1 — —
where
uí " X2X4 + X2X4
o r
x 2x4+x 2x4 +x 2X4 = X2+X4
o r X2X4+X2X4+X2X4 = x 2+x4
o r
x 2x4+x 2x4 +x 2x4 +x 2x 4 = 1
1» X1
x 3 , XjX3 , x ]x 3 + x jx 3 , X j, x 3 o r
v * 3 -
L et x^={xj  ,Х2 , х ^ } . Then f^ O  an(* f j  = l> so  t *ie cond i t:i-ons ( a ) - ( c )
are o b v io u s ly  s a t i s f i e d .  Here f Qf j = 0 ,  f Qf j = 0 ,  f  f j = l ,  h ence r=0,
p=2, t= 0 , x^, x^ o r  1. So we have four square r o o ts :  f ,  x^f +x^f ,  
x^f+x^f and f .  The u n iq u e  cu b ic  r o o t  i s  the fu n c t io n  f  i t s e l f .
S im i la r ly ,  in  case x°= {X j »x^jX^jX^} we have Í q=0 and f j  = l a g a in ,
r= 0 , p = l , t=0 or 1,  so  th ere  a r e  two square r o o ts  eq u al to  f  and f .
The o n ly  c u b ic  root i s  eq u a l to  f .
Now , l e t  us g e n e r a liz e  th e  n o tio n  o f  i t e r a t io n s  o f  a B oolean  fu n c t io n  f
• — cl l cim \
by a llo w in g  th at g^=f o r  f  > 1 j  < m, and l e t  g = ( f  .......... f  )
where a^ 6 {0 ,1}  f o r  1 < j < m, f ° = f ,  f ' = f . T h e n ,  the  f i r s t  m coord in a­
t e s  o f  th e  i n i t i a l  v e r t e x  o f  any edge may be o n ly  a , , . . . , a  or  a . , . . . , a  .I Ш 1 m
A ll  p r e v io u s  c o n s id e r a t io n s  on r o o ts  o f  Boolean fu n c t io n s  may be a p p lied  to  
t h is  c a se  i f  we change :
(1 ) coding o f th e  v e r t i c e s  in  each  p a rt o f  the c o m p o sitio n  graph
Gj. so  th a t  
f , g
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w i l l  denote (э. j  , . * * *am -1’ a , b m m+1
w i l l  denote (э. j  ,  • " ’V i ’ a , b m m+1
• ’V
•’V
v J w i l l  d enote ( a , , . . . , a  , , a  ,b ...............b )2m_ j 1 ’ m- 1 m m+1 n
(2) th e  meaning o f  and f j  in  the fo l lo w in g  way:
f0 = f(aj >••* »am,Xm+l* * * *,xn>
f ,  f ( a , , . . . >am>xm+i , . . . , х^)n
(3 ) th e  bounds fo r  and in  th e  fo l lo w in g  way:
a - a a . am
✓  /  1 Ш\  , .  i HI V ,  • л
U .  2 .  ( x j  +  •  •  • + x Tn )  ( X ,  +  .  •  • + x m  )  1 <  J  <m l m -  J  -  1
U .  >  X ,
J -  1
X  +  X ,m 1 .  X
m
m 1 < j < ü2
4 . ROOTS OF ARBITRARY FINITE-VALUED FUNCTIONS
I t  was shown (se e  C3H) t h a t  fo r  every  f in i t e - v a l u e d  fu n c t io n  f  and 
every  p a r t i t io n  x^,x* o f  i t s  s e t  o f  v a r ia b le s  th e r e  e x i s t  in te g e r s  p 
and h such th a t
where 1 <_ h <_ к , 1 < p < the l e a s t  common m u lt ip le  o f  l , 2 , . . . , k .  
Thus, i t  i s  s u f f i c i e n t  to  c o n s id e r  i - t h  r o o ts  fo r  i
i  £  l . c . m  { l , 2 , . . . , k }  + k - l .
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A method o f  f in d in g  r o o t s  o f  a r b itr a r y  f in i t e - v a lu e d  fu n c t io n s  may be 
o b ta in e d  by the same argument as in  th e  c a se  o f  B oo lean  f u n c t io n s .  The 
graph Gj ^ w i l l  be p a r t i t io n e d  in t o  kn m d i s j o i n t  p a r ts  P j , . . . , P  n m
w ith  km v e r t ic e s  in  each  p a r t . When g = ( f , f , . . . , f ) ,  th e  f i r s t  m
c o o r d in a te s  o f  the i n i t i a l  v e r te x  o f  any edge c o in c id e .  V e r t ic e s  having  
i d e n t i c a l  f i r s t  m c o o r d in a te s  w i l l  be c a l le d  d ia g o n a l .  Only th e se  
v e r t i c e s  may belong to  any c y c le .
L et us sum up some p r o p e r t ie s  w h ich  w i l l  be used  in  d e v e lo p in g  our method:
(PI)  I f  th e re  e x i s t  a p ath  from  a v e r te x  v = ( a , . . . , a , b m+^, . . . ,bn )
to a v e r t e x  w in  th e  graph , i  >_ 1, th en  y(w )=a.
(P2) I f  the s e t  o f  v e r t i c e s  b e lo n g in g  to  a c y c le  i s
V ={ v , , . . . , v p }  , 1 < il < m, where v .  = ( a . , . . .  , a .  ,b b )c l л — — j j ■ j m+1 ’ n
1 <_ j <_ 1 ,  then  th e  s e t  o f  t h e ir  l a b e l s  i s  { а ^ , . . . , а ^ } .
(P3) In each c y c l e  o f  G^  every  la b e l  i s  moved a t  th e  d is ta n c e
£ »8
i(mod q) where q i s  th e  len g th  o f  th e  c y c le .
G iven th e  s e t  o f  a l l  d ia g o n a l v e r t i c e s
w ith  t h e ir  la b e ls ,  a su b se t  V". o f  V.
J J
V. o f  th e  p a r t  P. 
J J
such th a t
to g e th e r
( i ) i f  v = (a , . . .  , a , b m+] , .  . . , b n) 6 Vj th en  (y (v )  , . . .  , y ( v )  ,bm+j,
. . . ,ь ) e vl,
n  j ’
( i i )  th ere  d o es  n ot e x i s t  a su b set V'.' C Vl s a t i s f y i n g  ( i )
J 3
w i l l  be c a l le d  an e le m e n ta ry  c y c l e .  A c y c le  Vj j , . . .  , V j z ^ 2 1 » • • • »V2 Z>
. . . , V y j , . . . , v  where Vj j , . . . , v . z , 1 £  j <_ y ,  i s  an e lem en tary
c y c le  w i l l  be c a l l e d  a com plex  c y c l e .  I t  can be proved th a t  a l l  c y c le
in  graphs G^  are  e lem en tary  or  complex o n e s .£ > 8
G iven a fu n c tio n  f  our method o f  f in d in g  i - t h  r o o ts  o f  f  c o n s is t s  
o f  th e  fo llo w in g  s t e p s  fo r  each p a r t  P^:
S te p  1. Find a l l  e lem en tary  and complex c y c le s  h av in g  th e  p rop erty  P 3 . 
Let th e  s e t  o f  a l l  t h e ir  v e r t i c e s  be W.
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S te p  2. For each p a r t i t io n  o f  th e  s e t  W in to  c y c le s  found in  th e  
p r e v io u s  s te p  c o n s tr u c t  p a th s  d ir e c te d  away c y c le  v e r t i c e s  
in  such a way th a t  p a rt P  ^ w i l l  have th e  p rop erty  P I .
S te p  3. Move a l l  th e  la b e ls  in  P  ^ a lo n g  ed ges a t  the d is ta n c e  i  
in  th e  d ir e c t io n  o p p o s ite  to  arrow s, su p p ly in g  a p p r o p r ia te  
l a b e ls  a t  v e r t i c e s  which have no p ath s o f  len g th  i  d ir e c te d  
away from them.
Example. L et th e  fu n c t io n  f  (x j : { 0 , 1 , 2 } 2 { 0 , 1 , 2 }  be d e fin e d  a s  in
Table 2.  Find square r o o ts  o f  f  w ith  r e s p e c t  to  { Xj , X 2 } .
Table 2
4  X2 0 1 2
ХЛ ч
0 1 0 1
1 0 1 0
2 1 1 1
The graph ^  ^  c o n s i s t s  o f  one p a r t .  L et us a p p ly  our method to  i t .
S te p  1. In  t h i s  c a se  th e r e  e x i s t s  o n ly  one e lem en ta ry  c y c le .  I t  i s
th e  c y c le  o f  le n g th  1 c o n ta in in g  the v e r t e x  ( 1 , 1 ) .
S te p  2. As th e  la b e ls  o f  some v e r t i c e s  are eq u a l to  0 , th e r e  m ust
be a path  o f  le n g th  2 d ir e c t e d  away from  th e  v e r te x  ( 0 , 0 ) .
The o n ly  p o s s i b i l i t y  fo r  t h i s  i s  to  in s e r t  in  the graph the  
ed g es: < ( 1 , 1 )  , ( 0 ,0 )> , < ( 0 , 0 ) , ( 2 , 2 ) > ,  < ( 2 , 2 )  , ( 0 , 1 ) > ,
< ( 2 , 2 )  , ( 1 , 0 ) >  , < ( 2 , 2 ) , ( 1 , 2 ) > .  The o th e r  v e r t i c e s ,  la b e le d  
w ith  1, may be con n ected  to  v e r t i c e s  ( 0 ,0 )  or ( 1 , 1 ) .  Thus, 
we o b ta in  e ig h t  graphs shown t o g e t h e r - in  Figure 4.
S te p  3. The r e s u l t  o f  perform ing t h i s  s te p  i s  shown in  Figure 5.
The e ig h t  square r o o ts  o f  f  can be d e sc r ib e d  by th e  u se  o f  Table  3.
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Tab l e  3.
\ x 2
Xl \
0 1 2
0 1 2 0/1
1 2 1 2
2 0 / 1 0/1 0
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Альгебраическая теория обобщенных разширентяй 
конечных автоматов
Институт Автоматики 
Познаньский Политехнический Институт 
Познань, Польша
Исследования по альгебраической теории конечных автоматов 
начались в конце 50-тых лет работами Рабина-Скотта, Гартмани- 
са и Веега а по алгебраической теории периодических автома­
тов работами Гилла и Флексера. В 1969 году были введены Гржи- 
мала-Буссем понятия периодической суммы и разширения автомата 
c l : .  С этой времени были получены различные результаты и сдела­
ны различные обобщенияс2':7:.Цроблемы связанные с периодическими 
суммами и разширениями очень важные с теоретической и практи­
ческой точки зрения. Эти понятия представляют математические 
модели промышленных процесов с переменной структурой или, с 
другой точки зрения, модели математических машин с переменной 
структурой, или модель акцептора семьи регульярных языков.
Сначала введём некоторые понятия и обозначения приняемые 
в этой работе.
Автоматом будем называть упорядоченную тройку A=(S,2,M),  
где
s -  конечное, непустое множество состояний*
2  -  конечное, непустое множество входов, 
м -  функция переходов определённа на S x Z— s .
Под точно периодическим автоматом V понимаем упорядоченную
тройку ( s ' , Z ,м ' ) , где S ' конечная последовательность конеч-
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ных, непустых множеств состояний s ^ , s ^ , . . . , s { _ 1 , 2 ; конечное 
непустое множество входов, М' конечная последовательность фун­
кций переходов Mq ДЦ , .  . .  , где
: St  x Z  ^ öt+1(mod Т) ДЛЯ 1 6 [о , 1 , . . .  ,T -l] .
Число T называется периодом автомата v . Если ,то периоди­
ческий автомат является обыкновенным автоматом.
Путь к будет отношением между элементами свободной полу­
группы I  определённым следующим видом:
для любого x , y e l  х%  < - • ? *  для любого ses M(s,x)=M(s,y).
Класс эквивалентности этого отношения, которому принадле­
жит X € I  будем обозначать х . Множество всех классов эквива­
лентности отношения R будет обозначено I .  I с операцей сложе­
ния класс эквивалентности x*ÿ- ху , для каждого х , у б I , со з- 
давает полугруппу называемой характеристической полугруппой 
автомата.
Фиксированным аналогом v# периодического автомата V=(s?Z,
ifм') называем обыкновенный автомат (s ,Z,tó ), где 
Т-1
s *  = U  S ' и М* ; S#  х Z ----S
является функцией переходов определённой для любого s в 5^ и
t  €{0 , 1 , . . . ,  т -1 } следующим видом U,<r)  .
ЦуТЬ Aq= ( Sq> Z » Mq) , A^  = ( , Z I ) , . . . ,  = ( Sp_  ^, Z , )
будут обыкновенными автоматами такими, что | s o M s i l = *, ,=Kr- i l*
Путь f 0 i Sq- ^ S ^  ^  : S .,-~ S 2 ^ r _1: S ^ —~  SQ, hî
будут взаимооднозначными отображениями. Тогда обобщенной пер­
иодической суммой автоматов Aq ,Af , . .  • * связанной с ото­
бражениями ^Q» j'-y » • • • * ^ г _^вляется периодический автомат 
V+=(5+ , т ,м+) с периодом г ,  где s+ является последователь­
ностью s 0 , s 1 , . . . , s r _1 и М+ является последовательностью Mq ,
Mf, . . .  , где для любого s € s i  , i r e z  , i = o , i , . . . , r - i
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имеем
Mt(s, (Г^ ;= ^ i Mi (s,hc <r)) .
Пусть Aq=(S0, Z ,м0) обыкновенный автомат и gc , g 1, . . . ,g 1
будут соответственными изоморфизмами автомата tß  на автоматы
^0~ ^  ^ 0* ’ М0} » А1=  ^ , Z * ) , . .  . ,  А^_.,= ( Sr _  ^, Z , ) •
Обобщенным разширением автомата А связанным с изоморфизмами
в0» 61, . . . , g r _1 и функцей h называем периодический автомат 
V = ( s ' , r , M ' )  с периодом Т=г ,где s ' = ( s ^ , s ' , . . .  , s^ ),
м=(м ' , м ' , . . . ,  ш г ) а функция переходов определённа следу­
ющим видом
Mí  ( 3 ’ <r)= e i + 1Cmod r ) I S i ) ‘ 4 ( s . h (  <Г>) 
для любого s 6 s » C“e Z  , i e { o , i , . . . , r - i ]  .
Для сокращения будем называть обобщенное разширение авто­
мата А , связанное с изоморфизмами „ и Функцией
h обобщенным разширением и будем обозначать v= extp h а . 
Периодический автомат V назывется приводимым к обыкновенному 
автомату AQтогда и только тогда, когда является обошенным р аз- 
ширением автомата AQ. Этот факт будем обозначать A0=redr  hV.
Если в определении обобщенной периодической суммы прини­
маем
f i  = ei+ K m o d D (si ) i = 0 , i , . . . , r - i ;
то такая обобщенная периодическая сумма является обобщенным
разширением автомата. Если h=id.  , то обобщенная периодичес­
кая сумма (обобщенное разширение) называется периодической 
суммой (разширением ) .
Теорема 1 Путь Aq* (s , г  ,м ) u будут обы­
кновенными автоматами такими,что KAq) = KA,) ;  тогда подполу­
группа характеристической полугруппы I(v* ) фиксированного а—
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налога v* =(s* , z  ,м#) периодической суммы v=(s+-,z  ,м+) ав­
томатов Aq и A1 связанна с функциями ^  является изомор- 
фична с I(Aq ) = 1(А1 ).
Доказательство » Для автоматов Aq и А1 имеем следующие отноше­
ния Мыгилла-Нероде
ДЛЯ Aq Xgy <<— :■ >* ДЛЯ любого S€SQ Mq ( s , x ) = Mq ( S > У î
для A1 x»y <  ' -£> для любого sêS1 м (s,x)  = H\^(s,y)
потому, что I  (Aq ) = I  (A1 ). Для Фиксированного аналога v* мы 
имеем xRy« ^ r » ^Mj_(s*,x) = для любого s^es* <■ ■-£>
^ M 0 ( s , x )  = f 0M0 ( s , y ) , s ß S 0 и ^1M1 ( s , ' x ) = ^ M 1 ( s ' y )  s ' f i S 1
^-^Mq( s . x )=Mc ( s ..y ) , s 6  S q и M1 (s,#x)=M1 (s, 'y)  s ' e S 1
Тем же самым мы показали, что если х е  I  (Aq ^  I  Ц ) , то 
х 6 1 ( 7 *  ) и I(Aq)= К А1 ) £  I (v« ) .  Это обозначает, что
KAq) = КА1 ) = Ï 6  К )
Следствие I . Этот результат может быть обобщен на периодичес­
кую сумму г автоматов.
Следствие 2 . Характеристическая полугруппа I ( v*î Фиксирован­
ного аналога разширения автомата Aq является в следующей свя­
зи с характеристической полугпуппой I (A q )
ÏTSJP s  I  £  i (v* j
( = обозначает изоморфизм полугрупп) .
Пример I .  Пусть Ac=(So, ? , M Q) , A ^ Í S ^ Z . i y  такие, что
S -  ( s °  s°  S°1 ÙQ- 1 S1>s2>s3 J • - £ s -j » a2 ’ s >^} , I  ={0.1}
M0(s?»0)=s® , MQ(s° ,0 )=s°  , M0 (s5,C)=s^
M0(s^,1)=S2 , M0( s ° , D = s °  , M0 (s° ,1 )= s°
M1( s 1,0)=s1 , МЦ( i 0)=s^ , M1 (s^,1 )=s\
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1 ) =S2 1 M1 ( s ^ , 1 ) =s ’ , M1 (s
/  C 0 û \ i
h y
£
h  -  Гvs i S2 Sî  1 ' l s
'■ö3
s 1 s 1s2 s3
s °  s °  1 . 2  s3
В этом случае KAq)* Ï Ï jÂJ1 = ï (v *  )=jO , Т,СЮ,ОТ,ТС,СТС} . 
Теорема 2 . (о редукции обобшенногОразширения к обыкновенному 
разширению) Пусть Aq=(s q,Z,Mq ) будет обыкновенным автоматом, 
ддз S0= { s 1 rs 2 , . . . , s n } , B=(sQ , I , N )  его h-преобразовани­
ем таким, что б"0  , s 2 , . . . , s r j .  Пусть ext r>hA s ( s ' , r  ,М')
будет обошенным разширением свяазанным с изоморфизмами ё0,е^,
• и функцией h “lext r>hAÍ=(s '*\  г  ,№'*) является фикси­
рованным аналогом) ; пусть ex tp B = ( S % Z \ N '  )будет обыкновен­
ным разширением связанным с изоморфизмами s it 5=0,l f . . . , г - 1  
((extr  в f= ( ï ï '* ,  , к '*)  является (Фиксированным аналогом) .
Тогда автоматы (ех^Т}^АТ т Cextr  в)* изоморфны . 
h -преобразованием автомата А= (s, Г ,М ) (h: Г—► Z является вза­
имооднозначным преобразованием) называется автомат В= (s,Z,Mh ) 
такой, что
Mh (s,  <r)= M(s,h( <г )) для любого s e s , creZ. 
Доказательство, Цусть определим преобразование между множест­
вами состояний @ :S #*—► § '*  следующим видом © (s3. ) ^ 3: для i=o,
J J
1 , . . . , г - 1  3= 1 , 2 , . . . , п. Конечно 0  является взаимнооднознач­
ным преобразованием. Осталось доказать свойство закрепления 
операции
® Ч ‘ £ j  » O' >) = e < g i + 1 ( m o d  r ) M « E i  Г 1( s i  , , h - 1 ( O' ) )  Ь
= Ч н К . о 4  г  > s  j  » h - "1 ( CT J) ) “S i^ K  m0d r ) ( H â à , h h - 1( ( r  J) ) = 
- S l + 1, . 0d r ) (I ' (5j , 0 - ) ) = N 1 ( s 1 ( I ti) , 0 ' ) = N i ( s i , < r ) =Bi ( e ( s i ) , < r ) .
Следствие. ( e x t r h A)# = ( e x t r  h - 1(A))* ; где
(e r t r ,ь ^  -фиксированный аналог обобщенного разшипения
автомата А,
(extp h 1СА )j* -  фиксированный аналог обыкновенного разшире-
ния h-1 -преобразования автомата А; 
это обозначает,что различные свойства обобщенных разширений 
обобщенных периодических сумм возможно исследовать с помо­
щью обыкновенного разширения периодической суммы и h“1- пре­
образования.
Теперь некоторые альгебгаические свойства разширений ко­
нечных автоматов будут использованы для исследований линейной 
и разширенной линейной реализации автоматов. Начнём с добави- 
тельных определений.и обозначений.
Автомат A=(s,Z,M) называется линейно( разширенно линейно) 
реализованным над GF(p) тогда и только тогда, когда существу­
ют две иниекции ос1 и оС2 »которые отображают соответственно 
множества S и Z в множества последовательности длины п и 
к элементов из GF(p) и если существуют две( три) матрицы 
над GF(р ) а, B(ifQ) такие, что
Ы1(м(в,0' ))= AOC^S) + Boeder)  + tf0 
для любого s fe ö j  с~е Z , где + обозначает аддитивную
операцию в GF(p) .
Автомат A = (s , r ,M )  называется пермутационным тогда и толь­
ко тогда, когда для любых s , s 'e s
M(s,<r)=M(s',(T ) s=s'
Если s является множеством тогда функции, которые отобра­
жают S на S взаимооднозначно называются пермутациями. Перму- 
тация f  называется регульярной если любая степень f  равна 
тождественному отображению множества s для любого s e s  или 
если f  не оставляет произвольного элемента из s фиксирован-
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ным ( f rjc S )^s для любого s e s  и п = 1 , 2 , . . . ,  ). Группа называ­
ется семирегуляной если содержит только регулярные пермутации.
Говорим, что группа пермутации Р на множестве s является 
представлением группы G если существует отображение группы G 
на P :  g—*3í(g), где geG  и 3f(g)6P такие, что
O t í g ^ )  = ГС( g 1 )ЗЕ( g p)
( группа Р является гомоморфичным отображением группы G) .
Если Р является изоморфичным отображением группы G ,то пред­
ставление называется верным. Если любый элемент множества мож­
но отображать на другой произвольный элемент множества s 
с помощью пермутации из Р , тогда группа Р называется тран­
зитивной а представление группы G называется транзитивным 
представлением. Для произвольной подгруппы н группы G , груп­
па G ивдукует группу пермутации на левых смежных классах под
группы Н для любого g е  G
o t ( g )  =
где Нх является левым смежным классом связанным с элементом 
X. Если Н является подгруппой группы G и g — »Згиквляется 
транзитивным представлением группы G как группы пермутации 
левых смежных класс подгруппы н , то элементы подгруппы н , 
которые отображении на тождественность группы пермутации, о- 
бразуют наибольшую нормальную подгруппу т? группы содержимой 
в н и обозначенной К ( ч ) и группа пермутации изоморфна фак­
торгруппе G/r,(H) . Потому представление является верным тог­
да и только тогда, когда н не содержит нормальных подгрупп 
исключая тождественность. Кроме того любое, верное предста­
вление группы G как группы пермутации определенно с точнос­
тью до изоморфизма через такую подгруппу н , которая не со-
С* )V. Hxg / ДЛЯ X6G
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держит нормальных подгрупп исключая тождественность. Когда G 
является абелевой группой, тогда все верные транзитивные пред­
ставления группы G как группы пермутации являются изоморфны­
ми (потому, что все подгруппы являются нормальными в G) . 
Теорема 3 . Пусть A=(s , Г,М) будет автоматом и B=(s , Z , M h ) 
его h -преоброзованием. Автомат А является линейно ( обобщенно 
линейно) реализованным тогда и только тогда, когда В являет­
ся линейно ( обобщенно линейно)реализованным.
Доказательство. Если А является линейно реализованным над 
GF(p) , то на основании оцределения действуют отображения 
o t1f oL2 и матрицы А,В над GF(p) такие, что
oC1 (М( s ,  O' )) = Аоб-jC s ) + Вос2( <Г ) .
Предположим, что ос^  , ос2 являются соответственными отобра­
жениями линейной реализации для автомата В. Тогда 
оЦ(МьС s ,  O' ))=oC1'(M (s ,h (  о- ))= 0C1 (M (s,b( (Г ))=А оС,С s МВоС^ (h t(Г)). 
Из этого следует, что А'= А, В '=  В »oC'-oC^,
Наоборот доказательство является аналогичным и потому оно про- 
пушенно ( аналогично для обобщенной линейной реализации ) . 
Теорема 4 . Пусть А= (s , 2Г ,М ) будет автоматом и (extr  Af  фи­
ксированным аналогом обыкновенного разширения . Автомат явля­
ется линейно реализованным над GF(p) тогда и только тогда, 
когда (ext  а)* является обобщенно линейно реализован над
GF ( р )
Доказательство. Если А линейно реализован над GF(p) , то 
(extr  A )* обобщенно линейно реализован потому, что (Фи­
ксированный аналог обыкновенного разширения является изоморф­
ным с прямым произведением автомата А и циклического автоно­
мического автомата В с периодом Т= г .
Наоборот, докажем через отрицание. Пусть А не является линей-
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но реализованным автоматом. Покажем, что тоже (ext^ а)* 
не является обобщенно линейно реализованным автоматом над 
GF(p). Пусть рассуждим два возможные случаи : 
а /  когда А является непермутационным автоматом, 
б / когда А является пермутационным автоматом, 
а /  из нашей гипотезы и леммы i [8] следует для любого cr^eZ
M(e1t (Г,) Mis.,, СГ2 )^ M(s2 , cr2 )
это обозначает, что равенство пар состояний во времени t+1
для входного симбола G'1 не влечет за собой равенства пар со­
стояний во времени t -и для всех входных симболов. Используя 
свойства изоморфизмов gi  , i= 0 ,i ,г-1 имеем
gA(M(s1t (Г 1))=gi (M(s2 , G~ 1 ) ) = = ^ . Mi (gi ( s 1) , 0 '1)=Mi (gi (s2 ) ,G^) 
с другой стороны имеем
gi (M(s1, <Г 1 ) ) /gi (M(s2 , (T2) ) Mi (gi ( s1 ) , ö"2 )/Mi (gi (s2 , CT*2 )
и потому
% (gj. ( s 1 ) » ) = % ( е а ( s 2 ) ) = $>  Ml (g i ( s 1 ) ( g i ( Sl ) ,<jJ)
Потому (ext r  а)* является тоже автоматом не реализованным 
линейно над GF(p).
б / Пусть (ext а)* будет пермутационным автоматом, который 
является линейно реализованным над GF(p) ( конечно, обыкно -  
венное разширение пермутадионного автомата является пермута­
ционным автоматом ) . Тогда линейная реализация автомата 
(extr  а)* характеризована через подгруппу К <  К ext А)*
( теорема l [9] и нормальную коммутативную подгруппу к < 
i ( e x t r  А)* такую, что к л я  -{ id .}  и Г С N-a для любого 
agi (ext А)* и np={id.} для любого пек. Тогда состояния ав­
томата (ex t ,  а)* характеризованы через левые смежные классы
1 ____________  _ £
подгруппы н группы i ( e x t r А)" • функция переходов М я -
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вляется определённой через пермутапии на множестве левых сме­
жных. класс подгруппы Н; для любого у б Т П Т Т - А р имеем
для x € i ( e x t r  А)* . Автомат А является гомоморИическим ото-
Сражением автомата (ext^ А) связанным с характеристическим 
разбиением с подстановочным свойством ОТ = { в^ ,в< .........в2 L 0 1 ’ m- т  J
Bj =  Í  ) I И 5 = 0 , 1 , . . .  ,Ш-1
s= { S0’S1’ • * *, s m-i3 * G разбиением связана подгруппа
* 1 " та
к < I (exfcr  А)* такая, что её левые смежные классы относитель­
но группы К  ext А)* являются классами эквивалентности раз­
биения X ,.  Пусть отображение у-.  ЗГ2—► {нх : х е  ТТёзгГТУ* J 
будет определено следующим видом
i f í E j  =Нх тогда и только тогда, когда ^ Ш в ^ у )  )=Нху 
для ÿe  i ( e x t r  A)* ; i=C,1» . . . »œ-1. Это обозначает, что любому 
блоку разбиения %2 принадлежит левый смежный класс подгруппы 
н группы I (ext а )* тогда и только тогда, когда транзитивные 
представление группы I ( ex t  а)* через группу пермутадии гене- 
рованное подгруппой Н содержит пермутацию Нх---- ►Нху и пере­
ход » м(В. , у ) .  Известно, что (extr  а)* = АхВ , где В
является точно циклическим автоматом и потому Н является ци­
клической подгруппой группы I ( e x tp а)# . Следующая импликация 
A-Hom(extr  А)* а Н2К
правильна потому, что H< I  (e>:t r. а)* и К< J (ex t r  а)* Из этого 
следует, что К является циклической подгруппой. Пусть НЛК=^> 
где Is коммутативна подгруппа группы K e x t r  дТсвязана с линей­
ной реализацией автомата (extr  а)*; являемся подгруппой для 
Н и для I (ext  А)* и n1 является циклической подгруппой по­
тому, что все подгруппы циклической группы являются цикличес-
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ними. Подгруппа Н как циклическая группа является абелевой и 
из этого следует, что все её подгнуппы нормальные.
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АНТОНИ МИХАЛЬСКИ
О ФУНКЦИОНАЛЬНОЙ ПОЛНОТЕ В ТРЕХЗНАЧНОЙ ЛОГИКЕ СИСТЕМ ФУНКЦИЙ 
АЛПЗБРЫ ЛОГИКИ ОПИСЫВАЮЩИХ ФУНКЦИОНАЛЬНЫЕ И СОЕДИНЯЮЩИЕ
ЭЛЕМЕНТЫ
Институт Вычислительной Техники ПАН, Варшава, ПОЛЫА
Потому, что очень трудно вводить исправления до проекта инте­
гральной схемы большое значение имеют решения, в которых мож­
но модифицировать логическую структуру. Выступает сильное 
стремление к проектированию "эластичных" логических структур 
(генерирование модификации на основе универсальной структуры). 
Более типичными примерами этих решений являются логические схе­
мы реализуемые через постоянную память и программируемые мат­
рицы. Мы работали над общей теорией и методами синтеза комби­
национных логических схем построенных с произвольных функцио­
нальных элементов с модифицированной структурой соединений.
Во время работ над синтезом этих схем были введены модели 
функциональных и соединяющих элементов в трехзначной логике.
Потому что ограничение класса функций реализуемых через схемы 
построенные из функциональных и соединяющих элементов может 
упростить алгоритм синтеза, рассмотрено проблему функциональ­
ной полноты для системы трехзначных функций реализуемых через 
функциональные и соединяющие элементы, при условии, что нет 
ограничений на способ строения схем.
Рассмотрим функциональный элемент представленный на рис. i .
xi
х 2
Рис. 1
Предполагаем, что для произвольного числа входов k,i < к^ п  
соединение между источником сигнала управляющего функциональным 
элементом и входом этого функционального элемента раскрыто. 
Следовательно предполагаем, что сигнал на выходе функциональ­
ного элемента тогда определенный и принадлежит к множеству 
{о ,1},Эта модель согласна с применяемой обычно в области про­
верки и диагностики логических схем моделей откаэов типа скле­
ивания с о по к Раскрытие на входе функционального элемента 
интерпретируется как третье логическое значение 2 . Остальные 
два логические значения обозначаем о и i, как это обычно при­
нято. Область определения функций реализуемых через п -входные 
функциональные элементы расоиряется до ( o , i , 2}n.
Обозначим через р2(р3) множество всех булевых (трехзначных) 
функций. Пусть F с р2„ Предполагаем,что заданы две функции
f(x],x2, . . . , x n) и g(yj,y2, . . . , yn) о областях определения 
функций d£ и D , при этом Df со ,Набор переменных 
( х 1, х 2 , . . . , х п ) будем обозначать через х.
ОПРЕДЕЛЕНИЕ 1
Функцию g назовем расоирением функции f сбудем писать £ < g), 
если для всех s е Df , f(x) = g(ï).
ОПРЕДЕЛЕНИЕ 2
Вложением множества функций f ср2 в р3 назовем отображение 
Ф:f — >р3 »если выполнены следующие условия:
1°. для всех f е f, f < ф(f ),
2° .  совокупность значений фш есть сножество {0 , 1} •
ПРИМЕР 1
Вложение функционального элемента яаш):
- 4 9 -
\ ь  
а \ 0 1 2
0 1 1 1
1 1 0 0
2 1 0 0
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Соединяющка элементом назовем элемент с двумя входами: инфор 
мационным р и управляющем с (рис. 2) .
Значение сигнала на управляющем входе определяет одно из вза- 
имо исключающих условий:
для значений ре {0,1} сигнал на выходе у есть повторение 
или инверсия сигнала на входе р,
2 . выходная нмпеданцня элемента очень большая, то есть на вы­
ходе выступает сигнал 2 независимо от входа р.
В работе действие соединяющего элемента описано трехзначной 
функцией принадлежащей к множеству Q , определенному далее. 
Следующие таблицы определяют 2-аргументные функции с областей 
определения этих функций отсеченной до { 0,1}:
Г1 f 2 f 3 f 4
XI 0 1 X 0 1 X 0 1 X 0 1
0 2 2 0 2 2 0 0 1 0 1 0
1 0 1 1 1 0 1 2 2 1 2 2
ОПРЕДЕЛЕНИЕ 3
Функция g(x l f x2 ) принадлежит множеству Q , если
g|  { 0 , 1 }  6 } ^
Соединяющие элементы могут иметь разную физическую реализацию 
например:
-  замкнуты или раскрыты соединения,
♦
-  тристановые электронные элементы,
-  контакты.
ОПРЕДЕЛЕНИЕ 4
Класс aw функций из р3 называется функционально замкнутым, 
если в месте со всякой системой функций f ] , . . . , f s e Pk этому 
классу принадлежит и любая их суперпозиция.
ОПРЕДЕЛЕНИЕ 5
Система функций из р3 называется полной в р3 если каждая функ­
ция из р 3 является суперпозицией функций этой системы.
В этой работе рассматриваем следующую проблему:
Есть ли система функций составленная с произвольного вложения 
системы функций полной в р 2 и произвольной функции соединяю­
щего элемента полна в р 3 .
ОПРЕДЕЛЕНИЕ б
Класс я  функций принадлежащий р3 называется предполным в р3 , 
если я представляет неполную в р3 систему, но присоединение 
любой функций f е р3 и f й я обращает я в полную в р3 си­
стему.
Из определения следует, что предполный в р3 класс « являет­
ся замкнутым.
Используемая нами теорема о полноте в р3 была сформулирована
ЯбЛОНСКИМ В 1953 ГОДУ.
ТЕОРЕМА 1
Для того, чтобы система функций f , ....... fs из р3 была полной
необходимо и достаточно, чтобы она не содержалась целиком ни 
в одном из следующих is предполных классов (обозначения как в 
работе Яблонского):
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M± Ci -  1 . 2 , 3 ) ,  г „ > 2 , TEo|>0, TEo2i0> TCi2>0, T£o>0, Tf i > 0 , TE2>0,
V 1’ V '  S * 1* 4 , - V  V  uE]2>V
L и s
X + l
Используя теорему Яблонского мы доказали следующую теорему.
ТЕОРЕМА 2
Для произвольного вложения системы функций F полной в р2 
и произвольной функции соединяющего элемента осуществлено точ­
но одно из следующих условий:
1°- <Kf) и íg> полна в р3,
2° .  0(f) ü(g} принадлежит и , не принадлежит п
0,2’ 1
остальным предполным классам,
з°. Ф(F) и (g) принадлежит и _ , не принадлежит осталь-
1, 2 ’ е0
ным 17 предполным классам.
ПРИМЕР 2
Следующая система функций полна в р3.-
ZHA1D РЕК
0 1 2
\  Р 
о О 1 2
О 1 1 1 О 2 2 2
1 1 О О 1 О 1 2
2 1 О 0 2 2 2 2
Из Теоремы 2 вытекают следующие следствия.
I .  Существуют примеры, когда исследованная система элементов 
может быть применена до строения троичных комбинационных 
логических схем.
5 3
I I .  Алгоритм синтеза схем реализующих булевые функции с мо­
дифицированной структурой соединений должен быть универ­
сальный.
I I I .  Основанный на принятых моделях метод синтеза может дать 
новые решений схем с переменной структурой реализующих 
булевые функции.
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3 . Б . МИАДОВИЧ
СИЛЬНАЯ СВЯЗНОСТЬ ПЕРИОДИЧЕСКИХ СУММ КОНЕЧНЫХ
АВТОМАТОВ
П о з н а н ь с к и й  П о л и т е х н и ч е с к и й  И н с т и т у т
1 .  О сновны е п о н я т и я  и о п р е д е л е н и я
П роблем ы , с в я з а н н ы е  с  с и л ь н о й  с в я з н о с т ь ю  п е р и о д и ч е с к и х  сумм к о ­
нечны х а в т о м а т о в ,  б у д у т  р а с с м о т р е н ы  в д в у х  с л у ч а я х .  В п е р в о м  -  
к о н е ч н о е  н е п у с т о е  м н о ж е с т в о  в х о д о в  е с т ь  т о  же с а м о е  д л я  в с е х  
а в т о м а т о в  в п е р и о д и ч е с к о й  с у м м е ,  во  в т о р о м  -  р а с ш и р е н о  о п р е д е ­
л е н и е  п е р и о д и ч е с к о й  суммы т а к ,  ч т о  м н о ж е с т в а  в х о д о в  р а з л и ч н ы е .
В э т о й  р а б о т е  а в т о м а т о м  А б у д е м  н а з ы в а т ь  т р о й к у  (ç _z , m) / г д е  С -  
к о н е ч н о е ,  н е п у с т о е  м н о ж е с т в о  с о с т о я н и й ,  £ -  к о н е ч н о е ,  н е п у с т о е  
м н о ж е с т в о  в х о д о в ,  М:Сх£-к: -  ф у н к ц и я  с л е д у ю щ е г о  с о с т о я н и я .
А в т о м а т  е с т ь  с и л ь н о  с в я з н ы й  т о г д а  и т о л ь к о  т о г д а ,  е с л и  д л я  в с я ­
ких пар  (c f с ' ) с о с т о я н и й  в А с у щ е с т в у е т  x e i  т а к о е ,  ч т о  м ( с ,х ) = с '#  
г д е  I е с т ь  м н о ж е с т в о  в с е х  к о н е ч н ы х  п о с л е д о в а т е л ь н о с т е й  э л е м е н ­
т о в  в £ .
А в т о м а т  е с т ь  а с и н х р о н н ы й  т о г д а  и т о л ь к о  т о г д а ,  е с л и  д л я  в с е х  
с 6 с  и a e z  и м е е м  м (с ,а )  = м ( с , а о ) .
А в т о м а т  е с т ь  п е р м у т а ц и о н н ы й  т о г д а  и т о л ь к о  т о г д а ,  е с л и  д л я  в с я ­
к и х  X в I и м е е м  {м (с ,х )  :с 6 с }  = с  -
П у с т ь  Т б у д е т  п о л ож и тел ь н ы м  ч и с л о м .  Т о ч н о  п е р и о д и ч е с к и й  а в т о м а т
/ д а л ь ш е  -  п р о с т о  п е р и о д и ч е с к и й  а в т о м а т /  v  е с т ь  т р о й к а  (с  Л  /М ) ,
_+ + + + г д е  с  е с т ь  п о с л е д о в а т е л ь н о с т ь  с  , с . . . . . . с  к о н е ч н ы х  н е п у с т ы х
О  1  Т -  1
м н о ж е с т в  с о с т о я н и й ,  £ е с т ь  п о с л е д о в а т е л ь н о с т ь  E+ , z t , .  т+
О 1 Т -1
к о н е ч н ы х  н е п у с т ы х  м н о ж е с т в  в х о д о в ,  м е с т ь  п о с л е д о в а т е л ь н о с т ь  
+ + +
‘ ‘ ,мт - 1 функций с л е д у ю щ е г о  с о с т о я н и я ,  г д е :
" X  * *  C l  (mod Т) при а -  ° -  1.......... т - 1 •
Ч и сл о  Т б у д е м  н а з ы в а т ь  п е р и о д о м  v  .
З а к р е п л е н н ы й  а н а л о г  V* п е р и о д и ч е с к о г о  а в т о м а т а  у=(С+ ,Е+ ,м+)
-f' -J- _i_
е с т ь  а в т о м а т  (С*,Е ,м*) , г д е  с*=с и с и . . .  и С
о 1 т - i  /- М* : С*х£ -> С*
55
е с т ь  ф ун кция п е р е х о д о в ,  о п р е д е л е н н а я  д л я  в с я к и х  с е с + , а  е  Z
a
при a = 0 , 1 ,  —  ,т - 1  следую щ им  о б р а з о м
м*(с , а )  = м ( с , а ) .
3.
П у с т ь  А° = (С°,Е0 , М°) , А = (С1 ,Е *,М Ь ------- АТ 1 (С7- 1, Z7- 1, М^1)
б у д у т  а в т о м а т а м и .
П у с т ь  у  :С°  +  С1 у :С 1 с - 
о 1 Ч» : С Т-1
,Т-1
С°, P :Е° -  Z1 ,о
V1 v2 vT- 1р : Е  -*■ Z :Z1 ' ' кТ-1 Zo
б у д у т  в з а и м н о  о д н о з н а ч н ы м и  ф у н к ц и я м и . П е р и о д и ч е с к а я  с у м м а  а в т о -
м а т о в  а  , А , —  , А , с в я з а н н а я  с  ф у н к ц и я м и  Ч*о , . . .  , pQ, . . . ,  р
е с т ь  п е р и о д и ч е с к и й  а в т о м а т  v=(C+ ,Z+ ,M+ ) с  п е р и о д о м  Т , г д е  с
о 1 т - 1 _+
е с т ь  п о с л е д о в а т е л ь н о с т ь  С ,С , . . . , с  , Z е с т ь  п о с л е д о в а т е л ь ­
но 1 т - 1 +
н о с т ь  h , h h , а м  е с т ь  п о с л е д о в а т е л ь н о с т ь
Mo ' M" l " ' " MT -l ‘ г д е  ДЛЯ в с е х  с 6 ai 6 г ПРИ а = 0 , 1 , . . . ,  т - 1  и м е е м
или
Ш
( i i )
м+ ( с , а )3
м+ ( с , Р) a
Ÿ ма (с , а)  a
a + I (mod т) м ( с ) , р (а)5 . a
Р а з у м е е т с я ,  ч т о  е с л и  к о н е ч н о е  н е п у с т о е  м н о ж е с т в о  в х о д о в  Е е с т ь  
т о  же с а м о е  д л я  в с е х  а в т о м а т о в ,  т о  Z в э т и х  о п р е д е л е н и я х  о з н а ­
ч а е т  п р о с т о  к о н е ч н о е  н е п у с т о е  м н о ж е с т в о  в х о д о в  Е .
О 1 Т - 1
Н е о б х о д и м о  т а к ж е  з а м е т и т ь ,  ч т о  е с л и  а , а , —  , а б у д у т  а в т о м а т а ­
м и ,  т о г д а  п е р и о д и ч е с к а я  сум м а э т и х  а в т о м а т о в ,  о п р е д е л е н н а я  в 
в и д е  ( i ) , б у д е т  р а з л и ч н а  о т  п е р и о д и ч е с к о й  суммы , о п р е д е л е н н о й  
в в и д е  ( i i )  . Э т о  п р о с т о  д о к а з а т ь  с  помощью х а р а к т е р и с т и ч е с к и х  
п о л у г р у п п  э т и х  д в у х  п е р и о д и ч е с к и х  с у м м .
2 . Р е з у л ь т а т ы
Т е о р е м а  1 .
П у с т ь  A °=(c0 ,Z0 ,M0 ), - 
П у ст ь  V е с * '
Т - 1 Т - 1 „ Т -1 Т - 1/А = (с ,Е , м ) б у д у т  а в т о м а т а м и .  
' V l :CT_1 ^ С° ' Ро:Е° ^ е1.......PT-1:ZT_1
б у д у т  в за и м н о о д н о з н а ч н ы м и  функциями
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П е р и о д и ч е с к а я  с у м м а  v = ( c + , E + , m + )  а в т о м а т о в  a ° , . . . , a T _ 1  / с в я з а н ­
н ая  с  функциями у  , . . . Д Р f • • • гРп , о п р е д е л е н н а я  к а к  в ( i )  ,o ' ■ т - 1 '  ''о' ‘ ' ‘ ,к т -1  
не я в л я е т с я  с и л ь н о  с в я з н о й  т о г д а  и т о л ь к о  т о г д а ,  е с л и :
(с):  С  е{м а ( с , 6) :  С  е  ка , а е  Ea } } ç  ка + * ( m o d  т ) #
г д е  ка е с т ь  п о д м н о ж е с т в о  м н о ж е с т в а  с а и а = о Д , __ ,т - 1
Д о к а з а т е л ь с т в о .
Н е о б х о д и м о е  у с л о в и е .  Для з а к р е п л е н н о г о  а н а л о г а  V* п е р и о д и ч е с к о й
суммы V а в т о м а т о в О  Т - 1А , . . . , А  , с в я з а н н о й  с  ф ункциями ф0, . . .
¥Т-  1 ) Р / • • • ,  Р„ 1 / и м е е м  о Т— 1
{ м*(с , а ) :  с е  ка , а е  £a } Ç Ka+1 pnod Т)
г д е
( V )
а  =  0 , 1 ,  ,  T — 1  .
П у с т ь  к е  ка и t  е  с а + 1 \  ка + 1 . ; т о г д а  д л я  пары ( k , t )  н е  с у щ е с т ­
в у е т  X е  I т а к о е ,  ч т о  M*(k ,x)=t  . Э т о  з н а ч и т ,  ч т о  v* -  н е  с и л ь н о  
с в я з н а я .
Д о с т а т о ч н о е  у с л о в и е . Е сли v * -  н е  с и л ь н о  с в я з н а я ,  т о  с у щ е с т в у ю т
о 1 т- 1п о д м н о ж е с т в а  к ,к    ,к  , с о о т в е т с т в у ю щ и е  м н о ж е с т в а м
о 1 т— 1С , с  , __ , с  т а к и е ,  ч т о  п о  м еньш ей м е р е  о д н о  и з  н и х  я в л я ­
е т с я  с о б с т в е н н ы м  и в ы п ол н я ет  у с л о в и е  (v ) .
П у с т ь  ка=са и ка+1 $  с а+1 . Т о г д а  {ма ( с , а ) :  с е  ка , а е £a }=ca
п о т о м у ,  ч т о  Аа е с т ь  с и л ь н о  с в я з н ы й .  О д н о в р е м е н н о
ма (с,а)  : с е  ка , о  е  Еа }=са + П о т о м у , ч т о  V е с т ь  ф у н к ц и я  в з а и м -  
а  а
но  о д н о з н а ч н а я .  Т о г д а  мы п о л у ч и л и  п р о т и в о р е ч и е  и п о с л е д с т в и е  
д о л ж н о  быть ка Ç с а и ка + 1 <*са+1 .
Т е о р е м а  2 .
Е сл и  п е р и о д и ч е с к а я  с ум м а  v= ( c+ ,E+ , m+) с и л ь н о  с в я з н ы х  а в т о м а т о в  
о т-1
а , . . .  , а , с в я з а н н а я  с  ф ун кциям и в з а и м н о  о д н о зн а ч н ы м и
VQ, —  Д т_ , PQ, . . . ,  рт _^ , о п р е д е л е н н ы е  как в ( ü )  , т о  о н а
не б у д е т  с и л ь н о  с в я з н о й  т о г д а  и т о л ь к о  т о г д а ,  е с л и
„ а +  1 (  m o d  М Т  )Ч У  ( с )  
а
р (а) ]
Э.
е  п'a + l ( m o d  Т )
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д л я  в с я к и х  с е  Па и о  е  Еа • г д е  па е с т ь  с о б с т в е н н о е  п о д м н о ж е с т -  
а
в о  м н о ж е с т в а  с  .
Д о к а з а т е л ь с т в о .
Н е о б х о д и м о е  у с л о в и е . Д ля з а к р е п л е н н о г о  а н а л о г а  v* п е р и о д и ч е с -
о T— 1кой суммы v а в т о м а т о в  А с в я з а н н о г о  с  функциями У , __ ,
у р р , и м е е м
Т- 1 <Э ' • • • ' МТ- 1
( W )  { м *  ( с , а) :  С  е  П а  , а е  z a }  ç n a +  1(mod 10
П у ст ь  п е  t  е  c a + 1 \ n a+1 ; т о г д а  д л я  пары (тт, t  ) н е  с у щ е с т ­
в у е т  X e l  т а к о е ,  ч т о  M*(7T^ c) = t  • Э т о  о з н а ч а е т ,  ч т о  V* -  не
с и л ь н о  с в я з н ы й .
Д о с т а т о ч н о е  у с л о в и е . Е сли  у* -  не с и л ь н о  с в я з н ы й ,  т о  с у щ е с т в у ­
ют п о д м н о ж е с т в а  П ° .___ ПТ-1 с о о т в е т с т в у ю щ и х  м н о ж е с т в  г °  г т -1• • w  f • • • f
т а к и е ,  ч т о  п о  меньш ей м е р е  о д н о  и з  н и х  я в л я е т с я  с о б с т в е н н ы м  и 
в ы п о л н я е т с я  у с л о в и е  ( w )  .
П у ст ь  Яа = с а и Па+ $• с а+ . Т о г д а  { м а ( с , а ) : с  е  Па ,а е £ а }=са п о т о м у ,
о
ч т о  а е с т ь  с и л ь н о  с в я з н ы й .  О д н о в р е м е н н о ,
{Ma+1 írnod T)c t  ( c ) í  р { a ) l i  с е п а ?а g £a } = c a+l(m od T)
3. 3.
п о т о м у ,  ЧТО и3 P, я в л я ю т с я  в з а и м н о  о д н о з н а ч н ы м и  ф ункциями,3 ТЭТ о г д а  мы п о л у ч и л и  п р о т и в о р е ч и е  и п о с л е д с т в и е  д о л ж н о  бы ть П ^  с  
и na+I í  с а+1
Т е о р е м а  3 .
о  о о о  т - 1  T—1 T—JL т — 1
П у с т ь  А = (С , £ , М ) ------ , А = ( С  , £  , м С будут с и л ь н о
связн ы м и  аси н хр он н ы м и  а в т о м а т а м и .
о
П у ст ь  ^0 :С c I ..........V i :cT 1 ^ С° '  Ро :Е°  *  Е1...........РТ - 1 :Е
Т-1
б у д у т  в з а и м н о  о д н о зн а ч н ы м и  ф у н к ц и я м и . Т о г д а  з а к р е п л е н н ы й  а н а л о г
* о т - 1
v п е р и о д и ч е с к о й  суммы v а в т о м а т о в  а , . . .  , а , с в я з а н н ы й  с  ф ун к­
циями 4 Q, —  ‘ ‘ ‘ ' рт -  1 ' е с т ь  с и л ь н о  с в я з ный
Д о к а з а т е л ь с т в о . 1
1 .  П у с т ь  п е р и о д и ч е с к а я  с у м м а  б у д е т  о п р е д е л е н а  в в и д е  Ц) .
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П у с т ь к 1, __ , k T _ 1  б у д у т  с о б с т в е н н ы м и  п о д м н о ж е с т в а м и  с о о т в е т с т в у ю ­
щих м н о ж е с т в  с ° .......... с'1’“ 1 • Из о п р е д е л е н и я  а с и н х р о н н о г о  а в т о м а ­
т а  и м е е м
( iv )  | {ма ( с , а )  : с ê ка , а  S £ a }| > | ка |
Э т о  з н а ч и т ,  ч т о  н е  с у щ е с т в у ю т  с о б с т в е н н ы е  п о д м н о ж е с т в а  к 
т - 1к , выполняющие у с л о в и я
{Y ( с ) :  С е  { м а  ( с , а )  : С е к а , а е  z a }} ç Ka+1(mod т)
21
п о т о м у , ч т о  как в ы т е к а е т  и з  ( i v )
I ( с )  : с 6 {ма (с ,а )  : с е  ка , а  е £а } } |  > |ка I
а ¥ е с т ь  в з а и м н о  о д н о з н а ч н а я  ф у н к ц и я .  Т о г д а  мы п о л у ч и л и  п р о -  
а
т и в о р е ч и е  т а к о е ,  ч т о  |к ° |  > |к°| •
2 .  П у с т ь  п е р и о д и ч е с к а я  су м м а  б у д е т  о п р е д е л е н н о й  в в и д е  ( i i )  . 
о т - 1П у ст ь  П , . . . ,  П б у д у т  с о б с т в е н н ы м и  п о д м н о ж е с т в а м и  с о о т в е т с т -
о т - 1вующих м н о ж е с т в  С , . . . , с  . И з  о п р е д е л е н и я  а с и н х р о н н о г о  а в ­
т о м а т а  и м еем
( i w )  | {ма ( с , а ) :  с е  Па , о е £а Н > 1  ^ I-
П у с т ь  тг е  Па и т е  с а+1\Па+1 ; т о г д а  д л я  пары  (тг, t )  с у щ е с т в у ­
е т  ж е  I т а к о е ,  ч т о  м*(тг,х)=б п о т о м у ,  ч т о  в к аж дом  и з  а в т о м а -
о т - 1т о в  а , . . .  ,А и м е е м  
т -  1
Е |{Ma+1(mod Т)С4' ( с ) , р  ( а ) ] : с  6 па ,а  е  z a } | > | n a |a aa=0
т а к  к ак  Ч и р -  в з а и м н о  о д н о з н а ч н ы е .  Т о г д а  мы п о л у ч и л и  п р о -  а а
т и в о р е ч и е  т а к о е ,  ч т о  |Па | > |Па | .
Т е о р е м а  4 .
о  о о о  T— 1 T— 1 T— 1 T— 1П у с т ь  А = (С ,£  ,М ) , . . . ,  А = (С ,2  ,м ) б у д у т  с и л ь н о  с в я з н ы ­
ми п ер м ут ац и он н ы м и  а в т о м а т а м и
О  _ 1П у с т ь  ¥ : С
О с*....... V i :cT’1 C°'P0:Z°
у 1 VT-1 ^ í • • • / Р^ _ j :Е
б у д у т  в за и м н о  о д н о з н а ч н ы м и  ф ун к ц и я м и .
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м мП у ст ь  б у д е т  п о д м н о ж е с т в о  т  м н о ж е с т в а  с  т а к о е ,  ч т о
{ ^ ( 0 , 0  ) : с е  т м , 0  е  EM}?í{mM(c , 0  ) : с е  тМ, 0 е  I м} , , г д е3. 3
м 6 ( о ,  1 , __ , т - 1 } . Т о г д а  з а к р е п л е н н ы й  а н а л о г  п е р и о д и ч е с к о й
о Т - 1суммы а в т о м а т о в  А ____ , а , с в я з а н н ы й  с  функциями у
о '  ' * ' '
ŸT - l ,p o f • * ^T-l е с т ь  с и л ь н о  с в я з н ы й .
Д о к а з а т е л ь с т в о . 12
1 .  П у с т ь  п е р и о д и ч е с к а я  су м м а  б у д е т  о п р е д е л е н н о й  в в и д е  / i / .
П у ст ь  V* не е с т ь  с и л ь н о  с в я з н ы й ,  
о м т - 1П усть  к , . . . , т  , . . . ,  к • б у д у т  п о д м н о ж е с т в а м и  с о о т в е т с т в е н н о
О М Т-1м н о ж е с т в а м  с  т а к и м и ,  ч т о
{у (с) : С е  {ма ( с , 0 ) : с  6  ка , 0  е  Еа }} с  Ka+1(mod т)3
г д е  а=0, —  , м,  —  , т - 1 . Из о п р е д е л е н и я  п е р м у т а ц и о н н о г о  а в т о
м а т а  и м е е м
|{Ÿa ( c ) :  с е{м а ( с , 0 ) :  с €  Ка , 0 6 Za } } |>.| Ка | ,
г д е  а  = О, . . . ,М- 1, М + 1 , . . . , Т - 1  и
(с) : с  е  {м” ( с , 0 )  : с €  ТМ, 0 6 £М}} > |т М| .
Э то  з н а ч и т ,  ч т о  |к а+ 1 | д о л ж н о  быть равны м  |ка | . Т о г д а  мы п о л у ч и -
I M + I i  .  i M iли п р о т и в о р е ч и е  т а к о е ,  ч т о  |к | > | т  |
2 .  П у с т ь  п е р и о д и ч е с к а я  су м м а  б у д е т  о п р е д е л е н н о й  в в и д е  ( ü )  .
о м т - 1
П у ст ь  П , —  ,т  , . . .  ,П б у д у т  с о б с т в е н н ы м и  п о д м н о ж е с т в а м и  с о о т -
о „м „Т-1
в е т с т в е н н о  м н о ж е с т в а м  с  , —  ,С , . . .  ,С
Из у с л о в и я  о  н е  с и л ь н о й  с в я з н о с т и  п е р и о д и ч е с к о й  суммы / Т е о р е ­
ма 2 / ,  а  т а к ж е  и з  о п р е д е л е н и я  п е р м у т а ц и о н н о г о  а в т о м а т а  в ы т е к а е т
ЧТО ДОЛЖНО бы ть |П | = . . . =  |П I — IТ |— IП i -  . . .  = |П | ;
м
но и з  п р е д п о л о ж е н и я  о  п о д м н о ж е с т в е  т и м е е м ,  ч т о  с у щ е с т в у е т  
с е  ПМ , 0 6 ЕМ т а к о е ,  ч т о  ММСЧ,м_  ^(с) , рм_ i (0) 5 0 т п о т о м у ,  
^м-1 и Р м -1 я в л я ю т с я  в за и м н о  о д н о зн а ч н ы м и  ф у н к ц и я м и .чт о
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Т е о р е м а  5 .
о т -  1 _
П у ст ь  А > —  ,А б у д у т  с и л ь н о  с в я зн ы м и  аси н хр он н ы м и  и л и  п е р м у -  
тационны м и а в т о м а т а м и .
о т -
П у ст ь  м н о ж е с т в о  в с е х  а с и н х р о н н ы х  а в т о м а т о в  м н о ж е с т в а  а , —  , а 
н е п у с т о е .  П уст ь  Y , .  • .  Д т_ г  Ро " ' * ' рт - 1  б у д у т  в з а и м н о  о д н о ­
значными ф ун к ц и я м и . Т о г д а  з а к р е п л е н н ы й  а н а л о г  п е р и о д и ч е с к о й
о т - 1
суммы а в т о м а т о в  А , __ ,А , с в я з а н н ы й  с  функциями
V * " ,ŸT-1 ,р о ' " " рт-1 '  е с т ь  с и л ь н о  с в я з н ы й .
Д о к а з  а т е л ь с т в о .
П р о с т о  в ы т е к а е т  и з  д о к а з а т е л ь с т в  Т еор ем ы  3 и Т еор ем ы  4 .
Т е о р е м а  6 .
г, ,° ЛТ_1П у ст ь  А , ---- , А
„  Ÿ  V l ' PoП у ст ь  о т 1 °
1м и . П у с т ь  в с е  а , а
б у д у т  с и л ь н о  св я зн ы м и  а в т о м а т а м и .
• , РТ-1 
i
• /А
б у д у т  в з а и м н о  о д н о з н а ч н ы м и  ф у н к ц и я -  
г б у д у т  аси н хр он н ы м и  а в т о м а т а м и ,  вы­
бранными и з . . ,АТ- 1 п у с т ь  А Г+1, А Г+2, А Т б у д у т
О
м н о ж е с т в о м  в с е х  н е а с и н х р о н н ы х  а в т о м а т о в  и з  м н о ж е с т в а  а , . . . ,
Т-1
г+1 т 1г+2 ф т б у д у т  с о б с т в е н н ы м и  п о д м н о ж е с т в/ А ! • • • Г 1 1 л
г+1 хг+2 1т
, i » , , i г i
a = r+ l,  r + 2 ____ ,T ч и с л о  |T I - 1 IM ( c , a )  : c
«  . П у с т ь  T
ми с о о т в е т с т в е н н о  м н о ж е с т в а м  
д л я  в с я к и х
а -
т а к и м и ,  ч т о
{м"а i , а с е  а е  Е1®}
е с т ь  м а к с и м а л ь н о е  и п о л о ж и т е л ь н о е .
T i  T i  i  i
П уст ь  тг= Е | т а | т = Е | { м а (с,а)  : с s  т ®, а е  £ а ) |
а=г+1 а=г+1
Т о г д а  з а к р е п л е н н ы й  а н а л о г  п е р и о д и ч е с к о й  суммы а в т о м а т о в
» А.Т-1 , с в я з а н н ы й  с  ф ун кция м и . . .  ,Тт _ 1 , р^, т - 1
е с т ь  с и л ь н о  с в я з н ы й ,  е с л и  н е р а в е н с т в о  г>тг-1 у д о в л е т в о р е н о .
Д о к а з а т е л ь с т в о .
Из Т еорем ы  1 и Т е о р е м ы  2 в ы т е к а е т ,  ч т о  п е р и о д и ч е с к а я  сум м а не
е с т ь  с и л ь н о  с в я з н а я ,  е с л и  Е |т  М| д л я  а с и н х р о н н ы х  а в т о м а т о в
м- 1
, ч ем  ч и с л о  t  н е а с и н х р о н н ы х  а в т о м а т о в ;  т о г д а
г . 1„ i
E J  TlM I > t .  
м=1
д л я  а с и н х р о н н ы х  а в т о м а т о в  е с т ь  н е  м е н ь ш е , ч е м  t+r
С л е д о в а т е л ь н о ^ ^  | (м М(с , а )  : с е т  м , а  е  Е м} |
п о т о м у ,  ч т о
к а к  в ы т е ка е т  из  о п р е д е л е н и я  а с и н х р о н н о го  а в т о м а т а :
|{м (с ,а ):  с е т ,а  е £ } |  ^  |т | + 1.
С огласно Т еорем е 1 и Т еорем е 2 закрепленны й ан алог п е р и о д и ч ес -
а°  .т -1
кой суммы автом атов  А • —  'А н е е с т ь  сильно связны й т о г д а
и только т о г д а , есл и  t+r < 71 или r < . Т огда мы получили
п р о т и в о р еч и е .
Ц и т и р о в а н н а я  л и т е р а т у р а . 123
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НЕКОТОРЫЕ ВОПРОСЫ ПРОВЕРКИ СМОНТИРОВАННЫХ ПЕЧАТНЫХ ПЛАТ
И ссл ед ов ател ь ск и й  и н сти тут  
вы числительной техники и автом атизации  ВАН
ВВЕДЕНИЕ
В э т о т  р а з  нам бы х о т е л о с ь  озн ак ом и ть Вас с п о ст р о ен и ем , с р е д ­
ствами осущ ествлени я и местом в автом ати ч еск ом  проектировании
разрабаты ваем ой о т д е л о м  цифровой техники  ИИВТйА ВАН системы  для  
автом атической ген ер а ц и и  обнаруживающих ошибку т е с т о в  см онтиро­
ванных печатных п л а т , содержащих цифровые схемы , и на основании  
сгенерированны х т е с т о в  -  автом атическую  локализацию  ош ибок.
1 .  АВТОМАТИЧЕСКАЯ ПРОЕКТИРУЮЩАЯ, ПРОИЗВОДЯЩАЯ И ПРОВЕРЯЮЩАЯ
СИСТЕМА цифровых у ст р о й ст в  при помощи вычислительных машин
в ы ч и с л и т е л ь н а я  
.машина / В М /
ВМ
х и м и ч е с н а я  л а б о р а ­
т о р и я  + ц е л е в ы е  
. у с т р о й с т в а
/ т е с т е р  т р а с с и р о в к и  
+
_ВМ
т е с т е р  д е т а л е й
ч е л о в е н  +
щ е л е в ы е  у с т р о й с т в а
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1 ПРОВЕРКА СМОНТИРОВАННЫХ ПЛАТ|
\ /
СБОРНА УСТРОЙСТВА
Ж
ПРОВЕРНА УСТРОЙСТВА
в ы ч и с л .  п а ши на  +
ч е л о в е н  
+
. Т е с т е р
ч е л о в е н
щ е л е в ы е +у с т р о й с т в а
/ п р ог р а г и ч н о - ф у н к ц и о -  
, н а л ь н а  я
Из приведенных процессов для л о г и ч е с к о г о  п р о е к т и р о в а н и я  / о т  л о г и ч е с ­
к о г о  о п р е д е л е н и я  з а д а н и я  д о  и з г о т о в л е н и я  л о г и ч е с к о г о  п р о е к т а /  
и к о н с т р у к ц и о н н о г о  п р о е к т и р о в а н и я  / р а з д е л е н и е  л о г и ч е с к о г о  п р о ­
е к т а  на б л о к и ,  платы  и п р о е к т и р о в а н и е  т р а с с и р о в к и /  в общ ем  т р е ­
б у е т с я  мощ ная в ы ч и с л и т е л ь н а я  м аш и н а . И з г о т о в л е н и е  п л а т ,  п р о в е р ­
к а  п л а т  д о  м о н т а ж а ,  п р о в е р к а  д е т а л е й  и м он т аж  п л а т  т р е б у ю т  вы­
р а б о т к у  уп р авл яю щ и х л е н т ,  п р и м ен я ем ы х ц е л е в ы м  у с т р о й с т в о м  
/ с  помощью т а к  н а зы в а е м ы х  " п о с т п р о ц е с с о р н ы х  п р о г р а м м " / ,  ч т о  м о­
ж е т  в ы п о л н я т ь с я  как  н а  м а л о й ,  т а к  и н а  больш ой в ы ч и с л и т е л ь н о й  
м аш и н е. П о д р о б н о  мы б у д е м  з а н и м а т ь с я  п р о в е р к о й  с м о н т и р о в а н н ы х  
п л а т .
2 .  ПРОВЕРКА СМОНТИРОВАННЫХ ПЛАТ.
П р о в е р к а  с м о н т и р о в а н н ы х  п л а т ,  в о с н о в н о м ,  о з н а ч а е т  р е ш е н и е  д в у х  
з  а д а ч  :
п е р в а я : в ы р а б о т к а  т е с т о в ,  н е о б х о д и м ы х  д л я  п р о в е р к и ;
в т о р а я : в ы п о л н е н и е  т е с т о в ,  н е о б х о д и м ы х  д л я  п р о в е р к и .
С п о с о б  р е ш е н и я  о б о и х  з а д а ч  о п р е д е л я е т с я :
-  ч и с л о м  и / и л и  с л о ж н о с т ь ю  д е т а л е й ,  н а х о д я щ и х с я  на  п л а т а х  / 1 0 0 -  
1 5 0  к о р п у с о в  с р е д н е й  с т е п е н и  и н т е г р а ц и и  или  с о о т в е т с т в у ю щ а я  
им с л о ж н о с т ь / ;
-  в о з м о ж н о с т я м и  у с т р о й с т в а  д л я  в ы п о л н е н и я  т е с т о в  /TEST0MAT С / ;
-  ж е л а е м о й  д и а г н о с т и ч е с к о й  р азреш аю щ ей  с п о с о б н о с т ь ю  т е с т о в  
/ л о к а л и з а ц и я  или т о л ь к о  о б н а р у ж е н и е  о ш и б к и / .
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2 . 1 .  ВЫРАБОТКА ТЕСТОВ.
Для в ы р а б о т к и  т е с т о в  с е т е й  р а з м е р н о с т ь ю  о т  1 0 0  д о  5 0 0 0  в е н т и л ь ­
ных э к в и в а л е н т о в  т р а д и ц и о н н ы е  м е т о д ы  г е н е р а ц и и  т е с т о в  / D - а л г о ­
р и т м ,  б у л е в а  п р о и з в о д н а я ,  э к в и в а л е н т н а я  н о р м а л ь н а я  ф орм а и т . д . /  
при м еним ы , но д л я  с е т е й  бол ь ш и х р а з м е р н о с т е й  он и  уж е  о к а з ы в а ю т ­
с я  н е  п р и г о д н ы м и . В ы ходом  д л я  н и х  м о г у т  бы ть: в ы р а б о т к а  ф ун кци­
о н а л ь н ы х  т е с т о в  и л и  в е р о я т н о с т н ы е  м е т о д ы  г е н е р а ц и и  т е с т о в ,  или  
к а к и м - т о  с п о с о б о м  р а з б и е н и е  с е т и  на  к в а з и - н е з а в и с и м ы е  п о д с е т и  
и ,  с о с т а в л я я  д л я  н и х  т е с т ы ,  с о с т а в л я ю т с я  т е с т ы  и д л я  в с е й  с е т и .  
О ч е в и д н о ,  ч т о  л ю бой  и з  п е р е ч и с л е н н ы х  м е т о д о в  т р е б у е т  о б р а б о т к у  
б о л ь ш о г о  к о л и ч е с т в а  д а н н ы х ;  к р о м е  т о г о ,  п р о в е р к а  с п р а в е д л и в о с т и  
и п о л н о т ы  п о л у ч е н н ы х  т е с т о в  т а к ж е  я в л я е т с я  ч а с т ь ю  в ы р а б о т к и  т е ­
с т о в ,  в с в я з и  с  ч е м  д л я  р еш ен и я  з а д а н и я  в ы р а б о т к и  т е с т о в  т р е б у ­
е т с я  мощ ная и б ы с т р о д е й с т в у ю щ а я  в ы ч и с л и т е л ь н а я  м аш и н а .
Обнаруживающ ей / о ш и б к у /  т е с т п р о г р а м м о й  с е т и  н а з ы в а е м  т у  т е с т -  
п р о г р а м м у ,  к о т о р а я  т о л ь к о  о б н а р у ж и в а е т  н а л и ч и е  ош ибки с е т и  и 
при э т о м  о н а  не о п р е д е л я е т  ни к о н к р е т н у ю  п р и ч и н у ,  ни -  с о о т в е т ­
с т в е н н о  -  м е с т о  ош ибки  / т о - е с т ь ,  в ы р а б о т к а  о ц е н к и :  г о д н а  или  
н е  г о д н а  с е т ь  с  т е с т а  на т е с т / .  Целью ATER я в л я е т с я  с о з д а н и е  
т а к о й  л о г и ч е с к о й  в х о д н о й  п о с л е д о в а т е л ь н о с т и ,  к о т о р а я  п о л н о с т ь ю  
"обходит " граф с о с т о я н и й  а в т о м а т а ,  и з о б р а ж а ю щ е г о  м о д е л и р о в а н н у ю  
" и с п р а в н у ю  с е т ь " .  Ц е л е в а я  з а д а ч а  о б х о д а  -  н а х о ж д е н и е  л о к а л ь н о ­
г о  м ин им ум а " п о л н о г о  п у т и " .
На сл едую щ ем  р и с у н к е  п о к а з а н о  п о с т р о е н и е  с и с т е м ы  д л я  в ы р а б о т к и  
т е с т о в  ATER на мощ ной в ы ч и с л и т е л ь н о й  машине т и п а  CDC 3 3 0 0  или  
ЕС 1 0 5 0 :
О п и с а н и е  с е т и  -  м о ж е т  быть з а д а н о  в в и д е  г е о м е т р и ч е с к о - т е х н о л о -  
л о г и ч е с к о г о  или л о г и ч е с к о - т о п о л о г и ч е с к о г о  о п и с а н и я  с е т и .
М одели ош ибок -  м о г у т  быть в з я т ы  и з  к а т а л о г а  или  з а д а н ы  п о л ь з о ­
в а т е л е м ,  у к а з ы в а я  п о д с е т ь  д л я  к о т о р о й  о п р е д е л е н ы .
О п и с а н и е  з а д а н и я  -  с о д е р ж и т  инф орм ацию  о  т о м ,  к а к и е  т е с т ы  д о л ж ­
ны в ы р а б а т ы в а т ь с я :  о бн ар уж и в аю щ и е  или л о к а л и з и р у ю щ и е ;
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п р о в е р и т ь  п о л н о т у  и п р а в и л ь н о с т ь  з а д а н н ы х  т е с т о в ;  
а н а л и з и р о в а т ь ,  а  з а т е м  п е р е р а б а т ы в а т ь  и с х о д н у ю  с е т ь ;  
с и с т е м н ы е  уп р ав л я ю щ и е и н ф о р м а ц и и .
П р о г р а м м а - а н а л и з а т о р  -  о с у щ е с т в л я е т  р а з б и е н и е  с е т и  п о  п о т р е б н о ­
с т я м  а л г о р и т м и ч е с к и х  г е н е р а т о р о в  т е с т о в ;
в ы д е л я е т  п о в т о р я ю щ и е с я ,  р а з в е т в л я ю щ и е с я  и и з б ы т о ч н ы е  ч а с т и  с е т и .  
Р е з у л ь т а т о м  е е  я в л я е т с я  п е р е р а б о т а н н а я  с х е м а  с е т и .
К а т а л о г  № 1 с о д е р ж и т :
-  т р а н с л я т о р  с  в х о д н о г о  я зы к а  на в н у т р и с и с т е м н ы й ,
-  к а т а л о г  и н т е г р а л ь н ы х  с х е м  / л о г и ч е с к о е ,  к о н с т р у к ­
т и в н о е ,  т е х н о л о г и ч е с к о е  п о с т р о е н и е ,  о с о б е н н о с т и / ,
-  с и с т е м у  у п р а в л е н и я  б а з о й  д а н н ы х .
Р е з у л ь т а т ы  а н а л и з а  -  с о о б щ е н и е  о  р а б о т е  т р а н с л я т о р а ,  о  р е з у л ь ­
т а т а х  п р огр ам м ы  а н а л и з а ,  о б  о ш и б к а х  в о п и с а н и и  с е т и ,  з а д а н и я  и 
м о д е л и  о ш и б о к .
А л г о р и т м и ч е с к и е  г е н е р а т о р ы  т е с т о в  п о  о п и сан и ю  з а д а н и я  в ы р абаты ­
вают с  и с п о л ь з о в а н и е м  с и м у л я т о р о в  о б н ар уж и в аю щ и е или л о к а л и з и ­
рующие т е с т ы .
К а т а л о г  № 2  с о д е р ж и т :
-  ош и б к и , з а д а н н ы е  п о л ь з о в а т е л е м ,
-  с и с т е м у  у п р а в л е н и я  б а з о й  д а н н ы х ,
-  к а т а л о г  и н т е г р а л ь н ы х  с х е м ,
-  т р а н с л я т о р ы ,  п е р е в о д я щ и е  г о т о в ы е  т е с т ы  н а  язы к  
о п и с а н и я  т е с т о в ,
-  п о с т п р о ц е с с о р  д л я  в ы р а б о т к и  уп р авл яю щ ей  л е н т ы  
у с т р о й с т в а  TESТОМАТ С .
Симуляторы  и с п р а в н ы х  / д л я  в ы ч и с л е н и я  о т в е т а /  и н е и с п р а в н ы х  / д л я  
п р о в е р к и  п о л н о т ы  и п р а в и л ь н о с т и  т е с т о в /  с е т е й .
Г е н е р а т о р  ош и бок  -  при а в т о м а т и ч е с к о й  в ы р абот к и  т е с т о в  и при
с и м ул я ц и и  о б е с п е ч и т  в н е с е н и е  ош ибок  в с е т ь ,  а при п о л ь з о в а т е л ь ­
с к и х  о ш и б к а х  о б е с п е ч и т  с о о т в е т с т в у ю щ е е  у п р а в л е н и е  и м и .
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Р е з у л ь т а т ы  -  и х  в и д  з а в и с и т  о т  ж е л а н и я  п о л ь з о в а т е л я  и м о ж е т  
и с п о л ь з о в а т ь с я  л и б о  н е п о с р е д с т в е н н о  д л я  у п р а в л е н и я  т е с т е р а ,  
л и б о  в к а ч е с т в е  в х о д н ы х  д а н н ы х  с и с т е м ы  в ы п о л н е н и я  т е с т о в  ATVR.
С ообщ ен и е  о  р а б о т е  с и с т е м ы  -  р е з у л ь т а т  р а б о т ы  г е н е р а т о р о в  т е с т а ,  
с и м у л я т о р о в ,  с п и с о к  н е о б н а р у ж и в а е м ы х  о ш и б о к .
2 . 2 .  ВЫПОЛНЕНИЕ ТЕСТОВ.
В ы п о л н ен и е  т е с т о в  с о с т о и т  и з  п р о ц е с с о в  о б н а р у ж е н и я  ош ибок и 
сл едую щ ей  з а  ним л о к а л и з а ц и и  о ш и б о к .  Оба п р о ц е с с а  т р е б у ю т  и с ­
п о л ь з о в а н и я  в ы ч и с л и т е л ь н о й  / м а л о й /  машины. При о б н а р у ж е н и и  оши­
б о к ,  т о - е с т ь  г о д н а  или н е  г о д н а  п л а т а ,  о н а  у с т а н а в л и в а е т с я  и з  
о т в е т о в ,  и з м е р е н н ы х  на / п е р в и ч н ы х /  вы ходны х к л е м м а х ,  в ы р а б о т а н ­
ных в р е з у л ь т а т е  п о д а н н о г о  в о з б у ж д е н и я  на / п е р в и ч н ы е /  в х о д н ы е  
клеммы с е т и .  Л о к а л и з а ц и я  ош ибок  м ож ет  р е ш а т ь с я  т р о я к о ;  в с е  тр и  
м е т о д а  и с п о л н и м  н е з а в и с и м о  или  о д и н  з а  д р у г и м .
П р о ц е с с  в ы п о л н е н и я  т е с т о в  д л я  п л а т
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Л о к а л и з а ц и я  ош ибок а в т о м а т и ч е с к а я 3 е с л и  при в ы р а б о т к е  т е с т о в  и 
о б н а р у ж и в а ю щ и е , и л о к а л и з и р у ю щ и е  п о с л е д о в а т е л ь н о с т и  в ы р абат ы ­
в а ю т с я  и они  п е р е в о д я т с я  в м е с т е  с  и н ф о р м а ц и я м и , н е о бходи м ы м и  
д л я  у п р а в л е н и я  т е с т е р а ,  в управляю щ ую  л е н т у  т е с т е р а .  Э т о т  с п о ­
с о б ,  в п ер в у ю  о ч е р е д ь ,  ц е л е с о о б р а з н о  п р и м е н я т ь  д л я  п л а т ,  п р о и з ­
в е д е н н ы х  в больш их с е р и я х ,
но п о с л е  д о с т и ж е н и я  о п р е д е л е н н о й  
с л о ж н о с т и  платы п р и м е н е н и е  б у м а ж н о й  у п р ав л я ю щ ей  л е н т ы  с т а н е т  
з а т р у д н и т е л ь н ы м .  П о э т о м у  н е о б х о д и м о  и с п о л ь з о в а т ь  д р у г о й  внеш ­
ний н о с и т е л ь  д а н н ы х ,  н а п р и м е р ,  -  м а г н и т н у ю  л е н т у  или м а г н и т ­
ный д и с к .  При э т о м  в о з н и к а е т  и д е я  п е р е д а в а т ь  т о л ь к о  о б н а р у ж и в а ­
ющие т е с т ы  в в ы ч и с л и т е л ь н у ю  м а ш и н у , управляю щ ую  в ы п о л н е н и е м  т е ­
с т о в ,  и в ы р а б а т ы в а т ь  н а  ней н е о б х о д и м у ю  инф орм ацию  д л я  л о к а л и ­
з а ц и и  о ш и б о к .  В п р о ц е с с е  л о к а л и з а ц и и  э т о  о з н а ч а е т  с л е д у ю щ е е :  
е с л и  и з м е р е н и я  п р о и з в о д я т с я  т о л ь к о  на  /п е р в и ч н ы х  и л и /  вн еш них  
к л е м м а х ,  т о  с т а н о в я т с я  н еоб х о д и м ы м и  г е н е р а ц и я  и о б р а б о т к а  б о л ь ­
ш о г о  к о л и ч е с т в а  д а н н ы х ,  к о т о р ы е  п р е в ы с я т  в о з м о ж н о с т и  м а л о й  м а ­
шины; п о э т о м у  к ом п р о м и ссн ы м  р е ш е н и е м  с т а н е т  п р и м е н е н и е  з о н д а  И С .
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Таким о б р а з о м  с т а н е т  возм ож ны м  и з м е р е н и е  на в н у т р е н н и х  т о ч к а х  
п л а т ы , ч т о  п р и в о д и т  к с у щ е с т в е н н о м у  ум еньш ению  о д н о в р е м е н н о  н е ­
о б х о д и м о й  и н ф орм ац ии  д л я  л о к а л и з а ц и и  т а к ,  ч т о б ы  н а  о с н о в а н и и  
р е з у л ь т а т о в  и з м е р е н и й  п р о г р а м м а  у п р а в л е н и я  з о н д о м  о п р е д е л я л а  
с л е д у ю щ е е  п о л о ж е н и е  з о н д а  д о  т е х  п о р ,  п о к а  н е  в ы я в л ен  н е и с п р а в ­
ный э л е м е н т  / к о р п у с  И С / .  П р еи м у щ ест в о м  д а н н о г о  с п о с о б а  я в л я е т с я  
т о ,  ч т о  х о т я  и т р е б у е т с я  в м е ш а т е л ь с т в о  ч е л о в е к а ,  в с е  же к л а с с  
л о к а л и з и р у е м ы х  ош ибок б у д е т  с у щ е с т в е н н о  ш ире у ч т е н н ы х  при вы ра­
б о т к е  обн ар уж и ваю щ и х т е с т о в .
П р и  л о к а л и з а ц и и  ош ибок у п р а в л я е м ы й  ч е л о в е к о м  п р о ц е с с  л о к а л и з а ­
ции о п р е д е л я е т с я  ч е л о в е к о м ,  в ы ч и с л и т е л ь н а я  машина в ы п о л н я е т  п о ­
д а н н ы е  ком анды  и в ы д а е т  с о о б щ е н и е .  З д е с ь  " ч е л о в е к "  в ы с о к о к в а л и ­
ф ицированны й с п е ц и а л и с т .  Э т о т  с п о с о б  п р и м е н я е т с я  д л я  о д и н о ч н ы х  
п л а т  и л и  е с л и  п о с л е  в ы п о л н е н и я  2 - х  наперли санных способов на плате  
о с т а л и с ь  н е л о к а л и з и р о в а н н ы е  о ш и бк и .
«
Л о к а л и з а ц и я  о ш и бк и , у п р а в л я е м а я  ч е л о в е к о м
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3 .  СВЯЗЬ ВЫРАБОТКИ ТЕСТОВ И ЛОКАЛИЗАЦИИ ОШИБОК.
Как было в и д н о  в п р ед ы д ущ и х  р а з д е л а х ,  а в т о м а т и ч е с к а я  п р о в е р к а  
циф ровы х с м о н т и р о в а н н ы х  п е ч а т н ы х  п л а т  о с у щ е с т в л я е т с я  д в у м я  о р ­
г а н и ч е с к и  с в я за н н ы м и  с и с т е м а м и  -  с и с т е м о й  в ы р а б о т к и  и с и с т е м о й  
в ы п ол н ен и я  т е с т о в .  К о н е ч н о й  ц е л ь ю  п р о в е р к и  я в л я е т с я  -  к ром е о б ­
н а р у ж е н и я  в о зм о ж н о  п о я в л я ю щ ей ся  ош ибки -  о п р е д е л е н и е  и м е с т а  
/ п р и ч и н ы /  ошибки н а  п л а т е ,  т . е .  л о к а л и з а ц и я  д о  с а м о г о  м а л е н ь к о ­
г о  з а м е н я е м о г о  или р е м о н т и р у е м о г о  э л е м е н т а .  Д р уги м и  с л о в а м и ,  
у к а з а т ь  н еи с п р а в н ы й  э л е м е н т  / И С /  или ош ибки т р а с с и р о в к и  п л а т ы .
В п р о ц е с с е  а в т о м а т и ч е с к о й  п р о в е р к и  в о з м о ж н о с т и  л о к а л и з а ц и и  оши­
б о к  о п р е д е л я ю т с я  с п е ц и ф и к а ц и е й  и с п о л ь з у е м о г о  а в т о м а т и ч е с к о г о  
т е с т е р а  /T E S ТОМАТ С + у п р а в л я е м ы й  з о н д / .  А л г о р и т м  л о к а л и з а ц и и  
ош ибок  в м е с т е  с  прим еняем ы м и м о д е л я м и  ош и бок  и с п о с о б о м  и з м е р е ­
ния о п р е д е л я ю т  п а р а м е т р ы  т е с т - п р о г р а м м ы  /п р о г р а м м а  и с п ы т а н и й / ,  
в ы дан н ой  с и с т е м о й  в ы р а б о т к и  т е с т о в  ATER.
Важной о с о б е н н о с т ь ю  с и с т е м ы  в ы п о л н е н и я  т е с т о в  ATVR я в л я е т с я  т о ,  
ч т о  о н а  д о л ж н а  бы ть с п о с о б н а  с а м о с т о я т е л ь н о  л о к а л и з и р о в а т ь  
сш ибки при п р и м е н е н и и  т е с т - п р о г р а м м ы ,  п р о е к т и р у е м о й  ч е л о в е к о м  
с  н и з к о й  д и а г н о с т и ч е с к о й  р азр еш аю щ ей  с п о с о б н о с т ь ю .
В ы р а б о т а н н а я  ATER т е с т - п р о г р а м м а  о б е с п е ч и в а е т  о б н а р у ж е н и е  в о з ­
можно п оя вл яю щ ей ся  ош ибки на п е р в и ч н ы х  вы ходн ы х к л ем м а х  с е т и  
с  помощью у с т р о й с т в а  TESТОМАТ С.
Т е с т - п р о г р а м м а  Т с о с т о и т  и з  п о с л е д о в а т е л ь н о с т и  т е с т о в  t  , г д е  
i  = 1 , . . .  , п . С о с т а в  о д н о г о  т е с т а :  в х о д н о е  в о з б у ж д е н и е ,  с о о т в е т ­
ствующ ий е м у  в ы х о д н о й  о т в е т ,  с п о с о б  в ы п о л н е н и я ,  а  т а к ж е  общ ие  
инф орм ац ии  д л я  в ы п о л н е н и я  т е с т е р о м .
На о с н о в е  в ы ш е п р и в е д е н н о г о  и о п р е д е л е н и я  т е с т п р о г р а м м ы  с и с т е м а  
ATVR с п о с о б н а  д л я  л о к а л и з а ц и и  сл ед у ю щ и х  ош ибок:
1 / .  Р а з р ы в  с и г н а л ь н о г о  п у т и
И м е е т с я  р а з р ы в  с и г н а л ь н о г о  п у т и ,  е с л и  с у щ е с т в у е т  т е с т  
G {T} г при к о т о р о м  л о г и ч е с к о е  з н а ч е н и е  д в у х  е г о  у з л о в
р а з н о е .
2 / .  К о р о т к о е  з а м ы к а н и е  с и г н а л ь н ы х  п у т е й  Р
Г ов ор и м  о  к о р о т к о м  зам ы кании  м еж д у  д в у м я  с и гн ал ь н ы м и  п утя м и  
Р-: и р, , е с л и  д л я  в с е х  т е с т о в  t .  G {т}  з н а ч е н и я  р  . и р
J  К 1  с  А “ ]<, о _ о.  г J
о д и н а к о в ы  ( р .  = р ) и с у щ е с т в у е т  т е с т  t .  G { т } ,  при к о т о р о м
Ко о J
р .  U Р, о к а з ы в а ю т с я  ош ибочны м и. О ч е в и д н о ,  н е  м ож ет  бы ть к о -И к
р о т к о г о  зам ы к ан и я  м е ж д у  р .  и р, , е с л и  с у щ е с т в у е т  т е с т3 к
е  {т}  , при к о т о р о м  р °  $ р°  .
3 / .  П о с т о я н с т в о  з н а ч е н и я  с и г н а л ь н о г о  п у т и
По с и г н а л ь н о м у  п у т и  р^ G {р} е с т ь  ош ибка т и п а  п о с т о я н с т в о
з н а ч е н и я ,  е с л и  д л я  в с е х  t .  G {т}  ,р . и м е е т  п о с т о я н н о е  з н а ч е н и еЛ 1 1 
г* "1 ^
С G { 0 ,1 }  (р .=С) и с у щ е с т в у е т  t .  G {T} , при к о т о р о м  з н а ч е н и е
' 3 1
С о ш и б о ч н о е .
4 / .  Ф у н к ц и о н а л ь н а я  о ш и б к а  д е т а л и
•
Д е т а л ь  1C я в л я е т с я  ош и боч н ой  / н е и с п р а в н о й / ,  е с л и  с у щ е с т в у ­
е т  т е с т  6 { Т } , при к о т о р о м  о н а  не в ы п о л н я е т  свою  функцию  
п о д  д е й с т в и е м  п о д а н н ы х  в х о д н ы х  п о с л е д о в а т е л ь н о с т е й ,  и н е  
и м ею тся  при э т о м  ош ибки т и п а  р а з р ы в ,  к о р о т к о е  за м ы к а н и е  и 
п о с т о я н с т в о  з н а ч е н и я  в с в я з а н н о м  с  д е т а л ь ю  с и г н а л ь н о м  п у т и .
Эти ч е т ы р е  т и п а  ош ибок с о с т а в л я ю т  м о д е л ь  о ш и б к и ,  к о т о р а я  о с о б е н ­
но и з - з а  в т о р о г о  и ч е т в е р т о г о  т и п о в  с п о с о б н а  п ок р ы ть  п р а к т и ч е с ­
ки в с е  ошибки с м о н т и р о в а н н ы х  циф ровы х п е ч а т н ы х  п л а т .
4 .  АЛГОРИТМЫ ЛОКАЛИЗАЦИИ ОШИБОК
П у с т ь  п р е д п о л о ж и м ,  ч т о  и м е е т с я  полны й н а б о р  обн ар уж и ваю щ и х  
т е с т о в  с е т и .  В о б щ е м -т о  с ч и т а е т с я  важ ной  в р е м е н н а я  п о с л е д о в а ­
т е л ь н о с т ь  / п о с л е д о в а т е л ь н о с т н о с т ь /  о т д е л ь н ы х  т е с т о в .  П о э т о м у ,  
т е с т ы  в п о с л е д о в а т е л ь н о с т и  и д е н т и ф и ц и р у е м  и х  п оря дк овы м и  н о м е ­
рам и / т е с т н о м е р а / „
4 . 1 .  СЛУЧАЙ РАЗРЫВА
Е сл и  и м е ю т с я  д в а  у з л а  с и г н а л ь н о г о  п у т и ,  к о т о р ы е  при р а з н ы х  
т е с т н о м е р а х  о к а з ы в а ю т с я  в первый р а з  ош ибочны м и , т о - е с т ь  л о г и ­
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ч е с к о е  з н а ч е н и е  д в у х  у з л о в  н е о д и н а к о в о  д л я  в с е х  т е с т н о м е р о в ,  т о  
в с о о т в е т с т в и и  с  о п р е д е л е н и е м  / 1 /  мы г о в о р и м  о  р а з р ы в е  с и г н а л ь ­
н о г о  п у т и .  /Е сл и  н е  был бы р а з р ы в ,  т о  при т о м  же тесгномере д о л ж ­
ны были бы о к а з а т ь с я  ош и боч н ы м и /
г д е :
А,В . -  д в а  у з л а  о д н о г о  и т о г о  же с и г н а л ь н о г о  п у т и ;
М -  т е с т н о м е р ,  при к о т о р о м  в первы й р а з  в ы я в л ен а  
ошибка в у з л е  А;
N -  т е с т н о м е р ,  при к о т о р о м  в первы й р а з  в ы я в л ен а  
ошибка в у з л е  В .
При М ф N и м е е т с я  р а з р ы в .  / К о н е ч н о  м ож ет б ы т ь ,  ч т о  о д и н  и з  
у з л о в  н и к о г д а  не о к а з ы в а е т с я  о ш и б о ч н ы м ./
4 . 2 .  СЛУЧАЙ КОРОТКОГО ЗАМЫКАНИЯ
Для с н и ж е н и я  ч и с л а  о п е р а ц и й  п о и с к а  и в ы ч и с л е н и й  ц е л е с о о б р а з н о  
п р о в е р я т ь  с и г н а л ь н ы е  п у т и ,  н а х о д я щ и е с я  в т о п о л о г и ч е с к о й  о к р е с т ­
н о с т и  и с с л е д у е м о г о  с и г н а л ь н о г о  п у т и .  /М ал о  в е р о я т н о  к о р о т к о е  
за м ы к а н и е  между ф и з и ч е с к и  д а л е к и м и  с и гн ал ь н ы м и  п у т я м и . /  
В о з м о ж н о ,  и с с л е д у е м ы е  с л у ч а и  о п р е д е л я ю т с я  в с е г д а  т е х н о л о г и ч е с ­
кими о с о б е н н о с т я м и .  О тн ош ен и е  с о с е д с т в а  с и г н а л ь н о г о  п у т и :  
г о в о р я т ,  ч т о  д в а  с и г н а л ь н ы х  п у т и  -  с о с е д н и е ,  е с л и  имеют х о т я  бы 
д в е  с о с е д н и х  т о ч к и .
Т ак  как  к р и т ер и й  к о р о т к о г о  за м ы к а н и я  о с н о в а н  на  р а в е н с т в е  л о г и ­
ч е с к и х  з н а ч е н и й  н е з а в и с и м ы х  с и г н а л ь н ы х  п у т е й ,  п о э т о м у ,  е с л и  л ю ­
б ы е  д в е  т о ч к и  имею т  р а з н ы е  з н а ч е н и я  х о т я  бы при о д н о м  т е с т н о м е -  
р е ,  т о  м е ж д у  ними н е в о з м о ж н о  к о р о т к о е  з а м ы к а н и е .
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4 . 3 .  СЛУЧАЙ ПОСТОЯНСТВА ЗНАЧЕНИЯ
Е сл и  с и г н а л ь н ы й  п у т ь  с е т и  и м е е т  п р и  в с е х  т е с т а х  о д и н а к о в о е  л о ­
г и ч е с к о е  з н а ч е н и е  и с у щ е с т в у е т  т е с т ,  при к о т о р о м  о к а з ы в а е т с я  
с и г н а л ь н ы й  п у т ь  ош ибочны м , мы п р е д п о л о ж и м  ош и бк у  т и п а  п о с т о я н ­
с т в а  з н а ч е н и я ,  е с л и :
-  н е т  р а с п р о с т р а н е н и я  с и г н а л а  в с е т и ,  и
-  были у ж е  п р о в е р е н ы  с т о к и  с и г н а л ь н о г о  п у т и  и о к а з ы в а л и с ь  
и с п р а в н ы м и , и
-  п о д с е т ь  в с е г д а  и м е е т  о д н о  и т о  же з н а ч е н и е .
Х а р а к т е р н ы е  виды ош ибки п о с т о я н с т в а  з н а ч е н и я :
к о р о т к о е  за м ы к а н и е  с и г н а л ь н о г о  п у т и  с  п у т е м  п и т а н и я  и с и г н а л ь ­
ных п у т е й ,  к о г д а  з н а ч е н и е  о д н о г о  и з  н и х  я в л я е т с я  о п р е д е л я ю щ и м .
4 . 4 .  НЕИСПРАВНОСТИ ДЕТАЛЕЙ И ФУНКЦИОНАЛЬНЫХ БЛОКОВ
Л о к а л и з а ц и я  и х  п р е д п о л а г а е т ,  ч т о  в с е т и  уж е  в с е  вы ш еоп и сан н ы е  
виды л о к а л и з а ц и й  были п р о в е д е н ы  и ,  при э т о м ,  н е  о к а з а л и с ь  оши­
бочными .
З А К Л Ю Ч Е Н И Е
В д а н н о й  с т а т ь е  мы п ы т а л и с ь  в общ их ч е р т а х  о з н а к о м и т ь  ч и т а т е л я  
с  си стем н ы м и  и м о д е л е с т р о я щ и м и  п р о б л е м а м и  п р о в е р к и  с м о н т и р о в а н ­
ных циф ровы х п е ч а т н ы х  п л а т  б е з  п р е т е н з и и  на  п о л н о т у  о с в е щ е н и я .  
Мы н а д е е м с я ,  ч т о  п о с л е  п р а к т и ч е с к о г о  о с у щ е с т в л е н и я  с и с т е м ы  
у д а с т с я  у с т р а н и т ь  и э т о т  н е д о с т а т о к .
MTA SZTAKI TANULMÁNYOK 99/1979. - Симпозиум по теме 1-15.1 HKC СЭВ, 1977
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ДИАГНОСТИЧЕСКИЕ МОДЕЛИ АСИНХРОННЫХ КОНЕЧНЫХ АВТОМАТОВ
Институт Вычислительной Техники 
ВТУ Варшава
1. ВВЕДЕНИЕ
Определение тестов неисправностей типа "постоянное логическое 
значение" в асинхронных автоматах состоит в решении двух проб­
лем. Первая из них касается определения структуры интерацион- 
ной комбинационной схемы, моделирующей действие асинхронного 
автомата. Вторая требует установления правил определения тес­
тов неисправностей, отображенных в вышеупомянутой модели.
Чаще всего применяемые решения первой из этих проблем, исполь­
зуют модель, введенную Путзолу и Ротом cl:. Здесь будут пред­
ставлены предложения, касающиеся конструирования правильных 
моделей с5:.
Наиболее распространенным методом решения второй проблемы яв­
ляется так называемая алгебра Рота :2:. В статьи будут введены 
две других алгебры.
Первая, трехзначная послужит для описания некоторого подкласса 
схем, вторая, являющаяся расширением алгебры Рота, даст воз­
можность более эффективного определения тестов для любых пере­
ключательных схем.
2. ИНТЕРАЦИОННАЯ МОДЕЛЬ АСИНХРОННОГО АВТОМАТА
Будут рассмотрены асинхронные автоматы, рис. 1. Аналогично с 1□ 
будем пользоваться гипотезой о возможности размыкания линий 
обратной связи и составления интерационной комбинационной моде­
ли, представляющей асинхронную схему. Принципы составления та-
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кой модели коренным образом влияют на качество получаемых тес­
тов. Неправилвная модель может привести к результатам не соот- 
ветстующим принципам действия физических схем.
X
Рис. 1. Асинхронный автомат
С целью проиллюстрировать проблему приведем примеры трех ее 
различных решений. На рис. 2а показан типичный триггер R S . 
"Разрез" минимального количества обратных связей ведет к моде­
ли, показанной на рис. 26. Метод использования синхронного 
варианта схемы cl: обеспечивает результат, представленный на 
рис. 2в. Соблюдение условия стабильности вынужденного состоя­
ния схемы /согласно действию его физического осуществления/ мо­
жет быть достигнуто при помощи модели, показанной на рис. 2д. 
Нетрудно доказать, что эта модель наиболее полным образом соот­
ветствует требованиям верной репрезентации физической схемы.
Рис. 2. Модели триггера R S .
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Итерационная модель асинхронной схемы должна, таким образом, 
выполнять ряд условий, вытекающих из сущности действия ее фи­
зического эквивалента.
1. Неисправность должна быть отображена в каждом элементе
итерационной модели.
2. Во время траверсирования дорожек схемы значение D может в 
определенных условиях распространяться линиями обратных 
связей.
3. Заданное количество повторений должно удовлетворить требо­
ваниям стабилизации схемы /необходимо также принять во вни­
мание опасность рисков/.
Модель, в которой не будет выполнено какое-нибудь из вышеуказан­
ных требований может давать неправильные результаты. Рисунок 3
Рис. 3. Неправильная модель (б) триггера (а) , А, в, с - 
схема, Ai# в - элементы итерационной модели
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иллюстрирует ненадежность модели Путзолу и Рота. В модели при­
веденные условия вызывают распространение значения D на наблю­
даемый выход. Однако, заданное состояние является неправильным 
с точки зрения действия триггера, не выполняет условия стабили­
зации после включения линии обратной связи. Таким образом, 
тест является фальшивым. Вышеуказанная ошибка не появится при 
определении тестов для модели, показанной на рис. 2д. Эта мо­
дель является правильной.
Сейчас займемся второй из обсуждаемых проблем.
3. ТРЕХЗНАЧНАЯ МОДЕЛЬ
Будем описывать действие элементарных логических элементов в 
алфавите V = (0,1,у}, где 0 и 1 это логические значения, зато 
V обозначает неисправность. Интерпретация значения у  следую­
щая. Если в действующей правильно схеме сигнал принимает зна­
чение 0(1), а в неисправной - значение 1(0), то в трехзначной 
модели пары этих схем сигнала принимают значение у.
Х 1 Х 2 AND OR NAND NOR
О О О О 1 1
О 1 О 1 1 О
О V О V 1 V
1 О О 1 1 О
1 1 1 1 О 0 ,
1 V V 1 V О
V О О V 1 V
V 1 V 1 V О
V V V V V V
Рис. 4. Принципы действия вентилей, описанные в алфавите V .
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На рис. А приведены таблицы истинности, определяющие действие 
логических элементов a n d , o r , n a n d , n o r в  алфавите V- На ри­
сунке 5 же представлены примеры распространения неисправности 
V согласно вышеуказанным правилам. Анализ принципов распрост­
ранения неисправностей приводит к следующим выводам:
Вывод 1 с 3□•
Тесты неисправностей в комбинационных схемах, свободных от 
разветвлений, определяемые с помощью вышеуказанной модели яв­
ляются правильными.
Вышеупомянутый вывод проиллюстрирован на рис. 5а и 5в. Первый 
рисунок представляет случай, когда определенный тест касается 
неисправности одного типа, а второй - неисправности противо­
положного типа. Легко заметить, что определенный тест относит­
ся всегда к такой сложной неисправности, которую можно локали­
зировать. Случай одиночных неисправностей является здесь три­
виальным.
(а) (в)
Рис. 5. Иллюстрация выводов 1;2
Вывод 2 О н .
Тесты неисправностей в комбинационных схемах с интерференци- 
рующими разветвлениями, определяемые при помощи вышеуказанной 
модели правильны тогда, когда схема имеет так называемые "сим­
метрические пути".
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Вышеупомянутый вывод проиллюстрирован рисунком 56. Симметрия 
путей состоит в том, что каждый из смыкающихся путей имеет 
идентичное число инверсий. Следовательно, неисправность линии 
разветвления может одновременно распространаяться по несколь­
ким путям без опасности колизии, которая показана на рис. 5д.
В действительности неисправность s-a-o линии 2 доходит до вен­
тиля AND как одновременная неисправность s-a-O, s-a-1 его вы­
ходов. Это вызывает постоянный 0 на выходе логического элемен­
та. Обсуждаемая модель слишком узка и не учитывает вышеуказан­
ной возможности, приводя к неправильным результатам.
б д
Рис. 5. Иллюстрация выводов 1:2
В заключении следует подчеркнуть, что приведенная трехзначная 
модель комбинационной схемы аналогична модели, полученной 
Эйхелбергдтом с4: и используемой для исследования рисков. Это 
позволяет соединить процесс моделирования схем с процессом 
распространения неисправностей для обсуждаемого класса комбина­
ционных сетей.
К сожалению трехзначная модель ненадежная в случаях, пред­
ставленных на рис. 5д.
4. ЧЕТЫРЕХЗНАЧНАЯ МОДЕЛЬ РОТА
В предыдущей главе указывалась необходимость расширения алфави­
та У, ибо введенная трехзначная модель оказалась ненадежной в 
случае схем содержащих разветвления, и имеющих несимметрические 
пути.
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Это расширение хорошо известно под названием алгебры Рота z 2 i . 
По этому поводу оно не будет обсуждаться в настоящей работе. 
Напомним только, что алфавит V расширяется до алфавита
л _
V '= (О,1,D ,D}, а правила действия логических элементов. Очеред­
ной рисунок дает пример распространения неисправностей в выше­
указанной модели.
Основной недостаток алгебры Рота заключается в том, что если
от источников неисправности до наблюдаемого выхода схемы ведет
"п" различных путей, то число независимых испытаний перерас-
п п .
пространения неисправности равно £ = £ (к ) .
к=1
Это вытекает из необходимости составления одиночных возбужден­
ных путей схемы, с целью получения возбужденных подграфов, так 
как существуют такие неисправности, которые могут распростра­
няться только по избранному подграфу схемы.
Исследование всех возможных подграфов требует проведения I 
испытаний перераспространения неисправностей.
Вышеуказанный недостаток можно устранить расширяя описание тес­
тируемой схемы.
5. РАСШИРЕННАЯ МОДЕЛЬ
В введенной нами модели действие схемы описывается при помощи 
у лалфавита A<t2v . Это обозначает, что элементами алфавита А явля-&
ются подмножества алфавита V •
На рис. 6 представлен алфавит А, а также расширенная таблица 
истинности для логического элемента NOR. Из этой таблицы выте­
кает, что если, например, одни из выходов вентиля n o r  находит­
ся в состоянии 0+ /что обозначает или 0 или d/, а другой в сос­
тоянии 0 /что обозначает или 0 или D/, то выход вентиля нахо­
дится в состоянии X /что обозначает 0,1,D, или Î5/. Функции 
FU являются функциями определенными Ротом в D-алгебре. На этом 
основании получаем алгебраическое описание предыдущего приме­
ра (GN0R(0+, о ") = X).
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А = {x,o, i , d,5 ,o~ , 0 + , 1 ~ , 1+ ,е}с2^г •
X = { 0 , 1 , D, 5} gnor 0 1 D D 0+ 0 1+ 1" X
D = { D } 0 1 0 5 D 1" 1+ о" 0+ X
5 = {D} 1 0 0 0 0 0 0 0 0 0
О = {0} D 5 0 5 0 5 0~ 1“ о" о"
1 = 
4- {1} 5 D 0 0 D 0+ D 0 0+ 0 +О = {0/D} 0+ 1” 0 5 0+ 1“ X о- 0 + X
О = 
-1-
{0 ,5 } о" 1 + 0 1~ D X X 0+ 0 + X
1 = {1 ,D} 1+ о" 0 о" 0 о- о" о- 0 о-
1 = {1,5} 1" 0 + 0 0 0+ 0+ 0+ 0 1+ 0+
GU : А
{ } 
п А,
X X 0 о" 0+ X X о” 0+ X
1 .  GU( a l f ' V  = e '
2 .  GU ( a 1 , . . . , a n ) = { F U( b j l , . . . ,  b ^ n ) } ,
a . GA,  b? Í G a . ,  i  = 1 ,  
1 1 1
n.
gn o r ( o + , o ) = ( f n o r ( o , o ) , f n o r ( o , d ) , f n o r ( d , o ) ,
_,NOR( D , D ) }  = { 1 , D , D , 0 }  = X
Рис. 6. Расширенный алфавит.
Введение расширенного алфавита а  ведет к существенному упроще­
нию процесса определения тестов. Можно доказать, что примене­
ние определенной конструкции для получения возбужденных подгра­
фов ведет в случае алфавита А исключительно к возбужденным пу­
тям. Применение алфавита А делает возможным распространение 
неисправностей более сложными подграфами. В общем, применение 
расширенной модели дает эффект одновременного возбуждения мно­
гих путей /подграфа/, что, в свою очередь, обеспечивает редук­
цию числа независимых испытаний распространения неисправности 
с £ до п.
При больших схемах и кратных неисправностях /что имеет место 
для асинхронных автоматов/ эта редукция очень существенна.
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6. РЕЗЮМЕ
В Институте Вычислительной Техники Варшавского Политехническо­
го Университета разработана система программ, определяющая тес 
ты для неисправностей типа "постоянное логическое значение" в 
асинхронных автоматах. На рис. 7 приведены ограничения систе­
мы. В системе образуется интерационная модель автомата, а так­
же применяется расширенный алфавит а . Это решение представля­
ется нам наиболее правильным.
I  - число внешних входов, 
о - число внешних выходов,
F - число линии обратной связи, 
G - число элементов,
Р - ’число итерации,
1 .  I  < 1 0 0 ,  О < 1 0 0 ,
2 .  G < 1 0 0 0 ,
5 .  G • P < 1 0 0 0 ,
4 .  ( F + 0 )  • G < 4 0 0 0 .
Рис. 7. Ограничения системы.
Если бы принять, что разработка системы состоит из трех этапов
1. концепции,
2. осуществления,
3. проверки истинности,
то первых два этапа мы уже закончили, а третий значительно 
продвинут вперед.
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АЛЕКСАНДР АЛЬБИЦКИ КРИСТОФ ЯСИНСКИ 
ПРОЕКТИРОВАНИЕ САМОСИНХРОННЫХ СХЕМ
Институт Телекоммуникации Варшавской Политехники
I .  ВВЕДЕНИЕ
Реализация автомата без особого кодирования входных пере­
менных -  например без указания тактовой переменной -  при­
водит к асинхронной схеме, схемы эти имеют тот недостаток, 
что кодирование внутренних состояний становится гронозким, 
так как надо устранять опасные состязания. В настоящей 
статье представлен будет метод реализаций асинхронного 
автомата без обязательности устранения опасных состязаний, 
так что кодирование становится значительно проще. Метод 
оооснован на перемене асинхронного способа действия в са- 
мосинхронное, что выполняется предварительно закладывая 
логическую структуру схемы. Основное действие схемы состо­
ит в том, что при каждой перемене на входах схемы генери­
руется импульс, который употреоляется как тактовой импульс. 
Мы представим структуру схемы, анализируем её работу, по­
ставим алгоритм проектирования, и сделаем пример реализа­
ции асинхронного автомата раоотающего как самосинхронный.
В заключении мы постараемся доказать, что использование 
в практике самосинхронных схем не только возможно, но и 
даёт хорошие результаты.
2 . АНАЛИЗ РАБОТЫ САМОСИИХРОННОй СХЕМЫ
Принимаем, что реализовать будем автомат заданный нормаль­
ной, минимальной таблицей переходов. Нормальная таблица 
это такая, в которой каждый переход ведёт непосредственно 
в стаоильное состояние, и при этом на выходе может прои­
зойти не больше одной перемены.
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Самосинхронная схема'представлена на рис. I .
Рис.1. Самосинхронная схема.
Схема действует следующим способом:
-  Блок 4 вместе с унивибратором генерирует при каждой пере­
мене входных переменных, короткий импульс который мы называть 
будем тактовым импульсом. Если на входах появится „одновре­
менно" несколько перемен, то генерирован будет лишь один так­
товой импульс ^.свойство унивиоратора;. Такой режим работы 
характерен для синхронных схем. В асинхронных схемах одно­
временная перемена на нескольких входах не допускается, так 
как приводит ото к помехам в действии схемы. Генерирование 
тактового импульса и управление при его помощи работой Бло­
ка 2 -  блока триггеров памяти -  позволяет минимизировать 
таблицу переходов. Минимизация оооснована на том, что если 
в таблице переходов существует такое стаиильное состояние, 
которое является стабильным только в одним столбце, то в 
нормальном режиме работы это состояние недостижимо. Оно не­
достижимо, так как длительность тактового импульса всегда 
короче времени перехода из одного внутреннего состояния в
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другое. Можно затем символ стабильного состояния заменить 
вимволом п— 11. Благодаря этому получается возможность доба­
вочной минимизации.
-  Тактовые импульсы блокированы (схема и) тогда, когда вход­
ные переменные не переводят автомата из одного состояния в 
другое. Это даёт возможность упрощения функции возбуждений. 
Все символы стабильных состояний можно теперь заменить сим­
волом и— 11, так как в стабильных состояниях триггеры памяти 
не действуют. Очевидно надо также реализировать функцию 
управления тактовыми импульсами.
Блок 3 . Способ определения этой функции подан будет дальше 
в примере. Надо заметить, что не рекомендуется в общем слу­
чае заменять сразу все символы стабильных состояний симво­
лом „— , так как тогда получается более сложная функция 
управляющая тактовым импульсом.
-  В блоке <L могут быть использованы синхронные триггеры или 
же регистры сдвига (с выходами с каждой ячейки).
-  Для правильного функционирования схемы на её выходах на­
ходится Блок 6 -  выходных триггеров. Триггеры эти синхрони­
зированы отрицательным склоном тактового импульса, а их за­
дание состоит в ликвидировании риска в выходных функциях. 
Для обеспечения правильного действия самосинхронной схемы 
представленной на рис.1 надо выполнить следующие условия:
где;
*3макс +  d -  "^4 мин + А +  с С \ )
" t .  +  d +  е  < X.  +
4 макс -  4  ШЕ А +  0  + t U M H H (  2  )
11 -  ^имакс + е +  вмакс + t 5 макс (  з )
d -  это расстояние на шкале времени между первой
D
о
и последней переменой при „одновременных- пе­
ременах на входах схемы,
-  длительность тактового импульса,
-  время перехода импульса через унивиоратор,
-  максимальное время включения триггеров,
-  минимальное (максимальное; время перехода че-u мин
(макс) рез схему И
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^мияСмакс) " минимальное (максимальное; время перехода 
через к-тый блок,
-  искусственное запаздывание употребляется 
только тогда, когда необходимо,
Бмакс “ максимальное время переключения триггеров.
Теперь можно пояснить значение поданных выше условий.
В условии ( i )  требуется, чтобы дорога (в смысле времени пе­
рехода этой дороги) через олок 3 была короче дороги через 
блок 4 , олок запаздывания а ( в практике можно почти всег­
да принимать д = 0 ; и унивибратор. Условие (Ü) требует, 
чтобы дорога через олок 1 была короче дороги через олок 4 , 
блок запаздывания д , унивиоратор и схему и .
Третье условие обозначает, что длительность тактового импуль­
са больше чем время перехода дороги через схему И, блок ù 
и блок 5 .
Можно также оценить оыстродействие схемы, оценивая минималь­
ное время необходимое для выполнения одного действия. Это 
время (Т) задаётся следующей неравностью:
 ^ — ( ^ 4  маКС +A + c r + D + e )  “ ^ 5  МИН
ио правой стороне неравенства находится разница времени 
перехода дороги через олок 4 , блок запаздывания, унивибра­
тор (вместе с длительностью тактового импульса и дороги че­
рез блок 5 ) .  Условие это обозначает, что импульс проходящий 
нижней дорогой подаётся на вход синхронизации блока 6 , ког­
да поданы уже на входы этого блока сигналы приходящие из 
блока 5 ,
3 . МЕТОЛ ПРОЕКТИРОВАНИЯ САМОСИНХРОННЫХ О М .
Проектирование самосинхронных схем может быть выполнено 
на основе следующего алгоритма:
I . определить в минимальной таблице переходов все те 
стабильные состояния, которые являются стабильными 
только в одном столбце. Вместо этих состояний по­
ставить » ----  •
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2. минимизировать таблицу переходов;
3 . определить таблицу функции управляющей тактовым им­
пульсом. Таблица эта имеет размеры таблицы перехо­
дов, а восстанавливается ее следующим способом:
в места соответствующие стабильным состояниям та­
блицы переходов ставится О, в места соответствующие
нестаоильным состояниям ставится I ,  места с ,,---- "
остаются без перемен;
4 . на основе полученной в 3 таолице определить функ­
цию управляющую тактовым импульсом;
Ь. в таолице переходов в место стаоильных состояний 
поставить и—
6. следующие этапы синтеза исполнять так, как для 
синхронных схем.
4 . ПРИМЕР
Пусть задана будет минимальная таолица переходов-выходов 
асинхронного автомата (таолица I ) .
Таолица I
S 'сГ 00 01 11 10 ■
1 3) , 0 0 _ © •'И
2 3
5? 5
- 1
3 2 , 1 1 _ —
4 Э , - 0 Э  ,00 — 1
5 4 ж а — —
Стабильные состояния ©  , ©  И ©  заменить модно симво­
лом „-----" и минимизировать таблицу. В результате получаем
таблицу 2.
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Таблица 2
Ч  Х . Х 00 01 11 10
1 0  ,0 0 2 Э  И 1
2 Gd «11 — 1
4 ( 3  t - o ©  ,0 0 — 1
5 4 тт
На основе таолицы 2 определить можно функцию управляющую 
тактовым импульсом Ü . Для этого надо закодировать внут­
ренние состояния (кодирование может быть произвольное -  в 
нашем случае выбираем I  — ► 00, 2 — ► I I ,  4 — ► 01,
5 ----- ► 1 0 ) , построить таолицу функции О (таблица 3) и оп­
ределить выражение описывающее эту функцию (4 ) .
Таблица 3
^ ^ 1Х2 00 01 11 10
00 0 1 0
01 0 0 — 1
11 0 1 — 1
10 1 0 — —
С = + х2у1у2 + х1у2 + Х2У1У2 (4)
Теперь вместо всех стаоильных состояний в таолице 2 вста-
и
вить можно „___ (таблица 4) и определить функции возбужде­
ния триггеров памяти (Ь) и (6) (выбираем триггеры типа D )  
и функции выходов (7 ) .
У ^ У ^
Таблица-4
00 01 11 10 00 01 11 10
00 __ 'l'I __ __ о 0 1 I -Л
01 — — 00 (Ь О 0 1 I
11 о01 I01 11 — — 11
10 0 _л 1 I I I I -  11 -  -
X
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Z1
Ï 1  = (5)
i£
*и
н
" ( 6 )
II N
IV
) II (7)
При определении этих функций не надо заниматься влиянием 
риска на действие схемы, так как риск устраняется за счёт 
синхронной раооты всей схемы.
5 .  ЗАКЛЮЧЕНИЕ
Использование самосинхронных схем зависит от нескольких 
условий. Обсудим два вопроса: вопрос простоты проектирова­
ния и вопрос технической реализации самосинхронных схем. 
Проектирование в нашем случае становится чисто логическим 
(без особых рассчётов временных условий -  так как они вы­
полнены конструкцией схемы) и сводится к минимизации числа 
внутренних состояний, к простому кодированию (так как от­
сутствуют состязания ; и к определению функций возбуждений 
и функции управляющей тактовым импульсом. Все эти задачи 
алгоритмичны и легко выполняются на ЦВМ. Затем проектирова­
ние самосинхронных схем является значительно проще чем 
проектирование асинхронных автоматов.
Техническая реализация самосинхронных схем, судя по блочной 
схеме представленной на рис.1, довольно сложна. Но мы пред­
ставим ниже на ри с .2 схему генерирующую тактовый импульс и 
если такие схемы изготовлены были бы целиком в стандартных 
технологических пакетах, то конструкция схемы стала бы сов­
сем простой и сводилась бы до реализации блоков возбуждвния 
и функции 0, а это , как видно по примеру, несложно.
Заметим, что в технической реализации блоков памяти и выхо­
дов используются синхронные триггеры.
(Если используются триггеры типа МАСТЕР—GJIEj/íB, то необходи­
мо за унивибратором употребить дифференциальные схемы и тог­
да выходами будут I  * и 2 ’ ) .
9 1
Рис.2 . Техническая реализация генератора 
тактовых импульсов
Это является тоже преимуществом самосинхронных схем реали­
зуемых на интегральных схемах типа ТТЛ. Так как кодирова­
ние внутренних состояний произвольно, то можно в блоке па­
мяти применять сдвиговые регистры с выходами из каждой 
ячейки.
Сравнивая асинхронные и самосинхронные схемы по быстроте 
действия заметим, что для сложных вариантов кодирования 
(много переходов через нестаоильные состояния) асинхронных 
схем их оыстрота действия сравнима с быстротой самосинхрон­
ных схем, при реализации самосинхронных схем на интеграль­
ных схемах ТТЛ получается максимальную быстроту действия 
до ок. 10 МГЦ.
Принимая во внимание все выше указанные условия, мы надеем­
ся, что еамосинхронный режим работы автоматов и связанный 
с этим представленный нами метод проектирования использо-
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МАРЕК ПЕРКОВСКИ
СИСТЕМА АВТОМАТИЧЕСКОГО ПРОЕКТИРОВАНИЯ 
ЦИФРОВЫХ УСТРОЙСТВ
Институт Автоматики
Варшавского Политехнического Института
ВВЕДЕНИЕ
В настоящей работе обсуждаются основные черты системы автомати­
ческого проектирования цифровых устройств D IA D E S. Система при­
менена в Институте Автоматизации Варшавского Политехнического 
Института на ЭВМ o d r a  1 3 2 5  и CDC c y b e r  7 3  на языках l i s p  1 . 5 . 9 ,  
f o r t r a n  1 9 0 0  и p l a n . Задача системы - сделать возможным синтез 
не очень сложных устройств из интегральных модулей TTL малого 
и среднего уровня интеграции на основе описания действия этих 
устройств на языке a d l . Подробное описание системы, применяе­
мых в ней языков, теоретических основ, методов проектирования 
и полученных результатов можно найти в цитированной литературе.
1. ОПИСАНИЕ ЗАДАЧИ. ЯЗЫК ADL
Системы автоматического проектирования должны употреблять, для 
описания проектируемого цифрового устройства, специальные язы­
ки описаний, в том числе - язык межрегистровых посылок.
Язык ADL специально разработан для потребностей нашей системы 
[20, 21, 12, 5, . Он по сравнению с известными языками это­
го типа является языком имеющим относительно развернутую грам­
матику, большую эластичнасть и разнообразие средств описания. 
Автомат может быть описан на алгоритмическом, микропрограммном 
и структурном уровнях. Язык имеет богатые средства для описа­
ния параллельных процессов и временных процессов, арифметичес­
ких и логических действий, а также для описания структур уст­
ройств . Транслятор языка a d l  обеспечивает богатую диагностику
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ошибок и тоже автоматическую коррекцию некоторых синтактичес­
ких ошибок.
Программа на языке a d l ,это сформализированное описание граф- 
схемы алгоритма с параллельными ветвями, описывающей поведение 
проектируемого устройства. Это описание определяет также в ка­
кой-то степени структуру устройства. Подробность этого описа­
ния может быть частично корректирована проектировщиком. Напри­
мер, он может описывать Булевы функции на словах или на единич 
ных разрядах.
Принято, что программы на языке adl могут быть написаны проек­
тировщиком незнающим технологии проектированных в промышлен­
ности блоков ни специфических алгоритмов синтеза. Он должен 
только знать синтактику и семантику языка adl и  уметь выразить 
на нем поведение проектируемого устройства. С другой стороны, 
проектировщик знаком с цифровой техникой, типичными блоками и 
устройствами, а также с особенными приметами компилятора язы­
ка adl и других программ системы, может написать программу по­
ведения, которая будет лучше имплементированной системой.
Значение системы на языке adl другое чем в аналогических язы­
ках в известных автору системах автоматического проектирования 
в которых программа на входном языке точно, "жестко" описыва­
ет структуру операционного устройства и контролирующего авто­
мата, оставляя синтезирующим программам системы возможность 
только уточнения этой структуры, а не ее трансформации.
Программа на языке adl транслируется в описание на язык 
внутримашииных соотносительных структур GRAF, которое являет­
ся основой трех главных программ системы: программы структур­
ного синтеза управляющего автомата, программы имплементации 
/внедрения/ операционного автомата, программы трансформации и 
оптимизации.
Абстрактивная имплементация совершается программой implem
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[J>5, 3] • Она осуществляет перевод инструкций графсхемы с 
языка g r a f  в описание структуры,состоящей из абстрактивной 
блоков / под абстрактными блоками разумеем здесь блоки с па­
мятью, или комбинационные, такие как: счетчики, сумматоры, 
мультиплексоры, логические вентили - если для них не специфиро- 
вана внутренняя структура и число входов и выходов/. Эта струк­
тура записывается в виде графа. Вершины этого графа соответствуют 
абстрактивным блокам; стрелки - соединениям между блоками.
Из выходов абстративной блоков может отбираться цифровая ин­
формация, являющаяся какой-то функцией информации подаваемых 
на их входы.
В графе сети действий, создаваемом на основании программы в a d l  
существуют два типа узлов - синхронные и асинхронные. Самовы- 
полнение синхронных узлов требует не менее одного такта основ­
ных часов. Некоторые команды имплементируются как синхронные, 
другие как асинхронные причем проектировщик может деклариро­
вать асинхронное выполнение команд обычно имплементированных 
как синхронные при употреблении оператора ASY. Непосредствен­
ная первоначальная имплементация программы, в которой имеют­
ся сложные команды посылок и условные команды дает скоростную 
систему, но с увеличенном количеством оборудования, потому, что 
каждая команда осуществляется во время одного такта. Очевидные 
трансформации и имплементации ведут к получению все более мед­
ленных и дешевых вариантов, вплоть до получения варианта квази- 
оптимального при предположенной критерии. Преобразования разби­
вают однотактные команды на ряд однотактных команд и заменяют 
команды другими, меняя одновременно структуру автомата, выпол­
няющего программу. Изменение структуры может быть кроме того 
результатом различных имплементаций той же команды.
Следовательно в отличии от других'языков межрегистровых посы­
лок программа на языке ADL не определяет твердым образом вре­
менные отношения и структуру устройства, а только описывает 
его поведение, то есть логическую и временную зависимость вход­
ных и выходных переменных.
Таблица № 1
№№ ■ Название 
программы
Время выпол­
нения в сек.
Цена выполне­
ния программы
в ssn
Число прос­
тых команд
Число слож­
ных команд
Число узлов 
в графе
Число узлов 
в абстрактной 
имплементации
1 MNUL 1 1 6 .7 6 5 .0 14 4 7 7
2 MNUL 2 1 7 .1 6 7 .1 11 4 7 7
3 CODDEC 1 6 .2 6 3 .9 15 7 9 8
4 DECCOD 3 0 .0 119 .0 16 5 17 23
5 К LAS 1 1 9 .3 7 6 .2 12 5 15 8
6 KLAS 2 1 8 .7 74 .0 14 2 10 8
7 К LAS 31 2) 1 9 .7 77 /8 13 7 13 12
8 OPIMP - - 14 8 13 10
9 TICKET - - 37 12 30 26
10 MICR 1 4 9 .6 1 9 7 .1 38 10 27 35
11 MICR 2 38 .4 1 5 2 .2 36 10 25 27
12 MICR 3 » 3 1 .0 1 2 2 .8 17 7 19 21
13 SWIATLA 9 2 .2 3 6 6 .5 72 40 78 92
14 FILTR3) 1 8 .0 7 0 .7 8 1 - 24
15 ADDER 12)3 4 5 .0 1 7 8 .7 7 5 — 9
16 ADDER 2Z 3 4 3 .0 1 7 1 .4 8 6 - 9
1 j SS -  системныэ секуццы, в число которых входит время выполнения программы и оплата за занятие 
памяти и устройств ввода и вывода
2) -  программа содержит подпрограммы
3 ) -  программа описывавшая структуру цифрового устройства
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Время компиляции и абстрактивной имплементации является отно­
сительно небольшим и линейно растет с длиной программы. Зато 
времена оптимизирующих и имплементирующих программ сильно зави 
сят от специфики задачи и обычно растут показательно вместе с 
ростом длины входной программы.
В таблице 1 составлено некоторые сравнительные данные касающие 
ся некоторых прогамм на языке adl . mnul является описанием уст 
ройства для параллелного умножения чисел в бинарном коде. 
CODDEC является описанием секвенциального декодирующего устрой­
ства превращающего числовое значение записанное в коде BCN в 
равное по величине числовое значение в коде BCD. deccod выпол­
няет операцию противоположную CODDEC. KLAS является описанием 
автомата для классификации резисторов касательно отклонения их 
сопротивления от нарицательной величины [15, 17, 7, 20] . 
ticket является описанием автомата который высчитывает значе­
ние сдачи и выдает ее в соответственных монетах вместе с 
железнодорожным билетом [19, 201 . MICR1, MICR2, MICR3 это три 
описания того же компьютера на различном уровне детализации 
[21]. SWIATLA является описанием управляемой компьютерной циф­
ровой приделки для устройства координации системы регулирова­
ния уличного -движения [12 ] (в цитируемой литературе обсуждает­
ся оптимизация этих систем и/или представлены описания на 
языке ADL - кроме того все примеры подробно обсуждены в [3 1 и 
[25] )'.
2. ОПТИМИЗИРУЮЩИЕ ТРАНСФОРМАЦИИ
Существенной чертой системы, отличающей ее коренным образом от 
известных систем этого типа, является возможность автоматичес­
ких трансформаций и оптимизаций автоматов на уровне программ 
их действия. Программы оптимизации опираются на эвристический 
поиск в пространстве эквивалентных решений и используют среди 
других: операторы согласовывания с эталоном, операторы всегда 
применяемые, распознование сходства структур, действия на опи­
сывающих программы формальных соотношениях, а также автомати­
ческое доказательство теорем /метод резолюции Робинсона/ f 1, б 
7, 15, 16, 17, 19, 20, 25, 59J .
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Трансформации применяемые в системе diades имеют два типа 
"вегда применяемые" /это например: упрощающие трансформации 
исключающие избыточность или нормализующие данные/, а также 
трансформации реализующие специфические цели. К трансформациям 
всегда применяемым принадлежат трансформации,упрощающие буле - 
вых и арифметических выражений, нормализация описаний команд, 
переход от сети действий с параллельными ветвями к таблице пе­
реходов автомата , трансформации комбинационных схем предшест­
вующие имплементацию интегральными модулями /имплементация эта 
заключается в переходе от описания структуры из абстрактных 
блоков к структуре из интегральных модулей TTL малого и сред­
него уровня/.
Трансформации реализирующие цели разделены на группы отвечаю­
щие этим целям. Большинство из этих трансформаций сводит к ми­
нимуму числа элементов, стоимости системы или ее скорости. При 
мерными трансформациями этого типа являются: переход от автома 
та Мура к автомату Мили, подстановки в арифметических выраже­
ниях, преобразования заменяющие память логикой , введение пет 
ли и переменных индексированных соединения общих подграфов, ми 
нимизации графа соотношений для автомата.
Трансформации можно разделить учитывая способ их осуществления 
еще по-другому: трансформации надписей а также трансформации 
соотносительных структур /особенно графов/ [ 16] . Первая груп­
па функционирует на описаниях команд, описаниях узлов струк­
тур, условных выражениях и декларациях программ; вторая на 
структурах и графах. Среди трансформаций выделяются трансфор­
мации локальные и валовые. К первой группе принадлежат, напри­
мер, преобразование согласно эталону р * р  = ф; ко второй опе­
ратор walker, который разыскивает подобные подграфы программы, 
организует программные петли и вводит индексированные перемен­
ные [7, 19 1 . Специфическими типами трансформации являются транс 
формации доказывания правильности программ и параллельных прог 
рамм управляющих автоматов, а между ними трансформации вычис­
ляющие исходные соотношения и входно-выходные соотношения.
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Программа на языке graf трансформируется для доказывания ее пра­
вильности, для одновременной оптимализации, а также для обнару­
живания временных конфликтов между переменными, описывающими 
входные и внутренние сигналы автомата [ 23, 27 ] .
Эти трансформации основаны на теории семантики программ разви­
той Мазуркевичем и Бликлем. Расширение применения этой теории0
на параллельные программы реального времени описано в [ 23, 27 1.
Оптимизирующие программы используют стратегию эвристического 
поиска в пространстве эквивалентных решений /программа, струк­
тур/. Они ищут решения, которые минимизируют поставленную це­
левую функцию [17, 7, 1, 30 ] .
Оптимизация проводится тремя способами:
- при использовании рядов небольших "локальных" операторов по­
добранных для реализации определенных целей;
- при использовании больших "валовых"/"глобальных"/процедур, 
трансформирующих целые программы;
-  при использовании программы автоматического доказательства  
теорем Chang.
Потому что действие программы chang не является эффективным 
для больше чем 20 клаузул, получает она при каждом вызове толь­
ко небольшие наборы клаузул соответствующих аксиомам, теоремам 
и гипотезе. Гипотеза и соответствующие другие входные данные 
для программы chang выбираются более существенной эвристичес­
кой программой [ 5, 23 J .
Из существующих до сих пор опытов этой системы вытекает, что 
наиболее критическим принимая во внимание время и память маши­
ны является действие оптимизирующих программ. Примеры дейст­
вия этих программ указаны в [19, 1, б, 5, 7, 23, 27 ] .
В одном из экспериментов описанных в [ 19, 20 ] , программа для 
машины cyber 73 при стоимости примерно 720SS нашла 4 существен­
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но разные варианты программы TICKET, для которой первоначалный 
граф имел 30 узлов /люди решали эту проблему около 1+3 часов/. 
Хотя на основе литературы известно, что программа подобного ти­
па /в которых выступает приспособление к эталонам/ являются от­
носительно медленными, кажется, что возможно создание структур 
и функции, которые значительно ускорят действие оптимизирую­
щих программ.
3. ЕДИНАЯ МЕТОДИКА СИНТЕЗА
Среди программ входящих в систему автоматического проектирова­
ния цифровых устройств можно выделить два основных типа - прог­
раммы трансляции /в общих чертах - переходы из одного языка 
описания в другой/ и программы поиска решений. Большинство из 
этих последних можно привести к следующей общей модели:
- имеются правила для генериции определенного множества s в ко­
тором содержится множество всех решений задачи. Множество 
это можеть быть конечное или нет. В случае когда множество 
конечное не всегда можно определить его мощность без хотя бы 
частичной генерации решений;
- имеются условия ограничивающие, не выполнение которых вызыва­
ет отбрасывание множества s'c s из множеста потенциальных ре­
шений;
- имеется функция оценок определяющая качество элементов мон- 
жества S.
Нужно найти решение, т.е. элемент множества S выполняющий огра­
ничения, и которому отвечает минимальное значение функции оце­
нок.
Для задач этого типа возможны три общих подхода
- разработка детальных алгоритмов для задач, учитывающих их 
специфические черты, но не учитывающих эвристические дирек­
тивы;
- сведение к задачам теории графов, целочисленного или динами­
ческого программирования;
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- разработка алгоритмов опирающихся на методы эвристического 
программирования, учитывающие общие и специфические эвристи­
ческие директивы.
Первый подход учитывает специфику задач, однако чаще всего в 
логическом а не эвристическом смысле, является все таки мало­
эластичным на изменение функции цели или ограничения. Второй 
подход не учитывает специфики задач, в результате чего часто 
уменьшается его расчетная эффективность.
Автору кажется, что учитывая специфику систем автоматического 
проектирования цифровых устройств, очень подходящим и эффектив­
ным орудием для решения представленных задач являются методы 
эвристического программирования применяемые в искусственном 
интеллекте - а особенно методы поиска в пространстве состояний.
Эти методы делают возможным как нахождение квазиоптимальных 
так и оптимальных решений, а также широкое использование общих 
и специфических эвристик. Первые попытки такого подхода можно 
найти в работах Давидсона, Детмаера и Шнейдера, Слагля, Шмидта 
и Друффеля. Также в системе diades целый ряд алгоритмов опира­
ется на поиске в пространстве состояний. Алгоритмы эти служат 
примерно для: генерации импликантов, разрешения проблем покры­
тия и покрытия с закрытием, проблемы окрашивания карт, проблем 
ведения соединений и размещения элементов, проблем декомпози­
ции и распределения, кодирования и минимализации автоматов, 
синтеза сетей tant.
Сущность применяемого подхода объясняется на примере. При поис­
ках покрытия булевой функции простыми импликантами о минималь­
ной суммарной стоимости: множество S - это множество всех 
импликантов функции, целевая функция - это сумма стоимости 
импликантов с избранного покрытия s', где Q s . Процесс реше­
ния заключается в очередном выборе "лучших" соответственно не­
которых правилам и эвристикам импликантов и с одновременных 
исключением других импликантов покрывающих меньшее количество 
минтермов функции /подчиненных импликантов на данном этапе/.
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Таким образом создаются очередные состояния пространства сос­
тояний, и считаются для нИх целевые функции. После получения 
первого решения значение его целевой функции становится вели­
чиной ограничения. Наступает отсутствие решений в дереве и соз­
дание его новых поддеревьев. Доходя к состоянию о целевой функ­
ции не меньше чем прежде найденная, наступает отрезание подде­
рева начинающегося с этого состояния. После возврата к ини­
циальному состоянию - последнее найденное решение является ми­
нимальным решением. Операторами пространства являются импликан- 
ты, состояниями подмножества инициального множества импликан- 
тов, а решениями - заключительные состояния ветви дерева, в 
которых не совершилось отрезание.
Эта модель является общей в случае синтеза цифровых устройств.
В сйтеме DIADES образована универсальная программа multicomp, 
которая служит для развития пространства состояний при употреб­
лении различных стратегий развития, функций цели и ограничений. 
Выбор стратегии /в том числе first-breadth, depth-first, 
ordered-search, branch-and-bound/ производится на основе мно­
жества параметров, которые могут быть динамически изменяемы во 
время процесса поиска по дереву . Среди методов наилучшей ока­
зывается стратегия branch-and-bound. Преимущество этого метода 
заключается в том, что:
- можно в нем относительно нетрудным способом учесть в прог­
рамме разные общие и специфические эвристические директивы, 
которые существенным образом ограничивают процесс поиска в 
пространстве решения задачи;
- относительно быстро получается решение квазиминимальное, за­
тем поочередно все лучшие решения и в конце решение минималь­
ное /следовательно здесь возможно получить по крайней мере 
часть решений, в то время как другие методы практически мо­
гут не дать решения вообще/;
- метод требует относительно небольшой емкости памяти машины 
в сравнении с другими методами гарантирующими минимальное 
решение;
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- возможной является замена между степенью минимальности реше­
ния и скоростью его получения; это означает, что если декла­
рируем, что результат может быть худшим а% от минимального 
решения, то соответственно быстрее мы получим решения дающие 
эту гарантию;
- возможно применение разных функций цели, функции оценок и 
ограничений, изменение операторов и правил генерации частич­
ных решений /квазирешений/ не меняя общей стратегии; эта 
эластичность метода очень важная во многих применениях.
Каждая задача синтеза для программ multicomp изображается че­
рез: описание инициального состояния, операторов, ограничиваю­
щих условий, условий определяющих решение и функции испытываю­
щих отношения между операторами. К этим последним принадлежат: 
второстепенность операторов, локальная и валовая эквивалент­
ность операторов и независимость операторов.
Подробное описание концепции программы multicomp, а также ее 
машиной имплементации, примеров применения и обслуживания полу­
ченных результатов можно найти в [ 28, 29, 30, 10 ] .
По мнению автора multicomp является интересным инструментом по 
следующим причинам:
а/ дает возможность единого подхода к широкому классу комбина­
торных задач, что имеет с одной стороны теоретическое значе­
ние /например, для исследований сложности и классификации де­
ревьев, разрешения задач различных классов, для доказывания те­
орем о возможностях ограничения деревьев для классов задач об 
определенной специфике/, как и практическое /сравнение эффек­
тивности разных методов разрешения того же, сравнение эффек­
тивности стратегии перед написанием специализированных прог­
рамм, упрощение и унификацию процесса перехода от условий за­
дачи к действующей программе/.
б/ делает возможным сравнение и перенесение методов разрешения 
из одного класса задач в другой, через нахождение общих методи­
ческих и эвристических директив.
в / имеет дидактическое значение, так как систематизирует и р аз­
решает в едином изложении разные вопросы , указывая на их об­
щие черты и комбинаторный характер;
г /  для ряда задач представляется как эффективное орудие синте­
за  /например, минимализация автомата с 6-ю состояниями занимает, 
вместе с компиляцией, примерно 20 секунд на цифровой машине 
ODRA 1 3 2 5 /;  для других его результаты являются полезными при 
создавании новых, специализированных алгоритмов.
4. СТРУКТУРНЫЙ СИНТЕЗ
Подсистема структурного синтеза автоматов реализуется на машине 
ODRA 1325 на языках fortran и  pl a n . Система эта состоит из ие­
рархии программ, из которых каждая реализует определенный уро­
вень синтеза. Система позволяет на относительно нетрудное 
программирование новых алгоритмов благодаря эластичной, модуль­
ной структуре. Самый низкий уровень иерархии составляют прог­
раммы в PLAN. Программы эти реализуют операции на отдельных 
машинных битах и словах, что делает возможной эффективную кон­
струкцию данных и алгоритмов для логического синтеза. В состав 
этого уровня входят программы совершающие логические действия 
на словах и таблицах, простого и циклического перемещения, обо­
рачивания слов нулево-единичных, действий на нулево-единичных 
шнурах /включение, исключение и выбор определенных шнуров/, и 
т.д. Второй уровень иерархии составляют процедуры на языке 
fortran реализующие операции на так называемых кубиках и табли­
цах кубиков. Третий уровень составляют процедуры на языке 
fortran реализующие ряд известных алгоритмов синтеза комбина­
ционных структур /Квайна-Мак Класки , Зиссоса, Казакова и 
т.д./, а также новые алгоритмы синтеза. Процедуры второго и 
третьего уровней заключают в себе соответственно модифицирован­
ную систему процедур, Рота, Детмаера и Су с тем, что применено 
к ней бинарное кодирование опирающееся на теорию Улуга. Анало­
гическим способом запрограммированы процедуры для трехзначной 
логики. В состав второго уровня входят процедуры чтения и пе­
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чатания таблиц кубиков; определения, копирования, суммирования, 
произведения, запрета, поглощения, разрешения, абсорбации и 
переписывания таблиц; вычисления значения некоторых парамет­
ров определяемых таблицами, трансформации таблиц /замена, ис­
ключение и включение колонн/ и др. Подробное описание процедур 
второго и третьего уровня можно найти в работе [141.
Подсистема структурного синтеза имеет два входа: таблиц перехо­
дов /выходов автоматов и логических функций в виде матриц гипер­
кубов. В состав подсистемы входят следующие программы: перехо­
да от граф-схемы алгоритма к автомату /Мура, Мили/, трансформа­
ции автомат Мура автомат Мили, минимизации не вполне оп­
ределенного автомата, кодирования автомата, вычисления функции 
возбуждений, синтеза комбинационных схем. Ряд известных алго­
ритмов Синтеза комбинационных схем запрограммирован опираясь 
на набор программ из системы Детмаера /разные методы миними­
зации одно- и многовыходных двухярусных функций, методы факто­
ризации и декомпозиции/.
Кроме программ основанных на системе Детмаера запрограммирова­
ны алгоритмы Квайна и Казакова [ 13] /решение проблемы покрытия 
множеств использует целочисленное программирование/ и алгоритм 
Зиссоса в котором ищутся избыточные решения без развязывания 
проблемы покрытия. Разработаны тоже новые алгоритмы и програм­
мы для синтеза одновыходных сетей TANT [14 ] и многовыходных 
трехярусных сетей TLN [11]. Теоретические основы этих программ 
представлены в работах [24, 26, 22 ] /сети t l n  э т о  генерализа­
ция многовыходных сетей t a n t , на случай когда часть переменных 
только без инверсии, а часть только с инверсией/. Эти программы 
используют несколько эвристик независимой локальной минимиза­
ции уровней сети. Изучены некоторые стратегии- подбора покры­
тия. Возможен тоже синтез сетей без риска [241. Кроме того в 
системе существуют, запрограммированные в L I S P :  программа ко­
дирования автомата оперта на метод Мороза, а также программа 
синтеза многоярусных, многовыходных комбинационных схем на 
вентилях NAND, с учетом ограничений на число входов элемента 
[2]. Эта программа использует в качестве подпрограммы для гене­
106
рации многовыходных импликантов алгоритма Шмидта - Друффеля, 
являющейся обобщением алгоритма Слагля. Программа выбора квази- 
оптимального покрытия использует множество эвристических крите­
риев .
После этапа логического синтеза консолидирующая программа под­
готавливает подробное описание проектируемой системы на уровне 
элементарных триггеров и комбинационных элементов. В этом опи­
сании могут выступать следующие элементы JK0 /синхронизирован­
ный триггер JK отключаемый передним откосом/, JK1 /задним отко­
сом/ DO, D l, SRO, SRI, NAND, NOR, AND, OR, EXOR, AND-OR-INVERT, 
EXPANDER, NOT.
Схема полученная таким образом может моделироваться с примене­
нием моделирующей программы основанной на компиляции, дающей 
возможность исследования временных явлений, выступающих на 
уровне логических схем. Эта программа - MOLO 131] делает воз­
можным моделирование схем до 200 вентилей и 20 входов.
Описание производимое в результате структурного синтеза содер­
жится на языке str uc t . На этом языке создаются тоже конечные 
описания являющиеся результатом абстрактивной имплементации 
структуры управляющего автомата и структуры операционного авто­
мата /цифровой части/. Данные на языке struct я в л я ю т с я  о с н о в о й  
для программы структурного объединенного синтеза IMPLEM2 1361. 
Эта программа вычисляет минимальные числа объединенных модулей 
необходимых для имплементации. Учитывает при этом возможность 
замена одних элементов другими. На данном этапе программа 
применяет целочисленное программирование /алгоритм Гоморего/. 
Затем программа совершает распределение элементов модуля так, 
чтобы сделать минимальным число соединений между модулями.
Здесь отрекается условия минимального числа модулей.
5. СИСТЕМА ГРАФИЧЕСКОГО ВЫХОДА
Для системы DIADES разработана система графической документа­
ции, задачей которой является создание изображений графсхем 
алгоритмов, вспомогательных графов, блочных и логических схем.
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Изображения могут печататься на строчном печатном устройстве 
или чертиться на присоединенном к машине регистраторе Hewlett- 
Packard 9862а . Система графической документации состоит из гра­
фического языка [271, программы размещения схем алгоритмов [331, 
программы размещения логических схем [37], программы трассиров­
ки соединений [ 32 ], программы квазиоптимального управления дви­
жением пишущего прибора [371, библиотеки программ - описание 
рисунков элементов [37, 361, программы декомпозиции графа ри­
сунка [371 и программ смены формата данных. В настоящей версии 
можно нарисовать в количестве не более 64 элементов /бло­
ков, команд, интегральных модулей/. Существование двух прог­
рамм размещения элементов мотивировано разными требованиями 
для видов рисунка и качества размещения. Эти два алгоритма раз­
мещают рисунок сначала относительно координате у, затем х. 
Программа размещения графсхем ищет сначала все отдельные мак­
симальные пути без петли, начинающиеся в инициальной вершине. 
Потом она генерирует на их основе ряды вершин этих колонн, учи­
тывая разные эвристики для минимизации числа пересечений меж­
колонных соединений. Затем чертеж размещается вдоль координаты 
X через определенный тип силового алгоритма. Программа размеще­
ния схем имеет некоторые черты силового алгоритма и программы 
секвенционного размещения. Программа ведения соединений исполь­
зует метод branch-and-bound и генерирует соединения в виде ква- 
зиминимальных деревьев Стейнера. Программа эта не имеет ограни­
чения числа дорожек в свободной полосе. Она ищет решения мини- 
мализирующего функцию оценок р=аА + ß B + уС причем а, ß, у явля­
ются параметрами, А - количеством пересечений линии, в - коли­
чеством загибов линии, С - суммарной длиной линии соединений. 
Алгоритм использует ряд эвристик ведения пучков соединений, 
выделения соединений из наконечников, и т.д. Находит он быстро 
хорошее соединение и имеет возможность в очередных итерациях 
найти соединения все лучшие. Имеет, тоже программы выбора оче­
редности соединений и создавания деревьев. Время поведения сое­
динения составляет от 1 сек до 300 сек /ODRA 1325/. Соединение 
проведено для небольших значений а ведется примерно 300 раз 
быстрее чес соединения для небольших значений у.
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6. ИТОГИ
Выше описываются некоторые аспекты системы d ia d e s . Много проб­
лем связанных с конструкцией системы, как: языки соотноситель­
ных структур, диагностика ошибок, языки описаний, каталоги, 
трансформация, доказательство правильности не представлены или 
указаны в очень сокращенном виде. Настоящая версия системы не 
завершена, но из ее частей уже окончено, протестировано и ис­
пользовано для целей дидактики в лабораторных занятиях со сту­
дентами, посвященных теме "Автоматическое проектирование цифро 
вых устройств". Настоящие размеры системы приблизительно сле­
дующие: трансляция - 1950 карт, абстрактная имплементация -
- 500 карт, интегральная имплементация - 1200 карт, система 
графического выхода - 4500 карт, оптимализация и трансформация
- -4700 карт, доказательство правильности и программа доказа­
тельства теорем - 2100 карт, структурный синтез 4500 карт, мо­
делирование - 800 карт. Всего вместе ок. 20000 карт. Опыт по­
казывает, что трудности введения в действие системы растут 
быстро с ростом ее сложности. Потому автор считает в будущем 
необходимым построение не одной системы с неподвижной структу­
рой, но модульной системы, программирования состоящей из моду­
лей соединенных в разные комбинации для разных целей /дидакти­
ческих, научных, технических/. В эту систему будут также вклю­
чены находящиеся теперь в подготовке программы: анализа отка­
зов комбинационных схем и абстрактных автоматов /для целей син 
теза бозопасных автоматов/ и программы генерирования тестов и 
деревьев локализации ошибок. Программы этой группы будут созда 
вать ленты с данными для миникомпьютера MERA 302, на котором 
уже работают программы генерации тестов, тестировки и локали­
зации отказов в цифровых устройствах подключенных в реальном 
масштабе времени.
Работающие части системы дают возможность многократного ускоре 
ния процесса проектирования, но эффективность применения систе 
мы ограничена батчовом трибом работы и устройствами ввода и вы 
вода информации. Проблема эта будет частично решена после под­
ключения к компьютеру odra миникомпьютера mera в роли диалого­
вого терминала.
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КЁГСТ, МАНФРЕД; ФРАНКЕ, ГЮНТЕР
К ОПИСАНИЮ АЛГОРИТМОВ ФУНКЦИОНИРОВАНИЯ 
ДИСКРЕТНЫХ УПРАВЛЯЮЩИХ УСТРОЙСТВ.
Академия Наук ГДР
Центральный институт кибернетики и информацион­
ных п р оц ессов . Дрезденское отделени е.
I .  Введение
Предпосылкой для проектирования управляющих устройств являет­
ся эффективное ср едст в о  описания. Из литературы известны ряд 
средств  описания, как например таблица автомата, граф автома­
т а ,  логические схемы алгоритмов ЛСА ш: , граф-схемы алгорит­
мов ГСА С2: , граф-схемы программ :з: , блок-схемы программ 
С4, 5: , O rganiphase сб,7: и сеть ПЕТРИ, интерпретированная в
смысле коммутационной техники С8,9,ю: , ACDL c i n  и, так на­
зываемые, C on tro l g ra p h s t l6 , l7 :  , принятые для описания упра­
вления компьютером.
Представляемый в данной работе управляющий граф : 12,13,14,15: 
содержит элементы этих средств описания. Его следует  рассма­
тривать как обобщённый граф автомата. Необходимые для асин­
хронного автомата условия стабильности видоизменены здесь  
так , что при определённом входе следует  переход из одной вер­
шины в стабильную целевую вершину, при этом могут проходить 
нестабильные промежуточные вершины. При этом предполагается,  
что или короткие импульсы на выходе при прохождении промежу­
точных вершин не влияют на управляемый медленный процесс ,  
или, в другом с л у ч а е , в промежуточных вершинах образуется  тот  
же выход, как и в начальной вершине.
В противоположность к таблице автомата, в этом случае не нуж­
но дисъюнктное описание переходных условий. Касательно в о з­
можностей описания, /например для параллельных п р о ц е сс о в / ,  
управляющий граф соотв етствует  интерпретированной сети ПЕТРИ. 
Но для описания параллельной работы здесь  используют перемен­
ные вершин как при O rganiphase сб,7: .
Управляющий граф разработан для описания, анализа и моделиро­
вания асинхронных проблем управления на уровне описания. Он 
может служить и основой для преобразования на уровне описания 
и для простых трансформаций в логические схемы или программы 
для управляющих компютеров.
2 .  Концепт графа управления 
2 . 1 .  Основные положения.
Суть описания состои т  в тройке:
Ситуация -  Условие -  Последовательная ситуация 
Исходя из грубого описания при помощи комплектных ситуаций и 
условий возможно любое уточнение путём разделения ситуаций 
или условий на дальнейшие тройки.Ситуациям соответствуют вер­
шины, а условиям -  рёбра ориентированного графа, 
дели управляющая система находится в ситуации i ,  что значит, 
что вершина маркирована, то она при выполнении определён­
ных условий переходит в ситуацию j , что значит, что марка от 
Z  ^ переходит к Z^. а  случае параллельной работы одновремен­
но маркированы несколько вершин.
Функции выхода, которые могут быть и автоматными отображени­
ями, привязаны к вершинам. В качестве условий могут высту­
пать статические условия, условия автоматного отображения, 
динамические условия, условия времени и глобальные условия.
В нижеследующем определении управляющего графа исходят из 
т ого , что как автоматные отображения выхода в вершинах, так 
и многообразие условий рёбер могут быть описаны с помощью 
частичных булевых функций переменных входов и вершин.
Для описания асинхронных управляющих систем с п входных пере­
менных , . . . , х п и m выходных переменных у^ , . . .  , у  вводят 
управляющий граф.
Определение : Управляющий граф /УГ/ о множестве всех  частич­
ных булевых функций от (n+k) переменных является ориентиро­
ванный, не обязательно взаимозависимый, по вершинам и рёбрам 
взвешенный граф S = (Z ,K ,v ,w )  
где Z={Z^ , . . .  ,Z^.j _ множество вершин
К ,К £  ZX Z _ множество рёбер
v î Z - »  Gm 
w:K —> G
-  вес  вершин
-  вес рёбер
S = (Z ,K ,v ,w ,Z ^ 0^) c Z^°^H3 ^ (Z )  значит инициальный УГ.
Здесь  6 (Z) -  множество всех  подмножеств от Z.
(г)Для удобства описания в дальнейшем каждому элементу Z4 ' из
^ ( Z )  соответствует  и одновременно допустим набор
М( г )  = С а „ ..........а,_) с а , 0 ,д*Л  Z . ^ Z ^
 ^ = 1 1 (г)1 ,g/UL Z^eZ
Как и М^ г в^ сети ПЕТРИ, так и Z^r  ^ обозначаются в качестве  
маркировки. При этом условии G можно интерпретировать следую­
щим образом:
{ 0 , l } n X S(Z) - »  {0,1} .
Способ записи и спецификация взвешиваний:
Вершина Z  ^ из Z взвешивается с помощью выходных функций 
v(Z ±) = ( S ( i ) , i * ‘ « * » S ( i ) jm)
Для каждого у ,1  <У < m булевая функция g , .  >. u =
= (D ^ ^  y ) определяется множеством  ^ или
 ^ её нуливых или единичных наборов. Вес ребра CZ^Z^)
из К обозначен w( Z . , Z  .) = f . i f
о х 1d ■L<-) о 1
гд е  функция 3 = ^ Di j з адана множеством или
её нулевых или единичных наборов. При этом предполагается ,
что для выдачи v ( Z i ) = ( g / i  ^ i » * * * » S ( i )  ш) в веРшине z ± и Для
эффективности функции w ( Z . , Z . ) = f .  . ребра от Z. до Z. верши-J J-J d
на Z± маркирована. Из соответствующих рёбрам локальных функ­
ций перехода f •  ^ и соответствующих вершинам локальных функций 
выхода ( S ( i )  i » * , * » S ( i )  в ^  можно получить описание обще­
го поведения в смысле теории автоматов с помощью глобальной
функции перехода f  и глобальной функции выхода g .(Г )
При маркировке Z4 ' получается общий выход g как дизъюнкция 
локальных выходов в сех  маркированных вершин.
Для инициального УГ S=CZ,K,v,w,Z^0 ^) , описывающего конкрет
ную управляющую систем у, должно быть удовлетворено требование  
соответствующие локальные выходы для в сех  от начальной марки­
ровки достигаемых маркировок свободны от противоречий.
Кроме этого , при описании конкретных управляющих систем часто  
имеет смысл модифицирование условий устойчивости, обычных для 
асинхронных автоматов, как следует:
VZ.Va CZ.eZAa € U D- ,  — » E ( Z . , a  ) ф 0)  .
3 3 leNtd) ü J
если выполняется:При этом вершина Z^ . элемент от E ( Z ^ , a ) ,
3 d 3 { z ^  , . . . ,  (deHz Л ( Z ^  , . . . ,  Z ^ )  с Z Л Z  ^ = Z ^
'к = Z^d AV6 ( 6 e { 1 , . . . , d -1 ) о eD .
J5 °6+ 1
)Л a 4 U Dk , ) .  
leN(.k)
Модифицированное условие допускает возможность перехода от  
одной вершины при наборе переменных ч ер ез  неустойчивые верши­
ны к устойчивой вершине. Из этого с л е д у е т ,  что для общего вы­
хода короткие импульсы, возникающие при прохождении промежу­
точных вершин, не вызывают ошибочного поведения в управляе­
мом п р о ц е сс е .
Соглашения:
Для вершины Z . УГ S= (Z ,K ,v ,\v ) множество индексов предыдущих 
вершин от Za обозн ачается:
V ( j )  = { i  / ( Z i f Zá) e K A i + 3 }  
множество индексов последующих вершин от Z^  как:
В Д )  = {к /  ( z . , z kUKA афк}
Так как вес  ^= С , D± .) ребра (Zd , Z- )  должен выполнять
условие :
л U с D? .
< D u U M ( i ) " ik" '_1з " и
в дальнейшем без  ограничения общности предположим:
( d ! .  и U к ,  ) \  d1 
11 keV(i) 1к ^  ^
Поэтому достаточно указать для веса  ребра w ( Z . , Z . )  вместо 
о Л Л ± оf . . = (DV . ,D.  .) только IA jt . Так как в дальнейшем будет и с -I J  1 J X J  ±  J
пользоваться только D. • верхний индекс можно опустить и пи-  
сать IA  ^ для обозначает  область определения п ер ехода .
Множество содержит технологически возможные наборы п ер е ­
менных, для которых переходят от Z  ^ к Z ^  Соответственно Dj
обозначается  множество выступающих в вершине Z . наборовd
областью определения вершин. Она является объединением о б л а с ­
тей определения переходов рёбер ведущих в эту вершину, то
есть:  D. = U D. . и D . .
3 ieV(ö) 13 33
Для практической записи УГ включается в описание. В р е ­
зультате этого запись петель ( Z . , Z . )  в УГ и явная запись их
d U
областей определения D . . становятся лишними.d d
Практическая запись управляющего графа:
УГ S = (Z ,K ,v ,w ) может быть описан путём указания для каждой 
вершины из Z в ес а  v ( Z j ) = ( g £ ^  m) » а для каж­
д о г о  ребра (Z^Z^.) с в еса  ГЬ^. В дальнейшем в основу
описания УГ будет  положен этот  вид описания. При этом верши­
на Z. для общего случая будет  охарактеризована следующими 
параметрами:
1) Л.
2) vi |zá) = (g ( .) t 1 , . . . , g (;j)>m) с g (d) u =<D( 3 ) ,  у . D(j),p >
д ля у —  ^, 2 , . » . , т
3) V(ô)  и N(â)
4) д Ля в сех  i  из V( j )  и для в сех  1 из H ( j ) .
Эта общая форма записи УГ функционально ориентирована. Она 
доп ускает  детальное описание задачи и является основой для 
анализа и преобразований. Но функции могут быть заменены и с 
помощью выражений:
-  вес рёбер f  . • обозначим, так называемым, выражением включе- 
н и яН ^  , а
-  вес вершин ^ , . . . , g ^ ± )  щ) -кой выражений выходов.
При этом следует обратить внимание на т о ,  что при вычислении 
выражений включения и выходов определяют неопределённые мес­
та в соответственных функциях, так что нельзя больше перейти 
от выражений к функциям. Поэтому для определения функций из 
выражений необходима дополнительная информация о наборах, 
встречающихся в управляемом п р оц ессе . Описанный с помощью 
выражений включения и выходов УГ реализовано ориентирован.
Он является основой для непосредственной трансформации в ло­
гические схемы или программы для управляющих компютеров.
Кроме этого для удобства описания возможно одновременное упо­
требление функций /или областей  определения/ и выражений. 
/ р и с . 1 /  Однако при разработке задачи чаще начинают с записи 
выражений включения и выходов.
Для описания несинхронного управления с помощью УГ за основу  
бер ётся  следующая интерпритация: Возможным в управлении ситу­
ациям соответствую т, как ранее было согласован о , вершины, а 
переходам между ситуациями -  рёбра УГ. Область определения
ребра D . . содержит наборы переходов из ситуации Z. в ситуацию 1
Примечание: В случае, если УГ должен быть проверен на надёж­
ность в смысле сети ПЕТРИ, сл едует  считаться с нормированной 
областью определения вершин.
Dj ’ (g ( j ) , l  ’ ' • ■ ’ g ( j ) , m )
или 
или
D j ’( y ( j ) , l ’ • • • , y ( j ) , m )
Рис. 1
В. Преобразование управляющих графов
Преобразование УГ имеет смысл для достижения следующих целей: 
снижение затрат на техническое и программное обеспечения,  
снижение объёма документации, уменьшение времени вычисления 
на ЭВМ, экономия затрат памяти, адаптация структуры к стан ­
дартному блоку, иуществует возможность преобразования УГ с 
помощью объединения вершины с вершиной, или вершины с ребром, 
или разъединения вершин с введением параллельной работы или 
без н е ё .  Однако с точки зрения разработки конкретных управ­
лений рекомендуется соединять по возможности только с о с е д ­
ствующие вершины, чтобы получить обозримую структуру со о тв ет ­
ствующего управляющего графа и его  последующую реализацию.
Это имеет преимущества для производства, обслуживания, ремон­
та и возможного дополнительного корректирования задачи.
Здесь указываются только условия для объединения вершин, ко­
торые встречаются чаще в с е г о .
Условием для объединения вершин является непротиворечивое  
описание задачи с помощью УГ, причём допускаются прохождения 
и параллельные работы.
Zj
и ..jk
И..jk
j k ’ jk
j * k
Z,
Для описания условий совместимости для функции
fiÔ(‘X1»*,*,xn» Z1 ,,e*,Zn) или Функций выходов
g (i) (х^|,... »xn »z i^ » • • • » zn) переменных входа х^,...,хп и
переменных вершины Z^»•••»Z требуются те продолжения
^íj^x1 * * * * ,хп^ или ®(i) у U p . . . , а^), которые зависят только
от переменных входа. Аналогично здесь обозначается и область
определения рёбер как а область определения вершин как
Для таких УГ, или их частей, в которых не встречается
параллельная работа,достаточно рассматривать функции выхода
и перехода только как функции переменных входа х^ ,... ,х и
считаться с штрихованными областями определения D Í . и D!.
J ü
Итак, обозначаются параметры без параллельной работы штри­
хом, как например
Условие для совместимости двух вершин:
Две вершины Z^ и Z^npn офк постояно объединимы, если они 
выступают одновремено как маркированные или как немаркирован­
ные .
Две вершины Z^ и Z^ . при , которые никогда одновремено
не маркированы могут объединятся /рис.2/, zp=zj+k
1. Z. /или \ /  является предшественником Z^/или Z ^/, и не су­
ществует предшественник Z. от Z, /или Z-/, который отличался
бы от Z., и одновременно был бы маркирован с Z. /или Z, /.
О и “•
2. Z^ и Z^ совместимы касательно выдачи, то есть по компонен­
там функции выдачи rn^  в Z j и
^s (k) 1 ’***’s(k) nP B Zk * DjDk = ^ является для этого доста­
точным условием.Если оно не выполняется, то следует проверить 
выполняется ли S(j) , н ^ для кажД°Г0 набора из
, если обе величины определены.
1 2 1
3 .  Zj и Z^ . совместимы касательно продолжения, то е с т ь ,  при 
их объединении не должен возникать нежелательный переход из 
Z  ^ или Zk . Достаточным условием является т о , что для каждой 
последующей вершины le N (  j )  \  {к} выполняется
и соответствено для каждого meîJ(k) \  { j }  -  D tD-Л £ D u D ' .  .
J  К Ш
4 .  При объединении Z  ^ и Z^ не возникает параллельная р а б о т а .  
Достаточным условием является т о , что для каждой пары ( Д ,т )  
последующих вершин с l e I í ( Ó ) \  {k,m} и mel\T(k) \  { j , 1 } вьшолня-
^  V (Di b uDk D -
Условия 3 и 4 могут быть представлены следующим образом:
V l ( l e  (Я( j )  и H(k) )  \ { j , k }  — > ( D ^ u  D ^ ) n
n ( ( D > u  U D ' ) \ ( D * iuD,'1) ) u ( CDl u  U D U \ ( 0 !  и D i , ) ) )  =
i eN (d ) = 0 .
Если две вершины Z  ^ и Z^ выполняют условия совместимости, то 
они могут быть объединены в новую вершину Z  ^ = Z^+к» Для п ос­
тепенного продолжения объединения с новой вершиной Z  ^ сл е ­
дует  определить её параметры.
Для того случая, если управляющая система не содержит парал­
лельной работы, расчёт параметров для /параметры от 
Zp = ^j+k без  паРаллельной работы /, проведён следующим обра­
зом:
1. Dp, = D í u D £
2. v(zp )=(gjp)>1.... Blp h v  =CD cP ),y.D(p),u >
и D( p ) , u =DU ) , P u D ( f e ) , P  и d ( p ) ,
ИЛИ JJ = -"j . . .  щ
3 .  V ( p ) = ( V ( i ) u V ( k ) ) \ { j , k }  и N(p) = (H (3) u N ( k ) ) \  { j , k }
4 .  Dí p =I)Í 3 U Di k  для Bcex 1 из и
Dp]_=Z>j2. u ^ k i для в сех  1 из N(p) .
Для определения параметров от Zp=Z^+k -/спараллельной рабо­
той / следует учитывать паременные вершин /нештрихованные фун­
кции и области оп р ед ел ен и я /, число которых при объединении  
уменьшается на единицу. Правила для определения параметров от 
Z / б е з  пераллельной работы/ применимы и для определения п а -
Jr
раметров от Z / с  параллельной работой / при соблюдении с л е д у -
J r
юцего:
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В каждой функции выходов и каждой области определения вершин 
и рёбер следует записать переменных) вершины Z вместо опущен 
ных переменных вершин Z^  и ; при этом в каждом наборе зна­
чение I 
чение I .
придаётся Z только т о г д а ,  когда Z . или Z, имело зн а -P J J£
4 .  Реализация УГ
В основу реализации УГ в качестве логической схемы и програм­
мы положены выражения включения и выходов. После окончания 
преобразований эти выражения могут быть рассчитаны из соот-  
вественных функций перехода и выхода с применением известных
методов минимизации. Выражение включения Н. . к ребру ( Z . ,Z .)
о Л  ^ ^получается из булевой функции f ^  ^= (D. . ,D.  .) с
-L J ^ I  -L J  - L J
D?,  = (D.u U 
1,1 1 k e N ( i ) Dik)\ Did И Did = VТочно также можно рассчитать выражение выхода у - о г о  выхода 
для i - ой  вершины из функций выходов
Общий выход УГ можно тогда указать как дизъюнкцию выхода мар­
кированных вершин:
Y =г.€г(7( з ) И ’- " ,уСз),тЬ 0
Для многократного использования логических элементов расчёт 
общего выхода может быть сведён  к расчёту булевых функций.
При реализации логической схемы самое простое и обозримое по 
структуре преобразование состои т  в том, что каждой вершине УГ
соотносят памятный элемент. Логику для включения памятных 
элементов получают из необходимых для включения предшествую­
щих вершин и соответственных выражений включения. При усло­
вии, что в УГ для каждого набора из D. . вершина Z. не марки- 
рована, и имеющаяся в вершине Z^ марка передаётся  вершине Z^, 
возможно достижение обратного включения памятных элементов 
ставшими маркированными следующими вершинами, /при известных 
условиях в связи с соответственными выражениями включения/.
Но реализация возможна и с меньшим числом памятных элементов 
путём соотнесения каждой вершине кодового значения, то есть  
набора памяти. Однако при этом следует обратить внимание на 
то , что кодирование свободно от состязания. Кроме этого ,  
здесь  могут быть потеряны преимущества обозримости и удобного  
дополнительного корректирования. Другая возможность состоит в
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применении стандартной структуры для реолизации УГ / 1 8 / .  На­
пример с 16,173 останавливаются на реализации УГ в качестве  
программы для управляющего компютера.
5 .  Пример ;
На этом простом примере показывается описание и преобразова­
ние УГ. Две вагонетки и №2 ед у т , как это показано на 
рис . З  С19з, между контактами Хд- и Xg или Хд и х^ . Переменные 
выходов уд- или yg направляют движение вагонеток или W2
вправо. У 2 или У4 -  в л ев о . При старте обе вагонетки нахо­
дятся слева Хд. = Xg = I  Кнопка х^ приводит обе вагонетки в 
движение на право. возвращается после достижения контакта 
Xg, a W2 ожидает у контакта х4 пока дости гн ет  контакт X j .
УГ с выражениями включения и выхода / б е з  областей  определения/  
показан на р и с .4 .  В вершинах записаны только выходы со значе­
нием I .  Этот УГ может непосредственно служить основой для  
преобразования в логическую схему или программу.
у4
w_
О A l k
Рис. 3
Рис. 4
Если желательны преобразования, тогда надо записать /локаль­
н о /  для соответственных вершин и исходящих из них рёбер в о з­
можные наборы входных переменных, /т о  есть области о п р ед ел е ­
ний/ с помощью уточняющих запросов к управляемому процессу .  
При этом необходимо определять только наборы тех переменных, 
которые изменяются в области соответственных вершин. Показы­
вается  объединение вершин Z  ^ и 2 ^ . Вначале записываются 
необходимые области определения:
X1 x 2
X3 x 4  x 5
° 3  =
( 0 — - -  - }J
D i  = (1 0 — -  - }
Ö Il {1 0 0 1 - }
Следует проверка условий совместимости Z^ и Z^ , это значит 
3 = 3 и к = 4 Первое условие выполнено;
Второе условие -  совместимость функций выдачи -  выполнено, 
так' как = 0 ; Третье условие -  совместимость продолжений
выполено, так как = 0 ; Четвертое условие возникновение
нежелательной параллельной работы -  о т п ад ает , так как и 
не имеют последующих пар.
Следовательно вершины Z  ^ и Z^ совместимы и объединяются 
в Z^+/^.Области определения / б е з  параллельной работы/ для вер­
шины Zо ь и ребра от Z-, до  Z„ получают как следует:
D х2 х^ х^
D -+if = D - u D i  = { О -  -  -  -
1 0 - - - }
D3+4 , 7  = D4 , 7  = ( 1 0 0 1 - }
Р ёбра, ранее ведущие в Z^, ведут теперь в Z^+^ . Выражение 
включения ^2+4 7 для пеРе х °Да из ^3+4 в ^7  можно рассчитать  
по булевой функции £ 3 + 4 7  = ( ° з +4  7 »D3+4  7 ) 
при этом:
D3+4,7 = D3+4,7 и D3+^,7 = В3+^,7
При этом получают нештрихованные области определений с помо­
щью дополнительных переменных Z^+/^h д л я  соответственных вер­
шин Z и Z
3+4 6
1 25
D3+4
D3+4,7
D3+4,7
H,
Х1 х 2  х ^  х ^  X5 z 3 + 4  Z6
0 — -  0  - 1 0
0 — 0  1 - 1 1
1 0 -  0  - 1 0
}1 0 0  1 - 1 1
1 0 0 _Л 1 1 1 }
ДЛЯ
D3 + 4 , 7  " D3 + 4 \  D3 + 4 , 7
I  ~ ( 0  -  - 0 -  1 0
0 - 0 1 -  1 1
1 0 - 0 -  1 0  }
г д в а р е ш е н и я д л я в ы р а ж е н и я
I — Х1 Х ^  и л и X1 z 6
Выражение y ( 3+4 ) }2ВТ0Р0Г0 выхода в вершине следует
выходной функции:’ S (3+ 4)  >2= < ° ( 3^ )  , 2 *D( 3^ )  t 2>
О
(3+4),2 = (1 О ----- 1 -}
из
и
(3+4),2 - {° 1 -) к У (3+4)>2=х.
Полученный УГ показан на р и с . 5.
При достаточном опыте проектировщика не нужна такая подробная  
поэтапная запись объединения вершин. В примере возможно и 
объединение вершин Z  ^ и Z^ в вершину Z^+g , и вершин Z^  и Z,-, 
в Z^+1-7. Полученный при этом УГ показан на р и с .6 .
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ABSTRACT *1
In t h i s  paper i s  e x p la in e d  the c h a r a c t e r i s t i c  f o r  a language , w h ich  can be 
used  f o r  the  d e s c r i p t io n  o f  the s t r u c t u r e  o f  com p utation  and c o n t r o l  pro­
c e s s e s .  By s p e c ia l  e le m e n ts  o f  th e  language i t  i s  p o s s i b l e  to  d e c la r e  
subroutin es  in  v a r io u s  l e v e l s ,  n o n d e t e r m in is t i c  and p a r a l l e l  p r o c e s s in g s .
I t  i s  s t a t e d  a w e l l  d e f in e d  i n t e r p r e t a t i o n  o f  th e  sy n ta x  and a c o n n e c t io n  
to  th e  graph schemes n o t io n .
/
1. L et  V and W be nonempty, enumerable s e t s  ( c a l l e d  s e t  o f  v a r ia b le s
and s e t  o f  v a lu es  r e s p . )  By we mean the s e t  o f  a l l  ( p a r t i a l )  fu n c t io n s
( c a l l e d  v a lu a t io n s )  from V in to  W and e £  i s  the f u n c t i o n  w ith
empty domain, i . e .  De = 0 .  Moreover we note  v  G v, V'C V, b,b^ £ W
and B ,B . £  WV.
1 VFor th e  v a lu a t io n s  from W we d e f i n e :
1° The v a l u a t i o n  b ^ i s  a c o v e r i n g  o f  bj i n  r e f e r e n c e  t o  V' 
(abbr. b ^ b ) ,  i f  V  6  Db, im p l i e s  v  € D b „  and1 V* 2 l t-
b j (v )  = b ^ (v )  fo r  a l l  v  £  V  .
2° The v a l u a t i o n s  b } and b^ are e q u a l  i n  r e f e r e n c e  to  V'
(abbr. b .  = b „ ) ,  i f  b < and b2 <  ^1*
v  ' v  ' v  '
3° The s u p p l e m e n t  o f  b2 by b  ^ (abbr. b j* b 2) i s  d e f in e d  as
fo l lo w s  :
' b j ( v )
b • b_ (v )  =
'df L b £ ( v  )
i f  v €  Dbj and v  Db2  
v £  Db2
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As i s  e a sy  to  s e e ,  th a t  th e  f o l lo w in g  p r o p e r t i e s  are  v a l i d :
-  The r e l a t i o n  <  i s  r e f l e x i v e  and t r a n s i t i v e .
. v  *-  i s  an e q u iv a le n c e  r e l a t i o n .
-  (W ^,*,e) i s  a monoid w i t h  u n i t  e .
-  bj C im p l ie s  bj <  fo r  a l l  b j , b 2  £  WV and V* Ç V' * .
v ” v  ’
Now we expand the n o t io n  in trod u ced  above to  s e t s  o f  v a lu a t io n s :
1ü В j <  В2 i f  and o n ly  i f  V bj(bj £  Bj 3 b 2^b 2 G B2 ^ b j = b 2 ^  
v' v * ^
2° Bj = B2  i f  and o n ly  i f  Bj B2  and B2  <  B^  
v* 1 v' v'
3° В ,• B0 = { b , *b„ /  b ,  £  B, and b .  £  B0 }1 2 d f  2 1 1
b . в = { b }  • В, В • b = В • { b}
df d f
We d e n o te ,  t h a t  fo r  t h i s  a r e  v a l i d  a l s o  th e  above m en tioned  p r o p e r t i e s .  
The u n i t  o f  th e  monoid i s  now the  s e t  { e } .
By the m u l t i p l e  supplement we s h a l l  understand  the  f o l l o w i n g  o p e r a t io n :
П b i f-1
n+l
| S 1 ь .i Л  < i=i V ' n+ 1
and r e s p e c t i v e l y  fo r  s e t s  o f  v a lu a t io n s :
n + 1 n
П
i£ 0
B.
1 df
0 , П B. = B , ,• 1 1 Jr 11=1 df
П
i= l
= ( п в . ) *B , .
d f  i = l  1 n+1
Let F be the s e t o f a l l  f u n c t io n s  from WV • t  oWV jin t o  2 and f  6  F.
Such fu n c t io n s a r i s e s in  e x e c u t io n  o f  the programs in tr o d u ce d l a t e r .  For
s u b s e ts  В o f wv we w r i t e  f (B )  in s t e a d  o f (J f  (b ) . At l a s t  we s h a l l
ьев
in tro d u ce  th e  r e la t io n s  in c lu d in g  and e q u iv a le n c e  f o r  f u n c t io n s  from F.
1° The f u n c t io n  f j  i s  sa id  i n c l u d e d  in  Í 2  i n  r e f e r e n c e  t o  V’ 
(abbr. f j ^ f j ) ,  i f  b £  Df j im p l ie s  b £  DÍ2  and
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f , (b) <  , f  0 (b )  f o r  a l l  b e  wv .1 v z
2° The f u n c t io n s  f j  and f 2 i s  s a id  e q u iv a le n t  in  r e fe r e n c e  to  
V' (abbr. f j  = f 2 ) ,  i f  f j  <  f 2 and f 2 <  f j .
V ' , .
V  * V
I t  i s  e a s y  to show, t h a t  <  i s  r e f l e x i v e  and t r a n s i t i v e ,  and = i s  an 
J  V ’  V *
e q u iv a le n c e  r e l a t i o n .
2 .  Now we o f f e r  th e  sy n ta x  o f  the  language , w h ich  w i l l  be d e f in e d  over the  
s e t  o f  words W(X), w hereat th e  a lp h ab et  X may in c lu d e  the  s e t  o f  v a r i a b l e s  
V and d i f f e r e n t  to  them the s ig n s  : , ; , » , - + , / , ( , C ,  < , ) , ! ,  
> , ~ , V , A , I , Z ,  1 , 0 .  We assume th a t  W(X) i s  a s u b s e t  o f  W.
We understand by th e  s e t  o f  te rm s  from a su b la n g u a g e .  These terms d e s c r ib e s  
th e  a p p l i c a t io n  o f  th e  e lem en tary  o p e r a t io n s ,  f o r  e x .  an in  C33. The s e t  
o f  lo g ic a l  terms l e t  be  a su b se t  o f  T. F o l lo w in g  p r o p e r t i e s  may be v a l i d
f o r  t h e s e  terms and l o g i c a l  terms :
-  The s ign s  Z are  not p r e s e n t  in  T. 1
1)
r e s p .  { ) , ] , > } .
The s e t  T i s  s y n t a c t i c a l  unam bigious.
Under th e se  c o n d i t io n s  we in tr o d u ce  now the  s e t  PT (r e s p .P )  o f  the
program  term s ( r e s p .  program s) as  f o l l o w s :
0 PT = { I , Z , / v / , v : : t  /  vGV,t€T} , Po at “ O Hf PT
2° PT Í P t >v:pt ,£  -* p t , <Ä,p>, ( q ) , C q : , v : p ] ,p 2l /
i+1 d f
P.- i+ 1  df i p , p t . p ;p t /  p t6 P T .}
n ^ it)  denotes th e  number o f  p la ce s  w ith x in  t .1)
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3° рт = U рт .
---- df — 1'Gint. * df « e i n t . — Í
With such program taras from PT (r e s p .  programs from P) the s t r u c t u r e  of  
algorithms w i l l  d e s c r ib e d  s y n t a c t i c a l l y .  For any a p p l i c a t i o n  the s e t  T must 
he choosen  s u i t a b l y .
For program terms r e s p .  programs f o l lo w in g  p r o p e r t i e s  are  cu r r en t:
-  P П T = 0 , PTC P ,
-  PT and 1? are  s y n t a c t i c a l  unam bigious,
-  For every  p £  P^ e x i s t s  one and o n ly  one number n >  1, and
one f u n c t io n  tp :{ 1, . . . ,n  } ->- PT, w ith  p = cp ( 1 ) ; . .  . ;<p (n ) 
p P —  d f  p p p
Every program a r i s e s  by c o n c a te n a t io n  o f  program terms and i s  v i c a  v e r s a  
unam bigiously  decomposable in  th ese  program term s. T h erefore  the  s e t  P i s  
f r e e  g e n e r a b le  from PT to g e t h e r  w ith  th e  s e p e r a to r  ; .
3 . For the i n t e r p r e t a t io n  o f  program terms and programs we now in tr o d u c e  the 
fu n c t io n  Val from the s e t  1? x W^  i n t o  2 ^ .  We presume th a t  e x i s t  an 
i n t e r p r e t a t io n  ( s ig n e d  a l s o  w ith  Val) f o r  the  terms from T? and th e  lo g ­
i c a l  terms from L, i . e .  the  fu n c t io n  Val i s  a ( p a r t i a l )  mapping w ith
T X wV -+ W , L X wV - { true ,, f a l s e } ,  P x WV -* 2W *
Further we demand, th a t  by Val the s ig n s  1 ,0  and the  fu n c to r s  ~ ,V ,A  
are in te r p r e te d  as t r u e , f a l s e  and as n e g a t io n ,  d i s j u n c t i o n ,c o n j u n c t io n  
r e s p e c t i v e l y .
The i n t e r p r e t a t io n  o f  the programs is  then  d e f in e d  s o : ^
fo r  a l l  b G WV 
b (v )  £  P_
V a l ( v : : t , b )  =f  { b 1} with b ’ (v )  d= V a l ( t ,b )  and D b ' d= { v }
The va lu e o f  th e  l e f t  hand program i s  o n ly  then d e fin ed , i f  th e  r ig h t  hand 
s i t e  o f  th e  equation i s  d efin ed  com p lete ly .
1° Val ( I ,b )  = { e }  , Val (Z,b) = 0
df d f
V a l ( / v / , b )  = V a l ( b ( v ) ,b )  i f  
df
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2 ° V a l(v :p t ,b )  { b ! }  w i t h  b ’ (v) d=f  p fc and Db ’ d=f  { v}
V a l ( p t ,b )
V a l(£  -*■ p t »b) d=f  < i f  V a l ( £ ,b )  =
j 0
tr u e
f a l s e
M k=l
V a l(< £ ,p > ,b )  = {  П b, /  b = e  A b , S  V a l(p ,b  • П b . )  A 
,  ^  < К  О К « 1d f  k=o i= o
m
M = Min(m /  V a l(£ ,b *  И b . )  = f a l s e }
i=o
n
Val ((p j ,  .  . .  , P n ) , b )  d=f (J V a l(p i ,b )
i = l
ValCpj,
n
. p ^ . b )  = U n
n  d f  O Æ 0  i = l
П Val (P , . v b ) / 0
V a l(p  . . v j b ) 2 )
ValCvCpj , p 2 l , b )  d=f  V a l ( p 2 , I n t  b (v )  ( I n t  pj (b) ) )
w i t h  In t  p (b) ^  b * V a l(p ,b )  and b (v )  £  _P
V a l(p ;p t ,b )  d=f  У b ' • V a l ( p t ,b * b ’ )
b 'G V al(p ,b )
We d e n o te ,  th a t  the  fu n c t io n  Val f o r  programs d e c la r e  the  r u l e s  o f  e x e c u t io n  
o f  the a lg o r i th m s ,  which  are d e s c r ib e d  by t h e s e  programs. T h ere fo re  i s  the  
domain o f  Val u n d ec id a b le  in  g e n e r a l .
In t h i s  i n t e r p r e t a t i o n  the s y n t a c t i c a l  e lem en ts  have th e  f o l l o w i n g  meaning: 
The e lem en t v : : t  ( r e s p .  v : p t ) c h a r a c t e r i s e s  a v a lu e  a ss ig n m en t  ( r e s p .  a 
name a ss ig n m e n t) .
I  ( r e sp .Z )  r e p r e s e n t  th e  dummy s ta te m e n t  ( r e s p .  a l o o p ) .  The fu n c t io n  Val 
r e s t r i c t e d  to  programs w i l l  be c h a r a c t e r iz e d  s y n t a c t i c a l l y  by / v / .  This  
elem ent corresponds to  the o p e r a t io n  " co n ten ts  o f"  and can be used as go to  
or c a l l  s ta te m e n t .
2 )
By 0  n we mean th e  s e t  o f  a l l  perm utations со over l , . . . , n  .
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Z -* p i s  meant to  be th e  c o n d i t io n a l  s ta tem en t  w i th  th e  i f  c la u s e  Z.
I f  Z i s  n o t  v a l i d ,  than th e  empty s e t  o f  v a lu a t io n s  w i l l  be produced, i . e .  
i t  i s  p r e s e n t  a lo o p .  That i s  d i f f e r e n t  to  the  u su a l  i n t e r p r e t a t i o n s  o f  t h i s  
e le m e n t .  The elem ent < £ , p >  r e p r e s e n ts  the w h ile  s ta t e m e n t .  The program p 
w i l l  be e x e cu te d  performed r e p e a te d ly  as lo n g  as  the  c o n d i t io n  Z i s  v a l i d .  
By vCppP^H a su b ro u t in e  w ith  the name v  w i l l  be c a l l e d .  The i n p u t -  
- p r o c e s s  pj and the o u tp u t -p r o c e s s  p^ r e a l i s e s  th e  in form ation  t r a n s ­
f e r  between program and s u b r o u t in e .  In programming la n g u a g e s  th ese  p r o c e s s e s  
are  used  u .o .  fo r  param eter d e c la r a t io n s .  The v a l u a t i o n  o f  the v a r i a b l e s  o f  
th e  main program w i l l  be push ed . By t h a t  i t  i s  p o s s i b l e  to  d e s c r ib e  r e c u r s iv e  
p r o c e s s e s .
P p P 2  meant the  s e q u e n t ia l  e x e c u t io n  o f  the p r o c e s s e s , which w i l l  be  
d e s c r ib e d  by the  programs Pj and p^.
The elem ent ( p j , . . . , p n ) in tr o d u ce  n o n d e t e r m in is t i c s  in  such way, t h a t  any 
one o f  the  programs P j , . . . , p n can be e x e c u te d .  In th e  r e s u l t  the  s e t  o f  
v a lu a t io n s  a r i s e s ,  which a r e  produced independent by th e  programs P j , . . . , p 2 . 
C p j , . . . , P n 3 d e s c r ib e s  a p a r a l l e l  p r o c e s s ,  where th e  programs P j , . . . , p n 
w i l l  be e x e cu te d  independent to  each o th e r  as  above, b u t  now in  r e s u l t  
a r i s e s  the s e t  o f  v a l u a t i o n s ,  which are  produced by m u l t i p l e  supplement o f  
th e  v a lu e s  f o r  the programs p p p ^ , . . .  r e s p .  in  some seq u en ce . Through the  
s e l e c t i o n  o f  th e se  seq u en ces  the  time o f  e x e c u t io n  o f  th e  p r o c e sse s  w i l l  be 
regard ed . The two l a s t  m entioned  e lem en ts  make i t  p o s s i b l y  to  d e s c r ib e  
v a r io u s  k in d s  o f  p a r a l l e l  and sim ultaneous modes in  e x e c u t io n  o f  th e  
a lg o r i t h m s . C6J. LJJ.
We s h a l l  in tr o d u ce  two more r e l a t i o n s  f o r  programs. For t h i s  we g iv e  f o l l o w ­
in g  d e f i n i t i o n  and make u s e  o f  the n o t a t io n  Valp (b) ^  V a l(p ,b ) :
1о The program Pj i s  c o n ta in e d  in  program P 2  i n  r e fe re n c e  to  V!
(abbr. p. <  p 9) ,  i f  Val p.  <  Val  p„.
V1 4 1 V' z
2 ° The programs Pj and P2  are
(abbr. p =, p „ ) ,  i f  P,  <I V /  у  I
e q u iv a le n t  i n  r e fe r e n c e  to  
2 and p 9 <  P i -
i r  *
V’
As above can be shown: I f  V  C v ' * , then from
P1 v' j <  P2 (re sp .  pj =, p2 ) .  v ?
p l < „  p2 v" ( r e s p .
P2 ) im p l ie s
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E x a m p l e :  We g i v e  s e v e r a l  programs fo r  th e  f u n c t i o n  y = x! in  the  
domain o f  the i n t e g e r s .  The sym bols < ,  = , + , - ,  • ,  0^, 1  ^
mean l e s s  than e q u a l ,  a d d i t io n ,  s u b t r a c t i o n ,  prod u ct ,  
number 0 ,  number 1 r e s p . .
Program w ith  w h i l e  e lem ent:
i : : 0  ; y : : 1 ;< i  < x , i : : i + l  ; y : : i* y >  n J n * n J
Program w ith  g o t o ' s :
i ;  ; 0 n ;y: : l^ jv  : ( i  < x -> ( i :  : i+ l^ ; y :  : i« y ; / v / )  , ~ i  < x  ■+ I ) ; / v /
Program as  a r e c u r s i v e  procedure:
v: (x  = 0 -> y : : l  , ~ x  = 0 -*■ v f x : : x - l  , y : : ( x + l  ) * y 3 ) ; / v /n J n n n n J
In the above s t a t e d  i n t e r p r e t a t i o n  a l l  programs produces the  
same v a lu e s  by e v e r y  v a lu a t io n ,  i . e .  th ey  are  e q u iv a le n t  
among each o th e r .
4 .  Now we are  going to  g iv e  a c o n n e c t io n  between programs w ith o u t  su b r o u t in es  
on th e  one hand and graphs schemes on the o th e r  hand.
L et be S = (N ,E ,n ^ ,n Q) a graph scheme over ]?’ , where
-  N,E nonempty, f i n i t e  s e t s  ( s e t  o f  the nodes and s e t  o f  the  edges)
and N = { n n  } .
I m
-  EÇ N x p* 1 2 3x N w ith  e = (e  , e  ,e  ) €  E 
programs w ith o u t  s u b r o u t in e s .
and P' i s  the  s e t  o f
-  n . , n  €  N (n. i s  the  s t a r t  o f  S and n i s  the  end o f  S)
1  о l о
and
{ e /
nQ does n o t  p o s s e s s  any s u c c e s s o r ,  i . e .
e 6  E A e '  = n г = 0 .o s
-  Each node n e N i s  on a path  from n^ to n . 1}
О
By a path w from n to  n ’ we understand a sequences o f  edges 
e . . .  je^ with e* = n , e^ = n ’ and fo r  every  1 <_ к < 1 i s  v a lid
e lk+1 denote th e le n g th  l(w ) o f  th e  path w.
3
-  135 -
To each path w = ( e e )  correspond one to  one a program 
2 2p(w) = e^; . . .  ; e j .  By Wg we mean the s e t  o f a l l  pathes from n^ to
n . For each v a lu a tio n  b G the ex ecu tio n  o f  S can be d escrib ed  byо
tne fu n ctio n  Val S:
Val S (b) d=f U Val (p(w) ,b )
wGWs
Val S i s  a fu n ctio n  from F. Now we can be proved, th at to  each graph 
scheme S over P_' e x i s t s  a program Pg G ]?' , w ith
Val S = Val ps
V s
(V Ç V means the s e t  o f  a l l  v a r ia b le s  from programs in  E .)  ь
Such a program Pg can be r e c e iv e d , that to  each node n from N we add 
one to one a v a r ia b le  from V—Vg w ith the same symbol and a program term  
P t ( n )  from PT.
Pt (n) df
n :I
n : ( e 2 , / e 3/  ) e : = n i f
n  =  n о
otherw ise
The program pg can be formed to : Pg g f Pt (n ] ) î  •••  ÎPj . Cn^îAm/
As an example we con sid er  the graph scheme in  fig u re  1, which correspond  
to  the program
------*"1> n l
- p ,
n ns2 г —
P2
-------- <>пз
n . 1
F i g u r e  1
n j : ( p j ; / n 2 / ) ; n 2 : ( p 2 ; / n 3 / , p 4 ; / n 4 / ) ;
n3 : (p o ; /n  J/>P3 ; / n 4 / ) ;n4 :1 ; /n J/
5 .  A sim ple  example s h a l l  dem onstrate  th e  e f f i c i e n c y  o f  th e  la n g u a g e .  In t h i s  
c o n n e c t io n  we c o n s id e r  th e  c o n tr o l  f o r  th e  f i l l i n g  o f  two tanks w ith  drain
( s e e  f ig u r e  2 ) .
-  1 3 6 -
F i g u r e  2
The tank 1 r e sp .  2 w i l l  be f i l l e d  by th e  v a lv e  x r e s p .y  and the s ig n a ls  
a ,b  r e sp ,  c ,d  g i v e s  the  l e v e l  o f  th e  f i l l i n g .
We c o n s id e r  x , y , a , b , c , d  as l o g i c a l  v a r i a b l e s ,  so t h a t  f o r  e x .  the  va lu e
o f  x i s  t r u e j i f  th e  v a lv e  x  i s  opened. The f i l l i n g  o f  th e  tanks
b e g in s ,  i f  the l e v e l  g o e s  under a r e s p .  c ( i . e .  the  v a lu e  o f  a r e s p .  c i s
f a l s e ) .  The f i l l i n g  s t o p s ,  i f  the  l e v e l  goes  over  b r e s p .  d ( i . e .  the
v a lu e  o f  b r e sp .  d i s  t r u e ) .  The tank 2 s h a l l  on ly  then  be f i l l e d ,  i f
the l e v e l  in  tank 1 g o e s  over a ( i . e .  the  v a lu e  o f  a i s  t r u e ) . The whole
p r o c e ss  i s  be ing  checked  by a l o g i c a l  c o n d i t io n  1 from o u t s i d e .
Now we c o n s id e r  two v a r ia n t s  o f  th e  c o n t r o l .
»
SI: The tanks 1 and 2 w i l l  be f i l l e d  s u c c e s s i v e l y .
S2: The tanks 1 and 2 w i l l  be f i l l e d  s im u lta n e o u s ly ,  however th e  f i l l i n g  
o f  tank 2 w i l l  be stopped , i f  t h e  l e v e l  in  the  tank 1 g o es  under a.
The c o n t r o l  o f  the v a l v e s  x r e s p .  y  w i l l  be c o n s id e r e d  a s  su b rou t in es  
vy r e sp ,  V . The program p (n o t  s p e c i f i e d  h ere )  may r e a l i s e  the s ig n a l s  
a , b , c , d  and the c o n d i t i o n  £.
During the d e s ig n  o f  SI and S2 th e  su b r o u t in es  v^ and v^ must not  
y e t  been s p e c i f i e d .
We o b ta in  fo r  SI r e s p .  S2 the f o l l o w i n g  programs:
SI : < £ , p ; / v  /  ; / J Ix y
S2: [ < £ , p ; / v  / > , < £ , p ; / v  />1 .x y
The programs f o r  the  c o n t r o l  o f  r e s p .  becomes to :
v^: (xa x : : l , b  -> x : : 0 ,  (ха V xb) •> I )
v^: (асу  + y : : l , ( a  V d) -* у : : 0 ,а ( с у  V dy) -*■ I ) .
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З .Б .  МИАДОВИЧ
ГРУППА АВТОМОРФИЗМОВ ПЕРИОДИЧЕСКОЙ СУТУПУЫ КОНЕЧНЫХ
АВТОМАТОВ
И н с т и т у т  А в т о м а т и к и  
Т е х н и ч е с к и й  У н и в е р с и т е т ,  П о зн а н ь
ВВЕДЕНИЕ.
П он я ти е  " п е р и о д и ч е с к и й  а в т о м а т "  как с п е ц и а л ь н ы й  в и д  " а в т о м а т а  с  
п е р е м е н н о й  с т р у к т у р о й "  в в е д е н о  Гиллом  в 1 9 6 3  г о д у  13 ] -  П он я ти е  
" п е р и о д и ч е с к а я  с у м м а  к о н е ч н ы х  а в т о м а т о в "  в п ер в ы е  бы ло у к а з а н о  
Г ж и м а л а -Б у с с е  в р а б о т е  1 5 ] .  П е р и о д и ч е с к а я  сум м а а в т о м а т о в  и н т е ­
р е с н а  с  т е х н и ч е с к о й  т о ч к и  з р е н и я ,  а  и м е н н о ,  с у щ е с т в у е т  в о зм о ж ­
н о с т ь  э к о н о м и ч н о й  т е х н и ч е с к о й  р е а л и з а ц и и  п е р и о д и ч е с к о й  суммы 
к он еч н ы х  а в т о м а т о в  п о т о м у ,  ч т о  с у щ е с т в у е т  д е к о м п о з и ц и я  п е р и о д и ­
ч е с к о й  суммы а в т о м а т о в  -  т а к а я ,  ч т о  о д и н  и з  к о м п о н е н т о в  д е к о м п о  
зи ц и и  э т о  п р о с т о  автоном ны й а в т о м а т ,  а  в т о р о й  -  обычный а в т о м а т
1 .  ПОСТАНОВКА ПРОБЛЕМЫ.
В э т о й  р а б о т е  б у д у т  р а с с м о т р е н ы  д в е  п р о б л е м ы , с в я з а н н ы е  с  г р у п ­
пой а в т о м о р ф и з м о в  з а к р е п л е н н о г о  а н а л о г а  п е р и о д и ч е с к о й  суммы к о ­
нечны х а в т о м а т о в ,  а  и м е н н о :  к о г д а  автом ор ф и зм ы  з а к р е п л е н н о г о
„° 1 _р-1
а н а л о г а  п е р и о д и ч е с к о й  суммы к о н е ч н ы х  а в т о м а т о в  А  а  , . . .  , а
О  1 Е>~1 „0,1 .р - 1
суж ены  на  м н о ж е с т в а  s  , s  а в т о м а т о в  а  а  , —  , а я в л я ю т ся
э л е м е н т а м и  Г ( а ° ) , Г ( а  Г ( а р  ) с о о т в е т с т в е н н о ,  и к о г д а  э т и  а в ­
том орф изм ы  б у д у т  э л е м е н т а м и  м н о ж е с т в  i s o (a °->a  ) ,  i s o (a  -*а  
ISO (AP _1  -> А°)  .
В р а б о т е  п р е д с т а в л е н ы  н е о б х о д и м ы е  и д о с т а т о ч н ы е  у с л о в и я  д л я  р е ­
ш ения э т и х  з а д а ч .
П роблем ы , с в я з а н н ы е  с  гр у п п а м и  а в т о м о р ф и з м о в  п е р и о д и ч е с к и х  а в т о  
м а т о в ,  р а с с м о т р е н ы  так ж е в р а б о т а х  [ 1 , 4 , 5 , 9 1 .
1 . 1 .  Основные понятия и о п р е д е л е н и я .
В э т о й  р а б о т е  а в т о м а т о м  будем называть тройку (S,£,M)f г д е  
S -  к о н е ч н о е ,  н е п у с т о е  множество состояний;  £ -  к о н еч н о е ,
н е п у с т о е  множество в х о д о в ;  M:Sx£ -* s _ функция следующего  
с о с т о я н и я .
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Автомат е с т ь  с и л ь н о  с в я з н ы й  т о г д а  и т ол ь к о  т о г д а ,  е с л и  д л я  
в с я к и х  пар  ( s , s ' )  с о с т о я н и й  А с у щ е с т в у е т  ueZ* т а к о е ,  ч т о  
M ( s , u ) = s '  , г д е  £* е с т ь  м н о ж е ст в о  в с е х  конечны х п о с л е д о в а ­
т е л ь н о с т е й  э л е м е н т о в   ^ .
Пусть р б у д е т  положительным ч и с л о м .  Т о ч н о  п е р и о д и ч е с к и й  а в ­
т о м а т ,  д а л е е  -  п р о с т о  п е р и о д и ч е с к и й  а в т о м а т ,  V е с т ь  т р о й к а
( s + , Z , м+) ,г д е  s + е с т ь  п о с л е д о в а т е л ь н о с т ь  s + s + s +
о 1 р - 1
конечны х н еп уст ы х  м нож еств  с о с т о я н и й ;  Z е с т ь  к о н еч н о е  н е ­
п у с т о е  м н ож еств о  в х о д о в ;  М+ е с т ь  п о с л е д о в а т е л ь н о с т ь  
+ + +м , н , , . . . , м „ функции сл ед ую щ его  с о с т о я н и я ,  г д е :о 1 р - 1
+ + + +М : S X Z -*■ S , , . ча а а + 1 (mod р ) и a 0 , l , . . . . j p  1
Число р б у д е м  назы в ать  п е р и о д о м  V .
З а к р е п л е н н ы м  а н а л о г о м  V п е р и о д и ч е с к о г о  а в т о м а т а  V = (S> ]
я в л я е т с я  автом ат (S ,£ ,м  ) , г д е  s =SQ U S  ^ U . . .  U и
M# :S* X £ -+■ s е с т ь  функция п е р е х о д о в ,  о п р е д е л е н н а я  д л я  в с я ­
ких s 6 S+ , а € Z а = 0 , 1 , . . . , р— 1 , следующим о б р а з о м :3.
M *(s,a) = М+ ( s , о ) .
а
П усть А° = (S°,E , М°), A ^CS1 ,Е,М* , АР * = (SF ,Z,MF )
б у д у т  а в т о м а т а м и , п у с т ь  ф : s °  ■* S1 , H'jiS 
б у д у т  в з а и м н о  однозначны ми функциями.
АР-1•»А ,  с в я з а н н
е с т ь  п е р и о д и ч е с к и й  автом ат (S+ ,Z,M+)
л. \Р-1 = (с?  1 У. МР 1
^Q S0 T jt 1 ^ S2 , 4p_] :Sp 1 -> S°
.
.0 .1 р-1
П е р и о д и ч е с к а я  с у м м а  а в т о м а т о в  А ,А а я  с
ф у н к ц и я м и  ¥ , W j , . . . ,  'i'p.j
с п е р и о д о м  р,  , г д е  s + “ п о с л е д о в а т е л ь н о с т ь  S ° ,S  * , . . . ,  Sp ,
+ + + + 
а М -  п о с л е д о в а т е л ь н о с т ь  MQ , Mj , . . . ,  Np_ i ’ , г д е  для в с е х
s e s при а = 0, 1, . . . ,  р - 1
М+ ( s , а) = Ч Ma ( s ,а)
о 6 I им еем
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П у с т ь  А = (S,£,M) и В = (T ,£ ,N ) б у д у т  а в т о м а т а м и .
Ф ункция ф : Б  -> Т н а з ы в а е т с я  г о м о м о р ф и з м о м  и з  А в Б т о г д а ,  
к о г д а  д л я  в с е х  s € S , о 6 Е
ф ( М ( э , а ) )  = И С ф Ы . с О
Ф ункция Ф н а з ы в а е т с я  и з о м о р ф и з м о м ,  е с л и  ф в з а и м н о  о д н о з н а ч  
на  и о т о б р а ж а е т  м н о ж е с т в о  S на м н о ж е с т в о  т . Ф н а з ы в а е т с я  
а в т о м о р ф и з м о м  а ,  е с л и  Ф -  и з о м о р ф и з м  и з  А в А 
М н ож еств о  в с е х  а в т о м о р ф и з м о в  А е с т ь  г р у п п а  а в т о м о р ф и з м о в  
о б о з н а ч е н н а я  ч е р е з  Г(А). М н о ж еств о  в с е х  и з о м о р ф и з м о в  и з  А 
в в о б о з н а ч а е т с я  ч е р е з  ( А В ) .
РЕЗУЛЬТАТЫ.
Т е о р е м а  1 .
П у ст ь  А° = (S ° ,E ,M °),  А1 = ( s ' . Z. M1 аР 1 = (SP ’ , £ , МР ’ )
S , \F, : S J s2, . .
, с в я з а н н о й  с  ф ункциями V  V ’ " ’ ^p- i и
б у д у т  с и л ь н о  с в я зн ы м и  а в т о м а т а м и ;  п у с т ь  У :S
у .дР-1 б у д у т  в з а и м н о  о д н о з н а ч н ы м и  ф ун кциям и,
Р - 1 ' + +
П у с т ь  V = (s  , Е,м ) б у д е т  п е р и о д и ч е с к о й  сум м ой  а в т о м а т о в  
А0 ,А 1 ..........Ар- '
V* = (S*,Z,M*) б у д е т  з а к р е п л е н н ы м  а н а л о г о м  у  •
П у с т ь  д л я  а = 0 , 1 , . . . , р— 1 aa :Sa +  s a б у д е т  ф у н к ц и ей  a : s* -> s*  >
д
с у ж е н н о й  на  м н о ж е с т в о  s a , с о о т в е т с т в е н н о ,  т а к а я ,  ч т о  а €Г(А )3.
Т о г д а  с у щ е с т в у ю т :
а м й г ( а М ) ’ V i 6 Г ( а М _ 1 > и
V l  = ¥М ^М-1 "  ■ V b  2 V - 1 , г д е
а  Г (у  * ) . .
Д о к а з а т е л ь с т в о .
СЦ, . = .ri— 1 М-2 vu w ш”  М+1 М М-1»
М €  {  0 ,  1 ,  . . . , р - 1 } т о г д а
П у с т ь  а  €  Г (у*) f т о г д а  д л я  в с е х  s € S*, а  6 £ и м е е м
М-1Это значит, что для всех s 6 S , о е Е
“М V l  - V l
ми для всех s € S , о £ Т,
V i  ïm мМ(з-а) ■ ’’м мЧ < !° - а )-
.М-1Из предположения имеем для всех s € S а 6 Z
мм~1V l  ^  (S,a) = мм~1(ам_1(з),а)
мтакже существует s € S , ст е Z т ак ое , что
а,М ф ММ(ам(з),а)
Из этих условий получим, что
ам V i  -  V i  V i
и далее
OL, -  У V и/ щм м-1 ТМ-2 ••• V l  V  
мС другой стороны, существует s € S , er € Z такое, что
V i  * V 0^  
мпотому, что ам $ Г (А ) . .
Когда вместо а^+1 в последнее условие можно записать
а = ш ш ш шМ+1 М М-Г М+2 М+1
то тогда получим, что
а  ф ф у и/ шМ т М-1 М-2 *-• М+1 М
т о -ест ь  мы получили противоречие, что доказывает теорему
Теорема 2
А° = (S°,Z,M°), А1 = (s’.E.M1)Пусть 9 • • •  9 Ap-1.(Sp-|,Z,M1- 1)
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б у д у т  с и л ь н о  св я зн ы м и  а в т о м а т а м и ;  п у с т ь  ^0 :S°  ^  ^ j ï S 1 -* S2 , . . . ,
y :SP_1 s °  б у д у т  в з а и м н о  о д н о з н а ч н ы м и  ф у н к ц и я м и .
р - 1
П уст ь  у  = (S+ ,E,M ) б у д е т  п е р и о д и ч е с к о й  сум м ой  а в т о м а т о в
А°, А1, ___ Ар_1 , с в я з а н н о й  с  ф ункциями H'q , ^ p - i ’ »
* , * * ., 
п у с т ь  V = (S , £ , м  ) б у д е т  з а к р е п л е н н ы м  а н а л о г о м  V ,.
* *П уст ь  ф: g -* s б у д е т  т а к о й  в з а и м н о  о д н о з н а ч н о й  ф у н к ц и е й ,  ч т о  е е  
с у ж е н и я  на  м н о ж е с т в а  с о с т о я н и й  s ° ,  s 1, . . . ,  s p_1 б у д у т  с о о т в е т с т в е н -
п о -
но  равны  п о с л е д о в а т е л ь н о с т я м  ф ун к ц и й  ^ р - 1  ^р-2 ^1
&  о  V l  Ÿ2 V ’ • • • » ^ р - 2  ¥р -3  Не с у щ е с т в у е т
с л е д о в а т е л ь н о с т ь ( Ч /м_ 1 ^  2 . . .  ум+1 ч» ) g Г(АМ) , ’о г 'ц а  и т о л ь к о  т о г д а ,  
е с л и  ф $ Г (у* ) , г д е  М = 0 , 1 , . . . ,  р— 1
Д о к а з а т е л ь с т в о .
Н е о б х о д и м о е  у с л о в и е .
П уст ь  ф е  r(v*)> • Э т о  з н а ч и т ,  ч т о  д л я  в с е х
ф(М * (s ,a )  ) = M * (0 ( s ) ,a )
м
и д а л е е ,  -  дл я  в с е х  s 6 S , о G Z
ф ¥м A s , о )  = ММ(ф( s )  , а ) ,
г д е  м = 0 , 1 , . . . , р—1.
м
Из п р е д п о л о ж е н и я  и м е е м  д л я  в с е х  s 6 S , а е £
<4. V . • ■ • V2 V.) "м ■ ^ 4 -, • • • Vs)>а)
мС д р у г о й  с т о р о н ы , с у щ е с т в у е т  s 6 S , а G Z т а к о е ,  ч т о
<Vl V 2 ••• V l V  «“(Vl V 2 V s)>0)
и п о с л е д о в а т е л ь н о с т ь  функций
^М-1 ^М-2 V u  V  ^ Г(АМ) .
Из д в у х  п о с л е д н и х  у с л о в и й  мы п о л у ч и л и  п р о т и в о р е ч и е .
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Д о с т а т о ч н о е  у с л о в и е .
*
К о г д а  ф g г (у * ) ' т о г д а  с у щ е с т в у е т  s G s  а  е  Z т а к о е ,  ч т о
ф (М *(э ,а ))  ^ М * ( ф ( в ) , а ) .
М г 1П усть  s € S , г д е М  € { 0 , 1 , . . . , р—1 } т о г д а  как  в ы т е к а е т  и з  о п р е д е л е
ния з а к р е п л е н н о г о  а н а л о г а  п е р и о д и ч е с к о й  суммы а в т о м а т о в  и с у ж е
п о л у ч и м , ч т оний функции ф на м н о ж е с т в а  SM, SM+I
(у у Ф
М м - 1 М+1) YM « * ( » ,» )  + ММ(Ч'М_ 1 . . .  y s ) , o ) .
П у ст ь  ^ м _ 2  • • •  \ + i  ^м) 6 Г(АМ) ,  э т о  з н а ч и т ,  ч т о  д л я  в с е х
Мs € S , 5 G I
( V l V 2 • • •  V i  V  -  « X - l  V 2 • • •
В э т и х  д в у х  у с л о в и я х  мы п о л у ч и л и  п р о т и в о р е ч и е .
Т е о р е м а  3 .
П у ст ь  А° = (S ° ,Z ,M °) ,  а 1 = ( S 1,E,M1) , . . . , A P_1= (SP _ \ z ,  t i " 1) 
б у д у т  с и л ь н о  связны м и изом орф ны м и а в т о м а т а м и ;  п у с т ь  у ; s °  -*■ s '
1 2  р - 1 О 0  ’
-+ S -> S б у д у т  в за и м н о  о д н о з н а ч н ы м и
ф ун к ц и я м и , п у с т ь  а :S°  -* s ° ,  а . : S 1 -»■ S 1, . . .  ,а  :SP_1 -»• Sp_1
О 1 P * + +
б у д у т  в з а и м н о  о д н о зн а ч н ы м и  функциями и п у с т ь  у  = (S ,Е,М ) б у ­
д е т  п е р и о д и ч е с к о й  сум м ой а в т о м а т о в  д^, А*,  . . .  ,АР_1 , с в я з а н ­
ной с  ф ун кциям и Tq , Ч* j .
* *
П у ст ь  ф : S ■+ S б у д е т  т а к о й  в з а и м н о  о д н о з н а ч н о й  ф у н к ц и е й ,  ч т о
б у д у т  с о о т в е т с т в е н
+
е е  с у ж е н и я на
но равны Р о
V  V • • 9 Ч* , P-1
т о г д а , е с л и  не
и а М ^ Г (А1
S ° , S S p 1
а
я в л я ю т с я  и зо м о р ф и зм а м и  т о г д а  и т о л ь к о  
* ' М-1,   с у щ е с т в у е т  ф € Г(V ) т а к а я ,  ч т о  a M_ j  € Г ( АМ )
.Мч г „ , _il
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Д о к а з а т е л ь с т в о .
П у с т ь  ф € Г(V ) ; п р и  э т о м  мы п о л у ч и м ,  ч т о  д л я  в с е х  ses*, о е £
ф M *(s,a) = М * ( ф ( в ) , а ) .
„М-1Э т о  т а к ж е  о з н а ч а е т ,  ч т о  д л я  в с е х  s 6 S , о 6 Z мы и м е е м  
ф V i  M ^ C s . a )  = V i  ММ' 1( ф ( з ) , а )
и д а л е е ,  как в ы т е к а е т  и з  с у ж е н и я  ф ункции Ф на м н о ж е с т в а  S
“м V i  = V i  mM’ 1(V i ( s ) , 0 ) -
М-1
рми S , :
М-1
Из п р е д п о л о ж е н и я ,  ч т о  c l ,  . 6 Г (А ) и м е е м ,  ч т о  д л я  в с е х  
М-1 М_1s e s ,  a е £
V i  1 Cs,cr) = Мм 1 (otM_ , ( s )  , a )
Из э т и х  у с л о в и й  п о л у ч а е м  у р а в н е н и е
ам ^М-1 = 1 “м- г
Н е о б х о д и м о е  у с л о в и е .
м _ _
Из п о с л е д н е г о  у р а в н е н и я  п о л у ч и м  д л я  в с е х  s e s  , о  е  h вы ра­
ж е н и е  :
ам = ¥М-1 “м-1 V - 1  ’
мС д р у г о й  с т о р о н ы ,  и з  п р е п о л о ж е н и я ,  ч т о  « Г(А ) , и м е е м ,
м _
ч т о  с у щ е с т в у е т  s  е  s  , а е  4 т а к о е ,  ч т о
aM $  M>1 (ам ( s ) »сг)
ТМ-1 аМ-1
M^Cs,а) ф М-1 аМ-1 C i <s)-o)-
или
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П р и в ед ен н ы е  выше н е р а в е н с т в а  б у д у т  истинны м и т о л ь к о  т о г д а ,  е с л и  
\ _ 1  ^ 1 so  (АМ 1 -*■ АМ) п о т о м у ,  ч т о  ам_ 1 6 Г(АМ 1 ) . т о г д а
мы п о л у ч и м  п р о т и в о р е ч и е .
Д о с т а т о ч н о е  у с л о в и е .
П р ев р а т и м  у с л о в и е
М М-1
= Ÿ.М-1 аМ-1
в ви д
-1
^М-1 аМ V - 1  “m- i
М+1Д а л е е  и м е е м ,  ч т о  д л я  в с е х  s e s  , а €  Е
Vi ^ 1(s’a) = mM(V i(s)’0)
М-1 м,п о т о м у ,  ч т о  у е  i s o  (А -*■ А ) и в п о с л е д с т в и и  п о л у ч и м ,  ч т о  д л я  
М-1
в с е х  с -М-1s e s  , а € Z
Vi =мМ(“м V i V,<s)-0)
и д а л е е
-1
« " ( V i  V i <8),0> ’  « V V i V i ( s ) - 0)
и з - з а  п р е д п о л о ж е н и й  у е  ISO (А
М-1
М-1 .М .М-1.А ) и ам_ J €  Г(А )
.МчЭ т о  з н а ч и т ,  ч т о  мы п о л у ч и м  п р о т и в о р е ч и е ,  т а к  к ак  6 Г(А )
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L . SZLÁVIK, I .  NAGY
НЕКОТОРЫЕ ПРОБЛЕМЫ АВТОМАТИЧЕСКОЙ ЛОКАЛИЗАЦИИ
ОШИБОК
Исследовательский Институт Вычислительной 
Техники и Автоматизации ВАН
1. ПОСТАНОВКА ПРОБЛЕМЫ
В настоящей статье мы занимаемся автоматической локализацией 
ошибок смонтированных цифровых печатных плат, основанной на 
применении проверяющих последовательностей, а также на дополни­
тельных измерениях, проведенных во внутренних точках исследуе­
мой сети.
Изложенная здесь проблема является частью находящейся в стадии 
разработки проекта "системы проверки плат" [1: в отделе цифро­
вой техники ИИВТиА ВАН.
Основная идея метода локализации ошибок такова же, как "техник" 
делает при ручной локализации ошибок с помощью тестпрограммы, 
выполненной автоматическим тестом. То есть, в ходе выполнения 
тестпрограммы приостановим ее при тесте, обнаруживающем первую 
ошибку. На определенных деталях сети производятся дополнитель­
ные измерения с повторением уже выполненной части тестпрограм­
мы, имея при этом следующие информации:
1/ Обнаруженный признак ошибки на первичных выходах сети;
2/ Выполненные тесты до теста, обнаруживающего первую ошибку;
5/ Логическо-топологические данные сети;
4/ В данной фазе локализации результаты в предшествующем вы­
полненных дополнительных измерений.
Метод, применяемый здесь, способен локализировать все такие 
ошибки смонтированных цифровых печатных плат, которые вообще 
возможно обнаружить с помощью тестпрограммы.
В дальнейшем мы опишем важнейшую часть процедуры локализации 
ошибок так называемую селективную разметку испытаний, указываю­
щую подряд детали, подлежащие измерению, от выхода детали, к 
ее входам вплоть до места причины ошибки.
Селективная разметка испытаний означает следующее: первой де­
талью выбирается для дополнительных измерений, та деталь на 
выходе которой обнаружена ошибка. Очевидно, что выход этой де­
тали будет первичном выходом исследуемой сети. /Если имеется 
больше таких деталей, то из них выбираем любую и можно дока­
зать, что независимо от выбора, всегда будет локализирована 
одна ошибка./
Если деталь ß уже выбиралась в какой-то предшествующей фазе 
разметки испытаний, то повторяется испытателем нужная часть 
тестовой последовательности. На основании этого испытатель 
устанавливает - деталь ß годна или негодна по отношению к тес­
товой последовательности. В случае негодной детали, он заменя­
ет ее и возобновляет процесс испытания сети. Если деталь после 
этого годна, то дальнейшие испытания будут проведены только на 
тех деталях, подключенных к входам детали ß , которые являлись 
исключительно-определяющимися входами детали
2. МАТЕМАТИЧЕСКОЕ ОБЕСПЕЧЕНИЕ
где : деталь. и
A" селективная
разметка испы­
таний .
ТЗЗ
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Определение таких существенных входов становилось возможным 
введением понятия определяющего множества.
Перед тем, как определить вышеуказанное, рассмотрим деталь как 
автомат.
ОПРЕДЕЛЕНИЕ 1 
ДЕТАЛЬ - АВТОМАТ
Пусть, множество входов детали А : х = { х ^ , х 2 , . . . ,  х п } и ее
входов к.
Тогда деталь а  может быть задана следующим автоматом:
А = < В , ; В ; Q; Ő>1 п
Где выходной алфавит /множество значений к/; в^КО,].} 
входной алфавит /множество значений х/; Вп={0,1}п 
множество внутренних состояний; Q = { q 1 , q 2 , . . . , q n } 
функция переходов; ő :BnX Q Q X B 1
После этого рассмотрим определяющее множество.
ОПРЕДЕЛЕНИЕ 2
ОПРЕДЕЛЯЮЩЕЕ МНОЖЕСТВО
В каком-то состоянии q ^ .деталь-автомат а  некоторое
D ° ( q .  ) = { х 0 . , х °  , . . . , х °  } ; х ° . е { 0 , 1 }  , i e { l , 2 , . . . , к}
J 1  J X J Z  J K
значение множества
Dj ( q i ) = { x j i ' x j 2 ' - - - ' x j k } ; Dj ( q i ) £ X
называется определяющим множеством, если существует q^eQ и
К б В р  ч т о
V G°(q± ) [ 6 [ D ° ( q i ) U G ° ( q ± ) ; q± ] = ( q £ ;K°)]  , (*)
1 50
где
Gj ( qi ) = Х \  Dj ( q i ) .
ОПРЕДЕЛЕНИЕ 3
ЭКВИВАЛЕНТНОСТЬ ОПРЕДЕЛЯЮЩИХ МНОЖЕСТВ
Определяющее множество D ( q i ) эквивалентно определяющему мно­
жеству
D°(qi) ; D° (q±)€Е[D°(q± )] ,
тогда и только тогда, если
\/ G j ( q± ) G° ( q. ) [  б [ D° ( q . )  G° ( q± ) ; q ± ] = 6 [ D° ( q. ) G° ( q± ) ; q± ] J .
ОПРЕДЕЛЕНИЕ 4
ОГРАНИЧЕННАЯ ЭКВИВАЛЕНТНОСТЬ ОПРЕДЕЛЯЮЩИХ МНОЖЕСТВ
Определяющее множество D . ( q . )  есть ограниченное эквивалентное3 г q  о
множество определяющего множества D ( q . ) ;  d . ( q . )eR [ D ( q . ) ]  ,
36 1  ^  1  S  36 1
тогда и только тогда, если
D°(q.)e E[D°(qi)] И D°( q . ) С D°( q . ) .  j a
ОПРЕДЕЛЕНИЕ 5
САМАЯ ОГРАНИЧЕННАЯ ЭКВИВАЛЕНТНОСТЬ ОПРЕДЕЛЯЮЩИХ МНОЖЕСТВ
Определяющее множество D . ( q . )  есть самое ограниченное эквива-
■3 i °, .лентное множество определяющего множества D^Cq^ ;
D ° ( q . ) e  R [D°(q. ) l ,  тогда и только тогда, если
1  1— O ' 36 л_
Dj ( q i )e Rs [D£( qi )] И Rs [Dj ( q i )] = { ° j  (cqi  )} *
3. выводы
После этого наши существенные постановления следующие:
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З.1./ Любое значение множества х° = { х ° , х ° , . . . , х ° }  принадлежа­
щего к полному множеству входов х является определяющим 
множеством в каждом состоянии деталь-автомата А. Так как 
Dj ( ) =  X => G^ )= 0 , поэтому выполнение условия (*) 
очевидно.
З.2./ Элементами множества D^CqJ принадлежащего какому-нибудь 
множеству D ° ( q . ) e  Rl c l D° ( q . )  = х°] являются те входы, 
которые однозначно определяют переход деталь-автомата,
находящегося в состоянии q , _но пропуская один из эле­
ментов множества D^Cq.^) переход деталь-автомата станет 
уже непригодным.
З.З./ Пусть множество R. [ D° ( q . ) =  х 1 содержащее самые ограни-
Ä 1 о оченные эквиваленты множества X , где X множество входов 
деталь-автомата А при состоянии q± - определяющее мно­
жество /см. 1./. Можно доказать, что для любого опреде­
ляющего множества D?(q.)£R, Q[ ü ° ( q . ) = х°] достаточно про- 
вести исследование только на деталях подключенных к вхо-
дам хj q'хj 2 ' , х . ,  детали а , где
{ x j l ' Xj 2 ..........Xj k } = W  -  Х •
Поэтому целесообразно разметку исследований осуществить 
по любому элементу с наименьшей мощностью множества
R L S lD? <qi> = Х° ’ •
Таким образом осуществляя разметку исследований в сети 
от ошибочного выхода к входам мы заведомо найдем ошибоч­
ную деталь.
4. ЗАКЛЮЧЕНИЕ
Из этого следует, что о вышесказанном способе локализации оши­
бок вобщем можно сказать следующее:
4.1./ С его помощью все ошибки локализируемы, покрытые набора­
ми тестов.
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A. 2./ В процедуре применяемая селективная разметка исследова­
ний обеспечит, что не увеличивается пропорционально вре­
мя выполнения локализации ошибок, а также не увеличива­
ется пропорционально потребляемая емкость памяти вычис­
лительной машины при увеличении размера сети.
ЛИТЕРАТУРА:
1. ivies J ., Szlávik L.: Некоторые вопросы проверки смонтиро­
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K. SAPIECHA
О ВЗАИМОЗАВИСИМОСТЯХ МЕЖДУ P-АЛГОРИТМОМ И АЛГОРИТМАМИ, 
ИСПОЛЬЗУЮЩИЕ ПОНЯТИЕ БУЛЕВОЙ ПРОИЗВОДНОЙ
Институт Вычислительной Техники 
ВТУ Варшава
Одним из основных компонентов любой системы автоматического 
проектирования логических схем является блок генерирования 
тестов.
Тестом неисправности j/a /постоянное значение a на j-том соеди­
нении/ модуля м называется такой набор входных переменных х ^ а, 
что существует выходной полюс Y , состояние которого позволяет 
отличить исправный модуль от неисправного.
Из этого непосредственно вытекает, что совокупность тестовых 
наборов т ^ а для неисправности j/a можно вычислить используя 
булевую производную. Под Булевой производной функции F . ( X )  по 
переменной х_. понимается следующая функция:
3F.
Эх— = F .(х.,..., X...., X ) i l  1 п F  i  ( X j  '  •  •  •  !  X  ^  r  X . /  Х .  - . / . . . / Х  )j D + l n
® - сумма по модулю 2,
X ' - инверсия переменной x^.
Как видно, второе слагаемое в правой части выражения отличает­
ся от первого инверсным значением переменной х^. Это соответ­
ствует изменению значения сигнала х. в узле j, которое вызвано,
 ^ ■ 3F-например, неисправностью узла j 
то это обозначаем, как
(Н±_. ( X j / a ) = l ) <  = >Fi(xj/a,
t___
Заметим, что если н . .=1D
_1
Эх . '
, x / /a)iF.(x4 “ ....... о........x j /a)
X .:
i
V
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Для внутреннего узла к  имеем:
Fi - Gi (x> V
3F .
Э£Г - Gi (X' V  © G i (X' Фк
и соответственно
( Н± к (Хк / а ) = 1 ) < = > С ± (Хк / а , 1 )  + G A X k / a , o ') ,
что конечно удовлетворяет условию теста неисправности к / а .
Из выше сказанного следует, что булева производная оказывается 
подходящей для вычисления тестов. Но основной трудностью приме­
нения' булевой производной в системах автоматического вычисле­
ния тестов, которые были разработаны для практических иссле­
дований, является очень сложная процедура вычисления функции
i£i
3fk ’
С целью упрощения этой процедуры, многие из авторов занимались 
структурным подходом для вычисления булевой производной. Легко 
видеть, например, для элемента И /AND/  получаем:
F ( X )  =  X . х _ . . . X1 2  п
9F-zz— = х , х _ . . . х .  . X .  л . . . х  Эх.  1 2  J - 1  3 + 1  п
Это выражение очень простое, затем легко вычислить функцию, ко­
торая описывается этим выражением. Соответствующее выражение 
можно получить для других логических элементов. Таким образом, 
предлагается расчитывать булеву производную элемент за элемен­
том, начиная от выходов схемы. Однако нетрудно заметить, что 
этот метод допустим только тогда, когда в сети нет разветвле­
ний. Очень сложным является тоже его расширение в случае крат­
ных неисправностей.
Исходя из этого будет показано, что общий структурный метод 
вычисления булевой производной заключается в том, чтобы анали­
зу
155 -
тически описать процесс параллельного распространения в схеме 
эффекта ее  неисправности /т а к  называемой D-информации/.
Как уже было сказано, булева производная функции F по перемен­
ной X . определяет все выходные наборы схемы, реализующей функ­
цию F, на которых возбуждение переменной вызывает возбужде­
ние выхода схемы. Это возбуждение может быть типа 0+1 или 1+0. 
Пусть Д обозначает переход 0+1, а V переход 1+0. Рассмотрим 
таблицу истинности соответствующую элементу И в выше определен­
ной логике:
И 0 1 д V
0 0 0 0 0
1 0 1 д V
д 0 д д 0
V 0 V 0 V
Условия возбуждения выхода элемента И можно записать используя 
булевые переменные, определенные как ниже:
✓ ч Г 1, сигнал xi изменяется 0+1 
I 0, в противном случае
{1, сигнал xi изменяется 1+0 0, в противном случае
Таким образом мы получаем:
г  N / X  ^^  s  X у  у  '  X W '  .  X /Л  f  X / X Г X / \
x 3= f  ( х 1 , х 2 , х 1 , х 2 , х 1 , х 2 ) = х 1х 2+ х 1х 2+ х 1х 2= ( х 1+ х 1 ) ( х 2 + х 2 ) ( х 1 + х 2 )
x 3 = f  ( х 1 , х 2 , х 1 , х 2 X f x 2 ) -  х 1 х 2 + х 1 х 2+ х 1 х 2 = ( х 1 + х 1 ) ( х 2 + х 2 ) ( X  + х  )
Условия для остальных типов логических элементов можно полу­
чить подобным образом.
Для обобщения выше указанной конструкции, нужно использовать
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метод суперпозиции. Так как функция F может быть вычислена с 
помощью суперпозиции элементарных функций f0, выполняемых от- 
дельными элементами схемы. Таким образом, функции F и F можно
Л  V
вычислить при помощи суперпозиций элементарных функций fa и fa, 
ае {И, И-НЕ, ИЛИ, ИЛИ-HE}. Чтобы определить необходимые для 
возбуждения условия выхода схемы,надо установить входное воз-
/Ч V
буждения, а затем вычислить функции F и F .  Например, для схемы
✓ ч V
показанной на рисунке, функции F и F представляются как видно.
1
F
V
F
А Л Л
х 7= ( х 4+х4 ) ( х 2+ х 2 ) ( х 4+ х 2 >
V V V V V
х 7= ( х 4+х4 ) ( х 2+ х 2 ) ( х 4 + х 2 )
х 8= ( х 3+х3 ) ( х 6 + х 6 ) < х 3 +х6 )
Х8=<Х3+Х3 ) ( Х 6 +Х6 ) ( Х 3+Х6 )
Л  V v  V V
xg=(x'+х7 ) ( X ^ + X g ) ( x 7 + X g )
w / \  Л  Л  Л
х д= ( х 7+ х 7 ) ( X g + X g ) ( x 7 + X g )  .
Установление входного возбуждения (x1,x2,Xg)=(o,o,l) и 
(х  , х  , х  )=(0,1,0) приводит к результатам
/Ч X A J  v
F ( x 1 , x 2 , x 3 , 0 , 0 , 1 , 0 , 1 , 0 ) =  и F ( x ^ , x 2 , X g , 0 , 0 , l , 0 , l , 0 )= х ^
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Это обозначает, что возбуждение 1-*-0 переменной х2, и 0-»-1 пере­
менной х3 вызовет возбуждение СК1 выхода схемы тогда, когда 
х1=1, либо возбуждение 1-*0, когда х^=0.
Нетрудно заметить, что между функциями F , F и -—  должна су- 
шествовать какая то связь. Можно доказать см. в J[l] /доказа­
тельство здесь обойдем/, что
f f -  = F (X ,  С , ,  С , )  + F ( X , С , ,  С . )
° x j  J J  J J
Когда j  не разветвляется, или 
f f -  = F ( X , С , С . )  + F ( X ,  С . ,  С , )  .OXj  J J  J J
~ v
Когда j  является символом разветвления. Функции F и F получа­
ются из функции F и F путем простой коррекции [ 1 ] .  Вектор
А V
( X,  с j , СУ) соответствует возбуждению соединения j  /необяза­
тельно входной переменной/.
Эти зависимости показывают, что структурный метод вычисления 
булевой производной заключается в том, чтобы аналитически опи­
сать вышеуказанный четырехзначный модуль.
Л Ct v CtТеперь заметим, что алгебры <{0,1,a ,v }, f  , f  > и
<{0,1,D,D}, ha> являются изоморфными. Например, для элемента И
выполняется :
И 0 1 д V и 0 1 D D
0 0 0 0 0 0 0 0 0 0
1 0 1 д V 1 0 1 5 D
д 0 д д 0 5 0 5 5 0
V 0 V 0 V D 0 D 0 D
Следовательно, структурный метод вычисления булевой производ­
ной приводит нас к аналитическому представлению D-алгоритма. 
Таким образом, они эквивалентны и выбор одного из двух допусти­
мых вариантов вычисления зависит от потребности.
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децентрализованная система динамического управления автома­
тически коммутируемой сетью связи должна обладать особенно­
стью адаптации к изменяющимся условиям, т .е .  для каждой си­
туации на сети связи система управления должна выбрать опти­
мальный план распределения потоков информации. План распре­
деления потоков информации определяет метод выбора транзит­
ных узлов в процессе составления соединения между вызывающим 
и вызываемым узлом.
Ь раоотах с п , с 2 : и других предложен метод управления, в ко­
тором коммутируемая сеть связи с изменяющимися во времени 
параметрами (потоки передаваемой информации, тяготения, ём­
кости ветвей, возможность выхода из строя ветвей и узлов 
коммутации) рассматривается в качестве случайной среды, а си­
стема управления -  в качестве коллектива вероятностных авто­
матов взаимодействующих с этой средой. Задачу оптимального 
управления распределением информации в сети связи можно то­
гда решать методами теории оптимального поведения автомата 
в случайной среде.
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1 .  хлРОяТНООТйЬШк а БПмАТ h  СлУЧАиНОй иРщДа
Определим формально понятие вероятностного автомата взаимо­
действующего со случайной средой.
Случайная среда с дискретным временем Ж к) определяется как 
jü( k) = < У, X, С(к) >
где: У = { У1 , у2 , , у„ } -  множество допустимых входов среды,
X = {0,1} -  множество входов (действий) среды,
С ( к ) = { с 1 (к ) , Gz (к ) , с„  (к)}
С(к) определяет для каждого допустимого входа вероятность по­
явления в момент к действия х(к) = 1
с I (к) = Р { х(к) = 1 I у(к) = у , } . 
вероятностный автомат с переменной структурой М(к) определя­
ется как
М(к) =< А, X, У, П(к) >
где: А ={ а 19 а 2, . . . .  а л  -  множество состояний автомата,
X = { и ,1 } -  входной алфавит (множество входов автомата),
У = {У), у2 , . . . ,  уи. ) — выходной алфавит (множество вы­
ходов -  действий автомата), п
и(к) = { П !(к ) , п2( к ) , . . . ,  ПДК)} , ,1П Дк) = 1. 
п ,(к ) определяет вероятность появления состояния а,- автомата 
в момент к
п ,(к )  = Р { а (к) = а, }
Будем принимать, что в каждый момент времени состояние авто­
мата определяет его выход (действие), так что и следовательно 
а(к) = а,<-->у(к) = у,- , 
u f (к) = Р{ у(к) = У } ,
Говорят, что автомат ш(к) взаимодействует со средой Б(к), 
если в каждый момент времени к действие автомата у^к) явля­
ется входом среды, а значение входной переменной автомата 
является выходом среды (р и с .1 ) .
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x (k )e lb , 1}
Е(к)среда
автомат М(к)
y ( k ) e  Y
гис. 1. .озаимоденстБие автомата со случайной средой
йсли действие автомата у (к ) , произведенное в момент к , 
влечет за собой действие среды х(к) = 1 говорят, что авто­
мат получил штраф, в противном случае (х(к) = 0) говорят, 
что автомат получил поощрение. Следователвно
с,-(к) -  вероятность штрафа за действие у(к) = у
мерой целесообразности поведения автомата М(к) в среде д(к) 
является величина математического ожидания среднего числа 
штрафов за данный период времени
1 кQ (к) = Ei — Z х ( к ) }
К к=1
в автомате с переменной структурой в каждый момент времени 
происходит модификация вероятностей появления состояний 
(действий) в зависимости от реакции среды. Алгоритм модифи­
кации (адаптации) автомата может быть вообще представлен 
в виде с 4 :
Щк) = ï  (П (к), у (к ) , х (к )) .
существуют многие алгоритмы адаптации c s : ,  ^олвшинство из 
них является алгоритмами с модификацией в случае поощрения 
и штрафа, хдшолняют они следующие условия:
?
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^сли у (к) = у, , ТО
пДк + 1) { <
П / ( к  + 1) I >
/ Ф i
п ( к ) , х(к) =, Ü 
п ( к ) , х(к) =. 1 
п ( к ) , х(к) = О 
п ( к ) , х(к) = 1
Суть этого алгоритма заключается ь том, что если автомат 
в данный момент оыл поощрен (оштрафован) за действие у,- , 
вероятность появления этого действия в следующий момент по­
вышается (уменьшается), а всех других действий уменьшается 
(повышается).
2 . ЬагСлГпОСТйЬш AxiíGiviAT дни CkiCTüM .шРАпшшш л^ АGUPELnEjiHJ— 
Пйш m^ORvlAuHH Ь СйТИ СЫзИ
Пусть сеть связи имеет N узлов y lf  у2 , . . . ,  у^  . Рассмотрим 
процесс составления соединения от узла уг к узлу у;- . Пусть 
соединения от у,- к упоступающие в дискретные моменты време­
ни к = 1 , 2 , . . . , к могут установливаться по направлениям 
(транзитным узлам) у / ,  y j , . . . ,  уЦ (рис. 2 ).
Рис. 2 . Процесс составления соединения в сети связи
вызывающему узлу у,- и узлу назначения у- поставим в соответ­
ствие случайную среду с дискретным временем 
п '7 (к) =< У \  С '\к ) >
где: «у 1; = { у ?, у / , . . . ,  у,?} -  множество допустимых транзитных
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направлений от у,- к у
с 'I u g  -  вероятность отказа при составлении соединения от 
транзитного узла у г;/ к вызываемому узлу у7- и вероятностный 
-автомат с переменной структурой
М* (к) = < АгУ , X, Y 1? , И* (к) > 
где: п |у (к) -  вероятность выбора транзитного направления у " .
при поступлении вызова от у,- к у,- в момент к выбор транзит­
ного направления осуществляется автоматом М 1 (к) (вероят­
ность Еыоора направления у ;г/ равна п ( к ) ) ,  дели в выбранном 
напрвлении нет свободного канала, выоирается другое направ­
ление пока не найдётся направления со свободным каналом.
По выбранному направлению производится транзитное проключение 
соединения, дели выоранный узел является узлом назначения 
у. , то установливается соединение с требуемым абонентом узла 
У; и автомат Mÿ получает поощрение, дели транзитный узел 
не является узлом назначения, весь процесс Еыоора следующего 
узла повторяется, дели в узле не нашлось ни одного направле­
ния со свободным каналом или число транзитов обслуживаемого 
вызова превысило допустимое, вызов получает отказ и автомат 
М ÿ оудет оштрафован.
Вероятностный автомат может осуществлять тоже детерминирован­
ный выбор транзитного направления -  выбирается направление 
соответствующее максимальному элементу И'7 (к) сил , из: .
для предложенного метода упарвления распределением потоков 
информации в узле коммутации можно доказать, что задача ми­
нимизации числа отказов для потока вызовов от узла у,- к узлу 
у соответствует задачи оптимального поведения автомата М'Чк) 
в среде д ÿ (к ) , т .е .  задачи минимизации величины математичес­
кого ожидания среднего числа штрафов за данный период време- 
ни k
0 ,4К) = д { г: £ Х1-^ (К )}.
К к=1
164
величина математического ожидания среднего числа штрафов по- 
лучаемых автоматом М ‘7 (к) для данной среды Е 17 (к) зависит от 
алгоритма модификации автомата. Ь работе z u  исследован алго­
ритм адаптации автомата, который обеспечает его целесообразное 
поведение в стационарной случайной среде.
Б настоящей работе предложена более точная модель сети связи 
в качестве нестационарной случайной среды. Особенностью этой 
модели является то , что она учитывает не только медленные 
изменения вероятностей получения отказа связаны например 
с продолжительной перегрузкой, повреждением пучков ветвей или 
целых узлов коммутации, а также кратковременные колебания 
этих вероятностей связанны с мгновенной перегрузкой.
Так как никакой из существующих алгоритмов адаптации не обес­
печает целесообразного взаимодействия вероятностного автома­
та с нестационарной случайной средой, предложен новый тип 
автомата -  рвзмытый автомат и алгоритм его адаптации, который 
для среды этого типа уменьшает среднее число штрафов в состав­
лении с вероятностным автоматом.
б. МОДЕЛЬ ПРОЦЕССА РОСТАrJÍEHE/i СОЕдййЕШЯ в ЩИ). НЕоТАнИОВАР- 
НОМ СЛУЧАЙНОЕ ОБЕДЫ
Рассмотрим процесс составления соединения от узла у,, к узлу 
у j . Каждому транзитному узлу направлению) поставим в соот­
ветствие
р ;г/ (к) -  вероятность отказа при составлении соединения от 
узла у / к узлу у7-.
щели структура сети связи, алгоритмы распределения информации 
для всех узлов и потоки информации -  стационарны, то р ;!\к )  = 
р не зависит от момента времени.
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Рассмотрим случайный процесс:
и, если в момент к алгоритмом управления будет
предположим, что ь момент к 0 вызов от у,- был проключен к 
узлу у /  и получил отказ (Xf ( к 0) = Г), очевидно, что для 
следующих моментов к 0 + i, к 0 + 2 , . . .  вероятность получения 
отказа при составлении соединения через y;ÿ более p ;ÿ (к0+ 1 ), 
Р f (к0+ з ) ,  • • • •
Определил условную вероятность отказа при составлении соеди­
нения ОТ y f К у, "íj ij i j
Pi  (k o ' <) * r t * !  Cko*>0- 1|X.  (ko )
иа рис. 3 изображена типичная зависимость p,ÿ(fco»K) or *-•
- i j
составлено соединение от y. к y. 
1, в противном случае
Очевидно, что
Р{ X / (к) = 1 )  = р /' (к)
и
о
о
о
к
Рис. з .  .Условная вероятность отказа при составлении 
соединения
Аналогично можем определить
р/(к0, к) = P { X? ^К0+ К )  =  Il xf ( К 0 ) = и } .
Следовательно с точки зрения вероятности отказа процесс со­
ставления соединения от yf к у,-через транзитный узел у/- может 
оыть рассматривай в качестве нестационарной цепи Маркова,
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для которой матрица переходов
0 /; ( к ,к 0) =
00
( к ,к 0) ^К. Ко>>
с ;0 (к ,к 0) с „ ( к , к 0)
где: к0 -  момент времени, в котором вызов был последний раз 
направлен к узлу у/7 
к -  рассматривай момент времени к > к 0 
С оо (К,К0) = Р { А," (к) = û |  а '7 (к 0) = 0} = 1 -  р/7 (к0 ,к -к 0)
с 01 (к ,к 0) = Р { Xf (к) = 1 I X/7 (к0) = и) = р/7 (к 0,к—к 0)
С;0(к ,к 0) = Р ( а /7 (к ) = 0 1  л/7 (к 0) = 1} = 1- р;7(к 0,к-Ко)
c i; (к ,к 0) = Р ( X /  (к) = Í  I XJ (к0) = 1} = р ‘7 (к 0,к -к 0)
взывающему узлу у,- и узлу назначения у; поставил следователь­
но в соответствие случайную среду
]$* (к,Ко) =< У'7 , А'7 , О'7 (к ,К 0) > 
где: У'7 = í ур7' , у /  , — , у /  }
Х 1/ = ( 0 , 1 )
С '7 (к ,к 0) = ( 0 /  (к ,к 0) ,  0 2 (к»к0) , СI ( к ,к 0)}
Cf  (к ,к 0) -  матрица переходов цепи Маркова соответству­
ющей процессу составления соединения от 
у,, к у. через y f  .
4 . РА&шТм лJTuviAT И ИЮ дЬАШОдциСТЖц С ппСтяцниНнРйОн 
СЛУЧАЙНОЙ. СРЯДОя
Автомат оптимально взаимодействующим со случашои средой 
А 17 (к ,к 0) должен выбирать своё состояние ^действие) учиты­
вая:
-  среднюю вероятность штрафа р 1’ (к) за каждое действие
-  информации о результатах последних действии (реакциях 
среды), которые можно использовать для оценки текущей 
вероятности штрафа р '7 (к,к.) или р ('7 ^ к ,к ) .
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Никакой из алгоритмов модификации вероятностного автомата 
не отвечает атим условиям, типовые алгоритмы адаптации авто­
мата могут исследовать только медленные изменения случайной 
среды, изменяя величину некоторых коэффициентов можно немнож­
ко ускорить адаптацию, но в таком случае выбор действия осно­
ван на результатах нескольких последних деистеий и заш сит 
только от кратковременных колебаний вероятностей штрафа.
Ниже приведена идея другого типа автомата с переменной струк­
турой и такого алгоритма его модификации, который оиеспечает 
целесообразное взаимодействие со средой й ÿ ( к ,к 0).
Элементарный размыты^ автомат ш(к) определяется как
M(k) = <А,X,Y,Г (к)»
. , "А
где: а = {а! , а 2 , . . .»  а -множество состоянии автомата 
X ={' 0 ,1} -  входной алфавит
У = {y i, у2 , . . .»  у„} -выходной алфавит (множество дей­
ствий автомата)
г (к) -  размытое состояние автомата -  размытое множество
~ А в а  сф: определяемое функцией принадлежности 
У (к) : а со, 1 :
в каждый момент времени выбор состояния размытого автомата 
определяется максимальным числом (у-_0О = y ( a i , k ) ) ,
Ц j+i  у £ ( к )  > у ^ ( к )  => а ( к ) = а .
состояние автомата определяет его выход, т .е .  для каждого к 
У (к) = у, <=> а^к) = а , .
элементарный размытый автомат может взаимодействовать со слу­
чайной средой в (к ,к 0) .  в каждый момент времени происходит 
тогда модификация функции принадлежности у (к) в зависимости 
от реакции среды.
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представим функцию принадлежности у (к) в виде
Uí(k ) = у'(к) (1— У*(к) )  , 1= 1,2.... И
где: уЧк ) : А ^ с О Д :
Л к ) : A -  cütU
Алгоритм модификации в каждый момент времени независимо из­
меняет величину у'(к) и у\ к ).
уЧ к+1) = Т* ( Л к ) ,  у (к ) ,  х (к))
Л к +i) = ï " (  у (к ) , у (к ) ,  х (к))
где: Т' -  алгоритм адаптации автомата к медленным изменениям 
(стационарным характеристикам) среды 
Т" -  алгоритм адаптаций автомата к кратковременным
колебаниям характеристик среды вызванным выступле­
нием штрафа или поощрения для какого-нибудь дей­
ствия выполненного автоматом.
пункции ï ’ и Т" 
если у(к) = у, ,
уЧ к + 1 )  =
TfX
выполняют следующие условия:
то
т* ( у1 (к), у, , х(к)) = | K)t х(к)),
т = L 
тфС
г д е  : ^  j ( •, û) е 0 [ О Д  ],
^ ( 1 ,0 )  = 1,
д л я  к а ж д о г о  у в с и Д )  
*! ( •»  1 ) G С [ 0 , п ; 
^iCO.l) = U, 
д л я  к а ж д о г о  у е ( 0 Д ]  
у ‘Д к + 1 )  =  Т - ( уЧ к ), 
где: ^ 2 е С с и , 1  :
у < j ( у , о )< 1
о < ( у, i )<
У/, Х(к)) = а х(к) ,  ае ( 0 , 1 ) ,  т= i
 ^2 ( ^m(R)) > гпф1
^2(и) = о
для каждого у е (о , 1) и < ^ 2 ( у ) <  у
.Ьыбор функции V»! и VJ зависит от параметров среды С (к ,кс) . 
Предпологая, что средняя вероятность штрафа за каждое дей­
ствие не зависит от момента времени примем 
ч>jí у ',(к ), х (к )) = ^ [ (к -1 )  уЧ к )+1 -  х(к)]
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пели средняя ьероятность штрафа является медленноизменяющей- 
ся функцией времени примем, например:
‘ y  I (к-1) чф(к) + 1 -  х (к ) ] , к < к т>
у Д к ) , х(к)) =  ■
. т т К кот-1 ) уДк) + 1 -  х (к )] ,  к > к т. 
предполагая, что условная вероятность штрафа С к 0,<) выпол­
няет для каждого к условие 
В (1 -е )[рД к0,и ) -р Д к 0)]< р Д к 0,1 ) -р  (к0+1) < 
ß ( i + e )  [ Р£ ( K 0 , ü ) - p t (K0 ) ]
где ß e ( ü , l ) , e « ß  функцию можно определить как 
^ ( К ) )  = е и“ (к)
оАлЛлЯдпПт;
Размытый автомат с предложенным алгоритмом модификации вза­
имодействующий со средой ш (к,ко) выбирает своё действие 
в зависимости от
-  оценки средней вероятности штрафа за каждое действие
-  доступной информации об результатах нескольких последних 
действий, которые используются для оценки текущей величи­
ны вероятности штраф-а за каждое действие.
потому можно предполагать, что размытый автомат будет вза­
имодействовать со средой д (к ,к 0) лучше вероятностного авто­
мата и следовательно размытый автомат использован в системе 
управления распределением потоков информации в сети связи 
будет уменьшать среднее число отказов в составлении с веро­
ятностным автоматом.
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MICHAL SERVÎT,  ZDENÈK F Rl S  , JAN SCHMIDT
AN AUTOMATIC ROUTEING PROGRAM SYSDEB77 FOR PRINTED
CIRCUIT BOARDS
C z e c h  T e c h n i c a l  U n i v e r s i t y ,  D e p t . o f  C o m p u t e r s
INTRODUCTION
Moder n  e l e c t r o n i c  e q u i p m e n t  i s  b a s e d  u p o n  t h e  p r i n t e d  c i r c u i t  
b o a r d .  C o m p o n e n t s  a r e  m o u n t e d  on  a b o a r d  a nd  i n t e r c o n n e c t i o n s  
b e t w e e n  c o m p o n e n t  p i n s  a r e  made u s i n g  c o p p e r  p a t t e r n s  e t c h e d  
on t h e  s u r f a c e s  o f  t h e  b o a r d .  T h e r e  a r e  two m a i n  p r o b l e m s  
c o n n e c t e d  w i t h  t h e  d e s i g n  o f  p r i n t e d  c i r c u i t  b o a r d s :  w h e r e  
t o  p l a c e  t h e  c o m p o n e n t s  ( p l a c e m e n t )  a n d  how t o  f o r m  t h e  
i n t e r c o n n e c t i o n s  ( r o u t e i n g ) .  C o m p u t e r s  h a v e  b e e n  u s e d  f o r  
many y e a r s  t o  a s s i s t  t h e  s o l u t i o n  o f  b o t h  p r o b l e m s  4 .
The  p u r p o s e o f  t h i s p a p e r  i s  1to  ou t l i ne
o f  t h e  SYSDEB77 s y s t  em L u  ■ I> ]  ' [ 3 ]
t e l y  c a p a b l e o f a u t orna t i c  rou i t e i n g on s
s i d e d  p r i n t ed c i r eu i t b o a  r d s . The i n p u t
SYSDEB77 C O n t a i n a f o r m a l i z e d d e s c r i p t  i '
t i o n  a nd a f о rma l i z ed d e s e r i p i t i o n o f i n
SYSDEB77 au t ó m a t i c a I l y p r o d u c e s  NC p l o t
SYSDEB77 i s e s t a b l i s h e d on  a m e d iu m-s i z
TESLA 2 0 0 .
t h e  m a i n  f 
SYSDEB77 
n g l e - s i d e d  
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1 .  STRUCTURE OF SYSDEB77
The SYS0EB77 s o f t w a r e  c o n s i s t s  o f  t h r e e  p r o g r a m s  (DATA,
DESIGN a n d  REALIZATION) u s i n g  a common d a t a  b a s e  DAT ( F i g . l ) .
The  p r o g r a m  DATA c h e c k s  i n p u t  f i l e s  TCB ( T y p e  C o n s t r u c t i o n  
o f  a B o a r d )  a n d  INT ( I N T e r c o n n e c t i o n ) . T h i s  p r o g r a m  t a k e s  
o v e r  n e c e s s a r y  i n f o r m a t i o n  f rom a LIB ( L I B r a r y )  f i l e .
The p r o g r a m  DESIGN p e r f o r m s  t h e  o r d e r i n g  o f  i n t e r c o n n e c t i o n  
n e t s ,  a u t o m a t i c  r o u t e i g ,  o p t i m i s a t i o n  and  e d i t i n g .  The  e d i t i n g  
i s  c o n t r o l l e d  by an EDT ( E D i T )  f i l e .
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T h e  p r o g r a m  REALIZATION p r o d u c e s  t a p e s  f o r  NC p l o t t e r s  and  
NC d r i l l i n g  m a c h i n e s .  T h i s  p r o g r a m  p e r f o r m s  t h e  n e c e s s a r y  
s o r t i n g ,  t r a n s f o r m a t i o n  a n d  e d i t i n g  o f  g r a p h i c a l  i n f o r m a t i o n  
a c c o r d i n g  t o  t h e  u s e r ' s  r e q u i r e m e n t s  s p e c i f i e d  by  a DRAW f i l e .
T h e  SYSDEB77 h a r d w a r e  c o n s i s t s  o f  a TESLA 200  c e n t r a l  p r o ­
c e s s o r  w i t h  a 6 4  к b y t e  ( o r  128  к b y t e )  c o r e  m e m o r y ,  a l i n e  
p r i n t e r ,  p a p e r  c a r d  r e a d e r ,  p a p e r  t a p e  p u n c h e r ,  c o n s o l e  t y p e ­
w r i t e r  a nd  f o u r  m a g n e t i c  t a p e  u n i t s .  T h e  TESLA 2 0 0  p r o c e s s o r  
h a s  a p p r o x i m a t e l y  20 000  o p e  r a t i o n s / s .
2 .  DATA FILES
SYSDEB77 u s e s  f i v e  d a t a  f i l e s  TCB, L I B ,  INT,  EDT, DRAW and  
d a t a  b a s e  DAT.
2 . 1  TCB f i l e
The  "Type  C o n s t r u c t i o n  o f  a B o a r d "  f i l e  c o n t a i n s  t h e  i n f o r -
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m a t i o n d e s c  1- i b i n g  a boa rd :
l o c a t i o n  o f c o m p o n e n t s e t c
by  i t s name a nd  d e f i n e d by
n a me ,  s i z e ,  r o u t e i n g  a r e a .  
E a c h  c o m p o n e n t  i s  i n d i c a t e d  
i t s  t y p e .
2 . 2  LIB f i l e
A t o p o l o g i c a l  d e s c r i p t i o n  o f  c o m p o n e n t  t y p e s  i s  c o n t a i n e d  
i n  t h e  " L I B r a r y "  f i l e .  Each  c o m p o n e n t  c a n  b e  d i v i d e d  i n t o  
s e v e r a l  s u b c o m p o n e n t s  i n d i c a t e d  b y  t h e i r  n a m e s .  E a c h  s u b ­
c o m p o n e n t  c o n s i s t s  o f  o ne  o r  more  e l e m e n t s .  SYSDEB77 
a l l o w s  t h e  u s e  o f  19 d i f f e r e n t  e l e m e n t s :  4  t y p e s  o f  t r a c k s  
4 t y p e s  o f  p a d s ,  4 t y p e s  o f  h o l e s ,  4 t y p e s  o f  f e e d t h r o u g h s  
a nd  3 t y p e s  o f  " o b s t a c l e s ” .
F o r  e x a m p l e  a t y p e  RESISTOR 
c o m p o n e n t s  c o r r e s p o n d i n g  t o  
c o m p o n e n t  c o n s i s t s  n o r m a l l y
c o n s i s t s  n o r m a l l y  o f  t wo  s u b -  
two r e s i s t o r  p i n s .  E a c h  s u b -  
o f  o n e  f e e d t h r o u g h .
2 . 3  INT f i l e
The " I N T e r c o n n e c t i o n "  f i l e  d e s c r i b e s  a l l  i n t e r c o n n e c t i o n  
n e t s  w h i c h  mus t  b e  r o u t e d  on a b o a r d .  E a c h  n e t  i s  i n d i c a ­
t e d  by  i t s  name a n d  d e f i n e d  by  a s e t  o f  s u b c o m p o n e n t  o r  
c o m p o n e n t  n a m e s .
2 . 4  EDT f i l e
The  “ EDiT"  f i l e  a l l o w s  a d e s i g n e r  t o  r e m o v e  a t r a c k ,  
s p e c i f y  a new t r a c k  a n d  d e f i n e  a new i n t e r c o n n e c t i o n  n e t  
w h i c h  c a n  b e  a u t o m a t i c a l l y  r o u t e d .
2 . 5 DRAW f i l e
The  "DRAW" f i l e  c o n t a i n s  t h e  g r a p h i c a l  i n t e r p r e t a t i o n  o f  
e l e m e n t s ,  g r a p h i c a l  i n f o r m a t i o n  w h i c h  h a s  no r e l a t i o n  t o  
t h e  r o u t e i n g  a r e a  ( t e x t s ,  p r o d u c e r s  s i g n s  e t c . ) ,  d e f i n i ­
t i o n  o f  r e q u i r e d  t r a n s f o r m a t i o n ,  s p e c i f i c a t i o n  o f  a n  
o u t p u t  d e v i c e  e t c .
3 .  DESIGN DESCRIPTION
The  d e s i g n  o f  a p r i n t e d  c i r c u i t  b o a r d  by SYSDEB77 i s  n o r m a l l y  
p e r f o r m e d  i n  t h r e e  s t e p s .
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3 . 1  Check o f  TCB a n d  INT f i l e s
A d e s i g n e r  h a s  t o  work  o u t  f i l e s  TCB a n d  INT d e s c r i b i n g  
h i s  r o u t e i n g  p r o b l e m  b e f o r e  u s i n g  t h e  S y s t e m .  The  p r o g r a m  
DATA c h e c k s  b o t h  t h e s e  f i l e s  f rom t h e  s y n t a c t i c a l  and  
s e m a n t i c a l  v i e w p o i n t .  T h i s  p r o g r a m  s u p p l i e s  t h e  d e s i g n e r  
w i t h  a l l  t h e  n e c e s s a r y  i n f o r m a t i o n  ( i n c l u d i n g  t h e  d r a w i n g  
o f  a b o a r d  made  on  a l i n e  p r i n t e r )  a l l o w i n g  h im t o  r e v i s e  
f i l e s  TCB a n d  I N T .  The  r e v i s i o n  i s  u s u a l l y  c o m p l e t e d  a f t e r  
two  r u n s  o f  p r o g r a m  DATA. T h e  r e s u l t  p r o d u c t  o f  t h i s  p r o ­
g r a m  i s  s t o r e d  i n  t h e  d a t a  b a s e  DAT.
3 . 2  R o u t e i n g
T h e  r u n  o f  p r o g r a m  DESIGN c o n s i s t s  o f  s e v e r a l  s t e p s  i n ­
c l u d i n g :  t h e  o r d e r i n g  o f  n e t s ,  r o u t e i g ,  o p t i m i s a t i o n ,  t h e  
p r i n t  o f  d r a w i n g  on  a l i n e  p r i n t e r  a n d  s t o r i n g  a r e s u l t  
i n  t h e  d a t a  b a s e  DAT. A d e s i g n e r  c a n  i n f l u e n c e  t h e  r e s u l t  
o b t a i n e d  by c h o s i n g  s e v e r a l  p a r a m e t e r s  a s :  s o r t i n g  -  no 
s o r t i n g ,  o p t i m i s a t i o n  -  no  o p t i m i s a t i o n ,  s t r a t e g y  A -  В -  
F ,  t h e  i n c r e m e n t s  o f  w e i g h t i n g  f u n c t i o n  e t c .  N o r m a l l y ,
100% c o m p l e t i o n  i s  o b t a i n e d  a f t e r  t h e  f i r s t  r u n  o f  p r o g r a m  
DESIGN f o r  a medium d e n s i t y  b o a r d s .  I n  c a s e  some c o n n e c t ­
i o n s  a r e  m i s s e d  a n  e d i t i n g  c a n  be  u s e d .
3 . 3  P r o d u c t i o n  o f  t a p e s
A d e s i g n e r  h a s  t o  c h o i c e  a n  o u t p u t  d e v i c e ,  d e f i n e  t h e  
g r a p h i c a l  i n t e r p r e t a t i o n  o f  e l e m e n t s  e t c .  -  t h a t  i s  t o  
f o r m  t h e  DRAW f i l e .  The  p r o g r a m  REALIZATION c h e c k s  t h i s  
f i l e  and  p r o d u c e s  t a p e s  f o r  t h e  c h o s e n  d e v i c e .
4 .  ALGORITHMS 
4 . 1  O r d e r i n g
I n t e r c o n n e c t i o n  n e t s  a r e  r o u t e d  i n  t h e  o r d e r  o f  t h e i r  
p r i o r i t y  n u m b e r s .  The p r i o r i t y  n u m b e r  c a n  b e  s p e c i f i e d  
by  a d e s i g n e r  o r  c o m p u t e d  by  t h e  p r o g r a m  DESIGN. The  
f o l l o w i n g  f o r m u l a  i s  u s e d  f o r  t h e  c o m p u t a t i o n  o f  p r i o r i t y  
n u mb e r s  1 :
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a p p r o x i m a t e d  l e n g t h  o f  p a t h
p r i o r i t y  n u m b e r  = ------------- -— --------------------------------------------------------------------
n u m b e r  o f  i n t e r c o n n e c t e d  s u b c o m p o n e n t s  -  1
4 . 2  S t  r a t  e g y
The  r o u t e i n g  o f  c o m p l e t e  n e t s  i s  u s e d  
s t r a t e g i e s  ( d e n o t e d  A,  B, F )  f o r  l a b e l  
" t a r g e t "  o b j e c t s  a r e  a v a i l a b l e .
4 ,  P . 3 2 4 J  . T h r e e
i n a  " s t a r t "  a n d
4 . 3  R o u t e i n g
A m o d i f i c a t i o n  o f  H o e l * s  "C A l g o r i t h m "  i s  u s e d  f o r
f i n d i n g  a minimum c o s t  p a t h  b e t w e e n  a " s t a r t "  o b j e c t  a n d  
a " t a r g e t "  o b j e c t .  E a c h  g r i d  i n t e r s e c t i o n  ( i . e .  two c e l l s  
i n  t h e  c a s e  o f  a t w o - s i d e d  b o a r d )  i s  s t o r e d  i n  one  b y t e .  
F r o n t i e r  c e l l s  a r e  s t o r e d  i n  s t a c k s .  An i n c r e m e n t a l  w e i g h t  
f u n c t i o n  w i t h  o p t i o n a l  i n t e g e r  n o n n e g a t i v e  i n c r e m e n t s  i s  
u s e d  f o r  t h e  c o m p u t i n g  o f  a p a t h  c o s t .  A s p e c i a l  r e t r a c e  
p r o c e d u r e  i s  u s e d  f o r  r e m o v i n g  t h e  u n n e c e s s a r y  k i n k s  1 ,
4 , 4  O p t i m i s a t i o n  
An e f f i c i e n t  p r o c e d u r e  
n u m b e r  o f  f e e d t h r o u g h s  
f o r m a t i o n .
3J  i s  u s e d  
эу m e a n s  o f
f o r  m i n i m i s i n g  t h e  
a t o p o l o g i c a l  t r a n s -
5 .  RESULTS
SYSDEB77 h a s  b e e n  u s e d  i n  p r o d u c t i o n  f o r  two y e a r s .  Mos t  o f  
t h e  b o a r d s  d e s i g n e d  a r e  c h a r a c t e r i z e d  by  t h e  f e a t u r e s  s t a t e d  
i n  T a b l e  I .
n u m b e r  o f  l a y e r s 2
g r i d 1 . 2 5  X  1 . 2 5  mm
pad  s i z e 1 . 5  mm r o u n d
t r a c k  w i d t h 0 , 3  mm
c o n d u c t o r - c o n d u c t o r  s p a c i n g 0 . 3 5  mm minimum
c o m p o n e n t  d e n s i t y 5 0 0 - 8 0 0  mm^ /  IC e q u i v a l e n t
T a b l e  I
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T h e  medium s i z e d  p r i n t e d  c i r c u i t  b o a r d  f r o m  T a b l e  I I  a n d  
F i g . 2 ,  3 c a n  s e r v e  a s  an  e x a m p l e  o f  r o u t i n e  d e s i g n .  The  
r e s u l t s  a r e  g i v e n  i n  T a b l e  I I I ,
c a r d  t y p e d o u b l e - s i d e d  p r i n t e d  c i r c u i t  
boa  rd
s i z e 236  X  1 8 5  m m
r o u t e i n g  a r e a 2 0 2 . 5  X  1 5 7 , 5  mm
number  o f  c o m p o n e n t s 49 IC , s 1 33 d i s c r e t e s ,
4 c o n n e c t o r s
( 5 5 . 6  IC e q u i v a l e n t s )
c o m p o n e n t  d e n s i t y 5 7 3 . 6 3  mm^ /  IC e q u i v a l e n t
T a b l e  I I
t a s k man h o u r s CPU t i m e n o t e
f o r m i n g  o f  f i l e s  
TCB a n d  INT
10 h o u r s -
r e v i s i o n  o f  TCB 
a n d  INT
3 h o u r s 15 m i n u t e s 2 r u n s  o f  p r o g r a m  
DATA
a u t o m a t e d  
r o u t  e i n g
- 10 0  m i n u t e s r u n  o f  p r o g r a m  
DESIGN
e d i t i n g - — no e d i t i n g  was  
n e c e s s a  r y
f o r m i n g  o f  f i l e  
DRAW
0 . 5  h o u r -
r e v i s i o n  o f  f i l e  
DRAW
- — no r e v i s i o n  was 
n e c e s s a  r y
p r o d u c t i o n  o f  
t a p e s
- 30  m i n u t e s r u n  o f  p r o g r a m  
REALIZATION
t o t a l 1 3 . 5 h o u r s 145 m i n u t e s
T a b l e  I I I
CONCLUSION 
We do n o t  c l a i m  
w i t h  t h e  a u t o m a t  
t h e  r e s u l t s  o b t a  
a s u i t a b l e  t o o l  
s i d e d  b o a r d s .
t h a t  SYSDEB77 
i c  r o u t e i n g  on  
i n e d  a l l o w  u s  
f o r  t h e  d e s i g n
s o l v e s  a l l  t h e  
p r i n t e d  c i r c u i t  
t o  c o n c l u d e  t h a t  
o f  s i n g l e - s i d e d
c o n n e c t e d  
b o a r d s .  H o w e v e r ,  
SYSDEB77 i s  
a n d  d o u b l e ­
p r o b l e m s
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Глава 3: НЕПРЕДСТАВЛЕННЫЕ ДОНЛАДЫ НА ННС 1978 ГОДА
MTA SZTAKI TANULMÁNYOK 99/1979. ~ Симпозиум ПО теме 1-15.1 HKC СЭВ, 1978
Г.П.АГИБАЛОВ, Н.В.ЕВТУШЕНКО
ХАРАКТЕРИЗАЦИЯ.УСЛОВИЯ СУЩЕСТВОВАНИЯ И ДРУГИЕ ЗАДАЧИ 
КАСКАДНОЙ ДЕКОМПОЗИЦИИ КОНЕЧНЫХ АВТОМАТОВ
Сибирский физико-технический институт, Томск, СССР 
ВВЕДЕНИЕ
В последние годы вопросы декомпозиции автоматов стали предме­
том многих исследований [J -  6] . Объясняется это не только 
чисто научными интересами -  желанием описать структуру любого 
автомата, но также и соображениями прикладного характера -  
наряду с каноническим [? ]  развить декомпозиционный метод 
синтеза. Далее мы будем иметь дело лишь с каскадными (без об­
ратных связей) декомпозициями конечных автоматов. Такие де­
композиции заслуживают внимания по многим причинам, в частно­
сти, в связи с задачами диагностирования дискретных устройств, 
которые, как известно [8 ] , решаются значительно проще,имен­
но для структур без обратных связей.
Первые результаты по каскадной декомпозиции конечных автома­
тов принадлежат Хартманису и Стирнзу, установившим тесную 
связь между реализациями автоматов каскадными соединениями и 
системами множеств со свойством подстановки [з] . Они пока­
зали, в частности, что если автомат Л обладает системой 
множеств Ai или парой ортогональных систем М} и такого 
рода, то он допускает каскадную или, соответственно, её част­
ный вид -  параллельную декомпозицию на два автомата А и А 
такую, что число состояний в А равно числу множеств в си­
с т е м е ^  , а число состояний в А есть, соответственно, мак-/ JL
симальное число состояний в множестве системы Ж  или число 
множеств системы М  . Рассмотрение частного случая систем 
множеств -  разбиений со свойством подстановки позволяет стро­
ить точные ( т .е .  содержащие изоморфные автомату А  подавтома­
ты) каскадные и параллельные декомпозиции любого заданного 
автомата Л  .
Системы множеств со свойством подстановки не характеризуют
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каскадные декомпозиции автоматов однозначно: при помощи одной 
и той же системы множеств любого автомата возможно построение, 
вообще говоря, семейств различных каскадных декомпозиций это­
го автомата. Методы, которыми пользуются Хартманне и Стирнз, 
доставляют в каждом случае лишь одну такую декомпозицию. Ниже 
мы введём понятие сохраняемого нумерованного покрытия и пока­
жем, что в терминах этого понятия могут быть охарактеризованы 
всевозможные как произвольные, так и точные каскадные, в том 
числе параллельные и последовательные (ещё один частный вид) 
декомпозиции любого конечного автомата. Тем самым будет дан 
способ, которым для любого заданного автомата можно исчерпать 
все его декомпозиции любого указанного вида. Результаты Харт- 
маниса и Стирнза входят в него как частный случай.
На базе систем множеств со свойством подстановки в работе М  
сформулированы условия разложимости произвольного автомата в 
каскадное соединение компонент с меньшим числом состояний. 
Ниже с использованием аппарата сохраняемых нумерованных по­
крытий устанавливаются необходимые и достаточные условия су­
ществования для произвольного автомата декомпозиций перечис­
ленных выше видов. Соответствующие условия, содержащиеся в 
работах Хартманиса и Стирнза, выводятся из них как следствия.
В статье показывается также, что всякий автомат, за исключе­
нием тривиального -  тождественного и константного, с двумя 
состояниями, приводим в том смысле, что всегда существует ре­
ализующее его каскадное соединение, в котором ни одна из ком­
понент не реализует данный автомат. Наконец, устанавливается 
идентичность понятии реализации и моделирования автоматов и 
тем самым показывается распространимость результатов, относя­
щихся к декомпозициям, определённым в терминах реализации 
('моделирования'), в том числе и результатов данной статьи, на 
декомпозиции, определённые в терминах моделирования (реализа­
ции) .
I .  ОПРЕДЕЛЕНИЯ И ВСПОМОГАТЕЛЬНЫЕ ПРЕДЛОЖЕНИЯ
Под автоматом, как обычно, понимается набор из пяти объектов
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< ^ , Q , y y y >  , где X  , Q и У  суть конечные множества, назы­
ваемые,соответственно, входным алфавитом, множеством состоя­
ний и выходным алфавитом автомата, V и ^  -  отображения де­
картова произведения £ * Q  в множества Q и У соответствен­
но. Отображение У называется функцией переходов, отображение 
f  -  функцией выходов.
Функции V и f  , определенные в автомате на
парах (x,q)£JC*Q , распространим на пары ( t , где 
<£*еетъ множество всех слов в алфавите X  , т .е .  всевозможных 
цепочек конечной длины, составленных из символов алфавита^ .
Сделаем это индукцией по длине слова X при помощи следующего 
определения: еслиуЗе X х , х е Х  , oL=ßx* и ^(ßß)  уже опреде­
лено, ТО VJ( A ß ) ^ ( X , V ' ( ß , ^ ) )  41 Y’t eß fay , ) ) . Условимся
также в следующем обозначении: = для лю­
бых л е  X  и J е  ^  . Здесь и далее для произвольного множества 
М  символом Ж  обозначается множество всех конечных подмно­
жеств в /и  .
Определение [3 ] .  Автомат Л'~ < реализует автомат
Л = <£,Q,¥,Y,V> , или Л  реализуется а в т о м а т о м , если су­
ществуют отображения у? \ Х-~ X'  у : Q —Q' и j>3 таки^
что
^ е Q /х. $)л^9'еЯ*. V( ^if-, Jc> Jj] •
В частности, если f>^  есть взаимно однозначное отображение в 
множество одноэлементных подмножеств из Q' , то говорят о 
точной реализации Л автоматом А'  .
Определение [з] . Автомат A'=<Xlf Q') lX,f У>/> называется под­
автоматом автомата A=<X,Q,X) (A,V>> , ъ ъ ш Х ' ^ Х  и фун­
кции У' и У  совпадают с У и V соответственно на области
X ' * Q ' .
Определение. Состояние ^ автомата АГ* < Х ,  у, у ,  у  > и
состояние й . автомата А, = < J£,ÿ, , V  ,У, , V >  называются неот- 
личимыми, если VA е Х  ( У (Л, cpt)= g  (ot, qß)  ; в противном слу­
чае состояния ^  и ^  отличимы. Автоматы Af и называются
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неотличимыми, если каждое состояние одного из них неотличимо 
от некоторого состояния другого и наоборот; в противном слу­
чае автоматы Лг и Л^ отличимы. Автомат, в котором все состоя­
ния попарно отличимы, называется приведённым . Приведённый ав­
томат, неотличимый от автомата Л  , называется приведённой 
формой автомата Л  . Входной символ автомата Af = , Q, у ,
ft% ?> и входной си м волу автомата Лл = < , Q, %
называются неотличимыми, если ^  e Ç (^c^ ,^ ; = V(ær (p 
= ; в противном случае символы л ,  и отличимы.
Подавтомат < %' Q / у '  у ;  у ’> приведённой формы <£,д, g  уг у > 
автомата^ , в котором (подавтомате) Q' = Q , любые два вход­
ных символа отличимы и для каждого х е Х  существует неотличимый 
символ л 'е  х '  , называется сильно приведённой формой автома­
та А  .
Определение [ з ] .  Автомат А  = <Х, Q, g  у, ч>> называется гомо­
морфным образом автомата A'=<x ; q;  у /  г ;  ч>'> , если существу­
ют отображения • -А'-*X , А ^ \д '-+ д  и А : такие,
что А и Л сюръективны ("являются отображениями на) и для лю­
бых х  е X '  и у 'е  Q'
4 í? ')=  A-,я* 4.v') и 4? А'(х;^'j= v>( â/ ал ç 'j .
При этом, если отображения А , А и А, взаимно однозначны, то 
автоматы А и А '  называются изоморфными.
Теорема I .  А ' реализует А  , если и только если сильно приве­
дённая форма автомата А  есть гомоморфный образ некоторого 
подавтомата в А ' .
Доказательство утверждения нетрудно получить, опираясь на те­
орему 1 .6  [ з ] ,  если заметить, что, во-первых, в любой реали­
зации приведённого автомата с попарно отличимыми входными 
символами отображение j> является взаимно однозначным и, во- 
вторых, автомат А '  реализует А  тогда и только тогда, когда 
А ‘ реализует сильно приведённую форму автомата А  . Аналогично 
доказывается
Теорема 2 . А ‘ реализует А  точно, если и только если сильно
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приведённая форма автомата Л изоморфна некоторому подавтома­
ту в А ' .
Определение. Автомат вида < 2 ,  @ , Q , f  , f  > , где fisc, <}) = q, 
для всех 2  , называется автоматом состояний и обо­
значается тройкой <2 ,Q , f>  . Автомат < 2 ,  Q, ( / , f , f>  , в котором 
функция выходов не зависит существенно от состояния, т .е .  
f ( x , y )  - f ( x )  для некоторой функции f  , называется
автоматом без памяти и обозначается тройкой < X, У, *Р'> .
Определение. Каскадным соединением автоматов А =< 2  Q {/ f  f>1 * t* / */ •  1
и f^> , где 2 = 2 г «% называется автомат А =
<2,  Q, У, Y, Ч> > , В котором 2=2^  , Q~Qf х </ * ^
И ДЛЯ любых х е  2  , 2, Ê И ^  е  ^
w *,<9,. - У , V ,  (*.$,)>,  ?л » .
Нетрудно видеть, что всякий автомат A = <2,Q, 2 ^ р е а л и з у е т с я  
каскадным соединением автомата состояний А =<2, Q, f> и ав­
томата без памяти A=<2*Q,  4,f> , в связи с чем вопросы
каскадной декомпозиции автоматов имеет смысл исследовать от­
дельно для автоматов состояний и для автоматов без памяти. 
Декомпозиция автоматов без памяти -  это самостоятельная зада­
ча, выходящая за рамки данной статьи. Будем рассматривать да­
лее, за исключением раздела 4, лишь автоматы состояний. Кас­
кадное соединение любых двух таких автоматов A/ = < 2 , Ç  ^  > 
и Л -  < X* Q о ,9'.> будем обозначать A Je А  .П о  определению, 
это есть автомат Л= <2, Qf * , f>  , в котором fCx ,<qft  ^  >; =
< fju(<*,$,>> V* J> Для всех x s 2  , Qt и ^  е  £  .
В частности, если функция ^ « х г^ \  ç  ) не зависит сущест­
венно от £ , автомат Л  называется параллельным, а в случае 
существенной независимости V от х  -  последовательным сое­
динением автоматов А и А^  . Аналогично определяются кас­
кадное, параллельное и последовательное соединения любого 
числа /г > 2 автоматов. В дальнейшем параллельное соединение
автоматов Л  и обозначается I I а их последователь­
ное соединение -  А ‘А . Автомат А Л Л  называется каскад-í Aj ‘ cZs
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ной декомпозицией автомата А  , если Af £  А^  реализует А \  в 
этом случае А  и Лл называются компонентами декомпозиции. 
Если при этом Af /с А^ реализует А  точно, то автомат А7кЛ ^  
называется точной каскадной декомпозицией автомата А  . Анало­
гично определяются параллельная и последовательная, в том 
числе точные, декомпозиции автомата А  .
2 . ХАРАКТЕРИЗАЦИЯ КАСКАДНЫХ ДЕКОМПОЗИЦИЙ
Определение. Система из непустых подмножеств множества Q , 
объединение которых есть Q , называется покрытием множества 
Q . Подмножества, образующие покрытие, называются его блока­
ми. Покрытие с попарно непересекающимися блоками называется 
разбиением. Покрытие ä »{/я, j  множества Q называется
сохраняемым в автомате А=< JF, &,</'> , если Vj c g £
С Ÿ(Л,т.)<=. т  ).
Заметим, что система множеств у Хартманиса и Стирнза есть по­
крытие в нашем смысле, а свойство подстановки идентично свой­
ству сохраняемости. Соответственно этому термины „подстано­
вочное разбиение" и „сохраняемое разбиение" являются синони­
мами. Термин »сохраняемое покрытие" введён Зейгером [ 1 ]
Пусть А  есть множество натуральных чисел А  -  { 1 , 2 , . . .  J .
Для любого множества AL всякое отббражение А : со свой­
ством
Vр,суе.М ip fC), — А (yO) П P)
будем называть нумерацией элементов в М  . В случае, когда 
I А(т) |=  I  для каждого т в ж  , нумерация А. называется точной.
Рассмотрим произвольное сохраняемое покрытие Ж- [тг, . . . ,  
автомата A=<2,Q,V>  . Пусть f i для каждого С -  I , . . ,  к. есть 
некоторая нумерация состояний в т £ и f  - { / , , • • • * f ± ]  • Усло­
вимся далее /  называть нумерацией для ж , а пару < я : , />  -  
сохраняемым нумерованным покрытием (сокращённо: СНУЛ) автома­
та А  . в  случае, когда ж -  разбиение и все нумерации в /  
точные, пара < . £ , / >  называется сохраняемым точно нумерован­
ным разбиением (сокращённо: СНУР) данного автомата. Состояние
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Уегпс , для которого f £ с^)э  I  , будем обозначать / /  .
Очевидно, f L определяет о однозначно. Пусть такжеL = Uf.« 2)
к 6
для t=  I , и i  = . Ассоциируем с o c , f >  множество
A(fc , f)  всевозможных каскадных соединений Q. A Q. , в которых 
автоматы и Û имеют вид:
аг < х , я . г ж>,
и удовлетворяют следующим соотношениям для любых ^  с5 е 
И l e i , . ' .
с
% & , / т г £) = / п , -  ДЛЯ некоторого /И; е  3L такого, ЧТО /тг. s  т .  7 ( 1 )  
^  ^<■ je, т . > , 1 ) =  г для некоторого г е f  . (  Г  ( л . / ? » .  (2)
По построению, если <*, />  есть СНУР, то множество Ac%,f) 
состоит из единственного каскадного соединения, ассоциирован­
ного с данным СНУР.
Теорема 3. Для любого СНУЛ <•*■*/> автомата А всякий автомат 
CL к CL е A(x,f )  реализует ^  . Более того, если < х , />  есть 
СНУР, то Clf JcCL реализует А  точно.
Б самом деле, пусть Q'-xxL . Рассмотрим отображения^.*£?— 
и j>3 iQ'-~Q такие, что и </*-, 1> = / /  .
Непосредственно проверяются следующие соотношения для л*? X-,
y e  Q И : % =ß3 <т ., 1> И < >>
еЛ  ’ из К0Т0РЫХ» по определению реализуемости, вы­
текает первое утверждение теоремы. Если есть СНУР и для 
некоторого £ е ^ имеет местоус^ э</тг., £> и э  </тг., I > , то 
f f = j i =cp , в силу чего cjr e.mi и, следовательно, по
свойству разбиения, т. =/«. . Тем самым / / = = / / = £  , откуда,
в силу точности f c , íf=^  . Таким образом, есть отображе­
ние в множество одноэлементных подмножеств из Q . Взаимная 
однозначность отображения ß  следует из единственности £  , 
для которого f f  = ^ . Теорема доказана.
Теорема 4. Для любой каскадной декомпозиции А^/сЛ^ автомата А 
существуют СНУЛ <x,f> этого автомата и автомат Q J r Q e A f ä f j  
такой, что & и CL, изоморфны подавтоматам автоматов А  и АI етС- 7 ОО
соответственно.
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Доказательство. Пусть в условиях теоремы Af = < X/t Qf ,Vf >, А  ^= 
<Х *Q ,Q и < X, Q,V> есть сильно приведённая форма
автом ата^ . Тогда, в силу теоремы I ,  < Х,Ц,Ч'> есть гомомор­
фный образ некоторого подавтомата А'= <X',Ç', V>  автомата 
Af k и, значит, существуют сюръективные отображения 4  : 
X'-* X и 4 :  Q'-*Q такие, что для любых х'е X'  и Q' имеет 
место
Л 9"(л', $')- Г(А  4 , %'). (3)
Каждому х е  X еопоставим некоторый элемент хое А '  такой, что 
4 * ^ =JC • Пусть далее X - [ л о ; х е Х )  , 5  -  { э  : 3 é « ó A >  е  Q') j  , 
Т= [ t :  3j (<ő, t > е  Ç')J и Т0 есть замыкание множества Т , 
определяемое индуктивно следующим образом: I ) Т  ^ Т0 ; 2) если 
i ^ T0 и í'=V (<x0 ,J>,  i  ) , TO t'e . T0 ;
3) других элементов в Т0 нет. Очевидно, , Т0 и для
всех х   ^ X , S  и í   ^ Т  справедливо
° V ( x 0 , ô ) ^ S  ° и ^ ( < x 0 , à > , i ^ T 0 .
Поэтому для ограничений V f  и Vf  функций Vf и на множе­
ствах X  *S Vi ( X  xS)x 7п соответственно тройки A D=<X„,S,V°> 
и A = < X n*S, ТпУ ° > являются автоматами; более того А  есть 
подавтомат в А  и Л -  подавтомат в А  .
Пусть для определённости S= { j  } и Т = {Y,..., z^J. Обра­
зуем в Q подмножества mf , mk по правилу
^е /тг ,—— 3 t  е Г ( Æ^< ô . t t> = % ) ,  t - (4) 
Из сюръективности следует, что ^  = {^ / f . . . , ^ J . e сть покры­
тие множества Q . Опираясь на равенство (3 ), непосредственно 
убеждаемся, что покрытие х  сохраняемо в Л , причём, если 
= f  , то Vcx./njenij. Следовательно, можно построить 
автомат (f= < Х,£, V^> , в котором VfL (х, /п.)=т.-, если и только 
если f ° ( x Q,т> ôj  . Автомат &t , как видно, изоморфен автомату 
A f  и для него верно (1).
Определим следующим образом нумерацию f  состояний в блоке 
/71. для каждого i -  I , . . . ,  ^ :
^  ói '  * е >=с1' ? =/ , í 5)
. 1  Плптпптш ûummicim Г) _ /  *Г* <Ъ /
* J  ' 7
Очевидно, f  = {/ , . . . , />]  . Построим автомат йА=< X * z , l ^ , .  У, >
приняв
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£) , если <^ (<л0 ő.>, id) = Z,.
По построению, d  изоморфен автомату Л°  . Кроме того, если
<Pf 0(xo ,5i ) = í j , (^ LC<xo ^ i >*ie) = \  и ’ то’ ВВИДУ (3 ) и ^
z e j j  (V(xtf h )  • Таким образом, верно (2) и Q.t ZÆ e A ( x j ) ,  
Теорема доказана.
Теорема А  . Для любой точной каскадной декомпозиции Af AA ав­
томата А существует СНУР<л,у> этого автомата такое, что в 
ассоциированном с ним каскадном соединении <2, ^ ^  компоненты 
2  и ^  изоморфны подавтоматам автоматов ^  и Ал соответ­
ственно.
Данная теорема доказывается аналогично теореме Д. При этом 
вместо теоремы I  используется теорема 2 . Попарная непересека­
емость блоков в ж , определяемых по правилу (Д), и точность 
нумераций в f  , определяемых по правилу (5 ) ,  следуют из вза­
имной однозначности отображения А, .
Определение. Автомат А^/гЛ^ называется покомпонентным расши­
рением автомата ^  , если и изоморфны подавтома­
там автоматов Л1 и А соответственно.
Теоремы 3, Д и Д" показывают, что множество всех Г точных) 
каскадных декомпозиций любого заданного автомата А  исчерпы­
вается совокупностью всех покомпонентных расширений каскадных 
декомпозиций, ассоциированных с сохраняемыми (точно) нумеро­
ванными покрытиями f соответственно, разбиениями) автомата-^ .
Лемма I .  Множество A ( x , f )  содержит автомат вида тогда 
и только тогда, когда
V/72. е Ж г е IZæ £ A  3/riy е m-L)^rnj У (Я-* f í " ( 6 )
Лемма 2 . Множество А  (Х, / )  содержит автомат вида 2  // 0  ^ тогда 
и только тогда, когда
Ввиду данных лемм и теоремы 3, подобно теоремам Д и Д' дока-
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зываются следующие теоремы.
Теорема 5. Всякая последовательная ('параллельная') декомпози­
ция автомата Л есть покомпонентное расширение некоторого по­
следовательного (соответственно, параллельного) соединения, 
ассоциированного с некоторым СНУЛ этого автомата, обладающим 
свойством (б) (соответственно, (7 ) ) .
Теорема 5' .  Всякая точная последовательная (параллельная) де­
композиция автомата Л  есть покомпонентное расширение после­
довательного (соответственно, параллельного) соединения, ас­
социированного с некоторым СНУР этого автомата, обладающим 
свойством (6) (соответственно, (7 ) ) .
3.  УСЛОВИЯ СУЩЕСТВОВАНИЯ СОХРАНЯЕМЫХ НУМЕРОВАННЫХ ПОКРЫТИЙ
И КАСКАДНЫХ ДЕКОМПОЗИЦИЙ
Всякий автомат допускает СНУЛ, в том числе СНУЛ со свойством
(6) или (7) .  Кроме того, автомат имеет СНУР тогда и только
тогда, когда существует в нём сохраняемое разбиение.
Определение. Покрытия я  и Я некоторого множества Q называ­
ют ортогональными и пишут , если V/п. ея Ууе1(1/п.Пл-1)аХ
Определение. Множество sc^Q называется плотным в автомате 
А=< , если
\/<£ е  Q3n & Я- Vx е Х (  Ÿ(x, ty )&/г) . (8)
Теорема 6 . Автомат A-<X,Q,4'> имеет СНУР< ж, f >  со свойством
(6) и, следовательно, точную последовательную декомпозицию 
тогда и только тогда, когда существует пара ортогональных 
разбиений множества Q , одно из которых сохраняемо, а другое 
плотное в А .
Теорема 7 . Автомат Q, (А> имеет СНУР <x,f> со свойством
(7 ) и, следовательно, точную параллельную декомпозицию тогда 
и только тогда, когда для него существует пара ортогональных
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сохраняемых разбиений.
Обе теоремы доказываются аналогично, поэтому докажем только 
первую из них. Введём сначала одно вспомогательное понятие. 
Пусть mi ç Q , / s ÿ ,  множества в л  упорядочены некоторым 
образом, скажем,4K={a7, . . . ,nt J ,  и для каждого /т -еА ^  имеет мес­
то \n- j4 \m f\ 4 . Определим отображение f .  \т.  — Ж при помощи
следующих соотношений:
Vge m . V  Í  е  М  ( f L ( ^ , ) 3  ç e  ng ) (9)
Ввиду I п. П  ^J для каждого п . е  л  , отображение f  обла­
дает свойством: ( y j  ft f i  m0  > т«е. является
нумерацией элементов в /гсг- . Назовём эту нумерацию порождённой 
множеством Я . Нетрудно видеть, что если Я есть разбиение 
Q , то порождённая им нумерация f  является точной.
Доказательство теоремы 6. Достаточность. Пусть Я и Я суть, 
соответственно, сохраняемое и плотное разбиения в А , л =
nt ]  и Л-Л = 0. Зафиксируем в я  указанный 
порядок блоков и рассмотрим для каждого т. а я. нумерацию f £ , 
порождённую Я . Ввиду ортогональности х  и Я , каждая такая 
нумерация существует. Её точность следует из свойства разбие­
ния Я . Пусть /={//,*••> f ]  • Таким образом, <я,/> есть СНУР 
автомата А  . Покажем, что оно обладает требуемым свойством 
(б). В самом деле, пусть и х , х ' е  х  . Рас­
смотрим НеКОТОрЫЙ бЛОК /я,- е , ДЛЯ КОТОРОГО ) е/ту
и, следовательно, • Пусть 4J( x , f £ ) = f *  для неко­
торого z € Я,- . Тогда, по свойству сохраняемого разбиения,
Зтл %c;/77.;s/  ^ и, ввиду (9} и плотности Я , f f )  = f f .
Этим в силу произвольности /я£. , if , дг и л / , доказана справед­
ливость (б ) . Достаточность установлена.
Необходимость. Образуем Я как совокупность множеств { ^ .г : 
rrij e x  J для z e I  . Поскольку для каждого ^ е ^  найдутся 
и t e / . ,  со свойством fJ-= ^  , то Я есть покрытие ^  . 
Кроме того, в силу свойства нумерации, никакие два состояния 
из одного блока разбиения X  не попадут в один блок покрытия
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А. Следовательно, Л и А. ортогональны. В силу же точности 
каждой нумерации f. и благодаря свойству разбиения 3L , раз­
личные блоки в А не пересекаются, т .е .  А есть разбиение 
множества ÿ . Убедимся в плотности А . Для этого рассмотрим 
произвольное состояние £ е Q . Выберем для него г s  А из 
условия:
\/х & X  Э пу  е X ( Ÿ (X, су) е m j  Á f j - -  (х, q )) . (Ю)
Ввиду (6 ) , требуемое г обязательно найдется. Построим для 
него множество п  = { / . г: т^еж J . Очевидно, /г е X . Для произ­
вольного л е X рассмотрим состояние у,) . Ввиду (10),
найдётся б л о к /^ - е х  такой, что
Следовательно, ^c^c,Ç.)e n  и, в силу произвольности -с , верно
(8 ) . Тем самым А действительно плотное. Необходимость уста­
новлена. Теорема 6 доказана.
Аналогично теоремам 6 и 7 доказываются следующие теоремы.
Теорема 8. Если на множестве состояний автомата Л  существует 
пара ортогональных покрытий л  и А , одно из которых ( х  ) 
сохраняемо, а другое (А )  плотное в Л , то автомат Л  имеет 
СНУП<м:,/> со свойством (6 ) , в котором Uj-yl = I Al , и, сле­
довательно, допускает последовательную декомпозицию, в которой 
первый автомат содержит (1лI) состояний, а второй -  б)А|) со­
стояний.
Теорема 9. Если автомат А имеет два ортогональных сохраняе­
мых покрытия л  и А , то он имеет СНУП<#,/> со свойством (7), 
в котором| LTly I — I А I , и, следовательно, допускает парал­
лельную декомпозицию, в которой один автомат содержит | Æ | со­
стояний, а другой -  IАI состояний.
Наконец, из теорем 3 и 4 ' вытекает, что автомат А допускает 
точную каскадную декомпозицию, в которой первый автомат име­
ет п. состояний, тогда и только тогда, когда для него су­
ществует сохраняемое разбиение мощности /г .
193 -
4 . РЕАЛИЗАЦИЯ И МОДЕЛИРОВАНИЕ
Определение f l , 2 j  . Автомат A '=<X,'Q,'y,'4','T> моделирует ав­
томат A=<£.Q,  У,Ч',Ч>> , или А моделируется автоматом А' , 
если существуют отображения ju. : Х - ~ х '  , иju3 \ y ~ y
такие, что
4 cfQ \/cL eX * \f(d .,c j,)  = ß .J V ' C p j ] .
Здесь и далее для любого отображения вида jn : U — V  и для лю­
бого слова о(.=ии ... и,е-Ц* через ai X  обозначается слово /и.(и,)
If.*
Теорема 10. А ' моделирует А  , если и только если А '  реали­
зует А  .
Для доказательства достаточности следует принять [3]уи. =j>f , 
ß 3=f3 и для любого Q полож ить^^ = для некоторого
, а для доказательства необходимости достаточно при­
нять у? = --JU. , и Для любого ^ е Q положить f A у, « 5  ,
где £?' *и £ 'е  5^—  Е ,Z*[Vy< £ ;= у 2^  <*,
5. ПШВОДИМОСТЬ
В алгебраической теории автоматов одним из центральных поня­
тий является á -неприводимость.
Определение [ 1 ,2 ] .  Автомат Л называется J -неприводимым, ес­
ли всякий раз, когда он моделируется каскадным соединением 
двух автоматов Aj и А^  с полугруппами 5 и ^  , он моделирует­
ся либо автоматом полугруппы £ , либо автоматом полугруппы 5.
7 ОС.
Однако для целей структурной теории автоматов более естест­
венным представляется понятие неприводимости.
Определение м -  Автомат А называется неприводимым, если 
всякий раз, когда он моделируется каскадным соединением двух 
автоматов А1 и А % он моделируется либо автоматом Af , либо 
автоматом А  ; в противном случае автомат А приводим.d»
Заметим, что, ввиду теоремы 10, в этих определениях вместо
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„моделируется” можно читать »реализуется". На несовпадение 
понятий с-неприводимости и неприводимости указано Арбибомр]. 
Крон и Роудз [1 .2 ] охарактеризовали класс всех л -неприводи­
мых автоматов. Его составляют автоматы простых групп и тож­
дественно-возвратные автоматы с двумя состояниями. (Последние 
определяются ниже). Аналогичная задача возникает в связи с 
понятием неприводимости.
Условимся для любого входного слова ^  автомата <Х, Q, У> 
через ^  обозначать отображение из Q в Q такое, что %(Q) =
= для любого у & Q .
Определение. Автомат A=<X,Q,4J> называется тождественно 
возвратным (кратко: TB-автоматом), если каждое его отображе­
ние у  , х е  X  , тождественно или константно. Автомат Л на-
v L
зывается тождественным (константным), если все его отображе­
ния Ÿ , х е Х  , тождественны (соответственно, константны и 
равны). Автомат А  называется перестановочно-возвратным 
(кратко: ПВ-автоматом), если каждое его отображение ,
есть подстановка на Q или константно. Наконец, автомат Л 
называется перестановочным (кратко: П-автоматом), если все 
его отображения А , х е Х  , суть подстановки на множестве^ .
«/Ь
Теорема I I  . Всякий автомат А с n* 2 состояниями, не являю­
щийся при/г = 2 тождественным или константным, приводим. Тож­
дественные и константные автоматы с двумя состояниями непри­
водимы.
Доказательство. Рассмотрим^автомат Oii =<X, Ç, , в котором 
X={x/f ...,Zn}, ÿ* /г] и ŸX' -  ( I  2 . . .  i ) -  цикл первых i со­
стояний, L -  1 , . . . , / г  . Сформулируем без доказательства, ввиду 
его громоздкости, следующую лемму.
Лемма 3. Всякий автомат с п состояниями реализуется каскад­
ным соединением автоматов ^  и TB-автоматов с двумя состояни­
ями.
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В силу данной леммы, теорема 9 будет доказана, если мы пока­
жем её справедливость для автомата А  с я состояниями, реа­
лизуемого автоматом OL для п> 2 или ПВ-автоматом с двумя 
состояниями. Пусть сначала п> 2 и X = <Х  есть произволь­
ный подавтомат в 0^  , для которого Çj= Q и % . (Нетруд­
но заметить, что все другие автоматы, реализуемые , либо 
изоморфны некоторому подавтомату в 01^ указанного вида, либо 
реализуются автоматом Рассмотрим автомат А'=<Х,
в котором Ç}'={ гг*/}  , Функция 9" совпадает с ^  на области 
£*Ц и V(a для любого sc е X  . Очевидно, Л'  реали­
зует Л . Для автомата Л '  построим СНУЛ <x,j>  следующим обра­
зом : Я = J , ДЛЯ £<п,/* = /* * =  л
и . Рассмотрим каскадное соединение A f e ß  %
где С\f A  Х л у л у и <^= Ÿj > , такое, что
для всех see X  . Ввиду ( I )  и (2 ) , непосредственно'проверяется, 
что ль ч = (1 2 . . .л - 1 л + 1 л   ^ и % . = Í I  2 . . .  л ) ,
В силу теоремы 3, автомат реализует Л и вместе с ним
Л .  Нетрудно убедиться также, что <2 не реализует Л , и вся­
кий подавтомат в Q , имеющий не менее /г состояний, является 
в действительности сильно связным П-автоматом с /г + I  состоя­
ниями и, в силу теоремы 2 [ б ] ,  не имеет сохраняемого разбиения 
мощности п . Поэтому, ввиду следующей леммы, вытекающей из 
определений реализации и сохраняемого разбиения, 0.^  не реали­
зует Л и, следовательно, Л приводим.
Лемма 4-. Во всяком автомате, реализующем автомат с п. состоя­
ниями, существует подавтомат, имеющий сохраняемое разбиение 
мощности а .
Пусть теперь автомат Л  = <SC,Q,(fJ> реализуется ПВ-автоматом с 
двумя состояниями и не является тождественным или константным 
Тогда возможны следующие два случая.
I )  Л = <Х  , [ l , 2 j ,  и существует sc е X  , что ^  = (2 I ) .  
Рассмотрим С К э т о г о  автомата, в котором_-Хш{т , ^ /7г3] ,
2}. i SJ Ч 1 ’2 .........6} ,  / / =  / / =  / / =  I  и / > / / =
/ i =  2 . п у стьa í a ^ A c x j ) ,  ал= < х * я , ^ >,
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причём ^ * = < 4 ^  
(2 3 б V 5) и V
/ 1  У \  «*■  9 / V e  л
ряется, что и-, и d  не реализуют Л . Следовательно, ^приводим.Л
2) Л  = <rj£, [ l , 2 j , и существуют jc , ^ e J T  , что 
и У(хЛ'уу2. для любого £ = 1 ,2 . Рассмотрим СНУП <x,f>  , в кото-
Непосредственно проверяется, что <2 и ^  не реализуют ^  и, 
следовательно, А  приводим.
Наконец, в приводимости константных и тождественных автоматов 
с п>  2 состояниями и в неприводимости таких автоматов с дву­
мя состояниями легко убедиться самостоятельно.Теорема доказана
6 .  К ДЕКОМПОЗИЦИИ с и л ь н о  СВЯЗНЫХ П-АВТОМАТОВ
Пусть всюду далее ÇO есть сильно связный П-автомат с
п. состояниями и G -  его группа.
Теорема 12. Автомат А  реализуется каскадным соединением 
меньших (с меньшим числом состояний) автоматов, если и только 
если существуют нормальные делители G0 , Gf , . . . ,  группы G 
такие, что G = G ^ G  »  *>G., =  I и для любого £ = 1 , . . . , Л  фак-
0 1 к
тор-группа G. / £  изоморфна группе подстановок степени меньше/г.
Доказательство. Достаточность следует из теоремы Зеигера [i] 
и теоремы в [9] . Необходимость доказывается индукцией по дли­
не каскадного соединения с применением на каждом шаге индук­
ции формулируемой ниже леммы 5. Пусть Л есть сохраняемое в А 
покрытие, состоящее из различных блоков некоторой одинаковой 
мощности р  . Рассмотрим автомат А'=<£гл, $*"> , в котором
A fjc , /72^  ) - rrij У*(JC, -  s p y  всех X е. X  И пг  ^е  7L .
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Пусть G' есть группа автомата А '  .
Лемма 5. G' есть гомоморфный образ группы G и, если G^G 
то существуют нетривиальное разбиение множества Q на классы 
Si » * • • » Qol и ноРмальные делители И0 , / /  , . . . ,  Hd  группы G 
такие, что d i n  , I для каждого î = I , . . . ,  cL , G
К > = I ,  каждый класс ^  есть область транзитивно­
сти К0 , каждый делитель //.д л я  £> О оставляет на месте сим­
волы из Q1 U . . . U Q i и каждый фактор / / ._ ,/ / / .  изоморфен груп­
пе подстановок множества Q. .
Из теоремы 12 вытекают следующие следствия. I .  Если А  реали­
зуется некоторым каскадным соединением меньших автоматов, то 
автомат группы G изоморфен одному из таких соединений.
2 .  Если G есть S  или А^ для п. ф 4, или если п. -  простое 
число, то А не реализуется каскадным соединением меньших ав­
томатов.
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ПРОГРАММИРУЕМЫЙ ЛОГИЧЕСКИЙ КОНТРОЛЛЕР НА ОСНОВЕ
ПЕРЕСТРШЖЭ1Л1ГГ ТТГЕТКТУР
Институт проблем управления АН СССР
1. ПОСТАНОВКА ЗАДАЧИ
Последние достижения интегральной технологии, в частности 
в области производства программируемых устройств в элемент­
ном базисе дискретной техники таких как ПЗУ, ППЗУ, ПЛМ и 
микропроцессоры, привели к появлению принципиально новых 
подходов к построению дискретных устройств для автоматизи­
рованных систем управления.
В настоящей работе ставится задача обосновать аппаратурно­
программный принцип реализации дискретных устройств и пред­
лагается структура программируемого контроллера на перес­
траиваемых средах, реализующая этот принцип.
2 . Анализ возможностей аппаратурной и программной реализа­
ции дискретных управляющих устройств.
Построение дискретных управляющих устройств обычно осущест­
вляется двумя способами: аппаратурным и программным. 
Аппаратурная реализация устройства управления представляет 
собой автоматическое устройство с так называемой жесткой 
логикой, реализующей единственную систему логических функ­
ций в соответствии с заданным алгоритмом управления.
В качестве примера можно привести мощный класс устройств, 
называемые устройствами цикловой автоматики, для управления 
такими объектами, как металлорежущие станки, обрабатывающие 
центры, линии из агрегатных головок, конвеерные линии, 
транспортные линии, погрузочно-разгрузочные механизмы и т .д . 
Аппаратурная реализация систем управления перечисленных 
объектов осуществляется как правило на основе релейно-кон­
тактных схем (РКС).
Программная реализация устройства управления осуществляется 
на базе управляющих ЭВМ путем программного вычисления логи­
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ческих функций, описывающих алгоритм управления объектом. 
Характерной особенностью управляющих алгоритмов перечислен­
ными объектами является, во-первых, битовый характер входной 
и выходной информации устройства управления, и, во-вторых, 
булевый вид вычислений. Рассмотрим основные достоинства и 
недостатки аппаратурной (в виде РКС) реализации рассматривае­
мого класса алгоритмов управления и программной реализации 
на базе УВМ традиционной структуры.
Достоинства и недостатки с точки зрения пользователя (потре­
бителя, эксплуатационщика) и с точки зрения разработчика ус­
тройства управления можно разделить соответственно на внеш­
ние и внутренние.
В соответствии с этим вначале остановимся кратко на перечис­
лении основных достоинств и недостатков аппаратурной реали­
зации в виде РКС.
К внешним достоинствам РКС можно отнести:
-  простота проектирования РКС, заключающаяся в том, что 
задача описания алгоритма управления сводится к его изо­
бражению в виде РКС;
-  широкие языковые возможности РКС, заключающиеся в прос­
тоте представления параллельности при управлении различными 
объектами, режимов прерывания, блокировок и т .д . ;
-  простота внесения изменений в РКС;
-  доступность в силу своей наглядности широкому кругу спе­
циалистов (инженерам, электрикам, технологам) и как следст­
вие этого простота эксплоатации, ремонта и настройки.
К внутренним достоинствам РКС следует отнести:
-  простота проектирования устройства управления по записи 
алгоритма управления в виде РКС;
-  параллельное вычисление всех логических функций, осуще­
ствляемое РКС, обеспечивает предельное быстродействие уст­
ройства управления.
К недостаткам (внешним) РКС можно отнести:
-  трудности реализации арифметических вычислений, необхо­
димость которых может возникнуть при управлении объектом;
-  отсутствие универсальности, что приводит к необходимое-
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ти использования для каждого объекта управления своей РКС, 
при этом полностью отсутствует их взаимозаменяемость;
-  высокая стоимость изготовления и эксплуатации;
-  большие габариты и вес, что связано с особенностью ре­
лейно-контактных элементов.
К внутренним недостаткам РКС можно отнести:
-  трудности внесения исправлений в устройство управления, 
необходимость которых возникает при внесении изменений в тех­
нологический цикл работы объекта управления;
-  трудности реализации РКС на современных полупроводниковых 
элементах, обусловленных различными физическими свойствами 
релейно-контактных и полупроводниковых элементов. 
Перечисленные недостатки РКС обусловили постепенный отказ от 
построения устройств управления на базе РКС и переход от ап­
паратурной реализации алгоритмов управления к программной 
реализации. В связи с этим представляет,интерес рассмотрения 
возможностей программной реализации алгоритмов управления на 
базе мини-УВМ, структура которых в основном копирует струк­
туру ЭВМ общего назначения.
К внешним достоинствам использования в качестве устройства 
управления УВМ можно отнести:
-  универсальность устройства управления;
-  ускорение и удешевление проектирования, обусловленное 
тем, что обычная задача проектирования в случае аппаратурной 
реализации (получение РКС, создание макета, его отладка и т .д ) 
сводится к задаче программирования с последующей отладкой 
программы.
Что касается разработки собственно УВМ, то здесь накоплен 
значительный опыт проектирования архитектуры ЭВМ общего наз­
начения.
К недостаткам использования УВМ можно отнести следующие.
К внешним недостаткам:
-  при использовании РКС в качестве языка записи алгоритма 
управления, обладающего вышеуказанными достоинствами, возни­
кают трудности при программировании, вследствие различных 
способов вычислений булевых функций, осуществляемых РКС (па­
раллельно) и в УВМ (последовательно);
-  необходимость в наличии специалистов-программистов и как 
следствие этого возникают ряд трудностей при взаимопонимании 
между ними с одной стороны и инженерами-электриками, техноло­
гами, с другой стороны;
-  низкое быстродействие (большое время реакции) УВМ, обус­
ловленное принципиально последовательной дисциплиной вычис­
лений ;
-  низкая надежность УВМ при её использовании в промышлен­
ных условиях;
-  высокая стоимость.
К внутренним недостаткам УВМ следует отнести:
-  пословный принцип обработки информации, присущий тради­
ционным УВМ, приводит к неэффективному использованию обору­
дования УВМ (памяти, устройств ввода-вывода) при битовом 
характере данных об объекте;
-  необходимость наличия развитого мат.обеспечения, а также 
операционной системы УВМ для получения эффективной программы 
и осуществление различного рода прерываний, блокировок в про­
цессе управления объектом;
-  необходимости наличия в УВМ оперативного запоминающего 
устройства (ОЗУ) вследствие последовательного вычисления фун­
кций.
Вышеперечисленные недостатки РКС и УВМ по нашему мнению, по­
служили причиной поиска новых принципов построения устройств 
управления. В настоящее время в США, ФРГ, Франции (см ., нап­
ример , с п  ) появился ряд оригинальных архитектурных решений 
построения УВМ, в основном специализированных на вычисление 
булевых функций. Эти логические машины получили название про­
граммируемые контроллеры (ПК). Основные отличия ПК от тради­
ционных УВМ продемонстирует на примере ПК, разработанного 
американской фирмой modi con г п  , упрощенная блок-схема
которого изображена на рис.1
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Рис Л .
Основные особенности ПК состоят в следующем:
1) при программировании задачи нет понятия команды. В каче­
стве элемента программы используется строка РКС, содержащая
4 контакта, соединенных произвольным образом;
2) битовое представление данных;
3) разделение памяти ПК на память для программы и память 
для данных, при этом память программы используется только для 
считывания информации, что позволяет её реализовать в виде 
ПЗУ (ППЗУ);
4) специализированный логический процессор для обработки 
одной строки РКС;
5) сканирование по памяти программы является основным спо­
собом функционирования;
6) безадресность строк (отсутствие условного перехода);
7) простота наращивания ПК по мощности (память, программа. , 
вход-выходные регистры) ;
8) введение простых арифметических подпрограмм, результаты 
которых используются в основной программе как логические ус­
ловия.
ПК получили широкое распространение, особенно в областях про­
мышленности с тяжелыми условиями эксплуатации. Тем не менее 
можно выделить следующие недостатки ПК типа MOI) ICO А/
?.оз
I .  Низкое быстродействие (большое время реакции) ПК, обу­
словленное последовательной дисциплиной вычислений булевых 
функций, при этом время вычисления зависит от длины програм­
мы.
2) трудности распараллеливания вычислений, обусловленных 
взаимозависимостью логических функций, и его реализации в ПК, 
приводят к тому, что скорость вычисления невозможно увеличить 
за  счёт наращивания оборудования. Эти недостатки ПК ограни­
чивают их применение там, где требуется высокое быстродейст­
вие (малое время реакции), например, в случае электронной тех­
нологии, управление лазером, генерации тестов для динамичес­
кой проверки логических схем и т .д .
3. Аппаратурно-программный подход к реализации дискретных 
устройств управления.
Как показал вышепроведенный анализ и аппаратный и программный 
подход к реализации дискретных устройств имеют как достоинс­
тва, так и недостатки. В связи с этим интересно найти такую 
структурную организацию управляющей логической машины, кото­
рая сочетает достоинства обоих подходов.
Пусть задан автомат А* ( X , Y , Z » , у* ) , где
X s{ x , , . . , x n } , Z - í*i , Z,».} множество структурных (двоичных)
входов и выходов; У- {%,)!,■ • • множество внутренних состоя­
ний; функции и <Г* заданы графом G- ( У ,  R. ) ,  множество 
вершин которого есть множество состояний Y , каждое ребро 
Zi jG f i  взвешено функцией £•; ( х , , . . , ас ) (реберной 
функцией), а каждая вершина взвешена набором 2 ./г»
(автомат Мура).
Определим относительно разбиения - i ■ ■■ множества 
Y такого, что Y - A Y для i t j  , î j - d ,  . P P YL = Y 
множество автоматов AíxAlt. следующим образом *.
A рг Де :  l5X i-X ;
Y- и Ы }  Y; ; (у н г =.UQi. .
Функции ^  и “ i  определим графом который
построим по подграфу графа & , образованному из вершин ч-6 Y^ 
с сохранением всех внутренних ребер, этого подграфа и с замы­
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канием всех "разрезанных" ребер на дополнительную вершину . 
Все входящие ребра в ÿel соответствуют "разрезанным" ребрам, 
ведущим в графе £  из состояний блока Y: в состояния каких- 
либо других блоков. Все исходящие из yi ребра соответствуют 
"разрезанным" ребрам, ведущим в Q- В состояния блока Y;. из 
каких-либо других блоков. Взвешивание всех внутренних ребер в 
£<• совпадает с взвешиванием соответствующих ребер в G . 
"Разрезанные" ребра взвешиваются функциями:
= í Cj V для входящих ребер в ^  ;
U  j = iej b( A g для исходящих ребер из y j  .
При этом дополнительные входы ^  е. , совпадают с 
дополнительными выходами о^ . , автоматов, из или в сос­
тояния которых в G- есть переходы. Входы И L и выходы Q i 
вводятся для организации взаимодействия автоматов . АР
Вершины у0р графов £ Рвзвесим наборами
Z,,2lr.,2ft » а все остальные вершины взвесим также как в G .
Как это следует из определения с , если Ас находится в 
состоянии % ф y j  , то все остальные автоматы находятся в 
своих начальных состояниях у / , у / ,. - • у у / .
Легко видеть, что автомат А и автоматы , • - > ^ р (при со­
ответствующей договоренности о вычислении выходов) реализуют 
одно и то же автоматное отображение.
Автоматы А,,- - •> А р будем называть временной (фрагментарной) 
декомпозицией автомата А .
Рассмотрим следующую схему вычисления (реализации) автомата 
А , представленного своей временной декомпозицией А р
(см .рис.2 ).
Рис. 2
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Универсальный логический автомат УЛА (I)  в зависимости от 
программирования (настройки по входам 4) может реализовать 
любой из автоматов A 1>AXi . . . í Ар, информация о которых хранит­
ся в разделах памяти 2 . В L -том разделе памяти 2 содержится 
информация об автомате А; в виде кодов настройки УЛА и адре­
сов разделов памяти, где хранится информация об автоматах, 
в которые есть переход из (’последователи" А • ) .  Опишем 
функционирование предложенной схемы. Пусть в УУ поступила 
команда на реализацию автомата А - . УУ перекрывает каналы 
X и ?  , считывает в УЛА соответствующую настройку по кана­
лу 4 и запоминает адреса разделов "последователей". После 
этого открываются каналы X и Z и все устройство функ­
ционирует как схема жесткой логики, реализующая автомат A i , 
в автоматном времени, определяемом сменой сигналов на входе 
X (асинхронная реализация). Если последовательность входных 
сигналов приводит к переходу в начальное состояние ув‘ авто­
мата Ai , то УУ определяет в какой автомат Aj  необходимо 
осуществить переход, перекроет каналы X и 2- , считает
информацию об Aj , после чего все устройство будет функцио­
нировать как схема жесткой логики, реализующая автомат Aj и 
т .д .
Таким образом всякий раз в структуре машины имеет место аппа­
ратурная реализация одного из автоматов At , А*.,. • -, а  ин­
формация о перестройке и сама перестройка осуществляются про­
граммно. Реализацию устройства по описанной схеме назовём 
аппаратурно-программной.
4 . Программируемый логический контроллер на основе алпаратур-  
программного принципа реализации дискретных устройств. 
Существенным в аппаратурно-программном подходе является вы­
бор средств для реализации универсального логического авто­
мата. В настоящей работе предлагается архитектура программи­
руемого логического контроллера, использующего аппаратурно­
программный принцип, в котором универсальный логический ав­
томат реализуется на основе перестраиваемых сред [ 2 ]  . При 
этом в архитектуре контроллера удалось реализовать следующие 
концепции:
I
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-  автоматный принцип обработки входного и формирования вы­
ходного потока, обеспечивающий малое время реакции машины;
-  программный принцип настройки логического автомата, обес­
печивающий высокую универсальность машины;
-  фрагментарный принцип реализации алгоритма управления, 
заключающийся в настройке логического автомата на часть 
(фрагмент) алгоритма управления в соответствии с временным 
разбиением технологического процесса на последовательность 
подпроцессов;
-  асинхронный принцип взаимодействия блоков машины, заклю­
чающийся в том, что новое управляющее воздействие на объект 
управления вырабатывается только гри новом значении входных 
сигналов и после того , как в логическом автомате закончатся 
должным образом переходные процессы;
-  принцип схемного описания алгоритма управления, заключаю­
щийся в представлении алгоритма управления вв виде РКС;
-  принцип сочетания логических и арифметических вычислений, 
заключающийся в использовании результатов арифметических вы­
числений в логическом автомате;
-  модульный принцип наращивания мощности любого блока и ма­
шины в целом.
Макроструктура предлагаемой машины изображена на р и с .З , где
-  программная память имеет (аналогичное назначение, что и 
на рис.1;
-  блок УСО -  устройство связи с объектом
-  блок ПЛК -  собственно перестраиваемый логический контрол-
Рис. 3.
От
ной
От объекта 
управления
Рис. 4.
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Структура ПЛК изображена на ри с .4. Кратко остановимся на опие 
сании отдельных блоков.
Блок ПЛВ -  перестраиваемого логического вычислителя ( I )  пред­
ставляет собой матричную однородную комбинационную структуру 
с переменной структурой соединений и многофункциональными 
ячейками и состоит из двух частей А и В. Входами А являются 
внешние информационные входы (2) ,  входами В являются выходы 
А, а выходы В являются внешними информационными выходами (3).
На любом из указанных выходах реализуется булева функция вида
(  - - . ( ±  TJ )  T* Q r ) ) .  • • ) Т„ cl^  )
где Clí ) 0 ^ i . . CL являются входными переменными, Т — ло­
гическая операция "дизъюнкция” , либо "конъюнкция" либо "про­
никновение" (дизъюнкция с константой 0 вместо правого символа). 
Блок ПЛВ предназначен для аппаратурной реализации логических 
вычислений над сигналами ( 2 ) ,  поступающими от объекта, и вы­
дачи управляющих сигналов (3) на объект. Этот блок при соот­
ветствующей настройке реализует конкретный фрагмент алгоритма 
управления объектом как асинхронное устройство с жесткой ло­
гикой, что обеспечивает высокое быстродействие и надежность. 
Блок ПАВ -  перестраиваемого арифметического вычислителя (4) 
представляет собой универсальную четырехнаправленную однород­
ную вычислительную структуру с переменной структурой соедине­
ний и многофункциональными ячейками и предназначен для реали­
зации элементов памяти (при реализации фрагментов логических 
вычислений с памятью) и для выполнения арифметических опера­
ций (при реализации фрагментов с арифметическими вычисления­
ми) .
Блок УУ -  устройство управления (5) ,  имеющий регулятор струк­
туру, представляет собой совокупность регистров и предназна­
чено для выработки адреса последующего фрагмента алгоритма 
управления при соответствующих воздействиях от блоков ПЛВ и 
ПАВ. УУ осуществляет также переключение ПЛК на обработку по­
следующего фрагмента алгоритма управления с блокировкой ин­
формационных входов и выходов ПЛВ при настройке ПАВ и ПЛВ и 
других блоков ПЛК, а также аварийное прерывание и настройку 
блоков ПЛК на обработку фрагмента аварийного обслуживания
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объекта.
Блок ПЗУ -  постоянного запоминающего устройства (6) предназ­
начен для хранения кодов настройки ПАВ на схемную реализацию 
арифметических операторов для реализации фрагментов с арифме­
тическими вычислениями.
Блок РП -  регистровой памяти (7) предназначен для хранения 
констант и исходных цифровых данных, а также для промежуточ­
ного хранения результатов обработки фрагментов с арифметиче­
скими вычислениями для их использования при обработке после­
дующих фрагментов алгоритма управления объектом.
Блоки ВС и ВТ -  счётчиков (8) и таймеров (9) ,  имеющие иден­
тичную структуру для взаимо заменяемости, предназначены для 
реализации временных интервалов и счёта при обработке фраг­
ментов с логическими вычислениями.
Блок БРУ -  регистров условий (10) представляет собой набор 
асинхронных триггеров и предназначен для выработки логичес­
ких условий при реализации фрагментов с логическими вычисле­
ниями.
Блок ЦВВ -  цифрового ввода-вывода ( I I ) ,  представляет собой 
набор регистров и предназначен для последовательного ввода 
цифровой информации и ПАВ и РП от объекта управления и пульта 
оператора по внешним информационным входам (12) ,  а также для 
последовательного вывода цифровой информации из указанных 
блоков на пульт управления по внешнему информационному выво­
ду (13).
Блок памяти (14) представляет собой ППЗУ и предназначен для 
хранения алгоритма управления объектом в виде совокупности 
фрагментов. В каждой зоне ППЗУ хранится отдельный фрагмент 
алгоритма управления в виде кодов настройки блоков ПЛВ и ПАВ 
на реализацию релейно-контактной схемы, описывающий данный 
фрагмент. В зоне также хранится начальная настройка блоков 
БС, БТ и ЕРУ, если они используются в реализуемом фрагменте 
алгоритма управления, и адреса арифметических операторов (для 
их извлечения из ПЗУ) и регистров РП при реализации фрагмен­
тов с арифметическими вычислениями, а  также адреса фрагмен­
те в-преемнико в для настройки УУ.
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Рассмотрим функционирование перестраиваемого логического кон­
троллера в режимах логических и арифметических вычислений при 
предположении о том, что предварительно осуществлена времен­
ная декомпозиция алгоритма управления в соответствии с деком­
позицией технологического процесса и соответствующие фрагмен­
ты РКС с помощью программной панели записаны в соответствую­
щие зоны блока 14.
Функционирование ПЛК осуществляется следующим образом. С пуль­
та оператора в выходной регистр УУ заносится адрес начального 
фрагмента алгоритма управления. УУ осуществляет выборку и пе­
ренос из ППЗУ настроечной информации в блоки ПЛК. Одновремен­
но во входные регистры УУ заносятся адреса фрагментов-преем- 
ников. По окончании настройки УУ снимает блокировку информа­
ционных входов и выходов ПЛВ и переходит в состояние ожидания. 
При обработке фрагментов логических вычислений ПЛВ осуществля­
ет логическую обработку внешних сигналов, поступающих от 
объекта управления, а  также сигналов, поступающих от ПАВ,ЕРУ, 
БТ и ЕС, и выдачу управляющих сигналов на объект управления, 
а также вырабатывает сигналы запуска ЕС и БТ и управляет 
триггерами ЕРУ. При этом в ПАВ, в соответствии с фрагментами 
алгоритма управления, осуществляется переключение элементов 
памяти и выработка воздействий на ПЛВ. После обработки фраг­
мента от сигнала, поступающего из ПЛВ, запускается УУ, кото­
рое блокирует информационные входы и выходы ПЛВ. Одновремен­
но, при помощи сигналов, поступающих от ПАВ из соответствую­
щего входного регистра УУ осуществляется перезапись адреса 
последующего фрагмента в выходной регистр УУ.
При обработке фрагмента с арифметическими вычислениями по 
адресам, записанным в ППЗУ, осуществляется выборка из ПЗУ ко­
дов настройки ПАВ на реализацию арифметических операторов.
ПАВ осуществляет арифметические операции над последователь­
ными двоичными числами, поступающих от ЦВВ и РП. Результаты 
арифметических вычислений используются в блоке ПЛВ, и могут 
подаваться в РП и ЦВВ.
Возможны следующие режимы функционирования ПЛК:
-  логические вычисления комбинационного типа;
-  арифметические вычисления;
-  совмещение арифметических и логических вычислений.
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ВВЕЛккИЕ
Проблема создания эффективных практических алгоритмов синтеза 
асинхронных автоматов не нова. Но она не потеряла своей акту­
альности, что иллюстрируется ростом числа публикаций в науч­
ной литературе. Поскольку процедура синтеза автомата является 
довольно сложной, ее разбивают на последовательно выполнявши­
еся этапы, на каждом из которых производится оптимизация по 
тем или иным критериям. Одним из наиболее важных этапов явля­
ется этап кодирования внутренних состояний, так как от реали­
зации этого этапа зависит наличие или отсутствие состязаний 
между элементами памяти, простота структуры, надежность и т .д . 
Естественно, больший эффект по оптимизации структуры автомата 
может быть достигнут в случае, когда требования, предъявляе­
мые к конечному результату синтеза -  структуре, будут учтены 
на более ранних этапах синтеза. Первая попытка учета на более 
ранних этапах синтеза требований, предъявляемых на последую- 
щих этапах к структуре автомата, содержится в работах [1-4] . 
Эти работы роднит идея объединения этапов синтеза. При таком 
подходе сложность и трудоемкость алгоритма кодирования, на 
который практически ложатся функции, реализуемые несколькими 
этапами синтеза [1-4] , в значительной степени возрастает, В 
связи с этим возникла заманчивая идея -  произвести кодирова­
ние, обеспечивающее устойчивость автомата к опасным состяза­
ниям между элементами памяти и , если необходимо, к отказам 
элементов памяти каким-либо "дешевым" способом, например, во­
спользовавшись наиболее простым приближенным алгоритмом [5—8], 
либо универсальным (типовым, то есть не зависящим от конкрет­
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ных свойств матрицы переходов) [ 6 , 9 ]  , а затем в определенной 
последовательности осуществить преобразование матрицы кодиро­
вания с учетом обеспечения ряда других требований: минимизации 
числа элементов памяти, упрощения последующих этапов синтеза, 
повышения надежности и т .д .
В настоящей работе ставится и решается задача оптимизирующих 
преобразований матрицы кодирования внутренних состояний асин­
хронного автомата с целью устранения избыточных элементов па­
мяти; упрощения этапа минимизации системы булевых функций, 
описывающей логический преобразователь (ЛП) автомата; упроще­
ния структуры за счет учета конкретных ограничений,связанных 
с используемой системой логических элементов;повышения надеж­
ности автомата за счет сокращения числа переключений элемен­
тов памяти. Приводится алгоритм устранения избыточных элемен­
тов в блоке ЛП, служащих только для возбуждения полюсов избы­
точных элементов памяти. Показывается применение оптимизирую­
щих преобразований к задачам распознавания образов. Некоторые 
из рассматриваемых алгоритмов даны в [ 1 0 ] . Рамки статьи не 
позволяют детально изложить все алгоритмы. В связи с этим по­
лучивший наиболее широкое применение в задаче сокращения объ­
ема эксперимента при распознавании образов алгоритм устране­
ния избыточных элементов памяти дается более подробно и со­
провождается оценкой трудоемкости.
Исходной информацией для алгоритмов преобразования матрицы 
кодирования служит матрица переходов асинхронного автомата 
(граф переходов, либо микропрограмма) и не полностью опреде­
ленная матрица кодирования (строки сопоставлены внутренним 
состояниям, а столбцы -  внутренним переменным), удовлетворяю­
щая одному из условий устранения опасных состязаний и устой­
чивости автомата к t  повреждениям элементов памяти:
I .  Необходимое и достаточное: коды всех внутренних состояний 
должны находиться на расстоянии не менее Л (А = 2 1 + I ) ,  и для 
каждой пары переходов a  —A, c ^ d ,  соответствующих одному и 
тому же входному состоянию, и таких, что 5 4 d , в матрице Q
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должно найтись не менее h столбцов, в которых я  -й  и 6  -й 
элементы будут иметь одинаковое значение I  или 0, a í- -й  и 
d  -й  элементы -  противоположное.
2. Достаточное: коды всех внутренних состояний должны нахо­
диться на расстоянии не менее h  и для каждой пары множеств 
К иАу^ (под множеством KLj  понимается совокупность внутрен­
них состояний, из которых под воздействием входного состояния 
i осуществляется переход в устойчивое состояние у , также при­
надлежащее данной совокупности), таких, чтоу 4 £ , в матрице Ű 
должно найтись по крайней мере^. столбцов, в которых элементы, 
соответствующие номерам внутренних состояний из , будут 
иметь одинаковое значение I  или 0, а элементы, соответствую­
щие номерам внутренних состояний из К^£ , -  противоположное.
I .  УСТРАНЕНИЕ ИЗБЫТОЧНОСТИ В МАТРИЦЕ КОДИРОВАНИЯ
I . I .  Постановка задачи. Основные определения и понятия 
Для асинхронного автомата, заданного матрицей переходов^ 
и матрицей # , удовлетворяющей условию I  либо 2, требуется 
построить матрицу Q , удовлетворяющую условию I  и состоящую 
из минимального подмножества столбцов матрицы Q .
В дальнейшем воспользуемся следующими определениями.
Условие, заключающееся в том, что для каждой пары переходов 
c ~ d  (fi  ^d ) , соответствующих одному и тому же входному 
состоянию, в матрице Q должен найтись хотя бы один столбец, 
я -й  и fi -й  элементы которого будут иметь одинаковое значение 
I  или 0, а с-й  и íZ- й элементы -  противоположное, назовем ус­
ловием непересечения.
Будем говорить, что троичный вектор г  = ( г ; , г2 , г п ),
г д е /7- число внутренних состояний, задает условие непересече­
ния для пары переходов a~-fi, c-~d (fi Ф d ) , если компоненты
гс -  'ici, а остальные компоненты принимают значение 
(" -"  -  символ неопределенности).
Запись г - ^ q .  означает, что условие^* обеспечивается (импли­
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цируется) [ I I  ] j  -м столбцом матрицы Q . Например, при 
1; = 10-0-0, Çy = 1010-0, имеет место 10-0— < =  1010-0 и 
10-0—<=0101-1. Для выполнения условий I ,  2 необходимо, что­
бы полученный для каждой пары существенных переходов вектор 
Xi имплицировался не менее h столбцами матрицы Q .
Переход вида а + а  при наличии перехода а. при заданном вход­
ном состоянии назовем несущественным. Остальные переходы бу­
дем называть существенными.
И, наконец, введем следующие обозначения: U -  множество строк 
матрицы U , \U I -  число строк матрицы U ,т  -  число столбцов 
матрицы Q , ] £°д2п \_ -  наименьшее сверху целое к {° h n •
1 .2 . Алгоритм
Суть алгоритма сводится к выделению минимального подмно­
жества столбцов матрицы# , которые в совокупности имплициру­
ют (обеспечивают) не менее ti раз все условия непересечения, 
порождаемые матрицей переходов . Алгоритм построения матри­
цы ^ 'состоит из следующих процедур.
1. Построить булеву матрицу импликаций LL , строки которой со­
поставлены условиям непересечения, а столбцы внутренним пере­
менным, причем U-ij = I  fa .
2. Удалить в матрице U поглощающие строки'(строка и.[ погло­
щает строку Új % если uL л Uj -  Uj и ü^uj= ф ) ,  то есть построить 
безызбыточную матрицу импликаций, обозначаемую далее ч ер езU.'.
3. Найти кратчайшее h -  кратное столбцовое покрытие матрицы 
U* , то есть минимальное по мощности подмножество столбцов, 
содержащих в совокупности не менее h единиц в каждой строке.
4. Построить матрицу # ' из тех столбцов матрицы Q , которые 
сопоставлены столбцам матрицы U ' , вошедшим в кратчайшее
h -  кратное столбцовое покрытие.
Б связи с тем, что число условий непересечения,равное числу 
строк матрицы#, может быть довольно большим и достигать ве­
личины 3 С* [9] ,  предлагается алгоритм непосредственного по-
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строения из матриц Ф , Q матрицы U'.
1. Дополнить матрицу^ столбцом устойчивых состояний [5] , что 
необходимо для различения кодов внутренних состояний.
2. Удалить из матрицы Ф несущественные переходы.
3. Выделить согласно условию I  очередную пару существенных 
переходов, построить для нее условие непересечения г  и соот- 
ветствующую строку матрицы U (через U обозначено промежу­
точное значение матрицы U ' , полученное в процессе ее постро­
ения). Удалить из матрицы UF поглощающие строки.
4. Проверить наличие нерассмотренных согласно условию I пар 
существенных переходов. При наличии -  переход к п. 3, иначе 
U' := Up (запись 6 := Д означает присвоение величине^ зна­
чения Я ) .
С целью сокращения перебора при поиске кратчайшего h -  крат­
ного столбцового покрытия матрицы U' предлагаются оптимизиру­
ющие процедуры, связанные со свойствами матрицы U'  :
) столбцы матрицы U ' , сопоставленные единичным элементам 
строки, содержащей ровно h единичных элементов, входят в яд­
ро кратчайшего h -  кратного покрытия;
р  ) если дизъюнкция всех строк матрицы U ' , каждая из которых 
содержит ровно h единичных элементов, равна т -  компонентно­
му вектору,компоненты которого суть I ,  то матрица Q  является 
безызбыточной.
Б заключении заметим, что алгоритм [II] устранения избыточнос­
ти в матрице кодирования, обеспечивающей только устранение 
опасных состязаний между элементами памяти ( t  = 0 ) , является 
частным случаем вышеописанного алгоритма построения матрицы^.
1 .3 . Пример
Проиллюстрируем алгоритм на следующем примере: t  = I ,  h =3,
I  I I 5n I Г1 I I I I I 0 0 0 0 I 0 I
I 2 2 2 2 I I I 0 0 0 I I I I 0 I 2
3 2 4 5 3 Q = 0 0 0 0 0 0 0 0 0 I I I 3
3 2 4 5 4 0 0 0 0 0 0 0 0 0 0 0 0 4
L- 5 4 5j 5 [o 0 0 I I I 0 0 0 0 I ij R
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Отметив, что строки матрицы^ сопоставлены внутренним состоя­
ниям, а столбцы -  входным состояниям, перейдем к построению 
матрицы U1. В результате реализации первых двух пунктов алго­
ритма получим скорректированную матрицу
1 2 3 4 5
-  I  I  5 
1 - 2 2  
- 2 4 5  
3 2 - 5  
- 5 4 -
Ч? :
1
2
3
4
5
Выделим в ней первую пару существенных переходов 2 —1, 4 —3, 
построим вектор г и матрицу Up: г  = 1100-, U p -  [IIIOOOOOOOOCj. 
Перейдем к п. 4, а затем к п. 3. Выделим пару I —I ,  3—2, по­
строим вектор г  и матрицу Up: г  -  100— ,
I I I
I 2 3 4 5 6 7 8 9 0 I 2
, . р  [I I  I  О О О О О О О О О 
У -  О О О I  I  I  О О О I  О I
Поскольку алгоритм построения матрицы U'  прост, а иллюстрация 
его на каждом шаге громоздка, прервем ее и приведем матрицуU:
I I I
1 2 3 4  5 6 7 8 9 0 1 2
I I  I  О О О О О О О О О' 
0 0 0 I I I 0 0 0 I 0 I  
О О О I  I  I  О О О О I  оL o o o o o o o o o i i i
Справа от матрицы U' приведены пары существенных
2 -  1, 3 - 4  
I - I ,  3 - 2  
I - I ,  4 - 2
3 -  3, 4 —4
переходов,
порождающие соответствующие строки матрицы U' . Столбцы 1-5 , 
10-12 матрицы U'  составляют кратчайшее трехкратное покрытие,
а столбцы 1-3, 10-12 -  ядро кратчайшего трехкратного покрытия 
этой матрицы (см. процедуру <х ) . Матрица Q ' принимает вид:
1 2 3 4 5 6 7 8
I  I  I  I  I  О I  О 
I I I 0 0 I 0 I  
О О О О О I  I  I 
0 0 0 0 0 0 0 0  
10 0 0 I I 0 I I
1
2
3
4
5
Заметим, что при t  = 0, h -  I  в результате применения данного 
алгоритма к приведенному примеру получим следующую матрицу#':
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1 2  3
'I  I О 
I  0 I 
0 0 1 
0 0 0 [о I  0
1
2
3
4
5
1.4. Трудоемкость алгоритма
Из всех процедур, реализуемых алгоритмом, наиболее трудо­
емкой, особенно при больших размерах матрицы U ',  является про­
цедура поиска кратчайшего h -  кратного покрытия матрицы U ' .  В 
связи с этим приведем оценку числа строк этой матрицы.
Теорема.
т '
Н 2П .
Доказательство. Поскольку в матрице LL ' отсутствуют поглощающие 
строки, то очевидно, что \и'\ максимально при равновероятном 
распределении в матрице U' единичных элементов. Зная среднее 
число единичных элементов в строках матрицы LL ' ,  можно оценить 
число строк этой матрицы. Для того, чтобы каждое условие не- 
пересечения обеспечивалось хотя бы одним столбцом матрицы Q , 
необходимо иметь длину кода внутренних состояний, не меньшую 
&у21 (оценку]&р2 п [ не используем, поскольку некоторые эле­
менты матрицы Q могут быть неопределены). Так как в резуль­
тате кодирования получена длина кода, равная т  
из условий непересечения г  в среднем имплицируется
то каждое
т
&>9г
раз. то есть среднее число единичных элементов в строке мат-
т  rs----------  "  1 С ] Soÿz n [  t ч т 0рицы U не превышает 
требовалось доказать.
йн¥г п
Отсюда U т И
Поскольку число элементов памяти при кодировании внутренних 
состояний для практически важного класса автоматов приближен­
ными алгоритмами при t  -  0 не превышало, как правило, 2 ^ 2л , 
то^и'^^т • На практике ввиду неравномерности распределения 
единичных элементов в матрице и ' , число ее строк значительно 
меньше полученной оценки и близко к т ',  где т ' -  число столб­
цов матрицы Q' .
1.5 . Апробация алгоритма на ЭВМ
Описанный алгоритм выражен в языке ЛЯПАС [ 14] и опробован 
на ЭВМ М-222, в основном на реальных примерах. В качестве ис­
ходной матрицы кодирования служили матрицы, полученные при 
t  = 0 с помощью шагово-циклического алгоритма [5] , и несколь­
ко универсальных матриц [9]. Числом =64.  Время работы алгорит­
ма не превышало 3-х минут. Число я 7 - т 'н е  превышало двух для 
матриц кодирования, построенных по алгоритму [5] и достигало 
величины &п -  £о$гп для универсальных матриц кодирования, где 
зп -  длина универсального кода. Программа рассчитана Ha/7s5IL
2. УСТРАНЕНИЕ ИЗБЫТОЧНОСТИ В БЛОКЕ ЛОГИЧЕСКОГО ПРВОБРАЗОВАЗЕЯЯ 
При устранении избыточных элементов памяти могут появиться 
избыточные элементы в блоке ЛП, то есть те элементы, которые 
служат только для возбуждения полюсов избыточных элементов па­
мяти. Исходной информацией для алгоритма устранения избыточных 
элементов в блоке ЛП служит граф соединения функциональных 
элементов автомата с указанием вершин,сопоставленных избыточ­
ным элементам памяти. Суть алгоритма заключается в следующем.
По графу соединения функциональных элементов строится булева 
матрица у ,  строки которой сопоставлены функциональным элемен­
там автомата за исключением элементов памяти, а столбцы -  
элементам памяти (столбцам матрицы Q ') и выходным полюсам ав­
томата. Если функциональный элемент Pc соединен непосредствен­
но или через ряд других элементов с элементом памяти 2/ (эле­
мент ï j  сопоставлен внутренней переменной £,• ) или с выходным 
полюсом yj ,то элемент матрицы у  принимает единичное значе­
ние, в противном случае -  нулевое. Нулевые строки матрицы у  
сопоставлены искомым избыточным элементам ЛП.
3. ВЫДЕЛЕНИЕ СУЩЕСТВЕННЫХ ВНУТРЕННИХ ПЕРЕМЕННЫХ
3 .1 . Постановка задачи
Задача выделения существенных внутренних переменных пред­
ставляет интерес в связи с возможностью облегчения процесса 
синтеза на последующих этапах, в основном на этапе минимиза­
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ции системы булевых функций в классе ДНФ. С целью постановки 
данной задачи воспользуемся введенными ранее определениями, 
а также следующими:
При заданном входном состоянии /  совокупность условий непере- 
сечения для всех пар переходов, содержащих переход -й
переход при/  -м входном состоянии), назовем условием непересе- 
чения для этого перехода.
Существенными внутренними переменными для перехода у *  назовем 
такие, которые соответствуют столбцам матрицы Q , обеспечива­
ющим в совокупности не менее h раз условие непересечения для 
перехода ^ у, причем эта совокупность внутренних переменных 
должна обладать для заданной матрицы U минимальной мощностью.
Задача выделения существенных внутренних переменных в матрице 
формулируется так:
душ асинхронного автомата, заданного матрицей переходов и 
матрицей Q , удовлетворяющей условию I  либо 2, требуется по­
строить двоичную матрицу Е , представляющую набор существен­
ных внутренних переменных для каждого существенного перехода.
3 .2 . Алгоритм
Для изложения алгоритма введем следующие обозначения и оп­
ределения.
Совокупность существенных внутренних переменных для сущест­
венного перехода £ Уобозначим 6^  , а строку матрицы^, сопо­
ставленную переходу • Черезгп обозначим число сущест­
венных переходов при j  -м входном состоянии, через -  число 
всех пар существенных переходов, связанных условием непересе­
чения и содержащих переход у * , а через/г -  число входных со­
стояний автомата.
Частичной матрицей импликаций U9* назовем такую булеву матрицу, 
строки которой сопоставлены условиям непересечения для всех
-  2 2 1
пар существенных переходов, содержащих переход ; столбцы -
столбцам матрицы Q (внутренним переменным), а элемент
U // = <= где п£* -  условие непересеченил для Í -й
LJ  L - J  -  I
пары существенных переходов, содержащих переход ç r . Термин 
частичная отражает тот факт, что строки матрицы порождаются 
только условием непересечения для перехода у.* .
Алгоритм построения матрицы Е состоит из следующих процедур:
1. Е~ := ф , /  := I .
2. g. := I  *
3. Построить матрицу U ■ . Найти ее кратчайшее /г -  кратное 
столбцовое покрытие- Получить é y , E~\-E~ve^ , £ := £ +  I .  
Есж ^>/7*^, то перейти к п. 4, иначе -  к п. 3.
4. /  := /  + I .  Если/^Х- , то перейти к п. 2, иначе £ : = £ "  и 
построить матрицу £ .
Данный алгоритм имеет много общего с алгоритмом, приведенным 
в подразделе 1 .2 . Задача поиска кратчайшего h -  кратного стол­
бцового покрытия вычислительных трудностей, связанных с вре­
менными затратами, не представляет, поскольку Ug | s / y < - / z .  
Повысить быстродействие приведенного алгоритма можно за счет 
введения операции удаления поглощающих строк в процессе по­
строения матрицы ЦУ.
И, наконец, отметим, что в качестве исходной матрицы кодираваг- 
ния для данного алгоритма целесообразно применять матрицу Q [
3 .3 . Пример
Поскольку алгоритм довольно прост и является циклическим, 
проиллюстрируем его на примере, приведенном в подразделе 1 .3  
(см. матрицу У' и матрицу Q \  полученную при í  = I ) ,  построив 
только одну строку e f  , соответствующую 4-у существенному пе­
реходу 5—4 при 3-м входном состоянии. В результате реализа­
ции алгоритма матрица U* и строка примут следующий вид:
, У  [ I  I  I  О О О О 01 
У -  I I I 0 0 I 0 0
5 - 4 ,  I - I  
5 — 4, 2 - 2 Е з  = III00000.- 4
4. ПРЕОБРАЗОВАНИЕ МАТРИЦЫ КОДИРОВАНИЯ В ЦЕЛЯХ УЧЕТА 
ПАРАМЕТРОВ ДОРИЧЕСКИХ ЭЛЕМЕНТОВ 
Учет числа входов логических элементов можно произвести на 
этапе кодирования внутренних состояний путем регулирования 
числа существенных внутренних переменных для каждого сущест­
венного перехода [13]. Кроме того, уже построенную матрицу 
можно преобразовать в целях учета числа входов логических 
элементов. Данная задача формулируется следующим образом:
для асинхронного автомата, заданного матрицей переходов <+> и 
матрицей Q , удовлетворяющей условию I  либо 2, требуется пре­
образовать матрицу Q по возможности с меныпим увеличением 
числа ее столбцов, таким образом, чтобы она удовлетворяла ус­
ловию I  и число существенных внутренних переменных для каждо­
го существенного перехода не превышало заданного.
Кроме учета числа входов логических элементов на этапе коди­
рования следует рассмотреть и задачу учета нагрузочной способ­
ности логических элементов. "Нагрузка" на элементы, реализую­
щие ДНФ функции возбуждения и выходов в большинстве случаев 
на практике не превышает нагрузочную способность этих элемен­
тов [15]. Превышение "нагрузки" над нагрузочной способностью 
элементов наблюдалось, как правило, во многих практических 
случаях на выходных полюсах элементов памяти. Задача учета 
этой "нагрузки" при кодировании внутренних состояний асинх­
ронного автомата сформулирована в [15]. С нашей точки зрения, 
представляет интерес и нижеформулируемая задача перераспреде­
ления "нагрузки" на выходных полюсах элементов памяти:
для асинхронного автомата, заданного матрицами переходов и 
выходов и матрицей Q , удовлетворяющей условию I либо 2, про­
извести преобразование матрицы Q по возможности с меныпим 
увеличением числа ее столбцов таким образом, чтобы она удов­
летворяла условию I  и каждая существенная внутренняя перемен­
ная принимала значение 1(0) не более, чем на у, - I  существен­
ных переходах, где^  -нагрузочная способность элементов памяти.
В предположении,что блок памяти автомата реализуется на триг­
герах с двумя выходными полюсами и петли обратной связи умень­
шают нагрузочную способность триггера на единицу, метод реше­
ния поставленной задачи сводится к построению двух булевых 
матриц, аналогичных матрице импликаций//, и преобразованию их 
к такому виду, чтобы число единичных элементов в каждом столб­
це не превышало заданного ( ÿ -  I)  при минимальном увеличении 
числа их столбцов (столбцов матрицы/?). При этом преобразован­
ная матрица кодирования должна удовлетворять условию I .
5. ДООПРЕДЕЛЕНИЕ МАТРИЦЫ КОДИРОВАНИЯ
При построении и вышеизложенных преобразованиях матрица коди­
рования Q получается, как правило, не полностью определенной. 
От структуры матрицФ ,/7 зависит число переключений элементов 
памяти, являющееся показателем надежностной работы автомата. 
Сокращение ^числа переключений достигается минимизацией функ­
ции W = ^ f ^ a P a 6 где pa g -  число переходов между состояниями 
а и 8 ; -  расстояние по Хэммингу между кодами этих состояний.
Функция W была введена Армстронгом [16] для кодирования со­
стояний синхронных автоматов с учетом упрощения структуры Ж .
Минимизация функции W может быть достигнута путем субоптималь­
ного доопределения не полностью определенной матрицы Q до дво­
ичной. Алгоритм, результаты статистического эксперимента на 
ЭВМ и иллюстрирующий пример приведены в [12]. Число переклю­
чений элементов памяти при применении алгоритма сокращалось 
до 14 % по сравнению с доопределением неопределенных элемен­
тов матрицы Q нулевыми значениями.
6. ПРИМЕНЕНИЕ 01ГПМ13ИРУЮ1Щ ПРЕОБРАЗОВАНИЙ В РАСПОЗНАВАНИИ 
ОБРАЗОВ
Большое внимание, уделяемое в последнее время задачам распо­
знавания образов, не случайно. Как справедливо указано в [17], 
распознавание образов стало важным инструментом исследований 
в управлении, проектировании, геологии, медицине, социологии, 
искусственном интеллекте и других. Рассматриваемая в настоя-
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щей работе задача сокращения объема эксперимента при распо­
знавании образов близка по постановке к задаче минимизации 
числа признаков в распознающих системах [ 17]. Б отличие от 
[17] состояние признака в данной работе может принимать зна­
чение из множества^ где символ неопределенности
(невозможно измерить наличие или отсутствие признака, или 
данный признак несущественен для рассматриваемого объекта). 
Кроме того, если в [17] ставится задача попарной различимости 
описаний объектов, то в нашем случае дополнительно рассматри­
вается и задача различимости непересекающихся классов объек­
тов Syf, Sy2 , . . . ,  S/pj для каждой заданной совокупности объектов 
Sf  S (/е f l , 2 , . . . ,  kj  ) .  Таким образом, сокращение объема экспери­
мента при распознавании достигается путем устранения избыточ­
ных признаков с точки зрения распознаваемости объектов и клао- 
сов объектов для каждой совокупности Sy в предъявляемых опи­
саниях. Исходными данными для алгоритма устранения избыточных 
признаков являются описания объектов, представленные анало­
гично матрице кодирования внутренних состояний асинхронного 
автомата троичной матрицей Q , строки которой сопоставлены 
объектам, столбцы -  признакам, элемент qLj- = 1(0) тогда и 
только тогда, когда объекту s( &$ {i е  ( 1 , 2 . . . ,  п]  ) присущ 
(не присущ) признак и элемент qLJ- = - ,  когда значение при­
знака cj_j для объекта s с неопределено. Дополнительно должна 
быть задана информация о том, какие описания объектов и клас­
сов объектов подлежат различению. Эту информацию удобно пред­
ставить матрицей f  , которая аналогична матрице переходов 
асинхронного автомата. Элемент принимает значение номера 
первого элемента из класса совокупности Sy , элементом кото­
рого и является объект s l (аналогия с К -  множествами). Если 
различению подлежат описания объектов, то к матрице^ добав­
ляется столбец, подобный столбцу устойчивых состояний [5] .
Таким образом, рассматриваемая в данном разделе задача сводит­
ся к задаче устранения избыточности в матрице кодирования 
внутренних состояний асинхронного автомата. Сокращение объема
эксперимента при различении одного класса объектов от других 
из заданной совокупности может быть достигнуто с помощью ал­
горитма выделения существенных внутренних переменных. Пред­
ставляет интерес и задача доопределения описаний в случае не­
однозначности распознавания самих объектов либо их классов. 
Алгоритм решения сводится к достраиванию текущей матрицы ко­
дирования [5 ]. Следовательно, автоматные модели и логико-ком­
бинаторные методы (в частности, оптимизирующие преобразова­
ния) , используемые при кодировании внутренних состояний асин­
хронного автомата,применимы и к задачам распознавания образов.
Использование алгоритмов оптимизирующих преобразований для 
оптимального выбора количества параметров при исследовании 
петрофизических свойств горных пород в условиях, близких к их 
естественному залеганию, позволяет при меньших затратах зна­
чительно ускорить эксперимент.
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МИКРОПРОГРАММНЫЕ АВТОМАТЫ И ПРОГРАММИРУЕМЫЕ ЛОГИЧЕСКИЕ
МАТРИЦЫ
Ленинградский институт точной механики и оптики 
ВВЕДЕНИЕ
В работе fl] рассмотрены вопросы синтеза микропрограммных 
автоматов (МПА) на матрицах. Вместе с тем, в настоящее время 
серийно выпускаются стандартные большие интегральные схемы с 
матричной структурой, так называемые программируемые логичес­
кие матрицы (ПЛМ) [2] . В данной работе в развитие результа­
тов, полученных в [ï] , представлены методы структурного син­
теза МПА на стандартных ПЛМ.
1. ПРОГРАММИРУЕМЫЕ ЛОГИЧЕСКИЕ МАТРИЦЫ
В зависимости от структурной организации ПЛМ можно разделить 
на ПЛМ комбинационной логики и ПЛМ с памятью.
ПЛМ комбинационной логики (рис. 1 ,а )  состоит из двух матриц 
Mj и М2 , первая из которых формирует <v конъюнктивных термов 
от s входных переменных (или их отрицаний), а вторая - t  
дизъюнкций от термов, полученных в матрице М^. Таким образом, 
основными параметрами ПЛМ комбинационной логики являются чис­
ло входов s , число выходов t  и число термов ср . ПЛМ 
-  комбинационная схема, и любая система (л/ ^ t )
булевых функций от х ь  . . . ,  x L ( ls-s ) переменных, дизъюнктив­
ная нормальная форма (ДНФ) которых содержит и термов ,
может быть реализована на одной ПЛМ. Условное изображение 
ПЛМ ( s , t ,c p )  приведено на рис. 1 ,6 . На рис. 2 иллюстрируется 
реализация на ПЛМ(з,з,б) системы булевых функций:
^  =  3 ^ * 2  V Х 4 Х2 V Х , Х 3 •
= x nx2 V х 1х 3 ;
=  Х 1 Х 5 V  Х ^ г  V .
S)
&
7 — т
1 t
1 t Рис.1
Выпускаемые в настоящее время ПЛМ (s,t,^ ) имеют следующие 
значения параметров: 1 2 4  s e t  4  2 0 , .
В отличие от MM(s,t,<v) ПЛМ с памятью (рис. 3 ,а )  содержит 
г  -  разрядный регистр RG в цепи обратной связи между матри­
цами М2  и Mj, вследствие чего матрица формирует ^ термов
от s + T, переменных (или их отрицаний), а матрица М2  реали­
зует t  + ъ дизъюнкций от термов, полученных в матрице М .^ 
Условное изображение ПЛМ приведено на рис. 3 ,6 . ПЛМ
можно применять вместо ПЛМ cs,t ,^ )  t но основное её 
назначение -  реализация устройств управления.
В зависимости от способа организации межсоединений шин в
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матрицах (способа программирования) различают ПЛМ, программи­
руемые в процессе изготовления, и ПЛМ, программируемые поль­
зователем. Последние существуют как однократно программируе­
мые, так и репрограммируемые [3 ].
2 . СИНТЕЗ МЖРОПРОГРАММНЫХ АВТОМАТОВ НА ПЛМ (S .trq,>
2 .1 . Тривиальная реализация
Под МПА S будем понимать пятерку S = ( А,х,V, 8,Х> , в кото­
рой A=la i v í a M> -  множество состояний, х*{тл,...  , х ь ] 
и ¥ * { * ^ , . . . , 1Jh) -  множества входных и выходных каналов
(двоичных переменных), Б и X -  функции переходов и выходов 
соответственно. При структурном синтезе МПА принято задавать 
[4] в виде таблиц переходов с пятью столбцами: а.^ -  исходное 
состояние, а 5 -  следующее состояние, Хк- входной сигнал на 
переходе ( a m, a s) , Yt -  выходной сигнал на переходе (am>a s) , 
К = 1 ,...,н  -  номер перехода. Пример задания МПА приведен в
табл. Ï . Входные сигналы МПА S -  элементы множества р=
= (<**,..., d^}  , где d i  * ( «гч ,. .. , e LL) -  l, - компонент­
ный вектор ( е г£<И<м} ) . Выходные сигналы МПА S -  элемен­
ты множества G = , <32л/} » где 9; s ( ej i y } e j * ) '  N -  ком­
понентный вектор С {о , ) . Функции переходов и выхо­
дов реализуют отображения 8 : а*ъ - + а и X ■. а * d g . В таб­
лице переходов МПА строка а т а &ХкУь означает, что МПА пе-
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Т аблица 1
Qm Qs X k Y t la
О, а з y 4 Ш ч 1
сц Yo — Z
Ч ^a. T Ъ
ai сьг эс-i Y t 4
а з Ye ^9 S
а 5 ^ з i s 6
Ч x 3â 6 Y 5 Ш я-
ач Y s %Ъо &
а 4 ч Y 6 ь 9
% Û5 х л Y z 40
ал Yo — АЛ
а 2 х , х чх 5 Yt % ь М
% Y3 ih 1 5
Таблица 2
Qm as ХК Yt k
а1 а 3 x2i 3 Yr W iÍr A
<*1 ъг х ъ Yo — z
а2 х 2 Yr ъ
а3 а ч *3 Y6 i s 6
«з â 3x é Ys J
а 4 *3*6 Ys ÍT-Ьо %
ач ал А Y6 i s 9
а1 а 3 ъ М э Ч
а з Ye ь 5"
а $ а5 Yi ло
а 1 х л ХЦХ5 Yo — АЛ
az £ ,х4х3 Y* M 9 \2
а5 х ^ х 5 Yj i b 13
реходит из состояния а т  в а 5 под действием всех тех вход­
ных наборов из множества ъ , на которых конъюнкция 
При этом на выходе автомата выдается выходной набор »
у которого компоненты, входящие в выходной сигнал (микроко­
манду) Yt » равны единице, а остальные -  нулю.
Метод синтеза МПА S на ПЛМ определяется парамет­
рами L, N, H, R автомата s и ПЛМ (s,t,q ,) , где L и N -
числа входных и выходных переменных, Н -  число переходов,
-  разрядность кода К(ат ) = С £тл > ..., e mR) 
состояния ат  ( т * 1 ,. . . ,м )> ]6С означает ближайшее целое число, 
большее 6 или равное ему, если Ô целое.
Ясно, что если L + R $ s ) л/ + R £= t  и Hírc^ , т о  МПА S
реализуется тривиальным образом на одной IIJffiKs.t,^) в виде 
структуры, изображенной на рис. 4- (предполагается, что в ка­
честве элементов памяти используются D -  триггеры). Так,
X. Xl
если в строке К таблицы переходов МПА записан переход из 
а т  в а 3 под действием входного сигнала , то этому пере­
ходу соответствует тертм ПЛМ (s.t.q ,) , реализующий конъюнкцию 
Fk= Am-Xk =■ (Д  T®mx)(tA ) . Здесь -  конъюнкция, 
соответствующая коду к с а ^  состояния  ^e^t ;
x kt = x kt > -  x kt ; т г - т м  = тг . Выходная переменная
ÿ* определяется выражением: ^  c^ F k , где у
если на К-м переходе, и =о в противном случае.
Например, в табл. I на первом и седьмом переходах
МПА, поэтому ^2.= F-i v F* . Подобным образом определяется и 
функция возбуждения г  -го  элемента памяти 1)г , т .е . т>г =
» где с гк = 1 , если цг = 1 на г - м
переходе, и сг ^= о  в противном случае.
Если справедливо хотя бы одно из выражений: L + R >
H><v , то для реализации МПА потребуется несколько соеди­
ненных между собой ПЛМ . Соединение nJÍMCs.t.fy) с це­
лью получения схемы с числом входов, выходов или термов, 
превышающими параметры s , t  и q, , принято называть расшире­
нием HJIMCs.t.fy) по входам, выходам или термам соответственно 
[5 ] . Для расширения ПЛМ Сs , t ,^  по выходам в к раз достаточ­
но соединить одноименные входы к ПЛМ (s.t.q.} . Пример расши­
рения ПЛМ по выходам в два раза приведен на рис.5 , а,
полученная в результате схема эквивалентна ПЛМ С s , 2 t ,  q,) . При
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расширении ШШ(гЛ|<Н по термам в к раз необходимо соединить 
как одноименные входы, так и одноименные выходы всех к ПЛМ 
[5]. На рис. 5 ,6  показан пример расширения ПЛМ (s,t ,<v) 
по термам в два раза, полученная в результате схема эквива­
лентна ПЛМ (s.t^acp ') . Расширение ПЛМ (s.t.q/) по входам не 
так тривиально и определяется спецификой функций, которые 
должны быть реализованы [5 ,6 ] .
2 .2 . Реализация МПА с L ^ R $ s , и Н><у
Такая реализация МПА требует расширения ПЛМ ( s . t , ^  по вы­
ходам и термам, для чего необходимо ил-Ь с ПЛМ (s.t.q,) , где 
и с ~ ^ ^ -  “ коэффициенты расширения по выходам
и термам соответственно.
Минимизация числа ПЛМ в этом случае возможна, если табли­
цу переходов МПА удастся разбить на части, каждая из которых 
реализуется тривиальным образом на одной ПЛМ (*Л,чЛ . С этой 
целью введем на множестве переходов (строк таблицы) МПА W -
отношение т такое, что л
Л Y Cwp /  0 , где Y (*0 и Y(Wj) -  выходные сигналы
(микрокоманды) на I -м и j -м переходах ( c / j )  . Граф í"t
отношения t  для рассматриваемого примера (табл. I )  приведен 
на рис. 6. Отношение *с определяет разбиение , в каждый 
блок которого попадают вершины из одной компоненты связности 
Г* . В примере = 1 .3 .7 , 2, 4 .5 . Ï 2 . Ï 3 ,  6 .9 , 8 , ТО, Î Î .
Из определения отношения 'с ясно, что каждому блоку раз­
биения может быть поставлен в соответствие блок Ц
разбиения на множестве выходных переменных )
т .е .  отношение *с определяет разбиение . В примере
I
<$ 10 11
•  « •
Рис. 6
• Обозначим через
£ ^ = 1 ^ 1  И * г а 1Ьт*1 " числа элементов в блоках В\- и 
0>t^  соответственно. Тогда, если для любых L справедливо 
(qk ^ ^   ^ & ( t \  4 t -  R ) = 1 , то каждый блок разбиения
может быть реализован на одной ПЛМ Cs.t,«^ , и для реали­
зации МПА потребуется к ПЛМ , где к -  число блоков
в разбиении %  (рис. 7 ) . Если для некоторых пар блоков i 
и j  с «• = j ) : С ^  + qíc $ ^  Ï & с t 1  + H: ^ t  ‘ * ) -  *1 ,
то возникает задача нахождения разбиения > 9^ путем 
объединения блоков разбиения %  .
*1 I*. *L
Рис.7
Число ПЛМ, необходимых для реализации МПА на основе рас­
ширения ПЛМ ( s,!, q,) можно существенно сократить с помощью ко­
дирования микрокоманд (МК). Закодируем каждую MK Yt  (t=o,i,...(T) 
двоичным кодом K(Yt') = ( e t i %  ^ e t u )  , е х ^  -  К ° . л}  , 
т> - ]  ^о^гчт-м)С . Обозначим через a>t  -  
конъюнкцию, соответствующую коду KÍYt)  ^ - q .j,
Функция определяется выражением у  cjlw F к » где
Cpik=>I , если d  -й разряд кода МК на переходе к равен 
единице, и с ^ к - о  в противном случае; как и ранее, F к  -  
терм на к  -м__переходе. Тогда выходная переменная ип будет 
равна: = &  c Kt* ü t  , где с*г = 1 , если ^ 6 4 t )
и Си±=о в противном случае. Выражения для (п=н,...ч 
получаются непосредственно из списка МК. Например, так как в 
табл. I ^  входит только в Y^  , Чц и ^  , то =ь в п v
V бц V Ь5  • Таким образом, при кодировании МК МПА реализует­
ся на ПЛМ (sj t j^ )  в виде структуры, изображенной на рис. 8 .
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Рис. 9
При этом потребуется и.2_~ агЬгсг  ПЛМ C s , , где
, c-i=c = ]^ C  ,  а-г~ 1 |-С > &г =Ц -£[ и с2= ]- |[ . Как прави­
ло, a ír s , поэтому . Для сокращения числа термов Е
необходимо так закодировать MK Yt ( t  = o , i , . . . , т )  , чтобы ми­
нимизировалось число различных конъюнкций в выражениях для 
У*. С ^г •••, м)  . Тогда при расширении по выходам с чис­
лом ПЛМ, равным » необходимо разбить множество 
на ^2. блоков, каждый из которых требует для реализации менее 
термов, что приведет к сг =1 . Таким образом, кодирова­
ние МК дает выигрыш при Ь с > 8 1с + Ь2  . Поскольку обычно S1= I 
а , кодирование МК целесообразно при hc > h + с .
2 .3 . Реализация МПА с L-*-R>s
Покажем, что синтез МПА с L + R>s может быть сведен к 
рассмотренным выше способам синтеза.
Пусть ХСа^) -  {х т 1  1.. .  > -  множество входных пере­
менных в массиве переходов из состояния . Введем на мно­
жестве А - { состояний МПА S отношение ео такое, 
что 0 4  ui <î^  п х ( а р * 0  { *  j ) . Граф для нашего
примера показан на рис. 9 ,а. Граф ГД, определяет разбиение 
на множестве А такое, что в один блок попадут все 
состояния из одной компоненты связности Гы , а число блоков 
равно числу компонент . В примере = еца3  ) СЙЛ5 ,0 ^
Из определения со ясно, что каждому блоку аД, разбиения 
можно поставить в соответствие блок разбиения
на множестве X = входных переменных МПА. В приме-
51,ре *и>х = * г х зх б , ^ 1 X4 X5- . Таким образом, отношение «о
определяет разбиение таблицы переходов МПА. Пусть G*-maxiból, 
где lbu)x l -  число элементов в блоке . Тогда, при
s-R каждый подмассив переходов МПА, определяемый раз­
биением , может быть реализован на ПЛМ с исполь­
зованием расширения по выходам или термам. При такой реали­
зации было бы неплохо, если разделятся и выходные переменные, 
что выполнится, если Y(bto') ft Y C B ^  = 0  , где
Y (b ^  и YCb^) _ множества выходных переменных в подмасси­
вах переходов из состояний, принадлежащих блокам Ъ?^  и 
соответственно, р Ф \  . С этой целью на множестве А введем 
отношение с/, такое, что < 4  <*. ft Х ^ )  ф 0 ) у
V CYCa.^ ftY (a^ * 0 ) = 1 , где Y04) и Yfrj) _ множества вы­
ходных переменных в массивах переходов из состояний а ;  и а, 
соответственно. Граф ГД отношения оП для нашего примера 
приведен на рис. 9 ,6 . Отношение определяет соответствую­
щие ему разбиения 5*, и . Для нашего примера
1 ^ 0 ^ 4 , 0 7 * 5 ;  = , ^ х ц х у  :
ЧъУьУъУъ • Исли в табл. Ï переставить строки, скомпоновав 
вместе те из них, которые соответствуют одному блоку разбие­
ния , то можно получить табл. 2 . Обозначим через 3 Д tj. 
и \ \  числа элементов в блоках ) и &Д соответствен­
но. Тогда, как и выше, если для некоторых пар блоков I и 
<j + &  4  s -R ) bt & ( f a*
то возникает задача нахождения разбиения > V  путем 
объединения блоков разбиения при выполнении условий
^ и  ^ Ъ • Построенная по таблице 2 
реализация МПА на ПЛМ ч^.б.ло) приведена на рис. Ï0 , где 
выходные переменные, встречающиеся в табл. 2  всегда вместе
( и » снимаются с одного выхода ПЛМ.
Как видно из рис. Ï0 , реализация первого блока разбиения 7 ^  
(первого подмассива табл. 2) потребовала расширения по выхо­
дам.
В работе t i ]  рассмотрен способ замены множества входных 
переменных X =■ ( " э ч М П А  S множеством переменных 
Р ~  ^P“»)--* ) P<ï^  • ПусТЬ X (3^') = (  ^ j » э
G “ • Ясно, что G-ÜL  , однако на практике, как
правило, G<<*L . Тогда синтез МПА с L + R>s можно свести 
к синтезу МПА с G * R $ s  (рис. Ï I ) .  Для этого образуем новое
множество переменных P - \p-ij..., и для каждого з-цгС»«.=
построим инъективную функцию i m : , которая
определяется следующим образом: в состоянии переменная 
х е б Х ^а ^)  заменяется переменной такой, что = 
при А ^=  Ï ,  где А ^ , как и ранее, конъюнкция, соответст­
вующая коду Kfam) . Таким образом, переменные p^c^-V ^G ) 
определяются выражением: } где сте = Î ,
если в состоянии a*. f(*g) = p3 , и С = 0 в противном
случае. Один из возможных вариантов замены переменных для на­
шего примера приведен в табл. 3. В этой таблице на пересече­
нии строки а.^ и столбца pj записан элемент , если 
- f • Выражения для могут быть получены не­
посредственно из таблицы, подобной табл. 3. Так, например, 
из табл. 3 :
Таблица 3  Таблицам
сйй; Р г Ръ Т A Т о
0L-I x z * 3 — 00 01 -11 10
* 2 .
—- ——
0 <*1 а 2 * 5 <*з
*<> * 3 — т 3
1 а 4
0*4 — — —
о 5 *4 * 5 *1
р2,- А*1*3 V А3 * 3  ^  А 5*£Г V С А гх 3 V АцЭС3 V А г Х5- V  А Ч X j l  .
Здесь выражения, записанные в квадратных скобках, соответст­
вуют прочеркам в табл.5, где функция не определена, и 
могут быть использованы при минимизации рг . Если состояния в 
примере закодированы так, как показано в табл. А, то с учетом 
неиспользуемых кодовых комбинаций получим: рп- т , v т, т2 v
v тг х ч • Рг. ~  т г * з  *  Т 2 5 j р3 -  . Ясно, что в дизъюнк­
тивной нормальной форме системы функций р3 „ j = )
каждый терм содержит только одну входную переменную. Экспери­
менты над МПА показали, что число различных термов V в вы­
ражениях ; $ = 4, )
V = L = 6, Так как G-
не превышает 1,2 L . В нашем примере 
всегда меньше t  , при реализации
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Pj на ШШ возникает задача нахождения разбиения
7сх  множества входных переменных на блоков
при условии, что входные переменные к -го блока (к = /1г ..)к) 
входят не более чем в ^  термов выражений 
Таким образом, для реализации ^  потребуется к 4 ]-Н-^
n j M ( s , t , v ) .  S' R
2 Л . Использование узлов в гоаФ-схеме алгоритма
Нетрудно показать, что на ПЛМ cs .t,^ )  может быть реализо­
вана не только ДНФ системы булевых функций, но и скобочная 
форма, содержащая скобки произвольной глубины. Так, например, 
на рис. 12 иллюстрируется реализация на ПЛМ системы функций:
f r  '  * 1 * 2 .  v  V О п * 2  v  з
х 1х 2 v  х лх 2 v .
В работе [4 ] используется понятие узла в граф-схеме алго­
ритма для многоуровневой декомпозиции логической схемы МПА. 
Так как узлы уменьшают длину таблицы переходов (на практике 
это почти всегда имеет место), то соответственно и уменьша­
ется число термов при реализации МПА на ПЛМ . Кроме
того, узлы сокращают длину конъюнкций в столбце Хк. таблицы 
переходов, а, следовательно, и число элементов в множестве 
Х(ак,) . Это, в свою очередь, увеличивает чис­
ло блоков в разбиениях и ^  , что зачастую позволяет 
избежать расширения ПЛМ по входам и выходам при реа­
лизации МПА. На рис. 13 условно изображен фрагмент граф-схе­
мы алгоритма, содержащей узел Q , где X(>Kj q)
и X(Q; a s) -  конъюнкции, соответствующие путям из состояний 
, 0.к в узел Q и из узла Q в состояние a s . Тогда 
микрокоманда Y^  определяется выражением: Y^  = Ф(я) • X(q, 
где Ф (о)=  Ayvt ■ X(o.W)Q) v А л X (о.*., а )  -  функция узла
<3 . Ясно, что для построения Y^ необходимо функцию Ф(а)
завести с выхода ПЛМ на её вход. В общем виде реализация МПА 
с узлами на ПЛМ будет иметь вид, изображенный на рис.
Т4.
Am
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3. СИНТЕЗ МИКРОПРОГРАММНЫХ АВТОМАТОВ НА ПЛМ C*,t,
Реализация MIR на IIMCs.t,^) требует дополнительно схем памя­
ти, кроме того, поскольку для связи с элементами памяти МПА 
используются R входов и R выходов ПЛМ Cs,t, , часто необ­
ходимы дополнительные ПЛМ для организации расширения по вхо­
дам и выходам. Использование ПЛМ с памятью (рис. 3) в соче­
тании с методами декомпозиции из работы [7] позволяет сокра­
тить общее число ПЛМ, необходимых для реализации заданного 
МПА.
Ясно, что если в МПА л/s t  и HUfy » то он может быть
реализован тривиальным образом на одной ПЛМ . В
случае, когда в МПА только A/>t , а  s и н<с^ , для 
его реализации требуется ПЛМ , так как
необходимо расширение П Л М п о  выходам в и. раз, что 
сводится к соединению соответствующих входов всех ül ПЛМ
. Таким образом, у всех и. ПЛМ (s .t .^ t )  матрицы Mj 
реализуют одни и те же термы (число их равно ) ,  а на
u-t выходах матриц М2 этих ПЛМ формируется мно­
жество выходных переменных. Тогда это множе­
ство Y должно быть разбито на блоков, и выходные
переменные, принадлежащие данному блоку разбиения, формиру­
ются в одной из и. ПЛМ ,
Реализация МПА с A>s или И >^ на ПЛМ основана
на предложенных в [7] методах декомпозиции МПА, в результате 
чего для заданного автомата S по выбранному разбиению Æ- 
-  АЛ1 на множестве А его состояний строится
сеть из компонентных автоматов х ^ Ч * ^  у^) ^
> каждый из которых затем реализуется на ПЛМ 
. В качестве примера будем рассматривать декомпози­
цию МПА, заданного табл. Ï .  Пусть в нашем примере fc'MA4*, А*} 
где Ал г {a* > а 3 1   ^ А2" = \a . 2 j а.5 7) . Вопросы, связанные с
выбором разбиения X , будут рассмотрены ниже.
Паре (S ,X ) поставим в соответствие сеть С из и. компо­
нентных МПА s '4  -  С Х М3 Ч ^  S* ) } опреде­
ляемых следующим образом:
Ï .  еЛ -  { &fn } , где А ^т .-ы й  блок разбиения
3:7 , а &т. -  дополнительное состояние в автомате (та­
кое состояние вводится в каждом компонентном автомате). Та­
ким образом, в примере сеть будет состоять из двух компо­
нентных автоматов S'1 и В2- , множества состояний которых 
определяются блоками разбиения £ : В1 = Ал и =■ \ ,
Аг и ~ .
2 ,3 . Определим и А**" . Пусть в автомате S есть переход 
из в  под действием входного сигнала с выдачей 
выходного сигнала 4 t  : $ Xk) = Д-j ) к  Х^) = Yt и пусть
GLi g Ак  , т .е . d i  -  состояние компонентного автомата З*1. 
Возможны два случая.
а) е А** , т .е .  Я-j -  тоже состояние компонентного ав­
томата S1*1 . Тогда положим S ^  ( Q-ii Хи.) = S í a i , Xí t )  = a <j j 
Nn (Ai, Xk) -  X U 4 X k ) - Y t  ;
б ) a j  £ Ар , т .е .  Äj -  состояние компонентного автомата
SP Таким образом, и а-j находятся в разных ком­
понентных автоматах. Будем говорить, что в этом случае компо­
нентный автомат В** возбуждает компонентный автомат $? . Обо-
-  Г.41 -
значим через 2  = множество связей между компо­
нентными автоматами в сети С , по которым они возбуждают 
друг друга. Тогда функции переходов и выходов в S* и S ? 
определяются следующим образом: S'* О ; ,  Х^О«: Х^)~
jUik 1! i $p(êf,;;üO = S0*;,XA.) = a<j, Хр(4р,г;к) = ^», 
где Vo -  векторный выходной сигнал, все компоненты которого 
равны нулю. Здесь E ^ ^ e Z  -  сигнал связи компонентных авто­
матов S*1 и Sp .
4 . X" 1 = Xm и , где X т ~ множество
входных переменных, встречающихся в массиве переходов из 
состояний множества АИЛ' , a Z ^  -  множество входных сигна­
лов связи в S™- при его возбуждении другими компонентными 
автоматами. В нашем примере ) 2 ^  ~
X2- -  ^ Л)х Ч)х ^  и Z ^  = { î ^ .
5. Yk - Ï m ü ^  , где V ^ - аубАЛХ _ множество
выходных переменных, встречающихся в массиве переходов из 
состояний CLi е А 1*1 , а 2 Г" -  множество сигналов связи из 
S , которыми од возбуждает другие компонентные автоматы. В 
нашем примере V* = \ ^ , Z 1  =  ^ Y 2  =
Структурные таблицы компонентных автоматов ^  и S2- приве­
дены в таблицах 5 и 6  соответственно. В отличие от таблицы 
переходов структурная таблица МПА содержит три дополнитель­
ных столбца: = С t , .м -  код состояния
j<Ca s) = Ces^ . . MesR> -  код состояния  ^ е 5г е {ох^  ^
Рк. -  множество функций возбуждения элементов памяти на 
X-м переходе. Поясним построение функций переходов и выхо­
дов этих автоматов. В автомате S есть переход ( ял>а-3} 
под действием входного сигнала с выдачей выходного
сигнала V4 -  { (первая строка табл. Í ) .  Так как
<цбАЛ и &-5 е АЛ , то в автомате S1 также будет переход 
из оц в О-з под действием того же входного сигнала с выда­
чей того же выходного сигнала: S1 ( а ^  x zx b)~ а 3   ^ X1 Св^ 0:^X3}=,
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Таблица 5
а« «<о Qs Xk Y t
/ V
k
0| 01 00 т 2 * ъ f o f o f o - 1
«1 01 — % 2.
», 11 а г ¥ 2 3
«з 00 а ц 10 Dl 4
а ъ O D *3*6 ь  h — ?
10 6 Ш о Dl 6
ач 10 ( Х \ 01 1 4 s d2 4-
11 а3 00 — — &
Ű1 01 *3 — d2 9
Т а б л и ц а б
ûm tám) Os Xk Y t
/V
Fk k
а2 00 Os 01 f o t o »2 1
h 10 * 1 fo ?2. T>1 2
а5 01 a 5 01 f o t o d2 3
10 Xi *4*5 *3 »1 4
al 00 x ,x Mx5 f o t o — 5*
a 5 01 Чъ »2 6
% 10 00 ^1
— — 4
-  (первая строка в табл. 5 ). В автомате 5
есть переход С°-г^ъ)  под действием входного сигнала 5ц 
с выдачей выходного сигнала • Так как 0Lz <zflt ,
а ос3  €. А1 , то в автомате S2  : 8 2 = & 2  ) =
= (вторая строка в табл. б ). При этом в
автомате S'1 (табл. 5) будет переход (^ 4 , ^ 3 ) под действием 
сигнала связи 2 г с выдачей выходного сигнала Y0 : Ь1 ( гг)= 
= а з N ^  (^ > ^ 2  ^ ~ То , Интересно заметить, что если
автомат S *  возбужден (находится в состоянии типа ° Ч £ А*),  
то все другие компонентные автоматы находятся в состоянии ти­
па ôp С р + * Ясно, что каждый раз не
может возбуждаться более одного автомата, т .е . компонентные 
автоматы работают во времени последовательно за исключением 
моментов возбуждения.
Очевидно, что если для любого ук. :
( i )
то сеть С может быть реализована тривиальным образом на и. 
ПЛМ , каждая из которых реализует компонентный
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автомат S1^  . В выражении ( Í )  н**- -  число переходов
(строк в структурной таблице) автомата S** . Из выражения 
( Ï )  ясно, что в общем случае для уменьшения числа ПЛМ 
необходимых для реализации сети С , важно, чтобы в резуль­
тате декомпозиции автомата S у любых двух компонентных ав­
томатов 3 *  и Sp(M^p) множества входных ( X* 1 и Х р ) и выход­
ных ( Y1'* и Yp ) переменных не пересекались, или это пересе­
чение было бы минимальным. Поэтому для определения разбиения 
при декомпозиции МПА можно воспользоваться отношениями 
(для разделения входных переменных у компонентных авто­
матов) или л  (для разделения и входных и выходных перемен­
ных), определенными выше. В примере при декомпозиции МПА, 
заданного табл. Ï ,  было использовано разбиение Я*. . Если в 
сети С найдутся ул. и р такие, что
( I Xм- u XP| 4 S )  & ( l Y M u Y p U t ) &  ( Hm-f h4<v) m  , (2)
то компонентные автоматы и Sp могут быть реализованы на 
одной ПЛМ ( s , t , <p,i) . Следовательно, при выполнении выражения 
(2) возникает задача нахождения объединения компонентных ав­
томатов в к ' блоков, при котором число ПЛМ » не­
обходимых для реализации сети С/ , было бы минимальным. 
Данная задача означает нахождение разбиения , деком­
позиция по которому даст сеть С' из компонентных автоматов 
S*1' ( м ' = с минимальным к / .
Нетрудно видеть, что при реализации компонентных автоматов 
и S2- на ПЛМ ( 6 , б; ло, з)  условие ( Î )  выполняется, а ус­
ловие (2) -  нет. Поэтому для их реализации потребуется две 
ПЛМ (6, 6,10,3) (рис.15). В схеме на рис. 15 выходные перемен­
ные, встречающиеся в структурных таблицах всегда вместе, сни­
маются с одного выхода ПЖ (6,6,10,5) . В примере это 
и í 'J b 'i to i  . На рис. Î6  показана схема ПЛМ (б,6>1о,3), реали­
зующая компонентный автомат SA . Отметим, что реализация 
МПА , заданного табл, i ,  на ПЛМ(6,б,1о) требует не менее 
трех ПЖ плюс дополнительные схемы памяти.
Т
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