Estudio de la Probabilidad de Zadeh para t-normas Arquimedianas by Hernández, Javier et al.
ESTUDIO DE LA PROBABILIDAD DE ZADEH PARA
T-NORMAS ARQUIMEDIANAS
J. Hernandez1 I. Montes2 D. Martinetti2 S. Montes2
1 Massachusetts Institute of Technology, javierh@mit.edu
2 Universidad de Oviedo, fuo182551,martinettidavide.uo,montesg@uniovi.es
Resumen
Una de las primeras formas de medir la pro-
babilidad de un suceso borroso fue propuesta
por Zadeh. A pesar de que desde entonces
han surgido muchas otras alternativas, dicha
denicion sigue siendo considerada aun en la
actualidad en algunos ambitos. Cuando la in-
terseccion y la union de dos conjuntos borro-
sos se dene mediante la t-norma del mnimo
y su t-conorma dual, respectivamente, esta
medida es realmente una medida de probabi-
lidad segun los axiomas de Kolmogorov. Esta
fue la t-norma elegida inicialmente, pero evi-
dentemente cualquier otra podra se conside-
rada dependiendo del contexto. En este tra-
bajo se plantea una caracterizacion de las t-
normas arquimedianas en funcion de su com-
patibilidad con dicho concepto de probabili-
dad.
Palabras Clave: probabilidad de Zadeh,
t-norma arquimediana, t-norma estricta, t-
norma nilpotente.
1 INTRODUCCION
La falta de informacion asociada a todo experimento
puede ser de dos tipos bien diferenciados: incertidum-
bre o imprecision. Hablamos de incertidumbre cuando
el espacio muestral esta compuesto por una serie de al-
ternativas bien especicadas, pero no sabemos cual de
ellas ha sido el resultado del experimento. Un ejemplo
tpico de incertidumbre es el resultado del lanzamiento
de una moneda, conocemos con precision las posibles
alternativas (cara o cruz), pero no sabemos cual de las
dos ocurrira. La teora de la probabilidad se encarga
del estudio de este tipo de falta de informacion. Por
otro lado, hablamos de imprecision cuando se sabe cual
de las alternativas ha ocurrido, pero esta no puede ser
descrita de forma precisa. Esto ocurrira, siguiendo
con el ejemplo anterior, si vemos el resultado del lan-
zamiento de la moneda, pero esta es muy antigua y
esta demasiado gastada. En realidad sabemos el re-
sultado del experimento, pero no podemos describirlo
con precision, podramos decir que el resultado \pa-
rece ser cruz" o armaciones por el estilo. La teora
que se encarga del estudio de la imprecision es la de
los conjuntos borrosos.
Aunque de naturaleza totalmente distinta, es posible
que ambas faltas de informacion esten presentes en un
mismo problema. Esto hace que la teora de la proba-
bilidad y la teora de los conjuntos borrosos puedan y
deban trabajar en conjunto en algunas ocasiones, con
el n de poder manejar de forma unicada y cohe-
rente la imprecision y la incertidumbre. Este hecho
ha sido puesto de maniesto por muchos autores (ver,
por ejemplo, [5, 9, 10, 11, 15, 19, 20]) desde la in-
troduccion del concepto de conjunto borroso en 1965
[18]. El primer intento de trabajar con ambas teoras
de forma conjunta fue el de Loginov en 1966 [10]. Sin
embargo su idea inicial no era natural puesto que para
conjuntos borrosos no se verica la ley del tercero ex-
cluido. El segundo intento fue el propuesto por Zadeh
en 1968 [19], basandose en el hecho de que la proba-
bilidad de un conjunto ntido puede ser vista como la
esperanza de su funcion caracterstica y deniendo, a
partir de aqu la probabilidad de un conjunto borroso.
Posteriormente muchas otras teoras han contribuido
con nuevas formas de cuanticar la probabilidad de un
conjunto borroso, dando lugar a medidas de probabi-
lidad borrosas, medidas de posibilidad, etc. (ver por
ejemplo, entre otras muchas, [3, 14, 15, 16]). A pesar
de ello, el concepto de probabilidad de un conjunto
borroso introducido por Zadeh es aun utilizado en al-
gunas ocasiones (ver, por ejemplo, [1, 4, 6, 13, 16, 17]).
En [19], Zadeh considero que la interseccion de dos
conjuntos borrosos vena denida mediante la t-norma
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del mnimo y que la union vena denida por su t-
conorma dual, es decir, por el maximo. Bajo estas
suposiciones, la medida introducida por Zadeh veri-
caba los clasicos axiomas de Kolmogorov, con lo cual
era una medida de probabilidad en el sentido clasico.
No obstante, esta propiedad no se mantiene en general
para cualquier t-norma y su t-conorma dual asociada.
El objetivo de este trabajo es caracterizar todas las
t-normas arquimedianas de acuerdo con su compatibi-
lidad con dicha axiomatica. As, se realiza un estudio
general tanto para t-normas estrictas como nilpoten-
tes. De dicho estudio se obtendra como consecuencia
inmediata la caracterizacion de los parametros compa-
tibles para algunas de las familias de t-normas mas ha-
bituales (Frank, Yager, Aczel-Alsina, Dombi, Sugeno-
Weber, Mayor-Torrens, Schweizer-Sklar y Hamacher).
As, la organizacion de este trabajo queda como sigue.
Comenzaremos con una primera seccion en la que se re-
cordaran los conceptos previos necesarios para la com-
presion del resto del manuscrito. Posteriormente, en la
Seccion 3, se analizara el comportamiento respecto a
la axiomatica de Kolmogorov de las t-normas estrictas
e idempotente. En la Seccion 4 se realiza un plan-
teamiento analogo para las t-normas nilpotentes. La
aplicacion de los estudios anteriores para algunas fa-
milias interesantes de t-normas se realiza en la Seccion
5. Finalmente se termina el trabajo con una seccion
de conclusiones y puntos abiertos.
2 CONCEPTOS BASICOS
En esta seccion introduciremos algunos conceptos
basicos necesarios en el desarrollo del resto del tra-
bajo. Muchos de ellos son ampliamente conocidos, por
lo que nuestro objetivo no es solo recordarlos al lector,
sino jar la notacion utilizada. Comenzaremos recor-
dando el concepto de probabilidad analizado en este
trabajo. En el analisis de dicho concepto sera impres-
cindible tener en cuenta las diversas formas de denir
la union y la interseccion de dos conjuntos borrosos.
Puesto que dichas deniciones vienen dadas a traves
de las t-conormas y las t-normas, respectivamente, un
repaso de dichos conceptos sera tambien necesario.
Zadeh ([19]) cuantico la probabilidad de un suceso
del tipo \el da esta caliente", \x es aproximada-
mente igual a 5", \en las veinte tiradas de una mo-
neda hubo muchas mas caras que cruces", es decir,
de sucesos representados por conjuntos borrosos. Su
denicion de probabilidad de un suceso borroso se ba-
saba en la idea de que en el caso clasico, la probabi-








A(w)dP (w) = E[A]; donde A
representa la funcion caracterstica de A, es decir,
A(w) = 1 si w 2 A y cero en otro caso. As pues,
de forma analoga, denio la probabilidad de un suceso
borroso A con funcion de pertenencia medible, a traves





A(w)dP (w) = E[A];
donde 
 representa el referencial y A(w) el valor de la
funcion de pertenencia del punto w al conjunto A.
En este primer acercamiento al problema, considero
el operador mnimo, que denotaremos por TM, para
denir la interseccion y el operador maximo para la
union, es decir,
A \B(w) = min(A(w); B(w))
A [B(w) = max(A(w); B(w))

; 8w 2 
:
Considerando estas operaciones demostro que su de-
nicion de probabilidad sobre una TM-tribu de algun
espacio no vaco 
 era una medida de probabilidad en
el sentido clasico de Kolmogorov, es decir, que
Ax1) P (
) = 1.
Ax2) P (A)  0, para todo suceso A.
Ax3) P (A [B) = P (A) + P (B) para cualesquiera
A y B con A \B = ;.
No obstante, las operaciones de interseccion y union
de conjuntos ntidos, admiten otras muchas extensio-
nes en el caso de conjuntos borrosos, que vienen dadas
a traves de las t-normas y las t-conormas. Recorde-
mos que una t-norma T es una aplicacion de [0; 1]2 en
[0; 1] con elemento neutro 1, conmutativa, asociativa
y no decreciente en ambas componentes. As, en ge-
neral la interseccion de dos conjuntos borrosos viene
denida por A\B(w) = T (A(w); B(w));8w 2 
, para
cualquier t-norma T jada.
El primer operador utilizado por Zadeh, el mnimo,
es ademas el ejemplo mas conocido de t-norma y sera
denotado aqu por TM. Otras t-normas clasicas son la
t-norma del producto TP, denida por TP(x; y) = xy y
la t-norma de  Lukasiewicz TL, denida por TL(x; y) =
max(x+ y   1; 0).
Recordemos tambien que una t-conorma tiene exacta-
mente las mismas propiedades que una t-norma salvo
que el elemento neutro es en este caso el 0. As, la
union de dos conjuntos borrosos se dene en general,
para cualquier t-conorma S, como sigue: A [B(w) =
S(A(w); B(w));8w 2 
.
En este trabajo vamos a considerar que la interseccion
viene denida por una t-norma cualquiera y la union
por su t-conorma dual, es decir,
S(x; y) = 1  T (1  x; 1  y);8(x; y) 2 [0; 12:
Con este planteamiento vamos a ver como dada un t-
norma cualquiera, no siempre se verica que P sea
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una medida de probabilidad sobre un T -tribu (T -
probabilidad). Recordemos que dada una t-norma T ,
una subclase T de las partes borrosas de 
 se dice que
es una T -tribu si [2, 7]: i) ; 2 T ; ii) el complemen-
tario de todo conjunto de T esta en T ; y para toda
sucesion (An)n2IN en T , se tiene que \Tn2INAn 2 T .
En particular vamos a caracterizar el comportamiento
de algunas clases importantes de t-normas respecto a
la axiomatica de Kolmogorov, o lo que es lo mismo,
analizar el comportamiento de la funcion P denida
por Zadeh para otras T -tribus distinta de la TM-tribu.
Para ello, debemos concluir esta seccion de conceptos
previos con un analisis mas detallado de dichas clases
de t-normas. Un estudio completo sobre t-normas y
t-conormas, en general, puede verse en [8].
Una forma de obtener nuevas t-normas a partir de una
dada es a partir de los automorrmos. Un automor-
smo (o [0; 1]-automorsmo si existiese ambiguedad)
es toda aplicacion estrictamente creciente ' : [0; 1] !
[0; 1] tal que '(0) = 0, '(1) = 1. La inversa de
un automorsmo es tambien un automorsmo y as,
dada una t-norma, su '-transformacion T' denida
por T'(x; y) = '
 1(T ('(x); '(y))) es tambien una t-
norma. En general la '-transformacion da lugar a una
t-norma distinta de la inicial, aunque por ejemplo en el
caso de mnimo, de tiene que (TM)' = TM, para todo
automorsmo '.
En este trabajo nos ocuparemos en particular de
un tipo de t-normas que son '-transformaciones
de las principales t-normas (mnimo, producto y
 Lukasiewicz). Todas ellas constituyen, como veremos,
dos clases particulares de t-normas continuas. Recor-
demos que una t-norma continua es aquella que es con-
tinua en cada componente y que esta propiedad se pre-
serva por '-transformaciones.
Antes de pasar a denir tales clases de t-normas, nece-
sitamos recordar dos conceptos mas: elemento idem-
potente y divisor de cero. Decimos que un valor x 2
(0; 1) es un divisor de cero de una t-norma cualquier T
si existe otro valor y 2 (0; 1) tal que T (x; y) = 0. Por
otro lado, decimos que un valor x 2 [0; 1] es un ele-
mento idempotente de T si T (x; x) = x. Los valores
0 y 1 son pues elementos idempotentes para cualquier
t-norma.
En base a estos elementos podemos clasicar ciertas
familias de t-normas. As:
 Una t-norma T es idempotente si todos los puntos
del intervalo (0; 1) son elementos idempotentes de
T .
 Una t-norma T es nilpotente si es continua y todo
los elementos del intervalo (0; 1) son divisores de
cero de T .
 Una t-norma T es estricta si es continua y estric-
tamente creciente en cada componente.
 Una t-norma T es arquimediana si T (x; x) <
x;8x 2 (0; 1).
Se tiene que la unica t-norma idempotente es el
mnimo. Por otro lado, todas las t-normas nilpoten-
tes y estrictas con t-normas continuas arquimedianas
y tambien el recproco es cierto, es decir, toda t-norma
continua arquimediana es o bien nilpotente o bien es-
tricta. Ahora bien, una t-norma es estricta, respectiva-
mente nilpotente, si y solo si es una '-transformacion
de la t-norma producto, respectivamente  Lukasiewicz.
Con lo cual tenemos caracterizadas todas la t-normas
continuas arquimedianas como transformaciones de la
t-norma producto o de la t-norma de  Lukasiewicz.
3 T-NORMAS ESTRICTAS Y
NILPOTENTES
La vericacion o no de los axiomas de Kolmogorov por
parte del concepto de probabilidad radica en la veri-
cacion del tercer axioma. Al haber demostrado Zadeh
[19] que con la t-norma del mnimo este concepto ve-
ricaba los tres axiomas y no depender de la t-norma
elegida mas que el tercero, en el que interviene la union
y la interseccion de dos conjuntos borrosos, la compro-
bacion de la compatibilidad de un t-norma con dicha
axiomatica se reduce a comprobar si verica el tercer
axioma. Teniendo esto en cuenta y que una t-norma
estricta no tiene ningun divisor de cero, se puede de-
mostrar facilmente el siguiente resultado.
PROPOSICION 3.1 Dada una t-norma estricta T , un
referencial 
 y una T -tribu T de 
. La aplicacion





A(w)dP (w) = E[A];
para todo A 2 T con funcion de pertenencia medible es
una T -probabilidad, es decir, verica los tres axiomas
de Kolmogorov con respecto a la t-norma T .
A pesar del buen comportamiento de las t-normas es-
trictas respecto a esta propiedad, no ocurre lo mismo
con las t-normas nilpotentes. Vamos a ver, por ejem-
plo, como la transformacion a traves del automorsmo
'(x) = x2 de la t-norma de  Lukasiewicz no verica el
tercer axioma de Kolmogorov.
EJEMPLO 3.2 Segun acabamos de comentar en la
seccion anterior, si consideramos '(x) = x2, la t-
norma (TL)'), que denotaremos por simplicidad por
TL2, es una t-norma nilpotente. Dado un referen-
cial unipuntual 
 = fwg, para el que evidentemente
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P (w) = 1 y los conjuntos borrosos A y B denidos
por A(w) = 005 y B(w) = 004, se tiene que
A \B(w) =
p
maxfA(w)2 +B(w)2   1; 0g = 0;
con lo que A \B = ;. Sin embargo,
A [B(w) = 1 
p
maxf(005)2 + (006)2   1; 0g = 1;
con lo que P (A [B) = 1, pero








B(w)dP (w) = 009:
Segun lo visto anteriormente no todas las t-normas nil-
potentes son compatibles con esta axiomatica. De he-
cho, tal como vamos a demostrar, la unica que es com-
patible es la de  Lukasiewicz. Para ello, necesitamos un
par de lemas previos. El primero sera dado en gene-
ral para t-normas nilpotentes y es necesario establecer
algunos conceptos previos a su planteamiento. El se-
gundo sera dado para el caso particular de t-normas
nilpotentes que verican una determinada condicion
de compatibilidad.
DEFINICION 3.3 ([12]) Sea T una t-norma cual-
quiera.
 Para todo z 2 [0; 1], se dene el z-nivel de T ,
que denotaremos por L(T; z), como el conjunto
L(T; z) = f(x; y) 2 [0; 1]2jT (x; y) = zg.
 Dados dos puntos p1 = (x1; y1); p2 = (x2; y2) de
[0; 1]2 decimos que son T -equivalentes, y lo deno-
tamos por p1 T p2, si existe un z 2 [0; 1] tal que
ambos puntos pertenecen al mismo z-nivel.
 Llamaremos soporte de T , y lo denotaremos por
supp(T ) a la union de todos los z-niveles, para
todo z 2 (0; 1].
 Dos rectangulos R y R0 en [0; 1]2, es decir, dos
conjuntos de la forma fx1; x2gfy1; y2g  [0; 1]2
con x1 < x2 e y1 < y2, se dicen T -equivalentes si
sus vertices correspondientes son T -equivalentes.
Se dicen T -alineados si al menos tres de sus
vertices son T -equivalentes.
 Decimos que T satisface la condicion de Reid-
meister si para cada par de rectangulos en el
soporte de T que estan T -alineados son T -
equivalentes.
LEMA 3.4 ([12]) Toda t-norma nilpotente satisface la
condicion de Reidmeister.
Si la t-norma es compatible con el tercer axioma de
Kolmogorov, hemos demostrado otros resultados par-
ticulares, que aparecen recogidos en el siguiente lema.
LEMA 3.5 Sea T una t-norma nilpotente vericando
la siguiente condicion
T (x; y) = 0) T (1  x; 1  y) = 1  x  y:
Entonces:
 El conjunto de los divisores de cero estan incluido
en f(x; y) 2 [0; 1]2jx+ y  1g.
 supfz in[0; 1]jT (z; z) = 0g = 1=2 si y solo si T =
TL.
Como consecuencia de los Lemas 3.4 y 3.5 se puede
demostrar el siguiente resultado que caracteriza total-
mente el comportamiento de las t-normas nilpotentes
en el problema tratado en este trabajo.
TEOREMA 3.6 La unica t-norma nilpotente que hace
que la probabilidad P verique el tercer axioma de Kol-
mogorov es la de  Lukasiewicz.
Un resumen de los principales resultados presentados
en esta seccion puede verse a continuacion.
Familia Compatible
Idempotente (TM ) S
Estricta ((TP )') Para todo automorsmo '
Nilpotente ((TL)') Si y solo si ' = Id
4 FAMILIAS DE T-NORMAS
Vamos a utilizar los resultados de la seccion anterior
para analizar el comportamiento de las t-normas conti-
nuas arquimedianas de algunas de las familias mas co-
nocidas (para mas detalles ver, por ejemplo, el captulo
4 de [8]). Por simplicidad, diremos que una t-norma
es compatible, cuando al considerarla para denir la
interseccion, y su dual para denir la union, de dos
conjuntos difusos, la probabilidad denida por Zadeh
sea una T -probabilidad. En cada caso, vamos ademas
a recordar la expresion que tienen las t-normas conti-
nuas arquimedianas de dicha familia.
As, sea T una t-normas continua arquimediana,
 Si T es de la familia de Schweizer-Sklar, es decir,
si TSS (x; y) viene denido por
{ TP(x; y) si  = 0,
{ (max((x+ y  1); 0))1= si  2 ( 1;1) 
f0g,
entonces TSS es compatible para todo  2
( 1; 0] [ f1g.
 Si T es de la familia de Hamacher, es decir, si
TH (x; y) viene denido por
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{ 0 si  = 0 y x = y = 0,
{ xy+(1 )(x+y xy) en otro caso con  2 [0;1),
entonces TH es siempre compatible.
 Si T es de la familia de Frank, es decir, si TF (x; y)
viene denido por
{ TP(x; y) si  = 1,







si  2 (0;1)  f1g,
entonces TF es siempre compatible.




1  ((1  x) + (1  y))1=; 0 si  2
(0;1),
entonces solo TY1 es compatible.
 Si T es de la familia de Aczel-Alsina, es decir, si
TAA (x; y) viene denido por
{ e (( logx)
+( logy))1= si  2 (0;1),
entonces TAA es siempre compatible.
 Si T es de la familia de Dombi, es decir, si
TD (x; y) viene denido por
{

1 + (( 1 xx )
 + ( 1 yy )
)1=
 1
si  2 (0;1),
entonces TD es siempre compatible.
 Si T es de la familia de Sugeno-Weber, es decir,
si TSW (x; y) viene denido por






si  2 ( 1;1),
entonces solo TSW1 y T
SW
0 son compatibles.
 La unica t-norma de la familia de Mayor-
Torrens que es continua y arquimediana es la de
 Lukasiewicz y por tanto, segun el Teorema 3.6, es
compatible.







 2 [ 1;1]  2 [ 1;1)
 2 [ 1; 0]
o  = 1
Hamacher
 2 [0;1]  2 [0;1)  2 [0;1)
Frank
 2 [0;1]  2 [0;1]  2 [0;1]
Yager
 2 [0;1]  2 (0;1]  2 f1;1g
Aczel-Alsina
 2 [0;1]  2 (0;1]  2 (0;1]
Dombi
 2 [0;1]  2 (0;1]  2 (0;1]
Sugeno-Weber
 2 [ 1;1]  2 ( 1;1]  2 f0;1g
Mayor-Torrens
 2 [0; 1]  2 f0; 1g  2 f0; 1g
5 CONCLUSIONES
En este trabajo hemos demostrado que dada una t-
norma cualquiera T , no siempre se verica que P sea
una medida de probabilidad sobre una T -tribu (T -
probabilidad). En particular, vemos como esto es
cierto para las t-normas idempotentes y estrictas, pero
no as para las nilpotentes, para las que solo es cierto
en el caso particular de la t-norma de  Lukasiewicz.
Dentro de las familias mas relevantes y utilizando los
estudios anteriores, hemos demostrado para que miem-
bros de las mismas se verica la propiedad anterior y
para cuales no. Como consecuencia de esto, presenta-
mos una familia, la de Frank, cuya compatibilidad es
perfecta, es decir, en las que todos sus miembros sa-
tisfacen que P es una T -probabilidad. Algunas otras
de las familias analizadas son totalmente compatibles
para todos sus elementos continuos y arquimedianos o
idempotentes (el rango de denicion del parametro 
en la segunda y la tercera columna coincide), pero no
para todos sus elementos (el rango de denicion de 
en la segunda columna es un subconjunto estricto del
considerado en la primera columna).
Como futuros trabajos, nos gustara completar el pre-
sente estudio con el analisis de todas las t-normas con-
tinuas, es decir, considerar tambien el caso de las su-
mas ordinales.
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