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Abstract. In ordinary differential equations of singular perturbation
type, the dynamics of solutions near saddle-node bifurcations of equilib-
ria are rich. Canard solutions can arise, which, after spending time near
an attracting equilibrium, stay near a repelling branch of equilibria for
long intervals of time before finally returning to a neighborhood of the at-
tracting equilibrium (or of another attracting state). As a result, canard
solutions exhibit bifurcation delay. In this article, we analyze some lin-
ear and nonlinear reaction-diffusion equations of singular perturbation
type, showing that solutions of these systems also exhibit bifurcation
delay and are, hence, canards. Moreover, it is shown for both the linear
and the nonlinear equations that the exit time may be either spatially
homogeneous or spatially inhomogeneous, depending on the magnitude
of the diffusivity.
1. Introduction
1.1. Canards in singularly perturbed ODEs. Canards play a central
role near bifurcations in singularly perturbed ordinary differential equations
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Figure 1. Hopf bifurcation in the van der Pol equation (1.1).
(ODEs). A prototypical example is given by the singularly perturbed van
der Pol equation {
x˙ = y − f(x),
y˙ = −(x+ α), (1.1)
where x and y are real variables, the overdot indicates the derivative with
respect to time t, 0 <  1, α is a real number, and f(x) is a cubic function.
In particular, we use f(x) = x
3
3 +
x2
2 for illustration in this discussion and
in Figure 1, which is of the class of van der Pol type oscillators studied in
Section 1.2 of [10]. While Hopf bifurcations occur at α = 0 and α = 1
in (1.1), we focus on the former case here, noting that similar results hold
in the latter. For α < 0, the fixed point at x = −α is attracting, see
Figure 1(a), while it is repelling for 0 < α < 1. For 0 <   1, limit cycles
exist. The limit cycle in frame (e) is a classical relaxation oscillation. In the
frames in between, the limit cycles have increasingly larger amplitude and,
most interestingly, spend a significant, O(1) amount of slow time near the
middle, repelling (unstable) branch of the fast nullcline. These limit cycles
were discovered in [7] and were labeled canards, due to their resemblance to
ducks, without and with heads, see frames (b)–(d) in Figure 1.
The family of canards in (1.1) exists in an exponentially narrow interval
of parameter values. In frame (c), α = αc(), where αc() is a critical value
which vanishes as  → 0+, and which corresponds to the maximal headless
canard. In frames (b) and (d), α = αc() + σe−k
2/ for some σ < 0 and
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σ > 0, respectively, and some k > 0. A partial listing of references in which
these canards have been studied includes [1, 8, 9, 10, 11, 12].
More generally, a canard solution of a singularly perturbed ODE is a
solution that stays near a repelling slow manifold for an O(1) amount of slow
time [7, 3]. Other examples of planar singularly perturbed ODEs that exhibit
canard dynamics include the FitzHugh-Nagumo system [2], the generalized
Bonhoeffer-van der Pol equations [4], and the generalized Rayleigh equations
[4]. Singularly perturbed ODEs in Rn with n ≥ 3 can also possess canards,
see for example [3, 5, 13, 16, 17, 18]. Moreover, in these systems, the canards
are generic phenomena, in that they exist in O(β) intervals of parameter
values, for some β > 0, rather than in the exponentially narrow intervals
characteristic for planar systems.
Closely related to the notion of canards is the phenomenon of bifurcation
delay. In the case of the van der Pol equation (1.1), as we just described,
for values of α exponentially close to αc(), the canard solution stays close
to the repelling manifold for an O(1) amount of slow time. In other words,
the solution does not immediately feel the loss of stability of the fixed point
at the bifurcation. Rather, it takes an O(1) amount of slow time before the
solution jumps across to an attracting slow manifold; recall Figure 1(d), for
example.
1.2. Canards in linear PDEs: first result. In this article, we study the
phenomena of canards and bifurcation delay in partial differential equations
(PDEs) of reaction-diffusion (RD) type. In order to fix ideas, we concentrate
first and foremost on an RD equation with linear kinetics, much simpler
than those of the van der Pol system (1.1), but still chosen so that the
corresponding ODE possesses canard solutions exhibiting bifurcation delay.
In particular, the first set of main results (see Theorem 1 below) concerns
the scalar RD equation (ut − uxx) = a(x, t, )u,ux(0, t) = ux(1, t) = 0,
u(x, 0) = u0(x),
(1.2)
where a = a(x, t, ) is chosen so that there is a smooth curve of turning
points t = t∗(x) > 0, with
a(x, t, 0) < 0, ∀t < t∗(x), (1.3)
a(x, t, 0) > 0, ∀t > t∗(x), (1.4)
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and the initial data u0(x) is assumed to be bounded and strictly positive on
[0, 1].
Remark. The restriction to nonzero u0 implies the presence of a boundary
layer in (1.2) at t = 0 for small , which is necessary for our argument, see
e.g. Section 2 below. In particular, our results do not cover the important
case of compactly supported initial data, which is left for future study.
The ODE for the kinetics associated to the PDE (1.2) is

du
dt
= a(t, )u, u(0) = u0 > 0. (1.5)
The conditions we impose on a are similar to those above. In particular, we
assume that a is a smooth function (Ck in t and  for k ≥ 1). Moreover, we
assume that a changes sign at some t = t∗, with a(t, 0) < 0 for t ∈ [0, t∗)
and a(t, 0) > 0 for t ∈ (t∗,∞), respectively (t∗ is called the turning point).
Under these conditions, the ODE (1.5) exhibits bifurcation delay, which can
be seen as follows: due to the simplicity of this model, we can calculate the
solution explicitly,
u(t) = u0 exp
(
1

∫ t
0
a(s, )ds
)
.
Letting texit denote the unique, strictly positive time for which∫ texit
0
a(s, 0)ds = 0,
we have the following interesting property:
lim→0 u(t, ) = 0, ∀t ∈ (0, texit) ,
lim→0 u(t, ) =∞, ∀t ∈ (texit,∞) . (1.6)
Hence, the time at which the solution is repelled from the equilibrium at
u = 0 is given by texit, and is greater than the time t∗ at which the equilibrium
loses its stability.
Looking back at the PDE (1.2), we are interested in the effect the diffusion
term has on the equations. To that end, it is instructive to see first what
the effect of an additional term in the ODE is. Consider the equation

du
dt
= a(t, )u+ b(t, ), u(0) = u0 > 0, (1.7)
with similar conditions imposed on a and assuming that b is equally smooth.
It is well-known that there is again a well-defined exit time texit for which the
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solution u of (1.7) satisfies (1.6), see e.g. [6]. However, the exit time in this
case will be earlier than the exit time in the case where b = 0. Indeed, for
typical nonzero b, one has texit = t∗, and there is no delay in the bifurcation.
In case b is exponentially small, the exit is delayed, just as in the case when
b = 0. To illustrate this point further, we calculate explicitly the solution
of (1.7),
u(t, ) = u0e
1

R t
0 a(s,)ds +
1

∫ t
0
e
1

R t
r a(s,)dsb(r, )dr.
If, for example, b = e−B/ for some B > 0 independent of , i.e., if b is
exponentially small in , we find
u(t, ) = u0e
1

R t
0 a(s,)ds +O
(
e
1

maxr∈[0,t]
R t
r a(s,)ds−B
)
= u0e
1

R t
0 a(s,)ds +O
(
e
1

R t
t∗ a(s,)ds−B
)
,
and the exit time texit is given by the smaller of the times satisfying∫ texit
t∗
a(t, 0)dt = B or
∫ texit
0
a(t, 0)dt = 0.
Clearly, texit > t∗ marks the time at which one of the terms in the solution
becomes exponentially large in the limit as  → 0, i.e., the time at which
u escapes to infinity. Following the terminology introduced e.g. in [7, 3]
and the discussion above, the corresponding solution will again be termed a
canard solution.
Remark. In the case where
∫ t∗
0 a(t, 0)dt = B, the exit time cannot be
decided from the above calculations.
Given the above discussion of canards and bifurcation delay in the van der
Pol equation (1.1) and in the simple ODE (1.7), we now turn to the PDE
(1.2) and ask whether or not solutions of (1.2) display the same exit time
behavior. This question was first considered by Nefedov and Schneider in
[14], where they prove that bifurcation delay occurs, but without deriving
expressions for the exit time. In this article, we establish exact expressions
for the exit time in RD equations, including for those equations considered
in [14].
Theorem 1. Given the smooth RD equation (1.2) with bounded, strictly
positive initial data u0(x), assume that the smooth curve t = t∗(x) > 0
satisfies conditions (1.3) and (1.4).
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Then, for any δ > 0, there exist 0 > 0 and positive constants L0 and U0
such that for all  ∈ ]0, 0], there is a solution u(x, t; ) of (1.2) satisfying
L0 exp
A(t)− δ

≤ u(x, t; ) ≤ U0 exp A(t) + δ

(1.8)
for all (x, t) ∈ [0, 1]× [0, tmax], where
A(t) =
∫ t
0
[
max
x
a(x, s, 0)
]
ds.
As a corollary to this theorem, we identify the exit time tPDEexit as a
(nontrivial) zero of A(t). Moreover, we see that this time is independent of
x. Indeed, from the above theorem it follows that tPDEexit is located between
the zero of A(t) + δ and that of A(t)− δ. Since δ > 0 is arbitrary, this shows
that ∫ tPDEexit
0
[
max
x
a(x, t, 0)
]
dt = 0, (1.9)
and in particular also that the exit time is independent of x. Intuitively, one
can think of the diffusion as being fast enough to homogenize the solution
with respect to x.
1.3. Inhomogeneity of exit times in linear PDEs: second result. The
second main set of results we present quantifies more precisely the impact of
the magnitude of the diffusivities on the exit times. Specifically, we analyze
RD equations with diffusivity Dα, where D > 0 and α > 0: ut −D
αuxx = a(x, t, )u,
ux(0, t) = ux(1, t) = 0,
u(x, 0) = u0(x),
(1.10)
again with conditions (1.3) and (1.4) on the function a. Clearly, equation
(1.2) corresponds to the special case of α = 1 in (1.10). In the following
theorem, we show that the conclusions of Theorem 1 continue to hold for
α < 2, i.e., that the effect of diffusion is to homogenize the exit times. By
contrast, we show that for smaller diffusivities, i.e., if α > 2, the exit time
is no longer homogeneous. Specifically, we prove
Theorem 2. Given the smooth RD equation (1.10) with D > 0 and α > 0
and bounded, strictly positive initial data u0(x), assume that conditions (1.3)
and (1.4) are satisfied.
Then, for α < 2, the solution of (1.10) has a homogeneous exit time
determined by (1.9). For α > 2, the solution of (1.10) has a non-homogeneous
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exit time equal to the exit time of the associated ODE, i.e., tPDEexit(x) =
texit(x), where texit(x) > t∗(x) is defined by the relation∫ texit(x)
0
a(x, t, 0)dt = 0. (1.11)
Remark. The homogeneous exit time in equation (1.2) (or in (1.10) with
α < 2) may be earlier than the earliest exit time texit(x), i.e., one does not
necessarily have tPDEexit = minx texit(x). The reason is of course that, in
general, ∫ t
0
[
max
x
a(x, t, 0)
]
dt 6= max
x
∫ t
0
a(x, t, 0)dt.
As an example, consider equation (1.2) with a(x, t, ) = t2−x2t+x−2. One
calculates that ∫ t
0
a(x, s, 0)ds = t
( t2
3
− x
2
2
t+ x− 2
)
,
and texit(x) = 34x
2 + 14
√
9x4 − 48x+ 96. The minimum value numerically
evaluates to minx texit(x) ≈ 2.31. On the other hand, the maximum value of
a(x, t, 0) is reached at x = 1 for t ≤ 12 and at x = 12t for t > 12 . A simple
integration and numerical solve leads to tPDEexit ≈ 2.23.
In the boundary case where α = 2 in (1.10), it is to be expected that the
exit point gradually changes from the inhomogeneous time texit(x) to the ho-
mogeneous exit point defined in (1.9) as the coefficient D in the diffusivity
is increased. We leave the investigation of this transition case (which cor-
responds to the parabolic scaling with  in time and 2 in space) for future
study.
1.4. Canards in a class of nonlinear PDEs. Finally, in this article, we
show the existence of canards with spatially homogeneous and inhomoge-
neous exit times, respectively, in the following class of scalar, nonlinear RD
equations:  ut − 
αuxx = f(u, x, t, )u,
ux(0, t) = ux(1, t) = 0,
u(x, 0) = u0(x),
(1.12)
where f is C2 and defined for all u ∈ [−K,K] with K > 0 fixed, x ∈ [0, 1],
t ∈ [0, tmax], α > 0, and  > 0. The linear part
a(x, t, ) := f(0, x, t, ) (1.13)
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of f is assumed to satisfy conditions (1.3) and (1.4), i.e., a turning point
curve t = t∗(x) exists, separating attracting from repelling behavior. Let us
first describe the dynamics in the case of large diffusivities:
Theorem 3. Given the RD equation (1.12) with α < 2 and bounded, strictly
positive initial data u0(x), assume that the linear part in (1.13) satisfies
conditions (1.3) and (1.4). Also, assume that
f(u, x, 0, 0) < 0, ∀u ∈ [0, u0(x)], ∀x ∈ [0, 1], (1.14)
i.e., that the initial condition lies in the basin of attraction of the attrac-
tor u = 0. Then, equation (1.12) has a positive solution u(x, t; ), with a
homogeneous exit time tPDEexit given by∫ tPDEexit
0
[
max
x
f(0, x, t, 0)
]
dt = 0.
In the case of small diffusivities, with α > 2, we need one additional
condition on f . In fact, in this case we assume that there is bistability, in
the sense that the solution u, after being repelled away from zero, has to
tend to a secondary equilibrium instead of blowing up to infinity.
Theorem 4. Given the RD equation (1.12) with α > 2 and bounded, strictly
positive initial data u0(x), assume that the linear part in (1.13) satisfies
conditions (1.3) and (1.4). Also, assume that
f(u, x, 0, 0) < 0, ∀u ∈ [0, u0(x)], ∀x ∈ [0, 1],
i.e., that the initial condition lies in the basin of attraction of the attractor
u = 0. Finally, assume that beyond the turning point, there is a simple
positive zero of f(u, x, t, 0), denoted u˜(x, t), and that
0 ≤ f(u, x, t, 0) ≤ f(0, x, t, 0), ∀u ∈ [0, u˜(x, t)] , ∀t > t∗(x), ∀x ∈ [0, 1].
(1.15)
Then, equation (1.12) has a positive solution u(x, t; ), with an inhomoge-
neous exit time texit(x) given by∫ texit(x)
0
f(0, x, t, 0)dt = 0.
2. Proof of Theorem 1
The technique we use for proving Theorem 1 is the so-called method of
lower and upper solutions, see also [15]. We recall the relevant definitions
here:
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Definition 1. Let  > 0 be fixed. Let L(x, t) be a continuous function, twice
continuously differentiable with respect to x and once with respect to t. The
function L(x, t) is called a lower solution of (1.2) if
(Lt − Lxx)− a(x, t, )L ≤ 0, 0 ≤ x ≤ 1, 0 ≤ t ≤ tmax,
L(x, 0) ≤ u0(x), 0 ≤ x ≤ 1,
Lx(0, t) ≥ 0 ≥ Lx(1, t), 0 ≤ t ≤ tmax.
Let U(x, t) be a continuous function, twice continuously differentiable with
respect to x and once with respect to t. The function U(x, t) is called an
upper solution of (1.2) if
(Ut − Uxx)− a(x, t, )U ≥ 0, 0 ≤ x ≤ 1, 0 ≤ t ≤ tmax,
U(x, 0) ≥ u0(x), 0 ≤ x ≤ 1,
Ux(0, t) ≤ 0 ≤ Ux(1, t), 0 ≤ t ≤ tmax.
The PDE (1.2) is of the type analyzed in [15]. Hence, we make use of the
following result to construct solutions for (1.2) and to prove Theorem 1 :
Theorem 5. [15] Let  > 0 be fixed. Let (L,U) be a pair of lower and upper
solutions of (1.2), and assume that L(x, t) ≤ U(x, t) on [0, 1] × [0, tmax].
Then, (1.2) has a unique solution u(x, t; ) that lies between L(x, t) and
U(x, t).
In the proof of Theorem 1, we will first apply Theorem 5 to show the
existence and smoothness of a solution for (1.2). Then, in a second step,
we will establish sharp bounds on that solution. To that end, we will apply
Theorem 5 again, but this time with lower and upper solutions that are
merely piecewise smooth. A precise definition of the latter is given as follows.
Definition 2. Let  > 0 be fixed, and let a finite number of time values
t0 = 0, t1, t2, . . . , tN = tmax be given. For i = 0, . . . , N , let L(i)(x, t) be
continuous functions, twice continuously differentiable with respect to x and
once with respect to t on [0, 1]× [ti, ti+1]. The function
L(x, t) =

L(0), t ∈ [t0, t1] ,
L(1), t ∈ ]t1, t2] ,
...
L(N−1), t ∈ ]tN−1, tmax]
is called a piecewise lower solution of (1.2) if, for each i,
(L(i)t − L(i)xx)− a(x, t, )L(i) ≤ 0, 0 ≤ x ≤ 1, ti ≤ t ≤ ti+1,
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L(i)(x, ti) ≤ L(i−1)(x, ti), 0 ≤ x ≤ 1, i 6= 0,
L(i)x (0, t) ≥ 0 ≥ L(i)x (1, t), ti ≤ t ≤ ti+1
and if L(0)(x, 0) ≤ u0(x). A piecewise upper solution U(x, t) can be defined
in a similar fashion.
The following result is a straightforward consequence of Theorem 5 which
shows that Pao’s theory also applies in this piecewise smooth case:
Corollary 1. Let  > 0 be fixed. Let (L,U) be a pair of piecewise smooth
lower and upper solutions of (1.2), and assume that L(x, t) ≤ U(x, t) on
[0, 1] × [0, tmax]. If (1.2) has a unique smooth solution u(x, t; ), then u lies
between L(x, t) and U(x, t).
Finding an upper solution of (1.2) is elementary. Let
U(x, t) = U0 exp
(1

A(t)
)
,
with U0 = maxx u0(x) and A(t) =
∫ t
0 [maxx a(x, s, )] ds. It is readily
checked that U is an upper solution. Since A(t) = A(t) + O(), we can
find a δ > 0 so that A(t) ≤ A(t) + δ, which implies the upper bound given
in the statement of Theorem 1, see (1.8).
The difficult part of the proof is to find a good lower solution. Of course,
u = 0 is a trivial lower solution of (1.2), from which the existence of a solution
can be derived. To obtain a better lower estimate, which is necessary for
establishing the bounds in Theorem 1, we make the Ansatz
L(x, t) = L0 exp
(
1

∫ t
0
w(x, s)ds
)
,
where L0 = minx u0(x) > 0. In the sequel, we keep  fixed but small, and
we sometimes suppress the dependence on  in both L and w. In fact, w will
depend on  in a linear fashion. Note that
Lt(x, t) =
1

L(x, t) · w(x, t),
Lx(x, t) =
1

L(x, t) ·
∫ t
0
wx(x, s)ds,
Lxx(x, t) =
1

L(x, t) ·
∫ t
0
wxx(x, s)ds+
1
2
L(x, t) ·
(∫ t
0
wx(x, s)ds
)2
.
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In order to satisfy the definition of a lower solution, we need to find a function
w so that{
w(x, t)− a(x, t, )− ∫ t0 wxx(x, s)ds− 1 (∫ t0 wx(x, s)ds)2 ≤ 0,
wx(0, t) ≥ 0 ≥ wx(1, t).
(2.1)
The construction of the function w(x, t) constitutes the technical part of the
proof of Theorem 1:
2.1. Construction of w(x, t). For the construction, we require a uniform
bound on ax and a. Hence, we define
M = max {sup |ax(x, t, )|, sup |a(x, t, )|} , (2.2)
where the supremum is taken for x ∈ [0, 1], t ∈ [0, tmax], and  ∈ [0, 0].
Throughout, we also fix a choice of δ > 0.
Step 1: Subdivision of the time interval. Applying uniform continuity, we
find a sequence t0 = 0, t1, . . . , tN = tmax so that for each of the intervals
[ti, ti+1], there is an xi ∈ [0, 1] with
a(xi, t, 0) ≥ max
x∈[0,1]
a(x, t, 0)− δ, ∀t ∈ [ti, ti+1]. (2.3)
(The sequence length N + 1 depends of course on δ.) In Steps 2 and 3 of the
proof, we construct a function w(x, t) that satisfies (2.1), restricted to the
interval [ti, ti+1]:
w(x, t)− a(x, t, )− ∫ tti wxx(x, s)ds− 1 (∫ tti wx(x, s)ds)2 ≤ 0,
t ∈ [ti, ti+1]
wx(0, t) ≥ 0 ≥ wx(1, t).
(2.4)
Step 2: Definition of w(x, t) on the interval [ti, ti+1]. Consider the C2 aux-
iliary function
η(x) =

−23δ3 − δ2(x− δ), x > δ;
−δx2 + 13x3, 0 ≤ x ≤ δ;
η(−x), x < 0.
The graph defined by η connects a straight line with slope δ2 (ending at
x = −δ) in a C2-fashion to a line with slope −δ2 (starting at x = δ). It does
this so that η′′ = O(δ). Now, define
w(x, t) = a(xi, t, 0) + η(x− xi)− Ci −Di(t)−M, (2.5)
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Figure 2. Construction of w(x, t) on [ti, ti+1].
where Ci and Di are positive but yet to be determined. The first two terms
in (2.5) give a curve that lies very close to maxx a(x, t, 0) near x = xi and
that decreases a bit away from xi in both directions (see Figure 2). The third
and fourth terms lower the curve further in a spatially uniform manner. The
fifth term finally introduces an -dependence, which is necessary because all
previous terms only deal with a(x, t, 0) (as we will see). From the definition
of w, it follows immediately that wx(0, t) ≥ 0 ≥ wx(1, t), which constitutes
the second part of (2.4). We now establish that the first inequality also holds
for a proper choice of Ci and Di(t).
Step 3: Verification of the first part of (2.4). For values of x near xi, i.e.,
when |x− xi| ≤ δ, we have∫ t
ti
wxx(x, s)ds = (t− ti)η′′(x− xi).
Hence, using the definition of η, we find that this term in (2.4) is bounded
by (ti+1 − ti)2δ. At the same time,
w(x, t)− a(x, t, ) = a(xi, t, 0)− a(x, t, ) + η(x− xi)− Ci −Di(t)−M
= a(xi, t, 0)− a(x, t, 0) + η(x− xi)− Ci −Di(t)
− [a(x, t, )− a(x, t, 0) +M] .
Using the Mean Value Theorem and the bound on a in (2.2), one can see
that the expression inside the square brackets is nonnegative. Hence,
w(x, t)− a(x, t, ) ≤ a(xi, t, 0)− a(x, t, 0) + η(x− xi)− Ci −Di(t)
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≤Mδ − Ci,
keeping in mind that both η and −Di(t) are negative and using the Mean
Value Theorem on a(·, t, 0) in combination with |xi−x| ≤ δ and the bound on
ax in (2.2). Therefore, (2.4) is satisfied as soon as Mδ−Ci+(ti+1−ti)2δ ≤ 0.
It now suffices to take Ci = [M + 2(ti+1 − ti)]δ to achieve this. For future
reference, we remember that
Ci ≤ (M + 2tmax)δ. (2.6)
For values of x away from xi, i.e., when |x − xi| ≥ δ, we have wxx = 0,
which implies that one term in (2.4) drops out. Furthermore, we have wx =
±δ2, so
1

(∫ t
ti
wx(x, s)ds
)2
=
(t− ti)2δ4

.
For the remaining terms in (2.4), we have
w(x, t)−a(x, t, ) ≤ a(xi, t, 0)−a(x, t, 0)−Di(t)− [a(x, t, )−a(x, t, 0)+M].
As before, the expression inside the brackets is nonnegative. Hence, using
the Mean Value Theorem on a(·, t, 0) in combination with |xi − x| ≤ 1 and
the bound on ax in (2.2), we conclude that w(x, t)− a(x, t, ) ≤M −Di(t).
The left-hand side of (2.4) is thus bounded by
M −Di(t)− (t− ti)
2δ4

.
Let us now finish Step 3. We define
Di(t) =
{
0, t ≥ ti + 2δ2
√
M,
M, t ≤ ti + 1δ2
√
M,
(2.7)
and we extend the definition of Di(t) by filling the gap in an obvious C1-
fashion. For this choice of Di(t), inequality (2.4) is satisfied for all t ∈
[ti, ti+1]. This completes the construction of w(x, t) on [ti, ti+1].
2.2. End of the proof of Theorem 1. Using the definition of w on the
interval [ti, ti+1], we can recursively define a lower bound for the solution of
(1.2) on successive intervals [t0, t1], ]t1, t2], etc., so that L(x, t) is defined on
all of [0, tmax]. On the interval [0, t1] = [t0, t1], we take
L(x, t) = L0 exp
(
1

∫ t
0
w(x, s)ds
)
, t ∈ [0, t1].
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Now, define L1 = infx L0 exp
(
1

∫ t1
0 w(x, s)ds
)
= L1(L0), and set
L(x, t) = L1 exp
(
1

∫ t
t1
w(x, s)ds
)
, t ∈ ]t1, t2] .
We continue in this manner until L(x, t) is defined as a piecewise continuous
function for all t ∈ [0, tmax] and all x ∈ [0, 1], with
L(x, t) = Li exp
(
1

∫ t
ti
w(x, s)ds
)
, t ∈ ]ti, ti+1]
for Li = Li(Li−1).
On each time interval ]ti, ti+1], the functions L(x, t) and U(x, t) clearly
satisfy the hypotheses of Corollary 1, and hence the solution u(x, t) satisfies
L(x, t) ≤ u(x, t) ≤ U(x, t), ∀t ∈ [0, tmax], x ∈ [0, 1].
We remind the reader that the existence of a smooth solution has already
been shown (see the discussion after the statement of Corollary 1); the piece-
wise application of Theorem 5 above only serves to improve the relevant
bounds, and by uniqueness, the smoothness of the solution u is retained.
Finally, we derive the required lower bound on u, as claimed in the state-
ment of Theorem 1, see (1.8). Let us first bound
∫
w(x, t)dt. We start with
(2.5),
w(x, t) = a(xi, t, 0) + η(x− xi)− Ci −Di(t)−M
≥
[
max
x
a(x, t, 0)− δ
]
+ inf
x
η(x− xi)− (M + 2tmax)δ −Di(t)−M
≥
[
max
x
a(x, t, 0)
]
− (1 + 1 +M + 2tmax︸ ︷︷ ︸
=:Y
)δ −Di(t)−M,
where we used (2.3) and (2.6) in the first inequality and η ≥ −δ in the
second. Hence, we find∫ t
ti
w(x, s)ds ≥
(∫ t
ti
[
max
x
a(x, s, 0)
]
ds
)
−Y δ(t−ti)−M 2
δ2
√
M−M(t−ti),
where we used (2.7). For i = 0 and t ∈ [0, t1], we thus have
L(x, t) ≥ L0 exp
[
1

(∫ t
0
[
max
x˜
a(x˜, s, 0)
]
ds− Y δt1 −M 2
δ2
√
M−Mt1
)]
;
hence,
L1 ≥ L0 exp
[
1

(∫ t1
0
[
max
x˜
a(x˜, s, 0)
]
ds− Y δt1 −M 2
δ2
√
M−Mt1
)]
.
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Using this bound on L1, we find a bound on L for t ∈]t1, t2], and we can
continue in this manner up to t = tmax. At the end, one finds that for all
values of t,
L(x, t) ≥ L0 exp
[
1

(∫ t
0
[
max
x˜
a(x˜, s, 0)
]
ds
− Y δtmax −M(N + 1) 2
δ2
√
M−Mtmax
)]
,
where N + 1 is the (δ-dependent) sequence length of the subdivision of the
time interval [0, tmax] in (2.3). Observe that Y and tmax are independent of
δ; hence, upon a linear rescaling of the parameter δ, we replace Y δtmax by
1
2δ. It now suffices to restrict  to ]0, 0], with
M(N + 1)
2
δ2
√
M0 +Mtmax ≤ 12δ,
to prove Theorem 1.
Remark. By showing thatN = O(δ−1), we find that 0 = O(δ8). Therefore,
one can replace δ in the statement of Theorem 1 by any positive expression
that is o(1/8) as  → 0. Of course, this estimate is most probably not
optimal.
3. Proof of Theorem 2
As in the proof of Theorem 1, we make an Ansatz for the lower solution
of the form L(x, t) = L0 exp 1
∫ t
0 w(x, s)ds. Instead of (2.1), the function w
now has to satisfy{
w(x, t)− a(x, t, )−Dα−1 ∫ t0 wxx(x, s)ds−Dα−2 (∫ t0 wx(x, s)ds)2 ≤ 0,
wx(0, t) ≥ 0 ≥ wx(1, t).
(3.1)
When 1 ≤ α < 2, the dominant terms in (3.1) are the same as those appear-
ing in (2.1) in the proof of Theorem 1. Therefore, the proof is completely
analogous. When 0 < α < 1, the term multiplied by α−1 becomes un-
bounded as well, making this case slightly different. However, the proof can
easily be adapted to cover that situation (in fact, due to the larger diffusivity
than in the case where α = 1, the result is not unexpected).
When α > 2, the dominant terms in (2.5) are w(x, t)−a(x, t, 0). Therefore,
it is easy to define a good choice of w:
w(x, t) = a(x, t, 0)− δ − Eδ(x),
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where Eδ is some C2 function that lies between 0 and 12δ and that has
steep enough slopes near x = 0 and x = 1 in order to satisfy the boundary
conditions wx(0, t) ≥ 0 ≥ wx(1, t). Choosing  > 0 small enough for given δ,
(3.1) is then satisfied. With the same ease, one can define an upper bound.
As a consequence, when α > 2, we find that
L0 exp
1

(∫ t
0
a(x, s, )ds− δ
)
≤ u(x, t; ) ≤ U0 exp 1

(∫ t
0
a(x, s, )ds+ δ
)
,
from which one can conclude directly that tPDEexit(x) = texit(x).
4. The nonlinear setting
In this section, we prove Theorems 3 and 4. First, we observe that the
notions of lower and upper solutions are applicable to the nonlinear prob-
lem in (1.12), as well. Also, Theorem 5, the result of Pao [15], applies in
this nonlinear setting. Therefore, it suffices to find good lower and upper
estimates.
4.1. Proof of Theorem 3. Let us first treat the case of large diffusivities,
i.e., the context of Theorem 3. The proof is split up into two parts: given any
small δ > 0, we first apply Theorem 5 on the time interval [0, δ], which yields
a solution u = u(x, t) of (1.12) for t ≤ δ. In the second step, we consider
the same equation, but this time with initial data given by u(x, δ) at t = δ.
We then apply Theorem 5 again, this time on [δ, tmax], to deduce that u can
be extended for t ≥ δ. A priori, this argument leads to a solution that is
only continuous at t = δ. However, by varying δ slightly and by repeating
the above construction, one shows that u(x, t) is in fact differentiable on the
entire time interval.
For the first part of our argument, we introduce two auxiliary functions
aδ(x, t, ) and aδ(x, t, ), as follows: for δ small enough, it is certainly possible
to find new initial data u0(x) and u0(x) that satisfy
0 < u0(x)− δ ≤ u0(x) ≤ u0(x) ≤ u0(x) ≤ u0(x) + δ
as well as the boundary conditions u′0(0) = u′0(1) = 0 and u′0(0) = u′0(1) = 0,
respectively. Now, we let
aδ(x, t, ) = max
u∈[0,u0(x)]
f(u, x, t, ) < 0, t ∈ [0, δ]
and
aδ(x, t, ) = min
u∈[0,u0(x)]
f(u, x, t, ) < 0, t ∈ [0, δ],
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where the signs of aδ and aδ follow from condition (1.14) as long as δ > 0 is
small enough. The solution of the linear problem Ut− αUxx = aδ(x, t, )U ,
with initial and boundary conditions U(x, 0) = u0(x) and Ux(0, t) = Ux(1, t)
= 0, is clearly an upper solution of the nonlinear problem (1.12), since
Ut− αUxx−f(U, x, t, )U = [aδ(x, t, )− f(U, x, t, )]U ≥ 0, ∀t ∈ [0, δ].
Similarly, the solution of the linear problem Lt − αLxx = aδ(x, t, )L, with
initial and boundary conditions L(x, 0) = u0(x) and Lx(0, t) = Lx(1, t) = 0,
is a lower solution of (1.12). As a consequence,
L(x, t, ) ≤ u(x, t, ) ≤ U(x, t, )
for all t ≤ δ. By choosing  > 0 small enough, and by observing that U is
exponentially small with respect to  for t > 0, we may assume that U ≤ δ
at t = δ.
For t ≥ δ, we define
aδ(x, t, ) = max
u∈[0,δ]
f(u, x, t, ) and aδ(x, t, ) = min
u∈[0,δ]
f(u, x, t, ).
Extending the solutions L and U to times t ≥ δ will still provide lower
and upper solutions for the nonlinear problem (1.12), at least as long as
U ≤ δ, i.e., at least until the exit time of U . This exit time is a δ-dependent
homogeneous exit time t = tPDEexit(δ) that is determined by the equation∫ tPDEexit(δ)
0
[
max
x
aδ(x, t, 0)
]
dt = 0.
It follows that tPDEexit(δ) is a lower bound for the actual exit time of the
nonlinear equation.
Now, we observe that tPDEexit(δ) is a decreasing function in δ: for δ > 0,
the exit takes place earlier than for δ = 0, since the attraction before the
turning point is weaker and the repulsion after the turning point is stronger.
Since tPDEexit(δ) = tPDEexit + O(δ) and since δ > 0 is arbitrary, it follows
that the exit time of the nonlinear equation is bounded from below by the
homogeneous bound t = tPDEexit given by∫ tPDEexit
0
[
max
x
f(0, x, t, 0)
]
dt = 0.
Similarly, by replacing L and aδ with U and aδ, respectively, one can show
that that same time tPDEexit is also an upper bound for the exit time, which
establishes Theorem 3.
960 Peter De Maesschalck, Nikola Popovic´, and Tasso J. Kaper
Figure 3. The function θ(x, t) used in the proof of Theo-
rem 4, for x fixed.
4.2. Proof of Theorem 4. Let us finally prove Theorem 4. In the context
of this theorem, we have a bistable regime where, after the passage past the
turning point, two branches of singular points exist, u = 0 and u = u˜(x, t),
both of which are simple zeros of f(u, x, t, 0)u = 0. The simplicity of u˜(x, t)
ensures that the sign of f(u, x, t, 0) is negative for u > u˜(x, t). We first
prove that a solution of the nonlinear problem (1.12) exists, and that it
stays approximately in between the two branches u = 0 and u = u˜(x, t) after
passing the turning point. For time values t ∈ [0, δ], we proceed as in the
proof of Theorem 3; from that proof, we know that the solution u = u(x, t)
is exponentially small with respect to  at t = δ.
Let us define the piecewise function θ(x, t) by 0 for δ ≤ t ≤ t∗(x) and
by u˜(x, t) for t > t∗(x), see Figure 3. Ideally, we would like to be able to
show that the solution of (1.12) stays between 0 and θ. While that is not
necessarily the case, we can find an upper solution in a δ-neighborhood of
θ, as follows. Using appropriately defined bump functions, we can define a
smooth function θ1 so that the graph u = θ1(x, t) lies in a δ4 -neighborhood
of the piecewise smooth graph u = θ(x, t). The function θ1 does not neces-
sarily satisfy the required boundary conditions. However, introducing bump
functions near x = 0 and x = 1, we can find a δ4 -perturbation θ2(x, t) of θ1
so that the boundary conditions at x = 0 and at x = 1 are satisfied. Then,
setting U˜ = θ2 + δ2 gives a smooth graph in a δ-neighborhood of θ that lies
above u = θ(x, t). Consequently, we have f(U˜(x, t), x, t, 0) < 0. It is now
easy to see that for  small enough,
U˜t − αU˜xx − f(U˜ , x, t, )U˜ ≥ 0, U˜x(0, t) = U˜x(1, t) = 0,
and that at t = δ, the function U˜ is larger than the exponentially small
solution u(x, δ). Hence, we conclude that U˜ is an upper solution for t ≥ δ.
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For the remainder of the proof, we define
f˜(u, x, t, ) =
{
f(u, x, t, ), u ≤ U˜(x, t),
f(U˜(x, t), x, t, ), u ≥ U˜(x, t) + δ,
and we use bump functions to connect smoothly between the two cases.
Since U˜ is an upper solution for (1.12), we can safely replace f by f˜ in the
definition of the problem, as that will not change the solution u itself.
From this point on, we can continue the proof of Theorem 4 in the same
manner as the proof of Theorem 3 above, this time defining
aδ(x, t, ) = max
u∈[0,∞[
f˜(u, x, t, ), t > δ.
Given aδ, we now proceed as before to obtain a uniformly valid upper solution
for u. We note that the modified problem obtained from replacing f by f˜
in (1.12) coincides with the original one as long as u ≤ U˜ ; the modification
ensures that aδ will provide a uniform bound even if u > U˜ and, hence, that
Pao’s result (Theorem 5) can again be applied, as in the proof of Theorem 3.
Specifically, due to condition (1.15) stated in the hypotheses of Theorem 4,
we have
aδ(x, t, ) = f(0, x, t, ) +O(δ)
(since f(0, x, t, ) > f(u, x, t, )), and we can repeat the entire construction,
which provides us with the upper solution U(x, t) and the required O(δ)-
lower bound on the inhomogeneous exit time. The upper bound for the
inhomogeneous exit time is easier to obtain, and can be found as in the
proof of Theorem 3.
Acknowledgements. P.D.M. would like to thank Boston University and
T.K. in particular for the hospitality during his visit in the spring of 2007,
when part of this research was conducted. The research of T.K. was sup-
ported in part by a grant from the National Science Foundation, DMS-
0606343. The authors are grateful to the referee for valuable comments and
suggestions on the original manuscript.
References
[1] S. M. Baer and T. Erneux, Singular Hopf bifurcation to relaxation oscillations, SIAM
J. Appl. Math., 46 (1986), 721–739.
[2] S. M. Baer and T. Erneux, Singular Hopf bifurcation to relaxation oscillations, II,
SIAM J. Appl. Math., 52 (1992), 1651–1664.
[3] E´. Benoˆıt, Syste`mes lents-rapides dans R3 et leurs canards, In “Third Schnepfenried
geometry conference,” Vol. 2 (Schnepfenried, 1982), volume 109 of Aste´risque, pages
159–191. Soc. Math. France, Paris, 1983.
962 Peter De Maesschalck, Nikola Popovic´, and Tasso J. Kaper
[4] B. Braaksma, Critical phenomena in dynamical systems of van der Pol type, PhD
Thesis, Universiteit Utrecht, 1993.
[5] M. Brøns, M. Krupa, and M. Wechselberger, Mixed mode oscillations due to the
generalized canard phenomenon, In “Bifurcation theory and spatio-temporal pattern
formation,” volume 49 of Fields Inst. Commun., pages 39–63. Amer. Math. Soc.,
Providence, RI, 2006.
[6] P. De Maesschalck and F. Dumortier, Time analysis and entry-exit relation near
planar turning points, J. Differential Equations, 215 (2005), 225–267.
[7] F. Diener and M. Diener, Chasse au canard, I–IV, Collect. Math., 32 (1981), 37–119.
[8] M. Diener, The canard unchained or how fast/slow dynamical systems bifurcate, Math.
Intelligencer, 6 (1984), 38–49.
[9] F. Dumortier and R. Roussarie, “Canard cycles and center manifolds,” Mem. Amer.
Math. Soc., 121(577):x+100, 1996, With an appendix by Cheng Zhi Li.
[10] W. Eckhaus, Relaxation oscillations including a standard chase on French ducks, In
“Asymptotic analysis,” II, volume 985 of Lecture Notes in Math., pages 449–494.
Springer, Berlin, 1983.
[11] M. Krupa and P. Szmolyan, Extending geometric singular perturbation theory to non-
hyperbolic points—fold and canard points in two dimensions, SIAM J. Math. Anal.,
33 (2001), 286–314 (electronic).
[12] M. Krupa and P. Szmolyan, Relaxation oscillation and canard explosion, J. Differential
Equations, 174 (2001), 312–368.
[13] A. Milik and P. Szmolyan, Multiple time scales and canards in a chemical oscillator,
In “Multiple-time-scale dynamical systems,” (Minneapolis, MN, 1997), volume 122 of
IMA Vol. Math. Appl., pages 117–140. Springer, New York, 2001.
[14] N. N. Nefedov and K. R. Schneider, Delay of exchange of stabilities in singularly
perturbed parabolic problems, Proc. Steklov Inst. Math., (Asymptotic Expansions,
Approximation Theory. Topology, suppl., 1): S144–S154, 2003.
[15] C. V. Pao, “Nonlinear parabolic and elliptic equations,” Plenum Press, New York,
1992.
[16] P. Szmolyan and M. Wechselberger, Canards in R3, J. Differential Equations, 177
(2001), 419–453.
[17] P. Szmolyan and M. Wechselberger, Relaxation oscillations in R3, J. Differential Equa-
tions, 200 (2004), 69–104.
[18] M. Wechselberger, Existence and bifurcation of canards in R3 in the case of a folded
node, SIAM J. Appl. Dyn. Syst., 4 (2005), 101–139 (electronic).
