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The Robbins-Monto processes in a Hilbert space are considered in this work. A 
nonlinear mappingfis treated instead of the usual linearity assumption. A modified 
process with varying truncations is analyzed, and asymptotic properties are 
investigated. Convergence as well as necessary and sufficient conditions are 
obtained. In addition, the rate of convergence issue is discussed. @ 1990 Academic 
Press, Inc. 
1. INTRODUCTION 
Let 2 be a separable Hilbert space with inner product (., .) and norm 
1x1 = (x, x)l’*. Let f be a mapping, f: 2 H X, having a zero point 8 E X, 
i.e., f(0) = 0. Suppose that (tn} and {Xn } are sequences of X-valued 
random elements, with {Xn} generated recursively by 
X “+l=x”+%f(xn)+%~n? (1.1) 
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where {a,> is a sequence of positive scalars. {Xn} is known as a X-valued 
Robbins-Monro (RM) process (cf. [l-4] and the references therein). 
The method of stochastic approximation has a long history; it has been 
witnessed tremendous progress since early 1950s. Indeed, this method 
becomes a powerful machinery in various applications, such as system 
identification and adaptive control, parameter estimation and detection, 
learning and pattern recognition, Monte Carlo optimization of stochastic 
systems, and many other related fields. 
Extensions of KY-valued RM processes to processes living in more 
general function spaces have received a good deal of attention, for example, 
[l-5] among others. 
In [ 11, R&z considered a X-valued Robbins-Monto process with f 
replaced by fn, a sequence of operators such that 
IL(x)l G Cl I-4 + c2, for some c,, c2 > 0 (1.2) 
and 
(x9 f,(x)) 2 c3 I4*, for some c3 > 0; (1.3) 
i.e., f is bounded above and below by linear operators. Assuming { <,) to 
be bounded with probability 1, he obtained some exponential bounds on 
1X,-Q. Later, (1.3) was weakened to (x,fn(x))ac3 1x1 in [2]. 
Walk [ 31 studied the asymptotic normality of Robbins-Monto processes 
in a Hilbert space. He considered the case in whichfis a linear operator A, 
and the spectrum of A is contained in {A; I d - $}. The convergence 
problem was also studied in [4-51, among others. Under some restriction 
on the random process {t,}, w.p.1 as well as mean square convergence 
were established by Salov [4] for bounded linear operators. Convergence 
via ODE (ordinary differential equation) approach was discussed in 
Shwartz and Berman [S], and some applications in identification and 
control were also dealt with. 
Previously, f( .) was often assumed to be either a linear operator or 
bounded by linear operators. A typical assumption is that for some K > 0, 
and each x E 2, 
If( G K(1 + Ixl); 
i.e., f(x) grows at most linearly. In addition, the random sequence {t,,} 
was often assumed to be uncorrelated; for example, assuming that 5, is a 
sequence of martingale difference with respect to a sequence of increasing 
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o-algebras Fn, such that E(<, 1 pH- ,) = 0. If such assumptions are violated, 
then the results obtained previously are no longer applicable. 
This brings us to the present work. Our goal is to be able to treat 
correlated noise sequences and nonlinear operators. A brief summary of 
our results is as follows: 
l Certain bounded and continuous, nonlinear operators are dealt 
with. This extends previous results on Z-valued Robbins-Monro 
processes. 
l Correlated random sequence {{,,} is considered. As can be seen in 
the following section, the assumption on {tn} includes a large class of 
X-valued random processes. 
l A technique-randomly varying truncations (cf. [6]) is applied to the 
X-valued processes. 
l Step-size {a,} other than (l/n} is utilized for the convergence 
analysis. 
l In addition to getting the convergence property, we investigate the 
robustness issue. If the idealized condition is only satisfied approximately, 
an upper bound on the deviation (X, - 61 is derived. 
l Necessary and sufficient condition for convergence is found. This 
gives a detailed characterization on the process {Xn}. 
l Rate of convergence issue is discussed, and certain order of 
magnitude estimates are derived. 
The rest of this paper is organized as follows: basic assumptions and a 
modified version of the algorithm are given in the next section; the main 
theorems are stated in Section 3 and the proofs are presented in Section 4; 
some discussions on rate of convergence are delivered in Section 5. Finally, 
we close this paper with an Appendix in which the proof of Proposition 4.1 
is provided. 
2. FORMULATION 
In lieu of working with (1.1) directly, we consider a modified version of 
it. The following method uses randomly varying truncation bounds, which 
were first introduced in [6] for W-valued stochastic approximation 
problems, and subsequently employed in [7] for investigating the robust- 
ness of W-valued Robbins-Monro processes. 
In fact, to relax the growth condition onfhas long been desired. Various 
projection and truncation algorithms were proposed and analyzed for 
W-valued Robbins-Monro processes. An algorithm using “sign” as trun- 
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cation criterion was suggested and studied for real-valued processes in 
[8-91. Projection algorithms via functional constraints in conjunction 
with the Kuhn-Tucker point were dealt with in [lo] (see also the early 
references cited there). In contrast with these approaches, the random vary- 
ing truncation method does not need to assume the a priori information 
on the bounded region where the zero point 8 belongs. Moreover, as is 
shown in the sequel, the truncations are only executed finitely many times. 
Let x* be a fixed but otherwise arbitrary point of %‘, with Ix*1 -CM for 
some M > 0, and {M,} be a sequence of monotone increasing positive real 
numbers, such that M, +” + m co. Define a sequence of real-valued random 
variables by 
a(0) = 0, a(n -I- 1) = a(n) + J’;, (2.1) 
where 
J,, = Z ~I~.+~.f(~“~+~.C”I~M,(.,~~ (2.2.1) 
J’,=Z,, -hi + or- + u&l > MS(.)) 9 (2.2.2) 
and Z, denotes the indicator of A. 
The modified Robbins-Monro process is given by 
X .+1=(X,+a,f(X,)+a,5n)Jn+x*J~. (2.3) 
One of the difficulties in dealing with the X-valued Robbins-Monro 
process is to establish the boundedness of the procedure. The modified 
algorithm (2.3) provides a way to overcome the difficulty. If the iterate 
becomes too “large,” then the procedure will make it come back to the 
point x* and start over again. 
To proceed, we make the following assumptions: 
(Al) f( .): X + 2 is an operator that maps bounded sets into 
bounded sets and has a zero point 8~ 2. f is continuous, and the 
continuity is uniform on any bounded subset of S’. 
(A2) {a,} is a sequence of nonincreasing positive real numbers, such 
that 
a, -5 0, nzl an=a (2.4.1) 
a,Ga,+,(l +a4 for some O<a< 1. (2.4.2) 
(A3) There is a twice continuously Frechet differentiable (cf. [ll]) 
functional V: X H [w, such that V maps bounded subsets of S into 
bounded subsets of Iw with 
V(tl)=O, lim V(x)= co 
ITI - cc 
(2.5.1) 
V(x) > 0, V’(x)f(x) < 0, vxze, (2.5.2) 
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where V’(x) and V”(x) denote the first and second Frechet derivatives of 
V(X), respectively. 
(A4) The following equations holds for 0 d E < x, 
w.p.1. 
Let us comment on these assumptions briefly. Recall that an operator 
f: X I-+ X’ is said to be bounded if it maps bounded sets into bounded sets. 
(Al) requires the operator under consideration to be bounded and 
continuous, with the continuity holding uniformly on each bounded set. 
This assumption covers a large class of nonlinear operators. Some 
examples are given below. In the following examples, we always assume 
that the functions have a zero point 0. 
EXAMPLE 2.1 (Linear operators). If f is linear, then (Al) is clearly 
satisfied. In this case, the continuity and the boundedness are actually 
equivalent. 
EXAMPLE 2.2 (Holder and Lipschitz operators). Consider f: X H X’. 
Suppose that there exist c0 > 0 and 0 < CI 6 1, such that 
If(x)-f(Y)1 <cc, I,~-.JJl”? for all x, y E 2. 
Then, (Al) holds. When 0 < a < 1, f is known as Holder continuous, and 
when a = 1, f is known as Lipschitz continuous. For a Lipschitz operator, 
f only needs to be defined on a subset S c 2. It can be shown that f so 
defined admits a Lipschitz extension on %. 
EXAMPLE 2.3 (Uniformly continuous operators). f: Z H Z is uni- 
formly continuous iff for any q ~0, there exists a 6(q) >O, such that 
IX --yl <6(q) implies If(x) -f(y)/ <q (cf. [ll] and the references therein). 
The uniform continuity off in turn implies that f maps bounded sets into 
bounded sets, i.e., f is a bounded operator. It follows that if f is uniformly 
continuous, then (Al) is satisfied. Both Example 2.1 and Example 2.2 are 
included in the class of uniformly continuous operators. 
Example 2.4 (Compact operators). f is said to be a compact operator, 
if f is continuous and maps bounded subsets of # into conditionally 
compact subsets of Z. For certain compact operators, (Al ) is satisfied. 
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EXAMPLE 2.5 (Continuous operators with “polynomial growth”). For 
certain nonlinear operators with growth rate faster than linear, e.g., for 
some K> 0, and some positive integer p > 1, 
If( d a1 + I.4 p), 
(Al) is also satisfied. A typical example is f(x) = lxlP x. It is readily seen 
that f so defined is continuous and bounded. Moreover, 
I lxIPx- IYIP YI 
G IxlP Ix-J4 + I IxIP- lYIPI IA 
< lxlP Ix--y1 +(lxlP-l + IxIp-2 lyl + ... + lylp-l) lyl Ix--yJ; 
therefore, the continuity is uniform on each bounded x-set. 
More examples of specific nonlinear operators, such as integral and 
differential operators, composition operators, analytic opeators, etc. can be 
found in [ 111 and the references therein. 
(A2) is a regularity condition on the step-size. A rather common choice 
is a, = l/n. The assumption, however, does not confine to this case. In fact, 
if a, = y/J%, and/or a, = y/log n, for appropriate y > 0, (A2) is also 
satisfied. 
(A3) is a “stability” condition. V can be viewed as a Liapunov functional. 
When treating K-values stochastic approximation problems, this kind of 
condition is used quite often. Only existence of such a functional is 
assumed. The actual form of V need not be known. If the operator f is 
Frechet differentiable at 8, then locally quadratic V can be used; i.e., there 
is a self-adjoint, positive (linear) operator Q: 2 t-, Y?, such that 
@)=(x-O, Q(x-@)+o(Ix-81*). 
(A4) is a “robustness” assumption (robust with respect to the random 
errors). If the noise is not completely averaged out, we wish to see what 
kind of behavior the algorithm displays. Conditions such as independence 
or no correlation need not be assumed for the sequence {ln}. To see the 
scope of Assumption (A4), we give several examples. 
EXAMPLE 2.6 (Martingale difference). Let (5,) be a sequence of 
X-valued random elements, and 9n be an increasing sequence of 
a-algebras generated by 
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such that 
Then, by the well-known martingale convergence theorem, a, J$=, tj 
converges w.p. 1, provided 
lim sup naz < co. 
n 
EXAMPLE 2.7 (moving average). Let { W,,} be a sequence of Z-valued 
martingale difference with similar condition as in Example 2.6, and {C, } be 
a sequance of bounded linear operators on X’. Consider 
en= i CkWn-k for some q > 0. 
k=O 
We have 
cl” i (,= i c 
j=l k=O 
Similar to Example 2.6, condition (A4) can be verified. 
EXAMPLE 2.8 (&mixing). Let (r,} b e a sequence of X-valued station- 
ary process with Et, = 0, and define 
For m 2 0, define 
9”=u{~j;j<n} 
.Fn=a{(5,; j>n}. 
{ [,, > is said to be uniformly mixing if 
q5,(5Fn+"19$)=qi,(m)~ 0. 
More generally, the mixing measure can be defined by means of 
appropriate p-norm, 
qi4p(9n+mIFn) = sup E’IP jP(A I Fn) -P(A)/ p for lGp<co. 
,4=Fn+m 
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It is well known that the d-mixing condition implies ergodicity. Therefore, 
if {a,} satisfies sup,, na, < 00, then 
lim U, 2 tj= lim (?ZU,) t ,i 5j=O w.p.1. 
n--rm j=l n-cc J=k 
Hence, (A4) holds. 
3. MAIN RESULTS 
We are now in a position to present the main theorems. 
THEOREM 3.1. Under assumptions (Al)-(A4), there exists an Ed, with 
0 -CE~ < 1, such that for any E satisfying 0 GE < E,,, 
lim sup IX, - 81 <g(s) w.p.1, (3.1) 
n-+cc 
where g: [0, CQ)I+ [0, 00) is an increasing, left continuous function with 
lim 1-o g(t)=@ 
Remark. The quantity E in the above theorem is the same as that 
of (A4). 
THEOREM 3.2. If the condition of Theorem 3.1 are satisfied with E=O, 
then X, converges to 0 w.p.1. 
THEOREM 3.3. Suppose that (Al), (A2), and (A4) are satisfied, and a, 
satisfies an additional assumption lim sup, na,< CO. Then, X,, + 8 w.p.1 
implies n 
lim a, 2 tj=O w.p. 1. 
n-+m j=l 
(3.2) 
Theorem 3.1 indicates that the sequence {X,,} generated by (2.3) is 
robust with respect to the random errors 5,. Theorem 3.2 gives an account 
on the convergence property. Theorem 3.2 and Theorem 3.3 indicate that 
the necessary and sufficient condition for convergence of the x-valued 
Robbins-Monro process is that (3.2) holds. Similar asymptotic results for 
R’-valued RM processes were obtained in [7]. This work is an extension 
of the results in [7] to the infinite dimensional cases. 
4. PROOFS 
In what follows, we shall always keep a sample point o~s2 fixed, where 
Sz is the underlying sample space. The positive quantities Ki and Ni may 
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depend on o (i.e., they are random variables in general). For future use, we 
let 
Kl= ,.,TF+, IS( 
ic2= max Iv’(?r)J 
1-Y cM + 5 
tc3 = max (V”(x)/, 
l.xlGM+s 
(4.1) 
(4.2) 
(4.3) 
where 1. ( stands for an appropriate norm. For notational simplicity, we use 
the symbol 1.1 to denote both the norm of a vector and the norm of an 
operator. It will be clear from the context. 
Recall that V’(x), V”(x) are the first and second Frtchet derivatives of 
V(x), respectively. They are linear operators. The continuity assumptions 
on these linear operators then implies that they are also bounded. Owing 
to (A4), there is a K,>O, a N,EZ+, and an sO>O, with O<E<E,,<<, 
such that 
n 
I I 
a, C t j  G&o, for all n > N, - 1 
j= 1 
(4.4.1) 
and 
” 
I 1 
a, 1 tj <KoE, for all n 2 N, - 1. (4.4.2) 
j=l 
The quantity so will be specified later (see the Appendix), and E is the same 
as in assumption (A4). 
To prove Theorem 3.1, first, we need to show that the number of trunca- 
tions is finite. This is recorded in the following proposition. The proof of 
this proposition is provided in the Appendix. 
PROPOSITION 4.1. Under the conditions of Theorem 3.1, there is a positive 
integer-valued random variable 6, such that 
P(sup a(n) d (T < co) = 1 forany OGiz<Eo. 
n 
Next, define a sequence {U,,} of &?-valued random elements recursively 
by: 
u n+l = Un-a,Un+aA (4.5) 
Remark. If a, = l/n, then U, can be defined as U, + , = (l/n) C;=, tj, 
and (4.5) readily follows. 
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LEMMA 4.2. lim SUP,,-~ IU,) = O(E) w.p.1. 
Proof of Lemma 4.2. Iterating on (4.5), we obtain 
where 
k=N, 
A = ny=k+l (l-aj), for k<n; 
nk 
1, otherwise. 
(4.6) 
By virtue of an elementary inequality 
A ~,N,~,6exP(-j~N,aj)~o. 
Thus, we need only show the second term on the right-hand side of (4.6) 
is O(E). 
Define 
s, = i tj. 
j=l 
Then, 
i akAnk5k=anS,-aN,-,A,N,-,S,,-, 
k = N, n-1 
+ c &k--A,,,k+, Sk 
k=N,-I ak 
n-1 
+ c akAn,k+, (4.7) 
k=N,pl 
Owing to (A2), 
-ak+l< I-ak.1 
( 
In view of (4.4.2), 
ak+l -- 
ak ) 
cO<ak+l. 
n-1 
c GA n,k+ 1 
k=N,pI 
n-1 , 
Gkc;p, I1-+I 
1 
-?I iakSki An,k+ 1 
n-1 
GKo& 1 ak+l A n;k + 1 . 
k=N,- 1 
(4.8) 
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Therefore, the problem reduces to show 
n-1 
c An,k+~<a. ak+l 
k=N,- I 
To this end, observe that 
ak+l A n.k+ I - -A -An,k. n,k+l 
Hence, 
n-1 n-1 
1 A..,+,=k=~~I(A,,+,-A,,) ak+l 
k=N,-I I 
<(l-An,NI-I)= l- fi (I-ak) 
( k = N, 
-+l as n+co. (4.9) 
By virtue of (4.5)-(4.9), 
lim sup 1 U,j = O(E). 
n 
The lemma is proved. 1 
We are now in a position to complete the proof of Theorem 3.1. 
Proof of Theorem 3.1. It follows from Proposition 4.1 and Lemma 4.2, 
there exist K, > 0 and a N2 E Z+ with N, <N, such that 
IX,1 G MO, for all n 2 N, - 1 
and 
IU,I <K~E, for all n > N2 - 1 
(4.10) 
X n+l =~,+a,f(~,)+a,L, Vn>N,-1. 
Owing to (4.5) and (4.10), for all n 2 N2 - 1, 
X II+1 -Un+, = X, - U, + a, f(X,) + a, U,. (4.11) 
By virtue of Taylor’s theorem in a Hilbert space (cf. [ 1 l]), 
vxn., - un+l)= VX,- uJ+ UX,- U,)(a,f(XJ+a,U,) 
+ MXn - u,, (Xn + 1 -~+,)-(x~-w, (4.12) 
where the residue R,, ,(x, h) is defined by 
V”+‘)(x+sh)h’+‘&, 
for x, h E A?, and some nonnegative integer 1. Here and hereafter, for 
x, y E S, xy (resp. x’ for some positive integer 1) is understood as a multi- 
linear operator (cf. [l I] ). 
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In view of (4.3) and (4.11), there is a Kz > 0 such that 
IR2(Xn-Un,(Xn+l-Un+l)-(Xn-Un))l 
< Kzd(f(XJ + U,, f(xn) + Un) 
= O(a;&) + O(at). 
By the same token, 
(4.13) 
v’(xn-un)=v’(xn)+J1 V”(X,+s(X,+,-X,))(X,+,-XJds, (4.14) 
0 
and an estimate similar to (4.13) holds for fi V”(X, +s(X,+, --A’,)) 
Gfn+, -X,) ds. Combining (4.12 j(4.14), 
V(X,+,-U,+,)~V(X,-U,)+u,V’(X,)P(X,) 
+ a, V’(X,) u, + O(&) + O(ui) 
G VW, - U”) + a, V’(~rz)f(~n) 
+ O(U,Ef + O(u,Z). (4.15) 
For any q > 0, define 
4rl) = min,x,.Mo,,x-e,.,- V’(x)f(x) ma+ G M, + K,y, V(x) ’ 
It is clear that A(q) 2 0. By virtue of the definition of A(q) and (4.15), 
vwrz+, -U,+,) 
~(1-u,~(lt)z,,,-e,.,,)v(x,-u,)+O(u,&)+O(u~) 
= Cl- %A?)) V(Xn - UH) 
+un~(~)z{,X,-e,C~}V(X”-IJ”)+O(u,&)+O(u~). 
Since for IX, - 81 < yl, 
< max 
1x1 <Iu,+ 181 + Kl&O IV’(x)1 (IXrr-Q + IUnO 
<K~~+O(E) for some K3 > 0, 
vwn+1- un+l)s fi (1-ujn(rl))v(xN*-UN2) 
j=N2 
+ f fi (l-ujA(rl)) 
k=N2 j=k+l 
x {&u/dh) f 0(&E) + o(U;5)}. (4.16) 
683/34/l-9 
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Similar to the proof of Lemma 4.2, the first term on the right-hand side of 
(4.16) tends to 0 as n + co. Moreover, 
k=Nz j=k+l 
and 
(4.17) 
lim i fi (l-ajA(q))a:=O. 
n k=N2 j=ktl 
Recall that we have fixed o, so the limit above should be interpreted in the 
w.p. 1 sense. 
Define 
Yn= fi (1-ujn(r))v(xN,-uN2)+ i fi (l-aj~(~))O(a:). 
j=N2 k=N2 j=k+l 
Then, Y,, +” 0. By virtue of (4.16), (4.17), and the definition of yn, for some 
K,>O, 
Van+, - u,+,)~y,+K,rl+K,&IIZ(?). (4.18) 
Define 
b(t) = min{q; A(q) = t}. 
Then, b(t) +1-to 0. Set q = b(A) for any 0 < E < Q,. It follows that 
A(q) = ,/& and 
vxn+, - K,+d~Yrz+W(,/$+&,h 
Now, define 
m(t)=, for 2 > 0. (4.19) x I$ 3 f I/(x), 
Observe that m(0) = 0, m(t) --+‘+O 0, m( .) is a nondecreasing function. 
Choose 6, such that 
M&z) = Z(Y, + K&,/h + JG ,.h. 
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Then, 
It follows that 
Define Zz( .) by 
62(t) = min{S; m(6) = 2). 
The definition yields 
fi?(Wn + K&b, + & ,h,= L 
and fi( .) is a left continuous and increasing function. 
Consequently, 
(4.20) 
IX,+ 1 -e\~/x,+,-u,+,-el+lu,+,j 
~~(2(y,+K,b(~)+K,~))+K,&. (4.21) 
Let 
g(t) = fi(WWJ;) + & J;,, + K, t, t > 0. (4.22) 
We observe that the function g( .): [O, co) H [0, co) has the following 
properties: 
a. g(0) =O; 
b. g is left continuous and increasing since Ez( .) is; 
c. lim,,, g(t)=O. 
Letting n + 03, we obtain 
lim supl.X, - 8) <g(a). 
“-CC 
The proof of Theorem 3.1 is thus cohcluded. 1 
Proof of Theorem 3.2. Let E + 0 in the proof of Theorem 3.1, the 
desired result follows. 1 
Proof of Theorem 3.3. Since X,4 8 w.p,l, there is a N3e Z+, with 
N3> N, such that for all n> Ns, IX,1 ~2 101. By virtue of (A4), for some 
K>O, 
l~n+%tf(~J+~,5nl G WA +a, If( i-a, I&-&-,I 
<2 161 +a,K+2K,,e. 
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Hence, the number of truncations must be finite, and there exists a 
R3 2 N3, such that 
x n+l =x*+%f(XJ+%t,~ n>&. (4.23) 
For any r] > 0, there is a N4 B flX such that for any n B N,, (X, - 016 q. 
It follows from the continuity off( . ), there is a function c( .) defined on the 
nonnegative reals, such that c(t) -+ ’ + ’ 0, and 
In view of (4.23), we have 
(4.24) 
By virtue of a summation by parts, 
-&(xNdme)- i ftxj)= i tj. 
4 j=N4 j=N4 
Multiplying through by a,, 
n-l 
(Xn+l - e) + a, 
c ( 
1 1 
--- (X,+,-e) 
j=Ns-1 aj aj+l 1 
-L(XN4-e)-a, i f(xj)=a, i (j. (4.25) 
aN4- 1 j=Nq j= Nq 
Noting the fact that lim sup, na, < co, the left-hand side of (4.25) is 
bounded above by 
-5 (XN,j-e)-an i f(xj)( 
N4 1 j=N4 
+ lx, - 81 + a,(n - NA) ,z:. IS( . . 
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for some KS, K6 > 0. The arbitrariness of ++ then yields that the limit of the 
left-hand side of (4.25) is 0 as n -P co. Hence, 
lim a, i tj=O w.p.1. 
n+m j=l 
The proof is completed. 1 
Remark. In this work, the functional V is assumed to satisfy a condi- 
tion (A3). This condition can be weakened. In lieu of letting V(0) = 0, we 
could allow a certainly amount of fluctuations. The nonnegativity condi- 
tion can be relaxed and V(0) is not necessarily equal to 0. To be more 
spedilic, we can assume: There are a bounded and twice continuously 
Frechet differentiable functional I/: 2 H [w, and a positive number <, such 
that 
IUWl =C1<L I VQl = r* < 5 
sup V’(X) f(x) < 0. 
Ix-Bj>( 
Moreover, V(x) > 0 for all Ix - 81> [ and lim,,, _ m V(x) = co. Under the 
modified condition, the result corresponding to Theorem 3.1 will depend 
on two parameters E and [; i.e., g(c) obtained in Theorem 3.1 will be 
replaced by g(s, c). The proof is analogous to the one given above, but the 
notations will be more complex. 
Suppose that we replace x* in (2.3) by x,* with 
x*= x:, if a(n) is even; n 
x:, if a(n) is odd. 
Then, (A4) is not actually needed in Theorem 3.3. The proof is in the same 
spirit as the preceding one. 
We have assumed that f: 2 H X. The results can be readily generalized 
to the case j X1 H X2, where Xi and X2 are two different Hilbert spaces. 
The notations will conceivably be more complex. Nevertheless, the analysis 
will essentially be the same as presented here. It seems that the results can 
also be extended to certain separable, reflexive Banach spaces which admit 
a basis. 
Another extension is to consider the problem of finite dimensional 
approximation of X-valued Robbins-Monro processes. This is not only 
interesting but also necessary for dealing with various applications. Such an 
approach together with applications to parameter identification problems 
will be discussed elsewhere. 
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5. AN ORDER OF MAGNITUDE ESTIMATE FOR V(X,) 
We have demonstrated that the varying truncation algorithm converges 
in the sense of w.p.1. In this section, we derive some rate of convergence 
results. For notational simplicity, we shall assume 8 = 0 henceforth. 
(A5) Suppose that {tn} is a sequence of stationary uniform mixing 
process (cf. [12]), with 
Et, = 0, sup E9”-l l&j2+26< co, for some 6 > 0, 
n 
and the mixing rate $,( .) satisfies 
Cd 2” +ym) < al, 
m  
where 9$$ denotes the o-algebra generated by {tj; j< n} and EFn denotes 
the conditional expectation with respect to pn. 
PROPOSITION 5.1. Suppose (Al), (A3) and (A5) are satisfied, a,= l/n, 
(V’(x)12<K(1 + V(x)) f or each x E A? and some K> 0; V’(x) f(x) < 
- AV(x) for some A > 1 and x # 0. Then, for sufficiently large n, 
WX,+ I) = Wlln). 
Remark. If the operator f is linear, then quadratic V(x) can be selected. 
In such a case, Proposition 5.1 becomes E (X, + 1 I * = 0( l/n). 
Proof Owing to (A5), {tn} is ergodic, and 
tic, tj---s 0 w.p.1. 
As a result, all conditions of Theorem 3.2 are satisfied. Therefore, X, _+n 0 
w.p.1. 
In view of the preceding sections, there is a n, EZ+, such that for all 
n >, n,, the truncations are terminated. Owing to the above observation, the 
algorithm has the form 
X n2n0, (5.1) 
and the sequence {X,; n > n,> is bounded w.p.1. To complete the proof, 
we apply a technique known as perturbed Liapunov function method 
(cf. [lo, 133). 
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Due to the fact that f( .) is a bounded operator and owing to (A5), for 
all n 3 no, we have 
E.iP”-‘V(Xn+ ‘) - V(X,) 
(5.2) 
where Eti, = 0( l/n’). 
Define a perturbation function by 
qx, .)=,~n~E~~-v(x)~j, n>n,. 
By virtue of a mixing inequality (cf. [ 12, Proposition 7.2.61) and (A5), 
there are K, > 0, K8 > 0, such that 
+1+ V(x)). (5.3) 
For n > no, define Z(n) = V(X,) + r(X,, n). Then, using another mixing 
inequality (cf. [ 12, Proposition 7.2.2]), 
f lE5n5j-E5nGfjl 
j=n+l 
<2 f #$‘+@(j4E’/@+@ 15,3+91/(2+@ I<j12+6<co. 
j=n+l 
In addition, for some Cl > 0, 
f IEeB”5n5j-E5ntjl 
j=n+l 
< f (pJ’(1+6) (j-,)(E- ltntjl ‘+b+Elr,~jl’+6)‘/(‘+6) 
j=n+l 
< f @++a) (j-n)(ltn11+6E4Fn 15j11+6 
j=n+l 
+ E1j2 15n12+26 El/2 l<j12+26)1/(l+6) 
dc’(l<,11+6+ 1)1’(1+8’. 
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Consequently (since Etk = 0), for some C2 > 0, 
? IE~L5jl G f (IEF”L5,-E5,5jl 
j=n+l j=n+l 
+ IE5,5j-E5,E5jl)~Cl(l5,1’+“+ 1)1’(‘+6)+Cz. 
Efim’.Z(n + 1) -Z(n) 
=E’++(X,+l)-V(X,)+E~-‘~(X,,n+l)-~(X,,n) 
E%-iv(X,+I, n+l)-JF+‘P(X,,n+l) 
<-&x,)+0 L +o, 
n 0 n* 
(5.4) 
where E&, = 0( l/n*). 
In view of (5.3) and (5.4), we also have 
ETe-‘Z(n+ 1)--Z(n)< --iZ(n)+O (5.5) 
Taking expectation, we obtain 
It follows that 
EZ(n+1)6 fi (l-;)EZ(n,)+ i 0(1//2)~~+1(1-~)- (5.6) 
j=no j=no 
It is easily seen that 
,fI(l-;)=o($J. 
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Using a similar argument as preceding sections, the second term on the 
right-hand side of (5.6) is bounded by O( l/n). Due to the fact that 1> 1, 
EZ(n + 1) = 0( l/n). Again, by virtue of (5.3), the desired estimate 
follows. 1 
In addition to the order of magnitude estimate above, we can also derive 
the asymptotic normality. Assume that f( .) is Frechet differentiable at 
x = 0, i.e., f(x) = Hx + o( (xl ), and the spectrum of A = I/2 + H is contained 
in {p; Re p < 0). It can be shown that 
where 
J- nx,+1=J;I i: @nj5j+41), (5.7) 
j=l 
II"k=j+l tI+Aljh n>j; 
4 otherwise. 
and o( 1) +” 0 in probability. We then define an interpolated process 
for tE [0, 11. (5.8) 
By applying pertinent results in [12] and similar to [3, 143, it can be 
shown that M,( .) converges weakly to a Gauss-Markov process M( .) 
given by 
(5.9) 
where W( .) is a standard Brownian motion. Setting t = 1 in the above, and 
owing to (5.7F(5.9), & X, + i +n N(0, C) in distribution, where 
C = irn eAuEeA*” du, 
0 
c=E5151+ f E(51tj)+ f E(5j51)9 
j=2 j=2 
and A* denotes the adjoint of A. 
APPENDIX: PROOF OF PROPOSITION 4.1 
(5.10) 
If the truncations are executed infinitely often, i.e., a(n) +” co, then there 
is a positive integer R, such that M,,K, > M + 5. With no loss in generality, 
we may assume E= N, in the sequel. 
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LEMMA A.1. Let A=l/(l +2ti,). Suppose (Al), (A2), and (A4) hold 
with some O<E<~,< 1, and IX,,1 <A4 for some n3N, - 1. Then for all ‘I 
satisfying 0 Q 9 < A, 
m+l 
jgn ai(f(xj) + tj) / < 1 + 4&o, 
and 
where 
for each integer m E [n, m(n, u)] (A.1.1) 
for each integer m E [n, m(n, II) + 11, 
(A.1.2) 
m(n, yI) = max m; 64.2) 
Proof of Lemma A.l. We shall prove (A.l.l) only. (A.1.2) can be 
verified in a similar manner. Without loss of generality, we may assume 
that 
In fact, we need only consider the case q = A. 
Suppose the lemma were not true. There would exist an integer 
m, E [n, m(n, A)], such that 
m, + 1 
jzn aj(f(xj) + tj) > 1 + 4&0. (A.3) 
We may assume that 
m+l 
m=min mE[n,m(n,A)]; c aj(f(Xj)+<j) 
j=n 
i.e., m, is the smallest integer such that (A.3) holds. It follows that for each 
integer m E [n, m,], 
X, + 2 aj(f(Xj) + tj) G Ix,1 + 5 aj(f(xj) + cj) 
j=n I I j=n 
<M+ 1 +4EO<Ma(N,)<J4,(,). (A-4) 
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Therefore, no truncations are executed when the integer rn E [n, ml]. As 
a consequence, 
X m+ 1= xm + %u-(Xrn) + L?l)~ mE Cn, m,l, (A.5) 
and 
IX,,+, -xi = lXml+1-Xn+~m,+1f(X,,+,)+~,,+15,,+,I 
ml+ 1 
= 1 uj(f(Xj)+tj) >1+4EO. 
j=n 
But, for m E [n, m,], (A.4) implies 
(A.6) 
m,-1 
+a 1 Uj+l JUjSjlQ(K,+Eo)d+2EO. (A.7) 
j=n-1 
Recall that Sk = Et= 1 tk. 
It follows that 
This contradicts (A.6). Thus, (A.l. 1) holds. The proof of Lemma A.1 is 
concluded. 1 
To complete the proof of Proposition 4.1, suppose the contrary; i.e., 
cr=co. Then X, would be across the sphere (x; 1x1 = M} infinitely often, 
and there would exist 6, and 6, (to be specified later), with 0 < 6i < &, 
such that [S,, S,] c (V(x*), d), where d= inf{ V(x); 1x1 > M}. Let 
D = {x; cS1 < V(x) Q S,} n (x; 1x1 d M}. 
D is a closed set. Then, there exist an N, with N 3 N,, and uN < c,,/rci. Let 
p and v, satisfying N < p < v, be the time of the first entrance from the left 
and the first exit from the right of the sequence { V(Xj)} to the interval 
[S,, S,], respectively. By virtue of (A3), the set {Xi; /J <j< v} is bounded. 
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It follows that for any q > 0, 
Wm(p.q~+ 1) - VXp) 
By virtue of the definition of p, and the boundedness of X,, there is no 
truncation at time p, and hence, 
Xp=Xp-, +~,-l(f(~p-l)+tpJ. 
Consequently, the choice of N < p and (4.4) yield 
x lqAf(~~-1)+5,-1)1 Lfs 
<h6,+2ti2&o. (A.lO) 
The definition of m(p, v) and (A3) imply the first term on the right-hand 
side of (A.9) is bounded above by 
mb.q) + 1 
V~,)f(~,) c uj-"a,(fl,q)+l ~‘(~J.f(~J< -w+K2&0, 
J=P 
for some a > 0. 
Note the fact that inequality (A.9) holds for any q > 0; in particular, it 
holds for some q. < A. Owing to (A.9) and (A.lO), 
Jvm(PJlo) + 1 ) d 6, - arIo + 36~~ 
+ K2Vo ~ ~ julep qo) IfCxj) -ftxp)l 
+ 2K2&3 + K24’0Eo + ((KI + Eo)YIo+ 260)~. (A.1 1) 
In view of a familiar inequality, 
((K, + E&o + z&,)2 < 2(K, + Eo)~B; + 86;. 
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It is clear that v0 can be chosen so that 
-cr+2K3(K1+E0)2~0< -cI1 (A.12) 
for some a, > 0. Furthermore, by virtue of the continuity of f( .) and 
Eq. (A.1.2) there is a cx2 > 0 such that 
--or, + K* ,<,ZFP rl) If(x,) -fGql < --cI*, (A.13) 
. . , 
and as a result, 
Now, choose 
&o < 
@zylo 
6~2 + 8~3’ 
Then, 
fvm(r,?m,+ 1) < 61. 
However, 
wmhL,?lo) + 1 ) = ~C~p, + mql> ~m(wio)+ 1 -X,) 
6 6, + ‘k+o + Ic2(til+ E&o. 
Choose 6,) d2 so that 
6, - 6, > 4JQEo + Q(Kl+ &o)‘I,p 
Then, 
T/(~mwnl)+ 1) G 62. 
(A.15) 
The definition of p and v in turn yields p < m(p, qo) + 1 < V, and hence 
al< wm~p,f70)+lw2. (A.16) 
This contradicts (A.15). The proposition thus follows. 1 
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