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RÉSUMÉ 
Nous caractérisons dans ce travail les langages reconnaissables sans-étoile et les 
langages reconnaissables complètement réductibles. Les langages sans-étoile sont 
ceux construits à partir des lettres et en n'utilisant que les opérateurs booléens et 
produit, mais sans utiliser l'étoile de Kleene. Le principal outil de caractérisation 
de ces langages, qui utilise le monoïde syntaxique, est le théorème de Schützenber-
ger dont la preuve complète sera exposée. Les langages complètement réductibles 
sont quant à eux, ceux dont la répresentation syntaxique de leur série caractéristique 
est complètement réductible. Cette famille contient des langages remarquables, 
tels que les langages birécurrents, en particulier les sous-monoïdes engendrés par 
un code bifixe. 

INTRODUCTION 
Ce mémoire est principalement subdivisé en deux (2) parties. La première par-
tie s'intéresse aux langages reconnaissables sans-étoile et la démonstration du 
théorème de Schützenberger qui permet de les caractériser. Avant d'aborder les ou-
tils qui entrent directement dans la démonstration de ce théorème, nous définissons 
dans les premiers chapitres, les notions importantes de la théorie des langages et 
des automates, notamment le théorème de Kleene qui stipule que les langages obte-
nus par les opéarations rationnelles à partir de langages finis sont reconnaissables. 
Le théorème de Schützenberger énonce que les langages sans-étoile, c'est-à-dire 
ceux obtenus sans utiliser l'opérateur étoile sont reconnus par des automates fi-
nis dont le monoïde de transition est apériodique. Les documents utilisés dans 
cette première partie sont (AUTEBERT, 1994), (EILENBERG, 1974) et (PIN, 
1984). La démonstration du théorème de Schützenberger est principalement tirée 
de (LAWSON, 2004) et de (SCHÜTZENBERGER, 1965). 
La deuxième partie, qui concerne les langages complètement réductibles, com-
mence par des rappels et définitions des termes utilisés dans cette partie. Un 
langage est complètement réductible si sa représentation linéaire syntaxique est 
complètement réductible. Le théorème de Perrin énonce que les langages birécurents, 
c'est-à-dire ceux dont l'automate minimal est fortement connexe, ainsi que auto-
mate minimal miroir, sont complètement réductibles. Les références de cette par-
tie sont (PIN, 1984), (REUTENAUER, 1981) et (BERSTEL, J.; PERRIN, D.; 
REUTENAUER C., 2010); le schéma s'inspirant de l'article (PERRIN, 2013). 

CHAPITRE 1 
LANGAGES FORMELS 
Le but de ce chapitre est de définir les notions de mots et langage que nous 
utiliserons par la suite. Nous y aborderons également les différentes opérations de 
composition de langages, notamment l'étoile de Kleene. 
1.1 Alphabet et Mots 
Définition 1.1.1. Soit E un ensemble fini non vide de symboles qu'on appelle 
lettres. L'ensemble E est appelé alphabet. 
Un mot sur l'alphabet E est une suite finie non vide de lettres de E; il est donné 
par une fonction 
w: {0, 1, ... , n- 1} ~ E. 
Ainsi, un mot west entièrement déterminé par ses valeurs 
w(O), w(1) ... , w(n- 1). 
Par souci de clarté, nous l'écrivons w = w0w 1w2 ... Wn-l· L'entier n est la longueur 
du mot w et est notée lwl. 
Le mot vide correspond à la suite vide et est noté é. L'ensemble de tous les mots 
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sur l'alphabet E est notéE* et l'ensemble de tous les mots privé de é est notéE+. 
Définition 1.1.2. Etant donnés deux mots x, y E E*, nous pouvons former un 
mot x ·y appelé la concaténation de x et y, en faisant suivre les lettres de y à 
celles de x. L'opération · est donc définie comme suit : 
· : E* x E* ----* E* 
( ) 
noté 
x, y H x· y = xy 
Cette opération est associative avec pour élement identité é. L'ensemble E* possède 
donc une structure de monoïde. E* est le monoïde libre sur E. 
Un mot w E E* est un facteur d'un mot x E E* s'il existe u, v E E* tel que 
x = uwv. On vérifie aisément que la relation est un facteur de est une relation 
d'ordre partiel sur E*. Un facteur w de x est propre si w f x. 
Un mot w E E* est un préfixe d'un mot xE E* s'il existe un mot u E E* tel que 
x = wu. La relation est un préfixe de est également une relation d'ordre partiel 
surE* appelée ordre préfixe. Nous écrivons w ~ x quand west un préfixe de x et 
w <x quand nous avons w ~x et w f x. 
De manière symétrique, nous définissons le suffixe w d'un mot x par x= vw pour 
v E E*. 
Définition 1.1.3. Étant donnés deux monoïdes M et N, un morphisme de 
monoïdes cp : M ----* N est une application de M dans N telle que : 
- cp(cM) = éN 
- cp(xy) = cp(x)cp(y) pour tout x, y E M 
Le terme morphisme designera par la suite, selon le contexte, soit un morphisme 
de monoïdes, soit un morphisme de semi-groupes. 
Exemple 1.1.1. Les ensembles 
- ~1 = {0, 1}; 
- ~2 = {a, b, c, ... , z} ; 
- ~3 = {0, CV,6, .}. 
sont des alphabets. 
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Exemple 1.1.2. Soit ~ = {a, b} un alphabet. w = ab et w' = bbaa sont des mots 
sur~. Les longueurs lwl = 2 et lw'l = 4. 
La concatenation de w et w', w · w' = ww' = ab · bbaa = abbbaa. 
1. 2 Langages 
Définition 1.2.1. Soit~ un alphabet. Un langage L sur~ est un sous-ensemble 
de~*. 
1.3 Opérations sur les langages 
Soit L et M, deux langages sur ~. Nous définissons les opérations suivantes : 
1.3.1 Opérations booléennes 
Les ensembles LnM, LUMet L\M sont des langages sur~. Le langage L = ~*\L 
est le complement de L dans ~*. 
Les opérations d'intersection (n), d'union {U) et de différence ensembliste(\) sont 
appelées des opérations booléennes. 
Remarque 1.3.1. Nous préfererons parfois, selon le contexte, L + M à LU M pour 
l'union des langages. 
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1.3.2 Produit 
Nous définissons le produit de L et M comme suit : 
L · M = { xy : x E L , y E M}. 
Remarque 1.3.2. Nous n'écrirons le· que lorsqu'il est (absolument) nécessaire. 
1.3.3 Étoile de Kleene 
Définition 1.3.1. Soit L Ç E* un langage. Nous pouvons définir L0 = { e:} et 
Ln= Ln-1. L. 
Le langage Ln avec n > 0 contient donc tous les mots w de la forme 
L'étoile de Kleene d'un langage L notée L* est définie comme suit : 
Nous pouvons également définir 
Notation. Soit un mot w, nous notons wn, n ;::: 1, la concaténation de w avec 
lui-même n-fois. 
Nous pouvons définir En récursivement par : 
- E0 = {e:} 
-En= En-1. E 
Remarque 1.3.3. Un langage peut-être défini en utilisant les opérations booléennes, 
le produit et l'étoile de Kleene 
Exemple 1.3.1. Soit E ={a, b} un alphabet. 
Ci-dessous quelques exemples de langages sur E : 
- E* = {a,b}* ~é (a+b)*. 
- L1 = ab(a + b)* est l'ensemble des mots qui commencent par ab. 
- L2 =(a+ b)5 est l'ensemble des mots de longueur 5 surE. 
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CHAPITRE II 
LANGAGES RECONNAISSABLES ET THÉORÈME DE 
KLEE NE 
Dans ce chapitre nous définissons les notions d'automate fini, de langage recon-
naissable et de langages rationnels. Nous y demontrons également le théorème de 
de Kleene qui établit le lien entre langages reconnaissables et langages rationnels. 
Tout au long du chapitre, ~ désigne toujours un alphabet fini. 
2.1 Automates finis 
Définition 2.1.1. Soit~ un alphabet fini. Un automate déterministe fini ou, plus 
simplement, automate fini A est un quintuplet : 
A=(~,Q,I,8,F) 
où: 
~ Q est un ensemble fini d'éléments appelés états; 
~ I est un sous-ensemble de Q contenant un seul élément appelé état initial ; 
~ 8 est une fonction 8 : Q x ~ ~ Q appelée fonction de transition ; 
~ F est un sous-ensemble de Q appelé ensemble des états finaux. 
Définition 2.1.2. Une arête de l'automate A est un triplet (p, u, q) avec p, q E Q 
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et a E E et tels que 8(p, a) = q. Un chemin c dans A est une séquence finie 
d'arêtes consécutives. k > 0 est appelé la longueur du chemin. 
Notation. Une arête est notée 
a:p-+q 
ou 
a p ----+ q. 
Un chemin c est noté 
ou 
ou 
ou encore 
L'élément s = a 0 • · · ak E E* est appelé l'étiquette de cet est noté 1 cI-
Le chemin nul ou chemin trivial t:q est celui de longueur 0, qui commence et se 
termine à q, avec q E Q; nous avons alors leql = e. 
Un chemin c: i-+ f avec i E /, f E F, c'est-à-dire qui commence à un état initial 
et se termine à un état final, est dit réussi. Les étiquettes des chemins réussis dans 
A définissent un sous-ensemble L(A) de E* appelé le langage accepté ou reconnu 
par A. 
Exemple 2.1.1. Soit un automate fini A = (E, Q,!, 8, F) défini comme suit : 
- E ={a, b}; 
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- Q = {qo,QI,Q2}; 
- I = {qo}; 
- 6 = {(qo, a, Qo), (qo, b, QI), (qi, a, Q2), (q2, a, Q2), (q2, b, Qo)}; 
- F = {qo,Q2}· 
Il est représenté graphiquement par : 
où les flèches entrantes désignent les états initiaux et les doubles cercles les états 
finaux. 
Remarque 2.1.1. Nous pouvons étendre la fonction transition 6 à une fonction 
6* : Q x E* ---? Q telle que, pour a E E, w E E* et q E Q : 
- 6*(q, ê) = q; 
- 6* ( q, (T) = 6 ( q' (T); 
- 6* ( q, aw) = 6* ( 6 ( q, a) , w) . 
Nous désignons 6*(q, w) par q ·wou qw s'il n'y a pas d'ambiguïté. 
2.2 Langages reconnaissables 
Définition 2.2.1. (Reconnaissabilité par un automate) Un langage L est dit 
reconnaissable s'il existe un automate fini A tel que L(A) = L. 
Un langage L n'est donc reconnaissable que si tous les mots de L sont reconnus 
par un automate fini A et si A ne reconnaît que les mots de L. 
Nous énonçons maintenant quelques propositions de composition de langages re-
connaissables que nous utiliseront par la suite : 
Proposition 2.2.1. Soit Let M deux langages reconnaissables surE. Alors L+M 
est reconnaissable. 
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Démonstration. Soit L = L(A) et M = L(B), avec A= (E, QA, lA, 8A, FA) et B = 
(E, QB, lB, 8B, FB)· Sans perte de généralité, supposons QA nQB = 0. Définissons 
Une arête est dans C ssi elle est dans A ou dans B. Il en résulte immédiatement 
que chaque chemin dans C est soit un chemin dans A soit un chemin dans B. D'où 
L(C) = L(A U B) = L(A) u L(B) = L +M. D 
Proposition 2.2.2. Si L et M sont reconnaissables, alors LM est reconnaissable. 
Démonstration. Soit L = L(A) et M = L(B), avec A = (E, QA, lA, 8A, FA) et 
B = (E, QB, lB, 8B, FB)· Sans perte de généralité, supposons QA n QB = 0. Nous 
supposerons également c ct M car sic E M alors LM= L+LM' avec M'= M\c. 
Il suffit, d'après la proposition 2.2.1, de démontrer que LM' est reconnaissable. 
Définissons : 
La fonction de transition 8c est définie comme suit : on reporte dans C toutes 
les transitions de A et de B auxquelles on ajoute, pour tout fA E FA et pour 
toute transition iB ~ qB dans B, iB E lB, de nouvelles transitions fA ~ qB; 
c'est-à-dire pour chaque état final de A on copie toutes les transitions sortantes 
des états initiaux de B. 
Vérifions maintenant que L(C) = LM. Nous avons x E LM ssi x - uw où 
u E L, w E M, avec w =!= c. On a w = av, a E E et v E E*. Ainsi x = uav où 
u : i A -+ fA, fA ~ qB et v : qB -+ f B avec i A E lA, fA E FA, qB E Q B, f B E F B. 
Ceci équivaut, par construction, à xE L(C). D'où L(C) =LM. D 
Proposition 2.2.3. Si L est reconnaissable, alors il en est de même pour L *. 
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Démonstration. Soit L = L(A) avec A=(~, Q, I, 8, F). Construisons l'automate 
Les transitions de B sont celles de A plus de nouvelles transitions obtenues comme 
suit : on crée pour tout f E F et pour toute transition i ~ q dans A, i E I, 
des transitions f ~ q; c'est-à-dire pour chaque état final on copie toutes les 
transitions sortantes des états initiaux dans A. 
Vérifions que cet automate reconnaît bien L *. Le mot vide est reconnu par le 
nouvel état Qe· 
Considérons donc x E L*, avec x non-vide. On a x = v1 ... Vn, vi E L, vi =/= ê. 
Chaque vi appartient à L(A) et vi= aiui, aiE~. Donc x= a1u 1a2u2 ... anun, ce 
qui équivaut à l'existence dans B d'un chemin réussi étiqueté x, les a1 , a2 ... étant 
les étiquettes des nouvelles transitions. D'où L* = L(B). 0 
Exemple 2.2.1. L'automate vide A sans aucun état reconnaît le langage L(A) = 
0. 
Exemple 2.2.2. Le mot vide ê est reconnu par un automate A dont un état 
initial est aussi état final : 
Exemple 2.2.3. Soit w = 0'1 ..• O'n E ~· un mot. Le singleton { w} est reconnu 
par l'automate A dont les transitions sont : 
Soit~= {a, b} et w = abba, nous avons l'automate A suivant: 
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Exemple 2.2.4. Soit un automate A= (~,{q},{q},8,{q}) qui a un seul état à 
la fois initial et final et qui a une transition q ~ q pour chaque u E E. Tous les 
chemins sont réussis, d'où L(A) = ~·. 
Proposition 2.2.4. Tout langage fini est reconnaissable. 
Démonstration. Soit L = { a1, a2, ... , an}, un langage fini. 
On aL= {a1}+{a2}+· ··+{an}· D'après l'exemple 2.2.3 et la proposition 2.2.1, 
L est reconnaissable. 0 
2.3 Langages rationnels 
Définition 2.3.1. Soit ~ = {u1, ... ,un} un alphabet. On appelle expression 
rationnelle sur~, une séquence de symboles formée en appliquant un nombre fini 
de fois les règles suivantes : 
1. 0, c, u 1, ... , Un sont, chacune, des expressions rationnelles. 
2. Si s et t sont des expressions rationnelles, alors (s + t), (st) et s* sont 
également des expressions rationnelles. 
Les opérateurs +, · et * sont appelés opérateurs rationnels. 
Notation. Toute expression rationnelles "décrit" un langage, noté L(s), obtenu 
par les règles suivantes : 
(i) L(0) = 0. 
(ii) L(c) = c. 
(iii) L( Ui) = Ui· 
(iv) L(s + t) = L(s) + L(t). 
(v) L(s · t) = L(s) · L(t). 
(vi) L(s*) = L(s)*. 
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Un langage L est rationnel s'il existe une expression rationnelle s telle que L = 
L(s). 
2.4 Théorème de Kleene 
Nous pouvons maintenant énoncer le premier résultat (LAWSON, 2004). 
Théorème 2.4.1. (Kleene) Un langage est reconnaissable si et seulement s'il est 
rationnel. 
Démonstration. Montrons que Rat(E*) Ç Rec(E*). Nous procédons par récurrence 
sur le nombre d'opérateurs rationnels dans l'expression rationnelle. 
D'abord, les expressions rationnelles ne contenant aucun opérateur rationnel décrivent 
les langages 0, ê et u, u E E. Ces langages sont reconnaissables. 
Hypothèse de récurrence : Soit r une expression rationnelle. Si r contient au plus 
n- 1 opérateurs rationnels, alors L(r) est reconnaissable. 
Soit maintenant r une expression rationnelle contenant n opérateurs rationnels. 
On a r = s + t ou r = st ou bien r = s* avec s, t des expressions rationnelles 
contenant au plus n - 1 opérateurs rationnels. Par hypothèse de récurrence, L( s) 
et L(t) sont reconnaissables et d'après les propositions 2.2.1, 2.2.2 et 2.2.3, il en 
résulte que L(r) est reconnaissable, d'où Rat(E*) Ç Rec(E*). 
Réciproquement, montrons que Rec(E*) Ç Rat(E*). Nous procéderons par récurrence 
sur le nombre de transitions de A; c'est-à-dire le nombre d'arêtes dans l'automate 
A. 
Dans un premier temps, si le nombre de transitions de A est nul, alors L(A) = 0 
ou L(A) = e. 
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Hypothèse de récurrence : Si le nombre de transitions de A est au plus égal à 
n- 1, alors L(A) est rationnel. 
Soit maintenant A = (E, Q, I, 8, F) un automate avec un nombre de transitions n. 
En considérant que A contient au moins une transition, nous construisons quatre 
autres automates en supprimant de A une transition, que nous notons p ~ q, 
mais en gardant toutes les autres, tels que : 
- A1 = (E,Q,I,8 \p ~ q, F); 
- A2=(E,Q,I,8\p~q,{p}); 
- A3=(E,Q,{q},8\p~q,{p}); 
- ~ = (E,Q, {p},8\p ~ q, F). 
Le nombre de transitions de chacun de ces automates est n - 1 (par construc-
tion), donc L(A1), L(A2), L(A3) et L(~) sont rationnels d'après l'hypothèse de 
récurrence. Soit L = L(A). Alors xE L si et seulement s'il existe un chemin réussi 
dans A, ce qui équivaut à : 
- soit ce chemin ne passe pas par la transition p ~ q, dans ce cas xE L(A1), 
- soit ce chemin passe par p ~ q et admet donc une factorisation 
. u a v1 a Vn a W J 
t -----+ p -----+ q ---=-+ p -----+ q . . . q ---'-'+ p -----+ q -----+ 
i E I et fE F. On a ainsi xE (L(A2)a)(L(A3)a)*(L(~)). 
D'où L = L(AI) + (L(A2)a)(L(A3)at(L(~)) est rationnel. D 
CHAPITRE III 
MONOÏDE SYNTAXIQUE 
Le but de ce chapitre est de définir le monoïde syntaxique d'un langage ainsi que 
la reconnaissabilité d'un langage par un monoïde. Pour ce faire, nous introduisons 
d'abord la notion d'automate minimal et de monoïde de transition. Les propo-
sitions et théorèmes énoncés dans ce chapitre interviennent directement dans la 
preuve du théorème de Schützenberger. 
3.1 Automate minimal 
3.1.1 Automate complet 
Définition 3.1.1. Un automate A= (E, Q, /, 6, F) est dit complet si pour tout 
q E Q et a E E il y a exactement une arête q ~ p dans A; c'est-à-dire qu'une 
transition est toujours possible. 
Exemple 3.1.1. Considérons l'automate de l'exemple 2.1.1 que nous rendons 
18 
"complet" sans modifier le langage qu'il reconnaît : 
a,b 
3.1.2 Automate accessible et réduit 
Définition 3.1.2. Un automate A= (:E, Q, !, r5, F) est dit accessible si pour tout 
état q E Q il existe un chemin c: i-+ q avec i E /. Un état qui satisfait une telle 
condition est dit accessible et inaccessible sinon. 
L'automate A a = (:E, Qa, I, ,sa, Fa) constitué de la partie accessible de A est définie 
comme suit: 
1. Qa est l'ensemble des états accessibles, obtenu en retirant de Q les états 
inaccessibles. 
2. ,sa est obtenu en retirant les transitions qui commencent par, ou qui se 
terminent à des états inaccessibles. 
Proposition 3.1.1. Soit A 
L(A). 
(:E, Q, I, 8, F) un automate fini, alors L(Aa) 
Démonstration. Il est évident que L(Aa) Ç L(A). 
Soit xE L(A), alors il existe une chemin c: i-+ f, i E /,fE F tel que ici =x. 
Puisque tous les états de ce chemin sont accessibles, alors ce chemin appartient 
également à Aa, d'où L(A) Ç L(Aa). D 
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Définition 3.1.3. Soit A= (E, Q, i, <5, F) un automate complet. On définit la re-
lation d'équivalence (équivalence de Nérode), notée "'A (ou simplement""' lorsqu'il 
n'y a pas d'ambiguïté) par : 
s ""' t {::? { u 1 su E F} = { u 1 tu E F} 
avec s, tE Q et u E E*. 
Si cette relation d'équivalence est l'égalité, on dit que l'automate A est réduit. 
Alors A est réduit si : 
'Vs, tE Q, {u 1 suE F} = {u 1 tuE F} {::? s = t. 
Proposition 3.1.2. Soit A= (:E, Q, i, <5, F) un automate complet. On définit un 
automate quotient A/ "' qui est réduit et tel que L(Ar) = L(A). L'automate A/ "' 
est noté Ar et appelé automate réduit de A. 
Démonstration. Soit q E Q un état de l'automate A. Notons (q] la classe d'équivalence 
de q et ( Fj = { (/] : f E F}. 
Définissons un automate Ar = (E, [Q], [i], <5~, [F]) avec 6_ définie par (q] ·a= [q·a], 
pour tout q E Q, a E E. La fonction de transition L est bien définie; c'est-à-dire 
si (q] = (q'] et a E E, alors [q · a] = [q' · a]. En effet, soit w E E*, alors on a 
(q ·a)· w E F quand q ·(a· w) E F. Puisque q"' q', 
q · (aw) E F {::? q' · (aw) E F. 
Donc on a (q ·a)· w E F quand (q' ·a)· w E F ce qui implique q ·a""' q' ·a. D'où 
[q · a] = [q' · a] et ainsi L est bien définie. 
Soit maintenant (q] "' [q'] dans Ar, (q], [q'] E [Q]. On a [q] · w E [ F] {::? [q'] · w E [ F] 
pour chaque w E E*, donc [q · w] E [F] {::? [q' · w] E [F]. Or, un état_[q] est final 
dans Ar si q est final dans A. Il s'ensuit que 
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D'où [q] = [q'J et Ar est réduit. 
Soit x E L(A), alors i ·x E F. Ce qui équivaut, par définition, à [i ·x] E [F], puis 
[i] ·xE [F]. D'où L(A) = L(Ar). 0 
3.1.3 Isomorphisme d'automates 
Définition 3.1.4. Soit A1 = (~, Qb i1. 81. F1) et A2 = (~, Q2, i2, 82, F2) deux 
automates. Un isomorphisme d'automates 
est une fonction cp : Q1 -+ Q2 vérifiant : 
(i) cp est bijective. 
(ii) cp( il) = i2 
(iii) fi E F1 # cp(fi) E F2 
(iv) cp(q1 ·a) = cp(q1) ·a pour tout q1 E Q1 et a E ~ 
Proposition 3.1.3. Soit A1 = (~, Q1, i1, 81. F1) et A2 = (~, Q2, i2, 82, F2) deux 
automates accessibles réduits reconnaissant L, alors A1 et A2 sont isomorphes. 
Démonstration. Soit q1 E Q1, puisque A1 est accessible alors il existe x E ~· tel 
que q1 = i 1 ·x. Définissons 
- Démontrons que cp est bien définie et injective; c'est-à-dire 
avec q1 = i 1 ·x et q~ = i1 · y. 
On a: 
qui équivaut à 
{u 1 i1 · (xu) E F1} = {u 1 i1 ·(yu) E Fi} 
puis à 
car A1 et A2 reconnaissent le même langage. D'où i2 ·x I"V i 2 ·y. 
Puisque A 1 et A2 sont réduits, il s'ensuit que : 
donc t.p est bien définie et injective. 
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De plus, soit q2 E Q2, alors il existe x E E* tel que q2 = i 2 · x car A 2 est 
accessible. Par définition de <p, on a toujours t.p(q1) = q2 avec q1 = i 1 ·x. D'où <p 
est surjective. 
Nous venons ainsi de montrer la bijectivité de <p. 
- i1 = i1 · c donc <p(i1) = i 2 · c = i2 
- Soit Il E F1. Vu que A1 est accessible, il existe x E E* tel que Il = i 1 ·x. Or 
puisque L(A1) = L(A2), 
ce qui équivaut à <p(!l) E F2. Donc 
- Pour tout q1 E Q1 et a E E, on a 
avec q1 = i 1 · x pour un certain x E E*. 
Par ailleurs 
t.p(ql ·a)= <p((i1 ·x)· a)= t.p(il ·(x· a))= i2 ·(x· a) 
d'où t.p(ql) ·a= t.p(q1 ·a). 0 
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Revenons à la notion de minimalité d'un automate. 
Un automate complet A est dit minimal (pour un langage L) si L(A) = L et 
si A' est un automate complet reconnaissant L, alors le nombre d'états de A est 
inférieur ou égal au nombre d'états de A'. 
Théorème 3.1.4. Un automate complet A= (E, Q, i, o, F) reconnaissant L est 
minimal si et seulement s'il est accessible et réduit. 
Démonstration. Soit A un automate minimal pour L. Supposons A non accessible 
(resp. non réduit), alors Aa (resp. Ar) a moins d'états que A et L(Aa) = L (resp. 
L(Ar) = L). Ceci contredit la minimalité de A et donc A est accessible (resp. 
réduit). 
Soit A un automate accessible et réduit tel que L(A) = L. Soit A' = (E, Q', i', o', F') 
un automate quelconque reconnaissant L. On a L(A'ar) = L et 1 Q'ar 1::;1 Q' 1· 
D'après la proposition 3.1.3, A et A'ar sont isomorphes donc 1 Q 1::;1 Q' 1; d'où A 
est minimal. 0 
Corollaire 3.1.5. Il existe un unique automate minimal à isomorphisme près 
reconnaissant L. 
3.1.4 Automate minimal: méthode des quotients 
Définition 3.1.5. Soit L un langage sur E et u E E*. On appelle quotient à 
gauche (ou résiduel à gauche} deL paru, le langage 
u-1 L = {v E E* 1 uv E L }. 
De manière analogue, on définit le quotient à droite de L par u comme étant 
Lu-1 ={v E E* 1 vuE L}. 
Notation. Par défaut, nous désignons par quotient, le quotient à gauche. 
Proposition 3.1.6. (Opérations sur les quotients) Soit u, v E E* et u E E. 
{i) Si L = 0 ou L = c alors u-1(LM) = L(u-1 M); 
{ii) u-1{L + M) = u-1 L + u-1 M; 
{ 
( - 1L)M {iii) u-1(LM) = u 
(u- 1L)M + (u-1M) 
Sic (j. L; 
Sic EL; 
{iv) u- 1 L* = {u-1 L)L*; 
Démonstration. {i) Évident. 
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{ii) v E u-1(L + M) <=?uv E {L + M) <=?(uv E L) ou (uv E M) <=?v E u- 1 Lou 
v E u- 1M d'où v E u-1L+u-1 M. 
{iii) D'une part E (j. L <=? l = ul', pour l E L, un certain u E E et un certain 
l' E E*. 
Or ul' E L <=? l' E u-1 L. 
De plus x E u- 1{LM) <=? ux E (LM) équivaut à ux = lm avec l E L et 
mE M. puis à ux = ul'm où x= l'rn<=? xE {u-1 L)M. 
D'autre part siEE L alors L = E +L'avec L'= L \ E alors 
{iv) xE u-1 L* <=? ux EL* ssi ux = u 1u2 ... Un avec ui E Let ui non vide. 
En posant u1 = uu pour un cert~n u, on a u E u-1 L. 
D'où xE {u-1L)L*. 
(v) xE (uv)- 1L <=? (uv)x EL 
Si et seulement si u(vx) EL<=? vx E u-1 L 
Si et seulement si xE v-1{u-1 L). D 
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Soit L un langage qui admet un nombre fini de quotients. Construisons l'automate 
AL= (E, Q, i, 8, F) avec: 
- Q = {u- 1L 1 u EL*} qui est fini. 
- i = c-1L = L 
- F = { u-1 L 1 E E u-1 }, l'ensemble des quotients contenantE 
- 8(u-1 L, u) = u-1(u-1 L) = (uu)-1 L 
Théorème 3.1. 7. Un langage est reconnaissable si et seulement s'il admet un 
nombre fini de quotients distincts. 
Démonstration. Soit L un langage reconnaissable par un automate A= (E, Q, i,8, F). 
L'ensemble des quotients deL est {L(Aq), q E Q)} avec Aq = (E, Q, q, 8, F) et il 
faut se restreindre aux q accessibles : il y en a un nombre fini. 
Réciproquement, soit w = w1 w2 ... Wn un mot. Alors w E L(AL) si et seulement 
s'il existe un chemin dans AL tel que 
Par définition de F celà équivaut à E E w- 1 L {:::} w E L. D'où L = L(AL). 0 
Nous venons de construire, dans la preuve du théorème 3.1.7, un automate AL= 
(E, Q, i, 8, F) tel que: 
- Q = {u-1 L 1 u EL*}; 
- F = {u- 1L 1 cE u-1}; 
- 8(u-1L,u) = u-1(u- 1L) = (uu)- 1L. 
Ce qui nous permet d'énoncer 
Théorème 3.1.8. Soit L un langage reconnaissable, alors AL est l'automate mi-
nimal deL. 
Démonstration. AL est complet par construction. 
Soit u- 1 L un état de AL· Il existe toujours un chemin 
avec u = u 1 u2 ... Un· Donc AL est accessible. 
Montrons que 8(u-1L,x) = (ux)- 1L, u,x E :E*. 
donc c5(u-1L,x) = (ux)- 1L. 
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Soit maintenant u-1 L "' v-1 L <=> {x 1 {u-1 L) ·x E F} = {x 1 {v-1 L) ·x E F} 
pour xE :E* 
Celà équivaut à 
{x 1 cE {ux)-1 L)} ={x 1 cE {vx)-1 L)} <=>{x 1 xE u- 1 L)} ={x 1 xE v-1 L)} 
D'où u- 1 L = v-1 L AL; AL est réduit. 
D'après le théorème 3.1.4, AL est minimal. 
3.2 Monoïde syntaxique 
Définition 3.2.1. Soit A= {:E, Q, i, c5, F) un automate fini. 
À tout mot w E :E*, on associe une application : 
fw: Q---+ Q 
q t--7 c5(q, w) 
0 
Le monoïde engendré par toutes les applications fw, w E :E* est appelé: le monoïde 
de transition, noté M(A), de l'automate A. 
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En effet, prouvons que fufv = !uv en utilisant la notation à gauche; c'est-à-dire 
nous écrivons qfu au lieu de fu(q). La démonstration se fait par récurrence sur la 
longueur de u. 
L'assertion est vérifiée si u = c. Supposons qu'elle est vraie si u est de longueur 
infieure ou égale à n. Soit u de longueur n + 1. Alors u = uu' avec u E :E et u' de 
longueur n. On a 
car d'après l'hypothèse de récurrence, on a successivement fufu' 
fu' !v= !u'v et enfin !u!u'v = !uu'v· 
fuu', puis 
Le monoïde M(A) est engendré par les applications q-+ 8(q, u) des lettres u E :E 
et on a un morphisme canonique a: :E*-+ M(A). 
Définition 3.2.2. Soit L Ç :E* un langage. On appelle congruence syntaxique de 
L, la congruence =L définie sur :E* par 
u =:Lv<=> (Vx,y E :E*,xuy EL<=> xvy EL). 
Le monoïde syntaxique deL est le monoïde quotient M(L) = :E* / =L 
Théorème 3.2.1. Soit L un langage reconnaissable, alors le monoïde syntaxique 
de L est égal au monoïde de transition de l'automate minimal de L. 
Démonstration. Soit s, t E :E*. On a 
(us)- 1 L = (ut)- 1 L, VuE E*; 
ce qui équivaut, par définition de (us )-1 L, à 
usv E L <=> utv E L, Vu, v E :E*; 
c'est-à-dire deux mots sont syntaxiquement équivalents si et seulement s'ils ont la 
même action sur les états q, q E Q, de l'automate minimal AL deL. 0 
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Théorème 3.2.2. Un langage L est reconnaissable si et seulement si son monoïde 
syntaxique est fini. 
Démonstration. Soit AL = (E, Q, i, 8, F) l'automate minimal de L avec Q fini. 
Donc, le nombre d'applications de Q dans Q est aussi fini (au plus nn, IQI = n), 
d'où M(L) est fini. 
Inversement, supposons M(L) fini. Définissons l'automate 
A= (E,M(L),[é],8,{[x]l xE L}) 
tel que 8([x],u) = [xu]. On a w E L(A) ssi [é] · w E L <* [w] E L. Puisque 
[w] E L <* w E L alors L(A) = L. 0 
Exemple 3.2.1. Soit L = B* un langage avec B Ç E. Si B = E alors l'automate 
suivant est complet et minimal : 
-@)B 
Nous avons M(L) = é. Si B =/= E alors nous aurions : 
B 
~E 
Nous avons dans ce cas tous les éléments de Ben relation avec l'identité é et ceux 
de E \Ben relation avec la transformation vide (nous la noterons 0) avec 00 =O. 
M(L) contient donc deux (2) éléments: M(L) = {é,O}. 
Exemple 3.2.2. Soit E = {a, b} un alphabet et L = E* \ E*aaE* (les mots ne 
contenant pas aa). Nous avons AL, l'automate minimal de L ci-dessous : 
b 
a,b 
b 
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Les applications du monoïde de transition M(AL) sont données par le graphe 
suivant: 
a 
Chaque entrée du graphe représente la liste des états de l'automate (AL dans notre 
exemple). Pour chaque entrée nous appliquons toutes les lettres de l'alphabet. 
Une lettre a E E fait passer l'entrée (qi, ... (' :
2
.n): l'k;)ntr.ée (8(qb a), ... , 8(qn, a)). 
Autrement dit i, j, k représente la fonction 
j 
Les applications de M(AL) sont données par les combinaisons distinctes de mots 
qui permettent d'atteindre toutes les entrées du graphe. Dans le cas présent toutes 
les entrées sont atteintes par les mots : a, b, a2 , ab, ba. Nous avons donc M(AL) = 
{JE, fa, Jb, Ja2, !ab, !ba}· Puisque le monoïde de transitions M(AL) est isomorphe 
au monoïde syntaxique M(L), on en déduit que M(L) = {é,a,b,a2 ,ab,ba}. 
3.3 Reconnaissabilité par un monoïde 
Définition 3.3.1. Soit L Ç E* un langage, M un monoïde et cp : E* -+ M un 
morphisme de monoïdes. On dit que cp reconnaît L s'il existe P Ç M telle que 
L = cp- 1(P). On dira généralement que le monoïde M reconnaît L. 
Définition 3.3.2. Un langage est dit reconnaissable (par un monoïde) s'il est 
reconnu par un monoïde fini. 
Proposition 3.3.1. Un langage L Ç E* est reconnaissable par un automate si et 
seulement s'il est reconnaissable par un monoïde. 
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Démonstration. Soit un automate A = (~, Q, i, 8, F) tel que L(A) = L. Notons 
cp : ~· ~ M(A) le morphisme canonique et posons P = cp(L). D'une part, nous 
avons clairement L Ç cp-1(?). D'autre part, soit u E cp- 1(P), alors par définition, 
cp(u) E P = cp(L). Donc il existe un certain v E L tel que cp(u) =cp( v); autrement 
dit u et v définissent la même application de Q dans Q. Or v E L = L(A) donc 
u E L(A) = L car u et v ont un même effet sur les états de A. 
Réciproquement, soit L reconnaissable par un monoïde fini M. Alors il existe un 
morphisme cp : ~· ~ Met P Ç M telle que L = cp-1 P. Définissons l'automate 
A=(~, M, é, 8, P), avec 8 défini de manière à ce que pour mE Met w E ~·, on 
ait m · w = m(cp(w)). Alors 
L(A) = {w 1 é · w E P} = {w 1 é(cp(w)) E P} = {w 1 cp(w) E P} = cp-1 P = L. 
0 
Définition 3.3.3. Soit S et T deux monoïdes. On dit que S divise T (notation 
S < T) siS est quotient d'un sous-monoïde de T. 
On dit que S est un quotient de T's'il existe un morphisme surjectif cp: T'~ S. 
Proposition 3.3.2. Soit a : ~· ~ S un morphisme de monoïdes et f3 : T ~ S un 
morphisme surjectif Alors il existe un morphisme 'Y : ~· ~ S tel que a = f3 o 'Y. 
Démonstration. Puisque f3 est surjective, alors pour s E S, f3- 1(s) est non-vide. 
Associons pour chaque lettre u E ~ un élément de /3- 1(a(u)). L'application, 
notons 'Y' : ~ ~ T, ainsi définie se prolonge en un morphisme 'Y : ~+ ~ S avec 
pour w = w1 w2 ... Wn E ~+ 
0 
Proposition 3.3.3. Soit L Ç ~· un langage. Un monoïde M reconnaît L si et 
seulement si M(L) divise M. 
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Démonstration. Supposons que M reconnaît L. Alors il existe un morphisme r.p : 
E*-+ Met P Ç M telle queL= r.p-1(?). Montrons que M(L) reconnaît L. Soit le 
morphisme canonique rt: E* -+ M(L). On aL Ç ,.,-1(rt(L)). Soit w E ,.,-1(rt(L)), 
alors rt(w) E rt(L); c'est-à-dire il existe v E L tel que rt(w) = rt(v); autrement 
dit w =Lv. D'où w E Let L = ,.,-1(rt(L)); ce qui entraine L = ,.,-1(rt(r.p-1(P))). 
Dans ces conditions, l'application rt o r.p-1 définie de P dans M(L) est surjective 
donc M(L) divise M. 
Supposons que M ( L) divise M, alors il existe un monoïde M' Ç M et des mor-
phismes a : M' -+ M injectif et f3 : M' -+ M ( L) surjectif. Notons rt : E* -+ M ( L) 
le morphisme canonique. D'après la proposition 3.3.2, il existe un morphisme 
'Y: E*-+ M'tel que rt = f3r . Posons P = af3-1rt(L) Ç M. On a 
donc M reconnaît L. 0 
Proposition 3.3.4. Soit L Ç E* un langage. SiM reconnaît L, alors M reconnaît 
L = E* \ L. 
Démonstration. Soit r.p : E* -+ M et P Ç M tels que L = r.p- 1(P). Alors L = 
r.p-1(M \ P). 0 
Proposition 3.3.5. Soit L 1 , L2 Ç E* deux langages. Si M 1 et M 2 sont des 
monoïdes qui reconnaissent respectivement L1 et L2, alors M1 x M2 reconnaît 
L1 n L2 et L1 U L2. 
Démonstration. Soit r.p1 : E* -+ M1, P1 Ç M1 et <p2: E* -+ M2, P2 Ç M2 tels que 
L1 = r.pï1(Pl) et L2 = r.p21(P2)· 
Soit le morphisme r.p : E* -+ M1 x M2 défini par r.p(x) = ( r.p1 (x), <p2(x) ). On a alors 
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et 
0 
3.3.1 Produit de Schützenberger 
Soit Met N deux monoïdes et X Ç Mx N. Pour mE Met nE N, on définit 
mX= {(mx,y) 1 (x,y) EX} et Xn = {(x,yn) 1 (x,y) EX}. Soit R la famille 
de tous les ensembles de couples (m, n) E M x N. Notons MoN le produit 
des ensembles M x R x N et définissons un produit sur MoN par : pour tout 
(m1, X1, n1), (m2, X2, n2) E MoN: 
Représentons les éléments ( m, X, n) de Mo N par des matrices 2 x 2 et leur pro-
duit de la manière suivante : 
On vérifie aisément que le produit sur MoN ainsi défini est associatif De plus, 
on a: 
et 
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Nous venons de montrer que le produit ainsi défini sur MoN est associatif avec 
pour élément neutre (em, 0, en)· 
Définition 3.3.4. Le monoïde Mo N est appelé le produit de Schützenberger de 
M etN. 
Proposition 3.3.6. Soit L1, L2 Ç E* deux langages. Si M 1 et M 2 sont des 
monoïdes qui reconnaissent respectivement L 1 et L2 , alors L 1L 2 est reconnu par 
M1 o M2. 
Démonstration. Soit cp1 : E* --+ Mi> P1 Ç M1 et cp2 : E* --+ M2, P2 Ç M2 tels 
que L1 = cpï1(P1) et L2 = cp21(P2). Définissons un homomorphisme de monoïdes 
cp: E*--+ M Ç M1 o M2 tel que pour tout xE E* 
avec 
X(x) = {(cp1(x'),cp2(x")) 1 x', x" E E*;x'x" =x}. 
Montrons d'abord que cp est un homomorphisme. Il suffira de montrer que: pour 
tout x, y E E* 
X(xy) = cp1(x)X(y) + X(x)cp2(y). 
On a 
X(xy) = {(cp1(x'),cp2(x")) 1 x', x" E E*;x'x" = xy} 
qui est égal à 
{(cp1(x'),cp2(x"y)) 1 x', x" E E*;x'x" = x}+{(cpi(xy'),cp2(y")) 1 y', y" E E*;y'y" =y} 
soit 
{(cp1(x'),cp2(x")cp2(y)) 1 x', x" E E*;x'x" = x}+{(cpi(x)cpi(y'),cp2(y")) 1 y', y" E E*;y'y" =y} 
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et donc 
X(xy) = X(x)rp2(y) + 1P1(x)X(y) = 1P1(x)X(y) + X(x)rp2(y) 
ce qui prouve que rp est un homomorphisme. 
Montrons maintenant qu'il existe P Ç M tel que L1L2 = rp-1(P). Soit P = 
rp(L1L2), alors L1L2 Ç rp-1(P). 
Soit xE rp-1(P) alors rp(x) E P = rp(L1L2), c'est-à-dire il existe l1 E L1 et l2 E L2 
tels que 
rp(x) = rp(hl2) = (rp1(hl2), X(l1l2), rp2(l1l2)). 
Or (rp(l1), rp(l2)) E X(l1l2) et X(hl2 ) = X(x) donc x= x' x" avec rp(x') = rp1(li) E 
P1 et rp(x") = rp2(l2) E P2. D'où x' E L1 et x" E L2 et alors x E L1L2. 
Puisque M est un sous-monoïde de M1 <> M2 et que M reconnaît L1L2 , M1 <> M2 
reconnaît L1 L2. 0 
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CHAPITRE IV 
LANGAGES SANS-ÉTOILE ET THÉORÈME DE 
SCHÜTZENBERGER 
Le but de ce chapitre est d'exposer la preuve du théorème de Schützenberger 
qui caractérise les langages apériodiques. Dans ce chapitre E désigne toujours un 
alphabet fini. 
4.1 Monoïdes apériodiques 
Proposition 4.1.1. Soit M un monoïde engendré par un élément a. Si M est 
fini, alors il existe des entiers n ~ 0 et p > 0 tels que an = an+v et M = 
{a, a2 , ... , an+v- 1 }. De plus M contient un unique idempotent qui est l'élément 
neutre du groupe cyclique G = {an, an+ 1, •.• , a n+p-1 } d'ordre p dans M . 
Démonstration. Puisque M est fini, il existe une puissance de a qui se répète. Soit 
n, le plus petit entier positif tel qu'il existe k vérifiant an = an+k et notons p le 
plus petit tel k. Par construction les éléments a, a2 , ••. , an+v- 1 sont distincts. Par 
ailleurs, si m > p, on a m = qp + r où q ~ 0 et 0 ~ r < p alors 
Il s'ensuit que S = {a, a2 , ••• , an+v-1 }. Soit G = {an, an+1, ... , an+v-1 } et 'Y : G -+ 
7ljp7l définie par r(an+i = n+i( mod p)). L'application 'Y est un isomorphisme de 
36 
G sur ZjpZ et donc G contient un seul idempotent. Puisque que tout élément de 
M a une puissance dans G, alors M contient également un unique idempotent. 0 
Le nombre n est appelé index de a et p est appelé période de a. 
Définition 4.1.1. Un monoïde M est dit apériodique si pour tout x E M, il 
existe un entier n tel que xn = xn+l. 
Nous rappelons qu'un groupe trivial est un groupe contenant uniquement l'élement 
identité. 
Proposition 4.1.2. Soit M un monoïde fini. Alors les conditions suivantes sont 
équivalentes 
(i) M est apériodique 
(ii) Il existe m > 0 tel que pour tout xE M, xm = xm+ 1 
(iii) Les groupes dans M sont triviaux. 
Démonstration. (i) ~ (ii) Si M est apériodique alors pour tout x E M, il existe 
n tel que xn = xn+1• Pour chaque x, notons nx le plus petit entier tel que Xn"' = 
xn,.+l. Soit m = max nx, alors on a xm = xm+1 pour tout x E M. 
xEM 
(ii) => (iii) Soit G un groupe, G c M. Si x E G alors il existe k tel que x(xk) =x. 
Il s'ensuit que x= x(xkm) = x(xkm+1) = x 2xkm = x2 . Donc x est idempotent et 
G est trivial. 
(iii) => (i) Soit x E M et T le monoïde engendré par x. D'après la proposition 
4.1.1, T = {x, x 2 , ... , xn+v- 1 } avec xn = xn+v et G = {xn, xn+1 , ... , xn+v- 1} est 
un groupe dans T. G est trivial et donc x a une période 1. 0 
Théorème 4.1.3. (Premier théorème d'isomorphisme) Soient G etH des groupes. 
Soit a : G --t H, un morphisme de monoïdes. Alors a( G) est isomorphe à 
Gj ker( a). 
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Démonstration. Soit K = ker(a) : c'est un sous-groupe distingué dans G et soit 
(): G/ker(a)---+ a(G) le morphisme défini par ()(Kg)= a(g). 
Le morphisme ()est bien défini et bijectif car : soit g, g' E G, on a 
()(Kg)= ()(Kg') Ç::} a(g) = a(g') Ç::} a(g)(a(g'))-1 =eH Ç::} a(gg'-1) =eH 
a(gg'-1 ) =eH Ç::} gg'- 1 E K = ker(a) Ç::} Kg= Kg' 
De plus, on a pour y E a(G), il existe xE G tel que a(x) =y donc Kx tel que 
()(Kx) = a(x) =y. 0 
Proposition 4.1.4. Soit M un monoïde. Si M est apériodique et M' est un 
sous-monoïde de M, alors M' est apériodique. 
Démonstration. Puisque M ne contient que des groupes triviaux, alors M' ne 
contient également que des groupes triviaux. 0 
Proposition 4.1.5. Soient M et N deux monoïdes. Si M est apériodique et N 
divise M alors N est apériodique. 
Démonstration. N divise M donc il existe un monoïde M' Ç M et un morphisme 
surjectif t.p : M' ---+ N. Soit n E N, alors il existe m' E M' tel que t.p( m') = n. 
D'après la proposition 4.1.4 M' est apériodique donc il existe k > 0 tel que 
m'k = m'k+I. Mais puisqu'on a t.p(m'k) = nk et t.p(m'k+l) = nk+1 alors nk = nk+I. 
D'où N est apériodique. 0 
Proposition 4.1.6. Soient M1 et M2 deux monoïdes. Si M1 et M2 sont apériodiques 
alors M1 x M2 est apériodique. 
Démonstration. Les monoïdes M 1 et M 2 sont apériodiques donc, d'après la propo-
sition 4.1.4, il existe k1 , k2 > 0 tels que pour tout m 1 E M 1 , m~1 = m~1 + 1 et pour 
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tout m2 E M2, m;2 = m;2+t. Soit maintenant (mt, m2) E Mt x M2 et supposons 
kt ~ k2 (la démonstration est similaire pour le cas kt > k2). On a : 
D'où Mt x M2 est apériodique. 0 
Proposition 4.1.7. Soient M et N deux monoïdes. Alors tout sous-groupe G de 
M <> N est isomorphe à un sous-groupe de M x N. 
Démonstration. Soit G ={(mi, Xi, ni) 1 i E la}, alors le sous-groupe M'x N'= 
{(mi, ni) 1 i E la} est, par construction, une image par un morphisme de G. 
Soit K = G n { ( eM, X, eN) 1 X E R} avec eM, eN les éléments neutres respectifs 
de M et N. On vérifie aisément que K est un sous-groupe de G. 
Soit e = (eM, X, eN) l'élément neutre de G et soient p = (eM, Y, eN) E K et 
q = ( eM, Z, eN) E K tels que pq = e. On a 
Puis 
(en faisant nos calculs sous la représentation matricielle) 
On a alors 
puis 
(
eM 
epe = 
0 
eMX U eMY eN U X eN) . 
eN 
or eMY eN C X donc Y= X d'où e = p = q. 
Nous venons de montrer que K = { e}. 
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D'après le théorème 4.1.3, Gj K est isomorphe à M'x N'et comme K = {e} alors 
G est isomorphe à M' x N'. D 
Proposition 4.1.8. Soient M 1 et M 2 deux monoïdes. Si M 1 et M 2 sont apériodiques 
alors M1 o M 2 est apériodique. 
Démonstration. Cette proposition vient du fait que tout sous-groupe de M1 <> M2 
est isomorphe à M~ x M~ où M~ et M~ sont des sous-groupes appropriés de M1 
0 
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Lemme 4.1.9. (Propriété de simplification} Soit M un monoïde apériodique. 
Soient m, a, a' E M tels que m = ama', alors m = am = ma'. 
Démonstration. M est un monoïde apériodique donc il existe un entier n > 0 tel 
que an = an+l pour tout a E M. On am= ama' = a(ama')a' = ... = anma'n. 
Alors 
respectivement 
D 
Proposition 4.1.10. Soit M un monoïde apériodique. Alors pour tout mE M, 
{m} =(mM n Mm)\ Wm 
avec Wm ={m' E M 1 m ~ Mm'M}. 
Démonstration. Soit m' ~ Wm et m' E (mM n Mm), celà équivaut à dire qu'il 
existe a, a', a1 , a2 tels que m =am' a' et m'= ma1 = a2m. Alors m = a(a2m)a' = 
(aa2)ma' et par la propriété de simplification (lemme 4.1.9), on am = aa2m = 
ma'. Ainsi m = am' = ama1 et en appliquant encore la propriété de simplification, 
rn= am= ma1, d'où rn= m'. 
4.2 Langages sans-étoile 
Définition 4.2.1. Une expression sans-étoile est définie par : 
(i) 0, t: et a, a E E, sont des expressions sans-étoile. 
D 
(ii) Si s et t sont des expressions sans-étoile alors s + t, sn t, set s · t le sont où 
-est la complémentation dans E*. 
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(iii) Toute expression sans-étoile est obtenue en appliquant un nombre fini de 
fois les règles (i) et (ii). 
Chaque expression sans-étoile définit un langage noté L(s). Un langage L Ç E* est 
sans-étoile s'il peut être obtenu à partir d'une expression sans-étoiles; c'est-à-dire 
L = L(s). Un langage est donc sans-étoile s'il est construit en utilisant seulement 
les opérations booléennes et le produit mais pas l'étoile de Kleene. 
Exemple 4.2.1. Le langage E* est sans étoile car E* = 0. 
Exemple 4.2.2. Soit le langage L = (ab)*. Le langage L peut-être également 
décrit comme : 
- ne contenant ni les chaines aa, ni bb ; 
- ne commençant pas par b ; 
- et ne se terminant pas par a. 
Donc 
L =(ab)*= (0aa0 + 0bb0 + b0 + 0a) 
d' où L = (ab)* est sans-étoile. 
Nous remarquons qu'il peut-être assez difficile de déterminer si un langage est 
sans-étoile ou pas. Ainsi, le théorème de Schützenberger, que nous allons énoncer, 
nous fournit l'outil nécessaire pour caractériser ces derniers. 
4.3 Théorème de Schützenberger 
Théorème 4.3.1. Un langage reconnaissable est sans étoile si et seulement si 
son monoïde syntaxique est apériodique. 
Démonstration. Prouvons d'abord le théorème suivant : 
Théorème 4.3.2. Le monoïde syntaxique d'un langage sans-étoile est apériodique. 
42 
Démonstration. Nous procédons par récurrence sur le nombre n d'opérateurs dans 
l'expression sans-étoile du langage. Vérifions d'abord que les langages {0}, {é} et 
{ u}, u E :E ont un monoïde syntaxique apériodique. Le calcul montre en effet que 
M{{u}) est apériodique {d'après l'exemple 3.2.1). 
Supposons par hypothèse de récurrence que M(L(r)) est apériodique pour toutes 
les expressions sans étoile r ayant au plus n opérateurs. Soit r une expression 
ayant n + 1 opérateurs. Alors r =sou r = sUt ou r = sn t ou bien r = s · t, avec 
s et t des expressions sans-étoile contenant au plus n opérateurs, donc M(L(s)) 
et M ( L( t)) sont apériodiques. 
Sir= s alors d'après la proposition 3.3.4, M(L(s)) reconnaît L(s) et M(L(s)) = 
M(L(s)). Donc M(L(r)) est apériodique. 
Sir= sUt our= snt, alors L{r) est reconnu par M{L{s)) x M(L(t)) {d'après la 
proposition 3.3.5); M(L(s)) x M(L(t)) étant apériodique par la proposition 4.1.6. 
De plus M(L{r)) divise M{L{s)) x M(L(t)) d'après la proposition 3.3.3 et par 
conséquent M(L(r)) est apériodique (proposition 4.1.5). 
Sir= s· t, alors d'après la proposition 3.3.6 L(r) est reconnu par un sous-monoïde 
G de M(L{s)) <> M(L(t)). D'après les propositions 4.1.8 puis 4.1.4 respectivement, 
M(L(s))<>M(L(t)) est apériodique donc G l'est également. D'après la proposition 
3.3.3 M(L(r)) divise M{L{s)) <> M(L(t)), il en résulte, par la proposition 4.1.5, 
que M(L(r)) est apériodique. 0 
Réciproquement : 
Théorème 4.3.3. Soit L Ç :E* un langage reconnaissable de monoïde syntaxique 
M(L) apériodique. Alors L est sans-étoile. 
Démonstration. Soit le morphisme canonique de monoïdes <p :E* --+ M(L) et 
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P Ç M(L) tels queL= cp-1(P). On a 
L = cp-l(P) = u cp-l(m) 
mEP 
et il suffit ainsi que chaque cp- 1(m) soit sans-étoile pour démontrer que L l'est. 
Nous procédons par récurrence sur JMmMJ. 
Pour m =con a 
Lemme 4.3.4. Soit cp : E* ~ M un morphisme de monoïdes avec M apériodique. 
Alors cp-1 (c) est un langage sans-étoile de E*. 
Démonstration. Posons W = {CT E E 1 cp( CT) =/: c }. Soit CT E W et w, w' E 
E* tels que cp(wCTw') = c. Alors c = cp(w)cp(CT)ccp(w'). D'après la propriété de 
simplification (lemme 4.1.9) on ac= cp(w)cp(CT) = cp(w'). Une nouvelle application 
de la propriété de simplification (lemme 4.1.9) à c = cp(w)ccp(CT) donne c = cp(w) = 
cp( CT), ce qui est contradictoire avec la définition de W. Donc pour tout w" E 
E*WE*, cp( w") =/: c. 
Par ailleurs, soit w E E* \ E*WE*, w non vide et supposons cp(w) =/: c. On a 
w = CT1CT2 ... CTn avec CTi E E. Il existe alors au moins un CTi tel que cp(CTi) =/: c 
c'est-à-dire CTi E W (par définition) et donc w E E*WE*, ce qui contredit notre 
hypothèse. D'où on a cp-1(c) = E* \ E*WE* qui est sans-étoile. 0 
Lemme 4.3.5. Soit M un monoïde apériodique. On am= e si et seulement si 
JMmMJ=JMJ. 
Démonstration. Si m = c alors Me M = M 2 = M. 
Si JMmMJ = JMJ on aM= MmM car MmM Ç Met M est fini. Alors il existe 
u', u" tels que E = u'mu" = (u'm)cu". De là, en appliquant une première fois la 
propriété de simplification (lemme 4.1.9) on a e = (u'm) = u"; puis une seconde 
application à e = u' em nous donne e = u' = m. 0 
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Nous venons de prouver que cp-1(é) est sans-étoile et que pour tout m E M \ é, 
M étant un monoïde apériodique, IMmMI < IMéMI = IMI; autrement dit 
IA1éMI = maxiMmMI. 
mEM 
Supposons, comme hypothèse de récurrence, que pour tout nE M tel que IMnMI > 
IMmMI, cp- 1(n) est sans-étoile. Nous démontrons que cp- 1(m) peut s'écrire comme 
une combinaison sans-étoile d'ensembles cp- 1(n) comme suit : 
Proposition 4.3.6. Soit un morphisme de monoïdes cp : E* --+ M, avec M 
apériodique et soit m E M \ é, alors 
cp-1(m) =(XE* nE* X')\ E*WE* 
avec X, X', W des sous-ensembles de E* définis comme suit: 
- X= { cp-1 (n)u 1 ncp(u)M =mM mais n ct mM, u E E, nE M} . 
- X'= {ucp-1(n) 1 Mr.p(u)n =Mm mais n ct Mm,u E E, nE M}. 
- W = {u E E 1 m ct Mcp(u)M} U {ucp- 1(n)u' 1 mE (Mcp(u)nM n Mnr.p(u')M) 
mais m ct Mr.p(u)nr.p(u')M} avec u, u' E E, nE M}. 
De plus, les éléments n E M apparaissant dans chacune de ces trois définitions 
satisfont IMnMI > IMmMI. 
Démonstration. Montrons d'abord que cp-1 (m) Ç (XE* n ~·X')\ ~*WE*. 
Soit w E cp- 1(m), alors r.p(w) =m. Soit u E ~· le plus petit préfixe de w tel que 
cp(u)M =mM (resp. plus petit suffixe de w tel que Mr.p(u) =Mm). 
D'une part, supposons u = é, alors on aurait M =mM et il existerait m' E M 
tel que é =mm'= mém' (resp. M =Mm et é = m'm). D'après la propriété de 
simplification (lemme 4.1.9), celà reviendrait à m = é ce qui est contradictoire 
avec le fait que m E M \ é. On a donc u =f é, ce qui permet d'écrire u =vu (resp. 
u =uv), avec u E E et v E E*. En prenant n = cp(v) on a 
mM= cp(u)M = r.p(v)cp(u)M = ncp(u)M, 
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et respectivement 
Mm= Mcp(u) = Mcp(a)cp(v) = Mcp(a)n. 
D'autre part, supposons nE mM, alors n =mm' (resp. n = m'm) pour un certain 
m' E M. Alors on aurait 
et 
cp(v)M =mm' M Ç mM (resp. Mcp(v) = Mm'm Ç Mm) 
mM= cp(u)M = cp(v)cp(a)M Ç cp(v)M 
(resp. Mm= Mcp(u) = Mcp(a)cp(v) Ç Mcp(v)) 
Ce qui nous donne cp(v)M =mM (resp. Mcp(v) =Mm) qui contredit la minima-
lité du préfixe u. Donc w E XE* (resp. w E E*X'), d'où w E XE* n E*X'. 
De plus, supposons y E W, alors on a soit y = a et m ~ M cp( a) M, soit 
cp(y) = cp(a)ncp(a') et m ~ Mcp(a)ncp(a')M. Donc m ~ Mcp(y)M. Si w E E*WE* 
alors w = uyv pour un certain y E W et u, v E E*. Alors m = cp( w) = 
cp(u)cp(y)cp(v) E Mcp(y)M, ce qui est contradictoire. Donc w ~ E*WE*. 
Montrons maintenant que (XE* nE* X')\ E*WE* Ç cp-1(m). 
Soit w E (XE* n E*X') \ E*WE* et prenons n = cp(w). Nous allons montrer que 
{n} ={rn}. Nous savons déjà que {m} =(mM n Mm)\ Wm d'après la proposi-
tion 4.1.10. On a w E XE* (resp. w E E* X') ce qui implique w = xv où x E X 
c'est-à-dire cp(x) = ncp(a) avec ncp(a)M = mM. Alors n = cp(w) = cp(x)cp(v) = 
ncp( a )cp( v) E mM. De manière analogue en partant de w E E* X' on a n E Mm, 
d'où nE mMnMm. 
Supposons maintenant que m ~ MnM c'est-à-dire m ~ Mcp(w)M. Soit un facteur 
f de w, i.e. w = ufv, de longueur minimum tel que m ~ Mcp(J)M. 
- Supposons f = c; alors m n'appartiendrait pas à M 2 = M, ce qui est contra-
dictoire. Donc f f é. 
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- Si f E ~ alors par hypothèse m fj. M r.p(J)M et donc f E W ce qui implique 
w E ~· W~*, ce qui est contradictoire. 
- Donc 1!1 ~ 2 alors f = u J' u' où u, u' E ~ et J' E :E*. Il s'ensuit que m E 
Mr.p(u)r.p(J')M et m E Mr.p(J')r.p(u')M par minimalité de f. Donc f E W, ce 
qui est contradictoire. 
D'où mE MnM et donc nE Wm. 
Prouvons l'assertion finale de la proposition i.e. on a IMnMI > IMmMI. 
Cas de X : On a MmM = Mnr.p(u)M Ç MnM (resp. MmM = Mr.p(u)nM Ç 
MnM) donc IMnMI ~ IMmMI. Supposons que IMnMI = IMmMI alors MnM = 
MmM par finitude. On a ainsi n = m'mm" pour un certain m', m" E M. 
De plus, puisque m E nr.p(u)M (resp. m E Mr.p(u)n), on a m = np (resp. 
m. = pn) pour un p E M. Alors n = m'mm" = m'(np)m." = m'n(pm") (resp. 
n = m'mm" = m'(pn)m" = (m'p)nm") et d'après la propriété de simplification 
(lemme 4.1.9), onan = m.'n = npm" donc n = mm." (resp. n = m'pn = nm" 
donc n = m'm) c'est-à-dire n E mM (resp. n E Mm), ce qui est contradictoire. 
Alors IMnMI #IMmMI et IMnMI > IMmMI. 
Cas de X' : Symétrique du cas de X. 
Cas de W: Soit maintenant mE Mr.p(u)nMnMnr.p(u')M et m fj. Mr.p(u)nr.p(u')M. 
On a IMnMI ~ IMmMI. Supposons que IMnMI = IMmMI alors MnM = 
MmM par finitude. On a ainsi n = m'mm" pour un certain m', m" E M. On 
a également m = m 1 r.p( u )nm~ = m2nr.p( u')m~ avec mll m~, m2, m~ E M. Alors 
n =m'mm"= m'(m1r.p(u)nmDm" = (m'm1 r.p(u))n(m~m") et par la propriété de 
simplification (lemme 4.1.9), on an = m'm1r.p(u)n. Ainsi m = m2nr.p(u')m~ = 
m2(m'm1 r.p(u)n)r.p(u')m~ = (m2m'm1 )r.p(u)nr.p(u')m~ E Mr.p(u)nr.p(u')M, ce qui 
est contradictoire. Donc IMnMI "#IMmMI et IMnMI > IMmMI. D 
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Revenons à la preuve du théorème 4.3.3. 
Nous venons de montrer que pour tout mE M, cp-1(m) peut se décomposer en 
combinaison sans-étoile d'ensembles cp- 1(n) tel que IMnMI > IMmMI qui, selon 
notre hypothèse de récurrence, est sans-étoile donc cp-1(m) l'est également, ce qui 
conclut notre démonstration. D 
En combinant les théorèmes 4.3.2 et 4.3.3 nous avons prouvé le théorème de 
Schützenberger. D 
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CHAPITRE V 
RELATIONS DE GREEN 
Ce chapitre s'intéresse aux relations de Green. Nous y démontrons le lemme de 
Green et le théorème de Clifford-Miller. Ces résultats sont utiles pour traiter les 
langages réductibles. 
5.1 Relations et Lemme de Green 
Soit M un monoïde dans lequel on définit les relations d'équivalence 'R, C, 3, 1-l 
suivantes : pour m, n E M, nous avons 
-m'Rn{::} mM= nM. 
- mC,n {::}Mm= Mn. 
- m:Jn {::} MmM = MnM. 
- m1-ln {::} m'Rn et mCn. 
Nous pouvons également définir les relations de préordre (c'est-à-dire reflexive et 
transitive) suivantes : 
- m ~R. n {::} mM Ç nM. 
- m ~.c n {::}Mm Ç Mn. 
- m ~.7 n {::} MmM Ç MnM. 
- m ~1-l n {::} m ~R. n et m ~.c n. 
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En particulier, nous avons mnn si et seulement s'il existe m', n' E A1 tels que 
mm' = n et nn' = m et nous avons men si et seulement s'il existe m', n' E M 
tels que m'm =net n'n =m. 
Proposition 5.1.1. Les relations ~R et n sont compatibles à gauche avec la mul-
tiplication. Les relations ~.c et e sont compatibles à droite avec la multiplication. 
Aussi, la multiplication est le produit du monoide. 
Démonstration. Supposons m ~R n, alors mM Ç nM, donc m'mM Ç m'nM 
pour tout m' E M. D'où m'mM ~R m'nM. De manière analogue, nous démontrons 
les autres assertions. D 
Nous définissons maintenant une nouvelle relation V, de la manière suivante : 
Proposition 5.1.2. Les relations net e commutent et la relation V= ne= en 
est la plus petite relation d'équivalence contenant n et C. 
Démonstration. Supposons mCRn; c'est-à-dire qu'il existe m' E M tel que mCm' 
et m'Rn. Donc, il existe m1,n1 E M tels que m = m1m' et n = m'n1. Nous avons 
ainsi mn1 = m1m'n1 = m1n =n'. De plus, d'après la proposition 5.1.1 : 
- mem' implique n' = mn1em'n1 = n et 
- m'Rn implique m = m1 m'Rm1 n = n'. 
Donc mRn' et n'en d'où mnen. Réciproquement si nous avons mnen alors 
mCRn, donc en = ne. D 
Définition 5.1.1. Soit M un monoïde, les relations d'équivalence n, e, :1, 1l et 
V sont appelées les relations de Green. 
Proposition 5.1.3. Dans un monoïde fini M, :1 =V. 
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Démonstration. Soient m, nE M. Si mVn alors il existe m' E M tel que m'Rm' 
et m' Cn. Ceci nous donne (car m'Rm' :::::} m.J m' et m' Cn :::::} m' .J n) m.J m', puis 
m'.Jn, d'où m.Jn. 
Réciproquement, supposons m.Jn. Alors par définition il existe u, v, x, y E M 
tels que umv = n et xny = m. Remarquons que (xu)m(vy) = xny = m donc 
(xu)km(vy)k pour tout k >O. Puisque M est fini, il existe k > 0 et l > 0 tels que 
(xu)k = e et (vy)1 = f soient des idempotents. Donc (xu)k1m(vy)kl = m = emf. 
Nous en déduisons 
(xu)km = em = e(emf) = emf = m = emf = (emf)J =mf= m(vy)1 
Donc umCm et mv'Rm. 
Mais nous avons, d'après la proposition 5.1.1, n = umvCmv d'où mVn. 0 
Proposition 5.1.4. Soit e un idempotent de M. Alors m ::;'R e si et seulement 
si m = em et m ::;.c e si et seulement si m = me. 
Démonstration. Si m ::;'Re, alors il existe n E M tel que m =en. Il s'ensuit 
em = een = en = m 
Réciproquement m = em :::::} m ::;'R e de manière immédiate. 
La preuve pour le cas m ::;.c e est analogue. 0 
Soit K, une relation de Green, nous notons K.-classe la classe d'équivalence selon 
la relation K,. 
Remarque 5.1.1. Soit mE M. Nous noterons R(m) (respectivement L(m), H(m) 
et D(m)) la 'R-classe (respectivement C-elasse, H-elasse et V-classe) contenant 
m. 
Définition 5.1.2. Un élément m E M est régulier s'il existe s E M tel que 
msm = m, et une V-classe est régulière si tous ses éléments sont réguliers. 
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Proposition 5.1.5. Soit Dune V-classe. Les conditions suivantes sont équivalentes: 
(i) D est régulière. 
(ii) D contient un élément régulier. 
(iii) Chaque R-classe de D contient au moins un idempotent. 
(iv) Chaque .C-elasse de D contient au moins un idempotent. 
(v) D contient au moins un idempotent. 
Démonstration. Sim= msm, alors m'Re avec e = e2 =ms. Réciproquement, si 
m'Re où e est un idempotent, alors il existe m' E M tel que mm' = e et donc 
d'après la proposition 5.1.4 (car m'Re=? m ::;"Re) 
m = em = e2m = mm'em. 
Nous avons donc montré que m est régulier si et seulement si R(m) contient un 
idempotent. Similairement, nous avons m = msm si et seulement si L( m) contient 
un idempotent. 
Soit mun élément régulier et dE D. Alors il existe c tel que m'Rc.Cd. Puisque m 
est régulier, R(m) = R(c) contient un idempotent etc est un élément régulier. Il 
en résulte que L(c) = L(d) contient un idempotent et d est régulier. 
Nous venons de démontrer (i) *?(ii)# (iii) *? (iv). 
De plus (v) =? (ii) et (iii) =? (v) sont évidents. D 
Proposition 5.1.6. (Lemme de Green} Soient s, t E M tels que s'Rt. Il existe 
alors u, v E M tels que su = t et tv = s. Alors les applications Pu : x H xu et 
Pv : x H xv induisent des bijections réciproques de L(s) sur L(t) et de L(t) sur 
L(s), qui préservent les tl-classes, c'est-à-dire pour tout x, y E L(s) (resp. L(t)), 
x1ly si et seulement si Pu(x)1lpu(Y) (resp. Pv(x)1lpv(Y)). 
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Démonstration. Puisque xCs =? xuCsu = t (d'après la proposition 5.1.1), Pu est 
une application de L(s) dans L(t) et il existe mE M tel que x= ms. Donc 
Pv(Pu(x)) = xuv = msuv = mtv =ms= x 
ce qui prouve que Pv o Pu est l'identité sur L(s). 
De manière analogue nous montrons que Pv est une application de L(t) sur L(s) 
et que Pu o Pv est l'identité sur L(t). Par ailleurs, si xE L(s), nous avons xuv =x 
donc x'Rxu. Il en résulte que xtly implique xutlyu car xtly # x'Ry et xCy et la 
relation C est compatible à droite. De même 
xutlyu =?x= xuvtlyuv =y. 
D 
Remarque 5.1.2. Nous avons une version duale du Lemme de Green (proposition 
5.1.6) pour les éléments C-équivalents. 
5. 2 Théorème de Clifford-Miller 
Théorème 5.2.1. {Clifford-Miller) Soit D une V-classe d'un monoïde fini M et 
soient s, tE D. Alors les conditions suivantes sont équivalentes : 
(i) stE R(s) n L(t). 
(ii) R(t) n L(s) contient un idempotent. 
(iii) stE D. 
Démonstration. (i) #(ii) Supposons stE R(s)nL(t). D'après la proposition 5.1.6, 
l'application Pt induit une bijection de L(s) sur L(t) préservant les tl-classes. En 
particulier, il existe un élément e E R(t) n L(s) tel que Pt(e) = et = t. Puisque 
e'Rt, il existe u E M tel que e = tu et donc 
ee = etu = tu = e. 
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Réciproquement, si e = e2 E R(t) n L{s), alors et = t et se = s (d'après la 
proposition 5.1.4). Puisque e'Rt, nous avons s = se'Rst et comme e.Cs, nous avons 
t = et.Cst d'où stE R(s) n L(t). 
Finalement, (i) <=?(iii) par la proposition 5.1.3. En effet, stE R(s)nL(t) équivaut 
à st appartient à une ..7-classe et puisque ..7 =V, celà équivaut à st E D 0 
Corollaire 5.2.2. Soit H une 1-l-classe de M. Les conditions suivantes sont equi-
valentes : 
(i) H contient un idempotent. 
(ii) Il existes, tE H tels que stE H. 
(iii) H est un groupe maximal dans M. 
Démonstration. Les implications (i) ::::} (ii) et (iii) ::::} (i) sont claires. Vérifions 
(ii) ::::} (iii). Supposons (ii) vérifié, nous avons H = R(s) n L(t) = R(t) n L(s) 
et donc H contient un idempotent d'après le théorème 5.2.1. Si u, v E H, nous 
avons e E R(v) n L(u) etuvE H toujours d'après le théorème 5.2.1. De plus pour 
tout xE H nous avons ex= x= xe d'après la proposition 5.1.4. Donc H est un 
monoïde. Par ailleurs, si h E H, d'après le lemme de Green (proposition 5.1.6), 
l'application Ph est une bijection de H sur H. En particulier, il existe h' E H tel 
que Ph(h') = h'h = e. Par le dual du lemme de Green, on démontre également que 
h a un inverse à droite. 
Donc H est un groupe avec e pour identité. Finalement, tout élément g d'un 
groupe contenant e, avec g' comme inverse, vérifie : 
gg' = g'g = e = eg =ge= g. 
Ce qui pouve que g1le. 0 
Nous avons comme corollaire 
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Corollaire 5.2.3. Pour tout m, m' E H avec H une 1l-classe, soit mm' ri. H soit 
H est un groupe. 
Démonstration. Découle immédiatement du corollaire précédent (5.2.2). D 

CHAPITRE VI 
ENSEMBLES COMPLÈTEMENT RÉDUCTIBLES 
Dans ce chapitre sur les langages complètement réductibles, nous établissons les 
conditions nécessaires et suffisantes de réductiblité complète. Nous y voyons aussi 
que les langages birécurrents sont complètement réductibles. 
6.1 Complément sur les automates 
Soit A= (E, Q, i, &, F) un automate fini. Nous rappelons qu'un état q E Q est dit 
accessible s'il existe un chemin de l'état initial i à q; c'est-à-dire il existe un mot 
w tel que i · w = q. De manière analogue, un état q E Q est dit coaccessible s'il 
existe un chemin de q à un état final; c'est-à-dire il existe un mot w E E* tel que 
q · w E F. Un automate est dit émondé si chaque état est à la fois accessible et 
coaccessible. 
Remarque 6.1.1. L'automate minimal d'un langage Lest émondé. 
Définition 6.1.1. Soit A= (E, Q, I, 8, F) un automate. L'automate A est forte-
ment connexe si pour tous p, q E Q, il existe un ~ot w E E* tel que p · w = q. 
Le rang d'un mot w E E* dans A, noté par rangA ( w), est défini par : 
rangA(w) = Card(Q · w) 
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C'est un entier. 
Un idéal J d'un monoïde M est dit minimal s'il ne contient aucun autre idéal de 
M, autrement dit pour tout idéal non vide J de M, J Ç I => J = I. Il existe 
un idéal minimal si M est fini ou si M possède un zéro. Quand M possède un 
zéro alors {0} est l'idéal minimal. Un idéal I =f. 0 est appelé idéal 0-minimal si les 
seuls idéaux contenus dans J sont J lui-même et 0, c'est-à-dire pour tout idéal J 
de M, J Ç I implique J = I ou J = {0}. 
Proposition 6.1.1. Soit A= (E, Q, i, 8, F) un automate fortement connexe. Le 
monoïde de transition M de A a, selon que M contient un zéro ou pas, soit un 
unique idéal 0-minimal, soit un unique idéal minimal D, formé des éléments de 
rang minimal non-nul. C'est une V-classe régulière et pour tout m E D, soit 
m2 = 0, soit la H-elasse de m est un groupe. 
Démonstration. Supposons, dans un premier temps, que M contienne un zéro. Soit 
r le rang minimal non-nul des éléments de M et soit D l'ensemble des éléments 
de rang r. Nous remarquons clairement que DU 0 est un idéal. De plus, soient 
m, m' E D, p, q, p', q' E Q tels que pm = q et p' m' = q'. Puisque A est fortement 
connexe, il existe u E M tel que qu = p' donc pmum' = q' et par suite mum' =f. O. 
Nous venons de prouver que pour tout m, m' E D, il existe u E M tel que 
mum' =f. O. Prenons u E M tel que mu =f. 0, alors il existe v E M tel que 
mu( vm) =f. O. Soit I = Q · rn l'image de m et z = uvm ; nous avons z E Mm donc 
I z Ç I. Puisquè z =f. 0, I z Ç I => I z = I par minimalité de rang de m. Il existe 
alors un entier strictement positif k tel que zk = e1 , avec e1 l'identité surI donc 
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me1 =m. Prenons ensuite w = vmzk-1 ; alors nous avons 
m=me1 
= mzk = mzzk-1 
= m(uvm)zk-1 = mu(vmzk-1 ), 
m=muw, 
d'où muE R(m), autrement dit muM =mM. Nous venons donc de prouver que 
l'idéal à droite mM est 0-minimal. Il existe ainsi v E M tel que mum'v = m donc 
mum' E R(m). 
Symétriquement nous avons mum' E L(m'), donc D est une V-classe et D est 
un idéal 0-minimal. Prenons maintenant m" = um', alors nous avons mm" E 
R(m)nL(m") et d'après le théorème 5.2.1, R(m")nL(m) contient un idempotent, 
d'où D est une V-classe régulière. De plus, d'après le corollaire 5.2.3, pour m E D : 
- soit m2 E H(m) et H(m) est un groupe. 
- soit m2 ft. H(m). Mais dans ce cas, d'abord m 2 M =f mM (car m 2 ft. H(m) => 
m 2 ft. R(m) => m 2 M =f mM), puis mM étant un idéal à droite 0-minimal, il 
est impossible d'avoir m 2 =f 0; car si m 2 =f 0 alors m 2 M serait un idéal à droite 
inclus dans mM, ce qui contredirait la 0-minimalité de ce dernier; d'où m =O. 
La démonstration est analogue pour le cas où M ne contient pas de zéro. D 
6.2 Représentation syntaxique 
Définition 6.2.1. Soit K un corps commutatif. Une série formelle S sur un 
alphabet E à coefficients dans K est une application S : E* --+ K. La valeur de S 
sur w est notée ( S, w) et ( S, E) est appelé le terme constant de S ; E étant le mot 
vide. 
L'ensemble des séries formelles possède une structure d'espace vectoriel : 
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- Soient Set T des séries formelles, (S + T, w) = (S, w) + (T, w). 
- Pour a E K, la série aS est définie par (aS, w) = a(S, w). 
Définition 6.2.2. Soit n un entier strictement positif. Soient >. E K 1xn - un 
vecteur ligne, J.L : 1::* ---* Knxn - un morphisme de monoïdes, 1 E Knxl - un 
vecteur colonne. Le triplet (>., J.L, 1) est appelé une représentation linéaire d'une 
série S si pour tout mot w : 
(S, w) = ÀJ.L(w)T. 
Nous disons également que (>., J.L, 1) reconnaît S. 
Le vecteur >. est appelé le vecteur initial et 1 le vecteur terminal. Une série S est 
reconnaissable si elle a une représentation linéaire. 
Définition 6.2.3. Soit 1:: un alphabet et Kun corps commutatif. Un polynôme 
non-commutatif est une combinaison linéaire sur K de mots sur 1::*. On appelle 
algèbre associative libre, notée K(l::), l'ensemble des polynômes non-commutatifs. 
Soit 21 une algèbre. Un morphisme 1/J : K (1::) ---* 21 reconnaît une série S s'il existe 
une application linéaire 1r: 21---* K telle que (S, w) = 1r(.,P(w)) pour tout w E 1::*. 
Proposition 6.2.1. Une série est reconnaissable si et seulement si elle est peut 
être reconnue par un morphisme dans une algèbre de dimension finie. 
Démonstration. Dans un premier temps, soit S une série reconnaissable et soit 
(>., J.L, 1) une représentation linéaire de S. Avec J.L un morphisme de K (1::) ---* Knxn; 
ce qui est possible car tout morphisme de monoïdes de 1::* dans Knxn se prolonge 
de manière unique en un morphisme d'algèbres de K(l::) dans Knxn. Le morphisme 
J.L reconnaît S car l'application linéaire : 
7r : Knxn ---* K 
1r(m) ~---+ >.m1 
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satisfait (S, w) = 7r(J.L(w)) pour tout mot w El:*. 
Réciproquement, soit 1/J un morphisme dans une algèbre de dimension finie 21, 
reconnaissant une série S. Choisissons une base de 21, alors prenons les éléments 
du triplet (..\,J.L,'Y) de la manière suivante: 
- Soit ..\ le vecteur de taille n représentant 1/1(1). 
- L'application : 
p:21~21 
x t-+ x7/l(w) 
est linéaire et représentée par une matrice carrée J.L( w) de taille n. 
- Soit 'Y le vecteur colonne de taille n pris tel que 1r(x) = X/t pour tout xE 21. 
Nous avons alors .ÀJ.L(w)T = (S, w) pour tout w El:*. D 
Soit S une série formelle. Pour u E l:*, nous notons S · u, la série définie par 
(S · u, v) = (S, uv). Les formules ci-dessous sont satisfaites : 
- s ·1 = s, 
- (S · u) ·v= S ·uv. 
Définition 6.2.4. On appelle espace syntaxique deS, noté Vs, l'espace vectoriel 
engendré par les séries S · u, pour u E l:*. La représentation syntaxique de S est 
le morphisme 1/ls: K(l:} ~ End(Vs) défini, pour tout XE Vs et w El:*, par: 
X1/ls(w) =X· w. 
Définition 6.2.5. L'algèbre syntaxique deS, notée 21s, est l'image de l'algèbre 
libre associative K (l:} par la représentation syntaxique. 
L'algèbre syntaxique est aussi définie comme le quotient de l'algèbre libre asso-
ciative K(l:} par la relation d'équivalence 
p := 0 <=? ( S, upv) = 0, Vu, v E l:*. 
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Le morphisme 1/Js reconnaît S car l'application 1r: 2ls ~ K définie par 7r('I/Js(w)) = 
( S, w) est bien définie et linéaire. 
Proposition 6.2.2. Si 1/J : K(E) ~ 2l est un morphisme surjectif reconnaissant 
S, alors il existe un morphisme p: 2l ~ 2ls tel que 1/Js =po 1/J. 
Démonstration. Il suffit de montrer que si p E K(E) est tel que 1/J(p) = 0, alors 
1/Js(p) =O. Soit 1r: 2l ~ K, l'application linéaire telle que 1r('ljJ(w)) = (S, w) pour 
tout w E E*. Si 1/J(p) = 0, alors pour tout u, v E E*, nous avons 
(S, upv) = 1r('ljJ(upv)) = 7r('l/J(u)'l/J(p)'I/J(v)) = 0 
or d'après la définition 6.2.5, (S, upv) = 0 # p = 0 et donc '1/Js(p) =O. D 
Soit L Ç E*, nous notons par XL, la série caractéristique deL qui est définie par : 
Si xE L (6.1) 
Sinon 
Proposition 6.2.3. Soit L Ç E* et 8 =XL· Soit <p: ~· ~ M(L) le morphisme 
canonique de E* sur le monoïde syntaxique M ( L) de L. Alors pour tout u, v E ~·, 
<p(u) = <p(v) # 1/Js(u) = '1/Js(v). 
En particulier '1/Js(~*) est isomorphe au monoïde syntaxique M(L) deL. 
Démonstration. Supposons que <p(u) = <p(v). Puisque Vs est un espace engendré 
par les séries S · r, avec r E E*, il suffit de montrer que pour tout r E ~·, 
(S · r)'I/Js(u) = (S · r)'l/Js(v). · 
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Nous avons, pour tout sE E* 
((S · r)'I/Js(u), s) = (S ·ru, s) = (S, rus)= (S, rvs) = ((S · r)'I/Js(v), s), 
l'égalité (S, rus) = (S, rvs) étant due au fait que u et v sont syntaxiquement 
équivalents. 
Réciproquement, supposons 1/Js(u) = 1/Js(v). Alors, pour tout rE E*, 
S ·ru= (S · r)'I/Js(u) = (S · r)'I/Js(v) = S · rv. 
Puis ensuite, pour tout s E E*, 
(S, rus) = (S ·ru, s) = (S · rv, s) = (S, rvs). 
C'est-à-dire rusE L si et seulement si rvs EL i.e <p(u) = <p(v). 0 
6.3 Réductibilité complète 
Soit V un K-espace vectoriel et M un sous-monoïde du monoïde End(V) des 
applications linéaires de V vers V. Un sous-espace vectoriel V' de V est stable 
sous M si V'm CV' pour tout mE M. 
Le monoïde M est irréductible si V =f 0 et les seuls sous-espaces stables sont 0 et 
v. 
Définition 6.3.1. Un monoïde est complètement réductible si chaque sous-espace 
stable de V admet un espace supplémentaire stable, c'est-à-dire pour chaque sous-
espace stable V' de V, il existe un sous-espace stable V" tel que V = V' EB V". 
Si V est de dimension finie, alors un sous-monoïde complètement réductible de 
End(V) a la forme suivante : il existe une décomposition de V en sous-espaces 
stables \li 
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tel que les restictions des éléments de M à chaque Vi soit un sous-monoïde 
irréductible de End(Vi). Chaque sous-espace stable de V est la somme de au 
moins un Vi, à M-isomorphisme près. Cette dernière assertion est énoncée dans 
(PERRIN, 2013) ; on retrouve également une version pour les algèbres semisimples 
dans (A. H. CLIFFORD et G. B. PRESTON, 1961) et nous verrons par la suite 
qu'on parle indifféremment de semisimplicité ou de complète réductibilité. 
En effet, soit V' un sous-espace stable de V, alors V = V' EB V". Puisque les 
restictions des éléments de M à chaque Vi est un sous-monoïde irréductible de 
End(Vi), il est impossible d'avoir V' C Vi. Le sous-espace V' est donc la somme 
d'un certain nombre de Vi, prenons V1 EB • · • EB Vj et d'un sous-espace, notons Vc. 
On a donc V' = V1 EB · · · EB Vj EB Vc. Or Vc est forcement stable donc il est soit nul, 
soit égal à un Vi. 
Réciproquement, si V est de cette forme, alors M est complètement réductible. 
Définition 6.3.2. Soit Mun monoïde et V un K-espace vectoriel de dimension 
finie. Une représentation linéaire de M sur V est un morphisme cp de M dans 
End(V). 
Un sous-espace vectoriel W de V est stable sous cp s'il est stable sous cp(M). La 
représentation est complètement réductible si le monoïde cp(M) est complètement 
réductible. Nous avons le résultat suivant (BERSTEL, J.; PERRIN, D.; REU-
TENAUER C., 2010) : 
Théorème 6.3.1. (Maschke} Une représentation linéaire d'un groupe fini est 
complètement réductible. 
Démonstration. Soit V un K -espace vectoriel. Il suffit de montrer que chaque 
sous-groupe fini du monoïde End(V) est complètement réductible. Soit G un sous-
groupe fini de End(V) et soit W un sous-espace de V stable sous G. Soit W" un 
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sous-espace supplémentaire quelconque de W dans V. Soit 1r : V ---7 V l'application 
linéaire qui à p E V associe l'unique p" E W" tel que p = p" + p', avec p' E W. Alors 
rr(p) = 0 pour tout p E W et rr(p) = p pour tout p E W". De plus p- rr(p) E W 
pour tout p E V. Soit une application linéaire (} : V ---7 V définie comme suit, en 
prenant n = Card( G) et pour tout p E V : 
1 (}(p) =- L rr(pg)g-1. 
n 
gEG 
Soit W' = (}(V). Nous allons prouver que W' est un sous-espace de V supplémentaire 
de W et qui est stable sous G. Dans un premier temps montrons que W' est un 
sous-espace supplémentaire de W. Soit p E W, alors pg E W pour tout g E G, 
puisque West stable sous G. Donc rr(pg) = 0 et par conséquent 
e(p) = o, 'Vp E w. 
Ce qui implique que W Ç ker((}). Par ailleurs, nous avons pour tout p E V 
1 1 p- (}(p) =p--L rr(pg)g-1 =- L rr(pg- rr(pg))g-1. 
n n 
gEG gEG 
Or, par définition de rr, chaque pg- rr(pg) E W pour g E G et puisque W est 
stable sous G, (pg- rr(pg))g-1 E W également. D'où 
p- (}(p) E W, 'Vp E V. 
Ce qui entraîne ker((}) Ç W, car p E ker((}) implique p- (}(p) =p. D'où : 
W = ker(e). 
De plus, nous avons (}(p) - (} 2 (p) = (}(p- (}(p)). Puisque p- (}(p) E W, (}(p) -
(} 2 (p) = 0, donc (}2 = e. D'où les sous-espaces W = ker((}) et W' = im(e) sont 
supplémentaires. 
Montrons maintenant que W' est stable sous G. Soient p E V et h E G. Alors 
nous avons: 
1 (}(p)h = - L rr(pg)g-1h. 
n 
gEG 
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L'application de G dans G qui à g associe k = h-1g est bijective donc 
1 O(p)h =- L rr(phk)k- 1 = O(ph). 
n 
gEG 
D'où W' est stable dans G, ce qui achève notre preuve. 0 
Une représentation d'une algèbre 21 dans un espace vectoriel V est un morphisme <p 
de 21 dans l'algèbre End( V). Elle est fidèle si <pest injective. La représentation est 
réductible (resp. complètement réductible) si cp(2!) réductible (resp. complètement 
réductible). 
Soit 21 une K -algèbre et <p une représentation de 21 dans un espace vectoriel V. 
Alors on vérifie que (v,x) t--t v<p(x) définit une structure de 21-module sur V. 
Réciproquement, si V est un 21-module, alors l'application <p : 21 t--t End(V) 
définie par vcp(x) = vx est une représentation linéaire de 21 dans V. 
Soit 21 une K-algèbre et e f 0 un idempotent de 21. Nous vérifions que e21e est 
une algèbre et que pour un 21-module V, l'espace Ve est un e21e-module appelé 
le module condensé de V et e est appelé l'idempotent de condensation. 
Nous avons ainsi la proposition suivante : 
Proposition 6.3.2. Si V est un 21-module irréductible de dimension finie tel que 
Ve f 0, alors Ve est un e21e-module irréductible. 
Démonstmtion. Soit W un e21e-sous-module non-nul de V e. Alors W = W e car 
e est un idempotent. Notons W21le sous-espace généré par les éléments wa avec 
w E W et a E 21. Nous vérifions que W21 est un 21-module non-nul, ce qui entraine 
W21 = V puisque V est irréductible. Donc 
Ve = (W21)e = (We21)e = W(e2te) C W 
D'où W = Ve. 0 
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Théorème 6.3.3. Soit 21 une algèbre de dimension finie et e E 21 un idem-
potent. Soit V un 21-module de dimension finie. Alors les conditions suivantes 
sont équivalentes : 
(i} v = œ::l Vi avec Vi des 21-modules irréductibles et \lie =1= 0 pour 1 ~ i ~ m. 
(ii} V e est complètement réductible comme e2le-module, V = V e2l et {v E 
Vlv2le = 0} = 0 
De plus, si la première condition est vérifiée, alors V e = EB::1 \lie avec \lie des 
e21e-modules irréductibles. 
Démonstration. Supposons ( i). Alors V e = EB::1 \lie ; Vi étant stable, alors \lie ç 
\li, ce qui préserve le caractère direct de la somme. D'après la proposition 6.3.2, 
chaque \lie est un e21e-sous-module irréductible de '\li. Donc V e est complètement 
réductible. Nous avons également V e21 = EB::1 Vie21 = V parce que Vie21 = Vi 
(car Vi est irréductible). Soit maintenant W ={v E Vlv21e = 0}. Puisque West 
stable, il est isomorphe à une somme directe de certains Vi ; mais W e = O. Alors 
W = 0 car si W =/= 0 celà contredirait le fait que Vie =/= 0, Vi. 
Supposons maintenant (ii). Soit V' un sous-espace stable de V. Alors W' = V' e 
est un sous-espace de Ve stable sous e21e, donc il a un complément W" dans Ve 
stable sous e21e. Puisque nous avons V = V e21 et V e = W' + W", nous avons 
V = V e21 = W'21 + W"21 
mais vu que W'21 = V' e21 C V'21 C V' , le premier terme est inclus dans V'. 
Donc V" = W"21, on a V = V' + V". Par ailleurs, si v E V' n V", alors v21e c 
V'2le n V"21e c V' en V" e = W' n W" et donc v21e = 0 ce qui entraîne v = 0 (par 
la dernière assertion de (ii)). Donc V' n V"= 0 et ainsi V= V' EB V", d'où V est 
complètement réductible. Soit V = Ea::1 Vi avec Vi des 21-modules irréductibles. 
Si Vie= 0, alors tout élément v E Vi est dans l'ensemble {v E Vlv21e = 0}, ce qui 
signifierait que Vi = 0, qui est contradictoire. 0 
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Nous avons comme conséquence le corollaire : 
Corollaire 6.3.4. Soit 21 une algèbre de dimension finie et e E 21 un idem-
potent. Soit V un 21-module de dimension finie tel que V e soit complètement 
réductible dans e21e, V = Ve21 et {v E Vlv2te = 0} =O. Alors V est complètement 
réductible. 
6.4 Ensembles complètement réductibles 
Une algèbre 2t est dite simple si elle n'a pas d'autres idéaux en dehors de 0 et 
21 elle-même. Elle est dite semisimple si elle est la somme directe finie d'algèbres 
simples. 
Définition 6.4.1. Une série est complètement réductible si sa représentation syn-
taxique est complètement réductible. 
Remarque 6.4.1. La réductibilité complète d'une série équivaut à la semisim-
plicité de son algèbre syntaxique. De plus, d'après la proposition 6.2.2, si une 
série S est reconnue par un morphisme dans une algèbre semisimple, alors S est 
complètement réductible. 
Lemme 6.4.1. Soit r.p1 : E* -+ End(V1) et r.p2 : E*-+ End(V2 ) deux morphismes. 
Soit V= V1 x \12. Si 'Pl et r.p2 sont complètement réductibles, alors le morphisme 'P: 
E -+ End(V) défini par 'P(w)(v1, v2) = ('Pl(w)(v1), 'P2(w)(v2)) est complètement 
réductible. 
Démonstration. Puisque V1 et V2 sont des sommes directes de composantes Ir-
réductibles, il en est de même pour V donc 'P est complètement réductible. 0 
Proposition 6.4.2. Toute combinaison linéaire de séries complètement réductibles 
est complètement réductible. 
69 
Démonstration. Si une série S est complètement réductible, alors il est clair que 
o:S est complètement réductible, pour tout o: E K. Soit S1 , S2 des séries complètement 
réductibles. Pour i = 1, 2, soit 1ri : 2ls; -t K, l'application linéaire définie par 
1ri( 1/Js; ( w)) = (Si, w ). Considérons le morphisme 1/J : 1::* -t 2ls1 x 2ls2 défini 
par 1/J(w) = (1/Jt(w), 1/J2(w)); ce morphisme reconnaît sl + s2 car l'application 
1r : 2ls1 x 2ls2 -t K définie par 1r( x) = 1r1 (x) + 1r2 (x) est linéaire et telle 
que 1r(1jJ(w)) = (S1, w) + (S2, w). D'après le lemme 6.4.1, 1/J est complètement 
réductible, d'où 1/J(K(E)) est semisimple c'est-à-dire que S1 +S2 est complètement 
réductible. D 
Nous rappelons que le résiduel à gauche de L Ç E* par u E E* est le quotient 
u-1 L = {v E E*luv E L }. On définit également le résiduel à droite Lu-1 = {v E 
E*ivu EL}. 
Pour un mot w = w1 w2 ... Wn, avec wi E E, on apelle miroir de w noté iii, le mot 
iii = Wn ... w2w1. Par convention, € = c. Soit un langage L Ç 1::*, alors le miroir 
de L est L = { iiilw E L }. 
Définition 6.4.2. La représentation syntaxique (resp. algèbre) d'un ensemble 
L Ç E* est la représentation syntaxique (resp. algèbre) de sa série caractéristique. 
Un ensemble reconnaissable est complètement réductible si sa série caractéristique 
est complètement réductible. 
Proposition 6.4.3. La famille des ensembles complètement réductibles est fermée 
par miroir. 
Démonstration. Soit L un ensemble complètement réductible et soit (.,\, J.L, 'Y) une 
représentation linéaire de XL· Soit v : E* -t Knxn le morphisme défini par v( w) = 
J.L( iii)t. Alors nous avons : 
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Donc (·yf, v, Àt) est une représentation linéaire de Xl· D 
Théorème 6.4.4. La famille des ensembles complètement réductibles est fermée 
par résiduel, complément et miroir. 
Démonstration. Soit II la famille des ensembles complètement réductibles. Pour 
X E II et w E ~·, notons Y = w-1 X. Nous avons alors XY = xx · w et notons 
Vxy l'espace syntaxique engendré par les XY · u = xx ·wu. Puisque Vxy est un 
sous-espace stable de Vxx , les sous-espaces stables de VxY sont également des sous-
espaces stables de Vxx. Donc la représentation syntaxique de XY est complètement 
réductible, d'où Y E Il. Similairement et en utilisant le fait que la famille des 
ensembles complètement réductibles est fermée par miroir (proposition 6.4.3), 
nous demontrons que X w-1 E Il. 
Soit maintenant X E II et Y = 2;* \ X. Puisque 2;* est complètement réductible, 
alors, d'après la proposition 6.4.2, la série XY = XE· - Xx est complètement 
réductible, donc Y E Il. D 
Proposition 6.4.5. Pour tout ensemble reconnaissable L, les ensembles L et 
L n 2;+ sont simultanément complètement réductibles. 
Démonstration. Considérons que ê E L. Soit y = L n 2;* ; puisque XY = XL - 1 
alors nous avons le résultat d'après la proposition 6.4.2. D 
Proposition 6.4.6. Si L Ç 2;* est complètement réductible, alors le monoïde 
syntaxique de L a une représentation fidèle complètement réductible. 
Démonstration. Résulte directement de la proposition 6.2.3. D 
Nous rappelons que, d'après la remarque 6.4.1, la réductibilité complète de la 
représentation du monoïde syntaxique équivaut à la semisimplicité de son algèbre. 
On a alors une condition suffisante de complète réductibilité : 
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Proposition 6.4.7. Si l'algèbre du monoïde syntaxique d'un ensemble L Ç E* 
est semisimple, alors L est complètement réductible. 
Démonstration. D'après la proposition 6.2.3l'algèbre syntaxique deL est un quo-
tient de l'algèbre K(M(L)), avec M(L) le monoïde syntaxique de L. Ce qui, par 
conséquence prouve la proposition. D 
6.4.1 Ensembles birécurrents 
Définition 6.4.3. Un langage X Ç E* est un code si chaque mot dans x• peut 
s'écrire de manière unique comme une concaténation de mots de X ; autrement 
dit si pour tout n, m 2::: 1 et pour tous XI, ••. , Xn, x~, ... , x~ E X, la condition 
1 1 XI ••• Xn = XI •.• Xm 
entraîne n = m et xi = x~ pour 1 ~ i ~ n. 
Il est clair qu'un code ne contient pas le mot vide t: et que tout sous-ensemble 
d'un code est un code; en particulier, l'ensemble vide est un code. 
Exemple 6.4.1. L'ensemble X= {a, ab, ba} surE= {a, b} n'est pas un code car 
le mot w = aba a deux factorisations distinctes : 
a = (ab)a = a(ba). 
Exemple 6.4.2. Sur un alphabet à une seule lettre a, tout sous-ensemble de a• 
est un code si et seulement s'il est un singleton différent de t:. 
Définition 6.4.4. Un sous-ensemble X Ç E* est un code préfixe (resp. suffixe) 
si aucun mot de X n'est préfixe (resp. suffixe) propre d'un autre mot de X, 
autrement dit, si pour tout u, v E E*, u E X et uv E X (resp. vu E X) entraîne 
v= t:. Un code qui est à la fois préfixe et suffixe est dit bifixe. 
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Il est clair qu'un code X est suffixe si et seulement si son miroir X est préfixe. 
Soit M un monoïde et M' un sous-monoïde de M. Alors M' est unitaire droit 
dans M si pour tout u, v E M, 
u, uv E M' => v E M'. 
Symétriquement, M'est unitaire gauche si pour tout u, v E M, 
u, vu E M' => v E M'. 
Nous pourrions aussi dire que M' est unitaire droit si et seulement si M'-1 M' = 
M', et M'est unitaire gauche si M' M'-1 =M'. Un sous-monoïde M'de M est 
biunitaire s'il est à la fois unitaire gauche et unitaire droit. 
Nous avons alors 
Proposition 6.4.8. Un sous-monoïde M de E* est engendré par un code préfixe 
{resp. suffixe, bifixe) si et seulement s'il est unitaire droit (resp. unitaire gauche, 
biunitaire}. En particulier, un sous-monoïde de E* unitaire droit (resp. unitaire 
gauche, biunitaire) est libre. 
Démonstration. Soit M Ç E* un sous-momoïde, Q = M \ ê et X = Q \ Q2 son 
ensemble génerateur minimal. Supposons M unitaire droit. Soit x, xu E X pour 
u E E*. Alors x, xu E M et donc u E M. Si u "1= ê, alors u E Q; mais alors 
xu E Q2 contredit notre hypothèse. D'où u = ê et X est préfixe. 
Réciproquement, supposons X préfixe. Soit u, v E E* tel que u, uv E M = 
x·. Alors u = XI···Xn, et uv= YI"""Ym pour XI,····Xn,YI,····Ym Ex. Par 
conséquent 
X1· · ·XnV =YI"· "Ym· 
Puisque X est préfixe, ni x1 , ni y1 n'est préfixe l'un de l'autre, donc x1 = YI et 
ainsi de suite et nous avons x2 = y2 , ... Xn = Yn· Nous avons alors m ~ n et 
v = Yn+l · · · Ym E M d'où M est unitaire droit. 0 
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Définition 6.4.5. Un langage non vide X est dit récurrent si son automate 
minimal est fortement connexe et birécurrent si X et X sont récurrents. 
Proposition 6.4.9. Le sous-monoïde engendré par un code préfixe est récurrent. 
Démonstration. Soit X un code préfixe. D'après la proposition précédente (pro-
position 6.4.8), le sous-monoïde engendré par X est unitaire droit c'est-à-dire 
pour tout mots u, v si u, uv E X*, alors v E X*. Ceci implique que pour tout 
x E X*, nous avons x-1 X* = X* . Alors l'automate minimal de X* est de la 
forme A = (E, Q, i, 8, i) où l'ensemble des états finaux est réduit à l'état initial. 
Puisque A est émondé, alors A est fortement connexe. 0 
Corollaire 6.4.10. Le sous-monoïde engendré par un code bifixe est birécurrent. 
Automate miroir accessible 
Définition 6.4.6. Soit A = (E, Q, i, 8, F) un automate. L'automate miroir ac-
cessible de A, noté A, est l'automate obtenu en: 
(i) inversant les arêtes de A, 
(ii) construisant un automate accessible en utilisant F comme état initial et les 
ensembles contenant i comme états finaux. 
Nous avons alors A= (E, Q, F, 8', J) où 
- Q est la famille des ensembles non vides de la forme w- 1 F = { q E Qlq · w E F} 
- J = {U E Qli EU} 
Cet automate reconnaît X. En effet, y E X{:::} i ·y E F et i ·y E F {:::} i E F ·y. 
Soit M = cpA(E*) et M = cp .4(E*) les monoïdes de transitions respectifs de A et 
A. Il existe un anti-isomorphisme m H rn tel que le diagramme ci-dessous est 
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commutatif : 
M-----M 
En particulier, nous avons, pour tout mot w, m = cpA(w) si et seulement si 
rn = c.p À { w). L'action à gauche de M sur Q, définie par mU = V si V = { q E 
Qlqm E U} est telle que : 
mU=V<=:?Um=V {6.2) 
En effet, 
(mm')U =V= {q E Qlq ·{mm') EU}= {q E Ql(q · m) ·m'EU} 
donc (mm')U = m(m'U), ce qui prouve qu'on a une action à gauche. 
Proposition 6.4.11. Si A est un automate émondé reconnaissant X, alors A est 
l'automate minimal de X. 
Démonstration. Puisque A est émondé, pour tout mot w, nous avons 
En effet, w-1 F =1 0 équivaut au fait qu'il existe des états dans A qui sont atteints 
par des mots v tels que vw E X, autrement dit que X w- 1 est non-vide. 
En outre, nous vérifions aisément que pour tout w, w' E ~·, 
Puisque les ensembles non vides X w-1 sont miroirs des états de l'automate mi-
nimal de X, alors l'application w-1 F .-.+ w- 1 X est bijective et de ce fait, A est 
l'automate minimal de X. D 
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Réductibilité des ensembles birécurrents 
Nous abordons cette section par les deux propositions suivantes : 
Proposition 6.4.12. Soit A= (l::, Q, i, 8, F) l'automate minimal d'un ensemble 
X. Soit S =xx, S =Xx et cp= 'PA· Pour tout mot w E ~·, on a 
(i) ic.p(w) = i si et seulement siS· w = S; 
(ii) c.p(w)F = F si et seulement siS· w =S. 
Démonstration. (i) Supposons i · w = i. Alors, pour tout u E ~·, 
(S · w, u) = 1 <*wu EX<* i ·wu E F <* i · u E F <=> (S, u) = 1. 
Donc S · w = S. Réciproquement, si S · w = S, alors pour tout u E l::*, 
i ·wu E F <* (S, wu)= 1 <* (S · w, u) = 1 <* (S, u) = 1 <* i · u E F 
ce qui entraîne w-1 X = X, qui, d'après la définition de l'automate minimal, nous 
donne i · w = i. 
La démonstration du (ii) est analogue, en utilisant le fait que, d'après l'équation 
6.2, 
<p(w)F = F <* F · w = F 
dans l'automate A. 0 
Proposition 6.4.13. Soit A= (l::, Q, i, 8, F) l'automate minimal d'un ensemble 
birécurrent X. Soit cp = cp A et M = <p(~*). Le monoïde M contient un idempotent 
e tel que : 
(i) ie = i et eF = F 
(ii) L'ensemble eMe est l'union d'un groupe fini G et d'un élément 0, si 0 E M. 
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Démonstration. Supposons que M contienne un zéro. D'après la proposition 6.1.1, 
le monoïde M contient un unique idéal 0-minimal D qui est une V-classe régulière. 
Soit w un mot tel que rp(w) E D. Puisque A est fortement connexe, il existe un 
mot u tel que i E Q · wu. Posons w' = wu et donc cp( w') E D. 
Ensuite, puisque A est fortement connexe, il existe v tel que F · ;;;'v = F et donc 
cp(vw')F = F d'après l'équation 6.2. Alors cp(vw') E D car D est un idéal et 
cp(w') E D. Puisque cp(vw')F = F, il est impossible d'avoir cp(vw')2 = 0 donc il 
existe une puissance de vw', notons x tel que e = cp(x) soit un idempotent. 
Puisque i E Q · w', i est dans l'image de e ( Q · w' étant dans Q · cp(vw'Y = Q · e, 
avec x ~ (vw'Y) et donc ie = i, vu que e est un idempotent. Nous avons aussi 
eF = F car rp(vw')F = F => cp(vw'Y F = eF = F. En plus, les éléments non nuls 
du groupe eM e forment le groupe de la V-classe. D 
Nous avons maintenant tous les outils nécessaires pour énoncer et démontrer le 
résulat principal de cette section sur la réductibilité des ensembles birécurrents; 
théorème dû à Dominique Perrin dans (PERRIN, 2013). 
Théorème 6.4.14. Les ensembles birécurrents sont complètement réductibles. 
Démonstration. Soit X un ensemble birécurrent, S = xx et A = (E, Q, i, 6, F) 
l'automate minimal de X. 
Soit cp = 'PA et 1/J = 1/Js. D'après la proposition 6.4.13, il existe un mot x E E* 
tel que cp(x) soit un idempotent, icp(s) = i et cp(x)F = F et tel que cp(xE*x) soit 
l'union d'un groupe fini et de 0 (si 0 E cp(E*)). 
Posons M = 1/J(E*) ete = 1/J(E*). D'après la proposition 6.2.3, e est un idempotent 
de M tel que eMe est l'union de 0 (si 0 E M) et d'un groupe fini. De plus, d'après 
la proposition 6.4.12, nous avons pour tout u E E*, (S, u) = (S, ux) = (S, xu). 
Posons également V = Vs et prenons une base de V. Nous pouvons considérer 
M comme un monoïde de n x n-matrices et V comme un espace vectoriel de 
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vecteurs-lignes de taille n. Soit >. le vecteur-ligne de taille n représentant S et soit 
'Y le vecteur-colonne de taille n tel que, pour tout w E E*, (S,w) = >.'1/J(w)r. 
Soit 21l'algèbre engendrée par M. Alors V est un 21-module de dimension finie. 
Pour la démonstration du théorème, nous allons vérifier que les conditions du co-
rollaire 6.3.4 sont satisfaites par 21, V et e. 
Dans un premier temps, puisque e21e est l'algèbre engendrée par eMe, alors, 
d'après le théorème de Maschke (théorème 6.3.1), Ve est complètement réductible 
sur e21e. Ensuite, puisque irp(x) = i, nous avons, >.e = >. d'apres la proposition 
6.4.12. Puisque V est engendré par les vecteurs >.m, mE M, il est donc engendré 
par l'ensemble >.eM. D'où V= Ve21. 
Soit maintenant W l'espace des vecteurs-colonnes de taille n. De manière symétrique 
au cas de V, W est engendré par les éléments m"(, mE M. D'après le (ii) de la 
proposition 6.4.12, puisque rp(x)F = F, nous avons er= 'Y· Alors West engendré 
par les éléments de l'ensemble Mer, ce qui implique que W = 21eW. De plus, nous 
avons v21e = 0 <=? v21eW = 0 et alors {v E Vlv21e = 0} est l'espace orthogonal à 
l'espace engendré par 21eW. D'où {v E Vlv21e = 0} = O. La deuxième condition 
est ainsi satisfaite. 
D'après le corollaire 6.3.4, nous concluons que le monoïde M est complètement 
réductible, ce qui achève notre démonstration. 0 
Ce théorème a pour conséquence le résultat suivant, dû à Chistophe Reutenauer 
dans (REUTENAUER, 1981). 
Corollaire 6.4.15. Le sous-monoïde engendré par un code bifixe reconnaissable 
est complétement réductible. 
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