Abstract-The results of a PLC implementation of embedded Model Predictive Control (MPC) for an industrial problem are presented in this paper. The embedded MPC developed is based on the linear MPC module in SEPTIC (Statoil Estimation and Prediction Tool for Identification and Control), and it combines custom ANSI C code generation with problem size reduction methods, embedded real-time considerations, and a primal-dual first-order method that provides a fast and light QP solver obtained from the FiOrdOs code generator toolbox. Since the primal-dual first-order method proposed in this paper is new in the control community, an extensive comparison study with other state-of-the-art first-order methods is conducted to underline its potential. The embedded MPC was implemented on the ABB AC500 PLC, and its performance was tested using hardware-in-the-loop simulation of Statoil's newly patented subsea compact separation process. A warm-start variant of the proposed first-order method outperforms a tailored interiorpoint method by a factor of 4 while occupying 40% less memory.
I. INTRODUCTION
Model Predictive Control (MPC) has been successfully used over the years in several applications, especially in the process industry where MPC was given much attention before solid theoretical support was established for some critical aspects (e.g. stability) [1] , [2] . Today, a lot of theoretical MPC literature exist due to advancements in research.
It is notable that the success of MPC in industrial applications, to a large extent, is dominated by advanced high-level process control applications based on software implementation in PC/server technology [1] , [2] . However, significant progress has been made in recent years in the area of embedded Model Predictive Control, where contributions cover online approaches, which exploit MPC problem structure [3] , [4] , [5] , and the explicit approach, which pre-computes the solution of the parameterized MPC problem offline [6] , [7] . Remarkable progress has been made in the academic research and development of efficient high-speed solvers. Algorithms that target embedded platforms are available in FiOrdOs [8] , FORCES [5] , CVXGEN [9] , qpOASES [3] , and MPT3 [10] , just to name a few. Earlier work on the implementation aspects of MPC on embedded hardware are reported in [11] , [12] , [13] , [14] , [15] , [7] , where a common goal is the efficient use of resource constrained embedded hardware. Steps towards real-time guarantees or effects of limited computation time on MPC stability and feasibility have also been made in recent research work [16] , [17] .
Over the years, industrial MPC design packages have developed and implemented strategies that contribute to the immense success of MPC, even in cases where academic justification was lacking or impractical [2] , [1] , [18] . It is therefore timely to look at viable ways of combining wellproven possibilities in industrial MPC design packages with the fast growing developments in academic research and in the process contribute to meet the need for MPC solutions on ultra-reliable industrial embedded computers.
This paper presents the results of a feasibility study covering an implementation of embedded MPC on the ABB AC500 programmable logic controller (PLC) for a subsea separation process based on the linear MPC module in SEP-TIC (Statoil Estimation and Prediction Tool for Identification and Control) [18] . The embedded MPC design approach used in this work combines custom code generation with problem size reduction methods, embedded real-time considerations, and a primal-dual first-order method that provides a fast and light quadratic programming (QP) solver obtained from FiOrdOs [8] . Another contribution of this paper is to introduce a new primal-dual first-order method to the control community. The method is adapted from the computer graphics community and shows superior performance over state-of-the-art first-order methods in a comparison study.
The following sections cover essential aspects of the embedded MPC, starting with the process model (Section II), the mathematical problem formulation (Section III), the primal-dual first-order method (Section IV), and the implementation aspects considered in order to achieve a functional high-performance predictive controller in a PLC (Section V). Finally, Section VI presents and discusses the hardware-inthe-loop simulation results, followed by concluding remarks.
II. THE SUBSEA SEPARATION PROCESS
The process consists of separating a multiphase input flow of liquid (oil/water) and gas at two stages (see Fig. 1 ). First, a Gas-Liquid Cylindrical Cyclone (GLCC) separates the liquid and gas coarsely, and at the second stage a phase splitter and a de-liquidizer are used for finer separation.
The main objective is the control of gas volume fraction in the gas and liquid outlets. Since the outlets lead to a compressor and a pump, it is essential that the gas and liquid
The compact subsea separation process contents are kept within their acceptable limits. It is also necessary to control the pressure in the GLCC and the deliquidizer around their working points while respecting the physical limits of all valves. A key challenge is that, unlike most separation techniques, no buffer volumes are allowed in the subsea separation unit. Consequently, the dynamics are much faster, and disturbance effects are much more significant in the process. Due to space restrictions, the reader is referred to the patent description in [19] for further details as well as the mathematical modeling of the process. The above process description naturally leads to a multivariable control problem with constraints on both inputs and outputs. MPC is chosen as the preferred control method because besides its predictive behavior, constraints are explicitly taken into account requiring no additional logics and ad hoc strategies. Since the separation unit is to be placed at the sea bed, an embedded MPC solution is desirable.
III. THE EMBEDDED MPC FORMULATION
The MPC problem can be formulated as
where k 0 is the initial time instant, H p and H u are the prediction and control horizons, respectively, and H w > 1 specifies the number of initial steps in which the deviations from the controlled variable (CV) reference r(k), y e (k) = y(k) − r(k), are not penalized.Q y 0, andP 0 are weighting matrices, and ∆u(k) is the change in input u(k). The input u is also known as the manipulated variable (MV), and u e (k) = u(k) − iv(k) is the deviation error from the ideal (or steady state) value iv(k) of the MV. The slack or penalty variables ε h , ε l , weighted by ρ h , ρ l > 0, relax the upper and lower constraints of the CVs so that infeasibility cannot occur in case of large disturbances or prediction model errors. The closed loop stability of the MPC problem can be achieved by an adequate choice of the weightsQ y ,P and the horizon lengths H p and H u .
The prediction model y(k|k 0 ) is obtained from SEPTIC's single-input single-output (SISO) step response models that are grouped to form a sampled multi-input multi-output (MIMO) system according to the formulations in [1, §4. 1.3] . A constant disturbance model is further used to introduce an integral action and thus remove steady-state control errors.
After lumping all decision variables of same type in problem (1) into vectors
and defining the single decision vector x as
problem (1) can be rewritten in compact form as the QP
Note that vectors g,b i and b e as well as matrices H,Ā i and A e are easily deduced from the step response model as well as the objective and constraints in (1). Explicit expressions are omitted for the sake of saving space.
To reduce the size of decision vector x and thus enhance solver speed, we have applied common techniques such as move blocking (manipulated variables are fixed to be constant over several time-steps) and evaluation of the controlled variables y(k) on a subset of {k 0 + H w , . . . , k 0 + H p } only.
IV. THE PRIMAL-DUAL FIRST-ORDER METHOD
This section discusses the solution method for the MPC problem in (2) . For the sake of a compact presentation, we first rewrite the MPC problem in standard notation as
where x ∈ R n is the decision vector, b e ∈ R m e is the parameter changing in every sampling instant and H ∈ R n×n is the positive semi-definite Hessian. The convex set X is defined by all the inequalities in (2) such that the projection operator
can be evaluated analytically or by means of an algorithm with finite convergence. For MPC problem (2), set X contains upper/lower bounds on ∆U, U, ε h and ε l . Note that projection on the penalized output constraints is not simple, in fact, solving this problem parametrically with MPT [10] leads to more than 30'000 regions. So, the inequalities involving Y are better kept as
For the MPC problem in this paper, we propose the preconditioned primal-dual first-order method in [20] which was originally developed for imaging applications. This method Algorithm 1 Preconditioned primal-dual first-order method for problem (3) Require:
operates on both primal and dual iterates and can be applied to solve convex problems of min-max type
where x and λ are the primal and dual variables respectively. Functions φ and θ * can be any extended real-valued, convex and closed functions with the important property that their preconditioned proximity operators, e.g.
with T ∈ R n×n being some positive definite matrix, can be evaluated in closed-form or computed efficiently. Problem (3) can be rewritten as (5) by using the definitions
where b ∈ R m , m = m e +m i , and φ (x) = 1 2 x T Hx+g T x+ι X (x). In these definitions, ι(·) denotes the indicator function of the corresponding set, e.g. for the dual set Λ it is given as
The algorithmic scheme of the preconditioned primal-dual first-order method from [20] , adapted to problem (3), is stated in Algorithm 1. It can be shown that the sequences {x i }, {λ i } converge to a primal/dual pair of optimizers (x * , λ * ) of (3) if the preconditioner matrices are chosen as the diagonal matrices Σ = α · diag (σ ), α ∈ (0, 1), and T = diag (τ) where
The preconditioner matrices Σ and T can be interpreted as 'step size matrices'. In fact, choosing them according to (8) with α ∈ (0, 1) ensures that the convergence criterion
for Algorithm 1 is satisfied (cf. [20, Lemma 2] ). In general, larger step sizes lead to faster convergence, hence, constant α should be chosen close to 1. The following remarks are important for further speeding up convergence. Remark 1: If matrix A does not change at runtime, it is possible to rescale the preconditioners, i.e. let
where matrices Σ and T are chosen according to (8) . The reader may verify that the rescaled preconditioner matrices (9) and can only improve step sizes given by the previous preconditioner matrices since ν > 1.
Remark 2: Any preconditioners Σ and T that fulfill the convergence criterion in (9) give rise to new preconditioners Σ = η · Σ and T = η −1 · T that, for any η > 0, also fulfill the convergence criterion. This fact can be exploited for tuning purposes, i.e. to balance primal/dual step sizes. The crucial step in Algorithm 1 is in line 3: Only if the minimization problem in x can be solved efficiently, good performance of the primal-dual first-order method can be expected. For the MPC problem in this paper, set X contains upper/lower bounds on some components of x only, whereas the Hessian H is diagonal. Since the preconditioner matrix T is diagonal positive definite, the minimizer in line 3 is
where the projection on set X is a component-wise saturation.
A. Code Generation with FiOrdOs
FiOrdOs 1 is a Matlab toolbox that allows to transform a Matlab description of a parametric optimization problem of type (3) into a C code implementation of a dedicated first-order method. In the upcoming release of FiOrdOs, the primal-dual first-order method in Algorithm 1 will be available. The C code implementation for the MPC problem in this paper was obtained from a preliminary release.
B. Comparison Study
In the following, we present results of a comparison between the primal-dual first-order method in Algorithm 1 and other state-of-the-art first-order methods in Matlab. It turns out that for the MPC example of this paper, the proposed method has superior performance over all other methods. So, it is the first choice for an implementation on a PLC.
For a careful and fair comparison, we have created a set with 70 instances of the parameter b e , where all of them lead to penalty variables ε * h = ε * l = 0 in the optimal solution. For 36 instances, no other constraint is active in the optimal solution, i.e. the optimal solution can be obtained in closed form. For 13 instances, at most three additional inequality constraints are active, and for the remaining 21 instances, 11 additional inequalities are active at the optimal solution.
All iterates of the tested methods were initialized at the origin (cold-start) and the stopping criterion was chosen as x i −x * / x * ≤ 10 −3 (in all cases, the minimizer is unique). This accuracy turned out necessary for obtaining good control performance in hardware-in-the-loop simulations.
For those methods that require a positive definite Hessian, we have computed the largest common perturbation δ > 0, such that the solution x * δ to problem (3) with the perturbed Hessian H δ = H + δ · I n satisfies x * δ − x * / x * ≤ 0.5 · 10 −3 . The value found is δ = 5 · 10 −4 , leading to a condition number of about 2 · 10 5 for the perturbed Hessian. 
all > 100 000 all > 100 000 GPAD
The results of the comparison study are presented in Table I which also states the main parameters of the methods in the notation used in the cited original publications. The study encompasses the proposed method in Algorithm 1, untuned (η = 1, cf. Remark 2) and empirically tuned for good performance (η = 10). The latter is used in the benchmark implementation in Section VI-B. Note that prior to balancing the preconditioners with constant η, we follow the rescale procedure in Remark 1 in both cases. Furthermore, we have tested the alternating direction method of multipliers (ADMM) with the splitting proposed by [21] , assuming that projection on set X ∩ {x | A i x ≤ b i } is 'simple'. (In fact, it is not simple, and the projection operator was evaluated with CPLEX in our study. However, the iteration count gives a baseline for comparison with our method.) Next, we have implemented the dual fast gradient method (FGM) from [17] with the optimal step size determined by 1/L. This method requires a strongly convex objective, hence we had to resort to the perturbed Hessian H δ . The method in [22] is a very recent generalization of the former, using a generalized fast gradient method. Full matrix L λ and diagonal matrix L µ were computed via the convex SDP
Finally, results from the accelerated dual gradient projection method (GPAD) from [23] and its generalization in [22] are reported. These methods require the perturbed Hessian and dualize all inequality constraints (also the ones defining set X). For the generalized variant of [22] we have chosen L µ as given in Table I . This leads to a subproblem that for our MPC problem cannot be solved in closed form but requires CPLEX. Thus, the stated iteration counts must be understood as a baseline for comparison reasons only. (A diagonal L µ leads to a closed form solution, however, we have obtained more than 25 000 iterations in this case.) Restarting variants of the methods are implemented according to [22, Eq. (40) ]. Note that both dual FGM and GPAD do not have any tuning parameters, whereas ADMM has parameters ρ and α which have been chosen empirically for good performance. From the results in Table I we conclude that, taking into account the per iteration cost, the primal-dual first-order method performs by far best. Even the untuned version shows faster convergence than all the other methods with similar per iteration costs. For our MPC problem, the generalized FGM performs worse than the standard dual FGM. Significant improvement was only observed for those problem instances with a small number of inequalities active at the optimal solution. The more active inequalities, the worse the observed performance. Another interesting observation is that restarting can slow down convergence.
V. THE EMBEDDED PLATFORM
PLCs are found in many industrial control systems today due to their operational robustness, suitability in harsh environments, and the availability of multiple I/O arrangements and several standard industrial communication protocols that usually form an integrated part of PLCs. Their use is popular when it comes to relay replacement logics and simple control algorithms which are easily implemented using the classic IEC 61131-3 PLC programming languages. However, the software resource availability and development in real-time programming languages such as C/Real-time POSIX and Real-time Java make the IEC 61131-3 languages less attractive for implementing complex control algorithms. In recent times, support for general purpose programming languages such as C/C++ is emerging as an integrated part of the PLC software environment, and therefore making the PLC attractive for embedded MPC applications.
The target platform is the ABB AC500 PM592-ETH PLC, and the PLC software development tool used is the ABB PS501 Control Builder Plus 2.3, which is based on the CoDeSys automation platform technology. Programming and runtime support is offered for ANSI C89 and C99 code integrated into a PLC software/runtime architecture. A C code application in the PLC is therefore defined as an IEC 61131-3 application that has at least one function or function block written in C. To compile the C code part of the PLC application, the GNU GCC 4.7.0 compiler toolchain is offered with limited compiler/optimization options. Linking against external libraries is not supported, implying that a library-free MPC code is preferred.
The practical feasibility of MPC on a PLC depends immensely on the processing power and memory requirements of the given MPC problem and the selected solution approach/strategy. The AC500 PM592-ETH PLC has a Freescale TM G2 LE implementation of the MPC603e microprocessor that runs at 400 MHz. The MPC603e is a RISC CPU with a dedicated hardware floating point unit (FPU), which is fully IEEE 754-compliant for both single and double precision. The PLC is also equipped with 4MB RAM for user program memory and 4MB integrated user data memory.
VI. EMBEDDED MPC RESULTS ON THE PLC

A. Test Setup and PLC Implementation
The embedded MPC application is based on the design specifications obtained from the linear MPC configuration (config) of the subsea separation process in SEPTIC. An automatic C code generator is used to extract process and MPC design data from the SEPTIC config files, and custom QP config file/data and online measurement update functions are produced based on the MPC formulation outlined in Section III. A C code generator (e.g. FiOrdOs) is used to obtain the QP solver code based on the custom QP config file/data. The complete MPC code is implemented in the PLC software development environment as a C function block. The resulting embedded MPC program has a dedicated task that starts initialization and runs a main loop consisting of
• a function for loading initial conditions for the MPC,
• functions to send and receive data and scheduling tags,
• functions for calculating unmeasured disturbances, and • a custom QP solver with a warm-starting routine. Further details of the embedded MPC design approach and some preliminary results are reported in [24] .
The MPC for the subsea separator has 4 CVs with 10 evaluation points each, 3 MVs (cf. Fig. 1 ), each with 6 move blocking indices, 2 measured process disturbances (DVs), and 6 slack variables. In total, the problem contains 58 equality constraints, 138 inequality constraints, and 82 decision variables. The valves labeled u hs and u hl in Fig. 1 are controlled by dedicated controllers that provide safety level control for the liquid levels hs and hl.
In this paper embedded MPC based on CVXGEN's primal-dual interior-point method (IP) is used as the benchmark for comparison with the MPC implementation based on the proposed primal-dual first-order method in Algorithm 1. CVXGEN provides a library-free custom C code generation framework that is suitable for the standard QP formulation in this study (no reformulations required). Moreover, the optimality and numerical stability parameters provided by CVXGEN make it possible to tune the QP solver for its "best" solution for the PLC application in a straightforward manner. The following strict optimality and numerical stability parameters were used for the CVXGEN QP solver: duality gap = 10 −4 , constraint residual = 10 −6 , max iterations = 25, KKT regularization = 10 −7 , and refine steps = 1. The control performance results of the IP based MPC are referred to as the benchmark results in the following sections. CVXGEN recommends the use of cold-start since the solver's performance does not improve significantly with warm-start. Therefore only cold-start results are provided for the benchmark controller.
The hardware-in-the-loop test setup consists of the PLC implementation of the embedded MPC in closed loop with a SEPTIC process simulator developed for the subsea compact separation unit. For testing the control performance a hydrodynamic slugging scenario is assumed. Slugging occurs when gas flows faster than the liquid in the inlet pipe, resulting in waves on the liquid surface that grow large enough to fill the pipe completely. This situation is considered as a worst case scenario in the inlet flow of the compact separator. The inlet flow sequence used to simulate the slugging case consists of the two fast-changing process disturbances shown in Fig. 2 .
A sampling frequency of 1 Hz was used, requiring realtime computational time much less than a second. FiOrdOs was used to generate a library-free C code that implements the proposed first-order primal-dual method outlined in Algorithm 1. The control performance of the resulting embedded MPC program that runs on the AC500 PLC is summarized in Table II and Fig. 3 . Tests 1-4 in Table II represent baseline tests for cold-start performance of the IP and the first-order method, where the Mean Square Error (MSE) values of the CVs were used as the control performance measure. The deviations from the pressure setpoint values were used for calculating the MSE of CV1 and CV2, while the measured gas contents in the process outlets were used for calculating the MSE of CV3 and CV4.
The maximum iteration limit for the first-order method that provides a similar control performance as the IP benchmark was found to be 785 iterations. Although this means about 45 times more iterations than the IP solver, the computation times are close (only 40% increase for double precision, 60% increase for single precision (sp)). However, the first-order method can benefit substantially from warm-starting from the shifted previous solution. Tests 5-6 in Table II indicate that about 6 times computational speed-up is achieved. Moreover, the corresponding MSE values of the CVs in Table II show an improvement in control performance. Note that warmstarting for IP is not supported by CVXGEN and also, warmstarting for IP requires more effort than in the first-order case. For more details on warm-starting in MPC we refer the reader to [25] where speed-ups of 1-5 times are reported.
Table II also lists the compiled MPC code size ('C') and the overall PLC program size ('PLC'). The numbers underline that a significantly light program is obtained when using the proposed first-order method. The difference in the C code and the PLC program size is an indication of the extra memory required to incorporate the C code into the PLC software structure defined in the AC500 592-ETH target. 
VII. CONCLUSIONS
This paper provides a viable approach to achieve a real-time predictive controller on an ultra-reliable industrial hardware and, furthermore, motivates the use of first-order methods in embedded MPC. Essential aspects of a PLC implementation of embedded MPC for an industrial problem are covered, where automatic code generation, problem size reduction methods, embedded real-time considerations, and the proposed primal-dual first-order method are highlighted as key elements that contribute to the successful application. The results of the comparison study on first-order methods emphasize the potential of the proposed primal-dual method. The PLC implementation of the warm-start variant was found to outperform a tailored interior-point method by a factor of 4 while occupying 40% less memory.
