Percolation threshold of a network is the critical value such that when nodes or edges are randomly selected with probability below the value, the network is fragmented but when the probability is above the value, a giant component connecting a large portion of the network would emerge. Assessing the percolation threshold of networks has wide applications in network reliability, information spread, epidemic control, etc. The theoretical approach so far to assess the percolation threshold is mainly based on spectral radius of adjacency matrix or non-backtracking matrix, which is limited to dense graphs or locally treelike graphs, and is less effective for sparse networks with non-negligible amount of triangles and loops. In this paper, we study high-order non-backtracking matrices and their application to assessing percolation threshold. We first define high-order nonbacktracking matrices and study the properties of their spectral radii. Then we focus on the 2nd-order non-backtracking matrix and demonstrate analytically that the reciprocal of its spectral radius gives a tighter lower bound than those of adjacency and standard non-backtracking matrices. We further build a smaller size matrix with the same largest eigenvalue as the 2nd-order non-backtracking matrix to improve computation efficiency. Finally, we use both synthetic networks and 42 real networks to illustrate that the use of the 2nd-order non-backtracking matrix does give better lower bound for assessing percolation threshold than adjacency and standard non-backtracking matrices.
INTRODUCTION
Percolation theory is a powerful statistical physics tool to describe information and viral spreading in social environment [29, 16, 14] , robustness and fragility of infrastructural or technological networks [5, 11, 8] , among other things, and thus its impact spreads well beyond statistical physics and reaches computer science, network science and related areas. Percolation is a random process independently occupying sites (a.k.a. nodes) or bonds (a.k.a. edges) in a network with probability p (with probability 1 − p the site or bond is removed). In particular, the bond percolation can be identified to a special case of independent cascade model [23, 16] . In this paper, our discussion focuses on bond percolation, although similar approach applies to site percolation as well. As probability p increases from 0 to 1, the network is expected to experience a phase transition from a large number of small connected components to the emergence of a giant connected component, with the size proportional to the size of the network. The value p at this transition point is referred to as the percolation threshold.
The percolation threshold can be used to assess the spreading power of a network from a topological point of view. For example, in studying epidemics in a social network, a small percolation threshold means that a virus is easy to spread in the network and infects a large portion of the network. Thus, many applications rely on the concept of percolation threshold, such as finding influential nodes in a social network [21, 18] , facilitating or curbing propagations [7, 6] , and determining transmission rates in wireless networking [10, 1] . Therefore, it is crucial to have an accurate understanding of the percolation threshold in networks.
However, since the exact percolation threshold for a general network is analytically difficult to obtain, these applications rely on some theoretical estimates of the actual percolation threshold. A commonly used theoretical estimate is the reciprocal of the largest eigenvalue λA (same as the spectral radius) of the network's adjacency matrix A (e.g. in [28, 3, 7, 6] ). In particular, Bollobás et al. show that this estimate is accurate for dense networks [3] . However, in sparse networks, it could be far off. For example, in a ring network (Fig. 1a) , the real percolation threshold is 1, but its adjacency matrix has the largest eigenvalue 2, predicting the percolation threshold is 0.5.
Recently, the reciprocal of the largest eigenvalue of the network's non-backtracking matrix [15, 12] is introduced as a better theoretical estimate of the percolation threshold. We defer its technical definition to Section 2, and give an intuitive explanation on the issue of the adjacency matrix that is addressed by the non-backtracking matrix. Let π be a vector, with πi representing the probability that node i is in the giant connected component, when every edge has a probability of p to be occupied. Let A be the adjacency matrix of the graph, and Ni be the set of neighbors of i. The i-th entry of pAπ satisfies [pAπ]i = j∈N i pπj, which approximately represents that i could connect to the giant component through one of its neighbors j (with probability pπj). Thus it should be the same as πi, and in matrix form, we have pAπ = π. This suggests that 1/p should be at most λA, i.e. 1/λA is a lower bound of the percolation threshold. However, for every edge (i, j) in the network, the above approximation considers both that i may rely on j to connect to the giant component and j may rely on i, but the two cases should not jointly occur. Therefore, the estimate by 1/λA inflates the probability that a giant component emerges and underestimates the percolation threshold. The non-backtracking matrix addresses this issue by disallowing such directed circular dependency between a pair of nodes on an edge.
However, non-backtracking matrix only works well in locally treelike graphs. In non-treelike graphs, it provides a lower bound, bot not as close as the true percolation threshold. As suggested by the famous small-world network study [30] , a significant amount of triangles exist in many real networks. The non-backtracking matrix does not eliminate the circular dependency through triangles or other local structures, and thus it may still underestimate the percolation threshold. For example, in the triangle ring network in Fig. 1b , the real percolation threshold is 1, but the theoretical estimates by the adjacency and non-backtracking matrices are 0.3333 and 0.5523, respectively.
In this paper, we extend the idea of the non-backtracking matrix to define high-order non-backtracking matrices. We first define the high-order non-backtracking matrices and study the evolution of their largest eigenvalue with respect to order (Section 3). Then, we propose that the reciprocal of the largest eigenvalue of the 2nd-order non-backtracking matrix can provide a better estimate for the percolation threshold in an arbitrary network, because it eliminates the circular dependency from triangles (Section 3). We further provide an alternative matrix sharing the same largest eigenvalue but with substantially smaller size to improve computation efficiency. Finally, we conduct extensively experiments on both the forest fire model and 42 real networks to demonstrate the effectiveness of our method (Section 5).
To summarize, our contributions include: (i) proposing the high-order non-backtracking matrices and studying their eigenvalue properties; (ii) establishing a more precise theoretical estimation for bond percolation threshold and finding a faster approach to evaluate it; and (iii) supporting our analysis by empirical evaluations on synthetic and real networks.
Related Work
For random degree-uncorrelated network models, the percolation threshold can be approximated as d /( d 2 − d ) [9, 5] . Here, d and d 2 are separately the first and the second moments of the degree distribution. This estimation is less predictive for real networks where degree correlations appear.
Bollobás et al. [3] show that the percolation threshold of dense graph is reciprocal of the largest eigenvalue of the adjacency matrix. However, the conclusion requires restrictive conditions for the networks. Especially for sparse networks, this estimation can be only regarded as providing a lower bound for the true percolation threshold.
Since a lot of realistic networks are sparse, Karrer et al. [15] and Hamilton et al. [12] simultaneously propose that the reciprocal of the largest eigenvalue of the nonbacktracking matrix is a tighter lower bound for bond and site percolation threshold, respectively, on sparse networks. This prediction is based on a message passing technique and obtained by heuristic equations and approximations on locally treelike structures. Radicchi [25] further presents a mapping between the site and bond percolation to mathematically verify the predicted bond and site percolation thresholds are identical in this method. Although the estimation based on the non-backtracking matrix is more precise than that based on the adjacency matrix, it is still not close enough to the true percolation threshold on many real networks [26] , since it suffers from the limitation of the treelike assumption. Radicchi et al. [27] also derives an alternative matrix of the non-backtracking matrix based on triangle elimination to improve the estimate for the site percolation threshold. However, this alternative matrix would overshoot on bond percolation. That means this estimate may overestimate the percolation threshold, leading it no longer provides a lower bound for the bond percolation threshold.
PRELIMINARIES
We consider a finite connected undirected graph G = (V, E) with N nodes and E edges, where V = {1, 2, · · · , N } is the set of N nodes and E = {(i, j) | i, j ∈ V} is the set of E edges. The connectivity between nodes in G is described by an adjacency matrix A, in which the element aij = 1 if (i, j) ∈ E, and aij = 0 otherwise. We assume that G has no self-loops, i.e. aii = 0 for all i ∈ V. Henceforth, the adjacency and non-backtracking matrices are all refer to this graph G, when the context is clear.
The bond percolation model is only controlled by one parameter, bond occupation probability p. That means, in a network G, each edge is independently occupied with probability p. The percolation clusters are sets of nodes connected only by occupied edges. For p = 0, no edge is occupied so that there are N isolated clusters of size one. For p = 1, all edges are occupied and all nodes compose a single cluster of size N . At intermediate values of p, the network undergoes two different phases: the non-percolating phase, where all clusters have microscopic size; the percolating phase, where a single macroscopic cluster (the giant component), whose size is comparable to the entire network, is present. The percolation threshold pc is the value above which the giant cluster appears; below pc there are only small clusters.
The transition can be monitored through two primary quantities of interest, the relative sizes of the first and second largest clusters with respect to the size of the network, denoted by S1(p) and S2(p), respectively. In order to evaluate percolation threshold numerically, there are many different estimates for pc being proposed, such as the occupation probability corresponding to the maximal value of S2(p), the peak position of the empirical variance of S1(p) and the average size of clusters except the largest one [26] . In this paper, we determine the best empirical estimate for percolation threshold as the value of p where the second largest cluster reaches its maximum, namely
(1)
In the following, we will compare it with theoretical approaches to check their validity. The first theoretical estimate is based on the adjacency matrix. Bollobás et al. [3] show that for percolation on dense networks, the percolation threshold can be given by
where λA is the largest eigenvalue of matrix A, which is also the spectral radius of A. 1 Although this estimate provides a good prediction for percolation threshold on networks with high density of connections, it becomes less precise on sparse networks.
Since a lot of realistic networks are sparse, a new estimate based on non-backtracking matrix [13, 17] is proposed to give a better prediction. For any undirected network G, we can transform it to a directed one through replacing each undirected edge (i, j) by two directed ones i → j and j → i. The non-backtracking matrix, denoted by B, is a 2E × 2E matrix with rows and columns indexed by directed edges i → j and entries are given by
where δij is the Kronecker Delta Function (δij = 1 if i = j, and 0 if i = j). In other words, for any two directed edges i → j, j → k, B i→j,j→k = 1 if k = i, and thus B i→j,j→k records the walk from i to j and continuing to k but not backtracking to i. Under the locally treelike assumption, which means that the local neighborhood of a node is close to a tree without redundant paths, the reciprocal of the largest eigenvalue of B provides a close lower bound for sparse networks [15, 12] , namely pc ≥ 1 λB , and pc ≈ 1 λB .
As already mentioned in the introduction, the nonbacktracking matrix relies on the approximation of the locally treelike structure and it does not eliminate triangle dependency, and thus it may not give a tight lower bound of the bond percolation threshold. In the following, we propose a more powerful tool, high-order non-backtracking matrices, to better estimate bond percolation threshold.
HIGH-ORDER NON-BACKTRACKING MATRICES
In this section, we first introduce the definition of highorder non-backtracking matrices, and then investigate their properties.
In a network G, let i1 → i2 → · · · → ig+1 stand for a length-g directed path composed by g + 1 different nodes i1, i2, · · · , ig+1, obeying ai k i k+1 = 1 (1 ≤ k ≤ g). For the sake of saving space, we use i1i2 · · · ig+1 to stand for lengthg directed path in place of i1 → i2 → · · · → ig+1. Let Pg be the number of length-g directed paths in G. Then, we define the g-th-order non-backtracking matrix as follows: Definition 1. The g-th-order non-backtracking matrix B (g) is a Pg × Pg matrix with rows and columns indexed by length-g directed paths. The elements in B (g) are
In other words, for each length-(g + 1) directed path, i1i2 · · · ig+2, we have B = 0. We can regard matrix B (g) as encoding the relations between length-g directed paths in G. It also describes a kind of nonbacktracking walks with memory, avoiding going back to a node visited in the recent g steps. It is easy to verify that the standard non-backtracking matrix is B = B (1) , and adjacency matrix A = B (0) (ai 1 j 1 in Eq. (2) is explicitly for the case of g = 0).
Let λ B is real and non-negative, and it is zero only when the directed graph with the adjacency matrix equal to B (g) is a directed acyclic graph (DAG). We now study the properties of λ In order to prove Theorem 1, we first present some related notations and lemmata. The g-th-order non-backtracking matrix B (g) of network G can be regarded as the adjacency matrix of a directed network
where V (g) = {u | u is a length-g directed path}, and E (g) = {u → v | u, v are two length-g directed paths and B (g) (g) . In other words, we can recast definition of ) .
, it must correspond to a lengthg directed path i1 · · · igig+1 in G. On the other hand, each length-g directed path also corresponds to an edge in
. For an arbitrary edge inĒ (g−1) \ E (g) , it must have a form as i1i2 · · · ig+1 → i2 · · · ig+1i1, and there must be g other edges with the same form together composing a length-(g + 1) cycle inḠ ) , it must be of the above form. If not, then it involves an edge of form i1i2 · · · ig+1 → i2 · · · ig+1ig+2 with ig+2 = i1, the cycle must be of length at least g + 2, because we have g + 2 different original nodes i1, . . . , ig+2 in the cycle, and each edge in the cycle only removes one head node and adds one tail node, and thus it needs at least g + 2 edges to go through every original node once and comes back to i1i2 · · · ig+1. Together, we know that by exactly removing all edges in all length-(g + 1) cycles inḠ (g−1) , we obtain
The next lemma is a known result saying that when we remove edges from a graph, the largest eigenvalue of the adjacency matrix will not increase.
Lemma 2 (Proposition 3.1.1 of [4]).
For the adjacency matrix A of a graph G, if A is a matrix obtained by replacing some of the 1's in A with 0, then we have
where λ A and λA are the largest eigenvalue of A and A, respectively.
For convenience, we give an independent proof of Lemma 2 in Appendix ??.
We are now ready to prove Theorem 1.
Proof of Theorem 1.
(i) For a directed graph G and its line graph, Pakoński et al. [24] show that their spectra excluding the possible eigenvalue zero are exactly the same. Therefore, we have
is the largest eigenvalue of matrixB (g−1) .
According to Lemma 1, G (g) have the same node set as
, and G (g) can be obtained by removing edges in length-(g + 1) cycles inḠ (g−1) . Thus, applying Lemma 2, we attain the conclusion that
(ii) We first claim that,
Then there must be a length-k cycle composed by i1, i2, · · · , i k in G. Since g ≥ −1, we have k ≥ +1, implying that there is at least one cycle in G with length larger than , which contradicts to the assumption that the length of the largest cycle in G is . Thus, network G (g) is a DAG. It is easy to verify that the adjacency matrix of a DAG has the normal form where all block matrices on the diagonal are one-dimensional matrices with value 0, and thus all its eigenvalues are 0. Therefore λ 
Then every such cycle corresponds to a length-simple cycle in the original graph G, i1 → i2 → · · · i → i1. By assumption G has no length-simple cycles, thus it implies thatḠ
is the same as G ( −1) . Since the line graph shares the same non-zero eigenvalues as the original graph [24] , we know that
ESTIMATING PERCOLATION THRESHOLD BY 2ND-ORDER NON-BACKTRACKING MATRIX
In this section, we show that the reciprocal of the largest eigenvalue of the 2nd-order non-backtracking matrix gives a lower bound on the bond percolation threshold. According to Theorem 1, it implies that this lower bound is tighter than the previous proposed analytical lower bounds using the reciprocal of the adjacency matrix or the standard nonbacktracking matrix. We then show that we can replace the 2nd-order non-backtracking matrix with a substantially smaller matrix sharing the same largest eigenvalue to improve computation efficiency.
Derivation of Lower Bound
Our derivation follows the message passing techniques proposed in [15, 12] , which involves first-order analysis (ignoring higher-order terms) and heuristic equations on locally treelike graphs. Henceforth, we denote percolation threshold predicted by the adjacency matrix, non-backtracking matrix and 2nd-order non-backtracking matrix as p Let πi be the probability that node i belongs to the giant connected component, where the random events are that each edge in G is independently occupied with probability p.
2 Let θ i→j→k be the probability that node i connects to the giant component following path i → j → k, where i, j, k are all different nodes. Then, we can construct the following relation for bond percolation:
Then, the expected size of the giant component can be given by
πi.
In a finite-size network, there is a drastic change for S1(p) at the percolation threshold pc. Next, we focus on predicting the value of pc.
According to the definition of quantity θ i→j→k , we can construct recursive relations, which is appropriate for locally treelike structures with triangles:
The above heuristic equation intuitively means that, node i connects to the giant component through at least one of the paths j → k → , and i connects to j with probability p while j connects to the giant component through path j → k → with probability θ j→k→ . The equation is approximately accurate when the local neighborhood of i is close to a tree without redundant paths, except that we allow triangles such as i → j → k → i, since the equation requires = i, excluding such triangles. When we ignore p 2 and higher order terms in Eq. (5), we obtain
which can be recast in matrix notation as
where θ is a vector in which elements indexed by length-2 directed paths. When p ≥ pc, percolation happens, and θ should be a non-negative vector with some strictly positive entries. (It holds when length of the largest cycle is at least 4.) But if pc < 1/λ (2) B , it means we could have an eigenvalue of 1/pc > λ (2) B , violating the definition of λ (2) B . Therefore, we have
Theorem 1 theoretically guarantees p
provides a tighter lower bound for percolation threshold than the ones provided by the adjacency and standard non-backtracking matrices. Moreover, consider the example of triangle ring network shown in Figure 1b , it is easy to obtain λ can be heuristically explained as follows. In the estimation based on non-backtracking matrix, it only considers the probability node i connects to the giant component through node j, which can be denoted as θi→j. If there is a triangle composed by nodes i, j and k in the network, θi→j grows as θ j→k increases. Similarly, θ j→k increases with θ k→i , and θ k→i increases with θi→j. This creates a triangular dependency which artificially inflates the values of θi→j, θ j→k , and θ k→i , leading to a higher estimate of the probability of giant component emergence and a lower estimate on the percolation threshold. When triangles are abundant, as evidenced by the small-world research on many real-world networks [30] , using the standard non-backtracking matrix may still significantly underestimate the percolation threshold. By using the 2nd-order non-backtracking matrix, we avoid the triangular dependency, so that p (2) c is more precise than p
is a tighter lower bound, the size of B (2) is usually larger than B, leading to higher computation complexity. In the following we provide a further technique to tackle this problem.
Improving Computation Efficiency
In this subsection, we illustrate that we can transfer the task of computing eigenvalues of B (2) to calculating eigenvalues of a new matrix M , defined as
Here, M is a square matrix of dimension 8E × 8E composed of 16 2E × 2E blocks, whose size is evidently smaller than B (2) . Matrix ∆B1 and ∆B2 have identical size with B (1) and their elements are defined as
i→j,k→ = 1, 0, otherwise. and (∆B2) i→j,k→ = 1, δ i aija jk a k = 1, 0, otherwise, respectively. The matrix D∆ is a 2E × 2E diagonal matrix and its element (D∆)i→j,i→j equals the number of triangles containing edge (i, j).
Theorem 2. The set of non-zero eigenvalues of matrix M defined in Eq. (6) consists of all non-zero eigenvalues of the 2nd-order non-backtracking matrix B (2) and possibly eigenvalues −1,
Proof. The proof will include two parts. First, we prove that every non-zero eigenvalue of B (2) corresponds to an eigenvalue of M . Second, we elaborate that every non-zero eigenvalue of M equals to one of eigenvalues of B (2) , except possible eigenvalues −1, (1 + √ 3i)/2 and (1 − √ 3i)/2. (i) Let λ be an arbitrary non-zero eigenvalue of B (2) and ψ be its corresponding eigenvector. According to the definition of the 2nd-order non-backtracking matrix, we have
j→k,k→l ψ j→k→ .
In order to show each non-zero eigenvalue of B (2) is also an eigenvalue of M , we first introduce two related quantities:
and
Let x and y be vectors with elements xi→j and yi→j, respectively. We claim that x and y satisfies the following two relations:
which will be proved latter. Combining Eq. (10) and Eq. (11), we can obtain
which indicates
Plugging Eq. (12) into Eq. (10) yields
Based on Eq. (13), we establish
Thus, every non-zero eigenvalue of B (2) corresponds to an eigenvalue of M . Proof of Eq. (10). Plugging Eq. (7) into Eq. (8), we have
j→k,k→ ψ j→k→
i→j,j→k B
j→k,k→i ψ j→k→i . (14) In the r.h.s of Eq. (14), the first term can be rewritten as 1 λ
Here, Eq. (8) is used. Utilizing Eq. (7) again, the second term of r.h.s of Eq. (14) can be represented as
j→k,k→i B
k→i,i→j ψ k→i→j
where ∆i→j is the number of length-3 loops starting from edge i → j. Inserting Eq. (15) and Eq. (16) into Eq. (14), we have
Recasting Eq. (17) in matrix notation, we can obtain Eq. (10). Proof of Eq. (11). Analogously, substituting Eq. (7) into Eq. (9), yi→j can be represented as
(1) j→k,k→i
The first term in r.h.s of Eq. (17) can be further expressed as
Instituting Eq. (16) 
which can be recast in matrix form to obtain Eq. (11).
(ii) Now, we prove that every non-zero eigenvalue of M equals to one of eigenvalues of B (2) , except possible eigenvalues −1, (1 + √ 3i)/2 and (1 − √ 3i)/2. Let λ be an arbitrary non-zero eigenvalue of M and z = (x ,
be its corresponding eigenvector. According to Eq. (7) and Eq. (8), we have
Thus, for the case of nodes i, j and k constituting a triangle, we can establish the following equations:
Combining Eq. (19) and Eq. (20), we have
Thus, for any non-zero eigenvalue λ of M except −1, (1 + √ 3i)/2 and (1 − √ 3i)/2, it satisfies B (2) ψ = λψ, and the values of elements in ψ can be determined by Eq. (21).
Exploiting Theorem 2, we give an approach to save time and space cost for computing p (2) c . In particular, the numbers of edges and length-2 directed paths in a network
, respectively, where di is the degree of node i. Thus, we reduce the size of the matrix to be computed by a factor of (
EXPERIMENTS
In this section, we empirically investigate the validity of our theoretical estimate for bond percolation threshold. First, we compare p on a class of synthetic networks generated by the forest fire model [19] . Next, we perform extensive experiments on 42 real networks to further explore the performance of these estimations. We use the peak value of the second largest component (Eq. (1)) as the ground truth of the bond percolation threshold pc. For each network, the value of the empirical ground truth pc is computed by 1000 independent Monte Carlo simulations of the percolation process as proposed by Newman and Ziff [22] .
Forest Fire Model
The forest fire model [19] is a family of evolutionary networks, controlled by burning probability q.
We denote the network at time t as Gt. Initially (t = 1), there is only one node in G1. At time t > 1, there is a new node u joining the network Gt−1 and generating Gt. The node u establishes connections with other existing nodes through the following process: (1) Node u first selects an ambassador node v in Gt−1 uniformly at random and connects to it. (2) We sample a random number a ∈ (0, 1]. If a ≤ q, node u randomly chooses a neighbor of v, which is not connected to u yet, and forms a link to it. Then repeat this step. If a > q, this step ends and we label all nodes linking to u at this step as w1, w2, · · · , w k ; (3) Let w1, w2, · · · , w k sequentially be the ambassador of node u and apply step (2) for each of them recursively. A node in the process should not be visited a second time.
The generation process of the forest fire model describes new nodes joining social networks with an epidemic fashion. In addition, forest fire model shares a number of remarkable structural features with real networks, such as densification and shrinking diameters [19] . Thus, studying percolation on the forest fire model can enhance our understanding of spreading in realistic systems.
