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Resurgent functions and nonlinear systems of
differential and difference equations
By
Shingo Kamimoto ∗
Abstract
The principal aim of this article is to establish an iteration method on the space of resur-
gent functions. We discuss endless continuability of iterated convolution products of resurgent
functions and derive their estimates developing the method in [KaS]. Using the estimates, we
show the resurgence of formal series solutions of nonlinear differential and difference equations.
§ 1. Introduction
Resurgent analysis has its origin in the publications [E1] written by J. E´calle. It
provides an effective method for the study of e.g. holomorphic dynamics, analytical
differential equations, WKB analysis and it still fascinates many mathematicians and
theoretical physicists. In this theory, the space of resurgent functions plays a central
role: a formal series ϕ(x) :=
∑∞
j=0 ϕjx
−j ∈ C[[x−1]] is resurgent if its formal Borel
transform
B(ϕ) := ϕ0δ + ϕˆ(ξ), ϕˆ(ξ) :=
∞∑
j=1
ϕj
ξj−1
(j − 1)!
is convergent and ϕˆ(ξ) is endlessly continuable (cf. [E1]). In this article, we adopt
the definition of endless continuability in [CaNP]. As the Borel counterpart of Cauchy
product in C[[x−1]], the convolution product ϕˆ ∗ ψˆ of ϕˆ and ψˆ in C{ξ} is defined as
follows:
ϕˆ ∗ ψˆ(ξ) :=
∫ ξ
0
ϕˆ(ξ − ξ′)ψˆ(ξ′)dξ′.
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To discuss analytic continuation of such a convolution product, the notion of symmet-
rically contractible path was introduced in [E1]. Following the principle in [CaNP],
systematic construction of such paths was given in [S3] and detailed estimates for the
convolution product of an arbitrary number of endlessly continuable functions were ob-
tained in [S4] when the set of singular points of the functions is a closed discrete subset
in C and closed under addition (see also [MS]). Further, it was generalized in [OD] and
[KaS] to the case where the location of singular points of endlessly continuable functions
is written by a discrete filtered set (see Definition 2.1 for its definition). Especially in
[KaS], a rigorous foundation for the analysis on the space of such endlessly continuable
functions was provided: a structure of Fre´chet space on the space of the functions was
precisely given by the aid of endless Riemann surfaces (see Section 2). It allows us to
handle analytical problems related to the convergence of the functions, e.g. substitu-
tion of resurgent functions to convergent series, implicit function theorem for resurgent
functions.
However, we have still a problem in applying resurgent analysis to the study of
analytical differential equations: there is no universally applicable way of proving the
resurgence of formal series solutions of differential equations. Especially, it is important
to determine the location of singular points of the Borel transformed formal series
solutions for the use of alien calculus, which is the main tool of resurgent analysis.
Having these backgrounds in mind, we discuss the following question in this article:
Can we extend the principle in [KaS] so that we can show the resurgence of formal series
solutions of differential equations? The main purpose of this article is to establish an
iteration method on the space of resurgent functions by developing the method in [KaS]
and to show the resurgence of formal series solutions of differential equations by applying
it. More precisely, we consider a nonlinear differential equation
(1.1)
d
dx
Φ = F (x−1,Φ)
at x = ∞ with F (x−1,Φ) ∈ Cn{x−1,Φ} satisfying the conditions F (0, 0) = 0 and
det
(
∂ΦF (0, 0)
) 6= 0. In this setting, (1.1) has a unique formal series solution Φ ∈
C
n[[x−1]]. In [E1], E´calle claims each entry of Φ is resurgent. In [Co], Borel summa-
bility of transseries solutions of (1.1) was discussed and the singularity structure in the
Borel plane of the solutions was precisely studied under non-resonance conditions. (See
[Ku], [BKu1] and [BKu2] for the case of the difference equation (7.13).) However, our
standpoint is close to E´calle’s mould calculus rather than [Co]. Mould calculus was
developed in [E1] and applied to the classification of saddle-node singularities in [E2]
(see also [S1] and [S2]). It uses expansions by resurgent monomials associated with
words generated by e.g. Z and resurgent properties of formal integrals was studied by
the use of the mould expansions. In this article, we use an expansion of Φˆ by iterated
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convolution products of meromorphic functions associated with iteration diagrams (see
Definition 3.1) instead of words. Iterated convolution product is a combination of con-
volution product and Cauchy product determined by iteration diagrams (see Definition
3.6). Extending the estimates obtained in [KaS] to iterated convolution products of
endlessly continuable functions, we obtain the following theorem as one of our main
results:
Theorem 1.1. The formal series solution Φ ∈ Cn[[x−1]] of (1.1) is resurgent.
In Section 7, we describe detailed geometrical structure of singular points of Φˆ by
the use of discrete filtered set and reveal how the singular points are generated by the
set of eigenvalues of ∂ΦF (0, 0).
The plan of this article is the following:
– Section 2 reviews the notions and the results related to Ω-resurgence.
– Section 3 introduces the notions of iteration diagram and iterated convolution. We
give a key-estimate Theorem 3.9 for iterated convolution products of Ω-resurgent
functions.
– Section 4 discusses the analytic continuation of iterated convolution products along
a path γ using a (γ, T )-adapted deformation.
– Section 5 and Section 6 are devoted to the proof of Theorem 4.6: We construct a
(γ, T )-adapted deformation (Ψt)t∈[a,1] in Section 5 and derive its estimates in Section
6.
– In Section 7, we show the resurgence of formal series solutions of nonlinear differential
and difference equations using the estimate Theorem 3.9.
Some of the results in this article have been announced in [Ka].
§ 2. Preliminaries
In this section, we review the notions concerning Ω-resurgence of formal series
discussed in [KaS].
Definition 2.1. We use the notation R≥0 = {λ ∈ R | λ ≥ 0}.
1. A discrete filtered set, or d.f.s. for short, is a family Ω = (ΩL)L∈R≥0 of subsets of C
such that
a) ΩL is a finite set,
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b) ΩL1 ⊆ ΩL2 for L1 ≤ L2,
c) there exists δ > 0 such that Ωδ = Ø.
2. Let Ω and Ω′ be d.f.s. A d.f.s. Ω ∗ Ω′ defined by the formula
(Ω ∗Ω′)L := {ω1 + ω2 | ω1 ∈ ΩL1 , ω2 ∈ Ω′L2 , L1 + L2 = L } ∪ΩL ∪Ω′L for L ∈ R≥0
is called the sum of d.f.s. Ω and Ω′. We set Ω∗n := Ω ∗ · · · ∗ Ω︸ ︷︷ ︸
n times
for n ≥ 1 and define
a d.f.s. Ω∗∞ by
Ω∗∞ := lim−→
n
Ω∗n.
3. A trivial d.f.s. Ω = (ΩL)L∈R≥0 is a d.f.s. satisfying ΩL = Ø for all L ∈ R≥0 and we
denote it by Ø.
4. Given a d.f.s. Ω, the distance to Ω is the number ρ(Ω) := sup{ ρ ∈ R≥0 | Ωρ = Ø }.
We define for a d.f.s. Ω
SΩ :=
{
(λ, ω) ∈ R≥0×C | ω ∈ Ωλ
}
,
MΩ :=
(
R≥0×C
) \ SΩ,
where SΩ denotes the closure of SΩ in R≥0×C.
Let Π be the set of all Lipschitz paths γ : [0, 1]→ C such that γ(0) = 0. We denote
the restriction of γ ∈ Π to the interval [0, t] for t ∈ [0, 1] by γ|t and the total length
of γ|t by L(γ|t).
Definition 2.2. Given a d.f.s. Ω, we call γ ∈ Π Ω-allowed path if it satisfies
γ˜(t) :=
(
L(γ|t), γ(t)
) ∈MΩ for all t ∈ [0, 1],
and denote the set of all Ω-allowed paths by ΠΩ.
Remark 2.3. When a piecewise C1 path t ∈ [0, 1] 7→ γ˜(t) = (λ(t), γ(t)) ∈ MΩ
with γ˜(0) = (0, 0) is given, the Ω-allowedness of γ is characterized by the condition
λ′(t) = |γ′(t)| for a.e. t ∈ [0, 1].
Recall that an Ω-endless Riemann surface is a triple (X, p, 0) such that X is a
connected Riemann surface, p : X → C is a local biholomorphism, 0 ∈ p(0), and
any path γ : [0, 1] → C of ΠΩ has a lift γ : [0, 1] → X such that γ(0) = 0. A
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morphism q : (X, p, 0) → (X ′, p′, 0′) of Ω-endless Riemann surfaces is given by a local
biholomorphism q : X → X ′ such that the following diagram is commutative:
(X, 0) (X ′, 0′)
(C, 0)
//

❁❁
❁❁
❁❁
❁❁
❁❁
  ✂✂
✂✂
✂✂
✂✂
✂✂
q
p p′
The existence of the initial object (XΩ, pΩ, 0Ω) in the category of Ω-endless Riemann
surfaces was proved in [KaS]:
Theorem 2.4 ([KaS]). There exists an Ω-endless Riemann surface (XΩ, pΩ, 0Ω)
such that XΩ is simply connected and, for any Ω-endless Riemann surface (X, p, 0), there
is a unique morphism
q : (XΩ, pΩ, 0Ω)→ (X, p, 0).
Let RˆΩ denote the space of Ω-continuable functions, i.e., holomorphic germs ϕˆ ∈
C{ξ} which can be analytically continued along any path γ ∈ ΠΩ. Then, there exists
an isomorphism
p
∗
Ω : RˆΩ
∼−→ Γ(XΩ,OXΩ),
where OXΩ is the sheaf of holomorphic functions on XΩ, and hence, a structure of
Fre´chet space is naturally introduced to RˆΩ as follows: We set for L, δ > 0
Mδ,LΩ :=
{
(λ, ξ) ∈ R≥0×C | dist
(
(λ, ξ),SΩ
) ≥ δ, λ ≤ L},
Πδ,LΩ :=
{
γ ∈ ΠΩ |
(
L(γ|t), γ(t)
) ∈Mδ,LΩ for all t ∈ [0, 1]},
where dist(·, ·) is the Euclidean distance in R×C ≃ R3, and define compact subsets
Kδ,LΩ of XΩ by
Kδ,LΩ :=
{
γ (1) ∈ XΩ | γ ∈ Πδ,LΩ
}
.
Since XΩ is exhausted by (K
δ,L
Ω )δ,L>0, a family of seminorms ‖ · ‖δ,LΩ (δ, L > 0) defined
by
‖ ϕˆ ‖δ,LΩ := sup
ξ∈Kδ,LΩ
| p∗Ωϕˆ(ξ)| for ϕˆ ∈ RˆΩ
induces a structure of Fre´chet space on RˆΩ. Correspondingly, a family of seminorms
‖ · ‖δ,LΩ (δ, L > 0) on the space of Ω-resurgent series
RΩ := B−1
(
C δ ⊕ RˆΩ
)
are defined by
‖ϕ ‖δ,LΩ := |ϕ0|+ ‖ ϕˆ ‖δ,LΩ for ϕ ∈ RΩ,
where B(ϕ) = ϕ0δ + ϕˆ ∈ C δ ⊕ RˆΩ.
6 Shingo Kamimoto
Remark 2.5. Notice that (XØ, pØ, 0Ø)
∼−→ (C, idC, 0), and hence, RˆØ ∼−→ Γ(C;OC).
Since Kδ,LØ = {ξ ∈ C | |ξ| ≤ L} for δ, L > 0, we have ‖ ϕˆ ‖δ,LØ = sup|ξ|≤L
|ϕˆ(ξ)| for ϕˆ ∈ RˆØ.
Now, let Ω′ be a d.f.s. satisfying Ω ⊂ Ω′. From Theorem 2.4, we find that there
exists a morphism q : (XΩ′ , pΩ′ , 0Ω′)→ (XΩ, pΩ, 0Ω). Since q(Kδ,LΩ′ ) ⊂ Kδ,LΩ , we have
‖ ϕˆ ‖δ,LΩ′ ≤ ‖ ϕˆ ‖δ,LΩ for ϕˆ ∈ RˆΩ,
and hence,
‖ϕ ‖δ,LΩ′ ≤ ‖ϕ ‖δ,LΩ for ϕ ∈ RΩ.
§ 3. Iterated convolution of resurgent functions
§ 3.1. Iteration diagram
Definition 3.1. Let T = (V,E) be a directed tree diagram, where V (resp. E)
is the set of vertices (resp. edges) of T . We call T iteration diagram if T satisfies the
condition that any vertex v ∈ V has at most one outgoing edge. We denote the set of
iteration diagrams by T .
Since T ∈ T is connected and has no cycles, we immediately have the following
Lemma 3.2. Each T ∈ T has a unique vertex vˆ such that there exists a path
v → · · · → vˆ from v to vˆ in T for any vertex v ∈ V and such a path is unique.
Definition 3.3. Let T = (V,E) be an iteration diagram.
1. We call vˆ in Lemma 3.2 root of T.
2. We call a vertex v leaf of T if v has no edge e such that the terminal vertex of e is
v and denote the set of leaves of T by L.
3. The branch Tv = (Vv, Ev) of T at v ∈ V is the diagram that consists of the vertexes
u ∈ V that have a path u → · · · → v from u to v in T and the edges v1 e→ v2 ∈ E
such that v1, v2 ∈ Vv.
From the definition of the branch, we obtain the following
Lemma 3.4. Given T ∈ T , the branch Tv of T at each vertex v ∈ V defines an
iteration diagram with the root v.
Notation 3.5. Let T = (V,E) be an iteration diagram.
Resurgent functions and nonlinear systems of differential and difference equations 7
1. We set V ◦ := V \ {vˆ}.
2. For each v ∈ V ◦, there exists a unique vertex u that has an edge v → u. We denote
such a vertex by v↑.
3. Given v ∈ V , we denote the set of vertices u ∈ V that have an edge u→ v by V 1v .
We assign each vertex v a weight wv defined as the cardinal of {v′ ∈ L | ∃ a path v′ →
· · · → v}. Notice that wv satisfies
wv = 1 (v ∈ L),
wv =
∑
u∈V 1v
wu (v ∈ V \ L).
Iteration diagrams are graded by the cardinal |V | of vertexes:
T =
∞⊔
k=1
Tk, Tk = {T = (V,E) ∈ T | |V | = k}.
§ 3.2. Iterated convolution
Let T = (V,E) ∈ Tk (k ≥ 1) be an iteration diagram and assume that analytic
germs fˆv, ϕˆv ∈ C{ξ} are assigned to each vertex v ∈ V . Starting from the leaves of T ,
we inductively construct {ψˆv}v∈V from {fˆv}v∈V and {ϕˆv}v∈V by the rule
(3.1) ψˆv := ϕˆv ·
(
fˆv ∗
∏∗
u∈V 1v
ψˆu
)
(v ∈ V ),
where
∏∗
u∈V 1v
ψˆu is the convolution product of ψˆu over all the vertices u ∈ V 1v and we
regard it as the unit δ when v ∈ L.
Definition 3.6. Given T ∈ T and {fˆv}v∈V , {ϕˆv}v∈V ⊂ C{ξ}, we call ψˆT := ψˆvˆ
defined by the rule (3.1) iterated convolution of
(
T ; {fˆv}v∈V , {ϕˆv}v∈V
)
.
Notation 3.7. For an iteration diagram T = (V,E) ∈ Tk (k ≥ 1), we set
∆T :=
{
(sv)v∈V ∈ Rk≥0
∣∣∣ ∑
u∈V 1v
su ≤ sv, svˆ = 1
}
and [∆T ] ∈ Ek−1(Rk) denotes the corresponding integration current, where the orienta-
tion of ∆T is defined so that it satisfies
(3.2)
∫
∆T
∧
v∈V ◦
dsv =
1
(k − 1)! .
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We set for ρ > 0
Dρ := { ξ ∈ C | |ξ| < ρ }.
Let Ω be a d.f.s. We define a map Lv : Dρ(Ω) → XΩv by
Lv(ξ) := γξ(1) for ξ ∈ Dρ(Ω),
where Ωv := Ω
∗wv (v ∈ V ) and γξ : [0, 1]→ XΩv is the lift of the path γξ : t ∈ [0, 1] 7→
tξ. Notice that Lv gives a local isomorphism from Dρ(Ω) to an open neighborhood
Lv(Dρ(Ω)) of 0Ωv ∈ XΩv .
Now, assume that {fˆv}v∈V ⊂ RˆØ and ϕˆv ∈ RˆΩv for v ∈ V . We consider a map
D(ξ) : ~s = (sv)v∈V 7→ D(ξ, ~s ) :=
(
Lv(svξ)
)
v∈V ∈ XTΩ for ξ ∈ Dρ(Ω)
defined on a neighborhood of ∆T in R
k, where
XTΩ :=
∏
v∈V
XΩv .
Let D(ξ)#[∆T ] ∈ Ek−1(XTΩ ) denote the push-forward of [∆T ] by D(ξ). Then, we have
the following representation of the iterated convolution ψˆT of
(
T ; {fˆv}v∈V , {ϕˆv}v∈V
)
:
Proposition 3.8. Given
(
T ; {fˆv}v∈V , {ϕˆv}v∈V
)
, define a holomorphic (k−1)-
form βT on X
T
Ω by
βT :=
( ∏
v∈V
(p∗Ωv ϕˆv)(ξv)fˆv
(
ξv −
∑
u∈V 1v
ξu
)) ∧
v∈V ◦
dξv,
where
∧
v∈V ◦
dξv is the pullback of the (k− 1)-form
∧
v∈V ◦
dξv in X
T
Ω by (pΩv)v∈V : X
T
Ω →
C
k and ξv = pΩv(ξv) (v ∈ V ). Then, the following equality holds for ξ ∈ Dρ(Ω):
(3.3) ψˆT (ξ) = D(ξ)#[∆T ](βT ).
Proof. We prove (3.3) by induction. We first note that D(ξ)#[∆T ](βT ) is regarded
as (p∗Ωϕˆvˆ)(ξvˆ)fˆvˆ(ξvˆ)
∣∣
ξvˆ=L (ξ)
= ϕˆvˆ(ξ)fˆvˆ(ξ) when T ∈ T1, and hence, the equality (3.3)
holds for the diagram Tv (v ∈ L). Next, take v ∈ V and assume that (3.3) holds for
all the branches Tu
(
u ∈ V ◦v
)
. From the definition of the iterated convolution (3.1), we
have the following representation of ψˆTv :
ψˆTv(ξ) = ϕˆv(ξ)
∫
∆ℓ
fˆv
(
ξ
(
1−
∑
u∈V 1v
su
)) ∏
u∈V 1v
ψˆTu(ξsu)
∧
u∈V 1v
ξdsu,
where ℓ = |V 1v | and ∆ℓ is the ℓ-dimensional simplex defined by
∆ℓ :=
{
(su)u∈V 1v ∈ Rℓ≥0
∣∣ ∑
u∈V 1v
su ≤ 1
}
.
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Since ∆Tv is rewritten as{
(sv˜)v˜∈Vv
∣∣∣∣∣ sv˜ = sus˜v˜, (s˜v˜) ∈ ∆Tu , (su) ∈ ∆ℓfor v˜ ∈ Vu and u ∈ V 1v , sv = 1
}
,
we obtain (3.3) for the diagram Tv from the induction hypothesis. It proves (3.3) for
T = Tvˆ.
We now state one of our main theorems:
Theorem 3.9. Let Ω be a d.f.s. and let δ, L > 0 be reals such that 2δ < ρ(Ω).
Then, there exist c, δ′ > 0 such that, for every T = (V,E) ∈ Tk (k ≥ 1), {fˆv}v∈V ⊂ RˆØ
and ϕˆv ∈ RˆΩv (v ∈ V ), the iterated convolution ψˆT of
(
T ; {fˆv}v∈V , {ϕˆv}v∈V
)
is Ωvˆ-
continuable and satisfies the following estimates:
(3.4)
∥∥ψˆT∥∥δ,LΩvˆ ≤ ck−1(k − 1)! sup~s∈∆T
∏
v∈V
∥∥ϕˆv∥∥δ′,svLΩv ∥∥fˆv∥∥δ′,svLØ .
Since Ω ⊂ Ωv for all v ∈ V , we obtain the following
Corollary 3.10. Under the same assumptions with Theorem 3.9, there exist
c, δ′ > 0 such that, for every T = (V,E) ∈ Tk (k ≥ 1), {fˆv}v∈V ⊂ RˆØ and {ϕˆv}v∈V ⊂
RˆΩ, the iterated convolution ψˆT of
(
T ; {fˆv}v∈V , {ϕˆv}v∈V
)
satisfies
(3.5)
∥∥ψˆT∥∥δ,LΩvˆ ≤ ck−1(k − 1)! ∏
v∈V
∥∥ϕˆv∥∥δ′,LΩ ∥∥fˆv∥∥δ′,LØ .
The proof of Theorem 3.9 will be given in Section 4.
§ 4. (γ, T )-adapted deformation of D
(
γ(a)
)
In this section, we introduce the notion of (γ, T )-adapted deformation of D
(
γ(a)
)
,
which is a slight generalization of γ-adapted origin-fixing isotopies in [S4, Def. 5.1]. Let
T = (V,E) be an iteration diagram and let Ω be a d.f.s. We take ρ > 0 such that
2ρ < ρ(Ω). We fix a path γ : [0, 1]→ C in Πδ,LΩvˆ with L > 0 and δ ∈ (0, ρ] satisfying the
following condition:
(4.1) there exists a ∈ (0, 1) such that γ|[a,1] is C1, |γ(a)| = ρ and γ(t) = γ(a)a−1t
for t ∈ [0, a].
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Notation 4.1. Given T = (V,E) ∈ T , we set
∆0T,v :=
{
(su)u∈V ∈ ∆T | sv = 0
}
,
∆1T,v :=
{
(su)u∈V ∈ ∆T |
∑
u∈V 1v
su = sv
}
,
N 0v :=
{
(ξu)u∈V ∈ XTΩ | ξv = 0Ωv
}
,
N 1v :=
{
(ξu)u∈V ∈ XTΩ |
∑
u∈V 1v
pΩu(ξu) = pΩv(ξv)
}
,
where ∆0T,v and N 0v (resp. ∆1T,v and N 1v ) are defined for v ∈ V ◦ (resp. v ∈ V \ L).
Definition 4.2. We call a family of maps Ψt : ∆T → XTΩ
(
t ∈ [a, 1]) (γ, T )-
adapted deformation of D
(
γ(a)
)
in XTΩ if it satisfies the following conditions:
1. Ψa = D
(
γ(a)
)
,
2. the map
(
t, ~s
) ∈ [a, 1]×∆T 7→ Ψt(~s ) ∈ XTΩ is locally Lipschitz,
3. the v-th component ξtv of
~ξt := Ψt
(
~s
)
depends only on the variables su (u ∈ Wv),
where
Wv := {vˆ} ∪
⋃
v′
V 1v′
and the union
⋃
v′ is taken over all the vertexes v
′ on the path from v↑ to vˆ,
4. ξtvˆ(~s ) = γ(t) holds for any t ∈ [a, 1] and ~s ∈ ∆T ,
5. Ψt
(
∆0T,v
) ⊂ N 0v holds for any t ∈ [a, 1] and v ∈ V ◦,
6. Ψt
(
∆1T,v
) ⊂ N 1v holds for any t ∈ [a, 1] and v ∈ V \ L.
We now show the folowing
Proposition 4.3. Consider an iterated convolution ψˆT of
(
T ; {fˆv}v∈V , {ϕˆv}v∈V
)
with the data T = (V,E) ∈ T , {fˆv}v∈V ⊂ RˆØ and ϕˆv ∈ RˆΩv (v ∈ V ) and assume
that a (γ, T )-adapted deformation (Ψt)t∈[a,1] of D
(
γ(a)
)
is given. Then, the analytic
continuation of p∗Ωvˆ ψˆT along γ is written as follows:
(p∗Ωvˆ ψˆT )
(
γ(t)
)
=
(
Ψt
)
#
[∆T ](βT ) for t ∈ [a, 1].
Notice that the situation discussed in [S4] and [KaS] is regarded as the case where
the iteration diagram T ∈ Tk satisfies V 1vˆ = V ◦ with fˆvˆ = ϕˆvˆ = 1. We first note the
following
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Lemma 4.4 ([S4]). Let T = (V,E) be an iteration diagram such that V 1vˆ = V
◦
and assume that a (γ, T )-adapted deformation (Ψt)t∈[a,1] of D
(
γ(a)
)
is given. Then,
the analytic continuation of p∗Ωvˆ ψˆT along γ is written as follows:
(p∗Ωvˆ ψˆT )
(
γ(t)
)
=
(
Ψt
)
#
[∆T ](βT ) for t ∈ [a, 1].
Indeed, in this case, we can regard βT as a holomorphic (k−1)-form on Xk−1Ω with
a holomorphic parameter ξvˆ ∈ XΩ∗(k−1). Therefore, adapting the proof of [S4, Prop. 5.4]
and restricting the parameter ξvˆ to γ(t), we obtain Lemma 4.4.
Notation 4.5. Let a (γ, T )-adapted deformation (Ψt)t∈[a,1] of D
(
γ(a)
)
be given
and assume that (su)u∈V \V ◦v is taken so that it satisfies
(4.2)
{(
(su)u∈V \Vv , (svs˜u)u∈Vv
) | (s˜u)u∈Vv ∈ ∆Tv} ⊂ ∆T .
Let prTv : X
T
Ω → XTvΩ be the natural projection. We define a map
Ψt|Tv
(
(su)u∈V \V ◦v ; ·
)
: ∆Tv → XTvΩ
by
Ψt|Tv((su)u∈V \V ◦v ; ~s′ ) := prTv ◦Ψt
(
(su)u∈V \Vv , (svsu)u∈Vv
)
for ~s′ := (su)u∈Vv ∈ ∆Tv . We note that the map Ψt|Tv depends only on the parameters
su
(
u ∈Wv
)
, and hence, we write the map as Ψt|Tv((su)u∈Wv ; ·
)
. (See Definition 4.2.3.)
Since the path γv((su)u∈Wv ; · ) : [0, 1] → XΩv obtained by concatenating the
paths t ∈ [0, a] 7→ Lv(γ(a)svt/a) and the v-th component of the path t ∈ [a, 1] 7→
Ψt|Tv((su)u∈Wv ; ~s′ ) is independent of the choice of (s′u)u∈V ◦v , we find that, for fixed
(su)u∈Wv ,
(4.3)
(
Ψt|Tv
)
t∈[a,1] defines a (γv, Tv)-adapted deformation of D
(
γv(a)
)
.
Proof of Proposition 4.3. We prove the following for every v ∈ V by the induction
used in the proof of Proposition 3.8:
(4.4) (p∗Ωv ψˆTv )
(
γv(t)
)
=
(
Ψt|Tv
)
#
[∆Tv ](βTv)
holds for every t ∈ [a, 1] and (su)u∈Wv satisfying the condition (4.2). For the case v ∈ L,
the equation (4.4) follows from the definition of γv.
Now, assume that the equation (4.4) holds for all the vertexes u ∈ V ◦v . Let T˜v be
an iteration diagram defined by the vertexes V˜v := V
1
v ∪ {v} and the edges of the form
u→ v (u ∈ V 1v ). We set Ψt|T˜v := prT˜v ◦Ψt|Tv , where prT˜v : X
Tv
Ω → X T˜vΩ :=
∏
u∈V˜v XΩu
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is the natural projection. Since Ψt|T˜v((su)u∈Wv ; ~s′ ) depends only on the variables su(
u ∈ V˜v
)
, it defines a map Ψt|T˜v : ∆T˜v → X
T˜v
Ω . We then obtain(
Ψt|Tv
)
#
[∆Tv ](βTv ) =
(
Ψt|T˜v
)
#
[∆T˜v ](β˜T˜v )
from the induction hypothesis, where β˜T˜v is a holomorphic 1-form defined by
β˜T˜v := (p
∗
Ωv ϕˆv)(ξv)fˆv
(
ξv −
∑
u∈V 1v
ξu
) ∏
u∈V 1v
(p∗Ωu ψˆTu)(ξu)
∧
u∈V 1v
dξu.
Applying Lemma 4.4, we have(
Ψt|T˜v
)
#
[∆T˜v ](β˜T˜v ) = p
∗
Ωv
(
ϕˆv ·
(
fˆv ∗
∏∗
u∈V 1v
ψˆTu
))(
γv(t)
)
= (p∗Ωv ψˆTv )
(
γv(t)
)
.
It proves (4.4) for all v ∈ V . Since γvˆ = γ and Tvˆ = T , we obtain Proposition 4.3.
The proof of Theorem 3.9 is reduced to the following
Theorem 4.6. Let T = (V,E) be an iteration diagram in Tk (k ≥ 1) and
assume that γ ∈ Πδ,LΩvˆ for L > 0 and δ ∈ (0, ρ] satisfying the condition (4.1) is given.
Then, there exists a (γ, T )-adapted deformation (Ψt)t∈[a,1] of D
(
γ(a)
)
such that
(4.5) Ψt(∆T ) ⊂
⋃
~s∈∆T
∏
v∈V
K
δ′(t),svL(γ|t)
Ωv
.
Further, the partial derivatives ∂ξtv/∂su are defined almost everywhere on ∆T and satisfy
(4.6)
∣∣∣det [ ∂ξtv
∂su
]
u,v∈V ◦
∣∣∣ ≤ (c(t))k−1,
where
(4.7) δ′(t) := ρ e−2
√
2δ−1La(γ|t), c(t) := ρ e3δ
−1La(γ|t),
La(γ|t) =
∫ t
a
|γ′(t′)|dt′.
See [KaS] for the reduction of Theorem 3.9 to Theorem 4.6. The proof of Theorem
4.6 will be given in Section 5 and 6.
§ 5. Construction of a (γ, T )-adapted deformation
In this section, we construct a (γ, T )-adapted deformation of D
(
γ(a)
)
satisfying
the conditions in Theorem 4.6 by the method developed in [S3], [S4], [OD] and [KaS].
Let us assume that T = (V,E) ∈ Tk, a d.f.s. Ω and γ ∈ Πδ,LΩvˆ satisfying the assumptions
in Theorem 4.6 are given.
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Notation 5.1. We define functions ηv and Dv (v ∈ V ) by
ζ = (λ, ξ) ∈ R≥0×C 7→ ηv(ζ) := dist
(
(λ, ξ), {(0, 0)} ∪ SΩv
)
,(
ζv, (ζu)u∈V 1v
) ∈ (R≥0×C)|V 1v |+1 7→ Dv(ζv, (ζu)u∈V 1v ) := ∑
u∈V 1v
ηu(ζu) +
∣∣∣ζv − ∑
u∈V 1v
ζu
∣∣∣,
where dist(·, ·) is the Euclidean distance in R×C ≃ R3.
By the definition of ηv, we find that ηv is Lipschitz continuous on R≥0×C. More
precisely, we have the following:
|ηv(ζ)− ηv(ζ ′)| ≤ |ζ − ζ ′| holds for every ζ, ζ ′ ∈ R≥0×C .
We then see that the following holds for every ζv, ζ
′
v and ζu, ζ
′
u (u ∈ V 1v ) in R≥0×C:
|Dv
(
ζv, (ζu)u∈V 1v
)−Dv(ζ ′v, (ζ ′u)u∈V 1v )| ≤ |ζv − ζ ′v|+ 2 ∑
u∈V 1v
|ζu − ζ ′u|.
Lemma 5.2. The functions ηv and Dv satisfy the following inequality for every
ζv and ζu (u ∈ V 1v ) in R≥0×C:
(5.1) Dv
(
ζv, (ζu)u∈V 1v
) ≥ ηv(ζv).
Proof. For each ζu ∈ R≥0×C (u ∈ V ), we can take ζ˜u ∈ SΩu ∪ {(0, 0)} so that
ηu(ζu) = |ζu − ζ˜u| holds. Therefore, we find the following inequality:
Dv
(
ζv, (ζu)u∈V 1v
)
=
∑
u∈V 1v
|ζu − ζ˜u|+
∣∣∣ζv − ∑
u∈V 1v
ζu
∣∣∣ ≥ ∣∣∣ζv − ∑
u∈V 1v
ζ˜u
∣∣∣.
Since
∑
u∈V 1v
ζ˜u ∈ SΩv ∪ {(0, 0)}, we obtain (5.1).
We now define a family of functions
ζtv : ∆T →MΩv (t ∈ [a, 1], v ∈ V )
by the following process: We first define ζtvˆ by ζ
t
vˆ(~s ) := γ˜(t) for all ~s ∈ ∆T . Next,
assume that ζtv = (λ
t
v, ξ
t
v) has already determined and that
(5.2) ζtv(~s ) is C
1 on [a, 1] and λtv(~s ) is increasing for each ~s ∈ ∆T ,
(5.3) λav(~s ) = 0 if and only if sv = 0.
Then, we define ζtu (u ∈ V 1v ) as follows:
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– When sv = 0, we set ζ
t
u(~s ) := 0 for t ∈ [a, 1].
– When sv > 0, we define ζ
t
u(~s ) (u ∈ V 1v ) by the solution of the differential equation
(5.4.u)
dζu
dt
=
ηu(ζu)
Dv
(
ζtv, (ζu)u∈V 1v
) ∂ζtv
∂t
with the initial condition ζu|t=a = suγ˜(a).
Notice that, by the induction hypothesises and Lemma 5.2, we can take ε > 0 so that
Dv
(
ζtv, (ζu)u∈V 1v
) ≥ ε holds for every t ∈ [a, 1] and ζu ∈ R≥0×C (u ∈ V 1v ) when sv > 0.
We then see that the right hand side of (5.4.u) is locally Lipschitz continuous on the
variables ζu (u ∈ V 1v ). Therefore, since suγ˜(a) /∈ {ζu ∈ R≥0×C | ηu(ζu) = 0} =
SΩu ∪ {(0, 0)} when su 6= 0, the Cauchy-Lipschitz theorem yields the existence and
uniqueness of the solutions ζu : [a, 1] → MΩu \ {(0, 0)} (u ∈ V 1u ) of (5.4.u) satisfying
the initial condition ζu|t=a = suγ˜(a). We immediately derive from the construction of
ζtu
(
u ∈ V 1v
)
that they also satisfy the induction hypothesises (5.2) and (5.3). In such a
way, we can inductively determine a family of functions ζtv (v ∈ V ).
We now define a family of maps
Φt : ∆T →MTΩ :=
∏
v∈V
MΩv (t ∈ [a, 1])
by Φt :=
(
ζtv
)
v∈V . Since each ζ
t
v(~s ) satisfies
λtv(~s ) = sv|γ(a)|+
∫ t
a
∣∣∣∂ξt′v
∂t′
(~s )
∣∣∣dt′,
we find that the path γ˜·v(~s ) : [0, 1]→MΩv obtained by concatenating the paths svγ˜|[0,a]
and ζ ·v(~s ) : [a, 1] →MΩv defines an Ωv-allowed path γ·v(~s ) and its lift γ·v(~s ) on XΩv .
We then define a family of maps Ψt : ∆T → XTΩ (t ∈ [a, 1]) by Ψt(~s ) :=
(
γtv(~s )
)
v∈V .
We now confirm that
(
Ψt
)
t∈[a,1] gives a (γ, T )-adapted deformation of D
(
γ(a)
)
. It
suffices to show the following properties of
(
Φt
)
t∈[a,1]:
Lemma 5.3. For each v ∈ V and t ∈ [a, 1], the function ζtv on ∆T only depends
on the variables su
(
u ∈Wv
)
.
Lemma 5.4. For every t ∈ [a, 1], the followings hold:
(5.5) ζtv = 0 when sv = 0 (v ∈ V ◦),
(5.6)
∑
u∈V 1v
ζtu = ζ
t
v when
∑
u∈V 1v
su = sv (v ∈ V \ L).
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Proposition 5.5. The map Φ· : [a, 1]×∆T →MTΩ is Lipschitz continuous.
Lemma 5.3 immediately follows from the construction of ζtv.
Proof of Lemma 5.4. Since ηv(0) = 0 for v ∈ V ◦, we find that the hyperplane
defined by ζv = 0 is invariant by the flow of (5.4.v) when sv↑ > 0. Therefore, combining
the case sv↑ = 0, we obtain (5.5). We then prove (5.6). We first consider the case
sv > 0. Since ζ
t
u (u ∈ V 1v ) satisfies (5.4.u), we find that Ξ := ζtv −
∑
u∈V 1v ζ
t
u satisfies
(5.7)
dΞ
dt
:=
|Ξ |
Dv
(
(ζtu)u∈V 1v ,Ξ
) ∂ζtv
∂t
and an initial condition Ξ|t=a =
(
sv −
∑
u∈V 1v su
)
γ˜(a), where
Dv
(
(ζu)u∈V 1v ,Ξ
)
:=
∑
u∈V 1v
ηu(ζu) + |Ξ |.
Therefore, since Ξ = 0 also satisfies (5.7) and the initial condition when
∑
u∈V 1v su = sv,
we obtain (5.6) from the uniqueness of such solutions. On the other hand, the equation
(5.6) is obvious when sv = 0 because ζ
t
v = 0 and ζ
t
u = 0
(
u ∈ V 1v
)
.
Remark 5.6. Since the inequality∑
u∈V 1v
ηu(ζu) ≤ Dv
(
ζv, (ζu)u∈V 1v
)
holds for ζv, ζu ∈ R≥0×C, we can derive from (5.4.u) the following inequality:
(5.8)
∑
u∈V 1v
λtu ≤ λtv holds for t ∈ [a, 1].
For the proof of Proposition 5.5, we use the following
Lemma 5.7. If λtv (v ∈ V \ L) satisfies 0 < λtv(~s ) ≤ ρ at ~s ∈ ∆T and t ∈ [a, 1],
ζtu(~s ) (u ∈ V 1v ) is written as ζtu(~s ) = sus−1v ζtv(~s ).
Proof. Since λ·u (u ∈ V 1v ) satisfies λt
′
u (~s ) ≤ λtv(~s ) ≤ ρ for t′ ∈ [a, t], we find that
ηu
(
ζt
′
u (~s )
)
= |ζt′u (~s )| holds by the definition of ηu. Therefore, since ζu = sus−1v ζtv also
gives a solution of (5.4.u) satisfying the initial condition ζu|t=a = suγ˜(a), we obtain the
representation of ζtu from the uniqueness of such solutions.
Proof of Proposition 5.5. We prove by induction that each of the functions ζtv
(v ∈ V ) is Lipschitz continuous on ∆T . Since ζtvˆ is independent of ~s ∈ ∆T , the statement
holds for v = vˆ. We then assume that λtv is Lipschitz continuous on ∆T . Since the right
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hand side of (5.4.u) (u ∈ V 1v ) is Lipschitz continuous on the variables sv′ (v′ ∈ Wv) by
the induction hypothesis, we find by the use of the Cauchy-Lipschitz theorem that ζtu
is locally Lipschitz continuous on the variables sv′ (v
′ ∈ Wu) when sv > 0. Further,
we see by the use of the representation of ζtu in Lemma 5.7 that the following holds for
~s, ~s′ ∈ ∆T with sv, s′v sufficiently small:∣∣ζtu(~s )− ζtu(~s′ )∣∣ ≤ ∣∣ζtv(~s )∣∣sv |su − s′u|+ s
′
u
sv
∣∣ζtv(~s )− ζtv(~s′ )∣∣+ s′usv
∣∣ζtv(~s′ )∣∣
s′v
|s′v − sv|.
We may assume without loss of generality that s′v ≤ sv, and hence, s′u ≤ sv. Therefore,
we find by the induction hypothesis that we can take the Lipschitz constant of ζtu
uniformly in a neighborhood of sv = 0. Thus, we have the Lipschitz continuity of ζ
t
u on
∆T . Since ζ
t
u(~s ) is C
1 on [a, 1] for each ~s ∈ ∆T , we obtain the Lipschitz continuity of
the map Φ·.
§ 6. Estimates for the (γ, T )-adapted deformation
In the previous section, we constructed the map Φ· : [a, 1]×∆T →MTΩ for γ ∈ Πδ,LΩvˆ
satisfying the assumptions in Theorem 4.6 and the properties of the (γ, T )-adapted
deformation
(
Ψt
)
t∈[a,1] was reduced to its properties. In this section, we derive estimates
for Φ· = (ζ ·v)v∈V which are necessary to prove Theorem 4.6. We first show the following
Lemma 6.1. For every v ∈ V , t ∈ [a, 1] and ~s ∈ ∆T , the function ζtv(~s ) satisfies
(6.1) dist
(
ζtv(~s ),SΩv
) ≥ δ′(t),
where δ′(t) is the function given in (4.7).
Proof. When sv = 0, (6.1) immediately follows from (5.5). We then assume that
sv > 0. Let {vj}ℓj=1 be vertexes such that v = v1 → v2 → · · · → vℓ = vˆ gives a
path on T from v to vˆ. Since svj ≥ sv holds for j = 1, · · · , ℓ, we find that ζtj := ζtvj
satisfies ηj
(
ζtj(~s )
)
> 0 for every t ∈ [a, 1], where ηj := ηvj . We now consider estimates
of the function htj := ηj
(
ζtj(~s )
)
. Since ht1 is Lipschitz continuous on [a, 1], we find
by Rademacher’s theorem that the derivative of ht1 exists a.e. on [a, 1] and satisfies
|dht1/dt| ≤ |∂ζt1/∂t|. We further obtain from Lemma 5.2 and (5.4.vj) the following
sequence of inequalities:
(6.2)
1
ht1
∣∣∣∂ζt1
∂t
∣∣∣ ≤ 1
ht2
∣∣∣∂ζt2
∂t
∣∣∣ ≤ · · · ≤ 1
htℓ
∣∣∣∂ζtℓ
∂t
∣∣∣ ≤ |γ˜′|
δ
.
Thus, we have the following:
(6.3)
1
ht1
∣∣∣dht1
dt
∣∣∣ ≤ |γ˜′|
δ
holds a.e. on [a, 1].
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Since ha1 =
√
2svρ and |γ˜′| =
√
2|γ′|, we derive from (6.3) the following:
√
2svρe
−√2δ−1La(γ|t) ≤ ht1 ≤
√
2svρe
√
2δ−1La(γ|t).
Therefore, we find that ρe−2
√
2δ−1La(γ|t) ≤ ht1 holds for any t ∈ [a, 1] when
√
2sv ≥
e−
√
2δ−1La(γ|t). Otherwise, we have ht1 ≤ ρ, and hence,
∣∣ζt1∣∣ ≤ ρ holds for any t ∈ [a, 1].
It proves (6.1).
We next show that Φt =
(
(λtv, ξ
t
v)
)
v∈V satisfies the estimate (4.6). We use the
following
Lemma 6.2. Suppose that ~s, ~s′ ∈ ∆T satisfy su = s′u for u ∈ V \ V 1v with
v ∈ V \ L. Then, we have for every t ∈ [a, 1]
(6.4)
∑
u∈V 1v
∣∣∣∂ξtu
∂t
(~s )− ∂ξ
t
u
∂t
(~s′ )
∣∣∣ ≤ 3 |γ′|
δ
∑
u∈V 1v
∣∣ξtu(~s )− ξtu(~s )∣∣.
Proof. Since the left hand side of (5.4.u) satisfies
∑
u′∈V 1v
∣∣∣∣∣
(
ηu′(ζu′)
Dv
(
ζtv, (ζu)u∈V 1v
) − ηu′(ζ ′u′)
Dv
(
ζtv, (ζ
′
u)u∈V 1v
)) ∂ξtv
∂t
∣∣∣∣∣
≤
∣∣Dv(ζtv, (ζ ′u)u∈V 1v )−Dv(ζtv, (ζu)u∈V 1v )∣∣
Dv
(
ζtv, (ζ
′
u)u∈V 1v
) ∣∣∣∂ξtv
∂t
∣∣∣ ∑
u′∈V 1v
ηu′(ζu′)
Dv
(
ζtv, (ζu)u∈V 1v
)
+
∣∣∣∂ξtv
∂t
∣∣∣ ∑
u′∈V 1v
∣∣ηu′(ζu′)− ηu′(ζ ′u′)∣∣
Dv
(
ζtv, (ζ
′
u)u∈V 1v
)
≤ 3
Dv
(
ζtv, (ζ
′
u)u∈V 1v
) ∣∣∣∂ξtv
∂t
∣∣∣ ∑
u′∈V 1v
∣∣ζu′ − ζ ′u′ ∣∣,
we obtain (6.4) by the use of (6.2) when sv > 0. The inequality (6.4) is trivial when
sv = 0.
We now set for ~s, ~s′ ∈ ∆T and v ∈ V \ L
Ξv(t) :=
∑
u∈V 1v
∣∣ξtu(~s )− ξtu(~s′ )∣∣.
Under the assumption in Lemma 6.2, we obtain from (6.4) the following:∣∣Ξv(t)− Ξv(a)∣∣ ≤ 3
δ
∫ t
a
Ξv(t
′)|γ′(t′)|dt′.
Therefore, Gronwall’s Lemma yields the following estimate:
(6.5) Ξv(t) ≤ c(t) Ξv(a) holds for every t ∈ [a, 1],
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where c(t) is the constant given in (4.7). Since Ξv(a) = ρ
∑
u∈V 1v |su − s′u|, we see by
(6.5) that the following holds a.e. on ∆T :
(6.6)
∣∣∣ det [∂ξtu′
∂su
]
u,u′∈V 1v
∣∣∣ ≤ ∏
u∈V 1v
( ∑
u′∈V 1v
∣∣∣∂ξtu′
∂su
∣∣∣ ) ≤ (c(t))|V 1v |.
Notice that ∂ξv/∂su = 0 for u /∈Wv, and hence, we find the following:
(6.7)
∣∣∣ det [∂ξtu′
∂su
]
u,u′∈V ◦
∣∣∣ = ∏
v∈V \L
∣∣∣ det [∂ξtu′
∂su
]
u,u′∈V 1v
∣∣∣.
Since
∑
v∈V \L |V 1v | = k − 1, we obtain (4.6) from (6.6) and (6.7). Together with (5.8)
and Lemma 6.1, Theorem 4.6 is validated.
§ 7. Applications to nonlinear differential and difference equations
In this section, we discuss the resurgence of formal series solutions
Φ =

Φ(1)
...
Φ(n)
 ∈ Cn[[x−1]]
of a nonlinear differential equation
(7.1)
d
dx
Φ = F (x−1,Φ)
at x =∞ with F (x−1,Φ) ∈ Cn{x−1,Φ} satisfying the conditions
(7.2) F (0, 0) = 0 and det
(
∂ΦF (0, 0)
) 6= 0.
Under the assumption (7.2), there exists a unique formal series solution of the form
Φ(x) =
∞∑
k=1
Φkx
−k.
We rewrite F (x−1,Φ) in the following form:
F (x−1,Φ) = F0(x−1) + ∂ΦF (0, 0)Φ +
∑
|ℓ|≥1
Fℓ(x
−1)Φℓ,
where Φℓ :=
(
Φ(1)
)ℓ1 · · · (Φ(n))ℓn with ℓ = (ℓ1, · · · , ℓn) ∈ Zn≥0 and |ℓ| := ℓ1 + · · · + ℓn.
Regarding (7.1) as an equation for Φ˜(x) := x−1(Φ(x)−Φ1x−1), we may assume without
loss of generality that
(7.3) Fℓ(0) = 0 for every ℓ ∈ Zn≥0 .
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Applying the Borel transform, (7.1) is rewritten as follows:
(7.4) P (ξ)Φˆ = Fˆ0 +
∑
|ℓ|≥1
Fˆℓ ∗ Φˆ∗ℓ,
where P (ξ) := −ξ − ∂ΦF (0, 0) and Φˆ∗ℓ := B
(
Φℓ
)
. We now inductively determine Φˆk
(k ≥ 1) by the following procedure:
(7.5) Φˆ1 := P
−1Fˆ0,
(7.6) Φˆk+1 := P
−1
k∑
j=1
∑
|ℓ|=j
Fˆℓ ∗
∑
k1+···+kj=k
ki≥1
Φˆℓk1,··· ,kj ,
where Φˆℓk1,··· ,kj is the convolution product of functions in{
Φˆ
(m)
ki
∣∣∣ 1 + m−1∑
p=1
ℓp ≤ i ≤
m∑
p=1
ℓp, 1 ≤ m ≤ n
}
.
We now introduce the following
Definition 7.1. Let T = (V,E) ∈ T and consider a function ν = (ν1, ν2) : V →
{1, · · · , n}2. We call such a pair T = (T, ν) n-decorated iteration diagram and denote
the set of n-decorated iteration diagrams by T n.
Let T = (T, ν) ∈ T n. We define an equivalence relation ∼v on V 1v for v ∈ V \L as
follows: u ∼v u′ (u, u′ ∈ V 1v ) if Tu = Tu′ and ν|Vu = ν|Vu′ . For each [u] ∈ V 1v / ∼v, we
define an integer #[u] as the cardinal of {u′ ∈ V 1v | u′ ∼v u} and the multiplicity µv of
T at v by
µv :=
( ∏
[u]∈V 1v /∼v
(
#[u]
)
!
)−1
· (∣∣V 1v ∣∣)!.
We set µT :=
∏
v∈V \L µv. We further define a map λT ,j : V → Z≥0 (j = 1, · · · , n) by
λT ,j(v) := |{u ∈ V 1v | ν1(u) = j}| when v ∈ V \ L and λT,j(v) := 0 when v ∈ L. We set
λT = (λT,1, · · · , λT ,n). By the use of the multinomial theorem, we obtain the following
Lemma 7.2. For every k ≥ 1 and j ∈ {1, · · · , n}, Φˆ(j)k is written as follows:
(7.7) Φˆ
(j)
k =
∑
T∈T n,(j)
k
µT · ψT ,
where T
n,(j)
k := {(T, ν) ∈ T | T ∈ Tk, ν1(vˆ) = j} and ψT is the iterated con-
volution product of
(
T ; {fˆv}v∈V , {ϕˆv}v∈V
)
with fˆv := Fˆ
(ν2(v))
λ
T
(v) and ϕˆv := (P
−1)ν(v)(
(ν1(v), ν2(v))-th entry of P
−1).
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We now show the following
Lemma 7.3. There exist positive constants C and δ(< 1/n) such that
(7.8)
∑
T∈T n,(j)
k
µT ≤ δB(k)Ck
holds for ever k ≥ 1 and j ∈ {1, · · · , n}, where B(k) is a constant defined by
B(k) :=
3
2π2(k + 1)2
.
Proof. Since the left hand side of (7.8) is independent of j, we denote it by Nk.
We find by (7.6) that {Nk}k≥1 satisfy the following:
(7.9) Nk+1 =
k∑
j=1
∑
|ℓ|=j
n
∑
k1+···+kj=k
ki≥1
Nk1 · · ·Nkj .
Taking C > 0 sufficiently large, we may assume that N1 satisfies (7.8) for arbitrary
small positive δ. We then assume that (7.8) holds for k ≤ K. Using the inequality∑
k1+···+kj=k
B(k1) · · ·B(kj) ≤ B(k),
we derive from (7.9) the following:
NK+1 ≤ nB(k)Ck
k∑
j=1
∑
|ℓ|=j
δj ≤ nB(k)Ck
k∑
j=1
(nδ)j ≤ nB(k)Ck nδ
1− nδ .
Therefore, taking C sufficiently large so that it satisfies n2(1− nδ)−1 ≤ C, we see that
(7.8) holds for k = K + 1. We thus obtain (7.8) for k ≥ 1.
Let Ω = (ΩL)L∈R≥0 be a d.f.s. defined by the formula
(7.10) ΩL = {ξ ∈ C | det
(− ξ − ∂ΦF (0, 0)) = 0, |ξ| ≤ L}.
We then find that each entry of P−1 is Ω-continuable, and hence, we obtain from
Corollary 3.10 the following estimates: for any δ, L > 0, there exist c, δ′ > 0 such that
(7.11)
∥∥ψˆT∥∥δ,LΩvˆ ≤ ck−1(k − 1)! ∏
v∈V
∥∥(P−1)ν(v)∥∥δ′,LΩ ∥∥Fˆ (ν2(v))λT (v) ∥∥δ′,LØ
holds for every T ∈ T n,(j)k . Since F (x−1,Φ) ∈ Cn{x−1,Φ}, we can take A > 0 so that∥∥(P−1)ij∥∥δ′,LΩ ≤ A and ∥∥Fˆ (j)ℓ ∥∥δ′,LØ ≤ A1+|ℓ| hold for any i, j ∈ {1, · · · , n} and ℓ ∈ Zn≥0.
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Notice that
∣∣λT (v)∣∣ = ∣∣V 1v ∣∣ when v ∈ V \L, and hence,∑v∈V ∣∣λT (v)∣∣ = k−1. Therefore,
we derive from (7.7), (7.8) and (7.11) the following estimates: there exists a positive
constant C such that
(7.12)
∥∥Φˆ(j)k ∥∥δ,LΩ∗∞ ≤ Ck(k − 1)!
holds for every k ≥ 1 and j ∈ {1, · · · , n}. We then find that each entry of Φˆ =∑k≥1 Φˆk
converges in RˆΩ∗∞ and Φˆ gives a solution of (7.4). Thus, we obtain the following
Theorem 7.4. Let Ω = {ΩL}L∈R≥0 be a d.f.s. defined by (7.10). Then, each
entry of the formal series solution Φ ∈ Cn[[x−1]] of (7.1) is Ω∗∞-resurgent.
By the same discussion, we have the following
Theorem 7.5. Let us consider a nonlinear difference equation
(7.13) Φ(x+ 1)− Φ(x) = F (x−1,Φ(x))
at x = ∞ under the assumption (7.2). Then, there exists a unique formal series so-
lution Φ(x) ∈ Cn[[x−1]] of (7.13) and each entry of Φ(x) is Ω∗∞-resurgent, where
Ω = {ΩL}L∈R≥0 is a d.f.s. defined by
(7.14) ΩL = {ξ ∈ C | det
(
(e−ξ − 1)− ∂ΦF (0, 0)
)
= 0, |ξ| ≤ L}.
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