In order to realize the multilevel thresholding segmentation of color satellite images, a multistrategy emperor penguin optimizer (called MSEPO) is proposed to find the optimal threshold values for three channels of RGB images. Masi entropy is utilized as the objective function. Meanwhile, three strategies are introduced, namely highly disruptive polynomial mutation, Levy flight, and thermal exchange operator. Through these, the MSEPO is able to properly balance the exploration and exploitation mechanisms. Moreover, the convergence, accuracy and stability performance have been significantly enhanced. Tests are carried out on color Berkeley images and color satellite images at various threshold levels. The experimental results show that the proposed method achieves higher Peak Signal to Noise Ratio (PSNR), higher Structural Similarity Index (SSIM), higher Feature Similarity Index (FSIM), and shorter CPU time than seven state-ofthe-art optimization techniques. To present in a comprehensive manner, the computational complexity has also been analyzed in terms of time and space complexity. Wilcoxon rank sum test and Friedman test are also applied to statistical analysis. To sum up, MSEPO algorithm has achieved significant improvement and superior performance. What's more, the proposed technique is more suitable for high-dimensional segmentation of complex satellite images.
I. INTRODUCTION
With the emergence of computer technology, image processing has been widely applied in the fields of medicine, industry, agriculture, etc. The first step in most methods of image processing is known as segmentation [1] , [2] . In other words, it is a common process used in image analysis [3] , [4] . According to the intensity level of each pixel, segmentation divides the pixels of an image into different classes [5] , [6] . The fundamental purpose of segmentation is to divide of the image into uniform classes, where the elements of each class have the same attributes such as intensity or texture [3] . Scholars have proposed a variety of segmentation methods, The associate editor coordinating the review of this manuscript and approving it for publication was Chung Shue Chen.
including edge detection, histogram based thresholding, region, feature clustering, and neural networks [7] , [8] . Thresholding is the most common and simplest method of image segmentation; it extracts the histogram information from the analyzed image and determines thresholds to separate the pixels into different regions. They are two categories for thresholding methods, bi-level thresholding and multi-level thresholding. Bi-level thresholding means that the target and background can be clearly distinguished by a single threshold value. Multi-level thresholding denotes that the given image can be segmented into various classes by multiple threshold values [9] - [11] .
In order to determine the optimal thresholds for a given image, many methods have been proposed for many years, which can be divided into two categories: parametric and nonparametric methods [12] . In the parametric techniques, the probability density function of each class is assumed to be known. The existing parameter methods often make the probability density obey a certain distribution, such as Gauss distribution [13] , Poisson distribution [14] , [15] , generalized Gaussian distribution [16] , among others. This kind of approaches have a certain discrepancy with the actual situation. In addition, when the classes are highly overlaped, the segmentation is affected, for that reason the parametric approaches are not ideal under such circumstances. In nonparametric methods, the probability density function of each class is usually unknown. It is based on a search of the thresholds optimizing an objective function [17] . In the literature, classical nonparametric methods are as following: the first one was proposed by Otsu and maximizes the variance between classes [18] . The second one is based on the information entropy theory, which is a measure of the homogeneity among classes. Some of the most representative entropy approaches used on image segmentation include: minimum entropy method (Minimum Cross Entropy [19] ) and maximum entropy methods (Kapur entropy [20] , Renyi entropy [21] , Tsallis entropy [22] , and Masi entropy [23] ). They are able to easily extended to multilevel thresholding.
Among them, as a novel generalized entropy measurement known as the Masi entropy has attracted more and more attention in the last years. It is worth mentioning here that Tsallis and Rényi entropies are two different generalizations along two different paths. Tsallis entropy generalize to nonextensive systems, whereas Rényi entropy to quasi-linear means. But Masi entropy generalizes to non-extensive systems and non-linear means including Tsallis entropy and Rényi entropy as limiting cases [24] , [25] . Shubham presented a generalized Masi entropy-based criterion for color satellite image multilevel thresholding segmentation in 2019. Simulation results show that compared with Kapur, Renyi and Tsallis entropy, the proposed method is effective and has better segmentation performance [26] . Despite their effectiveness in segmenting images, the exhaustive search used makes it inefficient to find the optimal threshold, and the computational complexity increases exponentially according to the number of thresholds [27] , [28] . To speed up this process, one option is to replace the underlying exhaustive search with some meta-heuristics based search algorithms. Furthermore, a cost function is established based on the total entropy criterion, and then the optimization algorithm is used to minimize or maximize it [17] . In 2019, Bhandari combines energy curve of Masi entropy with moth swarm algorithm to segment images. Compared with other techniques, the proposed method is more precise in edge detection of some results, which helps to find or extract more information of hidden objects in the original image [25] . Kandhway exploits Masi and Tsallis entropy as objective functions respectively, and uses water cycle algorithm (WCA) to process optimal threshold value selection. The experimental outcomes indicate Masi-WCA beats Tsallis-WCA in terms of efficiency and robustness [29] .
In order to overcome the above mentioned drawbacks, swarm intelligence (SI) algorithms are extensively used in multilevel thresholding problems. Bhandari presented a modified artificial bee colony (MABC) algorithm based different objective function for satellite image segmentation [30] . The biggest advantage of MABC is its computational efficiency and accuracy of segmentation over the standard ABC, particle swarm optimization (PSO) and genetic algorithm (GA). The results shows that the MABC algorithm with different criterion can be efficiently applied to multilevel thresholding for satellite image segmentation. Gill proposed firstly the cross entropy based TLBO for gray-scale digital image segmentation in 2019 [31] . The simulation and experimental results suggest the proposed algorithm produces the better quality thresholded images than Quantum PSO, Firefly (FF), and Honey Bee Mating Optimization (HBMO). Scholars and experts have never stopped exploring. Oliva proposed a novel methodology called MCET-CSA for image thresholding. The results offer evidence that the proposed method performs well on MR images, specifically on brain MRI [3] .
On the other hand, emperor penguin optimizer (EPO) is a newly developed swarm intelligence technique, originally designed by Dhiman in 2018 [32] . Obviously, EPO algorithm simulates the social huddling behavior of emperor penguin in Antarctic. Since it is a novel algorithm and has not been put forward for a long time, it has not been applied to many fields and has a wide development space. In 2019, Baliarsingh and Vipsita proposed a multi-objective model based on the principle of chaotic EPO algorithm for microarray cancer classification. There are two major merits of proposed MOCEPO: the gene subset selected results in high classification accuracy (CA) and small number of selected genes (NSG) [33] . Whereas EPO algorithm has the defects of low search accuracy and occasionally falls into the local optimum. In addition, the satellite images are very challenging to segment accurately due to multimodality of the histograms [34] . These are the motivations of improving the performance of the EPO algorithm.
Satellite image has been widely used in aerospace, military agriculture, earth science and other fields. Satellite image segmentation is also a decisive and fundamental step in remote sensing information retrieval and classification. Due to the presence of different bands with different wavelength region in the satellite image, the efficiency of the segmentation algorithm is affected. In addition, high resolution is another reason for the inefficiency of the algorithm. Therefore, high resolution satellite image segmentation becomes a challenging problem [35] . This paper proposes a multi-strategy emperor penguin optimizer, which takes Masi entropy as the optimization objective function. Three strategies are introduced, including highly disruptive polynomial mutation (HDPM) [36] , Levy flight [37] , and thermal exchange operator [38] . In order to verify effectiveness and superiority of presented model, a series of experiments are carried out. We select a collection of state-of-the-art algorithms (Flower pollination algorithm(FPA) [39] - [41] , Crow search algorithm(CSA) [42] , Teaching-learning-based optimization(TLBO) [31] , Modified artificial bee colony(MABC) [30] , Improved differential search algorithm(IDSA) [43] , Multiverse optimization algorithm based on Lévy flight(LMVO) [44] , and Emperor penguin optimizer (EPO) [32] ) as comparisons, and the segmented images are evaluated qualitatively and quantitatively. The evaluation metrics cover as following: fitness function value, PSNR [45] , [46] , SSIM [47] , FSIM [48] , [49] , and CPU time. Finally, statistical experiments (Wilcoxon Rank Sum Test [50] and Friedman Test [51] ) are carried out and the results are analyzed and discussed in detailed. The experimental results are not accidental, which fully proves that MSEPO algorithm balances the exploration and exploitation mechanisms, and the convergence accuracy and stability performance have been significantly enhanced. In conclusion, MSEPO algorithms based on Masi entropy is very suitable for high-dimensional satellite image segmentation.
The remainder of the paper is structured as follows: Section II describes the multilevel thresholding problem and Masi entropy. A brief overview of EPO Algorithm is presented in Section III. Section IV highlights three strategies and proposed MSEPO based on Masi entropy. Experimental analysis and results are discussed in Section V. Finally, the conclusion and future work are listed in the last section.
II. PROBLEM DEFINITION A. MULTILEVEL THRESHOLDING (MT)
Thresholding segmentation techniques divide image pixels into several classes. The image thresholding methods can be separated into two categories: bi-level thresholding segmentation and multilevel thresholding segmentation. By comparing with an optimal threshold, bi-level thresholding segmentation partitions the image into the object area and the background area. Note that bi-level thresholding segmentation cannot completely extract the object at a particular image segmentation, so multilevel thresholding segmentation is employed to partition the whole image into multiple regions. Further, multilevel thresholding segmentation can highlight the features among image regions.
For a n-bit image, the gray level of the image is L = 2 n and the gray level interval is [0, 1, ..., L − 1]. n i denotes the number of pixels whose gray level is i. N denotes the total number of pixels. p i denotes the probability density of ith the gray value. Equations (1) to (3) are proposed to calculate them:
Suppose there are k thresholds of t 1 , t 2 , ..., t k . They divide the gray level of the given image into k+1 classes:
The selection of threshold is very critical, and it is related to the quality of the segmentation results. In this paper, Masi entropy is selected as an application to determine the threshold values.
B. MASI ENTROPY
Based on Tsallis entropy and Rényi entropy, Masi introduced the concept of conventional thermodynamic entropies and proposed a novel generalized entropic measure in 2005 [23] . Masi entropy utilizes thorough probability function to segment color images. Details of the definition are as follows:
Equation (4) is proposed to represent the probabilities of class occurrence ω j , 0 ≤ j ≤ k.
According to the non-extensivity of Tsallis entropy and additivity of Rényi entropy, equations (5) and (6) are proposed to calculate Masi entropy, where E j represents Masi entropy. r > 0, r = 1, the power parameter r is experimentally set to 1.18 in this paper.
Masi entropy method finds the optimal threshold values based on maximizing the total entropy. The optimal threshold is determined by equation (7):
Compared to the histogram of grey scale image, the histogram of a RGB image is more complex. In RGB space, each colour pixel of the image is a mixture of red, green, and blue [52] , [53] . In this paper, the three channel components of R, G, and B are firstly extracted. Next, the Masi entropy is calculated for each channel, and the objective function is maximized to obtain the optimal thresholds of the corresponding channel [54] . The RGB channel components are segmented by optimal thresholds and merged to form the final segmented image.
III. OVERVIEW OF EPO ALGORITHM
Emperor penguin optimizer is inspired by the huddling behavior of emperor penguins in Antarctic. Dhiman first proposed it in 2018 [32] . The emperor penguin is a social animal whose foraging and hunting in a swarm. The main purpose of the mathematical model is to find an effective mover. Firstly, the temperature profile T is calculated. Next, the distance between emperor penguins − → D ep is also calculated, which is helpful for more exploration and exploitation. Finally, the effective mover (i.e. the best solution) is determined, and the position of other emperor penguins is updated by the best solution. By simulating this process, the practical optimization problem is solved. Details are described as follows:
In the cold Antarctic, emperor penguins huddle together to maintain temperature. Equations (8) and (9) are proposed to calculate temperature profile T , where t is the current iteration and Max iteration is the maximum number of iterations, R is a random number in the range of [0, 1].
Because emperor penguins huddle together, vectors − → A and − → C are utilized to avoid collisions between neighbors. Equations (10) to (12) are proposed, where M is a movement parameter that is set to 2.
− → P represents the best optimal solution whose fitness value is best. − → P ep represents the position of other emperor penguins. As can be seen from equation (12), P grid (Accuracy) indicates the polygon grid accuracy. Abs is the absolute value. Rand is a random function in the interval of [0, 1].
− →
Next, equations (13) and (14) are proposed to calculate the distance between the emperor penguin and best fittest search agent, i.e. vector − → D ep , where S() function represents the social forces that emperor penguins move toward the optimal search agent. e defines the exponential function. The better value ranges of control parameters f and v are respectively [2, 3] and [1.5, 2], respectively. It is worth mentioning that the range of parameters proposed are the same as the original literature. Note that the positions of the emperor penguin are updated according to the obtained optimal agent. During iteration process, equation (15) is utilized to determine the next updated position.
With the proposed operators in the preceding section, the EPO algorithm can be defined to approximate the global optimum for optimization problems.
IV. PROPOSED ALGORITHM FOR MULTILEVEL THRESHOLDINGS
In this section, the proposed MSEPO algorithm for multilevel thresholding technique is described in detail. First, the main inspiration for improving EPO algorithm originate from three strategies. Subsection A to C shows the overviews of three strategies. In addition, the proposed MSEPO algorithm and the pseudo code are presented in subsection D. Finally, MSEPO algorithm for multilevel thresholding and framework are given in subsection E.
A. STRATEGY 1: HIGHLY DISRUPTIVE POLYNOMIAL MUTATION
Basic polynomial mutations (PM) can enrich population diversity by generating new agents [55] . However, when the value of the mutation target is close to the upper or lower boundary, it is easy to fall into the local optimum. In this paper, an improved version called highly disruptive VOLUME 7, 2019 If (R ≤Pm) then 4:
If (R ≤0.5) then 7 :
End If

11:
End If 12: i = i+1 13: End For polynomial mutation is introduced [36] . The pseudo code of HDPM strategy is shown in Algorithm 1. where R is the random number in the interval of [0,1], Pm is the mutation probability. lb indicates the lower boundary of x i , and ub indicates the upper boundary of x i . Distribution index η m is a non-negative number. In summary, the HDPM strategy can enrich the diversity of the population and explore the entire search space of decision variables, even if the value of the variable is close to the boundary.
B. STRATEGY 2: LEVY FLIGHT
Levy Flight is a combination of frequent short distance walks and occasional long distance jumps [37] . This characteristic ensures that the population can search surrounding spaces in detail. The full traversal of the solution domain is helpful to improve the global exploration ability of the algorithmn. Fig. 1 is a 3D simulation diagram of Levy flight trajectory with 500 times iterations. Equation (16) is proposed to express the mathematical model, where parameter β is a constant which determines the shape of the Levy probability density function. In this paper, β is set to 1.5.
Equation (17) is utilized to calculate random step length S,
Equation (18) shows that random number µ and v drew from normal distribution.
The experimental satellite images and corresponding histogram images. 
C. STRATEGY 3: INSPIRED BY THERMAL EXCHAGE OPERATOR
This inspiration of strategy point originates from the thermal exchange optimization (TEO) [38] . The theoretical basis of TEO algorithm is newton cooling law. It describes the process of heat transfer between a cooling object and its surroundings.
Here, the new temperature of an object is considered as its next position in search space. Equations (20) to (22) are proposed to update new temperature of each object, where T new i is new temperature of each object, T env. i is the environmental temperature, and T old i is original temperature of each object. Parameter l is associated with the iteration number. If the cooling object is in worse position compared to the environment, b value will be larger and exp(-bl) value will be smaller. It can be seen that the cooling object tends to the environmental temperature (better position).
After random initialization of the EPO algorithm, HDPM method is used to generate a certain number of mutation solutions, which enriches the diversity of the population and makes the algorithm has better global search ability. In addition, these variables can explore the entire search space even if values are near to boundaries, so as to reduce the possibility of falling into local optimum. In (20) , (T old i −T env. i ) represents the temperature difference between the object and environment, which shrinks continuously by the convergence factor exp(−bl) and approximates the optimal solution. Inspired by this, we modify T' in the original paper. The original T' is only related to the number of iterations. The modified T' is updated according to equations (23)-(24), so T' is related not only to the number of iterations, but also to distance ( − → D ep ). In this way, the object evaluation is integrated in the convergence process of T'. Furthermore, the temperature profile T' is more adaptive.
The step size of Levy flight is always small, but occasionally there is a big jump. This characteristic can maximize the diversity of the search space. Therefore, equation (15) can be improved into the equation (25) form:
From the above equation, it can see that the vector product ( − → A · − → D ep ) can make the algorithm converge and get closer to the optimal solution. The combination of vector product ( − → A · − → D ep ) and Levy flight not only enhance the global search ability of EPO algorithm, but also enables the algorithm to Generate new candidate agent using the HDPM method / * Introduce HDPM strategy * / 11:
For i = 1, 2, ...n. do 12: For j = 1, 2, ..., n. do 13: Compute the vector − → A using Eq.(9),(10), (23) and (24) / * Introduce thermal exchange operator * / 14:
Compute the distance vector − → D ep using Eq.(8), (11) and (12) 15:
Update the position of current agent using Eq. 
E. MSEPO BASED MULTILEVEL THRESHOLDING METHOD
In order to overcome drawbacks of long computation time and low segmentation accuracy, this paper optimizes the search process of multi-thresholding image segmentation. We transform the problem of multi-thresholding image segmentation into obtaining the optimal solution of the objective function. Therefore, (5) is used as objective function. By introducing MSEPO algorithm, the maximum value of (5) can be found more quickly. The color image has three channels of R, G, and B, so this process is performed three times. At this time, t * 1 , t * 2 , · · · , t * k is the multiple optimal thresholds. The required steps of MSEPO based multilevel thresholding method are presented in the flowchart of Fig. 2 .
V. EXPERIMENTAL DESIGNS AND RESULTS
A. PREPARED WORKS 1) EXPERIMENTAL ENVIRONMENT
All the experimental series were carried out on MATLAB R2014b, and the computer was configured as Intel(R) Core (TM) i5-5200U CPU @2.20GHz processor with 6 GB of RAM, using Microsoft Windows 8 system.
2) COMPARED METAHEURISTIC ALGORITHMS
In order to see the superiority of proposed MSEPO algorithm, seven meta-heuristic algorithms (MAs) which have been proposed and widely applied to multilevel thresholding segmentation are selected for comparison experiments, including FPA, CSA, TLBO, MABC, IDSA, LMVO and EPO. The starting point for using these comparison algorithms is that they cover well-known classical MAs and various modified MAs. The maximum of iterations for all algorithms is 500 and the population size is 25. We follow the same parameters in the original papers. The main parameters of various algorithms are shown in table 1.
3) COLOR IMAGE DATABASE
In this paper, proposed model is tested with a set of benchmark images from the Berkeley dataset and NASA landsat image dataset (Landsat imagery courtesy of NASA Goddard Space Flight Center and U.S. Geological Survey). The original images (a) and corresponding histograms of color channels (b) are exhibited in Fig. 3 .
The first benchmark set is composed of penguin image and snowfield image. Two images are in JPG format with the size of 481×321 pixels and can be downloaded from the website [56] . They are employed to focus the search on a maximum of five threshold values k = 2, 3, 4, 5.
To generate more comprehensive results, the second set of benchmark images include image 1 to image 10 (including natural-color images and pseudo-color images). A series of images are in JPG format and sizes are shown in Fig. 4 respectively. Further, the brief description of images is available at the website [57]. In satellite images, due to the presence of different bands, different wavelength regions and dense features, the information rate is very high. In other words, rate of change from one region to others is very rapid [58] . Therefore, this set of satellite images are applied at the high level thresholds (k = 4, 8, 16, 32).
B. ASSESSED METRICS 1) PEAK SIGNAL TO NOISE RATIO
Peak Signal-to-Noise Ratio is an objective image quality evaluation metric based on the mean square error (MSE). A higher PSNR value indicates that the quality of the segmented image is better and closer to the original image. However, it is based on MSE and does not take into account the visual characteristics of human eyes [45] , [46] .
Equations (26) to (27) is used to calculate PSNR, where L = 255 for an 8-bit grayscale image, M×N is the size of the image, R(m, n) represents the gray value of coordinates at the reference image (m, n), and I (m, n) represents the gray value of coordinates at the distorted image (m, n). 
2) STRUCTURAL SIMILARITY INDEX
It is an objective image quality evaluation metric based on structure similarity. It measures the image similarity from brightness, contrast and structure. SSIM value range is [0, 1]. If the value is closer to 1, the image distortion is smaller [47] . Equation (28) They are constants that are used to maintain stability.
3) FEATURE SIMILARITY INDEX
On the basis of SSIM, researchers propose a new image quality assessment metric based on underlying features, namely feature similarity algorithm (FSIM) [48] , [49] . Researchers use two complementary features of phase congruency (PC) and gradient magnitude (GM) to calculate FSIM. In equation (29), is the entire domain of image, S L (x) represents the similarity value of each position x, and PC m (x) denotes the phase consistency measure.
Equations (30) and (31) are proposed to represent S L (x) and PC m (x), where S PC (x) is the similarity measure of phase consistency, S G (x) represents the similarity measure of gradient magnitude,α and β are both constants.
In equations (32) and (33) , T 1 and T 2 are positive constants that increase stability.
4) WILCOXON RANK SUM TEST
Inside the field of statistics, null hypothesis H 0 and the alternative hypothesis H 1 are defined. The null hypothesis H 0 is a statement of no difference, whereas the alternative hypothesis H 1 represents the presence of a significant difference. Wilcoxon rank sum test is used to detect significant differences between two sample means, that is, the behavior of two algorithms [59] . The p value returned represents is the probability of observing the given result, and the h value returned represents the result of hypothesis test at the 0.05 significance level. In generally, p < 0.05(or h = 1) indicates that H 0 can be rejected at the 5% level, p > 0.05 (or h = 0) indicates that H 0 cannot be rejected at the 5% level [50] .
5) FRIEDMAN TEST
Friedman test is a nonparametric analysis of variance for k samples (k ≥3). It is used to detect the significant differences among k algorithms, and can rank the overall performance of algorithms. Suppose null hypothesis H 0 means that there is no significant difference among k samples. The alternative hypothesis H 1 is defined as the negation of the null hypothesis H 0 [51] . Equations (34) and (35) are used to calculate the test statistic Q, where the sample data contains k rows and n columns. R represents the rank obtained. Q follows χ 2 distribution with degrees of freedom k-1. When Q ≥ χ 2 (k-1), H 0 can be rejected at the 5% level.
C. INFLUENCE OF THREE STRATEGIES
The purpose of this section is to investigate the influence of each improvement strategy and provide theoretical basis for the following experiments. First, the EPO algorithm with HDPM strategy is represented as EPO 1 , the EPO algorithm improved by Levy flight strategy is referred to as EPO 2 , and the EPO with TEO strategy is named EPO 3 . Penguin and Image 1 are selected to evaluate the performance of five algorithms, and the results can be found in Table 2 . It can be seen that MSEPO has the highest fitness function value in most cases. EPO 1 , EPO 2 , and EPO 3 are also higher than the original EPO. These promising results show that each strategy can improve the performance of the original algorithm, and the combination effect is better. In addition, the convergence curve obtained by five algorithms at 32 threshold levels (for Image 1) is presented in Fig. 4 . In subsection D of chapter IV, the mechanism of each strategy has been analyzed and expounded. Now it is further confirmed by combining with the convergence curve. To sum up, TEO strategy enhances the adaptability of the algorithm, Levy flight strategy avoids falling into local optimal, and HDPM strategy improves the global search ability.
D. MSEPO BASED MASI ENTROPY FOR BERKELEY IMAGES
This subsection analyzes the results provided by Masi entropy based on different algorithms, after being applied to segment the first benchmark images. Two Berkeley images are run 30 times to test the performance of the model in the lowdimensional search spaces (k = 2, 3, 4, 5). The experiment is described in detail in subsections below. Fig. 5 visually presents the results after applying MSEPO to Berkeley images. For each row, the first column displays the segmented image, and the second to fourth columns display the color channel histogram and its corresponding thresholds. From the perspective of vision, the segmented image has better contour and accurate representation as the threshold value increases. In order to analyze intuitively, three assessed metrics obtained are represented as line graph in Fig. 6 . From (a) in Fig. 6 , it can be seen that the PSNR value of high dimension is larger than low dimension, and the PSNR value of MSEPO algorithm is larger than that of comparison algorithms in most cases, especially at high dimension. It shows that the distortion of segmented images based on MSEPO is smaller. From (b) and (c) in Fig. 6 , It can see that SSIM and FSIM based on MSEPO algorithm are larger and closer to 1 than other algorithms. This indicates that original image and segmented image are more similar and the segmentation performance is better.
1) SEGMENTATION QUALITY AND ACCURACY
2) FITNESS VALUES AND TIME ANALYSIS
The fitness values obtained by eight algorithms using Msai entropy are shown in table 3. As can be seen from table 3, the MSEPO method gives best values in general (In this paper, maximum values are expressed by adding cell shading.). For instance, in the case of ''penguin'' segmentation (for k = 5). In order to reflect the performance of MSEPO more intuitively, the convergence curves (for k = 5) are given in Fig. 7(a) . The results show that MSEPO based method gives higher position curves. However, competition algorithms give similar results in a few cases, such as ''Snowfield'' compared with TLBO and MABC algorithms. In order to verify the stability of the proposed algorithm, box diagrams of all algorithms (for k = 5) are also demonstrated. From Fig. 7 (b) , it can be seen that the MSEPO based method can obtain more centralized data, which show that the modified algorithm has better consistency and stability.
From Fig. 8 , it can be found that MSEPO consumes slightly more than the three related algorithms: CSA, TLBO and EPO. However, the time (in second) consumption of MSEPO is still acceptable when compared with the other algorithms such as FPA, MABC, LMVO and IDSA. Needless to say, in order to improve the overall performance of algorithm, it cannot guarantee to obtain optimal parameters in all cases.
E. MSEPO BASED MULTILEVEL THRESHOLDING METHOD FOR SATELLITE IMAGES 1) SEGMENTATION QUALITY AND ACCURACY
Thirty independent runs are carried out for each algorithm on each satellite image on 4, 8, 16, and 32 thresholds respectively. There are two characteristics of satellite images: small size of objects and dense layout of objects, so there are strong requirements for multilevel thresholding. Considering this problem, selecting such threshold numbers can first explore the search ability of various algorithms. Secondly, with the increase of threshold number to 32, the algorithm will have more significant superior over other methods in terms of performance. The corresponding thresholds of the optimal solutions are given in appendix table 2. Fig. 9 shows qualitative results (for image 1, 5, and 10) of different algorithms using Masi applied to satellite images. Table 4 to Table 6 show PSNR, SSIM, and FSIM values of each algorithm under Masi entropy. In order to analyze intuitively, three assessed metrics obtained are represented as line graph in Fig. 10 . The quantitative analyses are as follows:
The PSNR values obtained by MSEPO based method are higher in generally. For example, in the circumstance of ''Image1'' (for k = 32), the PSNR value of MSEPO algorithm reaches 37.7089, which indicates that the distortion of segmented image is small. But at low thresholds, some algorithms are also competitive. For instance, IDSA algorithm (for k = 4) and LMVO algorithm (for k = 8) in ''Image7''.
The values of SSIM and FSIM are in the range [0, 1]. The outperforms based on MSEPO algorithm are once again affirmed. For instance, in Image9 (for k = 32), the SSIM value reaches 0.9938, and the FSIM value reaches 0.9963. It indicates that the segmented image is similar to the original image. In summary, the segmentation accuracy of proposed algorithm is satisfied. 
2) FITNESS VALUES ANALYSIS
The fitness function values can be used as metrics to evaluate the performance of image segmentation. From the table 7, it can be seen that MSEPO algorithm finds the maximum fitness function value more times than other algorithms. In order to reflect more intuitively, the convergence curves (for k = 32) are given in Fig. 11(a) . It is worth discussing here that MSEPO has certain advantages for Berkeley images, but it is not very obvious. However, when MSEPO is used to test on satellite images, the outperforms are very significant. For image 7(a) in Fig. 11 , MSEPO based method gives highest position curves compared with other state-ofthe art algorithms, which indicates that the calculation accuracy of the algorithm is significantly improved. Obviously, the global search capability is enhanced because of the introduction above strategies. In addition, the convergence curve of MSEPO based method is very smooth, which shows that the local search ability has also been greatly improved and there is no case that the algorithm stagnates in the local space for a long time. MSEPO algorithm can reach the maximum objective function value at the 100th iteration or so, which is earlier than other algorithms. This phenomenon indicates that the convergence rate of algorithm is improved.
In order to verify the stability of the proposed algorithm, box diagrams of all algorithms (for k = 32) are also demonstrated. From Fig. 11 (b) , it can be seen that the MSEPO based method can obtain more centralized data and no bad points, which show that the modified algorithm has better consistency and stability. Needless to say, fitness value analysis results indicate that MSEPO algorithm balances the exploration and exploitation mechanisms and is very suitable for high-dimensional satellite image segmentation.
3) COMPLEXITY ANALYSIS
Note that complexity is an important metric to evaluate the performance of algorithms. Time complexity of the MSEPO mainly depends on following processes: In order to express quantitatively and intuitively, the average running time (in second) of proposed MSEPO and other algorithms is given in table 8 and Fig. 12 . Taking ''image4'' in Fig. 12 as an example, the running time is sorted as follows: MABC > LMVO > FPA > MSEPO > IDSA > TLBO > EPO > CSA. In order to improve the overall performance of algorithm, it cannot guarantee to obtain optimal parameters in all cases. So the time consumption of MSEPO is acceptable [60] . The space complexity is the maximum space usage used at any point in the initialization process. The overall space complexity of MSEPO algorithm is of O(N×dim).
4) STATISTICAL ANALYSIS
In order to investigate the significant differences between proposed MSEPO versus other algorithms, Wilcoxon rank sum test is performed 30 runs with 5% significance degree. Table 9 shows the attained p-values and h-values. The null hypothesis H 0 is that there is no significant difference between the proposed algorithm and other competitors. In most cases, attained p < 0.05 and h = 1, which mean reject null hypothesis. In other word, MSEPO algorithm is observed differences compared with others, and has achieved significant improvements. The experimental results above are effectively proved the superior performance of proposed method, with statistical significance.
To rank the algorithms clearly, Friedman test is used to detect the significant differences among k algorithms (k ≥3). Suppose null hypothesis H 0 means that there is no significant difference among k samples and the significance level is set to 0.05 [58] . Using above attained metric data as input, Table 10 presents the numerical rankings obtained by the VOLUME 7, 2019 FIGURE 11. Convergence curves and box diagrams at k=32 (for image 2, 3, 5, 7, 9, and 10). test (the highest ranking is highlighted by adding shading). From the attained rankings, MSEPO always demonstrates the superior performance. Table 11 shows the results of additional statistics structure. When the degree of freedom is 7 and the significance level is set to 0.05, the critical value of the test statistics is 14.067. The calculated test statistics are higher than the critical value at 4, 8, 16, 32 levels, so the hypothesis H 0 can be rejected. 
F. PERFORMANCE USING DIFFERENT OBJECTIVE FUNCTIONS
In this section, two other objective functions are exploited which are Kapur and Tsallis entropy for assessing the proposed method. Two experiment parts are conducted on the satellite images benchmark dataset. For the first part, Kapur entropy combined with eight algorithms are tested on Image 1, 3, 5, 7, and 9. For the second part, Tsallis entropy is implemented and evaluated for the remaining satellite images dataset with eight algorithms. The quality of the segmented images for each approach are contrasted regarding PSNR. Table 12 and 13 denote the PSNR values obtained by each experiment, respectively. It is observed that optimum PSNR value and the second best PSNR value with a very small margin are generated by combining MSEOP with Kapur or Tsallis entropy. It is further proved that modified algorithm is not limited to Masi entropy as objective function, and has certain adaptability and feasibility. 
G. RESULTS AND FINDINGS OF IMAGES
In this section, the findings from satellite images after the implemented segmentation process are discussed. Besides the proposed technique in this paper, Watershed algorithm, K-means clustering algorithm, and TLMVO-Masi method [54] are selected as comparisons segmentation techniques. Taking Image 8 and Image 10 as examples, it is necessary to describe two images. The target extracted in Image 8 is the red areas burned by fire. The basin are separated from the complex background in Image 10. These satellite images have some noise and interference. Segmentation can be considered as a meaningful and challenging problem. Figure 13 shows the segmented results. Since not every image has absolute standard, ground truth is obtained by manually labelling and separating the target area. It can be seen from that the four methods can basically separate the target from the complex background, but there are still some gaps in the details. Our proposed method can effectively identify more target areas, and the edges of target areas are processed best. To sum up, although the segmentation results of the proposed can not be guaranteed to be exactly the same as ground truth, it has certain advantages and competitiveness compared with other classical and recent techniques.
VI. CONCLUSIONS, LIMITATIONS, AND FUTURE DIRECTIONS
In this paper, a study on the application of MSEPO algorithms is presented in conjunction with Masi entropy for multilevel color satellite image segmentation problem. Three strategies are applied into original EPO algorithm to improve performances. To prove the efficiency of this model, seven state-of-the-art meta-heuristic algorithms are used for comparison, fitness values, PSNR, SSIM, FSIM, and running time are employed to evaluate performance. After testing two sets of images (from Berkeley dataset and NASA landsat dataset), it is observed that the MSEPO algorithm shows high exploration and local optimal avoidance. Calculation accuracy and stability are significantly improved. In addition, the complexity and time consumption of MSEPO are also acceptable. The Wilcoxon rank sum test and Friedman test are adopted to evaluate performances in a statistical and meaningful way. Statistical analysis indicates that MSEPO algorithm has achieved significant improvements and superior performances.
It is worth mentioning here that there is also a comparison between two different types of test images. The proposed model is more suitable for high-dimensional segmentation of complex satellite images. The experiments of combining MSEPO with Kapur entropy and Tsallis entropy show that MSEPO is not limited to an objective function and has certain adaptability and feasibility. From the results of segmented images, proposed method can effectively identify main target areas and process the edges of target areas better. However, no algorithm can solve all optimization problems. Algorithms can solve specific optimization problem sets through improvement or combination with other technologies.
For future work, the binary and multi-objective versions of MSEPO algorithm can also be developed. In addition, it can be applied to machine learning and data mining fields, such as feature selection. 
