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Abst rac t - -The  purpose of this paper is to present new preconditioning techniques for solving 
nonnegative matrices linear system and M-matrices linear system Ax -- b based on the I + S(a) type 
preconditioning matrices provided by Hadjidimos et aL [1] and Evans et al. [2]. Convergence analysis 
of the proposed methods are given. Numerical results are presented, which show the improvements 
on the convergence rate of the Jaeobi type and Gauss-Seidel type preconditioned iterative methods. 
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1. INTRODUCTION 
Let us consider i terat ive methods  for the l inear system 
Ax = b, (1) 
where A E R *~x'~ is a known nonsingular matr ix,  b C R ~ is known, and x E R ~ is unknown. 
Then,  the stat ionary i terat ive methods  can be expressed as 
x k+l = M-1Nx k + M-lb, k = 0, 1, 2 , . . . ,  (2) 
based on the spl i tt ing A - M - N,  where M,  N C R ~x~, and M is nonsingular.  Under  the 
assumpt ion of aii ~ 0, i = 1, 2 , . . .  ,n, wi thout  loss of gencrality, we can write 
A = [ -  L -  U, (3) 
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where I is the identity matrix, - L  and -U  are strictly lower triangular, and strictly upper 
triangular parts of A, respectively• M = I, N = L+U,  and M = I - L ,  N = U leads  to 
the classical Jacobi and classical Gauss-Seidel methods, respectively. Then, the corresponding 
iteration matrices of the classical Jacobi and Gauss-Seidel methods are given by B = L + U and 
T-  ( I -  L ) - IU .  
Transforming the original systems (1) into the preconditioned form, 
PAx  = Pb. (4) 
Then, one can define the basic iterative scheme, 
Mpx (k+l) - -  Npx (k) q- Pb, k = O, 1 , . . . ,  (5) 
where PA = M v - Np and Mp is nonsingular. 
The coefficient matrix of system (1) we consider an M-matr ix or an L-matrix. 
DEFINITION 1. A matr ix  A is an L -matr ix  i f  aii > 0, i = 1,2, . . .  ,n,  and aij <_ O, for all i ~ j ;  
i , j=  l ,2 , . . . ,n .  
DEFINITION 2. A matr ix  A is an M-matr ix  i rA  is an L -matr ix  and A -1  > O. 
Recently, Hadjidimos et al. [1], for M-matrices systems, generalized Milaszewicz's precondi- 





• • , 
- -a ia i l  1 
--O~nanl 1 
(6) 
where a = (a2,aa,...,c~,~) with ai, i = 2 , . . . ,n ,  constants. 
Kohno et al. [3] parameterized the preconditioner presented by Gunawardena et al. [4] and 




" , ,  ' ,  
1 --trial,i+1 (7) 
1 - -Ogn_ lan- l ,n  
1 
where a = (OZl ,O~2, . . .  ,O~n--1). 
For L-matrices linear systems (i.e., A E Ln'n), Evans et al. [2] proposed the preconditioned 
matrix 
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or 
S = (i 
The outline of our work is as follows. 
0 .. - -aln \ 
) 0 .. 0 
0 .. 0 
In Section 2, a new preconditioner is presented and 
spectral radii properties of the Jaeobi iteration matrix of preconditioned system (4) for nonneg- 
ative matrices linear systems is obtained. We will make models for getting better ( I  + S) type 
preconditioners. In Section 3, the preconditioner proposed in [1] is generalized. In Section 4, 
numerical experiments are presented to compare these preconditioners. 
2. IMPROVEMENT OF I + S TYPE  PRECONDIT IONER 
2.1. Const ruct ion  of  a New Precond i t ioner  
First, notice that there is only one nonzero entry in these two preconditioners proposed by 
Evans et al. [2]. Let the Jacobi iteration matrix B = (b~j)nx,~, we have 
bij = { O, i= j ,  i , j=  l ,2 , . . . ,n .  
-a i j ,  i ~A j, 
Constructing S~, 
S'= (sij)n×n, 
where s~.t = c(r ¢ t) is the unique one nonzero entry in the r TM row and the t th column of 
matrix S ~. Let 
P '  = I + S', (9) 
be the preconditioner of (1). 
Based on the preconditioning technique, we only need to solve the following linear equations 
Ax = b, where 
f i  = P 'A ,  b = P'b. 
We denote ,4 = (5~j),~×r~ = D L - ~', where b is a diagonal matrix, - L  and -C  r are strictly 
lower and strictly upper triangular parts of A., and 
_ ~ aij, i7£r '  i , j= l ,2 , . . . ,n .  
aij = [ arj ~-catj  , i r, 
Note that the preconditioned matrix P~ = I + S + is more general than that in [2]. 
This preconditioned Jacobi type method is expressed as follows, 
x (k+l) = Bx  (k) + f ,  k = O, 1 , . . . ,  
where 
and 
B = D-1 (g -4 -~f ) - - (b i J )nxn  , f - - / ) - lD ,  
0, i= j ,  
bi/ = ai/, i 5~ j ,  i 7£ r, 
cai jat j  i ~A j ,  i r, 
1 ~- Catr 
i , j=  l ,2 , . . . ,n .  
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2.2. Convergence Analysis 
In the sequel, we need the following. 
THEOREM 1. (See [6].) Let A >_ 0 be an irreducible n x n matrix. 
(1) A has a positive reaI eigenvalue qual to its spectral radius, 
(2) to p(A) there corresponds an eigenvector x > O, 
(3) p(A) increases when any entry of A increases, 





(See [6].) Let A and B be two nx  n matrices with 0 <_ IBI < A. Then, p(B) <_ p(A). 
Let A = I - L - U = I - B be a strictly diagonally dominant nonnegatfve matrix. 
1 < p(A)  < 2, (10) 
p (B)  p (A) - 1, (11) 
p (B)  < 1. (12) 
PROOF. 
(A) < 2. 
Let h A (i = 1, 2 , . . . ,  n) and h B (i = 1, 2 , . . . ,  n) denote eigenvalues of A and B, respectively. 
Since A >_ 0, then B < 0. So, corresponding to p(B),  there exists a negative eigenvalue of B. 
Denote 
p (A) = h A, p (B) = -h  B. 
Then, 
By the Gerschgorin theorem [6, Theorem 1.11] and [6, Lemma 2.8], we have 1 < p 
p(A) = p( I  - B)  = max [1 - 
3 
Since A is strictly diagonally dominant, p(B) < 1. Then, we can assume that 
p(A)  = max l l  - h f [  = 1 + I ,~ l  (h B < 0).  
2 
So, we have 
p (A) = 1 + Ih; l > 1 
i.e., p (g )  >_ p(A) - 1. 
and p(A)  = 1 + IhB~l <_ 1 + .X B = 1 + p(B) .  
Then, 
PROOF. By the Gerschgorin theorem [6, Thcorem 1.11], 1 < p(A) < 2. 
Let ,~A (i = 1 ,2 , . . . ,  n) and h B (i = 1, 2 , . . . ,  n) denote eigenvalues of A and B, respectively. 
Since A is an L-matrix, B > 0. Then, corresponding to p(B), there exists a nonnegative igen- 
value. Denote 
p (d)=h A, p (B)=h B. 
1 < p(A) < 2, (13) 
p (B) > p (A) - 1. (14) 
p(A)  =p( I -B )=max l l - -hB[=l  h B = l+p(B) .  
Therefore, p(B) = p(A) - 1. 
By (10),(11), we obtain p(B) < 1. | 
REMARK 1. For diagonally dominant nonnegative matrices linear system, Theorem 3 shows the 
relation between the spectral radius of thc Jacobi iteration matrix and its coefficient matrix. 
THEOREM 4. Let A = I - L - U - I - B be a strictly diagonally dominant L-matrix. Then, 
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THEOREM 5. Let A be a nonnegative matrix. I f  
8rt  = C = -1 ,  a~j >_ atj (j  = 1, 2 , . . . ,  n ) ,  
then, 
(1) p(fi.) <_ p(A); 
(2) p(~)) _< p(B). 
PROOF. 
By Srt ~ C 1, we have 
P '  = I + S', f~ = P 'A  = (5iy)n×,> 
f aij, i 7£ r, 
t ar j  -- a t  j ,  i = r, 
Since A > 0 and arj >_ atj, j = 1,2, . . .  ,n, so, 
i , j=  l ,2 , . . . ,n .  
0 < gzrj = arj - atj < arj, 
O<.4<A. 
From Theorems 1 and 2, we obtain 
Since A > 0, equation (11) and condition (1) of Thereom 5 imply that, 
p( [? )  = p( f t )  - l <_p(A) -  l = p (B) .  | 
2.3. Mode ls  for Se lec t ing  r and  t 
Consider how to sclect r and t to construct a better I + S type preconditioner. From Theo- 
reins 3-5, we make the following models to construct I + S type preconditioners. 
Model 1: 
min E larJ + catjl . 
1<_% t<n 
rT~t-- j= l  
Model 2: 
Model 3: Take 
where 
min max larj + catjl • 
l<_r, t<_n l<_j<_n 
rT~t 
RT = max Ri and Ct = max Cj, i j 
Ri : )__[,laij], i :  1 ,2 , . . . ,n ,  and Cj = )__[,laijl, 
j= l  i=1  
j ¢ i  iC j  
j = 1,2, ...  ,n. 
From the upper section, we take the parameter c - -1  (i.e. srt - -1 )  for the nonnegative 
matrix linear system. From discussion in [1], c = 1 (i.e. s,.t = 1) is used for M-matr ix linear 
system. 
It is noticed that there is a cost to get r and t in these models, especially for Model 1 and 
Model 2. In practice, modifications to these models in searching for r and t could be implemented 
by reducing the searching ranges of r and t. 
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3. IMPROVEMENT ON THE 
PRECONDIT IONER OF HADJ ID IMOS et al. 
Hadjidimos et al. [1] generalized Milaszewicz's result. In some cases, the preconditioner (3) 
has the same expression with one of Gauss transformation matrices, denoted by M1, of LU 
factorization methods [5]. i.e., 
/)1(1) = M1, 
Mk z 
1 ...  0 0 ...  0 
0 ...  1 0 ... 0 
0 - rk+l  1 0 
0 ... -T,, 0 .. .  1 
T T = (0  "'" 0 Tk÷l  
where 
and 
, k = 1 ,2 , . . . ,n -  1, (15) 
' ' '  7 "n)~ (16) 
a ik  -c~ - , i=k+l , . . . ,n .  
akk  
Due to the similarity between the preconditioner (6) and Gauss transformation matrix (15) 
(i.e., Ms), we consider the following preconditioners 
P f  = M1, (17) 
P~ = M2M1, (18) 
Pf~ = M,,~M,~_I... M2M], (19) 
then, 
• P f  = P~ (~) = M1, 
• Pg (k = 1, 2, m, m < n 1) are all lower triangular matrices with unity diagonal 
k " ' '  ' - -  
entries, 
• the entries of the fore m columns of P~A are all zero below the diagonal, 
g • P~_IA is an upper triangular matrix. 
Then, we have tile following. 
THEOREM 6. For the preconditioned system (4), let P = g P~-I.  Then, ttle spectral radii of the 
Jacobi and Gauss-Seidel iterative matrices are a11 equal to O. 
PRooF. It is noted that P~_IA is an upper triangular matrix. Hence, the Jacobi and Gauss- 
Seidel iteration matrices are all strictly upper triangular matrices, the result follows. | 
For brevity, we named these methods Gauss type preconditioning techniques. The matrix P~ 
is called Gauss type preconditioner. The number k in this technique is called the order of the 
Gauss type preconditioners. Notice that this method is based on the LU factorization method. 
Let m E {1, 2 , . . . ,  n -  1}, where n is the order of matrix A in (1). For brevity, define a function 
named after Get M(A,  k) with two input parameters A and k and a return parameter Mk which 
implement he computation to get the matrix Mk by (15). The algorithm for obtaining Mk, P~ 
(k = 1, 2 , . . . ,  m) is as follows. 
ALGORITHM 1. (Obtain matrices Mk and preconditioners P~, k = 1, 2 , . . . ,  m.) 
(1) 1. Let A be the coefficient matrix of (1). 
(2) 2. Computation for Mk, P~ (k = 1, 2 , . . . ,  m). 
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(3) for k=l tom,  
(4) if k = 1 then 
(5) M = Get M(A,  1) 
(6) p = M 
(7) else 
(8) M = Get M(P  * A, k) 
(9) P = M * P 
(10) end if 
(11) Mk =M 
(12) P~ = P 
(13) end for. 
In Algorithm 1, we need to store two matrices, M and P. However, for Gauss type (rn) 
preconditioner, we only need to compute the matrix P~. So, we present he following algorithm 
in practical form. 
ALGORITHM 2. (Practical form for obtaining Gauss type preconditioners using MATLAB nota- 
tion.) 
Input: (1) A, (2) m 
Output: P 
(1) 1. Initialize. 
(2) P = Z 
(3) T = A 
(4) 2. Computation for P,g~. 
(5) for k = 1 to rn, 
(6) Set v to be n dimension zero vector 
(7) v(k + 1: n) - -T (k  + 1: n,k ) /T (k ,k )  
(8) if k = 1 then 
(9) P(k  + l :n, 1 )=v(k  + l :n) 
(10) else 
(11) for r = k + 1 to n, 
(12) P( r , l  : k) = P(r, 1 : k) + v(r) . P (k , l  : k) 
(13) end for 
(14) end if 
(15) T = P • A 
(16) end for. 
After the run of Algorithm 2, we get P~ - P. 
4. NUMERICAL  EXPERIMENTS 
In all the numerical experiments, the initial approximation x (°) is taken as the zerovector, and 
the right hand side vector b is chosen so that m = (1, 1 , . . . ,  1) -r is the solution of the considered 
system. Here, lib - Am (k) l[/llbll < 10 -6 is used as the stopping criterion. The maximum number 
of iterations for all the numerical experiments i set to 1000. No drop tolerance is used in the 
tests. So, applying Algorithm 2 to obtain Gauss type preconditioners, we can see the spectral 
radius of the Jacobi and Gauss-Seidel iteration matrices is not equal to 0, but much less than 1. 
All experiments were executed on a PC using the MATLAB programming package. MATLAB 
carries out all calculations in double precision by default. 
In all tables, we report the spectral radius of the corresponding iteration matrix (Radius), the 
time for computing the preconditioner (P-time), the time for the iterative part only (It-time), 
and the number of iterations (Its). In the following tables, the meaning of notations J, GS, M, 
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G, MG, GM, etc., are: 
J and GS the Jacobi and Gauss-Seidel type methods; 
M and G Milaszewicz's preconditioner and Gunawardena et al. 's are used, respec- 
tively; 
MG the application of Milaszewicz's preeonditioner was used first followed by 
Gunawardena et al.'s; 
GM means the reverse situation denoted by MG; 
G-Gauss type (k) indicates the application of Gunawardena et al. 's preconditioner was used 
first followed by Gauss type (k) preconditioner; 
M~(r , t )  the vector (r,t) where r and t is obtained by Model i(1 < i < 3); 
Pl, P2, P3 the spectral radii of iteration matrices when applying the preconditioner 
to (1) obtained by Model 1, Model 2 and Model 3, respectively; 
Pgl,  P92, P~3, fig4 the spectral radii of iteration matrices when applying the preeonditioner 
with P~, P~, P~, and Pg, respectively. 
EXAMPLE 1. Let 
~1.0 0.1 0.2 0.0 0.3 0 .5 \  
0.1 
J 
0.2 1.0 0.3 0.0 0.4 
A= 0.0 0.3 1.0 0.6 0.2 0.0 (20) 
0.2 0.3 0.1 1.0 0.1 0.3 ' 
0.0 0.3 0.2 0.1 1.0 0.2 
0.2 0.3 0 0.3 0.1 1.0 
be the coefficient matr ix of (1). We have 
p (A) = 1.971121, p (B) = p (A) - 1 = 0.971121. 
When applying Model 1, Model 2, and Model 3 to this problem, we obtain 
Model 1: (r,t) = (4,6),  
Model 2:  (r,t) = (2,3),  
Model 3:  (r ,t)  - (1, 2). 
Table 1. Comparison of spectral radii of Jacobi type method for Example 1 (Srt -- 
c = -1) 
r,t p(B) p(A) p(~) 
(r,t)  -- (4,6) 0.971121 1.630474 0.553853 
(r,t)  = (2,3) 0.971121 1.365479 0.558544 
(r,t)  -- (1,2) 0.971121 1.708753 0.584520 
(r,t)  = (2,6) 0.971121 1.440389 0.526584 
For Example 1, r = 2 and t = 6 is the best choice of r and t for I + S type preconditioner. 
In order to compare with Hadjidimos et al. 's preconditioned method, we take the same exam- 
-0.19350 -0.25471 -0.03885 
-0.16748 -0.21780 -0 .21577]  
1.00000 -0.18723 -0 .08949[  , 
-0.13880 -0.01165 -0.25120 1.00000 -0.13236 
-0.25809 -0.08162 -0.13940 -0.04890 1.00000 / 
AI - 
ples presented by [1]in particular. 
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A4 z 
1.00000 -0.23661 -0.37369 -0.25833 -0.05480 
-0.13602 1.00000 -0.10578 -0.38675 -0 .32750|  
-0.12569 -0.01525 1.00000 -0.26597 -0 .17207|  . 
-0.14603 -0.18344 -0.34914 1.00000 0.35613~ 
0.15730 -0.34795 -0.09515 -0.00397 1.00000 / 
Note that A1 is a strictly diagonally dominant matrix, but A4 is not. 




Ml(r,t) pl(J) Ma(r,t) pa(J) p(J) P(JM) P(Jo) 
(4,5) 0.490685 (2,1) 0.579796 0.629054 0.553502 0.584773 
(2,3) 0.769261 (4,3) 0.751899 0.806792 0.767901 0.763008 
Table 3. Compar i son  of spectral radii of Gauss-Seidel type method .  
Ml(r,t) pl(GS) Ma(r,t) p3(GS) p(GS) p (GSM)  p(GSG) 
(4,5) 0.364181 (2,1) 0.383960 0.384958 0.295976 0.172465 




In order to observe the rate of convergence of Gauss-type preconditioning methods, we ran- 
domly generated an M-matrix (n = 100) in Figure 1. The spectral radius decreases as the order 
of Gauss type preconditioners increases. 
In Figure 1, the two points on k = 0 indicate the spectral radii of classical Jacobi and Gauss- 
Seidel iteration matrices, respectively. 
In order to evaluate the efficiency of preconditioners presented in this paper with others, we 
compare the convergence rate in terms of the spectral radii with four group tests, 
(1) diagonally dominant M-matrices systems with Jacobi method, 
(2) diagonally dolninant M-matrices systems with Gauss-Seidel method, 
(3) diagonally dominant nonnegative matrices ystems with Jacobi method, 
(4) diagonally dominant nonnegative matrices ystems with Gauss-Seidel method. 
In each group test, over 10000 diagonally dominant nlatrices are randomly generated for n = 5-100. 
Numerical results are given in Tables 4 11. Through tests, we can compare the performance of 
different preconditioners in terms of the spectral radii to see which is the better choice overall. 
REMARK 2. Each of the numerical values in Tables 4-13 shows the relation of the spectral radii of 
the corresponding items in 1st column and 1st row. For example, the entry with the star in Table 4 
shows that the approximate probability of the case Pgl < P(Jc) is 63.6% (i.e., the possibility that 
Gauss type (1) preconditioner is superior to Gunawardena et al.'s). If the comparison between 
the two spectral radii is very similar, such that ]pgl - P(JG)I is less than 10 - l° ,  we take them as 
the same value. 
From Tables 4-7, we obtain the following conclusions for solving diagonally dominant M- 
matrices linear systems. 
(1) The Gauss type preconditioning techniques are better than the others, especially the Gauss 
type (4). In fact, by applying the higher order of Gauss type preconditioning technique, 
the rate of convergence of the Jacobi type and Gauss-Seidel type iterative matrices hould 
be improved more significantly. 
(2) Normally, Model 1 for obtaining (r, t) to construct a I + S type preconditioner is superior 
to Model 2 and Model 3. And, these I + S type preconditioners constructed through 
Model 1, 2, and 3 are better than Milaszewiez's and Gunawardena et al.'s when applied 
with the Jacobi and Gauss-Seidel iterative methods, in particular Model 1. 
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0.9  r T q ~ r r T - -  . . .  
i -~-  Jacob, 














0 10 20 30 40 50 60 70 80 90 1 O0 
k 
Figure 1. Spectral radii of iteration inatrices with Gauss type preconditioning tech- 
niques applied to Jacobi and Gauss-Seidel iterative methods. 
Table 4. Statistical results about comparison of spectral radii among the modified 
Jacobi type methods (M-matrices). 
P(J) P(JM) P(JG) P(JMG) 
p(J) x 0 0 0 
P(JM) 1 X 0.636 0 
P(JG) 1 0.364 X 0 
P(JMc) 1 1 1 X 
P(JcM) 1 1 1 0.456 
p91 1 0 0.636* 0 
Pg2 1 1 1 0.653 
pga 1 1 1 1 











Pgl Pg2 Pg3 Pg4 
0 0 0 0 
0 0 0 0 
0.364 0 0 0 
1 0.346 0 0 
1 0.341 0 0 
X 0 0 0 
1 X 0 0 
1 1 X 0.001 
1 1 0.999 X 
Table 5. 
Jacobi methods (M-matrices). 
P(J) P(JM) P(JG) 
Statistical results about comparison of spectral radii among the modified 
p(J) x o o 
P(JM) 1 X 0.636 
P(JG) 1 0.364 X 
P(JMG) 1 1 1 
P(JGM) 1 1 1 
prt l  0.998 0.632 0.732 
Prt2 0.998 0.553 0.671 










Prtl prt2 prt3 
0.002 0.002 0 
0.367 0.447 0.380 
0.268 0.329 0.276 
0.980 0.982 0.988 
0.979 0.982 0.987 
X 0.513 0.499 
0.361 X 0.426 
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Table 6. Statistical results about comparison of spectral radii among the modified 











p(GSM) p(GSG) p(GSMG) p(GSGM) 
0 0 0 0 
X 0.037 0 0 
0.963 X 0 0 
1 1 X 0.975 
1 1 0.025 X 
0 0.037 0 0 
1 0.737 0.045 0.082 
1 1 0.763 0.798 
1 1 1 1 
P91 Pg2 Pg3 Pg4 
0 0 0 0 
0 0 0 0 
0.963 0.263 0 0 
1 0.955 0.237 0 
1 0.918 0.202 0 
X 0 0 0 
1 X 0 0 
1 1 X 0 
1 1 1 X 
Table 7. Statistical results about comparison of spectral radii among the modified 
Clauss-Seidel methods (M-matrices). 
p(GSM) p(GSG) p(GSMG) p(GSoM) 
0 0 0 0 
X 0.037 0 0 
0.963 X 0 0 
1 1 X 0.975 
1 1 0.025 X 
0.710 0.251 0.021 0.030 
0.699 0.235 0.017 0.025 
0.492 0.166 0.018 0.024 
pvt 1 Pvt2 prt3 
0.001 0.002 0 
0.290 0.301 0.508 
0.749 0.765 0.834 
0.979 0.984 0.983 
0.970 0.975 0.976 
X 0.449 0.648 
0.421 X 0.638 
0.349 0.361 X 
Statistical results about comparison of spectral radii among the modified 
p(GS) 
p(cs) x 
p(GSM)  i 
p(CSG) 1 
p(GSMG ) 1 
p(GSGM) 1 




Jacobi type methods (nonnegative matrices). 
Pgl Pg2 Pg3 Pg4 
0 0 0 0 
0 0.003 0 0 
0.376 0.004 0 0 
0.999 0.370 0.009 0 
0.995 0.376 0.011 0 
X 0.003 0 0 
0.998 X 0.005 0 
1 0.995 X 0.005 
1 1 0.990 X 
P(J) P(JM) P(JG) 
p(J) x o o 
P(JM) 1 X 0.625 
P(JG) 1 0.376 X 
P(JMG) 1 0.999 1 
P(JGM) 1 0.995 1 
pgl 1 0 0.625 
P92 1 0.998 0.996 
Pg3 I i I 












From Tables 8-11, we obtain the following conclusions for solving diagonally dominant non- 
negative matrices linear systems: 
(1) On the whole, the Gauss type preconditioning techniques are the best choice among all 
of tile preconditioning techniques presented in this paper. In particular the higher-order 
Gauss type techniques. 
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Table 9. Statistical results about comparison of spectral radii among the modified 
Jacobi methods (nonnegative matrices). 
P(J) P(JM) P(JG) 
p(J) X 0 0 
P(JM) 1 X 0.625 
P( JG)  1 0.376 X 
P(JMG) 1 0.999 1 
P(JGM) 1 0.995 1 
Prtl  0.990 0.735 0.823 
prt2 0.996 0.748 0.835 










prt l prt2 prt3 
0.010 0.004 0 
0.265 0.252 0.200 
0.177 0.165 0.118 
0.980 0.978 0.966 
0.980 0.979 0.964 
X 0.410 0.426 
0.460 X 0.448 
0.549 0.529 X 
Table 10. Statistical results about comparison of spectral radii among the modified 








O. 124 O. 144 
0.714 0.708 
0.990 0.987 
Pgl P92 Pg3 P94 
0.002 0 0 0 
0 0.010 0 0 
0.887 0.247 0.013 0 
0.981 0.876 0.286 0.010 
0.965 0.856 0.292 0.013 
X 0.010 0 0 
0.990 X 0.013 0 
1 0.987 X 0 
1 1 1 X 
p(GS) p(GSM) p(CSG) 
p(GS) X 0.002 0.014 
p(GSM)  0.998 X 0.113 
p(GSG) 0.986 0.887 X 
p(GSMG) 0,999 0.981 0.990 
p(GSGM) 0.999 0.965 0.973 
Pgl 0.998 0 0.113 
Pg2 i 0,990 0.753 
pg3 1 I 0.987 
Pg4 i i i 
Table 11. Statistical results about comparison of spectral radii among the modified 
Gauss-Seidel methods (nonnegative matrices). 
p(GS) p(GSM) p(GSc) p(GSMc) 
p(GS) X 0.002 0.014 0.001 
p(GSM) 0.998 X 0.113 0.020 
p(GSG) 0.986 0.887 X 0.010 
p(GSMG ) 0.999 0.981 0.990 X 
p(GSGM) 0.999 0.965 0.973 0,690 
Prtl  0.707 0.437 0.250 0.049 
Prt2 0.685 0.437 0.233 0.041 
prt3 0.700 0.379 0.248 0.033 
p(GSGM) prt l Prt2 prt3 
0,001 0.293 0.315 0.300 
0.035 0.563 0.563 0.622 
0.027 0.750 0.767 0.752 
0.310 0.951 0.959 0.967 
X 0.953 0,960 0.968 
0.047 X 0.448 0.469 
0.041 0.433 X 0.465 
0.032 0.503 0.510 X 
(2) Normally, these I + S type preconditioners constructed through Model 1, 2, and 3 are 
superior to that of Milaszewicz's and Gunawardena et al.'s when applied with the Jacobi 
iterative method. However, they encounter the reverse situation when applied with Gauss- 
Seidel iterative method. 
Numerical results for nondiagonally dominant coefficient matrices, with the absolute value of 
each row sum of these matrices which is less equal to three, is given in Tables 12 and 13. 
Modified Iterative Methods 
Table 12. Statistical results about comparison of spectral radii among the modified 
Jacobi type methods (nonnegative matrices). 











X 0 0 0 0 
1 X 0.570 0.026 0.049 
1 0.430 X 0.006 0.020 
1 0.974 0.994 X 0.519 
1 0.951 0.980 0.481 X 
1 0 0.570 0.026 0.049 
1 0.972 0.977 0.547 0.567 
0.999 0.996 0.997 0.974 0.980 










































Table 13. Statistical results about comparison of spectral radii among the modified 











D(CSM) p(GSG) p(GSMG) D(GSGM) 
0.012 0.036 0.009 0.022 
X 0.181 0.048 0.080 
0.819 X 0.030 0.064 
0.952 0.970 X 0.358 
0.920 0.936 0.642 X 
0 0.181 0.048 0.080 
0.966 0.851 0.161 0.189 
0.994 0.975 0.843 0.851 
1 1 0.987 0.988 
Pgl Pg2 Pg3 Pg4 
0.012 0.006 0.002 0 
0 0.034 0.006 0 
0.819 0.149 0.025 0 
0.952 0.839 0.157 0.013 
0.920 0.811 0.149 0.012 
X 0.034 0.006 0 
0.966 X 0.033 0 
0.994 0.967 X 0 
1 1 1 X 
From Tables 12 and 13, we find the validity of Gauss type preconditioners and some others for 
system (1) with a nondiagonally dominant nonnegative coefficient matrix in some eases. 
EXAMPLE 3. 
a 5 
1.0000 0.3223 0.5991 0.9006 0.2877 0.2466"~ 
0.2025 1.0000 0.7049 0.4321 0.5529 0.4485l 
0.2606 0.5607 1.0000 0.1585 0.3458 0.4241/ 
0.7645 0.2312 0.2173 1.0000 0.4107 0.1261| '
0.3618 0.1317 0.2375 0.5046 1.0000 0.5141J 
0.3837 0.2592 0.4588 0.4186 0.2294 1.0000/ 
a 6 
1.0000 0.1115 0.6658 0.1222 0.1867 0.6635 
0.2274 1.0000 0.3345 0.7503 0.1458 0.29181 
0.2775 0.3483 1.0000 0.4775 0.3904 0.2561/ 
0.6707 0.4819 0.1362 1.0000 0.1748 0.3918 / " 
0.5746 0.4648 0.1705 0.2951 1.0000 0.4682J 
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Table 14. Comparison of spectral radii when applying the Jacobi type method. 
P(J) P(JM) p(JG) P(JMG) P(JGM) Pgl Pg2 Pga 
1.9373 0.7639 1.2112 0.8199 0.7060 0.7639 0.6227 0.5466 







Table 15. Comparison ofspectralradi i  when applying Gauss-Seideltypemethod.  
p(GS) p(GSM) p(GSG) p(GSMG) p(GSGM) Pgl Pg2 pg3 
0.8229 0.5504 0.8154 0.1624 0.2533 0.5504 0.3590 0.2176 




Table 16. Comparison of different preconditioning techniques associated with the 
Gauss-Seidel method for Example 4 (n = lO0, p = 1). 
Its P-time It-time 
352 -- 8.70 
345 0.01 8.53 
342 0.02 8.56 
342 0.01 8.49 
349 0.00 8.66 
346 0.02 8.53 
342 0.02 8.45 
339 0.03 8.37 
336 0.04 8.31 
319 0.09 7.87 
269 0.23 6.64 
218 0.37 5.39 
166 0.48 4.14 
114 0.60 2.81 
60 0.70 1.48 
16 0.79 0.39 
342 0.02 8.46 
339 0.04 8.37 
336 0.04 8.30 
332 0.05 8.20 
329 0.06 8.14 
313 0.11 7.73 
264 0.25 6.58 
214 0.38 5.28 
163 0.52 4.03 
I i i 0.63 2.74 
59 0.74 1.45 






Gauss type (1) 0.960658 
Gauss type (2) 0.960266 
Gauss type (3) 0.959866 
Gauss type (4) 0.959458 
Gauss type (5) 0.959041 
Gauss type (10) 0.956823 
Gauss type (25) 0.948448 
Gauss type (40) 0.936041 
Gauss type (55) 0.915771 
Gauss type (70) 0.876698 
Gauss type (85) 0.770070 
Gauss type (99) 0.068147 
G-Gauss type (1) 0.960654 
G-Gauss type (2) 0.960262 
G-Gauss type (3) 0.959862 
G-Gauss type (4) 0.959454 
G-Gauss type (5) 0.959037 
G-Gauss type (10) 0.956819 
G-Gauss type (25) 0.948441 
G-Gauss type (40) 0.936031 
G-Gauss type (55) 0.915754 
G-Gauss type (70) 0.876661 
G-Gauss type (85) 0.769929 
G-Gauss type (99) 0.340052 
Min = The min entry of the final numerical solution vector. 
Max The max entry of the final numerical solution vector. 






























In  Tab les  14 and  15, we present  the  compar i son  resu l ts  o f  spect ra l  rad i i  for par t  of  p recond i t ioners  
in th is  paper .  
Modified Iterative Methods 
Table 17. Comparison of different preconditioning techniques associated with Gauss- 






Gauss type (1) 0.950481 
Gauss type (2) 0.950469 
Gauss type (3) 0.950446 
Gauss type (4) 0.950409 
Gauss type (5) 0.950361 
Gauss type (10) 0.950111 
Gauss type (25) 0.948863 
Gauss type (40) 0.946539 
Gauss type (55) 0.942504 
Gauss type (70) 0.935625 
Gauss type (85) 0.924245 
Gauss type (100) 0.905816 
Gauss type (115) 0.876127 
Gauss type (130) 0.825279 
Gauss type (145) 0.715114 
Gauss type (160) 0.418174 
Gauss type (168) 0.225515 
G-Gauss type (1) 0,950481 
G-Gauss type (2) 0.950469 
G-Gauss type (3) 0.950445 
G-Gauss type (4) 0.950409 
G-Gauss type (5) 0.950361 
G-Gauss type (10) 0.950111 
G-Gauss type (25) 0.948862 
G-Gauss type (40) 0.946534 
G-Gauss type (55) 0.942492 
G-Gauss type (70) 0.935604 
G-Gausstype (85) 0.924209 
G-Gauss type (100) 0,905745 
G-Gauss type (115) 0.875944 
G-Gauss type (130) 0.824726 
G-Gauss type (145) 0.709136 
G-Gauss type (160) 0.617637 
G-Gauss type (168) 0.615971 
Its P-time It-time 
236 - 12.06 
143 0.01 7.35 
143 0.07 7.38 
143 0.05 7.32 
235 0.04 12.14 
235 0.07 12.16 
235 0. i0 12.15 
234 0.13 12.13 
234 0.17 12.19 
232 0.35 12.05 
225 0.87 11.58 
215 1.40 11.12 
201 1.92 10.36 
181 2.45 9.32 
155 2.93 8.11 
127 3.43 6.59 
99 3.92 5.16 
73 5.01 3.80 
50 5.55 2.60 
36 6.08 1.87 
34 6.30 1.77 
143 0.12 7.46 
143 0.16 7.41 
143 0.20 7.43 
143 0.25 7.44 
143 0.29 7.44 
141 0.48 7.37 
137 0.95 7.15 
132 1.70 6.90 
124 2.29 6.45 
112 2.55 5.83 
96 3.48 4.98 
79 4.04 4.12 
62 4.60 3.22 
47 5.16 2.45 
33 5.70 1.71 
26 6.26 1.35 








































EXAMPLE 4. (See [7,8].) Le t  
A = 
1 q r s q 
s 1 q r " 
~' S " -  " .  ' 
q ". ". 1 q 
s ". r s 1 
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where q = -p /n ,  r = -p / (n  + 1), and s = -p / (n  + 2). 




Numer ica l  results for this matr ix  are 
(See [7].) The  l inear system has a n x n (n = N 2) coefficient matr ix ,  which is given 
A = 
, 
• ..  " , .  
" .  ' .  
- I  
4 -1  0 
-1  4 "- 
0 •• ". 
. . •  0 
0 
0 , 
(~  0 ... 0 
B I=  .'" 
° I 0 
', '- 0 
-1  . . .  0 1 
0 . . .  0 -1  4 
are N x N matrices. Numer ica l  results for Example  5 are given in Table 17. 
From the tables, as the order of the Gauss type precondit ioner increases, the spectral  radius 
of the corresponding i terat ion matr ix  decreases and hence the rate of convergence rate increases• 
Finally, this paper presents some methods and numerical  improvements  for precondit ioning. 
Some of the precondit ioning techniques presented require further theoret ica l  proof. In addit ion, a 
natura l  problem is how to choose the opt imal  parameters  c in (9) and c~ in (6). Further  research 
is required. 
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