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Abstract
Plasmids are circular DNA molecules found in bacteria. These molecules often contain genes coding
for resilience against harmful substances such as antibiotics, in its environment. To be able to classify
plasmids fast, and with small samples would be of great gain for medical care, to improve the efficiency
of treatments, and to reduce the spread of antibiotics resistance.
Our experimental collaborators (Fredrik Westerlund group, Chalmers) stain DNA molecules in a
predictable way with a fluorescent chemical, and by doing so they create patterns (barcodes) for plasmids,
which are observed through microscopes. We use the transfer matrix method to compute predicted
barcodes from genetic sequences. By comparing barcodes, both from theory and from experiments, we
identify types of plasmids, and find manipulations to the plasmids, such as missing or added genes. By
combining barcodes with more conventional sequencing, the barcodes are used as scaffolds for the shorter
fragments.
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Populärvetenskaplig sammanfattning
För bakterier kostar det energi och tid att ha oanvändbart genetiskt material, och det är dessutom i
vägen i en redan trång cell. Därför bör man göra sig av med onödigt material. Men på samma sätt
som man tror sig snart kunna komma att behöva de sakerna som så länge stått och ”samlat damm
i garderoben”, så är bakterier ovilliga att kasta bort fullt fungerande gener. Dessa gener samlar de
i så kallade plasmider, som är ringformade DNA-molekyler med syftet att ta hand om oanvändbara
gener. Men till skillnad från de torkade färgresterna i burkarna i garderoben, så visar det sig att det
finns tillfällen där plasmidgenerna är nyttiga. Till exempel kan det finnas en gen som skapar pumpar i
bakteriens cellvägg. Dessa pumpar kan pumpa ut farliga tungmetaller, som annars hade skadat cellen.
Om bakteriekolonin av någon anledning får tungmetaller i sin omgivning, så kommer de celler som inte
har tillgång till den vanligtvis onödiga genen för metallpumpen att dö, medan de andra lever vidare utan
några större problem. Eftersom så många av bakterierna i kolonin har dött, så kommer de kvarvarande
cellerna snarare ha det lättare eftersom det finns mindre konkurrens om utrymme och resurser. På så
sätt kommer alla levande bakterier i området snart vara resistenta, plasmiderna kan nämligen skickas
mellan individer. Dessa individer behöver inte ens vara av samma art. Ett relaterat och, för människor,
växande problem är när bakterier blir resistenta mot läkemedel, så som mot antibiotika. Är man oförsiktig
kan man öka nyttan med en gen som ger resistens mot en sorts antibiotika, som därmed kommer bli
verkningslös. Vad man kan göra för att hindra det är att innan kuren undersöka plasmiderna, för att
avgöra vilken genuppsättning de har. Utifrån vad man ser där kan man välja den lämpligaste kuren.
För det traditionella sättet att undersöka plasmiderna på behöver man odla bakterierna under en tid,
så att tillräckligt många plasmider finns i provet. Därefter klipper man sönder plasmiderna och undersöker
vad man har i provet. Ett problem med detta är att plasmider ändrar sig snabbt, och påverkas av miljön
i vilken bakterien lever. Om en patient har resistenta bakterier i sig, så kan problemet verka mindre
allvarligt än vad det är, eftersom bakterieprovet odlas i en antibiotikafri miljö. I den miljön är det en
nackdel att ha resistensen, eftersom den inte hjälper, och den kommer därför delvis att försvinna. På
så sätt kommer provresultatet vara missvisande. Vad man vill kunna göra är att omedelbart plocka ut
individuella plasmider, och läsa av vilka gener den innehåller. Något man kan göra för att uppnå detta är
att göra plasmiden till en streckkod. Det finns olika tekniker för det, bland annat så kallad ”competitive
binding”. Det går till på så vis att man placerar plasmiden i ett kemikaliebad. I detta bad finns bland
annat en sorts kemikalie som fastnar på plasmiden, men bara på vissa specifika platser. Badet innehåller
också ett självlysande ämne. Detta ämne kan också sätta sig på plasmiden, men är inte lika noggran
med var den sitter. Därför kommer det självlysande ämnet att fylla upp resten av plasmiden. Om man
sen tittar på plasmiden i mikroskop, så kan man inte bara se att den lyser, men också att olika delar
lyser olika mycket. Med hjälp av en metod som kallas ”överföringsmatris-metoden” kan man beräkna
ett förväntat utseende på en given DNA-sekvens. Genom att jämföra dessa teoretiska streckkoder med
experiment kan man komma fram till plasmiders innehåll. Detta går att göra på mindre än en timme
efter att provet togs, vilket är mycket snabbare än andra metoder.
I denna uppsats vidareutvecklar vi tidigare studier genom att skapa en karta över likheten mellan alla
drygt 2 000 kända plasmider. Vi utvecklar också en metod för att upptäcka om en plasmid har ändrats,
till exempel genom att DNA har flyttat på sig eller vänt sig. Vi har även en metod för att använda
streckkoderna som mallar, när man vill bygga ihop en plasmid från kortare DNA-bitar. Sådana bitar är
resultatet av andra analysmetoder, och att kombinera metoder är en viktig teknik för att komma runt
svagheter som de enskilda metoderna har.
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1 Introduction
Plasmids are circular DNA molecules found in bacteria, and they are known to be dynamic (see sec-
tion 1.1) with respect to their genomic content. The main challenges for analysing plasmid DNA barcodes
are to develop a reference set of barcodes, and then to detect structural variations (e.g. permuted order
of genes) with respect to this set. In this thesis we tackle these two challenges by using sequence data
for 2,236 plasmids, collected from an open access database. We then develop a new method for detecting
structural variations in the plasmids.
1.1 Plasmids
In bacteria, all the crucial DNA is collected in the chromosome. Some DNA is only useful in some
situations, dependent on the environment, and that DNA is often found in plasmids [1]. Examples of
such DNA are genes coding for transporter proteins, which can remove dangerous substances from the
cell. The plasmids are, with few exceptions, circular, and their sizes range from a few kbp (kilo base pairs)
to hundreds of kbp. Each bacterial cell can have several kinds of plasmids, and it can have multiple copies
of each plasmid type. If a specific gene in a plasmid turns out to be important, that gene can be duplicated
so that its expression will be faster and more effective. This is called gene amplification. The downside
of many plasmids and amplified genes is lower replication pace, and cost related to production.
Plasmids can be transferred horizontally between bacterial cells, which means that they can be given
from one cell to another, without any cell division. Genes can thus spread very fast, and between species.
To enable this, some specific proteins are needed to be present. If the plasmids contain genes for creating
these proteins themselves, they are called conjugative, and usually need to be close to hundred kbp long.
By utilising proteins produced in other plasmids, it is possible for plasmids to spread horizontally, while
still remaining small. These plasmids are called mobilisable [2].
If a dangerous substance is introduced to bacterial colonies, resilience against the dangerous substance
will be very useful so there will be a great evolutionary pressure to refine a bacterial strain with the best
plasmid. If for example, a common kind of antibiotic is used against a group of bacteria in which a few
have an antibiotic resistance gene, the bacteria will effectively be bred to survive in an antibiotic rich
environment. This ability will then easily be spread to other bacteria, and the drug gets increasingly
useless. If the resistance genes in the bacteria can be identified, medication can be adjusted to prevent
increased resistance. To get a better understanding of plasmids in general, will also be beneficial when
trying to counter them.
The cost of antibiotic resistance is in the United States alone approximated to be in the order of
1010 USD per year in health service costs and lost productivity. This is a naive way of counting, since
modern medicine is based around the use of antibiotics. For example, surgery is associated with an
increased risk of (if untreated possibly fatal) infections. To the approximation of health service costs and
lost productivity, should thus the loss of modern medicine be added [3]. The World Health Organization
(WHO) recently published a report on the problems with antibiotic resistance, among other things
pointing out the lack of attention to this problem [4]. Antibiotic resistance has been found in every
continent, including Antarctica [5].
With the nanochannel-based barcoding developed by our collaborator, Fredrik Westerlund’s group
(Chalmers)1, (see section 1.2), it is possible to find out if and, in that case, how plasmids differ within a
bacterial cell. Much of the dynamics in plasmids, such as reproduction and amplification, are very fast and
dependent on the environment in which the bacteria lives. With the method of Westerlund’s group, it is
possible to find amplified regions, which is hard with conventional methods, such as shotgun sequencing,
which are slow, and need growable cells. As mentioned earlier, the amplification is dependant on the
environment in which the bacteria live. Changing the conditions, for example by growing the cells on a
Petri dish with a different level of antibiotics than in the patient, might change the levels of amplification,
and thus is important information from the sample lost.
In this thesis, a database of the 2,236 fully sequenced plasmids from NCBI’s Reference Sequence
(RefSeq) database2 is used as a source for plasmid sequences, which are combined with statistical physics
predictions for relating DNA sequence to experimental barcodes. RefSeq collects sequences of naturally
occurring DNA, RNA and protein from plasmids, organelles, viruses, archaea, bacteria, and eukaryotes
[6]. A plasmid, called R100, is used in many examples in the thesis. It is a plasmid from Escherichia coli,
containing resistance genes against several kinds of antibiotics [7].
1http://www.chalmers.se/en/departments/chem/research/chembiochem/ResearchGroups/Pages/WesterlundGroup.aspx
2http://www.ncbi.nlm.nih.gov/refseq/
4
FytM01 - Erik Lagerstedt - 2014
1.2 Nanochannel based optical mapping and barcodes
Optical mapping is a tool for analysis of DNA using coarse grained images. The images have lower
resolution than many other methods such as microchip-based electrophoretic sequencing or sequencing
by hybridisation [8]. This is not necessarily a bad property, since it allows for much larger sequences to
be analysed fast. The optical maps can also be used as scaffolds, on which the shorter sequences from
the other methods can be matched, and a much longer sequence with bp-resolution can be built. Optical
maps are created with single molecules, so the sample sizes needed are very small, and no cultivation of
bacteria is needed [9].
There are different methods to produce barcodes (see figure 2 for example barcodes). One is to heat
up the DNA to the temperature where the weaker AT-bindings will break, but the stronger GC-bindings
will still hold. This is called “DNA melting.” If a fluorescent dye is introduced to this partly melted
strand, it will only get stuck at the still closed regions, and there will be a barcode [10]. Enzymes can
be used to create barcodes by “nicking” [11] (that is, one of the two strands will get cut) or cutting [12]
the DNA. Another method, used by the group of Fredrik Westerlund, Chalmers, (who have performed
all the experiments used in this thesis) is called “competitive binding.” The idea is to use a competing
chemical to block sites for the dye. In this case, the blocking chemical is called netropsin, and it is
introduced to the DNA with the dye. Netropsin will primarily bind to four base pair long sequences of
any configuration of As or Ts [13]. The fluorescent dye YOYO-1 has no preference on where to bind, so
it will fill the remaining sites (see figure 1b). The dyed molecules are then inserted into nanochannels
(channels of width and depth of ∼100 nm, see figure 1a), to hold them in place, and force them to stretch
out [14].
It is possible to see if the molecules in the channel are circular. This is an advantage when working
with plasmids, since it is possible to make sure that the entire molecule is left, and no fragment has
fallen of. After confirming this, the plasmid is cut and hence brought to a linearised form suitable for
mapping. There are several ways to do that. A simple way is to shine light on the molecule, which will
cause it to get randomly nicked. When both strands are cut sufficiently close, the circle will break, and
the molecule will unfold. The main problem with this method is that the dye gets bleached over time,
especially in the bright light. It is also possible that more cuts appear, and keep fragmenting the plasmid.
These problem are incentives to find a new way of cutting the plasmid. One such method is to introduce
a cutting enzyme to the molecule, which can be removed when the plasmid opens. This will reduce the
effect of bleaching, and the risk of a second cut.
Once the DNA is linearised, optical DNA barcodes are recorded by taking many (∼ 200) photos in
a rapid succession (∼ 7/s), as a short movie. Each of these images are then cropped so that only the
molecule is left, and the image is collapsed into a one dimensional array of intensity values. This array is
one possible realisation of the process, so by using many pictures, a time average can be extracted. By
placing these images on top of each other, a new image is created. In this image (called a “kymograph”)
the development of the molecule over time can be traced. Due to thermal noise the molecule will move
around, retract and expand, both globally and locally [15]. An example of a raw kymograph can be
found in figure 2a. In this state they are sometimes referred to as “fuzzy barcodes”, since they look
like distorted barcodes. More similar to barcodes are the aligned kymographs, found in figure 2b. This
similarity is what has given the method its name.
1.3 Implementation
To do the analysis and computations, the tools were implemented into Matlab. The program, called
“DNA Barcode Matchmaker,” has many features implemented by Charleston Noble (visiting researcher,
Ambjörnsson group (Lund)). Among them are a graphical interface, tools for generating kymographs
from the movies of DNA in nanochannels, aligning the kymographs and analysing barcodes (primarily
from chromosomal DNA) created using DNA melting, which is briefly mentioned in section 1.2. To this
I included the theory for competitive binding (see section 6), provided by Tobias Ambjörnsson. I added
features for making consensus barcodes (see section 5), doing p-value computations (see section A.1),
comparing barcodes (see section 8 and section 9), detecting specific differences between barcodes (see
section 10) and fitting fragments on plasmids (see section A.3).
Some time consuming parts of the program, such as calculating barcodes from theories, were imple-
mented as scripts in Java (sometimes code developed by Adam Nilsson could be used [16]), which were
called from the Matlab program when needed.
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(a) The DNA molecule in the
nanochannel (top), entering the
nanochannel (middle) and the
chip with the channels (bottom)
(from [14]).
(b) A cartoon of the DNA molecule surrounded by netropsin and YOYO-
1. Both chemicals are four base pairs long, and each base pair can only be
covered by one molecule. Netropsin prefers to bind to sequences without
any Gs or Cs, and the fluorescent chemical YOYO-1 has no preference.
Figure 1: Schematic illustrations of what happens in the nanochannel. In (a), a coiled DNA molecule
is introduced to a nanochannel, in which it straightens out, but even in the channel, it is not perfectly
straight. In (b), the competing chemicals are shown binding to the DNA molecule.
1.4 Structure of thesis
This thesis does not have the conventional separation of methodology and results, since it in many cases
seemed impractically forced. Instead the sections will successively describe how to get from the fuzzy
barcodes described in the introduction, to clearer intensity curves, and different ways to analyse them
(see table 1 for an outline). My original work is primarily in the analysis of the barcodes, and much of
the previous work described in this thesis can also be found in [16].
Section 2 contains an explanation of the alignment process, which turns fuzzy barcodes into barcodes,
and the information score, used to measure the quality of the experiment, is introduced in section 3.
The method of comparing curves is explained in section 4, and section 5 contains information on how to
combine several experiments into consensus barcodes.
After that, the method for turning sequences of base pairs into barcodes, through theoretical means, is
introduced. Some necessary rescaling is introduced in section 7, to make it possible to compare barcodes.
The kind of comparison described in section 8 has been done before, but the next step, described in
section 9 was introduced by me. Section 10 contains three ways to compare barcodes pairwise, more
closely. One of the methods (section 10.1) is a standard method, and the two others are new suggestions,
of which one (section 10.3) has been developed by me. Section 11 contains the discussion, including an
outlook.
The appendix has the three subsections. The first of them is section A.1, in which statistics for the
fitting of barcodes are introduced and discussed. In the second section A.2 the noise in the kymographs
are discussed, and in the final section, some preliminary results for fitting shorter fragments on longer
barcodes is presented.
The extent of my contributions to the different sections vary. In sections 2-4 I use a previously imple-
mented method for kymograph alignment, and the previously defined Information Score for experimental
barcodes to evaluate the experiments. However, to consider a similar score for barcodes predicted from
sequences is new to this thesis. The cross-correlation, used to measure similarity of barcodes, has been
used before for this purpose, but is in this thesis normalised to put strict bounds to the possible values.
Both the manual and automatic procedures to create consensus barcodes, presented in section 5,
have been introduced and developed by me and is new to this thesis. The novelty of sections 6 and 7
lies in the implementation of the theoretical barcode calculation into the Matlab package, DNA Barcode
Matchmaker. The method has previously been implemented in Java by Adam Nilsson [16]. Also the
rescaling algorithms were transferred from Adam’s Java code into the software package DNA Barcode
Matchmaker.
All the 2,236 theoretical barcode calculations and the associated analysis of the results, and compar-
ison to experiments in sections 8 and 9 were made by me. These calculations and experiments are the
first DNA barcode predictions for plasmid DNA, although small scale comparisons, like those in section 8
have been done before. In section 10 I implemented and investigated the different methods for detecting
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Table 1: Schematic of structure of the thesis. The sections were I have contributed the most are written
in italic.
Preparations Consensus From theory Large scale comparison Detailed comparison
Section 2 Section 6
Section 3 Section 5 Section 7 Section 9 Section 10
Section 4 Section 8
structural variations in plasmid barcodes. These tools are the first available for analysing such variations
in DNA barcodes.
Appendix A.1 contains two new approaches for automated calculation of the inverse correlation length,
which I implemented. In this appendix the first detailed analysis of the p-value approach for different
AT/GC fractions is performed. This analysis is important for the improved p-value computation, where
random barcodes are extracted from a pregenerated longer barcode, providing order of magnitude speed
up of computational times.
In appendix A.2, the noise in the barcodes from experiments is analysed, which is the first time to
be done on plasmid DNA barcodes. The clear evidence for the problems with the ends of the molecules
is new to this thesis. The final part, appendix A.3, is a first proof-of-principle study, showing that DNA
barcodes can be used as an important tool in traditional sequencing, namely in the process of, so called,
contig assembly.
2 Aligning kymographs
The diffusive motion of the molecule can be seen in the unaligned kymograph in figure 2a. As a first
step towards getting the estimate of the time average, the effects of the diffusive motion are reduced
by aligning the features in the kymograph. This is achieved using the algorithm called WPAlign [17],
which is already implemented in DNA Barcode Matchmaker by Charleston Noble. Before the start of
the aligning process, the beginning and end of the molecule was determined in each time frame, so that
the length, and the variation of length, of the molecule can be calculated. The first step of WPAlign
is to identify the most pronounced dark or bright region in the kymograph, and all the rows are then
stretched so that the line is straightened out. This line is then fixed, so that it will no longer move. The
next step is then to identify another line, and straighten it out by stretching the rows in the kymographs.
Since one pixel is fixed, only the part of the row that is on the same side of the fixed pixel as the line
that is being straightened will stretch. This will continue until all the regions between fixed pixels are
sufficiently small. The execution time for the algorithm scales linearly with the length of the barcode,
and can align a barcode of the order of the full human genome in 40 minutes.
The result after aligning using WPAlign on the kymograph in figure 2a can be found in figure 2b.
Some diffusive motion can still be seen, and the valleys and ridges are not perfectly aligned, but it is an
improvement compared to the raw kymograph, and to the other aligning algorithm [17].
3 Information score
To find out if an experiment is useful or not, its information score can be consulted. It is a measurement
of how many spikes are distinguishable from the noise. Since this number should be the same for all
molecules of the same plasmid type, this score can be used to determine the quality of an experiment.
A low information score of an experiment is primarily due to high movement of the molecule, or due to
bleaching of the fluorescent dye. The dye is bleached over time, and an increase in incoming light will
hasten the process. The reason for having a high intensity of the light is that the light will damage the
molecule, and ultimately break it. Breaking the plasmid is necessary for it to open.
Information score is the self-information [18] of the barcodes, and it is defined as [17]
IS =
∑
k
− log
(
1√
2pi log(σ2 + 1)
exp
(− log(|∆Ik|)2
2 log(σ2 + 1)
))
, (1)
in which σ is the variance of the noise in the kymograph (see section A.2), and ∆Ik is the intensity
difference between neighbouring peaks and valleys. Only peaks and valleys large enough to stand out
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(a) A raw kymograph of an R100 plasmid. (b) An aligned version of the kymograph in fig-
ure 2a. Alignment is performed using WPAlign.
Figure 2: Examples of kymograhps. Each row in a kymograph is one collapsed image of a molecule. The
whiteness of each pixel is determined by the intensity of the light from that point. These kymographs
come from experiments with R100 plasmids.
from the noise are considered. The information score is thus dependant on how distinct the features are,
but even more dependant on the number of features.
3.1 IS for theoretical barcodes
By defining an expected noise, an expected information score can be calculated for theoretical barcodes
(see section 6). This number can be used to see if it is worthwhile to make experiments on certain
plasmids, or if the patterns are likely to be destroyed by the expected noise. It is not trivial to find a
noise level that corresponds to reality. Using noise measured in experiments will not necessarily work,
since that requires rescaling of the theoretical barcode. In the rescaling process, the pattern might be
improved or damaged, so the results should be treated with caution.
4 Similarity measure for barcodes
The chosen method for comparing two intensity curves is cross-correlation, which is defined in the
following way:
C(istart) =
Cu(istart)
||P1|| · ||P2|| =
1
||P1|| · ||P2||
J∑
i=1
Pd1(i) · P2(i+ istart − 1). (2)
To compensate for the cyclic nature of the plasmid, Pd1 is constructed by repeating the P1 curve twice.
Thus will there be no artifacts due to the potentially different cutting position. It is not done in the
normalisation, since the length of P2 is increased by filling out with zeros, so normalisation should be
with the original curves.
The best fit is denoted max(C(istart)) = Cˆ, and the normalisation in equation (2) will make sure that
the maximal possible value of Cˆ = 1, and the minimum possible value of C = −1. This normalisation is
slightly different from [19], in which the length of the shortest curve is used. The difference between the
two is that there are no limits to the cross-correlation when using the length as normalisation, but there
is no punishment for difference in length. When working with plasmids, the curves should be of similar
length, so this is not a problem. The reason for the interest in the maximum is that the plasmids are
cyclic, but linearised through a cut at a random position (see section 1.2). The largest cross-correlation
value indicates the best fit, so by shifting the curves so that C is maximised, the best common starting
point iˆstart can be found. Some illustrations of cross-correlation computation is presented in figure 3.
To account for the possibility that the curves are each other’s mirror images, C is also calculated for
when P2 is inverted. The two Cˆs are compared, and the direction of P2 that generates the highest Cˆ is
considered the correct direction.
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(a) An illustration of the algorithm to calculate
the unweighted cross-correlation values described
by equation (2). For each C, the two curves are
lined up, and the neighbouring elements are mul-
tiplied together. The resulting products are then
added together. For the next C, the curves are
shifted one step, and the process is repeated.
(b) Example of a shorter curve (red) compared to a
longer curve (blue), with starting position istart =
2. The unweighted cross-correlation is Cu(2) = 7.
By trying all the possible starting positions for the
red curve on the blue curve, the best fit can be
found by maximising the cross-correlation. In this
case the best fit is Cu(4) = 10.
Figure 3: Some examples of cross-correlation.
5 Consensus barcodes
To reduce the risk of using an uncharacteristic experimental barcode, and to reduce the effect of the
inaccuracy in the ends of the cut plasmid, several barcodes can be combined into a single consensus
barcode. This consensus barcode should be more representative for the plasmid of that kind than the
barcodes for the individual experiments. Creating consensus barcodes for plasmids is new with this thesis,
so this entire section is part of my contribution.
5.1 Manual
Producing a consensus barcode can be done manually using visual inspection, by defining the end-points
of the molecule in each experiment, and locating the common starting point. Since plasmids are circular
and short enough to get the entire molecule in every barcode, each barcode is permuted by moving the
bit before the cutting-point to the end. Some of the experiments might now also be mirror images of the
other, so a common direction needs to be defined. If the quality of a barcode is considered too low, it
can be removed from the consensus.
After all this is done, all the barcodes need to be stretched to a common length, and the average
value of each pixel can then be computed. The result is the consensus barcode. A screen shot from the
feature in the Matlab program where a consensus barcode is created manually can be found in figure 4.
Something that is not shown in the image is the previews of the modified barcodes, and the consensus,
which updates continuously as changes are made on the barcodes. Then the barcodes are merged, the
standard deviation of the intensity in each pixel is calculated, and displayed in the consensus barcode.
5.2 Automatic
It is preferable to automatise the process of creating consensus barcodes to facilitate faster analysis, so
to that end I came up with the following approach. It is possible to get a good estimation of where the
molecule starts and ends by looking for the jump between the lower intensity of the background and
the higher intensity of the molecule (more information in section A.2). The background can then be
removed, so that only the molecules are left. From here I will use figure 5 to help explain the process.
The figure shows seven barcodes named a-g. The four barcodes to the left (a-d), are from four different
experiments on R100 plasmids. To find the consensus, the best cross-correlation value of each possible
pairing is calculated. The pair with the best cross-correlation is in figure 5 a and b, so their relative
positions are shifted so that the cross-correlation is maximised. They are then merged into e, by taking
the average of the two barcodes. The process with finding the best paring is repeated, but now for e, c
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Figure 4: A screen shot from the Matlab program, showing the process of manually producing a consensus
barcode. The blue lines mark the selected start- and end points of the molecule, and the red lines mark
the selected cutting point. The program also displays previews of the individual and consensus barcodes.
The barcodes are the time averages for each experiment.
Figure 5: Automatic creation of consensus of the four barcodes a, b, c and d. The barcodes are successively
merged pairwise, by finding the weighted average of each pixel pair, until only the consensus barcode is
left.
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(a) A comparison of the automatic consensus (top), the
theoretical barcode (middle) and the manual barcode
(bottom).
(b) The intensity for the two consensus barcodes and
the theory. The red line is the theory, the blue line is
the automatically generated, and the green line is the
manually generated barcode.
Figure 6: A comparison between an automatically and a manually generated consensus barcode, produced
from the same eight barcodes from experiments on R100. The intensity computed from the theoretical
sequence (see section 6) is also presented. The best cross-correlation between the automatic and the
theory is 0.83, and between the manual and the theory is 0.94. The mean cross-correlation between the
individual eight experiments, used to construct the consensus barcodes, and the theory were 0.80, with
a standard deviation of 0.17.
and d. Now e and c have the highest cross-correlation value, so they are merged into f. Since e is made
of two barcodes and c is made of one, e will have twice the importance in the merging. The only pair
left is now f and d, so they are shifted to their optimal position and merged into g. This time f will
stand for 3/4 of the average, and d for 1/4. The remaining barcode, g, is the consensus. To make sure
that the consensus barcode always start at the same position and is turned the same way, the barcode is
permuted around the highest peak, and mirrored so that the lowest valley is closer to the left than to the
right side of the barcode. If a good enough consensus is found, the features should be stable enough for
this to be repeatable with other experiments. The reason for the elaborate way of merging the barcodes
is to remove any bias associated with the order that the experiments were introduced to the program.
This automatically generated consensus barcode can be used as a template to which the experiments
can be compared if a manual consensus barcode is needed. The starting point of the barcodes can thus
be proposed. A manual barcode is still better, in the sense that it is possible to produce consensus
barcodes that will have higher cross-correlation values when compared to its theory. This is because it
is possible to detect when, and how, the algorithm errs, and compensate for it. A comparison between
a manually generated consensus barcode, an automatically generated consensus barcode and the theory
for the R100 plasmid can be seen in figure 6. The best cross-correlation between the automatic and
the theory is 0.83, and between the manual and the theory is 0.94. The mean cross-correlation between
the individual eight experiments, used to construct the consensus barcodes, and the theory were 0.80,
with a standard deviation of 0.17. By removing the two experiments with the lowest individual best
cross-correlation compared to the theory, the cross-correlation between the automatic consensus and
theory was raised to 0.93, and the manual did not change. The mean cross-correlation for the individual
experiments increased to 0.88, and the standard deviation was decreased to 0.03.
6 From sequences to barcodes
Experimental barcodes can be predicted from the underlying DNA sequence [19]. The barcodes are
computed using the transfer matrix method, which have been used earlier for describing drugs binding
to DNA [20]. The theoretical barcodes are not displaying intensity, but instead the probability that the
fluorescent YOYO-1 is bound at each site (base pair). However, it is possible to rescale the two, so that
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they can be compared. The probability for YOYO-1 to be bound at site i can be written as
py(i) =
Zy(i)
Z
, (3)
in which Z is the partition function and Zy(i) is the sum of all Boltzmann-weighted states in which
YOYO-1 covers site i. In this thesis there are two competing chemicals, netropsin and YOYO-1, and
each molecule covers four sites. Each site can thus be covered in eight ways, and since a site can also be
empty, the total number of possible states for each site is nine.
To find Z and Zy(i), the transfer matrix T(i) is introduced. Its size is 9 × 9, and each element
T (i;m,m0) is the statistical weight for site i to be in state m given that site i + 1 is in state m0. Each
state is either empty, or the specific part of the molecule that covers the site. This means that most of
the elements will be zero, since a specific part of the molecules is followed by another specific part of the
same molecule. The order in which the nine possible states are represented in the vectors and matrices
below is that the site in question is empty, the first to the fourth part of the YOYO-1 molecule covers
the site, and the first to the fourth part of the netropsin molecule covers the site. The transfer matrix is
thus:
T(i) =

1 0 0 0 1 0 0 0 1
1 0 0 0 σy,y 0 0 0 σy,n
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 cyKy(i) 0 0 0 0 0
1 0 0 0 σn,y 0 0 0 σn,n
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 cnKn(i) 0

, (4)
in which σ is the cooperativity parameter, c is the concentration and K is the binding constant. The
cooperativity parameter decides how easy it is to neighbour a specific type. As an example, T (i; 6, 5) =
σn,y is the weight for netropsin to bind, given that the next site is occupied by YOYO-1. For netropsin
and YOYO-1, the preferences of that kind are week and thus ignored, so σy,y = σy,n = σn,y = σn,n = 1.
The binding constant is dependant on the underlying sequence, which is the point of competitive binding.
The concentrations of the chemicals are of course also important. In the extreme case, the concentration
of one of the chemicals might be c = 0, in which case that chemical will never bind, no matter how
strong the binding constant is. In the experiments described in this thesis, the concentrations were
cy = 16 · 10−8 µM and cn = 16 · 10−6 µM. The binding constants are found to be Ky = 1011M−1
[21] and Kn = 5 · 105M−1 if any G or C is present, otherwise Kn = 108M−1 [13]. It is assumed that
the concentrations are homogeneous, and that the binding reactions have reached equilibrium in the
kymographs. This assumption is good enough, even though the staining is not completely homogeneous
[22].
By multiplying together consecutive transfer matrices (Q(i→ j) = T(i) ·T(i+ 1) · · ·T(j − 1) ·T(j))
it is possible to find the statistical weight for site i given the state of site j+1. By introducing the vectors
v(1)T = (1 0 0 0 1 0 0 0 1) (5)
which is the allowed states of the first site, and
v(N + 1)T = (1 0 0 0 0 0 0 0 0) (6)
which is the allowed state of the first site after the last (it can only be empty), an allowed configuration
is guaranteed. For details on the choice of state enumeration scheme see [19]. The partition function is
thus
Z = v(1)T ·T(1) ·T(2) · · ·T(N) · v(N + 1) (7)
for a sequence of length N . The function with the Boltzmann-weighted states is
Zy(i) = v(1)T ·T(1) · · ·T(i− 1) ·Oy ·T(i) · · ·T(N) · v(N + 1) (8)
in which Oy is a projection operator. It is a matrix with elements equal to zero in all cases but when
12
FytM01 - Erik Lagerstedt - 2014
Figure 7: The average intensity of the molecule over time. The red curve is the average intensity for each
row in a kymograph from an R100 experiment. The blue line is fitted to the red curve, and has a slope
of -0.59. Over the kymograph the intensity decreases by about 1%.
state i is covered by YOYO-1 in one of the four ways. In these cases the elements are one:
Oy =

0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0

. (9)
It is now possible to compute equation (3), although the task gets problematic for long sequences
(large N), since the brute force method scales like O(N2). However, by using a recursive method with
sequential normalisation, it is possible to reduce the problem to scale linearly with N . A more complete
derivation can be found in [19].
7 Rescaling
To be able to compare theoretical sequences to barcodes from experiments some rescaling is needed,
both in intensity and length. Rescaling is also needed, to a smaller extent, when different experiments
are compared, or merged into consensus barcodes (see section 5).
7.1 Intensity rescaling
The barcodes from theories come from variations in probability for YOYO-1 to bind on the different
sights of the sequence. The barcodes from experiments consists of variations in intensity in the light sent
by YOYO-1. The patterns get bleached over time, so it is hard to normalise so that a specific intensity
corresponds to a specific sequence. In figure 7 the average intensity for each row, that is, each time step,
in an example kymograph can be seen. The fitted line indicates that the intensity goes down by 0.59
units each time step. It is only a reduction of about 1% in the kymograph, so it is not a problem for
creating a barcode, and not a major problem when comparing two experiments.
There are also variations in intensity, due to temperature and the ionic strength in the buffer in the
experiment [22]. To be able to compare barcodes, they are rescaled to have the same mean and standard
deviation. This is achieved by simply subtracting by the mean from the barcode, and dividing by its
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standard deviation [14]. All barcodes will thus have mean zero and standard deviation one, and they can
be compared.
There are situations when only fragments of barcodes are compared to much longer barcodes. This
gives rise to a problem with the intensity rescaling, because the assumption that barcode fragment should
have mean zero and standard deviation one does not hold in general. If a fragment comes from a region
with high or low intensity, the rescaling will cause the fragment to fit badly in its proper location, or
better in another location. If many fragments are accessible, the problem can be reduced, by rescaling
the fragments together. That is done by finding the average intensity and standard deviation of all the
fragments, and use those two values when rescaling each fragment. With a sufficient number of fragments,
the bias should disappear.
7.2 Length rescaling
The resolution of the theoretical barcodes as they emerge from equation (3) are on a base pair level. On
each site there is a probability for YOYO-1 to be bound. Limitations in the experiment will reduce the
resolution of the barcode, so that each pixel is an average of ∼ 103 base-pars. This number depends not
only on the tools, such as the microscope and the chip with nanochannels, but also on the solution in
which the plasmid lies. The plasmid tends to coil up in different ways, so stretching it is important to
get a good image. The nanochannels are one way to force it to stretch (see figure 1a), but also mixing in
salt in the solution will contribute by changing the electrostatic conditions.
To compensate for the difference in resolution due to the optic effect, a Gaussian convolution filter
is applied on the theoretical sequence. It is performed in Fourier space, which reduces the computation
time scaling from O(N2) to O(N log(N)). The transformations are made by the fast Fourier transform
algorithm which is part of Matlab (fft, and ifft for the inverse), so the blurred theoretical barcode is
pblurred(i) = ifft
fft (py(i)) · fft
 1√
2pi · σ2bp
e
− (N/2−i)2
2σ2
bp
 . (10)
The standard deviation σ is found in experiments by observing the intensity profile of a quantum dot
with the tools used to observe the molecules. It turns out to be approximately 0.3 µm [23], which is
a measurement of the possible resolution. The number of base pairs that fit within 1 µm is, as hinted
above, dependant on the solution in which the plasmid lies, and on the size of the nanochannel in which
the plasmid is contained.
Apart from the global stretching which is the result of limitations in the experimental setup, there can
also be local stretching. This can be a product of thermal fluctuations and heterogeneous coiling of the
molecule. The channels in the chip are not perfectly homogeneous in diameters, so that too introduces
local differences in the stretching. In the aligning process (see section 2) their local stretches can be
reduced, but can still appear, depending on the thermal fluctuations.
8 Comparing theory and experiment
By comparing the consensus barcode to the database of 2,236 theoretical barcodes (see section 1.1), it is
possible to find what plasmid was used in the experiments. In figure 8a the result from such a comparison
for a consensus barcode from the plasmid R100 is presented. If the length of the theories differ more than
three standard deviations from the length of the consensus of the experimental barcode, the theory is
not tested. This is because the length difference rules out the possibility that they are the same plasmid.
Otherwise the best cross-correlation value is computed and saved. The best of all these values is the
most probable candidate as theory for the experiments. There are sometimes several good candidates,
but it is not always necessary to distinguish between them, and if it is, then another method is needed.
In figure 8a there are two equally good candidates. A closer analysis of the sequence reveals that they
only differ by 10 bp, and one of them is the expected plasmid.
In figure 8b, a similar comparison is made. However, this time it is not a consensus barcode that
is compared, but the theory for plasmid R100. Since there are no standard deviations in the length of
the theory, the interval of allowed length difference is set to ±20%. This is a bit more narrow than the
consensus barcode used in figure 8a which is why the number of tested theories now only are about 300,
compared to the 950 in figure 8a. Once again, there are two equally good plasmids, but they now have
cross-correlation values of 1 instead of 0.95. This is expected, since the barcodes are identical and lack
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(a) The cross-correlation values for a manual R100
consensus barcode and all barcodes predicted from
all the sequences in the database, with lengths within
three standard deviations of the consensus length.
(b) The cross-correlation values for a theoretical R100
barcode and all theories in the database, with lengths
within ±20% of the barcode length.
Figure 8: Comparing a consensus barcode, and a theoretical barcode, for the R100 plasmid against the
plasmid with similar lengths in the database of 2,236 plasmids (see section 1.1). In both cases, two
candidates stand out. One of the two is the theory for R100, and the other is a theory that differs from
R100 by only 10 base pairs. Note that the plasmids have been sorted by cross-correlation value in these
figures, so the number along the x-axis is only an index used to identify them in the database.
the noise from the experiments. The distribution of the other cross-correlation values is similar between
the two figures in figure 8.
Our results indicate that the resolution of the DNA barcoding method is sufficiently high to well
distinguish plasmids. In addition, the longer plasmids are easier to identify than the short plasmids (see
section 9).
9 Similarities between plasmids
When identifying the plasmids, it is interesting to know how similar the plasmids are to each other. If
it is hard to distinguish between two barcodes from theoretical sequences, it will become impossible to
correctly categorise a noisy experiment with any certainty. The cross-correlation for theoretical barcodes
from all the plasmid pairs in the database (see section 1.1) can be found in figure 9 and figure 10. If the
lengths of the two plasmids differ by more than 20%, they automatically get cross-correlation 0 since it
is deemed unlikely that plasmids with that large length difference could be the same kind, but stretched.
The diagonal elements in the matrices are 1, which is as it should, since the plasmids are compared to
themselves there. The reason for the diagonals not being white is due to loss of resolution when creating
the images. In figure 10 the compared plasmids are stretched to the same length, which they are not in
figure 9. The stretching is in general improving the cross-correlation, witch can be seen as figure 10 being
slightly more yellow. The absolute difference, seen in figure 11, is biggest when the compared plasmids
are very different in size, which is of little surprise. The mean of the non-zero differences is -0.02, and for
the absolute difference it is 0.05. This is not so much, but there are some more extreme cases, and the
differences range from -0.52 to 0.61.
Some other things worth noting is easiest seen when collapsing the y-axis in figure 9, resulting in
figure 12. The information on with whom the plasmid scored a certain cross-correlation is lost, but it is
now more clear to see how the number of plasmids tend to decrease with length (although, there are not
so many of the shortest either), and so is the average cross-correlation, which is even clearer in figure 13.
An example of a cross section of figure 12 can be seen in figure 8b, in which the cross-correlation can be
found on the y-axis, instead of as a colour.
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Figure 9: The cross-correlation (heat) for all the plasmid pairs in the database of 2,236 plasmids (see
section 1.1). Plasmids are sorted by length, from shortest (upper left corner) to longest (lower right
corner), along both axis. Plasmids with too different lengths are not compared, and instead get cross-
correlation 0. The fact that the peaks are highly centred around the diagonal means that we can well
distinguish plasmid pairs. Some blocks of white can be seen round the diagonal, corresponding to groups
of very similar plasmids. There is a trend of generally higher cross-correlation for shorter plasmids than
for longer plasmids, indicating that it is easier to identify long plasmids.
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Figure 10: The cross-correlation (heat) for all the plasmid pairs in the database. Plasmids are sorted by
length, from shortest (upper left corner) to longest (lower right corner), along both axis. Plasmids with
too different lengths are not compared, and instead get cross-correlation 0. The difference from figure 9
is that the barcodes were stretched to the same length before comparing. This is generally improving
their cross correlation values.
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Figure 11: The absolute difference in cross-correlation between figure 9 and figure 10 (heat).
Figure 12: The cross-correlation (heat) for all the plasmid pairs in the database. Plasmids are sorted by
length, from short (left) to long (right), along the x-axis. Along the y-axis, the plasmids are sorted by
cross-correlation. Plasmids with too different lengths are not compared, and instead get cross-correlation
0.
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Figure 13: Average cross-correlation for plasmid compared to plasmid in x-axis, sorted as in figure 12.
The cross correlation value from comparing to itself is not included.
Even if the cross-correlation tuns out to be low for a specific pair, both of the two sequences might
come from essentially the same plasmid. A section might for example be inverted in one of the sequences,
and this would not be detected by simply looking at the cross-correlation. For these things, a more careful
analysis is required, and examples of some are discussed in section 10.
Previously, single barcodes have been compared to several barcodes to classify it. However, this large
scale comparison has not been done before, so the content of this section is novel.
10 Detecting insertions, deletions, translocations and inversions
in barcodes
As noted in section 1.1, plasmids are highly dynamic with respect to its sequence. There are several
ways that the sequence of the plasmid can be modified. Material can be removed or added, and sections
can be moved or inverted. These operations are called insertions, deletions, translocations and inversions
respectively. As mentioned in section 1.1, amplification is also an interesting operation, and it can be
seen as a special case of an insertion. As a way to search for these structural variations, two barcodes
(for example an experiment against its theory) can be compared to each other in a matrix. Given the
two curves Pexp of length I and Pthy of length J , a matrix M of size I × J is needed. The elements in
the matrix is
M(i, j) = (Pexp(i)− Pthy(j))2 (11)
that is, the square of the difference between the corresponding pixels in the curves. That means that two
similar values in the curve will give a low value in the matrix, and two different values in the curves will
give a high value in the matrix.
By considering this matrix as an energy landscape, the interesting features are the valleys. An example
of such landscapes can be seen in figure 14, which shows M weighted according to the dynamic time
warp, described in the next section. Depending on their direction they can be identified as different
things. A diagonal line with slope -45◦ means that the curves are very similar. Deviations from this angle
means that one of the curves is globally stretched. A more negative angle means that I > J , and an
angle closer to zero means that J > I. Wobbliness of the line indicates local stretching, and is expected
if the curves are noisy. Insertions and deletions appear as vertical and horizontal lines. This is because
one of the curves has to have one pixel infinitely stretched until the two curves fit again. Translocations
can be found as parts of the line being horizontally translated, and inversions are diagonal lines with
angles of 45◦, but following the same rules for stretching.
Below are three methods, to evaluate the matrix, presented. The first method, called dynamic time
warp, is a common method to handle this kind of problem, but it has some weaknesses. Two other
methods was for that reason developed in the Ambjörnsson group (Lund). The pair hidden Markov
model is the first of them to be presented. The description is brief, since I did not work on it. The
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method developed in parallel with the pair HMM, is the line segmentation detection, which was the
method that I worked on.
10.1 Dynamic time warp
Dynamic time warp is a method used to compare two curves, and was first developed as a speech
recognition algorithm. It is a variant of the Needleman-Wunsch algorithm [24], but generalised to handle
continuous correlation values in the elements of the matrix. The correlation matrix is M , described by
equation (11), and the “time warp” part of its name comes from the local- and global stretching emerging
when sentences were spoken with different paces. The best way to warp a sequence to resemble another
should be the cheapest path in M leading from the top left corner to the bottom right corner. A matrix
similar to M is constructed to facilitate that, but with and additional feature. The top left corner of
the new matrix Mdtw is identical to M , but the other elements differ. The elements in Mdtw is not the
similarity between the two curves, but the minimum cost necessary to reach that element, when following
a path from the top. For example Mdtw(2, 1) = Mdtw(1, 1) + wd ·M(2, 1), in which wd is a weight for
going down. A similar weight wr is introduced for going right, and wdi for going diagonal. Going diagonal
is often weighted with one, and it is common that 1 < wr ≈ wd, which is because an unstretched path is
preferred to a stretched path. This procedure is repeated until the entire matrix Mdtw is filled. If there
are several ways to reach a specific element, the lowest value is chosen [24].
If the start- and endpoint of the curve is unknown, for example if only a word is compared to a
sentence, Mdtw(1, 1) is no longer fixed as the start. This is implemented by having the entire first row
identical to M , which means that there is no punishment for starting somewhere else on the top row.
Finding the cheapest path is simply finding the lowest value of the bottom row, and back track trough
Mdtw. Since plasmids originally are circular, with a randomly chosen starting point when linearised, this
method with unfixed starting point is very useful. By repeating one of the sequences twice, the other
plasmid is guaranteed to fit when it finds its starting position. The cost of a path can be used as a
measure of badness-of-fit, but also the costs of individual steps can hold important information.
Figure 14 and figure 15 show two examples each of results from dynamic time warping. In figure 14a,
a theoretical barcode for the plasmid pMT1, and a variant of the same plasmid, but with an inversion
towards the end (approximately from pixel 120 to pixel 170). It is possible to see the inversion in
figure 14b, which show the rescaled intensity for the two curves. The part where the two curves are
identical can be seen by the straight green line in figure 14a, and the corresponding low cost of the path
in figure 14c. In standard dynamic time warp, it is not allowed to go left or up, so it is impossible to find
the inversion as the line with angle 45◦. Instead, the algorithm finds common intensity values in the two
barcodes, and stretches those points, indicating a series of insertions and deletions. Since this solution is
not optimal, it shows in the cost function in figure 14c. This can be used to mark out suspicious parts
of the path.
In figure 14d an experimental barcode from an R100 plasmid is compared to a manual consensus of
six R100 barcodes. Their rescaled intensities can be found in figure 14e, in which the blue curve is the
consensus. The experiment is slightly shorter than the consensus, which after carefully considering the
path in figure 14d, can be seen as a slight deviation of the slope from -45◦. In figure 14e there is a small
region with a bad fit around pixel number 85. It is not visible in figure 14d, but it corresponds to the
high peak in the cost function in figure 14f. The reason for the bad match is that this region is where
the plasmid was cut, so the end effects cause some problems there.
Figure 15 shows examples of a manual consensus for six R100 plasmids against the theoretical barcode
for R100. The difference is that the theory has been manipulated in figure 15d to contain an inversion.
In both examples the consensus barcode is shorter than the theory, so a global stretch is needed. The
manipulation to the theory was not made to the barcode, to the base pair sequence, which is at the level
a natural inversion works. The inverted region is between pixel 80 and pixel 140. The easiest way to see
this is by comparing figure 15b and figure 15e. By comparing the paths in figure 15a and figure 15d it is
hard to see anything else that the path in figure 15d is slightly more wiggly, and thus corresponds to a
little worse fit than the path in figure 15a. Comparing the path costs in figure 15c and figure 15f indicates
a worse fit between step 130 and step 160, which is only part of the insertion, and even that is not very
clear. Note that the path is longer than any of the two barcodes, so a pixel index does not correspond
directly to a step number. This is because the path is stretched every time it takes a horizontal- or
vertical step.
It is worth to notice that the first column in figure 14a, 14d, 15a and 15d is not weighted, and thus
identical to the first column in M . In these cases it does not matter, because there are better fitting
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positions elsewhere, but this column should in general also be weighted. The problem with doing so is
that the resulting images are not very helpful when inspecting by eye, since the cost of reaching the
bottom left corner will be so high that any other pattern will be indistinguishably small.
10.2 Hidden Markov model
A promising method, currently being developed for this purpose by Charleston Noble, is a variant of a
hidden Markov model called pair HMM. When finding an optimal path through the matrix described
by equation (11), it will go down, right and diagonal with different probabilities, given the state it is in.
The states are initially going down, going right and going diagonally. It is probable to enter a “going
down”- or “going right”-state, but if already in it, it is probable to exit this state. This will let the model
adjust for minor noise. At this point it is very similar to the DTW. The improvement is primarily in the
addition of another two states, which is to keep going in the chosen direction. It is unlikely to enter these
states, but when in them it is likely to stay. This will facilitate detections of insertions and deletions, by
enabling clearer stretches. Instead of looking for lines in the matrix, the easiest way to find insertions
and deletions is by looking for regions where these states are appropriate [24].
The downside of the model is that it needs to be trained, which is related to two problems. One is
that it might over train, that is, produce excellent results with the training data, but perform poorly
with other data. The other problem is that it might find locally optimal values for the parameters, when
there are globally better parameter values to be found.
10.3 Line segment detection
Because of the limitations of DTW and HMM for detecting insertions, deletions, translocations and
inversions, I here use a different approach. By looking for lines at different angles directly in the matrix
described by equation (11), it is possible to find similar segments, but also the structural variations
mentioned above, following the algorithm proposed by [25]. It is done by turning M into a binary matrix
(seen in figure 16a), by defining a threshold. It could be interpreted as deciding that each pixel in the
matrix corresponds to either a match or a non-match. A rank order (percentile) filter is then applied
for the direction of interest. It will remove all the pixels that are not part of a long enough line in
the direction of choice. The resulting image is prepared with a Gaussian filter, and Hough transform.
The Hough transformation is already implemented by default in Matlab, and is called with the function
“hough()”. What it does is drawing every possible line on the input image, and count the number of
pixels that happen to lie on each of them. The algorithm returns a two-dimensional histogram, with the
two parameters for the line on the axes. The peaks in this histogram marks lines containing many pixels,
and the underlying image will probably also have one or more lines there. By using the two predefined
Matlab functions “houghpeaks()” and “houghlines()”, these lines can be extracted.
As an example, the two theories for the plasmid pMT1 (see figure 14a-c) is used when looking for the
fitting part (lines with angle -45◦) and the inversion (lines with angle 45◦) in figure 16. The binary image
can be found in figure 16a, and the result from the rank order (percentile) filter (with the lines found
with the Hough marked with red) can be found in figure 16b for the fitting part, and figure 16d for the
inversion. In figure 16c, the lines are plotted on the binary image. The green line is the good fit, and the
red line is the inversion. The reason for the repeated pattern is that one of the barcodes is repeated twice
to counter the fact that the starting position of the plasmid is unknown, as mentioned above. There is
an indicated inversion, crossing the good fit. To determine which one is correct, that region is extracted,
and the cross-correlation of the two orientations is compared. In this case the cross-correlation value for
the original orientation is 0.993, and the cross-correlation for the inverted orientation is 0.978. These
values are very similar, but the suggested inversion fits slightly worse than the actual direction.
A problem with this method is that it detects straight lines, but in noisy experiments the path is
a bit wobbly. In figure 17 the consensus and theory from figure 15a-c is compared using line segment
detection. In figure 17a the beginning of the line, marking the good fit, is too wobbly for the algorithm
to find it. However, after applying some Gaussian blurring on the binary image, before sending it to the
rank order (percentile) filters, the gaps from the wobbliness is small enough for the lines to be detected,
resulting in figure 17b. In this image, an inversion is indicated in the second half of the sequence. The
same analysis as used for figure 16 results in a cross correlation of 0.932 for the current direction, and
0.870 for the inversion, and thus can the inversion be dismissed.
If minor global stretches are necessary, they can be detected by allowing some deviation from -45◦ in
the line detection. Doing that would allow the entire line in figure 18a to be detected, and not miss the
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(a) DTW for two theories, identical except for an inversion.
(b) Intensity curves for barcodes in (a). (c) Step cost along best bath of (a).
(d) DTW for an R100 experiment, and its consensus.
(e) Intensity curves for barcodes in (d). (f) Step cost along best bath of (d).
Figure 14: Two examples of results from dynamic time warping. The larger images ((a) and (d)) show
the cost matrix, and the cheapest path through it. (b) and (e) show the intensities for the compared
barcodes, and (c) and (f) show the step cost in the best path.
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(a) DTW for a consensus barcode for R100, against its theory.
(b) Intensity curves for barcodes in (a). (c) Step cost along best bath of (a).
(d) Same as (a), but with an inversion introduced in the theory.
(e) Intensity curves for barcodes in (d). (f) Step cost along best bath of (d).
Figure 15: Two examples of results from dynamic time warping. The larger images ((a) and (d)) show
the cost matrix, and the cheapest path through it. (b) and (e) show the intensities for the compared
barcodes, and (c) and (f) show the step cost in the best path.
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(a) A binary version of M . (b) Rank order (percentile) filtered version of (a),
angle -45◦.
(c) The detected lines, plotted on (a). (d) Rank order (percentile) filtered version of (a),
angle 45◦.
Figure 16: Line detection in a binary version of the matrix M , described by equation (11). The barcodes
used in the comparison is the two theories for pMT1 (see figure 14a-c). In (c), the result of the line
detection is plotted on (a). The green lines are good fits, and the red lines are inversions.
(a) Lines detected without extra blurring. (b) Lines detected when using extra blurring.
Figure 17: Result after using the line detection on an R100 consensus against its theory (see figure 15a-c),
(a) without and (b) with extra Gaussian blurring. The green lines indicate good fits, and the red lines
indicate inversions.
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(a) Result of line detection, when comparing an
R100 to its consensus.
(b) Intensities for the experiment (red) and consen-
sus (blue), used in (a).
(c) Same as in (a), but with a fabricated inversion
in the consensus.
(d) Intensities for the experiment (red) and consen-
sus (blue), used in (c).
Figure 18: Comparisons between an R100 experiment and its consensus. In (c) and (d), an inversion is
introduced to the consensus between pixel 110 and pixel 170.
beginning. In that figure, an inversion is indicated in red, somewhere between pixel 80 and 120. In this
region, a vertical line could connect the long green line, with the sort green line that is slightly shifted
to the left. That vertical gap indicates that an insertion might be present. Since the short green line is
shifted to the left, the same part of the consensus seems to be a good fit twice in a row, which could
mean that the insertion actually is a repeated region. In this case, it should be the long green line that
is correct. In general the cross-correlations for these regions could be compared, to find out which one is
more likely.
In figure 18c an inversion is introduced artificially, by inverting the end of the consensus (pixel 110
to pixel 170). In this case, the exact sequence is unknown, so the inversion is on a barcode level, which is
not very realistic. Nonetheless is the inversion found, but the short green line is still left as an alternative.
Once again could cross-correlation be consulted to find out which one has the better fit.
The theoretical method developed in this section allow us to detect structural variations (such as
insertions and inversions) in experimental barcodes. The experimental barcodes are simply compared to
theoretical barcodes from the database of the 2,236 sequenced plasmids, and the line segment technique
is applied.
11 Discussion
There are much to be gained, in a medical sense, by developing nanochannel based optical mapping
and barcoding for plasmids. Finding correct treatments fast, and prevent the spreading of multiresistant
bacteria is among them. But a fast way to examine plasmids will also help in a biologic sense, the
understanding of the purpose and behaviour of these molecules. This improved understanding will most
likely help in medical research as well.
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Of my bigger contributions, the first to be mentioned is the creation of consensus barcodes. It is
often useful to study individual experiments, but consensus barcodes can help with producing more
representative barcodes for the plasmid. Artifacts from the ends of the molecules can be averaged away,
but since they can be fairly large at times, some additional processing might be needed. An example
of such is introduction of weights, such that the ends of the molecule will not contribute as much to
the consensus as the other parts on the molecule. When automatically extracting the molecule from the
background, I have simply rescaled the image to have mean intensity zero, and then defined the molecule
as the content between the first and the last pixel to have positive intensity. There are more sophisticated
ways of doing it, for example by fitting two sigmoidal functions, one for the beginning, and one for the
end. However, that approach is more time consuming, and in my cases that investment was not necessary.
On the other hand can these sigmoidal functions determine the weights for the intensity, giving the ends
less importance. The automatic consensus can also be improved simply by discarding experiments with
unacceptably low cross-correlation values. It is trivial to introduce a threshold to break the algorithm.
When comparing the plasmids in the database, it turns out that it is easier to distinguish between
the longer plasmids. This is both because there are fewer long than short plasmids in the database,
but also because the average cross-correlation for the plasmids tend to decrease with length. It is good
that the classifications get easier as the plasmids gets longer, since the more dangerous plasmids (as in
spreading and carrying multiresistance genes) tends to be long. This is both because dangerous plasmids
need to be able to spread, and to do that by themselves, they need several genes. Then they also need
the resistance genes, and the more genes they have, the longer they get. The length of plasmids are good
for nanochannel based barcoding, since they are usually long enough to have a distinguishable pattern,
but short enough to be handled without breaking.
Detection of structural variations of the plasmids is very important, since it is the genes that decide
the properties of the plasmids. By inverting the order of a sequence, or adding another gene is not a
good reason to not recognise it. It by finding amplifications, which are special cases of insertions, the
importance of a gene for an individual bacteria can in a sense be determined. This can help understand
the environment in which the bacteria lived, but it can also be of interest for clinical medicine.
A weakness for the line segment detection algorithm, that we here introduced in DNA barcoding
context, to detect structural variations, is that there are many variables which are difficult to assign
non-arbitrarily. There is the threshold when creating the binary matrix, there are segment lengths and
lengths of allowed gaps to define for the rank order (percentile) filter and the line detection after the
Hough transform, there is the level of Gaussian blurring, et cetera. Still there is hope for these parameters
to be determined to a sufficient level. Trying the algorithm with different parameters could, on the other
hand, possibly be a strategy to use when looking for different variations.
11.1 Outlook
There are two things that stands out as more important to develop in this thesis. One is the detection
algorithm, to detect insertions, deletions, translocations and inversions. The line segment detection algo-
rithm looks promising, and a reasonable goal is to shorten the minimum length for the lines, and include
an interval of angles to search through. That would generate more lines, and by examine the overlapping
segments, using cross-correlation and p-values, a barcode could be stitched together, in which interesting
variations could be marked out.
The other important problem to work on is contigs, which are introduced together with some prelim-
inary results in section A.3. By using barcodes to fit contigs on experiments, faster sequencing of new
plasmids is facilitated. Also analyses of unknown plasmids, such as scanning for specific resistance genes,
could be done by this method. After several contigs can be successfully mapped on an experiment, the
next step for this method is to introduce a mixed batch of contigs, and try to match them to the correct
plasmids. This is relevant because that would make it possible to grind down all the genetic material
of a bacteria, and then separate the chromosomal DNA from the plasmid DNA. The plasmids from the
bacteria can then be reconstructed. With the stitching approach for the detection algorithm, there will
probably be several common problems with the contigs. They will both have shorter sequences that
compete for the limited space of the plasmid. The problem for the stitching is slightly easier, since their
locations are fixed, so it is only a question of who fits best. In the initial problem with contigs, every
sequence have a place to fit, but its location is unknown.
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A Supplementary information
A.1 P-value
The novel parts in this section is the implementation of the detection of the inverse correlation length,
described in section A.1.1, and the alternative method in section A.1.2 and section A.1.4. I have also, in
section A.1.3, looked at the effects of different ratios of AT and GC.
A high cross-correlation value indicates a good fit between theory (section 6) and experiment (sec-
tion 1.2), but it is not possible to define a number that can be used as a border between “good” and
“bad” fits. This is because barcodes can have more or less unique features. On a generic barcode, a high
cross-correlation value will not be as impressive as an equally high cross-correlation value on a more
unique barcode. By generating many random sequences, a distribution of best cross-correlation values,
and its mean and standard deviation can be found. This will serve as a measurement of how generic the
barcode is, so from this, the probability for the best cross-correlation value of the experiment can be
determined. Following convention, a probability of less than 5% counts as significant. The definition of
p-value is:
p− value =
∫ ∞
Cˆ
φ(C)dC (12)
in which φ(C) is the distribution of C in a set of n C(i) (i = 1, ..., I). The set C(i) consists of barcodes
from randomly generated sequences, with the requirement that the ratio of As & Ts and Gs & Cs is
the same (see section A.1.3). It is assumed that these barcodes are comparable for this purpose. φ(C)
can thus be approximated by creating a normalised histogram of largest C. The mean µ and standard
deviation σ can be extracted from this histogram. To keep a high statistical power, with a small set of
C(i), not only the best C should be stored. The distribution of these Cs is assumed to be Gaussian, so
the probability for a specific C from a randomly generated barcode of length I is
prandom(C) =
1√
2piσ2
· exp
(
− (C − µ)
2
2σ2
)
(13)
By using the fact that the probability density function for the largest of I independent and identically
distributed random number is [26]
φ(Cˆ) = d
dCˆ
(∫ Cˆ
−∞
p(C)dC
)I
= Ip(Cˆ)
(∫ Cˆ
−∞
p(C)dC
)I−1
(14)
the probability density function for Cˆ is, by inserting equation (13)
φ(Cˆ) = Ip(Cˆ)
(∫ Cˆ
−∞
1√
2piσ2
· exp
(
− (C − µ)
2
2σ2
)
dC
)I−1
= Ip(Cˆ)
 √2σ2√
2piσ2
∫ Cˆ−µ√
2σ2
−∞
e−z
2
dz
I−1 =
Ip(Cˆ)
 1√
pi
∫ 0
−∞
e−z
2
dz +
∫ Cˆ−µ√
2σ2
0
e−z
2
dz
I−1 = Ip(Cˆ)
 1√
pi
√pi
2 +
∫ Cˆ−µ√
2σ2
0
e−z
2
dz
I−1 ⇒
φ(Cˆ) = rI · prandom(Cˆ)
(
1
2
(
1 + erf
(
Cˆ − µ√
2σ2
)))rI−1
(15)
in which the substitutions z = C−µ√2σ2 and dz =
dC√
2σ2 were performed, and erf(x) is the error function
erf(x) = 2√
pi
∫ x
0
e−z
2
dz. (16)
The suddenly appearing r in equation (15) is the effective correlation length, which is r = 1 for uncorre-
lated data. By combining equation (14) and equation (15), and inserting it in equation (12), the p-value
can be found:
p− value = 1−
(
1
2
(
1 + erf
(
Cˆ − µ√
2σ2
)))rI
(17)
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Figure 19: Histogram of C (blue) and Cˆ (green). The yellow line is the Gaussian described by equa-
tion (13), and the red line is the function described by equation (15) The purple line marks the Cˆ ≈ 0.6
for the experiment (that is, not from a randomly generated barcode), which has p-value ≈ 1.3%. The
correlation length needed to produce the red line was numerically found using equation (19).
A.1.1 Determining the inverse correlation length r, alternative 1
The only unknown variable in equation (17) is the correlation length r. The correlation length is heuris-
tically the inverse of the distance between the closest uncorrelated numbers, so by choosing a reasonable
value for r, equation (15) should behave as if the data was uncorrelated. The r can be calculated, since
the mean of Cˆ is known, and can be calculated from equation (15):
〈Cˆ〉 =
∫ ∞
−∞
Cˆφ(Cˆ)dCˆ = rI
∫ ∞
−∞
Cˆ√
2piσ2
e−
(Cˆ−µ)2
2σ2
1 + erf( Cˆ−µ√2σ2 )
2
rI−1 dCˆ (18)
and by once again using the substitutions z = Cˆ−µ√2σ2 and dz =
dCˆ√
2σ2 , the expression can be simplified to
〈Cˆ〉 = µ+
√
2σ2f(1, rI) (19)
in which
f(1, rI) = rI√
pi
∫ ∞
−∞
ze−z
2
(
1 + erf(z)
2
)rI−1
dz. (20)
This can be solved numerically, since equation (20) rapidly approaches zero as |z| grows, so only an
interval close to zero needs to be evaluated. The error function, which is a sigmoidal function going from
-1 to 1 via erf(0) = 0, was tabulated, and the trapezoidal rule was used when solving equation (20). Thus
we have everything we need to find the p-value from equation (17).
To get a confidence interval of the p-value, one standard deviation of the mean can be added or
subtracted from the 〈Cˆ〉 in equation (19). That will give one slightly higher, and one slightly lower
p-value, which will serve as the borders of the interval.
To generate random barcodes and analyse them takes a lot of computational resources, so instead, a
long sequence can be prepared once, and then later reused. Barcodes of the correct length can then be
extracted from the long one. This process saves time at the cost of memory. Another drawback is that
the AT/GC-ratio cannot be fixed to the same as for the experiment. This is partly because it would take
too much space, to prepare a long barcode for each AT/GC-ratio, but also because the AT/GC-ratio will
vary slightly in the short barcodes extracted from the long barcode. The importance of the AT/GC-ratio
is explored in section A.1.3.
An example of the cross-correlations for different positions in the correct theory and a randomly
generated barcode can be found in figure 20a and figure 20b respectively.
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(a) Cross-correlation for all positions for theory on
barcode from R100 experiment.
(b) Cross-correlation for all positions for theory on
randomly generated barcode.
Figure 20: Example of how the cross-correlation varies across the barcode.
(a) An interpretation of the reduction of the vector with cross-
correlations, using alternative 2. C is sorted, and Creduced is filled
with the uncorrelated values from C, altering between choosing
from high and low cross-correlation values. C has I elements, and
Creduced ends up with B < I elements.
(b) Figure 20a but with green rings marking
the uncorrelated values obtained using the
snake method.
Figure 21: An interpretation of the algorithm described in section A.1.2, and the result plotted on
figure 20a.
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A.1.2 Determining the inverse correlation length r, alternative 2
An alternative to the method described in section (A.1.1) is to pick the uncorrelated numbers in the
series, and find the p-value using the new and shorter series. For this, the correlation length needs to be
estimated, which can be achieved by minimising the Pearson correlation coefficient
r(∆) =
∑I
i=1(C(i+ ∆)− C¯)(C(i)− C¯)∑N
i=1(C(i)− C¯)2
. (21)
To use this r to reduce the vector of cross-correlation values the algorithm hinted in figure 21a is used.
What is happening is that the vector with all cross-correlations, C, is sorted into Csorted. For pedagogical
reasons, Csorted is bent into a horse shoe shape in the figure. To get Creduced, only uncorrelated values of
C is kept, and it is done in the following way. The first element in Csorted is selected, because it is the
best value so it is desirable to keep. Since it is the only considered value, it must me uncorrelated, and
it is therefore selected for Creduced. The next element considered is the last element in Csorted, which is
the lowest cross-correlation value. If the index for this element in C is more than a correlation length
away from all the other elements selected in Creduced (which at this moment is only the best cross-
correlation value), it is selected for Creduced, and if not, it is discarded. The next considered element is
the second worst cross-correlation value, and then the second best cross-correlation value. The reason
for the snakelike movement in the horse shoe in figure 21a is to keep the mean cross-correlation from C,
by altering between best and worst cross-correlations, and to reduce the bias from the starting position,
by considering two values before changing side. The algorithm stops when every element in Csorted has
been considered, and left is Creduced and their relative order from C.
After this process, the cross-correlation values are uncorrelated, and it is possible to do more statistics
with them. For Creduced, in which B of the original I elements were chosen, the probability density
function for the kth best C˜ is now [27]
φ(C˜) = Bp(C˜)
(
B − 1
k − 1
)(∫ C˜
−∞
p(C)dC
)k−1(
1−
∫ C˜
−∞
p(C)dC
)B−k
. (22)
If k = B, equation (22) becomes equation (14), as it should. Using equation (22) in equation (13) we get
φ(k)(C˜) = B · prandom(C˜)
(
B − 1
k − 1
)(
1
2
(
1 + erf
(
C˜ − µ√
2σ2
)))k−1
×
(
1
2
(
1− erf
(
C˜ − µ√
2σ2
)))B−k
(23)
in which much fewer random barcodes are needed compared to equation (15). By using the cumulative
distribution ∫ C
−∞
φ(C˜)dC˜ = 1−
∫ ∞
C
φ(C˜)dC˜ (24)
equation (12) can be evaluated [27], resulting in
p− value|k = 1−
B∑
k′=k
(
B
k′
)(
1
2
(
1 + erf
(
C˜m − µ√
2σ2
)))k′
×
(
1
2
(
1− erf
(
C˜m − µ√
2σ2
)))B−k′
(25)
in which C˜m is for a measured (not random) barcode on a theoretical barcode. The p-value for the best
cross-correlation turns out to be described by equation (17), but B instead of rI, that is
p− value|B = 1−
(
1
2
(
1 + erf
(
Cˆ − µ√
2σ2
)))B
(26)
In figure 21b all the cross-correlations are plotted. The highest peak (cross-correlation=0.6047) can
be found at position 38, which means that the barcodes from the experiment and the theory are most
similar if one is shifted 38 pixels. The second best position is either at 37 or 39 pixels, since one of them
have the second best cross-correlation value, but that is because they are almost at position 38. It is
for this reason that only the uncorrelated cross-correlation values should be considered, when comparing
how good different positions are. The green rings mark the uncorrelated values, found using the snake
method. See also section A.1.4.
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A.1.3 Dependence on AT/GC-ratio
The process of generating sufficiently many barcodes using randomly generated sequences for the classic
method of finding the p-value, is very time consuming. To get around that problem, a long barcode (108
bp) was generated. By cutting shorter barcodes of case-dependent length from the longer barcode, the
time for generating barcodes could be decreased significantly.
A concern when creating barcodes is that some biological phenomena are lost, since the criteria for
the random process only take the AT/GC-ratio into account. The importance of taking that into account
is not well established, though some effects have been seen. It has for example been shown that YOYO-
1-rich regions are slightly extended compared to YOYO-1-poor regions [22]. That would cause the bright
bars to be relatively wider compared to the dark regions.
In table (2), the values for the different variables from equation (17) and (19) are presented for different
AT/GC-ratios. The p-value is computed for a barcode from an R100 plasmid, which has the AT/GC-ratio
48/52. The correlation lengths (rI) are very similar in the interval 30/70-95/5. The reason for the broad
interval is that the barcodes are rescaled (see section 7.1), so that even very small deviations become
important. The reason for the bias towards higher AT concentration is that sections without Gs and Cs
are needed for netropsin to get an advantage over YOYO-1, when binding. When the AT-concentration
in the sequence is low, the faint pattern is destroyed in the rescaling process, by the small regions of
higher AT-concentration. The resulting lines from these region are so dark that any other pattern is
destroyed. Examples of these extreme barcodes can be found in figure 22a and 22b. Figure 22 also shows
the corresponding histograms of cross-correlation values, when comparing to the same R100 experiment
to random barcodes with 5% As and Ts (figure 22c) and 95% As and Ts (figure 22d) respectively. In
figure 22c it is obvious that 5% As and Ts are unsuitably low.
A.1.4 P-values using the method from section A.1.2
The snake method (described in section A.1.2) is faster and requires less memory than the method from
section A.1.1. By using it on the same experiment and theoretical sequence as above, and performing the
calculation 1,000 times, a distribution of p-values is produced. It is presented as a histogram in figure 23.
In each of the 1,000 calculations a new random sequence was generated, but only one random barcode
was used for each p-value. Of the 1,000 samples, the mean p-value is 2.79%, the median is 0.82% and
the standard deviation is 4.84%. 933 of the p-values are less than 10%, and 826 are less than 5%.
Table 2: Comparison of p-value when different AT/GC-ratio is used in the random barcodes. The true
ratio was 48/52 for R100.
Ratio (AT/GC) p-value (%) Cˆ µC σC rI 〈Cˆ〉
0/100 1.28±0 0.6047 -2.0·10−15 0.1836 26 0.3654
5/95 2.73·10−3±2.7·10−4 0.6047 8.2·10−18 0.1306 15 0.2248
10/90 2.01±0.075 0.6047 5.9·10−18 0.1719 93 0.4267
20/80 1.57±0.067 0.6047 -1.1·10−17 0.1705 81 0.4139
30/70 1.43±0.051 0.6047 1.4·10−17 0.1712 70 0.4073
40/60 1.39±0.049 0.6047 7.6·10−18 0.1707 71 0.4070
45/55 1.36±0.046 0.6047 -3.2·10−18 0.1700 73 0.4071
50/50 1.25±0.043 0.6047 6.3·10−19 0.1691 72 0.4041
55/45 1.17±0.042 0.6047 7.4·10−18 0.1687 70 0.4015
60/40 1.22±0.034 0.6047 -5.5·10−18 0.1690 71 0.4029
70/30 1.40±0.048 0.6047 4.1·10−18 0.1706 72 0.4076
80/20 1.29±0.045 0.6047 -8.4·10−20 0.1697 71 0.4047
90/10 1.31±0.046 0.6047 8.4·10−20 0.1701 70 0.4040
95/5 1.27±0.045 0.6047 -5.1·10−18 0.1697 70 0.4039
100/0 0±0 0.6047 3.6·10−16 0.0013 138 0.0034
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(a) Barcode from a random sequence with 5% AT. (b) Barcode from a random sequence with 95% AT.
(c) Histogram of cross-correlation values for an R100
experiment on random barcodes with AT/GC=5/95.
(d) Histogram of cross-correlation values for an R100
experiment on random barcodes with AT/GC=95/5.
Figure 22: Histograms and barcodes from randomly generated sequences with the extreme AT/GC-rates
(a)&(c) 5/95 and (b)&(d) 95/5. The cross-correlation values are from comparing to an R100 experiment.
Figure 23: Histogram of 1,000 p-values calculated for the same experimental barcode, using the snake
method described in section A.1.2. Notice the logarithmic y-axis.
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A.2 Noise in kymographs
The noise in an aligned kymograph is found by subtracting the average row from each row in the
kymograph. Each pixel in the average row is the average of its corresponding column in the kymograph.
An example kymograph and its noise can be found at the top and bottom in figure 24 respectively.
The average signal, which is removed from each row in the kymograph to get the noise is plotted in
figure 25a. In figure 25b, the absolute value of the noise in the each column is presented as a histogram.
The absolute value is used, since the mean of the noise in each column is very close to zero, which can
be seen in figure 25c. In the histogram, two clear peaks can be seen. One is around absolute noise of 150,
and the other one is around absolute noise of 225. By comparing to figure 25d, which shows the standard
deviation of the noise in each column, it is clear that the peak around 150 in figure 25b is the noise in
the background of the kymograph, and peak around 225 is from the noise in the molecule. The noise
in the border between the molecule and the background is very high, and that is because the molecule
is not perfectly aligned. Some of the pixels in the column at the border are from the background, and
some are from the molecule. The difference in the average intensity of the background and the molecule
will thus cause the large noise in the border. The higher level of noise in the molecule compared to the
background can be explained with a similar argument. The standard deviation of the signal is higher in
the molecule than it is in the background, so imperfections in the alignment will cause a larger error in
the molecule than in the background. In the experiment used for figure 25 the standard deviation of the
background is 37, compared to 270 in the signal.
When defining the noise in the information score computation, it is the noise in the molecule that is
interesting. Risks with including the background noise is that it would appear to be lower. The change
in noise would be dependent on how much background is included, which makes no sense.
Figure 24: A kymograph of an R100 plasmid (top) and the absolute noise (bottom).
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(a) The average signal in the kymograph, used to
find the noise.
(b) Histogram of the average absolute noise in each
column.
(c) The average noise in each column, which is es-
sentially zero (notice the scale of the y-axis).
(d) The standard deviation of the noise in each
column.
Figure 25: The noise in a kymograph.
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A.3 Contig assembly
When DNA is sequenced, it is traditionally cut into short segments of order 102 bp, which are then
identified [8]. These short segments are then reassembled to longer segments of size of order 103−105 bp,
and they are now called contigs. To find the sequence of the full plasmid, it is crucial to put together the
contigs in the correct order. In a new method that we have developed, the contigs are treated as theories
for parts of the plasmid. These can be fitted onto a barcode from an experiment, and the contigs can
then be merged into the full sequence of the plasmid. This can be of great help when sequencing new
plasmids. It can also be useful when searching for specific section in a plasmid. It might, for example,
be interesting to know if a plasmid in an experiment contains a specific gene which has already been
sequenced, and this method can then be used.
When comparing a contig to a plasmid, the cross-correlation for each way of placing the contig
is calculated, and it is placed in the position that maximises the cross-correlation. Each placing is a
displacement by one pixel at a time, and this is repeated also for the mirrored contig, and globally
stretched versions of it. Examples of this can be seen in figure 26. In those examples a long contig
is compared to two different experiments from the same plasmid type. The cross-correlations for all
displacements of the contig with direction and stretching to maximise the cross-correlation can be found
in figure 26b and figure 26d.
If several contigs are to be fitted against a single plasmid, which is often the case, the placing is
not as trivial as for one contig. The contigs can be extracted form the same individual plasmid, so any
overlap would not make sense. As a rule of thumb, the longer contigs should be harder to place, since
their pattern is more unique than a short contig which might, for example, only contain part of a peak.
For that reason, it is better start by placing the long contigs, and fill the gaps with successively shorter
contigs. In figure 27, three contigs are fitted at once against an experimental barcode. There is one large
and two small contigs, and they are placed independently, so they are not restricted by sections being
occupied. One of the two short contigs happened to find its spot in the gap between the ends of the long
contig. The other one fitted best to the far right, in the middle of the long contig.
Apart from starting with the longest contig, and using cross-correlation, another tool that can be
used when determining if the placing is good, is the p-value of the cross-correlation. It can be described
as a way to measure how common a certain cross-correlation value is. This is discussed more extensively
in section A.1, in which an important addition to [19] is the automated determination of the inverse
correlation length, described by equation (19). Also the method for creating uncorrelated cross-correlation
values (see section A.1.2), and the preparation of a long random barcode (see section A.1.3) are new.
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(a) Best placing of contig on plasmid. (b) Cross-correlation values for different placings.
(c) Best placing of contig on plasmid. (d) Cross-correlation values for different placings.
Figure 26: Examples of how it looks when contigs are fitted on plasmids. One large contig (blue) is fitted
against two experimental barcodes (red). The reason for there being two blue lines in both (a) and (c),
is that the contig is long enough to exit on the right and continue from the left. (b) and (d) show the
cross-correlation for the different positions to place the contig.
Figure 27: An example of three contigs (blue) are fitted against an experimental barcode (red).
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