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a b s t r a c t
Word alignment is a key task in statistical machine translation (SMT). This paper presents
a novel model for this task. In this model, word alignment is considered as amultiobjective
optimization problem and solved based on the non-dominated sorting genetic algorithm
II (NSGA-II), which is one of the best multiobjective evolutionary algorithms (MOEA).
There are two advantages of the proposed model based on NSGA-II. First, it could be
easily extended through incorporating new objective functions. Secondly, it does not need
any hand-aligned word-level alignment data to determine the weight of each objective
function. Experiments were carried out and the results show that the proposed model
outperforms the IBM translation models significantly.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Word alignment (WA) is defined as a task to detect the correspondingwords between two sentences that are translations
of each other. It is a key component of many natural language processing (NLP) applications, such as statistical machine
translation (SMT), bilingual lexicon construction, word-sense disambiguation (WSD), cross-language information retrieval,
etc. Especially, word alignment plays a crucial role in SMT, since almost all current SMT models, including phrase-based
models [1,2] and syntactic-based models [3,4], extract their translation parameters from word-aligned bitexts.
The most well-known solutions of word alignment, named as IBMmodels, were proposed in [5]. Although these models
require sentence-aligned bitexts, they can be trained without further supervision. This makes them become the important
basics of standard approach to WA [6]. However, IBM models have some obvious drawbacks, one of which is that they are
very hard to be extended.
Recently, some word alignment models based on discriminative or log-linear model were proposed [7–10]. The main
advantage of these models is that they could be easily extended through incorporating new feature functions. But these
models are all supervised, which need to determine the weight of each feature depending on some hand-aligned data.
In this paper, we propose a novel WA model, in which the WA problem is regarded as a multiobjective optimization
problem. Themodel then uses an efficient multiobjective evolutionary algorithm, non-dominated sorting genetic algorithm
II (NSGA-II), to perform themultiobjective optimization. Thismodel has an advantage similar tomostmodels based on a log-
linear model, i.e., it could be easily extended through incorporating new objective functions. However, unlike those based
on a log-linear model, it does not depend on human-annotated data to determine the weight of each objective function and
is thus an unsupervised method.
I This work was supported by the National Natural Science Foundation of China (Grant No. 60573189), the National 863 High Technology Research and
Development Program of China (Grant Nos. 2006AA01Z139, 2006AA010107 and 2006AA010108), the Natural Science Foundation of Fujian Province (Grant
No. 2006J0043) and the Fund of Key Research Project of Fujian Province (Grant No. 2006H0038).∗ Corresponding author.
E-mail address: ydchen@xmu.edu.cn (Y. Chen).
0898-1221/$ – see front matter© 2008 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2008.10.018
Y. Chen et al. / Computers and Mathematics with Applications 57 (2009) 1724–1729 1725
The rest of this paper is organized as follows. In Section 2, we bring forward the framework of ourWAmodel. In Section 3,
we describe the objective functions. In Section 4, some issues about the implementation are discussed. In Section 5, the
experimental results are reported. Section 6 gives the conclusion of this paper.
2. Word alignment based on multiobjective optimization
In the following, we give some definitions for word alignment. Given a source sentence c = c J1 = c1, . . . , cj, . . . , cJ and
a target sentence e = eI1 = e1, . . . , ei, . . . , eI . We define a link lij = (i, j) to exist if cj and ei are translation (or part of a
translation) of one another, where 1 ≤ i ≤ I and 1 ≤ j ≤ J . Therefore, an alignment a is defined as a subset of the Cartesian
product of the word positions, as shown in Formula (2.1), and the task of word alignment is to find the best alignment in
the corresponding power set, 2A.
a ⊆ A = {lij = (i, j)|i = 1, . . . , I; j = 1, . . . , J}. (2.1)
A traditional way to deal with the word alignment problem is to define a single probability Pr(a|c, e), then use some
search strategy to find the a that make Pr(a|c, e) maximum, as shown in Formula (2.2). Most current models, including
those based on discriminative or log-linear model, adopt this way.
aˆ = argmax
a
Pr(a|c, e). (2.2)
Using an objective-oriented perspective, we define an alignment as the best one if it is the most suitable one as far as
some objectives are concerned. Usually, there ismore than one objective. For example, given a source sentence c and a target
sentence e, the best alignment a should be the one that not only make the translation probability Pr(e|c, a)maximum but
also make the translation probability for the inverted translation direction, Pr(c|e, a), maximum. So the problem of word
alignment could be viewed as a multiobjective optimization problem, which is shown in Formula (2.3).
aˆ = argmax/argmin
a
[f1(a, c, e), . . . , fn(a, c, e)]> (2.3)
where n is the number of objectives to be optimized, and fi(a, c, e) is the ith objective function (1 ≤ i ≤ n).
Based on this perspective, our tasks are to determine a set of objective functions which should be optimized
simultaneously, and then choose some multiobjective optimization algorithm to solve this problem. These two aspects are
considered in detail in Sections 3 and 4, respectively.
3. Objective functions
In this section, we describe the objective functions used in our system. Three kinds of objective functions are concerned,
which are translation probability scores based on parameters of IBMmodels, association-based scores, and dictionary-based
scores.
3.1. Translation probabilities
A better alignment should make the corresponding sentence pair reach a larger translation probability. According to this
idea, we introduce the objective functions based on translation probabilities. Given a sentence pair and their alignment a,
the translation probability of 〈c, e〉 could be calculated using Formula (3.1)–(3.3). A simplified version of these formulas has
been used in phrase-based SMT model to compute the lexical weights for phrase pairs [1].
f (a, 〈c J1 , eI1〉) = Pr(eI1|c J1 , a) =
I∏
i=1
T (ei|c J1 , a) (3.1)
T (ei|c J1 , a) =

n(φi|ei) ∑
( j,i)∈a
t(ei|cj)a( j|i)
φi
if φi 6= 0
n(0|ei)t(ei|NULL)a(0|i) otherwise
(3.2)
φi = |{j | (i, j) ∈ a}| (3.3)
where t(e|c) is the translation probability for the word pair 〈c, e〉, a( j|i) is the alignment probability that shows how likely a
target word at position i could be translated into a source word at position j, and n(φ|e) is the fertility probability that shows
how likely a given target word e is translated into φ source words. All these probabilities could be trained using IBMmodels.
We distinguish two translation directions by treating Chinese as source language and English as target language or vice
versa. And the objective function for the other translation direction could be defined similar to Formula (3.1)–(3.3).
3.2. Word association scores
Word association information has been used in [11] to perform word alignment. We use log-likelihood-ratio (LLR)
statistic [12] as the measure of word association. The value of the word association for an alignment is the sum of all
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individual LLR scores for the word pairs linked by the alignment, as shown in Formula (3.4) and (3.5).
f (a, 〈c J1 , eI1〉) =
∑
( j,i)∈a
LLR(cj, ei) (3.4)
LLR(c, e) =
∑
c?∈{c,¬c}
∑
e?∈{e,¬e}
C(c?, e?) log
p(c?, e?)
p(c?)p(e?)
(3.5)
where c and emean that the words whose degree of association being measured occur in the respective source and target
sentences, ¬c and ¬emean that the corresponding words do not occur in the respective sentences, c? and e? are variables
ranging over these values, and C(c?, e?) is the observed joint count for the values of c? and e?. All the probabilities in Formula
(3.5) refer to maximum likelihood estimates.
3.3. Consistency with bilingual dictionary
This objective function is introduced to test how a given alignment is consistent with a conventional bilingual dictionary.
This objective function could be calculated by simply counting how many entries of a conventional lexicon co-occur
in a given alignment between the source sentence and the target sentence [9]. However, when using this method, the
phenomena that the words are only partly matched with the lexicon entries could not be processed. So, we use the D Sim
metrics proposed by Ker et al. [13] to define this objective function, as shown in Formula (3.6).
f (a, 〈c J1 , eI1〉,D) =
∑
( j,i)∈a
D Sim(cj, ei,D) (3.6)
where D is the bilingual dictionary, D Sim(c , e, D) measures the similarity between source word c and target word e given
the bilingual dictionary D. And D Sim could be calculated using Formula (3.7), as follows.
D Sim(c, e,D) = max
d∈D(e)
Sim(c, d). (3.7)
Here, Sim(c , d) provides the similarity between the word pair c and d, which could be calculated using the unweighted Dice
coefficient [14], as shown in Formula (3.8).
Sim(c, d) = 2× |c ∩ d||c| + |d| (3.8)
where |c| and |d| mean the number of the morphemes in c and d, respectively. And |c ∩ d| means the number of the
morphemes in the intersection of c and d.
4. Word alignment with NSGA-II
As mentioned in Section 2, word alignment could be viewed as a multiobjective optimization problem. There are several
ways to solve the multiobjective optimization problem, among which multiobjective evolutionary algorithms (MOEA) have
been successfully used in many other applications of multiobjective optimization [15]. We finally select an efficient MOEA,
named non-dominated sorting genetic algorithm II (NSGA-II)1 [16]. In this section, we discuss some issues about how to
adapt a general NSGA-II to deal with the word alignment problem.
4.1. Encoding
The encoding of the word alignment problem is quite straightforward. Given a source sentence c = c J1 and a target
sentence e = eI1, an alignment a could be represented as a I × J 0–1 matrix, (aij)I×J , in which aij = 1 means the word pair〈ci, ej〉 are aligned. Using the line-based access style, the I × J 0–1 matrix could then be encoded as a binary value with I × J
bits. In our model, this simple encoding method is adopted.
4.2. Initialization
In general NSGA-II code, the initial population is generated randomly. We use a different initialization method, which
make our model more flexible so as to combine the existing word alignment results from other systems. The new
initialization method could be briefly described as follows: Given n alignment results, the initial population is first divided
into n+ 1 partitions. Then the individuals in ith part are all initialized to be the ith alignment result and the individuals in
the last part is initialized using random values.
1 We used the source codes which are downloadable from http://www.iitk.ac.in/kangal/codes.shtml.
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Table 1
Statistics for the data used in this experiment.
Chinese English
Training data Sentence pairs 36,338
Words 947,155 1113,407
Vocabulary 28,053 36,080
Dictionary 1 Entries 130,809
Vocabulary 72,390 47,209
Dictionary 2 Entries 69,364
Vocabulary 43,212 28,375
Test data Sentence pairs 505
Ave. SentLen 18.00 20.25
Words 9,088 10,224
Table 2
Comparisons between the results of IBM Model 4 (GIZA++) and MOEA-based model.
Precision Recall AER
IBM model 4 E→ C 0.6190 0.6433 0.3696
IBM model 4 C→ E 0.6528 0.6908 0.3298
Intersection 0.9365 0.5325 0.3152
Union 0.5304 0.8016 0.3698
Refined method 0.7006 0.7198 0.2904
Translation probability (E→ C) 0.6577 0.6505 0.3457
+ Initialization using IBM model 4 results 0.7795 0.6672 0.2785
+ Translation probability (C→ E) 0.7707 0.7154 0.2566
+Word association 0.7811 0.7172 0.2438
+ Dictionary 1 0.7926 0.7304 0.2232
+ Dictionary 2 0.7913 0.7421 0.2103
4.3. Combining the solution set into a single solution
As a Pareto-based approach, the outcome of NSGA-II is a solution set other than a single solution. In our model, we use
a simple voting method to generate a single alignment from the set of alignments: for each position pair (i, j), if aij in more
than half alignment matrix is set as 0, then aij in the result alignment matrix is set as 0, otherwise it is set as 1.
5. Experimental results and discussions
In our experiment, we use precision, recall and AER [6] to measure the alignments of each model against gold-standard
annotated alignments:
precision = |A ∩ P||A|
recall = |A ∩ S||S|
AER = 1− |A ∩ S| + |A ∩ P||A| + |S|
where A is the set of word pairs aligned by word alignment systems, S is the set of sure alignment links in the gold standard
and P is the set of probable alignment links in the gold standard.
The statistics for the data used in our experiments are shown in Table 1. We used the test set from 2005 China’s National
863 MT Evaluation as our test data. And we used a bilingual sentence-aligned corpus as our training data, which was used to
train IBM translation models and word association scores.
GIZA++ package [6] was used to train IBMmodels. The training scheme is 15H53545, whichmeans that Model 1 is trained
for five iterations, then the HMM model for five iterations, then Model 3 for five iterations and finally Model 4 for five
iterations.
Table 2 gives the comparisons between the results of our MOEA-based model and IBM Model 4. The results from row 2
to row 6 are obtained using IBM Model 4. The results from row 7 to row 12 are obtained using our system.
As shown in Table 2, our MOEA-basedmodels outperform the IBMModel 4 significantly. Considering the results in row 2
and the ones in row 7 alone, the search algorithm used in NSGA-II yields better alignments than the hillclimbing algorithm
in GIZA++. The results in row 8 show that the new initialization method described in Section 4 does help to improve the
performance. The results in the last two rows suggest that using a larger dictionary may lead to a larger recall score and a
smaller AER score.
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Fig. 1. AER scores and time consumed for searching over different generation number settings (population size = 100).
Fig. 2. AER scores and time consumed for searching over different population size settings (generation number = 300).
In the above experiments, we set the generation number as 300 and the population size as 100. Figs. 1 and 2 show how
these two parameters affect the AER scores and the consuming time respectively.
Two important issues could be learned from Figs. 1 and 2. First, a larger generation number and/or a larger population
size could lead to a better WA performance. But with an increasing generation number and/or the population size, the
improvement becomes slower. It was a good balance to select 300 for the generation number and 100 for the population
size. Second, the proposed model was a time-consumed model, which required nearly 3 h to align a corpus with about 500
sentence pairs. However, this disadvantage could be neglected, sinceWAmodelswere always used in the process of training.
6. Conclusions
In this paper, we have proposed a novel word alignment (WA) model. We viewed WA as a multiobjective optimization
problem, and used an efficient multiobjective evolutionary algorithm, NSGA-II, to perform the optimization. Our model is
an unsupervised model, which could be easily extended by incorporating more objective functions. Experimental results
showed that the MOEA-based model could bring significant improvements compared with current standard models.
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