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The general notion of t-splitting sets is introduced within the context of combinatorial block 
designs. A greatest lower bound on cardinality of such sets, and an upper bound on cardinality 
of the smallest such set in a given design are established. The abstraction of t-splitting sets is 
shown to provide a natural framework for the analysis of the problem of finding roots of 
polynomials over finite fields, and elementary concepts from design theory are applied to 
re-examine and extend some existing results in this area. 
1. Introduction 
We introduce the abstract notion of t-splitting sets within the context of 
combinatorial blocks designs, and provide general lower and upper bounds on 
their size. As an application, we use the framework of t-splitting sets to discuss 
the problem of finding roots of polynomials over finite fields. We note the 
formulation of an algorithm of Berlekamp, based on the intersection properties of 
specific hyperplanes of AG(n, q), from this framework. In greater detail, we 
consider the Berlekamp-Rabin probabilistic root-finding technique and its 
generalization to root-finding via a subgroup and its cosets. Using standard 
methods from design theory, new exact probabilities regarding this algorithm are 
established, and it is shown how the lower and upper bounds on the size of 
t-splitting sets can be used to generalize some bounds of Camion. Isolating roots 
of a polynomial being a special case of separating the root set into subsets of 
cardinality less than t, we extend the analysis of the Berlekamp-Rabin algorithm 
and determine the exact probability that a triple of roots is separated. 
2. Fundamentals 
For our purposes, a block design shall be an ordered pair (V, B) where V is a 
set of elements (called points) and B is a collection of subsets (called blocks) of 
V. A design is said to be resolvable if there exists a partition of the blocks into 
classes (resolution classes) such that each point of V is contained in exactly one 
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block of each class. Let D be a resolvable block design having v points, r 
resolution classes and at most n blocks per resolution class. Let S = 
(R,, Rz,. . . > R,} be the set of resolution classes of D. Let t be an integer, 
1 < t < u. We define a t-splitting set of D to be a set S, = {Ri,, Ri,, . . . , R,}, s < r, 
such that each choice of a set of blocks Bi E R,,, 1 <j <s, satisfies the relation 
Ifl=i Bjl< t. 
Less formally, a t-splitting set of D is a subset S, of the set of resolution classes 
of D with the property that no t-subset of the point set of D is contained in a 
block of every resolution class in S,. If some t-subset occurs in a block of every 
resolution class of D, then D has no t-splitting set. If all blocks in some resolution 
class Ri of D have cardinality at most t - 1, then Ri is by itself a t-splitting set. 
We are interested in finding t-splitting sets of small cardinality. Aside from 
independent mathematical interest, we see in Section 3 that efficient methods for 
finding t-splitting sets in special classes of designs would give efficient and 
deterministic methods for finding roots of and factoring polynomials over finite 
fields. Our discussion begins by establishing a lower bound on the size of such 
sets. 
Theorem 1. Let D be a resolvable design on v points with at most n blocks per 
resolution class. Zf a t-splitting set S, of D has cardinal&y s, then s 3 log, v - 
log,(t - 1). 
Proof. Let V be the point set of D. Given s resolution classes of D there exists a 
subset X E V, with (XI 2 v/n’, which is contained in a block of each of the s 
classes. This statement can be easily proven by induction on s. If v/n’ > t - 1 then 
some t-subset of V is contained in a block of each of the s classes. Since S, is 
t-splitting, we must have v/n ’ s t - 1 and the result follows. 0 
Let S, be a t-splitting set for a resolvable design D. Denote the lower bound of 
Theorem 1 by a(~, n, t), so that IS,1 a a(v, n, t). If IS,1 = o(21, n, t) we call S, a 
pe$ect t-splitting set, and if IS,1 = 1 ( u u, n, t)l we call S, a quasi-perfect t-splitting 
set. If SF is a t-splitting set for D such that IS:1 < IS,1 for all t-splitting sets S, of D, 
then SF is an optimal t-splitting set for D. We define Y(D, t) to be the cardinality 
of an optimal t-splitting set in D. It is clear that Y(D, t) is a non-increasing 
function of t. A minimal t-splitting set for D is a t-splitting set which does not 
properly contain a t-splitting set. A design D which possesses a perfect t-splitting 
set is called a perfect t-splitting design. 
Due to the limited structure imposed on the design D thus far, it is a relatively 
simple task to construct designs on u points with at most n blocks per resolution 
class which have quasi-perfect t-splitting sets (and perfect t-splitting sets when the 
numbers allow). A more interesting (and useful) situation arises when we require 
D to have additional structure. A design D in which every l-subset of the point 
set is contained in precisely A_1 blocks of D is known as an l-wise balanced design 
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(of index A,). For example, if D is a resolvable balanced incomplete block design 
(BIBD) with parameters (v, k, A), the pair-balance A2 = Iz implies that any A + 1 
resolution classes form a 2-splitting (pair-splitting) set, giving directly an upper 
bound v(D, 2) s A + 1. With this in mind, we define an l-wise bounded design D 
(of index A,) to be a design D in which no f-subset of the point set occurs in more 
than AI blocks of D. 
In the examples which follow, we make use of the following general construct. 
Using as point set a finite abelian group G, and given a partition R = 
{R,, . . . , B,} of G (the subsets Bi c G being commonly referred to as base 
blocks), the design D = dev&R), known as the development of R by G, consists 
of (G( resolution classes, with each g E G defining a class R + g = { bl + 
g, . . . > B, + g}, where Bi + g = {b + g : b E Bi}. We denote the finite field with 4 
elements F,, and (with q being understood) let R and N denote the quadratic 
residues and nonresidues of F4, respectively. 
Example 1. Consider F,, with R = (1, 3, 4, 5, 9} and N = (2, 6, 7, 8, lo}. With 
G = Fll, dev,(R, N U (0)) is a pairwise-balanced esign of index A2 = 5 on 11 
points. A quasi-perfect pair-splitting set is S, = {R,, RI, R,, R4}, where Ri = 
{R+i,NU{O}+i). 
Example 2. Consider FS1 with 
R = (1, 2, 4, 5, 7, 8, 9, 10, 14, 16, 18, 19, 20, 26, 28) 
N = (3, 6, 11, 12, 13, 15, 17, 21, 22, 23, 24, 26, 27, 29, 30). 
Using G = Z&, D = dev,(R, N U (0)) is a pairwise-balanced design of index 
A2 = 15. Exhaustive search reveals that D contains no pair-splitting set of 
cardinality ra(31, 2, 2)1 = 5, and that Y(D, 2) = 6. Many optimal pair-splitting 
sets exist, one being S, = {R,, RI, RZ, R3, R5, Rz8} (with Ri as in Example 1). 
Example 3. For F31 with notation as in Example 2, it is well-known that 
dev,(R, N) is a (31,15,14)-BIBD and easy to show that D = dev,{R U {M}, 
N U (0)) is a (32,16,15)-BIBD. (Here a is an indeterminate element with 
a + 00 = 03 + a = 00.) It follows from Example 2 that D contains no perfect 
pair-splitting set. 
Example 4. Consider F = F2”, generated by a root (Y of a primitive polynomial 
f(x) of degree it over F2. Let B, = {i : tr(a’) = 0, (Y’ E F}, where tr(/3) = Cy:,r p”’ 
and 0 = e?, and let B1 = {i: tr(a’) = 1, CK’ E F}. For 12 = 5 and f(x) =x5 +x2 + 1 
we have 
B0 = { 1, 2, 4, 7, 8, 14, 15, 16, 19, 23, 25, 27, 28, 29, 30, a} 
B1 = (0, 3, 5, 6, 9, 10, 11, 12, 13, 17, 18, 20, 21, 22, 24, 26). 
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It is easy to verify that the set of resolution classes S, = {Rj : 0 < i s 4}, where 
Ri = (BO + i, B1 + i), with points (excepting m) treated as integers modulo 31, is a 
perfect pair-splitting set. Then by definition, a resolvable design on 2’ points 
containing the resolution classes in Sz as a subset of its resolution classes is a 
perfect pair-splitting design. It can be shown that the design with resolution 
classes Ri, 0 S i S 2” - 2 is a (2”, 2”-l, 2”-’ - l)-BIBD isomorphic to the block 
design obtained from the points and hyperplanes of AG(n, 2). 
We note that Example 4 illustrates a (32,16,15)-BIBD which possesses a 
perfect-pair-splitting set, while Example 3 illustrates a BIBD with the same 
parameters which does not. 
An upper bound on the cardinality of an optimal t-splitting set for a design D 
with parameters Y and r, which is t-wise bounded of index A, < r, can be 
established as follows. Let V be the point set of D. Construct a new design b 
from D with point set Q being the classes of D, and having precisely one block for 
each t-subset of V. In b, let the block corresponding to a given t-subset contain 
as points precisely those class& of D in which that t-subset occurs. Then each 
block of b contains at most At points, and B is composed of (y) blocks. Now the 
number of (not necessarily distinct) h-subsets from blocks of b is at most (“i;)(r), 
and the total number of distinct h-subsets of Q is (L). Now if (A) exceeds ($)(Y), 
then some h-subset of P does not appear as a subset of any block of 8, implying 
that the h classes of D corresponding to those h points of p contain no common 
t-subset, i.e. form a t-splitting set. Hence the smallest h satisfying 
(1) 
gives an upper bound on ~(0, t). We pursue an explicit bound from (1). As 
mentioned earlier, h = A1 + 1 trivially satisfies (1) and gives an upper bound, but 
in general this bound is weak. Assume h G & satisfies (1). Let p (not necessarily 
integral) be defined by &/r = l/p. l/p then gives an upper bound on the fraction 
of classes in D in which any t-subset occurs. With this, (1) becomes 
Ph 
r(r - 1). . .(r - (h - 1)) v 
r(r - p) . . . (r - (h - 1)~) ’ 0 t 
which is true for all h satisfying 
Hence we have the following. 
Theorem 2. Let D be a resolvable design with parameters v and r, which is t-wise 
bounded of index A, < r, and let p = r/A,. Then v(D, t) s min{& + 1, [log,(y)l}. 
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The smallest h satisfying (1) may give a slightly tighter bound than that of 
Theorem 2. This may be easily checked once the bound from Theorem 2 has been 
computed. Note that since (Y) c u’lt!, a slightly weaker but perhaps more 
informative bound is v(D, t) 6 ]t log, IZ - log,(t!)]. The bound of Theorem 2 
may also be obtained using the counting argument of Adleman [2, PIV]. Our 
proof uses a somewhat different counting technique, and is included for this 
reason. 
The promising upper bound provides no efficient general technique for finding 
t-splitting sets of small size (i.e. O(log v)). However, one particular family of 
designs is known for which perfect f-splitting sets can be easily found and 
efficiently represented (Section 3.1). For another family of designs useful for 
root-finding and polynomial factorization (Section 3.2) small f-splitting sets are 
known to exist, although no general method for efficiently finding such sets is 
known. 
3. Polynomial representation of blocks and application to root-finding 
In this section we consider a natural polynomial representation for block 
designs over finite fields, and discuss the relationship between t-splitting sets and 
polynomial factorization. 
Let D be a resolvable block design with block set B and point set V = Fq. Let 
q: B+ F,[x] associate a unique polynomial with each block of D, with 
T/J(B) =f&) where f&) = @==, (x - vi) for the block B = {t_Ji}l<i<b Suppose 
&={R1,..., R,} is a t-splitting set on point set V, with Rj = {Bil, . . . , Bin<}. 
Then given a degree-k polynomial f(x) E F,[x] which splits into distinct linear 
factors in F,, we may separate its k roots into subsets of cardinality at most t - 1, 
represented by polynomials of degree at most t - 1, by calling the procedure 
t_split(f(x), l), defined as follows. 
t_split(f, i) 
if deg(f) = 0 return(@) 
if deg(f) < f return(f) 
for j from 1 to ni - 1 
J : = gcd(f, fs,(x)) 
f: =f/J 
fn, : = f 
return(9 t_split($, i + 1)) 
t__&t(f (x), 1) returns a set of polynomials {A}rGiGr such that f(x) = Hf=,J 
and deg(J) ct. The f-splitting set S, and the value t are assumed global inputs. 
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The second argument specifies the next resolution class of S, to be employed. The 
maximum recursion depth is S, the cardinality of S,, and the algorithm is 
guaranteed to terminate by the time the last resolution class of S, is consulted 
(i SS). In the ith resolution class of S,, only the first ni - 1 blocks need be 
referenced explicitly, the last being handled by exclusion. 
For t = 2, t_split( ) as given above is a deterministic root-finding algorithm, 
given a pair-splitting set S,. For t = 3, a triple-splitting (3-splitting) set S, is 
required, and provides a root-finding algorithm given a method for computing the 
roots of a quadratic which splits over F,. For 4 odd, the quadratic formula over 
F,, together with a method for computing square roots would suffice. For 
q = 3(mod 4), s quare roots are immediate. For q = l(mod 4), see for example 
[l, 17,151. For q even, the roots of a quadratic can be easily computed (e.g. [12]). 
In general, for t 2 2 t_split( ) is of use as a root-finding algorithm given 5, and 
an efficient method for finding roots of polynomials of degree at most t - 1. 
Berlekamp discusses the applicability and use of the classical formulas for finding 
roots of cubits and quartics [4,§7]. 
Using the representation outlined above, a polynomial of degree k is required 
to represent a block of k points. Given no further information, we expect a 
polynomial with about k terms. In general, it would be costly to store the 
associated polynomials for all blocks of each resolution class in S,. Hence 
information regarding the automorphism group of the design may be of use. Of 
particular interest are designs with automorphism groups which act transitively on 
the resolution classes. 
Example 5. For F31, the blocks R and N U (0) have polynomial representations 
f&X) = xl5 - 1 and f~&x) = ( x1’ + 1)x. In devF,,(R, N U {0}), block R + i has 
polynomial representation (x - i)15 - 1. Alternatively, for the same field consider 
the design obtained by developing the base blocks B,,\(m) and B1 of Example 4. 
Then fs,++(x) = (x1’ - 1)(x’ - 5) and fs,(x) = (x1’ - 5)(x5 + 5)x. (In general, for 
a Mersenne prime p = 2” - 1, associating exponents in F2” with elements of FP as 
in Example 4 leads to polynomials of degree (p - 1)/2 and (p - 1)/2 + 1 with at 
most (p - 1)/2n + 1 terms. This follows from the polynomial representation of 
the subgroup of order it of F,* and its cosets.) As mentioned in Section 3.1, in this 
latter design, any 12 successive resolution classes provide a quasi-perfect pair- 
splitting set. 
3.1. The use of the afine geometry 
The problem which remains is that of finding t-splitting sets S,. One solution is 
provided by a root-finding technique of Berlekamp [4, $51 based on the trace 
function tr : Fpm+ Fp defined by tr(P) = Cz<’ /I”‘. Given a polynomial f(x) known 
to be the product of distinct linear factors in F,[x], q =p”, and an element cx 
which is the root of an irreducible polynomial of degree m over Fp, the mp 
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greatest common divisor operations gcd(f(x), tr(aix) - j), 0 s i s m - 1, 0 ~j s 
p - 1, are guaranteed to separate every pair of roots of f(x). In terms of splitting 
sets, the set of resolution classes S = {Ri}oSis,_i, where Ri = {Bij}O~jjsp--l, with 
q(B,) = tr( &x) - j, is a perfect pair-splitting set. In fact, for it =p and any I, this 
construction yields a quasi-perfect f-splitting set for point set Fpm. 
Zierler discusses the particular case of finding roots in Fzm of polynomials in 
F,[n] of degree m [20]. Rabin notes a probabilistic variation of this technique for 
p = 2 (which generalizes to p odd) which does not require a root cr as mentioned 
above [16, §5]. 
Related issues regarding t-splitting sets and the intersection properties of blocks 
of the underlying design, i.e. the points and hyperplanes of the affine geometry 
AG(n, p), are examined in [18]. 
3.2. The use of subgroups and cosets 
The best known method for finding roots of polynomials over F,, q odd, is the 
probabilistic technique based on the separation of quadratic residues and 
nonresidues [4, P7, 16, 921. Given f(x) as before, a random element d E Fq is 
chosen, and 
gcd(f (x), (x + d)(q-1)‘2 - 1) (2) 
is computed. With probability about 4, this operation separates any two distinct 
roots off(x). This algorithm can be viewed as a probabilistic version of t_split( ), 
with underlying design devq(R, N U (0)). Rather than using the ith resolution 
class of a pair-splitting set at the ith stage, a block is randomly chosen from 
devFq(R) to perform a trial gtd. As the base block of quadratic residues R has 
polynomial representation x(~-‘)‘~ - 1, and the translated block R + d has 
polynomial representation (x - d)fq-1)‘2 - 1, picking a random element d E Fq 
correspond to selecting a random block from dev,,(R), and the two algorithms 
are seen to be equivalent. 
Of course, the Berlekamp-Rabin root-finding algorithm is a special case of the 
general idea of exploiting a multiplicative subgroup and its cosets [13,9,6]. Given 
any small divisor it of q - 1, and a primitive nth root of unity w, we can replace 
(2) with 
gcd(f (x), (x + d)(q-l)‘n - coj), 0 <j s n - 1. (3) 
Each polynomial x(~-‘)‘~ - w’, 0 ~j c n - 1 has as root set the elements of one 
coset of the subgroup of index n of the multiplicative group of F,. The 
corresponding design is now the development of a subgroup and its cosets (and to 
be precise, the base block {0}, corresponding to the polynomial x, included to 
complete the resolution classes). The analysis of this generalized root-finding 
algorithm is simplified by the following well-known result from design theory 
(e.g. [19, 471). 
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Theorem A. Let LY be a generator for F4, with q - 1 = kn, and let the 
multiplicative subgroup of index n be C = {a’, an, cx2”, . . . , dk-‘)“}. Then 
dev,(C, aC, a2C, . . . , au”-‘C) is a (q, k, k - l)-BIBD. 
It follows directly that for q odd, the development of the residues and 
nonresidues, dev(R, N), is a (q, (q - 1)/2, (q - 3)/2-BIBD. In Section 4, we use 
this structure to determine the exact probability of separating two roots via (2), 
and we extend the analysis to determine the exact probability that a triple of roots 
is separated via (2). 
This general result can also be related to the general factorization problem. 
Camion [7,8] discusses a factorization technique based on finding the primitive 
idempotents of the algebra F,[x]/(f(x)). Th is can be seen as a deterministic 
version of the method of Cantor and Zassenhaus [9], with the determinism 
relying on the possession of Camion’s “factoring subsets”. These are (with minor 
discrepancy) equivalent to pair-splitting sets based on a subgroup and its cosets, 
i.e. our 2-splitting sets are in essence a generalization of factoring subsets. Thus a 
pair-splitting set from the design based on a subgroup and its cosets would 
provide an efficient deterministic general factorization algorithm, when incorpor- 
ated in Camion’s algorithm, as well as an efficient deterministic root-finding 
algorithm directly, via Berlekamp-Rabin. 
The above theorem provides designs and A2 values for Theorem 2. In 
particular, we have ni2) = (q - 3)/2 for q odd and the design based on the 
subgroup of index 2, and ni3’ = (q - 4)/3 for even and q = l(mod 3) and the design 
based on the subgroup of index 3 and its cosets. This, together with (l), provides 
an easy alternate proof to Camion’s bounds on the sizes of pair-splitting sets 
(compare ns2), ns3) to equations (12) (22) of [7, §5]). Indeed, the above theorem, 
together with Theorems 1 and 2, provide lower and upper bounds on the size of 
t-splitting sets for the family of designs obtained as the additive development of a 
multiplicative subgroup and its cosets. 
As noted earlier, it is the algebraic structure of the underlying design, which 
permits efficient polynomial representation of blocks (i.e. cosets and hyperplanes 
in this and the previous subsection, respectively), together with the efficiency of 
the Euclidean algorithm, that is the key to the effective separation of roots of 
polynomials. 
4. Some probabilities regarding root-finding using subgroups and cosets 
For a polynomial f(x) of degree m with distinct linear factors over F,, Rabin 
[16] argued that the probability of (2) yielding a nontrivial factorization is at least 
4, and Ben-Or [3,02] has proven that the probability of (2) resulting in a 
nontrivial factorization is at least 1 - 2l-” + O(q-4). For the cases m = 2 and 
m = 3, we are able to complement these results by determining the exact 
probabilities. 
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We begin by reviewing some basic concepts. For each subset Bi of an abelian 
group G, denote the list of diferences for Bi (with repeated elements allowed in a 
list) diff(Bi) = (a - b : a, b E Bi, a # b), and if I? = (B,, . . . , B,,) is a family of 
subsets of G, the list of differences for l? is diff(B) = IJl~i~n diff(Bi), where a 
union over lists means list concatenation. For ICI = II, a (v, k, A)-difference family 
is a family B of k-subsets of G such that each nonzero g E G occurs in diff(& 
exactly A times. It is well-known that dev,(B) is a (v, k, A)-BIBD if and only if & 
is a (v, k, A)-difference family. 
Suppose F4 has a multiplicative subgroup of index n > 2. Let the subgroup and 
its cosets be Co = C, C1 = cuC, . . . , C,,_, = cPwlC. We now determine the 
probability that a pair of roots {a, b} E Fg is separated via (3), assuming (for 
efficiency) that only IZ - 1 of the 12 cosets in a given resolution class (say all but 
C,_,) are consulted, just as in (2), only the quadratic residues are used. Clearly, 
if one checks all IZ cosets, the probability that a random resolution class separates 
the pair is 1 - A/q, where A = (q - 1)/n - 1 independent of the pair, since it 
follows from Theorem A that dev(C,, . . . , Cn-l, (0)) is pairwise-balanced of 
index A2 = h. Thus we analyze the pair-balance of the design 
dev(C,, . . . , L-2, c-1 u v9). 
Let B = (C,, . . . , Cn_-l), D = dev(B), & = (C,, . . . , Cn--2, C,_1 U {0}), and 
Do= dev(&). By Theorem A, each nonzero element of F4 appears in diff(&) 
precisely 31. = (q - 1)/n - 1 times. Appending 0 to the base block C,_, modifies 
the pair-balance ic of D by introducing the differences 0 - c and c - 0, c E C-r, 
to diff(B). Now the number of blocks in D,, containing the pair {a, b} is equal to 
the frequency of the difference d = a - b in diff(B). Hence the frequency of the 
pair {a, b} in Do is h (aP6) = il+ a1 + &, where 6, = 1 if a - b E C,,_, and 0 
otherwise, and 6X = 1 if a -b E C,,--l+j~modn~ and 0 otherwise, where -1 E Cj. 
Since there are q resolution classs in total, the probability that a random 
resolution class separates the pair {a, 6) is 1 - A.2’apb)/q. 
Example 6. ct = 2 is a generator for F13, and the subgroup of index n = 4 and its 
cosets are C,= (1, 3, 9}, C1 = (2, 5, 6}, C2 = (4, 10, 12}, C3 = (7, 8, ll}. We 
have A = 2, j = 2 and dev(&, Cr, CZ, C3 U (0)) is a partially pairwise-balanced 
design with pair frequencies 2 and 3. The pair {1,3} has Ao3) = 3, and 
1 - 3 = 11 E C3. The pair { 1,4} has 12(lF4) = 2, and 1 - 4 = 10 E Ca. 
We single out two particular cases, beginning with n = 2. For q = 3(mod 4), -1 
is a quadratic non-residue, j = 1 and it follows that D = dev& N U (0)) is 
pairwise-balanced of index A2 = (q - 1)/2. For q = l(mod 4), j = 0 and hence D is 
partially pairwise-balanced, with pairs whose difference is a quadratic residue 
having pair-balance (q - 3)/2, and pairs with nonresidue difference having 
pair-balance (q + 1)/2. Hence we have the following corollary to Theorem A. 
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Corollary 1. The probability that the pair of roots {a, b} c F4 is separated by a 
random step of the Berlekamp-Rabin algorithm is exactly p, where 
(i) for q = 3(mod 4), p = (q + 1)/2q; 
(ii) for q = l(mod 4), p = (q + 3)/2q if a - b E R, and p = (q - 1)/2q if a - 
beN. 
For subgroups of index 3 in fields of characteristic 2, the particular result is as 
follows. 
Corollary 2. For F4 with q = 22m, let CO be the subgroup of index 3, with cosets C1 
and C2, and let A = (q - 4)/3. The frequency A@sb) of the pair {a, b} in 
dev~m(G, Cl, C2 U (0)) is A if a-bEC,, or C,, and A+2 if a-bEC2. The 
probability that a random resolution class separates {a, 6) is 1 - A’“,b’/q. 
We note that the analysis of Cantor and Zassenhaus for their general 
factorization algorithm [9, 931, when reduced to the particular case of root- 
finding, differs slightly in two ways. First, they use linear factors ax + d, whereas 
the original Berlekamp-Rabin algorithm uses only manic linear factors. Replac- 
ing the manic factor in (3) by the general linear factor has a balancing effect. For 
example for n = 2, this enlarges the underlying design, so that instead of sampling 
from among the classes of dev(R, N U {0}), the sample space is (effectively) the 
union of the resolution classes from dev(R, N U (0)) and dev(N, R U {0}), so that 
the probability of separation is p = (q + 1)/2q for all pairs {a, b}, for both q = 1 
and 3(mod4). Second, they determine the probability assuming two gcd’s are 
computed for a resolution class, whereas as in the analyses of Rabin and Ben-Or, 
we assume only one gcd is computed. The analysis of [9] reduced to the case of 
two linear factors determines the probability of non-separation to be (q - 3)/2q, 
as given directly by the pair-balance of the design dev(R, N, (0)). For q = 22”, 
the corresponding probability from their analysis, which is associated with the 
design dev(C,,, C1, C2, (0)) (which we know has pair balance (q - 4)/3), is 
naturally (q - 4)/3q. 
We now extend the analysis for the standard Berlekamp-Rabin algorithm (i.e. 
using residues and nonresidues) to triples of roots, to determine the probability a 
triple {a, b, c} E F4 is separated into two proper subsets. We rely on the following 
result. 
Lemma 1. For F4 with q odd, let D = dev(R, N U (0)). 
(i) For q = 3(mod 4), D is threewise-balanced of index A, = (q - 3)/4. 
(ii) For q 3 l(mod 4), D is partially threewise-balanced. Each triple appears 
with frequency (q + 3)/4, (q - 1)/4, (q - 5)/4 or (q - 9)/4. 
Part (i) of Lemma 1 is well-known (e.g. [14]). To prove (ii), we first establish 
two smaller results. 
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Lemma 2. For F, with q = 4m + 1, the number of common points between any 
two blocks from different parallel classes of D = devFq(R, N) is m or m - 1. 
Proof. Label the blocks in the first class of D B, and Bz, and in the ith class, 
Bzi-1 and Bzi, 3 s i Gq. Let Xi = IB, II BiI, 3 pi 6 q. NOW B, intersects each 
block Bi, i 2 3 in m or m - 1 points if and only if 
l$ txi - m)(xi - b - 11) = 0. 
Expanding the left side, we get 
L = C X: - (2m - 1) C Xi + C m(m - 1). 
Now D is a (v, k, A) = (q, (q - 1)/2, (q - 3)/2)-BIBD, and counting the ap- 
pearance of pairs of points from B1 over blocks B3 through BZq yields 
C& (2) = (A - l)(g), giving C xf = (c Xi) + 2(A - l)(t) and 
L = 2(A - l)(t) - (2m - 2) C Xi + C, m(m - 1). 
Now counting the appearances of the k points of B1 over the rest of the design 
gives the relation c Xi = (r - 1)k (with r = q - 1 the replication value of D). With 
this the expression simplifies to L = 0, and block B1 intersects each block Bi, 
i 3 3, in m or m - 1 points. Since no special properties of B1 were used, the same 
holds true for B,, and the result follows. Cl 
Lemma 3. In diff(R) for F4 with q = l(mod4), every residue occurs with 
frequency (q - 5)/4, and every nonresidue occurs with frequency (q - 1)/4. 
Proof. We first establish that in diff(R) for F4 with q = 4m + 1, 
(i) all residues occur with the same frequency, and 
(ii) all nonresidues occur with the same frequency. 
To prove (i), suppose there exists points a, b E R such that a - b = d where 
d E R. (If not, no residue appears as a difference.) Then since d E R, d-l E R and 
d-‘d = 1 = d-‘(a - b). H ence d-‘a-d-lb = 1 with d-la, d-lb ER, i.e. 1 E 
diff(R). Now choose any r E R. Then r(d-‘a -d-lb) = rd-‘a - rd-‘6 = r with 
rd-‘a, rd-lb E R. Hence each residue r appears in diff(R) at least as often as 1. 
Similarly, it can be argued that 1 appears in diff(R) at least as often as each other 
residue difference r. The proof of (ii) is similar. 
Now let x be the quadratic character defined on Fq by x(O) = 0, x(x) = 1 if 
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x E R and x(x) = -1 if x E N. Consider any a E R, and the block N - a. Note 
IN-a]=2m. By Lemma 2, IN-aflRI=m or m-l, and IN-unNl=m or 
m-l. SinceuERimpliesO$N-u,wehavelN-unRl=mandlN-utlNl= 
m, and hence CyENx(y - a) = 0. We now make use of the identity 
,z X(X)X(X - a) = -1 for any a E 5, a # 0 (4) 
4 
from elementary number theory (e.g. [5, 09.121). It follows from (4) that 
C,,,J&)X(X -a) + C,,,+.,X(Y)X(Y -u) = -1, and hence LRX(~ -u) = -1, 
i.e. R - u contains one more nonresidue than residue. Since this is independent of 
the residue a selected, we have CasR CxeRx(x -a) = -(q - 1)/Z and cliff(R) 
contains (q - I)/2 more nonresidues than residues. The result now follows from 
(i) and (ii). 0 
Remark. In diff(N) for q = 4m + 1, residues occur with frequency (q - 1)/4 and 
nonresidues with frequency (q - 5)/4. This follows from Lemma 3 and Theorem 
A. 
Proof of Lemma l(ii). For q = 4m + 1, consider D = dev(R, N U {0}), and let 
DR = dev(R). We count the frequency of a fixed triple {a, b, c} c F, among the 
blocks of D by first counting the frequency among blocks of D,. Among the 
blocks of DR, let s be the number of blocks containing none of a, b, c, let t be the 
number containing all three, let Aab be the frequency of the pair {a, b}, and 
similarly define 3Lac and Abe. We know that each individual point has replication 
value (q - 1)/2 in DR. Now by the inclusion-exclusion principle, 
s=q-3(4 
2 
+ (A,, + A,, + A,,) - t = 
(-9 + 3) 
2 + (A,, + &K! + Abe) - c. 
Now for each of the t blocks in DR containing the triple (and for no other blocks), 
the complementary block in D contains none of the three. Hence in D, the 
number of blocks containing none of the three points is s + t = ~(a, b, c) where 
~(a, b, c) = (-2m + 1) + ;\.(a, b, c) with n(u, b, c) = (&, + A,, + &). 
Note that n(u, b, c) is also the number of blocks in D containing all three points. 
The values &,, Izbc, A,, can be determined as follows. The pair {a, b} appears 
exactly once for each occurrence of the difference d = a -b in diff(R). The 
number of times this difference appears is a function only of whether d is a 
residue (in which case it appears m - 1 times, by Lemma 3), or a nonresidue (in 
which case it appears m times), and is otherwise independent of a and b. Similarly 
for the pairs {a, b}, {b, c}. The four values ~(a, b, c) takes, corresponding to 
four values n(u, b, c) can take, are summarized as follows. 
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# of nonresidue difference 
3 
2 
1 
0 
A(& b, c) ~(a, b, c) 
3m m+l 
3m-1 m 
3m-2 m-l 
3m-3 m-2 
# of residue differences 
0 
1 
2 
3 
Hence the only possible frequencies of a triple are m + 1, m, m - 1 and 
m-2. 0 
Example 7. Consider dev(R, N U (0)) for F13. The four frequencies of triples are 
exhibited by the triples {2,5,6}, {2,5,3}, {2,5,7} and {2,4,9}, which occur 1, 
2, 3 and 4 times respectively. 
Lemma 1 now yield the following result directly. 
Theorem 3. The probability that the triple of roots {a, b, c} c Fg is separated into 
two proper subsets by a random step of the Berlekamp-Rabin algorithm is p, 
where 
(i) for q = 3(mod 4), p = (3q + 3)/4q; 
(ii) for q = l(mod 4), depending on the number of residues and nonresidues 
among the differences a - b, a - c and b - c (us in the table in the proof of Lemma 
l(ii), p has value (3q - 3)/4q, (3q + 1)/4q, (3q + 5)/4q, or (3q + 9)/4q. 
Remark. Lemma 1 and the remarks immediately preceding Corollary 1 provide 
values A3 and A2 that can be used in (1) to get an upper bound on the size of 
pair-splitting sets and triple-splitting sets, respectively, for the design D = 
dev(R, N U (0)). The bounds v(D, 2) < 2 log,, and v(D, 3) < $ log, q can be 
established. The remarks preceding Example 6 allow the establishment of an 
upper bound on the size of pair-splitting sets for D = dev(C,, Cr, Cz U (0)) for 
q=22”. We note that the values A$*’ and Ai3’ given earlier actually apply to the 
designs dev(R, N, (0)) and dev(C,, C1, C2, (0)). 
5. Comments and conclusion 
While it is hoped that the concept of t-splitting set finds application in other 
contexts, and opens up some interesting problems for combinatorialists, we 
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believe it provides a natural view of the general root-finding problem and a useful 
and somewhat unifying perspective for existing results. The exact analysis of the 
original Berlekamp-Rabin algorithm, and the generalization of Camion’s bounds 
for pair-splitting sets can be seen to follow directly from elementary design 
theory. We cite [lo] and [ll] as other recent applications of the theory of block 
designs to the design and analysis of algorithms. 
The consideration of triple-splitting sets follows naturally as a special case of 
t-spitting sets, and would appear to be of interest to those in the area of 
polynomial factorization. We note that if a single root of a polynomial 
f(x) E F,[x] of odd d egree is required, then a triple-splitting set suffices, and if 
f(x) has even degree, a triple-splitting set suffices unless 4 = l(mod 4), in which 
case an algorithm for computing square roots in the field is also required. 
It remains an open problem as to whether or not pair-splitting sets in designs 
based on a subgroup and its cosets can be efficiently found. The problem of 
finding other families of designs which support (small) splitting sets which can be 
efficiently represented is perhaps also worth pursuing. 
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