Abstract. Often, the unknown diffusivity in diffusive processes is structured by piecewise constant patches. This paper is devoted to efficient methods for the determination of such structured diffusion parameters by exploiting shape calculus. A novel shape gradient is derived in parabolic processes. Furthermore quasi-Newton techniques are used in order to accelerate shape gradient based iterations in shape space. Numerical investigations support the theoretical results.
1. Introduction. Inverse modeling in diffusive processes is one of the major themes in the field of inverse problems. Often, a distributed diffusivity parameter is to be estimated from observations of the diffused state, as in [11, 19, 20] . In many cases, however, the rough overall structure of the parameter distribution is known, but the details are missing. In the present paper, we assume that the distributed diffusion parameter to be estimated is piecewise constant in subdomains with smooth boundaries. The detailed shape of the subdomains is to be estimated. Thus, we elaborate on a very similar setting as in [8] . The difference is that in [8] the source term is assumed being piecewise constant, whereas here the diffusion parameter is assumed piecewise constant. Furthermore, a novel quasi-Newton approach in shape space is presented and convergence properties are observed, which are superlinear as long as the increments are larger than the discretization error. Quasi-Newton methods on general manifolds have already been discussed in [7, 1, 17] . Here, we specify them for the particular case of shape manifolds. From a different standpoint, the discussion in this paper can be viewed as a generalization of the elliptic structured inverse modeling in the publications [10, 16] to the parabolic case.
The paper is organized in the following way. In section 2, we derive the shape derivative for the parabolic inverse problem. Section 3 presents a limited memory BFGS quasi-Newton technique in shape space and discusses the theoretical background from optimization on Riemannian manifolds. Finally, section 4 discusses numerical results for the inverse problem of finding the interfaces of two subdomains.
2. Interface problem formulation and derivation of the shape derivative. We first set up notation and terminology. Then we formulate the parabolic interface problem which is motivated by electrical impedance tomography. In the third part of this section we deduce the shape derivative which is achieved by an application of the theorem of Correa and Seger [5, theorem 2.1] and a generalization of the approach in [16] for parabolic problems.
Notations and defintions.
Let d ∈ N and τ > 0. We will denote by Ω ⊂ R particle x could be described by the velocity method, i. e., as the flow F t (x) := ξ(t, x) determined by the initial value problem dξ(t, x) dt = V (ξ(t, x)) ξ(0, x) = x (2.1)
or by the perturbation of identity which is defined by F t (x) := x + tV (x) where V denotes a sufficiently smooth vector field. We will use the perturbation of identity throughout the paper. The Eulerian derivative of J at Ω in direction V is defined by
The expression DJ(Ω)[V ] is called the shape derivative of J at Ω in direction V and J shape differentiable at Ω if for all directions V the Eulerian derivative (2.2) exists and the mapping V → DJ(Ω)[V ] is linear and continuous. The material derivative of a generic function p : Ω t → R at x ∈ Ω with respect to the deformation F t is given by
and its shape derivative with respect to the vector field V by
In the following, we will also use the symbolṗ to denote the material derivative of p. Let p, q : Ω t → R be two generic functions and D m the material derivative with respect to F t = id + tV . The following rules for the material will be needed in subsection 2.3. For the material derivative the product rule holds, i. e.,
While the shape derivative commutes with the gradient, the material derivative does not, but the following equality was proved in [4] 
Combining (2.5) with (2.6) yields
Moreover, in subsection 2.3 we need the following rule for differentiating domain integrals
which was proved in [9, lemma 3.3].
Interface problem formulation.
In the previous subsection we denoted
by Ω a bounded domain of R d with Lipschitz boundary ∂Ω. Now, let this domain
where Γout := ∂Ω = Γ bottom ∪ · Γ left ∪ · Γ right ∪ · Γtop and n denotes the unit outer normal to Ω 2 at Γ int variable and the outer boundary Γ out Lipschitz and fixed. An example of such a domain is illustrated in figure 2.1.
The parabolic PDE constrained shape optimization problem is given in strong form by
and n denotes the unit outer normal to Ω 2 at Γ int . Of course, the formulation (2.10) of the differential equation is to be understood only formally because of the jumping coefficient k. We observe that the unit outer normal to Ω 1 is equal to −n, which enables us to use only one normal n for the subsequent discussions. Furthermore, we have interface conditions at the interface Γ int . We formulate explicitly the continuity of the state and of the flux at the boundary as
where the jump symbol · denotes the discontinuity across the interface Γ int and is defined by v :
and v 2 := v
Ω2
. The perimeter regularization with µ > 0 in the objective (2.9) is a frequently used means to overcome ill-posedness of the optimization problem (e. g. [2] ). The boundary value problem (2.10-2.14) is written in weak form as
where the bilinear form a(y, p) is given by 
where
The Lagrangian of (2.9-2.14) is defined as
where 
Remark 2. Note that we have to consider
instead of (2.16) in order to derive the bilinear form a(y, p) or the Lagrangian L (Ω, y, p) in terms of y or respectively p. In (2.21) the adjoint p and in (2.22) the state y has to be an element of
2.3. Derivation of the shape derivative. In this subsection we first consider the objective (2.9) without the perimeter regularization. Then the shape derivative can be expressed as an integral over the domain Ω, as well as an integral over the interface Γ int . By the Hadamard structure theorem [21, theorem 2.27] only the normal part of a vector field V on the interface has an impact on the value of the shape derivative DL (Ω, y, p) [V ] or DJ(Ω) [V ] . In this subsection we first deduce the domain integral by an application of the theorem of Correa and Seger [5, theorem 2.1]. Then we convert it in an interface integral by means of integration by parts on Γ int .
Remark 3. The shape derivative in an open domain will only depend on the normal component of a vector field on the boundary, if the boundary is smooth enough. One should note that this is no longer true, if the boundary is only piecewise smooth.
A saddle point (y,
which leads in strong form to the adjoint equation
and to the design equation
Remark 4. A saddle point has to be an element of
, if one considers the strong formulation (2.24-2.32) of the saddle point condition (2.23) and assumes that the adjoint and the design problem are H 2 -regular. Let Ω be fixed. Then it is easy to verify that
Now, we formulate the following theorem which provides the representation of the shape derivative expressed as a domain integral. This domain integral will later allow us to calculate the boundary expression of the shape derivative.
Theorem 2.1. Assume that the parabolic PDE problem (2.10-2.14) is H 1 -regular, so that its solution y is at least in
Then the shape derivative of the objective J (without perimeter regularization) at Ω in the direction V is given by
Proof. We apply the theorem of Correa and Seger on the right hand side of (2.33), i.e. we obtain formula (2.34) by evaluation of the shape derivative of the Lagrangian (2.20) in its saddle point. The verification of the assumptions of this theorem can be checked in much the same way as in [6, chapter 10, subsection 6.4]. We leave it to the reader to verify them. Applying the rule for differentiating domain integrals which is given in (2.8) yields
Now, applying (2.5) and (2.7) we obtain
From this we get
where the termḟ p is equal to p∇f T V due to (2.4). The outer boundary Γ out is not variable. Thus, we can choose the deformation vector field V equals zero in small neighbourhoods of Γ out . Moreover, each material derivative in small neighbourhoods of Γ out is equal to zero. Therefore, the three outer integrals in (2.35) follows from (2.14), (2.27) and the identity
which implies
By combining (2.35-2.38), we obtain
Now, we want to convert the domain integral (2.34) into a boundary integral which is better suited for a finite element implementation as already mentioned for example in [6, remark 2.3, p. 531]. The following theorem is a generalization of lemma 1 in [16] for parabolic problems and provides two representations of the shape derivative expressed as a boundary integral. Proof. Integration by parts on the integral
Combining (2.34), (2.43) and the vector calculus identity
which was proved in [4] gives dJ(Ω, y, p)
Then, applying integration by parts on the integral Ω k∇y
and analogously
Integration by parts on the integral
Thus, it follows that dJ(Ω, y, p)
The domain integrals in (2.47) vanish due to (2.24), (2.25) and (2.32). Moreover, the term ∂y ∂t − f p vanishes because of (2.27) and the term 1 2 (y − y) 2 because of (2.14). Then which completes the proof. For a detailed computation of (2.48) and (2.49) we refer the reader to [10, p. 320] . Now, we consider the objective (2.9) with perimeter regularization. For the finite element implementation of (2.9-2.14) in section 4 we need a representation of its shape derivative expressed as boundary integral. Two such representations are given by the following theorem. 3. A quasi-Newton approach on shape manifolds. As pointed out in [18] , shape optimization can be viewed as optimization on Riemannian shape manifolds and resulting optimization methods can be constructed and analyzed within this framework, which combines algorithmic ideas from [1] with the differential geometric point of view established in [13] . As in [18] , we study connected and compact subsets Ω of R 2 with Ω = ∅ and C ∞ boundary c = ∂Ω. In [13] , this set of smooth boundary curves c is characterized by
i.e., as the set of all equivalence classes of C ∞ embeddings of S 1 into the plane (Emb(S 1 , R 2 )), where the equivalence relation is defined by the set of all C ∞ reparameterizations, i.e., diffeomorphisms of S 1 into itself (Diff(S 1 )). A particular point on the manifold B e (S 1 , R 2 ) is represented by a curve c :
Because of the equivalence relation (Diff(S 1 )), the tangent space is isomorphic to the set of all normal C ∞ vector fields along c, i.e.
where n is the unit exterior normal field of the shape Ω defined by the boundary ∂Ω = c such that n(θ) ⊥ c for all θ ∈ S 1 and c denotes the circumferential derivative as in [13] . For our discussion, we pick among the other metrics discussed in [13] the Sobolev metric family for A ≥ 0
where h = αn and k = βn denote two elements from the tangent space at c and c denotes the Laplace-Beltrami operator on the surface c. In [13] it is shown that for A > 0 the scalar product g 1 defines a Riemannian metric on B e and thus, geodesics can be used to measure distances, where d(., ) denotes the geodesic distance. Unfortunately, this is not the case for the most simple member g 0 of the metric family g 1 , where A = 0. In the sequel, we will also need the concept of the covariant derivative ∇ and of the exponential map
defining a local diffeomorphism between the tangent space and the manifold by following the locally uniquely defined geodesic starting in c ∈ B e with velocity h ∈ T c B e . The exponential map depends on the Riemannian metric g 1 in the usual way.
The application of quasi-Newton methods is based on the secant condition, which is formulated on the Riemannian manifold B e analogously to [1] for a step c j+1 := R cj (η) resulting from an increment η j ∈ T cj B e in iteration j via a retraction R as
where T : T B e ⊕ T B e → T B e : (h c , k c ) → T hc k c is a vector transport associated to the retraction R and G j+1 is intended to approximate the Riemannian Hessian ∇gradJ(c j+1 ). In order to formulate the BFGS-update in a concise way, we need to introduce the following notation for a typical linear operator associated with the Riemannian metric
with this notation and together with the following abbreviations
we can rephrase the BFGS-update on Riemannian shape space endowed with the metric g 1 as
ηj . In [17] , superlinear convergence properties for BFGSquasi-Newton-methods on manifolds are analyzed for the case that T ηj is an isometry. This requirement is satified, e.g., if T and R are the parallel transport and the exponential map. It is well-known (e.g. [14] ) that the corresponding update of the inverse operator can be written in the form BFGS method. We therefore implement the formulas given in [12] which describe an operator that can be used both as the Laplace-Beltrami and to compute the discrete mean curvature. However, this approach is tailored for two dimensional, triangulated surfaces. We thus have to extend the polygonal line in our test case in the third coordinate direction such that a surface is spanned which is then triangulated. We investigate the convergence behaviour of the following optimization strategies 1. steepest descent method with fixed step-size 1. 2. limited memory BFGS quasi-Newton with constant metric parameter A = 0.001 and also step-size 1. As observed below, the exact choice of A has only a mild influence on the overall convergence properties.
The necessary operations between the tangent spaces and the manifold are chosen essentially as the identity operator, i.e., for η ∈ T c B e , we define A major problem, which arises in the discrete case using linear finite elements, is that both the representation of the shape gradient as computed in (2.51) and the normal vector field is discontinuous across element interfaces and can thus not be applied directly as a deformation to the shape. We therefore solve the following L2-projection to obtain a representation in piece-wise linear basis functions:
for all linear test-functions v on Γ int . The resulting element-wise linear function u can then be applied as a Dirichlet boundary condition in a linear elasticity equation. A second Dirichlet condition is chosen to be zero at the outer boundary of Ω such that the domain keeps its outer shape. Solving this PDE finally gives a deformation field which can be evaluated in each mesh node and gives a triangulation of the optimized shape without the need of remeshing the domain Ω.
We do not apply a line search strategy in this setting because of the computational cost. Each descent test in the line search requires the solution of the parabolic PDE in time and additionally the computation of the mesh deformation which includes also a PDE. Since the resulting step lengths in both the gradient method and BFGS are feasible for this particular setting, a line search is not obligatory.
The measurements of convergence rates ideally has to be performed in terms of the geodesic distance δ(c k ,ĉ), whereĉ denotes the optimal solution, as specified in [3] . However, this would require to computation of the full geodesic connecting the current iterate with the solution, which is a highly expensive operation. Because of the rigidity of the retraction, a first order approximation is
where η ∈ TĉB e is defined by c k = Rĉ(η) and η = g 1 (η, η) 1/2 . Therefore, in the circular setting of figure 4.1, the distance of each point on the current iterate to the unit circle is integrated along the unit circle, i.e.
where we use A = 0 for simplicity.
Following this approach, figure 4.2 visualizes the convergence history of different BFGS strategies compared to a pure gradient method for problem (2.10-2.14). It can clearly be seen that the BFGS methods are superior to the gradient based method. Furthermore, we partly obtain superlinear convergence in the BFGS case.
It is yet surprising that, in this particular test case, there is hardly any difference between the number of stored gradients in the limited memory BFGS. This changes Note that the boundary conditions are changed compared to the parabolic model since these conditions would lead to a homogeneous steady state distribution of y. The shape gradient for this problem can be found [10] . Here we observe small improvements in the convergence while enlarging the memory width for the BFGS method, which is visualized in figure 4 .3. We also investigate the influence of the grid on the convergence, which is depicted in figure 4.4. Two grids are tested. A coarse one with approximately 3,000 cells and a much finer grid with about 100,000 cells. It can be seen here that the convergence is almost grid independent for both the gradient and the BFGS method. This also visualizes the discretization error. Since the grid around the circle, where the target is computed, does not have exactly the same number of nodes on Γ int , the tolerance where the convergence stops is in the order of magnitude of one finite element and reduces with finer grids.
5.
Conclusions. This paper develops a novel shape gradient for structured inverse modeling in instationary diffusive processes. The second novelty of this paper lies in the application of quasi-Newton methods in shape space. We observe very fast convergence to the level of the approximation error-and this without any line-search. These promising results are to be extended to more practically challenging problems in a large-scale framework in subsequent papers.
