Real-time functional magnetic resonance imaging (fMRI) is an emerging technique for assessing the dynamic and robust changes in brain activation during an ongoing experiment. Real-time fMRI allows measurement of several processes within the brain as they occur. The extracted information can be used to monitor the quality of acquired data sets, serve as the basis for neurofeedback training, and manipulate scans for interactive paradigm designs. Although more work is needed, recent results have demonstrated a variety of potential applications for real-time fMRI for research and clinical use. We discuss these developments and focus on methods enabling real-time analysis of fMRI data sets, novel research applications arising from these approaches, and potential use of realtime fMRI in clinical settings.
Introduction
Functional magnetic resonance imaging (fMRI) is a noninvasive technique used to investigate the functions of the human brain. The method is based on the blood oxygenation level-dependent (BOLD) signal, 1 which serves as an indirect measure of the brain's neuronal activity. Since its discovery, data acquisition and analysis 2, 3 methods have steadily evolved and the precision in evaluating the extent of brain activity has signiˆcantly improved. Motivated by these developments and the desire to obtain results immediately after scanning, especially for clinical applications, a number of researchers have begun developing real-time fMRI.
Unlike conventional approaches that only allow analysis of images long after the subject has left the MR scanner, real-time fMRI allows data analysis immediately after or even simultaneously with image acquisition. The objective is to extract the desired information from the acquired functional MR images as the relevant processes happen within the brain and to make this information readily accessible. An examiner can then use the extracted information to decide, for instance, whether to repeat an experiment to get more accurate data sets or to alter a hypothesis to extract better activations. This capability will be beneˆcial, especially for clinical studies 4, 5 since it will allow functional MR studies to be tailored according to the patient's needs.
Real-time fMRI also provides additional information not readily available from conventional fMRI. Activation maps obtained by the conventional approach are static and represent the sum of the eŠects agreeing with the assumed hypothesis for the entire session. On the other hand, real-time activation maps are dynamic and can accommodate the temporal changes of the cognitive or motor processes occurring during the session, that may be modulated by attention, optimization of strategy, or learning for task performance. Utilizing this extra information, several researchers have employed real-time fMRI as a basis for neurofeedback training [6] [7] [8] [9] [10] or for fMRI-based brain computer interface (BCI). 11, 12) Until the middle of the 1990s, most fMRI setups did not allow for real-time fMRI analysis. Even now, data sets acquired in most fMRI studies are usually analyzed oOEine. However, recent developments in real-time fMRI analysis algorithms, [13] [14] [15] [16] increased computational power, [17] [18] [19] [20] and advances in acquisition techniques 21, 22 have improved considerably the detection sensitivity and processing speed of fMRI, making real-time fMRI feasible.
Various Implementations
Cox's group 14ˆr st reported a real-time fMRI system using a whole-body Biospec 3T scanner (Bruker Instruments) in 1995. In their implementation, the analog signal from the Bruker data acquisition system was diverted into a workstation (Silicon Graphics) equipped with a 14-bit analogto-digital converter (Pentek). Real-time echo planar reconstruction was performed in the workstation and followed by the necessary real-time analysis of the acquired images. The system succeeded in displaying the activation map within 500 ms of the RF pulse. However, because of the time constraint in real-time fMRI, computationally demanding image-preprocessing steps to enhance detection accuracy were not included.
To address real-time fMRI's computational demand, Goddard and associates 20 applied parallel computing to the real-time analysis of fMRI data sets. Computationally intensive steps in the processing pipeline were processed in parallel to speed computation. Their online analysis included a series of processing tasks, such as image reconstruction and registration, a simple t-test to detect activation, and visualization during functional scan. Similarly, Frank and colleagues 23 used a 4-processor computational server to perform realtime image reconstruction, image registration, and in-time statistical analysis in their implementation.
Recently, Bagarinao et al. 17 reported a real-time fMRI analysis system that employed a dedicated PC cluster to speed fMRI processing. Equipped with more processing power, computationally intensive operations, such as realignment for motion correction, 3-dimensional Gaussian smoothing, and general linear model-based statistical analysis, became possible for processing whole-brain fMRI datasets. This not only increases the amount of data that can be processed, but also makes feasible more extensive statistical analysis to be performed in real time. Implementation using remote computational resources, such as computational grids, 24 for real-time analysis of fMRI data sets was also proposed. 18 Aside from computation, a number of researchers have addressed other essential implementation issues. 5, 25, 26 Voyvodic 26 reported a real-time fMRI system that integrated real-time paradigm control and real-time statistical analysis with near real-time integration of behavioral and physiological data. In particular, the system includes an accurate timing control system for multiple independent processing streams for stimulus presentation, physiological monitoring, behavioral response recording, and scanner synchronization as well as including various statistical analysis tools. Global time-stamping support was incorporated in a real-time fMRI system developed by Smyser's group. 25 Their approach simpliˆed event timing on every data channel and avoided the need to coordinate activity on diŠerent computers. The support on incremental multiple linear regression analysis also allowed substantial parametric analysis to be performed in realtime.
These are just a few of the many implementations demonstrating the feasibility of constructing real-time-capable fMRI systems. Generally, existing MR scanner suites can be converted to systems with real-time capability by integrating appropriate components. For instance, high-end computational resources, such as PC clusters, can be incorporated to enable robust statistical analysis in real-time. 17 For real-time applications requiring physiological monitoring or behavioral response recording, additional hardware can be integrated to enable simultaneous processing of multiple input streams. 26 Because there is no standard real-time fMRI system, the type of application being considered by the user will dictate system design. As the technology progresses and more applications emerge, more and more systems will be enabled with basic real-time capability.
Algorithms for Real-Time Analysis
Algorithms designed to process an entire set of images at once (batch processing) usually oŠer robust statistical methods for detecting activation and suppression of artifacts. However, these algorithms are not usually appropriate for real-time analysis because all the data must be available before processing can start. Alternative approaches that can accommodate the analysis of incomplete and growing data sets and fast enough to cope with data acquisition are therefore needed for real-time analysis.
One approach is incremental analysis in which each image is incorporated into the analysis one after the other and the activation map is continuously updated until all the images are processed. 13, 14, 25 The estimates are usually updated using recursive algorithms to avoid recomputation using all the images. In this way, the update time can be made constant even if the data set is growing. Fig. 1 . Flow chart of an incremental algorithm 13 for the estimation of the coe‹cients of the general linear model given by Y n ＝BF n ＋e n . In theˆgure, F n＋1 is an L-dimensional vector and refers to the (n＋1)th row of the design matrix, L is the number of basis functions or columns in the design matrix F, Yn＋1 is a K-dimensional vector representing the magnetic resonance (MR) image acquired at scan n＋1, and K is the total number of voxels included in the analysis. The values of the primitive quantities C n＋1 , D n＋1 , and S n＋1 are continuously updated as new images become available. From matrix Cn＋1, the normalization matrix Nn＋1 is computed via a Cholesky decomposition (CD). The K×L auxiliary coe‹cient matrix An＋1 is then computed using Nn＋1 and Dn＋1. From An＋1, the original K×L general linear model (GLM) coe‹cient matrix B n＋1 can be estimated. The mean square residual error e 2 is also computed using the elements of Sn＋1 and An＋1. Finally, the value of the t-statistics is computed using the already estimated quantities. Incremental implementations of the correlation technique, 14 multiple linear regression, 25 and general linear model (GLM) 13 have been adapted for real-time application. An incremental approach 13 to estimate the coe‹cients of a GLM is outlined in Fig. 1 .
The advantage of incremental analysis is that statistical identiˆcation of activation phenomena improves with the size of the data. With more images, subtly activated voxels become more detectable as the estimation of the relevant statistics becomes more accurate. Speciˆcity also typically increases as the number of false-positiveˆndings decreases in response to the availability of more data for averaging.
Alternatively, real-time fMRI can also be implemented using a sliding-window approach 15, 16, 22 in which aˆxed number of images, called the window width, are used in the analysis throughout the scanning session. Although the size of the data set increases as the scan progresses, the window width is kept constant by discarding the oldest image in the analysis window when a new image becomes available. A new activation map is then constructed based on the new set of images.
The width of the analysis window is usually kept small to achieve better temporal localization. For real-time fMRI, small window width or equivalently small data size means less processing time. Thus, even computationally intensive approaches, such as independent component analysis (ICA), can be adapted for real-time processing in a sliding window approach. 15 Sliding window implementations of the correlation technique 16 and GLM 13 (as outlined in Fig. 2 ) for real-time applications have also been reported.
With sliding window analysis, the dynamic changes in brain activity can be localized in time, and transient or temporally nonstationary dynamic eŠects in the fMRI time series can be detected. Because the width of the analysis window isˆxed, the computational cost typically remains almost the same throughout the scan. The accuracy remains constant over time, but the overall speciˆcity could be strongly aŠected as a result of the usually small window width used in the analysis. Figure 3 shows a comparison of the results obtained using an incremental approach and a sliding window approach applied to a data set acquired using visual stimulation. 27 The experiments were performed in a block manner (12 taskand 13 rest-blocks, 30 s each). Four conditions with Fig. 2 . Sliding window estimation of the general linear model (GLM) coe‹cients. The variables are the same as described in Fig. 1 , except for the update formulae of the primitive quantities Cn＋1, Dn＋1, and Sn＋1. The second terms in the equations are the contributions of the new image volume entering the analysis window of width W, whereas the last terms are the contributions of the last volume leaving the analysis window. For nÃW, the incremental approach can be used to initialize the values of the primitive quantities Cn＋1, Dn＋1, and Sn＋1. (Fig. 3A , upper row) were presented to the subject sequentially. The task block for each condition was repeated 3 times. The data were analyzed using the approach given in Fig. 1 for incremental analysis and Fig. 2 for sliding window analysis. The temporal changes of the t-statistics in V1 and V5 W MT under the 4 conditions are shown in Fig. 3C for the incremental analysis (left column) and for the sliding window analysis (right column). The temporal change of the activation level is well visualized by the sliding window analysis. In the V1, the t-value responded to the range of the visual stimuli, whereas it was almost constant among the 4 conditions in the V5 W MT. Furthermore, the continuous activation in the right V5 W MT during half visualˆeld stimulation indicates that this area is organized bilaterally.
As indicated above, sliding window analysis gives better localization in time because it accurately captures the dynamic changes in activation in response to task conditions and switching. Thus, sliding window analysis will be useful in evaluating the transition of neuronal activation in response to several sequential task conditions. On the other hand, incremental analysis will be useful in monitoring ongoing activation during the scan because it gives a higher t-value as the number of images accumulates. Depending on the application, one can use either approach in real-time fMRI or even both. For instance, volumes of interest (VOI) can be determined by incremental analysis, and temporal changes in activation within these VOIs can be investigated using a sliding window approach.
Emerging Applications
Several interesting novel applications for realtime fMRI have emerged since its introduction. One of the simplest and most direct is the monitoring and control of data quality. With the availability of results immediately after scanning, real-time fMRI makes it easier to assess the quality of the acquired data sets. EŠects from changes in imaging parameters can also be known with minimum delay. Motion parameters can be estimated almost simultaneously with image acquisition. The subject can even be given feedback of these estimated motion parameters for voluntary head motion suppression. 28 The integration of real-time fMRI in routine scans can therefore signiˆcantly improve the quality of the acquired data sets.
Real-time fMRI also enables dynamic monitoring 27 of brain activations during the scan. By continuously monitoring neuronal activation, examiners can easily check the subject's task performance, spot data corruption caused by head motion, and detect trouble with the fMRI system while the subject is still inside the MR scanner. Moreover, examiners can also investigate temporal changes of the t-statistics, which can possibly reveal ‰uctuations in brain activity that could result from learning or optimization strategy. Although existing biofeedback approaches using global physiological measures, such as EEG, EMG, heart rate, and others, have shown that subjects can be trained to regulate EEG rhythms and other autonomic functions, the mechanism involved remains largely unexplored. It is still unclear whether subjects can learn precise control over anatomically localized brain regions associated with speciˆc functions to eŠect changes in certain neurophysiological processes. These are some of the issues that real-time fMRI-based neurofeedback training is trying to address. Figure 4A shows a block diagram of the approach.
In fMRI-based neurofeedback, subjects are trained to learn to regulate the level of activation in certain brain regions using the feedback informa- Fig. 4 . Block diagram of a functional magnetic resonance imaging (fMRI) (A) neurofeedback experiment setup and (B) brain-computer interface (BCI). In both cases, real-time analysis of the acquired images is necessary to extract either the signals that will be sent back to the subject for neurofeedback experiments or activation patterns that will be translated to a speciˆc command for a brain-computer interface device. 162 E. Bagarinao et al.
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tion extracted by the real-time processing of the ongoing fMRI scan. Subjects in Yoo's report 6 were instructed to adjust their task performance based on the presented statistical maps of brain activation to extend activation in the sensorimotor area. This was to demonstrate that by selecting an appropriate movement strategy, subjects can learn to activate a target brain area. Posse and colleagues 7 used verbal feedback of the signal change in the amygdala during trials of self-induced sadness. They measured BOLD responses in the amygdala and reported that subjects achieved signiˆcant diŠer-ences in the activity of the amygdala between the sad and the neutral conditions, and self-ratings of their mood were correlated with levels of activity. Weiskopf and associates 8 used the BOLD signal delayed in less than 2s as the feedback signal, similar to that used in EEG neurofeedback. Improved control of the rostral-ventral subdivision was observed through training.
DeCharms and associates 9 demonstrated the enhancement in subject's control of brain activation by receiving feedback information of the somatomotor cortex activation, but enhancement was not observed in a control group without the real-time fMRI based training. They further demonstrated the potential application of real-time fMRI to pain control. 10 When the subjects performed voluntary control over activation in the rostral anterior cingulate cortex (rACC), there was a corresponding change in the perception of pain for both healthy subjects and chronic pain patients. 10 These results suggest the potentials of real-time fMRI not only for exploring dynamic mechanisms of brain system, but also application for physical therapies.
Another emerging real-time fMRI application is fMRI-based brain-computer interface (BCI; Fig.  4B ). BCI are systems that translate the electrical activity in the brain into commands to control external devices. This technology has been developed over the last 3 decades on the basis of electrophysiological recordings. It is only very recently that a novel type of BCI based on noninvasive fMRI was proposed. In this pioneering work, Yoo's group 11 explored the possibility of using realtime fMRI to interpret the spatial distribution of brain function as BCI commands. They reported that subjects could navigate through a simple 2-dimensional maze solely through their thought processes. Similarly, Weiskopf and colleagues 29 assessed whether the BOLD signal in the supplementary motor area (SMA) and parahippocampal place area (PPA) could be controlled diŠerential-ly for BCI application. They reported that subjects successfully regulated the curve up and down of the diŠerential signal as required in the visually presented block design.
Real-time fMRI could also be used for explorative studies and interactive paradigm designs. For instance, Yoo's group 30 designed a system in which regions of activation, irrespective of their location within the brain, were selectively detected in multiple stages at progressively higher temporal and spatial resolution while quiescent regions were ignored. They employed a couple of scans to locate regions of interest and focused succeeding scans in these regions. For clinical studies, an interactive paradigm will be useful to customize the task scenario for each subject.
With only a decade of development, real-time fMRI has already produced a number of signiˆcant novel applications. The summary presented in this section represents only a small fraction of the many potential applications that will be possible with . Block diagram of a fully interactive real-time functional magnetic resonance imaging (fMRI) system. The system is divided into diŠerent subsystems according to function. One of these is the data acquisition subsystem composed of the MR scanner and other measuring devices for the acquisition of functional images, behavioral response, and physiological recordings, among others. The feedback presentation device, stimulus presentation device, and a controlled external device made up the auxiliary subsystem. The control subsystem is responsible for controlling the stimuli and the scanner. Central to the operation of the system is the ability to process the data in real time and to extract the necessary information that will be translated to either a feedback signal, brain computer interface (BCI) commands, or other control commands, which is the task of the attached computing resource. 
Discussion
Although real-time applications often exclude more rigorous, but computationally intensive statistical analyses as a result of constraint in processing time, increasing availability of high performance computational resources may soon eliminate this obstacle. 17, 18 Current analysis tools for realtime applications are also more limited than for the batch approach, mainly from the di‹culty inˆnd-ing appropriate real-time algorithms for existing methods. The sliding window approach can be used to adapt batch-processing methods in real time. However, for better temporal localization, the width of the analysis window is usually small, which could aŠect the overall speciˆcity of the approach. Thus, more eŠort is required in the development of real-time analysis methods.
The reported success of real-time fMRI-based neurofeedback studies has important ramiˆcations in clinical settings. Learning voluntary control of emotions 7 by training related brain regions might be used to address problems such as anxiety, emotional disturbance, and post-traumatic disorder. Neurofeedback training could also be used to control pain perception, 10 chronic depression, and addiction, among other conditions. Psychological or psychiatric disorders causing abnormal levels of activity in speciˆc brain regions might also be studied using this approach.
In theˆeld of BCI, the primary advantage of real-time fMRI over EEG is that the former allows noninvasive recording of activity across the entire brain with higher degree of localization because of its high spatial resolution. On the other hand, EEG oŠers only limited, usually low spatial resolution and relatively poor localization of neuronal activity. Although EEG provides better temporal resolution, it will not be suitable when training is targeted towards a more localized region in the brain. The technical implementation of an fMRI-based BCI, however, will be a challenge.
Finally in Fig. 5 , we show where the future technical development of real-time fMRI might lead us-a general-purpose, fully interactive realtime fMRI system. The system will comprise diŠer-ent subsystems, each designed to perform particular functions. The data acquisition subsystem including the MR scanner and other measuring devices, for instance, will be responsible for the acquisition of functional and anatomical images, behavioral response, and other physiological recordings. Central to the real-time operation of the system will be the attached computing resource responsible for the real-time analysis of the acquired data. The ability to eŠect changes in the running paradigm or scanning parameters, either manually (user intervention) or based on the running results, will also make the system fully interactive.
Conclusion
Real-time fMRI is an emergingˆeld that allows the measurement of brain processes as they take place. Results from diŠerent studies have demonstrated the feasibility of several emerging novel real-time fMRI applications with potential for both research and clinical use. However, more work is needed to see the actual beneˆts of real-time fMRI, especially in the clinical setting. Technical advances in data acquisition techniques, including high-ˆeld fMRI, increasing availability of fast computational resources, and progress in developing algorithms for real-time data processing and feedback presentation, are some of the motivating factors that will push further the development of real-time fMRI.
